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Automated journalism technology is transforming news production and changing how audiences perceive the news. As automated text-generation models advance, it is important to understand how readers perceive human-written and machine-generated content. This study used OpenAI’s GPT-2 text-generation model (May 2019 release) and articles from news organizations across the political spectrum to study participants’ reactions to human- and machine-generated articles. As participants read the articles, we collected their facial expression and galvanic skin response (GSR) data together with self-reported perceptions of article source and content credibility. We also asked participants to identify their political affinity and assess the articles’ political tone to gain insight into the relationship between political leaning and article perception. Our results indicate that the May 2019 release of OpenAI’s GPT-2 model generated articles that were misidentified as written by a human close to half the time, while human-written articles were identified correctly as written by a human about 70 percent of the time.
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1 INTRODUCTION
The boundaries between journalism, automation, and machine-generation of content are increasingly being blurred. Many news publishers have embraced computational journalism as a strategy to generate content in
an efficient and cost-effective manner [38], with varying opinions on what the ideal relationship between news automation algorithms and journalistic content should be [4]. Computer-assisted reporting, which involves the use of computers to analyze data, and computational journalism, which includes knowledge representation using AI and computational tools, are both forms this relationship can take [9]. A recent survey of news organizations globally found that artificial intelligence has become a significant part of news gathering, production, and distribution processes [3]. While the technological advances promise to extend journalists’ ability to produce more content faster, concerns about natural language processing models generating news texts bring up ethical and editorial issues. With the increasing use of AI and automation in newsrooms, news content generated by software is becoming more difficult to separate from articles written by human journalists [8]. In addition, with readers shifting to online journalism and social media, the chances of them being exposed to misinformation and fake news have increased. Furthermore, the rapid spread of online news has resulted in more readers being exposed to inaccurate content that is passing as credible information. We thus seek to test the ability of a natural language processing model to mimic human-written texts by studying readers’ detection and perceptions of human-written and machine-generated stories.

Some researchers have examined users’ perceptions of machine-generated articles when compared to articles written by human journalists [8, 16, 37]. Our study builds upon this work as well as the work of those who explored the influence of political leaning on how readers respond to machine-generated news about controversial topics [20, 21, 38]. Some readers perceive online news to be more credible than print news [5], and there is an increasing possibility that readers online come across written content auto-generated by algorithms. With the development of continuously more sophisticated text-generation models, which might impact future experiences and manipulation of readers, it is important to explore the credibility of machine-generated text content.

OpenAI developed a text generation model, called GPT-2, to generate articles based on a prompt given by the user [30]. However, they deemed this model too risky to be released to the public due to concerns about malevolent use. They released a restricted version of the model in May 2019. Extended models have since been released. In this study, 30 participants were presented with a randomized selection of human- and machine-generated articles (validated for syntactic and semantic fluency), while monitoring their facial expressions and galvanic skin response. We examined OpenAI’s claim that GPT-2 could closely mimic human-written text as a journalistic form of the Turing Test, and considered the relationship between political leaning and readers’ perceptions of articles.

2 RELATED WORK

2.1 Information Credibility

In an era of misinformation, the importance of determining information credibility becomes ever more apparent. A study on perceptions of information credibility related to print and online news sources found that internet news content was considered moderately credible overall, and when digital journalists were asked their preferences, they choose online news information [5]. Further research on perceptions of news credibility, specifically in the context of the Iraq war, showed that opponents of the war felt that the internet was a more credible source of news than those who were neutral or in support of the war [7]. However, another study has found that people are less skeptical of print news compared to online and television news sources [17].

A model to analyze how people perceive the credibility of information provided by technology suggests that readers’ interactions via the modality, agency, interactivity, and navigability of the technology contribute to their overall perception of its credibility [34]. Studies of the methods used to characterize and detect disinformation suggest that data mining approaches have potential to improve the detection of fake news [32], and have also identified relevant factors such as the media outlets publishing the news, social media users who share the news, and the tone of the news stories [26]. Research is also being conducted to explore questions beyond the detection of fake news such as measuring its impact on society [27].
2.2 Text Generation
In addition to OpenAI, many other organizations have developed methods of automated text generation, such as Narrative Science and CBS Interactive [37]. Advanced neural network approaches have eclipsed earlier models and been applied to a range of text generation tasks and corpora. Both supervised and unsupervised models have been utilized to characterize the political leaning of various news sources [29], and prediction of trustworthiness and political leaning of various news outlets has also been considered [1]. Models such as Proppy, for example, explore levels of propaganda in news articles [2]. Efforts to determine whether news sources and articles are based on credible information also motivate studying reader perceptions of machine-written content. Another concern is the risk of ethically problematic applications being developed and applied to news-like content [14].

Both supervised and unsupervised models have been utilized to classify the political leaning of various news sources [29], and prediction of trustworthiness and political leaning of various news outlets has also been explored [1]. Models such as Proppy, for example, aim to identify levels of propaganda in news articles [2], and this establishes a foundation for methods used to determine whether news sources and articles are based on credible information. Moreover, there is an on-going risk that ethically problematic applications are developed and applied to news-like content [14].

2.3 Readers’ Perceptions Based on Source
A previous study by Clerwall [8] exploring perceptions of automatically generated content versus articles written by journalists presented readers with an auto-generated recap of a Los Angeles Chargers game and a human-written article about the NFL from the LA Times to see if they can tell the difference. The study found that readers were not able to make a clear distinction between these articles [8]. Graefe et al. [13] noted that readers found machine-generated sports articles to be slightly more credible than the articles written by human journalists.

Furthermore, when journalists and general readers were shown human- and software-generated baseball game articles, both responded more positively to articles when told they are machine-authored than when told they were human-authored [16]. However, it is not conclusive that people trust machine-generated articles more than human-written content. For example, a Dutch study asking both journalists and general readers of news to rank articles about finance and sports on expertise and trustworthiness constructs found that general participants ranked content written by software and content written by a journalist to have equal levels of trustworthiness and expertise [37]. The study also showed that journalists ranked software-generated articles as having higher expertise but human-written articles higher for trustworthiness.

Research has also demonstrated that many psychological factors influence how people interact with technology. For example, research into the tendency to distinguish between humans and computers, involving subjects over the age of 20, found that subjects were uncomfortable with computers in personal roles [23]. Further explorations into participants’ responses to a virtual reality chat found that participants felt more unsettled when they perceived an avatar to be controlled by an artificially intelligent computer [33]. While previous studies on readers’ perceptions of news content have focused on articles covering empirical data related to formulaic topical content, readers’ perceptions of politically charged articles is understudied. The OpenAI GPT-2 model we explore in this study generates more flexible open-domain content.

2.4 Research Questions
In this study, we apply GPT-2 conditional text generation to examine readers’ assessment and reactions to machine-generated political content, focusing on topics that engage readers’ emotions. We define human-written as news content written by human journalists, while machine-generated is defined as articles that have been automatically generated by an AI system. Political leaning is the term used for the participants’ own self-identified political leaning on a Liberal-to-Conservative spectrum. Articles were also assigned a liberal or conservative
category by two co-authors. In addition, political tone refers to the Right-to-Left leaning tone that the text conveyed to the participant. Last, perceived credibility of an article is the perceived trustworthiness of its content. We answer the following questions:

(1) Are participants able to identify the source of an article: human or machine?
(2) Are there differences in human reactions to:
    (a) human-written versus machine-generated articles?
    (b) conservative versus liberal articles?
(3) Does readers’ political leaning impact perceived credibility of articles?

3 METHODS

3.1 Article Generation and Selection

Machine-generated articles were prepared using the approximately 350 million parameter version of the GPT-2 model, which took an input text and returned a roughly 400-word article. If a chosen article was longer than 400 words, roughly the first 400 words were selected, allowing subjects to read the articles within a reasonable amount of time. The given prompts were either conservative or liberal on one of three controversial topics: climate change, vaccinations, or politics. For each category of articles (e.g., conservative on climate change, liberal on vaccinations, etc.), we prompted the article generator with the first few sentences from a human-written article of the same category (e.g., the first two sentences of a human-written conservative article on climate change used to prompt a machine-generated conservative article on climate change). We observed that GPT-2 often strayed from the given topic and/or the expected political leaning. Accordingly, for each prompt, 20 samples were generated and the one that was deemed most coherent, on-topic, and with desired political leaning based on consensus of two experimenters was chosen. This practice is consistent with how OpenAI developers generated their example texts.

Human-written articles were selected from well-known American news publications from a range of political affiliations. These news sources were from a dataset listing American publications with known political leanings. Articles were chosen based on political affiliation and topic with the goal to obtain a balanced number of liberal and conservative articles, and a balanced number of articles covering climate change, vaccinations, and politics. Selected articles were shortened to around 400 words to match the length of the machine-generated articles. In total, 48 articles were selected for the pool of articles from which 12 were then randomly presented to each participant.

3.2 Journalistic Turing Test

Turing formally defined a test aimed to determine whether a computer could act indistinguishably from a human. Since then, mention of the “Turing Test” has evolved to refer to a wide range of behavioral tests. We define a journalistic Turing Test to measure the ability of a machine to generate news-like articles that are indistinguishable from human journalistic writing on the same topic. In this study, it is important to note that participants were not experts, but regular readers who did not necessarily have a high media literacy. This differentiates the journalistic Turing Test from the from an expertise-based test like the Feigenbaum Test, where the participants would be subject experts who are more likely able to identify the difference between a human and an AI system.

3.3 Peak Expression Analysis

The study collected and analyzed human sensing data from participants reading articles, including facial expressions and galvanic skin response (GSR). For the data processing, standalone dimensionality reduction algorithms
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1Initial capitalization of these terms is used to indicate the self-identified political leaning.
were not directly applicable due to the fact that GSR and facial data time series are variable in length, since readers read at different speeds. In addition, most readers may not exhibit emotional reactions for the majority of the time reading, so some parts of the time series are more important than others. To account for this, analysis first detected peaks in GSR data. GSR peaks tend to relate to affective peaks. The analysis then considered face-based emotional expressions during peaks. Averaging each expression resulted in the time series being reduced to a single $n$-dimensional vector, where $n$ was the number of expressions. In order to visualize results, we further reduced this $n$-dimensional vector down to two dimensions using Principal Component Analysis. We refer to this process as Peak Expression Analysis (PEA).

3.4 Experiment

3.4.1 Participants. In total, 30 participants were recruited through flyers and emails after receiving Institutional Review Board approval. Participants were chosen on a first-come, first-serve basis while ensuring an even distribution of male and female participants. Participants were reimbursed with $10 for their time. While our sample size is modest, given the exploratory focus of our study, we provide a methodology and findings that still provide valuable bench-marking data and can later be considered for similar work with larger groups of participants.

3.4.2 Experimental Setup. Before the experiment, each participant was connected to a Shimmer GSR sensor on their pointer and middle fingers on their non-dominant hand (see Figure 1, bottom-left), to monitor pulse and skin conductance as they participated in the experiment. Each participant was then asked to complete a demographic survey, providing information about their gender, race, age, education level, employment status, and political identification. They were also asked to rank how strongly they agreed with statements on climate change, vaccinations, and political issues (see Appendix A). In the experiment, individual participants were presented with 12 randomly selected article excerpts (half from each source category and further split based on the...
three topics) and after each reading task they were presented with a questionnaire asking them to summarize the article, how credible they thought the article was, whether they believed the article was written by a human or by a computer, how engaging the article was, and what the political leaning of the article was (see Appendix B). One item was excluded from analysis since this questionnaire was not completed for it.

Our study focused on the ability of human readers to discern differences between human- and machine-generated articles and evaluate the credibility of the information. Prior research shows that media message credibility can be affected by numerous factors making it difficult to determine if the audience’s perception of the credibility is based on the source, medium, or the message [22]. Hence, our study employed a single-item credibility measure to assess if the participants found the articles credible based on reading them. In order to gather biophysical data to gauge participants’ responses to articles beyond the self-reported survey data, facial expressions were recorded through the computer’s web camera and their facial movements were analyzed through iMotions Facial Expression Analysis software, which provided face-based estimations on each participants’ levels of valence, engagement, joy, anger, surprise, fear, contempt, sadness, and disgust while reading.

Participants completed a post-experiment questionnaire asking them about where they get their news from, how often they consume news content, what their preferred news organization was, based on a list of popular news publishers (ranging in political leaning), if they enjoy discussing news, if they knew that some news sources produce machine-generated articles, how comfortable they were with an algorithm customizing news stories for them based on data gathered from their online activity, and if they would prefer a story written by a human or by computer software.

4 RESULTS
4.1 RQ1: Are Participants Able to Identify the Source of an Article: Human or Machine?
A Chi-Square test of independence was conducted to determine if there was a significant relationship between two categorical variables: actual versus perceived source (human or computer). The relationship between these variables was found to be significant, $\chi^2 (1, N = 359) = 19.679$, p < 0.01. Figure 2 shows the number of times people perceived a human-written article was written by a human versus a machine and how often people thought a machine-generated article was written by a human or by a machine. The machine-generated articles were perceived to be written by a human 47% of the time, while the human-written articles were identified as
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2Participants were notified of a wording issue in the engagement question prior to completing the task.
being written by a human about 70% of the time. This suggests that people can identify human-written articles with relatively more confidence than machine-generated articles, based on our sample.

4.2 RQ2a: Are There Differences in Human Reactions to Human-Written Versus Machine-Generated Articles?

An independent samples Mann-Whitney U test was conducted to compare differences between the credibility score, on a scale from $-2$ (very uncredible) to $2$ (very credible), given to human- versus machine-generated articles. Credibility was treated as an interval measure in which each of the five options given to participants (very uncredible, somewhat uncredible, neutral, somewhat credible, very credible) were associated with a number between $-2$ and $2$. The sample articles in our experiment did not indicate the name of the source as our interest was in accessing general perception based on the content of the article and whether the participants could differentiate between human- and machine-generated content. This test was used because there were two independent groups (human- and machine-generated articles) with a dependent variable (credibility score) that was not normally distributed (Shapiro-Wilk Test, $p < 0.05$). Machine-generated texts had significantly lower credibility scores ($\text{Mdn} = 0.00$) than human-written texts ($\text{Mdn} = 1.00$), $U = 11473, p < 0.01$ (Figure 3, left). Follow-up independent samples Mann-Whitney U test indicated that, based on participants’ perceptions of articles’ source, texts that were perceived to be machine-generated also received significantly lower credibility scores ($\text{Mdn} = -1.00$) than those that were perceived to be human-written ($\text{Mdn} = 1.00$), $U = 7568, p < 0.01$ (Figure 3, right).

Next, the peaks in GSR response for each participant were used to conduct an independent samples Mann-Whitney U test to determine if there was a significant difference between the mean number of peaks that occurred while participants read human-written articles versus those that occurred while they read machine-generated articles (Figure 4, left and right). Again, this test was chosen because there were two independent groups (human-written and machine-generated) and a continuous dependent variable (mean GSR peak count). No significant differences were found.

During GSR peaks [11], participants’ facial expressions were analyzed using PEA to visualize facial and GSR time series data when reading human-written and machine-generated articles (Figure 5). As a first step, Principal Component Analysis (PCA) was conducted with scikit-learn [28], using the nine face-based estimated expressions as input features derived using PEA with the dataset. The clusters formed suggest a potential link between facial expression and credibility.

4.3 RQ2b: Are There Differences in Human Reactions to Conservative Versus Liberal Articles?

To determine if there was a relationship between participants’ GSR responses to conservative and liberal articles and self-identified political affiliation (grouping participants who identified as Right or Center Right as...
Fig. 4. Left: Distribution of GSR peaks when reading human-written articles. Right: Distribution of GSR peaks when reading machine-generated articles.

Fig. 5. Left: Clusters of facial expressions based on credibility rating given to human-written articles during GSR peaks. Right: Clusters of facial expressions based on credibility rating given to machine-generated articles during GSR peaks (N = 359 data points).

Conservative and participants who identified as Far Left, Left, or Center Left as Liberal; see Figure 6), an independent samples Kruskal-Wallis test was conducted (H(2) = 8.706, p = 0.013). The test showed a significant difference between the number of GSR peaks for Liberals, with a mean score of 5.10, Independents, with a mean score of 4.07, and Conservatives, with a mean score of 4.83, while reading liberal articles. This test was chosen because we had multiple independent groups (Liberal, Independent, Conservative) and a continuous dependent variable (mean GSR peak count). No significant difference was found between GSR peaks of these three groups while participants were reading conservative articles.

Participants’ political leaning was used as an independent variable. Our sample was skewed towards participants who identified as Liberal or Independent. Other demographic factors such as age and occupation were too homogeneous among the modest sample, since our experiment was conducted on a university campus, to be able to conduct tests considering these factors. During GSR peaks, facial expressions were also analyzed using
Fig. 6. Distribution of self-reported political leaning. N/A indicates participants who chose not to answer. No one indicated Far Right (FR).

Fig. 7. Left: Clusters of facial expressions based on credibility rating given to liberal articles during GSR peaks. Right: Clusters of facial expressions based on credibility rating given to conservative articles during GSR peaks.

PEA for participants reading both liberal and conservative articles (Figure 7). The groupings weakly indicate that facial expressions of readers around the moments of GSR peaks can give insight as to how readers rate the credibility of articles.

4.4 RQ3: Does Readers’ Political Leaning Impact Perceived Credibility of Articles?

An independent samples Mann-Whitney U test was conducted to compare differences between two independent groups (Liberals and Conservatives; see Section 4.3) with a dependent variable (credibility score) that was not normally distributed (Shapiro-Wilk test, p < 0.05). Results indicated that there was not a significant difference between credibility scores given to human-written conservative, machine-generated conservative, human-written liberal, and machine-generated liberal articles by Liberal versus Conservative participants.
Since articles were stratified by three topics—climate change, vaccinations, and political news—each participant was asked to provide their opinion on these three issues in the demographic survey. Independent samples Mann Whitney U tests were conducted to determine the relationship between participants’ opinions on each of these issues and their perceived credibility of articles on each respective issue. All participants reported that they either Strongly agree or Somewhat agree that climate change is an important issue, and there was no significant difference found between the credibility scores provided by these two groups on climate change articles. Similarly, all participants reported that they either Strongly agree or Somewhat agree that everyone should get their children vaccinated and there was no significant difference found between these two groups’ credibility scores for articles on vaccinations. Finally, participants who responded that they either Strongly agree or Somewhat agree that Donald Trump is a good president were placed in an Agree group and participants who chose Strongly disagree or Somewhat disagree were placed in a Disagree group. There was no significant difference between credibility scores given to political articles by these two groups.

Lastly, an independent samples Mann-Whitney U test was conducted based on the same two Liberal and Conservative groups’ credibility scores given to articles perceived as either Far Left, Left, Center Left in one group as Left, Independent in a second group, and Far Right, Right, or Center Right in a third group as Right (Figure 8). For articles perceived to have a Right-leaning tone, credibility scores given by Liberals were significantly lower (Mdn = 0.00) than those given by Conservatives (Mdn = 1.00), U = 240.5, p = 0.001. A significant difference was not found for articles perceived as having Left or Independent political tones.

5 DISCUSSION

The goal of our study was to examine if regular news readers can differentiate between machine-generated and human-written articles. Our findings show that the machine-generated articles were identified as human roughly half the time, while human-written articles were identified correctly as written by a human about 70 percent of the time. Since people are able to identify the article source better for human-written articles than for machine-generated articles, this finding differs from Clerwall’s conclusion that readers are not able to make a clear distinction between software- and human-written articles [8]. However, Clerwall’s study used
articles focusing on American football game scores, which tend to be formulaic in nature, whereas the present study’s articles were more politically charged. In addition, while Clerwall used formulaic models of text generation, GPT-2 used template-free, neural-based generation. As a result, the GPT-2 model sometimes generated text that might be semantically and syntactically coherent, but whose topic could change in a way humans find unnatural. It is important to note that participants in our study were aware that some of the articles they were reading were machine-generated, and were thus primed to detect such flaws.

Participants in this study demonstrated skepticism of machine-generated content. When exploring to see if there were differences in reactions to human-written versus machine-generated articles, we found that machine-generated articles had significantly lower credibility scores than human-written articles. We further tested credibility score differences between articles that were perceived to be human-written versus machine-generated. Perceived machine-generated articles had significantly lower credibility scores based on this test as well. It is important to note that if people know that there is a possibility of an article being machine-generated, they might be less likely to believe its content. Our finding varies from Jung et al. [16]'s conclusion that journalists and the general public rate article content identified as machine-generated higher than that identified as journalist-written. However, they utilized baseball game articles for their study as well as different text-generation technologies than our study. While our results are reassuring given concerns about fake news and limitations of natural language generating models, the possibility of misleading machine-generated text being perceived as credible remains.

Looking at the GSR data collected to answer whether there were differences in reactions to human-versus machine-generated articles, we found a significant difference between the number of peaks for participants leaning Liberal or Conservative or identifying as Independents when reading liberal articles. The trend indicated that Liberals were more engaged with liberal news content, which is somewhat surprising since one might assume that Conservatives would become agitated when reading liberal content, although we do not know if GSR peaks indicate positive or negative engagement. Measuring arousal via GSR while reading human- and machine-generated texts is a unique contribution of this study, as previous works have focused on self-reported survey data.

6 CONCLUSION

The advancement of automated journalism has the potential to significantly change the news content publishers produce and readers consume on a daily basis, but greater attention needs to be paid to how AI and machine-learning methods are integrated due to on-going ethical and editorial concerns about inaccuracies and bias. This work contributes to scholarship on the development of a methodology for assessing readers’ reactions to machine-generated news articles. Our study has also developed a dataset consisting of 359 instances of facial expressions, GSR, and self-reported perceptions of 24 human-written and 24 machine-generated articles, which can be used for future research. The application of a journalistic approximation of a Turing Test, and analysis considering credibility of textual content, the source, political leaning of participants and content, and perception of textual content’s political tone on a carefully collected dataset provides a good benchmark to develop further research on this topic. Results suggest that readers can still distinguish between human-written and machine-generated articles and can perceive the lack of credible information in machine-generated content. This suggests that humans can exhibit critical resilience to machine-generated fake news and highlights the current limitations of this natural language processing model to successfully mimic human text generation. Yet, the ethical issues with news-like story generation remain, and there is a need for critical awareness not only among readers but also among researchers, professional software developers, and data scientists, considering the potential for improved capacity of text-generation models.

In this study, we have reported on responses to machine-generated articles using both readers’ self-reported perceptions and reactions such as GSR and facial expressions. Additionally, based on the collected dataset, we have found that articles generated by OpenAI’s approximately 350 million parameter GPT-2 model were identified as human-written roughly half the time. However, the findings do not preclude the potential that models will
one day approximate human-written content. In this study, readers were more confident about human-written articles, identifying their source correctly about 70 percent of the time. It also remains to be seen how people would perceive articles generated by more recent versions of GPT-2 with substantially more parameters.

The data analysis also suggests that readers do not yet trust software to write credible content for politically charged topics. While a comparison remains to be done between formulaic articles on sports or finance and controversial articles such as the ones presented in our study, when compared to Jung et al. [16], who used sports articles in their study, the present study resulted in significantly lower credibility scores for machine-generated articles than for human-written text.

Finally, based on participants’ self-reported political affiliations, results indicate that Liberals ranked articles perceived to have a Right-leaning tone to be significantly less credible than Conservatives did. We also found that the Liberal readers had more GSR peaks when reading liberal articles. These findings point to higher engagement of Liberal readers when reading content that they presumably agree with (or at least do not strongly disagree with) while also lower levels of trust for content they presumably do not agree with. Once again, future research should expand upon this dataset and these results to confirm the relationship between participants’ political self-identification and their response to news-like content.

6.1 Limitations and Future Work

While our study makes contributions to scholarship on news credibility assessment and natural language processing models’ ability to mimic human-written text, our sample was heavily skewed towards university students and people who identified as either Liberal or Independent. This means that we had little representation of politically Conservative readers, which might have impacted our results related to the relationship between political leaning and perceptions of news credibility.

We also used a single-item measure of credibility, which is not the most reliable choice of measurement, but given the long duration of our experiment and lack of information about news publications, author byline, dateline, or link to other sources in the story, it was sufficient for our study. Future work should incorporate some of the existing news credibility measures to test whether perceptions of credibility change the author’s byline or if links to other sources make a difference in how people perceive human-written versus machine-generated stories.

Future studies could additionally include more participants and further break down the articles presented to participants by different genres. Researchers could also consider using more information about the provided articles, such as date, as further measures of news credibility. Since stories on finances and sports are more formulaic in nature because they are based on scores, numbers, and statistics, one might expect such machine-generated text to seem more realistic compared to more politically charged topics. One approach would be breaking up participants into two groups: one group that reads political and controversial articles as we did in this experiment, and one group that reads more structured articles on finances or sports statistics. Furthermore, to better understand whether participants’ facial expressions and GSR response were actually in response to the articles or were just their ordinary facial expressions and GSR, neutral articles, or affective palate cleanser tasks [31], could be interspersed between the different reading items to compare how participants respond to non-provocative content. In addition, as our study was skewed towards Liberal and Independent participants with little representation of Conservatives, future work could seek a more diverse range of political leanings. Based on our study, and its findings for the journalistic Turing Test, more work is needed to test the ability of text generation models to mimic human-written content.

APPENDICES

A PARTICIPANT DEMOGRAPHICS SURVEY

(1) Subject ID:
(2) Gender:
- Female
- Male
- Prefer not to answer
- Other

(3) Race:
- White (Not Hispanic or Latino)
- Asian/Pacific Islander
- Hispanic or Latino
- Black or African American
- Native American or American Indian
- Prefer not to answer
- Other

(4) Age:
- Under 24
- 25–35
- 36–45
- 46–55
- 56–65
- Over 65

(5) Education Level:
- PhD
- Masters
- Bachelors
- High School Diploma
- No Degree
- Other

(6) Employment Status:
- Employed full-time
- Employed part-time
- Unemployed
- Consultant
- Student
- Retired

(7) Political Identification:
- Far Left
- Left
- Center Left
- Independent
- Center Right
- Right
- Far Right
- Prefer not to answer

(8) Rank how strongly you agree with each of the following statements:
- Climate change is an important issue right now.
  - Strongly disagree
  - Somewhat disagree
Everyone should get their children vaccinated.
- Strongly disagree
- Somewhat disagree
- Neutral
- Somewhat agree
- Strongly agree

The federal government should be uninvolved in state affairs.
- Strongly disagree
- Somewhat disagree
- Neutral
- Somewhat agree
- Strongly agree

Donald Trump is a good president.
- Strongly disagree
- Somewhat disagree
- Neutral
- Somewhat agree
- Strongly agree

B POST READING QUESTIONNAIRE
(1) Provide a one-sentence summary of the story you just read.
(2) How credible do you think the story was?
   - Very uncredible
   - Somewhat uncredible
   - Neutral
   - Somewhat credible
   - Very credible
(3) Was this story written by a human or by a computer software?
   - Human
   - Computer software
(4) How engaging was this story?
   - Very unengaging
   - Somewhat unengaging
   - Neutral
   - Somewhat engaging
   - Very engaging
(5) What is the political tone of this story?
   - Far Left
   - Left
   - Center Left
   - Independent
   - Center Right
   - Right
   - Far Right
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