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Abstract

This paper is concerned with the problem of classifying left exact categories according to their ‘matrix properties’ — a particular category-theoretic property represented by integer matrices. We obtain an algorithm for deciding whether a conjunction of these matrix properties follows from another. Computer implementation of this algorithm allows one to peer into the complex structure of the poset of all ‘matrix classes’, i.e., the poset of all collections of left exact categories determined by these matrix properties. Among elements of this poset are the collections of Mal’tsev categories, majority categories, (left exact) arithmetical categories, as well as left exact extensions of various classes of varieties of universal algebras, obtained through a process of ‘syntactical refinement’ of familiar Mal’tsev conditions studied in universal algebra.

Introduction

In this paper we will work with matrices of (non-negative) integers, such as

\[
\begin{bmatrix}
1 & 1 & 0 & 2 & 2 \\
0 & 0 & 1 & 1 & 0 \\
2 & 0 & 1 & 2 & 1
\end{bmatrix}
\]

Such matrices encode a system of ‘linear equations’ in the algebraic theory of a variety of universal algebras, which in the specific example above is:

\[
\begin{aligned}
p(x_1, x_1, x_0, x_2, x_2) &= x_0, \\
p(x_0, x_0, x_1, x_1, x_0) &= x_0, \\
p(x_2, x_0, x_1, x_2, x_1) &= x_0.
\end{aligned}
\]

Recall that a variety of universal algebras is the collection of all algebraic structures defined by some signature of operators, satisfying certain identities such as the one above, where the \(x_i\)'s are variables (so they may assume arbitrary value in a specific algebra) and \(p\) is one of the operators. The system of equations above gives a property of a variety stating that through operators in its signature one may build an operator \(p\) such that every algebra in the variety will model the system (every equation in the system will hold for all values of the \(x_i\)'s in the algebra) — it is thus a particular type of Mal’tsev condition \cite{45}. For example, in the variety of vector spaces over a two-element field, we can define

\[p(x_1, x_2, x_3, x_4, x_5) = x_1 + x_2 + x_3 + x_4 + x_5\]
to satisfy the given identities. This means that the variety in question has the property determined by the matrix (in fact, it is not difficult to show that the variety of modules over a ring \( R \) has this particular property if and only if \( x = -x \) holds in the ring). Notice that the matrix is obtained from such a system of linear equations as the matrix of indices of variables in the system, appearing to the left of the equality sign. The variables on the right of the equality sign by default all have index 0 (otherwise, we must ‘extend’ the matrix with another column).

Algebras in a variety form a category, where morphisms are homomorphisms of algebras. The property of a variety that the system of equations determines can be reformulated as a property of this category. To do this, one first wants to see the matrix as a property of an \( n \)-ary relation, where \( n \) is the number of rows of the matrix (so \( n = 3 \) in the example above). This is done by means of ‘column-vectors’ of the matrix — in the case of the matrix above, the corresponding property of a relation states:

\[
\begin{align*}
\begin{bmatrix} x_1 \\
 x_0 \\
 x_2 
\end{bmatrix}, \begin{bmatrix} x_1 \\
 x_0 \\
 x_1 
\end{bmatrix}, \begin{bmatrix} x_0 \\
 x_1 \\
 x_2 
\end{bmatrix}, \begin{bmatrix} x_2 \\
 x_1 \\
 x_0 
\end{bmatrix} \subseteq R & \implies \begin{bmatrix} x_0 \\
 x_0 \\
 x_0 
\end{bmatrix} \in R.
\end{align*}
\]

The property of a category determined by the matrix states that all internal \( n \)-ary relations in the category must satisfy the property above internalized to the category (this process of ‘internalization’ is a standard one given by the Yoneda embedding). We consider this property together with the requirement that the category is ‘left exact’ (that is, it has all finite limits). The Mal’tsev condition on a variety obtained from a matrix is equivalent to the corresponding condition on internal relations in the category of algebras (categories of algebras are always left exact). This is an easy theorem to prove, using standard universal-algebraic techniques (see [31]), which can be illustrated in the case of vector spaces and the matrix above by saying that the existence of a linear combination \( p \) that fulfills the above system of equations is equivalent to every subspace \( R \) of \( V^n \) (for every vector space \( V \)) to satisfy the implication above. Thus, collections of varieties given by Mal’tsev conditions such as the one above extend to collections of left exact categories given by matrices. We refer to these collections of left exact categories as ‘matrix classes’.

Among examples of matrix classes are the matrix class of Mal’tsev categories in the sense of [10, 9] and the matrix class of majority categories in the sense of [22]. Their universal-algebraic counterparts are given by the collections of Mal’tsev varieties [36, 44] and varieties admitting a majority term [39]. The intersection of these two collections is given by arithmetical varieties [39, 40, 41]. Arithmetical categories in the sense of [38] are Barr-exact categories with coequalizers in the matrix class given by a matrix that determines the Mal’tsev condition for arithmetical varieties. Many more matrix classes can be produced from various Mal’tsev conditions encountered in universal algebra. This brings us to the following questions: how many matrix classes are there, for given dimensions of a matrix, and how can we decide whether two matrices give rise to the same matrix class or not?

In this paper we present an algorithm for determining implications of finite conjunctions of matrix properties, which leads to answering the questions stated above, with the help of a computer, for matrices with sufficiently small dimensions. For example, it allows one to generate Figure 1, which gives a computation of the poset of all non-degenerate matrix classes given by matrices in \( \text{matr}(4, 5, 2) \) ordered by inclusion. That is, the poset of all matrix classes determined by matrices having 4 rows, 5 columns, and entries either 0 or 1. Each of the matrix classes in Figure 1 are represented by a canonical matrix (see Section 4) which we have displayed as grids, where each white square represents an entry 0 and each grey square represents an entry 1. By a ‘non-degenerate’ matrix class we mean one that is defined by a non-empty matrix and is not equal to the collection of left exact preorders or the collection of all left exact categories. Note
that some of these matrices are actually of smaller dimensions than $4 \times 5$ since we can delete duplicated rows and columns (matrix classes are invariant under permutation and duplication of rows and columns). The algorithm presented in this paper is a first of its kind in category theory.

Let us make a similar remark as in [8]: such a pursuit would have no value unless Mal’tsev categories were of fairly common occurrence in mathematics; except, in our case, ‘Mal’tsev categories’ should be replaced with ‘categories having matrix properties’. Firstly, there are the algebraic examples. For instance, in the Mal’tsev case, these are the categories of groups, rings, modules, Lie algebras, loops, Heyting algebras, and many others. Then, such structures internal to a given left exact category provide examples as well. Still in the Mal’tsev case, this gives us the category of topological groups as an example. Examples of a different kind are given by duals of geometric categories. For instance, the dual of the category of topological spaces is a majority category (but not a Mal’tsev category). See [22, 46] for some other examples. It is worth remarking that the dual of the category of sets belongs to all non-degenerate matrix classes. Also, matrix classes are closed under reflective subcategories and various natural categorical constructions, such as taking categories of functors from any fixed category to a category in the matrix class.

The results of the present paper, which actually build on ideas contained already in [21, 22, 24] and [46], reveal a new realm of geometric examples of members of matrix classes that are given by subcategories of duals of categories of relations. It is these examples that lead us to the algorithm presented herein for deciding implications of matrix properties.

We must point out that, as already mentioned in the remark following Corollary 5.13 in [21],
these same examples show that there are implications of matrix properties that hold in the algebraic case, but not in the general left exact case. In other words, implications of matrix properties are context sensitive. Thus, while our algorithm computes the poset of matrix classes in the left exact context, it cannot be derived from a solution to the analogous problem in the algebraic context, where the problem reduces to deciding whether certain term equations can be derived from others using usual algebraic manipulations.

The rest of this paper is organised into five sections, which are described below:

- Section 1 is in most part recollection of necessary concepts from the literature dealing with matrix properties.
- Section 2 develops these concepts further as well as distinguishes and studies a special class of matrices, which usually require a separate treatment in the results to follow in subsequent sections.
- Section 3 contains the main results of the paper. The algorithm is formulated there.
- Section 4 shows the results of the computer-aided computation of matrix classes, for matrices of low dimensions, based on the algorithm.
- Section 5 discusses context-sensitivity of matrix properties.

We have included the table of contents for the convenience of the reader:
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1 Matrix classes

We assume basic knowledge of categories such as (finite) limits, colimits and functors, see e.g. [35]. For a category $\mathcal{C}$, it is customary to denote the set of all morphisms from an object $X$ to an object $Y$ in $\mathcal{C}$ by $\mathcal{C}(X,Y)$.

Given integers $n, k > 0$ and $m \geq 0$, we write $\text{matr}(n, m, k)$ for the set of all $n \times m$ matrices whose entries are elements of the set $\{0, \ldots, k-1\}$. Given a sequence $(S_1, \ldots, S_n)$ of sets, a row-wise interpretation of $A \in \text{matr}(n, m, k)$ of type $(S_1, \ldots, S_n)$, is an $n \times m$ matrix $B$ whose entries are
given by \( b_{ij} = f_i(a_{ij}) \), where each \( f_i \) is a specified function \( f_i : \{0, \ldots, k-1\} \to S_i \) and the \( a_{ij} \)'s are the entries of \( A \). We will often display a row-wise interpretation of \( A \) as a matrix extended with the column of values \( f_i(0) \):

\[
\begin{bmatrix}
  f_1(a_{11}) & \cdots & f_1(a_{1m}) & f_1(0) \\
  \vdots & & \vdots & \vdots \\
  f_n(a_{n1}) & \cdots & f_n(a_{nm}) & f_n(0)
\end{bmatrix}
\]

We write \([0]_n\) for a column-matrix with \( n \) rows, all of whose entries are 0. An \textit{internal} \( n \)-\textit{ary relation} (between objects \( C_1, \ldots, C_n \)) in a category \( C \) is given by an object \( R \) together with a row-wise interpretation

\[
r = \begin{bmatrix} r_1 \\ \vdots \\ r_n \end{bmatrix}
\]

of \([0]_n \in \text{matr}(n, 1, 1)\) of type \((C(R, C_1), \ldots, C(R, C_n))\) such that

\[
\begin{bmatrix} r_1 x \\ \vdots \\ r_n x \end{bmatrix} = \begin{bmatrix} r_1 y \\ \vdots \\ r_n y \end{bmatrix} \implies x = y
\]

for any two parallel morphisms \( x, y : X \to R \) with an arbitrary domain \( X \). When \( C \) has finite products, an internal \( n \)-ary relation in \( C \) can also be viewed as a monomorphism \( r : R \rightrightarrows C_1 \times \cdots \times C_n \), with \( r_i = \pi_i r \), where \( \pi_i \) denotes \( i \)-th product projection \( \pi_i : C_1 \times \cdots \times C_n \to C_i \). Up to conceptual identification of monomorphisms into an object with ‘subobjects’ of that object, we have the following:

- Internal \( n \)-ary relations in the category \textbf{Set} of sets are the same as \( n \)-ary relations on sets.
- More generally, internal \( n \)-ary relations in an algebraic category (by which we mean the category of algebras of a given single-sorted variety of universal algebras) are the same as \( n \)-ary compatible (homomorphic) relations. Thus, for instance, a congruence on a group is an example of an internal 2-ary (binary) relation in the category of groups.

For an internal \( n \)-ary relation \( r \) of domain \( R \) between \( C_1, \ldots, C_n \) in a category \( C \), a matrix \( M \in \text{matr}(n, m, k) \) and an object \( X \), we say that \( r \) is \textit{compatible} with a row-wise interpretation

\[
\begin{bmatrix}
  x_{11} & \cdots & x_{1m} & y_1 \\
  \vdots & & \vdots & \vdots \\
  x_{n1} & \cdots & x_{nm} & y_n
\end{bmatrix}
\]

of \( M \) of type \((C(X, C_1), \ldots, C(X, C_n))\) when, if there exist morphisms \( u_1, \ldots, u_m : X \to R \) such that

\[
\begin{bmatrix}
  x_{1j} \\
  \vdots \\
  x_{nj}
\end{bmatrix} = \begin{bmatrix} r_1 u_j \\ \vdots \\ r_n u_j \end{bmatrix}
\]

for each \( j \in \{1, \ldots, m\} \), then there exists a morphism \( v : X \to R \) such that

\[
\begin{bmatrix}
  y_1 \\
  \vdots \\
  y_n
\end{bmatrix} = \begin{bmatrix} r_1 v \\ \vdots \\ r_n v \end{bmatrix}.
\]
We say that \( r \) is strictly \( M \)-closed over \( X \) when it is compatible with any row-wise interpretation of \( M \) of type \((C(X, C_1), \ldots, C(X, C_n))\).

Given a matrix \( M \in \text{matr}(n, m, k) \) and a set \( S \), an ordinary interpretation (i.e., a ‘non-row-wise’ interpretation) of \( M \) of type \( S \) is a row-wise interpretation of \( M \) of type \((S, \ldots, S)\) for which \( f_1 = \cdots = f_n \). An internal \( n \)-ary relation \( r \) on an object \( C \) of \( C \) is an internal \( n \)-ary relation between the objects \( C, \ldots, C \) in \( C \). We say that such a relation \( r \) is (non-strictly) \( M \)-closed over an object \( X \) when it is compatible with any interpretation of \( M \) of type \( C(X, C) \). Following [31], we say that

- an internal relation \( r \) (between objects \( C_1, \ldots, C_n \)) is strictly \( M \)-closed, when \( r \) is strictly \( M \)-closed over every object \( X \);
- an internal relation \( r \) on an object \( C \) is \( M \)-closed, when \( r \) is \( M \)-closed over every object \( X \);
- the given category \( C \) has \( M \)-closed relations when every internal \( n \)-ary relation on any object in \( C \) is \( M \)-closed; when \( C \) is left exact (i.e., finitely complete), this is equivalent to every internal \( n \)-ary relation in \( C \) being strictly \( M \)-closed (by Theorem 2.4 in [31]).

Strict \( M \)-closure of a homomorphically related between algebras \( A_1, \ldots, A_n \), seen as an internal relation in some algebraic category where \( A_1, \ldots, A_n \) are objects, is equivalent to its strict \( M \)-closure over the free algebra with one generator, which itself is equivalent to the strict closure of the same relation seen as an internal relation in the category of sets. The latter is nothing but the statement that for any row-wise interpretation

\[
\begin{bmatrix}
  x_{11} & \cdots & x_{1m} & y_1 \\
  \vdots & \ddots & \vdots & \vdots \\
  x_{n1} & \cdots & x_{nm} & y_n
\end{bmatrix}
\]

of \( M \) of type \((A_1, \ldots, A_n)\), we have:

\[
\left\{ \begin{bmatrix} x_{11} \\ \vdots \\ x_{n1} \end{bmatrix}, \ldots, \begin{bmatrix} x_{1m} \\ \vdots \\ x_{nm} \end{bmatrix} \right\} \subseteq R \implies \begin{bmatrix} y_1 \\ \vdots \\ y_n \end{bmatrix} \in R.
\]

We must point out that the notation for matrices \( M \) used in this paper is different from the usual notation originally introduced in [28][30][31], where the study of categories with \( M \)-closed relations, for a general \( M \), takes its start. In the usual notation, matrices are filled in with variables instead of integers, and contain an additional right column, just like the display of a row-wise interpretation above. In that case, if we consider pointed categories, one can also use some 0’s to represent a zero morphism (or a constant in the algebraic interpretation). These 0’s do not have to be mistaken for the 0’s appearing in the matrices in this paper. This is not a problem though for the present paper, since here we do not consider the pointed context; our 0’s thus represent a default variable used to fill the right column. We must note here, however, that most of our results can be easily extended to the pointed case, leading to many more examples.

For a given \( M \), the collection of all left exact categories with \( M \)-closed relations is denoted by \( \text{mcl}(M) \) and is called a matrix class (of left exact categories) in this paper. Note that the word ‘class’ here does not refer to the set-theoretical meaning of it since such a matrix class could not be a class in the sense of set theory. We could also have chosen the term ‘matrix family’ by analogy with the term ‘Mal’tsev family’ used in universal algebra as introduced in [17]. By a matrix property we mean the property of a left exact category to have \( M \)-closed relations for a given matrix \( M \) (as in [30]).
Example 1.1. The most standard example of left exact categories with $M$-closed relations is the one where

$$M = \begin{bmatrix} 0 & 1 & 1 \\ 1 & 1 & 0 \end{bmatrix}.$$ 

A binary relation $R$ is strictly $M$-closed with respect to this matrix if and only if it is a difunctional relation \[43\], i.e., it satisfies

$$[x_0 R y_1 \land x_1 R y_1 \land x_1 R y_0] \implies x_0 R y_0.$$ 

So the matrix class $\text{mclex}\{M\}$ defined by the matrix $M$ above is the matrix class of Mal’tsev categories \[10, 9\]. The concept of a Mal’tsev category has occupied a prominent place in categorical algebra since the 1990’s — see for instance \[6, 7\] and the references therein. Algebraic Mal’tsev categories are nothing other than categories of algebras in a Mal’tsev variety in the sense of \[44\]: a variety containing a ternary term $p$ satisfying

$$p(x_0, x_1, x_1) = x_0, \quad p(x_1, x_1, x_0) = x_0.$$ 

Such term can be created in varieties of (not necessarily abelian) group-like structures:

$$p(x, y, z) = x - y + z.$$ 

Mal’tsev varieties are also known in universal algebra as ‘congruence-permutable’ varieties, since they are exactly those varieties in which composition of congruences on an algebra is commutative. This goes back to \[36\], where Mal’tsev varieties as well as Mal’tsev conditions in general were born.

Remark 1.2. Expression of the property defining Mal’tsev varieties in terms of congruences recalled in Example 1.1 extends to all matrix properties. This is not particularly relevant for the present paper, so we will not elaborate on this in detail. It is worth remarking, however, that such reformulations of matrix properties give rise to geometric interpretations of these properties in the style of \[44\] and \[20\]. Let us briefly describe this representation, as it opens up potential links with finite geometry. For the following reformulation to hold, we restrict ourselves here to the case where each row of the matrix contains at least one 0. Think of each column of the matrix as a point in a discrete plane. Think of each row as an equivalence class of ‘parallel’ (discrete) lines (where lines being parallel is no longer a property, but an imposed structure). If two entries $x_{ij}$ and $x_{ij'}$ in the same row are equal, interpret this as the points $j$ and $j'$ having a line passing through them which belongs to the equivalence class $i$ of parallel lines. In the case of the Mal’tsev matrix (i.e., the matrix from Example 1.1), we get a familiar geometric representation of the property defining a Mal’tsev variety

where the hollow point represents the extended column of the matrix. The following table links this representation with the matrix:

$$\begin{array}{|c|cccc|}
\hline
& \bullet & \bullet & \bullet & \circ \\
\hline
/ & 0 & 1 & 1 & 0 \\
/ / & 1 & 1 & 0 & 0 \\
\hline\end{array}$$
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Note that for other matrices, such drawings may require curved lines, as the geometries that arise here are in most cases not embeddable in the usual Euclidean geometry. The drawings suggest what the corresponding condition on congruences is: simply view each point as an element of the algebra on which the congruences are defined and each line as the property that the endpoints are in the same class of a congruence, with two lines being ‘parallel’ indicating that the same congruence is considered; the condition then requires that the picture can be completed with an element representing the extended column of the matrix.

**Example 1.3.** The matrix

\[
M = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

defines majority categories in the sense of \([22, 24]\), which generalize varieties having a majority term \([39]\), i.e., a ternary term \(p\) satisfying

\[
\begin{cases}
p(x_1, x_0, x_0) = x_0, \\
p(x_0, x_1, x_0) = x_0, \\
p(x_0, x_0, x_1) = x_0.
\end{cases}
\]

If Mal’tsev varieties capture varieties of group-like structures, varieties with a majority term capture varieties of lattice-like structures. A majority term can be defined in any lattice by setting:

\[
p(x, y, z) = (x \land y) \lor (x \land z) \lor (y \land z).
\]

**Example 1.4.** Arithmetical categories in the sense of \([38]\) are those Barr-exact categories \([4]\) with coequalizers in which all ternary relations are \(M\)-closed, where

\[
\begin{bmatrix}
0 & 1 & 1 \\
1 & 1 & 0 \\
0 & 1 & 0
\end{bmatrix}
\]

In the more general context of regular categories \([4]\) in the place of Barr-exact categories with coequalizers, these become equivalence-distributive Mal’tsev categories in the sense of \([19]\), where the link with strict \(M\)-closedness, for the \(M\) above, is established. It is easy to prove (and it will be done in Section 5 as an application of our algorithm) that further extension to the left exact context gives us the matrix class of Mal’tsev majority categories, already considered in \([22]\). In this paper, we thus refer to arithmetical categories as (left exact) Mal’tsev majority categories. The universal-algebraic origin of the matrix class of arithmetical categories — the collection of arithmetical varieties in the sense of \([39, 40, 41]\), can be described in any of the following equivalent ways (among many others):

- as varieties that contain a *Pixley term*, i.e., a ternary term \(p\) satisfying

\[
\begin{cases}
p(x_0, x_1, x_1) = x_0, \\
p(x_1, x_1, x_0) = x_0, \\
p(x_0, x_0, x_0) = x_0,
\end{cases}
\]

- as those Mal’tsev varieties where algebras have distributive congruence lattices,

- as those Mal’tsev varieties that contain a majority term.
Varieties containing Boolean algebra operations are arithmetical (a Boolean algebra is both a group-like and a lattice-like structure). The term \( p \) above can be expressed using the Boolean operations as follows:

\[
p(x, y, z) = (x \land y \land z) \lor (x \land \neg y) \lor (z \land \neg y).
\]

**Remark 1.5.** In Examples 1.1, 1.3 and 1.4, the Mal’tsev conditions arise from the matrix properties through a general process described in the Introduction. The Mal’tsev conditions arising in this way are of a very particular type, where each identity in the Mal’tsev condition is of the form \( p(x_1, \ldots, x_k) = y_1 \), where \( x_1, \ldots, x_k, y_1 \) are variables. Many other Mal’tsev conditions studied in universal algebra, which do not have this type, can be strengthened to a Mal’tsev condition of this type. This process can be referred to as **syntactical refinement** (see [30]). We illustrate it on the following example. Consider the Mal’tsev condition from [13] that characterizes Mal’tsev varieties with directly decomposable congruences [16]. This Mal’tsev condition states that the variety contains binary terms \( s_1, \ldots, s_m \) and \( t_1, \ldots, t_m \), and a term \( u \) of arity \( m + 1 \), such that the following identities hold in the variety (see Corollary 11.0.6 in [13]):

\[
\begin{align*}
  u(x, s_1(x, y), \ldots, s_m(x, y)) &= x, \\
  u(y, t_1(x, y), \ldots, t_m(x, y)) &= x, \\
  u(x, s_1(x, y), \ldots, s_m(x, y)) &= x, \\
  u(x, t_1(x, y), \ldots, t_m(x, y)) &= y.
\end{align*}
\]

Now we will consider the case when all the binary terms \( s_i \) and \( t_j \) are actually variables, i.e., they satisfy \( v(x, y) = x \) or \( v(x, y) = y \). Moreover, we consider the case where \( \{ (s_i(x, y), t_j(x, y)) \mid 1 \leq i \leq m \} = \{ x, y \} \times \{ x, y \} \). Writing out the corresponding matrix and deleting the duplicate columns, we get:

\[
\begin{bmatrix}
  x & x & x & y & y & x \\
  y & x & x & y & x & x \\
  x & x & y & x & y & y
\end{bmatrix}.
\]

To get it in the integer form, we first want to swap \( x \) and \( 1 \) for \( y \), and deleting the extended column of 0’s, we get:

\[
M = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 & 0
\end{bmatrix}.
\]

Many other Mal’tsev conditions encountered in universal algebra refine to Mal’tsev conditions given by matrix properties. In some other examples, an undetermined number of ‘outer terms’ \( u_1, \ldots, u_s \) are considered in the original Mal’tsev condition (instead of just one \( u \) as in the example above). In this case, the refinement is usually obtained by considering only the particular case \( s = 1 \) and then by applying to it a similar technique as above. Note that the process of refinement described here is a purely syntactical procedure, and may depend on the choice of presentation of a Mal’tsev condition.

Matrix properties are clearly invariant under duplication and permutation of columns of the matrices. It is also clear that the matrix property arising from \( M \in \text{matr}(n, m, k) \) is the same as the one arising from \( M \) viewed in \( \text{matr}(n, m, k') \) for any \( k' \geq k \). Furthermore, it is less clear, but still easily seen that matrix properties of left exact categories are also invariant under duplication and permutation of rows. Moreover, according to Proposition 1.7 in [32], we have:
• Given two matrices $M \in \text{matr}(n, m, k)$ and $N \in \text{matr}(n', m, k')$ such that every row of $N$ is a row of $M$, then any left exact category with $M$-closed relations also has $N$-closed relations, i.e., $\text{mclex}(M) \subseteq \text{mclex}(N)$.

• Given two matrices $M \in \text{matr}(n, m, k)$ and $N \in \text{matr}(n, m', k')$ such that every column of $M$ is a column of $N$, then any left exact category with $M$-closed relations also has $N$-closed relations, i.e., $\text{mclex}(M) \subseteq \text{mclex}(N)$.

The notions of $M$-closedness and strict $M$-closedness have been studied in [31, 32]. In this paper, we add a third type of closedness property of a relation under a matrix $M \in \text{matr}(n, m, k)$. Call an $n'$-ary relation (internal in a category or not) $M$-sharp if it is strictly $M'$-closed under any matrix $M' \in \text{matr}(n', m, k)$, obtained from $M$ by permutation, duplication and deletion of rows — in other words, every row of $M'$ is a row of $M$. Note that in this notion, the matrix $M$ itself does not need to have exactly $n'$ rows — one can have $n > n'$, $n = n'$ or $n < n'$. By the above remark, a left exact category has $M$-closed relations if and only if every $n'$-ary internal relation in it is $M$-sharp, where $n'$ can be arbitrary or alternatively, any fixed value that is greater or equal to $n$. As an illustration of this new closedness property of a relation, consider an affine subspace $R$ of a three dimensional vector space $F^3$ over a field $F$, seen as a ternary relation on $F$. Such an $R$ is $M$-sharp for the Mal’tsev matrix

$$M = \begin{bmatrix} 0 & 1 & 1 \\ 1 & 1 & 0 \end{bmatrix}$$

for the following reason. There are 8 possible $M'$-s for this $M$:

$$M_{111} = \begin{bmatrix} 0 & 1 & 1 \\ 0 & 1 & 1 \\ 0 & 1 & 1 \end{bmatrix}, \quad M_{112} = \begin{bmatrix} 0 & 1 & 1 \\ 0 & 1 & 1 \\ 1 & 1 & 0 \end{bmatrix}, \quad M_{121} = \begin{bmatrix} 0 & 1 & 1 \\ 1 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix}, \quad M_{122} = \begin{bmatrix} 0 & 1 & 1 \\ 1 & 1 & 0 \\ 1 & 1 & 0 \end{bmatrix},$$

$$M_{211} = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & 1 & 1 \end{bmatrix}, \quad M_{212} = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 1 & 1 & 0 \end{bmatrix}, \quad M_{221} = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 1 \end{bmatrix}, \quad M_{222} = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 1 & 1 & 0 \end{bmatrix}.$$

Row-wise interpretations of, say, $M_{212}$ of type $(F, F, F)$ are given by matrices of elements of $F$ of the form

$$\begin{bmatrix} a & a & b & b \\ c & d & c & c \\ e & e & f & f \end{bmatrix}.$$

Whenever the ‘left columns’ of this matrix (i.e., columns left to the vertical line) belong to the affine subspace, so does the ‘right column’ (the column right to the vertical line) thanks to the fact that

$$\begin{bmatrix} a \\ c \\ e \end{bmatrix} - \begin{bmatrix} a \\ d \\ e \end{bmatrix} + \begin{bmatrix} b \\ d \\ f \end{bmatrix} = \begin{bmatrix} b \\ c \\ f \end{bmatrix}.$$

For the same reason, $R$ will be strictly closed with respect to the remaining seven matrices.

It will be useful to have a designated concept of an interpretation for the closedness property of sharpness: we define a reduction of type $(S_1, \ldots, S_{n'})$ of a matrix $M \in \text{matr}(n, m, k)$ to be a row-wise interpretation of type $(S_1, \ldots, S_{n'})$ of some matrix $M' \in \text{matr}(n', m, k)$ whose every row is a row in $M$, and where duplicate (left) columns of the row-wise interpretation have been (possibly) deleted as well as (left) columns (possibly) permutated or duplicated. Then an internal $n'$-ary relation between the objects $C_1, \ldots, C_{n'}$ in a category $C$ is $M$-sharp if and only if it is compatible with every reduction of $M$ of type $(C(X, C_1), \ldots, C(X, C_{n'}))$ (for an arbitrary object $X$).
2 Triviality and functionality

A matrix \( M \in \text{matr}(n, m, k) \) is said to be trivial if every left exact category with \( M \)-closed relations is a preorder, i.e., any two parallel morphisms in the category coincide. It is not difficult to see that any preorder has \( M \)-closed relations for any non-empty matrix \( M \), so:

(i) Non-empty trivial matrices are precisely those matrices for which the matrix class \( \text{mclex}\{M\} \) of left exact categories with \( M \)-closed relations matches with the collection of left exact preorders.

To say something about the empty matrices, first let us set what we mean by an ‘empty matrix’. Formally, elements of each \( \text{matr}(n, m, k) \) are functions \( \{1, \ldots, n\} \times \{1, \ldots, m\} \to \{0, \ldots, k-1\} \). Since \( n \) and \( k \) are considered to be positive, empty matrices arise when \( m = 0 \). Applying the definition of \( M \)-closedness to this case, we get:

(ii) When \( m = 0 \), since matrix properties on left exact categories are invariant under duplication of rows, a left exact category \( C \) has \( M \)-closed relations if and only if for any monomorphism \( r: R \rightarrow C \) and for any morphism \( x: X \rightarrow C \), we have \( ru = x \) for some morphism \( u \). This is equivalent to saying that any monomorphism in \( C \) is an isomorphism (just consider the case when \( x = 1_C \)), which in turn is equivalent to \( C \) being equivalent to the single morphism category, i.e., the terminal category.

With the observation \([\text{ii}]\) we have completely described the matrix classes of left exact categories determined by empty matrices. Moreover, observations \([\text{i}]\) and \([\text{ii}]\) combine to the following:

**Lemma 2.1.** A matrix \( M \) is trivial if and only if \( \text{mclex}\{M\} \) is the collection of all left exact preorders or the collection of preorders with a single isomorphism class of objects, the second case occurring if and only if \( M \) is empty.

Let us recall that a (non-row-wise) interpretation of a matrix \( A = [a_{ij}]_{i,j} \in \text{matr}(n, m, k) \) of type \( S \) is given by the following data:

(i) a function \( f: \{0, \ldots, k-1\} \to S \),

(ii) an \( n \times m \) matrix \( B = [b_{ij}]_{i,j} \) with entries from \( S \),

(iii) these two ingredients being related as follows: \( f(a_{ij}) = b_{ij} \) for each \( i \in \{1, \ldots, n\} \) and each \( j \in \{1, \ldots, m\} \).

This data can be represented as a commutative triangle of maps in \( \text{Set} \):

\[
\begin{array}{ccc}
n1 & \xrightarrow{f} & nS^k \\
\downarrow{B} & & \downarrow{S^m} \\
S^m & \xrightarrow{\pi_A^S} & S^m
\end{array}
\]

where:

- \( nX \) stands for the \( n \)-fold sum (i.e., the coproduct or the disjoint union) of a set \( X \) with itself and \( X^p \) for the dual (i.e., the \( p \)-fold product),
- \( 1 \) is the terminal object (i.e., the singleton set),
• the morphism \( B \) is then the obvious representation of the matrix \( B \) as a map (the values of this map are the \( m \)-tuples formed by the rows of \( B \)),

• \( f \) is a map \( 1 \to S^k \) that has its unique value the function \( f \) from \( \{i\} \) seen as a \( k \)-tuple of elements of \( S \), while \( nf \) is the canonically induced map between \( n \)-fold sums of sets,

• the map \( \pi^S_A \) is the canonical map from the sum to a product given by the matrix

\[
\pi^S_A = \begin{bmatrix}
\pi_{a_{11}} & \cdots & \pi_{a_{1n}+1} \\
\vdots & \ddots & \vdots \\
\pi_{a_{n1}} & \cdots & \pi_{a_{nn}+1}
\end{bmatrix}
\]

of product projections \( S^k \to S \) (\( \pi_1 \) is the first product projection, \( \pi_2 \) the second, and so forth).

Notice that \( \pi^S_A \) itself represents an interpretation of \( A \) of type \( \text{Set}(S^k, S) \). Thus, we have a specific interpretation of \( A \), given by \( \pi^S_A \), which ‘generates’ all interpretations via the triangle above. The image of the map \( \pi^S_A \) is nothing other than the set of all possible rows of all possible row-wise interpretations of \( A \) of type \( (S, \ldots, S) \).

The morphism \( \pi^S_A \) can obviously be defined in any category \( C \) having the required sums and products — we call \( \pi^S_A \) a canonical interpretation of \( A \) in \( C \) of type \( S \). Consider a triangle as above in a category \( C \), with \( n1 \) replaced by \( nC \), the object \( S \) renamed to \( X \) and the matrix \( A \) renamed to \( M \):

This triangle now describes interpretations of \( M \) of type \( C(C, X) \). Therefore, an internal \( n \)-ary relation on an object \( C \) in the dual category \( C^{\text{op}} \), described in \( C \) as an epimorphism

\[
r = \begin{bmatrix}
r_1 \\
\vdots \\
r_n
\end{bmatrix} : nC \rightarrow R,
\]

is \( M \)-closed over \( X \) if and only if every commutative diagram of solid arrows in the following display can always be filled with the dashed morphism retaining the commutativity:

If we let \( C = X^k \) and \( f \) be the identity morphism of \( X^k \), then \( nf \) is the identity morphism of \( nX^k \)
and so the diagrammatic condition above becomes:
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So, fixing a matrix $M \in \text{matr}(n, m, k)$, a category $C$ with finite products and finite colimits and an object $X$ in $C$, if every internal $n$-ary relation on any object in $C^{\text{op}}$ is $M$-closed over $X$, then any commutative diagram (2) in $C$ (for an arbitrary epimorphism $r': nX^k \to R'$) can be filled in with a dashed morphism. Moreover, by pushing out $r$ along $nf$ in (1) we can get the converse implication (note that a pushout of an epimorphism is an epimorphism). Suppose furthermore that any morphism $h$ in $C$ has a universal epi-factorization, i.e., a factorization $h = ge$ via an epimorphism $e$ such that any similar factorization $h = g'e'$ with $e'$ an epimorphism yields $e = ue'$ for a (necessarily unique) morphism $u$. Then we can assume the bottom triangle in the diagram (2) to be such a universal factorization. Existence of the dashed morphism for it alone will imply the existence of the dashed morphism when $r'$ is an arbitrary epimorphism. If furthermore kernel pairs (i.e., pullbacks of a morphism along itself) exist, then the morphism $R' \to X^m$ in the universal epi-factorization of the morphism $\pi_M^X$ is necessarily a monomorphism (consider the epimorphism obtained by composing $r'$ with the coequalizer of the kernel pair of the morphism $R' \to X^m$). In the case when $C = \text{Set}$, this monomorphism is given by the image of the map $\pi_M^X$. In this case, what the dashed map $R' \to X$ does is to assign to each row $(x_{i1}, \ldots, x_{im})$ from some interpretation of $M$ of type $X$, the corresponding value $y_i$ in the extended display of the interpretation of $M$:

$$
\begin{bmatrix}
    x_{11} & \cdots & x_{1m} & y_1 \\
    \vdots & & \vdots & \vdots \\
    x_{n1} & \cdots & x_{nm} & y_n
\end{bmatrix}
$$

Of course, such a map exists if and only if $y_i$ never depends on the choice of the interpretation. Let us say that such a matrix $M$ is functional in $X$. Keeping the same terminology in the general case, we obtain:

**Theorem 2.2.** Given integers $n, k > 0$ and $m \geq 0$, a matrix $M \in \text{matr}(n, m, k)$ and an object $X$ in a category $C$ having finite products and finite colimits, as well as universal epi-factorizations, the following conditions are equivalent:

1. Every internal $n$-ary relation on any object in $C^{\text{op}}$ is $M$-closed over $X$.

2. Every internal $n$-ary relation in $C^{\text{op}}$ is strictly $M$-closed over $X$.

3. $M$ is functional in $X$, i.e., for the universal epi-factorization $\pi_M^X = i_M^X r_M^X$ of the canonical interpretation $\pi_M^X$ of $M$ in $C$ of type $X$, there is a morphism $p_M^X : R_M^X \to X$ making the diagram
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commute.

Note that \( M \) is dysfunctional in a set \( X \) (i.e., it is not functional in \( X \) as an object in \( \text{Set} \)) if and only if there are two interpretations of \( M \) of type \( X \) having a common row (not necessarily in the same position), with the value in the corresponding extended column being different. This is equivalent to existence of a reduction of \( M \) of the form

\[
T = \begin{bmatrix}
a_1 & \ldots & a_m & b \\
\vdots & \ddots & \vdots & \vdots \\
a_1 & \ldots & a_m & c
\end{bmatrix}
\]

where \( b \neq c \) and all entries are elements of \( X \). Thus, when \( X \) is either empty or singleton, any matrix \( M \) is automatically functional in \( X \). As we will shortly see, there is a simple way of verifying that a matrix is dysfunctional in a set having at least two elements that does not require modifying the matrix. It amounts to finding a row that does not contain 0 as an entry, or if there is no such row, then finding two distinct rows and 0 entries in each of the rows which cannot be connected to each other by a path along the matrix consisting of steps that alternate between vertical steps of switching between the two rows in the same column and horizontal steps that move within the selected row from one position to another position having the same entry as at the original position. For instance, such a path is possible between the 0 entries of the two rows of the Mal’tsev matrix:

\[
\begin{array}{ccc}
0 & 1 & 1 \\
1 & 1 & 0 \\
\end{array}
\]

This implies that a reduction as described above does not exist. Indeed, since each row of the Mal’tsev matrix contains a 0 entry, we cannot get \( T \) by using just one row of the Mal’tsev matrix. An attempt to get \( T \) by using both rows of the Mal’tsev matrix would also fail, since equalizing the left columns of the Mal’tsev matrix forces the right extended column to have equal entries too:

\[
\begin{bmatrix}
0 & 1 & 1 & 0 \\
1 & 1 & 0 & 0
\end{bmatrix} \rightarrow \begin{bmatrix}
a & 1 & 1 & a \\
a & a & 0 & 0
\end{bmatrix} \rightarrow \begin{bmatrix}
a & a & a & a \\
a & a & 0 & 0
\end{bmatrix} \rightarrow \begin{bmatrix}
a & a & a & a \\
a & a & a & a
\end{bmatrix}.
\]

We will call such a path in a matrix a linkage. We may also allow a ‘trivial’ linkage, where we do not move away from a position in a row. Such a linkage can be thought of being a linkage of length 0. A linkage of length 1 connects two positions in the same column of two rows, and so on. So linkages will be given by the shapes displayed below (up to permutation and duplication of columns) and ordered by increasing length.

\[
\begin{array}{cccccccc}
a_0, & a_0, & a_0, & a_0, & a_2, & a_0, & a_2, & \cdots \\
a_1 & a_1 & a_1 & a_1 & a_1 & a_1 & a_1 & a_3
\end{array}
\]

It is not difficult to see that two positions in two rows are connected by a linkage if and only if in every two interpretations of the two rows matching in all entries except possibly the extended entry, the positions have the same entries. The reader may have noticed that the essence of what is going on here is the following. For a matrix \( M \in \text{matr}(n, m, k) \), each row gives rise to an equivalence relation on the set \( \{1, \ldots, m\} \) — the kernel relation of the row seen as a map \( \{1, \ldots, m\} \rightarrow \{0, \ldots, k-1\} \) (this relates to the geometric interpretation of matrix properties from Remark 1.2). A position \( j \) in one row has a linkage with a position \( j' \) in another row if and only if \( j \) and \( j' \) fall in the same equivalence class of the join of the two equivalence relations given by the two rows. Thus, linkage partitions the columns of \( M \) into equivalence classes — we call these the linkage classes for the pair of rows.
Theorem 2.3. Given integers \( n, k > 0 \) and \( m \geq 0 \) and a matrix \( M \in \text{matr}(n, m, k) \), the following conditions are equivalent:

1. \( M \) is functional in every set \( X \).
2. \( M \) is functional in a set having at least two elements.
3. \( M \) is functional in the set \( \{0, 1\} \).
4. \( M \) is non-empty and does not have a reduction given by any of the following two matrices:
   \[
   \begin{bmatrix}
   1 & 0 \\
   0 & 1
   \end{bmatrix},
   \begin{bmatrix}
   1 & 0 & 0 \\
   0 & 1 & 0
   \end{bmatrix}.
   \]
5. Every row of \( M \) has 0 as one of its entries and any two 0 entries in any two distinct rows of \( M \) can be connected by a linkage.
6. Given any two rows of \( M \), each has 0 as an entry such that the two positions can be connected by a linkage.
7. \( \text{Set}^{\text{op}} \) has \( M \)-closed relations.
8. \( M \) is not a trivial matrix.

Proof. Let us first notice that if \( M \) is empty (i.e., if \( m = 0 \)), all statements are false and thus are equivalent. Let us now suppose that \( M \) is non-empty. The implications \((1) \Rightarrow (3) \Rightarrow (2)\) are obvious. The following argument proves simultaneously that if \((5)\) does not hold then \((4)\) does not hold and the latter implies that \((2)\) does not hold, giving us the implications \((2) \Rightarrow (4) \Rightarrow (5)\). Suppose \((5)\) does not hold. If \( M \) has a (non-empty) row where 0 is not an entry, then

\[
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix},
\]

which breaks functionality of \( M \) in any set with at least two elements. If \( M \) has two 0 entries in two distinct rows that are not connected by a linkage, then the columns of \( M \) can be divided into two disjoint sets:

- The first set is the linkage class of the given position of 0 in the first row.
- The second set is the union of all the remaining linkage classes.

This guarantees that \( M \) has the reduction

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}.
\]

We can then get the undesired reduction

\[
\begin{bmatrix}
1 & 0 & 0 \\
1 & 0 & 1
\end{bmatrix}.
\]
violating functionality of $M$ in any set with at least two elements. (5) $\Rightarrow$ (6) is trivial. Next, we prove (6) $\Rightarrow$ (1). Suppose (1) does not hold. Then $M$ has a reduction of the form

$$
\begin{bmatrix}
a_1 & \ldots & a_m & b \\
\cdot & \ldots & \cdot & \cdot \\
\end{bmatrix}
$$

with $b \neq c$. If either $b$ does not occur in the first row or $c$ in the second, then 0 must not occur in one of the rows of $M$ and so (6) gets violated. If this is not the case and $b$ does occur in the first row and $c$ in the second row, since the rows are identical and $b$ and $c$ are distinct, all of these occurrences must come from separate linkage classes. Then (6) gets violated again and so (6) $\Rightarrow$ (1). The equivalence (1) $\iff$ (7) follows immediately from Theorem 2.2. Since $\text{Set}^{op}$ is not a preorder, the implication (7) $\Rightarrow$ (8) is straightforward from the definition of a trivial matrix. If (4) does not hold, then it is easy to see that every left exact category having $M$-closed relations will be a preorder, and so $M$ must be a trivial matrix. This proves (8) $\Rightarrow$ (4). The proof of the theorem is now complete.

This theorem already gives a minor classification result:

**Corollary 2.4.** There are only two matrix classes given by a non-empty matrix having one row: the matrix class of left exact preorders and the matrix class of all left exact categories. There is only one other matrix class given by a non-empty matrix with 2 rows — the matrix class of Mal’tsev categories.

**Proof.** If the unique row of a non-empty matrix $M$ contains 0, then every category has $M$-closed relations. If 0 does not appear in the unique row, then

$$
\begin{bmatrix}
1 & 0 \\
\end{bmatrix}
$$

is a reduction of $M$, and so $M$ is trivial by Theorem 2.3. By Lemma 2.1, this then gives the matrix class of left exact preorders. This proves the first part of the corollary. If a 2-row non-empty matrix $M$ is non-trivial, then by Theorem 2.3, each of the two rows has an entry 0 connected to each other by a linkage. The length $l$ of the shortest such linkage cannot be of the form $4l'$ or $4l'+3$, where $l'$ is a non-negative integer, since the two considered positions are not in the same row. It is also easy to see that, by minimality of $l$, it cannot be of the form $4l'+2$. We thus have $l = 4l'+1$ for some integer $l' \geq 0$. If $l = 1$, then the matrix class is the collection of all left exact categories. If $l \geq 5$, let us consider the reduction of $M$ obtained by substituting 1 in the place of each non-zero entry and deleting duplicate (left) columns. If the reduced matrix has more columns than the Mal’tsev matrix (Example 1.1)

$$
\begin{bmatrix}
0 & 1 & 1 \\
1 & 1 & 0 \\
\end{bmatrix}
$$

then the only possibility is that it has a column of 0’s, which is impossible since by reduction no new 0 entries were created and this would contradict the minimality of $l$. So the above matrix is a reduction of $M$ and hence, every category in the matrix class is a Mal’tsev category. Conversely, let us prove that the matrix class contains all Mal’tsev categories. The columns through which the linkage passes form a matrix that is a reduction of the matrix

$$M_{l'} = \begin{bmatrix}
0 & 1 & 1 & 2 & \cdots & \cdots & l' & l' \\
1 & 1 & 2 & \cdots & \cdots & l' & 0
\end{bmatrix}.
$$

Using induction on $l'$, it is easy to prove that each Mal’tsev category has $M_{l'}$-closed relations for each $l' \geq 1$. This proves that the matrix class mclxm$\{M\}$ contains all Mal’tsev categories. \qed
3 The algorithm

By a matrix set we mean a subset \( S \) of the union

\[
\bigcup_{\substack{n > 0 \ m > 0 \ k > 0}} \text{matr}(n, m, k).
\]

We denote by \( \text{mclex} S \) the collection of all exact categories which have \( M \)-closed relations for each matrix \( M \) in \( S \). An \( S \)-injective object in a category \( C \) is an object \( X \) such that for every matrix \( M \in S \) with any number \( n \) of rows, every internal \( n \)-ary relation on any object in \( C^{\text{op}} \) is \( M \)-closed over \( X \). If \( C \) is right exact (i.e., if \( C^{\text{op}} \) is left exact), this is equivalent to require that for every matrix \( M \in S \) with any number \( n \) of rows, every internal \( n \)-ary relation in \( C^{\text{op}} \) is strictly \( M \)-closed over \( X \). The terminal object in a category, when it exists, is always \( S \)-injective. In fact, it is not difficult to see that \( S \)-injective objects are closed under all limits that exist in the category. We write \( \text{Inj}_S C \) for the full subcategory of \( C \) consisting of all \( S \)-injective objects. We say that \( C \) has enough \( S \)-injective objects if for any object \( C \in C \) there is a monomorphism \( C \to D \) such that \( D \) is \( S \)-injective.

For instance, as shown in [46], when \( C \) is the category of topological spaces and \( S = \{ M \} \), where \( M \) is the Mal’tsev matrix (Example 1.1), \( S \)-injective objects are ‘\( R_1 \)-spaces’ [14], i.e., topological spaces in which if one point can be separated from another by an open set, then the two points can be separated from each other by disjoint open sets. In contrast, every topological space is \( S \)-injective with \( S = \{ M \} \), when \( M \) is the majority matrix (Example 1.3) (in other words, the dual of the category of topological spaces is a majority category [22]). The category of topological spaces has thus enough \( S \)-injective objects for the two mentioned matrix sets \( S \).

The following result is obtained by an adaptation of ideas from [46]:

**Theorem 3.1.** Let \( C \) be a category having finite limits and finite colimits, where every morphism factorizes as an epimorphism followed by an equalizer. Consider two matrix sets \( S \subseteq T \). If \( C \) has enough \( T \)-injective objects, then \( \text{Inj}_S C \) is the largest full subcategory of \( C \) among those that contain all \( T \)-injective objects, are closed under finite limits, and whose dual categories have \( M \)-closed relations for every \( M \in S \).

**Proof.** A factorization \( f = gh \) of a morphism \( f : X \to Y \) into an epimorphism \( h \) followed by an equalizer \( g \) is a universal epi-factorization of \( f \). This is a consequence of the fact that any equalizer \( g \) is a ‘strong monomorphism’, meaning that for any commutative diagram of solid morphisms

\[
\begin{array}{ccc}
W & \xrightarrow{d} & Z \\
V \xleftarrow{h'} & \searrow & \nearrow \\
& g & \\
& V \xrightarrow{g} & Y
\end{array}
\]

where \( h' \) is an epimorphism, there exists a unique dashed morphism \( d \) keeping the diagram commutative. So, in view of Theorem 2.2, a matrix \( M \) with \( n \)-rows is functional in an object \( X \) if and only if every \( n \)-ary internal relation on any object in \( C^{\text{op}} \) is \( M \)-closed over \( X \). As mentioned above, it is not difficult to see that \( \text{Inj}_S C \) is closed under finite limits in \( C \). Any object that is a \( T \)-injective object is an \( S \)-injective object, and so \( \text{Inj}_S C \) contains all \( T \)-injective objects. To get convinced that \( (\text{Inj}_S C)^{\text{op}} \) has \( M \)-closed relations for every \( M \in S \), it suffices to check that any internal relation in \( (\text{Inj}_S C)^{\text{op}} \) will remain an internal relation in the bigger category \( C^{\text{op}} \). So consider an internal relation

\[
r = \begin{bmatrix}
r_1 \\
\vdots \\
r_n
\end{bmatrix}, \quad r_i : R \to C_i \text{ for } i \in \{1, \ldots, n\},
\]

where \( r \) is a matrix with \( n \)-rows.
in \((\text{Inj}_n \mathcal{C})^\text{op}\), where \(n\) is any positive integer. Now, in the category \(\mathcal{C}\), where each \(r_i\) has opposite direction, decompose \(r' = gh\) the induced morphism \(r': C_1 + \ldots + C_n \to R\) in \(\mathcal{C}\) as an epimorphism \(h\) followed by an equalizer \(g\). Let \(f_1, f_2\) be the two morphisms of which \(g\) is an equalizer. Let \(D\) denote their common codomain. Consider a monomorphism \(e: D \to E\) such that \(E\) is a \(T\)-injective object. Then \(g\) is still an equalizer of \(ef_1, ef_2\), and since both \(R\) and \(E\) belong to \(\text{Inj}_n \mathcal{C}\), so does the domain of \(g\), and hence \(g\) itself. Moreover, \(g\) is an equalizer in \(\text{Inj}_n \mathcal{C}\). On the other hand, since each \(r_i\) factorizes through \(g\), we get that \(g\) is an epimorphism in \(\text{Inj}_n \mathcal{C}\). Being an epimorphism and an equalizer, it is an isomorphism. Then \(r'\) is an epimorphism and so \(r\) is an internal relation in \(\mathcal{C}^\text{op}\). This means that \((\text{Inj}_n \mathcal{C})^\text{op}\) has \(M\)-closed relations for every \(M \in \mathcal{S}\). It remains to show that any full subcategory of \(\mathcal{C}\) containing all \(T\)-injective objects, closed under finite limits in \(\mathcal{C}\) and the dual category having \(M\)-closed relations for each \(M \in \mathcal{S}\), is part of \(\text{Inj}_n \mathcal{C}\). Let \(X\) be an object in such a subcategory \(\mathcal{D}\). Consider a matrix \(M \in \mathcal{S} \cap \text{matr}(n, m, k)\). We want to prove that \(M\) is functional in \(X\). Consider the diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\pi_X} & X^n \\
\downarrow & & \downarrow f^n \\
R^X & \xrightarrow{i_{M}} & X^m \\
\end{array}
\]

of solid morphisms in \(\mathcal{C}\) (as in Theorem \([2,2]\)). Since \(\mathcal{D}\) is closed under finite limits, the objects \(X^k\) and \(X^m\) are in \(\mathcal{D}\), and moreover, \(X^m\) is an \(m\)-fold product of \(X\) in \(\mathcal{D}\). Furthermore, since \(i_{M}\) is an equalizer, similar to the earlier argument with monomorphisms into \(T\)-injective objects, it will be an equalizer in \(\mathcal{D}\). Composing \(r_{M}^{X}\) with sum (coproduct) injections \(i: X^k \to nX^k\), we get an internal \(n\)-ary relation on \(X^k\) in \(\mathcal{C}^\text{op}\) and hence in \(\mathcal{D}^\text{op}\). Since \(\mathcal{D}^\text{op}\) has \(M\)-closed relations, there will be a morphism \(p_{M}^{X}\) such that \(p_{M}^{X}r_{M}^{X}i_{M} = \pi_{i}\) for each \(i \in \{1, \ldots, n\}\). This then gives commutativity of the left triangle in the diagram above. Therefore, \(M\) is functional in \(X\). The proof is now complete.

The following is an adaptation of ideas from Section 3 of \([22]\). For each non-zero natural number \(n\), we consider the category \(\text{Rel}_n\), whose objects are pairs \((X, R)\) where \(X\) is a set and \(R\) is an \(n\)-ary relation on \(X\), and morphisms \((X, R) \to (X', R')\) are relation-preserving functions, i.e., functions \(f: X \to X'\) such that there exists a (necessarily unique) dashed morphism rendering the diagram

\[
\begin{array}{ccc}
R & \xrightarrow{f_n} & X' \\
\downarrow & & \downarrow \\
X^n & \xrightarrow{f} & X'^n \\
\end{array}
\]

commutative. The forgetful functor \(\text{Rel}_n \to \text{Set}\) is a topological functor (see e.g. \([5]\)) and therefore \(\text{Rel}_n\) is a complete and cocomplete category. It is then not difficult to see that a matrix \(M \in \text{matr}(n', m, k)\) is functional in an object \((X, R)\) of \(\text{Rel}_n\) if and only if \((X, R)\) is an \(\{M\}\)-injective object in \(\text{Rel}_n\) (by Theorem \([2,2]\)) and this happens if and only if \(M\) is functional in the set \(X\) and \(R\) is \(M\)-sharp. This is because, if we consider the diagram in Theorem \([2,2]\) applied to \((X, R)\) in \(\text{Rel}_n\), we have that \(M\) functional in the set \(X\) and \(R\) is \(M\)-sharp if and only if the function \(p_{M}^{X}\) exists and is a morphism in \(\text{Rel}_n\), i.e., is relation-preserving. Furthermore, when \(M\) is a non-trivial matrix, we can drop ‘\(M\) is functional in \(X\)’ by virtue of Theorem \([2,3]\) i.e., \(M\) is functional in \((X, R)\) if and only if \((X, R)\) is \(\{M\}\)-injective and if and only if \(R\) is \(M\)-sharp. We can also see that for a matrix
set $S$, the category $\text{Inj}_S \text{Rel}_n$ forms a (full) reflective subcategory of $\text{Rel}_n$. Given an object $(X,R)$ in $\text{Rel}_n$, its reflection $f : (X,R) \to (X',R')$ in the subcategory $\text{Inj}_S \text{Rel}_n$ is obtained as follows:

- If $S$ contains a trivial matrix, then $X' = X$ if $X$ is the empty set and $X'$ is a singleton if $X$ is non-empty. The function $f$ is the unique function $f : X \to X'$.

- If $S$ does not contain a trivial matrix, then $X' = X$. In this case, $f$ is the identity function $f = 1_X$.

We then define $R' \subseteq X'^n$ as the intersection of all relations containing $f^n(R)$ as a subrelation and which are $M$-sharp for each matrix $M$ in $S$. Thus, a colimit of a small diagram in $\text{Inj}_S \text{Rel}_n$ can be obtained by applying the construction above to the colimit of the same diagram in $\text{Rel}_n$. In particular, each $(\text{Inj}_S \text{Rel}_n)^{\text{op}}$ is a left exact category. These remarks together with Theorem 3.1 bring us to the following result:

**Theorem 3.2.** Consider two matrix sets $S$ and $U$. If for any non-zero natural number $n$, every $n$-ary relation $R$ on any set $X$ that is $M$-sharp for every matrix $M$ in $S$ is $N$-closed for every matrix $N$ in $U$ having $n$ rows, then every left exact category that has $M$-closed relations for every $M$ in $S$ also has $N$-closed relations for every $N$ in $U$, i.e., $\text{mclex} S \subseteq \text{mclex} U$. The converse is also true when no matrix in $S$ is trivial.

**Proof.** Assume first for any integer $n > 0$, every $n$-ary relation $R$ on any set $X$ that is $M$-sharp for every matrix $M$ in $S$ is $N$-closed for every matrix $N$ in $U$ with $n$ rows. Consider a left exact category $\mathcal{C}$ that has $M$-closed relations for every $M$ in $S$. Then every internal relation in $\mathcal{C}$ is $M$-sharp for each matrix $M$ in $S$. Considering a matrix $M \in S$ with $n$ rows, an $n$-ary internal relation $r : R \to C^n$ on an object $C$ in $\mathcal{C}$ and an arbitrary object $Y$, we need to prove that $r$ is $N$-closed over $Y$. These induce an $n$-ary relation $R'$ on the set $\mathcal{C}(Y,C)$ for which $g_1, \ldots, g_n : Y \to C$ are related if and only if there exists a (necessarily unique) morphism $\nu : Y \to R$ such that $r_i \circ \nu = g_i$ for each $i \in \{1, \ldots, n\}$. It is then easy to see that $R'$ is an (ordinary) $n$-ary relation which is $M$-sharp for each $M \in S$. Our assumption gives then that $R'$ is $N$-closed, which implies that the internal relation $r$ on $C$ is $N$-closed over $Y$.

Now assume that every left exact category that has $M$-closed relations for every $M$ in $S$ also has $N$-closed relations for every $N$ in $U$. Suppose no matrix in $S$ is trivial. Then no matrix in $U$ can be trivial as well. Indeed, if $U$ contained a trivial matrix, then a non-preorder could not belong to $\text{mclex} U$, but at the same time $\text{Set}^{\text{op}}$ belongs to $\text{mclex} S$ by Theorem 2.3. For each positive $n$, consider the full subcategory $\text{Inj}_S \text{Rel}_n$ of $\text{Rel}_n$ consisting of $U$-injective objects. We will now apply Theorem 3.1 to the category $\mathcal{C} = \text{Rel}_n$. Let $T$ be the set of all non-trivial matrices. For any $n > 0$ and any set $X$, the relation $X^n$ is clearly $M$-sharp for every matrix $M$. So the object $(X, X^n)$ is a $T$-injective object in $\text{Rel}_n$. For any object $(X, R)$ in $\text{Rel}_n$ there is a monomorphism into such object — namely, the inclusion $(X, R) \mapsto (X, X^n)$. By Theorem 3.1 we then get that $\text{Inj}_S \text{Rel}_n$ is the largest full subcategory of $\text{Rel}_n$ having the following properties: it contains all $T$-injective objects, it is closed under finite limits and its dual category has $N$-closed relations for every $N$ in $U$. By Theorem 3.1 again, the subcategory $\text{Inj}_S \text{Rel}_n$ of $\text{Rel}_n$ consisting of all $S$-injective objects has similar properties: it contains all $T$-injective objects, it is closed under finite limits and its dual category has $M$-closed relations for every $M$ in $S$. The assumption that every left exact category having $M$-closed relations for every $M$ in $S$ has $N$-closed relations for every $N$ in $U$ gives that $\text{Inj}_S \text{Rel}_n$ must be a subcategory of $\text{Inj}_S \text{Rel}_n$ (note that, from the paragraph before the theorem, we know that the duals of these categories are left exact). So, for any non-zero natural number $n$, every $n$-ary relation $R$ on any set $X$ that is $M$-sharp for every matrix $M$ in $S$ is $N$-sharp for every matrix $N$ in $U$. In particular, this means that every such relation is $N$-closed for every matrix $N$ in $U$ having $n$ rows.
Note that, if $S$ contains only the trivial matrix

\[
M = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}
\]

and $U$ contains only the trivial matrix

\[
N = \begin{bmatrix}
1 & 0 \\
1 & 0
\end{bmatrix},
\]

both $\text{mclex}S$ and $\text{mclex}U$ are the matrix class of all left exact preorders. Now, given two subsets $R_1 \subseteq X$ and $R_2 \subseteq X$ of a set $X$, the binary relation $R_1 \times R_2 \subseteq X^2$ is $M$-sharp; however, this relation is $N$-closed only if $R_1$ and $R_2$ are disjoint or if $R_1 = R_2 = X$. This shows that the converse implication in Theorem \[3.2\] might not hold if $S$ contains a trivial matrix.

From the proof of Theorem \[3.2\] we can extract the following theorem, which says that in order to prove an implication between (non-empty) matrix properties (in the left exact context), one only needs to produce a proof for a single particular category.

**Theorem 3.3.** Let $S$ be a matrix set which contains no empty matrix and let $N \in \text{matr}(n, m, k)$, where $n, k > 0$ and $m \geq 0$. The following statements are equivalent:

1. $\text{mclex}S \subseteq \text{mclex}\{N\}$.
2. The category $(\text{Inj}_S\text{Rel}_n)^{op}$, which belongs to $\text{mclex}S$, also belongs to $\text{mclex}\{N\}$.

(Notice that in the case where $S$ contains a non-empty trivial matrix, both statements are equivalent to $N$ being a non-empty matrix. The result thus also holds in that case.)

We now come to the following question. Given a matrix set $S$ and a matrix $N \in \text{matr}(n, m, k)$, how to decide whether every $n$-ary relation $R$ on any set $X$ that is $M$-sharp for every matrix $M$ in $S$ is $N$-closed? Consider the $n$-ary relation on $\{0, \ldots, k-1\}$ given by the columns of $N$. Let us write $\text{col}(N)$ for this relation. Consider the intersection of all $n$-ary relations on $\{0, \ldots, k-1\}$ that contain $\text{col}(N)$ as a subrelation and that are $M$-sharp for all $M$ in $S$. Let us denote this by $\text{col}^S(N)$. It is certainly $M$-sharp for all $M$ in $S$, and so, if every $n$-ary relation on any set $X$ that is $M$-sharp for every matrix $M$ in $S$ is $N$-closed, then $[0]_n \in \text{col}^S(N)$. The converse is also true: If $[0]_n \in \text{col}^S(N)$, then every $n$-ary relation $R$ on any set $X$ that is $M$-sharp for every matrix $M$ in $S$ is $N$-closed. To see this, consider an interpretation

\[
\begin{bmatrix}
x_{11} & \cdots & x_{1m} & y_1 \\
\vdots & \ddots & \vdots \\
x_{n1} & \cdots & x_{nm} & y_n
\end{bmatrix}
\]

of $N$ of type $X$ such that every left column of the interpretation belongs to $R$. Let this interpretation be given by a map $f : \{0, \ldots, k-1\} \to X$. Then the inverse image $f^{-1}(R)$ of $R$ along $f$ will be a relation on $\{0, \ldots, k-1\}$ that is $M$-sharp for every $M$ in $S$. Indeed, every reduction of each $M$ of type $(\{0, \ldots, k-1\}, \ldots, \{0, \ldots, k-1\})$ whose (left) columns belong to $f^{-1}(R)$ will have a further reduction by applying $f$ to its entries, whose (left) columns belong to $R$. Then, since $R$ is $M$-sharp, $f$ of the right column of the reduction will be in $R$, which means the right column of the reduction will be in $f^{-1}(R)$. Now, since $f^{-1}(R)$ is $M$-sharp for every $M$ in $S$ and since it contains $\text{col}(N)$, it must also contain $\text{col}^S(N)$. The fact that $[0]_n \in \text{col}^S(N)$ will now give that the right column of the above interpretation of $N$ belongs to $R$. So Theorem \[3.2\] has the following consequence.
Corollary 3.4. Consider two matrix sets $S$ and $U$. If $[0]_n \in \text{col}^S(N)$ for every non-zero natural number $n$ and every matrix $N$ in $U$ with $n$ rows, then every left exact category that has $M$-closed relations for every $M$ in $S$ also has $N$-closed relations for every $N$ in $U$, i.e., $\text{mclex}S \subseteq \text{mclex}U$. The converse is also true when no matrix in $S$ is trivial.

Note that $\text{col}^S(N)$ is necessarily finite (it is a subset of $\{0, \ldots, k-1\}^n$, when $N \in \text{matr}(n, m, k)$). When $S$ is finite, we can build $\text{col}^S(N)$ in finitely many steps as follows. For a given $R \subseteq \{0, \ldots, k-1\}^n$, we consider the relation $S(R) \subseteq \{0, \ldots, k-1\}^n$ containing exactly $R$ and the right columns of each row-wise interpretation $B$ of type $\{(0, \ldots, k-1), \ldots, \{0, \ldots, k-1\}\}$ of each matrix $M' \in \text{matr}(n, m', k')$ whose rows are rows of a common matrix $M$ in $S$ such that the (left) columns of $B$ belong to $R$. The number of all possible such $B$’s is finite (as $S$ is finite), so $S(R)$ can be built from $R$ in finitely many steps. It is easy to see that if $R \subseteq \text{col}^S(N)$ then also $S(R) \subseteq \text{col}^S(N)$. Now, starting with $R = \text{col}(N)$ we can build a chain of proper subset inclusions

$$
\text{col}(N) \subseteq S(\text{col}(N)) \subseteq SS(\text{col}(N)) \subseteq \cdots \subseteq SS \ldots S(\text{col}(N))
$$

until $S(R)$ for the last set $R$ in the chain is equal to $R$. When this happens, $R$ will be $M$-sharp for every $M$ in $S$, and hence $R = \text{col}^S(N)$. The chain does terminate after some finitely many steps because each of the sets in the chain are subsets of the finite set $\{0, \ldots, k-1\}^n$.

From the results above we can readily extract an algorithm for deciding $\text{mclex}S \subseteq \text{mclex}U$, when $S$ and $U$ are finite matrix sets. Note that the results did not give full characterization of $\text{mclex}S \subseteq \text{mclex}U$ when $S$ contains a trivial matrix. This case can be dealt with separately as follows:

- If $S$ contains a trivial matrix, then every category in $\text{mclex}S$ is a preorder. Therefore, one has $\text{mclex}S \not\subseteq \text{mclex}U$ if and only if $U$ contains an empty matrix and $S$ does not contain an empty matrix.

The combined algorithm which deals with both the trivial and non-trivial matrices is then the following. To decide whether $\text{mclex}S \subseteq \text{mclex}U$ where $S$ and $U$ are finite matrix sets, do the following.

Step 0 (dealing with empty matrices). If $S$ contains an empty matrix, then terminate the process with positive decision for $\text{mclex}S \subseteq \text{mclex}U$. Else, if $U$ contains an empty matrix then terminate the process with negative decision for $\text{mclex}S \not\subseteq \text{mclex}U$.

Step 1 (dealing with trivial matrices). If $S$ contains a matrix $M$ which contains a row with no 0’s then terminate the process with positive decision for $\text{mclex}S \subseteq \text{mclex}U$. Else, for each matrix $M$ in $S$, for each pair of distinct rows in $M$ and for a (randomly) chosen entry 0 in the first row, do the following. If the second row does not contain a 0 entry that admits a linkage with the chosen 0 entry in the first row, then terminate the process with positive decision for $\text{mclex}S \subseteq \text{mclex}U$.

Step 2 (dealing with non-trivial matrices). For each matrix $N \in \text{matr}(n, m, k)$ in $U$ do the following. Keep expanding $N$, until it is impossible to expand it further, with right columns of those row-wise interpretations $B$ of type $\{(0, \ldots, k-1), \ldots, \{0, \ldots, k-1\}\}$ of each matrix $M' \in \text{matr}(n, m', k')$ whose rows are rows of a common matrix $M$ in $S$ such that the (left) columns of $B$ can be found in $N$. If the expanded $N$ does not contain the column of 0’s, then terminate the process with negative decision for $\text{mclex}S \not\subseteq \text{mclex}U$.

Step 3 (conclusion). Reaching this step means that the process has not been terminated in the previous steps. Then the process completes with positive decision for $\text{mclex}S \subseteq \text{mclex}U$.  
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An obvious question that arises here is whether a conjunction of matrix properties is a matrix property. It turns out that if $S = \{M_1, \ldots, M_s\}$ is a finite matrix set, then it is possible to create a matrix $M_1 \times \cdots \times M_s$ such that $\text{mclex} S = \text{mclex} \{M_1 \times \cdots \times M_s\}$. If $S = \emptyset$, we set the empty product of matrices to be the matrix $[0] \in \text{matr}(1, 1, 1)$. If $S \neq \emptyset$ and if $M_i \in \text{matr}(n_i, m_i, k_i)$ for each $i \in \{1, \ldots, s\}$, we define a product $M_1 \times \cdots \times M_s$ of matrices to be a matrix in

$$\text{matr}(n_1 + \cdots + n_s, m_1 \cdot \cdots \cdot m_s, \max\{k_1, \ldots, k_s\})$$

whose columns are indexed by the set of all possible choices of a column in each of $M_1, \ldots, M_s$ and are obtained by stacking each of these columns on top of each other in the same order as the matrices in the list. Thus,

$$\text{col}(M_1 \times \cdots \times M_s) \cong \text{col}(M_1) \times \cdots \times \text{col}(M_s).$$

It is easy to see that if $m_1 \cdot \cdots \cdot m_s > 0$, then each $M_i \in S$ will be a reduction of such $M_1 \times \cdots \times M_s$ — just keep those rows of $M_1 \times \cdots \times M_s$ which correspond to the position of columns from $M_i$ in the stack and then delete the duplicate columns if necessary. So $\text{mclex}\{M_1 \times \cdots \times M_s\} \subseteq \text{mclex} S$ by Theorem 3.2. In the case where $m_1 \cdot \cdots \cdot m_s = 0$ or where $S = \emptyset$, this inclusion holds trivially. To get the converse inclusion, it is sufficient to argue in the case when $s = 2$, since the cases $s = 0$ and $s = 1$ are obvious and when $s \geq 3$, we have

$$M_1 \times \cdots \times M_s = (\ldots((M_1 \times M_2) \times M_3)\ldots) \times M_s.$$

So we assume $S = \{M_1, M_2\}$. For any fixed column $C$ of $M_2$, the matrix $M_1 \times \{C\}$ is a reduction of $M_1$. The right column of this reduction is given by $\{[0]_{n_1}\} \times \{C\}$. The matrix formed by these right columns (one for each column $C$ of $M_2$) is a reduction of $M_2$, with the right column being $[0]_{n_1+n_2}$ and so

$$\text{mclex}\{M_1, M_2\} \subseteq \text{mclex}\{M_1 \times M_2\},$$

by Corollary 3.4. We have thus proved the following:

**Theorem 3.5.** For a finite matrix set $S$, we have:

$$\text{mclex} S = \bigcap_{M \in S} \text{mclex}\{M\} = \text{mclex} \left\{\prod_{M \in S} M\right\}.$$ 

### 4 Computer-aided classification results

We write Mclex for the collection of all matrix classes (of left exact categories). It is a meet semi-lattice by Theorem 3.5. For each $n > 0$, let $D_n \in \text{matr}(n, n, 2)$ denote the matrix, all of whose entries are 0 except those on the main diagonal, which are 1. Note that $D_1$ and $D_2$ are the matrices from Theorem 2.3 characterizing the trivial matrices, so

$$\text{mclex}\{D_1\} = \text{mclex}\{D_2\}$$

is the matrix class of left exact preorders. $D_3$ is the matrix that defines majority categories (Example 1.3), and so we have a strict inclusion $\text{mclex}\{D_2\} \subsetneq \text{mclex}\{D_3\}$. Using the algorithm we can easily see that this extends to an infinite sequence of strict inclusions

$$\text{mclex}\{D_2\} \subsetneq \text{mclex}\{D_3\} \subsetneq \text{mclex}\{D_4\} \subsetneq \cdots.$$
Hence $\text{Mclex}$ is infinite. It is not difficult to see that $\text{Mclex}$ is countable. Computer implementation of our algorithm allows one to get a complete description of the posets of matrix classes given by matrices with some restricted dimensions (dependent on the computational efficiency of the implementation and the computer). The computation of the poset of all matrix classes remains an open problem. The fragment of $\text{Mclex}$ consisting of matrix classes given by all matrices in $\text{matr}(n, m, k)$ will be denoted by $\text{Mclex}[n, m, k]$. Each $\text{Mclex}[n, m, k]$ is obviously finite (it contains at most $k^{n-m}$ different matrix classes). Our algorithm allows one to compute each poset $\text{Mclex}[n, m, k]$ in a finite time that depends (exponentially) on the parameters $n, m, k$.

What can be established without the help of a computer, using just Lemma 2.1, Theorem 2.3 and Corollary 2.4, is the following (where $n, m, k$ are integers such that $n, k > 0$ and $m \geq 0$):

- $\text{Mclex}[n, 0, k]$ has exactly one matrix class consisting of the preorders with a single isomorphism class of objects (i.e., preorders equivalent to the terminal category).
- When $m \geq 1$, we have that $\text{Mclex}[n, m, 1]$ has exactly one matrix class given by all left exact categories.
- When $m \geq 1$ and $k \geq 2$, we have $\text{Mclex}[1, m, k] = \text{Mclex}[n, 1, k] = \text{Mclex}[n, 2, k]$ and these have exactly two elements: the matrix class of left exact preorders and the matrix class of all left exact categories.
- When $m \geq 3$ and $k \geq 2$, the set $\text{Mclex}[2, m, k]$ consists of exactly three elements: the matrix class of left exact preorders, the matrix class of all left exact categories and the matrix class of Mal’tsev categories.

In view of this, we will call the following matrix classes the degenerate matrix classes:

- the matrix class consisting of the preorders with a single isomorphism class of objects (i.e., the bottom element of the poset $\text{Mclex}$);
- the matrix class of left exact preorders (i.e., the unique atom of the poset $\text{Mclex}$);
- the matrix class of all left exact categories (i.e., the top element of the poset $\text{Mclex}$).

Let us notice that a matrix with entries in the set $\{0, \ldots, k-1\}$ and having $n$ rows can have at most $k^n$ different columns. One of these $k^n$ columns is a column of zeros, whose presence makes the matrix class be the matrix class of all left exact categories. So all non-degenerate members of $\text{Mclex}[n, m, k]$ lie in $\text{Mclex}[n, k^n-1, k]$.

The computer program that we wrote at the time of preparing this paper is able to compute the posets $\text{Mclex}[n, m, 2]$, where $n \leq 4$, in a short amount of time. For two given matrices $M_1 \in \text{matr}(n_1, m_1, k_1)$ and $M_2 \in \text{matr}(n_2, m_2, k_2)$, establishing whether $\text{mclex}(M_1) \subseteq \text{mclex}(M_2)$ using our algorithm, is already quite laborious. In particular, in Step 2 of the algorithm we are required to do a column-comparison of $M_2$ with each row-wise interpretation $B$ of type $\{(0, \ldots, k_2-1), \ldots, (0, \ldots, k_2-1)\}$ of each matrix $M'_1 \in \text{matr}(n_2, m_1, k_1)$ whose rows are rows of $M_1$; and if the outcome is positive (i.e., if every column of $B$ is a column of $M_2$) and if the right column of $B$ is not already in $M_2$, then we need to do the same, again for all $B$, after $M_2$ has been expanded with the right column of $B$. In general, the number of these $M'_1$s is $n_1^{n_2}$ and the number of such row-wise interpretations is $k_2^{k_1 n_2}$ for each $M'_1$. The maximum number of times that $M_2$ may get expanded is given by $k_2^{k_1 n_2} - 1 - m_2$, where $k_2^{k_1 n_2} - 1$ is the total number of different nonzero columns for a matrix in $\text{matr}(n_2, m_2, k_2)$. So altogether, the process may require up to $n_1^{n_2} k_2^{k_1 n_2} (k_2^{k_1 n_2} - 1 - m_2)$ many column-comparisons of two matrices. Therefore, when computing the
poset $\text{Mclex}[n,m,k]$, we want to decrease the number of times we would have to do decide some inclusion $\text{mclex}\{M_1\} \subseteq \text{mclex}\{M_2\}$. This can be done for instance by removing duplicate rows or columns from matrices in $\text{matr}(n,m,k)$ and thus consider the resulting matrices only once. Since, just like duplication of rows and columns, also the order in which rows and columns are arranged does not alter the corresponding matrix class, we may only consider matrices for which both the rows and the columns are ordered increasily with respect to the usual lexicographical order. Adapting the terminology from [34], we say that such matrices are doubly lexi-ordered. Other filters may also be applied. For instance, in the case when $k > 2$, we may additionally filter out those matrices where, in some row and for some $0 < i < k - 1$, no entry $i$ is found before the first occurrence of $i + 1$.

Before displaying the results of our computer-aided computation of $\text{Mclex}[n,m,k]$ for various $n,m,k$, we describe how we chose to represent the matrix classes in the display. For each matrix class $\mathcal{C}$ obtained from a non-empty matrix, and for each integers $n,m,k > 0$, consider the set $\mathcal{C}_{n,m,k}$ of all matrices $M$ such that $\mathcal{C} = \text{mclex}\{M\}$ and $M \in \text{matr}(n',m',k')$ for some $n' \leq n$, $m' \leq m$ and $k' \leq k$. Now consider the subset $\mathcal{C}_{n,m,k}^{R}$ of $\mathcal{C}_{n,m,k}$ consisting of those matrices that have minimal number of rows; the subset $\mathcal{C}_{n,m,k}^{R_{\mathcal{C}}} \subseteq \mathcal{C}_{n,m,k}$ consisting of those matrices that have minimal number of columns and the subset $\mathcal{C}_{n,m,k}^{R_{\mathcal{R}}} \subseteq \mathcal{C}_{n,m,k}$ consisting of those matrices that have minimal greatest entry. Viewing elements of $\mathcal{C}_{n,m,k}^{R_{\mathcal{R}}}$ as sequences of elements of $\{0,\ldots,k - 1\}$ by juxtaposing the transpose of each column next to each other, a matrix will be called an $(n,m,k)$-canonical matrix if it is the smallest element of $\mathcal{C}_{n,m,k}^{R_{\mathcal{R}}}$ by the lexicographical ordering. It is easy to see that any non-empty matrix $M \in \text{matr}(n',m',k')$ which is $(n,m,k)$-canonical for some $n \geq n'$, $m \geq m'$ and $k \geq k'$ is also $(n',m',k')$-canonical. However, as we will show later on in this section, there is a matrix in $\text{matr}(4,5,2)$ which is $(4,5,2)$-canonical but not $(4,5,3)$-canonical.

**Lemma 4.1.** Let $n,m,k \geq 1$ be integers and $M$ an $(n,m,k)$-canonical matrix. The following properties hold for $M$:

- $M$ has no duplicate rows or columns.
- $M$ is doubly lexi-ordered.
- For each row of $M$ and for each $0 < i < j < k$, if $j$ appears in the row, then so does $i$ and the first occurrence of $j$ appears after the first occurrence of $i$.

**Proof.** The fact that $M$ does not have duplicate rows or columns follows immediately from the fact that removing a duplicate row or a duplicate column in a matrix does not alter the corresponding matrix class.

To prove that $M$ is doubly lexi-ordered, we use the fact that rearranging rows of a matrix, or rearranging its columns, does not alter the corresponding matrix class. The fact that the columns of $M$ are lexicographically ordered is easy to see. Indeed, if it is not so, at the first position where this breaks, swap the two consecutive columns. Then, the new sequence of juxtaposed transposed columns will be lexicographically less than the previous one, violating our assumption that $M$ is $(n,m,k)$-canonical.

Suppose now that the rows of $M$ are not lexicographically ordered, and let $i$ be the position of the first row whose consecutive row is lexicographically less than it. Let $j$ be the first position of an entry $a_{i,j}$ in the $i$-th row which is bigger than the corresponding entry $a_{i+1,j}$ in the $(i+1)$-th row. Swap the $i$-th and the $(i+1)$-th rows. Comparing juxtaposed arrangement of transposed columns for the old and the new matrices, we note that the first position where the two sequences will be different from each other is where the first sequence has entry $a_{i,j}$ and the second sequence has
entry $a_{i+1,j}$. The second sequence is then lexicographically smaller than the first, which contradicts the assumption that $M$ is $(n, m, k)$-canonical.

The last statement easily follows from the fact that, given positive integers $i$ and $j$, if one replaces in a row of a matrix, each entry $i$ by $j$ and vice-versa, the corresponding matrix class remains the same.

We will now display some of the posets $\text{Mcl} \{n, m, k\}$, where $n \in \{3, 4\}$ and $k = 2$, computed by a computer-implementation of the algorithm from the previous section. In these displays, we will represent each element of $\text{Mcl} \{n, m, k\}$ by an image which represents the $(n, m, k)$-canonical matrix for that element of $\text{Mcl} \{n, m, k\}$. Each white square of that image represents an entry 0 in the $(n, m, k)$-canonical matrix and each grey square represents an entry 1. In each display, an arrow connecting a matrix $M_1$ with a matrix $M_2$ marks inclusion of matrix classes $\text{mclex} \{M_1\} \subseteq \text{mclex} \{M_2\}$. We do not draw an arrow if it can be obtained by a path of arrows (we thus display the reflexive and transitive reduction of the poset). We also omit the degenerate matrix classes in these displays.

We begin with Figure 2, which displays the poset of non-degenerate members of $\text{Mcl} \{3, 7, 2\}$. Since $2^3 - 1 = 7$, we know that Figure 2 displays the poset of all non-degenerate matrix classes defined by a matrix having three rows, an arbitrary number of columns and whose entries lie in the set $\{0, 1\}$. This figure also illustrates Corollary 2.4: there are no matrices in the figure with a single row, and there is only one that has exactly 2 rows — namely, the matrix

$$M = \begin{bmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \end{bmatrix}$$

which, up to permutation of columns, is the Mal'tsev matrix (Example 1.1).

The matrix class on the left of the matrix class of Mal'tsev categories in Figure 2 is the matrix class of majority categories (Example 1.3). The bottom matrix class is the left exact extension of the collection of arithmetical categories (Example 1.4) — this is in fact the intersection of the matrix classes of Mal'tsev and majority categories. The one between arithmetical and Mal'tsev matrix classes is the one whose algebraic members (i.e., categories of algebras in a variety) are given by varieties having a so-called 'minority term'.

What we cannot find in Figure 2 is the matrix class arising from the syntactical refinement of the Mal'tsev condition characterizing Mal'tsev varieties with directly decomposable congruences, from Remark 1.5:

$$M = \begin{bmatrix} 0 & 0 & 0 & 1 & 1 \\ 1 & 0 & 1 & 0 & 1 \\ 1 & 0 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 & 0 \end{bmatrix}.$$

It turns out that the matrix class for the $M$ above shows itself only in Figure 3. The matrix class in Figure 3 determined by the matrix $M$ above is the middle one in the fourth row (from the top). The matrix displaying that matrix class in the figure is given by

$$N = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 1 \end{bmatrix}.$$

It is not difficult to see that $M$ has the following doubly-lexi ordering (shift column 1 right to the
Figure 2: Hasse diagram of the poset of non-degenerate matrix classes in Mclex[3, 7, 2].
Figure 3: Hasse diagram of the poset of non-degenerate matrix classes in Mclex[4, 4, 2].

position of column 3 and interchange rows 2 and 3):

\[ M' = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 & 0
\end{bmatrix}. \]

We can then see that \( N \) is just \( M' \) with the last column removed. So \( \text{mclex}\{N\} \subseteq \text{mclex}\{M\} \). With the help of the computer we could find the following proof for the converse inclusion. The display below summarizes the proof. It consists of three blocks of extended matrices (each having four rows). The first block has its left columns given by the matrix \( M' \) and its right columns given by the matrix \( N \). In every next block, each row is a row-wise interpretation of type \( \{0, 1, \ldots, 0, 1\} \) of a row of \( M' \) and every left column is a column appearing as a right column in one of the previous blocks. Reaching a right column of 0's confirms \( \text{mclex}\{M\} \subseteq \text{mclex}\{N\} \).

\[
\begin{array}{cccc|cccc}
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
\end{array}
\]

We will call such proof displays ‘lex-tableaux’ (‘lex’ is a standard abbreviation of ‘left exact’). A lex-tableau is of course nothing other than a visual implementation of our algorithm.

What appears to be distinctive to the middle matrix in the fourth row of Figure 3 compared to the other matrices in that row, is that each of them has three arrows going out, while the former
has two. The ‘missing arrow’ gets added in Figure 1 from the Introduction, which displays the poset of non-degenerate matrix classes in \( \text{Mclex}[4,5,2] \).

As we increase the parameters of \( \text{Mclex}[^n,m,k] \), the posets get more and more complex. We have included here the one for \( \text{Mclex}[4,6,2] \) — see Figure 5 which is the largest one with \( n = 4 \) and \( k = 2 \) that can fit with reasonable readability on a page. Figure 4 shows the growth of the sizes of posets \( \text{Mclex}[4,m,2] \) (including the degenerate matrix classes).

![Graphs showing growth of poset sizes](image)

**Figure 4**: Count of matrix classes in \( \text{Mclex}[4,m,2] \) (including the two degenerate matrix classes that can be obtained from non-empty matrices).

**Figure 5** shows some of the matrix classes that arise from matrices that are obtained from known Mal’tsev conditions in the literature or their syntactical refinements in the sense of Remark 1.5 (although we have not found explicitly the term ‘4-ary minority’ in the literature). We will discuss some of these examples below.

Syntactical refinement of the Mal’tsev condition characterizing varieties having ‘normal local projections’ in the sense of [29] is given by:

\[
\begin{align*}
    p(x_1, x_1, x_0, x_0, x_0, x_1) &= x_0, \\
    p(x_0, x_0, x_1, x_1, x_0, x_1) &= x_0, \\
    p(x_1, x_0, x_1, x_0, x_1, x_1) &= x_0.
\end{align*}
\]

The corresponding matrix, doubly lexi-ordered, is

\[
\begin{bmatrix}
    0 & 0 & 0 & 1 & 1 & 1 \\
    0 & 1 & 1 & 0 & 0 & 1 \\
    1 & 0 & 1 & 0 & 1 & 1
\end{bmatrix}.
\]

It coincidentally matches with the right matrix in the top row of Figure 5, which is the same as the left matrix in the second row of Figure 2.

Although Figure 5 already has a large number of representations of matrix classes, there are some arising in the literature that cannot be found there. For instance, using the computer it is possible to establish that the syntactical refinement of the Mal’tsev condition defining varieties with
Figure 5: Hasse diagram of the poset of non-degenerate matrix classes in Mclex[4, 6, 2]. The highlighted matrices with thicker frames are those that link with known Mal’tsev conditions. In vertical order from bottom to top and horizontally from right to left, these matrices arise from Mal’tsev conditions described by the following keywords: 1. Arithmetical (= Mal’tsev with majority). 2. Mal’tsev with 4-ary near unanimity. 3. Majority. 4. 4-minority. 5. Refinement of Mal’tsev with directly decomposable congruences. 6. Minority. 7. Mal’tsev. 8. 4-ary near unanimity. 9. Refinement of directly decomposable congruence classes (= refinement of local anti-commutativity). 10. Refinement of the egg-box property. 11. Refinement of normal local projections.
Figure 6: Hasse diagram of the poset of non-degenerate matrix classes in Mclex[4, 7, 2] that are contained in the matrix class given by the syntactical refinement of the Mal’tsev condition for difunctionality of class relations from [25].
'difunctional class relations' from [25] gives a matrix class which does not live in Mclex[4, 6, 2], and so it cannot be found in Figure 5. This matrix class is the top one in Figure 6.

We have also made some attempt to look at the cases when \( k \in \{3, 4\} \). For instance, we were able to generate Figure 7 representing the poset of non-degenerate matrix classes in Mclex[3, 7, 2]. In that picture, the darker a square is, the higher the value of the corresponding entry is. We have included there the digits in each square to improve readability. We also have been able to compute the posets Mclex[3, \( m \), 3] for \( m \leq 8 \) — see Figure 8 for the number of matrix classes in these posets.

The matrix considered in the beginning of the Introduction (which was, by the way, chosen randomly), turns out to determine the matrix class that appears farthest to the right in the eighth row of Figure 7. This can be seen from the following two lex-tableaux, proposed by the computer:

\[
\begin{array}{cccccccc}
1 & 1 & 0 & 2 & 2 & | & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & | & 0 & 1 & 0 & 1 \\
2 & 0 & 1 & 2 & 1 & | & 1 & 2 & 2 & 0 \\
0 & 0 & 1 & 0 & 1 & | & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 2 & 2 & | & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & | & 0 & 1 & 0 & 1 \\
2 & 0 & 1 & 2 & 1 & | & 1 & 2 & 2 & 0 \\
0 & 0 & 1 & 1 & 0 & | & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 2 & 2 & | & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 2 & 2 & | & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & | & 0 & 1 & 0 & 1 \\
2 & 0 & 1 & 2 & 1 & | & 1 & 2 & 2 & 0 \\
0 & 0 & 1 & 1 & 0 & | & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 2 & 2 & | & 0 & 0 & 1 & 1 \\
\end{array}
\]

Given positive integers \( n_1, n_2, m_1, m_2, k_1, k_2 \), we obviously have the poset inclusion

\[
\text{Mclex}[^{\min(n_1, n_2)}] \cap \text{Mclex}[^{\min(m_1, m_2)}] \cap \text{Mclex}[^{\min(k_1, k_2)}] \subseteq \text{Mclex}[^{n_1, m_1, k_1}] \cap \text{Mclex}[^{n_2, m_2, k_2}].
\]

The question of the converse inclusion is in general not easy. Using the computer, we found the following equalities:

\[
\text{Mclex}[^{3, 7, 2}] \cap \text{Mclex}[^{3, 5, 4}] = \text{Mclex}[^{3, 5, 2}],
\]

\[
\text{Mclex}[^{3, 7, 2}] \cap \text{Mclex}[^{4, 5, 2}] = \text{Mclex}[^{3, 5, 2}]
\]

and

\[
\text{Mclex}[^{3, 7, 2}] \cap \text{Mclex}[^{4, 6, 2}] = \text{Mclex}[^{3, 6, 2}].
\]

However, in other cases, the inclusion may be strict. For instance, the computer calculated that the intersection \( \text{Mclex}[^{3, 8, 3}] \cap \text{Mclex}[^{4, 15, 2}] \) contains exactly four matrix classes that do not belong to \( \text{Mclex}[^{3, 8, 2}] = \text{Mclex}[^{3, 7, 2}] \). One of these matrix classes is given by the matrices

\[
M_1 = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 & 1 \\
1 & 0 & 2 & 2 & 1
\end{bmatrix}
\]

which is \( (3, 8, 3) \)-canonical (and thus also \( (3, 5, 3) \)-canonical) and

\[
M_1' = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 & 1
\end{bmatrix}
\]

which is \( (4, 15, 2) \)-canonical (and thus also \( (4, 5, 2) \)-canonical) and is such that \( \text{mclex}[^{M_1}] = \text{mclex}[^{M_1'}] \). Therefore, the matrix \( M_1' \) cannot be \( (4, 5, 3) \)-canonical. This matrix class appears in
Figure 7: Hasse diagram of the poset of non-degenerate matrix classes in Mclex[3, 5, 4]. Note that the bottom matrix class is the only one in the figure which does not belong to Mclex[3, 5, 3].
the right place of the sixth row of Figure 7 represented by $M_1$ but appears in the fourth place of the seventh row of Figure 1 represented by $M'_1$ (and of course also in Figures 5 and 6). This is the only matrix class that has been represented by two different matrices in our Figures 1–7. The three other elements of the intersection $\text{Mclex}[3, 8, 3] \cap \text{Mclex}[4, 15, 2]$ which are not in $\text{Mclex}[3, 7, 2]$ are given by $\text{mclex}\{M_i\} = \text{mclex}\{M'_i\}$, for $i \in \{2, 3, 4\}$, where $M_i$ is a $(3, 8, 3)$-canonical matrix and $M'_i$ is a $(4, 15, 2)$-canonical matrix given by

\[
M_2 = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 1 & 2 & 0 & 0 & 2 \\ 1 & 0 & 2 & 2 & 0 & 2 & 1 \end{bmatrix} \quad \text{and} \quad M'_2 = \begin{bmatrix} 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 1 & 0 \end{bmatrix},
\]

\[
M_3 = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 1 & 1 & 2 & 0 & 1 & 2 \\ 1 & 0 & 1 & 2 & 2 & 0 & 2 & 0 \end{bmatrix} \quad \text{and} \quad M'_3 = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 1 & 0 \end{bmatrix},
\]

\[
M_4 = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 0 & 1 & 2 & 0 & 1 & 2 & 2 \end{bmatrix} \quad \text{and} \quad M'_4 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \end{bmatrix}.
\]

5 Context sensitivity

Let us now address the following question. Restricted only to algebraic categories (i.e., categories of algebras in a variety), our matrix properties are a particular type of Mal’tsev conditions, and so it is possible that implication of these Mal’tsev conditions is equivalent to implication of the corresponding matrix properties. We will now show that this is not the case. In other words, our poset $\text{Mclex}$ is not ‘visible’ at the level of collections of varieties of universal algebras. Note that replacing varieties with quasi-varieties would not help either, since, as it can be easily established, a quasi-variety belongs to a given matrix class if and only if the generated variety does. Moreover, the counter-example described below also indicates that there are implications of matrix properties that hold for regular well-powered categories, but not for all left exact categories.
Algebraic categories having $D_n$-closed relations, where $D_n$ is the same as at the start of Section 4, are given by varieties having the so-called ‘$n$-ary near-unanimity term’. As shown in [37], for each given $n > 2$, such a variety is 'congruence distributive' (i.e., congruence lattices are distributive). As remarked in [42], this means that algebraic Mal’tsev categories with $D_n$-closed relations are nothing but arithmetical varieties. As proved in [21], this result extends to Barr-exact categories, and thus, according to [27], to all regular well-powered categories: given $n > 2$, a regular well-powered category has $M$-closed relations and $D_n$-closed relations if and only if it has $A$-closed relations, where $M$ is the matrix that determines the matrix class of Mal’tsev categories (Example 1.1) and $A$ is the matrix for arithmetical varieties (Example 1.4). However, we know from [22] that this result does not extend to left exact categories, i.e., the inclusion

$$\text{mclex}\{M\} \cap \text{mclex}\{D_3\} = \text{mclex}\{A\} \subseteq \nexists \text{mclex}\{M\} \cap \text{mclex}\{D_3\}$$

is strict. We can (re-)prove the above equality and inclusion using lex-tableaux and the computer-aided classification results. The matrix $M$ is a reduction of $A$, so the matrix class for $A$ is contained in the matrix class for $M$. That the matrix class for $A$ is contained in the matrix class for $D_3$ can be established by the following lex-tableau (where we used doubly lexi-ordered versions of our matrices):

```
0 0 1 0 0 1
0 1 1 0 1 0
1 0 1 1 0 0
0 0 1 0
1 0 0 1
0 1 0 1
0 0 0 0
1 0 1 0
0 1 1 0
```

This proves

$$\text{mclex}\{A\} \subseteq \text{mclex}\{M\} \cap \text{mclex}\{D_3\}.$$  

The converse inclusion can be established by the following lex-tableau; we hope the reader will be able to understand the slightly different form of the tableau resulting from the fact that we now have two matrices in the premise:

```
;0 0 1 0 0 1
0 1 1 0 1 0 1 0 1
1 0 1 1 0 1 0 1 0 1
;0 0 1 0
;1 0 1 1
;0 1 1 1
0 0 0 0
0 1 1 0
1 0 1 0
```

This proves the desired equality. The strict inclusion $\text{mclex}\{A\} \nexists \text{mclex}\{M\} \cap \text{mclex}\{D_3\}$ follows from Figure 3, since as we will now show, $\text{mclex}\{M\} \cap \text{mclex}\{D_4\}$ is given by the left matrix in the fourth row of Figure 3, which we will denote by $A'$. Figure 3 shows that

$$\text{mclex}\{A'\} \subseteq \text{mclex}\{M\} \cap \text{mclex}\{D_4\}.$$
The converse is established by the following lex-tableau:

\[
\begin{array}{cccccccc}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

This proves \(\text{mclex}\{A'\} = \text{mclex}\{M\} \cap \text{mclex}\{D_4\}\). That \(\text{mclex}\{A'\} \not\subseteq \text{mclex}\{A\}\) also has a simple counterexample given by \((\text{Inj}_{\{M\}} \text{Rel}_3)^\text{op}\), i.e., the dual of the category of all ternary relations that are \(M\)-sharp (where \(M\) is the Mal’tsev matrix). This category is not a majority category, yet any ternary relation is \(D_4\)-sharp, since any 3-row reduction of \(D_4\) contains a left column that is identical to the right column (see Proposition 3.25 in [22]).

So, implications of matrix properties are ‘context sensitive’: their validity depends on what further exactness properties the base category has, such as being left exact or algebraic. We remark here that, as shown in [27], matrix properties are stable under the ‘exact completion’ \(C \hookrightarrow C_{\reg/ex}\) of a regular well-powered category [33]. In particular, since the embedding \(C \hookrightarrow C_{\reg/ex}\) is a fully faithful regular functor (see e.g. [11]), it follows that implications of matrix properties are not sensitive to whether the base regular category is Barr-exact or not (assuming the axiom of universes [3] to avoid size issues). In general, it would be interesting to investigate implications of matrix properties, in a similar way as we have done here, in the contexts of algebraic categories and of regular categories, and to analyse their differences. One could try to do the algebraic case using the remark made at the end of the Introduction. As for the regular case, the technique of the present paper cannot be directly applied there since the categories \((\text{Inj}_{\{M\}} \text{Rel}_n)^\text{op}\) are in general not regular. However, using the results from [26, 27] (and again assuming the axiom of universes), proving an implication of matrix properties for all regular categories is equivalent to proving it only for regular locally presentable categories [18], or equivalently, for regular essentially algebraic categories [1, 2]. Therefore, the techniques one could use to solve the algebraic case might have a counterpart in the essentially algebraic world to solve the regular case. In view of Theorem 3.3, since the categories \(\text{Inj}_{\{M\}} \text{Rel}_n\) are essentially algebraic, the situation is somehow dual in the left exact context: proving an implication of matrix properties for all left exact categories is equivalent to proving it only for the duals of essentially algebraic categories.

**Remark 5.1.** We should point out a mistake in the statement/proof of Proposition 3.23 in [22] (which is also Proposition 2.36 in [21]). That proposition claims that, for the matrix \(M\) that determines the matrix class of Mal’tsev categories (Example 1.1), the category \((\text{Inj}_{\{M\}} \text{Rel}_n)^\text{op}\) is a regular category — however, \((\text{Inj}_{\{M\}} \text{Rel}_3)^\text{op}\) is not a regular category. Note also that this is mistake is referenced in the concluding remarks section of [24].

We conclude with another example showing context-sensitivity of implications of matrix properties. The Mal’tsev condition for ‘local-anticommutativity’ given in [23] is the Mal’tsev condition for direct decomposability of congruence classes [15] together with some identities linking some of the ‘inner’ terms involved in the condition. This results in the syntactical refinement of the two
Mal'tsev conditions being the same. The corresponding matrix class is the left one in the sixth row (from the top) of Figure 5, which, as we can see on that figure, contains the third one in the twelfth row. As it follows from Remark 2.21 in [23], a Mal'tsev variety is locally anticommutative if and only if it is arithmetical. This implies that, in the algebraic case, the matrix class appearing in the third place of the twelfth row of Figure 5 (which is the same as the matrix class from Remark 1.5) matches with the matrix class given by the arithmetical matrix (Example 1.3). In the left exact context, this is not the case as shown by Figure 5.
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