Balancing Stability and Plasticity through Advanced Null Space in Continual Learning
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Abstract. Continual learning is a learning paradigm that learns tasks sequentially with resources constraints, in which the key challenge is stability-plasticity dilemma, i.e., it is uneasy to simultaneously have the stability to prevent catastrophic forgetting of old tasks and the plasticity to learn new tasks well. In this paper, we propose a new continual learning approach, Advanced Null Space (AdNS), to balance the stability and plasticity without storing any old data of previous tasks. Specifically, to obtain better stability, AdNS makes use of low-rank approximation to obtain a novel null space and projects the gradient onto the null space to prevent the interference on the past tasks. To control the generation of the null space, we introduce a non-uniform constraint strength to further reduce forgetting. Furthermore, we present a simple but effective method, intra-task distillation, to improve the performance of the current task. Finally, we theoretically find that null space plays a key role in plasticity and stability, respectively. Experimental results show that the proposed method can achieve better performance compared to state-of-the-art continual learning approaches.
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1 Introduction

Humans have excellent abilities in learning new knowledge while maintaining the knowledge learned from past experience through their lifelong time. Continual learning aims at developing algorithms for neural networks with the same capabilities from a stream of data [34, 48]. However, although deep neural networks have made impressive achievements across various domains, they easily suffer performance degradation on the previous tasks when applied to sequential tasks without any access to historical data. The problem, referred to as catastrophic forgetting, is a key challenge in continual learning [16, 21, 30, 34, 38, 48].

This problem is closely related to the stability-plasticity dilemma [31, 32]. Specifically, when learning in a sequential fashion, the network is required to have the plasticity to integrate new knowledge well and the stability to prevent the forgetting of previous tasks. However, the stability-plasticity dilemma indicates that it is hard to simultaneously have high plasticity and high stability. To relieve the
dilemma, a growing body of continual learning methods are introduced. These method can be roughly divided into four categories: architecture-based methods expand the network or allocate new neurons for new tasks [13,28,42,60]; replayed-based methods interleave old data with current data by storing historical data in a buffer or generating virtual old data [4,8,12,39,40]; regularization-based methods penalize the update of important parameters of previous tasks [1,17,21,58]; algorithm-based methods modify the update rule of parameters to prevent the interference across tasks [7,26,43,47,49].

For algorithm-based methods, one of the classical approaches is to project the gradient onto the approximation null space of all previous tasks, in which the gradient has little interference on the performance of previous tasks [43,49,57]. However, despite the impressive performance achieved by these methods, there are still some challenges that impede the null space methods to achieve satisfactory stability-plasticity trade-off. First, the null space methods are based on the finding that the model modifies the parameters in the exact null space of previous tasks. However, due to the approximation of null space, the model will occur in interference on the previous tasks. Moreover, the interference would affect the subsequent approximation of null space of past tasks, thus leading to more information deficiency of null space of previous tasks. Therefore, the stability of the model will be unsatisfactory. Second, the model update is based on the gradient projection on the null space of previous task, preventing the model from learning the current task well, i.e., resulting in worse plasticity.

To address the above challenges, we propose a new algorithm-based continual learning approach, Advanced Null Space (AdNS), to achieve a good balance between stability and plasticity. Specifically, to alleviate the impact of approx-
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imation on the stability, AdNS makes use of the low-rank approximation to extract the shared null space between the previous null space and the current candidate null space. Unlike existing works that only focus on the current candidate null space [43,57], AdNS projects the gradient onto the shared null space, which contains the core spaces between null spaces, and thus could mitigate the information deficiency of the previous null spaces and reduce forgetting. Moreover, we present a constraint to control the approximation of null space and propose non-uniform constraint strength, which monotonically decreases with the number of tasks increasing, to further relieve the forgetting. What’s more, to improve the performance of the current task, we leverage a simple method, intra-task distillation, to self-distill the knowledge of the current task. The procedure of the proposed method is shown in Fig. 1.

Finally, although various algorithms about null space have been proposed, few efforts were spent on the theoretical foundations. Therefore, in this paper, we theoretically analyze the impact of null space and present two theorems to prove that null space plays a key role in stability and plasticity. The theoretical finding indicates the inherent properties of the stability-plasticity dilemma, in which it is hard to have high plasticity and high stability simultaneously. To summarize, our contributions are threefolds:

– To address the stability-plasticity dilemma, we propose a new algorithm-based continual learning approach, AdNS, which projects the gradient into the shared null space under non-uniform constraint strength to reduce forgetting, and uses intra-task distillation to improve the tasks’ performance.
– We present two theorems from the perspective of stability and plasticity, which show that the null space plays a key role in balancing the stability-plasticity dilemma. Specifically, the larger the dimension of the null space, the better the plasticity, the worse the stability.
– We validate the proposed method in several benchmarks, and the empirical results show that the proposed method can outperform related state-of-the-art continual learning methods.

2 Related Work

Algorithms-based methods design the update rule to decrease the interference of parameter update on the performance of old tasks [6,7,24,26,43,47,49,54]. For example, GEM [26] and A-GEM [7] used the historical samples to compute the gradients of old tasks and proposed inequality constraints of gradients to avoid the increase of losses of past tasks. Arslan et al. [6] manually divided a random orthonormal space into several subspaces and allocated these subspaces one-to-one to each task. However, these methods require storing data of previous tasks. In contrast, GPM [43] stored the bases of core gradient space and modified the parameters in the direction orthogonal to the core space. OWM [57] modified the parameters in the direction orthogonal to the input space of previous tasks. Adam-NSCL stored uncentered feature covariance and used it to compute the null space [49]. Our work is closely related to Adam-NSCL. However, unlike
Adam-NSCL that only considers the current candidate null space, we project the gradient onto the shared null space between null spaces, which could relieve the information deficiency of null space of previous tasks, resulting in less forgetting. Moreover, our method does not rely on any data of previous tasks and only needs to update the null space in one shot manner at the end of each task. **Regularization-based methods** can be divided into two classes: one is to distill knowledge from the previous model which is trained on the previous tasks [14, 15, 23, 36, 52, 59]; another is to explicitly use a regularizer to penalize the update of important parameters of previous tasks, preventing the model from deviating too much from the previous one to avoid forgetting [19, 21, 33, 35, 58]. For example, for the first class, LwF [23] distills the knowledge by using the previous model outputs as soft labels and penalizing the distillation term between the current and recorded output. For the latter one, EWC [17] used the diagonal of the Fisher information matrix as the importance.

**Other Approaches.** Architecture-based methods allocate different parameters or add new parameters for the new task, while sharing parameters across tasks to reduce the interference of previous tasks [3, 22, 27–29, 41, 42, 44, 53, 56, 60]. However, such methods may lead to a cumbersome and complex network if new tasks continually arrive. Replayed-based methods leverage episodic memory to store representative history data or generate virtual data via a generative model, and replay these samples with current data [2, 7, 8, 12, 26, 37, 39, 40, 45, 50, 51]. However, replayed-based methods may bring some problems since storing old data will result in data imbalance, and the generative model would be large and expensive if it synthesizes the historical data reasonably.

3 Preliminaries

3.1 Settings and Notations

In this part, we present the settings and notations. We consider a sequence of tasks $\mathcal{T}_t$, $t \in \{1, ..., T\}$, where $T$ is the total number of tasks. Let $\mathcal{D}_t = \{\mathcal{X}_t, \mathcal{Y}_t\}$ be the dataset of task $\mathcal{T}_t$, where $\mathcal{X}_t$ and $\mathcal{Y}_t$ are the corresponding inputs set and label set. In continual learning, the model is trained on these datasets sequentially. Let $\mathbf{w} = \{w^1, ..., w^L\}$ be the parameters of $L$-layer neural network, where $w^l$ is the parameter vector of the $l$-th layer, $l \in \{1, ..., L\}$. Let $L_i(\mathbf{w})$ be the empirical loss of task $\mathcal{T}_i$ with parameters $\mathbf{w}$. Define $\hat{\mathbf{w}}_t$ as the convergence parameters after the model has been trained on the task $\mathcal{T}_t$. Rank(·) denotes the rank of a matrix, and [·, ·] denotes the concatenation of vectors or matrices. $\| \cdot \|_F$ denotes Frobenius norm, $\| \cdot \|_1$ denotes L1 norm, and $\| \cdot \|_2$ denotes L2 norm.

3.2 Null Space

Let $\Delta w^l$ be the parameter update for $l$-th layer for the current step. If $\Delta w^l$ lies in the null space of previous tasks at each training step for the $l$-th layer, $l \in \{1, ..., L\}$, then the stability can be guaranteed, which is illustrated by the following lemma.
Lemma 1. [49] Define $X_{l}^{p}$ as the input feature of $l$-th layer when the network is fed with data $X_{p}$ after training on the task $T_{p}$. Let $\mathcal{N}(\tilde{\textbf{w}}_{l}; X_{p})$ be the output of the $L$-layer network with parameters $\tilde{\textbf{w}}_{t}$ when the network is fed with data $X_{p}$. If at each training step of task $T_{t}$, $\Delta \textbf{w}$ lies in the null space of $X_{l}^{t-1} = [X_{l,1}^{t-1}, ..., X_{l-1,t-1}^{t-1}]$, i.e.,

$$X_{t-1}^{l} \Delta \textbf{w} = 0, \quad l = 1, ..., L,$$

(1)

then we have $\mathcal{N}(\tilde{\textbf{w}}_{t}; X_{p}) = \mathcal{N}(\tilde{\textbf{w}}_{p}; X_{p})$ for all $p \in \{1, ..., t-1\}$.

According to Lemma 1, if the parameters are modified in the null space of $X_{l}^{t-1}$, then the training loss of previous tasks will be retained and the forgetting can be avoid. Nevertheless, it is unrealistic to expect the existence of the null space, thus previous works [43,49,57] use the approximation null space instead. However, the approximation will cause that Eq.(1) no longer holds and result in the occurrence of interference on previous tasks. Moreover, the interference would affect the subsequent approximation of null space of past tasks, leading to more performance degradation on past tasks, i.e., catastrophic forgetting.

4 Methodology

In this section, we propose a new continual learning method, Advanced Null Space (AdNS), involving shared low-rank null space (Section 4.1), non-uniform constraint strength (Section 4.2), and intra-task distillation (Section 4.3), to balance the stability and plasticity. The procedure of AdNS is shown in Fig. 1 and the algorithm is shown in Algorithm 1.

4.1 Shared Low-Rank Null Space

In this part, we introduce a noval null space, the shared low-rank null space, which extracts the shared null spaces between the previous null space and the current candidate null space based on low-rank approximation.

When training on the current task $T_{t}$ ($t>1$), the gradient of $l$-th layer is projected onto the null space of previous tasks, which is spanned by the columns of $\textbf{U}_{pre}^{l}$, $l \in \{1, ..., L\}$ and $\mathcal{U}_{pre} = \{\textbf{U}_{pre}^{1}, ..., \textbf{U}_{pre}^{L}\}$ is the set containing the previous null spaces of $L$ layers. After training the current task, the current candidate null space $\mathcal{U}_{cur} = \{\textbf{U}_{cur}^{1}, ..., \textbf{U}_{cur}^{L}\}$ could be obtained based on the input features of tasks seen so far. Specifically, we use the uncentered feature covariance, i.e., $\tilde{X}_{l}^{t} = (X_{l}^{t})^\top X_{l}^{t}$, to compute the current candidate null space [49]. Such process has moderate memory consumption since the dimension of $\tilde{X}_{l}^{t}$ is irrelevant to the size of data. It can be easily proved that the null space of $\tilde{X}_{l}^{t}$ is equal to $X_{l}^{t}$. We update the input features of each layer by $X_{l}^{t} \leftarrow \tilde{X}_{l-1}^{t} + (X_{l,t}^{t})^\top X_{l,t}^{t}$, where $X_{l,t}^{t}$ is the input feature of $l$-th layer when the network

$^3$ We use the matrix whose columns are consisted of the orthonormal basis of the null space to represent null space.
Algorithm 1 Advanced Null Space (AdNS)

**Input:** Network $\mathcal{N}$ with parameters $w$  
**Output:** Target network $\mathcal{N}$

for $t = 1, 2, \ldots, T$ do
  if $t = 1$ then
    while not converged do
      Update the gradient according to $\hat{L}_1(w)$
    end while
    $\tilde{X}_l^t \leftarrow (X_{l,1}^t)\top X_{l,1}^t$
    $U_l^t \leftarrow$ Null space of $\tilde{X}_l^t$ based on (3)
    $U_{\text{pre}}^l \leftarrow U_l^t$
    Break  // Return to the next task
  end if
  $\tilde{Y}_t \leftarrow \mathcal{N}(w; X_l^t)$ after updating the classifier $\tilde{C}_t$
  while not converged do
    Update the gradient in the null space at each layer based on $U = \{U^1, \ldots, U^L\}$ according to (5)
  end while
  $\tilde{X}_l^t \leftarrow \tilde{X}_{l-1}^t + (X_{t,l}^t)\top X_{t,l}^t$
  $U_{\text{cur}}^l \leftarrow$ Null space of $\tilde{X}_l^t$ based on (3)
  $\tilde{U}^l = \left[ U_{\text{pre}}^l, U_{\text{cur}}^l \right], l = 1, \ldots, L$
  $U_l^t \leftarrow$ The shared low-rank null space obtained in (P2)
  $U_{\text{pre}}^l \leftarrow U_l^t$
end for
return $N$

is fed with data $X_l^t$ after training on the task $T_l$, and then obtain the current candidate null space at the end of task.

To alleviate the impact of approximation on the stability, rather than using $U_{\text{cur}}^l$, we extract the shared null space between $U_{\text{pre}}^l$ and $U_{\text{cur}}^l$ by solving the problem of low-rank approximation for the concatenation matrix $\tilde{U}^l = [U_{\text{pre}}^l, U_{\text{cur}}^l]$:

$$\min_{\tilde{U}^l} \|\tilde{U}^l - \tilde{U}^l\|_F \quad s.t. \quad \text{Rank} (\tilde{U}^l) \leq k_l, \quad l = 1, \ldots, L, \quad (P2)$$

where $k_l$ is the rank of the shared null space of $l$-th layer. The optimization problem (P2) has analytic solutions in terms of the singular value decomposition. Because we want to project the gradient onto an orthonormal space, according to the properties of singular value decomposition, the objective matrix $\tilde{U}^l$, i.e., the shared low-rank null space of $l$-th layer, can be constructed by the singular vectors of $\tilde{U}^l$ rather than using $\tilde{U}^l$ directly. The implementation details can be found in the Appendix.

The shared low-rank null space, which is the range space of $U_l^t$, contains the shared information of the previous null space and the current null space. Thus, projecting the gradient onto the shared low-rank space could relieve catastrophic
forgetting. In formal, we project \( g^l \) as the following projection operation:
\[
\Delta w^l = U^l (U^l)^\top g^l, \quad l = 1, \ldots, L,
\]  
and the parameter is updated by \( w^l \leftarrow w^l - \eta \Delta w^l \), where \( \eta \) is the learning rate.

Regarding the computing complexity, let the dimension of the feature at \( l \)-th layer be \( d^l \) and the dimension of \( \tilde{U}^l \) be \( \tilde{k}^l \), where \( \tilde{k}^l < d^l \). Then the complexity of computing the current candidate null space \( O((d^l)^3) \) is larger than the complexity of the low-rank approximation \( O(d^l(\tilde{k}^l)^2) \). Therefore, the time consumption of our proposed method is comparable to previous works [43, 49]. The comparisons of running time can be referred to Appendix.

### 4.2 Non-uniform Constraint Strength

In continual learning, it is essential to balance the importance of previous tasks and the current task to achieve satisfying performance [19, 21, 58]. For example, if the model puts too much weight on the current task, it may suffer significant performance degradation on the prior tasks and vice-versa. Therefore, to make a trade-off between the importance of previous tasks and current task, i.e., stability and plasticity, we rewrite the constraint \( X^l_{t-1} \Delta w^l = 0 \) for \( l \in \{1, \ldots, L\} \) to \( \|X^l_{t-1} \Delta w^l\|_1 \leq \epsilon \), where \( \epsilon \) is a factor controlling the strength of constraint. Such a constraint is reasonable for the following two reasons: (a) In practice, it is unrealistic to expect that there exists a null space satisfying \( X^l_{t-1} \Delta w^l = 0 \) for \( l \in \{1, \ldots, L\} \). (b) Although the constraint \( X^l_{t-1} \Delta w^l = 0 \) could guarantee that the model would not suffer from catastrophic forgetting, it would result in poor performance of the current task because the constraint is too strict for the parameter update of the current task. In contrast, introducing the balance factor \( \epsilon \) allows us to make a trade-off between stability and plasticity flexibly.

Moreover, with new tasks occurring, the number of previous tasks increases, resulting in a greater impact of previous tasks on the final performance than the current task [19, 21, 58]. Hence, with the growth of observed tasks, it is necessary to pay more attention to previous tasks to relieve the catastrophic forgetting. Therefore, we propose non-uniform constraint strength following a common assumption that the importance of previous tasks is related to the number of tasks seen so far. In particular, the non-uniform constraint strength can be represented as
\[
\|X^l_{t-1} \Delta w^l\|_1 \leq \epsilon(t), \quad \text{for} \quad l = 1, \ldots, L,
\]  
where \( \epsilon(t) \) is a function monotonically decreasing with the number of tasks seen so far. With new tasks continually coming, the constraint strength becomes more restrictive, and thus the model pays more attention to preserving the performance of previous tasks, achieving better stability.

### 4.3 Intra-task Distillation

To further address the plasticity-stability dilemma, we leverage knowledge distillation of the current task, called intra-task distillation, to improve the performance of the current task. In particular, as shown in Fig. 1, before training the
First, we freeze the backbone, which is learned on the previous \( t - 1 \) tasks sequentially, and only train the classifier \( \tilde{C}_t \) of the task \( T_t \). Then we store the outputs \( \tilde{Y}_t \) for the current task \( T_t \). The frozen backbone and the classifier absorb the information of prior tasks and the current task, respectively. Therefore, by penalizing the difference between the record outputs \( \tilde{Y}_t \) from the classifier \( \tilde{C}_t \) and the current outputs \( \hat{Y}_t \) from the classifier \( C_t \), intra-task distillation could improve the performance of the current task while preserving the acquired knowledge from previous tasks.

Specifically, we use the modified cross-entropy loss as the distillation loss. When training on the task \( T_t \), the distillation loss can be represented as:

\[
\hat{L}_d(\tilde{y}_t, \hat{y}_t) = -\sum_{c=1}^{C_t} \tilde{y}_t^{(c)} \log \hat{y}_t^{(c)},
\]

where \( \tilde{y}_t^{(c)} = \frac{\exp(\tilde{y}_t^{(c)} / \tau)}{\sum \exp(\tilde{y}_t^{(i)} / \tau)}, \hat{y}_t^{(c)} = \frac{\exp(\hat{y}_t^{(c)} / \tau)}{\sum \exp(\hat{y}_t^{(i)} / \tau)}, \) \( C_t \) is the number of classes of task \( T_t \), \( \tau \) is the temperature factor; \( \tilde{y}_t^{(c)} \) and \( \hat{y}_t^{(c)} \) are the recorded and current outputs of a sample \( x_t \) in task \( T_t \), respectively. We set \( \tau = 2 \) by default.

In summary, when training on the task \( T_t \), the optimization problem including (P2) and (2)-(4), which is represented as:

\[
\begin{align*}
\min_w & \quad \hat{L}_t(w) + \beta \hat{L}_d(\tilde{Y}_t, \hat{Y}_t), \\
\text{s.t.} & \quad \text{Rank}(h(X_{l-1}^t)) \leq k_l, \|X_{l-1}^t \Delta w^l\|_1 \leq \epsilon(t), \quad l = 1, ..., L,
\end{align*}
\]

where \( \hat{L}_t(w) \) is the cross-entropy loss for the current task and \( \beta \) is a coefficient that balances the importance between the cross-entropy loss and the distillation loss \( \hat{L}_d(\tilde{Y}_t, \hat{Y}_t) \); \( w \) is the network parameters and \( \epsilon(t) \) is the constraint strength which impacts the trade-off between the stability and plasticity; \( h(X) \) denotes \( X \) is mapped to its approximation null space which satisfies the constraint; \( k_l \) is used to control the rank of the matrix of \( l \)-th layer.

5 Analysis

In this section, we present two theorems to theoretically prove that the null space plays a key role in the stability-plasticity dilemma. Theorem 1 is in terms of plasticity and Theorem 2 is in terms of stability. The proof can be found in Appendix. Before introducing the two theorems, we first present three assumptions. Comparable assumptions are also made in existing studies on continual learning [55].

**Assumption 1.** \( \hat{L}_t(w) \) is \( L_f \)-smooth, i.e., \( \hat{L}_t(w) \leq \hat{L}_t(v) + \langle \nabla \hat{L}_t(v), w - v \rangle + \frac{L_f}{2} \|w - v\|^2 \), \( t \in \{1, ..., T\} \), for any \( v, w \in \mathbb{R}^d \).

**Assumption 2.** For each task \( T_t \), \( t \in \{1, ..., T\} \), the number of iterations is bounded by an integer \( S \).
Assumption 3. \( \hat{L}_t \) has the \( \sigma^2 \)-uniformly bounded gradient variance, i.e.,
\[
\|\nabla \hat{L}_t(w; x, y) - \nabla \hat{L}_t(w; x_i, y_i)\|^2_2 \leq \sigma^2, (x, y) \in D_t, t \in \{1, \ldots, T\}.
\]

Based on the assumptions, we derive the following two Theorems regarding the plasticity and stability. Specifically, we obtain the upper bound of the loss of the current task and forgetting.

Theorem 1. (Plasticity) Suppose Assumptions 1, 2, and 3 hold. Let \( w_{t,s} \) be the parameters on task \( T_t \) at the \( s \)-th step and \( \eta \) be the learning rate. Let the range of space of \( \mathcal{U} \) of \( l \)-th layer at \( w \) be the null space of previous tasks for \( l \)-th layer, then the loss of the current task \( \mathcal{T}_t \) is upper bound by
\[
\hat{L}_{t}(w_{t,s}) \leq \hat{L}_{t}(w_{t,0}) + \frac{\eta}{2} \sum_{s=0}^{S-1} \sum_{l=1}^{L} \| (I - \mathcal{U}(\mathcal{U}^l))^\top \| g_{t,s}^{l} \|^2_2 - \frac{\eta}{2} \sum_{s=0}^{S-1} \| \nabla \hat{L}_{t}(w_{t,s}) \|^2_2 + \frac{SLf\eta^2\sigma^2}{2},
\]
where \( g_{t,s}^{l} \) is \( l \)-th layer gradient of \( \hat{L}_{t}(w_{t,s}) \).

Theorem 2. (Stability) Suppose Assumptions 1, 2, and 3 hold. Let \( w_{t,s} \) be the parameters on task \( T_t \) at the \( s \)-th step and \( \eta \) be the learning rate. Let \( L_{1:t-1} \) be the sum of empirical loss function of previous \( t - 1 \) tasks and \( g_{1:t-1,s}^{l} \) is its gradient of \( l \)-th layer at \( w_{t,s} \). Let \( g_{t,s}^{l} \) be the gradient of the current task at \( w_{t,s} \) of \( l \)-th layer. Let the range of space of \( \mathcal{U} \) be the null space of previous tasks for \( l \)-th layer, then the forgetting of the previous \( t - 1 \) tasks generated by training on the task \( T_t \) is upper bound by
\[
L_{1:t-1}(w_{t,S}) - L_{1:t-1}(w_{t,0}) \leq \eta \sum_{s=0}^{S-1} \sum_{l=1}^{L} \| \mathcal{U}(\mathcal{U}^l)\|^\top_2 \| g_{t,s}^{l} \|_2 \| g_{1:t-1,s}^{l} \|_2 + \frac{Lf\eta^2\sigma^2}{2} \sum_{s=0}^{S-1} \sum_{l=1}^{L} \| \mathcal{U}(\mathcal{U}^l)\|^\top_2 \| g_{t,s}^{l} \|_2^2.
\]

Remark 1. From Theorems 1 and 2, we could conclude that \( \mathcal{U} \) plays a key role in the stability and plasticity. According to Theorem 1, if the rank of the null space is larger, then the term \( \| (I - \mathcal{U}(\mathcal{U}^l))^\top \| g_{t,s}^{l} \|^2_2 \) will be smaller and the upper bound of \( \hat{L}_t(w_{t,s}) \) will be smaller. Therefore, the model could learn the current task better, indicating better plasticity. However, according to Theorem 2, the larger the rank of the null space, the larger the term \( \| \mathcal{U}(\mathcal{U}^l)\|^\top_2 \| g_{t,s}^{l} \|_2^2 \). Therefore, the upper bound of the forgetting would be larger, resulting in poorer stability. The two theorems indicate the inherent properties of the stability-plasticity dilemma that it is hard to have high plasticity and high stability simultaneously.

6 Experiments

6.1 Experimental Setup

Datasets and Architecture. Following [49], we perform experiments on three continual learning benchmarks: 10-Split CIFAR-100 (10-S-CIFAR100), 20-Split-CIFAR-100 (20-S-CIFAR100), and 25-Split TinyImageNet (25-S-TinyImageNet).
Specifically, 10-Split CIFAR-100 and 20-Split CIFAR-100 are constructed by splitting CIFAR100 [18] into 10 and 20 sequential tasks, respectively. Each task contains the same classes without replacement out of the total 100 classes. Similarly, 25-Split TinyImageNet is constructed by splitting 200 classes of TinyImageNet [46] into 25 sequential tasks, where each task has 8 classes. We use ResNet-18 [11] as the backbone [4,6,10,11]. All tasks share the same backbone, while each task has its separate classifier.

**Baselines.** We compare the proposed method against competitive and well-established methods\(^4\), including 5 regularization-based methods using importance measure (EWC [17], MAS [1], MUC-MAS [25], SI [58], and CPR [5]), 2 regularization-based methods using knowledge distillation (LwF [23] and GD-WILD [20]), 1 architecture-based method (InstAParam [9]), and 6 algorithm-based methods (GEM [26], A-GEM [7], MEGA [10], OWM [57], GPM [43], and Adam-NSCL [49]). We also provide a lower bound performance of Vanilla which trains tasks sequentially without any countermeasure to forgetting.

**Performance Metrics.** To evaluate the performance, we use two standard metrics: a) Average accuracy (ACC) [26,32] is the average test accuracy evaluated on all tasks after learning all tasks sequentially; b) Backward Transfer (BWT) [7,26] is the average performance decrease of the network on previous tasks after new learning. In formal, ACC and BWT are defined as: 

\[
\text{ACC} = \frac{1}{T} \sum_{i=1}^{T} A_{T,i}, \\
\text{BWT} = \frac{1}{T-1} \sum_{i=1}^{T-1} (A_{T,i} - A_{i,i}),
\]

where \(T\) is the total number of tasks and \(A_{j,i}\) is the accuracy of task \(T_{j}\) after training on the task \(T_{i}\) sequentially. The larger the two metrics, the better the model. If the performances of ACC are similar, then the method with a larger value of BWT is better [26].

**Implementation Details.** When obtaining the null space at the end of each task, we approximate the constraint \(\|X_{t-1}^{l} \Delta w^{l}\|_1 \leq \epsilon(t)\) like [49]. Specifically, when computing the current candidate null space, we approximate the current candidate null space with the singular values satisfying \(\lambda \in \{\tilde{\lambda} | \tilde{\lambda} \leq \alpha(t) \lambda_{\min}^{l}\}\), where \(\lambda_{\min}^{l}\) is the smallest singular value of \(\tilde{X}_{t-1}^{l}\) and \(\alpha(t)\) is a positive value which balances the stability and plasticity. For the non-uniform constraint strength, we use a simple strategy that \(\alpha(t)\) linearly decreases with task number \(t\) observed so far. We perform experiments on the 10-Split CIFAR-100 and 20-Split CIFAR-100 5 runs, and 25-Split TinyImageNet 3 runs. Note that the update of the null space in our method is only performed at the end of task, and no data of old data are stored during training. More implementation details, including the hyperparameters settings, can be found in Appendix.

### 6.2 Performance Comparison

We show the comparison results of the proposed method and baselines in Table 1. The results except Vanilla, CPR, and GPM are from [49]. According to Table 1, our method achieves the highest average accuracy (ACC) with comparable forgetting (BWT) on all benchmarks.

---

\(^4\) We do not compare with replay-based methods because they store the data of previous tasks, which is out of the scope of this paper’s setting.
Table 1. Results of ACC (%) and BWT (%) evaluated on the all tasks after finishing learning all tasks. ↑ higher is better.

| Method             | 10-S-CIFAR-100 | 20-S-CIFAR-100 | 25-S-TinyImagNet |
|--------------------|----------------|----------------|------------------|
|                    | ACC ↑ | BWT ↑ | ACC ↑ | BWT ↑ | ACC ↑ | BWT ↑ |
| Vanilla            | 34.91 | -60.96 | 30.48 | -65.90 | 16.96 | -66.06 |
| EWC [17]           | 70.77 | -2.83  | 71.66 | -3.72  | 52.33 | -6.71  |
| MAS [1]            | 66.93 | -4.03  | 63.84 | -6.29  | 47.96 | -7.04  |
| MUC-MAS [25]       | 63.73 | -3.38  | 67.22 | -5.72  | 41.18 | -4.03  |
| SI [58]            | 60.57 | -5.17  | 59.76 | -8.62  | 45.27 | -4.45  |
| CPR [5]            | 74.56 | -2.51  | 72.98 | -2.32  | 58.01 | -2.45  |
| LwF [23]           | 70.70 | -6.27  | 74.38 | -9.11  | 56.57 | -11.19 |
| GD-WILD [20]       | 71.27 | -18.24 | 77.16 | -14.85 | 42.74 | -34.58 |
| InstAParam [9]     | 47.84 | -11.92 | 51.04 | -4.92  | 34.64 | -10.05 |
| GEM [26]           | 49.48 | 2.77   | 68.89 | -1.2   | -     | -      |
| A-GEM [7]          | 49.57 | -1.13  | 61.91 | -6.88  | 53.32 | -7.68  |
| MEGA [10]          | 54.17 | -2.19  | 64.98 | -5.13  | 57.12 | -5.90  |
| OWM [57]           | 68.89 | -1.88  | 68.47 | -3.37  | 49.98 | -3.64  |
| GPM [43]           | 73.66 | -2.20  | 75.20 | -7.58  | 58.96 | -6.96  |
| Adam-NSCL [49]     | 75.03 | -2.98  | 75.59 | -3.66  | 59.10 | -7.19  |
| AdNS (Ours)        | **77.21** | -2.32  | **77.33** | -3.25  | **59.77** | -4.58  |

Compared with regularization-based methods, the proposed method achieves over 5% ACC higher with less forgetting than EWC and MAS on all benchmarks. Although MUC-MAS and SI obtained comparable forgetting on the 25-Split TinyImageNet, their ACCs are lower than 50%, largely below AdNS’s ACC (59.77%). The forgetting of CPR on the 20-Split CIFAR-100 and 25-Split TinyImageNet are less, while its performance of ACC is worse than the proposed method on all benchmarks. For the regularization-based methods using knowledge distillation, the ACCs of LwF and GD-WILD are comparable to the proposed method on the 20-Split CIFAR-100 while their stability is very poor. For the architecture-based method, AdNS is significantly better than InstAParam, e.g., over 25% ACC higher on three benchmarks.

Now we compare AdNS with algorithm-based methods. On the 10-Split CIFAR-100, although the forgetting of GEM, A-GEM, MEGA, OWM, and GPM is slightly better than our method, their ACCs are largely below the proposed method. It is also observed that our method can obtain better performance with less forgetting than Adam-NSCL. As shown in Table 1, the ACCs of the proposed method are 2.18%, 1.74%, and 0.66% higher than Adam-NSCL on the 10-Split CIFAR-100, 20-Split CIFAR-100, and 25-Split TinyImageNet, respectively. As for forgetting, the BWTs of the proposed method are 0.66%, 0.41%, and 2.61% better than Adam-NSCL on the three benchmarks, respectively. It is because AdNS considers the shared null space between null spaces and also leverages knowledge distillation to further mitigate the stability-plasticity dilemma.
Table 2. Different methods to obtain the shared null space. “Random” obtains the shared null space with the dimensions randomly from $U_{\text{pre}}^l$ and $U_{\text{cur}}^l$.

| Method       | 10-S-CIFAR-100 ACC ↑ BWT ↑ | 20-S-CIFAR-100 ACC ↑ BWT ↑ | 25-S-TinyImageNet ACC ↑ BWT ↑ |
|--------------|-----------------------------|-----------------------------|-------------------------------|
| Random       | 76.10 -4.13                 | 75.70 -5.81                 | 59.07 -6.78                   |
| Low-Rank     | 76.45 -2.87                 | 76.31 -3.66                 | 59.26 -5.77                   |

Fig. 2. Comparison of forgetting between the pure null space and the shared low-rank null space. The results are the curves of BWT when the network has been trained on each task ([↑] Higher BWT indicates less forgetting).

6.3 Ablation Studies and Analyses

Effect of Low-Rank. First, we compare the forgetting of using shared low-rank null space and pure null space, in which pure null space projects the gradient onto the current candidate null space instead of the shared null space. According to Fig. 2, with new tasks continually coming, the superiority of the shared low-rank null space on alleviating forgetting becomes more and more obvious than the pure null space, validating that our shared low-rank null space can relieve the catastrophic forgetting due to null space approximation. Next, we validate whether it is effective to use low-rank approximation to obtain the shared space. To realize this, we compare the performance of the shared low-rank null space with the method that obtains the shared null space by extracting dimensions randomly from $U_{\text{pre}}^l$ and $U_{\text{cur}}^l$. For a fair comparison, intra-task distillation is excluded, and all the settings including the constraints are the same. According to Table 2, using low-rank approximation can achieve higher ACC and better BWT on all benchmarks. Especially for BWT, “Low-Rank” is at least 1% better than the method of “Random”, indicating the effectiveness of low-rank approximation.

Effect of Each Component. We now validate the effect of each component to demonstrate that AdNS could achieve better stability-plasticity trade-off. From Table 3, we can find that (1) Both “Low-Rank” and “Non-uniform Constraint

5 We extract $k_l/2$ dimensions randomly from $U_{\text{pre}}^l$ and another $k_l/2$ dimensions randomly from $U_{\text{cur}}^l$. If the dimension of $U_{\text{pre}}^l$ or $U_{\text{cur}}^l$ is smaller than $k_l/2$, to make up $k_l$ dimensions, we concatenate the whole matrix and the rest dimensions randomly extracted from another matrix.
Table 3. Effect of each component. “NS” denotes “Null Space”, “LR” denotes “Low-Rank”, “NCS” denotes “Non-uniform Constraint Strength”, and “ID” denote Intra-task Distillation.

| Module | 10-S-CIFAR-100 | 20-S-CIFAR-100 | 25-S-TinyImageNet |
|--------|----------------|----------------|-------------------|
|         | NS  | LR  | NCS | ID | ACC [↑] | BWT [↑] | ACC [↑] | BWT [↑] | ACC [↑] | BWT [↑] |
| ✓      | ✓   | ✓   | ✓   | ✓  | 76.11 [-5.02] | 75.53 [-7.67] | 59.20 [-7.69] |
| ✓      | ✓   | ✓   | ✓   | ✓  | 76.45 [-2.87] | 76.31 [-3.66] | 59.26 [-5.77] |
| ✓      | ✓   | ✓   | ✓   | ✓  | 76.15 [-4.98] | 75.66 [-7.36] | 59.42 [-5.07] |
| ✓      | ✓   | ✓   | ✓   | ✓  | 76.45 [-2.84] | 76.34 [-3.55] | 59.27 [-5.11] |
| ✓      | ✓   | ✓   | ✓   | ✓  | 76.99 [-4.36] | 77.04 [-6.09] | 60.00 [-6.98] |
| ✓      | ✓   | ✓   | ✓   | ✓  | 77.21 [-2.32] | 77.33 [-3.25] | 59.77 [-4.58] |

Fig. 3. The effect of $k$. The dataset is 10-Split CIFAR-100. [↑] higher is better.

Strength$^6$ decrease forgetting significantly with better performance. Especially, on the 20-Split CIFAR-100, the shared low-rank null space (“NS” + “LR”) is 4.01% BWT better and 0.78% ACC higher than the pure null space (“NS”). On the 25-Split TinyImageNet, adding non-uniform constraint strength (“NS” + “NCS”) increases BWT 2.62%. (2) Intra-task Distillation improves ACC significantly with better BWT. For example, on the 20-Split CIFAR-100, adding intra-task distillation (“NS” + “ID”) increases ACC 1.51% with less forgetting. (3) Combining all modules can achieve better stability and plasticity simultaneously. For example, on 20-Split CIFAR100, combining all modules is 1.8% ACC higher and 4.42% BWT better than the pure null space (“NS”).

Effect of $k$. Now we explore the effect of $k$. We use $k$ to denote $k_l$ because we apply the same operation for $k_l$ at each layer. Assume that the dimensions of $U_{\text{pre}}^l$ and $U_{\text{cur}}^l$ are $p$ and $q$, respectively. Then “Max”, “Avg”, and “Min”$^6$ means that $k = \text{Max}(p, q) \times k_0$, $k = \text{Avg}(p, q) \times k_0$, and $k = \text{Min}(p, q) \times k_0$, respectively, where $k_0$ is used to adjust the value of $k$. As shown in Fig. 3, for all strategies, with the decrease of $k_0$, forgetting continually decreases while ACC first increases and then decreases. It is because with the decrease of $k_0$, $k$ becomes smaller and the rank of null spaces is smaller. According to Theorems

$^6$ Max($\cdot$), Avg($\cdot$), and Min($\cdot$) are functions that compute the maximum, average, and minimum values over inputs, respectively.
1 and 2, it would result in better forgetting and worse plasticity, and thus the ACC first increases then decreases as a result of the stability-plasticity dilemma. Considering both stability and plasticity, we choose the strategy of “Avg” for all experiments.

**Effect of α and β.** Finally, we explore the effect of α in constraint and β in intra-task distillation, respectively. For simplification, we apply constant α for all tasks. Larger α indicates looser constraint in (3). As shown in Fig. 4, with the increase of α, BWT becomes worse, and ACC first increases and then decreases as a result of the stability-plasticity dilemma. The results agree with the theoretical analysis that larger null space (looser constraint) leads to better plasticity and worse stability and vice-versa. For intra-task distillation, as shown in Fig. 4, with proper β, it could mitigate the forgetting and achieve a good balance between stability and plasticity. Too large or too small β will have a negative impact on the performance.

### 7 Conclusion

To relieve the stability-plasticity dilemma, we propose a new algorithm-based continual learning method, Advanced Null Space (AdNS). Specifically, AdNS extracts the shared low-rank null space based on low-rank approximation and projects the gradient onto the null space to reduce forgetting. Moreover, we introduce non-uniform constraint strength to further alleviate the catastrophic forgetting, and present intra-task distillation to improve performance. Furthermore, we provide theoretical findings of the impact of null space on the stability and plasticity, respectively. Empirical results validate that the proposed algorithm could achieve a better stability-plasticity trade-off.
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