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Abstract—In this paper, we develop a novel angle-domain adaptive filtering (ADAF)-based frequency synchronization method for the uplink of a massive multiple-input multiple-output (MIMO) multiuser network, which is applicable for users with either separate or overlapped angle-of-arrival (AoA) regions. For each user, we first introduce the angle-constraining matrix (ACM), which consists of a set of selected match-filter (MF) beamformers pointing to the AoAs of the interested user. Then, the adaptive beamformer can be acquired by appropriately designing the ACM vectors. Such beamformer can achieve two-stage adaptive multiuser interference (MUI) suppression, i.e., inherently suppressing the MUI from non-overlapping users by ACM in the first stage and substantially mitigating the MUI from adjacent overlapping users by ACM vector in the second stage. For both separate and mutually overlapping users, the carrier frequency offset (CFO) estimation and subsequent data detection can be performed independently for each user, which significantly reduces computational complexity. Moreover, ADAF is rather robust to imperfect AoA knowledge and side cluster of scatterers, making itself promising for multiuser uplink transmission. We also analyze the performance of CFO estimation and obtain an approximated closed-form expression of mean-squared error (MSE). The effectiveness of the proposed method and its superiority over the existing methods are demonstrated by numerical results.
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I. INTRODUCTION

Over the past few years, large-scale multiple-input multiple-output (MIMO) or massive MIMO systems have drawn explosive interests from both academia and industry [1]–[6]. Massive MIMO is considered as a promising technique for the next generation wireless systems due to its high spectral efficiency as well as the ability to substantially relieve the multiuser interference (MUI) with simple linear transceivers. However, these potential gains depend heavily on perfect frequency synchronization, which is quite challenging owing to the existence of carrier frequency offsets (CFOs) [7], [8] among the different users.

There are many conventional synchronization schemes for traditional multiuser MIMO [9]–[12]. In [9], a robust multi-CFO estimation with iterative interference cancellation (RMCE-IIC) scheme was proposed for a coordinated multipoint (CoMP) orthogonal frequency division multiplexing (OFDM) system. Based on the Zadoff-Chu (ZC) sequences, the optimal set of training sequences is designed to minimize the mutual interference, which is also robust to different CFOs. By employing the optimal training sequence set, the CFO search and channel estimation for different users can be performed independently within each iteration. For massive MIMO systems, however, only a few frequency synchronization methods have been designed. The effect of CFOs on the bit-error rate (BER) performance of massive MIMO has been studied in [13] for both colocated and distributed antennas. The impact of frequency selectivity on the information rate of CFO impaired single-carrier MIMO uplink with the time-reversal maximum-ratio-combining (MRC) receiver and the impact of residual CFOs on the information rate of zero-forcing (ZF) receiver have been discussed in [14] and [15], respectively. The work in [16] has addressed the multi-CFO estimation problem for the time division duplexed (TDD) massive MIMO system. However, it requires that the CFO estimated at the base station (BS) must be fed back to multiple users over an error-free control channel for CFO compensation prior to data transmission. A blind frequency synchronization approach has been developed in [17] for multiuser OFDM uplink with a large number of receive antennas. However, many blocks are necessary to obtain the satisfactory CFO estimation performance, which delays the decoding and cannot be directly applied to latency-sensitive scenarios.

More recently, a multiuser frequency synchronization scheme has been proposed in [18] when a large-scale uniform linear antenna array (ULA) is configured at the BS. The CFO estimation therein is performed individually for each user through a joint spatial-frequency alignment (JSFA) procedure [18], which has been further modified in [19] to address the multi-CFO estimation problem with antenna array imperfection. The JSFA proposed in [18] can be implemented efficiently via Fast Fourier Transform (FFT), and its computational burden increases linearly with the number of coexisting users. However, both the JSFA in [18] and its variant in [19] require the angle-of-arrival (AoA) regions to be separated by certain guard zone. As a result, the JSFA scheme can only support the simultaneous transmission of very few spatially multiplexed users over the same time-frequency resources, and cannot fully exploit the abundant degrees of freedom provided by the massive ULA, especially in the case of relatively large angular spread (AS).
Motivated by the aforementioned discussion, we design an angle-domain adaptive filtering (ADAF)-based frequency synchronization approach for multiuser MIMO uplink in this paper. By introducing the angle-constraining matrix (ACM) and appropriately designing the ADAF vectors, we obtain the qualified adaptive beamformers for each user. The ACM consists of a set of match-filter (MF) beamformers that point to the AoA region of the interested user. It constitutes the first stage MUI suppression to handle the MUI from the non-overlapping users. The second stage MUI suppression is accomplished by judiciously designing the ADAF vectors such that the acquired beamformers could substantially relieve the severe interference from the adjacent overlapping users. With the above two-stage MUI suppression, the interference from the other users can be successfully cancelled, resulting in an equivalent single-user transmission network and enabling separate CFO estimation and data detection. Therefore, the proposed ADAF method can tolerate certain overlapping of AoA regions among coexisting users without consuming unbearable computational resources. Both analytical and numerical results demonstrate the effectiveness of the proposed ADAF approach and its superiority over existing approaches.

The rest of this paper is organized as follows. The system model is described in Section II. Section III elaborates the proposed ADAF algorithm. The CFO estimation mean-squared error (MSE) of the proposed algorithm is analyzed in Section IV. Simulation results are provided in Section V. Section VI concludes the paper.

Notations: Superscripts $(\cdot)^*$, $(\cdot)^T$, $(\cdot)^H$, $(\cdot)^{-1}$ and $E\{\cdot\}$ represent conjugate, transpose, Hermitian, inverse and expectation, respectively; $j = \sqrt{-1}$ is the imaginary unit; $\parallel \cdot \parallel$ denotes the Frobenius norm operator; $\tt{tr}(\cdot)$ denotes the trace operation. For a vector $x$, $\tt{diag}(x)$ is a diagonal matrix with $x$ as the main diagonal; $\otimes$ stands for the Kronecker product; $\mathbb{C}^{m \times n}$ denotes the vector space of all $m \times n$ complex matrices. $\lambda_A(\cdot)$ and $\nu_q(\cdot)$ denote the $q$th eigenvalue and the corresponding eigenvector of a positive semi-definite Hermitian matrix $A$. $0$ represents an all-zero matrix with appropriate dimension.

II. SYSTEM MODEL

We consider a multiuser OFDM uplink system that consists of $K$ distributed single-antenna users and one BS with $M \gg 1$ antennas in the form of ULA. The total number of subcarriers is $N$. We assume perfect time synchronization among all users for the time being so that we could get clearer insights in CFO related issues. Denote the normalized CFO between the $k$th user and the BS as $\phi_k$, which is the ratio of the real CFO and the subcarrier spacing. We consider the fractional CFOs, i.e., $|\phi_k| < 0.5$, which should be sufficient for the multiuser uplink. The CFO will affect the uplink received OFDM signal by an $N \times N$ diagonal phase rotation matrix defined as

$$E(\phi_k) = \tt{diag}(1, e^{rac{2\pi i \phi_k}{N}}, \ldots, e^{rac{2\pi i (N-1)\phi_k}{N}}).$$  \hspace{1cm} (1)

The classical one-ring channel propagation model [21], [22] is adopted to characterize the multiuser OFDM uplink scenario. Each user is surrounded by a ring of $P \gg 1$ local scatterers. The channel between the BS and the $k$th user consists of $L$ taps. Denote the average power of the $l$th tap as $\sigma_l^2$. Then, $\sigma_l^2, l = 1, 2, \ldots, L$ models the power delay profile (PDP) of the channel with $\sum_{l=1}^{L} \sigma_l^2 = 1$ such that the total average channel gain per receive antenna is normalized. Each tap is composed of $P$ separable subpaths identifiable by its unique AoA $\theta_{l,p}^{(k)}$ and associated independent and identically distributed (i.i.d.) complex gain $g_{l,p}^{(k)} \sim \mathcal{CN}(0, \sigma_l^2/P)$.

Let $a(\theta_{l,p}^{(k)}) \in \mathbb{C}^{M \times 1}$ denote the steering vector

$$a(\theta_{l,p}^{(k)}) = [1, e^{-j2\chi \cos(\theta_{l,p}^{(k)} - \delta)}, \ldots, e^{-j2\chi(M-1)\cos(\theta_{l,p}^{(k)})}]^T,$$  \hspace{1cm} (2)

where $\chi = \pi \delta = \pi \frac{d}{\lambda}$, $d$ is the antenna spacing and $\lambda$ denotes the carrier wavelength. Then, the multi-tap channel matrix between the $k$th user and the BS can be expressed as

$$H_k = [h_1^{(k)}, h_2^{(k)}, \ldots, h_L^{(k)}]^T \in \mathbb{C}^{L \times M},$$  \hspace{1cm} (3)

where $h_l^{(k)} = \sum_{p=1}^{P} g_{l,p}^{(k)} a(\theta_{l,p}^{(k)})$ corresponds to the $l$th tap channel vector. Similar to [21], [22], we assume that the incident rays of each user can be constrained within a certain AS $\theta_{as}$; namely, the incident angles of the $k$th user $\theta_{l,p}^{(k)}$ is limited in the AoA region $(\theta_k - \theta_{as}, \theta_k + \theta_{as})$ with uniform distribution, where $\theta_k$ denotes the average AoA of the $k$th user.

Considering that the AoA regions of users vary slowly [4], it is sufficient to send one time-division training sequence as in [20] to estimate the average AoAs of all users, and the so obtained AoAs can be used for a bunch of upcoming frames. In this case, the AoA identification is independent of CFO estimation with tolerable expenditure, which significantly facilitates the receiver design. Thus, the accurate average AoAs are assumed available at the BS when addressing the CFO estimation. Nevertheless, we will provide numerical evidence in the simulation part that the proposed approach is quite robust to the AoA inaccuracy. Moreover, we have also verified that the proposed estimation is fairly insusceptible to the AS inaccuracy, though accurate AS is assumed known at the BS.

Define $\mathbf{F}$ as the $N \times N$ normalized discrete Fourier transform (DFT) matrix whose $(m,n)$-th entry is $\frac{e^{-j2\pi (m-1)(n-1)/N}}{\sqrt{N}}$. Besides, $\mathbf{F}_L$ stands for the submatrix of $\mathbf{F}$ consisting of its first $L$ columns. Each frame consists of $N_b$ blocks, including a whole training block at the beginning of each uplink frame and $N_b - 1$ data blocks. Denote $x_i^{(k)} = [x_i^{(k)}(0), x_i^{(k)}(1), \ldots, x_i^{(k)}(N-1)]^T$ as the frequency domain data symbols transmitted from the $k$th user in the $i$th block. Then, the received time-domain signal in the $i$th block after cyclic-prefix (CP) removal is given by

$$y_i = \sum_{k=1}^{K} \eta_k(\phi_k)\mathbf{E}(\phi_k)\mathbf{B}_i^{(k)}\mathbf{H}_k + \mathbf{n}_i,$$  \hspace{1cm} (4)

where $\eta_k(\phi_k) = e^{2\pi i (1-1)(N+N_{cp}\phi_k)/N}$ represents the accumulative phase rotation introduced by the CFO of the $k$th user with $N_{cp}$ being the length of the CP. $\mathbf{B}_i^{(k)} = \sqrt{N_{cp}}\mathbf{H}\tt{diag}(\mathbf{x}_i^{(k)})\mathbf{F}_L \in \mathbb{C}^{N \times L}$, and $\mathbf{n}_i \in \mathbb{C}^{N \times M}$ denotes the corresponding additive white Gaussian noise (AWGN) matrix. We assume that each element of $\mathbf{n}_i$ follows i.i.d. complex Gaussian distribution with variance $\sigma_n^2$, i.e., $E\{\mathbf{n}_i\mathbf{n}_i^H\} = M\sigma_n^2\mathbf{I}_N$. Note that $i = 1$ denotes the training block, and $\mathbf{B}_1^{(k)}$ and $\mathbf{Y}_1$ will be simplified.
as $B_k$ and $Y$ hereinbelow for notation convenience.

### III. ADAF-Based Frequency Synchronization

We first illustrate how the proposed ADAF approach can achieve two-stage MUI suppression in Section III-A. Then, the CFO and multiple ADAF vectors are jointly optimized for each user in Section III-B. In Section III-C, the multi-branch beamforming and CFO compensation are performed for each user before finally recovering the transmitted data symbols via MRC detection.

#### A. Angle-Domain Adaptive Filtering for Two-stage MUI Suppression

Owing to the large number of antennas, the steering vectors pointing to distinct AoAs would become asymptotically orthogonal to each other, i.e., $a^H(\theta_1) a(\theta_2) \simeq 0$ for $\theta_1 \neq \theta_2$. Thus, as long as the AoA regions of all users are mutually non-overlapping, we can simply employ the steering vector, $a(\theta_k)$, pointing to the AoA region of the $k$th user as receive beamformer (MF beamformer) to substantially suppress the interference from the other users. Unfortunately, in the presence of AoA intersection among different users, the steering vector, $a(\theta_k)$, pointing to the $k$th user may allow the signals of both the $k$th user and the adjacent overlapping users to pass through. The signal after beamforming is thus not purely the interference from other users sharing or partially sharing the same AoA regions. Consequently, regarding the $k$th user, $a(\theta_k), \theta_k \in (\theta_k - \theta_{as}, \theta_k + \theta_{as})$ may not be a qualified candidate receive beamformer to perform MUI suppression. Therefore, the JSF scheme cannot be directly applied to the scenario with spatially overlapping users.

Nevertheless, any attempt to capture the information of the $k$th user from the spatial domain must resort to the directions satisfying $\theta_k \in (\theta_k - \theta_{as}, \theta_k + \theta_{as})$, though some directions may be more or less interfered with. Let $\theta_k^{(q)}$ denote the $q$th selected beamforming angle for the $k$th user drawn from the set $\mathcal{D}_{DFT} = \{D_1, D_2, \cdots, D_M\}$, where $D_i = \text{acccos}(\frac{2\pi i}{M})$. Then, $\mathcal{S}_{\theta_k} = \{\theta_k^{(q)} : |\theta_k^{(q)} - \theta_k| < \theta_{as}\}$ represents the set of selected beamforming directions falling into the AoA region of the $k$th user and $Q_k = |\mathcal{S}_{\theta_k}|$ denotes the cardinality of $\mathcal{S}_{\theta_k}$.

We introduce the following $M \times 1$ vector as the beamformer to effectively perform MUI cancellation for the $k$th user

$$\omega_k = \mathcal{U}_k^* \gamma_k,$$

where

$$\mathcal{U}_k = \frac{1}{\sqrt{M}} \begin{bmatrix} a(\theta_k^{(1)}) & a(\theta_k^{(2)}) & \cdots & a(\theta_k^{(Q_k)}) \end{bmatrix},$$

is the ACM for the $k$th user with $\mathcal{U}_k^* \mathcal{U}_k = I_{Q_k}$ and $\gamma_k \in \mathbb{C}^{Q_k \times 1}$ is the ADAF vector for the $k$th user.

The ACM comprises all the MF beamformers pointing to the AoA region of the interested user. Considering that the information of the $k$th user is contained only within the AoA region $(\theta_k - \theta_{as}, \theta_k + \theta_{as})$, such ACM can well preserve the signal of the $k$th user and does not introduce excessive interference. The ADAF vector, $\gamma_k$, aims at performing angle-domain filtering on the set of MF beamformers contained in the ACM, such that the resulting beamformer, $\omega_k$, can substantially suppress the interference from both the overlapping and non-overlapping users. Note that any other user whose AoA region partially or completely overlaps with that of the $k$th user is deemed as overlapping user for the $k$th user, while any other user without AoA intersection with the $k$th user is deemed as non-overlapping user.

Different from the pure MF beamformer, the adaptive beamformer, $\omega_k$, may not point to any realistic physical angles. However, such beamformer not only inherits the advantage of the MF beamformer but also proves to be more favorable for two-stage MUI suppression. On the one hand, as each column of $\mathcal{U}_k$ is in fact an MF beamformer, the interference caused by non-overlapping users can be inherently cancelled by $\mathcal{U}_k$, irrespective of the ADAF vector. That is, the first stage MUI suppression is achieved by the ACM and targets at mitigating the MUI from non-overlapping users. On the other hand, the optimal ADAF vector, $\gamma_k$, is adaptively determined by minimizing the interference incorporated by the resulting beamformer, $\omega_k$. Owing to the first stage MUI suppression with the ACM, only the signals of the adjacent overlapping users and very weak residual signals from the non-overlapping users may enter into the corresponding beamforming branch and intermingle with the desired signal. Such interference could be effectively attenuated by appropriately designing the ADAF vector. Therefore, the design of the ADAF vector constitutes the key to the second stage MUI suppression, which mainly addresses the severe interference stemming from the adjacent overlapping users.

**Remark 1:** It should be pointed out that we conceptually distinguish the “overlapping users” from “non-overlapping users” only for facilitating the presentation of the two-stage MUI suppression. Such distinction is, however, unnecessary for the derivation and implementation of the ADAF algorithm itself, since the algorithm does not deal with the “overlapping users” and “non-overlapping users” discriminatingly. All the MUI, whether from “overlapping users” or “non-overlapping users”, would be simultaneously suppressed by the final adaptive beamformer $\omega_k$.

**Remark 2:** The difference of the main idea between the ADAF and the UG is illustrated in Fig. 1 with 5 mutually overlapping users. As already explained, the proposed ADAF approach can achieve two-stage MUI suppression. The ACM consisting of the selected MF beamformers constitutes the first stage, which can inherently suppress the MUI from non-
overlapping users but maintain the desired signal from the expected user. Certainly, the Ug can also accomplish such MUI suppression. The design of the ADAF vector mainly targets at cancelling the severe MUI caused by adjacent overlapping users and is the key to the second stage. Instead, the Ug groups the users with AoA intersection and performs joint CFO estimation and data detection for each group, which circumvents the intractable problem of the severe mutual interference among the intragroup users. The distinction between the ADAF and the Ug in dealing with the MUI among the AoA-overlapping users accounts for the fact that the ADAF can estimate multiple CFOs separately with tremendously reduced computational burden, whereas the Ug necessitates the joint multi-CFO estimation and hence is more likely to encounter the underdetermination problem that the number of parameters to be estimated exceeds the number of pilots.

\section*{B. CFO Estimation}

There may not be solely one qualified $\hat{\gamma}_k$, which can be employed to perform MUI suppression for the $k$th user. Using only one ADAF vector may lead to the loss of space diversity. Hence, we propose hereinbelow to perform beamforming with multi-ADAF beamformer so as to improve CFO estimation accuracy through more complete MUI suppression and to achieve the potential multi-branch diversity gain [23].

We compensate the CFO with the trial CFO value $\hat{\phi}_k$ and perform multi-branch beamforming with the trial beamformers $\hat{\omega}_k^{(q)} = U_k^H \hat{\gamma}_k^{(q)} \in \mathbb{C}^{M \times 1}$, $q = 1, 2, \ldots, Q_k$, where $\hat{\gamma}_k^{(q)} \in \mathbb{C}^{Q_k \times 1}$ stands for the $q$th trial ADAF vector. As $U_k$ has only $Q_k$ columns, there exist at most $Q_k$ linearly independent ADAF vectors [24]. Moreover, let $\hat{\gamma}(k)$ denote the set of $Q_k$ trial ADAF vectors, i.e., $\hat{\gamma}(k) = \{\hat{\gamma}_k^{(q)} , q = 1, 2, \ldots, Q_k\}$. Then

$$\rho_k^{(q)} = \left\| P_{B_k} \tilde{E} \left( \hat{\phi}_k \right) YU_k^H \hat{\gamma}_k^{(q)} \right\|^2 \left\| P_{B_k} \tilde{E} \left( \hat{\phi}_k \right) YU_k^H \hat{\gamma}_k^{(q)} \right\|^2$$

reflects the equivalent signal-to-interference-plus-noise ratio (SINR) after receive beamforming with the $q$th beamformer $\hat{\omega}_k^{(q)}$. Here, $P_{B_k} = B_k (B_k^H B_k)^{-1} B_k^H$ represents the orthogonal projection operator onto the subspace spanned by the columns of $B_k$ and $P_{B_k}^H = I_N - P_{B_k}$.

The maximization of the overall SINR leads to

$$\hat{\phi}_k, \hat{\gamma}(k) = \arg \max_{\hat{\phi}_k, \hat{\gamma}(k)} \sum_{q=1}^{Q_k} \rho_k^{(q)} ,$$

$$= \arg \max_{\hat{\phi}_k, \hat{\gamma}(k)} \sum_{q=1}^{Q_k} \left\| P_{B_k} \tilde{E} \left( \hat{\phi}_k \right) YU_k^H \hat{\gamma}_k^{(q)} \right\|^2 \left\| P_{B_k} \tilde{E} \left( \hat{\phi}_k \right) YU_k^H \hat{\gamma}_k^{(q)} \right\|^2$$

s.t. $\left\| YU_k^H \hat{\gamma}_k^{(q)} \right\|^2 = 1,$

$$= \arg \max_{\hat{\phi}_k, \hat{\gamma}(k)} \sum_{q=1}^{Q_k} \left\| YU_k^H \hat{\gamma}_k^{(q)} \right\|^2$$

s.t. $\left\| YU_k^H \hat{\gamma}_k^{(q)} \right\|^2 = 1,$

where

$$\Psi_k = U_k^H Y^H YU_k^H,$$

$$\Xi_k (\hat{\phi}_k) = U_k^H Y E (\hat{\phi}_k) P_{B_k} E (\hat{\phi}_k) Y U_k^H ,$$

and the constraints $\left\| \hat{\gamma}_k^{(q)} \right\|^2 = 1, q = 1, 2, \ldots, Q_k$ are added to avoid degenerate solutions of $\hat{\gamma}_k^{(q)} = 0$. By decomposing $\Psi_k$ as $\Psi_k = Q_k Q_k^H$ and defining $\hat{\beta}_k^{(q)} = Q_k^H \hat{\gamma}_k^{(q)}$, the maximization problem in (8) can be equivalently transformed into

$$\{ \hat{\phi}_k, \hat{\beta}_k^{(q)} \} = \arg \max_{\hat{\phi}_k, \hat{\beta}_k^{(q)}} \sum_{q=1}^{Q_k} \frac{1}{\beta_k^{(q)} Q_k^2 \Xi_k (\hat{\phi}_k) Q_k^{-H} \hat{\beta}_k^{(q)}},$$

s.t. $\left\| \hat{\beta}_k^{(q)} \right\|^2 = 1,$

where $\hat{\beta}_k = \{ \hat{\beta}_k^{(q)} , q = 1, 2, \ldots, Q_k \}$ denotes the set of $\hat{\beta}_k^{(q)}$ and the constraints $\left\| \hat{\beta}_k^{(q)} \right\|^2 = 1$ avoid degenerate solutions of $\hat{\beta}_k^{(q)} = 0$. Besides, $\hat{\beta}_k^{(q)} , q = 1, 2, \ldots, Q_k$ should be designed as mutually uncorrelated, i.e., $\hat{\beta}_k^{(q)} \hat{\beta}_k^{(p)*} = \delta_{p,q}$ in order to ensure that the equivalent noise inside each branch is also mutually uncorrelated. (Note that $\{ \hat{\beta}_k^{(1)}, \hat{\beta}_k^{(2)}, \ldots, \hat{\beta}_k^{(Q_k)} \}$ is unitary.)

The following Lemma is essential for further derivation of the ADAF algorithm.

**Lemma 1:** For a positive semi-definite full-rank Hermitian matrix $A \in \mathbb{C}^{Q \times Q}$, if $\tilde{Y} = [\gamma_1, \gamma_2, \ldots, \gamma_Q] \in \mathbb{C}^{Q \times Q}$ is unitary, then there holds

$$\nu_q (A) = \nu_q (\tilde{Y}^H A \tilde{Y} ) = \nu_q (\tilde{Y}^H A \tilde{Y} ) = \nu_q (A) , q = 1, 2, \ldots, Q.$$
we can approximate $\Xi_k(\hat{\phi}_k)$ as
$$
\Xi_k(\hat{\phi}_k) \approx T_k^{(0)} + \Delta \hat{\phi}_k T_k^{(1)} + \frac{\Delta \hat{\phi}_k^2}{2} T_k^{(2)},
$$
where
$$
T_k^{(0)} = U_k^H Y_k E(\tilde{\phi}_{k,0}) P_{B_k}^1 E^H(\tilde{\phi}_{k,0}) Y_k^*,
$$
$$
T_k^{(1)} = U_k^H Y_k E(\tilde{\phi}_{k,0}) (D^T P_{B_k}^1 + P_{B_k}^1 D^T) E^H(\tilde{\phi}_{k,0}) Y_k^*,
$$
$$
T_k^{(2)} = U_k^H Y_k E(\tilde{\phi}_{k,0}) (D^T P_{B_k}^1 + P_{B_k}^1 D^T + 2D^T P_{B_k}^1 D^T) 
\times E^H(\tilde{\phi}_{k,0}) Y_k^*.
$$

Since $(A + B)^{-1} \approx A^{-1} - A^{-1} B A^{-1}$ holds when the entries of arbitrary invertible matrix $A$ is much larger than those of $B$, $\Xi_k^{-1}(\tilde{\phi}_k)$ can be approximated by
$$
\Xi_k^{-1}(\tilde{\phi}_k) \approx (T_k^{(0)})^{-1} - \frac{\Delta \hat{\phi}_k T_k^{(1)}}{2} T_k^{(2)} (T_k^{(0)})^{-1}.
$$

Note that as long as $\hat{\phi}_k$ is sufficiently small, the approximation will be quite accurate. Combining [13] and [17], we can obtain the following parabolic function of $\Delta \hat{\phi}_k$
$$
\hat{\phi}_k = \arg \max_{\Delta \hat{\phi}_k} \left\{ t_k^{(0)}(i) - \Delta \hat{\phi}_k t_k^{(1)}(i) - \frac{\Delta \hat{\phi}_k^2}{2} t_k^{(2)}(i) \right\},
$$
where
$$
t_k^{(i)} = tr \left( Q_k^{-1} \Xi_k^{-1}(\tilde{\phi}_k) Q_k - H_k \right),
$$
and $Q_k$ corresponds to the noise equalization coefficients for the $k$th user. Since $\lambda_k^{(q)} = \lambda_k Q_k^{-1} \Xi_k^{-1}(\tilde{\phi}_k) Q_k^{-1}$, there is $\alpha_k^{(q)} = \sqrt{\lambda_k (Q_k^H \Xi_k^{-1}(\tilde{\phi}_k) Q_k)^{-1}}$.

The beamformer, $\hat{\omega}_k^{(q)}$, in (20) can effectively mitigate the MUI originating from both overlapping and non-overlapping users for the $k$th user. Mathematically,
$$
Y_\omega^{(q)} = \eta_k(\phi_k) E(\phi_k) B_k^{(k)} H_k \hat{\omega}_k^{(q)} + \hat{N}_k^{(q)},
$$
where $\hat{N}_k^{(q)} = N_k \omega_k^{(q)} + \sum_{k' \neq k} \eta_k(\phi_k') B_k^{(k')} H_k \omega_k^{(q)}$ includes the noise and the mitigated MUI terms from the other users. A total of $Q_k$ qualified beamforming branches can be obtained, immediately resulting in an approximate single-user transmission network with $Q_k$ equivalent receive antennas. Then, the conventional single-user CFO compensation, channel estimation, and MRC-based data detection can be performed. Note that the multi-CFO estimation is performed at the BS within a single training block, and the CFO of each user is also compensated at the BS after user separation. Thus, no CFO feedback is required.
It should be clarified that the received signal model given by (24) only considers the main cluster, which will be adopted throughout the paper. Nevertheless, the robustness of the ADAF under the “multi-cluster” model (corresponding to (22)) will also be demonstrated by numerical simulations.

IV. PERFORMANCE ANALYSIS OF CFO ESTIMATION

The MSE of CFO estimation under high signal-to-noise ratio (SNR) is given by [31]

\[
MSE(\phi_k) = E\left(\frac{\left(\partial G_k(\phi_k)\right)^2}{\left(\partial \phi_k\right)^2}\right)^2 |_{\phi_k = \phi_k},
\]

where the cost function is \( G_k(\phi_k) = tr\left(Q_k^T \Xi_k^{-1}(\phi_k) Q_k\right) = tr\left(\Xi_k^{-1}(\phi_k) U_k^T Y H Y U_k^T \right). \)

From Appendix [3], the analytical MSE can be approximately expressed as

\[
MSE(\phi_k) \approx \frac{1}{2}\left[\frac{\sigma^2}{g_0(k)} g_3(k) d_k + \frac{\sigma^2}{g_0(k)} g_2(k) d_k \right]^2,
\]

where

\[
\begin{align*}
    g_0(k) &= tr\left(R_{\ell_k} \right), \\
    g_3(k) &= \frac{1}{N-L} g_1(k) - \sigma^2 g_2(k), \\
    g_1(k) &= tr\left(R_{\ell_k} R_k \right), \\
    g_2(k) &= tr\left(R_{\ell_k} R_k^T \right), \\
    d_k &= tr\left(B_k^H D_{B_k} B_k^H \right) = \|P_{B_k}^H D_{B_k} B_k^H\|^2.
\end{align*}
\]

Here, \( R_{\ell_k} = U_k^T \Omega_k^{(1)} U_k^T \) and \( \Omega_k^{(1)} \) are derived in [25]. It should be indicated that the uniform channel DPD has been adopted to facilitate the MSE derivation, which can be readily extended to arbitrary channel DPDs.

Next, we attempt to simplify (24) under two typical circumstances for massive MIMO channels with and without AoA-overlapping, respectively.

A. Simplified MSE for Channels without AoA-Overlapping

In this subsection, we will simplify the analytical MSE (24) when the AoA regions of the channels of different users are non-overlapping. In such case, we have

\[
R_{\ell_k} = U_k^T \left(\Omega_k^{(1)} \Omega_k^{(1)} \right)^{-1} U_k^T \approx \frac{1}{(N-L)\sigma_n^2} U_k^T U_k = kW_k U_k^T,
\]

where \( b = \frac{1}{(N-L)\sigma_n^2} \). Denote \( r_k = tr\left(U_k^T R_k U_k^T \right) \). Then, \( g_i(k) \) for \( i = 0, 1, 2, 3 \) can be simplified as

\[
\begin{align*}
    g_0(k) &= tr\left(R_{\ell_k} \right) = b tr\left(U_k^T R_k U_k^T \right) = bQ_k, \\
    g_1(k) &= tr\left(R_{\ell_k} R_k \right) = b tr\left(U_k^T R_k U_k^T \right) = b^2 r_k, \\
    g_2(k) &= tr\left(R_{\ell_k} R_k^T \right) = b^2 tr\left(U_k^T R_k^T U_k^T \right) = b^2 g_1(k) = b^2 r_k, \\
    g_3(k) &= \frac{1}{N-L} tr\left(g_1(k) - \sigma_n^2 g_2(k) \right) = \frac{1}{N-L} tr\left(g_1(k) - g_2(k) \right) = 0.
\end{align*}
\]

Moreover, \( r_k \) can be approximated as

\[
r_k = \frac{1}{M} \sum_{q=1}^{Q_k} a^T (\tilde{\theta}_k^{(q)}) R_k a^* (\tilde{\theta}_k^{(q)}),
\]

\[
\approx \frac{1}{M} \sum_{q=1}^{Q_k} \frac{1}{2\theta_{as}} \int_{\theta_{as} - \theta_{as}}^{\theta_{as} + \theta_{as}} |a^T (\tilde{\theta}_k^{(q)}) a^* (\theta)|^2 d\theta, = \frac{1}{M} \sum_{q=1}^{Q_k} \frac{1}{2\theta_{as}} \int_{\theta_{as} - \theta_{as}}^{\theta_{as} + \theta_{as}} \sin^2 \left(\chi M \left(\cos \vartheta_{k}^{(q)} - \cos \theta\right) \right) \sin^2 \left(\chi \left(\cos \vartheta_{k}^{(q)} - \cos \theta\right) \right) d\theta, \]

\[
\frac{1}{2\theta_{as}} \sum_{q=1}^{Q_k} 1 \int_{\theta_{as} - \theta_{as}}^{\theta_{as} + \theta_{as}} \frac{\cos \vartheta_{k}^{(q)} - \cos (\theta_{as} + \theta_{as})}{(\chi)^2} \sin^2 \left(\chi M x \right) \sin^2 \left(\chi \left(\cos \vartheta_{k}^{(q)} - \cos \theta\right) \right) dx,
\]

\[
\approx \frac{1}{d^2 M \sin \theta_k} \sum_{q=1}^{Q_k} \frac{1}{2\theta_{as}} \int_{-\infty}^{\infty} h(x) h(x) e^{2\pi F x} dx \bigg|_{F=0}, \]

\[
\approx \frac{Q_k}{2d^2 M \theta_{as} \sin \theta_k} \int_{-\infty}^{\infty} H(f) (H(f) - f) df \bigg|_{F=0}, \]

\[
= \frac{Q_k}{2d^2 M \theta_{as} \sin \theta_k} \int_{-\infty}^{\infty} (H(f) - f) df, \]

\[
= \frac{Q_k}{2d^2 M \theta_{as} \sin \theta_k} \int_{-\infty}^{\infty} d f, = \frac{Q_k}{2d^2 M \theta_{as} \sin \theta_k} \theta_{as} \sin \theta_k.
\]

B. Asymptotic MSE for Channels with Very Severe AoA-Overlapping

In this subsection, we will derive the asymptotic MSE in the presence of severe MUI due to mutual overlapping of the AoA regions among different users.

Denote \( H_k = \sum_{k' = 1, k' \neq k} H_k \). Besides, for \( k' \neq k' \), there holds

\[
E\left\{H_k^{H} H_{k''}^{H}\right\} = \left\{ \sum_{l=1}^{L} \sum_{p, q=1}^{P} E\left\{ g_{l, p}^{(k')} g_{l, q}^{(k'')} a^T (\tilde{\theta}_{l, p}^{(k')}) a^* (\tilde{\theta}_{l, q}^{(k'')}) \right\} \right\},
\]

\[
= \sum_{l=1}^{L} \sum_{p, q=1}^{P} E\left\{ g_{l, p}^{(k')} g_{l, q}^{(k'')} a^T (\tilde{\theta}_{l, p}^{(k')}) a^* (\tilde{\theta}_{l, q}^{(k'')}) \right\} = 0,
\]

which leads to \( H_k^{H} H_k = \sum_{k' = 1, k' \neq k} H_k^{H} H_{k''} \).
Similarly, $\Omega^{(1)}_k = (N-L) \left( \sigma_n^2 I_M + \sum_{k'=1,k'\neq k}^K H_k H_{k'} \right)$, thus, $\Omega^{(1)}_k$ can be approximated as

$$\Omega^{(1)}_k \approx (N-L) \left( \sigma_n^2 I_M + \sum_{k'=1,k'\neq k}^K H_k^T H_{k'} \right),$$

which is (30).

Besides, there holds

$$H_k U_k^T H_k^H \approx \sum_{k'=1,k'\neq k}^K H_k U_k^T H_{k'}^H,$$

which is (31).

With the matrix inverse lemma, we can obtain

$$(U_k^T \Omega_k^{(1)} U_k)^{-1} = \frac{1}{N-L} \left( \sigma_n^2 I_{Q_k} + U_k^T H_k^H H_k U_k \right)^{-1},$$

$$= \frac{1}{N-L} \sigma_n^2 \left( I_{Q_k} - H_k U_k^T H_k^H \right)^{-1},$$

$$= b \left( I_{Q_k} - \sigma_n^2 H_k U_k^T H_k^H \right),$$

where $a = \frac{1}{\sigma_n^2 + \frac{1}{L} \text{tr} \left( H_k R_k^T H_k^T \right)}$. Therefore, we have

$$R_k U_k^T = U_k^T \left( I_{Q_k} H_k^H \right)^{-1} U_k^T$$

$$= bL U_k^T H_k^H - a \sigma_n^2 U_k^T H_k^H U_k U_k^T H_k^H,$$

which is (32).

For severe AoA overlapping among channels of different users, there is $\frac{1}{L} \text{tr} \left( U_k^T R_k U_k^T \right) \approx \sigma_n^2$ under moderate and high SNR conditions. In this way, we have $a \approx 1$ or $a \approx \frac{1}{\sigma_n^2}$ or $a \approx \frac{1}{L}$ or $a \approx \frac{1}{\sigma_n^2 + \frac{1}{L} \text{tr} \left( H_k R_k^T H_k^T \right)}$. Note that in order to deal with the multiuser uplink with significant AoA overlapping and severe mutual MUI, the ADAF requires a relatively large number of antennas $M$. Furthermore, the number of pilots, $N$, should be increased accordingly with $M$ to avoid underdetermination.

As a result, for large $M$ and $N$, $g_0(k) = \text{tr}(R_k U_k^T)$ in (25) can be approximated as

$$g_0(k) \approx b \text{tr}(U_k^T U_k) - a \text{tr}(H_k U_k^T H_k^H H_k U_k U_k^T H_k^H),$$

$$= bQ_k - a \text{tr}(H_k U_k^T H_k^H H_k U_k U_k^T H_k^H),$$

which is (33).

Besides, we have $\text{tr}(H_k U_k^T H_k^H H_k^H) \approx \frac{1}{L} \text{tr}(U_k^T R_k U_k^T)$ based on (31), which leads to

$$g_0(k) \approx bQ_k - \frac{1}{L} \text{tr}(U_k^T R_k U_k^T) \approx b(Q_k - L).$$

Similarly, $g_1(k)$ in (25) can be approximated by

$$g_1(k) = \text{tr}(R_k U_k^T),$$

$$= b \text{tr}(U_k^T U_k) - a \text{tr}(H_k U_k^T H_k^H H_k U_k U_k^T H_k^H),$$

$$= bQ_k - a \text{tr}(H_k U_k^T H_k^H H_k U_k U_k^T H_k^H),$$

which is (34).

Moreover, since

$$R_k U_k^T R_k U_k^T = b^2 U_k^T H_k^H H_k U_k^T - 2ab U_k^T H_k^H H_k U_k U_k^T H_k^H + a^2 b^2 U_k^T H_k^H H_k U_k U_k^T H_k^H H_k U_k U_k^T H_k^H,$$

we can approximate $g_2(k)$ as

$$g_2(k) = \text{tr}(R_k U_k^T R_k U_k^T),$$

$$= b^2 \text{tr}(U_k^T R_k U_k U_k^T H_k^H H_k U_k U_k^T H_k^H) + a^2 b^2 \text{tr}(H_k U_k U_k^T H_k^H H_k U_k U_k^T H_k^H H_k U_k U_k^T H_k^H),$$

$$= b^2 Q_k + a^2 b^2 \text{tr}(H_k U_k U_k^T H_k^H H_k U_k U_k^T H_k^H H_k U_k U_k^T H_k^H),$$

which is (35).

Combining (30) and (37) leads to

$$g_3(k) = \frac{1}{N-L} g_1(k) - \sigma_n^2 g_2(k),$$

$$= \sigma_n^2 \left( g_1(k) - g_2(k) \right) = 0.$$
which groups all the users with AoA-intersection to perform users without AoA overlapping, and the UG scheme \[20\], wider applicability than the JSFA, but also can achieve almost the same performance as the JSFA under scenarios of separate users in the asymptotic sense.

V. SIMULATION RESULTS

In this section, we demonstrate the effectiveness of the proposed ADAF approach through numerical examples. The total number of subcarriers is taken as \(N = 64\) and the channel length is \(L = 10\). The uniform channel PDP is assumed for simulation, i.e., \(\sigma^2 = \frac{1}{l}, l = 1, 2, \cdots, L\). The training symbols are randomly drawn from QPSK constellations, while the data transmission employs 16-QAM. The average powers of both pilot and data symbols are normalized to 1, i.e., we have \(\sigma^2 = \frac{1}{x^{(k)} H x^{(k)}} \) for all \(i = 1, 2, \cdots, N_b\), \(k = 1, 2, \cdots, K\). Thus, the SNR is given by \(\frac{\sigma^2}{\sigma^2 + 1/\sigma^2}\). Both \(M = 64\) and 128 receive antennas are considered. The carrier frequency is fixed as \(f_c = 2.4\) GHz, while the block duration and subcarrier spacing are taken as \(T_b = 66.7\) \(\mu s\) and \(f_s = 1.5 \times 10^4\) Hz, respectively. The normalized CFO is randomly generated from \([-0.2, 0.2]\). The AS is fixed as \(\theta_{as} = 10^\circ\). Unless otherwise stated, both the AS and average AoAs of users are assumed perfectly known at BS. The MSE of the normalized CFO and symbol error rate (SER) are adopted as the performance metrics. For comparison, we also include the existing JSFA scheme \[13\], which is only applicable to the case of separate users without AoA overlapping, and the UG scheme \[20\], which groups all the users with AoA-intersection to perform joint CFO estimation and subsequent data detection.

In Fig. 3, we compare the analytical MSE and numerical MSE of the proposed ADAF scheme for \(M = 64\) and 128, respectively. The number of users is \(K = 9\) with average AoAs distributed as \(\{38^\circ, 50^\circ, 70^\circ, 75^\circ, 95^\circ, 97^\circ, 117^\circ, 122^\circ, 142^\circ\}\), which represents the scenario with rather severe AoA-overlapping among users. Note that the spatially proximate users are underlined. From Fig. 3, we have the following observations:

1) For the ADAF approach, \(M = 64\) antennas is not sufficient to completely suppress the severe MUI stemming from the proximate users, which accounts for the obvious CFO estimation error floor. Nonetheless, such severe MUI could be effectively eliminated by increasing the number of antennas to \(M = 128\) and thereby the MSE performance floor is avoided.

2) The analytical MSE computed from \(24\) tightly matches the numerical MSE, whether with performance floor \((M = 64)\) or not \((M = 128)\). This indicates that the severe AoA-overlapping and incomplete MUI suppression will not impact the accuracy of \(24\).

3) The asymptotic MSE analysis \(39\) at \(M = 64\) gradually deviates from its numerical counterpart as the SNR increases. However, the divergence between the MSE obtained by \(39\) and the numerical MSE can be remarkably reduced and even disappears at \(M = 128\). This coincides with the fact that \(39\) is an asymptotic result and thus is accurate only under a large number of antennas.

4) The analytical MSEs \(39\) obtained at \(M = 64\) and 128 coincide with each other, which is out of expectation yet can be explained as follows: On the one hand, the increasing number of antennas \(M\) is favorable for MUI suppression and thereby enhances the CFO estimation accuracy. On the other hand, the increase of \(M\) enlarges the dimension of ADAF vector \((Q_b)\) and thus more parameters need to be estimated from the invariant \(N\) pilots, which may compromise the MSE performance to some extent. These two contradictory factors offset each other, contributing to the coincidence of the MSE analysis results \(39\) at \(M = 64\) and 128.

Fig. 4: (a) MSE and (b) SER performance comparison of ADAF, JSFA, UG and RMCE-IIC at \(M = 64, 128\), with \(K = 9\) users whose average AoAs are \(\{30^\circ, 45^\circ, 60^\circ, 75^\circ, 90^\circ, 105^\circ, 120^\circ, 135^\circ, 150^\circ\}\).
Next, we compare the MSE and SER performances of the proposed ADAF method with the JSFA [18], the UG [20] and the RMCE-IIC [9] in Fig. 4. Note that the RMCE-IIC in [9] was designed for single-antenna case and we extend it to the massive MIMO scenario. Besides, the transmitted data symbols are jointly detected with the detection method of the UG. We consider $K = 9$ users whose average AoAs are uniformly set as $\{30^\circ, 45^\circ, 60^\circ, 75^\circ, 90^\circ, 105^\circ, 120^\circ, 135^\circ, 150^\circ\}$. Here, the average AoAs are fixed instead of randomly generated to circumvent the complete superposition of the AoA regions among two or even more users. The scenario where several users completely superimpose will cause very severe MUI, making it impossible to separate the signals of different users simply in angle domain. As a result, we do not consider the scenario of complete superposition of users, which can be avoided via proper user scheduling [33] in practice. From Fig. 4, the superiority of the ADAF algorithm over the other approaches is evident.

1) Due to the mutual overlapping among different users, the JSFA exploiting the MF beamformers cannot effectively eliminate the MUI caused by the adjacent overlapping users and thus suffers from high MSE and SER performance floor.

2) In contrast, the proposed ADAF scheme can successfully suppress the MUI originating from both the overlapping and non-overlapping users via the two-stage MUI suppression, contributing to the superior performance of the ADAF over the JSFA. Moreover, increasing the number of antennas $M$ provides higher spatial resolution and thus the potential for superior MUI suppression capability. Consequently, the performance of the ADAF can be significantly improved at $M = 128$.

However, increasing $M$ from 64 to 128 not only improves the CFO estimation performance, but also enhances the MUI suppression capacity and provides more diversities for MRC data detection among different branches. This accounts for the phenomenon that the SNR improvement is more significant than MSE improvement, by increasing the number of antennas.

3) With the considered average AoA distribution, the UG must jointly estimate the CFO and channel coefficients of all $K = 9$ users, which amounts to determining $K(L+1) = 99$ independent variables based on $N = 64$ pilots. Thus, the underdetermination problem occurs and it is expected that the UG fails to achieve frequency synchronization and data detection, while increasing the number of antennas $M$ would be in vain.

4) Since the IIC for the $k$th user requires the CFO and channel estimates of the other users at each iteration, the CFOs and channels of all users are still jointly estimated, implying that the number of parameters to be estimated linearly increases with the number of users $K$. However, the number of pilots always remains $N = 64$. Hence, the underdetermination problem occurs for large $K$, which accounts for the failure of the RMCE-IIC in achieving frequency synchronization and data detection in the case of $K = 9$ coexisting users.

Note that the ADAF, the JSFA and the UG are all angle-domain approaches, while the RMCE-IIC [9] is code-domain approach. We then choose the ADAF and the RMCE-IIC as typical angle-domain and code-domain approaches to compare their computational complexities in terms of complex multiplications. The comparison is made for both the CFO estimation and data detection procedures. By taking the RMCE-IIC as example, the iterative CFO estimation is conducted in three stages: one-dimensional (1D) CFO search, channel estimation and IIC. Let $\eta$ and $\mu$ denote the number of iterations and the number of 1D searches required at each iteration, respectively. Then the complexities of the 1D CFO search, channel estimation and IIC for all users can be calculated to be $O(\mu \eta M (NL+N+L))$, $O(\eta M (NL+N+L))$ and $O(\eta NL (M+1))$, respectively. Similarly, we can calculate the complexity for the ADAF. The complexities of the ADAF and the RMCE-IIC are summarized in Table I.

![Fig. 5: (a) MSE and (b) SER performance comparison of ADAF and JSFA at $M = 64, 128$, with imperfect knowledge about average AoAs of $K = 9$ users (same average AoAs as in Fig. 4).](image)

TABLE I: Computational complexities of CFO estimation and data detection for the ADAF and the RMCE-IIC

| Algorithm  | Computational complexity |
|------------|-------------------------|
| ADAF       | $O \left[ K (L(N+L)^2+\eta N(M+3N+3Q^2) + \eta Q^2k(NM+3N^2+Q^2(N+4\eta Qk)) \right] $ |
| Data detection | $O \left[ K NQkN_b \log_2 N + (\eta M(NL+N+L)+\eta NLN) \right] $ |
| RMCE-IIC   | $O \left[ K N \log_2 N + K(N+NL+L) + \eta NL \right] $ |
| Data detection | $O \left[ K \log_2 N + K(N+K+1)N^2(N_b-1) \right] $ |

TABLE II: Comparison of the computational complexities between the ADAF and the RMCE-IIC

| Algorithms | Computational complexity |
|------------|-------------------------|
| ADAF       | $6.90 \times 10^9$ $1.07 \times 10^9$ $7.01 \times 10^8$ |
| RMCE-IIC   | $1.11 \times 10^9$ $1.26 \times 10^9$ $1.27 \times 10^{10}$ |
The sensitivity of the ADAF and the JSFA to the inaccurate AoA knowledge is assessed in Fig. 5. All the parameters remain the same as in Fig. 4, except that the knowledge about the average AoAs is assumed imperfect. Suppose the BS takes \( \hat{\theta}_k = \theta_k + \Delta \theta_k \) as the estimated average AoA of the \( k \)th user for ACM generation and CFO estimation. The AoA bias, \( \Delta \theta_k \), is assumed to follow uniform distribution \( U(-\theta_{Ad}, \theta_{Ad}) \), where \( \theta_{Ad} \) is the maximum AoA deviation from the real average AoA. Note that in view of the AS \( \theta_{as} = 10^\circ \), the AoA bias \( \Delta \theta_k \) generated with \( \theta_{Ad} = 10^\circ \) will be quite non-negligible. Fig. 5 reveals that the MSE performance of the JSFA and especially that of the ADAF are very robust to the AoA imperfection. In contrast, the SER performance exhibits weak sensitivity to \( \theta_{Ad} \). Nevertheless, even at \( \theta_{Ad} = 10^\circ \), the SER performance exacerbation of the ADAF with \( M = 128 \) antennas is still tolerable. Such insensitivity confirms that the AoA information is not prerequisite of the proposed ADAF scheme, although perfect knowledge about average AoAs is assumed available at the BS. An estimation of the average AoA, \( \hat{\theta}_k \), with reasonable accuracy for the \( k \)th user, which can be easily obtained \( \[20\] \), is adequate for achieving satisfactory performance.

Then, the robustness of the ADAF, the JSFA and the UG against the side cluster is evaluated in Fig. 7 under the scenario with AoA-overlapping among \( K = 7 \) users, whose average AoAs are distributed as \( \{36^\circ, 54^\circ, 72^\circ, 90^\circ, 108^\circ, 126^\circ, 144^\circ\} \), as illustrated in Fig. 6. The AS of the side clusters is \( \theta_{as} = 2^\circ \), while the average AoAs for the side clusters are fixed as \( \{54^\circ, 72^\circ, 90^\circ, 108^\circ, 126^\circ, 144^\circ, 36^\circ\} \). Among all the possible distributions, such a distribution of the average AoAs tends to aggravate the MUI introduced by the side cluster and thus represents the relatively unfavorable circumstance detrimental to the system performance. The average AoAs of the main clusters are assumed perfectly known and the signal strength within the side cluster is adjusted according to SMPR \( \eta = -\{0, -3, -5, -10, -15\} \) dB. Besides, the number of antennas is fixed as \( M = 128 \) in Fig. 7.

Fig. 7 confirms the robustness of the ADAF against the interfering side cluster. On the contrary, The performance of the JSFA degrades drastically with the increase of SMPR \( \eta \) (equivalently, increase of signal strength within the side cluster and aggravation of corresponding MUI). Such divergence in the behavior of the ADAF and the JSFA is within expectation. In fact, the ADAF need not distinguish overlapping users from the interfering side clusters falling into the AoA region of the main cluster of the desired user. All the interference originating from overlapping or non-overlapping users and interfering side clusters could be effectively suppressed via the two-stage MUI suppression in an indiscriminating way. Instead, the JSFA can only eliminate the MUI stemming from the non-overlapping users or remote side clusters and thus its performance accordingly degrades as the SMPR increases. Besides, although the joint estimation for intragroup users of the UG makes it unnecessary to combat the MUI from intragroup users, the UG is still incapable of dealing with the interfering side clusters related to users outside the group. Moreover, the underdetermination problem is unavoidable for the UG with a large number of users yet limited number of pilots \( N \), leading to its complete failure to achieve frequency synchronization and data detection.

VI. Conclusions

In this paper, we have developed an ADAF-based frequency synchronization scheme for multuser MIMO uplink when the AoA regions of different users might intersect. By appropriately designing the ADAF vectors, we adaptively obtain the qualified beamformers that can substantially suppress the MUI from both overlapping and non-overlapping users. This conduces to an equivalent single-user transmission network. Thus, the CFO estimation and data detection can be carried out individually for each user, significantly reducing the com-
putational burden. Numerical results have corroborated the effectiveness of the ADAF algorithm and its superiority over existing competitors, including the JSFA, the UG and the RMCE-IIC. Furthermore, the ADAF is quite robust to imperfect average AoAs knowledge about users and is almost insusceptible to the presence of the side clusters, even those with high SMPR. All these rarely coexisting merits integrated into the ADAF enable it a promising technique for the uplink massive MIMO networks.

APPENDIX A
DERIVATION OF LEMMA 1

Denote the diagonal elements and the eigenvalues of $A$ as $d(A)$ and $\lambda(A)$ (in descending order), respectively, and each element of $1(A)$ is the average of all the diagonal elements of $A$. Then, we have the following majorization inequality according to (44) and (53)

$$1(A) = 1\left(\tilde{Y}^H A \tilde{Y}\right) = \text{d}\left(\tilde{Y}^H A \tilde{Y}\right) - \lambda\left(\tilde{Y}^H A \tilde{Y}\right) = \lambda(A),$$

(41)

where $\mathbf{x} \prec \mathbf{y}$ represents that vector $\mathbf{x}$ is majorized by vector $\mathbf{y}$, mathematically, $\sum_{q=1}^{Q} x_q \leq \sum_{q=1}^{Q} y_q$ for $1 \leq Q \leq Q - 1$ and $\sum_{q=1}^{Q} y_q = \sum_{q=1}^{Q} y_q$.

Define $f(x) = \frac{1}{x+y}$ for $x \in \mathbb{R}$, $y \in \mathbb{R}$. Then, $f(x)$ is symmetric and there holds

$$f(x) = f(\frac{1}{x+y}) = \frac{1}{x+y} \geq 0, \forall x \in \mathbb{R}, 1 \leq i \neq j \leq d.$$

Hence, $f(x)$ is a Schur-convex function according to (56) and $f\left(\text{d}\left(\tilde{Y}^H A \tilde{Y}\right)\right) = \sum_{q=1}^{Q} \frac{1}{x+y}$.

Since $\text{d}\left(\tilde{Y}^H A \tilde{Y}\right) = \lambda(A)$ and $\text{d}\left(\tilde{Y}^H A \tilde{Y}\right) = \lambda(A)$ at $\gamma_q = \nu_q(A)$, $q = 1, 2, \ldots, Q$, then (12) holds.

This completes the proof.

APPENDIX B
DERIVATION OF ANALYTICAL MSE

The first-order derivative (FOD) and second-order derivative (SOD) of $G_k(\tilde{\phi}_k)$ with respect to $\tilde{\phi}_k$ are given by

$$\frac{\partial G_k(\tilde{\phi}_k)}{\partial \tilde{\phi}_k} = -\text{tr}\left(\mathbf{E}^{-1}(\tilde{\phi}_k) \frac{\partial \mathbf{E}(\tilde{\phi}_k)}{\partial \tilde{\phi}_k} \mathbf{E}^{-1}(\tilde{\phi}_k) \mathbf{U}_k^* \mathbf{Y}^H \mathbf{Y} \mathbf{U}_k^* \right),$$

(42)

and

$$\frac{\partial^2 G_k(\tilde{\phi}_k)}{\partial \tilde{\phi}_k^2} = \text{tr}\left[\mathbf{E}^{-1}(\tilde{\phi}_k) \left(2 \frac{\partial \mathbf{E}(\tilde{\phi}_k)}{\partial \tilde{\phi}_k} \mathbf{E}^{-1}(\tilde{\phi}_k) \frac{\partial \mathbf{E}(\tilde{\phi}_k)}{\partial \tilde{\phi}_k} \mathbf{E}^{-1}(\tilde{\phi}_k) \mathbf{U}_k^* \mathbf{Y}^H \mathbf{Y} \mathbf{U}_k^* \right)
- \frac{\partial^2 \mathbf{E}(\tilde{\phi}_k)}{\partial \tilde{\phi}_k^2} \mathbf{E}^{-1}(\tilde{\phi}_k) \left(\mathbf{U}_k^* \mathbf{Y}^H \mathbf{Y} \mathbf{U}_k^* \right).$$

(43)

1) Calculation of the derivatives of $\mathbf{E}(\tilde{\phi}_k)$ with respect to $\tilde{\phi}_k$.

First, $\mathbf{E}(\tilde{\phi}_k)$ can be approximately expressed as

$$\mathbf{E}\left(\mathbf{E}(\tilde{\phi}_k)\right) = \mathbf{U}_k^T \mathbf{Y}^H \mathbf{E}(\tilde{\phi}_k) \mathbf{P}_{B_k}^\dagger \mathbf{E}^H(\tilde{\phi}_k) \mathbf{Y} \mathbf{U}_k^*,$$

$$\mathbf{E}\left(\mathbf{E}(\tilde{\phi}_k)\right) = \mathbf{U}_k^T \mathbf{E}(\tilde{\phi}_k) \mathbf{P}_{B_k}^\dagger \mathbf{E}^H(\tilde{\phi}_k) \mathbf{Y} \mathbf{U}_k^*,$$

(44)

where

$$\begin{align*}
\Omega_k^{(1)} &\approx \mathbf{N}^H \mathbf{E}(\phi_k) \mathbf{P}_{B_k}^\dagger \mathbf{E}^H(\phi_k) \mathbf{N} \\
+ &\sum_{k'=1, k' \neq k} \mathbf{H}_{k'}^H \mathbf{P}_{B_k}^\dagger \mathbf{E}(\phi_k - \phi_{k'}) \mathbf{P}_{B_k}^\dagger \mathbf{E}^H(\phi_k - \phi_{k'}) \mathbf{B}_{k'} \mathbf{H}_{k'}, \\
&\approx \sigma_n^2 \text{tr}\left(\mathbf{E}(\phi_k) \mathbf{P}_{B_k}^\dagger \mathbf{E}^H(\phi_k)\right) \mathbf{I}_M \\
+ &\sum_{k'=1, k' \neq k} \text{tr}\left(\mathbf{E}(\phi_k - \phi_{k'}) \mathbf{P}_{B_k}^\dagger \mathbf{E}^H(\phi_k - \phi_{k'}) \mathbf{H}_{k'}^H \mathbf{H}_{k'} \right) \\
&= (N - L) \left(\sigma_n^2 \mathbf{I}_M + \mathbf{P}(2)^2\right).
\end{align*}$$

(45)

Here, $\mathbf{P}(2)_k = \sum_{k'=1, k' \neq k} \mathbf{H}_{k'}^H \mathbf{H}_{k'}$. From (44), we can also obtain

$$\mathbf{E}\left(\mathbf{E}(\tilde{\phi}_k)\right) \approx (\mathbf{U}_k^T \mathbf{E}(\tilde{\phi}_k) \mathbf{Y} \mathbf{U}_k^*)^{-1}.$$
\[ \Phi_k^{(3)} = \mathbf{N}^H \mathbf{E}(\phi_k) \mathbf{P}_k \mathbf{E}^H(\phi_k) \mathbf{N} \approx \sigma_n^2 \text{tr} (\mathbf{P}_k) \mathbf{I}_M = 0, \]

\[ \Omega_k^{(3)} = \sum_{k'=1}^{K} H_{k'}^H B_{k'}^H \mathbf{E}(\phi_k - \phi_{k'}) \mathbf{P}_k \mathbf{E}^H(\phi_k - \phi_{k'}) B_{k'} H_{k'}, \]

\[ \approx \text{tr} (\mathbf{P}_k) \Pi_k^{(2)} = 0, \]

\[ \Psi_k^{(3)} = \mathbf{H}_k^H B_k^H (\mathbf{D}^2 \mathbf{P}_{B_k} + 2 \mathbf{D}^1 \mathbf{P}_{B_k} \mathbf{D}^H) \]

\[ \times \sum_{k'=1}^{K} H_{k'}^H B_{k'} \mathbf{E}(\phi_k' - \phi_{k'}) B_{k'} H_{k'}, \]

\[ \Phi_k = \mathbf{H}_k^H B_k^H \mathbf{D} \mathbf{P}_{B_k} \mathbf{D}^H B_k H_k. \]

In addition, we simplify \[ Y^H Y = \left( \sum_{k'=1}^{K} \mathbf{E}(\phi_{k'}) B_{k'} \mathbf{H}_{k'} + \mathbf{N} \right)^H \]

\[ \approx \sum_{k'=1}^{K} H_{k'}^H B_{k'}^H \mathbf{E}(\phi_k - \phi_{k'}) B_{k'} \mathbf{H}_{k'} + \mathbf{N}, \]

\[ \approx \sum_{k'=1}^{K} H_{k'}^H B_{k'} H_{k'}. \]

Denoting \( \Pi_k^{(1)} = H_{k}^H H_{k} \) and \( \Pi = \Pi_k^{(1)} + \Pi_k^{(2)} \), we arrive at \[ \mathcal{U}_k^T Y^H Y \mathcal{U}_k^* \approx \mathcal{U}_k^T \Pi \mathcal{U}_k^* \]

2) Calculation of the derivatives of \( G_k(\tilde{\phi}_k) \) with respect to \( \tilde{\phi}_k \).

Denote \[ \mathcal{R}_{\mathcal{U}_k^T} = \mathcal{U}_k^T \left[ \mathcal{U}_k^T \Pi \mathcal{U}_k^* \right]^{-1} \mathcal{U}_k^T. \]

By combining (43), (46), (47), (49) and (51), the SOD of \( G_k(\tilde{\phi}_k) \) with respect to \( \tilde{\phi}_k \) can be approximated as

\[ E \left\{ \frac{\partial^2 G_k(\tilde{\phi}_k)}{\partial \tilde{\phi}_k^2} \right\} |_{\tilde{\phi}_k = \phi_k} \approx 2 \text{tr} \left[ \mathcal{R}_{\mathcal{U}_k^T} \mathbf{N}^H \left( \Gamma_k^{(1)} + \Gamma_k^{(2)} \right) \mathcal{R}_{\mathcal{U}_k^T} \left( \Gamma_k^{(1)} + \Gamma_k^{(2)} \right) \mathbf{N} \mathcal{R}_{\mathcal{U}_k^T} \Pi \right] \]

\[ + 2 \text{tr} \left[ \mathcal{R}_{\mathcal{U}_k^T} \left( \Gamma_k^{(1)} + \Gamma_k^{(2)} \right) \mathbf{N} \mathcal{R}_{\mathcal{U}_k^T} \mathbf{N}^H \left( \Gamma_k^{(1)} + \Gamma_k^{(2)} \right) \mathcal{R}_{\mathcal{U}_k^T} \Pi \right] \]

\[ + 2 \text{tr} \left[ \mathcal{R}_{\mathcal{U}_k^T} \psi_k^{(2)} \mathcal{R}_{\mathcal{U}_k^T} \psi_k^{(2)} \mathcal{R}_{\mathcal{U}_k^T} \Pi \right] \]

\[ - \text{tr} \left[ \mathcal{R}_{\mathcal{U}_k^T} \psi_k^{(3)} \mathcal{R}_{\mathcal{U}_k^T} \psi_k^{(3)} \mathcal{R}_{\mathcal{U}_k^T} \Pi \right]. \]

3) Approximate expression of the analytical MSE:

By substituting (55) and (52) into (47), we can express the analytical MSE as (57), shown on the top of the page.

Here, the approximation of the denominator originates from the fact that \( \psi_k^{(2)} \) and \( \psi_k^{(3)} \) reflect the interrelation between
The second term at the nominator of (57) can be simplified as
\[
\text{MSE}\{\phi_k\} \approx \frac{2 \text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k}^{(2)} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}) \text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k}^{(2)} H \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}) + 2 \sigma_n^2 \text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)} \mathbf{R}_{\text{tr}} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)})}{2 \left[ \sigma_n^2 \text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}) + \sigma_n^2 g_0 (k) \text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}) \right]^2},
\]

the channel of the desired kth user and other users, while \( \Phi_k \) reflects the autocorrelation of the channel of the kth user.

Next, we attempt to simplify (57) term by term. Since \( \mathbf{B}_{k'}, k' \neq k \) spans the signal subspace of users other than the desired kth user, we can regard them as noise for the kth user. Thus, similar to Lemma 2, there holds \( \text{tr} (\mathbf{A}^H \mathbf{B}_{k} \mathbf{C}^H) \text{tr} (\mathbf{CB}_{k} \mathbf{A}) \approx \text{tr} (\mathbf{A}^H \mathbf{ACC}^H) \) for \( k' \neq k \). With such approximation, the first term at the nominator of (57) can be simplified as
\[
\frac{\text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k} \mathbf{R}_{\text{tr}}^{(2)} H \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)})}{2 \left[ \sigma_n^2 \text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}) + \sigma_n^2 g_0 (k) \text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}) \right]^2}
\]

The terms appeared at the denominator of (57) can be further simplified as
\[
\text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}) = \frac{1}{L} \text{tr} (\mathbf{H}_{k} \mathbf{R}_{\text{tr}}^{(2)} \mathbf{H}_{k}^H \mathbf{B}_{k}^H \mathbf{D}_{11} \mathbf{A}_{k}^H \mathbf{B}_{k} \mathbf{H}_{k} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}),
\]

and
\[
\text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k} \mathbf{R}_{\text{tr}}^{(2)} H \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}) = \frac{1}{L} \text{tr} (\mathbf{H}_{k} \mathbf{R}_{\text{tr}}^{(2)} \mathbf{B}_{k}^H \mathbf{D}_{11} \mathbf{A}_{k}^H \mathbf{B}_{k} \mathbf{H}_{k} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}),
\]

Substituting (58), (60), (61) and (62) into (57) leads to (24). Next, we demonstrate \( g_3 (k) = \frac{1}{N-L} g_1 (k) - \sigma_n^2 g_2 (k) \). Denoting \( \Upsilon_k = \mathbf{U}_{k}^{(2)} \mathbf{U}_{k}^{(1)} \), we have
\[
\frac{\text{MSE}\{\phi_k\}}{2 \left[ \sigma_n^2 \text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}) + \sigma_n^2 g_0 (k) \text{tr} (\mathbf{R}_{\text{tr}} \mathbf{Y}_{k} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}) \right]^2} = \frac{1}{N-L} \text{tr} (\mathbf{U}_{k}^{(2)} \mathbf{U}_{k}^{(1)}).\]

Considering that
\[
g_3 (k) = \text{tr} (\mathbf{R}_{\text{tr}} \mathbf{R}_{k} \mathbf{R}_{\text{tr}}^{(2)} \Pi_{k}^{(1)}),
\]

there holds \( \sigma_n^2 \text{tr} (\mathbf{U}_{k}^{(2)} \mathbf{U}_{k}^{(1)}).\]
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