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Abstract—Imaging at a long distance often requires advanced image restoration algorithms to compensate for the distortions caused by atmospheric turbulence. However, unlike many standard restoration problems such as deconvolution, the forward image formation model of the atmospheric turbulence does not have a simple expression. Thanks to the Zernike representation of the phase, one can show that the forward model is a combination of tilt (pixel shifting due to the linear phase terms) and blur (image smoothing due to the high order aberrations). Confusions then arise between the ordering of the two operators. Should the model be tilt-then-blur, or blur-then-tilt? Some papers in the literature say that the model is tilt-then-blur, whereas more papers say that it is blur-then-tilt. This paper clarifies the differences between the two and discusses why the tilt-then-blur is the correct model. Recommendations are given to the research community.
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I. INTRODUCTION

O
er the past decade, there is a significant growth of image processing research focusing on mitigating atmospheric turbulence effects present in images and videos taken by long-range cameras [1], [2], [3], [4], [5]. Since image restoration is an inverse problem, knowing the forward image formation model is necessary to formulate the restoration problem and derive the optimization algorithm. However, unlike many restoration problems such as deconvolution, atmospheric turbulence does not have a simple equation that can describe how images are distorted. In fact, optics textbooks tell us that the turbulent effect is caused by the changing index of refraction along the optical path [6], [7], [8], [9]. The index of refraction is a stochastic process, and the distortions are realized by how the phase of the wave is perturbed [10], [11], [12].

From an image processing perspective, we all understand the importance of the forward model but we also realize the difficulty of using wave propagation theory. Thus, in the image processing literature, we often see the so-called “tilt + blur” model [13], [14], [15]. The argument is that the phase distortions will cause the pixels to shift (thus the “tilt”) and the high order aberrations will cause the image to look smoothed (thus the “blur”). Yet, when the two operators are present, the functional composition requires us to specify the order. Shall we tilt the image first and then add the blur, or shall we blur the image first and then add the tilt? Or, perhaps it does not matter?

The confusion between the tilt-then-blur and the blur-then-tilt is not a light one. To the best of the author’s knowledge, at least in the literature of image processing, both models have been used. For the tilt-then-blur model, one of the earlier papers is by Shimizu et al. published in CVPR 2008 [13]. When they solved the inverse problem, the optimization is implemented for the tilt-then-blur model. Another highly referenced paper by Zhu and Milanfar, published in T-PAMI in 2013, also used the tilt-then-blur model [16]. On the other side of the spectrum, there is a consistent emphasis of the blur-then-tilt model. One of the earlier work is by Mao and Gilles in 2012 [17], where they modeled turbulence using blur-then-tilt. Mao and Gilles credited the model to Frakes et al. [18] and Gepshtein et al. [19], although neither of Frakes et al. nor Gepshtein et al. had actually discussed the forward model. Subsequent work of Lou et al. [20] followed the blur-then-tilt model, and this tradition continues until today where many of the latest deep learning based approaches also use the blur-then-tilt model, for example, Lau et al. [21], Nair and Patel [22], Yasarl and Patel [23], and Lau and Lui [24], [25].

The goal of this paper is to clarify the difference between the tilt-then-blur model and the blur-then-tilt model. There are three main conclusions:

• The blur-then-tilt model is unfortunately wrong.
• The tilt-then-blur model is correct.
• For natural images, the difference is less noticeable because many regions are smooth. For point sources, the difference can be significant.

II. MODELING ATMOSPHERIC TURBULENCE

As a wave propagates through the atmospheric turbulence, the phase is distorted by the changing index of refraction. From the image formation point of view, if the clean image is \( J(\mathbf{x}) \) where \( \mathbf{x} \in \mathbb{R}^2 \) specifies the coordinate in the 2D space, the distortion can be modeled by a spatially varying point spread function (PSF) \( h_\mathbf{x}(\mathbf{u}) \). If the image \( J(\mathbf{x}) \) is discretized over a grid of \( N \) pixels \( \{x_1, \ldots, x_N\} \), the observed image is

\[
I(x_i) = \sum_{j=1}^{N} h_{x_i}(u_j)J(u_j), \quad i = 1, \ldots, N.
\]

Here, \( x_i \) specifies the output coordinate at which the distorted pixel should be located, and \( u_j \) is a running index for the weighted average. (1) is the general form of a spatially varying convolution. In the special case where the PSF is spatially
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in varying, \( h_{x_i}(u_j) \) can be written as \( h(x_i - u_j) \) which is the usual convolution kernel.

For atmospheric turbulence, if the source is incoherent (e.g., passive imaging systems without any laser transmitters), the PSF is generated by taking the Fourier transform of the phase \( \phi_x(\rho) \) via \([6],[7]\)

\[
h_{x}(u) = \left| \mathcal{F} \left( e^{-j2\pi \phi_x(\rho)} \right) \right|^2. \tag{2}
\]

Here, the phase function \( \phi_x(\rho) \) is defined per pixel at each coordinate \( x \). The variable \( \rho \in \mathbb{R}^2 \) denotes the phase coordinate, which is a 2D coordinate in the Fourier space.

The randomness of \( h_x(u) \) comes from the randomness of the phase \( \phi_x(\rho) \) \([10]\). \( \phi_x(\rho) \) is constructed by cropping and propagating the wave through a sequence of phase screens sampled from the Kolmogorov power spectral density \([8],[9],[26],[27]\). This is a computationally expensive process, but recent work has alleviated the difficulty by modeling \( \phi_x(\rho) \) at the aperture \([28],[29]\). Using the Zernike polynomials \( \{Z_m(\rho) | m = 1, \ldots, M \} \) as the basis representation, Noll \([30]\) states that we can write \( \phi_x(\rho) \) as

\[
\phi_x(\rho) = \sum_{m=1}^{M} a_{x,m} Z_m(\rho), \tag{3}
\]

where \( \{a_{x,m} | m = 1, \ldots, M \} \) denote the \( M \) Zernike coefficients at coordinate \( x \). The Zernike coefficients are sampled from a zero-mean Gaussian random process

\[
a_{x,m} \sim \mathcal{N}(0, \Sigma), \tag{4}
\]

where the \((x,x',m,m')\)th component of \( \Sigma \) is \( \Sigma_{x,x',m,m'} = \mathbb{E}[(\phi_{x}(\rho) a_{x,m})(\phi_{x}(\rho) a_{x,m'})] \). The joint expectation follows from Chan [31], Takato and Yamaguchi [32], and Chimitt and Chan [28].

The representation of \( \phi_x(\rho) \) in the Zernike space gives us a way to decouple the shift (ie, tilt) and the smoothing (ie, blur). These two operations can be summarized as follows:

1) Tilt \( \mathcal{T} \): The tilt is encoded by the first two Zernike bases via \( \phi_x(\rho) = \sum_{m=1}^{2} a_{x,m} Z_m(\rho); \)
2) Blur \( \mathcal{B} \): The blur is encoded by the remaining Zernike bases via \( \phi_x(\rho) = \sum_{m=3}^{\infty} a_{x,m} Z_m(\rho). \)

However, how do we combine these two operations? There are a few options, based on the ordering of the tilt and the blur:

\[
\text{Blurr-then-tilt : } I(x) = [\mathcal{T} \circ \mathcal{B}](J(x)) = \mathcal{T}(\mathcal{B}(J(x))), \tag{5}
\]

\[
\text{Tilt-then-blur : } I(x) = [\mathcal{B} \circ \mathcal{T}](J(x)) = \mathcal{B}(\mathcal{T}(J(x))), \tag{6}
\]

\[
\text{Full model : } I(x) = \mathcal{H}(J(x)), \tag{7}
\]

where \( \circ \) denotes the functional composition. For reference, the full turbulence model \( I(x) = \mathcal{H}(J(x)) \) uses all the Zernike coefficients simultaneously without decoupling them into tilts and blurs.

III. WHICH ONE IS CORRECT?

The simplest way to compare the models is to run a numerical simulation and see which one is correct. Consider a grid of points as shown in Fig. 1. We apply the three respective models \( \mathcal{B} \circ \mathcal{B}, \mathcal{T} \circ \mathcal{B}, \) and \( \mathcal{H} \) to the points and observe the resulting point spread functions (PSFs). The numerical experiment shows that \( \mathcal{H} = \mathcal{T} \circ \mathcal{B}, \) \( \mathcal{T} \circ \mathcal{B} \neq \mathcal{B} \circ \mathcal{T} \). Let’s discuss the reasons.

A. Analysis From Matrices and Vectors

We discretize the image so that the operations by \( \mathcal{T} \) and \( \mathcal{B} \) can be written in terms of matrices and vectors. Specifically, the operator \( \mathcal{T} \) can be written as a shifting matrix \( \mathbf{T} \in \mathbb{R}^{N \times N} \) with the \((i,j)\)th entry being \( T_{ij} = t_{x_i}(u_j) \), where \( t_{x_i}(u_j) = 1 \) if a pixel located at \( u_j \) is relocated to coordinate \( x_i \), and \( t_{x_i}(u_j) = 0 \) if otherwise. For example, if \( J(x) \) is a 1D signal and \( \mathbf{T} \) shifts
the signal by one pixel, then \( T \) takes the form

\[
T = \begin{bmatrix}
0 & 1 & 0 & 0 & \ldots & 0 \\
0 & 0 & 1 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 0 \\
\end{bmatrix}.
\]

(8)

The operator \( B \) is a collection of tilt-free but spatially varying blurs. In the matrix notation, we can define a matrix \( B \) where \( B_{ij} = b_{x_i}(u_j) \) where \( b_{x_i} \) is the tilt-free blur located at \( x_i \). As before, \( b_{x_i} \) is generated by the phase distortion at \( x_i \) using high-order Zernike coefficients. The overall structure of the matrix \( B \) is

\[
B = \begin{bmatrix}
b_{x_1}(u_1) & b_{x_1}(u_2) & \ldots & b_{x_1}(u_N) \\
b_{x_2}(u_1) & b_{x_2}(u_2) & \ldots & b_{x_2}(u_N) \\
\vdots & \vdots & \ddots & \vdots \\
b_{x_N}(u_1) & b_{x_N}(u_2) & \ldots & b_{x_N}(u_N) \\
\end{bmatrix}.
\]

(9)

At this point, it is easy to understand why \( T \circ B \) and \( B \circ T \) cannot be the same because matrices do not commute, i.e., \( T \circ B \neq B \circ T \). In fact, if the tilt matrix is the one shown in (8), then \( B \circ T \) shifts \( B \) to the left

\[
B \circ T = \begin{bmatrix}
b_{x_1}(u_2) & b_{x_1}(u_3) & \ldots & b_{x_1}(u_N) \\
b_{x_2}(u_2) & b_{x_2}(u_3) & \ldots & b_{x_2}(u_N) \\
\vdots & \vdots & \ddots & \vdots \\
b_{x_N}(u_2) & b_{x_N}(u_3) & \ldots & b_{x_N}(u_N) \\
0 & 0 & 0 & 0 \\
\end{bmatrix},
\]

whereas \( T \circ B \) shifts \( B \) upwards

\[
T \circ B = \begin{bmatrix}
b_{x_1}(u_1) & b_{x_1}(u_2) & \ldots & b_{x_1}(u_N) \\
b_{x_2}(u_1) & b_{x_2}(u_2) & \ldots & b_{x_2}(u_N) \\
\vdots & \vdots & \ddots & \vdots \\
b_{x_N}(u_1) & b_{x_N}(u_2) & \ldots & b_{x_N}(u_N) \\
0 & 0 & 0 & 0 \\
\end{bmatrix}.
\]

Now, the question is: which one is correct? Let us go back to Fig. 1. Imagine that there is only one point source located at \( x \). This point source is a delta function \( J(u) = \delta(x - u) \) which will be distorted by the PSF \( h(x) \) via \( I(x) = \int h(u) \delta(x-u) = h(x) \). Suppose that \( h(x) \) is shifted by an amount \( t \). Physically, the shift is caused by a phase offset in the exponential as can be seen in (2). The tilt changes \( I(x) = h(x) \) to \( I(x + t) \).

Using the tilt example shown in (8), the overall operator \( H \) is to replace the blur \( b_{x_i}(u_j) \) by \( b_{x_i}(u_{j+1}) \). Therefore, in terms of matrices and vectors, \( H \) can be written as a matrix \( H \in \mathbb{R}^{N \times N} \) where

\[
H = \begin{bmatrix}
b_{x_1}(u_2) & b_{x_1}(u_3) & \ldots & b_{x_1}(u_N) \\
b_{x_2}(u_2) & b_{x_2}(u_3) & \ldots & b_{x_2}(u_N) \\
\vdots & \vdots & \ddots & \vdots \\
b_{x_N}(u_2) & b_{x_N}(u_3) & \ldots & b_{x_N}(u_N) \\
0 & 0 & 0 & 0 \\
\end{bmatrix} = BT.
\]

(10)

Notice that the shift occurs \textit{horizontally} in the matrix because we are shifting the blur. We are not relocating the output value to a different pixel location.

**B. Analysis From Geometry**

For readers who like a geometric explanation, here is the analysis. Assume that the blur is spatially invariant so that each blur can be written as

\[
b_{x_i}(u) = g(x_i - u).
\]

(11)

Also, for notation simplicity, let us rewrite the tilt operator \( T \) as a set of tilt vectors \( \{t_i\}_{i=1}^N \). Each tilt vector \( t_i \) is used to relocate pixel \( J(u_j) \) to a new coordinate \( x_i + t_i \):

\[
I_T(x_i + t_i) = J(x_i), \quad i = 1, \ldots, N.
\]

This new notation can avoid the complication arising from the matrix-vector multiplication.

To clarify different combination of operations, we define the intermediate results \( I_B \) and \( I_T \) for blur and tilt only, and the final results \( I_{B\circ T} \) and \( I_{T\circ B} \) for the two operators.

**Blur-then-Tilt:** When a blur is applied to the clean image \( J(u) \), the intermediate result \( I_B(x) \) is

\[
I_B(x_i) = \sum_{j=1}^N b_{x_i}(u_j)J(u_j) = \sum_{j=1}^N g(x_i - u_j)J(u_j).
\]

This is simply a blurred point source. Now consider the tilt. The tilt \( t_i \) assigns \( I_B(x_i) \) to a new pixel location \( x_i + t_i \) of the final image \( I_{T\circ B} \). That is,

\[
I_{T\circ B}(x_i + t_i) = I_B(x_i).
\]

Since \( t_1, \ldots, t_N \) is a dense field, \( T \) will move \textit{every pixel} individually to a new location. As a result, the blur is not shifted uniformly to a new coordinate but each pixel is shifted to a different coordinate. Thus, the blur is \textit{destroyed}, as shown in Fig. 2.

To prepare for a follow up discussion, we let \( v_i = x_i + t_i \) and so \( I_{T\circ B}(v_i) = I_B(v_i - t_i) \). Since \( v_i \) is a dummy variable, \( I_{T\circ B} \) becomes

\[
I_{T\circ B}(x_i) = \sum_{j=1}^N g(x_i - t_i - u_j)J(u_j).
\]

(12)

**Tilt-then-Blur:** When tilt is applied to the clean image \( J(u) \), the intermediate result \( I_T(x) \) is

\[
I_T(u_j + t_j) = J(u_j).
\]

(13)

If now a blur is applied to \( I_T \), the blur will simply move to the new location \( u_j + t_j \). The shape of the blur is \textit{preserved}.
To complete the discussion, we let \( \mathbf{v}_j = \mathbf{u}_j + t_j \). Then
\[
I_T(\mathbf{v}_j) = J(\mathbf{v}_j - t_j),
\]
and
\[
I_{B \circ T}(\mathbf{x}_i) = \sum_{j=1}^{N} b_{x_i}(\mathbf{v}_j) I_T(\mathbf{v}_j) = \sum_{j=1}^{N} g(\mathbf{x}_i - \mathbf{v}_j) J(\mathbf{v}_j - t_j).
\]
Replacing \( \mathbf{u}_j = \mathbf{v}_j - t_j \), it follow that
\[
I_{B \circ T}(\mathbf{x}_i) = \sum_{j=1}^{N} g(\mathbf{x}_i - \mathbf{t}_j) J(\mathbf{u}_j).
\] (14)

Comparing (12) and (14), the difference between the two equations is that for \( T \circ B \), the tilt is \( t_j \) whereas for \( B \circ T \) the tilt is \( t_j \). In the case of \( T \circ B \), the tilt \( t_i \) is applied to the \emph{output}. That is, we blur the image (drawn as a circle in Fig. 2) and move the output by \( t_i \). Since each output pixel experiences a different \( t_i \), the blur is destroyed. For \( B \circ T \), although the situation is more complicated because there are \( N \) tilts \{\( t_j \) | \( j = 1 \ldots N \)}, they perturb the location of the \emph{input}. Therefore, while each \( x_i \) sees \( N \) tilts, the \( N \) tilts are common for every \( x_i \). The shape of the blur is thus preserved.

IV. IMPACT TO NATURAL IMAGES

Although the two operators \( T \circ B \) and \( B \circ T \) are theoretically different, their impacts to real images are less so if the images do not contain any point sources.

To see why this is the case, rewrite (12) and (14) as
\[
I_{T \circ B}(\mathbf{x}_i) = \sum_{j=1}^{N} g(x_i - u_j) J(u_j - t_i),
\]
\[
I_{B \circ T}(\mathbf{x}_i) = \sum_{j=1}^{N} g(x_i - u_j) J(u_j - t_j).
\]

Then, by approximating \( J(u_j - t_i) \) and \( J(u_j - t_j) \) to the first order, the pointwise difference between \( I_{T \circ B}(\mathbf{x}_i) \) and \( I_{B \circ T}(\mathbf{x}_i) \) can be evaluated as
\[
I_{T \circ B}(\mathbf{x}_i) - I_{B \circ T}(\mathbf{x}_i) \\
= \sum_{j=1}^{N} g(x_i - u_j) [J(u_j - t_i) - J(u_j - t_j)] \\
= \sum_{j=1}^{N} g(x_i - u_j) \left( \nabla J(u_j)^T \mathbf{t}_i - \mathbf{t}_j \right). \tag{15}
\]

An intuitive argument here is that \( t_i - t_j \) is the difference between two tilt vectors. Since each tilt is a zero-mean Gaussian random vector, the difference remains a zero-mean Gaussian random vector. Although they are not white Gaussian, they are nevertheless noise. If there is a large ensemble average of these noise vectors, the result will be close to zero. So, where does the average comes from? There is a convolution by \( g(x - u) \). If the support of this blur kernel is large, then many of the noise vectors will be added and this will result in a small value. However, for an image with a large field of view, the relative size of the blur kernel \( g \) is usually not big (at most \( 30 \times 30 \) for a \( 256 \times 256 \) image). So, there must be another source that makes the error small.

The main reason why natural images tend to show a less difference between \( T \circ B \) and \( B \circ T \) is that the image gradient \( \nabla J(u_j) \) is typically sparse. For most parts, the gradient is zero except for edges. (Textures are less of a problem because they will be smoothened by the blur.) When \( \nabla J(u_j) \) is multiplied with the noise vector \( \mathbf{t}_i - \mathbf{t}_j \), the result is an edge map with noise multiplied to every pixel. Convolving \( \nabla J(u_j)^T (\mathbf{t}_i - \mathbf{t}_j) \) with a blur kernel \( g \) will further smoothen out the variations. Fig. 3 shows a typical example with some standard optical configurations. The difference is not noticeable.

V. RECOMMENDATIONS

This paper illustrated the validity of the tilt-then-blur model and issues of the blur-then-tilt model. The recommendation here is that when describing the imaging through turbulence problem, statements such as

\[ \ldots \text{The image formation of atmospheric turbulence follows the equation } I(x) = T(B(J(x))) \ldots \]

should be avoided because they are wrong. Instead, it is more appropriate to state that the image formation model is \( I(x) = B(T(J(x))) \) and comment that for natural images it can be approximated by \( I(x) = T(B(J(x))) \).

From a simulation point of view, the computational complexity of implementing \( T \circ B \) and \( B \circ T \) are identical if one chooses the Zernike-based multi-aperture model [28]. Since \( B \circ T \) is the correct model, there is no reason to go with an inferior model.

When solving inverse problems, however, there is a bit more freedom. One can choose to recover \( T \) first, or one can choose to recover \( B \) first, or simultaneously. Speaking of the author’s own experience, recovering \( B \) is less recommended because it is spatially varying. Therefore, even though the correct forward model is \( I(x) = B(T(J(x))) \), the proper inversion is \( J(x) = T^{-1}(B^{-1}(I(x))) \), it is often easier to estimate \( T \) first. The residue error is usually not a problem when deep neural networks are used [33], [34].

In any case, the author hopes that the confusion between blur-then-tilt and tilt-then-blur is settled.
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