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ABSTRACT
Federated Learning (FL) enables multiple clients to collaborate on training machine learning models without sharing their data, making it an important privacy-preserving framework. However, FL is susceptible to security and robustness challenges, such as malicious clients potentially corrupting model updates and amplifying their impact through excessive quantities. Existing defenses for FL, while all handling malicious model updates, either treat all quantities as benign or ignore/truncate quantities from all clients. The former is vulnerable to quantity-enhanced attacks, while the latter results in sub-optimal performance due to the varying sizes of local data across clients. In this paper, we introduce a robust quantity-aware aggregation algorithm for FL called FedRA. FedRA considers local data quantities during aggregation and defends against quantity-enhanced attacks. It consists of two crucial components, i.e., a quantity-robust scorer and a malicious client number estimator. More specifically, the quantity-robust scorer calculates the sum of the distance between one update and the rest of the updates as the quantity-robust score, taking into account their quantities as factors. The malicious client number estimator uses these scores to predict the number of suspicious clients to exclude in each round, adapting to the dynamic number of malicious clients participating in FL in each round. Experiments on three public datasets demonstrate FedRA’s effectiveness in defending against quantity-enhanced attacks in FL. The code for FedRA can be found at https://anonymous.4open.science/r/FedRA-4C1E.

1 INTRODUCTION
Federated learning (FL) is an important technology to train models while protecting the privacy of training data. It has been extensively studied for various application scenarios, such as medical health [13, 22, 30, 32, 38] and keyboard next-word prediction [5, 9, 17, 27, 39]. One of the classic FL algorithms is FedAvg [21]. In FedAvg, the server iteratively averages clients’ updates with some weights determined by the quantity of each client, which means throughout the paper the number of the training data at that client, to update the global model.

The linear aggregation used in FedAvg has been shown to be vulnerable to poisoning attacks [1–3, 8, 19, 34, 36]. These attacks primarily aim to either deteriorate the performance of the global model or insert a backdoor into the global model. However, malicious clients can also submit large quantities to obtain unfairly high weights in the model aggregation, leading to a heightened impact of their malicious updates on the global model. We refer to this type of attack as \textit{quantity-enhanced attacks}.

Several methods have been proposed to defend against poisoning attacks for federated learning [4, 7, 25, 26, 33, 40]. These defenses can be categorized into three groups: quantity-ignorant, quantity-aware, and quantity-robust defenses. Quantity-ignorant defenses aggregate updates without considering quantities [4, 7, 40]. These methods are robust to quantity-enhanced attacks. However, since aggregating updates with quantities benefits model performance [28, 41], applying these defenses may lead to performance degradation. Quantity-aware defenses aggregate updates with quantities but by default treat quantities submitted by clients as benign [25, 33]. These defenses outperform quantity-ignorant defenses when there are no attacks, but their performance deteriorates significantly when faced with quantity-enhanced attacks. Quantity-robust defenses aggregate updates with quantities and, unlike quantity-aware defenses, are robust to quantity-enhanced attacks. Portnoy et al. [26] propose to truncate quantities with a dynamic threshold and apply quantity-aware Trimean [40] to aggregate updates. However, it handles updates and quantities separately, which could result in the truncation of the quantities of benign clients, ultimately leading to sub-optimal performance.

Meanwhile, some existing defenses [4, 7, 40] need a parameter that represents the upper bound of the number of malicious clients to be filtered out in each round. However, in cross-device federated learning, due to the large number of clients, only a subset of clients is selected for participation in each round. As a result, the number of malicious clients in each round changes dynamically. Over-estimating the number of malicious clients leads to some benign clients being filtered out, while underestimating the number of malicious clients may result in some malicious updates being included in the model aggregation.
In this paper, we propose FedRA, a quantity-robust defense for federated learning. It filters out malicious clients by taking both quantities and updates into consideration. More specifically, FedRA consists of two components, i.e., quantity-robust scorer and malicious client number estimator. The quantity-robust scorer is based on the observation that the expectation of distance between benign updates with larger quantities should be smaller. Therefore, to compute the quantity-robust score, we calculate the sum of distances between one update and the rest of the updates, taking into account the quantities as coefficients. The coefficient is smaller when the pair of quantities are larger. The malicious client number estimator uses the quantity-robust scores as input and predicts the number of malicious clients to exclude in each round by maximizing the log-likelihood. Finally, the corresponding number of updates with the largest quantity-robust scores are filtered out. The rest updates are aggregated with weights proportional to their quantities to update the global model.

The main contributions of this paper are as follows:

- We propose a robust quantity-aware aggregation method for federated learning to aggregate updates with quantities while defending against quantity-enhanced attacks.
- We theoretically prove FedRA is quantity-robust by proving its aggregation error is irrelevant to malicious quantities.
- We conduct experiments on three public datasets to validate the effectiveness of FedRA.

2 RELATED WORKS

2.1 Federated Learning

Federated learning [21] enables multiple clients collaboratively train models without sharing their local datasets. There are three steps in each round of federated learning. First, a central server randomly samples a group of clients and distributes the global model to them. Second, the selected clients train the model with their local datasets and upload their model updates to the central server. Finally, the central server aggregates the received updates to update the global model. In FedAvg [21], updates are weight-averaged according to the quantity of each client’s training samples. Reddi et al. [28] have proposed FedAdam, where the server updates the global model with Adam optimizer. The above steps are performed iteratively until the global model converges.

2.2 Federated Poisoning Attacks

However, classical federated learning is vulnerable to poisoning attacks, e.g., untargeted attacks [2, 8] and backdoor attacks [1, 3, 19, 34, 37]. In this paper, we focus on defending against untargeted attacks, which aim to degrade the performance of the global model on arbitrary input samples. Label flip [8] is a data-poisoning-based untargeted attack, where the malicious clients manipulate the labels of their local training dataset to generate malicious updates. Some advanced attacks assume the malicious clients have knowledge of benign datasets and can collaborate to generate malicious updates. LIE [2] adds small noises to the average of benign updates to circumvent defenses. Optimize [8] models the attack as an optimization problem and adds noises in the opposite direction of benign updates. These attacks focus on generating malicious updates, but overlook the attacker can submit large quantities to obtain unfairly high weight in model aggregation.

2.3 Robust Aggregations

To defend against untargeted attacks in federated learning, several robust aggregation methods have been proposed. Yin et al. [40] propose Median and Trimean that apply coordinate-wise median and trimmed-mean, respectively, to filter out malicious updates. Blanchard et al. [4] propose Krum and mKrum that compute square-distance-based scores to select and average the updates closest to a subset of neighboring updates. Bulayan [7] is a combination of mKrum and Trimean: it first selects several updates through mKrum and then aggregates them with Trimean. We note that the above defense methods do not consider quantities of clients’ training samples, which we categorize as quantity-ignorant methods, and the convergence speeds and model performance of these methods are compromised [28, 41], especially for quantity-imbalanced scenarios, such as long-tailed data distributions that are common in real-world scenarios [15, 42, 43].

Sun et al. [33] propose Norm-bound that clips the $L^2$ norm of received updates to a predefined threshold. Pültunga et al. [25] propose RFA that computes weights for each update by running an approximation algorithm to minimize the quantity-aware geometric median of updates. These two methods are categorized into quantity-aware defenses. They take quantities into consideration when aggregating updates but by default treat all received quantities as benign. Portnoy et al. [26] point out that received quantities may be malicious and can be exploited to increase the impact of malicious updates. They further propose a Truncate method that truncates received quantities within a dynamic threshold in each round, which guarantees any 10% clients do not have more than 50% samples. The Truncate method is categorized into quantity-robust method. However, quantities of benign clients with a large number of training samples may also be truncated, resulting in degraded performance. Meanwhile, they handle the malicious update filtering and the quantity truncation separately, which is sub-optimal.

3 PROBLEM DEFINITION

Suppose that training samples are sampled from a distribution $D$ in sample space $Z$. Let $f(w; z)$ denote the loss function of model parameter $w \in \mathcal{W}$ at data point $z$, and $F(w) = \mathbb{E}_{z \sim D}[f(w; z)]$ is the corresponding population loss function. The goal is to minimize the population loss by training the model parameter, i.e., $w^* = \arg \min_{w \in \mathcal{W}} F(w)$.

Assume that there are $N$ clients in total and $M$ of them are malicious. The $i$-th client has a local dataset $D_i$. The empirical loss of the $i$-th client is $F_i(w) = \frac{1}{|D_i|} \sum_{z \in D_i} f(w; z)$. In the $t$-th round, the central server randomly samples $n$ clients and distributes the global model $w_t$ to them. Following existing works [4, 7, 40], we define a benign client will submit update $g^1_i = \nabla F_i(w_t)$ and quantity $q^1_i = |D_i|$, while a malicious client can submit an arbitrary update and an arbitrary quantity to the server. After receiving the updates and quantities from the sampled $n$ clients, the server computes the global update with a certain aggregation rule $A$: $g_{t+1} = A(g^1_1, \ldots, g^1_n, q^1_1, \ldots, q^1_n)$. 
settings: fixed-ratio setting and dynamic-ratio setting. In the fixed-ratio setting, the number of malicious clients \( m \) in each round is fixed, i.e., \( m = \left \lfloor \frac{M}{N} \right \rfloor \). Since \( m \) is not a random variable, estimating \( m \) with a fixed parameter is feasible. The fixed-ratio setting, while not representative of real-world cross-device federated learning, provides a baseline for the upper limit of defense performance in filtering out malicious updates. In contrast, the dynamic-ratio setting involves a fixed total number of malicious clients, \( M \), but the exact number of malicious clients per round is unknown, which better reflects real-world federated learning situations.

4 THREAT MODEL
Following existing works [8], in this section, we introduce the objective, knowledge, and capability of attackers and the details of quantity-enhanced attacks.

Attacker’s Objective. The attacker’s objective is to carry out untargeted attacks on the federated learning system, which aims to degrade the overall performance of the global model on arbitrary input samples.

Attacker’s Knowledge. Since the server distributes the global model to clients in each round, the attacker knows the model structure, the local model parameters, and the local training code. Due to the privacy-protecting nature of federal learning, the attacker cannot access the datasets of other clients. Thus, the attacker has partial knowledge of the data distribution. Since the server might not release its aggregation code, the attacker does not know the aggregation rule applied by the server.
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5 EXISTING DEFENSES ARE SUB-OPTIMAL IN QUANTITY-IMBALANCED SCENARIOS

In this section, we prove that both quantity-ignorant and quantity-aware defenses are sub-optimal in quantity-imbalanced scenarios.

To simulate quantity-imbalanced settings, we make the quantities of the benign client datasets obey log-normal distributions, which is a typical common long-tailed distribution in real-world scenarios \cite{6, 11, 16, 20, 23}. The detailed experimental settings are in Section 8.

5.1 Quantity-ignorant Methods

In this subsection, we compare the performance of quantity-ignorant methods (Krum, mKrum, Median, TriMean, Bulyan, and Uniform) with that of quantity-aware methods (FedAdam, Norm-bounding, and RFA) in both IID and non-IID non-attack settings. The experimental results on MNIST, CIFAR10, and MIND are shown in Figure 1.

We can observe that the performance of quantity-ignorant methods is consistently lower than that of quantity-aware methods. This is because the expectation of the local model error decreases as the sample size of the training dataset increases \cite{31}. Assigning higher weight to the local models trained with larger datasets reduced the aggregation error of the global model.

5.2 Quantity-aware Methods

In this subsection, we analyze the performance of quantity-aware methods (FedAdam, Norm-bounding, and RFA) in IID fixed-ratio settings when exposed to quantity-enhanced attacks. We set the quantity-enhancing factor $\alpha_q \in \{0, 1, 2, 5, 10\}$. Due to the space limitation, we show the results of LIE-based quantity-enhanced attacks on MNIST datasets in Figure 2. We can observe that the performance of quantity-aware methods degrades as the quantity-enhancing factor $\alpha_q$ increases. This is because these methods by default treat the quantities submitted by clients as benign, which is vulnerable to quantity-enhanced attacks since the large quantities can amplify the impact of malicious updates.

We also show the performance of Truncate in Figure 2. We can observe that its performance is stable but sub-optimal under the quantity-enhanced attack. This is because although Truncate limits the upper bound of malicious quantities, it also clips the quantities of benign clients. Additionally, the separate handling of malicious quantities and updates restricts Truncate's ability to effectively filter malicious updates.

6 METHODOLOGY

In this section, we introduce the details of our robust quantity-aware aggregation, named FedRA, which aims to be quantity-robust and achieve optimal performance. It contains two core components, i.e. a quantity-robust scorer and a malicious client number estimator.

The quantity-robust scorer calculates scores for clients based on the selected updates and quantities.

The malicious client number estimator dynamically determines the number of malicious clients in each round, which is more suitable for the dynamic-ratio setting.

The framework of our FedRA is shown in Figure 3.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fedra.png}
\caption{The framework of our FedRA.}
\end{figure}

\begin{lemma}
Let $g^i$ and $g^j$ be any pair of independently distributed benign updates and $q^i$ and $q^j$ be the corresponding quantities. If Assumptions 1 and 4 hold, we then have
\begin{equation}
\mathbb{E} [||g^i - g^j||_1] \leq \sqrt{2} \ln 2 \sqrt{\frac{q^i + q^j}{q^i q^j} ||\sigma||_1},
\end{equation}
\end{lemma}
where \( \sigma = [\sigma_1, ..., \sigma_d] \), \( \sigma_k \) is the standard deviation of the \( k \)-th dimension of update on the training sample distribution \( D \), and \( d \) is the dimension of \( g_i \).

Lemma 1 is proved in Appendix A.3, which reflects that the distance between two benign updates varies according to their quantities. If the quantities of two clients are larger, the distance between their updates should be smaller. Inspired by this observation, we design a quantity-robust score, which aims to filter malicious updates.

6.2 Malicious Client Number Estimator

Then we need to determine the number of clients to select in each round, which is denoted as \( c \). In the fixed-ratio setting, we can set \( c = n - \bar{m} - 1 \equiv n - \left\lfloor \frac{nM}{N} \right\rfloor - 1 \), where \( \bar{m} \) is the estimated number of malicious clients in each round and \( M \) is the estimated number of all malicious clients. However, in the dynamic-ratio setting, the number of malicious clients varies in each round. Over-estimating \( \bar{m} \) may result in filtering some benign clients, while underestimating \( \bar{m} \) may include some malicious updates in the model aggregation. Therefore, we propose a malicious client number estimator to predict the number of malicious clients in each round. We treat \( \bar{m} \) as a parameter of the distribution of quantity-robust scores, and compute the number of malicious clients \( m \) by maximizing the log-likelihood as follows:

\[
\bar{m} = \arg \max_m \left[ \ln p(m, s(1), ..., s(n)) \right]
\]

Inspired by Reynolds et al. [29], we assume the quantity-robust scores are independent and follow two Gaussian distributions. Meanwhile, as shown in Appendix B.1, the scores of malicious clients are larger than those of benign clients. Therefore, we further assume the scores can be separated into two groups by a threshold. The group of larger scores belongs to malicious clients and follows one of the Gaussian distributions \( N(\mu_m, \sigma_m) \). The group of the smaller scores belongs to benign clients and follows another Gaussian distribution \( N(\mu_b, \sigma_b) \). We first sort the scores by ascending order, i.e., \( s(i) < s(j) \), \( \forall i < j \). Since \( m \) follows the hypergeometric distribution \( \mathcal{H}(N, M, N) \), we can compute \( m \) as follows:

\[
\bar{m} = \arg \max_m \left[ \ln p(m) + \sum_{i=1}^{n} \ln p(s(i)|m) \right]
\]

\[
= \arg \max_m \left[ \ln \left( \frac{\bar{m}}{m} \right)^{N-M} \left( \frac{n-M}{n-n-m} \right)^m \right] + (n - \bar{m}) \ln \sigma_b - \bar{m} \ln \sigma_m
\]

\[
= \frac{n - \bar{m}}{2\sigma_b^2} + \frac{n}{2\sigma_m^2}.
\]

The mean and variance of the two Gaussian distributions are estimated as follows:

\[
\mu_b = \frac{1}{n - \bar{m}} \sum_{i=1}^{n - \bar{m}} s(i), \sigma_b^2 = \frac{1}{n - \bar{m} - 1} \sum_{i=1}^{n - \bar{m}} (s(i) - \mu_b)^2
\]

\[
\mu_m = \frac{1}{m} \sum_{i=n-m+1}^{n} s(i), \sigma_m^2 = \frac{1}{m - 1} \sum_{i=n-m+1}^{n} (s(i) - \mu_m)^2
\]

One may ask how \( s(i) \) is computed since it is relevant with \( \bar{m} \). A reasonable way is to initialize \( \bar{m} = \left\lfloor \frac{nM}{N} \right\rfloor \), iteratively compute \( s(i) \) and run the malicious client number estimator to update \( \bar{m} \). However, our experiments indicate that the performance without iterative approximation is already great enough.

The complete algorithm of our FedRA is shown in Algorithm 1.

7 THEORETICAL ANALYSIS

7.1 Definitions and Assumptions

In this subsection, we introduce some definitions and assumptions used in our theoretical analysis.
\textbf{Definition 1.} (Sub-exponential random variable). A random variable \(X\) with \(\mathbb{E}[X] = \mu\) is called sub-exponential with parameters \((\alpha^2, \alpha)\) if
\[
\mathbb{E}[e^{\lambda (X - \mu)}] \leq e^{\frac{1}{2} \lambda^2 \alpha^2}, \quad \forall |\lambda| < \frac{1}{\alpha}.
\]

\textbf{Definition 2.} (Lipschitz). \(h\) is \(L\)-Lipschitz if
\[
|h(w) - h(w')| \leq L ||w - w'||_2, \quad \forall w, w'.
\]

\textbf{Definition 3.} (Smoothness). \(h\) is \(L\)-smooth if
\[
||\nabla h(w) - \nabla h(w')|| \leq L ||w - w'||_2, \quad \forall w, w'.
\]

\textbf{Assumption 1.} (Sub-exponential updates). For all \(w \in \mathcal{W}\), the partial derivative of \(f(\cdot; z)\) with respect to the \(k\)-th dimension of its first argument, denoted as \(\partial_k f(w; z)\), is sub-exponential with parameters \((\sigma^2_k, \sigma_k)\) where \(\text{Var}_{z \sim D}[\partial_k f(w; z)] = \sigma^2_k; \sigma_k = \sigma_k \alpha_k < \frac{\alpha_n}{\sqrt{2 \ln 2n}}\), \(k \leq d\) and \(d\) is the dimension of \(w\).

\textbf{Assumption 2.} (Smoothness of \(F\)). The population loss function \(F(\cdot)\) is \(L_F\)-smooth.

\textbf{Assumption 3.} (Minimizer in \(\mathcal{W}\)). Let \(w^* = \arg \min_{w \in \mathcal{W}} F(w)\). We assume that \(\nabla F(w^*) = 0\).

\textbf{Assumption 4.} (Independent identical distribution). For any benign client \(i, z \in D_i\) are independently sampled from \(D\).

Assumptions 1, 2, 3 and 4 have been applied in previous works [4, 7, 40]. Then we introduce the definition of quantity-robust.

\textbf{Lemma 2.} For any benign update \(g^i\) and quantity \(q^i\), when Assumptions 1 and 4 hold, we have
\[
\mathbb{E}[\sqrt{q^i}||g^i - \mu||_1] \leq \sqrt{2L\ln 2d} ||\sigma||_1,
\]
where \(\sigma = [\sigma_1, \ldots, \sigma_d], \mathbb{E}_{z \sim D}[\nabla f(w; z)] = \mu\).

Lemma 2 is proved in Appendix A.4, which shows the quantity-aware error of benign updates \(\mathbb{E}[\sqrt{q^i}||g^i - \mu||_1]\) is constant. It inspires us to prove whether a method is quantity-robust by proving the quantity-aware error of every selected update is irrelevant to malicious quantities. The formulation of the quantity-robust definition is as follows:

\textbf{Definition 4.} (Quantity-robust). An aggregation rule is quantity-robust, only when every selected update \(g^i\) and quantity \(q^i\) satisfies
\[
\mathbb{E}[\sqrt{q^i}||g^i - \mu||_1] \leq C, \quad \text{where} \quad C \text{ is irrelevant to malicious quantities and updates.}
\]

\subsection{7.2 FedRA is Quantity-robust}

\textbf{Proposition 1.} Let \(g^1, \ldots, g^{n-m}\) be independent benign updates with quantities \(q^1, \ldots, q^{n-m}\), where \(g^i \in \mathbb{R}^d\), and \(\mathbb{E}[g^i] = \mu\). Let \(g^{n-m+1}, \ldots, g^n\) be malicious updates in \(\mathbb{R}^d\) and \(q^{n-m+1}, \ldots, q^n\) be their quantities. Suppose that Assumptions 1 and 4 hold for all benign updates. If \(2m + 2 \leq n, \gamma = 0.5\), then FedRA satisfies
\[
\mathbb{E}[\sqrt{q^i}||g - \bar{g}||_1] \leq A_{n,m}B_q ||\sigma||_1,
\]

\section{8 EXPERIMENTS}

\subsection{8.1 Datasets and Experimental Settings}

\textbf{Dataset.} We conduct experiments on three public datasets, i.e., MNIST [14], CIFAR10 [12], and MIND [35]. The quantities follow a long-tailed distribution, i.e., log-normal distribution. The average sample size of clients is around \(20\), and the \(\sigma\) of the log-normal distribution is \(3\). We randomly shuffle the dataset and partition it according to the quantities. For the IID setting, we randomly divide the dataset into clients’ local datasets. For the non-IID setting, we guarantee the local datasets of most clients contain only one class.

The detailed statistics of the datasets are shown in Table 1.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|c|c|c|}
\hline
Dataset & #Classes & #Train & #Test & #Clients & #Train per client & Mean & Std & Max \\
\hline
MNIST & 10 & 60,000 & 10,000 & 3,025 & 19.77 & 179.28 & 6,820 & 6,820 \\
CIFAR10 & 10 & 50,000 & 10,000 & 3,115 & 16.05 & 200.14 & 8,933 & \ \\
MIND & 18 & 71,068 & 20,307 & 2,880 & 24.68 & 299.61 & 9,398 & \ \\
\hline
\end{tabular}
\caption{Dataset statistics.}
\end{table}
Table 2: Performance of different methods in IID fixed-ratio settings, with the best results in bold and second-best ones in underlined. *Best QI refers to the best quantity-ignorant method.

| Dataset | Method     | Label Flip | LIE | Optimize |
|---------|------------|------------|-----|----------|
|         | 0   | 1   | 2   | 5   | 10  | 0   | 1   | 2   | 5   | 10  |
| MNIST   |       |     |     |     |     |     |     |     |     |     |     |
|         | Best QI* | 98.77| 98.77| 98.77| 98.77| 98.40| 94.50| 94.50| 94.50| 94.50| 98.76|
|         | FedAdam   | 98.68| 97.77| 97.05| 94.42| 90.38| 92.52| 82.83| 22.63| 23.45| 16.09|
|         | Norm-Bound| 99.08| 98.65| 98.33| 97.47| 96.09| 98.25| 96.31| 94.02| 42.81| 12.78|
|         | RFA       | **99.31**| **99.11**| 98.78| 98.36| 97.59| 99.05| 90.28| 58.91| 25.61| 19.24|
|         | Truncate  | 97.20| 97.19| 97.18| 97.16| 97.17| 93.83| 93.26| 93.31| 93.28| 93.25|
|         | FedRA     | 99.30| 99.25| 99.30| 99.25| 99.31| **99.20**| **99.16**| **99.21**| **99.08**| **99.20**|
| CIFAR10 |       |     |     |     |     |     |     |     |     |     |     |
|         | Best QI*  | 51.42| 51.42| 51.42| 51.42| 51.42| 50.65| 50.65| 50.65| 50.65| 50.65|
|         | FedAdam   | 56.95| 38.60| 31.32| 19.35| 15.02| 13.43| 10.12| 10.18| 10.01| 10.00|
|         | Norm-Bound| 60.22| 43.81| 35.44| 27.44| 17.54| 20.27| 13.61| 10.62| 13.74| 12.21|
|         | RFA       | **62.19**| **52.11**| 46.01| 36.86| 29.34| 19.62| 10.03| 10.01| 10.00| 10.08|
|         | Truncate  | **47.45**| 45.81| 45.57| 45.57| 45.57| 13.46| 14.23| 11.25| 11.25| 11.25|
|         | FedRA     | 60.44| 61.73| 62.11| 62.28| 62.37| 62.58| 62.58| 62.58| 62.58| 62.58|
| MIND    |       |     |     |     |     |     |     |     |     |     |     |
|         | Best QI*  | 66.52| 66.52| 66.52| 66.52| 66.52| 61.19| 61.19| 61.19| 61.19| 61.19|
|         | FedAdam   | 67.03| 63.55| 62.03| 60.91| 59.01| 53.69| 51.84| 48.84| 4.83| 4.83|
|         | Norm-Bound| 67.66| 63.30| 62.19| 61.02| 59.35| 54.41| 31.84| 31.84| 4.83| 4.83|
|         | RFA       | **70.30**| **66.49**| 65.47| 63.76| 61.34| 64.52| 31.84| 31.84| 31.84| 4.83|
|         | Truncate  | 67.92| 67.68| 67.68| 67.68| 67.68| 53.64| 52.70| 52.70| 53.11| 53.11|
|         | FedRA     | 69.96| **69.61**| **69.94**| 70.15| 70.27| 70.71| 70.73| 70.70| 70.70| 70.70|

Table 3: Performance of quantity-ignorant methods in IID fixed-ratio settings.

| Dataset | Attack | Krum | Median | Trimean | mKrum | Bulyan |
|---------|--------|------|--------|---------|-------|--------|
| MNIST   | Label Flip | 87.01| 88.62| 96.93| 98.77| 96.89|
|         | LIE    | 84.11| 85.24| 91.55| 89.51| 94.50|
|         | Optimize | 87.04| 46.35| 30.54| 98.76| 96.92|
| CIFAR10 | Label Flip | 51.42| 27.83| 49.39| 50.37| 47.18|
|         | LIE    | 50.65| 18.53| 15.55| 22.68| 24.58|
|         | Optimize | 52.60| 19.04| 18.77| 51.69| 51.48|
| MIND    | Label Flip | 64.40| 56.85| 65.11| 65.54| 66.52|
|         | LIE    | 61.19| 55.37| 54.39| 56.25| 59.57|
|         | Optimize | 62.53| 54.10| 38.94| 67.25| 67.11|

Configurations. In our experiments, we use CNN networks as base models for the MNIST and CIFAR10 datasets. For the MIND dataset, we use a Text-CNN as the base model, and initialize the word embedding matrix with pre-trained Glove embeddings. We apply FedAdam [28] to accelerate model convergence in all methods. We apply dropout with dropout rate 0.2 to mitigate overfitting. The learning rate is 0.001 for CIFAR10, and 0.0001 for MNIST and MIND. The maximum of training rounds is 10,000 for MNIST and CIFAR10, and 15,000 for MIND. The ratio of malicious clients \( M_N \) is 0.1. The number of clients sampled in each round \( n \) is 50. \( \gamma \) is 0.1. The server estimates the maximum benign quantity in training dataset. Therefore, the malicious quantity is in a reasonable range in our settings.

8.2 Performance in IID Fixed-ratio Setting

In this subsection, we conduct experiments in the fixed-ratio setting to analyze the effectiveness of our quantity-robust scorer. The experimental results are shown in Table 2 and Table 3. We can make the following observations from the tables. First, our FedRA outperforms the best quantity-ignorant defense in the fixed-ratio settings in the vast majority of cases. This is because our method performs weighted averaging on selected updates based on their quantities. Second, our FedRA has stable performance with different quantity-enlarging factors and outperforms other quantity-aware methods. This is because FedRA can defend against quantity-enhanced attacks by jointly considering updates and quantities to filter malicious clients. These two observations reflect the effectiveness of our FedRA algorithm. Third, the performance of quantity-aware defenses, i.e., RFA and Norm-bound, becomes worse with larger clipping the \( L_2 \) norm of each update with a certain threshold; 7) RFA [25], applying an approximation algorithm to minimize the geometric median of updates; 8) Truncate [26], limiting the quantity of each client under a dynamic threshold in each round and applying quantity-aware Trimean.

Attack Model. We suppose an attacker controls malicious clients. Each malicious client, if sampled, submits malicious updates and a malicious quantity. We implement three existing untargeted poisoning attacks to create malicious updates, including 1) Label Flip [8]: a data poisoning attack that manipulates labels of training samples; 2) LIE [2]: adding small enough noise in the mean of benign updates to circumvent defenses; 3) Optimize [8]: a model poisoning attack that adds noise in the opposite position of benign updates. To create malicious quantities, we set the malicious quantity \( q_{\alpha} \in \{0, 1, 2, 5, 10\} \). It is noted that when \( q_{\alpha} \) equals or is less than 10, the malicious quantity is still smaller than the maximum benign quantity in training dataset. Therefore, the malicious quantity is in a reasonable range in our settings.
quantity-enlarging factors. This is because these quantity-aware defenses by default treat received quantities as benign, which is vulnerable to quantity-enhanced attacks. Finally, Truncate has stable performance with different quantity-enlarging factors, but its performance is lower than FedRA. This is because the Truncate algorithm is quantity-robust by limiting quantities submitted by malicious clients. However, it also restricts quantities of benign clients. Meanwhile, it does not filter malicious clients by jointly considering quantities and updates. Thus, it has sub-optimal performance.

8.3 Performance in IID Dynamic-ratio Setting
In this subsection, we conduct experiments in the IID dynamic-ratio setting to analyze the effectiveness of our malicious client number selector. The experimental results are shown in Table 4 and Table 5. Besides the same observations in the fixed-ratio setting, we can make several additional observations. First, our FedRA has stable performance with different quantity-enlarging factors. It outperforms or has similar performance as the best quantity-ignorant defense. This shows the effectiveness of our FedRA with the malicious client estimator. Second, the algorithms that need to estimate the number or the upper bound of malicious clients, i.e., mKrum, Trimean, Bulyan, and Truncate, have lower performance in the dynamic-ratio setting than in the fixed-ratio setting. This is because the number of malicious clients in each round changes dynamically. Over-estimating makes a subset of benign clients excluded, while under-estimating causes some malicious clients selected in some rounds.

Table 5: Performance of quantity-ignorant methods in IID dynamic-ratio settings.

| Dataset | Attack | Krum | Median | Trimean | mKrum | Bulyan |
|---------|--------|------|--------|---------|-------|-------|
| MNIST   | Label Flip | 87.67 | 87.90 | 96.86 | 98.65 | 97.30 |
|         | LIE | 83.03 | 87.05 | 79.44 | 93.16 | 79.08 |
|         | Optimize | 86.05 | 44.92 | 10.70 | 97.11 | 96.59 |
| CIFAR10 | Label Flip | 51.79 | 33.25 | 49.39 | 51.71 | 49.61 |
|         | LIE | 52.14 | 18.23 | 13.31 | 21.44 | 17.63 |
|         | Optimize | 52.56 | 12.63 | 16.60 | 52.85 | 52.16 |
| MIND    | Label Flip | 61.92 | 56.38 | 65.31 | 65.62 | 66.46 |
|         | LIE | 59.09 | 55.15 | 54.11 | 57.46 | 55.38 |
|         | Optimize | 62.81 | 54.12 | 38.18 | 65.37 | 66.50 |

8.4 Performance in non-IID Setting
In this subsection, we analyze the performance of our FedRA in the non-IID dynamic-ratio setting. The experimental results are shown in Table 6 and Table 7, where we can have several observations. First, our FedRA consistently outperforms both quantity-ignorant and quantity-aware methods under LIE-based and Optimize-based quantity-enhanced attacks. This is because we apply quantity-robust scorer which helps accurately filter out malicious clients and effectively aggregate updates with quantities. Second, the performance of our FedRA drops under Label-flip-based attacks. Suppose the sample sizes of all classes are the same. If a benign client has a large dataset with a single class, then it is likely there are fewer benign clients holding the dataset with the same class since in the non-IID settings most clients only have datasets with a single class. Therefore, benign clients with large quantities are likely to be filtered out, especially under less advanced attacks like Label flip. Finally, compared to the performance under IID settings, the performance of all methods under non-IID settings drops. This is because the non-IID settings introduce a drift in local updates, leading to slow model convergence [10, 18]. Meanwhile, in non-IID settings the variance of clients’ local updates becomes larger, giving malicious updates more chances to circumvent defenses.

8.5 Ablation Study
In this subsection, we compare applying the malicious client number estimator (MCNE) with under-estimating and over-estimating...
Table 6: Performance of different methods in non-IID dynamic-ratio settings, with the best results in bold and second-best ones in underlined. *Best QI refers to the best quantity-ignorant method.

| Dataset | Method      | Label Flip | LIE | Optimize |
|---------|-------------|------------|-----|----------|
|         |             | 0 1 2 5 10 | 0 1 2 5 10 | 0 1 2 5 10 |
| MNIST   | Best QI     | 98.49 98.49 98.49 | 98.49 98.49 | 98.39 98.39 |
|         | FedAdam     | 98.67 97.53 96.78 | 93.42 87.58 | 90.59 44.44 |
|         | Norm-Bound  | 99.03 98.69 98.54 | 97.86 95.81 | 97.61 83.45 |
|         | RFA         | 98.99 98.93 98.54 | 97.89 95.78 | 98.46 72.32 |
|         | Truncate    | 85.88 87.76 86.95 | 87.29 87.29 | 51.37 45.46 |
|         | FedRA       | 95.28 95.68 95.16 | 95.65 95.51 | 99.00 99.03 |
| CIFAR10 | Best QI     | 49.88 49.88 49.88 | 49.88 49.88 | 49.88 49.88 |
|         | FedAdam     | 50.70 34.62 29.33 | 17.06 14.20 | 14.07 10.24 |
|         | Norm-Bound  | 53.58 37.97 31.03 | 22.97 16.58 | 14.34 10.65 |
|         | RFA         | 51.59 38.11 30.00 | 21.10 17.89 | 13.86 10.00 |
|         | Truncate    | 22.67 25.16 26.91 | 24.92 23.99 | 13.97 13.74 |
|         | FedRA       | 44.29 45.90 45.57 | 47.93 49.69 | 59.48 59.45 |
| MIND    | Best QI     | 62.59 62.59 62.59 | 62.59 62.59 | 59.63 59.65 |
|         | FedAdam     | 63.60 62.01 60.93 | 57.63 55.19 | 54.96 51.84 |
|         | Norm-Bound  | 65.92 62.91 60.79 | 58.64 56.36 | 54.81 31.84 |
|         | RFA         | 68.10 65.37 61.86 | 55.88 55.62 | 56.53 31.84 |
|         | Truncate    | 62.46 61.59 62.04 | 61.52 61.57 | 31.84 31.84 |
|         | FedRA       | 66.33 67.07 66.30 | 67.02 66.86 | 69.20 69.17 |

Table 7: Performance of quantity-ignorant methods in non-IID dynamic-ratio settings.

| Dataset | Attack     | Krum | Median | Trimean | mKrum | Bulyan |
|---------|------------|------|--------|---------|-------|--------|
| MNIST   | Label Flip | 36.71 | 39.25 | 88.13   | 98.49 | 93.90  |
|         | LIE        | 36.12 | 33.62 | 50.93   | 89.87 | 47.63  |
|         | Optimize   | 35.36 | 9.67  | 10.99   | 96.94 | 83.17  |
| CIFAR10 | Label Flip | 21.51 | 20.13 | 32.58   | 49.88 | 20.68  |
|         | LIE        | 20.18 | 13.40 | 13.62   | 16.64 | 13.60  |
|         | Optimize   | 21.91 | 14.81 | 13.27   | 40.90 | 25.22  |
| MIND    | Label Flip | 50.89 | 56.04 | 59.93   | 62.59 | 60.45  |
|         | LIE        | 54.07 | 35.32 | 31.33   | 46.29 | 59.65  |
|         | Optimize   | 53.59 | 17.59 | 10.11   | 56.01 | 60.06  |

Figure 4: Results of applying malicious client number estimator, under-estimating and over-estimating the number of malicious clients in the IID dynamic-ratio setting.

Figure 9: Performance of different methods in non-IID dynamic-ratio settings, with the best results in bold and second-best ones in underlined. *Best QI refers to the best quantity-ignorant method.

Table 9: Performance of quantity-ignorant methods in non-IID dynamic-ratio settings.
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|---------|--------|------|--------|---------|-------|--------|
| MNIST   | Label Flip | 36.71 | 39.25 | 88.13   | 98.49 | 93.90  |
|         | LIE    | 36.12 | 33.62 | 50.93   | 89.87 | 47.63  |
|         | Optimize | 35.36 | 9.67  | 10.99   | 96.94 | 83.17  |
| CIFAR10 | Label Flip | 21.51 | 20.13 | 32.58   | 49.88 | 20.68  |
|         | LIE    | 20.18 | 13.40 | 13.62   | 16.64 | 13.60  |
|         | Optimize | 21.91 | 14.81 | 13.27   | 40.90 | 25.22  |
| MIND    | Label Flip | 50.89 | 56.04 | 59.93   | 62.59 | 60.45  |
|         | LIE    | 54.07 | 35.32 | 31.33   | 46.29 | 59.65  |
|         | Optimize | 53.59 | 17.59 | 10.11   | 56.01 | 60.06  |

Figure 4: Results of applying malicious client number estimator, under-estimating and over-estimating the number of malicious clients in the IID dynamic-ratio setting.

9 CONCLUSION

In this paper, we propose FedRA, a robust quantity-aware aggregation method for federated learning. It aims to aggregate clients’ local model updates with awareness of clients’ quantities to benefit model performance while being quantity-robust to defend against quantity-enhanced attacks. FedRA contains two key components, i.e., quantity-robust scorer and malicious client number estimator. Based on the principle that benign updates with larger quantities should be closer, the quantity-robust scorer assigns malicious updates with higher scores jointly considering received model updates and quantities. Since the number of malicious clients varies in different rounds, the malicious client number estimator predicts the number of clients by maximizing the log-likelihood of quantity robust scores. We theoretically prove that our FedRA is quantity-robust. Meanwhile, experiments on three public datasets demonstrate the effectiveness of our FedRA.
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A THERORICAL PROOF

A.1 Proof of Proposition 1

Proof. We analyze benign $i_s$ and malicious $i_s$ separately.

\begin{equation}
\mathbb{E}[\sqrt{q}||g - \mu||_1] \leq \sum_{\text{benign } i} \mathbb{E}[\sqrt{q}||g^i - \mu||_1] \mathbb{I}(i_s = i) + \sum_{\text{malicious } k} \mathbb{E}[\sqrt{q}||g^k - \mu||_1] \mathbb{I}(i_s = k),
\end{equation}

where $q$ and $g$ are the quantity and update of selected client $i_s$.

Lemma 3. Let $g^1, \ldots, g^n$ be independent identically distributed random vectors with the same quantity $q$, where $g^i \in \mathbb{R}^d$, and $\mathbb{E}[g^i] = \mu$. Supposing that Assumption 1 holds, then we have

\begin{equation}
\mathbb{E}[\max_i ||g^i - \mu||_1] \leq \sqrt{2 \ln 2n}||\sigma||_1 / \sqrt{q},
\end{equation}

where $\sigma$ is a $d$-dimensional vector denoted as $[\sigma_1, \ldots, \sigma_d]$.

Lemma 3 is proved in Appendix A.5. When $i_s$ is benign, according to Lemma 2 and Lemma 3, we have

\begin{equation}
\sum_{\text{benign } i} \mathbb{E}[\sqrt{q}||g^i - \mu||_1] \leq \sum_{\text{benign } i} \mathbb{E}[\max_i ||g^i - \mu||_1] \leq \sqrt{2 \ln 2(n-m)}||\sigma||_1.
\end{equation}

When $i_s$ is malicious, the error can be formulated as

\begin{equation}
\sum_{\text{malicious } k} \mathbb{E}[\sqrt{q}||g^k - \mu||_1] \mathbb{I}(i_s = k) \leq \sum_{\text{malicious } k} \mathbb{E}[\sqrt{q}||g^k - \mu||_1] \mathbb{I}(i_s = k)
\end{equation}

\begin{equation}
+ \sum_{\text{malicious } k} \mathbb{E}[\sqrt{q}||g^k - \mu||_1] \mathbb{I}(i_s = k).
\end{equation}

For Term 1, we have

\begin{equation}
\sum_{\text{malicious } k} \mathbb{E}[\sqrt{q}||g^k - \mu||_1] \mathbb{I}(i_s = k) \leq \sum_{\text{malicious } k} \mathbb{E}[\sqrt{q}||g^k - \mu||_1] \mathbb{I}(i_s = k)
\end{equation}

\begin{equation}
+ \sum_{\text{malicious } k} \mathbb{E}[\sqrt{q}||g^k - \mu||_1] \mathbb{I}(i_s = k).
\end{equation}

Denote $\mathcal{B}$ as the (n-m-2) benign clients with smallest quantities. Since $\sqrt{q} = \frac{1}{q^2+q^2}$, we have

\begin{equation}
\sum_{\text{malicious } k} \mathbb{E}[\sqrt{q}||g^k - \mu||_1] \mathbb{I}(i_s = k) \leq m \sqrt{q} \sum_{\text{malicious } j} \sqrt{\frac{q^2||g^j - \mu||_1}{q^2+q^2}} ||g^j - g^i||_1.
\end{equation}

With Lemma 1, bringing Equation 8 and 7 back to Equation 6, we can obtain

\begin{equation}
\sum_{\text{malicious } k} \mathbb{E}[\sqrt{q}||g^k - \mu||_1] \mathbb{I}(i_s = k) \leq A_{n,m}B_q||\sigma||_1.
\end{equation}
where 
\[ A_{n,m} = \sqrt{2\ln 2(n - m)} + m\sqrt{2\ln 2(n - m)}, \]
\[ B_q = \max_{i\in\mathbb{B}} q^i \frac{1}{\sum_{i\in\mathbb{B}} q^i}. \]
\[ \bar{g} = \sum_{i = j \text{ benign}} q^i \frac{1}{\sum_{i = j \text{ benign}} q^i} \cdot \]

It is easy to prove the following conclusion with the same logic.
\[ \mathbb{E}[q^k | g - \bar{g}| \leq A_{n,m}B_q ||\sigma||_1. \] (11)

For Term 2, according to Lemma 2 we have
\[ \sum_{\text{malicious } k} \mathbb{E}[q^k | g - \bar{g}| \leq \sum_{\text{malicious } k} \frac{2\ln 2}{\sum_{i = j \text{ benign}} q^i} \max_{i\in\mathbb{B}} q^i \frac{1}{\sum_{i\in\mathbb{B}} q^i} \cdot \]
\[ \leq \frac{2\ln 2}{\sum_{i\in\mathbb{B}} q^i} \max_{i\in\mathbb{B}} q^i \frac{1}{\sum_{i\in\mathbb{B}} q^i} \cdot \]

Therefore, if all malicious quantities \( q^i \) satisfy \( q^i \leq \sum_{i\in\mathbb{B}} q^i \), then we have
\[ \sum_{\text{malicious } k} \mathbb{E}[q^k | g - \bar{g}| \leq \sqrt{2\ln 2} ||\sigma||_1. \] (13)

Bring everything back to Equation 1, we have
\[ \mathbb{E}[g^i - \bar{g}^i] \leq (A_{n,m}B_q + C_{n,m}) ||\sigma||_1. \] (14)

where \( C_{n,m} = \sqrt{2\ln 2(n - m)} + \sqrt{2\ln 2}. \)

A.2 Proof of Theorem 2

Proof. Using the smoothness of \( F(\cdot) \), we have
\[ F(w_t + 1) - F(w_t) + \langle \nabla F(w_t), w_t + 1 - w_t \rangle + \frac{L_F^2}{2} ||w_t + 1 - w_t||_2^2 \]
\[ = F(w_t) + \eta^2 \frac{L_F}{2q_t} \langle \nabla F(w_t), w_t + 1 - w_t \rangle + \eta^2 \frac{L_F}{2q_t} ||\nabla F(w_t)||_2^2 \]
\[ - \eta \nabla F(w_t) \cdot \nabla F(w_t) + \eta \nabla F(w_t) \cdot \nabla F(w_t) \]
\[ = F(w_t) + \eta \frac{L_F}{2q_t} ||\nabla F(w_t)||_2^2 \]
\[ + \frac{\eta^2 L_F}{2q_t} ||\nabla F(w_t) - \nabla F(w_t)||_2^2 \]
\[ + \frac{\eta^2}{q_t} \langle \nabla F(w_t), \nabla F(w_t) \rangle \cdot \]
\[ \langle \nabla F(w_t), \nabla F(w_t) \rangle. \] (15)

Let \( \eta = \frac{1}{L_F} \). According to Proposition 1, we further obtain
\[ \mathbb{E}[F(w_t + 1) - F(w^*)] \leq \mathbb{E}[F(w_t) - F(w^*)] \]
\[ = \frac{1}{2L_F} \mathbb{E}[||\nabla F(w_t)||_2^2] + \frac{1}{2q_t L_F} \mathbb{E}[(A_{n,m}B_q + C_{n,m}) ||\sigma||_1^2]. \] (16)

Sum up Equation 16, we have
\[ 0 \leq \mathbb{E}[F(w_t) - F(w^*)] \]
\[ \leq \mathbb{E}[F(w^0) - F(w^* - \frac{1}{2L_F} \sum_{t \geq 0} \mathbb{E}[||\nabla F(w_t)||_2^2] \]
\[ + \frac{1}{2L_F} \sum_{t \geq 0} \mathbb{E}[(A_{n,m}B_q + C_{n,m}) ||\sigma||_1^2], \] (17)

which implies
\[ \min_{t \in \{0, 1, \ldots, T\}} \mathbb{E}[||\nabla F(w_t)||_2^2] \leq \frac{2L_F}{T} \mathbb{E}[F(w_0) - F(w^*)] \]
\[ + \frac{T-1}{T} \mathbb{E}[(A_{n,m}B_q + C_{n,m}) ||\sigma||_1^2]. \] (18)

A.3 Proof of Lemma 1

Proof. We first convert the problem into computing expectations of each dimension.
\[ \mathbb{E}[g^i - \bar{g}^i] = \sum_{k \in \{1, \ldots, d\}} \mathbb{E}[g_k^i - g_k^i] \]
\[ = \sum_{k \in \{1, \ldots, d\}} \mathbb{E}[g_k^i - g_k^i]. \] (19)

Since any \( z \in \mathcal{D} \) is independent, if \( |\lambda| < \frac{q^i}{a_k} \), we then have
\[ \mathbb{E}[e^{\lambda(g_k^i - \mu_k)}] = \mathbb{E}[e^{\lambda(\frac{a_k}{q^i}(\nabla f(w^z) - \mu_k))}] \leq e^{-\frac{a_k^2}{q^i}}, \] (20)

which implies \( g_k^i \) is sub-exponential with parameters \( \frac{a_k^2}{q^i}, \frac{a_k^i}{q^i} \), where \( a_k < \frac{T}{\sqrt{2\ln 2}} \).

Let \( |\lambda| < \min(\frac{q^i}{a_k}, \frac{q^i}{a_k}) \). Since \( g_k^i \) and \( g_k^j \) are independently distributed, we can obtain
\[ \mathbb{E}[e^{\lambda(g_k^i - g_k^j)}] = \mathbb{E}[e^{\lambda((g_k^i - \mu_k))}] \]
\[ = \mathbb{E}[e^{\lambda(g_k^i - \mu_k)}] \]
\[ \leq e^{-\frac{a_k^2}{q^i}} \frac{q^j}{q^i} \cdot \] (21)

Following the same logic in Lemma 3 and setting \( \lambda = \frac{\sqrt{2\ln 2}}{a_k} \sqrt{\frac{q^i}{q^i + q^j}}, \) we can have
\[ \mathbb{E}[||g^i - g^j||_1] \leq \sqrt{2\ln 2} ||\sigma||_1 \frac{\sqrt{q^i + q^j}}{q^i + q^j}. \] (22)

A.4 Proof of Lemma 2

Proof. As defined in Section 3, we have \( g_k^i = \frac{1}{q^i} \sum_{z \in \mathcal{D}_i} \Delta_k f(w; z). \) Therefore, we can obtain
\[ \mathbb{E}[g_k^i] = \frac{1}{q^i} \sum_{z \in \mathcal{D}_i} \mathbb{E}[\Delta_k f(w; z)] = \mu_k. \] (23)
\[ \mathbb{E}[(g_k^i - \mu_k)^2] = \mathbb{E}[\frac{1}{q^i} \sum_{x \in D_i} (\partial_k f(w; x) - \mu_k)^2] = \frac{1}{(q^i)^2} \sum_{x \in D_i} \mathbb{E}[(\partial_k f(w; x) - \mu_k)^2] = \frac{\sigma_k^2}{q^i} \quad (24) \]

Since \( \partial_k f(w; x) \) is sub-exponential with parameters \((\frac{\sigma_k^2}{q^i}, \alpha_k)\), we have
\[ e^{\theta q^i \sum_{x \in D_i} (\partial_k f(w; x) - \mu_k)} \leq e^{\frac{\lambda}{q^i} \sigma_k^2}, \]

when \( \lambda \leq \frac{q^i}{\alpha_k} \). It shows \( g_k^i \) is sub-exponential with parameters \((\frac{\sigma_k^2}{q^i}, \frac{\alpha_k}{q^i})\), where \( \alpha_k = \sigma_k \) and \( \alpha_k \leq \frac{\sigma_k}{\sqrt{2 \ln 2n}} \) \( n \) is the number of clients sampled by server in each round.

Following the same logic in Lemma 3, we have
\[ \mathbb{E}[|g_k^i - \mu_k|] \leq \sqrt{2 \ln 2} \frac{\sigma_k}{\sqrt{q^i}}. \]

Obviously, we can obtain
\[ \mathbb{E}[|g_k^i|] = \mu_k. \mathbb{E}[\sqrt{q^i}||g^i - \mu||] \leq \sqrt{2 \ln 2}||\sigma||. \quad (27) \]

### A.5 Proof of Lemma 3

**Proof:** We first convert the problem of computing the expectation of the maximum of the \( L^1 \) norm of the \( d \)-dimensional vectors into the problem of computing expectations of the maximum of each dimension of the \( d \)-dimensional vectors.

\[ \mathbb{E}[\max_i ||g^i - \mu||] = \mathbb{E}[\max_i \sum_{k \in \{1, \ldots, d\}} |g_k^i - \mu_k|] \]
\[ \quad \leq \sum_{k \in \{1, \ldots, d\}} \mathbb{E}[\max_i |g_k^i - \mu_k|]. \quad (28) \]

Following the same logic in Appendix A.4, it is easy to prove \( g_k^i \) is sub-exponential with parameters \((\frac{\sigma_k^2}{q^i}, \frac{\alpha_k}{q^i})\), where \( \alpha_k = \sigma_k \) and \( \alpha_k \leq \frac{\sigma_k}{\sqrt{2 \ln 2n}} \). Define \( x_k^i = g_k^i - \mu_k \). Denote a list of values
\[ X = \{x_1^1, \ldots, x_k^1, \ldots, x_1^d, \ldots, x_k^d\}, \] and \( z_k = \max_i |g_k^i - \mu_k| = \max_{x \in X} x \). We then obtain
\[ e^{\mathbb{E}[z_k]} \leq \mathbb{E}[e^{\lambda z_k}] = \mathbb{E}[\max_{x \in X} e^{\lambda x}] \leq \sum_{x \in X} \mathbb{E}[e^{\lambda x}] \leq 2ne^{-\frac{\lambda^2}{2\sigma_k^2}}. \]

\[ \mathbb{E}[z_k] \leq \frac{\ln 2n}{\lambda} + \frac{\lambda \sigma_k^2}{2q^i}. \quad (29) \]

Setting \( \lambda = \frac{\sqrt{2 q^i \ln 2n}}{\sigma_k} < \frac{q^i}{\alpha_k} \), we can get
\[ \mathbb{E}[z_k] \leq \sigma_k \sqrt{2 \ln 2n} / \sqrt{q^i}. \quad (31) \]

Putting Equation 31 back to Equation 28, we obtain
\[ \mathbb{E}[\max_i ||g^i - \mu||] \leq \sqrt{2 \ln 2n} ||\sigma|| / \sqrt{q^i}. \quad (32) \]

where \( \sigma \) is a \( d \)-dimensional vector denoted as \([\sigma_1, \ldots, \sigma_d]\).
Figure 6: Distributions of client scores in IID dynamic-ratio settings at 1,000 steps.