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Abstract

During the last decades, motion planning for autonomous systems has become an important area of research. The high interest is not the least due to the development of systems such as self-driving cars, unmanned aerial vehicles and robotic manipulators. The objective in optimal motion planning problems is to find feasible motion plans that also optimize a performance measure. From a control perspective, the problem is an instance of an optimal control problem. This thesis addresses optimal motion planning problems for complex dynamical systems that operate in unstructured environments, where no prior reference such as road-lane information is available. Some example scenarios are autonomous docking of vessels in harbors and autonomous parking of self-driving tractor-trailer vehicles at loading sites. The focus is to develop optimal motion planning algorithms that can reliably be applied to these types of problems. This is achieved by combining recent ideas from automatic control, numerical optimization and robotics.

The first contribution is a systematic approach for computing local solutions to motion planning problems in challenging unstructured environments. The solutions are computed by combining homotopy methods and direct optimal control techniques. The general principle is to define a homotopy that transforms, or preferably relaxes, the original problem to an easily solved problem. The approach is demonstrated in motion planning problems in 2D and 3D environments, where the presented method outperforms a state-of-the-art asymptotically optimal motion planner based on random sampling.

The second contribution is an optimization-based framework for automatic generation of motion primitives for lattice-based motion planners. Given a family of systems, the user only needs to specify which principle types of motions that are relevant for the considered system family. Based on the selected principle motions and a selected system instance, the framework computes a library of motion primitives by simultaneously optimizing the motions and the terminal states.

The final contribution of this thesis is a motion planning framework that combines the strengths of sampling-based planners with direct optimal control in a novel way. The sampling-based planner is applied to the problem in a first step using a discretized search space, where the system dynamics and objective function are chosen to coincide with those used in a second step based on optimal control. This combination ensures that the sampling-based motion planner provides a feasible motion plan which is highly suitable as warm-start to the optimal control step. Furthermore, the second step is modified such that it also can be applied in a receding-horizon fashion, where the proposed combination of methods is used to provide theoretical guarantees in terms of recursive feasibility, worst-case objective function value and convergence to the terminal state. The proposed motion planning framework is successfully applied to several problems in challenging unstructured environments for tractor-trailer vehicles. The framework is also applied and tailored for maritime navigation for vessels in archipelagos and harbors, where it is able to compute energy-efficient trajectories which complies with the international regulations for preventing collisions at sea.
Populärvetenskaplig sammanfattning

Ett av huvudmålen inom robotik och reglerteknik är att utveckla autonoma system. Dessa system har förmågan att tolka högnivåkommandon samt exekvera dem utan någon mänsklig interaktion. De autonoma systemen får bara en översiktlig beskrivning av vad uppgiften är, och det är sedan upp till dem att hitta lösningar till hur den ska genomföras. Några exempel på sådana system som utvecklas idag är självcörande bilar, drönare och industrirobotar. För att ett autonomt system ska kunna utföra sina uppgifter behöver flera olika tekniker integreras och samverka, såsom automatiserat resonerande, tolkning av omvärlden och reglering. Ett delproblem som behöver lösas är rörelseplanering (eng. *motion planning*), vilket handlar om att beräcka hur ett system ska förflytta sig mellan två punkter på ett säkert sätt. En viktig aspekt är att beräkningen tar hänsyn till hinder i den omgivande miljön och systemets begränsade möjligheter att förflytta sig. I denna avhandling är målet inte enbart att beräkna lösningar som tar hänsyn till systemens begränsningar, utan även att optimera ett användarvalt prestandamått. Några exempel på praktiskt användbara mått är minimering av energiförbrukning, sträcka, tid eller en kombination av dessa. Ur ett reglertekniskt perspektiv är det här problemet en typ av optimalt styrproblem (eng. *optimal control problem*). Fokus i den här avhandlingen ligger därför på att utveckla algoritmer för rörelseplaneringsproblem genom att kombinera metoder för att lösa optimala styrproblem med metoder från robotik och numerisk optimering.

Det första bidraget i den här avhandlingen är en algoritm som kombinerar en metod för att lösa olinjära ekvationssystem som kallas homotopi, med en metod anpassad för generella optimala styrproblem. I homotopimetoder löses en sekvens av delproblem. Först löses ett enkelt problem, sedan transformeras problemet stegvis till det ursprungliga, svåra problemet. Under transformationen utnyttjas lösningen från föregående delproblem som en startgissning till lösningen av nästa del.

Det andra bidraget är ett optimeringsramverk som ska användas i förberedande beräkningar till en planeringsmetod från robotik som kallas lattice-baserade rörelseplanerare (eng. *lattice-based motion planners*). Dessa planerare söker efter lösningar till rörelseplaneringsproblem genom att kombinera delrörelser från ett bibliotek av förberäknade rörelser. Tidigare har framtagandet av biblioteket inneburit ett tidskrävande arbete för en domänexpert, men med hjälp av det föreslagna ramverket kan det istället automatiseras.

Det sista bidraget är ett planeringsramverk som kombinerar metoder från robotik och optimal styrning för att lösa rörelseplaneringsproblem. Huvudidén bygger på att utnyttja styrkorna hos både lattice-baserade rörelseplanerare och algoritmer för optimal styrning. I ett första steg löser den lattice-baserade planeraren problemet i en diskretiserad sökrymd, där både prestandamåttet som optimeras samt rörelsemodellen är valda till att sammanfalla med det efterföljande optimala styrningssteget. Denna kombination säkerställer att den lattice-baserade planeraren tillhandahäller en lösning som är mycket lämplig att använda som utgångspunkt för det optimala styrningssteget. Det resulterande planeringsramverket applikeras med framgångsrika resultat på rörelseplaneringsproblem för lastbilar med släp samt fartyg.
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## Notation

### Notations

| Notation | Meaning |
|----------|---------|
| $\mathbb{R}$ | Set of real numbers |
| $\mathbb{Z}$ | Set of integers |
| $\mathbb{Z}_{i,j}$ | Set of integers $\{i,i+1,\ldots,j-1,j\}$ |
| $[a,b]$ | Interval of real numbers $x \in \mathbb{R}$ such that $a \leq x \leq b$ |
| $z^T$ | Transpose of vector $z \in \mathbb{R}^n$ |
| $\nabla f$ | Gradient of the function $f : \mathbb{R}^n \to \mathbb{R}$ |
| $\nabla_z f$ | Gradient of the function $f(z,x) : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ with respect to $z$ |
| $\nabla^2_{zz} f$ | Hessian of the function $f(z,y) : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ with respect to $z$ |
| $z \triangleq y$ | Definition of the vector $z$ as equal to $y$ |
| $z \succeq y$ | $z_i \geq y_i$ holds for each pair of components of $z$ and $y$ |
| $Q \succeq 0$ | Matrix $Q$ is positive semidefinite |
| $\|z\|_2$ | Euclidean norm of vector $z$ |
| $|S|$ | Cardinality of a set $S$ |
| $O(g(z))$ | Complexity growth dominated by $g(z)$ when $\|z\|_2 \to \infty$ |
## Abbreviations

| Abbreviation | Meaning |
|--------------|---------|
| BVP          | Boundary Value Problem |
| CCTOC        | Constrained Continuous-Time Optimal Control |
| HJB          | Hamilton-Jacobi-Bellman |
| HLUT         | Heuristic Look-Up Table |
| IP           | Interior Point |
| KKT          | Karush-Kuhn-Tucker |
| LICQ         | Linear Independence Constraint Qualification |
| MINLP        | Mixed-Integer Nonlinear Programming |
| MPC          | Model Predictive Control |
| NLP          | Nonlinear Programming |
| ODE          | Ordinary Differential Equation |
| OCP          | Optimal Control Problem |
| PMP          | Pontryagin’s Maximum Principle |
| RHP          | Receding Horizon Planning |
| RRT          | Rapidly-exploring Random Tree |
| SHQP         | Sequential Homotopy Quadratic Programming |
| SQP          | Sequential Quadratic Programming |
| SST          | Stable Sparse RRT |
| QP           | Quadratic Programming |
Part I

Background
In recent years, the development of autonomous systems has rapidly increased. Many autonomous systems need to be able to move from one location to another. The problem of planning such a movement is commonly referred to as a motion planning problem, where the objective is to find a feasible motion plan that brings a system from its current state to a terminal state while avoiding obstacles in the surrounding environment. The focus in this thesis is to develop algorithms that are able to solve such problems. This chapter gives an introduction to the field of motion planning, provides a summary of the contributions, and outlines the remaining parts of the thesis.

1.1 Background and motivation

One of the main goals in the fields of robotics and control is to develop systems that are autonomous. These systems should be able to interpret high-level descriptions of tasks and execute them without any human intervention. The high-level tasks only contain information of what to achieve, and it is up to the algorithms within the autonomous system to find solutions to the tasks. Today, autonomous systems are developed to be used in a wide variety of applications such as security and surveillance, aerospace, manufacturing, underwater operations, automotive and much more. For an autonomous system to work as intended, several technologies such as sensing and perception, automated reasoning and control need to be integrated [Latombe, 2012]. Within the research of these technologies, multiple subproblems arise that need to be solved, where one is motion planning.

A popular approach in classical motion planning has been to ignore the system dynamics during planning and instead focus on how to reach the desired terminal state by translating and rotating a body without colliding with obstacles. This problem is also referred to as the piano mover’s problem [LaValle, 2006]. For
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Figure 1.1: Examples of applications where motion planning is required.

classical motion planning, there are mainly two general solution approaches that have been used, namely combinatorial and sampling-based planning approaches. Combinatorial approaches compute graph representations of the free space that exactly represent the original problems, while sampling-based approaches sample the state space and conduct discrete searches using these samples. In recent years, motion planning for dynamical systems that are subject to differential constraints has become an important area of research. This is not the least due to the high interest in systems such as self-driving cars, unmanned aerial vehicles and robotic manipulators. Two applications involving this type of systems are illustrated in Figure 1.1.

This thesis addresses motion planning problems for dynamical systems that operate in unstructured environments. In such environments, no prior reference such as the center line of a lane on the road is available for the system. Instead, it is the responsibility of the motion planner to compute a reference in terms of a motion plan between an initial state and a desired terminal state. Important aspects are that the planned motion both has to satisfy the dynamical constraints imposed on the system and be safe to execute, i.e., not lead to collision with obstacles. Most of the successful motion planning methods for dynamical systems in unstructured environments are sampling-based, because little can be done using combinatorial methods when constraints on the motion of the system in terms of differential equations are present. Many sampling-based methods solve motion planning problems by concatenating sequences of motion segments, which are commonly referred to as motion primitives [LaValle, 2006]. These can be computed either online or offline depending on the choice of method. The main strength of sampling-based approaches is that they are good at solving combinatorial aspects of the problem, such as selecting on which side to pass obstacles. Furthermore, they can be designed such that they are compatible with any collision detection algorithm [Lindemann and LaValle, 2005]. The main drawback with these methods is that they suffer from the curse of dimensionality as the dimension of the search space to explore grows.

In this thesis, the objective is not to find any feasible motion plan between the initial and terminal state. Instead, the objective is to find solutions that also optimize a performance measure, e.g., solutions that minimize the traveled distance, duration, energy consumption or risk of collision with obstacles. When a performance measure is included in the motion planning problem formulation, the
term *optimal motion planning* problem is commonly used [LaValle, 2006]. From a control perspective, the optimal motion planning problem is an instance of an optimal control problem.

In optimal control theory, the fields of optimization and automatic control are combined to compute optimal control inputs to the system that is being controlled. It dates back to the development of calculus of variations, but regained interest during the 1960’s when it was successfully used for planning optimal trajectories in aerospace applications [Sargent, 2000]. There exist many different methods to solve an optimal control problem, where perhaps the most used one is numerical optimization. Many of these methods seek only a local solution, i.e., one where the performance measure is lower than for any other feasible nearby solution. The main reason is that a global solution is usually both difficult to characterize and to locate [Nocedal and Wright, 2006], and hence intractable to find in reasonable time. In this thesis, the search for a solution is limited to locally optimal solutions.

An increasingly used approach to compute optimized trajectories is to develop algorithms based on direct methods for optimal control, e.g., [Mellinger and Kumar, 2011, Schulman et al., 2014, Zhang et al., 2018]. Similar techniques have also been used to compute trajectories in a receding horizon fashion, such as the work presented in [Diehl et al., 2006, Gao et al., 2010, Patel and Goulart, 2011, Rosolia et al., 2017]. The increased interest is mainly due to

- the development of efficient and reliable optimization algorithms,
- increased computational resources, and
- the ability to systematically encode problem constraints such as restrictions on how the system can move and actuator limitations within an optimal control framework [Maciejowski, 2002].

The main difficulty with applying these methods to motion planning problems is that the corresponding problems usually are challenging nonconvex optimization problems. The performance of an optimization algorithm for solving such problems is strongly dependent on the provided initialization, i.e., where the algorithm starts the search for a solution [Nocedal and Wright, 2006]. Hence, there is a significant risk of computing a solution which is bad from a practical point of view, or not being able to find a solution at all, if the algorithms are naively applied to the motion planning problem using standard initialization strategies.
1.2 Problem formulation

The main focus of this thesis is to develop optimization-based algorithms that can reliably be applied to motion planning problems. In particular, this thesis deals with motion planning problems for nonlinear dynamical systems that operate in complex unstructured environments. The aim is to investigate and provide answers to the following questions:

- How can the strengths of sampling-based methods for motion planning and direct methods for optimal control be combined in a structured way?
- How can direct methods for optimal control be exploited to improve the generation of motion primitives for sampling-based motion planning?
- How can collision avoidance be ensured when solving motion planning problems with direct methods for optimal control?

1.3 Contributions

The main contributions of this thesis are within the area of optimal motion planning for complex dynamical systems operating in cluttered and unstructured environments. The results are mainly achieved by combining ideas from automatic control, numerical optimization and robotics. All developed methods are evaluated in extensive simulation studies on different types of dynamical systems including cars, tractor-trailer vehicles and marine vessels. In summary, the contributions of this thesis are:

- A systematic approach for solving motion planning problems, where a homotopy method and direct methods for optimal control are combined to solve problems with challenging geometry of the feasible set (Paper A).
- A framework for automatic generation of motion primitives for lattice-based motion planners. Given a parameterized family of systems, the user only needs to specify which types of so-called maneuvers that are relevant for the considered system family. These maneuvers can then be reused for all system instances. (Paper B)
- A unified optimization-based path planning approach, where lattice-based path planning and direct methods for optimal control are tightly combined to solve advanced path planning problems (Paper C).
- An optimization-based receding horizon trajectory planning algorithm with theoretical guarantees in terms of recursive feasibility, worst-case objective function value and convergence to the desired terminal state (Paper D). The algorithm is also tailored and extended to account for the specific needs of marine vessels (Paper E).
- An optimization-based motion planner for autonomous vessels that complies with the international regulations for preventing collisions at sea (COLREGS) (Paper F).
1.4 Thesis outline

This thesis is divided into two parts, where Part I contains background material and Part II contains edited versions of the published papers.

Part I – Background

The first part introduces the optimal motion planning problem and presents relevant theoretical background material, which includes nonlinear optimization, optimal control and motion planning. The main purpose of this part is to provide a theoretical foundation for the publications presented in Part II.

Part II – Publications

The second part of this thesis contains edited versions of the publications listed below. Here, a summary and background for each publication is given.

Paper A: Combining Homotopy Methods and Numerical Optimal Control to Solve Motion Planning Problems

Kristoffer Bergman and Daniel Axehill. Combining homotopy methods and numerical optimal control to solve motion planning problems. In 2018 IEEE Intelligent Vehicles Symposium (IV), pages 347–354, 2018.

This paper received the best application paper award at the conference.

Summary: In Paper A, it is shown how a state-of-the-art method from numerical optimal control can be combined with a homotopy method into a method that solves motion planning problems with challenging geometry of the feasible set. The method is combined with a novel structure-exploiting constraint parameterization introduced in this paper. It is illustrated that the proposed method manages to efficiently solve problems where a traditional state-of-the-art numerical optimal control method fails to compute any solution at all. Furthermore, it significantly outperforms an optimizing sampling-based motion planner, both in terms of computational performance as well as trajectory quality.

Background: This work was initiated through discussions between the author of this thesis and Daniel Axehill. The author of this thesis contributed with the majority of the work including theoretical derivations, implementations, evaluations and writing the manuscript. Daniel contributed with technical discussions and reviewed the manuscript.
Paper B: Improved Optimization of Motion Primitives for Motion Planning in State Lattices

Kristoffer Bergman, Oskar Ljungqvist, and Daniel Axehill. Improved optimization of motion primitives for motion planning in state lattices. In *2019 IEEE Intelligent Vehicles Symposium (IV)*, pages 2307–2314, 2019.

Summary: In Paper B, it is shown how direct methods for optimal control can be used to improve the motion primitive generation for a lattice-based motion planner. The procedure of manually specifying the connectivity is both time consuming and non-trivial since it is heavily application dependent. In this paper, a framework that automates this procedure is proposed. Based on a number of user-defined so-called maneuvers, the framework simultaneously selects an optimized connectivity for the system under consideration and computes optimal motions to obtain the motion primitive set. The maneuvers can be reused to compute the motion primitive set for any instance in a parameterized family of systems, e.g., cars, buses or trucks parameterized by platform dimensions and actuator limitations.

Background: This work was initiated through discussions between the author of this thesis, Oskar Ljungqvist and Daniel Axehill. The author of this thesis contributed with the majority of the work including the development of the motion primitive generation framework, numerical evaluations and writing the manuscript. Daniel and Oskar contributed with technical discussions and reviewed the manuscript.

Paper C: Improved Path Planning by Tightly Combining Lattice-Based Path Planning and Optimal Control

Kristoffer Bergman, Oskar Ljungqvist, and Daniel Axehill. Improved path planning by tightly combining lattice-based path planning and optimal control. *IEEE Transactions on Intelligent Vehicles*, 6(1):57–66, 2021a.

Summary: In Paper C, a lattice-based path planner and direct methods for optimal control are combined to compute locally optimal solutions to path planning problems. It is shown how the solution from a lattice-based path planner can be improved by initializing a direct optimal control solver that efficiently solves the problem to local optimality. The main idea behind the proposed approach is that the lattice-based path planner solves the combinatorial aspects (e.g., on which side to pass obstacles) while direct optimal control is used to improve the continuous aspects of the solution keeping the combinatorial part fixed. It is shown in numerical examples that the proposed approach is able to compute solutions with generally lower objective function value compared to previously used initialization strategies or lattice-based planners alone. Furthermore, the approach results in reduced computation times with reliable convergence of the optimal control solver.
**Background:** This work was initiated through discussions between the author of this thesis, Oskar Ljungqvist and Daniel Axehill. The author of this thesis contributed with the majority of the work including theoretical derivations, implementations, evaluations and writing the manuscript. Daniel and Oskar contributed with technical discussions, assisted in the development of the theoretical derivations and reviewed the manuscript.

**Paper D: An Optimization-Based Receding Horizon Trajectory Planning Algorithm**

Kristoffer Bergman, Oskar Ljungqvist, Torkel Glad, and Daniel Axehill. An optimization-based receding horizon trajectory planning algorithm. In *Proceedings of 21st IFAC World Congress*, 2020a.

**Summary:** Paper D presents an optimization-based receding horizon trajectory planning algorithm for dynamical systems operating in unstructured and cluttered environments. The proposed approach is a two-step procedure, where a motion planning algorithm is used in the first step to find a feasible, but suboptimal, trajectory. This initial trajectory is then improved in the second step based on receding horizon optimization, which performs local trajectory refinement over a sliding time window. The second step uses the initial trajectory in a novel way to provide theoretical guarantees in terms of recursive feasibility, objective function value, and convergence.

**Background:** This work was initiated through discussions between the author of this thesis, Oskar Ljungqvist and Daniel Axehill, as an extension to the work presented in Paper C. The author of this thesis contributed with the majority of the work including theoretical derivations, implementations, evaluations and writing the manuscript. Torkel Glad contributed mainly in the development of the theoretical derivations in the paper. Daniel and Oskar contributed with technical discussions, assisted in the development of the theoretical derivations and reviewed the manuscript.
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Kristoffer Bergman, Oskar Ljungqvist, Jonas Linder, and Daniel Axehill. An optimization-based motion planner for autonomous maneuvering of marine vessels in complex environments. In *2020 59th IEEE Conference on Decision and Control (CDC)*, pages 5283–5290, 2020b.

**Summary:** In Paper E, a two-step optimization-based motion planner is proposed for autonomous maneuvering of ships in constrained environments such as harbors. The motion planner is based on the algorithm in Paper D, where a lattice-based motion planner is used in the first step. Both steps of the algorithm use a high-fidelity model of the ship to plan feasible and energy-efficient trajectories. Moreover, a novel algorithm is proposed for automatic computation of spatial safety envelopes.
around the trajectory computed by the lattice-based planner. These safety envelopes are used in the second step to obtain collision-avoidance constraints which complexity scales well with an increased number of obstacles. Finally, the planner is evaluated with successful results in a simulation study for autonomous docking problems in a model of the Cape Town harbor.

**Background:** This work was initiated through discussions between the author of this thesis, Oskar Ljungqvist, Jonas Linder and Daniel Axehill. The idea was to extend and tailor the work in Paper D for the specific needs of ships. The author of this thesis contributed with the majority of the work including theoretical derivations, implementations, evaluations and writing the manuscript. Jonas provided the nonlinear model of the ship, reviewed the manuscript and contributed with technical discussions. Daniel and Oskar contributed with technical discussions and reviewed the manuscript.
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Kristoffer Bergman, Oskar Ljunqvist, Jonas Linder, and Daniel Axehill. A COLREGs-compliant motion planner for autonomous maneuvering of marine vessels in complex environments. Under review for possible publication in IEEE Journal of Oceanic Engineering. Available at arXiv: https://arxiv.org/abs/2012.12145v2, 2021b.

**Summary:** An enabling technology for future sea transports is safe and energy-efficient autonomous maritime navigation in narrow environments with other marine vessels present. In Paper F, a two-step optimization-based motion planner is proposed that obeys the rules specified in the international regulations for preventing collisions at sea (COLREGs). The motion planner is based on the work presented in Paper E. To comply with the rules specified in COLREGs, the lattice-based planner is augmented with discrete states that represent what type of COLREGs situations that are active with respect to other nearby vessels. The applicability of the proposed motion planner is demonstrated in a simulation study, where it computes energy-efficient and COLREGs-compliant trajectories. The results also show that the motion planner is able to prevent complex collision situations from occurring.

**Background:** The idea to this work was initiated through discussions between the author of this thesis, Oskar Ljungqvist, Jonas Linder and Daniel Axehill. Throughout the process, the author of this thesis and Oskar maintained a tight collaboration. The implementation was accomplished jointly between the author of this thesis and Oskar. The author of this thesis contributed with writing the manuscript, including theoretical derivations and numerical evaluations. Oskar, Jonas and Daniel contributed with technical discussions and reviewed the manuscript.
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Nonlinear optimization algorithms are the basis of many methods to solve optimal control problems. This chapter contains a brief overview of the field and introduces some of the most important concepts in the area. The material in this chapter is inspired by [Nocedal and Wright, 2006] and [Boyd and Vandenberghe, 2004], which are extensive references to nonlinear and convex optimization.

## 2.1 Nonlinear programming problem

Consider an optimization problem given in the form:

\[
\begin{align*}
\text{minimize} \quad & L(z) \\
\text{subject to} \quad & f_i(z) \leq 0, \quad i \in \mathcal{I} \\
& g_j(z) = 0, \quad j \in \mathcal{E},
\end{align*}
\]

where \( z \in \mathbb{R}^n \) is the optimization variable, \( L : \mathbb{R}^n \rightarrow \mathbb{R} \) is the objective function, \( f_i : \mathbb{R}^n \rightarrow \mathbb{R}, \ i \in \mathcal{I} \) and \( g_j : \mathbb{R}^n \rightarrow \mathbb{R}, \ j \in \mathcal{E} \) are smooth functions representing the inequality and equality constraint functions, respectively. Finally, \( \mathcal{I} \) with cardinality \( |\mathcal{I}| = p \) and \( \mathcal{E} \) with cardinality \( |\mathcal{E}| = m \) are finite sets of indices with \( \mathcal{I} \cap \mathcal{E} = \emptyset \). This type of optimization problem is referred to as a nonlinear programming (NLP) problem if at least one of the involved functions is nonlinear. An important subclass of optimization problems in the form of (2.1) is the class of convex optimization problems, which has several special properties. Such problems are used in many areas such as automatic control systems, estimation and signal processing, statistics and finance [Boyd and Vandenberghe, 2004]. Furthermore, they are also used within many algorithms for solving general NLPs [Nocedal and Wright, 2006]. To introduce the notion of a convex optimization problem, the following definitions are required:
Definition 2.1 (Feasible set). The feasible set $\Omega$ is defined as the set $\Omega := \{z \in \mathbb{R}^n | f_i(z) \leq 0, i \in \mathcal{I}; g_j(z) = 0, j \in \mathcal{E}\}$.

Definition 2.2 (Convex set). A set $\Omega$ is convex if for any two points $z_1, z_2 \in \Omega$ and any $\theta \in [0, 1]$ it holds that
\[
\theta z_1 + (1 - \theta) z_2 \in \Omega.
\] (2.2)

Definition 2.3 (Convex function). A function $f : \mathbb{R}^n \to \mathbb{R}$ is a convex function if its domain $\mathcal{D} \subseteq \mathbb{R}^n$ is a convex set and if for all pairs of $z_1, z_2 \in \mathcal{D}$ and any $\theta \in [0, 1]$ it holds that
\[
f(\theta z_1 + (1 - \theta) z_2) \leq \theta f(z_1) + (1 - \theta) f(z_2).
\] (2.3)

The optimization problem in (2.1) is referred to as a convex optimization problem, if the objective function $L$ and the inequality constraint functions $f_i$ are all convex functions and the equality constraint functions $g_j$ are affine [Boyd and Vandenberghe, 2004].

2.2 Optimality conditions

In this section, first and second-order optimality conditions for $z^* \in \Omega$ to be a local minimizer of (2.1) are stated. To be able to pose these optimality conditions, the Lagrangian of the problem in (2.1) needs to be defined, which is given by:
\[
\mathcal{L}(z, \lambda, \nu) \triangleq L(z) + \sum_{i \in \mathcal{I}} \lambda_i f_i(z) + \sum_{j \in \mathcal{E}} \nu_j g_j(z).
\] (2.4)

The Lagrangian is an augmented representation of the objective function which contains weighted sums of the constraint functions. The weights are called Lagrange multipliers, or dual variables, and are given by the vector $\lambda$ with components $\lambda_i, i \in \mathcal{I}$ for the inequality constraint functions and the vector $\nu$ with components $\nu_j, j \in \mathcal{E}$ for the equality constraint functions. Furthermore, the active set at a point $z$ is defined as:

Definition 2.4 (Active set). The active set $\mathcal{A}(z)$ at a feasible point $z \in \Omega$ of (2.1) consists of the constraint indices corresponding to the constraints that hold with equality [Nocedal and Wright, 2006], i.e.,
\[
\mathcal{A}(z) = \{ i \in \mathcal{I} | f_i(z) = 0, \} \cup \mathcal{E}.
\]

Finally, the linear independence constraint qualification (LICQ) is given by:

Definition 2.5 (Linear independence constraint qualification). Given a point $z$ and the corresponding active set $\mathcal{A}(z)$, the linear independence constraint qualification (LICQ) holds if the gradients of the active constraints,
\[
\nabla f_i(z), i \in \mathcal{A}(z), \quad \nabla g_j(z), j \in \mathcal{A}(z),
\]
are linearly independent.
With these definitions, it is possible to pose the first-order optimality conditions as [Nocedal and Wright, 2006]:

**Theorem 2.1.** Suppose that \( z^* \) is a local solution to (2.1), that the functions \( L, f_i \) and \( g_j \) in (2.1) are continuously differentiable, and that LICQ holds at \( z^* \). Then, there exist Lagrange multiplier vectors \( \lambda^*, \nu^* \) with components \( \lambda^*_i \in \mathbb{R} \) and \( \nu^*_j \in \mathbb{R} \), such that the following conditions are satisfied at \( (z^*, \lambda^*, \nu^*) \):

\[
\begin{align*}
\nabla_z \mathcal{L}(z^*, \lambda^*, \nu^*) &= 0, \\
f_i(z^*) &\leq 0, \quad i \in \mathcal{I} \\
g_j(z^*) &= 0, \quad j \in \mathcal{E} \\
\lambda^*_i &\geq 0, \quad i \in \mathcal{I} \\
\lambda^*_i f_i(z^*) &= 0, \quad i \in \mathcal{I}.
\end{align*}
\]

**Proof:** See Section 12.4 in [Nocedal and Wright, 2006].

The conditions in Theorem 2.1 are known as the Karush-Kuhn-Tucker (KKT) conditions and are necessary conditions for local optimality of (2.1). In the special case of a convex optimization problem, these conditions are not only necessary for a locally optimal solution, but also sufficient for a globally optimal solution. The conditions in (2.5e) are the complementarity conditions, which imply that either an inequality constraint is active, i.e., \( f_i(z^*) = 0 \), or that the corresponding Lagrange multiplier \( \lambda^*_i \) is zero, or possibly both [Nocedal and Wright, 2006]. The following special case of complementarity will be used later in this thesis:

**Definition 2.6 (Strict complementarity).** Given a local solution \( z^* \) to (2.1) and Lagrange multipliers satisfying the KKT conditions (2.5), the strict complementarity condition is said to hold if exactly one of \( \lambda^*_i \) and \( f_i(z^*) \), \( i \in \mathcal{I} \) is zero in (2.5e).

The following definition classifies the state of the inequality constraints according to the value of the corresponding Lagrange multiplier:

**Definition 2.7 (Strongly active constraint).** Let \( z^* \) be an optimal solution to the optimization problem in (2.1), where the KKT conditions are satisfied with Lagrange multipliers \( \lambda^* \) associated with the inequality constraints \( f_i, \ i \in \mathcal{I} \). A constraint \( f_i(z) \) is then said to be strongly active if \( f_i(z^*) = 0 \) and \( \lambda^*_i > 0 \) [Nocedal and Wright, 2006].

To be able to pose the second-order optimality conditions, the set of linearized feasible directions is required. It is defined as:

**Definition 2.8 (Linearized feasible directions).** Given a point \( z \in \Omega \) and the corresponding active set \( \mathcal{A}(z) \) (as defined in Definition 2.4), the set of linearized feasible directions \( \mathcal{F}(z) \) is

\[
\mathcal{F}(z) = \{ d \in \mathbb{R}^n \mid d^\top \nabla g_j(z) = 0, \ \forall j \in \mathcal{E}; \ d^\top \nabla f_i(z) \leq 0, \ \forall i \in \mathcal{A}(z) \cap \mathcal{I} \}.
\]
feasible direction \( w \in F(z^*) \) will result in either an increased or constant first-order approximation of the objective function value, i.e., \( w^T \nabla L(z^*) \geq 0 \). For directions where \( w^T \nabla L(z^*) = 0 \), first-order information is not sufficient to determine if the objective function value decreases for a nonconvex optimization problem. With second-order information, it is sometimes possible to resolve this issue [Nocedal and Wright, 2006]. In the following theorem, sufficient second-order conditions are given to ensure that \( z^* \) is a local solution to (2.1):

**Theorem 2.2.** Suppose that for some feasible \( z^* \in \Omega \) of (2.1), there are Lagrange multipliers \( (\lambda^*, \nu^*) \) such that the KKT conditions in (2.5) are satisfied. Furthermore, suppose that

\[
w^T \nabla^2_{zz} L(z^*, \lambda^*, \nu^*) w > 0, \quad \forall w \in \mathcal{C}(z^*, \lambda^*), \ w \neq 0.
\]  

Then, \( z^* \) is a strict local solution to (2.1), i.e., there exists a neighborhood \( N \) of \( z^* \) such that \( L(z) > L(z^*) \) for all \( z \in N \cap \Omega, \ z \neq z^* \).

**Proof:** See Section 12.5 in [Nocedal and Wright, 2006].

In Theorem 2.2, \( \mathcal{C}(z^*, \lambda^*) \) represents the critical cone which is defined as

\[
\mathcal{C}(z^*, \lambda^*) \triangleq \{ w \in F(z^*) | w^T \nabla f_i(z^*) = 0, \forall i \in A(z^*) \text{ with } \lambda^*_i > 0 \}.
\]  

(2.8)

From this definition and (2.5a) in the KKT conditions, it can be concluded that the critical cone is the set of directions from \( F(z^*) \) where first-order derivative information is insufficient to determine if the objective function value will increase or decrease [Nocedal and Wright, 2006].

### 2.3 Algorithms for solving nonlinear equations

The basis of many methods for solving NLP problems in the form of (2.1) is to be able to solve a system of nonlinear equations defined by:

\[
r(z) = 0,
\]

(2.9)

where the function \( r : \mathbb{R}^n \to \mathbb{R}^n \) defines the system of equations. A vector \( z^* \) is called a solution, or root, if (2.9) is satisfied for \( z^* \), i.e., if \( r(z^*) = 0 \) [Nocedal and Wright, 2006]. This section outlines two methods that can be used to find such solutions.

#### 2.3.1 Newton’s method

The perhaps most well-known method for solving systems of nonlinear equations is Newton’s method. It is an iterative method that searches locally for a solution to (2.9) by constructing a linear model around the current iterate \( z_k \). By letting \( J(z) \in \mathbb{R}^{n \times n} \) denote the Jacobian of \( r \), a linear model of \( r \) locally around \( z_k \) is:

\[
M_k(p) = r(z_k) + J(z_k)p,
\]

(2.10)
where \( p \in \mathbb{R}^n \) is the search direction. Since the aim is to find a root to (2.9), the standard Newton’s method computes the next iterate \( z_{k+1} \) by the following steps:

\[
\begin{align*}
    p_k &= -J(z_k)^{-1}r(z_k), \\
    z_{k+1} &= z_k + p_k,
\end{align*}
\]

which is repeated until \( r(z_{k+1}) = 0 \). Note that (2.11a) corresponds to solving \( M_k(p) = 0 \). This method is shown to converge fast to a solution, under the assumption that the initial iterate \( z_0 \) is sufficiently close to a solution. There exist several variants of the standard Newton’s method where the rate of convergence is improved. However, Newton-based methods are not guaranteed to converge to a solution to (2.9) if \( J(z) \) is singular in the region of interest [Nocedal and Wright, 2006].

### 2.3.2 Continuation/homotopy methods

One way to solve difficult root-finding problems in the form of (2.9) is to use so-called homotopy, or continuation methods [Allgower and Georg, 2012]. Instead of solving the original problem directly, one can set up an easy problem for which the solution is more or less obvious, and then successively transform the problem towards the original and more difficult one. This is most easily illustrated using an example:

---

**Example 2.1: Homotopy method**

If the problem is to find a solution to the nonlinear system of equations in (2.9), the homotopy method instead focuses on finding a solution to the homotopy map

\[
h(z, \gamma) = \gamma r(z) + (1 - \gamma)\hat{r}(z),
\]

where \( \gamma \in [0, 1] \) is the *homotopy parameter*, and \( \hat{r} : \mathbb{R}^n \to \mathbb{R}^n \) is a user-defined function. The basic idea is to solve a sequence of \( n + 1 \) problems \( h(z, \gamma_k) = 0 \), for \( \gamma_k = \gamma_0 < \gamma_1 < \ldots < \gamma_n = 1 \). If solutions are relatively easy to find for \( \hat{r}(z) \), it should be easy to find a first iterate \( z_0 \). Then for any problem \( k \in [0, n - 1] \), given a starting point \( z_k \) that is the solution to \( h(z, \gamma_k) = 0 \), the next solution \( z_{k+1} \) is calculated by solving \( h(z, \gamma_{k+1}) = 0 \). This can be done using an iterative method such as Newton’s method, with \( z_k \) as initial iterate. The method is able to compute the next solution if the difference between \( \gamma_k \) and \( \gamma_{k+1} \) is small enough. In the last iteration, a solution to \( h(z, 1) = r(z) = 0 \) is found, i.e., to the original system of equations [Allgower and Georg, 2012].

---

The trajectory of points for which \( h(z, \gamma) = 0 \) is called the *homotopy path* or *zero path*. In many problems, it is not sufficient to monotonically increase the homotopy parameter \( \gamma \) to transform a solution from \( h(z, 0) = 0 \) to \( h(z, 1) = 0 \), e.g., the homotopy path in Figure 2.1. In such cases, predictor-corrector path-following methods can be used, which instead aim at solving

\[
h(z(s), \gamma(s)) = 0.
\]
Here, $s \in \mathbb{R} \geq 0$ is a variable that represents the arc length along the homotopy path [Nocedal and Wright, 2006].

2.4 Algorithms for solving nonlinear programs

In general, a local solution to an NLP problem is found using iterative schemes. The major difference between different iterative solvers is how the search direction and step length are computed. When computing local solutions to general NLP problems in the form of (2.1), there are mainly two families of optimization methods that are used: sequential quadratic programming (SQP) methods and nonlinear interior-point (IP) methods. They both aim at finding a (locally optimal) solution which satisfies the KKT conditions in Theorem 2.1, but approach the problem in different ways [Nocedal and Wright, 2006]. This section gives a brief introduction to these methods.

2.4.1 Sequential quadratic programming

One of the most used methods for solving general NLPS are SQP methods, which are based on solving quadratic subproblems iteratively. In a basic SQP method, the search direction $p_k \in \mathbb{R}^n$ is computed by approximating the NLP in (2.1) by a quadratic program (QP) at iterate $(z_k, \lambda_k, \nu_k)$. The iterate is given by the optimization variable $z_k$ and the Lagrange multipliers $(\lambda_k, \nu_k)$ of the last iterate. By linearizing the constraint functions and constructing a quadratic approximation of the objective function in (2.1) at this iterate, the following QP is obtained [Nocedal

Figure 2.1: A one-dimensional example of a homotopy path which can not be followed by monotonically increasing the homotopy parameter $\gamma$ from 0 to 1.
and Wright, 2006]:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} p_k^T B_k p_k + \nabla L(z_k)^T p_k \\
\text{subject to} & \quad \nabla f(z_k)^T p_k + f(z_k) \preceq 0, \\
& \quad \nabla g(z_k)^T p_k + g(z_k) = 0.
\end{align*}
\]

Here, \( f : \mathbb{R}^n \to \mathbb{R}^p \) and \( g : \mathbb{R}^n \to \mathbb{R}^m \) are introduced to compactly represent the inequality and equality constraint functions from (2.1), respectively. \( B_k \) denotes the approximation of the Hessian of the Lagrangian to the \text{nlp} in (2.1). For an exact Newton method, the exact Hessian is used, i.e., \( B_k = \nabla^2_{zz} L_k \). The Jacobians of the inequality and equality constraint functions, respectively, are given by \( \nabla f \) and \( \nabla g \). They are defined as:

\[
\begin{align*}
\nabla g(z) &= [\nabla g_1(z), \nabla g_2(z), \ldots, \nabla g_m(z)], \\
\nabla f(z) &= [\nabla f_1(z), \nabla f_2(z), \ldots, \nabla f_p(z)].
\end{align*}
\]

Finally, \( \nabla L \) is the gradient of the objective function in (2.1).

Due to the equivalence between \text{SQP} and Newton’s method, the search direction \( p_k \) can either be defined as the solution to the \text{QP} in (2.14), or as the search direction generated by Newton’s method for the corresponding \text{NLP} problem (2.1) for any fixed working set (i.e., the set of constraints that are imposed to hold with equality while all others are ignored) [Nocedal and Wright, 2006]. The following theorem assures under which conditions the \text{SQP} method is able to correctly identify the optimal active set:

**Theorem 2.3.** Suppose that \( z^* \) is a local solution to (2.1). At this point, the \text{KKT} conditions in Theorem 2.1 are satisfied for some Lagrange multipliers \((\lambda^*, \nu^*)\). Furthermore, suppose that \text{LICQ} (Definition 2.5), the strict complementary condition (Definition 2.6) and the second-order sufficient conditions (Theorem 2.2) hold at \((z^*, \lambda^*, \nu^*)\). Then, if the iterate \((z_k, \lambda_k, \nu_k)\) is sufficiently close to \((z^*, \lambda^*, \nu^*)\), there is a local solution to the \text{SQP}-subproblem (2.14) whose active set is the same as the active set \( A(z^*) \) of the \text{NLP} in (2.1).

**Proof:** See proof of Theorem 2.1 in [Robinson, 1974].

Once the optimal active set is identified (and not changed in subsequent iterations), what remains is basically Newton’s method on a nonlinear system of equations (see Section 2.3.1) with fast convergence to the solution. Furthermore, far from the solution, an \text{SQP} method is usually able to improve the estimate of the optimal active set and thus guide the iterates toward the solution. A major advantage with \text{SQP} methods based on active-set strategies is that they can be efficiently warm started if a good initial iterate is available. This can be useful if, e.g., a sequence of similar problems are to be solved [Nocedal and Wright, 2006].

### 2.4.2 Nonlinear interior point

Most nonlinear \text{IP} methods associate the problem of solving (2.1) with the following barrier problem:
minimize \( L(z) - \mu \sum_{i \in \mathcal{I}} \log(s_i) \)
subject to \( f_i(z) + s_i = 0, \quad i \in \mathcal{I} \)
\( g_j(z) = 0, \quad j \in \mathcal{E}, \)

where the inequality constraints from (2.1) are reformulated as equality constraints by introducing non-negative slack variables \( s_i \geq 0 \) with \( s_i \in \mathbb{R} \). The barrier parameter \( \mu \) is given by a positive scalar, and \( \log(\cdot) \) represents the natural logarithm function. The inequality constraints \( s_i \geq 0 \) are not explicitly included in the problem since the additional term \( \mu \sum \log s_i \) will force the components \( s_i \) from getting close to zero.

The solution to the barrier problem in (2.16) does not exactly coincide with the solution to the actual problem to be solved in (2.1), due to the modified objective function. The barrier approach instead aims at finding solutions to (2.16) for a sequence of positive barrier parameters \( \{\mu_k\} \), with \( \mu_k \to 0 \) for increasing values of \( k \). Hence, in the limit, the problem is equivalent to (2.1). Due to this, interior-point methods can also be seen as homotopy methods, where \( \mu \) represents the homotopy parameter. The term interior point is derived from that early barrier methods did not introduce slack variables, but instead used

\[ L(z) - \mu \sum_{i \in \mathcal{I}} \log(f_i(z)), \]

as objective function to prevent iterates from leaving the feasible region. However, this formulation requires an initial iterate \( z_0 \) that is feasible with respect to the inequality constraints. Most modern nonlinear IP methods can start from any initial iterate and remain interior only with respect to the constraints \( s_i \geq 0 \) [Nocedal and Wright, 2006].

An advantage of using IP methods instead of SQP methods is that the combinatorial aspect of identifying the correct active set at the optimal solution is avoided. Hence, the linear system to be solved at each iteration always has the same structure and structure-exploiting techniques can easily be applied. Due to this property, IP methods usually outperform SQP methods on large-scale problems [Nocedal and Wright, 2006]. A drawback is that they are not warm-start friendly due to numerical sensitivities for small perturbations on (2.16) when \( \mu \) is close to zero [Nocedal and Wright, 2006].

### 2.5 Globalization techniques

In this section, some approaches to increase the area of convergence are briefly outlined. It should not be confused with global optimization, which aims at finding the global minimizer of a problem. To measure the progress of iterations, either merit functions or filter techniques are applied. The aim with these methods is to handle the trade-off between decreasing the objective function value and reducing the constraint violation. To ensure that progress is made in every iteration, either
line-search or trust-region methods are used. The use of these methods is important for enabling NLP algorithms to converge from initializations that are not in the neighborhood of a local solution [Nocedal and Wright, 2006].

2.5.1 Merit function

A merit function $\phi : \mathbb{R}^n \to \mathbb{R}$ is a function that produces a scalar measure of progress for the iterates computed during the search for a solution to (2.1). For an unconstrained optimization problem, the trivial choice of merit function is the objective function itself. When constraints are present, the merit function should also consider the constraint violation. One commonly used choice of merit function is the $\ell_1$ penalty function given by:

$$
\phi(z) = L(z) + \sigma \left( \sum_{i \in I} [f_i(z)]^+ + \sum_{j \in E} |g_j(z)| \right), 
$$

(2.18)

where $[x]^+ = \max(0, x)$ [Nocedal and Wright, 2006]. The scalar $\sigma$ represents the penalty parameter which determines the trade-off between the importance of reducing constraint violation or decreasing the objective function value. One important property of this choice of merit function is that it is an exact merit function, i.e., that there exists a large enough $\sigma$ such that a local minimizer to (2.18) is also a local solution to the corresponding NLP in (2.1) [Nocedal and Wright, 2006]. Thus, in a standard descent procedure, it is required that $\phi(z_{k+1}) < \phi(z_k)$. Otherwise the step is rejected or modified using either a line search procedure or a trust region, which are further described below in this section.

2.5.2 Filter

Filter techniques separate the goals of minimizing the objective function value and the constraint violation. By defining a measure of infeasibility according to:

$$
a(z) = \sum_{i \in I} [f_i(z)]^+ + \sum_{j \in E} |g_j(z)|, 
$$

(2.19)

this separation can be written as the multi-objective optimization problem:

$$
\text{minimize } L(z) \quad \text{and} \quad \text{minimize } a(z).
$$

(2.20)

A pair of the objective function value and measure of the constraint violation $(L(z_l), a(z_l))$ for a point $z_l$ is said to dominate another pair $(L(z_k), a(z_k))$ if both $L(z_l) \leq L(z_k)$ and $a(z_l) \leq a(z_k)$. An iterate $z_k$ is thus accepted by the filter if the pair $(L(z_k), a(z_k))$ is not dominated by any other pair that have previously been generated and added to the filter. If $z_k$ is accepted, all pairs that are dominated by $z_k$ in the filter are removed. To obtain good practical performance, several enhancements to this simple filter are needed, which are thoroughly described in [Nocedal and Wright, 2006].
2.5.3 Line search

An algorithm that employs a line-search strategy starts the solution procedure by computing a search direction $p_k$ using, e.g., one of the optimization algorithms described in Section 2.4. Then, the algorithm searches along this direction from the current iterate $z_k$ to a new iterate $z_{k+1} = z_k + \alpha_k p_k$ with a lower objective function (or merit function) value. Most line-search algorithms require that the search direction is a descent direction, which ensures that it is possible to reduce the objective function (or merit function) value in this direction. Thus, the problem of computing a step length $\alpha_k \in \mathbb{R}$ becomes a one-dimensional optimization problem:

$$
\min_{\alpha_k > 0} L(z_k + \alpha_k p_k). \tag{2.21}
$$

Solving (2.21) exactly is usually too expensive. Instead, an inexact backtracking line-search procedure is often used. The procedure starts by evaluating the full step with $\alpha_k = 1$. If this is unsuccessful, $\alpha_k$ is iteratively reduced until a sufficient decrease in the objective function is obtained. One popular approach to guarantee sufficient decrease is to ensure that the Wolfe conditions are satisfied for the candidate step length $\alpha_k$. The Wolfe conditions are satisfied when the following inequalities hold:

$$
L(z_k + \alpha_k p_k) \leq L(z_k) + c_1 \alpha_k \nabla L(z_k)^T p_k, \tag{2.22a}
$$

$$
\nabla L(z_k + \alpha_k p_k)^T p_k \geq c_2 \nabla L(z_k)^T p_k, \tag{2.22b}
$$

where $c_1$ and $c_2$ are scalar parameters such that $0 < c_1 < c_2 < 1$ [Nocedal and Wright, 2006].

2.5.4 Trust region

In trust-region methods, an additional constraint is added to the optimization problem which limits the current step $p_k$ such that $z_{k+1}$ is in a region sufficiently close to the previous iterate $z_k$. Within this region, the subproblem to be solved at $z_k$ is a good approximation of the actual NLP in (2.1), which means that the computed step can be trusted. Thus, in contrast to line-search methods, trust-region methods choose both the search direction and the step size simultaneously [Nocedal and Wright, 2006]. Using the QP subproblem in (2.14) as an example, an SQP algorithm that employs a trust region instead solves the following optimization problem at $z_k$:

$$
\begin{align*}
\minimize_{p_k} & \quad \frac{1}{2} p_k^T B_k p_k + \nabla L(z_k)^T p_k \\
\text{subject to} & \quad \nabla f(z_k)^T p_k + f(z_k) \preceq 0, \\
& \quad \nabla g(z_k)^T p_k + g(z_k) = 0, \\
& \quad \|p_k\|_2 \leq \Delta_k,
\end{align*} \tag{2.23}
$$

where the scalar $\Delta_k > 0$ is called the trust-region radius. To obtain fast and reliable convergence, the trust-region radius $\Delta_k$ is typically modified after each iteration such that progress can be ensured [Nocedal and Wright, 2006].
Optimal control theory deals with the problem of computing optimal control inputs to a dynamical system such that a user-defined performance measure is minimized. In this chapter, the general continuous-time optimal control problem (OCP) is posed, and some commonly used solution strategies are discussed with focus on direct methods. Finally, an introduction to model predictive control is given.

### 3.1 Problem formulation

The traditional optimal control problem is to compute an optimal control input to a dynamical system such that an objective function is minimized, subject to initial and terminal constraints [Speyer and Jacobson, 2010]. By also enforcing the solution to satisfy certain inequality constraints, the problem is a constrained continuous-time optimal control problem, and is defined in its general form as:

$$\begin{align*}
\text{minimize} & \quad \Phi(x(t_f)) + \int_{t_i}^{t_f} \ell(x(t), u(t)) \, dt \\
\text{subject to} & \quad x(t_i) = x_s, \\
& \quad \dot{x}(t) = f(x(t), u(t)), \quad t \in [t_i, t_f] \\
& \quad c(x(t), u(t)) \leq 0, \quad t \in [t_i, t_f] \\
& \quad \Psi(x(t_f)) = x_f,
\end{align*}$$

(3.1)

where $x_s \in \mathbb{R}^n$ and $x_f \in \mathbb{R}^n$ are the initial and terminal states, $x(\cdot)$ is the state trajectory, $u(\cdot)$ is the control-input trajectory, $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$ is the function that describes the system model, $c : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^p$ represents the path constraints and contains all the $p$ inequality constraint functions that determine the feasible region. Moreover, $\Phi : \mathbb{R}^n \rightarrow \mathbb{R}$ and $\ell : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$ form the objective function.
and $\Psi : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is the terminal constraint function. The final time $t_f$ may, or may not, be an optimization variable [Speyer and Jacobson, 2010]. For notational convenience, the term optimal control problem (OCP) is used when referring to a problem of this type further on in this thesis.

The solution to the OCP in (3.1) is a state and control-input trajectory

$$(x(t), u(t)), \quad t \in [t_i, t_f]$$

where the state trajectory is given by:

$$x(t) = x(t_i) + \int_{t_i}^{t} f(x(\tau), u(\tau)) d\tau, \quad t \in [t_i, t_f].$$ (3.2)

The OCP in (3.1) can be solved by applying any of the three approaches Hamilton-Jacobi-Bellman (HJB), indirect methods or direct methods [Diehl et al., 2006] (as illustrated in Figure 3.1). In the first approach, the principle of optimality is used to obtain a partial differential equation in state space, known as the HJB equation, which represents the continuous counterpart to the discrete-time dynamic programming approach. However, due to the curse of dimensionality, this approach is only applicable for small-scale problems [Diehl et al., 2006]. Indirect methods use the necessary conditions of optimality of the OCP in (3.1), described by Pontryagin’s maximum principle (PMP), to obtain a boundary value problem (BVP) that is given by a set of ordinary differential equations (ODEs) [Bryson and Ho, 1975]. In general, this BVP needs to be solved numerically, which makes it common to refer to this method as a “first optimize, then discretize” approach. Finally, direct methods solve the infinite-dimensional OCP by first reformulating it into a finite-dimensional NLP problem. After this reformulation, it is possible to use any of the optimization methods described in Chapter 2 to solve the problem, making it a “first discretize, then optimize” approach [Diehl et al., 2006].

In this thesis, direct methods for solving OCPs are used. The main reasons for this choice of method are that indirect formulations are often hard to solve in practice [Betts, 2010], and that there exist several software packages for solving the reformulated NLP problem with these methods, such as ACADO [Houska et al., 2011],

**Figure 3.1:** Different approaches to solve constrained continuous-time optimal control problems such as (3.1) [Diehl et al., 2006].
3.2 Direct methods for optimal control

In direct methods for solving OCPs as the one in (3.1), the infinite number of decision variables are finitely parameterized such that it is possible to transform the problem in (3.1) into an NLP. In this section, a brief description of three well-known direct methods are given: direct single shooting, direct multiple shooting and direct collocation. The notation and material in this section is inspired by [Diehl et al., 2006].

3.2.1 Direct single shooting

All shooting methods use an embedded ODE solver which makes it possible to rewrite, or even eliminate, the constraints of the continuous-time dynamics in (3.1) such that they can be handled by a general NLP solver. This is done by parameterizing the control signal $u(t)$. One of the most widely used approaches is letting the control signal be constant on each phase of a uniform discretization of time with $\{t_k\}_{k=0}^N$, i.e., $t_k = t_0 + k\Delta t$ and $t_0 = t_i$, where $\Delta t$ is an optimization variable. This parameterization can be written as:

$$u(t; z) = u_k, \quad t \in [t_k, t_{k+1}]$$  \hspace{1cm} (3.3)

with $z = \{u_0, u_1, \ldots, u_{N-1}\}$.

In direct single shooting the continuous-time dynamics constraints are removed by forward integration of the system, starting at the initial state $x_s$ and applying the parameterized control input in (3.3), which results in the state trajectory $x(t; z)$. Thus, the OCP in (3.1) can be posed as:

$$\min_{z, \Delta t} \Phi(x(t_N; z)) + \int_{t_i}^{t_f} \ell(x(t; z), u(t; z))dt$$  \hspace{1cm} (3.4)

subject to $g(x(t_k; z), u(t_k; z)) \preceq 0, \quad k \in \mathbb{Z}_{0,N}$

$$\Psi(x(t_N; z)) = x_f,$$

where both the state trajectory and the integral in the objective function can be computed using numerical integration techniques such as Runge-Kutta methods [Betts, 2010]. Hence, it is possible to use state-of-the-art ODE solvers with an adaptive step size for error control [Diehl et al., 2006]. The problem is now in the form of a standard NLP and can be solved, e.g., using any of the methods in Section 2.4. The main drawbacks with this method are that the ODE solution $x(t; z)$ can be severely nonlinear with respect to $z$, and that unstable systems are difficult to handle due to numerical sensitivities [Diehl et al., 2006].
3.2.2 Direct multiple shooting

In direct multiple shooting, the problem is formulated as a collection of \( N \) phases. By assuming, as in the case of single shooting, piecewise constant control signals \( u_k \), the ODE is in multiple shooting separately solved on each interval, starting from an artificial initial state value \( s_k \):

\[
\begin{align*}
\dot{x}_k(t) &= f(x_k(t), u_k), \quad t \in [t_k, t_{k+1}] \\
x_k(t_k) &= s_k.
\end{align*}
\]

This approach produces trajectory sequences \( x_k(t; s_k, u_k) \) for each phase, where the semicolon indicates that the trajectories are determined by the initial state values \( s_k \) and the constant control input \( u_k \). The NLP decision variables are thus given by \( z = \{s_0, u_0, s_1, u_1, \ldots, s_N\} \) [Diehl et al., 2006], which gives the following NLP formulation:

\[
\begin{align*}
\text{minimize} \quad \Phi(s_N) + \sum_{k=0}^{N-1} \ell_k(s_k, u_k) \\
\text{subject to} \quad s_0 &= x_s, \\
s_{k+1} &= f_k(s_k, u_k), \quad k \in \mathbb{Z}_{0:N-1} \\
g(s_k, u_k) &\preceq 0, \quad k \in \mathbb{Z}_{0:N} \\
\Psi(s_N) &= x_f.
\end{align*}
\]

Here, the constraints \( s_{k+1} = f_k(s_k, u_k) \triangleq x_k(t_{k+1}; s_k, u_k) \) are the so-called continuity constraints that connect the subsequent phases. The objective function is here given by a sum of the numerically computed integrals for each phase [Diehl et al., 2006]. One obvious difference in multiple shooting compared to single shooting is that the dimension of the problem increases. However, sparsity in the direct multiple shooting formulation can be utilized for faster computations. Some of the benefits of using direct multiple shooting instead of direct single shooting are that it is possible to initialize both the state and control-input trajectories, it is more numerically stable such that unstable systems can be better handled and that it can robustly handle path and terminal constraints [Betts, 2010].

3.2.3 Direct collocation

Another widely used approach is the direct collocation method. In this method, the OCP is, similarly as in the shooting methods, discretized on a grid \( \{t_k\}_{k=0}^N \). Here, each interval \( [t_k, t_{k+1}] \), \( t_{k+1} - t_k = \Delta t \) is denoted a collocation interval. On each collocation interval, \( m \) collocation points \( \{t_k^{(1)}, \ldots, t_k^{(m)}\} \) are chosen and the state trajectory is approximated by a polynomial:

\[
p_k(t; v_k) = \sum_{i=0}^{m} v_{k,i} t^i,
\]

where \( v_k \in \mathbb{R}^m \) is the coefficient vector. At the collocation points, equality constraints are added to ensure that the derivative of the polynomial approximation
of the state trajectory coincides with the function \( f(x,u) \) that describes the system model. By again representing the initial state values with \( s_k \), and assuming that the control signal \( u_k \) is constant on each collocation interval, these constraints are given by:

\[
s_k = p_k(t_k; v_k) = \sum_{i=0}^{m} v_{k,i} t^i, \quad (3.8a)
\]

\[
f(p_k(t_k^{(1)}; v_k), u_k) = p'_k(t_k^{(1)}; v_k) = \sum_{i=1}^{m} iv_{k,i}(t_k^{(1)})^{i-1}, \quad (3.8b)
\]

\[
\vdots
\]

\[
f(p_k(t_k^{(m)}; v_k), u_k) = p'_k(t_k^{(m)}; v_k) = \sum_{i=1}^{m} iv_{k,i}(t_k^{(m)})^{i-1}. \quad (3.8c)
\]

By letting the constraints on each collocation interval in (3.8) be compactly represented as \( b_k(s_k, v_k, u_k) = 0 \), and the decision variables be represented by:

\[
z = \{s_0, v_0, u_0, \ldots, s_{N-1}, v_{N-1}, u_{N-1}, s_N\}, \quad (3.9)
\]

the following NLP is obtained:

\[
\begin{align*}
\text{minimize} & \quad \Phi(s_N) + \sum_{k=0}^{N-1} \ell_k(s_k, v_k, u_k) \\
\text{subject to} & \quad s_0 = x_s, \\
& \quad s_{k+1} = p_k(t_{k+1}; v_k), \quad k \in \mathbb{Z}_{0,N-1} \\
& \quad b_k(s_k, v_k, u_k) = 0, \quad k \in \mathbb{Z}_{0,N-1} \\
& \quad g(s_k, u_k) \preceq 0, \quad k \in \mathbb{Z}_{0,N} \\
& \quad \Psi(s_N) = x_f.
\end{align*} \quad (3.10)
\]

where \( \ell_k(s_k, v_k, u_k) \) denotes the numerical approximation of the objective function on interval \( k \). The obtained NLP is a large, sparse problem where sparsity exploiting solvers can be used for faster computations. The major drawback is that the NLP needs to be re-gridded if adaptive discretization error control should be used. This means that the dimension of the NLP is required to be changed, which is not the case for single and multiple shooting since they can use adaptive ODE solvers [Diehl et al., 2006].

### 3.3 Model predictive control

After (3.1) is solved, e.g., by using any of the techniques in Section 3.2, the computed control-input trajectory \( u(\cdot) \) can be used to control the system towards the terminal state \( x_f \). This approach is commonly referred to as **open-loop control**. However, due to modeling errors and unforeseen external disturbances, the system
will most likely not reach the desired terminal state when the open-loop control law is applied.

In model predictive control (MPC), a closed-loop control law is evaluated point-wise by repeatedly solving an OCP in a receding horizon fashion over a user-defined prediction horizon $T$. Due to this, MPC is sometimes referred to as receding horizon control. At each time instant $t_k$, the MPC control law is computed for an estimated (or measured) current state $\hat{x}(t_k)$ by solving the following OCP:

$$\min_{x_k(t), u_k(t)} \Phi_T(x_k(t_k + T)) + \int_{t_k}^{t_k+T} \ell_{\text{MPC}}(x_k(t), u_k(t)) \, dt$$

subject to

$$\dot{x}_k(t) = f(x_k(t), u_k(t)), \quad t \in [t_k, t_k + T]$$

$$c(x_k(t), u_k(t)) \leq 0, \quad t \in [t_k, t_k + T]$$

$$x_k(t_k + T) \in \mathcal{X}_f,$$

where $\Phi_T : \mathbb{R}^n \rightarrow \mathbb{R}$ is the terminal cost function and $\ell_{\text{MPC}} : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$ is the stage cost function, which are both minimized by the controller. Furthermore, $\mathcal{X}_f \subseteq \mathbb{R}^n$ is the terminal constraint set. After solving (3.11), only the initial part of the obtained control input trajectory, i.e., $u(t) = u^*_k(t)$, $t_k \leq t < t_{k+1}$, is executed. Then, the procedure of solving (3.11) is repeated at the next time instant $t_{k+1}$ with an updated estimate of the current state $\hat{x}(t_{k+1})$. This receding horizon closed-loop control strategy makes it possible to suppress both modeling errors and various external disturbances acting on the system [Maciejowski, 2002].

The selection of the cost functions and the terminal constraint set in (3.11) are crucial to ensure stability properties in terms of recursive feasibility and convergence for the controller [Mayne et al., 2000]. If a reference trajectory $(\hat{x}(\cdot), \hat{u}(\cdot))$ is available, a popular choice is to define $\hat{x}_k(t) = x_k(t) - \bar{x}(t)$ and $\hat{u}_k(t) = u_k(t) - \bar{u}(t)$ and use the following cost functions in the controller:

$$\ell_{\text{MPC}}(\hat{x}_k(t), \hat{u}_k(t)) = \|\hat{x}_k(t)\|_Q^2 + \|\hat{u}_k(t)\|_R^2,$$  

$$\Phi_T(\hat{x}_k(t_k + T)) = \|\hat{x}_k(t_k + T)\|_P^2.$$  

(3.12a)  

(3.12b)

Here, $Q \succeq 0$, $R > 0$ and $P \succeq 0$ are design matrices. One popular choice of $P$ is to use the solution of the continuous-time algebraic Riccati equation when the system is linearized at a working point $(\bar{x}_w, \bar{u}_w)$. In this case, the terminal cost will represent an approximation of the remaining cost-to-go for an infinite-horizon linear quadratic (LQ) controller [Findeisen and Allgöwer, 2002]. To ensure stability, one approach is to select $\mathcal{X}_f$ such that the system is sufficiently close to the working point $(\bar{x}_w, \bar{u}_w)$ at the end of the horizon [Mayne et al., 2000].

Instead of tracking a reference trajectory, it is possible to use the same performance measure as in the original problem formulation (3.1), i.e., to let

$$\ell_{\text{MPC}}(x_k, u_k) = \ell(x_k, u_k).$$  

(3.13)

This is commonly referred to as economic MPC, which was first introduced as a control strategy within the process industry [Rawlings and Amrit, 2009]. The main
idea is that the desired control objective is not necessarily to stabilize the system at a given set-point or around a pre-computed reference trajectory, but rather to optimize economic considerations such as the energy consumption. A survey on different selections of terminal constraints and modifications of the cost functions to ensure stability for an economic MPC controller are given in, e.g., [Faulwasser et al., 2018].
The meaning of the term *optimal motion planning* depends on the field of subject and the applications [LaValle, 2006]. In this thesis, the term refers to the problem of finding a feasible and locally optimal trajectory for a nonlinear system from an initial state to a terminal state in an environment that includes obstacles. In the literature, there is a vast variety of different methods that can be used to solve motion planning problems and produce feasible or optimized trajectories [Latombe, 2012, LaValle, 2006, Paden et al., 2016]. This chapter introduces the optimal motion planning problem and defines some important terms within the field. Furthermore, a commonly used sequential solution concept for motion planning problems is presented, which is followed by an overview of sampling-based motion planning techniques.

### 4.1 Nonlinear system models

The function $f(x,u)$ that describes the system model in (3.1) can have several different properties which influence the difficulty of finding a solution to the motion planning problem. In this section, some important system model characteristics in motion planning for nonlinear systems are briefly discussed.

#### 4.1.1 Dynamics and kinematics

Kinematics is the branch of classical mechanics which describes the motion of a system without considering the forces and accelerations that cause a motion [Murray et al., 1994]. Hence, a system model is in this thesis denoted as *kinematic* if it is derived based on velocity constraints only. On the other hand, the field of dynamics studies how applied forces and torques affect the motion of a system, such as Newton’s second law of motion [Murray et al., 1994]. Hence, it is reasonable...
that a dynamic model should consider these forces and torques. However, in the
definition of *kinodynamic motion planning* [Donald et al., 1993], it is also used to
denote that limitations on higher-order derivatives, such as accelerations and/or
jerks, are considered in the motion planning phase [LaValle, 2006]. Using this
definition, a system model is denoted *dynamic* in this thesis if any higher-order
derivatives are considered in the system model.

### 4.1.2 Holonomic or nonholonomic

Holonomic and nonholonomic properties are related to what type of constraints on
the velocity of the system that are present. A constraint is said to be holonomic
(or integrable) if it restricts the attainable states of the system to a smooth hy-
persurface, and otherwise the constraint is said to be nonholonomic. This implies
that holonomic constraints can be converted to constraints that do not involve any
time derivatives of the system states [Murray et al., 1994]. One example of a non-
holonomic system is a car. The car is unable to move sideways or rotate in place,
but it is well known that it is possible to park a car at any position and orienta-
tion. Thus, the constraints imposed on the car are nonholonomic since the system
is able to attain any feasible state, even though the motion is *locally* restricted.
For a detailed description of holonomic and nonholonomic properties, the reader is
referred to [Murray et al., 1994]. Planning the motion for a nonholonomic system
is often a complicated task due to the locally restricted motion capability [Li and
Canny, 2012].

### 4.2 Problem formulation

In this thesis, continuous-time nonlinear systems in the form

\[
\dot{x}(t) = f(x(t), u(t)), \quad x(t_i) = x_s, \tag{4.1}
\]

are considered, where \(x_s\) is the initial state at time \(t_i\), while \(x \in \mathbb{R}^n\) and \(u \in \mathbb{R}^m\)
denote the state and control input of the system, respectively. These are subject
to the following constraints:

\[
x \in \mathcal{X} \subseteq \mathbb{R}^n, \quad u \in \mathcal{U} \subseteq \mathbb{R}^m, \tag{4.2}
\]

where \(\mathcal{X}\) and \(\mathcal{U}\) describe the physical constraints on the states and controls, which
typically are described by convex sets. Furthermore, the system should not collide
with obstacles in the surrounding environment, where an obstacle can be either
static or dynamic. The region occupied by static obstacles is \(\mathcal{X}_{\text{obst}}^s\), and the time-
varying region for dynamic obstacles is \(\mathcal{X}_{\text{obst}}^d(t)\). Thus, the complete obstacle
region is defined as the union of static and dynamic obstacles

\[
\mathcal{X}_{\text{obst}}(t) = \mathcal{X}_{\text{obst}}^s \cup \mathcal{X}_{\text{obst}}^d(t) \subset \mathbb{R}^n. \tag{4.3}
\]

Using this definition, the state space is constrained as:

\[
x(t) \in \mathcal{X}_{\text{free}}(t) = \mathcal{X} \setminus \mathcal{X}_{\text{obst}}(t). \quad (4.4)
\]
This constraint is in general non-convex since $\mathcal{X}_{\text{free}}$ is defined as the complement set of $\mathcal{X}_{\text{obst}}$.

The optimal motion planning problem can now be defined as the problem of computing a feasible (i.e., satisfying (4.1)-(4.4)) state and control input trajectory $(x(\cdot), u(\cdot))$ that moves the system from $x_s \in \mathcal{X}_{\text{free}}(t_i)$ to a desired terminal state, $x_f \in \mathcal{X}_{\text{free}}(t_f)$, while a performance measure $J$ is minimized. This problem can be posed as the following continuous-time OCP:

$$\begin{align*}
\text{minimize} & \quad J = \int_{t_i}^{t_f} \ell(x(t), u(t)) dt \\
\text{subject to} & \quad x(t_i) = x_s, \quad x(t_f) = x_f, \quad (4.5) \\
& \quad \dot{x}(t) = f(x(t), u(t)), \quad t \in [t_i, t_f] \\
& \quad x(t) \in \mathcal{X}_{\text{free}}(t), \quad t \in [t_i, t_f] \\
& \quad u(t) \in \mathcal{U}, \quad t \in [t_i, t_f].
\end{align*}$$

In some applications, the equality constraint for the terminal state is represented by a terminal region $x(t_f) \in \mathcal{X}_f$ [LaValle, 2006], but in this thesis the focus is on problems where it is desired to reach the terminal state exactly.

Since the motion planning problem (4.5) is an OCP, it can be solved using optimal control techniques described in Chapter 3. The advantages of using optimal control are that state and control constraints can easily be incorporated in the problem formulation, and that it is straightforward to change the nonlinear model of the system and the performance measure (i.e., objective function), and to define and update problem parameters. In recent years, the popularity of these methods have increased for real-time online motion planning due to increased computational resources and the development of robust nonlinear optimization algorithms [Bitar et al., 2020, Martinsen et al., 2019, Schulman et al., 2014, Zhang et al., 2020, Ziegler et al., 2014].

The main challenge with optimization-based approaches for solving (4.5) is that the constraint $x(t) \in \mathcal{X}_{\text{free}}(t)$ introduces the combinatorial aspect of selecting which side to pass an obstacle. Hence, there usually exist several possible classes of solutions which makes the choice of initialization strategy crucial for a reliable and fast convergence. Another challenge to handle is the nonlinear system model, which further complicates the problem. This combination makes the motion planning OCP (4.5) in general hard to solve by directly invoking a solver based on direct methods for optimal control. Instead, motion planning algorithms are often used to compute a suboptimal solution [LaValle, 2006]. In the following sections, some commonly used motion planning approaches are discussed.

### 4.3 Sequential solution concept

To compute a suboptimal solution to the problem in (4.5), many motion planning algorithms divide the problem into three steps: path planning, path optimization and velocity planning [LaValle, 2006] which are solved sequentially. The inputs to
the motion planner are a terminal state provided by a higher-level task planner and a description of the environment provided by the perception and localization subsystem. Based on these inputs, the motion planner computes a motion plan following the three steps illustrated in Figure 4.1.

The path planning step consists of computing a collision-free path from the initial state to the terminal state. By introducing the path parameter \( s \geq 0 \), where \( s \) represents the progression along the path, this step traditionally aims at computing a path \( x(s) \) using a classical planning algorithm. In this step, the constraints on the motion of the system are usually neglected and instead handled in later steps. In the second step, the path from the path planning step is transformed, or smoothened, such that the path satisfies constraints on the system based on, e.g., wheel motions for a nonholonomic vehicle [LaValle, 2006]. In the path planning and optimization steps, dynamic obstacles are disregarded since time is not considered in these steps. The final step is performed by the velocity planner. Since the direction of motion is already decided by the previous steps, what remains for the velocity planner is to compute a speed profile \( \dot{s}(t) \) along each path segment. It is computed such that the system does not collide with any dynamic obstacles while minimizing some performance measure, e.g., related to comfort or smoothness, and also respecting velocity and acceleration constraints. The relation between a path and a trajectory can thus be described as follows

**Definition 4.1 (Path trajectory relation).** A path is represented as \((x(s), u(s)), s \in [0, s_g] \) and a trajectory is a time-parameterized path \((x(s(t)), u(s(t))), t \in [t_i, t_f] \).

In the literature, several approaches to solve these steps have been suggested. One approach is to use B-splines or Bezier curves to compute smooth paths for differentially flat systems, either to smoothen a sequence of waypoints, for example generated by a classical path planner [Piazzi et al., 2007, Yang and Sukkarieh,
or as steering functions within a sampling-based motion planner [Banzhaf et al., 2018, Oliveira et al., 2018a]. The use of these methods is computationally efficient since the model of the system can be described analytically. However, these methods are not applicable to non-flat systems, such as, e.g., many truck and trailer systems [Rouchon et al., 1993]. Furthermore, it is difficult to optimize the path with respect to a general performance measure. Another popular method, which is used in this thesis, is to formulate the problem as an OCP and use direct methods for optimal control to transform the problem to an NLP. Due to non-convex constraints that represent the obstacles and the nonlinear system model, a well-informed initialization strategy is crucial to converge to a good local optimum [Nocedal and Wright, 2006]. A straightforward initialization strategy is to use linear interpolation between the initial state and terminal state [Rao, 2009]. This can however often lead to convergence issues in cluttered environments, which is shown in both Paper A and [Zhang et al., 2018]. A more sophisticated initialization strategy is to use the solution from a sampling-based path planner. In this case, the solution from the path planning step is used as initialization from where the NLP solver can converge to a locally optimal solution. In previous work in the literature, the vehicle models used by the path planner for initialization are simplified; either they disregard the system dynamics completely (classical motion planning) [Campos-Macías et al., 2017, LaValle, 2006], or partially (respecting only kinematic constraints) [Andreasson et al., 2015, Zhang et al., 2018]. The use of a classical motion planning initialization strategy is shown in [Zhang et al., 2020] to cause problems for vehicles with nonholonomic constraints (illustrated here in Figure 4.2). Initializations based on a planned path using a kinematic model will in general be infeasible in the actual problem to be solved, and potentially not continuously transformable into a feasible solution which will make it impossible for the NLP solver to converge to a feasible solution [Stoneman and Lampariello, 2014]. Furthermore, the objective function in the sampling-based planner can only consider states that are represented in the chosen simplified model description, which might cause it to find an initialization far from a local minimum.

A unified motion planning algorithm that handles all of the involved steps simultaneously is desirable, since the sequential approach often leads to suboptimal solutions [LaValle, 2006]. The next section provide a detailed description of sampling-based motion planning, which is a widely used motion planning approach for dynamical systems.
4.4 Sampling-based motion planning

The perhaps most commonly used approach for solving motion planning problems is to apply sampling-based motion planners. This section outlines a general framework which corresponds to a generalization of sampling-based algorithms used for classical motion planning where the system dynamics and kinematics are neglected [LaValle, 2006]. In general, the sampling-based algorithms search for a solution to (4.5) by constructing a directed graph $G = (\mathcal{V}, \mathcal{E})$ incrementally online, where a vertex $x_k \in \mathcal{V}$ represents a state of the system and an edge $e_k \in \mathcal{E}$ represents a motion that satisfies all the constraints imposed on the system given in (4.5). A general sampling-based motion planning algorithm is outlined in Algorithm 4.1. In the following sections, some parts of the algorithm are described in detail.

4.4.1 Steering function

The main difference between Algorithm 4.1 and classical sampling-based motion planning algorithms is that a steering function (step 3) is required to be able to compute a feasible motion between two nearby states. The output from the steering function is a feasible motion $e_k$ from $x_k$ to $x_{k+1}$ with an associated cost $J(e_k)$. This cost is used in the graph search to compute the cost to reach states from $x_s$ and is in the end used to determine the optimal solution from $x_s$ to $x_f$. For general nonlinear systems and performance measures, the steering function
Algorithm 4.1: Sampling-based motion planning

1: **Initialization**: Let \( G = (V, E) \) represent a directed graph, where \( V \) contains the initial state \( x_s \) and \( E \) is empty.
2: **Expansion**: Choose a vertex \( x_k \in V \) to expand and select a desired system state \( x_{k+1} \in X_{\text{free}}(t) \) to connect with \( x_k \).
3: **Steering function**: Try to compute a collision-free and dynamically feasible motion \( e_k \) from \( x_k \) to \( x_{k+1} \). If this stage fails, return to step 2.
4: **Insertion**: Insert \( x_{k+1} \) in \( V \) and \( e_k \) in \( E \) if \( x_{k+1} \) is not a duplicate, or if \( x_{k+1} \in V \) and the current cost-to-come to \( x_{k+1} \) is higher than the candidate cost. Otherwise, return to step 2.
5: **Solution check**: If \( x_{k+1} = x_f \), mark the candidate trajectory from \( x_s \) to \( x_f \) as a feasible solution to the problem.
6: **Termination check**: If a termination condition is satisfied, return the solution with the lowest cost. Otherwise, return to step 2.

requires the solution of an OCP in the form of

\[
\begin{align*}
\text{minimize} & \quad \int_{t_k}^{T} \ell(x(t), u(t))\,dt \\
\text{subject to} & \quad x(t_k) = x_k, \quad x(T) = x_{k+1}, \\
& \quad \dot{x}(t) = f(x(t), u(t)), \quad t \in [t_k, T] \\
& \quad x(t) \in X_{\text{free}}(t), \quad t \in [t_k, T] \\
& \quad u(t) \in U, \quad t \in [t_k, T],
\end{align*}
\tag{4.6}
\]

for each pair of states \((x_k, x_{k+1})\) to connect. This subproblem is often easier to solve than the complete problem (4.5) since the distance between \( x_k \) and \( x_{k+1} \) is typically much shorter than the distance between \( x_s \) and \( x_f \). Many steering functions neglect the collision avoidance constraint \( x(t) \notin X_{\text{obst}}(t) \) and instead rely on a separate collision detection step, which is described in Section 4.4.2. This further simplifies the OCP to be solved, and makes the sampling-based motion planning algorithms compatible with any representation of the environment [LaValle, 2006]. However, unnecessary computations will occur when trajectories that collide with obstacles are selected.

One approach for general nonlinear systems is to use a steering function that only approximately solves (4.6). This is done by selecting a discrete set of available actions in an offline phase, i.e., before attempting to solve the motion planning problems. The resulting set of trajectories is called the motion primitive set, where the motion primitives represent dynamically feasible motions. When a state \( x_k \) has been selected for expansion, these motion primitives can be used by the steering function to, e.g., bring the system as close as possible to \( x_{k+1} \) when being applied from \( x_k \). Some prior work where motion primitives have been used within sampling-based motion planners are [Frazzoli et al., 2002, Howard and Kelly, 2007, Ljungqvist et al., 2019, Pivtoraiko et al., 2009]. A related approach
is to let a closed-loop controller act as the steering function, where the objective for the controller is to steer the system towards the next state $x_{k+1}$. This is done by forward simulation of the system, either for a pre-determined duration or until the system is sufficiently close to $x_{k+1}$ [Kuwata et al., 2008]. As a consequence, this method can reliably be applied to unstable systems, where the controller is used to stabilize the system [Evestedt et al., 2016]. The main drawback is that the use of these types of inexact steering functions limits the sampling-based algorithm to find solutions within a terminal region, i.e., $x_f \in \mathcal{X}_f$, since it can not be guaranteed that it is possible to reach the terminal state $x_f$ precisely.

For linear systems without any other imposed constraints on the state and control signal, PMP can be applied to derive analytical solutions to the steering function OCP (4.6) [Werling et al., 2012]. Analytical solutions also exist for some nonlinear systems, such as shortest path solutions for car-like vehicles based on Dubins [Dubins, 1957] or Reeds-Shepp [Reeds and Shepp, 1990] car models. Recently, these results have been extended to account for higher-order differentiability on the path curvatures such as the work in [Fraichard and Scheuer, 2004, Oliveira et al., 2018b]. Furthermore, there exist analytical solutions for differentially flat systems, such as multirotors [Mellinger and Kumar, 2011], where it is possible to compute polynomial functions in the flat outputs to generate candidate solutions between two states [LaValle, 2006]. The main benefit of these methods is that the steering function can be computed fast. However, it is difficult to optimize a general performance measure, and to encode path constraints imposed on the non-flat outputs of the system.

### 4.4.2 Collision detection

An important part of step 3 in Algorithm 4.1 is to be able to efficiently detect if the motion computed by the steering function leads to a collision with obstacles. As discussed in Section 4.4.1, collision avoidance is usually decoupled from the steering function in order to be compatible with any representation of the environment. Moreover, static and dynamic obstacles are often treated differently. This is since future states of the dynamic obstacles need to be predicted, which is usually performed by a separate tracking and prediction module. The details of this module are outside the scope of this thesis, but interested readers are referred to work such as [Batkovic et al., 2018, Deo et al., 2018, Hubmann et al., 2018, Wiest et al., 2012].

A popular approach for collision detection is to use bounding regions to check for collision between the system and surrounding obstacles. Some commonly used representations of bounding regions are illustrated in Figure 4.3. The use of circular bounding regions is the most simple and computationally cheap representation. As an example, a circle at $p_1 = (x_1, y_1)$ with radius $r_1$ does not intersect a circle at $p_2 = (x_2, y_2)$ with radius $r_2$ if

$$\|p_1 - p_2\| > r_1 + r_2,$$

which can be used as a criterion to ensure collision avoidance. For elongated bodies such as marine vessels, or multi-body systems such as tractor-trailer systems,
hierarchical representations can be used. Each body is then decomposed into a
tree, where a vertex in the tree represents a bounding region which contains a
subset of the body, see, e.g., Figure 4.3a [LaValle, 2006]. To detect collision when
using a tighter approximation of the bodies, e.g., the convex hull in Figure 4.3b, is
in general more computationally expensive, as it involves computing the distance
between two general convex sets $\mathcal{A}$ and $\mathcal{B}$. This is given as the solution to the
following optimization problem:

$$\text{dist}(\mathcal{A}, \mathcal{B}) = \inf\{\|u - v\| \mid u \in \mathcal{A}, v \in \mathcal{B}\},$$

(4.8)

where $u - v$ can be interpreted as the smallest transition that puts $\mathcal{A}$ and $\mathcal{B}$ in
contact [Schulman et al., 2014]. One algorithm that can be used to compute this
distance between two general convex sets is the Gilbert-Johnson-Keerthi (GJK)
algorithm [Bergen, 1999].

Another commonly used approach for collision detection is to discretize the
environment into cells that are either classified as occupied or free, such as occu-
pancy grid maps in 2D [Elfes, 1989] or OctoMaps in 3D [Hornung et al., 2013].
In these approaches, the system is considered to be in collision if any part of the
system’s body is within a cell that is classified as occupied. The main benefit of
this approach is its simplicity: it is both fast to evaluate and straightforward to
implement when the environment is explored using sensors such as lidar and/or
radar [Hornung et al., 2013]. The occupancy grid representation can be extended
by associating each cell with a real-valued cost, rather than a binary representation.
This makes it possible to promote trajectories computed by the sampling-based
motion planner that keeps a safety distance to obstacles [Ferguson and Likachev,
2008], which is illustrated in Figure 4.4.

4.4.3 Expansion strategy

The order in which states $x_k$ are selected for expansion in step 2 of Algorithm 4.1 is
a critical choice for the performance of a sampling-based motion planner [LaValle,
Figure 4.4: Illustration of the conceptual difference between using a binary occupancy grid map (a) and a real-valued cost map (b). The use of an occupancy grid map results in a trajectory that is close to the boundary of the obstacle in the middle. This is avoided in (b) where the cost map is used to promote trajectories that keep a safety distance to obstacles.

2006]. The state to expand from, $x_k$, and the desired state to connect to, $x_{k+1}$, are selected by either randomized or deterministic sampling strategies [LaValle, 2006]. Randomized sampling methods draw random samples of $x_{k+1}$ from $X_{\text{free}}$ and then finds the nearest neighbor $x_k \in V$. A steering function is then used which aims at connecting these states, as described in Section 4.4.1. A randomized sampling strategy typically leads to tree-shaped search spaces [LaValle, 2006]. Many sampling-based motion planning algorithms with random sampling are based on the standard Rapidly-exploring Random Tree (rRT) algorithm [Lavalle, 1998], which was originally developed for solving motion planning problems without considering system dynamics or kinematics. Several methods based on the rRT algorithm have been proposed to account for system models, e.g., [Frazzoli et al., 2002, LaValle and Kuffner Jr, 2001]. Another extension is rRT* for dynamical systems [Karaman and Frazzoli, 2013, Stoneman and Lampariello, 2014], where a rewiring step of the search tree is added such that asymptotic optimality guarantees can be obtained [Karaman and Frazzoli, 2013]. A drawback of rRT* for dynamical systems is that the steering function requires the solution of an OCP between each pair of states that are selected for connection or rewiring online, a process which for a general nonlinear system can be computationally demanding or even intractable. In [Kuwata et al., 2008], rRT is instead used to sample the input to a closed-loop system with an underlying controller (CL-rRT), i.e., using an inexact steering function. On the downside, no optimization of the search tree by rewiring (as used in rRT*) can be performed with CL-rRT since states cannot be connected exactly with this choice of steering function. For a more detailed description of sampling-based motion planning with random sampling, the reader is referred to the rRT-related references [Karaman and Frazzoli, 2013, Kuwata et al., 2008, Lavalle, 1998, Stoneman and Lampariello, 2014] and [Evestedt, 2016, Ljungqvist, 2019].
For deterministic sampling strategies, a heuristic function \( h(x_k, x_f) \) is usually used to approximate the cost-to-go, i.e., the cost to reach \( x_f \) from \( x_k \in \mathcal{V} \). This value, together with the cost-to-come, i.e., the cost to reach \( x_k \) from the initial state, guides the expansion step to select the most promising candidate \( x_k \in \mathcal{V} \) to expand. If the heuristic function is a good approximation of the actual optimal cost-to-go from \( x_k \) to \( x_f \), here denoted \( h^*(x_k, x_f) \), the search conducted in Algorithm 4.1 will be able to find a solution faster [Hart et al., 1968]. To ensure that the algorithms are able to provide optimality guarantees, the heuristic function needs to satisfy some properties. Let \( J(e_k) \) denote the cost of a feasible motion \( e_k \) from \( x_k \) to \( x_{k+1} \). Then, optimality guarantees are maintained if the heuristic function \( h \) has the following properties [Korf and Reid, 1998]:

1. Admissible: \( h(x_k, x_f) \leq h^*(x_k, x_f) \), \( x_k \in \mathcal{V} \).
2. Consistent: \( h(x_k, x_f) \leq J(e_k) + h(x_{k+1}, x_f) \), \( x_k \in \mathcal{V} \) with successor state \( x_{k+1} \in \mathcal{V} \).

Most admissible heuristic functions are also consistent. Furthermore, an inconsistent but admissible heuristic function can be transformed into a consistent heuristic function that is a more accurate approximation than the original one [Korf and Reid, 1998]. In this thesis, a deterministic sampling strategy in terms of a lattice-based motion planner is used. This type of motion planner and the reason for choosing it is further described in the next section.

### 4.5 Lattice-based motion planning

The key idea with a lattice-based motion planner is to restrict the control inputs to a discrete subset of the admissible inputs and hence transform the optimal motion planning problem in (4.5) to a discrete graph search problem [Pivtoraiko and Kelly, 2005]. This transformation can be performed since the attainable states can be represented by a lattice structure, i.e., neighboring states can be reached by addition or subtraction of motion segments. There are two different approaches that are used to generate a lattice for motion planning [Howard et al., 2008]:

1. Control sampling: The control space is sampled in a way such that the resulting sampling in the state space has desired properties in terms of discrepancy and dispersion. This strategy relies on forward simulations of the system online.

2. State lattice: First, a desired state-space discretization \( \mathcal{X}_d \) is selected. Then, an OCP solver is used offline to connect several states in the discretized state space.

In this thesis, the state-lattice methodology will be used. The state-lattice formulation has mainly been used for position invariant systems operating in unstructured environments. The benefits of using a state lattice are that it is possible to design the state-space discretization depending on the application, and the potentially complex relation of how the control signal affects the states of the system is handled offline by the OCP solver. The latter also means reduced online computations.
since no forward simulations of the system are needed during online planning [Pivtoraiko and Kelly, 2011]. It is also much easier to create regular lattices, which will cover a larger volume of the search space in fewer samples [LaValle, 2006].

The use of a regular state lattice will lead to that the graph $G = (V, E)$ in Algorithm 4.1 becoming cyclic, since many combinations of edges $e \in E$ will arrive at the same state $x_k \in V$. This enables the possibility of using cyclic graph search methods such as bidirectional search and exact pruning for a faster online planning [Pivtoraiko and Kelly, 2011].

### 4.5.1 State-lattice construction

The aim of the state-lattice construction is to compute a motion primitive set $P$ which contains feasible motions that move the system between different discretized states $x_d \in \mathcal{X}_d$. This set is then used to solve the motion planning problems by concatenating a sequence of compatible motion primitives. Thus, the motion primitives act as precomputed steering functions within the sampling-based motion planner outlined in Algorithm 4.1, where the successor states are deterministically sampled offline. The state-lattice construction procedure can be divided into three different steps which are all performed offline [Pivtoraiko et al., 2009] (illustrated in Figure 4.5):

1. Discretize the state space to obtain a discrete search space $\mathcal{X}_d$.
2. Select which pairs of states to connect in the discretized representation.
3. Solve the OCPs defined in the previous step to compute the motion primitive set $P$. 

**Figure 4.5:** An illustration of the three steps in the state-lattice construction. (1) Discretize the state space, (2) select connectivity, (3) solve resulting OCPs.
The first step is to decide how the state space should be discretized, i.e., how to choose \( X_d \). This is done by selecting which fidelity of the state space that should be used in the search space for the planner. As an example for car-like vehicles, the first step could be to determine the fidelity of the position, orientation and steering angle of the vehicle [Pivtoraiko et al., 2009].

The second step is to select which pairs of states to connect in the discretized search space. If the system is position invariant, it is only required to compute motion primitives from states positioned at the origin. These motion primitives can then be translated and reused at all positions on the grid [Pivtoraiko et al., 2009]. Furthermore, if the system is orientation invariant, rotational symmetries of the system can be exploited such that it is only required to compute motion primitives from a few initial headings. These motions can then be mirrored and/or rotated to the other initial headings to obtain the full motion primitive set [Pivtoraiko and Kelly, 2005]. Ideally, all possible initial states positioned at the origin should be connected directly to all terminal states in the discrete state space. However, this is intractable in practice since the required memory usage, offline computation and online search time (with obstacles present) would be intractable. Instead, a smaller number of connections are chosen, such that the resulting reachability graph \( G_r(x_s, P) \) (which encodes the set of all possible trajectories from \( x_s \) given \( P \)) sufficiently well resembles the true forward reachable set of the system [LaValle, 2006].

The procedure of how to select which states to connect is application dependent; systems that are more agile or systems working in environments with a lot of obstacles should have a dense connectivity selection. However, it is also a trade-off between optimality and online computation time, since the number of motion primitives defines the branching factor online, i.e., the number of edges that are explored in the graph for each node expansion. Hence, the complexity of the graph search problem to be solved online scales exponentially with the number of applicable motion primitives \( P(x) \) from each discrete state \( x \in X_d \) [Pivtoraiko et al., 2009].

Finally, the ocp's defined by the second step need to be solved to obtain the motion primitive set. In this thesis, a motion primitive \( m \in P \) is defined as:

\[
m = (x_m(t), u_m(t)) \in X \times U, \ t \in [0, T_m],
\]

and represents a feasible trajectory that moves the system from an initial state \( x_m(0) = x_{start} \in X_d \) to a terminal state \( x_m(T_m) = x_{final} \in X_d \) by applying the control inputs \( u_m(\cdot) \), where \( x_{start} \in X_d \) and \( x_{final} \in X_d \) are given by the connectivity selection in the previous step. The motion primitives are computed by solving the following ocp:

\[
\begin{align*}
\minimize_{x(\cdot), u(\cdot), T} & \int_{t=0}^{T} \ell(x(t), u(t)) \, dt \\
\text{subject to} & \quad x(0) = x_{start}, \quad x(T) = x_{final}, \\
& \quad x(t) = f(x(t), u(t)), \quad t \in [0, T] \\
& \quad x(t) \in X, \quad u(t) \in U, \quad t \in [0, T]
\end{align*}
\]

(4.9)
for each combination of $x_{\text{start}}$ and $x_{\text{final}}$ from the connectivity step. Since these calculations are performed offline, the obstacle constraints, $x(t) \notin X_{\text{obst}}(t)$ in (4.5), are so far unknown and hence disregarded in (4.10). Instead, they are considered in the collision detection step (see Section 4.4.2). The cost function can be chosen as any smooth function of the states and control signals. For autonomous vehicles, one function that is commonly used is:

$$\ell(x(t), u(t)) = 1 + \|x(t)\|_Q^2 + \|u(t)\|_R^2,$$

where the weight matrices $Q \in \mathbb{R}^{n \times n} \succeq 0$ and $R \in \mathbb{R}^{m \times m} \succeq 0$ are used to determine the trade-off between time duration (captured by the integral of the first term in (4.11)) and other measures such as smoothness of a motion [Bitar et al., 2020, Ljungqvist, 2019, Zhang et al., 2020].

One approach to solve the OCPs given in (4.10) is to use direct methods for optimal control, which is a popular method for computing motion primitives [Andersson et al., 2018, Howard and Kelly, 2007, Ljungqvist et al., 2017, Pivtoraiko et al., 2009]. In this thesis, state-of-the-art optimal control software applicable to general nonlinear systems is used to solve the OCPs. In these methods, the continuous-time optimal control problem in (4.10) is reformulated as an NLP problem using methods described in Chapter 3. An example of a resulting motion primitive set for a car-like vehicle is shown in Figure 4.6.
4.5.2 Online planning

After the motion primitive set is computed, it is possible to approximate the OCP in (3.1) with the following discrete OCP:

\[
\begin{align*}
\text{minimize} & \quad J_{\text{lat}} = \sum_{k=1}^{N} L_m(m_k) \\
\text{subject to} & \quad x_1 = x_s, \quad x_{N+1} = x_f, \quad t_1 = t_i, \\
& \quad x_{k+1} = f_m(x_k, m_k), \quad k \in \mathbb{Z}_{1,N} \\
& \quad t_{k+1} = t_k + T_{m_k}, \quad k \in \mathbb{Z}_{1,N} \\
& \quad m_k \in \mathcal{P}(x_k), \quad k \in \mathbb{Z}_{1,N} \\
& \quad c(x_k, m_k, t) \notin \mathcal{X}_{\text{obst}}(t), \quad k \in \mathbb{Z}_{1,N}, \quad t \in [t_k, t_{k+1}].
\end{align*}
\]

The decision variables are the motion primitive sequence \( \{m_k\}_{k=1}^{N} \) and its length \( N \). The cost for each motion primitive, which here corresponds to a stage, is

\[
L_m(m) = \int_{0}^{T_m} \ell(x_m(t), u_m(t))dt.
\]

The state-transition equation in (4.12c) defines the successor state \( x_{k+1} \) after \( m_k \) is applied from \( x_k \) and (4.12d) defines the corresponding time at \( x_{k+1} \). Furthermore, the constraint in (4.12e) ensures that \( m_k \) is selected from the set of applicable motion primitives at \( x_k \). Finally, the constraint in (4.12f) ensures that system does not collide with obstacles during the time interval \([t_k, t_{k+1}]\) when \( m_k \) is applied from \( x_k \).

The problem in (4.12) can be solved online by using efficient graph search methods such as \( A^* \) [Hart et al., 1968], anytime repairing \( A^* \) (ARA*) [Likhachev et al., 2004], etc., making it real-time applicable [Ljungqvist et al., 2017, Pivtoraiko et al., 2009]. Since standard graph search techniques can be used, the lattice-based motion planner inherits the properties and optimality guarantees of the chosen graph search method. Another benefit is that the solution is guaranteed to be feasible with respect to the system model since the motion primitives have been computed by solving (4.10). On the downside, the solutions from a lattice-based planner often suffer from discretization artifacts [Andreasson et al., 2015, Oliveira et al., 2018a], making it desirable to smoothen the state-lattice solution. Another limitation with graph search is that it is only possible to plan from and to states within the selected state-space discretization [LaValle, 2006].

An \( A^* \) search algorithm, inspired by Algorithm 1 in [Evestedt, 2016], tailored for a lattice-based motion planner is outlined in Algorithm 4.2, where the aim is to compute a trajectory that brings the system from \( x_s \) to \( x_f \). The algorithm maintains two sets of nodes: one to be able to keep track of which states that have been visited, \( V_{\text{closed}} \), and one which gathers all the nodes left for exploration, \( V_{\text{open}} \). The nodes in \( V_{\text{open}} \) are sorted according to an estimate of the objective function value represented by \( J_{\text{best}} \). This estimate is calculated as the sum of the cost-to-come defined by \( J_{\text{come}} \), and an estimate of the cost-to-go given by the heuristic
function $h(x, x_f)$. Hence, the node associated with the most promising state is always selected for expansion. Once a node $n_k \in V_{\text{open}}$ has been selected for expansion, each possible feasible motion primitive from the associated state, i.e., $m \in P(n_k, x)$, is applied from $n_k, x$ and the resulting state $x_{\text{next}}$ and corresponding time $t_{\text{next}}$ are calculated (lines 9-10 in Algorithm 4.2). Now, four possible scenarios can occur:

1. If a node associated with $x_{\text{next}}$ is already in the set of closed nodes $V_{\text{closed}}$, the path in the graph between $n_k, x$ and $x_{\text{next}}$ can be pruned since the best solution from $x_s$ to $x_{\text{next}}$ is already known (lines 11-12 in Algorithm 4.2).

2. If the path between $n_k, x$ and $x_{\text{next}}$ is in collision, represented by the constraint $c(n_k, x, m, t) \in \mathcal{X}_{\text{obst}}(t), t \in [n_k, t, t_{\text{next}}]$, the current path in the graph is pruned and the search continues, since the motion is infeasible (lines 13-14 in Algorithm 4.2).

3. If no node associated with $x_{\text{next}}$ exists in $V_{\text{open}}$, a new node for expansion is added to $V_{\text{open}}$ with associated state $x_{\text{next}}$ and time $t_{\text{next}}$, costs $J_{\text{come}}$ and $J_{\text{est}}$, parent node $n_k$ and the applied motion primitive $m$ (lines 18-25 in Algorithm 4.2).

4. If a node $n_j \in V_{\text{open}}$ associated with $x_{\text{next}}$ already exists, but the new cost-to-come $J_{\text{come}}$ is lower than the cost-to-come value to $x_{\text{next}}$ from $n_k, x$, the node is updated with new costs, parent node, motion primitive and time (lines 26-30 in Algorithm 4.2). Otherwise, the previous path in the graph to get to $x_{\text{next}}$ has a lower cost-to-come and the current candidate path in the graph is pruned.

The search for a solution is terminated when a node associated with $x_f$ is selected for expansion, and the solution is obtained by backtracking the parent nodes until a node with the initial state $x_s$ is reached (lines 5-6 in Algorithm 4.2). Optimality of the solution can be ensured since the list of open nodes is sorted according to the estimated objective function value. Hence, under the assumption that the heuristic function is both admissible and consistent, it is not possible to find any better solution with the current motion primitive set that brings the system from $x_s$ to $x_f$ [Hart et al., 1968].

As stated in Section 4.4, the online computational efficiency of a motion planner based on deterministic sampling relies on a well-informed heuristic function to guide the search towards the solution. One alternative that is compatible with lattice-based motion planning is to use a precomputed heuristic look-up table (HLUT). The HLUT typically represents a perfect estimate of the cost-to-go in free space [Knepper and Kelly, 2006]. The HLUT is computed offline by solving a large number of motion planning problems (4.12) in an obstacle-free environment from all initial states $x_{\text{start}} \in \mathcal{X}_d$ positioned at the origin to, e.g., all states $x_{\text{final}} \in \mathcal{X}_d$ positioned within a square centered around the origin with a user-defined side length $\rho$, where the size of the HLUT for a sufficient online planning performance is application dependent. In [Knepper and Kelly, 2006], some techniques for reducing the required memory usage and computation time for storing and generating the HLUT can be found.
Algorithm 4.2: A\textsuperscript{*} search tailored for lattice-based motion planning

1: Initialization: $n_s.x \leftarrow x_s$, $n_s.t \leftarrow t_i$, $\mathcal{V}_{\text{open}} \leftarrow n_s$, $\mathcal{V}_{\text{closed}} \leftarrow \emptyset$.
2: while $\mathcal{V}_{\text{open}} \neq \emptyset$ do
3:     $n_k \leftarrow \mathcal{V}_{\text{open}}.\text{pop}()$
4:     $\mathcal{V}_{\text{closed}}.\text{push}(n_k)$
5:     if $n_k.x = x_f$ then
6:         return back\_track($n_k$)
7:     end if
8:     for each $m \in \mathcal{P}(n_k.x)$ do
9:         $x_{\text{next}} \leftarrow f_m(n_k.x, m)$
10:        $t_{\text{next}} \leftarrow n_k.t + T_m$
11:        if any $n_j.x = x_{\text{next}}$, $n_j \in \mathcal{V}_{\text{closed}}$ then
12:            continue
13:        else if $c(n_k.x, m, t) \in \mathcal{X}_{\text{obst}}(t), t \in [n_s.t, t_{\text{next}}]$ then
14:            continue
15:        else
16:            $J_{\text{come}} \leftarrow n_k.J_{\text{come}} + L_m(m)$
17:            $J_{\text{est}} \leftarrow J_{\text{come}} + h(x_{\text{next}}, x_f)$
18:            if not any $n_j.x = x_{\text{next}}$, $n_j \in \mathcal{V}_{\text{open}}$ then
19:                $n_{\text{next}}.x \leftarrow x_{\text{next}}$
20:                $n_{\text{next}}.t \leftarrow t_{\text{next}}$
21:                $n_{\text{next}}.J_{\text{come}} \leftarrow J_{\text{come}}$
22:                $n_{\text{next}}.J_{\text{est}} \leftarrow J_{\text{est}}$
23:                $n_{\text{next}}.\text{parent} \leftarrow n_k$
24:                $n_{\text{next}}.\text{motion} \leftarrow m$
25:                $\mathcal{V}_{\text{open}}.\text{push}(n_{\text{next}})$
26:            else if any $n_j.x = x_{\text{next}}$ and $J_{\text{come}} < n_j.J_{\text{come}}$, $n_j \in \mathcal{V}_{\text{open}}$ then
27:                $\mathcal{V}_{\text{open}}.\text{update\_cost}(n_j, J_{\text{come}}, J_{\text{est}})$
28:                $\mathcal{V}_{\text{open}}.\text{update\_parent}(n_j, n_k)$
29:                $\mathcal{V}_{\text{open}}.\text{update\_motion}(n_j, m)$
30:                $\mathcal{V}_{\text{open}}.\text{update\_time}(n_j, t_{\text{next}})$
31:            end if
32:        end if
33:     end for
34: end while
Concluding remarks

In this thesis, optimal motion planning for dynamical systems operating in unstructured environments is studied. The focus is to develop reliable optimization-based algorithms that can be applied to problems of this type. Here, the main contributions are summarized, general conclusions are given, and possible future research directions are presented.

5.1 Summary of contributions

This section summarizes the contributions of the papers in Part II. In Paper A, the problem of initializing an OCP solver for motion planning is addressed by successfully transforming the problem environment. It is shown that by combining the homotopy method and the SQP method, a method that has promising properties to solve motion planning problems involving environments with challenging geometries of the feasible set is obtained. A proof-of-concept implementation of the algorithm is evaluated in numerical experiments on several motion planning problems. The results show that the proposed method extends the applicability of direct optimal control methods, by solving problems that could not be solved at all by these methods before when using standard initialization strategies.

The work in Paper B proposes an automatic optimization-based motion primitive generation framework for lattice-based motion planning. Based on user-defined so-called maneuvers, the suggested framework computes the motion primitive set for a parameterized family of systems. Examples of such systems are cars, buses or trucks parameterized by platform dimensions and actuator limitations. It is shown that the proposed framework enables use of the same maneuver definitions for all system instances, which gives a fast computation of the motion primitive set regardless of which system in the family that is being considered. In numerical experiments, the new method is shown to clearly outperform existing
related methods, both in terms of performance as well as generality.

Paper C presents a unified optimization-based path planning approach, based on a novel combination of a lattice-based path planner and direct optimal control. The first step of the proposed approach consists of using a lattice-based path planner. This step uses a motion primitive set, which is optimized using the framework presented in Paper B, to find a dynamically feasible solution to the path planning problem in a discretized search space. This solution is then used as a well-informed warm-start in a second improvement step where optimal control techniques are used to compute a locally optimal solution. In order to tightly couple the two steps, the lattice-based path planner uses a vehicle model and objective function that are chosen to coincide with those used in the second improvement step. This proposed combination makes, in a structured way, use of sampling-based methods’ ability to solve combinatorial parts of the problem and optimal control-based methods’ ability to obtain locally optimal solutions. The motion planning approach is further developed in Paper D. In this paper, the second step is modified such that it can be applied in a receding-horizon fashion. Theoretical guarantees in terms of recursive feasibility, worst-case objective function value and convergence to the terminal state are established by utilizing the combination of methods proposed in Paper C. The resulting motion planning algorithm is applied with successful results in several problems for car-like and tractor-trailer vehicles.

In Paper E, the motion planning algorithm proposed in Paper D is tailored and extended to account for the specific needs of marine vessels. As a part of the first step, the motion primitive generation framework in Paper B is used to compute a set of optimized motion primitives that are able to account for the complex dynamical model of the vessel. Furthermore, an algorithm to compute spatial safety envelopes along each sample of the trajectory from the lattice-based planner is proposed. These safety envelopes are represented using convex polytopes and are used in the second step to ensure collision avoidance. The proposed motion planner is evaluated with successful results in a simulation study for autonomous docking problems in a model of the Port of Cape Town.

In Paper F, the work in Paper E is extended to handle scenarios where other marine vessels are present. In such scenarios, the motion planner needs to compute trajectories that obey the rules specified in the international regulations for preventing collisions at sea (COLREGS). This introduces the additional combinatorial aspect of selecting a COLREGS-compliant trajectory when passing other nearby vessels. This aspect is handled by augmenting the lattice-based planner with discrete states that represent what type of COLREGS situations that are active at each time instant. In the second step, the problem is solved to local optimality in a receding-horizon fashion with the discrete COLREGS state fixed. The proposed motion planner is evaluated in a model of the Helsinki archipelago, where it successfully computes trajectories that comply with COLREGS. The results also show the motion planner’s ability to avoid complex collision situations from occurring at all.
5.2 Conclusions

In this thesis, algorithms that efficiently compute locally optimal solutions to motion planning problems in unstructured environments have been developed. A common theme has been to combine methods from automatic control, numerical optimization and robotics, and to utilize the strengths of the methods within each field. Motion planning algorithms from the robotics community are good at handling the combinatorial aspects of the problem, such as selecting on which side to pass obstacles. However, they suffer from the curse of dimensionality when computing optimized solutions to problems where the search space to explore grows. Optimal control algorithms on the other hand scale better with higher state-space dimensions and do not suffer from discretization artifacts. However, when being applied without a well-informed warm-start to a nonconvex problem such as the general motion planning problem, optimal control algorithms are in danger of getting stuck in a bad local minimum, or not being able to find a solution at all.

In the thesis, the strengths of the methods have been utilized in a tightly coupled two-step approach, where the second optimal control-based step is warm-started with a solution from the first sampling-based motion planning step. The motion primitives used in the first step are computed offline. By exploiting direct methods for optimal control, an optimization-based framework for motion primitive generation is developed that simultaneously optimizes the motions and the terminal states. This removes the need for a time-consuming manual tuning or an exhaustive search-based generation of the motion primitive set. Furthermore, the vehicle model and objective function in the motion primitive generation are chosen to coincide with those used in the second step. This makes it possible to provide theoretical guarantees for the second step in terms of feasibility and worst-case objective function value. Hence, the developed algorithms can reliably be applied for motion planning in challenging unstructured environments.

Another important aspect in the development of reliable algorithms for motion planning is to ensure collision avoidance. Two different approaches for representing the obstacles within a solver based on direct methods for optimal control have been investigated and used in the thesis. The first one is to represent the obstacles with smooth constraints such as circles and ellipsoids. However, the solver might not be able to find a solution if no well-informed initialization is available. In such cases, one alternative proposed in the thesis is to successively transform the representation of the obstacles from an easily solved problem to the original one. The second approach, which can be used when a well-informed initialization is available, is to represent the free space locally by constructing safety envelopes. These envelopes can be represented using, e.g., convex polytopes. Previously presented methods for computing safety envelopes have mainly been applied to vehicles where the body of each vehicle can be reasonably described by a single bounding circle. The thesis proposes a new method that can reliably be applied to elongated vehicles such as ships and multi-body vehicles such as tractor-trailer systems.
5.3 Future work

The results presented in the thesis can be extended in several ways. One possible extension of the results in Paper A is to integrate and implement the proposed algorithm in an NLP solver suited for OCPs with long prediction horizons. Another important future work is to develop an obstacle detection and classification framework, and to automatically select suitable homotopy maps for the obstacles (i.e., how the obstacles are “introduced”). A final extension to these results is to investigate if it is possible to integrate the homotopy map of the obstacle constraints with the homotopy-based functionality that is already implemented for the barrier parameter in IP-based optimization solvers.

Future work for the results presented in Paper B includes to develop an extension which automatically handles the discretization (completely or partially) of the state space, and to compute motion primitives that are also optimized with respect to expected potential obstacles in the environment.

For the tightly coupled two-step motion planning framework presented in Paper C–F, future work includes taking environmental disturbances such as wind and ocean currents into account when computing a trajectory. It would also be interesting to incorporate learning in the motion planner, e.g., by using learning-based MPC approaches such as the ones in [Hewing et al., 2020] in combination with a sampling-based motion planner. It would be interesting to investigate if this combination of methods can be used to update uncertain model parameters during execution. These new parameter values can then be used by the sampling-based motion planner to compute more accurate motion plans. It is expected that this will lead to less conservative motion plans compared to the ones obtained using robust planning techniques such as [Majumdar and Tedrake, 2017, Singh et al., 2018]. Another extension is to investigate the possibility of developing a heuristic function in the lattice-based planner that is able to capture the influence of both static and dynamic obstacles. A final interesting topic for future research is to investigate if it is possible to use a similar motion planning approach in tight combination with a task planner to solve problems that involve both continuous-time dynamics and discrete decisions, such as the problem considered in [Srivastava et al., 2014].
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