Convolutional Kitchen Sinks for Transcription Factor Binding Site Prediction
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Abstract

We present a simple and efficient method for prediction of transcription factor binding sites from DNA sequence. Our method computes a random approximation of a convolutional kernel feature map from DNA sequence and then learns a linear model from the approximated feature map. Our method outperforms state-of-the-art deep learning methods on five out of six test datasets from the ENCODE consortium, while training in less than one eighth the time.

1 Introduction

Understanding binding affinity between proteins and DNA sequence is a crucial step in deciphering the regulation of gene expression. Specifically, characterizing the binding affinity of transcription factor proteins (TFs) to DNA sequence determines the relative expression of genes downstream from a TF binding site.

The recent advent of sequencing technologies, such as chromatin immunoprecipitation with massively parallel DNA sequencing (ChIP-seq), provides us with genome-wide binding specificities for 187 TFs across 98 cellular contexts of interest from the ENCODE consortium [1]. These specificities can be thresholded to define high-confidence bound and unbound regions for a given TF. Given the location of these binding sites, we can formulate a binary sequence classification problem, classifying regions bound and unbound by a TF as positive and negative, respectively. Using a binary sequence classification model, we can predict binding sites in new cellular contexts, learning regulatory behavior without the expense of ChIP-seq experiments.

String kernel methods are well understood and have been extensively used for sequence classification [2,3,4]. Specifically, Fletez-Brant et al. and Lee et al. [5,6] have applied string kernel methods to the prediction of transcription factor binding sites. However, kernel methods require pairwise comparison between all \(n\) training sequences and thus incur an expensive \(O(n^2)\) computational and storage complexity, making them computationally intractable for large data sets.

Recently, convolutional neural networks (CNN) have been successful for prediction of TF binding sites [7,8,9]. CNNs generalize well by encoding spatial invariance during training. Fast convolutions on a Graphical Processing Unit (GPU) allows CNNs to train on large datasets. However, the actual design of the neural network greatly impacts model performance, yet there is no clear understanding of how to design a network for a particular task. Furthermore there is no generally accepted network architecture for the task of TF binding site prediction from DNA sequence.

In this work, we present a convolutional kernel approximation algorithm that maintains the spatial invariance and computational efficiency of CNNs. Dubbed Convolutional Kitchen Sinks (CKS), our algorithm learns a model from the output of a 1 layer random convolutional neural network [12]. All the parameters of the network are independent and identically distributed (IID) random samples from a gaussian distribution with a specified variance. We then train a linear model on the output of this network. Our results show that for five out of six transcription factors, CKS outperform current
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We will first define the convolutional kitchen sink for sequences.

Algorithm 1

This combinatorial reformulation results in the following well studied Spectrum Kernel (Definition 2). To gain intuition for the behavior of this kernel, take $\gamma$ to be a large value. It follows that

$$K_{n,\gamma}(x,y) = \sum_{i=0}^{d-n} \sum_{j=0}^{d-n} \exp(-\gamma H^2(x_{i;i+n}, y_{j;j+n}))$$

(1)

To gain intuition for the behavior of this kernel, take $\gamma$ to be a large value. It follows that

$$\exp(-\gamma H^2(x_{i;i+n}, y_{j;j+n})) \approx 1[x_{i;i+n} = y_{j;j+n}]$$

This combinatorial reformulation results in the following well studied Spectrum Kernel (Definition 2).

Definition 2 (Spectrum Kernel). Let $S_n(A)$ be the set of all length $n$ contiguous substrings in $A$, and $\#(x,s)$ count the occurrences of $s \in x$.

$$K_{\text{spec}}(x,y) = \sum_{s \in S_n(A)} \#(x,s) \#(y,s)$$

(2)

Other string kernel methods such as the mismatch [3] and gapped $n$-gram kernel [13] allow for partial mismatches between $n$-grams. We note that decreasing $\gamma$ in Equation 1 relaxes the penalty of $n$-gram mismatches between disappoints, thereby capturing the behavior of the mismatch and gapped $n$-gram kernels [3] [13]. Note that Equation 1 is computationally prohibitive, as it takes $\Omega(nd^2)$ to compute each of the $N^d$ entries in the kernel matrix. Furthermore, the feature map induced by the kernel in Equation 1 is infinite dimensional, so the kernel matrix is necessary.

Instead, we turn to a random approximation of Equation 1 (see Algorithm 1). Since our kernel is a sum of non linear functions it suffices to define a feature map $\phi$ on sequences $x$ and $y$ that approximates each term in the sum from Equation 1.

Algorithm 1: Convolutional Kitchen Sink for sequences

**input** $x_1, \ldots, x_N \in \mathbb{R}^d$ (input sequences), $\gamma$ (width of kernel), $n$ (convolution size), $M$ (the approximation dimension, number of kitchen sinks)

1: **for** $j \in \{0 \ldots M\}$ **do**
2: \quad $w_j \sim \mathcal{N}(0, \gamma I_n)$
3: \quad $b_j \sim \mathcal{U}(0, 2\pi)$
4: \quad **for** $i \in \{0 \ldots N\}$ **do**
5: \quad \quad $z_{ij} = w_j * x_i$
6: \quad \quad $c_{ij} = \cos(z_{ij} + b_j)$
7: \quad \quad $\phi(x_i)_j = \sqrt{\frac{2}{M}} \sum_{k=0}^{d-n} c_{ijk}$
8: \quad **end for**
9: **end for**

**output** $\phi(x_1), \ldots, \phi(x_N)$
We train and evaluate on datasets preprocessed from the ENCODE consortium. Because binding affinity is TF specific, we use separate train and evaluation sets for each TF.

### 3 Results

We compare our CKS to DeepBind, a state-of-the-art CNN approach for predicting transcription factor (TF) binding sites. We compare to DeepBind over other CNN methods [7, 9] due to its primary attention to DNA sequence specificity and ability to identify fine grained (101 bp) locations of binding affinity.

#### 3.1 Datasets

We train and evaluate on datasets preprocessed from the ENCODE consortium. Because binding affinity is TF specific, we use separate train and evaluation sets for each TF.

#### Table 1: Comparison of ROC Area under Curve values (AUC) between DeepBind and CKS tested on 500 bound regions from ENCODE and 500 synthetic unbound regions.

| TF    | Train Cell Type | Test Cell Type | Train Size | Train Time | DeepBind AUC | CKS AUC |
|-------|-----------------|----------------|------------|------------|--------------|---------|
| ATF2  | H1-hESC         | GM12878        | 10998      | 154s       | 0.72         | 0.77    |
| ATF3  | H1-hESC         | HepG2          | 8616       | 139s       | 0.94         | 0.95    |
| ATF3  | H1-hESC         | K562           | 8616       | 139s       | 0.83         | 0.84    |
| CEBPB | HeLa-S3         | A549           | 121010     | 1620s      | 0.99         | 0.99    |
| CEBPB | HeLa-S3         | K562           | 121010     | 1620s      | 0.99         | 0.98    |
| EGR1  | K562            | GM12878        | 72996      | 772s       | 0.94         | 0.96    |
| EGR1  | K562            | H1-hESC        | 72996      | 772s       | 0.87         | 0.92    |
| EP300 | HepG2           | SK-N-SH        | 54828      | 519s       | 0.67         | 0.70    |
| EP300 | HepG2           | K562           | 54828      | 519s       | 0.66         | 0.81    |
| STAT5A| GM12878         | K562           | 13846      | 199s       | 0.65         | 0.79    |
We use the same training sets as DeepBind’s publically available models. We then evaluate on DeepBind’s test sets as well as a larger dataset processed directly from ENCODE. DeepBind’s test sets consist of 1000 regions for each cell type over six TFs. Each set consists of 500 positive sequences extracted from regions of high ChIP-seq signal and 500 synthetic negative sequences generated from dinucleotide shuffle of positive sequences [8].

The second test dataset consists of 100,000 regions extracted from ChIP-seq datasets for TFs ATF2 and EGR1 across multiple cell types. Positive sequences are extracted from regions of high ChIP-seq signal. Negative sequences are extracted from regions of low ChIP-seq signal with exposed chromatin.

3.2 Experimental Setup

Experiments for DeepBind and CKS were run on one machine with 24 Xeon processors, and 256 GB of ram and 1 Nvidia Tesla K20c GPU.

We train a linear model minimizing squared loss with an L2 penalty of $\lambda$ on the output of the CKS defined in Algorithm 1. We do not tune the hyper-parameters $n$ (convolution size) and $M$ (number of kitchen sinks), and leave them constant at 8 and 8192 respectively. We tune the hyper parameters $\gamma$ (kernel width) and $\lambda$ on held out data from the train set. To assess generalization across cellular contexts, we train and evaluate on separate cell types.

3.3 Evaluation

We compare DeepBind against CKS using area under the curve (AUC) of Receiver Operating Characteristic (ROC). We choose AUC as a metric for binary classification due to its ability to measure both TF binding site detection and false positive rates.

We detail our experimental results and compare to DeepBind’s pretrained models in Tables 1 and 2. We also show ROCs for ATF2 and EGR1 on both datasets in Figure 3.

Our AUC is competitive (within 0.01) or superior to that of DeepBind except for ATF2 on MCF7 cell type. Furthermore on five out of six large ENCODE test sets, our AUC is strictly greater than DeepBind.

We measure DeepBind’s training time on TF EGR1, trained on K562 with 72, 996 train sequences. DeepBind’s training procedure takes 6497 seconds to learn 2123 parameters. For comparison, training time for CKS takes 712 seconds (Table 1) to learn 16384 parameters, which is approximately eight times faster than DeepBind’s runtime.

4 Conclusion and Future Work

In this paper, we show that Convolutional Kitchen Sinks train eight times faster and has superior predictive performance to CNNs. We note that our current work focuses on binding affinity in the context of DNA sequence, making this model agnostic to specific cell contexts of interest. Because Algorithm 1 is not specific to DNA sequence, positional counts of chromatin accessibility and gene expression data can be aggregated with current implementation to account for cell type specific information. We leave this extension for future work.

Table 2: Comparison of ROC Area under Curve values (AUC) between DeepBind and CKS tested on 100,000 bound and unbound regions from ENCODE. Because both experiments trained on the same dataset, the train cell types, train times, and train sizes are the same as in Table 1.

| TF  | Test Cell Type | DeepBind AUC | CKS AUC |
|-----|----------------|--------------|---------|
| ATF2| GM12878        | 0.56         | 0.57    |
| ATF2| MCF7           | 0.93         | 0.76    |
| EGR1| GM12878        | 0.87         | 0.91    |
| EGR1| H1-hESC        | 0.77         | 0.85    |
| EGR1| HCT116         | 0.77         | 0.82    |
| EGR1| MCF7           | 0.84         | 0.86    |
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