Bumps, chimera states, and Turing patterns in systems of coupled active rotators
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Since their discovery in 2002 by Kuramoto & Battogtokh chimera states have attracted remarkable attention. They represent a new type of self-organization phenomenon where identical units in a system with symmetric couplings develop a stable pattern with regions of qualitatively different behavior. In their original work, Kuramoto and Battogtokh found such patterns with self-organized domains of synchronized (coherent) and non-synchronized (incoherent) oscillators in systems of phase oscillators in a one-dimensional array with nonlocal coupling. After the term chimera state was coined by Abrams & Strogatz, it has been used for similar phenomena in a large variety of theoretical models and has also been demonstrated in various experiments. In spite of the abundance of examples of chimera states, sometimes only loosely related to the original phenomenon from phase oscillator systems, an understanding of a principal mechanism leading to their formation is still missing. In [2], it has been pointed out as an intriguing property of chimera states that they cannot be ascribed to a supercritical instability since they always stably coexist with the uniform locked state. Since then, no supercritical scenario leading to the emergence of chimera states has been presented. Some recent progress has been made only for the case of Stuart-Landau oscillators with global nonlinear coupling, where clustering has been identified as a prerequisite for chimera states in such systems.

In this Letter, we show that the solution to this outstanding problem can be found by applying the classical paradigm of short-range activation and long-range inhibition to the synchrony in an array of coupled excitatory/oscillatory units. We demonstrate that the coherence-incoherence patterns can emerge in a supercritical scenario via a Turing instability of completely coherent states and a secondary homoclinic bifurcation, creating a single incoherent oscillator, a state which can be seen as a weak chimera in the sense of [21]. Subsequent transitions via periodic, quasiperiodic and chaotic states with an increasing number of incoherent oscillators finally lead to a fully developed coherence-incoherence pattern with localized extensive chaos in the incoherent region. Remarkably, this scenario is essentially independent on the system size. We achieve this by introducing two modifications to the original phase oscillator system. In addition to the nonlocal attractive coupling, we introduce a global repulsive coupling, and the uniformly rotating phase oscillators are replaced by so-called active rotators, which can be in an oscillatory or excitable regime. Coupled units of this type can be seen as a simplified version of neuronal oscillators similar to theta neurons, and under excitatory and/or inhibitory coupling they are known to display various types of localized or propagating spiking patterns. In particular, they can display localized states of activity, so-called bump states, which have also been extensively studied in continuum models for neuronal mean-field activity. With these additions, our system shows a variety of self-organized patterns, see Fig. 1. Already completely coherent states, where all active rotators have identical average frequencies $\omega_k$, can be locked ($\omega_k = 0$) or unlocked ($\omega_k \neq 0$), and in both cases they can be spatially uniform or spatially modulated, see Fig. 1(a) and (b), respectively. Incoherent regions, where average frequencies $\omega_k$ are gradually varying, can occur interspersed with locked coherent regions, as in bump states, see Fig. 1(c)-(d), or with unlocked coherent regions, as observed in chimera states. The point that bumps and chimeras are related by a collective unlocking of the coherent region has previously been described in a system of active rotators even without global repulsion, having a classical chimera subjected to a global periodic forcing.

Along with a mechanism of emergence, a related puzzling aspect is that in their original form, chimeras cannot be observed in small systems. In [39], it has been shown that even for large system size, they are in fact...
chaotic transients collapsing to the completely coherent state after a lifetime that is exponentially increasing with the system size. There is of course no reason to believe that both these properties are necessarily true for any chimera-like phenomenon in systems other than Kuramoto’s original phase oscillators. Indeed, Kuramoto’s simple phase oscillator system allows for variations only in the phase lag parameter and the shape of the non-local coupling. Introducing of a more general coupling function has led to a discovery of weak chimera states [21], which can also occur in rather small systems. However, they share only some of the properties of the classical chimeras, and it remained unclear to which extent the mechanisms of their emergence could serve as a general explanation of the original chimera phenomenon. In case of bump states, our results demonstrate that they can stably exist in small systems without eventually collapsing to a completely coherent state.

The system (1) admits completely coherent homogenous locked states

\[ \theta_j(t) = \theta^\pm = \pm \arccos \left[ \frac{1 - K_1 \sin \alpha}{a} \right], \quad 1 \leq j \leq N, \]

which come in pairs within a locking cone

\[ (K_1 \sin \alpha - 1)^2 < a^2, \]

with its tip located at \( a = 0, K_1 = 1/\sin \alpha \), cf. Fig. 2 (a). Note that the locking cone does not depend on the global coupling \( K_2 \), since there is no phase lag in the corresponding coupling function. However, \( K_2 \) strongly affects the stability of the homogeneous locked states. Their Jacobian is a symmetric circulant matrix with real spectrum and discrete Fourier modes as eigenfunctions. The bifurcation condition for the mode with wave number \( \kappa \) is given by

\[ a^2 = (K_1(1 - R_\kappa) \cos \alpha + (\delta_{00} - 1)K_2) + (1 - K_1 \sin \alpha)^2, \]

where

\[ R_\kappa = \frac{1}{2P+1} \sum_{m=-P}^{P} \cos(2\pi km/N) \]

We start with an array of \( N \) oscillators where the dynamics of phases \( \theta_j \in S^1, j = 1, \ldots, N \) is given by

\[ \frac{d\theta_j}{dt} = 1 - a \cos \theta_j - \frac{K_1}{2P+1} \sum_{k=j-P}^{j+P} \sin(\theta_j - \theta_k + \alpha) + \frac{K_2}{N} \sum_{k=1}^{N} \sin(\theta_j - \theta_k), \quad j = 1, \ldots, N, \]

where \( K_1 > 0 \) denotes the strength of the nonlocal attractive coupling and \( K_2 > 0 \) the global repulsive coupling. For \( a = 0, K_2 = 0 \), and an appropriate choice of the phase lag parameter \( 0 < \alpha < \pi/2 \) and the coupling range \( 1 < b < N \), this system is known to give rise to chimera states, see e.g. [20][42]. Below \( |a| = 1 \) the dynamics of individual units changes from oscillatory to excitable.

![FIG. 1. Dynamical regimes of (1) with \( N = 100, P = 35, \alpha = 0.6 \) and different choices of \( K_1, K_2, a \). All the solutions were obtained from coherent spatially modulated initial conditions, and are plotted centered at \( k = 50 \) using translational invariance. Snapshots of phases \( \theta_k \) (colored symbols) and average frequencies \( \omega_k \) (black) in (a)–(d). (a)–completely coherent locked states for \( a = 1.2 \): homogeneous (green) at \( K_1 = 1.4, K_2 = 1.8 \), spatially modulated (red, blue) at \( K_1 = 1.4, K_2 = 1.983 \) and \( K_1 = 2, K_2 = 2.495 \). (b)–time-periodic (unlocked) completely coherent states for \( a = 0.5, K_2 = 1.8 \): homogeneous (blue) at \( K_1 = 3.4 \), spatially modulated (red) at \( K_1 = 3.3 \). Different symbols of the same color indicate snapshots at different time moments. Bump states: (c)–single-headed for \( K_1 = 1.4, K_2 = 2, a = 1.2 \). (d)–two-headed for \( K_1 = 2, K_2 = 2.52, a = 1.2 \). Corresponding space-time plots of phase velocities \( \dot{\theta}_k(t) \) in (e) and (f).](image)
FIG. 3. Colored regions indicate increasing width of incoherent regions of bump states for varying $K_2$ and $K_1 \in \{0.7, 1.4, 2.5\}$. Spatial parameter $x = k/N$ ($k$-oscillator index). Other parameters: $\alpha = 1.2$, $\alpha = 0.6$. Turing instability of the homogeneous locked state (horizontal red line), where stable branches of modulated coherent locked states emerge (hatched region), ending at a saddle-node (black dashed line). If the saddle-node is a SNIC (cases (c) and (d)), there is a supercritical transition to bump states. In case (b) a saddle node of the modulated coherent state induces a subcritical transition to a fully developed bump. In case (a), the Turing instability is subcritical (red dashed line) and the solution jumps from the homogeneous coherent state to a bump.

is the corresponding discrete Fourier component of the nonlocal coupling term. Note that inserting $\kappa = 0$ into 4 we recover the fold bifurcations outlining the locking cone [3], while $\kappa = 1, \ldots, N$ leads to a discrete Turing instability [13, 44] with wave number $\kappa$. In Fig. 2 we show the regions of existence and stability of the coherent uniform locked states. For $K_2 = 0$, the homogeneous locked state $\theta^-$ is stable within the whole locking region. Increasing $K_2$, the system undergoes a discrete Turing instability with the leading mode $\kappa = 1$. If this bifurcation is supercritical, we obtain a stable spatially modulated completely coherent state (Turing pattern), see also [15, 16]. We analyze now in detail four different destabilization scenarios of the homogeneous locked state induced by increasing the repulsive coupling $K_2$ along the vertical lines in Fig. 2(b), which all finally lead to the onset of a bump state.

**Sub- and Supercritical transitions to bump states** In Fig. 3 are illustrated different scenarios for the emergence of bump states showing how the incoherent region grows with increasing global repulsion $K_2$ for different choices of $K_1$. For larger values of $K_1$, see panels (b)-(d), the Turing bifurcation is supercritical and a branch of stable spatially modulated coherent states appears (hatched region). In (c) and (d), the stable branch of modulated coherent states extends to a SNIC (saddle-node on invariant circle) bifurcation. This instability represents the supercritical transition from a classical Turing pattern to a coherence-incoherence pattern. Remarkably, it is characterized by unlocking of single localized oscillators, independent on the system size $N$. Further increasing $K_2$ leads to the subsequent unlocking of neighboring oscillators and the coherence-incoherence pattern gradually attains temporal and spatial complexity. In Fig. 3(d) is shown a scenario where the modulated coherent state develops two maxima, such that two incoherent regions emerge simultaneously. Increasing $K_2$ further, the two incoherent regions merge into a single one. During this process, the branch folds over and a region of coexistence of two different bump solutions appears. Fixing $K_1 = 1.4$, we observe a single monotonically growing incoherent region, as shown in Fig. 3(c). This transition will be investigated in more detail below. For $K_1 = 1.0$, shown in panel (b), the saddle-node of the stable branch of modulated coherent states is a classical saddle-node bifurcation, which does not involve an invariant circle and is not localized to a single unlocking oscillator. Such a collective instability can induce a subcritical transition to a coexisting fully developed bump state, with incoherent region of finite size. This transition shows a hysteretic behavior when the coupling parameter $K_2$ is reduced again, whereby the bump state disappears in a chaotic saddle before the size of the incoherent region completely vanishes. For small values of $K_1$ the Turing instability becomes subcritical, and there is a direct transition from the homogeneous coherent state to a fully developed bump, shown in panel (a), displaying the same hysteretic behavior as described above.

**Microscopic structure of the supercritical transition to bump states.** Directly after the SNIC bifurcation, when the number of incoherent oscillators in the bump states is small, one can observe an intricate scenario of increasing spatial and temporal complexity, which finally leads to high dimensional extensive chaos. For large $N$, this transition is confined to a small parameter interval and one observes the almost immediate emergence of a small region of extensive chaos. In Figure 3 we chose $N = 20$ such that we can study in detail an example of such a transition. The resulting dynamics can be characterized by the spatio-temporal pattern of the single excitation events of the individual oscillators, which manifest themselves as localized peaks in the phase velocity. A selection of such patterns is given in panels (c)-(h) of Figure 4, while in panels (a) and (b) we show a full parameter scan with respect to $K_2$ where we sampled the return times $\Delta t_n$ between two consecutive peaks performed by any of the oscillators [12]. Starting from the simple periodic pattern with one incoherent oscillator that emerges from the SNIC of the modulated coherent state, we see multiple transitions between regular and chaotic states of increasing complexity. The transitions to chaos are mostly of intermittency type, but also torus breakup, illustrated in Fig. 5, and period-doubling cascades can be observed. The shadings of different color in panels (a) and (b) indicates the increasing number of incoherent oscillators. Note that for $K_2 \approx 2.0255$ the chaotic lateral motion of the incoherent region, which was described in
FIG. 4. (a)-(b) Bifurcation diagrams in $K_2$: time intervals $\Delta t_n$ between successive velocity peaks. Space-time plots of phase velocities: periodic patterns in (c), (d), (f) and (g); chaotic patterns without (e) and with drift instability (h) for $K_2$ values indicated by dash-dotted lines in (a) and (b). Other parameters are $K_1 = 1.4$, $\alpha = 1.2$, $\alpha = 0.6$, $N = 20$, $P = 7$.

for classical chimera states, sets in. Obviously, the specific shape of the transition scenario depends crucially on even small variations of the system parameters, in particular the number of oscillators $N$. However, a similar global scenario has been reported in [42], where the classical chimera system of [1] has been extended by a control term, such that also chimera states with a small number of incoherent oscillators became visible.

Outlook and discussion Our system of excitable/oscillatory units with attractive and repulsive coupling, as given in [1], shows an extremely rich variety of dynamics. Here we have focused on the emergence of coherence-incoherence patterns and demonstrated how the classical paradigm of pattern formation by A. Turing [19] and Gierer & Meinhardt [20] in terms of local activation and long-range inhibition leads to the formation of coherence-incoherence patterns in a supercritical transition scenario. In the spatially extended discrete medium of active rotators the attractive and repulsive coupling with different spatial ranges does not activate/inhibit the local activity, as in neural field models, but acts on the local synchrony and in this way induces a pattern of qualitatively different behavior, rather than inducing quantitatively different levels of local activity as in the classical examples of pattern formation in neural field models. In this way, also the classical chimera states, which are related to the bump states discussed here by a simple collective unlocking of the coherent region as described in [38], are no longer an isolated phenomenon in the family of patterns, as stated in [2], but can be seen as a specific type of a Turing pattern, where a spatial modulation results in a self-localized unlocking that emerges gradually from a smooth coherent profile. We have further explained how this transition depends on the coupling strengths $K_1, K_2$.

Moreover, we have shown that the coherence-incoherence patterns can be found for a large range of other parameters: in particular, the fine tuning of the phase lag $\alpha$ slightly below $\pi/2$ that was necessary to obtain chimera

FIG. 5. Emergence of chaos under increasing $K_2$. Torus bifurcation from periodic to quasiperiodic pattern at $K_2 \approx 1.9394$, onset of chaos via torus breakup at $K_2 \approx 1.93955$. Inset: space-time plots of phase velocities for quasiperiodic pattern at $K_2 = 1.9395$. Remaining parameters: $K_1 = 1.3$, $\alpha = 1.2$, $\alpha = 0.6$, $N = 20$, $P = 7$. 
states in the classical setting \cite{14,15} is no longer needed. Also, another puzzling aspect of chimeras in states in the classical setting \cite{14,15} is no longer needed. Also, another puzzling aspect of chimeras in their original form could be resolved in our modified system. In \cite{29}, it was shown that chimeras cannot be observed in small systems, and that even for large system size, they behave as chaotic transients which collapse to the completely coherent state. With our extension of Kuramoto’s simple phase oscillator system, coherence-incoherence patterns no longer need to coexist with the stable homogeneous state but, as we demonstrated, can be found as stable attractors even for small system size. In this way, sophisticated control schemes, which have been constructed for their observation \cite{14,15}, become no longer necessary. Instead, our model is universal in the sense that the transition between the classical subcritical scenario and the new supercritical scenario for the onset of coherence-incoherence patterns is achieved by the coupling parameters.
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