Acoustic hologram optimisation using automatic differentiation

Tatsuki Fushimi¹,²,³, Kenta Yamamoto¹,³,⁵ & Yoichi Ochiai¹,²,⁴

Acoustic holograms are the keystone of modern acoustics. They encode three-dimensional acoustic fields in two dimensions, and their quality determines the performance of acoustic systems. Optimisation methods that control only the phase of an acoustic wave are considered inferior to methods that control both the amplitude and phase of the wave. In this paper, we present Diff-PAT, an acoustic hologram optimisation platform with automatic differentiation. We show that in the most fundamental case of optimizing the output amplitude to match the target amplitude; our method with only phase modulation achieves better performance than conventional algorithm with both amplitude and phase modulation. The performance of Diff-PAT was evaluated by randomly generating 1000 sets of up to 32 control points for single-sided arrays and single-axis arrays. This optimisation platform for acoustic hologram can be used in a wide range of applications of PATs without introducing any changes to existing systems that control the PATs. In addition, we applied Diff-PAT to a phase plate and achieved an increase of >8 dB in the peak noise-to-signal ratio of the acoustic hologram.

Acoustic hologram is becoming an imperative part of a wide range of acoustics applications such as in the fields of medicine¹⁻³, biology⁴⁻⁶, and engineering⁷⁻¹¹. The reconstruction accuracy of the acoustic field from the hologram plays a significant role in determining the performance of the system. Thus, developing an acoustic hologram optimiser that can generate holograms with accurate field reconstruction is of significant interest of the field. Recent advancement of airborne phased array transducers (PATs) have enabled new applications such as airborne ultrasound tactile display (AUTD)¹²,¹³ and acoustic levitation¹⁴⁻¹⁷. Acoustic levitation in particular is used for digital fabrication¹⁸,¹⁹, display applications²⁰⁻²⁵ and sample holding in medicine²⁶,²⁷, physics²⁸,²⁹ and chemistry³⁰. In all of these applications, acoustic holograms must generate a pressure control/focal point at a specified position. The control point is modulated at low frequencies to create haptic sensations that are sensible by human hands in an AUTD¹²,¹³. Marzo et al. demonstrated that the control points can be converted into levitation points by adding a twin-trap hologram in acoustic levitation¹⁴,¹⁵.

Generating an acoustic hologram for a single control point in space using PATs is trivial; however, it has been a significant challenge to generate a hologram that can create more than one control point in space. Multiple control points are becoming a necessary part of PAT applications, and low-quality acoustic hologram can lead to poor performances during practical use in applications. To address this challenge, Long et al. proposed Eigensolver and Tikhonov based regularisation in 2014¹³. Marzo & Drinkwater proposed the iterative back propagation (IBP) method in 2018¹⁴, and Plasencia et al. proposed GS-PAT in 2020³¹. GS-PAT and IBP are both modified versions of the Gerchberg-Saxton algorithm³². Most recently, Sakiyama et al.³³ demonstrated acoustic hologram optimisation with the Levenberg–Marquardt algorithm (LMA); they examined the accuracy of ultrasonic stimulation in real and simulated environment. It should be noted that, while there are a number of hologram optimisers available within the research community, the usage of acoustic holograms to generate multiple focal points is a recent trend in the PAT community, and this field is yet to be developed. The listed acoustic hologram optimisers above are the most cited or considered state of the art in the field. LMA and IBP optimise only the phase of the transducer array, and GS-PAT and Eigensolver can optimise both the amplitude and phase of the acoustic hologram. Placensia et al.³¹ demonstrated that hologram optimisation methods with amplitude control (i.e. GS-PAT and Eigensolver) achieve higher-quality holograms than phase-only methods such as IBP, and that the Eigensolver method achieves the best optimised result because it seeks the global solution.

In this paper, we propose Diff-PAT, a phase-only, gradient-descent algorithm with automatic differentiation as a new platform for optimizing acoustic holograms. We demonstrate that in the most fundamental case of matching the output pressure to the target value; Diff-PAT achieve higher accuracy than the conventional
Eigensolver and GS-PAT with both amplitude and phase control. Automatic differentiation is different from other differentiation operations (such as numerical differentiation and symbolic differentiation). This method calculates a derivative of a function at high accuracy by applying chain rules to each elementary operation of a given function. It is commonly used in machine learning. Our work was inspired by Peng et al.34, who demonstrated this automatic differentiation based method for optical holograms. In comparison to acoustic holograms, optical holograms have been studied for a longer period, and a number of hologram optimisation methods have been developed. However, Peng et al. demonstrated that the method using automatic differentiation outperforms conventional methods such as the Gerchberg-Saxton method. The challenge in optimising an optical or acoustic hologram is based on the fact that the loss function converts a complex number to a real number (non-holomorphic objective35). Whilst this function is challenging to differentiate analytically (the derivative of the function is not just a constant35), latest automatic differentiation packages36–38 can differentiate these functions with high precision39 and ease34. Diff-PAT does have multiple modes of implementation, and the gradient of the loss function does not necessarily need to be solved using automatic differentiation. Analytical and numerical differentiation can be just as effective for identifying the necessary information; however, it is cumbersome to analytically calculate the loss function (Wirtinger calculus is an advanced concept in mathematics34,40), and the implementation with numerical differentiation is not as efficient as automatic differentiation (details in section on computational time). Considering the development cycle of the ultrasonic application, the implementation and execution time should be kept minimal to allow the user to test out different array configurations and loss functions to fit their purpose. Thus, we argue that automatic differentiation is the best mode of implementation for Diff-PAT considering its potential usage in early to late stages of development. Achieving a high-quality acoustic hologram without amplitude control in PATs represents a significant contribution to the literature, as it allows PAT controllers to retain a simple design. Furthermore, we demonstrated the versatility of Diff-PAT by employing it for the optimisation of a phase plate41–44. With regard to phase plates, the iterative angular spectrum approach (IASA) developed by Melde et al.41 is the standard method for optimizing acoustic holograms for arbitrary acoustic fields. We achieved enhanced performance by simply applying Diff-PAT to the optimisation process, without altering the fundamental design proposed by Melde et al41.

The system overview of Diff-PAT is as shown in Fig. 1. We used JAX (ver. 0.2.5) on Python 3.6.9 to perform automatic differentiation and optimisation38. To identify a suitable acoustic hologram ($\phi_n$) for a given control point $x_c$, target amplitude $A_c$, and transducer position $x_t$, we adopted the Adam optimiser45, which enables efficient stochastic optimisation with only first-order gradients. Before the optimisation of hologram $\phi_n$, we defined the following optimisation problem and objective function:

$$
\text{minimize } \phi_n \quad \mathcal{L}(\phi_n, x_c, A_c, x_t)
$$

where $\mathcal{L}(\phi_n, x_c, A_c, x_t) = \sum_{c=0}^{C} (A_c - |p_1(\phi_n, x_c, x_t)|)^2$. $C$ is the total number of the control points, and $p_1(\phi_n, x_c, x_t)$ is the total acoustic pressure at $x_t$ (see "Methods" section for details on $p_1$). In order to evaluate the effectiveness of Diff-PAT in PATs applications, acoustic hologram was generated for three setups of arrays (see Fig. 2a for...
layout); (1) a single-sided square array of 14 × 14 transducers (M = 196), (2) two square arrays of 16 × 16 transducers (M = 512), and (3) a single-sided square array of 32 × 32 transducers (M = 1024). The single-sided array is a common arrangement for AUTDs, and the single-axis array is a popular configuration for acoustic levitation. The single-sided square array with M = 1024 was included in the evaluation in order to allow for the increasing demand of 1000 + transducer PATs. All results in this manuscript are based on numerical simulation; however, the utilised numerical models are well established in PATs, and the optimised results obtained from numerical simulation have been shown to translate well into physical experiments. Some discrepancy between numerical and experimental results has been reported; however its effect is limited to specific application requirements such as accurate positioning and is otherwise rarely considered. The initial phase estimate was randomly generated for all transducers. The gradient is calculated by reverse-mode automatic differentiation according to the computational graph of the objective function $L$, and the phase is optimised by updating itself with the Adam optimiser on JAX. The Adam optimiser updates the current phase estimate according to the following:

$$\phi_n = \phi_{n-1} - \alpha \cdot \frac{\hat{m}_t}{\sqrt{\hat{v}_t} + \varepsilon}$$

where $\hat{m}_t = \frac{m_t}{1 - \beta_1}$ and, $\hat{v}_t = \frac{v_t}{1 - \beta_2}$ are bias-corrected first and second raw moment estimates. $m_t = \beta_1 \cdot m_{t-1} + (1 - \beta_1) \cdot \frac{\Delta L}{\Delta \phi}$, and $v_t = \beta_2 \cdot v_{t-1} + (1 - \beta_2) \cdot (\frac{\Delta L}{\Delta \phi})^2$, where t is the iteration number, and $m_t$ and $v_t$ are both initially zero vectors. The required hyperparameters for the Adam optimiser, $\alpha, \beta_1, \beta_2$, and $\varepsilon$ were set as: 0.1, 0.9, 0.999, and $1 \times 10^{-8}$, respectively.

Results and discussions
Convergence rate of Diff-PAT. In the following section, the performance of Diff-PAT is evaluated. The best optimiser for PATs can be defined as the most versatile and accurate optimiser. In order to assess this, the performance of algorithms are evaluated using three array configurations and five levels of control point numbers. Control points are randomly generated using the process described in the "Methods" section, and this framework covers basic expectations of PATs in a wide range of applications and configurations available to date.

We show that the optimisation function converges quickly to the target value (evaluated by the ratio $R_p = \frac{\|p_{\text{tar}}\|}{\|p_{\text{cur}}\|}$ between the target and current acoustic pressure amplitude), as shown in Fig. 2b (see Data Availability for results at each iteration). Increasing the number of control points (N) has a negative effect on the convergence rate of the solution, and the length of the error bar (which shows the standard deviation of $R_p$) increases. However, the increase in the number of transducers has a negligible effect on the convergence rate.
(Fig. 2b). We confirm that our algorithm converges sufficiently between 100 and 150 iterations in Fig. 2b, and the number of iterations was set to 150 in all evaluations of Diff-PAT in this study. The convergence rate of the algorithm can be further improved by hyperparameter tuning; however, this is beyond the scope of the current study. Here, the sum of squared error was chosen as the loss function; however, it could be evaluated using a number of different loss functions (such as Huber loss and sum of absolute error). The choice of loss function has an impact on the final results, and the sum of squared error gave the best results in the preliminary analysis. Further improvement in the loss function may be possible; however, such investigation is beyond the scope of the current study.

Accuracy of Diff-PAT and comparison to conventional solvers. The performance of Diff-PAT was compared with that of conventional algorithms in PATs which were made available by the authors of GS-PAT in C++[^31]. Here, we compare Diff-PAT with the Eigensolver, corrected Eigensolver, and GS-PAT. The results are shown in the box-and-whisker plot in Fig. 3. Each algorithm was tasked to optimise the acoustic hologram for the same dataset, which included 1000 sets of randomised control points and amplitude (GS-PAT’s iteration number was set to 100, as in their study[^31]). Raw data for Fig. 3 can be accessed as stated in the Data Availability section. For readers wishing to inspect the optimised acoustic pressure field in detail, the exemplary field from each optimiser is available in the supplementary material. The visual inspection of the acoustic pressure field shows that the target is achieved as specified in Diff-PAT. Furthermore, we performed a simple case study to demonstrate that the identified solutions by Diff-PAT are optimised solutions and that Diff-PAT strictly follows limits imposed by physical laws; details of which can be found in the supplementary material. The optimised

![Box-and-whisker plot comparing ES (Eigensolver), CES (corrected Eigensolver), GS (GS-PAT), and DP (Diff-PAT) for different combinations of control points (N) and transducer numbers (M).](https://www.mathworks.com/downloads/). Analysed using MATLAB R2020a Update 4 with Statistics and Machine Learning Toolbox Ver 11.7 (https://www.mathworks.com/downloads/). Image created using MATLAB R2020a Update 4 (https://www.mathworks.com/downloads/), subtightplot (ver. 1.2.0.0) and Adobe Illustrator 24.2.1 (https://www.adobe.com/products/illustrator.html).
phases from Diff-PAT were exported to a performance analyser developed by the author of GS-PAT, and the performance was analysed on it to independently verify our solution.

Interestingly, when the control number is small (N = 2), Eigensolver performs poorly (median values for M = 196, 512 and 1024 are 0.737, 0.728 and 0.721, respectively; see Fig. 3). This large deviation is considered to be caused by the tendency of the regularisation policy to “homogenise transducer’s output rather than reconstruction accuracy”33. This performance can be improved by using the corrected Eigensolver method, and the median value improves to unity for M = 196, 512 and 1024 when N = 2.

In addition, the performance of Eigensolver and the corrected Eigensolver improves when the control point number increases from N = 2 to N = 32 in all types of arrays. Specifically, the interquartile (IQ) range value for the corrected Eigensolver method when N = 2 and M = 196 is 0.058; however increasing N to 32 improves the IQ range value to 0.015. We attribute this to the variability of the target amplitude in a given control point geometry. As the number of control points increases, the average difference between the minimum and maximum amplitude decreases. This is partially because of how the target amplitude is assigned when control points are randomly generated. The sum of the amplitudes assigned to the control points is always equal to a constant (see the “Methods” section), and the difference between the minimum and maximum amplitude for a given control point geometry decreases from 523, 283, and 70 Pa for N = 2, 8, and 32, respectively (M = 196 with corrected Eigensolver). This statement is supported by further analysis of the dataset of the corrected Eigensolver when N = 2 and M = 196. When the control point geometries lie between the IQ range, the average amplitude difference between the control points is 443 Pa. However, beyond the IQ range, the average amplitude difference between the control points increases to 603 Pa.

As shown in Fig. 3, the performance of GS-PAT decreases as the number of control points N increases. When N = 2 and M = 196, the IQ range is 0.012; however, when N is increased to 32, the IQ range increases to 0.238. By contrast, increasing the number of transducers to M = 512 improves the performance of GS-PAT, and the IQ range drops to 0.119 when N = 32 and M = 512. These results are consistent with the observations made by Placensia et al. who claimed that GS-PAT is comparable to Eigensolver up to N = 8 when M = 512. However, as the transducer number increases to M = 1024, the performance of GS-PAT drops again (IQ range increases to 0.089 and 0.146 for N = 2 and 32 when M = 1024).

Conventional solvers (i.e. Eigensolver, corrected Eigensolver, and GS-PAT) show a trade-off between the numbers of transducers and control points. In contrast, Diff-PAT outperforms all solvers in all cases evaluated in Fig. 3. Diff-PAT is robust against amplitude variability within the control point geometries and can consistently achieve the target amplitude despite the reduction in transducer numbers. In addition, while the Eigensolver type method and GS-PAT use both amplitude and phase control, Diff-PAT outperforms both methods with only phase control. It should be noted that Diff-PAT does have an increased background noise in comparison to the other algorithms (see acoustic pressure distributions from each solver in supplementary material). However, the increased background noise as obtained in this case study does not invalidate the effectiveness of Diff-PAT, as this is the direct result of the clearly set objectives in the loss function (i.e. only acoustic pressure at the target point is considered). Whether the increased background noise become an issue is largely dependent on each application. For example, in ultrasonic tactile displays increased background noise could lead to blunt haptic sensation, whereas in acoustic levitation, high background noise away from the control point may not arise as significant problem. It is difficult to ascertain the effect of the increased background noise, sole from the numerical simulation. Thus, the purpose of the paper is to set to introduce the effectiveness of Diff-PAT as the platform for optimizing acoustic systems, and we hope researchers from each field will develop suitable loss function which meet their purpose in their system.

Comparing computational time of each solver. The computational time of the solver is insignificant for non-active PATs; however, some applications of PATs require consideration of the computational efficiency. Figure 4 compares the computational time of each solver, and all of the solvers were executed on the same high-end desktop computer (4.2 GHz Core i7-7700 K, 64 GB RAM). Eigensolver and corrected Eigensolver (Fig. 4a and b) both show similar trends in computational time, and an increase in control points (N) does not have a significant effect on their computational time. However, doubling the number of transducers results in a magnitude increase in the computational time for both Eigensolver and corrected Eigensolver (e.g. when N = 2, the computational time for Eigensolver is 6.2, 110, and 830 ms for M = 196, 512, and 1024, respectively). GS-PAT achieves the lowest computational time of all solvers in all of the conditions (lowest computational time is 0.12 ms with N = 2 and M = 196). GS-PAT is comparable to Eigensolver up to N = 8 when M = 512. However, as the transducer number increases to M = 1024, the performance of GS-PAT drops again (IQ range increases to 0.089 and 0.146 for N = 2 and 32 when M = 1024).

Diff-PAT outperforms all solvers in all cases evaluated in Fig. 3. Diff-PAT is robust against amplitude variability within the control point geometries and can consistently achieve the target amplitude despite the reduction in transducer numbers. In contrast, Diff-PAT outperforms all solvers in all cases evaluated in Fig. 4d.

Diff-PAT does not have a computational efficiency that is as high as that of GS-PAT; however, it’s computational time is comparable to that of Eigensolver type optimiser with M = 512. When M = 512 and N ≤ 4, Diff-PAT is faster than the Eigensolver type method and when M = 1024, Diff-PAT is faster than the Eigensolver method in all cases of N. In addition, Diff-PAT scales well with an increasing number of transducers as shown in Fig. 4d.

The computational time of the solver is insignificant for non-active PATs; however, some applications of PATs require consideration of the computational efficiency. Figure 4 compares the computational time of each solver, and all of the solvers were executed on the same high-end desktop computer (4.2 GHz Core i7-7700 K, 64 GB RAM). Eigensolver and corrected Eigensolver (Fig. 4a and b) both show similar trends in computational time, and an increase in control points (N) does not have a significant effect on their computational time. However, doubling the number of transducers results in a magnitude increase in the computational time for both Eigensolver and corrected Eigensolver (e.g. when N = 2, the computational time for Eigensolver is 6.2, 110, and 830 ms for M = 196, 512, and 1024, respectively). GS-PAT achieves the lowest computational time of all solvers in all of the conditions (lowest computational time is 0.12 ms with N = 2 and M = 196, and the highest computational time is 21 ms with N = 32 and M = 1024). The authors of GS-PAT have reported up to 17,000 geometries per second33, making it well suited for application requiring rapid calculations. However, as demonstrated in Figs. 3 and 4, GS-PAT is inaccurate in comparison to other solvers, and the regions in which GS-PAT can achieve both accuracy and speed is limited.

Diff-PAT does not have a computational efficiency that is as high as that of GS-PAT; however, it’s computational time is comparable to that of Eigensolver type optimiser with M = 512. When M = 512 and N ≤ 4, Diff-PAT is faster than the Eigensolver type method and when M = 1024, Diff-PAT is faster than the Eigensolver method in all cases of N. In addition, Diff-PAT scales well with an increasing number of transducers as shown in Fig. 4d. Given that the demand for high transducer number PATs is increasing18,49–51,53: Diff-PAT is already more suited to optimise large transducer number PATs than an Eigensolver type method, both in terms of accuracy and computational efficiency. Furthermore, there are abundant applications of PATs where the acoustic reconstruction of the acoustic field is prioritised over computational speed30,32–34. Diff-PAT can also be implemented using numerical differentiation as stated earlier. The accuracy of Diff-PAT with numerical differentiation is comparable to that of automatic differentiation; however, its computational efficiency is lower than that of automatic differentiation,
as shown in the supplementary material. This is due to the fact that numerical differentiation is an O(n) process, whereas automatic differentiation scales better with the increasing number of variables in the loss function.39

**Application of Diff-PAT for Phase Plate.** In this section, we further explore the versatility of Diff-PAT by employing Diff-PAT for the optimisation of a phase plate34–37 which is used underwater. It has a significantly higher number of elements than PATs35 and is well-suited for testing the capabilities of Diff-PAT. The IASA developed by Melde et al. is one of the most popular optimisation methods for phase plates. Similar to the GS-PAT and IBP methods, IASA also applies the Gerchberg–Saxton algorithm.32 To create a phase plate version of Diff-PAT, the acoustic pressure field was assumed to be a plane wave41, and the angular spectrum approach55 was used to calculate the propagating acoustic field in the loss function (see "Methods" section for details).

Figure 5 compares the holograms optimised using IASA and Diff-PAT (see Supplementary Information for the acoustic holograms of IASA and Diff-PAT). The reconstruction accuracy of Diff-PAT is clearly higher than that of IASA. A simple visual inspection verifies that the acoustic hologram optimised using IASA, shown in Fig. 5a–c, has many artefacts and does not resolve the test image well (Fig. 5c). In contrast, the acoustic hologram optimised using Diff-PAT has a significantly improved image with minimal artefacts, as shown in Fig. 5a–b, and the USAF 1951 resolution test chart is clearly resolved in Fig. 5c. Quantitatively, the peak signal-to-noise ratio (PSNR) values for Diff-PAT are 16.4, 20.7 and 16.4 dB (Fig. 5a–c, respectively), and they are at least 8 dB higher than the respective PSNRs of IASA. In practical applications of phase plates, these optimised acoustic holograms are encoded and fabricated into a plate41 using a 3D printer. As shown in the supplementary material, Diff-PAT’s acoustic hologram has a spatially higher frequency component in comparison with IASA. This could potentially cause issues during manufacture of the phase plates. The effect of such manufacturing tolerances was evaluated, as presented in the supplementary material, and it was found that the PSNR drops by 3 dB when the standard deviation of normally distributed manufacturing tolerance drops to σ=20%. If manufacturing tolerances become an issue, some weighted regularization term or a low pass filter can be added in the loss function to reduce the high frequency component of the acoustic hologram. The detailed view of acoustic pressure distribution demonstrates that Diff-PAT achieves this high accuracy in the region of interest (ROI) by diffracting the acoustic wave outside the ROI as shown in the supplementary material. The improved accuracy of Diff-PAT with significantly

---

**Figure 4.** Comparing the average computational time for solving one geometry using each solver. The sample size is 1000 geometries, and solved the same dataset as in Fig. 3. The magnitude of IQ range from Fig. 3 is transposed to the marker size and darkness. Small, white marker indicates low IQ range; large dark marker indicates high IQ range. (a) Eigensolver (ES), (b) corrected Eigensolver (CES), (c) GS-PAT (GS) and (d) Diff-PAT (DP). (a)–(c) were based on a C++ code, where (d) was run on Python. The performance was evaluated on the same desktop computer. Image created using MATLAB 2020a Update 4 (https://www.mathworks.com/downloads/) and Adobe Illustrator 24.2.1 (https://www.adobe.com/products/illustrator.html).
reduced artefacts in the ROI can enhance performance of a wide range of acoustic systems used in medicine, biology, and engineering applications.

In conclusion, we presented Diff-PAT, which optimises only the phase of an acoustic hologram using automatic differentiation. We demonstrated the effectiveness of Diff-PAT as a new platform for optimising acoustic holograms in PATs and phase plates. In addition, contrary to common belief, the phase-only optimiser can achieve better accuracy than an optimiser with both amplitude and phase control in the simplest test case for acoustic holograms. For PATs with high transducer numbers (M = 1024), Diff-PAT is more suitable than...
Eigensolver type methods, both in terms of accuracy and computational efficiency. In future, this improved acoustic hologram optimiser will improve the performance of many applications by providing higher quality acoustic holograms. In addition, this study, along with that of Peng et al.\textsuperscript{31}, demonstrated the effectiveness of implementing automatic differentiation in the context of hologram optimization. We hope that these results will further facilitate the use of Diff-PAT platform in a wide range of fields and applications in acoustics.

**Methods**

**Total acoustic pressure calculation.** The total pressure was evaluated by:

$$p_t = \sum_{m=0}^{M} P_{ref} \frac{d((x_c, y_c) + \varphi_{x,m})}{(x_c, y_c)}$$

where $M$ is the total number of transducers, $P_{ref}$ is the reference pressure amplitude; $d(x_c, y_c)$ is the Euclidean distance between $x_c$ and $y_c$, and $D(\varphi) = \frac{2f(\sin(\varphi))}{k}$ is the far-field directivity function for the piston source based on the angle, $\varphi$. Moreover, $0$ is evaluated as the angle between the transducer normal and $x_c$; $r = 5$ mm is the transducer radius, and $J_1$ is the Bessel function of the first kind of order 1. $k = \frac{2\pi f}{c_0}$ is the wavenumber given the acoustic frequency, $f = 40$ kHz and the speed of sound is $c_0$. $P_{ref}$ and $c_0$ are assumed to be 1.98 Pa at 1 m (12 V Pf-Pk$^2$) and 346 ms$^{-1}$, respectively. In the implementation of Diff-PAT, the acoustic pressure calculation is split into pre-calculated (A) and re-calculated (B) components: $A = \sum_{m=0}^{M} D(\varphi)\exp(ikd(x_c, y_c))$, and $B = (\varphi_{x,m})$. Given the transducer properties do not change, part A does not change at all, and it allows significant increase in computational efficiency. In addition, neither TensorFlow 2.3.0 nor JAX 0.2.5 currently supports differentiation of Bessel functions of the first kind of order 1, and these terms cannot be included within the computational graph of automatic differentiation.

**Random generation of control points and amplitude.** Control points, $x_c$ are randomly generated such that $x_c$, $y_c$, and $z$ coordinates are within the region of interest (ROI), i.e. $[−0.05, 0.05]$ m from the centre of the array. For single-sided arrays, the $z$-axis centre is set at $z = 0.1$ m. The physically achievable pressure amplitude was predetermind by making a singular focal point ($\varphi = -\frac{2\pi f}{c_0}$; $d(x_c, y_c)$; $d(0, 0)$). The average acoustic pressures around the vertices for single-sided (M = 196), single-axis (M = 512), and large single-sided (M = 1024) PATs are 5412, 3812, and 4121 Pa, respectively. Amplitude $A_c$ for each control point is randomly assigned such that the minimum pressure amplitude is 10 Pa, and the amplitude at each control point sums up to the average acoustic pressure for the single focus of each transducer array. This target amplitude assignment method is technically inaccurate as it assumes the acoustic amplitude to be conserved (i.e. acoustic power/energy should be conserved). However, the assignment of target via acoustic energy is impractical as it requires assignment of both target pressure and velocity field. Thus, this target assignment method is employed in this manuscript, and it is considered appropriate since the optimizer can follow the targets specified.

**Application of Diff-PAT to the phase plate.** For the optimisation of the phase plate, an underwater transducer with a resonance frequency of 2 MHz, diameter of 35 mm, and input amplitude of 1 Pa was assumed at the surface. The input pressure field was assumed to be a plane wave, and the initial estimate of the phase was set to zero for all elements. The speed of sound in water was assumed to be 1480 ms$^{-1}$, and the pixel size was assumed to be 150 $\mu$m. For simplicity, the acoustic transmission loss through the plate was considered negligible, and the angular spectrum was solved using methods described by Zeng & McGough\textsuperscript{35} (following the implementation of k-Wave\textsuperscript{36}). Both IASA and Diff-PAT were programmed in Python 3.6.9, and the phase plate version of Diff-PAT used TensorFlow\textsuperscript{36} (ver. 2.3.0) to differentiate the loss function automatically. We also used the Adam optimiser in TensorFlow with the same hyperparameter setting as in the PAT version. IASA was calculated by implementing automatic differentiation in the context of hologram optimization. We hope that these results will further facilitate the use of Diff-PAT platform in a wide range of fields and applications in acoustics.

**Data availability**

The data that support the findings of this study are available within this article. The data for transducer arrangements, control point geometries and amplitude, output phase by Diff-PAT, and the results from all solvers are available in Zenodo at https://doi.org/10.5281/zenodo.4906351.

**Code availability**

The program code for optimisation and analysis is also made available at the link provided in Data Availability.

Received: 23 December 2020; Accepted: 1 June 2021
Published online: 16 June 2021
45. Kingma, D. P. & Ba, J. L. Adam: A method for stochastic optimization. 3rd Int. Conf. Learn. Represent. ICLR 2015 - Conf. Track Proc. 1–15 (2015).
46. Fushimi, T., Hill, T. L., Marzo, A. & Drinkwater, B. W. Nonlinear trapping stiffness of mid-air single-axis acoustic levitators. Appl. Phys. Lett. 113, 034102 (2018).
47. Prisbrey, M. & Raeymaekers, B. Ultrasound noncontact particle manipulation of three-dimensional dynamic user-specified patterns of particles in air. Phys. Rev. Appl. 10, 034066 (2018).
48. Morris, R. H., Dye, E. R., Docker, P. & Newton, M. J. Beyond the Langevin horn: Transducer arrays for the acoustic levitation of liquid drops. Phys. Fluids 31, 101301 (2019).
49. Inoue, S. et al. Acoustical boundary hologram for macroscopic rigid-body levitation. J. Acoust. Soc. Am. 145, 328–337 (2019).
50. Hasegawa, K., Yuki, H. & Shinoda, H. Curved acceleration path of ultrasound-driven air flow. J. Appl. Phys. 125, 1–7 (2019).
51. Ochiai, Y., Hoshi, T. & Rekimoto, J. Three-dimensional mid-air acoustic manipulation by ultrasonic phased arrays. PLoS ONE 9, e97590 (2014).
52. Fushimi, T., Marzo, A., Hill, T. L. & Drinkwater, B. W. Trajectory Optimization of Levitated Particles in Mid-Air Ultrasonic Standing Wave Levitators. 2018 IEEE Int. Ultrason. Symp. 1–9 (2018) https://doi.org/10.1109/ULTSYM.2018.8580093.
53. Hasegawa, K., Qiu, L., Noda, A., Inoue, S. & Shinoda, H. Electronically steerable ultrasound-driven long narrow air stream. Appl. Phys. Lett. 111 (2017).
54. Prisbrey, M. & Raeymaekers, B. Aligning high-aspect-ratio particles in user-specified orientations with ultrasound-directed self-assembly. Phys. Rev. Appl. 12, 1 (2019).
55. Zeng, X. & McGough, R. J. Evaluation of the angular spectrum approach for simulations of near-field pressures. J. Acoust. Soc. Am. 123, 68–76 (2008).
56. Treeby, B. E. & Cox, B. T. k-Wave: MATLAB toolbox for the simulation and reconstruction of photoacoustic wave fields. J. Biomed. Opt. 15, 21314 (2010).
57. Nievinski, F. G. subtightplot. https://jp.mathworks.com/matlabcentral/fileexchange/39664-subtightplot (2013).

Acknowledgements
This work was funded by Pixie Dust Technologies, Inc. We would like to acknowledge the authors of GS-PAT for making the code of the conventional optimisation algorithm available for comparison on C++. We would also like to acknowledge the developers of k-Wave. We would like to thank Tatsuya Minagawa for assisting with the visualization of the PATs in Fig. 1. Fig. 3 was generated using subtightplot57. Fig. 5b was designed by Freepik from Flaticon; we have license to modify and use the image for commercial or non-commercial purposes. We would like to thank Editage (www.editage.com) for English language editing.

Author contributions
T.F. and K.Y. contributed equally to the work. T.F., K.Y., and Y.O. designed the study; T.F. and K.Y. performed the research; T.F. and K.Y. analysed the data; and T.F., K.Y., and Y.O. wrote the paper. All authors reviewed the manuscript.

Competing interests
Pixie Dust Technologies, Inc. filed Japanese patent JP2020-167367A on 1st October 2020, covering the Diff-PAT algorithm described in this paper, listing the authors T.F., K.Y., and Y.O. as inventors. Y.O. has multiple unpaid advisory position for governmental/non-governmental bodies in Japan. This work was funded by "Strategic Research Platform towards Digital Nature Powered by Pixie Dust Technologies, Inc".

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-91880-2.

Correspondence and requests for materials should be addressed to T.F.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021