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Multi-objective optimization of Resin Infusion
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ABSTRACT
The present paper addresses the multi-objective optimization of the filling stage of the Resin Infusion manufacturing process. The optimization focuses on the selection of an optimal temperature profile which addresses the tradeoff between filling time and the risk of impeding the flow of resin due to excessive curing. The methodology developed combines a numerical solution of the coupled Darcy’s flow and heat conduction problem with a Genetic Algorithm (GA). The methodology converges successfully to a final Pareto set for the case of a C-stiffener which is 130 mm high, 60 mm wide and lies on a skin 280 mm wide. The results highlight the efficiency opportunities available compared to standard industrial manufacturing practice. Reductions in filling time up to 66% and up to 15% in final degree of cure are achieved compared to standard solutions.

1. Introduction
The need for reliable and efficient composites manufacturing processes is currently driven by the simultaneous increase in complexity, production volumes and component size demands in composite materials applications. Liquid composite molding (LCM) processes have been recognized as an attractive alternative to conventional autoclave based processing of high specification parts due to their relatively lower capital cost and scope for automation. Full exploitation of the potential benefits of this family of processing techniques requires the development of methodologies addressing both cost effective operation and minimization of process failures and defects.

The filling stage of LCM processes aims to achieve a satisfactory impregnation of the dry reinforcement. Unsuitable selection of process design parameters, such as gate and vent locations and filling temperature profile may lead to process failures manifested as dry spots and increased micro/macro voids content \cite{1, 2}. Minimizing the process duration is a major consideration of filling process design in the context of increasing production rates and reducing process cost. Predictive simulation tools coupled with numerical optimization methodologies offer an effective way to select process design parameters resulting in efficient combinations of product quality and process duration.

The focus of optimization studies of LCM processes has been on satisfying quality and cost related...
objectives. Single objective optimization of Resin Transfer Molding (RTM) and Resin Injection under Flexible Tooling (RIFT) has addressed quality related objectives concentrating on minimization of micro/macrodry spots and voids. Optimizing injection flow rate can lead to a reduction of void content to values below 2% [3], while optimizing the location of gates and vents can produce improvements in the filling pattern and elimination of dry spots [4–6]. Cost driven single objective investigations of the RTM process have focused on the minimization of filling time through optimization of gate and vent locations. These works have shown that a search for gate locations needs to be addressed with a zero order strategy, such as a GA, due to the presence of many local minima. Reduction in filling time of about 15% can be achieved compared to empirical gate location selections [7–9]. An optimization methodology based on Centroidal Voronoi Diagram has been implemented to minimize filling time by optimal gate placement showing a 93% reduction in required simulations compared to GA [10]. However, this approach is likely to get trapped in local minima when applied to symmetric geometries. Efforts to combine quality and cost related considerations in a more comprehensive treatment of the problem have been based on using a weighted average of the different objectives as an optimization target [11–18]. The optimization of gate and vent locations has been carried out in this way, using a minimization objective combining filling time and dry spots resulting in reductions of up to 90% in the aggregate objective [15–18].

A similar approach including the number of gates and vents in the minimization problem can lead to further improvement due to the flexibility offered by the variable number of ports in the injection setup [11–14]. Optimal solution by means of weighted fitness function have been sought among optimal iso-thermal filling temperature and injection resin temperature to minimize filling time and temperature gradient through thickness [19]. A true multi-objective setup for optimizing RTM gate locations to minimize simultaneously filling time and void content has shown that it is feasible to determine an improved efficient front of the process, including a number of optimal solutions with respect to both objectives [20].

The present paper addresses the filling stage of Resin Infusion using a flow medium using a full multi-objective optimization setting in which the objectives are minimized simultaneously and treated independently. In this way the design space can be explored without implying the benefits of each objective a priori (i.e. using weighted fitness function). It should be noted that in the context of composites manufacturing the infusion process using a flow medium to facilitate the filling is also known as VARTM or SCRMPTM. The two objectives selected, filling time and maximum degree of cure at the end of filling, produce a minimum-minimum optimization problem related to cost and quality aspects of the final component. The process design parameters are the gate locations, the filling temperature profile and the convection coefficient. Minimizing the filling time has a direct effect on process cost, while minimizing the maximum degree of cure has a dual role; ensuring a better flow pattern and wettability of fibers which means minimizing formation of voids, and avoiding an overall failure of the process due to the formation of macroscopic dry spots. Furthermore, the nature of the objectives leads to a tradeoff problem which makes treatment in a true multi-objective fashion highly relevant.

### 2. Coupled filling-curing simulation

The Darcy’s flow problem of the filling stage of the Resin Infusion manufacturing process coupled with heat transfer and cure kinetics has been modeled using the finite element solver PAMRTM® 2013 [21]. The materials used for the study were a pseudo unidirectional carbon fabric (Hexcel G1157 [22]) and a high temperature aerospace grade epoxy (Hexcel RTM6 [23]). The cure kinetics, thermal material properties as specific heat and thermal conductivity and viscosity models were implemented in PAMRTM® using user defined tables.

The simulation of the cure kinetics of the RTM6 epoxy resin follows the model developed by Karkanas and Partridge [24, 25]. The reaction rate depends on temperature and degree of cure as follows:

\[
\frac{dx}{dt} = k_1 (1-x)^{n_1} + k_2 (1-x)^{n_2} x^m
\]

(1)

\[
\frac{1}{k_i} = \frac{1}{k_{i,c}} + \frac{1}{k_d} \quad i = 1, 2
\]

(2)

\[
k_d = A_i e^{(\frac{-d}{RT})} e^{(\frac{b}{T})}
\]

(3)

\[
k_{i,c} = A_i e^{(\frac{-c}{RT})} \quad i = 1, 2
\]

(4)

\[
f = w(T-T_g) + g
\]

(5)

where \(x\) is the degree of cure, \(m, n_1\) and \(n_2\) are reaction orders for the \(n\)-th order and autocatalytic terms, \(A_i, A_d\) are pre-exponential factors, \(b\) is a fitting parameter, \(E_i, E_d\) are the activation energies of the Arrhenius functions, \(k_{i,c}, k_d\) are the rate constants for chemical reaction and diffusion respectively; \(T\) is the absolute temperature, \(R\) is the universal gas constant and \(f\) the equilibrium fractional free volume, which depends on instantaneous glass transition temperature, while \(w\) and \(g\) are
constants. The glass transition temperature model follows the Di Benedetto equation [26]:

$$T_g = T_{go} + \frac{(T_{g\infty} - T_{go})\lambda x}{1 - (1 - \lambda)x}$$ (6)

Here $T_{g\infty}$ and $T_{go}$ are the glass transition temperatures of the fully cured and uncured material respectively and $\lambda$ is a fitting parameter governing the convexity of the dependence. Table 1 reports the fitting parameters of the cure kinetics and glass transition temperature development models [25, 26].

The specific heat capacity of the composite is obtained by computing the specific heat of the carbon fibers and RTM6 epoxy resin using the rule of mixtures. The specific heat capacity of fiber, resin and composite are represented as follows [27]:

$$c_{pf} = A_{pf} T + B_{pf}$$ (7)

$$c_{pr} = A_{pr} T + B_{pr} + \frac{\Delta c_{pr}}{1 + e^{c_{pr}(T - T_{rcr})}}$$ (8)

$$c_r = w_f c_{pf} + (1 - w_f) c_{pr}$$ (9)

where $A_{pf}$ and $B_{pf}$ are fitting parameters of the linear dependence of fiber specific heat capacity on temperature, $A_{pr}$ and $B_{pr}$ are constants expressing the linear dependence of the specific heat capacity of the cured epoxy on temperature and $\Delta c_{pr}$, $c_{pr}$ and $\sigma$ are the strength, width and temperature shift of the step transition occurring at resin vitrification. In the rule of mixture formulation, Equation (9), $w_f$ stands for the weight fiber fraction. Table 2 reports the fitting parameters for the specific heat capacity material model for both the resin and carbon fibers used in this study [27].

The thermal conductivity of the composite is computed by accounting the contributions from both resin and carbon fibers. The resin contribution is isotropic, while the carbon fiber contribution is anisotropic. Consequently, the thermal conductivity of the composite is anisotropic with a longitudinal component ($K_{11}$) and a transverse component ($K_{22}$, $K_{33}$) which can be expressed as follows [28, 29]:

$$K_{11} = \nu_f K_{1f} + (1 - \nu_f) K_r$$ (10)

$$K_{22} = K_{33} = \nu_f K_r \left( \frac{K_{1f}}{K_r} - 1 \right) + K_r \left( \frac{1}{2} - \frac{K_{1f}}{2K_r} \right)$$

$$+ K_r \left( \frac{K_{1f}}{K_r} - 1 \right) \sqrt{\nu_f^2 - \nu_f + \left( \frac{K_{1f}}{K_r} + 1 \right)^2} - \frac{(K_{1f} + 1)^2}{(K_{1f} - 2)^2}$$ (11)

where $\nu_f$ is the fiber volume fraction, $K_f$ and $K_{1f}$ are the longitudinal and transverse thermal conductivities of carbon fibers and $K_r$ the resin thermal conductivity which are modeled as follows [30]:

$$K_{1f} = A_{1f} T + B_{1f}$$ (12)

$$K_f = B_{1f}$$ (13)

$$K_r = a_{Kr} T \alpha^2 + b_{Kr} T \alpha + c_{Kr} T + d_{Kr} \alpha^2 + e_{Kr} \alpha + f_{Kr}$$ (14)

Here $A_{1f}$, $B_{1f}$ describe the longitudinal thermal conductivity of carbon fibers and $B_{1f}$ the transverse and $a_{Kr}$, $b_{Kr}$, $c_{Kr}$, $d_{Kr}$, $e_{Kr}$ and $f_{Kr}$ are coefficients of the polynomial function describing the resin thermal conductivity dependence on temperature and degree of cure. The fitting parameters of the thermal conductivity sub-models [28–30] are reported in Table 2.

The viscosity model used for the resin system of this study has been proposed by Karkanas and Partridge [31]. Viscosity is considered to be a function of temperature and instantaneous glass transition temperature as follows:

$$ln \frac{\eta}{\eta_g} = - \frac{C_1 (T - T_r - T_g)}{C_2 + T - T_r - T_g}$$ (15)

where $\eta_g$ is a reference viscosity equal to $10^{12}$Pas, $\eta$ is the viscosity, $T_r$ is a reference temperature, $C_1$, $C_2$
are temperature dependent parameters defined as follows for the resin system of this study:

\[ T_r(\text{C}) = -145 + 1.239T \]  \hspace{1cm} (16)

\[ \ln C_1 = 2.908 + 291.87T^{-1} \]  \hspace{1cm} (17)

\[ \ln C_2 = -5.485 + 3562T^{-1} \]  \hspace{1cm} (18)

The filling is represented as a flow through porous media problem and is governed by Darcy’s law:

\[ \bar{u} = -\frac{\hat{K}}{\eta} \cdot \nabla P \]  \hspace{1cm} (19)

where \( P \) is the pressure, \( \hat{K} \) is the permeability tensor and \( \bar{u} \) the volume-averaged velocity vector. The values of permeability in the different directions for the fabric of this study are reported in Table 2 [32]. The constitutive material models have been implemented in PAMRTM via user defined tables. Initial conditions on temperature and degree of cure have been applied; while a time dependent prescribed temperature condition applied to the nodes in contact with the hot tool has been implemented using user defined tables. Natural air convection has been applied to the elements on the vacuum bag side. The value of initial degree of cure was 2%. The temperature boundary condition applied to the tool temperature was considered to follow the thermal profile set by the optimization. The ambient temperature considered in the natural air convection boundary condition is 25°C. The convection coefficient considered in the standard case in which it was not a design variable in the optimization is 13.7 W/m²°C [33]. The initial temperature was set to be equal to the initial temperature of the non-isothermal profile. The pressure at the inlet was one bar, whereas the flow front was considered to be under vacuum. The thermochemical model and its constitutive laws used to simulate the cure of the materials involved in this study have been validated successfully against experimental results in previous work [24, 25, 30, 34].

Chemo-viscosity model and permeability values adopted have been also validated against experimental results in previous published works [31, 32]. The filling simulation methodology solving the Darcy law problem has been also validated [32].

3. Multi-objective optimization methodology

3.1. GA performances tests

A multi-objective optimization problem has been designed to minimize both filling time and degree of cure at the end of the filling. A GA capable to deal with multi-objective scenarios has been adapted, tested and fine-tuned to solve the problem under study [35]. Furthermore, the GA performance has been compared to that of established implementations to evaluate its efficiency in terms of computational effort and accuracy. The PISA (A Platform and Programing Language Independent Interface for Search Algorithms) platform has been used to implement different search algorithms [36]. Within PISA the Non-dominated Sorted Genetic Algorithm (NSGA-II) [37] and the Strength Pareto Evolutionary Algorithm (SPEA 2) [38] strategies have been selected for comparison. The algorithms have been tested against two benchmarks problems namely proposed by Zitzler and Fonseca [37, 39]. The results are reported in Figure 1. The current GA showed accuracy comparable to the established algorithms and outperformed in both cases the established algorithms in terms of distribution of the Pareto set solution.

3.2. Optimization test case

The thermal profile during the filling stage has been parameterized using four parameters; the temperatures of first and second dwell applied to the tool (\( T_1, T_2 \)) and the duration of first dwell and ramp (\( \Delta t_1, \Delta t_2 \)), as depicted in Figure 2. Furthermore, the
Convection coefficients and the gate location have been considered, reaching six design parameters overall. Table 3 reports the ranges of possible values for each parameter and the number of possible gate locations. It should be noted that the ramp duration and possible differences between dwell temperatures can potentially imply relatively high tool heating/cooling rates; it is assumed that fast heating and cooling strategies are feasible in the context of this analysis.

The test case selected for the filling problem addressed is a 3D belly fairing module comprising a skin and four C-stiffeners along each side. Due to the periodicity of the geometry, the part of component including only one C-stiffener has been modeled in PAMRTM. The geometry of the component, boundary conditions and process strategy, which involves use of an injection line along the length of the stiffeners, allow a 2D representation of the problem. The part, which is illustrated in Figure 3, involves either one or two sub-laminates of a thickness of 2.4 mm and a [±45 – 45]₂₄ lay-up. In the noodle region fibers are oriented at 0 degrees, therefore in this region the flow is governed by transverse permeability. The height of the C-stringer is 130 mm and its width 60 mm. The width of the skin is 280 mm. The part dimensions are based on sub-components investigated in the literature [40–42]. The upper boundary is subjected to air convection, while the lower boundary to a prescribed temperature following the non-isothermal temperature profile. The model comprises 1909 nodes and 2557 elements. The fiber volume fraction is equal to 59% except in the noodle region where it is equal to 50%. The porous medium is a PTFE coated glass fiber fabric. A steel block is placed in the C-shaped cavity. The material properties of the flow media and steel block are reported in Table 4 [32]. The results of the optimization are compared to a conventional filling profile for the resin system which is isothermal at 120 °C with a resin temperature at injection equal to 80 °C [23]. The potential injection gate positions considered by the optimization are along the dashed line shown in Figure 3. An interface linking the GA with the FE solver has been implemented in C++. The interface works on a template solver input file which is read and modified at designated locations. Figure 4 shows the optimization interface functionality. At each iteration, a new set of six parameters is generated by the GA. The interface reads the template file and creates a new one copying the template file line by line and modifying the parameters values in the appropriate lines and locations with the new parameters generated by the GA. Subsequently, a command script is run to execute the PAMRTM analysis with the modified input file. At the end of the simulation the output file is opened and read by the interface and the objectives, maximum degree of cure and filling time, are withdrawn and fed to the GA. After that a new iteration starts and a new set of parameters is created. Table 5 reports the GA parameters values adopted for the case under study.

3.3. Exhaustive search and landscapes of the optimization problem

The efficiency of the GA has been assessed comparing its result with an exhaustive search. Each parameter of the design space has been discretized using an equidistant division made of five segments except for the gate parameter which had three segments.
An overall number of 15,625 points forms the design space. A standard desktop equipped with four processors takes 25 days to perform the exhaustive search. The GA reaches the final Pareto set in 260 evaluations taking 10 hours to complete the analysis, i.e. it requires about 2% of the computational effort required for the exhaustive search. Figure 5 illustrates a comparison of the Pareto set of the multi-objective optimization problem found by the GA with the feasible set obtained by the exhaustive search. The GA slightly outperforms the exhaustive search for the majority of the set due to the finer accuracy of the algorithm compared to the relatively coarse grid of the full search. Consequently the efficiency in computational effort offered by the GA in comparison with an exhaustive search exceeds 98% for an output of equivalent quality.

The landscape of the optimization space of the problem addressed is relatively complex. This justifies the use of a zero order search optimization algorithm, such as the GA, instead of potentially more efficient gradient based methods, which would have the tendency of being trapped in local optima and not being able to resolve deceptive parts of the landscape. Some examples of the landscape are examined in the following to demonstrate the complexity involved. Figure 6 illustrates a cross-section of the design space for a second dwell temperature of 130 °C, first dwell duration of 15 minutes, ramp duration of 2 minutes and convection coefficient of 5 W/m²°C. The surface highlights the competitive nature of the two objectives. A higher first dwell temperature results in shorter filling time; however, it also leads to higher degree of cure with the dependence on the latter being strongly non-linear. Figure 7 depicts a cross-section of the design space for an injection happening at gate 11 (Figure 3), first dwell duration of 15 minutes, ramp duration of 2 minutes and convection coefficient of 5 W/m²°C. Once again the competitive nature of the two objectives and the non-linearity due to the resin viscosity evolution are highlighted in the filling time surface. In the degree of cure surface the non-linearity due to the combined effect of cure kinetics and viscosity is manifested by the presence of local minima which make the optimization problem not trivial and therefore the necessity to adopt an evolutionary based algorithm such as GA.

Data underlying this study can be accessed through the Cranfield University repository at https://doi.org/10.17862/cranfield.rd.5505376.
4. Results and discussion

Figure 8 illustrates the convergence to the Pareto set of the multi-objective problem for the case study. The GA is capable of achieving successive improvements in the Pareto set with regard to both objectives and converges to a final Pareto set after 13 generations. The points of the Pareto set achieve a reduction of about 40% in both filling time and degree of cure compared to optimal sets found at early generations. Figure 9 compares the final Pareto set found by the GA with the solution obtained when standard isothermal filling is performed [23]. The standard solution from gate 11 (Figure 3) has a filling time of about 4650 s and a final degree of cure of 0.068. The Pareto set is in the form of an L-shaped curve which highlights the competitive nature of the objectives selected. Solutions on the Pareto set achieve reductions of up to 66% in filling time and up to 15% in degree of cure at the end of the filling without worsening the other objective. All the solutions in the final set are from gate 11, which is located 23 mm from the skin edge, except for the two solutions presenting the shortest filling time and highest final degree of cure.
which are from gate 46 (Figure 3). This gate is located 98 mm from the skin edge. The solution with the lowest degree of cure is from gate 12 (Figure 3).

Interesting insights on how optimal solutions are achieved by the methodology can be obtained by investigating the design parameters of the individuals in the Pareto set. It is possible to identify three regions in the final Pareto: (i) the horizontal region in which the maximum degree of cure is low and relatively constant for different filling times; (ii) the vertical region in which filling times remain low and relatively constant for variations of the maximum degree of cure and; (iii) the corner region in which both filling time and maximum degree of cure have relatively low values. These three regions tend to correspond to three different processing strategies. Table 6 reports the details of the individual designs in the Pareto set. The solutions in the horizontal region are characterized by a maximum degree of cure lower than 0.066 and filling times greater than 27 minutes. The solutions belonging to this region use two different but neighbors gate location. The most conservative solution (point 1) is achieved with injection from gate 12 and adopting a quasi-isothermal filling strategy at about 133 °C. The other solutions (points 2–11) are obtained from gate 11. The strategy adopted for these gates involves a first dwell temperature in the range of 142–159 °C kept for about 8 minutes than a quick ramp down to a temperature below 142 °C. This strategy achieves most of the filling during the first dwell by exploiting the very low viscosity of the resin at high temperature, followed by cooling down to contain the degree of cure evolution. The individuals in the corner region of the set have maximum degree of cure in the range of 0.074–0.087 and filling time in the range of 22–25 minutes. Unlike the horizontal region these solutions show higher second dwell and lower ramp rate and in the case of just point 12 a longer first dwell. This range of parameters generates shorter filling time solutions but with increasing degree of cure. The solutions in the vertical region have degree of cure in the range of 0.09–0.11 and filling time in the range of 18–21 minutes. These individuals have similar first and second dwell temperatures with the corner region; however, in this case the first higher temperature dwell is kept for about 17 minutes instead of about 8 minutes (with the exception of point 12) achieving further improvements in filling time but also increasing the risks associated with a higher degree of cure. The shortest filling time found is for a design using gate 46, low second dwell temperature and a fast cooling rate between the dwells (points 20 and 21). All the individuals in the final Pareto have a convection coefficient of about 5 W/m²°C suggesting that insulation and therefore reduction in temperature gradient along the stiffener is beneficial in terms of the objectives addressed.

A detailed analysis of the flow front has been carried out for the standard solution, a solution in the horizontal region of the Pareto set and one in the

![Figure 9.](image)

**Figure 9.** Pareto set and standard result comparison.

| Table 6. Pareto set individual solutions details. |
|--------------------------------------------------|
| Pareto set region | ID | T₁ (°C) | T₂ (°C) | ΔT₁ (min) | Ramp (°C/min) | Gate | Filling time (min) | α_max |
|--------------------|----|---------|---------|-----------|--------------|------|-------------------|-------|
| Horizontal region  | 1  | 134     | 133     | 7.7       | −0.4         | 12   | 37.6              | 0.058 |
|                    | 2  | 142     | 134     | 7.9       | −2.7         | 11   | 32.7              | 0.059 |
|                    | 3  | 149     | 134     | 7.9       | −5.7         | 11   | 30.5              | 0.061 |
|                    | 4  | 151     | 134     | 7.9       | −6.4         | 11   | 30.0              | 0.062 |
|                    | 5  | 150     | 136     | 7.9       | −5.1         | 11   | 29.2              | 0.063 |
|                    | 6  | 149     | 136     | 7.9       | −2.4         | 11   | 28.5              | 0.064 |
|                    | 7  | 151     | 136     | 7.9       | −2.7         | 11   | 28.4              | 0.065 |
|                    | 8  | 157     | 135     | 7.7       | −8.3         | 11   | 27.9              | 0.066 |
|                    | 9  | 159     | 134     | 7.9       | −9.4         | 11   | 27.6              | 0.068 |
|                    | 10 | 149     | 142     | 7.9       | −2.8         | 11   | 26.2              | 0.068 |
|                    | 11 | 159     | 139     | 7.7       | −7.7         | 11   | 25.6              | 0.070 |
| Corner region      | 12 | 149     | 142     | 17.1      | −2.8         | 11   | 25.0              | 0.074 |
|                    | 13 | 151     | 148     | 7.9       | −1.3         | 11   | 24.2              | 0.077 |
|                    | 14 | 151     | 150     | 7.9       | −0.5         | 11   | 23.7              | 0.079 |
|                    | 15 | 152     | 152     | 7.9       | 0            | 11   | 22.8              | 0.082 |
|                    | 16 | 159     | 152     | 7.9       | −2.8         | 11   | 21.5              | 0.087 |
| Vertical region    | 17 | 157     | 146     | 17.0      | −4.2         | 11   | 21.2              | 0.090 |
|                    | 18 | 159     | 148     | 17.0      | −4.2         | 11   | 20.4              | 0.096 |
|                    | 19 | 159     | 155     | 17.0      | −1.3         | 11   | 20.1              | 0.098 |
|                    | 20 | 156     | 133     | 16.7      | −9.2         | 46   | 18.1              | 0.109 |
|                    | 21 | 157     | 133     | 16.7      | −9.4         | 46   | 17.9              | 0.111 |
vertical region. Solutions in the corner region of the Pareto set show features similar to either the horizontal or vertical region depending on the length of the first dwell duration. Solutions in the horizontal region are characterized by short high temperature first dwells of about 8 minutes while those in the vertical region involve longer high temperature first dwells of about 17 minutes. The flow front has been monitored through the path along the skin of the C-stiffener, from the inlet point to the region where the highest degree of cure is observed, which is located about 34 mm from the edge of the skin and illustrated in Figure 3.

Figures 10–12 report the evolution of temperature, viscosity and degree of cure of the material at the flow front along the path described and the degree of cure envelope for the standard solution, a solution in the horizontal (point 3) and a solution in the vertical region (point 18) of the Pareto set. In the standard solution (Figure 10) the degree of cure evolution is slow due to the relatively low filling temperature involved (120°C); however, this also means a viscosity of about 0.11 Pas which leads to a slow process and a long filling time (about 4650 s). The degree of cure evolution curves (Figure 10(b)) show that once the flow front has passed from one location the arrival of new resin causes the degree of cure to drop due to the arrival of resin with lower degree of cure. Once no more resin flow occurs at the location, the degree of cure start
increasing again. The horizontal region solution (Figure 11) follows a two dwell filling profile with a first dwell equal at $149^\circ C$ and a second dwell at $134^\circ C$. Compared to the standard solution the viscosity is lower due to higher filling temperature. Ramping down to a lower temperature slows down the degree of cure development finding an optimal balance between penalizing the filling time and arresting the degree of cure evolution. The vertical region solutions (Figure 12) uses a long first dwell (17 minutes) at even higher temperature ($159^\circ C$) resulting in a very low viscosity in the early stages of the filling. This also results in quick development of the degree of cure. Once 90% of part has been filled, the remaining 10% of the filling is carried out at lower temperature ($149^\circ C$) to mitigate the evolution of degree of cure. Figures 10 and 12 show an inflection in the degree of cure evolution respectively at about 2500 s and 700 s. These inflections, unlike the one for the horizontal solution (Figure 11), are due to the merging of the two flow fronts that originate before the noodle and that join together after it. This phenomenon occurring at the noodle location is illustrated in Figure 13.

5. Conclusions

The optimization methodology presented in this paper investigates the design opportunities for the filling stage of the Resin Infusion process and leads to a set of optimal design solutions. The optimization methodology developed is able to unveil the competitive hidden tradeoffs between the objectives selected. This set of optimal solutions is governed by the tradeoffs between quality and cost, manifested as an L-shape Pareto set. The methodology results in solutions far more efficient than the standard industrial practice with respect to both quality and cost of the process. The outcome of the optimization shows that applying non-isothermal temperature profiles during the filling stage can be very productive. The strategy highlights that the tradeoff between reducing viscosity and minimizing the reaction rate can be addressed through tuning the temperature profiles during the filling. The outcomes of the optimization show that a high first dwell temperature can be adopted in the early stage of filling, when the degree of cure and reaction rate are low, to reduce the viscosity and speed up the flow front, followed by a lower second dwell temperatures which aims to delay the increase in viscosity bound to happen at high temperature and slow down the cure reaction to contain the level of degree of cure. Carrying out analysis of this type on a component by component basis during the stage of process design can result in significant process time benefits at a quality similar to that of conventional process designs; this can be critical in the context of pushing the envelope for use of composites as a competitive material solution in high production rate applications.
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