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Program representation learning is a fundamental task in software engineering applications. With the availability of "big code" and the development of deep learning techniques, various program representation learning models have been proposed to understand the semantic properties of programs and applied on different software engineering tasks. However, no previous study has comprehensively assessed the generalizability of these deep models on different tasks, so that the pros and cons of the models are unclear. In this experience paper, we try to bridge this gap by systemically evaluating the performance of eight program representation learning models on three common tasks, where six models are based on abstract syntax trees and two models are based on plain text of source code. We kindly explain the criteria for selecting the models and tasks, as well as the method for enabling end-to-end learning in each task. The results of performance evaluation show that they perform diversely in each task and the performance of the AST-based models is generally unstable over different tasks. In order to further explain the results, we apply a prediction attribution technique to find what elements are captured by the models and responsible for the predictions in each task. Based on the findings, we discuss some general principles for better capturing the information in the source code, and hope to inspire researchers to improve program representation learning methods for software engineering tasks.
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1 INTRODUCTION

The task of program representation learning is to learn continuous vectors for representing code snippets, such that semantically-similar snippets are mapped to close vectors in the continuous space. The learnt representations, or the program embeddings, can be further used for downstream tasks in programming language processing and software engineering [10, 13, 24, 26, 58, 63, 67]. In the past few years, the availability of massive source code from public repositories has brought a boost to the use of deep learning techniques for program representation learning [1, 5, 12, 40, 47, 73, 74, 76]. A large fraction of such studies leverage the abstract syntax trees (ASTs) of programs and use deep learning models to learn programs’ representations from the ASTs [5, 6, 40, 47, 73, 74, 76]. The assumption is that compared to the plain text of source code, an AST reflects better the structural information of a program so that the learnt representation can capture more precise semantic property of the program. The AST-based deep models have shown the state-of-the-art performance on tasks such as code classification and code clone detection [65, 76].

Despite the great success, we observe that there is a lack of comprehensive comparison of these models and in particular the evaluation of the generalizability of the program embeddings. While each model shows the advantage on one or two selected tasks in the original paper, it is unclear how they generalize to other tasks. Moreover, no previous work has investigated what information these embeddings capture from the source code W.R.T a particular task. Therefore it is hard to make suggestions on the use and improvement of these embedding models on subsequent tasks. To bridge this gap, first, we systemically evaluate the performance of six AST-based program embedding models on three common tasks in programming language processing (see Section 4). We kindly select the evaluated models based on four criteria to ensure that they represent the state of the art in the field (see Section 2.2), and select the representative evaluation tasks that require the models to use as input the embedding of an entire program (see Section 3). Second, we attempt to explain the performance generated by these models using a prediction attribution technique (see Section 5). With the attribution technique, we may visualize what elements in the original source code are responsible for the predictions, which helps to reveal why the models perform diversely on the tasks. As a baseline, we additionally train two classic neural networks in
natural language processing to learn directly from the plain text of source code and evaluate the corresponding performance as well.

A related but different study is conducted by Kang et al. [31], which assesses the generalizability of code2vec token embeddings [6]. They use code2vec as an algorithm (like word2vec in NLP) to embed the tokens in the source code and use the token embeddings as input to the models for downstream tasks. In other words, they assess whether code2vec produces robust word embeddings for downstream tasks. In contrast, we want to evaluate the generalizability of the embeddings that represent an entire program (like doc2vec in NLP). The reason is twofold. First, many software engineering models require the embedding of an entire program as input [2, 15, 65, 76]. As such it is worth investigating which program embedding models are suitable for what kind of tasks. Second and more importantly, program embedding models focus on how to handle the structural information in the program rather than training the embeddings of individual tokens. Therefore the resulted token embeddings may be sensitive to the structural context they are trained in. Yet all program embedding models attempt to capture the semantic property of source code in general, therefore it is fairer to directly compare the generalizability of program embeddings.

To summarize, we mainly ask two questions: how do the representative AST-based program embedding models perform on different tasks and why do they perform well or not on each task? We attempt to answer the questions by the following contribution:

- We select six representative AST-based program embedding models and evaluate their performance on three common software engineering tasks. We also implement two classic NLP models as baselines. We explain the performance discrepancy of the models by analyzing how they extract the structural information from the ASTs. To the best of our knowledge, this is the first effort in literature to systemically evaluate these program embedding models.
- We propose to use the prediction attribution technique to explain the model performance. The technique finds what features in the input data are responsible for the prediction by comparing with the prediction of the baseline input. We design a proper baseline input for each task so that the prediction can be attributed to the input tokens in the original programs. We visualize the attribution results and discuss what features in the source code are important for each task.
- We provide a discussion on the key lessons learned from the experimental study and draw some general principles for better capturing the information in the source code. The insights may motivate further research on program representation learning models that can either generalize better to various downstream tasks or achieve the new state-of-the-art performance on specific tasks.

The rest of the paper is organized as follows. In Section 2, we describe the evaluated program embedding models and explain our implementations to the models for fair comparison. In Section 3, we describe the three selected tasks that are suitable to evaluate the generalizability of program embeddings and the network architecture for each task. We report and analyze the performance of the embedding models in Section 4, followed by the prediction attribution analysis in Section 5. We discuss the lesson learned from the study in Section 6 and threats to validity in Section 7. Finally, we conclude in Section 8.

2 THE MODELS FOR PROGRAM EMBEDDING

In this section, we briefly review the models evaluated in the experiments. We mainly investigate the representative models that learn program representations from abstract syntax trees. We refer to this type of models as the AST-based models. In comparison, we also apply two classic models in natural language processing, namely, LSTM and Transformer (only the encoder), to learn from the source code text. We refer to the two models as the token-based models. We describe the modifications in our implementation for a fair comparison of the models.
2.1 The Token-based Models

2.1.1 LSTM. LSTM can capture the token dependencies in a sequence and is suitable for encoding the source code text. At each step, LSTM computes a hidden state that represents the information in the source code until the current input token. We follow previous work [18, 36] and simply use the last hidden state to represent the entire program.

2.1.2 Transformer. The Transformer model encodes an input sequence using self-attentions, where each input token is encoded by attending to all the tokens in the same sequence. The Transformer encoder is typically constructed using several self-attention layers, and the encoding at the first position of the last layer is used to represent the entire program.

2.2 The AST-based Models

The AST-based models evaluated in this work are selected based on four criteria. First, the model should learn a single embedding which represents the entire program. Second, for fair comparison, it should only use the static structural information of an AST and not incorporate any dynamic information such as concrete execution traces. Third, the underlying work is published on a top-ranked conference or journal, so that the model represents the state of the art in the field. Finally, the authors should have made the stable source code publicly available so that we may refer to their implementation details and re-implement the models correctly using a unified deep learning framework (PyTorch).

Based on the criteria, we finally identify six representative deep learning models with high citations. According to the methods of manipulating the structure of an AST, we roughly divide them into three categories. The first category recursively aggregates the structural information from the leaves to the root in a bottom-up approach. The representative models are TBCNN [45] and AutoenCODE [68], where the former proposes tree-based convolutional neural networks and the latter adopts recursive neural networks, respectively, for the bottom-up aggregation. The second category of models aggregate the structural information from the selected paths in the ASTs. The representative models are code2vec [6] and code2seq [4]. Both of them embed the AST paths and aggregate the path embeddings using the attention mechanism. The last category considers the control/data flow in the original source code while extracting the structural information in the ASTs. The representative models are GGNN [3] and ASTNN [76]. GGNN constructs a graph by adding semantic edges into the AST and then adopts gated graph neural networks to learn from the graph, whereas ASTNN splits an AST into a sequence of statement subtrees and adopts a bidirectional GRU network to learn from the sequence.

2.2.1 TBCNN. TBCNN [45] applies tree-based convolution kernels on an AST to gather the information in each subtree. The subtree features are aggregated using dynamic pooling to obtain the program embedding. In particular, TBCNN pretrains the embeddings of AST nodes and encodes each node as a linear combination of its own embedding and the aggregated embedding of its children. Then it uses tree-based convolution kernels to slide over the entire tree, and obtains a “feature tree”. To cope with arbitrary sizes of feature trees, TBCNN applies dynamic pooling to aggregate all the features into one vector representing the entire program.

In their original implementation\(^1\), the leaf nodes in the AST, which correspond to the tokens in the source code, are discarded before the convolutional layer. However, we found that incorporating the features of the leaf nodes improved the performance on the downstream tasks. Therefore, we keep the leaf nodes in our implementation.

2.2.2 AutoenCODE. AutoenCODE [68] transforms an AST into a binary tree and trains an autoencoder to learn the program embedding from it. In particular, AutoenCODE recursively combines the embeddings of every pair of children in a bottom-up approach, and then reconstructs the embeddings of the two children. The training loss

\(^1\)https://sites.google.com/site/treebasedcnn/home
is computed as a weighted sum of all the reconstruction losses over the entire binary tree. The trained embedding of the root represents the entire program.

In practice, the authors [68] found rather than combining two sibling nodes in each step, the greedy algorithm that minimizes each reconstruction loss yields better performance. Therefore in our implementation, we also adopt the greedy variant.

2.2.3 Code2vec. Code2vec [6] learns to represent a program with its AST paths. An AST path connects two leaf nodes in the AST. For each AST path, code2vec concatenates the representations of the two leaf nodes and the representation of the internal path, and forms a context vector. A fixed number of sampled context vectors are transformed and aggregated using attention to form the program embedding.

Code2vec maintains two vocabularies for the leaf nodes and the paths, respectively. The internal nodes on paths are inseparable in the path representation.

2.2.4 Code2seq. Code2seq [4] follows the general idea of code2vec, and extracts more fine-grained information from the AST paths. To incorporate the information of internal nodes, code2seq feeds the corresponding node embeddings sequentially into an LSTM network and obtains the encoding for the entire path.

In the original paper, the program embedding is the average of the vectors of the selected AST paths. However, we notice that using attentions as code2vec to aggregate the AST paths produces better results. Therefore we adopt the attention mechanism in our implementation.

2.2.5 GGNN. GGNN [3] adds semantic edges into an AST and learns from the resulted graph. The edges represent the flow of control and data in the program. For instance, a NextToken edge connects a leaf node to its successor in the source code. Once the program graph is obtained, GGNN uses the gated graph neural networks to learn the node representations. Following [65], we use a global attention layer to aggregate all node representations and obtain the program embedding.

2.2.6 ASTNN. ASTNN [76] splits an AST into a set of statement subtrees corresponding to the statements in the source code. The subtrees are organized into a sequence in accordance with the order of the statements in the source code. Therefore the flow of control in the program is preserved. The sequence of the encoded subtrees is fed into a bidirectional GRU network. Finally, ASTNN uses max pooling to aggregate all hidden states and forms the program embedding.

2.3 The Software Used

For fair comparison, we re-implement all the models using PyTorch. For the token-based models, we split each code snippet into a sequence of subtokens according to camel rules. For the AST-based models, following previous work [45, 76], we use pycparser and javalang to convert C and Java programs into ASTs, respectively. For code2vec and code2seq, we use astminer to directly obtain the AST paths, which is recommended in its source code repository. To construct the graphs used by GGNN, we follow the work [3] and use graph-ast to add semantic edges between AST nodes.

2.4 The Model Detail

The efficiency of a model is often an useful aspect when assessing it. For the selected eight models, we calculated the model parameters based on our re-implementation with the PyTorch framework. Combined with the default
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https://en.wikipedia.org/wiki/camelcase.
https://github.com/eliben/pycparser
https://github.com/c2nes/javalang
https://github.com/JetBrains-Research/astminer
https://github.com/bdqnghi/graph-ast
settings of each model, we set the embedding size to 128, and the vocab size is assumed to be fixed at 1000. The result is shown in Tab. 1.

Table 1. The Parameter Size of Models.

| Group        | Model    | Parameters(k) |
|--------------|----------|---------------|
| Token-based  | LSTM     | 656           |
|              | Transformer | 1924         |
|              | TBCNN    | 231           |
|              | AutoenCODE | 66           |
| AST-based    | code2vec | 404           |
|              | code2seq | 938           |
|              | GGNN     | 294           |
|              | ASTNN    | 329           |

Among the eight models, LSTM and Transformer have larger number of parameters owing to it not only considers each token but the model structure is also complicated. Both TBCNN and AutoenCODE recursively learn the program representation on ASTs. TBCNN has a small number of parameters due to the shared parameters in convolution on different kernels, and AutoenCODE is a recursive auto-encoder which only need two encoding-decoding matrices so that it contains the smallest parameters. Except for these two models, other AST-based models transform the information on the AST via focusing on a path or a statement, so there will produce more parameters. Between code2vec and code2seq, the number of code2seq’s parameters is larger due to the richer input information and the more complicated model structure. However, in the real situation, code2seq is lighter than code2vec because it splits the token of leaf nodes so that the vocab size is reduced. For example, in the code clone detection task, the number of tokens included in code2seq is reduced from 43343 to 20659, and the number of paths is reduced from 28763 to 178 in contrast to code2vec. GGNN abstracts AST as a hypergraph, which combines some nodes and adds edges to the AST. Therefore, the number of parameters of this model with graph neural network is relatively small. For ASTNN, it extracts the statement sequences to simplify the representation of the AST.

Above all, the token-based models have more parameters because they pay attention to every token in the programs, containing redundant information. The parameters of the AST-based models are less because the structural representation can refine input features and filter redundant information.

3 THE SELECTED TASKS

In this section, we describe the selected tasks for evaluation. For each task, we also describe the subsequent component to connect the embedding model and the output. For the pretrained model AutoenCODE, we continue to fine-tune the parameters during the subsequent training.

Since the purpose of the current work is to evaluate the generalizability of program embedding, we decide to select the tasks that directly utilize the embedding of an entire program. We first select the code classification task, which is a very common task in literature [21, 45, 76]. It aims at classifying programs by their functionality. We also refer to the CodeXGlue [41] benchmark tasks for programming language, and select two other tasks, namely, code clone detection and code search. The former task detects whether two programs are similar with respect to a clone type [49], and the latter retrieves the most relevant code given a natural language query.
3.1 Code Classification
Classifying programs by functionalities is important for program understanding and maintenance [11, 16, 32, 37]. For example, in a large software repository, automatically tagging programs with their functionality benefits the reuse and maintenance of the source code during the development process. Among the models under evaluation, TBCNN, code2vec and ASTNN also apply their program embeddings on code classification.

Fig. 1 displays the framework of the models for code classification, which follows the settings in [76]. On the left-hand side, the program encoder can be implemented using any of the aforementioned embedding models. The resulted program embedding is directly input to a multi-classifier, which predicts the class of the program. We implement the classifier using a fully-connected layer with the Softmax activation. We use the cross-entropy loss function and Adamax for optimization.

3.2 Code Clone Detection
Code clone detection is also widely studied in software engineering research [8, 30, 65, 67, 76]. During software development, programmers usually copy and paste common code. It may cause inefficiency in developing and affect the stability of systems if duplicated code snippets are not properly used. In programming education, detecting similar code can help teachers group student solutions or find code plagiarism during programming tests. Among the models, AutoenCODE and ASTNN also apply their program embeddings on code clone detection.

Fig. 2 displays the framework of the models for code clone detection, following the settings in [76]. On the left-hand side, two programs are separately encoded using the embedding models. Then the two embeddings are input into a classifier, which predicts whether the two programs are clones. We implement the clone classifier by subtracting the two embeddings and transforming the resulted embedding using a fully-connected layer. The output is activated using the Sigmoid function. During training, we use the cross-entropy loss function and Adamax to optimize the parameters.
3.3 Code Search

Programmers often search code fragments with natural language queries. The code search task automatically returns the most relevant code snippets from a prepared code collection according to a query [13, 22, 39, 54, 55, 70]. None of the aforementioned models has been evaluated on this task in the original paper.

![Fig. 3. The model structure for code search.](image)

Fig. 3 displays the framework of the models for code search, which follows the approach in [22, 55]. During training, we first select a pair of query and code snippet $< Q^+, C^+ >$, where $Q^+$ denotes a query and $C^+$ denotes a relevant code. We also select a random query $Q^-$ as the negative sample. The queries and the code are encoded using the query encoder and the program encoder, respectively. With the query and program embeddings $v_Q^+$, $v_Q^-$ and $v_C^+$, the training objective is to simultaneously maximize the cosine similarity between $v_Q^+$ and $v_C^+$ and minimize the cosine similarity between $v_Q^-$ and $v_C^+$. We use Adam for optimization. To boost the performance, we split the composed identifiers and words into subwords. For instance, “fastPathOrderedEmit” is split into “fast path ordered emit” and then encoded separately. We build a shared vocabulary for the tokens in the source code and the ASTs.

4 PERFORMANCE EVALUATION

For each task, we describe the dataset used in the experiments and the evaluation metric, and report the performance.

4.1 The statistics of the used dataset

Table 2 is the specific statistics of the dataset we employed under different input structures on three tasks. Since AST is an abstract structure of the program, it extracts effective syntactical structures so that it can shorten the input size from redundant token sequences.
4.2 Code Classification

**Dataset**: We use POJ-104\(^7\) for the task, which is a widely used public dataset in literature [9, 38, 45, 75, 76]. The dataset is collected from an online judge system and contains 104 programming problems. Each problem contains 500 C programs written by the students, which are considered to belong to the same class. The total 52,000 programs are randomly divided into training, validation and testing set with proportion 3:1:1. The detailed dataset information is displayed in the second column in Fig. 2 with statistics of tokens, ASTs, and graphs. Since AST is an abstract structure of the program, it extracts effective syntactical structures so that it can shorten the input size from redundant token sequences.

**Metric**: We select the class with the largest score as the predicted class. The evaluation metric is the multi-class accuracy, which is calculated as the proportion of correctly classified programs to all programs.

**Results**: The results on the testing set are shown in Table 3. We observe that all models except AutoenCODE and code2seq have the test accuracy above 90%, indicating that current program embedding models can effectively predict the functionality of a program. Among them, ASTNN achieves the highest accuracy 98.09%.

According to the taxonomy in Section 2, first we observe that GGNN and ASTNN have the best performance. This may be because the two models capture the flow of control and data in a program in addition to the structural information in the corresponding AST. Second, the two token-based models perform overall better than the

\(^7\)https://sites.google.com/site/treebasedcnn/
two categories of AST-based models that solely extract the structural information from a program’s AST (i.e., TBCNN, AutoenCODE, code2vec and code2seq). Given that the token-based models learn from the plain text of source code, the results may indicate that for functionality prediction the information of control and data flow in a program is more important than the syntactic structure information in the AST. Third, for the two models that aggregate the node information in an AST using a bottom-up approach, TBCNN performs much better than AutoenCODE. Apart from using the different ways for bottom-up aggregation, TBCNN preserves the original structure of the AST, whereas AutoenCODE ignores the original structure and aggregates the nodes using a greedy algorithm. The results indicate that the greedy algorithm may destroy the AST’s structure, leading to the failure of capturing the semantic property of a code. Finally, the two models leveraging AST paths perform worse than TBCNN and better than AutoenCODE. This may justify the previous conjecture because using AST paths partially ignores the original tree structure.

In short, when predicting the functionality of a program, both the information of control and data flow and the structural information are important for an accurate prediction. Between the two types of information, the former might be a stronger signal to reflect the program’s functionality. Nevertheless, learning jointly the two types of information can achieve the best prediction performance.

4.3 Code Clone Detection

**Dataset:** We use the BigCloneBench\(^8\) dataset for this task, which is also used in [50, 65, 67]. The dataset is collected from a Java repository [57]. Each program in BigCloneBench is a single method. According to the functionality of a method, BigCloneBench constructs in total 6,000,000 true clone pairs and 260,000 false clone pairs. Following [65, 67], we select 9,134 programs to generate the pairs and randomly divide the dataset into training, validation and testing set with proportion 3:1:1. The detailed dataset information is displayed in the third column in Fig. 2 with statistics of tokens, ASTs, and graphs.

In [49], four types of code clones are defined based on the degree of similarity between two programs. **Type-1:** The two programs are identical except for variations in comments and layout. **Type-2:** The two programs are identical except for variations in identifier names and literal values in addition to **Type-1** differences. **Type-3:** The two programs are syntactically similar and have statements added, modified, or removed with respect to each other, in addition to **Type-2** differences. **Type-4:** The two programs are syntactically dissimilar but implement the similar functionality. In BigCloneBench, more than 98% clone pairs belong to **Type-4**. Therefore in this task we mainly evaluate whether the program embeddings can capture functional similarity between programs.

We select another common C-language dataset on code clone detection task for test better generalizability. OJClone is a dataset for detecting clones extracted from the POJ-104 [45]. Code files submitted to the same programming problem can be regarded as similar code snippets. Consistent with the previous work [76], we choose the first 15 problems out of 104 program problems to construct the clone dataset. Fifty thousand clone pairs are randomly selected into OJClone for time-saving reasons. These code pairs are mainly among the clone types of **Type-3** or **Type-4**.

**Metric:** At testing time, the clone classifier predicts the probability that the two programs are clones. We set probability 0.5 as the threshold to determine whether they are clones. The evaluation metric is thereby precision, recall and F1-score. We do not distinguish among the clone types and report the overall results.

**Results:** The results are shown in Table 4. We observe that all the models except AutoenCODE have similar performance. GGNN, TBCNN and Transformer perform better than other models.

The interesting observation is that the two token-based models perform very comparative to the AST-based models, and Transformer performs overall the best. The rationale is that in practice most clone programs are generated when programmers copy and reuse code snippets, therefore even the **Type-4** clone programs are likely
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\(^8\)https://jeffsvajlenko.weebly.com/bigcloneeval.html
Table 4. The Results of Code Clone Detection.

| Groups       | Models     | BigCloneBench |   | OJClone |   |   |
|--------------|------------|---------------|---|---------|---|---|
|              |            | Precision     | Recall | F1      | Precision | Recall | F1 |
| Token-based  | LSTM       | 0.882         | 0.86   | 0.872   | 0.892     | 0.825   | 0.857 |
|              | Transformer| 0.914         | 0.968  | 0.940   | 0.945     | 0.262   | 0.410 |
| AST-based    | TBCNN      | 0.891         | 0.950  | 0.920   | 0.665     | 0.395   | 0.496 |
|              | AutoenCODE | 0.154         | 0.759  | 0.256   | 0.382     | 0.241   | 0.274 |
|              | Code2Vec   | 0.833         | 0.911  | 0.870   | 0.721     | 0.623   | 0.668 |
|              | Code2Seq   | 0.858         | 0.938  | 0.896   | 0.852     | 0.146   | 0.249 |
|              | GGNN       | 0.935         | 0.879  | 0.906   | 0.801     | 0.981   | 0.880 |
|              | ASTNN      | **0.947**     | 0.930  | 0.939   | **0.974** | 0.900   | **0.935** |

to have very similar text and statements, which are easily captured by the token-based models. To verify this, we obtain the mean of word2vec embeddings of each program and use it to calculate the average cosine similarity between clone programs [29, 33]. The result is as high as 0.866. We therefore argue that on the currently used benchmark dataset for code clone detection, token-based models are sufficient for detecting most clones. However, this does not mean the AST-based models are not necessary for code clone detection. Indeed, TBCNN, GGNN and ASTNN can reach very high values of precision or recall. As such, one may choose different models to cater for different requirements for clone detection in real applications. Also, we expect the contribution from the relevant area to the construction of the dataset that contains more functionally similar but textually different clone pairs, which may better examine the advantage of learning program embeddings with the ASTs.

The performance of code2vec and code2seq is slightly lower than other models, indicating that the AST paths convey less useful feature for clone detection. Finally, AutoenCODE performs bad in the current experimental setting. Although the model is proposed for the clone detection task, the clones are detected via clustering using coarse-grained distance metrics in the original paper [68]. Therefore it is worth thinking what is the proper way to determine clone pairs based on the program embeddings. We leave this for future work.

We then discuss the performance of eight program representation models on OJClone shown in the right part of Table 4, which can be concluded into two situations. The first case is that the models have comparable precision and recall. ASTNN and GGNN achieve the best, with ASTNN reaching 0.974 in precision and GGNN having a peak recall of 0.981. In general, these two models take advantage of control/data flow information and extract more sophisticated structural features. LSTM performs moderately on detecting clones, indicating that functionally-similar programs are very likely to have very similar statements, which are easily captured by the token-based models. What’s more, code2vec and AutoenCODE aren’t as effective as the previous models for insufficient syntactical information. Code2vec embeds each path as a whole separately, thus hiding a lot of structural information in the path. AutoenCODE reconstructs the tree in a recursive way so that only leaf nodes in ASTs are utilized. The second case is that there is a high precision from the models’ results, but the recall is pretty low. The high precision indicates that most of the code pairs that are predicted to be positive are true positive samples. However, a large proportion of positive samples are incorrectly predicted as non-cloned pairs, resulting in a low recall. We inspect that Transformer, TBCNN and code2seq are more complex than other models from the model construction. In addition, OJClone is unbalanced that positive samples in OJClone only account for 6%, so that the difficulty of training rises, and the requirements for the model to detect clones in OJClone also increase. Their low recall illustrates that they are very cautious in the unbalanced training process because
Table 5. The Results of Code Search

| Groups     | Model       | SuccessRate@10 | MRR  |
|------------|-------------|----------------|------|
| Token-based| LSTM        | 60.27%         | 0.3946 |
|            | Transformer | 53.99%         | 0.3376 |
|            | TBCNN       | 0.75%          | 0.0088 |
|            | AutoenCODE  | 1.32%          | 0.0088 |
| AST-based  | code2vec    | 39.48%         | 0.2170 |
|            | code2seq    | 72.73%         | 0.5391 |
|            | GGNN        | 44.37%         | 0.2583 |
|            | ASTNN       | 40.72%         | 0.2284 |

they incline to classify uncertain samples to negative class. We inspect that they are less capable of detecting programs with complicated array calculations and multiple functions. Thus, they misjudge more positive samples to negative ones.

In short, for the programs collected from a real code repository, the token-based embedding models may be the sufficiently good choice for code clone detection. If precision or recall is the metric of interest, one may also apply AST-based models such as ASTNN or TBCNN.

4.4 Code Search

Dataset: We use the CodeSearchNet [27] dataset for this task. The dataset is collected via the Bing search engine, where each query is paired with a returned code snippet. The queries and programs are combined with intent rewrites in StaQC [71]. Following the work in [55], we use the Java code for the experiments, and obtain a training set of 330,000 query-code pairs and a testing set of 19,000 query-code pairs.

Metric: At testing time, for a pair of query and program, the model computes a similarity score, indicating how much the program matches the query. Based on the similarity scores, we calculate two commonly used metrics for code search [35, 42, 48, 72], namely SuccessRate@k and Mean Reciprocal Rank (MRR). For a given query, both the metrics evaluate whether the paired program is among the top candidates returned by the model. The set of candidate programs are formed by the paired program plus 998 randomly selected programs from the dataset. Then the model computes the similarity scores between the query and each candidate program, and sorts the scores in descending order. The metric SuccessRate@k considers a search to be successful if the score of the paired program is among the top-k in the sorted list. Then SuccessRate@k is calculated as the proportion of successful searches to all searches. We set $k = 10$ in the experiments [22, 55]. MRR takes a step forward and considers the rank of the paired program in the list. It is calculated as the average of the inverse of ranks for all the paired programs. For both metrics, a higher value indicates better performance.

Results: The results for code search are shown in the Table 5. We observe that code2seq has much better performance than all the other models on both metrics, where SuccessRate@10 is 72.73% and MRR is 0.5391, and the two token-based models perform better than the remaining AST-based models except code2seq.

For the two models extracting features from the AST paths, code2seq has a drastic performance improvement over code2vec. Since the difference between them is that code2seq uses more fine-grained information of the internal nodes, we may conclude that the internal nodes of the AST paths convey vital features to match the program with the corresponding query and therefore cannot be neglected. The moderate performance of the two token-based models again indicates that the plain text of the source code already contains essential features for
code search. To see this, we apply the method described in Section 4.3 and calculate the average cosine similarities between a program and the corresponding query and between a program and the negative sample queries. The results are 0.784 and 0.677, respectively. Therefore, the token-based models can benefit from the textual similarity between a program and the corresponding query. TBCNN and AutoenCODE perform very bad on this task, which may indicate that the key features for matching with a query are not captured with the bottom-up aggregation approach. GGNN and ASTNN have similar performance with code2vec, although they integrate the information of internal nodes into the program embedding. Therefore we may conclude that with the precise information of the internal nodes, the structural information of the AST paths is the strongest signal for matching a program with the corresponding natural language query.

In short, for tasks such as code search that need to match the content of natural language (NL) and programming language (PL), using the token-based models to embed the programs yields overall better results than using the AST-based models. However, the AST-paths may contain the key structural features that can drastically boost the performance of such tasks. Indeed, code2seq outperforms all baseline models on another NL-PL task, code summarization, in the original paper [4], which aims to automatically generate a piece of natural language comment for a program. This is another evidence for our conjecture.

5 EXPLANATORY STUDY

In this section, we study why the models demonstrate the performance reported in Section 4. We attempt to answer the question by investigating what elements in the source code are mostly relevant to the model prediction, which is a widely studied problem in the field of explainable deep learning in recent years [28, 51, 69]. Note that although the method does not directly manipulate the structure of an AST, it tells what each AST-based model captures from the source code via the corresponding structural information. As such, the results could be viewed as a proxy of how well each particular AST structure captures the semantic information.

To this end, a practical solution is to calculate the attention weights in the models and see which part of the source code is mostly attended [14, 17, 59–61]. However, not all the models under evaluation take advantage of the attention mechanism, e.g., LSTM, TBCNN, GGNN, which makes the approach infeasible for our experiments.

5.1 Explaining with Integrated Gradients

An alternative solution is to attribute the predictions of the models to their input features, i.e., to investigate what elements in the source code are responsible for the predictions. The underlying techniques are referred to as prediction attribution techniques [7, 23, 52, 53]. A simple yet effective prediction attribution technique is proposed by Sundararajan et al. [56] and called integrated gradients. The intuition of the technique is that, when attributing a prediction to some features in the input, one also needs to know the “neutral” output of the model given the absence of the features in the input. Such an input is called the baseline input. For example, when attributing a sentiment prediction of a sentence to the individual words, the sequence of all-zero vectors could be used as a baseline input [19, 25, 46, 56, 62]. Then the integrated gradients technique distributes the difference between the prediction of the original input and the prediction of the baseline input to the individual input features.

For the models under evaluation, the individual input features are the tokens in the source code (LSTM and Transformer), the tokens of the leaf/internal nodes (all AST-based models), and the tokens of the paths (code2vec and code2seq). Given a proper baseline input for each model on each task, integrated gradients technique could attribute the prediction to the tokens in the source code. Then we visualize the attribution results by highlighting the elements in the source code with high attribution scores. In particular, we rank the input tokens by their attribution score in the descending order and pick the top 60% tokens. We further equally divide the picked tokens into three groups, where the group with the highest scores are highlighted using the red color, the group with
Table 6. The neutral characteristic of the all-zero baseline.

|                | Classification Task |            | Clone Task       |            | Search Task |            |
|----------------|---------------------|------------|------------------|------------|-------------|------------|
|                | p-value of chi-square test | Mean    | Standard Deviation | Mean    | Standard Deviation |
| LSTM           | 1.0000              | 0.2466    | 3.77e-01         | 0.3596   | 2.03e-01    |
| Transformer    | 0.9999              | 0.0200    | 5.86e-02         | 0.1727   | 1.58e-01    |
| TBCNN          | 1.0000              | 0.0000    | 3.30e-09         | 0.0489   | 5.02E-02    |
| AutoenCODE     | 1.0000              | 0.1065    | 2.02e-02         | 0.3149   | 1.61E-02    |
| code2vec       | 1.0000              | 0.1679    | 1.99e-01         | 0.0937   | 1.65e-01    |
| code2seq       | 1.0000              | 0.0143    | 1.05e-01         | -0.0235  | 1.96e-01    |
| GGNN           | 1.0000              | 0.0004    | 1.70e-02         | 0.0000   | 0.00e+00    |
| ASTNN          | 1.0000              | 0.0272    | 1.32e-01         | 0.0742   | 7.59e-02    |

the medium scores are highlighted using the orange color, and the group with the lowest scores are highlighted using the yellow color. For each task, we choose three programs for visualization and render the programs for each individual model. Due to the page limit, we demonstrate the results of one program for each task and leave the results of the other two programs in the supplementary material. In the end, we also try to systematically interpret the attribution results by grouping different types of input tokens in all code.

5.2 The Baseline Input

A baseline input should produce “neutral” prediction for each task [56]. For code classification, neutral prediction means the model cannot identify which class a given input belongs to, i.e., the model should output a uniform distribution over all classes for the input. For code clone detection, neutral prediction means the output should be close to zero when the input pair consists of a reference code and a baseline code. Then once we replace the baseline with a code to be detected, we could blame the clone probability to the input features of the detected code. Similarly, for code search, neutral prediction means the output cosine distance is close to zero given a query and a baseline code. Then once we replace the baseline with a candidate code, we could blame the cosine distance to the candidate code, no matter the distance (i.e., correlation between the query and the code) is positive or negative.

Borrowing from the idea in NLP, we use all-zero embedding vectors to constitute the baseline code and study the corresponding output for each task. For code classification, neutral prediction means the model cannot identify which class a given input belongs to, that is, the output distribution is uniform over all classes. To verify this, we calculate the average output of all baseline code in each class and then compute the mean of the output for all classes. We assume the mean output is a uniform distribution over all classes, and conduct a goodness-of-fit test with chi-square statistics. From the second column in Table 6, with the default setting on confidence (0.95) and degree of freedom (n − 1, n = 104), we cannot reject the uniformity hypothesis for every model since the p-value of chi-square test is greater than the confidence. For code clone detection, neutral prediction means the model output should be close to zero when the input pair consists of a reference code and a baseline code. We calculate the mean and standard deviation of the clone probabilities between all reference code and the baseline code, and demonstrate that most of the program embedding models get a close-to-zero output, which are displayed in the third column of Table 6. Similarly, for code search, neutral prediction means the output cosine distance is close to zero when the input pair consists of a query and a baseline code. From the last column in Table 6, we calculated the mean and standard deviation of the cosine distances between all queries and the baseline code, and demonstrate that the baseline input can produce neutral prediction for all models. The results show that
the all-zero input generally satisfies the requirement of neutral prediction in all three tasks for all the program embedding models.

5.3 Attribution Analysis

5.3.1 Code Classification. We first perform attribution analysis on the code classification task and explore what elements in the source code are responsible for correct or incorrect functionality prediction. The difference between the output of a program and the output of a baseline input is calculated as the sum of the difference between corresponding values in the two output vectors. We select a simple program that reverses the order of
the digits in an integer for visualization. The attribution results for all the models are shown in Fig. 4, where a 1 prediction indicates a correct classification and a 0 prediction indicates a wrong classification. More results can be read in the supplementary material.

We can observe that two parts of elements are vital for the models to correctly classify this program. The first part is the tokens in the `for` loop statement (line 4), which iterates over the digits in the input integer. Among the four models that correctly predict the functionality, LSTM, TBCNN and ASTNN give high credits to the tokens in the statement. In contrast, 3 out of the 4 models that fail to predict the functionality have not captured the keyword `for` and give next-to-zero credits to the tokens in the statement. The second part are the tokens in the body of the `for` loop (line 5-6), which conduct the actual reversal process. Both ASTNN and GGNN give high credits to the tokens in the two statements. The three failed models, Transformer, code2vec and code2seq, have not captured much information of these tokens. For the latter two models, the prediction is first distributed to the AST paths, which is in turn distributed to the AST nodes. Thus if a key path is not given a high credit, all the tokens in the path might be down-weighted. On the other hand, although AutoenCODE gives high credits to the reversal statements, it fails to predict the functionality. We guess this is because it uses a greedy bottom-up approach to aggregate the token information and neglects the flow of control and data as well as the AST’s structure, as explained in Section 4.2.

The results indicate that to correctly predict the functionality of a program, the embedding models should capture the key features pertaining to the control statements and the statements that actually realize the functionality. Moreover, neglecting the AST’s structure and the flow of control and data hinders the correct prediction, although some key features are captured.

5.3.2 Code Clone Detection. To visualize the prediction attribution for code clone detection, we pick a clone pair of interest and replace one program in the pair with all-zero vectors to form the baseline pair. The difference of the two outputs is calculated as the difference of the clone probability predicted by the models. Then we attribute the difference to the tokens in the program that is replaced, which could tell why the program is (or not) predicted as a clone of the other one. In the main paper, we demonstrate the prediction attribution results of a Type-4 clone pair, where the two programs have different statements but similar functionality. The functionality is to read the content from input streams (files) and write it to output streams (files).

The results are shown in Figure 5, where Figure 5(a) shows the fixed program in the pair and the other subfigures show the prediction attribution on the other program for the eight models. All the models except AutoenCODE successfully predict the pair is cloned. From the visualization, we can observe that the most important features to capture are the tokens regarding the input and output stream, which correspond to the tokens regarding the input and output files in Figure 5(a). AutoenCODE gives no credit to any token in line 2, which initializes an output stream, therefore it fails to predict the clone. All other models have attributed to at least one token pertaining to the input and output stream. Although LSTM attributes few credits to the tokens conducting the actual read and write, the successful capturing of the input and output stream leads to the correct prediction.

5.3.3 Code Search. To visualize the prediction attribution for code search, we pick a pair of query and program and run the model to output a similarity score between them. Then we replace the program with a baseline program of all-zero vectors and obtain another similarity between the query and the baseline. The difference of the two outputs is thereby the difference of the similarity scores. We attribute the difference to the input tokens in the original program and visualize the results. The selected natural language query is “count number of chars that match in two strings starting from front”. We may observe that the corresponding program returns the length of the longest common substring in the two strings from the beginning.

The attribution results are shown in Figure 6. A search result of 1 indicates the similarity score between the program and the query is among the top-10 of the candidate program list (i.e., a successful search), and a search result of 0 indicates otherwise. LSTM, Transformer, code2seq and ASTNN make the correct prediction. We believe
Fig. 5. Attribution analysis on clone pairs. The functions read from input streams/files and write to output streams/files.

due to this is because they capture the important tokens in line 1, 3 and 4, such as “match”, “string”, “length” and “char”. These tokens and the corresponding statements are not only relevant to the functionality of the program, but
also highly correlated with the tokens in the natural language query. The other four models that fail to search the program have not attributed the similarity score to all of the important tokens. For example, all the four models fail to capture the token "length". For TBCNN, we notice that it gives most credits to the internal nodes, therefore most tokens in the source code (corresponding to the leaf nodes) are not highlighted.

In short, for code search, both the program tokens correlated with the query tokens and the semantic property of the program are vital for a successful search. Therefore an embedding model that extracts fine-grained token features might be preferred.

Fig. 6. The example of code search. The query is "count number of chars that match in two strings starting from front".
5.3.4 Systemic Visualization. Like most explanation techniques, the integrated gradients method is tailored towards explaining black-box models using individual data points, i.e., the individual programs in this study. For better understanding the overall performance, we need to know whether the findings on a single program can be applied to most other programs. As such, we try to systemically visualize the attribution results by aggregating the attribution scores in individual programs.

It is not possible to directly aggregate the attribution scores of the elements in programs, since different programs use different data types, variable names, functions and other elements. Fortunately, each program element is encapsulated in an AST node and associated with a node type. For example, the types of IdentifierType, While, ID represent the type of an identifier, a while statement and a variable, respectively. We thus take advantage of the AST node types and visualize the average attribution scores (normalized) of the elements of each node type. The results are plotted in Figure 7, 8 and 9 for the three tasks, where a deeper color indicates a higher score. Note that we exclude LSTM and Transformer, since they do not deal with ASTs. We roughly divide all types into three categories and pick frequent types in each category for visualization. In the figures, the types from FuncDef to Assignment are related to the elements during initialization, the types from Return to Break are related to the control statements, and the remaining types are related to the elements in the expressions. The UnaryOp type in C language (Figure 7) is merged into the ID type in Java (Figure 8 and 9).

Fig. 7. Overall attribution scores of token types in category-56 for code classification.

For code classification, we pick all programs in category 56 for clear visualization. All programs perform the same function as the code in Figure 4. We observe in Figure 7 that the two best models GGNN and ASTNN give high scores to both the elements in the control statements and the elements in the expressions, which coincides with the observations in the example code of Figure 4. TBCNN, code2vec and code2seq also focus on either the control statements or the expressions, and thus have moderate performance in accordance with the results in Table 3. AutoenCODE gives the least scores to these elements and hence has the worst performance among the models.

For code clone, in Figure 5 we observe the important elements are the tokens pertaining to the descriptions and actual operations of functionalities. These elements often fall into the initialization and expression categories. We observe in Figure 8 that all models except AutoenCODE give high scores to the elements in these two categories, which is also in accordance with the performance reported in Table 4.

For code search, in Figure 6 we observe the important elements are the source code tokens correlated with the query tokens and those relevant to the corresponding functionality. These elements are usually the function
names (e.g., "match", "charAt", "length"), data types (e.g., "string") and variables, which belong to the initialization and expression categories. We observe in Figure 9 that code2seq gives the highest scores to the two categories. As such it has the best performance on the task, as reported in Table 5. Code2vec, ASTNN and GGNN focus less on these elements and hence perform worse than code2seq.

6 DISCUSSION

We discuss three key points learned from the experimental study.

First, no single existing AST-based model can beat the simple token-based models in all tasks. This may indicate that the plain text of source code has revealed strong naturalness of programming language so that applying classic NLP models directly on source code could already bring pretty good performance on most tasks. Indeed, recently a programming language model CodeBert [20] was trained with the plain text of source code (and natural language sentences) and showed very good performance on many tasks. The high textual similarity in the current benchmark datasets may also facilitate the training of the token-based models. Nevertheless, for a
particular task, we can always derive an AST-based model that performs better than the token-based models. This can be verified by the performance of ASTNN and GGNN for code classification, TBCNN and ASTNN for code clone detection, and code2seq for code search. Therefore one may always try to explore the abundant structural information in ASTs to achieve the best performance for a specific task.

Second, **the original structure of an AST and the flow of control and data in the source code are both important features for an AST-based model to achieve good performance.** Because they capture both the information, ASTNN and GGNN have the overall best performance on the three tasks among the AST-based models. ASTNN preserves the structure of each statement subtree and feed the subtrees into the model in the order complying with the statement order in the source code. GGNN augments the original AST’s structure with semantic edges that represent the control and data flow in the source code. In contrast, AutoenCODE ignores the positions of the leaf nodes in the AST and uses a greedy algorithm to aggregate the node information, which destroys the structure of the original AST. Therefore it has the overall worst performance. TBCNN, code2vec and code2seq extract only the structural information from the ASTs, and therefore have moderate overall performance.

Finally, **the prediction attribution study tells that despite the difference in the ways of manipulating the AST structure, the models with good performance all capture the key tokens to a task in the source code.** These key tokens can be the reserved words for control statements (e.g., for, if), the key variables and operators in the expressions, or the tokens that are correlated with the words in natural language. For the token-based models, all the tokens are presented in the plain text so that the models could naturally learn from the tokens. However, tokens like reserved words and function calls are often organized as the internal nodes in an AST, therefore the AST-based models may miss such information (e.g., AutoenCODE and code2vec) and result in sub-optimal performance. As such, we suggest to always fully utilize the information of the internal nodes when designing an AST-based embedding model.

7 THREATS TO VALIDITY

1) **Selection of datasets.** The experimental results are related to the datasets used. A different distribution of data points or a different type of programming language of the code may bring different results for the same task. As such the conclusion drawn from the datasets experimented may not be able to generalize beyond. To mitigate the bias introduced by the datasets, we adopt widely used public datasets for all tasks, as they are recognized as the benchmark of the corresponding task. Furthermore, we evaluate on more than one dataset for a task if all the datasets are commonly used. For example, in addition to BigCloneBench in the main article, we also report the results on the OJClone dataset in the supplementary material. The similar overall results may validate the conclusions for the clone detection task.

2) **Network architecture for downstream tasks.** The performance of a model on each task is affected by both the program embedding and the network architecture connecting the embedding and the output for the downstream task. Therefore we may not be able to completely attribute the experimental results to the program embeddings. To mitigate the influence of the network architecture, we use the structure as simple as possible for each selected task. For code classification and code clone, we only add one fully-connected layer on top of the program embedding and the difference of two embeddings, respectively. For code search, we directly calculate the cosine distance between positive and negative pairs of program embeddings, respectively. These simple strategies are also employed by the representative models for each task [22, 27, 45, 55, 76].

3) **Explaining with individual examples.** Most explanation techniques including the integrated gradients method are tailored towards explaining black-box models using individual data points [7, 28, 51, 56, 69]. The findings on individual programs may not be convincing for representing the whole picture. To mitigate this problem, we take the advantage of the AST node types and systematically visualize the attribution results by
aggregating the scores of input tokens of the same node type. The results are largely in accordance with the attribution findings in individual programs as well as the model performance reported in Section 4.

8 CONCLUSIONS
In this experience paper, we systematically evaluate eight program embedding models on three common programming language tasks. Six of the eight models are based on abstract syntax trees, which are the focus of this paper, and the other two models are based on the plain text of source code, which are used as baseline models.

The results of performance evaluation have revealed that while the token-based models are robust to different tasks, a carefully-designed AST-based model may still achieve the best performance given a specific task. This further indicates that both the naturalness of a programming language such as data and control flow, and the structural information in the ASTs are important information for learning a good program embedding.

The explanatory study tells that whether capturing the key tokens in the source code highly influences the correctness of prediction. Given that many tokens may correspond to the internal nodes in an AST, we suggest that an AST-based model should fully make use of the internal nodes.
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A Attribution Analysis on Two More Instances

A.1 Code Classification

We select two other attribution instances visualized in Fig. 10 and Fig. 11 to support the insights in our main paper. They preserve the same functionality of reversing the order of the digits in an integer. In Fig. 10, it can be found that the three models with correct prediction give high credits on the for loop statement whereas none of the models with incorrect prediction get a highlighted attribution score on for or while. Another decisive part is to conduct the actual reversal process in the instance. Among the five models with incorrect prediction, AutoenCODE perform bad on capturing both of the arithmetic operators and meaningful constants, and the other models neglect the flow of control and disperse its attribution to more useless tokens. In the second instance, as Fig. 11 is shown, models with correct prediction emphasize more on decisive computation consisting of operators and constants while AutoenCODE obtains higher attribution on variable declaration statements.

With the attribution analysis on code classification task, we conclude that the embedding models should capture the key features pertaining to the control statements and the statements that actually realize the functionality. Moreover, neglecting the flow of control and data might hinder the correct prediction, although some key features are captured.

A.1.1 Code Clone Detection. We analyze the attribution results of two other Type-4 examples in Fig. 12 and Fig. 13 most of the disparity of these models appear in type-4 cloned pairs. Same as our paper, the functionality of the first snippet in the program pair is to read the content from input streams (files) and write it to output streams (files), which can serve as a copy procedure. The key point of our comparison is whether the model can capture the tokens regarding the input and output stream and the copy semantics. We observe from the Fig. 12 that all models except AutoenCODE have attributed the prediction to at least one token pertaining to the copy semantics and the input and output stream. Similarly, in Fig. 13, although very little tokens are related to the input/output streams, most of the models can capture tokens in the statement of line 6, which conducts the process of copy. Only AutoenCODE gives no credit to any meaningful token in these two instances, therefore it fails to predict the clone.

A.1.2 Code Search. We present another two instances of code search task with different queries. In Fig. 14, the selected natural language query aims to copy an array. Only code2seq successfully ranks the matching program at the top 10. Although most program representation models can capture the correlated token in the shared vocab like “array”, “copyInt” and “result”, few of them understand the functionality of the program that both of tokens, i.e. “indexIterator”, and “next” are important to the copy process. Similarly in Fig. 15, almost all models obtain relatively high attribution scores on “compare” and “SearchNode” under the query “compares two search nodes by their path cost”. However, only two token-based models and code2seq learn the subtoken of “Path” or the
function name of “getPathCost”, which is closely related to the purpose of the query. We can conclude that the token-based models benefit more from the splitting procedure to find similar subtokens and code2seq are more effective in learning semantics from natural language query.
Fig. 10. Attribution analysis on code classification. The functionality is to reverse a integer.
Fig. 11. Attribution analysis on code classification. The functionality is to reverse a integer.
Fig. 12. Attribution analysis on code-2 in Type-4 clone pairs.
public static void main(String[] args) throws FileNotFoundException {
    if (args.length < 2) throw new IllegalArgumentException();
    String fInput = args[0];
    String fnOut = args[1];
    while (fInput != null) {
        final int i = fInput.indexOf(' ');
        final String arg = fInput.substring(0, i);
        final StringWriter sw = new StringWriter();
        try {
            IOUtils.copy(new FileInputStream(fInput), sw, true);
        } catch (IOException e) { throw new RuntimeException(e); }
        return sw.toString();
    }
}
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Fig. 13. Attribution analysis on code-2 in Type-4 clone pairs.
public static void copyInt(Array result, Array a) throws IllegalArgumentException
{
if (!conformable(a, result))
throw new IllegalArgumentException("copy arrays are not conformable");
IndexIterator iterA = a.getIndexIterator();
IndexIterator iterR = result.getIndexIterator();
while (iterA.hasNext())
iterR.setIntNext(iterA.getIntNext());
} Search Result: 0
(a) Attribution score on LSTM
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throw new IllegalArgumentException("copy arrays are not conformable");
IndexIterator iterA = a.getIndexIterator();
IndexIterator iterR = result.getIndexIterator();
while (iterA.hasNext())
iterR.setIntNext(iterA.getIntNext());
} Search Result: 0
(b) Attribution score on Transformer

public static void copyInt(Array result, Array a) throws IllegalArgumentException
{
if (!conformable(a, result))
throw new IllegalArgumentException("copy arrays are not conformable");
IndexIterator iterA = a.getIndexIterator();
IndexIterator iterR = result.getIndexIterator();
while (iterA.hasNext())
iterR.setIntNext(iterA.getIntNext());
} Search Result: 0
(c) Attribution score on TBCNN

public static void copyInt(Array result, Array a) throws IllegalArgumentException
{
if (!conformable(a, result))
throw new IllegalArgumentException("copy arrays are not conformable");
IndexIterator iterA = a.getIndexIterator();
IndexIterator iterR = result.getIndexIterator();
while (iterA.hasNext())
iterR.setIntNext(iterA.getIntNext());
} Search Result: 0
(d) Attribution score on AutoenCODE

public static void copyInt(Array result, Array a) throws IllegalArgumentException
{
if (!conformable(a, result))
throw new IllegalArgumentException("copy arrays are not conformable");
IndexIterator iterA = a.getIndexIterator();
IndexIterator iterR = result.getIndexIterator();
while (iterA.hasNext())
iterR.setIntNext(iterA.getIntNext());
} Search Result: 0
(e) Attribution score on code2vec

public static void copyInt(Array result, Array a) throws IllegalArgumentException
{
if (!conformable(a, result))
throw new IllegalArgumentException("copy arrays are not conformable");
IndexIterator iterA = a.getIndexIterator();
IndexIterator iterR = result.getIndexIterator();
while (iterA.hasNext())
iterR.setIntNext(iterA.getIntNext());
} Search Result: 0
(f) Attribution score on code2seq

public static void copyInt(Array result, Array a) throws IllegalArgumentException
{
if (!conformable(a, result))
throw new IllegalArgumentException("copy arrays are not conformable");
IndexIterator iterA = a.getIndexIterator();
IndexIterator iterR = result.getIndexIterator();
while (iterA.hasNext())
iterR.setIntNext(iterA.getIntNext());
} Search Result: 0
(g) Attribution score on GGNN

public static void copyInt(Array result, Array a) throws IllegalArgumentException
{
if (!conformable(a, result))
throw new IllegalArgumentException("copy arrays are not conformable");
IndexIterator iterA = a.getIndexIterator();
IndexIterator iterR = result.getIndexIterator();
while (iterA.hasNext())
iterR.setIntNext(iterA.getIntNext());
} Search Result: 0
(h) Attribution score on ASTNN

Fig. 14. The example of code search. The query is "copy array a to array result as integers, the values from the arrays a are converted to integer if needed and then converted to the type of result if needed".
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public int compare(SearchNode object1, SearchNode object2) {
    float cost1 = object1.getPathCost();
    float cost2 = object2.getPathCost();
    return (cost1 > cost2) ? 1 : ((cost1 < cost2) ? -1 : 0);
}

Search Result: 1

(a) Attribution score on LSTM

public int compare(SearchNode object1, SearchNode object2) {
    float cost1 = object1.getPathCost();
    float cost2 = object2.getPathCost();
    return (cost1 > cost2) ? 1 : ((cost1 < cost2) ? -1 : 0);
}

Search Result: 1

(b) Attribution score on Transformer

public int compare(SearchNode object1, SearchNode object2) {
    float cost1 = object1.getPathCost();
    float cost2 = object2.getPathCost();
    return (cost1 > cost2) ? 1 : ((cost1 < cost2) ? -1 : 0);
}

Search Result: 0

(c) Attribution score on TBCNN

public int compare(SearchNode object1, SearchNode object2) {
    float cost1 = object1.getPathCost();
    float cost2 = object2.getPathCost();
    return (cost1 > cost2) ? 1 : ((cost1 < cost2) ? -1 : 0);
}

Search Result: 0

(d) Attribution score on AutoenCODE

public int compare(SearchNode object1, SearchNode object2) {
    float cost1 = object1.getPathCost();
    float cost2 = object2.getPathCost();
    return (cost1 > cost2) ? 1 : ((cost1 < cost2) ? -1 : 0);
}

Search Result: 0

(e) Attribution score on code2vec

public int compare(SearchNode object1, SearchNode object2) {
    float cost1 = object1.getPathCost();
    float cost2 = object2.getPathCost();
    return (cost1 > cost2) ? 1 : ((cost1 < cost2) ? -1 : 0);
}

Search Result: 0

(f) Attribution score on code2seq

(g) Attribution score on GGNN

(h) Attribution score on ASTNN

Fig. 15. The example of code search. The query is "compares two search nodes by their path cost".