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The study of electron motion in semiconductor billiards has elucidated our understanding of quantum interference and quantum chaos. The central assumption is that ionized donors generate only minor perturbations to the electron trajectories, which are determined by scattering from billiard walls. We use magnetoconductance fluctuations as a probe of the quantum interference and show that these fluctuations change radically when the scattering landscape is modified by thermally induced charge displacement between donor sites. Our results challenge the accepted understanding of quantum interference effects in nanostructures.

DOI: 10.1103/PhysRevB.85.195319

PACS number(s): 72.20.My, 05.45.Mt, 73.63.Kv

I. INTRODUCTION

The use of solid-state devices to replicate electron interference effects originally observed in a vacuum holds considerable interest for fundamental and applied physics. The Aharonov-Bohm (AB) effect serves as an example. If a ring-shaped device enclosing an area A is connected on opposing sides to source and drain leads, then an electron flowing into the ring can take the clockwise or anticlockwise arm to exit at the other side. At temperatures low enough to establish electron phase coherence, quantum interference between these paths leads to a sinusoidal oscillation in conductance as a function of magnetic field B applied perpendicular to the ring with a period ΔB = ℏ/eA. This geometry-induced AB effect was first observed using gold rings. Subsequent measurements of semiconductor wires focused on AB effects generated by material-induced scattering events. In these diffusive devices, a multitude of AB “loops” arise from the many possible paths an electron can follow through the device due to scattering both from the device walls and from electrostatic perturbations induced by ionized donors. The resulting magnetoconductance fluctuations (MCF) have a spectral content determined by the distribution of loop areas and can therefore be used as a magneto fingerprint of the electron dynamics. Semiclassical theory developed for diffusive devices emphasizes the crucial role played by donor perturbations by predicting that the magneto fingerprint can be changed significantly by changing the location of just one scattering site. Experiments performed on diffusive wires have confirmed the sensitivity of MCF to the movement of these scatterers.

Ultrapure semiconductor heterostructures employ the modulation doping technique to spatially separate the donors from the two-dimensional electron gas (2DEG) that forms at the heterostructure interface. This reduces the magnitude of the donor perturbations induced in the 2DEG’s electrostatic landscape. Whereas the strong electrostatic perturbations induced by “in-plane” donors in diffusive devices generate large-angle scattering events, these weaker perturbations are more likely to generate small-angle scattering. Because electron mobility is naturally weighted toward large-angle scattering, the associated mean free path can exceed the device size L, satisfying the traditional definition of a semiconductor “billiard” (L < ℓ). However, this definition does not exclude the possibility of small-angle scattering within the device. It is not therefore a good gauge of ballistic transport, which requires electrons to follow straight trajectories between specular reflections from the device walls. This is highlighted by recent scanning gate microscopy (SGM) studies which show that small-angle scattering produces branching of trajectories at length scales much shorter than the mean free path for large-angle scattering. In particular, SGM performed on heterostructures with electron mobilities in excess of those used for fabricating billiards indicate that significant small-angle branching can be expected within semiconductor billiards.

These SGM studies re-ignite a central question for quantum transport research—how does the presence of small-angle scattering impact the AB effect in semiconductor billiards? The semiclassical theory developed for the diffusive regime does not quantify the minimum perturbation size required for its applicability. Consequently, it is not clear whether the sensitivity of the AB effect to perturbations highlighted by theoretical and experimental investigations of diffusive devices extends to the smaller perturbations experienced by billiards. The pioneering experimental and theoretical investigations of billiards assumed that donor perturbations did not significantly affect the electron dynamics established by the scattering imposed by the device walls. The experimental results presented here challenge this picture by demonstrating that donor-induced small-angle scattering is the dominant factor influencing the MCF.

We employ two techniques to relocate charge between donor sites—thermal activation and illumination with a LED. Thermal activation and illumination have been used previously to demonstrate that charge relocation induces changes in the MCF for diffusive devices dominated by large-angle scatterers. In addition, illumination is a well-established...
technique for studying charge activation energies for donors.\textsuperscript{32,33} Here, we apply these techniques to investigate the impact of charge relocation on the billiard’s MCF. We show that redistribution of the ionized donors reconfigures the MCF despite the billiard’s fabricated geometry remaining unchanged. This reappraisal highlights the challenges of realizing genuine quantum ballistic transport in semiconductor nanostructures. Furthermore, the results address fundamental aspects of quantum interference and its sensitivity to electron scattering.\textsuperscript{9} The MCF are observed to gradually reconfigure as the number of altered scattering sites in the billiard increases, demonstrating the cumulative impact of changing disorder on quantum interference processes.

Our results also have broader implications beyond semiconductor physics. The quantum behavior of semiconductor billiards can be used to investigate whether universal characteristics are evident across diverse systems. For example, in quantum chaos studies, MCF were used to investigate the change from stable to chaotic electron dynamics for billiards with differently shaped walls\textsuperscript{22,23} and for shape transitions within a single billiard.\textsuperscript{24,25} These studies, which neglected donor scattering, are influential in the broader research community due to analogous phenomena in quantum wells,\textsuperscript{34} in microwave,\textsuperscript{35} optical,\textsuperscript{36,37} and acoustic\textsuperscript{38} cavities; and cold atoms in optical traps.\textsuperscript{39}

\section{II. Experiments}

To investigate the generic properties of electron interference in semiconductor billiards, we consider two widely studied material systems and two distinct methods for defining billiards. In each case, a 2DEG forms within a heterostructure \cite{Figs. 1(a) and 1(b)}. For the GaAs/Al\textsubscript{0.33}Ga\textsubscript{0.67}As system, electrostatic depletion generated by patterned surface gates defines “soft” billiard walls in the 2DEG \cite{Fig. 1(a)}.\textsuperscript{40} For the Ga\textsubscript{0.25}In\textsubscript{0.75}As/InP system, wet etching generates “harder” walls with steeper electrostatic gradients \cite{Fig. 1(b)}.\textsuperscript{41} The 2DEG densities are $n = 2 \times 10^{15}$ m\textsuperscript{-2} and $7 \times 10^{15}$ m\textsuperscript{-2}, giving Fermi energies of $E_F = 8.4$ and 50 meV, respectively. Accordingly, the Fermi wavelengths (50 and 30 nm) are significantly smaller than the billiard widths of 1 $\mu$m, as required for semiclassical interference phenomena.\textsuperscript{27} The fabrication of high-quality billiards involves the modulation doping technique shown in Fig. 1(c). Silicon donors are separated from the 2DEG plane by a spacer layer to minimize the electrostatic perturbations induced in the 2DEG by the ionized donors.\textsuperscript{16,42} Small-angle scattering induced by these perturbations is not sufficient to reduce $\ell_{\phi}$ to below the billiard width. The $\ell_{\phi}$ values for our billiards \cite{3 and 6 $\mu$m for the GaAs/(AlGa)As and (GaIn)As/InP systems} are comparable to those measured in the pioneering MCF experiments.\textsuperscript{22,23}

Four-terminal conduction measurements were performed using AC lock-in techniques at a frequency of 37 Hz and an excitation current of 1 nA. The bottom trace of Fig. 1(d) shows the MCF generated by wave interference, superimposed on a classical conductance background for a square (GaAs)/InP billiard measured at $T = 240$ mK (base temperature). Billiards support a distribution of AB loop areas, leading to the observed range of frequencies in the magnetoconductance.\textsuperscript{22,26,27,41}

Raising $T$ reduces the electron phase coherence length $\ell_{\phi}$,\textsuperscript{41,43} by $T = 12$ K, $\ell_{\phi}$ is smaller than the billiard width, suppressing the MCF and leaving only the classical background. To investigate the impact of the donors on the AB loops, the billiards were cooled to base temperature in the dark and then warmed to temperatures high enough to supply the thermal energy necessary to relocate electron charge between dopant sites. Within the 1 $\mu$m\textsuperscript{2} area of the (GaIn)As/InP and GaAs/(AlGa)As billiards, there are approximately 30 000 and 50 000 of these donor sites, respectively. Note, however, that these donors are distributed at various heights in the 40-nm modulation doped layer for the GaAs/(AlGa)As heterostructure. This introduces considerable spatial overlap of the donors such that the associated electrostatic perturbations
defined within the 2DEG generate a much smaller number of individual scattering event sites within the billiard. Simulations of GaAs/(AlGa)As heterostructures similar to ours indicate that the electrostatic landscape comprises collective features on the scale of 0.1 μm, indicating approximately 100 scattering sites within the billiard. If the trajectories forming the AB loops are determined purely by the fabricated geometry of the billiard walls, as traditionally believed, then the MCF will be immune to this shift in charge between dopants.

We annealed the billiard devices by warming in the dark to an intermediate temperature \( T_i \) for a fixed time \( t = 30 \) minutes and then cooled the billiards back to base temperature. We then compared the pair of MCF traces taken at base temperature before and after this thermal cycle. Figure 2 shows three pairs of MCF traces measured on the (GaIn)As/InP billiard. The bottom pair of traces correspond to \( T_i = 115 \) K, and reveal the same high degree of correlation as the middle pair. However, the top pair have visibly decorrelated after thermally cycling to \( T_i = 300 \) K. Our equivalent MCF measurements performed on the GaAs/(AlGa)As billiard, shown in Fig. 3, demonstrate that this decorrelation is a generic effect for semiconductor billiards. We note that the MCF of the GaAs/(AlGa)As billiard have a smaller high-frequency component than the (GaIn)As/InP billiard due to the billiard’s smaller \( \ell_{\phi} \) of 3.6 μm at \( T = 240 \) mK (Ref. 41).

To quantify the change in MCF as a function of \( T_i \), we applied the following correlation function\(^1^4\)\(^,^2^8\) to each pair of traces \( G_1(B) \) and \( G_2(B) \)

\[
F = \sqrt{1 - \frac{\langle (G_1(B) - G_2(B))^2 \rangle_B}{N}}, \quad \text{where} \quad (1)
\]

\[
N = \langle (G_3(B) - G_4(B))^2 \rangle_B. \quad (2)
\]

The symbol \( \langle \rangle_B \) represents an average over the data points spanning \(-B_c < B < B_c\), where \( B_c \) is the field at which the cyclotron diameter matches the billiard width. For the GaAs/(AlGa)As billiard, \( B_c = 0.16 \) T, and 640 data points fall in this range; for the (GaIn)As/InP billiard, \( B_c = 0.28 \) T, and 1120 data points fall in this range. The normalization constant \( N \) is calculated by averaging the correlations of 15 pairs of traces \( G_i(B) \) and \( G_j(B) \) that have been thermally cycled to \( T_i = 300 \) K. Adopting this normalization, the correlation scale varies between 1 for mathematically identical traces to 0 for decorrelation induced by a \( T_i = 300 \) K cycle. We note that the form of the correlation function minimizes noise in \( F \) for values close to 1. This is important for obtaining an accurate fit to the dependence of \( F \) on \( T_i \) (see below).
In Fig. 4, we show the results for the (GaIn)As/InP and GaAs/(AlGa)As billiards. For comparison, we show previously reported decorrelations of the MCF for a GaAs wire. The wire was 10 μm long, 50 nm high, and 90 nm wide, and was heavily doped with silicon \( n = 5 \times 10^{24} \text{ m}^{-3} \), \( E_F = 128 \text{ meV} \) distributed uniformly throughout the wire’s cross section. Due to the absence of modulation doping, the strong electrostatic perturbations of these “in-plane” dopants generates large-angle scattering, resulting in \( \xi_T = 0.3 \mu \text{m} \).

The thermally induced decorrelation of the MCF for this diffusive scattering system (strong perturbations) is clearly similar to that of the two modulation-doped billiards (weak perturbations).

### III. DISCUSSION

For all three systems, we attribute the MCF decorrelation to the relocation of electron charge among silicon dopants. This charge relocation changes the electrostatic landscape experienced by the electrons, which in turn reshapes the distribution of AB loops. The probability \( P \) for this process depends upon the available thermal energy according to \( P \sim \exp(-\beta/k_BT_i) \), where \( \beta \) represents the activation energy for charge relocation. The charge redistribution is also governed by the time \( t \) the billiard is held at \( T_i \). We model the decorrelation behavior using \( F = \exp(-\eta \exp(-\beta/k_BT_i)) \), where \( \eta = t/T_0 \) and \( T_0 \) is a characteristic time for charge transfer.

The decorrelation data are fitted with this formula in Fig. 4. The insets in Fig. 4 are simulations demonstrating how the form of the fall-off depends upon \( \beta \) and \( \eta \): \( \beta \) (upper) and \( \eta \) (lower) are varied while keeping the other parameter fixed.

The GaAs/(AlGa)As billiard’s decorrelation commences at a higher \( T_i \) than for the other systems, indicating a higher \( \beta \) value.

To explain this observation, consider the GaAs/(AlGa)As conduction band diagram of Fig. 1(c) in more detail. Electrons undergo thermally assisted tunneling from the 2DEG through the energy barrier at the GaAs/(AlGa)As interface to the doped layer’s conduction band edge. In this process, a thermal energy of 130 meV is required for the electrons to reach barrier heights at which the barrier width is sufficiently narrow for tunneling. We note that the 20-nm tunneling distances required are similar to those observed in other tunneling structures.

Having tunneled into the (AlGa)As conduction band, deep level donors known as DX centers are varied while keeping the other parameter fixed. The GaAs/(AlGa)As billiard’s decorrelation commences at a higher \( T_i \) than for the other systems, indicating a higher \( \beta \) value.

IV. CONCLUSION

In conclusion, we have shown that the electrostatic profile of ionized donors strongly affects the interference of electron waves in semiconductor billiards. By demonstrating this effect...
for two material systems and different fabrication methods, we propose this is a generic limitation of semiconductor billiards. This contradicts previous models in which the quantum dynamics was interpreted as being determined purely by the billiard walls,22–27,51 and which predict that the MCF should be robust to thermal cycling. In contrast to this traditional billiard picture, our experiments show that the modulation doping technique does not reduce the donor electrostatic perturbations sufficiently to ignore their presence. In particular, we have demonstrated experimentally that the sensitivity of the AB effect, highlighted by semiclassical theory developed for diffusive regime,5 extends to billiards even though the size of the electrostatic perturbations in billiards is reduced significantly compared to diffusive systems.

In addition to revealing the role of donor-induced disorder, our results also highlight central aspects of the sensitivity of quantum interference to electron scattering. The semiclassical theory predicts that changing one scattering site can have a significant effect on the MCF,5 raising the question of whether one site change in the billiard is sufficient to completely decorrelate the MCF. The observed gradual decorrelation indicates that the total number of altered sites is important and has a cumulative effect on the MCF.

Our experiments can be combined with earlier observations demonstrating the lack of MCF sensitivity to billiard wall properties such as geometry and the softness of the wall’s electrostatic profile.31,52 Taken together, these results can be seen as supporting an earlier proposal that the electron dynamics in billiards are generated by donor scattering.41 Within this picture, the walls serve to repeatedly reflect electron trajectories toward the donor scattering sites.31 However, we note that some MCF features, such as those induced by symmetries in the billiard walls,31 nevertheless display geometry dependencies. Our results therefore highlight the need for quantitative investigations aimed at determining the relative contributions of walls and ionized donors to the MCF, which might be influenced by trajectory length and stability,53 as well as dynamical effects such as quantum scarring.54

In contrast to the sensitivity of the MCF to donor distributions, the classical magnetoconductance is expected to be determined predominantly by the billiard geometry. This difference in conduction processes originates from the sensitivity of the AB effect. The magnetic field dependence of the classical conduction is due to “focusing” of the trajectories into the billiard’s entrance and exit due to curvature from the Lorentz force.19 Classical focusing is dependent only upon the opening by which the trajectories leave the billiard and is therefore relatively insensitive to small-angle scattering events. The AB effect is instead sensitive to the precise routes taken by the electrons through the billiard. Thus, whereas the presence of donors in the billiard will simply perturb the classical condition by broadening the focusing features, the donors will change the scattering loops substantially. This insensitivity to donors explains the previous success in observing classical ballistic effects.19,55,56

Our observations demonstrating the importance of donors for quantum transport through billiards is different from earlier results performed on quantum point contacts, where the sensitivity to donors can be explained in terms of one-dimensional channels resulting from quantum confinement.57–60 These results on QPCs, along with our results on billiards, emphasize the central role that disorder plays for quantum transport in solid-state environments: the associated lack of reproducibility between devices and thermal cycles has implications not only for fundamental research but also for future nanoscale electronic devices. We expect this to apply to novel systems such as graphene61,62 and carbon nanotubes.63
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