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We study the robustness of single-field inflation against inhomogeneities. We derive a simple analytic criterion on the shape of the potential for successful inflation in the presence of inhomogeneities, and demonstrate its validity using full 3+1 dimensional numerical relativity simulations on several classes of popular models of single-field inflation. We find that models with convex potentials are more robust to inhomogeneities than those with concave potentials, and that concave potentials that vary on super-Planckian scales are significantly more robust than those that vary on sub-Planckian scales.

I. INTRODUCTION

Cosmic inflation \cite{1-3} is the leading paradigm for the early universe. It posits an early period of accelerated expansion in order to dynamically explain the current homogeneous and spatially flat state of the universe. One of the most remarkable successes of the paradigm is the observational confirmation of some of its key predictions, a nearly scale-invariant and Gaussian spectrum of primordial perturbations \cite{4-5}.

Inflation was introduced as a solution to several problems of standard big-bang cosmology \cite{6}. One of these problems is the horizon problem. However, inflation can only constitute a solution to the horizon problem, if it does not have a horizon problem of its own. So it is natural to ask what came before inflation and how it began. There is certainly no guarantee that the universe was semi-classical at the time inflation began, and it is difficult to talk about the beginning of inflation in complete generality. To make progress, we make the simplifying assumption that at the time inflation began the universe was already described by general relativity minimally coupled to a scalar field, the inflaton.

In this case, the space of initial conditions for inflation is parameterized by the degrees of freedom of the spatial metric and its conjugate momentum, and the corresponding degrees of freedom of the inflaton. For each degree of freedom, we are free to specify its configuration on the initial Cauchy hypersurface. It is then natural to ask for which initial data inflation will be successful. By “successful” we mean that some region of the initial hypersurface undergoes accelerated expansion for 60 e-foldings or more. Whether inflation is successful depends both on the dynamics of the inflaton model and the initial conditions, as well as the interplay between them.

In this work, we will explore one particular aspect of this interplay, the effect of the initial amplitude of the inhomogeneities in the inflaton field (and their associated metric perturbations) on different models of inflation.

Inflationary models are broadly classified as “concave” and “convex” models, depending on the shape of their potentials. We propose an analytic criterion as a diagnostic for whether inflation will be successful for a given potential. We test this criterion using full 3+1 numerical general relativity solutions and show that convex models are more robust to inhomogeneities than concave models. Furthermore, we show that for concave potentials the scale in field space over which the potential varies appreciably plays an important role. Finally, we will argue that for some potentials there exists a bound on the initial mean value of the inflaton field, beyond which inflation will be successful regardless of the amplitude of the inhomogeneities.

II. INITIAL CONDITIONS AND MODELS

The problem of initial conditions for inflation has been studied extensively using analytic and semi-analytic methods \cite{6-50}, as well as numerically \cite{51-66} (see \cite{67} for a short review).

Recently it has become possible to use numerical relativity codes to evolve different initial configurations in the time domain even in the regime in which black holes form \cite{63-68}, allowing for a fully non-perturbative investigation of the field dynamics in response to the initial conditions. This work was limited to a small number of “typical” models, and quantified their success for different choices of parameterized initial inhomogeneities.

One natural way to extend these investigations is to expand the classes of inhomogeneities, which was initiated in \cite{69}. Another interesting direction is to expand the classes of inflationary models under investigation, which we will do in the present work.

In this section we summarize the key features of the space of initial conditions on which we focus, as well as
the larger class of inflationary models.

A. The space of initial conditions

We decompose the spacetime metric using the standard ADM decomposition [70],
\[
 ds^2 = -\alpha^2 dt^2 + \gamma_{ij}(dx^i + \beta^i dt)(dx^j + \beta^j dt). \tag{1}
\]
Here $\gamma_{ij}$ is the 3-metric on the spatial hypersurface, while $\alpha$ and $\beta^i$ are the lapse and shift. We are free to choose the initial Cauchy hypersurface. The metric initial conditions are then fully specified by a choice of $\gamma_{ij}$ and the extrinsic curvature $K_{ij}$ at each point in the spatial domain. The extrinsic curvature can further be decomposed into the expansion $K = \gamma^{ij}K_{ij}$ and trace-free tensor components $A_{ij},$
\[
 K_{ij} = \frac{1}{3}\chi K \delta_{ij} + A_{ij}. \tag{2}
\]
In the perturbative limit, the transverse part of $A_{ij}$ represents “gravitational wave” modes, though we emphasize that in the non-perturbative limit they are not solutions to a linear wave equation. In our sign convention, $K < 0$ denotes a locally expanding spacetime.

Meanwhile, the space of initial conditions for the inflaton $\phi$ is given by the value of the field and its canonical momentum
\[
 \Pi \equiv \alpha^{-1}(\dot{\phi} - \beta^i \partial_i \phi), \tag{3}
\]
at each point.

A more subtle aspect of the initial conditions is the choice of spatial boundary conditions. In what follows we will assume periodic boundary conditions for the spatial domain, which imposes a $T^3$ topology on the space. Alternatively, this can be thought of as imposing a scale of homogeneity on the initial conditions with the Universe made up of many (inhomogeneous) boxes of size $L$. One can always make $L$ larger, thus increasing the scale of homogeneity relative to our patch of the Universe, and it is usually considered that taking $L$ to be greater than the initial Hubble scale of inflation is a sufficiently conservative approach. Other topologies, in particular those that can support a positive-definite (3) $R$ can lead to different conclusions [12] [47], so that this is a choice that should be made explicit.

In summary, the space of initial conditions for single-field inflation consists of the values of the variables $(\gamma_{ij}, K_{ij}, \phi, \Pi)$ on the initial hypersurface. Their values are not completely independent because they are subject to the Hamiltonian and momentum constraints (see Eqn. [55]).

The constraints are a set of four non-linear coupled partial differential equations, which are non-trivial to solve for a general matter distribution (see e.g. [71] [72]). To simplify this task, some variables are often set to zero, severely restricting the available space of initial conditions. In Refs. [63] [68] [69], $\gamma_{ij}$ is, for example, assumed to be conformally flat $\gamma_{ij} = \chi^{-1}\delta_{ij}$ where $\chi$ is a conformal factor. In addition, Refs. [68] [69] set the trace-free part of the extrinsic curvature to zero $A_{ij} = 0$. Combined with the additional simplifying conditions that $\Pi = 0$ and the expansion rate is spatially constant $K = \text{const} < 0$ (i.e. uniformly expanding), the momentum constraint is then trivially satisfied. The parameter space in this case is then just the scalar configuration $\phi(x)$, with the value of $K$ imposed by an integrability condition in the case of periodic boundary conditions (see [73]). The Hamiltonian constraint then determines the conformal factor, $\chi$.

Two more general classes of deviations from homogeneity have been explored. First, in [68], we explored a special case where $K(x) = -C\phi(x) + K_0$ where $C > 0$ is a free parameter, and the value of $K_0$ is set by integrability on the periodic domain. This Ansatz keeps the momentum constraint trivial but allows us to explore initial conditions which mix regions of local expansion ($K < 0$) and contraction ($K > 0$). We found that, as long as the initial hypersurface is expanding on average, $\langle K \rangle < 0$, inflation will occur in some patch, even if part of the spacetime collapses. Second, in [69], we studied non-zero transverse modes $A_{ij}^{TT} \neq 0$. We found that the amplitude of the scalar perturbations remained the main driver of inflationary success, with the tensor modes generally reducing the number of e-folds, but not causing failure in isolation even at high relative energy densities.

It is clear from this discussion that a large space of initial conditions remains to be explored. As we mentioned before, we will not pursue this direction here and reserve it for future work. We instead consider initial conditions such that $\gamma_{ij} = \delta_{ij}$, $\Pi = 0$, $A_{ij} = 0$ and $K = \text{const} < 0$, and we expand the classes of inflationary models.

B. The space of models

Inflation a priori only predicts that the observed primordial spectrum of density perturbations should be nearly scale-invariant but does not predict the sign of the departure from scale invariance. The space of inflationary models is vast, encompassing a diverse variety of single field and multi-field models with many mechanisms (see e.g. [74]). Without the guidance of some fundamental theory of inflation, models which are not already ruled out by observations are in principle all valid. Nevertheless, useful classifications of models can be made, such as categorizing the models in terms of their energy scale, or the field range. As one might expect, we showed in [68] that small field inflation is generally less robust than large field inflation.

In this work, we will rely on a slightly more refined classification to guide our choice of inflationary models. In the slow-roll approximation, we know that the slow-roll
parameter $\epsilon = -\dot{H}/H^2$ obeys the differential equation
\begin{equation}
\frac{d\ln \epsilon}{dN} = (n_s(N) - 1) + 2\epsilon. \tag{4}
\end{equation}
Suppose the observed sign and magnitude of the departure from scale-invariance are not mere accidents but arise because the scalar spectral index has the functional form $75, 76$
\begin{equation}
n_s(N) - 1 = -\frac{p + 1}{N}, \tag{5}
\end{equation}
where $N$ is the number of $e$-folds (counted from the end of inflation), and $p$ is number of order unity. The most general solution to the differential equation (4) is then given by
\begin{equation}
\epsilon(N) = \frac{p}{2N} \left( 1 \pm \frac{1}{(N/N_{eq})^p} \right), \tag{6}
\end{equation}
where $N_{eq}$ is an integration constant. Unless there are additional hierarchies, we expect it to be of order unity.

If we further assume that we observe modes at a typical moment so that either the first or the second term in the denominator dominate, we are left with two solutions that are compatible with current data
\begin{equation}
\epsilon(N) = \frac{p}{2N} \quad \text{and} \quad \epsilon(N) = \frac{p}{2N} \left( \frac{N_{eq}}{N} \right)^p. \tag{7}
\end{equation}
Because $p < 0$ is disfavored by data, we will restrict our attention to $p > 0$.

So far this is general and makes no mention of a potential. If we assume that the dynamics is governed by a single scalar field with canonical kinetic term
\begin{equation}
L_\phi = -\frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - V(\phi), \tag{8}
\end{equation}
we can reconstruct the potential from the equation $77$
\begin{equation}
\frac{d\phi}{dN} = \frac{M_{Pl}^2}{8\pi} \frac{V'}{V} \quad \text{and} \quad \left( \frac{d\phi}{dN} \right)^2 = \frac{\epsilon M_{Pl}^2}{4\pi}. \tag{9}
\end{equation}
One finds that the first class corresponds to monomial (or power law) potentials
\begin{equation}
V(\phi) = \lambda M_{Pl}^{4-2p} \phi^{2p}. \tag{10}
\end{equation}
For the second class of models the potential during inflation is well approximated by
\begin{equation}
V(\phi) \simeq \Lambda^4 \left[ 1 - \left( \frac{\phi}{\mu_n} \right)^n \right], \tag{11}
\end{equation}
where $n = 2p/(p - 1)$ provided $p > 1$, and by
\begin{equation}
V(\phi) \simeq \Lambda^4 \left[ 1 - \left( \frac{\mu_n}{\phi} \right)^n \right], \tag{12}
\end{equation}
with $n = 2p/(1 - p)$ provided $0 < p < 1$. For potentials of the form (11) inflation occurs as the inflaton rolls off a hilltop, and we will sometimes refer to them as hilltop models. Similarly, for the form (12) inflation occurs as the inflaton rolls off a plateau, and we will sometimes refer to them as plateau models. For $p \neq 1$ the departure from the plateau is described by a power law. The case $p = 1$ is special and the departure becomes exponential
\begin{equation}
V(\phi) \simeq \Lambda^4 \left[ 1 - e^{-\phi/\mu} \right]. \tag{13}
\end{equation}

We see that the hilltop and plateau models involve an additional scale, denoted $\mu$ in the exponential models and $\mu_n$ in the power law models, which describes the distance in field space over which the plateau is approached. As we will see, this scale plays an important role for the robustness against inhomogeneities. Roughly, we will see that models are robust if this scale is Planckian or super-Planckian, and are susceptible to inhomogeneities if this scale is sub-Planckian. Incidentally, this is closely tied to the question whether gravitational waves from these models are detectable with upcoming CMB experiments, which will be capable of detecting gravitational wave signals from models with a super-Planckian characteristic scale $77$.

### III. AN ANALYTIC CRITERION FOR ROBUSTNESS

In this section, we will derive a simple analytic criterion that allows us to infer the robustness of a given single-field model against inhomogeneities. From $63, 65, 69$ we know that the amplitude of the inhomogeneity plays an important role. At fixed energy density in the gradients, the amplitude is generically larger if only one or a few modes are excited than if the energy density is distributed over a large number of modes. So in what follows we will assume that the inhomogeneous initial conditions for the inflaton field are given by a superposition of modes in the 3 spatial directions $63, 65, 69$
\begin{equation}
\phi(t = 0, \mathbf{x}) = \phi_0 + \frac{\Delta \phi}{3} \left( \cos k x + \cos k y + \cos k z \right), \tag{14}
\end{equation}
with vanishing canonical momentum
\begin{equation}
\Pi(t = 0, \mathbf{x}) = 0, \tag{15}
\end{equation}
where $k = 2\pi N/L$ is the wavenumber associated with the inhomogeneity, $N = 1, 2, \ldots$ is an integer, and we set $L$ to be the Hubble length $H^{-1}$ in the absence of inhomogeneities
\begin{equation}
L = \frac{3M_{Pl}}{\sqrt{24\pi V(\phi_0)}}. \tag{16}
\end{equation}
If we assume that the spatial metric is initially conformally flat, \( \gamma_{ij} = \chi^{-1} \delta_{ij} \), and \( K = \text{const} < 0 \) as discussed in Sec. 11, then the scalar field dynamics near the initial hyperslice is approximately described by the Klein-Gordon equation

\[
\ddot{\phi} \approx \nabla^2 \phi - \frac{dV(\phi)}{d\phi},
\]

where the subdominant friction term has been ignored since initially \( \phi \sim 0 \). Without loss of generality, we assume that the inflaton rolls down the potential to the reheating minimum \( \phi_{\text{reh}} \) in the positive \( \phi \) direction. Consider the dynamics of the inflaton at the point of maximum amplitude \( \phi_{\text{max}} \) — this is the field value closest to the reheating minimum and thus the point at which the inflaton is most at risk of falling into the reheating minimum and ending inflation. Our question is then whether the inflaton field at this point will initially be “pulled back” towards \( \phi_0 \) to safety, or whether the gradient of the potential \( dV/d\phi < 0 \) will drag the inflaton into the minimum, ending inflation early or preventing it from taking place altogether. For compactness, we will sometimes refer to the former as “pull-back” and the latter as “drag-down”.

Initially, \( \phi_{\text{max}} = \phi_0 + \Delta \phi \). Using Eqn. (17) and Eqn. 14, its initial evolution is given by

\[
\ddot{\phi}_{\text{max}} = -k^2 \Delta \phi - \frac{dV(\phi_{\text{max}})}{d\phi} = -f(\phi_0, \Delta \phi),
\]

where

\[
f(\phi_0, \Delta \phi) = k^2 \Delta \phi + \frac{dV(\phi_0 + \Delta \phi)}{d\phi}.
\]

In Fig. 1 we sketch the shape of the function \( f(\phi_0, \Delta \phi) \) at fixed \( \phi_0 \) for different inflationary models. In the absence of inhomogeneities, \( \Delta \phi = 0, f(\phi_0, \Delta \phi) < 0 \) which means that \( \phi_{\text{max}} > 0 \), i.e., the field rolls towards the reheating minimum as expected. As we increase the amplitude of the inhomogeneities the gradients contribute as \( -\nabla^2 \phi = k^2 (\Delta \phi > 0 \) which is positive definite. For small \( \Delta \phi \), we can approximate the potential contributions

\[
\frac{dV(\phi_0 + \Delta \phi)}{d\phi} \approx \frac{dV(\phi_0)}{d\phi} + \frac{d^2V(\phi_0)}{d\phi^2} \Delta \phi \approx -3 \sqrt{\frac{\nu V}{4\pi}} H_i^2 M_{\nu i} + 3 \eta_V H_i^2 \Delta \phi,
\]

where \( \eta_V \) and \( \Delta V \) are the usual potential slow-roll parameters evaluated at \( \phi_0 \). In the region of the potential that supports inflation these are small so that the contribution from gradients eventually overcomes the potential contribution. This implies that \( \phi_{\text{max}} \) is pulled back into the inflationary region as described in [68].

However, as \( \Delta \phi \) increases further, expanding \( dV/d\phi \) is no longer a good approximation, and the potential contribution may overcome the gradient contribution, \( k^2 \Delta \phi \), so that \( f(\phi_0, \Delta \phi) \) may take on negative values. Suppose this occurs at an inhomogeneous amplitude of \( \Delta \phi_{\text{crit}} \) and correspondingly \( \phi_{\text{crit}} = \phi_0 + \Delta \phi_{\text{crit}} \), such that a zero exists at

\[
f(\phi_0, \Delta \phi_{\text{crit}}) = k^2 \Delta \phi_{\text{crit}} + \frac{dV(\phi_0 + \Delta \phi_{\text{crit}})}{d\phi} = 0.
\]

Then as \( \Delta \phi > \Delta \phi_{\text{crit}} \), the inflaton will tend to roll towards the reheating minimum at least initially, and has a greater chance of failure.

Ignoring the trivial case of \( f(\phi_0, \Delta \phi) < 0, \Delta \phi \approx 0 \), where inflation is well-known to succeed, we begin with \( f(\phi_0, \Delta \phi) > 0 \) — we assume there exists some region where inflation will succeed as long as \( \Delta \phi \) is small enough. As we increase \( \Delta \phi \), the slope of \( f(\phi_0, \Delta \phi) \) is initially positive because \( \eta_V \ll 1 \) and \( k \gtrsim H_i \).

If the potential is convex, \( d^2V/d\phi^2 > 0 \), then \( f(\phi_0, \Delta \phi) \) must increase as \( \Delta \phi \) is increased and remains positive. This means that convex models are automatically robust.

\[\text{Note that while it is assumed that } \phi \text{ has a periodic profile with wavelength } k, \text{ this positive definiteness is general even if } \phi \text{ takes on a more complicated profile as } \phi_{\text{max}} \text{ is a maximum of the profile by definition.}\]
to inhomogeneities in the inflaton sector. The inhomogeneous field is initially always pulled back, away from the reheating minimum. The time scale is roughly given by the inverse of its wavenumber, $t_{pb} \sim k^{-1}$. For $N = 1$ (i.e. near horizon size mode), this is then $t_{pb} \sim H^{-1}$, which means that the field is pulled back within a Hubble time. We will confirm this intuition numerically in Sec. [IV].

On other hand, if the potential is concave, $d^2V/d\phi^2 < 0$, then $f(\phi_0, \Delta \phi)$ may turn over as $\Delta \phi$ increases. If the potential is sufficiently concave before the reheating minimum (which is convex by construction), then a zero crossing at $\phi_{crit}$ can exist such that $f(\phi_0, \Delta \phi_{crit}) = 0$. In this case $f(\phi_0, \Delta \phi) < 0$ at $\phi_{max} > \phi_{crit}$, and the inflaton will fall into the reheating minimum and end inflation. Once a sufficiently large spatial region falls into the reheating minimum, the remaining space will be dragged down by the pressure difference between the inflating plateau and the minimum, resulting in the end of inflation within a few $e$-folds.

This discussion implies that convex potentials are generically more robust to inhomogeneities than concave potentials. We also see that decreasing the wavelength of the inhomogeneities (and hence increasing $k$) makes models more robust – the most dangerous modes are the long wavelength near horizon modes, consistent with the numerical results of [68].

As we will discuss now, robustness for concave potentials is closely related to the characteristic scale of the potential. To see this, note that in order for $f$ to vanish at $\Delta \phi_{crit}$, and to turn negative for $\Delta \phi > \Delta \phi_{crit}$, it must possess a maximum, i.e.

$$\frac{\partial f}{\partial \Delta \phi} = k^2 + V''(\phi_0 + \Delta \phi),$$

must have a zero for some value of $\Delta \phi$. We now consider this requirement for different models, beginning with the monomial potentials defined in Eqn. (10). In this case we write

$$\frac{\partial f}{\partial \Delta \phi} = k^2 + 2p(2p - 1)\frac{V(\phi_0 + \Delta \phi)}{M_{Pl}^2}(\phi_0 + \Delta \phi)^{(p - 1)}$$

$$= k^2 \left[ 1 + \frac{6p(2p - 1)}{(kL)^2} \left( \frac{\phi_{max}}{\phi_0} \right)^{2p} \frac{M_{Pl}^2}{8\pi \phi_{max}^2} \right],$$

where we have used Eqn. (16) in going from the first to the second line. The first term proportional to $k^2$ is the gradient term, while the second term is the potential term. From the denominator of the second term we again see that increasing the wavenumber suppresses the importance of the potential term relative to the gradient term, and that inflation is more robust to inhomogeneities with higher wavenumbers. If the potential is concave, $p < 1/2$, the second term in the parentheses is negative as expected. However, since $|\phi_{max}| < |\phi_0|$ and $p > 0$, it is negligible until $\phi_{max}$ drops well below the reduced Planck mass. If the potential is still well approximated by a power law at this point, an instability may develop (see $\phi^{2/3}$ case in Sec. [IV]). However, the functional form assumed here only describes the potential during the inflationary period, and as the magnitude of $\phi$ decreases the potential in a single-field model must eventually turn over and develop a minimum. This implies that for sufficiently small $|\phi|$ the potential again becomes convex.

If this transition occurs before the second term becomes large, we expect the model to be robust irrespective of whether the inflationary part of the potential is convex or concave.

We can readily extend this discussion to the other classes of models introduced in [11B]. For the hilltop models (11), we can write (again using Eqn. (16))

$$\frac{\partial f}{\partial \Delta \phi} = k^2 - n(n - 1)\frac{A^4}{M_{Pl}^2} \frac{\phi_{max}}{\mu_n}$$

$$= k^2 \left[ 1 - \frac{3n(n - 1) M_{Pl}^2}{(kL)^2} \frac{\phi_{max}}{8\pi \mu_n^2} \right].$$

Again the potential is only well approximated by equation (11) provided $\phi_{max} < \mu_n$. So a maximum can only occur if $\mu_n$ is well below the reduced Planck mass, implying that models in which the characteristic scale over which the potential departs from $A^4$ is Planckian are robust even against large field excursions.

For the plateau models (12), defining the potential so the field rolls towards larger values of $\phi$, we can similarly write

$$\frac{\partial f}{\partial \Delta \phi} = k^2 \left[ 1 - \frac{3n(n + 1) M_{Pl}^2}{(kL)^2} \frac{\mu_n}{8\pi \phi_{max}^2} \right].$$

In this case the potential is only well approximated by (12) if $|\phi_{max}| > \mu_n$, and as for the hilltop models, plateau models with a Planckian characteristic scale are robust against large field excursions, and the function $f$ can only change sign for models with sub-Planckian $\mu_n$.

For models in which the potential approaches the plateau exponentially as in (13), but defined so that the field rolls towards the minimum in the positive $\phi$ direction

$$\frac{\partial f}{\partial \Delta \phi} = k^2 - \frac{A^4}{\mu_n^2}e^{\phi_{max}/\mu_n}$$

$$= k^2 \left[ 1 - \frac{3M_{Pl}^2 e^{\phi_{max}/\mu_n}}{(kL)^2 8\pi \mu_n^2} \right],$$

we see that for $\mu$ of order the reduced Planck mass, $\partial f/\partial \Delta \phi > 0$ in the regime in which the potential is well approximated by (13), so that there is no maximum in $f$ and no zero crossing can exist for any value of $\Delta \phi$ and $\phi_0$. Starobinsky inflation is an example of this case and will be studied in the following section.

The condition defined by Eqn. (19) is valid for the initial hyperslice. We will now show that it still broadly remains valid at a later time of the evolution. At later times the gradients dilute due to the expansion as $V^2/\phi \sim$
\( k^2 \Delta \phi^2 / a(t)^2 \), where \( a(t) \sim e^{Ht} \) is the scale factor, such that Eqn. \( \ref{21} \) becomes

\[
f(\phi_{\text{crit}}, t) \approx k^2 \Delta \phi_{\text{crit}} e^{-2Ht} + \frac{dV(\phi_{\text{crit}})}{d\phi}, \tag{27}
\]

and \( \Delta \phi_{\text{crit}} \) will take different values over time.

Hence, the robustness of a model is not only determined by the existence of a critical value \( \phi_{\text{crit}}(t = 0) = \phi_0 + \Delta \phi_{\text{crit}}(t = 0) \) for which the field will initially roll towards the minimum, but the field should also restore as close as possible to \( \phi_0 \) before crossing \( \phi_{\text{crit}} \) at later times to inflate by enough e-folds. If the rate of change of \( \phi_{\text{crit}}(t) \) is small, the pull-back will have time to homogenize the field before crossing \( \phi_{\text{crit}} \), and the spacetime will inflate as in the homogeneous case (see \( D \)-brane inflation in Fig. 7 and an \( \alpha \)-attractor model in Fig. 9). However, if \( \Delta \phi_{\text{crit}}(t) \) decreases with \( N \) faster than the pull-back reduces the amplitude, the field will fall to the minimum, ending inflation (see Fig. 5).

IV. NUMERICAL VALIDATION

In this section we demonstrate the validity of our criterion by solving the equations of general relativity numerically using the numerical relativity package GRChombo \[78\]. The metric initial conditions for the simulations are described in Sec. \[11\] with near-horizon scale inhomogeneity as defined in Eqn. \( \ref{14} \) and Eqn. \( \ref{15} \). The evolution equations and a summary of the parameters used for the simulations (Tab. \[1\]) are shown in the Appendix. A summary video of the field evolution for different models can be found in [this link].

A. Convex potentials

As discussed above, for convex potentials \( \partial f / \partial \Delta \phi > 0 \), so that the gradients will always pull the field back. As a concrete representative of this class, we consider

\[
V(\phi) = \lambda M_{\text{Pl}}^{8/3} (-\phi)^{4/3}. \tag{28}
\]

A homogeneous initial value of the field of \( \phi_0 = -3.26M_{\text{Pl}} \) with \( \lambda = 2.57 \times 10^{-14} \) would result in 100 e-folds. Note that the potential as written in Eqn. \( \ref{28} \) is only a good approximation during inflation, and the full potential is expected to be analytic at the origin. However, the details of the transition do not affect the conclusions.

Fig. 2 shows that even for field excursions that reach the reheating minimum, with \( \Delta \phi = 3.26M_{\text{Pl}} \) (corresponding to \( \Omega = \rho_{\text{rad}} / \rho_V \approx 50 \)), the maximum of the field \( \phi_{\text{max}} \) is pulled back into the inflating region, as predicted by our criterion. In the latter case, the scalar field has support well in the regime where a homogeneous field would have failed. Similar results were found for the quadratic model \( V = (1/2)m^2 \phi^2 \) in \[68\], which is also robust.

Perhaps the most interesting point here is that convex models are robust even if the inflaton explores regions of the potential that do not support inflation. This was first observed in \[68\] for \( m^2 \phi^2 \) potentials, and here we see that this remains true more generally.

It is also worth noting that different regions begin inflation for rather different values of the scalar field, so that the resulting spacetime will be highly inhomogeneous on very large scales and inflation only leads to homogeneity and isotropy within the different regions.

B. Concave potentials

As we saw in our analytic treatment, a more careful discussion is required for concave potentials because the robustness depends on the characteristic scale of the potential \( \mu \). We will now test our analytic predictions for different concave models.

1. Monomial potentials

An example of a concave monomial potential which is compatible with the observed value of the spectral index \( n_s \) is the so-called \( \phi^{2/3} \) model which arises in the context of string theory \[79\]. During inflation, the potential is
FIG. 3. **Concave monomial:** As Fig. 2 but for the concave monomial model \( \phi^{2/3} \) [29]. The dashed black line corresponds to the mean value \( \Delta \phi_0 \), which is set to be the value that would result in 100 e-folds for the homogeneous case. See Table I for more details about the parameters used. The field at the reheating minimum is pulled back and enters slow-roll inflation from the restored field value. The features at \( N \approx 2 \) correspond to black holes that form and inflate out of the simulation grid.

well approximated by

\[
V(\phi) = \lambda M_{Pl}^{10/3} (-\phi)^{2/3} .
\]  (29)

This is a large field model in which \( \phi_0 = -2.31 M_{Pl} \) and \( \lambda = 3.58 \times 10^{-14} \) lead to 100 e-folds of inflation in the absence of inhomogeneities. As mentioned previously, for typical values of the parameters, these models develop a maximum of \( f \) very close to the bottom of the potential. In fact, the critical point where \( f = 0 \) is at \( \Delta \phi_{\text{crit}} \approx -1.25 \times 10^{-10} M_{Pl} \) for \( N = 1 \) and thus it is challenging to simulate a region where \( f < 0 \).

We show the results for this model in Fig. 3. As expected, for concave monomial models the results are similar to those with convex potentials.

2. **Hilltop models**

For concave models, like hilltop models [11], \( f \) may develop a zero at \( \Delta \phi_{\text{crit}} \). Our condition implies that there is a maximum in \( f \) if and only if \( n > 2 \) since for \( n = 2 \) \( f \) is linear in \( \Delta \phi \) and a second zero crossing cannot exist. In this section we will focus in the cubic hilltop model \( n = 3 \),

\[
V(\phi) = \begin{cases} 
\Lambda^4, & \phi < 0 \\
\Lambda^4 \left[1 - \left(\frac{\phi}{\phi_{\text{crit}}}\right)^3\right], & 0 < \phi < \phi_{cc} \\
\frac{1}{2} m^2 (\phi - \phi_{\text{reh}})^2, & \phi \geq \phi_{cc}
\end{cases}
\]  (30)

To simulate these models, we extend the inflationary potential with a quadratic minimum beyond some value \( \phi_{cc} \), and a flat plateau \( V(\phi) = \Lambda^4 \) for \( \phi < 0 \). The potential we use for reheating is \( V_{\text{reh}}(\phi) = (1/2)m^2(\phi - \phi_{\text{reh}})^2 \), where \( m = \phi_{\text{reh}} \) are chosen such that \( V_{\text{inf}}(\phi_{cc}) = V_{\text{reh}}(\phi_{cc}) \) and \( dV_{\text{inf}}(\phi_{cc})/d\phi = dV_{\text{reh}}(\phi_{cc})/d\phi \). The reheating potential is clearly convex, but we choose \( \phi_{cc} \) sufficiently deep into the non-inflating regime (i.e. the slow-roll parameter \( \epsilon \geq 1 \)). This is conservative in the sense that the model would be more robust if the transition occurred earlier. This model of reheating is chosen for simplicity – one could also imagine other examples like hybrid inflation where the reheating field is not the inflaton, but this would require working with an additional scalar field.

As discussed above, the robustness of this model depends on the characteristic scale of the potential \( \mu_3 \). For \( \mu_3 = M_{Pl} \) we find that \( \phi_0 = 7.43 \times 10^{-2} M_{Pl} \) and \( \Lambda^4 = 2.05 \times 10^{-16} M_{Pl}^4 \) would result in 100 e-folds for the homogeneous case. As argued in the previous section, \( f \) does not have a maximum, so that the field is pulled

---

4 Note that such extensions may change their observational constraints, see e.g. [80].
tion may fail at later times because the inflating plateau into the reheating region, Fig. 5. The dash-dotted black lines correspond to the critical values of the field $\phi_{\text{crit}}(t)$ by solving Eqn. (27) for different wavelengths: $k = 2\pi H (N = 1)$ and $k = 6\pi H (N = 3)$. If some value crosses to $\phi_{\text{crit}}(t)$, the field will fall from the inflationary plateau to the reheating minimum, dragging the rest down. For example, for $N = 1$ the minimum of the field $\phi_{\text{min}}$ (blue solid line) crosses the dash-dotted line $\phi_{\text{crit}}$ and hence rolls down. For fixed $\Delta \phi$, the $N = 3$ case (dashed green line) fails to the minimum when $\phi_{\text{max}}$ crosses the $\phi_{\text{crit}}$, that corresponds to $N = 3$, but stays longer in the inflationary plateau than the $N = 1$ case. As expected, this shows that inflation is more robust to inhomogeneities with shorter wavelengths. The parameters used in this plot are shown in Tab. I.

However, even when it explores the minimum of the potential. This is shown in Fig. 4.

On the other hand, for $\mu_3 = 5 \times 10^{-2}M_{\text{Pl}}$, together with $\phi_0 = 1.05 \times 10^{-5}M_{\text{Pl}}$ and $\Lambda^4 = 5.15 \times 10^{-24}M_{\text{Pl}}^4$, $f$ develops a maximum at $\Delta \phi_{\text{max}} = 6.87 \times 10^{-3}M_{\text{Pl}}$ and a zero crossing at $\Delta \phi_{\text{crit}} = 1.38 \times 10^{-2}M_{\text{Pl}}$. So for an initial amplitude of $\Delta \phi = 1.10 \times 10^{-2}M_{\text{Pl}} < \Delta \phi_{\text{crit}}$ the field will initially be pulled back, whereas for $\Delta \phi = 1.50 \times 10^{-2}M_{\text{Pl}} > \Delta \phi_{\text{crit}}$, the the inflaton will fall from the inflating plateau into the reheating region, Fig. 5.

However, even if the field is initially pulled back, inflation may fail at later times because $\phi_{\text{max}} > \phi_{\text{crit}}(t)$ (see dash-dotted black line). For these two cases in which $\Omega \approx 10^{-3}$, inflation fails to provide more than 1.5 $e$-folds. In addition, we show that inflation is more robust to inhomogeneities with higher wavenumbers. Starting with the same amplitude, we see that $N = 3$ leads to more $e$-folds of inflation than the $N = 1$ case, although this is not sufficient to save inflation in this case. Similar results were found for the hilltop quartic model ($n = 4$) in [82], in agreement with the theoretical prediction. We conclude that small field hilltop models with $n > 2$ are sensitive to initial inhomogeneities in the scalar field.

We also consider the third class of concave potentials [12], which arises in string theory as $D$-brane inflation [81,82]. In the best-studied case the inflaton describes the position of a $D$-brane, which corresponds to $n = 4$. As in the hilltop model, we smoothly extend the potential with a convex model at $\phi_{\text{cc}} = -1.05\mu_4$ (such that $\epsilon(\phi_{\text{cc}}) > 1$), giving us the following approximation to the potential

$$V = \begin{cases} \Lambda^4 \left[1 - \left(\frac{\mu_4}{\phi}\right)^4\right], & \phi < \phi_{\text{cc}} \\ \frac{1}{2}m^2(\phi - \phi_{\text{min}})^2, & \phi \geq \phi_{\text{cc}} \end{cases}$$

(31)

As before, we first consider $\mu_4 = M_{\text{Pl}}$, $\phi_0 = -2.18M_{\text{Pl}}$ and $\Lambda^4 = 5.58 \times 10^{-15}M_{\text{Pl}}^4$, so that observational constraints on the scalar power index are satisfied. We choose $\Delta \phi = 1.25M_{\text{Pl}}$ for which $\phi_{\text{max}} = \phi_{\text{cc}}$ and observe that the field is pulled back to safety concluding that the model is robust. This is shown in Fig. 6.

On the other hand, for $\mu_4 = 10^{-2}M_{\text{Pl}}$ with $\phi_0 = -9.92 \times 10^{-2}M_{\text{Pl}}$ and $\Lambda^4 = 1.29 \times 10^{-24}M_{\text{Pl}}^4$, we predict a value of $\Delta \phi_{\text{crit}} = 8.21 \times 10^{-2}M_{\text{Pl}}$ for which the field falls from the inflationary plateau. We test this numerically in Fig. 7 by exploring the evolution of field configurations with $\Delta \phi = 8.40 \times 10^{-2}M_{\text{Pl}}$ and $\Delta \phi = 8.10 \times 10^{-2}M_{\text{Pl}}$. As shown in the figure the former is immediately dragged down ending inflation while the latter is pulled back from the brink and inflates, as our criteria predicted. We con-
regions undergo slow-roll inflation. The inhomogeneities have redshifted away and the local evolution numerically for extend it. In this model restabilised to values closer to \( \phi \) configurations that reach the bottom of the potential are

\[ \text{FIG. 7. Small field D-brane: As Fig. [6] but with } \mu_4 = 10^{-2} M_{Pl}. \] For the wavenumber \( N = 1 \), Eqn. (27) predicts the field critical values \( \phi_{\text{crit}}(t) \) (dash-dotted black line). If we choose \( \Delta \phi \) such that \( \phi_{\text{max}} > \phi_{\text{crit}} \) the field will immediately fall down to the reheating minimum (blue line). The value of \( \phi_{\text{crit}} \) decrease more slowly than in the cubic hilltop case (see Fig. 5), so the field has time to pull back to values close to \( \phi_0 \) and slow-roll down from the plateau (green line).

\[ \text{FIG. 8. The Starobinsky model is an example of an exponential plateau model with } \mu = \sqrt{3/16\pi M_{Pl}} \text{ and hence with large field excursions. As } f \text{ does not have a maximum, it will remain positive for any } \Delta \phi, \text{ so that the model will support inflation even if the field configuration starts in non-inflationary regions of the potential (blue solid line). Similar to other large field cases (Fig. 3[2] 4 and 6) in which there are large gradient energy densities, black holes form at } N \approx 2. \text{ See Tab. [4] for details of the parameters used.} \]

In the Starobinsky model the scale \( \mu \) and the Planck scale share a common origin, but this is not the case for all exponential plateau models. The so-called \( \alpha \)-attractors [85] are a class of models in which \( \mu \) can vary over a wide range of scales. For sufficiently small values \( f \) will cross zero for a large enough value of \( \Delta \phi \) as we will show below.

Using Eqn. (19) we see that for \( \mu < 2.7 \times 10^{-2} M_{Pl} \), \( f \) will gain a maximum, and crosses zero before \( \phi_{\text{cc}} \) if \( \mu < 10^{-2} M_{Pl} \). We show this for \( \mu = 5 \times 10^{-3} M_{Pl} \) in Fig. 9 As before, we set \( \phi_0 \) to the value of the field that would result in 100 \( e \)-folds in the absence of inhomogeneities. For this value \( f \) crosses zero at \( \Delta \phi_{\text{crit}} = 4.74 \times 10^{-2} M_{Pl} \). We confirm that for \( \Delta \phi = 5.1 \times 10^{-2} M_{Pl} > \Delta \phi_{\text{crit}} \) the field is dragged down, and that it is pulled back for \( \Delta \phi = 4.5 \times 10^{-2} M_{Pl} < \Delta \phi_{\text{crit}} \). Similar to the small-field D-brane inflation model, the rate of change of \( \phi_{\text{crit}}(t) \) over time is smaller than the pull-back, so that there is no crossing at later times and the field can restore to values close to \( \phi_0 \). We again follow the evolution for \( N > 10 \) \( e \)-folds.

\[ \text{V. CONSTRAINTS ON THE INITIAL VALUE OF THE SCALAR FIELD} \]

So far we have focused the discussion on models of inflation with \( \phi_0 \) chosen to yield 100 \( e \)-folds in the absence of inhomogeneities. We will now consider both \( \phi_0 \) and the

\[ \text{4. Exponential plateau models} \]

For completeness, we also consider models in which the potential approaches the plateau exponentially rather than like a power law. The best-known model in this class is the Starobinsky model [31]

\[ V(\phi) = \Lambda^4 \left(1 - e^{\phi/\mu}\right)^2, \]

where \( \mu \equiv \sqrt{3/16\pi M_{Pl}} \) [4]. The transition from the concave to the convex domain of the potential occurs at \( d^2 V/d\phi^2(\phi_{\text{cc}}) = 0 \), or \( \phi_{\text{cc}} = -\mu \ln 2 \) so there is no need to extend it. In this model \( f \) does not possess a maximum, and the field is pulled back into the inflationary plateau even if it initially explores the minimum.

We show this in Fig. 8 for the parameters shown in Tab. [4] in the appendix. As expected, even field configurations that reach the bottom of the potential are restabilised to values closer to \( \phi_0 \), and we follow their evolution numerically for \( N > 10 \) \( e \)-folds, at which point the inhomogeneities have redshifted away and the local regions undergo slow-roll inflation.
amplitude $\Delta \phi$ as free parameters and study the behavior of $f$ when varying them. Models that are always robust to inhomogeneities do not offer further insight into the initial value of the inflaton field $\phi_0$ required for successful inflation. However, for models that suffer the weakness of having $f < 0$ for some range of $\Delta \phi$, we can obtain a constraint on $\phi_0$.

To see this, let us denote the value of $\phi$ for which $dV(\phi)/d\phi$ is the most negative by $\hat{\phi}$. This is the value of the field for which the model is most likely to fail for any value of $\Delta \phi$ as we can see from Eqn. (21). If $f(\phi_0, \hat{\phi} - \phi_0) > 0$, the model will be robust to inhomogeneities. This condition leads to a bound

$$\hat{\phi} - \phi_0 > - \frac{1}{k^2} \frac{dV(\hat{\phi})}{d\phi},$$

that guarantees robustness for any value of $\Delta \phi$.

Of course, not all values of $\Delta \phi$ are allowed because we must ensure that the energy density in gradients remains sub-Planckian, which imposes a bound of the form

$$\hat{\phi} - \phi_0 \ll \frac{M_{Pl}^2}{k}.$$  \hspace{1cm} (34)

So one may ask whether one can find values of $\phi_0$ such that $f(\phi_0, \Delta \phi) > 0$ for all energetically allowed values of $\Delta \phi$, and by combining the bounds, we see that this will be the case provided

$$- \frac{1}{k} \frac{dV(\hat{\phi})}{d\phi} \ll M_{Pl}^2.$$ \hspace{1cm} (35)

This bound is fairly weak for any model in which the inflationary Hubble scale is well below the Planck scale, and often there will be stronger constraints on $\Delta \phi$, for example, because the potential is only of the assumed form over a much smaller field range than $M_{Pl}^2/k$. These constraints should then be taken into account.

Let us, for example consider D-brane inflation. In this case, inflation must certainly end before $V(\phi) = 0$, and we will take $\hat{\phi} = -\mu$ to approximate the point when $dV(\phi)/d\phi = -4\Lambda^4/\mu$ is most negative. Hence Eqn. (33) leads to

$$\phi_0 < -\mu - \frac{4\Lambda^4}{\mu}.$$ \hspace{1cm} (36)

This constraint on the initial mean value of the field is shown in Fig. 10 for different wavenumbers of the inhomogeneities $k = 2\pi N/L$ with $L = H_i^{-1}$ and $N = 1, N = 10$, and $N = 100$. The green shaded regions indicate the initial conditions for which the model is not robust, in the sense that the existence of sufficiently large perturbations will cause it to fail.

In addition, we approximately sketch the constraints imposed by the Planck data, which roughly exclude values of $\mu < 2 \times 10^{-7} M_{Pl}$ and $\mu > 2 \times 10^{-1} M_{Pl}$.
gether with the requirement that inflation lasts for at least $N = 100$.

As we discussed, the energy density stored in gradients must be sub-Planckian, which imposes the additional constraint

$$|\phi_0| - \mu \ll \frac{M_{Pl}^2}{k}. \quad \text{(37)}$$

Since this bound is rather weak for typical parameters, it is not shown in Fig. [10]

From the perspective of low energy effective field theory, the plateau may extend over large or possibly even infinite distances in field space. However, in the context of string theory there is another constraint we should impose on $\Delta \phi$ to ensure our discussion remains valid. The inflaton parameterizes the position of a brane along a warped throat in the internal space whose size is limited. As a consequence, the plateau only extends over a finite range, and we only expect the potential to be well-approximated by our model for sub-Planckian $\Delta \phi$. So in string theory, only the area below the grey region is available, and we see that the sweet-spot for which the model is robust to inhomogeneities lies at around $\mu \sim 10^{-1} M_{Pl}$. These constraints should not be taken as definitive, but rather illustrative, because other factors may influence the dynamics. For example, the presence of a sharp rise in the potential was seen to make the model less robust in [68], and we are only studying a subset of possible inhomogeneous initial conditions. Overall, however, such differences are likely to make the constraints on the model more restrictive, rather than less.

VI. DISCUSSION

We studied the robustness of different single-field models of inflation to inhomogeneities in the scalar field. We found a simple analytic criterion that successfully predicts whether a given model for a given set of initial data will successfully inflate in our $3 + 1$ dimensional numerical relativity simulations. For convex potentials, we showed that inflaton eventually begins even if the inhomogeneities in initial configuration are large enough to explore the minimum of the potential. For concave models, we see that effects of inhomogeneities strongly depend on the characteristic scale of the potential. For potentials with super-Planckian characteristic scale the inflaton is pulled back towards field values for which the model supports inflation, even if the field initially explores the minimum. For potentials with sub-Planckian characteristic scales the potential gradients win over gradients in the scalar field, and inflation rapidly ends. As a consequence, concave potentials with sub-Planckian characteristic scale will require additional physical mechanisms (or tuning) to set up initial conditions suitable for inflation.

For example, from Fig. [10] we see that $D$-brane inflation with $\mu < 10^{-2} M_{Pl}$ will only be robust to inhomogeneities in the field if the mean initial value is super-Planckian. This is in tension with the bound on the field range derived in [87] and implies that inflation will not succeed if the brane is initially highly perturbed.

While we have assumed that the metric sector is initially conformally flat in our analysis, since $f(\phi) \lesssim -dV/d\phi$, we expect the result that concave potentials with sub-Planckian characteristic scales are less robust to hold more generally. The condition Eqn. (19) will in general contain additional curvature terms of order $\lesssim K\partial_\mu \phi$ which may change the position of the zero of $f$, but these will not dominate the $k^2 \Delta \phi$ term. We leave a more detailed study of the larger space of initial conditions for future work.
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5 The brane is usually assumed to be homogeneous in most constructions of such models. See for example [88] [89] for studies that deviate from this assumption.
VII. APPENDIX

A. Evolution Equations

In this work, we use GRChombo, a multipurpose numerical relativity code which solves the BSSN formulation of the Einstein equation. The 4 dimensional spacetime metric is decomposed into a spatial metric on a 3 dimensional spatial hypersurface, $\gamma_{ij}$, and an extrinsic curvature $K_{ij}$, which are both evolved along a chosen local time coordinate $t$. The line element of the decomposition is

$$ds^2 = -\alpha^2 dt^2 + \gamma_{ij}(dx^i + \beta^i dt)(dx^j + \beta^j dt),$$

where $\alpha$ and $\beta^i$ are the lapse and shift, gauge parameters. These gauge parameters are specified on the initial hypersurface and then allowed to evolve using gauge-driver equations, in accordance with the puncture gauge formulation of the Einstein equation. The 4\textsuperscript{th} of the decomposition is $\eta\pi_{\alpha}S\gamma_{ij}$, and its traceless part $\tilde{\gamma}_{ij}$, for which the evolution equations are

$$\partial_t \alpha = -\mu \alpha K + \beta^i \partial_i \alpha,$$  \hspace{1cm} (39)

$$\partial_t \beta^i = B^i,$$ \hspace{1cm} (40)

$$\partial_t B^i = \frac{3}{4} \partial_t \Gamma^i - \eta B^i,$$ \hspace{1cm} (41)

where the constants $\eta$ and $\mu$ are of order $1/M_{ADM}$ and unity respectively.

The induced metric is decomposed as

$$\gamma_{ij} = \frac{1}{\chi} \tilde{\gamma}_{ij}, \quad \det \gamma_{ij} = 1, \quad \chi = (\det \gamma_{ij})^{-\frac{1}{4}}.$$ \hspace{1cm} (42)

The extrinsic curvature is decomposed into its trace, $K = \gamma^{ij} K_{ij}$, and its traceless part $\tilde{\gamma}^{ij} \dot{A}_{ij} = 0$ as

$$K_{ij} = \frac{1}{\chi} \left( \dot{A}_{ij} + \frac{1}{3} K \tilde{\gamma}_{ij} \right).$$ \hspace{1cm} (43)

The conformal connections are $\tilde{\Gamma}^i = \tilde{\gamma}^{jk} \tilde{\Gamma}^i_{jk}$, where $\tilde{\Gamma}^i_{jk}$ are the Christoffel symbols associated with the conformal metric $\tilde{\gamma}_{ij}$. The evolution equations for the gravity sector of BSSN are then

$$\partial_t \chi = \frac{2}{3} \chi \alpha K - \frac{2}{3} \chi \partial_k \beta^k + \beta^k \partial_k \chi,$$ \hspace{1cm} (44)

$$\partial_t \tilde{\gamma}_{ij} = -2 \alpha \dot{A}_{ij} + \tilde{\gamma}_{ik} \partial_j \beta^k + \tilde{\gamma}_{ij} \partial_k \beta^k - \frac{2}{3} \tilde{\gamma}_{ij} \partial_k \beta^k + \beta^k \partial_k \tilde{\gamma}_{ij},$$ \hspace{1cm} (45)

$$\partial_t K = -\gamma^{ij} D_i D_j \alpha + \alpha \left( \dot{A}_{ij} \dot{A}^{ij} + \frac{1}{3} K^2 \right) + \beta^i \partial_i K + 4 \pi \alpha (\rho + S),$$ \hspace{1cm} (46)

$$\partial_t \dot{A}_{ij} = \chi [ -D_i D_j \alpha + \alpha (R_{ij} - 8 \pi \alpha S_{ij})]^{TF} + \alpha (K \dot{A}_{ij} - 2 \dot{A}_{il} \dot{A}^{lj}) + \dot{A}_{ik} \partial_j \beta^k + \dot{A}_{jk} \partial_i \beta^k - \frac{2}{3} \dot{A}_{ij} \partial_k \beta^k + \beta^k \partial_k \dot{A}_{ij},$$ \hspace{1cm} (47)

Meanwhile, the matter part of the Lagrangian is

$$\mathcal{L} = -\frac{1}{2} g^{\mu \nu} \partial_\mu \phi \partial_\nu \phi - V(\phi),$$ \hspace{1cm} (49)

which gives the evolution equations

$$-\nabla_\nu \nabla^\nu \phi + \frac{dV(\phi)}{d\phi} = 0,$$ \hspace{1cm} (50)

and decomposing the matter equation into two first order equations, with BSSN variables it becomes

$$\partial_t \phi = \alpha \Pi_M + \beta^i \partial_i \phi,$$ \hspace{1cm} (51)

$$\partial_t \Pi_M = \beta^i \partial_i \Pi_M + \alpha \partial_\mu \partial^\mu \phi + \partial_i \partial_\mu \partial^\mu \phi + \alpha \left( K \Pi_M - \gamma^{ij} \Gamma^k_{ij} \partial_k \phi - \frac{dV}{d\phi} \right).$$ \hspace{1cm} (52)

The stress energy tensor is

$$T_{ab} = \nabla_a \phi \nabla_b \phi - \frac{1}{2} g_{ab} (\nabla_c \phi \nabla^c \phi + 2V),$$ \hspace{1cm} (53)

and its various components are defined as

$$\rho = n_a n_b T^{ab}, \quad S_i = -\gamma_{ia} n_b T^{ab},$$

$$S_{ij} = \gamma_{ia} \gamma_{jb} T^{ab}, \quad S = \gamma^{ij} S_{ij}.$$ \hspace{1cm} (54)

The Hamiltonian constraint

$$\mathcal{H} = R + K^2 - K_{ij} K^{ij} - 16 \pi \rho,$$ \hspace{1cm} (55)

and the momentum constraint

$$\mathcal{M}_i = D^j (\gamma_{ij} K - K_{ij}) - 8 \pi S_i,$$ \hspace{1cm} (56)

are monitored throughout the evolution to check the quality of our simulations, see Fig. 11. We use periodic boundary conditions in all directions.
\begin{table*}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
Model $V(\phi)$ & $\mu$ [$M_P$] & $\lambda$ & $\Lambda^4$ [$M_P^4$] & $\phi_0$ [$M_P$] & $H_{inf}$ [$M_P$] & $\Delta \phi_0$ [$M_P$] & $\Delta \phi_{crit}$ [$M_P$] & $\Delta \phi_1$ [$M_P$] & $\Delta \phi_2$ [$M_P$] \\
\hline
$\lambda M_{Pl}^{8/3}(-\phi)^{4/3}$ & $-$ & $-$ & $2.57 \times 10^{-14}$ & $-3.26$ & $1.02 \times 10^{-6}$ & $3.07$ & $-$ & $3.26$ & $-$ \\
$\lambda M_{Pl}^{10/3}(-\phi)^{2/3}$ & $-$ & $-$ & $3.58 \times 10^{-14}$ & $-2.31$ & $7.23 \times 10^{-7}$ & $2.21$ & $-$ & $2.31$ & $-$ \\
$\Lambda^4 \left(1 - \left(\frac{\phi}{\mu^3}\right)^2 \right)$ & $1$ & $5 \times 10^{-2}$ & $2.05 \times 10^{-16}$ & $7.43 \times 10^{-22}$ & $4.14 \times 10^{-8}$ & $8.03 \times 10^{-1}$ & $-$ & $9.40 \times 10^{-1}$ & $-$ \\
$\Lambda^2 \left(1 - \left(\frac{\phi}{\mu^2}\right)^{-4} \right)$ & $1$ & $1 \times 10^{-2}$ & $5.15 \times 10^{-24}$ & $1.05 \times 10^{-5}$ & $6.57 \times 10^{-12}$ & $1.68 \times 10^{-2}$ & $1.38 \times 10^{-2}$ & $1.10 \times 10^{-2}$ & $1.50 \times 10^{-2}$ \\
$\Lambda^2 \left(1 - \exp[\phi/\mu]^2 \right)$ & $\sqrt[3]{3/16\pi}$ & $5 \times 10^{-3}$ & $2.11 \times 10^{-14}$ & $-2.19$ & $3.97 \times 10^{-7}$ & $1.95$ & $-$ & $2.19$ & $-$ \\
$\Lambda^2 \left(1 - \exp[\phi/\mu]^2 \right)$ & $1.18 \times 10^{-18}$ & $6.33 \times 10^{-2}$ & $3.14 \times 10^{-9}$ & $4.31 \times 10^{-2}$ & $4.74 \times 10^{-2}$ & $4.50 \times 10^{-2}$ & $5.10 \times 10^{-2}$ & \\
\hline
\end{tabular}
\end{table*}

\textbf{B. Initial Data}

We have defined the conformal metric $\tilde{g}_{ij} = \chi \gamma_{ij}$ where $\chi$ is the conformal factor, a scalar density, as per Eqn. [42]. We make the simplifying assumption that

$$A_{ij} = K_{ij} - \frac{1}{3} \gamma_{ij} K = 0$$

and that the induced metric is conformally flat

$$\tilde{g}_{ij} = \delta_{ij} \, .$$

We solve the Hamiltonian constraint Eqn. (55) for $\chi$ using a multigrid solver. As explained in Sec. II, the momentum constraints Eqns. (56) are trivially satisfied, and the constant value of $K$ is set by imposing an integrability condition on the periodic domain.

\textbf{C. Measurement of e-folds}

The number of e-folds informs by how much the universe has expanded from a reference time $t_0$. In an inflationary spacetime the scale factor grows as $a(t) \propto e^{Ht}$ and the number of e-folds $N$ with respect to $t_0$ is then defined as

$$N = \ln \left( \frac{a(t)}{a(t_0)} \right) \, .$$

In our code, the conformal factor is related to the scale factor in a FLRW spacetime as $\chi = a(t)^{-2}$ so that the local number of e-folds can be obtained by evaluating

$$N = -\frac{1}{2} \ln \chi \, .$$

In this work we track the average number of e-folds over the simulation box with coordinate volume $V = dx dy dz$ by averaging $\chi$, so that

$$\langle N \rangle = -\frac{1}{2} \ln \langle \chi \rangle \, .$$

\textbf{D. Constraint violation}

In Fig. II we show that the volume-averaged Hamiltonian constraint violation

$$L^2 H = \sqrt{\frac{1}{V} \int_V |H|^2 dV} \, ,$$

where

$$\langle \chi \rangle = \frac{1}{V} \int_V \chi \ dV \, .$$

\textbf{TABLE I. Overview of runs}: (i) Convex monomial. (ii) Concave monomial. (iii) Cubic hilltop. (iv) D-brane. (v) $\alpha$-attractor model. In these cases $\Lambda^4$ is chosen such that it is compatible with scalar index measurements from the Planck 2018 observations. In addition, $\phi_0$ is the initial field value that would correspond to 100 e-folds in the absence of inhomogeneities $\Delta \phi = 0$. $\Delta \phi_c$ corresponds to the value where $\epsilon_V(\phi_c) = 1$ with $\phi_c = \phi_0 + \Delta \phi_c$. $\Delta \phi_{crit}$ is the value for which $f(\phi_0, \Delta \phi_{crit}) = 0$ and $\Delta \phi_1$ and $\Delta \phi_2$ are different amplitudes used in simulations.
where $V$ is the box volume, is under control throughout the simulations studied in this paper.

We use the gradient conditions on $\phi$ and $\chi$ to tag cells for regridding, although in many of our simulations a single level is sufficient. It is only for the large field cases in which $\Delta \phi > M_{\text{Pl}}$, where large gradient energies are present, that we need use AMR to resolve any collapse to black holes. As we do not excise the interior of the black holes, an increase in $L^2H$ can be seen in the yellow-coloured region until the black holes are inflated out due to the expanding spacetime. In addition, cases in which the field initially rolls-down to the reheating minimum and drags-down the rest of the field, sharp gradients have to be resolved by using multiple levels of AMR which is challenging numerically due to the two different scales that need to be tracked.

E. Convergence testing

We tested the convergence of our simulations using a box of size $L = 32M = H^{-1}$ with low (LR: 96$^3$), mid (MR: 112$^3$) and high (HR: 128$^3$) resolutions. We extract the value of the field at the center of the grid, which corresponds to $\phi_{\text{max}}$ and track its evolution. In particular we look at the case of $\Delta \phi < \Delta \phi_{\text{crit}}$ for the small field $D$-brane model. The evolution of the field with respect to the average number of $e$-folds is shown in the top panel of Fig. 12 together with the relative errors for different resolutions in dashed lines $||\phi_{\text{LR}} - \phi_{\text{MR}}||$ and $||\phi_{\text{MR}} - \phi_{\text{HR}}||$. The evolution is consistent with 2nd order convergence (solid line).

![FIG. 12. Convergence test for small field D-brane inflation model is consistent with a 2nd order convergence. Top panel: Evolution of $\phi_{\text{max}}$ for low (LR: 96$^3$), mid (MR: 112$^3$) and high (HR: 128$^3$) resolutions. Bottom panel: LR-MR and MR-HR errors and the LR-MR values expected at 2nd order convergence.](image-url)