The hidden traits of endemic illiteracy in cities
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In spite of the considerable progress towards reducing illiteracy rates, many countries, including developed ones, have encountered difficulty achieving further reduction in these rates. This is worrying because illiteracy has been related to numerous health, social, and economic problems. Here, we show that the spatial patterns of illiteracy in urban systems have several features analogous to the spread of diseases such as dengue and obesity. Our results reveal that illiteracy rates are spatially long-range correlated, displaying non-trivial clustering structures characterized by percolation-like transitions and fractality. These patterns can be described in the context of percolation theory of long-range correlated systems at criticality. Together, these results provide evidence that the illiteracy incidence can be related to a transmissible process, in which the lack of access to minimal education propagates in a population in a similar fashion to endemic diseases.
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INTRODUCTION

The world has experienced unprecedented progress towards eradicating illiteracy since the mid-twentieth century. According to UNESCO, the illiteracy rate at world level has decreased from 44.3% in the 50s to about 14% in 2015. While this progress is impressive, the number of illiterate people has increased from 700 to 745 million over the same period because of the rapid population growth. The reduction of illiteracy is not equally distributed over the globe and disproportionately affects women. There exist countries where illiteracy has remained stubbornly high, such as in Sub-Saharan Africa, and Oceania has seen illiteracy rates increase. Even developed countries have encountered notable difficulties to continue reducing illiteracy rates. For instance, the latest available study carried out by the US Department of Education found no significant change in the illiteracy rate among adults between 1992 and 2003, which was estimated to be around 14%. This scenario is quite worrying because illiteracy has been associated with health problems such as diabetes, hypertension, depression, and schizophrenia. It is also related to unhealthy habits such as smoking, violent behavior, and reduced life expectancy. While the precise economic costs worldwide are difficult to quantify, estimated annual losses due to illiteracy are in the billions of dollars in the US alone, resulting mainly from health-related care costs, low productivity, and strains on the welfare system.

This survey of the literature makes clear that illiteracy poses devastating effects on individuals, the economy, and society in general. Thus, it is essential to understand the underlying mechanisms that have hampered the reduction in illiteracy rates over the world. Illiteracy has been long recognized as an inter-generational trend, that is, similar to genetic disorders, illiteracy may be passed on from parent to child. Other studies have shown that cities with high illiteracy rates exhibit poor performance in reducing illiteracy in the future, whereas cities with low rates tend to display even lower illiteracy rates in future. These studies suggest that illiteracy propagates through family and social networks. This idea is supported by the recent works of Christakis and Fowler, which have demonstrated that individual features such as obesity, smoking habits, and happiness spread through networks in a population in a manner similar to infectious diseases. Although it has not been empirically verified yet, the hypothesis that illiteracy behaves like traditional transmissible diseases naturally emerges within this context. The paucity of studies addressing this
issue reflects the enormous challenge of following an empirical social network (containing a few thousand people) during enough time to observe the possible spreading dynamics of illiteracy. Even though the works of Christakis and Fowler demonstrate the feasibility of such approaches for some individual features, such datasets are still quite rare.

To overcome this shortage of detailed data and test the hypothesis that illiteracy exhibits characteristics of transmissible diseases, we investigated spatial patterns in the incidence of illiteracy over a system of cities. Our approach is motivated by the fact that infectious diseases spreading through urban systems show long range correlations, cluster formation, and fractality\textsuperscript{22–35}. By probing these spatial fingerprints in patterns of illiteracy and comparing with those exhibited by infectious diseases, we should be able to uncover supporting evidence for the hypothesis of an epidemic-like spreading of illiteracy.

By using data from all Brazilian cities (over 5000) in three different years, we show that illiteracy rates are long-range correlated and present a non-trivial cluster structure, characterized by a heavy-tailed distribution and fractal dimensions very close to those reported for diseases. Our results reveal that the spatial patterns of illiteracy incidence in cities are strikingly similar to those observed for infectious diseases providing indirect evidence that illiteracy incidence may be driven by a transmissible process, information that may help in the creation of better public policies and strategies for reducing the prevalence of illiteracy.

RESULTS AND DISCUSSION

The data used in this study is based on the three latest Brazilian census that took place in 1991, 2000, and 2010. It consists of the per capita number of illiterate people (or illiteracy rate) for each Brazilian city in the three previously-mentioned years and the geographic location of each city (see Methods for details). Figure 1 illustrates this dataset for the latest census year. This map shows that similar to what happens at world level, illiteracy rates are not evenly distributed among the Brazilian municipalities. Illiteracy rates range from less than 1% to over 30% and the map exposes a remarkable spatial segregation splitting the country into two parts. In the Northeastern region, there is a concentration of a large number of cities with high illiteracy rates. In contrast, most Southeast/South cities usually display small illiteracy rates. Similar to worldwide trends, illiteracy in Brazil sharply decreased from over 65% at the beginning of the twentieth century to less than 10% in 2010\textsuperscript{36}. In spite of
this sharp decline as a percentage, the absolute number of illiterate people systematically increased between 1900 and 1980 from 6.3 to 19 million people. The illiterate population only started to decrease in the 90s\textsuperscript{36} and minimal progress has been made over the last decade.

![Illiteracy rate in 2010](image)

**FIG. 1. Mapping illiteracy among Brazilian cities.** Each dot on this map represents the location of a Brazilian city and the color code indicates the illiteracy rate at that place for the year 2010. We note that most cities with high rates are located in the Northeastern region, whereas most Southeast/South cities display small illiteracy rates. We further observe that cities with similar illiteracy rates appear to form clusters. These spatial patterns are quite similar to the other two years in our dataset (Figure S1).

We start by estimating the spatial correlation function $C(r)$ of the illiteracy rate to quantify the inter-relationships among cities distant by $r$ kilometers (see Methods Section for details). The spatial correlation function measures the average tendency of cities (at a distance $r$) to display similar illiteracy rates (relative to the average rate). A value of $C(r)$ close to 1 implies that rates are strongly correlated, whereas a value close to zero indicates
that rates are uncorrelated. Figure 2A depicts the behavior of $C(r)$ for the year 2010, where we observe a value close to 1 at short distances and a slow decay of $C(r)$ as $r$ increases. This decay is much slower than the correlation function obtained after random shuffling of the rates among cities (gray curve). For instance, at $r \approx 200$ km the correlation function is $\approx 0.35$, while after shuffling it is $\approx 0.03$. We further observe a cutoff-like behavior for distances greater than 1000 km, a finite-size effect related to the dimensions of the Brazilian territory. The shape of $C(r)$ is well approximated by a power-law of the form $C(r) \sim r^{-\gamma}$ with $\gamma = 0.38$. Similar behavior is observed for the other two census data (Figure S2A).

However, it is worth noting that the values of $\gamma$ display small changes depending on the range employed to fit ($r_{\text{min}} \leq r \leq 1000$ km), as depicted in Figure S2B. Because of that, we calculate the average value of $\gamma$ over a range values of $r_{\text{min}}$ for each year in our dataset. The average values are reported in Figure 2B, where we observe that the exponent $\gamma$ is practically the same for the three census years.

FIG. 2. Illiteracy rates are spatially long-range correlated. (A) The correlation function $C(r)$ of the illiteracy rates in Brazilian cities in the year 2010. The red dots are the empirical values of $C(r)$ and the dashed line is a power-law decaying function, $C(r) \sim r^{-\gamma}$, with $\gamma = 0.38$ adjusted to data with $r_{\text{min}} = 10$ km. The gray curve represents the average values of $C(r)$ after random shuffling the rates among the cities (1000 realizations) and the shaded area stands for the 95% bootstrap confidence region. Very similar behavior is observed in the other two years (Figure S2). (B) Average values of $\gamma$ obtained by least-square fitting the relationship between $\ln C(r)$ and $\ln r$ in the range $r_{\text{min}} \leq r \leq 1000$ km, over different values of $r_{\text{min}}$ (Figure S2 for details) and for the three census years. The error bars are 95% bootstrap confidence intervals.
The empirical values of $\gamma$ are much less than 2 which is the value expected for uncorrelated two-dimensional data. These values are also smaller than what is typically observed for population size in US counties and Brazilian cities ($\gamma \approx 1$), indicating that population growth alone cannot explain the spatial dynamics of illiteracy. More intriguing, the values of $\gamma$ are between those reported for obesity and diabetes in the US ($\gamma \approx 0.5$) and dengue in Brazil ($\gamma \approx 0.3$). Thus, we have confirmed that illiteracy rates among Brazilian cities are long-range correlated in a similar fashion to disease cases in cities. These long-range correlations are found in many physical systems near the criticality such as ferromagnets and also in biological systems such as in the brain and bird flocks. This behavior is consistent with the hypothesis of a transmissible process of illiteracy. It is still worth remembering that in the case of obesity, the works of Christakis and Fowler have indeed revealed the epidemic nature of obesity via social network analysis.

In addition to long-range correlations, the emergence of non-trivial cluster structures is another important spatial fingerprint of diseases spreading. To evaluate the presence of such structures in illiteracy rates, we have employed the density-based spatial clustering of applications with noise (DBSCAN) algorithm for discovering spatial clusters of cities with similar illiteracy rates. The DBSCAN works by finding core points and then expanding the clusters to points in their neighborhoods. This algorithm has two main parameters: the minimal number of points in a neighborhood for defining a core point ($n_{min}$) and the maximum distance between two points determining a neighborhood ($\varepsilon$). It is worth noting that the DBSCAN is somehow similar to the city clustering algorithm (CCA), an approach often used for systematically defining urban units that was also employed for studying obesity clusters in the US. In our case, we have fixed $n_{min} = 1$ (for allowing clusters of unitary size) and explored a range of values for $\varepsilon$ to enhance the universality of our findings. We have investigated the formation of spatial clusters through a percolation-like analysis, where the DBSCAN algorithm is applied to the set of cities having illiteracy rates larger than $i^*$. Thus, by exploring a range of values for $i^*$, we probe detailed patterns about the formation of clusters at different illiteracy scales and investigate the process from which these clusters grow and merge as the value of $i^*$ decreases.

Figure 3 shows the dependence of the size of the largest (and 2nd largest) cluster on the threshold $i^*$ for the year 2010 and $\varepsilon = 48$ km. We notice that the largest cluster encompasses practically all Brazilian cities for $i^* = 0$. By increasing $i^*$, the size of the largest cluster
decreases. However, differently from uncorrelated percolation\textsuperscript{44}, where the largest cluster breaks into spatially uniform distributed small clusters, the main cluster of Brazilian cities displays a more complex behavior marked by a sudden change around the value $i^* = 6.1\%$. For $i^*$ slightly larger than this threshold, the largest cluster breaks apart into two main components (maps of Figure 3): one including most Northeastern cities and another related to Southern and Midwest cities. These two distinct regions point to the existence of a “barrier” separating both groups of cities. Researchers have observed that the Appalachian Mountains may act as a physical barrier for the spreading of obesity among US cities\textsuperscript{30}. However, in our case it is improbable that these two groups of cities are separated by any physical barrier (even of infrastructure origin); instead, this separation is more likely to reflect some “socioeconomic barrier” related to the historical formation of the Brazilian cities. Another interesting aspect of this clustering analysis is the peak in the size of the second largest cluster around the value $i^* = 6.1\%$, a fingerprint of percolation transitions\textsuperscript{44}. By continuously increasing the value of $i^*$, we observe a hierarchical process in which these clusters are successively broken into smaller ones (maps of Figure 3 and Figure S8). This process is also marked by other minor sudden changes in the size of the largest cluster and peaks in the size of the second largest component. For very large threshold rates $i^*$, we find that the epicenter of endemic illiteracy is located in the Northeastern region of Brazil.

Very similar results are obtained for the other two census (Figure S3, Figure S4, Figure S5, Figure S6) with $\varepsilon = 48$ km. However, we observe that the threshold values of $i^*$ in which the transitions in the size of the largest cluster occur have shifted toward smaller values for more recent years. For instance, in 1991 the transition is observed at $i^* \approx 12\%$, whereas it occurs at $i^* \approx 8\%$ and $i^* \approx 6\%$ in the years 2000 and 2010, respectively. On the other hand, the change in the size of the largest cluster has become sharper in the two more recent census. The size of the jump has increased from $\approx 400$ in 1991 to $\approx 800$ cities in 2000 and 2010. While the decreasing behavior in the threshold values of $i^*$ reflects the overall declining trend of the illiteracy rates (which was more accentuated between 1991 and 2000), the larger jumps in the size of the largest component suggest that the spatial segregation among Brazilian cities has intensified in more recent years.

It is worth noting that part of these clustering patterns could be related to the spatial distribution of cities. In order to test to which extent the location of Brazilian cities is responsible for the observed results, we have carried out the same percolation-like analysis
FIG. 3. Clustering formation and percolation-like transitions in illiteracy rates. The purple curve in the main plot shows the size of the largest cluster of cities ($S$) as a function of the illiteracy threshold ($i^*$). The green curve represents the same for the second largest cluster. We notice a sharp decrease in the value of $S$ and a peak in the size of the second largest component when $i^* \approx 6.1\%$. We further observe other minor sudden changes in these quantities as the value of $i^*$ increases. The maps show the four largest identified clusters (colored in purple, green, pink, and yellow) for particular values of $i^*$ (indicated by the arrows). The white dots represent the cities in other smaller clustering components. See Figure S6 for more detailed maps. The inset in the main plot illustrates the behavior of the size of the largest cluster (and second largest) after shuffling the rates among cities. All results are based on 2010 data (see Figure S3 for all years) with $\varepsilon = 48$ km.

after randomly shuffling the illiteracy rates among cities. In this way, the long-range correlations among the rates are destroyed and the clustering patterns should be only associated with the spatial distribution of cities. The inset of Figure 3 shows the behavior of the size of the largest and 2nd largest cluster as a function of $i^*$ for 2010 data. Also, Figure S3 depicts these two quantities for all years. For all years, we observe that the sudden decrease in the largest component vanishes when considering the shuffled data; other smaller sudden decreases also disappear after shuffling the illiteracy rates among cities. For the year 1991,
we observe that the shuffled results for the second largest component is marked by a peak located at a value of $i^*$ very close to the one observed for the actual data; however, other minor peaks in the size of the second largest component are only observed in the actual data. The behavior is slightly different for the years 2000 and 2010. In these cases, we observe that the main peaks in the second largest component emerge at a smaller value of $i^*$ when compared with the results obtained from the shuffled data. We further note the staircase-like behavior in the second largest component vanishes after shuffling the rates. Thus, the results obtained when illiteracy rates are randomly shuffled among cities are similar to what is observed in uncorrelated percolation process\textsuperscript{44}, and therefore, the spatial distribution of cities has a minor role in the clustering results obtained with the actual data.

Naturally, our clustering analysis is affected by the value of the DBSCAN parameter $\varepsilon$, since too small values prevent the formation of clusters, while too large values tend to group all cities\textsuperscript{45}. However, the value $\varepsilon = 48$ km is arbitrary and our results and conclusions are very robust for $\varepsilon$ between $\approx 25$ km and $\approx 75$ km (Figure S7, Figure S8, Figure S9, and Figure S10). No clustering structures are observed for $\varepsilon < 20$ km, whereas for $75 > \varepsilon > 100$ km, clusters are still formed but the transitions are less-sharp. For even larger values of $\varepsilon$, the clustering structure becomes meaningless, and the results are similar to those of an uncorrelated percolation process.

Other remarkable spatial properties that have been observed for diseases spreading are the three critical exponents related to clustering formation in long-range correlated systems near the percolation transition\textsuperscript{30,44}. Two of these exponents are associated with the fractal geometry of the largest cluster: one is the box-counting fractal dimension of the largest cluster ($d_f$), and the other is the fractal dimension of the set points forming the concave hull enveloping the largest cluster ($d_e$). For obesity in the US it was found that $d_f \approx 1.8$ and $d_e \approx 1.4$\textsuperscript{30}. In our case, Figure 4A shows the shape of the largest cluster immediately before the transition in the year 2010\textsuperscript{46}. This plot also depicts the concave hull points obtained through a method based on the $k$-nearest neighbors algorithm with $k = 1$\textsuperscript{47}. Very similar shapes are obtained for the other two census years (Figure S11). Figure 4B shows the number of boxes $n$ (of size $\delta \times \delta$) necessary to cover all data points in the largest cluster as a function of $\delta$. The box-counting dimension is defined by fitting the power-law function $n \sim \delta^{-d_f}$ to these data, and yields $d_f = 1.52 \pm 0.01$ (via an ordinary-least-squares fit of the relationship $\log n$ versus $\log \delta$). Similar values are obtained for the other two census (inset of Figure 4B
FIG. 4. The critical exponents of illiteracy clusters. (A) The shape of the largest cluster immediately before the transition ($i^* = 6.1$) for the year 2010. Each purple dot represents a city within the largest component, and the black line is the concave hull enveloping this cluster. (B) The relationship between the number of boxes $n$ necessary to cover the largest cluster as a function of the box side length $\delta$. The continuous line is a power-law fit ($n \sim \delta^{-df}$) with $df = 1.55 \pm 0.01$ representing the box-counting fractal dimension (inset shows the values for the other years). (C) The analogous of the previous plot when considering only the concave hull points. The continuous line is a power-law fit ($n \sim \delta^{-de}$) with $de = 1.39 \pm 0.02$ representing the box-counting fractal dimension of the hull points (inset shows the values for the other years). (D) The survival function (complementary cumulative distribution) of the area of clusters ($A$) near the criticality (red dots). The different lines represent four probability distributions adjusted to the empirical data (names and parameters are shown within the plot legend). The shaded area stands for the 95% bootstrap confidence region of the survival function. Figure S11 shows the results for each census year.
and Figure S11). Figure 4C shows the analogous analysis for the concave hull points, where we have found $d_e = 1.38 \pm 0.02$ for the year 2010. The other two census years have similar values, and a slightly increasing trend is observed (inset of Figure 4C and Figure S11). The values of $d_e$ are very close to those reported for obesity, while the $d_f$ values are somewhat smaller\(^{30}\), suggesting that the inner spatial structures of the illiteracy cluster are rougher than those of obesity.

The last exponent is related to the probability distribution of the area of clusters ($A$) near the percolation transition. Percolating systems with long-range correlations usually exhibit a power-law distribution, $P(A) \sim A^{-\alpha}$, where $\alpha$ is the third critical exponent. To calculate this distribution, we have first estimated the concave hull points (also with $k = 147$) of each cluster containing more than three cities and then integrated over these points to evaluate the area $A$. Figure 4D shows the empirical form of $P(A)$ for the year of 2010. This distribution clearly has a long-tail, but its curved shape indicates that a power-law is far from being a perfect fit. Even so, we have applied the procedure of Clauset et al.\(^{48}\) for fitting power-law distributions, finding an exponent $\alpha = 1.42$ for $A > A_{\text{min}} \approx 388 \text{ km}^2$ and a $p$-value of the Kolmogorov-Smirnov test equal to 0.18. While this $p$-value shows that the power-law hypothesis cannot be rejected from data, it does not rule out that other distributions may fit the data better. We have fitted the empirical values of $P(A)$ with lognormal $[P(A) \sim A^{-1}e^{-(\ln A-\mu)^2/(2\sigma^2)}$, $\mu$ and $\sigma$ are the parameters], Weibull $[P(A) \sim A^{\beta-1}e^{-\lambda A^\beta}$, $\beta$ and $\lambda$ are the parameters], and truncated power-law $[P(A) \sim A^{-\alpha}e^{-\lambda A}$, $\alpha$ and $\lambda$ are the parameters] distributions. All these fitted distributions are shown in Figure 4D, and despite all Kolmogorov-Smirnov $p$-values being larger than 0.05, we observe that none of these functions a very good fit to the empirical values of $P(A)$. We have further compared these three distributions with the power-law via likelihood ratio tests, as shown in Table I. The statistical tests show that the lognormal, stretched exponential, and truncated power-law distributions have higher maximum likelihood estimates than the power-law distribution (that is, the log-likelihood ratios are negative). However, the $p$-values of these comparisons indicate that this difference is not statistically significant. Thus, the results of the statistical tests do not allow us to choose among these four probability distributions.

Similar results are obtained for the other two census points (Figure S11). For obesity in the US, researchers have found a power-law distribution for the areas of clusters but with $\alpha \approx 2^{30}$. Models and simulations describing percolation through nearest neighbors in long-range
correlated systems predicts that $\alpha$ is related to $d_f$ via $\alpha = 1 + 2/d_f^{44,49,50}$. This relationship was verified for obesity clusters$^{30}$ but does not hold well in our case. This happens because differently from the percolation model results, the probability distribution $P(A)$ is not in good agreement with a power-law function. In spite of a lack of a quantitative agreement, these models may help in understanding the mechanisms underlying the formation of the spatial patterns. In particular, these models explain that interactions among units (cities) are essential for the emergence of non-trivial spatial patterns. If these interactions are missing, the spatial structures would be formed in a randomly uniform fashion. In the case of illiteracy, this comparison suggests that the individual ties among people forming urban systems represent a key ingredient for explaining the similar illiteracy rates among neighboring cities.

**TABLE I.** Likelihood ratio tests comparing the power-law distribution against three alternatives hypotheses. The values in this table represent the test statistic (log-likelihood ratio) and values within brackets are the $p$-values of the tests. Negative log-likelihood ratio values indicate that data is likely to follow the alternative distribution, while positive values indicate that the power-law is likely preferred. The statistical significance of each choice is determined by the $p$-values.

| year | Alternative distributions |
|------|---------------------------|
|      | lognormal | stretched exponential | truncated power law |
| 1991 | $-0.63$ (0.53) | $-0.69$ (0.35) | $-0.99$ (0.49) |
| 2000 | $-0.88$ (0.38) | $-0.94$ (0.15) | $-1.21$ (0.29) |
| 2010 | $-0.69$ (0.49) | $-0.73$ (0.25) | $-1.08$ (0.40) |

**CONCLUSIONS**

We have studied the spatial patterns of the incidence of illiteracy in Brazilian cities. Our results revealed that illiteracy rates have long-range correlations and non-trivial clustering structures very similar to those observed for the spreading of diseases such as obesity$^{30}$ and dengue fever$^{35}$. We have also argued that these spatial patterns can be described by percolation models with long-range correlations at criticality. Following the conceptual framework of Christakis and Fowler$^{18–21}$, our results indicate that the prevalence of illiteracy in urban
systems is similarly structured. Further, the methodology indicates structural similarities between what is classed as endemic, here used to describe a condition with continuous relatively stable presence, or epidemic, a condition that is rapidly increasing. As such, the methodology may be useful for studying diseases such as tuberculosis and sexually transmitted diseases in areas where they have a low prevalence but are endemic. Hypothesizing a disease-like vector for illiteracy may be controversial, however, examples exist of unexpected conditions with proven or proposed infectious components including obesity, schizophrenia, and ulcers. Illiteracy may be a “purely” socially transmitted condition but its associations with diabetes, hypertension, depression, schizophrenia, smoking, violence, and reduced life expectancy make it an important target for improving public health outcomes. In either case, the spatial patterns are quite robust over time, supporting the hypothesis that endemic illiteracy in cities behaves like a transmissible disease. Also, the similarities with critical phenomena suggest that the incidence of illiteracy results from a collective behavior emerging from the social and economic interactions among people. Thus, like many other physical systems at criticality, these patterns are likely to depend very weakly on individual features and choices. Naturally, this does not mean people choose or want to remain illiterate, but that there are people who have not been exposed to the minimal socioeconomic conditions for becoming literate. In this endemic context, “being sick” (that is, remaining illiterate) must be understood as a lack of minimal education. Our results have shown that such conditions prevail over the Brazilian population in a similar fashion to traditional transmissible diseases. This result suggests that local actions against illiteracy are unlikely to have a significant impact on illiteracy rates of the entire urban system and that global campaigns would be capable of affecting collective behavior and promote a further decline in illiteracy rates.

MATERIALS AND METHODS

Dataset

The dataset employed in this study consists of the illiteracy rate (percentage of illiterate people) and the geographic location (latitude and longitude) for each Brazilian city. These data were compiled by the Brazilian Institute of Geography and Statistics (IBGE) during
the three latest demographic census that took place in 1991, 2000, and 2010. According to
the IBGE methodology, a person is considered illiterate when he/she is aged 15 years or
older and cannot read and write at least a single ticket in the language he/she knows. This
dataset is maintained and made freely available by the IBGE\textsuperscript{54}.

The spatial correlation function

The spatial correlation function is calculated via

\[ C(r) = \frac{\langle (i_k - \mu(r))(i_l - \mu(r)) \rangle_{d_{kl}=r}}{\sigma^2(r)}, \quad (1) \]

where \( i_k \) and \( i_l \) stand for the illiteracy rate in the \( k \)-th and \( l \)-th cities, \( \mu(r) \) is the average of
the illiteracy rate over all cities separated by \( r \) kilometers, \( \sigma^2(r) \) represents the variance of
the same quantity, and \( \langle \ldots \rangle_{d_{kl}=r} \) stands for the average value over all pair of cities separated
by \( r \) kilometers. Because of the discrete nature of our data, \( \langle \ldots \rangle_{d_{kl}=r} \) is actually carried
out over all pairs of cities whose distances are within the interval \( (r,r+\Delta r) \). The results
presented in Figure 2 and Figure S2 are obtained by considering thirty log-spaced distance
windows, but results are robust against different choices.
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FIG. S1. **Mapping illiteracy among Brazilian cities.** Each dot on these maps represents the location of a Brazilian city and the color code indicates the illiteracy rate at the place for the particular census year.
FIG. S2. Illiteracy rates are spatially long-range correlated. (A) The correlation function $C(r)$ of the illiteracy rates in Brazilian cities for the years 1991, 2000, and 2010. The colorful dots are the empirical values of $C(r)$ and the dashed lines are a power-law decaying function, $C(r) \sim r^{-\gamma}$, adjusted to each data (via ordinary-least-square fits of the relationship $\ln C(r)$ versus $\ln r$) considering the range $10 \leq r \leq 1000$ km (the values of $\gamma$ are shown in the plots). The gray curves represent the average values of $C(r)$ after random shuffling the rates among the cities (1000 realizations) and the shaded area stands for the 95% confidence region. (B) The dependence of the values of $\gamma$ on the interval $r_{min} \leq r \leq 1000$ km employed to fit the relationship between $\ln C(r)$ and $\ln r$. The shared areas stand for 95% bootstrap confidence intervals.
FIG. S3. **Percolation-like transitions in illiteracy rates.** The purple curves in panels (A), (B), and (C) show the size of the largest cluster ($S$) as a function of the illiteracy threshold ($i^*$) for the three census years. The green curves represent the same for the second largest component. The transitions are indicated by star markers. The gray curves illustrate the behavior of the size of the largest cluster after shuffling the rates among cities. The orange curves represent the same for the second largest cluster. All results were obtained with $\varepsilon = 48$ km.
FIG. S4. The spatial clusters of cities having illiteracy rates larger than \( i^* \). The maps show the four largest identified clusters (colored in purple, green, pink, and yellow) for several values of \( i^* \) (indicated by the plot). The white dots represent the cities in other smaller clustering components. All results are based on 1991 data with \( \varepsilon = 48 \) km.
FIG. S5. The spatial clusters of cities having illiteracy rates larger than $i^*$. The maps show the four largest identified clusters (colored in purple, green, pink, and yellow) for several values of $i^*$ (indicated by the plot). The white dots represent the cities in other smaller clustering components. All results are based on 2000 data with $\varepsilon = 48$ km.
FIG. S6. The spatial clusters of cities having illiteracy rates larger than $i^*$. The maps show the four largest identified clusters (colored in purple, green, pink, and yellow) for several values of $i^*$ (indicated by the plot). The white dots represent the cities in other smaller clustering components. All results are based on 2010 data with $\varepsilon = 48$ km.
FIG. S7. Percolation-like transitions in illiteracy rates: changes with the DBSCAN parameter $\varepsilon$. The purple (green) curves show the dependence of the size of the (second) largest cluster on the illiteracy threshold $i^*$ for different values of the parameter $\varepsilon$ (as indicated in the plots). These results are based on 1991 data.
FIG. S8. Percolation-like transitions in illiteracy rates: changes with the DBSCAN parameter $\varepsilon$. The purple (green) curves show the dependence of the size of the (second) largest cluster on the illiteracy threshold $i^*$ for different values of the parameter $\varepsilon$ (as indicated in the plots). These results are based on 2000 data.
FIG. S9. Percolation-like transitions in illiteracy rates: changes with the DBSCAN parameter $\varepsilon$. The purple (green) curves show the dependence of the size of the (second) largest cluster on the illiteracy threshold $i^*$ for different values of the parameter $\varepsilon$ (as indicated in the plots). These results are based on 2010 data.
FIG. S10. Percolation-like transitions in illiteracy rates: changes with the DBSCAN parameter $\varepsilon$. Panel (A) shows the dependence of the jump in the size of the largest cluster near the transition as a function of the parameter $\varepsilon$ for the three census years. Panel (B) shows the dependence of the illiteracy threshold $i^*$ in which the transition took place as a function of the parameter $\varepsilon$ for the three census years. We notice that the transitions are very similar when $25 < \varepsilon < 75$ km.
FIG. S11. The critical exponents of illiteracy clusters: results for each census year. Panel (A) shows the shapes of the largest clusters immediately before the transition for each year, where purple dots represent cities within the largest component, and the black line is the concave hull enveloping the largest cluster. Panel (B) shows the relationships between the number of boxes \( n \) necessary to cover the largest cluster as a function of the box side length \( \delta \) for each year. The continuous lines are power-law fits \( (n \sim \delta^{-d_f}) \), where the value of \( d_f \) (indicated in the plots) represents the box-counting fractal dimension. Panel (C) shows the analogous of the previous panel when considering only the concave hull points. The continuous lines are power-law fits \( (n \sim \delta^{-d_e}) \), where the value of \( d_e \) (indicated in the plots) represents the box-counting fractal dimension of the hull points. Panel (D) shows the survival functions (complementary cumulative distribution) of the area of clusters (\( A \)) near the criticality for each census year. The different lines represent four probability distributions adjusted to the empirical data (names and parameters are shown within the plot legend). The shaded areas stand for the 95% bootstrap confidence region of the survival functions.