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Abstract

Image segmentation plays a pivotal role in several medical-imaging applications by assisting the segmentation of the regions of interest. Deep learning-based approaches have been widely adopted for semantic segmentation of medical data. In recent years, in addition to 2D deep learning architectures, 3D architectures have been employed as the predictive algorithms for 3D medical image data. In this paper, we propose a 3D stack-based deep learning technique for segmenting manifestations of consolidation and ground-glass opacities in 3D Computed Tomography (CT) scans. We also present a comparison based on the segmentation results, the contextual information retained, and the inference time between this 3D technique and a traditional 2D deep learning technique. We also define the area-plot, which represents the peculiar pattern observed in the slice-wise areas of the pathology regions predicted by these deep learning models. In our exhaustive evaluation, 3D technique performs better than the 2D technique for the segmentation of CT scans. We get dice scores of 79% and 73% for the 3D and the 2D techniques respectively. The 3D technique results in a 5X reduction in the inference time compared to the 2D technique. Results also show that the area-plots predicted by the 3D model are more similar to the ground truth than those predicted by the 2D model. We also show how increasing the amount of contextual information retained during the training can improve the 3D model’s performance.

1 Introduction

Medical imaging techniques like X-rays, Magnetic Resonance Imaging (MRI), Computed Tomography (CT), etc., provide precise anatomy of a human body and thus help detect abnormalities present in the body [1]. Effective and early identification of regions of infection in medical images can play a crucial role in assisting the doctors for the treatment of various pathologies. For instance, observing X-rays and finding early signs of pneumonia, which causes around 50,000 deaths per year in the US [2], and treating it in time can save many lives. However, X-rays compress a 3D volume into a single 2D image, which causes loss of information. X-rays also lack specificity when pathology regions are concealed by overlapping tissues, bones, or bad contrast environments when detecting pathologies like COVID-19 [3]. Thus, this makes understanding and identifying a pathology using high-resolution CT scans a sought after medical diagnosis technique [4].

CT scans are 3D medical images that comprise several slices or images, similar to X-rays, stacked upon each other, which combine to give us a volumetric representation of the interior aspects of our body [5]. Nevertheless, classifying and marking regions of interest in CT scans needs significant effort from the radiologists. Hence, automated detection and segmentation of pathologies in CT scans, to reduce a radiologist’s involvement, is seen as an essential tool for diagnosing and treating a disease.

The rapid research and development in machine learning, graphics processing technologies and the availability of large amounts of data [6] [7] [8] [9] have improved the field of Computer vision [10] [6]. The availability of high-quality medical image datasets [11] combined with rapid advancement in CNN based architectures has led to an increase in the adoption of deep learning models to assist radiologists in evaluating CT scans. Deep learning models are used to detect, classify, and segment fractures, tumors, and other pathologies in CT scans. However, there is a lot of variation in the contrast of images based on different radiation doses [12] [13] given to patients. The quality of CT scanners in different hospitals, and slice thickness can also differ from scan to scan in a multi-sourced dataset, making it challenging to train machine learning models for CT scans. Also, selecting a proper CT window, by manipulating the Hounsfield unit (HU) values in a CT, can affect the model’s performance [14]. A deep learning model needs to be robust enough to handle these variations or it may experience a covariance shift when it is tested on out-of-source data. Studies have tried to mitigate these effects by trying out image noise reduction methods to reduce the radiation dose of CT imaging [15] [16].

Researchers have adopted both 2D as well as 3D approaches [17]. Studies conducted by Zhou et al. [18] compare the segmentation performance of 2D and 3D deep learning-based approaches using conventional segmentation metric such as dice score. In a 2D deep learning technique [19], the
input to the model is a single 2D image, whereas, in a 3D deep learning technique [20], the model takes a 3D volume as its input. Both these approaches employ a Fully Connected Network (FCN) for segmentation. As opposed to training slice by slice in 2D FCNs, the 3D FCNs models analyze volumetric input data and utilize the global features in between the CT slices. Just like how a word in a sentence gives a clue about what the next word could be [21] [22], a CT scan’s slice can give a clue about the shape of the pathology in its adjacent slices. This is because, in most of the pathologies, (consolidation and ground-glass-opacities here) the regions of interest (ROI) or the areas of the pathology in a scan follow a continuous pattern. As the CT scans are captured in a particular order, it is observed that continuity of manifestations exists in the adjacent slices, we can observe the same in Figure 6. Using 3D models for the segmentation of CT scans is similar to using LSTMs with the attention module [23] for the formation of a sentence. This contextual information is lost when we use 2D CT scans because the 2D model predicts the outcome by considering an individual slice as a single data point, thus their prediction is not affected by the adjacent slices, which is evident from the results of our experiments (Figure 7).

In our paper, we propose a 3D technique for the segmentation of consolidation and ground-glass opacities in CT scans, and also present a comparison between this 3D technique and a traditional 2D technique. We compare the dice scores between the predicted masks and the radiologists’ annotations for both these techniques. We also plot the areas of the predicted masks versus the position of the slice in the CT scan for both 2D and 3D techniques, and compare it with the ground truth area-plots. We also compare the inference time for these two techniques, which is an important factor when a model runs inference in real-life situations post-deployment.

2 Related Work

Recent studies have emphasized the use of deep learning for medical imaging analysis. The problems solved using deep learning can be broadly classified into image classification and semantic segmentation. Convolutional Neural Networks (CNNs) are commonly used for image classification. Badea et al. [24] used LeNet [25] and NiN (Network in Network) [26] for classifying burns on the human body from images of size 320 x 240 captured using a camera and achieved an accuracy of 75.91% and 58.01% for classification of Skin vs. Burn and Skin vs. Light Burn vs. Serious Burn, respectively. Polsinelli et al. [27] used SqueezeNet, a CNN architecture, for classifying CT scan’s slices into COVID-19 or non-COVID-19 with an accuracy of 85%. The classification process is simpler than segmentation because in classification all the pixels in a single image need to be grouped into a single class. While in semantic segmentation, each pixel needs to be assigned a class.

Image segmentation was initially solved using conventional image processing approaches. Okada et al. [28] proposed an image processing technique for multi-organ segmentation in which he used statistical shape modeling and probabilistic atlas and the segmentation of organs was done by combining the intra-organ information with the inter-organ correlation to get an average dice coefficients of 92% for the liver, spleen, and kidneys, and a dice coefficient of 73% and 67% for the pancreas and gallbladder, respectively. This conventional approach demonstrated highly accurate multiple organ segmentation techniques for CT scans and presented a detailed evaluation of the observations.

After the development of encoder-decoder [29] architectures, they were commonly used for segmentation purposes. U-Net, a 2D deep learning approach, proposed by Ronneberger et al. [30], segmented a single (512, 512) image in under a second on an NVIDIA Titan GPU. U-Net was fast, efficient, and accurate and thus was the first widely used deep learning architecture for image segmentation tasks for medical image data [30]. Christ et al. [31] cascaded two FCNs to segment out the liver and its lesions from CT and MRI scans and achieved an accuracy of around 94% on the validation set in under 100 seconds per volume. Almotairi et al. [32] proposed another deep learning architecture, SegNet, that employed a trained VGG-16 image classification network as its encoder, and had a corresponding decoder architecture for pixel-wise classification at the end, which was able to achieve an accuracy of 99.99% for segmenting a liver tumor. For these 2D approaches, slices of the MRI and CT scans present in the dataset were treated as individual 2D images, which means that the 3D volumetric data is transformed into a 2D planar data. Other such 2D based image segmentation approaches were implemented [33] [34] [35] [36] [37].

Zhou et al. [38] proposed a segmentation approach in which the 2D slice-wise results were later combined using 3D majority voting, where a simple encoder-decoder network was combined to be a part of an all-in-one network which could segment out complicated multiple organs; it correctly segmented 89% of the voxels from the CT scans.

However, in recent years, due to improved 3D convolution architectures and advancements in computational power (GPUs), training of highly complex 3D deep learning models having a 3D volume as its input, has become much more accurate, efficient, and faster [39]. Cicek et al. [40] proposed a 3D U-Net architecture that predicted volumetric segmentation using 2D annotated slices. The average Intersection over Union (IoU) achieved was 0.863. They [40] were able to annotate unseen data as well as densify the sparsely annotated data.

Milletari et al. [41] proposed V-Net: a novel fully convolutional neural network for volumetric medical image segmentation which gave an average dice score of 86% to segment out the prostate depicted in 30 MRI scans. These MRIs were converted into a constant volume of 128 x 128 x 64 using B-spline interpolation, which alters the global features during the conversion and can have detrimental effects on the training.

VoxResNet proposed by Chen et al. [42], which borrows the spirit of deep residual learning in 2D image recognition tasks, and is extended into a 3D variant for handling volumetric data, has also been successfully applied for 3D medical image segmentation tasks. Allan et al. [43] proposed another 3D FCN model architecture called “3D DenseUNet-569” for liver and tumor segmentation which used Depthwise...
Separable Convolution (DS-Conv) as opposed to traditional convolution.

Although between 2D and 3D, 3D FCN provides us with more accurate results, it is more complex and requires higher memory along with greater computational resources [44]. The higher complexity restrains the model from training a larger dataset efficiently. Moreover, the high memory footprint leads to reduced network depth and filter size, which adversely affects the performance of the model [45].

3 Data

For our experiments, we obtained 182 CT scans from 2 private Indian hospitals. These CT scans have non-uniform volumes and are annotated for consolidation and ground-glass opacities [46]. Our team of expert radiologists marked out the regions of infections, in the form of free-hand annotations, which served as the ground truth for our model. These precise annotations were done using the ITK-snap tool, an open-source free-hand annotation tool [47]. Some examples of the CT slices and their superimposed masks are showcased in the Figure 1(a) and Figure 1(b).

Figure 1: (a,b): CT Slice (Left), Free hand annotated CT Slice (Right)

| Dataset    | Number of CT Scans | Number of Slices |
|------------|--------------------|------------------|
| Training   | 126                | 56387            |
| Validation | 20                 | 9992             |
| Test       | 36                 | 14727            |

Table 1: Scan-level and Slice-level Dataset splits

The positive class COVID-19 comprised consolidation and ground-glass opacities. These chest CT scans were divided into train, validation, and test datasets whose splits are given in Table 1.

The prevalence for all the datasets is 20%, which means that there are 20% positive slices in the total dataset. We resized all the images to a standard image size of (512, 512). Windowing, also known as grey-level mapping is the preprocessing of CT scans in which the grey-scale component of the CT slice is changed to highlight some particular features. We applied windowing to our scans [48], for which we used the information stored in the metadata from the DICOM files of the CT scans’ slices. The masks were stored as binary images of size (512, 512). The distribution of the number of slices in these CT scans for the whole dataset can be visualized from the histogram in Figure 2.

4 Methodology

In this paper, we follow two approaches to address image segmentation of these CT scans:

4.1 2D Approach

In this approach, we divide the CT scan volume into separate 2D slices (Figure 3). For example, a CT scan of volume (512, 512, 601) containing 601 slices was divided into 601 individual images of (512, 512). We used the U-net with the Convolutional Block Attention Module (CBAM) [49] to focus its attention on a region of the image and then segment the pathology from that region of the image. U-Nets are fully convolutional networks having skip connections between encoder and decoder which provide deconvolution layers with important features [50]. We used Xception [51] as the encoder having depthwise separable convolutions and residual connections. The model was trained using ADAM as its optimizer with an initial learning rate of 1e-3 and having a learning rate scheduler which reduced the learning rate to 1/3 the original learning rate, every 5 epochs. We used dice loss as the loss function. Our architecture had 38 million trainable parameters.

4.2 3D Approach

In the 3D approach, instead of assigning 2D images as the input for the model, we provide 3D volumes as to input for
the model, and the corresponding stacked annotated slices as the label. For our 3D approach, we use V-Net \cite{41}, which is a 3D implementation of U-Net. For our input size of \((512, 512, 32)\); V-Net had 206 million trainable parameters. We used the dice loss as the loss function while training. The model was trained using ADAM as its optimizer with an initial learning rate of \(1e^{-3}\) and having a learning rate scheduler which reduced the learning rate to \(1/3\) the original learning rate every 5 epochs. The input to V-Net is volumetric data of dimension \((x, y, z) = (512, 512, 32)\) where \(x\) is slice’s height, \(y\) is slice’s width, and \(z\) is the number of slices in the depth of the volume. To prepare the input data for training V-Net, we normalize the volume of the CT scans to the same value, having a dimension equal to the input dimension of the model. To satisfy this condition without losing any information, we split CTs into smaller volumes that match the input dimensions. We can see the CT scan being split into multiple stacks of slices in Figure 4.

Figure 4: 3D Technique

There are three variables that affect the stacks creation process.

1. **CT Volume**: Number of slices in the CT scan
2. **Stack size**: Desired number of slices in the sub volume
3. **Overlap factor** = (Number of overlapping slices/stack size)

Where overlapping slices is the number of slices that are common or overlapping in adjacent stacks.

For a CT scan having 601 slices, with a stack size of 32, and the number of overlapping slices as 20 (overlap factor = 0.625), we get a list of 49 stacks having dimensions \((512, 512, 32)\). The first stack will have indices from 0 to 32, which means that the first input datapoint for V-Net will be a CT sub volume from the 1st slice to the 32nd slice. The second input data point will be a sub volume of the CT from index 12 to 44, both inclusive. As we have 20 overlapping slices, the second stack starts from the 12th index and not the 33rd. And so on for the rest of the stacks. For the last stack, however, the indices are \((576, 608)\), the 7 extra slices are the added paddings to keep the volume of the stack compatible with the 3D model’s input dimension. During the inference, we keep the overlap factor as 0, the list of predicted mask volumes are then stacked together. So during the inference evaluation, we have a total of 19 stacks grouped. We remove the padding when the predictions are stacked together to match the volume of the whole CT scan.

5 Results

We evaluate the 2D and the 3D model based on these 5 criteria.

5.1 Dice Score

We predicted masks for 32 scans in the test set having a prevalence of 20% and calculated the dice score for the whole dataset. We observed the dice scores given in Table 2.

| Model     | Dice Score |
|-----------|------------|
| 2D Model  | 73%        |
| 3D Model  | 79%        |

Table 2: Dice Scores for 2D and 3D techniques

We took the average of the dice scores of these 32 scans. For the 2D model, we arranged the individual slices on top of each other to get the final predicted volume. For the 3D model, we combined the stacks of an individual CT and then removed the corresponding padding to match the true label volume.

5.2 Slices Predicted masks

Figure 5(a) and 5(b) show the predicted masks at the scan and slice level for 2D and the 3D model. We applied a threshold of 0.2 on the predictions.

Figure 5: a)3D Model, b) 2D Model
Left=Original CT Slice, Middle = True label superimposed, Right = Predicted Mask superimposed

5.3 Area-plots

Here, we find the area of the annotated region with respect to the total area of the image. We normalize this list of area-ratios by dividing all the values by the maximum value in the list. Next, we plot these normalized values according to the slices in the CT scan to get the plot in Figure 6, these plots are called area-plots. We follow the same procedure for the predicted masks for 2D and 3D models, by plotting their normalized area-plots according to the position of the slices in the CT scan in Figure 7, 8 respectively. We have compared...
the predicted area-plots for both the 2D and the 3D approach to the area-plots of the true label.

1. From Figure 6, we observe a continuous pattern in the manifestations of the pathology in the CT scan. Similar continuous patterns were observed for the rest of the CT scans, area-plots.
2. From Figure 7, we observe that there are abrupt variations in the predicted mask’s area for the slices within a CT scan when we use the 2D approach.
3. From Figure 8, we can see the prediction area-plot for a CT scan when using the 3D approach. We observe a smooth and continuous pattern in the masks predicted by the 3D model for the slices of that CT scan.

To further prove and understand point number 2, we plotted the predicted masks for consecutive slices in a CT scan using 2D and the 3D approach.

For the four consecutive positive slices that we chose, the 3D model predicted all the slices as positive, i.e. (1,1,1,1), whereas, in the case of the 2D model, the predictions were (0,1,0,0). From Figure 9, we observe that the 3D approach predicted the masks in all 4 consecutive slices to closely match the labels. This represents the continuity in the predictions. We also observe that the shape or the area of the predicted masks do not change abruptly when we look at the adjacent slices. Although, in the masks predicted by the 2D approach, we observe that only some of the slices were marked positive. This represents the discontinuity in the predicted masks’ pattern. It indicates that the 2D approach does not consider the slices’ information adjacent to the input slice, thus giving us this abrupt predicted pattern, which is independent of the slices above and below the current slice.

5.4 Inference time

We calculate the inference time for 2D as well as 3D techniques for a CT scan.

| Technique | Inference time With GPU | Inference time Without GPU |
|-----------|-------------------------|--------------------------|
| 2D        | 70                      | 1145                     |
| 3D        | 17                      | 229                      |

Table 3: Inference time for 2D and 3D techniques in seconds

Table 3 shows the inference time for a single CT scan having 709 slices with a stack size of 32 and an image size of (512, 512). We observe that there is a boost up of 5X in the 3D approach as compared to the 2D approach. For inference, we used a Tesla T4 GPU with 15GB of memory.

5.5 Overlap Variation

In this experiment, we changed the overlap factor to see its effect on the predictions. We kept the overlap factor as 0, 0.375, and 0.625. The predicted area-plots are given in Figure 11, 12, 13 respectively and the predicted masks are given in fig 14(a), 14(b), and 14(c) respectively. Figure 10 shows the true area-plot for the same CT scan.

As we increase the overlap factor, the number of overlapping slices increases. This allows the model to interpret more
global features. We observe that the predicted area-plots in Figure 14 with an overlap factor 0.625 match closely to the true area-plots in Figure 10. This shift in the pattern from Figure 11 to Figure 13 demonstrates that increasing the amount of contextual information retained allows the model to perform better thus giving closer predictions to the ground truth.

Figure 10: True Label's Area-Plot

Figure 11: Area-Plot predicted by 3D Model, with overlap factor = 0

Figure 12: Area-Plot predicted by 3D Model, with overlap factor = 0.375

Figure 13: Area-Plot predicted by 3D Model, with overlap factor = 0.625

Figure 14: Predicted mask for the same slice having (a) overlap factor = 0, (b) overlap factor = 0.375, (c) overlap factor = 0.625

Left: Original slice, Middle: True Mask, Right: Predicted Mask

6 Conclusion

We implement and compare two deep learning approaches for segmenting out manifestations of consolidation and ground-glass-opacities in CT scans on three major grounds: predicted masks or the segmentation results, the pattern observed in the area of the predicted masks in a CT scan, and the inference time.

We saw that the 3D approach provided us with a better dice score than the 2D approach, thus proving to be more accurate at segmenting pathology regions. We also observed from Figure 8 that the area-plots we get using the 3D approach match closely to the original annotation area-plots against the area-plots of the 2D approach. We attribute these peculiar predicted patterns in the area-plots to the contextual information retained in the 3D stack volumes used to train the 3D model. The independent nature of the input images in the 2D model could be the reason for a discontinuous pattern in the predicted area-plots of the 2D approach. When we calculated the inference time, the 3D approach provided a boost of 5X in inference time compared to that of the 2D approach. This is hugely beneficial for effective and quick diagnosis of patients in hospital settings especially the Intensive Care Units (ICUs). We conclude that this 3D stack-based approach is a better choice than the conventional 2D approach.

Later, when we experimented with the overlap factor for the 3D approach, the predicted area-plots’ patterns changed (Figure 11, 12, 13) with increasing overlap factor. However, a higher overlap factor may result in overfitting the model to the given dataset. The model gets more susceptible to a covariance-shift in the case of out-of-sample datasets when the overlap factor is high. Thus, the overlap factor should be treated as a hyperparameter for this 3D approach and should be set optimally.
Usually, in the case of 3D segmentation for CT scans, the whole CT scan is compressed using spline interpolation \[41\] or other methods, to the size of input dimension for a 3D model. This removes useful information when compressed for training and adds noise when decompressed for inference \[52\]. To counter this alteration in the original data, we split the CT into smaller stacks to retain the valuable contextual information. Thus, our batch-based 3D approach is highly adaptable to any CT volume because of its stack-based nature, where none of the information between the slices in the CT is altered.

The segmentation results can be improved using more data, and different augmentation techniques while training. In our case study, the goal was to compare the 2D and the 3D approaches on equal grounds, and not the segmentation result itself. In conclusion, the 3D approach that has been proposed in this paper has outperformed the traditional 2D approach in all the three criteria that we had set for evaluation.
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