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Abstract

Uncertainty quantification is at the core of the reliability and robustness of machine learning. In this paper, we provide a theoretical framework to dissect the uncertainty, especially the epistemic component, in deep learning into procedural variability (from the training procedure) and data variability (from the training data), which is the first such attempt in the literature to our best knowledge. We then propose two approaches to estimate these uncertainties, one based on influence function and one on batching. We demonstrate how our approaches overcome the computational difficulties in applying classical statistical methods. Experimental evaluations on multiple problem settings corroborate our theory and illustrate how our framework and estimation can provide direct guidance on modeling and data collection efforts.

Update 06/2023: This work, originally posted on arXiv in 10/2021, is a preliminary draft. Our more recent work [46] is a substantially updated version. [46] inherits and further develops the underlying idea from this work, and moreover, resolves some limitations in this work. For instance, we assume constant procedural bias in Theorem 3.1 and an uncorrelation property of procedural and data variability in Section 5, which appears too restrictive in practice. [46] avoids making such assumptions by establishing a framework based on the NTK theory completely.

1 Introduction

Uncertainty quantification is of major importance in machine learning, especially for risk-based decision making and safety-critical applications [68]. It consists of two different components, often referred to as aleatoric and epistemic uncertainties. Aleatoric uncertainty refers to the intrinsic stochasticity of the problem while epistemic uncertainty refers to the errors coming from the inadequacy of the model or data noises. Measuring epistemic uncertainty is of importance in practice as it assesses the reliability of the predictive model, bearing the following immediate implications:

1. **Model selection:** Between models with similar predictive power, one with higher epistemic uncertainty is less favorable. That is, information on epistemic uncertainty gives a second dimension to predictive power for model selection.

2. **Effort planning:** A quantification of different sources of epistemic uncertainty guides which aspect of the uncertainty needs more attention and improvement. For instance, if more uncertainty appears due to the training noise than the data noise, then one should put more effort into training than collecting more data, and vice versa.

3. **Exploration guidance:** Epistemic uncertainty gives rise to upper confidence bound that has been widely used to tackle the exploration-exploitation dilemma in online learning.

Existing work on uncertainty measurement in deep learning models mainly focuses on prediction sets (predictive uncertainty), which captures the sum of epistemic and aleatoric uncertainties [70, 71, 12]. Despite some high-level discussions [70, 47], few studies have been done in understanding epistemic uncertainty at a deeper level, namely differentiating and quantifying its different sources.

Preliminary draft.
In this work, we fill in this gap by providing the first systematic study on the epistemic uncertainty in deep supervised learning. Epistemic uncertainty can be subdivided into three main sources: Model uncertainty signifies the discrepancy between the best model in the hypothesis class and the real data distribution, procedural variability refers to the noise stemming from the training procedure, and data variability arises from the uncertainty over how well the training data represents the real distribution. Our study in particular provides arguably the first dichotomy of procedural and data variabilities in deep learning. As an illustration of the strength of this dichotomy, we apply it to explain the benefit of deep ensemble in reducing procedural rather than data variabilities, and demonstrate how this benefit scales with the ensemble size.

To execute our framework, we propose two approaches to estimate epistemic variances for well-trained neural networks in practice, which overcome some statistical and computational challenges faced by naive use of classical inference methods such as the bootstrap and jackknife. The first approach uses the delta method that involves computing the influence function, the latter viewed as the (functional) gradient of the predictor with respect to the data distribution. Our novelty lies in the derivation of this function using the theory of neural tangent kernel (NTK) [59] that bypasses the convexity assumption violated by modern neural networks [57, 13]. The second approach uses the batching method that groups data into a small number of batches upon which re-training applies. This approach bypasses the time-consuming Gram matrix inversion in the influence function calculation, while advantageously expending a minimal re-training effort – In the case of deep ensemble, this effort is essentially the same as building the ensemble. While batching is long known in simulation analysis [35, 73], its application and discovered advantages in deep learning are new to our best knowledge.

Our main contributions can be summarized as follows:
(1) We propose the first theoretical framework to dissect epistemic uncertainty in deep learning and give concrete justification and estimation methods for each component.
(2) We develop two approaches with theoretical justification to estimate the epistemic variances for deep neural networks, overcoming the statistical and computational challenges faced by classical statistical methods.
(3) We conduct comprehensive experiments to show the correctness of our theory and illustrate the practical use of our approaches on model training.

**Related Work.** Ronald A. Fisher [29] was probably the first one to formally distinguish and build a connection between aleatory and epistemic uncertainty, according to Frank R. Hampel [38]. In modern machine learning, their distinction had been proposed in [75] and then extended to deep learning [52]. The distinction between procedural and data variabilities in epistemic uncertainty was intuitively described in [70], but no estimation method or rigorous definition was provided. We also remark that our work adopts the frequentist view, which is different from Bayesian uncertainty quantification [52, 33, 40]. Further related work will be described in detail in the relevant subsections.

## 2 Statistical Framework of Uncertainty

In this section, we first review the standard statistical learning framework and then provide rigorous definitions for each type of uncertainty.

In supervised learning, we assume that the input-output pair \((X, Y)\) is a random vector where \(X \in \mathcal{X} \subset \mathbb{R}^d\) is an input and \(Y \in \mathcal{Y}\) is the corresponding output. The random vector follows some unknown probability measure \(\pi\) on \(\mathcal{X} \times \mathcal{Y}\). A learner is given access to a set of training data \(D_{tr} = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}\), which is assumed to be independent and identically distributed (i.i.d.) according to the distribution \(\pi\). Let the conditional distribution of \(Y\) given \(X\) be \(\pi_{Y|X}(y|x)\). Let \(x = (x_1, \ldots, x_n)^T\) and \(y = (y_1, \ldots, y_n)^T\) for short. Let \(\mathcal{H}\) denote a hypothesis class \(\mathcal{H} = \{h_\theta: \mathcal{X} \to \mathcal{Y} | \theta \in \Theta\}\) where \(\theta\) is the parameter (e.g., collection of network weights in deep learning) and \(\Theta\) is the set of all possible parameters. Let \(\mathcal{L}: \mathcal{X} \times \mathcal{Y} \to \mathbb{R}\) be the loss function. For instance, \(\mathcal{L}\) can be the square error in regression or cross-entropy loss in classification. The goal of the learner is to find a hypothesis \(h_{\theta^*} \in \mathcal{H}\) that minimizes the following (population) risk function: \(R(h) := \mathbb{E}_{(X,Y) \sim \pi} [\mathcal{L}(h(X), Y)]\). Let the true risk minimizer be

\[
h_{\theta^*} := \arg \min_{\theta \in \Theta} R(h_\theta). \quad (1)
\]

In practice, the population risk function is unknown (since \(\pi\) is unknown) so an empirical risk function is derived based on the training data \(D_{tr}\): \(\hat{R}(h) := \mathbb{E}_{(X,Y) \sim \pi_{D_{tr}}} [\mathcal{L}(h(X), Y)] = \)
\[ \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}(h(x_i), y_i) \] where \( \hat{\pi}_{D_{tr}} \) is the empirical distribution on the training data. The learner aims to obtain

\[
h_{\hat{\theta}} := \arg \min_{\theta} \tilde{R}(h_\theta)
\]

which is called empirical risk minimizer. In general, \( h_{\hat{\theta}} \) is not equal to \( h_{\hat{\theta}} \). Note that in deep learning, \( \hat{\theta}^* \) cannot be obtained precisely because of the non-convex nature of neural networks. Therefore, we usually approximate \( \hat{\theta}^* \) by \( \hat{\theta} \) using gradient-based methods. We remark that \( h_{\hat{\theta}} \) is the best choice (in the sense of minimizing the risk) within the hypothesis set \( \mathcal{H} \). If any possible functions can be selected, the best predictions (in the sense of minimizing the risk) are described by the Bayes predictor \( f^* \):

\[
f^*(X) := \arg \min_{\hat{y} \in \mathcal{Y}} \mathbb{E}_{Y \sim \pi_{Y|X}} \left[ \mathcal{L}(\hat{y}, Y) | X \right].
\]

\( f^* \) cannot be obtained in practice, since the conditional distribution \( \pi_{Y|X}(y|x) \) is unknown.

### 2.1 Epistemic Uncertainty

We dissect epistemic uncertainty in deep supervised learning into three sources: model uncertainty, procedural variability, and data variability.

**Model Uncertainty.** Model uncertainty is the discrepancy between \( f^* \) and \( h_{\hat{\theta}} \) which is connected to the inadequacy regarding the choice of the hypothesis class \( \mathcal{H} \): \( UQ_{MU} = h_{\hat{\theta}} - f^* \). This error is sometimes referred to as the approximation error [69]. For over-parameterized neural networks where \( \mathcal{H} \) is substantially rich, model uncertainty is usually negligible because of the impressive representation power of neural networks. For instance, a sufficiently wide network can universally approximate any continuous functions [22, 44, 39] or any Lebesgue-integrable functions [66].

**Proposition 2.1.** Suppose \( f^* \in \mathcal{H} \). Then \( UQ_{MU} = 0 \).

**Procedural Variability.** The empirical risk minimizer in 2 could not be obtained in deep learning because of the non-convex nature of neural networks. The standard way to solve 2 is to first randomly initialize the network parameters, which introduces the first additional epistemic uncertainty from random initialization. Then we do a mini-batch gradient descent on the shuffled training data to finalize the parameter \( \hat{\theta} \), which introduces the second additional epistemic uncertainty due to data ordering. These lead to uncertainty in \( \hat{\theta} \) associated with the training procedure.

We write \( \Gamma \) as the random variable corresponding to procedural variability. The trained parameter \( \hat{\theta} \) is an instantiation of the outcome from one training run based on \( \Gamma \) and \( \hat{\pi}_{D_{tr}} \). Moreover, we reserve \( \Gamma_0 \) as the random variable that represents the random initialization of parameters. If the random initialization is the only uncertainty in procedural variability, then \( \Gamma \) is a deterministic function of \( \Gamma_0 \) and they represent the same procedural uncertainty. The uncertainty from procedural variability can be written as \( UQ_{PV} = h_{\hat{\theta}} - h_{\hat{\theta}} \).

**Data Variability.** Data variability measures the representative level of the training dataset. This is the most common epistemic uncertainty in classical statistics. The training dataset \( D_{tr} \) is a set of finite samples drawn from \( \pi \), which cannot fully represent the population distribution \( \pi \) (i.e., \( \hat{\pi}_{D_{tr}} \neq \pi \)). Expressed at the hypothesis level, this uncertainty is written as \( UQ_{DV} = h_{\hat{\theta}} - h_{\hat{\theta}} \).

**Summary.** The three main sources of epistemic uncertainty add up to the total epistemic uncertainty: \( h_{\hat{\theta}} - f^* = UQ_{EU} + UQ_{PV} + UQ_{DV} \) which measures the discrepancy between \( h_{\hat{\theta}} \) and \( f^* \). We remark that \( UQ_{PV} + UQ_{DV} \) is sometimes referred to as the estimation error in machine learning [69]. Figure 1 illustrates these three sources in epistemic uncertainty. Lastly, we present additional discussions on aleatoric uncertainty and predictive uncertainty in the Supplementary Material for completeness; see Section A.
3 Quantifying Epistemic Uncertainty

Recall that the goal of supervised learning is to make prediction \( h_{\theta} \) on an unforeseen test point. Thus, quantifying epistemic uncertainty is important for risk-aware decision making, as a higher variance signifies a higher risk, and also for exploration in online learning as the variance is used in the principle of optimism in the face of uncertainty [916]. A natural approach to quantify epistemic uncertainty is to estimate the epistemic variance of \( h_{\theta}(x_0) \) on a given \( x_0 \). To this end, we have the following decomposition:

**Theorem 3.1.** Assume that \( \mathbb{E}[UQ_{PV} | \hat{\pi}_{D_{tr}}] \) is constant w.r.t. \( \hat{\pi}_{D_{tr}} \), on the fixed data distribution \( \pi \). We have

\[
\begin{align*}
\text{Var}(UQ_{MU} + UQ_{PV} + UQ_{DV}) &= \text{Var}(UQ_{PV}) + \text{Var}(E[UQ_{PV} | \hat{\pi}_{D_{tr}}]) + \text{Var}(UQ_{PV} | \hat{\pi}_{D_{tr}})] \\
&= \text{Var}(E[UQ_{PV} | \hat{\pi}_{D_{tr}}]) + \text{Var}(UQ_{PV} | \hat{\pi}_{D_{tr}})]
\end{align*}
\]

Moreover, \( UQ_{MU}, UQ_{PV} \) and \( UQ_{DV} \) are uncorrelated.

In Theorem 3.1 we have assumed we plug in the test point \( x_0 \) into \( h \) when computing UQ, and the Var there is thus taken with respect to both the procedural and data randomness while fixing \( x_0 \). The assumption on constant bias from procedural variability \( \mathbb{E}[UQ_{PV} | \hat{\pi}_{D_{tr}}] \) can be justified since, e.g., bias is negligible because of the achievable global minima in neural networks [25]. (4) follows since \( UQ_{MU} \) is deterministic. (5) follows from conditioning and noting that \( \mathbb{E}[UQ_{PV} | \hat{\pi}_{D_{tr}}] \) is constant and \( UQ_{DV} \) given \( \hat{\pi}_{D_{tr}} \) is also constant. By the same argument to obtain (5) we also conclude the uncorrelation among the uncertainties, similar to a mixed-effect model in classical statistics.

For convenience in the subsequent discussion, we express \( h_{\theta}^i(\cdot) \) as \( h(\Gamma, \hat{\pi}_{D_{tr}}; \cdot) \) where \( \Gamma \) corresponds to the procedural randomness and \( \hat{\pi}_{D_{tr}} \) encodes the data noise. We also denote the conditional population mean with respect to the procedural variability as \( \mathbb{E}[h(\hat{\pi}_{D_{tr}}; x_0)] = \mathbb{E}[h(\Gamma, \hat{\pi}_{D_{tr}}; x_0)|\hat{\pi}_{D_{tr}}] \).

The above variance decomposition can be equivalently rewritten as

\[
\text{Var}(h(\Gamma, \hat{\pi}_{D_{tr}}; x_0)) = \text{Var}(h(\hat{\pi}_{D_{tr}}; x_0)) + \mathbb{E}[\text{Var}(h(\Gamma, \hat{\pi}_{D_{tr}}; x_0)|\hat{\pi}_{D_{tr}})]
\]

In either (5) or (6), the overall epistemic variance consists of two terms, where the first term can be interpreted as coming from data variability and the second from procedural variability. In the following, we illustrate a direct application of our decomposition to explain the statistical power of deep ensemble [60, 58, 31].

3.1 Deep Ensemble Reduces Procedural Variability

Compared with other ensemble methods, deep ensemble has empirically demonstrated its state-of-the-art performance on model improvement [7]. However, few theoretical justification has been developed despite its superior performance. In this section, we argue that the deep ensemble predictor improves the statistical profile over a single model by reducing its procedural variability. The deep ensemble predictor \( \tilde{h}_m(x_0) \) at \( x_0 \) is defined as: \( \tilde{h}_m(x_0) := \frac{1}{m'} \sum_{i=1}^{m'} h_{\theta_i}(x_0) \) where \( m' \) is the number of independent training times (with the same training data) and \( \hat{\theta}_i, i \in [m'] \) represent the finalized network parameters. Our theory is formally stated as:

**Theorem 3.2.** We have

\[
\begin{align*}
\text{Var}(\tilde{h}_m(x_0)) &= \text{Var}(\mathbb{E}[h(\Gamma, \hat{\pi}_{D_{tr}}; x_0)|\hat{\pi}_{D_{tr}}]) + \frac{1}{m'}\mathbb{E}[\text{Var}(h(\Gamma, \hat{\pi}_{D_{tr}}; x_0)|\hat{\pi}_{D_{tr}})] \\\n&\leq \text{Var}(\mathbb{E}[h(\Gamma, \hat{\pi}_{D_{tr}}; x_0)|\hat{\pi}_{D_{tr}}]) + \mathbb{E}[\text{Var}(h(\Gamma, \hat{\pi}_{D_{tr}}; x_0)|\hat{\pi}_{D_{tr}})] = \text{Var}(h_{\theta_0}(x_0)).
\end{align*}
\]

Therefore, a deep ensemble predictor has less epistemic variance than a single model predictor.

In [7], by averaging \( m' \) training runs with independent procedural randomness, the second term of the variance decomposition of \( \tilde{h}_m(x_0) \), which corresponds to the procedural variability, is reduced by \( m' \) folds compared to \( \tilde{h}_m(x_0) \). If we could use a very large \( m' \), then this procedural variability can be completely removed, which resembles the conditional Monte Carlo method [8] in variance reduction. Nonetheless, as long as \( m' > 1 \), variance reduction for \( h_{\theta_0}(x_0) \) over \( h_{\theta_i}(x_0) \) is already present, and indeed a small number of single model predictors are used in the ensemble in practice. We also contrast our explanation on deep ensemble to bagging [15]. The former averages over training runs while the latter over data resample. Bagging is known to improve prediction accuracy by smoothing base predictors [16], and is more effective when these base predictors are non-smooth such as decision trees. This is very different from the procedural variability reduction we have asserted for deep ensemble.
3.2 Challenges of Existing Inference Approaches

In the rest of this paper, we focus on the estimation of epistemic variance, namely the two terms in (6) or their sum, or (7) in the deep ensemble case.

Borrowed from classical statistics, two high-level approaches may be considered to estimate these variances. First is an analytical approach using the delta method, which involves computing the influence function that acts as the functional gradient of the predictor with respect to the data distribution. Second is to use resampling, such as the bootstrap or jackknife. Unfortunately, each approach runs into its respective barrier. The performance of the delta method highly depends on the quality of the first-order approximation. However, neural networks are in general “excessively” non-convex and the M-estimation underpinning the delta method breaks down. Resampling requires enough resample replications and thus demands the effort of re-training. Even worse, in estimating the data variability (the first term in (6) or (7)), in fact we would need a “nested” sampling, i.e., first resample the data many times and for each fixed resample, run and average an inner number of re-training with different procedural randomness in order to compute the involved conditional expectation, which is more demanding than a standard bootstrap or jackknife.

In the next two sections, we present two approaches to bypass each respective challenge. Our first approach applies the theory of NTK to derive an influence function that does not utilize convexity assumptions. Our second approach uses batching that divides data into a small number of batches upon whom re-training applies, which does not rely on any many resample replications nor a nested sampling. We note that the NTK approach requires the evaluation of the Gram matrix and its inversion. Batching avoids this computation, and thus is recommended for large dataset. After presenting these approaches individually in Sections 4 and 5, we provide a detailed discussion in Section 6 on how to combine them judiciously.

4 Influence Function Method via NTK

4.1 Estimating Influence Function

The theory of NTK implies that the neural network (NN) predictor is essentially a kernel regression (KR) predictor whose kernel is the NTK when the network is sufficiently wide; see detailed discussion in Section 6. Therefore, one direction to estimate the epistemic variance is to analyze the variance of its corresponding KR predictor, via its influence function. The influence function has a long history in statistics [37], and is used as a nonparametric building block in the delta method for variance estimation [28]. It was introduced in modern machine learning initially for understanding the effect of a training point on a model’s prediction [57, 58] but could be fragile for modern NNs [13] partially because the convexity assumption in deep learning is violated. We remark that our work focuses on applying the influence function to compute the epistemic variance. Moreover, our work calculates the influence function for the NN predictor, equivalently the KR predictor using the NTK, which is different from the influence function for network weights [57]. Our approach can bypass the convexity assumption and cast another direction to study neural networks by influence functions.

We estimate the first component in (6). Let \( K = (K(x_i, x_j))_{i,j=1,...,n} \in \mathbb{R}^{n \times n} \) be the NTK Gram matrix evaluated on training data. For a test point \( x_0 \in \mathbb{R}^d \), we let \( K(x_0, x) \in \mathbb{R}^n \) be the kernel value evaluated between the testing point and all training points, i.e., \( K(x_0, x) := (K(x_0, x_1), K(x_0, x_2), ..., K(x_0, x_n))^T \). We first obtain the inner expectation based on (20) and (22):

\[
\bar{h}(\pi_{D_{r,e}}; x_0) = h_0(x_0) + K(x_0, x)^T(K + \lambda n I)^{-1}(y - h_0(x))
\]  

and \( h_0(x_0) = \mathbb{E}_{\theta_0}[h(\theta_0, x_0)] \) where the expectation is with respect to the random initialization \( h_0 \) (does not depend on the data). There are two ways to approximate \( \bar{h}(\pi_{D_{r,e}}; x_0) \). It can be approximated by the ensemble average \( \bar{h}_m(x_0) \) for sufficiently large \( m \). Or it can be obtained by computing the NTK \( K \) and estimating \( h_0(x_0) \) in (5) without training the network at all. In practice, we notice that both methods give us satisfactory performance [59].

We recall the definition of the influence function. Let \( P \) be a distribution on the domain \( \mathcal{X} \times \mathcal{Y} \). Let \( z = (x_z, y_z) \in \mathcal{X} \times \mathcal{Y} \). Suppose \( P_{\varepsilon,z} = (1 - \varepsilon)P + \varepsilon \delta_z \) where \( \delta_z \) denotes the point mass distribution in \( z \). Let \( T \) be a statistical functional \( T : P \rightarrow T(P) \). Then the influence function of \( T \) at \( P \) at the point \( z \) is defined as \( I_P(z; T, P) = \lim_{\varepsilon \to 0} \frac{T(P_{\varepsilon,z}) - T(P)}{\varepsilon} \). Let \( T(P) \) be the predictor \( \bar{h}(P; x_0) \) based on the data distribution \( P \). Note that \( \bar{h}(P; x_0) \) has removed the procedural variability. If \( P = \pi_{D_{r,e}} \),
then \( T(\hat{\pi}_{D_{\text{tr}}}) = h_D(\hat{\pi}_{D_{\text{tr}}}; x_0) \). If \( P = \pi \), then \( T(\pi) = h_\theta(x_0) \). Under some mild conditions (e.g., \( T \) is \( \rho_\infty \)-Hadamard differentiable; see \cite{28}), the central limit theorem holds: \( \sqrt{n}(T(\hat{\pi}_{D_{\text{tr}}}) - T(\pi)) \) is asymptotically normal with mean 0 and variance

\[
\sigma^2 = \int I F^2(z; T, \pi) d\pi(z).
\]

(9)

In other words, \( T(\hat{\pi}_{D_{\text{tr}}}) \approx \mathcal{N}(T(\pi), \sigma^2/n) \). Therefore, we have approximately \( \text{Var}(h_D(\hat{\pi}_{D_{\text{tr}}}; x_0)) \approx \frac{\sigma^2}{n} \sum_{i=1}^n IF^2(z_i; T, \pi) \) where \( z_i = (x_i, y_i) \) is from the training dataset. This formula gives us the approximation of the first component in (6). Hence our main target is to compute the influence function. In fact, we have

**Theorem 4.1.** The influence function is given by

\[
IF(z; T, \hat{\pi}_{D_{\text{tr}}}) = K(x_0, x)^T (K + \lambda n I)^{-1} M_z(x) - M_z(x_0)
\]

(10)

where \( M_z(x) := (M_z(x_1), \ldots, M_z(x_n))^T \) and \( M_z(x) \) is

\[
M_z(x) := h(\hat{\pi}_{D_{\text{tr}}}, x) - h_\theta(x) - \frac{1}{\lambda} (x_\theta - h(\hat{\pi}_{D_{\text{tr}}}, x_\theta)) K(x_\theta, x).
\]

**Theorem 4.2.** Suppose that \( T \) is continuously \( \rho_\infty \)-Hadamard differentiable at \( \pi \) and \( \hat{\pi}_{D_{\text{tr}}} \). Suppose that \( n(h(\hat{\pi}_{D_{\text{tr}}}; x_0) - h_\theta(x_0))^2 \) is uniformly integrable. Then we have the strong consistency

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n IF^2((x_i, y_i); T, \hat{\pi}_{D_{\text{tr}}}) - n \text{Var}(h(\hat{\pi}_{D_{\text{tr}}}; x_0)) = 0, \quad \text{a.s.}
\]

Theorem 4.1 extends the influence function derivation of kernel ridge regression \cite{20, 24} to provide \( IF(z; T, \hat{\pi}_{D_{\text{tr}}}) \) at any test point \( x_0 \). Note that the asymptotic variance \( \sigma^2 \) is expressed in terms of \( IF(z; T, \pi) \) instead of \( IF(z; T, \hat{\pi}_{D_{\text{tr}}}) \). Therefore, to fill this gap, Theorem 4.2 proves the convergence of \( IF(z; T, \hat{\pi}_{D_{\text{tr}}}) \) to \( IF(z; T, \pi) \) with the aid of continuous differentiability. To conclude, the estimator of the data variability using the influence function is given by \( \text{Var}(h(\hat{\pi}_{D_{\text{tr}}}; x_0)) \approx \frac{1}{n} \sum_{i=1}^n IF^2((x_i, y_i); T, \hat{\pi}_{D_{\text{tr}}}) \).

### 4.2 Estimating Procedural Variance

For the procedural variance (the second component in (6)), we estimate with the **ensemble variance**:

\[
\tau^2 := \mathbb{E}[\text{Var}(h(\Gamma, \hat{\pi}_{D_{\text{tr}}}; x_0)|\hat{\pi}_{D_{\text{tr}}})] \approx \text{Var}(h(\Gamma, \hat{\pi}_{D_{\text{tr}}}; x_0)|\hat{\pi}_{D_{\text{tr}}})
\]

(11)

\[
\approx \frac{1}{m - 1} \sum_{i=1}^m \left( h_\theta(x_i) - \hat{h}_m(x_0) \right)^2 := \text{EV}.
\]

The first approximation above follows since, when viewing \( \text{Var}(h(\Gamma, \hat{\pi}_{D_{\text{tr}}}; x_0)|\hat{\pi}_{D_{\text{tr}}}) \) as a smooth function of \( \hat{\pi}_{D_{\text{tr}}} \), this quantity follows a central limit theorem which gives a fluctuation of order \( 1/\sqrt{n} \). This results in an approximation error \( O_p(1/\sqrt{n}) \) which is negligible compared to the magnitude of \( \text{Var}(h(\Gamma, \hat{\pi}_{D_{\text{tr}}}; x_0)|\hat{\pi}_{D_{\text{tr}}}) \) itself. The second approximation holds readily when \( m \) is large enough. Otherwise, even for small \( m \), we could still use

\[
\left[ \frac{\text{EV}}{\chi^2_{m-1,1-\alpha/2}/(m-1)}, \frac{\text{EV}}{\chi^2_{m-1,\alpha/2}/(m-1)} \right]
\]

as a \((1 - \alpha)\)-level confidence interval (CI) for \( \mathbb{E}[\text{Var}(h(\Gamma, \hat{\pi}_{D_{\text{tr}}}; x_0)|\hat{\pi}_{D_{\text{tr}}})] \), where \( \chi^2_{m-1,\kappa} \) denotes the \( \kappa \)-th quantile of the \( \chi^2 \)-distribution with degree of freedom \( m - 1 \). This is assuming that the procedural variability is Gaussian and thus we can use the \( \chi^2 \)-distribution for inference on variance. The latter is related to the batching method that we discuss next.

### 5 Batching

In this section, we propose an alternative approach, based on **batching** \cite{35, 23, 24}, to avoid the Gram matrix inversion in the influence function calculation. Originating from simulation analysis, the key idea of batching is to construct a self-normalizing \( t \)-statistic that “cancels out” the unknown variance, leading to a valid confidence interval without explicitly needing to compute the variance. It can be used to conduct inference on serially dependent simulation outputs where the standard
error is difficult to analytically compute. Previous studies have demonstrated the effectiveness of batching on the use of inference for Markov chain Monte Carlo \cite{34,30,51} and also the so-called input uncertainty problem \cite{36}.

Our approach leverages the self-normalizing idea in batching to construct an epistemic variance estimator via the \(\chi^2\)-statistic, especially in the context of deep ensemble. We divide the data into several batches of equal size, say \(D_1, \ldots, D_K\), where \(K\) is a constant and \(|D_i| = \frac{n}{K}\). With a random initialization \(\Gamma\), we train the neural network on batch \(D_i\) once, and obtain the output \(\hat{y}_i(x_0) := h_i(\Gamma_i, \hat{\pi}_{D_i}; x_0)\) where \(i \in [K]\). We show that, perhaps surprisingly, it is easy to obtain the epistemic variance of a deep ensemble predictor by using the \(K\) batched predictors.

Recall in Section 4.1 we have argued that \(T(\hat{\pi}_{D_r}) \approx \mathcal{N}(T(\pi), \sigma^2/n)\). Suppose further that the training noise is also approximate Gaussian, independent of \(\hat{\pi}_{D_r}\) (recall from Theorem 3.1 that the uncertainty sources are all uncorrelated). In other words, we assume that

\[
h(\Gamma, \hat{\pi}_{D_r}; x_0) \xrightarrow{d} h_{\theta^*}(x_0) + \left( \frac{\sigma}{\sqrt{n}} Z + \tau W + B_0 \right) (1 + o_p(1))
\]

where \(B_0 = \mathbb{E}[\text{UQ}_{D_r} | \hat{\pi}_{D_r}]\) is the systematic bias from procedural variability, \(Z, W\) are two independent \(\mathcal{N}(0, 1)\), and the \(o_p(1)\) term is as the data size \(n\) and potentially a parameter controlling the procedural noise (such as training time) go to \(\infty\). To enhance credibility on this assumption, we have empirically verified it with our experiments; see Section 7. Thus we would obtain, for a deep ensemble predictor \(h_{m'}(x_0)\),

\[
\hat{h}_{m'}(x_0) \xrightarrow{d} h_{\theta^*}(x_0) + \left( \frac{\sigma}{\sqrt{m'}} Z + \frac{\tau}{\sqrt{m'}} W + B_0 \right) (1 + o_p(1))
\]

where \(Y \sim \mathcal{N}(0, 1)\) and \(\nu = \sqrt{\sigma^2/n + \tau^2/m'}\). This matches Theorem 3.2 which gives

\[
\text{Var}(\hat{h}_{m'}(x_0)) = \left( \frac{\sigma^2}{n} + \frac{\tau^2}{m'} \right) (1 + o(1))
\]

where we would have

\[
\mathbb{E}[\text{Var}(h(\Gamma, \hat{\pi}_{D_r}; x_0)|\hat{\pi}_{D_r})] \approx \sigma^2/n, \quad \text{Var}(\mathbb{E}[h(\Gamma, \hat{\pi}_{D_r}; x_0)|\hat{\pi}_{D_r}]) \approx \frac{\sigma^2}{n}
\]

Now for the batched predictors \(\hat{y}_i(x_0)\), we have similarly

\[
\hat{y}_i(x_0) \xrightarrow{d} h_{\theta^*}(x_0) + \left( \frac{\sigma}{\sqrt{l}} Z_i + \tau W_i + B_0 \right) (1 + o_p(1))
\]

where \(Z_i, W_i, i \in [K]\) are independent \(\mathcal{N}(0, 1)\). To estimate \(\text{Var}(\hat{h}_{m'}(x_0))\), we set \(K = m'\) so that each batched predictor satisfies

\[
\hat{y}_i(x_0) \xrightarrow{d} h_{\theta^*}(x_0) + (\sqrt{m'} \nu Y_i + B_0) (1 + o_p(1))
\]

Note that the RHS in (15) differs from that of (13) only by the \(\sqrt{m'}\) factor in front of the \(Y\). This turns out to enable the construction of a self-normalizing statistic and in turn an estimate for \(\sigma^2/n + \tau^2/m'\), as detailed below:

**Theorem 5.1.** Suppose a single model predictor \(h(\Gamma, \hat{\pi}_{D_r}; x_0)\) satisfies (12) and the batched predictors satisfy (14). Then, choosing the number of batches \(K = m'\) (assumed fixed), and letting \(\bar{y}(x_0) = \frac{1}{m} \sum_{i=1}^{m} \hat{y}_i(x_0)\) and \(S^2 = \frac{1}{m-1} \sum_{i=1}^{m} (\hat{y}_i(x_0) - \bar{y}(x_0))^2\) be the sample mean and variance of the batched predictors, we have \(S^2/m' \xrightarrow{\text{d}} \frac{\sigma^2}{n + \tau^2/m'} \Rightarrow \frac{\chi^2_{m'-1, 1-\alpha/2}/(m'-1)}{\chi^2_{m'-1, 1-\alpha/2}/(m'-1)}\) where \(\Rightarrow\) denotes convergence in distribution. Therefore,

\[
\left[ \frac{S^2/m'}{\chi^2_{m'-1, 1-\alpha/2}/(m'-1)}, \frac{S^2/m'}{\chi^2_{m'-1, 1-\alpha/2}/(m'-1)} \right]
\]

is an asymptotically exact \((1-\alpha)\)-level confidence interval (CI) for \(\frac{\sigma^2}{n} + \frac{\tau^2}{m'}\), the asymptotic epistemic variance of the deep ensemble estimator.
Theorem 5.1 shows that with the same number of batched predictors as the training runs used in the deep ensemble, we can construct an accurate-coverage CI for its epistemic variance. Note that by virtue of (16), we could also simply use $\sum_{i=1}^{n} 1F^2((x_i, y_i); T, \hat{\pi}_{D,0})$ as a rough estimate of $\text{Var}(\hat{h}_{m'}(x_0))$, which is accurate when $m'$ is moderate. We remark that Theorem 5.1 indicates a non-trivial, possibly surprising result: The correct approach to estimate the variance of deep ensemble predictor is to train a single, rather than ensemble neural network predictor in each batch. If we train an ensemble predictor in each batch, we would actually under-estimate the uncertainty of the original deep ensemble. Moreover, this result also suggests that batching has an advantageously light computation load, as it only requires the same number of training runs as the original deep ensemble predictor and does not involve any matrix calculation.

6 Summary and Combining Methods

In this section, we provide a summary of our proposals on epistemic variance estimation in (6):

a) IF: $\frac{\sigma^2}{n}$ (9) can be estimated by the influence function, which does not require network training but needs to evaluate the NTK Gram matrix: $\text{Var}(\hat{h}(\hat{\pi}_{D,0}; x_0)) \approx \frac{1}{m} \sum_{i=1}^{n} 1F^2((x_i, y_i); T, \hat{\pi}_{D,0})$.

b) EV: $\tau^2$ (11) can be estimated by the ensemble variance of $m$ networks: $\tau^2 \approx \frac{1}{m-1} \sum_{i=1}^{m} (h_{\theta_i}(x_0) - \bar{h}_m(x_0))^2$.

c) BA: $\frac{s^2}{n} + \frac{m^2}{m}$ can be estimated by the batched predictors which only requires $m'$ times of network training: $\text{Var}(\bar{h}_{m'}(x_0)) \approx \frac{s^2}{m'}$.

We provide some details on how to select estimation methods appropriately. Note that any two estimators from a)-c) give rise to separate estimates of both components in (6), so it is sufficient to choose any two of them.

a)+b): This combination involves matrix calculation in IF and $m$ training runs in building an ensemble in EV. $m$ is determined by the learner: A smaller $m$ can reduce the computational workload but produces less accurate point estimates of the variances. This combination is recommended when the Gram matrix inversion is not computationally expensive, either on small datasets, or on large datasets but with a strategy to reduce the computational cost of the Gram matrix inversion [83].

a)+c): This combination involves matrix calculation in IF and $m'$ batched training in BA. $m'$ cannot be too large or too small compared with the size of the dataset: If we increase $m'$ to a large number, then in each batch, we will have a small batch size $l$, which in turn deteriorates the required Gaussian approximation underpinning the batching method. On the other hand, if we decrease $m'$ to a small number, BA produces less accurate point estimates of the variances (but still accurate-coverage CIs). This combination is recommended when the Gram matrix inversion is not computationally expensive, either on small datasets with small $m'$, or on large datasets but with a strategy to reduce the computational cost of the Gram matrix inversion [83].

b)+c): This combination involves $m$ training runs in building an ensemble in EV and $m'$ batched training in BA. This combination can avoid matrix inversion calculation and is recommended for large datasets where the BA estimation will not be degraded by the dataset dividing.

7 Experiments

In this section, we conduct evaluations to demonstrate the effectiveness of our approaches: ensemble variance, influence function, and batching on the epistemic variance estimation (6). Since this is the first study that aims to quantify different sources of epistemic uncertainty, we do not find any off-the-shelf algorithms for baseline comparisons. Thus, to fully evaluate our model, we conduct comprehensive experiments on both synthetic datasets and benchmark real-world datasets with different problem settings. We will make our code publicly available.

Our approach does not require any prior knowledge of the underlying generative process and this knowledge is only used for ground-truth calculation on synthetic datasets. In each experiment on synthetic datasets, the ground-truth variance is empirically calculated with $J = 100$, which is a sufficiently large number of repeated trials leading to stable estimations. In each repetition $j \in [J]$, we generate a new training dataset from the same synthetic distribution and re-train the single
predictor/deep ensemble predictor to obtain the prediction \( h_j(x_0) \). Then, the ground-truth variance is calculated by the following equation: 
\[
\frac{1}{n^2} \sum_{j=1}^{J} \left( h_j(x_0) - \frac{1}{J} \sum_{i=1}^{J} h_i(x_0) \right)^2
\]
. By doing this, we can obtain the ground-truth data variance and procedural variance separately; See Section [D.1]

7.1 Synthetic Datasets

| \( d \) | \( n = 200 \) | \( n = 500 \) | \( n = 1000 \) |
|---|---|---|---|
| \( \sigma^2 \) | \( \tau^2 \) | \( \tau^2 \) | \( \tau^2 \) | \( \tau^2 \) | \( \tau^2 \) |
| \( \sigma^2 \) | \( \tau^2 \) | \( \tau^2 \) | \( \tau^2 \) | \( \tau^2 \) | \( \tau^2 \) |
| \( \sigma^2 \) | \( \tau^2 \) | \( \tau^2 \) | \( \tau^2 \) | \( \tau^2 \) | \( \tau^2 \) |

Table 1: Epistemic Variance Estimation on Synthetic Datasets with \( n = 200, 500, 1000 \) with Different Dimensions.

We conduct experiments on the following synthetic distribution: \( X \sim \text{Unif}([0, 0.2]^d) \) and \( Y \sim \sum_{i=1}^{d} \sin(X^{(i)}) + \mathcal{N}(0, 0.1^2) \) with multiple dimensionality settings \( d = 2, 4, 8, 16, 32 \) to study the dimensionality effect on the epistemic uncertainty. The training set \( \mathcal{D}_T = \{(x_i, y_i) : i = 1, ..., n\} \) is formed by i.i.d. samples of \((X, Y)\) with sample size \( n \) taking values in 200, 500, 1000. We use \( x_0 = (0.1, ..., 0.1) \) as the fixed test point and set \( K = m' = 5, \ n = 50 \). We implement a two-layer fully-connected NN with 1024 hidden neurons as the baseline predictor according to the NTK specification in Section [B] and it is optimized by the regularized square loss [18].

Tables [1] report the ground-truth (GT) variance and estimates from our proposed ensemble variance (EV), influence function (IF), and batching (BA). As a primary observation, the estimated variances from our methods appear highly consistent with the ground truth on all experiments with different settings, which evidently demonstrates the robustness and effectiveness of our proposals. In addition, we observe that:

1) The procedural variance seems almost uncorrelated with the size of training data, while the data variance reduces roughly at the rate \( n^{-1} \) when the size of training data increases. This observation is consistent with our [12].

2) Both procedural variance and data variance increase with the dimension of input data. In particular, the procedural variance increases much faster than the data variance. This is probably caused by the increasing number of minima in the networks along with the increasing number of parameters. This suggests that for large dataset, deep ensemble should be applied to reduce the procedural variance to boost performance.

7.2 Real-World Datasets

Finally, we conduct a series of experiments on the following widely-used benchmark real-world datasets: Boston, Concrete, Energy, Wine, and Yacht [42, 53, 58, 72, 70, 80]. The test point is chosen to be the mean feature vector. It is impossible to obtain the ground truth of epistemic variance on real-world datasets and hence, in this section, we focus on the implications of our estimates.
Table 2 presents the results of our proposed approaches on the benchmark datasets. As shown, on real-world datasets, the procedural variance is the predominant component in epistemic uncertainty. Compared with the synthetic datasets in Section 7.1 where we add additional data noise on the labels, these benchmark datasets seem to have less noise on the ground-truth labels, and thus have less data uncertainty. Hence, techniques which efficiently reduce the procedural variance (such as deep ensemble), can bring considerable improvements on the model performance. This also provides a theoretical justification of the findings that deep ensemble performs similarly as combining with Bagging methods in previous work [58].

8 Concluding Remarks

In this paper, we propose the first theoretical framework to dissect epistemic uncertainty in deep learning, with concrete justification and estimation methods for each component. By quantifying different constituents of epistemic uncertainty, our approaches can provide guidance on modeling and data collection to improve training. The evaluations on synthetic datasets fully corroborate our theory. Moreover, from the experiments in real-world datasets, we observe that the procedural variability is most likely to be the predominant component, which suggests the use of ensemble methods to boost model performance. Finally, quantifying epistemic uncertainty can also be very useful for real-world applications such as online learning problems, which is left as an interesting direction of future work.
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Appendices

We provide further results and discussions in this supplementary material. Section A discusses aleatoric uncertainty and predictive uncertainty. Section B discusses recent NTK work regarding the equivalence between the NN predictor and KR predictor. Section C presents the missing proofs for results in the main paper. Section D presents experimental details and more experimental results.

Appendix A Other Types of Uncertainty

We present an additional discussion on other types of uncertainty for the sake of completeness. Section A.1 presents aleatoric uncertainty and Section A.2 presents predictive uncertainty.

A.1 Aleatoric Uncertainty

We note that if we could remove all the epistemic uncertainty, i.e., letting $UQ_{EU} = 0$, the best predictor we could get is the Bayes predictor $f^*$. However, $f^*$, as a point estimator, is not able to capture the randomness in $\pi_{Y|X}$ if it is not a point mass distribution.

The easiest way to think of aleatoric uncertainty is that it is captured by $\pi_{Y|X}$. At the level of the realized response or label value, this uncertainty is represented by $UQ_{AU} = y - f^*(x)$.

If the connection between $X$ and $Y$ is non-deterministic, the description of a new prediction problem involves a conditional probability distribution $\pi_{Y|X}$. Standard neural network predictors can only provide a single output $y$. Thus, even given full information of the distribution $\pi$, the uncertainty in the prediction of a single output $y$ remains. This uncertainty cannot be removed by better modeling or more data.

There are multiple work aiming to estimate the aleatoric uncertainty, i.e., to learn $\pi_{Y|X}$. For instance, conditional quantile regression aims to learn each quantile of the distribution $\pi_{Y|X}$ [55, 67, 78]. Conditional density estimation aims to approximately describe the density of $\pi_{Y|X}$ [43, 27, 48, 23, 32, 49]. However, we remark that these approaches also face their own epistemic uncertainty in the estimation. See [21, 78, 10] for recent studies on the epistemic bias in quantile regression.

A.2 Predictive Uncertainty

In certain scenarios, it is not necessary to estimate each uncertainty separately. A distinction between aleatoric and epistemic uncertainties might appear less significant. The user may only concern about the overall uncertainty related to the prediction, which is called predictive uncertainty and can be thought as the summation of the epistemic and aleatoric uncertainties.

The most common way to quantify predictive uncertainty is the prediction set: We aim to find a map $\hat{C} : \mathcal{X} \rightarrow 2^Y$ which maps an input to a subset of the output space so that for each test point $x_0 \in \mathcal{X}$, the prediction set $\hat{C}(x_0)$ is likely to cover the true outcome $y_0$ [79, 11, 12, 63, 62, 61]. This prediction set is also called a prediction interval in the case of regression [53, 54]. The prediction set communicates predictive uncertainty via a statistical guarantee on the marginal coverage, i.e.,

$$P(y_0 \in \hat{C}(x_0)) \geq 1 - \delta$$

for a small threshold $\delta > 0$ where the probability is taken with respect to both training data $D_{tr}$ (epistemic uncertainty) for learning $\hat{C}$ and the test data $(x_0, y_0)$ (aleatoric uncertainty). It is more tempting to obtain a statistical guarantee with only aleatoric uncertainty by considering the probability conditional on the prediction set, i.e.,

$$P(y_0 \in \hat{C}(x_0)|\hat{C}) \geq 1 - \delta.$$  \hspace{1cm} (17)

However, this guarantee is in general very hard to achieve in the finite-sample case. Even asymptotically, (17) is not easy to achieve unless we have a very simple structure on the data distribution [72, 82]. A recent study show that (17) could hold in the finite-sample sense if we could leverage a set of validation data [19].
Appendix B  Theory of Neural Tangent Kernel

In this section, we provide a brief review on the theory of neural tangent kernel and discuss one of its results employed by our work.

NTK \cite{arora2019exact} has attracted a lot of attention recently since it provides a new perspective on training dynamics, generalization, and expressibility of over-parameterized neural networks. Recent papers show that when training an over-parametrized neural network, the weight matrix at each layer is close to its initialization \cite{allen2019convergence,bach2017breaking}. An over-parameterized neural network can rapidly reduce training error to zero via gradient descent, and thus finds a global minimum despite the objective function being non-convex \cite{allen2019convergence,bach2017breaking,hanin2019universal,kawaguchi2017deep}. Moreover, the trained network also exhibits good generalization property \cite{hanin2019universal,sun2020feedforward}. These observations are implicitly described by a notion, NTK, suggested by \cite{arora2019exact}. This kernel is able to characterize the training behavior of sufficiently wide fully-connected neural networks and build a new connection between neural networks and kernel methods. Another line of work is to extend NTK for fully-connected neural networks to CNTK for convolutional neural networks \cite{dinh2020approximating,luo2020kernelized,lei2020neural}. NTK is a fruitful and rapidly growing area.

We focus on the work that is relevant to our epistemic uncertainty quantification: Since the gradient of over-parameterized neural networks is nearly constant and close to its initialization, training networks is similar to kernel regression where the feature map of the kernel is the gradient of networks \cite{pmlr-v119-lee20a}. NTK is a fruitful and rapidly growing area.

We consider a fully-connected neural network defined formally as follows. Denote $g^{(0)}(x) = x$ and $d_0 = d$. Let

$$f^{(l)}(x) = W^{(l)}g^{(l-1)}(x), \quad g^{(l)}(x) = \sqrt{\frac{2}{d_l}} \sigma(f^{(l)}(x))$$

where $W^{(l)} \in \mathbb{R}^{d_l \times d_{l-1}}$ is the weight matrix in the $l$-th layer, $\sigma$ is the coordinate-wise ReLu activation and $l \in [L]$. The output of the neural network is

$$h_\theta(x) = f^{(L+1)}(x) = W^{(L+1)}g^{(L)}(x)$$

where $W^{(L+1)} \in \mathbb{R}^{1 \times d_L}$, and $\theta = (W^{(1)}, \ldots, W^{(L+1)})$ represents all the parameters in the network. Suppose the dimension of $\theta$ is $p$. We randomly initialize all the weights to be i.i.d. $\mathcal{N}(0, 1)$ random variables. In other words, we let $\Gamma_0 \sim \mathcal{N}(0, I_p)$ and let $\theta_0 = \theta(0)$ be an instantiation of $\Gamma_0$. This initialization method is essentially the He initialization \cite{he2015delving}. The NTK matrix is defined recursively as \cite{arora2019exact,allen2019convergence}:

For $l \in [L]$,

$$\Sigma^{(l)}(x, x') = x^T x' \in \mathbb{R},$$

$$\Lambda^{(l)}(x, x') = \left( \begin{array}{cc} \Sigma^{(l-1)}(x, x) & \Sigma^{(l-1)}(x, x') \\ \Sigma^{(l-1)}(x', x) & \Sigma^{(l-1)}(x', x') \end{array} \right) \in \mathbb{R}^{2 \times 2},$$

$$\Sigma^{(l)}(x, x') = 2 \mathbb{E}_{(u, v) \sim \mathcal{N}(0, \Gamma_0)}[\sigma(u)\sigma(v)] \in \mathbb{R}.$$  

We also define a derivative covariance:

$$\Sigma^{(l)'}(x, x') = 2 \mathbb{E}_{(u, v) \sim \mathcal{N}(0, \Lambda_0)}[\sigma'(u)\sigma'(v)] \in \mathbb{R},$$

The final (population) NTK matrix is defined as

$$K(x, x') = \sum_{l=1}^{L+1} \left( \Sigma^{(l-1)}(x, x') \prod_{s=l}^{L+1} \Sigma^{(s)'}(x, x') \right)$$

where $\Sigma^{(L+1)'}(x, x') = 1$ for convenience. Let $\langle \cdot, \cdot \rangle$ be the standard inner product in $\mathbb{R}^p$. Denote $J(\theta; x) := \nabla_{\theta} h_\theta(x)$. The empirical (since the initialization is random) NTK matrix is defined as $K_\theta(x, x') = \langle J(\theta; x), J(\theta; x') \rangle$. One of the most important statement in the NTK theory is that the empirical NTK matrix converges to the population NTK matrix as the width of the network increases \cite{arora2019exact,luo2020kernelized,lei2020neural}. In practice we can use the empirical NTK matrix to approximate the population NTK matrix.

Based on NTK, we can derive that the neural network (NN) predictor is essentially a kernel regression (KR) predictor whose kernel is the NTK kernel. More precisely, we focus on the regression problem
We remark that in the theory of NTK, the training manner is typically the standard gradient descent/gradient flow (feeding the network with the entire training data) \cite{25,59,6,87} so the uncertainty from the ordering of the data is of less importance. Therefore, we regard the random initialization $\Gamma_0$ as the only uncertainty from the procedural variability $\Gamma$.

Suppose the network is trained under the gradient flow: We minimize the empirical risk $\hat{R}(\theta)$ by gradient descent with infinitesimally small learning rate: $\frac{d\theta(t)}{dt} = -\nabla \hat{R}(\theta(t))$.

Let $h(\theta(t); x)$ be the network output at time $t$. Then after training, the final output of the network is

$$h_{nn}(\hat{\theta}; x) = \lim_{t \to \infty} h(\theta(t); x).$$

(19)

Note that there is procedural variability in $\hat{\theta}$ because $\theta_0 = \theta(0)$ is random.

On the other hand, we build a kernel regression based on the NTK. Recall that we let $K = (K(x_i, x_j))_{i,j=1, \ldots, n} \in \mathbb{R}^{n \times n}$ be the NTK Gram matrix evaluated on these training data. For a test point $x_0 \in \mathbb{R}^d$, we let $K(x_0, \cdot) \in \mathbb{R}^n$ be the kernel value evaluated between the testing point and all training points, i.e.,

$$K(x_0, x) := (K(x_0, x_1), K(x_0, x_2), \ldots, K(x_0, x_n))^T.$$

The prediction of the kernel regression using NTK with respect to an initial $h(\theta_0; \cdot)$ is

$$h_{kr}(x_0) = h(\theta_0; x_0) + K(x_0, x)^T (K + \lambda n I)^{-1} (y - h(\theta_0; x))$$

(20)

In other words, $h_{kr}(x) - h(\theta_0; x)$ is the solution to the kernel ridge regression problem:

$$\arg \min_{g \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} (y_i - h(\theta_0; x_i) - g(x_i))^2 + \lambda \|g\|_2^2$$

(21)

where $\lambda$ is a regularization hyper-parameter and $\mathcal{H}$ is the reproducing kernel Hilbert space constructed from the NTK kernel $K$ \cite{14}.

Note that there is procedural variability in $h_{kr}(x)$ because $\theta_0$ is random.

Previous work has established some equivalence between the NN predictor $h_{nn}(x)$ and the KR predictor $h_{kr}(x)$ based on a wide variety of assumptions; See below. We do not intend to dig into those detailed theorems and assume for simplicity that the following result holds:

**Assumption B.1.** Let $d_{\min} = \min\{d_1, \ldots, d_L\}$. We have

$$\lim_{d_{\min} \to \infty} \mathbb{E}_{\Gamma_0}[h_{nn}(\hat{\theta}; x)] = \mathbb{E}_{\Gamma_0}[h_{kr}(x)].$$

(22)

where $\mathbb{E}_{\Gamma_0}$ is taken with respect to the random initialization $\Gamma_0$.

In the case of $\lambda = 0$ (no regularization term in the loss), \cite{6,59} have established the equivalence between the NN predictor and the KR predictor, as described below.

In \cite{6}, their KR predictor is given by

$$h_{kr}(x_0) = K(x_0, x)^T (K + \lambda n I)^{-1} y$$

(23)

without the initial term $h(\theta_0; x_0)$. This is the standard kernel ridge regressor, which corresponds to kernel regression under gradient flow with zero initialization. Then they apply a small multiplier $\kappa > 0$, and modify the final output of the neural network to be

$$h'_{nn}(x) = \kappa h_{nn}(\hat{\theta}; x).$$

(24)

Their Theorem 3.2 rigorously establishes the equivalence between the (modified) NN predictor $h'_{nn}$ (24) and the KR predictor $h_{kr}$ (23) using the NTK. Informally, with high probability with respect to the random initialization $\Gamma_0$, we have $h_{kr}(x) \approx h'_{nn}(x)$.
Simultaneously, [59] introduces the linearized neural network, i.e., they replace the outputs of the neural network by their first order Taylor expansion. They obtain the final output of the linearized neural network (meaning $t \to \infty$ in the gradient descent) as

$$
    h_{lin}^t(\hat{\theta}; x) := h(\theta_0; x) + K(x_0, x)^T K^{-1}(y - h(\theta_0; x))
$$

which corresponds to our (20) when $\lambda = 0$. They show that in the infinite width limit (which is less realistic than [6]), we have informally

$$
    h_{lin}^t(\hat{\theta}; x) \approx h_{nn}(\hat{\theta}; x).
$$

In the case of $\lambda \geq 0$, [40, 43] consider to add the weight regularization in the both loss functions, i.e., the $\lambda$ in (18) and (21). These papers have shown certain equivalence between the NN predictor $h_{nn}(x)$ and the KR predictor $h_{kn}(x)$, which is similar to (22). They adopt a wide variety of assumptions, such as infinite width of networks, or zero-valued initialization $h(\theta_i; \cdot)$, or a small multiplier $\kappa$, or normalized training inputs $\|x_i\|_2 = 1$. Their results are also of different forms. The one we adopt in this paper is close to [59] but with a weight regularization [40]. Since a uniform statement is not available, we do not intend to write down a specific theorem for (22) in this paper. Interested readers can refer to the above papers.

### Appendix C Proofs

In this section, we provide detailed proofs for results in the main paper.

**Proof of Proposition 2.7** For any $h \in \mathcal{H}$, we have by the definition of $f^*$

$$
    \mathbb{E}_{Y \sim \pi_Y|x}[\mathcal{L}(f^*(X), Y)|X] \leq \mathbb{E}_{Y \sim \pi_Y|x}[\mathcal{L}(h(X), Y)|X]
$$

Taking expectation with respect to $X$, we obtain

$$
    \mathbb{E}[\mathcal{L}(f^*(X), Y)] = \mathbb{E}[\mathbb{E}_{Y \sim \pi_Y|X}[\mathcal{L}(f^*(X), Y)|X]] \\
    \leq \mathbb{E}[\mathbb{E}_{Y \sim \pi_Y|X}[\mathcal{L}(h(X), Y)|X]] \\
    = \mathbb{E}[\mathcal{L}(h(X), Y)].
$$

So $f^*$ is the true risk minimizer in (1), i.e., $\theta_{\theta^*} = f^*$.

**Proof of Theorem 3.7** We first note that

$$
    UQ_{MU} = h_{\theta^*} - f^*
$$

which is a deterministic value. So $UQ_{MU}$ is uncorrelated with the $UQ_{PV}$ and $UQ_{DV}$ and

$$
    \text{Var}(UQ_{MU} + UQ_{PV} + UQ_{DV}) = \text{Var}(UQ_{PV} + UQ_{DV}).
$$

Furthermore, we have

$$
    \text{Cov}(UQ_{PV}, UQ_{DV}) = \text{Cov}(\mathbb{E}[UQ_{PV}|\hat{\pi}_{D_{tr}}], \mathbb{E}[UQ_{DV}|\hat{\pi}_{D_{tr}}]) + \mathbb{E}[\text{Cov}(UQ_{PV}, UQ_{DV}|\hat{\pi}_{D_{tr}})]
$$

where the first equality uses conditioning, and the second equality is because $\mathbb{E}[UQ_{PV}|\hat{\pi}_{D_{tr}}]$, and also $UQ_{DV}$ given $\hat{\pi}_{D_{tr}}$, are constant. This shows that $UQ_{PV}$ and $UQ_{DV}$ are uncorrelated, so

$$
    \text{Var}(UQ_{PV} + UQ_{DV}) = \text{Var}(UQ_{PV}) + \text{Var}(UQ_{DV})
$$

where the second equality follows from conditioning, and the third equality is again because $\mathbb{E}[UQ_{PV}|\hat{\pi}_{D_{tr}}]$, and $UQ_{DV}$ given $\hat{\pi}_{D_{tr}}$, are constant.

\[\square\]
Proof of Theorem 3.2. In terms of estimation bias, we note that

$$\mathbb{E}[h_{\tilde{g}_i}(x_0) | \hat{\pi}_{D_r}] = \mathbb{E}[h(\Gamma, \hat{\pi}_{D_r}; x_0) | \hat{\pi}_{D_r}].$$

This implies that deep ensemble gives

$$\text{Var}(\tilde{h}_{m'}(x_0) | \hat{\pi}_{D_r}) = \frac{1}{m'} \sum_{i=1}^{m'} \text{Var}(h_{\tilde{g}_i}(x_0) | \hat{\pi}_{D_r}) = \frac{1}{m'} \text{Var}(h(\Gamma, \hat{\pi}_{D_r}; x_0) | \hat{\pi}_{D_r})$$

while the single model prediction gives $$\text{Var}(h(\Gamma, \hat{\pi}_{D_r}; x_0) | \hat{\pi}_{D_r})$$. Now using conditioning, we have

$$\text{Var}(\tilde{h}_{m'}(x_0)) = \text{Var}(\mathbb{E}[\tilde{h}_{m'}(x_0) | \hat{\pi}_{D_r}]) + \mathbb{E}[\text{Var}(\tilde{h}_{m'}(x_0) | \hat{\pi}_{D_r})]$$

as desired. \( \square \)

To prove Theorem 4.1 we need the following fact:

**Lemma C.1.** \( \hat{h}(\hat{\pi}_{D_r}; \cdot) \) in [3] is the solution to the following kernel ridge regression problem

$$\hat{h} - h_0 = \arg \min_{g \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} (y_i - h_0(x_i) - g(x_i))^2 + \lambda \|g\|_{\mathcal{H}}^2. \tag{26}$$

**Proof of Lemma C.1.** We first let \( \tilde{y}_i = y_i - h_0(x_i) \) be the shifted label. With a little abuse of notation, \( \hat{\pi}_{D_r} \) should be understood as the empirical distribution on the shifted training data \( \{(x_i, \tilde{y}_i) : i = 1, ..., n\} \). Now consider the kernel ridge regression problem

$$\arg \min_{g \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} (\tilde{y}_i - g(x_i))^2 + \lambda \|g\|_{\mathcal{H}}^2.$$ 

Standard theory in kernel ridge regression (e.g., Theorem 1 in [77]) shows that the closed form of the solution to the above problem is

$$g^*(x_0) = K(x_0, x)^T (K + \lambda n I)^{-1} \tilde{y} = K(x_0, x)^T (K + \lambda n I)^{-1} (y - h_0(x))$$

which corresponds to the definition of \( \hat{h}(\hat{\pi}_{D_r}; x_0) - h_0(x_0) \).

**Proof of Theorem 4.1.** Let \( \hat{h}(x) = \hat{h}(\hat{\pi}_{D_r}; x) \) for short. We first note that \( \text{Var}(\hat{h}(x_0) - h_0(x_0)) = \text{Var}(\hat{h}(x_0)) \) where the variance is only respect to the training data. Hence it is sufficient to study the variance of \( \hat{h}(x_0) - h_0(x_0) \) which is the solution of the problem (26) in Lemma C.1.

Let \( \Phi \) be the feature map associated with the NTK kernel. We apply Proposition 5 in [24] (see also [20] to calculate the influence function. With a slight abuse of notation, we use \( IF(z; T, \hat{\pi}_{D_r})(x_0) \) to represent the influence function at the fixed test point \( x_0 \) in the main paper, and reserve \( IF(z; T, \hat{\pi}_{D_r}) \) as a function only in this proof to be consistent with [24].

$$IF(z; T, \hat{\pi}_{D_r}) = -S^{-1}(2\lambda(\hat{h} - h_0)) + \mathcal{L}'(z_y - h_0(z_x) - (\hat{h}(z_x) - h_0(z_x)))S^{-1}\Phi(z_x)$$

$$= -S^{-1}(2\lambda(\hat{h} - h_0)) + 2(z_y - \hat{h}(z_x))S^{-1}\Phi(z_x).$$
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where \( S : \mathcal{H} \to H \) is defined by
\[
S(f) = 2\lambda f + \mathbb{E}_{\tilde{\pi}_{\mathcal{D}_n}}[\mathcal{L}''(Y - \tilde{h}(X))](\Phi(X), f)\Phi(X)
\]
To do this, we need to obtain \( S \) and \( S^{-1} \). Since the loss function is \( \mathcal{L}(\hat{y} - y) = (\hat{y} - y)^2 \), we have
\[
S(f) = 2\lambda f + \mathbb{E}_{\tilde{\pi}_{\mathcal{D}_n}}[\mathcal{L}''(Y - \tilde{h}(X))](\Phi(X), f)\Phi(X)] = 2\lambda f + \frac{2}{n} \sum_{j=1}^{n} f(x_j)\Phi(x_j).
\]
Suppose \( S^{-1}(2\lambda(\tilde{h} - h_0)) = g_1 \). Then at \( x_0 \), we have
\[
2\lambda(\tilde{h}(x_0) - h_0(x_0)) = S(g_1(x_0)) = 2\lambda g_1(x_0) + \frac{2}{n} \sum_{j=1}^{n} g_1(x_j)K(x_0, x_j).
\]
Hence
\[
g_1(x_0) = \tilde{h}(x_0) - h_0(x_0) - \frac{1}{\lambda n} \sum_{j=1}^{n} g_1(x_j)K(x_0, x_j)
\]
This implies that we need to evaluate \( g_1(x_j) \) on training data first, which is straightforward by letting \( x_0 = x_1, \ldots, x_n \):
\[
g_1(x) = \tilde{h}(x) - h_0(x) - \frac{1}{\lambda n} K (\lambda n)^{-1}(\hat{h}(x) - h_0(x))
\]
and
\[
g_1(x_0) = \tilde{h}(x_0) - h_0(x_0) - \frac{1}{\lambda n} K (\lambda n)^{-1}(\hat{h}(x) - h_0(x)) = \tilde{h}(x_0) - h_0(x_0) - K(x_0, x)^T(K + \lambda n I)^{-1}(\hat{h}(x) - h_0(x))
\]
Next we compute \( S^{-1}\Phi(z_x) = g_2 \). At \( x_0 \), we have
\[
K(z_x, x_0) = \Phi(z_x)(x_0) = S(g_2(x_0)) = 2\lambda g_2(x_0) + \frac{2}{n} \sum_{j=1}^{n} g_2(x_j)K(x_0, x_j)
\]
Hence
\[
g_2(x_0) = \frac{1}{2\lambda} K(z_x, x_0) - \frac{1}{\lambda n} \sum_{j=1}^{n} g_2(x_j)K(x_0, x_j)
\]
This implies that we need to evaluate \( g_2(x_j) \) on training data first, which is straightforward by letting \( x_0 = x_1, \ldots, x_n \):
\[
g_2(x) = \frac{1}{2\lambda} K(z_x, x) - \frac{1}{\lambda n} K g_2(x)
\]
so
\[
g_2(x) = (K + \lambda n I)^{-1}\left(\frac{n}{2}K(z_x, x)\right)
\]
and
\[
g_2(x_0) = \frac{1}{2\lambda} K(z_x, x_0) - \frac{1}{\lambda n} K (\lambda n)^{-1}(\hat{h}(x) - h_0(x)) = \frac{1}{2\lambda} K(z_x, x_0) - \frac{1}{\lambda n} K (\lambda n)^{-1}(\hat{h}(x) - h_0(x)) = K(x_0, x)^T(K + \lambda n I)^{-1}K(z_x, x)
\]
Combining previous results, we obtain
\[
IF(z; T, \tilde{\pi}_{\mathcal{D}_n})(x_0) = -\tilde{h}(x_0) + h_0(x_0) + K(x_0, x)^T(K + \lambda n I)^{-1}(\hat{h}(x) - h_0(x)) + 2(\hat{y} - \tilde{h}(z_x)) \left(\frac{1}{2\lambda} K(z_x, x_0) - \frac{1}{\lambda n} K (\lambda n)^{-1}(\hat{h}(x) - h_0(x)) \right)
\]
\[
= K(x_0, x)^T(K + \lambda n I)^{-1}(\hat{h}(x) - h_0(x)) = (\hat{y} - \tilde{h}(z_x)) K(z_x, x_0)
\]
\[
= K(x_0, x)^T(K + \lambda n I)^{-1}M_z(x) - M_z(x_0)
\]
as desired. \( \square \)
Proof of Theorem 4.2. In this proof, we write \( \hat{\pi}_n^{T, \pi} \) rather than \( \hat{\pi}_n^{T, \pi} \) to emphasize the size of training dataset \( n \). Since \( T(P) \) is \( \rho_\infty \)-Hadamard differentiable at \( \pi \), we have the following asymptotic normality by the central limit theorem [28, 76]:

\[
\sqrt{n}(T(\hat{\pi}_n^{T, \pi}) - T(\pi)) \xrightarrow{d} \mathcal{N}(0, \sigma^2)
\]

where \( \sigma^2 = \mathbb{E}_{\pi} |I\!F^2(z; T, \pi)| \). In other words,

\[
\sqrt{n}(\hat{h}(\pi_n^{T, \pi}; x_0) - h_{\theta^*}(x_0)) \xrightarrow{d} \mathcal{N}(0, \sigma^2)
\]

The uniform integrability implies (by Skorokhod’s theorem and Vitali convergence theorem) that

\[
\mathbb{E}\left[(\sqrt{n}(\hat{h}(\pi_n^{T, \pi}; x_0) - h_{\theta^*}(x_0)))^2\right] \to \mathbb{E}[\mathcal{N}(0, \sigma^2)^2] = \sigma^2
\]

which gives that

\[
\lim_{n \to \infty} |n \text{Var}(\hat{h}(\pi_n^{T, \pi}; x_0)) - \sigma^2| = 0 \tag{27}
\]

Since \( T(P) \) is continuously \( \rho_\infty \)-Hadamard differentiable (which implies continuously Gâteaux differentiable) at \( \hat{\pi}_n^{T, \pi} \), we have that

\[
\lim_{t \to 0} \left[ T(\hat{\pi}_n^{T, \pi} + t(\delta_z - T(\hat{\pi}_n^{T, \pi}))) - T(\hat{\pi}_n^{T, \pi}) \right] \leq 0, \quad \text{uniformly in } z
\]

where implies that for every \( n \), there exists a \( t_n \) (depending on \( \hat{\pi}_n^{T, \pi} \)), such that

\[
\left| \frac{T(\hat{\pi}_n^{T, \pi} + t_n(\delta_z - T(\hat{\pi}_n^{T, \pi}))) - T(\hat{\pi}_n^{T, \pi})}{t_n} - I\!F(z; T, \hat{\pi}_n^{T, \pi}) \right| \leq \epsilon, \quad \text{uniformly in } z. \tag{28}
\]

Without loss of generality, we assume \( t_n \to 0 \) as \( n \to \infty \).

Again, note that \( T(P) \) is continuously \( \rho_\infty \)-Hadamard differentiable (which implies continuously Gâteaux differentiable) at \( \pi \). Then since \( t_n \to 0 \) and \( \rho_\infty(\hat{\pi}_n^{T, \pi}, \pi) \xrightarrow{a.s.} 0 \), the definition implies that

\[
\lim_{n \to \infty} \left[ \frac{T(\hat{\pi}_n^{T, \pi} + t_n(\delta_z - T(\hat{\pi}_n^{T, \pi}))) - T(\hat{\pi}_n^{T, \pi})}{t_n} - L_\pi(\delta_z - \hat{\pi}_n^{T, \pi}) \right] = 0, \quad a.s. \text{ uniformly in } z
\]

where \( L_\pi(\delta_z - \hat{\pi}_n^{T, \pi}) \) is the Gâteaux differential of \( T \) at \( \pi \). Therefore, there exists a \( N_1 \), such that for \( n \geq N_1 \),

\[
\left| \frac{T(\hat{\pi}_n^{T, \pi} + t_n(\delta_z - T(\hat{\pi}_n^{T, \pi}))) - T(\hat{\pi}_n^{T, \pi})}{t_n} - L_\pi(\delta_z - \hat{\pi}_n^{T, \pi}) \right| \leq \epsilon, \quad a.s. \text{ uniformly in } z. \tag{29}
\]

As Gâteaux differential is a linear functional, we have that

\[
L_\pi(\delta_z - \hat{\pi}_n^{T, \pi}) = L_\pi(\delta_z - \pi) + L_\pi(\pi - \hat{\pi}_n^{T, \pi})
\]

\[
= L_\pi(\delta_z - \pi) + \frac{1}{n} \sum_{i=1}^{n} L_\pi(\pi - \delta_z_i)
\]

\[
= I\!F(z; T, \pi) - \frac{1}{n} \sum_{i=1}^{n} I\!F(z_i; T, \pi) \tag{30}
\]

Therefore, combing (28), (29) and (30), we have that for \( n \geq N_1 \),

\[
\left| I\!F(z; T, \hat{\pi}_n^{T, \pi}) - \left( I\!F(z; T, \pi) - \frac{1}{n} \sum_{i=1}^{n} I\!F(z_i; T, \pi) \right) \right| \leq 2\epsilon, \quad \text{uniformly in } z.
\]
Hence
\[
\left| IF^2(z;T,\hat{\pi}^n_{\mathcal{D}_n}) - \left( IF(z;T,\pi) - \frac{1}{n} \sum_{i=1}^{n} IF(z_i;T,\pi) \right)^2 \right|
\]
\[
= \left| IF(z;T,\hat{\pi}^n_{\mathcal{D}_n}) + \left( IF(z;T,\pi) - \frac{1}{n} \sum_{i=1}^{n} IF(z_i;T,\pi) \right) \right| \left| IF(z;T,\hat{\pi}^n_{\mathcal{D}_n}) - \left( IF(z;T,\pi) - \frac{1}{n} \sum_{i=1}^{n} IF(z_i;T,\pi) \right) \right|
\]
\[
\leq \epsilon \left( \left| IF(z;T,\pi) - \frac{1}{n} \sum_{i=1}^{n} IF(z_i;T,\pi) \right| + \epsilon \right)
\]
\[
= 2\epsilon \left| IF(z;T,\pi) - \frac{1}{n} \sum_{i=1}^{n} IF(z_i;T,\pi) \right| + \epsilon^2.
\]
Since this inequality holds for uniformly in \(z\), take \(z = z_j\) where \(j \in [n]\), we obtain
\[
\left| \frac{1}{n} \sum_{j=1}^{n} IF^2(z_j;T,\hat{\pi}^n_{\mathcal{D}_n}) - \frac{1}{n} \sum_{j=1}^{n} \left( IF(z_j;T,\pi) - \frac{1}{n} \sum_{i=1}^{n} IF(z_i;T,\pi) \right) \right|^2
\]
\[
\leq 2\epsilon \frac{1}{n} \sum_{j=1}^{n} \left| IF(z_j;T,\pi) - \frac{1}{n} \sum_{i=1}^{n} IF(z_i;T,\pi) \right| + \epsilon^2
\]
\[
\leq 2\epsilon \left( \frac{1}{n} \sum_{j=1}^{n} IF(z_j;T,\pi) - \frac{1}{n} \sum_{i=1}^{n} IF(z_i;T,\pi) \right)^2 + \epsilon^2 \quad (31)
\]
Note that by the strong law of large number, we have that
\[
\frac{1}{n} \sum_{j=1}^{n} \left( IF(z_j;T,\pi) - \frac{1}{n} \sum_{i=1}^{n} IF(z_i;T,\pi) \right)^2
\]
\[
= \frac{1}{n} \sum_{j=1}^{n} IF^2(z_j;T,\pi) - \left( \frac{1}{n} \sum_{i=1}^{n} IF(z_i;T,\pi) \right)^2
\]
\[
\overset{a.s.}{\longrightarrow} \sigma^2
\]
since \(\mathbb{E}_{z \sim \pi}[IF^2(z;T,\pi)] = \sigma^2\) and \(\mathbb{E}_{z \sim \pi}[IF(z;T,\pi)] = 0\). Therefore (31) implies that
\[
\limsup_{n \to \infty} \left| \frac{1}{n} \sum_{j=1}^{n} IF^2(z_j;T,\hat{\pi}^n_{\mathcal{D}_n}) - \frac{1}{n} \sum_{j=1}^{n} \left( IF(z_j;T,\pi) - \frac{1}{n} \sum_{i=1}^{n} IF(z_i;T,\pi) \right) \right|^2 \leq 2\epsilon \sigma + \epsilon^2, \quad a.s.
\]
and thus
\[
\lim_{n \to \infty} \left| \frac{1}{n} \sum_{j=1}^{n} IF^2(z_j;T,\hat{\pi}^n_{\mathcal{D}_n}) - \sigma^2 \right| = 0, \quad a.s.
\]
Combining it with (27), we obtain
\[
\lim_{n \to \infty} \left| \frac{1}{n} \sum_{j=1}^{n} IF^2(z_j;T,\hat{\pi}^n_{\mathcal{D}_n}) - n \text{Var}(\hat{h}(\hat{\pi}^n_{\mathcal{D}_n};x_0)) \right| = 0, \quad a.s.
\]

**Proof of Theorem 5.7** Note that \(K = m^i\). We have, by Assumptions (12) and (14), that
\[
\hat{h}_i(x_0) - h_\theta^i(x_0) = (\sqrt{K} \nu Y_i + B_0)(1 + o_\nu(1)),
\]
We provide more details about obtaining the ground-truth data variance and procedural variance which concludes the result.


\[
\bar{Y} = \frac{1}{K} \sum_{i=1}^{K} Y_i
\]

Throughout our experiments, we use a two-layer fully-connected NN with hidden neurons as 1024. As shown, our approaches are very efficient and even have the potential for real-time applications.

**Appendix D  Experiments: Details and More Results**

**D.1 Experimental Details**

We provide more details about obtaining the ground-truth data variance and procedural variance separately. As we discussed in Section 3.1, we have employed that

\[
\text{Var}(h(x_0)) \approx \frac{1}{J-1} \sum_{j=1}^{J} \left( h_j(x_0) - \frac{1}{J} \sum_{i=1}^{J} h_i(x_0) \right)^2 := \text{Var}(h(x_0))
\]

where \( J \) is the number of experimental repetitions (typically vary large). Note that we can allow \( h(x_0) \) to be a single model predictor \( h_{\theta_i}(x_0) \) or a deep ensemble predictor \( h_{m'}(x_0) \). It follows from Theorem 3.2 in Section 3.1 that

\[
\mathbb{E}[\text{Var}(h(\Gamma, \hat{\pi}_{D_r}; x_0) | \hat{\pi}_{D_r})] = \frac{m'}{m' - 1} \left( \text{Var}(h_{\theta_i}(x_0)) - \text{Var}(h_{m'}(x_0)) \right),
\]

\[
\mathbb{E}[\text{Var}(h(\Gamma, \hat{\pi}_{D_r}; x_0) | \hat{\pi}_{D_r})] = \frac{m'}{m' - 1} \left( \text{Var}(h_{\theta_i}(x_0)) - \frac{1}{m' - 1} \text{Var}(h_{\theta_i}(x_0)) \right).
\]

Hence, by replacing \( \text{Var}(h_{\theta_i}(x_0)), \text{Var}(h_{m'}(x_0)) \) with \( \text{Var}(h_{\theta_i}(x_0)), \text{Var}(h_{m'}(x_0)) \) respectively in the above equations, we obtain the ground truth data variance and procedural variance.

Throughout our experiments, we use a two-layer fully-connected NN with 1024 hidden neurons as the base predictor based on the NTK specification in Section B and it is trained using the regularized square loss with regularization hyper-parameter \( \lambda = 0.1 \). The learning rate is properly tuned based on the specific dataset and it is small (around \( 10^{-2} \)) to make the training procedure operate in the NTK regime. All experiments are conducted on a single GeForce RTX 2080 Ti GPU.

**D.2 Computational Analysis**

We further provide computational analysis for our approaches in the experiments. We report the execution time of the widely-used benchmark Boston dataset as a reference. The execution time of our approaches is approximately (unit: minutes): EV: 23.4 | IF: 12.4 | BA: 0.9. In addition, we illustrate the curve of EV values vs ensemble times in Figure 2. This shows that running 50 ensemble times is sufficient to produce robust results and running less ensemble times (to reduce the running time) such as 30 is also feasible. As shown, our approaches are very efficient and even have the potential for real-time applications.
In this section, we present additional experimental results on more datasets.

**Synthetic Datasets 2:** $X \sim \mathcal{N}(0, 0.1^2 I_d)$ and $Y \sim \sum_{i=1}^d \exp(X^{(i)}) + (X^{(i)})^2 + \mathcal{N}(0, (0.1d)^2)$. The training set $D_{tr} = \{(x_i, y_i) : i = 1, ..., n\}$ are formed by i.i.d. samples of $(X, Y)$ with sample size $n = 200$. We use $x_0 = (0.1, 0.1, ..., 0.1)$ as the fixed test point and set $K = m' = 5$, $m = 50$. The results are displayed in Table 3.

**Synthetic Datasets 3:** $X \sim \mathcal{N}(0, 0.1^2 I_d)$ and $Y \sim \sum_{i=1}^d \cos(X^{(i)}) + (X^{(i)})^3 + \mathcal{N}(0, (0.1d)^2)$. The training set $D_{tr} = \{(x_i, y_i) : i = 1, ..., n\}$ are formed by i.i.d. samples of $(X, Y)$ with sample size $n = 500$. We use $x_0 = (0.1, 0.1, ..., 0.1)$ as the fixed test point and set $K = m' = 5$, $m = 50$. The results are displayed in Table 4.

| $\tau^2$ GT | $\tau^2$ EV | $\tau^2$ Diff |
|----------------|----------------|----------------|
| $d = 2$ | $1.0 \times 10^{-3}$ | $0.1 \times 10^{-3}$ | $-9.0 \times 10^{-4}$ |
| $d = 4$ | $1.7 \times 10^{-3}$ | $1.4 \times 10^{-3}$ | $-3.0 \times 10^{-4}$ |
| $d = 8$ | $1.8 \times 10^{-2}$ | $1.3 \times 10^{-2}$ | $-5.0 \times 10^{-3}$ |
| $d = 16$ | $1.4 \times 10^{-1}$ | $0.9 \times 10^{-1}$ | $-5.0 \times 10^{-2}$ |

| $\sigma^2_n$ GT | $\sigma^2_n$ IF | $\sigma^2_n$ Diff |
|-----------------|----------------|----------------|
| $d = 2$ | $1.1 \times 10^{-3}$ | $1.5 \times 10^{-3}$ | $+0.4 \times 10^{-3}$ |
| $d = 4$ | $8.1 \times 10^{-3}$ | $8.7 \times 10^{-3}$ | $+0.6 \times 10^{-3}$ |
| $d = 8$ | $4.8 \times 10^{-2}$ | $5.0 \times 10^{-2}$ | $+0.2 \times 10^{-2}$ |
| $d = 16$ | $3.0 \times 10^{-1}$ | $3.4 \times 10^{-1}$ | $+0.4 \times 10^{-1}$ |

| $\frac{\sigma^2_n}{n} + \frac{\sigma^2_m}{m}$ GT | $\frac{\sigma^2_n}{n} + \frac{\sigma^2_m}{m}$ BA | $\frac{\sigma^2_n}{n} + \frac{\sigma^2_m}{m}$ Diff |
|---------------------|---------------------|---------------------|
| $d = 2$ | $1.1 \times 10^{-3}$ | $1.5 \times 10^{-3}$ | $+0.4 \times 10^{-3}$ |
| $d = 4$ | $8.4 \times 10^{-3}$ | $8.6 \times 10^{-3}$ | $+0.2 \times 10^{-3}$ |
| $d = 8$ | $5.2 \times 10^{-2}$ | $5.6 \times 10^{-2}$ | $+0.4 \times 10^{-2}$ |
| $d = 16$ | $3.3 \times 10^{-1}$ | $3.6 \times 10^{-1}$ | $+0.3 \times 10^{-1}$ |

Table 3: Epistemic Variance Estimation on Synthetic Datasets 2 with Different Dimensions.

**Figure 2:** EV values vs ensemble times.

D.3 Additional Experiments
Table 4: Epistemic Variance Estimation on Synthetic Datasets 3 with Different Dimensions.

| $d$ | $\tau^2$ GT | $\tau^2$ EV | $\tau^2$ Diff |
|-----|--------------|--------------|---------------|
| 2   | $4.5 \times 10^{-4}$ | $4.3 \times 10^{-4}$ | $-0.2 \times 10^{-4}$ |
| 4   | $1.1 \times 10^{-3}$ | $0.8 \times 10^{-3}$ | $-0.3 \times 10^{-3}$ |
| 8   | $1.0 \times 10^{-2}$ | $0.7 \times 10^{-2}$ | $-0.3 \times 10^{-2}$ |
| 16  | $0.4 \times 10^{-1}$ | $0.2 \times 10^{-1}$ | $-0.2 \times 10^{-1}$ |

| $d$ | $\sigma^2_n$ GT | $\sigma^2_n$ IF | $\sigma^2_n$ Diff |
|-----|----------------|----------------|------------------|
| 2   | $5.7 \times 10^{-4}$ | $6.3 \times 10^{-4}$ | $+0.6 \times 10^{-4}$ |
| 4   | $3.9 \times 10^{-3}$ | $4.5 \times 10^{-3}$ | $+0.6 \times 10^{-3}$ |
| 8   | $2.1 \times 10^{-2}$ | $2.4 \times 10^{-2}$ | $+0.3 \times 10^{-2}$ |
| 16  | $0.6 \times 10^{-1}$ | $0.8 \times 10^{-1}$ | $+0.2 \times 10^{-1}$ |

| $d$ | $\sigma^2 + \varepsilon^2$ GT | $\sigma^2_n + \varepsilon^2_n$ BA | $\sigma^2_n + \varepsilon^2_n$ Diff |
|-----|-----------------------------|------------------------------|---------------------|
| 2   | $6.6 \times 10^{-4}$ | $6.9 \times 10^{-4}$ | $+0.3 \times 10^{-4}$ |
| 4   | $4.1 \times 10^{-3}$ | $4.3 \times 10^{-3}$ | $+0.2 \times 10^{-3}$ |
| 8   | $2.3 \times 10^{-2}$ | $2.5 \times 10^{-2}$ | $+0.2 \times 10^{-2}$ |
| 16  | $0.7 \times 10^{-1}$ | $0.8 \times 10^{-1}$ | $+0.1 \times 10^{-1}$ |