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Abstract

We present a relativistic formulation of noncommutative mechanics were the object of noncommutativity $\theta^{\mu\nu}$ is considered as an independent quantity. Its canonical conjugate momentum is also introduced, what permits to obtain an explicit form for the generators of the Lorentz group in the noncommutative case. The theory, which is invariant under reparametrization, generalizes recent nonrelativistic results. Free noncommutative bosonic particles satisfy an extended Klein-Gordon equation depending on two parameters.
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I. INTRODUCTION

More than sixty years ago the first paper on space-time noncommutativity was written by Snyder[1]. There, the space-time coordinates $x^\mu$ have been promoted to operators $x^\mu$ satisfying the algebra

$$
[x^\mu, x^\nu] = i a^2 M^{\mu\nu} \\
[M^{\mu\nu}, x^\lambda] = i (x^\mu \eta^{\nu\lambda} - x^\nu \eta^{\mu\lambda}) \\
[M^{\mu\nu}, M^{\alpha\beta}] = i (M^{\mu\beta} \eta^{\nu\alpha} - M^{\mu\alpha} \eta^{\nu\beta} + M^{\nu\alpha} \eta^{\mu\beta} - M^{\nu\beta} \eta^{\mu\alpha})
$$

(1.1)

which is consistent with the identification $x^\mu = a M^{4\mu}$, $M^{AB}$ representing the generators of the group $SO(1,4)$. That work was not very successfully in its original motivation, which was the introduction of a natural cutoff for quantum field theories. However, in present times, space-time noncommutativity has been a very studied subject, associated with strings[2] and noncommutative field theories(NCFT’s)[3], which are related subjects[4, 5]. In NCFT’s, usually the first of relations (1.1) is replaced by

$$
[x^\mu, x^\nu] = i \theta^{\mu\nu}
$$

(1.2)

but in most situations, and contrarily to what occurs in (1.1), the object of noncommutativity $\theta^{\mu\nu}$ is considered as a constant matrix, which implies in the violation of the Lorentz symmetry[3]. A constant $\theta$ is indeed a consequence of the adopted theory. When strings have their end points on D-branes, in the presence of a constant antisymmetric tensor field background, this kind of canonical noncommutativity effectively arises. It is possible, however, to consider $\theta^{\mu\nu}$ as an independent operator[6], resulting in a true Lorentz invariant theory. The results of Ref.[6] have been applied to specific situations[7–9] and their consequences have been explored[10, 11]. These works[6–11] are based on some

---

1 $A, B = 0, 1, 2, 3, 4; \mu, \nu = 0, 1, 2, 3$. The parameter $a$ has dimension of length and $\hbar = c = 1$. 

---
contraction of the algebra (1.1), or equivalently, in the so called DFR algebra (12), that assumes, besides (1.2), the structure

\[
[x^\mu, \theta^{\alpha\beta}] = 0 \\
[\theta^{\mu\nu}, \theta^{\alpha\beta}] = 0
\]  

(1.3)

An important point of the DFR algebra is that the Weyl representation of noncommutative operators obeying (1.2,1.3) keeps the usual form of the Moyal product, and consequently the form of the usual NCFT’s, although the fields have to be considered as depending not only on \(x^\mu\) but also on \(\theta^{\alpha\beta}\). The DFR algebra has been proposed based in arguments coming from General Relativity and Quantum Mechanics. The construction of a noncommutative theory which keeps Lorentz invariance is an important matter, since there is no experimental evidence to assume Lorentz symmetry violation (13).

In noncommutative quantum mechanics (14)-(33), as in NCFT, a similar framework with constant \(\theta\) is usually employed, leading also to the violation of the Lorentz symmetry in the relativistic case or of the rotation symmetry for nonrelativistic formulations. In two recent works (34, 35) the author has explored some consequences of considering the object of noncommutativity as an independent quantity, respectively as an operator acting in Hilbert space, in the quantum case, or as a phase space coordinate, in the case of classical mechanics. In both situations it was introduced a canonical conjugate momentum for \(\theta\). It has been shown that both theories are related through the Dirac quantization procedure, once a proper second class constraint structure is postulated. Both theories are invariant under the action of \(SO(D)\).

In the present work we generalize the formalism appearing in (34, 35) (in its free limit) to the relativistic case, constructing in such a way noncommutative relativistic classical and quantum theories, both of them being invariant under the action of the Lorentz group \(SO(1, D)\). As an introduction to the subject, we first present a brief review of the ordinary free relativistic particle in Section 2. In Section 3 the algebraic structure for the noncommutative case is derived, by using the Dirac theory for Hamiltonian constrained
systems. The first class constraint that generates the reparametrization transformations is introduced in Section 4. The corresponding first order action which generates the constraint structure is also presented in that section, and its reparametrization invariance is proved. In Section 5 we present some equivalent actions, not explicitly depending on the momenta. In section 6 we discuss aspects related to the quantization of such model, where a generalized Klein-Gordon equation is derived, depending on two parameters. Concluding remarks are left for Section 7.

II. THE COMMUTATIVE RELATIVISTIC PARTICLE

The commutative free relativistic particle can be described by the first order action

\[ S = \int d\tau \, L_{FO} \]  \hspace{1cm} (2.1)

where \( \tau \) is an arbitrary evolution parameter and \[ L_{FO} = p.\dot{x} - \lambda \chi \] \hspace{1cm} (2.2)

In (2.2), \( \dot{x}^{\mu} = \frac{dx^{\mu}}{d\tau} \), \( \lambda \) is a Lagrange multiplier and \( \chi \) is a first class constraint expressing the mass shell condition

\[ \chi = \frac{1}{2}(p^{2} + m^{2}) = 0 \] \hspace{1cm} (2.3)

The equation of motion for \( p^{\mu} \) is just \( \dot{x} - \lambda p = 0 \). If that solution is reintroduced in (2.1) one obtains the einbein form of the action, where

\[ L_{e} = \frac{\dot{x}^{2}}{2\lambda} - \frac{\lambda}{2}m^{2} \] \hspace{1cm} (2.4)

Now the equation of motion for \( \lambda \) gives

\[ \dot{\lambda} = 0 \]

From this point, we adopt \( \mu, \nu = 0, 1, 2, \ldots, D \), with arbitrary \( D \geq 1 \). \( \eta^{\mu\nu} = diag(-1, +1, \ldots, +1) \).
\[ \lambda^2 = -\frac{\dot{x}^2}{m^2} \quad (2.5) \]

and when this is introduced in \( L_\epsilon \), one gets the explicit reparametrization invariant action \( \int d\tau L_0 \), where

\[ L_0 = -m \frac{\dot{x}^2}{\sqrt{-\dot{x}^2}} \quad (2.6) \]

All these three actions are equivalent, and are invariant under reparametrization or redefinition of the evolution parameter \( \tau \). Let us consider in some detail the first order action.

Under the equal \( \tau \) Poisson bracket structure given by

\[ \{ x^\mu, p_\nu \} = \delta^\mu_\nu \quad (2.7) \]

the reparametrization invariance is generated by \( G = \epsilon \chi \), where \( \epsilon = \epsilon(\tau) \) is an arbitrary infinitesimal parameter and \( \chi \) is given by (2.3). The phase space variables \( y \) are transformed accordingly to

\[ \delta y = \{ y, G \} \quad (2.8) \]

giving

\[ \delta x^\mu = \epsilon p^\mu \]
\[ \delta p_\mu = 0 \quad (2.9) \]

As can be verified,

\[ \delta L_{FO} = p_\epsilon \delta \dot{x} - \delta \lambda \chi \]
\[ = p_\epsilon \frac{d}{d\tau} \delta x - \delta \lambda \chi \]
\[ = \epsilon p_\epsilon \dot{\delta} + \epsilon p_\epsilon^2 - \delta \lambda \chi \quad (2.10) \]
and if $\delta \lambda = \dot{\epsilon}$, $\delta L_{FO}$ turns in a total derivative and the variation of the action \( (2.1) \) vanishes if $\epsilon$ vanishes in the extremes. This is characteristic of the so called covariant systems\[36\]. Under quantization, the phase space variables become operators acting in Hilbert space, the brackets \( (2.7) \) become commutators and this permits, for instance, that in the coordinate representation, the momenta acquire the usual derivative realization. In this situation, the constraint \( (2.3) \) acting over an state vector gives just the Klein-Gordon equation

\[
(\Box - m^2)\Psi(x) = 0 \tag{2.11}
\]

which selects the physical states in Hilbert space. This guarantees that an state represented by $\Psi$ is invariant under an unitary gauge transformation generated by $\chi$.

### III. THE NONCOMMUTATIVE ALGEBRAIC STRUCTURE

In this section, we present a relativist generalization of the algebraic structure found in \[35\]. To achieve this goal, it is introduced a constrained Hamiltonian system living in a phase space spanned by the quantities $x^\mu$, $Z^\mu$ and $\theta^{\mu\nu}$ and their conjugate momenta $p_\mu$, $K_\mu$ and $\pi^{\mu\nu}$. $x^\mu$ represents the usual coordinates, as in Section \ref{sec:2}. $\theta^{\mu\nu}$ is the object of noncommutativity which appears, as an operator, in \( (1.2) \), and $Z^\mu$ represents auxiliary variables introduced in order to properly implement space-time noncommutativity. After introducing the second class constraints necessary to generate the adequate Dirac brackets, $Z^\mu$ and $K_\mu$ can be eliminated from the final results, once the constraints can be used in a strong way. Accordingly to the discussed above, the fundamental non vanishing equal $\tau$ Poisson brackets involving all the phase space variables are given by

\[
\begin{align*}
\{x^\mu, p_\nu\} & = \delta_\nu^\mu \\
\{\theta^{\mu\nu}, \pi_{\rho\sigma}\} & = \delta^{\mu\nu}_{\rho\sigma} \\
\{Z^\mu, K_\nu\} & = \delta_\nu^\mu
\end{align*}
\tag{3.1}
\]
where $\delta^{\mu\nu}_{\rho\sigma} = \delta^\mu_\rho \delta^\nu_\sigma - \delta^\mu_\sigma \delta^\nu_\rho$. The second class constraints $\Xi^a = 0, a = 1, \ldots, 2D+2$, appearing in [35], are here generalized to

$$\Psi^\mu = Z^\mu - \frac{1}{2} \theta^{\mu\nu} p^\nu$$
$$\Phi_\mu = K_\mu - p_\mu$$ (3.2)

with the associated constraint matrix

$$(\Delta^{ab}) = \begin{pmatrix}
\{\Psi^\mu, \Psi^\nu\} & \{\Psi^\mu, \Phi^\nu\} \\
\{\Phi^\mu, \Psi^\nu\} & \{\Phi^\mu, \Phi^\nu\}
\end{pmatrix}.$$ (3.3)

with inverse

$$(\Delta^{-1}_{ab}) = \begin{pmatrix}
0 & -\eta_{\mu\nu} \\
\eta_{\mu\nu} & 0
\end{pmatrix}.$$ (3.4)

Now the Dirac brackets between any two phase space functions $A$ and $B$ is given by [36]

$$\{A, B\}_D = \{A, B\} - \{A, \Xi^a\} \Delta^{-1}_{ab} \{\Xi^b, B\}$$ (3.5)

As one can verify, the algebraic structure above permits to derive the Dirac brackets

$$\{x^\mu, p_\nu\}_D = \delta^\mu_\nu,$$ $$\{x^\mu, x^\nu\}_D = \theta^{\mu\nu}$$

$$\{p_\mu, p_\nu\}_D = 0,$$ $$\{\theta^{\mu\nu}, \pi_{\rho\sigma}\}_D = \delta^{\mu\nu}_{\rho\sigma}$$

$$\{\theta^{\mu\nu}, \theta^{\rho\sigma}\}_D = 0,$$ $$\{\pi_{\mu\nu}, \pi_{\rho\sigma}\}_D = 0$$ (3.6)

$$\{x^\mu, \theta^{\rho\sigma}\}_D = 0,$$ $$\{x^\mu, \pi_{\rho\sigma}\}_D = -\frac{1}{2} \delta^{\mu\nu}_{\rho\sigma} p_\nu$$

$$\{p_\mu, \theta^{\rho\sigma}\}_D = 0,$$ $$\{p_\mu, \pi_{\rho\sigma}\}_D = 0$$
involving the physical variables $x^\mu, p_\mu, \theta^{\mu\nu}$ and $\pi_{\mu\nu}$. The brackets listed above generalize the algebra found in Ref. \[34, 35\]. It is also interesting to display the remaining Dirac brackets where the auxiliary variables $Z^\mu$ and $K_\mu$ appear:

\begin{align*}
\{Z^\mu, K_\nu\}_D &= 0, & \{Z^\mu, Z_\nu\}_D &= 0 \\
\{K_\mu, K_\nu\}_D &= 0, & \{Z^\mu, x_\nu\}_D &= -\frac{1}{2} \theta^{\mu\nu} \\
\{K_\mu, x_\nu\}_D &= -\delta_\mu^\nu, & \{Z^\mu, p_\nu\}_D &= 0 \\
\{K_\mu, p_\nu\}_D &= 0, & \{Z^\mu, \theta^{\sigma\rho}\}_D &= 0 \\
\{Z^\mu, \pi_{\sigma\rho}\}_D &= \frac{1}{2} \delta^{\mu\nu} p_\nu, & \{K_\mu, \theta^{\sigma\rho}\}_D &= 0 \\
\{K_\mu, \pi_{\sigma\rho}\}_D &= 0 \\
\{K_\mu, K_\nu\}_D &= 0
\end{align*}

As in the nonrelativistic case, the shifted coordinate operator

$$X^\mu = x^\mu + \frac{1}{2} \theta^{\mu\nu} p_\nu$$

(3.8)

also plays a fundamental role. As can be verified,

\begin{align*}
\{X^\mu, X_\nu\}_D &= 0 & \{X^\mu, p_\nu\}_D &= \delta_\mu^\nu \\
\{X^\mu, x_\nu\}_D &= \frac{1}{2} \theta^{\mu\nu} & \{X^\mu \theta^{\sigma\rho}, \pi_{\rho\sigma}\}_D &= 0 \\
\{X^\mu, \pi_{\rho\sigma}\}_D &= 0 & \{X^\mu, Z_\nu\}_D &= -\frac{1}{2} \theta^{\mu\nu} \\
\{X^\mu, K_\nu\}_D &= \delta_\mu^\nu
\end{align*}

(3.9)

and so the generator of the Lorentz group

$$J^{\mu\nu} = X^\mu p_\nu - X^\nu p^\mu - \theta^{\mu\sigma} \pi_{\nu\sigma} + \theta^{\nu\sigma} \pi_{\mu\sigma}$$

(3.10)

actually closes in the $SO(1, D)$ algebra, with the use of the Dirac brackets given above. Actually
\[ \{ J^{\mu \nu}, J^{\rho \sigma} \}_{D} = \eta^{\mu \sigma} J^{\rho \nu} - \eta^{\nu \sigma} J^{\rho \mu} - \eta^{\mu \rho} J^{\sigma \nu} + \eta^{\nu \rho} J^{\sigma \mu} \]  

(3.11)

From a different point of view, a similar structure has been postulated in [37].

The Lorentz transformation of any phase space function \( A \) is generated by the action of \( J^{\mu \nu} \). Actually, by defining

\[ \delta A = -\frac{1}{2} \epsilon_{\rho \sigma} \{ A, J^{\rho \sigma} \}_{D} \]  

(3.12)

one arrives at

\[
\begin{align*}
\delta X^\mu &= \epsilon^\mu_\nu X^\nu \\
\delta \bar{x}^\mu &= \epsilon^\mu_\nu \bar{x}^\nu \\
\delta p_\mu &= \epsilon^\mu_\nu p_\nu \\
\delta \theta^{\mu \nu} &= \epsilon^\mu_\rho \theta^{\rho \nu} + \epsilon^\nu_\rho \theta^{\mu \rho} \\
\delta \pi_{\mu \nu} &= \epsilon^\rho_\mu \pi_{\rho \nu} + \epsilon^\rho_\nu \pi_{\mu \rho} \\
\delta Z^\mu &= \frac{1}{2} \epsilon^\mu_\nu \theta^{\rho \nu} p_\rho \\
\delta K_\mu &= \epsilon^\mu_\nu p_\nu
\end{align*}
\]  

(3.13)

The last two equations are also in the proper form, once one uses the second class constraints (3.2). The correct form of transformations (3.13) guarantees the Lorentz invariance of the theory. This is only possible because of the introduction of the canonical pair \( \theta^{\mu \nu}, \pi_{\mu \nu} \) as independent phase space variables, which permits the existence of an object like \( J^{\mu \nu} \) in (3.10).

IV. THE FIRST ORDER ACTION

This structure is almost identical to that one found in Ref. [35], replacing spatial indexes by space-time indexes, and \( \delta \)'s by \( \eta \)'s in convenient places. Other points can be more
subtle. Usually relativistic classical systems as relativistic particles, strings or branes, are invariant under reparametrization. This is associated with two related facts [36]: there are $M$ first class constraints that generate the reparametrization when the parameter space has dimension $M$, and the associated canonical Hamiltonian usually vanishes. This is just the case treated in Section 2, where $M = 1$. For the free noncommutative relativistic particle, this is also the case. So it is necessary to introduce some first class constraint.

A first candidate to be the desired constraint is the one given by the mass shell condition (2.3), since it has vanishing Poisson brackets with the second class constraints (3.2) and represents a suitable physical condition. One of the consequences of adopting (2.3) as the reparametrization generator is that only the physical coordinate $x^\mu$ transforms, among all the phase space variables. Actually, accordingly to the prescription (2.8), $G$ has vanishing Poisson brackets with all the remaining phase space variables. The reparametrization invariance is just the invariance of the action under the redefinition of $\tau$, and there is no apparent reason to explain such an asymmetric behavior between the ordinary coordinates and the tensor ones, given by the objects of noncommutativity.

It is tempting to add to $\chi$ a term like $\frac{1}{2}\pi^2$, but not only its dimension is $L^{-4}$, when the dimension of $\chi$ is $L^{-2}$, as it is not first class, in the sense that it has non vanishing Poisson brackets with $\Psi^\mu$, as defined in (3.2) (By construction any quantity has vanishing Dirac brackets with the second class constraints, as can be verified from (3.3)). A related quantity, however, is first class:

$$\chi' = \frac{1}{2}(\pi^2 + K_\mu \pi^{\mu\nu} p_\nu + \frac{1}{4}(K^2 p^2 - (K.p)^2))$$ (4.1)

Its form has been achieved by inspection. In the above expression internal products are sub intended. On the second class constraint surface, however, $\chi' \approx \frac{1}{2}\pi^2$. As can be verified,

$$\{\chi', \Psi^\mu\} = 0$$
$$\{\chi', \Phi_\mu\} = 0$$ (4.2)
In a broad sense, the bracket structure is generated by the second class constraints and the dynamics is generated by the first class constraint, for covariant systems. If one takes the nonrelativistic limit of such a system and compare with the free limit of the Hamiltonian system which describes the generalized noncommutative oscillator found in [34, 35], it is possible to write the desired first class constraint as

$$\Upsilon = \frac{m}{\Lambda} \chi' + \chi \quad (4.3)$$

which, with (3.2), completes the set of constraints. In (4.3), $\chi$ is given by (2.3) and $\chi'$ by (4.1). $\Lambda$ is a parameter with dimension of $L^{-3}$, which appears in [34, 35]. In (4.3) $m$ is not necessarily the same quantity which appears in (2.3), although it has that limit for vanishing noncommutativity.

After these points, it is possible, also in the present case, to construct an action that generates all the algebraic structure displayed above. It is written as in (2.1), but now

$$L_{FO} = p.\dot{x} + K.\dot{Z} + \pi.\dot{\theta} - \lambda_\alpha \Xi^\alpha - \lambda \Upsilon \quad (4.4)$$

Constraints (3.2,4.3) are generated as secondary constraints associated with the conservation of the trivial ones that express that the canonical momenta conjugate to the Lagrange multipliers vanish identically. It is not necessary to display this procedure here since it is quite trivial. We observe that in the commutative limit where $\theta^{\mu\nu}$ and $\pi_{\mu\nu}$ vanish, $Z^\mu$ and $K_\mu$ also vanish due to (3.2) and $\Upsilon$ goes to $\chi$. So (2.2) is recovered from (4.4).

Now, the reparametrization generator is assumed to be $\Upsilon$, and if one defines $G = \epsilon \Upsilon$, prescription (2.8) gives
\[
\delta x^\mu = \epsilon \left[ p^\mu + \frac{m}{2\Lambda} (-\pi^{\mu\nu} K_\nu + \frac{1}{2} (K^2 p^\mu - K.p K^\mu)) \right]
\]
\[
\delta p_\mu = 0
\]
\[
\delta \theta^{\mu\nu} = \epsilon \frac{m}{\Lambda} (\pi^{\mu\nu} - \frac{1}{2} (p^\mu K^\nu - p^\nu K^\mu))
\]
\[
\delta \pi_{\mu\nu} = 0
\]
\[
\delta Z^\mu = \epsilon \frac{m}{2\Lambda} [\pi^{\mu\nu} p_\nu + \frac{1}{2} (p^2 K^\mu - K.p p^\mu)]
\]
\[
\delta K_\mu = 0
\]
(4.5)

It is not hard to verify that under (4.5)

\[
\delta L_{FO} = \dot{\Gamma} - \epsilon \dot{\Upsilon} - \delta \lambda \dot{\Upsilon} - \delta \lambda_a \Xi^a
\]
and so the first order action is invariant if \(\delta \lambda_a = 0\) and \(\delta \lambda = \dot{\epsilon}, \epsilon\) vanishing in the extremes. In (4.6),

\[
\Gamma = p.\delta x + \pi.\delta \theta + K.\delta Z
\]
(4.7)

where \(\delta x, \delta \theta\) and \(\delta Z\) are given by (4.5).

V. ELIMINATING THE MOMENTA

In the previous section the first order action has been used to derive the constraint structure necessary to generate the Dirac brackets and the reparametrization transformations. As in the ordinary case, it is also possible here to eliminate the momenta in favor of the generalized velocities and the multipliers. Let us define the modified momentum

\[
\tilde{\pi}^{\alpha\beta} = \pi^{\alpha\beta} + \frac{1}{2} (K^{\alpha} p^\beta - K^{\beta} p^\alpha)
\]
(5.1)
Now, the equations of motion for $p^\mu$, $K^\mu$ and $\pi^{\mu\nu}$ extracted from the first order action (4.4) can be written respectively as

$$\dot{x}_\mu + \lambda_2 - \lambda p_\mu + \frac{m}{2\Lambda} \tilde{\pi}_{\mu\alpha} K^\alpha - \frac{1}{2} \theta_{\mu\alpha} \lambda_1^\alpha = 0$$ (5.2)

$$\dot{Z}_\mu - \lambda_2 - \frac{m}{2\Lambda} \tilde{\pi}_{\mu\alpha} p^\alpha = 0$$ (5.3)

and

$$\dot{\theta}_{\mu\nu} - \frac{m}{\Lambda} \tilde{\pi}_{\mu\nu} = 0$$ (5.4)

where $\lambda_1$ is the Lagrange multiplier associated with the constraint $\Psi^\mu$ and $\lambda_2$ is associated with $\Phi^\mu$, as defined in (3.2). From the above equations formally one gets

$$p_\mu = \frac{1}{\Lambda} (\dot{x}_\mu + \dot{Z}_\mu - \frac{1}{2} \theta_{\mu\nu} \lambda_1^\nu) + \dot{\theta}_{\mu\alpha} \Phi^\alpha$$ (5.5)

although there is a dependence on $p$ in $\Phi$. On the second class constraint surface, however, this term vanishes since $p^\mu \approx K^\mu$. In this way the first order Lagrangian reduces to

$$L_e = \frac{1}{2\Lambda} [(\dot{x} + \dot{Z} - \frac{1}{2} \theta \lambda_1)^2 + \frac{\Lambda}{m} \theta^2] - \frac{\lambda}{2} m^2 - \lambda_1 Z$$ (5.6)

This Lagrangian also reproduce the constraint structure we are working with. As can be verified, the first constraint in (5.2) comes from the equation of motion for $\lambda_1$,

$$Z^\mu - \frac{1}{2\Lambda} \theta^{\mu\nu} (\dot{x}_\nu + \dot{Z}_\nu - \frac{1}{2} \theta_{\nu\rho} \lambda_1^\rho) = 0$$ (5.7)

while the second one comes from the definition of the momenta conjugate do $x$ and to $Z$. The first class constraint comes from the equation of motion for $\lambda$, which gives a quantity that is weakly equal to (4.3). By using the equations of motion for $x^\mu$ and $Z^\mu$ as well as (5.7), we can see that $\lambda_1^\mu$ vanishes on shell and that formally $\dot{Z}^\mu = \frac{1}{2\Lambda} (\eta - \frac{1}{2\Lambda} \dot{\lambda})^{-1} \partial^{\mu\rho} \dot{x}_\rho$, 




expression that can be introduced in (5.6), formally eliminating the auxiliary variables, but introducing a high degree of nonlinearity.

Alternatively we can use the equation of motion of $\lambda$ to rewrite (5.6) as

$$L_0 = -m \frac{[(\dot{x} + \dot{Z} - \frac{1}{2} \theta \cdot \lambda_1)^2 + \frac{\Lambda}{m} \dot{\theta}^2]}{\frac{1}{2} (-\dot{x} + \dot{Z} - \frac{1}{2} \theta \cdot \lambda_1)^2 - \frac{\Lambda}{m} \dot{\theta}^2} - \lambda_1 \cdot Z$$

(5.8)

When $\theta^{\mu \nu}$ vanishes, which corresponds to the noncommutative case, (5.7) implies that $Z^\mu$ also vanishes and both (5.6) and (5.8) reduce to the corresponding Lagrangians found in Section 2. However, instead of working with these Lagrangians, we prefer to employ the first order Lagrangian (4.6). As one can verify, it is simpler to implement the quantization procedure, to be worked out in the next section, by using the complete phase space since the auxiliary variables can be trivially eliminated with the use of the second class constraints.

VI. QUANTIZATION

Now it is possible to quantize the classical structure displayed so far. As a first step the phase space variables $y^A$ are promoted to the operators $y^A$ acting in some Hilbert space, and the Dirac quantization prescription is consistently adopted, where

$$\{y^A, y^B\}_D \rightarrow \frac{1}{i} [y^A, y^B]$$

(6.1)

As the canonical quantization is following the rule given above, all the second class constraints can be taken in a strong way. So from (3.6) it follows the equal $\tau$ commutator structure

$$[x^\mu, p_\nu] = i \delta_\nu^\mu, \quad [x^\mu, x^\nu] = i \theta^{\mu \nu}$$

$$[p_\mu, p_\nu] = 0, \quad [\theta^{\mu \nu}, \pi_{\rho \sigma}] = i \delta^{\mu \nu}_{\rho \sigma}$$

$$[\theta^{\mu \nu}, \theta^{\rho \sigma}] = 0, \quad [\pi_{\mu \nu}, \pi_{\rho \sigma}] = 0$$

$$[x^\mu, \theta^{\rho \sigma}] = 0, \quad [x^\mu, \pi_{\rho \sigma}] = -\frac{i}{2} \delta^{\mu \nu}_{\rho \sigma} p_\nu$$

(6.2)
and it is not necessary to consider the auxiliary variables $Z^\mu$ and $K_\mu$, since the constraints (3.2) are to be taken strongly. By the same reason, $\chi'$ in (4.1) reduces to $\frac{1}{2}\pi^2$ and so, the first class constraint $\Upsilon$ reduces to the simpler form

$$\Upsilon = \frac{1}{2}(p^2 + \frac{m}{\Lambda}\pi^2 + m^2)$$

(6.3)

For a theory that presents gauge degrees of freedom, the physical states are selected by imposing that they have to be annihilated by the first class constraints \[36\]. This fact assures that an unitary gauge transformation, generated by the first class constraints, keeps the physical states unchanged, as it should be. This procedure is in the foundations of several quantization procedures of gauge theories \[36\]. In our case, if $|\Psi\rangle$ represents a physical state in Hilbert space, it must satisfy the condition

$$(p^2 + \frac{m}{\Lambda}\pi^2 + m^2)|\Psi\rangle = 0$$

(6.4)

Observe that this constraint condition does not represent what would be obtained if we were describing a particle in a space-time with $D + 1 + \frac{D(D+1)}{2}$ dimensions. This is so because $p^2$ and $\pi^2$ are independent Lorentz invariants. This anticipates the fact that in this model the bosonic particle is classified by two parameters and not by one, given by the rest mass, as in the ordinary case.

As in the nonrelativistic case \[34\], it is necessary to choose a basis for the Hilbert space associated with such a system. Due to the noncommutativity between the coordinate operators, their eigenvectors can not form that basis. Again the shifted coordinate operator

$$X^\mu = x^\mu + \frac{1}{2}\theta^{\mu\nu}p_\nu$$

(6.5)

plays a fundamental role. As one can verify,

$$[X^\mu, X^\nu] = 0 \quad [X^\mu, p_\nu] = i\delta^\mu_\nu \quad [X^\mu, \theta^\rho_\sigma] = 0 \quad [X^\mu, \pi^\rho_\sigma] = 0$$

(6.6)
This permits to adopt

\[ J^{\mu\nu} = X^\mu p^\nu - X^\nu p^\mu - \theta^{\mu\sigma} \pi_\sigma^\nu + \theta^{\nu\sigma} \pi_\sigma^\mu \]  

(6.7)
as the generators of the Lorentz group \( SO(1, D) \), since it closes in the appropriate algebra

\[ [J^{\mu\nu}, J^{\rho\sigma}] = i\eta^{\mu\sigma} J^{\rho\nu} - i\eta^{\nu\sigma} J^{\rho\mu} - i\eta^{\mu\rho} J^{\sigma\nu} + i\eta^{\nu\rho} J^{\sigma\mu} \]  

(6.8)
and generate the Lorentz transformations, as in Section 3, but now with the use of a commutator structure. The eigenvectors of the shifted coordinate operator (6.5) also can be used in the construction of a basis in Hilbert space. Generalizing what has been done in [34], it is possible to choose a coordinate basis \( |X', \theta'\rangle \) is such a way that

\[ X^\mu |X', \theta'\rangle = X'^\mu |X', \theta'\rangle \]
\[ \theta^{\mu\nu} |X', \theta'\rangle = \theta'^{\mu\nu} |X', \theta'\rangle \]  

(6.9)
satisfying usual orthonormality and completeness relations. In this basis

\[ <X', \theta'| p_\mu |X'', \theta''> = -i \frac{\partial}{\partial X'^\mu} \delta^{D+1}(X' - X'') \delta^{D+1}(\theta' - \theta'') \]  

(6.10)
and

\[ <X', \theta'| \pi_{\mu\nu} |X'', \theta''> = -i \delta^{D+1}(X' - X'') \frac{\partial}{\partial \theta^{\mu\nu}} \delta^{D+1}(\theta' - \theta'') \]  

(6.11)
implying that both momenta acquire a derivative realization.

It is interesting to redefine the variables \( \theta \) and \( \pi \), by introducing the conjugate variables

\[ Y^{\mu\nu} = \sqrt{\frac{\Lambda}{m}} \theta^{\mu\nu} \]
\[ P_{\mu\nu} = \sqrt{\frac{m}{\Lambda}} \theta^{\mu\nu} \]  

(6.12)
which have respectively the same dimensions of $X^\mu$ and $P_\mu$.

Expression (6.6) to (6.11) are not formally modified when written in terms of the above variables. In the coordinate basis, written now in terms of the eigenvalues $X'^\mu$ and $Y'_{\mu\nu}$, condition (6.4) is expressed as

\[
(\Box' + \frac{1}{2} \frac{\partial}{\partial Y'_{\mu\nu}} \frac{\partial}{\partial Y'_{\mu\nu}} - m^2) \Psi(X', Y') = 0 \tag{6.13}
\]

where $\Box' = \frac{\partial}{\partial X'^\mu} \frac{\partial}{\partial X'^\mu}$. This extended Klein-Gordon equation is very simple. We can use the separation of variables procedure to get from (6.13) the two equations

\[
(\Box' - m^2 + \Delta) \Psi_1(X') = 0 \tag{6.14a}
\]

\[
\left( \frac{1}{2} \partial_{\mu\nu} \partial_{\mu\nu} - \Delta \right) \Psi_2(Y') = 0 \tag{6.14b}
\]

where $\Psi(X', Y') = \Psi_1(X')\Psi_2(Y')$, $\partial_\mu = \frac{\partial}{\partial X'^\mu}$ and $\partial_{\mu\nu} = \frac{\partial}{\partial Y'_{\mu\nu}}$. The parameter $\Delta$ can be positive, negative or null, depending of the Lorentz character of $P_{\mu\nu}$. As commented, $|\Psi>$ depends on two parameters, $m$ and $\Delta$. Now (6.13) can be derived from the action

\[
S = \int d^{D+1} X' \ d^{D+1} Y' \frac{1}{2} \left( \partial^\mu \Psi \partial_\mu \Psi + \frac{1}{2} \partial_{\mu\nu} \Psi \partial_{\mu\nu} \Psi - m^2 \Psi^2 \right) \tag{6.15}
\]

which can be taken as the starting point for implementing a second quantization procedure for the free noncommutative bosonic particle [38], with interesting consequences. This modified Klein-Gordon equation and its corresponding quantum field theory can be relevant at a high energy scale, where features characteristic of quantum gravity or string theory probably arise. For other energy scales, the factor $\Delta$ probably can be effectively taken as a vanishing quantity, and so this approach does not imply significant modifications with respect to the ordinary free field theory.

In a complementary point of view, it is also possible to associate the objects of noncommutativity to compactified dimensions or to assume that the noncommutative particle is not really free but that there is some sort of confining potential in the $\theta, \pi$ sector. This
results in the introduction of a weigh function $W(\theta')$ or $W(Y')$ associated with the volume element of the corresponding action. So, in place of (6.15), we could have

$$S = \int d^{D+1}X' d^{D(D+1)/2}Y' W(Y') \left( \frac{1}{2} \partial^\mu \Psi \partial_\mu \Psi + \frac{1}{2} \partial_{\mu \nu} \Psi \partial_{\mu \nu} \Psi - m^2 \Psi^2 \right)$$

(6.16)

and the ordinary field theory action would correspond to expression (6.16) after the integration in $\theta$. A similar structure arises in the nonrelativistic case [34], where there is a confining potential in the $\theta$ sector, associated with a kind of extended noncommutative oscillator, which effectively generates a weight function like $W(\theta)$.

In string theory, however, an approach similar to the one found here could present drastic consequences. This is so not only because the dynamics associated with $\theta, \pi$ could not be disconsidered, but, more important, because the counting of the bosonic degrees of freedom would be different from the one appearing in ordinary string theory. Here the idea is that if tensor operators are included, as the objects of noncommutativity, the counting of the string bosonic degrees of freedom is not $D + 1$ but $D + 1 + \frac{D(D+1)}{2}$, due to the existence of $\theta^{\mu \nu}$. This implies that in $D + 1 = 4$, the number of bosonic degrees of freedom would be 10. So, in a supersymmetric scheme, the string anomaly cancelation would occur just for $D + 1 = 4$. Related ideas appeared by the first time in Ref. [39], without involving noncommutativity.

VII. CONCLUSIONS

To close this work, we observe that it has been possible to consistently treat the object of noncommutativity $\theta^{\mu \nu}$ as a phase space coordinate or as a Hilbert space operator, once its conjugate momentum is also considered. The classical and the corresponding quantum theory so constructed are invariant under the action of the Lorentz group, and the results are very simple, at least in the free case. The physical states are selected by a condition that implies in a modified Klein-Gordon equation with an extended derivative operator, involving the objects of noncommutativity. The second quantization of this model is
under construction and presents interesting features \[38\]. Other point that must be considered is the introduction of interactions, for instance by using some minimal coupling procedure with extended covariant derivatives. This program follows a route that is not the usual one found in NCFT’s. Contrarily to what occurs here, the usual formulations of NCFT’s do not introduce modifications in the ordinary field theories, in the free case. As it is well known \[3\], there only interaction terms capture noncommutativity through Moyal products. These modifications seem to be relevant because we expect that unusual geometrical structures may arise at very high energies, and this new physics probably should occur even for a free particle.
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