Calculating thermal stability and attempt frequency of advanced recording structures without free parameters
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Ensuring a permanent increase of magnetic storage densities is one of the main challenges in magnetic recording. Conventional approaches based on single phase grains are not suitable to achieve this goal, because their grain volume is limited due to the superparamagnetic limit. Grains with graded anisotropy are the most promising candidates to overcome this limit, providing magnetic memory bits with small volumes, low coercivity and high thermal stability at the same time. Combining micromagnetic simulations with forward flux sampling (FFS), a computational method for rare events that has been recently applied to the magnetic nanostructures, we have determined thermal escape rates and attempt frequencies of a graded media grain and two single phase grains of the same geometry. We find that graded anisotropy can increase the thermal stability of a grain by 12 orders of magnitudes from tens of milliseconds to centuries without changing the coercive field.

Future magnetic recording devices will require high coercivity materials such as FePt in order to insure thermal stability at high storage densities. However, the requirements of small volume (for high densities), low coercivity (for good writeability) and high thermal stability can not be optimized at the same time using single phase grains, consisting of just one material. While the magnetic reversal of small grains of high-coercivity materials requires fields that exceed the capability of state-of-the-art magnetic write heads, small grains of low-coercivity materials have insufficient thermal stability. Recently, a new type of grain was proposed that is easily writeable and, at the same time, thermally stable even for small grain sizes [1, 2]. The grain consists of a stack of different materials with graded anisotropy, designed to overcome the superparamagnetic limit by reducing the coercive field while keeping a high barrier opposing spontaneous magnetization reversal. Calculations [1, 2, 3] carried out with the nudged elastic band (NEB) method [3] confirm a high energy barrier $\Delta E_b$, for the magnetization reversal of such graded media grains with small volumes and low coercivity. Following the proposal of graded media grains, however a controversy has arisen [6] on the value of the attempt time $\tau_0$, which, together with the barrier height $\Delta E_b$, determines the thermal relaxation time $\tau$ according to the Arrhenius-Neel law

$$\tau = \tau_0 e^{\frac{\Delta E_b}{k_B T}}. \quad (1)$$

Here, $k_B$ and $T$ are the Boltzmann constant and the temperature, respectively, and $\tau_0$ is the inverse of the attempt frequency, $f_0 = 1/\tau_0$. The relaxation time $\tau$ is the average time between spontaneous magnetization reversals and is a measure of the thermal stability of the grain. While one usually assumes that the attempt time $\tau_0$ is in the nanosecond range, it was suspected [6] that for graded media grains $\tau_0$ increases over many orders of magnitude, thus lowering the total thermal stability of graded media grains significantly despite the high energy barrier $\Delta E_b$.

In this work we demonstrate, using computer simulations, that graded media grains are far from the superparamagnetic limit, providing high density storage devices with low coercivity and at the same time high thermal stability. We consider magnetic particles of various compositions and model their micromagnetic dynamics with a set of Langevin equations, which arise from the Landau-Lifshitz-Gilbert equation including thermal fluctuations,

$$\frac{d\hat{m}}{dt} = -\frac{|\gamma|}{(1 + \alpha^2)} \{\hat{m} \times (H_{\text{eff}}[\hat{m}] + H_{\text{th}})\} - \frac{\alpha |\gamma|}{(1 + \alpha^2)} \{\hat{m} \times [\hat{m} \times (H_{\text{eff}}[\hat{m}] + H_{\text{th}})]\} \quad (2)$$

In this equation, $\gamma$ is the reduced electron gyromagnetic ratio ($|\gamma| = |\gamma_e \cdot \mu_0| = 2.213 \cdot 10^5 \text{m/As}$), $\alpha$ is the damping parameter and $\hat{m}$ is the space dependent magnetization of the magnetic particle normalized by its saturation magnetization. In the simulations, one configuration vector $\hat{m}$ contains the spatial components of all $K$ computational nodes in the finite element model of the underlying particle and thus has $3K$ components. The effective magnetic field $H_{\text{eff}}[\hat{m}]$ is obtained by taking the functional derivative of the total energy $E_{tot}$ of the system with re-
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spect to the magnetization. We consider exchange, anisotropy, demagnetization and Zeeman energy contributions. $H_{th}$ describes a random thermal field with white noise properties, which accounts for the thermal activation of the system.

The thermally activated magnetization reversal of long-lived magnetic nanostructures is typically a rare event, i.e., the average time between magnetization reversals is much longer than the time scale for typical magnetization fluctuations of the system evolving according to Eq. [2]. In particular, the barrier crossing events take place quickly when they happen, but the waiting times between such events are long. Several techniques, including the string method [5], transition path sampling [7,9], and forward flux sampling (FFS) [10,11], have been put forward in the past decades to study the mechanism and the kinetics of such rare events in computer simulations. Here, we compute relaxation times $\tau$ and attempt times $\tau_0$ of magnetic grains using FFS, which was recently shown [12] to accurately describe thermally driven magnetization reversals of long-lived metastable nanostructures.

In the FFS method, one defines a set of non-overlapping interfaces between the initial state, $A$, and the final state, $B$, of the transition. The interfaces are defined by requiring that an order parameter $\lambda(\hat{m})$ takes particular values $\lambda_i$. Transition pathways connecting the initial with the final state are then constructed by considering short trajectory segments connecting adjacent interfaces. From the statistics of these trajectory segments one can then estimate the rate constant $k_{AB}$ for transitions from $A$ to $B$ is then given by

$$k_{AB} = \frac{1}{\tau} = \Phi_{A,1} \prod_{i=1}^{n-1} P(\lambda_{i+1} | \lambda_i),$$

where $n$ is the total number of interfaces and $\Phi_{A,1}$ is the flux of trajectories coming from region $A$ and crossing interface $\lambda_1$. The order parameter values $\lambda_0$ and $\lambda_n$ define the boundaries of states $A$ and $B$, respectively. In the product on the right-hand side of Eq. [3] the expression $P(\lambda_{i+1} | \lambda_i)$ is the conditional probability of trajectories that have crossed interface $i$ to cross interface $i+1$ rather than returning to $A$. For further details of the FFS method, concerning both the general aspects as well as the actual implementation of the method in the case of thermally driven magnetization reversals of magnetic nanostructures, we refer to Ref. [12].

The stable states $A$ and $B$ as well as the interfaces between these states are defined in the following way. First, the minimum energy configurations $\hat{m}_A$ and $\hat{m}_B$ are determined by minimising the total energy $E_{tot}$. Then, the NEB method is used to compute the minimum energy path between the energy minima, yielding a sequence of magnetic configurations $\hat{m}_i$ with $0 \leq i \leq n$ along this path. To define the stable states $A$ and $B$ and the interfaces between them, we introduce the order parameter

$$\lambda_A(\hat{m}) = \frac{1}{\sqrt{\sum_{j=1}^{3K} (m_{A,j} - m_j)^2}},$$

where $m_{A,j}$ and $m_j$ are the components of the minimum energy configuration $\hat{m}_A$ and of the arbitrary magnetic configuration $\hat{m}$, respectively. Hence, $\lambda_A(\hat{m})$ is the Euclidean norm of $\hat{m}_A - \hat{m}$ measuring the distance of $\hat{m}$ from $\hat{m}_A$. The order parameter $\lambda_B(\hat{m})$, quantifying the distance to the minimum energy configuration $\hat{m}_B$, is defined analogously. Using these definitions, order parameter values can be assigned to any given magnetic configuration as illustrated in Fig. 1. The interfaces are then defined by

$$\lambda_A(\hat{m}_i) = \lambda_i, \quad 1 \leq i \leq n - 1,$$

where the order parameter values $\lambda_i$ are obtained by applying the order parameter $\lambda_A$ to the configurations resulting from the NEB-calculation, $\lambda_i = \lambda_A(\hat{m}_i)$. The stable states $A$ and $B$ are defined similarly,

$$\hat{m} \in A \quad \text{if} \quad \lambda_A(\hat{m}) \leq \lambda_0 = \lambda_A(\hat{m}_0)$$

$$\hat{m} \in B \quad \text{if} \quad \lambda_B(\hat{m}) \leq \lambda_n = \lambda_B(\hat{m}_n).$$

Using these definitions one can easily check if the system resides in one of the stable states or on which side of a particular interface it is located. Note that the interface definitions given here differ somewhat from those of Ref. [12], in which the interfaces are constructed as hyperplanes. The new approach used here is computationally less expensive, but yields the same accuracy as the earlier method. In addition, the procedure for the optimisation of the interface locations [13] converges considerably faster with the new interface definitions.
Since in this work we aim at comparing the magnetic storage properties of single phase grains and graded media grains, we calculate their thermal stability in terms of the average retention time of the magnetic moments in one of the two equally probable energy minima. We examine one graded media and two single phase grains of different magnetic anisotropy. The same model geometry, an elongated prism with a pentagonal basal plane, is used for all investigated grains. The prism has a height of 20 nm and the edge length of its basal plane is 3.53 nm. Based on its uniaxial anisotropy, the preferred magnetization direction of the particle is pointing along the z-axis. Without the presence of an external magnetic field, the system has two stable states with all magnetic moments aligned in the ±z-direction. The spatial discretization of the finite element calculations is the same for all models (54 nodes, 120 volume elements and 90 surface elements) as is the magnetic polarization \(\mu_0 M_S = 0.5 \, \text{T} \), the exchange constant \(A = 10^{-11} \, \text{J/m} \), and the damping constant \(\alpha = 0.02 \). Material and simulation parameters only differ in the profile of the anisotropy constant \(K\) along the grains. While a single phase grain consists of just one material, the graded media grain consists of several materials with a quadratically increasing anisotropy constant, as proposed by Suess et al. [2].

In order to compare the different grain models regarding their applicability in real memory devices, we compute their coercive fields by analyzing the hysteresis loops of the grains determined in direct LLG simulations of the finite element model. The various coercive fields obtained from these calculations and the respective energy barriers of the magnetization reversals (obtained by the NEB method [3, 4]) are as follows. The graded media grain (GM), which consists of 8 segments with a quadratically increasing anisotropy constant, \(K(z) = z^2 \cdot 4.57 \times 10^{21} \, \text{J/m}^3\), has a coercive field of \(\mu_0 H_C = 1.11 \, \text{T} \) and an energy barrier of \(\Delta E_h = 53.2 \, k_B T\). In addition, we investigate a soft and a hard magnetic single phase grain (SmSP and HmSP) with anisotropies of \(K_1 = 1.9 \times 10^5 \, \text{J/m}^3 \) and \(K_1 = 6.61 \times 10^5 \, \text{J/m}^3\), respectively. The SmSP grain has the same coercive field \((\mu_0 H_C = 1.11 \, \text{T})\) as the graded media grain, but a significantly lower energy barrier of \(\Delta E_h = 22.47 \, k_B T\). The HmSP has an energy barrier of \(\Delta E_h = 53.78 \, k_B T\), which is comparable to that of the graded media grain, but has a significantly larger coercive field of \(\mu_0 H_C = 3.3 \, \text{T}\). These properties are summarised in Table I.
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**FIG. 2.** (Color online) Exemplarily chosen magnetic configurations along the transition paths of thermally activated magnetization reversals of the investigated graded media (GM) grain, soft magnetic single phase (SmSP) grain and hard single phase magnetic grain (HmSP) grain, at a temperature of 300 K. The GM grain has an anisotropy constant \(K_1(z) \propto z^2\) increasing quadratically along the grain from zero to a maximum of \(K_{1,\text{max}} = 1.4 \, \text{MJ/m}^3\). The colors on the grains indicate the average normalized z-component of the magnetization.

| Grain | \(K_1 \, \text{[MJ/m}^3]\) | \(\Delta E_h / k_B T\) | \(\mu_0 H_C \, \text{[T]}\) |
|-------|-----------------|-----------------|-----------------|
| GM    | 0.0 – 1.4       | 53.62           | 1.11            |
| SmSP  | 0.19            | 22.47           | 1.11            |
| HmSP  | 0.661           | 53.78           | 3.30            |

TABLE I. Comparison of the most important properties of the three investigated grain models. \(K_1\) is the anisotropy constant, \(\Delta E_h\) the energy barrier (in units of \(k_B T\)) and \(\mu_0 H_C\) the coercive field, obtained from simulated hysteresis loops.

Using FFS, we next compute the magnetization reversal rates for the three different grains. Due to the high barrier of the GM grain, 27 interfaces between the magnetic stable states with magnetization-down (A) and magnetization-up (B) are required to determine its thermal stability at a temperature of 300 K. To estimate the accuracy of the computed rates, 10 FFS calculations with the same set of interfaces are performed. According to the optimization algorithm described in [13], the positions of the interfaces are then rearranged, in order to provide a constant flux of partial trajectories through the interfaces for each of the 10 simulations (15 % \(\leq \bar{p}_i \leq 21 \% \)). Figure 2a–e illustrates some representatively chosen magnetic configurations along a transition path of the reversal process of the GM grain. The magnetic moments start to reverse in the upper soft magnetic part of the grain, while precessing around its easy axis (Fig. 2a). A domain wall then forms (Fig. 2f) and moves downwards to the hard magnetic parts of the grain (Fig. 2g–d), until all magnetic moments are finally reversed (Fig. 2e).
and the particle reaches the opposite (meta)stable state. After averaging over all 10 repeated FFS simulations, the mean attempt frequency of the magnetic transition becomes $f_0 = 8893.14$ GHz, yielding an average grain stability of $\tau = 718.07$ years. The standard deviation of $f_0$, estimated based on the repeated simulations, is $\sigma = 1997.95$ GHz. One single FFS simulation requires an average of 21392.4 CPU hours. For a certainty interval of 99.7% ($3\sigma$), the GM grain is stable for at least 412.77 years. The standard deviation $\sigma$ of the magnetization reversal rate computed in a FFS simulation can also be estimated using an analytical estimate derived by Allen et al. [14, 15]:

$$\sigma = f_0 \sqrt{\sum_{i=1}^{n-1} \left( 1 - P(\lambda_{i+1} | \lambda_i) \right) r_i}, \quad (7)$$

Here, $n$ is the number of interfaces, $r_i$ is the number of trial trajectories starting at interface $i$ and $P(\lambda_{i+1} | \lambda_i)$ are the transition probabilities between subsequent interfaces (see Eq. [3]). The corresponding standard deviations $\sigma$ obtained from the 10 simulations have a range of $602.80$ GHz $\leq \sigma \leq 1265.17$ GHz, which is in the order of magnitude of the standard deviation estimate based on the repeated FFS simulations, $\sigma_0 = 1997.95$ GHz. Hence, repeating FFS simulations with the same setup provides no additional information on the error of the rate, as the statistical properties of a single FFS simulation already allow for a reliable error estimation. For this reason, only single simulations are discussed from this point on.

Although the SmSP grain has the same coercivity as the GM grain, due to the lower energy barrier only 11 interfaces were required in the FFS simulation for the SmSP grain. Also in this case, the locations of the interfaces are optimized [15] to produce a constant flux of partial trajectories ($17\% \leq p_i \leq 20\%$).

A typical magnetization reversal path of the SmSP grain, obtained at a temperature of 300 K, is shown in Fig. [2]-j. The difference to the transition path of the GM grain is obvious. As shown in Fig. [2], the magnetic moments in all parts of the SmSP grain start to precess around the easy axis of the grain. In the course of the transition, depicted in Fig. [2]-j, the magnetic moments reverse almost homogeneously just like the moments in a single-domain particle. The FFS simulation of the SmSP grain yields an attempt frequency of $f_0 = 288.79$ GHz corresponding to a thermal grain stability of $\tau = 19.81$ ms. The relative accuracy of the attempt frequency is the same as that of the GM grain.

Finally, we carry out a FFS simulation for the HmSP grain, which has the same energy barrier as the GM grain, but a much higher coercive field. The FFS simulation at a temperature of 300 K requires 29 interfaces and the optimized [15] partial flux of trajectories ranges from $18\%$ to $24\%$. The whole FFS simulation requires 11255.27 CPU hours. The mechanism for magnetization reversal is similar to that of the GM grain. Inspecting a typical transition path in Fig. [2]-o, we notice that the reversal of the magnetic moments starts at one end of the grain (Fig. [2]-k). Then a domain wall forms (Fig. [2]-p) and propagates through the prism (Fig. [2]-n), until the transition is completed (Fig. [2]-p). Because of the symmetry of the system, it is equally probable for the domain wall to arise in the lower part of the particle as in the upper part, which is a main difference to the transition in the GM grain. The computed attempt frequency of the rare event is $f_0 = 6560.08$ GHz, yielding a thermal stability of $\tau = 1099.90$ years.

| Grain   | $f_0$ [GHz] | $\tau$ [GHz] | $\sigma$ [GHz] | CPU [h] |
|---------|-------------|--------------|----------------|--------|
| GM      | 8893.14     | 718.07 a     | 825.90         | 21392.4|
| SmSP    | 288.79      | 19.81 ms     | 17.31          | 6727.1 |
| HmS     | 6560.08     | 1099.90 a    | 613.57         | 11255.3|

Tab. II summarizes the most important similarities and differences of the graded media grain and the two single phase grains with the same geometry. If one asks for a magnetic particle with low coercivity, one might expect that the GM grain or the SmSP grain to be a good choice (see Tab. I). By looking at the thermal stabilities, however, it is obvious that the SmSP grain could never be used in a storage device, because it changes its magnetic state about 50 times per second (at 300 K) on the average. In contrast, the GM grain has excellent thermal stability with a reversal rate of one per about 700 years. Comparing single phase with graded architecture (with the same energy barrier), the thermal stability of the HmSP grain is slightly higher, but its coercive field is much larger. Graded media grains can combine both low coercivity and high thermal stability and thus are able to overcome the superparamagnetic limit.

It has to be emphasized that the rate constants presented here are only qualitatively correct, meaning that the relative values of the thermal escape rates are accurate, but their absolute values depend on the spatial discretization length scale used in the finite element model of the particles. Since the strength of the thermal field $H_{th}$ in Eq. [2] is dependent on the discretization volume, the magnetization dynamics of the underlying grains are also mesh size dependent. In principle, an atomistic discretization should produce the correct dynamics and thus the correct escape rates. Nevertheless, the conclusions that

- a graded media grain with the same energy barrier as a single phase grain has a significantly lower coercive field
• a graded media grain with the same coercive field as a single phase grain has a significantly larger thermal stability.

remains valid. In summary, we have proven for the first time, using forward flux sampling, that the concept of magnetic grains with graded anisotropy provides very small nanostructures with high thermal stability and low coercivity. The results are obtained without any free parameters by directly integrating the underlying equation of motion (Eq. 2). Due to the quadratically increasing anisotropy the grains combine the desired properties of both soft and hard magnetic parts, without suffering from their disadvantages.
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