An approach utilizing negation of extended-dimensional vector of disposing mass for ordinal evidences combination in a fuzzy environment

Yuanpeng He\textsuperscript{a}, Fuyuan Xiao\textsuperscript{a,}\textsuperscript{*}

\textsuperscript{a}School of Computer and Information Science, Southwest University, Chongqing, 400715, China

Abstract

How to measure the degree of uncertainty of a given frame of discernment has been a hot topic for years. A lot of meaningful works have provided some effective methods to measure the degree properly. However, a crucial factor, sequence of propositions, is missing in the definition of traditional frame of discernment. In this paper, a detailed definition of ordinal frame of discernment has been provided. Besides, an innovative method utilizing a concept of computer vision to combine the order of propositions and the mass of them is proposed to better manifest relationships between the two important element of the frame of discernment. More than that, a specially designed method covering some powerful tools in indicating the degree of uncertainty of a traditional frame of discernment is also offered to give an indicator of level of uncertainty of an ordinal frame of discernment on the level of vector.
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1. Introduction

How to measure the degree of uncertainty of information given has been an attractive topic for years. Lots of relevant works have been completed to provide an appropriate solution to extract virtually meaningful indicative indexes from uncertainties. The representatives of them are $D$ number [1–3], Dempster-Shafer evidence theory [4, 5], $Z$ number [6–8] and belief function [9–11]. All of them contribute to alleviate the level of uncertainty of information provided which can be measured by some other powerful tools, like entropy [12–15] and information volume [16–18]. The tools can be regarded as a kind of indicator of reliability of the evidences offered which can be utilized as a reference in combination of evidences. Besides, some other improved methods like optimized rules of combination [19–21], soft theory [22–24] and ordered weight averaging (OWA) operator [25–27] and complex mass function [28–30] which solves the problem of management from the level of complex field.

In general, in the field of traditional process of handling uncertain information, the foundation of theory is satisfying and solid which is also widely applied into different applications like target recognition [31–33], decision making [34–36] and pattern classification [37–39]. However, an important factor is missing when disposing information from different sources, it is the sequence of things to take place. Some works have taken the order into consideration [40]. But for the frame of discernment proposed in Dempster-Shafer evidences theory, there exists no related works. Therefore, in this passage, a completely new method is proposed to organically combine sequential information. A crucial formula in the field of computer vision is generalized and specially designed to adapt to manifest features of propo-
sitions and the corresponding mass of them to obtain the degree of uncertainty of each evidences utilizing negation theory and the reverse version of the method to get the conflicting parameter. In the last, all of the ordinal evidences are properly and accordingly combined using the indicators harvested in the before.

The rest of the passage are organized as follows. In the section of preliminaries, some relevant concepts are briefly introduced to provide a background for the problem to be solved. The part of proposed method offers details of note of the proposed method and specific process of every step. Some numerical examples and corresponding application are also provided to verify the validity and correctness of the proposed method. In the last, some conclusions are made to summarize the contributions of the theory proposed in this paper.

2. Preliminaries

In this section, some relative concepts are roughly introduced. And lots of related works are done according the corresponding theories [41–44].

2.1. Dempster–Shafer evidence theory

Definition 1. (Frame of discernment)

Let $\Theta$ be a set whose elements are mutually exclusive and collectively exhaustive and the number of elements is $n$. The set is also called as frame of discernment (FOD), which is defined as [4, 5]:

$$\Theta = \{ N_1, N_2, \ldots, N_i, \ldots, N_n \}$$  \hspace{1cm} (1)
On the base of definition of frame of discernment, the power set of set \( \Theta \) which contains \( 2^{\vert \Theta \vert} \) elements is denoted by \( 2^\Theta \), which is defined as:

\[
2^\Theta = \{ \emptyset, \{N_1\}, \{N_2\}, ..., \{N_n\}, ..., \{N_1, N_2\}, ..., \{N_1, N_2, ..., N_i\}, ..., \Theta \}
\]  

(2)

**Definition 2. (Mass function)**

Assume there exists a frame of discernment \( \Theta = \{N_1, N_2, ..., N_i, ..., N_n\} \), a mapping which is also called a mass function, which is defined as:

\[
m : 2^\Theta \rightarrow [0, 1]
\]

(3)

And the properties it satisfies are defined as:

\[
m(\emptyset) = 0
\]  

(4)

\[
\sum_{N \in 2^\Theta} m(N) = 1
\]  

(5)

According to the definition given by Dempster-Shafer evidence theory, a mass function can be also named as a basic probability assignment (BPA). The value distributed to proposition indicate the degree of belief to certain propositions. The bigger the corresponding values of propositions are, the more likely the corresponding incidents to propositions is supposed to take place. In other words, the values assigned to propositions represent the degree of support evidences provide to certain propositions. Besides, a propositions is called a focal element if \( m(N) > 0 \).

**Definition 3. (Rule of combination of Dempster-Shafer evidence theory)**
Assume a group of multi-source evidences are provided, in order to get a comprehensive judgement on the actual situation, a rule of combination for evidences given is provided in Dempster-Shafer evidence theory which is defined as:

\[
m(E) = \frac{1}{1 - K} \sum_{G_i \cap H_j \cap U_k \cap \ldots = E} m(G) \ast m(H) \ast \ldots \ast m(U) \tag{6}
\]

where the parameter \( K \) indicates the degree of conflict among evidences. The process of calculation of parameter \( K \) is defined as:

\[
K = \sum_{G_i \cap H_j \cap U_k \cap \ldots = \emptyset} m(G) \ast m(H) \ast \ldots \ast m(U) \tag{7}
\]

2.2. Intuitionistic environment

**Definition 4. (Intuitionistic fuzzy sets)**

Let \( R \) be a finite universe of discourse and \( B \) be an IFS in the universe, which can be defined as:

\[
R = \{ (x, \mu_R(x), v_R(x)) | x \in B \} \tag{8}
\]

Where \( \mu_R(x) \) represents the degree of membership and \( v_R(x) \) represents the degree of non-membership. The properties they satisfy are defined as:

\[
\mu_R(x) : B \rightarrow [0, 1] \tag{9}
\]

\[
v_R(x) : B \rightarrow [0, 1] \tag{10}
\]
Besides, there exists a constraint on the two parameters of \( x \in B \) which is defined as:

\[
0 \leq \mu_R(x) + \upsilon_R(x) \leq 1 \tag{11}
\]

For an IFS \( R \), a degree of hesitance of \( x \in B \) is defined as:

\[
\pi_R(x) = 1 - \mu_R(x) - \upsilon_R(x) \tag{12}
\]

which reflects the degree of hesitance of the decision system when making a judgement on the current situation.

2.3. Negation theory

**Definition 5. (Process of negation)**

Assume there exists a frame of discernment and \( n \) focal elements \( el_i \) which are contained in the frame given. Besides, the corresponding value of them is denoted by \( m_{Ori}(el_i) \). The core idea of negation theory is to obtain the reverse side of values provided. The detailed process of obtaining negations is divided into three steps.

**Step 1:** For every focal element \( el_i \), the initial value of it is replaced by \( 1 - m_{Ori}(el_i) \) which is regarded as a complementary part of its original mass. The process of obtaining the negation is defined as:

\[
el_i = m_{Ori}(el_i) \rightarrow \bar{el}_i = 1 - m_{Ori}(el_i) \tag{13}
\]

**Step 2:** The sum of every negation of focal element, \( \omega \), is calculated and the process is defined as:
\[ \omega = \sum_{i} \tilde{e}_i \] (14)

**Step 3:** It can be easily concluded that the sum \( \omega \) is not equal to 1. Then, the third step is designed to normalize the degree of negation of belief assigned to every proposition which is defined as:

\[ \tilde{e}_i = 1 - m_{Ori}(e_i) \rightarrow \tilde{e}_i^{Nor} = \frac{1 - m_{Ori}(e_i)}{\omega} \] (15)

At last, a general formula for the final mass after modification corresponding to every proposition can be expressed as:

\[ \tilde{e}_i^{Nor} = \frac{1 - m_{Ori}(e_i)}{n - 1} \] (16)

3. Proposed method

3.1. Ordinal frame of discernment

Compared with the traditional frame of discernment (FOD), for elements contained in the ordinal one (OFOD), the sequence of them matters a lot. With respect to an ordinal set \( \Theta_{Ordinal} = \{P_1^1, P_2^2, ..., P_n^n\} \), the subscripts of propositions represent the number of propositions contained in the frame of discernment and the superscripts of propositions represent the sequence of them. Then, all of the properties the elements contained in a frame of discernment are defined as:

- The proposition \( P_1^1 \) is expected to be confirmed in the first place. And in the following, the proposition \( P_2^2 \) is ascertained and then the rest of the group of propositions is managed in the same manner.
• The relationship among propositions is only involved with the sequence of propositions. Beyond this, all of the definitions of ordinal frame of discernment remain consistent with the ones given in the traditional Dempster-Shafer evidence theory.

• With every step of confirming a proposition, the whole situation of the system given is further ascertained.

3.2. The presentation of an OFOD in the form of vector

Assume there exists a OFOD, which is given as \( \Theta_{Ordinal} = \{P_1^1, P_2^2, ..., P_n^n\} \). For a certain proposition, for instance, \( P_1^1 \), can be expressed as a form like \( \{Order_{P_1^1}, Mass_{P_1^1}\}^T \). And the rest of the group of propositions can be organized in the same manner. The detailed process of presenting a proposition contained in an OFOD, \( Pr \), is defined as:

\[
Pr = \{Order_{Pr}, Mass_{Pr}\}^T
\]  

(17)

For a complete OFOD, \( M \), every element is denoted by \( Pr_i \), then the whole frame can be defined as:

\[
M = \{\{Order_{Pr_1}, Mass_{Pr_1}\}^T, \{Order_{Pr_2}, Mass_{Pr_2}\}^T, ..., \{Order_{Pr_n}, Mass_{Pr_n}\}^T\}
\]

(18)

Then, it is the vectorial presentation of the OFOD.

3.3. Modified radial basis function for OFOD

Radial basis function is utilized in lots of fields, such as computer vision, which plays an important role in different kinds of data processing. The original form of the function is defined as:
\[ \text{RAF} = e^{-\sigma |x-y|^2} \]  

(19)

where the icon \( \sigma \) represents the parameter of width of the function. In order to adapt the function into the field of OFOD, some modifications are made to amend the original function and the amended function is called MRBF which is defined as:

\[ \text{MRBF} = e^{-K ||\text{Order}_{Pr_1} - \text{Mass}_{Pr_1}||^2} \]  

(20)

The parameter \( \sigma \) is replaced by the measurement of conflict among evidences to better manifest actual conditions of the group of evidences provided. Besides, in order to have an all-around description on the components of OFOD, parameter \( x \) is replaced by the order of propositions \( \text{Order}_{Pr_1} \) and parameter \( y \) is replaced by the corresponding mass of propositions \( \text{Mass}_{Pr_1} \), which provides a complete figure on the OFOD.

3.4. Expanded form of MRBF utilizing Taylor formula

Taylor formula is a crucial content in advanced mathematics which provides a solution in transferring some complex functions into the form of simple polymerizations. The key role of Taylor formula in simplifying what is complicated is the main reason to make itself a powerful tool in analysing and researching lots of mathematics problems. The details of the formula is defined as:

\[ f(x) = \frac{f(a)}{0!} + \frac{f'(a)}{1!}(x-a) + ... + \frac{f^n(a)}{n!}(x-a)^n + R_n(x) \]  

(21)

To disintegrate the formula which represents MRBF, the Taylor formula is utilized to simplify and visualize the information transmitted. All of the
provided parameters are consistent with the ones given in the last subsection. Then the procedure of derivation is expressed as:

\[
\exp(-K\|\text{Order}_{Pr_i} - \text{Mass}_{Pr_i}\|^2)
= \exp(-K(\text{Order}_{Pr_i})^2) \ast \exp(-K(\text{Mass}_{Pr_i})^2) \ast \exp(K(2 * \text{Order}_{Pr_i} \ast \text{Mass}_{Pr_i}))
= \exp(-K(\text{Order}_{Pr_i})^2) \ast \exp(-K(\text{Mass}_{Pr_i})^2) \ast \left(\sum_{j=0}^{\infty} K(2^{j} \ast \text{Order}_{Pr_i} \ast \text{Mass}_{Pr_i})^j/j!\right)
= \sum_{i=0}^{\infty}(\exp(-K(\text{Order}_{Pr_i})^2) \ast \exp(-K(\text{Mass}_{Pr_i})^2) \ast \sqrt{2K^j/j} \ast \sqrt{2K^j/j} \ast (\text{Order}_{Pr_i})^j \ast (\text{Mass}_{Pr_i})^j)
= \ell(\text{Order}_{Pr_i})^T \ell(\text{Mass}_{Pr_i})
\]

with the infinite dimensional \( \ell(\text{Order}_{Pr_i}) = \exp(-K(\text{Order}_{Pr_i})^2) \ast (1, \sqrt{2 \text{Order}_{Pr_i}}, \sqrt{2^2 \text{Order}_{Pr_i}}, ...) \) and \( \ell(\text{Mass}_{Pr_i}) = \exp(-K(\text{Mass}_{Pr_i})^2) \ast (1, \sqrt{2 \text{Mass}_{Pr_i}}, \sqrt{2^2 \text{Mass}_{Pr_i}}, ...) \). In order to keep enough accuracy in manifesting all features which are owned by corresponding propositions, four dimensions of the data obtained are selected as a reference and adopted into calculation for evaluation for the OFOD. Besides, after confirming the main demand in disposing data provided, the detailed process of obtaining polymerized values of homologous propositions contained in the OFOD can be defined as:

\[
\text{Pr}_1 \rightarrow \begin{cases} 
\text{Order}_{Pr_1} \\
\text{Mass}_{Pr_1}
\end{cases} \Rightarrow \left\{ \begin{array}{c}
e^{-K\text{Order}_{Pr_1}^2}e^{-K\text{Mass}_{Pr_1}^2} \\
\frac{2^1}{1!}\text{Order}_{Pr_1}\text{Mass}_{Pr_1}e^{-K\text{Order}_{Pr_1}^2}e^{-K\text{Mass}_{Pr_1}^2} \\
\frac{2^2}{2!}\text{Order}_{Pr_1}^2\text{Mass}_{Pr_1}e^{-K\text{Order}_{Pr_1}^2}e^{-K\text{Mass}_{Pr_1}^2} \\
\frac{2^3}{3!}\text{Order}_{Pr_1}^3\text{Mass}_{Pr_1}^3e^{-K\text{Order}_{Pr_1}^2}e^{-K\text{Mass}_{Pr_1}^2}
\end{array} \right\}
\] (22)

The extension of the values of propositions given becomes components of coordinates in four-dimensional space, which achieves a mapping from low dimension to high dimension of data. In order to simplify the process
of manifesting every part of the vectorial form of propositions, some
simplified icons are designed to represent corresponding complex formulas
which are given as:

\[ M_{P_1}^1 = e^{-K_{\text{Order}_{P_1}^1}}e^{-K_{\text{Mass}_{P_1}^1}}, \]
\[ M_{P_2}^2 = 2^{1 \times \text{Order}_{P_2}^1} \cdot \text{Mass}_{P_2}^1 e^{-K_{\text{Order}_{P_2}^1} e^{-K_{\text{Mass}_{P_2}^1}}}, \]
\[ M_{P_3}^3 = 2^{2 \times \text{Order}_{P_3}^1} \cdot \text{Mass}_{P_3}^1 e^{-K_{\text{Order}_{P_3}^1} e^{-K_{\text{Mass}_{P_3}^1}}}, \]
\[ M_{P_4}^4 = 2^{3 \times \text{Order}_{P_4}^1} \cdot \text{Mass}_{P_4}^1 e^{-K_{\text{Order}_{P_4}^1} e^{-K_{\text{Mass}_{P_4}^1}}}. \]

3.5. Preliminary expanded representation of OFOD

According to the definition of MRBF, a complete OFOD which is given
as \{Pr_1, Pr_2, Pr_3\} can be expressed as:

\[
\begin{align*}
\begin{pmatrix}
Pr_1 \\
Pr_2 \\
Pr_3
\end{pmatrix}
\rightarrow
\begin{pmatrix}
M_{Pr_1}^1 & M_{Pr_2}^1 & M_{Pr_3}^1 & M_{Pr_4}^1 \\
M_{Pr_1}^2 & M_{Pr_2}^2 & M_{Pr_3}^2 & M_{Pr_4}^2 \\
M_{Pr_1}^3 & M_{Pr_2}^3 & M_{Pr_3}^3 & M_{Pr_4}^3
\end{pmatrix}
\end{align*}
\]

(23)

Utilizing a method in enhancing dimensions of data provided, an OFOD
can be extended into a form of matrix which has a better ability in pre-
senting relations between values and sequence of propositions. Multiple
dimensions offers a completely new point of view in considering OFOD.

3.6. Structure majorization utilizing intuitionistic environment

Fuzzy environment has been widely applied into different kinds of fields
to solve lots of practical applications, such as decision making and fault di-
agnosis. Therefore, it is necessary to introduce the basic of fuzzy theory,
intuitionistic fuzzy sets, into the whole process of transformation of pro-
vided OFOD to improve the accuracy and correctness of decisions made
by the whole system. Assume the three propositions provided in the last
subsection, \( \{Pr_1, Pr_2, Pr_3\} \), can be also expressed as \( \{a, b, \{a, b\}\} \). Then, with respect to propositions offered, the situation of the propositions can be toughly further confirmed as:

\[ a : \]

\[
\text{Membership}_{a}^{\text{Original}} = \{M_{1}^{Pr_1}, M_{2}^{Pr_1}, M_{3}^{Pr_1}, M_{4}^{Pr_1}\}
\]

\[
\text{Non-membership}_{a}^{\text{Original}} = \{M_{1}^{Pr_2}, M_{2}^{Pr_2}, M_{3}^{Pr_2}, M_{4}^{Pr_2}\}
\]

\[
\text{Hesitancy}_{a}^{\text{Original}} = \{M_{1}^{Pr_3}, M_{2}^{Pr_3}, M_{3}^{Pr_3}, M_{4}^{Pr_3}\}
\]

\[ b : \]

\[
\text{Membership}_{b}^{\text{Original}} = \{M_{1}^{Pr_2}, M_{2}^{Pr_2}, M_{3}^{Pr_2}, M_{4}^{Pr_2}\}
\]

\[
\text{Non-membership}_{b}^{\text{Original}} = \{M_{1}^{Pr_1}, M_{2}^{Pr_1}, M_{3}^{Pr_1}, M_{4}^{Pr_1}\}
\]

\[
\text{Hesitancy}_{b}^{\text{Original}} = \{M_{1}^{Pr_3}, M_{2}^{Pr_3}, M_{3}^{Pr_3}, M_{4}^{Pr_3}\}
\]

\[ \{a, b\} : \]

\[
\text{Co}^{\text{Original}}_1 = M_{1}^{Pr_1} + M_{2}^{Pr_2} + M_{3}^{Pr_2}
\]

\[
\text{Co}^{\text{Original}}_2 = M_{2}^{Pr_1} + M_{2}^{Pr_2} + M_{2}^{Pr_3}
\]

\[
\text{Co}^{\text{Original}}_3 = M_{3}^{Pr_1} + M_{3}^{Pr_2} + M_{3}^{Pr_3}
\]

\[
\text{Co}^{\text{Original}}_4 = M_{4}^{Pr_1} + M_{4}^{Pr_2} + M_{4}^{Pr_3}
\]

\[
\text{Membership}_{\{a, b\}}^{\text{Original}} = \{\text{Co}_1, \text{Co}_2, \text{Co}_3, \text{Co}_4\}
\]

\[
\text{Non-membership}_{\{a, b\}}^{\text{Original}} = 0
\]

\[
\text{Hesitancy}_{\{a, b\}}^{\text{Original}} = 0
\]

However, due to the particularity of modified mass given by MRBF, a step of normalization is designed to standardize vectorial presentations of an offered OFOD. For propositions \( a \), the detailed process of normalization can be expressed as:

\[
\text{vMembership}_{a}^{\text{Original}} = M_{1}^{Pr_1} + M_{2}^{Pr_1} + M_{3}^{Pr_1} + M_{4}^{Pr_1}
\]

\[
\text{vNon-membership}_{a}^{\text{Original}} = M_{1}^{Pr_2} + M_{2}^{Pr_2} + M_{3}^{Pr_2} + M_{4}^{Pr_2}
\]

\[
\text{vHesitancy}_{a}^{\text{Original}} = M_{1}^{Pr_3} + M_{2}^{Pr_3} + M_{3}^{Pr_3} + M_{4}^{Pr_3}
\]
After the step of normalization, every component of the vectorial presentation is expected to be reduced or amplified according to the normalized values of ordinal propositions can be expressed as:

\[ M_{a}^{\text{Final}} = \frac{v\text{Membership}_{a}^{\text{Original}}}{v\text{Membership}_{a}^{\text{Original}} + v\text{Non-membership}_{a}^{\text{Original}} + v\text{Hesitancy}_{a}^{\text{Original}}} \]

\[ N_{a}^{\text{Final}} = \frac{v\text{Non-membership}_{a}^{\text{Original}}}{v\text{Membership}_{a}^{\text{Original}} + v\text{Non-membership}_{a}^{\text{Original}} + v\text{Hesitancy}_{a}^{\text{Original}}} \]

\[ H_{a}^{\text{Final}} = \frac{v\text{Hesitancy}_{a}^{\text{Original}}}{v\text{Membership}_{a}^{\text{Original}} + v\text{Non-membership}_{a}^{\text{Original}} + v\text{Hesitancy}_{a}^{\text{Original}}} \]

\[ M_{1}^{\text{Pri}_{1}\text{Final}} = M_{1}^{\text{Pri}_{1}} \times M_{a}^{\text{Final}}, \quad M_{2}^{\text{Pri}_{1}\text{Final}} = M_{2}^{\text{Pri}_{1}} \times M_{a}^{\text{Final}}, \]

\[ M_{3}^{\text{Pri}_{1}\text{Final}} = M_{3}^{\text{Pri}_{1}} \times M_{a}^{\text{Final}}, \quad M_{4}^{\text{Pri}_{1}\text{Final}} = M_{4}^{\text{Pri}_{1}} \times M_{a}^{\text{Final}}. \]

\[ M_{1}^{\text{Pri}_{2}\text{Final}} = M_{1}^{\text{Pri}_{2}} \times M_{a}^{\text{Final}}, \quad M_{2}^{\text{Pri}_{2}\text{Final}} = M_{2}^{\text{Pri}_{2}} \times M_{a}^{\text{Final}}, \]

\[ M_{3}^{\text{Pri}_{2}\text{Final}} = M_{3}^{\text{Pri}_{2}} \times M_{a}^{\text{Final}}, \quad M_{4}^{\text{Pri}_{2}\text{Final}} = M_{4}^{\text{Pri}_{2}} \times M_{a}^{\text{Final}}. \]

\[ M_{1}^{\text{Pri}_{3}\text{Final}} = M_{1}^{\text{Pri}_{3}} \times M_{a}^{\text{Final}}, \quad M_{2}^{\text{Pri}_{3}\text{Final}} = M_{2}^{\text{Pri}_{3}} \times M_{a}^{\text{Final}}, \]

\[ M_{3}^{\text{Pri}_{3}\text{Final}} = M_{3}^{\text{Pri}_{3}} \times M_{a}^{\text{Final}}, \quad M_{4}^{\text{Pri}_{3}\text{Final}} = M_{4}^{\text{Pri}_{3}} \times M_{a}^{\text{Final}}. \]

\[ M_{1}^{\text{Pri}_{4}\text{Final}} = M_{1}^{\text{Pri}_{4}} \times M_{a}^{\text{Final}}, \quad M_{2}^{\text{Pri}_{4}\text{Final}} = M_{2}^{\text{Pri}_{4}} \times M_{a}^{\text{Final}}, \]

\[ M_{3}^{\text{Pri}_{4}\text{Final}} = M_{3}^{\text{Pri}_{4}} \times M_{a}^{\text{Final}}, \quad M_{4}^{\text{Pri}_{4}\text{Final}} = M_{4}^{\text{Pri}_{4}} \times M_{a}^{\text{Final}}. \]

\[ M_{1}^{\text{Final}} = M_{1}^{\text{Final}}, \quad M_{2}^{\text{Final}} = M_{2}^{\text{Final}}, \quad M_{3}^{\text{Final}} = M_{3}^{\text{Final}}, \quad M_{4}^{\text{Final}} = M_{4}^{\text{Final}}. \]

**Note:** An element is a sum of every component contained in its vectorial presentation. After the step of normalization, every component of the vectorial presentation is expected to be reduced or amplified according to the corresponding proportions obtained through the three typical parameters.

Besides, for the multiple proposition, \( \{a, b\} \), the process of obtaining the normalized values of ordinal propositions can be expressed as:

\[ \text{Ratio}_{1}^{\text{Final}} = \frac{C_{a}^{\text{Original}}}{C_{1}^{\text{Original}} + C_{2}^{\text{Original}} + C_{3}^{\text{Original}} + C_{4}^{\text{Original}}} \]

\[ \text{Ratio}_{2}^{\text{Final}} = \frac{C_{b}^{\text{Original}}}{C_{1}^{\text{Original}} + C_{2}^{\text{Original}} + C_{3}^{\text{Original}} + C_{4}^{\text{Original}}} \]

\[ \text{Ratio}_{3}^{\text{Final}} = \frac{C_{a}^{\text{Original}}}{C_{1}^{\text{Original}} + C_{2}^{\text{Original}} + C_{3}^{\text{Original}} + C_{4}^{\text{Original}}} \]

\[ \text{Ratio}_{4}^{\text{Final}} = \frac{C_{b}^{\text{Original}}}{C_{1}^{\text{Original}} + C_{2}^{\text{Original}} + C_{3}^{\text{Original}} + C_{4}^{\text{Original}}} \]

**Normalization for \( C_{1}^{\text{Original}} \):**

\[ M_{1}^{\text{Pri}_{1}\text{Final}} = M_{1}^{\text{Pri}_{1}} \times \text{Ratio}_{1}^{\text{Final}}, \quad M_{1}^{\text{Pri}_{2}\text{Final}} = M_{1}^{\text{Pri}_{2}} \times \text{Ratio}_{1}^{\text{Final}}, \]

\[ M_{1}^{\text{Pri}_{3}\text{Final}} = M_{1}^{\text{Pri}_{3}} \times \text{Ratio}_{1}^{\text{Final}}, \quad M_{1}^{\text{Pri}_{4}\text{Final}} = M_{1}^{\text{Pri}_{4}} \times \text{Ratio}_{1}^{\text{Final}}. \]

\[ M_{2}^{\text{Final}} = M_{2}^{\text{Final}}, \quad M_{3}^{\text{Final}} = M_{3}^{\text{Final}}, \quad M_{4}^{\text{Final}} = M_{4}^{\text{Final}}. \]
\[ M_{3_{\text{final}}}^{\text{Pr}_1} = M_{3_{\text{Pr}_1}} \times \text{Ratio}_{3_{\text{final}}}, \quad M_{3_{\text{final}}}^{\text{Pr}_2} = M_{3_{\text{Pr}_1}} \times \text{Ratio}_{3_{\text{final}}}, \]
\[ M_{3_{\text{final}}}^{\text{Pr}_3} = M_{3_{\text{Pr}_1}} \times \text{Ratio}_{3_{\text{final}}}. \]

For \( \text{Co}_{2_{\text{Original}}} \), \( \text{Co}_{3_{\text{Original}}} \) and \( \text{Co}_{4_{\text{Original}}} \), the step of normalization of them is carried out in the same manner of \( \text{Co}_{1_{\text{Original}}} \). And all of the values are restricted into a normative field.

**Note:** Although the extended form of every separate element is summed, every dimension is still regarded as an individual instead of a whole.

### 3.7. Negation for expanded vectorial OFOD

According to the original definition of negation theory, an improved method of negation for vectorial OFOD is designed to manifest the features the provided OFOD has on the opposite side. And assume there exists an OFOD which is exactly the same as the one offered in last subsection and the process for proposition \( a \), is defined as:

\[
\begin{align*}
\{ \text{Membership}_a, \text{Non-membership}_a, \text{Hesitancy}_a \} & \rightarrow \left\{ \begin{array}{cccc} 
M^a_1 & M^a_2 & M^a_3 & M^a_4 \\
M^b_1 & M^b_2 & M^b_3 & M^b_4 \\
M^{(a,b)}_1 & M^{(a,b)}_2 & M^{(a,b)}_3 & M^{(a,b)}_4 
\end{array} \right\} \\
\end{align*}
\]

Because every component of the matrix is normalized, the values of them is expected to be less than 1. In this step, the operation is using the number 1 to minus each of the component and the results of \( 1 - M_{i_{\text{Pr}_i}} \) is denoted by \( G_{i_{\text{Pr}_i}} \). Besides, the process of the operation is defined as:
However, after the process of negation, the values of each of the component is not under any reasonable limits. Therefore, another step of normalization is designed to put every of them into a structured rule. And the detailed process of the step of normalization is defined as:

\[
G_{Pr_{\text{Final}}}^{j} = \frac{G_{Pr_{j}}^{i}}{\sum_{i=1}^{n} \sum_{j=1}^{m} G_{Pr_{j}}^{i}}
\]  

(26)

Note: The value of parameter \( n \) and \( m \) is fluctuated according to the situation of OFOD and the role of them is to ensure all the values of components contained in the matrix are taken into consideration.

And after the step of negation, the information contained in the matrix is all about the opposite of the offered OFOD which is more useful in indicating some underlying relations of it compared with evaluating the frame by utilizing its original mass provided. Besides, the presentation in the form of matrix is called MOOFOD.

3.8. Proposed method to measure the degree of uncertainty of OFOD

In the original definition of Dempster-Shafer evidence theory, the degree of conflict among evidences is represented by a parameter \( K \). On the opposite, if the values which are taken into calculation is the negation of them, then the rules for calculation is expected to be altered correspondingly. Besides, considering different kinds of factors, the process of obtain-
ing the degree of uncertainty is defined as:

\[
U(Pr_j) = \sum_{y \neq i} M_y^{Pr_j^{Final}} G_i^{Pr_j^{Final}} + \sum_{y \neq i} \sum_{j \neq f} M_y^{Pr_j^{Final}} G_i^{Pr_j^{Final}}
\]  

(27)

Note: \(M_y^{Pr_j^{Final}}\) and \(G_i^{Pr_j^{Final}}\) do not lie in the same environment. For example, \(M_1^{Pr_j^{Final}}\) is a membership and \(G_2^{Pr_j^{Final}}\) is a non-membership which is allowed. But \(M_1^{Pr_j^{Final}}\) and \(G_2^{Pr_j^{Final}}\) can not be memberships or non-membership or hesitancy at the same time. And for the propositions of same dimension, it is regarded as the same position like traditional frame of discernment.

According to the definition of the conflicting parameter \(K\) and considering the difference among separate kinds of provided evidences, with respect to propositions \(Pr_j\), the formula to obtain the degree not only indicate the difference between original mass and the negation of other dimensions of it, but also present conflicts among different piece of evidences in different dimensions. However, because the values which are taken into calculation, the standard of judgements is altered correspondingly. Therefore, it can be easily concluded that the smaller the values obtained are, the bigger the degree of uncertainty of the specific evidence is. Then, in this step, the measurement of the degree of uncertainty of the evidence is completed.

3.9. Rule of combination of OFOD in vectorial presentation

Dempster-Shafer evidence theory provides a reasonable method to combine different evidences from separate information sources. However, the rule of combination does not take the influences brought by sequences of propositions into consideration. In this paper, an extended-dimensional method to combine sequence and mass of propositions organically is designed to manage relationships of propositions contained in an OFOD. In
this section, a specially customised method for combination in OFOD is provided to combine ordinal propositions from different sources guaranteeing correctness and validity of the results obtained. The detailed process of combination can expressed as follows.

The weights for every evidence can be defined as:

$$W_{Pr_j}^t = \frac{U(Pr_j)}{\sum_{i=1}^{n} U(Pr_i)} \quad (28)$$

Then, if there exists more than one piece for the proposition, the modified value for one single proposition in one of dimensions is defined as:

$$M_{Pr_{j\text{Final}}}^x = \frac{\sum W_{Pr_j}^t \times M_{Pr_{j\text{Final}}}^x}{\sum_{i=1}^{n} \sum W_{Pr_j}^t \times M_{Pr_{j\text{Final}}}^x} \quad (29)$$

All in all, the obtained values are optimized results for propositions contained in an OFOD which provides an intuitive and accurate judgments on practical situations considering sequence of propositions.

In the last, the rule of combination of Dempster-Shafer evidence theory is utilized $n - 1$ times to acquire the final mass of indicator of specific incidents.

4. Validation of the proposed method

4.1. Numerical examples

In this section, some meaningful examples are provided to verify the validity and correctness of the proposed method.

**Example 1:**

Assume there exists an OFOD which contains four propositions \{a, b, c, \{a, b\}\} and the values of the propositions are listed in the Table I. Besides, the
extended-dimensional form of the values of the propositions are given in Table 2. Moreover, all the values of combination are provided in the Table 3.

Table 1: Evidences given by multiple sensors

| Evidences | Values of propositions |
|-----------|------------------------|
|           | \{a\} \{b\} \{c\} \{a,b\} |
| Evidence 1| 0.47 0.32 0.13 0.08     |
|           | \{b\} \{a\} \{c\} \{a,b\} |
| Evidence 2| 0.32 0.42 0.22 0.04     |
|           | \{c\} \{a\} \{b\} \{a,b\} |
| Evidence 3| 0.28 0.44 0.12 0.16     |
|           | \{a\} \{b\} \{a,b\} \{c\} |
| Evidence 4| 0.37 0.24 0.22 0.17     |

Table 2: Modified values of the evidence given (Propositions are not ordinal)

| Evidence | Values of propositions |
|----------|------------------------|
|          | \{a\} \{b\} \{c\} \{a,b\} |
| Evidence 1| 0.4932 0.2586 0.1773 0.0707 |

Table 3: Combined values of the evidence given (Propositions are not ordinal)

| Evidence | Values of propositions |
|----------|------------------------|
|          | \{a\} \{b\} \{c\} \{a,b\} |
| Evidence 1| 0.9151 0.0691 0.0153 0.0003 |

It can be easily concluded that the proposition \(a\) is the most possible to take place. After checking the values given in the Table 1, the sequence of proposition \(a\) is relatively high and the mass of it is also bigger than others, which means the results of combination are intuitive and reasonable. And for proposition \(b\), the sequence and mass of it are lower and smaller than
the proposition \(a\) but is higher than the rest of the propositions, which is expected to be distributed the second biggest mass to the proposition \(b\) and the combined results also indicate that proposition \(b\) has a second high degree of probability to take place. With respect to the multiple proposition \(\{a, b\}\), it is almost eliminated and the level of the uncertainty of the whole system is reduced to a comparatively extent.

**Example 2:** Assume there exists an OFOD which contains four propositions \(\{a, b, c, \{a, b\}\}\) and the values of the propositions are listed in the Table 4. Besides, the extended-dimensional form of the values of the propositions are given in Table 5. And the results of combination are given in Table 6.

| Evidence  | Values of propositions |
|-----------|------------------------|
| \(b\)     | \(c\) \(a\) \(a, b\) |
| Evidence_1| 0.31 0.35 0.27 0.07    |
| \(c\) \(a\) \(b\) \(a, b\) |
| Evidence_2| 0.25 0.37 0.22 0.16    |
| \(b\) \(c\) \(a, b\) \(a\) |
| Evidence_3| 0.34 0.32 0.26 0.08    |
| \(b\) \(c\) \(a, b\) \(a\) |
| Evidence_4| 0.36 0.45 0.09 0.1     |

| Evidence   | Values of propositions |
|------------|------------------------|
| \(\{a\}\) | \(\{b\}\) \(\{c\}\) \(\{a, b\}\) |
| Evidence_1 | 0.1593 0.3821 0.3619 0.0965 |

From the results obtained from the proposed method, it can be summarized that the proposition \(b\) owns a very high position in the sequence of proposition and proposition \(c\) has relatively bigger values than other
Table 6: Combined values of the evidence given (Propositions are not ordinal)

| Evidence | Values of propositions |
|----------|------------------------|
| {a}      | {b}                    |
|          | {c}                    |
|          | {a, b}                 |
| Evidence1| 0.0164                 |
|          | 0.5439                 |
|          | 0.4373                 |
|          | 0.0022                 |

propositions which means the values of indicator of the two propositions are supposed to be similar. And for propositions \(a\) and \(\{a, b\}\), their sequence and values are not placed in an obvious place, so the values combined of them are reduced to indicate both of them can not take place most likely. And the analysis of the results obtained by the proposed method illustrates that all of the values conform to the actual situation and reflect situations of every proposition appropriately.

4.2. Application of medical diagnosis

Assume there exists a kind disease diagnosis system and some simple symptoms can be detected. The system can give the probability of a symptom which a patient may possess and the frame of discernment of this system can be defined as \(\Theta = \{\text{cough, fever, stomachache}, \{\text{cough, fever}\}\}\) to describe the actual conditions of the situations of facts. And for one process of detection, the values of different symptoms are given in Table 7. And the results obtained by the proposed method are listed in Table 8. In the last, the final judgement of the practical situations are provided in Table 9.

In this application, two of the evidences indicate that the symptom fever may happen in the first place. However, the probability of this incident to happen is relatively low, which means the two factors may conflict with each other so that the final values of the indicator of the proposition
Table 7: Evidences given by multiple sensors

| Evidence  | {cough} | {fever} | {stomachache} | {cough, fever} |
|-----------|---------|---------|---------------|---------------|
| Evidence 1| 0.34    | 0.31    | 0.22          | 0.13          |
| Evidence 2| 0.22    | 0.39    | 0.25          | 0.14          |
| Evidence 3| 0.25    | 0.28    | 0.33          | 0.14          |
| Evidence 4| 0.39    | 0.33    | 0.21          | 0.07          |

Table 8: Modified values of the evidence given (Propositions are not ordinal)

| Evidence  | {cough} | {fever} | {stomachache} | {cough, fever} |
|-----------|---------|---------|---------------|---------------|
| Evidence 1| 0.3689  | 0.2413  | 0.2641        | 0.1255        |

which corresponds to the certain symptom may be reduced to some relatively low level. Although the symptom cough does not possess a high position in the sequence of all of the propositions, but the values of it are relatively high which contributes that the final combined values of the proposition cough may have far higher degree than other propositions. And the sequence of the proposition cough is not too non-ideal which also helps it retain a comparatively high probability to take place. And for the symptom stomachache, the situation of it is very similar to the one of symptom cough, so this values distributed to it lie on the same level of the symptom cough. In the last, the values corresponding to the multiple proposition \{cough, fever\} are properly eliminated to reduce the degree of uncertainty of the system given which leads to provide a very clear judgement of the actual situations. All in all, the results obtained by the proposed method
Table 9: Combined values of the evidence given (Propositions are not ordinal)

| Evidence                  | Values of propositions |
|---------------------------|------------------------|
| {cough}                   | 0.6851                 |
| {fever}                   | 0.1255                 |
| {stomachache}             | 0.1801                 |
| {cough, fever}            | 0.0091                 |

are intuitive and reasonable which conform to the practical conditions and may be regarded as a crucial proof for decision makers to make appropriate decisions.

5. Conclusion

In this paper, a completely new method to present features of every element contained in an ordinal frame of discernment is proposed utilizing radial basis function and Taylor formula. The extended dimensions of the propositions manifest all of the underlying relations among different evidences, which helps to provide a reliable proof of credibility. The theory proposed in this passage solves the problem that the degree of uncertainty of evidences obtained in the structure of ordinal frame of discernment, which fills the blank field of sequential process of ordered evidences. How to properly combine sequential evidences has been provided a satisfying solution in this paper.
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