Prediction model for the spread of the COVID-19 outbreak in the global environment
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ABSTRACT

COVID-19 has long become a worldwide pandemic. It is responsible for the death of over two million people and posed an economic recession. This paper studies the spread pattern of COVID-19, aiming to establish a prediction model for this event. We harness Data Mining and Machine Learning methodologies to train regression models to predict the number of confirmed cases in a spatial-temporal space. We introduce an innovative concept — the Center of Infection Mass (CoIM) — adapted from the field of physics. We empirically evaluated our model on western European countries, based on the CoIM index and other features, and showed that a relatively high accurate prediction of the spread can be obtained. Our contribution is twofold: first, we introduced a prediction methodology and proved empirically that a prediction can be made even to the range of over a month; second, we showed promise in adopting the CoIM index to prediction models, when models that adopt the CoIM yield significantly better results than those that discard it. By applying our model, and better controlling the inherent tradeoff between life-saving and economy, we believe that decision-makers can take close to optimal measures. Thus, this methodology may contribute to public welfare.

1. Introduction

The novel Coronavirus (COVID-19), which was declared a Public Health Emergency of International Concern (PHEIC) by the World Health Organization (WHO), started locally in a wholesale fish and seafood market in Wuhan, China, spread very quickly (Zu et al., 2020), and has become a worldwide pandemic (WHO & others, 2020). The WHO warned that “2 Million Coronavirus Deaths Is Not Impossible” (CNBC, 2020), sadly, a forecast that came true. COVID-19 has now affected hundreds of countries, and on average, the death rate per number of diagnosed cases was 2.1% (WORLOMETER, 2021).

Globalization, a process that is reflected by increasing the interaction between people (as well as organizations), has become one of the major characteristics of today’s world (Mittelman, 1996). This social phenomenon involves many implications, e.g., commerce and especially the e-commerce market (Globerman et al., 2001), culture (Qin and Desiré/C19ee, 2004), and politics (McGrew, 2005). The establishment of the European Union (EU) in 1993 might be the most significant event of globalization (Orbie and Tortell, 2009), which is the domain where the empirical evaluation of this research takes place. The reality of the EU introduced an almost unprecedented situation of completely open borders. Together with the mutual effect between globalization and transportation (Rodrique, 2007), the number of people involved in physical contact or at least proximity increased drastically. The COVID-19 spread mechanism is based primarily on close contact between people and contaminated surfaces (WHO Q&A COVID-19, 2020). Thus, it seems that globalization has a directly negative effect on the spread of the COVID-19 pandemic. It seems that all significant worldwide pandemics since globalization emerged have shown at least one of the following characteristics: a) a non-global society, e.g., the Ebola outbreak in 2014, which started in Guinea, a country located at the bottom of the Human Development Index (HDI) (Kaner and Schaack, 2016); b) with an infection mechanism other than just proximity, e.g., AIDS which is mainly transmitted by sexual contact or exposure to bodily fluids (De Cock et al., 2012). Considering all epidemics apart from COVID-19 in the last 50 years (since 1970) excluding HIV, the average death per pandemic is about 5,500 people, with a maximum value of 284,000 in the 2009 swine flu pandemic (CDC, 2020) (LePan, n.d.). Thus, it might be that with COVID-19, humanity is experiencing for the first time a worldwide pandemic with a spread mechanism based on proximity in the new era of globalization.
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Until December 2020, there was no vaccine or efficient drugs available for COVID-19, and as of late January 2021, less than 5% of the world population had received the vaccine (O’Wid COVID-19, 2021; Grenfell and Drew, 2020). Thus, fighting the COVID-19 pandemic is still based primarily on prevention, such as enforcing social distancing to “flatten the curve” (Gourinchas, 2020). However, these countermeasures have a significant negative impact on social life, especially on the economy (Pike et al., 2014). An overly moderate response will reduce the economic fallout but can lead to a surge in the epidemic (Hur, 2020). In contrast, more severe lockdown measures are likely to slow the disease but harm the economy. Therefore, if not implemented carefully, the current COVID-19 counter measures have the potential of creating economic crisis and recession. Moreover, social distancing reduces the workforce and causes significant job losses (Nicola et al., 2020; Fernandes, 2020). The COVID-19 pandemic introduces a trade-off between the values of welfare (economy) and the value of life (Li et al., 2020). A discussion on the “right” policy to balance this trade-off is a major theme (VanderWeele, 2020).

The spread of disease as a consequence of increasing globalization has been widely researched, especially the effect of motion in the modern world (Pray et al., 2006). For example, studies have explored the effect of transport networks on infection (Newman, 2002). Other studies investigated the close relationship between mortality and the number of diagnosed cases (Sarkodie and Owusu, 2020; Singh et al., 2020). Many spread models rely on the micro internal dynamics of objects such as individuals (Saheh and Scoglio, 2011). While this theoretical approach may contribute to a better understanding of the spread mechanism, it is difficult to implement as a predictor. A more applicable approach examines the variety of factors that can affect the spread of disease (Scheidegger and Galv, 2017; Singhal et al., 2020), or by establishing a mathematical model based on these factors (Mandal et al., 2020). Even though only scant epidemiological data are publicly available for COVID-19 to date, researchers from all fields (Chen et al., 2006), especially those from the fields of infectious diseases (Alazab et al., 2020; Arora et al., 2020), have harnessed deep learning methods for automatic detection using X-ray images and Deep Convolutional Neural Networks (Alazab et al., 2020; Arora et al., 2020). Notably, these methods are standard in the field of pandemic prediction and have been successfully applied to pandemics such as the Swine flu (Ritterman et al., 2009) and H1N1 influenza (Malik et al., 2011; Lee et al., 2015). For example, Kilpatrick et al. (2006) studied the spread of H5N1 avian influenza and the phylogenetic relationship between viral isolates in birds; however, our work focuses on people. Some works rely on time-series models in an attempt to create a forecast, e.g., by adopting ARIMA (Roy et al., 2020) or cluster-based models (Ravinder et al., 2020). A study by Morse et al. (2012) gave an overview of efforts to predict pandemics, target surveillance to the most crucial interfaces, and identify prevention strategies. They showed that new mathematical modeling, diagnostics, communications, and informatics technologies could be useful in identifying and reporting hitherto unknown microbes in other species.

The COVID-19 pandemic has emerged in the digital age, characterized by an unprecedented stream of raw data that may be used for research (Gary and Nicolas, 2013; Carter and Sholler, 2016). Given the availability of both computational power and potentially useful data (epidemiologic and demographic), it seems that Data Mining methodologies are best suited to predicting the spatial spread of COVID-19 based on aggregated data as well as in other medical fields (Chen et al., 2006), and especially when parameters are tuned over time (Santosh, 2020). Unlike past pandemics, where the analysis was solely based on epidemiological data, today’s understanding of the spread mechanisms can also draw on massive amounts of data from social networks, health organization updates, and news websites.

This research is based on the concept of knowledge discovery, i.e., the process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data (Fayyad et al., 1996). We introduce a methodology for the dynamic prediction of the spread of diseases such as COVID-19 in a spatio-temporal space. A prediction at a specific point in time is based on the aggregated data up to this point and more general data that are typical to the region, i.e., transportation volume, national health service public investment and infrastructure. We introduce a novel indicator— the Center of Infection Mass (CoIM) – an idea inspired by gravitational physics, and use it as a parameter for simulating the future spread of the pandemic. An efficient predictor of the spread of pandemic with infection type based on close contact between people can mitigate the inherent trade-off between life-saving and economic welfare. Thus, our work can be a powerful tool in the hands of governments and decision-makers when shaping this two-pronged policy.

2. Center of infection mass (CoIM)

The COVID-19 pandemic, as mentioned above, is spread by close contact between people. Thus, we hypothesize that spread is correlated with a variety of geographic and demographic parameters (as detailed in Section 3). We also assume that the distance between a region (country in our empirical model) and a virtual center of the outbreak affects the spread of the disease. We coin this virtual center as the “Center of Infection Mass” (CoIM), an idea inspired by gravitational physics. In physics, the center of mass is a position defined relative to an object (or objects), which is the average position of all the parts weighted according to their masses. Given n objects in a two-dimensional space, where the i’s object has mass mi, and is located on a cartesian coordinate system with (xi, yi) i ∈ (1, n), the center of mass of this system is given by: $X_{CoIM} = \sum_{i=1}^{n} \frac{x_{i}m_{i}}{C_{19}}, Y_{CoIM} = \sum_{i=1}^{n} \frac{y_{i}m_{i}}{C_{19}}$. In the same way, if we have n “objects”, e.g., countries, each with confirmed COVID-19 cases ci, and the location of each object is (xi,yi), we analogue the mass mi to the confirmed cases ci, and thus the CoIM is given by:

$$\langle x, y \rangle_{CoIM} = \left( \frac{\sum_{i=1}^{n} x_{i}m_{i}}{\sum_{i=1}^{n} m_{i}}, \frac{\sum_{i=1}^{n} y_{i}m_{i}}{\sum_{i=1}^{n} m_{i}} \right)$$

(1)

The idea of CoIM is demonstrated in Figure 1. In this example, the CoIM is calculated as of Apr. 2, 2020, considering: Spain, France, Belgium, Netherlands, Germany, Switzerland, Austria, and Italy. In the left figure (a), each yellow circle indicates the proportion of confirmed cases ci relative to the total amount of confirmed cases in the countries considered (\( \sum_{i} c_{i} \)). Thus, each circle surface is: $S_{AC} \cdot \sum_{j} c_{j}$. The red crossed marker indicates the location of the CoIM. The movement of the CoIM across time is depicted in Figure 1(b).

We hypothesize that accommodating the CoIM index in the model may increase the prediction accuracy mainly because of the means of transferring the pathogen (the organism that causes the disease). COVID-19 infection requires proximity between people since its main infection mechanism is via exposure to droplets (Odor et al., 2020). The infection is believed to occur by exposure to symptomatic patients, as well as pre-symptomatic and asymptomatic patients. All three are diagnosed by the COVID-19 tests (although there are some false-negatives, especially in the early stages of the disease) and expressed in the confirmed cases index. Thus, the infection process is stochastic by its nature, i.e., when a person is exposed to a population that contains carriers of the disease, his infection probability is positively correlated with the rate of carriers surrounding him. This factor can be evaluated through the CoIM index, which describes the infection rate around a specific point. Moreover, the effect of the CoIM index on the prediction accuracy is expected to increase when the resolution of the data is increased (as described in section 5). The rationale behind this claim is that when the resolution is increased, i.e., smaller cells of data, the CoIM better indicates the rate of
carriers around a specific point, thus, better indicates the probability of being infected. This probability is directly pursuant to the number of infected people, which is the prediction target.

3. Prediction methodology

The methodology we offer aims to predict the number of confirmed cases in each region based on past data. In practice, the predicted variable was chosen to be the growth factor. The growth factor is defined as the factor by which the number of confirmed cases multiplies itself over a time period, and is $c_{t+\Delta}/c_t$ when $c_t$ is the number of confirmed cases of country $i$ at time $t$, and $\Delta$ is the time intervals, for example, one day or one week. The prediction process is divided into four major phases: a) data collection; b) preprocessing; c) training; d) actual prediction, as depicted in Figure 2.

In the first phase, data is collected from public sources, e.g., GIS and Maps at Johns Hopkins University (Hopkins Libraries, 2020). Usually, the left figure provides static information as of Apr. 2, 2020. Each yellow circle indicates the proportion of confirmed cases relative to the total amount of confirmed cases in the countries considered. The red crossed marker indicates the location of the CoIM. The lines visualize how each country draws the CoIM towards itself; (b) The right figure demonstrates the movement of the CoIM across time. The period described in the figure is between Feb. 2, 2020 to Apr. 26, 2020 with time intervals of 1 week. The yellow arrows indicate the movement direction. The small map in the top right corner is displayed for orientation.

Figure 1. Demonstrating the idea of the CoIM (Center of Infection Mass) index. (a) The left figure provides static information as of Apr. 2, 2020. Each yellow circle indicates the proportion of confirmed cases relative to the total amount of confirmed cases in the countries considered. The red crossed marker indicates the location of the CoIM. The lines visualize how each country draws the CoIM towards itself; (b) The right figure demonstrates the movement of the CoIM across time. The period described in the figure is between Feb. 2, 2020 to Apr. 26, 2020 with time intervals of 1 week. The yellow arrows indicate the movement direction. The small map in the top right corner is displayed for orientation.
data is available on a daily basis; however, this relatively high resolution may introduce local peaks into the model, e.g., cases drop with fewer tests over the weekend (IANS, 2020). Thus, we adopted two methods that are applied in the data preprocessing phase. The first one is averaging the data over a time period, e.g., a week, and for country *i* is: $\sum_{t\in \mathcal{T}} c_t^i / |\mathcal{T}|$. The second one is exponential smoothing of the data over the time period according to the equation:

$$\begin{align*}
\text{not counted} & \quad t < 1 \\
\alpha c_t^i + (1 - \alpha) c_t^i - 1 & \quad t = 1 \\
\frac{\alpha c_t^i + (1 - \alpha) c_t^i - 1}{\alpha c_{t-1}^i + (1 - \alpha) c_{t-1}^i - 1} & \quad t > 1
\end{align*}$$

where *I* is an initiation period of observations that are not included in the training model but considered when calculating observations beyond this period; and *α* is the smoothing factor ($0.5 < \alpha < 1$). The larger the *α* factor is, the less smoothing is applied.

The data-independent variables that are used for the prediction model may be classified into two groups. The first one contains static data – variables which are not changing across time – and includes: road passenger transport by buses and coaches (normalized), rail passenger transport (yearly), flights transportation (yearly), population density (ppl/km2), HDI index, social spending (% of GDP), GDP per capita, border countries, health expenditure (%of GDP), share of 65-year-olds and above, share of under 15-year-olds, share of 15 to 24-year-olds, share of 25 to 64-year-olds, medical doctors per 10,000 ppl, and medical beds per 10,000 ppl. The second group of variables contains dynamic data – variables that may change across time – and includes: weekly distance from the CoM, weekly confirmed cases, weekly deaths, and weekly tests done. Some of the features are hypothesized to indicate higher confirmed cases: a) flights transportation which indicates people moving from country to country; b) population density that may increase the rate of infection through a higher rate of contacts; and c) share of the 65-year-olds in the population which relates to a population which is more susceptible to infection. On the other hand, countries characterized by a higher rate of medical doctors and a higher rate of medical beds (measured per 10,000 ppl) are assumed to have a better chance of providing good medical care and higher awareness of healthcare, resulting in fewer confirmed cases. It is worth mentioning that while the causality of some factors may be explained or at least assumed, many others are still studied by researchers. For example, it was found that the rate of exhaled aerosol, which is the means through which COVID-19 is spread, is highly correlated with age but not with sex (Edwards et al., 2021). Since our model does not require establishing the causality, it introduces a significant advantage at the early stages of an outbreak, when very little epidemiologic information is available.

In the training phase, we seek to discover the underlying knowledge of predicting the number of confirmed cases at time period *t* + 1 based on the data from time period *t* and before. We applied different machine learning models to the preprocessed data to yield rules that establish the required 1 time-step prediction. We evaluated a wide range of prediction models, including linear regression, Random Forest Regressor (RF), XGBoost Regressor, Ridge regression, Lasso regression, and Support Vector Regressor (SVR). The Ridge and Lasso models were evaluated using two possible values for *α* : 1 and 50.

In the actual prediction phase, we simulate the process a few steps forward. Given data till time period *t*, we predict the confirmed cases for time period *t* + 1, and then, based on the aggregated data including that of *t* + 1 we predict the confirmed cases for *t* + 2 and back again. The prediction simulations were conducted using two approaches: a) Timeline data only: In this approach, we trained the data for each country isolated from the other countries; however, the interaction between countries is considered through the CoM index; and b) Timeline & static data: In this approach, we first “flattened” the database so that each record includes: time, country, static data, timeline data (where time and country construct the primary key). Then, we trained the data for the whole country set. The Timeline data only approach is expected to yield more accurate results, while the Timeline & static data approach has the potential of predicting a new country that was not introduced to the original model. To evaluate the error of the prediction, we used a defined index named ACC, which averages the errors across all time predictions:

$$\text{ACC} = \frac{1}{N} \sum_{i} \left| \frac{c^i - q^i}{c^i} \right|$$

where $c^i$ and $q^i$ are the actual confirmed cases and predicted confirmed cases for country *i* at time period *t* respectively. Naturally, as one can expect, long-term predictions (e.g., five weeks vs. two weeks) result in a higher deviation from the true reality.

4. Empirical evaluation

To empirically evaluate the model, we selected the western European region as the experiment environment. Countries in this region are characterized by open borders, and data is considered reliable. The COVID-19 pandemic hit hard in Europe; for example, by late October 2020, Spain passed 1M confirmed cases (Jones, 2020). The countries we included in the empirical evaluation are France, Spain, Italy, Germany, Austria, Netherlands, Belgium, Greece, Finland, Switzerland.

![Flowchart](image.png)  
Figure 2. This figure describes the four major phases of the prediction process (in orange boxes), and their products (in blue boxes).
Models and simulations were developed using Python 3 on Jupyter Notebook environment and Spyder integrated development environment for math programming. The machine learning code was implemented using the Sci-kit learn Python library and XGBoost library. Microsoft Excel was used for data preprocessing, and map production was executed using Microsoft 3D Map and Folium library. Dynamic data on the number of confirmed cases, deaths, and number of tests done, were collected automatically from Johns Hopkins University (Hopkins Libraries, 2020), by using Python procedures available on their GitHub (Hopkins GitHub, 2021). On the other hand, static data was manually crawled: general static medical data from WHO (WHO-beds, 2020) (WHO-doctors, 2020), static population data from The World Bank (TWB-density, 2020), economic data from the World Bank (TWB-economy, 2020), health spending from the OECD (OECD-data, 2020), and passenger air traffic from Wikipedia (Wikipedia-trafﬁc, 2020) and from World by Map (WbM, 2020). The training data was composed of data from Apr. 5, 2020 to Aug. 30, 2020, and the prediction test period was Sep. 6, 2020 to Oct. 4, 2020, resulting in a prediction range of five weeks. We define 1–2 weeks as short range, 3 weeks as medium range, and 4–5 weeks as long range. We also deﬁne three discrete levels of prediction: High accuracy when $\text{ACC} \leq 5\%$, Mid accuracy when $5\% < \text{ACC} \leq 10\%$, and Low accuracy when $10\% < \text{ACC}$.

Initially, we applied a simple linear regression that achieved a high to mid accuracy prediction for short range ($3\% \leq \text{ACC} \leq 8\%$), but low accuracy prediction for the medium and long range ($19\% \leq \text{ACC} \leq 88\%$). We then applied advanced algorithms, including: Random Forest, XGBoost, Ridge ($\alpha = 1$), Ridge ($\alpha = 50$), Lasso ($\alpha = 1$), and Lasso ($\alpha = 50$). Random Forest consists of training multiple regression decision trees, each with access to a different subset of the data, and use averaging of different prediction decision trees to improve the predictive accuracy and the control of overﬁtting. XGBoost is another regression model which is based on decision trees. While Random Forest can be considered as a parallel model based on the wisdom of the crowd (i.e., the average prediction among different trees), XGBoost adapts a more sequential approach, when each decision tree is aimed at learning from the errors of its predecessor. In Ridge regression, we add a penalty term that is equal to the square of the coefﬁcient (i.e., feature importance and effect on the number of conﬁrmed cases). Ridge regression decreases the complexity of a model. Still, it does not reduce the number of variables since it never leads to a coefﬁcient of zero but only minimizes it. Therefore, we also included the Lasso regression models that add a penalty term onto the absolute sum of the coefﬁcients. The difference between Ridge and Lasso regression is that the latter tends to make coefﬁcients absolute zero compared to Ridge, which never sets the value of coefﬁcients to absolute zero. For both Ridge and Lasso regression, the parameter $\alpha$ controls the trade-off between low error and low coefﬁcients value. The prediction accuracy of the various algorithms is depicted in Figure 3. As mentioned above, the Linear Regression, which is the most simplistic model, yields relatively poor results. In contrast, more sophisticated models such as XGBoost and Random Forest yield the best results.

Data items of this type tend to include local noise; thus, we applied smoothing by both the average smoothing and the exponential smoothing methods. A comparison of the prediction accuracy of both methods is depicted in Figure 4. The ﬁgure shows that the average mean smoothing method has superiority over the exponential smoothing methods in the short and medium prediction range. However, the exponential smoothing method is superior in the long prediction range. In any case, the differences are not highly signiﬁcant, they might be an outcome of a random noise, and there is not enough evidence to make a determination regarding the preferred smoothing method.

We then applied the Random Forest algorithm to the dataset mentioned above, with the average smoothing method. The accuracy of the prediction according to the country predicted and the prediction range is depicted in Figure 5, and the average prediction error across all countries is depicted in Figure 6. It can be noticed that for the short and medium ranges, all countries have a high accuracy prediction apart from

\[ \text{ACC} = \alpha \]
Austria and Greece, which have a mid to low accuracy prediction. As this is not the focus of this study, we leave the question of why these countries behave differently for future research. For the long range, half of the countries have a high accuracy prediction, and the other half have a mid to low accuracy prediction.

Analyzing the feature importance of the various variables, it can be noted that for the models of Germany, Italy, Belgium, Finland, and Netherlands, the two most important features were the number of weekly confirmed cases, and weekly number of deaths. Interestingly, Spain, Austria, and Greece all share the weekly distance from the CoIM as one of their two most important features. The accumulated results of the two most significant features for each country are depicted in Table 1.

Notably, and as expected, the longer the prediction range, the lower the prediction accuracy.\(^2\) This phenomenon is also explained by the deviation of the predicted CoIM from the actual CoIM as depicted in Figure 7. Our next evaluation shows the importance of the CoIM index in the models. This time, we trained a Random Forest model for each country, but excluded the weekly distance feature (i.e., ignored the CoIM).

As depicted in Figure 8, for a prediction range of one week, there is an insignificant advantage to the model without the CoIM index, but for a prediction range of two weeks and above, the model that takes the CoIM index into consideration is much more accurate.

Finally, we applied the timeline & static data approach by “flattening” the DB as explained in the Prediction Methodology section. As depicted in Figure 9, it can be seen that the prediction accuracy of the model based on timeline data only is significantly higher than the model based on timeline & static data. Interestingly, similar to the country-based models,

\(^2\) Considering this regularity, France shows a slight anomaly with lower accuracy for the short range and higher accuracy for the mid and long range – however, the deviation is minor.

---

**Table 1. The two most important features for each model.**

| COUNTRY       | France | Spain | Italy | Germany | Austria | Netherlands | Belgium | Greece | Finland | Switzerland |
|---------------|--------|-------|-------|---------|---------|-------------|---------|--------|---------|-------------|
| Weekly confirmed cases | 1%     | 1%    | 1%    | 2%      | 2%      | 1%          | 3%      | 5%     | 2%      | 0%          |
| Weekly deaths | 2%     | 2%    | 2%    | 4%      | 7%      | 1%          | 4%      | 10%    | 3%      | 0%          |
| Weekly confirmed cases | 0%     | 4%    | 2%    | 5%      | 12%     | 7%          | 1%      | 15%    | 2%      | 0%          |
| Weekly deaths | 8%     | 2%    | 2%    | 6%      | 16%     | 15%         | 2%      | 21%    | 1%      | 2%          |
| Weekly confirmed cases | 0%     | 13%   | 0%    | 6%      | 20%     | 25%         | 10%     | 29%    | 7%      | 0%          |

---

**Figure 4.** Exponential vs. the Average Smoothing Methods. This figure compares the exponential and the average smoothing methods. The orange polygon indicates the prediction error (ACC) with exponential smoothing, while the blue polygon indicates mean smoothing for different prediction ranges. The distance of each point from the chart center indicates the error level.

**Figure 6.** This figure describes the average prediction error across all countries. The X-axis describes the prediction range (in weeks), while the Y-axis describes the prediction error (ACC). The whiskers describe the standard deviation of ACC across different countries.

Austria, and Greece all share the weekly distance from the CoIM as one of their two most important features. The accumulated results of the two most significant features for each country are depicted in Table 1.

**Figure 5.** Prediction Error of the Selected Model. This figure introduces the prediction accuracy by the error (ACC) yield by Random Forest algorithm, for timeline data only approach and average smoothing method. For each prediction target date (indicated by the actual date and the prediction range in weeks), and for each country, the ACC error index is reported. The higher the error, the lower the accuracy. Green cells indicate high accuracy, yellow cells mid accuracy, and red cells low accuracy.
in this model as well, the two most important features were weekly number of confirmed cases and weekly number of deaths.

5. Discussion

This research introduces a methodology to predict the spread of the COVID-19 pandemic in a spatial-temporal space. The prediction model is based on a novel concept – The Center of Infection Mass (CoIM), inspired from the physics center of mass – when mass centers at a given location are replaced with infection extents in their 2D geographic coordinates. We trained various regression models, e.g., Random Forest, XGBoost with historical data of a specific period, and predicted the progress of the infection in a followed period. Our results show that for the range of one to three weeks, most countries' COVID-19 spread could be predicted with high accuracy, and for a range of four to five weeks with lower accuracy.

The ability to predict the spread of disease may mitigate the inherent trade-off between life-saving and economy; both are fundamental social values (Li et al., 2020), and may also influence policy economic design, e.g., providing stimulus packages (Siddik, 2020), which may contribute significantly to society's welfare. Many, if not most of the pandemics, similar to the case of COVID-19, are unexpected (Sturmberg and Martin, 2020). Therefore, in the gap between the time when knowledge of the existence of the pandemic is discovered and when an effective vaccine of medicine is found, applying a balanced policy may be the only tool in the hands of decision-makers.

The analysis in this paper is based on publicly published results, which are highly available in the COVID-19 pandemic outbreak event (Lin and Hou, 2020). However, government officials may collect and have access to more detailed data, e.g. by tracking mobile phones (Calvo et al., 2020). Moreover, data can be collected based on self-disclosing, e.g., text-mining from unusual messages (Ku et al., 2014). Notably, this

Figure 7. This figure describes the movement of the predicted CoIM vs. the movement of the actual CoIM. The red markers indicate the prediction and are numbered ordinally according to the time range (weeks), while the blue markers indicate the reality and are numbered in the same way. The broken yellow lines stretched between two paired markers (predicted vs. reality) visualize the distance. The small map in the bottom right corner is displayed for orientation.

Figure 8. This figure describes the differences between the prediction with and without the CoIM index. The X-axis describes the prediction range in weeks, while the Y-axis describes the difference in the prediction error (ACC). A positive value of the difference indicates a better prediction by the model with the CoIM index, and a negative value the opposite.
The prediction methodology we introduce in this paper, which was tested on the COVID-19 pandemic, establishes the foundations for: further research to enhance this model; increase its accuracy and prediction range and to apply it in other cases; and to build a machine learning-based application that will be applied in real-time, and will contribute to the improvement of human welfare during pandemic outbreaks.
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