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Abstract
The standard BERT adopts subword-based tokenization, which may break a word into two or more wordpieces (e.g., converting “lossless” to “loss” and “less”). This will bring inconvenience in following situations: (1) what is the best way to obtain the contextual vector of a word that is divided into multiple wordpieces? (2) how to predict a word via cloze test without knowing the number of wordpieces in advance? In this work, we explore the possibility of developing BERT-style pretrained model over a vocabulary of words instead of wordpieces. We call such word-level BERT model as WordBERT. We train models with different vocabulary sizes, initialization configurations and languages. Results show that, compared to standard wordpiece-based BERT, WordBERT makes significant improvements on cloze test and machine reading comprehension. On many other natural language understanding tasks, including POS tagging, chunking and NER, WordBERT consistently performs better than BERT. Model analysis indicates that the major advantage of WordBERT over BERT lies in the understanding for low-frequency words and rare words. Furthermore, since the pipeline is language-independent, we train WordBERT for Chinese language and obtain significant gains on five natural language understanding datasets. Lastly, the analyse on inference speed illustrates WordBERT has comparable time cost to BERT in natural language understanding tasks.

1 Introduction
Representations of words work as the foundation of modern natural language processing systems (Bommasani et al., 2021). The journey of pretrained word representations starts from context-independent word embeddings (Bengio et al., 2003; Mikolov et al., 2013; Pennington et al., 2014), where the representation of a word remains the same in different contexts. Different from word embeddings, pretrained models like BERT (Devlin et al., 2018) and RoBERTa (Liu et al., 2019) produce representations of words conditioned on contexts. They are typically built with Transformer (Vaswani et al., 2017) and use sub-word based tokenizers (e.g., WordPiece (Wu et al., 2016)) that decompose a word into small subword units. For example, a word “lossless” may be divided into two subwords “loss” and “less” before consumed into the Transformer. Although pretrained models achieve awesome performance on a wide range of downstream tasks, the use of subwords brings inconvenience in following scenarios. The first scenario is to compute the contextual representation of a word. For example, in Figure 1 (a), the word “lossless” is divided into two tokens. Although a commonly approach is to use the vector of the first subword (i.e., “loss”) as the vector of the whole word, it is suboptimal to ignore the contextual representations of remaining subwords. The second scenario is to predict a word given surrounding texts (i.e., “loss”) as the vector of the whole word, it is suboptimal to ignore the contextual representations of remaining subwords. The second scenario is to predict a word given surrounding texts (i.e., cloze test). As illustrated in Figure 1 (b), given the context of “the service focuses on ____ audio”, the model struggles to predict a compound word (e.g., “lossless”) before knowing the number of wordpieces of the target word.

In this work, we explore the learning of BERT-style pretrained model that discards subword-based tokenization, so that the aforementioned issues are essentially avoided. The goal of this work is not to propose a new neural network architecture or a new pretraining objective. Instead, we aim to explore whether it is possible to build an alternative BERT-style pretrained that has the merits of learning contextual representations of words from vast unlabeled data and retaining the integrality of words. We largely follow the model architecture of BERT and develop on top of Transformer. We call this word-level pretrained model as WordBERT. Since the whole pipeline is language-agnostic, we train WordBERT for both English and Chinese lan-
Figure 1: (a) BERT only produces representations for subwords “loss” and “##less”, while WordBERT is able to directly obtain the representation for “lossless”. (b) BERT is unable to generate a word that divided into multiple subwords (e.g., “lossless”) on top of one [mask] token. In order to generate the word “lossless” via cloze test, BERT needs to know the oracle number of subwords. In contrast, WordBERT inherently escapes this dilemma to predict a word based on one [mask] token.

To comprehensively evaluate the performance of WordBERT, we conduct experiments on many tasks, including cloze test, machine reading comprehension, Part-Of-Speech (POS) tagging, chunking and named entity recognition (NER). Experimental results indicate that WordBERT gains a huge performance boost over the BERT on cloze test and machine reading comprehension, and consistently outperforms BERT on POS tagging, chunking and NER tasks. To further investigate which types of words benefit from our model, we construct a probing analysis to test WordBERT in a zero-shot scenario without fine-tuning the parameters. The analysis results illustrate that WordBERT has a better understanding for low-frequency words and rare words than BERT. Furthermore, we also train a model for Chinese to verify the effectiveness of our approach on other languages, and find that our model brings significant improvements on the standard CLUE benchmark (Xu et al., 2020) for Chinese. More importantly, we find that although WordBERT has larger model parameters than BERT, it has comparable time cost to BERT when being applied to natural language understanding tasks.

2 Background

In this section, we give a brief overview of subword-based tokenization and BERT (Devlin et al., 2018) pretraining approach.

The default tokenization used in recent pre-training models (Devlin et al., 2018; Lewis et al., 2020) is subword-based tokenization. The subword-based tokenization algorithms uses the following principles: (1) Do not split the frequently used words into smaller subwords. (2) Split the low-frequency words into smaller meaningful subwords. Wordpiece (Wu et al., 2016), used in BERT, is one of the subword tokenizations. As shown in Figure 1, given a text sequence “the service focuses..."
Table 1: Models with different configurations.

| Configurations | BERT | WordBERT-500K | WordBERT-1M | WordBERT-Glove | WordBERT-ZH |
|----------------|------|---------------|-------------|----------------|-------------|
| Vocab Size     | 30.5K| 500K          | 1M          | 1.9M           | 278K        |
| Language       | English | English | English | English | Chinese |
| Transformer Params | 85M | 85M          | 85M      | 85M              | 85M         |
| Embedding Params  | 23.4M | 384M        | 768M     | 570M            | 213M        |
| Embedding Dim  | 768  | 768          | 768      | 300              | 768         |

Table 1: Models with different configurations.

on lossless audio”, wordpiece model will generate the corresponding wordpiece sequence “the service focuses on loss less audio”.

BERT contains two components: embedding layer and Transformer. Given an input, BERT first gets the corresponding static embedding representations through embedding layer, and then produces the contextual representations through stacked Transformer encoders. During pretraining, BERT uses two objectives: masked language modeling (MLM) and next sentence prediction (NSP). The MLM objective is a cross-entropy loss on predicting the masked tokens. A random sample of the tokens in the input sequence is selected and replaced with the special token [MASK]. NSP is a binary classification loss for predicting whether two segments follow each other in the original text.

3 Model

In this section, we introduce our models and the sampling-based training processing. As shown in Table 1, we train several models with different configurations. We’ll go into the details next.

3.1 WordBERT

Similar with BERT, WordBERT contains two components: word embedding and Transformer layer. Word embedding is a parameter matrix to obtain the vector representations of words. Different with BERT (Devlin et al., 2018) using subword units, WordBERT’s vocabulary is made up of complete words without wordpieces. In this work, we use spacy1 to process the data, and take the top K words with the highest frequency as the vocabulary. Specifically, we train two models with vocabulary sizes of 500K and 1M, named WordBERT-500K and WordBERT-1M respectively. In addition, we add five special words ([PAD], [UNK], [CLS], [SEP] and [MASK]) to the vocabulary. Following previous models (Devlin et al., 2018; Liu et al., 2019), we adopt the multi-layer bidirectional transformer (Vaswani et al., 2017) to learn contextualized representation. The transformer architecture has $L$ layers. Each block uses $A$ self-attention heads and hidden dimension $H$.

3.2 WordBERT-Glove

The parameters of word embedding in WordBERT-500K and WordBERT-1M are randomly initialized. To explore the effectiveness of using pretrained word vectors, we adopt the Glove vocabulary (Pennington et al., 2014) with approximately 1.9 million uncased words as the vocabulary and use the corresponding word vectors to initialize our model, named WordBERT-Glove. Glove embedding is pretrained on Common Crawl dataset with 42B tokens 2 with 300 dimension. Given a sequence of words, we first get the corresponding 300-dimensional representation for each word through Glove Embedding. Then, we add a linear layer to map the 300-dimensional feature space of Glove to the 768-dimensional feature space of the transformer layer.

In order to better map the feature from glove embedding space to transformer space, we pretrain the linear layer for WordBERT-Glove. Specifically, we extract the identical words in the Glove and BERT vocabulary and the corresponding 300-dimensional and 768-dimensional vectors. There are 22,860 overlapping words in total. We set the 300-dimensional Glove vector as input $v_{in}$ and set the 768-dimensional BERT vector as output $v_{out}$. The linear layer is trained with the mean squared error loss function as the follows:

$$
\hat{v}_{out} = W^T \times v_{in} \\
L_{mse} = \frac{1}{N} \sum_{i=1}^{N} (\hat{v}_{out} - v_{out})^2
$$

where $W$ is the parameters of the linear layer and $N$ is the number of overlapping words.

1https://spacy.io/

2https://nlp.stanford.edu/projects/glove/
| Model               | CLOTH M | H  |
|--------------------|---------|----|
| LSTM†              | 48.4    | 51.8| 47.1|
| BERT-base†         | 82.0    | 85.0| 80.9|
| Human†             | 85.9    | 89.7| 84.5|
| WordBERT-500K     | 84.99   | 87.40| 84.06|
| WordBERT-1M       | **85.06** | **87.59** | **84.08**|
| WordBERT-Glove     | 83.26   | 86.27| 84.08|

Table 2: Evaluation results on the CLOTH dataset. M and H are shorthand for CLOTH-M and CLOTH-H, respectively. † indicates the results are from leaderboard.

3.3 WordBERT-ZH

Considering that our method is language-independent, we also train a Chinese version model, named WordBERT-ZH, to verify the effectiveness of word-based vocabulary in Chinese language. Similar with WordBERT-500K and WordBERT-1M, WordBERT-ZH’s vocabulary is obtained from the training corpus. We consider WuDaoCorpus (Yuan et al., 2021), a 200GB raw text from various domains. Furthermore, we use spacy to process the corpus and build the vocabulary with the size of 278K. The parameters of word embedding are randomly initialized and we keep the dimension of word embedding as 768.

3.4 Model Training

Following BERT-base (Devlin et al., 2018), we set the number of Transformer layers as 12, the hidden size as 768, the number of self-attention heads as 12 and the masked ratio as 15%. Different with the original BERT, which is trained with masked language modeling (MLM) task and next sentence prediction (NSP) task, we only employ MLM task to train our model and remove NSP task, which is proved ineffective in RoBERTa (Liu et al., 2019). The pre-training data are BookCorpus (Zhu et al., 2015) and English Wikipedia, which are the original data used to train BERT. For different versions of our models, the parameters of the transformer part are initialized with BERT. We list the differences between different configuration models in Table 1. For WordBERT-500K, WordBERT-1M and WordBERT-ZH, the embedding dimension is 768 and the parameters of embedding are randomly initialized and . For WordBERT-Glove, the parameters of embedding are initialized with Glove embedding and the dimension of word embedding is 300. We initialize the linear layer with the pre-trained parameters and fix the word embedding parameters unchanged.

To reduce the huge computation cost of softmax and speed up training, we dynamically sample a small vocabulary for each batch during pretraining. Specifically, for each batch, our new vocabulary contains two parts, including (1) randomly sample 30,000 words from the entire vocabulary; (2) all words contained in the current batch. For WordBERT-Glove, the sampled small vocabulary additionally includes the 10 most similar words for each masked word in the vocabulary, which are obtained through Glove embedding similarity by an off-the-shelf toolkit Annoy. Detailed hyper-parameters for model training are given in appendix A.

4 Experiment

We present empirical results in this section to verify the effectiveness of our models. We evaluate our models in various tasks, such as cloze test, machine reading comprehension, POS tagging, Chunking and NER. After that, we construct two probing datasets to analyze the model’s performance on different frequencies words. Furthermore, we evaluate our Chinese model WordBERT-ZH on CLUE benchmark (Xu et al., 2020). Lastly, we compare the inference speed on different tasks and give several cases for probing to analyze our models.

4.1 Cloze Test

Cloze test (Taylor, 1953) is the task of infilling in blank positions of text which are consistent with preceding and subsequent text, which is a classic language exercise in English exams. We adopt CLOTH (Xie et al., 2018), a large-scale cloze test data set created by teachers, to evaluate our models. Questions in the data set are designed by middle-school and high school teachers to prepare Chinese students for entrance exams. CLOTH is divided into CLOTH-M and CLOTH-H, which stand for the middle school part and the high school part. This data set has four types of questions, including (1) Grammar: the question is about grammar usage involving tense, preposition usage, subjunctive mood,
active/passive voices and so on; (2) Short-term-reasoning: the question can be answered based on the information within the same sentence; (3) Matching: the question is answered by paraphrasing a word in the context; (4) Long-term-reasoning: the answer must be inferred from synthesizing information distributed across multiple sentences. With missing blanks and candidate options carefully created by teachers to test different aspects of language phenomena, CLOTH requires a deep language understanding and better captures the complexity of human language.

Follow the experimental settings of the original paper (Xie et al., 2018), we formulate the problem of cloze test as a multi-choice question answering task, where the question is a passage in which some words are replaced by blanks and distractor candidate answers are incorrect but nuanced to make the test non-trivial. Detailed hyper-parameters for model fine-tuning are given in appendix B.

Results are given in Table 2. We report accuracy, namely the number of correctly predicted questions over the number of all questions, for each dataset. The results of LSTM, BERT-base and Human are from leaderboard. Overall, various versions of our model performer better than LSTM and BERT-base. Specifically, WordBERT-500K, WordBERT-1M and WordBERT-Glove achieve accuracy scores of 84.99, 85.06, and 83.26, which exceeds BERT-base 2.99 and 3.06, 1.26 points respectively. What’s more, WordBERT-1M improves by 3.19 points over BERT-base on the high school dataset than that 2.59 points on the middle school dataset, which indicates our models have better understanding and reasoning ability, especially for complex questions.

### 4.2 Sequence Labeling

We also evaluate our models on several sequence labeling tasks, such as Part-Of-Speech (POS) tagging, Chunking and named entity recognition (NER). All these tasks can be regarded as word-level classification tasks. A common practice for sub-word based BERT is to use the hidden state of the first sub-token to represent the whole word, which may hurt the model performance. We use CoNLL2003 (Sang and De Meulder, 2003) for POS tagging and Chunking with standard split. For NER task, in addition to CoNLL2003, we also use CoNLL++ (Wang et al., 2019) which the mistakes in the test set are manually corrected. We report $F_1$ on development and test datasets.

Results are shown in Table 3. We find that our models can achieve slightly better results on POS tagging and Chunking tasks. Compared with POS tagging and Chunking, our models are able to achieve more significant improvements on NER task. We speculate that our models may have advantage in learning representations for low-frequency words since named entities tend to be infrequent words.

### 4.3 SQuAD

The Stanford Question Answering Dataset (SQuAD) provides a paragraph of context and a question. The task is to answer the question by extracting the relevant span from the context. We evaluate on two versions of SQuAD: v1.1 (Rajpurkar et al., 2016) and v2.0 (Rajpurkar et al., 2018). In SQuAD v1.1 the context always contains an answer, whereas in SQuAD v2.0 some questions are not answered in the provided context.
Table 5: Evaluation results on probing test for different frequencies words. Accuracies (%) are reported. Best results in each group are in bold.

| Model               | SQuAD          | WikiText-103    |
|---------------------|----------------|-----------------|
|                     | High | Medium | Low  | Rare | High | Medium | Low  | Rare |
| BERT-base           | 59.31 | 25.21  | 6.20 | 0.00 | 57.28 | 21.20  | 3.28 | 0.00 |
| WordBERT-500K       | 61.80 | **35.68** | 27.28 | 4.78 | 59.87 | **35.67** | 23.30 | 3.31 |
| WordBERT-1M         | 61.31 | 35.56  | 28.25 | **4.95** | 59.41 | 34.09  | 24.09 | **4.19** |
| WordBERT-Glove      | **63.23** | 34.95  | **28.54** | 4.30 | **61.30** | 33.99  | **25.20** | 3.98 |

making the task more challenging. Following BERT, we represent the input question and passage as a single packed sequence and fine-tune the model to find the start word index and the end word index of the answer span. For SQuAD v2.0, we treat questions that do not have an answer as having an answer span with start and end at the [CLS] token. Detailed hyper-parameters for model fine-tuning are given in Appendix B.

Table 4 shows the performance of various models, where exact match (EM) ratio and $F_1$ are reported on development dataset. According to the table, we can see that our models are superior in both SQuAD v1.1 and SQuAD v2.0 overall. Specifically, WordBERT-Glove achieves 89.69 EM score and 89.78 $F_1$ score, which illustrates that our models have better understanding of the context and question, and accurately identify the correct spans.

4.4 Probing

To deeply explore the relation between the model performance and the frequency of a word during pretraining, we split test set into four subsets based on the word frequency in WikiText-103. We set 3000, 300, and 3 as the thresholds to divide words into high-frequency words (High), medium-frequency words (Medium), low-frequency words (Low) and rare words (Rare), respectively. We build two probing datasets with different sizes, which are constructed based on WikiText-103 and SQuAD v1.1. We select 200K sentences from WikiText-103 and all 19K contexts from SQuAD v1.1. We separately mask out different frequencies words with a random 15% probability, and then let the model predicts the word in a zero-shot setting where the parameters are fixed. Statistics of the data for probing is given in B.

Results are given in Table 5. We report top 1 accuracy for two probing datasets across different frequencies subsets. Results show that our models outperform than BERT across all frequency words on both WikiText-103 and SQuAD probing dataset. As can be seen, the performance of all models decrease significantly with the word frequency decreasing. For high frequency words, our models bring limited improvements, indicating that both BERT and our models can learn good representations for high-frequency words. Besides, our models significantly outperform BERT for other three types of words. For instance, WordBERT-500K and BERT-base achieve 35.68 and 25.21 top 1 accuracy on the mid-frequency subset of SQuAD, demonstrating that our models are able to learn better representation for medium-frequency words, low-frequency words and rare words.

Although WordBERT suffers from out-of-vocabulary (OOV) problem, we believe if the vocabulary size is large enough, only a few least-known words are not included in the vocabulary. In practice, due to the few occurrences in pretraining corpus, subword-based models may not learn good representations for those OOV words either. We show that our model has better learning ability for low-frequency words and rare words than BERT.

4.5 Chinese NLU

We use various types of language understanding tasks from the CLUE benchmark (Xu et al., 2020) to evaluate WordBERT-ZH. Specifically, we use classification tasks such as TNEWS, IFLYTEK; semantic similarity task (AFQMC); keyword recognition (CSL); natural language inference task (OC-NLI). In addition to BERT (Devlin et al., 2018) and RoBERTa (Cui et al., 2019), we also draw WoBERT (Su, 2020) and MarkBERT (Anonymous, 2021) as baselines. WoBERT is a Chinese pretrained model initialized from the BERT BASE pretrained weights, which has a 60K expanded vocabulary containing commonly used Chinese words. MarkBERT remains the vocabulary being Chinese.

6 https://github.com/CLUEbenchmark/CLUE
| Model             | TNEWS | IFLYTEK | AFQMC | OCNLI | CSL  |
|------------------|-------|---------|-------|-------|------|
| BERT-base ‡      | 56.09 | 60.37   | 74.16 | 74.70 | 79.63|
| RoBERTa-base ‡   | 57.51 | 60.80   | 74.30 | 75.01 | 80.67|
| WoBERT †         | 57.01 | 61.10   | 72.80 | 75.00 | -    |
| MarkBERT †       | 58.40 | 60.68   | 74.89 | 75.88 | -    |
| WordBERT-ZH      | 59.75 | 61.56   | 74.64 | 77.63 | 83.33|

Table 6: Evaluation results on Chinese NLU datasets in terms of accuracy (%). ‡ indicates the results are from leaderboard. † indicates the results are from Anonymous (2021).

characters and inserts boundary markers between contiguous words. We follow the implementation details used in the CLUE benchmark official website and report the best accuracy on valid datasets.

As we can see in Table 6, WordBERT-ZH outperforms baselines on five tasks and achieves significant improvements on TNEWS, OCNLI and CSL tasks. Specifically, WordBERT-ZH improves by 3.66 points for TNEWS, 2.93 points for OCNLI and 3.7 points for CSL over BERT-base. This reflects that the word-based model is also very effective for Chinese language.

![Figure 2](https://example.com/f2.png)

Figure 2: Inference latencies on different tasks.

4.6 Inference Speed

We compare the inference speed of BERT-base and WordBERT on different tasks. All inference speed tests are performed on one same NVIDIA machine. For IFLYTEK, OCNLI and SQuAD tasks, we report the inference time (in seconds) of conducting model inference on the development set for one round. For the probing task, we report the inference time on a subset of 1,000 contexts from SQuAD high frequency dataset. We use WordBERT-ZH for IFLYTEK and OCNLI tasks, WordBERT-500K for SQuAD and probing tasks.

As shown in Figure 2, on NLU tasks (i.e., the first groups), the overall inference time of WordBERT and BERT is comparable. The reason is that, even though our vocabulary size is significantly larger, obtaining word embedding is a dictionary lookup operation in python, which is independent of the size of vocabulary. Moreover, we find WordBERT has even slightly faster inference speed for SQuAD and OCNLI tasks. The reason might be that the length of the input sequence without subwords is shorter, which reduces the computational cost of self-attention. For the probing task, WordBERT takes more time than BERT due to the computational cost of softmax over a large vocabulary.

4.7 Case Study

In this section, we give several examples for probing to qualitatively analyze our models. Given a sentence with a blank, we first replace the blank with [MASK], and then use model to predict a word to fill in the blank. We directly adopt pre-trained BERT, WordBERT-1M and WordBERT-Glove without modifying the parameters.

As shown in Figure 3, for each case, we give the top-5 words generated by models and the reference word.

5 Related Work

Traditional word vector approaches were built upon word-level vocabularies with millions of words,
| ID | Case | Predictions |
|----|------|-------------|
| #1 | Every day you should take a walk or play basketball or do something you find __. | Reference: interesting  
BERT: [good, wrong, out, that, you]  
WordBERT-1M: ['exciting', 'amusing', 'ridiculous', 'interesting', 'boring']  
WordBERT-Glove: [enjoyable, entertaining, exhausting, refreshing, interesting] |
| #2 | Perhaps we can say that learning English is like __ Chinese medicine in that its effects come slowly. | Reference: taking  
BERT: [a, the, chinese, in, traditional]  
WordBERT-1M: ['studying', 'practicing', 'practising', 'traditional', 'learning']  
WordBERT-Glove: [practicing, practising, learning, studying, taking] |
| #3 | The old college building has become one of two __ on campus run by the congregation of holy cross. | Reference: seminaries  
BERT: ['buildings', 'structures', 'schools', 'areas', 'churches']  
WordBERT-1M: ['churches', 'buildings', 'convents', 'campuses', 'dormitories']  
WordBERT-Glove: ['seminaries', 'chapels', 'basilicas', 'convents', 'buildings'] |
| #4 | The state tree, the ponderosa pine, was selected by Montana __ as the preferred state tree by an overwhelming majority in a referendum held in 1908. | Reference: schoolchildren  
BERT: ['voters', '#ns', 'legislature', 'legislators', 'citizens']  
WordBERT-1M: ['voters', 'legislators', 'officials', 'republicans', 'legislature']  
WordBERT-Glove: ['voters', 'schoolchildren', 'residents', 'legislators', 'citizens'] |

Figure 3: Case study on probing. We give the reference word and the top-5 generated words for each case. The reference words of case #1 and case #2 are high-frequency words, and the reference words of case #3 and case #4 are low-frequency words.

such as Word2vec (Mikolov et al., 2013), Glove (Pennington et al., 2014) and ELMo (Peters et al., 2018). However, Word2vec and Glove only allow a single context-independent representation for each word. To alleviate this problem, ELMo uses vectors derived from a bidirectional LSTM (Hochreiter and Schmidhuber, 1997) to obtain deep contextual word representations. Different from previous methods, most recent pre-trained language models (e.g., BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019)) use subword-based vocabularies and transformer (Vaswani et al., 2017) to learn context-dependent token representations. Considering that word is basic lexical units and transformer is a powerful representation model, we are the first to explore combining their strengths to train a word-based BERT-style model using transformer.

Currently, sub-word approaches like WordPiece (Wu et al., 2016) are widely used in pre-trained language models (Devlin et al., 2018; Liu et al., 2019; Lewis et al., 2020). For convenience, most existing studies only adopt the widely-used vocabulary sizes, which typically range from 30K to 60K sub-word units, in implementation. Recently, some researchers have begun to pay attention to the effects of vocabulary size. Xu et al. (2021) proposes VOLT, a vocabulary search approach without trial training, to find a well-performing small vocabulary in diverse settings. Some researchers expand vocabulary size to 256K to train a GPT3-style (Brown et al., 2020) model, named JURASSIC-1 (Lieber et al., 2021). The resulting vocabulary contains wordpieces, whole words, and multi-word expressions. Our model differs from them in two ways. First, our vocabulary only contains whole words without wordpieces or multi-word expressions. Then we are the first to try to expand the vocabulary size to 1 million.

6 Conclusion

In this paper, we explore to train the BERT-style pretrained model over a word-based vocabulary without subword units using sampling-based training strategy. We adopt various configurations, i.e., whether using pretrained word embeddings like Glove and different vocabulary size (e.g., 500K and 1M). Results show that our model makes significant improvements on cloze test and machine reading comprehension. What’s more, WordBERT consistently achieves better $F_1$ scores on POS tagging, chunking and NER. Model analysis illustrates that our models generate more diverse and meaningful words, while BERT tends to generate general words. Furthermore, we extend our approach to Chinese languages. Results on several natural language understanding tasks indicate that our model
significantly outperforms BERT.
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A Pretraining

We use the following set of hyper-parameters to train models: total batchsize is 8,192 on 64x Tesla V100 GPUs and the max length is 512. We use Adam to update the parameters and set the learning rate to 5e-5 with a linear warmup scheduler. We run the warmup process for 5k steps and train 200k steps in total.

B Fine-tuning

B.1 Cloze Test

Data statistics of the training/validation/testing data splits for CLOTH dataset are given in Table 7. Following original experimental settings, we fine-tune for 2 epochs and a batch size of 4 and the learning rate of 1e-5.

B.2 SQuAD

For both SQuAD v1.1 and v2.0, we fine-tune for 2 epochs and a batch size of 48. We select the best learning rate among { 1e-5, 3e-5 and 5e-5 } on the development set. Following the default setting, we set the max length as 384.

B.3 POS Tagging, Chunking and NER

We use the same hyper-parameters for three tasks. We fine-tune for 10 epochs and set label smoothing factor as 0.1, max length as 200, batch size as 32, learning rate among { 1e-5, 3e-5 and 5e-5 }. We tune hyper-parameters and perform early stopping on the development set.

B.4 Probing

Data statistics of the number of masked words for different frequencies datasets are given in Table 8.
| Dataset      | CLOTH-M Train | CLOTH-H Train | CLOTH (Total) Train | CLOTH-M Dev | CLOTH-H Dev | CLOTH (Total) Dev | CLOTH-M Test | CLOTH-H Test | CLOTH (Total) Test |
|--------------|---------------|---------------|---------------------|-------------|-------------|-------------------|-------------|-------------|-------------------|
| # passages   | 2,341         | 335           | 3,172               | 5,513       | 805         | 813               |
| # questions  | 22,056        | 3,273         | 54,794              | 76,850      | 11,067      | 11,516            |
| Avg. # sentence | 16.26   |               |                     |             |             |                   |
| Avg. # words    | 242.88       |               |                     |             |             |                   |

Table 7: The statistics of the training, development and test sets of CLOTH-M, CLOTH-H and CLOTH

| Datasets       | High         | Medium       | Low           | Rare        |
|----------------|--------------|--------------|---------------|-------------|
| SQuAD          | 225,817      | 38,260       | 16,547        | 4,002       |
| WikiText-103   | 1,336,055    | 229,805      | 99,328        | 8,567       |

Table 8: The number of masked words for different frequencies datasets.