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The standard derivations of electromagnetic energy and momentum in media take Maxwell’s equations as the starting point. It is well known that for dispersive media this approach does not directly yield exact expressions for the energy and momentum densities. Although Maxwell’s equations fully describe electromagnetic fields, the general approach to conserved quantities in field theory is not based on the field equations, but rather on the action. Here an action principle for macroscopic electromagnetism in dispersive, lossless media is used to derive the exact conserved energy-momentum tensor. The time-averaged energy density reduces to Brillouin’s simple formula when the fields are monochromatic. The momentum density is not given by the familiar Minkowski expression \( D \times B \), even for time-averaged monochromatic fields. The results are unaffected by the debate over momentum balance in light-matter interactions.
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I. INTRODUCTION

Momentum balance in light-matter interactions is a subtle subject that has been debated for over a century. Discussions of the issues involved, together with references to much of the relevant literature, can be found in \[2–6\]. This paper makes no attempt to contribute to the momentum-balance debate, in that there will be no investigation of the transfer of momentum (or energy) from light to matter or vice versa. Instead we isolate a related problem, but one that is mathematically well-posed and therefore capable of an exact and unambiguous solution. The problem solved here is: what is the conserved energy-momentum tensor of light propagating in a homogeneous, dispersive, lossless magnetodielectric medium? This is a well-posed problem of macroscopic electromagnetism, but it appears not to have been fully addressed in the existing literature on electromagnetic energy-momentum, where the primary focus has been on momentum transfer between light and matter. Although the solution is an example of Noether’s theorem, the presence of dispersion means that the well-known expression for the energy-momentum tensor of a field theory in terms of its Lagrangian density is not valid in this case. In fact the result cannot be derived in any systematic way from Maxwell’s equations or a Lagrangian density. Dispersive macroscopic electromagnetism must be formulated in terms of an action principle, and the Noether theorem for spacetime translation symmetry must be derived from the action, leading to an exact conserved energy-momentum tensor. The problem in fact presents a significant calculational challenge, which may explain its absence from the momentum-balance literature. By isolating this problem from the conundrum of momentum transfer, we show that the issue of electromagnetic energy-momentum in dispersive media is amenable to some mathematically exact and unambiguous statements.

The restriction to lossless media in this paper requires comment on the physical significance of the results. A complete treatment of macroscopic electromagnetism at all frequencies must include the absorption in the materials that is necessarily strong in some frequency ranges. Mathematically, this dissipation is a consequence of the restriction to retarded solutions of Maxwell’s equations, which leads to the Kramers-Kronig relations \[7,8\]. As is well known \[8,10\], quantifying electromagnetic energy-momentum in dissipative media is problematic, and in any case such energy-momentum will of course not be conserved. In optics, on the other hand, one often deals with limited frequency ranges where losses are negligible, but where material dispersion cannot be ignored. An example of the utmost experimental and practical importance is fiber optics \[11\], where in many circumstances absorption can be ignored not only in the entire visible range, but also into the infrared and ultraviolet. In such a large frequency range dispersion plays a crucial role in light propagation and cannot be neglected \[11\]. The question of how much conserved energy-momentum is being transported by light has an unambiguous answer in these circumstances, and the result is experimentally significant. For example, a light beam encountering an intense pulse can be frequency shifted through nonlinearity of the medium, and the amount of electromagnetic energy that is frequency shifted depends, among other factors, on the energy-momentum tensor of the light beam. One example of such an experiment is described in \[12\], where the light beam encountering the intense pulse was monochromatic; this represents the simplest case, but for a light beam with a complicated spectrum the general expression for the energy-momentum tensor is required to fully describe the behaviour of the beam. This exact energy-momentum tensor is derived here.

The results obtained below generalize a well-known approximation for electromagnetic energy in dispersive media. As is familiar from the textbook treatments \[7,8\], the Poynting theorem that follows from Maxwell’s equations does not directly lead to an expression for the electromagnetic energy density in the case of lossless, dispersive media. The standard procedure \[7,8\] is to make a restriction to quasi-monochromatic fields, in which case one can extract an approximate expression for the time-averaged energy density, due to Brillouin (Eq. \[21\] below). For general fields one is reduced to making a formal time integration of the Poynting...
show that in the time domain the Maxwell equations (with no free charges or currents) are
\[ \varepsilon_0 \nabla \cdot [\varepsilon(r, i\partial_t)E] = 0, \quad (5) \]
\[ \kappa_0 \nabla \times [\kappa(r, i\partial_t)B] = \varepsilon_0 \varepsilon(r, i\partial_t) \partial_t E, \quad (6) \]
while the other two Maxwell equations are automatically satisfied because of (4). Note that series expansions of the form (4) are standard in treating dispersion in frequency ranges where losses are negligible, for example in linear and nonlinear fiber optics (11). Moreover the transformation from the frequency to the time domain apparent in (5)–(6), and the reverse transformation, are a standard part of numerical solution procedures for the propagation of wave packets with spectra within the frequency range where expansions (4) are valid, for example in the split-step method (11) (3). The action \( S[\phi, A] \) for the potentials \( \phi \) and \( A \) that gives the dynamical equations (5)–(6) is
\[ S = \int d^4x \frac{\kappa_0}{2} \left\{ \frac{1}{c^2} E \cdot [\varepsilon(r, i\partial_t)E] - B \cdot [\kappa(r, i\partial_t)B] \right\}. \quad (7) \]

III. ENERGY

The action (7) is invariant under active time translations of the dynamical fields \( \phi \) and \( A \), and this invariance implies, through Noether’s theorem, the existence of a conserved quantity, the energy. The extraction of the conservation law from the action is a standard technique of field theory (see (14), for example). Even if one is unfamiliar with Noether’s theorem, one can of course verify using the field equations (5)–(6) that the resulting conservation law does in fact hold. The theorem (14) shows that if we make an active infinitesimal time translation \( \phi(r, t) \rightarrow \phi(r, t + \zeta(r, t)) \), \( A(r, t) \rightarrow A(r, t + \zeta(r, t)) \), but take the translation \( \zeta(r, t) \) to vary in space and time, then the change in the action can be reduced to the form
\[ \delta S = \int d^4x \left( \rho \partial_t \zeta + S \cdot \nabla \zeta \right). \quad (8) \]
where \( \rho \) is the energy density and \( \mathbf{S} \) is the energy flux, obeying the conservation law
\[
\partial_t \rho + \nabla \cdot \mathbf{S} = 0. \tag{9}
\]
The variation \( \delta S \) will clearly be linear in the infinitesimal translation \( \zeta(r, t) \), but various numbers of integrations by parts are required to achieve the form \( \delta S \) (surface terms produced by the integrations are to be dropped). Use must be made of the following identities, which hold for arbitrary functions \( Y \) and \( Z \), up to surface terms:
\[
\int d^4 x \, Y \varepsilon(r, i\partial_t)(\partial Y) = \int d^4 x \left[ \zeta \varepsilon(r, i\partial_t) Z
\right.
\]
\[- \sum_{n=1}^{\infty} \sum_{m=1}^{2n} (-1)^{n+m} \varepsilon_{2n}(r) \partial_t^{m-1} Y \partial_t^{2n-m} Z \partial_t \zeta \right], \tag{10}
\]
\[
\int d^4 x \, Y \varepsilon(r, i\partial_t) \partial_t \zeta = \int d^4 x \left[ \zeta \varepsilon(r, i\partial_t) Z
\right.
\]
\[+ \sum_{n=0}^{\infty} \sum_{m=0}^{2n} (-1)^{n+m} \varepsilon_{2n}(r) \partial_t^m Y \partial_t^{2n-m} Z \partial_t \zeta \right]. \tag{11}
\]
These identities were found by first working with small values of \( n \), where all the terms can be checked by hand, and then verifying the general expressions \( \delta S \) using Mathematica. Identity \( \delta S \) with \( \varepsilon(r, i\partial_t) \) replaced by \( \kappa(r, i\partial_t) \) must also be used. In this way one attains the form \( \delta S \) with
\[
\rho = \frac{\kappa_0}{2} \left\{ \frac{1}{c^2} (\nabla \phi - \partial_t A) \cdot [\varepsilon(r, i\partial_t) E] + B \cdot [\kappa(r, i\partial_t) B]
\right.
\]
\[- \frac{1}{c^2} \sum_{n=1}^{\infty} \sum_{m=1}^{2n} (-1)^{n+m} \varepsilon_{2n}(r) \partial_t^{m-1} E \cdot \partial_t^{2n-m+1} E
\]
\[+ \sum_{n=1}^{\infty} \sum_{m=1}^{2n} (-1)^{n+m} \kappa_{2n}(r) \partial_t^{m-1} B \cdot \partial_t^{2n-m+1} B \right\}, \tag{12}
\]
\[
\mathbf{S} = -\varepsilon_0 \partial_t \phi \varepsilon(r, i\partial_t) \mathbf{E} - \kappa_0 \partial_t \mathbf{A} \times [\kappa(r, i\partial_t) \mathbf{B}]. \tag{13}
\]
It is straightforward to verify that \( \mathbf{S} \) and \( \mathbf{E} \) obey the conservation law \( \delta S \) when the fields satisfy Maxwell’s equations \( \delta S \). As in the case of dispersionless media, and indeed vacuum, the energy density \( \mathbf{S} \) and flux \( \mathbf{E} \) that directly emerge from Noether’s theorem are not gauge invariant \( \delta S \). They are however equivalent to gauge-invariant quantities because they fail to be gauge invariant up to terms that identically satisfy the conservation law \( \delta S \). Specifically, the quantities
\[
f^i_t := -\varepsilon_0 \partial_t \phi \varepsilon(r, i\partial_t) E^i =: -f^i_t,
\]
\[
f^i_t := -\kappa_0 \partial_t \kappa(r, i\partial_t)(\nabla^i A^j - \nabla^j A^i),
\]
identically satisfy
\[
\partial_i \nabla_i f^i_t + \nabla_i (\partial_t f^i_t + \nabla_j f^i_t) = 0. \tag{16}
\]
Comparing \( \delta S \) with \( \delta S \), we see that if \( \nabla_i f^i_t \) is added to \( \rho \), and \( \partial_i f^i_t + \nabla_j f^i_t \) is added to \( \mathbf{S} \), then the conservation law
\[\rho \frac{\partial}{\partial t} \mathbf{E} \times \mathbf{H} \]
will still hold. Moreover, with use of Maxwell’s equations \( \delta S \), the energy density and flux that result from these additions are gauge invariant and are given by
\[
\rho = \frac{\kappa_0}{2} \left\{ \frac{1}{c^2} [\varepsilon(r, i\partial_t) E] + B \cdot [\kappa(r, i\partial_t) B]
\right.
\]
\[- \frac{1}{c^2} \sum_{n=1}^{\infty} \sum_{m=1}^{2n} (-1)^{n+m} \varepsilon_{2n}(r) \partial_t^{m-1} E \cdot \partial_t^{2n-m+1} E
\]
\[+ \sum_{n=1}^{\infty} \sum_{m=1}^{2n} (-1)^{n+m} \kappa_{2n}(r) \partial_t^{m-1} B \cdot \partial_t^{2n-m+1} B \right\}, \tag{17}
\]
\[
\mathbf{S} = \kappa_0 \mathbf{E} \times [\kappa(r, i\partial_t) \mathbf{B}]. \tag{18}
\]
The conservation law \( \delta S \) for the final expressions \( \delta S \) and \( \delta S \) can also be verified using Maxwell’s equations \( \delta S \). In \( \delta S \) we see that the energy flux is given by the Poynting vector \( \mathbf{E} \times \mathbf{H} \) in the time domain, the obvious generalization of the non-dispersive result. The energy density \( \delta S \), however, has no simple relation to the non-dispersive result, which only contains the first two terms in \( \delta S \). It is a simple matter to express \( \delta S \) and \( \delta S \) in the frequency domain.

We can use the exact energy density \( \delta S \) to derive the standard textbook result \( \delta S \) for the time-averaged energy density of a monochromatic wave in a dispersive medium. Such a wave has an electric field
\[
\mathbf{E}(r, t) = \frac{1}{2} (\mathbf{E}_0(r) e^{-i\omega_0 t} + c.c.), \tag{19}
\]
and the \( \mathbf{B} \) field is of the same form. When the monochromatic \( \mathbf{E} \) and \( \mathbf{B} \) fields are substituted into \( \delta S \) and a time average is taken, all \( t \)-dependent terms vanish. The series in \( \delta S \) containing the \( \mathbf{E} \) field is then
\[
\frac{\varepsilon_0}{4} \sum_{n=1}^{\infty} \sum_{m=1}^{2n} \varepsilon_{2n}(r) \omega_0^{2n} |\mathbf{E}_0|^2 = \frac{\varepsilon_0}{4} \sum_{n=1}^{\infty} \sum_{m=1}^{2n} \varepsilon_{2n}(r) \omega_0^{2n} |\mathbf{E}_0|^2
\]
\[= \frac{\varepsilon_0}{4} \frac{d \varepsilon(r, \omega_0)}{d\omega_0} |\mathbf{E}_0|^2. \tag{20}
\]
The series in \( \delta S \) containing the \( \mathbf{B} \) field undergoes a similar simplification and the time-averaged monochromatic energy density \( \delta \rho_{mono} \) can be written
\[
\delta \rho_{mono} = \frac{\varepsilon_0}{4} \frac{d \varepsilon(r, \omega_0)}{d\omega_0} |\mathbf{E}_0|^2 + \mu_0 \frac{d \mu(r, \omega_0)}{d\omega_0} |\mathbf{H}_0|^2, \tag{21}
\]
which is Brillouin’s formula \( \delta S \). For homogeneous media the monochromatic wave is a plane wave and it is easy to show, by dividing the time-averaged energy flow \( \mathbf{S} \) by \( \rho \), that the electromagnetic energy of the plane wave moves through the medium at the group velocity \( c/|d(\omega_0)\sqrt{\varepsilon(\omega_0)\mu(\omega_0)}|/d\omega_0 \). It is of course expected that the energy of a monochromatic wave in a lossless, homogeneous medium should move at the group velocity, but here we have derived this fact for electromagnetism in lossless media with arbitrary dispersion.
The time-averaged energy density, but only if Brillouin’s expression (21) can serve as an approximation of the familiar electric-field series in (17). As was recently pointed out in [10], Brillouin’s formula is also exact for time-averaged energy density (17) (with \( \mu = 1 \)). Note that no cycle-averaging has been performed; the exact energy density \( \varepsilon(\omega) = \) 1 is taken as

\[
\varepsilon(\omega) = 1 - \frac{\Omega(\omega^2 - \omega_0^2)}{(\omega^2 - \omega_0^2)^2 + \gamma^2 \omega^2} = 1 + \sum_{n=0}^{\infty} C_{2n}\omega^{2n}, \quad \omega < \omega_0, \tag{22}
\]

\[
C_{2n} = \frac{\Omega}{\omega_0^{2n}} \sum_{m=0}^{n} (-1)^m \left( \frac{n + m}{2m} \right) \left( \frac{\gamma^2}{\omega_0^2} \right)^m. \tag{23}
\]

The series expansion (22) converges for \( \omega < \omega_0 \) and we consider a light beam in this material with a spectrum lying far enough below \( \omega_0 \) for losses to be negligible. The evolution of the light beam in this dispersive medium can of course only be computed numerically, but we consider an initial, input gaussian pulse with central frequency \( \omega_0/2 \) and calculate its initial energy distribution. As is clear from (17), the effect of dispersion on the initial energy density will be seen in the temporal profile of the pulse, rather than the spatial profile, so we consider a fixed point \( r = 0 \), which can be viewed as a boundary through which the pulse enters the medium. We take units with \( c = 1 \) and choose the values \( \omega_0 = 10, \Omega = 30 \) and \( \gamma = 1 \) in the relative permittivity (22). The input electric field of the gaussian pulse centered on \( \omega = \omega_0/2 \) at the boundary \( r = 0 \) is taken as

\[
E(t)\big|_{r=0} = e^{-r^2/4} \cos(\omega_0 t/2). \tag{24}
\]

We can numerically compute the input magnetic field \( B(t)\big|_{r=0} \) by transforming to the frequency domain and use of the dispersion relation \( k = \sqrt{\varepsilon} \omega/c \) and the Maxwell equation \( \imath \omega B = \nabla \times E \). To avoid inessential complications we ignore the transverse spatial profile of the pulse and consider a one-dimensional propagation (an actual one-dimensional propagation in a waveguide such as an optical fiber will involve an effective dispersion different from 22, but our considerations here are purely for demonstration purposes). Using \( E(t)\big|_{r=0} \) and \( B(t)\big|_{r=0} \) we compute the input temporal profile \( \rho(t)\big|_{r=0} \) of the energy density (17) (with \( \mu = 1/\kappa = 1 \)) and the result is shown in Fig. 1. Note that no cycle-averaging has been performed: the exact energy density (17) is not a cycle-averaged quantity. As well as the quantitative change in the energy density caused by the dispersion, there is a qualitative difference, visible in Fig. 1, compared to the same pulse in a non-dispersive medium. The local minima of the energy density in Fig. 1 occur at nodes of the electric (and magnetic) field, but it is clearly seen that the energy density does not drop to zero at many of these local minima. This is purely an effect of the dispersion; in a non-dispersive medium these local minima are zeros of the energy density. In fact this effect of dispersion is due solely to the complicated electric-field series in (17). The familiar \( \mathbf{E} \cdot \mathbf{D} \) term in (17) does not contribute to this feature, which can only be seen using the exact result (17).

FIG. 1: The temporal profile of the electric field (top) and energy density (bottom) of a gaussian pulse in a medium with relative permittivity (22) and \( \mu = 1 \). Note that the energy density is not zero at all the local minima; this feature is due solely to the complicated electric-field series in (17).

In the case of fields that are nearly monochromatic, Brillouin’s expression (21) can serve as an approximation of the time-averaged energy density, but only if \( \varepsilon(r, \omega) \) and \( \mu(r, \omega) \) do not vary significantly over the range of frequency components in the fields (17). As was recently pointed out in [10], Brillouin’s formula is also exact for time-averaged fields whose frequency components are uncorrelated, the important example being thermal radiation. But the exact energy density for all fields in dispersive, lossless media is given by (17).

As mentioned in Section II, the series representations (4) on which our results are based will in practice be numerical fits to the measured dispersion data of the material in question, in the frequency range of interest. Clearly, a finite number of terms in the series will be sufficient for an accurate treatment of the dispersion, and the foregoing results hold in this case where all series terminate. As a theory exercise, however, we now consider an example of an infinite series expansion of the form (4) for the permittivity, and verify that the expression (17) for the energy density is a well defined quantity. We take the standard, damped harmonic oscillator model of a homogeneous permittivity (7). At frequencies well below the resonant frequency \( \omega_0 \) of the oscillator, the imaginary part of the relative permittivity is negligible; the real part is

\[
\varepsilon(\omega) = 1 - \frac{\Omega(\omega^2 - \omega_0^2)}{(\omega^2 - \omega_0^2)^2 + \gamma^2 \omega^2} \]

\[
= 1 + \sum_{n=0}^{\infty} C_{2n}\omega^{2n}, \quad \omega < \omega_0, \tag{22}
\]

\[
C_{2n} = \frac{\Omega}{\omega_0^{2n}} \sum_{m=0}^{n} (-1)^m \left( \frac{n + m}{2m} \right) \left( \frac{\gamma^2}{\omega_0^2} \right)^m. \tag{23}
\]
IV. MOMENTUM

Turning to the electromagnetic momentum, we note that momentum will be conserved only if the medium is homogeneous, so that Noether’s theorem applies to spatial translations. It is instructive however to retain $\epsilon$ and $\kappa$ as functions of position and thereby see how the momentum conservation law fails to hold in the inhomogeneous case. To extract the conservation law associated with spatial translation invariance we make the active infinitesimal translation $\phi(r,t) \rightarrow \phi(r + \eta(r,t), t)$, $A(r,t) \rightarrow A(r + \eta(r,t), t)$ in the action $[7]$. Noether’s theorem $[14]$ shows that when the resulting change in the action is written in the form

$$\delta S = -\int d^4x \left( P_i \partial_t \eta^i + \sigma^j_i \nabla_j \eta^i \right),$$

then (in homogeneous media) $P_i$ and $\sigma^j_i$ obey the conservation law

$$\partial_t P_i + \nabla_j \sigma^j_i = 0.$$  

In this way we find the electromagnetic momentum density $P_i$ and stress tensor $\sigma^j_i$. We will carry out this procedure with $\epsilon$ and $\kappa$ varying in space; then $[26]$ will fail to hold because extra terms will appear in the equation that contain spatial derivatives of $\epsilon$ and $\kappa$. Again, use must be made of the identities $[10]$ and $[11]$ to achieve the form $[25]$ and the result is

$$P_i = \frac{\kappa_0}{c^2} \nabla_i A^0 \varepsilon(r, i\partial_t) E_j + \frac{1}{c^4} \sum_{n=1}^{2n} \sum_{m=1}^{2n} \left( -1 \right)^{n+m} \varepsilon_{2n}(r) \partial_t^{n-1} E_j \partial_t^{2n-m} \nabla_i E_j - \sum_{n=1}^{2n} \sum_{m=1}^{2n} \left( -1 \right)^{n+m} \kappa_{2n}(r) \partial_t^{n-1} B_j \partial_t^{2n-m} \nabla_i B_j,$$

$$\sigma^j_i = \frac{\epsilon_0}{c} \nabla^j \varepsilon \delta^i_j, \quad \sigma^j_i = \frac{\kappa_0}{c} \nabla^j \kappa \delta^i_j,$$

where $L$ in $[26]$ is the Lagrangian density, i.e. the integrand in the action $[1]$. To obtain gauge-invariant expressions for the momentum density and stress tensor, we note that the quantities

$$f^j_i = -\varepsilon_0 A_i \varepsilon(r, i\partial_t) E_j = -f^j_i, \quad f^j_i = -\kappa_0 A_i \kappa(r, i\partial_t) (\nabla^j A^k - \nabla^k A^j),$$

identically satisfy

$$\partial_t \nabla_j f^j_i + \nabla_j (\partial_t f^j_i + \nabla_k f^k_j) = 0.$$  

Thus, addition of $\nabla_j f^j_i$ to $P_i$, and of $\partial_t f^j_i + \nabla_k f^k_j$ to $\sigma^j_i$, does not affect the momentum conservation law $[26]$. After these additions and use of Maxwell’s equations $[5]$ - $[6]$, the momentum density and stress tensor are gauge invariant and are given by

$$P_i = \varepsilon_0 \epsilon_{ijk} \varepsilon(r, i\partial_t) E^j B^k + \frac{\epsilon_0}{2} \sum_{n=1}^{2n} \sum_{m=1}^{2n} \left( -1 \right)^{n+m} \varepsilon_{2n}(r) \partial_t^{n-1} E_j \partial_t^{2n-m} \nabla_i E_j,$$

$$- \frac{\kappa_0}{2} \sum_{n=1}^{2n} \sum_{m=1}^{2n} \left( -1 \right)^{n+m} \kappa_{2n}(r) \partial_t^{n-1} B_j \partial_t^{2n-m} \nabla_i B_j,$$

$$\sigma^j_i = -\varepsilon_0 \epsilon_i \varepsilon(r, i\partial_t) E_j - \kappa_0 \epsilon_i \kappa(r, i\partial_t) B_j + \frac{1}{2} \delta^j_i \left[ \epsilon_0 \epsilon_i \varepsilon(r, i\partial_t) E^k + \kappa_0 \epsilon_k \kappa(r, i\partial_t) B^k \right],$$

where $\epsilon_{ijk}$ is the (completely antisymmetric) Levi-Civita tensor. It is straightforward to verify that, when the fields satisfy Maxwell’s equations $[5]$ - $[6]$, the momentum density $[32]$ and stress tensor $[33]$ satisfy

$$\partial_t P_i + \nabla_j \sigma^j_i = \frac{\epsilon_0}{2} E_j \nabla_i \varepsilon(r, i\partial_t) E^j + \frac{\kappa_0}{2} B_j \nabla_i \kappa(r, i\partial_t) B^j,$$

so that the momentum conservation law $[26]$ indeed holds for homogeneous media. The derivation of $[34]$ in the non-dispersive case is familiar from the textbooks $[15]$. Note that the electromagnetic stress tensor $[33]$ is here defined so that it is the spatial part of the electromagnetic energy-momentum tensor; a widespread convention for the stress tensor differs from this by a minus sign $[7]$. The stress tensor $[33]$ is the obvious generalization to the dispersive case of the non-dispersive result; the fact that this expression describes the stress tensor in dispersive media is deduced in $[8]$ from completely different considerations.

For the monochromatic wave $[19]$, the series in the momentum density $[32]$ containing the $E$ field is, after a time averaging,

$$\frac{\epsilon_0}{8} \sum_{n=1}^{2n} \sum_{m=1}^{2n} \epsilon_{2n}(r) \partial_t^{n-1} \left( E_{0j} \nabla_i E_{0j} - \epsilon_{0j} \nabla_i E_{0j} \right) = \frac{\epsilon_0}{4} \frac{d\epsilon(\omega)}{d\omega} \text{Im}(E_{0j} \nabla_i E_{0j}^*).$$

There is a similar result for the series in $[32]$ containing the magnetic field, and the complete result for the time-averaged monochromatic momentum density $\tilde{P}$ in a homogeneous medium is

$$\tilde{P} = \frac{\epsilon_0}{2} \epsilon(\omega) \text{Re}(E_0 \times B_0^*) - \frac{\epsilon_0}{4} \frac{d\epsilon(\omega)}{d\omega} \text{Im}(E_0 \nabla E_0^*),$$

$$+ \frac{\kappa_0}{4} \frac{d\kappa(\omega)}{d\omega} \text{Im}(B_0 \nabla B_0^*).$$

The Minkowski momentum density $D \times B$ would give only the first term in $[36]$. With an additional restriction to a single plane wave of frequency $\omega_0$ in the homogeneous medium, i.e.

$$E_0(r) = \epsilon_0 e^{ik \cdot r}, \quad B_0(r) = \frac{1}{\omega_0} k \times E_0(r),$$

$$|k| = \frac{\omega_0}{c} \sqrt{\epsilon(\omega_0) \mu(\omega_0)},$$
and using the dispersion relation $k$ in (32) is computed by transforming to the frequency domain for this example. The spatial derivative of the electric field where the final series in the magnetic field in (32) is absent compute the input temporal profile of the momentum density, sive medium. For the same pulse and medium we use (32) to ggle photon [16], whereas the factor $n$ in (39) a single photon momentum that is $n\hbar$ for a single photon; this gives from the invariance of the action (7) under active rotations (for rotationally symmetric media).

At the end of Section III we showed an example of the electromagnetic energy density for a gaussian pulse in a dispersive medium. For the same pulse and medium we use (32) to compute the input temporal profile of the momentum density, where the final series in the magnetic field in (32) is absent for this example. The spatial derivative of the electric field in (32) is computed by transforming to the frequency domain and using the dispersion relation $k = \sqrt{\varepsilon(\omega)\mu(\omega)}$ (as discussed in Section III we assume one-dimensional propagation). The profile for the momentum density is shown in Fig. 2 and is seen to have the same shape as the energy density in Fig. 1. Similar to what was found for the energy density, the fact that the momentum density does not fall to zero at local minima is due solely to the complicated electric-field series in (32); this feature can only be seen with the exact expression (32) and is absent from the Minkowski contribution $D \times B$ in (32).

Electromagnetic angular momentum in dispersive media can be derived in a similar manner, though this will not be done here. The angular momentum density is not to be constructed from the energy-momentum tensor but rather derived from the invariance of the action (7) under active rotations (for rotationally symmetric media).

V. CONCLUSIONS

We have derived the exact conserved energy-momentum tensor of light propagating in lossless, dispersive, homogeneous media. Electromagnetic energy is also conserved when the medium is inhomogeneous and this case has been included. The energy flux and stress tensor in dispersive media have the same general form as in the non-dispersive case, with the permittivity and permeability becoming derivative operators in the time domain. In contrast, the energy density and momentum density for arbitrary fields have no simple relation to the non-dispersive results. For time-averaged monochromatic waves the Brillouin energy density is recovered, and the momentum density also takes a simple form (equation (36)). As stressed in the Introduction, the results do not address the question of momentum balance in light-matter interactions, which requires an analysis of momentum transfer between light and matter [2–6]. The conserved energy-momentum tensor of light in lossless media is a well-defined quantity with its own experimental significance [12]; it has been derived here in complete generality within the framework of macroscopic electromagnetism.
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