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Abstract

The MobileNetV3 is specially designed for mobile devices with limited memory and computing power. To reduce the network parameters and improve the network inference speed, a new lightweight network is proposed based on MobileNetV3. Firstly, to reduce the computation of residual blocks, a partial residual structure is designed by dividing the input feature maps into two parts. The designed partial residual structure is used to replace the residual block in MobileNetV3. Secondly, a dual-path feature extraction structure is designed to further reduce the computation of MobileNetV3. Different convolution kernel sizes are used in the two paths to extract feature maps with different sizes. Besides, a transition layer is also designed for fusing features to reduce the influence of the new structure on accuracy. The CIFAR-100 dataset and Image Net dataset are used to test the performance of the proposed partial residual structure. The ResNet based on the proposed partial residual structure has smaller parameters and FLOPs than the original ResNet. The performance of improved MobileNetV3 is tested on CIFAR-10, CIFAR-100 and ImageNet image classification task dataset. Comparing MobileNetV3, GhostNet and MobileNetV2, the improved MobileNetV3 has smaller parameters and FLOPs. Besides, the improved MobileNetV3 is also tested on CPU and Raspberry Pi. It is faster than other networks.
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1. Introduction

Deep convolutional neural networks are widely used in computer vision tasks, natural language processing and machine fault diagnosis. To obtain higher accuracy, large-scale data sets such as ImageNet and the application of data processing methods can be used to improve the performance of deep learning networks [1-3]. Increasing the depth and width of the convolutional neural network also can improve the network performance. Increasing the depth and width will increase the complexity of the network, which requires more computing power. In many practical applications (such as augmented reality, autonomous driving and smart robot), the deep convolutional neural networks are deployed on embedded devices or mobile devices which have limited computing power and memory. Therefore, it is difficult to realize the real-time object detection on these devices. To solve the problem, lightweight neural networks are proposed to reduce the complexity of network. Although they have lower accuracy than a normal neural network, they have better real-time performance in image recognition. The accuracy can also be accepted in real application. The lightweight network has been successfully applied in object detection [4], solar irradiance prediction [5] and network reconfiguration [6].

The ShuffleNet series (ShuffleNet[7], ShuffleNetV2[8]), MobileNet series (MobileNetV2[9], MobileNetV3[10]) and GhostNet[11] are typical lightweight convolutional neural networks. The original residual block is composed of three traditional convolutional layers. The sizes of the convolution kernel of the three layers are 1×1, 3×3, 1×1, respectively. To reduce the amount of convolution calculation, ShuffleNetV1 uses point wise group convolution and 3×3 depthwise convolution to replace 1×1 convolution and 3×3 convolution in the residual block, respectively. The ShuffleNetV2 proposes four effective network design guidelines and uses these guidelines to improve the residual block in shuffleNet. The MobileNetV2 proposes the inverted residuals block that increases the number of channels in the first convolutional layer in the residual block. MobileNetV3 uses the inverted residual block, the SE module and the non-linear function h-swish to improve the network. The GhostNet proposed the Ghost module and used it to construct the residual structure, which can greatly reduce the amount of calculation compared with the original residual block. They use different residual blocks to construct the network. The performance of residual blocks directly affects the performance of lightweight convolutional neural networks.

The previous works mainly focused on the increase or decrease of the number of convolutional layers and the number of channels in the residual block without considering the network structure. In this paper, we improve the network structure of partial residual block. In the original network structure, it consists of shortcut connection, residual learning part and element-wise addition operation. The output of upper layer is directly used as the input of network. For our network structure, it has two branches and the output of the upper layer is divided into two equal parts to be used as the input of two branches, respectively. The two branches have different sizes of convolution kernels and same number of channels. The outputs of two branches are connected by concatenate operation without using element-wise addition operation. Besides, the MobileNetV3 network directly uses many partial residual blocks to construct network. We design new MobileNetV3 network based on our proposed partial residual block and transition layers to reduce the parameters and FLOPs of the network.

The contributions of the method we proposed are summarized as follows:

1. In partial residual block, the feature maps of the base layer are divided into two parts, one
part is used as the input of the residual learning block, and the other part is directly connected to the output of the residual learning block. This structure can greatly reduce computation.

2. Based on our designed partial residual block, we designed a new module named DB-block A that is used as one part of improved MobileNetV3 network to reduce parameter. Compared with original module, it has two branches. The two branches are composed of two independent partial residual structure modules with different convolution kernel sizes, and channel dimension connect operation is used to connect the outputs of two branches. In the end, we design transition layer to fuse feature to ensure the accuracy of the model.

3. The MobileNetV3 network contains modules that do not use residual structure. These modules consist of a single branch. To reduce parameters, we designed an improved module named DB-block B. It also has two branches with different convolution kernel sizes, and channel connect operation is also used at the end of the two branches. To ensure the accuracy of the module, the designed transition layer is also used to realize feature fusion.

The rest of our works as follows: In section 2, we introduced the main research methods of the lightweight neural networks. In section 3, we introduced our proposed partial residual blocks and the partial residual network. Then we introduced the proposed lightweight neural network DP-Net with network structure is based on the proposed partial residual blocks and one of the state-of-the-art lightweight architectures. In section 4, we verified the effectiveness of the proposed partial residual network and DP-Net on several basic classification datasets and compared the proposed DP-Net with several popular lightweight neural networks. In section 5, we summarized the network proposed in this paper.

2. Related work

Research of lightweight neural networks can be divided into two directions, one is the model compression based on the pre-training model, and the other one is the model design that proposes the lightweight model. The model compression method can be realized by network pruning, quantization or knowledge distillation. In the aspect of network pruning, Han et al. proposed deep compression lightweight network by using pruning, trained quantization and Huffman coding [12]. It reduces the weight storage without loss of accuracy. To prune the deep neural network, He et al. proposed an iterative two-step channel pruning algorithm, and used it to prune the VGG16. It can achieve 5× speed-up, with only an error rate increase of 0.3% [13]. In the aspect of network quantization, Rastegari et al. proposed two binary networks that binary the filters and the input of convolution layer to save memory [14]. Wang et al. proposed a hardware-aware automatic quantification framework that uses reinforcement learning to automatically determine quantification strategies [15]. In the aspect of knowledge distillation, Chen et al. used GANs and teacher-student network to enable student network to learn the ability of teacher network without training data [16]. The RKD method utilized distance-wise and angle-wise distillation to improve educated student models [17]. All the above methods are based on the basic deep neural network.

Model design is the second research direction of lightweight neural networks. It includes ShuffleNet series method (ShuffleNet[7], ShuffleNetV2 [8]), MobileNet series method (MobileNets[18], MobileNetV2 [9], MobileNetV3 [10]). To reduce the computation of the network, the ShuffleNet method replaces traditional convolution with pointwise group convolutions and uses channel shuffle to solve the problem that information can’t be well communicated in different feature channels. According to the four design principles of the lightweight network, ShuffleNetV2 is proposed by redesigning the network architecture of ShuffleNetV1. In ShuffleNetV2, the pointwise group convolutions are abandoned and the
element-wise addition is replaced by concatenate operation to improve the network speed. The MobileNets is proposed by Howard et al. [18], it uses depth-wise separable convolutions to build neural networks and introduces two global hyper-parameters to trade off latency and accuracy. The MobileNetV2 [9] is based on linear bottlenecks and inverse residual to solve the problem of information loss in low dimensional feature maps and improve the network accuracy. The network structure of MobileNetV3 [10] is based on Auto ML technology [19, 20]. This structure not only includes depth-wise separable convolutions, inverted residuals and linear bottlenecks, but also SE [21] models and the new activation functions h-swish. Therefore, this network can achieve better performance with fewer FLOPs.

To balance the accuracy and speed, the EfficientNet[22] changes the size of the network from the network depth, width and image resolution aspects. Tan et al. proposed the MnasNet[23] method. They take the model delay as the objective function and use the network search technology to design resource-efficient convolutional neural network mobile. The SqueezeNet[24] designs a new network module by using the 1×1 convolution to replace 3×3 convolution. It can achieve AlexNet-level accuracy on ImageNet with 50x fewer parameters. The Xception[25] is based on inception network [26]. It replaces convolutions operation in the inception network with the depthwise separable convolutions to improve accuracy. Wu et al. point that the computational complexity of spatial separable convolutions will grow quadratically with respect to filter size, so they use shifts and point-wise convolution to build end-to-end shift-base modules instead of spatial convolution to reduce computational complexity [27]. GhostNet[11] proposed by Han et al. is based on original feature maps by using a series of linear transformations to generate some effective feature maps. On the ImageNet dataset, this network can achieve a better classification effect with lower computational cost. LegoNet[28] designs the new filter modules that are assembled by a set of shared Lego filters, which are usually much smaller in size. Using the LegoNet as part of the network structure can reduce parameters and speed up the network.

In the research of lightweight networks, the model compression methods use pruning, quantization or knowledge distillation to reduce the size of the pre-training model. The model design methods are to design networks with smaller sizes. The final goal of lightweight networks is to reduce the parameters and computation complexity with acceptable accuracy. In this paper, we propose a new lightweight network based on MobileNetV3. A double branches module that combines the channel splitting operation with the residual structure to reduce the amount of parameters and the calculation cost is designed. In each module, input is divided into two low-dimensional branches. In order to maintain accuracy, the two branches adopt convolution kernels with different sizes to extract the multi-scale image features and enrich the information of each layer. Transition layer is also designed to realize the information exchange between the two branches. Using the proposed double branches module, we redesigned the network structure of MobileNetV3. It occupies less memory and has lower computational complexity than MobileNetV3 with almost similar classification accuracy.

3. Proposed method

3.1 Proposed partial residual network

Residual structure [29] has better performance in convergence and prevention of network degradation. Therefore, it is widely used in MobileNetV3 [10], ShufflenetV2 [8], GhostNet[11] and other lightweight models. The output of residual structure network with \( k \) layers can be expressed as follows:
\[ x_k = R_k(x_{k-1}) + x_{k-1} \\
= R_k(x_{k-1}) + R_{k-1}(x_{k-2}) + K + R_1(x_0) + x_0 \]  

(1)

where \( R \) represents the calculation operator of the residual layer. \( x_0 \) represents the initial input, \( R_1(x_0) \) represents the output of the first residual module, and so on, \( x_{k-1} \) represents the output of the \( k - 1 \) residual modules. It is usually composed of two or three convolutional layers. It is also called residual block in the network. The input of each residual block is the sum of previous residual block outputs. It can slow down network degradation and improve network performance. However, this will make the input of the next layer contain much similar or repeated information in residual blocks. There will be more repeated or similar feature maps in the middle layer of the network, as shown in Fig. 1. With the number of layers increases, it will make the network repeatedly learn redundant information and increase the computation cost of the network.

To avoid repeatedly learning redundant information, we divide the input feature maps into two different parts and they pass different branches, respectively. The redundant information will be reduced in dividing input feature maps. Based on this idea, we designed new residual structure. The proposed structure is called partial residual structure (It is also called partial residual block in the network.), and the neural network stacked by partial residual blocks is called partial residual network. The original residual structure and proposed residual structure are shown in Fig. 2. As shown in Fig. 2(b), we evenly divide the input feature maps into two parts in the channel dimension. The two parts have the same number of channels. Concatenate operations are used to connect the output of two parts also in the channel dimension, and the final output channel number is the same as the original structure. The main difference between the original residual structure and proposed residual structure is that the residual learning block and shortcut connection requires processing all input feature maps, while the residual learning block and shortcut connection only requires to process half input feature maps in
proposed residual structure. Therefore, proposed residual structure reduces the complexity of original residual structure.

The theoretical speedup ratio of partial residual structure and residual structure is expressed as follows:

\[
\frac{r = \text{residual structure}}{\text{partial residual structure}} = \frac{W \times H \times C_{in} \times C_{out} \times K^2}{W \times H \times C_{in} / 2 \times C_{out} / 2 \times K^2} = 4
\]  

where \(H\) and \(W\) respectively represent the length and width of the output feature map, \(K\) represents the size of the convolution kernel, \(C_{in}\) and \(C_{out}\) represent the number of input feature channels and the number of output feature channels, respectively.

The concatenate operation is just to connect the outputs of the residual learning block and shortcut connection. If we directly use the output of concatenate operation as the input of the next network and divide feature maps into two parts. One part may be still as the input of the residual learning block, and the other part is still as the input of shortcut connection. The information of two parts has not any fusion. This affects feature extraction. To solve the problem, we design the transition layer to realize the feature fusion. The transition layer is made up of a point wise convolution. The proposed transition layer is shown in Fig. 3. In Fig. 3(a), the transition layer and partial residual block compose a whole block. We can stack the new block to construct a network. In Fig. 3(b), the transition layer is an independent block which is added to the network. If the number of partial residual block channels changes, the transition layer will be added between the two partial residual blocks. Taking ResNet50 as an example, the network is divided into 4 stages according to the number of channels. The numbers of channels are 256, 512, 1024, 2048 for the 4 stages, respectively. The numbers of residual blocks are 3, 4, 6, 3 for the 4 stages, respectively. Therefore, the transition layers are added behind the third, seventh, thirteenth, and sixteenth residual blocks. Due to that each partial residual block refers to feature fusion, the parameters and calculations of the transition layer will sharply increase, with the number of channels increasing. Using this strategy can reduce the parameters which caused by transition layers.
3.2 Improved MobileNetV3

In this section, we use our proposed partial residual structure to improve the MobileNetV3. The architecture of MobileNetV3 is composed of a series of bottleneck blocks. Some of the bottleneck blocks include residual structure. To reduce the computation cost of the residual structure, we use the proposed partial residual structure to replace the original residual structure in the bottleneck blocks. In the original bottleneck blocks, there is only one feature extraction path. In order to further reduce the parameters and ensure the accuracy of the network, we change the single feature extraction path in the original bottleneck blocks into dual feature extraction paths. The designed dual-path feature extraction bottleneck with partial residual structure is shown in Fig. 4.

The input feature map of the bottleneck block is evenly divided into two parts. One part is used as input feature map of path1, and the other part is used as input feature map of path2. In
path1, the input feature map is evenly divided into two parts again. One part passes through 1×1 convolution layer, 3×3 depthwise convolution layer, and 1×1 convolution layer. The other is directly connected with the output of the residual learning block through the shortcut connection. used as one part of the output feature. In path2, the input feature map also is evenly divided into two parts. One part passes through 1×1 convolution layer, 5×5 depthwise convolution layer, and 1×1 convolution layer. The other directly also is used as one part of the output feature. The concatenation operation is used to connect the output feature maps of two paths. We also use the pointwise convolution to construct the transition layer to fusion the concatenated feature maps. When the size of the recognition target in the picture is too small or too large, if we use the same convolution kernel to extract features in CNN, the extracted information will be incomplete. Therefore, we use different convolution kernels in path1 and path2 to improve accuracy and reduce the affection of branch structure on accuracy. Due to that the depthwise convolutions are different in two paths; we use the padding method to make the output feature maps have the same dimensions. The padding is 1 in path1 and 2 in path2.

For simplicity, we only discuss the computational complexity of the deep convolutional layer in the bottleneck block using the original residual structure and improved residual structure. In the case of considering bias, FLOPs of this layer can be expressed as follows:

\[
\begin{align*}
FLOPs_{3,3} & = 2 \times C_{in} \times W \times H \times 3^2 \\
FLOPs_{5,5} & = 2 \times C_{in} \times W \times H \times 5^2 \\
FLOPs_{our} & = 2 \times C_{in} / 4 \times W \times H \times (3^2 + 5^2)
\end{align*}
\]

where \(FLOPs_{3,3}\) and \(FLOPs_{5,5}\) represent the computational complexity when the convolution kernel size of the deep convolution layer in the original bottleneck is 3 and 5, respectively. \(FLOPs_{our}\) represents the computational complexity of the improved depthwise convolution layer of the bottleneck block. \(H\) and \(W\) respectively represent the length and width of the output feature map, \(K\) represents the size of the convolution kernel, \(C_{in}\) and \(C_{out}\) represent the number of input feature channels and the number of output feature channels, respectively. The complexity comparison is as follows:

\[
\begin{align*}
\frac{FLOPs_{3,3}}{FLOPs_{our}} & = \frac{2 \times C_{in} \times W \times H \times 3^2}{2 \times C_{in} / 4 \times W \times H \times (3^2 + 5^2)} = \frac{3^2 \times 4}{3^2 + 5^2} \approx 1.06 \\
\frac{FLOPs_{5,5}}{FLOPs_{our}} & = \frac{2 \times C_{in} \times W \times H \times 5^2}{2 \times C_{in} / 4 \times W \times H \times (3^2 + 5^2)} = \frac{5^2 \times 4}{3^2 + 5^2} \approx 2.94
\end{align*}
\]

It can be seen from (4) that no matter whether the size of the convolution kernel used in the original bottleneck block is 3×3 or 5×5, the computational complexity of the improved bottleneck block is always lower than the original block.

The architecture of MobileNetV3 also has some bottleneck blocks without residual blocks. For these bottleneck blocks, we also design a dual-path feature extraction structure. The designed dual-path feature extraction structure is shown in Fig. 5. The input feature maps of the bottleneck block are also evenly divided into two parts. Different from the partial residual structure in Fig. 4, each path of the bottleneck block has no shortcut connection. Therefore, the input feature maps of each path are no longer divided into two parts. The rest is the same as the partial residual structure in Fig. 4.
For simplicity, we named the block that is shown in Fig. 4 DP-block A, and the block that is shown in Fig. 5 DP-block B. Based on DP-block A and DP-block B, the detailed network structure of the proposed method based on MobileNetV3 is shown in Table 1. The first layer of the network is a standard convolutional layer with 16 filters. The middle part of the network is composed of a series of DP-block A and DP-block B, and the number of network channels is gradually increasing. According to the input feature map size in the DP-block A and DP-block B, the network of our proposed method can be divided into several stages. The stride of the last DP-block is 2 in each stage, and the strides of other DP-blocks are 1. This makes the feature map size of our proposed method equal to the feature map size of MobileNetV3 in the same stage. The last part of the network structure consists of an average pooling layer and a standard convolutional layer. Squeeze-And-Excite (SE) [21] is also used in some DP-blocks. In Table 1, the “#exp” means expansion size. “#out” expresses the number of output channels. SE indicates whether to use the SE module.

**Table 1.** Network structure of our proposed method

| Input  | Operator | #exp size | #Out | SE | NL | s |
|--------|----------|-----------|------|----|----|---|
| 224×3  | Conv2d   | -         | 16   | -  | HS | 2 |
| 112×16 | DP-block A | 16        | 16   | -  | RS | 1 |
| 112×16 | DP-block B | 64        | 24   | -  | RS | 2 |
| 56×24  | DP-block A | 72        | 24   | -  | RS | 1 |
| 56×24  | DP-block B | 72        | 40   | √  | RS | 2 |
| 28×40  | DP-block A | 120       | 40   | √  | RS | 1 |
| 28×40  | DP-block A | 120       | 40   | √  | RS | 1 |
| 28×40  | DP-block B | 240       | 80   | -  | HS | 2 |
| 14×80  | DP-block A | 200       | 80   | -  | HS | 1 |
| 14×80  | DP-block A | 184       | 80   | -  | HS | 1 |
| 14×80  | DP-block A | 184       | 80   | -  | HS | 1 |
| 14×80  | DP-block B | 480       | 112  | √  | HS | 1 |
| 14×112 | DP-block A | 672       | 112  | √  | HS | 1 |
| 14×112 | DP-block B | 672       | 160  | √  | HS | 2 |
4. Experiments

Large-scale data sets play a key role in providing predictive analysis and solutions for deep learning models [30]. In this section, we test the efficiency of the proposed partial residual structure and our proposed MobileNetV3 (named DP-Net) on the CIFAR-100 dataset, CIFAR-10 dataset, and ImageNet ILSVRC 2012 dataset, respectively. The CIFAR-100 dataset has 100 categories, each category contains 600 images. Each category contains 500 training images and 100 test images. The CIFAR-10 dataset contains 10 categories. There are 50,000 training images and 10,000 test images in the dataset. The ImageNet ILSVRC 2012 is a large data set, which contains 1.2 million training images and 50K verification images in 1000 categories. The size of the dataset is 160.7G. Three datasets adopt a general data enhancement scheme including random cropping and mirroring. For a fair comparison, the training settings for all experiments in this paper start with a learning rate of 0.1 and momentum of 0.9, and dropout of 0.2 and weight decay of 0.00001. The mini-batch size is 64 for ResNet-based experiments, and 128 for other experiments. The operating system is Ubuntu 18.04. The CPU is Intel Xeon E5-2678 v3 with 2.5 GHZ main frequency. The GPU is NVIDIA GeForce GTX 1080Ti. The deep learning framework is PyTorch.

4.1 Efficiency of proposed partial residual structure

Many lightweight networks are designed based on ResNet. Our proposed partial residual structure is designed to reduce parameters and computation of ResNet and other networks that are based on the ResNet network. On the CIFAR-100 dataset, we compare the proposed partial residual network with ResNet in accuracy and parameters when the network layers are 18 and 34, respectively. For simplicity, we name the network P-ResNet A in Fig. 3(a) and the network P-ResNet B in Fig. 3(b). The accuracy and parameters of the ResNet method and the improved ResNet methods based on our proposed P-ResNet A and P-ResNet B are shown in Table 2. Compared with ResNet, when the number of layers is 18, the accuracies of P-ResNet18A and P-ResNet18B are respectively reduced by 1.1% and 1.7%, the parameters of P-ResNet18A and P-ResNet18B are respectively reduced by 65.6% and 68.6%. When the number of layers is 34, the accuracies of P-ResNet34A and P-ResNet34B are respectively reduced by 5.0% and 5.8%, the parameters of P-ResNet34A and P-ResNet34B are respectively reduced by 67.4% and 71.6%. Although the ResNet has the highest accuracy than our proposed networks, the parameters of ResNet are more than our proposed networks. Besides, the difference of accuracy between the ResNet and our proposed networks is much smaller, the difference of parameters between the ResNet and our two proposed ResNet is significant. This shows that our proposed ResNets have lower memory than the original ResNet.
Table 2. Performance of the ResNets and the improved ResNets on CIFAR100 dataset

| Network       | TOP-5 Acc. (%) | Parameters (M) |
|---------------|----------------|----------------|
| ResNet18      | 91.54          | 11.69          |
| P-ResNet18A   | 90.56(-1.1%)   | 4.02(-65.6%)   |
| P-ResNet18B   | 89.96(-1.7%)   | 3.67(-68.6%)   |
| ResNet34      | 92.20          | 21.80          |
| P-ResNet34A   | 87.55(-5.0%)   | 7.11(-67.4%)   |
| P-ResNet34B   | 86.83(-5.8%)   | 6.20(-71.6%)   |

On the ImageNet dataset, we compare our proposed ResNets and original ResNet. The accuracies, parameters and FLPOs (the number of multiply-accumulates) of different networks are shown in Table 3. Compared with ResNet, when the number of layers is 18, the accuracies of P-ResNet18A and P-ResNet18B are respectively reduced by 4.5% and 5.9%, the FLOPs of P-ResNet18A and P-ResNet18B are respectively reduced by 64.3% and 67.0%. When the number of layers is 34, the accuracies of P-ResNet34A and P-ResNet34B are respectively reduced by 4.5% and 9.8%, the FLOPs of P-ResNet34A and P-ResNet34B are respectively reduced by 66.8% and 71.1%. Besides, the difference of accuracy between the ResNet and our proposed networks is much smaller, the difference of FLOPs between the ResNet and our two proposed ResNet is significant. This shows that our proposed ResNets have lower computational complexity than the original ResNet.

Table 3. Performance of the ResNet and the improved ResNets on ImageNet dataset

| Network       | TOP-5 Acc. (%) | Parameters (M) | FLOPs(G)  |
|---------------|----------------|----------------|-----------|
| ResNet18      | 70.05          | 11.69          | 1.82      |
| P-ResNet18A   | 66.87(-4.5%)   | 4.02(-65.6%)   | 0.65(-64.3%) |
| P-ResNet18B   | 65.91(-5.9%)   | 3.67(-68.6%)   | 0.60(-67.0%) |
| ResNet34      | 71.70          | 21.80          | 3.67      |
| P-ResNet34A   | 68.44(-4.5%)   | 7.11(-67.4%)   | 1.22(-66.8%) |
| P-ResNet34B   | 64.70(-9.8%)   | 6.20(-71.6%)   | 1.06(-71.1%) |

4.2 Efficiency of proposed partial residual structure

In this section, we test the performance of our improved MobileNetV3 and other methods on the CIFAR10 dataset, CIFAR100 dataset and ImageNet dataset.

The accuracy and parameters of MobileNetV3, improved MobileNetV3 based on the partial residual block (P-MobileNetV3), improved MobileNetV3 based on dual-core structure (D-MobileNetV3) and complete improved MobileNetV3 based on partial residual block and dual-core structure (DP-Net), are shown in Table 4. Comparing with MobileNetV3, the TOP-1 accuracy of D-MobileNetV3, P-MobileNetV3 and DP-Net are reduced by 1.8%, 5.1% and 2.2%, respectively. The parameters of D-MobileNetV3, P-MobileNetV3 and DP-Net are reduced by 20.4%, 21.4% and 33.8%, respectively. The DP-net with D-MobileNetV3 and P-MobileNetV3 structure has the smallest parameters. Comparing with MobileNetV3, the
TOP-1 accuracy of DP-Net reduces by 2.2%, but the parameters of DP-Net are reduced by 33.8%. The reduction of accuracy is much smaller than that of parameters.

**Table 4.** Performances of our proposed methods and other methods on CIFAR100 dataset

| Network    | TOP-1 Acc. (%) | Parameters (M) |
|------------|----------------|----------------|
| MobileNetV3| 70.15          | 5.15           |
| D-MobileNetV3 | 68.92(-1.8%)  | 4.10(20.4%)    |
| P-MobileNetV3 | 66.58(-5.1%)  | 4.05(21.4%)    |
| DP-Net     | 68.63(-2.2%)  | 3.41(33.8%)    |

The accuracies and parameters of MobileNetV3, MobileNetV2, GhostNet and improved MobileNetV3 (DP-Net) on the CIFAR10 dataset are shown in **Table 5**. Comparing with MobileNetV3, GhostNet and MobileNetV2, the TOP-1 accuracy of DP-Net is reduced by 1.0%, 1.4% and 1.5%, respectively. The TOP-5 accuracy of DP-Net is reduced by 0.2%, 0.1% and 0.1%, respectively. The parameters of DP-Net are reduced by 33.8%, 34.2% and 2.6%, respectively. Although the accuracy of DP-Net is the lowest, the accuracy differences between these methods are very small. Besides, the differences between DP-Net and other networks on parameters are much larger than on accuracy. This shows that the DP-Net has lower memory than others with an acceptable accuracy.

**Table 5.** Performances of improved MobileNetV3 and other methods on CIFAR10 dataset

| Network    | TOP-1 Acc. (%) | TOP-5 Acc. (%) | Parameters (M) |
|------------|----------------|----------------|----------------|
| MobileNetV3| 91.92(1.0%)    | 99.81(0.2%)    | 5.15(33.8%)    |
| GhostNet   | 92.22(1.4%)    | 99.75(0.1%)    | 5.18(34.2%)    |
| MobileNetV2| 92.34(1.5%)    | 99.72(0.1%)    | 3.50(2.6%)     |
| DP-Net     | 90.97          | 99.61          | 3.41           |

The accuracies, parameters and FLOPs of different methods on the ImageNet dataset are shown in **Table 6**. Comparing with MobileNetV3, GhostNet and MobileNetV2, the TOP-1 accuracy of DP-Net is reduced by 1.8%, 0.5% and 0.2%, respectively. The TOP-5 accuracy of DP-Net is reduced by 1.0%, 0.5% and 0.3%, respectively. The FLOPs of DP-Net are reduced by 55.1%, 21.9% and 63.1%, respectively. Although MobileNetV3, GhostNet and MobileNetV2 methods can achieve high TOP-1 accuracy, they also have more parameters and computational complexity. Besides, the differences in accuracy between the DP-Net and other methods are very small. The reduction of accuracy is much smaller than that of FLOPs. The proposed DP-Net can achieve acceptable accuracy with lower computational complexity.

**Table 6.** Performances of improved MobileNetV3 and other methods on ImageNet dataset

| Network    | TOP-1 Acc. (%) | TOP-5 Acc. (%) | FLOPs(M) |
|------------|----------------|----------------|----------|
| MobileNetV3| 71.32(1.8%)    | 89.83(1.0%)    | 263(55.1%)|
| GhostNet   | 70.36(0.5%)    | 89.44(0.5%)    | 151(21.9%)|
| MobileNetV2| 70.13(0.2%)    | 89.21(0.3%)    | 320(63.1%)|
| DP-Net     | 70.01          | 88.97          | 118       |
To test the performance of the proposed method on CPU and embedded devices that have limited computation, we run the different methods on CPU and Raspberry Pi on the CIFAR100 dataset, respectively. The CPU is AMD Ryzen 7 PRO 4750U with Radeon Graphics 1.70 GHz. The model of Raspberry Pi is 3B with a BC219M2835 processor. The running times of different methods are shown in Table 7. The DP-Net has the least running time on CPU and Raspberry Pi. This means that our proposed method has better performance in real-time image recognition than others.

| Network   | CPU (ms) | Raspberry pi(s) |
|-----------|----------|-----------------|
| MobileNetV3 | 236      | 7.85            |
| Ghost Net  | 213      | 6.67            |
| MobileNetV2 | 265      | 8.41            |
| DP-Net     | 178      | 5.31            |

5. Conclusion

We proposed a new lightweight network based on MobileNetV3. There are three main contributions: 1) To reduce the computational complexity of the residual structure, we designed a partial residual structure. 2) In order to further reduce the network parameters and ensure accuracy, we designed a dual-path feature extraction structure with different size filters. 3) To ensure the performance of the network, we designed a transition layer to fuse the feature map of the two paths. Comparing with the original ResNet, the ResNet-designed partial residual structure has smaller parameters and FLOPs on the CIFAR-100 dataset and ImageNet dataset for a different number of layers. The improved MobileNetV3 based on the designed partial residual structure, dual-path feature extraction structure and transition layer has lower computation and memory than other networks with acceptable accuracy. Besides, we also test the different networks on CPU and Raspberry pi that has limited memory and computation power. The improved MobileNetV3 has a faster speed in image recognition than other networks. It is more suitable for real applications on embedded devices.

In our work, we cannot ensure that all similar feature maps are completely separated. Therefore, in our feature work, we will focus on identifying similar feature maps and dividing them exactly into two parts. The two parts will be used as inputs of two network branches to further improve accuracy. Besides, we will also research how to further reduce redundant information without increasing computation complexity.
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