KOSZUL MULTI-REES ALGEBRAS OF PRINCIPAL \(L\)-BOREL IDEALS
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ABSTRACT. Given a monomial \(m\) in a polynomial ring and a subset \(L\) of the variables of the polynomial ring, the principal \(L\)-Borel ideal generated by \(m\) is the ideal generated by all monomials which can be obtained from \(m\) by successively replacing variables of \(m\) by those which are in \(L\) and have smaller index. Given a collection \(I = \{I_1, \ldots, I_r\}\) where \(I_i\) is \(L_i\)-Borel for \(i = 1, \ldots, r\) (where the subsets \(L_1, \ldots, L_r\) may be different for each ideal), we prove in essence that if the bipartite incidence graph among the subsets \(L_1, \ldots, L_r\) is chordal bipartite, then the defining equations of the multi-Rees algebra of \(I\) has a Gröbner basis of quadrics with squarefree lead terms under lexicographic order. Thus the multi-Rees algebra of such a collection of ideals is Koszul, Cohen-Macaulay, and normal. This significantly generalizes a theorem of Ohsugi and Hibi on Koszul bipartite graphs. As a corollary we obtain that the multi-Rees algebra of a collection of principal Borel ideals is Koszul. To prove our main result we use a fiber-wise Gröbner basis criterion for the kernel of a toric map and we introduce a modification of Sturmfels’ sorting algorithm.

1. Introduction

The Rees algebra of an ideal is a central object of study in commutative algebra. Geometrically, the Rees algebra of an ideal in a polynomial ring is the coordinate ring of the blowup of projective space along the scheme defined by the ideal. Algebraically, the Rees algebra of an ideal encodes the behavior of all its powers simultaneously. Similarly, the multi-Rees algebra of a family of ideals \(I_1, \ldots, I_r\) of a polynomial ring \(R\) encodes (geometrically) the coordinate ring of the blowup along the subschemes defined by \(I_1, \ldots, I_r\) and (algebraically) the behavior of all products that can be formed among the ideals \(I_1, \ldots, I_r\). The multi-Rees algebra of \(I_1, \ldots, I_r\) is a special case of the Rees algebra of a module (see [25] and [9]). Concretely, the multi-Rees algebra of the ideals \(I_1, \ldots, I_r\) in a polynomial ring \(R = \mathbb{K}[x_1, \ldots, x_n]\) is defined as:

\[
R[\mathbb{I}\mathbb{t}] = R[I_1t_1, \ldots, I_rt_r] := \bigoplus_{a_1 + \cdots + a_r \geq 0} I_1^{a_1} \cdots I_r^{a_r} t_1^{a_1} \cdots t_r^{a_r},
\]

where \(t = \{t_1, \ldots, t_r\}\) are auxiliary variables. A central problem for Rees and multi-Rees algebras is to describe their defining equations – that is, to find a polynomial ring \(S\) and an ideal \(J = J_{R[\mathbb{I}\mathbb{t}]} \subset S\) so that \(S/J \cong R[\mathbb{I}\mathbb{t}]\). While this problem has been studied mostly for Rees algebras, there is a growing literature on the defining equations of multi-Rees algebras [23, 18, 26, 17, 3, 6].

In this paper we study the Koszul property of the multi-Rees algebra of certain Borel ideals (these are also called strongly stable ideals in the literature). A graded ring \(R = \bigoplus_{i=0}^{\infty} R_i\) over a field \(\mathbb{K} = R_0\) with irrelevant ideal \(R_+ = \bigoplus_{i=1}^{\infty} R_i\) is
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Koszul if $R$ has a linear resolution over its residue field $R/R_+ \cong \mathbb{K}$. Koszul rings have good homological properties which closely mirror polynomial rings; see [4] for a survey. One way to establish that a ring is Koszul is to show that it is presented as a quotient $S/J$ of a polynomial ring $S$ where the ideal $J$ has a Gröbner basis of quadrics [1, Section 3.1].

Our main result in this paper, Theorem 4, is that the defining equations of the multi-Rees algebra of certain collections of what we call principal $L$-Borel ideals have a Gröbner basis of quadrics with squarefree lead terms. In [2] Page 3, Bruns and Conca write that it is ‘very likely’ that the multi-fiber ring of the multi-Rees algebra of principal Borel ideals is defined by a Gröbner basis of quadrics. This is a particular case of our main result — see Corollary 6.4.

Our proof of Theorem 4 involves several ingredients. The first is a fiber-wise criterion for a set of binomials to either generate or form a Gröbner basis for the kernel of a toric map. Variations on this criterion first appear in [11] and are further developed in [24] for particular toric maps. In Section 2 we give a careful statement and proof of this criterion for arbitrary toric maps, which we then use throughout the paper. The second ingredient is a modification of Sturmfels’ sorting algorithm [27, Chapter 14]. In [7] De Negri shows that the resulting sorting order yields a Gröbner basis of quadrics for the defining equations of the toric ring of a principal Borel ideal. This argument is difficult to extend to multi-Rees algebras because the sorting order is sensitive to the ideal chosen; see [26] where Sosa uses the sorting order to establish the Koszul property for the multi-Rees algebra of certain principal Borel ideals. We give a modified sorting algorithm in Section 4 (Algorithm 1) which produces the lexicographically least monomial in each monomial fiber of the toric map associated to a principal Borel ideal. Using the fiber-wise Gröbner basis criterion developed in Section 2, we conclude that the defining equations of the toric ring of a principal Borel ideal has a Gröbner basis of quadrics with respect to lexicographic order. In Section 6 we build on this to show that the multi-Rees algebra of certain collections of principal $L$-Borel ideals have a Gröbner basis of quadrics with respect to lexicographic order also.

We now explain what we mean by principal $L$-Borel ideals and give the idea for which collections of principal $L$-Borel ideals have a Koszul multi-Rees algebra. We have taken the notation of an $L$-Borel ideal from [11], where $Q$-Borel ideals are introduced for a partially ordered set $Q$ on the underlying variables of the polynomial ring. An ideal $I \subseteq R = \mathbb{K}[x_1, \ldots, x_n]$ is Borel (also strongly stable in the literature) if, whenever $m \in I$ is a monomial and $x_j$ divides $m$, $\frac{x_j}{x_i} m \in I$ for any $i < j$. We call $\frac{x_j}{x_i} m$ a Borel move on $m$. The ideal $I$ is principal Borel if its generators can be obtained from Borel moves on a single monomial, which we call the Borel generator of $I$. Now suppose that $L$ is a linear ordering on a subset of $\{x_1, \ldots, x_n\}$ which respects the usual lexicographic ordering of the variables. For instance, if $n = 5$, we could write $x_1 >_L x_3 >_L x_5$, while $x_2$ and $x_4$ are not compared to any other variable by $L$. Then a monomial ideal $I$ is $L$-Borel if, for any monomial $m \in I$ so that $x_j$ divides $m$, and any variable $x_i$ so that $x_i >_L x_j$, $\frac{x_i}{x_j} m \in I$. In this case we call $\frac{x_i}{x_j} m$ an $L$-Borel move. The ideal $I$ is a principal $L$-Borel ideal if its generators are obtained by $L$-Borel moves from a single monomial, which we call the $L$-Borel generator of $I$. For example, if $L$ is the linear ordering on $\{x_1, \ldots, x_5\}$ considered above, $\langle x_1, x_3, x_5 \rangle$ is a principal $L$-Borel ideal with $L$-Borel generator $x_5$. 
Now suppose that we are given a collection of monomial ideals \( \mathcal{I} = \{I_1, \ldots, I_r\} \) so that \( I_i \) is principal \( L_i \)-Borel with respect to a linear poset \( L_i \) for \( i = 1, \ldots, r \). (\( L_1, \ldots, L_r \) are not necessarily the same.) We define a bipartite incidence graph \( G(\mathcal{I}) \) associated to \( \mathcal{I} \) as follows. The vertices of \( G(\mathcal{I}) \) are the variables \( x_1, \ldots, x_n \) of the polynomial ring and the auxiliary variables \( t_1, \ldots, t_r \) of the multi-Rees algebra, and \( t_i \) is connected by an edge to \( x_j \) if and only if \( x_j \) is comparable to another variable by the linear poset \( L_j \) (our definition for \( G(\mathcal{I}) \) in Section 5 is slightly more nuanced, but this is sufficient for now). This graph records which Borel moves are allowable for each ideal of \( \mathcal{I} \). In essence, our main result (Theorem 4) is that the multi-Rees algebra \( R[\mathcal{I}] \) is Koszul if the graph \( G(\mathcal{I}) \) is chordal bipartite (the actual criterion is slightly more complicated – we direct the reader to Sections 5 and 6 for the details). More precisely, Theorem 4 shows that Algorithm 1 can be used successively in a greedy fashion (according to an appropriate ordering of the vertices of the incidence graph \( G(\mathcal{I}) \)) to produce the lexicographically least monomial in the fiber over a monomial in the toric map naturally associated to the multi-Rees algebra of \( \mathcal{I} \). Our main result is inspired by (and significantly extends) the result of Ohsugi and Hibi that the toric ring of the edge ideal of a graph is Koszul if the graph is chordal bipartite [22].

The paper is organized as follows. In Section 2 we formalize a criterion originating in [1] and appearing in [24, 8] for a set of binomials to be a generating set (respectively, Gröbner basis) for the kernel of a toric map. We then describe the multi-Rees algebra of monomial ideals as a toric map. In Section 3 we recall and prove some relevant properties of principal Borel ideals. We then proceed in Section 4 to describe the \textsc{BorelSort} algorithm and prove that it produces square-free quadratic leading terms in lexicographic order, recovering De Negri’s result [7] using lexicographic order instead of sorting order. In Section 5 we introduce principal \( L \)-Borel ideals and define the notion of an \( L \)-free ordering of a collection of principal \( L \)-Borel ideals (this is one way to encode the chordal bipartite property of the incidence graph). In Section 6 we prove our main result - that an \( L \)-free collection of principal \( L \)-Borel ideals has a Koszul multi-Rees algebra. We conclude in Section 7 with some related remarks and questions for further research. We close this introduction with a simple example illustrating our main result.

\textit{Example 1.1.} Consider the polynomial ring \( R = \mathbb{K}[x_1, x_2, x_3, x_4] \). Let \( L_1 = L_2 \) be the linear poset ordering \( \{x_3, x_4\} \) with respect to decreasing subscripts (so \( x_3 >_{L_1} x_4 \)) and let \( L_3 \) and \( L_4 \) be the linear posets likewise ordering \( \{x_2, x_3, x_4\} \) and \( \{x_1, x_2, x_3\} \). Put \( \mathcal{I} = \{I_1, I_2, I_3, I_4\} \) where \( I_1 = \langle x_3^2, x_3 x_4, x_4^2 \rangle \), \( I_2 = \langle x_3^2, x_3 x_4 \rangle \), \( I_3 = \langle x_2^2, x_3 x_3, x_2 x_4, x_2 x_3^2, x_2 x_3 x_4 \rangle \), and \( I_4 = \langle x_2^2, x_1 x_2, x_1 x_3, x_2 x_3, x_3^2 \rangle \). Then \( I_i \) is principal \( L_i \)-Borel for \( i = 1, 2, 3, 4 \) with principal \( L_i \)-Borel generators \( x_3 x_4, x_2 x_3 x_4, \) and \( x_3^2 \), respectively. The bipartite incidence graph \( G(\mathcal{I}) \) is shown in Figure 1. The bi-adjacency matrix of \( G(\mathcal{I}) \) is

\[
\begin{bmatrix}
1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
1 & 0 & 1 & 1 \\
1 & 1 & 1 & 0
\end{bmatrix}
\]
Since the bi-adjacency matrix has no sub-matrix of the form \[
\begin{bmatrix}
1 & 0 \\
1 & 1
\end{bmatrix}
\] (we will say \(I\) is \(L\)-free in Section 6), it follows that \(G(I)\) is chordal bipartite (see Theorem 2). Hence Theorem 4 implies that the multi-Rees algebra \(R[It]\) is Koszul.

2. Toric maps and toric fiber graphs

In this section we develop a Gröbner basis criterion for the kernel of a toric map which has appeared in [1, 24, 8] for particular choices of toric map. Throughout we write \(R\) for the polynomial ring \(K[x_1, \ldots, x_n]\) over a field \(K\). If \(I\) is a monomial ideal, we write \(\text{gens}(I)\) for the unique set of minimal generators of \(I\). Standard references for toric maps and toric ideals are [20] and [14].

**Definition 2.1.** Let \(G\) be a finite collection of monomials of positive degree in the polynomial ring \(R\). We write \(K[G]\) for the subring of \(R\) generated by the monomials of \(G\), which we call the toric ring of \(G\). Let \(S := K[T_m : m \in G]\) with an indeterminate for every monomial of \(G\). The toric map associated to \(G\) is the ring map \(\phi_G : S \to R\) defined on variables by \(\phi_G(T_m) = m\). The image of \(\phi_G\) is clearly \(K[G]\). We write \(J_{K[G]}\) for the kernel of \(\phi_G\); we call this the toric ideal of \(G\). This is the defining ideal of the subring \(K[G]\) presented as a quotient of \(S\).

If \(I\) is a monomial ideal of \(R\) we write \(K[I]\) for \(K[\text{gens}(I)]\); we call \(K[I]\) the toric ring of \(I\). In this case we write \(\phi_I\) instead of \(\phi_{\text{gens}(I)}\) for the toric map. Likewise we write \(J_{K[I]}\) for the kernel of \(\phi_I\); we also call \(J_{K[I]}\) the toric ideal of \(I\).

**Remark 2.1.** For toric ideals it is standard to replace \(R\) by the Laurent polynomial ring and allow \(G\) to have monomials with negative exponents (see [14, Chapter 3]). We will not consider toric ideals in this generality. Alternatively, we consider only toric ideals of affine monoids whose convex hull is pointed. See [20, Chapter 8] for more details.

Let \(G\) be a finite collection of monomials of positive degree in the polynomial ring \(R\). Given \(\gamma = (\gamma_m) \in \mathbb{Z}_+^G\), we write \(T^\gamma\) for \(\prod_{m \in G} T_m^{\gamma_m}\), where \(T_m\) is a variable of the polynomial ring \(S := K[T_m : m \in G]\). We put a multigrading on \(S\) by the monomials of \(K[G]\) as follows. If \(\mu \in K[G]\), then

\[
S_\mu = \text{span}_K \{ T^\gamma : \phi_G(T^\gamma) = \mu \}.
\]
We say an $S$-module $M$ is graded by $\mathbb{K}[G]$ if $M$ decomposes as a direct sum of $\mathbb{K}$-vector spaces as
\[
M = \bigoplus_{\mu \in \mathbb{K}[G]} M_{\mu}
\]
and, for any $\mu, \nu \in \mathbb{K}[G]$, if $m \in M_{\mu}$ and $f \in S_{\nu}$, then $f \cdot m \in M_{\mu \cdot \nu}$ (we write this as a product since $\mu$ and $\nu$ are monomials). It is well-known that the toric ideal $J = J_{\mathbb{K}[G]}$ is graded in this way (see [20] Chapter 8), and moreover we can precisely identify the graded pieces of $J$: if $\mu \in \mathbb{K}[G]$ is a monomial, then
\[
J_{\mu} = \text{span}_{\mathbb{K}} \{ T^{\gamma_1} - T^{\gamma_2} : T^{\gamma_1}, T^{\gamma_2} \in S_{\mu} \}
\]
\[
= \text{span}_{\mathbb{K}} \{ T^{\gamma_1} - T^{\gamma_2} : \phi_G(T^{\gamma_1}) = \phi_G(T^{\gamma_2}) = \mu \}.
\]
That is, $J$ is a binomial prime ideal, also known as a toric ideal. See [20] Chapter 7 or [14] Chapter 3 for additional details.

We now introduce a combinatorial device from [1] and [24] (see also [8]), which we call the fiber graph of the toric map $\phi_G$ at the monomial $\mu$.

**Definition 2.2.** Let $G$ be a finite collection of monomials of positive degree in the polynomial ring $R$, $J_{\mathbb{K}[G]}$ the toric ideal of $G$, and $\mathcal{B} \subset J_{\mathbb{K}[G]}$ a finite collection of binomials. The fiber graph of $\phi_G$ at $\mu$ with respect to $\mathcal{B}$ is the graph $\Gamma_{\mu,\mathcal{B}}$ whose vertices are monomials $T^\gamma \in S_\mu$ with an edge connecting $T^\gamma, T^{\gamma'} \in S_\mu$ if $T^\gamma - T^{\gamma'}$ is divisible by a binomial from $\mathcal{B}$.

If, moreover, $\prec$ is a monomial order on $S$, then $\Gamma_{\mu,\mathcal{B}}$ is the graph $\Gamma_{\mu,\mathcal{B}}$ with edges directed from the larger monomial to the smaller. That is, if $T^\gamma, T^{\gamma'} \in S_\mu$ are connected by an edge in $\Gamma_{\mu,\mathcal{B}}$ and $T^{\gamma'} \prec T^\gamma$, then we get the directed edge $T^\gamma \to T^{\gamma'}$.

**Remark 2.2.** We suppress the collection $G$ of monomials of $R$ in the notation for $\Gamma_{\mu,\mathcal{B}}$, assuming that the underlying toric map is understood from context.

The significance of these fiber graphs comes from the following proposition. See also [3] Proposition 4.5).

**Proposition 2.3.** Let $\phi_G : S \to R$ be a toric map and $\mathcal{B}$ a collection of binomials from the toric ideal $J = J_{\mathbb{K}[G]}$. The following are equivalent:

1. The binomials in $\mathcal{B}$ generate $J$.
2. The graph $\Gamma_{\mu,\mathcal{B}}$ is either empty or connected for every $\mu \in R$.

If $S$ is equipped with a monomial order $\prec$, then the following are equivalent:

1. The binomials in $\mathcal{B}$ form a Gröbner basis for $J$ under $\prec$.
2. The directed graph $\Gamma_{\mu,\mathcal{B}}$ is either empty or has a unique sink for every $\mu \in R$.

**Proof.** First, assume every nonempty graph $\Gamma_{\mu,\mathcal{B}}$ is connected. Since $J$ is graded by $\mathbb{K}[G]$, it suffices to show that every binomial of the form $T^\gamma - T^{\gamma'}$, where $T^\gamma, T^{\gamma'} \in S_\mu$, can be written as a combination of binomials from $\mathcal{B}$. Since $\Gamma_{\mu,\mathcal{B}}$ is connected, there is a path $P$ from $T^\gamma$ to $T^{\gamma'}$ in $\Gamma_{\mu,\mathcal{B}}$. That is,
\[
T^\gamma - T^{\gamma'} = \sum_{i=1}^{k} (T^{\gamma_i} - T^{\gamma'_i}).
\]
where \( T^{\gamma} \) and \( T^{\gamma'} \) are endpoints of the \( i \)th edge in this path (thus \( T^{\gamma_i} = T^{\gamma_{i+1}} \) for \( i = 1, \ldots, k - 1 \)). By definition of \( \Gamma_{\mu,B} \), \( T^{\gamma_i} - T^{\gamma'} = \sum_{i=1}^{k} \epsilon_i m_i(A_i - B_i) \) for some \( \epsilon_i \in \{ -1, 1 \} \), some binomial \( A_i - B_i \in B \), and some monomial \( m_i \in R \). So \( T^{\gamma} - T^{\gamma'} = \sum_{i=1}^{k} \epsilon_i m_i(A_i - B_i) \), as desired.

Now assume that the set of binomials \( B \) generates \( J \). Let \( T^{\gamma} - T^{\gamma'} \in J_\mu \), so \( T^{\gamma}, T^{\gamma'} \) are vertices of \( \Gamma_{\mu,B} \). Then, by [14, Lemma 3.8],

\[
T^{\gamma} - T^{\gamma'} = \sum_{i=1}^{k} \epsilon_i m_i(A_i - B_i),
\]

where \( \epsilon_i \in \{ -1, 1 \} \), \( m_i \) is a monomial in \( S \), \( A_i - B_i \in B \) for \( 1 \leq i \leq k \), and \( m_i(A_i - B_i) \neq m_j(A_j - B_j) \) for any \( 1 \leq i, j \leq k \). It is clear that \( m_i, m_iB_i \) are adjacent vertices of \( \Gamma_{\mu,B} \) for \( i = 1, \ldots, k \). Thus each term in the sum on the left-hand side of (2.1) yields an edge of \( \Gamma_{B,\mu} \), and no edge is repeated since \( m_i(A_i - B_i) \neq m_j(A_j - B_j) \) for any \( 1 \leq i, j \leq k \). We consider the subgraph \( H \) consisting of all of these edges. Since all of the monomials \( m_iA_i, m_iB_i \) must cancel in (2.1), every vertex of \( H \) except \( T^{\gamma} \) and \( T^{\gamma'} \) must have even degree. Since \( T^{\gamma} \) and \( T^{\gamma'} \) are the only vertices of \( H \) with odd degree, they must be in the same connected component of \( H \). Thus \( \Gamma_{\mu,B} \) is connected.

Now assume that \( S \) is equipped with a monomial order \( \prec \) and \( \Gamma_{\mu,B} \) has a unique sink for every \( \mu \) (whenever \( \Gamma_{\mu,B} \) is non-empty). We claim \( B \) is a Gröbner basis for \( J \). Fix a monomial \( \mu \in R \). Suppose \( T^{\gamma'} \) is the unique sink of \( \Gamma_{\mu,B} \). We first claim every monomial \( T^{\gamma} \neq T^{\gamma'} \) is connected to \( T^{\gamma'} \) by a directed path. To do this, we inductively build a path at \( T^{\gamma} = T^{\gamma_1} \) as follows. Since \( T^{\gamma} \) is not a sink, we can choose an outgoing edge of \( T^{\gamma} \); call the terminal vertex of this edge \( T^{\gamma_2} \). If \( T^{\gamma_2} = T^{\gamma'} \), we are done. Otherwise, \( T^{\gamma_2} \) is not a sink, so we pick an outgoing edge of \( T^{\gamma_2} \) and call the terminal vertex of this edge \( T^{\gamma_3} \). Continuing in this way we will either terminate at the sink \( T^{\gamma'} \) or necessarily repeat a vertex at some point. If we repeat a vertex, we get a directed cycle, which is impossible since \( \prec \) is a monomial order (hence \( \Gamma_{\mu,B} \) is directed acyclic). So this process must result in a path terminating at the unique sink. This also implies that the unique sink \( T^{\gamma} \) is the smallest monomial in \( S_\mu \) under \( \prec \).

Now, to prove that \( B \) is a Gröbner basis of \( J \), it suffices to prove that the lead term of every polynomial \( f \in J \) is divisible by the lead term of some binomial in \( B \). Since \( J \) is graded, it suffices to prove that the lead term of every binomial \( T^{\gamma} - T^{\gamma'} \in J_\mu \) is divisible by the lead term of some binomial in \( B \). From the definition of \( \Gamma_{\mu,B} \), the initial vertex of every directed edge corresponds to a lead term of a binomial. The condition that \( \Gamma_{\mu,B} \) has a unique sink means that every monomial \( T^{\gamma} \in \Gamma_{\mu,B} \) which is different from the unique sink is a lead term of some binomial. Also, the argument in the previous paragraph shows that the unique sink will never be the lead term of any binomial. In other words, the lead term ideal of \( J \) in degree \( \mu \) consists of every vertex of \( \Gamma_{\mu,B} \) besides the unique sink. Now we show that every such monomial is divisible by the lead term of some binomial in \( B \). So suppose that \( T^{\gamma} \in \Gamma_{\mu,B} \) is not the unique sink of \( \Gamma_{\mu,B} \). Since it is not the unique sink, there is a directed edge \( T^{\gamma} \to T^{\gamma'} \) in \( \Gamma_{\mu,B} \), hence \( T^{\gamma'} \prec T^{\gamma} \) and \( T^{\gamma} - T^{\gamma'} = m(A - B) \in J_\mu \) for some binomial \( A - B \in B \) and monomial \( m \in S \), where we assume \( B \prec A \). Since \( B \prec A \) and \( \prec \) is a monomial order, \( mB \prec mA \),
so $mA = T\gamma$. So $T\gamma$ is divisible by the lead term of a binomial in $B$, proving the claim.

Finally, suppose that the binomials in $B$ form a Gröbner basis for $J$. Suppose for a contradiction that for some $\mu, \tilde{\Gamma}_{\mu,B}$ is non-empty and does not have a unique sink. That is, suppose that $T\gamma, T\gamma' \in R_\mu$ and both are sinks in $\Gamma_{\mu,B}$. Since both are sinks, it follows that neither of $T\gamma, T\gamma'$ is divisible by the lead term of any binomial in $B$. But then the binomial $T\gamma - T\gamma' \in J_\mu$ and its lead term is not divisible by any binomial of $B$, contradicting that $B$ is a Gröbner basis of $J$. □

2.1. Multi-Rees algebras. In this section we review the toric maps which are the main focus of this paper. A robust development of the details this section may be found in [8], so we will be brief. Let $K$ be a field. Write $x$ for the set of variables $\{x_1, \ldots, x_n\}$ and $K[x]$ for the polynomial ring $K[x_1, \ldots, x_n]$. If $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{Z}_{\geq 0}^n$, we write $x^\alpha$ for $x_1^{\alpha_1} \cdots x_n^{\alpha_n}$.

Let $I = \{I_1, \ldots, I_r\}$ be monomial ideals in $K[x]$. The multi-Rees algebra of $I$ is the following subring of $K[x][t_1, \ldots, t_r]$:

$$R[I_t] = R[I_{t_1}, \ldots, I_{t_r}] = \bigoplus_{a_1, \ldots, a_r \geq 0} I_{t_1}^{a_1} \cdots I_{t_r}^{a_r} t_1^{a_1} \cdots t_r^{a_r}.$$ 

In case $I = \{I\}$, a single ideal, then we write $R[I]$ instead of $R[I_t]$; this is the Rees algebra of $I$.

In keeping with our notation for the variables $x_1, \ldots, x_n$, we write $t$ for the set of variables $\{t_1, \ldots, t_r\}$ and if $\beta \in \mathbb{Z}_{\geq 0}^k$, then we write $t^\beta$ for the monomial $t_1^{\beta_1} \cdots t_r^{\beta_r}$. We also write $K[x, t]$ for the polynomial ring $K[x][t_1, \ldots, t_r] = K[x_1, \ldots, x_n, t_1, \ldots, t_r]$.

Let $G_1, \ldots, G_r$ be minimal sets of generators for $I_1, \ldots, I_r$. Then clearly

$$R[I_t] = K[x_1, \ldots, x_n, \{x^\alpha t_k : x^\alpha \in G_k, 1 \leq k \leq r\}].$$

We create a variable $T x^\alpha t_k$ for each monomial $x^\alpha t_k$, where $x^\alpha \in G_k$ and $1 \leq k \leq r$, and write $T$ for the set of all such variables. We then present the multi-Rees algebra $R[I_t]$ by the map

$$\phi : K[x, T] \to K[x, t]$$

defined as $\phi(x_i) = x_i$ for all $x_i \in x$ and $\phi(T x^\alpha t_k) = x^\alpha t_k$ for all $x^\alpha t_k$ with $x^\alpha \in G_i$. Clearly this is a toric map. We will be concerned with the defining equations of $R[I_t]$, which is the toric ideal $\ker(\phi) = J_{R[I_t]}$. We also call this the multi-Rees ideal of $I$, or simply the Rees ideal of $I$ if $I$ consists of the single ideal $I$.

Closely related to the multi-Rees algebra is the multi-fiber ring of $R[I_t]$. Write $m$ for the ideal $\langle x_1, \ldots, x_n \rangle \subset K[x]$. Then the multi-fiber ring of $R[I_t]$ is $R[I_t]/mR[I_t]$ (viewing $R[I_t]$ as a $K[x]$-module). If the monomial ideals $I = \{I_1, \ldots, I_k\}$ are each generated in a single degree, then we have an isomorphism

$$R[I_t]/mR[I_t] \cong K[x^\alpha t_k : x^\alpha \in G_k, 1 \leq k \leq r].$$

We denote the ring $K[x^\alpha t_k : x^\alpha \in G_k, 1 \leq k \leq r]$ by $K[I_t]$. If $I = \{I\}$ consists of a monomial ideal generated in a single degree, then

$$R[I]/mR[I] \cong K[I_t] \cong K[I],$$

the toric ring of $I$. 
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3. Borel Ideals

In this section we collect some notation and results regarding Borel moves and Borel ideals. Most of these can be found in the literature (c.f. [7, 8]). What we refer to as a Borel ideal is often called a strongly stable ideal. A Borel ideal is the same as a Borel-fixed ideal in characteristic 0, although this correspondence breaks down in higher characteristic. Throughout we consider the polynomial ring \( \mathbb{K}[x] = \mathbb{K}[x_1, \ldots, x_n] \).

**Definition 3.1.** If \( m \) is a monomial in \( \mathbb{K}[x] \) which is divisible by \( x_j \) and \( i < j \), a Borel move (on \( m \)) consists of replacing \( m \) by \( \frac{x_i}{x_j}m \). If instead \( m \) is divisible by \( x_i \), a reverse Borel move (on \( m \)) consists of replacing \( m \) by \( \frac{x_j}{x_i}m \). If \( S \subset \mathbb{K}[x] \) is a collection of monomials, we say it is Borel closed if any Borel move on a monomial in \( S \) is also in \( S \). If \( S \) is not Borel closed, we write \( \text{Borel}(S) \) for the smallest Borel closed set of monomials containing \( S \). Clearly \( \text{Borel}(S) \) consists of all monomials which can be obtained from monomials of \( S \) via Borel moves. If \( S \) is Borel closed, we call \( S \) a principal Borel set if \( S = \text{Borel}(M) \) for a single monomial \( M \). If \( I \) is a monomial ideal, we call it principal Borel if it is generated by a principal Borel set.

**Remark 3.1.** See [10] for more on the Borel generators of a Borel ideal, and the wealth of information that can be obtained from this set.

**Definition 3.2.** We define the Borel (partial) order, denoted \( \prec_{\text{Borel}} \), on the monomials of \( \mathbb{K}[x] \) by \( m \prec_{\text{Borel}} m' \) if \( m' \) can be obtained from \( m \) by a sequence of Borel moves. Any monomial order \( \prec \) on \( \mathbb{K}[x] \) which satisfies \( x_1 > x_2 > \cdots > x_n \) is a refinement of the Borel order. In other words, if \( m \prec_{\text{Borel}} m' \), then \( m \prec m' \).

**Remark 3.2.** We caution the reader that the Borel partial order is often given in the literature as the reverse of how we have presented it in Definition 3.2 (c.f. [11, 8]). We have made the choice in Definition 3.2 so that the Borel partial order is compatible with monomial orders.

**Remark 3.3.** We will denote by \( \prec_{\text{lex}}, \prec_{\text{glex}}, \) and \( \prec_{\text{grevlex}} \) the lexicographic, graded lexicographic, and graded reverse lexicographic monomial orders.

**Example 3.4.** We illustrate how the graded reverse lexicographic and lexicographic monomial orders on \( \mathbb{K}[x_1, x_2, x_3, x_4] \) refine the Borel order. First, if monomials are comparable in the Borel order then they are compared in the same way by any monomial order. For example, \( x_1x_2x_3 \prec_{\text{Borel}} x_1^2x_2 \). Notice that \( x_1x_2x_3 \prec_{\text{grevlex}} x_1^2x_2 \) and \( x_1x_2x_3 \prec_{\text{lex}} x_2^2x_2 \). On the other hand, monomials which are incomparable under the Borel order may be compared in different ways by different monomial orders. For instance, the monomials \( x_1^2x_3 \) and \( x_2^2x_4 \) are incomparable in the Borel order since neither can be obtained from the other by Borel moves. Notice that \( x_1^2x_4 \prec_{\text{grevlex}} x_2^2x_3 \) while \( x_2^2x_3 \prec_{\text{lex}} x_1^2x_4 \).

We will use a few more results about principal Borel ideals.

**Definition 3.3.** Suppose \( m = x_1^{a_1} \cdots x_n^{a_n} \in \mathbb{K}[x] \). We define \( \sigma_i(m) = a_i + a_{i+1} + \cdots + a_n \).

**Lemma 3.4.** Suppose \( m, M \) are monomials of the same degree in \( \mathbb{K}[x] \). Then \( m \in \text{Borel}(M) \) if and only if \( \sigma_i(m) \leq \sigma_i(M) \) for \( i = 1, \ldots, n \).

**Proof.** This is part of [7, Lemma 1.3].
Observation 3.5. If \( m \in \text{Borel}(M) \) and \( \sigma_j(m) < \sigma_j(M) \), then there exists an index \( i < j \) so that \( \frac{m}{x_i} \in \text{Borel}(M) \). Equivalently, if \( m \in \text{Borel}(M) \) and \( m \neq M \), then there is a reverse Borel move on \( m \) that is also in \( \text{Borel}(M) \).

Since \( \langle \text{Borel} \rangle \) is a partial order, an arbitrary set of monomials of the same degree may not have a unique maximal or minimal element under the Borel order. The following lemma, which is a variation on [8, Lemma 5.1], gives one instance where unique minimal elements exist under the Borel order. Due to its centrality in our arguments we give a detailed proof.

**Lemma 3.5.** Let \( M, \mu \in \mathbb{K}[x] \) be monomials. If there is a monomial in \( \text{Borel}(M) \) dividing \( \mu \), then there is a unique minimal monomial \( M' \) under the Borel partial order so that \( M' \in \text{Borel}(M) \) and \( M' \) divides \( \mu \). In other words, if \( m \) is any monomial in \( \text{Borel}(M) \) which divides \( \mu \) then \( m \in \text{Borel}(M') \). Moreover, suppose \( m \neq M' \) and let \( j \) be the maximal index so that \( \sigma_j(m) < \sigma_j(M') \). Then there is an index \( i < j \) so that \( \frac{x_i}{x_j}m \in \text{Borel}(M) \) and \( \frac{x_i}{x_j}m \) divides \( \mu \).

**Proof.** Assume that the set of monomials in \( \text{Borel}(M) \) which divide \( \mu \) is non-empty. Let \( M' \) be a minimal element of this set under Borel order. Now suppose that \( m \in \text{Borel}(M) \) and \( m \) divides \( \mu \). For a contradiction, suppose that \( m \notin \text{Borel}(M') \).

By Lemma 3.4 there is a maximal index \( 1 \leq j \leq n \) so that \( \sigma_j(m) > \sigma_j(M') \). Since \( \sigma_j(M) \geq \sigma_j(m) > \sigma_j(M') \), by Observation 3.3 there is an index \( i < j \) so that \( M'' = \frac{x_i}{x_j}M' \in \text{Borel}(M) \). Clearly \( M'' \prec \text{Borel} M' \). We show that \( M'' \) divides \( \mu \). Since \( \sigma_j(m) > \sigma_j(M') \), and this is the maximal index for which \( \sigma_k(m) \) is greater than \( \sigma_k(M') \), it follows that the exponent of \( x_j \) in \( m \) is strictly greater than it is in \( M' \). Since \( m \) divides \( \mu \), it follows that the exponent of \( x_j \in \mu \) is also strictly greater than the exponent of \( x_j \) in \( M' \). Thus \( x_jM' \) divides \( \mu \), so clearly \( M'' \) divides \( \mu \) as well. Hence \( M' \) is not a minimal monomial under Borel order in \( \text{Borel}(M) \) dividing \( \mu \), a contradiction.

Now suppose that \( m \in \text{Borel}(M) \), \( m \) divides \( \mu \), and \( m \neq M' \), where \( M' \) is the unique minimal monomial in \( \text{Borel}(M) \) under Borel order which divides \( \mu \) (by the above paragraph, this monomial exists). Since \( m \in \text{Borel}(M') \) and \( m \neq M' \), by Lemma 3.4 there is a maximal index \( 1 \leq j \leq n \) so that \( \sigma_j(m) < \sigma_j(M') \). Thus by Observation 3.3 there is an index \( i < j \) so that \( \frac{x_i}{x_j}m \in \text{Borel}(M') \). We show that \( \frac{x_i}{x_j}m \) divides \( \mu \). Since \( \sigma_j(m) < \sigma_j(M') \), and this is the maximal index for which \( \sigma_k(m) \) is less than \( \sigma_k(M') \), it follows that the exponent of \( x_j \) in \( M' \) is strictly greater than it is in \( m \). Since \( M' \) divides \( \mu \), it follows that the exponent of \( x_j \) in \( \mu \) is also strictly greater than the exponent of \( x_j \) in \( M' \). Thus \( x_jM' \) divides \( \mu \), so clearly \( \frac{x_i}{x_j}m \) divides \( \mu \) as well. \( \square \)

**Example 3.6.** Consider the monomial \( M = x_3^2x_4 \) in the polynomial ring \( \mathbb{K}[x_1, x_2, x_3, x_4] \). Then

\[
\text{Borel}(M) = \{x_1^3, x_1^2x_2, x_1x_2^2, x_2^3, x_1^2x_3, x_1x_2x_3, x_2^2x_3, x_1^2x_4, x_1x_2x_4, x_3^2x_4\}
\]

If \( \mu = x_3x_4^2 \) there is no monomial in \( \text{Borel}(M) \) dividing \( \mu \). On the other hand, if \( \mu = x_1^2x_2x_3 \), the monomials in \( \text{Borel}(x_2^2x_4) \) which divide \( \mu \) are \( x_1^2x_2, x_2^2x_3, \) and \( x_1x_2x_3 \). Clearly \( M' = x_1x_2x_3 \) is the unique minimal monomial under Borel partial order among those which divide \( \mu \). Furthermore \( x_1^2x_2 \) and \( x_2^2x_3 \) are both in \( \text{Borel}(x_1x_2x_3) \), and each has a reverse Borel move transforming it into \( x_1x_2x_3 \).
Given a monomial \( M \), we use the following lemma to determine if a monomial \( \mu \in \mathbb{K}[x] \) has a factorization whose factors belong to Borel(\( M \)).

**Lemma 3.6.** Let \( M, N \in \mathbb{K}[x] \). Then \( N \) factors as \( N = M_1 \cdots M_k \), where \( M_1, \ldots, M_k \in \text{Borel}(M) \), if and only if \( N \in \text{Borel}(M^k) \).

**Proof.** First suppose that \( N = M_1 \cdots M_k \), where \( M_1, \ldots, M_k \in \text{Borel}(M) \). Then \( M_1, \ldots, M_k \) can each be obtained from \( M \) by a sequence of Borel moves. Applying the same Borel moves to each factor in the \( k \)-fold product \( M^k = M \cdot M \cdots M \) yields that \( N \in \text{Borel}(M^k) \).

Now suppose that \( N \in \text{Borel}(M^k) \). We show that \( N = M_1 \cdots M_k \) for some \( M_1, \ldots, M_k \in \text{Borel}(M) \) by induction on the number of Borel moves necessary to obtain \( N \) from \( M^k \). For the base case, if \( N = M^k \) then we can simply take \( M_1 = \cdots = M_k = M \). Now suppose that \( N \) can be obtained from \( M^k \) in \( \ell \geq 1 \) Borel moves. Then there is some \( N' \in \text{Borel}(M^k) \) so that \( N = \frac{N}{N'} \) (that is, \( N \) is obtained from \( N' \) by a Borel move), and \( N' \) can be obtained from \( M^k \) in \( \ell - 1 \) Borel moves. By induction, \( N' = M'_1 \cdots M'_k \) for some \( M'_1, \ldots, M'_k \in \text{Borel}(M) \). Since \( x_j \) divides \( N' \), \( x_j \) must divide one of the factors \( M'_1, \ldots, M'_k \), without loss of generality suppose \( x_j \) divides \( M'_1 \). Put \( M_1 = \frac{N}{N'} M'_1, M_2 = M'_2, \ldots, M_k = M'_k \). Clearly \( M_1, \ldots, M_k \in \text{Borel}(M) \) and \( \mu = M_1 \cdots M_k \). This completes the induction. \( \square \)

We will use the following refinement of Lemma 3.5 for factorizations of monomials in \( \text{Borel}(M^k) \).

**Lemma 3.7.** Let \( M, \mu \in \mathbb{K}[x] \) be monomials and \( k \geq 1 \) an integer. If there is a monomial in \( \text{Borel}(M^k) \) dividing \( \mu \), then let \( P \) be the minimal monomial under Borel order in \( \text{Borel}(M^k) \) dividing \( \mu \) guaranteed by Lemma 3.6. Suppose \( P' \in \text{Borel}(M^k) \) factors as \( P' = P'_1 \cdots P'_k \). If \( P' \neq P \), then there are indices \( 1 \leq i < j \leq n \) and \( 1 \leq \ell \leq k \) so that

1. \( \frac{x_i}{x_j} P'_\ell \) is in \( \text{Borel}(M) \)
2. \( \frac{x_i}{x_j} P'_\ell \) divides \( \mu \)
3. \( \frac{x_i}{x_j} P'_\ell \in \text{Borel}(M^k) \)

**Proof.** Let \( j \) (\( 1 \leq j \leq n \)) be the maximal index so that \( \sigma_j(P') < \sigma_j(P) \). Since \( P \in \text{Borel}(M^k) \), \( \sigma_j(P') \leq k \sigma_j(M) \). Since \( \sigma_j(P'_1) + \cdots + \sigma_j(P'_k) = \sigma_j(P') < k \sigma_j(M) \), there exists an index \( \ell \) so that \( \sigma_j(P'_\ell) < \sigma_j(M) \). Thus by Observation 3.5 there is some index \( i < j \) so that \( \frac{x_i}{x_j} P'_\ell \in \text{Borel}(M) \). Furthermore, since \( j \) is the largest index so that \( \sigma_j(P') < \sigma_j(P) \), the exponent of \( x_j \) in \( P' \) is strictly less than the exponent of \( x_j \) in \( P \) and hence also strictly less than the exponent of \( x_j \) in \( \mu \), since \( P \) divides \( \mu \). As \( P' \) also divides \( \mu \) it follows that \( x_j P' \) divides \( \mu \), so clearly \( \frac{x_i}{x_j} P' \) divides \( \mu \). Furthermore, \( \frac{x_i}{x_j} P' \) factors as \( \left( \frac{x_i}{x_j} P'_\ell \right) \prod_{\ell \neq \ell} P'_\ell \); since all of these factors are in \( \text{Borel}(M) \), it follows that \( \frac{x_i}{x_j} P'_\ell \in \text{Borel}(M^k) \) by Lemma 3.6. \( \square \)

4. THE TORIC RING OF A PRINCIPAL BOREL IDEAL

De Negri shows in [7] that Sturmfels' concept of sorting from [27] yields a Grübler basis of quadrics for the toric ideal of a principal Borel ideal. The monomial order yielding this Gröbner basis of quadrics is called the sorting order, and may be different from both graded reverse lexicographic order and lexicographic order on \( \mathbb{K}[T] \). The sorting order depends, a priori, on the ideal one starts with. This makes it difficult to extend sorting to the multi-Rees algebra, where we have to consider
multiple ideals simultaneously. See [26] where this approach is taken, yielding some partial results for multi-Rees algebras of principal Borel ideals.

In this section we show that a modification of Sturmfels' sorting procedure from [27] yields a Gröbner basis of quadrics under lexicographic order. Using this we show that the Rees algebra of a principal Borel ideal has a quadratic squarefree initial ideal under lexicographic order. In the following sections we apply this to multi-Rees algebras.

Let \( I \) be an ideal of the polynomial ring \( \mathbb{K}[x] \), and fix the \textit{graded reverse lexicographic} (grevlex) order on \( \mathbb{K}[x] \). Let \( G \) be a minimal set of generators for \( I \); then the toric ring of \( I \) is \( \mathbb{K}[I] = \mathbb{K}[m : m \in G] \). As in Section 2, we consider the map

\[
\mathbb{K}[T_m : m \in G] = \mathbb{K}[T] \overset{\phi}{\to} \mathbb{K}[I] = \mathbb{K}[m : m \in G],
\]

where \( \mathbb{K}[T] \) is the polynomial ring with an indeterminate corresponding to every generator of \( I \), \( \mathbb{K}[I] \) is the sub-algebra of the polynomial ring \( \mathbb{K}[x] \) generated by the elements of \( G \), and the map is defined on indeterminates by \( \phi(T_m) = m \). The grevlex order on \( \mathbb{K}[x] \) induces an ordering on the variables \( T \) by \( T_n \prec T_m \) if and only if \( n \prec \text{grevlex} \ m \) in \( \mathbb{K}[x] \). On top of this ordering of the variables of \( \mathbb{K}[T] \) we will put the \textit{lexicographic} (lex) ordering on \( \mathbb{K}[T] \).

For two monomials \( T^\gamma, T^\gamma' \) in \( \mathbb{K}[T] \) we write \( T^\gamma \prec_{\text{lex}} T^\gamma' \) if \( T^\gamma \) is smaller than \( T^\gamma' \) in lex order.

We consider the toric ideal \( J = J_{\mathbb{K}[I]} \). Let \( \mu \in \mathbb{K}[I] \). The graded component \( J_\mu \) is spanned by differences of the form \( \prod_{i=1}^k T_{m_i} - \prod_{i=1}^k T_{n_i} \), where \( \prod_{i=1}^k m_i = \prod_{i=1}^k n_i = \mu \) and \( m_1, \ldots, m_k, n_1, \ldots, n_k \in \text{gens}(I) = \text{Borel}(M) \) for some monomial \( M \). By Lemma 3.6, \( \mu \) is the product of \( k \) monomials from \( \text{Borel}(M) \) if and only if \( \mu \in \text{Borel}(M^k) \).

\textbf{Definition 4.1.} Suppose \( M \) is a monomial and \( \mu \in \text{Borel}(M^k) \). Then the Borel sort of \( \mu \) is the factorization of \( \mu \) into \( k \) factors from \( \text{Borel}(M) \) which is produced by the recursive Algorithm 1. We write this factorization as the \textit{ordered} list

\[
\text{BorelSort}(M, \mu) := \{ \mu_1, \ldots, \mu_k \},
\]

where \( \mu = \mu_1 \cdots \mu_k \).

Given a monomial \( \mu \in \text{Borel}(M^k) \), we will see in Theorem 1 that the factorization produced by \( \text{BorelSort}(M, \mu) \) is the smallest factorization of \( \mu \) under lexicographic order whose factors are in \( \text{Borel}(M) \). We first give an example and verify some basic properties of \( \text{BorelSort}(M, \mu) \) which follow from Algorithm 1.

\textbf{Remark 4.1.} As in [27] and [7], an effective way to visualize the factorization \( \mu = \prod_{i=1}^k \mu_i \) is to consider \( \mu_1, \ldots, \mu_k \) as the \( k \) rows of a \( k \times d \) tableaux, where \( d \) is the degree of \( \mu \). Each entry of the tableaux is filled with a variable of the underlying polynomial ring, and the product of the variables in each row is \( \mu_i \). We illustrate this in Example 4.3.

\textbf{Remark 4.2.} An implementation of Algorithm 1 in the computer algebra system Macaulay2 [12] can be found under the Research tab on the first author’s website, along with a script to verify Example 4.3.

\textbf{Example 4.3 (Illustration of Algorithm 1).} Let \( S = \mathbb{K}[x_0, x_1, x_2, x_3, x_4] \), \( M = x_1 x_2^2 x_3^2 x_4^2 \), and \( \mu = x_0^2 x_1^3 x_2^2 x_4^3 \in \text{Borel}(M^6) \). A computation in Macaulay2 [12] (see the script under the research tab on the first author’s website) indicates that there
Algorithm 1: BorelSort

Input: A monomial $M$ of degree $d$ and a monomial $\mu \in \text{Borel}(M^k)$
Output: A list $\{\mu_1, \ldots, \mu_k\}$ of monomials, the Borel sort of $\mu$

if $\mu = x_1^{d_1}$ for some $1 \leq i \leq n$ then

for $1 \leq i \leq k$ do

$\mu_i \leftarrow x_i^d$

else

$x_s \leftarrow$ variable with largest index dividing $\mu$;
$A \leftarrow$ exponent of $x_s$ in $\mu$;
$q \leftarrow$ quotient when $A$ is divided by $k$;
$r \leftarrow$ remainder when $A$ is divided by $k$;

if $r > 0$ then

$M_{\text{UP}} \leftarrow \frac{1}{x_4^3} \cdot \text{(least monomial in \text{Borel}(M) under Borel order not divisible by } x_i \text{ for any } i > s \text{ and whose exponent on } x_s \text{ is } q)$;
$\mu_{\text{UP}} \leftarrow \text{least monomial in } \text{Borel}(M_{\text{UP}})$
$M_{\text{DOWN}} \leftarrow \frac{1}{x_4^{q+1}} \cdot \text{(least monomial in \text{Borel}(M) under Borel order not divisible by } x_i \text{ for any } i > s \text{ and whose exponent on } x_s \text{ is } q+1)$;
$\mu_{\text{DOWN}} \leftarrow \mu / (\mu_{\text{UP}} \cdot x_4^A)$;
$\{U_1, \ldots, U_{k-r}\} \leftarrow \text{BorelSort}(M_{\text{UP}}, \mu_{\text{UP}})$;
$\{D_1, \ldots, D_r\} \leftarrow \text{BorelSort}(M_{\text{DOWN}}, \mu_{\text{DOWN}})$;

for $1 \leq i \leq k - r$ do

$\mu_i \leftarrow x_4^3 \cdot U_i$

for $k - r < i \leq k$ do

$\mu_i \leftarrow x_4^{q+1} \cdot D_{i-k+r}$

else

$M_{\text{LEFT}} \leftarrow \frac{1}{x_4^3} \cdot \text{(least monomial in \text{Borel}(M) under Borel order not divisible by } x_i \text{ for any } i > s \text{ and whose exponent on } x_s \text{ is } q)$;
$\mu_{\text{LEFT}} \leftarrow \mu / x_4^A$;
$\{L_1, \ldots, L_k\} \leftarrow \text{BorelSort}(M_{\text{LEFT}}, \mu_{\text{LEFT}})$;

for $1 \leq i \leq k$ do

$\mu_i \leftarrow x_4^A \cdot L_i$

return $\{\mu_1, \ldots, \mu_k\}$

are 4,742 factorizations of $\mu$ into a product of six factors, each of which belongs to $\text{Borel}(M)$. As we will see in Theorem 1, Algorithm 1 picks out the factorization which is minimal with respect to the lexicographic order on these factorizations (considered as ordered tuples).

To visualize the factorization $\text{BorelSort}(M, \mu) = \{\mu_1, \ldots, \mu_6\}$ produced by Algorithm 1, we fix a $6 \times 5$ tableaux which we will fill with the variables of $\mu$ (see the top diagram in Figure 2). In the first level of recursion in Algorithm 1 the variable with largest index dividing $\mu$ is $x_4$, which appears with exponent 3 in $\mu$, hence $A = 3$, $q = 0$, and $r = 3$. At the end of the $r > 0$ branch, which we will
follow next, we see that $\mu_1, \mu_2,$ and $\mu_3$ do not get an $x_4$ while $\mu_3, \mu_4,$ and $\mu_5$ each receive a single $x_4$. So we fill in the last entry of each of these rows with an $x_4$. We split the remaining portion of the $6 \times 5$ tableaux into two blocks - a $3 \times 5$ ‘upper’ tableaux and a $3 \times 4$ ‘lower’ tableaux (outlined in red and blue, respectively, in the top diagram of Figure 2).

We now follow the $r > 0$ branch. The least monomial under Borel order in $\text{Borel}(M)$ not divisible by $x_4$ is $x_1x_4^3$, so $M_{\text{UP}} = x_1x_4^3$. Now the least monomial in $\text{Borel}(M_{\text{UP}}^{k-1}) = \text{Borel}(x_1^2x_3^2)$ which divides $\mu$ is $\mu_{\text{UP}} = x_1^2x_3^2$. This latter monomial is the one which we will use to fill the ‘upper’ $3 \times 5$ tableaux (outlined in red in the top diagram of Figure 2). Thus we return to the beginning of the algorithm with the monomials $M_{\text{UP}} = x_1x_4^3$ and $\mu_{\text{UP}} = x_1^2x_3^2x_4^7$ in order to fill this upper tableaux.

The remaining monomial $\mu_{\text{DOWN}} = \mu/(\mu_{\text{UP}}x_4^3) = x_0^2x_1^2x_8^3$ is what we will use to fill the ‘lower’ $3 \times 4$ tableaux (outlined in blue in the top diagram of Figure 2). We again return to the beginning of the algorithm with the monomials $M_{\text{DOWN}} = x_1x_3^2$ and $\mu_{\text{DOWN}} = x_0^2x_1^2x_8^3$ in order to fill this lower tableaux.

The recursion to fill the entire $6 \times 5$ tableaux has three levels; the monomials $M_{\text{UP}}, \mu_{\text{UP}}, M_{\text{DOWN}}, \mu_{\text{DOWN}}$ or $M_{\text{LEFT}}, \mu_{\text{LEFT}}$ are shown for each level in a tree structure in the bottom diagram of Figure 2 (this should be read right to left). The corresponding subdivisions of the tableaux are shown in the top diagram of Figure 2. The red, blue, and green outlines indicate (respectively) $\text{UP}, \text{DOWN},$ and $\text{LEFT}$ recursive calls to Algorithm 1.

At the completion of Algorithm 1 we can read off the monomials $\mu_1, \ldots, \mu_6$ by taking the product of the variables in the corresponding rows of the top diagram in Figure 2. We end up with $\mu_1 = \mu_2 = x_1x_2^5x_3^2, \mu_3 = x_1x_2x_3^3, \mu_4 = x_1^2x_2^2x_4, \mu_5 = \mu_6 = x_0x_2^3x_4$. Thus

$$\text{BorelSort}(x_1x_3^2x_4^2, x_0x_1^2x_2^3, x_1x_2^2x_3^2, x_1x_2x_3^3, x_1x_2^2x_4, x_0x_2^3x_4, x_0x_2^3x_4) = \{x_1x_2^2x_3, x_1x_2^2x_3, x_1x_2x_3^3, x_1x_2^2x_4, x_0x_2^3x_4, x_0x_2^3x_4\}.$$

The following lemma shows that $M_{\text{UP}}, M_{\text{DOWN}},$ and $M_{\text{LEFT}}$ are well-defined in Algorithm 1 That $\mu_{\text{UP}}$ is well-defined follows from Lemma 3.5.

**Lemma 4.2.** Let $M, \mu \in \mathbb{K}[x]$, and suppose $\mu \in \text{Borel}(M^k)$. Suppose that $x_s$ is the variable of largest index dividing $\mu$, $x_s$ appears in $\mu$ with exponent $A$, and $s > 1$. Put $A = qk + r$, where $q \in \mathbb{Z}_{\geq 0}$ and $0 \leq r < k$. There is a unique minimal monomial $\gamma$ in $\text{Borel}(M)$, under Borel order, satisfying

1. $x_i$ does not divide $\gamma$ for any $i > s$
2. $x_s$ appears with exponent $q$ in $\gamma$ (if $r = 0$) or with exponent $q + 1$ in $\gamma$ (if $r > 0$)

**Proof.** Since $\mu \in \text{Borel}(M^k)$, it follows that $qk + r = A = \sigma_s(\mu) \leq \sigma_s(M^k) = k\sigma_s(M)$. Hence if $r = 0$, $q \leq \sigma_s(M)$, and if $r > 0$, $q + 1 \leq \sigma_s(M)$. Now define $\gamma$ by

1. $\sigma_j(\gamma) = 0$ for $j > s$
2. $\sigma_s(\gamma) = q$ (if $r = 0$) or $\sigma_s(\gamma) = q + 1$ (if $r > 0$)
3. $\sigma_i(\gamma) = \sigma_i(M)$ for $i < s$.

Explicitly, $\gamma$ is not divisible by $x_i$ for $i > s$, the exponent of $x_s$ in $\gamma$ is $q$ (if $r = 0$) or $q + 1$ (if $r > 0$), the exponent of $x_{s-1}$ in $\gamma$ is $\sigma_{s-1}(M) - q$ (if $r = 0$) or $\sigma_{s-1}(M) - q - 1$.
(if $r > 0$), and the exponent of $x_i$ ($i < s - 2$) in $\gamma$ is the same as the exponent of $x_i$ in $M$. The condition $s > 1$ is necessary - if $s = 1$ we will not reach (3) and $\gamma$ will not have the correct degree. By Lemma 3.4, $\gamma \in \text{Borel}(M)$. Clearly $\gamma$ is minimal under Borel order with respect to the desired properties. \hfill \Box

**Lemma 4.3.** Let $M$ be a monomial of degree $d$ and $\mu \in \text{Borel}(M^k)$. Then Algorithm 1 terminates on this input, returning $\text{BorelSort}(M, \mu) = \{\mu_1, \ldots, \mu_k\}$ with the properties:

1. $\mu_1 \cdots \mu_k = \mu$
2. $\mu_1 \succeq_{\text{grevlex}} \cdots \succeq_{\text{grevlex}} \mu_k$
3. $\mu_i \in \text{Borel}(M)$ for $i = 1, \ldots, k$

**Figure 2.** Illustration of Algorithm 1 in Example 4.3, this should be read right to left. The red, blue, and green outlines indicate (respectively) up, down, and left recursive calls to Algorithm 1.
Proof. Algorithm 1 terminates because the number of variables in μ is reduced by one during each step of the recursion, which will eventually trigger the leading ‘if’ statement.

We prove (1), (2) and (3) by induction on the number of variables dividing μ. If μ is only divisible by a single variable, so μ = xd_i for some 1 ≤ i ≤ n, then μ1 = μ2 = ··· = μk = x_d_i. Statements (1) and (2) are clear, so we need only show that x_d_i ∈ Borel(M). By Lemma 3.3 σ_i(μ) = dk ≤ σ_i(M_k). Since this is as large as σ_i(μ) can be for a monomial of degree dk, σ_i(M_k) = dk. It follows that σ_i(x_d_i) = σ_i(M) = d. Moreover, σ_j(x_d_i) = d = σ_j(M) for any j < i and σ_j(x_d_i) = 0 ≤ σ_j(M) for any j > i. It follows from Lemma 3.3 that x_d_i ∈ Borel(M).

Now suppose that k > 1 and μ is divisible by more than one variable. Let s be the largest index of a variable dividing μ, let A be the exponent of x_s in μ, and put A = qk + r (as in Algorithm 1). First we show (1). If r > 0, then by induction on the number of variables, U_1 · · · U_{k-r} = μ_up and D_1 · · · D_r = μ_down. Since μ_i = x_{d_i} · U_i for 1 ≤ i ≤ k − r and μ_i = x_{d_i+1} · D_{k-r} for k − r < i ≤ k, μ_1 · · · μ_k = x_{d_s+qk+r} · μ_up · μ_down = μ_down (x_{d_s} · μ_up) = μ.

If r = 0 then by induction L_1 · · · L_k = μ_left. So μ_1 · · · μ_k = x_{d_s} μ_left = μ.

Now we show (2). If r > 0, then by induction U_1 ≥ grevlex · · · ≥ grevlex U_{k-r} and D_1 ≥ grevlex · · · ≥ grevlex D_r. Thus μ_1 ≥ grevlex · · · ≥ grevlex μ_{k-r} and μ_{k-r+1} ≥ grevlex · · · ≥ grevlex μ_k. Moreover, the least variable dividing μ_{k-r}, namely x_s, has exponent q in μ_{k-r} and exponent q + 1 in μ_{k-r+1}; hence μ_{k-r} ≥ grevlex μ_{k-r+1}. Now suppose r = 0. By induction L_1 ≥ grevlex · · · ≥ grevlex L_k. Hence μ_1 ≥ grevlex · · · ≥ grevlex μ_k.

Finally we show (3). If r > 0, then by induction U_i ∈ Borel(M_up) for i = 1, . . . , k − r and D_i ∈ Borel(M_down) for i = 1, . . . , r. Since x_{d_s} M_up ∈ Borel(M) (by its definition in Algorithm 1) it follows that μ_i = x_{d_s} · U_i ∈ Borel(M) for i = 1, . . . , k − r. Likewise, x_{d_s+1} M_down ∈ Borel(M) (again by its definition in Algorithm 1) so it follows that μ_i = x_{d_s+1} · D_{k-r} ∈ Borel(M) for i = k − r + 1, . . . , k. If r = 0 then L_1, . . . , L_k ∈ Borel(M_down) by induction. Since x_{d_s} · M_down ∈ Borel(M) (by its definition in Algorithm 1), it follows that μ_i = x_{d_s} · L_i ∈ Borel(M) for i = 1, . . . , k. □

Now we return to the toric ring. Let M ∈ K[x] be a fixed monomial, I = ⟨Borel(M)⟩ ⊂ K[x], μ ∈ K[x], T = {T_m : m ∈ Borel(M)}, and φ : K[T] → K[x] be defined by φ(T_m) = m. Order the variables of K[T] by T_m ∼ T_m’ if m ∼ grevlex m’. Let < be the lexicographic monomial order on K[T] with respect to this ordering of the variables. Set

(4.1) \[ B(M) = \{ T_m T_n - T_{x_{j} y_{m} x_{i} n} : x_j \mid m, x_i \mid n \text{ and } x_{j} y_{m} x_{i} n \in Borel(M) \}. \]

Let Γ_μ,B be the directed graph associated to μ and B (see Definition 2.2). Notice that by Lemma 3.5 Γ_μ,B is empty unless μ ∈ Borel(M_k) for some k ≥ 1.

Definition 4.4. Fix monomials M ∈ K[x], μ ∈ Borel(M_k), and the toric map φ : K[T_m : m ∈ Borel(M)] → K[x] defined by φ(T_m) = m. Let BORELSORT(M, μ) = {μ_1, . . . , μ_k}. We define \[ T_{μ_{min}}^{μ} = \prod_{μ_i \in \text{BorelSort}} T_{μ_i}. \]

Theorem 1. Fix monomials M ∈ K[x], μ ∈ Borel(M_k), and the toric map φ : K[T_m : m ∈ Borel(M)] → K[x] defined by φ(T_m) = m. We put the monomial order < grevlex on K[x]. This induces the order T_m ∼ T_n if m ∼ grevlex n on the variables of K[T] = K[T_m : m ∈ Borel(M)]. On top of this ordering of the variables we put the lexicographic monomial order < lex on K[T]. Then T_{μ_{min}}^{μ} is the unique sink in
\[
\Gamma_{\mu,B}, \text{ where } B = B(M) \text{ is the set in } (\text{1.1}). \text{ In particular, } B \text{ is a Gröbner basis for } J_K[I] \text{ with respect to } \prec_{\text{lex}}, \text{ where } I = \langle \text{Borel}(M) \rangle. \text{ Additionally, the set of quadrics }
\]
\[
\left\{ T_m T_n - T_{\mu_1} T_{\mu_2} : m, n \in \text{Borel}(M), \text{BorelSort}(M, \mu) = \{ \mu_1, \mu_2 \} \right\}
\]
is also a Gröbner basis for \( J_K[I] \) with respect to \( \prec_{\text{lex}} \).

Discussion 4.4. In the proof of Theorem 4.1 we will use the notation of Algorithm 1 to break apart the various inductive steps. In order to streamline the proof, we discuss here how the fiber graphs of the different monomials in Algorithm 1 interact with each other.

For fixed monomials \( M \) and \( \mu \in \text{Borel}(M^k) \), we let \( x, A, q, \) and \( r \) be as in Algorithm 1. If \( r > 0 \) we have the monomials \( M_{\mu}, M_{\mu_{\text{UP}}}, M_{\text{down}}, \) and \( M_{\mu_{\text{LEFT}}} \) and if \( r = 0 \) we have the monomials \( M_{\mu_{\text{LEFT}}} \) and \( M_{\mu_{\text{UP}}} \) as in Algorithm 1.

If \( r = 0 \) we write \( \mathcal{T}_{\mu_{\text{LEFT}}} \) for \( \{ T_{\ell} : \ell \in \text{Borel}(M_{\mu_{\text{LEFT}}}) \} \) and we define the injective map \( \phi_{\mu_{\text{LEFT}}} : K[\mathcal{T}_{\mu_{\text{LEFT}}}][\mu_{\text{LEFT}}} \to K[\mathcal{T}]_{\mu} \) by
\[
\phi_{\mu_{\text{LEFT}}} \left( \prod_{i=1}^{k} T_{\ell_i} \right) = \prod_{i=1}^{k} T_{\ell_i x_i^q},
\]
extended linearly. Under this map, it follows from Definition 4.4 and Algorithm 1 that \( \phi_{\mu_{\text{LEFT}}} (T_{\mu_{\text{LEFT}}}^{\mu_{\text{LEFT}}}) = T_{\mu_{\text{LEFT}}}^{\mu_{\text{LEFT}}}. \)

Let \( B_{\mu_{\text{LEFT}}} = B(\mu_{\text{LEFT}}) \) be defined as in (4.1). Associated to the map \( \phi_{\mu_{\text{LEFT}}} \) we can identify \( \tilde{\Gamma}_{\mu_{\text{LEFT}}, B_{\mu_{\text{LEFT}}}} \) with a directed subgraph of \( \tilde{\Gamma}_{\mu,B} \) which we will denote by \( \tilde{\Gamma}_{\mu_{\text{LEFT}}} \). To obtain \( \tilde{\Gamma}_{\mu_{\text{LEFT}}} \) simply apply the map \( \phi_{\mu_{\text{LEFT}}} \) to the vertices of \( \tilde{\Gamma}_{\mu_{\text{LEFT}}, B_{\mu_{\text{LEFT}}}} \) and connect two vertices with an edge in \( \tilde{\Gamma}_{\mu_{\text{LEFT}}} \) if their preimages are connected by an edge. We claim \( \tilde{\Gamma}_{\mu_{\text{LEFT}}} \) is a subgraph of \( \tilde{\Gamma}_{\mu,B} \); to see this, notice that if
\[
B = T_{\ell_1} T_{\ell_2} - T_{\ell_1} T_{\ell_2}, \quad (\ell_1, \ell_2) \in B_{\mu_{\text{LEFT}}},
\]
then \( \phi_{\mu_{\text{LEFT}}} (B) \in B \). Thus a directed edge between vertices of \( \tilde{\Gamma}_{\mu_{\text{LEFT}}, B_{\mu_{\text{LEFT}}}} \) gets sent by \( \phi_{\mu_{\text{LEFT}}} \) to a directed edge between vertices of \( \tilde{\Gamma}_{\mu,B} \).

We now define analogous maps if \( r > 0 \). We write \( \mathcal{T}_{\mu_{\text{UP}}} \) and \( \mathcal{T}_{\mu_{\text{DOWN}}} \) for the sets of variables \( \{ T_m : m \in \text{Borel}(M_{\mu_{\text{UP}}}) \} \) and \( \{ T_n : n \in \text{Borel}(M_{\mu_{\text{DOWN}}}) \} \), respectively. We define an injective map \( \phi_{\mu_{\text{UP}}, \mu_{\text{DOWN}}} : K[\mathcal{T}_{\mu_{\text{UP}}}][\mu_{\text{UP}}] \times K[\mathcal{T}_{\mu_{\text{DOWN}}}][\mu_{\text{DOWN}}] \to K[\mathcal{T}]_{\mu} \) by
\[
\phi_{\mu_{\text{UP}}, \mu_{\text{DOWN}}} \left( \prod_{i=1}^{k-r} T_{m_i}, \prod_{i=k-r+1}^{k} T_{n_i} \right) = \prod_{i=1}^{k-r} T_{m_i x_i^q} \prod_{i=k-r+1}^{k} T_{n_i x_i^{q+1}},
\]
extended linearly. Under this map, it follows from Definition 4.4 and Algorithm 1 that \( \phi_{\mu_{\text{UP}}, \mu_{\text{DOWN}}} (T_{\mu_{\text{UP}}}^{\mu_{\text{UP}}}, T_{\mu_{\text{DOWN}}}^{\mu_{\text{DOWN}}}) = T_{\mu_{\text{UP}}}. \)

Let \( B_{\mu_{\text{UP}}} = B(M_{\mu_{\text{UP}}}) \) and \( B_{\mu_{\text{DOWN}}} = B(M_{\mu_{\text{DOWN}}}) \) be as in (4.1). Just as in the case \( r = 0 \), we can use the map \( \phi_{\mu_{\text{UP}}, \mu_{\text{DOWN}}} \) to identify the Cartesian product \( \tilde{\Gamma}_{\mu_{\text{UP}}, B_{\mu_{\text{UP}}}} \times \tilde{\Gamma}_{\mu_{\text{DOWN}}, B_{\mu_{\text{DOWN}}}} \) with a subgraph of \( \tilde{\Gamma}_{\mu,B} \), which we denote as \( \tilde{\Gamma}_{\mu_{\text{UP}}, \mu_{\text{DOWN}}}. \)

Proof of Theorem 7. We will show by induction on the number of variables dividing \( \mu \) that \( T_{\mu_{\text{min}}}^{\mu} \) is the unique sink in \( \tilde{\Gamma}_{\mu,B} \). First suppose that \( \mu \) is only divisible by a single variable. Then \( T_{\mu_{\text{min}}}^{\mu} \) is the unique monomial in \( K[\mathcal{T}]_{\mu} \) so that \( \phi(T_{\mu_{\text{min}}}^{\mu}) = \mu \), hence it is of course the unique sink.

Now suppose that \( \mu \) is divisible by more than one variable and let \( x_s \) be the variable of largest index dividing \( \mu \), the exponent of \( x_s \) in \( \mu \), and set \( A = qk+r \) as
in Algorithm[11] Further suppose that $N = \{N_1, \ldots, N_k\}$, $N_1 \succeq_{\text{grevlex}} \cdots \succeq_{\text{grevlex}} N_k$, and $\mathbf{T}_N = \prod_{i=1}^k T_{N_i}$ satisfies $\phi(\mathbf{T}_N) = \mu$ and $\mathbf{T}_N$ is a sink. We will show that $\mathbf{T}_N = \mathbf{T}_N^\mu$.

First suppose that there exist indices $i < j$ so that $x_s$ appears in $N_i$ with exponent $n_i$, $x_s$ appears in $N_j$ with exponent $n_j$, and $n_j - n_i \geq 2$. Now $N_j$ divides $\mu$, $\sigma_s(N_j) > \sigma_s(N_i)$, and hence $\sigma_s(M') > \sigma_s(N_i)$, where $M'$ is the unique minimal monomial in $\text{Borel}(M)$ under Borel order which divides $\mu$. Clearly $s$ is the largest possible index where we can have $\sigma_s(N_i) < \sigma_s(M')$, as $x_s$ is the variable of largest index dividing $\mu$. It follows from Lemma 4.6 that $N_i$ must be divisible by some variable $x_h$ where $h < s$ and $\frac{x_h}{x_s} N_i$ divides $\mu$ and is in $\text{Borel}(M)$. Let 

$$\mathbf{T}_{N'} = \frac{\mathbf{T}_{x_h} N_i}{\mathbf{T}_{x_s} N_j} \prod_{a \neq i, j} T_{N_{a'}}.$$ 

Clearly $\frac{x_h}{x_s} N_i \succeq_{\text{grevlex}} N_i$ and $\frac{x_h}{x_s} N_j \succeq_{\text{grevlex}} N_i$ since the exponent of $x_s$ in $N_i$ is smaller in both cases. It follows that 

$$\mathbf{T}_{N'} \prec \mathbf{T}_N,$$

hence the directed edge $\mathbf{T}_N \rightarrow \mathbf{T}_{N'}$ appears in $\mathcal{G}^\mu_B$ and $\mathbf{T}_N$ is not a sink. Thus if $\mathbf{T}_N$ is a sink, we may assume that the exponents of $x_s$ in $N_i$ for $i = 1, \ldots, k$ differ by at most one. We show that the exponents must be either $q$ or $q + 1$. Suppose there exists an index $i$ so that the exponent of $x_s$ in $N_i$ is $n_i$ and $n_i < q$. Then, by the pigeonhole principle, there is an index $j$ so that the exponent of $x_s$ in $N_j$, call it $n_j$, satisfies $n_j > q$. Since $n_j - n_i \geq 2$, $\mathbf{T}_N$ is not a sink. Similarly, suppose there is an index $j$ so that $n_j > q + 1$. Then there is again an index $i$ so that $n_i < q + 1$ and $\mathbf{T}_N$ is not a sink. So the exponent of $x_s$ must be either $q$ or $q + 1$ in each $N_i$.

If $r = 0$, we may thus assume that the exponent of $x_s$ in $N_i$ is $q$ for $1 \leq i \leq k$. As in Discussion 4.4 let $\mathbf{T}_{\text{LEFT}}$ be the set of variables $\{T_m : m \in \text{Borel}(M_{\text{LEFT}})\}$. By induction on the number of variables, it follows that $\mathbf{T}_{\text{LEFT}}^\mu \in K[\mathbf{T}_{\text{LEFT}}^\mu_{\text{LEFT}}]$ is the unique sink of $\mathcal{G}^\mu_{\text{LEFT}}$. As described in Discussion 4.4 we may use the map 

$$\phi_{\text{LEFT}} : K[\mathbf{T}_{\text{LEFT}}^\mu_{\text{LEFT}}] \rightarrow K[\mathbf{T}_{\mu}]$$

to identify $\mathcal{G}^\mu_{\text{LEFT}}$ with a directed subgraph of $\mathcal{G}^\mu_B$ which we denote by $\mathcal{G}^\mu_{\text{LEFT}}$. Since $\mathbf{T}_N$ is a sink of $\mathcal{G}^\mu_B$ by assumption, it must also be a sink of $\mathcal{G}^\mu_{\text{LEFT}}$. However, $\mathcal{G}^\mu_{\text{LEFT}}$ has a unique sink by induction, namely $\phi_{\text{LEFT}}(\mathbf{T}_{\text{LEFT}}^\mu_{\text{LEFT}})$, which we observed in Discussion 4.4 is the same as $\mathbf{T}_{\text{LEFT}}^\mu$. Thus $\mathbf{T}_N = \phi_{\text{LEFT}}(\mathbf{T}_{\text{LEFT}}^\mu_{\text{LEFT}}) = \mathbf{T}_N^\mu$, as desired.

If $r > 0$, we may assume that the exponent of $x_s$ in $N_i$ is $q$ for $i = 1, \ldots, k - r$ and $q + 1$ for $i = k - r + 1, \ldots, k$. Let $N_i' = \frac{N_i}{x_j}$ for $i = 1, \ldots, k - r$ and $N_i' = \frac{N_i}{x_i^{k-r-1}}$ for $i = k - r + 1, \ldots, k$.

$$\mu_{\text{UP}}^N = \prod_{i=1}^{k-r} N_i', \quad \mu_{\text{DOWN}}^N = \prod_{i=k-r+1}^k N_i',$$

and let $M_{\text{UP}}, \mu_{\text{UP}}, M_{\text{DOWN}}, \mu_{\text{DOWN}}$ be as in Algorithm[11]. Notice that $\mu_{\text{UP}}^N$ and $\mu_{\text{DOWN}}^N$ are only divisible by variables whose index is strictly less than $s$, so $N_i' \in \text{Borel}(M_{\text{UP}})$ for $i = 1, \ldots, k - r$ and $\mu_{\text{UP}}^N \in \text{Borel}(M_{\text{UP}}^{k-r})$. Recall that $\mu_{\text{UP}}$ is, by definition, the least monomial under Borel order in $\text{Borel}(M_{\text{UP}}^{k-r})$ which divides $\mu$,
so \( \mu_{UP}^N \in \text{Borel}(\mu_{UP}) \) by Lemma \( \ref{BorelLemma} \). If \( \mu_{UP}^N \neq \mu_{UP} \), then by Lemma \( \ref{BorelLemma} \) there are indices \( u < v \) and an index \( 1 \leq i \leq k - r \) so that

- \( \frac{u}{x_u} N_i^I \in \text{Borel}(\mu_{UP}) \),
- \( \frac{u}{x_u} \mu_{UP}^N \) divides \( \mu_u \), and
- \( \frac{v}{x_v} \mu_{UP}^N \in \text{Borel}(\mu_{UP}^{-1}) \).

Since \( \frac{u}{x_u} \mu_{UP}^N \mu_{DOWN}^N = \mu \), it follows that \( \frac{u}{x_u} \mu \) must divide \( \mu_{DOWN}^N \). Hence there is some \( N_j \), \( k - r + 1 < j \leq k \), so that \( \frac{v}{x_v} \mu_{DOWN}^N \) and 

\[ T_{N'} = \frac{u}{x_u} N_i \frac{v}{x_v} N_j \prod_{\ell \neq i, j} T_{N_{\ell}}. \]

Since the exponent of \( x_u \) is \( q \) in both \( N_i \) and \( \frac{u}{x_u} N_i \) and \( q + 1 \) in both \( N_j \) and \( \frac{v}{x_v} N_j \), we have

\[ N_i \succ \text{grevlex} \frac{u}{x_u} N_i \succ \text{grevlex} \frac{v}{x_v} N_j \succ \text{grevlex} N_j. \]

It follows that \( T_N \succ T_{N'} \), hence the directed edge \( T_N \rightarrow T_{N'} \) appears in \( \Gamma_{\mu,B} \) and \( T_N \) is not a sink. Thus we may assume \( \mu_{UP}^N = \mu_{UP} \) and \( \mu_{DOWN}^N = \mu_{DOWN} \).

Now, as in Discussion 4.4 let \( T_{UP} \) and \( T_{DOWN} \) be the sets of variables \( \{T_m : m \in \text{Borel}(\mu_{UP})\} \) and \( \{T_n : n \in \text{Borel}(\mu_{DOWN})\} \), respectively. By induction on the number of variables, it follows that \( \mu_{UP}^\mu \in K[T_{UP}]_{\mu_{UP}} \) (respectively \( \mu_{DOWN}^\mu \in K[T_{DOWN}]_{\mu_{DOWN}} \)) is the unique sink of \( \mu_{UP}^\mu \) (respectively \( \mu_{DOWN}^\mu \)). As described in Discussion 4.4 we may use the map

\[ \phi_{UP,DOWN} : K[T_{UP}]_{\mu_{UP}} \times K[T_{DOWN}]_{\mu_{DOWN}} \rightarrow K[T]_\mu \]

to identify \( \Gamma_{\mu_{UP},B_{UP}} \times \Gamma_{\mu_{DOWN},B_{DOWN}} \) with a directed subgraph of \( \Gamma_{\mu,B} \) which we denote by \( \Gamma_{\mu_{UP},B_{DOWN}} \). Since \( T_N \) is a sink of \( \Gamma_{\mu,B} \) by assumption, it must also be a sink of \( \Gamma_{\mu_{UP},B_{DOWN}} \). However, \( \Gamma_{\mu_{UP},B_{DOWN}} \) has a unique sink by induction, namely \( \phi_{UP,DOWN}(T_{\mu_{UP}}^{\mu_{UP}}, T_{\mu_{DOWN}}^{\mu_{DOWN}}) \), which we saw in Discussion 4.4 is the same as \( T_{\mu}^{\mu_{UP}} \). Thus \( T_N = \phi_{UP,DOWN}(T_{\mu_{UP}}^{\mu_{UP}}, T_{\mu_{DOWN}}^{\mu_{DOWN}}) = T_{\mu_{UP}}^{\mu_{UP}} \), as desired.

Finally, \( B(M) \) and the set of quadrics

\[ \{T_m T_n - T_{\mu_1} T_{\mu_2} : m, n \in \text{Borel}(M), \text{BorelSort}(M, mn) = \{\mu_1, \mu_2\}\} \]

have the same span as a K-vector space. This follows from the fact that \( \Gamma_{\mu_{mn},B} \) has the unique sink \( T_{\mu_{mn}}^\mu \).

\[ \square \]

**Corollary 4.5 (De Negri [7]).** If \( I \) is a principal Borel ideal, then both the toric ring \( K[I] \) and the Rees algebra \( R[I] \) are Koszul, Cohen-Macaulay, and normal.

**Proof.** The Koszul property follows because \( J_K[I] \) has a Gröbner basis of quadrics by Theorem 1. The lead terms of this Gröbner basis are squarefree, hence it follows from [27] Proposition 13.15] that \( K[I] \) is normal. Hochster’s well-known result then implies that \( K[I] \) is Cohen-Macaulay. These properties pass to the Rees algebra \( R[I] \) by [15] Theorem 5.1]. \[ \square \]

5. **Principal L-Borel ideals and chordal bipartite incidence graphs**

In this section we define a class of ideals containing the principal Borel ideals, which we call principal L-Borel ideals. We also define an incidence condition for a
collection of principal $L$-Borel ideals which is crucial for the Koszul property of the associated multi-Rees algebra, as we will see in Section 6.

**Definition 5.1.** Let $U$ be a non-empty subset of $\{x_1, \ldots, x_n\}$. Write $L_U$ for the partially ordered set (poset) on $\{x_1, \ldots, x_n\}$ defined by $x_j <_{L_U} x_i$ whenever $x_i, x_j \in U$, $i < j$, and $x_j$ is incomparable to every other variable if $x_k \notin U$. We call a poset $L$ on $\{x_1, \ldots, x_n\}$ a linear poset if $L = L_U$ for some $U \subset \{x_1, \ldots, x_n\}$, and we call $U$ the support of $L_U$.

Clearly a non-empty subset $U \subset \{x_1, \ldots, x_n\}$ determines a unique linear poset $L$ with support $U$. The opposite is also true unless $L$ is the anti-chain (i.e., $L$ does not compare any variables): if $U$ is any subset consisting of a single variable then the linear poset on $U$ is the anti-chain.

**Definition 5.2.** Suppose $L = L_U$ is a linear poset on $x = \{x_1, \ldots, x_n\}$ and $m$ is a monomial in $S = \mathbb{K}[x_1, \ldots, x_n]$. An $L$-Borel move (respectively, reverse $L$-Borel move) on $m$ is a monomial of the form $\frac{x_j}{x_i}m$ (respectively, $\frac{x_i}{x_j}m$), where $x_j < x_i$. If a set of monomials is closed under $L$-Borel moves we call it an $L$-Borel set. We call the set of all monomials which can be obtained from a fixed monomial $m$ by $L$-Borel moves a principal $L$-Borel set with principal $L$-Borel generator $m$; we denote such a set by $L$-Borel($m$). We call a monomial ideal generated by an $L$-Borel set (respectively, principal $L$-Borel set) an $L$-Borel ideal (respectively, principal $L$-Borel ideal).

**Definition 5.3.** Suppose $I$ is an $L$-Borel ideal. We call a variable $x_i \in K[x]$ an essential variable of $I$ if

1. $x_i$ divides at least one monomial in $\text{gens}(I)$
2. $x_i$ does not appear in every monomial of $\text{gens}(I)$ with the same exponent.

**Observation 5.1.** If $I$ is $L$-Borel with essential variables $E$, and $L_E$ is the linear poset on $E$, then $I$ is also an $L_E$-Borel ideal. Moreover, $E$ is the smallest possible support of a linear poset $L$ with respect to which $I$ is $L$-Borel.

The essential variables reflect which variables actually take part in $L$-Borel moves on generators of $I$. We illustrate this with two examples.

**Example 5.2.** Suppose $U = \{x_k, x_{k+1}, \ldots, x_n\}$ for some fixed integer $1 \leq k \leq n$ and let $L = L_U$. Then $I = L$-Borel($x_k^n$) = $\{x_k^n\}$ for any $a \in \mathbb{Z}_{>0}$. According to Definition 5.3 the set of essential variables of $I$ is empty. This is appropriate because there are no $L$-Borel moves which occur among the generators of $I$. Thus the antichain $L_\emptyset$ is the poset of minimal support with respect to which $I$ is $L$-Borel.

**Example 5.3.** Consider the ideal $I = \langle x_1^2x_4, x_1x_2^2x_3x_4, x_1x_3x_4^2 \rangle \subset \mathbb{K}[x_1, x_2, x_3, x_4]$. Let $U_1 = \{x_1, x_2\}$, $U_2 = \{x_1, x_2, x_3\}$, and put $L_1 = L_{U_1}$, $L_2 = L_{U_2}$. Then $I = \langle L_1$-Borel($x_1^2x_4$) $\rangle$ and $I = \langle L_2$-Borel($x_1x_2^2x_3x_4$) $\rangle$. We see that the essential variables of $I$ are $\{x_1, x_2\} = U_1$.

Now consider the ideal $I' = \langle x_1^2x_3, x_1x_2^2, x_3x_4^2 \rangle \subset \mathbb{K}[x_1, x_2, x_3, x_4]$. Let $U_1$ and $U_2$ be as above and set $U_3 = \{x_1, x_2, x_3, x_4\}$ and $L_3 = L_{U_3}$. Then $I' = \langle L_1$-Borel($x_1x_2^2$) $\rangle = \langle L_2$-Borel($x_1x_3^2$) $\rangle = \langle L_3$-Borel($x_1x_2^2$) $\rangle = \langle \text{Borel}(x_1x_2^2) \rangle$. The essential variables of $I'$ are again $U_1 = \{x_1, x_2\}$.

**Remark 5.4.** Let $U \subset \{x_1, \ldots, x_n\}$, $L = L_U$, and $m \in \mathbb{K}[x]$ be a monomial. Suppose $m = m_1m_2$ where $m_1$ is a monomial in variables contained in $U$ and
algebras are concerned, we may assume every principal $L$-Borel ideal.

We will see in Proposition 6.1 that, as far as the defining equations of Rees and multi-Rees algebras from a polynomial subring, possibly multiplied by an additional monomial. We will assume every principal $L$-Borel ideal is simply an extension of a principal Borel ideal from $K[E]$.

Remark 5.5. We chose our notation of $L$-Borel ideals to be consistent with [11], where the more general class of $Q$-Borel ideals is introduced. These are ideals fixed under Borel moves drawn from an arbitrary poset $Q$ on $x$.

The Koszul property for principal $L$-Borel ideals can be subtle, as the following example from [2] shows.

Example 5.6. Let $I = \{I_1, I_2, I_3\}$ where $I_1 = \langle x_1, x_2 \rangle$, $I_2 = \langle x_1, x_3 \rangle$, and $I_3 = \langle x_2, x_3 \rangle$. These are principal $L$-Borel ideals on the linear posets over $E_1 = \{x_1, x_2\}$, $E_2 = \{x_1, x_3\}$, and $E_3 = \{x_2, x_3\}$. The multi-fiber ring $K[I]$ is the subring

$K[x_1 x_2 t_1, x_1 t_2, x_3 t_2, x_2 t_3, x_3 t_3] \subset K[x,t]$. 

It is straightforward to see that $T_{x_1 t_1}, T_{x_1 t_2}, T_{x_2 t_2} - T_{x_2 t_1}, T_{x_1 t_2} T_{x_2 t_3}$ is a minimal generator of the defining ideal both of the multi-fiber ring $K[I]$ and the multi-Rees algebra $R[I]$. Thus neither the multi-fiber ring $K[I]$ or the multi-Rees algebra $R[I]$ is Koszul.

The fiber ring in Example 5.6 is in fact the toric edge ring of the bipartite graph on $\{x_1, x_2, x_3\} \cup \{t_1, t_2, t_3\}$ with edges $\{x_1, t_1\}$, $\{x_2, t_1\}$, $\{x_1, t_2\}$, $\{x_3, t_2\}$, $\{x_2, t_3\}$, and $\{x_3, t_3\}$. By [22] the edge ring of a bipartite graph is Koszul if and only if the graph is chordal bipartite; that is, every cycle of length greater than four has a chord. Clearly the bipartite graph associated with Example 5.6 is a six-cycle without a chord, so the multi-fiber ring $K[I]$ cannot be Koszul. In fact, one way to interpret the main result of [22] is as a classification of when the fiber ring of the multi-Rees algebra $R[I]$ is Koszul, in the case when each ideal in $I$ is generated by a subset of the variables of $K[x]$ (see Theorem 3). We consider how we can put a similar condition on a collection $I$ of principal $L$-Borel ideals to recover the Koszul property of $R[I]$.

Definition 5.4. Let $G$ be a bipartite graph with vertex set $V = x \cup t$ and edges $E \subset x \times t$. For a fixed ordering $\{x_1, \ldots, x_n\}$ of $x$ and $\{t_1, \ldots, t_r\}$ of $t$, the bi-adjacency matrix of $G$ is the matrix with rows indexed by $x$, columns indexed by $t$, with a 1 in position $(x_i, t_j)$ if $(x_i, t_j) \in E(G)$ and a 0 otherwise.

An L-free ordering of $V$ is an ordering $x = \{x_1, \ldots, x_n\}$ and $t = \{t_1, \ldots, t_r\}$ satisfying that if $1 \leq h < j \leq n$, $1 \leq u < v \leq r$, and $\{x_h, t_u\}, \{x_j, t_u\}, \{x_j, t_v\} \in E$, then $\{x_j, t_u\} \in E$. Equivalently, the bi-adjacency matrix of $G$ has no submatrix of the form

\[
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\].

This explains the terminology L-free.

Definition 5.5. Let $G$ be a bipartite graph with vertex set $V = x \cup t$ and edges $E \subset x \times t$. $G$ is a chordal bipartite graph if every cycle of length at least six has a chord. A chord of a cycle is an edge of $G$ connecting non-adjacent vertices of the cycle.
Theorem 2. [10] A bipartite graph $G$ is chordal bipartite if and only if its vertex set has an $L$-free ordering.

Remark 5.7. In [10] and also in [22] the authors consider an ordering for $x$ and $t$ so that the bi-adjacency matrix has no submatrix of the form $\Gamma = \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix}$. An $L$-free ordering can easily be turned into an ordering which avoids submatrices of type $\Gamma$ by reversing the order on $x$ (since we have stipulated that the columns are labeled by $x$). We choose the convention of an $L$-free ordering instead of a $\Gamma$-free ordering because it matches best with both the Borel order on the $x$ variables and (one of) the conventions for Ferrers diagrams – see Example 5.10.

Definition 5.6. Suppose that $\mathcal{I} = \{I_1, \ldots, I_r\}$ is a collection of principal $L$-Borel ideals in $\mathbb{K}[x]$. Let $E_i$ be the essential variables of $I_i$ for $i = 1, \ldots, r$. We define the essential variables incidence graph of $\mathcal{I}$, denoted $G(\mathcal{I})$ as the bipartite graph on the vertex set $x \sqcup t$ with edges $\{x_i, t_j\}$ if $x_i \in E_j$.

We say an ordering of the ideals $\mathcal{I}$ is $L$-free if it yields an $L$-free ordering of the vertices of the essential variables incidence graph of $\mathcal{I}$ (we must fix the ordering of the variables $x$ since this ordering determines what moves are considered Borel moves).

Example 5.8. Consider the family $\mathcal{I} = \{I_1, I_2, I_3, I_4, I_5\}$ of principal $L$-Borel ideals in $\mathbb{K}[x_1, x_2, x_3, x_4]$: 

- $I_1 = \langle x_4 \rangle$
- $I_2 = \langle x_3^2, x_3x_4 \rangle$
- $I_3 = \langle x_2^2, x_2x_3, x_2x_4, x_3^2, x_3x_4 \rangle$
- $I_4 = \langle x_1^2, x_1x_2, x_1x_3^2, x_1x_2x_3 \rangle$
- $I_5 = \langle x_1^2, x_1x_2^2, x_2x_3^2 \rangle$

The ideals $I_i$ are $L_i$-Borel (for $1 \leq i \leq 5$) with respect to the linear posets $L_{E_i}$, where $E_1 = \{x_4\}, E_2 = \{x_3, x_4\}, E_3 = \{x_2, x_3, x_4\}, E_4 = \{x_1, x_2, x_3\}$, and $E_5 = \{x_1, x_2\}$, respectively. The sets $E_1, E_2, E_3, E_4$, and $E_5$ are the essential variables of $I_1, I_2, I_3, I_4$, and $I_5$, respectively. The principal $L_i$-Borel generators are, respectively, $x_4, x_3x_4, x_3x_4, x_1x_2x_3, x_1x_2^2$. The essential variables incidence graph $G(\mathcal{I})$ is shown in Figure 3. The bi-adjacency matrix of $G(\mathcal{I})$ is

$$
\begin{pmatrix}
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 & 0
\end{pmatrix}
$$

Since the bi-adjacency matrix is $L$-free, we see that $G(\mathcal{I})$ is chordal bipartite by Theorem 2.

Remark 5.9. Notice that $I_1, I_2, \text{ and } I_3$ in Example 5.8 are not principal $L$-Borel with respect to any poset $L$ with support larger than $E_1, E_2, \text{ and } E_3$, respectively. In contrast, $I_4$ and $I_5$ in Example 5.8 are principal Borel ideals: that is, they are principal $L$-Borel with respect to the full linear poset $L$ on the set $\{x_1, x_2, x_3, x_4\}$, namely $x_4 <_L x_3 <_L x_2 <_L x_1$. The essential variables of $I_4$ and $I_5$ are nevertheless proper subsets of the full set of variables.
Figure 3. The essential variables incidence graph for Example 5.8

Example 5.10 (Producing L-free orderings). Suppose $\mathcal{D}$ is a Ferrers, skew Ferrers, shifted Ferrers, or shifted skew Ferrers diagram. We do not define these diagrams here, but we give pictures in Figure 4 of diagrams of each of these types. These are highly studied diagrams, and various ideals associated to them have quite nice properties (see for example [5, 21, 19]).

We label the rows of the diagram $\mathcal{D}$ from top to bottom by the variables $x_1, \ldots, x_n$ and the columns from left to right by $t_1, t_2, \ldots, t_r$. We may consider the diagram $\mathcal{D}$ as a subset of the Cartesian product $\mathbf{x} \times \mathbf{t}$ (with certain properties), and thus we can define an incidence graph on $\mathbf{x} \sqcup \mathbf{t}$ with edges $\{x_i, t_j\}$ if $(x_i, t_j) \in \mathcal{D}$. The bi-adjacency matrix of this incidence graph is easily seen from the diagram $\mathcal{D}$: the $(x_i, t_j)$ entry of the adjacency matrix is a 1 if a box is present and a 0 if a box is not present.

It is straightforward to see that this ordering of the vertices of the incidence graph of a Ferrers, skew Ferrers, or shifted skew Ferrers diagram will be an L-free ordering. For instance, the incidence graph of the skew Ferrers diagram in Figure 4 is the essential variables incidence graph for the collection of ideals $\mathcal{I}$ in Example 5.8.

An important special case is when $\mathcal{I}$ is a collection of principal Borel ideals.

Proposition 5.7. Suppose $\mathcal{I} = \{I_1, \ldots, I_r\}$ is a collection of principal Borel ideals of $\mathbb{K}[\mathbf{x}]$. Then $\mathcal{I}$ admits an L-free ordering.

Proof. Let $E_i$ denote the set of essential variables of $I_i$ for $i = 1, \ldots, r$. Since $I_i$ is Borel, $E_i$ must either be empty or have the form $\{x_1, \ldots, x_k\}$ for some $2 \leq k \leq n$ for every $1 \leq i \leq r$. If necessary, re-index the ideals $I_i$ so that $|E_1| \geq |E_2| \geq \cdots \geq |E_r|$. Then the corresponding ordering on the vertices of the essential variables incidence graph $G(\mathcal{I})$ is clearly L-free, hence so is $\mathcal{I}$. In fact, the bi-adjacency matrix of $G(\mathcal{I})$ (with this re-ordering) corresponds to a Ferrers diagram (see Example 5.10). \qed

6. Koszul multi-Rees algebras of principal $L$-Borel ideals

We begin this section by re-stating the main result of [22] in our context, as a statement about L-Borel ideals generated in degree one.

Theorem 3. [22] Let $\mathcal{I} = \{I_1, \ldots, I_r\}$ be a collection of L-Borel ideals generated in degree one. Then the multi-fiber ring $\mathbb{K}[\mathcal{I}\mathbf{t}]$ is Koszul if and only if the essential variables incidence graph $G(\mathcal{I})$ is chordal bipartite.
Our goal in this section is to generalize Theorem 3 as much as possible to the multi-Rees algebra and multi-fiber ring of an arbitrary collection of \( L \)-Borel ideals. (We cannot completely generalize Theorem 3 – one difficulty is that we are not free to re-order the \( x \) variables as this could destroy the \( L \)-Borel property for the ideals in \( I \).) We focus on the multi-Rees algebra, however slight modifications in the proofs will yield similar statements for the multi-fiber ring, as we indicate later.

Before proceeding, we show that we can assume the \( L \)-Borel ideals of \( I \) are simply extensions of principal Borel ideals from polynomial subrings (see Remark 5.4).

**Proposition 6.1.** Let \( M_1, \ldots, M_r \) be a collection of monomials in \( \mathbb{K}[x] \). Let \( L_1, \ldots, L_r \) be linear posets on \( x \), and put \( I_i = L_i\text{-Borel}(M_i) \) for \( i = 1, \ldots, r \). Suppose that, for \( i = 1, \ldots, r \), \( M_i \) factors as \( M_i = M_i' m_i \), where \( M_i' \) is divisible only by variables in the support of the essential variables \( E_i \) and \( m_i \) is divisible only by variables not in the support of \( E_i \). Put \( I_i' = L_i\text{-Borel}(M_i') \) for \( i = 1, \ldots, r \) and \( I' = \{ I_1', \ldots, I_r' \} \). Then \( R[It] \cong R[I't] \) and \( \mathbb{K}[It] \cong \mathbb{K}[I't] \).

**Proof.** We define a map \( \phi : R[I't] \to R[It] \) on generators by \( \phi(x_i) = x_i \) for \( i = 1, \ldots, n \) and \( \phi(nt_i) = m_i nt_i \) when \( n \in \text{gens}(I_i') \), and extend linearly. This map is clearly surjective. Since the powers of \( m_i \) can be read off the powers of \( t_i \), it is also straightforward to see that \( \phi \) is injective. Hence \( R[I't] \cong R[I't] \). A similar map shows \( \mathbb{K}[It] \cong \mathbb{K}[I't] \). □

Henceforth we only consider \( I = \{ I_1, \ldots, I_r \} \), where \( I_i = L_i\text{-Borel}(M_i) \) and \( M_i \) is only divisible by essential variables of \( I_i \). Equivalently, \( I_i \) is the extension of the ideal \( \text{Borel}(M_i) \) from the polynomial subring \( \mathbb{K}[E_i] \) for \( i = 1, \ldots, r \), where \( E_i \) is the set of essential variables of \( I_i \).

**Convention 6.1 (Monomial order for \( \mathbb{K}[x, T] \)).** Suppose \( I = \{ I_1, \ldots, I_r \} \) is a collection of principal \( L \)-Borel ideals of \( \mathbb{K}[x] \) and that the given ordering of \( I \) is an \( L \)-free ordering. We order the variables of \( \mathbb{K}[x, T] \) by \( T_{nt_i} < T_{nt_j} \) if \( i > j \).
or \( i = j \) and \( m \prec \text{grevlex} \, n \). Furthermore we make \( T_{m_1} = x_j \) for any variable \( T_{m_1} \in T \) and \( x_j \in x \). On top of this ordering of the variables of \( K[x, T] \) we put the lexicographic order.

**Definition 6.2.** Let \( M_1, \ldots, M_r \) be a collection of monomials in \( K[x] \). Let \( L_1, \ldots, L_r \) be linear posets on \( x \), and put \( I_i = L_i \)-Borel(\( M_i \)) for \( i = 1, \ldots, r \). We assume that \( L_i = L_{E_i} \), the linear poset associated to the essential variables of \( I_i \), for \( i = 1, \ldots, r \). We further assume, using Proposition 6.1 if necessary, that every variable dividing \( M_i \) is in the support of \( E_i \), so \( I_i \) is the extension of a principal Borel ideal from the subring \( K[E_i] \) for \( i = 1, \ldots, r \). Suppose \( \mu t^\beta = \mu t_1^{\beta_1} \cdots t_r^{\beta_r} \) is a monomial in \( K[x, t] \). Define \( \mu_1, \ldots, \mu_r \) inductively as follows. If \( \beta_1 = 0 \), then set \( \mu_1 = 1 \). Otherwise, if there is a monomial in \( L_1 \)-Borel(\( M_1^{\beta_1} \)) which divides \( \mu \), let \( \mu_1 \) be the smallest monomial in \( L_1 \)-Borel(\( M_1^{\beta_1} \)) under Borel order dividing \( \mu \) (which exists by Lemma 3.5). If there is no monomial in \( L_1 \)-Borel(\( M_1^{\beta_1} \)) which divides \( \mu \), then we stop the procedure and say \( \mu_1 \) is not defined for \( i = 1, \ldots, r \). Now we define \( \mu_{\ell+1} \) from \( \mu_\ell \). First, if \( \beta_{\ell+1} = 0 \), then \( \mu_{\ell+1} = 1 \). Otherwise, if there is a monomial in \( L_{\ell+1} \)-Borel(\( M_{\ell+1}^{\beta_{\ell+1}+1} \)) which divides \( \mu/\mu_1 \cdots \mu_\ell \), then we set \( \mu_{\ell+1} \) to be the smallest such monomial under Borel order. If there is no monomial in \( L_{\ell+1} \)-Borel(\( M_{\ell+1}^{\beta_{\ell+1}+1} \)) which divides \( \mu/\mu_1 \cdots \mu_\ell \), then we stop the procedure and say \( \mu_k \) is not defined for \( \ell < k \leq r \). If \( \mu_1, \ldots, \mu_r \) are all defined then, for \( i = 1, \ldots, r \), we define

\[
T_{\text{min}}^{\mu t^\beta_i} = \prod_{j=1}^{\beta_i} T_{N_j t_i},
\]

where \( \{N_1, \ldots, N_{\beta_i}\} = \text{BorelSort}(M_i, \mu_i) \). (The Borel sort algorithm should be carried out in the polynomial ring \( K[E_i] \), where \( E_i \) is the set of essential variables of \( I_i \), for \( i = 1, \ldots, k \).) Finally (again assuming \( \mu_1, \ldots, \mu_r \) are defined) we put \( \nu = \mu/\mu_1 \cdots \mu_r \) and define

\[
T_{\text{min}}^{\mu t^\beta} = \nu T_{\text{min}}^{\mu_1^{\beta_1}} \cdots T_{\text{min}}^{\mu_r^{\beta_r}}.
\]

If any of the monomials \( \mu_1, \ldots, \mu_r \) are not defined, then we say \( T_{\text{min}}^{\mu t^\beta} \) is not defined.

**Remark 6.2.** By construction, if \( T_{\text{min}}^{\mu t^\beta} \) is defined then it is the lexicographically smallest monomial in \( K[x, T]_{\mu t^\beta} \).

The procedure outlined in Definition 6.2 often fails, however we will show that it never fails if \( \mathcal{I} \) is an \( L \)-free ordered collection of \( L \)-Borel ideals.

**Example 6.3.** Let \( I_1 = \langle x_1, x_2 \rangle \), \( I_2 = \langle x_1, x_3 \rangle \), and \( I_3 = \langle x_2, x_3 \rangle \), and \( \mathcal{I} = \{I_1, I_2, I_3\} \) be the collection of \( L \)-Borel ideals from Example 5.6. Let \( \mu t^\beta = x_1 x_2 x_3 t_1 t_2 t_3 \), so \( \mu = x_1 x_2 x_3 \). Then the minimal monomial in \( I_1 \) under Borel order dividing \( \mu \) is \( x_2 \). So \( \mu_1 = x_2 \). Likewise the minimal monomial in \( I_2 \) dividing \( \mu/\mu_1 = x_1 x_3 \) is \( x_3 \), so \( \mu_2 = x_3 \). However it is then impossible to define \( \mu_3 \). Notice that there is no \( L \)-free ordering of \( \mathcal{I} \) in this case.

**Example 6.4.** Let \( \mathcal{I} \) be the collection of \( L \)-Borel ideals from Example 5.8, and put \( \mu t^\beta = x_1^5 x_2^6 x_3^2 t_1^2 t_2^2 t_3^2 \). Then we have \( \mu_1 = x_4 \), \( \mu_2 = x_3^2 x_4^2 \), \( \mu_3 = x_3^3 x_4 \), \( \mu_4 = x_1^2 x_2^3 x_3^4 \), \( \mu_5 = x_1^2 x_2^4 \), and \( \nu = x_1^2 x_2^5 \). We then compute

\[
T_{\text{min}}^{\mu t^\beta} = x_1^3 x_2^2 T_{x_4 t_1} T_{x_5} T_{x_3 x_4 t_3} T_{x_1 x_2 t_4} T_{x_1 x_2 x_3 t_5},
\]
Now we define the set of quadrics which we will show is a Gröbner basis for the defining equations of the multi-Rees algebra. Suppose that $\mathcal{I}$ is an $L$-free ordered collection of $L$-Borel ideals. We consider quadrics in the defining ideal of the multi-Rees algebra $R[\mathfrak{It}]$ of three types. First, we have quadrics of \textit{symmetric type}; we name them symmetric type because they are relations on the symmetric algebra. These are quadrics of the form

$$x_s T_{mt_i} - x_t T_{\frac{m}{x_t}mt_i},$$

where $m \in I_i$ and $\frac{m}{x_t}$ is an $L_t$-Borel move on $m$.

Then we have quadrics of \textit{fiber type}, which are relations on the defining ideal of the multi-fiber ring. We split these further into \textit{principal} and \textit{bi-principal} fiber type. A quadric of principal fiber type has the form

$$T_{mt_i}T_{nt_i} - T_{\frac{m}{x_t}mt_i}T_{\frac{n}{x_t}nt_i},$$

where $m, n \in I_i$, $\frac{m}{x_t}$ is an $L_t$-Borel move on $m$, and $\frac{n}{x_t}$ is a reverse $L_t$-Borel move on $n$. A quadric of bi-principal fiber type has the form

$$T_{mt_i}T_{nt_j} - T_{\frac{m}{x_t}mt_i}T_{\frac{n}{x_t}nt_j},$$

where $m \in I_i, n \in I_j, i < j$, $\frac{m}{x_t}$ is a reverse $L_t$-Borel move on $m$, and $\frac{n}{x_t}$ is an $L_j$-Borel move on $n$.

**Theorem 4.** Let $M_1, \ldots, M_r$ be a collection of monomials in $K[x]$. Let $L_1, \ldots, L_r$ be linear posets on $x$, and put $I_i = L_i$-Borel($M_i$) for $i = 1, \ldots, r$. Let $\mathcal{I} = \{I_1, \ldots, I_r\}$ be an $L$-free ordering and $B \subset K[x, T]$ the set of quadrics of symmetric and fiber type.

Then, for any $\mu \kappa \beta = \mu_1^{\beta_1} \cdots \mu_r^{\beta_r} \in K[x, t]$, for which $K[x, T]_{\mu \kappa \beta}$ is non-empty, the monomial $T_{\mu \kappa \beta} \in K[x, T]_{\mu \kappa \beta}$ from Definition 6.2 is the unique sink of $\Gamma_{\mu \kappa \beta} \setminus B$. In particular, the quadrics of symmetric and fiber type form a quadratic Gröbner basis for $J_{K[x, T]}$ with respect to the monomial order in Convention 6.1.

**Proof.** We induct on the size of the support of $\beta$; that is, the number of integers $\beta_i$ which are non-zero. If $\beta = 0$, then $\mu' = \mu = T_{\mu \kappa \beta}$ is the only monomial in $K[x, T]_{\mu \kappa \beta}$, so the theorem is trivially satisfied.

Now suppose that $\kappa \beta$ is divisible by $t_u$ for some $u \geq 1$. We assume $u$ is the least integer so that $t_u$ divides $\kappa \beta$. If $u = 1$, then $\mu_u = \mu_1$ in the notation of Definition 6.2. Otherwise $\mu_1 = \mu_2 = \cdots = \mu_{u-1} = 1$, and $\mu_u$ is the smallest monomial in $Borel(M_{\beta_u})$ which divides $\mu$ (since we assume $K[x, T]_{\mu \kappa \beta}$ is non-empty there must be at least one monomial in $Borel(M_{\beta_u})$ which divides $\mu$). Now suppose $T' = \nu' \prod_{i=1}^k \prod_{s=1}^{\beta_i} T_{m(s)}^{\nu(s)_i}$ is a monomial in $K[x, T]_{\mu \kappa \beta}$, where $\nu' \in K[x]$ and the superscript $(i)$ records that $m_s^{(i)} \in Borel(M_i)$. Assume further that $T'$ is a sink. Put $T_u' := \prod_{s=1}^{\beta_u} T_{m(s)}^{\nu(s)_i}$ and $\mu'_u := \prod_{s=1}^{\beta_u} m_s^{(u)}$.

First, assume that $\mu'_u = \mu_u$. Then, since we assume $T'$ is a sink, we must have $T_u' = T_{\mu \kappa \beta}$ by Theorem 1 (here we use only the fiber quadrics of principal type). Since we assume $T'$ is a sink, $T'/T_u'$ must also be a sink of $\Gamma_{\mu \kappa \beta}/(\mu_u t_u^{\infty})$. By induction on the size of the support of $\beta$, $T'/T_u' = T_{\mu \kappa \beta}/(\mu'_u t_u^{\infty})$ hence $T' = T_{\mu \kappa \beta}$.

Now assume $\mu'_u \neq \mu_u$. We necessarily have that $\mu'_u \divides \mu$ and $\mu'_u \in Borel(M_{\beta_u})$. It follows from the definition of $\mu_u$ and Lemma 3.3 that $\mu'_u \in L_{\kappa \beta_u}$-Borel($\mu_u$) and
there is a reverse $L_u$-Borel move $\frac{x_h}{x_k}' u' \in L_u$-Borel($\mu_u$) so that $\frac{x_h}{x_k} u' \mu'_u$ divides $\mu$. Since $\prod_{i=1}^{s} m_s^{(i)} = \mu'$, the same reverse Borel move can be applied to one of the factors $m_s^{(i)}$, preserving that $\frac{x_h}{x_k} m_s^{(i)} \in L_u$-Borel($M_u$). Without loss assume $s = 1$, so $\frac{x_h}{x_k} m_1^{(i)} \in L_u$-Borel($M_u$).

We consider two cases. First, if $x_j$ divides $\nu$, then

$$T'' = \frac{x_h}{x_j} T' \cdot \frac{T_{x_k/m_0^{(i)} t_0}}{T_{m_1^{(i)} t_1}} \in \mathbb{K}[x, t]_{\mu t_0},$$

$T'' \prec T'$, and $T' - T''$ is divisible by the quadric

$$x_j T_{m_1^{(i)} t_1} - x_h T_{x_j/m_0^{(i)} t_0}$$

of symmetric type. Hence $T' \rightarrow T''$ is a directed edge of $\mathcal{I}_{\mu t_0} \mathcal{I}_B$, and $T'$ is not a sink, contrary to assumption.

Now suppose $x_j$ does not divide $\nu$. Since $\frac{x_h}{x_k} u'$ divides $\mu$, it follows that $x_j$ divides $\mu'/\mu_u$. Thus there is some index $\nu > u$ and some monomial $n \in Borel(M_u)$ so that $x_j$ divides $n$ and $T_{nt_0}$ divides $T'$. Since $\mathcal{I}$ is an $L$-free ordering, $x_j$ must also be an essential variable of $I_t$ and thus $\frac{x_h}{x_j} n$ is an $L_u$-Borel move on $n$. Thus

$$T'' = T' \cdot \frac{T_{x_j/x_k m_0^{(i)} t_0}}{T_{m_1^{(i)} t_1}} \cdot \frac{T_{x_k/x_j nt_0}}{T_{nt_0}} \in \mathbb{K}[x, t]_{\mu t_0},$$

$T'' \prec T'$, and $T' - T''$ is divisible by the quadric

$$T_{m_1^{(i)} t_1} T_{nt_0} - T_{x_j/x_k m_0^{(i)} t_0} T_{x_k/x_j nt_0}$$

of bi-principal fiber type. Hence $T' \rightarrow T''$ is a directed edge of $\mathcal{I}_{\mu t_0} \mathcal{I}_B$, and $T'$ is not a sink, contrary to assumption.

We conclude that if $T'$ is a sink, then $T' = T_{\min}^{\mu t_0}$. Since $\mathcal{I}_{\mu t_0} \mathcal{I}_B$ must have at least one sink, $T_{\min}^{\mu t_0}$ is the unique sink. 

Although we have focused on the defining equations of the multi-Rees algebra, a similar statement is true for the defining equations of the multi-fiber ring of the multi-Rees algebra. We omit the proof as it is essentially a repeat of the proof of Theorem 4 except we have no need of the quadrics of symmetric type.

**Theorem 5.** Suppose $\mathcal{I} = \{I_1, \ldots, I_r\}$ is an $L$-free ordered collection of principal $L$-Borel ideals. Then the quadrics of fiber type form a quadratic Gröbner basis for the defining equations $J_{\mathbb{K}[\mathcal{I}]} \subset \mathbb{K}[\mathcal{T}]$ for the multi-fiber ring $\mathbb{K}[\mathcal{T}]$. We take the monomial order on $\mathbb{K}[\mathcal{T}]$ to be the monomial order induced on $\mathbb{K}[\mathcal{T}]$ as a subring of $\mathbb{K}[x, \mathcal{T}]$, where the latter is given the monomial order of Convention 6.7.

**Corollary 6.3.** Let $\mathcal{I}$ be a collection of principal $L$-Borel ideals so that $\mathcal{I}$ admits an $L$-free ordering. Then $R[\mathcal{T}]$ and $\mathbb{K}[\mathcal{T}]$ are Koszul, Cohen-Macaulay, and normal.

**Proof.** If necessary, re-order $\mathcal{I}$ so that it is $L$-free. Applying Theorem 4, $J_{\mathbb{K}[\mathcal{T}]}$ has a Gröbner basis of quadrics, hence $R[\mathcal{T}]$ is Koszul. Furthermore, the leading terms of this Gröbner basis under the monomial order from Convention 6.7 are squarefree. Hence it follows from [27, Proposition 13.15] that $R[\mathcal{T}]$ is normal and thus by Hochster’s well known result, $R[\mathcal{T}]$ is Cohen-Macaulay. For the multi-fiber ring $\mathbb{K}[\mathcal{T}]$, first apply Theorem 5 and then use the same argument. 

□
Corollary 6.4. Let $\mathcal{I}$ be a collection of principal Borel ideals. Then $R[\mathcal{I}t]$ and $\mathbb{K}[\mathcal{I}t]$ are Koszul, Cohen-Macaulay, and normal.

Proof. This is immediate from Corollary 6.3 and Proposition 5.7.

Corollary 6.5. Let $\mathcal{I}$ be a collection of principal $L$-Borel ideals so that each ideal of $\mathcal{I}$ is also principal $L$-Borel under any permutation of $x$. If the essential variables incidence graph of $\mathcal{I}$ is chordal bipartite then $R[\mathcal{I}t]$ and $\mathbb{K}[\mathcal{I}t]$ are Koszul, Cohen-Macaulay, and normal.

Proof. Since $G(\mathcal{I})$ is chordal bipartite, there is an $L$-free ordering of its vertices. Fix this ordering. With respect to this re-ordering of the variables $x$, every ideal in $\mathcal{I}$ is still principal $L$-Borel by assumption (the linear ordering has changed according to the permutation applied to $x$). Hence we now have an $L$-free collection of principal $L$-Borel ideals, and we can apply Corollary 6.3.

Corollary 6.6. Suppose that $\mathcal{I}$ is a collection of ideals, each of which is a power of an ideal generated by variables. If the essential variables graph of $\mathcal{I}$ is chordal bipartite then $R[\mathcal{I}t]$ and $\mathbb{K}[\mathcal{I}t]$ are Koszul, Cohen-Macaulay, and normal.

Proof. Let $\mathcal{I} = \{x_i : x_i \in E\}$ for some $E \subset x$. Then $I^k$ is principal $L_E$-Borel for any $k$ and any ordering of the variables $x$. The result now follows from Corollary 6.5.

7. Concluding Remarks and Questions

Remark 7.1. Algorithm 1 can be modified to produce unique sinks in the case that $\mathbb{K}[x]$ has lexicographic instead of graded reverse lexicographic order. Moreover, there is a much simpler algorithm than Algorithm 1 which produces the unique sink for $\overline{\Gamma}_\mu$ if graded reverse lexicographic order is used on $\mathbb{K}[T]$ instead of lexicographic order. This comes at the cost of leading terms which are no longer squarefree.

Question 7.2. If $I$ is a principal Borel ideal, is the set of binomials indicated in (4.1) a universal Gröbner basis for the toric ideal $J_{K[I]}$?

Remark 7.3. It follows from Corollary 6.3 that the multi-Rees algebra of a collection of principal $L$-Borel ideals which admits an $L$-free ordering is Koszul. We do not know if this is a necessary condition for the multi-Rees algebra of a collection of principal $L$-Borel ideals to be Koszul.

Remark 7.4. If $\mathcal{I} = \{I_1, \ldots, I_k\}$ is an arbitrary collection of principal $L$-Borel ideals, then the multi-Rees algebra $R[\mathcal{I}t]$ is always Cohen-Macaulay and normal.

Question 7.5. Does the defining equations of the Rees algebra of a principal $L$-Borel ideal have a Gröbner basis of quadrics?

Remark 7.6. Since principal $Q$-Borel ideals are polymatroidal, Question 7.5 is a special case of a question of Herzog and Hibi – namely whether the toric ideal
of a polymatroidal ideal has a Gröbner basis of quadrics [13]. This in turn is an extension of a conjecture of White that the base ring of a matroid has a defining ideal generated by quadrics [28].

**Question 7.7.** Suppose we are given a collection \( I = \{ I_1, \ldots, I_r \} \) of monomial ideals in \( K[\mathbf{x}] \) so that \( J_{K[I_i]} \) has a Gröbner basis of quadrics with respect to a monomial order on \( K[\mathbf{x}] \) which is fixed for \( i = 1, \ldots, r \). Suppose additionally that \( I \) is a subset of a sufficiently combinatorial family of ideals, such as Lex segment ideals, ideals of Veronese type, polymatroidal ideals, etc. Is there an appropriate incidence condition – perhaps depending on the family of ideals of which \( I \) is a subset – so that \( J_{K[I_i]} \) and \( J_{R[I_i]} \) also have a Gröbner basis of quadrics? (If \( I \) is a collection of principal \( L \)-Borel ideals then the appropriate incidence condition is that \( I \) is \( L \)-free.)
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