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Abstract. We consider reaction-diffusion systems for which the trivial solution simultaneously becomes unstable via a short-wave Turing and a long-wave Hopf instability. The Brusseletor, Gierer-Meinhardt system and Schnakenberg model are prototype biological pattern forming systems which show this kind of behavior for certain parameter regimes. In this paper we prove the validity of the amplitude system associated to this kind of instability. Our analytical approach is based on the use of mode filters and normal form transformations. The amplitude system allows us an efficient numerical simulation of the original multiple scaling problems close to the instability.

1. Introduction. We consider reaction-diffusion systems
\[ \partial_t u = D \partial_x^2 u + f(u), \]
with space variable \( x \in \mathbb{R} \), time variable \( t \geq 0 \), solution vector \( u(x,t) \in \mathbb{R}^m \), diffusion matrix \( D \in \mathbb{R}^{m \times m} \), and smooth nonlinearity \( f : \mathbb{R}^m \to \mathbb{R}^m \). We assume that \( (1) \) depends on a control parameter \( \alpha \in \mathbb{R} \). Moreover, we assume that System \( (1) \) possesses a trivial stationary spatially homogeneous solution \( u = u^* \in \mathbb{R}^m \) for all values of \( \alpha \in \mathbb{R} \). The linearization around \( u = u^* \) is given by
\[ \partial_t v = D \partial_x^2 v + \nabla f(u^*) v, \]
and it is generically solved by
\[ v(x,t) = e^{\lambda_j(k)t} \varphi_j(k)e^{ikx}, \]
with eigenvectors \( \varphi_j(k) \in \mathbb{C}^m \) and eigenvalues \( \lambda_j(k) \in \mathbb{C} \) for \( j = 1, \ldots, m \) and \( k \in \mathbb{R} \).
We assume that the trivial solution \( u = u^* \) simultaneously becomes unstable via a short-wave Turing and a long-wave Hopf instability, i.e., we assume
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Hypothesis A: There are $k_c > 0$, $\alpha = \alpha_c$, and $\omega_0 > 0$ with $\lambda_1(k_c, \alpha_c) = 0$, $\lambda_1(0, \alpha_c) = i\omega_0$, and $\lambda_2(0, \alpha_c) = -i\omega_0$. For all other values of $(j, k)$ we have $\text{Re} \lambda_j(k, \alpha_c) < 0$.

Remark 1. Hypothesis A includes systems with $m \geq 3$, too. We assume that the other eigenvalues (except for the three eigenvalues stated in Hypothesis A) have negative real part and are uniformly bounded away from the imaginary axis near the bifurcation point. A consequence of Hypothesis A is that in leading order the dynamics is in the direction of the corresponding eigenvectors, see (2). Other scenarios which are possible in the general case $m \geq 3$ have been excluded by assuming Hypothesis A.

The Brusselator, Gierer-Meinhardt system and Schnakenberg model are examples of reaction-diffusion systems possessing this kind of spectral picture in certain parameter regimes, see Section 4. There are other examples falling into this class such as the the Gray-Scott model.

In order to derive the amplitude system for the description of the dynamics close to the bifurcation point $\alpha = \alpha_c$ we introduce the small bifurcation parameter $\varepsilon^2 = \alpha - \alpha_c$ and set $\alpha_2 = \partial_\alpha \lambda_1(k_c, \alpha_c)$ and $\beta_2 = \partial_\alpha \lambda_1(0, \alpha_c)$. Using the reflection symmetry of the problem, we can conclude from Hypothesis A that the spectral picture is as plotted in Figure 1.

Then for small $0 < \varepsilon^2 \ll 1$ we make the ansatz

$$u(x, t) - u^* \approx \varepsilon \Psi_{\text{app}}(x, t),$$

with

$$\varepsilon \Psi_{\text{app}}(x, t) = \varepsilon A(\varepsilon x, \varepsilon^2 t) e^{ik_c x} \varphi_1(k_c) + \varepsilon B(\varepsilon x, \varepsilon^2 t) e^{i\omega_0 t} \varphi_1(0) + \text{c.c.},$$

(2)

with (short-wave Turing) amplitude function $A(X, T) \in \mathbb{C}$ and (long-wave Hopf) amplitude function $B(X, T) \in \mathbb{C}$. Inserting this ansatz into (1) and equating the coefficients in front of $\varepsilon^3 e^{ik_c x} \varphi_1(k_c)$ and in front of $\varepsilon^3 e^{i\omega_0 t} \varphi_1(0)$ to zero yields a system of coupled Ginzburg-Landau equations

$$\partial_T A = \alpha_1 \partial_X^2 A + \alpha_2 A + \alpha_3 A|A|^2 + \alpha_4 A|B|^2,$$

$$\partial_T B = \beta_1 \partial_X^2 B + \beta_2 B + \beta_3 B|B|^2 + \beta_4 B|A|^2,$$

(3)

(4)
with coefficients $\alpha_1, \ldots, \alpha_4 \in \mathbb{R}$ and $\beta_1, \ldots, \beta_4 \in \mathbb{C}$. It is the goal of this paper to prove the following approximation theorem:

**Theorem 1.1.** Let $(A, B) \in C([0, T_0], (H^4_{l,u})^2)$ be a solution of (3)-(4). Then there exist $\varepsilon_0, C > 0$ such for all $\varepsilon \in (0, \varepsilon_0)$ we have solutions $u$ of (1) with

$$\sup_{t \in [0, T_0/\varepsilon^2]} \sup_{x \in \mathbb{R}} |u(x, t) - u^* - \varepsilon \Psi_{\text{app}}(x, t)| \leq C \varepsilon^2.$$ 

**Remark 2.** The space of uniformly local Sobolev functions $H^\theta_{l,u}$ is equipped with the norm $\|u\|_{H^\theta_{l,u}} = \sup_{y \in \mathbb{R}} \|u\|_{H^\theta(y, y+1)}$ and is the completion of $C^\infty$ w.r.t. this norm. In contrast to functions in Sobolev spaces $H^\theta$, functions in $H^\theta_{l,u}$ need not decay to zero for $|x| \to \infty$. See [22, §8.3.1] for more details.

**Remark 3.** The approximation result is non-trivial because solutions of order $O(\varepsilon)$ have to be controlled on a time scale of order $O(1/\varepsilon^2)$. There exist various counterexamples where amplitude equations make wrong predictions although they are derived through a correct expansion w.r.t. a small perturbation parameter $0 < \varepsilon^2 \ll 1$, cf. [19, 21, 2, 8].

**Remark 4.** The introduction of only one small parameter $0 < \varepsilon \ll 1$ is no restriction. The parameters $\alpha_1, \ldots, \beta_4$ appearing in the amplitude system (3)-(4) allow us to exhaust a neighborhood of the origin.

**Remark 5.** The situation of a trivial solution, which becomes simultaneously unstable via a short-wave Turing and a long-wave Hopf instability, has not been considered before in the mathematical literature about the justification of modulation equations. The validity of the Ginzburg-Landau approximation in case of a short-wave Turing instability has been considered for instance in [3, 23, 17, 18]. The validity of the Ginzburg-Landau approximation in case of a long-wave Hopf instability has been considered in [20]. In fact, the proof of Theorem 1.1 is a combination of the proofs given in [17] and [20] based on the use of mode filters and normal form transformations.

**Remark 6.** The kind of instability considered in this paper appears in all systems, where the parameter regime, in which a short-wave Turing instability occurs, and the parameter regime, in which a long-wave Hopf instability occurs, have a common boundary. Besides the Brusselator, Gierer-Meinhardt system and Schnakenberg model, which are discussed in Section 4, various other reaction-diffusion systems show this kind of instability. The scenario around these bifurcation points, which are sometimes called Turing-Hopf points, has been analyzed in the case of systems on bounded spatial domains, see for instance [12, 1, 4, 13, 10, 15]. We remark that in case $x \in \mathbb{R}^d$ with $d > 1$ for the modes at $k = k_c$ no degenerated Ginzburg-Landau equation can be derived due to the rotational symmetry of (1).

**Remark 7.** Similar to the analysis which we will make subsequently at the beginning of Section 3.1, by adding higher order terms to the approximation, the approximation error can be made arbitrarily small. The construction of such an improved approximation is possible because the group velocities at the wave numbers $k = 0$ and $k = k_c$ are the same, namely zero. Making the approximation error arbitrarily small is for instance not possible in case of a Hopf bifurcation at $k = k_c$. 
because then the group velocities in general are different leading to a non-consistent perturbation ansatz.

**Remark 8.** In case that the coefficients $\alpha_3$, $\alpha_4$, $\beta_3$, and $\beta_4$ in (3)-(4) allow to prove the existence of an exponentially absorbing ball for (3)-(4) in some $H^p_{l,u}$ space, the combination of approximation results, like Theorem 1.1, with attractivity results allows to prove the global existence of the solutions of (1) in a small $O(1)$-neighborhood of $u^*$ in some $H^p_{l,u}$-space. See [14, 22] for the description of the approach for a single Ginzburg-Landau equation as amplitude equation. Attractivity results show that the set of solutions which is described by (3)-(4) is attractive for initial conditions of order $O(\delta)$ with $0 < \varepsilon \leq \delta$ small. The first attractivity result has been established in [5].

**Remark 9.** The system of coupled Ginzburg-Landau equations (3)-(4) allows an efficient numerical simulation of the original reaction-diffusion system (1) close to the threshold of instability through a discretization of (3)-(4). Error estimates for this numerical approximation of the multiple scaling problem (1) close to the threshold of instability can be obtained through the triangle inequality, similar to the analysis given in [6]. This approach based on the amplitude equations (3)-(4) avoids a very expensive discretization of the original system. The oscillations in time and space occurring in the original system no longer have to be resolved and so instead of discretizing a spatial domain of size $O(1/\varepsilon)$ and a time domain of size $O(1/\varepsilon^2)$ a discretization of the amplitude system is sufficient, i.e., a spatial domain and a time domain of size $O(1)$.

**Notation.** The Fourier transform of a function $u$ is denoted by $\hat{u}$. Constants which can be chosen independently of the small perturbation parameter $0 < \varepsilon \ll 1$ are denoted with the same symbol $C$.

2. **Some preparations.** In order to prove Theorem 1.1 we introduce the deviation $v$ of the stationary solution $u^*$ through

$$u = u^* + v.$$  

The deviation $v$ satisfies

$$\partial_t v = D\partial_x^2 v + g(v) = D\partial_x^2 v + B_1 v + B_2(v,v) + B_3(v,v,v) + N_4(v), \quad (5)$$

with $g(v) = f(u^* + v)$, $B_1$ a linear mapping, $B_2$ a symmetric bilinear mapping, $B_3$ a symmetric trilinear mapping, and $N_4$ satisfying $N_4(v) = O(\|v\|^4)$ for $v \to 0$. The major difficulty to come to the long time scale of order $O(1/\varepsilon^2)$ with our error estimates are the quadratic terms $B_2$ which could lead to an exponential growth of order $O(e^{\varepsilon t})$ for solutions of order $O(\varepsilon)$. In order to prove that such a growth does not occur, we have to use the oscillatory character of the modes at $k = 0$ associated to the eigenvalues $\pm i\omega_0$ and the fact that the quadratic interaction of the modes with wave numbers $k = \pm k_c$ gives non-resonant terms at $k = 0$ and exponentially damped modes at $k = \pm 2k_c$, but no modes at $k = \pm k_c$. In order to use these properties, in Section 2.1 we separate the critical modes, i.e., the modes with positive or only weakly negative growth rates, from the exponentially damped modes. Then, in Section 2.2 we make a number of near identity change of variables eliminating various quadratic interactions of these critical modes. Background on the functional analytic approach will be provided in Section 2.3.
2.1. **Separation of the modes.** In Fourier space (5) is given by

\[
\partial_t \hat{v} = -Dk^2 \hat{v} + \tilde{g}(\hat{v}) = -Dk^2 \hat{v} + B_1 \hat{v} + \hat{B}_2(\hat{v}, \hat{v}) + \hat{B}_3(\hat{v}, \hat{v}, \hat{v}) + \hat{N}_4(\hat{v}).
\]

The spectral assumptions from the introduction allow us to make some normal form transformations which simplify (6) near \(k = 0\) and near \(k = \pm k_c\). In order to extract the modes in a neighborhood of the wave numbers \(k = 0\) and \(k = \pm k_c\), we introduce a \(C^0\)-function

\[
\chi(k) = \begin{cases} 
1, & \text{for } |k| \leq 1, \\
\in [0, 1], & \text{for } |k| \in (1, 2), \\
0, & \text{for } |k| \geq 2.
\end{cases}
\]

Near \(k = 0\) we will use new scalar variables \(\hat{w}_1(k, t) \in \mathbb{C}\) and \(\hat{w}_{-1}(k, t) \in \mathbb{C}\), corresponding to the eigenvalues \(\pm \omega_0\) and \(-i\omega_0\) and to the eigenvectors \(\varphi_1(k)\) and \(\varphi_2(k)\), where \(\hat{w}_{-1}(k, t) = \hat{w}_1(-k, t)\) and \(\varphi_2(k) = \varphi_1(-k)\) near \(k = 0\). Near \(k = k_c\) and \(k = -k_c\), we will use the new scalar variables \(\hat{z}_1(k, t) \in \mathbb{C}\) and \(\hat{z}_{-1}(k, t) \in \mathbb{C}\) corresponding to the eigenvalues \(\Lambda_1(k)\) and the eigenvectors \(\varphi_1(k)\), where \(\hat{z}_{-1}(k, t) = \hat{z}_1(-k, t)\) and \(\varphi_1(k) = \varphi_1(-k)\) near \(k = -k_c\). Since we consider a real-valued system, by controlling \(\hat{w}_1\) and \(\hat{z}_1\) we also get control of \(\hat{w}_{-1}\) and \(\hat{z}_{-1}\).

We define mode filters \(E_w\) and \(E_z\) to extract the critical modes, i.e., the modes with positive or weakly negative growth rates. Moreover, we define the complementary mode filter \(E_s\) which extracts the remaining part of the solution which is linearly damped with some exponential rate. In detail, the mode filters \(E_w\) and \(E_z\) are defined through their actions in Fourier space, namely

\[
\hat{E}_w(k)\hat{v}(k) = \chi\left(\frac{k}{r}\right) \varphi_1^*(k)^T \hat{v}(k),
\]

\[
\hat{E}_z(k)\hat{v}(k) = \chi\left(\frac{k - k_c}{r}\right) \varphi_1^*(k)^T \hat{v}(k),
\]

\[
\hat{E}_s(k)\hat{v}(k) = I - \chi\left(\frac{k}{r}\right) \varphi_1^*(k)^T \hat{v}(k) - \chi\left(\frac{k}{r}\right) \varphi_2^*(k)^T \hat{v}(k) \varphi_1(k) - \chi\left(\frac{k - k_c}{r}\right) \varphi_1^*(k)^T \hat{v}(k) \varphi_1(k) - \chi\left(\frac{k + k_c}{r}\right) \varphi_1^*(k)^T \hat{v}(k) \varphi_1(k),
\]

for an \(r > 0\) sufficiently small, but independent of the small perturbation parameter \(0 < \varepsilon \ll 1\). The \(\varphi_1^*(k)\) are the adjoint eigenvectors. Since we work in \(H^0_{\text{reg}}\)-spaces, we need operators which are smooth multipliers in Fourier space, like \(\chi\), cf. Lemma 2.1. Since the eigenvalues are simple for fixed \(k \in \mathbb{R}\), the associated eigenvectors and adjoint eigenvectors depend smoothly on \(k\) near \(k = 0\) and near \(k = \pm k_c\).

We introduce the new variables \(\hat{w}_1\) and \(\hat{z}_1\) as the solutions of the system

\[
\partial_t \hat{w}_1(k, t) = \lambda_1(k) \hat{w}_1(k, t) + \tilde{g}_w(\hat{w}_1, \hat{z}_1, \hat{v}_s)(k, t),
\]

\[
\partial_t \hat{z}_1(k, t) = \lambda_1(k) \hat{z}_1(k, t) + \tilde{g}_z(\hat{w}_1, \hat{z}_1, \hat{v}_s)(k, t),
\]

\[
\partial_t \hat{v}_s(k, t) = \tilde{\Lambda}_s(k) \hat{v}_s(k, t) + \tilde{g}_s(\hat{w}_1, \hat{z}_1, \hat{v}_s)(k, t),
\]
where

\[
\begin{align*}
\hat{g}_w(\hat{w}_1, \hat{z}_1, \hat{v}_s)(k, t) &= \hat{E}_w(k)(\hat{g}(\hat{v}) - B_1 \hat{v})(k, t), \\
\hat{g}_s(\hat{w}_1, \hat{z}_1, \hat{v}_s)(k, t) &= \hat{E}_s(k)(\hat{g}(\hat{v}) - B_1 \hat{v})(k, t), \\
\hat{g}_s(\hat{w}_1, \hat{z}_1, \hat{v}_s)(k, t) &= \hat{E}_s(k)(\hat{g}(\hat{v}) - B_1 \hat{v})(k, t), \\
\hat{\Lambda}_s(k) \hat{\nu}_s(k, t) &= \hat{E}_s(k)(-D k^2 + B_1) \hat{\nu}_s(k, t).
\end{align*}
\]

We obtain the equations (7)-(9) by applying the mode filters \(\hat{E}_w(k), \hat{E}_s(k)\) and \(\hat{E}_s(k)\) to (6), respectively. The solution \(v\) can be reconstructed through

\[
\hat{v}(k, t) = \hat{w}_1(k, t) \varphi_1(k) + \hat{w}_{-1}(k, t) \varphi_2(k)
\]

\[
+ \hat{z}_1(k, t) \varphi_1(k) + \hat{z}_{-1}(k, t) \varphi_1(k) + \hat{\nu}_s(k, t).
\]

2.2. Change of variables. In order to prove our approximation result we have to control the quadratic interactions of the critical modes \(\hat{w}_{\pm 1}\) and \(\hat{z}_{\pm 1}\). We do so by using the fact that the quadratic interactions are non-resonant in time or in space. The terms which are non-resonant in time will be eliminated by a number of change of variables. A quadratic interaction term is called non-resonant in space if it is exponentially damped, for instance the quadratic interaction of \(\hat{z}_1\)-modes is located in Fourier space at \(k = 2 k_c\) for which the linear modes are damped with an exponential rate.

In this section we explain the interaction structure and why near identity transformations allow to eliminate various quadratic interactions. Functional analytic details underpinning the approach will be provided in Section 2.3.

Since the nonlinear terms in (7)-(8) have a convolution structure w.r.t. \(\hat{z}_1\) and \(\hat{w}_1\) we need to investigate how terms of the type \(\hat{u}_j(k - l) \hat{u}_{j_2}(l)\) in the equation for \(\hat{u}_j(k)\) can be eliminated by a near identity change of variables. It is well known that elimination is possible if the non-resonance condition

\[
\lambda_j(k) - \lambda_{j_1}(k - l) - \lambda_{j_2}(l) \neq 0,
\]

is satisfied where \(\lambda_j(k)\) is the eigenvalue associated to the variable \(\hat{u}_j(k)\).

As an example we consider the term \(\hat{w}_1(k - l) \hat{w}_1(l)\) in the equation for \(\hat{w}_1(k)\). The eigenvalue associated to \(\hat{w}_1(k)\) is \(i \omega_0 + \mathcal{O}(k^2)\) for small \(|k|\), such that

\[
\lambda_j(k) - \lambda_{j_1}(k - l) - \lambda_{j_2}(l) = i \omega_0 + \mathcal{O}(k^2) - i \omega_0 + \mathcal{O}((k - l)^2) - i \omega_0 + \mathcal{O}(l^2)
\]

\[
= -i \omega_0 + \mathcal{O}(k^2 + (k - l)^2 + l^2) \neq 0,
\]

i.e., \(\hat{w}_1(k - l) \hat{w}_1(l)\) can be eliminated in the equation for \(\hat{w}_1(k)\) for \(k^2 + (k - l)^2 + l^2\) sufficiently small.

We use this idea to eliminate a number of terms in the equations for (7) and (8). In the following table we collect the temporal and spatial wave numbers of the quadratic terms w.r.t. \(\hat{w}_{\pm 1}\) and \(\hat{z}_{\pm 1}\). Let us consider one example. Since the quadratic interaction \(\hat{w}_1(k - l) \hat{w}_1(l)\) has a support in Fourier space located around \(0 k_c\) and oscillates in time approximately as \(e^{2i \omega_0 t}\), we write \(0 k_c, 2i \omega_0\) at the position labelled horizontally and vertically with \(w_1\).
After these change of variables, for details see Section 2.3.2, our system is of the form

\[ \partial_t \hat{W}_1(k,t) = \lambda_1(k) \hat{W}_1(k,t) + \hat{h}_w(\hat{W}_1, \hat{Z}_1, \hat{V}_s)(k,t), \]  
\[ \partial_t \hat{Z}_1(k,t) = \lambda_1(k) \hat{Z}_1(k,t) + \hat{h}_z(\hat{W}_1, \hat{Z}_1, \hat{V}_s)(k,t), \]
\[ \partial_t \hat{V}_s(k,t) = \hat{h}_s(\hat{W}_1, \hat{Z}_1, \hat{V}_s)(k,t), \]

where formally

\[ \hat{h}_w(\hat{W}_1, \hat{Z}_1, \hat{V}_s) = \mathcal{O}(|\hat{W}_1|^3 + |\hat{Z}_1|^3 + |\hat{W}_1||\hat{V}_s| + |\hat{Z}_1||\hat{V}_s| + |\hat{V}_s|^2), \]
\[ \hat{h}_z(\hat{W}_1, \hat{Z}_1, \hat{V}_s) = \mathcal{O}(|\hat{W}_1|^2 + |\hat{Z}_1|^2 + |\hat{V}_s|^2). \]
for $* = w, z$. In order to simplify the notations in the following we introduce $V_c = (W_1, Z_1)$ such that (10)-(12) can be written, with a slight abuse of notation, as
\[
\begin{align*}
\partial_t \tilde{V}_c(k, t) &= \mathcal{A}_c(k)\tilde{V}_c(k, t) + \tilde{h}_c(V_c, V_s)(k, t), \\
\partial_t \tilde{V}_s(k, t) &= \mathcal{A}_s(k)\tilde{V}_s(k, t) + \tilde{h}_s(V_c, V_s)(k, t),
\end{align*}
\]
For estimating the solutions we consider this system in physical space
\[
\begin{align*}
\partial_t V_c &= \Lambda_c V_c + h_c(V_c, V_s), \tag{13} \\
\partial_t V_s &= \Lambda_s V_s + h_s(V_c, V_s), \tag{14}
\end{align*}
\]
where $\Lambda_j = F^{-1}\mathcal{A}_j F$ for $j = c, s$ and where the nonlinear terms obey the estimates
\[
\begin{align*}
\|h_c(V_c, V_s)\|_{H^s_t} &\leq C(\|V_c\|^3_{H^s_t} + \|V_c\|_{H^s_t} \|V_s\|_{H^s_t} + \|V_s\|^2_{H^s_t}), \\
\|h_s(V_c, V_s)\|_{H^s_t} &\leq C(\|V_c\|^2_{H^s_t} + \|V_s\|^2_{H^s_t}),
\end{align*}
\]
in a neighborhood of the origin for $\theta \geq 1$.

2.3. Some functional analytic details. So far all calculations in Section 2 have been made in Fourier space. In order to work with (13)-(14) in physical space and to prove Theorem 1.1 we need estimates for the mode filters $E_j = F^{-1}\tilde{E}_j F$ in $H^s_{l,u}$-spaces. They are given in Section 2.3.1. Details and bounds for the normal form transformations used in Section 2.2 are provided in Section 2.3.2.

2.3.1. The mode filters. The mode filters $E_w, E_z$, and $E_s$ are bounded linear mappings in every $H^s_{l,u}$-space due to the following multiplier lemma, cf. [18].

Lemma 2.1. Let $m \in \mathbb{Z}$, $q \in \mathbb{N}$ with $m + q \geq 0$, and $k \mapsto (1 + k^2)^{m/2}\tilde{M}(k) \in C^2_b(\mathbb{R}, L(\mathbb{R}^d, \mathbb{R}^d))$. Then $M = F^{-1}\tilde{M} F : H^s_{l,u} \to H^{s+m}_{l,u}$ is bounded with norm
\[
\|k \mapsto (1 + k^2)^{m/2}\tilde{M}(k)\|_{C^2_b(\mathbb{R}, L(\mathbb{R}^d, \mathbb{R}^d))},
\]
where $C(q,m)$ does not depend on $M$.

2.3.2. The near identity change of variables. The near identity change of variables which transforms (7)-(9) into (10)-(12) is of the form
\[
\begin{align*}
\tilde{w}_1 &= \tilde{W}_1 + \tilde{M}_1(\tilde{w}_1, \tilde{w}_1) + \tilde{M}_2(\tilde{w}_1, \tilde{w}_1) + \tilde{M}_3(\tilde{w}_1, \tilde{w}_1) + \tilde{M}_4(\tilde{z}_1, \tilde{z}_1), \\
\tilde{z}_1 &= \tilde{Z}_1 + \tilde{M}_5(\tilde{z}_1, \tilde{w}_1) + \tilde{M}_6(\tilde{z}_1, \tilde{w}_1),
\end{align*}
\]
and similarly for $\tilde{w}_-1$ and $\tilde{z}_-1$, where the $\tilde{M}_j$ are suitably chosen symmetric bilinear mappings. Let us consider one example. Let $\tilde{Q}_1(\tilde{w}_1, \tilde{w}_1)$ be the bilinear terms in the $\tilde{w}_1$-equation. In Fourier space this term is of the form
\[
\tilde{Q}_1(\tilde{w}_1, \tilde{w}_1)(k, t) = \int q(k, k-l, l)\tilde{w}_1(k-l, t)\tilde{w}_1(l, t)dl,
\]
with a bounded kernel $q = q(k, k-l, l)$. Following [22, §11.4] we have to choose
\[
\tilde{M}_1(\tilde{w}_1, \tilde{w}_1)(k, t) = (\lambda_1(k) - \lambda_1(k-l) - \lambda_1(l))^{-1}q(k, k-l, l)\tilde{w}_1(k-l, t)\tilde{w}_1(l, t)dl
\]
in order to eliminate $\tilde{Q}_1(\tilde{w}_1, \tilde{w}_1)$ in the $\tilde{w}_1$-equation. Since all bilinear terms in the transformations have compact support in Fourier space and since as an example $(\lambda_1(k) - \lambda_1(k-l) - \lambda_1(l))^{-1}q(k, k-l, l)$ is smooth w.r.t. the wave numbers $k$ and
l in a neighborhood of the Fourier support of \( \tilde{\omega}_1 \), the bilinear terms are arbitrarily smooth as a mapping from \( H^\theta_{l,u} \) to \( H^\theta_{l,u} \) and so in a neighborhood of the origin \((w_1, z_1, v_1) = (0, 0, 0)\) the normal form transform can be inverted using Neumann’s series. Therefore, we have

**Theorem 2.2.** For each \( \theta \geq 1 \) we have \( g, \varepsilon_0, C > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \) the following holds: There exists a smooth change of coordinates \( \phi : H^\theta_{l,u} \cap \{ ||u||_{H^\theta_{l,u}} \leq g \} \rightarrow H^\theta_{l,u} \) such that the inverse Fourier transform of (7)-(9) transforms into the inverse Fourier transform of (10)-(12). The transform \( V = \Phi(v) \) fulfills \( \|\Phi(v) - v\|_{H^\theta_{l,u}} \leq C \|v\|^2_{H^\theta_{l,u}} \).

3. The error estimates. By adding higher order terms to the approximation \( \Phi(\varepsilon \Psi_{app}) \), with \( \varepsilon \Psi_{app} \) defined in (2), we can construct an approximation \( \varepsilon \Psi \) for which the terms which do not cancel after inserting the improved approximation \( \varepsilon \Psi \) into the equations (13)-(14), are sufficiently small for our purposes. The terms which do not cancel are collected in the residual

\[
\begin{align*}
\text{Res}_c(V_c, V_s) &= -\partial_t V_c + \Lambda_c V_c + h_c(V_c, V_s), \\
\text{Res}_s(V_c, V_s) &= -\partial_t V_s + \Lambda_s V_s + h_s(V_c, V_s).
\end{align*}
\]

For our purposes it is sufficient to have an approximation \( \varepsilon \Psi \) with the following properties:

**Lemma 3.1.** For \((A, B) \in C([0, T_0], (H^1_{l,u}(\mathbb{R}))^2)\) there exists an approximation \( \varepsilon \Psi = (\varepsilon \Psi_c, \varepsilon^2 \Psi_s) \) with

\[
\text{i)} \quad \sup_{t \in [0, T_0/\varepsilon^2]} \|\text{Res}_c(\varepsilon \Psi)\|_{H^1_{l,u}} \leq C_{\text{res}} \varepsilon^4,
\]

\[
\text{ii)} \quad \sup_{t \in [0, T_0/\varepsilon^2]} \|\text{Res}_s(\varepsilon \Psi)\|_{H^1_{l,u}} \leq C_{\text{res}} \varepsilon^3,
\]

and

\[
\sup_{t \in [0, T_0/\varepsilon^2]} \|\varepsilon \Psi - \Phi(\varepsilon \Psi_{app})\|_{H^1_{l,u}} = O(\varepsilon^2).
\]

**Proof.** We start with the approximation for (7)-(9) and set \( A_1 = A, A_{-1} = \overline{A}, B_1 = B, \) and \( B_{-1} = \overline{B}. \) The approximation is then given by

\[
\begin{align*}
\varepsilon \Psi_{z_1}(x, t) &= \varepsilon A_1(\varepsilon x, \varepsilon^2 t) e^{ik_c x} \\
&\quad + \varepsilon^2 A_{11}(\varepsilon x, \varepsilon^2 t) e^{ik_c x} e^{i\omega t} + \varepsilon^2 A_{1-1}(\varepsilon x, \varepsilon^2 t) e^{ik_c x} e^{-i\omega t} \\
&\quad + \varepsilon^3 A_{11}(\varepsilon x, \varepsilon^2 t) e^{ik_c x} e^{2i\omega t} + \varepsilon^3 A_{1-1}(\varepsilon x, \varepsilon^2 t) e^{ik_c x} e^{-2i\omega t}, \\
\varepsilon \Psi_{w_1}(x, t) &= \varepsilon B_1(\varepsilon x, \varepsilon^2 t) e^{i\omega t} + \varepsilon^2 B_0(\varepsilon x, \varepsilon^2 t) \\
&\quad + \varepsilon^2 B_2(\varepsilon x, \varepsilon^2 t) e^{2i\omega t} + \varepsilon^2 B_{-2}(\varepsilon x, \varepsilon^2 t) e^{-2i\omega t} \\
&\quad + \varepsilon^3 B_3(\varepsilon x, \varepsilon^2 t) e^{3i\omega t} + \varepsilon^3 B_{-1}(\varepsilon x, \varepsilon^2 t) e^{-i\omega t} \\
&\quad + \varepsilon^3 B_{-3}(\varepsilon x, \varepsilon^2 t) e^{-3i\omega t}, \\
\varepsilon \Psi_s(x, t) &= \varepsilon^2 S_2(\varepsilon x, \varepsilon^2 t) e^{2ik_c x} + \varepsilon^2 S_{-2}(\varepsilon x, \varepsilon^2 t) e^{-2ik_c x} + \varepsilon^2 S_0(\varepsilon x, \varepsilon^2 t) \\
&\quad + \varepsilon^2 S_{21}(\varepsilon x, \varepsilon^2 t) e^{2i\omega t} + \varepsilon^2 S_{-21}(\varepsilon x, \varepsilon^2 t) e^{-2i\omega t} \\
&\quad + \varepsilon^2 S_{11}(\varepsilon x, \varepsilon^2 t) e^{ik_c x} e^{i\omega t} + \varepsilon^2 S_{-11}(\varepsilon x, \varepsilon^2 t) e^{ik_c x} e^{-i\omega t} \\
&\quad + \varepsilon^2 S_{-11}(\varepsilon x, \varepsilon^2 t) e^{-ik_c x} e^{i\omega t} + \varepsilon^2 S_{-1-1}(\varepsilon x, \varepsilon^2 t) e^{-ik_c x} e^{-i\omega t} \\
&\quad + \varepsilon^2 S_{1-1}(\varepsilon x, \varepsilon^2 t) e^{ik_c x} e^{i\omega t} + \varepsilon^2 S_{-11}(\varepsilon x, \varepsilon^2 t) e^{ik_c x} e^{-i\omega t}.
\end{align*}
\]
and similarly for \( \varepsilon \Psi_{z_1} \) and \( \varepsilon \Psi_{w_1} \). Inserting this ansatz into (7)-(9) and equating the coefficients in front of \( \varepsilon^2 e^{2ik\cdot x} \), \( \varepsilon^2 e^{-2ik\cdot x} \), \( \varepsilon^2 \), \( \varepsilon^2 e^{2i\omega t} \) and \( \varepsilon^2 e^{-2i\omega t} \) to zero yields equations of the form

\[
\begin{align*}
0 &= B_0 + b_0(A_1, A_{-1}) + b_0(B_1, B_{-1}), \\
0 &= B_2 + b_2(B_1, B_1), \\
0 &= B_{-2} + b_{-2}(B_{-1}, B_{-1}), \\
0 &= A_{11} + a_{11}(A_1, B_1), \\
0 &= A_{1-1} + a_{1-1}(A_1, B_{-1}), \\
0 &= A_{-11} + a_{-11}(A_{-1}, B_1), \\
0 &= A_{-1-1} + a_{-1-1}(A_{-1}, B_{-1}),
\end{align*}
\]

where \( a_{2,\ldots,a_{-1-1}} \) are smooth bilinear mappings,

\[
\begin{align*}
0 &= S_2 + s_2(A_1, A_1), \\
0 &= S_{-2} + s_{-2}(A_{-1}, A_{-1}), \\
0 &= S_0 + s_0(A_1, A_{-1}) + b_0(B_1, B_{-1}), \\
0 &= S_{2*} + s_{2*}(B_1, B_1), \\
0 &= S_{-2*} + s_{-2*}(B_{-1}, B_{-1}), \\
0 &= S_{11} + s_{11}(A_1, B_1), \\
0 &= S_{1-1} + s_{1-1}(A_1, B_{-1}), \\
0 &= S_{-11} + s_{-11}(A_{-1}, B_1), \\
0 &= S_{-1-1} + s_{-1-1}(A_{-1}, B_{-1}),
\end{align*}
\]

where \( s_{2,\ldots,s_{-1-1}} \) are smooth bilinear mappings and

\[
\begin{align*}
0 &= B_3 + b_3(B_1, B_1, B_1), \\
0 &= B_{-3} + b_{-3}(B_{-1}, B_{-1}, B_{-1}), \\
0 &= A_{111} + a_{111}(A_1, B_1, B_1), \\
0 &= A_{1-1-1} + a_{1-1-1}(A_{1}, B_{-1}, B_{-1}), \\
0 &= A_{-111} + a_{-111}(A_{-1}, B_1, B_1), \\
0 &= A_{-1-1-1} + a_{-1-1-1}(A_{-1}, B_{-1}, B_{-1}),
\end{align*}
\]

where the \( b_{3,\ldots,a_{-1-1}} \) are smooth trilinear mappings. By construction we canceled in the \( w_1 \)-equation and in the \( z_1 \)-equation all terms of order \( \mathcal{O}(\varepsilon^3) \). Moreover, in the \( v_s \)-equation all terms of order \( \mathcal{O}(\varepsilon^2) \) are canceled. The statement follows by defining \( \varepsilon \Psi \) as \( \Phi \) applied to the constructed approximation for \( (w_1, z_1, v_s) \). In order to derive the Ginzburg-Landau equations in Fourier space we have to expand \( \lambda_1 \) at \( k = k_c \) and \( k = 0 \) up to quadratic terms. In order to estimate the error made by this approximation we use Lemma 2.1 and so there is a loss of three derivatives. \( \square \)

**Proof of Theorem 1.1.** We set \( \varepsilon \Psi_c = E_c(\varepsilon \Psi) \) and \( \varepsilon^2 \Psi_s = E_s(\varepsilon \Psi) \). By construction we have that \( \varepsilon \Psi_c = \mathcal{O}(\varepsilon) \) and \( \varepsilon^2 \Psi_s = \mathcal{O}(\varepsilon^2) \) in \( H^4_{l,u} \). By Sobolev’s embedding theorem the same is true in \( C^2_b \).

The error made by the improved approximation \( (\varepsilon \Psi_c, \varepsilon^2 \Psi_s) \) is introduced through

\[
(V_c, V_s) = (\varepsilon \Psi_c, \varepsilon^2 \Psi_s) + (\varepsilon^2 R_c, \varepsilon^3 R_s).
\]
Inserting this into (13)-(14) shows that the error functions satisfy
\[ \partial_t R_c = \Lambda_c R_c + N_c(\varepsilon \Psi_c, \varepsilon^2 R_c, \varepsilon^2 \Psi_s, \varepsilon^3 R_s), \quad (15) \]
\[ \partial_t R_s = \Lambda_s R_s + N_s(\varepsilon \Psi_c, \varepsilon^2 R_c, \varepsilon^2 \Psi_s, \varepsilon^3 R_s), \quad (16) \]
where
\[ \|N_c\|_{H^1_{t,u}} \leq C_1 \varepsilon^2 (\|R_c\|_{H^1_{t,u}} + \|R_s\|_{H^1_{t,u}}) \]
\[ + C_2 \varepsilon (M_c, M_s) \varepsilon^3 (\|R_c\|_{H^1_{t,u}} + \|R_s\|_{H^1_{t,u}})^2 + \|R_s\|_{H^1_{t,u}}^2 + C_{\text{res}} \varepsilon^2, \]
\[ \|N_s\|_{H^1_{t,u}} \leq C_1 \varepsilon (\|R_c\|_{H^1_{t,u}} + \varepsilon \|R_s\|_{H^1_{t,u}}) \]
\[ + C_2 \varepsilon (M_c, M_s) \varepsilon (\|R_c\|_{H^1_{t,u}} + \|R_s\|_{H^1_{t,u}})^2 + \|R_s\|_{H^1_{t,u}}^2 + C_{\text{res}}, \]
as long as \( \|R_c\|_{H^1_{t,u}} \leq M_c \) and \( \|R_s\|_{H^1_{t,u}} \leq M_s \) for any \( \varepsilon \)-independent, but fixed constants \( M_c \) and \( M_s \). We apply the variation of constants formula to the equations for the error (15)-(16) and obtain
\[ R_c(t) = e^{\Lambda_c t} R_c(0) + \int_0^t e^{\Lambda_c (t-\tau)} N_c(\varepsilon \Psi_c, \varepsilon^2 R_c, \varepsilon^2 \Psi_s, \varepsilon^3 R_s)(\tau)d\tau, \quad (17) \]
\[ R_s(t) = e^{\Lambda_s t} R_s(0) + \int_0^t e^{\Lambda_s (t-\tau)} N_s(\varepsilon \Psi_c, \varepsilon^2 R_c, \varepsilon^2 \Psi_s, \varepsilon^3 R_s)(\tau)d\tau, \quad (18) \]
where the semigroups obey the estimates
\[ \|e^{\Lambda_c t}\|_{H^1_{t,u}} \leq C\varepsilon e^{\varepsilon t} \quad \text{and} \quad \|e^{\Lambda_s t}\|_{H^1_{t,u}} \leq C\varepsilon e^{-\varepsilon t}, \]
with \( \sigma_c > 0 \) and \( \sigma_s > 0 \). We introduce
\[ S_c(t) = \sup_{0 \leq \tau \leq t} \|R_c(\tau)\|_{H^1_{t,u}} \quad \text{and} \quad S_s(t) = \sup_{0 \leq \tau \leq t} \|R_s(\tau)\|_{H^1_{t,u}}. \]
Using the semigroup estimates we find the inequalities
\[ \|R_c(t)\|_{H^1_{t,u}} \leq C\varepsilon e^{\sigma_c T_0} S_c(0) + \int_0^t C\varepsilon e^{\sigma_c T_0} (C_1 \varepsilon^2 (S_c(\tau) + S_s(\tau)) \]
\[ + C_2 \varepsilon (M_c, M_s) \varepsilon^3 (S_c(\tau) + S_s(\tau))^2) d\tau + T_0 C\varepsilon e^{\sigma_c T_0} C_{\text{res}}, \]
\[ \|R_s(t)\|_{H^1_{t,u}} \leq C\varepsilon S_s(0) + C\varepsilon S_c(0) + C\varepsilon S_s(t) \]
\[ + C_2 \varepsilon (M_c, M_s) \varepsilon (S_c(\tau) + S_s(\tau))^2 + C\varepsilon S_s(0) + C_2 \varepsilon (M_c, M_s) \varepsilon (S_s(t) + S_s(\tau))^2 + C\varepsilon S_s(0) + C_2 \varepsilon (M_c, M_s) \varepsilon (S_s(t) + S_s(\tau))^2 + C\varepsilon S_s(0) + C_2 \varepsilon (M_c, M_s) \varepsilon (S_s(t) + S_s(\tau))^2 + C\varepsilon S_s(0) + C_2 \varepsilon (M_c, M_s) \varepsilon (S_s(t) + S_s(\tau))^2 + C\varepsilon S_s(0) + C_2 \varepsilon (M_c, M_s) \varepsilon (S_s(t) + S_s(\tau))^2 \]
where \( C_{\sigma} = \sup_{t \in [0,T_0]} e^{-\varepsilon \sigma_c (t-\tau)} d\tau < \infty \) is independent of \( 0 \leq \varepsilon \ll 1 \). The functions \( C_2(M_c, M_s) \) and \( C_2(M_c, M_s) \) are smooth functions w.r.t. \( M_c, M_s \). This is now exactly the set of inequalities which appeared in [22, p.342], and so the rest of the proof of Theorem 1.1 follows line for line as in [22, §10.4]. The sup-estimate stated in Theorem 1.1 follows from the \( H^1_{t,u} \)-estimate by a generalization of Sobolev’s embedding theorem. \( \square \)

**Remark 10.** For completeness we recall the underlying idea of the rest of the proof. Since the right-hand sides of the last estimates increase monotonically w.r.t. \( t \) we can replace \( \|R_c(t)\|_{H^1_{t,u}} \) and \( \|R_s(t)\|_{H^1_{t,u}} \) on the left-hand side by \( S_c(t) \) and \( S_s(t) \), respectively. From the second inequality we then obtain an estimate \( S_s(t) \leq CS_c(t) + C \) for \( \varepsilon > 0 \) sufficiently small. Inserting this in the first inequality yields
\[ S_c(t) \leq C + \varepsilon^2 \int_0^t CS_c(\tau)d\tau, \]
again for \( \varepsilon > 0 \) sufficiently small. Gronwall’s inequality immediately yields the required estimate. We refer to \[22, \S 10.4\] for the missing details.

4. Examples. In this section we show that the Brusselator, the Gierer-Meinhardt system and the Schnakenberg model are three examples of systems for which the trivial solution becomes simultaneously unstable via a short-wave Turing and a long-wave Hopf instability. The Gierer-Meinhardt system is of activator-inhibitor type, whereas the Brusselator and Schnakenberg model are activator-substrate systems. Our presentation of the Brusselator is based on \[11\] and our presentation of Gierer-Meinhardt system is based on \[9\].

4.1. The Brusselator. The Brusselator \[11\] is a two component system given by

\[
\begin{align*}
\partial_t \xi &= d_1 \partial_x^2 \xi + a - (b + 1) \xi + \xi^2 \eta, \\
\partial_t \eta &= d_2 \partial_x^2 \eta + b \xi - \xi^2 \eta,
\end{align*}
\]

where \( a, b, d_1, d_2 \) are non-negative constants. The two components \( \xi \) and \( \eta \) are real-valued functions of \( t \geq 0 \) and \( x \in \mathbb{R} \). There exists a unique spatially homogeneous trivial solution \( (\xi_0, \eta_0) = (a, b/a) \). The deviation \( (u, v) = (\xi - \xi_0, \eta - \eta_0) \) from \( (\xi_0, \eta_0) \) satisfies the system

\[
\begin{align*}
\partial_t u &= (b + 1) u + a^2 v + d_1 \partial_x^2 u + f(u, v), \\
\partial_t v &= -bu - a^2 v + d_2 \partial_x^2 v - f(u, v),
\end{align*}
\]  

(19) (20)

with nonlinear terms

\[
\begin{align*}
f(u, v) = (b/a)u^2 + 2auv + u^2 v.
\end{align*}
\]

The stability of the trivial solution \( (u, v) = (0, 0) \) is determined by the linearization of (19)-(20) which is solved by

\[
\begin{align*}
(u, v) = (\hat{u}, \hat{v})e^{ikx + \lambda(k)t}.
\end{align*}
\]

The eigenvalues \( \lambda \) are the roots of the quadratic equation

\[
\lambda^2 + \alpha(k)\lambda + \beta(k) = 0,
\]

where

\[
\begin{align*}
\alpha(k) &= 1 + a^2 - b + (d_1 + d_2)k^2, \\
\beta(k) &= a^2 + a^2d_1 + (1 - b)d_2)k^2 + d_1d_2k^4.
\end{align*}
\]

In the following we fix \( d_1, d_2, \) and \( a, \) and take \( b \) as a control parameter.

i) The long-wave Hopf instability occurs at the critical wave vector \( k = 0 \) and for \( b = b_{\text{hopf}}(a) = 1 + a^2 \).

ii) The short-wave Turing instability occurs at the critical wave number \( k = k_c = \sqrt{a/\sqrt{d_1d_2}} \) if \( b = b_{\text{turing}}(a, D) = (1 + a/\sqrt{D})^2 \) for the control parameter, where \( D = d_2/d_1 \).

In this paper we are interested in the case when both instabilities occur simultaneously, i.e., when \( b_{\text{turing}}(a, D) = b_{\text{hopf}}(a) \), or equivalently when

\[
\sqrt{D} = a/(\sqrt{1 + a^2} - 1).
\]

We introduce the small bifurcation parameter \( \varepsilon^2 = (b - b_{\text{hopf}})/b_{\text{hopf}} \). Drawing the curves of eigenvalues \( \lambda_{1,2} \) gives a figure similar to Figure 1.
4.2. The Gierer-Meinhardt system. The Gierer-Meinhardt system [7] in normalized form is given by

\[
\begin{align*}
\partial_t a &= d_1 \partial_x^2 a + \frac{a^2}{h} - \mu a + \rho, \\
\partial_t h &= d_2 \partial_x^2 h + a^2 - h,
\end{align*}
\]

where \(d_1, d_2, \mu, \) and \(\rho\) are non-negative constants. The activator \(a\) and the inhibitor \(h\) are real-valued functions of \(t \geq 0\) and \(x \in \mathbb{R}\). There exists a unique spatially homogeneous trivial solution \((a, h) = (a_0, h_0)\), with

\[
a_0 = \frac{1}{\mu}(\rho + 1), \quad h_0 = a_0^2.
\]

The deviation \((q_1, q_2) = (a - a_0, h - h_0)\) from the trivial solution \((a_0, h_0)\) satisfies

\[
\begin{align*}
\partial_t q_1 &= d_1 \partial_x^2 q_1 + \mu(\frac{2}{\rho + 1} - 1)q_1 - \frac{\mu^2}{(\rho + 1)^2}q_2 + N_1(q_1, q_2), \\
\partial_t q_2 &= d_2 \partial_x^2 q_2 + \frac{2}{\mu}(\rho + 1)q_1 - q_2 + N_2(q_1, q_2),
\end{align*}
\]

with \(|N_j(q_1, q_2)| = O(q_1^2 + q_2^2)\). The linearization yields the eigenvalues

\[
\lambda_{\pm} = \frac{\alpha(k)}{2} \pm \sqrt{\frac{\alpha^2(k)}{4} - \beta(k)},
\]

where

\[
\begin{align*}
\alpha(k) &= -(d_1 + d_2)k^2 + \frac{2\mu}{\rho + 1} - \mu - 1, \\
\beta(k) &= (d_1k^2 + \mu)(1 + d_2k^2) - \frac{2\mu d_2 k^2}{\rho + 1}.
\end{align*}
\]

i) Therefore, a long-wave Hopf instability at \(k = 0\) occurs if

\[
\alpha(0) = 0 \quad \text{and} \quad \frac{\alpha^2(0)}{4} - \beta(0) = -\mu < 0.
\]

This leads to

\[
\rho_{hopf}(\mu) = \frac{\mu - 1}{\mu + 1} \quad \text{and} \quad \lambda_{\pm}(0) = \pm i\sqrt{\mu}.
\]

ii) A short-wave Turing instability at \(k = k_c\) occurs if \(\lambda_+(k_c) = 0\). Hence, we immediately obtain the condition \(\beta = 0\). Additionally we have to satisfy \(\partial_k \lambda_+(k_c) = 0\). This finally leads to

\[
\rho_{turing}(\mu, D) = \frac{2\sqrt{\mu D}}{2 + \sqrt{\mu D} + \frac{1}{\sqrt{\mu D}}} - 1 \quad \text{and} \quad k_c = \frac{i}{d_1d_2}.
\]

where \(D = d_2/d_1\). As before, we are interested in the case when both instabilities occur simultaneously, i.e., when \(\rho_{turing}(\mu, D) = \rho_{hopf}(\mu)\), or equivalently when

\[
\sqrt{D} = \sqrt{\mu} + \sqrt{\mu + 1}.
\]

We introduce the small bifurcation parameter \(\varepsilon^2 = (\rho - \rho_{hopf})/\rho_{hopf}\). Drawing the curves of eigenvalues \(\lambda_{\pm}\) gives a figure similar to Figure 1.
4.3. The Schnakenberg model. As the third example we consider the Schnakenberg model [16] (see also [7]) which is given by
\[
\begin{align*}
\frac{\partial \xi}{\partial t} &= d_1 \frac{\partial^2 \xi}{\partial x^2} - a \xi + \xi^2 \eta, \\
\frac{\partial \eta}{\partial t} &= d_2 \frac{\partial^2 \eta}{\partial x^2} + b - \xi^2 \eta,
\end{align*}
\]
where \(a, b, d_1, d_2\) are non-negative constants. The two components \(\xi\) and \(\eta\) are real-valued functions of \(t \geq 0\) and \(x \in \mathbb{R}\). There exists a unique spatially homogeneous trivial solution \((\xi_0, \eta_0) = (b/a, a^2/b)\). The deviation \((u, v) = (\xi - \xi_0, \eta - \eta_0)\) from \((\xi_0, \eta_0)\) satisfies the system
\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_1 \frac{\partial^2 u}{\partial x^2} + au + \frac{b^2}{a^2}v + f(u, v), \\
\frac{\partial v}{\partial t} &= d_2 \frac{\partial^2 v}{\partial x^2} - 2au - \frac{b^2}{a^2}v - f(u, v),
\end{align*}
\]
with nonlinear terms
\[
f(u, v) = \left(\frac{a^2}{b}\right)u^2 + 2\left(\frac{b}{a}\right)uv + u^2v.
\]
The stability of the trivial solution \((u, v) = (0, 0)\) is determined by the linearization of (23)-(24) which is solved by
\[
(u, v) = (\bar{u}, \bar{v})e^{ikx + \lambda(k)t}.
\]
The eigenvalues \(\lambda\) are the roots of the quadratic equation
\[
\lambda^2 + \alpha(k)\lambda + \beta(k) = 0,
\]
where
\[
\begin{align*}
\alpha(k) &= \frac{b^2}{a^2} - a + (d_1 + d_2)k^2, \\
\beta(k) &= \frac{b^2}{a} + \left(\frac{b^2}{a^2}d_1 - ad_2\right)k^2 + d_1d_2k^4.
\end{align*}
\]
In the following we fix \(d_1, d_2,\) and \(a,\) and take \(b\) as a control parameter.

i) The long-wave Hopf instability occurs at the critical wave vector \(k = 0\) and for \(b = b_{\text{hopf}}(a) = a^{3/2}\).

ii) The short-wave Turing instability occurs at the critical wave number \(k_c = \sqrt{a/(d_1(1 + \sqrt{2}))}\) if
\[
b = b_{\text{turing}}(a, D) = (1 + \sqrt{2})^{-1}\sqrt{D}a^{3/2}
\]
for the control parameter, where \(D = d_2/d_1\).

In this paper we investigate the case when both instabilities occur simultaneously, i.e., when \(b_{\text{turing}}(a, D) = b_{\text{hopf}}(a)\), or equivalently when
\[
\sqrt{D} = 1 + \sqrt{2}.
\]
We introduce the small bifurcation parameter \(\varepsilon^2 = -(b - b_{\text{hopf}})/b_{\text{hopf}}\). Drawing the curves of eigenvalues \(\lambda_{1,2}\) gives a figure similar to Figure 1.
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Figure 1. The spectrum of the linearization around the trivial solution becoming simultaneously unstable via a short-wave Turing instability (red) and a long-wave Hopf instability (blue).
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