A comparison of the effect of temperature on grapevine phenology between vineyards
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Abstract

The variability of grapevine phenological stages under climate change have been studied in many winegrowing regions, with many reporting an advancement of the major phenological stages, particularly flowering, veraison and harvest. This study aimed to compare these regional patterns to integrate our understanding of grapevine responses. Average daily January–March (JFM) mean temperatures were correlated with day of year budburst (DBUD) and average daily springtime March–May (MAM) maximum temperatures were correlated with day of year flowering (DFLO), day of year veraison (DVER) and day of year harvest (DHAR) for 17 vineyards and showed an advancement of the associated phenological stage with increased temperature for each index. There were significant differences between vineyard groups for the rate of advancement of DBUD, DVER and DHAR which suggests that the response of phenological stage to temperature is not linear and varies between cultivars. Only the interval between DBUD and DFLO showed a significant shortening as related to MAMMax, suggesting that the advancement of grape maturity as related to increasing springtime maximum temperature is largely due to the shortening of the DBUD to DFLO interval.
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Introduction

Phenology is the study of the timing of recurring plant and animal life cycle stages and their relationship to climate (Schwartz, 2013). In viticulture, an understanding of the impact of climate on phenological stages is of significant interest in the investigation of the effects of climate change on grapevine growth (Chuine et al., 2004; Jones, 2003; Jones et al., 2005; van Leeuwen & Darriet, 2016). The ability to better predict phenological timing is important to enable more effective vineyard management, better short- and long-term planning (Caffarra & Eccel, 2010; Petrie & Sadras, 2008) and better use of resources.

The timing of phenological stages can vary depending on many factors, including the vineyard location, cultivar, management practices (Petrie et al., 2017; Webb et al., 2012), the season (Coombe, 1988), soil texture (Barbeau et al., 1998) and soil moisture content (Bonada et al., 2020).

Notwithstanding, changes in the timing of the major grapevine phenological stages; budburst, flowering, veraison and maturity (Coombe, 1988), have been well documented with a general advancement in the timing of flowering, veraison and maturity having been shown over recent decades (Cameron et al., 2020; Jones & Davis, 2000; Petrie & Sadras, 2008; Tomasi et al., 2011; Webb et al., 2011), with concomitant warming trends (Jones et al., 2005) and these advancements are predicted to continue (Costa et al., 2019). Advances in budburst timing have been less clear. Tomasi et al. (2011) showed trends for advancement in flowering, veraison and harvest of 13 to 19 days, using data collected over a 45-year period in Veneto, Italy but no trend for budburst. van Leeuwen et al. (2019) on the other hand showed an advancement of all four phenological stages, although the advancement of budburst was less than the other three stages. The lack of clear advancement for the budburst stage may be due to the competing effects of decreased winter chilling temperatures delaying budburst (Lavee & May, 1997) and warmer spring temperatures advancing budburst (Moncur et al., 1989). Several authors have indicated that grapevines have a low chill requirement (Dokoozlian, 1999; Fraga et al., 2019; Lavee & May, 1997; Mullins et al., 1992; Samish, 1954). Regardless, Kliwer and Soleimani (1972) demonstrated that for Thomson seedless, an increased chilling time did promote an earlier budburst. Cook et al. (2012) pointed out that not all plant species had shown advancement of phenological stages in response to warming temperatures and offered that this may be explained by the competing temperature effect on dormancy and budburst, but also other factors such as the influence of photoperiod (Nendel, 2010). Recent work by Ettinger et al. (2020) suggested that across many plant species, chilling may have more effect on budburst than the subsequent warming temperatures thus helping to explain the different responses of plants to warming temperatures. Further, budburst timing is also influenced by pruning timing (Martin & Dunn, 2000; Moran et al., 2017) and vine reserves (Williams et al.,...
which may be being impacted by the timing of the previous advancing harvest (Hall et al., 
2016).

While these trends of advancement in phenology have also been broadly linked with seasonal 
temperature (Bock et al., 2011; Malheiro et al., 2013; Tomasi et al., 2011) the specifics vary. 
Bock et al. (2011) found that grapevines were most influenced by average maximum temperatures 
preceding the event, rather than mean or minimum temperatures, with rain and sunshine less 
important. They found climate variables using maximum temperatures of the preceding months 
gave significant regression coefficients with onset dates of various phenological stages, for 
example, budburst correlating with an average maximum temperature of February and April and 
flowering with maximum temperatures for April to July. Tomasi et al. (2011) found that average 
budburst dates were best correlated with mean temperatures during February and March and that 
flowering was best correlated with maximum temperatures from 10^{th} April to 10^{th} June. They found 
that measures of heat accumulation, such as growing degree days or the Huglin index, did not 
correlate any better with the phenological stages than these simpler measures of temperature 
(Tomasi et al., 2011). Calò et al. (1994) found that the average maximum temperature between 
budburst and flowering was most important for determining the flowering date. Malheiro et al. 
(2013) investigated a range of temperature variables and showed that for several cultivars, the 
maximum March–April temperature most influenced flowering timing, and veraison timing was 
related to March and April temperatures. Parker et al. (2011) developed strong models for flowering 
and veraison using mean temperatures across a range of European regions; Jarvis et al. (2017) 
found good correlations between maturity timing and the maximum springtime temperatures under 
Australian conditions and Koufos et al. (2020) showed that harvest dates (in Greece) were 
associated with maximum air temperatures during different months, depending on the timing of the 
grape ripening period.

The interval length between phenological stages has also been of interest because if there is a 
general advancement in the phenological stages other than budburst, one might expect a shortening 
of some or all of these intervals. A range of results have been reported. For example, Calò et al. 
(1994) showed a significant shortening of the budburst to flowering interval and corresponding 
increases in the average and maximum temperatures during this interval. The interval shortened 
until an average maximum temperature during the budburst to a flowering interval of about 29 °C 
was reached, after which point the interval length increased (Calò et al., 1994). Tomasi et al. (2011) 
found a shortening trend for the budburst to flowering interval over time. Duchène and Schneider 
(2005) found that the flowering to veraison interval shortened about 1 day every 5 years and that the 
temperatures also increased during this period. Cameron et al. (2021) could not show any 
significant trends for the shortening of the veraison to maturity interval as related to springtime
maximum temperatures and (Jones & Davis, 2000) and Tomasi et al. (2011) found shortening
trends for the veraison to harvest interval over time.

While many studies have investigated the effect of temperature, and thus climate change, on
grapevine phenology, these studies generally relate to individual grape-growing regions. Although
some comparisons have been made (for example using modelling simulations (Leolini et al.,
2020)), comparisons between regions or vineyards using observed changes in phenology are rarely
made. This study aimed to analyse previously published data from different vineyards and different
climates to compare trends for the major phenological stages between these vineyards, to determine
whether there were differences in the rate of change of advancement of these phenological stages
between the different vineyards. An understanding of the comparison of phenological trends for a
range of vineyards, with respect to the influence of temperature, would provide useful information
to anticipate how future climate change will impact viticultural regions worldwide.

Materials and methods

1. Selection of phenology data

Meta-analysis principles were used to identify the sources of data used in this study. The Web of
Science (WoS) database was used, and specific inclusion criteria were peer-reviewed literature
published between 2000 and 2020, with all languages and document types considered. Each search
was by “topic”. The aim was to find publications that provided original (rather than modelled or
simulated) day of year data for at least two of the major phenological stages (budburst, flowering,
veraison and harvest) at a given vineyard, so comparisons could be made. The data was required to
cover a period of at least 6 years and be in either a graphical or tabular form that enabled the
extraction of the data from the paper for re-analysis. Only data for Vitis vinifera were included. A
range of search terms were used, starting with broad terms, and narrowing down, as indicated in
Table S1. The search process was repeated for some searches with the database Scopus, to check
whether additional data sources were found. We also included any relevant papers that we were
aware of or that were discovered using “snowballing” that were not identified by any of the
searches.

As this study required data in graphs or tables to be present in each article, although many
publications could be screened and discarded, based on the criteria, from the abstract, many
publications needed the full text and, in some cases, the supplementary data to be looked through
entirely to ascertain whether they contained suitable data. From the range of searches shown in
Table S1, the relevant publications were selected using a PRISMA approach (Moher et al., 2009).
The PRISMA approach involves a stepwise and systematic approach to the identification of
possible relevant publications and then of narrowing these down through a screening and selection
process, including recording the numbers of publications that have been involved at any stage of
this process, to identify the final list of selected publications containing the required data sources (Figure S1).

Once the data sources had been identified, the data were digitised using the Graph Grabber software tool.

2. Temperature data

CPC Global Temperature data (daily minimum and maximum) (0.5° × 0.5°) provided by the NOAA/OAR/ESRL PSL, Boulder, Colorado, USA, ([https://psl.noaa.gov/](https://psl.noaa.gov/)) was accessed for the northern hemisphere locations. For the southern hemisphere (Australian) vineyards, temperature data were obtained from Scientific Information for Land Owners (SILO) ([Jeffrey et al.](https://www.quintessa.org/software/downloads-and-demos/graph-grabber), 2001) which use datasets constructed from the Australian Bureau of Meteorology (BOM) observational data which are interpolated estimates taken from gridded datasets.

The climate grid reference nearest the vineyard location was selected but considering the altitude. In other words, if there were grid references on either side of a vineyard location, the grid reference with the most similar altitude was selected. The grid references for the weather data are detailed in Table S2. It is acknowledged that these nearest climate reference points may be at some distance from the vineyard, due to the grid size. In this study, we used the data commencing from 1979, as this was the earliest year that the same method of obtaining continuous temperature data could be used across all studies.

3. Calculation of temperature indices

We aimed to make comparisons for the change in phenological stages between vineyard. The rate of change per year of the phenological stage was not considered useful as the different data sets were likely to cover different time periods. Therefore, we aimed to make comparisons in terms of a temperature index that was best suited to all the selected vineyards for each phenological stage. Ideally, the same temperature index could be used for at least two or more phenological stages so that comparisons between the stages at a given vineyard location could be made.

A range of temperature summations were screened to determine which were the most suitable for the analysis. For example, moving 3-month temperature summations, January–March (JFM), February–April (FMA), March–May (MAM) and so on to September–November (SON) were tested. Two-month temperature summations January–February (JF), February–March (FM), March–April (MA) and so on to October–November (ON), were also tested, as were the temperature summations for individual months. The temperature summations were done using both the mean and the maximum daily temperatures.

Calculations for the 3-month temperature summations were, for example:

---

1 [https://www.quintessa.org/software/downloads-and-demos/graph-grabber](https://www.quintessa.org/software/downloads-and-demos/graph-grabber)
January–March maximum temperature = \[ \sum_{1 \text{ JAN}}^{31 \text{ MAR}} [T_{\text{max}}; 0] \cdot 6 \]

Equation 1

Two-month summations were for example:

January–February mean temperature = \[ \sum_{1 \text{ JAN}}^{28 \text{ FEB} \lor 29 \text{ FEB}} [T_{\text{mean}}; 0] \]

Equation 2

where \( T_{\text{Max}} \) is the daily maximum temperature (°C), \( T_{\text{Mean}} \) is the daily mean temperature (°C), and values of temperature ≤ 0 are set to zero.

\( R^2 \) was used to identify the best relationships between these temperature summations and the phenological stage, and the temperature summation with the highest \( R^2 \) value was selected.

This temperature summation was then divided by the appropriate number of days for those months represented by the summation, to obtain the temperature index, for example:

\[
\text{MAM}_{\text{Max}} = \frac{\sum_{1 \text{ MAR}}^{31 \text{ MAY}} [T_{\text{max}}; 0] \cdot 6}{92} \frac{92}{\text{the number of days in March, April and May}}.
\]

Equation 3

\[
\text{JFM}_{\text{Mean}} = \frac{\sum_{1 \text{ JAN}}^{31 \text{ MAR}} [T_{\text{max}}; 0] \cdot 6}{90 \text{ or 91 days}} \frac{90 \text{ or 91 days}}{\text{the number of days in January, February and March depending on whether it was a leap year}}.
\]

Equation 4

These temperatures indices were then used as the covariate in the subsequent statistical analyses.

Note that the equivalent of \( \text{JFM}_{\text{Mean}} \) temperature in the southern hemisphere is July–September (\( \text{JAS}_{\text{Mean}} \)). Any data shown, for example, \( \text{JFM} \) for a southern hemisphere vineyard, is actually the data for \( \text{JAS} \). Because most of the vineyards in this study were northern hemisphere vineyards, to avoid confusion and enable comparisons to be made, the first 3 months of the growing season will be referred to as \( \text{JFM} \), even for the southern hemisphere vineyards.

4. Statistical analysis

Statistical analysis was done using Minitab18 and Genstat software packages.

4.1 Phenological stage changes at individual vineyards.

Regression models were used to determine relationships between the selected temperature index and the phenological stages at individual vineyards; day of year budburst (DBUD), day of year flowering (DFLO), day of year veraison (DVER) and day of year harvest (DHAR) with the response: day of the year from the 1st Jan (or the 1st July for southern hemisphere vineyards) of the phenological stage; covariate: temperature index. Mixed models were used for vineyards where there was data for more than a single cultivar specified or two nearby vineyards with different cultivars. Where there were multiple cultivars and vineyards with identical temperature data, (for example Bock et al. (2011)), the mixed model response was DBUD, DFLO, DVER or DHAR; random factors: Cultivar, Vineyard (Cultivar nested in Vineyard) and Vintage Year; covariate: temperature index and where there were multiple cultivars at a single vineyard (Malheiro et al.,
2013), the mixed models used were response: DBUD, DFLO, DVER or DHAR; random factors: Cultivar and Vintage Year; covariate: temperature index. The use of the mixed model which includes Vintage Year as a random factor takes into account and allows for the fact that the data for the different vineyards might cover different times periods as well as repeated observations within a vintage.

To determine whether there were differences in the rate of advancement for the different phenological stages at each vineyard, again, the exact model structure depended on the vineyard data. For most vineyards, general linear models were used with the response: day of the year of the phenological stage; factor: phenological stage; covariate: temperature index with an interaction term between phenological stage and the temperature index. In the cases where data for more than a single cultivar was specified, or two nearby vineyards with different cultivars, mixed models were used with response: day of the year of the phenological stage; random factors: Cultivar, Vineyard (Cultivar nested in Vineyard), Vintage Year (or Cultivar and Vintage Year and where the multiple cultivars were at one vineyard); fixed factor: phenological stage; covariate: temperature index and the same interaction factor between phenological stage and the temperature index. A value of $P < 0.05$ for the interaction term between phenological stage and temperature index indicated that there was a significant difference in the rate of advancement of the different phenological stages at that vineyard.

### 4.2 Differences between vineyard groups for the rate of change of each phenological stage

Vineyards were grouped based on their average yearly mean temperature summation (Table 1). Differences between these grouped vineyards and their rates of change for each phenological stage were determined using similar model structures as above with the response: DBUD, DFLO, DVER or DHAR; random factors: Cultivar, Vineyard (Cultivar nested in Vineyard) and Vintage Year; fixed factor: Vineyard Group; covariate: temperature index and an interaction factor between Vineyard Group and the temperature index. A value of $P < 0.05$ for the interaction term indicated a significant difference between the vineyard groups for the rate of advancement of that phenological stage. Pairwise comparisons of the slopes were made to investigate these differences.

The same method was used to determine whether there were differences in the advancement of each phenological stage for a single cultivar common to different vineyards with the response: DBUD, DFLO, DVER or DHAR; random factors: Vintage Year; fixed factor: Vineyard; covariate: temperature index and the interaction term between Vineyard and the temperature index.

Changes in the interval between each phenological stage were investigated using the same model structures as above but with the response being the interval length (days) between DBUD–DFLO, DFLO–DVER and DVER–DHAR.
Results

1. Selection of publications

The WoS searches and search terms are shown in Table S1. While the initial search containing the term pheno* may have been finding sources with the word phenostage or phenophase as well as phenological stage, they were also finding many references related to phenolic composition in grapes and wine or phenotype. This search term was then refined to phenolog* in further searches (thus assuming most publications using the term phenostage would also use the term phenology or similar).

From these initial searches, a detailed look at the results from searches #6, #7, #8, #9, #10, #11, #14 and #15 (Table S1) was conducted using a PRISMA approach (Moher et al., 2009) (Figure S1). 12 studies were selected using the above criteria and method. Cameron et al. (2020) did not have the required data in their published paper but their original data from three vineyards were included. Two publications known to the authors were the highly cited study by Duchêne and Schneider (2005) which was found in #14 and that by Garcia de Cortázar-Atauri et al. (2017) (#8). Their data were repeated and updated in van Leeuwen et al. (2019) (#8), and that publication was therefore selected. Two other publications were known to the authors. One by Stoll et al. (2011), primarily researching berry maturation and leaf area, and another study presented at a conference by Ghantous et al. (2018), had phenological data that met the criteria and were included in this study. The final fourteen papers considered were Bock et al. (2011), Caffarra and Eccel (2011), Cameron et al. (2020), De Rességuier et al. (2020), Dalla Marta et al. (2010), Ghantous et al. (2018), Jones and Davis (2000), Malheiro et al. (2013), Martinez de Toda and Ramos (2019), Ramos et al. (2015), Stoll et al. (2011), Tomasi et al. (2011), Urhausen et al. (2011) and van Leeuwen et al. (2019).

As a check, searches #6, #7, #8 and #14 were run in the Scopus database. As an example, search #6 in Scopus yielded only 54 results (compared to 105 in WoS), eight of which were not in the Web of Science equivalent search. None of those eight results met the criteria. The same nine papers that met the criteria in the WoS search #6 were found in this Scopus search. No additional papers that met the criteria were found in any of these additional Scopus searches.

2. Summary of extracted data

The 14 publications covered 17 vineyards in 8 countries: France, Germany, Italy, Lebanon, Portugal, Spain, Luxembourg and Australia (Table S2). Where specified by the authors, there was a diversity of methods used to systemise phenological stage identification. Although these differences would prevent any direct timing of phenological stage comparisons between publications from being made, they should not prevent comparisons of the change of phenological stage being made.
Fourteen different cultivars were specified in these studies and in addition, there were data where results for two or many more cultivars were averaged. In general, different cultivars were located in different vineyards, which is not surprising given that different cultivars are generally suited to different climates (Fraga et al., 2015). Riesling was a common cultivar to four different vineyards, three in Europe and one in Australia, and Tempranillo was common to three vineyards, two in Rioja and one in Ribera del Duero.

As mentioned, we only used the data commencing from 1979 but several of the selected publications had data that extended prior to this (Bock et al., 2011; Dalla Marta et al., 2010; Jones & Davis, 2000; Tomasi et al., 2011; Urhausen et al., 2011; van Leeuwen et al., 2019).

Table 1: Data period, average mean July temperature (MJT), temperature summations and vineyard groupings for 17 vineyards in 8 countries.

| Vineyard                | Data period  | Average MJT (˚C) | Average JFM mean temperature summation (°C) | Average springtime maximum temperature summation (°C) | Average yearly mean temperature summation (°C) | Vineyard Group |
|-------------------------|--------------|------------------|--------------------------------------------|------------------------------------------------------|------------------------------------------------|----------------|
| Cembra, Italy           | 1988–2007    | 14.9             | 110.5                                      | 818.1                                                | 2436                                          | A              |
| Alsace, France          | 1979–2018    | 18.2             | 319.9                                      | 1262.7                                               | 3577                                          | A              |
| Franconia, Germany      | 1979–2010    | 18.8             | 314.4                                      | 1287.2                                               | 3650                                          | A              |
| Luxembourg              | 1979–2005    | 18.8             | 376.1                                      | 1299.1                                               | 3790                                          | A              |
| Geisenheim, Germany     | 1979–2009    | 19.6             | 393.8                                      | 1374.9                                               | 3958                                          | A              |
| Ribera del Duero, Spain | 2004–2013    | 21.3             | 488.8                                      | 1470.6                                               | 4344                                          | A              |
| Haro, Rioja, Spain      | 2008–2018    | 20.7             | 622.2                                      | 1600.9                                               | 4690                                          | B              |
| Bordeaux, France        | 1979–1997    | 20.7             | 652.8                                      | 1576.8                                               | 4701                                          | B              |
| Veneto, Italy           | 1979–2009    | 23.7             | 600.7                                      | 1649.9                                               | 4950                                          | B              |
| Tuscany, Italy          | 1979–2006    | 22.9             | 697.6                                      | 1616.8                                               | 4965                                          | B              |
| St Emilion, France      | 2012–2018    | 21.7             | 504.1                                      | 1721.8                                               | 5025                                          | B              |
| Alfaro, Rioja, Spain    | 2008–2018    | 24.1             | 773.8                                      | 1809.0                                               | 5518                                          | B              |
| Milawa, Australia       | 1999–2018    | 23.6             | 873.8                                      | 2005.5                                               | 5537                                          | C              |
| Heathcote, Australia    | 2002–2018    | 23.2             | 898.8                                      | 2039.6                                               | 5652                                          | C              |
| West Bekaa, Lebanon     | 2009–2017    | 24.9             | 817.1                                      | 1892.5                                               | 6046                                          | C              |
Lisbon, Portugal  
1990–2011  
22.3  1119.5  1813.3  6116  C
Mystic Park, Australia  
2011–2018  
25.0  1004.4  2225.1  6160  C

Temperature data were obtained from worldwide daily maximum temperature data (CPC Global Temperature data) provided by the NOAA/OAR/ESRL PSL, Boulder, Colorado, USA. MJT was $\sum_{1\text{ JUL} \vee 1\text{ JAN}}^{31\text{ JUL} \vee 1\text{ JAN}} \frac{\text{mean}}{31}$. Average JFM mean temperature summation was the average of the summation of daily mean temperatures for the months January, February, March (northern hemisphere) or July, August, September (southern hemisphere). Average springtime maximum temperature summation was the average of the summation of daily maximum temperatures for the spring months March, April, May (northern hemisphere) or September, October, November (southern hemisphere). Average yearly mean temperature summation was the average of the summation of the daily mean temperatures for the entire year. All averages were for the years shown in the data period. MJT; mean July temperature (northern hemisphere) mean January temperature (southern hemisphere).

The average yearly mean temperature summation varied across the selected vineyards, from 2436 °C for Cembra, Italy to 6160 °C for Mystic Park, Australia (Table 1). The temperatures obtained for Cembra in the mountainous area of Trentino, Italy seemed relatively low compared to the other vineyards. Caffarra and Eccel (2011) reported the mean temperature for the Cembra area for the years 2000–2009 as 11.1 °C. The mean temperature obtained for the same period using the gridded data here was 7 °C. This reflects the difficulties in using gridded weather data, rather than weather station data, particularly in areas where the terrain varies markedly over small distances (Schumacher et al., 2020), as it does in the Trentino region. Despite the similar altitudes of the vineyard where the phenology data were collected and the coordinates used for the Cembra weather data (Table S2), the gridded weather data seems to have a negative bias compared to the expected climate for this region. For this reason, it was decided to omit Cembra from the analyses where comparisons were being made between vineyard groups.

### 3. Selection of a temperature index

The best correlations for temperature and phenological stage were found using the 3-month temperature summations (Figure 1) rather than the 2-month and single month summations (Figures S2 and S3). In general, the mean temperatures for each temperature summation were better correlated with DBUD than maximum temperatures. Mean and maximum temperatures gave similar correlations for DFLO varying with the actual months of the temperature summation. For DVER and DHAR, maximum temperatures were better correlated with the phenological stage than mean temperatures (Figures 1, S2 and S3).
Figure 1: $R^2$ values for regression between each phenological stage DBUD, DFLO, DVER and DHAR and each 3-month temperature summation using mean and maximum daily temperatures, for all vineyards. JFM is the summation of mean (or maximum) daily temperature for January, February, and March and so on to SON for September, October, and November. This applies to the northern hemisphere vineyards. For the southern hemisphere vineyards, the results are presented using the equivalent results from the northern hemisphere (see text for details).

DBUD, day of year budburst; DFLO, day of year flowering; DHAR, day of year harvest; DVER, day of year veraison

These correlations (Figure 1) were also completed for each vineyard individually (Figures S4, S5, S6 and S7). While there were some differences between the vineyards, the overall pattern of correlation was similar, rather than the “all vineyards” correlations shown in Figure 1 simply averaging out otherwise disparate correlations from individual vineyards. The timing of each phenological stage was compared between the individual vineyards, along with the best 3-month temperature summation for each vineyard and phenological stage combination (Figures S8, S9, S10 and S11). As expected, the phenology is generally earlier in the warmer vineyards and in line with this, the best 3-month temperature summation, in general, became earlier. There were some unexpected results; for example, the best correlation for Ribera del Duero and DBUD was the August – October maximum temperature summation which is after DBUD had occurred. These graphs also need to be interpreted with caution as the results are from different time periods; for example, the warmest vineyard Mystic Park had the earliest phenological stage for DBUD, DFLO and DVER but this vineyard data come from a more recent and shorter time period (Table 1).

Notwithstanding, from these analyses we selected the January to March (JFM) mean temperature as the temperature index for the DBUD phenological stage analysis and the springtime March–May (MAM) maximum temperature as the temperature index for the DFLO, DVER and DHAR phenological stages analyses (see Equations 3 and 4).
4. Phenology trends as a function of temperature indices

The phenological stages budburst, flowering, veraison and harvest advanced as a function of their temperature index, JFM\textsubscript{Mean} for DBUD, MAM\textsubscript{Max} for the other stages, at all vineyards (Table 2). For budburst, the advancement ranged from 0.02 (West Bekaa) to 14.44 (Bordeaux) days for every increase of 1 °C in the JFM\textsubscript{Mean}. These advancements for budburst were significant (P < 0.05) for 9 of the 14 vineyards. The budburst advancement at Bordeaux exceeded the next highest vineyard by a factor of almost two and it is worth pointing out that the Bordeaux budburst dates were derived using a temperature model (Table S2) rather than by observation, and the data do not show a normal distribution pattern.

For flowering, the advancement ranged from 1.81 days (Cembra) to 6.67 days (Franconia) for every increase in 1 °C in MAM\textsubscript{Max} and the Cembra trend was the only one that was not significant at the P < 0.05 level. Veraison advanced from 2.55 days (Milawa) to 6.79 days (Alsace) for every increase of 1 °C in MAM\textsubscript{Max} and the veraison trends were significant except for the Ribera del Duero, Milawa and Mystic Park vineyards. Harvest advancement trends ranged from 1.34 days (Tuscany) to 8.00 days (West Bekaa) for every 1 °C increase in MAM\textsubscript{Max} and were significant (P < 0.05) except for the Mystic Park, Rioja Alfaro, St Emilion and Tuscany vineyards (Table 2).

Differences in the rate of advancement of each phenological stage at each vineyard were observed (Table 2). To investigate whether these were significant, each vineyard was analysed independently in separate mixed models. This could only be done to compare the phenological stages with the same temperature index; DFLO, DVER and DHAR. The results from these models showed very similar slopes to the regression values obtained and showed that for three vineyards, Franconia, Tuscany and West Bekaa, there were significant differences between the rates of advancement of the DFLO, DVER and DHAR phenological stages as related to MAM\textsubscript{Max}. The interaction terms between phenological stage and this temperature index were P = 0.022, P = 0.004 and P = 0.015, respectively. These differences in the phenological stage advancement are indicated by the different letters for each of these stages at each of these vineyards (Table 2). In Franconia, DFLO and DVER advanced at a significantly great rate than DHAR; for Tuscany, DFLO advanced at a significantly greater rate than DHAR; yet for West Bekaa, DHAR advanced at a significantly greater rate than DFLO.

**Table 2: Rate of change for the phenological stages DBUD, DFLO, DVER and DHAR as related to temperature index (JFM\textsubscript{Mean} for DBUD and MAM\textsubscript{Max} for DFLO, DVER and DHAR) at 17 vineyard locations in 8 countries.**

| Vineyard location | Rate of change DBUD | Rate of change DFLO | Rate of change DVER | Rate of change DHAR |
|-------------------|---------------------|---------------------|---------------------|---------------------|
|                   | Slope ±95 % CI      | Slope ±95 % CI      | Slope ±95 % CI      | Slope ±95 % CI      |
|                   | (days/JFM\textsubscript{Mean}) | (days/MAM\textsubscript{Max}) | (days/MAM\textsubscript{Max}) | (days/MAM\textsubscript{Max}) |
Regression was used with the response day of year from 1\textsuperscript{st} Jan (or 1\textsuperscript{st} July for southern hemisphere vineyards); covariate: JFM\textsubscript{max} for DBUD and MAM\textsubscript{max} for DFLO, DVER and DHAR. Mixed models were used for vineyard marked with † (response: DBUD, DFLO, DVER or DHAR; random factors: Cultivar and Vineyard (Cultivar nested in the vineyard), vintage year; covariate: as above) and with ‡ (response: DBUD, DFLO, DVER or DHAR; random factors: Cultivar, vintage year; covariate: as above). To determine whether the rate of advancement was different between the 3 phenological stages DFLO, DVER and DHAR at each vineyard, similar models were used but with the phenological stage as a fixed factor and an interaction factor between the phenological stage and MAM\textsubscript{max}. The letter superscripts are to be read across the Table for each vineyard and only apply to the DFLO, DVER and DHAR stages (i.e., these had the same covariate). Vineyards with a different letter had significantly different rates of advancement between those phenological stages at that vineyard. Where there are no letters, there were no significant differences. DBUD, day of year budburst; DFLO, day of year flowering; DHAR, day of year harvest; DVER, day of year veraison, JFM, January, February, March; max, maximum; MAM, March, April, May. P-values for the regressions are shown in brackets.

5. Comparison of each phenological stage change between different vineyard groups

The vineyards were grouped based on their average yearly mean temperature summation (Table 1). Although the same groups would have been obtained if average springtime maximum temperature summation or average JFM mean temperature summations were used (Table 1). As mentioned, Bordeaux DBUD data were obtained using a model, rather than by observation and the rate of advancement was found to be almost twice that of the next highest rate (Table 2). For this reason,
Bordeaux DBUD data were left out of these grouped vineyard analyses due to the concern that they may unreasonably skew the results. Cembra data (DFLO and DVER) as discussed previously was also left out of these vineyard group comparisons.

For the grouped vineyards, all the phenological stages advanced significantly as related to their respective temperature index (Figure 2). We found that for the budburst, veraison and harvest stages, there were significant differences in these rates of advancement between the different vineyard groups (Figure 2). There were no significant differences between the vineyard groups for the rate of advancement of flowering. This was indicated by the P-values for the interaction terms between the vineyard group and temperature index ($P < 0.001$ for DBUD, $P = 0.197$ for DFLO, $P = 0.023$ for DVER and $P = 0.026$ for DHAR).

For DBUD, the warmer vineyards, group C, advanced at a significantly greater rate of 6 days per 1°C increase in $JFM_{\text{Mean}}$ compared to the cooler groups A and B vineyards, which advanced at about 3 days per 1°C increase in $JFM_{\text{Mean}}$.

Although all vineyard groups showed an advancement of DFLO of about 5 days for every 1°C increase in $MAM_{\text{Max}}$, there were no significant differences in the rate of DFLO advancement between the three vineyard groups. There were significant differences between the vineyard groups in the advancement of DVER with group A advancing significantly more than group B, the difference is equivalent to about 1.5 days per 1°C increase in $MAM_{\text{Max}}$. Group C’s rate of advancement was intermediate to these. All vineyard groups showed an advancement of DHAR as related to $MAM_{\text{Max}}$ and similarly to DVER, group A advanced significantly more than group B and group C was intermediate (Figure 2).

![Figure 2: Mean rate of change of DBUD, DFLO, DVER and DHAR as related to the temperature index ($JFM_{\text{Mean}}$ for DBUD and $MAM_{\text{Max}}$ for DFLO, DVER and DHAR) for 3 vineyard groups. Mixed models were used with response: DBUD, DFLO, DVER or DHAR; random factors: Cultivar and Vineyard (Cultivar nested in Vineyard) and Vintage Year; fixed factor: Vineyard Group; covariate: temperature index as above with an interaction factor between Vineyard Group and the temperature index. The individual vineyard group rates of change for each phenological stage were separated using paired comparisons and vineyard groups with a different letter have significantly different rates of advancement for that phenological stage. Vineyards were grouped as per text (Table 1). The error bars show 95% confidence intervals. DBUD, day of year budburst; DFLO, day of year flowering; DHAR, day of year harvest; DVER, day of year veraison; JFM, January February March; MAM, March April May; Max, maximum.](image)
6. Comparisons of phenological stage timing changes for Riesling across different vineyards

The cultivars varied between the vineyards (Table S2), so it was difficult to conclude whether these differences found for the rates of change for three of the four phenological stages were due to the cultivar or to the vineyard. To address this, the data for the cultivar Riesling, common to four vineyards, were analysed separately (Figure 3). This showed that there were significant differences in the rates of advancement for DFLO only, indicated by the $P$-value = 0.048 for the interaction term between Vineyard and the temperature covariate, $\text{MAM}_{\text{Max}}$. Franconia and Alsace vineyards advanced DFLO about 1.5–2.0 days more than Geisenheim for every 1 °C increase in $\text{MAM}_{\text{Max}}$.

For the other stages, the interaction term $P$ values were $P = 0.260$ for DBUD, $P = 0.109$ for DVER and $P = 0.205$ for DHAR.

In other words, where there was no significant difference found in the rate of advancement of DFLO between the vineyard groups, there was a significant difference found between the individual vineyards for Riesling for DFLO. Where there were differences found in the rate of advancement for DBUD, DVER and DHAR between the vineyard groups, there were no differences found between vineyards for Riesling for these stages.

Figure 3: Rate of change of DBUD, DFLO, DVER and DHAR for Riesling at 4 vineyards as related to the temperature index, $\text{JFM}_{\text{Mean}}$ for DBUD and $\text{MAM}_{\text{Max}}$ for DFLO, DVER and DHAR). Mixed models were used: response: DBUD, DFLO, DVER or DHAR; random factor: Vintage Year; fixed factor: Vineyard; covariate: temperature index as above with an interaction factor between Vineyard and the temperature index. The individual vineyard rates of change of phenological stage were separated using paired comparisons and vineyards with a different letter have significantly different rates of change for that phenological stage. The error bars show 95% confidence intervals. DBUD, day of year budburst; DFLO, day of year flowering; DHAR, day of year harvest; DVER, day of year veraison; JFM, January February March; MAM, March April May. Max, Maximum.

The cultivar Tempranillo was also common to three vineyards, Ribera del Duero, Rioja Haro and Rioja Alfaro. Their data only shared the phenological stages DFLO and DVER and covered a shorter time period (Table 1). The same analyses as for Riesling were performed for Tempranillo and there were found to be no differences in the rate of change of DFLO nor DVER between the three vineyards for Tempranillo. The $P$-values for the interaction terms were $P = 0.863$ for DFLO and $P = 0.399$ for DVER.
7. Comparison of interval trends between different vineyard groups

Each phenological stage advanced as a function of its respective selected temperature index (Table 2) and the rate of advancement for DBUD, DVER and DHAR was significantly different between different vineyard groups (Figure 2). At three individual vineyards, there was a significant difference between the rate of advancement of DFLO, DVER and DHAR (Table 2). Following these observations, we investigated the rate of change of the intervals between the phenological stages. To compare these intervals, we needed to use the same temperature index. We selected the \( MAM_{\text{Max}} \) as this time period was within the interval between DBUD and DFLO (Figures S8 and S9), it correlated well with DBUD (Figure 1) and occurred before the subsequent intervals. Clearly, other temperature indexes might correlate better with the later intervals but for the purpose of comparison, we needed to use one temperature index and \( MAM_{\text{Max}} \) seemed a good compromise.

![Figure 4: Rate of change of the interval (days) between DBUD-DFLO, DFLO-DVER and DVER-DHAR as related to \( MAM_{\text{Max}} \) for 3 vineyard groups.](image)

Mixed models were used: response: Interval (days) between the phenological stages DBUD, DFLO, DVER and DHAR; random factors: Cultivar, Vineyard (Cultivar nested in Vineyard) and Vintage Year; fixed factor: Vineyard Group; covariate: \( MAM_{\text{Max}} \) with an interaction factor between Vineyard Group and \( MAM_{\text{Max}} \). The individual rates of change of interval were separated using paired comparisons between vineyard groups with a different letter indicating significantly different rates of change for the interval. The error bars show 95% confidence intervals. DBUD, day of year budburst; DFLO, day of year flowering; DHAR, day of year harvest; DVER, day of year veraison. \( MAM_{\text{Max}} \), average daily March April May maximum temperature (northern hemisphere) and September October November (southern hemisphere). Max, Maximum.

Using the grouped vineyards; A, B and C (Table 1), we found a significant negative correlation between the interval length, DBUD–DFLO, and \( MAM_{\text{Max}} \) for all vineyard groups (Figure 4). In other words, the interval between budburst and flowering became significantly shorter as the \( MAM_{\text{Max}} \) increased. The interval length, DBUD–DFLO, changed significantly differently between the three vineyard groups, indicated by a \( p = 0.009 \) for the interaction term between Vineyard Group and \( MAM_{\text{Max}} \). Group C vineyards had decreased the interval length significantly more than group A. The change in interval length for Group B vineyards was not significantly different from Group A or Group C (Figure 4).

There was no significant change in the DFLO–DVER or DVER–DHAR interval length as related to \( MAM_{\text{Max}} \) (Figure 4). This is not surprising given that this temperature index occurs prior to these
intervals and there may other temperature summations that correlated better with these intervals, however, the purpose here was comparison so the same temperature index was used for all three intervals. Nor were there any significant differences between the vineyard groups for the change of these interval lengths ($P$-value for the interaction term between Vineyard Group and $MAM_{Max}$ were 0.799 and 0.285, respectively). Although the phenological stages DFLO, DVER and DHAR advanced significantly as related to $MAM_{Max}$, these advancements did not result in any significant shortening of the intervals between these phenological stages, indicating they advanced at a similar rate.

8. Comparisons of intervals for Riesling between different vineyards.

The data for the cultivar Riesling were analysed in the same way. In contrast to the grouped vineyard results above, there were significant differences in the rate of change of the DFLO–DVER and DVER–DHAR intervals as related to $MAM_{Max}$, but not for the DBUD–DFLO interval (Figure 5). Only the Milawa DBUD–DFLO, Geisenheim DFLO–DVER and Milawa DVER–DHAR intervals had shortened significantly (Figure 5). Tempranillo was also analysed for the DFLO to DVER interval and there was no significant shortening of the interval at any vineyard related to $MAM_{Max}$, nor was there a significant difference for the change in this interval between the vineyards ($P = 0.267$ for the interaction term).

The relationships between the phenological stage and the temperature summations were similar whether mean or maximum temperatures were used, with mean temperatures being better correlated with DBUD and maximum temperatures being slightly better correlated than mean temperatures for
the stages DFLO, DVER and DHAR (Figure 1). Because of this similarity and the use of mean
temperature in some phenological modelling (Parker et al., 2011), the analyses in this study were
repeated using average daily MAM mean temperatures instead of average daily MAM maximum
temperatures as the temperature index. The conclusions and trends in almost all cases were similar
to the results shown above. The only notable differences were for DFLO trends which showed a
greater advancement for each vineyard group and the differences between the three vineyard groups
became significant (Group A slope $-7.28^{a} \pm 0.85$, Group B slope $-5.75^{b} \pm 1.06$ and Group C slope $-6.95^{ab} \pm 1.08$). The other difference found when average daily MAM mean temperature was used as
the temperature index was for the DVER trends for the Riesling only vineyards, where again the
trends were generally larger and were significantly different (Alsace $-9.42^{a} \pm 2.08$, Franconia $-8.04^{ab} \pm 2.77$, Geisenheim $-8.45^{a} \pm 1.18$ and Milawa $-1.72^{b} \pm 4.52$).

Discussion
Phenological data from fourteen previously published papers were identified using Web of Science
searches and a PRISMA approach (Moher et al., 2009) and re-analysed to compare changes of
phenological stages, as related to temperature, across vineyards with a range of climates.
We used CPC Global Temperature data but acknowledge that there are limitations when using
gridded weather data. The weather data we used here had a grid of $0.5^\circ \times 0.5^\circ$, for which the
dimensions vary depending on latitude, but which is approximately 55.5 km at the equator
(approximately 3000 square kilometres). De Rességuier et al. (2020) showed that there was much
spatial variability of temperature across an area of just 19,000 hectares ($\sim$190 square kilometres),
especially for minimum temperature, of up to 10 °C on a given day. We found that the temperature
data obtained for the topographically variable Cembra, Trentino region was biased towards colder
temperatures. Recent studies by Schumacher et al. (2020) highlighted some of the discrepancies
between gridded weather data and weather station data, especially in mountainous areas.
Regardless, the advantage of gridded weather data is that continuous and relatively finely spaced
data is available and accessible for studies such as this.
Using this weather data, an extensive range of potential temperature summations were screened
using the $R^2$ value obtained for the regression between the temperature summation and the day of
the year of the phenological stage. Previous research has found a range of temperature indices to be
useful predictors of a given phenological stage, using varying time frames and both mean and
maximum temperatures (Bock et al., 2011; Malheiro et al., 2013; Parker et al., 2011; Tomasi et al.,
2011). Our results showed, not surprisingly, that the best temperature summation varied depending
on vineyard location and the subsequent phenological stage occurrence at that vineyard (Figures S4
to S11). However, we aimed to choose the most appropriate temperature summation that could be
used to make comparisons between the entire vineyard data set. Our analysis suggested that the 3-
month temperature summation from January–March using the mean daily temperature summation 
(JFM\textsubscript{Mean}) was best correlated with DBUD across this range of vineyards and that the 3-month 
summation for the springtime months March–May using maximum daily temperature summation 
(MAM\textsubscript{Max}) was best correlated with the other three phenological stages; DFLO, DVER and DHAR. 
These chosen temperature summations were not dissimilar to those found by others to correlate with 
these stages and that have already been mentioned previously in the Introduction section. 
Analysing each phenological stage at each vineyard, we found that all stages advanced as related to 
their temperature index, with 45 of these 58 advancements being significant (Table 2). At three 
vineyards, Franconia, Tuscany and West Bekaa the rate of advancement of the phenological stages 
were found to be different between the stages DFLO, DVER and DHAR. At Franconia, the 
advancement of DFLO and DVER was significantly greater than that of DHAR and at Tuscany, the 
advancement of DVER was significantly greater than that of DHAR. In contrast, the advancement 
of DHAR was significantly greater than that of DFLO at West Bekaa. This suggests that as the 
springtime maximum temperatures increase, the effect on these phenological stages is not uniform 
and may depend on the cultivar. The cultivars represented at these three vineyards are different, 
with white cultivars in Franconia, Sangiovese (red) in Tuscany and the late-ripening Cabernet 
Sauvignon (red) in West Bekaa. The greater advancement of the earlier stages DFLO and DVER, 
than the DHAR stage, as related to MAM\textsubscript{Max}, at the Franconia and Tuscany vineyards, points to a 
potential lengthening of the interval between DFLO and DHAR or DVER and DHAR, as related to 
MAM\textsubscript{Max}, yet at the West Bekaa vineyard where DHAR advanced at a greater rate than DFLO, the 
interval between DFLO and DHAR would be expected to be more compressed. Understanding how 
the phenological stages will be impacted by a warming climate for a given cultivar or vineyard is 
important as it can inform vineyard management and adaptation strategies. For example, if the most 
pressing effect of the warming springtime temperatures was the advancement of harvest, strategies 
such as differential pruning, that have been found to delay harvest (Palliotto \textit{et al.}, 2017; Petrie \textit{et al.}, 2017), may be employed to ameliorate this. If on the other hand, the effect of the warming 
springtime temperatures is that DVER advances at a faster rate than DHAR, then an alternate 
strategy, such as manipulating leaf area, through leaf number, may be adopted as a mechanism to 
alter veraison timing (Parker \textit{et al.}, 2014). 
When comparisons for each phenological stage were made, DBUD advanced at a greater rate for 
the warmer vineyard Group C than for Groups B and Group A (Figure 2). There were no significant 
differences for the advancement of DFLO between the vineyard groups when MAM\textsubscript{Max} was used as 
the temperature index, but as noted, when a different temperature index MAM\textsubscript{Mean} was used, the 
advancements were larger and significantly different. For both DVER and DHAR, the cooler 
vineyards Group A advanced at a significantly greater rate than Group B, with Group C, the 
warmest vineyards being intermediate to these and not significantly different to either (Figure 2). In
broad terms, if the effect of increasing temperature on the phenological stage was linear, one would
expect the rate of advancement of a phenological stage, to be the same, regardless of the actual
temperatures being experienced by the vine. That is, for each 1 °C increase in the average daily
mean or maximum temperature, the rate of advancement would be the same regardless of whether
the increase was from 10 °C to 11 °C or from 20 °C to 21 °C. It is noted that there are different
cultivars in each vineyard group and even if each cultivar had a linear response for the relationship
between phenological stage and temperature, the rate of the response may be different for each
cultivar. Therefore, a comparison of response between different vineyard groups with different
cultivars could give different rates, even with a linear response for each cultivar.

The significantly different rates of advancement for a phenological stage between the different
vineyard groups found here could also be explained by a nonlinear response between the
phenological stage and temperature. For the DVER and DHAR stages, the advancement was greater
for the cooler Group A vineyards than the warmer Group B vineyards. The cooler Group A
vineyards could be responding in the early linear part of the response curve, but the Group B
vineyards could be occurring in the flattening part of the response curve where the rate of change
has begun to slow and where they might be outside the optimum temperature range and no longer
respond by advancing the day of the year for that phenological stage at the same rate (Garcia de
Cortazar Atauri et al., 2010). The intermediate result for Group C vineyards did not appear to fit
this explanation but the cultivars in each group are different, and it may be that the response curves
are displaced differently along the axis for each cultivar and each response curve shape is different
for each cultivar.

For the Riesling results, although the differences in advancement for DVER and DHAR were not
significant, the warmer Milawa vineyard did have a slower rate of advancement for these stages
than the other three cooler vineyards, which is consistent with this suggestion of a nonlinear
response to temperature, with the warmer vineyards responding at a slower rate, due to the higher
temperatures (Morales-Castilla et al., 2020). It should also be noted that interpretation of the DHAR
stage is difficult because DHAR is not a true phenological stage (Menzel et al., 2006) and its
method of determination varied across the publications used in this study (Table S2).

Both linear and nonlinear models have been used to describe the response of the phenological stage
to temperature (Cuccia et al., 2014; Molitor et al., 2020), and even an apparent linear response may
become nonlinear at further increased temperatures (Morales-Castilla et al., 2020), not thus far
experienced in a given data set. Cameron et al. (2020) found that both Shiraz and Tempranillo
advanced their day of year maturity more rapidly with increasing maximum springtime
temperatures at a cooler vineyard than at a warmer vineyard, consistent with a nonlinear response,
whereas there were no differences for this advancement for Dolcetto or Cabernet Sauvignon at
different vineyards. They also found that different cultivars at the same vineyard advanced their
maturity date at different rates. They used a common day of year maturity definition in their work so the potential difficulties with using DHAR were avoided. Their work supports the idea that the response curve between the phenological stage and springtime temperature may be displaced differently along a given axis and have a different shape for individual cultivars (García de Cortazar Atauri et al., 2010).

DFLO advanced for all vineyards and there were no significant differences between the vineyard groups for the rate of advancement of this stage, suggesting a linear response between DFLO and spring maximum temperatures for these cultivars at these vineyards, although as noted previously, when a different temperature index was used (MAM_{Mean}), the Group B vineyards did advance significantly less than the cooler Group A vineyards.

For the DBUD stage, the cooler Group A and B vineyards were found to have advanced at a significantly lower rate than the warmer Groups C vineyards. Again, if the phenological stage response to temperature was linear, in general, one would expect these rates of advancement to be the same. As discussed above, the different cultivars in the vineyard groups complicate the interpretation, but the results found here (Figure 2), could be consistent with a different linear response for different cultivars, or a nonlinear response such that at the lower temperatures experienced by the Group A and B vineyards, the rate of change of DBUD was slower than the subsequent rate of change of DBUD at the warmer vineyards (imagine a response curve for DBUD and temperature being an upside-down sigmoidal curve). This suggestion is consistent with that by Ettinger et al. (2020) who elaborated that although temperature and DBUD relationships were often estimated using a linear relationship, it may be that a nonlinear relationship was better able to describe this complex relationship between DBUD and temperature, which is influenced by two temperature effects, winter chilling and spring warming as well as photoperiod (Ettinger et al., 2020; Flynn & Wolkovich, 2018). It may be for the warmer Group C vineyards, with the higher rate of DBUD advancement, that the delaying effect of less winter chilling is being overridden more by the advancing effect of warming spring temperatures, than for the other two vineyard groups. This supports Martínez-Lüscher et al. (2016) who showed that budburst date was influenced less by the competing effects on its timing of the temperature of the chilling period than the temperature during the warming period in their Croatian study. With further climate change, there could be advancement, delay or no change in budburst timing depending on the balance of the effects of decreased winter chilling (and its possible delaying effect on budburst) and increased spring warming (and the expected advancement of budburst) (Yonghuo et al., 2012).

Only the DBUD–DFLO interval showed a significant shortening as related to springtime maximum temperatures and significant differences between the three vineyard groups (Figure 4). For the other intervals, there was no significant change in interval length nor significant differences between the change in interval length between the vineyard groups as related to MAM_{Max}. This is not surprising
as these later intervals occur well past these springtime months and it would be expected that later
temperature period summations would be better correlated with these later intervals. However,
having identified significant advancements in the three phenological stages DFLO, DVER and
DHAR as related to \( MAM_{\text{Max}} \), we wanted to try to relate these advancements to changes in interval
length, so it was instructive to use the same temperature index, \( MAM_{\text{Max}} \), for the interval
comparison. The trends seen here for the intervals between phenological stages indicate that
advancement in grape maturity as a function of increasing springtime maximum temperatures is
largely due to a shortening of the DBUD–DFLO interval, not changes in the later DFLO - DVER or
DVER–DHAR interval length. Again, it needs to be remembered that when discussing the DVER–
DHAR interval, that DHAR is false phenophase (Menzel et al., 2006) and that the fact that its
timing can be influenced by management decisions needs to be taken into consideration when
interpreting these results. In some cases the warmer weather may have been taken advantage of to
allow grapes to ripen more before harvest, resulting in an overall lengthening of the growing season
(Jones & Davis, 2000) while in other cases the earlier maturing fruit would have triggered harvest
(Petrie & Sadras, 2008). Using a day of year maturity instead of harvest date, Cameron et al. (2021)
found no significant shortening of the veraison to maturity interval for a range of cultivars at four
vineyards as related to springtime maximum temperatures.

When these analyses in this study were repeated for a single cultivar, Riesling, at four vineyards the
results contrasted from the grouped vineyards. Although there was a significant advancement for
almost all the phenological stages at each vineyard (Geisenheim DBUD and Milawa DVER being
the exceptions (Figure 3)) the only significant difference found between the Riesling vineyards was
for the DFLO phenological stage, in complete contrast to the situation for the grouped vineyards
where the only stage that did not show a significant difference between vineyard groups was the
DFLO stage (Figure 2). For the interval analysis, again, the Riesling results contrasted to the
grouped vineyards. For the Riesling cultivar (Figure 5), there were significant differences between
the vineyards for the change in interval length for the DFLO–DVER and DVER –DHAR interval,
where there were no differences for these intervals between the vineyard groups. Of course, one
analysis is looking at the differences between vineyard groups for different cultivars and the other is
looking at the difference between individual vineyards and a single cultivar, but neither were there
any significant differences between the Riesling vineyard groups for the rate of advancement of any
of the phenological stages nor the interval length for Riesling (results not shown). There are likely
to be clonal and/or rootstock differences for the Riesling, and there are other impacts on
phenological timing, such as those on budburst timing such as soil moisture (Bonada et al., 2020),
pruning timing (Moran et al., 2017) or carbohydrate reserves (Williams et al., 1985). However,
these results suggest that the vineyard group differences found here are due to the different cultivar
mix between the different vineyard groups. It suggests that individual cultivars behave differently in their response to warming temperatures.

The length of time between phenological stages is important, as significant changes are occurring in the plant during these times (Duchêne & Schneider, 2005). Not only may the earlier timing of grape harvest in a warmer period have implications for the grape composition and therefore quality (Coombe, 1987; Jackson & Lombard, 1993), with major changes in grape composition, such as sugars, anthocyanins, flavour compounds and tannins occurring between veraison and harvest, (Bindon et al., 2013; Keller, 2010), any change in the interval length between DVER and DHAR could also have implications for the development and accumulation of grape components and thus the physiological composition of the grape now and with further climate change.

Further understanding of how individual cultivars at individual vineyards are responding to increased temperatures will help to improve models to predict the timing of the phenological stages under different climate change scenarios. This will be required to enable vineyard managers to adopt strategies to manage these changes and to inform them of what cultivars might be planted in future to cope with climate change.

Conclusion

This study found that both mean and maximum temperatures provided useful temperature indices for correlations between the timing of the major phenological stages and temperature. DBUD correlated well with JFM mean temperatures for this wide range of vineyards and springtime MAM maximum temperatures correlated well with flowering, veraison and maturity timing. There was an advancement of all phenological stages with increases in their temperature index, but this occurs at different rates for different vineyard groups with different cultivars. For different vineyards with the same cultivar, Riesling, there were significantly different rates of advancement between vineyards for the phenological stage DFLO. There was a significant shortening of the interval between DBUD and DFLO for all three vineyard groups as related to springtime maximum temperatures, with the warmer Group C vineyards, the interval decreased at a significantly greater rate than the Group A vineyards. There was no evidence for a change in the interval lengths DFLO–DVER nor DVER–DHAR as related to springtime maximum temperatures, therefore the advancement of DHAR as related to springtime maximum temperature would seem to be largely the result of a decrease in the interval length between DBUD and DFLO.

The different results obtained for a single cultivar, Riesling, suggest that the differences found between vineyard groups are due to the cultivar differences between the vineyard groups and that each cultivar is responding differently to the increased temperatures. These results suggest that warming temperatures will affect cultivars and therefore vineyards and regions differently and that responses to climate change by viticulturists will need to be tailored to their individual situation.
Insights into the response of grapevine phenology at both a vineyard level and for different cultivars will further our ability to adapt and help to identify techniques to delay or ameliorate these climate-induced changes.
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