Regionally Coupled Atmosphere-Ocean-Marine Biogeochemistry Model ROM: 2. Studying the Climate Change Signal in the North Atlantic and Europe
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Abstract Climate simulations for the North Atlantic and Europe for recent and future conditions simulated with the regionally coupled ROM model are analyzed and compared to the results from the MPI-ESM. The ROM simulations also include a biogeochemistry and ocean tides. For recent climate conditions, ROM generally improves the simulations compared to the driving model MPI-ESM. Reduced oceanic biases in the Northern Atlantic are found, as well as a better simulation of the atmospheric circulation, notably storm tracks and blocking. Regarding future climate projections for the 21st century following the RCP 4.5 and 8.5 scenarios, MPI-ESM and ROM largely agree qualitatively on the climate change signal over Europe. However, many important differences are identified. For example, ROM shows an SST cooling in the Subpolar Gyre, which is not present in MPI-ESM. Under the RCP8.5 scenario, ROM Arctic sea ice cover is thinner and reaches the seasonally ice-free state by 2055, well before MPI-ESM. This shows the decisive importance of higher ocean resolution and regional coupling for determining the regional responses to global warming trends. Regarding biogeochemistry, both ROM and MPI-ESM simulate a widespread decline in winter nutrient concentration in the North Atlantic of up to ~35%. On the other hand, the phytoplankton spring bloom in the Arctic and in the North-Western Atlantic starts earlier, and the yearly primary production is enhanced in the Arctic in the late 21st century. These results clearly demonstrate the added value of ROM to determine more detailed and more reliable climate projections at the regional scale.

Plain Language Summary We downscale present climate and future climate change projections for the North Atlantic and Europe using a regionally coupled Earth System Model including atmosphere, ocean, river runoff, and ocean biogeochemistry components. This approach allows us to attain higher spatial resolution and to a more accurate representation of key physical processes, yielding a better simulation of present climate at regional and local scales when compared to the driving global climate model. Future climate change projections show more detail at regional and local scale, mostly related to the improvement in the representation of orography and bathymetry. These improvements along with a better representation of the interactive ocean-atmosphere coupling lead to other remarkable differences with the driving global climate model: (1) colder Sea Surface Temperature in the Subpolar Gyre region, indicating a local convection collapse and a Atlantic Meridional Overturning Circulation slowdown; (2) a seasonal free-ice Arctic is reached by 2055 under RCP8.5 scenario, well before projected by the driving global climate model; and (3) stronger reduction in nutrients in the North Atlantic by the end of the 21st century. These results clearly
demonstrate the added value of the regionally coupled model system to determine more reliable climate projections at the regional scale.

1. Introduction

The North Atlantic (NA) atmosphere-ocean system plays a key role in global climate change and variability (Collins et al., 2018; Jackson et al., 2015; Monerie et al., 2019; Ting et al., 2011; R. Zhang et al., 2019). In the atmosphere, the NA features a quasi-stationary jet stream blowing from North America to the European continent, and the so-called “storm track,” a zonally oriented region defined by the frequent eastbound passage of synoptic-scale disturbances (e.g., Shaw et al., 2016). Changes in these elements are modulated by the NA Oscillation, the most prominent mode of variability in the region (see Hurrell et al., 2003). This and other relevant circulation patterns, such as the East Atlantic pattern (Moore & Renfrew, 2012), together with the air-sea interaction over the region, strongly influence the European climate. Surface temperature anomalies over the continent originate from fluctuations in the intensity and position of the prevalent westerly winds, and variations in the storm track exert a pronounced impact on the precipitation pattern over Europe. As to the ocean, the NA constitutes a fundamental branch of the deep water circulation, as it comprises the source area of NA Deep Water, with main deep water convection sites in the Labrador Sea and the Norwegian-Greenland Sea. The Atlantic Meridional Overturning circulation (AMOC) imposes not only a strong imprint on the global deep water ventilation but likewise influences global climate change through a number of processes. It plays an essential role in the meridional transport of heat and heat uptake of the ocean. It further modulates the decadal climate variability of the Gulf Stream-Subpolar Gyre (SPG) system, which is important for the climate of Northern Europe. In turn, the NA overturning is also known to be very sensitive against freshwater fluxes and air temperature anomalies (e.g., Swingedouw et al., 2009; Zhang, 2017). Such sensitivity makes this region vulnerable to climate change, thus increasing its potential to feed back to global climate (Rahmstorf et al., 2015). Therefore, a correct representation of the AMOC is crucial for the simulated climate in the NA and for climate variability over different parts of the world. Additionally, the NA and the NW European shelf have an important role in the marine carbon cycle, the NA being a major sink for atmospheric carbon. A large part of carbon uptake in the NA occurs regularly during the pronounced phytoplankton bloom in spring, which fixes carbon into organic soft tissue due to photosynthesis. This lowers the partial pressure of carbon dioxide (pCO2) of the surface water, which facilitates the air-to-sea carbon flux. The following export of dead phytoplankton (detritus) to the deep ocean effectively removes carbon from the atmosphere (carbon pump). The timing of the spring bloom in the NA is strongly related to the atmospheric and oceanic physical conditions, in particular to stratification (Svendrup, 1953) and vertical mixing (Behrenfeld, 2010). Northward heat transport by oceanic eddies in the NA significantly acts upon these factors, modifying the seasonal stratification 20 to 30 days in advance than would be expected from surface warming alone (Mahadevan et al., 2012).

The role of shelf regions in the global carbon cycle is presently a matter of debate. While it was postulated that shelves could account for 20% to 50% of the total oceanic uptake (Thomas et al., 2004; Tsunogai et al., 1999), recent studies suggest they could have acted as a source and only shortly ago turned into a sink (e.g., Laruelle et al., 2018). Further evidence exists that especially middle- to high-latitude shelves may serve as a net sink for carbon dioxide while low-latitude regions may serve rather as a source (Cai, 2011). The NW European shelf, in particular, has been shown to be a large sink for atmospheric carbon (Bozec et al., 2005; Gröger et al., 2013; Holt et al., 2009; Thomas et al., 2004, 2005), but there is a large uncertainty as to its response to global warming in the next decades, mostly associated with the impact of possible changes in primary production.

Currently, most climate change information for the NA region and its feedback to global climate change relies on the regional climate models (GCMs). Those models have relatively low horizontal resolutions and are not able to capture some key physical phenomena, thus hampering the accuracy of climate projections on regional and local scales (Marotzke et al., 2016; Xie et al., 2015), especially in the NA, where high resolution is necessary for both the oceanic and atmospheric components. High atmospheric resolution is needed to improve the representation of the jet stream and blocking weather situations (Jung et al., 2012) in the NA. A higher resolution also amplifies the storm-track response to global warming and leads to enhanced
extratropical cyclone activity that is most evident in the northeast NA. In the ocean, a realistic simulation of key components of the AMOC, as the SPG, the position of the NA Current and the Gulf Stream separation (e.g., Sein et al., 2018) also demands high resolution (e.g., Buckley & Marshall, 2016; Hirschi et al., 2020). The processes shaping the role of the NA and the NW European shelf in the global carbon cycle also require sufficient spatial detail. It has recently been shown (Gröger et al., 2015, 2019) that interactive coupling can have a large impact on local oceanographic parameters such as the Mixed Layer Depth (MLD). This would likewise influence the biogeochemical cycle.

In this work we explore the impact of the use of a regional coupled framework with a resolution higher than state-of-the-art global coupled models on the climate change signal in the NA. To this end, we use the high-resolution, regionally coupled model ROM (Sein et al., 2015). Previous studies (Cabos et al., 2019, 2020; Paxian et al., 2016; Sein et al., 2014) showed that ROM can improve the representation of key climate variables derived from the global forcing model in simulations of the present climate. Regarding climate change studies, ROM can simulate a climate change signal that is nontrivially different from the one simulated by the driving model (Bülow et al., 2014; Limareva et al., 2017). For instance, Limareva et al. (2017) found that the ROM climate change signal can be quite different from that simulated by the driving MPI-ESM model: A better resolved Great Caucasus mountain range leads to different temperature and precipitation responses in the South and North Caucasus, with stronger warming and drying in the former, in contrast to a homogenous climate change signal for both regions in MPI-ESM. Moreover, a biogeochemistry model is coupled to ROM, in a configuration that has not been applied before to the study of the NW shelf. Compared to other works on the NW shelf biogeochemistry, our setup combines a high spatial resolution, inclusion of the NA, and explicit consideration of interactive air-sea coupling of heat and momentum fluxes, whose effects on the biogeochemistry of the region have not yet been investigated, to our knowledge. Here we use the same configuration of the coupled system used in Sein et al. (2015) in order to provide further evidence that the adequate use of the advantages of higher resolution in regional coupling leads to additional, physically meaningful information in the simulated climate compared to the driving GCMs in climate change projections for Europe and the NA. From the four representative concentration pathways (RCPs; Van Vuuren et al., 2011) that were used for climate modeling and research for the IPCC fifth Assessment Report, we use RCP4.5 and RCP8.5. Thus, we consider one medium stabilization scenario and the high emission scenario. The key scientific questions are as follows:

1. Does ROM provide a clear added value compared to the global MPI-ESM model in terms of the representation of the atmospheric and oceanic circulations, thus reducing the biases compared to the Reanalysis?
2. Does ROM provide a different climate change signal at the regional scale compared to the global model, and if so, what are the key processes?
3. How do the physical changes in ROM influence the open ocean-shelf nutrient exchange, impact on the biogeochemistry on the NW European shelf, and mediate the response to climate change?

The study is organized as follows: After briefly introducing the ROM configuration used for the experiments presented here in section 2, section 3 reports the evaluation of the simulation of the present-time climate by ROM, highlighting both the model capabilities and remaining deficiencies in the simulation of the NA/European climate. The climate change signal for the 21st century is presented and discussed in section 4 based on projections following the RCP4.5 and RCP8.5 scenarios. Section 5 provides a summary and an outlook on future activities related to regional climate change studies with ROM.

2. Model Setup

In the configuration of ROM used in this work, the REgional atmosphere MOdel REMO (Jacob, 2001) with 37 km resolution and 27 hybrid vertical levels is coupled to the global ocean-sea ice-marine biogeochemistry model MPIOM/HAMOCC (Marsland et al., 2002) with increased resolution on the North-West European Shelf (up to 4 km in the German Bight). In addition, the ocean model was run with ocean tides. The coupled domain includes Europe, the North-East Atlantic, and part of the Arctic Ocean (Figure 1). The models are coupled via the OASIS coupler (Valke, 2006) with a good representation of the diurnal cycle (3 hr coupled time step). The 3 hr coupled frequency and the ocean tides make one of the major differences from the MPI-ESM CMIP5 simulations, where the diurnal cycle and tidal dynamics were neglected. Also, although ROM and MPI-ESM share the same oceanic component, their MPIOM setups are quite different. In MPI-
ESM, the poles of the orthogonal curvilinear coordinates are located over Greenland and inland of the Weddell Sea, with a minimum grid spacing of about 15 km around Greenland (Jungclaus et al., 2006). In ROM, the poles are placed over North America and Central Europe (see Figure 1), producing the higher resolution in the NA.

The ocean tidal forcing was derived from the full ephemeridic lunisolar tidal potential. The global Hydrological Discharge model HD, which calculates river runoff (0.5° horizontal grid resolution), is coupled to both the atmosphere and ocean components. Lateral atmospheric and upper oceanic boundary conditions outside the coupled domain were prescribed using MPI-ESM 20th century CMIP5 simulations, RCP4.5 and RCP8.5 scenarios data (the total simulation period was 1920–2005 + 2 × 2006–2100) for corresponding scenarios downscaling. The model spin-up covered the period 1920–2000. Then, the scenario runs (21st century) and, in parallel, a control run (20th century forcing) were carried out.

The use of a global ocean model allows us to avoid the complications related to the prescription of lateral boundary conditions. First, there are no inconsistencies between the regional model solution and the external data due to differences in resolution and physics and to the time interpolation. Second, the use of a global ocean model also allows trapped coastal waves (originating from outside the coupled domain) to influence the barotropic sea level variability and the bottom pressure in the coupled domain (Sein et al., 2015). In the atmospheric component, which is regional, the use of specific lateral boundary conditions may impact the simulated fields (see, e.g., Cabos et al., 2020).

The global oceanic component brings important advantages for climate change scenario simulations. For instance, it allows for the investigation of possible long-term changes in some oceanic extreme events (e.g., storm surges or floods in the North Sea). The common use of monthly mean data as a lateral boundary condition in regional ocean models makes this kind of study almost impossible.

With respect to the ocean carbon cycle, it is essential to spin up the model from an undisturbed preindustrial condition. This requires a preindustrial simulation in the order of several thousand years, which is impossible to do with the high-resolution coupled model used in this study. Thus, the spin-up was done using a cheaper model version where the ocean was forced with the corresponding pi-control run of the global MPI-ESM and in a coarser ocean resolution than used here. After ~4,000 years, ocean-atmosphere carbon fluxes varied around zero and were drift free. This run was then further prolonged for the whole historical period and several scenarios (Gröger et al., 2013). For the present study, initial ocean fields from 01.01.1920 were taken from the above-mentioned uncoupled coarse run to start the historical run and the following scenarios described in this study with the higher-resolution and interactively regionally coupled atmosphere model. The diagnosed ocean-atmosphere carbon fluxes have been compared in the first part of this study (Sein et al., 2015, Figure 3 therein). After a short expected spin-up period of a few decades, both model solutions are (after around 1970) indistinguishable from each other and show an oceanic carbon uptake of 1.6 Gt per year during the 1990s, which lies in the lower range of published values (Orr et al., 2005). Thus, the carbon cycle in this model can be considered quasi drift free (Sein et al., 2015). The same conclusion can be drawn with respect to other biogeochemical variables such as nutrients (see Sein et al., 2015, for more details).

3. Simulation of the Present-Time Climate

A detailed analysis of the ability of ROM to simulate the present-time (1980–1999 period) atmospheric, oceanic, and biogeochemical fields can be found in Sein et al. (2015). Given that here we study the climate change signal using a different global forcing (MPI-ESM instead of MPIOM/ECHAM5), we present a brief
evaluation of the most important features of atmospheric and oceanic fields for the 1976–2005 period below, which is considered as representative of the present-time climate in the CMIP5 simulations. In general, the biases for MPI-ESM and ROM are very similar to those found for ECHAM5/MPIOM and ROM, and thus, we only highlight the most relevant features of the validation. A detailed validation of the atmospheric, oceanic, and some biogeochemical fields not studied in Sein et al. (2015) can be found in the appendix.

3.1. The Atmosphere

ROM modifies the large-scale circulation biases in MPI-ESM, particularly for the summer. For example, ROM partially counterbalances the deficit in blocking frequency over the European continent and enhances cyclone activity over the eastern part of the continent. As a result, ROM is generally closer to observations (here ERA-Interim). Differences in atmospheric circulation also have an impact on the near-surface temperatures: ROM corrects the winter warm bias in MPI-ESM across much of Southern Europe (−0.5 and 1.6 K of mean bias, respectively) but enhances the cold bias over Scandinavia and Northern Russia (−2.8 and −0.6 K of mean bias, respectively). In summer, ROM reduces cold biases over Greenland (−0.03 vs. −3.2 K of mean bias) and emphasizes them over Scandinavia and Eastern Europe (−1.9 and −1.0 K of mean bias, respectively). Precipitation is also changed by the coupled dynamical downscaling: ROM reduces the MPI-ESM biases over most of the European continent but does not display a similar improvement over oceanic areas. The identified biases are broadly similar to the biases that are found when ROM is forced by MPIOM/ECHAM5 (Sein et al., 2015) but are in general weaker (cf. Appendix).

3.2. The Ocean and the Sea Ice

The higher MPIOM resolution in ROM contributes to provide a better representation of sea surface temperature (SST) and sea surface salinity (SSS) fields than in MPI-ESM. ROM corrects the reduced MPI-ESM meridional SST gradient in the northern NA. A more realistic NA current changes the strong cold bias in the Greenland-Iceland-Norwegian (GIN) seas present in MPI-ESM by a moderate cold bias and alleviates the strong cold bias in the NA (for instance, ROM has a −2.0 K bias in the region of the North Western corner, while the MPIESM bias is −3.9 K). The better reproduction of SST over the NA could explain the differences in large-scale atmospheric circulation, as the storm track location tends to be collocated with the areas of stronger meridional SST gradients. The different blocking frequencies could also be partially associated with these differences. Regarding the sea ice thickness (SIT), both MPI-ESM and ROM have, on average, thinner ice compared to PIOMAS reanalysis. However, in September ROM produces thicker ice in the Eurasian Basin of the Arctic Ocean, while in the spatial distribution of March SIT, ROM also has notably more sea ice along the Greenland shore and in the Barents Sea and is closer to PIOMAS over the central Arctic.

4. Future Climate Change (RCP4.5 and RCP8.5 Scenarios)

4.1. The Atmosphere

Figure 2 depicts mean sea level pressure (MSLP) changes between the period 2070–2099 and 1976–2005 in MPI-ESM and ROM according to the RCP4.5 and RCP8.5 scenarios. The spatial pattern over the Euro-Atlantic sector in all cases broadly agrees with those in the CMIP5 multimodel ensemble mean (Collins et al., 2013). Still, some features diverge: In the RCP8.5 experiments, the decrease over Scandinavia and eastern Europe extends westward into the subpolar NA, contrasting the enhancement displayed in that area by the CMIP5 ensemble mean (cf. Collins et al., 2013). In the summertime, the horseshoe-shaped region of increased MSLP that extends from Greenland to the Mediterranean Sea is shifted eastward compared to the CMIP5 ensemble mean, where it appears east of the British Isles.

ROM and MPI-ESM show a similar signal for the winds along the southern branch of the Icelandic Low, with substantial differences between both scenarios. For RCP4.5, the westerlies over the area are weakened, in connection with the extension of stronger MSLP from Greenland southward into the NA. On the other hand, the westerlies over this part of the NA are reinforced in RCP8.5, given the lower MSLP values in the region.

We can also identify differences in the climate change signal between both models. In ROM the amplitude and extension of the changes are generally weaker for both seasons. This leads to substantial differences in the modification of the surface winds over the domain (not shown), particularly in wintertime. These
differences are present in both RCPs, leading to a more moderate weakening of the westerlies over the western Mediterranean in ROM than MPI‐ESM, and to stronger westerlies over much of the European continent.

Changes in 2-m temperature (T2M) between the 2070–2099 and 1976–2005 periods are displayed in Figure 3. The Arctic amplification can be identified in both scenarios and is similar for both models. However, the magnitude of the warming signal differs, in particular for Europe: The DJF warming under RCP4.5 (Figures 3a and 3c) is reduced by the downscaling, with about 1–2°C difference in Greenland, Scandinavia, Eastern Europe, and northern Russia. An exception is found off the eastern coast of Greenland, where ROM displays a remarkable warming, which is stronger than in MPI‐ESM. The differences are less noticeable for RCP8.5 (Figures 3b and 3d). ROM is still warmer off East Greenland and shows slightly enhanced increases in temperature over some locations in central Europe and the Balkan Peninsula. In JJA the temperature changes in both models and scenarios (Figures 3e–3h) share the same pattern of stronger warming in southern Europe and in the northern band from Greenland to the Kara Sea, with a smaller, eastward growing warming in the intermediate latitude band. The pattern gains amplitude in the RCP8.5 pathway, particularly in MPI‐ESM. Generally, the JJA warming is lower by about 1°C in ROM than in MPI‐ESM. The stronger warming in RCP8.5 enhances the hydrological cycle in Eastern Europe up to 20–50%. These results show that the use of the regional configuration can lead to substantial modifications of the projected warming in regional terms. We speculate that the weaker warming in ROM is related to the impact on the atmospheric circulation of differences in the projected NA SST. The latter can be caused by better representation of mesoscale air-sea interaction (see, e.g., Hewitt et al., 2017). Differences arise mainly due to the ROM's higher resolution of both the atmosphere and the ocean in the region, which is already reflected in the present-time simulation. This issue deserves a more in-depth discussion, which will be presented in a forthcoming paper.

Changes in precipitation are shown in Figure 4. Under RCP4.5, only slight modifications are seen in DJF over most continental areas in both models (Figures 4a and 4c). Over the ocean the signal is stronger, with a rainfall increase over the Norwegian sea in MPI‐ESM and a reduction in the northwestern NA in ROM. Changes over land areas are more noticeable and structured in JJA (Figures 4b and 4d), with drier conditions across Europe south of 55°N in both models. These changes are stronger in MPI‐ESM, particularly over northern Russia. The RCP8.5 scenario features stronger changes in precipitation. DJF rainfall (Figures 4e–4h) increases in MPI‐ESM and ROM throughout Northern Europe and diminishes in the

Figure 2. In the upper row, we show the differences in mean sea level pressure between the 2070–2099 and 1976–2005 periods in the DJF season for MPI‐ESM under the (a) RCP4.5 and (b) RCP8.5 scenarios, and for ROM under the (c) RCP4.5 and (d) RCP8.5 scenarios. The lower row shows these differences for the JJA season for MPI‐ESM under the (e) RCP4.5 and (f) RCP8.5 scenarios, and for ROM under the (g) RCP4.5 and (h) RCP8.5 scenarios.
Eastern Mediterranean. These changes are consistent with a shift of the storm tracks (Figures 5a–5h), identified in CMIP models as well (e.g., Ulbrich et al., 2008; Zappa, Shaffrey, Hodges, Sansom, et al., 2013), and with the reduced blocking frequency (Figure 5i and 5j) both in ROM and MPI ESM, again in agreement with other coupled models (Masato et al., 2013), also in terms of the maintenance of blocking occurrence in Eastern Europe (cf. Figure 5i). We observe a substantial reduction during summer in Southern Europe that already today experiences dry conditions like, for example, Spain. ROM shows here more spatial contours. This is extremely important for calculating water budgets along watersheds and to assess potential effects.

Figure 3. In the upper row, we represent the differences in 2-m temperature between the 2070–2099 and 1976–2005 periods in the DJF season for MPI-ESM under the (a) RCP4.5 and (b) RCP8.5 scenarios, and for ROM under the (c) RCP4.5 and (d) RCP8.5 scenarios. The lower row shows these differences for the JJA season for MPI-ESM under the (e) RCP4.5 and (f) RCP8.5 scenarios, and for ROM under the (g) RCP4.5 and (h) RCP8.5 scenarios.

Figure 4. Changes in precipitation between the 2070–2099 and 1976–2005 periods in DJF (upper row) and JJA (lower row) for MPI-ESM under the (a and e) RCP4.5 and (b and f) RCP8.5 scenarios, and for ROM under the (c and g) RCP4.5 and (d and h) RCP8.5 scenarios.
4.2. The Ocean and Arctic Sea Ice

SST changes between the period 2070–2099 and 1976–2005 in MPI-ESM and ROM according to the RCP4.5 and RCP8.5 scenarios are depicted in Figure 6. Both models show a general warming, which is stronger in RCP8.5, with increases of as much as 4 K. The cooling near Greenland clearly reflects the fingerprint of a weakening meridional overturning circulation in the Atlantic and has been used to estimate a three 
\[+/−1 \text{ Sv AMOC weakening}
\]
for the most recent period (Caesar et al., 2018). The estimated SST trend for the associated dipole pattern was around 1.5 K per century, which is comparable to the SST climate change signal found in ROM (Figure 6), while the signal is smaller in MPI-ESM. In the following text, we further analyze the SST pattern in the NA to identify relevant processes.

In the RCP4.5 pathway, MPI-ESM presents the largest SST warming east of the Great Banks (between 35° and 45°N) and in the Greenland and Norwegian seas, while in the Eastern NA to the north of the SPG, changes in SST are negligible (a small SST decrease can be observed in some locations). In ROM, the warming patch of the Great Banks extends less to east and more to the south along the North America shelf break.

Figure 5. In the upper row we represent the differences in standard deviation of band-pass filtered (2.5–7 days) 500 hPa geopotential between the 2070–2099 and 1976–2005 periods in the DJF season for MPI-ESM under the (a) RCP4.5 and (b) RCP8.5 scenarios, and for ROM under the (c) RCP4.5 and (d) RCP8.5 scenarios. Middle row: same as upper row but for JJA. In this study, we use the same configuration of the coupled system in order to provide further evidence that the adequate use of the advantages of regional coupling and higher resolution leads to additional, physically meaningful information in the simulated climate compared to both GCMs and stand-alone atmospheric RCMs regarding climate change projections for Europe. Last row (i and j) shows the relative daily blocking frequency (after Tibaldi & Molteni, 1990) calculated on a daily basis. Panel (i) for winter (DJF) and (j) for summer (JJA).
Figure 6. Mean SST change (a–d) and mean 2-m temperature change (e–f): (2070–2099) minus (1976–2005). In (f) and (g) ROM results are merged into MPI-ESM. The red line in panels (b), (d), (f), and (g) shows the coupled area.
This is related to a further southward extension of the Labrador Current waters in ROM as compared to MPI-ESM (Sein et al., 2015). The maximum warming in the Norwegian Sea disappears, remaining only a subtle SST warming along NE Greenland coast. The most remarkable difference takes place within the SPG, where a cooling down to 3 K can be observed (Figure 6c). The MPI-ESM and ROM RCP8.5 runs depict the same spatial pattern in SST changes as their corresponding RCP4.5 runs, but with a greater general warming. As a result, the surface cooling simulated by ROM in the SPG almost vanishes and is replaced by a meridionally stretched area of nearly unchanged SST. This well-pronounced SST change pattern shown by ROM with cooling at the SPG and warming at the Gulf Stream region (more evident for RCP4.5) has been recently identified as a fingerprint of an AMOC slowdown on the basis of high-resolution model simulations by Caesar et al. (2018), as pointed out above.

The simulated SSS changes for RCP4.5 and RCP8.5 are shown in Figure 7. MPI-ESM simulates for RCP4.5 a very light (0.5–0.9) SSS increase to the SW of the NA and a freshening along the coasts from the Gulf of Maine to the north and throughout the Eastern NA, also more evident on the shelves. In turn, ROM shows almost no SSS changes in the Eastern NA, while it presents a clear freshening in the Western NA north of 45°N and with minimum values (−1.5) coincident with the areas of more pronounced SST cooling within the SPG shown in Figure 6b.

The strong SSS change signal into the Baltic Sea has the following explanation. For both scenarios, a substantial increase of river runoff into the Baltic Sea is projected (see Figure 15a) that is caused by an increase of precipitation over the Baltic Sea catchment. For RCP8.5, this increase is up to 30% during fall and winter compared to the end of the 20th century. The salinity in Baltic Sea was mainly balanced by the water exchange with the North Sea and river runoff from the Baltic Sea catchment. The first source (water exchange) has not been changed significantly because of its limitation by the Danish Straits topography. The second (river runoff) increases substantially, leading to the freshening of the basin as well as stronger sea level rise (Figure 11). Mean salinity there decreases by up to 4 psu in case of RCP8.5 scenario.
However, due to the reduced exchange with the adjacent North Sea, any uncertainty in simulated runoff can have large effect on the mean salinity in this area. The processes described above cause stronger Baltic Sea level rise. It reaches up to 40 cm by the end of the 21st century (see Figures 11c and 11d), which is much larger compared to the North Sea (~25 cm).

The SSS changes for both MPI-ESM and ROM present the same spatial patterns under both pathways, but with larger increases/decreases under RCP8.5 (Figure 7). This fact can be related to the stronger radiative forcing, which induces two competing processes: an increase of evaporation (which may cause an SSS rise) and ice melting at high, northern latitudes (which may lower SSS). The balance between evaporation and ice melting, together with oceanic circulation, may cause the observed SSS pattern. As for SST changes, the most noticeable differences between MPI-ESM and ROM are mostly located in the SPG and in the Eastern NA.

Recently, Sgubin et al. (2017) assessed the performance of 40 climate models from CMIP5 under different emission scenarios and found different SST responses in the SPG. In the ensemble mean, the SPG appears

Figure 8. ROM freshwater flux through the Denmark Strait (FW), averaged over 37–53°W, 53–58°N (marked as a red box on the figure at the top) sea surface height (SSH), mixed layer depth (MLD), mean 0–80 m temperature (T), and salinity (S). All quantities are 3 year running mean.

Figure 9. ROM mean 1976–2005 (a) and 2070–2099 (b, c) Atlantic meridional overturning circulation.
as a zone of subdued warming, but 70% of the considered experiments featured an increase in SST, while the remaining 30% showed a reversed trend of which 15 cases were classified as “abrupt cooling.” In their analysis, Sgubin et al. (2017) identified two main processes driving to an abrupt SPG cooling. The first one is driven by a local decrease in the mixed-layer thickness (convection collapse) without completely disrupting the AMOC; the second one is a generalized AMOC disruption.

Figure 10. ROM mean 1976–2005 (a) and 2070–2099 (b, c) barotropic stream function.

Figure 11. ROM mean sea level change (2070–2099 minus 1976–2005) including steric sea level rise.
Interestingly, Sgubin et al. (2017) showed that the two CMIP5 configurations of MPI-ESM they analyzed do not present the abrupt cooling at SPG. On the other hand, ROM does it for RCP4.5 (Figure 8a). Figure 8 shows the time series of sea surface height (SSH) and mean S, T, and MLD in the upper 80 m, averaged over 37°-53°W and 53°-58°N along with the freshwater flux through the Denmark Strait. It can be seen that the cooling and freshening trend is accompanied by an increase in freshwater flow from the Denmark Strait and in the SSH (SPG index), and a reduction of the MLD. The freshening of the SPG may decrease the background stratification. Then, the SPG cyclonic circulation, partly driven by buoyancy forcing, weakens (see Figure 10), and the inflow of salty water from the subtropics is reduced (Hatun, 2005; Sgubin et al., 2017), which further amplifies the freshening and increases stratification. In RCP4.5 (Figure 8a), these feedback mechanisms further inhibit the local deep convection up to its permanent collapse, thus provoking a local abrupt cooling due to a drastically reduced MLD (Sgubin et al., 2017), while in RCP8.5 the MLD reduces more gradually (although with remarkable interannual variability; Figure 8b). Therefore, a strong SPG circulation favors deep convection, and a weaker SPG circulation will reduce deep water formation and generate a shallower MLD. This positive feedback leads to instabilities in the SPG system, which may switch from a strong circulation mode to a weak one (Sgubin et al., 2017).

In the ROM experiments performed with RCP4.5 and RCP8.5, AMOC is considerably reduced, but not disrupted (Figure 9). Hydrographic changes in the NA could result from a combination of warming with a weakening of the AMOC (Buckley & Marshall, 2016; Drijfhout et al., 2012). While it is beyond the purpose of this study to distinguish the quantitative contribution of these two processes, it is worth pointing out that Jackson et al. (2015) recently investigated the single effect of AMOC slowdown. Our results are consistent with many of the features described there. These include the effect of SPG freshening, the weakening of convection and, especially, a strong and widespread shallowing of the MLD in the NA.

Another effect of the slowdown of the AMOC is an extended cooling in the NA, as detailed in Jackson et al. (2015). While the cooling effect due to the weakening also occurs in our simulations, this is masked by a strong warming that occurs in response to climate change. In RCP4.5, the cooling effect is still seen as an extension of the SPG cooling, with a reduction of the overall ocean surface warming that can be even negative (Figure 6b). This warming is also seen in the...
atmosphere (Figure 6f), being detectable as far as Western Europe. In contrast, in the high emission scenario (i.e., RCP8.5), the cooling has virtually vanished, and the effect of the down-slowed AMOC is almost offset by the stronger radiative forcing, resulting in a local damping of the warming (Figure 6g). The different SPG response in MPI-ESM and ROM points to the importance of a higher resolution for properly representing the regional responses to global warming. In the ocean, vector properties (e.g., currents) show more spatial variation and gradients on small distances than scalar properties (e.g., temperature). Therefore, a proper representation of currents requires high-resolution models (e.g., Sein et al., 2018). On the other hand, properties like temperature, which are strongly influenced by air-sea interactions, can only be more realistically simulated with coupled ocean-atmosphere models (e.g., Gröger et al., 2015) in which high resolution in the atmosphere is desirable (e.g., Ma et al., 2016). Then, the higher resolution of the oceanic and atmospheric components allows for a better representation of the SPG dynamics.

The reduction of AMOC and the changes in the SPG circulation in ROM under both scenarios is associated with a pronounced increase in the mean sea level along the northeastern coast of North America (Figure 11), with spatial patterns and values that are in good agreement with previous model studies (Yin et al., 2009). The global steric sea level change depicted in Figure 12 for both RCP4.5 and RCP8.5 also matches previous reports (Jevrejeva et al., 2014; Yin et al., 2009). The rise in 2100 for RCP8.5 lies close to the mode of the range computed by Jevrejeva et al. (2014).

Figure 13 shows the spatial distribution of mean March SIT for the 2070–2099 period. Under the RCP4.5 scenario, the differences between MPI-ESM and ROM remain similar to those described in the evaluation section: ROM has more sea ice in the Barents Sea and off the east coast of Greenland as well as thicker sea ice to the north of the Canadian Archipelago. Under RCP8.5, the ice edge simulated by both models becomes much more similar, with ROM sea ice edge extending slightly more to the south.

In general, there are many more differences between scenarios than between models. Under RCP8.5, the March sea ice in the central parts of the Arctic Ocean is, on average, about half a meter thinner than
The evolution of the seasonal cycle of sea ice extent (SIE) in ROM under the two RCP scenarios is shown in the Hovmöller diagram of Figure 14, where the time evolution of the total SIE is represented. Under the RCP4.5 scenario, the trends in SIE are relatively small for most of the months except September. The melt season length only slightly increases, and the model never reaches the state with seasonally ice-free Arctic Ocean. The picture for RCP8.5 is completely different. Until about the year 2045 the seasonal cycle reminds that of RCP4.5, but then there is a strong decrease in SIE for all summer, fall, and winter months. The duration of the melting season gradually increases, and the system reaches its first seasonally ice-free state by the year 2055. By the end of the century the Arctic Ocean is ice free for 4 months a year.

Figure 15. Simulated mean annual cycle of river discharge (m$^3$/s), historical (1976–2005), and RCP4.5 and RCP8.5 (2070–2099), (a) Baltic Sea catchment, (b) Elbe, (c) Danube, (d) Northern Dvina, (e) Rhine, and (f) Volga.
4.3. Hydrology

The projected discharges simulated by the HD hydrological model coupled to ROM are considered for a number of European catchments.

Future warming leads to an earlier snowmelt and a shift of precipitation from snow toward rain. This is seen in the projected discharge, where the snowmelt-induced discharge peak in spring is moved toward earlier
occurrence, especially for the Baltic Sea, Northern Dvina, and Volga (Figure 15). Future increases in precipitation, especially during the winter, lead to enhanced discharges during the winter for all catchments (except in the RCP8.5 scenario for the Danube) and even throughout most parts of the year for the Baltic Sea catchment, the Northern Dvina, and the Volga. Increases in precipitation are countered by rises in evapotranspiration (ET), especially during the summer. The latter leads to lower summer and autumn discharges than in the historical period for the Rhine and Elbe rivers. For the Danube, the ET increase is accompanied by a decrease of summer precipitation so that discharge becomes lower than in the historical period throughout almost the whole year except for RCP4.5 during winter. Generally, the climate change signals are larger in RCP8.5 than in RCP4.5. For the midlatitude rivers Elbe, Rhine, and Danube, the increase in ET and decreases in summer precipitation become more prominent than the increments in winter precipitation so that the RCP8.5 discharge is lower than for RCP4.5 throughout the whole year. Such a reduced RCP8.5 discharge also occurs for the Volga and the Northern Dvina in the second half of the year.

4.4. Biogeochemistry

Multimodel intercomparisons from the CMIP3 (Steinacher et al., 2010) and CMIP5 frameworks (Fu et al., 2016) give strong evidence that nutrient concentrations in the NA will decrease by the end of the 21st century. The depletion is strongest during winter and spring (Figure 16a). During the winter months, the nutrient anomaly pattern is controlled largely by physical changes such as the mixed-layer thickness (Figure 16b). The biological production is strongly limited by light, and chemical processes are slowed down due to lower water temperatures. However, there are considerable differences between the two models. MPI-ESM shows a rather widespread and homogeneous nutrient reduction. Only along the NW European shelf edge, that is, from the northwestern corner of Spain to Scotland, the reduction is locally more pronounced. In contrast to this, much stronger nutrient reductions are predicted by ROM in nearly the entire NA (up to 35% in the midlatitude western NA) and the Arctic. The spatial pattern exhibits more small-scale structures than in the MPI-ESM case. Strong local reductions are seen in the Labrador Sea. In the southern part of the Labrador Sea the reduction is paralleled by weakened deep convection, which translates into a strongly reduced MLD (Figure 16b) and causes nutrient reductions there. The weaker convection is linked to a reduced salt transport to this area by southern waters originating from the Gulf Stream (Figure 17). This results in a less intense upward mixing of nutrient-rich deep waters, and so the outflow water of the Labrador Sea is likewise nutrient depleted. Part of this outflow water is directly injected into the Gulf Stream/NA drift, which, as a consequence, also shows reduced nutrient concentrations. Another part flows further southward along the north east American coast (Figure 16a). In the MPI-ESM model, the average ice edge in Greenland is shifted toward the east and north. This results in locally enhanced mixing near Spitsbergen (this is, in this location, greater in MPI-ESM than in ROM). This localized intensification of mixing in MPI-ESM damps the nutrient reduction north and west of Spitsbergen. This effect is also visible, but weaker, in ROM. The Arctic shows the most pronounced nutrient reduction. They are strongest during summer due to lower ice coverage, which leads to higher consumption of nutrients through enhanced primary production.

Despite the nutrient reductions during the cold season due to stronger stratification, changes in the yearly averaged primary production are rather low in both models. A positive effect on the yearly averaged productivity is, at first order, the prolonged season for phytoplankton to grow. Most areas show a slightly reduced production in the NA, whereas in the Arctic production is increased. Accordingly, we see strong changes in the seasonal timing of the bloom, as well as differences between the western and eastern NA. The main
reason is the earlier start of phytoplankton bloom resulting from the strong surface warming and the premature onset of thermal stratification. This effect is stronger in the western than in the eastern Atlantic because the western part is dominated by colder waters from the Arctic, which tend to delay the start of the bloom compared to the eastern Atlantic, which is occupied by warmer waters from the subtropics. Accordingly, the highest increase in spring productivity is seen along the flow path of the warmed East Greenland Current and the Labrador Current. In addition, the reduced sea ice coverage enhances the wind driven cyclonic circulation, and so the southward flow of nutrient rich Arctic waters within the East Greenland Current is also strengthened (Figure 17).

4.5. Impact on the NW European Shelf Seas
The NW European shelf seas have two external sources for nutrients, that is, riverine loads, as well as exchange with the adjacent NE Atlantic. The southwestern part of the NW European shelf, that is, the Bay of Biscay, has a relatively broad connection to the open ocean, and so the strong nutrient reduction during winter and spring seen in the NE Atlantic translates well onto the shelf. In this case, due to the well-established connection between the shelf and the ocean, nutrient concentration on the shelf becomes sensitive to nutrient changes in the open ocean. In contrast to this, the northern part, that is, the North Sea, is a marginal sea, which is surrounded by central Europe, Great Britain, and Norway. Indeed the North Sea is by far less affected than the Bay of Biscay and the NE Atlantic (Figure 18). This is true for both the MPI-ESM and ROM. Accordingly, the changes in total productivity in the North Sea are fairly moderate (Figure 18).

Figure 18. Difference (2070–2099 minus 1976–2005) in vertically integrated primary production (mgC/m²/day).
This result is somewhat surprising. A previous study (Gröger et al., 2013), using the same ocean and biogeochemistry model but in a somewhat coarser spatial resolution and with prescribed atmospheric forcing taken from MPI-ESM CMIP 3 model (Roeckner et al., 2006) following the A1B scenario, found a very strong impact on North Sea primary production at the end of the 21st century. It was caused by reduced nutrient transports from the NE Atlantic (Gröger et al., 2013). We therefore compare our results in the following to the simulation of Gröger et al. (2013) to investigate what the differences to this study are related to. Figures 19c and 19d compare the diagnosed nutrient transports from the NE Atlantic over the shelf edge into the North Sea for the different scenarios and model setups. The transports simulated by the uncoupled setup without interactive air-sea fluxes have comparably low variability. In the second half of the 21st century, on-shelf transports strongly decline by up to 50% at the end of the simulation, which causes a dramatic reduction in primary production (Figure 19a, red curve). Further analysis has shown that the reduced nutrient transports were not due to decreased water volume transport but, in fact, water masses entering the North Sea were depleted with nutrients due to stronger stratification and reduced winter mixing in the adjacent NE Atlantic (see Gröger et al., 2013, for details). We here argue that the use of an ocean-only model without interactive coupling to an atmosphere model is the main reason for the differences.

All the coupled simulations used here show an almost twice as high nutrient transport into the North Sea (mainly due to higher volume transports). They also exhibit higher variability compared to the uncoupled setup, independently from the considered warming scenario (A1B, RCP4.5, and RCP8.5; Figures 19c and 19d, black curves). The enhanced variability of the coupled runs is likewise seen in the SSTs in the NA, as well as in the North Sea (not shown). It is a well-known phenomenon that interactive air-sea coupling increases SST variability by reducing air-sea heat fluxes. This has been termed “reduced thermal damping effect” (Bhatt et al., 1998); that is, as the atmosphere is enabled to adapt to SST anomalies, air-sea heat fluxes are decreased, and so the damping of SST anomalies reduces as well. As the temperature of halocline waters will certainly affect the stratification and, thus, upward mixing of nutrient rich waters from depth, this will also influence the lateral nutrient transport in the upper layers.

There is a slight decreasing trend throughout the 21st century, but this trend is by far lower than the internal variability, and so the nutrient input to the North Sea remains on a high level. Accordingly, primary production in the North Sea is quite stable throughout the 21st century (Figure 19a, light blue, green, and dotted brown curves).

So the question arises: Why do the coupled high-resolution simulations only show a very slight reduction of production in the course of the 21st century although they display a similar strong stratification in the NE Atlantic like the uncoupled simulation does (Figure 16b)? Gröger et al. (2013) found the region of the northeastern Rockall Trough important for the nutrient transport into the North Sea. This region is located upstream for waters either passing the North Sea to the north or entering it west of Scotland through the straits of Faire Isle and Pentland Firth. In our scenario RCP8.5 the mixed-layer thickness decreases from about 950–900 m to around 600–700 m whereas in the uncoupled A1B scenarios, it decreases from around 750 m to below 350 m. From this, one would already expect a substantially lower impact on nutrient
ports to the NW European shelf has been recently found in longer warming of the A1B scenario. Such a threshold for the shoaling MLD in the NA and lowered nutrient transports to the NW European shelf has been recently found in longer-term climate simulations (>100 years; Mathis et al., 2019). Unfortunately, with the available simulations, we cannot ultimately investigate the different sensitivity of the MLD in the two setups.

We have compared the 10 m wind field of the coupled setup with the 10 m wind field used to force the uncoupled model (not shown). Throughout the last 50 years of the 20th century, the regionalized winter winds were in most regions of the NE Atlantic stronger than those used to force the uncoupled version (in the Rockall Trough, by around 0.8 m/s on average). This might favor stronger wind-induced mixing in the ocean model. Higher wind speeds could result from a positive feedback loop, which actively operates only in the coupled model.

Winter storm events induce strong mixing in the water column, which brings warmer waters from depth to the surface. In turn, the warmer surface waters destabilize the very cold winter atmosphere, which feeds back positively on wind speeds and wind-induced mixing. In the uncoupled setup, the prescribed atmosphere does not see the increasing SSTs due to mixing, and so the positive feedback on wind velocity and vertical mixing is lacking. Of course, the prescribed winds in the uncoupled model were taken from the coupled CMIP3 climate model MPI-ESM (Roeknner et al., 2006). But the global model was run with a longer time step and a substantially lower spatial resolution, which tends to smooth the amplitude of wind velocity and, thus, of wind-induced mixing. The positive feedback loop is well known for the NA (e.g., Sura & Newman, 2008; Watanabe & Kimoto, 2000) and has also been described recently in a regional coupled ocean atmosphere model for the North Sea and Baltic Sea region (Gröger et al., 2015).

In addition to wind-induced mixing, tidal and internal-wave-induced mixing at the continental shelf edge, and at the topographic barrier built up by the Rockall Plateau, has an influence on the MLD. In the uncoupled version, the tidal amplitude was damped by the ocean’s model time step of 32 min compared to a time step of only 12 min in the coupled model.

Modeling of surface tides is very sensitive to spatial resolution and time step, but also, the quality of the tidal solution depends on the accuracy of the bathymetry (Stammer et al., 2014). This is more critical for internal tides with wavelengths 100–140 and 40–80 km for the first and second mode, respectively (Li et al., 2015). Surface and internal tidal dynamics are of paramount importance in coastal areas and on the shelf, including the shelf break. There, boundaries, topographic irregularities, and stratification contribute to generate a panoply of phenomena modifying the transport of properties through enhanced mixing and changes in mean circulation due to tidally induced residual currents (Izquierdo & Mikolajewicz, 2019). Although MPIOM does not simulate all the aspects of tidal dynamics, when enough spatial resolution is given, it is able to properly simulate the surface tide and the internal tide (Li et al., 2015; Müller et al., 2012) and their impact on mixing and residual circulation (Izquierdo & Mikolajewicz, 2019). Internal tides stand as an important mechanism for mixing and transport through the shelf break (e.g., Hall et al., 2011; Nash et al., 2004); therefore, any step improving their representation in climate models will have a positive impact on the modeling of marine biogeochemical cycles.

Many works predict, in the NW European shelf, a substantial decline of nutrient transports from the open ocean onto the shelf (Bopp et al., 2013; Gröger et al., 2013; Holt et al., 2012, 2018). For instance, Holt et al. (2012) used a global A1B scenario to drive a regional, high-resolution coupled ocean-biogeochemistry model and found a 20% reduction of on-shelf nutrient transport in the North Sea (a major basin on the NW European shelf). However, most of these studies were carried out by stand-alone ocean models only, which lack capability to realistically simulate the above-mentioned positive feedback loop. Due to this shortcoming, these studies may overestimate the vulnerability of nutrient transport to the NW European shelf.

Like primary production, also, the carbon uptake in the North Sea (Figure 19b) is not affected so much in the coupled model version. The reduction in the coupled simulations shows rather a smooth decline toward the end of the 21st century. This reflects at first order the local increases in water temperature, which decrease the solubility of carbon dioxide in seawater. As the biologically driven carbon uptake (mainly during the spring
bloom and warm season) remains fairly stable, no drastic changes during the second half of the century are seen.

5. Conclusions

In this work we have evaluated how far the consideration of a regionally coupled model system with higher resolution can provide a better representation of the regional climate and determine more robust climate change projections. The main conclusions are as follows:

1. The regionally coupled model ROM is able to reduce the biases of the GCM MPI-ESM compared to the reanalysis. In particular, ROM can reproduce features of the NA/European region, which are not present in the driving MPI-ESM. These differences are attributed to the higher ocean resolution, the regional coupling, and the better representation of key physical processes, leading to a better representation of the oceanic and atmospheric circulation at regional scales.

2. Regarding the climate change signal for the 21st century following the RCP4.5 and RCP8.5 scenarios, the projections for MPI-ESM and ROM show a large qualitative agreement. However, several crucial differences are identified at the regional scale. For example, ROM shows reduced SSTs in the SPG, which are not present in MPI-ESM, and a seasonally ice-free state is reached earlier in ROM (by 2055). This shows the importance of the higher resolution and the coupled system for determining the regional responses to global warming trends.

3. The coupled ROM provides several advantages in terms of the biogeochemistry on the NW European shelf compared to the MPI-ESM model. These improvements combine the avoidance of imperfect lateral boundary formulations (compared to limited area models) and permit of high resolution typical for regional models due to the unstructured grid. In terms of the climate change signal, ROM simulates a stronger widespread decline in winter nutrient concentration in the NA compared to the MPI-ESM. Differences are identified also for other features; for example, the phytoplankton spring bloom in the North-Western Atlantic sets in earlier and in the Arctic, and the yearly primary production additionally is enhanced in the late 21st century.

The better representation of the regional climate under recent climate conditions with ROM is associated primarily with the coupling at high resolution, a better resolved orography and bathymetry, a relatively independent large-scale circulation, and to the integration of ocean tides (which is not implemented in MPI-ESM). These new elements are very relevant in shaping the simulated present-time regional climate by ROM, showing important differences with respect to MPI-ESM. ROM generally corrects the global model deviations in the atmospheric fields, especially over land, presenting a more realistic JJA atmospheric circulation, together with an overall colder air temperature and reduced precipitation biases over Europe. In the ocean, high resolution leads to a substantial reduction of the biases of SST and SSS in the NA, partially correcting the reduced meridional SST gradient in the northern NA present in MPI-ESM, although it changes the strong warm bias to a cold bias. The improved SSTs lead to a better simulation of the storm track location and blocking frequencies over the East Atlantic and Europe and the Arctic sea ice cover.

The above-mentioned improvements are also relevant to the simulated climate change signal, leading to a modification of the climate projected by MPI-ESM. For T2M, the climate change signal is weaker in RCP4.5 than in RCP8.5 for both ROM and MPI-ESM, and the stronger warming in RCP8.5 enhances the hydrological cycle over Eastern Europe up to 20–50%. The regionally coupled model reduces the amplitude of the warming substantially, with differences of about 1°C (in the order of 25%) in the projected warming of several parts of the domain. Many of these areas correspond to locations with complex orography, thus reflecting the influence of the high resolution on T2M. Over land, the pattern of precipitation change is similar in both models, with increases over North Europe in winter and drier conditions in summer across Europe south of 55°N. The enhanced resolution of ROM reveals features undetected by MPI-ESM, such as the drier conditions along the northern shores of Iberia. The RCP8.5 scenario leads to stronger changes in precipitation, with a pattern consistent with the reduced blocking frequency.

Regarding SST, both MPI-ESM and ROM project a general warming, which is larger in the Gulf Stream region, particularly in RCP8.5. Under RCP4.5, ROM modifies significantly the SST warming pattern shown by MPI-ESM. The most remarkable difference is found for the SPG, where ROM is up to 3 K colder, indicating a local convection collapse (Sgubin et al., 2017). This SST change pattern (cooling at SPG and warming in
the Gulf Stream region) is a fingerprint of an AMOC slowdown (Caesar et al., 2018). Also, due to a larger general warming in RCP8.5, the surface cooling simulated by ROM in the SPG almost vanishes and is replaced by a meridionally stretched area of nearly unchanged SST.

SSS changes for both MPI‐ESM and ROM display similar spatial patterns under both RCP4.5 and RCP8.5 scenarios, but with more marked increases/decreases in ROM. This is particularly evident over the SPG and in the Eastern NA. The different SPG response in MPI‐ESM and ROM indicates the importance of a higher ocean resolution and regional coupling for properly representing local details, which may be decisive for representing regional responses to the global warming trend. Regarding the sea‐ice conditions by the end of the century, ROM shows a SIT pattern similar to that from MPI‐ESM under RCP4.5 scenario, but with a southward extension of the ice cover. Both models never reach the state with seasonally ice‐free Arctic Ocean in this scenario: the differences become important for RCP8.5, where the ROM sea ice is clearly thinner and reaches a seasonally ice‐free state well before MPI‐ESM, namely, by the year 2055.

The changes in biogeochemistry are marked by a strong reduction in surface nutrient concentrations by up to 35% at the end of the 21st century. They are linked to lower vertical mixing and, accordingly, to lower transport of nutrient‐rich deep waters into the euphotic zone. These changes are much more pronounced in ROM compared to MPI‐ESM, especially in the western NA and the Labrador Sea, where surface water freshens substantially. Variations in the yearly integrated primary production are rather low but feature strong changes in seasonality. In the western NA, the southward flowing cold and nutrient rich waters in the East Greenland Current are warmed much earlier in the year and cause the spring bloom likewise to occur earlier. In the Arctic, the retreating sea ice cover improves light conditions and leads to stronger productivity during summer. This effect is more pronounced in ROM than in MPI‐ESM.

The strong lowering of nutrient transports (up to ~50%) from the northeast Atlantic to the NW European shelf detected in previous works is less pronounced in the present study. The most likely explanation for this fact is the different approach of Gröger et al. (2013), who applied an ocean‐only model directly forced by GCM output. Wind velocities over the NA were lower and thus probably led to weaker wind‐induced mixing. In addition, the tidal dynamics representation was less accurate due to coarser resolution and the larger time step used. That setup made the model of Gröger et al. (2013) more sensitive to hydrographic changes, which tend to increase water column stability.

In summary, ROM introduces a benefit to the historical climate simulation due to the combination of both high‐resolution and ocean‐atmosphere coupling. Moreover, ROM has the ability to reduce some of the GCM biases in the representation of the present climate conditions. ROM also seems to be well suited for high‐resolution climate change studies, especially in regions where air‐sea coupling plays an important role. In particular, we find that the climate change signal across Europe is sensitive to the use of the regionally coupled model, with a general decrease in the projected warming. Over the ocean, the climate change signal in the NA is strongly affected by both the ocean and atmospheric high resolution. At these resolutions, air‐sea interactions exert a relevant influence in regions such as the Gulf Stream and the Labrador Sea. This confirms that ROM is a powerful model to estimate the regional impacts of climate change.
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Appendix A
A.1 Validation of the Atmospheric Fields
In this subsection, the simulation of the present climate of the NA in terms of the atmospheric variables is evaluated. Mean sea level pressure (MSLP) is generally a good indicator for a realistic simulation of the large‐scale circulation, as erroneous MSLP gradients induce an incorrect regional wind circulation (e.g., Hueging et al., 2013). This, in turn, influences the simulated precipitation and temperature fields and can also have a strong effect on ocean circulation. Figure A1 displays the MSLP fields for the boreal winter,
defined as December, January, and February (DJF), and summer, defined as June, July, and August (JJA). The values from ERA-Interim reanalysis (Dee et al., 2011) are used for comparison (Figures A1a and A1d). The MSLP biases in these simulations are similar to those found with ROM forced by MPIOM/ECHAM5 (Sein et al., 2015). For DJF, a high-pressure anomaly is present at higher latitudes, extending from Greenland to Northern Russia and with maximum in the Kara Sea. Further south, a low-pressure anomaly with a maximum over the British Isles extends from the Labrador Sea to the Black Sea. These MSLP biases arise primarily from the MPI-ESM simulation (Figures A1b and A1c), but their magnitudes are modified by REMO: For example, the DJF positive MSLP anomaly in ROM is moderated over the Kara Sea and exacerbated along the eastern coast of Greenland. The DJF negative (up to −5 hPa) anomaly over the British Isles and Central Europe, already present in MPI-ESM, is slightly strengthened (for about 1 hPa) in ROM (Figures A1b and A1c). While the anomalies for JJA are weaker, ROM shows a negative MSLP anomaly over northern Scandinavia and the Kara Sea that is not present in MPI-ESM (cf. Figures A1e and A1f). These changes of MSLP imply a reduction of the meridional MSLP gradient in DJF and an enhanced north-south pressure gradient over continental Europe in JJA, thus leading to considerable changes in the near-surface winds. Sein et al. (2015) found similar biases with ROM forced by MPIOM/ECHAM5, but the biases are generally weaker for both the MPI-ESM and ROM forced by MPI-ESM.

Atmospheric large-scale circulation biases are further analyzed in more detail with the help of the storm track variability and blocking frequencies for both summer and winter. The storm track variability is quantified as the standard deviation of 500 hPa geopotential for a time window from 2 to 8 days. This variable is a rough quantification of the combined intensities and frequencies of low-pressure and high-pressure systems and thus of synoptic activity (e.g., Hoskins & Valdes, 1990). As for this frequency window the variability is dominated by low-pressure centers, the storm track intensity is primarily a measure for cyclone activity. The blocking frequencies are computed from 500 hPa geopotential height fields for reference latitude of 60°N following the approach of Tibaldi and Molteni (1990). For areas where the ROM data are not available, the corresponding information from ECHAM6 is used for the computations. Therefore, the MPI-ESM and ROM statistics are very similar except for the longitudes corresponding to the coupled model domain.

Figure A1. Mean sea level pressure for the 1976–2005 period for DJF (upper row) and JJA (lower row). (a and d) ERA-Interim and the differences Model Minus ERA-Interim: (b and e) MPI-ESM (c and f) ROM forced by MPI-ESM.
Storm track variability for ROM (Figures A2c and A2f) is generally weaker than in ERA-interim (Figures A2a and A2d). Over Europe, the storm track is displaced to the south, which is consistent with the southward-displaced MSLP gradient. These biases can also be found in MPI-ESM (Figures A2b and A2e) and are common to other GCMs (e.g., Ulbrich et al., 2008; Zappa, Shaffrey, & Hodges, 2013). ROM tends to show increased cyclone activity over continental Europe compared to MPI-ESM. This introduces an improvement in some areas and seasons, as Eastern Europe in winter, or South Scandinavia in summer, and an overestimation in other cases, most noticeably over Eastern Europe during summertime.

Figure A2g shows the DJF blocking frequencies for ERA-Interim, ROM, and MPI-ESM as a function of longitude. The blocking frequencies for both ROM (blue curve) and MPI-ESM (red curve) are somewhat reduced over the study area (60°W to 60°E) compared to ERA-Interim (black curve). Although both models show significantly lower blocking frequencies for this area, which is a common deviation in coupled models (Masato et al., 2013), blocking biases are slightly improved in ROM. This is in line with the above-described MSLP anomalies. For summer, the modeled blocking frequencies are closer to ERA-Interim for the study area.
Figure A3. Mean 2-m air temperature for the 1976–2005 period for DJF (upper row) and JJA (lower row). ERA-Interim (a and d). The differences Model Minus ERA-Interim: MPI-ESM (b and e) and ROM forced by MPI-ESM (c and f).

Figure A4. Mean precipitation obtained over land from WDF (Weedon et al., 2011) and over sea from HOAPS (Andersson et al., 2010) for the 1976–2005 period for DJF (a) and JJA (d). The differences Model Minus WFD/HOAPS: MPI-ESM (b and e) and ROM forced by MPI-ESM (c and f). Missing HOAPS data are colored with gray. Positive biases are indicated in blue and negative in red.
Generally, MPI-ESM underestimates the frequency of blocking, while ROM partially compensates for the strong negative bias in MPI-ESM. In both cases, these results are in line with the above-described MSLP and winter storm track changes.

The biases in the simulated large-scale circulation described above have implications for regional climate, in particular for the near-surface (2 m) temperature (T2M). The DJF and JJA T2M biases with respect to ERA-Interim for both ROM and MPI-ESM are shown in Figure 4. The spatial patterns of these biases show strong differences: Generally, ROM simulates better the near-surface temperature in Central and Southern Europe, whereas MPI-ESM shows lesser T2M biases over northeastern Europe.

In winter, ROM shows significantly colder deviations than MPI-ESM (compare Figures A3b and A3c). The departures are typically below 3 K and lie over most of the coupled domain, and over Central and Southern Europe, within 2 K, except for the Alpine region and an area between the Caspian and the Black Sea. The stronger negative biases extend from Scandinavia into Russia (Figure A3c compared to Figure A3b), over areas likely snow covered in winter, possibly pointing to the need of improvements in the representation of land-atmosphere exchanges in the region. The T2M east of Greenland, from Iceland to Svalbard, and over the Barents Sea is strongly reduced, reversing the MPI-ESM warm bias over the Barents and Kara Seas area as well as east of Greenland over the ocean. The biases over Eastern Greenland are consistent with corresponding SIT biases (see section A.2 and Figure A7).

In summer, both ROM and MPI-ESM exhibit mostly cold biases over the domain (Figures A3e and A3f). This can be explained by the stronger north-south pressure gradient (Figures A1e and A1f), and the associated
anomalous westerly flow and stronger maritime influence, and by the reduced blocking frequencies over Eastern Europe, particularly for MPI-ESM (Figure A2h), provided that summer blocking events typically enhance T2M. In the case of ROM, the relatively high cyclone activity in summer over Eastern Europe (Figure A3f vs. Figure A3d) might play a role toward the cold bias in the area. The different sign of the bias over the northeastern NA is noteworthy: Values are slightly positive for MPI-ESM and of an opposite sign for

Figure A6. Mean (1976–2005) SSS difference. MPI-ESM (a) and ROM (b). Model WOA09 climatology.

Figure A7. Mean (1976–2005) sea ice thickness.
ROM, which possibly arises from modifications in the ocean circulation due to the higher ocean model resolution. ROM shows stronger air and water temperature biases than MPI-ESM in the GIN seas, particularly in the East Greenland Current. This can be associated with the broader SIE in ROM. Differences over land, especially in mountainous regions, can be partially attributed to differences in topography resolution.

The simulated mean boreal winter and summer precipitation biases are shown in Figure A4. The global and the regional models show quite different behavior. ROM clearly shows better results in most of the common domain (except near the boundaries). The improvement of the precipitation biases by the regional model are clear over continental Europe, especially in regions with complex orography, whereas the improvement is less obvious over Greenland. Over the ocean, no clear improvements can be identified, except for the Labrador Sea.

A.2 Validation of the Ocean and Sea Ice Fields

In general, the simulated SST and SSS biases shown in Figures A5 and A6 for MPI-ESM and ROM are very similar to those obtained by Sein et al. (2015) for ECHAM5/MIPO and ROM forced by ECHAM5, respectively. MPI-ESM SST presents a reduced meridional gradient in the northern NA compared to WOA09 climatology (Locarnini et al., 2010), with a strong positive bias to the north of the subpolar front and a strong negative bias to the south. This bipolar structure is somehow corrected in ROM, although it retains a strong cold bias between 40° and 60°W (Figure 6b) corresponding to a shift in the NA current (Sein et al., 2015). In the GIN seas the strong warm bias present in MPI-ESM corresponds to a cold bias in ROM. This difference is attributable to the change in ocean model resolution (Sein et al., 2015).

The SST anomalies over the NA have a strong influence on the large-scale atmospheric circulation, as the storm track location tends to be collocated with the areas of stronger meridional SST gradients due to the local maximum of low-level baroclinicity. The different blocking frequencies (see Figure A2) and the more extensive sea ice cover east of Greenland (Figure A7) could also be partially associated with these differences.

Compared to the WOA09 climatology (Antonov et al., 2010), MPI-ESM presents a strong fresh bias in SSS corresponding to the cold anomaly in SST (Figure A6a) and extending eastward to the European shelf. To the north, however, the SSS bias is very small. ROM shows almost no SSS bias in the NA, being only slightly saltier in the SPG area. In both cases SSS biases are much smaller than those obtained by Sein et al. (2015), which is probably caused by the stronger salinity surface restoring. Compared to simulations done in Sein et al. (2015), we increased the restoring constant. In terms of time, instead of 6 months, 3 months were used, which is still large enough compared to most stand-alone global ocean models.

The restoring was done as described in the following. First, one historical simulation (1920–2005) was done using salinity relaxation. Then, we obtained the climatological (1970–2000) virtual freshwater flux needed for this kind of restoring and used it for further simulations, but in the coupled area only. In general, we used two types of salinity restoring. In the coupled area, a monthly mean climatological freshwater flux correction was applied, whereas for the uncoupled ocean, we used salinity restoring in its traditional “stand-alone ocean” form, that is, relaxation to the Polar Science Center Hydrographic Climatology (PHC) (Steele et al., 2001) for the historical run. In the scenario simulations, the relaxation to PHC plus monthly-mean salinity anomalies obtained from MPI-ESM was used for the uncoupled ocean. In the coupled area, the restoring remained unchanged, that is, as a constant climatological flux correction. Additionally, salinity restoring (flux correction) was completely switched off under sea ice and in the North and Baltic seas. To avoid unrealistically strong restoring toward too high salinities in river mouths, restoring was switched off in regions where surface salinity was less than 28 by applying a smooth transition coefficient changing from 0 (S < 28) to 1 (S > 30) (see detailed description in Marsland et al., 2002, and Sein et al., 2015).

Figure A7 shows the spatial distribution of the SIT in MPI-ESM and ROM historical simulations as well as SIT fields from the PIOMAS. The latter is a reanalysis of the SIT and, due to the lack of any reliable long term climatology, is used here as a relatively good approximation of the real-world SIT distribution (J. Zhang & Rothrock, 2003). Differences in SIT mean distribution between MPI-ESM and ROM, especially noticeable in September, might be partly explained by the fact that the boundary of the ROM model domain splits the Arctic Ocean in two halves approximately across the Lomonosov ridge (Figure 1). In September ROM produces thicker...
ice in the Eurasian Basin of the Arctic Ocean compared to MPI-ESM, while in March ROM also has notably more sea ice along the Greenland shore and in the Barents Sea. Both MPI-ESM and ROM have on average thinner ice compared to PIOMAS reanalysis, especially to the north of the Canadian Archipelago. However, spatial distribution of March SIT over the central Arctic is slightly better in ROM with SIT more gradually decreasing toward the central part of the Arctic Ocean.

A.3 Validation of the Ocean Biogeochemistry

We here compare surface phosphate concentrations of the historical run with corresponding fields from the MPI-ESM historical run and observations from the World Ocean Atlas (Garcia et al., 2009). During winter a deep mixed layer and low productivity maintain overall high nutrient concentrations in the northern NA (Figure A8a). A steep gradient builds up around 40°N, as nutrient depleted surface waters from subtropical regions meet nutrient-rich water masses from the north, where nutrient consumption due to biological productivity remains low. These features are only insufficiently represented in MPI-ESM. Nutrient concentrations are, by far, too low in the entire NA (Figure A8b), and the pronounced north-south nutrient gradients around 40°N are not well reproduced. In contrast, these characteristics are much better represented in ROM although the transition between nutrient-rich northern waters and nutrient depleted

Figure A8. Mean (1976–2005) dissolved phosphate concentrations (mmol/m$^3$). WOA refers to the observational climatology from the World Ocean Atlas (Garcia et al., 2009).

Figure A9. Air-sea carbon fluxes (10$^{-9}$ kg m$^{-2}$ s$^{-1}$). The observational data set OBS refers to Landschützer et al. (2017).
subtropical waters are a bit too far south. Both MPI-ESM and ROM overestimate nutrient concentrations at the NW edge of Africa. This is probably due to an overestimation of coastal upwelling there.

In summer, when biological productivity takes place and the mixed layer is shallower, most areas in the NA show reduced nutrient concentrations or are even nutrient depleted (Figure A8d). In MPI-ESM this nutrient reduction is strongly overestimated, while it is slightly underestimated in ROM. However, there are some local spots where high concentrations are seen, such as along the western margin of the Labrador Sea and at the southern tip of Greenland. These features are nearly completely absent in MPI-ESM, but they are clearly seen in ROM, although the spot south of Greenland extends too far east.

A.3.1 Carbon Fluxes

Figure A9 compares the winter air-sea carbon fluxes from the historical runs with MPI-ESM and ROM with an observation-based data set from Landschützer et al. (2017). During winter time, low water temperatures and a deepened mixed layer stimulate intense carbon uptake in the Nordic Seas. In the NA, a characteristic pattern with higher uptake east of northern Greenland and in a wide zone between ~35° to 45°N is observed (Figure A9a). In between, west of southern Greenland, carbon is transferred to the atmosphere. Although far from being perfect, ROM can substantially improve the spatial pattern of air-sea carbon fluxes compared to MPI-ESM. Especially, the area with carbon outgassing west of south Greenland is completely lacking in MPI-ESM. This feature is clearly seen in ROM, though it is a bit too far to the south and extends too far to the east. A spatial correlation between the modeled fluxes and the observational data set yields moderate correlation with ROM ($r = 0.50225$), but no correlation with MPI-ESM ($r = 0.002343$). Thus, also, the carbon flux pattern benefits from regionalization with ROM. This is important, as the NA has been found to act as a major sink for the uptake of anthropogenic carbon dioxide (Sabine et al., 2004). Also here, in ROM and MPI-ESM, the NW edge of Africa shows too high carbon fluxes out of the ocean. This further points to an overall too strong upwelling in this area, which brings carbon (and nutrient) rich water masses to the surface.
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