Organizing symmetry-protected topological phases by layering and symmetry reduction: a minimalist perspective
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It is demonstrated that fermionic/bosonic symmetry-protected topological (SPT) phases across different dimensions and symmetry classes can be organized using geometric constructions that increase dimensions and symmetry-reduction maps that change symmetry groups. Specifically, it is shown that the interacting classifications of SPT phases with and without glide symmetry fit into a short exact sequence, so that the classification with glide is constrained to be a direct sum of cyclic groups of order 2 or 4. Applied to fermionic SPT phases in the Wigner-Dyson class AII, this implies that the complete interacting classification in the presence of glide is $\mathbb{Z}_4 \oplus \mathbb{Z}_4 \oplus \mathbb{Z}_2$ in 3 dimensions. In particular, the hourglass-fermion phase recently realized in the band insulator KHgSb must be robust to interactions. Generalizations to spatiotemporal glide symmetries are discussed.

I. INTRODUCTION

The recent intercourse between band theory, crystalline symmetries, and topology has been highly fruitful in both theoretical and experimental laboratories. The recent experimental discovery [1] of hourglass-fermion surface states in the material class KHgSb [2, 3] heralds a new class of topological insulators (TIs) protected by glide symmetry [4–11] – a reflection composed with a translation by half the lattice period. Despite the manifold successes of band theory, electrons are fundamentally interacting. To what extent are topological phases predicted from band theory robust to interactions?

In this work, we demonstrate that the question of (a) robustness to interactions is intimately linked to two other seemingly unrelated questions: (b) how glide-symmetric topological phases can be constructed by layering lower-dimensional topological phases, and (c) in what ways can the classification of topological phases be altered by the inclusion of glide symmetry.

In fact, question (c) is very close in spirit to the types of questions asked in a symmetry-based classification of solids: how many ways are there to combine discrete translational symmetry with rotations and/or reflections to form a space group – the full symmetries of a crystalline solid? This has been recognized as a group extension problem, and its solution through group cohomology has led to the classification of 230 space groups of 3D solids [12]. Here, we are proposing that the same mathematical structure ties together (a-c). More precisely, we are proposing a short exact sequence of abelian groups, which classify gapped, interacting phases of matter, also known as symmetry-protected topological (SPT) phases [13, 14], that carries the information of (a-c).

In the symmetry class of hourglass fermions, i.e., spin-orbit-coupled solids with charge-conservation [$U(1)$], time-reversal ($\mathcal{T}$, with $\mathcal{T}^2 = -1$ on single fermions), and glide symmetries [15], there is a pair of consecutive maps between abelian groups classifying TIs in two and three dimensions,

$$\mathbb{Z}_2 \xrightarrow{\times 2} \mathbb{Z}_4 \xrightarrow{\text{mod} 2} \mathbb{Z}_2,$$

that can be viewed as a non-interacting analog of our short exact sequence. The nontrivial element of the first $\mathbb{Z}_2$, which distinguishes the two phases of 2D TIs that respect $\mathcal{T}$ and $U(1)$, can be realized by a 2D quantum spin Hall (QSH) system [16, 17]. By placing decoupled copies of a QSH system on all planes of constant $x \in \mathbb{Z}$, and its mirror image on all $x \in \mathbb{Z} + 1/2$ planes, one constructs a 3D system that respects the glide symmetry $(x, y, z) \mapsto (x + 1/2, -y, z)$. This “alternating-layer construction” (see Fig. 1) takes one from the first $\mathbb{Z}_2$ to $\mathbb{Z}_4$ – in particular the QSH phase to the hourglass fermion phase [7, 9] – where $\mathbb{Z}_4$ distinguishes the four phases of 3D TIs that respect glide in addition to $\mathcal{T}$ and $U(1)$ [7, 18].

By dropping the glide symmetry constraint, one can in turn view a 3D TI respecting glide, $\mathcal{T}$, and $U(1)$ as an element of the second $\mathbb{Z}_2$, which is the strong classifica-
tion of 3D TIs respecting $\mathcal{T}$ and $U(1)$ but not necessarily glide [19–21]. In this “symmetry-forgetting” process, certain distinct classes in the $\mathbb{Z}_4 = \{0, 1, 2, 3\}$ classification are identified: classes 0 and 2 (resp. 1 and 3) can be connected to each other if glide symmetry is not enforced. This gives the second, “glide-forgetting” map between $\mathbb{Z}_4$ and $\mathbb{Z}_2$ in Eq. (1). We stress that glide forgetting only conceptually expands the space of allowed Hamiltonians by letting go of the glide constraint, and does not involve an immediate, actual perturbation to a particular system that is under consideration.

Our short exact sequence of abelian groups classifying SPT phases works in essentially the same manner as Eq. (1) but with the non-interacting classification replaced by the classification of bosonic or fermionic SPT phases. In its full generality, the sequence applies to all symmetries $G$, including those that are represented [22, 23] antunitarily, and all dimensions $d$, where the analog of glide is

$$(x_1, x_2, x_3, \ldots, x_d) \mapsto (x_1 + 1/2, -x_2, x_3, \ldots, x_d).$$

Writing $Z$ for the symmetry generated by Eq. (2), the existence of the short exact sequence implies that all $d$-dimensional $Z \times G$-protected SPT phases must have order 1, 2, or 4 and that their classification must be a direct sum of $Z_4$’s and/or $Z_2$’s, where the order of an SPT phase is defined with respect to a “stacking” operator (imagine interlaying two systems without coupling them; see Fig. 1) [24] $+^G$ that makes the set of $d$-dimensional $G$-protected SPT phases into an abelian group. The short exact sequence also implies that, in general, not all $d$-dimensional $G$-protected SPT phases have glide-symmetric representatives and that a necessary and sufficient condition for such representatives to exist is for the given $G$-protected SPT phase to square to the trivial phase, where the square of an SPT phase $[a]$ is by definition $2[a] := [a] + [a]$. Note that this implication is non-obvious because certain $G$-protected SPT phases are known to be incompatible with certain symmetries outside the group $G$: e.g., a Chern insulator that conserves charge is not compatible with time reversal. From the perspective gained through our short exact sequence, it is then not surprising, in the symmetry class of the hourglass-fermion phase, that there exist four non-interacting 3D phases in the presence of glide and that the nontrivial 3D $\mathbb{Z}_2$ TI, which squares to the trivial phase, can be made glide-symmetric [3].

In fact, by combining our general result with the proposed complete classifications of 2D [25] and 3D [26] fermionic SPT phases in the Wigner-Dyson class AII, we can show that the complete classification of 3D fermionic SPT phases with an additional glide symmetry must be $\mathbb{Z}_4 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2$, such that the first summand can be identified with the $\mathbb{Z}_4$ in Eq. (1). We will do so in two steps. First, we will argue that the hourglass-fermion phase is robust to interactions using a corollary of the general result and known arguments [27, 28] for the robustness of QSH systems and 3D TIs without glide. Assuringly, the same conclusion was recently drawn in Ref. [29] through the construction of an anomalous surface topological order. Then, we will show that the exactness of the sequence

$$0 \to \mathbb{Z}_2 \to ? \to \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2 \to 0,$$

where 0 denotes the trivial group (also written $\mathbb{Z}_1$), is simply constraining enough that $\mathbb{Z}_4 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2$ is the unique solution that is compatible with the robustness of the hourglass-fermion phase.

We will derive our general result within a bare-bones, minimalist framework that one of us developed [30] based on Kitaev’s argument that the classification of SPT phases should carry the structure of a generalized cohomology theory [31–33]. The framework assumes minimally that SPT phases form abelian groups satisfying certain axioms, and applies to all existing non-dimension-specific proposals for the classification of SPT phases [31–38]. The axioms provide for the switching from one symmetry group to another and from one dimension to another, which makes the derivation of our short exact sequence possible. The results mentioned above are far from an exhaustive list of implications of the short exact sequence, which we will elaborate upon in this work.

This paper is organized as follows. In Sec. II, we will review the minimalist framework. In Sec. III, we will argue that the hourglass-fermion phase and its square roots are robust to interactions. In Sec. IV, we will deal with SPT phases with glide more systematically. We will give a more precise definition of SPT phases, derive our general result, and explore its implications. In Sec. V, we will break down the general result into individual statements and offer the physical intuition behind some of them. In Sec. VI, we will apply the general result to 3D fermionic SPT phases in Wigner-Dyson classes A and AII, where the complete classification with glide will be derived. In Sec. VII, we will do the same for bosonic SPT phases for a variety of symmetries. In Sec. VIII, we will discuss generalized, spatiotemporal glide symmetries, the difference between glide and pure translation, a 0-dimensional proof that time reversal gives the inverse of an SPT phase, and the consistency among the arguments for the robustness of various phases. We conclude in Sec. IX with a summary of our results and a tentative discussion of the potential existence of relations for other spatial symmetries (e.g. reflection) that may be derived from the Hypothesis.

II. THE MINIMALIST FRAMEWORK

Existing proposals for the classification of SPT phases fall roughly into two categories: those of a constructive nature [22, 31–35, 39–41], and those that postulate topological invariants [23, 36–38, 40, 42–46]. Let us understand this through two examples. The group cohomology proposal [34] for bosonic SPT phases is of a constructive nature, in that each group cocycle serves as the input to the construction of a concrete lattice model. It was
shown that two equivalent group cocycles give rise to lattice models belonging to the same bosonic SPT phase, so one can say that given any group cohomology class – that is an equivalence class of group cocycles – a concrete bosonic SPT phase can be constructed. In principle, this correspondence can be either incomplete (the construction does not produce all phases) or degenerate (distinct cohomology classes correspond to the same phase). The former is manifested by the existence of the 3D cohomology classes that are an equivalence class of group cocycles – a concrete bosonic SPT phase can be constructed. In principle, this correspondence can be either incomplete (the construction does not produce all phases) or degenerate (distinct cohomology classes correspond to the same phase). The former is manifested by the existence of the 3D $E_8$-phase [47–49], while the latter was suggested in Ref. [36] to occur in 6 (spatial) dimensions.

The Freed-Hopkins proposal [37, 38] is one that postulates topological invariants in that, given any physical system, say a lattice model, by suitably taking the long-distance limit, one expects to obtain a topological field theory of some kind, which can in turn be classified. A deformation of the physical system should not affect the resulting topological field theory, which can hence be thought of as a topological invariant. In principle, this topological invariant can be either incomplete (cannot resolve all distinct phases) or superfluous (not all values are physically realizable) [37, 38]. While long-distance limits are rarely explicitly taken, topological responses (e.g. Hall conductance) and derived topological invariants (e.g. ground-state degeneracy) can often be computed from the topological field theories themselves.

In contrast, the minimalist framework adopted in Ref. [30] is stripped of such constructive procedures and invariant- or response-computing protocols. It places the focus entirely on the formal classification: a function $h$ that takes a triple $(d, G, \phi)$ as the input and returns an abelian group as the output.

The minimalist framework we make about the function $h$ is that it satisfies the Eilenberg-Steenrod axioms for generalized cohomology with local coefficients [50–53]. We assume there is one such $h$ for bosonic SPT phases and one for fermionic SPT phases (the subtlety of fermion parity will be addressed in App. A), but we will omit such qualifiers as “bosonic” and “fermionic” since the discussion applies to both. The axioms endow each $h^d(BG, \phi)$ with the structure of an abelian group, and we demand that this matches the abelian group structure of SPT phases defined by stacking (see Fig. 1). The axioms also imply that homomorphism $f : (G_1, \phi_1) \to (G_2, \phi_2)$ will naturally give rise to maps $h^d(BG_2, \phi_2) \to h^d(BG_1, \phi_1)$, and we demand that these match the corresponding symmetry-forgetting maps in case $f$ is an inclusion of subgroup. This minimalist assumption, which we shall refer to as the Twisted Generalized Cohomology Hypothesis, is based on Kitaev’s argument that the classification of SPT phases should carry the structure of a generalized cohomology theory [31–33]. In particular, it was argued that $h^d(BG, \phi)$ can be written as the set of homotopy classes of $G$-equivariant maps from $BG$ to the space of $d$-dimensional short-range entangled states [31–33]. The fact that all existing non-dimension-specific proposals [31–38, 42] for the classification of SPT phases satisfy the Hypothesis further supports its validity [30].

The strategy that was adopted in Ref. [30] and will now be pursued is this: we will try to derive as many results as possible while assuming only the Twisted Generalized Cohomology Hypothesis. Fortunately, the axioms for generalized cohomology theories are substantial enough for this approach to be useful. While we may not get any classification directly this way, we can nevertheless reveal relations between classifications in different dimensions for different symmetries that may be otherwise nontrivial; by combining these relations with known results for certain symmetries in certain dimensions, we can then derive the classification for other symmetries in other dimensions that we are interested in. Thanks to the minimalism in our premise, the relations will not depend on any details that are specific to particular proposals for the classification of SPT phases.

A review of generalized cohomology theories and a more precise formulation of the Twisted Generalized Cohomology Hypothesis can be found in App. A.

III. ROBUSTNESS OF HOURGLASS FERMIONS TO INTERACTIONS

Let us apply generalized cohomology to 3D spin-orbit-coupled, time reversal-invariant TIs and their interacting analogues. Due to spin-orbit coupling, time reversal necessarily carries half integer-spin representation, i.e. it squares to $-1$ on single fermions. With the addition of glide symmetry, the two well-known classes of 3D TIs, which are distinguished by a $\mathbb{Z}_2$ index $\nu_0 \in \{0, 1\}$ [19–21, 54], subdivide into four classes distinguished by a $\mathbb{Z}_4$ invariant $\chi \in \{0, 1, 2, 3\}$ [7, 55]. Of the four classes, $\chi = 2$
corresponds to the hourglass fermion phase. We will call the other two nontrivial phases the “square roots” of the hourglass-fermion phase, since the $Z_4$ invariant adds under stacking and $1+1 \equiv 3+3 \equiv 2 \mod 4$. In this section we will argue

(i) that the square roots of the hourglass-fermion phase are robust to interactions, and

(ii) that the hourglass-fermion phase is robust to interactions.

Note that (ii) implies (i), for if the $\chi = 1$ or 3 phase was unstable to interactions, then so would two decoupled copies of itself, which represent the $\chi = 2$ phase. Nevertheless, we will dedicate a separate subsection to (i), which can be justified by an independent magneto-electric response argument, as a consistency check.

A. Robustness of the square roots of the hourglass-fermion phase

In this subsection, we argue that the square roots ($\chi = 1,3$) of the hourglass-fermion phase are robust to interactions. More precisely, we argue that they cannot be connected to the trivial phase ($\chi = 0$) by turning on interactions that preserve the many-body gap and the glide, $U(1)$, and $T$ symmetries.

We begin by noting that the $Z_4$ and $Z_2$ classifications with and without glide symmetry are related as

$$\chi \equiv \nu_0 \mod 2,$$  \hspace{1cm} (4) which is supported by the following heuristic argument [56]. Recall that $\nu_0$ counts the parity of the number of surface Dirac fermions [19–21, 54]. The glide symmetry assigns to each Dirac fermion a chirality according to its glide representation [compare Figs. 3(b) and (c)]. Unless symmetry is broken, we cannot [2] fully gap out surface states that carry two positively-chiral Dirac fermions [Fig. 3(d)]. However, two positively-chiral Dirac fermions can be deformed into two negatively-chiral fermions [Fig. 3(d)→(e)→(f)→(g)]. We thus expect four topologically distinct classes, which we distinguish by a $Z_4$ invariant $\chi$ that counts the number of chiral Dirac fermions mod 4. Since both $\chi$ and $\nu_0$ count the number of surface Dirac fermions, Eq. (4) follows. This argument was made with representatives of $\chi = \pm 1, \pm 2$ whose surface states are Dirac fermions situated at the Brillouin zone center (point 2 in Fig. 3); more generally, the surface states form a nontrivial connected graph over the bent line 0123 [2, 7]. This motivates a more general proof of Eq. (4), which we present in App. B.

The square roots of the hourglass-fermion phase have $Z_4$ invariant $\chi = 1,3$, so they must correspond to the $\nu_0 = 1$ phase by Eq. (4). As can be argued from the quantization of magneto-electric response [57, 58], which persists in the many-body case [28], the $\nu_0 = 1$ phase is robust to interactions in the sense that it cannot be connected to the trivial phase by turning on interactions that preserve the many-body gap and the $U(1)$ and $T$ symmetries. But we know that interactions that preserve glide in addition to $U(1)$ and $T$ are a subset of those that preserve $U(1)$ and $T$. If a system cannot be made trivial by turning on interactions that preserve $U(1)$ and $T$, then it surely cannot be made trivial by turning on interactions that simultaneously preserve glide, $U(1)$, and $T$, and our argument is complete.

While the minimalist framework did not enter the argument above, it will enter the argument for the robustness of the hourglass-fermion phase, which is a stronger claim and the subject of the next subsection.

B. Robustness of the hourglass-fermion phase

In this subsection, we argue that the hourglass-fermion phase ($\chi = 2$) is robust to interactions. More precisely, we argue that it cannot be connected to the trivial phase ($\chi = 0$) by turning on interactions that preserve the many-body gap and the glide, $U(1)$, and $T$ symmetries.

Let us represent the hourglass-fermion phase by a system obtained through the alternating-layer construction. More specifically, let us put copies of a QSH system on all planes of constant $x \in \mathbb{Z}$ and its image under $y \mapsto y \pm 1$. Without turning on inter-plane coupling. To see this represents the hourglass-fermion phase, we recall that a QSH system and its mirror image have identically dispersing 1-dimensional Dirac fermions on the edge. When layered together as described, we obtain two degenerate surface Dirac fermions that do not disperse as functions of $k_x$. This is illustrated in Fig. 3(h), where along the glide-symmetric line 23 we have a four-fold degeneracy originating from two degenerate Dirac points. Glide-symmetric interlayer coupling
can only perturb the surface band structure into a connected graph like in Fig. 3(i) [2], owing to a combination of the Kramers degeneracy and the monodromy [59] of the representation of glide. The resultant connected graph over 0123 has the same topology as the hourglass-fermion phase. Since the bulk gap is maintained throughout the perturbation, the unperturbed system must be in the hourglass-fermion phase. A tight-binding model that demonstrates the construction has been devised by Ezawa [9].

Next, let us recognize that the robustness of the hourglass-fermion phase to interactions is equivalent to its nontriviality as a 3D SPT phase protected by glide, $U(1)$, and $T$. A corollary to our general result to be presented in Sec. IV says that given any symmetry $G$, dimension $d$, and nontrivial ($d - 1$)-dimensional $G$-protected SPT phase $[a]$, the $d$-dimensional $\mathbb{Z} \times G$-protected SPT phase obtained from $[a]$ through the alternating-layer construction is trivial if and only if $[a]$ has a square root. Since the hourglass-fermion phase can be obtained from the QSH phase through the alternating-layer construction, its robustness to interactions now boils down to the absence of a square root of the QSH phase.

To support the last claim, we employ a many-body generalization [27, 60, 61] of the 2D $\mathbb{Z}_2$ topological invariant $\Delta \in \{0, 1\}$ in Wigner-Dyson class AII. Following the approach of Ref. [27], which is closely related to a preceding pumping formulation [62] that generalizes the well-known Laughlin argument [63], we define $\Delta$ to be the parity of the charge that is pumped toward a flux tube as half a quantum of spin flux is threaded. This charge is quantized to be integers even in the many-body case. Moreover, it adds under stacking: if two systems $a$ and $b$ are stacked, then the charge pumped in the stacked system $a + b$ must be a sum of the individual systems. Now it is obvious that not only is $[a]$ a phase with odd $\Delta$ nontrivial, but it also cannot have any square root. Since our general result will be manifest in Sec. VI B when we derive from it the complete classification of 3D SPT phases protected by glide, $U(1)$, and $T$, which contains $\mathbb{Z}_4$ as a subgroup.

**IV. GENERAL RELATIONS BETWEEN INTERACTING CLASSIFICATIONS**

From now on we will be dealing with an arbitrary symmetry $G$, and SPT phases protected by either $G$ or $G$ combined with a glide symmetry $T$. Since our general results apply to both fermionic and bosonic SPT phases, we will often omit such adjectives as “fermionic” and “bosonic,” with the understanding that $G$ denotes a full symmetry group, which contains fermion parity, in the fermionic case. The Wigner-Dyson class AII, to which hourglass fermions belong, corresponds to the fermionic case and a $G$ that is generated by charge conservation and a time reversal that squares to fermion parity – it is the unique non-split $U(1)$-extension of $\mathbb{Z}_2$ for the nontrivial action of $\mathbb{Z}_2$ on $U(1)$. We will present the main result of this section, a short exact sequence relating the classification of $G$- and $\mathbb{Z} \times G$-protected SPT phases, in Sec. IV B. We will then explore its implications and derive some useful corollaries in Sec. IV C. Before delving into the results, let us first clarify our terminology.

**A. Definition of SPT phases and weakness with respect to glide**

Following Refs. [30, 32, 36–38, 64, 65], we shall define $G$-protected SPT phases as $G$-symmetric phases that have “inverses,” in a sense we now make precise.

The key here is that, given any symmetry $G$ and dimension $d$, the stacking operation (see Fig. 1) induces a binary operation on the set of deformation classes of $d$-dimensional, $G$-symmetric, gapped, local quantum systems [66]. The binary operation has an identity, which is represented by any system with a trivial product ground state [14]. With respect to this identity, we can divide the deformation classes into those that have inverses and those that do not. We shall call the invertible ones $d$-dimensional $G$-protected SPT phases. Consequently, the set of $d$-dimensional $G$-protected SPT phases acquires an abelian group structure under stacking, and we shall denote this abelian group by $SPT^d(G)$, or $SPT^d(G, \phi)$ for completeness. If necessary, subscripts can be introduced to distinguish between bosonic and fermionic phases, as in $SPT^d_\mathbb{B}$ or $SPT^d_\mathbb{F}$.

It has been argued that a gapped, local quantum system with on-site symmetry $G$ represents a $G$-protected SPT phase if and only if it has a unique ground state on all manifolds, and that in the 2D case this amounts to the condition of no nontrivial quasiparticle excitations [32, 36–38, 64, 65]. Since this is true of $p + ip$ superconductors [67–69], integer quantum Hall systems, the Majorana chain [70], the $E_8$ model [25, 71–73], etc., such systems should be said to represent SPT phases in our definition. As demonstrated in Ref. [65] by a worm hole array argument, the inverse of an SPT phase protected by an on-site symmetry is given by its orientation-reversed version. That is, if $a$ is a system that represents an SPT phase $[a]$, then the orientation-reversed system $\bar{a}$ will represent the inverse SPT phase:

$$- [a] = [\bar{a}].$$

The situation with non-on-site symmetries is more involved: with glide, the orientation-reversed version of either square root of the hourglass fermion phase is itself rather than the inverse, for instance.

Another useful notion is that of “weakness with respect to glide.” Writing $\mathbb{Z}$ for a glide symmetry, we say a $\mathbb{Z} \times G$-protected SPT phase is weak with respect to glide if it
becomes trivial under the glide-forgetting map:

$$\beta' : \text{SPT}^d(\mathbb{Z} \times G) \to \text{SPT}^d(G).$$  \hspace{1cm} (6)

We shall denote the set of $d$-dimensional $\mathbb{Z} \times G$-protected SPT phases that are weak with respect to glide by $\text{wSPT}^d(\mathbb{Z} \times G)$, or $\text{wSPT}^d(\mathbb{Z} \times G, \phi)$ for completeness. It is precisely the kernel of $\beta'$

$$\text{wSPT}^d(\mathbb{Z} \times G) := \ker \beta',$$  \hspace{1cm} (7)

which is a subgroup of the abelian group of $d$-dimensional $\mathbb{Z} \times G$-protected SPT phases. Again, subscripts can be introduced to distinguish between bosonic and fermionic phases, as in $\text{wSPT}_{\phi}^d$ or $\text{wSPT}_f^d$, if necessary.

We note that there is a different, more traditional definition of SPT phases in terms of whether a system can be deformed to a trivial product state if no symmetry is respected [14]. SPT phases in the traditional sense form a subgroup of the SPT phases in the invertible sense. We have adopted the latter definition because certain SPT phases that are weak with respect to glide can be obtained through the alternating-layer construction only from SPT phases in the invertible sense and not from any SPT phases in the traditional sense; we will exemplify this claim by layering class-A Chern insulators in Sec. VI A.

### B. Short exact sequence of classifications

We now present the main result of the section, a short exact sequence that relates the classification of $d$-dimensional $\mathbb{Z} \times G$-protected SPT phases $\text{SPT}^d(\mathbb{Z} \times G)$, the classification of $d$-dimensional $G$-protected SPT phases $\text{SPT}^d(G)$, and the classification of $(d-1)$-dimensional $G$-protected SPT phases $\text{SPT}^{d-1}(G)$, where $G$ is arbitrary and $\mathbb{Z}$ is generated by a glide reflection.

Given any abelian group $A$, we write

$$2A := \{2a | a \in A\},$$

for the subgroup of $A$ of those elements that have square roots, and we write $A/2A$ for the quotient of $A$ by $2A$. For example, $\mathbb{Z}_n/2\mathbb{Z}_n = \mathbb{Z}_{\gcd(n,2)}$, where gcd stands for greatest common divisor; this even applies to $n = \infty$ if one defines $\gcd(\infty, 2) = 2$.

**Proposition 1 (Short exact sequence of classifications).** Assume the Twisted Generalized Cohomology Hypothesis. Let $d$ and $G$ be arbitrary and $\mathbb{Z}$ be generated by a glide reflection. There is a short exact sequence

$$0 \to \text{SPT}^{d-1}(G)/2\text{SPT}^{d-1}(G) \xrightarrow{\alpha} \text{SPT}^d(\mathbb{Z} \times G) \xrightarrow{\beta} \{[c] \in \text{SPT}^d(G) | 2[c] = 0\} \to 0,$$  \hspace{1cm} (9)

where $\beta$ is the glide-forgetting map [same as $\beta'$ in Eq. (6) but with restricted codomain].

**Proof.** See App. C. \qed

While the interpretation of $\beta$ in Proposition 1 is clear from the proof in App.C, the latter does not address the question as to what $\alpha$ means. Motivated by the discussions in Sec. VA, we shall posit that $\alpha$ is given by the alternating-layer construction introduced earlier (see Fig. 1). More precisely, the alternating-layer construction defines a map

$$\alpha' : \text{SPT}^{d-1}(G) \to \text{SPT}^d(\mathbb{Z} \times G),$$  \hspace{1cm} (10)

with domain the abelian group of $(d-1)$-dimensional $G$-protected SPT phases. By the physical argument in Fig. 4, we must have $\alpha'(a) = 0$ whenever there exists an $[a'] \in \text{SPT}^{d-1}(G)$ such that $[a] = [a'] + [a']$. This means $\alpha'$ can effectively be defined on the quotient $\text{SPT}^{d-1}(G)/2\text{SPT}^{d-1}(G)$, and we shall identify the induced map

$$\alpha : \text{SPT}^{d-1}(G)/2\text{SPT}^{d-1}(G) \to \text{SPT}^d(\mathbb{Z} \times G)$$  \hspace{1cm} (11)

as the $\alpha$ that appears in Proposition 1. This interpretation of $\alpha$ is further supported by the various examples in Sec. VI below and Ref. [29].

We will see in Sec. V that twice the glide reflection being orientation-preserving is closely related to the factors of 2 appearing in Proposition 1. The reader may have realized that $\text{SPT}^{d-1}(G)/2\text{SPT}^{d-1}(G)$ and $\{[c] \in \text{SPT}^d(G) | 2[c] = 0\}$ can be expressed using the extension and torsion functors, as $\text{Ext}^1(\mathbb{Z}_2, \text{SPT}^{d-1}(G))$ and $\text{Tor}_1(\mathbb{Z}_2, \text{SPT}^d(G))$, respectively, both of which are contravariant as they should be [30].

### C. Implications of the short exact sequence

Let us explore the implications of Proposition 1 and derive some useful corollaries from it.

First, the exactness of sequence (9) implies that $\text{im} \alpha = \ker \beta$ (this can be equivalently stated as $\text{im} \alpha' = \ker \beta'$ since, by definition, $\text{im} \alpha = \text{im} \alpha'$ and $\ker \beta = \ker \beta'$), which reproduces the result in Ref. [29] that

**Corollary 1.** A $\mathbb{Z} \times G$-protected SPT phase is weak with respect to glide if and only if it can be obtained through the alternating-layer construction.

Furthermore, since every element of an abelian group
Corollary 2. Case in all dimensions and for all symmetries work allows us to confirm their conjecture in the general not generalize to all dimensions. The minimalist framework used therein does not even have to act in an on-site fashion. We do not just those that are weak with respect to glide. We are concerned with all \( d \)-dimensional \( \mathbb{Z} \times G \)-protected SPT phases that are weak with respect to glide by classifying \((\mathbb{Z} \times G)\) protected SPT phases be obtained this way? In other words, are all \( d \)-dimensional \( G \)-protected SPT phases compatible with glide? Our result indicates that the answer is in general no. This is because the exactness of sequence (9) implies \( \beta \) is surjective, and inspecting the third term (from the left, excluding the initial 0) of sequence (9) one sees that

**Corollary 3 (Compatibility with glide).** A necessary and sufficient condition for a \( d \)-dimensional \( G \)-protected SPT phase to be compatible with glide is that it squares to the trivial phase.

In Corollary 2 we saw that the classification of \( d \)-dimensional \( \mathbb{Z} \times G \)-protected SPT phases that are weak with respect to glide can be obtained from the classification of \((d - 1)\)-dimensional \( G \)-protected SPT phases. We now demonstrate that the classification of all \( d \)-dimensional \( \mathbb{Z} \times G \)-protected SPT phases is severely constrained, if not completely determined, by the classification of \((d - 1)\)- and \( d \)-dimensional \( G \)-protected SPT phases. Indeed, we recognize that the task of determining the second term of a short exact sequence of abelian groups from the first and third terms is nothing but an abelian group extension problem. It is well-known that abelian group extensions \( 0 \to A \to B \to C \to 0 \) of \( C \) by \( A \) are classified, with respect to a suitable notion of equivalence, by the subgroup \( H^2_{\text{sym}}(C; A) \) of \( H^2(C; A) \) of symmetric group cohomology classes. To illustrate how \( A \) and \( C \) constrain \( B \), let us take \( A = C = \mathbb{Z}_2 \). In this case, \( H^2_{\text{sym}}(\mathbb{Z}_2; \mathbb{Z}_2) \cong \mathbb{Z}_2 \). The trivial and nontrivial elements of \( H^2_{\text{sym}}(\mathbb{Z}_2; \mathbb{Z}_2) \) correspond to \( B = \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) and \( \mathbb{Z}_4 \), respectively, which are the only solutions to the abelian group extension problem.

Inspecting (9), we note that its first and third terms are such that their nontrivial elements all have order 2. Consequently, all nontrivial elements of the second term must have order 2 or 4. More precisely, we have

**Corollary 4 (Quad-chotomy of phases).** Each \( \mathbb{Z} \times G \)-protected SPT phase is exactly one of the following:

(i) the unique trivial phase;

(ii) a nontrivial phase of order 2 that is weak with respect to glide;

(iii) a nontrivial phase of order 2 that is not weak with respect to glide;

(iv) a nontrivial phase of order 4 that is not weak with respect to glide per se but whose square is of type (ii).

**Proof.** See App. D.

In particular, this means that a nontrivial \( \mathbb{Z} \times G \)-protected SPT phase that is weak with respect to glide can sometimes have square roots, and that such square roots, if exist, are never weak with respect to glide. On the other hand, a nontrivial \( \mathbb{Z} \times G \)-protected SPT phase that is not weak with respect to glide can never have square roots. Without Proposition 1, these results would not have been obvious.
the fact that SPT phases form an abelian group, implies that \( SPT^d(Z \times G) \) can be written as a direct sum of \( \mathbb{Z}_4 \)'s and \( \mathbb{Z}_2 \)'s:

**Corollary 5 (Direct-sum decomposition).** There is a direct sum decomposition,

\[
SPT^d(Z \times G) \cong \left( \bigoplus_i \mathbb{Z}_4 \right) \oplus \left( \bigoplus_j \mathbb{Z}_2 \right).
\]

\( Z \times G \)-protected SPT phases that correspond to 1 or 3 of any \( \mathbb{Z}_4 = \{0, 1, 2, 3\} \) summand are never weak with respect to glide, whereas those that correspond to 2 in \( \mathbb{Z}_4 \) are always weak with respect to glide. The nontrivial element of a \( \mathbb{Z}_2 \) summand, on the other hand, may or may not be weak with respect to glide.

**V. PHYSICAL INTUITION BEHIND PROPOSITION 1**

Proposition 1 was derived mathematically from the Twisted Generalized Cohomology Hypothesis. Here we offer a complementary physical perspective. We will break down Proposition 1 into 6 individual statements and explain them physically where possible:

(i) \( \text{im } \alpha' \subset \ker \beta' \);

(ii) \( \text{im } \alpha' \supset \ker \beta' \);

(iii) \( \alpha \) is well-defined;

(iv) \( \alpha \) is injective;

(v) \( \text{im } \beta' \subset \{ [c] \in SPT^d(G) | 2[c] = 0 \} \);

(vi) \( \text{im } \beta' \supset \{ [c] \in SPT^d(G) | 2[c] = 0 \} \).

We will discuss (i) and (ii) in Sec. V A, (iii) and (iv) in Sec. V B, and (v) and (vi) in Sec. V C. Of the six statements, (i)(ii)(iii)(v)(vi) admit obvious physical explanation, whereas (iv) can be justified by physical examples. Although the proof of Proposition 1 was rigorous and the Twisted Generalized Cohomology Hypothesis can largely be justified on independent grounds, it is but reassuring that Proposition 1 is consistent with one’s physical intuition.

**A. Alternating-layer construction and triviality under glide forgetting**

Given our interpretation of \( \alpha' \) as the alternating-layer construction, \( \text{im } \alpha' \subset \ker \beta' \) amounts to saying that the alternating-layer construction always produces \( Z \times G \)-protected SPT phases that are weak with respect to glide. In other words, given a system \( a \) representing a \( (d-1) \)-dimensional \( G \)-protected SPT phase, the \( d \)-dimensional system obtained from \( a \) through the alternating-layer construction can always be trivialized when the glide symmetry constraint is relaxed. Indeed, given such a \( d \)-dimensional system, one can simply pair up neighboring layers and deform the pairs into trivial systems, as illustrated in Fig. 5.

The converse, \( \ker \beta' \subset \text{im } \alpha' \), says that all \( Z \times G \)-protected SPT phases that are weak with respect to glide can be obtained through the alternating-layer construction. That is, if a system \( b \) representing a \( (Z \times G) \)-protected SPT phase can be trivialized when the glide symmetry constraint is relaxed, then it can be deformed to a system obtained from the alternating-layer construction while preserving the glide symmetry. Indeed, an argument involving applying a symmetric, finite-depth quantum circuit to subregions of a glide-symmetric system has been devised in Ref. [29] to justify this claim, assuming the lattice period is large compared to the correlation length.

We can view the above as physically motivating our identification of \( \alpha' \) as the alternating-layer-construction map in the first place. We will soon be delighted to find out that this interpretation is consistent with the other statements as well.

**B. Square root in \((d-1)\) dimensions and triviality in \( d \) dimensions**

The well-definedness of \( \alpha \) says, given a \( (d-1) \)-dimensional \( G \)-protected SPT phase \([a]\), that the \( d \)-dimensional \( Z \times G \)-protected SPT phase obtained from it through the alternating-layer construction is trivial whenever \([a]\) has a square root. As mentioned in Sec. IV B, we can justify this claim using the physical argument in Fig. 4. Ref. [29] has also given an equivalent argument.

On the other hand, the injectivity of \( \alpha \) says that the \( d \)-dimensional \( Z \times G \)-protected SPT phase obtained from

![FIG. 5. Physical justification for the claim imα′ ⊂ ker β′, depicted for d = 2, (x, y) ↦ (x + 1/2, −y). Applying the alternating-layer construction to a gives a 2D system (upper-left panel). By coupling each x ∈ Z layer to the x + 1/2 layer (lower-left panel), one can deform the 2D system so as to have a ground state that is the tensor product of individual states supported on pairs of sites (lower-right panel) [74]. A blocking procedure then turns the latter into a tensor product of individual states supported on single sites (upper-right panel). All deformations can be chosen to preserve G and the gap.](image)
FIG. 6. Physical justification for the claim $\text{im} \beta' \subset \{ [c] \in SPT^d(G) | 2[c] = 0 \}$, depicted for $d = 2$, $(x, y) \mapsto (x + 1/2, -y)$.

[a] through the alternating-layer construction is nontrivial whenever [a] has no square root. Physically, this has been shown to be the case for a number of bosonic and fermionic systems for $d = 3$ using the $K$-matrix construction [29]. In general, one can attempt a construction of bulk invariants for the $d$-dimensional system in question, but a universal strategy that works for all $d$ seems lacking.

C. Compatibility with glide and $\mathbb{Z}_2$ torsion

Finally, let us argue that

$$\text{im} \beta' \subset \{ [c] \in SPT^d(G) | 2[c] = 0 \},$$

which amounts to saying that if a $G$-protected SPT phase has a glide-symmetric representative (i.e. is compatible with glide), then it must square to the trivial phase (i.e. belong to the $\mathbb{Z}_2$ torsion subgroup). In other words, given a system $b$ representing a $d$-dimensional $\mathbb{Z} \times G$-protected SPT phase, the stacked system $b + b$ can always be trivialized when the glide symmetry constraint is relaxed.

Let us begin by considering the stacked system $b + \bar{b}$, where $\bar{b}$ is the mirror image of $b$ under $y \mapsto -y$ [Fig. 6(a)]. When glide is relaxed, $\bar{b}$ serves as the inverse of $b$. This means one can deform $b + \bar{b}$ to a trivial product state [Fig. 6(b)]. Now we translate $\bar{b}$ by $1/2$ in the $x$-direction. Then the stacked system $b + (\text{translated } \bar{b})$ [Fig. 6(c)] can also be deformed to a tensor product state, or more precisely, a tensor product of individual states that are supported on diagonal pairs of sites [Fig. 6(d)] [74]. A redefinition of sites then turns the latter into a tensor product of individual states supported on single sites, that is, into a trivial product state [Fig. 6(f)] [75]. To see that $b + \bar{b}$ can be deformed to a trivial product state, we simply need to note that, being glide-symmetric, $b$ is the same as the translated $\bar{b}$.

The converse,

$$\{ [c] \in SPT^d(G) | 2[c] = 0 \} \subset \text{im} \beta',$$

says that if a $d$-dimensional $G$-protected SPT phase squares to the trivial phase, then it must have a glide-symmetric representative. As a quick argument for this, we appeal to the empirical beliefs that (a) an SPT phase that squares to the trivial phase has a reflection-symmetric representative, and that (b) any SPT has a translation-invariant representative [30], which are consistent with known examples. A case in point for (a) is the reflection-symmetric topological insulator Bi$_2$Se$_3$ ($\nu_0 = 1$ in class AIII); (b) is exemplified by all experimentally realized band topological insulators. Now, suppose (a) and (b) can be compatibly realized in the same system, with the reflection axis $(x_2 \mapsto -x_2)$ orthogonal to at least one translation direction $(x_1 \mapsto x_1 + 1/2)$. Composing the two transformations, we see that the system is also invariant under the glide symmetry $(x_1, x_2, \ldots) \mapsto (x_1 + 1/2, -x_2, \ldots)$.

An alternative argument which does not depend on the belief (a) above is this. Suppose a system $c$ represents a $G$-protected SPT phase $[c]$ that squares to the trivial phase. The condition $2[c] = 0$ is equivalent to the condition $[c] = [-c]$, or $[c] = [\bar{c}]$, where $\bar{c}$ is the orientation-reversed (say $x_2 \mapsto -x_2$) version of $c$. The last expression means that $c$ can be deformed to $\bar{c}$ without closing the gap or breaking the symmetry (see the upper panel of Fig. 7). Let $\hat{H}(\lambda)$ be a family of translation-invariant Hamiltonians parameterized by $\lambda \in [0, 1]$ that represents this deformation. Since $\lambda$ is a compact parameter ([0, 1] being closed and bounded), we expect the correlation length of $\hat{H}(\lambda)$ to be uniformly bounded by some finite $\xi$ [77]. Being translation-invariant, each $\hat{H}(\lambda)$ is a sum of the form

$$\hat{H}(\lambda) = \sum_\mathbf{x} \sum_i g_i(\lambda) \hat{O}_i^\mathbf{x},$$

where $\mathbf{x} = (x_1, x_2, \ldots)$ runs over all lattice points, the operators $\hat{O}_i^\mathbf{x}$ have compact supports (of radii $r_i$), $\hat{O}_i^\mathbf{x}$ denotes the operator $\hat{O}_i$ centered at $\mathbf{x}$, the coupling constants $g_i(\lambda)$ depend on $\lambda$, and $g_i(\lambda)$ decay exponentially with $r_i$. Now, we construct a new Hamiltonian $\hat{H}'$ that modulates spatially at a scale $L$ much larger than $\xi$. This can be achieved by letting $\lambda$ vary with one of the coordinates, say $x_1$; for instance, we can set

$$\lambda = \frac{x_1}{L/2}$$

for $x_1 \in [0, L/2]$. In the neighborhood of $x_1 = 0$ and $L/2$, the Hamiltonian $\hat{H}'$ will coincide with $\hat{H}(0)$ and $\hat{H}(1)$, re-
respectively. This defines \( \hat{H}' \) only in the strip \( x_1 \in [0, L/2] \), but since \( \hat{H}(1) \) is related to \( \hat{H}(0) \) by \( x_2 \mapsto -x_2 \), we can place the reversed strip on \( x_1 \in [L/2, L] \) and glue the two strips together. Iterating this process \textit{ad infinitum} to create a superlattice, we will arrive at a Hamiltonian \( \hat{H}' \) that is explicitly invariant under the glide transformation \((x_1, x_2, \ldots) \mapsto (x_1 + L/2, -x_2, \ldots)\); see the lower panel of Fig. 7. Due to the separation of scale \( L \gg \xi \), we expect \( \hat{H}' \) to be gapped. To see that \( \hat{H}' \) represents the SPT phase \( [c] \), we note that in the neighborhood of any \( x_1 \in [0, L/2] \) (resp. \([L/2, L]\)), there is some \( \lambda \) for which \( \hat{H}' \) is locally indistinguishable from \( \hat{H}(\lambda) \) (resp. its orientation-reversed version), which represents \([c]\).

An explicit formula for \( \hat{H}' \) can be given. Let \( \mathcal{M} \) be the operator that implements the orientation-reversal \( x_2 \mapsto -x_2 \). Then we can write

\[
\hat{H}' = \sum_{x_1} \hat{H}'_{x_1},
\]

where

\[
\hat{H}'_{x_1} = \sum_{x_2, x_3, \ldots} \sum_i g_i \left( \frac{x_1 - nL}{L/2} \right) \hat{O}_x^{i+1} \tag{19}
\]

for \( x_1 \in [nL, (n+1/2)L] \), and

\[
\hat{H}'_{x_1} = \sum_{x_2, x_3, \ldots} \sum_i g_i \left( \frac{x_1 - (n+1/2)L}{L/2} \right) \hat{M} \hat{O}_x \hat{M}^{-1} \tag{20}
\]

for \( x_1 \in [(n+1/2)L, (n+1)L] \). Here \( n \) takes values in the integers.

VI. APPLICATIONS TO FERMIONIC SPT PHASES IN CLASSES A AND AII

In this section, we will demonstrate that the predictions of Proposition 1 are consistent with existing literature on the classification of free-fermion phases and their robustness to interactions. More importantly, we will use Proposition 1 to deduce the putative complete classifications of fermionic SPT phases with glide from proposed complete classifications of fermionic SPT phases without glide. The latter is an abelian group extension problem, where knowing the first and third terms \( A \) and \( C \) of a short exact sequence of abelian groups,

\[
0 \to A \to ? \to C \to 0, \tag{21}
\]

one has to determine the second. For definiteness, we will first focus on \( d = 3 \) and \( G = U(1) \) (charge conservation only, Wigner-Dyson class A). Then, we will re-examine the symmetry class of the hourglass-fermion phase, where \( d = 3 \) and \( G \) is generated by \( U(1) \) and \( T \) where \( T \) squares to fermion parity (charge conservation and time reversal, Wigner-Dyson class AII).

FIG. 8. (a) Bottom: Brillouin 3-torus for a glide-symmetric crystal; top: Brillouin 2-torus corresponding to the glide-symmetric surface. (b–e) Surface states with a Mobius twist; a surface band in the even (odd) representation of glide is indicated by a solid (dashed) line. (b–e) are representatives of the same phase, i.e., they are connected by symmetric deformations of the Hamiltonian that preserve the bulk gap. In (b), the solid-dashed line indicates a doubly-degenerate band originating from the alternating-layer construction; this degeneracy may be split by generic perturbations, as illustrated in (c).

A. Wigner-Dyson class A

Let us set \( d = 3 \) and \( G = U(1) \), which corresponds to Wigner-Dyson class A. 2D free-fermion phases in this symmetry class are classified by the first Chern number \((C_1 \in \mathbb{Z})\), which is defined over the Brillouin torus \([78]\) but can be generalized to the interacting or disordered case by considering the torus of twisted boundary conditions instead \([79]\). Being robust to interactions and disorder and admitting no square root, a phase with odd Chern number represents a nontrivial element in the first term of sequence \((9)\). This phase may be layered in an alternating fashion to form a 3D phase respecting an additional glide symmetry \( \mathbb{Z} \).

The non-interacting, clean limit \([80]\) of the resultant 3D phase was independently studied in Refs. \([5]\) and \([6]\). The surface states have a characteristic connectivity over the surface Brillouin torus illustrated in Fig. 8; these surface states have been described as carrying a Möbius twist \([6]\), so we shall refer to this phase as the Möbius-twist phase. It was concluded in both references that the non-interacting classification (class A with glide, 3D) is \( \mathbb{Z}_2 \), and a topological invariant was proposed \((\kappa \in \{0, 1\})\) to distinguish the two phases.

That the Möbius-twist phase \((\kappa = 1)\) can be obtained from the alternating-layer construction as above is especially evident in the non-interacting limit, where we can utilize the connectivity of surface states as an argument, in conjunction with the bulk-boundary correspondence \([3]\). The following may be viewed as the class-A analog of the argument presented in Sec. III B for class AII. Let us begin with the \( C_1 = 1 \) phase with a single edge chiral mode; the mirror image of this Chern phase has \( C_1 = -1 \) and a single edge chiral mode with opposite velocity – an “anti-chiral” mode for short. When layered together in the \( x \)-direction with vanishing interlayer coupling, we
obtain a superposition of chiral and anti-chiral modes (in the shape of an X) that do not disperse with \(k_x\), as illustrated in Fig. 8(b). Note in particular the two-fold energy degeneracy along the glide-invariant line 1'1, which originates from the intersection of chiral and anti-chiral modes. If we perturb the system with a glide-symmetric interlayer coupling, the degenerate two-band subspace is bound to split into a connected graph (in the shape of a Möbius twist) over the glide-invariant line as in Fig. 8(c), owing to the monodromy [59] of the representation of glide. The topology of the graph over 1'100 then confirms that the system is characterized by \(\kappa = 1\).

One implication of our short exact sequence that goes beyond the aforementioned non-interacting works is that the 3D Möbius-twist phase (\(\kappa = 1\)) is robust to interactions. More precisely, it cannot be connected to the trivial phase (\(\kappa = 0\)) by turning on interactions that preserve the many-body gap and \(Z \times U(1)\) symmetry. Indeed, we can utilize the same corollary as quoted in Sec. III B and recognize that an insulator with odd Chern number ad-

An independent argument for the robustness of the Möbius-twist phase under \(Z \times U(1)\) may be obtained from the quantized magnetoelectric [28] bulk response. In this case, the quantization results from the glide symmetry, which maps the axion angle from \(\theta \rightarrow -\theta\) [81]. Since \(\theta\) is defined modulo 2\(\pi\) [58], it is fixed to 0 or \(\pi\), for \(\kappa = 0\) or 1, respectively. Another independent argument for the robustness is that the glide-symmetric surface of the Möbius-twist phase allows for an anomalous topological order of the T-Pfaffian type, which cannot exist in pure 2D glide-symmetric systems [29].

When glide is forgotten, the non-interacting 3D classification in class A is trivial (i.e. there is only one phase). Hence the Möbius-twist phase is weak with respect to glide. We may also argue for its weakness by noting that, without glide, there is no obstruction to coupling and trivializing adjacent layers with opposite \(C_1\). As a \(Z \times U(1)\)-protected SPT phase, the Möbius-twist phase has order 2 because two copies of itself have \(\kappa = 1+1 \equiv 0\). Thus the Möbius-twist phase falls into category (ii) of Corollary 4.

Let us now include interaction-enabled [82] fermionic SPT phases and demonstrate how the relation between classifications, as encapsulated in Proposition 1, can help us pin down the complete classification of 3D \(Z \times U(1)\)-protected fermionic SPT phases. It is believed, without glide, that the complete classifications of 2 and 3D \(U(1)\)-protected fermionic SPT phases are

\[
\text{SPT}_2^\infty (U(1)) \cong \mathbb{Z} \oplus \mathbb{Z},
\]

\[
\text{SPT}_3^\infty (U(1)) \cong \mathbb{Z},
\]

respectively, where the first \(\mathbb{Z}\) is generated by the \(C_1=1\) phase and the second \(\mathbb{Z}\) by the neutral \(E_8\) phase [25, 71–73]. Inserting these into the short exact sequence of Proposition 1, we obtain an abelian group extension problem:

\[
0 \rightarrow \mathbb{Z} \oplus \mathbb{Z} \rightarrow ? \rightarrow 0 \rightarrow 0.
\]

It is an elementary property of group extension that the group extension of the trivial group by any other group is unique. More generally, if \(A = 0\) or \(C = 0\) in a short exact sequence \(0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0\), then \(B \cong C\) or \(B \cong A\), respectively. Either way, we conclude that there is a unique solution to Eq. (24), and the complete classification of 3D \(Z \times U(1)\)-protected fermionic SPT phases is

\[
\text{SPT}_3^\infty (Z \times U(1)) \cong \mathbb{Z} \oplus \mathbb{Z},
\]

which is consistent with Corollaries 2 and 5. This result goes beyond the previous work Ref. [29] in that Ref. [29] only classified SPT phases that are weak with respect to glide. Our result indicates that, in this case, the “weak classification” is complete. In the next subsection, we will investigate a case where the weak classification is not complete. We will see that the complete classification can still be determined through our short exact sequence.

### B. Wigner-Dyson class AII

Let us set \(d = 3\) and \(G\) to be generated by \(U(1)\) and \(T\) where \(T\) squares to fermion parity, which corresponds to Wigner-Dyson class AII. As a group, \(G\) is the unique non-split \(U(1)\)-extension of \(Z_2\) for the non-trivial action of \(Z_2\) on \(U(1)\).

As mentioned in Sec. III, the free-fermion classification in this symmetry class is \(Z_2\) without glide and \(Z_4\) with glide. The hourglass-fermion phase has a \(Z_4\) index \(\chi = 2\) and \(3D\) \(Z_2\) index \(\nu_0 = 0\), so it represents a \(Z \times G\)-protected SPT phase that is weak with respect to glide. It is still a nontrivial SPT phase, though, by the discussion in Sec. III. We commented in Sec. IV B that all such SPT phases must have order two, which is indeed the case because two copies of the hourglass-fermion phase will have a \(Z_4\) index \(\chi = 2 + 2 \equiv 0 \mod 4\). On the other hand, both square roots of the hourglass-fermion phase have a \(3D\) \(Z_2\) index \(\chi = 4 \times 1\) or \(4 \times 3 \equiv 0 \mod 4\). We see that the hourglass-fermion phase and its square roots fall into categories (ii) and (iv) of Corollary 4, respectively.

Let us now include interaction-enabled [82] fermionic SPT phases and demonstrate how, even though the classification without glide is nontrivial in both 2 and 3D, we can still deduce the complete 3D classification with glide using Proposition 1. It has been proposed that the complete classifications of 2D [25] and 3D [26] \(G\)-protected
fermionic SPT phases, for the $G$ specified at the beginning of this subsection, are

$$SPT^2_f(G) \cong \mathbb{Z}_2,$$

$$SPT^3_f(G) \cong \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2,$$  \hspace{1cm} (26) \hspace{1cm} (27)

respectively, where the $\mathbb{Z}_2$ in 2D is generated by the QSH phase, and the three $\mathbb{Z}_2$’s in 3D are generated by a band insulator and two bosonic SPT phases, respectively. Inserting these into the short exact sequence in Proposition 1, we are led to the abelian group extension problem

$$0 \to \mathbb{Z}_2 \to \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2 \to 0.$$  \hspace{1cm} (28)

The solution to this problem is not unique, as is evident from $H^2_{\text{sym}}(\mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2; \mathbb{Z}_2) \cong \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2$. However, we know that the hourglass-fermion phase and its square roots are robust to interactions. We claim that, with this additional piece of information, a unique solution can be found.

Indeed, Corollary 5 says that the unknown term must be a direct sum of $\mathbb{Z}_4$’s and/or $\mathbb{Z}_2$’s. We now show that there is exactly one $\mathbb{Z}_4$ and two $\mathbb{Z}_2$’s. By the remarks in Corollary 5, the only way for $\mathbb{Z} \times G$-protected SPT phases of type (iv) of Corollary 4 to arise is for there to be a $\mathbb{Z}_4$ summand. Since both square roots of the hourglass-fermion phase are of type (iv), there must be at least one $\mathbb{Z}_4$. On the other hand, each $\mathbb{Z}_4$ contains an SPT phase that is weak with respect to glide, which must arise from an independent non-trivial SPT phase in one lower dimensions through the alternating-layer construction. Since the classification in one lower dimensions is given by a single $\mathbb{Z}_2$, there can be at most one $\mathbb{Z}_4$ in the second term of Eq. (28). As a result, there is exactly one $\mathbb{Z}_4$. This $\mathbb{Z}_4$ maps onto one of the three $\mathbb{Z}_2$’s in the third term of Eq. (28). To make the map surjective as required by exactness, we need two additional $\mathbb{Z}_2$’s in the second term of Eq. (28), whose nontrivial elements are of type (iii) of Corollary 4.

In conclusion, the complete classification of 3D $\mathbb{Z} \times G$-protected fermionic SPT phases, for the $G$ specified at the beginning of this subsection, is

$$SPT^3_f(\mathbb{Z} \times G) \cong \mathbb{Z}_4 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2,$$  \hspace{1cm} (29)

where without loss of generality we can identify the nontrivial elements of $\mathbb{Z}_4$ with the hourglass-fermion phase and its square roots. This represents one key result of this work, which goes beyond the known classification of the subset of SPT phases that are weak with respect to glide [29]:

$$wSPT^3_f(\mathbb{Z} \times G) \cong \mathbb{Z}_2.$$  \hspace{1cm} (30)

We may anyway verify that this weak classification, together with Eq. (26), is consistent with Corollary 2. We remark that while we used such physical terms as “weak with respect to glide” in our argument above, we could have derived Eq. (29) purely mathematically, by combining an explicit classification of abelian group extensions of $\mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2$ by $\mathbb{Z}_2$ with the requirement that the extension contain an element of order 4.

VII. APPLICATIONS TO BOSONIC SPT PHASES

In Sec. VI, we exemplified how one can utilize Proposition 1 to deduce the classification of $(\mathbb{Z} \times G)$-protected fermionic SPT phases (with $G$ generated by glide) from proposed classifications of $G$-protected fermionic SPT phases in the literature. The problem of identifying the correct classification was reduced an abelian group extension problem, which required very little technical work in comparison to deriving the classification from scratch. In this section, we apply the same principle to bosonic SPT phases for a variety of symmetries.

The input, $SPT^0_b(G, \phi)$, of our computations will be given by a generalized cohomology theory $h_b$ that, in low dimensions, reads

$$h_b^1(BG, \phi) = H^2(BG; \mathbb{Z}, \phi),$$  \hspace{1cm} (31)

$$h_b^2(BG, \phi) = H^3(BG; \mathbb{Z}, \phi),$$  \hspace{1cm} (32)

$$h_b^3(BG, \phi) = H^4(BG; \mathbb{Z}, \phi) \oplus H^0(BG; \mathbb{Z}, \phi).$$  \hspace{1cm} (33)

$$h_b^4(BG, \phi) = H^5(BG; \mathbb{Z}, \phi) \oplus H^1(BG; \mathbb{Z}, \phi).$$  \hspace{1cm} (34)

These expressions can be derived using a scheme due to Kitaev from a presumed classification of SPT phases without symmetry. More specifically, we assume that bosonic $G$-protected SPT phases for trivial $G$ are classified by

$$SPT^{0,1,2,3}_b(0) \cong 0, \quad 0, \quad \mathbb{Z}, \quad 0,$$  \hspace{1cm} (35)

in 0, 1, 2, and 3 dimensions, respectively, where the $\mathbb{Z}$ in 2 dimensions is generated by the $E_8$ phase [25, 71–73]; this is consistent with the proposal reviewed in Ref. [89], which goes up to 6 dimensions. As pointed out by Kitaev [31–33], from the classification without symmetry one can reconstruct a not necessarily unique generalized cohomology theory $h$ which in turn will give one the classification for arbitrary symmetries. In the case of Eq. (35), the reconstruction turns out to be unique in low dimensions, giving Eqs. (31)-(34) [30].

The output of our computations will be $wSPT^d_b(\mathbb{Z} \times G, \phi)$ for $d \leq 4$ and $SPT^d_b(\mathbb{Z} \times G, \phi)$ for $d \leq 3$, where $G$ is generated by glide. These will be computed from $SPT^d_b(G, \phi)$ using the correspondence (12) and the short exact sequence (9), respectively. We have summarized the results in Table 1. As we can see, in most cases the short exact sequence (9) determines the classification of $d$-dimensional $(\mathbb{Z} \times G)$-protected bosonic SPT phases completely. The results for $wSPT^2_b(\mathbb{Z} \times G, \phi)$ are in agreement with Ref. [29].

VIII. DISCUSSIONS

A. Spatiotemporal glide symmetry

In this paper we have focused on spatial glide symmetry, but with the right definitions we expect the Twisted
TABLE I. Classification of bosonic SPT phases with glide reflection or translational symmetry. $SPT^G_d(G, \phi)$ is computed from the proposal \cite{31-34}, whence the next three rows are deduced using Eqs. \cite{12, 9, 37}, respectively. Abelian group extensions are in general not unique, accounting for the non-uniqueness of some entries, which we parenthesis. “Glide” and “transl.” indicate whether $Z$ is generated by a glide or a translation. $SPT^G_d(Z \times G, \phi)$ is left blank for both glide and translation because it requires $SPT^G_d(G, \phi)$ as an input, which we did not provide. The superscript $T$ in $Z^T_2$ indicates time reversal. In the last column, we give physical models corresponding to the generators of underlined summands, where “$E_8$” stands for the $E_8$ model \cite{25, 71-73}, “BIQH” for bosonic integer quantum Hall \cite{47, 83}, “3D $E_8$” for the 3D $E_8$ model \cite{47-49}, and “Haldane” for the Haldane chain \cite{81-88}.

| Bosonic, $(G, \phi) = 0$ | Spatial dimension $d$ | Comments |
|--------------------------|-----------------------|-----------|
| $SPT^G_d(G, \phi)$       | 0 0 0 0               | $E_8$     |
| w$SPT^G_d(Z \times G, \phi)$ | 0 0 0 0               | $E_8$     |
| $SPT^G_d(Z \times G, \phi)$, glide | 0 0 0 0               | $E_8$     |
| $SPT^G_d(Z \times G, \phi)$, transl. | 0 0 0 0               | $E_8$     |

| Bosonic, $(G, \phi) = U(1)$ | Spatial dimension $d$ | Comments |
|-----------------------------|-----------------------|-----------|
| $SPT^G_d(G, \phi)$          | 0 0 0 0               | BIQH, $E_8$ |
| w$SPT^G_d(Z \times G, \phi)$ | 0 $Z_2$ 0 0           | BIQH, $E_8$ |
| $SPT^G_d(Z \times G, \phi)$, glide | 0 $Z_2$ 0 0           | BIQH, $E_8$ |
| $SPT^G_d(Z \times G, \phi)$, transl. | 0 $Z_2$ 0 0           | BIQH, $E_8$ |

| Bosonic, $(G, \phi) = Z^N_2$ | Spatial dimension $d$ | Comments |
|-----------------------------|-----------------------|-----------|
| $SPT^G_d(G, \phi)$          | 0 0 0 0               | 3D $E_8$  |
| w$SPT^G_d(Z \times G, \phi)$ | 0 $Z_2$ 0 0           | 3D $E_8$  |
| $SPT^G_d(Z \times G, \phi)$, glide | 0 $Z_2$ 0 0           | 3D $E_8$  |
| $SPT^G_d(Z \times G, \phi)$, transl. | 0 $Z_2$ 0 0           | 3D $E_8$  |

| Bosonic, $(G, \phi) = Z_N \cong \infty$ | Spatial dimension $d$ | Comments |
|------------------------------------------|-----------------------|-----------|
| $SPT^G_d(G, \phi)$                      | $Z_N$ 0 0 0           | $E_8$     |
| w$SPT^G_d(Z \times G, \phi)$            | $Z_{gcd(N,2)}$ 0 0 0 | $E_8$     |
| $SPT^G_d(Z \times G, \phi)$, glide      | $Z_{gcd(N,2)}$ $Z_{gcd(N,2)}$ 0 0 | $E_8$     |
| $SPT^G_d(Z \times G, \phi)$, transl.    | $Z_N$ $Z_N$ 0 0 0    | $E_8$     |

| Bosonic, $(G, \phi) = Z_2 \times Z_2$ | Spatial dimension $d$ | Comments |
|---------------------------------------|-----------------------|-----------|
| $SPT^G_d(G, \phi)$                    | $Z_2^2$ $Z_2$ 0 0    | Haldane, $E_8$ |
| w$SPT^G_d(Z \times G, \phi)$          | $Z_2^2$ $Z_2$ 0 0    | Haldane, $E_8$ |
| $SPT^G_d(Z \times G, \phi)$, glide    | $Z_2^2$ ($Z_2 + Z_4$ or $Z_2^4$) ($Z_2^2 + Z_4$ or $Z_2^4$) ($Z_2^2 + Z_2^4$ or $Z_2^4$ or $Z_2^4$) | Haldane, $E_8$ |
| $SPT^G_d(Z \times G, \phi)$, transl.  | $Z_2^2$ $Z_2^2 + Z_2$ | Haldane, $E_8$ |

| Bosonic, $(G, \phi) = SO(3)$ | Spatial dimension $d$ | Comments |
|-----------------------------|-----------------------|-----------|
| $SPT^G_d(G, \phi)$          | 0 $Z_2$ 0 0           | Haldane, $E_8$ |
| w$SPT^G_d(Z \times G, \phi)$ | 0 0 0 0               | Haldane, $E_8$ |
| $SPT^G_d(Z \times G, \phi)$, glide | 0 0 0 0               | Haldane, $E_8$ |
| $SPT^G_d(Z \times G, \phi)$, transl. | 0 0 0 0               | Haldane, $E_8$ |

Generalized Cohomology Hypothesis (hence also Proposition 1) to also work for generalized, spatiotemporal glide symmetries, as long as they commute with the symmetry $G$. An example of spatiotemporal symmetries would be a translation followed by a time reversal, which has been considered by the authors of Ref. \cite{90} under the name “antiferromagnetic time-reversal symmetry” (AF-TRS). 2D and 3D topological superconductors in Atland-Zirnbauer class D are classified by $Z$ and 0, respectively, where the $Z$ in 2D is generated by spinless $p+ip$ superconductors. By putting a spinless $p+ip$ superconductor on all planes of constant $x \in Z$ and its time-reversed version...
Proposition 2. Assume the Twisted Generalized Cohomology Hypothesis. Let \( \mathcal{Z} \) be generated by a translation and \( G \) be arbitrary. If a \( \mathcal{Z} \times G \)-protected SPT phase becomes trivial under glide forgetting, then it must already become trivial when \( \mathcal{Z} \) is relaxed to its translational subgroup.

The case of a temporal translation followed by a spatial reflection has been studied in the context of non-interacting Floquet topological phases [91], but we shall leave this to future works in view of the subtleties in the definition of a Floquet phase.

### B. Pure translation versus glide reflection

A glide reflection is a translation followed by a reflection. In this section, we set out to answer two questions: (a) how has this additional reflection complicated the classification of SPT phases? The symmetry group generated by glide reflection contains a subgroup of pure translations. (b) What would happen if we relaxed glide to its translational subgroup?

The first question, (a), can be answered by contrasting Proposition 1 with the analogous result for pure translations [30]:

**Proposition 3.** Assume the Twisted Generalized Cohomology Hypothesis. Let \( \mathcal{Z} \) be generated by a glide reflection and \( G \) be arbitrary. If a \( \mathcal{Z} \times G \)-protected SPT phase becomes trivial under glide forgetting, then it must already become trivial when \( \mathcal{Z} \) is relaxed to its translational subgroup.

This can be either proved mathematically from the Twisted Generalized Cohomology Hypothesis as in App. E, or argued physically as we proceed to do. Let us denote the translational subgroup of the glide symmetry \( \mathcal{Z} \) by \( 2\mathcal{Z} \) and introduce the map,

\[
\gamma : \text{SPT}^d(\mathcal{Z} \times G) \to \text{SPT}^d(2\mathcal{Z} \times G),
\]

given by relaxing glide to its translational subgroup. By the same argument as in Fig. 5, a system obtained through the alternating-layer construction can always be made trivial while preserving the translational symmetry. This means \( \text{im} \alpha \subset \ker \gamma \). On the other hand, the fact that a \( \mathcal{Z} \times G \)-protected SPT phase that becomes trivial when \( \mathcal{Z} \) is relaxed to \( 2\mathcal{Z} \) must become trivial when \( \mathcal{Z} \) is forgotten altogether shows that \( \ker \gamma \subset \ker \beta \). Since we know that a \( \mathcal{Z} \times G \)-protected SPT phase is weak with respect to glide if and only if it can be obtained through the alternating-layer construction, that is, \( \text{im} \alpha = \ker \gamma = \ker \beta \), whence the desired result follows.

### C. Time reversal and inverse of SPT phase in zero dimension

In Sec. VIII A, we remarked that we expect our results to hold for spatiotemporal glide symmetries such as spatial translation followed by time reversal. For the same physical intuition in Sec. V to apply, it is crucial for time
reversal to give the inverse of an SPT phase protected by on-site symmetry. While in positive dimensions one needs to specify how time reversal acts on various degrees of freedom, for a 0-dimensional SPT phase the action of time reversal is unique (up to a phase). The latter makes an explicit proof that time reversal gives the inverse of an SPT phase possible, which we present below. Time reversal is in fact the only way to define inverses in 0 dimension, where there is no spatial coordinate to reverse.

To begin, we note that a 0-dimensional SPT phase is nothing but an isomorphism class of 1-dimensional representations $\rho$ of $G$, owing to the uniqueness of ground state. These representations have the form

$$\rho_{g} = u_{g}K^{s(g)},$$

where $u_{g} \in U(1)$ is a complex number of unit modulus, $K$ is complex conjugation, and $s : G \to \{0, 1\}$ is a homomorphism [same as $\phi$ but written additively: $\phi(g) = (-1)^{s(g)}$. Stacking corresponds to taking the tensor product of two representations:

$$\left(u_{g}K^{s(g)}\right) \otimes \left(v_{g}K^{s(g)}\right) = u_{g}v_{g}K^{s(g)},$$

The trivial phase, i.e., the identity element under stacking, is obviously represented by

$$\text{id}_{g} := K^{s(g)}$$

Being antiunitary, time reversal must act like

$$wK$$

on the 1-dimensional subspace spanned by the ground state, for some $w \in U(1)$. Now, to prove that

$$(wK)\rho_{g}(wK)^{-1}$$

represents the inverse SPT phase of what $\rho_{g}$ represents, we simply compute

$$\rho_{g} \otimes ((wK)\rho_{g}(wK)^{-1}) = \left(u_{g}K^{s(g)}\right) \otimes \left(wu_{g}K^{s(g)}w^{-1}\right) = w\text{id}_{g}w^{-1},$$

which is equivalent to the representation $\text{id}_{g}$ and hence represents the trivial phase.

D. What if we knew the robustness of only the hourglass-fermion phase

In Sec. III, we combined a corollary of Proposition 1 with the fact that the QSH phase is robust to interactions and admits no interacting square root to show that the hourglass-fermion phase is also robust to interactions. Here we ask the converse question. That is, if we only knew that the hourglass-fermion phase is robust to interactions, could we deduce that the QSH phase is robust to interactions and admits no interacting square root?

This is important because an independent argument for the robustness of hourglass-fermion phase has been recently offered in Ref.[29]. An affirmative answer to the above question would not only lend credence to the consistency of our minimalist framework, but also further corroborate existing arguments [27–29, 60–62, 93] for the robustness of various phases. We now show that this is indeed the case.

Assume the hourglass-fermion phase is robust to interactions, and suppose to the contrary that the QSH phase was not robust to interactions. Then there would exist a way to trivialize the QSH phase by turning on interactions while preserving the many-body gap and the $U(1)$ and $T$ symmetries. Since the hourglass-fermion phase can be obtained from the QSH phase through the alternating-layer construction, one could then trivialize it as well by turning on intra-layer interactions for all layers at once, while preserving the many-body gap, the glide symmetry, as well as $U(1)$ and $T$. This would contradict the assumption that the hourglass-fermion phase is robust to interactions.

There is also a more formal way of looking at this. To do so, we need to first recognize that the passage from the classification of translation-invariant topological insulators or superconductors to the classification of SPT phases defines a homomorphism between abelian groups. For instance, we have homomorphisms

$$i_{1} : Z_{2} \to A,$$ (45)

$$i_{2} : Z_{4} \to B,$$ (46)

$$i_{3} : Z_{2} \to C,$$ (47)

where the three domains are respectively the strong classification of 2D translation-invariant TIs in class AII, the strong classification of 3D translation-invariant, glide-symmetric TIs in class AII, and the strong classification of 3D translation-invariant TIs in class AII without the glide constraint. The three codomains are respectively

$$A := \text{SPT}^{2}(G),$$ (48)

$$B := \text{SPT}^{3}(\mathbb{Z} \times G),$$ (49)

$$C := \text{SPT}^{3}(G),$$ (50)

where $\mathbb{Z}$ is generated by glide and $G$ is generated by $U(1)$ and $T$ where $T$ squares to fermion parity. These homomorphisms induce homomorphisms between quotients and torsions, so now we have homomorphisms

$$i_{1} : Z_{2} = Z_{2}/2Z_{2} \to A/2A,$$ (51)

$$i_{3} : Z_{2} = \{\nu_{0} \in Z_{2} | 2\nu_{0} = 0\} \to \{[c] \in C | 2[c] = 0\}$$ (52)

Homomorphisms $i_{1}$, $i_{2}$, and $i_{3}$ fit into a commutative diagram,

$$\begin{array}{ccc}
Z_{2} & \xrightarrow{\times 2} & Z_{4} \\
\downarrow{i_{1}} & & \downarrow{i_{2}} \\
Z_{2} & \mod 2 & Z_{2} \\
\downarrow{i_{3}} & & \downarrow{i_{4}} \\
0 & \to & A/2A \\
\end{array}$$

0 $\to$ $A/2A \xrightarrow{i_{3}} B \xrightarrow{i_{4}} \{[c] \in C | 2[c] = 0\} \to 0$
where the first row is Eq. (1), and the indeterminate second row is exact by Proposition 1. The argument in Sec. III B amounts to the implication

\[ i_1 \text{ injective } \Rightarrow i_2 \text{ injective,} \]

whereas the argument at the beginning of this subsection amounts to the implication

\[ i_2 \text{ injective } \Rightarrow i_1 \text{ injective.} \]

These can be easily proved through diagram chasing. It is also an easy exercise to show that

\[ i_1 \text{ or } i_2 \text{ injective } \Rightarrow i_3 \text{ injective.} \]

**IX. SUMMARY AND OUTLOOK**

In summary, we have derived a short exact sequence [Eq. (9)] of three abelian groups that in consecutive order describe (i) the classification of \((d-1)\)-dimensional fermionic/bosonic SPT phases with an arbitrary symmetry group \(G\) in an arbitrary dimension \(d\), (ii) the classification of \(d\)-dimensional SPT phases with symmetry \(\mathbb{Z} \times G\), where \(\mathbb{Z}\) is generated by a glide, and (iii) the classification \(d\)-dimensional SPT phases with symmetry \(G\). An alternating-layer construction (see Fig. 1) maps (i) into (ii), which in turn is mapped under glide-forgetting to (iii). We considered both spatial glide transformations and spatiotemporal ones (Sec. VIII A), such as a spatial translation followed by time reversal.

We demonstrated how the structure of the short exact sequence constrains the classification of SPT phases. First off, we showed that for any given \(G\), classification (ii) can only be a direct sum of \(\mathbb{Z}_4\) and \(\mathbb{Z}_2\) subgroups (see Corollaries 4 and 5). We further recognized, given (i) and (iii) as input, that the task of determining (ii) using the short exact sequence simply constitutes an abelian group extension problem, which requires little work compared to determining (ii) using other methods, e.g., formulating topological invariants. In some cases, the abelian group extension problem has a unique solution and determines (ii) completely, as we exemplified using fermionic SPT phases in Wigner-Dyson class A for spatial glide (see Sec. VII A) and Altland-Zirnbauer class D for spatiotemporal glide (see Sec. VIII A), and bosonic SPT phases for a variety of symmetries (see Sec. VII). In other cases, it has more than one admissible solutions. We elucidated the latter phenomenon using fermionic SPT phases in the Wigner-Dyson class AII (see Sec. VII B), and bosonic SPT phases with \(\mathbb{Z}_2 \times \mathbb{Z}_2\) symmetry (see Sec. VII). While the solution is not unique in these cases, a little additional input can often fully remove the ambiguity. Supplemented with the robustness of certain free-fermion phases to interactions (see Sec. III), we selected out of the many the one solution that provides the complete classification of 3D glide-symmetric SPT phases in Wigner-Dyson class AII: \(\mathbb{Z}_4 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2\), as described in Sec. VII.

In our reasoning, we utilized the relationship between free-fermion classifications and (interacting) SPT classifications, which we encapsulated in the commutative diagram (53). This diagram delineated a “map” from a possibly non-exact sequence of non-interacting classifications to our short exact sequence of interacting classifications, and encoded the robustness of various phases to interactions (see Sec. III). The latter made it transparent that the robustness of the hourglass fermion phase to interactions is closely related to the nonexistence of square root of the QSH phase and to the robustness of the 3D strong TI in the same class. In fact, the former two imply each other, and either of them implies the third (see Sec. VIII D). We pointed out that known arguments for the robustness of the QSH phase can be adapted to show that it has no square root, and from that we deduced that the hourglass-fermion phase must be robust to interactions (Sec. III).

The short exact sequence afforded us further implications. For one, a \(G\)-protected SPT phase in (iii) has a glide-symmetric representative if and only if it squares to the trivial phase. For another, a \(\mathbb{Z} \times G\)-protected SPT phases becomes trivial under glide-forgetting if and only if it can be obtained through the alternating-layer construction; we have referred to such phases as phases that are weak with respect to glide and clarified in which cases (e.g., class A with spatial glide or class D with spatiotemporal glide) the “weak classification” is complete and in which cases it is not (e.g., class AII with spatial glide). Furthermore, we proved that if a \(\mathbb{Z} \times G\)-protected SPT phase becomes trivial when glide is forgotten altogether, then it must become trivial as soon as glide is relaxed to its translational subgroup (see Sec. VIII B). We also contrasted our short exact sequence for glide, which may or may not be split, to an analogous short exact sequence for pure translation, which is always split (see Sec. VIII B).

We are hopeful that the machinery of our minimalism framework will spawn the proof of more nontrivial results concerning the classification of SPT phases. Hints for the potential existence of more relations like our short exact sequence can be found in Refs. [41, 94]. The authors of these papers described a number of ways to build (or reduce) higher-dimensional spatial SPT phases from (resp. to) lower-dimensional SPT phases. For instance, one can build a 3D system that respects the reflection symmetry \((x, y, z) \mapsto (−x, y, z)\) by putting a 2D system with on-site \(\mathbb{Z}_2\) symmetry on the \(x = 0\) plane and sandwiching it by trivial half-infinite systems on both sides. Conversely, one can reduce certain 3D reflection-symmetric system to a 2D system with on-site \(\mathbb{Z}_2\) symmetry living on the \(x = 0\) plane by trivializing the \(x \neq 0\) regions symmetrically. These physical considerations suggest there may be a general relation among the classification of \(d\)-dimensional \(G\)-protected SPT phases, \(d\)-dimensional \(\mathbb{Z}_2^d \times G\)-protected SPT phases, and \((d−1)\)-dimensional \(\mathbb{Z}_2 \times G\)-protected SPT phases, where \(\mathbb{Z}_2^d\) is represented antiunitarily and \(\mathbb{Z}_2\) is represented unitarily. We hope the minimalist framework will help us put our
finger on the precise form of these new relations.

Note added.—While this manuscript was in press, the preprint [95] appeared, which demonstrated how the structure of a generalized cohomology theory could arise naturally in the classification of SPT phases by consideration of decorated defects of various codimensions. This provides further, strong evidence that the Twisted Generalized Cohomology Hypothesis is correct.
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ORGANIZATION OF APPENDIX

In App. A, we review generalized cohomology theories and formulate the Twisted Generalized Cohomology Hypothesis. In App. B, we prove Eq. (4), which relates the $\mathbb{Z}_4$ and $\mathbb{Z}_2$ invariants in class AII. In App. C, we prove Proposition 1. In App. D, we prove its Corollaries 4 and 5. In App. E, we prove Proposition 3, which concerns the relaxation of glide to its translational subgroup.

Appendix A: The Twisted Generalized Cohomology Hypothesis

The minimalist framework is founded on the Twisted Generalized Cohomology Hypothesis, which is a twisted version of the Generalized Cohomology Hypothesis one of us formulated in Ref. [30]. It is based on Kitaev’s argument that the classification of SPT phases should carry the structure of generalized cohomology theories [31–33]. This appendix will furnish us with necessary mathematical background with which we will then formulate the Hypothesis. A more thorough discussion on generalized cohomology theories can be found in Ref. [30] and many textbooks [50–53].

A generalized cohomology theory $h$ can be represented by an $\Omega$-spectrum $F$, which by definition is a sequence

$$
\ldots, F_{-2}, F_{-1}, F_0, F_1, F_2, \ldots
$$

of pointed topological spaces together with pointed homotopy equivalences

$$
F_n \simeq \Omega F_{n+1},
$$

where $\Omega$ is the loop space functor. In the non-twisted case, the generalized cohomology theory $h$ outputs an abelian group $h^n(X)$ for each given topological space $X$ and integer $n$, according to

$$
h^n(X) := [X, \Omega F_{n+1}].
$$

Here $[X, Y]$ denotes the set of homotopy classes of maps from $X$ to $Y$; when $Y$ comes from an $\Omega$-spectrum this set can be endowed with an abelian group structure.

In the twisted case, $\phi$ is given an integer $n$, a pointed topological space $X$, and an action $\phi_Y$ of the fundamental group $\pi_1(X)$ on the $\Omega$-spectrum $F$. The generalized cohomology theory $h$ then outputs an abelian group according to

$$
h^n(X, \phi_X) := [\tilde{X}, \Omega F_{n+1}]_{\pi_1(X)}.
$$

Here $\tilde{X}$ denotes the universal cover of $X$, and $[X, Y]_{\pi_1}$ denotes the set of homotopy classes of $G$-equivariant maps from $X$ to $Y$. Again, when $Y$ comes from an $\Omega$-spectrum this set can be endowed with an abelian group structure. Recall that a $G$-equivariant map $f: X \to Y$ is a map that commutes with the action of $G$, i.e. $g.(f(x)) = f(g.x)$ $\forall g \in G$ and $x \in X$. It is a simple exercise to show that if $\pi_1(X)$ acts trivially on the $\Omega$-spectrum, then $h^n(X, \phi_X) = h^n(X)$.

Each $h^n$ is functorial, or more specifically, contravariant, which means the following. In the non-twisted case, maps between topological spaces,

$$
f: X \to Y,
$$

induce homomorphisms between abelian groups,

$$
f^*: h^n(Y) \to h^n(X),
$$

such that the coherence relations $(f_2 \circ f_1)^* = f_1^* \circ f_2^*$ and $\text{id}^* = \text{id}$ are satisfied. The induced homomorphism $f^*$ is given by precomposing maps $Y \to \Omega F_{n+1}$ with $f$. In the twisted case, one requires $f$ to additionally respect the fundamental group actions. That is, if $f_\phi: \pi_1(X) \to \pi_2(Y)$ is the homomorphism induced by $f$ and $\phi_Y: \pi_1(Y) \to \text{Aut}(F)$ and $\phi_Y: \pi_1(Y) \to \text{Aut}(F)$ are the fundamental group actions of $X$ and $Y$ on $F$, then one requires

$$
\phi_Y \circ f_\phi = \phi_X.
$$

We denote $f$’s that satisfy this constraint by

$$
f: (X, \phi_X) \to (Y, \phi_Y).
$$

For such $f$’s, the the same kind of precomposition gives rise to a homomorphism between abelian groups,

$$
f^*: h^n(Y, \phi_Y) \to h^n(X, \phi_X),
$$

satisfying the same coherence relations.

For the purpose of classifying bosonic SPT phases, we will set $X$ to be the the classifying space $BG$ of the symmetry group $G$, and $\phi_X$ according to how $G$ is represented. Let

$$
\phi : G \to \{\pm 1\}
$$

be the homomorphism that sends antiunitarily represented elements to $-1$ and unitarily represented elements...
to 1. By continuity, \( \phi \) can be viewed as a homomorphism that goes from \( \pi_0(G) \) to \( \{ \pm 1 \} \) instead. It is an elementary property of classifying spaces that \( \pi_1(BG) \cong \pi_0(G) \). Therefore, \( \phi \) can be viewed as a homomorphism that goes from

\[
\phi : \pi_1(BG) \to \{ \pm 1 \}.
\]

(A11)

On the other hand, there is a canonical action of \( \{ \pm 1 \} \) on \( F \), where the nontrivial element of \( \{ \pm 1 \} \) sends every loop \( l \in \Omega F_{n+1} \) to the reverse loop \( \bar{l} \in \Omega F_{n+1} \). Composing Eq. (A11) with this canonical action, we get the required action of \( \pi_1(BG) \) on the \( \Omega \)-spectrum. We shall denote this action also by \( \phi \) [96].

For each non-negative integer \( d \), we will then identify \( h^d(BG, \phi) \) as the set of \( d \)-dimensional \( G \)-protected bosonic SPT phases, \( SPT^d_b(G, \phi) \). The abelian group structure of \( h^d(BG, \phi) \) will be identified with the abelian group structure \( \{ +1 \} \) of \( SPT^d_b(G, \phi) \) under stacking – the binary operation that maps a pair of \( d \)-dimensional \( G \)-symmetric systems \( a \) and \( b \) with many-body Hilbert spaces \( \mathcal{H}_a, \mathcal{H}_b \) symmetry actions \( \rho_a, \rho_b \) on the Hilbert spaces, Hamiltonians \( \hat{H}_a, \hat{H}_b \), and ground states \( |\Psi_a, \psi \rangle \) to the \( d \)-dimensional \( G \)-symmetric system \( a + b \) whose many-body Hilbert space, symmetry action, Hamiltonian, and ground state are

\[
\begin{align*}
\mathcal{H}_{a+b} &:= \mathcal{H}_a \otimes \mathcal{H}_b, \\
\rho_{a+b} &:= \rho_a \otimes \rho_b, \\
\hat{H}_{a+b} &:= \hat{H}_a \otimes \hat{I}_b + \hat{I}_a \otimes \hat{H}_b, \\
|\Psi_{a+b}\rangle &:= |\Psi_a \rangle \otimes |\Psi_b \rangle,
\end{align*}
\]

(A12)

(A13)

(A14)

(A15)

respectively [24]. The illustration in Fig. 1 is a mnemonic device, but the construction can be defined abstractly. The functoriality of \( h^d \), on the other hand, will be identified with a parallel property of the classification of bosonic SPT phases. Given any group homomorphism \( f : (G_1, \phi_1) \to (G_2, \phi_2) \) satisfying \( \phi_2 \circ f = \phi_1 \) and a \( G_2 \)-action \( \rho_2 : G_2 \to \text{Aut}(\mathcal{H}) \) on Hilbert space \( \mathcal{H} \), the composition \( \rho_2 \circ f : G_1 \to \text{Aut}(\mathcal{H}) \) defines a \( G_1 \)-action on the same \( \mathcal{H} \). This means \( f \) can be used to convert \( G_2 \)-symmetric systems to \( G_1 \)-symmetric systems. Indeed, we can retain the same Hilbert space and Hamiltonian and simply replace \( G_2 \)-actions by \( G_1 \)-actions following the above recipe. In the event that \( f : (G_1, \phi_1) \to (G_2, \phi_2) \) is an inclusion, this conversion process is precisely a symmetry-forgetting process. In general, \( f \) does not have to be either injective or surjective, and the conversion process is a symmetry forgetting followed by a symmetry relabeling. Either way, we get an induced homomorphism,

\[
f^* : SPT^d_b(G_2, \phi_2) \to SPT^d_b(G_1, \phi_1).
\]

(A16)

This we will identify with the homomorphism that \( f \) induces on \( h^d \),

\[
f^* : h^d(BG_2, \phi_2) \to h^d(BG_1, \phi_1).
\]

(A17)

For the purpose of classifying fermionic SPT phases, further consideration must be given to the fermion-parity symmetry \( \mathbb{Z}_2^f \). The full symmetry group \( G \) is an extension of \( G/\mathbb{Z}_2^f \) by \( \mathbb{Z}_2^f \). When the extension is split, i.e. \( G = (G/\mathbb{Z}_2^f) \times \mathbb{Z}_2^f \), one can form a generalized cohomology theory that takes \( G/\mathbb{Z}_2^f \) as the input [35]; when the extension is non-split, there is a fermionic twisting that needs to go into the definition of generalized cohomology theory [37, 42, 97]. In order to avoid this complication, we use a formulation introduced in the recent paper Ref. [95]. Let us consider an arbitrary direct-product factorization of the full symmetry group,

\[
G = G_b \times G_f, \quad \phi = \phi_b \times \phi_f,
\]

(A18)

(A19)

such that \( \mathbb{Z}_2^f \subset G_f \). The idea of Ref. [95] is to treat \( (G_f, \phi_f) \) as a fixed parameter of the problem and let \( (G_b, \phi_b) \) vary. Since fermionic parity is in \( G_f \) but not \( G_b \), this puts the fact that there is fermionic matter in the theory effectively in a black box. With \( (G_f, \phi_f) \) held fixed, we are dealing exclusively with bosonic symmetries \( (G_b, \phi_b) \). Then we will identify \( SPT^d_f(G, \phi) \) with \( h^d(BG_b, \phi_b) \), with the caveat that a different \( h \) may need to be used for a different \( (G_f, \phi_f) \). For fixed \( (G_f, \phi_f) \), however, \( h \) is a generalized cohomology theory. That is, \( d \)-dimensional \( (G_b \times G_f) \)-protected fermionic SPT phases for fixed \( (G_f, \phi_f) \) but varying \( d \) and \( (G_b, \phi_b) \) form a generalized cohomology theory.

The identification of abelian group structure and functoriality then proceeds almost identically to the bosonic case. We will identify the abelian group structure of \( h^d(BG_b, \phi_b) \) with the abelian group structure \( \{ +1 \} \) of \( SPT^d_f(G_b \times G_f, \phi_b \times \phi_f) \) under stacking. Given any \( f : (G_{b1}, \phi_{b1}) \to (G_{b2}, \phi_{b2}) \), we will identify the homomorphism

\[
f^* : h^d(BG_{b2}, \phi_{b2}) \to h^d(BG_{b1}, \phi_{b1})
\]

(A20)

with the homomorphism

\[
SPT^d_f(G_{b2} \times G_f, \phi_{b2} \times \phi_f) \to SPT^d_f(G_{b1} \times G_f, \phi_{b1} \times \phi_f)
\]

(A21)

defined by trading \( G_{b2} \)-actions for \( G_{b1} \)-actions as before. Note that here we are not allowed for arbitrary homomorphisms \( G_{b1} \times G_f \to G_{b2} \times G_f \) but only ones of the form \( f \times \text{id}_{G_f} \), with \( f : G_{b1} \to G_{b2} \) and \( \text{id}_{G_f} \) the identity on \( G_f \). This makes sense, as it is not only the group structure of \( G \) and homomorphism \( \phi \), but also the status of a central element of \( G \) being fermion parity, that must be preserved.

We stress that, for a given \( G \), how one separates \( G \) into \( G_b \) and \( G_f \) is purely a matter of choice. When multiple factorizations exist, any of them can be used to compute \( SPT^d_f(G, \phi) \) and the result by hypothesis will be the same. When the \( \mathbb{Z}_2^f \)-extension is split, i.e. \( G = (G/\mathbb{Z}_2^f) \times \mathbb{Z}_2^f \) – which is the setting of Ref. [35] – the smallest possible \( G_f \) is \( \mathbb{Z}_2^f \). When the extension is
non-split, the smallest possible $G_f$ will be strictly larger than $\mathbb{Z}_2$ [98]. This is the case for the symmetry group of hourglass fermions considered in this paper, which is generated $U(1)$, $T$, and glide. We note that the fermion-parity symmetry $\mathbb{Z}_2^d$ is contained in the $U(1)$ charge-conservation symmetry. Because $T$ squares to fermion parity, i.e. the nontrivial element of $\mathbb{Z}_2^d$, it must be included in $G_f$. Because the $\eta$th power of any element of the form $e^{i(2p+1)\pi/\eta} \in U(1)$ is the fermion parity, $e^{i(2p+1)\pi/\eta}$ must also be included in $G_f$. In fact, because $U(1)$ is a continuous group, the entire $U(1)$ must be included in $G_f$. On the other hand, the subgroup generated by glide commutes with, and intersects trivially with, the subgroup generated by $U(1)$ and $T$, so it can be kept in $G_b$. Note that regardless of what $G$ is, a factorization (A18) always exists: one can set $G_f = G$ and $G_b = 0$ (the trivial group).

The above are all that go into the Twisted Generalized Cohomology Hypothesis, which can be summed up as follows.

**Twisted Generalized Cohomology Hypothesis.**

Bosonic.—There exists a generalized cohomology theory $h_b$ such that for each $d \in \mathbb{N}$ there are isomorphisms

$$\text{SPT}^d_b(G, \phi) \cong h_b^d(BG, \phi)$$

(A22)

that are natural [99] in $(G, \phi)$.

Fermionic.—For each $(G_f, \phi_f)$ containing the fermion parity symmetry, there exists a generalized cohomology theory $h_{f, (G_f, \phi_f)}$ such that for each $d \in \mathbb{N}$ there are isomorphisms

$$\text{SPT}^d_f(G_f \times G_f, \phi_f \times \phi_f) \cong h_{f, (G_f, \phi_f)}^d(BG_b, \phi_b)$$

(A23)

that are natural in $(G_b, \phi_b)$.

It is worth pointing out that Eq. (A22) is equivalent the following statement. That is, for any given $(G_2, \phi_2)$, there exists a generalized cohomology theory $h_{b, (G_2, \phi_2)}$ such that there are isomorphisms

$$\text{SPT}^d_b(G_1 \times G_2, \phi_1 \times \phi_2) \cong h_{b, (G_2, \phi_2)}^d(BG_1, \phi_1)$$

(A24)

that are natural in $(G_1, \phi_1)$ [95, 100]. In other words, the existence of a single, “universal” $h_b$ is equivalent to the existence of a family of generalized cohomology theories, one for each $(G_2, \phi_2)$; $h_b$ corresponds to the choice $G_2 = 0$. Stated this way, the bosonic Hypothesis is in complete analogy with the fermionic one, apart from the condition $\mathbb{Z}_2^d \subset G_f$.

An important addendum to the Hypothesis, which extends the Hypothesis to not necessarily on-site symmetries, is this:

**Addendum to Hypothesis.** A symmetry should be represented unitarily if it reverses the orientation of spacetime, and unitarily otherwise.

Tensor-network [22] and spatial gauge field [23] arguments have been presented to justify this general rule. The rule is also consistent with numerous studies of SPT phases protected by specific spatial symmetries [39, 41, 101–108], especially Ref. [41], which considered all 3D space-groups. The addendum implies that we should treat not only time reversal, but also spatial reflection, glide reflection, etc. as if they were antiunitary symmetries.

While this is technically not part of the minimalist framework, Kitaev has proposed a physical interpretation of the $\Omega$-spectrum [31–33]. Namely, $F_d$ should be the space of $d$-dimensional short-range entangled states. For instance, in the bosonic case, $F_0 \simeq \mathbb{C}P^\infty$, which corresponds to rays in Hilbert spaces. Moreover, he proposed that condition (A2) should encode a correspondence between short-range entangled states in adjacent dimensions that is based on a Jackiw-Rebbi soliton-type construction [30–33]. The classifying space, on the other hand, signals a gauge theory nature of the low energy effective theories of SPT phases [30, 36, 42, 109]. Indeed, homotopy classes of maps from any space $X$ (e.g. a spacetime manifold) to $BG$ classifies principal $G$-bundles over $X$, which are nothing but a different name for gauge fields. Classifying spaces have also been shown to be an object that naturally arises when one classifies invertible phases of matter [37, 38].

**Appendix B: Relationship between the $\mathbb{Z}_4$ and $\mathbb{Z}_2$ classifications**

The goal of this appendix is to prove Eq. (4), where $\chi \in \{0, 1, 2, 3\}$ is the $\mathbb{Z}_4$ invariant distinguishing the four phases in the strong $\mathbb{Z}_4$ classification of 3D glide-symmetric insulators in Wigner-Dyson class AII [7, 55], whereas $\nu_0 \in \{0, 1\}$ is the strong $\mathbb{Z}_2$ index in the absence of the glide constraint [19–21, 54]. $\chi$ was first defined in terms of the Berry connection and curvature in Ref. [7] and later reformulated through holonomy by one of us in Ref. [55]; this latter formulation will be briefly reviewed and utilized to prove Eq. (4).

Let us pick a coordinate system where the glide symmetry $M_y : (x, y, z) \rightarrow (x + 1/2, -y, z)$ is composed of a half-lattice-translation in $\bar{x}$, and a reflection that inverts $\bar{y}$. The topological invariant $\chi$ is encoded in the parallel transport of Bloch wavefunctions along the noncontractible quasimomentum $(k)$ loops illustrated in Fig. 9(a-b). This family of loops lie within the bent, 2D quasimomentum subregion $abcd$, which resembles the surface of a rectangular pipe; faces $a$ and $c$ are each half of a glide-invariant plane. For each loop, $k_z$ is varied during the transport and $k_{\parallel} = (k_x, k_y)$ is held fixed; we let $t \in [0, 4]$ (with 4=0) parametrize $k_\parallel(t)$ [see Fig. 9(b)]. The holonomy of this transport is represented by an $n_x \times n_x$ matrix, where $n_x$ is the number of occupied bands; this matrix is also known as the Wilson loop $(W)$ of the non-abelian Berry gauge field [110]. Its unimod-
FIG. 9. (a) 3D Brillouin zone of glide-symmetric solids; red and blue faces are glide-invariant. (b) 2D bent subregion; the $\mathbb{Z}_4$ invariant is defined over the red, blue and green faces. (c) Representative examples of glide-symmetric insulators in four classes distinguished by $\chi$. The vertical axis corresponds to the Berry-Zak phase $\lambda \in [0, 2\pi]$. 

ular eigenvalues \( \{ \exp[i\lambda_j(t)]| j=1, 2, \ldots, n_s; t \in [0, 4] \} \) are Berry-Zak phase factors which encode the multi-band structure of a “Wilson band” indexed by $j$.

While each of \( \exp[i\lambda_j(t)] \) is invariant under $U(n_s)$ transformations in the space of occupied bands, $\lambda_j(t)$ is defined modulo $2\pi$, and a branch is chosen for each $j$ such that $\lambda_j$ is a piecewise continuous function of $t$ in each of the intervals $[0, 1], [1, 2],$ and $[2, 3]$ (or 01, 12, and 23 for short). For the glide-invariant intervals 01 and 23 (which are the projections of faces $a$ and $c$), $\{ \lambda_j^\pm \}_{j=1}^{n_s/2}$ are defined as the quasieneglects of occupied bands in the even $(\Delta_+)$ and odd $(\Delta_-)$ representations of glide. In more detail, each wavevector in $a$ and $c$ is mapped to itself under glide, and therefore Bloch wavefunctions at each wavevector transform in two representations of glide $(\Delta_\pm(k_z))$ according to their glide eigenvalues $\pm i^{(\Delta_\pm(k_z))}$ with $k_z$ in the first Brillouin zone.

The simplest way to identify $\chi$ through the quasieneglect spectrum is to draw a constant-$\lambda$ reference line [for an arbitrarily chosen quasieneglect $\lambda$, as illustrated by a blue line in Fig. 9(c)] and consider its intersections with Wilson bands (indicated by red dots). For each intersection between 12, we calculate the sign of the velocity $d\lambda/dt$, and sum this quantity over all intersections to obtain $S_{12}(\lambda)$; for 01 and 23, we consider only intersections with Wilson bands in the $\Delta_\pm$ representation, and we similarly sum over sgn$(d\lambda/dt)$ to obtain $S_{01}^\pm(\lambda)$ and $S_{23}^\pm(\lambda)$ respectively. The following weighted sum of $S_{01}^\pm$ and $S_{12}$,

$$S^\pm(\lambda) = 2S_{01}^\pm(\lambda) + S_{12}(\lambda) + 2S_{23}^\pm(\lambda),$$

satisfies $(S^\pm(\lambda_1) - S^\pm(\lambda_2))/4 \in \mathbb{Z}$ for any $\lambda_1$ and $\lambda_2$; e.g., compare $S^+(\lambda_1) = 2(0) + 2(-1) = -1$ with $S^+(\lambda_2) = -2(1) + 1 + 2(0) = 0$ in Fig. 9(c). Hence if we are only interested in mod-four equivalence classes, we may drop the argument of $S^\pm$ completely. It was further shown in Ref. [55] that $S^+ \equiv -S^- \mod 4$, so there is only one independent $\mathbb{Z}_4$ invariant: $\chi := S^+$.

Since both $S_{01}^+$ and $S_{23}^\pm \in \mathbb{Z}$, it follows that

$$\chi \equiv S_{12}(\lambda) \mod 2.$$  \hspace{1cm} (B2)

To clarify, the parity of $S_{12}$ (hence also of $\chi$) is independent of the reference quasieneglect $\lambda$, and is even independent of the velocities of the Wilson bands that intersect an arbitrary quasieneglect reference line. Parity($S_{12}$) merely counts the parity of the number of intersection points, and distinguishes between trivial ($S_{12} \equiv 0 \mod 2$) and topological ($S_{12} \equiv 1 \mod 2$) insulators in the 2D AII class [17]; we refer here to the 2D classification because we have restricted the base space of the vector bundle to the $k_z = 0$ plane (which contains the face $b$). In identifying the parity of $S_{12}$ as the topological invariant for class AII in 2D, we have utilized earlier works [62, 113, 114] which identified a partner-switching in the Wannier centers of the Kane-Mele quantum-spin-Hall phase [17].

On the other hand, it is also known that the 3D-AII strong invariant $(\nu_0)$ is expressible as the sum of 2D-AII strong invariants for any two inequivalent, parallel planes that are time-reversal-invariant [19–21, 54]. Particularizing this claim to the $k_z = 0$ and $-\pi$ planes, we get

$$\nu_0 \equiv S_{12}(\lambda) + S_{30}(\lambda) \mod 2,$$ \hspace{1cm} (B3)

where $S_{30}(\lambda) \in \{0, 1\}$ is defined as the parity of Wilson bands that intersect the $\lambda = \lambda$ reference line along $t \in [3, 4]$. Finally, we utilize the fact that $S_{30}$ is always even for glide-symmetric insulators. Thus $S_{30}(\lambda)$ drops out of Eq. (B3) and the desired Eq. (4) follows. The evenness of $S_{30}$ follows from the two-fold degeneracy of Wilson bands for $t \in [3, 4]$. Indeed, any point on this interval is invariant under $TM_y$, which squares to a Bravais-lattice translation in $\vec{x}$. Consequently, the representation of $(TM_y)^2$ with Bloch functions is $e^{-ik_x} = -1$, leading to a Kramers degeneracy for all $t \in [3, 4]$. This quick argument for degeneracy has been developed more precisely in Ref. [3].

Appendix C: Proof of Proposition 1

Let $\phi : \mathbb{Z} \times G \to \{\pm 1\}$ be the homomorphism tracking unitarity versus antiunitarity of symmetry representations, and let us use the same symbol for its restriction to subgroups. By the Addendum to Hypothesis we know that $\phi$ sends the generator of $\mathbb{Z}$ to $-1$. For bosonic SPT phases, by the Hypothesis we have

$$SPT^d_k(G, \phi) \equiv h_k^d(BG, \phi),$$ \hspace{1cm} (C1)

$$SPT^d_k(\mathbb{Z} \times G, \phi) \equiv h_k^d(B(\mathbb{Z} \times G), \phi).$$ \hspace{1cm} (C2)
For fermionic SPT phases, choosing $G_f = G$ in the factorization of both $G$ and $\mathbb{Z} \times G$ [see Eq. (A18)], we have
\[
\text{SPT}^d_f(G, \phi) \cong h^d(f, (G, \phi)) (B0, \phi), \quad (C3)
\]
\[
\text{SPT}^d_f(\mathbb{Z} \times G, \phi) \cong h^d(f, (G, \phi)) (B(\mathbb{Z} \times 0), \phi), \quad (C4)
\]
where $h^d(f, (G, \phi))$ is the generalized cohomology theory associated with $(G, \phi)$ (see App. A), and $0$ denotes the trivial group. Since both $h_0$ and $h^d(f, (G, \phi))$ are generalized cohomology theories, to prove Proposition 1 it will suffice, in either case, to establish the following property of an arbitrary generalized cohomology theory:

**Proposition 4.** Let $h$ be any generalized cohomology theory, $n$ be any integer, $G$ be any group, and $\phi : \mathbb{Z} \times G \to \{\pm 1\}$ be any homomorphism sending the generator of $\mathbb{Z}$ to $-1$. There is a short exact sequence
\[
0 \to h^{n-1}(BG, \phi) / 2h^{n-1}(BG, \phi) \xrightarrow{} h^n(B(\mathbb{Z} \times G), \phi) \xrightarrow{\beta} \{[c] \in h^n(BG, \phi) | 2[c] = 0\} \to 0,
\]
(C5)
where $\beta$ is induced by the inclusion $G \to \mathbb{Z} \times G$.

Any group homomorphism $f : G_1 \to G_2$ gives rise to a short exact sequence that reads [117]
\[
0 \to \ker f \to G_1 \to \text{im } f \to 0,
\]
(C6)
where the first map $\ker f \to G_1$ is the inclusion and the second map $G_1 \to \text{im } f$ is the same as $f$ but with possibly restricted codomain. According to Eqs. (A17)(A20), the inclusion $G \to \mathbb{Z} \times G$ induces a homomorphism
\[
\beta' : h^n(B(\mathbb{Z} \times G), \phi) \to h^n(BG, \phi),
\]
(C7)
on generalized cohomology groups. Consequently, there is a short exact sequence
\[
0 \to \ker \beta' \to h^n(B(\mathbb{Z} \times G), \phi) \to \text{im } \beta' \to 0.
\]
(C8)

To prove Proposition 4, the idea is to show that
\[
\text{im } \beta' = \{[c] \in h^n(BG, \phi) | 2[c] = 0\},
\]
(C9)
\[
\ker \beta' \cong h^{n-1}(BG) / 2h^{n-1}(BG).
\]
(C10)

Let us represent $h$ by an $\Omega$-spectrum $(F_n)_{n \in \mathbb{Z}}$. According to Eq. (A4), we have
\[
h^n(BG, \phi) := [\widetilde{BG}, \Omega F_{n+1}]_G.
\]
(C11)

By definition, the loop space $\Omega F_{n+1}$ is the space of pointed maps from the circle $S^1$ to $F_{n+1}$ [50], i.e.
\[
\Omega F_{n+1} := \text{Map}_*(S^1, F_{n+1}).
\]
(C12)

We can regard $S^1 := I / \partial I$ as the unit interval $I := [0, 1]$ with its endpoints identified ($\partial I := \{0, 1\}$ denotes the boundary of $I$), and move it to the other side of $[-, -]_G$ in Eq. (C11). That is,
\[
h^n(BG, \phi) \cong \left(\left[I / \widetilde{BG}\right] / \left(\partial I \times \widetilde{BG}\right), F_{n+1}\right)_G.
\]
(C13)

Here, $[-, -]_G$ is the same as $[-, -]_G$ but requires basepoint [118] to be preserved: it is the set of homotopy classes of pointed, $G$-equivariant maps. In turn, let us tuck $BG$ away in the codomain of $\langle-, -, -\rangle_G$:
\[
h^n(BG, \phi) \cong \langle I / \partial I, \text{Map}_* (\widetilde{BG}, F_{n+1})\rangle.
\]
(C14)

where $\text{Map}_* (\cdot, -)$ is the same as $\text{Map}_* (\cdot, -)$ but requires $G$-action to be preserved; it is the space of pointed, $G$-equivariant [51] maps. Note that the $G$-equivariance requirement disappeared from $\langle-, -, -\rangle_G$ as a side effect [115]. Introducing the shorthand
\[
(Y, y_0) := \text{Map}_* (\widetilde{BG}, F_{n+1}),
\]
(C15)
where $y_0$ denotes the basepoint of $Y$, we now have
\[
h^n(BG, \phi) \cong \langle I / \partial I, Y \rangle.
\]
(C16)

A similar derivation shows that
\[
h^n(B(\mathbb{Z} \times G), \phi) \cong \langle (I \times \mathbb{R}) / (\partial I \times \mathbb{R}), Y \rangle_{\mathbb{Z}},
\]
(C17)
where $\mathbb{R}$ arose as the universal cover of the classifying space $S^1$ of $\mathbb{Z}$ [119]. Eq. (C17) is the set (actually, abelian group) of homotopy classes of $Z$-equivariant, pointed maps from $(I \times \mathbb{R}) / (\partial I \times \mathbb{R})$ to $Y$. If we introduce coordinates $s$ and $r$ for $I$ and $\mathbb{R}$, respectively, then the generator of $\mathbb{Z}$ will send $(s, r)$ to $(1 - s, r + 1)$. The action of $\mathbb{Z}$ on $Y$ is trivial [116].

With Eqs. (C16) and (C17), we can now forget about $G$ and work directly with $Y$. Note that Eqs. (C16) and (C17) are the codomain and domain of the homomorphism $\beta'$. Explicitly, an element of Eq. (C17) is represented by a pointed map
\[
b : (I \times \mathbb{R}) / (\partial I \times \mathbb{R}) \to Y,
\]
\[
(s, r) \mapsto b(s, r)
\]
(C18)
such that
\[
b(s, r) = b(1 - s, r + 1), \forall s, r.
\]
(C19)
whereas an element of Eq. (C16) is represented by a pointed map
\[ c : I/\partial I \to Y, \]
\[ s \mapsto c(s), \]  
(C20)
See Figs. 10(b)(c) for an illustration. Zero elements of the abelian groups (C16) and (C17) are represented by constant maps, which map all points to \( y_0 \). The homomorphism \( \beta' \) itself can be given by restricting to \( r = 0 \), that is, by setting
\[ c(s) = b(s,0), \]  
(C21)
as depicted in Fig. 11.

We are now ready to prove Eq. (C9). Take any \( b \) as in Eqs. (C18)(C19) and let \( c : I/\partial I \to Y \) be its restriction to \( r = 0 \). Dialing \( r \) from 0 to 1 then yields a homotopy \( c \sim c' \) that preserves basepoint, where \( c'(s) := c(1-s) \). This means that \( |c| = |c'| \) or equivalently \( 2|c| = 0 \), as elements of \( h^{n-1} (BG,\phi) \). Conversely, let \( c : I/\partial I \to Y \) be any pointed map that is homotopic to \( c' \) while preserving basepoint. Write \( c_r : I/\partial I \to Y \) for the homotopy, with \( r \in [0,1] \), \( c_0 = c \), and \( c_1 = c' \). Then the \( b \) defined by
\[ b(s,r) = \begin{cases} 
  c_{r-2n}(s), & r \in [2n,2n+1], \ n \in \mathbb{Z}, \\
  c_{r-2n+1}(1-s), & r \in [2n-1,2n], \ n \in \mathbb{Z} 
\end{cases} \]  
(C22)
will be a pointed map (C18) satisfying Eq. (C19) whose restriction to \( r = 0 \) is \( c \).

As for Eq. (C10), we note that we have
\[ h^{n-1} (BG,\phi) \cong \left( (I \times I)/\partial(I \times I), Y \right), \]  
(C23)
by shifting the degree in Eq. (C14). Thanks to Eq. (A2), we can further replace \( F_n \) by \( \Omega F_{n+1} \) and trade \( \Omega \) for an extra factor of \( I \) in the domain of \( (\sim,\sim) \). This gives
\[ h^{n-1} (BG,\phi) \cong \left( (I \times I)/\partial(I \times I), Y \right), \]  
(C24)
See Fig. 10(a). We define a map,
\[ \alpha' : h^{n-1} (BG,\phi) \to h^n (B(Z \times G),\phi), \]  
(C25)
by identifying the two factors of \( I \) in \( (I \times I)/\partial(I \times I) \) with \( I \) and \( \mathbb{R} \) in \( (I \times \mathbb{R})/\partial(I \times \mathbb{R}) \), where we extend the second \( I \) to \( \mathbb{R} \) via the \( \mathbb{Z} \)-action. More explicitly, if a pointed map
\[ a : (I \times I)/\partial(I \times I) \to Y \]
(C26)
represents an element \( [a] \) of \( h^{n-1} (BG,\phi) \), then the \( b \) defined by
\[ b(s,r) = \begin{cases} 
  a(s,r-2n), & r \in [2n,2n+1], \ n \in \mathbb{Z}, \\
  a(1-s,r-2n+1), & r \in [2n-1,2n], \ n \in \mathbb{Z} 
\end{cases} \]  
(C27)
will represent \( \alpha '([a]) \). See Fig. 12 for an illustration. This \( \alpha' \) is a homomorphism because addition can be defined using \( Y \).

To prove Eq. (C10), we first note that \( \text{im} \alpha' \) must be contained in \( \text{ker} \beta' \). This is because a pointed map (C26) by definition maps the entire \( \partial(I \times I) \) to the basepoint \( y_0 \) of \( Y \). Conversely, \( \text{ker} \beta' \) must be contained in \( \text{im} \alpha' \). Indeed, if the restriction \( c \) of a given \( b \) to \( r = 0 \) is homotopic (while preserving basepoint) to the constant map at \( y_0 \), then \( b \) itself must be homotopic (while preserving basepoint and \( \mathbb{Z} \)-action) to a map whose restriction to \( r = 0 \) is the constant map at \( y_0 \); that is, the restriction to \( r = 0 \) satisfies the homotopy extension property [50, 51]. Therefore, we have
\[ \text{im} \alpha' = \text{ker} \beta'. \]  
(C28)
This boils down the proof of Eq. (C10) to the computation of \( \text{im} \alpha' \).

We will determine \( \text{im} \alpha' \) by combining Eq. (C6) with an explicit computation of \( \text{ker} \alpha' \). Suppose a pointed map
\[ a : (I \times I)/\partial(I \times I) \to Y \]
(C29)
represents an element of \( \text{ker} \alpha' \). This implies that there is a homotopy,
\[ a_t : I \times I \to Y, \]  
(C30)
We can visualize this homotopy $a_\bullet$ by treating $t$, $s$, and $r$ as the three coordinates of a hypothetical cube, shown in Fig. 13. Now, the key observation is that the restriction of $a_\bullet$ to $r = 0$ can also be viewed as a pointed map $(I \times I)/\partial(I \times I) \to Y$, which we shall denote by $a'$. The restriction of $a_\bullet$ to $r = 1$ will then be $\overline{a}'$, where $\overline{a}'$ is the same as $a$ but has the opposite orientation. As a result, $a$ is homotopic (while preserving basepoint) to $a' + \overline{a}'$, and $[a] = [a'] + [\overline{a}']$ as elements of $h^{n-1}(BG, \phi)$. That is, $[a] \in 2h^{n-1}(BG, \phi)$ [see Eq. (8) for the meaning of 2]. This shows that $\ker a' \subset 2h^{n-1}(BG, \phi)$. Conversely, if $[a] = [a'] + [\overline{a}']$ for some $a'$, then one can construct an $a_\bullet$ that satisfies Eqs. (C30)(C31)(C32) by putting $a'$ and $\overline{a}'$ on $r = 0$ and $r = 1$, respectively. This shows that $2h^{n-1}(BG, \phi) \subset \ker a'$. Therefore, we have

$$\ker a' = 2h^{n-1}(BG, \phi).$$  \hspace{1cm} (C33)

To complete the proof, we note that

$$\ker \beta' = \text{im } \alpha' \\ = h^{n-1}(BG, \phi)/\ker \alpha' \\ = h^{n-1}(BG, \phi)/2h^{n-1}(BG, \phi),$$  \hspace{1cm} (C34)

where we have used Eqs. (C28), (C6), and (C33) in the first, second, and third lines, respectively.

**Appendix D: Proof of Corollaries 4 and 5**

**Proof of Corollary 4.** It is clear that the four types are mutually exclusive. Take any $[b] \in SPT^d(Z \times G)$. If $[b] = 0$, then it is of type (i). Now assume $[b] \neq 0$. There are two cases: either $\beta([b]) = 0$ or $\beta([b]) \neq 0$. In the first case, $[b] \in \ker \beta = \text{im } \alpha$, so there is an $[a] \in A$ such that $\alpha([a]) = [b]$. This means $2[b] = \alpha(2[a]) = \alpha(0) = 0$. Thus $[b]$ is of type (ii). In the second case, we have $\beta(2[b]) = 2\beta([b]) = 0$. By the same argument, $2(2[b]) = 4[b] = 0$. It follows that either $2[b] = 0$ and $[b]$ is of type (iii), or $2[b] \neq 0$, in which case we know by the same argument that $2[b]$ is of type (ii) and so $[b]$ is of type (iv).

**Proof of Corollary 5.** By Corollary 4, any nontrivial element of $SPT^d(Z \times G)$ must have order 2 or 4. The proof is trivial in case $SPT^d(Z \times G)$ is finitely generated, thanks to the fundamental theorem of finitely generated abelian groups. In general, we note that the first remark in the proof implies that $SPT^d(Z \times G)$ is an abelian $p$-group for $p = 2$ with bounded exponent (the smallest positive integer $k$ such that $k[b] = 0$ for all $[b] \in SPT^d(Z \times G)$). The desired result then follows from Prüfer’s first theorem, which states that an abelian $p$-group with bounded exponent must be a (possibly infinite, or even uncountable) direct sum of cyclic subgroups [120].

**Appendix E: Proof of Proposition 3**

Proposition 3 amounts to the statement that the kernel of Eq. (6) is contained in the kernel of Eq. (38). Similarly to App. C, for bosonic SPT phases, by the Hypothesis we have

$$SPT^d_b(G, \phi) \cong h^d_b(BG, \phi),$$  \hspace{1cm} (E1)

$$SPT^d_b(Z \times G, \phi) \cong h^d_b(B(Z \times G), \phi),$$  \hspace{1cm} (E2)

$$SPT^d_b(2Z \times G, \phi) \cong h^d_b(B(2Z \times G), \phi),$$  \hspace{1cm} (E3)

For fermionic SPT phases, choosing $G_f = G$ in the factorization of $G$, $Z \times G$, and $2Z \times G$ [see Eq. (A18)], we have

$$SPT^d_f(G, \phi) \cong h^d_{f, (G_f)}(B0, \phi),$$  \hspace{1cm} (E4)

$$SPT^d_f(Z \times G, \phi) \cong h^d_{f, (G_f)}(B(Z \times 0), \phi),$$  \hspace{1cm} (E5)

$$SPT^d_f(2Z \times G, \phi) \cong h^d_{f, (G_f)}(B(2Z \times 0), \phi),$$  \hspace{1cm} (E6)

where $h_{f, (G_f)}$ is the generalized cohomology theory associated with $(G_f, \phi)$ (see App. A), and 0 denotes the trivial group. Since both $h_b$ and $h_{f, (G_f)}$ are generalized cohomology theories, to prove Proposition 3 it will suffice, in either case, to establish the following property of an arbitrary generalized cohomology theory:

**Proposition 5.** Let $h$ be any generalized cohomology theory, $n$ be any integer, $G$ be any group, and $\phi : Z \times G \to \{\pm 1\}$ be any homomorphism sending the generator of $Z$ to $-1$. Let

$$\beta' : h^n(B(Z \times G), \phi) \to h^n(BG, \phi),$$  \hspace{1cm} (E7)

$$\gamma : h^n(B(Z \times G), \phi) \to h^n(B(2Z \times G), \phi)$$  \hspace{1cm} (E8)

be induced by the inclusions $G \to Z \times G$ and $2Z \times G \to Z \times G$. Then

$$\ker \beta' \subset \ker \gamma.$$

$$\gamma.$$  \hspace{1cm} (E9)
Let $\alpha'$ be defined as in Eq. (C25), and let
\[ \delta : h^n(\mathbb{Z} \times G, \phi) \to h^n(BG, \phi) \] (E10)
be induced by the inclusion $G \to \mathbb{Z} \times G$. By the functoriality of a generalized cohomology theory [see remarks following Eq. (A6)], we must have $\beta' = \delta \circ \gamma$. This implies that
\[ \ker \gamma \subset \ker \beta'. \] (E11)
Below, we will show that
\[ \text{im} \alpha' \subset \ker \gamma. \] (E12)
Combined with the equality $\text{im} \alpha' = \ker \beta'$ established in App. C, Eqs. (E11)(E12) would then imply that $\text{im} \alpha'$, $\ker \gamma$, and $\ker \beta'$ are actually all the same, from which Proposition 5 would follow.

To show $\text{im} \alpha' \subset \ker \gamma$, or equivalently $\gamma \circ \alpha' = 0$, we note that we can express
\[ h^n(B(\mathbb{Z} \times G), \phi) \cong \langle (I \times \mathbb{R}) / (\partial I \times \mathbb{R}), Y \rangle \] (E13)
in much the same vein as Eqs. (C16) and (C17). Here, $2\mathbb{Z}$ is the subgroup of $\mathbb{Z}$ of even integers, which means its generator is twice the generator of $\mathbb{Z}$. Like for Eq. (C17), an element of Eq. (E13) is represented by a pointed map
\[ b : (I \times \mathbb{R}) / (\partial I \times \mathbb{R}) \to Y, \]
\[ (s, r) \mapsto b(s, r). \] (E14)
This map, however, only needs to satisfy the weaker condition,
\[ b(s, r) = b(s, r + 2), \forall s, r, \] (E15)
associated with twice the generator of $\mathbb{Z}$. The homomorphism $\gamma$ corresponds to the relaxation of constraint (C19) to constraint (E15).

Now, take any $[a] \in h^{n-1}(BG, \phi)$ and let $[b]$ be the element $\alpha'([a])$ of $h^n(B(\mathbb{Z} \times G), \phi)$. Recall from App. C that we can represent $[a]$ by a pointed map $a$ of the form (C26), and $[b]$ by corresponding the map $b$ defined in Eq. (C27); see Fig. 12. Depending on whether constraint (C19) or (E15) is imposed, this $b$ can be viewed as representing either the element $[b]$ of $h^n(B(\mathbb{Z} \times G), \phi)$ or the element $\gamma([b])$ of $h^n(B(2\mathbb{Z} \times G), \phi)$. In general, it may not be possible to homotope (i.e. deform) $b$ to the constant map at $y_0$ while preserving basepoint and respecting constraint (C19); this reflects the fact that $[b]$ may be nontrivial. However, if constraint (C19) is relaxed to (E15), then a homotopy always exists. Indeed, as illustrated in Fig. 14, starting with the picture in Fig. 12, we can first shrink the squares of $a$ (and its upside-down partners), rotate the shrunk squares, moving pairs of the rotated squares towards each other, and finally annihilating them. This shows that $\gamma([b])$ is the trivial element of $h^n(B(\mathbb{Z} \times G), \phi)$, and so $\gamma \circ \alpha' = 0$.

[1] J. Ma, C. Yi, B. Lv, Z. Wang, S. Nie, L. Wang, L. Kong, Y. Huang, P. Richard, P. Zhang, K. Yaji, K. Kuroda, S. Shin, H. Weng, B. A. Bernevig, Y. Shi, T. Qian, and H. Ding, Science Advances 3 (2017), 10.1126/sciadv.1602415.
[2] Z. Wang, A. Alexandradinata, R. J. Cava, and B. A. Bernevig, Nature 532, 180 (2016).
[3] A. Alexandradinata, Z. Wang, and B. A. Bernevig, Phys. Rev. X 6, 021008 (2016).
[4] C.-X. Liu, R.-X. Zhang, and B. K. VanLeeuwen, Phys. Rev. B 90, 085304 (2014).
[5] C. Fang and L. Fu, Phys. Rev. B 91, 161105 (2015).
[6] K. Shiozaki, M. Sato, and K. Gomi, Phys. Rev. B 91, 155120 (2015).
[7] K. Shiozaki, M. Sato, and K. Gomi, Phys. Rev. B 93, 195413 (2016).
[8] P.-Y. Chang, O. Erten, and P. Coleman, Nat Phys 13, 794 (2017).
[9] M. Ezawa, Phys. Rev. B 94, 155148 (2016).
[10] K. Shiozaki, M. Sato, and K. Gomi, Phys. Rev. B 95, 235425 (2017).
[11] L. Lu, C. Fang, L. Fu, S. G. Johnson, J. D. Joannopoulos, and M. Soljacic, Nature Physics (2016), 10.1038/nphys3611.
[12] H. Hiller, The American Mathematical Monthly 93, 765 (1986).
[13] Z.-C. Gu and X.-G. Wen, Phys. Rev. B 80, 155131 (2009).
[14] X. Chen, Z.-C. Gu, and X.-G. Wen, Phys. Rev. B 82, 155138 (2010).
[15] More precisely, the hourglass-fermion phase belongs to a nonsymmorphic space group which includes at least one glide symmetry.
Since there is no known generalization of the $Z_4$ invariant to disordered systems, we assume discrete translational symmetry in all three directions at first and quotient out phases that can be obtained by layering lower-dimensional phases in the $y$- and $z$-directions in the end [7]. In the same spirit, both $Z_2$'s in Eq. (1) are obtained after quotienting out layered phases; that is, they are the strong [121] classifications.

Y.-M. Lu and A. Vishwanath, Phys. Rev. B 95, 146802 (2005).

C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801 (2005).

Since there is no known generalization of the $Z_4$ invariant to disordered systems, we assume discrete translational symmetry in all three directions at first and quotient out phases that can be obtained by layering lower-dimensional phases in the $y$- and $z$-directions in the end [7]. In the same spirit, both $Z_2$'s in Eq. (1) are obtained after quotienting out layered phases; that is, they are the strong [121] classifications.

J. E. Moore and L. Balents, Phys. Rev. B 75, 121306 (2007).

L. Fu, C. L. Kane, and E. J. Mele, Phys. Rev. Lett. 98, 106803 (2007).

R. Roy, Phys. Rev. B 79, 195322 (2009).

S. Jiang and Y. Ran, Phys. Rev. B 95, 125107 (2017).

R. Thorngren and D. V. Else, “Gauging spatial symmetries and the classification of topological crystalline phases,” (2016), arXiv:1612.00846.

In the literature on non-interacting fermionic phases, the stacking operation is also known as the “Whitney sum,” which refers to the direct sum of vector spaces corresponding to two sets of fermion-filled bands over the same Brillouin torus. Note that a direct sum of single-particle Hilbert spaces corresponds to a tensor product of Fock spaces or many-body Hilbert spaces.

Y.-M. Lu and A. Vishwanath, Phys. Rev. B 89, 199903(E) (2014).

C. Wang, A. C. Potter, and T. Senthil, Science 343, 629 (2014).

X.-L. Qi and S.-C. Zhang, Phys. Rev. Lett. 101, 086802 (2008).

A. M. Essin, J. E. Moore, and D. Vanderbilt, Phys. Rev. Lett. 102, 146805 (2009).

F. Lu, B. Shi, and Y.-M. Lu, New Journal of Physics 19, 073002 (2017).

C. Z. Xiong, “Minimalist approach to the classification of symmetry protected topological phases,” submitted to Journal of High Energy Physics (2017), arXiv:1701.00004.

A. Kitaev, in Topological Quantum Computing Workshop (Simons Center for Geometry and Physics, Stony Brook University, Stony Brook, New York, 2011).

A. Kitaev, in Topological Phases of Matter Program Seminar (Simons Center for Geometry and Physics, Stony Brook University, Stony Brook, New York, 2013).

A. Kitaev, in Symmetry and Topology in Quantum Matter Workshop (Institute for Pure & Applied Mathematics, University of California, Los Angeles, California, 2015).

X. Chen, Z.-C. Gu, Z.-X. Liu, and X.-G. Wen, Phys. Rev. B 87, 155114 (2013).

Z.-C. Gu and X.-G. Wen, Phys. Rev. B 90, 115141 (2014).

A. Kapustin, “Symmetry Protected Topological Phases, Anomalies, and Cobordisms: Beyond Group Cohomology,” (2014), arXiv:1403.1467.

D. S. Freed, “Short-range entanglement and invertible field theories,” (2014), arXiv:1406.7278.

D. S. Freed and M. J. Hopkins, “Reflection positivity and invertible topological phases,” (2016), arXiv:1604.06527.

N. Schuch, D. Pérez-García, and I. Cirac, Phys. Rev. B 84, 165139 (2011).

C. Wang, C.-H. Lin, and Z.-C. Gu, Phys. Rev. B 95, 195147 (2017).

S.-J. Huang, H. Song, Y.-P. Huang, and M. Hermele, (2017), arXiv:1705.09243.

A. Kapustin, R. Thorngren, A. Turzillo, and Z. Wang, Journal of High Energy Physics 2015, 52 (2015).

D. V. Else and C. Nayak, Phys. Rev. B 90, 235137 (2014).

M. Cheng, Z. Bi, Y.-Z. You, and Z.-C. Gu, “Towards a Complete Classification of Symmetry-Protected Phases for Interacting Fermions in Two Dimensions,” (2015), arXiv:1501.01313.

C. Wang and M. Levin, Phys. Rev. B 91, 165119 (2015).

X.-G. Wen, Phys. Rev. B 91, 205101 (2015).

A. Vishwanath and T. Senthil, Phys. Rev. X 3, 011016 (2013).

C. Wang and T. Senthil, Phys. Rev. B 87, 235122 (2013).

F. J. Burnell, X. Chen, L. Fidkowski, and A. Vishwanath, Phys. Rev. B 90, 245122 (2014).

A. Hatcher, Algebraic Topology (Cambridge University Press, Cambridge, 2002).

J. F. Davis and P. Kirk, Lecture Notes in Algebraic Topology (American Mathematical Society, Providence, 2001) Sec. 8.8.

J. F. Adams, Infinite Loop Spaces (AM-90): Hermann Weyl Lectures, The Institute for Advanced Study (AM-90), Vol. 90 (Princeton University Press, Princeton, 1978).

J. F. Adams, Stable Homotopy and Generalised Homology (University of Chicago press, Chicago, 1995).

L. Fu and C. L. Kane, Phys. Rev. B 76, 045302 (2007).

A. Alexandradinata, Z. Wang, B. A. Bernevig, and M. Zaeletel, “Glide-resolved photoemission of topological solids,” in preparation (2017).

This argument was first presented in Ref. [7].

X.-L. Qi, T. Hughes, and S.-C. Zhang, Phys. Rev. B 78, 195244 (2008).

F. Wilczek, Phys. Rev. Lett. 58, 1799 (1987).

L. Michel and J. Zak, Phys. Rev. B 59, 5998 (1999).

S.-S. Lee and S. Ryu, Phys. Rev. Lett. 100, 186807 (2008).

A. Alexandradinata, T. L. Hughes, and B. A. Bernevig, Phys. Rev. B 84, 195103 (2011).

L. Fu and C. L. Kane, Phys. Rev. B 74, 195312 (2006).

R. B. Laughlin, Phys. Rev. B 23, 5632 (1981).

A. Kitaev, in Topological Quantum Computing Workshop (Simons Center for Geometry and Physics, Stony Brook University, Stony Brook, New York, 2011).

B. Swingle and J. McGreevy, Phys. Rev. B 93, 045127 (2016).

We consider only systems that do not break the symmetry spontaneously.

G. E. Volovik, Journal of Experimental and Theoretical Physics Letters 70, 609 (1999).

N. Read and D. Green, Phys. Rev. B 61, 10267 (2000).

D. A. Ivanov, Phys. Rev. Lett. 86, 268 (2001).

A. Y. Kitaev, Physics-Uspekhi 44, 131 (2001).

A. Kitaev, Annals of Physics 321, 2 (2006), january Special Issue.

Y.-M. Lu and A. Vishwanath, Phys. Rev. B 86, 125119 (2012).
In general it is not necessary, or even possible, to go through this intermediate step. In the discussion of SPT phases, one always considers stable equivalence. That is, one allows for change of Hilbert spaces through, for instance, the introduction of ancillary lattices or a blocking of lattice sites [34, 39]. The deformation of a composite system into a system whose ground state is a tensor product may already involve such changes, in which case the intermediate picture of a tensor product of states supported on pairs of sites will no longer be accurate.

More precisely, the transformation of states supported on pairs of sites into states supported on single sites involves first an enlargement of the Hilbert space and then a transfer of states in one sector of the enlarged Hilbert space to another [34, 39].

While two $(d - 1)$-dimensional $G$-protected SPT phases may lead to the same $d$-dimensional $\mathbb{Z} \times G$-protected SPT phase, this if-and-only-if condition is unambiguous because any two such phases must both have square roots or both have no square roots.

By a clean limit, we mean a system that has discrete translational symmetry in three independent directions.

One way to rationalize this is to apply the pseudo-scalar transformation behavior of $E \cdot B$.

By an interaction-enabled fermionic SPT phase, we mean a phase that does not have a free-fermion representative.

T. Senthil and M. Levin, Phys. Rev. Lett. 110, 046801 (2013).
I. Affleck, T. Kennedy, E. H. Lieb, and H. Tasaki, Phys. Rev. Lett. 59, 799 (1987).
F. D. M. Haldane, Phys. Rev. Lett. 50, 1153 (1983).
F. Haldane, Physics Letters A 93, 464 (1983).
I. Affleck and F. D. M. Haldane, Phys. Rev. B 36, 5291 (1987).
I. Affleck, Journal of Physics: Condensed Matter 1, 3047 (1989).
X.-G. Wen, “Zoo of quantum-topological phases of matter,” (2016), arXiv:1610.03911.
S. Sahoo, Z. Zhang, and J. C. Y. Teo, Phys. Rev. B 94, 165142 (2016).
T. Morimoto, H. C. Po, and A. Vishwanath, Phys. Rev. B 95, 195155 (2017).

In Ref. [30], $G$ was assumed to preserve spacetime orientation, but the proof of Proposition 1 in App. C can be easily adapted to show that this restriction was unnecessary.

X.-L. Qi, T. Hughes, and S.-C. Zhang, Nat. Phys. 4, 273 (2008).
H. Song, S.-J. Huang, L. Fu, and M. Hermele, Phys. Rev. X 7, 011020 (2017).
D. Gaiotto and T. Johnson-Freyd, “Symmetry Protected Topological phases and Generalized Cohomology,” (2017), arXiv:1712.07950.

In this physical setting, since all actions on $F$ factor through $\mathbb{Z}_2$, one can use the $\mathbb{Z}_2$-principal bundle $BG/\ker \phi \to BG$ instead of the universal cover $BG \to BG$ to obtain the same result. Alternatively, one can use the $G$-principal bundle $EG \to BG$.

L. Fidkowski and A. Kitaev, Physical review b 83, 075103 (2011).

Strictly speaking it is incorrect to say the smallest possible $G_f$, as it may not be unique. For example, $\mathbb{Z}_2 \times \mathbb{Z}_4$, with $(0, 2)$ the fermion parity, can be written as either $\{(0, 0), (1, 0)\} \times \{(0, 0), (1, 1), (0, 2), (1, 3)\}$ or $\{(0, 0), (1, 0)\} \times \{(0, 0), (0, 1), (0, 2), (0, 3)\}$.

Here, naturality is in the sense of category theory. In the present case, it says the isomorphisms respect the functorial structure of the two sides.

This follows from the canonical isomorphism
\[
\left[ \tilde{X} \times \tilde{Y}, Z \right]_{\pi_1 X \times \pi_1 Y} \cong \left[ \tilde{X}, \text{Map}^{\pi_1 Y}_{\pi_1 X}(\tilde{Y}, Z) \right]_{\pi_1 X}
\]
for any topological spaces $X, Y$, and $Z$, where $\tilde{X}$ and $\tilde{Y}$ are universal covers and $\text{Map}^{\pi_1 Y}_{\pi_1 X}(\tilde{Y}, Z)$ is the space of $\pi_1 Y$-equivariant maps from $\tilde{Y}$ to $Z$.

X. Chen, Z.-C. Gu, and X.-G. Wen, Phys. Rev. B 83, 035107 (2011).
X. Chen, Z.-C. Gu, and X.-G. Wen, Phys. Rev. B 84, 235128 (2011).
C.-T. Hsieh, O. M. Sule, G. Y. Cho, S. Ryu, and R. G. Leigh, Phys. Rev. B 90, 165134 (2014).
C.-T. Hsieh, T. Morimoto, and S. Ryu, Phys. Rev. B 90, 245111 (2014).
Y.-Z. You and C. Xu, Phys. Rev. B 90, 245120 (2014).
Y. Fuji, F. Pollmann, and M. Oshikawa, Phys. Rev. Lett. 114, 177204 (2015).
G. Y. Cho, C.-T. Hsieh, T. Morimoto, and S. Ryu, Phys. Rev. B 91, 195142 (2015).
T. Yoshida, T. Morimoto, and A. Furusaki, Phys. Rev. B 92, 245122 (2015).
R. Dijkgraaf and E. Witten, Comm. Math. Phys. 129, 393 (1990).
F. Wilczek and A. Zee, Phys. Rev. Lett. 52, 2111 (1984).
M. V. Berry, Proc. R. Soc. Lond A 392, 45 (1984).
J. Zak, Phys. Rev. Lett. 62, 2747 (1989).
R. Yu, X. L. Qi, A. Bernevig, Z. Fang, and X. Dai, Phys. Rev. B 84, 075119 (2011).
A. A. Soluyanov and D. Vanderbilt, Phys. Rev. B 83, 235401 (2011).

With the formulation in App. A, $G$ would act nontrivially on $I$, and the $G$-equivariance requirement would not disappear from $\langle -, - \rangle_G$ as we pass from Eq. (C13) to Eq. (C14). Fortunately, there is an equivalent formulation where $G$ acts nontrivially on $F_n+1$ instead of $I$, for which the $G$-equivariance requirement does disappear.

Technically, in view of footnote [115], we ought to let the generator of $Z$ send $(s, r)$ to $(s, r + 1)$ and act nontrivially on $Y$, but this is essentially equivalent to the alternative action considered here and would only incur minor changes to the proof.

M. Artin, Algebra (Pearson Prentice Hall, 2011).
J. Munkres, Topology, Featured Titles for Topology Series (Prentice Hall, Incorporated, 2000).
A. Adem and R. J. Milgram, Cohomology of Finite Groups, 2nd ed. (Springer-Verlag Berlin Heidelberg, New York, 2004) Chap. II.
[120] M. Kargapolov and J. Merzljakov, *Fundamentals of the Theory of Groups*, Vol. 62 (Springer Verlag, 1979) p. 61.
[121] A. Kitaev, AIP Conf. Proc. **1134**, 22 (2009).