Weakly-supervised Semantic Segmentation in Cityscape via Hyperspectral Image
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Abstract

Hyperspectral images (HSIs) contain the response of each pixel in different spectral bands, which can be used to effectively distinguish various objects in complex scenes. While HSI cameras have become low cost, algorithms based on it have not been well exploited. In this paper, we focus on a novel topic, weakly-supervised semantic segmentation in cityscape via HSIs. It is based on the idea that high-resolution HSIs in city scenes contain rich spectral information, which can be easily associated to semantics without manual labeling. Therefore, it enables low cost, highly reliable semantic segmentation in complex scenes. Specifically, in this paper, we theoretically analyze the HSIs and introduce a weakly-supervised HSI semantic segmentation framework, which utilizes spectral information to improve the coarse labels to a finer degree. The experimental results show that our method can obtain highly competitive labels and even have higher edge fineness than artificial fine labels in some classes. At the same time, the results also show that the refined labels can effectively improve the performance of existing semantic segmentation algorithms. The combination of HSIs and semantic segmentation proves that HSIs have great potential in high-level visual tasks for automatic driving.

1. Introduction

Semantic segmentation in cityscape scenes using RGB images has been well exploited (e.g., FCN [28], DeepLabV3 [13] and HRNet [40]). A various of datasets enable such research. (e.g., Cityscapes [15], CamVid [7], BDD100K [45] and KITTI [21]). We notice that most of the RGB based methods relying on large scale and high quality datasets, large and complex networks and fragile training strategies. This is because, RGB images have inherent limitation on metamerism [10, 9]. As illustrated in Figure 1(a), different objects may have similar RGB value. Metamerism is particularly challenging in cityscape scenes because they contain too many classes, complex lighting and spacial structures. As shown in Figure 1, while RGB based semantic segmentation easily lead to mistakes when
using shallow network, HSI based methods does not have such problem over the same setting.

In this paper, we propose to introduce HSI into the pipeline of semantic segmentation of cityscape scenes, to break the inherent limitation of RGB images. Firstly, theoretically analysis using t-SNE is executed to show that HSIs are inherently more distinctive than RGB images in cityscape scenes. Based on such advantages, a weakly-supervised semantic segmentation framework is designed to exploiting the advantage of HSI when retain the RGB based semantic segmentation network. Specifically, the coarse label provided by the dataset is refined by learning the prior relationship between hyperspectral information and semantic categories. Then, the refined label is applied to supervise the well-known semantic segmentation network on RGB images (i.e., HRNet network [40] and DeepLabV3+ [14]). Notice that our proposed framework can generally adopt any RGB segmentation network, and achieve reliable semantic segmentation with coarse label.

Experimental results on Hyperspectral City dataset [44] demonstrated that adopting HSI into cityscape scenes can effectively improve the annotation accuracy. Furthermore, finetuning HRNet [40] with the refined labels can improve 10.10% mIoU over that pre-trained on Cityscapes, and 2.16% mIoU over that fine-tuning with coarse label.

Our main contributions are summarized as follows:

- To the best of our knowledge, our proposed framework is the first paper to apply HSIs into semantic segmentation in cityscape scenes.
- We theoretically analyze the necessity of HSI in cityscape scenes.
- We propose a novel weakly-supervised semantic segmentation framework via HSI only works on coarse labels, which is applicable to any RGB semantic segmentation network.
- We demonstrate the significant performance improved by adopting HSI to label refinement and semantic segmentation in cityscape scenes, which will likely enable a new research area.

2. Related Work

**Hyperspectral Image.** Hyperspectral images (HSIs) capture the spectral behavior of every pixel within observed scenes at hundreds of continuous and narrow bands, which provides greater information about the captured scenes and objects. HSIs can overcome adverse environmental conditions (e.g., nighttime, foggy, snowy) and reduce the interference of metamerism phenomenon. Several studies [49, 29, 46, 42] have shown the great potential of spectra in cityscape scenes. In the past, spectra images are usually acquired by scanning or interferometry in remote sensing (RS)(e.g., Indian Pines [4], Pavia University [1] and Houston [17]). But these approaches can only be applied in practice on static or slow-moving scenes. With the advances in compressive sensing theory, snapshot multispectral cameras (e.g., CTIS [18], PMVIS [10] and SPCS [3]) can measure data in a single exposure on sensor. At present, the acquisition technology has been able to capture high-resolution spectral video [11], which greatly expands the application field of spectral imaging.

**Semantic Segmentation in Cityscape Scenes.** Semantic segmentation is a task of predicting unique semantic label for each pixel of the input image. It has achieved great progress with the works such as FCN [28], UNet [37], SegNet [5], PSPNet [47], DeepLabv3 [13] and HRNet [40]. Fully-supervised Semantic Segmentation depending on huge datasets with pixel-wise annotation (e.g., Cityscapes [15], KITTI [21] and CamVid [7]) is expensive and labor-consuming.

To solve this problem, numerous papers focus on semi- and weakly-supervised semantic segmentation. The semi-supervised methods, such as video label propagation [12, 35, 8], consistency regularization [19, 33], self-training [30, 51, 26, 25, 50] have made great effect, but still rely on the fine annotations. Weakly-supervised methods usually employ bounding boxes [16], scribbles [27], points [6] and image-level labels [36]. For image-level labels, most of methods [2, 23, 41] refine the class activation map (CAM) [48] generated by the classification network to approximate the segmentation mask. Besides, the network also be trained with bounding boxes [24, 36], scribbles [27], or videos [39]. But comes to complex cityscape scenes, it is difficult to utilize these labels for one image contains almost all classes. For cityscape scenes, annotating coarsely only requires each polygon must only include pixels belonging to a single class, which is a low cost weakly-supervised labels [15]. But due to the sparse supervision, using coarse label directly can not achieve competitive results.

**Annotation Refinement.** There are rare methods focusing on the refinement of coarse labels. In [43], a fully convolution encoder-decoder network with the dense conditional random field (CRF) is proposed for contour detection in order to refine imperfect annotations. However, the large computational cost and sensitivity to parameter selection restrict its practicability. [31] proposes a coarse-to-fine annotation enrichment strategy which expends coarse annotations to a finer scale. But coding and iterating also make it too complex. Fundamentally, in the absence of the prior between spatial information and semantics in coarse labels, it is difficult to refine coarse labels directly.

3. Theoretical Analysis

To enable our research in HSIs for low cost and reliable semantic segmentation in cityscape, we adopt a new dataset
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Figure 2: Comparisons of Hyperspectral City dataset with other datasets: Examples from (a) Hyperspectral City [44], (b) Cityscapes [15], (c) KITTI [21]. (d) Comparison of RGB images, HSIs and remote sensing images. The orange and green bars represent roughly the spectral and spatial resolution of the image, as well as the corresponding amount of information.

called the Hyperspectral City Dataset [44]. Based on this dataset, we will introduce the great advantages HSIs present over RGB images in the cityscape scenes.

To best exploit the feasibility of modern semantic segmentation, the dataset focuses particularly on complex cityscape scenes as well as complex lighting conditions. As Figure 2 shows, compared with other cityscape scenes datasets (e.g., Cityscapes [15] and KITTI [21]), the scenes and weather conditions in this dataset are more complicated.

**HSI Acquisition.** While HSIs have been exploited in remote sensing, it cannot be directly used in cityscapes. Remote sensing images are acquired based on scanning or interferometry methods [20, 34], which limit the use of spectra. The Hyperspectral City Dataset was captured by PMVIS [10], which can capture both high-resolution spectral and RGB videos in real time. Specifically, as shown in Figure 2, the PMVIS camera works well in highly dynamic and complex scenes such as cityscape.

**HSI in natural scenes and difference from remote sensing.** As shown in Figure 2 (d), We compare three kinds of data. The middle cube represents the HSI in Hyperspectral City, which has high spatial and spectral resolution. The left cube represents the RGB image, which is the result of the integration of the spectral image over the spectral channel. RGB image mainly contains spatial information. The right cube represents the aerial remote sensing image, which has high spectral resolution and low spatial resolution. The different imaging scenes and acquisition methods make a great difference between cityscape HSI and remote sensing image.

**Hyperspectral information as semantic feature.** Hyperspectral images have higher spectral resolution, so they have better discrimination of semantic features. We use t-SNE [32] to visualize HSI and RGB image. We select the HSI and RGB image in the same frame, which have the same fine label. Due to computational limitations, we use the nearest interpolation to sample the HSI, the RGB image and the fine label to a same low resolution, which keeps each pixel corresponding. We use HSI and RGB image respectively to create a t-SNE visualization. As shown in Figure 3, the result of HSI has a continuous distribution and a clear boundary between each category. On the contrary, for RGB image, the confusion of spectra is more serious. Figure 3 plots the spectral curves of different substances with the similar color. HSI can reduce the interference of metamerism phenomenon and provide more powerful information support for cityscape scene analysis.

4. Weakly-supervised HSI Semantic Segmentation Framework

4.1. Overview

Although HSIs have inherit advantages, applying it in our task in not trivial. A hyperspectral image requires more than 1G memory. It is problematic that the naive extension of existing network structure by just increasing the channels with research in memory overflow. From the perspective of label, our method avoids the limitation of memory, effectively...
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reduces the cost of labeling and improves the performance.

As illustrated in Figure 4, there are 3 modules of our method. First, coarse label is used to supervise HSI classification to generate a spectral prior result. This step gets a prior relationship between HSI and coarse label to generate a spectral prior result. Second, coarse label and spectral prior are fused to generate more detailed and accurate label, which is called refined label. Third, the refined label is utilized as a supervision to improve the migration effect of the mature semantic segmentation pre-trained model.

Formally, given a set of M training data \( X_h, X_r, Y = \{I_i\}_{i=1}^M \), let \( X_h \in R^{H \times W \times D_h} \) and \( X_r \in R^{H \times W \times D_r} \) denote a pair of hyperspectral image data and RGB image data, where \( H \) and \( W \) are the spatial dimensions of the input tensor, height and width, and \( D_h, D_r \) is the number of spectral channels. Every \( X_h, X_r \) has a pixel at location \( x, y \) contains a same one-hot label \( Y_{x,y} = (y_1, y_2, \ldots, y_k) \in R^{1 \times 1 \times k} \) where \( k \) represents the number of classes.

As shown in Figure 5, we first generate HSI cube \( C \in R^{S \times S \times D_h} \) with the size \( S \times S \) from \( X_h \), whose center at the space position is \((x, y)\) where \( x \in [(S - 1)/2 + 1, H - (S - 1)/2], y \in [(S - 1)/2 + 1, W - (S - 1)/2] \). Thus, a HSI cube at the position \((x, y)\) is denoted by \( C_{x,y} \). The HSI cube covers the height from \( x - (S - 1)/2 \) to \( x + (S - 1)/2 \), the width from \( y - (S - 1)/2 \) to \( y + (S - 1)/2 \) and the whole spectral dim \( D_h \). The number of HSI cubes generated from \( X_h \) is \((H - S + 1) \times (W - S + 1)\). The label of the \( C_{x,y} \) is the one-hot label \( Y_{x,y} \) of the pixel at the position \((x, y)\).

After we generate HSI cubes from the dataset, we use ResNet-50 [22] as the hyperspectral classification network. We change the input dims of ResNet-50 from \( D_r \) to \( D_h \) to adapt HSI cube. During training, we learn the label under the supervision from the ground-truth \( Y_{x,y} \). Using the cross-entropy loss and \( f(C_{x,y}) = Z_{x,y} \) the output of ResNet50, the following equation shows:

\[
L(Z_{x,y}, c) = -\log \left( \frac{\exp(Z_{x,y}[c])}{\sum_k \exp(Z_{x,y}[k])} \right) = -Z_{x,y}[c] + \log \left( \sum_k \exp(Z_{x,y}[k]) \right).
\]  

Figure 4: The proposed framework. In the blue dashed box, we train HSI classification module with coarse label as supervision, and then input HSI to generate spectral prior result. In the orange dashed box, we combine the coarse label and the spectral prior through the mask to generate the refined label. In the purple dashed box, we fine-tune the HRNet pre-trained model with the refined label as the supervision.

Figure 5: The illustration of HSI classification module. ResNet50 is used to classify the HSI cubes and obtain the label of the pixel. For each pixel of the HSI is classified and finally generate a spectral prior result.

4.2. Hyperspectral Semantic Prior Module

In this section, we use HSI classification module to generate semantic prior. We hope to use the prior relationship between coarse label and hyperspectral information to obtain label with high fineness, and at the same time, to prevent the influence of coarse spatial information of coarse label.
After training, we use the hyperspectral classification network to compute the result for each pixel of HSI $X_h$ to generate spectral prior $Z$. Sparse random selection of pixels and the use of shallow network prevent overfitting in experiments.

4.3. Semantic Fusion module

In this section, we combine coarse labels and spectral prior to generate refined labels. Although spectral prior $Z$ has higher edge fineness, manual coarse labels have higher confidence in the central region. So a label fusion algorithm is proposed to fuse the advantages of two kinds of labels. First, we remove the low confidence pixels in the spectral prior. Then, we use a class-based erosion strategy to combine spectral prior $Z$ and coarse label $Y$ to generate refined label.

**Noise control.** For each pixel $Z_{x,y}$ in spectral prior, We use the softmax function to calculate the confidence, where the softmax function is defined as:

$$f_{\text{softmax}}(Z_{x,y}) = \frac{\exp(Z_{x,y}[k'])}{\sum_{k} \exp(Z_{x,y}[k])}$$

(2)

where $k' = \text{argmax}(Z_{x,y}) \in [1, k]$. For pixel $Z_{x,y}$, if the confidence is below the threshold $\alpha$, the pixel will be set to the label of 'background'; otherwise it is assigned the label class-$k'$. It plays an important role in controlling spectral prior quality.

**Class-wise erosion fusion.** Due to the edge of manual coarse label will have some errors beyond the boundary of the classes. At the same time, in the internal area of some classes (e.g., car, building), spectral prior has misclassification. So we propose a class-wise erosion kernel size selection method to obtain the optimal mask, and then fuse two labels.

Coarse label $Y \in R^{1 \times 1 \times k}$ is a one-hot label. For each class $k$, the coarse label $Y_k$ is eroded by each category. We choose a square $E$ with size $l \times l$ as the kernel of erosion. For class $i \in [1, k]$, the erosion operation as the following equation shows:

$$f_{\text{erode}}(Y_i(x, y)) = \min_{x', y' \in (-l, l) \setminus (0, 0)} Y_i(x+x', y+y').$$

(3)

After eroding each class, the regions eroded by each class are added together to form a mask. The mask $Y_{\text{mask}}$ after the erosion operation retains the area near the center of each class. Then we use a mask $Y_{\text{mask}}$ to fuse the spectral prior $Z$ with the coarse label $Y$ to generate refined label $Y_{\text{refined}}$, as the following equation shows:

$$Y_{\text{refined}} = Y \times \sum_{i=1}^{k} f_{\text{erode}}(Y_i) + Z \times (1 - \sum_{i=1}^{k} f_{\text{erode}}(Y_i)).$$

(4)

Next we use class-wise intersection over union (IoU) as the evaluation index to calculate the IoU scores of each class under different erosion kernel sizes $l \in (1, n)$. We select the erosion kernel size $l_i$ with the highest IoU score for each class. By this method, we obtained the final optimal erosion kernel size $l_i$ for each class $i \in [1, k]$. Finally, we generate mask with kernel size $l$.

Obviously, refined label combines the high internal confidence of coarse label and the high edge fineness of spectral prior. Using hyperspectral information, we get high quality label only based on coarse label.

4.4. Finetuning Module

The network structure of semantic segmentation has been relatively mature. To make use of the existing semantic segmentation mature network and prove that our method is useful to semantic segmentation, we fine-tune the HRNet and DeeplabV3+ pre-trained model with our refined labels. More details can be found in supplementary material.

5. Experiments

5.1. Implementation detail

**Hyperspectral City dataset.** The Hyperspectral City dataset [44] has 367 frames with coarse labels and 55 frames with fine labels. Coarsely and finely annotated images are used for training and testing respectively. There are 6 images have both fine and coarse annotations, which are used for validating. Spectral camera (PMVIS [10]) can capture RGB and spectral images of the same spatial region at the same time. Therefore, each frame captures both the RGB image and the HSI, which have the same spatial resolution 1379 by 1773 and same label. The HSI has 129 spectral channels. The spectrum range is 450 to 950 nm (visible and near-infrared bands) and spectral resolution is 4nm.

**Spectral prior.** ResNet50 is adopted as the hyperspectral image classification network. Verified by experiment, we set the initial learning rate as 0.01, weight decay as 0.0005 and epoch as 30.

Because HSIs consume a lot of memory, we prepare the data in two steps to balance memory and network training. First, we choose images from training dataset with the batch size 6. Second, we randomly select 10,000 pixels from one HSI, excluding whose corresponding coarse label is "0"(background). Each pixel generates a HSI cube, totally 60,000. Then we randomly choose cubes from these HSI cubes for training with the batch size 256. This method allows us to maximize the use of memory and prevents overfitting at one HSI. The number of HSI cubes used in each image is a small fraction of the total. The spectral information of the same substance has high similarity, which can ensure that sufficient prior information can be learned by using few HSI cubes. We set the spatial resolution of the HSI cube is $11 \times 11$. 
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Figure 6: Visualization results on Hyperspectral City validation set. First we show the results of spectral semantic prior module based on RGB image and HSI respectively. Then we compare the results of semantic fusion module with coarse-to-fine annotation enrichment method.

Table 1: Comparisons of the results of hyperspectral semantic prior module and semantic fusion module with coarse-to-fine annotation enrichment [31] on Hyperspectral City validation set w.r.t mIoU, mean Acc. and IoU of each class.

|                     | mIoU  | Acc.  | car | human | road | light | sign | tree | building | sky | object | unlabel |
|---------------------|-------|-------|-----|-------|------|-------|------|------|----------|-----|--------|---------|
| Coarse label        | 66.3  | 77.3  | 80.17 | 58.47 | 86.52 | 26.05 | 67.98 | 80.41 | 80.53 | 73.11 | 43.77   |
| Coarse-to-fine(0.3) | 63.6  | 80.8  | 80.17 | 46.91 | 87.72 | 23.45 | 62.34 | 82.05 | 81.27 | 75.03 | 33.56   |
| Coarse-to-fine(0.7) | 64.4  | 80.3  | 80.85 | 48.60 | 87.57 | 24.13 | 66.27 | 81.96 | 81.43 | 74.66 | 34.16   |
| Coarse-to-fine + HSI| 65.0  | 80.5  | 80.64 | 49.94 | 87.43 | 23.94 | 64.58 | 82.23 | 81.92 | 74.67 | 39.59   |
| Spectral prior (RGB)| 28.2  | 43.3  | 18.80 | 2.31  | 40.43 | 4.05  | 18.03 | 62.98 | 19.47 | 75.51 | 11.93   |
| Spectral prior (HSI)| 54.2  | 77.0  | 47.93 | 46.62 | 81.07 | 14.74 | 47.99 | 72.83 | 58.48 | 90.96 | 27.33   |
| Refined label       | 69.4  | 82.1  | 81.90 | 56.50 | 88.33 | 24.83 | 70.97 | 83.81 | 82.63 | 88.75 | 46.85   |

5.2. Quantitative Results

Spectral prior. In Table 1, we compare the spectral prior with coarse label at validation set. First, the spectral prior based on the HSIs is much better than that based on the RGB images. HSIs have stronger semantic prior than RGB images. Second, because the spectral prior has misclassification within some classes, spectral prior is almost equal to coarse labels in Acc. and lower in mIoU. Third, Figure 6 and Figure 7 are the comparisons of some spectral prior and coarse labels on the validation set and training set, which show that spectral prior can effectively improve the edge fineness and correct the wrong or missing annotation in the coarse labels.

Refined label. We compare the best refined labels with the original coarse labels, spectral prior and the result of coarse-to-fine annotation enrichment method [31]. IoU and Acc. are applied to measure the percentage of correctly labeled pixels. Noise control and class-wise erosion fusion are applied to generate refined labels. The parameters selection will be described in the ablation study.
Figure 7: Comparisons of spectral prior based on HSI on Hyperspectral City training set. The first 3 columns are the full image and label, and the last 3 columns are area zooms. Spectral prior improves accuracy and corrects errors compared to coarse labels.

Figure 8: Semantic segmentation results of fine-tuning HRNet pre-trained model under different supervision on Hyperspectral City testing set.

As Table 1 shows, the refined label has the highest Acc.(82.1%) and mIoU (69.4%) which brings 4.8% and 3.1% improvement than coarse label. Compare with coarse-to-fine annotation enrichment method [31], our refined label achieves 5.0% mIoU and 1.8% Acc. absolute gains. As Figure 6 shows, due to the coarse-to-fine method relies heavily on the coarse labeled region and does not fit well on large background region, the mIoU score is even lower than coarse label. To further compare with coarse-to-fine method, we add spectral information to the coarse-to-fine method. As Table 1 shows, HSIs can bring 0.6% mIoU improvement. But the results are still weaker than ours. Compared with existing methods, our method has lower requirements on the quality of coarse labels and achieves better results.

| Supervision       | mIoU(%) | Acc(%) |
|-------------------|---------|--------|
| HRNet             |         |        |
| Pre-trained model | 59.30   | 78.57  |
| Coarse label      | 67.24   | 87.21  |
| Refined label     | 69.40   | 89.12  |
| DeepLabV3+        |         |        |
| Pre-trained model | 55.66   | 79.04  |
| Coarse label      | 61.90   | 85.23  |
| Refined label     | 63.36   | 85.71  |

Finetune network analysis. As shown in Table 2, first we use HRNet (HRNetV2-W48) pretrained on Cityscapes as the baseline, whose mIoU is 81.1% on Cityscapes. We divided 19 categories of Cityscapes into 10 categories in the Hyperspectral City by class affiliation. HRNet per-trained model achieves 59.30% mIoU. Although the pre-trained model based on the Cityscapes dataset with fine annotation has high segmentation accuracy, the results of the direct migration pretrained model are poor. We use coarse label to train the network. Coarse label gives network some se-
Table 3: Comparisons of refined label with erosion kernel size $l$ on Hyperspectral City validation set w.r.t mIoU. The threshold of noise control is 0.7. For each class, we select the kernel size $l_i$ with the highest mIoU from 1 to $n$.

| kernel size $l$ | mIoU(%) | car | human | road | light | sign | tree | building | sky | object |
|----------------|---------|-----|-------|------|-------|------|------|----------|-----|--------|
| Baseline(n=1)  | 69.20   | 1   | 1     | 1    | 1     | 1    | 1    | 1        | 1   | 1      |
| n=5            | 69.33   | 1   | 1     | 5    | 5     | 5    | 3    | 5        | 5   | 5      |
| n=9            | 69.37   | 1   | 1     | 7    | 9     | 5    | 3    | 9        | 9   | 9      |
| n=11           | 69.41   | 1   | 1     | 7    | 11    | 5    | 3    | 11       | 11  | 11     |
| n=15           | 69.39   | 1   | 1     | 7    | 13    | 5    | 3    | 13       | 13  | 13     |

Table 4: Comparison of spectral prior generated from different HSI cube sizes on Hyperspectral City validation set.

| HSI cube size  | mIoU(%) | Acc(%) |
|----------------|---------|--------|
| 5 $\times$ 5  | 42.04   | 75.43  |
| 11 $\times$ 11 | 54.21   | 76.95  |
| 25 $\times$ 25 | 42.30   | 74.95  |

Figure 9: Ablation study of threshold $\alpha$ in noise control.

Table 5: Comparisons of semantic fusion module methods (CE: class-wise erosion(n=11), NS: noise control(\(\alpha = 0.7\))) with fine label of Hyperspectral City validation set w.r.t mIoU.

|                  | CE   | NS   | mIoU(%) |
|------------------|------|------|---------|
| Coarse label     | X    | X    | 68.3    |
| Refined label    | X    | X    | 68.4    |
|                  | X    | ✓    | 69.2    |
|                  | ✓    | ✓    | 69.4    |
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