A Novel Comparative Statistical and Experimental Modeling of Pressure Field in Free Jumps along the Apron of USBR Type I and II Dissipation Basins
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Abstract: Dissipation basins are usually constructed downstream of spillways to dissipate energy, causing large pressure fluctuations underneath hydraulic jumps. Little systematic experimental investigation seems available for the pressure parameters on the bed of the US Department of the Interior, Bureau of Reclamation (USBR) Type II dissipation basins in the literature. We present the results of laboratory-scale experiments, focusing on the statistical modeling of the pressure field at the centerline of the apron along the USBR Type I and II basins. The accuracy of the pressure transducers was ±0.5%. The presence of accessories within basin II reduced the maximum pressure fluctuations by about 45% compared to basin I. Accordingly, in some points, the bottom of basin II did not collide directly with the jet due to the hydraulic jump. As a result, the values of pressure and pressure fluctuations decreased mainly therein. New original best-fit relationships were proposed for the mean pressure, the statistical coefficient of the probability distribution, and the standard deviation of pressure fluctuations to estimate the pressures with different probabilities of occurrence in basin I and basin II. The results could be useful for a more accurate, safe design of the slab thickness, and reduce the operation and maintenance costs of dissipation basins.
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1. Introduction

Hydraulic jump with the turbulent entrainment process is a function of time and position. This phenomenon is a complex and stochastic process, so that hydrodynamic pressure fluctuations can be analyzed using statistical methods. Energy dissipation through the hydraulic jumps with the conversion of energy downstream of spillways is usually confined within the dissipation basins [1]. This type of hydraulic structure protects the soil against flow erosion, which can affect the dam’s safety. Due to the large heads upstream of spillways, dissipation basins may be subjected to enormous instantaneous pressure and velocity fluctuations, causing significant stresses in such energy dissipators. This may cause the uplift of a basin lining, making it necessary to provide this structure with sufficient weight or anchorage. Through the analysis of collected data, it is possible to characterize the forces under a hydraulic jump according to the values of mean pressures, pressure fluctuations, and extreme pressures [2].

US Department of the Interior, Bureau of Reclamation (USBR) Type II dissipation basins [3] are designed to reduce excess kinetic energy downstream of the spillway [4–10], reduce largely (≈30%) the required length compared to smooth basins [11], and help in reducing the costs of the structure [12].
Furthermore, knowledge of the geometric characteristics of the hydraulic jump is fundamental for the design of the dissipation structures. Measurement of fluctuating pressures or forces may be difficult to carry out in the field or at the scale of real structures. Overall, there is a lack of information concerning the hydrodynamic loading on the bottom slabs. Little systematic experimental investigation seems available for Type II dissipation basins, and only a general understanding of the hydraulic behavior is attained [13]. A better understanding of the distribution of pressure fluctuations may lead to a more economical design with high safety of energy dissipation structures.

Toso and Bowers [14] stated that the peak value of the pressure fluctuations intensity coefficient ($C'_P$) varies up to 60% when comparing results from different works. It seems that these differences were related to the degree of development (larger or smaller) of the flow boundary layer. Accordingly, the fully developed flows show lower values of $C'_P$ than undeveloped ones. Endres [15] developed a real-time acquisition system and treatment of data representative of the instantaneous pressure fields in a hydraulic jump by analyzing instantaneous pressures downstream of a spillway. Pinheiro [16] measured the pressure fields inside the hydraulic jump downstream of a spillway. He concluded that the pressure fields near the bottom and along the hydraulic jump are lower than the corresponding depth of the mean flow. Marques et al. [17] measured pressures within a dissipation basin with the smooth bed downstream of a spillway. They proposed a dimensionless methodology that groups the fluctuating pressures with different incident Froude numbers ($Fr_1$) in a single trend, being a function of the jump position. The values of $Fr_1$ used by Endres [15], Pinheiro [16], and Marquez et al. [17] were in the range of 4.2 to 8.6, 6 to 10, and 5 to 8, respectively. Based on the pressure data by Enders [15], Teixeira [18] proposed second-order polynomial relationships for estimating different pressure parameters in smooth dissipation basins.

According to Alves [2], the measurement of fluctuating pressures is highly influenced by laboratory conditions. This may include the Reynolds number of flow, transducer accuracy, transducer installation method, hose length, pressure point diameter, channel width, model roughness, etc. Farhoudi et al. [19] studied the pressure fluctuations around some chute blocks in a St. Anthony Fall (SAF) type dissipation basin. Novakoski et al. [20] showed that the negative pressures in the zone near the spillway toe represent the risk of cavitation in the dissipation basin. They concluded that the extreme pressures with the probabilities of occurrence equal to 0.1% and 1% require careful assessment. Macián-Pérez et al. [21] used a numerical model to analyze pressure distributions in a USBR Type II dissipation basin. Hampe et al. [22] estimated extreme pressures in hydraulic jumps with low Froude numbers. Samadi et al. [23] used some explicit data-driven approaches to estimate the $C'_P$ coefficient underneath hydraulic jumps on a sloping channel.

Mousavi et al. [24] focused on the minimal and maximal pressures, the pressure coefficients, the power spectral density (PSD), the probability density function (PDF), and the uncertainty analysis of the pressures along a USBR Type I basin (basin$_I$). Mousavi et al. [25] assessed the statistical parameters of free jumps, including mean pressure ($\bar{P}'_m$), the standard deviation of pressure fluctuations ($\sigma'_X$), the probability distribution coefficient ($N_{K\%}$), and the pressures with different probabilities ($P'_K\%$) along basin$_I$. Mousavi et al. [26] evaluated artificial intelligence models to estimate the $C'_P$ coefficient for the free and submerged jumps at the bottom of a USBR Type II basin (basin$_{II}$). The results showed the deep learning model could estimate the $C'_P$ coefficient more accurately.

However, pressure patterns on the apron of basin$_{II}$ have not been widely investigated in the literature. We designed and pursued experiments to obtain some information about the effect of chute blocks and dentated end sill on the free jumps’ characteristics and pressure fluctuation. Experiments were conducted in the centerline of the apron along basin$_I$ and basin$_{II}$ with the incident Froude numbers ($Fr_1$) in the range of 6.14 to 8.29. In summary, the differences between the previous works and the present paper are explained as follows:

i. Analysis of the minimal and maximal values of pressures along the free jumps within basin$_I$ and basin$_{II}$. These parameters for basin$_{II}$ have not been investigated in the literature.
ii. Evaluation of the PSD analysis to determine the dominant frequency of fluctuating pressures in the free jumps for basin I and basin II. In addition, assessment of the PDF histograms for the fluctuating pressures at different pressure points and investigation of the skewness and kurtosis coefficients, $P^*_m$, extreme pressures ($P^*_\text{min}$ and $P^*_\text{max}$), $\sigma^*_X$, $N_{K\%}$, and $P^*_K\%$ along basin I and basin II. For reference, we benchmarked and compared our findings with previous similar results of other authors focusing on hydraulic jumps we could retrieve in the present literature.

iii. Proposition of some new original best-fit relationships to estimate the dimensionless forms of statistical parameters including $P^*_m$, $\sigma^*_X$, $N_{K\%}$, and $P^*_K\%$ for the free jumps as a function of the dimensionless position along basin I and basin II.

iv. Proposition of the hydraulic jump length ($L_j$) as a scaling factor for the dimensionless position from the toe of the spillway ($X^*$). Marques al. [17] proposed the dimensionless adjustments for the pressure parameters. Due to the presence of significant air bubbles at the beginning of the jump, it is difficult to measure the initial depth of the jump ($Y_1$) with great accuracy. It seems that the expression of $Y_2 - Y_1$ (conjugated depths of hydraulic jumps) is not appropriate as a scaling factor. In this case, the $X^*$ parameter was defined as $X/L_j$, where $L_j$ is the length of hydraulic jump. In addition, the values of $Y_1$ were calculated using the well-known equation of Bélanger [27].

2. Materials and Methods

2.1. Experimental Setup

In this research, the pressure field of free jumps was investigated in the hydraulic laboratory, University of Tabriz, Iran (see Figure 1). The laboratory flume used had a length of 10 m, a width of 0.51 m, and a height of 0.5 m. The channel’s bed was considered in the form of a horizontal line in all experiments. An Ogee spillway of 70 cm in height ($H$) was equipped with two different configurations of the dissipation basins, designed according to the USBR criteria [3]. In addition, the accessories of basin II, including eight chute blocks (3.2 cm width, 3 cm height, and 7.94 cm length) and a dentated end sill with 6 cm height, were designed based on the maximum flow discharge. The spillway was installed at a distance of 260 cm from the entrance head tank of the flume.

We performed some experiments on basin I and basin II with different flow discharges, ranging from 33 to 60.4 $L/s$, and supercritical Froude numbers ($Fr_1$) between 6.14 and 8.29. According to the USBR recommendation, the lengths of basin I ($L_I$) and basin II ($L_{II}$) were 200 and 125 cm, respectively. The width of the basins was considered equal to the width of the flume (see Figure 2). At the end of the flume, a hinged weir was used to create and stabilize the free jump position. Therefore, the hydraulic jump was positioned at the basins’ beginning and contained within the basins (i.e., jump type A-jump [28]).

The subcritical flow depth ($Y_2$) at the endpoint of the jumps was measured along the flume’s centerline. To do this, we used a Data logic ultrasonic sensor device model US30, made in Italy with a nominal accuracy of 1 mm. The discharge in the flume ($Q$) was measured with a transit-time clamp-on ultrasonic flow meter. The values of supercritical flow depth ($Y_1$) were calculated using the Bélanger’s equation [27,29,30], which is defined as follows:

$$\frac{Y_1}{Y_2} = \frac{1}{2} (-1 + \sqrt{1 + 8 Fr_2^2})$$

$$Fr_2 = \frac{V_2}{\sqrt{g \times Y_2}}$$

where $V_2$ is the mean subcritical velocity, calculated using the continuity law, $Fr_2$ is the subcritical Froude number, and $g$ is the gravitational acceleration.
Figure 1. Laboratory flume and experimental setup. (a) Hydraulic jump during an experiment, (b) basin II with chute blocks and dentated end sill, (c) Data logic ultrasonic sensor device model US30, and (d) pressure transducers (Atek BCT 110 series with 100 mbar-A-G1/4 model).

Figure 2. Dimensions of spillway and accessories installed in basin II.
To measure the (dynamic) pressure fluctuations, 25 measurement points were considered along the centerline of the apron inside and outside the basin II (see Figure 3). Pressure therein was measured by way of piezometers installed at the centerline of the apron along the basins. The position of the pressure points \((X)\) was from 2.5 cm (piezometer No. 1) to 189 cm (piezometer No. 25). The instantaneous pressures were measured with pressure transducers (Atek BCT 110 series with 100 mbar-A-G1/4 model). The pressure transducers used a 6-channel digital board and have an accuracy of \(\pm 0.5\%\) within the range of \(-1.0\) to \(1.0\) m [24–26].

Pressure transducers were calibrated before the experiments using a static pressure gauge in the laboratory. Therefore, the mean fluctuating pressures were approximately equal to the static pressures. The transducers were mounted on a support plate, placed under the bottom of the flume. Thus, it was possible to eliminate possible distortion effects in the pressure signal due to the connection with rubber hoses. The transparent plastic hoses used here had an internal diameter of 3 mm and were 200 cm in length. Hydrodynamic pressure data were measured in time series. Accordingly, some statistical methods were used to analyze the collected pressure data.

2.2. Statistical Parameters

Investigation of the pressure head (cm) parameter is a first step to describe the pressure field in the hydraulic jump. The pressure parameters at each point \((P_X)\) include the minimum pressure \((P_{\text{min}})\), the mean pressure \((P_m)\), the maximum pressure \((P_{\text{max}})\), and the pressure with a certain probability of occurrence \((P_{K\%})\). Marques et al. [17] proposed \(P^* = (P_X - Y_1)/(Y_2 - Y_1)\) for the dimensionless form of pressure parameters as a function of the dimensionless position of each point \((X^*)\), defined as \(X^* = X/(Y_2 - Y_1)\), where \(X\) is the longitudinal position of each point inside the hydraulic jump. As the upstream part of the jump exhibited significant air bubbles, it seems that the scaling of \(Y_2 - Y_1\) is not appropriate for the non-dimensional position of the pressure point. As a result, in the present study, the \(X^*\) parameter was defined as \(X/L_j\), where \(L_j\) is the hydraulic jump length.

Knowledge of the extreme pressure heads in the dissipation basins helps to understand the energy dissipation of the hydraulic jumps. In the present study, the extreme pressure heads \((P'_{\text{min}}\) and \(P'_{\text{max}}\)) were investigated in detail. Marques et al. [17] proposed \((\sigma'_X/E_i) \times (Y_2/Y_1)\) to analyze the dimensionless standard deviation of the pressure fluctuations at point \(X\). There, \(E_i\) is energy head loss (cm) along the hydraulic jump. The experimental values of \(P_{K\%}\) were achieved using the pressure time series data collected at each pressure point. The statistical coefficient of the probability distribution \((N_{K\%})\) can be varied at different points of the dissipation basins. Therefore, it is necessary to determine the longitudinal distribution of \(N_{K\%}\) to estimate the \(P_{K\%}\) parameter with a probability to be less than or equal to a certain value \((K)\) along basin I and basin II. As the estimated values of \(P_m, \sigma_X, \) and \(N_{K\%}\) were determined at each point inside the basins, the values of \(P_{K\%}\) can be estimated using equation \(P_{K\%} = P_m + N_{K\%} \times \sigma'_X\) [17].

![Figure 3. Distribution of the pressure points at the centerline of the apron along basin II.](image-url)
In this study, a new statistical methodology was proposed to estimate the values of \( P^* \) in basin I and basin II. To evaluate the estimated values of pressure parameters, some statistical performance criteria were determined \([31–34]\). The PDF function of the normalized pressures along the hydraulic jumps was calculated according to \( P^*(Z) = \frac{1}{\sqrt{2\pi}} \times \text{Exp}(-Z^2/2) \). The normalized pressure variable \( (Z) \) was defined as \( \frac{P[X, t]}{P_m} / \sigma_X \), where \( P[X, t] \) is the instantaneous pressure \([35]\). We pursued an analysis of the skewness and kurtosis coefficients of pressure fluctuations \([36]\). Due to the high variation in \( S \) and \( K \) coefficients, it is difficult to define a single statistical distribution to describe the overall behavior along the jump.

3. Results and Discussion

3.1. Flow Characteristics

Table 1 presents some experimental and calculated parameters of the flow downstream of the spillway in two dissipation basins under different free jump conditions.

| \( Q \) (L/s) | \( V_1 \) (m/s) | \( \text{Fr}_1 \) | \( \text{Re}_1 \) | \( Y_1 \) (cm) | \( Y_2 \) (cm) | \( L_j \) (cm) |
|-------------|--------------|----------------|-------------|-------------|--------------|-------------|
|     33.0     |    3.52      |    8.29        |    58,200   |    1.84     |   20.65      |   19.69     |    142.50   |    102.50   |
|     43.0     |    3.59      |    7.48        |    74,400   |    2.35     |   23.70      |   22.44     |    162.50   |    112.50   |
|     47.5     |    3.60      |    7.14        |    81,500   |    2.59     |   24.87      |   23.57     |    189.00   |    122.50   |
|     52.7     |    3.58      |    6.72        |    89,500   |    2.89     |   26.05      |   24.70     |    189.00   |    122.50   |
|     55.0     |    3.56      |    6.52        |    92,900   |    3.03     |   26.49      |   25.33     |    189.00   |    122.50   |
|     60.4     |    3.53      |    6.14        |    100,900  |    3.36     |   27.55      |   26.60     |    189.00   |    122.50   |

\( \text{Re}_1 \) is the Reynolds number for the supercritical flow of the hydraulic jump. The mean velocity of the incoming flow to the dissipation basins \( (V_1) \) was computed using the continuity law. According to Table 1, the \( Y_2 \) parameter in basin II decreases compared to those in the basin I case (classical hydraulic jump). As \( Q \) increases, \( Y_1 \) increases faster than \( V_1 \). Accordingly, the Froude number reduces when increasing flow discharges. The flow conditions downstream of the spillways are different compared to the sluice gates. The \( Y_1 \) parameter has an essential role in determining the values of \( \text{Fr}_1 \). Reducing \( \text{Fr}_1 \) with increasing \( Q \) for the free jumps downstream of the spillway has been confirmed in previous similar results we were able to retrieve in the present literature \([13,17,37,38]\).

3.2. Power Spectral Density Analysis

The power spectral density (PSD) analysis of the pressure data demonstrates the variation of the PSD parameter in a wide range of frequencies. According to Figure 4, the maximum values of the amplitude corresponding to the dominant frequency decrease by increasing distance from the jump toe. The results indicated that the maximum variation of the PSD parameter in free jumps within basin II was achieved at frequencies less than 5 Hz. It should be noted that the PSD analysis of the fluctuating pressures for different points of basin I with free jumps has been studied by Mousavi et al. \([24]\). The minimum frequency of pressure transducers is considered to be almost twice the dominant frequency of the signal in the literature \([39]\). In the present study, a pressure data collection frequency of 20 Hz for 90 s was used for each pressure point. The maximum amplitude at low frequencies along the free jumps indicates large-scale vortices, which is due to the dominance of gravitational forces \([40]\). Therefore, the Froude law is valid for modeling fluctuating pressures in free jumps.
3.3. Probability Density Function

In this section, the $P^*(Z)$ parameter is plotted as a function of the normalized pressure level ($Z$). Furthermore, the appropriate probability distributions for each pressure point are compared with the normal distribution. The PDF histograms of pressure fluctuations at some points on the bed of basinII in free jumps are shown in Figure 5. In addition, the PDF function of the fluctuating pressures for different points of basinI with the free jumps has been previously investigated by Mousavi et al. [24]. The results indicate that the PDF function does not follow the normal distribution at different points along the free jumps, especially for the initial points of basinII. In other words, the $S$ and $K$ coefficients do not match with the normal distribution values.
Figure 5. Probability density function (PDF) histograms of fluctuating pressures at some points of basin II (Fr$_1 = 6.14$): (a) point 1; (b) point 8; (c) point 11; (d) point 21; (e) point 22; (f) point 25.

According to Fiorotto and Rinaldo [35], positive pressure fluctuations at the beginning of the basins have a relatively high frequency compared to negative pressure fluctuations. In this zone, the $S$ coefficient has positive and maximum values, and the PDF curve tail is drawn to the right. The $K$ values are more than the normal distribution, and the PDF curve is drawn upwards at these points.
At the characteristic point of $X^*_d$ (point of expected flow detachment), the frequency of positive and negative pressure fluctuations is almost identical, and $S \approx 0$ (pressure point No. 11). At this point, pressure values distribution is somewhat similar to the normal distribution. For point No. 21, located at $X^*_r$ (endpoint of the roller), the $S$ coefficient has negative values. Also, the $K$ coefficient is greater than the normal distribution value. For points located at $X^*_j$ (endpoint of the hydraulic jump), the $S$ values tend to move towards zero, and the data somewhat follow the normal distribution. Pressure point No. 25 is outside basin$_{II}$, and it has a normal distribution. The flow energy of the incoming jet is dissipated after passing through the roller point of the jump, and the uniform flow is established almost downstream of the basin. Due to the presence of accessories in basin$_{II}$, all the considered characteristic points are closer than in the absence of such structures.

3.4. Extreme Pressures

Figure 6 represents variations of the dimensionless minimum, mean, and maximum (scaled) pressures ($P^*_\text{min}$, $P^*_m$, and $P^*_\text{max}$) as a function of $X^*$ in basin$_{II}$ and basin$_I$ for different values of $Fr_1$. It is observed that the $P^*_\text{min}$ data reach lower values and have more significant fluctuations concerning the $P^*_m$ data at the position nearest to the spillway toe (probably due to the incidence of flow in the basin).

![Figure 6](image-url)

Figure 6. Distribution of the experimental and estimated values of $P^*_X$: (a) basin$_{II}$; (b) basin$_I$.

The $P^*_\text{min}$ data reach negative values around $-0.2$ approximately at $X^* \leq 0.20$ for basin$_{II}$, and of $-0.4$ at $X^* \leq 0.30$ for basin$_I$, increasing with oscillations after that. This may indicate zones subject to low pressure, which may be associated with erosion or cavitation processes. Therefore, basin$_{II}$ is more reliable than basin$_I$ in terms of the possibility of cavitation. At the position of $X^*_j$, $P^*_\text{min}$ data begin to oscillate near the value 1.0 and slightly lower. Concerning the values of $P^*_\text{max}$, the higher and
more disparate values versus the \( P^*_m \) values occur near the spillway, caused by the direct impact of the flow jet on the dissipation basins. The values of extreme pressures in basin II are lower than those for basin I. There is a narrower pressure range in basin II compared to basin I. The results indicate that \( P^*_{\text{max}} \) seemingly decreases with the increasing Froude number, with \( P^*_m \) and \( P^*_{\text{min}} \) somewhat constant, in the explored range. Using the results obtained in the present study by adjusting the values of \( P^*_X \), including \( P^*_{\text{min}} \), \( P^*_m \), and \( P^*_{\text{max}} \), a new second-order rational expression was developed for basin II and basin I. Equation (3) is valid for \( 0 < X' \leq 1.85 \) in basin II and \( 0 < X' \leq 1.30 \) in basin I. According to Figure 6, one can estimate \( P^*_X \) using Equation (3). The values of \( \alpha, \beta, \gamma, \) and \( \delta \) to estimate \( P^*_X \) for basin II and basin I are provided in Table 2.

\[
P^*_X = \frac{\alpha + \beta X'}{1 + \gamma X' + \delta X'^2}
\]

Table 2. Coefficients of \( \alpha, \beta, \gamma, \delta, \) and the statistical performance criteria to estimate \( P^*_X \).

| Basin | \( P^*_X \) | \( A \) | \( B \) | \( \gamma \) | \( \delta \) | \( R \) | RMSE | MAE |
|-------|-------------|--------|-------|--------|--------|--------|------|-----|
| basin II | \( P^*_\text{min} \) | -0.0758 | 0.6885 | -0.6537 | 0.4041 | 0.950 | 0.110 | 0.082 |
| basin II | \( P^*_m \) | 0.3057 | 0.9186 | -0.2466 | 0.4086 | 0.944 | 0.085 | 0.063 |
| basin II | \( P^*_{\text{max}} \) | 0.8171 | 1.5498 | 0.4397 | 0.4879 | 0.753 | 0.100 | 0.072 |

| basin I | \( P^*_\text{min} \) | -0.1220 | 0.5397 | -1.6625 | 1.0825 | 0.909 | 0.155 | 0.122 |
| basin I | \( P^*_m \) | 0.1094 | 2.2112 | 0.6233 | 0.4925 | 0.882 | 0.150 | 0.105 |
| basin I | \( P^*_{\text{max}} \) | 0.4690 | 8.5806 | 4.2451 | 2.5554 | 0.789 | 0.145 | 0.099 |

* Dimensionless value.

3.5. Standard Deviation of Fluctuating Pressures

The \( \sigma^*_X \) parameter is a function of the flow discharge and the pressure point position relative to the beginning of the jump. In Figure 7, increasing flow discharge (i.e., decreasing Froude number) results in \( \sigma^*_X \) increasing. As \( Q \) increases, the dynamic energy increases, and the fluctuating component of pressure (\( P' \)) increases as well, indicating the turbulence intensity of the flow. Along the jump, \( \sigma^*_X \) increases to a maximum value, in the range of \( X' \leq 0.33 \) for basin II and basin II, and decreases after that. It seems that the main factors for the fluctuations of pressures along the jump are turbulent flow, eddies formation, and their movement during the jump. Therefore, in some positions, the interaction of eddies and the basin bed causes a sudden increase in the bed pressure.

Figure 7b shows a comparison of the \( \sigma^*_X \) values in the case of basin II with the results obtained by Pinheiro [16] and Marques et al. [17] for free jumps. It is seen that our study displays similar patterns to their work. However, in the downstream zone of the basin, \( \sigma^*_X \) values are relatively higher than the results obtained by others. This is likely to be linked to the determination of \( Y_1 \) and \( Y_2 \) and identification of the initial position of the hydraulic jump. The \( \sigma^*_X \) values for the smooth bed (basin II) are greater than in basin II with blocks. Accordingly, the presence of accessories within the hydraulic jumps significantly decreases \( \sigma^*_X \). Figure 7 demonstrates the values of \( \sigma^*_X_{\text{max}} \) for different Froude numbers in basin II and basin II. A high value of \( \sigma^*_X_{\text{max}} \) may indicate a considerable variation of the dynamic pressures on the bottom slab, damaging the structure. According to Figure 7, as the Froude number (\( F_{\text{r1}} \)) increases, the intensity of pressure fluctuations decreases. According to Teixeira [18], the average value of \( \sigma^*_X_{\text{max}} \) in a smooth basin was about 0.7.

As seen in Table 3, one has \( \sigma^*_X_{\text{max}} \approx 0.50–0.68 \) for basin II, and \( \sigma^*_X_{\text{max}} \approx 1.02–1.20 \) for basin II, similarly for all Froude numbers. Accordingly, the values of \( \sigma^*_X_{\text{max}} \) in basin II decreased down to about \(-45\% \) compared with basin II for the free jumps. The \( X'_{\text{omax}} \) position in the presence of the blocks and end sill is closer to the spillway toe. The accessories on the bed of basin II may cause the jet to be spread or submerged. Due to the presence of chute blocks at some points, the bottom of basin II does not collide directly with the jet due to the hydraulic jump. Consequently, the values of pressure and
pressure fluctuations decrease mainly therein. Figure 7 illustrates the $\sigma_x^*$ values for different Froude numbers in basin$_I$ and basin$_{II}$.

![Figure 7](image)

**Figure 7.** Distribution of the experimental and estimated values of $\sigma_x^*$: (a) basin$_{II}$; (b) basin$_I$.

**Table 3.** Range of $\sigma^*_X$ max values and the position of $X^*_\text{max}$.

| Results       | $\sigma^*_X$ max | $X^*_\text{max}$ |
|---------------|------------------|------------------|
| basin$_{II}$  | 0.50~0.68        | 0.07~0.33        |
| basin$_I$ [25]| 1.02~1.20        | 0.25~0.33        |
| Endres [15]   | 0.65~0.77        | 0.03~0.18        |
| Pinheiro [16] | 0.73~0.83        | 0.25~0.33        |
| Marques [17]  | 0.69~0.76        | 0.22~0.40        |

* Dimensionless value.

We optimized Teixeira’s method [18] to assess $\sigma_x^*$ for basin$_{II}$ and basin$_I$. A new second-order rational expression was developed in the range of $0 < X^* \leq 1.85$ for basin$_{II}$ and $0 < X^* \leq 1.30$ for basin$_I$. According to Figure 7, one can estimate $\sigma_x^*$ using Equation (4). The values of $a$, $b$, $c$, and $d$ to determine $\sigma_x^*$ are provided in Table 4.

$$\sigma_x^* = \frac{a + b X^*}{1 + c X^* + d X^2}$$  \hspace{1cm} (4)

**Table 4.** Coefficients of $a$, $b$, $c$, $d$, and the statistical performance criteria to estimate $\sigma^*_X$.

| Results       | $a$   | $B$    | $c$     | $d$    | $R$    | RMSE  | MAE   |
|---------------|-------|--------|---------|--------|--------|-------|-------|
| basin$_{II}$  | 0.4661| -0.2218| -1.1229 | 1.2068 | 0.50   | 0.022 | 0.065 |
| basin$_I$     | 0.3975| 0.3735 | -3.3347 | 6.4248 | 0.872  | 0.120 | 0.095 |

* Dimensionless value.

Therefore, the new adjustment can estimate $\sigma_x^*$ very well with a correlation coefficient (R) equal to 0.910 and 0.872 for basin$_{II}$ and basin$_I$, respectively.
3.6. Statistical Coefficient of the Probability Distribution

Figure 8 presents the distribution of the experimental values of the $N_{K\%}$ coefficient obtained from the pressure data along basin$_{II}$ for different probabilities from 0.1% to 99.9% with different flow conditions in free jumps. The distribution of the $N_{K\%}$ coefficient along basin$_I$ with the free jumps has been previously investigated by Mousavi et al. [25].

From Figure 8, one can verify the dispersion of the $N_{K\%}$ coefficient with the minimum and maximum extreme pressures in the initial zone of the jumps. It is observed that for probabilities greater than 50%, the $N_{K\%}$ coefficient has positive values, and for probabilities less than 50%, it has negative values. At the beginning area of the basins, the values of $N_{0.1\%}$ are approximately $-3$, and for positions $X^* \geq 0.40$, it has values less than $-4$. In addition, the $N_{99.9\%}$ coefficient at the beginning of basin$_{II}$ has values around 4 to 6. At the downstream of the basins, the $N_{K\%}$ values are slightly stabilized and vary in the range of 2 to 4. The results show that the variation rate of the $N_{K\%}$ coefficient along basin$_{II}$ has decreased somewhat compared to basin$_I$.

Teixeira [18] demonstrated that in free jumps, the longitudinal distribution of the $N_{K\%}$ coefficient follows a second-order polynomial relationship. In the present study, the results show that the $N_{K\%}$ coefficient has relatively constant values along the jumps, mainly for the probabilities from 5% to 95%. Accordingly, depending on the probability to be identified, the $N_{K\%}$ coefficient shows a trend more or less close to a single (average) value for each probability, regardless of Fr$_I$ values. Table 5 displays the average experimental values of the $N_{K\%}$ coefficient with different probabilities along the basins.

| $N_{K\%}$ | $N_{5\%}$ | $N_{10\%}$ | $N_{20\%}$ | $N_{40\%}$ | $N_{50\%}$ | $N_{60\%}$ | $N_{70\%}$ | $N_{80\%}$ | $N_{90\%}$ | $N_{95\%}$ |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| basin$_{II}$ | -1.66 | -1.25 | -0.80 | -0.48 | -0.22 | 0.02 | 0.252 | 0.51 | 0.80 | 1.23 | 1.60 |
| basin$_I$ | -1.62 | -1.25 | -0.82 | -0.50 | -0.24 | 0.00 | 0.242 | 0.50 | 0.81 | 1.25 | 1.63 |

To develop a method for estimating the $P^*_K$ parameter in the case of basin$_{II}$ and basin$_I$, we identified variations in the $N_{K\%}$ coefficient as a function of probability. Therefore, it was decided to use the average value of $N_{K\%}$ for each probability. According to Wiest [41], there is little effect of Fr$_I$ on $N_{K\%}$, and the latter remains constant along the dissipation basin. Accordingly, $N_{K\%}$ follows a specific curve acceptably well, making it possible to establish a new adjustment for $N_{K\%}$ as a function of the probability of occurrence ($K$). Therefore, we propose a second-order rational relationship to estimate $N_{K\%}$:

$$N_{K\%} = \frac{a + \beta K}{1 + \gamma K + \delta K^2}$$

(5)

Here $a$, $\beta$, $\gamma$, and $\delta$ are the coefficients of Equation (5), and $K$ is the value of the probability in decimal. The values of coefficients in Equation (5) are shown in Table 6. The residual of the
experimental and estimated data set of the $N_{K\%}$ coefficient for different probabilities in basin$_{II}$ and basin$_{I}$ is plotted in Figure 9. This parameter is defined as the difference between the experimental and estimated values of $N_{K\%}$.

**Table 6. Coefficients of Equation (5) for estimating $N_{K\%}$ coefficient in dissipation basins.**

| Results | $\alpha$  | $\beta$  | $\gamma$  | $\delta$  |
|---------|-----------|----------|-----------|-----------|
| basin$_{II}$ | -2.1625   | 4.3873   | 3.8320   | -3.7389   |
| basin$_{I}$  | -2.0752   | 4.1402   | 3.3326   | -3.4448   |

**Figure 9.** Residual plots of the experimental and estimated data set of the $N_{K\%}$ coefficient for different probabilities: (a) basin$_{II}$ and (b) basin$_{I}$.

### 3.7. Estimation of Pressures with Different Probabilities of Occurrence

In this study, new original adjustments were proposed for $P^*_m$ (Equation (3)), $\sigma^*_X$ (Equation (4)), and $N_{K\%}$ (Equation (5)) to estimate the pressure values with different probabilities of occurrence ($P_{K\%}$). Therefore, the estimated values of $P_{K\%}$ were determined using Equation $P_{K\%} = P_m + N_{K\%} \times \sigma_X$.

Some statistical criteria for the estimated values of the $P^*_K$ parameter in basin$_{II}$ and basin$_{I}$ are presented in Table 7. For instance, the longitudinal distribution of the experimental and estimated data of the $P^*_K$ parameter with different probabilities along basin$_{II}$ is shown in Figure 10. The distribution of the $P^*_K$ parameter for different probabilities of occurrence along basin$_{I}$ with the free jumps has been previously investigated by Mousavi et al. [25].

**Table 7. Statistical criteria to estimate $P^*_K$ with different probabilities of occurrence.**

| $P^*_K$ | basin$_{II}$ | basin$_{I}$ |
|---------|--------------|-------------|
| $R$  | RMSE | MAE | WI    | $R$  | RMSE | MAE | WI    |
| $P^*_5\%$ | 0.948 | 0.096 | 0.073 | 0.973 | 0.880 | 0.166 | 0.122 | 0.934 |
| $P^*_10\%$ | 0.946 | 0.094 | 0.071 | 0.972 | 0.879 | 0.164 | 0.120 | 0.933 |
| $P^*_20\%$ | 0.944 | 0.092 | 0.069 | 0.971 | 0.879 | 0.161 | 0.116 | 0.932 |
| $P^*_30\%$ | 0.944 | 0.090 | 0.067 | 0.970 | 0.880 | 0.158 | 0.112 | 0.932 |
| $P^*_40\%$ | 0.943 | 0.088 | 0.065 | 0.970 | 0.882 | 0.155 | 0.109 | 0.933 |
| $P^*_50\%$ | 0.943 | 0.087 | 0.063 | 0.970 | 0.884 | 0.152 | 0.106 | 0.934 |
| $P^*_60\%$ | 0.940 | 0.085 | 0.062 | 0.969 | 0.884 | 0.150 | 0.103 | 0.934 |
| $P^*_70\%$ | 0.942 | 0.082 | 0.060 | 0.969 | 0.884 | 0.147 | 0.100 | 0.934 |
| $P^*_80\%$ | 0.941 | 0.080 | 0.059 | 0.969 | 0.884 | 0.145 | 0.097 | 0.934 |
| $P^*_90\%$ | 0.939 | 0.077 | 0.057 | 0.968 | 0.881 | 0.141 | 0.093 | 0.934 |
| $P^*_95\%$ | 0.929 | 0.078 | 0.057 | 0.963 | 0.848 | 0.138 | 0.093 | 0.933 |

* Dimensionless value.
Conclusions

In this study, a lab-scale model of an Ogee spillway, either equipped with the USBR Type I and II dissipation basins was installed downstream of an Ogee spillway, based on the USBR criteria, to investigate pressure fields therein. The present study aimed to measure and provide useful insights about the pressure fluctuations at the bottom of basin. The laboratory scale models presented herein have several limitations that should guide further research on the topic. It should be noted that there is a potential error in scaling the pressure distributions beginning area.

Some effort may be devoted to investigating pressure fields therein. The present study aimed to measure and provide useful insights and dissipation basins was installed downstream of an Ogee spillway, based on the USBR criteria, to investigate pressure fields therein. The laboratory scale models presented herein have several limitations that should guide further research on the topic. It should be noted that there is a potential error in scaling the pressure distributions beginning area.

Based on the methodologies proposed by Marques et al.

Therefore, we can provide some conclusion the statistical distribution of pressures on the basin showed some efforts.

With increasing flow discharge, the pressure fluctuations increased. As observed, the advantage of using a USBR Type II basin in terms of reduced stress over the basin’s structural resistance of the basin for basin II is close to spillway toe. With increased flow depth, the pressure fluctuations increased. As observed, the pressure values of the pressure field occurring on the bed of the basin decreased against that in basin I. For the first time, We can provide here the free hydraulic jumps, as follows:

\[ P^*_{5\%} > P^*_{5\%} > P^*_{60\%} > P^*_{95\%} \]

| Probability (%) | Experimental Data | Estimated Data |
|-----------------|-------------------|----------------|
| 0.05            | 0.934             | 0.934          |
| 0.10            | 0.934             | 0.934          |
| 0.15            | 0.934             | 0.934          |
| 0.20            | 0.934             | 0.934          |
| 0.25            | 0.934             | 0.934          |
| 0.30            | 0.934             | 0.934          |
| 0.35            | 0.934             | 0.934          |
| 0.40            | 0.934             | 0.934          |
| 0.45            | 0.934             | 0.934          |
| 0.50            | 0.934             | 0.934          |
| 0.55            | 0.934             | 0.934          |
| 0.60            | 0.934             | 0.934          |
| 0.65            | 0.934             | 0.934          |
| 0.70            | 0.934             | 0.934          |
| 0.75            | 0.934             | 0.934          |
| 0.80            | 0.934             | 0.934          |
| 0.85            | 0.934             | 0.934          |
| 0.90            | 0.934             | 0.934          |
| 0.95            | 0.934             | 0.934          |
| 1.00            | 0.934             | 0.934          |

Figure 10. Longitudinal distribution of the experimental and estimated data of \( P^{*}\% \) parameter with different probabilities along basin I: (a) \( P^{*}_{5\%} \); (b) \( P^{*}_{5\%} \); (c) \( P^{*}_{60\%} \); (d) \( P^{*}_{95\%} \).

4. Conclusions

In this study, a lab-scale model of an Ogee spillway, either equipped with the USBR Type I and II dissipation basins was installed downstream of an Ogee spillway, based on the USBR criteria, to investigate pressure fields therein. The present study aimed to measure and provide useful insights.
about the pressure fluctuations at the bottom of basin II. We can provide here some conclusions from our research, covering the (different) patterns of pressures along the free hydraulic jumps, as follows:

(i) For the first time to our knowledge, our results allow calculation of the statistics and extreme values of the pressure field occurring on the bed of the dissipation basins, and demonstrate the advantage of using a USBR Type II basin in terms of reduced stress over the basin’s bed.

(ii) The $Y_2$ parameter in basin II was decreased against that in basin I. In addition, with increasing flow discharge ($Q$), supercritical flow depth ($Y_1$) increased more than velocity ($V_1$). As a result, $Fr_1$ reduced with higher $Q$ values.

(iii) The $P^*_{\min}$ data reached negative values of around $-0.2$ approximately at $X^* \leq 0.2$ for basin II, and of $-0.4$ at $X^* \leq 0.3$ for basin I (i.e., very close to spillway toe). Therefore, basin II was more reliable than basin I in terms of the possibility of cavitation. More fluctuating values of $P^*_{\max}$ against the mean values occurred near the spillway, justified by the direct impact of the flow jet on the dissipation basin.

(iv) Analysis of $\sigma_X^*$ showed that the dimensionless position of $X^*_{\sigma_X^*}$ is close to 0.20 and 0.29 for basin I and basin II, respectively, with pressure fluctuations decreasing after that. Accordingly, the position of $X^*_{\sigma_X^*}$ was closer to the spillway toe for basin II. With increasing flow discharge, the pressure fluctuations increased. The pressure fluctuations range on the basin bed was visibly narrower for basin II than for basin I. For basin II, $\sigma^*_X_{\max}$ values along the free jumps were reduced by $-40\%$ compared to basin I.

(v) Based on the methodologies proposed by Marques et al. [17] and Teixeira [18], new original best-fit adjustments were proposed here for the $P^*_m$, $\sigma^*_X$, and $N_{K\%}$ parameters to estimate the $P^*_K\%$ parameter in the case of basin I and basin II. In addition, we originally displayed that $N_{K\%}$ values show a trend towards a single average value independently of the Froude number, and we proposed an adjustment for $N_{K\%}$ as a function of probability.

(vi) Some effort may be devoted to investigating the statistical distribution of pressures on the basin bed. As observed, a deviation of the skewness from the $S = 0$ value for normal distribution in the beginning area of the basins indicates a different and asymmetric distribution. Positively skewed distributions indicate the potential for more (than normally expected) frequent outbursts of large flow pressure, possibly requiring the increase of the structural resistance of the basin apron.

(vii) The laboratory-scale models presented herein have several limitations that should guide further research on the topic. It should be noted that there is a potential error in scaling the pressure heads. Therefore, just indicating the dimensionless terms may be misleading.

(viii) The results of this work contribute to the present debate about the use of dissipation basins, and especially of USBR Type II ones for spillway flow calming, providing a quantitative assessment of some main features of the hydraulic jump within the dissipation basin, and the modified (reduced) maximum pressure on the basin apron, and are potentially useful for designing dissipation basins in real-world applications.
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Abbreviation

The following symbols are used in this paper:

- \( B \) Basin width (L)
- \( \text{basin}_1 \) USBR Type I dissipation basin
- \( \text{basin}_II \) USBR Type II dissipation basin
- \( C_p \) Pressure fluctuations intensity coefficient
- \( E_I \) Energy head loss along the hydraulic jump (L)
- \( F_{\text{r1}} \) Supercritical Froude number
- \( F_{\text{r2}} \) Subcritical Froude number
- \( g \) Gravitational acceleration (LT\(^{-2}\))
- \( H \) Ogee spillway height
- \( K \) Kurtosis coefficient
- \( L_I \) Length of \( \text{basin}_1 \) (L)
- \( L_{II} \) Length of \( \text{basin}_II \) (L)
- \( L_j \) Length of hydraulic jump (L)
- \( \text{MAE} \) Mean absolute error
- \( N_{K\%} \) Statistical coefficient of the probability distribution
- \( P_{K\%} \) Pressure head with a certain probability of occurrence (L)
- \( P_{\text{min}} \) Minimum extreme pressure (L)
- \( P_{\text{m}} \) Mean pressure head at each pressure point (L)
- \( P_{\text{max}} \) Maximum extreme pressure (L)
- \( \text{PSD} \) Power spectral density of the pressure data
- \( P(X,t) \) Instantaneous pressure (L)
- \( P' \) Probability density function (PDF) of the normalized fluctuating pressures
- \( P^* \) Fluctuating component of pressure (L)
- \( Q \) Flow discharge (L\(^3\)T\(^{-1}\))
- \( R \) Correlation coefficient
- \( \text{Re}_1 \) Reynolds number for the supercritical flow of the hydraulic jump
- \( \text{RMSE} \) Root mean squared error
- \( S \) Skewness coefficient
- \( \text{USBR} \) US Department of the Interior, Bureau of Reclamation
- \( V_1 \) Mean velocity of the coming flow to the dissipation basin (LT\(^{-1}\))
- \( V_2 \) Mean subcritical velocity (LT\(^{-1}\))
- \( \text{WI} \) Willmott’s index of agreement
- \( X \) Longitudinal position of each point inside the hydraulic jump (L)
- \( X' \) Dimensionless position of each point \((X/L_j)\)
- \( X_d' \) Characteristic point of the expected flow detachment
- \( X_r' \) Characteristic endpoint of the roller
- \( X_j' \) Characteristic endpoint of the hydraulic jump
- \( Y_1 \) Supercritical flow depth at the jump toe (L)
- \( Y_2 \) Subcritical flow depth at the end of the jump (L)
- \( Z \) Normalized pressure variable
- \( \sigma_X \) Standard deviation of the pressure fluctuations at point \( X \) (L)
- \( \sigma^* X \) Dimensionless standard deviation of the pressure fluctuations at point \( X \) (L)
- \( 1 \) Supercritical flow
- \( 2 \) Subcritical flow
- \( m \) Mean value
- \( \text{max} \) Maximum value
- \( \text{min} \) Minimum value
- \( * \) Dimensionless value
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