GALAXY–MASS CORRELATIONS ON 10 Mpc SCALES IN THE DEEP LENS SURVEY

A. Choi1,2, J. A. Tyson1, C. B. Morrison1, M. J. Lee1, S. J. Schmidt1, V. E. Margoniner1, and D. M. Wittman1

1 Physics Department, University of California, One Shields Avenue, Davis, CA 95616, USA; choi@roe.ac.uk
2 Scottish Universities Physics Alliance, Institute for Astronomy, University of Edinburgh, Royal Observatory, Blackford Hill, Edinburgh EH9 3HJ, UK

ABSTRACT

We examine the projected correlation of galaxies with mass from small scales (<few hundred kpc), where individual dark matter halos dominate, out to 15 Mpc, where correlated large-scale structure dominates. We investigate these profiles as a function of galaxy luminosity and redshift. Selecting 0.8 million galaxies in the Deep Lens Survey, we use photometric redshifts and stacked weak gravitational lensing shear tomography out to radial scales of 1° from the centers of foreground galaxies. We detect correlated mass density from multiple halos and large-scale structure at radii larger than the virial radius and find the first observational evidence for growth in the galaxy–mass correlation on 10 Mpc scales with decreasing redshift and fixed range of luminosity. For a fixed range of redshift, we find a scaling of projected halo mass with rest-frame luminosity similar to previous studies at lower redshift. We control systematic errors in shape measurement and photometric redshift, enforce volume completeness through absolute magnitude cuts, and explore residual sample selection effects via simulations.
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1. INTRODUCTION

The presence of dark matter (DM) in the universe is well established and contributes significantly to structures ranging from galaxies to superclusters. Less understood is the distribution and evolution of DM correlated with galaxies over larger volumes beyond the galaxy virial radius. The Wilkinson Microwave Anisotropy Probe (WMAP) cosmic microwave background result for $\Omega_{m0} = 0.27 \pm 0.03$ (Komatsu et al. 2011) is over twice that derived from N-body model fits to lensing studies of the inner mass profile of luminous galaxies together with cosmic luminosity density (Masaki et al. 2012). This is not surprising, since about half the DM is expected to be in virialized halos (Fukugita & Peebles 2006). Detailed measurements of the mass distribution on large scales around galaxies, or “galaxy–mass correlation,” as a function of galaxy properties can thus be a diagnostic of structure formation and evolution. A universal mechanism for hierarchical structure formation was developed by Press & Schechter (1974), drawing on bottom-up structure formation ideas of Peebles (1965) and Saslaw (1968). More generally, growth of very large scale mass structures is cosmology dependent and is one of the probes of the physics of dark energy (Albrecht et al. 2006).

Weak gravitational lensing (WL) is the only direct probe that can measure the mass profile associated with galaxies over a wide range of radii crossing the virialization and turnaround scales and does not require assumptions about the dynamical state or baryon content of the system in question. WL is an inherently statistical technique: many galaxies are required. The dimensionless shear signal ranges from less than 0.1% (large-scale structure) to 1% (galaxies) to 10% (clusters of galaxies). The WL signal from foreground DM halos lensing more distant galaxies is commonly known as “galaxy–galaxy lensing” (GGL) and is measured by cross-correlating the positions of foreground DM halos (as traced by their resident galaxies) with the lensing-induced shear of background galaxies. Most

GGL results in the literature focus on the inner parts of the DM halo mass profile inside the virial radius, which is dominated by contributions from individual halos. Observations of luminosity scaling of the halo mass have been reported by Hoekstra et al. (2005), Mandelbaum et al. (2006), Kleinheinrich et al. (2006), and van Uitert et al. (2011). Recent studies have also tackled the problem of redshift evolution of halo mass (Lagattuta et al. 2010; Leauthaud et al. 2012). However, the study of GGL outside the virial radius is difficult from both observational and theoretical standpoints. In observations, residual systematics can masquerade as the lensing signal on large scales (Mandelbaum et al. 2005a). On the theory side, we need detailed $N$-body simulations and ray-tracing studies or comprehensive statistical methods to interpret the signal (e.g., Mandelbaum et al. 2005b; Hayashi & White 2008; Masaki et al. 2012).

With five 4 deg$^2$ deep fields imaged in $BVR_c$, the Deep Lens Survey (DLS) offers the possibility of measuring galaxy–mass correlations tomographically over a wide range of projected radii well beyond the halo virial radius and over a useful range of redshift. In this paper, we investigate how the average galaxy–mass correlation over a wide range of radii varies with luminosity and redshift up to $z = 0.75$. We show the first observational evidence for growth of projected galaxy–mass correlations on 10 Mpc scales. Section 2 briefly describes the formalism for weak lensing, Section 3 describes the data with particular attention to the measurement of both image shapes and photometric redshifts, Section 4 describes our investigation of photometric redshift error propagation, we present the results in Section 5 and compare them with previous observations and simulations, and we discuss and summarize our results in Section 6. Appendices A and B contain further details of systematics tests and correlation matrices, respectively. Throughout, we assume a $\Lambda$CDM universe with $H = 70$ km $\text{Mpc}^{-1}$ $\text{s}^{-1}$, $\Omega_M = 0.27$, and $\Omega_\Lambda = 0.73$. Distances are given in units of comoving Mpc.
2. FORMALISM

2.1. Gravitational Lensing

The projected mass overdensity of a lens is related to the induced shear of source galaxies through

$$\gamma_T \Sigma_{\text{crit}} = \bar{\Sigma}(<R) - \bar{\Sigma}(R) \equiv \Delta \Sigma,$$

(1)

where $R$ is the transverse separation between lens and source on the sky and $\gamma_T$ is the tangential shear azimuthally averaged over an annulus with radius $R$ centered at the lens. $\Delta \Sigma$ is the mean excess projected surface density, which is defined as the difference between the average surface density within radius $R$, $\bar{\Sigma}(<R)$, and the projected surface density at that radius $\bar{\Sigma}(R)$ (Miralda-Escude 1991). In this paper, we refer to $\Delta \Sigma$ as a probe of galaxy–mass correlations, not to be confused with the three-dimensional galaxy–mass correlation function $\xi_{gm}$. $\Delta \Sigma$ and $\sigma_{gm}$ are related in the following way:

$$\Sigma(R) = \int \bar{\rho} \xi_{gm}(\sqrt{R^2 + \chi^2}) d\chi$$

(2)

$$\bar{\Sigma} = \frac{\bar{\rho}}{R^2} \int_0^R \Sigma(R') dR'$$

(3)

where $\bar{\rho}$ is the mean matter density and $\chi$ is the line-of-sight distance. The critical surface density $\Sigma_{\text{crit}}$ is defined as

$$\Sigma_{\text{crit}} \equiv \frac{c^2}{4\pi G} \frac{D_S}{D_L D_{LS}(1+z_L)^2}$$

(4)

where $D_L$, $D_S$, and $D_{LS}$ are the angular diameter distances to the lens, source, and between lens and source. We will note lens and source redshifts as $z_L$ and $z_S$, respectively. The factor of $(1+z_L)^2$ arises from our use of comoving coordinates. This choice is motivated by the relatively long baseline in lens redshift and radial separation scales that we investigate in this paper.

If we correct for the systematic effects introduced in the observing process and assume that gravitational lensing is the only phenomenon systematically distorting the shapes of the observed background galaxies around the position of foreground galaxies in the weak limit where both shear $\gamma$ and convergence $\kappa = \Sigma/\Sigma_{\text{crit}}$ are much smaller than 1, $\gamma_T$ is related to the observed ellipticity $e_T$ via

$$e_T = \gamma_T + e_T^{\text{int}}$$

(5)

where $e_T$ is the ellipticity component perpendicular to the line transversely connecting the lens and source and $e_T^{\text{int}}$ is the intrinsic ellipticity. Note that the definition of ellipticity used here is $e = (a-b)/(a+b)$, where $a$ and $b$ are the semimajor and semiminor axes, respectively. When averaging over an ensemble of randomly oriented source galaxies, the $e_T^{\text{int}}$ term drops out, leaving

$$\langle \gamma_T \rangle = \langle e_T \rangle$$

(6)

While Equation (5) is only valid in the limit $e_T^{\text{int}} \ll 1$, we account for this by normalizing to simulations as described in Section 3.1.

Our estimator for the differential surface mass density for stacked lens galaxies is a lensing signal-to-noise (S/N) variance-weighted average summed over lens–source pairs (Sheldon et al. 2004; Mandelbaum et al. 2008):

$$\bar{\Delta} \Sigma = \frac{\sum_{i}^{N_{\text{lens}}} \sum_{j}^{N_{\text{src}}} \bar{w}_{j,i} \Sigma_{\text{crit},j,i}}{\sum_{i}^{N_{\text{lens}}} \sum_{j}^{N_{\text{src}}} \bar{w}_{j,i}}$$

(7)

where weights $\bar{w}_{j,i}$ depend on angular diameter distances (see Equation (4)), the shape noise $\sigma_{SN}$, and the ellipticity measurement error $\sigma_e$. The shape noise is the rms ellipticity per component for the source sample. In practice, we measure $\Delta \Sigma$ for each lens–source pair and bin the values by the projected comoving separation between the lens and source. The relationship between the estimated differential surface mass density $\Delta \Sigma$ and the true quantity $\Delta \Sigma$ is investigated using simulations in Section 4.1, and for the rest of the paper the tilde is dropped.

2.2. Halo Mass Profiles

The mass density profiles of DM halos are commonly modeled using Navarro–Frenk–White (NFW) functions, which were motivated by DM simulations (Navarro et al. 1996):

$$\rho_{\text{NFW}}(r) = \frac{\tilde{\delta} \rho_0(z)}{(r/r_s) \left(1 + r_s/r \right)^2}$$

(9)

where

$$\tilde{\delta} = \frac{200c^3}{3 \left[ \ln(1+c) + c/(1+c) \right]}$$

is a characteristic density, $\rho_0(z)$ is the critical density at redshift $z$, and $r_s$ is the mass scale radius. The concentration $c = r_200/r_s$, and $r_200$ is the radius at which the mean enclosed mass density of the halo equals $200 \times \rho_c$. $M_{200}$ is the mass enclosed within $r_200$, and we use the terms “$M_{200}$” and “halo mass” ($M_{\text{halo}}$) interchangeably, noting the specific cases where $M_{\text{halo}}$ means something other than $M_{200}$.

We obtain the surface mass density profile $\Sigma_{\text{NFW}}(R)$ by integrating the three-dimensional density over the line of sight. A second integration yields the mean surface mass density inside the projected radius: $\Sigma_{\text{NFW}}(<R)$. The expressions for these quantities can be found in Bartelmann (1996), Wright & Brainerd (2000), and Yang et al. (2003).

The enclosed mass, radial scale, and concentration are degenerate. To reduce the degeneracy, we fix the concentration using the relation found in Duffy et al. (2008) based on $N$-body simulations using the WMAP 5 cosmology (Komatsu et al. 2009), effectively turning the NFW model into a single-parameter profile:

$$c(M_{200}, z) = 5.71 \left( \frac{M_{200}}{2 \times 10^{12} \, h^{-1} \, M_\odot} \right)^{-0.084} (1+z)^{-0.47}$$

(10)

In this work, we do not fit a full halo model, which can be used to isolate contributions from individual halos, satellite halos, and neighboring halos as is done in, e.g., Mandelbaum et al. (2005b) and van Uitert et al. (2011). As it is a useful tool for interpretation purposes, we investigate the halo model as a fitting function in future work and simply comment on how its use might impact our results in this work.

3. DATA

The DLS consists of about 100 nights of $BVRI'z'$ imaging in five widely separated fields DLS F1–F5, each subtending 4 deg$^2$ of the sky (Wittman et al. 2002). Each field is composed of nine "subfields," each subtending an area (40′ × 40′) slightly larger...
than the camera field of view and covered with dithers of $\sim 200''$. F1 and F2 were observed by Mosaic-1 (Muller et al. 1998) at the NOAO/KPNO 4 m Mayall Telescope, and F3–F5 were observed by Mosaic-2 at the NOAO/CTIO 4 m Blanco Telescope. The DLS was designed to go deep enough at high S/N to yield good photometric redshifts and to measure galaxy shapes at low surface brightness, while being wide enough to average over sample variance and to contain enough galaxies to minimize shot noise in precision studies of mass. The observing strategy was tuned specifically for lensing studies: imaging in the R band only when the seeing was 0.9 or better. The effective exposure time in the R band is 18,000 s, and the effective exposure time in the other three bands is 12,000 s. We performed internal photometric calibration using the $ubercal$ method (Padmanabhan et al. 2008; Wittman et al. 2012) and external calibration using Landolt (1992) standard stars and Sloan Digital Sky Survey (SDSS; York et al. 2000; Wittman et al. 2012). Details of the photometric stacking procedure can be found in the DLS technical summary paper (D. Wittman et al. 2012, in preparation). We created object catalogs using SExtractor in dual-image mode using the R-band image for detections (Bertin & Arnouts 1996). All magnitudes in this paper are SExtractor MAG_AUTO (henceforward referred to as $m_R$) calibrated to the Vega system and have been corrected for galactic extinction using the reddening maps of Schlegel et al. (1998) and for point-spread function (PSF) variation using the ColorPro algorithm of Coe et al. (2006). To convert the magnitude to the AB system, one must add 0.2. The survey is limited to $m_B, V = 25.5$, and $m_I = 24.5$, where the subscripts $B$, $V$, and $I$ refer to the $B$, $V$, and $I$ bands, respectively. After conservative quality and S/N cuts described below, we utilize a subset of $\sim 800,000$ galaxies. The analysis processes for shear and photometric redshift measurement are described in Sections 3.1 and 3.2 below.

3.1. Shapes

In order to correct the observed ellipticities to the intrinsic ellipticities in Equation (6), we must account for contributions from instrumental and atmospheric effects. As in Jee et al. (2007), we use an interpolation of principal components characterizing star ellipticities and sizes measured on individual exposures to produce a PSF model for the co-add image. To summarize the procedure, we select high-S/N isolated stars using an iterative algorithm based on half-light radius versus magnitude, measure principal components (eigen-PSF) and coefficients (amplitude along the eigen-PSF), fit third-order polynomials to the spatial variation of the coefficients, and generate an effective PSF model after interpolating or stacking the PSF models for the individual exposures. Twenty principal components or eigen-PSFs per exposure can robustly reproduce the observed variation of the PSF ellipticity and size (<99% of the variance) within each CCD. We measure galaxy semimajor and semiminor axes in the co-add image by fitting elliptical Gaussians, MPFIT (Markwardt 2009). For our data, the additive component $\sigma_{SN} \sim 0.3$ (see Equation (7)).

Given the position of a foreground lens, the tangential and 45° rotated ellipticity components are calculated from the semimajor and semiminor ellipticity components $e_1$ and $e_2$ as follows:

$$e_1 = -e_1 \cos 2\theta - e_2 \sin 2\theta$$

$$e_2 = e_1 \sin 2\theta - e_2 \cos 2\theta$$

where $\theta = \arctan((y_{source} - y_{lens})/(x_{source} - x_{lens}))$. $(x_{lens}, y_{lens})$ and $(x_{source}, y_{source})$ are the coordinates of the lens and source, respectively.

The average 45° rotated ellipticity component is calculated as a systematic test as it is expected to be consistent with zero at all radial scales. Two additional checks for systematics include measuring the lensing signal of stars and the lensing signal of source galaxies around random locations in the catalog. The results of these systematic checks, all consistent with a null result, are shown along with the mean GGL signal for all galaxy lenses in the redshift range 0.35 < $z$ < 0.55 and absolute magnitude range $-22 < M_R < -19$ in Figure 7.

3.2. Photometric Redshifts

We compute photometric redshifts (photo-$z$) by fitting the four-band photometry to a set of galaxy templates to determine both redshift and galaxy type. This is done with the publicly available Bayesian Photometric Redshift code (BPZ; Benitez 2000). The code utilizes a Bayesian prior for the probability of the redshift given the type and magnitude. Instead of using the default BPZ magnitude prior, which treats galaxies with $R < 20$ identically and is based on a small number of galaxies in the Hubble Deep Field–North (HDF-N; Williams et al. 1996), we fit new parameterized priors following the prescription in Benitez (2000). For $R < 21$, we calibrate the prior with spectroscopically confirmed galaxies in the Smithsonian Hectospec Lensing Survey (SHELS; Geller et al. 2005), which is complete to $R = 20.7$. For fainter galaxies, we fit to the VIMOS-VLT Deep Survey (Le Fèvre et al. 2005), which consists of more than 11,000 spectra from 17.5 < $i_{AB} < 24.0$. While the possibility remains that there is a population of galaxies systematically missing from our magnitude complete training sets that could
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4 See http://dls.physics.ucdavis.edu/calib/vegaab.html.
introduce a bias in the calculated prior, we only broadly fit for three galaxy classes (elliptical, spiral, and starburst) and use a parameterized \( N(z) \), which mitigates small missing populations. The resulting prior is qualitatively very similar to the HDF-N prior but is based on almost 100 times as many spectroscopic redshifts and has a more sophisticated description for the remainder of the paper.

After outlier rejection, the DLS photo-z scatter \( \sigma_{\text{photo-z}} = 0.06(1 + z_{\text{spec-z}}) \), and about 4% of the galaxies have photo-z outside of 0.2(1 + \( z \)) (catastrophic outliers). Further details can be found in S. J. Schmidt & P. Thorman (2012, in preparation).

BPZ reports both a redshift probability density function (PDF) and a one-point summary statistic \( z_B \), the peak of the PDF. The PDF is the posterior distribution given the data, in a Bayesian sense, marginalized over template type and apparent magnitude. In this work, we use \( z_B \) when calculating Equation (4). We also use \( z_B \) in order to calculate absolute magnitudes and rest-frame luminosities for the lens galaxies, differentiate the lens sample from the source sample, and weight the galaxies by the lensing kernel. We use the terms \( z_B \) and photo-z interchangeably for the remainder of the paper.
for background source samples selected such that their peak \( p(z) \) occurs at more than 0.3 higher redshift than the peak in the source sample (see Table 1 for the specific cuts). The resulting summed \( p(z) \) show lens distributions that are generally well separated from the source distribution. We consider the effects of photo-z inaccuracy including the residual systematic errors due to the \( \sim 4\% \) outliers on the lensing analysis in Section 4.1.

3.3. Star/Galaxy Separation

For star/galaxy separation, we apply two cuts. At bright magnitudes, stars are easily distinguishable from galaxies in a size versus magnitude diagram. We use SExtractor FLUX_RADIUS as our measure of size and cut out objects with FLUX_RADIUS < 2.4 pixels with \( m_R < 19 \). The pixel size is 0.257 arcsec. At fainter magnitudes, the star and galaxy loci overlap on the size versus magnitude diagram, so we employ a cut that involves all three second central moments of the PSF and the object. For each object, we determine the total \( \chi^2 \) for the hypothesis that it is a point source, using the three second moments of the object and of the PSF at that location. We then cut on \( \chi^2_{\text{tot}} > 5 \) to eliminate most faint stars. This procedure was shown to result in \( \sim 0.4\% \) stellar contamination in spectroscopic targets for \( m_R < 22.5 \) (Dawson et al. 2012). At fainter magnitudes, the number density of galaxies overwhelms that of stars, while the efficiency of the \( \chi^2 \) cut should not diminish (although a larger fraction of galaxies might be cut). Using stellar population models from Robin et al. (2003) and DLS coordinates to estimate star counts and typical galaxy counts from the literature,\(^5\) we estimate the stellar contamination to be \( < 0.2\% \) for \( m_R \sim 24 \). The shape cuts described in Section 3.1 further reduce this stellar contamination.

4. PHOTOMETRIC REDSHIFT ERROR ANALYSIS

Photo-z errors can affect the amplitude of the galaxy–mass correlation in several ways, which we can separate into those related to errors in lens galaxy photo-z \((z_L)\) and those related to errors in source galaxy photo-z \((z_S)\). First consider errors in lens photo-z. Error in \( z_L \) will smear the signal in projected comoving radius due to error in the conversion from an angular distance to a comoving distance. Especially for sources close to the lens redshift there will also be an error in \( \Delta\Sigma \) due to an error in \( \Sigma_{\text{crit}} \) (see Equation (7)). In the case that \( z_L > z_S \), the signal will be diluted by “source” galaxies, which are in reality foreground objects. There is an additional issue that the errors in \( z_L \) propagate to errors in absolute magnitude \( M_R \). As found by, e.g., Hoekstra et al. (2005), the net effect (due to the shape of the galaxy number counts) is that intrinsically fainter galaxies are more often upscattered into brighter luminosity bins, causing a dilution in the observed signal. Now consider errors in source photo-z. For a source galaxy that is behind a lens galaxy an error on a source redshift will create a bias in \( \Delta\Sigma \) due to an error on \( \Sigma_{\text{crit}} \). An error in a source redshift such that \( z_S < z_L \) will create a signal dilution because this “source” galaxy is now a foreground object. The net correction is a mix of all these effects, and the mix changes with galaxy and lens samples. For further discussion see Figure 8 of Leauthaud et al. (2010) and Section 7 of Nakajima et al. (2012).

We undertake a GGL Monte Carlo simulation, creating mock lenses and source catalogs representing DLS-sized fields of \( 4 \deg^2 \) to understand how photo-z scatter, photo-z catastrophic outliers, and lens/source sample selection affect the accuracy of the projected galaxy–mass correlation measurement. We also compute angular cross-correlation between the lens and source samples to investigate the purity of these samples.

4.1. Signal Recovery Simulations

We calculate the ratio of observed (with scattered redshifts) lensing signal to input lensing signal \( \Delta\Sigma(R)_{\text{obs}} / \Delta\Sigma(R)_{\text{input}} \) for each of the three lens sample redshift cases. For the mock source galaxies we draw random \( x \) and \( y \) positions for simulated source galaxies, and we draw redshifts and intrinsic ellipticities in a Monte Carlo fashion from distributions consistent with the data. We draw the intrinsic ellipticity components along the major and minor axes from Gaussians with width 0.3 and centered at 0. The summed observed \( p(z) \) for sources (as shown in Figure 3) is a broadened approximation for the true \( dN/dz \) of the sources since this distribution already includes observational effects such as photo-z errors and is broader than the underlying distribution. To simulate the native distribution of galaxies in redshift for each galaxy population, we find that the distribution \( p(0,z) \), when convolved with the known \( \sigma_z \) photo-z errors, gives the observed summed \( p(z) \) for that population. We draw redshifts from the summed intrinsic \( p(0,z) \) distribution of the sources.

For the mock lens galaxies, we fix the \( x, y \), and luminosity of the simulated lens galaxies to the values measured from the observed catalogs. That is, each simulated lens galaxy has a one-to-one counterpart in the real catalog (e.g., that of F5) from which it inherits \( x \) and \( y \) coordinates in pixels and luminosity. These mock lens galaxies thus inherit the angular clustering that is present in the observed sample of lens galaxies. As with the sources, we draw redshifts for the lenses from an estimate of the intrinsic summed \( p(0,z) \) of the lenses, which when convolved with the photo-z error yields the observed \( p(z) \) as shown in Figure 3. We also take into account any redshift overlap between the lenses and sources and among the \( z_1, z_2 \), and \( z_3 \) lens bins. To convert the lens luminosities to halo masses consistent with the data, we fit NFW profiles to the inner 300 kpc of the lensing
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\(^5\) See http://star-www.dur.ac.uk/~nm/pubhtml/counts/counts.html.
signal in each luminosity bin and fit a power law to the mean luminosity versus halo mass as shown below in Figure 5. The best-fit mass–luminosity relation is

\[ M_{200} = 1.46 \times 10^3 \, M_\odot (L/L_\odot)^{0.89}. \]  

(15)

To mitigate edge effects, we pad the boundaries of each simulated mass field with an additional degree on each side. That is, the lens galaxies are distributed over a total area of 16 deg\(^2\) for each of the five fields.

Using NFW mass profiles for the lens halos, we calculate the expected shear for each lens–source pair given the physical separation and lens \( M_{200} \). For each source galaxy \( i \), we use the weak-lens approximation in calculating the total applied shear due to all lens galaxies \( \gamma_{T,i} = \sum_{j} \gamma_j \). The observed ellipticity is then given as in Equation (5). The resulting mock lens and source catalogs have the selection effects of our observations and are a starting point from which to test how photo-z errors such as scatter, photo-z bias, and catastrophic outliers affect the galaxy–mass correlations reconstructed from the lensing analysis via the corresponding errors in the distance ratios. To examine this, we assign “observed redshifts” by applying photo-z errors similar to those measured from the observational data. We obtain the observed redshifts by drawing from a Gaussian centered at the assigned true redshift with width given by a value describing the photo-z scatter (see Section 3.2). We use a photo-z scatter of \( \sigma_{\zeta,\text{rms}} = 0.06(1+z) \). We also introduce catastrophic outliers by switching the redshifts of a random 4% of the galaxies with random redshifts.

After determining the absolute magnitudes corresponding to the scattered redshifts, we re-select lenses and sources using these new “observed” redshifts and absolute magnitudes and measure \( \Delta \Sigma(R)_{\text{scatter}} \) as in Equation (7). At very large angular separation there is no mechanism that can cause a spatial dependence of the ratio \( \Delta \Sigma(R)_{\text{scatter}}/\Delta \Sigma(R)_{\text{input}} \), and we fit a constant over 1–10 Mpc radius. We repeat this entire simulation for various levels of photo-z error and find that the recovery ratio for each lens redshift sample decreases with photo-z error. The best fits for this recovery ratio for 0.06(1+z) scatter are 0.81, 0.85, and 0.90 for L1, L2, and L3, respectively, and 0.94, 0.83, and 0.74 for z1, z2, and z3, respectively. In the analysis in Section 7.3 we correct for this systematic error.

### 4.2. Angular Cross-correlations

Do the summed \( p(z) \) distributions for our lens and source samples represent the true distributions? While the distributions of PRIMUS spec-z, DLS photo-z, and \( p(z) \) are consistent to the limit of the spectroscopy at \( z \approx 1 \), it is important to investigate consistency for our entire source and lens sample galaxies in other ways. As a test of source and lens sample purity we calculate angular cross-correlations \( w_{12}(\theta) \) between these samples. We find that the ratios between the auto- and cross-correlations of these samples are less than 0.1, consistent with the overlap of the \( p(z_{1,z}) \) tails and the known photo-z outlier rates. The amplitude of \( w_{12}(\theta) \) never rises above 0.01. The residual sample impurity results in a slight decrease in S/N but is small enough that we do not make any additional corrections in this analysis.

### 5. RESULTS

We measure the cross-correlation between the lens galaxies and the associated total projected mass distribution, which is in the foreground of the source galaxies. The DM halo in which the galaxy is resident, as well as all other projected mass correlated with the galaxy, contributes to this weak lens signal. We bin the shear signal in logarithmic bins by projected comoving radii and convert to a projected differential surface mass density following Equation (7). Errors are calculated via jackknife resampling where the jackknife components are one-ninth of a field size. Over the five fields, this yields a total of 45 jackknife subsamples. These data permit an analysis of the distribution of mass associated with foreground galaxies over a wide range of projected physical scales and its correlation with galaxy luminosity and redshift.

#### 5.1. Galaxy–Mass Correlation versus Luminosity

We divide the lenses into three ranges of absolute magnitude for a fixed range of \( 0.35 < z_B < 0.75 \) and measure the GGL signal for each lens galaxy luminosity sample. The properties of these samples are summarized in Table 1. After dividing the signal by the correction factors due to photo-z errors discussed in Section 4.1 (0.81, 0.85, and 0.90 for L1, L2, and L3, respectively), the results are shown in Figure 4 along with NFW profiles fits to the inner 300 kpc of each \( \Delta \Sigma(R) \). These fits take into account the full covariance matrices estimated from the data (see Appendix B for details about how the covariance matrix is calculated), although this inclusion does not have a significant effect due to our focus on small radial scales. The signals scale with average luminosity, with higher surface mass overdensities corresponding to brighter average luminosities. As expected, intrinsically more luminous galaxies have higher mass profiles inside their virial radii than low-luminosity galaxies.

As shown in Figure 4, on scales larger than \( \sim 0.3 \) Mpc all three signals flatten and converge on 10 Mpc scales to a

![Figure 4](image-url)
narrow range of mass overdensity. This is because at large radii
the galaxy–mass correlation reflects the mass auto-correlation
modulo the galaxy bias, as discussed in Hayashi & White
(2008). Hayashi & White (2008) use the Millennium simulation
to examine the cross-correlation between halo centers and
mass, showing a dependence on galaxy mass (or luminosity)
similar in profile shape to our results (their Figure 8). The
strong luminosity dependence of \( \Delta \Sigma \) at \( R < 1 \, \text{Mpc} \)
and weak luminosity dependence at \( R > 1 \, \text{Mpc} \) have also been found in
the simulations of Tasitsiomi et al. (2004) and the observations
of Sheldon et al. (2004). The behavior of the galaxy–mass
correlation at large radii has also been recently examined by
Masaki et al. (2012) in a 1024\(^3\)-particle \( N \)-body cold dark matter
(CDM) simulation.

5.2. Mass versus Luminosity

From the best-fit NFW profiles, we obtain values for \( M_{200} \)
for each luminosity bin. It is worth noting that the NFW is not a good
fit to the \( \Delta \Sigma \) profiles beyond a few hundred kpc. In particular, the
L3 sample likely contains a non-negligible fraction of satellite
galaxies, and preliminary work fitting a full halo model indicates
that \( M_{200} \) for this luminosity bin is overestimated by \( \sim 20\% \).

As pointed out in Tasitsiomi et al. (2004), the best-fit NFW
mass generally falls between the mean and median mass for
a broad halo mass distribution. The conversion from the best-
fit NFW mass to the mean mass is an upward correction that
depends on the scatter in the mass–luminosity relation, which
is higher at the bright end where the halo mass distribution is
broader. To determine this correction, we follow the procedure
described in van Uitert et al. (2011). We adopt a conditional
probability function for the halo mass given a luminosity of the
form

\[ P(m_{\text{halo}}|l) \propto \exp \left( -\frac{(m_{\text{halo}} - m_{\text{halo, cen}})^2}{2\sigma_{m_{\text{halo}}}^2} \right), \]

where \( l = \log(L) \), \( m_{\text{halo}} = \log(M_{\text{halo}}) \), and \( \sigma_{m_{\text{halo}}} \) is the scatter
in \( m_{\text{halo}} \). For a given best-fit NFW mass and a \( \sigma_{m_{\text{halo}}} \) from work
on satellite kinematics in SDSS by More (2011) (their Figure 4
produces values from 0.35 to 0.45 for our mean luminosities),
we then convolve the conditional probability function with the
mass function from Tinker et al. (2008) and draw 1000 masses
from the resulting distribution. We calculate and average the
NFW \( \Delta \Sigma(R) \) profiles for this ensemble of masses and compare
the best-fit NFW \( M_{200} \) to \( \langle M_{200} \rangle \). We obtain conversion factors
of 3.8 (L1), 3.1 (L2), and 2.5 (L3) and multiply our best-fit NFW
\( M_{200} \) by these numbers to obtain \( \langle M_{200} \rangle \).

We plot \( \langle M_{200} \rangle \) versus the mean luminosity of each bin in
Figure 5 along with a simple power-law fit (Equation (15)).
In Figure 5, our mean luminosities are converted to the AB
system. Since the mean redshifts of the three luminosity bins
decrease slightly with decreasing luminosity, we also scale the
DLS masses to the mean redshift of L1 \( (z = 0.59) \) for the sake of
consistency. The mean redshifts of L2 and L3 are 0.58 and
0.51, which corresponds to multiplication factors of 1.01 and
1.10 based on our \( M_{200} \) definition, which depends on redshift
through \( \rho_{\text{crit}} \). We perform the power-law fit primarily for use in
the Monte Carlo simulations described in Section 4.1. We also
show results for early-type (ET) and late-type (LT) galaxies at
low redshift from Mandelbaum et al. (2006) and van Uitert et al.
(2011). However, there are several caveats to consider before
making a comparison. First, Mandelbaum et al. (2006) use a
different mass definition (180\( \rho \) instead of our 200\( \rho \)), so our
masses should be adjusted upward by \( \sim 30\% \) for a more direct
comparison. In Figure 5, we plot the Mandelbaum et al. (2006)
masses after dividing by 1.3 to make the qualitative comparison.
Second, the DLS points are at a redshift of 0.59, and we have not
yet included corrections for passive evolution. If we adopt a
passive evolution correction from Blanton et al. (2003) of
1.6(z – 0.1) for galaxies that are best fit with elliptical templates
(e.g., BPZ \( T_B < 1.5 \)), \( K \)-correct to \( z = 0.1 \), and calculate the
distance modulus with \( h = 1.0 \) as in Mandelbaum et al. (2005a),
our mean luminosities decrease by \( \sim 30\% \). Third, we have not
split our lens samples by type, so the DLS masses include both
ET and LT galaxies. Finally, the conversion factors we applied
to obtain the conversions from best-fit NFW \( M_{200} \) to \( \langle M_{200} \rangle \)
are based on our adopted \( \sigma_{m_{\text{halo}}} \) from More (2011), whose results
are limited to \( z \sim 0 \) central galaxies. The true \( \sigma_{m_{\text{halo}}} \) for our
higher redshift central and satellite galaxies might be somewhat
different, ultimately changing our interpretation of \( \langle M_{200} \rangle \).

5.3. Galaxy–Mass Correlation versus Redshift

We next divide the lenses into three ranges of redshift for
a fixed range of absolute magnitude –22 < \( M_B < –19 \) and
measure the GGL signal for each redshift sample. This range
of absolute magnitude was chosen such that the samples could
be as volume complete as possible (see Figure 2) while still
allowing a reasonable S/N. The properties of these samples
are summarized in Table 1, and the results are shown in
Figure 6 after applying the corrections for photo-\( z \) errors found
in Section 4.1: 0.94 (z1), 0.83 (z2), and 0.74 (z3). The bins
at large separations are correlated, and we discuss how we
calculate the covariance matrices in Appendix B and show the normalized covariance matrices in Figure 9. At radii less than a few hundred kpc, all three signals have similar amplitudes, indicating that the mass range corresponding to the luminosity selection is consistent across redshift shells. However, there is a noticeable trend at larger radii where the amplitude of $\Delta \Sigma$ increases with decreasing redshift. Both before and after applying the recovery corrections from Section 4.1, there is a trend where higher $\Delta \Sigma$ corresponds to lower mean redshift.

(A color version of this figure is available in the online journal.)

Figure 6. Redshift dependence on all scales for a single wide range of luminosities $-22 < M_R < -19$. We compare the galaxy–mass correlation vs. radius for three lens redshift shells, which have properties described in Table 1. These signals include corrections for photo-z errors that were derived from mock catalogs as discussed in Section 4.1. $z_1$ is shown as black circles, $z_2$ as magenta diamonds, and $z_3$ as cyan squares. The $z_2$ and $z_3$ points are slightly horizontally offset for clarity. On small radial scales, these signals reflect signals consistent with a similar mass. However, on larger scales, there is a trend where $z_2$ and $z_3$ are generally more massive. Finally, Mandelbaum et al. (2012) show results for $\Delta \Sigma$ for three redshift bins out to $z \sim 0.5$. However, a direct comparison is difficult because they probe much more massive and more highly biased galaxies (i.e., LRGs).

Most interestingly, our GGL data allow an investigation of the redshift evolution of the projected galaxy–mass correlation on 10 Mpc scales at fixed lens galaxy luminosity. We find evidence for growth over time of the galaxy–mass correlations on large scales from $z = 0.65$ to $z = 0.2$ as shown in Figure 6. Interpretation of this result in terms of evolution of bias and growth of LSS mass structure with cosmic time requires additional information. The overall effect as a function of lens sample redshift depends on both LSS growth and galaxy bias as a function of mass and type, and an additional probe such as the lens galaxy clustering signal is necessary to disentangle the growth and bias. We will combine this two-point auto- and cross-correlation information for each of the three lens samples with the galaxy–mass correlations reported here in a joint analysis in future work.

6. DISCUSSION

We have presented projected galaxy–mass correlations measured using GGL over a wide baseline in radius, luminosity, and redshift. On small radial scales, these signals probe the individual DM halos in which galaxies reside. On larger radial scales, these signals are sensitive to correlated large-scale structure and neighboring DM halos. We have focused on two lines of investigation: fixing the redshift range and varying the mean rest-frame luminosity and, conversely, fixing the luminosity range to a volume-complete sample and varying the mean redshift.

For fixed redshift and varied luminosity, we find the well-established scaling of the halo mass with luminosity: intrinsically brighter galaxies are also more massive. In Figure 5, we show a comparison of our results for the $M_{\text{halo}}-L$ relation at $z \sim 0.6$ with those of Mandelbaum et al. (2006) and van Uitert et al. (2011) at $z \sim 0.1$. After corrections for differing mass definitions and passive luminosity evolution, we find reasonable agreement with the literature results. The surface mass density profiles of halos in this redshift regime have also been probed using lensing magnification by Morrison et al. (2012), although due to differing selection methods we cannot make a direct comparison at present. We will perform a joint shear and magnification analysis in future work.

On larger radial scales, the shape of the galaxy–mass correlations and their dependence on galaxy luminosity look quite similar to the simulation results of Hayashi & White (2008). There are currently few lensing observations of galaxies over wide ranges of luminosity and redshift at radii greater than a few Mpc. We can qualitatively compare our results shown in Figure 4 with four observations at lower redshift. Using shear measurements around $z \sim 0.1$ SDSS galaxies, Sheldon et al. (2004) found trends with luminosity that are similar to the higher redshift findings presented here; however, they fit power laws to their shear and galaxy–mass correlations and did not see significant deviation from power laws at large scales. We can also compare qualitatively to Reyes et al. (2010), who measure shear around luminous red galaxies (LRGs) in SDSS out to large radii and model it with a halo model. Their LRG mass overdensity at $z = 0.3$ is consistent with our low-redshift $z_1$ and $z_2$ samples at 10 Mpc. Van Uitert et al. (2011) study galaxies in RCS2 with spectroscopic redshifts from SDSS, limiting the lens redshifts to $z \sim 0.1$. Their Figure 8 shows halo model fits to the lensing signal out to 10 Mpc, which is consistent with the signal we measure. In these previous studies, the lens galaxies are closest in mass to our L1 sample but are generally more massive. Finally, Mandelbaum et al. (2012) show results for $\Delta \Sigma$ for three redshift bins out to $z \sim 0.5$. However, a direct comparison is difficult because they probe much more massive and more highly biased galaxies (i.e., LRGs).
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The black triangles represent the signal from 45° rotated source shears, the red stars show the signal from one million random positions cross-correlated with star shears, and the green diamonds show the signal from one million random positions cross-correlated with source galaxy shears. The data points are offset horizontally for clarity. Errors are estimated from jackknife resampling, and the errors on the random-star cross-correlations are too small to be visible on the plot. The systematics tests are all consistent with zero and generally at least an order of magnitude below the mean tangential shear of the real foreground galaxy positions cross-correlated with background galaxy shears (magenta circles). (A color version of this figure is available in the online journal.)

Figure 7. Mean tangential shear for the z2 lenses and three systematics checks as a function of angular scale. Note that the y-axis is log-scale down to 0.005 and linear-scale below in order to magnify the small systematics test results. The black triangles represent the signal from 45° rotated source shears, the red stars show the signal from one million random positions cross-correlated with star shears, and the green diamonds show the signal from one million random positions cross-correlated with source galaxy shears. The data points are offset horizontally for clarity. Errors are estimated from jackknife resampling, and the errors on the random-star cross-correlations are too small to be visible on the plot. The systematics tests are all consistent with zero and generally at least an order of magnitude below the mean tangential shear of the real foreground galaxy positions cross-correlated with background galaxy shears (magenta circles). (A color version of this figure is available in the online journal.)

6.5 m Magellan Telescopes located at Las Campanas Observatory, Chile.

APPENDIX A

SYSTEMATICS TESTS

We undertake several tests for shear and photo-z systematics. Figure 7 shows the results of three checks for shear systematics as a function of angular scale: foreground lens positions cross-correlated with tangential shear from 45° rotated source galaxies, one million random foreground positions (200k per field) cross-correlated with the tangential shear from source galaxies, and one million random foreground positions cross-correlated with the tangential shear from stars. In order to plot the positive and large shear signal on the same plot with the relatively small residual bipolar systematics, the y-axis is log above 0.005 shear and linear below. These tests are consistent with zero residual shear systematics and are typically less than the true signal by at least an order of magnitude. The error bars are given by jackknifing nine subsamples for each of the five fields. The two tests using actual source galaxy shears have the largest errors since there is a much larger variation in the galaxy ellipticity distributions than for the stars, which should have minimal variation by construction. Note that on large scales, the errors become correlated.

If either the photo-z of the lens or source galaxy samples are systematically in error, then the error in the distance ratio propagates to an error in the galaxy–mass correlation. Such an error would be revealed by differences in amplitude in the galaxy–mass correlations computed using different source samples for the same lens sample. Figure 8 shows the cross-correlation of the z1 lens sample with four source samples with differing mean redshifts. We find no evidence of a distance ratio scaling inconsistency at the level of the noise.

Figure 8. Lensing of z1 by source samples with different mean redshift. We show a test of photo-z and lensing consistency by measuring the galaxy–mass correlation in one lens galaxy sample by using all the possible source samples, $\Delta\Sigma(R)$ for the z1 lens sample is cross-correlated against four source shells with very different mean redshifts, described in the legend. The black circles show the cross-correlation with the z1 background sources as shown in Figure 7, the red stars show the cross-correlation with z3 lenses (used in this test as a background sample), the cyan triangles show cross-correlation with the z2 background sources, and the yellow pentagons show the cross-correlation with the z3 background sources. Table 1 describes the cuts for each of these samples. The data points are calculated for the same radial bins but are offset for clarity. While the four signals are correlated with each other, the mean redshift of the background sample varies. The distance ratio scaling appears to be consistent. (A color version of this figure is available in the online journal.)

APPENDIX B

COVARIANCE MATRICES

While the systematics in the data have been addressed and reduced to below the noise level, fits of models to the data must take account of covariances: the errors can be correlated. The errors in the data shown in Figures 4 and 6 are correlated (particularly at large scales) due to common sources used in different lens–source pairs that are stacked together. Thus, the 13 radial bins are not completely independent in the sense that their errors are correlated. It is informative to calculate correlation matrices by re-sampling GGL data for each lens redshift population. The correlation matrix is the normalized covariance matrix, with matrix elements given by $C_{i,j} = \text{Corr}(\Delta\Sigma_i, \Delta\Sigma_j) = (\text{COV}(\Delta\Sigma_i, \Delta\Sigma_j))^{1/2}$. The covariance matrix $C$ for $N$ jackknife subsamples is estimated using

$$
C(\Delta\Sigma(R_i), \Delta\Sigma(R_j)) = \frac{N - 1}{N} \sum_{k=1}^{N} [\Delta\Sigma^k(R_i) - \Delta\Sigma(R_i)][\Delta\Sigma^k(R_j) - \Delta\Sigma(R_j)],
$$

where $\Delta\Sigma(R_i) = \sum_{l=1}^{N} \Delta\Sigma^l(R_i)/N$ is the mean value over $N$ subsamples. For each of the three lens redshift samples, we take $N = 9$ random re-samples of all the galaxies in each field. The correlation matrices corresponding to the lensing signals for the three redshift bins in Figure 6 are shown in Figure 9. Each cell represents the level of correlation between the given pair of radial bins, with darker shades corresponding to higher correlation. There is a higher level of correlation at large radial scales at low lens redshift. This may be caused by the correlated...
noise in the dithered 40′ subfield observing. At higher redshift, 10 Mpc is completely within the subfield angular scale. Scales of 1 Mpc correspond to angular scales of 4′3 for lens sample z1, 2′9 for z2, and 2′4 for z3. At the higher redshifts of z2 and z3, there is an increasing number of lens–source pairs within a given 40′ subfield due to the conversion between angular and physical scales. However, note that due to our cuts the overall number density of source galaxies decreases going to higher lens redshifts (refer to Table 1 for exact numbers). Thus, the stronger correlations for z1 are also likely linked to the fact that z1 has the largest number density of source galaxies. While the correlation between bins does not affect the actual values of the galaxy–mass correlation data points, the correlated errors need to be taken into account in fits. We consider the full correlation matrices in the NFW fits presented in this work.
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Figure 9. Correlation matrices for the lensing signals from the three redshift shells shown in Figure 6. The leftmost panel for z1 reflects higher levels of covariance going to large radial scales. z1 also has the largest number density of source galaxies, and the overall source number density decreases for z2 and z3. Going to higher redshifts, a given angular scale corresponds to a larger physical scale and the covariance at large radius moves to the upper right. At higher redshifts, there are more lens–source pairs within a given subfield due to the angular-to-physical scale conversion, and the subfield angular scale moves to projected scales much larger than 10 Mpc. The off-diagonal cells in the panel corresponding to z3 are mainly noise, since most of the pairs come from within a subfield.