Central limit theorem on hyperbolic groups
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Abstract. We prove a central limit theorem for random walks with finite variance on Gromov hyperbolic groups.
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§ 1. Introduction

1.1. Central limit theorem. Let \((M, d)\) be a metric space and let \(o\) be a point in \(M\). We write \(G := \text{Isom}(M)\) for the isometry group of \(M\) and put \(\kappa(g) := d(go, o)\) for \(g \in G\). Let \(\mu\) be a Borel probability measure on \(G\) with a finite first moment: \(\int_G \kappa(g) d\mu(g) < \infty\). Let \(g_1, \ldots, g_n, \ldots\) be independent random isometries of \(M\) chosen with law \(\mu\). We want to understand the behaviour of the sequence of random variables \(\kappa(g_n \cdot \cdots \cdot g_1)\). It is well known that this sequence satisfies the law of large numbers: there is a constant \(\lambda\), called the escape rate of \(\mu\), such that \(\lim_{n \to \infty} \frac{1}{n} \kappa(g_n \cdots g_1) = \lambda\) almost surely. In this paper we prove under certain additional assumptions that this sequence satisfies the central limit theorem if \(\mu\) has a finite second moment: \(\int_G \kappa(g)^2 d\mu(g) < \infty\). The additional assumptions require the metric space \((M, d)\) to be proper, quasiconvex and Gromov hyperbolic (see Definition 2.1) and the law \(\mu\) to be non-elementary and non-arithmetic (see Definition 3.1).

Theorem 1.1. Let \((M, d)\) be a proper quasiconvex Gromov hyperbolic metric space, let \(o\) be a point of \(M\), let \(\mu\) be a non-elementary non-arithmetic Borel probability measure with a finite second moment on the group \(G = \text{Isom}(M)\), and let \(\lambda\) be the escape rate of \(\mu\). Then the renormalized variables \(\frac{1}{\sqrt{n}} (\kappa(g_n \cdots g_1) - n\lambda)\) converge in law to a non-degenerate Gaussian law.

Here are some important examples of such hyperbolic spaces \(M\):

(i) metric trees;

(ii) Gromov hyperbolic groups \(\Gamma\) with left-invariant distance induced by a generating set \(S \subset \Gamma\);

(iii) universal coverings of compact Riemannian manifolds of negative curvature.

In the case when the finite second moment assumption is replaced by the finite exponential moment assumption \(\int_G e^{\alpha \kappa(g)} d\mu(g) < \infty\) for some \(\alpha_0 > 0\), the central limit theorem (Theorem 1.1) was proved by Björklund [1]. (It is also a generalisation of the earlier central limit theorem for free groups by Sawyer and Steger [2] and Ledrappier [3].)
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Hence the key point of our paper is to remove the finite exponential moment assumption. To do this, we adapt a method introduced in [4] for linear groups. It does not rely on the spectral gap property of transfer operators and, therefore, enables us to prove the central limit theorem without any further assumptions on the boundaries of $M$ or the support of $\mu$. Our central limit theorem seems to be new even for free groups since the law $\mu$ is only assumed to have a finite second moment.

1.2. Strategy. We want to prove the central limit theorem for the random variables $\kappa(g_n \cdots g_1)$. Let $X$ be the Busemann boundary of $M$ (see §2.3). Since the function $\kappa$ on $G$ is closely related to the Busemann cocycle $\sigma: G \times X \to \mathbb{R}$ (see §§2.4, 3.2), it suffices to prove a central limit theorem (Theorem 4.7) for the random variables $\sigma(g_n \cdots g_1, x)$ for every $x \in X$. Adding a suitable coboundary, we replace this cocycle $\sigma$ by another cocycle $\sigma_0$ whose ‘expected increase’ is finite, that is, $\int_G \sigma_0(g, x) d\mu(g) = \lambda$ for all $x$ in $X$. This enables us to use Brown’s classical central limit theorem for martingales (see [5]). The cocycle $\sigma_0$ is given by $\sigma_0(g, x) = \sigma(g, x) - \psi(x) + \psi(gx)$ for a certain bounded function $\psi$ on $X$ (Proposition 4.6). As in [4], we give an explicit formula for $\psi$ in terms of a $\tilde{\mu}$-stationary measure $\nu^*$ on $X$, where $\tilde{\mu}$ is the image of $\mu$ under the map $g \mapsto g^{-1}$. Namely, we put

$$\psi(x) = -2 \int_G (x|y)_o d\nu^*(y), \quad (1.1)$$

where $(x|y)_o$ is the Gromov product on $X$ (see §2.3). The main issue is to check that this integral is finite, that is, the stationary measure $\nu^*$ is log-regular, provided that the second moment of $\mu$ is finite (Proposition 4.2). As in [4], the key point is to prove the complete convergence of the sequence $\frac{1}{n}\kappa(g_n \cdots g_1)$ to the escape rate $\lambda$ (Proposition 4.1). This generalizes the Hsu–Robbins theorem.

Compared to the linear case in [4], new technical difficulties occur here because the Busemann coboundary $\sigma$ is a cocycle on the Busemann boundary $X$, whereas the behaviour of the random walk is much easier to describe on the Gromov boundary $\partial M$ (see Proposition 3.2). This forces us to change our point of view frequently, working sometimes with the Busemann boundary and sometimes with the Gromov boundary.

1.3. Plan. In §2 we recall without proof the basic definitions and properties of Gromov hyperbolic spaces and their boundaries.

In §3 we recall with short proofs the basic results concerning random walks on Gromov hyperbolic groups.

In §4 we prove the complete convergence to the escape rate, the log-regularity of the stationary measure on the Gromov boundary, the centerability of the Busemann cocycle on the Busemann boundary, and the central limit theorem (Theorem 4.7).

In §5 we prove an optimal version (Proposition 5.1 and Example 5.4) of the log-regularity of the stationary measure on the Gromov boundary in the case when $G$ acts cocompactly on $M$. This optimal version is not needed for the proof of the central limit theorem but seems interesting in its own right.

We thank M. Björklund for interesting discussions on this topic.
§ 2. Hyperbolic spaces and their boundaries

In this section we recall without proof the basic definitions and properties of Gromov hyperbolic spaces and their boundaries (see [6]–[10] for more details).

2.1. Gromov hyperbolic metric spaces. Let \((M, d)\) be a metric space and let \(o\) be a point of \(M\). The Gromov product is defined for all \(o, m_1, m_2\) in \(M\) by

\[
(m_1|m_2)_o := \frac{1}{2} (d(o, m_1) + d(o, m_2) - d(m_1, m_2)).
\]

We assume that \(M\) is a Gromov hyperbolic metric space: there is a constant \(\delta > 0\) such that for all points \(o, m_1, m_2, m_3\) in \(M\) we have

\[
(m_1|m_3)_o \geq \min((m_1|m_2)_o, (m_2|m_3)_o) - \delta.
\]  

(2.1)

**Definition 2.1.** A metric space \(M\) is said to be proper if all bounded closed subsets of \(M\) are compact. It is said to be quasiconvex if there is a constant \(C > 1\) such that any two points \(m\) and \(m'\) in \(M\) can be joined by a \(C\)-geodesic, that is, one can find a sequence \(m_1 = m, m_2, \ldots, m_n = m'\) of points in \(M\) such that the following inequalities hold for all \(i, j, 1 \leq i \leq j \leq n\):

\[
j - i - C \leq d(m_i, m_j) \leq j - i + C.
\]

In particular, if \(M\) is geodesic (that is, any two points of \(M\) can be joined by a geodesic arc), then \(M\) is quasiconvex.

2.2. Gromov boundary. Let \((M, d)\) be a proper quasiconvex Gromov hyperbolic space. The Gromov boundary \(\partial M\) is the set of equivalence classes \(\xi = [m_n]\) of sequences \((m_n)\) of points in \(M\) tending to infinity and satisfying \((m_n|m_p)_o \to_{n,p \to \infty} \infty\), where sequences \((m_n)\) and \((m'_n)\) are said to be equivalent if \((m_n|m'_p)_o \to_{n,p \to \infty} \infty\).

This is an equivalence relation because \(M\) is Gromov hyperbolic. Note that since \(M\) is proper and quasiconvex, every equivalence class \(\xi\) contains a representative \((m_n)\) which is a \(C\)-geodesic.

We extend the Gromov product to the Gromov boundary: for \(\xi, \xi'\) in \(\partial M\) and \(m\) in \(M\) we put

\[
(m|\xi)_o = (\xi|m)_o = \inf_{n \to \infty} \liminf (m|m_n)_o, \\
(\xi|\xi')_o = \inf_{n \to \infty} \liminf (m_n|m'_n)_o \in [0, \infty],
\]

(2.2) (2.3)

where the infimum is taken over all sequences \(m_n\) and \(m'_n\) such that \(\xi = [m_n]\) and \(\xi' = [m'_n]\).

We endow the union \(M^* := M \cup \partial M\) with the following topology. A basis of neighbourhoods of a point \(m\) in \(M\) is given by the balls

\[
B(m, r) := \{m' \in M \mid d(m, m') \leq r\}, \quad r > 0.
\]

A basis of neighbourhoods of a point \(\xi\) in \(\partial M\) is given by the sets

\[
\mathcal{V}(\xi, R) := \{\xi' \in M^* \mid (\xi|\xi')_o \geq R\}, \quad R > 0.
\]
Since $M$ is proper and quasiconvex, the resulting topological space $M^*$ is compact and metrizable. It is called the \textit{Gromov compactification} of $M$.

For all points $\xi_1$, $\xi_2$, $\xi_3$ in $M^*$, just like for all points in $M$, we have
\[
(\xi_1|\xi_3)_o \geq \min((\xi_1|\xi_2)_o, (\xi_2|\xi_3)_o) - \delta. \tag{2.4}
\]
The Gromov product does not have to be continuous on $M^*$, but the following rough continuity property holds: for any convergent sequences $\xi_n \to \xi$ and $\xi'_n \to \xi'$ in $M^*$ we have
\[
(\xi|\xi')_o \leq \liminf_{n \to \infty} (\xi_n|\xi'_n)_o \leq \limsup_{n \to \infty} (\xi_n|\xi'_n)_o \leq (\xi|\xi')_o + 2\delta. \tag{2.5}
\]
(The terms here may take values in the extended half-line $[0, \infty]$.)

\textbf{2.3. Busemann boundary.} Let $(M,d)$ be a proper quasiconvex Gromov hyperbolic space. Its \textit{Busemann compactification} $\overline{M}$ is the set of equivalence classes $x$ of sequences $(m_n)$ of points in $M$ such that for any $m$ in $M$ there is a limit
\[
h_x(m) := \lim_{n \to \infty} d(m,m_n) - d(o,m_n), \tag{2.6}
\]
and sequences $(m_n)$, $(m'_n)$ are said to be equivalent if they define the same limit function on $M$. This function $h_x$ is called the \textit{Busemann function} at $x$. Identifying every equivalence class $x \in \overline{M}$ with the corresponding Busemann function, we endow $\overline{M}$ with the topology of uniform convergence of compact subsets. Since $M$ is proper and all Busemann functions are 1-Lipschitzian and vanish at $o$, the topological space $\overline{M}$ is compact and metrizable. Moreover, since $M$ is quasiconvex, $\overline{M}$ contains $M$ as an open subset. The space $X := \overline{M}\setminus M$ is called the \textit{Busemann boundary} of $M$.

We extend the Gromov product to the Busemann boundary putting, for all $x$, $x'$ in $X$ and $m$ in $M$,
\[
(m|x)_o = (x|m)_o = \frac{1}{2}(d(m,o) - h_x(m)), \tag{2.7}
\]
\[
(x|x')_o := - \min_{m \in M} \frac{1}{2}(h_x(m) + h_{x'}(m)). \tag{2.8}
\]

We denote by $\pi: \overline{M} \to M^*$, $x \mapsto \pi_x$, the natural projection of the Busemann compactification onto the Gromov compactification. This is the unique continuous map such that $\pi_m = m$ for all $m$ in $M$. We also note that this map is surjective.

The Gromov products on the Busemann compactification $\overline{M}$ and the Gromov compactification $M^*$ are related by the following inequalities. \textit{There is a constant $C_0 > 0$ such that for all $x$, $y$ in $\overline{M}$ we have}
\[
(\pi_x|\pi_y)_o - C_0 \leq (x|y)_o \leq (\pi_x|\pi_y)_o + C_0. \tag{2.9}
\]
In particular, points $x$ and $y$ in $X$ have the same image $\pi_x = \pi_y$ in $\partial M$ if and only if $(x|y)_o = \infty$.

The following inequality enables us to control the distance function in terms of the Busemann functions. \textit{For any $x$ and $y$ in $\overline{M}$ with $\pi_x \neq \pi_y$ there is a constant $C_{x,y} > 0$ such that for all $m$ in $M$ we have}
\[
\max(h_x(m),h_y(m)) \geq d(o,m) - C_{x,y}. \tag{2.10}
\]
2.4. Isometries of hyperbolic spaces. Let \( G := \text{Isom}(M) \) be the group of isometries of \( M \). We denote by \( \sigma: G \times X \to \mathbb{R} \) the Busemann cocycle. This continuous cocycle on the Busemann boundary is given by the following formula for all \( g \in G \) and \( x \in X \):
\[
\sigma(g, x) := h_x(g^{-1} o). \tag{2.11}
\]

For every \( g \in G \) we define the length
\[
\kappa(g) := d(g o, o) \tag{2.12}
\]
and the stable length
\[
\ell(g) := \lim_{n \to \infty} \frac{1}{n} \kappa(g^n). \tag{2.13}
\]

The group \( G \) acts continuously on both compactifications \( \overline{M} \) and \( M^* \), and the projection \( \pi: \overline{M} \to M^* \) is \( G \)-equivariant.

We list some useful properties of the functions introduced above. The first two of them mean that \( \sigma \) is a cocycle. They are followed by certain relations between the length \( \kappa(g) \), the Busemann cocycle and the Gromov product. These relations are used in the proof of log-regularity of the stationary measure \( \nu_{\partial M} \). The last equality is a key formula that enables us to solve the cohomological equation (4.13).

**Lemma 2.2.** Let \((M,d)\) be a proper quasiconvex Gromov hyperbolic space. Then the following equalities hold for all isometries \( g, g' \) of \( M \) and any points \( x, y \) on the Busemann boundary \( X \):
\[
\begin{align*}
\sigma(gg', x) &= \sigma(g, g' x) + \sigma(g', x), \tag{2.14} \\
\sigma(g^{-1}, x) &= -\sigma(g, g^{-1} x), \tag{2.15} \\
\kappa(g) - \sigma(g, x) &= 2(g^{-1} o | x)_o, \tag{2.16} \\
\kappa(g) + \sigma(g, x) &= 2(g o | gx)_o, \tag{2.17} \\
\sigma(g, x) &= -2(x | g^{-1} y)_o + 2(gx | y)_o + \sigma(g^{-1}, y). \tag{2.18}
\end{align*}
\]

**Proof.** These equalities follow directly from the definitions. \( \square \)

The following lemma describes the dynamics of \( G \) on the Gromov boundary. It is a key ingredient in the proof of Proposition 3.2.

**Lemma 2.3.** Let \((M,d)\) be a proper quasiconvex Gromov hyperbolic space, let \( \nu \) be an atom-free Borel probability measure on the Gromov boundary \( \partial M \), and let \( g_n \) be a sequence of isometries of \( M \) such that there is a limit measure \( \nu' := \lim_{n \to \infty} (g_n)_* \nu \).

If the sequence \( g_n \) is unbounded, then \( \nu' \) is a Dirac mass. Conversely, if \( \nu' = \delta_\xi \), then \( \lim_{n \to \infty} g_n o = \xi. \)

**Proof.** Suppose that the sequence \( g_n \) is unbounded. Passing to a subsequence, we can assume that the limits \( \xi_+ := \lim_{n \to \infty} g_n o \) and \( \xi_- := \lim_{n \to \infty} g_n^{-1} o \) exist in \( M^* \) and belong to \( \partial M \). We claim that the sequence \( g_n \eta \) converges to \( \xi_+ \) for every \( \eta \neq \xi_- \) in \( \partial M \). Indeed, since the sequence \((\eta | g_n^{-1} o)_o\) is bounded, so is the sequence \( d(o, g_n^{-1} o) - (\eta | o) g_n^{-1} o \) and, therefore, we have \( \lim_{n \to \infty} (g_n \eta | g_n o)_o = \infty \). This proves
that the sequence $g_n \eta$ converges to $\xi_+$. Since $\nu(\{\xi_+\}) = 0$, the probability measure $\nu'$ must then coincide with the Dirac mass at $\xi_+$.

The converse holds for the same reasons. Indeed, if $\nu'$ is the Dirac mass at $\xi$, then $\xi$ must be the unique cluster point for the sequence $g_n o$. □

2.5. Hyperbolic groups. Let $G$ be a locally compact group which is generated by a compact neighbourhood $V$ of the identity $e$. We can assume that $V = V^{-1}$. Define a left-invariant metric $d_V$ on $G$ by $d_V(g, h) := \inf\{n \geq 0 \mid g^{-1} h \in V^n\}$ for all $g, h \in G$. This metric induces the discrete topology.

A locally compact group $G$ is said to be hyperbolic if it is generated by a compact neighbourhood $V$ of the identity $e$ and the distance $d_V$ is hyperbolic. We note that this property is independent of the choice of $V$.

By Corollary 2.6 in [11], a locally compact group $G$ is hyperbolic if and only if it has a continuous proper cocompact isometric action on a proper geodesic hyperbolic space $(M, d)$.

§ 3. Random walks on hyperbolic spaces

In this section we recall some basic results concerning random walks on Gromov hyperbolic groups (see [1], [12] and [13] for more details; a comparison with the linear case [14]–[19] may also be useful).

3.1. Stationary measure on the Gromov boundary. Let $(M, d)$ be a proper quasiconvex Gromov hyperbolic space, let $o \in M$, let $\mu$ be a Borel probability measure on the isometry group $G := \text{Isom}(M)$, and let $G_\mu$ be the smallest closed subgroup of $G$ such that $\mu(G_\mu) = 1$. Finally, let $g_1, \ldots, g_n, \ldots$ be independent random elements of $G$ chosen according to the law $\mu$. We want to understand the behaviour of the random variables $g_n \cdots g_1 o$ and $g_1 \cdots g_n o$. We write $\mu^* n$ for the $n$th convolution power of $\mu$, namely $\mu^* n = \mu * \cdots * \mu$.

Definition 3.1. We say that $\mu$ is non-elementary if the group $G_\mu$ is unbounded and the action of $G_\mu$ on the Gromov boundary $\partial M$ has no finite orbits.

We say that $\mu$ is non-arithmetic if one can find an integer $n \geq 1$ and elements $g, g'$ in the support of $\mu^* n$ such that $\ell(g) \neq \ell(g')$.

Let $(B, B, \beta, S)$ be the one-sided Bernoulli system associated with $\mu$ on $G$. That is, $B = G^{\mathbb{N}^*}$ is the set of sequences $b = (b_1, b_2, \ldots)$ with $b_n \in G$, $B$ is the natural $\sigma$-algebra on the product of spaces, $\beta = \mu^\otimes \mathbb{N}^*$ is the product of the measures $\mu$ over all coordinates, and $S \colon B \to B$ is the shift given by $Sb = (b_2, b_3, \ldots)$. For every $n \geq 1$ let $B_n$ be the $\sigma$-algebra generated by the first $n$ coordinates $b_1, \ldots, b_n$.

A Borel probability measure $\nu$ on $X$ or on $\partial M$ is said to be $\mu$-stationary if $\mu * \nu = \nu$.

Proposition 3.2. Let $(M, d)$ be a proper quasiconvex Gromov hyperbolic space, let $o \in M$, and let $\mu$ be a non-elementary Borel probability measure on the group $G := \text{Isom}(M)$. Then the following assertions hold.

a) For $\beta$-almost all $b \in B$ we have

$$\lim_{n \to \infty} \kappa(b_1 \cdots b_n) = \lim_{n \to \infty} \kappa(b_n \cdots b_1) = \infty.$$
b) For $\beta$-almost all $b \in B$ the limit $\xi_b := \lim_{n \to \infty} b_1 \cdots b_n o$ exists in $\partial M$ and we have $\xi_b = b_1 \xi_{Sb}$.

c) There is a unique $\mu$-stationary Borel probability measure on the Gromov boundary $\partial M$. It is given by $\nu_{\partial M} := \int_B \delta_{\xi_b} d\beta(b)$.

Proof. Let $\nu$ be a $\mu$-stationary probability measure on $\partial M$. Since $G_\mu$ has no finite orbits in $\partial M$, the measure $\nu$ is atom-free. By the martingale limit theorem, for $\beta$-almost all $b \in B$ there is a limiting probability measure $\nu_b := \lim_{n \to \infty} (b_1 \cdots b_n)_o \nu$.

Since $G_\mu$ is unbounded, the sequence $b_1 \cdots b_n$ is unbounded for $\beta$-almost all $b$. Hence, by Lemma 2.3, $\nu_b$ is the Dirac mass at some point $\xi_b \in \partial M$ and we have $\lim_{n \to \infty} b_1 \cdots b_n o = \xi_b$. Since $\nu = \int_B \delta_{\xi_b} d\beta(b)$, the $\mu$-stationary probability measure $\nu$ is unique. \qed

3.2. Random walk on the Busemann boundary. The following proposition compares the behaviour of the random variables $\kappa(b_n \cdots b_1)$ and $\sigma(b_n \cdots b_1, x)$, where $x$ is a point of the Busemann boundary $X$.

Proposition 3.3. Let $(M,d)$ be a proper quasiconvex Gromov hyperbolic space, let $o \in M$, and let $\mu$ be a non-elementary Borel probability measure on the group $G := \text{Isom}(M)$. Then the following assertions hold.

a) For every $\varepsilon > 0$ there is $T > 0$ such that for all $x \in X$ we have

$$\beta\left(\{b \in B \mid \sup_{n \geq 1} (\kappa(b_n \cdots b_1) - \sigma(b_n \cdots b_1, x)) \leq T\} \right) \geq 1 - \varepsilon$$  \hspace{1cm} (3.1)

and, therefore, for all $n \geq 1$,

$$\mu^n\left(\{g \in G \mid (\kappa(g) - \sigma(g, x)) \leq T\} \right) \geq 1 - \varepsilon. \hspace{1cm} (3.2)$$

b) For all $x \in X$ and for $\beta$-almost all $b \in B$ we have

$$\lim_{n \to \infty} \sigma(b_n \cdots b_1, x) = \infty.$$

Proof. a) By (2.9) and (2.16) it suffices to prove that for every $\varepsilon > 0$ there is $T > 0$ such that for all $\xi \in \partial M$ we have

$$\beta\left(\{b \in B \mid \sup_{n \geq 1} (b_1^{-1} \cdots b_n^{-1} o |\xi|_o) \leq T\} \right) \geq 1 - \varepsilon.$$  \hspace{1cm} (3.3)

By Proposition 3.2, the limit

$$\xi_b^- := \lim_{n \to \infty} b_1^{-1} \cdots b_n^{-1} o$$ \hspace{1cm} (3.4)

exists on $\partial M$ for $\beta$-almost all $b$ in $B$.

On the one hand, since $\mu$ is non-elementary, the $\tilde{\mu}$-stationary probability measure $\nu_{\partial M} = \int_B \delta_{\xi_b^-} d\beta(b)$ is atom free. Hence for every $\varepsilon > 0$ there is $R > 0$ such that for all $\xi \in \partial M$ we have

$$\beta\left(\{b \in B \mid (\xi_b^- |\xi|_o \leq R\} \right) \geq 1 - \frac{\varepsilon}{2}. \hspace{1cm} (3.5)$$
On the other hand, using (3.4), (2.4) and (2.5), we can see that for all $R > 0$ and for $\beta$-almost all $b \in B$ there is $T_{R,b} > 0$ such that for all $\xi \in \partial M$ with $(\xi_b - |\xi|)_{\partial M} \leq R$ we have
\[
\sup_{n \geq 1} (b_1^{-1} \cdots b_n^{-1} o |\xi|)_{\partial M} \leq T_{R,b}.
\] (3.6)
We now choose a constant $T > 0$ such that
\[
\beta(\{b \in B \mid T_{R,b} \leq T\}) \geq 1 - \frac{\varepsilon}{2}.
\] (3.7)
Then the desired inequality (3.3) follows from (3.5), (3.6) and (3.7).

b) This follows from (3.1) and Proposition 3.2(a). ∎

3.3. The escape rate of a random walk. We assume in this subsection that the first moment of $\mu$ is finite: $\int_G \kappa(g) d\mu(g) < \infty$. Then the limit
\[
\lambda := \lim_{n \to \infty} \frac{1}{n} \int_G \kappa(g) d\mu^n(g)
\]
exists by subadditivity and is called the escape rate of $\mu$.

We have seen in Proposition 3.2 that the Gromov boundary $\partial M$ supports a unique stationary measure. There may be more than one stationary measure on the Busemann boundary $X$, but according to the following Proposition 3.4(c) the Busemann cocycle $\sigma$ on the Busemann boundary $X$ has a unique average $\lambda$.

**Proposition 3.4.** Let $(M,d)$ be a proper quasiconvex Gromov hyperbolic space, let $o \in M$, let $\mu$ be a non-elementary Borel probability measure on $G := \text{Isom}(M)$ with
\[
\int_G \kappa(g) d\mu(g) < \infty,
\]
and let $\lambda$ be the escape rate of $\mu$. Then the following assertions hold.

a) For $\beta$-almost all $b \in B$ we have
\[
\lambda = \lim_{n \to \infty} \frac{1}{n} \kappa(b_n \cdots b_1).
\]
b) For every $x \in X$ and for $\beta$-almost all $b \in B$ we have
\[
\lambda = \lim_{n \to \infty} \frac{1}{n} \sigma(b_n \cdots b_1, x).
\]
c) For every $\mu$-stationary Borel probability measure $\nu$ on $X$ we have
\[
\lambda = \int_{G \times X} \sigma(g,x) d\mu(g) d\nu(x).
\]
d) The escape rate is positive: $\lambda > 0$.

**Proof.** a) This follows from Kingman’s subadditive ergodic theorem (see [20]) as applied to the sequence of integrable functions $a_n : B \to \mathbb{R}_+$ given by $a_n(b) = \kappa(b_n \cdots b_1)$, which satisfy the subadditivity condition $a_{n+m} \leq a_n \circ S^m + a_m$ for all $m, n \geq 1$. Since the dynamical system $(B, S, \beta)$ is ergodic, this theorem asserts that for $\beta$-almost all $b \in B$, the limit $\lim_{n \to \infty} \frac{1}{n} a_n(b)$ exists and is equal to $\lambda := \lim_{n \to \infty} \frac{1}{n} \int_B a_n(b) d\beta(b)$.

b) This follows from part a). Indeed, the sequence of differences $\kappa(b_n \cdots b_1) - \sigma(b_n \cdots b_1, x)$ is bounded for all $x \in X$ by Proposition 3.3(a).
c) We apply Birkhoff’s ergodic theorem to the measurable transformation $T$ of $B \times X$ given by $T(b, x) = (Sb, b_1 x)$, which preserves the measure $\beta \otimes \nu$, and to the function $f$ on $B \times X$ given by $f(b, x) = \sigma(b_1, x)$. It tells us that the limit of the Birkhoff averages

$$\tilde{f}(b, x) = \lim_{n \to \infty} \frac{1}{n} \sum_{1 \leq k \leq n} f(T^k(b, x))$$

exists for $\beta \otimes \nu$-almost all pairs $(b, x)$ and its $\beta \otimes \nu$-average is equal to that of $f$. We know from part b) that this limit is $\beta \otimes \nu$-almost surely equal to the constant $\lambda$. Hence,

$$\lambda = \int_{B \times X} f(b, x) \, d\beta(b) \, d\nu(x) = \int_{G \times X} \sigma(g, x) \, d\mu(g) \, d\nu(x).$$

d) By Proposition 3.3(b), the Birkhoff sums of $f$ tend to infinity for $\beta \otimes \nu$-almost all $(b, x) \in B \times X$:

$$\lim_{n \to \infty} \sum_{1 \leq k \leq n} f(T^k(b, x)) = \infty.$$

Hence, by Kesten’s lemma (see [21] or [17], Lemma II.2.2), the $\beta \otimes \nu$-average of $f$ is positive, and we obtain $\lambda > 0$. □

§ 4. The central limit theorem

In this section we begin the proof of the central limit theorem (Theorem 1.1). As in the linear case in [4], the key step is to establish a regularity property for the $\mu$-stationary measure on the Gromov boundary.

4.1. Complete convergence to the escape rate. As in [4], we need the following Proposition 4.1, which is an analogue of the Hsu–Robbins–Baum–Katz theorem (see [22], [23]) for the convergence to the escape rate in Proposition 3.4. When $p = 2$, it tells us that this convergence is complete.

**Proposition 4.1.** Suppose that $p > 1$, $(M, d)$ is a proper quasiconvex Gromov hyperbolic space, and $o \in M$. Let $\mu$ be a non-elementary Borel probability measure on $G$ with $\int_G \kappa(g)^p \, d\mu(g) < \infty$, and let $\lambda$ be the escape rate of $\mu$. Then for every $\varepsilon > 0$ there are constants $C_n = C_n(p, \varepsilon, \mu)$ such that $\sum_{n \geq 1} n^{p-2} C_n < \infty$ and the following inequalities hold for all $x$ in the Busemann boundary $X$:

$$\mu^*(\{ g \in G : |\sigma(g, x) - n\lambda| \geq \varepsilon n \}) \leq C_n,$$  \hfill (4.1)

$$\mu^*(\{ g \in G : |\kappa(g) - n\lambda| \geq \varepsilon n \}) \leq C_n.$$  \hfill (4.2)

**Proof.** Since the Busemann cocycle $\sigma$ has a unique average $\lambda$, (4.1) follows from Proposition 3.2 in [4]. By (2.10), for all points $x, y$ in $X$ with $\pi_x \neq \pi_y$ there is $C > 0$ such that for all $g \in G$ we have

$$\kappa(g) - C \leq \max(\sigma(g, x), \sigma(g, y)) \leq \kappa(g).$$  \hfill (4.3)

Then (4.2) with another constant $C_n$ follows from (4.1). □
4.2. Log-regularity of the stationary measure. The following proposition with $p = 2$ will be used to solve the cohomological equation (4.13).

**Proposition 4.2.** Suppose that $p > 1$, $(M,d)$ is a proper quasiconvex Gromov hyperbolic space, and $o \in M$. Let $\mu$ be a non-elementary Borel probability measure on $G$ with $\int_G \kappa(g)^p \, d\mu(g) < \infty$, and let $\nu$ be a $\mu$-stationary Borel probability measure on the Busemann boundary $X$. Then

$$\sup_{y \in X} \int_X (x|y)_o^{p-1} \, d\nu(x) < \infty. \quad (4.4)$$

**Remark 4.3.** Using (2.9), one can restate (4.4) as

$$\sup_{\eta \in \partial M} \int_{\partial M} (\xi|\eta)_o^{p-1} \, d\nu_{\partial M}(\xi) < \infty, \quad (4.5)$$

where $\nu_{\partial M}$ is the unique $\mu$-stationary Borel probability measure on the Gromov boundary $\partial M$.

**Remark 4.4.** When $\mu$ is assumed to have an exponential moment, one can prove that the stationary measure $\nu$ is much more regular: there is $t > 0$ such that

$$\sup_{y \in X} \int_X e^{t(x|y)_o} \, d\nu(x) < \infty. \quad (4.6)$$

**Lemma 4.5.** Under the hypotheses of Proposition 4.2 there are constants $a > 0$ and $C_n > 0$ such that $\sum_{n \geq 1} n^{p-2} C_n < \infty$ and the following inequalities hold for all $n \geq 1$ and $x,y \in X$:

$$\mu^*(\{g \in G \mid (go|gx)_o \leq an\}) \leq C_n, \quad (4.7)$$

$$\mu^*(\{g \in G \mid (go|y)_o \geq an\}) \leq C_n, \quad (4.8)$$

$$\mu^*(\{g \in G \mid (gx|y)_o \geq an\}) \leq C_n. \quad (4.9)$$

**Proof.** By Proposition 3.4, the escape rate $\lambda$ of $\mu$ is positive. We put $a = \lambda/2$. According to Proposition 4.1, there are constants $C_n$ such that $\sum_{n \geq 1} n^{p-2} C_n < \infty$ and, for all $n \geq 1$ and $x,y \in X$, there are subsets $G_{n,x,y} \subset G$ with $\mu^*(G_{n,x,y}) \geq 1 - C_n$ such that

$$|\kappa(g) - \lambda n|, \quad |\sigma(g,x) - \lambda n|, \quad |\sigma(g^{-1},y) - \lambda n|$$

are less than or equal to $\lambda n/4$ for any $g \in G_{n,x,y}$. We shall prove the inequalities (4.7)–(4.9) only for $n \geq n_0$, where $n_0$ is a large enough number to be chosen below. It suffices to check that for $n \geq n_0$ and $g \in G_{n,x,y}$ we have

$$(go|gx)_o \geq an, \quad (go|y)_o \leq an, \quad (gx|y)_o \leq an.$$  

We first notice that, in accordance with (2.17),

$$(go|gx)_o = \frac{1}{2} (\kappa(g) + \sigma(g,x)) \geq \frac{3\lambda n}{4}.$$  

This proves (4.7).
Using (2.16), we obtain

\[(go|y)_o = \frac{1}{2}(\kappa(g) - \sigma(g^{-1}, y)) \leq \frac{\lambda n}{4}.
\]

This proves (4.8).

Combining these two equalities and the bound

\[(go|y)_o \geq \min((go|gx)_o, (gx|y)_o) - \delta,
\]

we obtain for \(n \geq n_0 := 4\delta/\lambda\) that

\[(gx|y)_o \leq (go|y)_o + \delta \leq \frac{\lambda n}{2}.
\]

This proves (4.9). □

**Proof of Proposition 4.2.** Choose \(a\) and \(C_n\) as in Lemma 4.5. We claim that the following inequality holds for any \(n \geq 1\) and \(y \in X\):

\[\nu(\{x \in X \mid (x|y)_o \geq an\}) \leq C_n. \tag{4.10}\]

Indeed, since \(\nu = \mu^* \star \nu\), we obtain from (4.9) that

\[\nu(\{x \in X \mid (x|y)_o \geq an\}) = \int_X \mu^*(\{g \in G \mid (gx|y)_o \geq an\}) \, d\nu(x)
\leq \int_X C_n \, d\nu(x) = C_n.
\]

Then, splitting the integral (4.6) into integrals over the sets \(A_{n-1,y} \setminus A_{n,y}\), where

\[A_{n,y} := \{x \in X \mid (x|y)_o \geq an\},
\]

we obtain the upper bound

\[\int_X (x|y)_o^{p-1} \, d\nu(x) \leq \sum_{n \geq 1} a^{p-1} n^{p-1} (\nu(A_{n-1,y}) - \nu(A_{n,y}))
\leq a^{p-1} + a^{p-1} \sum_{n \geq 1} ((n + 1)^{p-1} - n^{p-1}) C_n \leq a^{p-1} + (p - 1)2^p a^{p-1} \sum_{n \geq 1} n^{p-2} C_n.
\]

It is finite, and this proves (4.4). □

### 4.3. Solving the cohomological equation.

**Proposition 4.6.** Let \((M,d)\) be a proper quasiconvex Gromov hyperbolic space, let \(o\) be a point of \(M\), and let \(\mu\) be a non-elementary Borel probability measure on \(G\) with a finite second moment. Then the Busemann cocycle \(\sigma\) on the Busemann boundary \(X\) is centerable, that is, one can find a bounded function \(\psi\) on \(X\) such that the cocycle \(\sigma_0\), which is defined for all \((g,x) \in G \times X\) by

\[\sigma_0(g,x) = \sigma(g,x) - \psi(x) + \psi(gx), \tag{4.11}\]

satisfies the following equality for all \(x \in X\):

\[\int_G \sigma_0(g,x) \, d\mu(g) = \lambda. \tag{4.12}\]
We define a function $\psi$ on $X$ by the following formula for all $x \in X$:

$$
\psi(x) = -2 \int_X (x | y)_o \, d\nu^*(y),
$$

where $\nu^*$ is a $\tilde{\mu}$-stationary probability measure on $X$. By (2.18) we have

$$
\sigma(g, x) = -2(x | g^{-1} y)_o + 2(gx | y)_o + \sigma(g^{-1}, y)
$$

for all $g \in G$ and $x, y \in X$. Integrating this equality over $G \times X$ with respect to the measure $d\mu(g) \, d\nu^*(y)$ and using the $\tilde{\mu}$-stationarity of $\nu^*$, we obtain

$$
\int_G \sigma(g, x) \, d\mu(g) = \psi(x) - \int_G \psi(gx) \, d\mu(g) + \lambda \quad (4.13)
$$

for all $x \in X$. Hence the cocycle $\sigma_0: (g, x) \mapsto \sigma(g, x) - \psi(x) + \psi(gx)$ satisfies (4.12). □

**4.4. The central limit theorem.** We restate our central limit theorem more precisely.

**Theorem 4.7.** Let $(M, d)$ be a proper quasiconvex Gromov hyperbolic space, let $o$ be a point of $M$, let $\mu$ be a non-elementary Borel probability measure on the group $G := \text{Isom}(M)$ with finite second moment $\int_G \kappa(g)^2 \, d\mu(g) < \infty$, and let $\lambda$ be the escape rate of $\mu$.

a) Then there is a Gaussian law $N_\mu$ on $\mathbb{R}$ such that for every continuous compactly supported function $F$ on $\mathbb{R}$ we have

$$
\int_G F\left(\frac{\sigma(g, x) - n \lambda}{\sqrt{n}}\right) \, d\mu^*(g) \xrightarrow{n \to \infty} \int_{\mathbb{R}} F(t) \, dN_\mu(t) \quad (4.14)
$$

uniformly with respect to $x$ in the Busemann boundary $X$, and

$$
\int_G F\left(\frac{\kappa(g) - n \lambda}{\sqrt{n}}\right) \, d\mu^*(g) \xrightarrow{n \to \infty} \int_{\mathbb{R}} F(t) \, dN_\mu(t). \quad (4.15)
$$

b) When $\mu$ is non-arithmetic, this Gaussian law $N_\mu$ is non-degenerate.

As already pointed out, the novelty here is that we do not assume the existence of a finite exponential moment for $\mu$ (see [1]). Not even in the case when $G$ is a free group with two generators and $d$ is the left-invariant distance on $M = G$ given by the length of a minimal word in these generators (word metric) has Theorem 4.7 been previously known in this generality (see [2] and [3]).

We shall use the following central limit theorem for martingales, which was proved by Brown [5] (see also [24]).

**Fact 4.8.** Suppose that $(\Omega, \mathcal{B}, \mathbb{P})$ is a probability space, $\mathcal{B}_0 \subset \cdots \subset \mathcal{B}_n \subset \cdots$ are sub-$\sigma$-algebras of $\mathcal{B}$ and $\varphi_{n,k}: \Omega \to \mathbb{R}$, $1 \leq k \leq n$, are $\mathcal{B}_k$-measurable square-integrable random variables with

$$
\mathbb{E}(\varphi_{n,k} | \mathcal{B}_{k-1}) = 0. \quad (4.16)
$$
Let $N_\Phi$ be a centred Gaussian law on $\mathbb{R}$ with variance $\Phi \geq 0$. Suppose that the random variables

$$W_n := \sum_{1 \leq k \leq n} \mathbb{E}(\varphi_{n,k}^2 | \mathcal{B}_{k-1})$$

converge to $\Phi$ in probability (4.17) and that, for all $\varepsilon > 0$,

$$W_{\varepsilon,n} := \sum_{1 \leq k \leq n} \mathbb{E}(\varphi_{n,k}^2 1_{\{|\varphi_{n,k}| \geq \varepsilon\}} | \mathcal{B}_{k-1}) \xrightarrow{n \to \infty} 0 \quad \text{in probability.}$$

Then the sequence $S_n := \sum_{1 \leq k \leq n} \varphi_{n,k}$ converges in law to $N_\Phi$.

**Proof of Theorem 4.7. a)** By Proposition 3.3, if the limit (4.14) exists for some $x \in X$, then the sequence (4.15) converges to the same limit, the limits (4.14) exist for all $x \in X$ and are equal to each other, and the convergence in (4.14) is uniform with respect to $x \in X$.

Since the cocycle $\sigma$ is centerable, it can be written as a sum of two cocycles: $\sigma = \sigma_0 + \sigma_1$, where $\sigma_0$ is given by (4.11) and $\sigma_1$ is a coboundary which is uniformly bounded by the constant $2\|\psi\|_\infty$. In particular, the cocycle $\sigma_1$ plays no role in the limit (4.14) and, therefore, we can replace $\sigma$ by $\sigma_0$ in (4.14).

As above, let $(B, \mathcal{B}, \beta)$ be the associated Bernoulli space. We want to find $x \in X$ such that the laws of the random variables $S_n$ on $B$, which are defined for $b \in B$ by

$$S_n(b) := \frac{1}{\sqrt{n}} \left( \sigma_0(b_n \cdots b_1, x) - n \lambda \right),$$

converge to some Gaussian law $N_\mu$.

We want to apply the central limit theorem for martingales (Fact 4.8) to the sub-$\sigma$-algebras $\mathcal{B}_k$ spanned by $b_1, \ldots, b_k$ and to the triangular array of random variables $\varphi_{n,k}$ on $B$, which are given for $b \in B$ by

$$\varphi_{n,k}(b) = \frac{1}{\sqrt{n}} \left( \sigma_0(b_k, b_{k-1} \cdots b_1 x) - \lambda \right), \quad 1 \leq k \leq n.$$ 

Since $S_n = \sum_{1 \leq k \leq n} \varphi_{n,k}$ by the cocycle property, it suffices to verify that the three hypotheses of Fact 4.8 hold for some choice of the constant $\Phi = \Phi_\mu \geq 0$. We keep the notation $W_n$ and $W_{\varepsilon,n}$ used in Fact 4.8.

First, since $\kappa$ is square-integrable, the functions $\varphi_{n,k}$ belong to $L^2(B, \beta)$ and (4.12) implies (4.16): for $\beta$-almost all $b \in B$ we have

$$\mathbb{E}(\varphi_{n,k} | \mathcal{B}_{k-1}) = \int_G \left( \sigma_0(g, b_{k-1} \cdots b_1 x) - \lambda \right) d\mu(g) = 0.$$

Second, we introduce the following continuous function on $X$:

$$x \mapsto M(x) = \int_G \left( \sigma_0(g, x) - \lambda \right)^2 d\mu(g).$$

Then for $\beta$-almost all $b \in B$,

$$W_n(b) = \frac{1}{n} \sum_{1 \leq k \leq n} M(b_{k-1} \cdots b_1 x).$$
Fix a \( \mu \)-ergodic \( \mu \)-stationary Borel probability measure \( \nu \) on \( X \). By Birkhoff’s ergodic theorem, the sequence \( W_n \) converges to
\[
\Phi_\mu := \int_X M(y) \, d\nu(y) \tag{4.19}
\]
in \( L^1(B, \beta) \) for \( \nu \)-almost all \( x \in X \). We choose any such point \( x \) in \( X \). Then, in particular, the hypothesis (4.17) holds.

Third, for every \( T > 0 \) we introduce the following continuous function \( M_T \) on \( X \):
\[
x \mapsto M_T(x) = \int_G (\sigma_0(g, x) - \lambda)^2 \mathbf{1}_{\{ |\sigma_0(g, x) - \lambda| \geq T \}} \, d\mu(g),
\]
and the following integral \( I_T \):
\[
I_T := \int_G \kappa_0(g)^2 \mathbf{1}_{\{ \kappa_0(g) \geq T \}} \, d\mu(g),
\]
where \( \kappa_0(g) := \kappa(g) + \lambda + 2\|\psi\|_\infty \), so that
\[
M_T(x) \leq I_T \underset{T \to \infty}{\longrightarrow} 0,
\]
and we find that for \( \varepsilon > 0 \) and for \( \beta \)-almost all \( b \) in \( B \),
\[
W_{\varepsilon, n}(b) = \frac{1}{n} \sum_{1 \leq k \leq n} M_{\varepsilon, \sqrt{n}}(b_{k-1} \cdots b_1 x) \leq I_{\varepsilon, \sqrt{n}} \underset{n \to \infty}{\longrightarrow} 0.
\]
In particular, the sequence \( W_{\varepsilon, n} \) converges to zero in probability. Hence the Lindeberg condition (4.18) holds. By Fact 4.8, the laws of \( S_n \) converge to the Gaussian law \( N_\mu \) with variance \( \Phi_\mu \).

b) It remains to verify that if \( \mu \) is non-arithmetic, then the Gaussian law \( N_\mu \) is not a Dirac mass. The variance \( \Phi_\mu \) of this Gaussian law is given by the following formula, which holds for all \( n \geq 1 \):
\[
\Phi_\mu = \frac{1}{n} \int_{G \times X} (\sigma_0(g, x) - n\lambda)^2 \, d\mu^*(g) \, d\nu(x).
\]
In particular, since the cocycle \( \sigma_1 \) is bounded by the constant \( 2\|\psi\|_\infty \) and \( \sigma \) is continuous, we obtain
\[
|\sigma(g, x) - n\lambda| \leq 2\|\psi\|_\infty \tag{4.20}
\]
for all \( g \) in the support of \( \mu^*n \) and all \( x \) in the support of \( \nu \). Using the bound (4.3), we can find a constant \( C > 0 \) such that for all \( n \geq 1 \) and for all \( g \) in the support of \( \mu^*n \) we have
\[
|\kappa(g) - n\lambda| \leq C. \tag{4.21}
\]
Then it follows from (2.13) that
\[
\ell(g) = n\lambda \tag{4.22}
\]
contrary to the non-arithmeticity of \( \mu \). □

Remark 4.9. It follows from this proof that the variance \( \Phi_\mu \), which is given by (4.19), does not depend on the choice of the \( \mu \)-stationary measure \( \nu \) on the Busemann boundary \( X \).
§ 5. Log-regularity of the stationary measure

In this section we give an alternative proof of the log\(^p\)-regularity of the \(\mu\)-stationary measure on the Gromov boundary.

5.1. Optimal log-regularity. In this alternative proof we assume that the isometry group \(G\) of the space \(M\) acts cocompactly on \(M\). On the other hand, we only assume the \(p\)th moment of \(\mu\) on \(G\) to be finite (rather than the \((p + 1)\)th moment as in Proposition 4.2). Here is the precise statement.

Proposition 5.1. Suppose that \(p > 0\), \((M, d)\) is a proper quasiconvex Gromov hyperbolic space, \(o \in M\), and the group \(G\) of isometries of \(M\) acts cocompactly on \(M\). Let \(\mu\) be a non-elementary Borel probability measure on \(G\) with \(\int_{G} \kappa(g)\, d\mu(g) < \infty\), and let \(\nu\) be the \(\mu\)-stationary Borel probability measure on the Gromov boundary \(\partial M\). Then

\[
\sup_{\eta \in \partial M} \int_{\partial M} (\xi | \eta)^p\, d\nu(\xi) < \infty. \tag{5.1}
\]

The alternative proof does not rely on martingales. It consists of three steps. The first step (Lemma 5.2) uses harmonic analysis on \(L^2(G)\) in the form of the spectral-gap characterization of non-amenability. The second step (Lemma 5.3) relies on the geometric properties of hyperbolic spaces: all geodesic triangles are \(\delta\)-thin. The last step (§ 5.4) uses an interpretation of the stationary measure as the image of the Bernoulli measure under the boundary map. Here are the details.

5.2. Spectral gap. To prove Proposition 5.1, we may (and will) assume that \(e\) belongs to the support of \(\mu\). Indeed, \(\nu\) is also \(\mu'\)-stationary, where \(\mu' := \frac{1}{2} (\mu + \delta_e)\).

We first notice that since \(\mu\) is a non-elementary probability measure on \(G\), the group \(G_{\mu}\) is non-amenable. Indeed, if \(G_{\mu}\) were amenable, there would be \(a\)-invariant probability measure on the Gromov boundary \(\partial M\). By Proposition 3.2 this would imply that the unique \(\mu\)-stationary measure \(\nu\) on \(\partial M\) is \(G_{\mu}\)-invariant and, therefore, \(\nu\) would be either a Dirac mass or a linear combination of two Dirac masses. This contradicts the fact that \(G_{\mu}\) has no finite orbits on \(\partial M\).

Hence we can apply the following lemma to our measure \(\mu\).

Lemma 5.2. Let \((M, d)\) be a proper metric space. Suppose that the group \(G\) of isometries of \(M\) acts cocompactly on \(M\). Let \(\mu\) be a non-elementary Borel probability measure on \(G\) such that \(G_{\mu}\) is non-amenable and the support of \(\mu\) contains \(e\). Let \(R > 0\). Then there exist \(A_0 > 0\) and \(a_0 < 1\) such that for all \(m, m' \in M\) and all \(n \geq 1\) we have

\[
\mu^*(\{ g \in G \mid d(gm, m') \leq R \}) \leq A_0 a_0^n. \tag{5.2}
\]

The cocompactness of the action of \(G\) is crucial in this lemma. Indeed, the conclusion of the lemma does not hold if we replace \((M, d)\) by a space consisting of isometric copies of the spaces \((M, \frac{k}{k}d)\), \(k \geq 1\), which are homothetic to the initial space.

Proof. Let \(o\) be a point in \(M\). Since \(G\) acts cocompactly on \(M\), every point of \(M\) is at a bounded distance from the \(G\)-orbit \(Go\) of the point \(o\). Hence we can assume
that the points \( m \) and \( m' \) belong to this orbit \( Go: m = ho \) and \( m' = h'o \) for some \( h, h' \) in \( G \).

Let \( \mu_G \) be a left-invariant measure on \( G \) and let \( \lambda_G \) be the left regular representation of \( G \) on \( L^2(G) \). We define a contraction \( \lambda_G(\mu) \) of \( L^2(G) \) by the following formula for all \( \varphi \in L^2(G) \) and \( g \in G \):

\[
\lambda_G(\mu)(\varphi): g' \mapsto \int_G \varphi(g^{-1}g') \, d\mu(g).
\]

By the spectral gap theorem of Kesten, Derrienic–Guivarc’h and Berg–Christensen (see [25], Theorem 4, and also [26], [27]) it follows from the non-amenability of \( G_\mu \) that the operator \( \lambda_G(\mu) \) has a spectral gap: there are \( C_0 > 0 \) and \( a_0 < 1 \) such that \( \|\lambda_G(\mu)^n\| \leq C_0 a_0^n \) for all \( n \geq 1 \). Let

\[
B_R := \{ g \in G \mid d(go, o) \leq R \}.
\]

We must estimate \( \mu^*(h'B_Rh^{-1}) \) from above. Using the inclusion \( B_RB_R \subset B_{2R} \), the Cauchy–Schwartz inequality and the spectral gap theorem, we find that for all \( n \geq 1 \)

\[
\mu_G(h'B_Rh^{-1})\mu^*(h'B_Rh^{-1}) \leq \langle \lambda_G(\mu)^n(1_{hB_2h^{-1}}), 1_{h'B_Rh^{-1}} \rangle_{L^2(G)} \\
\leq C_0 a_0^n \mu_G(hB_2h^{-1})^{1/2} \mu_G(h'B_Rh^{-1})^{1/2}.
\]

Since the Haar measure \( \mu_G \) is left-invariant and right semi-invariant, we obtain

\[
\mu^*(h'B_Rh^{-1}) \leq C_0 a_0^n \mu_G(B_{2R})^{1/2} \mu_G(B_R)^{-1/2}.
\]

This proves (5.2). \( \square \)

### 5.3. Thin triangles.

**Lemma 5.3.** Suppose that \( p > 0 \), \((M, d)\) is a proper quasiconvex Gromov hyperbolic space, \( o \in M \), and the group \( G \) of isometries of \( M \) acts cocompactly on \( M \). Let \( \mu \) be a non-elementary Borel probability measure on \( G \) such that \( \int_G \kappa(g)^p \, d\mu(g) < \infty \) and the support of \( \mu \) contains \( e \). Then there are constants \( A = A_{\mu, p} > 0 \) and \( a = a_{\mu, p} < 1 \) such that for all points \( \xi, \eta \) on the Gromov boundary \( \partial M \) and for all \( n \geq 1 \) we have

\[
\mu^*(\{ g \in G \mid (g\xi|\eta)_o \geq \kappa(g) \}) \leq Aa^n.
\]

Moreover, when \( p \geq 1 \), we also have

\[
\int_G \kappa(g)^{p-1} 1_{\{ (g\xi|\eta)_o \geq \kappa(g) \}} \, d\mu^*(g) \leq Aa^n.
\]

We recall some properties of triangles in \( M \), to be used in what follows. Since the metric space \((M, d)\) is proper, quasiconvex and hyperbolic, there are constants \( C > 1 \) and \( \delta > 0 \) with the following properties. Every triple \( x_1, x_2, x_3 \) of points in \( M^* \) is the set of vertices of a \( C \)-geodesic triangle, that is, a triangle whose sides are \( C \)-geodesics. Moreover, every \( C \)-geodesic triangle is \( \delta \)-thin, that is, one can divide each of its sides \([x_i, x_j]\) in two \( C \)-geodesic pieces: \([x_i, x_j] = [x_i, m_{i,j}] \cup [m_{i,j}, x_j]\) in such a way that the Hausdorff distance between any two pieces \([x_i, m_{i,j}]\) and \([x_i, m_{i,k}]\) that have a common vertex \( x_i \) does not exceed \( \delta \).
Proof of Lemma 5.3. We apply this property to the triples \((o, go, g\xi)\) and \((o, go, \eta)\).

Let \((m_i)_{i\geq 1}\) be a \(C\)-geodesic between the points \(o\) and \(\xi\), that is,
\[
m_1 = o, \quad \lim_{i \to \infty} m_i = \xi
\]
and for all \(i < j\) we have
\[
j - i - C \leq d(m_i, m_j) \leq j - i + C.
\]
Similarly, let \((m'_j)_{j\geq 1}\) be a \(C\)-geodesic from \(o\) to \(\eta\), and let \((m''_k)_{k\geq 1}\) be a \(C\)-geodesic from \(o\) to \(g\xi\).

We first prove (5.3). Consider the set
\[
S_{\xi, \eta} := \{ g \in G \mid (g\xi|\eta)_o \geq \kappa(g) \}.
\]
Put \(R = 2\delta + 6C\) and choose \(c > 1\) such that \(c^2a_0 < 1\), where \(a_0\) is the constant in Lemma 5.2. Let \(n \geq 1\). We claim that
\[
S_{\xi, \eta} \subset S_{\xi, \eta}^0 \cup S_{\xi, \eta}^1,
\]
where
\[
S_{\xi, \eta}^0 := \{ g \in G \mid \kappa(g) \geq c^n \},
\]
\[
S_{\xi, \eta}^1 := \{ g \in G \mid \text{there are } i, j \leq c^n \text{ such that } d(g m_i, m'_j) \leq R \}.
\]
Indeed, let \(g\) be an element of \(S_{\xi, \eta} \setminus S_{\xi, \eta}^0\). We choose a \(C\)-geodesic between \(o\) and \(go\) and apply the property stated above to the \(C\)-geodesic triangle with vertices \((o, go, g\xi)\). Since \(d(o, go) = \kappa(g)\), one can find a point \(gm_i\) and a point \(m''_k\) such that \(i \leq \kappa(g), \quad k \leq \kappa(g)\) and \(d(gm_i, m''_k) \leq \delta + 3C\).

We now apply the same property to the \(C\)-geodesic triangle with vertices \((o, go, \eta)\). Since \(k \leq \kappa(g)\) and \((g\xi|\eta)_o \geq \kappa(g)\), one can find a point \(m'_j\) such that
\[
j \leq \kappa(g) \quad \text{and} \quad d(m'_j, m''_k) \leq \delta + 3C.
\]
In particular, we have \(d(gm_i, m'_j) \leq R\) and, therefore, \(g\) belongs to \(S_{\xi, \eta}^1\). This proves the inclusion (5.5).

We need to estimate \(\mu^* n(S_{\xi, \eta})\). On the one hand, using the Chebyshev inequality and the finiteness of the \(p\)th moment, we have
\[
\mu^* n(S_{\xi, \eta}^0) \leq c^{-np} \int_G \kappa(g)^p \, d\mu^* n(g) \leq n^{p+1}c^{-np} \int_G \kappa(g)^p \, d\mu(g).
\]
On the other hand, using the bound (5.2) for at most \(c^2n\) pairs of points, we obtain
\[
\mu^* n(S_{\xi, \eta}^1) \leq A_0 c^{2n} a_0^n.
\]
This proves (5.3) as soon as the constant \(a < 1\) is chosen larger than \(c^{-p}\) and \(a_0 c^2\).
We now prove (5.4). For $p = 1$ this bound coincides with (5.3). Suppose that $p > 1$. The proof of (5.4) is similar to that of (5.3). Choose $c > 1$ such that $c^{p+1} a_0 < 1$. To estimate
\[ \int_{S_{\xi,\eta}} \kappa(g)^{p-1} d\mu^*(g), \]
we argue as above and get the bound
\[ \int_{S_{\xi,\eta}} \kappa(g)^{p-1} d\mu^*(g) \leq c^{-n} \int_G \kappa(g)^p d\mu(g) \leq n^p c^{-n} \int_G \kappa(g)^p d\mu(g) \]
and
\[ \int_{S_{\xi,\eta}} \kappa(g)^{p-1} d\mu^*(g) \leq c^{(p-1)n} \mu^*(S_{\xi,\eta}^1) \leq A_0 c^{(p+1)n} a_0^n. \]

This proves (5.4) as soon as the constant $a < 1$ is chosen larger than $c^{-1}$ and $a_0 c^{p+1}$.

5.4. The boundary map. We can now conclude the proof of Proposition 5.1.

Proof of Proposition 5.1. We first assume that $p \leq 1$. As above, let $(B, B, \beta, S)$ be the associated Bernoulli system. We write $b \mapsto \xi_b$ for the boundary map introduced in Proposition 3.2. For $b = (b_1, b_2, \ldots) \in B$ and $n \geq 0$ we put $\kappa_n(b) = \kappa(b_1 \cdots b_n)$. We need to estimate the following integral uniformly with respect to $\eta \in \partial M$:
\[ I_{p,\eta} := \int_{\partial M} (\xi|\eta)_o^p d\nu(\xi). \]

We have
\[ I_{p,\eta} = \int_B (\xi_b|\eta)_o^p d\beta(b) = \int_0^\infty \beta(\{ b \mid (\xi_b|\eta)_o^p \geq t \}) \, dt \]
\[ = \sum_{n \geq 0} \int_0^\infty \beta(\{ b \mid \kappa_n(b)^p \leq t < \kappa_{n+1}(b)^p, (\xi_b|\eta)_o^p \geq t \}) \, dt \]
\[ \leq \sum_{n \geq 0} \int_B \max(\kappa_{n+1}(b)^p - \kappa_n(b)^p, 0) 1_{\{ (\xi_b|\eta)_o \geq \kappa_n(b) \}} d\beta(b). \]

Since $p \leq 1$, for all $t > s > 0$ we have
\[ t^p - s^p \leq (t - s)^p. \]
Hence, putting $g = b_1 \cdots b_n$ and $b' = S^nb$ (so that $b'_1 = b_{n+1}$), we can continue the estimation as follows:
\[ I_{p,\eta} \leq \sum_{n \geq 0} \int_B \kappa(b'_1)^p \mu^*(\{ g \in G \mid (g\xi_{b'}|\eta)_o \geq \kappa(g) \}) \, d\beta(b'). \]

Using (5.3), we obtain that
\[ I_{p,\eta} \leq \sum_{n \geq 0} Aa^n \int_B \kappa(b'_1)^p d\beta(b'). \]
This yields the final bound
\[ I_{p,\eta} \leq \frac{A}{1-a} \int_G \kappa(g)^p \, d\mu(g). \]

When \( p > 1 \), the same computation works if we replace (5.6) by the following inequality for \( t > s > 0 \):
\[ t^p - s^p \leq 2^p (t-s)^p + 2^p s^{p-1} (t-s). \]
Hence an extra term occurs on the right-hand side of (5.7). It is equal to
\[ \sum_{n \geq 0} \int_B 2^p \kappa(b'_1) \int_G \kappa(g)^{p-1} 1_{\{g \in G | (g\xi_{|\eta})_o \geq \kappa(g)\}} \, d\mu^*\kappa(g) \, d\beta(b'). \]
We estimate it using (5.4) and finally obtain
\[ I_{p,\eta} \leq \frac{2^p A}{1-a} \int_G (\kappa(g)^p + \kappa(g)) \, d\mu(g). \]
This completes the proof of Proposition 5.1. □

5.5. The free semigroup. In this subsection we describe an example showing that Proposition 5.1 is optimal.

Let \( G \) be a free group with two generators \( u, v \). It acts cocompactly by isometries on the corresponding Cayley graph \( (M, d) \), which is a regular tree of valence 4. We denote its base point by \( o = e \). The boundary \( \partial M \) is the space of those infinite words \( \xi = (\xi_1, \xi_2, \ldots) \) in the alphabet \( \{u, v, u^{-1}, v^{-1}\} \) that are irreducible, that is, \( \xi_{i+1} \neq \xi_i^{-1} \) for all \( i \geq 1 \).

We define a probability measure \( \mu \) on \( G \) by
\[ \mu = \frac{1}{2} \left( \delta_v + \sum_{n \geq 1} p_n \delta_{u^n} \right), \]
where \( \sum_{n \geq 1} p_n = 1 \). The support of the unique \( \mu \)-stationary probability measure \( \nu \) on the Gromov boundary \( \partial M \) is contained in the set of infinite words \( \xi \) in the alphabet \( \{u, v\} \).

Choose the following point \( \eta \) on \( \partial M \):
\[ \eta = (u, u, u, \ldots). \]
Then for every \( \xi = (\xi_1, \xi_2, \ldots) \) in \( \partial M \), the Gromov product is given by
\[ (\xi|\eta)_o = \inf\{i \geq 0 \mid \xi_{i+1} \neq u\}. \]
Let \( p > 0 \). We want to estimate the integral
\[ I_{p,\eta} := \int_{\partial M} (\xi|\eta)_o^p \, d\nu(\xi). \]
Example 5.4. In this case we have the following equivalence:

\[ \sum_{n \geq 1} p_n n^p < \infty \iff I_{p, \eta} < \infty. \]  

(5.8)

Hence the converse of Proposition 5.1 holds in this case.

**Proof.** Indeed, in this case the associated Bernoulli space \( B \) is the space of sequences \( b = (b_1, b_2, \ldots) \), where \( b_i = v \) or \( u^n \), with the Bernoulli measure \( \beta = \mu^{\otimes \mathbb{N}} \), and the image \( \xi_b \) of \( b \) under the boundary map is the concatenation of the letters \( u, v \) occurring in \( b \).

We denote by \( B_1 \) the set of sequences in \( B \) whose first letter is a power of \( u \) and whose second letter is \( v \). Then the following lower bound holds:

\[ I_{p, \eta} = \int_B (\xi_b \mid \eta)^p_0 \, d\beta(b) \geq \int_{B_1} (\xi_b \mid \eta)^p_0 \, d\beta(b) = \frac{1}{4} \sum_{n \geq 1} p_n n^p. \]

This proves the converse implication in (5.8).
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