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ABSTRACT

Three-phase induction motor (TIM) is widely used in industrial application like paper mills, water treatment and sewage plants in the urban area. In these applications, the speed of TIM is very important that should be not varying with applied load torque. In this study, direct on line (DOL) motor starting without controller is modelled to evaluate the motor response when connected directly to main supply. Conventional PI controller for stator direct current and stator quadrature current of induction motor are designed as an inner loop controller as well as a second conventional PI controller is designed in the outer loop for controlling the TIM speed. Proposed combined PI-lead (CPIL) controllers for inner and outer loops are designed to improve the overall performance of the TIM as compared with the conventional controller. In this paper, dynamic adjustment grasshopper optimization algorithm (DAGOA) is proposed for tuning the proposed controller of the system. Numerical results based on well-selected test function demonstrate that DAGOA has a better performance in terms of speed of convergence, solution accuracy and reliability than SGOA. The study results revealed that the currents and speed of TIM system using CPIL-DAGOA are faster than system using conventional PI and CPIL controllers tuned by SGOA. Moreover, the speed controller of TIM system with CPIL controlling scheme based on DAGOA reached the steady state faster than others when applied load torque.
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1. INTRODUCTION

Some applications like paper mills, water treatment plants and several other industrial factories are used three-phase induction motor (TIM) because it is simple, rugged and low maintenance [1, 2]. Controlling method of induction motor is very difficult due to complexity and nonlinearity of the system [3-5]. Different load torque may apply to the system, and that would effect on speed performance. Therefore, speed of induction motor has to be controlled in order to let the system work with high performance at different load torque [3].

PI controller has been widely used in industrial applications due to its structural simplicity and the ability to solve practical control problems [6]. There are several existing works revealing that the use of PI controller will lead to poor performances as well as causing instability for the controlled system. Several researches have been done on the speed controller of TIM. In [1] particle swarm optimization (PSO) was used for tuning PI speed controller of TIM. Universal developed drive software of a speed controller of single
or TIM was carried out in [2]. Speed controller of TIM using fuzzy logic design and PI controller with a bacterial foraging optimization (BFO) algorithm was studied in [3]. Comparisons between conventional PI and slide mode controllers for speed of three-phase induction motor were investigated in [4].

Speed controller of TIM using PID controller with tuning methods was achieved in [5]. Designing of PID controller using indirect field oriented control (IFOC) for TIM was done in [7]. Speed controller of dual three-phase induction motor using PI conventional controller and IP controller were carried out in [8]. PI compensator technique of three-phase induction motor was used in [9] as well as PI and fuzzy logic controller (FLC) for direct flux and torque ripple of TIM were investigated in [10]. Voltage to frequency control based on using PI controller for TIM was done in [11]. In [12] Modified PID-fuzzy controller was made for speed controller of TIM. Variable frequency drive (VFC) using fuzzy logic controller was carried out for speed control of TIM in [13]. The authors in [14] utilized PID controller for direct torque controller (DTC) of TIM and the results were compared with torque at starting. In [15] genetic algorithm for tuning PI controller was used for speed controlling of three-phase induction motor. Optimal control with neural network algorithm was proposed for speed control of three-phase induction motor in [16].

In this paper, the TIM is modelled and implemented using matlab/simulink environment in \( \alpha \) and \( \beta \) coordinate. Conventional PI controller is designed for stator direct current \( (I_{sq}) \) and stator quadrature current \( (I_{sq}) \) currents of the system. Additionally, PI controller is designed for the speed of the system. In order to enhance the performance of the system, the combined PI-lead (CPIL) controller is proposed. The proposed CPIL controllers for inner and outer loops are tuned using the standard grasshopper optimization algorithm (SGOA) that proved is an efficient algorithm than genetic algorithm (GA) and PSO algorithm for solving complex optimization problems. The SGOA is one of the newest optimization algorithms invented by Saremi et al., in 2017 [17]. This nature-inspired algorithm is developed to maximize the searching capability and the convergence rate, and the generated version is called dynamic adjustment GOA (DAGOA). The standard and developed algorithms are applied for tuning the controllers’ parameters of the current and speed of TIM. The impact of disturbance on system performances when load torque is imposed, which not covered well in the literature are studied. The main objectives of this work include:

a. Design speed controller for TIM using conventional PI controlling method.
b. Design the system based on the proposed controlling scheme.
c. Optimize the controllers’ parameters using the SGOA and the proposed DAGOA techniques.
d. Performance comparison between the optimization algorithms to evaluate the effectiveness of the proposed one using a set of test functions.
e. A broad comparison has been accomplished between optimized conventional PI and CPIL controllers; the performance of each algorithm will be analysed and evaluated according to the objective function.

This paper is arranged as follows: The section 2 provides a TIM system modelling and its implementation in Matlab/Simulink. Section 3 describes the controlling techniques; conventional PI and the proposed controllers that employed in a closed-loop design with the selected performance index. Section 4 presents the theoretical basics for the SGOA algorithm and the details of the proposed algorithm. Section 5 shows the numerical results for evaluating the proposed DAGOA performances as compared with the standard algorithm based on ten test functions as well as presents the simulation results for the controllers tuned by optimization algorithms, and the comparative analysis have been done to verify the capability of the proposed controlling method. Finally, the conclusions are summarized in the last section.

2. SYSTEM DYNAMIC MODEL AND DESCRIPTION

Induction motor consists from two parts constant part, which is stator, and moving part, which is rotor. Matlab/simulink environment is used to implement of three-phase induction motor. The model is built using the stator and rotor equations in alpha and beta axis [18], in order to designing a controlling method for the current and speed of the system in simple way. Three phase induction motor in alpha \( (\alpha) \) and beta \( (\beta) \) equations are shown below:

\[
V_{s\beta} = i_{s\beta} R_s + \frac{d\psi_{s\beta}}{dt} \\
V_{s\alpha} = i_{s\alpha} R_s + \frac{d\psi_{s\alpha}}{dt} \\
\psi_{s\beta} = \int (V_{s\beta} - i_{s\beta} R_s)dt \\
\psi_{s\alpha} = \int (V_{s\alpha} - i_{s\alpha} R_s)dt
\]
\[
\psi_{s\beta} = L_s I_{s\beta} + L_o i_{r\beta} \\
\psi_{sa} = L_s I_{sa} + L_o i_{ra} \\
\psi_{r\beta} = L_o I_{s\beta} + L_r i_{r\beta} \\
\psi_{ra} = L_o I_{sa} + L_r i_{ra} \\
\psi_{r\beta} = \frac{i_r}{L_o} (\int V_{s\beta} - R_s I_{s\beta}) dt - \sigma L_s I_{s\beta} \\
\psi_{ra} = \frac{i_r}{L_o} (\int V_{sa} - R_s I_{sa}) dt - \sigma L_s I_{sa}
\]

Where \(V_{sa}, V_{s\beta}, I_{sa}\), and \(I_{s\beta}\) are stator voltage and current in \(\alpha-\beta\) axis respectively; \(\psi_{sa}\) and \(\psi_{s\beta}\) are stator flux in \(\alpha-\beta\) axis; \(R_s\) is stator resistance; \(\psi_{ra}\) and \(\psi_{r\beta}\) are rotor flux in \(\alpha-\beta\) axis; \(L_o, L_s,\) and \(L_r\) are magnetising inductance, stator inductance and rotor inductance respectively; \(\sigma\) is leakage coefficient; \(i_{ra}\) and \(i_{r\beta}\) are rotor current in \(\alpha-\beta\) axis.

Three-phase induction motor equations from (1) to (10) are used to build the system in Matlab/Simulink as shown in Figure 1. In this paper, the system parameters are illustrated in Table 1. From Table 1, it can be seen that the starting current of induction motor is about 250 A, speed is 1475 rpm and torque is about 160 N.M. The purpose of making speed controller for the TIM is to let the system work with same speed 1500 rpm under various load torques.

Three-phase induction motor is modelled using Matlab/Simulink block in \(\alpha-\beta\) axis as shown in Figure 1. TIM is connected as direct on line (DOL) to three-phase main supply 415 v to check system behaviour as depicted in Figure 2. In DOL connection the three-phase supply (A, B, C) is converted to alpha-beta axis using Clark transformation as illustrated in Figure 3.
Table 1. Three-phase induction motor parameters

| Parameter                     | Value [Unit]     |
|-------------------------------|------------------|
| Power                         | 22 kW            |
| Input voltage                 | 415 V            |
| Frequency                     | 50 Hz            |
| Speed                         | 1475 RPM         |
| Full load current             | 42 A             |
| Starting current              | 250 A            |
| Torque                        | 160 N.M          |
| Stator resistance ($R_s$)     | 0.6 Ohm          |
| Mutual inductance ($L_m$)     | $106.755 \times 10^{-3}$ H |
| Rotor inductance ($L_r$)      | $109.815 \times 10^{-3}$ H |
| Stator inductance ($s$)       | $111.368 \times 10^{-3}$ H |
| Moment of inertia ($J$)       | 0.1 Kg.m$^2$     |
| Number of poles               | 4                |

Figure 2. Three phase induction motor modelling in Matlab/Simulink in alpha beta with DOL.

Figure 3. Simulink block of Clark transformation from A, B and C to $\alpha$ and $\beta$ coordinates.

The loop from mechanical torque of the system and add it with load torque to produce speed in RPM using following equation.

$$ J \frac{dw}{dt} + T_L = T_{mech} \tag{11} $$

The mechanical (11) of the system is represented in Simulink block as depicted in Figure 4. The stator current, motor torque and motor speed responses for TIM without controller and without load torque are demonstrated in Figure 5. Additionally, the responses for the same variables of TIM but with applying load torque are depicted in Figure 6.
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Figure 4. Simulink block for the speed equation of the system

In Figure 5, it shows that starting current is above 200 A at transient with oscillation and motor starting torque is above 500 N.M during transient, while motor speed is 1500 RPM but takes 0.45 s to reach the steady state with high oscillation during transient. Figure 6, it shows that three-phase induction motor speed is reduced to 1452 RPM with oscillation when applied load torque to a system at 0.5 s.

Figure 5. Stator current, motor torque and motor speed without controller without load torque

Figure 6. Stator current, motor torque and motor speed without controller with load torque

3. CONTROLLING TECHNIQUES
3.1. Conventional PI controller

The proportional plus integral controllers are the dominating control action for a wide range of industrial processes. The mathematical representation of PI control signal is as follows:

\[ G_{PI}(S) = K_p \left(1 + \frac{1}{T_i S}\right) \]  

(12)

where \( K_p \) and \( T_i \) are the proportional gain and the integral time constant, respectively. The design objective is to obtain optimal values for \( K_p \) and \( T_i \) such that an objective function with desired specifications is minimized. For this target, the system is excited by a reference signal, and the system response is obtained in terms of a number of parameters. In this paper, the excitation signal is a unit step with the transient response being characterized by the settling time [19].

Conventional PI controller is designed for \( I_{sd} \) and \( I_{sq} \) currents. The plant that used to design such controller is derived from (14) and (15) below. Characteristic equation is used to determine the PI controller parameters, which are \( K_p \) and \( T_i \). This design depend on natural frequency (\( \omega_n \)) and damping ratio (\( \zeta \)) of the characteristic equation formulated in (13). Current controller of the system should have very fast response because the system plant have resistance and reactance, which identify the electrical circuit time constant. In addition, the parameters \( \omega_n \) and \( \zeta \) are chosen to let the system work with a powerful response. Moreover, the
controller depends on resistance and reactance Therefore; the current controller should be faster than speed controller, which depends on moment of inertia ($J$) and friction. The value of $w_n$ and $\zeta$ for $I_{sd}$ and $I_{sq}$ currents controller are chosen 200 HZ and 0.7 respectively.

$$S^2 + 2 \zeta w_n S + w_n^2 = 0 \quad (13)$$

$$V_{sd} = I_{sd} R_s + \sigma L_s \frac{d I_{sd}}{dt} \quad (14)$$

$$V_{sq} = I_{sq} R_s + \sigma L_s \frac{d I_{sq}}{dt} \quad (15)$$

In (14) and (15) are used to find the transfer function of the plant. It can be seen from equations have same resistance $R_s$, reactance $L_s$ and leakage coefficients $\sigma$. Therefore, the system plant are same for both $I_{sd}$ and $I_{sq}$. Therefore, PI controllers have same parameters for $I_{sd}$ and $I_{sq}$ currents. PI controller parameters are $K_p= 75$ and $T_i =0.0746$. The $T_s$ for the PI controller is time constant which is equal to $T_s = \frac{\sigma L_s}{R_s}$.

Figure 7 illustrate the design of three-phase induction motor with current controller using PI controller. The value of $I_{sd}$ is 12.3 A and $I_{sq}$ is 20.55 A. It shows that $I_{sd}^*$ and $I_{sq}^*$ references are subtracted from $I_{sd}$ and $I_{sq}$ feedback from system after converting $I_{sa}$ and $I_{sb}$ to $I_{sd}$ and $I_{sq}$ using park transformation block Simulink illustrated in Figure 8.

![Figure 7. Simulink block for $I_{sd}$ and $I_{sq}$ controlling of TIM with conventional PI controller](image)

![Figure 8. Simulink block to convert $\alpha$-$\beta$ coordinates to direct $d$ and quadrature $q$ axis](image)
The response of TIM in terms of $I_{sq}$ currents with PI controller is demonstrated in Figure 9. The stator quadrature current of the system reached steady state at 0.006 s after designing controller using characteristic equation with natural frequency 200 Hz and $\zeta = 0.7$. The speed controller for the system is designed in the same manner followed in the design of the stator direct and quadrature currents controllers. Motor speed depends on the mechanical components, which are motor inertia $J$ and friction $B_v$. For simplicity, the friction is chosen to be zero in this research work. Moreover, the speed loop frequency is chosen to be much lower the current loop frequency, which is because the motor speed needs more time to change from one speed to another, i.e. it is not practical to change motor speed within milliseconds. Therefore, (13) can be used to find PI controller parameters with natural frequency $w_n = 2$ Hz and $\zeta = 0.7$

From Figure 10, it can be seen that speed of induction motor with conventional PI controller arrived steady state at 0.85 s, this is because of determination PI controller parameters and values of natural frequency and damping ratio. These values has highly effect on current controller response and would effect on speed controller. It can be seen that from Figure 11, speed reference is subtracted from feedback speed of the system and the error is enter to PI controller. The output of controller is $I_{sq}$ current reference to the system. Therefore, it is very interesting to modified $I_{sq}$ current response by using proposed combined PI-lead (CPIL) compensator. In addition, it is very important to achieve $I_{sq}$ current with proposed controller faster than $I_{sq}$ current with PI controller in order to get very fast speed response.

![Figure 9. Stator quadrature ($I_{sq}$) current of the system with PI controller](image1)

![Figure 10. Stator quadrature current, motor torque and speed of the system with PI controller for current and speed](image2)
3.2. Proposed controller

The drawbacks of PI controlling scheme are slow response speed and poor robust performance compared with the exogenous disturbances. In this research work, the phase-lead controller is used due to its superiority against conventional PI control action in terms of improve the dynamic performance as well as the transient response of the system. In case of a phase-lead compensator, the zero \( Z \) of the control law is located nearer to the origin of the S-plane as compared to the compensator’s pole \( P \) [20].

The design of the proposed combined PI-lead (CPIL) compensator is developed to provide a better steady-state tracking, faster recovery from disturbances and perfect stability of the closed loop system. The inner loop controller has impact over the outer one; therefore, the behavior of the inner control law must influence the essential process variables in a predictable way. Finally, the response of the inner loop is quicker than the outer one. Finally, this permits the secondary action adequate time to compensate for inner loop feedback and thereby they can improve the outer loop performance [21].

The transfer function formulation of the proposed CPIL controller is as follows:

\[
G_{CPIL}(S) = K_p \left( \frac{S+Z}{S+P} \right) \left( 1 + \frac{1}{\tau_i S} \right), \text{ where, } P > Z
\] (16)

The integral of time-multiplied square error (ITSE) is used as an objective function in this research work to design the proposed controller’s parameters, and it’s as follows [22]:

\[
ITSE = \int_0^{t_{sim}} t [e(t)]^2 dt
\] (17)

where, \( t_{sim} \) is the simulation time period, the error function for the inner loop represents the \( I_{sd} \) and \( I_{sq} \) currents deviation and for the outer loop expressed by the speed deviation.

4. OPTIMIZATION ALGORITHMS

4.1. Standard grasshopper optimization algorithm

The SGO algorithm is a swarm intelligence algorithm that tries to mimic the swarm behaviour of the grasshopper insects in nature. In spite of the fact that grasshoppers are usually seen individually in nature, they join in one of the biggest swarms of all creatures. In their route, they eat practically all vegetation. After this reaction, when they become an adult, they establish a swarm in the air to preparing for migrate over large distances. It was confirmed by the research work based on SGOA that it is able of outperforming several well-known nature-inspired algorithms such as genetic algorithm (GA), particle swarm optimization (PSO), differential evolution (DE), ant colony optimization (ACO), firefly algorithm (FA), bat algorithm (BA) [17].
The main characteristics of the grasshoppers are foraging, target seeking and team behaviour in either larval or adulthood phases. In the larval stage, they reveal slow motion with small steps. In adulthood stage, they do long-range and abrupt movement in the way to find the farming areas. The swarm-intelligence algorithms divide the search routine into two directions: exploration and exploitation. In exploitation, the grasshoppers are tended to move locally, while they encouraged to move suddenly during exploration. Therefore, grasshoppers carry out these two properties, as well as target pursuing naturally [23].

GOA simulates the forces between the grasshoppers, which are the attraction and repulsion. The attraction forces exploit promising space while the repulsion forces enable the grasshoppers to explore the search area. The zone at which the two attraction and repulsion forces are equal is called comfort zone. The position of grasshoppers with the optimum objective function is considered as the closest one to the destination target; accordingly, the rests try to relocation toward that place through swarm interaction during the algorithm procedure; the comfort zone is changed until the finest solution is attained [24]. The position updating for the swarming behaviour of the grasshopper can be modelled mathematically as follows [25]:

\[
X_{it}^d = c \left( \sum_{j=1, j \neq i}^{N} \frac{u_{bd} - lb_{d}}{2} S \left( X_{jt}^d - X_{it}^d \right) \frac{X_{jt}^d - X_{it}^d}{d_{ij}} + T_{d} \right) \tag{18}
\]

\[
S(r) = f e^{-\frac{r}{\sigma}} - e^{-r} \tag{19}
\]

where, \(X_{it}^d\) is the current position in \(t\) iteration for \(d\) dimension, \(c\) is the comfort zone coefficient, \(N\) is the swarm size, \(u_{bd}\) and \(lb_{d}\) are the upper and lower limits of the design variables, \(d_{ij}\) is the distance between \(X_{jt}\) and \(X_{it}\), grasshoppers, \(T_{d}\) is the target position in the \(d\)th dimension that represent the best solution determined so far, \(S(r)\) is a function, which calculates either repulsion or attraction forces, \(f\) represents the strength of the attraction, \(l_{a}\) is the length of attraction and \(r\) is a distance that has been considered in the interval [0, 15].

The comfort zone coefficient is necessary to be decreased linearly w.r.t. the number of iterations to enhance the exploration and exploitation properties and is represented as follows:

\[
c = c_{\text{max}} - t \left( \frac{c_{\text{max}} - c_{\text{min}}}{T} \right) \tag{20}\]

where, \(c_{\text{max}}\) is the maximum limit, \(c_{\text{min}}\) is the minimum limit, and \(T\) is the maximum number of iterations.

### 4.2. Dynamic adjustment grasshopper optimization algorithm

The SGOA has some drawbacks, such as the slow convergence to the optimal solution and the problem of falling in the local optimum [26]. In order to overcome these two deficiencies, a dynamic adjustment GOA scheme is proposed that combines the random initialization-based Gaussian distribution and the nonlinear decreasing comfort zone coefficient to obtain an appropriate exploitation and exploration balancing. Firstly, the enhancement for GOA is based on random candidate solution to increase population diversity, which can be initiated according to the following equation:

\[
X_{i}^d = lb_{d} + (u_{bd} - lb_{d}) g(\alpha) \tag{21}\]

where, \(g(\alpha)\) is the Gaussian density function that utilized to take smaller step vector inside the search space bounded by lower and upper limits to precisely explore and achieve a faster convergence. The Gaussian density function is as follows [26]:

\[
g(\alpha) = \frac{1}{\sqrt{2\pi}\sigma^{2}} e^{-\frac{\alpha^{2}}{2\sigma^{2}}} \tag{22}\]

where, \(\sigma^{2}\) is the variance for each individual of the population and \(\alpha\) is the Gaussian random number between [0, 1].

The second improvement is based on the parameter \(c_{t}\) that responsible for moderating the grasshoppers’ movement towards the solution, and it are used twice in the position equation. The outer one acted to balances the exploration and exploitation of the search agents around the target. The inner coefficient minimizes the repulsion or attraction forces between grasshoppers relative to the number of iterations [27]. Therefore, in order to improve the comfort zone, attraction zone and repulsion zone between grasshoppers the following adjustment is proposed that leads to exploit the global optima in the search space.
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\[ c_t = (c_{\text{max}} - c_{\text{min}}) \left[ e^{-\alpha^2 t^2} - \left( b \tan^{-1}\left( \frac{c_t}{c_{\text{max}}} \right) \right)^3 \right] + c_{\text{min}} \tag{23} \]

where, \( a = 1.4 \), \( b = 1.12 \) and \( c = 0.3 \).

The search procedure of the proposed DAGOA is outlined as follows:

Step 1: Initialize the input parameters of the algorithm; swarm size, no. of iterations, no. of tuned parameters (dimension size), maximum and minimum bound of the tuned parameters, \( c_{\text{max}} \) and \( c_{\text{min}} \).

Step 2: Assign the position value for the first iteration for all the grasshoppers in the search space.

Step 3: Determine the system design parameters.

Step 4: Calculate the objective function value for each individual in the swarm.

Step 5: Sort the objective function values in the descending order and thereafter nominate the minimum value as \( T_d \).

Step 6: Update the improved nonlinear decreasing comfort zone coefficient.

Step 7: Normalize the distance between grasshoppers to find out \( d_{ij} \).

Step 8: Determine the social forces strength.

Step 9: Update the position \( X^d_{ij} \).

Step 10: Examine the termination condition; if current iteration number is equal to the maximum no. of iterations, collect the optimal solution for each dimension \( T_d \) and save the global best design parameters. Otherwise, increase the iteration counter and go to Step 3.

5. SIMULATION RESULTS AND DISCUSSIONS

The implementation of the model, controlling techniques and the proposed algorithm are developed on Matlab/Simulink R2014a environment. The intensive simulations and performance evaluations were performed on a laptop with an Intel Core i5-4210U, 2.70 GHz CPU, 8 GB RAM, and 64 bits Windows 7 operating system.

The algorithm parameters’ setting are; \( c_{\text{min}} = 0.00001 \), \( c_{\text{max}} = 1 \), number of search agents = 15, number of iterations = 400 and \( t_{\text{sim}} = 1 \) minute. The controllers’ parameters setting are; the upper and lower limits for inner loop controller are \( 0 < K_p \leq 500 \), \( 0 < T_i \leq 50 \), \( 0 < Z \leq 1 \) & \( 0 < P \leq 1 \) and for outer loop controller are \( 0 < K_p \leq 20 \), \( 0 < T_i \leq 10 \), \( 0 < Z \leq 1 \) & \( 0 < P \leq 1 \).

5.1. Numerical results for performance evaluation of algorithms

The purpose of this subsection is to assess the performance of the proposed optimization algorithm quantitatively. The ordinary procedure used is to utilize chosen benchmark test functions with known optimal values to perform a capabilities’ comparison between the SGOA and DHGOA algorithms on the basis of solution accuracy.

The numerical results contain three sets of various test functions; Unimodal set (F1-F5), Multimodal set (F6-F8) and Composite set (F9 & F10) [17, 28-30]. Each test was repeated 30 times in order to obtain reliable statistical results for 10 mathematical benchmark functions with the average best (AB), the median best (MB) and the standard deviation (SD) that are tabulated as in Table 2.

The obtained results of the selected three sets of test functions show that the proposed DAGOA scheme provides competitive results throughout touching the global optimum solution for all the 10 test problems with an average executing time of about 5 seconds. Therefore, the modifications performed on the SGOA enhance the abilities of the proposed algorithms in terms of exploitation and exploration balancing and maximizing the search capability and stability.

5.2. Simulation results of TIM

The system current controller using CPIL is implemented in Matlab/Simulink as illustrated in Figure 12. Where, the CPIL is connected to the system as current controller. SGOA and DAGOA algorithms are used for tuning CPIL controller parameters. From Figure 13, speed controller of TIM using CPIL is implemented in Matlab/Simulink, which is tuned by SGOA and DAGOA algorithms.

From Figure 14, it can be seen that the stator quadrature current arrived steady state at \( 1.2 \times 10^{-7} \) s when CPIL-DAGOA is used for tuning the controller parameters. In addition, \( I_{sq} \) with CPIL-SGOA is faster than \( I_{sq} \) using conventional PI controller. From Figure 15, it can be seen that \( I_{sq} \) current arrived steady state at \( 0.1 \times 10^{-7} \) s when CPIL-DAGOA is used for tuning controller. Furthermore, \( I_{sq} \) with CPIL-DAGOA is faster than \( I_{sq} \) using CPIL-SGOA and \( I_{sq} \) using conventional PI controller. Therefore, when \( I_{sq} \) current settling time reach very fast value that is mean, the system speed response is faster because the output of the speed controller is considered \( I_{sq}^* \) reference to the system.
From Figures 16 and 17, it can be seen that $I_{sq}$ starting current is about 200 A which is within limits and with the system requirements. In addition, from Figure 16, speed of the system with CPIL-SGOA for tuning controller parameters arrived to steady state at 0.53 s while speed of the system with CPIL-DAGOA for tuning controller parameters reached to settle at 0.28 s. Hence, that is mean system with proposed controller using DAGOA is faster than the system with CPIL-SGOA by two times.

Table 2. Statistical results based on the selected benchmark test functions

| No. | Test function name | Criteria | SGOA | DAGOA |
|-----|-------------------|----------|------|-------|
| F1  | Schwefel absolute | AB       | 0.0014 | 5.2E-5 |
|     |                   | MB       | 7.5E-3 | 1.5E-4 |
|     |                   | SD       | 0.0089 | 1.24E-4 |
| F2  | Schwefel double sum | AB       | 0.179 | 0.0026 |
|     |                   | MB       | 1.183 | 0.0005 |
|     |                   | SD       | 1.193 | 0.0157 |
| F3  | Schwefel 2.21     | AB       | 0.0043 | 0.0033 |
|     |                   | MB       | 0.037 | 0.0074 |
|     |                   | SD       | 0.0344 | 0.0112 |
| F4  | Step 2            | AB       | 0.121 | 0.0813 |
|     |                   | MB       | 0.6   | 0.496 |
|     |                   | SD       | 0.7   | 0.58 |
| F5  | Quartic           | AB       | 0.04  | 0.0293 |
|     |                   | MB       | 0.2512 | 0.1341 |
|     |                   | SD       | 0.152 | 0.0944 |
| F6  | Restrigin         | AB       | 0.18  | 0.0245 |
|     |                   | MB       | 2.98  | 1.952 |
|     |                   | SD       | 1.22  | 0.00247 |
| F7  | Penalty #1        | AB       | 0.325 | 0.079 |
|     |                   | MB       | 1.325 | 0.949 |
|     |                   | SD       | 2.235 | 1.232 |
| F8  | Penalty #2        | AB       | 0.9   | 0.14 |
|     |                   | MB       | 1.652 | 1.002 |
|     |                   | SD       | 1.35  | 0.75 |
| F9  | Composite CF2     | AB       | 1.326 | 0.253 |
|     |                   | MB       | 3.289 | 1.385 |
|     |                   | SD       | 7.236 | 5.923 |
| F10 | Composite CF3     | AB       | 0.852 | 0.134 |
|     |                   | MB       | 2.965 | 1.985 |
|     |                   | SD       | 1.125 | 0.512 |

Figure 12. Stator quadrature and direct currents of TIM with proposed CPIL controller
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Figure 13. Speed of TIM with proposed CPIL controller

Figure 14. Stator quadrature current with CPIL-SGOA

Figure 15. Stator quadrature current with CPIL-DAGOA

Figure 16. Stator quadrature current and speed of the system using CPIL-SGOA

Figure 17. Stator quadrature current and speed of the system using CPIL-DAGOA
5.3. Performance comparison of controlling techniques

In this section, three-phase induction motor current controller using CPIL-DAGOA is compared with current controller using CPIL-SGOA and conventional PI current controller for tuning parameters. In addition, speed controller of the system with CPIL-DAGOA is compared with system speed using CPIL-SGOA for tuning parameters and system speed using PI controller. It can be seen that the system with CPIL-DAGOA scheme for tuning parameters has higher performance and faster than the system using the CPIL-SGOA and system with PI using SGOA as depicted in Figure 18. Figure 18 shows that $I_{sq}$ current of the TIM with CPIL using DAGOA reached settling time of $0.1 \times 10^{-7}$ s, while $I_{sq}$ current of the system with CPIL-SGOA reached settling time of $1.4 \times 10^{-7}$ s and system with PI controller arrived steady state at 0.006 s. Finally, that is mean; system with CPIL using DAGOA is faster than system with SGOA and Conventional PI controller as illustrated in Table 3.

Table 3. Performance comparison between the three types of controllers

| Controlling techniques | Settling time | ITSE |
|------------------------|---------------|------|
| Stator quadrature current of the system using PI controller | 0.006 s | 0.3796 |
| Speed of the system using PI controller | 0.85 s | 3373 |
| Stator quadrature current of the system using CPIL controller tuned by SGOA | $1.4 \times 10^{-7}$ s | $6.52 \times 10^{-6}$ |
| Speed of the system using CPIL controller tuned by SGOA | 0.55 s | 1500 |
| Stator quadrature current of the system using CPIL controller tuned by DAGOA | $0.1 \times 10^{-7}$ s | $4.42 \times 10^{-9}$ |
| Speed of the system using CPIL controller tuned by DAGOA | 0.28 s | 290 |

In Figure 19, the speed response of the three-phase induction motor with CPIL-DAGOA scheme reached settling time at 0.3 s, while, system speed with CPIL using SGOA reached settling time at 0.55 s and system with PI controller arrived steady state at 0.85 s. Therefore, that is mean; the system with CPIL using DAGOA is faster than system with CPIL-SGOA and conventional PI controller as demonstrated in Table 3.
In Figure 20, it can be seen that the speed of the TIM with CPIL using DAGOA method reached settling time faster than system with CPIL using SGOA and Conventional PI controller when load torque is applied at 1 s. Additionally, the disturbance due to load torque has less impact on system with CPIL using DAGOA for tuning parameters. While, the disturbance from load torque has high impact on system speed with PI controller, where speed dropped to below 1000 rpm and system has higher under shoot due to load torque when applied at 1 s.

![Figure 20](image.png)

Figure 20. Motor speed of the system using three controlling methods when applied a load torque at 1 s

6. CONCLUSION
The mathematical modelling of the three-phase induction motor has been implemented in Matlab/Simulink in $\alpha$ and $\beta$ coordinates. Design of conventional PI controller for the current and speed of the system has been performed. Proposed CPIL controller for the current and speed have been connected with the system to improve the performance. The SGOA algorithm has been used for tuning the proposed controller parameters of current and speed of the system. Additionally, the SGOA has been modified and a DAGOA for tuning CPIL controller parameters for currents and speed of TIM is proposed. Furthermore, the effect of applying load torque on TIM after 1 s has been carried out to examine the proposed controller and optimization algorithm robustness. The computational efficiency and convergence rate of the developed DAGOA algorithm has been validated by ten benchmark functions. The simulation results indicate and confirm the effectiveness of the proposed CPIL tuned by DAGOA for the current and speed of the system. Moreover, the current and speed controlling of TIM with CPIL using DAGOA are faster than current and speed of TIM with proposed CPIL using SGOA and PI controller. Furthermore, load torque has less impact on speed of the system with proposed CPIL-DAGOA when load torque is applied at 1 s, whereas load torque has a high impact on system speed with conventional PI controller, where the system speed dropped to below 1000 rpm when load torque is applied. Finally, it is concluded that the proposed compensator and optimization technique is robust and satisfying the design requirements.
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