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Abstract
In QED, an external electromagnetic field can be accounted for non-perturbatively by replacing the causal propagators used in Feynman diagram calculations with Green’s functions for the Dirac equation under the external field. If the external field destabilises the vacuum, then it is a difficult problem to determine which Green’s function is appropriate, and multiple approaches have been developed in the literature whose equivalence, in many cases, is not clear. In this paper, we demonstrate for a broad class of external fields that includes all that act for a finite time, that four Green’s functions used in the literature are equivalent: Schwinger's “proper-time” propagator; the “causal propagator” used in the “Bogoliubov transformation” method based on the canonical quantization of the field operator; and two defined using analytic continuation from complexified parameters. To do so, we formulate Schwinger’s “proper-time quantum mechanics” as a Schrödinger wave mechanics, and use this to re-derive Schwinger’s expression for the propagator as a statement relating solutions of the inhomogeneous Dirac equation to those of the inhomogeneous “proper-time Dirac equation”. This is done by constructing direct integral spectral decompositions of the Hamiltonians of both equations, and deriving a form for solutions of the inhomogeneous Dirac equation in terms of these decompositions. We then show that all four propagators return solutions of the inhomogeneous Dirac equation that satisfy the same boundary condition, which under a physically reasonable assumption is sufficient to specify the solution uniquely.
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1 Introduction

The approach of Furry and Feynman [1, 2] to account for an external electromagnetic field in quantum electrodynamics non-perturbatively is to replace causal propagators of the free particle Dirac equation in Feynman diagram calculations with “causal propagators” for the Dirac equation under an external field. This method, though, is only unambiguous if the field is such that, over the course of the scattering event, positive energy states stay as positive energy and negative stay as negative energy. Physically, this is the case if the vacuum is stable under the external field. When we generalise to the case of a vacuum-destabilising external field, such as a constant electric field, two related problems arise: it is not clear what propagator is appropriate, and the interpretation of the “vacuum” becomes problematic. We address the former problem in this paper.

Multiple approaches have been developed to the problem of QED in a vacuum-destabilising external field [3]. We are largely interested in two of the most widely used. First, Schwinger developed a “proper-time” technique for calculating a propagator and the effective action [4]. This was generalised by DeWitt to account for curved spacetimes [5], and by later authors for the general gauge theory [6], as is reviewed [7]. The effective action approach to QED in a vacuum-destabilising field has continued to make heavy use of the proper-time method [8]. Further, the “string-inspired worldline formalism” [9] approach to effective actions has had success in application to nonperturbative particle production in QED [10, 11]. The worldline formalism bears a striking resemblance to Schwinger’s proper-time method, though is carried out with both Euclidean coordinate-time and Euclidean proper-time.

Second, the “Bogoliubov transform” method based on the canonical quantization of the bispinor field operator [12–15] represents an especially systematic account of QED in a vacuum-destabilising field. It is summarised in [16], and we shall refer to the method from here on as being that of “FGS” after this work’s authors. FGS introduce many propagators, associated with electrons and positrons defined with respect to different vacua. It is demonstrated by explicit calculation in Chap. 6 of [16] that their “causal propagator” is equivalent to Schwinger’s proper-time representation of the propagator in the case of a constant field superimposed with a plane wave. There is a “strong belief” [17] that the two propagators are equivalent in the general case, but no proof. In this paper we demonstrate equivalence for a broad class of external fields which includes all that act for a finite time.

We do so by considering the Green’s function as an operator, $\hat{G}$, on source profiles, $J(x)$, that returns solutions to the inhomogeneous Dirac equation,

$$\psi(x) = [\hat{G}J](x)$$

$$\left(i\gamma^\mu(\partial_\mu + ieA_\mu) - m_0\right)\psi(x) = -J(x).$$

We shall from here on refer to Eq. 2 as the “inhomogeneous spacetime Dirac equation”, to distinguish it from the proper-time equation defined in Sect. 2.1. We restrict attention to the case that $J(x)$ is supported only on a finite time, between $t_{in} < 0$ and $t_{out} > 0$. (The assumption that such an operator defines the Green’s function well is discussed in Sect. 5.3.1.) We then impose the condition that before the time $t_{in} < 0$
and after time $t_{\text{out}} > 0$ there is no electric field, and that the gauge field is constant in time. This implies that it can be written with the following restricted dependencies,

$$A_\mu(x) = \begin{cases} (A_0^{\text{out}}, A^{\text{out}}(x)), & t \geq t_{\text{out}} \\ (A_0^{\text{in}}, A^{\text{in}}(x)), & t \leq t_{\text{in}}. \end{cases}$$

For our purposes, Schwinger’s principle result is the operator relation

$$\hat{G} = i \int_0^\infty ds \ e^{-(i\hat{H} + m_0)s},$$

where

$$\hat{H} := -i\gamma^\mu(\partial_\mu + ieA_\mu).$$

The bulk of this paper, Sect. 2, is devoted to a re-derivation of Eq. 4 as a statement relating solutions of partial differential equations, followed by the result that $\hat{G}$ necessarily obeys the “Feynman boundary condition”, defined in Sect. 2.2.3. Demonstrating equivalence with Schwinger’s propagator (4) is then trivial, as shown in Sect. 4.1. In Sect. 3 we demonstrate that solutions derived using FGS’s causal propagator also obey the Feynman boundary condition, and in Sect. 4.2 we demonstrate the same for solutions derived using two different varieties of analytic continuation from complexified parameters. Under an additional assumption discussed in Sect. 2.2.3, which we share with FGS, this boundary condition is sufficient to determine the solution of the inhomogeneous equation, and hence the propagator. We therefore demonstrate the equivalence of four different causal propagators, with caveats discussed in Sect. 5.

This acts as an “interpretation” of Schwinger’s proper-time formalism, which could be of independent interest to work involved in interpreting the proper-time quantum mechanics as “physically significant”, as is reviewed in [18]. In doing this we have also modernised the formalism in which Schwinger’s proper-time quantum mechanics is expressed. Schwinger formulated his proper-time quantum mechanics using Dirac’s bra-ket notation, which does not account for the difficulties involved with unbounded operators and their continuous eigenbases [19]. FGS similarly circumvent such issues by assuming a discrete eigenbasis for the Dirac Hamiltonian. This work applies formalisms to Schwinger’s proper-time quantum mechanics, such as von Neumann’s direct integral [20], which have been applied in rigorous formulations of non-relativistic quantum mechanics to account for unbounded operators [21]. Our argument, though, is not a full rigorous proof, as through Sect. 2 we make a number of mathematical assumptions. As discussed in Sect. 5.3, these assumptions are the sort that uses of the bra-ket formalism frequently make implicitly. Using this formalism has the advantage that it makes mathematical assumptions explicit that the more conventional physics formalism leaves implicit. It therefore acts as an initial step towards formulating Schwinger’s proper-time quantum mechanics in the rigorous terms that have been developed for regular quantum mechanics since he wrote.
2 The Inhomogeneous Proper-Time Dirac Equation

2.1 Basic Definitions

Define $M$ and $S$ as the manifolds formed by attaching a bispinor to every point in spacetime and space, respectively. We are interested in the Hilbert spaces defined by their representation as square-integrable functions on $M$ and $S$,

$$\mathcal{H}_{\text{P.T.}} \cong L^2(M, d^4x), \quad \mathcal{H}_{\text{S.T.}} \cong L^2(S, d^3x),$$

where “P.T.” stands for “proper-time” and “S.T.” stands for “Spacetime”. Denote the inner products on these spaces $(\varphi, \phi)_{\text{P.T.}}$ and $(\varphi, \phi)_{\text{S.T.}}$. There are three basic operators that we consider: $\hat{H}$ on $\mathcal{H}_{\text{P.T.}}$ (5) and two operators on $\mathcal{H}_{\text{S.T.}}$.

The operator (8) is the “Dirac Hamiltonian” for times $t \leq t_{\text{in}}$ or $t \geq t_{\text{out}}$, since at these times the homogeneous spacetime Dirac equation with mass $m$ can be written on elements of $C^1(\mathbb{R}; \mathcal{H}_{\text{S.T.}})$ as

$$(i\partial_t - \hat{\mathcal{H}}_{\text{in}/\text{out}}^m)\psi(x) = 0.$$  

The relationship between these

$$\hat{H}_{\text{in}/\text{out}} := \gamma^0(m - i\hat{\mathcal{H}}_{\text{in}/\text{out}}^m) + eA_0.$$  

In Sects. 2.2 and 2.3 we construct representations of, respectively, $\mathcal{H}_{\text{S.T.}}$ and $\mathcal{H}_{\text{P.T.}}$ in which $\hat{H}_{\text{in}/\text{out}}$ and $\hat{H}$ are represented by multiplication operators. To do this, we use the “direct integral” version of the spectral theorem, as presented in e.g. [21]. If $\hat{A}$ is a self-adjoint operator, then we denote its spectrum by $\sigma(\hat{A})$, its corresponding representation of the Hilbert space by $\mathcal{H}_{\hat{A}}$, and the unitary transformation from the abstract space to $\mathcal{H}_{\hat{A}}$ by $U_{\hat{A}}$. The spectral theorem tells us that that there exists a measure, $\mu_{\hat{A}}$, on $\sigma(\hat{A})$ such that

$$\mathcal{H}_{\hat{A}} := \int_{\sigma(\hat{A})} d\mu_{\hat{A}}(\alpha) \mathcal{H}_{\hat{A}}^\alpha, \quad [\hat{A}\varphi](\alpha) = \alpha\varphi(\alpha).$$

Elements $\varphi \in \mathcal{H}_{\hat{A}}$ are sections on the spectrum with values in the generalised subspaces, $\varphi(\alpha \in \sigma(\hat{A})) \in \mathcal{H}_{\hat{A}}^\alpha$. We write the product on these subspaces as $(a, b)_\alpha$, and the Hilbert space product is represented by

$$(\varphi, \phi) = \int_{\sigma(\hat{A})} d\mu_{\hat{A}}(\alpha) (\varphi(\alpha), \phi(\alpha))_{\alpha}.$$
representations is examined in Sects. 2.4 and 2.5. In Sect. 2.6 these results are used to analyse the relationship between the solutions of the inhomogeneous spacetime Dirac equation (2) and the inhomogeneous proper-time Dirac equation, defined on elements of $C^1(\mathbb{R};\mathcal{H}_{P,T})$, 

\[(i\partial_\tau - \hat{H})\psi(x;\tau) = -J(x;\tau).\] (11)

We use the convention that the same symbol is used to represent the same vector as it appears in different representations of the same Hilbert space, with the representation being distinguished by the argument of the vector, i.e. if a vector in the abstract space is written as $u_1 \in \mathcal{H}$ then $\hat{U}_A \phi(\alpha) = \phi(\alpha)$. We will also write vectors in Hilbert spaces defined as direct sums, $\mathcal{H}_A \oplus \mathcal{H}_B$, as column vectors. The convention we use is that the top row of the column contains the vector in the space on the left side of the sum, i.e.

\[\psi = \begin{bmatrix} \phi \\ \varphi \end{bmatrix}, \quad \psi \in \mathcal{H}_A \oplus \mathcal{H}_B, \ \phi \in \mathcal{H}_A, \ \varphi \in \mathcal{H}_B.\] (12)

### 2.2 A Representation of $\mathcal{H}_{S,T}$ in Which the Dirac Hamiltonian is Diagonal

#### 2.2.1 Construction of the Representation

As discussed in Sect. 2.1, we can define a direct integral representation of $\mathcal{H}_{S,T}$ on which $\hat{\Pi}$ is represented by a multiplication operator,

$$\mathcal{H}_{\text{in/out},\hat{\Pi}} := \int_{\sigma(\hat{\Pi}_{\text{in/out}})} d\mu_{\text{in/out}}(\Pi) \mathcal{H}_{\text{in/out},\Pi}^\Pi.$$ (13)

Because $\gamma^0$ is a bounded operator that anticommutes with $\hat{\Pi}$, it can be represented as a transformation between the generalised subspaces, written in the form $(\gamma^0 \phi)(\Pi) = \gamma^0_{\text{in/out}}(-\Pi)\phi(-\Pi)$, where $\gamma^0(\Pi) : \mathcal{H}_{\text{in/out}}^\Pi \to \mathcal{H}_{\text{in/out}}^{-\Pi}$. Since $(\gamma^0)^2 = 1$, $\gamma^0_{\text{in/out}}(\Pi) \gamma^0_{\text{in/out}}(-\Pi) = 1$. Since this is an invertible unitary transformation, we know from its existence that $\Pi$ is in the point spectrum iff $-\Pi$ is, that $\Pi$ is in the continuous spectrum iff $-\Pi$ is, and that $\dim(\mathcal{H}_{\text{in/out}}^\Pi) = \dim(\mathcal{H}_{\text{in/out}}^{-\Pi})$. We can therefore choose the measure to be such that we can define a new representation $\mathcal{H}_{\text{in/out}}^{\hat{\Pi}}$ with

$$\mathcal{H}_{\text{in/out}}^{\hat{\Pi}} := \int_{\sigma(\hat{\Pi}_{\text{in/out}})>0} d\mu_{\text{in/out}}(\Pi) \mathcal{H}_{\text{in/out}}^{\Pi} \oplus \mathcal{H}_{\text{in/out}}^{-\Pi} + \mu_{\text{in/out}}(\{0\})\mathcal{H}_{\text{in/out}}^0.$$ (14)

We write $\hat{\Upsilon}_{\text{in/out}}^{\Pi}$ for the unitary transformation from $\mathcal{H}_{P,T}$ to $\mathcal{H}_{\text{in/out}}^{\Pi}$, and $(a,b)_{\Pi - \Pi}$ for the product on the generalised subspaces. We write sections in this representation as $\phi_{\text{in/out}}(\Pi)$, with the superscript included to distinguish the representation since in this case the usual practice of distinguishing by the argument would be ambiguous.

Now consider the operators on $\mathcal{H}_{\text{in/out}}^{\Pi} \oplus \mathcal{H}_{\text{in/out}}^{-\Pi}$, for $m \neq 0, m \neq \pm i\Pi$, 

\[\hat{\Upsilon}_{\text{in/out}}^{\Pi} \psi(x;\tau) = \hat{\Upsilon}_{\text{in/out}}^{-\Pi} \psi(x;\tau), \quad \psi \in \mathcal{H}_{\text{in/out}}^{\Pi} \oplus \mathcal{H}_{\text{in/out}}^{-\Pi}.\]
\[ \hat{P}_{\text{in/out},m}^{\pm} : \begin{bmatrix} a \\ b \end{bmatrix} \mapsto \frac{1}{2} \begin{bmatrix} a \pm \frac{\sqrt{m^2 + \Pi^2}}{m - \Pi} \gamma^0_{\text{in/out}}(\Pi)b \\ b \pm \frac{\sqrt{m^2 + \Pi^2}}{m + \Pi} \gamma^0_{\text{in/out}}(\Pi)a \end{bmatrix} \] (15)

and on \( \mathcal{H}_{\text{in/out}}^0 \),

\[ \hat{P}_{\text{in/out},0,m}^{\pm} : a \mapsto \frac{1}{2} (1 \pm \gamma^0(0)) a. \] (16)

We neglect the \( \Pi \neq 0, m = \pm i \Pi \) case, where the operator \( \hat{\mathcal{H}}_{\text{in/out}}^m \) is not diagonalizable. We argue in Sect. 5.3.2 that the assumption that this will not affect our overall argument amounts to a minimal assumption on the spectrum of \( \hat{H} \) and \( \hat{H}_{\text{in/out}} \). These operators obey \( (\hat{P}_{\text{in/out},m}^{\pm})^2 = \hat{P}_{\text{in/out},m}^{\pm} \) and \( 1 = \sum \hat{P}_{\text{in/out},m}^{\pm} \). They are therefore a complete set of projection operators, and we can define their target spaces as \( \mathcal{H}_{\text{in/out}}^{m,\pm} \), with \( \mathcal{H}_{\text{in/out}}^{\Pi} \oplus \mathcal{H}_{\text{in/out}}^{\Pi} = \mathcal{H}_{\text{in/out}}^{m,+} \oplus \mathcal{H}_{\text{in/out}}^{m,-} \). Therefore, for every \( m \in \mathbb{C} \), there exists a decomposition of every element \( \phi \in \mathcal{H}_{\text{S.T.}} \), \( \phi_{\text{in/out}}^{\Pi}(\Pi) \in \mathcal{H}_{\text{in/out}}^{\Pi} \oplus \mathcal{H}_{\text{in/out}}^{\Pi} \),

\[ \phi(\Pi) = \sum_{\pm} \phi(\Pi)_m, \quad [\hat{\mathcal{H}}_{m}^{\text{in}} \phi](\Pi) = \sum_{\pm} E^{\text{in}}_{\pm}(m, \Pi) \phi_m(\Pi) \] (17a)

\[ \phi(\Pi) = \sum_{\pm} \phi_m(\Pi), \quad [\hat{\mathcal{H}}_{m}^{\text{out}} \phi_m](\Pi) = \sum_{\pm} E^{\text{out}}_{\pm}(m, \Pi) \phi_m(\Pi), \] (17b)

where

\[ \pm a_m := \hat{P}_{\text{in/out},m}^{\pm} a, \quad \pm a_m := \hat{P}_{\text{out},m}^{\pm} a \] (18)

\[ E^{\text{in/out}}_{\pm}(m, \Pi) := \pm \sqrt{m^2 + \Pi^2} + eA^0_{\text{in/out}}. \] (19)

### 2.2.2 The Time-Translation Operator

We can define a time-translation operator for the homogeneous spacetime Dirac equation with mass \( m \) on \( \mathcal{H}_{\text{in/out},|\Pi|} \),

\[ [\hat{T}_m(t,t')\phi]^{\text{in}}(\Pi) = \sum_{\pm} \pm \phi_m(\Pi) \exp \left( -iE^{\text{in}}(m, \Pi)(t - t') \right), \quad t, t' \leq t_{\text{in}} \] (20a)

\[ [\hat{T}_m(t,t')\phi]^{\text{out}}(\Pi) = \sum_{\pm} \pm \phi_m(\Pi) \exp \left( -iE^{\text{out}}(m, \Pi)(t - t') \right), \quad t, t' \geq t_{\text{out}}. \] (20b)

When acting on the domain of \( \hat{\mathcal{H}}_{m}^{\text{in}} \) in \( \mathcal{H}_{\text{S.T.}} \), it returns the unique solution for the spacetime Dirac equation with mass \( m \) in \( C^1((-, t_{\text{in}}); \mathcal{H}_{\text{S.T.}}) \) or \( C^1((t_{\text{out}}, \infty); \mathcal{H}_{\text{S.T.}}) \) that equals the input state at \( t' \). The fact that it returns a solution of the Dirac equation with mass \( m \) and leaves it invariant if \( t = t' \) is clear from inspection. That the solution it gives is unique and that it is necessarily in the Hilbert space is shown in Appendix 2. If \( m \) is real then \( \hat{T}_m(t,t') \) is unitary.
2.2.3 The Bipartition of \( \mathcal{H}_{\text{S.T.}} \) and Feynman Boundary Conditions

Define \( \hat{P}_{\text{in/out},m}^{\pm} \) as the operator on \( \mathcal{H}_{\text{S.T.}} \) induced by the \( \hat{P}_{\text{in/out},m}^{\pm} \) operators on the generalised subspaces, \( \hat{P}_{\text{in/out},m}^{\pm} : \phi(II) \mapsto \hat{P}_{\text{in/out},m}^{\pm} \phi(II) \). We can then define the target spaces of \( \hat{P}_{\text{in},m}^{\pm} \) as \( \pm \mathcal{H}_{\text{S.T.}}^m \), and the target spaces of \( \hat{P}_{\text{out},m}^{\pm} \) as \( \pm \mathcal{H}_{\text{S.T.}}^m \), such that

\[
\mathcal{H}_{\text{S.T.}} = \pm \mathcal{H}_{\text{S.T.}}^m \oplus \mathcal{H}_{\text{S.T.}} = \pm \mathcal{H}_{\text{S.T.}}^m \oplus -\mathcal{H}_{\text{S.T.}}^m. \tag{21}
\]

Note that this bipartition is orthogonal if \( m \) is real, and

\[
\pm \phi_m \in \pm \mathcal{H}_{\text{S.T.}}^m, \quad \pm \psi_m \in \pm \mathcal{H}_{\text{S.T.}}^m. \tag{22}
\]

**Definition** (Feynman boundary condition) An element of \( C(L;\mathcal{H}_{\text{S.T.}}) \), where \( t_{\text{in}}, t_{\text{out}} \in L \subseteq \mathbb{R} \), is said to obey the “Feynman boundary condition (with mass \( m \))” if and only if it has 0 component in \( +\mathcal{H}_{\text{S.T.}}^m \) at \( t_{\text{in}} \) and 0 component in \( -\mathcal{H}_{\text{S.T.}}^m \) at \( t_{\text{out}} \).

The name is chosen as the boundary condition is a natural generalisation of that discussed by Feynman for the free particle causal propagator [2]. It is a straightforward consequence of the linearity of the boundary condition that it uniquely determines a solution of the inhomogeneous spacetime Dirac equation if and only if there exists no nontrivial solution of the homogeneous spacetime Dirac equation that satisfies the boundary condition. A closely related condition is discussed by FGS [16, Chap. 2.4]. They demand that the determinant of the transformation matrix between the basis of negative energy in-states and negative energy out-states is non-zero. This would be the case if and only if there are no vectors in the space of negative energy in-states which transform to vectors with no components in the negative energy out-space - i.e. there are no nontrivial solutions to the homogeneous spacetime Dirac equation which satisfy the Feynman boundary condition. FGS introduce this as a condition for the Fock spaces formed by the action of the creation operators on the in and out vacua to coincide. The physical implications of this condition being violated are unclear, but probably significant: it seems to correspond to a situation where the vacuum states at the in and out times are too radically different to be described in terms of particle perturbations of each other, and hence the whole approach to external-field QED that thinks in terms of perturbative particle processes expanded about the transition from vacuum to vacuum breaks down. Therefore, in physical situations where any of the approaches to external-field QED being considered in this paper are appropriate, this condition ought to be satisfied.

2.3 A Representation of \( \mathcal{H}_{\text{P.T.}} \) in Which \( \hat{H} \) is Diagonal

As discussed in Sect. 2.1, we can define a direct integral representation of \( \mathcal{H}_{\text{P.T.}} \) on which \( \hat{H}^2 \) is represented by a multiplication operator,

\[
\mathcal{H}_{\hat{H}^2} := \int_{\sigma(\hat{H}_2)} d\mu_{\hat{H}_2}(\lambda^2) \mathcal{H}_{\hat{H}^2}. \tag{23}
\]
Consider the representation of $\hat{H}$ on this space. Since it commutes with $\hat{H}^2$, it must be able to be represented by an operator $\hat{H}(\lambda^2)$ on every $\mathcal{H}^\lambda$ space, and since $(\hat{H}(\lambda^2))^2 = \lambda^2$, we know that if $\lambda \neq 0$ then $\hat{H}(\lambda^2)/\lambda$ is defined everywhere on this space [22]. We can therefore define the operators, for $\lambda^2 \neq 0$,

$$\hat{P}_\lambda a := \frac{1}{2} \left( 1 + \frac{\hat{H}}{\lambda} \right) a. \quad (24)$$

These obey $(\hat{P}_\lambda)^2 = \hat{P}_\lambda$ and $1 = \hat{P}_\lambda + \hat{P}_{-\lambda}$. They are therefore a complete set of projection operators, and we can define their target spaces as $\mathcal{H}^\lambda_\hat{H}$ such that

$$\mathcal{H}^{\lambda^2}_\hat{H} = \mathcal{H}^\lambda_\hat{H} \oplus \mathcal{H}^{-\lambda}_\hat{H}. \quad (25)$$

This bipartition is orthogonal if $\lambda$ is real. Define also $\hat{P}_0 := 1$. We can then define $\mathcal{H}_{\hat{H}}$ and $\hat{U}_{\hat{H}} : \mathcal{H}_{\text{PT.}} \rightarrow \mathcal{H}_{\hat{H}}$ by

$$\mathcal{H}_{\hat{H}} := \int_{\sigma(\hat{H})} d\mu_{\hat{H}}(\lambda) \, \mathcal{H}^\lambda_{\hat{H}}, \quad [\hat{U}_{\hat{H}} \phi](\lambda) = \hat{P}_\lambda [\hat{U}_{\hat{H}} \phi](\lambda^2)$$

(26)

where $\mu_{\hat{H}}$ is the push-forward of $\mu_{\hat{H}}$ by $\lambda = \text{sign}(\lambda)\sqrt{\lambda^2}$. (Considering $\lambda^2$ as an independent variable.) Note that since $(\sigma(\hat{H}))^2 = \sigma(\hat{H}^2)$, $\sigma(\hat{H})$ is confined to the real and imaginary axes of the complex plane. It directly follows from Eqs. 24 and 26 that $\hat{H}$ is represented in $\mathcal{H}_{\hat{H}}$ as a multiplication operator, $\hat{H} : \phi(\lambda) \mapsto \lambda \phi(\lambda)$. To derive the representation of the Hilbert-space product in $\mathcal{H}_{\hat{H}}$, first define

$$\bar{\phi}(\lambda) := \frac{1}{2} \left( 1 + \frac{\hat{H}^\dagger \lambda^*}{\lambda} \right) \phi(\lambda). \quad (27)$$

This gives

$$(\phi, \phi)_{\text{PT.}} = \int_{\sigma(\hat{H})} d\mu_{\hat{H}}(\lambda^2) \sum_{\pm} (\bar{\phi}(\pm \sqrt{\lambda^2}), \phi(\pm \sqrt{\lambda^2}))_{\pm \sqrt{\lambda^2}}$$

$$= \int_{\sigma(\hat{H})} d\mu_{\hat{H}}(\lambda) \, (\bar{\phi}(\lambda), \phi(\lambda))_{\lambda}$$

(28)

where $(a, b)_{\lambda}$ is the inner product of $\mathcal{H}^\lambda_{\hat{H}}$. In the last equality we have moved the sum over $\pm$ outside the integral, which we must assume to be possible.

### 2.4 Generalised Eigenvectors of $\hat{H}$

Consider a vector in one of the generalised subspaces that makes up the direct integral $\mathcal{H}_{\hat{H}}$, $a \in \mathcal{H}^{\lambda_0}_{\hat{H}}$. If $\lambda_0$ is in the point spectrum, then $a$ is a true eigenvector of $\hat{H}$. If $\lambda_0$ is in the continuous spectrum, though, then this “generalised eigenvector” is not a vector in the Hilbert space proper. Whether $\lambda_0$ is in the continuous or point spectrum, it can be seen as a representation-independent object by its action as a linear functional,
\[ \langle \varphi, a \rangle := (\bar{\varphi}(\lambda_0), a)_{\lambda_0}. \]  

(29)

This functional action is well-defined on any \( \varphi \in \mathcal{H}_\tilde{H} \) for which \( \bar{\varphi} \) is of finite magnitude at \( \lambda = \lambda_0 \). This includes the whole Hilbert space iff \( \lambda_0 \) is in the point spectrum.

These generalised eigenvectors are functional solutions of the homogeneous spacetime Dirac equation with mass \( m = -\lambda_0 \). We assume that they are able to be chosen to have some desirable properties. First, we assume that they are classical solutions at \( t \leq t_{in} \) and \( t \geq t_{out} \). Specifically, for every \( a \in \mathcal{H}_\tilde{H} \) there exists \( a(t \leq t_{in}) \in C^1((-\infty, t_{in});\mathcal{H}_{S,T}) \) and \( a(t \geq t_{out}) \in C^1([t_{out}, \infty);\mathcal{H}_{S,T}) \), such that if \( \langle \varphi, a \rangle \) exists then,

\[ \lim_{n \to \infty} \langle \delta_t^{(n)} \varphi, a \rangle = (\varphi(t), a(t))_{S,T}, \quad t \leq t_{in} \text{ or } t \geq t_{out}, \]  

(30)

where \( \delta_t^{(n)} \) is a sequence of \( \mathbb{C} \)-valued functions that act as a nascent delta function centred on \( t \) as \( n \to \infty \). This means that we can define a mapping from every \( \mathcal{H}_\tilde{H} \) to \( \mathcal{H}_{S,T} \) for every time \( t \leq t_{in} \) or \( t \geq t_{out} \), \( a \mapsto a(t) \), and that for times \( t, t' \leq t_{in} \) or \( t, t' \geq t_{out} \) these are related by \( a(t) = \tilde{T}_{-1}(t, t')a(t') \) as defined in Eqs. 20a and 20b.

We need two other results. First, it follows straightforwardly from Eqs. 20a and 20b and \((a, a)_{P,T} = \int_{-\infty}^{\infty} dt \langle a(t), a(t) \rangle_{S,T} \) that for every \( a \in \mathcal{H}_\tilde{H} \) to have finite \( \mathcal{H}_{P,T} \)-norm, \( E^\pm_\lambda(\Pi, \Pi) \) must have positive imaginary component for every non-zero \( \pm a_{-\lambda}(\Pi,t_{in}) \), and \( E^{-\text{out}}_\lambda(\Pi, \Pi) \) must have negative imaginary component for every non-zero \( \pm a_{-\lambda}(\Pi,t_{out}) \). A true eigenstate of \( \tilde{H} \) cannot have a component of real energy. We want a similar though less strict restriction on the generalised eigenstates, which we assume rather than demonstrate. We assume that the generalised eigenvectors \( a \in \mathcal{H}_\tilde{H} \) do not grow exponentially. This would necessarily be true if the external field is smooth with all derivatives polynomially bounded, as then \( \tilde{H} \) leaves the Schwartz class invariant, and hence we could use the nuclear spectral theorem to determine that our eigenstates are tempered distributions [23].

### 2.5 Projecting a Vector in \( \mathcal{H}_{P,T} \) onto a Vector in \( \mathcal{H}_{S,T} \)

Since \( \mathcal{H}_{P,T} \cong L^2(\mathbb{R};\mathcal{H}_{S,T}) \), for any \( \phi \in \mathcal{H}_{P,T} \) we can assign, for every \( t \in \mathbb{R} \), \( \phi(t) \in \mathcal{H}_{S,T} \). This means of projecting a Hilbert-space state onto a time must be consistent with the projection of the generalised eigenvectors just discussed. Therefore,

\[ \lim_{n \to \infty} \langle \phi \delta_t^{(n)}, \phi \rangle_{P,T} = \langle \phi(t), \phi(t) \rangle_{S,T} = \int_{\sigma(\tilde{H})} d\mu_{\tilde{H}}(\lambda) \lim_{n \to \infty} \langle \varphi(\lambda) \delta_t^{(n)}, \phi(\lambda) \rangle = \int_{\sigma(\tilde{H})} d\mu_{\tilde{H}}(\lambda) \langle \bar{\varphi}(t), \phi(\lambda, t) \rangle_{S,T}. \]  

(31)

Working in the \( \mathcal{H}_{in/out}|\tilde{H}| \) this becomes
\[
\int_{\sigma(H)_{\text{in/out}}} \frac{d\mu_{\text{in/out}}(\Pi)}{\Phi_{\text{in/out}}(\Pi)} (\Phi_{\text{in/out}}(\Pi), \Phi_{\text{in/out}}(\Pi; t))_{\Pi \oplus -\Pi} = \int_{\sigma(H)} \mu_{\Pi}(\lambda) \int_{\sigma(H)_{\text{in/out}}} \frac{d\mu_{\text{in/out}}(\Pi)}{\Phi_{\text{in/out}}(\Pi)} (\Phi_{\text{in/out}}(\Pi), \Phi_{\text{in/out}}(\Pi; \lambda; t))_{\Pi \oplus -\Pi}. \tag{32}
\]

Assuming that we can change the order the integrals and the implicit sum over the basis sections of \(H_{\text{in/out}}(H)\), this gives
\[
\Phi_{\text{in/out}}(\Pi; t) = \int_{\sigma(H)} \mu_{\Pi}(\lambda) \Phi_{\text{in/out}}(\Pi; \lambda; t). \tag{33}
\]

The primary aim of this subsection is to convert the RHS of this equation into an inverse Fourier transform for times \(t \leq t_{\text{in}}\) and \(t \geq t_{\text{out}}\). Call \(L_{\text{in/out}}\) the open vertical half-line in the upper (+ case) or lower (− case) complex half-plane that has \(eA_{0}\) as its finite limit point. Call \(L_{\text{in/out}}\) the vertical line in the complex plane that intersects the real axis at \(eA_{0}\). Call \(\mathcal{I}_{\text{in/}}\) the imaginary axis, and \(\mathcal{I}_{\text{in/}}\) the open positive/negative imaginary half-axes. Extend the measure \(\mu_{\Pi}\) to the whole imaginary and real axes by stipulating \(\mu_{\Pi}(\rho) = 0\) if \(\rho \cap \sigma(H)\) is empty. Then we can use Eqs. 20a and 20b to write Eq. 33 as
\[
\Phi_{\text{in}}(\Pi; t) = \sum_{\xi = \pm} \int_{\mathcal{I}_{\text{in/}}} d\mu_{\Pi}(\lambda) \xi \Phi_{\pm}(\Pi; \lambda; t) \exp \left(-\frac{iE_{\xi}(\lambda, \Pi)(t - t')}{\lambda}\right) \tag{34a}
\]
\[
\Phi_{\text{out}}(\Pi; t) = \sum_{\xi = \pm} \int_{\mathcal{I}_{\text{in/}}} d\mu_{\Pi}(\lambda) \xi \Phi_{\pm}(\Pi; \lambda; t) \exp \left(-\frac{iE_{\xi}(\lambda, \Pi)(t - t')}{\lambda}\right), \tag{34b}
\]
where we assume it is possible to bring the sum over \(\pm\) outside of the integral. Define
\[
\lambda_{\text{in/out}}(E, \Pi) := \sqrt{(E - eA_{0}^{\text{in/out}})^{2} - \Pi^{2}}, \tag{35}
\]
and
\[
\Phi_{\text{in/\pm}}(\Pi; E; t) := \xi \Phi_{\pm}(\lambda_{\text{in/out}}(E, \Pi); t) \tag{36a}
\]
\[
\Phi_{\text{out/\pm}}(\Pi; E; t) := \xi \Phi_{\pm}(\lambda_{\text{out}}(E, \Pi); t) \tag{36b}
\]
such that
\[
\Phi_{\text{in/\pm}}(\Pi; E; \lambda; t) = \xi \Phi_{\pm}(\Pi; \lambda; t), \quad \lambda \in \mathbb{R}^{\pm} \cup i\mathbb{R}^{\pm} \tag{37a}
\]
\[
\Phi_{\text{out/\pm}}(\Pi; E; \lambda; t) = \xi \Phi_{\pm}(\Pi; \lambda; t), \quad \lambda \in \mathbb{R}^{\pm} \cup i\mathbb{R}^{\pm} \tag{37b}
\]
Then, splitting the integrals in Eq. 34 in half, we use Eq. 37 to write them in a form amenable to a change of variables,

\[
\int_{\mathbb{R} \cup i\mathbb{R}} d\mu_{\Pi}(\lambda) \phi_{\xi}^{\text{in/out}}(\Pi;E_{\xi}^{\text{in/out}}(\Pi, \lambda); t') \exp \left( -iE_{\xi}^{\text{in/out}}(\Pi, \lambda)(t - t') \right) = \int_{\left[ \mathbb{R} \cup [eA_0^{\text{in/out}}] \right] \cup_{\text{in/out}} \mathbb{R}} d\mu_{E,\Pi}^{\text{in/out}}(E) \phi_{\xi}^{\text{in/out}}(\Pi;E; t') \exp \left( -iE(t - t') \right),
\]

(38)

where \( \mu_{E,\Pi}^{\text{in/out}} \) is the push-forward of the measure \( \mu_{\Pi} \) using the mapping \( E_{\text{sign}(E-eA_0^{\text{in/out}})}^{\text{in/out}}(\Pi, \lambda) \), where \( \text{sign}(x) \) returns \( \pm \) if \( x \in \mathbb{R} \cup i\mathbb{R} \). Therefore

\[
\phi_{\text{in}}^{\text{in}}(\Pi, t) = \int_{\mathbb{R} \cup i\mathbb{R}} d\mu_{E,\Pi}^{\text{in}}(E) \left( [\text{sign}(E-eA_0^{\text{in}})] \phi_{-\lambda^{\text{in}}(E, \Pi)}^{\text{in}}(\Pi; \lambda^{\text{in}}(E, \Pi); t') \right) \exp \left( -iE(t - t') \right)
\]

(39a)

\[
\phi_{\text{out}}^{\text{in}}(\Pi, t) = \int_{\mathbb{R} \cup i\mathbb{R}} d\mu_{E,\Pi}^{\text{out}}(E) \left( [\text{sign}(E-eA_0^{\text{out}})] \phi_{-\lambda^{\text{out}}(E, \Pi)}^{\text{out}}(\Pi; \lambda^{\text{in}}(E, \Pi); t') \right) \exp \left( -iE(t - t') \right)
\]

(39b)

where we have used our assumption, discussed at the end of Sect. 2.4, that generalised eigenvectors cannot exponentially grow to eliminate half the integral over the vertical line. Define

\[
\lambda^{\text{u}}(E, \Pi) := \begin{cases} 
\text{sign}(E-eA_0^{\text{in}}) \sqrt{(E-eA_0^{\text{in}})^2 - \Pi^2}, & (E-eA_0^{\text{in}})^2 \geq \Pi^2 \\
\sqrt{(E-eA_0^{\text{in}})^2 - \Pi^2}, & (E-eA_0^{\text{in}})^2 \leq \Pi^2
\end{cases}
\]

(40a)

\[
\lambda^{\text{l}}(E, \Pi) := \begin{cases} 
\text{sign}(E-eA_0^{\text{out}}) \sqrt{(E-eA_0^{\text{out}})^2 - \Pi^2}, & (E-eA_0^{\text{out}})^2 \geq \Pi^2 \\
-(E-eA_0^{\text{out}})^2 - \Pi^2, & (E-eA_0^{\text{out}})^2 \leq \Pi^2
\end{cases}
\]

(40b)

where the “u” and “l” superscript refer to the fact that \( \lambda^{\text{u/l}} \) can be taken as an analytic function of \( E \) on the whole upper/lower half complex plane. Define also

\[
\pm \phi(\Pi; E) := [\text{sign}(E-eA_0^{\text{in}})] \phi_{-\lambda^{\text{u}}(E, \Pi)}^{\text{in}}(\Pi; \pm \lambda^{\text{u}}(E, \Pi); t_{\text{in}})
\]

(41a)

\[
\pm \phi(\Pi; E) := [\text{sign}(E-eA_0^{\text{out}})] \phi_{-\lambda^{\text{l}}(E, \Pi)}^{\text{out}}(\Pi; \pm \lambda^{\text{l}}(E, \Pi); t_{\text{out}})
\]

(41b)

such that
We proceed, in the rest of this subsection, to convert the integral over imaginary energies to one over real energies, possible by virtue of the assumption that exponential increase is forbidden. This completes the conversion of the RHS of Eq. 33 into an inverse Fourier transform. We need quite a general result, for which we assume that we can express \( \pm \phi(\Pi; E) \) and \( \pm \phi(\Pi; E) \) in the form

\[
\pm \phi(\Pi; E) = g^u(E) \pm \theta(\Pi; E), \quad \pm \phi(\Pi; E) = g^l(E) \pm \theta(\Pi; E),
\]

where \( g^{u/l}(E) \) is a complex-valued meromorphic function on the upper/lower half-planes which is bounded on \( I^{in/out} \cup \mathbb{R} \) and as \( |E| \to \infty \). Note that \( g^{u/l}(E) \) could depend on \( \pm \) and \( \Pi \), but since this possible dependence does not affect the following manipulations, we neglect it here. Define

\[
R^{u/l}(p, t)[g] := \sum_{E_0 \in \text{poles}} \text{Res}(g(E_0)) \frac{E_0 - p}{2\pi i (E_0 - p)} e^{-iE_0 t},
\]

where the sum runs over poles of \( g(E) \) in the upper/lower half plane. Then, by the residue theorem and Jordan’s lemma,

\[
g^u(p)e^{-ip(t-t_{in})} = \int_{\mathbb{R}} dE \frac{g^u(E)}{2\pi i (E - p)} e^{-iE(t-t_{in})} - R^u(p, t - t_{in})[g^u], \quad \text{Im}\{p\} > 0
\]

\[
g^l(p)e^{-ip(t-t_{out})} = -\int_{\mathbb{R}} dE \frac{g^l(E)}{2\pi i (E - p)} e^{-iE(t-t_{out})} - R^l(p, t - t_{out})[g^l], \quad \text{Im}\{p\} < 0,
\]

by closing the \( E \) integral in the upper plane for the “in” case and the lower plane for the “out” case. Assuming that we can exchange the order of the integrals along the vertical lines, i.e.

\[
\int_{t_{in}^+} d\mu^u_{E, \Pi}(p) \int_{\mathbb{R}} dE \frac{g^u(E) \pm \theta(\Pi; p)}{2\pi i (E - p)} e^{-iE(t-t_{in})}
\]

\[
= \int_{\mathbb{R}} dE \int_{t_{in}^+} d\mu^u_{E, \Pi}(p) \frac{g^u(E) \pm \theta(\Pi; p)}{2\pi i (E - p)} e^{-iE(t-t_{in})}
\]
and

\[
\int_{L_{\text{out}}} d\mu_{\text{out}}^{\infty}(E, \Pi) \int dE \frac{g^1(E) \pm \theta(\Pi; p)}{2\pi i (E - p)} e^{-iE(t - t_{\text{out}})} = \int dE \int_{L_{\text{out}}} d\mu_{\text{out}}^{\infty}(E, \Pi) \frac{g^1(E) \pm \theta(\Pi; p)}{2\pi i (E - p)} e^{-iE(t - t_{\text{out}})}. \tag{45b}
\]

This allows us to write

\[
\phi^{\text{in}}(\Pi, t) = \sum_{\pm} \int dE \frac{g^u(E) \pm \tilde{\theta}(\Pi; E) \exp \left( -iE(t - t_{\text{in}}) \right)}{2\pi i (E - p)} - \int_{L_{\text{in}}} d\mu_{\text{in}}^{\infty}(p) \frac{R^u(p, t - t_{\text{in}})[g^u] \pm \theta(\Pi; p), \ t \leq t_{\text{in}}}{2\pi i (E - p)}, \tag{46a}
\]

\[
\phi^{\text{out}}(\Pi, t) = \sum_{\pm} \int dE \frac{g^1(E) \pm \tilde{\theta}(\Pi; E) \exp \left( -iE(t - t_{\text{out}}) \right)}{2\pi i (E - p)} - \int_{L_{\text{out}}} d\mu_{\text{out}}^{\infty}(p) \frac{R^1(p, t - t_{\text{out}})[g^1] \pm \theta(\Pi; p), \ t \geq t_{\text{out}}}{2\pi i (E - p)}, \tag{46b}
\]

where,

\[
\pm \tilde{\theta}(\Pi; E) := \rho^{\text{in}}(\Pi; E) \pm \theta(\Pi; E) + \int_{L_{\text{in}}} d\mu_{\text{in}}^{\infty}(p) \frac{\pm \theta(\Pi; p)}{2\pi i (E - p)}, \tag{46c}
\]

\[
\pm \tilde{\theta}(\Pi; E) := \rho^{\text{out}}(\Pi; E) \pm \theta(\Pi; E) - \int_{L_{\text{out}}} d\mu_{\text{out}}^{\infty}(p) \frac{\pm \theta(\Pi; p)}{2\pi i (E - p)} \tag{46d}
\]

and

\[
d\mu_{\text{in/out}}^{\infty}(E) = dE \rho^{\text{in/out}}(\Pi; E) \tag{46e}
\]

for real \(E\), where \(\rho^{\text{in/out}}(\Pi; E) \in [0, \infty)\). This expression for the measure is possible since we know that true eigenvectors of \(\hat{H}\) cannot have components with real energy, hence \(\mu^{\text{in/out}}_{E, \Pi}\) for real \(E\) must be absolutely continuous with respect to the Lebesgue measure.

### 2.6 The Differential Equations

#### 2.6.1 The Relationship Between Solutions of the Inhomogeneous Spacetime and Proper-Time Dirac Equations

The inhomogeneous proper-time Dirac Eq. (11) can be written in \(\mathcal{H}_{\hat{H}}\) as
(idτ - λ)ψ(λ;τ) = -J(λ;τ). 

(47)

Suppose that the complex Fourier transform of \( J(\tau) \), with respect to proper-time is well-defined and finite on the positive imaginary axis, and denote it

\[ \tilde{J}(m) := \frac{1}{2\pi} \int_{\mathbb{R}} d\tau \ J(\tau) e^{im\tau}, \quad m \in \mathbb{C}. \]

(48)

Consider

\[ \psi(\lambda;\tau) = \begin{cases} 
\int_{-\infty}^{\infty} dm \frac{1}{\lambda - m} \tilde{J}(\lambda;m)e^{-im\tau} + 2\pi i \tilde{J}(\lambda;\lambda)e^{-i\lambda\tau}, & \text{Im}\{\lambda\} > 0 \\
\pi \tilde{J}(\lambda;\lambda)e^{-i\lambda\tau}, & \text{Im}\{\lambda\} = 0 \\
\int_{-\infty}^{\infty} dm \frac{1}{\lambda - m} \tilde{J}(\lambda;m)e^{-im\tau}, & \text{Im}\{\lambda\} < 0.
\end{cases} \]  

(49a)

Using the Sokhotski-Plemelj theorem this can be rewritten,

\[ \psi(\lambda;\tau) = \lim_{\eta \to 0^+} \int_{-\infty}^{\infty} dm \frac{-1}{m + i\eta - \lambda} \tilde{J}(\lambda;m)e^{-im\tau} + 2\pi i\Theta(\text{Im}\{\lambda\}) \tilde{J}(\lambda;\lambda)e^{-i\lambda\tau}, \]

(49b)

where we understand the step-function to mean

\[ \Theta(x) = \begin{cases} 
1, & x > 0 \\
0, & x \leq 0.
\end{cases} \]  

(49c)

\( \psi(\lambda;\tau) \) is clearly a solution of the inhomogeneous proper-time Dirac equation if both it and \( \lambda \psi(\lambda;\tau) \) exist and are in \( C^1(\mathbb{R};H_{P,T}) \). We call it the \textit{retarded solution}. To show why consider the case where \( J(\tau) \) is supported only on \( \tau > T_1, \quad T_1 < 0 \). Then we can use Eq. 98 to perform the \( m \) integrals in Eq. 49b, looking at \( \tau < T_1 \). This gives

\[ \psi(\lambda;\tau < T_1) = 0. \]  

(50)

The term “retarded solution” of course implies that this is the unique solution that satisfies this condition, which seems likely but which we do not have a proof for, due to the awkward properties of \( \hat{H} \), and hence how little knowledge we have of its spectrum. This does not strictly affect our argument, though, since we do not use this condition as our definition.

We want to consider the response to a plane wave driving source. The solution, though, is not a well-defined section at \( \lambda = -m_0 \), and it cannot be \textit{directly} defined as being zero before the source acts, since a plane-wave source acts forever. We therefore have to define it as a functional solution of the Dirac equation, reached as a limit of a sequence of \( H_{P,T} \) solutions. Specifically, we say

**Definition** (retarded response to a plane wave) Say \( J(\tau) = J_0 e^{im_0\tau} \). The retarded response to this source is given by the functional limit of the sequence of solutions given by Eq. 49a, 49b and 49c to the inhomogeneous proper-time Dirac equation with source profile

\[ \Box \text{ Springer} \]
\[ J_e(\tau) = A_e(m_0; \tau) J := e^{-e|\tau| + im_0 \tau} J \]

as \( \epsilon \to 0^+ \).

\( A_e(m_0; \tau) \) is a nascent delta function in Fourier space, \( \tilde{A}_e(m_0;m) \to \delta(m_0 + m) \) as \( \epsilon \to 0^+ \). Define \( \psi_e(\lambda; \tau) \) as the retarded solution of the inhomogeneous proper-time Dirac equation with source \( A_e(m_0; \tau)J \). Using Eq. 49b,

\[
\psi_e(\lambda; \tau) = -\lim_{\eta \to 0^+} \int dm \frac{\tilde{A}_e(m_0;m)J(\lambda)}{m + i\eta - \lambda} e^{-im\tau} + O(\epsilon). \quad (51)
\]

As \( \epsilon \to 0^+ \) this does not have a well-defined value for \( \lambda = -m_0 \), but it does have a well-defined action as a functional. If \( J(\lambda) \) and \( \tilde{\varphi}(\lambda) \) are bounded and continuous at \( \lambda = -m_0 \),

\[
\langle \varphi, \psi(\tau) \rangle_{\text{P.T.}} = \lim_{\eta \to 0^+} \langle \varphi, \psi_e(\tau) \rangle_{\text{P.T.}} = \lim_{\eta \to 0^+} \int d\mu_{\tilde{H}}(\lambda) \frac{(\tilde{\varphi}(\lambda), J(\lambda))_\lambda}{m_0 + \lambda - i\eta} e^{im_0 \tau} \]

\[
= \left[ P \int_{\sigma(\tilde{H})} d\mu_{\tilde{H}}(\lambda) \frac{(\tilde{\varphi}(\lambda), J(\lambda))_\lambda}{m_0 + \lambda - i\eta} + i\pi \langle \varphi, J(-m_0) \rangle \right] e^{im_0 \tau}, \quad (52)
\]

where it is possible to bring the \( \epsilon \) limit into the integral, once the \( \eta \) limit has been brought outside. (Strictly, “continuous” should be interpreted as “Hölder-continuous” for the principal value to be well defined [24].) Therefore, the retarded response to a plane wave source \( J(\tau) \in \mathcal{H}_{\tilde{H}}, \) of frequency \( -m_0 \), which is continuous at \( \lambda = -m_0 \), is a functional, \( \psi(\tau) \), with a defined action on all \( \varphi \in \mathcal{H}_{\tilde{H}} \) for which \( \tilde{\varphi} \) is also continuous at \( \lambda = -m_0 \). This solution can also be seen as the limit of the \( \mathcal{H}_{\text{P.T.}} \) states

\[
\psi_\eta(\lambda) := J(\lambda)/(m_0 + \lambda - i\eta), \quad (53)
\]

as \( \eta \to 0^+ \). Using this,

\[
\langle \varphi, -(\tilde{H} + m_0)\psi(\tau) \rangle = \lim_{\eta \to 0^+} \langle \varphi, -(\tilde{H} + m_0)\psi_\eta \rangle_{\text{P.T.}} = -\langle \varphi, J \rangle_{\text{P.T.}}. \quad (54)
\]

Therefore \( \psi(\tau) \), the retarded response to a plane wave of proper-time frequency \( -m_0 \), is a functional solution of the inhomogeneous spacetime Dirac equation (2) with mass \( m_0 \) and source profile \( J \). This is the fundamental result that reflects Schwinger’s operator relation (4).

### 2.6.2 The Retarded Response to a Plane Wave Obeys the Feynman Boundary Condition

The functional solution of the inhomogeneous proper-time Dirac equation projects onto a functional on some subset of \( \mathcal{H}_{S,T} \) at a particular time. By Eq. 33 this can be written,
\[
\psi_{\text{in/out}}^{\text{in/out}}(\Pi; t) = \lim_{\eta \to 0^+} \int_{\sigma(\tilde{H})} d\mu_{\tilde{H}}(\lambda) \frac{J_{\text{in/out}}(\Pi; \lambda; t)}{m_0 + \lambda - i\eta},
\]

with \( t \leq t_{\text{in}} \) or \( t \geq t_{\text{out}} \). Use Eqs. 41c and 41d to write

\[
\psi_{\eta}^{\text{in}}(\Pi; t) = \sum_{\pm} \int_{\mathbb{R} \cup t_{\text{in}}^+} d\mu_{E,\Pi}^{\text{in}}(E) \frac{\pm J(\Pi; E)e^{-itE}}{m_0 \pm \lambda(E, \Pi) - i\eta}, \quad t < t_{\text{in}},
\]

\[
\psi_{\eta}^{\text{out}}(\Pi; t) = \sum_{\pm} \int_{\mathbb{R} \cup t_{\text{out}}^-} d\mu_{E,\Pi}^{\text{out}}(E) \frac{\pm J(\Pi; E)e^{-itE}}{m_0 \pm \lambda(E, \Pi) - i\eta}, \quad t > t_{\text{out}},
\]

Define

\[
g_{\eta}^{u/l}(E, \Pi) := \frac{1}{m_0 \pm \lambda^{u/l}(E, \Pi) - i\eta},
\]

which is a meromorphic function in the upper/lower plane and uniformly bounded as \( |E| \to \infty \). We can therefore use Eqs. 46c and 46d with \( g_{\eta}^{u/l}(E) = 1 \) to write

\[
J^{\text{in}}(\Pi; t) = \sum_{\pm} \int_{\mathbb{R}} dE \frac{\pm \tilde{J}(\Pi; E)}{\pm \lambda^{u/l}(E, \Pi) - i\eta} \exp(-iE(t - t_{\text{in}}))
\]

\[
J^{\text{out}}(\Pi, t) = \sum_{\pm} \int_{\mathbb{R}} dE \frac{\pm \tilde{J}(\Pi; E)}{\pm \lambda^{u/l}(E, \Pi) - i\eta} \exp(-iE(t - t_{\text{out}}))
\]

and with \( g_{\eta}^{u/l}(E) \) as defined in Eq. 57,

\[
\psi_{\eta}^{\text{in}}(\Pi; t) = \sum_{\pm} \int_{\mathbb{R}} dE \ g_{\eta, \pm}^{u}(E, \Pi) \frac{\pm \tilde{J}(\Pi; E)}{\pm \lambda^{u/l}(E, \Pi) - i\eta} \exp(-iE(t - t_{\text{in}}))
\]

\[
- \int_{t_{\text{in}}^+} d\mu_{E,\Pi}^{\text{in}}(p) R^{u}(p, t - t_{\text{in}})[g_{\eta, \pm}^{u}] \frac{\pm J(\Pi; p)}{\pm \lambda^{u/l}(E, \Pi) - i\eta}
\]

\[
\psi_{\eta}^{\text{out}}(\Pi; t) = \sum_{\pm} \int_{\mathbb{R}} dE \ g_{\eta, \pm}^{l}(E, \Pi) \frac{\pm \tilde{J}(\Pi; E)}{\pm \lambda^{u/l}(E, \Pi) - i\eta} \exp(-iE(t - t_{\text{out}}))
\]

\[
- \int_{t_{\text{out}}^-} d\mu_{E,\Pi}^{\text{out}}(p) R^{l}(p, t - t_{\text{out}})[g_{\eta, \pm}^{l}] \frac{\pm J(\Pi; p)}{\pm \lambda^{u/l}(E, \Pi) - i\eta}
\]

We know that \( J^{\text{in}}(\Pi, t) \) is supported only on \( t > t_{\text{in}} \) and \( J^{\text{out}}(\Pi, t) \) is supported only on \( t < t_{\text{out}} \). In Appendix 3 we argue that we can treat both \( \pm \) components in the sum on the RHS of Eqs. 58a and 58b as also independently satisfying this condition. Therefore, we can use Eq. 98 to carry out the integrals,
The sum runs over poles in the upper and lower half plane in Eqs. 60a and 60b, respectively. This gives

$$\sum_{\pm} \int_{\mathbb{R}} dE \, g^{u}_{\eta,\pm}(E, \Pi) \pm \tilde{J}(\Pi;E) \exp \left( -iE(t - t_{in}) \right)$$

$$= 2\pi i \sum_{\pm, E_{0}\in\text{poles}} \text{Res}(g^{u}_{\eta,\pm}(E_{0}, \Pi)) \pm \tilde{J}(\Pi;E_{0}) \exp \left( -iE_{0}(t - t_{in}) \right)$$  \hspace{1cm} (60a)

$$\sum_{\pm} \int_{\mathbb{R}} dE \, g^{l}_{\eta,\pm}(E, \Pi) \pm \tilde{J}(\Pi;E) \exp \left( -iE(t - t_{out}) \right)$$

$$= -2\pi i \sum_{\pm, E_{0}\in\text{poles}} \text{Res}(g^{l}_{\eta,\pm}(E_{0}, \Pi)) \pm \tilde{J}(\Pi;E_{0}) \exp \left( -iE_{0}(t - t_{out}) \right)$$  \hspace{1cm} (60b)

where the sum runs over poles in the upper and lower half plane in Eqs. 60a and 60b, respectively. This gives

$$\psi_{\eta}^{in}(\Pi; t) = 2\pi i \sum_{\pm, E_{0}} \text{Res}(g^{u}_{\eta,\pm}(E_{0}, \Pi)) \rho(\Pi;E_{0})$$

$$\pm \tilde{J}(\Pi;E_{0}) \exp \left( -iE_{0}(t - t_{in}) \right)$$  \hspace{1cm} (61a)

$$\psi_{\eta}^{out}(\Pi; t) = -2\pi i \sum_{\pm, E_{0}} \text{Res}(g^{l}_{\eta,\pm}(E_{0}, \Pi)) \rho(\Pi;E_{0})$$

$$\pm \tilde{J}(\Pi;E_{0}) \exp \left( -iE_{0}(t - t_{out}) \right)$$  \hspace{1cm} (61b)

Note that the integral over $p$ in Eq. 59 has cancelled with that in the definition of $\tilde{J}$ in Eqs. 46c and 46d. $g^{u/l}_{\eta,\pm}(E, \Pi)$ has poles at

$$E_{0} = \pm \sqrt{m_{0}^{2} + \Pi^{2} + A_{0}^{in/out}} \pm \frac{\eta}{\sqrt{1 + (\Pi^{2}/m_{0}^{2})}} + \mathcal{O}(\eta^{2}),$$

$$\hspace{4cm} (62)$$

with residues $\pm m_{0}/\sqrt{m_{0}^{2} + \Pi^{2} + \mathcal{O}(\eta)}$. Therefore in the “in” case we capture the negative energy pole, and in the “out” case we capture the positive energy pole. Taking $\eta \to 0^{+}$

$$\psi_{\eta}^{in}(\Pi; t) = \frac{2\pi i m_{0} \rho(\Pi;E_{0}^{in}(m_{0}, \Pi)) - J_{m_{0}}(\Pi; - m_{0}; t_{in})}{\sqrt{m_{0}^{2} + \Pi^{2}}}$$

$$\cdot \exp \left( -i \left[ -\sqrt{m_{0}^{2} + \Pi^{2} + eA_{0}^{in}} \right] (t - t_{in}) \right)$$  \hspace{1cm} (63a)
where we have used Eqs. 41a, 41b, 41c and 41d to write the RHS. It is clear that this is in \( \mathcal{H}_{S,T} \) as a direct consequence of our assumption that the generalised eigenvectors projected onto times \( t \leq t_{in} \) and \( t \geq t_{out} \) take values in \( \mathcal{H}_{S,T} \) (30). It is also clear from Eq. 22 that it obeys the Feynman boundary condition.

3 The “Causal Propagator” of Fradkin, Gitman & Shvartsman

FGS [16] require that their external field’s instantaneous energy spectrum at \( t_{in} \) and \( t_{out} \) has a gap that covers \( E = 0 \). They also assume that the Hamiltonian at \( t_{in} \) and \( t_{out} \), \( \widehat{H}_{m_0}^{in/out} \), has a complete eigenbases in \( \mathcal{H}_{S,T} \). They define two decompositions of the Schrödinger-picture field operator,

\[
\psi_S(x) = \sum_{\alpha} \varphi_{\alpha}(x) \hat{a}_{\alpha}(t_{in}) + \varphi_{\alpha}(x) \hat{b}^\dagger_{\alpha}(t_{in})
\]

\[
= \sum_{\alpha} \varphi_{\alpha}(x) \hat{a}_{\alpha}(t_{out}) + \varphi_{\alpha}(x) \hat{b}^\dagger_{\alpha}(t_{out}).
\]

\( \{+/-\varphi_{\alpha}(x)\}_a \) are the instantaneous eigenstates \( \widehat{\mathcal{H}}_{in} \) with positive/negative energy, and \( \{+/-\varphi_{\alpha}(x)\}_a \) are the instantaneous eigenstates \( \widehat{\mathcal{H}}_{out}^{m_0} \) with positive/negative energy. These in turn define two bipartitions of the Hilbert space \( \mathcal{H}_{S,T} \) into the two spanned by the positive and the negative energy eigenstates: \( \pm \varphi_{\alpha} \) spans \( \pm \mathcal{H}_{S,T}^{m_0} \) and \( \pm \varphi_{\alpha} \) spans \( \pm \mathcal{H}_{S,T} \), as defined above Eq. 21. These bases define the creation/annihilation operators used in the decomposition, which FGS in turn use to define in/out vacuum states,

\[
\hat{a}_{\alpha}(t_{in}) |0, t_{in}\rangle = \hat{b}_{\alpha}(t_{in}) |0, t_{in}\rangle = \hat{a}_{\alpha}(t_{out}) |0, t_{out}\rangle = \hat{b}_{\alpha}(t_{out}) |0, t_{out}\rangle = 0.
\]

Note that the vacua are invariant under changes of basis that leave \( \pm \mathcal{H}_{S,T}^{m_0} \) and \( \pm \mathcal{H}_{S,T} \) invariant. Therefore, the choice of vacuum is in one-to-one correspondence with the possible bipartitions of \( \mathcal{H}_{S,T} \) into two orthogonal subspaces. FGS define the “causal propagator”, with \( t_{out} \geq x^0, y^0 \geq t_{in} \), by the expression

\[
S^\circ(x, y) := i \langle 0, \text{out} | T[\hat{\psi}_H(x) \hat{\psi}^\dagger_H(y)] | 0, \text{in} \rangle c^{-1} \quad \text{c}_v := \langle 0, \text{out} | 0, \text{in} \rangle
\]

where \( |0, \text{in}\rangle, |0, \text{out}\rangle \) and \( \hat{\psi}_H(x) \) are \( |0, t_{in}\rangle, |0, t_{out}\rangle \) and \( \hat{\psi}_S \) in the Heisenberg picture, respectively. Define the “causal” solution of the inhomogeneous spacetime Dirac equation,
\[ \psi^c(x) := \int d^4x' \, S^c(x, x') J(x'). \] (67)

Define the components of an element \( f \in \mathcal{H}_{S,T} \) with respect to the in and out bases, \( \{ \pm f_a \}_a \) and \( \{ \mp f_a \}_a \), as

\[ f(x) = \sum_a \left[ +f_a + \varphi_a(x) + -f_a - \varphi_a(x) \right] = \sum_a \left[ +f_a + \varphi_a(x) + -f_a - \varphi_a(x) \right]. \] (68)

We can take the \( \mathcal{H}_{S,T} \) product of the field operator (64) with a \( \mathbb{C} \)-valued field, which returns an operator,

\[ (\hat{\psi}_S, f)_{S,T} = \int d^3x \, \hat{\psi}_S^\dagger(x) f(x) = \sum_a \left( +f_a \hat{\alpha}_a(t_{in}) + -f_a \hat{b}_a(t_{in}) \right) \] (69)

Note \( [(f, \hat{\psi}_S)_{S,T}]^\dagger = (\hat{\psi}_S, f)_{S,T} \). This, with Eq. 65, gives the conditions

\[ \langle 0, t_{in} | (\hat{\psi}_S, f)_{S,T} = (f, \hat{\psi}_S)_{S,T} | 0, t_{in} \rangle = 0 \quad \text{if} \quad f \in \mathcal{H}^{m_0}_{S,T}. \] (70a)

\[ (\hat{\psi}_S, f)_{S,T} | 0, t_{out} \rangle = \langle 0, t_{out} | (f, \hat{\psi}_S)_{S,T} = 0 \quad \text{if} \quad f \in \mathcal{H}^{m_0}_{S,T}. \] (70b)

Take the Hilbert-space product of some \( f \in \mathcal{H}_{S,T} \) with the causal solution at \( t_{in} \),

\[ (f, \psi^c(t_{in}))_{S,T} = -i \sum_l \int d^4y \, J_l(y) \langle 0, \text{out} | \hat{\psi}_{H_l}(y) | (f, \hat{\psi}_{H_l}(t_{in}))_{S,T} \rangle | 0, \text{in} \rangle = -i \sum_l \int d^4y \, J_l(y) \langle 0, \text{out} | \hat{\psi}_{H_l}(y) \hat{U}(0, t_{in}) | (f, \hat{\psi}_S)_{S,T} \rangle | 0, t_{in} \rangle = 0 \quad \text{if} \quad f \in \mathcal{H}^{m_0}_{S,T}. \] (71)

and by an analogous calculation at \( t_{out} \),

\[ (f, \psi^c(t_{out})) = 0 \quad \text{if} \quad f \in \mathcal{H}^{m_0}_{S,T}. \] (72)

Due to the orthogonality of the subspaces for real \( m_0 \), these are equivalent to the Feynman boundary condition.

4 Three Other Equivalent Solution Forms

4.1 Schwinger’s Proper-Time Propagator

Use Eq. 53 and
\[
\frac{1}{x - i\eta} = i \int_0^\infty ds \, e^{-i(x-i\eta)s}, \quad x \in \mathbb{R}, \, \eta > 0
\] (73)
to get
\[
\psi_\eta(\lambda) = i \int_0^\infty ds \, e^{-i(m_0-i\eta)s} e^{-i\lambda s} J(\lambda) = \left[ \left( i \int_0^\infty ds \, e^{-i(m_0-i\eta)s} e^{-iHs} \right) J(\lambda) \right]. \tag{74}
\]

The term in round brackets is Schwinger’s expression for his Green’s function (4), with an infinitesimal negative imaginary inserted. Schwinger inserted the infinitesimal negative imaginary during calculations that would otherwise explicitly return a divergence. Later authors [5] formalised this procedure, and say that the expression is defined for negative imaginary mass, with the prescription that solutions for the real mass are to be derived by then taking the limit of the imaginary component to zero, perhaps after appropriate integrations. In this work this procedure is understood as returning a functional solution of the Dirac equation with a domain smaller than \(H_{\text{P.T.}}\), with action \(\langle \phi, \psi \rangle = \lim_{\eta \to 0^+} \langle \phi, \psi_\eta \rangle_{\text{P.T.}}\).

### 4.2 The \(m^2 - i\epsilon\) Prescription and Continuation from Euclidean Time

Consider a solution of the inhomogeneous spacetime Dirac equation with mass \(m_0\) that takes values in \(H_{\text{S.T.}}\) for \(t \leq t_{\text{in}}\) and \(t \geq t_{\text{out}}\), before and after the source acts. At these times they are just solutions to the homogeneous spacetime Dirac equation, so we can write, in the \(H_{\text{in/out}, |t|}\) representations according to Eqs. 20a and 20b,

\[
\psi^\text{in}(\Pi; t) = \sum_\pm \pm psi_{m_0}(\Pi; t') \exp \left( -i \left[ \pm \sqrt{m_0^2 + \Pi^2 + eA_{0}^\text{in}} \right] (t - t') \right) \tag{75a}
\]

\[
\psi^\text{out}(\Pi; t) = \sum_\pm \pm psi_{m_0}(\Pi; t') \exp \left( -i \left[ \pm \sqrt{m_0^2 + \Pi^2 + eA_{0}^\text{out}} \right] (t - t') \right). \tag{75b}
\]

Now consider that we demand that these solutions are each analytic functions of \(m_0\) in some open region, confined to the lower half complex plane, which has \(m_0\) as a limit point. Further, we demand that in this region, no component grows exponentially. The \(m_0\) dependence in the \(\pm psi_{m_0}(\Pi; t')\) and \(\pm psi_{m_0}(\Pi; t')\) terms are here insignificant, so we can focus on the mass-dependence in the exponential, which is in fact a dependence on \(m_0^2\). Specifically, we can enforce this demand by asking that there exists an \(\epsilon > 0\) such that for all masses \(m^2(\delta) := m_0^2 - i\delta\), for all \(\delta \in (0, \epsilon]\), the expression (75) does not grow exponentially as \(t \to \pm \infty\). This is true if and only if \(+ psi_{m_0}(\Pi; t \leq t_{\text{in}}) = - psi_{m_0}(\Pi; t \geq t_{\text{out}}) = 0\), which is the Feynman boundary condition.

Next, consider making the same demand, that the solution does not grow exponentially, if we enact the replacement
So long as $|eA^{\text{in/out}}_0| < m_0$, this enforces exactly the same requirement. This is a version of the idea that the causal solutions are to be derived by analytic continuation of solutions for “Euclidean time” [25]. Both these requirements are therefore equivalent to imposing the Feynman boundary condition. Note that this demand for a lack of exponential growth is often enforced in the literature implicitly. One way of doing so is to demand that the solution has a Fourier transform. This is the most common way in less mathematically rigorous works that use the “$m^2 - i\epsilon$ prescription”. Another way of doing so is to demand that the solutions are tempered distributions. This is the procedure used in axiomatic treatments of Euclidean Green’s functions [25].

There is cause for caution here. To get the same boundary condition, we have needed to demand that the actual solutions for imaginary mass or imaginary time obey certain constraints on growth at infinity, not the terms of a perturbative series. If we were to demand that each of the solutions that form the asymptotic series approximation to the correct solution do not exponentially grow at infinity, then this would be neither necessary nor sufficient for their sum to not exponentially grow at infinity. This explains Gitman’s observation [12] that FGS’s causal propagator does not equal that derived by applying the $m^2 - i\epsilon$ prescription to the perturbative series expression of the propagator. In Feynman-diagrammatic terms, the important thing for the $m^2 - i\epsilon$ or Euclidean-time prescriptions to give the Feynman boundary condition is that the “leg” connecting the input and output particles to infinity is treated as propagation under the external field, not as a free propagator.

5 Discussion

5.1 The Result

The principal result of this paper is the demonstration that, for a broad class of external fields (those satisfying the form (3)) and under reasonable mathematical assumptions, Schwinger’s proper-time propagator, FGS’s causal propagator, and propagators derived by analytic continuation of the complexified mass or time all obey what we call the “Feynman boundary condition”. This can loosely be stated as the requirement that they propagate positive-energy solutions into the future and negative-energy solutions into the past. Under a further assumption discussed in Sect. 2.2.3, that there exists no solution to the homogeneous equation which is wholly negative-energy at the initial time and wholly positive-energy at the final time, this is a demonstration of the equivalence of all these propagators. To derive this result, we have interpreted Schwinger’s operator relationship (4) as a statement relating the solutions of two partial differential equations: the retarded solution of the inhomogeneous proper-time Dirac equation (11) for a plane-wave driving source of proper-time frequency $-m_0$ is a solution of the inhomogeneous spacetime Dirac equation (2) with mass $m_0$. When applied to fields of form (3), this also gives a novel expression for this solution before the in-time and after the out-time in terms
of the decomposition of the source profile in the generalised eigenbasis of $\hat{H}$ (63). This result might be of independent interest. We now discuss the two caveats just mentioned, the class of external field and the mathematical assumptions made, in turn.

### 5.2 Conditions on the External Field

While Schwinger’s propagator and the proper-time method described in Sect. 2 have been demonstrated to be wholly equivalent for any external field, the other three propagators considered have only been demonstrated as equivalent by their obedience of the Feynman boundary condition. Their obedience of the Feynman boundary condition is contingent on the field satisfying the conditions (3), so equivalence has only been demonstrated for fields satisfying these conditions. There are also some subtle distinctions in the conditions applied to some of the propagators, which we now discuss.

First, the continuation from Euclidean time and FGS’s causal propagator require $|eA_0| < m_0$, such that the “negative energy” states genuinely all have negative energy and the “positive energy” states all have positive energy. The proper-time method and the $m^2 - i\epsilon$ prescription do not. This is a technicality entangled with issues to do with the normalisation with respect to the vacuum, and besides can be fixed by a partial gauge constraint.

More substantially, FGS’s causal propagator is only defined for times $t_{\text{out}} \geq t \geq t_{\text{in}}$. Say the field used for FGS’s causal propagator is $A_\mu(x)$, and define

$$A'_\mu(t, x; t_{\text{in}}, t_{\text{out}}) := \begin{cases} A_\mu(t_{\text{out}}, x), & t \geq t_{\text{out}} \\ A_\mu(t, x), & t_{\text{out}} \geq t \geq t_{\text{in}} \\ A_\mu(t_{\text{in}}, x), & t \leq t_{\text{in}}. \end{cases}$$

(77)

$A'_\mu$ satisfies the conditions (3) if and only if $A_\mu(x)$ has no spatial variation at $t_{\text{in}}$ or $t_{\text{out}}$. Therefore, the solution derived using the proper-time method, the $m^2 - i\epsilon$ prescription and continuation from Euclidean time matches on this temporal region if we use the field $A'_\mu(x; t_{\text{in}}, t_{\text{out}})$ and $A_\mu(x)$ has no spatial variation at $t_{\text{in}}$ or $t_{\text{out}}$. We can therefore, using Eq. 77, derive a solution using any of the former three methods that matches that derived using FGS’s causal propagator on the region $t_{\text{out}} \geq t \geq t_{\text{in}}$ with a field constrained only by a partial gauge condition.

FGS derive a solution for all time by taking the limits $t_{\text{in}} \to -\infty$, $t_{\text{out}} \to \infty$. We therefore have

$$\lim_{t_{\text{in}} \to -\infty, t_{\text{out}} \to \infty} \psi[A'_\mu(t_{\text{in}}, t_{\text{out}})](x) = \lim_{t_{\text{in}} \to -\infty, t_{\text{out}} \to \infty} \psi_{\text{FGS}}^{t_{\text{in}}, t_{\text{out}}}[A_\mu](x),$$

(78)

where $\psi_{\text{FGS}}^{t_{\text{in}}, t_{\text{out}}}[A_\mu]$ returns the solutions to the inhomogeneous equation with the external field $A_\mu(x)$ derived using FGS’s causal propagator with the given in and out times, and $\psi[A_\mu]$ returns the solution derived by any other the other three methods. If $A_\mu(x)$ satisfies conditions (3) for any finite $t_{\text{in}}$ and $t_{\text{out}}$, then $A'_\mu(x; t_{\text{in}}, t_{\text{out}}) = A_\mu(x)$.
for sufficiently large-magnitude $t_{\text{in}}$ and $t_{\text{out}}$, and hence we get equality of all four methods on all time,

$$\psi[A_{\mu}](x) = \lim_{t_{\text{in}} \to -\infty, \ t_{\text{out}} \to \infty} \psi_{\text{FGS}}^{t_{\text{in} \rightarrow t_{\text{out}}}}[A_{\mu}](x).$$  \hfill (79)

We have therefore demonstrated the equality of all four propagators for all fields that obey the constraints (3) for all time. In this sense, equality has been proven for all “physical” situations, in which we can confine the action of the external field to some finite time. The limitation is important to state, though, since fields that do not obey condition (3) include such important theoretical cases as the everywhere uniform electric field considered by Schwinger [4]. FGS prove equivalence in this specific case by direct calculation [16], though, so there is some reason to suspect that the proper time and FGS propagators are equivalent in all cases. This paper’s result could be extended to cover this general case if we knew that the mapping from external field profiles to inhomogeneous spacetime Dirac equation solutions, with fixed source profile, was continuous, and hence

$$\lim_{t_{\text{in}} \to -\infty, \ t_{\text{out}} \to \infty} \psi[A_{\mu}'(t_{\text{in}}, t_{\text{out}})](x) = \psi[A_{\mu}](x).$$  \hfill (80)

### 5.3 Mathematical Assumptions

#### 5.3.1 The Green’s Function is Well-Defined as a Mapping from Compactly Supported Source Profiles

We assume that the ascription of a (functional) solution of the inhomogeneous equation for every source profile that is compactly supported in time defines the Green’s function well. There is no single mathematical result that justifies this, since we are demonstrating the equivalence of Green’s functions as used in literature which does not share a strict definition of what mathematical object the Green’s function is. Schwinger’s definition of $\hat{G}$ as an operator on the Hilbert space is insufficient, as even when looking at our restricted class of source profiles, the solutions returned are not necessarily in the Hilbert space. To give the idea plausibility, consider that in axiomatic treatments of QFT [25] the Green’s functions are often treated as tempered distributions on $\mathbb{R}^{3\otimes 1} \otimes \mathbb{R}^{3\otimes 1}$. In this case, we can use the Schwartz kernel theorem to prove an isomorphism between this class and continuous linear mappings from source profiles in the Schwartz class to tempered-distributional solutions of the inhomogeneous equation [26]. The continuity of this mapping ensures that defining it on the compactly supported functions defines it well on the Schwartz class, since the compactly supported functions are dense in the Schwartz class.
5.3.2 Neglecting the $m = \pm i\Pi$ Case in Sect. 2.2

All uses we make of our $\mathcal{H}_{S,T}$ representations in which $\mathcal{H}_m^{in/out}$ for imaginary $m$ is diagonal proceeds from Eq. 33. Suppose in this equation, we set $\phi^{in/out}(\Pi;\lambda;t) = 0$ for $\lambda = \pm i\Pi$. This would only alter the LHS of the equation if $i\Pi$ or $-i\Pi$ were in the point spectrum of $\hat{H}$. Assuming this to be the case, for this alteration of the LHS to affect the Hilbert space state that $\phi^{in/out}(\Pi;\lambda;t)$ represents, we require $\phi^{in/out}(\Pi;\lambda;t)$ to be altered on a region of finite measure. Since the point spectrum of $\hat{H}$ covers a region of Lebesgue-measure 0, the only way for this to be the case would be if $\Pi$ were in the point spectrum of $\hat{H}^{in/out}$. Therefore, the neglect of the case where $m = \pm i\Pi$ can only matter if there exists a real number $\alpha$ which is in the point spectrum of $\hat{H}^{in/out}$, and $\pm i\alpha$ is in the point spectrum of $\hat{H}$. We therefore must assume this not to be the case.

5.3.3 Other Assumptions

There are three further classes of substantial mathematical assumptions made in this paper. The first class is that two operators which are known to by symmetric, $\hat{\Phi}$ and $\hat{H}^2$, are self-adjoint, as mentioned in Sect. 2.1. Proving that Hamiltonians with various potentials are self-adjoint is a known, difficult problem in the case of non-relativistic quantum mechanics [27]. The extension of this work to the proper-time case would be substantial. The second class is that the relevant solutions to the homogeneous and inhomogeneous spacetime Dirac equation are equal to $\mathcal{H}_{S,T}$ states at times $t \leq t_{in}$ and $t \geq t_{out}$ (30), and that they do not grow exponentially in the future or past. The third class is that we can exchange the order of various infinite sums and integrals, as done to derive Eqs. 28, 33, 34 and 46c,d.

These are all the sorts of assumptions that are frequently made implicitly in calculations performed in the bra-ket formalism, where, respectively, unbounded operators are treated as operating on the whole Hilbert space, their eigenvectors are treated as if in the Hilbert space, and integrals and infinite summations over ket-vector bases are manipulated symbolically as finite summations. A significant reason it has been necessary to make them is that we have used very little knowledge of $\hat{H}$: in particular its spectrum and the properties of its generalised eigenstates are largely unknown. A substantial work of functional analysis of $\hat{H}$ as an operator on $\mathcal{H}_{P,T}$ would be needed to validate our assumptions, which would probably necessitate some regularity constraints on the external field $A_p(x)$. This would act as an extension of some of the results derived from functional analysis for putting regular quantum mechanics on a mathematically rigorous footing [21, 28] to Schwinger’s proper-time quantum mechanics. This paper has not supplied the proofs needed for this extension. We believe it is clear, though, that the assumptions made are no more egregious than are commonplace in physics literature that uses the bra-ket formalism, and in making its assumptions explicit acts as a derivation of some plausible sufficient conditions for the validity of the proper-time method. The validation of these assumptions, or the derivation of fewer or less restrictive assumptions, is a substantial area for future work.
Appendix 1: Complex Fourier Analysis

The methods in this subsection are guided closely by [29, Chap. 19]. Following its notation, we label the real-variable we are transforming in this section \( t \), the real Fourier variable \( x \), and the complex variable \( z = x + iy \). We can write the complex Fourier transform as

\[
f(z) = \int_{\mathbb{R}} dt \, e^{izt} F(t). \tag{81}
\]

We write a real Fourier transform and its inverse as

\[
\mathcal{F}_{x,t}[G(t)] = \int_{-\infty}^{\infty} dt \, e^{ixt} G(t), \quad \mathcal{F}_{x,t}^{-1}[g(x)] = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx \, e^{-ixt} g(x). \tag{82}
\]

Suppose \( F^l(t) \) is supported only on \((-\infty, A)\), and \( F^u(t) \) only on \((B, \infty)\), with \( A > 0 \), \( B < 0 \). \( f^{u/l}(z) \) is the complex Fourier transform of these functions. Both functions are square-integrable, and by the Plancherel theorem,

\[
\int_{-\infty}^{\infty} dt \, |F^{u/l}(t)|^2 = \int_{\mathbb{R}} dx \, |f^{u/l}(x)|^2 = C > 0. \tag{83}
\]

By the Paley-Wiener theorems, we know that \( f^{u/l}(z) \) is analytic on the upper/lower half complex plane. Now, define the inverse Fourier transform along some horizontal line defined by \( y \) constant as

\[
\tilde{f}_y(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx \, e^{-ixt} f(x + iy) = \mathcal{F}_{x,t}^{-1}[f(x + iy)] \tag{84}
\]

and write

\[
f(x + iy) = \int_{-\infty}^{\infty} dt \, e^{i(x+iy)t} F(t) = \mathcal{F}_{x,t}[e^{-yt} F(t)] \tag{85}
\]

to give

\[
\tilde{f}_y(t) = \mathcal{F}_{x,t}^{-1}[\mathcal{F}_{x,t}[e^{-yt} F(t)]] = e^{-yt} F(t). \tag{86}
\]

Now consider

\[
\int_{-\infty}^{\infty} dx |f^{u/l}(x + iy)|^2 = \int_{-\infty}^{\infty} dt \, |\mathcal{F}_{x,t}^{-1}[f^{u/l}(x + iy)]|^2
\]

\[
= \int_{-\infty}^{\infty} dt \, |\tilde{f}_{y}^{u/l}(t)|^2 = \int_{-\infty}^{\infty} dt \, e^{-2yt} |F^{u/l}(t)|^2 \tag{87}
\]

\[
\leq \begin{cases} 
  e^{-2Ay} C, & \text{1 case, } y < 0 \\
  e^{-2By} C, & \text{u case, } y > 0,
\end{cases}
\]
where in the first line we have used the Plancherel theorem, in the second we have used Eq. 86 and in the third we have used the known support of $F^{u/l}(t)$ to extract a maximum value of $e^{-2ty}$ and used Eq. 83. Now write

$$\int_{-\infty}^{\infty} \, dx \, \left| f^{u/l}(x+iy) \right|^2 = e^{2yt \int_{-\infty}^{\infty} \, dx \, \left| f^{u/l}(x+iy) \right|^2} \leq \begin{cases} e^{2(t-A)yC}, & \text{1 case, } y < 0 \\ e^{2(t-B)yC}, & \text{u case, } y > 0. \end{cases} \tag{88}$$

Next, write the interval $I^u_y = [y, 0]$, with $y < 0$ assumed, and $I^l_y = [0, y]$, with $y > 0$ assumed. Then define the positive integral

$$\Lambda^{u/l}(\alpha; y) := \int_{I^u_y} \, du \, \left| f^{u/l}(\alpha + iu) e^{-it(\alpha+iu)} \right|^2. \tag{89}$$

Now consider

$$\int_{-\infty}^{\infty} \, d\alpha \, \Lambda^{u/l}(\alpha; y) = \int_{I^u_y} \, du \left( \int_{-\infty}^{\infty} \, d\alpha \, \left| f^{u/l}(\alpha + iu) e^{-it(\alpha+iu)} \right|^2 \right), \tag{90}$$

where Fubini’s theorem allows us to change the order of the integral. We can now use Eq. 88 to get

$$\int_{-\infty}^{\infty} \, d\alpha \, \Lambda^1(\alpha; y) \leq C \int_{I^u_y} \, du \, e^{2(t-A)u} = \frac{C}{2(t-A)} \left( 1 - 2e^{2(t-A)y} \right) \tag{91}$$

$$\int_{-\infty}^{\infty} \, d\alpha \, \Lambda^u(\alpha; y) \leq C \int_{I^u_y} \, du \, e^{2(t-B)u} = \frac{C}{2(t-B)} \left( 1 - e^{2(t-B)y} \right). \tag{92}$$

Therefore for every fixed $y$, $\Lambda^{u/l}(\alpha, y)$ is an integrable function of $\alpha$ on the real line. This means that there exists a sequence, $\{\gamma_j \in \mathbb{R}\}_j$, such that as $j \to \infty$ [30],

$$\gamma_j \to +\infty, \quad \Lambda^{u/l}(\gamma_j, y) = 0. \tag{93}$$

Define $\Gamma_{\alpha, \beta}^u$ as the anticlockwise rectangular contour with corners at $(\pm \alpha, 0)$, $(\pm \alpha, \beta)$, $\alpha, \beta \in \mathbb{R}^+$, which does not include the real line. Define, similarly, $\Gamma_{\alpha, \beta}^l$ as the clockwise contour with corners at $(\pm \alpha, 0)$, $(\pm \alpha, -\beta)$ which does not include the real line. Also suppose the function $h^{u/l}(z)$ has bounded absolute value $|h^{u/l}(z)|$ as $|z| \to \infty$ on the upper/lower complex plane, and is meromorphic on the upper/lower complex plane. Then we can write

$$\int_{\Gamma_{\gamma_j, \beta}} \, |dz| \, |h(z) f^i(z) e^{-iz\beta}|^2 \leq \text{Sup}_{\Gamma_{\gamma_j, \beta}^l} \left( |h(z)|^2 \right) \left( \int_{-\gamma_j}^{\gamma_j} \, dx \, |f^i(x - i\beta) e^{-it(x-i\beta)}|^2 \right. \right. \left. + \Lambda^1(\gamma_j, -\beta) + \Lambda^1(-\gamma_j, -\beta) \right) \tag{94}$$
\[
\int_{\Gamma^{u/l}} |dz| \left| h^{u/l}(z) f^{u/l}(z) e^{-itz} \right|^2 \leq \sup_{\Gamma^{u/l}} \left( |h^{u/l}(z)|^2 \right) \left( \int_{-f_j}^{f_j} dx \left| f^{u/l}(x + i\beta) e^{-it(x+i\beta)} \right|^2 + \Lambda^{u/l}(g_j, \beta) + \Lambda^{u/l}(-g_j, \beta) \right).
\]

(95)

If we take \( j \to \infty \), then the second two terms in the brackets vanishes by Eq. 93. If we then take \( \beta \to \infty \) then the first term vanishes by Eq. 88, so long as \( t < B \) in the “u” case and \( t > A \) in the “l” case. \( \sup_{\Gamma^{u/l}} \left( |h^{u/l}(z)|^2 \right) \) stays finite by assumption, and hence

\[
\lim_{\beta \to \infty} \lim_{j \to \infty} \int_{\Gamma^{u/l}} |dz| \left| h^{u/l}(z) f^{u/l}(z) e^{-itz} \right|^2 = 0.
\]

(96)

Therefore, there exists a way of taking \( \Gamma^{u/l} \) to be an infinite rectangular contour in the upper/lower half plane excluding the real line, such that

\[
\int_{\Gamma^{u/l}} dz \ h^{u/l}(z) f^{u/l}(z) e^{-itz} = 0,
\]

(97)

and hence, by the residue theorem,

\[
\int_{\mathbb{R}} dz \ h^{u/l}(z) f^{u/l}(z) e^{-itz} = \pm 2\pi i \sum_{z_0 \in \text{poles}} f(z_0) \text{Res}(h^{u/l}(z_0)),
\]

(98)

if \( t < B \) in the “u” case and if \( t > A \) in the case “l” case. \( \pm = +/− \) in the “u/l” case, and the \( z_0 \) sum runs over poles in the upper/lower half plane.

**Appendix 2: The Time-Translation Operator of the Dirac Equation**

We here prove that the classical initial value problem for the Dirac equation with complex mass is well-posed: any initial value gives one and only one classical solution. To do this, we write the Dirac equation in the form

\[
\partial_t \psi = (\hat{A} + \hat{B}) \psi \quad \text{(99a)}
\]

\[
\hat{A} := -\gamma^0 \Pi^{\text{in/out}} - iA^{\text{in/out}}_0, \quad \hat{B} := -im\gamma^0, \quad \text{(99b)}
\]
and use known results from semigroup operator methods for solving evolution equations, specifically as presented in [31, Chap. 12.1-2]. The classical initial-value problem gives a unique classical solution if \( \hat{C} := \hat{A} + \hat{B} \) is an infinitesimal generator for a strongly continuous semigroup, \( \hat{T}_m(t) \). We write of such an operator,

\[
\hat{C} \in \mathcal{G}(M, \omega) \quad \text{iff} \quad ||\hat{T}_m(t)|| \leq M e^{\omega t}, \quad M, \omega \in \mathbb{R}.
\] (100)

Any operator that is skew-adjoint is in \( \mathcal{G}(1, 0) \). This is true of \( \hat{A} \) always, and \( \hat{A} + \hat{B} \) iff \( m \) is real. If \( m \) is not real, we can use the result that if \( \hat{A} \in \mathcal{G}(1, \omega) \) and \( \hat{B} \) is bounded, with \( ||\hat{B}|| = |m| \), then \( \hat{A} + \hat{B} \in \mathcal{G}(1, \omega + |m|) \), or in this case, \( \hat{A} + \hat{B} \in \mathcal{G}(1, |m|) \).

**Appendix C: The \( \pm \) Components of the Source can be Treated as Supported on Finite Time Individually**

Consider Eq. 58a. Define

\[
\pm J^{\text{in}}(\Pi; t) := \int_{\mathbb{R}} dE \; \pm \hat{J}(\Pi; E) \exp \left( -iE(t - t_{\text{in}}) \right).
\] (101)

We know that \( J^{\text{in}}(\Pi; t) \) is supported on \( t > t_{\text{in}} \). Now define

\[
\pm J_2^{\text{in}}(\Pi; t) = \begin{cases} 0, & t \leq t_{\text{in}} \\ \pm J^{\text{in}}(\Pi; t), & t > t_{\text{in}} \end{cases}
\] (102)

and call its Fourier transform \( \pm \hat{J}_2^{\text{in}}(\Pi; E) \). Clearly,

\[
\sum_{\pm} \pm J_2^{\text{in}}(\Pi; t) = \sum_{\pm} \pm J^{\text{in}}(\Pi; t)
\] (103)

and hence, by the linearity of the Fourier transform,

\[
\sum_{\pm} \pm \hat{J}_2^{\text{in}}(\Pi; E) = \sum_{\pm} \pm \hat{J}^{\text{in}}(\Pi; E).
\] (104)

Consider then the integral we want to evaluate, the first half of the RHS of Eq. 59a,

\[
\psi_{\eta}^{\text{in}}(\Pi; t) = \int_{\mathbb{R}} dE \; g_{\eta, \pm}^{u}(E, \Pi) \left( \sum_{\pm} \pm \hat{J}(\Pi; E) \exp \left( -iE(t - t_{\text{in}}) \right) \right)
\] (105)

\[
= \int_{\mathbb{R}} dE \; g_{\eta, \pm}^{u}(E, \Pi) \left( \sum_{\pm} \pm \hat{J}_2(\Pi; E) \exp \left( -iE(t - t_{\text{in}}) \right) \right).
\]

Therefore we can treat both the \( \pm \) components of the source as being supported on \( t \leq t_{\text{in}} \), given only the knowledge that their sum is. The argument for the \( t \geq t_{\text{out}} \) case proceeds analogously.
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