THE SHAPES OF COMPLEMENTARY SUBSURFACES TO SIMPLE CLOSED HYPERBOLIC MULTI-GEODESICS

FRANCISCO ARANA–HERRERA AND AARON CALDERON

Abstract. Cutting a hyperbolic surface $X$ along a simple closed multi-geodesic results in a hyperbolic structure on the complementary subsurface. We study the distribution of the shapes of these subsurfaces in moduli space as boundary lengths go to infinity, showing that they equidistribute to the Kontsevich measure on a corresponding moduli space of metric ribbon graphs. In particular, random subsurfaces look like random ribbon graphs, a law which does not depend on the initial choice of $X$. This result strengthens Mirzakhani’s famous simple closed multi-geodesic counting theorems for hyperbolic surfaces.

Contents

1. Introduction 1
2. Hyperbolic surfaces and ribbon graphs 5
3. Nonmaximal facets and power saving 13
4. Variation of weights 17
5. Equidistribution of expanding RSC-horoballs 22
6. Equidistribution of complementary subsurfaces: the first case 30
7. Equidistribution of complementary subsurfaces: the general case 36
A. A Morse Lemma with shrinking constants 44
References 46

1. INTRODUCTION

In [Mir08b], Mirzakhani showed that the number of simple closed multi-geodesics of a given topological type and length $\leq L$ on a closed, connected, oriented hyperbolic surface of genus $g \geq 2$ is asymptotic to a polynomial of degree $6g - 6$. Each one of these multi-geodesics gives rise to a (potentially disconnected) compact, oriented hyperbolic surface with totally geodesic boundary obtained by cutting the original hyperbolic surface along the multi-geodesic. The geometry of these subsurfaces can be encoded by their spine, represented as a metric ribbon graph [Luo07].

In this paper we show that these metric ribbon graphs, appropriately rescaled, equidistribute to the Kontsevich measure (see §2 for a definition) on the corresponding moduli space, thus strengthening Mirzakahi’s original result. See Theorem 1.1 below. We emphasize that the limiting distribution of shapes of subsurfaces does not depend on our initial choice of hyperbolic surface.

The first result along these lines can be found in work of Mirzakhani [Mir16], where she studies the distribution of the lengths of individual components of pants.
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decompositions. In that case, the geometry of the complementary subsurfaces, pairs of pants, is completely determined by the lengths of their boundary components. More general results concerning the distribution of individual lengths of simple closed multi-curves can be found in [Lin19, Ara20, ES20]. None of these results can be directly used to study the geometry of complementary subsurfaces.

Another motivation for our result comes from homogeneous dynamics. There is a general analogy between moduli spaces of Riemann surfaces and spaces of unimodular lattices (two theories that coincide when the surfaces have genus 1 and the lattices have rank 2) which has yielded extraordinary results; see for example [MW02, EM18, EMM15]. In [AES16a, AES16b, ERW19], Aka, Einsiedler, Shapira, Rühr, and Wirth studied the equidistribution properties of integer points on spheres and their orthogonal lattices, generalizing famous results of Linnik [Lin68] and Duke [Duk88]. The main result of this paper can be seen as a generalization in the same spirit in the context of moduli spaces of Riemann surfaces.

The main difficulty of the problem at hand comes from the fact that on moduli spaces of metric ribbon graphs there is no access to an ergodic flow that can be used to study the equidistribution of points via standard methods. Our approach is based on a series of intricate reductions that reduce the problem to an equidistribution question concerning the dynamics of the earthquake flow on moduli spaces of hyperbolic surfaces. These reductions combine the coarse geometry of train tracks with Margulis’s well-known averaging and unfolding techniques [Mar70].

Our result also provides a surprising new perspective on the structure and distribution of simple closed multi-geodesics on hyperbolic surfaces. By work of Birman and Series [BS85] and Erlandsson and Souto [ES22], simple closed geodesics on a hyperbolic surface $X$ are sparsely distributed on $X$ and in its unit tangent bundle. By work of Huang, Ohshika, and Papadopoulos [HOP21], the way that simple closed geodesics wind around $X$ (specifically, the shape of the ball of unit-length measured laminations on $X$) completely determines $X$ as a point in $\mathcal{T}_g$. The main result of this paper guarantees that, regardless of this sparsity and independently of the geometry of the initial hyperbolic surface, simple closed multi-geodesics wind around the surface in such a way that there is no bias in the shape of their complementary subsurfaces.

This result also provides a new procedure for sampling random metric ribbon graphs. In particular, the following fundamental principle can be deduced as a direct consequence of our work: the geometry of random metric ribbon graphs is completely reflected in the hyperbolic geometry of any single hyperbolic surface.
Statement of the main theorem. To avoid overwhelming the reader with lots of notation, for the moment we only state our main result in the (highly non-trivial) case of non-separating simple closed curves. The statement of the general case, and the description of the necessary background, is postponed to §7.

For the rest of this discussion fix an integer \( g \geq 2 \) and denote by \( S_g \) a closed, connected, oriented surface of genus \( g \). Let \( \text{Mod}_g \) be the mapping class group of \( S_g \), \( \mathcal{T}_g \) be the Teichmüller space of marked hyperbolic structures on \( S_g \), and \( \mathcal{M}_g \) be the moduli space of hyperbolic structures on \( S_g \). Free homotopy classes of unoriented simple closed curves on \( S_g \) will be refered to as simple closed curves. Given a simple closed curve \( \alpha \) on \( S_g \) and a marked hyperbolic structure \( X \in \mathcal{T}_g \), denote by \( \ell_\alpha(X) > 0 \) the length of the unique geodesic representative of \( \alpha \) with respect to \( X \).

Let \( \gamma \) be a non-separating simple closed curve on \( S_g \). For every \( L > 0 \) consider the counting function

\[
s(X, \gamma, L) := \# \{ \alpha \in \text{Mod}_g \cdot \gamma \mid \ell_\alpha(X) \leq L \}.
\]

This function does not depend on the marking of \( X \in \mathcal{T}_g \) but only on its underlying hyperbolic structure \( X \in \mathcal{M}_g \). Indeed, it is equal to the number of non-separating simple closed geodesics on \( X \) of length \( \leq L \). By Mirzakhani’s seminal work [Mir08], there exist constants \( c(\gamma) > 0 \), \( B(X) > 0 \), and \( b_g > 0 \) such that

\[
\lim_{L \to \infty} \frac{s(X, \gamma, L)}{b_g} = \frac{c(\gamma) \cdot B(X)}{b_g}.
\]

Denote by \( \mathcal{MRG}_{g-1,2}(1,1) \) the moduli space of metric ribbon graphs of genus \( g - 1 \) with two boundary components, each of length 1. Given a non-separating simple closed curve \( \alpha \) on \( S_g \) and a marked hyperbolic structure \( X \in \mathcal{T}_g \), denote by \( \text{RSC}_\alpha(X) \in \mathcal{MRG}_{g-1,2}(1,1) \) the metric ribbon graph obtained by \( (C) \) cutting \( X \) along the geodesic representative of \( \alpha \), \( (S) \) constructing the spine of the resulting hyperbolic surface with totally geodesic boundary, and \( (R) \) rescaling this spine so that each of the boundary components has length 1. The resulting metric ribbon graph \( \text{RSC}_\alpha(X) \in \mathcal{MRG}_{g-1,2}(1,1) \) encodes the geometry of the complementary subsurface of \( \alpha \) in \( X \). See §2 for more details on this construction.

On \( \mathcal{MRG}_{g-1,2}(1,1) \) consider the counting measure

\[
\eta^L_{X, \gamma} := \sum_{\alpha \in \text{Mod}_g \cdot \gamma} \mathbb{1}_{[0,L]}(\ell_\alpha(X)) \cdot \delta_{\text{RSC}_\alpha(X)}.
\]

Just like the counting function \( s(X, \gamma, L) \), this does not depend on the marking but only on the underlying hyperbolic structure. Denote by \( \eta_{\text{Kon}} \) the measure on \( \mathcal{MRG}_{g-1,2}(1,1) \) arising from the top power of Kontsevich’s symplectic form (see Section 2) and by \( c_g := \eta_{\text{Kon}}(\mathcal{MRG}_{g-1,2}(1,1)) > 0 \) its total mass. The following theorem, which shows that the complementary subsurfaces of simple closed non-separating geodesics equidistribute over \( \mathcal{MRG}_{g-1,2}(1,1) \), is an instance of the main result of this paper. For the general version see Theorem 7.7 and also Theorem 7.15 for an even stronger version concerning simultaneous equidistribution.

**Theorem 1.1.** Let \( \gamma \) be a non-separating simple closed curve on \( S_g \) and \( X \in \mathcal{M}_g \). Then, with respect to the weak-\( * \) topology for measures on \( \mathcal{MRG}_{g-1,2}(1,1) \),

\[
\lim_{L \to \infty} \frac{\eta^L_{X, \gamma}}{s(X, \gamma, L)} = \frac{\eta_{\text{Kon}}}{c_g}.
\]
Remark 1.2. As will be discussed in Corollary 5.8, the constants \(c(\gamma)\) and \(c_g\) are related by the following identity:
\[
c(\gamma) = \frac{c_g}{12g - 12}.
\]

Main ideas of the proof. To prove Theorem 1.1 we consider the following equivalent reformulation. Let \(f: \mathcal{MRG}_{g-1,2}(1,1) \to \mathbb{R}_{\geq 0}\) be a non-zero, non-negative, continuous, compactly supported function. Then for any non-separating simple closed curve \(\gamma\), any \(X \in T_g\), and any \(L > 0\) define the \(f\)-weighted counting function
\[
c(X, \gamma, f, L) := \int_{\mathcal{MRG}_{g-1,2}(1,1)} f(x) \, d\eta_X^L(x)
= \sum_{\alpha \in \text{Mod}_g, \gamma} \mathbb{1}_{[0,L]}(f_\alpha(X)) \cdot f(\text{RSC}_\alpha(X)).
\]
Again, this counting function is independent of markings (and is also independent of our choice of \(\gamma\) among all non-separating simple closed curves). With this notation in place, Theorem 1.1 admits the following equivalent reformulation.

Theorem 1.3. Let \(\gamma\) be a non-separating simple closed curve on \(S_g\), \(X \in \mathcal{M}_g\) be a hyperbolic structure on \(S_g\), and \(f: \mathcal{MRG}_{g-1,2}(1,1) \to \mathbb{R}_{\geq 0}\) be a non-zero, non-negative, continuous, compactly supported function. Then,
\[
\lim_{L \to \infty} \frac{c(X, \gamma, f, L)}{s(X, \gamma, L)} = \frac{1}{c_g} \int_{\mathcal{MRG}_{g-1,2}(1,1)} f(x) \, d\eta_{\text{Kon}}(x).
\]

It is interesting to note that, rather than reducing a counting problem to an equidistribution question, as is more usual, the approach in this paper is to reduce the initial equidistribution question to a counting problem.

Once in this setting, we apply Margulis’s “averaging and unfolding” techniques \cite{Mar70} to reduce the counting problem at hand to an equidistribution question over \(\mathcal{M}_g\). The whole point of this reduction is to reduce the original equidistribution question over moduli spaces of ribbon graphs to an equidistribution question over the dynamically richer moduli spaces of hyperbolic surfaces.

There is an important issue that arises during the “averaging” step: one needs uniform control over how the metric ribbon graph \(\text{RSC}_\alpha(X)\) varies as \(X \in T_g\) does. To this end we show that for most non-separating simple closed curves \(\alpha\) we can attain this control; see Lemma 4.1 and Proposition 4.2. We also show that the number of non-separating simple closed curves for which we do not attain this control is negligible for the counting problem at hand; see Proposition 3.1.

This control allows us to perform the averaging and unfolding step of our argument, after which our original problem reduces to a question regarding the equidistribution of certain subsets, which we call “RSC-horoballs,” in the moduli space of hyperbolic surfaces. To tackle this question we use the ergodicity of the earthquake flow, a result proved by Mirzakhani in \cite{Mir08a}. This step is reminiscent of ideas in \cite{Ara21}, but important modifications need to be made given the more intricate nature of the horoballs at hand. For precise statements see Theorem 5.2 and Corollary 5.3.

An important role in the proof is played by a result of Mondello \cite{Mon09b} and Do \cite{Do10} showing that the Weil–Petersson volume form on moduli spaces of hyperbolic surfaces with totally geodesic boundary converges to the Kontsevich volume form on the corresponding moduli space of metric ribbon graphs as the lengths of the
boundary components become infinitely large. These results are used to establish an important relationship between the total mass of RSC-horoball measures and the Kontsevich measure; see Proposition 5.4.

**Organization of the paper.** In §2 we cover the preliminaries needed to understand the proofs of the main results of the paper, discussing moduli spaces of hyperbolic surfaces and ribbon graphs, as well as measures on them, and important links between them. In §3 we show that most simple closed multi-geodesics of a given topological type on a hyperbolic surface have complementary subsurfaces whose spines are trivalent with long edges. In §4 we show that the weights of the edges of such spines vary uniformly as the base hyperbolic surface varies over moduli space. In §5 define RSC-horoballs and show that they equidistribute over moduli space. In §6 we use the previous results to prove the main result of this paper for non-separating simple closed geodesics. In §7 we discuss the generalization of this result for general simple closed multi-geodesics as well as a stronger simultaneous equidistribution result.

**Acknowledgments.** The authors would like to thank Alex Wright and Yair Minsky for enlightening conversations on several topics related to this paper. The authors would also like to thank Yair Minsky for supplying a more direct proof of Lemma 4.1 than was originally included. This work was completed while FAH was a member of the Institute for Advanced Study (IAS) and he is very grateful to the IAS for its hospitality. This material is based upon work funded by the National Science Foundation: FAH was supported by grant DMS-1926686 and AC was supported by grants DGE-1122492, DMS-2005328, and DMS-2202703.

2. Hyperbolic surfaces and ribbon graphs

**Outline of this section.** We begin this section with a brief introduction to moduli spaces of hyperbolic surfaces and their Weil-Petersson volumes. We then briefly recall the theory of measured geodesic laminations and the Thurston measure. We proceed to discuss moduli spaces of metric ribbon graphs and the Kontsevich measure. We finish by discussing the different relations between the moduli spaces of hyperbolic surfaces and metric ribbon graphs as well as the relations between the Weil-Petersson and Kontsevich measures.

**Moduli of hyperbolic surfaces.** For a connected, oriented, closed surface $S_g$ of genus $g \geq 2$, we denote by $T_g$ the Teichmüller space of marked hyperbolic structures on $S_g$. The mapping class group of $S_g$, denoted $\text{Mod}_g$, is the group of orientation preserving homeomorphisms of $S_g$ up to homotopy. This group acts naturally on $T_g$ by changing the markings. This action is properly discontinuous, and its quotient orbifold $M_g := T_g/\text{Mod}_g$ is the moduli space of genus $g$ hyperbolic surfaces. By uniformization, this space can be canonically identified with the moduli space of genus $g$ Riemann surfaces.

For a compact surface $S_{g,b}$ of genus $g$ with $b$ totally geodesic boundary components, we can repeat the above discussion. In this setting, we consider (marked)
hyperbolic structures up to homotopies that fix each boundary component set-wise.\footnote{There is another standard definition in which one considers structures up to homotopies pointwise fixing the boundary. This pointwise-fixed version is a $b$-dimensional torus bundle over the space we consider here.} To define the mapping class group Mod$_{g,b}$ we consider only consider those orientation-preserving homeomorphisms that also preserve each boundary component, and similarly consider them up to homotopy setwise fixing each boundary. Both the Teichmüller space $\mathcal{T}_{g,b}$ and moduli space $\mathcal{M}_{g,b}$ are fibered by slices with the same boundary lengths; for any vector $L \in \mathbb{R}^b_{>0}$, we use $\mathcal{M}_{g,b}(L)$ to denote the moduli space of hyperbolic structures on $S_{g,b}$ with labeled geodesic boundary components of length $L$.

**The Weil-Petersson symplectic form.** The Teichmüller space $\mathcal{T}_g$ can be endowed with a $3g - 3$ dimensional complex structure. This complex structure admits a natural Kähler Hermitian structure. The associated symplectic form $\omega_{wp}$ is called the Weil-Petersson symplectic form. The Weil-Petersson volume form $v_{wp}$ is the top exterior power of this symplectic form,

$$v_{wp} := \frac{1}{(3g - 3)!} \bigwedge^{3g - 3} \omega_{wp}.$$  

The Weil-Petersson measure $\mu_{wp}$ on $\mathcal{T}_g$ is the measure induced by $v_{wp}$. By work of Wolpert [Wol85], this measure coincides with Lebesgue measure on any set of Fenchel-Nielsen coordinates. The Weil-Petersson measure $\tilde{\mu}_{wp}$ on $\mathcal{M}_g$ is the local pushforward of $\mu_{wp}$ under the map $\mathcal{T}_g \to \mathcal{M}_g$. See [Hub16] for more details.

Again, when the surface has boundary one can also define a Weil–Petersson 2-form. Restricted to each slice $\mathcal{T}_{g,b}(L)$ with fixed boundary lengths this form turns out to be symplectic, and we use $\tilde{\mu}_{L,wp}$ to denote the measure on $\mathcal{M}_{g,b}(L)$ coming from the associated symplectic volume form.

**Measured geodesic laminations.** Fix a marked hyperbolic structure $X \in \mathcal{T}_g$. A geodesic lamination on $X$ is a closed subset of $X$ that can be written as a disjoint union of simple geodesics. A measured geodesic lamination is a geodesic lamination endowed with a fully supported invariant transverse measure. The transverse measure assigns a finite Borel measure to every arc transverse to the lamination. This assignment is invariant under splitting of arcs and homotopies preserving the leaves of the lamination. We denote by $\mathcal{ML}_X$ the space of measured geodesic laminations on $X$.

The different spaces of measured geodesic laminations $\mathcal{ML}_X$ obtained as $X$ varies over $\mathcal{T}_g$ can be canonically identified to each other. We denote by $\mathcal{ML}_g$ any such space and refer to it as the space of measured geodesic laminations on $S_g$. This space carries a natural $((\mathbb{R}_{>0},\times))$ action that scales transverse measures. Simple closed multi-curves embed naturally into $\mathcal{ML}_g$ by considering their geodesic representatives endowed with transverse dirac measures. We denote by $\mathcal{ML}_g(\mathbb{Z}) \subseteq \mathcal{ML}_g$ the set of integral simple closed multi-curves on $S_g$. By work of Thurston [Thu80], every measured geodesic lamination $\lambda \in \mathcal{ML}_g$ has a well defined hyperbolic length $\ell_\lambda(X) > 0$ with respect to any marked hyperbolic structure $X \in \mathcal{T}_g$.  

""
The Thurston measure. Train track coordinates induce a $6g - 6$ dimensional piecewise integral linear (PIL) structure on the space $\mathcal{ML}_g$ of measured geodesic laminations on $S_g$; see [PH92 §3.1] for details. By work of Masur, there exists a unique (up to scaling) non-zero, locally finite, $\text{Mod}_g$-invariant, Lebesgue class measure on $\mathcal{ML}_g$ [Mas85, Theorem 2]. Several different definitions of such measure (equal up to scaling) can be found in the literature. We will consider the definition coming from the symplectic structure of $\mathcal{ML}_g$.

More precisely, consider the $\text{Mod}_g$-invariant symplectic form $\omega_{\text{Thu}}$ on the PIL manifold $\mathcal{ML}_g$ induced by train track coordinates; see [PH92 §3.2] for an explicit definition. This symplectic form is known as the Thurston symplectic form. The top exterior power

$$v_{\text{Thu}} := \frac{1}{(3g - 3)!} \bigwedge_{i=1}^{3g-3} \omega_{\text{Thu}}$$

induces a non-zero, locally finite, $\text{Mod}_g$-invariant, Lebesgue class measure $\mu_{\text{Thu}}$ on $\mathcal{ML}_g$. We refer to this measure as the Thurston measure.

Ribbon graphs and dual arc systems. A ribbon graph is a (simplicial) graph equipped with a cyclic ordering of the edges incident to each vertex. It is useful to think of a ribbon graph $\Gamma$ as encoding a deformation retraction of a surface with boundary; this process can be reversed by replacing each edge of $\Gamma$ with a ribbon and connecting the borders of the ribbons according to the cyclic ordering. The genus and number of boundary components of $\Gamma$ are the values for the resulting topological surface.

One may also equip a ribbon graph with a metric $x \in \mathbb{R}_{>0}^{e(\Gamma)}$ that assigns a length to each of its edges; we denote by $\mathcal{MRG}_{g,b}$ the space of all metric ribbon graphs with genus $g$ and $b$ distinctly-labeled boundary components, all of whose vertices have valence at least three. Using meromorphic quadratic differentials, Jenkins [Jen57] and Strebel [Str67] proved that $\mathcal{MRG}_{g,b}$ is homeomorphic to the usual moduli space $M_{g,b}$. Other proofs were given by Penner [Pen87] and Bowditch and Epstein [BES95] using cusped hyperbolic surfaces; see also Theorem 2.4 below for a similar statement using the geometry of hyperbolic surfaces with boundary.

It is often helpful to consider the dual arcs to a ribbon graph. Namely, if $\Sigma$ is a surface of genus $g$ with $b$ boundaries that deformation retracts onto a given ribbon graph $\Gamma$, then the fibers of this retraction break up into a finite union of isotopy classes of properly embedded arcs. Since $\Gamma$ is a spine for $\Sigma$, this arc system must fill $\Sigma$, i.e., cut it into disks. As such, the combinatorics of $\Gamma$ are completely captured by the dual filling arc system. Similarly, if $\Gamma$ is equipped with a metric $x$, we may assign the weight $x(e)$ to the arc dual to the edge $e$ of $\Gamma$; the length of a boundary component of $\Gamma$ then corresponds to the sum of the weights of the arcs incident to the corresponding boundary component of $\Sigma$ (counted with multiplicity). This discussion shows that there is a homeomorphism

$$\mathcal{MRG}_{g,b} \cong |\mathcal{A}_{\text{fill}}(\Sigma)|/\text{Mod}_{g,b}$$

where $|\mathcal{A}_{\text{fill}}(\Sigma)|_R$ denotes the space of all positively-weighted, filling arc systems on a surface $\Sigma$ of genus $g$ with $b$ boundary components. For more on this correspondence, see [Mon09a].

The dual viewpoint is useful because it allows us more insight into the combinatorial structure of this moduli space. For example, the space of all arc systems (the
The arc complex $\mathcal{A}(\Sigma)$ has a natural simplicial structure with vertices isotopy classes of arcs and simplices corresponding to collections of pairwise disjoint arcs. Let $|\mathcal{A}(\Sigma)|$ denote its geometric realization. The space of all filling arc systems $|\mathcal{A}_{\text{fill}}(\Sigma)|$ can then be realized as a subspace of $|\mathcal{A}(\Sigma)|$, and from the combinatorial structure of the arc complex it inherits a faceted structure. The maximal-dimension facets of $|\mathcal{A}_{\text{fill}}(\Sigma)|$ correspond to maximal (filling) arc systems, equivalently, trivalent ribbon graphs, and higher codimension facets correspond to arc systems which are not maximal but which still fill, equivalently, ribbon graphs with higher-valence vertices. With this description, it is apparent that the faceted structure of $|\mathcal{A}_{\text{fill}}(\Sigma)|$ is locally finite, as there are only finitely many completions of any given filling arc system. 

The space of weighted, filling arc systems $|\mathcal{A}_{\text{fill}}(\Sigma)|_R$ can then be identified with $|\mathcal{A}_{\text{fill}}(\Sigma)| \times \mathbb{R}_{>0}$, and so it too has a faceted structure. Moreover, it also has a natural $(\mathbb{R}_{>0}, \times)$ action given by multiplying each weight by the same factor. This action is clearly Mod$_g$,$b$ equivariant, and so descends to an action on the combinatorial moduli space. Denote by $R_t$ the rescaling map $R_t : \mathcal{MRG}_{g,b} \rightarrow \mathcal{MRG}_{g,b}$

that divides each length by a factor of $t$.

For a given tuple $L = (L_1, \ldots, L_b)$ of positive numbers, we define $\mathcal{MRG}_{g,b}(L)$ to be the moduli space of all ribbon graphs of genus $g$ which have $b$ boundary components with lengths $L_1, \ldots, L_b$. The slices $\mathcal{MRG}_{g,b}(L)$ piece together to form a fibration $\mathcal{MRG}_{g,b} \rightarrow \mathbb{R}^b_{>0}$, and the rescaling map restricts to a homeomorphism $R_t : \mathcal{MRG}_{g,b}(L) \simeq \mathcal{MRG}_{g,b}(L)$

between slices with homothetic length vectors. In later sections, we sometimes use $R$ without a subscript when the target of the rescaling is fixed.

The slice $\mathcal{MRG}_{g,b}(L)$ inherits a faceted structure from that of $\mathcal{MRG}_{g,b}$. Moreover, unless $g = 0$, $b = 3$, and the length vector $L$ satisfies $L_i + L_j = L_k$ for $\{i, j, k\} = \{1, 2, 3\}$, the top-dimensional facets of $\mathcal{MRG}_{g,b}(L)$ correspond to trivalent ribbon graphs.  

In the exceptional case, the moduli space $\mathcal{MRG}_{0,3}(L)$ is a single point corresponding to a ribbon graph with a single vertex of valence 4.

**The Kontsevich measure.** In his solution of Witten’s conjecture [Kon92], Kontsevich defined a piecewise 2-form $\omega_{\text{Kon}}$ on $\mathcal{MRG}_{g,b}$ that computes intersection numbers between tautological classes. While this form is not symplectic (and indeed, is not even globally well-defined) on the entirety of $\mathcal{MRG}_{g,b}$, it turns out that when restricted to a slice $\mathcal{MRG}_{g,b}(L)$ with fixed boundary lengths $\omega_{\text{Kon}}$ is symplectic on every maximal facet. Thus, the Kontsevich form gives rise to volume forms

$$\frac{1}{(3g - 3 + b)!} \int_{\mathcal{MRG}_{g,b}(L)} \omega_{\text{Kon}}$$

One should note that the simplicial topology on the arc complex and the topology coming from its geometric realization are not the same [BE88], but restricted to $|\mathcal{A}_{\text{fill}}(\Sigma)|$ the two agree because of local finiteness.

This can be deduced by a purely combinatorial argument or by invoking the results of [GP21].
on each maximal facet, which can be pasted together into a volume form on the entire slice $\mathcal{MRG}_{g,b}(L)$. We will use $\eta_{\text{Kon}}^L$ to denote the measure associated to this volume form, which is called the Kontsevich measure on $\mathcal{MRG}_{g,b}(L)$.

Remark 2.1. To be completely precise, one should really define the Kontsevich measure on a manifold cover of $\mathcal{MRG}_{g,b}$ (or better yet, on the Teichmüller space of metric ribbon graphs) then take a local pushforward to $\mathcal{MRG}_{g,b}$, as was done for the Weil–Petersson measure. Defining $\eta_{\text{Kon}}^L$ in this manner gives the correct weighting by automorphisms of the ribbon graph; compare with the discussion in Section 7, especially (7.2) and Remark 7.4.

For later reference, we also record an expression for the cohomology class of $\mathcal{MRG}_{g,b}(L)$ represented by the Kontsevich form:

$$(2.1) \left[\omega_{\text{Kon}}|_{\mathcal{MRG}_{g,b}(L)}\right] = \frac{1}{2} \sum L_i^2 \psi_i$$

where $\psi_i$ denotes the first Chern class of the circle bundle associated to the $i$th boundary component of the surface. We direct the reader to [CMS11, Section 6] for a formal definition of $\omega_{\text{Kon}}$ and a thorough discussion of its symplectic properties.

In Appendix C of [Kon92], Kontsevich showed that each $\eta_{\text{Kon}}^L$ is a constant multiple of the Euclidean volume form in the $x$ coordinates (restricted to each slice). Integrating against $L$, the volume forms on these slices fit together into a volume form defined on the entire combinatorial moduli space, yielding the following relationship between the Kontsevich and Euclidean volume forms:

$$(2.2) \int b^i d\eta_{\text{Kon}}^L = 2^{2g-2+b} \int dx_j$$

as measures on $\mathcal{MRG}_{g,b}$. The statement recorded above appears as Lemma 3.8 of [ABC+20], but was essentially proved in both [Kon92] and [CMS11].

We note that (2.1) and (2.2) both imply that the Kontsevich measure scales homogeneously with respect to the rescaling map $R_t$:

$$(2.3) (R_t)_* \eta_{\text{Kon}}^L = t^{6g-6+2b} \eta_{\text{Kon}}^L.$$

Remark 2.2. There are two different standard definitions of the Kontsevich form, differing by a factor of 2. In this paper, we follow the convention of [ABC+20] and [Do10], which results in a different power of 2 when comparing the Kontsevich and Lebesgue measures than is computed in [Kon92] and [CMS11]. See Theorem 2.7 below for an explanation of why this normalization makes sense in our context.

Spines and the orthogeodesic foliation. The tool that allows us to pass between the moduli spaces of hyperbolic surfaces and metric ribbon graphs is the orthogeodesic foliation. We give a summary of this construction below; for more details, the reader is directed to [CF21, §5] and [Mon09b, §2].

Let $Y$ denote a finite-area hyperbolic surface with boundary; we allow $\partial Y$ to consist of both closed geodesics as well as hyperbolic crowns. Then the orthogeodesic foliation $\mathcal{O}_{\partial Y}(Y)$ of $Y$ rel boundary is the (singular) foliation of $Y$ whose leaves are fibers of the closest-point projection map to $\partial Y$. See Figure 2. If $X$ is a closed or cusped hyperbolic surface equipped with a geodesic lamination $\lambda$, then the orthogeodesic foliations of the (metric completions of the) components of $X \setminus \lambda$ glue together into a global singular foliation $\mathcal{O}_\lambda(X)$ of $X$. 
We observe that if leaves of $\lambda$ on $X$ are close, then they are joined by a segment of $O_\lambda(X)$, as the following lemma shows.

**Lemma 2.3.** Suppose that $\lambda$ is a geodesic lamination on $H^2$ and $\ell_1$ and $\ell_2$ are leaves of $\lambda$ that are not separated from each other by any other leaves of $\lambda$. Then if $\ell_1$ and $\ell_2$ are at distance less than $\log \sqrt{3}$, they are joined by a segment of the orthogeodesic foliation $O_\lambda(H^2)$.

**Proof.** The radius of the inscribed circle in any ideal triangle in $H^2$ is $\log \sqrt{3}$; in particular, this implies that if three geodesics of $H^2$ all have distance $d < \log \sqrt{3}$ from a point, then some of them must intersect.

So now let $x$ be a point at some distance $d < \log \sqrt{3}$ from both $\ell_1$ and $\ell_2$. Consider the closest-point projection from $x$ to $\lambda$; if it does not map to $\ell_1$ or $\ell_2$, then there is some closer leaf of $\lambda$. However, this leaf must be disjoint, and thus must separate $\ell_1$ from $\ell_2$, in contradiction to our assumption.

Thus, the closest-point projection from $x$ to $\lambda$ maps to both $\ell_1$ and $\ell_2$, demonstrating the desired segment of the orthogeodesic foliation. \qed

The combinatorics of the orthogeodesic foliation can be used to capture the geometry of a hyperbolic structure. For the remainder of the section, we restrict ourselves to compact hyperbolic surfaces $Y$ with boundary; for the general picture, the reader is directed to [CF21, Section 5].

For any point of $Y$, its **valence** is the number of closest-point projections to $\partial Y$ that it has. The set of points which have valence at least 2 form an embedded piecewise-geodesic graph which is a spine for $Y$. Remembering that this graph is a deformation retract of $Y$ equips it with a natural ribbon structure, and we can assign each edge $e$ the weight $|e|_Y$ given by the length of either of the closest point projections of $e$ to $\partial Y$; see Figure 3. Equivalently, the arcs of $O_{\partial Y}(Y)$ break up into a finite union of isotopy classes, each of which contains a unique shortest (orthogeodesic) representative connecting $\partial Y$ to itself. We may then weight each such arc with the length along $\partial Y$ of the band of parallel arcs of $O_{\partial Y}(Y)$. This yields a map

$$S : \mathcal{M}_{g,b} \to \mathcal{MRG}_{g,b} \cong |\mathcal{A}_{\text{fill}}(\Sigma)|_R / \text{Mod}(\Sigma)$$

taking $Y$ to its metric ribbon graph spine, equivalently, the weighted, filling system of dual orthogeodesic arcs.
Luo proved that this combinatorial data completely determines the hyperbolic metric $Y$ [Luo07, Theorem 1.2 and Corollary 1.4]; see also [Do10] and [Mon09b].

**Theorem 2.4.** For any compact surface with boundary $\Sigma = \Sigma_{g,b}$, the spine map $S$ is a homeomorphism. Moreover, for any $L \in \mathbb{R}_{>0}^n$, it restricts to a homeomorphism

$$S : \mathcal{M}_{g,b}(L) \xrightarrow{\sim} \mathcal{MRG}_{g,b}(L)$$

between slices with fixed boundary lengths.

When there is no risk of confusion, we will use $S(Y)$ to refer to both the locus of points in $Y$ which have valence at least 2 as well as the abstract metric ribbon graph/dual arc system obtained as above. We reserve $|e|_Y$ to denote the length of an edge of the abstract ribbon graph/the weight of a dual arc $a$, so that it always refers to a length measured along $\partial Y$, while we use $\ell_Y(a)$ to denote the length of the (unique) orthogeodesic arc in the isotopy class of $a$.

The following basic estimate is a “collar lemma” for arcs of the dual arc system, which allows us to show that long edges of the spine have short dual arcs and vice versa. The proof follows from basic facts about the hyperbolic geometry of trirectangles; see [Bus92, Theorem 2.3.1] and also [CF21, Lemma 6.6] (it can also be deduced by doubling $Y$ along its boundary and invoking the usual collar lemma).

We use $f(x) \sim g(x)$ to denote that the ratio of $f(x)$ and $g(x)$ tends to 1.

**Lemma 2.5.** For any hyperbolic structure $Y$ on $\Sigma$ and any edge $e$ of $S(Y)$ with dual orthogeodesic arc $a$,

$$|e|_Y \sim \log(1/\ell_Y(a))$$

as $\ell_Y(a)$ becomes small or as $|e|_Y$ becomes large.

**Asymptotics of Weil–Petersson volumes.** The spine map gives a clear way to relate the asymptotic behavior of Weil–Petersson volumes of moduli spaces of hyperbolic surfaces to the Kontsevich volumes of spaces of ribbon graphs.

Using symplectic reduction and the normal form theorem, in [Mir07] Mirzakhani gave an expression for the cohomology class represented by the Weil–Petersson...
symplectic form on $M_{g,b}(L)$:

$$[\omega_{wp}|_{M_{g,b}(L)}] = 2\pi^2 \kappa_1 + \frac{1}{2} \sum L_i^2 \psi_i.$$  

The class $\kappa_1$ is the first Mumford tautological class; what is relevant for us is just that it does not depend on $L$. As a consequence, she deduced that the Weil–Petersson volume of $M_{g,b}(L)$ is a polynomial in the $L_i$’s \cite[Theorem 1.1]{Mir07}.

Comparing this formula with (2.1), it also follows that the leading asymptotics of the Weil–Petersson volume of $M_{g,b}(tL)$ and the Kontsevich volume of $\mathcal{M}_{g,b}(tL)$ are the same as $t \to \infty$. Since the Kontsevich volume form rescales homogeneously (2.3), this coefficient is just the Kontsevich volume of $\mathcal{M}_{g,b}(L)$. We record this as follows; compare with \cite[p. 18]{Do10}.

**Corollary 2.6.** The top degree part of the Weil–Petersson volume polynomial of $M_{g,b}(L)$ equals the Kontsevich volume of $\mathcal{M}_{g,b}(L)$.

In what follows, we will need a more precise asymptotic convergence result in order to compare the Weil–Petersson and Kontsevich measures, not just their total masses. The following result, a direct consequence of independent work of Mondello \cite[Corollary 4.4]{Mon09b} and Do \cite[Theorem 2]{Do10}, is crucial for our arguments in Section 5.

**Theorem 2.7.** Fix an $L \in \mathbb{R}_{>0}$. Then

$$\lim_{t \to \infty} \frac{(R_tS)_* \mu_{wp}^{tL}}{t^{6g-6+2b}} = \eta_{Kon}^{L}$$

with respect to the weak-$\ast$ topology for measures on $\mathcal{M}_{g,b}(L)$.

**Notation.** For the reader’s convenience we have collected here a list of some of the notation conventions we use throughout the paper, including some that we have not yet introduced. We have tried to remain consistent with the conventions of \cite{Ara21, Ara20} as much as possible.

- $\mu$ for measures on Teichmüller and moduli spaces of Riemann surfaces. In particular, $\mu_{wp}$ denotes the Weil-Petersson measure on $M_g$.
- $\nu$ for measures on bundles of unit length measured geodesic laminations over Teichmüller and moduli spaces of Riemann surfaces. In particular, $\nu_{Mir}$ denotes the Mirzakhani measure on $\mathcal{P}^1 M_g$; see \cite{Mir13}.
- $\eta$ for measures on moduli spaces of metric ribbon graphs. In particular, $\eta_{Kon}$ denotes the Kontsevich measure on $\mathcal{M}_{g-1,2}(1,1)$.
- $\mu^L_{\gamma,h}$ for RSC-horoball measures on $\mathcal{T}_g$. We denote by $\mu^L_{\gamma,h}$ the push-forward of $\mu_{\gamma,h}$ to the intermediate cover $T_g/\text{Stab}(\gamma)$ and by $\tilde{\mu}^L_{\gamma,h}$ the push-forward of $\mu^L_{\gamma,h}$ to $M_g$; see \cite{Ara19}.
- $\vec{\gamma} := (\vec{\gamma}_1, \ldots, \vec{\gamma}_k)$ for an ordered, oriented simple closed multi-curve on a topological surface $S_g$.
- $S_g \setminus \vec{\gamma}$ for the metric completion of the corresponding cut surface. We denote its components by $\Sigma_1, \ldots, \Sigma_m$, indexed according to the order and orientation of the components of $\vec{\gamma}$.
- $\Gamma$ for ribbon graphs. Their edges are denoted by $e_1, \ldots, e_E$ and any metric structure has coordinates $x = (x_1, \ldots, x_E)$.
- $\mathcal{M}_{\mathcal{R}G}(S + g \setminus \vec{\gamma})$ for the product of moduli spaces of complementary sub-surfaces subject to gluing conditions; see \cite{Ara19}.  


• $\mathcal{MRG}(S_g \setminus \vec{\gamma}; L)$ for the slice of $\mathcal{MRG}(S_g \setminus \vec{\gamma})$ with fixed lengths of boundary components.
• $\mathcal{MRG}(S_g \setminus \vec{\gamma}; \Delta)$ for the subset of $\mathcal{MRG}(S_g \setminus \vec{\gamma})$ with lengths of boundary components in the standard simplex $\Delta$ of $\mathbb{R}^k$.

3. Nonmaximal facets and power saving

Outline of this section. The purpose of the next two sections is to prove that the weights of the edges of the spine $SC_\alpha(X)$ vary uniformly in $\alpha$ as $X$ varies in a neighborhood of Teichmüller space; this is what allows us to eventually run our “averaging and unfolding” arguments in §6. This goal will be complicated by the faceted structure of the combinatorial moduli space. As such, in this section we first prove that we need only consider those multi-curves whose corresponding spines are “deep enough” in maximal facets; see Proposition 3.1.

Our proof holds for all simple closed multi-curves and the results are phrased in generality; for a precise description of the space $\mathcal{MRG}(S_g \setminus \vec{\gamma})$, the reader is directed to Section 7. The reader may freely restrict to the case of a single non-separating simple closed curve and $\mathcal{MRG}_{g-1,2}$ with no loss of intuition.

Statement of the main result. For any $X \in \mathcal{T}_g$, any simple closed multi-curve $\gamma$, and any $K > 0$, let $F(X, \gamma, K)$ denote the set of $\alpha \in \text{Mod}_g \cdot \gamma$ for which $SC_\alpha(X)$ is either not trivalent or has an edge of weight at most $K$. Equivalently, $F(X, \gamma, K)$ is the set of $\alpha$ for which $SC_\alpha(X)$ lies in a $K$-neighborhood of a lower-dimensional facet of $\mathcal{MRG}(S_g \setminus \vec{\gamma})$. The following is the main result of this section.

Proposition 3.1. For every $X \in \mathcal{T}_g$, every multi-curve $\gamma$, and every $K > 0$,
$$\frac{\# \{ \alpha \in F(X, \gamma, K) \mid \ell_X(\alpha) \leq L \}}{L^{6g-6}} \to 0 \text{ as } L \to \infty.$$

Remark 3.2. The proof of Proposition 3.1 actually shows that
$$\# \{ \alpha \in F(X, \gamma, K) \mid \ell_X(\alpha) \leq L \} = O \left( L^{6g-7} \right),$$
corresponding to a power saving of an entire degree.

The main idea of the proof is to exploit the connection (mediated by geometric train tracks) between certain subspaces in $\mathcal{ML}_g$ and facets of the moduli space of metric ribbon graphs. As we show below, the elements of $F(X, \gamma, K)$ are carried on non-maximal train tracks, bounding the growth of $F(X, \gamma, K)$ in terms of the maximal dimension of the weight space of any of these train tracks.

Geometric train tracks. The uniform $\delta$-neighborhood $N_\delta(\lambda)$ of any geodesic lamination $\lambda$ is foliated by (the restrictions of) leaves of the orthogeodesic foliation $O_\lambda(X)$. If the collapse map extends to a $C^1$ homotopy equivalence of the surface $X$ (equivalently, if each leaf of $O_\lambda(X)|_{N_\delta(X)}$ is just an interval), then the leaf space is called a train track, and we say that $N_\delta(X)$ is a geometric train track neighborhood. The train track $\tau$ can also be thought of as a graph embedded in the surface with an assignment of tangential data at each vertex. Its edges (or branches) correspond to “rectangles” foliated by parallel leaves of $O_\lambda(X)|_{N_\delta(X)}$, while its vertices (or switches) correspond to leaves where these rectangles are conjoined.

We begin by recording a uniform estimate on the width of a $\delta$-neighborhood of an arbitrary geodesic lamination. See also [CF21, Lemma 14.5].
Lemma 3.3. For any $X \in T_g$ there exists a constant $\delta_0 = \delta_0(X) > 0$, uniform on the thick part of $T_g$, such that if $\lambda$ is a geodesic lamination of $X$ and $0 < \delta < \delta_0$, then the length of any segment of $O_\lambda(X)|_{N_\delta(\lambda)}$ is $O_X(\delta)$, with the implicit constant being uniform on the thick part of $T_g$.

Proof sketch. Let $t$ be such a segment. Since $t \cap \lambda$ has measure 0, we can compute the length of $t$ by summing the length of the pieces of $t \setminus \lambda$. But now we note that the pieces of $t \setminus \lambda$ fall into finitely many isotopy classes of arcs on $X \setminus \lambda$, and each subsequent time that an isotopy class occurs it must do so a definite distance (the injectivity radius of $X$) further into the thin part of $X \setminus \lambda$. In particular, this means that the length of $t$ is bounded by a sum of finitely many geometric series whose first terms are all at most $2\delta$. □

From Lemma 3.3 we get that the defining parameter for geometric train track neighborhoods can be taken to be uniformly large in the base lamination.

Lemma 3.4. For any $X \in T_g$ there exists a constant $\delta_0 = \delta_0(X) > 0$, uniform in the thick part of $T_g$, so that for any $0 < \delta < \delta_0$ and any geodesic lamination $\lambda$ on $X$, the uniform $\delta$-neighborhood $N_\delta(\lambda) \subseteq X$ is a geometric train track neighborhood.

Proof. So long as the orthogeodesic foliation $O_\lambda(X)$ has no closed leaves, one can take any $\delta < \log \sqrt{3}$ (this cutoff ensures that $N_\delta(\lambda)$ does not contain any vertices of the spine). Otherwise, if it does, one can use Lemma 3.3 to ensure that the length of any segment of $O_\lambda(X)$ in $N_\delta(\lambda)$ is also less than the systole of $X$ and so $O_\lambda(X)|_{N_\delta(\lambda)}$ has no closed leaves. □

Maximal laminations and facets. A lamination $\lambda$ is maximal if it cuts the surface into $4g-4$ ideal hyperbolic triangles. Being sufficiently Hausdorff-close to a maximal lamination implies that the complementary subsurface $X \setminus \alpha$ should look like a union of ideal triangles. In particular, its spine should be trivalent and all of its edges should have large weight, as the following result shows.

Lemma 3.5. Let $X \in T_g$ and $\delta_0 = \delta_0(X) > 0$ be as in Lemma 3.4. Consider a maximal geodesic lamination $\lambda$ on $X$. Then, for any $0 < \delta < \delta_0(X)$ and any multi-geodesic $\alpha$ on $X$ such that

$$d^H_X(\lambda, \alpha) < \delta,$$

the spine $SC_\alpha(X)$ is trivalent and each of its edges has weight $\Omega_X(\log(1/\delta))$, where the implicit constant is uniform as $X$ varies in the thick part of $T_g$.

Proof. We begin by demonstrating that there is a correspondence between the vertices of $SC_\alpha(X)$ and the complementary components of $X \setminus \lambda$. Compare with the discussion of “invisible arc systems” in [CF].

Consider the regular $\delta$-neighborhood $N_\delta(\lambda) \subseteq X$; it may be foliated by segments of the orthogeodesic foliation of $X$ with respect to $\lambda$, all of which have length at most $O_X(\delta)$ (Lemma 3.3). These segments break up into finitely many isotopy classes of disjoint arcs $\{a_i\}$ running from $\alpha$ to itself, each of which has a representative of length at most $O_X(\delta)$. Taking $\delta > 0$ small enough, Lemma 2.3 implies that the arc system $\{a_i\}$ is a subset of the dual arc system to the spine $SC_\alpha(X)$.

In particular, the components of $X \setminus (\alpha \cup \bigcup_i a_i)$ correspond to the components of $X \setminus N_\delta(\lambda)$, which in turn correspond to the plaques of $X \setminus \lambda$. See Figure 4. Since $\lambda$ is maximal, the components of $X \setminus (\alpha \cup \bigcup_i a_i)$ are all right-angled hexagons. In
particular, the arc system \( \{a_i\} \) is maximal, so must be the entire dual arc system to \( SC_\alpha(X) \).

Now the dual orthogeodesic arcs to \( SC_\alpha(X) \) are of minimal length in their isotopy class, and since there are representatives in each class of length \( O_X(\delta) \), the orthogeodesic representatives are also of length \( O_X(\delta) \). Applying Lemma 2.5 then gives the desired lower bound on the weights of the edges of \( SC_\alpha(X) \). □

In fact, inspection of the proof above reveals that we have actually proved a stronger statement. Recall that a train track on a closed surface is maximal if its complementary regions are all triangles.

**Lemma 3.6.** Let \( X \in T_g \), \( \lambda \) be a geodesic lamination on \( X \) and fix \( \delta > 0 \). Suppose that the uniform \( \delta \)-neighborhood \( N_\delta(\lambda) \subseteq X \) defines a maximal train track on \( X \). Then, for any multi-geodesic \( \alpha \) on \( X \) such that
\[
d^H_X(\lambda, \alpha) < \delta,
\]
the spine \( SC_\alpha(X) \) is trivalent and each of its edges has weight \( \Omega_X(\log(1/\delta)) \), where the implicit constant is uniform as \( X \) varies in the thick part of \( T_g \).

**Proof.** The statement of Lemma 3.3 is uniform over all geodesic laminations \( \lambda \), no matter the topological type, and the proof of Lemma 3.5 above needs only that the components of \( X \setminus N_\delta(\lambda) \) are triangles. □

**Train tracks and lattice point counting.** In the previous paragraph we observed that the geometry of the uniform \( \delta \)-neighborhood \( N_\delta(\lambda) \subseteq X \) imposes constraints on the geometry of the spine \( SC_\alpha(X) \) for any multi-geodesic \( \alpha \) contained within the neighborhood. We now show that the topology of \( N_\delta(\lambda) \) controls how many curves are contained within, or more generally carried, by it.

Before we begin, we first recall some facts about combinatorics of train tracks. The reader is directed to [PH92] for a more thorough introduction to these concepts. Each switch of a train track \( \tau \) cuts out a hyperplane in the space \( \mathbb{R}^{\text{edges}(\tau)} \) by imposing the condition that the sum of the edge weights on one side of the switch is equal to the sum of the edge weights on the other. The intersection of all of these hyperplanes is called the weight space \( W(\tau) \) of the train track. We record its dimension below; for a proof, see [PH92] Section 2.1.

**Lemma 3.7.** Let \( \tau \) be a train track on a closed, genus \( g \geq 2 \) surface \( S_g \). Then
\[
\dim W(\tau) = -\chi(\tau) + n_0(\tau),
\]
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where \( \chi(\tau) \) is the Euler characteristic of \( \tau \) and \( n_0(\tau) \) is the number of orientable components of \( \tau \). In particular, if \( \tau \) is not maximal, then \( \dim W(\tau) \leq 6g - 7 \).

The intersection of \( W(\tau) \) with the octant \( \mathbb{R}^{\text{edges}(\tau)}_{>0} \) defines a finite-sided polyhedron \( P(\tau) \). Any weight system \( w \in P(\tau) \) corresponds to a measured geodesic lamination carried on \( \tau \) and, in particular, any system of integral weights in \( P(\tau) \) corresponds to an integrally weighted multi-curve carried on \( \tau \). We denote by \( \lambda \prec \tau \) the statement that the measured geodesic lamination \( \lambda \) is carried by the train track \( \tau \). This linear structure allows us to bound the number of integral multi-curves contained in a geometric train track neighborhood in terms of integral points of the weight space.

**Lemma 3.8.** Let \( X \in \mathcal{T}_g \) and \( \tau \) be a train track on \( X \). Then,

\[
\# \{ \alpha \in \mathcal{ML}_g(\mathbb{Z}) \mid \alpha \prec \tau, \; \ell_X(\alpha) \leq L \} = O\left( L^{\dim W(\tau)} \right).
\]

**Proof.** Denote by \( \| \cdot \| \) the Euclidean norm on \( \mathbb{R}^{\text{edges}(\tau)} \). As the polyhedron of weight systems \( P(\tau) \) is projectively compact and the hyperbolic length function \( \ell_X \) is continuous on \( \mathcal{ML}_g \), there exists a constant \( C > 0 \) such that for every \( \lambda \prec \tau \) with weights \( w \in P(\tau) \),

\[
\| w \| \leq C \cdot \ell_X(\lambda).
\]

This reduces the problem of bounding the counting function of interest to a standard lattice point count on Euclidean space. We conclude

\[
\# \{ \alpha \in \mathcal{ML}_g(\mathbb{Z}) \mid \alpha \prec \tau, \; \ell_X(\alpha) \leq L \} = O\left( L^{\dim W(\tau)} \right).
\]

We are now ready to prove Proposition 3.1. We begin by recalling that a geodesic lamination \( \lambda \) is approximable if it can be arbitrarily approximated in the Hausdorff metric by simple closed multi-geodesics (on any hyperbolic surface) \( [\text{OPT19}] \). This definition generalizes the notion of chain-recurrence, which is equivalent to the condition of approximability by simple closed geodesics. Importantly, the space of chain-recurrent geodesic laminations is compact with respect to the Hausdorff topology \( [\text{Thu98}, \text{Proposition 6.2}] \), and the same proof shows that the space of approximable laminations \( \mathcal{AL} \) is compact.

**Proof of Proposition 3.1.** Using Lemma 3.6, choose a constant \( 0 < \delta < \delta_0(X) \) so that if \( \alpha \) is a multi-geodesic \( \delta \)-close to a maximal geodesic lamination \( \lambda \) on \( X \), then \( SC_\alpha(X) \) is trivalent with all edge weights greater than \( K \). By compactness of \( \mathcal{AL} \), there exists a finite set \( \{ \lambda_i \} \) of (possibly non-maximal) laminations so that any approximable lamination, and in particular any multi-curve, is \( \delta \)-Hausdorff close to some \( \lambda_i \) on \( X \).

For each \( i \in I \), let \( \tau_i \) denote the train track obtained from \( \mathcal{N}_\delta(\lambda_i) \) by collapsing the leaves of \( \mathcal{O}_{\lambda_i}(X)|_{\mathcal{N}_\delta(\lambda_i)} \). Because the \( \delta \)-neighborhoods of the \( \lambda_i \) cover \( \mathcal{AL} \), the geometric train tracks \( \tau_i \) cover \( \mathcal{ML}_X \); given any measured lamination \( \lambda \), its support is contained in one of the \( \delta \)-neighborhoods of the \( \lambda_i \) and so the collapse map \( \mathcal{N}_\delta(\lambda_i) \rightarrow \tau_i \) demonstrates that \( \lambda \) is carried by \( \tau_i \).

Let \( J \subset I \) denote the indices of those train tracks \( \tau_i \) which are not maximal; for every \( \alpha \in F(X, \gamma, K) \), Lemma 3.6 implies that \( \alpha \) is carried on some \( \tau_j \) for \( j \in J \).
Applying Lemma \([3.8]\) we therefore get that
\[\#\{\alpha \in F(X, \gamma, K) \mid \ell_X(\alpha) \leq L\} \leq \sum_j \#\{\alpha \in ML(Z) \mid \alpha \prec \tau_j, \ \ell_X(\alpha) \leq L\} = \sum_j O\left(L^{\dim W(\tau_j)}\right) = O\left(L^{6g-7}\right),\]
where the last equality is a consequence of Lemma \([3.7]\). This finishes the proof. □

4. Variation of weights

Outline of this section. We now derive uniform estimates on the geometry of \(SC_{\alpha}(X)\) and \(SC_{\alpha}(X')\) for all \(X'\) close to \(X\) and asymptotically all \(\alpha\). In particular, we show that so long \(SC_{\alpha}(X)\) is deep in a maximal facet (an asymptotically generic assumption by Proposition \([3.1]\), the spines \(SC_{\alpha}(X)\) and \(SC_{\alpha}(X')\) are both combinatorially (Lemma \([4.1]\)) and geometrically (Proposition \([4.2]\)) comparable.

Throughout this section, we work in Teichmüller space so that the components \(X \setminus \alpha\) and \(X' \setminus \alpha\) (and hence their spines) are equipped with induced markings. This allows us to compare the combinatorics and geometry of the spines directly, not just up to the action of the mapping class group.

Bi-Lipschitz comparisons. Recall that a map \(f : X \to X'\) between metric spaces is said to be \(L\)-bi-Lipschitz if it distorts distances by a factor of at most \(L\). That is, for every pair of points \(x, y \in X\), we have that
\[\frac{1}{L}d_X(x, y) \leq d_{X'}(f(x), f(y)) \leq Ld_X(x, y).\]

Throughout this section, we say that two marked hyperbolic surfaces \((X, f)\) and \((X', f') \in \mathcal{T}_g\) are \(\varepsilon\)-bi-Lipschitz close if there exists an \(\varepsilon\)-bi-Lipschitz diffeomorphism from \(X\) to \(X'\) in the isotopy class of \(f' \circ f^{-1}\). It is a standard (though nontrivial) fact that the topology defined by \(\varepsilon\)-bi-Lipschitz closeness is the same as the usual topology on \(\mathcal{T}_g\); see [Thu97] pg. 268 as well as [DE86].

Now that we have made precise what it means for \(X\) and \(X'\) to be close, we state precisely the main results of this section. The first thing we must show is that for any \(X'\) close to \(X\), the spines \(SC_{\alpha}(X')\) and \(SC_{\alpha}(X)\) have the same topological type so long as one of them is deep enough in a maximal facet.

Lemma 4.1. For every \(X \in \mathcal{T}_g\) and every multi-curve \(\gamma\), there exist constants \(K_1 = K_1(X) > 0\) and \(\varepsilon_0 = \varepsilon_0(X) > 0\) so that for any multi-curve \(\alpha \in \text{Mod}_g \setminus F(\gamma, X, K_1)\) and any \(X'\) that is \(\varepsilon_0\) bi-Lipschitz close to \(X\), then the metric ribbon graphs \(SC_{\alpha}(X)\) and \(SC_{\alpha}(X')\) have the same topological type.

Together with Proposition \([3.1]\) this implies that for all but an asymptotically trivial proportion of the multi-curves on \(X\), there is a correspondence between the edges of the ribbon graph spines \(SC_{\alpha}(X)\) and \(SC_{\alpha}(X')\). In particular, we can compare their weights.

With this in mind, the main result of this section is the following:

Proposition 4.2. For every \(X \in \mathcal{T}_g\) there exists \(K_2 = K_2(X) > K_1 > 0\) such that for any \(X'\) that is \(\varepsilon < \varepsilon_0\) bi-Lipschitz close to \(X\) and any \(\alpha \in \text{Mod}_g \setminus F(X, \gamma, K_2)\), the following holds. For every edge \(e\) of the spine \(SC_{\alpha}(X)\),
\[e^{-\varepsilon}|e|_X - K_2 \leq |e|_{X'} \leq e^{\varepsilon}|e|_X + K_2\]
Remark 4.3. In fact, the constants $K_2$ and $\varepsilon_0$ in Proposition 4.2 can be shown to depend only on the thickness of $X$.

Throughout this section, we use $\alpha_X$ to denote the geodesic realization of a simple closed curve $\alpha$ with respect to the hyperbolic metric $X$.

Remark 4.4. Stronger, quantitative statements are also true, but in order to state them we would need to be careful about adjacency of facets of the moduli space of ribbon graphs and be much more particular about the geometry of $\alpha$ on $X$. Compare [CF]. Since we will not need such detailed results, we content ourselves with the “soft” methods and coarse estimates recorded in this section.

**Geodesics map near geodesics.** We first show how we can leverage the fact that the geometry of $X$ is comparable with that of $X'$ to show that the way $\alpha_X$ wraps around $X$ is comparable to how $\alpha_{X'}$ wraps around $X'$.

Fix an $\varepsilon'$-bi-Lipschitz map $f : X \to X'$. By the Morse Lemma (see Lemma A.1), the geodesic $\alpha_X$ is sent some bounded distance away from $\alpha_{X'}$. We need finer control on this distance, so we prove a version of the Morse Lemma that allows us to ensure that $f(\alpha_X)$ and $\alpha_{X'}$ are arbitrarily close.

**Proposition 4.5.** For any small enough $\delta > 0$ there exists an $\varepsilon = \varepsilon(\delta) > 0$ so that for any $\varepsilon'$-bi-Lipschitz map $f : \mathbb{H}^2 \to \mathbb{H}^2$ and any geodesic $g \subset \mathbb{H}^2$, we have
\[
d_H^H(f(g), g') \leq \delta
\]
where $g'$ denotes the geodesic with the same endpoints as $f(g)$ and $d_H^H$ denotes the Hausdorff distance between closed sets in $\mathbb{H}^2$.

This Proposition is an immediate consequence of the equicontinuity of $\varepsilon'$-Lipschitz maps and the Arzela–Ascoli theorem. In the interest of the overall flow of the paper, we have deferred a formal proof to an Appendix.

Let $\varepsilon = \varepsilon(\delta) > 0$ be as in Proposition 4.5. For later use, we define the function
\[
\delta(\varepsilon) := \inf\{\delta \mid \varepsilon \leq \varepsilon(\delta)\}.
\]
Proposition 4.5 can then be rephrased as stating that every $\varepsilon'$-bi-Lipschitz map takes every geodesic $g$ within $\delta(\varepsilon)$ of the geodesic $g'$ with the same endpoints as $f(g)$, and that $\delta(\varepsilon) \to 0$ as $\varepsilon \to 0$.

Assuming the statement above we can prove Lemma 4.1 since the $X$-weight of every edge of $\alpha$ is large, each of its dual arcs on $X$ is short. Since $X$ and $X'$ are bi-Lipschitz equivalent these arcs remain short on $X'$, so they must also appear as dual arcs for $\alpha$ on $X'$.

**Proof of Lemma 4.1.** Suppose that $e$ is an edge of $SC_\alpha(X)$ whose dual arc $a_e$ joins leaves $\ell_1$ and $\ell_2$ of $\alpha_X \subset \widetilde{X}$. By Lemma 2.5 we know that its dual arc $a_e$ has length comparable to $e^{-|e|_X}$ so long as the weight $|e|_X$ is large enough.

Let $\ell_1'$ and $\ell_2'$ denote the corresponding leaves of $\alpha_{X'} \subset \widetilde{X'}$ and let $f : X \to X'$ be a $\varepsilon'$-bi-Lipschitz map. By Proposition 4.5 we know that $f(e_i)$ is $\delta(\varepsilon)$ close to $\ell_i'$ for $i = 1, 2$. In particular, this implies that there is a point of $\ell_i'$ that is $\delta$ close to $f(a_e)$, and the same for $\ell_2'$.

We can therefore build a path from $\ell_1'$ to $\ell_2'$ by way of $f(a_e)$ that, by Proposition 4.5 and the bi-Lipschitz quality of $f$, has length at most
\[
2\delta(\varepsilon) + e^{-|e|_X}.
\]
Forcing $\varepsilon$ to be small enough (smaller than some $\varepsilon_0$) and $|e|_X$ to be large enough (larger than some $K_1(X)$), we can ensure that this quantity is smaller than the universal cutoff $\log \sqrt{3}$. Lemma 2.3 then implies that the leaves $\ell'_1$ and $\ell'_2$ are connected by an arc of $O_\alpha(X)$ which is necessarily in the same isotopy class as $a_e \rel \tilde{a}_X$.

**Remark 4.6.** Careful inspection of the proof above reveals that if we take $\varepsilon_0$ smaller, we can also take $K_1$ smaller (though at a certain point, this breaks down because the estimate from Lemma 2.3 does not work for small edge weights; compare also [CF21] Lemma 6.7). This reflects the fact that as one takes $X'$ closer and closer to $X$ in Teichmüller space, more and more curves look similar on the two surfaces.

**Centers map near centers.** While we were able to give a rough estimate of the length of the dual arcs of $SC_\alpha(X')$ in terms of $\varepsilon$ and the lengths of the corresponding arcs on $X$ above, passing this through Lemma 2.5 exponentiates the error in our estimate, resulting in bounds on the weights of the edges of $SC_\alpha(X')$ that are much weaker than what we want.

Instead, to prove Proposition 4.2 we shift our focus from the dual arcs to $SC_\alpha(X)$ and the thin parts of $X \setminus \alpha_X$ to the vertices and thick parts. Our aim is to show that not only does $f$ map $\alpha_X$ near $\alpha_{X'}$, but it also takes vertices of $SC_\alpha(X)$ near the corresponding vertices of $SC_\alpha(X')$.

We first record a bound, uniform in both $X$ and $\alpha$, on the distance between vertices of $SC_\alpha(X)$ and the geodesic $\alpha_X$.

**Lemma 4.7.** For any $s > 0$, there is a constant $R = R(s) > 0$ so that for any $s$-thick $X \in T_g$ and any multi-curve $\alpha$, any vertex $u$ of $SC_\alpha(X)$ is at most $R(s)$ away from $\alpha_X$.

**Proof.** We first prove this for a fixed $X$, then use Proposition 4.3 to bootstrap up to a uniform estimate on the thick part.

Fix $X \in T_g$ and fix some small $\zeta \in (0, \log \sqrt{3})$. Consider the cover of the space of approximable laminations $\mathcal{AL}$ by radius $\zeta$ neighborhoods in the Hausdorff distance on $X$. By compactness, there is a finite set $\{\lambda_i\}$ of approximable laminations so that any $\lambda \in \mathcal{AL}$ (and in particular, any multi-curve $\alpha$) has Hausdorff distance at most $\zeta$ from some $\lambda_i$ on $X$. Let $R_X$ denote the largest radius of any circle inscribed in any of the $\lambda_i$; we note that $R_X$ is finite because the maximal size circles are all centered at vertices of the spines $SC_{\lambda}(X)$ and there are finitely many of these (even if $X \setminus \lambda_i$ is a crowned hyperbolic surface).

Now let $\alpha$ be any multi-curve (or more generally, any approximable lamination), let $u$ be a vertex of $SC_\alpha(X)$, and let $r$ be the distance from $u$ to $\alpha_X$ (equivalently, the radius of the inscribed circle centered at $u$). Note that $r \geq \log \sqrt{3}$, since $\log \sqrt{3}$ is the radius of the circle inscribed in an ideal triangle (compare Lemma 2.3).

By our choice of cover, there is some $\lambda_i$ which is $\zeta$-close to $\alpha$, and so the $r - 2\zeta > 0$ ball centered at $u$ does not meet $\lambda_i$; if it did, this would give a path from $u$ to $\alpha$ of length at most $r - \zeta$, contradicting the definition of $r$. In particular, the $r - 2\zeta$ ball centered at $u$ is contained inside some ball inscribed in $\lambda_i$, so

$$r < R_X + 2\zeta.$$ 

Since $\alpha$ and $u$ were arbitrary, this completes the proof for our fixed $X$.

To upgrade this statement to hold over the entire thick part, consider an $X'$ that is $\varepsilon$-bi-Lipschitz close to $X$ and fix an $\varepsilon^2$-bi-Lipschitz diffeomorphism $f : X' \to X$. 

THE SHAPES OF COMPLEMENTARY SUBSURFACES
For any ball $B$ embedded in $X \setminus \alpha X$, of radius $r$, its image $f(B)$ contains a ball of radius at least $e^{-\varepsilon}r$ that is disjoint from $f(\alpha X^*)$. Now by Proposition 4.5, this implies $f(B)$ contains a ball of radius $e^{-\varepsilon}r - \delta(\varepsilon)$ disjoint from $\alpha X$. In particular, since the balls centered at vertices of the spine have the maximal radius among all balls embedded in $X \setminus \alpha$, this implies that

$$e^{-\varepsilon}r - \delta(\varepsilon) < R_X + 2\zeta$$

using our bound from above. Hence we get a uniform bound for $r$ over the entire $\varepsilon$-bi-Lipschitz neighborhood of $X$.

We may therefore cover the $s$-thick part of $\mathcal{M}_\alpha$ with finitely many $\varepsilon$-bi-Lipschitz balls and run this argument for each. The maximum constant we get thus bounds the distance from any vertex of $SC_\alpha(X)$ to $\alpha$ for any $\alpha$ and any $s$-thick $X$. □

We can now prove that $f$ maps vertices of $SC_\alpha(X)$ near those of $SC_\alpha(X')$ by showing a general statement for geodesics in $\mathbb{H}^2$.

Given a triple of pairwise disjoint geodesics in $\mathbb{H}^2$, none of which separates the others, there is a unique inscribed circle. The center of the triple is the center of this circle, and the basepoints of the triple are the points of tangency of this circle with each geodesic.

**Lemma 4.8.** Let $f : \mathbb{H}^2 \to \mathbb{H}^2$ be an $\varepsilon$-bi-Lipschitz map for some $\varepsilon > 0$. Suppose that $(g_1, g_2, g_3)$ is a triple of pairwise disjoint geodesics, none of which separates the other two, and let $u$ denote the center of the triple. Set $r$ to be the distance from $u$ to any of the $g_i$, equivalently, the radius of the inscribed circle.

For each $i$, let $g'_i$ denote the geodesic with the same endpoints as the quasigeodesic $f(g_i)$. Then there exists a constant $D = D(r, \varepsilon)$ so that $f(u)$ is at most $D$ away from the center $u'$ of the triple $(g'_1, g'_2, g'_3)$.

**Proof.** Because $f$ is $\varepsilon$-bi-Lipschitz, we have that $f(u)$ is at most $re^\varepsilon$ away from each $f(g_i)$. Invoking Proposition 4.5, this implies that it has distance at most $re^\varepsilon + \delta(\varepsilon)$ from each $g'_i$. This in turn implies that $u'$ is at least that close to each $g'_i$, since $u'$ is the center of the triple.

The desired statement is then an immediate corollary of the following:

**Claim 4.9.** For any $C > 0$, there is a $D(C)$ so that for any triple of pairwise disjoint geodesics $(g_1, g_2, g_3)$ in $\mathbb{H}^2$, none of which separates the others, the diameter of

$$\mathcal{N}_C(g_1) \cap \mathcal{N}_C(g_2) \cap \mathcal{N}_C(g_3)$$

is at most $D(C)$, where $\mathcal{N}_C(g_i)$ denotes the regular $C$-neighborhood of $g_i$.

**Proof of Claim.** For any $C$, the diameter of the triple intersection $[4.2]$ is maximized when $(g_1, g_2, g_3)$ forms an ideal triangle. In this case, inspection reveals that $[4.2]$ is compact, and so has bounded diameter. Compare Figure 5. □

Since $f(u)$ and $u'$ are both contained within a $re^\varepsilon + \delta(\varepsilon)$ neighborhood of the $g'_i$, the claim gives us a bound of

$$D(re^\varepsilon + \delta(\varepsilon))$$

(which in particular depends only on $r$ and $\varepsilon$) on the distance between them. □

Vertices of the spine $SC_\alpha(X)$ may be identified with centers of tuples of lifts of $\alpha_X$ to $\hat{X}$; in particular, the distance from the vertex to $\alpha_X$ is the radius of the inscribed circle. The uniform bound of Lemma 4.7 on $r$ therefore gives a uniform bound on
the $D$ guaranteed by Lemma 4.8, hence any $\varepsilon$-bi-Lipschitz map $f : X \to X'$ sends vertices of $SC_\alpha(X)$ uniformly (in $\alpha$) near those of $SC_\alpha(X')$.

We are now ready to prove that an $\varepsilon$-bi-Lipschitz map scales the edge weights of $SC_\alpha(X)$ by at most $e^\varepsilon$, up to a uniform additive error. The main idea of our proof is that since vertices of $SC_\alpha(X)$ map near vertices of $SC_\alpha(X')$, basepoints on $\alpha_X$ map near basepoints on $\alpha_{X'}$.

Proof of Proposition 4.2

We begin by noting that if $X$ is $s$-thick and $X'$ is $e^{-\varepsilon}$-bi-Lipschitz close to $X$, then $X'$ is $e^{-\varepsilon}s$-thick.

Now for any $\alpha \in F(X, \gamma, K_1)$, we know by Lemma 4.1 that the spines $SC_\alpha(X)$ and $SC_\alpha(X')$ have the same combinatorial type. Let $e$ be any edge of $SC_\alpha(X)$ and choose a lift to the universal cover. Let $\ell$ be either of the lifts of $\alpha_X$ which meet the dual arc to $e$, and denote by $p$ and $q$ the basepoints on $\ell$ corresponding to the endpoints $u$ and $v$ of $e$. By definition, the weight $|e|_X$ is the length of the subsegment of $\ell$ that runs from $p$ to $q$. Since $SC_\alpha(X)$ and $SC_\alpha(X')$ have the same combinatorial type, we can specify a corresponding edge $e'$ of $SC_\alpha(X')$ with endpoints $u'$ and $v'$, a lift $\ell'$ of $\alpha_{X'}$, and basepoints $p'$ and $q'$ on $\ell'$. The weight $|e|_{X'}$ is similarly the distance between $p'$ and $q'$ along $\ell'$. See Figure 6.

We claim that we can additively bound the distance from $f(p)$ to $p'$. Indeed, by Lemma 4.7 the basepoint $p$ has distance at most $R(s)$ to the center $u$ and likewise $p'$ is at most $R(e^{-\varepsilon}s)$ away from $u'$. Now by Lemma 4.8, $f(u)$ is $D(R(s), \varepsilon)$ away from $u'$, hence we can build a path $f(p) \to f(u) \to u' \to p'$ with total length at most

$$E(\varepsilon, s) := e^\varepsilon R(s) + D(R(s), \varepsilon) + R(e^{-\varepsilon}s).$$

By the same logic, the distance between $f(q)$ and $q'$ is at most $E(\varepsilon, s)$.

Therefore, by traveling from $p'$ to $f(p)$, then from $f(p)$ along $f(\ell)$ to $f(q)$, and finally from $f(q)$ to $q'$, we can build a path from $p'$ to $q'$. The bi-Lipschitz quality of $f$ plus our bound from the previous equation together imply that

$$|e|_{X'} = d_{X'}(p', q') \leq e^\varepsilon |e|_X + 2E(\varepsilon, s).$$

To prove the reverse direction of the inequality, we note that the argument above depends only on the bi-Lipschitz constant and the thickness of $X$ and $X'$. Thus we
can repeat the steps with the roles reversed, arriving at the other desired inequality (with an additive error of $2e^{-\varepsilon}E(\varepsilon, s)$, in fact).

We now observe that for any $\varepsilon < \varepsilon_0$, since every $\varepsilon$-bi-Lipschitz map is in particular $\varepsilon_0$-bi-Lipschitz, and every $e^{-\varepsilon_0}s$-thick surface is $e^{-\varepsilon}s$-thick, we have that

$$E(\varepsilon, s) \leq E(\varepsilon_0, s).$$

Setting $K_2 = \max(K_1, 2E(\varepsilon_0, s))$ therefore yields the desired result. \qed

5. Equidistribution of expanding RSC-horoballs

Outline of this section. In this section we show that expanding horoballs on moduli spaces of hyperbolic surfaces defined in terms of the cut-spine-rescale construction equidistribute with respect to the Mirzakhani measure. The proof makes crucial use of the results in [Ara21] with some important modifications highlighted throughout. We begin with a brief review of some aspects of the ergodic theory of the earthquake flow following Mirzakhani [Mir08a].

In this section and the next, we restrict exclusively to the case when $\gamma$ is a non-separating simple closed curve; the general case is discussed in Section 7.

The Mirzakhani measure. For the rest of this section fix an integer $g \geq 2$ and a connected, oriented, closed surface $S_g$ of genus $g$. Consider the bundle $\mathcal{P}^1\mathcal{T}_g$ of unit length measured geodesic laminations over $\mathcal{T}_g$. More precisely,

$$\mathcal{P}^1\mathcal{T}_g := \{(X, \lambda) \in \mathcal{T}_g \times \mathcal{ML}_g \mid \ell_\lambda(X) = 1\}.$$ 

Recall that $\mu_{\text{Thu}}$ denotes the Thurston measure on $\mathcal{ML}_g$, as introduced in §2. For every $X \in \mathcal{T}_g$ consider the measure $\mu_{\text{Thu}}^X$ on the fiber $\mathcal{P}^1_X \mathcal{T}_g$ of $\mathcal{P}^1\mathcal{T}_g$ above $X$ which to every Borel measurable subset $A \subseteq \mathcal{P}^1_X \mathcal{T}_g$ assigns the value

$$\mu_{\text{Thu}}^X(A) := \mu_{\text{Thu}}([0, 1] \cdot A).$$

The Mirzakhani measure $\nu_{\text{Mir}}$ on $\mathcal{P}^1\mathcal{T}_g$ is defined by the disintegration formula

$$d\nu_{\text{Mir}}(X, \lambda) := d\mu_{\text{Thu}}^X(\lambda) d\mu_{\text{wp}}(X).$$

The mapping class group $\text{Mod}_g$ acts diagonally on $\mathcal{P}^1\mathcal{T}_g$ in a properly discontinuous way preserving $\nu_{\text{Mir}}$. The quotient $\mathcal{P}^1\mathcal{M}_g := \mathcal{P}^1\mathcal{T}_g / \text{Mod}_g$ is the bundle of unit length measured geodesic laminations over $\mathcal{M}_g$. Locally pushing forward $\nu_{\text{Mir}}$
through the quotient map \( \mathcal{P}^1\mathcal{T}_g \to \mathcal{P}^1\mathcal{M}_g \) yields a measure \( \tilde{\nu}_{\text{Mir}} \) on \( \mathcal{P}^1\mathcal{M}_g \), also called the Mirzakhani measure. The pushforward of \( \tilde{\nu}_{\text{Mir}} \) under the bundle map \( \pi: \mathcal{P}^1\mathcal{M}_g \to \mathcal{M}_g \) is given by

\[
d\pi_*(\tilde{\nu}_{\text{Mir}})(X) = B(X) \, d\tilde{\mu}_{\text{wp}}(X),
\]

where \( B: \mathcal{M}_g \to \mathbb{R}_+ \) is the Mirzakhani function defined for every \( X \in \mathcal{M}_g \) by

\[
B(X) := \mu_{\text{Thur}}(\{\lambda \in \mathcal{ML}_g \mid \ell_\lambda(X) \leq 1\}) = \frac{X}{\mathcal{T}_g} \mu_{\mathcal{ML}_g}(\mathcal{P}_1 \mathcal{T}_g).
\]

By work of Mirzakhani [Mir08b, Theorem 3.3], the function \( B: \mathcal{M}_g \to \mathbb{R}_+ \) is integrable with respect to the Weil-Petersson measure \( \mu_{\text{wp}} \). We denote the total mass of \( \mathcal{P}^1\mathcal{M}_g \) with respect to \( \tilde{\nu}_{\text{Mir}} \) by

\[
b_g := \tilde{\nu}_{\text{Mir}}(\mathcal{P}^1\mathcal{M}_g) = \int_{\mathcal{M}_g} B(X) \, d\tilde{\mu}_{\text{wp}}(X);
\]

observe that this is one of the constants appearing in Mirzakhani’s asymptotic counting formula (6.1).

The earthquake flow. Given a marked hyperbolic structure \( X \in \mathcal{T}_g \), a measured geodesic lamination \( \lambda \in \mathcal{ML}_g \), and a real number \( t \in \mathbb{R} \), denote by \( \text{tw}_\lambda^t(X) \in \mathcal{T}_g \) the time \( t \) twist deformation (or earthquake deformation) of \( X \) along \( \lambda \); see §2 in [Ker83] for a definition. By work of Wolpert [Vol83], twist deformations are the Hamiltonian flows of hyperbolic length functions with respect to the Weil-Petersson symplectic form \( \omega_{\text{wp}} \) on \( \mathcal{T}_g \). In particular, the Weil-Petersson symplectic form \( \omega_{\text{wp}} \), the Weil-Petersson volume form \( \nu_{\text{wp}} \), and the Weil-Petersson measure \( \mu_{\text{wp}} \) on \( \mathcal{T}_g \) are invariant under twist deformations.

The earthquake flow \( \{\text{tw}_\lambda^t: \mathcal{P}^1\mathcal{T}_g \to \mathcal{P}^1\mathcal{T}_g\}_{t \in \mathbb{R}} \) on the bundle \( \mathcal{P}^1\mathcal{T}_g \) of unit length measured geodesic laminations over Teichmüller space is defined for every \( t \in \mathbb{R} \) and every \( (X, \lambda) \in \mathcal{P}^1\mathcal{T}_g \) by

\[
\text{tw}_\lambda^t(X, \lambda) := (\text{tw}_\lambda^t(X), \lambda) \in \mathcal{P}^1\mathcal{T}_g.
\]

The earthquake flow preserves the Mirzakhani measure \( \nu_{\text{Mir}} \) on \( \mathcal{P}^1\mathcal{T}_g \). As the mapping class group action on \( \mathcal{P}^1\mathcal{T}_g \) commutes with the earthquake flow, the bundle \( \mathcal{P}^1\mathcal{M}_g = \mathcal{P}^1\mathcal{T}_{g,n}/\text{Mod}_g \) of unit length measured geodesic laminations over moduli space also carries an earthquake flow \( \{\text{tw}_\lambda^t: \mathcal{P}^1\mathcal{M}_g \to \mathcal{P}^1\mathcal{M}_g\}_{t \in \mathbb{R}} \) which preserves the Mirzakhani measure \( \tilde{\nu}_{\text{Mir}} \).

The following result of Mirzakhani is fundamental for our approach.

**Theorem 5.1.** [Mir08a, Corollary 1.2] The earthquake flow on the bundle \( \mathcal{P}^1\mathcal{M}_g \) is ergodic with respect to the Mirzakhani measure \( \tilde{\nu}_{\text{Mir}} \).

RSC-horoball measures. We now introduce the main construction of this section. Let \( \gamma \) be a non-separating simple closed curve on \( S_g \) and \( h: \mathcal{MRG}_{g-1,2}(1,1) \to \mathbb{R}_{>0} \) be a non-zero, continuous, compactly supported function. For every \( L > 0 \) consider the RSC-horoball measure \( \mu^L_{\gamma,h} \) on \( \mathcal{T}_g \) given by

\[
(5.1) \quad d\mu^L_{\gamma,h}(X) := 1_{[0,L]}(\ell_{\gamma}(X)) \, h(\text{RSC}_{\gamma}(X)) \, d\tilde{\mu}_{\text{wp}}(X),
\]

i.e., this is the measure obtained by restricting the Weil-Petersson measure to the horoball of depth \( L \) at \( \gamma \) and weighting it by \( h \). This measure is \( \text{Stab}(\gamma) \subseteq \text{Mod}_g \) invariant. Consider the sequence of covers

\[
\mathcal{T}_g \to \mathcal{T}_g/\text{Stab}(\gamma) \to \mathcal{M}_g.
\]
Let \( \overline{\mu}_{\gamma,h}^L \) be the local pushforward of \( \mu_{\gamma,h}^L \) to \( T_g/\text{Stab}(\gamma) \) and \( \overline{\mu}_{\gamma,h} \) be the pushforward of \( \overline{\mu}_{\gamma,h}^L \) to \( \mathcal{M}_g \).

These measures can be lifted to the corresponding bundles of unit length measured geodesic laminations in the following way. On \( P^1 T_g \) consider the measures \( \nu_{\gamma,h}^L \) given by

\[
d\nu_{\gamma,h}^L(X, \lambda) := d\delta_{\gamma/\ell_{\gamma}(X)}(\lambda) \, d\mu_{\gamma,h}^L(X).
\]

This measure is also Stab(\( \gamma \)) \( \subseteq \text{Mod}_g \) invariant. Let \( \overline{\nu}_{\gamma,h}^L \) be the local pushforward of \( \nu_{\gamma,h}^L \) to \( P^1 T_g/\text{Stab}(\gamma) \) and \( \overline{\nu}_{\gamma,h} \) be the pushforward of \( \overline{\nu}_{\gamma,h}^L \) to \( P^1 \mathcal{M}_g \). Denote by \( m_{\gamma,h}^L \) the total mass of these measures:

\[
m_{\gamma,h}^L := \overline{\nu}_{\gamma,h}^L(\mathcal{P} \mathcal{M}_g) = \overline{\nu}_{\gamma,h}(\mathcal{M}_g).
\]

**Equidistribution of expanding RSC-horoballs.** The following theorem is the main result of this section; its proof will occupy the bulk of this section.

**Theorem 5.2.** Let \( \gamma \) be a non-separating simple closed curve on \( S_g \) and consider a non-zero, continuous, compactly supported function \( h: \mathcal{M} \mathcal{R} \mathcal{G}_{g-1,2}(1,1) \rightarrow \mathbb{R}_{\geq 0} \). Then, with respect to the weak-* topology for measures on \( P^1 \mathcal{M}_g \),

\[
\lim_{L \to \infty} \frac{\overline{\nu}_{\gamma,h}^L}{m_{\gamma,h}^L} = \frac{\bar{\nu}_{\text{Mir}}}{b_g}.
\]

Throughout the rest of the section, \( \gamma \) and \( h \) will be fixed as in the statement of Theorem 5.2. Taking pushforwards to \( \mathcal{M}_g \) in Theorem 5.2 we deduce the following important consequence.

**Corollary 5.3.** With all notation as in Theorem 5.2, we have

\[
\lim_{L \to \infty} \frac{\overline{\nu}_{\gamma,h}^L}{m_{\gamma,h}^L} = \frac{B(X) \, d\bar{\mu}_{wp}(X)}{b_g}
\]

with respect to the weak-* topology for measures on \( \mathcal{M}_g \).

To prove Theorem 5.2, we study the limit points of the sequence of probability measures \( (\overline{\nu}_{\gamma,h}^L/m_{\gamma,h}^L)_{L>0} \) on \( P^1 \mathcal{M}_g \). More concretely, we show that every such limit point must be earthquake flow invariant, absolutely continuous with respect to the Mirzakhani measure, and a probability measure. The desired conclusion follows by the ergodicity of the Mirzakhani measure with respect to the earthquake flow and the Banach-Alaoglu theorem.

**Total mass.** Our first step towards proving Theorem 5.2 will be to compute an asymptotic formula for the total mass \( m_{\gamma,h}^L \) of the measures \( \overline{\nu}_{\gamma,h}^L \) as \( L \to \infty \). The main observation is that horoballs are fibered by horospheres, and Theorem 2.7 states that the Weil-Petersson measure on deeper horospheres converges to the Kontsevich measure. As most of the mass of the horoball is concentrated on the deeper horospheres, we get the following formula.

**Proposition 5.4.** The following limit holds:

\[
\lim_{L \to \infty} \frac{m_{\gamma,h}^L}{L^{6g-6}} = \frac{1}{12g-12} \int_{\mathcal{M} \mathcal{R} \mathcal{G}_{g-1,2}(1,1)} h(x) \, d\eta_{\text{Kon}}(x),
\]

where \( \eta_{\text{Kon}} \) is the Kontsevich measure on \( \mathcal{M} \mathcal{R} \mathcal{G}_{g-1,2}(1,1) \).
Proof. Recall that $\text{Stab}(\gamma) \subseteq \text{Mod}_g$ denotes the stabilizer of $\gamma$. Denote by $\mu_{\wp}^\gamma$ the local pushforward of the Weil-Petersson measure $\mu_{\wp}$ on $T_g$ to $T_g/\text{Stab}(\gamma)$. Recall

$$d\mu_{\gamma,h}^L(X) := \mathbb{I}_{[0, L]}(\ell_\gamma(X)) h(\text{RSC}_\gamma(X)) \, d\mu_{\wp}(X).$$

By taking local pushforwards to $T_g/\text{Stab}(\gamma)$ we deduce

$$\tag{5.2} d\tilde{\mu}_{\gamma,h}^L(X) = \mathbb{I}_{[0, L]}(\ell_\gamma(X)) h(\text{RSC}_\gamma(X)) \, d\mu_{\gamma,h}^\gamma(X).$$

It follows that we can write

$$m_{\gamma,h}^L := \tilde{\mu}_{\gamma,h}(\mathcal{M}_g) = \tilde{\mu}_{\gamma,h}(T_g/\text{Stab}(\gamma)) = \int_{T_g/\text{Stab}(\gamma)} \mathbb{I}_{[0, L]}(\ell_\gamma(X)) h(\text{RSC}_\gamma(X)) \, d\mu_{\gamma,h}^\gamma(X) = \int_{T_g/\text{Stab}(\gamma)} \mathbb{I}_{[0, \sqrt{L}]}(\ell_\gamma(X)) h(\text{RSC}_\gamma(X)) \, d\mu_{\gamma,h}^\gamma(X) + \int_{T_g/\text{Stab}(\gamma)} \mathbb{I}_{(\sqrt{L}, L]}(\ell_\gamma(X)) h(\text{RSC}_\gamma(X)) \, d\mu_{\gamma,h}^\gamma(X).$$

This decomposition into two integrals will be helpful because it will allow us to take limits in the second integral, whose lower limit will converge to $\infty$, while the first integral will remain bounded in terms of $L$ in an explicit way, with a power saving with respect to the leading term.

For the first term, a direct application of Mirzakhani’s integration formula (see [Mir08b, Theorem 4.1] and also §7) shows that

$$\left| \int_{T_g/\text{Stab}(\gamma)} \mathbb{I}_{[0, \sqrt{L}]}(\ell_\gamma(X)) h(\text{RSC}_\gamma(X)) \, d\mu_{\gamma,h}^\gamma(X) \right|$$

$$\leq \|h\|_\infty \int_{T_g/\text{Stab}(\gamma)} \mathbb{I}_{[0, \sqrt{L}]}(\ell_\gamma(X)) \, d\mu_{\gamma,h}^\gamma(X)$$

$$= \|h\|_\infty \int_0^{\sqrt{L}} \ell \cdot V_{g-1,2}(\ell, \ell) \, d\ell$$

$$= \|h\|_\infty \cdot O(L^{3g-3}),$$

where $V_{g-1,2}(\ell, \ell)$ denotes the total Weil-Petersson volume of $\mathcal{M}_{g-1,2}(\ell, \ell)$; the estimate follows because is $V_{g-1,2}(\ell, \ell)$ a polynomial of degree $6g - 8$ (see [Mir07, Theorem 1.1] as well as the discussion in Section 2).
For the second term, we recall that $\tilde{\mu}_\wp^L$ denotes the Weil-Petersson measure on $\mathcal{M}_{g-1,2}(1,1)$. Applying Mirzakhani’s integration formula again, we compute

$$\int_{\mathcal{T}_g/\text{Stab}(\gamma)} \mathbb{1}((\sqrt{T},L)|\ell_s(X)) h(\text{RSC}_\gamma(X)) \, d\tilde{\mu}_\wp^L(X)$$

$$= \frac{1}{2} \int_{\sqrt{T}}^L \int_{\mathcal{M}_{g-1,2}(1,1)} h(\text{RS}(Y)) \, d\tau \, d\tilde{\mu}_\wp^L(Y) \, d\ell$$

$$= \frac{1}{2} \int_{\sqrt{T}}^L \ell \cdot \int_{\mathcal{M}_{g-1,2}(1,1)} h(\text{RS}(Y)) \, d\tilde{\mu}_\wp^L(Y) \, d\ell$$

$$= \frac{1}{2} \int_{\sqrt{T}}^L \ell \cdot \int_{\mathcal{M}R_G g_{-1,2}(1,1)} h(x) \, d\text{RS}_x\tilde{\mu}_\wp^L(x) \, d\ell$$

$$= \frac{1}{2} \int_{\sqrt{T}}^L \frac{\ell^{2g-7}}{\ell^{2g}} \cdot \int_{\mathcal{M}R_G g_{-1,2}(1,1)} h(x) \frac{d\text{RS}_x\tilde{\mu}_\wp^L(x)}{\ell^{2g-8}} \, d\ell.$$

By Theorem 2.7

$$\lim_{L \to \infty} \int_{\mathcal{M}R_G g_{-1,2}(1,1)} h(x) \frac{d\text{RS}_x\tilde{\mu}_\wp^L(x)}{\ell^{2g-8}} = \int_{\mathcal{M}R_G g_{-1,2}(1,1)} h(x) \, d\eta_{\text{Kon}}(x).$$

It follows that

$$\lim_{L \to \infty} \frac{1}{L^{2g-6}} \cdot \frac{1}{12g-12} \int_{\sqrt{T}}^L \frac{\ell^{2g-7}}{\ell^{2g}} \cdot \int_{\mathcal{M}R_G g_{-1,2}(1,1)} h(x) \frac{d\text{RS}_x\tilde{\mu}_\wp^L(x)}{\ell^{2g-8}} \, d\ell$$

$$= \frac{1}{12g-12} \int_{\mathcal{M}R_G g_{-1,2}(1,1)} h(x) \, d\eta_{\text{Kon}}(x).$$

From the arguments above we conclude

$$\lim_{L \to \infty} \frac{m_{\gamma,h}^L}{L^{2g-6}} = \frac{1}{12g-12} \int_{\mathcal{M}R_G g_{-1,2}(1,1)} h(x) \, d\eta_{\text{Kon}}(x).$$

**Earthquake flow invariance.** Notice that applying the earthquake flow to the lifted measures $\nu_{\gamma,h}^L$ on $\mathcal{P}^1\mathcal{T}_g$ corresponds to applying twist deformations to the base measures $\mu_{\gamma,h}^L$ on $\mathcal{T}_g$ along $\gamma$. These measures are clearly invariant under such twists. As a consequence, the lifted measures $\nu_{\gamma,h}^L$ on $\mathcal{P}^1\mathcal{T}_g$ are earthquake-flow-invariant, a property which descends to the measures $\tilde{\nu}_{\gamma,h}^L$ on the quotient $\mathcal{P}^1\mathcal{M}_g$. In particular, we deduce the following result; compare to [Ara21 Proposition 3.2].

**Lemma 5.5.** Every weak-* limit point of $(\tilde{\nu}_{\gamma,h}^L)_{L>0}$ is earthquake flow-invariant.

**Absolute continuity.** Our next goal is to show that every weak-* limit point of the sequence of measures $(\tilde{\nu}_{\gamma,h}^L)_{L>0}$ on $\mathcal{P}^1\mathcal{M}_g$ is absolutely continuous with respect to the Mirzakhani measure $\tilde{\nu}_{\text{Mir}}$; this is the most technical part of the proof, and will require us to compare RSC-horoball measures to the usual horoball measures considered in [Ara21]; see Lemma 5.9. To this end we first introduce some extra notation and review some of the results from [Ara21].

For every $L > 0$ the horoball measure $\mu_{\gamma}^L$ on $\mathcal{T}_g$ corresponds to the RSC-horoball measure weighted by the constant function $h \equiv 1$. Let $\mu_{\gamma}^L$ be the local pushforward of $\mu_{\gamma}^L$ to $\mathcal{T}_g/\text{Stab}(\gamma)$ and $\tilde{\mu}_{\gamma}^L$ be the pushforward of $\mu_{\gamma}^L$ to $\mathcal{M}_g$. These measures can be lifted to the corresponding bundles of unit length measures geodesic laminations in the usual way. Let $\nu_{\gamma}^L$ be the corresponding lift to $\mathcal{P}^1\mathcal{T}_g$, $\tilde{\nu}_{\gamma}^L$ be the local
pushforward of $\nu^L_\gamma$ to $P^1\mathcal{T}_g/\text{Stab}(\gamma)$, and $\tilde{\nu}^L_\gamma$ be the pushforward of $\nu^L_\gamma$ to $P^1\mathcal{M}_g$. Let $m^L_\gamma := \tilde{\nu}^L_\gamma(P^1\mathcal{M}_g) = \tilde{\nu}^L_\gamma(\mathcal{M}_g)$ denote the total mass of these measures.

Recall that $\eta_{\text{Kon}}$ denotes the Kontsevich measure on $\mathcal{MRG}_{g-1,2}(1,1)$ and that $c_g := \eta_{\text{Kon}}(\mathcal{MRG}_{g-1,2}(1,1)) > 0$ denotes its total mass. Setting $h \equiv 1$ in the proof of Proposition 5.4 yields the following identity relating the mass of horoballs in $\mathcal{M}_g$ with the Kontsevich volume of the moduli space $\mathcal{MRG}_{g-1,2}(1,1)$; alternatively, this identity can be deduced from [2.1] and the corresponding equation for the Weil-Petersson symplectic form.

**Proposition 5.6.** Let $\gamma$ be a non-separating simple closed curve on $S_g$. Then,

$$\lim_{L \to \infty} \frac{m^L_\gamma}{L^{6g-6}} = \frac{c_g}{12g-12}.$$  

An alternative computation in [Ara21] relates the mass of horoballs in $\mathcal{M}_g$ with the relative frequency of non-separating simple closed curves among all geodesics:

**Proposition 5.7.** [Ara21] Proposition 3.1] Let $\gamma$ be a non-separating simple closed curve on $S_g$. Then, the following limit holds:

$$\lim_{L \to \infty} \frac{m^L_\gamma}{L^{6g-6}} = c(\gamma).$$

In particular, we deduce the following identity, which will be useful later on.

**Corollary 5.8.** Let $\gamma$ be a non-separating simple closed curve on $S_g$. Then,

$$c(\gamma) = \frac{c_g}{12g-12}.$$  

The following bound will allow us to apply technical results from [Ara21] without the need of reproving them in our context.

**Lemma 5.9.** There exists a constant $C = C(h) > 0$ such that for every Borel measurable subset $A \subseteq P^1\mathcal{M}_g$, the following bound holds:

$$\limsup_{L \to \infty} \frac{\tilde{\nu}^{L,h}_\gamma(A)}{m^{L}_\gamma} \leq C \cdot \limsup_{L \to \infty} \frac{\tilde{\nu}^L_\gamma(A)}{m^L_\gamma}.$$  

**Proof.** It follows directly from the definitions that

$$\tilde{\nu}^{L,h}_\gamma \leq \|h\|_{\infty} \cdot \tilde{\nu}^L_\gamma.$$  

As a consequence of Propositions 5.4 and 5.6, there exists $c > 0$ such that

$$\lim_{L \to \infty} \frac{m^L_\gamma}{m^{L}_\gamma} = c.$$  

It follows that, for every Borel measurable subset $A \subseteq P^1\mathcal{M}_g$,

$$\limsup_{L \to \infty} \frac{\tilde{\nu}^{L,h}_\gamma(A)}{m^{L}_\gamma} \leq \|h\|_{\infty} \cdot \limsup_{L \to \infty} \frac{\tilde{\nu}^L_\gamma(A)}{m^L_\gamma} \leq \|h\|_{\infty} \cdot c \cdot \limsup_{L \to \infty} \frac{\tilde{\nu}^{L}_\gamma(A)}{m^{L}_\gamma}. \quad \square$$

Denote by $d_{\text{Thu}}$ the symmetric Thurston metric on $\mathcal{T}_g$; the precise definition of this metric will not be important in what follows but the standard reference is [Thu98]. Denote by $U_X(\varepsilon) \subseteq \mathcal{T}_g$ the open ball of radius $\varepsilon > 0$ centered at $X \in \mathcal{T}_g$ with respect to $d_{\text{Thu}}$. Denote by $\Pi: P^1\mathcal{T}_g \to P^1\mathcal{M}_g$ the natural quotient map.
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Recall that $\eta_{\text{Kon}}$ denotes the Kontsevich measure on $\mathcal{MRG}_{g-1,2}(1,1)$ and that $c_g := \eta_{\text{Kon}}(\mathcal{MRG}_{g-1,2}(1,1)) > 0$ denotes its total mass. Setting $h \equiv 1$ in the proof of Proposition 5.4 yields the following identity relating the mass of horoballs in $\mathcal{M}_g$ with the Kontsevich volume of the moduli space $\mathcal{MRG}_{g-1,2}(1,1)$; alternatively, this identity can be deduced from [2.1] and the corresponding equation for the Weil-Petersson symplectic form.

**Proposition 5.6.** Let $\gamma$ be a non-separating simple closed curve on $S_g$. Then,

$$\lim_{L \to \infty} \frac{m^L_\gamma}{L^{6g-6}} = \frac{c_g}{12g-12}.$$  

An alternative computation in [Ara21] relates the mass of horoballs in $\mathcal{M}_g$ with the relative frequency of non-separating simple closed curves among all geodesics:

**Proposition 5.7.** [Ara21] Proposition 3.1] Let $\gamma$ be a non-separating simple closed curve on $S_g$. Then, the following limit holds:

$$\lim_{L \to \infty} \frac{m^L_\gamma}{L^{6g-6}} = c(\gamma).$$

In particular, we deduce the following identity, which will be useful later on.

**Corollary 5.8.** Let $\gamma$ be a non-separating simple closed curve on $S_g$. Then,

$$c(\gamma) = \frac{c_g}{12g-12}.$$  

The following bound will allow us to apply technical results from [Ara21] without the need of reproving them in our context.

**Lemma 5.9.** There exists a constant $C = C(h) > 0$ such that for every Borel measurable subset $A \subseteq P^1\mathcal{M}_g$, the following bound holds:

$$\limsup_{L \to \infty} \frac{\tilde{\nu}^{L,h}_\gamma(A)}{m^{L}_\gamma} \leq C \cdot \limsup_{L \to \infty} \frac{\tilde{\nu}^L_\gamma(A)}{m^L_\gamma}.$$  

**Proof.** It follows directly from the definitions that

$$\tilde{\nu}^{L,h}_\gamma \leq \|h\|_{\infty} \cdot \tilde{\nu}^L_\gamma.$$  

As a consequence of Propositions 5.4 and 5.6, there exists $c > 0$ such that

$$\lim_{L \to \infty} \frac{m^L_\gamma}{m^{L}_\gamma} = c.$$  

It follows that, for every Borel measurable subset $A \subseteq P^1\mathcal{M}_g$,

$$\limsup_{L \to \infty} \frac{\tilde{\nu}^{L,h}_\gamma(A)}{m^{L}_\gamma} \leq \|h\|_{\infty} \cdot \limsup_{L \to \infty} \frac{\tilde{\nu}^L_\gamma(A)}{m^L_\gamma} \leq \|h\|_{\infty} \cdot c \cdot \limsup_{L \to \infty} \frac{\tilde{\nu}^{L}_\gamma(A)}{m^{L}_\gamma}. \quad \square$$

Denote by $d_{\text{Thu}}$ the symmetric Thurston metric on $\mathcal{T}_g$; the precise definition of this metric will not be important in what follows but the standard reference is [Thu98]. Denote by $U_X(\varepsilon) \subseteq \mathcal{T}_g$ the open ball of radius $\varepsilon > 0$ centered at $X \in \mathcal{T}_g$ with respect to $d_{\text{Thu}}$. Denote by $\Pi: P^1\mathcal{T}_g \to P^1\mathcal{M}_g$ the natural quotient map.
Denote by $\mathcal{PML}_g$ the space of projective measured geodesic laminations on $S_g$ and by $[\lambda] \in \mathcal{PML}_g$ the projective class of $\lambda \in \mathcal{ML}_g$. A Borel measurable subset $V \subseteq \mathcal{PML}_g$ is said to be a continuity subset of the Thurston measure class if 

$$\mu_{\text{Thu}}(\{ \lambda \in \mathcal{ML}_g \mid [\lambda] \in \partial V \}) = 0.$$ 

The following estimate is the main technical tool that will be used in the ensuing discussion; the purpose of this estimate is to compare horoball measures to the Mirzakhani measure.

**Proposition 5.10.** [Ara21, Proposition 3.5] Let $K \subseteq T_g$ be a compact subset and $\varepsilon_0 > 0$ be fixed. Then, there exists a constant $C = C(K, \varepsilon_0) > 0$ such that for every $X \in K$, every $0 < \varepsilon < \varepsilon_0$, and every open continuity subset $V \subseteq \mathcal{PML}_g$ of the Thurston measure class, the following estimate holds,

$$\limsup_{L \to \infty} \frac{\hat{\nu}_{\gamma,h}^L(\Pi(U_X(\varepsilon) \times V))}{m_{\gamma,h}^L} \leq C \cdot \nu_{\text{Mir}}(U_X(\varepsilon) \times V).$$

The following lemma allows us to control the behavior of sets of zero $\nu_{\text{Mir}}$ measure in terms of sets whose horoball measure is controlled by Proposition 5.10.

**Lemma 5.11.** [Ara21, Lemma 3.4] Let $K \subseteq P^1 T_g$ be a compact subset. Then, there exists a constant $\varepsilon_0 = \varepsilon_0(K) > 0$ such that for every Borel measurable subset $A \subseteq K$ with $\nu_{\text{Mir}}(A) = 0$ and every $\delta > 0$, there exists a countable cover $\{W_i\}_{i \in \mathbb{N}}$ of $A$ such that each $W_i$ is a product set $W_i = U_{X_i}(\varepsilon_i) \times V_i$ where each $X_i \in K$, each $\varepsilon_i \in (0, \varepsilon_0)$, and each $V_i \subseteq \mathcal{PML}_g$ is an open continuity subset of the Thurston measure class. Moreover, this cover may be taken such that

$$\sum_{i \in \mathbb{N}} \nu_{\text{Mir}}(W_i) < \delta.$$ 

We are now ready to study the absolute continuity of limit measures.

**Proposition 5.12.** Every weak-⋆ limit of the sequence of measures $(\hat{\nu}_{\gamma,h}^L / m_{\gamma,h}^L)_{L > 0}$ on $\mathcal{P}^1 \mathcal{M}_g$ is absolutely continuous with respect to the Mirzakhani measure $\hat{\nu}_{\text{Mir}}$.

**Proof.** Let $\hat{\nu}$ be some weak-⋆ limit point of the sequence and let $L_j \nearrow +\infty$ be an increasing sequence of positive real numbers such that

$$\lim_{j \to \infty} \frac{\hat{\nu}_{\gamma,h}^{L_j}}{m_{\gamma,h}^{L_j}} = \hat{\nu}.$$ 

Let $\hat{A} \subseteq \mathcal{P}^1 \mathcal{M}_g$ be a Borel measurable subset such that $\hat{\nu}_{\text{Mir}}(\hat{A}) = 0$. Our goal is to show that $\hat{\nu}(\hat{A}) = 0$. As $\mathcal{P}^1 \mathcal{M}_g$ admits a countable exhaustion by compact sets and as the limit measure $\hat{\nu}$ is continuous with respect to increasing limits of sets, it suffices to consider those $\hat{A} \subseteq \hat{K}$ for some compact subset $\hat{K} \subseteq \mathcal{P}^1 \mathcal{M}_g$. Let $K \subseteq \mathcal{P}^1 T_g$ be a compact subset covering $\hat{K}$ and $A \subseteq K$ be a subset covering $\hat{A}$. Notice that $\nu_{\text{Mir}}(A) = 0$.

Let $\delta > 0$ be arbitrary and consider the countable cover $\{W_i\}_{i \in \mathbb{N}}$ of $A$ guaranteed by Lemma 5.11. The monotonicity property of measures ensures that

$$\hat{\nu}(\hat{A}) \leq \hat{\nu}\left( \bigcup_{i \in \mathbb{N}} \Pi(W_i) \right).$$  

(5.3)
On the other hand, as the limit measure $\tilde{\nu}$ is finite and continuous with respect to increasing limits of sets, we can find a finite subset $I \subseteq \mathbb{N}$ such that

$$\tilde{\nu}\left(\bigcup_{i \in \mathbb{N}} \Pi(W_i)\right) \leq \delta + \tilde{\nu}\left(\bigcup_{i \in I} \Pi(W_i)\right) \leq \delta + \sum_{i \in I} \tilde{\nu}(\Pi(W_i)) \tag{5.4}$$

where the second inequality follows from the subadditivity property of measures.

Now Portmanteau’s theorem applied to open sets with compact closure ensures

$$\tilde{\nu}(\Pi(W_i)) \leq \liminf_{j \to \infty} \frac{\tilde{\nu}^L_{\gamma,h}}{m^L_{\gamma,h}}(\Pi(W_i)) \tag{5.5}$$

for every $i \in I$. Lemma \[5.9\] bounds the right-hand side in terms of the usual horoball measures $\tilde{\nu}^L_{\gamma,h}$, and thanks to the structure of our choice of cover, we know by Proposition \[5.10\] that the $\tilde{\nu}^L_{\gamma,h}/m^L_{\gamma,h}$ measures of the $W_i$ sets are small. More concretely, taken together these statements provide a constant $C > 0$ such that

$$\limsup_{j \to \infty} \sum_{i \in I} \frac{\tilde{\nu}^L_{\gamma,h}}{m^L_{\gamma,h}}(\Pi(W_i)) \leq C \cdot \nu_{\text{Mir}}(W_i) \tag{5.6}$$

for every $i \in I$. In particular, we have that

As $\delta > 0$ was arbitrary, we see that $\tilde{\nu}(\tilde{A}) = 0$, completing the proof.

**No escape of mass.** We now show that every weak-$*$ limit point of the measures $\tilde{\nu}^L_{\gamma,h}/m^L_{\gamma,h}$ on $\mathcal{PM}_g$ is a probability measure; this does not follow automatically because the space $\mathcal{PM}_g$ is not compact.

For every $s > 0$ denote by $\mathcal{K}_s \subseteq \mathcal{M}_g$ the $s$-thick part of moduli space and by $\mathcal{PM}_s \subseteq \mathcal{PM}_g$ the natural lift of this subset to the bundle of unit length measured geodesic laminations over moduli space. By Mumford’s compactness criteria, these subsets are both compact.

We begin by recording the desired statement for the measures $\tilde{\nu}^L_{\gamma}$.

**Proposition 5.13.** [Ara21, Proposition 3.9] For every $\delta > 0$ there exists an $s > 0$ such that the following bound holds:

$$\liminf_{L \to \infty} \frac{\tilde{\nu}^L_{\gamma}(\mathcal{PM}_s)}{m^L_{\gamma,h}} \geq 1 - \delta.$$

Invoking the comparison result of Lemma \[5.9\] allows us to quickly deduce the corresponding statement for RSC-horoballs.

**Corollary 5.14.** For every $\delta > 0$ there exists an $s > 0$ such that

$$\liminf_{L \to \infty} \frac{\tilde{\nu}^L_{\gamma,h}(\mathcal{PM}_s)}{m^L_{\gamma,h}} \geq 1 - \delta.$$
Proof. Let $C = C(h) > 0$ be as in Lemma 5.9. Fix $\delta > 0$. Proposition 5.13 ensures there exists $s > 0$ such that
\[
\liminf_{L \to \infty} \frac{\bar{\nu}^L_\gamma(P_1K_s)}{m^L_\gamma} \geq 1 - \delta/C.
\]
Taking complements we deduce
\[
\limsup_{L \to \infty} \frac{\bar{\nu}^L_\gamma(P_1\mathcal{M}_g \setminus P_1K_s)}{m^L_\gamma} \leq \delta/C.
\]
It follows from Lemma 5.9 that
\[
\limsup_{L \to \infty} \frac{\bar{\nu}^L_{\gamma,h}(P_1\mathcal{M}_g \setminus P_1K_s)}{m^L_{\gamma,h}} \leq C \cdot \limsup_{L \to \infty} \frac{\bar{\nu}^L_\gamma(P_1\mathcal{M}_g \setminus P_1K_s)}{m^L_\gamma} \leq \delta.
\]
Taking complements we conclude
\[
\liminf_{L \to \infty} \frac{\bar{\nu}^L_{\gamma,h}(P_1K_s)}{m^L_{\gamma,h}} \geq 1 - \delta. \quad \square
\]

As such, we see that no mass can escape out the cusp of $P_1\mathcal{M}_g$, hence standard arguments allow us to conclude the following.

Corollary 5.15. Every weak-$*$ limit of $(\bar{\nu}^L_{\gamma,h}/m^L_\gamma)_{L>0}$ is a probability measure.

Endgame. We are now ready to prove Theorem 5.2.

Proof of Theorem 5.2. The Banach-Alaoglu theorem ensures that the sequence of measures $(\bar{\nu}^L_{\gamma,h}/m^L_\gamma)_{L>0}$ has a weak-$*$ limit point in the space of regular measures on $P_1\mathcal{M}_g$. By Lemma 5.5, Proposition 5.12, and Corollary 5.15, every such limit point is invariant under the earthquake flow, absolutely continuous with respect to $\bar{\nu}_{\text{Mir}}$, and a probability measure. As the earthquake flow is ergodic with respect to $\bar{\nu}_{\text{Mir}}$ (Theorem 5.1), every such limit point must be equal to $\bar{\nu}_{\text{Mir}}/b_g$. \square

6. EQUIDISTRIBUTION OF COMPLEMENTARY SUBSURFACES: THE FIRST CASE

Outline of this section. In this section we prove Theorem 1.1, the main result of this paper in the special case of non-separating simple closed curves. We begin by reducing the original equidistribution question to a counting problem for metric ribbon graphs. Using work of Luo (Theorem 2.4), this is equivalent to a counting problem for surfaces in a certain region of moduli space. Averaging and unfolding techniques allow us to further reduce this counting problem to an equidistribution question for RSC-horoball measures; Propositions 3.1 and 4.2 will play an important role at this stage of the proof. The results of §5 (which rely on the ergodicity of the earthquake flow) guarantee these measures equidistribute. The relationship between the total mass of RSC-horoball measures and the Kontsevich measure (explained in Proposition 5.4) plays a key role in the averaging and unfolding argument.
Reducing equidistribution to counting. For the rest of this section fix an integer \( g \geq 2 \) and a connected, oriented, closed surface \( S_g \) of genus \( g \). Let \( \gamma \) be a non-separating simple closed curve on \( S_g \) and fix a marked hyperbolic structure \( X \in T_g \). Recall that for every \( L > 0 \) we are considering the counting function
\[
s(X, \gamma, L) := \# \{ \alpha \in \text{Mod}_g \cdot \gamma \mid \ell_\alpha(X) \leq L \}
\]
which does not depend on the marking of \( X \in T_g \) but only on its underlying hyperbolic structure \( X \in \mathcal{M}_g \). For the convenience of the reader, we restate Mirzakhani’s asymptotic count:
\[
\lim_{L \to \infty} \frac{s(X, \gamma, L)}{L^{6g-6}} = \frac{c(\gamma)}{b_g} B(X)
\]
where the constants \( c(\gamma) > 0 \), \( B(X) > 0 \), and \( b_g > 0 \) were introduced in §1 (and further discussed in the beginning of Section 5).

As explained in the introduction, to prove Theorem 6.1, we first reduce to a counting problem for metric ribbon graphs. More concretely, it is enough to show that for every non-zero, non-negative, continuous, compactly supported \( f : \mathcal{MRG}_{g-1,2}(1,1) \to \mathbb{R} \geq 0 \),
\[
\lim_{L \to \infty} \frac{1}{s(X, \gamma, L)} \int_{\mathcal{MRG}_{g-1,2}(1,1)} f(x) \, d\eta^L_{X, \gamma}(x) = \frac{1}{c_g} \int_{\mathcal{MRG}_{g-1,2}(1,1)} f(x) \, d\eta_{\text{Kon}}(x).
\]

For the rest of this section we fix such a function \( f \). For every \( L > 0 \) consider the \( f \)-weighted counting function
\[
c(X, \gamma, f, L) := \int_{\mathcal{MRG}_{g-1,2}(1,1)} f(x) \, d\eta^L_{X, \gamma}(x)
\]
\[
= \sum_{\alpha \in \text{Mod}_g \cdot \gamma} \mathbb{1}_{[0,L]}(\ell_\alpha(X)) \cdot f(RSC_\alpha(X)).
\]

The rest of this section is devoted to proving the ensuing result, from which Theorem 6.1 follows directly by the above discussion. This appears as Theorem 1.3 in the introduction.
Theorem 6.2. With all notation as above,
\[ \lim_{L \to \infty} \frac{c(Y, \gamma, f, L)}{s(Y, \gamma, L)} = \frac{1}{c_g} \int_{\mathcal{MRG}_{g-1,2}(1,1)} f(x) \, d\eta_{\text{Kon}}(x). \]

Averaging counts. Our next goal is to average the counting functions introduced in (6.2) over small neighborhoods of moduli space. Using the results from (4) we first study how these counting functions vary in such neighborhoods.

Recall that Proposition 4.2 states that for any \( \epsilon \)-bi-Lipschitz close hyperbolic structures \( X, Y \in \mathcal{T}_g \) and any \( \alpha \) so that all of the edges of \( SC_{\alpha}(X) \) are long, the edges of \( SC_{\alpha}(X) \) and \( SC_{\alpha}(Y) \) differ by a multiplicative and additive constant. We now define analogous neighborhoods in the moduli space of ribbon graphs.

Given \( x \in \mathcal{MRG}_{g-1,2}(1,1) \) and positive constants \( \epsilon, \delta > 0 \), denote by \( N_{\epsilon, \delta}(x) \) the set of all \( y \in \mathcal{MRG}_{g-1,2}(1,1) \) in the same facet as \( x \), i.e., with the same topological type underlying ribbon graph as \( x \), such that for every edge \( e \) of \( x \) and \( y \),
\[ e^{-\epsilon} \cdot |e|_x - \delta \leq |e|_y \leq e^{\epsilon} \cdot |e|_x + \delta \]
(here we have implicitly fixed a local marking so we can compare the weights of specific edges). For every \( \epsilon > 0 \) and \( \delta > 0 \) consider the averaged functions
\[ f_{\epsilon, \delta}^{\min}, f_{\epsilon, \delta}^{\max} : \mathcal{MRG}_{g-1,2}(1,1) \to \mathbb{R}_{\geq 0} \]
given by
\[ f_{\epsilon, \delta}^{\min}(x) := \min_{y \in N_{\epsilon, \delta}(x)} f(y), \quad f_{\epsilon, \delta}^{\max}(x) := \max_{y \in N_{\epsilon, \delta}(x)} f(y). \]

Denote by \( o_X(L^{6g-6}) \) any function \( o_X : \mathbb{R}_{>0} \to \mathbb{R} \) depending on \( X \in \mathcal{M}_g \) with
\[ \lim_{L \to \infty} \frac{o_X(L)}{L^{6g-6}} = 0. \]

We begin our proof of Theorem 6.2 with the following estimate, which allows us to compare counts of curves on \( X \) with counts on nearby surfaces. Proposition 3.1, Lemma 4.1 and Proposition 4.2 play a crucial role in the proof of this result.

Proposition 6.3. There exists \( K = K(X) > 0 \) such that for every non-zero, continuous, compactly supported function \( f : \mathcal{MRG}_{g-1,2}(1,1) \to \mathbb{R}_{\geq 0} \), every \( \epsilon \in (0, 1) \), every \( Y \in \mathcal{T}_g \) that is \( \epsilon \)-bi-Lipschitz close to \( X \), and every \( L > 0 \),
\[ (6.3) \quad c(Y, \gamma, f_{2\epsilon, 3K/\sqrt{T}}, e^{-\epsilon} L) + \|f\|_{\infty} \cdot o_X(L^{6g-6}) \leq c(X, \gamma, f, L), \]
\[ (6.4) \quad c(X, \gamma, f, L) \leq c\left(Y, \gamma, f_{2\epsilon, 3K/\sqrt{T}}, e^{\epsilon} L\right) + \|f\|_{\infty} \cdot o_X(L^{6g-6}). \]

Proof. We prove (6.4). A proof of (6.3) can be obtained following similar arguments.

We first isolate the bottom of the count by length of curves in the mapping class group orbit of \( \gamma \), i.e., we fix \( L > 0 \) and consider the truncated counting function
\[ c^\dagger(X, \gamma, f, L) := \sum_{\alpha \in \text{Mod}_{\gamma,L}} \mathbb{1}_{[\sqrt{T}, L]}(\ell_{\alpha}(X)) \cdot f(RSC_{\alpha}(X)). \]

The asymptotic estimate in (6.1) implies
\[ (6.5) \quad c(X, \gamma, f, L) = c^\dagger(X, \gamma, f, L) + \|f\|_{\infty} \cdot o_X(L^{6g-6}). \]

We now apply Proposition 3.1 to further focus our attention on curves in the mapping class group orbit of \( \gamma \) whose complements are deep in maximal facets.
of $\mathcal{MRG}_{g-1,2}(1,1)$. Let $s > 0$ be such that all surfaces $Y \in \mathcal{M}_g$ that are $e$-bi-Lipschitz close to $X$ are $s$-thick and set $K = K_2(s) > 0$ to be the constant coming from Proposition 4.2.

Recall from Section 3 that for $K > 0$, the set of $\alpha \in \text{Mod}_g \cdot \gamma$ for which $SC_\alpha(X)$ lies in a $K$-neighborhood of the lower-dimensional facet of $\mathbb{R}_{>0} \cdot \mathcal{MRG}_{g-1,2}(1,1)$ is denoted by $F(X, \gamma, K)$. Consider now the further truncated counting function

$$c^1(\alpha, \gamma, f, L) := \sum_{\alpha \in \text{Mod}_g \cdot \gamma \setminus F(X, \gamma, K)} 1_{|\mathcal{L}|}(\ell_\alpha(\gamma) \cdot f(\text{RSC}\alpha(X))).$$

By Proposition 6.1 it follows that

$$c^1(X, \gamma, f, L) = c^1(X, \gamma, f, L) + \|f\|_\infty \cdot o_X(L^{6g-6}).$$

We can now invoke the geometric comparison results of Section 4. Fix $\varepsilon \in (0,1)$ and consider any $Y \in \mathcal{M}_g$ such that $Y$ is $\varepsilon$-bi-Lipschitz close to $X$. Now for any $\alpha \in \text{Mod}_g \cdot \gamma \setminus F(X, \gamma, K)$, it follows from Lemma 4.1 and Proposition 4.2 that $SC_\alpha(Y)$ is in the same maximal facet as $SC_\alpha(X)$ and that for every edge $e$ of $SC_\alpha(X)$ and $SC_\alpha(Y)$,

$$e^{-\varepsilon} \cdot |e|_X - K \leq |e|_Y \leq e^{\varepsilon} \cdot |e|_X + K$$

and hence

$$e^{-\varepsilon} \cdot |e|_Y - e^{-\varepsilon} K \leq |e|_X \leq e^{\varepsilon} \cdot |e|_Y + e^{\varepsilon} K.$$

Dividing (6.8) by $\ell_\alpha(X)$ and using the bounds $\ell_\alpha(X) \geq \sqrt{L}$ and $e^{-\varepsilon} \leq e^{\varepsilon} \leq 3$, we get that

$$e^{-\varepsilon} \frac{|e|_Y}{\ell_\alpha(X)} - 3K/\sqrt{L} \leq |e|_{\text{RSC}\alpha(X)} \leq e^{\varepsilon} \frac{|e|_Y}{\ell_\alpha(X)} + 3K/\sqrt{L}.$$ 

As $Y$ is $\varepsilon$-bi-Lipschitz close to $X$ we have

$$e^{-\varepsilon} \cdot \ell_\alpha(X) \leq \ell_\alpha(Y) \leq e^{\varepsilon} \cdot \ell_\alpha(X),$$

so combining (6.9) and (6.10) we deduce

$$e^{-2\varepsilon} \cdot |e|_{\text{RSC}\alpha(Y)} - 3K/\sqrt{L} \leq |e|_{\text{RSC}\alpha(X)} \leq e^{2\varepsilon} \cdot |e|_{\text{RSC}\alpha(Y)} + 3K/\sqrt{L}.$$ 

It follows that $\text{RSC}\alpha(X) \in N_{2\varepsilon,3K/\sqrt{L}}(\text{RSC}\alpha(Y))$, so by definition

$$f(\text{RSC}\alpha(X)) \leq f^{\max}_{2\varepsilon,3K/\sqrt{L}}(\text{RSC}\alpha(Y)).$$

From this bound and (6.10) we get the comparison of counting functions

$$c^1(X, \gamma, f, L) \leq c(Y, \gamma, f^{\max}_{2\varepsilon,3K/\sqrt{L}}, e^{\varepsilon} L).$$

Putting together (6.5), (6.6), and (6.11) we conclude (6.4) holds, i.e.,

$$c(X, \gamma, f, L) \leq c(Y, \gamma, f^{\max}_{2\varepsilon,3K/\sqrt{L}}, e^{\varepsilon} L) + \|f\|_\infty \cdot o_X(L^{6g-6}).$$

Since $K$ depends only on $X$, taking $L$ arbitrarily large allows us to make the additive error of the neighborhood $N_{\varepsilon,\delta}(x)$ over which we are averaging as small as we wish, directly yielding the following corollary.

**Corollary 6.4.** For every $\delta > 0$ there exists a constant $L_0 = L_0(X, \delta) > 0$ such that for every $f, \varepsilon$, and $Y$ as above, and every $L \geq L_0$,

$$c(Y, \gamma, f^{\max}_{2\varepsilon,\delta}, e^{\varepsilon} L) + \|f\|_\infty \cdot o_X(L^{6g-6}) \leq c(X, \gamma, f, L),$$

$$c(X, \gamma, f, L) \leq c(Y, \gamma, f^{\max}_{2\varepsilon,\delta}, e^{\varepsilon} L) + \|f\|_\infty \cdot o_X(L^{6g-6}).$$
Denote by \( o_{X,f}(L^{6g-6}) \) any function \( o_{X,f}: \mathbb{R}_{>0} \to \mathbb{R} \) depending on \( X \in \mathcal{M}_g \) and a function \( f: \mathcal{M}\mathcal{R}\mathcal{G}_{g-1,2}(1,1) \to \mathbb{R}_{\geq 0} \) such that
\[
\lim_{L \to \infty} \frac{o_{X,f}(L)}{L^{6g-6}} = 0.
\]

Recall that \( \tilde{\mu}_{wp} \) denotes the Weil-Petersson measure on \( \mathcal{M}_g \). For every \( \varepsilon \in (0,1) \) denote by \( U_X(\varepsilon) \subseteq \mathcal{M}_g \) the neighborhood of hyperbolic surfaces that are \( \varepsilon \)-bij-Lipschitz close to \( X \in \mathcal{M}_g \) and let \( \beta_{X,\varepsilon}: \mathcal{M}_g \to \mathbb{R}_{\geq 0} \) be any bump function supported on \( U_X(\varepsilon) \) of total \( \mu_{wp} \) mass 1. Integrating Corollary 6.4 therefore gives the following result.

**Corollary 6.5.** For every \( L \geq L_0(X,\delta) \) we have
\[
\begin{align*}
(6.14) & \quad \beta_{X,\varepsilon}(Y) \cdot c(Y,\gamma,f_{2\varepsilon,\delta},e^{-\varepsilon}L) \, d\tilde{\mu}_{wp}(Y) + o_{X,f}(L^{6g-6}) \leq c(Y,\gamma,f,L), \\
(6.15) & \quad c(Y,\gamma,f,L) \leq \int_{\mathcal{M}_g} \beta_{X,\varepsilon}(Y) \cdot c(Y,\gamma,f_{2\varepsilon,\delta},e^{-\varepsilon}L) \, d\tilde{\mu}_{wp}(Y) + o_{X,f}(L^{6g-6}).
\end{align*}
\]

**Unfolding averaged counts.** Unfolding the integrals in (6.14) and (6.15) over \( \mathcal{T}_g/\text{Stab}(\gamma) \) and pushing them back down to \( \mathcal{M}_g \) in a suitable way will reduce the proof of Theorem 6.2 to an application of Corollary 5.3. The following proposition describes this principle; the reader should also compare [Ara20 Proposition 3.3].

**Proposition 6.6.** Fix a non-negative, continuous, compactly supported function \( h: \mathcal{M}\mathcal{R}\mathcal{G}_{g-1,2}(1,1) \to \mathbb{R}_{>0} \). Then, for every \( \varepsilon > 0 \) and every \( L > 0 \),
\[
\beta_{X,\varepsilon}(Y) \cdot c(Y,\gamma,h,L) \, d\tilde{\mu}_{wp}(Y) = \int_{\mathcal{M}_g} \beta_{X,\varepsilon}(Y) \, d\mu^h_{\gamma,h}(Y).
\]

**Remark 6.7.** Notice that our weight function has changed names; this is because we eventually apply Proposition 6.6 with \( h \) equal to the functions \( f_{2\varepsilon,\delta}^{\max} \) and \( f_{2\varepsilon,\delta}^{\min} \).

**Proof.** Let \( \varepsilon > 0 \) and \( L > 0 \) be arbitrary. For every \( Y \in \mathcal{M}_g \) one can rewrite the counting function \( c(Y,\gamma,h,L) \) as follows:
\[
\begin{align*}
c(Y,\gamma,h,L) & = \sum_{\alpha \in \text{Mod}_g \cdot \gamma} \mathbb{1}_{[0,L]}(\ell_{\alpha}(Y)) \cdot h(\text{RSC}_\alpha(Y)) \\
& = \sum_{[\phi] \in \text{Mod}_g / \text{Stab}(\gamma)} \mathbb{1}_{[0,L]}(\ell_{\phi.\gamma}(Y)) \cdot h(\text{RSC}_{\phi.\gamma}(Y)) \\
& = \sum_{[\phi] \in \text{Mod}_g / \text{Stab}(\gamma)} \mathbb{1}_{[0,L]}(\ell_{\gamma}(\phi^{-1}.Y)) \cdot h(\text{RSC}_{\gamma}(\phi^{-1}.Y)) \\
& = \sum_{[\phi] \in \text{Stab}(\gamma) \setminus \text{Mod}_g} \mathbb{1}_{[0,L]}(\ell_{\gamma}(\phi.Y)) \cdot h(\text{RSC}_{\gamma}(\phi.Y)).
\end{align*}
\]

Let us record this fact as
\[
(6.17) \quad c(Y,\gamma,h,L) = \sum_{[\phi] \in \text{Stab}(\gamma) \setminus \text{Mod}_g} \mathbb{1}_{[0,L]}(\ell_{\gamma}(\phi.Y)) \cdot h(\text{RSC}_{\gamma}(\phi.Y)).
\]

Let \( p_\gamma: \mathcal{T}_g / \text{Stab}(\gamma) \to \mathcal{M}_g \) be the quotient map and \( \beta_{X,\varepsilon}^p: \mathcal{T}_g / \text{Stab}(\gamma) \to \mathbb{R}_{\geq 0} \) be the lift of \( \beta_{X,\varepsilon} \) given by \( \beta_{X,\varepsilon}^p := \beta_{X,\varepsilon} \circ p_\gamma \). Unfolding the integral on the left hand side of (6.16) using (6.17) it follows that
\[
\int_{\mathcal{M}_g} \beta_{X,\varepsilon}(Y) \cdot c(Y, \gamma, h, L) \, d\tilde{\mu}_{wp}(Y)
= \int_{T_\varepsilon/Stab(\gamma)} \beta_{X,\varepsilon}(Y) \cdot 1_{[0, L]}(\ell_\gamma(Y)) \cdot h(\text{RSC}_\gamma(Y)) \, d\tilde{\mu}_{wp}(Y)
= \int_{T_{\varepsilon}/Stab(\gamma)} \beta_{X,\varepsilon}(Y) \, d\tilde{\mu}_{\gamma,h}^L(Y)
= \int_{\mathcal{M}_g} \beta_{X,\varepsilon}(Y) \, d\tilde{\mu}_{\gamma,h}^L(Y),
\]
where the second equality follows from the expression for \(\tilde{\mu}_{\gamma,h}^L\) appearing in (5.2) and the third from the fact that \(\tilde{\mu}_{\gamma,h}^L\) is the pushforward of \(\tilde{\mu}_{\gamma,h}\) to \(\mathcal{M}_g\). \(\square\)

Reducing counting to equidistribution. We are now ready to prove Theorem 6.2 by applying the equidistribution results proved in §5. Our strategy is to relate the \(f\)-weighted counted function \(c(X, \gamma, f, L)\) with the mass of certain RSC-horoball measures, which we can then compare with the count \(s(X, \gamma, L)\) of all geodesics in the \(\text{Mod}_g\)-orbit of \(\gamma\).

Proof of Theorem 6.2. Recall that we are aiming to prove that
\[
\lim_{L \to \infty} \frac{c(X, \gamma, f, L)}{s(X, \gamma, L)} = \frac{1}{c_g} \int_{\mathcal{M}_g} f(x) \, d\eta_{\text{Kon}}(x).
\]

By Proposition 5.4, the following limit exists for any non-negative, continuous, compactly supported function \(h: \mathcal{M}_g \to \mathbb{R}_{\geq 0}\),
\[
\lim_{L \to \infty} \int_{\mathcal{M}_g} \beta_{X,\varepsilon}(Y) \cdot c(Y, \gamma, h, e^\varepsilon L) \, d\tilde{\mu}_{wp}(Y) + o_{X,f}(L^{6g-6}) = \int_{\mathcal{M}_g} \beta_{X,\varepsilon}(Y) \, d\tilde{\mu}_{\gamma,h}^L(Y).
\]

For the rest of the proof, denote this limit by \(r(\gamma, h)\).

By (6.18) and Corollary 5.8, proving Theorem 6.2 is equivalent to showing that
\[
\liminf_{L \to \infty} \frac{c(X, \gamma, f, L)}{s(X, \gamma, L)} \leq r(\gamma, f)/c(\gamma),
\]
(6.19)
\[
\limsup_{L \to \infty} \frac{c(X, \gamma, f, L)}{s(X, \gamma, L)} \leq \frac{r(\gamma, f)}{c(\gamma)}.
\]
(6.20)

We verify (6.20); a proof of (6.19) can be obtained following similar arguments. Let \(\delta > 0\) be arbitrary and take \(L_0 = L_0(X, \delta) > 0\) as in Corollary 6.5. Fix \(\varepsilon \in (0, 1)\) and \(L \geq L_0\). Set \(h := f_{2\varepsilon,\delta}^{\max}\). Using Corollary 6.5 (specifically (6.15)), we can average our counting function to get
\[
c(X, \gamma, f, L) \leq \int_{\mathcal{M}_g} \beta_{X,\varepsilon}(Y) \cdot c(Y, \gamma, h, e^\varepsilon L) \, d\tilde{\mu}_{wp}(Y) + o_{X,f}(L^{6g-6}).
\]

Unfolding this integral (Proposition 6.6) then implies that
\[
c(X, \gamma, f, L) \leq \int_{\mathcal{M}_g} \beta_{X,\varepsilon}(Y) \, d\tilde{\mu}_{\gamma,h}^L(Y) + o_{X,f}(L^{6g-6}).
\]
Dividing this inequality by \( m_{\gamma,h}^L \) (which is non-zero since \( f \) is non-zero) we get

\[
\frac{c(X, \gamma, f, L)}{m_{\gamma,h}^L} \leq \int_{M_g} \beta_{X,\varepsilon}(Y) \frac{d\mu_{\gamma,h}^L(Y)}{m_{\gamma,h}^L} + \frac{o_{X,f}(L^{6g-6})}{m_{\gamma,h}^L}.
\]

Taking \( \limsup_{L \to \infty} \) on both sides of this inequality and using Corollary 5.3 and Proposition 5.4 we deduce that

\[
(6.21) \quad \limsup_{L \to \infty} \frac{c(X, \gamma, f, L)}{m_{\gamma,h}^L} \leq \int_{M_g} \beta_{X,\varepsilon}(Y) \frac{B(Y) \cdot d\mu_{\text{wp}}(Y)}{b_g}.
\]

Now we know that the RSC-horoball mass \( m_{\gamma,h}^L \) and the counting function \( s(X, \gamma, L) \) both grow polynomially with degree \( L^{6g-6} \), so combining (6.21) with the definition of \( r(\gamma, h) \) appearing in (6.18) and Mirzakhani’s asymptotic formula (6.1) we arrive at the following estimate:

\[
(6.22) \quad \limsup_{L \to \infty} \frac{c(X, \gamma, f, L)}{s(X, \gamma, L)} \leq \frac{r(\gamma, h)}{c(\gamma)} \cdot \frac{1}{c(\gamma)} \cdot \frac{B(Y) \cdot d\mu_{\text{wp}}(Y)}{b_g}.
\]

We now shrink our approximating neighborhoods and consider the limiting behavior of the right-hand side of (6.22). By definition, \( h = f_{2\varepsilon,\delta}^{\max} \) pointwise as \( \varepsilon, \delta \searrow 0 \). In particular, by the monotone convergence theorem,

\[
\lim_{\varepsilon, \delta \searrow 0} r(\gamma, f_{2\varepsilon,\delta}^{\max}) = \lim_{\varepsilon, \delta \searrow 0} \frac{1}{12g - 12} \int_{\mathcal{M}R^g_{g-1,2}(1,1)} f_{2\varepsilon,\delta}^{\max}(x) \, d\eta_{\text{Kon}}(x)
\]

\[
= \frac{1}{12g - 12} \int_{\mathcal{M}R^g_{g-1,2}(1,1)} f(x) \, d\eta_{\text{Kon}}(x)
\]

\[
= r(\gamma, f).
\]

Directly from the definition of \( \beta_{X,\varepsilon} : M_g \to \mathbb{R}_{\geq 0} \) one checks that

\[
\lim_{\varepsilon \to 0} \int_{M_g} \beta_{X,\varepsilon}(Y) \cdot B(Y) = B(X).
\]

Taking \( \varepsilon, \delta \searrow 0 \) in (6.22) we therefore deduce

\[
\limsup_{L \to \infty} \frac{c(X, \gamma, f, L)}{s(X, \gamma, L)} \leq \frac{r(\gamma, f)}{c(\gamma)}. \quad \square
\]

This completes the proof of the counting result (Theorem 6.2), hence the proof of our main equidistribution result (Theorem 6.1).

7. Equidistribution of complementary subsurfaces: the general case.

Outline of this section. In this section we state the main result of this paper for general simple closed multi-curves; see Theorem 7.7. As its proof mirrors that of Theorem 1.1, we discuss only a few of its most important aspects; the rest of the argument can be quoted mutatis mutandis. We begin by introducing appropriate terminology concerning simple closed multi-curves and their corresponding cut-and-glue fibrations. We also introduce the fibered Kontsevich measure, a key player in the statement of Theorem 7.7. We finish this section with a discussion on simultaneous equidistribution; see Theorem 7.15.
Multi-curves and subsurfaces. For the rest of this section fix an integer $g \geq 2$ and a connected, oriented, closed surface $S_g$ of genus $g$. A simple closed multi-curve $\gamma = \{\gamma_1, \ldots, \gamma_k\}$ on $S_g$ with $1 \leq k \leq 3g - 3$ components is a $k$-tuple of pairwise non-isotopic, pairwise non-intersecting, essential (isotopy classes of) simple closed curves. Given a marked hyperbolic structure $X \in \mathcal{T}_g$, the total length of $\gamma$ is given by

$$\ell_\gamma(X) := \ell_{\gamma_1}(X) + \cdots + \ell_{\gamma_k}(X).$$

Throughout this section, we assume all of our multi-curves are simple and consist of closed curves, so we refer to them simply as multi-curves.

For any $X \in \mathcal{T}_g$, cutting along the geodesic realization of $\gamma$ on $X$ results in a hyperbolic structure on the (possibly disconnected) surface with boundary $S_g \setminus \gamma$ together with an induced marking. Label the components $(\Sigma_j)_{j=1}^c$ of $S_g \setminus \gamma$, and for each $j \in \{1, \ldots, c\}$ let $g_j, b_j \geq 0$ to be the pair of non-negative integers such that $\Sigma_j$ is homeomorphic to $S_{g_j, b_j}$. Cutting along $\gamma$ therefore yields a map

$$C_\gamma : \mathcal{T}_g \to \prod_{j=1}^c \mathcal{T}_{g_j, b_j}$$

whose fibers are homeomorphic to $\mathbb{R}^k$, representing all the possible Fenchel-Nielsen twists along the components of $\gamma$.

The cut-and-glue fibration. We would like to push $C_\gamma$ down to a map from the moduli space of pairs (hyperbolic surface, multi-curve) to the moduli space of hyperbolic structures on the complementary subsurfaces. However, a difficulty arises in that simply marking a multi-curve is not enough to consistently identify its complementary subsurfaces. At fault is the fact that the mapping class group can permute the components of $\gamma$, and can stabilize a component while reversing its orientation.

To address this, define an ordered, oriented multi-curve $\vec{\gamma} := (\vec{\gamma}_1, \ldots, \vec{\gamma}_k)$ to be a multi-curve together with an ordering of its components and a choice of orientation on each. Now, given any hyperbolic surface $X \in \mathcal{M}_g$ and a $\vec{\gamma}$ on $X$, the subsurface “to the right of $\gamma_i$” is well-defined, and so we can distinguish between the components of $X \setminus \vec{\gamma}$. As before, we use $\Sigma_j$ to denote the (labeled) components of $S_g \setminus \vec{\gamma}$ and $g_j, b_j$ to denote the genus and number of boundary components of $\Sigma_j$.

Remark 7.1. Given an ordered, oriented multi-curve $\vec{\gamma} := (\vec{\gamma}_1, \ldots, \vec{\gamma}_k)$ we will sometimes denote by $\gamma := (\gamma_1, \ldots, \gamma_k)$ the underlying (unoriented) ordered multi-curve.

Given a simple closed curve $\gamma$ on $S_g$, denote by $\text{Stab}_0(\gamma) < \text{Mod}_g$ the subgroup of all mapping classes that fix $\gamma$ up to isotopy together with its orientations. Since $\gamma$ only admits two orientations, this is clearly the same as the subgroup of $\text{Mod}_g$ that fixes either of those orientations.

For an ordered multi-curve $\gamma := (\gamma_1, \ldots, \gamma_k)$ on $S_g$ with $1 \leq k \leq 3g - 3$ components, denote by

$$\text{Stab}_0(\gamma) := \bigcap_{i=1}^k \text{Stab}_0(\gamma_i) < \text{Mod}_g$$

the stabilizer of each component of $\gamma$ together with their respective orientations. As above, this is equal to the stabilizer of the ordered, oriented multi-curve $\vec{\gamma}$ for any choice of orientation of the components of $\gamma$. In particular, $\text{Stab}_0(\gamma)$ preserves each complementary subsurface of $S_g \setminus \vec{\gamma}$ and fixes each of its boundaries setwise.
Remark 7.2. There is a natural isomorphism

\[ \text{Stab}_0(\gamma) \cong (T_{\gamma_1}, \ldots, T_{\gamma_k}) \times \prod_{j=1}^c \text{Mod}_{g_j, b_j} \]

where \( T_{\gamma_i} \) denotes the Dehn twist in \( \gamma_i \). This follows from our convention that \( \text{Mod}_{g, b} \) is considered up to isotopies setwise fixing each boundary component.

Each point of \( T_g/\text{Stab}_0(\gamma) \) is now a hyperbolic structure together with a choice of ordered, oriented multi-curve in the \( \text{Mod}_g \) orbit of \( \vec{\gamma} \). Equivalently, this quotient is the moduli space of hyperbolic structures on \( S_g \) equipped with an unoriented ordered multi-curve, together with an labeling of its complementary subsurfaces.

Cutting a hyperbolic surface \( X \in T_g/\text{Stab}_0(\gamma) \) along the geodesic representative of the specified multi-curve gives (unmarked) hyperbolic structures on the complementary subsurfaces \( \{\Sigma_j\}_{j=1}^c \), but not all structures are represented. In particular, boundary components glued along a curve of \( \gamma \) must have equal length.

We therefore introduce the following notation: if \( L = (L_i)_{i=1}^k \in \mathbb{R}_{>0}^k \), then for each \( j \in \{1, \ldots, c\} \) we let \( L^{(j)}_j \) be the subvector of \( L \) whose entries correspond to the boundary components of \( \Sigma_j \). Now define the slice \( \mathcal{M}(S_g \setminus \vec{\gamma}; L) \) to be the moduli space of complementary subsurfaces where the components of \( \gamma \) have fixed lengths, i.e.,

\[ \mathcal{M}(S_g \setminus \vec{\gamma}; L) := \prod_{j=1}^c \mathcal{M}_{g_j, b_j}(L^{(j)}) \]

These slices piece together into a fibration over the space of possible lengths, and we define the moduli space \( \mathcal{M}(S_g \setminus \vec{\gamma}) \) of complementary subsurfaces as the total space of this fibration:

\[ \mathcal{M}(S_g \setminus \vec{\gamma}) := \{(X_1, \ldots, X_c) \in \mathcal{M}(S_g \setminus \vec{\gamma}; L) \mid L \in \mathbb{R}_{>0}^k\} \]

With all of this notation established, we now observe that there is a fibration

\[ C_{\gamma} : T_g/\text{Stab}_0(\gamma) \to \mathcal{M}(S_g \setminus \vec{\gamma}), \]

whose fiber over \( (Y_1, \ldots, Y_c) \in \prod_{j=1}^c \mathcal{M}_{g_j, b_j}(L^{(j)}) \) is a \( k \)-dimensional torus representing the different gluings of the complementary subsurfaces \( (X_1, \ldots, X_c) \). This is often referred to as the cut-and-glue fibration.

We note that the exact shape of the fibers is somewhat subtle: one would initially expect the fiber to be equal to

\[ \mathbb{R}^k/(L_1\mathbb{Z} \oplus \ldots \oplus L_k\mathbb{Z}), \]

representing that one can twist along each \( \gamma_i \) and get different hyperbolic structures on the glued surface. However, if any of the \( \gamma_i \) separate off a torus with one boundary component then the gluings with twist parameters \( t \) and \( t + L_i/2 \) are isometric; this is a consequence of the presence of the elliptic involution. In general, then, the fiber is equal to

\[ \mathbb{R}^k/(2^{-\varepsilon_1}L_1\mathbb{Z} \oplus \ldots \oplus 2^{-\varepsilon_k}L_k\mathbb{Z}), \]

where \( \varepsilon_i = 1 \) if \( \gamma_i \) separates off a subsurface of genus 1 with a single boundary component and \( \varepsilon_i = 0 \) otherwise.
Disintegrating the Weil–Petersson measure. Using Wolpert’s formula for the Weil–Petersson symplectic form \cite{Wol85}, we can express the Weil–Petersson volume form $\mu_{\text{wp}}$ on $T_g$ as

\begin{equation}
\label{eq:7.1}
d\mu_{\text{wp}} = d\mu_{\vec{\gamma}, L\text{wp}} d\tau_1 \cdots d\tau_k dL_1 \cdots dL_k,
\end{equation}

where $\tau_i$ are the twist parameters associated with the components of $\gamma$ and $\mu_{\vec{\gamma}, L\text{wp}}$ is the product of the Weil–Petersson measures on the Teichmüller spaces of the complementary subsurfaces, i.e.,

$$
\mu_{\vec{\gamma}, L\text{wp}} = \mu_{L(1)}^{(1)} \otimes \cdots \otimes \mu_{L(c)}^{(c)}.
$$

We now wish to push equation (7.1) forward by the cut-and-glue fibration and down to the moduli spaces considered above. However, there are number of technical subtleties we must take into account to get the correct constant factor. For one, the size of the toral fibers of $C_\gamma$ depends on both the length $L$ of the curves of $\gamma$ as well as the number $\rho_g(\gamma)$ of components of $\gamma$ that bound a torus with one boundary component. An even more delicate issue arises from our definition of the Weil–Petersson measures; since we are taking a local pushforward measure to an orbifold, we must divide each measure by the size of the generic stabilizer. For a more thorough discussion of these issues see \cite{Ara21, Ara20}.

Therefore, let $\sigma_g(\gamma) > 0$ be the rational number given by

$$
\sigma_g(\gamma) := \frac{\prod_{j=1}^{c} |K_{g_j, b_j}|}{|\text{Stab}_0(\gamma) \cap K_g|},
$$

where $K_{g_j, b_j} \triangleleft \text{Mod}_{g_j, b_j}$ is the kernel of the mapping class group action on $T_{g_j, b_j}$ and $K_g \triangleleft \text{Mod}_g$ is the kernel of the mapping class group action on $T_g$. These kernels are non-trivial only in the low complexity cases where special involutions arise. More specifically, $|K_{g_j, b_j}| = 1$ unless $g_j = b_j = 1$ in which case $|K_{1,1}| = 2$, and $|K_g| = 1$ unless $g = 2$ in which case $|K_2| = 2$.

Once we have dealt with these issues, we can push forward formula (7.1). Let $\tilde{\mu}_{\text{wp}}$ denote the local pushforward of $\mu_{\text{wp}}$ to $T_g / \text{Stab}_0(\gamma)$, and define the Weil–Petersson measure $\tilde{\mu}_{\vec{\gamma}, L\text{wp}}$ on $\mathcal{M}(S_g \setminus \vec{\gamma}; L)$ as the product of the Weil–Petersson measures $\tilde{\mu}_{L^{(j)}}$ on the moduli spaces of complementary subsurfaces. Then there is the following relationship between measures on $\mathcal{M}(S_g \setminus \vec{\gamma})$:

\begin{equation}
\label{eq:7.2}
d(C_\gamma)_* \tilde{\mu}_{\text{wp}} = \frac{\sigma_g(\gamma)}{2^{\rho_g(\gamma)}} L_1 \cdots L_k d\tilde{\mu}_{L}^{(1)} dL_1 \cdots dL_k.
\end{equation}

The fibered Kontsevich measure. We now mimic the above constructions for the space of spines of complementary subsurfaces. Therefore, for any length vector $L \in \mathbb{R}_k^>$, we set

$$
\mathcal{MRG}(S_g \setminus \vec{\gamma}; L) := \prod_{j=1}^{c} \mathcal{MRG}_{g_j, b_j}(L^{(j)}).
$$

As these are simply products of moduli spaces with fixed boundary lengths, they come equipped with a natural (product) Kontsevich measure $\eta_{\text{Kon}}^{\vec{\gamma}, L}$. As in the case of hyperbolic structures on $S_g \setminus \vec{\gamma}$, these slices fit together into a larger moduli space $\mathcal{MRG}(S_g \setminus \vec{\gamma})$ which can be topologized through its natural embedding into
a product of combinatorial moduli spaces with variable boundary lengths. By Theorem 2.4 the spine map induces a homeomorphism

\[ S : \mathcal{M}(S_g \setminus \gamma) \rightarrow \mathcal{MRG}(S_g \setminus \gamma) \]

that restricts to a homeomorphism on each slice.

Integrating against boundary lengths, the Kontsevich measures on each slice also fit together into a measure on the total space, defined by

\[ \eta^\gamma_{\text{Kon}}(A) := \int_{\mathbb{R}^k_{>0}} \eta^\gamma_{\text{Kon}}(A \cap \mathcal{MRG}(S_g \setminus \gamma; L)) \, dL_1 \ldots dL_k \]

for any measurable set \( A \) of \( \mathcal{MRG}(S_g \setminus \gamma) \).

Denote by \( \Delta \subseteq \mathbb{R}^k_{>0} \) the (open) standard simplex

\[ \Delta := \{ L \in \mathbb{R}^k_{>0} : L_1 + \cdots + L_k = 1 \} \]

and let \( \mathcal{MRG}(S_g \setminus \gamma; \Delta) \) denote the total space of the fibration over \( \Delta \) whose fiber above \( L \) is \( \mathcal{MRG}(S_g \setminus \gamma; L) \); this can be thought of as the “projectivization” of \( \mathcal{MRG}(S_g \setminus \gamma) \). To that point, we can define a map

\[ \text{RSC}_\gamma : T_g / \text{Stab}_0(\gamma) \rightarrow \mathcal{MRG}(S_g \setminus \gamma; \Delta) \]

which to every hyperbolic structure assigns the point obtained by cutting \( X \) along the geodesic representatives of the components of \( \gamma \), finding the metric spines of the complementary hyperbolic surfaces, and rescaling the corresponding metric ribbon graphs to lie in \( \mathcal{MRG}(S_g \setminus \gamma; \Delta) \).

In analogy with formula (7.2), we now define a measure on \( \mathcal{MRG}(S_g \setminus \gamma; \Delta) \) as follows. For a subset \( A \subseteq \mathcal{MRG}(S_g \setminus \gamma; \Delta) \), define

\[ \text{cone}(A) := \{(\Gamma, tx) : (\Gamma, x) \in A, t \in (0, 1]\} \subset \mathcal{MRG}(S_g \setminus \gamma). \]

**Definition 7.3.** The fibered Kontsevich measure of \( A \subseteq \mathcal{MRG}(S_g \setminus \gamma; \Delta) \) is

\[ \tilde{\eta}^\Delta_{\text{Kon}}(A) := \frac{\sigma_g(\gamma)}{2^g(\gamma) + 1} \int_{\text{cone}(A)} L_1 \cdots L_k \, d\eta^\gamma_{\text{Kon}}(\Gamma, x). \]

The “fibered” qualifier and the circle accent are both meant to emphasize that we are taking into account the mass of the toral fibers coming from different gluings along the curves of \( \gamma \). As we will see shortly, the fibered Kontsevich measure reflects the asymptotic behavior of the RSC\( _\gamma \)-pushforward of Weil–Petersson measure to \( \mathcal{M}(S_g \setminus \gamma; \Delta) \) as the length of \( \gamma \) grows. Compare to Proposition 7.12.

**Remark 7.4.** By (2.3), the measure \( \tilde{\eta}^\Delta_{\text{Kon}} \) can also be expressed in terms of the Lebesgue measure on \( \prod_{j=1}^c \mathcal{MRG}_{g_j, b_j} \) in edge length coordinates, restricted to the subspace \( \mathcal{MRG}(S_g \setminus \gamma) \). This requires lifting to the Teichmüller space of complementary subsurfaces (equivalently, the filling arc complex \( \mathcal{AFill}(\Sigma)|_\mathbb{R} \)) and then taking a local pushforward. Since \( \mathcal{M}_{g,b} \) and \( \mathcal{MRG}_{g,b} \) have the same symmetries, this strategy also naturally recovers the weighting factor \( \sigma_g(\gamma)/2^g(\gamma) \).

**Counting multi-curves.** Let \( \gamma := (\gamma_1, \ldots, \gamma_k) \) be an ordered multi-curve on \( S_g \) with \( 1 \leq k \leq 3g - 3 \) components and \( X \in T_g \) be a marked hyperbolic structure on \( S_g \). For every \( L > 0 \) consider the counting function

\[ s(X, \gamma, L) := \#\{ \alpha \in \text{Mod}_g \cdot \gamma \mid \ell_\alpha(X) \leq L \}. \]

By work of Mirzakhani [Mir08], an asymptotic formula analogous to (6.1) holds for this counting function as well; compare also [Lin19] [Ara20].
To state this result, we first define the following constant,

\[ \gamma := \eta_{\text{Kon}}^\Delta (\mathcal{MRG}(S_g \setminus \vec{\gamma}; \Delta)) / [\text{Stab}(\gamma) : \text{Stab}_0(\gamma)] > 0. \]

Recall from Section 5 that \( B(X) > 0 \) denotes the Thurston volume of the ball of unit length measured geodesic laminations on \( X \) and that \( b_g > 0 \) denotes the total mass of the Mirzakhani measure on \( \mathcal{P}^1 \mathcal{M}_g \).

**Theorem 7.5.** [Mir08b, Theorems 1.1, 1.2] [Lin19, Theorem 1.2] [Ara20, Theorem 1.6] Let \( \gamma := (\gamma_1, \ldots, \gamma_k) \) be an ordered multi-curve on \( S_g \) with \( 1 \leq k \leq 3g - 3 \) components and \( X \in \mathcal{M}_g \) be a hyperbolic structure on \( S_g \). Then,

\[ \lim_{L \to \infty} L^{-6g-6} s(X, \gamma, L) = c(\gamma) \cdot B(X) / b_g. \]

**Remark 7.6.** In [Mir08b, Lin19, and Ara20], the constant \( c(\gamma) \) is defined in terms of polynomials \( W_g(\gamma, L) \) that record the top degree part \( V_{\text{top}}^{g,j,b} \) of the Weil–Petersson volume polynomials of the complementary subsurfaces. In particular, once one fully unravels our definition of \( c(\gamma) \) and the fibered Kontsevich measure, it becomes clear our definition is the same as the one that appears in those papers but with \( V_{\text{top}}^{g,j,b} \) replaced by the Kontsevich volumes of complementary moduli spaces. Corollary 2.6 implies that our definition is equivalent to the original one.

**Equidistribution of complementary subsurfaces.** We can now state the general version of our main theorem for arbitrary multi-curves. Fix an ordered oriented multi-curve \( \vec{\gamma} := (\vec{\gamma}_1, \ldots, \vec{\gamma}_k) \) and a marked hyperbolic structure \( X \in \mathcal{T}_g \). On \( \mathcal{MRG}(S_g \setminus \vec{\gamma}; \Delta) \) consider the counting measure

\[ \eta_{X,\vec{\gamma}}^L := \sum_{\vec{\alpha} \in \text{Mod}_g \cdot \vec{\gamma}} \mathbb{1}_{[0,L]}(\ell_{\vec{\alpha}}(X)) \cdot \delta_{\text{RSC}_{\vec{\alpha}}(X)}. \]

This measure does not depend on the marking of \( X \in \mathcal{T}_g \) but only on its underlying hyperbolic structure \( X \in \mathcal{M}_g \). Recall that \( \eta_{\text{Kon}}^\Delta \) denotes the fibered Kontsevich measure on \( \mathcal{MRG}(S_g \setminus \vec{\gamma}; \Delta) \) and denote by \( m_{\vec{\gamma}} > 0 \) its total mass.

The following generalization of Theorem 1.1 can be proved using the same strategy adopted in previous sections; for the sake of brevity, we will only discuss some of the most important aspects of the proof.

**Theorem 7.7.** Let \( \vec{\gamma} := (\vec{\gamma}_1, \ldots, \vec{\gamma}_k) \) be an ordered oriented multi-curve on \( S_g \) and \( X \in \mathcal{M}_g \) be a hyperbolic structure on \( S_g \). Then, with respect to the weak-\( \star \) topology for measures on \( \mathcal{MRG}(S_g \setminus \vec{\gamma}; \Delta) \),

\[ \lim_{L \to \infty} \frac{\eta_{X,\vec{\gamma}}^L}{s(X, \gamma, L)} = \frac{\eta_{\text{Kon}}^\Delta}{m_{\vec{\gamma}}}. \]

**Remark 7.8.** The results in [Liu19] and [Ara20] also explain how to count multi-curves in the \( \text{Mod}_g \) orbit of \( \vec{\gamma} \) with respect to other notions of length, e.g., with non-uniform weights on the components or by the maximum length of the components, instead of the total length. Analogues of Theorem 7.7 also hold true in these settings; we leave it to the reader to formulate precise statements.
RSC-horoball measures. We begin by discussing how to define appropriate RSC-horoball measures in this context. For the rest of this section fix a non-zero, non-negative, continuous, compactly supported function $h : \mathcal{MRG}_g(\gamma, \Delta) \to \mathbb{R}_{>0}$. For every $L > 0$ consider the RSC-horoball measure $\mu^L_{\gamma,h}$ on $T_g$ given by restricting the Weil-Petersson measure to the horoball of depth $L$ at $\gamma$ and weighting it by $h$:

$$d\mu^L_{\gamma,h}(X) := \mathbb{1}_{[0,L]}(\ell_{\gamma}(X)) h(\text{RSC}_\gamma(X)) d\mu_{\text{wp}}(X).$$

As a consequence of the cut-and-glue fibration, this measure is invariant by $\text{Stab}_0(\gamma)$ as well as by twisting in the curves of $\gamma$. Consider the sequence of covers

$$T_g \to T_g/\text{Stab}_0(\gamma) \to \mathcal{M}_g.$$

Let $\mu^L_{\gamma,h}$ be the local pushforward of $\mu^L_{\gamma,h}$ to $T_g/\text{Stab}_0(\gamma)$ and $\tilde{\mu}^L_{\gamma,h}$ be the pushforward of $\mu^L_{\gamma,h}$ to $\mathcal{M}_g$.

**Remark 7.9.** For an oriented non-separating simple closed curve $\gamma$ on $S_g$,

$$\tilde{\mu}^L_{\gamma,h} = \left[\text{Stab}(\gamma) : \text{Stab}_0(\gamma)\right] \cdot \mu^L_{\gamma,h} = 2 \tilde{\mu}^L_{\gamma,h}$$

where the measure $\mu^L_{\gamma,h}$ is as defined in (5.1).

These measures can be lifted to the corresponding bundles of unit length measured geodesic laminations in the following way. Let $1 \cdot \gamma_1 + \cdots + \gamma_k$ considered as an element of $\mathcal{ML}_g$. On $P^1 T_g$ consider the measures $\nu^L_{\gamma,h}$ given by

$$d\nu^L_{\gamma,h}(X, \lambda) := d\delta_{1 \cdot \gamma_\ell/\ell_{\gamma}(X)}(\lambda) d\mu^L_{\gamma,h}(X).$$

This measure is similarly $\text{Stab}_0(\gamma)$ invariant, and as a consequence of the twist-invariance of $\mu^L_{\gamma,h}(X)$, is invariant under the earthquake flow. Let $\tilde{\nu}^L_{\gamma,h}$ be the local pushforward of $\nu^L_{\gamma,h}$ to $P^1 T_g/\text{Stab}_0(\gamma)$ and $\tilde{\nu}^L_{\gamma,h}$ be the pushforward of $\nu^L_{\gamma,h}$ to $P^1 \mathcal{M}_g$. Denote by

$$m^L_{\gamma,h} := \tilde{\nu}^L_{\gamma,h}(P^1 \mathcal{M}_g) = \tilde{\mu}^L_{\gamma,h}(\mathcal{M}_g)$$

the total mass of these measures.

To prove Theorem 7.7 using the methods discussed in previous sections one needs to ensure the measures $\tilde{\mu}^L_{\gamma,h}$ equidistribute over $\mathcal{M}_g$ with respect to $B(X) d\mu_{\text{wp}}(X)$ as $L \to \infty$. Following the same arguments as in the proof of Theorem 5.2 one first deduces the following result.

**Theorem 7.10.** With respect to the weak-$\star$ topology for measures on $P^1 \mathcal{M}_g$,

$$\lim_{L \to \infty} \frac{\tilde{\nu}^L_{\gamma,h}}{m^L_{\gamma,h}} = \frac{\tilde{\nu}_{\text{Mir}}}{b_g}.$$

Pushing down to moduli space, one immediately concludes the following.

**Theorem 7.11.** With respect to the weak-$\star$ topology for measures on $\mathcal{M}_g$,

$$\lim_{L \to \infty} \frac{\tilde{\mu}^L_{\gamma,h}}{m^L_{\gamma,h}} = \frac{B(X) d\tilde{\mu}_{\text{wp}}(X)}{b_g}.$$
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Total mass. As in the case of Theorem 5.2 an important step in the proof of Theorem 7.10 is to compute an asymptotic formula for the total mass $m^L_{\vec{\gamma},h}$ of the measures $\nu^L_{\vec{\gamma},h}$ as $L \to \infty$. Using the same methods as in the proof of Proposition 5.4 together with the cut-and-glue fibration yields the following result.

Proposition 7.12. The following limit holds,
\[
\lim_{L \to \infty} \frac{m^L_{\vec{\gamma},h}}{L^{6g-6}} = \int_{\mathcal{MRG}(S_g \setminus \vec{\gamma};\Delta)} h(x) d\tilde{\eta}_{\text{Kon}}^\Delta(x).
\]

Remark 7.13. A priori, in the case $\vec{\gamma}$ is an oriented non-separating simple closed curve, the limit in Proposition 7.12 seems to differ from the limit in Proposition 5.4. This difference can be reconciled in the following way. Notice that $\eta_{\text{Kon}}^\Delta := \int_0^1 \ell \eta_{\text{Kon}}^{(t,\ell)} d\ell$.

By quasi-invariance of the Kontsevich measure under rescaling (2.3), $\eta_{\text{Kon}}^{(t,\ell)} = \ell^{6g-8} \eta_{\text{Kon}}^{(1,1)}$ and thus we get that $\eta_{\text{Kon}}^\Delta = \int_0^1 \ell^{6g-7} \eta_{\text{Kon}}^{(1,1)} d\ell = \frac{1}{6g-6} \eta_{\text{Kon}}^{(1,1)}$.

The last missing factor of 2 comes from the fact that we have defined our measures by pushing down to $M_g$ from $T_g/\text{Stab}_0(\gamma)$ instead of from $T_g/\text{Stab}(\gamma)$, as in Remark 7.9.

Simultaneous equidistribution. Inspired by [AES16a, AES16b, ERW19], we now discuss the issue of simultaneous equidistribution, proving that the placement of a curve in the space of measured laminations is independent from the shape of its complementary subsurface.

Recall that $\mathcal{PML}_g$ denotes the space of projective measured geodesic laminations on $S_g$ and that $[\lambda] \in \mathcal{PML}_g$ denotes the projective class of $\lambda \in \mathcal{ML}_g$. Given $X \in T_g$ consider the coned-off Thurston measure $\mu^X_{\text{Thu}}$ which to every measurable subset $A \subseteq \mathcal{PML}_g$ assigns the value
\[
\mu^X_{\text{Thu}}(A) := \mu_{\text{Thu}}(\{\lambda \in \mathcal{ML}_g \mid \ell_\lambda(X) \leq 1, [\lambda] \in A\});
\]
up to identifying $\mathcal{P}_X^1 T_g \cong \mathcal{PML}_g$, this is just the measure $\mu^X_{\text{Thu}}$ introduced in Section 5.4. Observe that its total mass is $B(X)$.

Fix an ordered multi-curve $\gamma := (\gamma_1, \ldots, \gamma_k)$ on $S_g$ and a marked hyperbolic structure $X \in T_g$. Recall that $1 \cdot \gamma := \gamma_1 + \cdots + \gamma_k \in \mathcal{ML}_g$. For every $L > 0$ consider the counting measure on $\mathcal{PML}_g$ given by
\[
\zeta^L_{\gamma,X} := \sum_{\alpha \in \text{Mod}_{\gamma}\gamma} \mathbb{1}_{[0,L]}(\ell_\alpha(X)) \cdot \delta_{[1,\alpha]}.
\]
This measure depends only on the underlying hyperbolic structure of $X \in T_g$ and not on its marking. The following result can be deduced directly from Mirzakhani’s work [Mir08b, Theorem 6.4].

Theorem 7.14. In the weak-$*$ topology for measures on $\mathcal{PML}_g$,
\[
\lim_{L \to \infty} \frac{\zeta^L_{\gamma,X}}{s(X,\gamma,L)} = \frac{\mu^X_{\text{Thu}}}{B(X)}.
\]
It is natural to consider the question of simultaneous equidistribution for the limits in Theorems 7.7 and 7.14. More precisely, fix an ordered oriented multi-curve \( \vec{\gamma} := (\vec{\gamma}_1, \ldots, \vec{\gamma}_k) \) on \( S_g \) and \( X \in T_g \). For every \( L > 0 \) consider the counting measure on \( \mathcal{PM}_g \times \mathcal{M} \mathcal{R}_g(S_g \setminus \vec{\gamma}; \Delta) \) given by

\[
\xi^L_{\vec{\gamma}, X} := \sum_{\vec{\alpha} \in \text{Mod}_g \cdot \vec{\gamma}} \mathbb{I}_{[0, L]}(\ell_{\vec{\alpha}}(X)) \cdot \delta_{[1, \alpha]} \otimes \delta_{\text{RSC}_{\vec{\alpha}}(X)}.
\]

As always, this measure depends only on the underlying hyperbolic structure of \( X \in T_g \) and not on its marking. The following general result can be proved following similar arguments as in the proof of Theorem 7.7 but working over the bundle \( \mathcal{P}^1 \mathcal{M}_g \); compare to [Ara20, Proof of Theorem 3.5].

**Theorem 7.15.** Let \( \vec{\gamma} := (\vec{\gamma}_1, \ldots, \vec{\gamma}_k) \) be an ordered oriented multi-curve on \( S_g \) with \( 1 \leq k \leq 3g - 3 \) components and \( X \in \mathcal{M}_g \). Then, with respect to the weak⋆-topology for measures on \( \mathcal{PM}_g \times \mathcal{M} \mathcal{R}_g(S_g \setminus \vec{\gamma}; \Delta) \),

\[
\lim_{L \to \infty} \frac{\xi^L_{\vec{\gamma}, X}}{s(X, \vec{\gamma}, L)} = \frac{\mu^X_{\text{Thu}}}{B(X)} \otimes \frac{\eta_{\text{Kon}}}{m_{\vec{\gamma}}}.
\]

As a consequence, we see that even when prescribing how a set of curves coarsely wraps \( X \) (for example, by fixing a maximal train track chart for \( \mathcal{M} \mathcal{L}_X \)), the complementary subsurfaces to those curves remain uniformly distributed.

**A. A Morse Lemma with shrinking constants**

The usual Morse Lemma in hyperbolic geometry states that quasigeodesics remain close to geodesics. Recall that a map \( c : \mathbb{R} \to X \) to a metric space \( X \) is an \((L, K)\)-quasigeodesic if for all \( t, t' \in \mathbb{R} \) we have that

\[
\frac{1}{L} |t - t'| - K \leq d_X(c(t), c(t')) \leq L |t - t'| + K.
\]

**Lemma A.1.** For any geodesic, Gromov-hyperbolic metric space \( X \) and any constants \( L, K > 0 \), there exists \( R > 0 \) such that any \((L, K)\)-quasigeodesic \( c \) is contained within the \( R \) neighborhood of \( g \), the geodesic with the same endpoints as \( c \).

See [BH99, Theorem III.H.1.7] for a proof. In this appendix, we show that in the case where we restrict to \( X = \mathbb{H}^2 \) and set \( K = 0 \), we can take \( R \to 0 \) as \( L \to 1 \).

**Proposition A.2.** For any \( \delta > 0 \) there exists a constant \( L > 1 \) so that any \( L \)-bi-Lipschitz curve \( c : \mathbb{R} \to \mathbb{H}^2 \) is contained within the \( \delta \) neighborhood of \( g \), the geodesic with the same endpoints as \( c \).

We first record one useful fact about the hyperbolic geometry of certain quadrilaterals; see [Bus92, Theorem 2.3.1, (iv)].

**Lemma A.3.** Given a hyperbolic quadrilateral with three right angles whose sides have length as labeled as in Figure 7, then

\[
cosh(b) \tanh(h) = \tanh(R).
\]

In particular, if \( R \) remains fixed, then \( h \to 0 \) as \( b \to \infty \).
Figure 7. A hyperbolic quadrilateral with three right angles.

Proof of Proposition A.2. We argue by contradiction. Suppose the desired statement did not hold; then there would exist a sequence of $L_n$-bi-Lipschitz curves $c_n$ with $L_n \to 0$ such that each $c_n$ has the same endpoints as $g$ but is not contained in its $\delta$-neighborhood. Without loss of generality, assume all $L_n < 2$. Then, by the Morse Lemma, there exists a uniform $R > 0$ so that the curves $c_n$ are all contained within the $R$ neighborhood of $g$.

Translating each $c_n$ along $g$ as necessary (and relabeling the sequence), we can find points $p_n \in c_n$ all of which lie along a common orthogeodesic emanating from a point $o \in g$ and so that

$$d_{g_2}(p_n, o) \in [\delta, R].$$

See the left-hand side of Figure 8. Take a subsequence $c_{n_k}$ so that the $p_{n_k}$ converge to a point $p_\infty$, necessarily lying along the orthogeodesic through $o$ and distance at least $\delta$ from $g$.

Figure 8. The limiting behavior of bi-Lipschitz paths with improving Lipschitz constant.

Now consider the subsegment $s$ of $g$ of some large length $2b$ centered at $o$ and let $N$ denote the uniform $R$-neighborhood of $s$. Because the family of 2-Lipschitz maps is equicontinuous, and $N$ is compact, the Arzela–Ascoli theorem implies that there is a further subsequence (which we also denote $c_{n_k}$) that converges on $N$. Since $L_n \to 0$, the limit must be a geodesic $h$.

This limiting geodesic $h$ must meet the length $R$ orthogeodesic segments through each of the endpoints of $s$; see the right-hand side of Figure 8. Therefore, Lemma A.3 implies that $h$ has distance at most $\text{arctanh}(\tanh(R) \sech(b))$ from $o$. In particular, for $b$ large this is arbitrarily small.
But now $h$ must also pass through $p_{\infty}$, which was at least $\delta$ from $a$, a contradiction. Thus no such sequence $c_n$ can exist, i.e., there is a uniform bound on the distance from an $L$-bi-Lipschitz curve to the geodesic connecting its endpoints. □

Given this, we can immediately deduce the proof of Proposition 4.5, which we repeat below for the reader’s convenience.

**Proposition A.4.** For any small enough $\delta > 0$ there exists an $\varepsilon > 0$ so that for any $c_\varepsilon$-bi-Lipschitz map $f : \mathbb{H}^2 \to \mathbb{H}^2$ and any geodesic $g \subset \mathbb{H}^2$, we have

$$d_{\mathbb{H}^2}(f(g), g') \leq \delta$$

where $g'$ denotes the geodesic with the same endpoints as $f(g)$.

**Proof.** Using Proposition A.2, take $\varepsilon < \log 2$ so that any $c_\varepsilon$-bi-Lipschitz curve is within $\delta/2$ of the geodesic with the same endpoints.

Now because $g$ is a geodesic, $f(g)$ is an $c_\varepsilon$-bi-Lipschitz curve, so by Proposition A.2 it must lie in the $\delta/2$ neighborhood of $g'$. Since $f^{-1}$ is also $c_\varepsilon$-bi-Lipschitz, we also get that $f^{-1}(g')$ is $\delta/2$ close to $g$. Once more applying the fact that $f$ is bi-Lipschitz, this implies that $g'$ is $c_\varepsilon \delta/2 < \delta$ close to $f(g)$, completing the proof. □
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