Observation of non-scalar and logarithmic correlations in 2D and 3D percolation
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Percolation, a paradigmatic geometric system in various branches of physical sciences, is known to possess logarithmic factors in its correlators. Starting from its definition, as the $Q \to 1$ limit of the $Q$-state Potts model with $S_Q$ symmetry, in terms of geometrical clusters, its operator content as $N$-cluster observables has been classified. We extensively simulate critical bond percolation in two and three dimensions and determine with high precision the $N$-cluster exponents and non-scalar features up to $N=4$ (2D) and $N=3$ (3D). The results are in excellent agreement with the predicted exact values in 2D, while such families of critical exponents have not been reported in 3D, to our knowledge. Finally, we demonstrate the validity of predictions about the logarithmic structure between the energy and two-cluster operators in 3D.

PACS numbers:

Statistical systems at criticality are scale invariant and usually characterized by the power-law decay of their correlation functions. In $d = 2$ dimensions (2D), Conformal Field Theory (CFT) succeeded in computing the corresponding critical exponents (and many finer details) of such systems. But scale invariance is also compatible with logarithmic factors in the correlators [1], which may appear if the theory is non-unitary and the scaling dimensions of two or more distinct operators coincide. Non-unitarity may be due to: quenched disorder (e.g., in disordered electron gases realizing the integer quantum Hall plateau transition), non-positive definite Boltzmann weights (at Lee-Yang singularities in hard lattice gases), or non-local observables (in percolation and polymer models) [2] [3]. In the corresponding Logarithmic CFT (LCFT), the dilatation operator is non-diagonalizable and modes of the Noether current (stress tensor) realize indecomposable representations of the symmetry algebra.

The logarithmic factors can be understood by treating the LCFT as a limit of usual CFTs. This approach is particularly powerful when the system has additional discrete symmetries (apart from conformal invariance), whose irreducibles characterize the different operators that mix indecomposably in the LCFT limit where their scaling dimensions collide. These ideas were developed by Cardy [4] and first applied by him to disordered systems that arise in the $N \to 0$ limit of the replica approach (the symmetry being the $S_N$ replica group). Another case of interest is the $Q$-state Potts model (with $S_Q$ symmetry) [1][6]. For $Q \in \mathbb{N}$ its continuum limit is unitary, but non-unitarity results from extending the definition to $Q \in \mathbb{R}$, via a high-temperature expansion, and defining non-local observables in terms of cluster connectivities [7]. Taking then $Q \to Q_0$, with $Q_0$ integer, leads to LCFTs, the case $Q_0 = 1$ being (bond) percolation. Refs. [8] [9] classified the $S_Q$ irreducible operators, related them to cluster observables and unravelled the corresponding LCFT contents. We stress that these works and this Letter apply to bulk LCFT, which is more challenging [10][12] than its boundary counterpart [13] [14]. Remarkably, in this context, some of the most salient structural properties (like: for each $Q_0$, which operator mixings produce logarithmic factors, and in which correlators) turn out to be independent of dimension $d$. For $d > 2$, this route seems the only known semi-rigorous way of deriving exact results on the logarithmic structure of LCFTs. The set of predictions was greatly enhanced in [15] by extending the initial treatment [8] [9] of scalar operators (i.e., that transform trivially under rotations) to include also non-scalar operators that realize general representations of $S_Q$.

The study of CFTs in $d > 2$ has recently been thrust into the limelight by the conformal bootstrap program. Using constraints of unitarity, this approach has led to new insights and improved the precision of critical exponents for local operators in the 3D Ising model [16]. Non-unitary extensions have given access to a few dimensions in 3D (e.g., in the Yang-Lee model [17] or percolation [18]), but sometimes on condition that an exponent was determined independently, either perturbatively [18] or numerically. The LCFT approach to $d > 2$ is complementary to the bootstrap in many respects: it focuses on non-local operators rather than local ones, and tar-
Note that $S$ the sum limit, to the two-point function of an operator. This precisely, these combinations correspond, in the continuum limit, to the two-point functions of two operators $O_2$ and $O_2\alpha$. Below, we also use the term observable to describe a two-point function. The scaling dimensions of these operators in 2D CFT are known [15]. Notice that $O_2\alpha$ ($O_2\alpha$) transforms trivially (non-trivially) under rotations: in 2D the latter has non-zero conformal spin, $h - \bar{h} = 1$ (see [2]).

For $N = 3$ clusters, the relevant combinations are

$$
\begin{align*}
\mathbb{P}_{3a} &= \mathbb{P}
\end{align*}
$$

of Young diagrams for $N = 2$ but rather $Q \to 1$. The definitions of observables acting on $N = 2$ and $N = 3$ spins are recalled below. Each of them corresponds, technically, to a pair of Young diagrams for $S_N$ and $S_Q$ [15].

Consider first observables describing the propagation of $N = 2$ clusters. There are two different combinations, corresponding to the symmetric and antisymmetric Young diagrams of $S_2$,

$$
\begin{align*}
\mathbb{P}_{2s} &= \mathbb{P}(\|) + \mathbb{P}(\mathbf{x}), \\
\mathbb{P}_{2a} &= \mathbb{P}(\|) - \mathbb{P}(\mathbf{x}),
\end{align*}
$$

and leads to exact results on cluster correlators at criticality, as $r^{-2\Delta}$, with (a priori) distinct, symmetry-dependent scaling dimensions.

**Critical exponents in 2D.** In 2D, the exponents can be computed exactly using algebraic methods and CFT results. They are expressed in terms of conformal weights $h_{r,s}$ in the so-called Kac parameterization

$$
\begin{align*}
h_{r,s} = 1 - \frac{(r+1) x + (r+1)s}{4x} - \frac{(r+1) x + (r+1)s}{4x} + 1,
\end{align*}
$$

and $\mathbb{P}_{N\circ}$ (with subscript $\circ = s, m, a$) refers to the symmetric, mixed and antisymmetric Young diagram of $S_3$. For $N = 4$, we have $\mathbb{P}_{4s}$, $\mathbb{P}_{4m1}$, $\mathbb{P}_{4m2}$, $\mathbb{P}_{4m3}$ and $\mathbb{P}_{4a}$, since $S_4$ admits five Young diagrams; see the Supplementary Material (SM) for details. All these observables, qua two-point functions, are expected to decay algebraically at criticality, as $r^{-2\Delta}$, with (a priori) distinct, symmetry-dependent scaling dimensions.
scaling dimension related to the one-dimensional representation \( \exp(i2\pi p/N) \) of \( C_N \) was found to be \cite{15}

\[
\Delta_{p,N} = h_p/N, N + h_p/N, N ,
\]

where \( p \) is an integer between \([-N/2]\) and \([N/2]\) determined as follows: For the Young diagram of a given operator, find all its corresponding standard Young tableaux and compute for each of them its index \( I = \text{sum of descents} \). The \( p \) in \([3]\) is then the value of \( I \mod N \) leading to the smallest \( \Delta_{p,N} \) (most relevant contribution).

Consider first the \( N = 2 \) observables. The scaling dimensions of \( O_{2s} \) and \( O_{2a} \) are \( \Delta_{2a} = 2h_{0,2} = 5/4 \) and \( \Delta_{2s} = h_{1/2,2} + h_{-1/2,2} = 23/16 \). The leading behavior of the probabilities are then \( P_{2s} \propto r^{-2\Delta_{2s}} \) and \( P_{2a} \propto r^{-2\Delta_{2a}} \). These predictions were checked by TM on the cylinder \cite{15}, and they are confirmed by our MC computations in the plane (upper-left panel of Fig. [1] and Tab. [1]).

The \( N = 3 \) case is more interesting, since the restriction from \( S_3 \) to \( C_3 \) does not necessarily hold in the geometry relevant for MC. In particular, both of \([11]\) and \([X]\) can generically be realized in the plane, while on the cylinder one of them cannot. To be in the generic situation, the points in \( V_i \) and \( V_j \) must be sufficiently spaced, and we henceforth assume this is the case. In this case, the restriction from \( S_3 \) to \( C_3 \)—a key argument in deriving \([3]\)—does not occur. But remarkably, \([3]\) still appears to provide the correct scaling dimension, provided \( p \) is chosen differently (see below).

The case of the symmetric operator \( O_{3s} \) presents no such subtleties. Its corresponding Young diagram has one index \( I = 0 \), and setting \( p = 0 \) in \([3]\) we find \( \Delta_{3s} = 2h_{0,3} = 35/12 \). This coincides with the well-known six-leg watermelon operator \cite{25} and agrees well with the MC results for \( P_{3s} \) (upper-right panel of Fig. [1] and and Tab. [1]). Similarly, for \( O_{3m} \) we find \( p = 1 \), and \( \Delta_{3m} = h_{1/3,3} + h_{-1/3,3} = 3 \) agrees with the numerics for \( P_{3m} \). The interesting case concerns \( O_{3a} \), for which \( I = 3 \). On the cylinder, one finds the same scaling dimension as for \( O_{3s} \), namely \( \Delta_{0,3} = 35/12 \), since \( p = I \mod N = 0 \). However, our MC results in the plane unambiguously agree with \( \Delta_{3,3} = 11/3 \). We hypothesize that exact results in the plane are obtained by setting \( p = I \) (without mod \( N \)). This is confirmed by an exhaustive study of the five \( N = 4 \) exponents (see SM and Tab. [1]).

**Critical exponents in 3D.** The definitions of the observables are independent of \( d \). The corresponding operators are only quasi-primary in 3D, but the various probabilities \( P \) should still scale with distinct scaling dimensions, due to their different symmetry content. This is confirmed by our MC results (bottom panels of Fig. [1] and Tab. [1]). Non-local operators of this type do not appear to have been previously studied in 3D.

**Table I:** Least-squares fitting results for \( N \)-cluster exponents \( \Delta \) in 2D and 3D. The rows “Theo.” are for the exact values from the \( d = 2 \) LCFT.

| | 2D | | | | | | 3D | | |
|---|---|---|---|---|---|---|---|---|---|
| | \( \Delta_{3s} \) | \( \Delta_{2s} \) | \( \Delta_{3s} \) | \( \Delta_{3m} \) | \( \Delta_{3a} \) | | \( \Delta_{3s} \) | \( \Delta_{2s} \) | \( \Delta_{3s} \) | \( \Delta_{3m} \) | \( \Delta_{3a} \) |
| Theo. | 5/4 | 1.2503(6) | 1.438(4) | 2.93(4) | 2.986(14) | 3.75(20) | 1.857(2) | 2.262(10) | 3.605(8) | 3.93(4) | 5.2(2) |
| | 23/16 | 5/4 | 35/12 | 3 | 11/3 |
| Theo. | 21/4 | 3/4 | 5.24(3) | 5.25(10) | 5.40(10) | 5.60(20) | 7.00(30) | | | | |
| | 339/64 | 87/16 | 363/64 | 111/16 | | | | | | | |

**Conformal spin.** Observables that are not fully symmetric transform non-trivially under local rotations. We first illustrate this in 2D, where we can compute the conformal spin of operators. The spin corresponding to \([3]\) is \( |h_p/N,N - h_{-p}/N,N| = p \). Thus, the \( N = 2 \) operators \( O_{2s} \) and \( O_{2a} \) have spin 0 and 1, respectively.

This can be checked in MC simulations, using techniques similar to \cite{15}. We perform a rotation of \( V_j \) around \( V_j \), while keeping the local orientation of each site in the neighborhoods fixed. The upper-left panel of Fig. [2] shows the renormalized amplitude of the observables as a function of the angle. It is clear that in the large-\( r \) limit the two-point function of \( O_{2s} \) is invariant under rotations, whereas the two-point function of \( O_{2a} \) fits perfectly with \( \propto \cos(2\theta + \pi) \). Another way to investigate the spin is to keep \( V_i \) around \( V_j \) fixed, but do a local rotation of the relative position \( \delta \) in one of them. In CFT, this corresponds to a simple conformal change of the metric around one point. This cannot be done continuously on the lattice, but nevertheless the results are clear and match now \( \propto \cos(\theta + \pi) \) for the spin-1 case (top-right panel Fig. [2]).

The factor-two difference of the periods is understood (see \cite{15} for details).

In 3D, we cannot compute the conformal spin from \([3]\),

**FIG. 1:** Log-log plot of \( P_{2s} \) and \( P_{3s} \) versus distance \( r \) in 2D and 3D, for different system sizes \( L \). Subscripts \( o = s, m \) refer to symmetric, mixed and antisymmetric correlators. Straight lines with slope \( s \) come from the least-squares fits. For clarity, \( P_{3s} \) (\( P_{3m} \)) have been multiplied by a factor 5 (2).
but on general grounds we expect it to be independent of $d$. This is confirmed by the bottom panels of Fig. 2 that show the same two protocols as above, but now in 3D.

The $N = 3$ observables can be investigated in the same way. In 2D, the prediction is that $O_{3a}$ has spin 0, while $O_{3m}$ has spin 1, and $O_{3a}$ has spin 3 in the plane and spin 0 on the cylinder. For numerical and practical reasons, we only investigated the first of the above protocols (the second being much more challenging for $N = 3$, given the constraints of the square lattice). The results are shown in Fig. 3. The spins of $O_{3a}$ and $O_{3m}$ are seen to be 0 and 1, respectively (we find $P_{3m} \propto \cos(2\theta + \pi)$), in agreement with the 2D CFT predictions. The prediction for $O_{3a}$ is spin 3, but instead of a “pure” function of the form $\cos(2\theta)$ with $s = 3$, $P_{3a}$ is seen to be a mixed sum

$$P_{3a} \propto \cos(2\theta) + b_1 \cos(4\theta) + b_3 \cos(6\theta),$$

where $b_1$ and $b_2$ are non-universal amplitudes. In general, we expect the angular dependence of the two-point function of a spin-$s$ operator to be a sum of the form $\sum_{k=1}^s b_k \cos(k\theta)$, where the $b_k$ are non-universal. For all three observables, we obtain the same spin in 3D as in 2D, as expected.

**Logarithmic features.** A important breakthrough of [8] was to prove the possibility of studying LCFTs through a limiting procedure. In this class of theories—which includes percolation—there exist operators whose two-point functions are not purely a power-law. In 2D, they have a logarithmic dependence of the form

$$\langle O_\Delta(0)O_\Delta(r) \rangle = \frac{\theta - 2b \log r}{r^{2\Delta}},$$

where $\Delta$ is the scaling dimension, $\theta$ is non-universal, and $b$ is called an indecomposability parameter. We know that $b$ is universal, and exact results are known for its value in many cases [2, 10, 11, 13].

![FIG. 2: Rotational dependence of $P_{2a}r^{2\Delta_{2a}}$ and $P_{2a}r^{2\Delta_{2a}}$. The results are obtained from extrapolation first to $L \to \infty$ and then to $r \to \infty$.](image1)

For a LCFT to result as a limit of ordinary CFTs, the scaling dimensions of two operators must collide in the limit. This is exactly what happens for 2D percolation in two dimensions: the scaling dimensions of the local energy operator $\varepsilon$ and of the symmetric two-cluster operator $O_{2a}$ collide when $Q \to 1$. This is accompanied by a divergence in the two-point function of $O_{2a}$, which can be removed by mixing the two operators into a Jordan cell. The parameter $b$ is proportional to the quantity

$$\delta = 2 \times \lim_{Q \to 1} \frac{\Delta_2 - \Delta_\varepsilon}{Q - 1}. \quad (5)$$

This universal number characterizes both the LCFT at $Q = 1$ and the limit of CFTs when $Q \to 1$.

It is possible to go further and isolate the logarithmic factor in (4). For $N = 2$, let $P_0 \equiv P(r)$ be the probability each of the four specified points belongs to a different percolation cluster; let $P_1$ be the probability that the points belong to three different clusters, one of which propagates from one site in $V_i$ to another site in $V_j$, viz.

$P_1 \equiv P(\varepsilon) + P(\Delta_2) + P(\Delta_3) + P(\Delta_\varepsilon).$ Note that $P(\varepsilon)$ increases with $r$ and converges to $(P_{\Delta_\varepsilon})^2$ for $r \to \infty$, where $P_{\Delta_\varepsilon}$ is the probability that the two points in $V_i$ belong to different percolation clusters. The main result of [8] is that the composite observable

$$F(r) = \frac{P_0(r) + P_1(r) - (P_{\Delta_\varepsilon})^2}{P_{2a}(r)} \sim \delta \log(r), \quad (6)$$

diverges as a pure logarithm. Crucially, the predictions [5]–[6], as well as $\Delta_2 = \Delta_\varepsilon$ exactly at $Q = 1$, hold in both 2D and 3D. In 2D we know also $\Delta_2(Q)$ and $\Delta_\varepsilon(Q)$,

$$\Delta_\varepsilon = 2h_{2,1}, \quad \Delta_2 = 2h_{0,2} \quad (7)$$

so $\delta = 2\sqrt{3}/\pi \approx 1.10266\ldots$.

In the numerics we take each of $V_i$ and $V_j$ to contain a pair of nearest-neighbor sites. From the least-squares fit of the data in Fig. 4 we obtain $\delta(2D) = 1.12(3)$, improving the numerics in [8], and very close
to the exact result. The 3D logarithmic scaling in \( \delta \) is confirmed very clearly in the right panel of Fig. 4, and we find \( \Delta_2(Q) = 1.53(3) \). Of course, \( \Delta_2(Q) \) and \( \Delta_c(Q) \) are not known analytically in 3D. We can nonetheless give a rough estimate of \( \delta \) from \( \delta (3D) \approx 2.24(2) \) by using the numerical values \( \Delta_2 \approx 1.413(1) \) for the 3D Ising model \( Q = 2 \). This gives \( \delta \approx 2(\Delta_2(Q = 2) - \Delta_c(Q = 2)) = 1.66. \) The agreement with \( \delta (3D) \) is surprisingly good, showing that \( \Delta_2(Q) \) and \( \Delta_c(Q) \) have little curvature (as in 2D).

**Numerical details.** Our Monte Carlo simulations are carried out for bond percolation on the square (2D) and cubic (3D) lattices, with toroidal boundary conditions and linear system sizes varying from \( L = 8 \) to \( 8192 \) in 2D and 256 in 3D. It is especially challenging that the correlators decay very rapidly with \( r \), in particular for \( N = 3 \) and 4. For instance, \( P_{3a}(r) \) decays with exponent \( 2\Delta_{3a}(3D) \approx 10.4 \), so \( P_{3a} \leq 10^{-14} \) already for \( r \approx 24 \); see Fig. 1. Thus, reliable data are only available for a small range of \( r \) and \( L \), calling for careful finite-size analysis.

As a first step, configurations of percolation clusters are produced by the standard procedure. The whole lattice is visited by site, starting from \( i_1 \in V_i \), and the \( N \)-cluster correlation functions are measured. Since most CPU time is spent measuring, independent simulations are performed for each \( N \). In total, we used \( 2 \times 10^6 \) CPU core hours (see SM for further details).

Data for \( N = 2, 3 \) (with \( |\delta| = 1 \)) are partly shown in Fig. 1 and fitted to \( O(r)_L = r^{-2\Delta_0} (a + b_1 r^{-1} + b_2 r^{-2}) \) by the least-squares criterion. For fixed \( L \), we impose cutoffs, \( r_{\text{min}} \leq r \leq r_{\text{max}} \), on the data admitted in the fit, and we study the effect on the residual \( \chi^2 \) of varying \( r_{\text{min}} \) and \( r_{\text{max}} \). Results are then extrapolated to \( L \rightarrow \infty \). To avoid simultaneous finite-\( r \) and finite-\( L \) corrections, we also simulate \( r = \alpha L \), with \( 0 < \alpha < 1 \) constant. Those data are fitted by \( O(L) = (\alpha L)^{-2\Delta_0} (a + b_1 L^{-1} + b_2 L^{-2}) \). Final results are reported in Tab. 4 where the quoted error bars include systematic uncertainties.

**Discussion and outlook.** To summarize, we verified and completed exact predictions about cluster exponents for percolation in 2D. The dependence of certain exponents on the geometry (cylinder or plane) is noteworthy. In 3D we gave estimates for new exponents, and theoretical predictions \[ \] of the logarithmic structure were verified. We find that the rotational behavior of correlators is similar in 3D and 2D, with spin \( s = p \) in both cases. While our analysis is confined to percolation, it proves the avail of studying LCFT as a limit of ordinary CFT. Being one of the few methods to study LCFT in higher dimensions, we believe it opens the possibility to derive exact results in 3D for a wide range of models.
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SUPPLEMENTAL MATERIAL

This Supplemental Material contains additional details about the results given in the main text. We first give the definitions of the $N = 4$-cluster observables and detail the computation of the 2D critical exponents from the corresponding Young diagrams. The following section contains technical details about the simulations and the fitting scheme, including a few additional plots.

I. ADDITIONAL DEFINITIONS

Using the same notation as in the main text, we define the 5 observables corresponding to the $N = 4$ correlation functions $P_{4\sigma}(\{\sigma = s, m1, m2, m3, a\})$:

\[
P_{4s} = P(\text{III}) + P(\text{IX}) + P(\text{IX}) + P(\text{IX}) + P(\text{IX}) + P(\text{IX}) + P(\text{XI}) + P(\text{XI}) + P(\text{XI}) + P(\text{X}) + P(\text{X}) + P(\text{X}) + P(\text{X})
\]

\[
P_{4m1} = 3P(\text{III}) - P(\text{XI}) + 3P(\text{XI}) - P(\text{XI}) - P(\text{IX}) - P(\text{IX}) + 3P(\text{XI}) - P(\text{XI}) + 3P(\text{XI}) - P(\text{XI}) - P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X})
\]

\[
P_{4m2} = 2P(\text{III}) + 2P(\text{IX}) - P(\text{IX}) - P(\text{IX}) - P(\text{IX}) + 2P(\text{XI}) + 2P(\text{X}) - P(\text{XI}) - P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X})
\]

\[
P_{4m3} = 2P(\text{XI}) - P(\text{X}) - P(\text{X}) - 2P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X})
\]

\[
P_{4a} = P(\text{III}) - P(\text{XI}) + 3P(\text{X}) + P(\text{X}) - P(\text{X}) - P(\text{X}) + 3P(\text{X}) - P(\text{X}) - P(\text{X}) + 3P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X}) - P(\text{X})
\]

where each corresponding to a Young diagram for a representation of $S_4$.

The computation of critical exponents involves algebraic manipulations of Young tableaux. Therefore, before discussing each of the five observables, we recall a few definitions. A Young diagram with $N$ boxes is specified by listing its row lengths (in non-increasing order, and summing up to $N$) between square brackets. A standard Young tableau associated to such a Young diagram is obtained by filling the boxes with the integers from 1 to $N$, such that the numbers are increasing in each row and column. The index of a standard Young tableau is defined as the sum of its descents, where a number $i$ is said to be a descent if $i + 1$ appears in a row strictly below $i$. In the following, for clarity, descents in a drawing of a standard Young tableau will be written in bold font. We now discuss each of the 5 possibilities for the $N = 4$-cluster observables. More details about the algebraic derivation of the conformal dimensions can be found in [15]. Note that the conformal dimensions are given in the geometry of the plane. We thus do not restrict the symmetry to $C_4$ (as on a cylinder) and follow the computational scheme described in the main text.

- The first observable is $P_{4s}$ corresponding to the fully symmetric representation of $S_4$. Its Young diagram is $[4]$ and its only standard tableau is

\[
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
\end{array}
\]

with an index $I = 0$. The predicted dimension in 2D is then $\Delta_{0,4} = 21/4$ with a spin 0.

- The observable $P_{4m1}$ corresponds to the Young diagram $[3, 1]$. It has 3 distinct standard Young tableaux, and the one corresponding to the lowest index (hence the lowest conformal dimension) is

\[
\begin{array}{ccc}
1 & 3 & 4 \\
2 \\
\end{array}
\]

with an index $I = 1$. The predicted dimension in 2D is $\Delta_{1,4} = 339/64$ with a spin 1.
• The observable $P_{4m2}$ corresponds to the Young diagram $[2, 2]$. It has 2 distinct standard Young tableaux and the one corresponding to the lowest index is

$$\begin{array}{cc}
1 & 2 \\
3 & 4
\end{array}$$

with an index $I = 2$. The predicted dimension in 2D is $\Delta_{2, 4} = 87/16$ with a spin 2.

• The observable $P_{4m3}$ corresponds to the Young diagram $[2, 1, 1]$. It has 3 distinct standard Young tableaux and the one corresponding to the lowest index is

$$\begin{array}{cc}
1 & 4 \\
2 & \\
3 &
\end{array}$$

with an index $I = 3$. The predicted dimension in 2D is $\Delta_{3, 4} = 363/64$ with a spin 3.

• The last observable is $P_{4a}$ corresponding to the Young diagram $[1, 1, 1, 1]$. It has 1 standard Young tableau

$$\begin{array}{cc}
1 & \\
2 & \\
3 & \\
4 &
\end{array}$$

with an index $I = 6$. The predicted dimension in 2D is $\Delta_{6, 4} = 111/16$ with a spin 6.

We provide numerical data supporting these results below.

### II. SIMULATION DETAILS

**The $N = 2$ and 3 cases.** The simulations for $N = 2$ and 3 were carried out for the bond percolation on the square and the simple-cubic lattice at their percolation thresholds, $p_c(2D) = 1/2$ [19] and $p_c(3D) = 0.248 811 85(10)$ [21, 22] respectively. Periodic boundary conditions were applied, and the linear system size was taken in the range $L \in [8, 8192]$ for 2D and $[4, 512]$ for 3D. The $N$ lattice sites in the neighborhoods $V_i$ and $V_j$ were set to be aligned, separated by a unit lattice spacing ($|\delta| = 1$). The displacement $r$ between $V_i$ and $V_j$ was taken perpendicular to $\delta$, corresponding to $\theta = \pi/2$ in Figs. 2 (Left panel) and Fig. 3 in the main text.

For a given linear size $L$ we sampled the $N$-cluster connectivities as functions of distance $r = |r|$ and then defined the corresponding $N$-cluster two-point correlation functions $P_N(r_k)$, with distance $r_k \in [2, L/2]$ for the $k$th data point. The increment of distance was set as $\delta r_k \equiv r_{k+1} - r_k = \max[1, 0.2r_k]$. The log-log plot in Fig. 1 of the main tex confirms well that, both for 2D and 3D, the different correlation functions $P_N$ are governed by distinct scaling dimensions $\Delta_N$, with $o = s, m, a$. The up-bending deviation for large $r$ (close to $L/2$) is due to the periodic boundary conditions. We fitted the Monte Carlo data for each $L$ to $O(r)|_L = r^{-2\Delta_O} + (a + b_1 r^{-1} + b_2 r^{-2})$ by the least-squares criterion, with various cutoffs $r_{\min} \leq r \leq r_{\max}$. Then, the $\Delta_O(L)$ values were extrapolated to the thermodynamic limit $L \to \infty$; for most cases, such finite-size dependencies were found to be very weak.

To avoid corrections stemming from both small $r$ and finite $L$, we carried out additional extensive simulations and measured the correlation functions right at $r = L/2$. The standard scaling hypothesis leads to the finite-size scaling $O(L) \propto L^{-2\Delta_O}$. The data in Fig. 5 were fitted to the ansatz $O(L) = L^{-2\Delta_O} + (a + b_1 L^{-1} + b_2 L^{-2})$. The results are shown in Tab. I in the main text, where the error bars include both the statistical error coming directly from the fit and the systematic error coming from the variation among the results for different cutoffs.

**The $N = 4$ case.** The $N$-cluster correlation functions, particularly the asymmetric one $P_{Na}$, decay more and more rapidly when $N$ increases, and thus the simulations become more and more challenging. For $N = 4$ we focused on the
FIG. 5: Log-log plot of $P_{2a}$ and $P_{3a}$ versus $L$ in 2D and 3D, measured at $r = L/2$. Subscripts $\sigma = s, m, a$ refer to the symmetric, mixed and antisymmetric correlators. Straight lines with slope $s$ come from the least-squares fits. For clarity, $P_{3a}$ ($P_{3m}$) has been multiplied by a factor 10 (2).

FIG. 6: Log-log plot of $P_{4\sigma}(\sigma = s, m1, m2, m3, a)$ versus distance $r$ for critical bond percolation on the $L = 2048$ triangular lattice. The separation between neighboring sites in $V_i$ and $V_j$ is taken as $|\delta| = 3\sqrt{3}$. The values of the slopes $s$ for the straight lines are predicted from the Kac formula. For clarity, $P_{4a}$ is multiplied by a factor of 3.

2D case and measured $P_{N\sigma}(r)$ for a fixed and sufficiently large system. To control the corrections from both small $r$ and finite $L$, and to enhance the magnitude in front of the power-law decay, we performed some primary simulations on both the square and the triangular lattice, for different separations between neighboring sites in $V_i$ (and $V_j$). We chose to simulate bond percolation on the triangular lattice at the percolation threshold $p_c = 2\sin(\pi/18)$ [26]. The separation was taken as $|\delta| = 3\sqrt{3}$, and the angle $\theta$ between $\delta$ and $r$ was still set at $\theta = \pi/2$. About $1.2 \times 10^9$ independent percolation configurations were obtained for system size $L = 2048$, and $3 \times L^2$ measurements of $P_{4a}$ were taken for each configuration. The $P_{4a}$ data are shown in Fig. 6 and the fitting results in Tab. I of the main text are consistent with the theoretical predictions $\Delta_{4s} = \Delta_{0,4} = 21/4$, $\Delta_{4m1} = \Delta_{1,4} = 339/64 \approx 5.297$, $\Delta_{4m2} = \Delta_{2,4} = 87/16 = 5.4375$, $\Delta_{4m3} = \Delta_{3,4} = 363/64 \approx 5.671$ and $\Delta_{4a} = \Delta_{6,4} = 111/16 \approx 6.937$. 
FIG. 7: Log-log plot of the ratio \( \frac{P_{4s}P_{4m3}}{P_{4m2}^2} \) versus distance \( r \). Assuming the theoretical values \( \Delta_{4s} = 21/4 \), \( \Delta_{4m2} = 87/16 \) and \( \Delta_{4m3} = 363/64 \), the slope should be \(-3/32\) (red line). On the other hand, the slope would be \(-3/4\) if \( \Delta_{4m3} = 6 \), two error bars away from the fitting result \( \Delta_{4m3} = 5.60(20) \). The plot suggests that \( \Delta_{4m3} = 6 \) is much less likely than \( \Delta_{4m3} = 363/64 \).

We can further perform some self-consistency checks of the fitting results. For instance, we define the ratio \( P_{4s}P_{4m3}/P_{4m2}^2 \), in which the amplitude of corrections may be diminished due to partial cancellation between the numerator and the denominator. Assuming that the theoretical predictions hold exactly for \( P_{4s} \), \( P_{4m2} \) and \( P_{4m3} \), the ratio would decay as \( r^{-3/32} \), which is consistent with Fig. 7. On the other hand, if one assumes that \( \Delta_{4m3} = \Delta_{5,4} = 6 \) — a putative value that would be consistent with the general Kac formula, but at a wrong value of the index, situated here two error bars away from our final numerical estimate \( \Delta_{4m3} = 5.60(20) \) — the log-log plot in Fig. 7 would have a slope \(-3/4\). This is seen to be rather clearly ruled out by the actual numerical data.