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ABSTRACT

Urban traffic flow prediction using data-driven models can play an important role in route planning and preventing congestion on highways. These methods utilize data collected from traffic recording stations at different timestamps to predict the future status of traffic. Hence, data collection, transmission, storage, and extraction techniques can have a significant impact on the performance of the traffic flow model. On the other hand, a comprehensive database can provide the opportunity for using complex, yet reliable predictive models such as deep learning methods. However, most of these methods have difficulties in handling missing values and outliers. This study focuses on hybrid deep neural networks to predict traffic flow in the California Freeway Performance Measurement System (PeMS) with missing values. The proposed networks are based on a combination of recurrent neural networks (RNNs) to consider the temporal dependencies in the data recorded in each station and convolutional neural networks (CNNs) to take the spatial correlations in the adjacent stations into account. Various architecture configurations with series and parallel connections are considered based on RNNs and CNNs, and several prevalent data imputation techniques are used to examine the robustness of the hybrid networks to missing values. A comprehensive analysis performed on two different datasets from PeMS indicates that the proposed series-parallel hybrid network with the mean imputation technique achieves the lowest error in predicting the traffic flow and is robust to missing values up until 21% missing ratio in both complete and incomplete training data scenarios when applied to an incomplete test data.
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1 Introduction

Accurate forecasting of traffic flow is essential for today’s intelligent transportation system (ITS). It is performed based on information obtained from data recorded in different road stations at different timestamps and can help with the reduction of traffic volume and accident rate by detecting the roads with more congestion and at higher risk of accidents. Therefore, techniques for data collection, storage, and transfer, as well as methods for information extraction play important roles in traffic flow prediction and many related applications such as routing that require some reliable information about traffic flow.
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Traffic flow prediction models can be divided into two categories of analytical and data-driven. The analytical models are developed based on accurate physical laws and can be classified into microscopic, macroscopic, and mesoscopic. The microscopic approaches [1, 2, 3] represent individual characteristics of vehicles such as speed and position; Macroscopic approaches [4, 5, 6], on the other hand, describe the traffic flow using group-based characteristics of vehicles such as volume and flow; Finally, the mesoscopic approaches [7, 8] merge the individual and group-based behaviors of vehicles.

Data-driven models are mathematically developed based on the input-output pairs of real systems and can be classified into parametric, nonparametric, and a combination of both. The model structure in the parametric models is prespecified with a finite number of parameters for fitting the data. For example, the study in [9] used autoregressive (AR) models for predicting short-term traffic flow considering the existing seasonality or periodicity among the data with a stationary assumption, i.e., constant mean and variance for time series. Moreover, Kalman filter [10] and Gaussian mixture model (GMM) [11], among other parametric methods, were applied to traffic flow prediction. Despite their simplicity, the parametric methods are not flexible due to their assumptions and cannot effectively describe the behavior of traffic data which is random, nonlinear, and spatially interconnected [12]. On the other hand, the stationary assumption cannot hold for long-term predictions as the traffic flow can be affected by weather conditions and events, and be different for weekdays and weekends.

Nonparametric models are flexible and can describe the behavior of data with a large number of parameters. Still, they require more data for learning and often solve a nonconvex problem to find the local optimum. For instance, the research study in [13] used artificial neural networks (ANNs) and that in [14] applied k-nearest neighbor (KNN) regression to predict the traffic flow. Also, support vector regression (SVR) [15] was used to predict the traffic speed. These models can converge to the optimal solution, but one needs to apply a proper kernel function. To further improve the prediction performance, a combination of several parametric/nonparametric methods can be utilized to obtain more adaptive and flexible models. However, they are more complex and computationally expensive and not able to fully describe (spatially or temporally) big traffic data.

With the rapid development of deep learning networks and their success in different applications [16], they have been attracting interest in transportation and traffic fields [17]. Compared to shallow ANNs which use a few layers, deep learning approaches benefit from many cascaded layers that can learn deep representations from large amounts of data and high-dimensional features. For instance, stacked autoencoders (SAEs) [18] were used for the first time to learn deep representation from the utilized data to predict the traffic flow. To improve the prediction accuracy, an SAE based on the Lundberg-Markard model was used [19] as an optimized architecture using unsupervised learning. However, these methods employ fully-connected networks in their architecture that cannot describe the spatiotemporal characteristics of traffic data.

To address temporal dependencies in traffic data, state-of-the-art recurrent neural networks (RNNs) such as long-short term memories (LSTMs) [20] and gated recurrent units (GRUs) [21] were used to predict the volume and speed of traffic. Accordingly, an LSTM network [22] was applied to effectively predict traffic speed. Likewise, the superiority of LSTM and GRU networks in predicting the traffic flow over AR models was represented in [23]. However, these models did not take spatial correlations among data into account.

To consider the spatial correlations between different stations, convolutional neural networks (CNNs) have been used either separately or in combination with RNNs. For example, CNNs were applied to time series of urban population flow [24] at different places assuming them as video channels. More effectively, hybrid networks were proposed based on RNNs and CNNs [25, 26] to take full advantage of available spatial and temporal features and improve the prediction performance. Still, the traffic data used in these studies are assumed ideal which has no missing or erroneous values.

Real-world traffic data can include missing information or outliers for various reasons, which can lead to unpredictability or a decline in prediction accuracy. Several data imputation methods have been proposed for traffic data in the literature to retrieve and fill missing values [27, 28]. However, their performance in predicting traffic flow using state-of-the-art deep learning methods has not thoroughly been studied. As a result, in this work, historical data acquired from the California Freeway Performance Measurement System (PeMS) is studied for traffic flow prediction in real-world scenarios with missing values using hybrid deep learning methods. The proposed hybrid networks are based on LSTM and CNN architectures in parallel-series combinations to efficiently capture spatiotemporal dependencies in the recorded data. Different architecture combinations are examined together with several prevalent missing data imputation techniques. The results show that the proposed series-parallel hybrid network with the mean imputation technique obtains the lowest error in predicting the traffic flow within two different subsets of the PeMS.

The main contribution of this study is three-fold. First, we assess different configurations of hybrid deep neural networks to capture effective spatiotemporal representations for better describing the traffic data compared to the
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state-of-the-art methods. Second, the learning and predictive power of different deep learning models are studied against various amounts of missing data using different data imputation techniques. Third, the performance of the different deep networks and imputation techniques is validated using different datasets (lanes) of the PeMS.

2 Methods

2.1 LSTM model

LSTM is one of the most popular types of RNNs which was introduced [20] to tackle the vanishing gradients problem in long sequences to effectively capture the temporal dependencies. In general, the network works in the same way as the RNN, except that the hidden state is calculated based on a cell state or candidate. The cell consists of four gates called input gate, modulation gate, forget gate, and output gate, and decides to whether update its status or forget changing it. The feedforward calculations of a vanilla LSTM layer can be summarized as

\[
\begin{align*}
    f_t &= \sigma_g(W_f x_t + U_f h_{t-1} + b_f), \\
    i_t &= \sigma_g(W_i x_t + U_i h_{t-1} + b_i), \\
    z_t &= \sigma_c(W_z x_t + U_z h_{t-1} + b_c), \\
    c_t &= f_t \odot c_{t-1} + i_t \odot z_t, \\
    o_t &= \sigma_g(W_o x_t + U_o h_{t-1} + b_o), \\
    h_t &= o_t \odot \sigma_c(c_t),
\end{align*}
\]

where \( x_t, f_t, i_t, z_t, c_t, \) and \( h_t \) are \( M \)-dimensional vectors of the input signal, forget gate, input gate, modulation gate, cell state, output gate, and hidden output at time \( t \), respectively. Moreover, \( W_f, W_i, W_c, \) and \( W_o \) are the input weight matrices of size \( p \times q \), where \( p \) and \( q \) are the number of input and hidden nodes, respectively. In addition, \( U_f, U_i, U_c, \) and \( U_o \) are the hidden weight matrices of size \( p \times p \), and \( b_f, b_i, b_c, \) and \( b_o \) are the corresponding \( p \)-dimensional bias vectors. The nonlinear activation functions \( \sigma_g \) and \( \sigma_c \) are typically set to the logistic sigmoid and hyperbolic tangent, respectively, and \( \odot \) denotes the element-wise product.

2.2 CNN model

CNN is a deep learning model that applies convolution operations to process tensor data like images to capture spatial patterns using some kernels [29]. A convolution layer is inspired by the visual cortex organization with a restricted visual field and designed to extract local features from overlapping areas based on a receptive field. A feature map is obtained by the element-wise multiplication of the (optimizable) kernel with every overlapping window of the input tensor and summation over the resulting values of each product. Multiple kernels can be learned to filter data and form several feature maps that represent different characteristics of the input maps. In contrast to fully-connected networks (FCNs), where every node in one layer is connected to all nodes in the next layer, CNNs use fewer parameters to take the hierarchical patterns in data into account. Hence, they can be seen as regularized networks that can by design avoid overfitting using simpler patterns described by their filters.

2.3 Hybrid model

The utilized hybrid network is based on a combination of LSTMs and CNNs and is inspired by the model proposed in [26]. Assume that \( S \) is a near-term traffic flow array of size \( p \times n \) obtained from \( p \) stations/detectors at \( n \) time points until the prediction time \( t \). The aim is to train a hybrid network that can predict the future flows in each station with a prediction horizon of \( h \) using data structured as

\[
S = \begin{bmatrix}
    s_1(t-n) & s_1(t-n+1) & \ldots & s_1(t-1) \\
    s_2(t-n) & s_2(t-n+1) & \ldots & s_2(t-1) \\
    \vdots & \vdots & \ddots & \vdots \\
    s_p(t-n) & s_p(t-n+1) & \ldots & s_p(t-1)
\end{bmatrix},
\]

where \( s_1 \) and \( s_p \) indicate the traffic flows at the upstream and downstream stations, respectively.

Since there is a periodicity in the traffic data induced by the flow pattern difference between weekdays and weekends or holidays, the network needs to be trained using data from previous days and weeks to be able to optimally model such behaviors and accurately predict the future. Therefore, beside the abovementioned near-term traffic flows, data from similar time intervals of the previous days and weeks can be utilized as
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Figure 1: A simplified illustration of the utilized prediction model. The CNN and LSTM layers are applied column-wise and row-wise to the traffic flow tensors obtained from the near-term and previous days and weeks data. The extracted representations are then concatenated and summarized using an FCN layer for regression.

\[
S = \begin{bmatrix}
S_d & S_w
\end{bmatrix}
\]

\[
S_d = \begin{bmatrix}
s_1(t_d - n_d) & s_1(t_d - n_d + 1) & \ldots & s_1(t_d + n_d + h - 1) \\
s_2(t_d - n_d) & s_2(t_d - n_d + 1) & \ldots & s_2(t_d + n_d + h - 1) \\
\vdots & \vdots & \ddots & \vdots \\
s_p(t_d - n_d) & s_p(t_d - n_d + 1) & \ldots & s_p(t_d + n_d + h - 1) \\
\end{bmatrix},
\]

\[
S_w = \begin{bmatrix}
s_1(t_w - n_w) & s_1(t_w - n_w + 1) & \ldots & s_1(t_w + n_w + h - 1) \\
s_2(t_w - n_w) & s_2(t_w - n_w + 1) & \ldots & s_2(t_w + n_w + h - 1) \\
\vdots & \vdots & \ddots & \vdots \\
s_p(t_w - n_w) & s_p(t_w - n_w + 1) & \ldots & s_p(t_w + n_w + h - 1) \\
\end{bmatrix},
\]

where \(S_d\) and \(S_w\) indicate the traffic flow arrays of size \(p \times (2n_d + h)\) and \(p \times (2n_w + h)\) obtained in the previous day and week, respectively, and \(t_d\) and \(t_w\) are the corresponding times of the previous day and week to the current prediction time \(t\).

In order to extract the spatial features from the traffic data, 1D CNNs can be applied to each column (per time step) of the defined traffic flow arrays with rows (stations) sorted from upstream to downstream. Besides, LSTMs can be applied to each row (per station) of the traffic flow arrays from past to present to capture both the long-term and short-term dependencies of the traffic data. The obtained spatiotemporal representations can then be concatenated and summarized using an FCN layer and used for the regression task. An illustration of the described prediction model is presented in Figure 1.

The network proposed in [26] was based on a parallel combination of the spatial and temporal features extracted individually. However, we investigate different configurations of the hybrid model for spatiotemporal feature extraction. Figure 2 shows various forms of the hybrid model based on LSTM-CNN connections. As it can be seen in the figure, there are two types of series-parallel connections. These two forms (feedbacks) cannot be achieved simultaneously because the produced loop cannot be solved by deep learning algorithms. It should also be noted that the number of LSTM/CNN layers as well as the number of inputs for considering the periodicity can vary in the combined network.

### 3 Experiments and Results

#### 3.1 Data

Traffic flow prediction data can be acquired from road sensors, entrance-exit detectors, surveillance cameras, radars, or lidars. In this study, the data is obtained from PeMS (http://pems.dot.ca.gov) that uses inductive loop detectors as road sensors to measure the volume and speed the traffic. The utilized data is collected from a specific area in California freeway with 5-minute intervals, which ensures the efficiency of travel information systems in congested transportation networks [30]. The study area is based on the interstate 405 north (I405-N) road in district 12 (D12), as shown in Figure 3.

We collect daily-basis traffic flow data, each of which contain 288 time points \((24 \times 60 \text{ min} \div 5 \text{ min})\), obtained from the mainline (ML) and on-ramp (OR) lanes of the selected road between 01/01/2019 and 31/01/2020. The OR data includes 25 active detectors and nearly 25% missing values, while around 7% of the ML data with 65 active detectors...
Figure 2: Various configurations of the utilized hybrid models for extracting spatiotemporal representations. Subfigures (a) and (b) represent different types of series connections; (c) illustrates a parallel combination; (d) and (e) show different series-parallel connections. Note that multiple LSTM and CNN layers can be used in the combined network.

Figure 3: Map of the selected zone and road from PeMS. The data obtained from the detectors of zone D12 and road I405-N is used for traffic flow prediction.

is missing. For our analyses, we sort the detectors based on the given ID of each vehicle detector station (VDS) from upstream to downstream and partition the data into three sets per lane; 80% for training, 10% for validation, and 10% for testing. Figure 4 shows statistics of the utilized data from the two lanes in terms of the average traffic flow per timestamp, day, and station.

3.2 Network architectures

Different deep network architectures based on LSTMs and CNNs are investigated in this work for traffic flow prediction as follows

- LSTM1: one LSTM unit with \( p \) input nodes and \( p \) hidden nodes.
- LSTM2: similar to LSTM1, but with two cascaded LSTM units.
- LSTM1-S-CNN1: similar to LSTM1, but followed by one CNN layer, as shown in Figure 2 (a), with \( p \) feature maps.
- LSTM2-S-CNN3: similar to LSTM1-S-CNN1, but with two cascaded LSTM units and three cascaded CNN layers.
- CNN1-S-LSTM1: similar to LSTM1-S-CNN1, but in a reversed series order, as shown in Figure 2 (b).
- CNN3-S-LSTM2: similar to LSTM2-S-CNN3, but in a reversed series order.
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Figure 4: The average traffic flow per timestamp, day, and station. The top and bottom rows are dedicated to the ML and OR lanes of PeMS, respectively.

- LSTM1-P-CNN1: similar to LSTM1-S-CNN1, but in a parallel connection, as shown in Figure 2 (c).
- LSTM2-P-CNN3: similar to LSTM2-S-CNN3, but in a parallel connection.
- LSTM1-SP-CNN1: a series-parallel combination of LSTM1-S-CNN1 and LSTM1-P-CNN1, as shown in Figure 2 (d).
- LSTM2-SP-CNN3: similar to LSTM1-SP-CNN1, but with two cascaded LSTM units and three cascaded CNN layers.
- CNN1-SP-LSTM1: a series-parallel combination of CNN1-S-LSTM1 and LSTM1-P-CNN1, as shown in Figure 2 (e).
- CNN3-SP-LSTM2: similar to CNN1-SP-LSTM1, but with two cascaded LSTM units and three cascaded CNN layers.

As suggested in [26], the three cascaded CNNs are used with 1D kernel sizes of 4, 3, and 2, respectively. The CNN layers are activated by a rectified linear unit (ReLU), and finally, a fully-connected layer is applied to the concatenated outputs of the hybrid model to reduce the number of output nodes to $p$ for regression. Note that $p$ is set to the number of detectors, i.e., 25 and 65 for the OR and ML lanes, respectively.

3.3 Imputation methods

Three different techniques are used for filling missing values as follows

- Mean: data imputation based on the mean value per station per timestamp obtained across available training data points on different dates.
- Median: data imputation based on the median value per station per timestamp obtained across available training data points on different dates.
- Interpolation: data imputation based on linear interpolation of the available training data points on different dates per station per timestamp.

3.4 Evaluation metrics

Two common metrics are used for the prediction error analysis; mean absolute error (MAE) and root mean square error (RMSE). The former measures the absolute difference between the actual observation $y_j$ and predicted value $\hat{y}_j$ as

$$\text{MAE} = \frac{1}{n} \sum_{j=1}^{n} |y_j - \hat{y}_j|$$

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (y_j - \hat{y}_j)^2}$$
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Table 1: Prediction performance (mean±SD) of the regression models trained on the ML lane data in five runs. The best results are highlighted in boldface.

| Model                  | Validation | Test  |
|------------------------|------------|-------|
|                        | MAE        | RMSE  | MAE        | RMSE  |
| LSTM1                  | 0.215±0.008 | 0.295±0.009 | 0.221±0.006 | 0.308±0.007 |
| LSTM2                  | 0.220±0.007 | 0.307±0.008 | 0.220±0.007 | 0.316±0.007 |
| LSTM1-S-CNN1           | 0.219±0.008 | 0.295±0.008 | 0.228±0.007 | 0.312±0.006 |
| LSTM2-S-CNN3           | 0.228±0.009 | 0.306±0.010 | 0.235±0.008 | 0.323±0.009 |
| CNN1-S-LSTM1           | 0.236±0.008 | 0.310±0.009 | 0.249±0.007 | 0.335±0.008 |
| CNN3-S-LSTM2           | 0.248±0.009 | 0.331±0.009 | 0.235±0.008 | 0.328±0.010 |
| LSTM1-P-CNN1           | 0.239±0.007 | 0.317±0.006 | 0.223±0.006 | 0.303±0.007 |
| LSTM2-P-CNN3           | 0.214±0.008 | 0.290±0.007 | 0.210±0.007 | 0.291±0.006 |
| LSTM1-SP-CNN1          | 0.221±0.007 | 0.300±0.008 | 0.225±0.006 | 0.314±0.007 |
| LSTM2-SP-CNN3          | **0.208±0.006** | **0.282±0.007** | **0.207±0.006** | **0.290±0.006** |
| CNN1-SP-LSTM1          | 0.226±0.007 | 0.301±0.007 | 0.244±0.006 | 0.334±0.007 |
| CNN3-SP-LSTM2          | 0.210±0.006 | 0.288±0.007 | 0.234±0.007 | 0.335±0.007 |

MAE = \( \frac{1}{J} \sum_{j=1}^{J} |y_j - \hat{y}_j| \),

where \( J \) is the number of test samples. The latter calculates the square root of the average of squared differences between the actual and predicted values as

RMSE = \( \sqrt{\frac{1}{J} \sum_{j=1}^{J} (y_j - \hat{y}_j)^2} \).

Compared to RMSE in which errors are squared, MAE can result in smaller values for big differences, and hence, it can suppress the effect of outliers in the predictions [31].

3.5 Optimization setup

The proposed method can be applied to traffic flow prediction in short-term (minutes), mid-term (hours), or long-term (days) scenarios. In this study, we focus on forecasting traffic flow with a prediction horizon of \( h = 9 \) (45 min). The training sequence length is set to \( n = 21 \) and the periodicity time lags are selected as \( n_d = n_w = 6 \) to ensure that the three flow matrices have the same size \( p \times n \). Therefore, considering the daily and weekly periodicities, one can extract up to \( 253 \) (\( = 288 - 21 - 9 - 6 + 1 \)) overlapping sequences per day for training.

Since traffic data only accepts non-negative values, we apply simple thresholding to remove any erroneous values of the samples. Next, we standardize the data to have a zero mean and unit variance per station. Finally, we train the networks for at most 30 epochs using the Adam optimizer [32] with a base learning rate of \( 10^{-3} \), an L2-norm regularization factor of \( 10^{-4} \), and a batch size set to the number of samples per day.

3.6 Results and discussion

First, we train the aforementioned deep learning models five times on the ML lane dataset with no missing values. The obtained prediction errors are presented in Table 1 for both the validation and test sets. As can be seen, the hybrid model LSTM2-SP-CNN3 with a series-parallel connection outperforms the other models in predicting future traffic flows with smaller errors in all cases.

Additionally, we inspect the predictive power of the different models within the prediction horizon. Figure 5 depicts the average prediction errors of the different models applied to the test set across different runs per time step. As can be seen, the hybrid model LSTM2-SP-CNN3 achieves the best results (lower and stable errors) among the other methods. We select this best model as a baseline for our later analyses.
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Figure 5: The average generalization errors per time step. The errors are obtained using different regression models applied to the ML lane data.

Figure 6: The average generalization errors per timestamp, day, and station. The errors are obtained using the best regression model applied to the ML lane.

Next, we investigate the prediction performance of the best regression model for different stations, timestamps, and days. Figure 6 illustrates the average prediction errors of the test set across different runs per timestamp, day, and station. As it can be deduced, the generalization error difference between different days of the week is not significant. The same behavior is seen between most of the neighboring stations. However, in most of the cases, lower prediction errors are obtained for non-rush hours.

To assess the robustness of the selected model to different amount of missing data, we follow two scenarios. First, we randomly remove some data from the test set and apply the trained model to the incomplete test sets filled by using different imputation methods. Figure 7 shows the test prediction errors of the best regression model trained on a complete data for different test missing ratios and imputation methods. It can be seen that missing data imputation using the mean values obtains the lowest generalization errors compared to the alternatives. One possible reason for this result could be that the data does not include many outliers, as the utilization of the median values has not reduced the prediction errors compared to those of the mean values. Moreover, it can be deduced that the model is robust to missing values up until 21% missing ratio.

Next, we randomly remove some data from the entire dataset and train the best hybrid model five times on the incomplete data filled by using different imputation methods. Finally, we apply the trained model to the incomplete test sets filled by using different imputation methods. Figure 8 shows the test prediction results of the best regression model trained on an incomplete data for different test missing ratios and imputation methods. As can be seen, the hybrid model trained on data filled by the mean values obtains the lowest generalization errors and its results are robust to missing values up to more than 21% missing ratio. However, compared to the model trained on a complete data, median imputation achieves better results than those of the linear interpolation.
Finally, to investigate the predictive power of the utilized deep learning models against different datasets, we train the same networks five times on the OR lane dataset with missing values filled by using the mean values and apply them to the validation and test subsets. The obtained prediction errors are presented in Table 2 for both subsets. As it can be noticed from the table, the same hybrid model LSTM2-SP-CNN3 achieves the best results in most of the cases. However, the error values of the OR lane are higher than those of the ML lane. One reason for the difference could be
Table 2: Prediction performance (mean±SD) of the regression models trained on the OR lane data in five runs. The best results are highlighted in boldface.

| Model                  | Validation MAE ± SD | Validation RMSE ± SD | Test MAE ± SD | Test RMSE ± SD |
|------------------------|---------------------|-----------------------|---------------|----------------|
| LSTM1                  | 0.339±0.014         | 0.472±0.015           | 0.304±0.013   | 0.420±0.014    |
| LSTM2                  | 0.346±0.015         | 0.490±0.016           | 0.303±0.014   | 0.418±0.015    |
| LSTM1-S-CNN1           | 0.335±0.015         | 0.467±0.015           | 0.302±0.013   | 0.417±0.014    |
| LSTM2-S-CNN3           | 0.345±0.016         | 0.480±0.016           | 0.312±0.016   | 0.429±0.017    |
| CNN1-S-LSTM1           | 0.336±0.015         | 0.469±0.015           | 0.300±0.014   | 0.415±0.015    |
| CNN3-S-LSTM2           | 0.338±0.017         | 0.475±0.016           | 0.302±0.016   | 0.418±0.017    |
| LSTM1-P-CNN1           | 0.338±0.013         | 0.473±0.013           | 0.303±0.014   | 0.419±0.014    |
| LSTM2-P-CNN3           | 0.340±0.014         | 0.474±0.014           | 0.303±0.013   | 0.416±0.013    |
| LSTM1-SP-CNN1          | 0.335±0.013         | 0.470±0.013           | 0.303±0.013   | 0.416±0.014    |
| LSTM2-SP-CNN3          | 0.331±0.012         | 0.465±0.013           | 0.301±0.013   | 0.413±0.013    |
| CNN1-SP-LSTM1          | 0.338±0.011         | 0.472±0.013           | 0.298±0.012   | 0.415±0.013    |
| CNN3-SP-LSTM2          | 0.345±0.014         | 0.483±0.013           | 0.306±0.013   | 0.422±0.014    |

that there is less amount of data for training, which is due to the fact that the number of OR detectors is smaller than that of ML (25 vs. 65), and a higher amount of missing data is available in the OR data (25%).

## 4 Summary and Conclusion

In this paper, different series and parallel configurations of hybrid deep neural networks and data imputation techniques were studied for the prediction of traffic flow with different amount of missing data. The proposed network architectures were based on RNNs and CNNs, considering the spatiotemporal dependencies in the data recorded from different stations and timestamps, and the three prevalent imputation techniques were based on the mean, median, and interpolation, assessing the ability of the deep networks in handling missing values.

The results obtained from two different datasets indicated that the series-parallel hybrid network, as shown in Figure 2 (d), with the mean imputation technique can achieve the best performance in predicting the traffic flow from an incomplete data. Moreover, the trained models showed good robustness to missing values till more than 21% missing ratio in both complete/incomplete training data scenarios when applied to an incomplete test data.

We examined many different deep learning architectures to show how different combinations of the networks can capture spatiotemporal representations for modeling traffic data. This study can be generalized to other time-series prediction tasks including spatiotemporal data with missing values or other deep learning architectures such as GRUs and transformers.
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