Sharp peaks in the conductance of double quantum dot and quantum dot spin-valve systems at high temperatures: A hierarchical quantum master equation approach
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We study sharp peaks in the conductance-voltage characteristics of a double quantum dot and a quantum dot spin-valve that are located around zero bias. The peaks share similarities with a Kondo peak but can be clearly distinguished, in particular as they occur at high temperatures. The underlying physical mechanism is a strong current suppression that is quenched in bias-voltage dependent ways by exchange interactions. Our theoretical results are based on the quantum master equation methodology, including the Born-Markov approximation and a numerically exact, hierarchical scheme, which we extend here to the spin-valve case. The comparison of exact and approximate results allows us to reveal the underlying physical mechanisms, the role of first-, second- and beyond-second-order processes and the robustness of the effect.

PACS numbers: 85.35.-p, 73.63.-b, 73.40.Gk

Introduction: Exchange interactions are ubiquitous in quantum many-body physics. They originate from the symmetry of many-body wave functions with respect to the exchange of indistinguishable particles. Imprints of exchange interactions can be found in the energy spectrum of atoms and molecules, scattering cross sections and by the existence of magnetic phases. Another prominent example is the Kondo effect, where the spin of an impurity is screened by itinerant electrons. Here, exchange interactions are attractive and lead to the formation of a bound state, the Kondo singlet. Its binding energy is referred to as the Kondo temperature. In normal metals like gold, Kondo singlets can lead to an increase of the resistivity at low temperatures. But they can also strongly enhance transport such as, for example, in single-molecule junctions or quantum dot devices, where they establish a direct link between the electrodes. The associated conductivity is the same as the one of a ballistic channel and given by the conductance quantum \( G_0 = 2e^2/h \approx 7.75 \times 10^{-5} \text{A/V} \). The underlying processes need to be coherent such that the effect is found only at low temperatures \( T \leq T_K \) or, equivalently, small bias voltages where the range of electrons involved in the singlet formation is narrow enough. This leads to very sharp peaks (Kondo peaks) in the conductance-voltage characteristics at zero bias (cf. the blue line of the schematic conductance map shown in the left panel of Fig. 1).

In this article, we focus on another, complementary transport phenomenon due to exchange interactions. It also leads to sharp peaks in the conductance-voltage characteristics at or near zero bias. Such peaks were reported only recently for double quantum dot (DQD) structures (see middle panel of Fig. 1) and quantum dot spin-valve (SV) setups (see right panel of Fig. 1).

Here, we develop a physically intuitive picture, showing that the peak structures can be understood in both systems on the same footing, namely due to orbital and spin exchange processes. We also demonstrate how the peaks can be distinguished from Kondo peaks by experimentally accessible means, in particular their position in asymmetric scenarios and a non-monotonic temperature dependence with a power-law scaling \( \sim 1/T^2 \) at high temperatures. In addition, we substantially extend previous considerations, which were based on first and second order perturbation theory, by numerically exact results. To this end, we employ the hierarchical quantum master equation technique (HQME) and develop it further to the SV case. We also use approximate Born-Markov results to highlight the robustness of the effect.

Modeling: Both quantum dot systems are naturally described by an impurity part, \( H_{\text{imp}}^A \), a lead part, \( H_{\text{L+R}}^A \), and an impurity-lead coupling, \( H_{\text{imp,L+R}}^A \) (\( A \in \{\text{DQD},\text{SV}\} \)). The DQD structure (middle panel of Fig. 1)
is described by a spinless Anderson impurity model with $H^{\text{DQD}}_{\text{imp}} = \sum_{m \in \{a,b\}} \epsilon_m d_m^\dagger d_m + U \sum_{m} I_m^a d_m^\dagger d_m + (t_{\text{hopp}} d_m^\dagger d_{m+1} + \text{h.c.})$. $H^{\text{DQD}}_{\text{imp},L+R} = \sum_{m,k \in \{L,R\}} \epsilon_{K,m,k} c_{\nu}^\dagger c_{\nu} + \text{h.c.}$ and $H^{\text{SV}}_{\text{imp}} = \sum_{m \in \{+,-\}} \epsilon_m d_m^\dagger d_m + U \sum_{m} I_m^a d_m^\dagger d_m$. The density matrices of both systems are assumed to be identical and only differ in the hopping strength. The coupling matrix elements $\nu_{K,m}$ and $t_k$ describe the tunnelling of an electron from dot $m$ into lead $K$ at energy $t_k$. The SV system (right panel of Fig. 1) can be modeled by a (spinful) Anderson impurity coupled to a single polarized electrode. This mapping, however, does not include a second electrode with a different polarization and/or chemical potential. A mapping to a spinful Anderson impurity coupled to a single polarized electrode is possible by considering a spin-orbit coupling term.

Transport theory: We determine the transport properties of the two systems using the HQME technique [21, 22], where we solve the coupled equations of motion

$$\partial_t \rho^{(\kappa)}_{j_1 \ldots j_n}(t) = -i \left[ H_{\text{imp}}, \rho^{(\kappa)}_{j_1 \ldots j_n}(t) \right] - \sum_{\lambda \in \{1, \ldots, \kappa\}} \omega_{K,\lambda, p, \alpha}^{s} \rho^{(\kappa-1)}_{j_{1} \ldots j_{n}}(t)$$

$$\sum_{\kappa \in \{1, \ldots, \kappa\}} \omega_{K, \alpha, p, \lambda}^{s} \rho^{(\kappa-1)}_{j_{1} \ldots j_{n}}(t)$$

$$\sum_{j_{k+1} \in \{1, \ldots, m, m' \}} \sum_{m, m', \kappa+1} \left[ \Xi_{m, m', \kappa+1}^{(\alpha+1)}(t) \rho^{(\kappa-1)}_{j_{1} \ldots j_{n+1}}(t) \right]_{(1)}$$

starting from a product initial state. The density matrix of the impurity enters as $\rho^{(0)}(t) = \rho(t)$. The operators $\rho^{(\kappa \geq 1)}_{j_1 \ldots j_n}(t)$ describe its dynamics due to the coupling to the electrodes. They involve superindices $j = (K, m, s, p)$ with a lead index $K$, a level index $m$ and an index $s \in \{+, -\}$ corresponding to creation and annihilation processes. The index $p$ is related to a sum-over-poles decomposition of the hybridization and distribution function in the leads. The electrical current $I_K =$

$$\sum_{K,\kappa,m,\kappa',p} \Xi_{K,\kappa,m,\kappa',p}^{(1)}(t) \rho^{(0)}_{K,\kappa+m,\kappa'+p}(t) + \text{h.c.}$$

is given by the first tier operators. Details of the derivation and explicit expressions for the DQD system can be found in Refs. [21, 27]. Here, we present a generalization of the HQME formalism to the SV case, where the coupling factors $\Xi_{K,\kappa,m,\kappa',p}^{(1)}$ are given by $\nu_{K,m,p}^{s} \rho^{(0)}_{K,m,\kappa'+p}/\gamma$ and $(\sum_{m} \nu_{K,m,p}^{s} \rho^{(0)}_{K,m,\kappa'+p})/\gamma$ in the DQD and SV scenario, respectively, and $\gamma$ is the band width. Note that the HQME are time-local and, therefore, the only method that can be used so far to obtain exact results on the long-lived dynamics in these systems ($t \sim 10^2 \cdot 10^3 \Gamma$, where $\Gamma$ denotes the hybridization strength, cf. Ref. [21]).

The hierarchy (1) is infinite, but can be truncated by discarding all terms that belong to a specific tier $\kappa$ and including only those terms with a value exceeding a certain threshold. This reduces the numerical complexity to a practical level. Converged or exact results can be obtained for high enough temperatures (typically $T \gtrsim T_K$, see Ref. [29]) while, at lower temperatures, convergence becomes prohibitive. Note that (2) is an extension to the SV case.
We also present results obtained from the well-established Born-Markov master equation (BMME) \[30–38\]

\[
\dot{\rho}(t) = -i [H_{\text{Imp}}^A, \rho(t)] - \int_0^t d\tau \text{tr}_{L+R} \{ [H_{\text{Imp}, L+R}^A, [H_{\text{Imp}, L+R}^A(\tau), \rho_0^\text{eq}, \rho_{L+R}^0]] \},
\]

where \(\rho_{L+R}^0\) denotes the equilibrium density matrix of the leads. The level of approximation is the same as a truncation of (1) at the first tier, including the Markov approximation \(\rho(t - \tau) \approx e^{iH_{\text{Imp}}^A \tau} \rho(t) e^{-iH_{\text{Imp}}^A \tau}\).

**Results:** We consider different parameter regimes of the two systems in order to cover different facets of the phenomenon, in particular slightly higher temperatures in the DQD, \(T = 4.5\Gamma\), as compared to the SV case, \(T = \Gamma\) (where we use the hybridization strength \(\Gamma = 2\text{max}[\Xi_{K,mn}]\) as the unit of energy). The electrodes are modeled in both systems by Lorentzian bands, that is \(\sum_{k \in K} |t_k|^2 \delta(\epsilon - \epsilon_{k/m}) = \gamma/((\omega - \mu K)^2 + \gamma^2)\). Note that this choice is not crucial, as we use \(\gamma > 50\Gamma\) to avoid band edge effects. The bias voltage \(\Phi\) enters via \(\mu_{L/R} = \pm \Phi/2\), the gate voltage via a simple shift of the degenerate single-particle levels, \(\epsilon_m = \Phi_{\text{gate}}\). The current is strongly suppressed in the DQD case by a weak coupling between the dots, \(t_{\text{hopp}} \approx \Gamma/11\), and in the SV system by almost fully (99%) polarized electrodes and an almost antiparallel configuration of the respective polarization vectors \((\alpha = \pm 0.05\pi, \text{cf. right panel of Fig. 1})\).

We introduce the phenomenon by discussing the conductance maps depicted in Fig. 2. The four panels are organized such that the left/right column represents the DQD/SV case, while the top row corresponds to calculations with strong electron-electron interactions, \(U = 50\Gamma\), and the bottom row to an intermediate coupling strength, \(U = 8\Gamma\). All plots show a prominent peak around zero bias \(\Phi \approx 0\) that extends from \(\Phi_{\text{gate}} = 0\) to \(\Phi_{\text{gate}} = -U\). It has a maximum at a gate voltage \(-U/2 < \Phi_{\text{gate}} < 0\) (or \(-U < \Phi_{\text{gate}} < -U/2\)). The position of the peak is very similar to a 'Kondo peak', except that the associated conductance value \(G\) is much lower than the conductance quantum, \(G < G_0\). A technical reason why this can’t be a Kondo resonance is that these calculations are obtained from Born-Markov theory. Similar conductance maps have been obtained using first (cf. Fig. 11 of Ref. [21]) and second order perturbation theory (cf. Fig. 7 of Ref. [22]). Can we trust the approximate results, in particular as first order processes are strongly suppressed at these voltages and higher order effects dominant?

We verify the validity of previous results by the conductance-voltage characteristics that are shown in Fig. 3. The three lines correspond to the first (red line), second order (blue line) and a fully converged result (black line, which includes terms up to \(O(\Gamma^4)\)), where the left panel represents the DQD case with strong and the right panel the SV case with weaker electron-electron interactions. The gate voltage \(\Phi_{\text{gate}}\) is fixed to a value between 0 and \(-U/2\) where the conductance peak appears most pronounced (cf. dashed black line in the left panel of Fig. 1). Overall, the phenomenon turns out to be robust. The second order result is very close to the exact one. Differences between the second order and exact results are significant at lower temperatures (compare SV and DQD case with \(T = \Gamma\) and \(T = 4.5\Gamma\), respectively).

The origin of the zero bias peak is a strong suppression of the current flow in both systems and interaction-induced renormalization effects [39]. They are included in the principal value terms of the time integrals in (3). In the DQD case, they add to the energy levels \(\epsilon_{a/b} \rightarrow \epsilon_{a/b} + \Delta_{a/b}\) and can be estimated by [27, 40]

\[
\Delta_{a/b} = \phi_{a/b}(\epsilon_{a/b}, \mu_{L/R}) - \phi_{a/b}(\epsilon_{a/b} + U, \mu_{L/R}),
\]

with \(\phi_{a/b}(x, \mu) = \frac{\Gamma_{a/b}}{2e} \text{Re} \left[ \Psi \left( \frac{1}{2} + i(x - \mu) \right) \right] \) and \(\Psi(x)\). Clearly, if they are neglected, the sharp peak features do not appear (cf. Figs. 11 and 12 of Ref. [21]). For bias voltages \(\Phi \neq 0\), the two levels are thus shifted in different directions (see Fig. 4). This is important in situations where \(\epsilon_m < \mu_{L/R} \ll \epsilon_m + U\), i.e. where the dots are populated by one electron. The electron is additionally trapped when \(\epsilon_a = \epsilon_b\) such that it can coherently oscillate between the two dots. This trapping is quenched when the levels are disaligned due to the interaction-induced renormalizations \(\Delta_{a/b}\). The corresponding range of voltages is rather narrow and, using the uncertainty principle \(\Delta E \Delta t = 1/2\) with \(\Delta t = \pi/\Gamma_{\text{hopp}}\), can be estimated by \(\Delta_{a} - \Delta_{b} < t_{\text{hopp}}\) (see Fig. 4). The renormalizations \(\Delta_{a/b}\) originate from coherent exchange processes with the electrodes and become effective only in the presence of electron-electron interactions. They translate, inter alia, to a coupling between the eigenstates of the DQD \(\sim \Delta_{a} - \Delta_{b}\) [21]. The corresponding degrees of freedom in the SV case are the spin degrees of freedom, where the interaction-induced coupling quenches the current suppression due to the almost antiparallel polarization of the electrodes. This coupling...
is the exchange interaction mentioned above. Its basics can be understood in terms of first-order arguments but second and beyond-second order effects are apparently important. The coupling interpretation shows that it always leads to an enhanced conductance at low voltages. Otherwise, it can lead to a decrease and even negative differential conductance \[\frac{dI}{dV}\] or gate-dependent line shapes [44,45].

Now, we would like to explain how the sharp peaks can be distinguished from Kondo peaks, since the unitary limit \(G = G_0\) is not accessible in all experimental setups. Thus, evidence is typically derived from the temperature dependence of the conductance, which we show in Fig. 5. The DQD case (left panel) shows a non-monotonic conductance at intermediate temperatures that is followed by a power-law decay \(\sim 1/T^2\) (which converts to a well-known \(1/T\) scaling when thermal broadening becomes dominant; see lower left panel of Fig. 2). The same scaling is also observed in the SV case (right panel). This behavior results from the non-monotonic temperature dependence of the interaction-induced renormalizations, that is \(\Delta_a - \Delta_b \sim (U - \epsilon_m) - \Delta_b \sim \Phi/T^2\), including a peak at intermediate temperatures which is also seen in the conductance-temperature characteristics. For weaker \(U\), it is shifted to lower temperatures and, therefore, not visible in the weak coupling SV case (right panel of Fig. 5). This analytic finding is in clear contrast to a Kondo peak, where we expect a monotonic decay and a different scaling behavior [8,10]. Note that the conductance maxima (red spots in the upper panels of Fig. 2) also show an interesting temperature dependence.

In the DQD case with \(U = 50\Gamma\), they are shifted towards the charge-symmetric point when increasing temperature (data not shown). This is in clear contrast to Kondo peaks, but we also observe the opposite behavior such that a clear distinction is not possible.

The cleanest distinction can be made in systems where the coupling to the electrodes is asymmetric, \(\Gamma_L \neq \Gamma_R\). The conductance-voltage characteristics of such scenarios are shown in Fig. 6. In contrast to symmetric coupling, the sharp conductance peaks no longer appear at zero but at non-zero bias voltages [22]. This can be readily seen by the dependence of the interaction-induced renormalizations [44] on the hybridization strengths, \(\Delta_{a/b} \sim \Gamma_{L/R}\) (see turquoise line in Fig. 4). For \(\Gamma_L > \Gamma_R\), the root of the difference \(\Delta_a - \Delta_b\) is shifted from \(\Phi = 0\) to a non-zero, positive bias voltage, which corresponds to the peak position in the conductance-voltage characteristics. The maximal shift is \(\Phi = 2(\Delta_0 + U)\), which can be derived from the condition \(\Delta_{a/b} = 0\) in the limit \(\Gamma_{L/R} \to 0\). The peak structure gets suppressed as \(\Gamma_{L/R} \to 0\) and vanishes faster including higher order effects (cf. right panel of Fig. 6). Note that a similar behavior emerges for detuned levels, where \(\epsilon_a - \epsilon_b = 0.4\Gamma\) corresponds to \(\Gamma_L = \Gamma = 4\Gamma_R\).

Conclusions: We studied sharp peaks in the conductance-voltage characteristics of double quantum dot and spin-valve systems with (quasi-)degenerate single-particle levels. We showed that the peaks can be understood in both systems on the same footing, namely in terms of exchange interactions that quench a strong, inherent current suppression. In symmetric systems, the peaks are located at the same voltages as Kondo peaks but can be clearly distinguished by their \(1/T^2\), sometimes even non-monotonic temperature dependence. In asymmetric or detuned systems, the distinction is even easier, because the peaks occur at non-zero bias voltages and one bias polarity [22]. Our analysis is based on the hierarchical quantum master equation technique, which allows us to compare first and second order results with numerically converged, exact results. Thus, we were able to demonstrate the robustness of the phenomenon and the role of higher order effects. We also used results derived from Born-Markov theory, demonstrating the importance of principal value terms in the presence of quasidegenerate energy levels. Our study underlines the importance of an exact description of exchange interactions. This can be even more relevant in transport through more complex systems such as, for example, multi-dot systems or molecular junctions where quasidegeneracies are even more important. In contrast to Kondo peaks, the peaks described here are more robust with respect to bias voltage and temperature. This is beneficial from both an experimental and a technological point of view.
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