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Abstract

Coronal holes (CHs) are darker than the quiet Sun (QS) when observed in coronal channels. This study aims to understand the similarities and differences between CHs and QS in the transition region using the Si IV 1394 Å line, recorded by the Interface Region Imaging Spectrograph, by considering the distribution of magnetic field measured by the Helioseismic and Magnetic Imager on board the Solar Dynamics Observatory. We find that Si IV intensities obtained in CHs are lower than those obtained in QS for regions with identical magnetic flux densities. Moreover, the difference in intensities between CHs and QS increases with increasing magnetic flux. The regions with equal magnetic flux density, QS line profiles are more redshifted than those measured in CHs. Moreover, the blueshifts measured in CHs show an increase with increasing magnetic flux density unlike in the QS. The non-thermal velocities in QS, as well as in CHs, show an increase with increasing magnetic flux. However, no significant difference was observed in QS and CHs, albeit a small deviation at small flux densities. Using these results, we propose a unified model for the heating of the corona in the QS and in CHs and the formation of solar wind.

Unified Astronomy Thesaurus concepts: Quiet sun (1322); Solar coronal holes (1484); Solar wind (1534); Solar coronal heating (1989); Solar magnetic fields (1503); Fast solar wind (1872); Slow solar wind (1873); Solar transition region (1532)

1. Introduction

The solar surface at coronal temperatures is usually covered with three types of large-scale structures, namely, coronal holes (CHs), quiet Sun (QS) and active regions (ARs). CHs appear darker, relative to the surrounding QS regions, at radiation formed at coronal temperatures at EUV and X-ray wavelengths (see, e.g., Munro & Withbroe 1972; Stucki et al. 2000a, 2002). CHs have been often studied partly because they are the source regions of fast solar wind (see, e.g., Hassler et al. 1999; Tu et al. 2005; Heinemann et al. 2020).

In radiation coming from the photosphere and the chromosphere, on average there is hardly any noticeable difference in the intensities except in the observations taken in spectral lines of He I 10830 Å and He I 584 Å. We note that the He I 10830 Å is an absorption line, whereas He I 584 Å is an emission line. In images recorded using He I 10830 Å, CHs appear brighter than QS (see, e.g., Malanushenko & Jones 2005), whereas those taken in He I 584 Å appear about 30% darker (Wilhelm et al. 1998; Jordan et al. 2001). However, such differences could be attributed to the sensitivity on the formation of He lines on to the EUV radiation as well as energetic electrons from the corona, so that both lines are weakened (see, e.g., Andrea & Jones 1997; Centeno et al. 2008; Leenaarts et al. 2016). At radio wavelengths (1.21 mm), however, CHs are indistinguishable from QS (Brajša et al. 2018). It is also found that there is hardly any difference in the distribution of magnetic flux density in solar photosphere in QS and CHs (Kayshap et al. 2018).

It is widely believed that the structure of the magnetic field in CHs is different from that in QS, although there is hardly any difference in the distribution of photospheric magnetic flux density (see, e.g., Kayshap et al. 2018). In CHs, a large fraction of field lines are open and extend into interplanetary space (Bohlin 1977) allowing hot plasma to escape. Indeed, spectroscopic observations recorded by the Coronal Diagnostics Spectrometer (CDS; Harrison et al. 1995) and Solar Ultraviolet Measurement of Emitted Radiation (SUMER; Wilhelm et al. 1995) on board the Solar and Heliospheric Observatory show blueshifts in addition to reduced intensities in coronal lines (Wilhelm et al. 1998; Peter 1999; Stucki et al. 1999, 2000a, 2002; Xia et al. 2003, and references therein).

Stucki et al. (2002) studied the properties of 14 ultraviolet emission lines covering the temperature range of $3.9 \times 10^4$ K to $2.25 \times 10^5$ K. While all these lines were blueshifted inside the CHs relative to QS, only the spectral lines with peak formation temperatures larger than $7 \times 10^5$ K clearly showed reduced intensities in the CHs, in agreement with the results obtained by Huber et al. (1974) using Skylab observations. Stucki et al. (2002) also showed a positive correlation between blueshifts and line intensities in the transition region line in CHs, similar to the result obtained by Hassler et al. (1999) and Stucki et al. (2000a). Moreover, these authors found that the spectral lines with a temperature lower than $4 \times 10^5$ had larger width in CHs than in QS, whereas the high-temperature lines were narrower.

Such observations lead to the question: at what temperature do the CHs and QS start becoming distinct and what may be the possible cause? An answer may not only provide new insights into the formation and acceleration of solar wind in CHs (see, e.g., Hassler et al. 1999; Stucki et al. 2000a; Tu et al. 2005) but also the flow of mass and energy within the solar atmosphere.

Combining the above mentioned observations with modeling of the magnetic field and using Rosner–Tucker–Vaiana (RTV; Rosner et al. 1978) scaling laws, Wiegelmann & Solanki (2004) proposed that the observed difference between the QS and CHs at coronal temperatures could be attributed to the density of
coronal loops with different lengths and heights. According to their extrapolations, CHs and QS have different densities of higher and longer loops but a similar number of low-lying, shorter loops. This could explain the lower intensities in coronal lines in CHs, but similar intensities in the transition region and cooler radiation, although they found somewhat fewer intermediate and shorter loops in CHs, suggesting a difference in brightness between CHs and QS also in the transition region (TR). Such a difference in the TR has so far not been properly established.

It is well known that radiances observed in UV spectral lines are highly dependent on the amount of magnetic flux present. Therefore, it is imperative to study the radiance as well as other line parameters such as Doppler shifts and non-thermal widths by taking into account the distribution of magnetic flux, which may be different in QS and CHs.

In this paper, for the first time, we perform such an analysis for the transition region Si IV line at 1393 Å recorded by the Interface Region Imaging Spectrograph (IRIS; De Pontieu et al. 2014). Here, we take the magnitude of magnetic flux density into account when comparing the line properties in transition regions (following the study by Kayshap et al. 2018 for the Mg II k line). We compare the line’s intensity, Doppler shift and non-thermal width at similar magnetic flux density in QS and CH. The remainder of the paper is structured as follows. We present our observations and data in Section 2 followed by analysis and results in Sections 3 and 4. We summarize, discuss, and conclude in Section 5.

2. Observations and Data

We use data from the IRIS spacecraft, which obtains spectra in three wavelength bands, namely 1332–1358 Å, 1389–1407 Å, and 2783–2834 Å with an effective spectral resolution of 26 mA and 53 mA, respectively (De Pontieu et al. 2014). The effective spatial resolution of the far-UV spectra is 0.33″ while of the near-UV spectra is 0.4″. The strongest transition region lines recorded by IRIS are Si IV 1393 and 1402 Å. For this study, we have used the 1393 Å line that, according to theory, is expected to be a factor of two stronger than 1402 Å in optically thin conditions (see however, Gontikakis & Vial 2018; Tripathi et al. 2020). The stronger line was chosen to achieve a better signal-to-noise ratio.

For this study, we have analyzed three sets of observations, the details of which are presented in Table 1. In keeping with our goal we have selected observations that contained QS as well as CHs in the same raster. This is to avoid any bias due to observations taken at different locations and different times, as that may lead to differences in the results due to different angles to the solar surface as well as instrument degradation. For our work, we have used the level-2 data that are corrected for instrumental effects and orbital variations etc.

Table 1
Details of IRIS Rasters Used in This Study

| Data | Date of Observation | Start Time (UT) | End Time (UT) | FOV (arcsec) | µ-value | Observation ID (OBSID) |
|------|---------------------|-----------------|---------------|--------------|---------|-----------------------|
| Set 1 | 2014/07/26 | 00:10:28 | 03:40:53 | 141″ × 174″ | 0.85 | 3824263396 |
| Set 2 | 2014/07/24 | 11:10:28 | 14:40:53 | 141″ × 174″ | 0.97 | 3824263396 |
| Set 3 | 2015/10/14 | 11:07:33 | 14:37:58 | 141″ × 174″ | 0.95 | 3820206396 |

Note. The exposure time for each study is 31.6 s.

For the magnetic field measurements, we have used the line-of-sight (LOS) magnetograms recorded by the Helioseismic and Magnetic Imager (HMI; Scherrer et al. 2012) on board the Solar Dynamics Observatory (SDO; Pesnell et al. 2012). We have further used the observations at 1600 and 193 Å recorded by the Atmospheric Imaging Assembly (AIA), also on board SDO, at corresponding times. The later channel is used for the identification of CHs, while the former is used for co-alignment of the IRIS observations with AIA and HMI observations.

AIA provides full disk images of the Sun in eight UV/EUV channels with a pixel size of about 0.6″ and temporal resolution of 12 s for EUV and 24 s for UV channels (O’Dwyer et al. 2010; Boerner et al. 2012; Lemen et al. 2012). The HMI provides measurements of the photospheric magnetic field with a cadence of 45 s (LOS) and 720 s (vector) and pixel size of 0.5″. For details see Scherrer et al. (2012), Schou et al. (2012).

3. Data Analysis and Results

Since the methods of data analysis are exactly the same for all the three cases, below we detail those for one data set in Section 3.1. The plots and results for the other two sets are shown in Appendices A and B, respectively. Finally, in order to have better statistics, we have obtained an average of all three observations and presented the final results in Section 4. The addition was possible because all three observations were taken at very similar µ values.

3.1. The Data Set 1: Observation on 2014 July 26

A portion of the Sun’s disk recorded on 2014 July 26, with AIA’s 193 Å channel is shown in panel (a) of Figure 1. The overplotted box shows the field of view (FOV) of the IRIS raster. We display an AIA 193 Å image corresponding to the IRIS FOV in panel (b). We define CHs (QS) as the region with intensity values lower (higher) than 80 DN (data number) in AIA 193 Å channel (the final boundary was set after manual inspection). A contour of 80 DN is overplotted on the 193 Å images (see panel (b)). To identify the boundary between CHs and QS, we have used coronal images recorded by AIA in 193 Å. Since the IRIS raster was taken for a duration of ~3.5 hr, a single AIA image can not be used. Therefore, we created a synthetic rastered AIA 193 Å image covering the IRIS raster duration by combining parallel strips in AIA 193 Å images taken every 10 minutes. We then identify the boundary of CH and QS in this rastered image. Note that to keep the effect of solar rotation, which is present in the IRIS rasters, the rastered 193 Å image was obtained without compensating for the solar rotation. We display the intensity map obtained in Si IV 1393 Å in panel (c). The AIA and IRIS observations together demonstrate that while there is a clear difference in the intensities between CHs and QS at coronal temperature, the Si IV line, mapping the transition region, does not reflect any conspicuous differences. In
Using the artificially rastered LOS magnetogram, we obtain the radial component of the magnetic field at each pixel (which is expected to be the dominant component for kG fields; Solanki 1993) by dividing the LOS component by the corresponding \( \mu \)-values. Finally, we study the variation of the intensities of the Si IV line as a function of absolute magnetic flux density.

For this purpose, we first created a scatter plot and then grouped pixels based on their absolute radial magnetic flux density within bins with a constant logarithmic width of 0.2. The binning improves the statistics at higher magnetic flux densities. Since the estimated error on the HMI LOS field measurements is \( \pm 10 \) G (see, e.g., Yeo et al. 2014), we have assigned a value of 5 G to each pixel with absolute magnetic flux density less than 10 G.

We averaged the intensity and absolute radial magnetic flux density in each magnetic field bin and plotted the intensity as a function of the radial magnetic field in Figure 2(d). In the plot, blue is for QS and red is for CH. The error bars represent the standard error. The larger error bars at higher magnetic field reflect poorer statistics. For example, we have 104 (232) and 86 (220) data points in the last two bins (|B| > 55 G) for CH (QS). The plot demonstrates that the average QS intensity in each radial magnetic field bin is larger than that in CH and that the difference in the intensities tends to increase with the increasing absolute magnetic flux density.

\(^5\) Standard error is defined as the ratio between the standard deviation and square root of the sample size.

---

**Figure 1.** Coronal and transition region observation of coronal hole (CH) and quiet Sun (QS). Panel (a): a portion of the Sun’s disk observed by AIA using the 193 Å channel. The overplotted box depicts the IRIS raster FOV. Panel (b): rastered AIA 193 Å image restricted to the IRIS FOV overplotted with contours of 80 DN to distinguish between the CH and QS. Panel (c): intensity map obtained in Si IV 1394 Å using IRIS raster. Panel (d): histograms of the intensities for QS (blue) and CH (red).
The Si IV observations (Francis & Roussel-Dupre 1977) recorded by OSO-8 satellite did not show any difference in the line intensities integrated over QS and CHs. However, our results are in agreement with those obtained by Stucki et al. (2002), which shows that the intensities in spectral lines of O III (T = log 4.9), O IV (T = log 5.15), and O V (T = log 5.35) are reduced in the CHs relative to QS.

As stated earlier, we have studied three data sets. We note that the other two data sets give similar results, see Figures A1, B1 and A2, B2.

3.2. Doppler Velocities: Upflows and Downflows

For the wavelength calibration needed to study the Doppler shift in CHs and QS using the Si IV 1394 Å line we have used O I 1355.60 Å with peak formation temperature at log T[K] = 4.5. Since the spectral lines corresponding to transitions of neutral atoms or of singly ionized atoms are expected to be close to rest (Hassler et al. 1991), the O I line, therefore, can be used to derive an absolute wavelength calibration. By fitting a single Gaussian to the observed O I spectra and thereby obtaining the centroid, we obtain the reference wavelength for Si IV 1394 Å denoted by λ_{ref_SiIV} as,

$$\lambda_{ref_SiIV} = \lambda_{SiIV_{lab}} - (\lambda_{OI_{lab}} - \lambda_{OI_{obs}}),$$  

where λ_{SiIV_{lab}} is the laboratory wavelength of Si IV 1394 Å line (1393.755 Å) and λ_{OI_{lab}} is that of the O I line (1355.598 Å), which are taken from Sandlin et al. (1986). We display the Doppler velocity map obtained for Si IV 1394 Å in Figure 3(a). The overplotted contours correspond to 80 DN on AIA 193 Å. Similar to the intensity measurements, there are no clear visual differences in the Doppler shift patterns of QS and CHs. Panel (b) shows that the histogram of LOS velocities is higher for CHs (blue) than for QS (red) within the range of −30 to about 10 km s$^{-1}$, while at larger redshifts, the QS histogram dominates. We note that, there are only 19% (17%) blueshifted pixels in CHs (QS).

We now compare the Doppler velocities in CHs and QS for pixels with near-identical magnetic flux density, following the procedure used for intensities, except that the signed averaged velocities in each bin are plotted versus absolute magnetic flux density. Note that we have divided the measured Doppler velocities by |

---

**Figure 2.** Panel (a): HMI LOS rastered magnetogram. Overplotted contour corresponds to 80 DN obtained from AIA 193 Å. Panel (b): histogram of the absolute radial absolute magnetic flux density larger than 20 G in QS (blue) and CH (red). Panel (c): intensity image of the IRIS raster overplotted with AIA 193 Å intensity contours corresponding to 80 DN. Panel (d): average Si IV 1394 Å intensity in CH (red) and QS (blue) as a function of absolute radial magnetic flux density. The error bars represent the standard errors.
velocities at each pixel with the corresponding $\mu$-values to obtain the radial speed of the flows. The plot clearly reveals that the average velocities in CHs and QS are positive independent of the radial speed of the flows. As was the case for intensity and Doppler maps, the non-thermal maps also do not show any obvious visual difference between QS and CHs. We plot the averaged non-thermal width for QS (blue) and CH (red) as a function of the absolute magnetic flux density in panel (c). Note that we have used the same magnetic field bins as for intensity and Doppler shift. For both CH and QS $\epsilon$ clearly increases with increasing radial magnetic field strength. At lower magnetic flux densities, the SiIV line has slightly larger ($<1 \text{ km s}^{-1}$) $\epsilon$ than in QS. Similar results were obtained with the other two data sets (see Figures A3 and B3).

3.3. Non-thermal Velocity

The observed width of a spectral line is produced by the combined effect of thermal, non-thermal and instrumental broadening (neglecting the generally small natural width). The full width at half maximum ($\delta \lambda$) of the observed line is given by

$$
\delta \lambda = \frac{\lambda_0}{c} \sqrt{4 \ln 2 \left( \frac{2K_B T_i}{m} + \epsilon^2 \right) + \sigma_I^2},
$$

where $\lambda_0$ is the laboratory wavelength, $K_B$ is the Boltzmann constant, $T_i$ is the ion temperature (63,000 K), $m$ is the mass of the ion (28.085 amu (g mol$^{-1}$)), $\epsilon$ is non-thermal velocity, and $\sigma_I$ is the instrument spectral broadening. IRIS $\sigma_I$ for FUV spectra is 31.8 mA (Hou et al. 2016).

We display the obtained maps of $\epsilon$ in panel (a) of Figure 4(a). The overplotted contours are the 80 DN of AIA 193 Å. We show the histograms of $\epsilon$ in CH (red) and QS (blue) in panel (b), which suggest a slightly larger value in CH with respect to QS. As was the case for intensity and Doppler velocity, non-thermal velocity as a function of absolute magnetic flux density.

4. Combination of All the Studied Data Sets

We now combine the observations of the three solar regions to achieve improved statistics when studying the variation of intensity, Doppler velocity, and non-thermal velocity as a function of absolute magnetic flux density in QS and CHs. Since all the three observations were recorded at similar locations on the disk, averaging results from the three data sets should not distort the results or introduce any artifacts.

In Figure 5 we display the average intensities (panel (a)), signed average velocity (panel (c)), as well as redshifts (panel (d)) and blueshifts (panel (e)) separately, and non-thermal velocity (panel (e)) versus absolute radial magnetic flux density.
density. As previously done, we have taken a constant bin of 0.2 G of the log of the absolute magnetic flux density. All these plots show smaller error bars due to improved statistics obtained by combining all the three sets of observations. In panel (b), we also show the histograms of velocities in the CHs and QS.

Figure 5(a) conspicuously displays that the intensity of the QS region is larger than that in CH by a factor of roughly 1.6 when comparing pixels for the regions with the same magnetic flux density. Moreover, the difference in intensities of QS and CH increases with increasing absolute magnetic flux density, with ratios changing from 1.2 at 5 G via 1.4 at 20 G, to 1.7 at 40 G and saturates thereafter. Figures 5(b) and (c) show that the transition regions of both CHs and QS are redshifted on average, but with the CH plasma displaying a smaller redshift. The difference is small according to the histogram in Figure 5(b). However, because line shifts at small B values dominate the histogram, it masks the bigger differences seen in stronger magnetic features, which is better seen in Figure 5(c). Further insight can be obtained from Figures 5(d) and (e), which consider red- and blueshifts separately. Figure 5(d) reveals that redshifts in redshifted pixels increase with increasing magnetic absolute flux density in both QS and CHs. A striking difference in behavior is seen, however, when considering the blueshifted pixels (Figure 5(e)). In the CHs, the blueshifts increase with increasing magnetic absolute flux density, but no such trend is visible in the QS (see also Brynildsen et al. 1996).

We display the combined plots for non-thermal width in Figure 5(f). The most striking feature of this plot is the steady increase of non-thermal width with absolute flux density. The plot further confirms that, at smaller flux densities (up to about 30 G), CHs have slightly larger (\(<1 \text{ km s}^{-1}\)) non-thermal velocities than in QS. This is suggestive of larger unresolved flows in the inter-network regions of CHs than in QS.
5. Summary, Discussion, and Conclusions

In this paper, for the first time, we have studied the intensity, and Doppler and non-thermal velocity in QS and CHs in the SiIV line observed by IRIS as a function of the absolute magnetic flux density. We have used LOS magnetic field measurements provided by HMI on board SDO. To identify QS and CHs, we have used AIA 193 Å images and for co-aligning IRIS observations with those from HMI and AIA, we have used 1600 Å recorded by AIA.

Our results show that although there are no visual differences in QS and CHs observed in SiIV line (Figure 1(c)), the histograms of the intensities (Figure 1(d)) suggest that on average QS is brighter than CH. This becomes clearer when comparing the intensity at similar magnetic flux densities (see Figures 2(d) and 5(a)). Similar results were obtained for the chromosphere using the Mg II k line observed by IRIS (Kayshap et al. 2018).

Doppler measurements do not show any marked difference in the Doppler maps obtained for QS and CHs when seen by the eye. On average the SiIV is redshifted in both QS and CHs. However, when compared quantitatively, the QS show larger redshifts (Figures 5(b) and (c)). The average velocity increases with increasing absolute flux density, which is also true when considering only the pixels displaying redshifts (over 80% of all pixels; Figure 5(d)). However, in blueshifted pixels in CHs the outflowing gas flows even faster with increasing absolute flux density, while in the QS, it tends to flow slower (Figure 5(e)).

Francis & Roussel-Dupre (1977) studied the same Si IV line using observations recorded by the OSO-8 satellite and found no evidence of differences in integrated line intensities or Doppler shifts in CHs relative to QS, in disagreement with results presented here. However, our results, based on far better statistics and much more sensitive data, are in agreement with those obtained by Stucki et al. (2002), which shows that on average CH are dimmer and blueshifted relative to QS in transition region lines such as O III, O IV, and O V, of which, O III can be directly compared with the results presented here as its peak formation temperature is close to that of SiIV.

The non-thermal velocity obtained for both QS and CHs shows an increase with increasing absolute magnetic flux density. We further note that the non-thermal velocities in CHs are slightly larger (by <1 km s$^{-1}$; see Figure 5(d)), although only at pixels with smaller flux densities. Using SUMER data Lemaire et al. (1999) and Stucki et al. (2000b) showed that the transition region lines formed between log $T = 4.8$ and 5.4 have larger non-thermal velocity in CHs relative to QS by 4–5 km s$^{-1}$. Moreover, using data gathered by CDS, Stucki et al. (2002), found that transition region lines such as O III, O IV, O V, Ne IV, Ne V, and Ne VI have excess width in CHs by 1–2 km s$^{-1}$. These results are in qualitative agreement with our results. Any quantitative discrepancy in the results may be attributed to the different spectral lines observed and the difference in spectral resolution of the three instruments.

Using RTV (Rosner et al. 1978) scaling laws and extrapolation of photospheric magnetic fields, Wiegelmann & Solanki (2004) proposed that the observed differences in the intensities of QS and CH at coronal temperatures could be attributed to the statistics of coronal loops with different lengths and heights. Under this scenario, it was found that QS regions have much higher densities of longer loops than CHs, a somewhat higher density of intermediate length loops that may not reach beyond TR temperatures, but have a similar number of low-lying short loops. Moreover, a similar distribution of photospheric magnetic flux densities in CHs and QS suggests that they consist of a very similar number density of magnetic footpoints. The results obtained in this work show that (1) there is a clear, but not very large difference between CHs and QS at TR temperatures, which may have to do with the small deficit of intermediate length loops in CHs; (2) the main difference between CH and QS appears in regions of comparatively large flux density (except for non-thermal velocities), i.e., in the network. This finding is in line with the fact that the smallest scale loops arise from the inter-network and these are almost equally common in CHs and QS, whereas at least one of the footpoints of bigger loops, which are much less common in CHs than in the QS are located in regions of larger flux, i.e., the network (Wiegelmann et al. 2010). These results provide observational support and an extension to the work of Wiegelmann & Solanki (2004).

Taking into account the observational results from this study in combination with those by Hassler et al. (1999), Stucki et al. (2000a, 2002), and the magnetic field modeling of Wiegelmann & Solanki (2004), we propose a simple scenario that may qualitatively cover both the heating of the corona in QS and CHs as well as the formation of the solar wind based on impulsive heating models (see, e.g., Klimchuk 2006).

Under the ambit of impulsive heating in CHs and QS, there may be a couple of scenarios. Impulsive heating may occur due to magnetic reconnection between closed–closed field lines and closed–open field lines. In the former situation, all that will be observed in Si IV lines is a redshift. Since the total number of closed field lines (both short closed loops and long-closed loops) are smaller in CHs than QS, on average the Si IV line in the QS is expected to be more redshifted, primarily because reconnection between closed–closed field lines will result in other closed field lines. Whereas in case of reconnection between the open–closed field line, some of the plasma may get ejected along the resultant open field and would show a reduced redshift on average. If an impulsive event occurs between closed and open field lines, it can produce jet-like topologies (see, e.g., Moreno-Insertis et al. 2008). Jets have often been observed with a cool and a hot component (see, e.g., Canfield et al. 1996; Mulay et al. 2017). The hot components are interpreted as an evaporation jet, which is produced as a consequence of magnetic reconnection between closed and open field lines (see, e.g., Miyagoshi & Yokoyama 2003, 2004; Moreno-Insertis et al. 2008). The cool jet, however, is composed of plasma that is ejected like a slingshot from the kinked location between the closed and open field line (see, e.g., Canfield et al. 1996). Under this representation, cool jets may be composed of a range of temperatures, depending on the location of the slingshot, so that some cool jets would be observed in Si IV.

The above-presented scenario explains the observational results reasonably well and hints toward a unified picture of heating of the QS corona and of the formation of the solar wind. Moreover, it further suggests that the formation and acceleration solar wind may have started at the height of Si IV line. However, the observations presented here demonstrate that even for the strongest fields, no net blueshift is seen in Si IV averaged over the CHs, although the difference in the redshift of QS and CHs is the largest there. In CHs, the redshift at the highest flux densities is larger than that at the smallest flux density. These results suggest that we do not see a clear signature of the formation of the solar wind. The bulk of the solar wind, therefore, must be forming between the heights at which the Si IV and Ne VIII lines are formed (Tu et al. 2005). According to Tu et al. (2005) the acceleration starts somewhere between formation height C IV
(5 Mm) to that of Ne VIII (20 Mm). They also find upflow speed of 10 km s$^{-1}$ in Ne VIII, whereas we find 6–7 km s$^{-1}$ in Si IV. Under the scenario presented here, this could be explained if the slingshots occur at different heights and accelerate plasma of different temperatures. Only a few occur at Si IV formation heights, most of them higher up.

We emphasize that this scenario based on magnetic reconnection, which is similar to that suggested by Tu et al. (2005), which in turn is essentially an adaptation of the furnace model of Axford & McKenzie (1992), is not capable of explaining the observed speed of solar wind at 1 au, lying in the range of 300–1000 km s$^{-1}$. Therefore, further mechanisms are required for the acceleration of the plasma, likely acting at greater distances from the solar surface. The current scenario, however, will facilitate putting the plasma from closed fields to within the open field system.

The scenario presented here may, in principle, also be used to explain the recent discovery of magnetic switchbacks (Bale et al. 2019; Dudok de Wit et al. 2020) in the observations recorded by the FIELDS instrument (Bale et al. 2016) on board the Parker Solar Probe. The resultant field line due to the reconnection between a closed and open field will be ejected with a kink, that may be observed as switchbacks. However, we note that the scenario proposed here is close to the Sun’s surface, whereas those observed by FIELDS were taken located at 36–54 R$_\odot$ and it is open whether such switchbacks will survive such a distance. Therefore, further work is required to fully comprehend if such a mechanism is able to explain the new findings by FIELDS.

Although the interpretation provided seems plausible, it requires further analysis of multiwavelength observations combined with numerical modeling to go beyond the stage of being just a scenario. The spectroscopic observations recorded with the Spectral Imaging of the Coronal Environment (SPICE Consortium et al. 2020), jets at different temperatures followed in Extreme Ultraviolet Imager (Rochus et al. 2020) time series and the measurement of the magnetic field provided by Polarimetric and Helioseismic Imager (Solanki et al. 2020) on board the Solar Orbiter mission (Müller et al. 2020) in the near future may help us to reach a better understanding.
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Appendix A

The Data Set 2: Observation on 2014 July 24

The results for the observations taken on 2014 July 24 are shown in Figures A1–A4.
Figure A2. Same as Figure 2 but for observations taken on 2014 July 24.

Figure A3. Same as Figure 3 but for observations taken on 2014 July 24.
Figure A4. Same as Figure 4 but for observations taken on 2014 July 24.
Appendix B
The Data Set 3: Observation on 2015 October 14

The results for the observations taken on 2015 October 14 are shown in Figures B1–B4.

Figure B1. Same as Figure 1 but for observations taken on 2015 October 14.
Figure B2. Same as Figure 2 but for observations taken on 2015 October 14.

Figure B3. Same as Figure 3 but for observations taken on 2015 October 14.
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