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ABSTRACT

The multi-decoder (MD) end-to-end speech translation model has demonstrated high translation quality by searching for better intermediate automatic speech recognition (ASR) decoder states as hidden intermediates (HI). It is a two-pass decoding model decomposing the overall task into ASR and machine translation sub-tasks. However, the decoding speed is not fast enough for real-world applications because it conducts beam search for both sub-tasks during inference. We propose Fast-MD, a fast MD model that generates HI by non-autoregressive (NAR) decoding based on connectionist temporal classification (CTC) outputs followed by an ASR decoder. We investigated two types of NAR HI: (1) parallel HI by using an autoregressive Transformer ASR decoder and (2) masked HI by using Mask-CTC, which combines CTC and the conditional masked language model. To reduce a mismatch in the ASR decoder between teacher-forcing during training and conditioning on CTC outputs during testing, we also propose sampling CTC outputs during training. Experimental evaluations on three corpora show that Fast-MD achieved about 2× and 4× faster decoding speed than that of the naïve MD model on GPU and CPU with comparable translation quality. Adopting the Conformer encoder and intermediate CTC loss further boosts its quality without sacrificing decoding speed.

Index Terms— End-to-end speech translation, multi-decoder, non-autoregressive decoding, CTC, Mask-CTC

1. INTRODUCTION

End-to-end speech translation (E2E-ST) from source audio to target language text is an active research area for replacing conventional cascade systems [1], which stack automatic speech recognition (ASR) and machine translation (MT) models in a pipeline. The E2E approach has several advantages over the cascade approach, such as robustness against ASR errors and low-latency inference because source transcription is bypassed. However, E2E-ST models are generally affected by optimization because of a lack of training data and complex tasks, and many solutions have been investigated, such as pre-training and multi-task learning with auxiliary sub-tasks [2,5].

Beyond the simple multi-task learning sharing some of the parameters among the sub-tasks, two-pass decoding approaches with an intermediate ASR decoder have been studied [6,12]. They exploit the compositional [13] in sequence tasks and take advantage of both E2E and cascade approaches. They can also display transcripts and translations to users simultaneously. These approaches can be categorized into interactive decoding [5,8] and hierarchical decoding [9,12]. The multi-decoder (MD) architecture [12,14] is attractive because it avoids intermediate ASR error propagation by dual cross-attention to both acoustic and textual encoder representations. During inference, it can further fuse scores from an external language model (LM) and auxiliary connectionist temporal classification (CTC) [15] module. Despite the improved translation quality, however, the decoding speed lags behind that of vanilla E2E-ST models. This is because of the introduction of an additional search space in the ASR sub-task, which is an additional fixed overhead.

Studies on fast decoding for the E2E-ST task have also attracted attention. Most studies focused on the encoder and proposed to shrink encoder output lengths by using CTC probabilities [8,16,18] or $L_0$ regularization [19]. This is also important for bridging the modality gap between speech and text to make the most of pretrained ASR and MT models [16,20]. A few studies instead adopted non-autoregressive (NAR) decoding at the cost of accuracy [21,22].

Our goal in this study was to increase the decoding speed of the intermediate ASR module in the MD model while maintaining the benefits of better accuracy and compositionality. We propose Fast-MD, a fast MD model that performs NAR decoding led by CTC predictions in the ASR sub-net. Instead of feeding the CTC output to the MT sub-net directly [16,20], we feed intermediate ASR decoder states as hidden intermediates (HI) after conditioning an additional Transformer ASR decoder on the CTC output in parallel (parallel HI). By doing this, we can avoid information loss while compressing the sequence length of acoustic representations. If the decoding speed is not a concern, we can search for better HI by conducting beam search even with an external LM while maintaining the searchability of the MD architecture. We also investigate the use of Mask-CTC [23], an iterative refinement-based NAR model with CTC and the conditional masked language model (CMLM) [24], as the ASR sub-net (masked HI).

To reduce the gap in training and test conditions, where teacher-forcing [25] is performed during training while CTC outputs are used to condition the ASR decoder at test time, we also introduce sampling CTC outputs from the CTC module during training, referred to as CTC sampling. We also improved the performance of CTC in Fast-MD by adopting the Conformer encoder [25] and intermediate CTC loss [27], which eventually improved the overall translation quality without sacrificing decoding speed.

Experimental evaluations on three benchmark datasets demonstrate that Fast-MD achieved about 2× and 4× faster decoding speed than that of the naïve MD model on GPU and CPU without sacrificing translation quality. The Conformer encoder and InterCTC loss also improved both recognition and translation accuracy. We finally show that Fast-MD does not lose the searchability of better HI and is robust against long-form speech.

2. BACKGROUND

2.1. MD E2E-ST architecture

The MD architecture decomposes an E2E-ST model into ASR and MT sub-nets while retaining E2E differentiability. Let $X$ be an input source speech sequence, $Y_{\text{src}}$ be the ground-truth source transcript, and $Y_{\text{tgt}}$ be the corresponding ground-truth target translation. The
ASR sub-net has the same structure as the Transformer ASR model with an auxiliary CTC layer \text{CTC}_{ASR} \cite{28} and generates continuous ASR encoder states \(s_{ASR}\) as HI as follows:

\[
\begin{align*}
\hat{h}_{ASR} &= \text{Enc}_{ASR}(X), \\
\hat{s}_{ASR} &= \text{Dec}_{ASR}(\hat{h}_{ASR}),
\end{align*}
\]

where \(\text{Enc}_{ASR}, \text{Dec}_{ASR}, \) and \(\hat{s}_{ASR}\) are an ASR encoder, ASR decoder, and encoder outputs, respectively. The MT sub-net consists of a shallow ST encoder and ST decoder. The ST encoder directly takes \(s_{ASR}\) as inputs and generates textual representations \(h_{ST}\). Each block in the ST decoder has an additional cross-attention layer over \(h_{ASR}\) (speech attention) right before a cross-attention layer over \(h_{ST}\) as follows:

\[
\begin{align*}
\hat{h}_{ST} &= \text{Enc}_{ST}(\hat{s}_{ASR}), \\
\hat{s}_{ST} &= \text{Dec}_{ST}(\hat{h}_{ASR}, \hat{h}_{ST}),
\end{align*}
\]

where \(\text{Enc}_{ST}, \text{Dec}_{ST}, \) and \(\hat{s}_{ST}\) are an ST encoder, ST decoder, and decoder states, respectively. The speech attention is important for alleviating error propagation from the ASR sub-net.

The training objective is formulated as a linear interpolation of an E2E-ST cross-entropy (CE) loss \(L_{ST}\), ASR CTC loss \(\mathcal{L}^{CTC}_{ASR}\), and ASR CE loss \(L^{CE}_{ASR}\) as follows:

\[
L_{total} = (1 - \lambda_{ASR})L_{ST}(Y_{ST}\|X) + \lambda_{ASR}((1 - \lambda_{CTC})L^{TRF}_{ASR}(Y_{ASR}\|X) + \lambda_{CTC}\mathcal{L}^{CTC}_{ASR}(Y_{ASR}\|X)),
\]

where \(\lambda_{CTC}\) is a loss weight.

During inference, the ASR sub-net performs beam search \text{BeamSearch}_{ASR} with a beam width of \(B_{ASR}\) to find better \(\hat{s}_{ASR}\). The states corresponding to the most plausible transcript are fed to the MT sub-net. If an external LM is available, we can also integrate the LM scores, which is effective for domain adaptation \cite{12}. The complete decoding algorithm is shown in Algorithm 1. To differentiate the inference from the Fast-MD inference, we refer to the former as \textit{Slow-MD inference}.

The introduction of the intermediate Transformer ASR decoder can compress frame-level ASR encoder representations \(h_{ASR}\) to token-level HI \(s_{ASR}\) through multiple cross-attention operations. This is more memory-efficient than feeding frame-level acoustic representations to the MT sub-net directly \cite{20} and enables injection of LM scores for searching better HI. Compared with CTC-based shrinking \cite{16} and adaptive feature selection \cite{19}, information loss can be avoided thanks to the fine-grained cross-attention in \text{Dec}_{ASR} and an additional cross-attention in \text{Dec}_{ST}.

### 2.2. NAR ASR

#### 2.2.1. Mask-CTC

Mask-CTC is an iterative NAR ASR model that combines CTC and the CMLM. During inference, it first obtains CTC outputs \(\hat{Y}_{CTC}\) by greedy search \text{Greedy}_{CTC}, where the most plausible label is taken from the CTC layer at each time frame, and all blank labels are removed after collapsing repeated non-blank labels. Next, less-confident tokens, the probabilities \(P_{CTC}\) of which are smaller than \(P_{thresh}\), are replaced with a mask token [MASK], generating \(\hat{Y}_{mask}\). Then, the bidirectional Transformer decoder predicts tokens at the masked positions in \(\hat{Y}_{mask}\) by leveraging surrounding contexts through a constant number of iterations \(K_{mask} \geq 1\) as

\[
\begin{align*}
\hat{Y}_{CTC} &= \text{Greedy}_{CTC}(P_{CTC}(X)), \\
\hat{Y}_{mask} &= \{y_{i} \in \hat{Y}_{CTC}|P_{CTC}(y_{i}|X) < P_{thresh}\}, \\
\hat{s}_{ASR} &= \text{MaskCTC}_{ASR}(\text{Dec}_{ASR}(\hat{h}_{ASR}), \hat{Y}_{CTC}, \hat{Y}_{mask}, K_{mask}),
\end{align*}
\]

where \(\text{MaskCTC}_{ASR}\) is a search operation of Mask-CTC.

#### 2.2.2. Intermediate CTC loss

Intermediate CTC (InterCTC) loss \(\mathcal{L}_{\text{Inter}}\) \cite{27} is a regularization method for CTC by calculating CTC losses at multiple intermediate encoder layers \(s_{\text{Inter}}\) as

\[
\mathcal{L}_{\text{Inter}} = (1 - \lambda_{\text{Inter}})\mathcal{L}^{CTC}_{ASR}(Y_{ASR}\|\hat{h}_{ASR}) + \lambda_{\text{Inter}}\frac{1}{|S_{\text{Inter}}|} \sum_{l \in S_{\text{Inter}}} \mathcal{L}^{CTC}_{ASR}(Y_{ASR}\|h_{ASR}^l),
\]

where \(h_{ASR}^l\) are the encoder outputs at the \(l\)-th layer, and \(\lambda_{\text{Inter}}\) is a weight for the InterCTC loss. During inference, only the CTC probabilities from the top layer are used; therefore, InterCTC does not slow the decoding speed.

### 3. FAST-MD

In this section, we explain Fast-MD for increasing the decoding speed of the MD model by generating intermediate ASR decoder states, HI, in a non-autoregressive manner.

#### 3.1. NAR HI

Although the MD architecture improves translation quality, the decoding speed is much slower than a vanilla E2E-ST model because beam search is conducted in both source and target language spaces. The optimal beam width of the ASR sub-net \(B_{ASR}\) is relatively larger than that of the MT sub-net \(B_{ST}\) (e.g., \(B_{ASR} = 16\ vs. \ B_{ST} = 10\ in \cite{12}\)), and integration of CTC and LM scores also makes the ASR decoding more complex \cite{20}. Therefore, search in the ASR sub-net is a dominant factor for the overall decoding speed in the naive MD model. Motivated by this, we focus on improving the decoding speed of the ASR sub-net while minimizing translation-quality degradation. To this end, we have \textit{parallel HI} and \textit{masked HI} versions of Fast-MD by extracting HI by NAR decoding led by CTC.

#### 3.1.1. Parallel HI

The first version of Fast-MD obtains HI in parallel from an AR Transformer ASR decoder conditioned on CTC outputs. This does

---

**Algorithm 1 Decoding algorithm of MD and Fast-MD**

1: function \text{DECODE}(X, B_{ASR}, B_{ST}, K_{mask}, P_{thresh})
2: \(\hat{h}_{ASR} \leftarrow \text{Enc}_{ASR}(X)\)
3: \(P_{CTC} \leftarrow \text{CTC}_{ASR}(\hat{h}_{ASR})\)
4: \(\hat{s}_{ASR} \leftarrow \text{BeamSearch}_{ASR}(\text{Dec}_{ASR}(\hat{h}_{ASR}), \hat{Y}_{CTC}, B_{ASR})\)
5: if \text{fastmd\_parallel} then
6: // Fast-MD (parallel HI), \(O(1)\)
7: \(\hat{Y}_{CTC} \leftarrow \text{Greedy}_{CTC}(X)\)
8: \(\hat{s}_{ASR} \leftarrow \text{TeacherForce}_{ASR}(\text{Dec}_{ASR}(\hat{h}_{ASR}), \hat{Y}_{CTC})\)
9: else if \text{fastmd\_masked} then
10: // Fast-MD (masked HI), \(K_{mask} \times O(1)\)
11: \(\hat{Y}_{CTC} \leftarrow \text{Greedy}_{CTC}(X)\)
12: \(\hat{s}_{ASR} \leftarrow \text{MaskCTC}_{ASR}(\text{Dec}_{ASR}(\hat{h}_{ASR}), \hat{Y}_{CTC}, \hat{Y}_{mask}, K_{mask})\)
13: end if
14: // Slow-MD inference, \(O(N)\) or \(O(NT)\)
15: \(\hat{s}_{ASR} \leftarrow \text{BeamSearch}_{ASR}(\text{Dec}_{ASR}(\hat{h}_{ASR}), P_{CTC}, B_{ASR})\)
16: end if
17: \(\hat{h}_{ST} \leftarrow \text{Dec}_{ST}(\hat{h}_{ASR}, \hat{s}_{ST})\)
18: return \text{BeamSearch}_{ASR}(\hat{h}_{ASR}, \hat{s}_{ST}, B_{ST}) \triangleright O(N)\)

---

*Note: The above text was generated based on the provided image and raw text content.*
not change the MD architecture, but HI are obtained in a different manner at test time. Unlike the naïve MD model, Fast-MD conducts greedy search with CTCASR instead of beam search with DecASR (line 7 in Algorithm 1). The resulting CTC outputs \( \hat{Y}_{\text{CTC}} \) are used to obtain HI by conditioning DecASR on them, i.e., teacher-forcing (line 8), as
\[
\hat{s}_{\text{ASR}} \leftarrow \text{TeacherForceASR}(\text{DecASR}(h_{\text{ASR}}), \hat{Y}_{\text{CTC}}),
\]
where TeacherForceASR is a teacher-forcing operation. We refer to the HI obtained with Eq. (3) as parallel HI. Although DecASR is still an AR model, we regard parallel HI as a family of NAR HI because we can feed \( \hat{Y}_{\text{CTC}} \) to DecASR in parallel at all positions \( [30, 34] \).

3.1.2. Masked HI

The second version of Fast-MD uses Mask-CTC as DecASR instead of the AR Transformer decoder as follows:
\[
\hat{s}_{\text{ASR}} \leftarrow \text{MaskCTCASR}(\text{DecASR}(h_{\text{ASR}}), \hat{Y}_{\text{CTC}}, \hat{Y}_{\text{mask}}, K_{\text{mask}}).
\]
We refer to the HI obtained from the Mask-CTC decoder as masked HI. In this case, we can improve \( \hat{Y}_{\text{CTC}} \) through \( K_{\text{mask}} \) iterations, which corresponds to line 10-13 in Algorithm 1. We use HI right after the last iteration. Therefore, some decoder input tokens used to obtain the HI would be [MASK] in accordance with the CTC confidence scores. This is desirable to avoid error propagation from CTC because such low-confidence predictions are more likely to be wrong. Therefore, the ST decoder should rely on \( h_{\text{ASR}} \) more to complement the masked parts.

3.2. ASR error robust training

While NAR ASR decoding can accelerate decoding speed, recognition accuracy still lags behind that of the AR decoding \([23, 35]\). Moreover, the ST encoder in the naïve MD model always consumes HI obtained by teacher-forcing with ground-truth transcripts during training. Therefore, the NAR decoding in the ASR sub-net would enlarge the gap in training and test conditions and ultimately degrade the subsequent translation quality.

3.2.1. CTC sampling

To overcome this problem, we introduce CTC sampling, where greedy CTC outputs \( \hat{Y}_{\text{CTC}} \) are sampled on the fly during training and used to condition DecASR\footnote{Concurrently, CTC sampling was also investigated in \([30]\) to improve the recognition performance of NAR ASR models. However, our motivation to introduce CTC sampling is to make the MD architecture robust against errors from the intermediate ASR component.}. We carry out greedy search with CTCASR for each utterance and use the resulting tokens \( \hat{Y}_{\text{CTC}} \) to obtain HI \( \hat{s}_{\text{ASR}} \). These HI are fed to EncST, and \( \mathcal{L}_{\text{ST}} \) is calculated accordingly. For masked HI, we first sample \( \hat{Y}_{\text{CTC}} \) then apply a random mask to them. This was more effective than generating a token mask based on CTC confidence scores in our preliminary experiments. Note that we must pass source language tokens to the ASR decoder twice to calculate \( \mathcal{L}_{\text{ASR}} \) and obtain \( \hat{s}_{\text{ASR}} \). However, because the greedy search with CTC is fast enough and we can feed \( \hat{Y}_{\text{CTC}} \) to DecASR in parallel, the additional computation time for CTC sampling is small (+38%). Although the argmax operation in CTC sampling is not differentiable, we can still keep a gradient path from EncST to EncASR via cross-attention in DecASR.

3.2.2. Character-error-rate thresholding

In the early training stage, the greedy CTC outputs \( \hat{Y}_{\text{CTC}} \) would not be very accurate. Therefore, it would have a negative impact on the training, especially when training all parameters from random initialization. To control the quality of \( \hat{Y}_{\text{CTC}} \), we filter out noisy \( \hat{Y}_{\text{CTC}} \) by thresholding on the basis of the character error rate (CER). Specifically, for each utterance in every mini-batch, we calculate the CER of \( \hat{Y}_{\text{CTC}} \) with the corresponding \( Y_{\text{src}} \). If the CER is larger than \( \theta_{\text{ctc}} \), we replace \( \hat{Y}_{\text{CTC}} \) in Eq. (3) and Eq. (4) with \( Y_{\text{src}} \).

3.3. Improvements in CTC

Because the final translation quality of Fast-MD is dependent of CTC accuracy, it is reasonable to expect that the better the CTC performance, the better the translation quality we can obtain. Dejavu \([36]\), InterCTC, and self-conditioned CTC \([37]\) improve CTC performance by enhancing intermediate encoder representations by calculating CTC losses for intermediate layers as well. Adapting a better encoder architecture, such as Conformer \([26]\), is also simple yet effective \([35, 38]\). We investigated combining Fast-MD with the Conformer encoder and InterCTC loss and studied how important they are to improve translation quality.

4. EXPERIMENTAL EVALUATION

4.1. Experimental setting

4.1.1. Dataset

Fisher-CallHome Spanish \([40]\) (En→Sp) contains 170 h of Spanish conversational telephone speech as well as the transcripts and English translations. All punctuation marks except for apostrophes were removed from both transcripts and translations following the standard practice of this corpus \([2]\). We report case-insensitive detokenized BLEU scores \([41]\) on Fisher-{dev, dev2, test}, and CallHome-{devtest, evltest}. Note that the Fisher splits were evaluated with four English references.

Libri-trans \([42]\) (En→Fr) includes 100 h of English read speech as well as the transcripts and French translations. Each translation in the official training set is augmented with Google Translate, and we used two French translations per speech utterance. We report case-insensitive detokenized BLEU scores on the test set.

Must-C \([43]\) contains English speech extracted from TED talks as well as the transcripts and translations. We used the En→De part of this corpus, which has 408 h of speech data. Non-verbal speech labels such as “(Applause)” and “(Laughter)” were removed during evaluation. We report case-sensitive detokenized BLEU scores on the tst-COMMON set.

4.1.2. Pre-processing

We conducted experiments on the basis of recipes in the ESPnet-ST toolkit \([39]\). We extracted 80-dimensional log-mel filterbank coefficients computed with a 25-ms window and shifted every 10 ms with three-dimensional pitch features with the Kaldi toolkit \([44]\). We augmented speech data with three-fold speed perturbation \([45]\) and SpecAugment \([46]\). We used SpecAugment hyperparameters of \( (M_{sp}, M_{sp'}, T_{sp}, F_{sp}) = (2, 2, 40, 30) \) but did not use time-warping. We removed utterances having more than 3000 speech frames or more than 400 characters to fit the GPU memory.

All sentences (both transcripts and translations) were tokenized with the tokenizer.perl script in the Moses toolkit \([47]\). Punc-
The Adam optimizer [52] with $\beta_1 = 0.9, \beta_2 = 0.98, \text{ and } \epsilon = 10^{-9}$ was used for training with a Noam learning rate schedule [50]. The warmup step was set to 25k. We trained all MD models for 50 epochs with an effective batch size of 384 utterances and learning-rate schedule of 12.5. Regularization hyperparameters, such as dropout rate and label smoothing probability, were the same as those in Dalmia et al.’s study [12].

We set $\lambda_{\text{ASR}}$ and $\lambda_{\text{CTC}}$ in Eq. (1) to 0.5 and 0.3, respectively. When using InterCTC loss, $L_{\text{ASR}}$ in Eq. (1) was replaced with $L_{\text{inter}}$ in Eq. (2) with $\lambda_{\text{inter}} = 0.3$. We tuned $\theta_{\text{opt}}$ from $\{0.2, 0.3, 0.4\}$ on the basis of the validation BLEU score.

We used Transformer [50] and Conformer [26] models, and the implementations were based on previous studies [28, 51]. The only difference between the Transformer and Conformer models is the speech encoder, and the rest of the architecture is the same. Following Dalmia et al.’s study [12], we used 12 ASR encoder blocks, 6 ASR decoder blocks, 2 ST encoder blocks, and 6 ST decoder blocks. We increased the number of ST encoder blocks to four on Must-C. The ASR encoder had 2 CNN blocks with a kernel size of 3 and channel size of 256 before the first encoder block, resulting in four-fold down-sampling on both time and frequency axes. The dimensions of the self-attention layer $d_{\text{model}}$ and feed-forward network $d_{ff}$ were set to 256 and 2048 in all sub-nets, respectively. The number of attention heads $H$ was set to four. For the Conformer encoder, we set the kernel size of depthwise separable convolution in each convolutional module to 15.

Unlike Dalmia et al.’s study [12], where both ASR and MT sub-nets shared the same joint source and target vocabulary, we used the source-language-only vocabulary for the ASR sub-net. We found that this improves both ASR and ST performances.

4.1.5. Decoding

The Slow-MD inference used $B_{\text{ASR}} = 16$ without CTC or LM scores unless otherwise specified. For both Fast-MD and Slow-MD inferences, we used $B_{\text{ST}} = 4$, where $B_{\text{ST}}$ was reduced from 10 to 4 unlike in Dalmia et al.’s study [12]. The $K_{\text{mask}}$ was set to 1 for Mask-CTC in Fast-MD (masked HI). Therefore, both Fast-MD (parallel HI) and Fast-MD (masked HI) have the same decoding complexity theoretically. The decoding speed was measured with a batch size of 1 on an NVIDIA TITAN RTX GPU and Intel(R) Xeon(R) Gold 6128 CPU @ 3.4GHz by averaging on five runs. Note that beam search was implemented efficiently by updating decoder states with a batch-level matrix multiplication [53]. We calculated detokenized BLEU scores with SacreBLEU [54].

4.2. Main results: Fisher-CallHome Spanish Es → En

4.2.1. ST performance evaluation

The results of the ST performance are shown in Table 1. Note that we re-implemented the naïve MD model and were able to reproduce similar BLEU scores. When reducing the search space of the ASR sub-net in the naïve MD model by greedy search ($B_{\text{ASR}} = 1$) or the Fast-MD inference, we observed severe degradation in BLEU scores by about 2 BLEU. This is because the model did not recognize ASR errors during training, which was our motivation to introduce CTC sampling. Fast-MD (parallel HI), however, could recover the degradation by 80% and achieved 1.72× speedup over the MD model ($B_{\text{ST}} = 4$) on the GPU and CPU, respectively. The speed increase was much larger on the CPU, which is important for on-device applications.

Fast-MD (masked HI) outperformed Fast-MD (parallel HI) in BLEU scores. It even surpassed the naïve MD model on the Fisher test set. A possible explanation of this behavior is that the MT sub-net could ignore less-confident and noisy predictions from the ASR sub-net, which overcame ASR error propagation effectively. Because of $K_{\text{mask}} = 1$, the decoding cost is almost same as Fast-MD (parallel HI). One limitation of masked HI is that any successful method to fuse external LM scores to Mask-CTC has not been established, which we leave future work. Compared with the vanilla E2E model, Fast-MD achieved much higher BLEU scores with a small decrease of the decoding speed.

| Table 1: BLEU scores on Fisher-CallHome Spanish Es → En. Decoding speed was measured with batch size of 1 on Fisher-test set. |
|---|---|---|---|
| Model | Intermediate decoding complexity | BLEU (↑) | Decoding speed (GNU / CPU) |
| | | Fisher dev | Fisher dev2 test | CallHome dev | CallHome dev2 test | RTF (↓) | Speedup (↑) |
| Previous studies | | | |
| ESPNet-ST [59] | – | – | 48.9 | 49.3 | 48.4 | 18.8 | 18.7 | – | – |
| Cascade [12] | – | – | 50.4 | 51.2 | 50.7 | 19.6 | 19.2 | – | – |
| Transformer MD [12] ($B_{\text{ASR}} = 10$) | $O(N)$ | 54.6 | 54.6 | 54.1 | 21.7 | 21.4 | 0.12 / 4.84 | 1.00 × | 1.00× |
| + CTC scores + LM fusion | $O(NT)$ | 55.2 | 55.2 | 55.0 | 21.7 | 21.5 | – | – |
| Transformer encoder | | | |
| Vanilla E2E ($B_{\text{ASR}} = 4$) | – | 49.4 | 50.6 | 49.4 | 18.6 | 18.4 | 0.05 / 1.06 | 2.59 × / 4.55× |
| MD ($B_{\text{ASR}} = 16, B_{\text{ST}} = 4$) | $O(N)$ | 53.8 | 54.5 | 54.3 | 21.5 | 21.5 | 0.10 / 3.52 | 1.16 × / 1.38× |
| + $B_{\text{ASR}} = 1$ | $O(N)$ | 53.1 | 53.7 | 53.2 | 21.1 | 20.8 | 0.08 / 1.46 | 1.52 × / 3.32× |
| + Fast-MD inference | $O(1)$ | 51.8 | 52.4 | 52.3 | 19.7 | 19.7 | 0.06 / 1.20 | 2.00 × / 4.02× |
| Fast-MD (parallel HI) | $O(1)$ | 54.0 | 54.8 | 53.9 | 20.9 | 20.7 | 0.06 / 1.20 | 2.00 × / 4.02× |
| Fast-MD (masked HI) | $O(1)$ | 54.8 | 55.1 | 54.4 | 21.3 | 21.3 | 0.06 / 1.24 | 1.94 × / 3.92× |
Table 2: Improving CTC in MD models with Conformer encoder and intermediate CTC loss on Fisher-CallHome Spanish corpus

| Model                      | Fisher         | CallHome       |
|----------------------------|----------------|----------------|
|                            | dev | dev2 | test | devtest | evltest |                |
| MD                         | 53.8 | 54.5 | 54.3 | 21.5    | 21.5    |                |
| + Conformer Enc.           | 55.0 | 55.3 | 54.6 | 22.3    | 21.5    |                |
| + InterCTC loss            | 55.0 | 55.6 | 55.6 | 22.4    | 22.1    |                |
| MD + Fast-MD inference     | 51.8 | 52.4 | 52.3 | 19.7    | 19.7    |                |
| + Conformer Enc.           | 55.2 | 55.6 | 54.8 | 22.1    | 21.6    |                |
| + InterCTC loss            | 55.3 | 55.7 | 55.7 | 22.6    | 22.0    |                |
| Fast-MD (parallel HI)      | 54.0 | 54.8 | 53.9 | 20.9    | 20.7    |                |
| + Conformer Enc.           | 55.7 | 56.2 | 55.2 | 22.6    | 22.3    |                |
| + InterCTC loss            | 56.3 | 56.4 | 56.2 | 23.3    | 22.2    |                |
| Fast-MD (masked HI)        | 54.8 | 55.1 | 54.4 | 21.3    | 21.3    |                |
| + Conformer Enc.           | 55.2 | 56.0 | 55.3 | 22.2    | 22.0    |                |
| + InterCTC loss            | 56.3 | 57.4 | 56.2 | 22.8    | 22.8    |                |

Table 3: Word error rate (WER) of ASR sub-net in naïve MD model on Fisher-CallHome Spanish corpus

| Model                      | Fisher         | CallHome       |
|----------------------------|----------------|----------------|
|                            | dev | dev2 | test | devtest | evltest |                |
| Slow-MD inference          |     |     |     |        |        |                |
| Transformer MD             | 23.1 | 22.3 | 20.4 | 38.8    | 39.5    |                |
| + Conformer Enc.           | 23.1 | 23.0 | 21.4 | 37.6    | 38.9    |                |
| + InterCTC loss            | 22.2 | 21.5 | 20.1 | 36.8    | 38.2    |                |
| Fast-MD inference          |     |     |     |        |        |                |
| Transformer MD             | 26.2 | 25.6 | 23.5 | 43.1    | 43.6    |                |
| + Conformer Enc.           | 21.4 | 21.2 | 19.6 | 37.5    | 37.9    |                |
| + InterCTC loss            | 20.7 | 20.5 | 19.1 | 36.5    | 36.2    |                |

4.2.2. Does better CTC lead to better ST performance?

Next, we investigated the effectiveness of the Conformer encoder and InterCTC loss for MD and Fast-MD. For Fast-MD (masked HI), we applied InterCTC loss to ASR pre-training as well. The results in Table 2 indicate that the Conformer encoder improved the BLEU scores in all the settings by a large margin. Interestingly, the Fast-MD inference outperformed the Slow-MD inference for the Conformer-based MD. This was because the CTC performance was better than that of the Transformer ASR decoder, as mentioned in Section 4.2.3. However, we confirmed that CTC sampling in the Conformer-based Fast-MD was still effective. Parallel HI was as effective as masked HI when using the Conformer encoder, unlike the results shown in Table 1. To the best of our knowledge, the best Conformer-based Fast-MD models achieved state-of-the-art BLEU scores on all test sets.

4.2.3. ASR performance evaluation

We evaluate the word error rate (WER) of the ASR sub-net in the naïve MD models. The results in Table 3 indicate that the Conformer encoder and InterCTC reduced WER consistently regardless of the search method. However, CTC greedy search with the Conformer encoder outperformed beam search with the Transformer decoder, which was consistent with the observations in Table 2. Therefore, we conclude that improvement in the ASR sub-net can improve overall translation quality. We also observed a similar trend in WER for the Fast-MD models.

Table 4: BLEU scores on Libri-trans En→Fr test set. *Tokenized BLEU scores. For Slow-MD inference, CTC scores were also used.

| Model                      | BLEU (↑) | WER (↓) | Speedup (↑) GPU / CPU |
|----------------------------|----------|---------|-----------------------|
| Previous studies           |          |         |                       |
| ESPnet-ST [39]             | 16.8     | –       | –                     |
| WordKD [55]                | 17.0*    | –       | –                     |
| TCEN-LSTM [56]             | 17.0     | –       | –                     |
| Neurst [57]                | 17.2     | –       | –                     |
| Curriculum PT [58]         | 17.7*    | –       | –                     |
| LUT [59]                   | 17.8*    | –       | –                     |
| STAST [16]                 | 17.8     | –       | –                     |
| COSTT [51]                 | 17.8     | –       | –                     |
| SATE [20]                  | 18.3     | –       | –                     |
| Transformer encoder        |          |         |                       |
| MD                         | 18.2     | 6.8     | 1.00 × / 1.00 ×       |
| + Fast-MD inference        | 17.4     | 10.7    | 4.98 × / 3.98 ×       |
| Fast-MD (parallel HI)      | 18.1     | 10.5    | 4.98 × / 3.98 ×       |
| Fast-MD (masked HI)        | 18.5     | 9.0     | 4.88 × / 3.96 ×       |
| Conformer encoder          |          |         |                       |
| MD                         | 18.5     | 6.2     | 1.00 × / 1.00 ×       |
| + Fast-MD inference        | 18.3     | 5.8     | 4.85 × / 4.17 ×       |
| Fast-MD (parallel HI)      | 18.7     | 5.6     | 4.85 × / 4.17 ×       |
| + InterCTC                 | 18.8     | 5.2     | 4.85 × / 4.17 ×       |
| Fast-MD (masked HI)        | 18.6     | 5.5     | 5.00 × / 4.20 ×       |
| + InterCTC                 | 19.1     | 5.0     | 5.00 × / 4.20 ×       |

4.3. Results on Libri-trans: En→Fr

The results of Libri-trans are shown in Table 4. In this corpus, we needed to use auxiliary CTC scores during inference for the ASR sub-net to achieve decent WER because of many long-form speech utterances in the test set. Similar to the conversational domain, we confirmed that Fast-MD (parallel HI) improved by 0.7 BLEU and 0.4 BLEU compared with the naïve MD model with the mismatched Fast-MD inference for the Transformer and Conformer encoders, respectively. Because this corpus has longer utterances than the Fisher-CallHome Spanish corpus, the relative increase in decoding speed was much larger. Fast-MD (masked HI) further improved both recognition and translation performances with similar decoding speeds. InterCTC loss advanced both Fast-MD (parallel HI) and Fast-MD (masked HI) further. Regarding WER, the Slow-MD inference outperformed the Fast-MD inference when the Transformer encoder was used. When using the Conformer encoder, CTC greedy search outperformed beam search with the Transformer ASR decoder by 0.4, which was consistent with the observations on Fisher-CallHome Spanish. Interestingly, the WER of CTC greedy search also improved by using CTC sampling.

4.4. Results on Must-C: En→De

We show the results on Must-C in Table 5 to confirm the effectiveness of Fast-MD in a large dataset. We focused on Fast-MD (parallel HI) to avoid ASR pre-training. In this corpus, BLEU scores of the naïve MD model did not degrade much with the mismatched Fast-MD inference, which can also be confirmed from the similar WER. However, Fast-MD improved upon the naïve MD model by 0.4 BLEU with 1.70 × and 2.47 × faster decoding on the GPU and CPU, respectively. Note that the MD/Fast-MD with the Conformer encoder has a much smaller number of parameters compared with the Transformer MD investigated by Dalmia et al. [12] (67.2M vs. 135.3M) because we halved $d_{model}$. Therefore, the Conformer-based Fast-MD models are more parameter-efficient.
5. ANALYSIS

5.1. Fast-MD does not lose searchability

In Section 5.2 we discussed how Fast-MD can recover a loss of translation quality caused by not carrying out beam search in the ASR sub-net. We show that Fast-MD does not lose the searchability of better HI when the slow inference is accepted. The results in Table 6 indicate that we can improve the BLEU scores of Fast-MD by integrating CTC and LM scores, which were comparative to those of the naïve MD model.

5.2. Fast-MD is robust against long-form speech

It is well-known that ST results change significantly in accordance with input speech length. Therefore, we evaluated it is well-known that ST results change significantly in accordance with input speech length. Therefore, we evaluated it is well-known that ST results change significantly in accordance with input speech length. Therefore, we evaluated it is well-known that ST results change significantly in accordance with input speech length. Therefore, we evaluated. We proposed Fast-MD to increase the decoding speed of the MD architecture for the E2E-ST task. We generated HI from the ASR sub-net by NAR decoding led by CTC outputs. We studied parallel HI and masked HI as NAR HI. We also introduced sampling predictions from the CTC layer during training to reduce the gap in training and test conditions. Experimental evaluations on three corpora showed that Fast-MD achieved comparable BLEU scores with 2x and 4x faster decoding than the naïve MD model on a GPU and CPU. Integrating the Conformer encoder and InterCTC loss further boosted the translation quality without sacrificing decoding speed.

5.3. Ablation study

Finally, we conducted an ablation study of Fast-MD on the Fisher-dev set shown in Table 7. We observed that $\theta_{\text{cer}} = 0.4$ was best for the Transformer-based Fast-MD on this corpus, and $\theta_{\text{cer}}$ did not have a large impact on the BLEU score although both $\theta_{\text{cer}} = 0.2$ and $\theta_{\text{cer}} = 0.3$ improved it. However, always sampling CTC outputs ($\theta_{\text{cer}} = \infty$) was not effective. This is probably because the CER in the early training stage was high, leading to harmful training signals. To reduce the CER in the early training stage, we initialized the ASR sub-net with a pre-trained ASR model (ASR-PT), but this was less effective than training from scratch with $\theta_{\text{cer}} = 0$. Therefore, we reason that CER thresholding is a type of curriculum learning [68] because CTC predictions are used gradually as training progresses. However, ASR-PT was important for Fast-MD (masked HI).

6. CONCLUSION

We proposed Fast-MD to increase the decoding speed of the MD architecture for the E2E-ST task. We generated HI from the ASR sub-net by NAR decoding led by CTC outputs. We studied parallel HI and masked HI as NAR HI. We also introduced sampling predictions from the CTC layer during training to reduce the gap in training and test conditions. Experimental evaluations on three corpora showed that Fast-MD achieved comparable BLEU scores with 2x and 4x faster decoding than the naïve MD model on a GPU and CPU. Integrating the Conformer encoder and InterCTC loss further boosted the translation quality without sacrificing decoding speed.
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