Abstract

This paper presents a novel patch-based adversarial attack pipeline that trains adversarial patches on 3D human meshes. We sample triangular faces on a reference human mesh, and create an adversarial texture atlas over those faces. The adversarial texture is transferred to human meshes in various poses, which are rendered onto a collection of real-world background images. Contrary to the traditional patch-based adversarial attacks, where prior work attempts to fool trained object detectors using appended adversarial patches, this new form of attack is mapped into the 3D object world and back-propagated to the texture atlas through differentiable rendering. As such, the adversarial patch is trained under deformation consistent with real-world materials. In addition, and unlike existing adversarial patches, our new 3D adversarial patch is shown to fool state-of-the-art deep object detectors robustly under varying views, potentially leading to an attacking scheme that is persistently strong in the physical world. Our code is available via github: https://github.com/CVC-Lab/3D_ADV_Mesh_pytorch3d

1. Introduction

Deep neural networks are notoriously vulnerable to human-imperceivable perturbations or doctoring of images, resulting in the trained algorithms drastically changing their recognition and predictions. To test the misrecognition or misdetection vulnerability, Tramèr et al. [29] propose 2D adversarial attacks, manipulating pixels on the image while maintaining overall visual fidelity. This negligible perturbation to human eyes causes drastically false conclusions with high confidence by trained deep neural networks. Numerous adversarial attacks have been designed and tested on deep learning tasks such as image classification and object detection. Among extensive efforts, the focus recently has shifted to only structurally editing certain local areas on an image, known as patch adversarial attacks [3]. Thys et al. [28] propose a pipeline to generate a 2D adversarial patch and attach it to image pixels of humans appearing in 2D images. In principle, a person with this 2D adversarial patch will fool or become “invisible” from deep learned human image detectors. However, such 2D image adversarial patches are often not robust to image transformations, especially under multi-view 2D image synthesis in reconstructed 3D computer graphics settings. Examining 2D image renderings from 3D scene models using various possible human postures and different viewing angles of humans, the 2D attack can easily lose its strength under such 3D view-
ing transformations. Moreover, while square or rectangular adversarial patches are typically under consideration, more shape variations and their implications for the attack performance have rarely been discussed before.

Can we naturally stitch a patch onto human clothes to make the adversarial attack more versatile and realistic? The defect in pure 2D scenarios leads us to consider the 3D adversarial attack, where we view a person as a 3D object instead of its 2D projection. As an example, the domain of mesh adversarial attack [34] refers to deformations in the mesh’s shape and texture to fulfill the attack goal. However, these 3D adversarial attacks have not yet exemplified the concept of patch-based adversarial attacks; they view the entire texture and geometric information of 3D meshes as attackable. Moreover, a noticeable branch of research shows that 2D images with infinitesimal rotation and shift may cause huge perturbation in predictions [39, 1, 7], no matter how negligible to human eyes. What if the perturbation does not come from 2D scenarios and conditions (e.g., 2D rotation and translation), but rather results from changes in the physical world, like 3D view rotations and body postures changes? Furthermore, effective attacks on certain meshes do not imply a generalized effectiveness among other meshes. For instance, the attack can fail when the perturbations are applied to a mesh with different textures. Those downsides motivate us to develop a more generalized 3D adversarial patch.

The primary aim of this work is to generate what we call a 3D adversarial logo, a structured patch in an arbitrary shape. When appended to a 3D human mesh, and rendered into 2D images, the logo should provide sufficient perturbation as to consistently fool object detectors, even under different human poses and viewing angles. A 3D adversarial logo is defined as a texture perturbation over a subregion of a mesh’s given texture. Human meshes, along with 3D adversarial logos, are rendered and imposed on top of real-world background images. The specific contributions of our work are highlighted as:

- We propose a general 3D-to-2D adversarial attack protocol via physical rendering equipped with differentiability. With the 3D adversarial logo attached, we render 3D human meshes into 2D scenarios and synthesize size images that fool object detectors. The shape of our 3D adversarial logo comes from sampled faces on our 3D human mesh. Hence, we can perform versatile adversarial training with various shapes and positions.

- In order to create a more robust adversarial patch, we make use of the Skinned Multi-Person Linear Model (SMPL) [16], a generative model for the human body. We use the SMPL model to generate 3D human meshes in various poses, as to simulate more realistic imagery during training. Texture maps from the SUR-REAL Dataset [32] are used on our 3D human meshes.

- We justify that our model can adapt to multi-angle scenarios with much richer variations than what can be depicted by 2D perturbations, taking one important step towards studying the physical world fragility of deep networks.

2. Related Work

2.1. Differentiable Meshes

Various tasks, including depth estimation as well as 3D reconstruction from 2D images, have been explored with deep neural networks and witnessed successes. Less considered is the reverse problem: How can we render the 3D model back to 2D images to fulfill desired tasks?

Discrete operations in the two most popular rendering methods (ray-tracing and rasterization) hamper the differentiability. To fill in the gap, numerous approaches have been proposed to edit mesh texture via gradient descent, which provides the ground to combine traditional graphical renderer with neural networks. Nguyen-Phuoc et al. [18] propose a CNN architecture leveraging a projection unit to render a voxel-based 3D object into 2D images. Unlike the voxel-based method, Kato et al. [14] adopt linear-gradient interpolation to overcome vanishing gradients in rasterization-based rendering. Raj et al. [21] generate textures for 3D mesh through photo-realistic pictures. They then apply RenderForCNN [26] to sample the viewpoints that match the ones of input images, followed by adapting CycleGAN [41] to generate textures for 2.5D information rendered in the generated multi-viewpoints, and eventually merge these textures into a single texture to render the object into the 2D world.

2.2. Adversarial Patches in 2D Images

Adversarial attacks [27, 10, 12, 5, 11] are proposed to analyze the robustness of CNNs, and recently are increasingly studied in object detection tasks, in the form of adversarial patches. For example, [4] provides a stop sign attack to Fast-RCNN [9], and [28] is fooling the YOLOv2 [23] object detector through pixel-wise patch optimization. The target patch with simple 2D transformations (such as rotation and scaling) is applied to a near-human region in 2D real photos and then trained to fool with the object detector. To demonstrate realistic adversarial attacks, they physically let a person hold the 3D-printed patch and verify them to “disappear” in the object detector. Nevertheless, such attacks are easily broken w.r.t. real-world 3D variations as pointed out by [17]. Wiyatno et al. [33] propose to generate physical adversarial texture as a patch in backgrounds. Their method allows the patch to be “rotated” in 3D space and then added back to 2D space. Xu et al. [35] discusses how to incorporate physical deformation of T-shirts into patch
adversarial attacks, leading a forward step yet only in a fixed camera view. A recent work by Huang et al. [13] attacks region proposal networks (RPN) by synthesizing semantic patches that are naturally anchored onto human cloth in the digital space. They test the garment in the physical world with motions and justify their result in both digital space and physical space.

2.3. Mesh Adversarial Attacks

A 2D object can be considered as a projection of its 3D model. Therefore, attacking from 3D space and then mapping to 2D space can be seen as a way of augmenting perturbation space. In recent years, different adversarial attack schemes for 3D meshes have been proposed. For instance, Tsai et al. [30] perturbs the position of point clouds to generate an adversarial mesh that fools 3D shape classifiers. Ti et al. [15] generate adversarial attacks by modeling the pixels in natural images as an interaction result of lighting and physical space. In recent years, different adversarial attack schemes for 3D meshes have been proposed. For instance, Tsai et al. [30] perturbs the position of point clouds to generate an adversarial mesh that fools 3D shape classifiers. Ti et al. [15] generate adversarial attacks by modeling the pixels in natural images as an interaction result of lighting and the physical scene, such that the pixels can maintain their natural appearance. More recently, Xiao et al. [34] and Zeng et al. [37] generate adversarial samples by altering the physical parameters (e.g., illumination) of rendering results from target objects. They generate meshes with negligible perturbations to the texture and show that under certain rendering assumptions (e.g., fixed camera view), the adversarial mesh can deceive state-of-the-art classifiers and detectors. Overall, most existing works perturb an image’s global texture, while the idea of generating an adversarial sub-region/patch remains unexplored in the 3D mesh domain.

3. The Proposed Framework

In this section, we seek a concrete solution to the 3D adversarial logo attack, with the following goals in mind:

- The 3D adversarial logo is universal: for every distinct human mesh, we will apply the logo in a manner such that there is little discrepancy between logos on different meshes. Our use of the SMPL model will facilitate universality among the applied logos.

- The adversarial training is differentiable: we will modify the logo’s texture atlas via end-to-end loss backpropagation. The major challenge is to replace a traditional discrete renderer with a differentiable one.

- The trained 3D adversarial logo is robust: to fully exploit our 3D pipeline, we will create an augmented training procedure that utilizes many camera angles, body poses, background images, and random image perturbations. We hope the resulting adversarial logo will be robust in real-world scenarios, unlike 2D patch attacks.

Our 3D adversarial logo attack pipeline is outlined in Figure 2. In the training procedure, we first sample faces on the reference human mesh to construct the desired logo shape. Even though in the texture atlas representation, each face can be represented by an $R \times R$ texture map, and the texture value at particular points can be evaluated using barycentric interpolation, in our case, however, we use a resolution of $R = 1$ for each face. This setting falls into a piecewise constant function of colors defined over each face in the mesh. We found that the interpolation step for higher resolutions caused our gradient to be weakened for meshes with many faces. We apply random perturbations (brightness, contrast, noise) to the logo’s texture atlas, then attach the logo to each human mesh. The meshes are then rendered using PyTorch3D, and imposed onto real-world background images. Finally, the synthesized images are streamed through object detectors for adversarial training.

Due to end-to-end differentiability, the training process updates the 3D adversarial logo texture atlas via backpropagation. Within one epoch, the above process will be conducted on all training meshes and background images.

3.1. Mesh Acquisition via SMPL Body Model

To alleviate the problem of overfitting to certain meshes and to enrich our dataset, we use the SMPL body model [16] to generate human meshes. The SMPL model is a kind of parametric 3D body model that is learned from thousands of 3D body scans. There are 10 parameters to control the human body shapes, and 72 parameters to control the locations and orientations of the 24 major human joints. These 82 parameters can be acquired in datasets like the SUR-REAL Dataset [32], which contains a large number of different shapes and pose parameters for the SMPL model. We can generate infinitely many human meshes with different poses, texture mappings, and body shapes using the SMPL model. Another advantage of these human meshes is their topological consistency. The 3D adversarial patch, when trained using human meshes generated by SMPL model, only need to be constructed once, and the corresponding topology can be assigned to every mesh simply with SMPL model generation. This advantage enables us to conduct fair analysis on our adversarial attack model’s performance over different meshes.

3.2. Differentiable Rendering

A differentiable renderer can take meshes and texture maps as input, and produce a 2D rendered image using differentiable operations. This allows gradients of 3D meshes and their texture maps to propagate through their corresponding 2D image projections. Differentiable rendering has been used in many 3D optimization tasks, such as pose estimation [36, 20], object reconstruction [6, 31], and texture fitting [14]. Our work is built upon a specific renderer
Figure 2. The 3D adversarial logo pipeline. We start with the reference SMPL [16] model, and sample its faces to form a desired logo shape. The SURREAL [32] dataset is used to create a wide variety of body poses and mesh textures during training and testing. The logo texture atlas defined by the sampled faces is then randomly perturbed, and appended to our human meshes. These meshes are rendered using PyTorch3D, and imposed upon real-world background images. Finally, the synthesized images are fed through various object detectors, which allows for the computation of disappearance loss (3.3). As the whole pipeline is differentiable, we backpropagate from the losses, to the “Logo Texture Atlas” along the green arrows.

called PyTorch3D [22], which is implemented using PyTorch [19]. PyTorch3D allows us to conveniently represent our 3D adversarial logo as a texture atlas, which will be optimized during backpropagation.

3.3. Adversarial Loss Functions

The aim of our work is to generate a 3D adversarial logo that, when applied to a human mesh, can fool the object detector when it is rendered into a 2D image. We will now discuss the loss functions employed to achieve this goal.

**Disappearance Loss**  To fool an object detector is to diminish the confidence within bounding boxes that contain the target object. We exploit the disappearance loss [8], which takes the maximum confidence of all bounding boxes that contain the target object:

\[
\text{DIS}(I, y) = \max_{b \in B} \text{Conf}(O_b(I), b, y),
\]

where \(\text{Conf}(\cdot)\) computes the confidence that a bounding box prediction \(b\), given by object detector \(O_b\), corresponds to class label \(y\). The object detector operates on an input image \(I\). In our case, we hope to minimize the maximum confidence of human detections from \(O_b\).

**Total Variance Loss**  Patch-based adversarial attacks are substantially weaker in the real-world when the resulting patch contains high variance among neighboring pixels. In order to increase our attack robustness, we apply a smoothing loss to the 3D adversarial logo. In previous works involving 2D patches, pixel-wise total variation loss is enforced [25, 8]

\[
\text{TV}(r) = \sum_{i,j} |r_{i+1,j} - r_{i,j}| + |r_{i,j+1} - r_{i,j}| \tag{2}
\]

where \(r_{i,j}\) is the pixel value at coordinate \((i, j)\) in a 2D image \(r\). However, in our case the patch is not defined in the conventional 2D image representation, but rather as a texture atlas. We apply a mesh-based total variation loss described in [38], which is only suitable for piecewise constant functions. Our logo's texture atlas has resolution 1; hence, it is defined over a piecewise constant function \(C\) per face. Given triangular face \(\Delta\), let \(C(\Delta)\) indicate the three dimensional color vector for that particular face. The total variation loss can now be formulated as

\[
\text{TV}(\mathcal{L}) = \sum_{e \in \mathcal{L}'} |e| \cdot |C(\Delta_1) - C(\Delta_2)| \tag{3}
\]

where \(\mathcal{L}'\) is the collection of non-boundary edges in the 3D adversarial logo, and \(\Delta_1, \Delta_2\) are the triangular faces conjoined along their common edge \(e\) with length \(|e|\).
The overall training loss we are minimizing is composed of the above two losses (\(\lambda_{\text{DIS}}\) and \(\lambda_{\text{TV}}\) are hyperparameters):

\[
\mathcal{L}_{\text{adv}} = \lambda_{\text{DIS}} \mathcal{I}(I, y) + \lambda_{\text{TV}} \mathcal{TV}(\mathcal{L})
\]  

(4)

4. Experiments and Results

4.1. Dataset Preparation

**Background Images** In the interest of synthesizing realistic renderings, we sample background images from the MIT Places Database [40]. We selected images across a diverse set of indoor and outdoor categories, such as beach, bedroom, boardwalk, courthouse, driveway, house, kitchen, and more. A total of 1,400 training and 1,200 testing backgrounds were collected. During both training and testing, we render human meshes at varying viewing angles and spatial locations. For most of our experiments (apart from single-angle training, see Section 4.3.1), we sample 5 viewing angles, which effectively scales our training set to a size of 7,000 images. We demonstrate that these images are sufficient for robust adversarial patch training in Section 4.3.

**Human Meshes and Texture Maps** We sampled twelve 3D human meshes and texture maps from the SURREAL dataset [32]. As the meshes are all created using the SMPL model, we are guaranteed topological consistency between each mesh. Consequently, our logo’s texture atlas can be directly applied to all SMPL meshes without the need for correspondence mapping. The human meshes that we sampled display varying poses, body shapes, and surface deformations. Our human meshes are shown in Figure 3.

We found that our adversarial logo was unable to express enough detail under the resolution of 6,890 vertices in the SMPL model. In order to train an intricate adversarial logo, we apply a preliminary subdivision step to the meshes in our dataset. The Subdivision Surface Modifier routine in Blender [2] was used with parameters “simple” and “levels” equal to 1. The resulting meshes remain topologically consistent and now contain 27,578 vertices. We found that further subdivision was unnecessary, as it greatly increases the training time, while only providing slightly more detail.

The “Sample Logo Faces” step in our pipeline (2) involves manual sampling of triangular faces in Blender. We export a list of face indices that delineate the region we wish to perturb in the mesh texture atlas. This list of faces is universal among all human meshes that are derived from the SMPL model. We manually select regions over meshes to be attacked according to the heatmaps of detection models, which usually concentrate on chests and thighs.

4.2. Implementation Details

All experiments are implemented in PyTorch 1.6.0, along with PyTorch3D 0.2.5. The scene parameters include: camera distance (2.2), elevation (6.0), rasterization blur radius (0.0), image size (416x416), and one point light with default color. For data augmentation, we apply random brightness and contrast uniformly generated from 0 to 1, and noise uniformly generated from \([-0.1, 0.1]\). All three are added pixel-wise to the rendered images. Additionally, the rendered meshes are randomly translated by \([-50, 50]\) pixels along the height and width axes in the background images. The training is conducted on one Nvidia GTX 1080TI GPU. We use the SGD optimizer with an initial learning rate of 0.1, which is decayed by a factor of 0.1 every 10 epochs.

During all experiments, weight parameters are set to be \(\lambda_{\text{DIS}} = 1.0\) and \(\lambda_{\text{TV}} = 2.5\) in (4) unless otherwise specified. When training against YoloV2, the batch size is 16 during single-angle training and 8 during multi-angle training. For training against Faster R-CNN we use a batch size of 1. The nature of our single-angle and multi-angle training experiments are outlined in Section 4.3.1. The number of epochs used is 100 unless otherwise specified. The default object detectors used are YOLOv2 [23] and Faster R-CNN [24], with confidence thresholds set to 0.6 for both detectors.

4.3. Experiment Results and Analysis

4.3.1 Training Schemes

**Single-angle training** We first apply our 3D adversarial attack pipeline to images rendered at a single angle. More specifically, the camera’s azimuth angle relative to the human meshes is 0 degrees. We synthesize 2D images by imposing the rendered meshes onto our collection of background images. The synthesized images used during testing follow the same scheme, but with a separate set of test backgrounds and human meshes. We will refer to these as unseen backgrounds and meshes. The attack success rate denotes the ratio of testing samples where the target detector failed to detect the rendered human mesh. A visualization of the single-angle renderings can be seen in Figure 9.

**Multi-angle training** In the interest of real-world attack robustness, we extend our pipeline to perform joint multi-angle training. We render the human meshes from azimuth angles \([-10, -5, 0, 5, 10]\) during training; however, during testing we use all 21 integer angles in \([-10, 10]\). Under this setting, the training set and testing set are enlarged by a factor of 5 and 21 respectively. We compute our multi-angle success rate by averaging the success rates across all 21 views. Results are summarized in the last column of Table 1. As can be seen in Table 1, a lower success rate implies that the multi-angle attack is more challenging compared to the single-angle attack. Examples of human meshes rendered at various camera angles can be seen in Figure 8.
Figure 3. A sample of the 3D human meshes that we use to train our adversarial logos. Our meshes are defined using the SMPL human body model, and the poses are sampled from the SURREAL dataset.

Figure 4. Examples of our adversarial attack against Faster R-CNN. The first row contains human meshes without any adversarial perturbation; Faster R-CNN is 99% confident in its human predictions in these images. The second row displays the cloaking effect of an adversarial patch trained by the pipeline outlined in Figure 2. To bolster our attack robustness, we train and test our adversarial logos on meshes with a diverse set of surface-level and body-level deformations. The figure above features running, walking, and idle poses on meshes of various shapes and sizes, which are sampled from the SURREAL dataset. We even observe attack success for partially occluded adversarial textures (e.g., the third column).

Note that, when rotating the camera, the background image remains static.

The numbers we report in Table 1 are consistent with our visual results. A sample of the images from our multi-angle training are shown in Figure 4. As one can observe, our adversarial patches can mislead the pre-trained object detectors and make our human meshes unrecognizable.

4.3.2 Attacking unseen camera angles

**Single-angle training against unseen camera angles** To prove our method is robust against 3D rotations, we conduct a multi-angle attack with single-angle training. We first train at 0 degrees, but use 21 angles in $[-10, 10]$ to attack the detectors. Results shown in Figure 6 show that our method is stable against small camera angle perturbations. Figure 1 provides an example where our 3D adversarial logo hides a human mesh from the detectors. Nev-
Figure 5. Examples of camera angle settings. From left to right: 0 degrees, −90 degrees and +90 degrees for one background image and one human model.

Table 1. Results for various patches in single-angle and multi-angle training. Baseline attack rates are denoted as the “None” patch.

| Object Detector | Patch            | Attack Success Rate |
|-----------------|------------------|---------------------|
|                 |                  | Single-angle | Multi-angle   |
| YoloV2          | None             | 0.01          | 0.01          |
| YoloV2          | Letter G        | 0.98          | 0.86          |
| YoloV2          | Smiley Face     | 0.98          | 0.88          |
| YoloV2          | Chest + Thighs  | 0.99          | 0.93          |
| Faster R-CNN    | None             | 0.01          | 0.01          |
| Faster R-CNN    | Letter G        | 0.68          | 0.62          |
| Faster R-CNN    | Smiley Face     | 0.51          | 0.47          |
| Faster R-CNN    | Chest + Thighs  | 0.99          | 0.91          |

Nevertheless, our method is not affected by minor pixel-level changes that could collapse 2D patch-based attacks.

Figure 6. The attack success rate for various adversarial patches against YoloV2. The patches are trained on a single viewing angle (0 degrees), and tested against 21 viewing angles.

Multi-angle training against unseen camera angles We extend our experiments to test robustness under more camera angles. After training with 5 angles in [−10, 10] degrees, we attack the detectors using angle views in [−50, 50] degrees with an increment of 10. Figure 7 is plotted based on our attack success rate over all test images on both YoloV2 and Faster R-CNN. The plot in Figure 7 reveals the limitations of our adversarial patches. We observe a decaying curve that converges to a success rate of 0%. This is expected because the patch becomes less visible as the camera angle deviates from 0 degrees.

Figure 7. The attack success rate against YoloV2 and Faster R-CNN for wide viewing angles. The “Chest + Thighs” patch was trained under 5 camera views in [−10, 10] as highlighted by the dotted lines. There exists a massive performance drop when the viewing angle is relatively large.

Figure 8. An example of the limitation of our adversarial patches. Under extreme viewing angles or occlusions, our patch loses attacking robustness.

Figure 9. Patches “Letter G,” “Smiley Face,” and “Chest + Thighs” trained against Faster R-CNN and applied to various 3D human meshes. The meshes are rendered with an azimuth angle of 0, then imposed on a highway background image. The three patches are defined by 2,426, 2,427, and 4,691 faces respectively.
4.3.3 Shape adaptivity

While our attacking pipeline is not restricted to a particular patch shape, the results from different patches reveal that shape and size are non-negligible factors in the attack success rate. As seen in Table 1 and Figure 6, there is a significant contrast in attacking performance between the various patches. When attacking Faster R-CNN in particular, we observe the necessity for a larger patch (e.g. Chest + Thighs). In Figure 9, the relative sizes of the various patches can be seen.

4.3.4 Blackbox transferability

To test the generalizability of our adversarial patches, we choose Faster R-CNN as our whitebox during training, and YoloV2 as our unseen detector to perform blackbox attacking. We generate the “Chest + Thighs” patch under the multi-angle training scheme mentioned in (4.3.1). Then, we attempt to fool YoloV2 with this patch. In Figure 10, the transferred attack success rate can be seen for all angles in $[-10, 10]$. Despite not being specifically optimized for YoloV2, our patch is able to fool the detector in many cases.

![Figure 10. The attack success rate against YoloV2 of a “Chest + Thighs” patch trained on Faster R-CNN. One could not observe a relatively high performance, yet the attack success rate is robust to every angles.](image)

4.3.5 Ablation study of total variation loss

Since our 3D Adversarial Logo is not defined in 2D space, we change the formulation of TV loss into (3) as a smoothness constraint. To address the necessity of smoothing the adversarial patches, we performed our attack under different weights of total variation loss (3) by changing $\lambda_{TV}$, including $\lambda_{TV} = 0$. The results in Figure 11 show that the total variation affects our attack success rate significantly. The adversarial patch generated without this smoothing penalty ($\lambda_{TV} = 0$) is entirely unable to attack unseen camera angles. This is due to the extreme amount of fine detail present in a patch with high total variation. Moreover, we found $\lambda_{TV} = 2.5$ yields the maximum attack success rate under our setting and thereby we apply the weight to most of our experiments aforementioned.

![Figure 11. The performance of various $\lambda_{TV}$ values on a “Chest + Thighs” patch when trained against YoloV2. We trained each patch under the identical setting except for the setting of $\lambda_{TV}$. The plot is generated from multi-angle testing ($[-10, 10]$ degrees) with single-angle training (0 degrees) on one human mesh and one unseen human mesh.](image)

5. Conclusion

We have presented our novel 3D adversarial logo attack on human meshes. A logo shape sampled from a reference human mesh is used to generate an adversarial texture atlas, which is transferable to a variety of human meshes from the SMPL model. Due to differentiable rendering, the update back to the logo texture atlas is shape-free, mesh-free, and angle-free, leading to a stable attack success rate under different angle views with different human models and logo shapes. We comprehensively show our attacking performance under two different whitebox attacking scenarios and justify our success. Our method enables one to create diverse adversarial patches that are more robust in the physical world. In future work, we hope to explore the printability of our adversarial texture atlas, and its performance in the realistic physical world when worn by humans. We would also like to explore joint optimization of both the texture atlas and the human poses that consistently fool the object detector. Right now our attack only operates on static poses, it is an open question on how to robustly attack humans in a video with drastic pose changes. Our work has the potential to extend to versatile adversarial attack scenarios. It is possible to transfer our attack to unseen 3D human models that are not from the SMPL model.
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Appendix

A. Camera Distance Study

A.1. Attacking unseen camera distances

To measure the effect of camera distance on our adversarial attack, we perform two experiments. In the first, we train an adversarial patch using a single camera distance (2.2), and test on unseen camera distances in [1.4, 3.0]. Figure 12 shows the patch performance under this setting.

For reference, we have included Figure 14, which shows the size of our reference human mesh at many camera distances. The camera distances are with respect to 3D world coordinates. As we can see from Figure 12, the performance of our adversarial attack degrades significantly when the camera is translated towards or away from the human meshes. This motivates training under multiple camera distances, which is explored in the next section.

A.2. Training with variable camera distance

In the second experiment, we slightly modified the training procedure to randomly perturb the camera distance for every batch. More specifically, we select a camera distance uniformly at random from [1.4, 3.0] for each training batch. Our findings show that perturbing the camera distance during training produces stronger results for single-angle training. In Figure 13, we show the performance of this patch under varying camera distances. Not only is the performance much stronger than what is shown in Figure 12, but it even out-performs what is shown in Figure 6 of Section 4.3.2 (the “Chest + Thighs” patch). We can conclude that our patch is robust against perturbations in the angle and distance.

B. Visualizing Total Variation Ablation Study

In Figures 15 and 16 we show the evolution of a “Chest + Thighs” patch trained against YoloV2 with \( \lambda_{tv} = 2.5 \) and \( \lambda_{tv} = 10.0 \) respectively. As we can see, the gradual formation of the patch is quite different. Qualitatively, the larger total variation weight removes much of the detail in the resulting patch. To showcase the importance of total variation, we show the same patch trained with \( \lambda_{tv} = 0.1 \) in Figure 17. The extreme amount of noise in this patch results in poor performance under perturbed camera angles.
Figure 15. The evolution of a “Chest + Thighs” patch trained against YoloV2 with $\lambda_{tv} = 2.5$. From left to right, top to bottom, the images show the patch at every 5th epoch. Through our experiments, we found this to be the optimal total variation weight. Without the proper amount of smoothing, the patch will either be too detailed, which causes fluctuations in attacking performance, or it will contain too little detail, which diminishes the expressiveness of the patch. The patch displayed above displays an appropriate balance between the two.
Figure 16. The evolution of a “Chest + Thighs” patch trained against YoloV2 with $\lambda_{tv} = 10$. From left to right, top to bottom, the images show the patch at every 5th epoch. Qualitatively, we can see that the resulting patch contains very few areas with minute detail. While the total variation loss is able to make the patch smooth, we observe a performance degradation when compared to the patch in Figure 15.
Figure 17. The evolution of a “Chest + Thighs” patch trained against YoloV2 with $\lambda_{tv} = 0.1$. From left to right, top to bottom, the images show the patch at every 5th epoch. As we can see, the resulting patch contains an extreme amount of noise, especially when compared to Figures 16 and 15. The fine-grained detail in this patch causes it to appear visually inconsistent when rendered at different views. That is to say, its visible structure is dependent on viewing angle and distance.
Figure 18. A “Letter G” patch applied to human meshes in different poses. Due to topological consistency, the patch is transferable to each mesh and does not suffer from an egregious amount of distortion. Even in meshes with disparate body shapes, we can observe that the patch detail is largely preserved. This is crucial to our attack success rate, as the patch is able to produce a similar effect under many different scenarios.
Figure 19. A sample of the success and failure cases for a “Letter G” patch. Red borders indicate cases where the human mesh was identified by YoloV2. Green borders indicate instances of successful cloaking. From this limited sample, we can see that the failure cases include abnormal poses, perturbed camera angles, or patch occlusion.