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Abstract. We study 2d vortex sheets with unbounded support. First we show a version of the Biot–Savart law related to a class of objects including such vortex sheets. Next, we give a formula associating the kinetic energy of a very general class of flows with certain moments of their vorticities. It allows us to identify a class of vortex sheets of unbounded support being only $\sigma$-finite measures (in particular including measures $\omega$ such that $\omega(\mathbb{R}^2) = \infty$), but with locally finite kinetic energy. One of such examples are celebrated Kaden approximations. We study them in details. In particular our estimates allow us to show that the kinetic energy of Kaden approximations in the neighbourhood of an origin is dissipated, actually we show that the energy is pushed out of any ball centered in the origin of the Kaden spiral. The latter result can be interpreted as an artificial viscosity in the center of a spiral.
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1. Introduction

In the present paper we study vortex sheets which are not compactly supported. In engineering or physics literature vortex sheets are usually two-dimensional divergence-free (in the sense of distributions) vector fields such that their vorticities are zero except on a curve $c$, along which tangential components of velocity are discontinuous. For us vortex sheets are a wider class of objects, namely 2d divergence-free velocity fields whose vorticity $\omega$ are $\sigma$-finite measures only. In particular unbounded measures $\omega$, i.e. such that $\omega(\mathbb{R}^2) = \infty$,

are included. The usual definition of vortex sheets assumes that such objects have vorticities being compactly supported finite Radon measures, see [6]. However such restriction eliminates from the considerations well-known spirals of vorticity, self-similar objects well-established in engineering and physics literature like Kaden spirals (see [7,9]), Prandtl spirals (we refer the reader to [3,10,13,17]) or recent hyperbolic spirals introduced in [19]. Extension of the theory to such self-similar vortex spirals seems important and required. Moreover we would like to restrict ourselves to vector fields with locally finite kinetic energy. The importance of such objects is emphasized in the introduction of [3]. It was noticed in [3] that a crucial property of a compactly supported vorticity measure $\omega$

$$\omega(B(0, r)) = cr^\alpha,$$

where $c$ and $\alpha$ are positive constants, yields that local $H^{-1}$-norm of $\omega$ is finite. By the lemma of Schochet [18] it means that the kinetic energy generated by a compactly supported part of such a vortex sheet is locally finite. Property (1.1) is satisfied at least by well-known examples of Kaden and Prandtl, see [3].

The main concern of the present paper is to extend the previous study in [3] to the case of vortex sheets which are not necessarily compactly supported, moreover such that their vorticity $\omega$ is an unbounded measure, i.e.

$$\omega(\mathbb{R}^2) = \infty.$$
One of the main questions we address is whether the kinetic energy generated by such objects is locally finite or not. We shall give precise conditions yielding sharp estimates of local kinetic energy from above and below for a class of objects satisfying (1.1), see Theorem 1.1 below.

When speaking about kinetic energy carried by a vorticity we need to know the divergence-free velocity associated to the vorticity. In case of vorticity being a compactly supported regular function, velocity is given by the usual Biot–Savart operator. One of the tasks of the present paper is to identify the velocity given by a vorticity being $\sigma$-finite measure satisfying (1.1). This is discussed in Sect. 2. We shall say more on it also at the end of Introduction.

The question concerning kinetic energy is very important for several reasons. On the one hand it is a natural expectation for an object which is supposed to have a physical meaning. Next, when looking for vortex sheets weak solutions of the 2d Euler equations one has to make sure that the following integral

$$\int_0^T \int_{\mathbb{R}^2} v(x, t) \otimes v(x, t) : \nabla \phi(x, t) dx dt$$

is finite for a divergence-free velocity field $v : \mathbb{R}^2 \to \mathbb{R}^2$ and any smooth compactly supported divergence-free test function $\phi : \mathbb{R}^2 \to \mathbb{R}^2$. To this end it suffices that the local kinetic energy of $v$, which is defined by

$$E_r(\omega) = \int_{B(0, r)} |v(x)|^2 dx,$$  \hspace{1cm} (1.2)

is finite.

Our main theorem states that the local kinetic energy $E_r(\omega)$ of a nonnegative $\sigma$-finite measure of vorticity $\omega$ satisfying (1.1) undergoes a precise estimate from below and above.

**Theorem 1.1.** Let $\omega$ be a nonnegative $\sigma$-finite measure satisfying (1.1) with $\alpha \in (0, 1)$. Then, for $c$ being a constant appearing in (1.1), we have

$$\frac{c^2}{4\pi \alpha} r^{2\alpha} \leq E_r(\omega) \leq \frac{c^2 \alpha \pi}{4 \sin^2(\pi \alpha)} r^{2\alpha}, \quad r > 0.$$  \hspace{1cm} (1.3)

In the proof of Theorem 1.1 we study the spherical averages

$$A_r(\omega) = (2\pi)^{-1} \int_0^{2\pi} |v(re^{i\theta})|^2 d\theta, \quad r > 0$$  \hspace{1cm} (1.4)

related to $E_r(\omega)$ by

$$E_r(\omega) = 2\pi \int_0^r A_s(\omega) s ds.$$  \hspace{1cm} (1.5)

Our main tool to estimate $A_r(\omega)$ is the following formula expressing $A_r(\omega)$ in terms of inner and outer moments of vorticity. Since 2d plane can be viewed as a set of complex numbers $z = x + iy$, for $r > 0$ and $n \geq 1$ let us denote

$$m_{r,0}(\omega) = \omega(B(0, r)), \hspace{1cm} (1.6)$$

$$m_{r,n}(\omega) = \int_{B(0, r)} u^n d\omega(u), \hspace{1cm} (1.7)$$

$$M_{r,n}(\omega) = \int_{C \setminus B(0, r)} u^{-n} d\omega(u), \hspace{1cm} (1.8)$$

where the powers are taken in the sense of complex numbers.

Actually, our formula for $A_r(\omega)$ is proven under less restrictive assumptions on the measure $\omega$ than (1.1). Assume that a nonnegative $\sigma$-finite measure $\omega$ on $\mathbb{R}^2$ is given such that

$$\int_{\mathbb{R}^2} (1 + |x|)^{-1} d\omega(x) < \infty.$$  \hspace{1cm} (1.9)

For such measures the following result holds.
Theorem 1.2. Assume that a nonnegative $\sigma$-finite measure $\omega$ satisfies (1.9). Then
\[
4\pi^2 A_r(\omega) = \sum_{n=0}^{\infty} r^{-2n-2} |m_{r,n}(\omega)|^2 + \sum_{k=1}^{\infty} r^{2k-2} |M_{r,k}(\omega)|^2
\] (1.10)
for a.e. $r > 0$.

The above formula is a completely new way of viewing the relation between velocity and vorticity. Hopefully, besides being a useful tool in a current paper, formula (1.10) is of independent interest and may find other applications.

Remark 1.3. Let us emphasize that Theorems 1.1 and 1.2 state results holding for measures which are only $\sigma$-finite, in particular it applies also to measures $\omega$ such that $\omega(\mathbb{R}^2) = \infty$ (provided they satisfy the assumptions).

Moreover, we study Kaden’s approximations, see [9], and examine their properties. In particular time evolution of the energy in any ball surrounding the origin of the Kaden spiral is computed. It is shown that such an energy is dissipated. When time approaches infinity, the kinetic energy contained in any ball surrounding the origin of the Kaden approximation tends to the minimal possible value given by the left-hand side of (1.3), while for small times Kaden’s spiral’s kinetic energy approaches the upper bound in (1.3). Actually, we even compute the limiting objects reached by the divergence-free velocities related to the Kaden spiral when $t$ approaches 0 as well as when $t$ tends to infinity. The results concerning time evolution are obtained using our moment formula (1.10) applied to the difference of two unbounded measures. Such a difference does not have to be a signed measure. Thus, extension of (1.10) requires a precise definition of some new objects.

First of all, let us notice that when we consider a difference of two nonnegative measures $\omega_1$ and $\omega_2$, such that $\omega_1(\mathbb{R}^2) = \omega_2(\mathbb{R}^2) = \infty$, then $\hat{\omega} := \omega_1 - \omega_2$ cannot be defined as a signed measure. Indeed, one has a problem to decide what is the value of $\hat{\omega}(A)$, where $A$ is such that $\omega_i(A) = \infty$ for $i = 1, 2$. Such technical difficulties are the main reason for which we work with the following objects, which we shall call vorticities. By definition, a vorticity is a distribution $\hat{\omega}$ which can be represented as a difference of $\omega_1$ and $\omega_2$, such that for $i = 1, 2$ nonnegative $\sigma$-finite measures $\omega_i$ satisfy (1.9).

In Sect. 3 we extend (1.3) to vorticities $\hat{\omega} = \omega_1 - \omega_2$, for which $\omega_i$ satisfy (1.9). Complex moments $m_{r,n}$ and $M_{r,n}$, appearing in (1.3), as linear in $\omega$ are extended to $\hat{\omega}$ in a natural way.

We also show an extension of the Biot–Savart law to vorticities from a wide subclass of $\sigma$-finite measures, in particular our results are applicable also to measures $\omega$ such that $\omega(\mathbb{R}^2) = \infty$. Actually, again our theorem works for quite a wide class of objects. Moreover, for $\sigma$-finite measures satisfying (1.1) with $\alpha \in (0, 1)$ it is shown that velocities obtained via the Biot–Savart law are in $L^2_{loc}$, so that the kinetic energy is finite.

Let us explain ourselves from the slightly non-orthodox structure of the paper. Namely, the technical core with the proof of Theorem 1.2 is a content of Sect. 3.2. It is self-contained. Moreover, some of main results which we prove with the help of Theorem 1.2 are presented in earlier sections. We use there results proven later in Sect. 3.2. This way technical computations are postponed.

At the end of Introduction let us state an easy fact concerning the assumptions we provided for measures $\omega$. We show that measures on $C$ satisfying (1.1) with $\alpha \in (0, 1)$, even those, for which only the upper bound in (1.1) holds, satisfy also the assumption (1.9). Indeed, we have the following proposition.

Proposition 1.4. Let us fix $\alpha \in (0, 1)$. Let a nonnegative $\sigma$-finite measure $\omega$ satisfy formula $\mu(B(0,r)) \leq c r^{\alpha}$ for some $c > 0$. Then (1.9) is also satisfied.

Proof. Notice that
\[
\int_C \frac{d\omega(u)}{1 + |u|} = \int_0^\infty \omega \left( \left\{ \frac{1}{1 + |u|} > t \right\} \right) dt = \int_0^1 \omega(B(0,1/t - 1)) dt
\]
\[
\leq c \int_0^1 \left( \frac{1}{t} - 1 \right)^\alpha dt \leq c \int_0^1 t^{-\alpha} dt < \infty,
\]
and so (1.9) holds true. □

In view of Proposition 1.4, the class of measures satisfying (1.9) is much wider than those fulfilling (1.1). For instance, one can check that measures considered in [8] are also fine.

**Notation.** We need to fix a convention which we use to speak about 2d vorticity. By definition, \((x_1, x_2)^\perp = (-x_2, x_1)\). The partial derivatives in \(\mathbb{R}^2\) are denoted by \(\partial_1\) and \(\partial_2\), while a vorticity of a vector field \(v = (v_1, v_2)\) is defined as \(\text{curl}(v) = \partial_1 v_2 - \partial_2 v_1\). When it is convenient, we shall use complex notation for \(\mathbb{R}^2\).

## 2. Vorticity and Velocity: Biot–Savart Law

Main objects of our studies are two-dimensional velocity fields associated with vortex sheets. In the case when a vorticity \(\omega\) related to the divergence-free velocity \(v = (v_1, v_2)\) is a regular compactly supported function, \(\text{div}(v) = 0\) and so there exists a potential \(\psi\) such that \(\nabla \psi = v^\perp\). In other words \(v = -\nabla \psi\). Taking the curl of both sides we arrive at

\[-\Delta \psi = \omega.\] (2.1)

Then the velocity field \(v\) is recovered from vorticity \(\omega\) by the Biot–Savart formula, i.e.,

\[v(x) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \frac{(x - y)^\perp}{|x - y|^2} d\omega(y).\] (2.2)

The same procedure works for more general vorticities, even for compactly supported measures. Then \(\psi\), a solution to (2.1), still exists, and if \(\omega \in H^{-1}_{\text{loc}}\) then \(\psi\) is regular enough to make sure that \(v\) is given by (2.2). However it is not known whether the Biot–Savart law is still valid in the case of a vorticity which is not a bounded measure. Yet, a very important class of vortex sheets are the so-called self-similar spirals of vorticity (one of them, the Kaden spiral is studied later on in the present paper). For instance measures satisfying (1.1) are immediately unbounded, indeed

\[\omega(\mathbb{R}^2) = \lim_{r \to \infty} \omega(B(0, r)) = \lim_{r \to \infty} cr^\alpha = \infty.\]

The question which we address is a validity of Biot–Savart’s law for nonnegative measures satisfying (1.9). We show that for such objects the Biot–Savart formula is still well-defined and recovers velocity field \(v\) related to vortex sheet \(\omega\), i.e. \(\text{curl}(v) = \omega\), provided \(\omega\) satisfies (1.9). Consequently, in view of Proposition 1.4, the Biot–Savart law holds in particular for \(\sigma\)-finite measures satisfying (1.1) with \(\alpha \in (0, 1)\). We show that then the integral in (2.2) for \(v(x)\) is well-defined a.e., divergence-free in the sense of distributions as well as \(\text{curl}(v) = \omega\) holds in the sense of distributions.

Notice that our result is not trivial since the procedure described at the beginning of the present section to derive the Biot–Savart law seems to require strong regularity assumptions. Indeed, solving (2.1) with \(\omega\) being only \(\sigma\)-finite measure, in particular possibly \(\omega(\mathbb{R}^2) = \infty\), seems not trivial. Notice that due to the contribution from infinity of both \(\omega\) and a fundamental solution of Laplace operator, \(\psi\) might not exist, and so one cannot tell that \(v = -\nabla \psi\). Our result holds in a more general situation, when vorticity is a nonnegative measure which might not possess a stream function. A reader might check that actually stream function does not exist for Kaden’s spirals (that are introduced in Sect. 4). Nevertheless, we show that the velocity field can still be expressed by the Biot–Savart formula (2.2) if a measure \(\omega\) satisfies (1.1) with \(\alpha \in (0, 1)\). This way we validate the Biot–Savart law even for vorticities being \(\sigma\)-finite measures satisfying a condition stated already in [3] and being a consequence of Prandtl’s similitude laws (see [3] and the references therein).

As to the proof of Theorem 2.1, the only non-standard part is a justification of the use of Fubini’s theorem in (2.6). This requires a sort of potential theory type estimate. The required result is a claim of Corollary 3.6, a technical lemma yielding integrability of the integrand in (2.6). Consequently, see Proposition 1.4, the Biot–Savart law is also well-defined for vorticities for which (1.1) holds with \(\alpha \in (0, 1)\).
Corollary 3.6 is proven later, its proof is independent on the results of the current section. We hope it does not confuse the reader.

**Theorem 2.1.** Let $\omega$ be a nonnegative $\sigma$-finite measure satisfying (1.9). Assume that $v(x)$ is given by

$$v(x) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \frac{(x-y) \cdot y}{|x-y|^2} \, d\omega(y).$$

(2.3)

Then $v \in L^1_{loc} (\mathbb{R}^2)$ (in particular is well-defined a.e.) and for all $\varphi \in C^\infty_0 (\mathbb{R}^2)$ it holds

$$\int_{\mathbb{R}^2} \nabla \varphi \cdot v \, dx = 0,$$

(2.4)

$$\int_{\mathbb{R}^2} \nabla \varphi \cdot v \, dx = -\int_{\mathbb{R}^2} \varphi(y) \, d\omega(y).$$

(2.5)

**Proof.** Let us prove (2.5). We have

$$\frac{1}{2\pi} \int_{\mathbb{R}^2} \nabla \varphi \cdot v \, dx = \frac{1}{2\pi} \int_{\mathbb{R}^2} \nabla \varphi \cdot \nabla \ln |x-y| \, d\omega(y) \, dx.$$

First, we notice that measure $\omega(x)$, satisfies assumptions of Corollary 3.6, so the latter can be applied to show that $v$ given by (2.3) satisfies $v \in L^1_{loc}$, in particular, $v$ is finite a.e. On the other hand, the same Corollary 3.6, again applied to the measure $\omega(x)$, allows us to use Fubini’s theorem in the integral

$$\int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \partial_j \varphi(x) \frac{y_j - x_j}{|y-x|^2} \left( \int_{\mathbb{R}^2} \varphi(y) \right) \, d\omega(y) \, dx,$$

(2.6)

where $j \in \{1, 2\}$. Indeed, there exist $R_0, M$ such that $\text{supp} \varphi \subset B(0, R_0)$ and $\| \partial_i \varphi \|_\infty \leq M$, it is enough to make sure that $\int_{B(0,R_0)} \int_{\mathbb{R}^2} \frac{d\omega(y)}{|y-x|^2} \, dx < \infty$. But this is exactly (3.11), the main claim of Corollary 3.6.

Knowing that the Fubini theorem can be applied below, the rest of the reasoning is fully standard. We have

$$\int_{\mathbb{R}^2} \nabla \varphi \cdot v \, dx = \frac{1}{2\pi} \int_{\mathbb{R}^2} \nabla \varphi \cdot \nabla \ln |x-y| \, d\omega(y) \, dx$$

$$= \frac{1}{2\pi} \int_{\mathbb{R}^2} \nabla \varphi \cdot \nabla \ln |x-y| \, d\omega(y) \, dx$$

$$\overset{\text{Fubini}}{=} \frac{1}{2\pi} \int_{\mathbb{R}^2} \nabla \varphi \cdot \nabla \ln |x-y| \, d\omega(y) \, dx$$

where $F(y) = \int_{\mathbb{R}^2} \nabla \varphi \cdot \nabla \ln |x-y| \, dx$. Let $\varepsilon > 0$,

$$F(\varepsilon) = \int_{B(y,\varepsilon)} \nabla \varphi \cdot \nabla \ln |x-y| \, dx + \int_{\mathbb{R}^2 \setminus B(y,\varepsilon)} \nabla \varphi \cdot \nabla \ln |x-y| \, dx := F_1(\varepsilon) + F_2(\varepsilon).$$

Obviously, $F_1(\varepsilon) \leq C \varepsilon \| \nabla \varphi \|_\infty$. Denote by $\nu$ the inward normal unit vector on $\partial B(y,\varepsilon)$. By integrating by parts,

$$F_2(\varepsilon) = -\varepsilon \int_{\mathbb{R}^2 \setminus B(y,\varepsilon)} \varphi(x) \Delta (\ln |x-y|) \, dx + \int_{\partial B(y,\varepsilon)} \varphi(x) \frac{\partial}{\partial \nu} \ln |x-y| \, dl(x)$$

$$= -\varepsilon^{-1} \int_{\partial B(y,\varepsilon)} \varphi(x) \, dl(x) - 2\pi \varphi(y).$$

The proof of (2.4) is analogous. In the last step there we use $\frac{\partial}{\partial \nu} (\ln |x-y|) = 0$. \qed

Let us conclude this section with a remark concerning higher integrability of velocity $v$ given by (2.2) if $\omega$ satisfies (1.1) with $\alpha \in (0,1)$. First, observe that in view of Proposition 1.4, (1.1) with $\alpha \in (0,1)$ implies (1.9). Next, a consequence of Theorem 1.1, which we prove in Sect. 3, is a higher integrability of $v$ associated with $\omega$ via (2.2).

**Remark 2.2.** Let $\omega$ be a nonnegative $\sigma$-finite measure which satisfies (1.1) with $\alpha \in (0,1)$. Then $v$ associated with $\omega$ via (2.2) satisfies (2.4) and (2.5) and belongs to $L^2_{loc} (\mathbb{R}^2)$. 

---
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3. Kinetic Energy

This section is devoted to the proof of the main result. We prove Theorem 1.2, which yields a formula representing radial averages of the square of the divergence-free velocity associated with the vorticity being nonnegative \(\sigma\)-finite measure satisfying (1.9). Moreover, we show how to infer Theorem 1.1 from our moment representation formula. As a consequence we obtain a precise estimate (from below and above) of the kinetic energy contained in a ball \(B(0,r)\) carried by a vorticity satisfying (1.1).

Finally, we also state a variational problem related to the local kinetic energy estimates and find its lower and upper bounds. Moreover, we identify the measures at which the maximal and minimal values are taken.

The next theorem provides estimates required to obtain Theorem 1.1 as a consequence of Theorem 1.2. It also gives very precise constants in the bounds of local kinetic energy which will be used further to identify minimizers as well as maximizers of a variational problem leading to the local kinetic energy estimates.

**Theorem 3.1.** Let \(\omega\) be a nonnegative \(\sigma\)-finite measure on \(\mathbb{C}\) that satisfies (1.1) with \(\alpha \in (0,1)\) and \(c > 0\). Then we obtain

\[
\frac{c^2}{4\pi^2} r^{2\alpha - 2} \leq A_r(\omega) \leq \frac{c^2 \alpha^2}{4\sin^2(\pi\alpha)} r^{2\alpha - 2}.
\]  

**Proof.** We shall use Theorem 1.2. For the lower estimate, observe that

\[
4\pi^2 A_r(\omega) \geq r^{-2} m_{r,0}(\omega)^2 = r^{-2} \omega(B(0,r))^2 = c^2 r^{2\alpha - 2}.
\]

For the upper estimate, we notice that (1.1) allows us to estimate the moments,

\[
|m_{r,n}(\omega)| \leq \int_{B(0,r)} |u|^n d\omega(u) = c \int_0^r s^n \alpha s^{\alpha - 1} ds = c \frac{\alpha}{n + \alpha} r^{n+\alpha} \quad (n \geq 0),
\]

\[
|M_{r,k}(\omega)| \leq \int_{\mathbb{C} \setminus B(0,r)} |u|^{-k} d\omega(u) = c \int_r^\infty s^{-k} \alpha s^{\alpha - 1} ds = c \frac{\alpha}{k - \alpha} r^{-k+\alpha} \quad (k \geq 1).
\]

This leads to

\[
4\pi^2 A_r(\omega) \leq c^2 \sum_{n=0}^\infty r^{-2n-2} \left( \frac{\alpha}{n + \alpha} \right)^2 r^{2n+2\alpha} + c^2 \sum_{k=1}^\infty r^{-2k+2\alpha} \left( \frac{\alpha}{k - \alpha} \right)^2 r^{-2k+2\alpha}
\]

\[
= c^2 \alpha^2 \sum_{n=0}^\infty \frac{1}{(n + \alpha)^2} r^{2\alpha - 2} = c^2 \frac{\pi^2 \alpha^2}{\sin^2(\pi\alpha)} r^{2\alpha - 2}.
\]

We finish this section with the proof of Theorem 1.1 provided that Theorem 1.2 holds. The latter is proven in Sect. 3.2.

**Proof of Theorem 1.1.** We recall (1.5) and see that the kinetic energy \(E_r(\omega)\) is given as \(2\pi \int_0^r s A_s(\omega) ds\). Hence, integrating the bounds in (3.1) in \(r\), we obtain the claim of Theorem 1.1. \(\square\)

### 3.1. Variational Formulation and its Minimizer and Maximizer

In what follows we introduce a functional over a certain subset of \(\sigma\)-finite measures which gives the value of local kinetic energy associated with these measures. We identify the possible extreme values and provide the extremizers. Let us fix \(\alpha \in (0,1)\). Then we define a set \(\mathcal{A}\) as

\[
\mathcal{A} := \{\text{nonnegative } \sigma\text{-finite measures } \omega \text{ satisfying (1.1) with } \alpha \in (0,1)\}.
\]
Fix \( r > 0 \) and using (1.2) define the functional \( E_r(\omega) \) for any \( \omega \in A \). We look for its minimum and maximum. The lower and upper bounds are given in Theorem 1.1. We show that those are actually achieved and provide the examples of extremals.

Before proceeding with the argument let us notice that in the case of slightly more regular velocities such a functional was used in literature to construct steady states of the incompressible 2d Euler system, see [1] in the case of regular solutions and [21] in the case of vortex patches. It is related to the hamiltonian structure of the Euler system. It is not clear to us whether the same approach could work in the case of steady vortex sheets (like those introduced in [5]).

Denote by \( \omega_\infty \) and \( \omega_0 \) respectively

\[
d\omega_\infty(x_1 + ix_2) = \frac{c\alpha}{2\pi}|x_1 + ix_2|^{\alpha-2} \, dx_1 \, dx_2, \tag{3.4}
\]

\[
d\omega_0(x_1 + ix_2) = c\alpha x_1^{\alpha-1} \chi_{(0,\infty)}(x_1) \delta_0(x_2) \, dx_1 \, dx_2. \tag{3.5}
\]

The first one is a radially symmetric measure and the latter one is a vortex sheet supported on the half-line. In both cases they are chosen so that (1.1) holds.

First we notice that all the moments for \( \omega_\infty \) [except \( m_{r,0}(\omega_\infty) \)] vanish. Thus

\[
A_r(\omega_\infty) = \frac{c^2\alpha}{4\pi^2} r^{2\alpha-2} \quad \text{and} \quad E_r(\omega_\infty) = \frac{c^2\alpha}{4\pi^2} r^{2\alpha}.
\]

From the proof of Theorem 3.1 one observes that for \( \omega_0 \) all the upper estimates become equalities, thus

\[
A_r(\omega_0) = \frac{c^2\alpha^2}{4\sin^2(\pi\alpha)} r^{2\alpha-2} \quad \text{and} \quad E_r(\omega_0) = \frac{c^2\alpha\pi}{4\sin^2(\pi\alpha)} r^{2\alpha}.
\]

This proves that the estimates given in (1.3) and (3.1) are optimal, meaning that \( w_\infty \) and \( \omega_0 \) are minimizer and maximizer of \( E_r \) over \( A \), respectively.

3.2. Proof of Theorem 1.2

This subsection is essentially self-contained and can be read independently of the rest of the paper. We shall use the complex notation, that is \( z = x + iy \in \mathbb{C} = \mathbb{R}^2 \). The goal of the section is to prove Theorem 1.2. Assume that a nonnegative measure \( \omega \) on \( \mathbb{C} \) is given such that (1.9) is satisfied.

In the complex notation the velocity is given by

\[
v(z) = \frac{1}{2\pi} \int_{\mathbb{C}} \frac{i(z - u)}{|z - u|^2} \, d\omega(u) = \frac{1}{2\pi} \int_{\mathbb{C}} \frac{i}{z - u} \, d\omega(u). \tag{3.6}
\]

We assume only (1.9). It turns out that this is enough to guarantee that (3.6) is well-defined for a.e. \( z \in \mathbb{C} \). As we shall see in Corollary 3.6, \( v \in L^1_{loc} \) and so \( v \) is finite a.e. Moreover, we have seen in Sect. 2 that Corollary 3.6 is an important factor of the proof of the Biot–Savart formula for vortex sheets satisfying (1.9).

The proof of Theorem 1.2 splits into several steps. Let us start with the following definition, set

\[
G = \left\{ r > 0 : \int_{\mathbb{C}} \frac{d\omega(u)}{\sqrt{|r|^2 - |u|^2}} < \infty \right\}.
\]

In particular, \( \omega(rS^1) = 0 \) for \( r \in G \), where \( S^1 = \{ z \in \mathbb{C} : |z| = 1 \} \). We show below that this set is of full measure in \((0,\infty)\). It will be essential in showing that the divergence-free velocity associated with \( \omega \) is well-defined a.e.

**Lemma 3.2.** Let \( \omega \) be a nonnegative \( \sigma \)-finite measure satisfying (1.9). Then the Lebesgue measure of \( G^c = (0,\infty) \setminus G \) is zero.
Proof. For $R \geq 1$ we shall prove that

$$W = \int_0^R \int_{\mathbb{C}} \frac{d\omega(u)}{\sqrt{|r^2 - |u|^2|}} \, dr < \infty,$$

(3.7)

which obviously implies the lemma. Let

$$W = W_1 + W_2 = \int_{|u|<R} \int_0^R \frac{r \, dr}{\sqrt{|r^2 - |u|^2|}} \, d\omega(u) + \int_{|u|\geq R} \int_0^R \frac{r \, dr}{\sqrt{|r^2 - |u|^2|}} \, d\omega(u).$$

Similarly,

$$W_1 = \int_{|u|<R} \int_0^{|u|} \frac{r \, dr}{\sqrt{|r^2 - |u|^2|}} \, d\omega(u) + \int_{|u|<R} \int_{|u|}^R \frac{r \, dr}{\sqrt{|r^2 - |u|^2|}} \, d\omega(u) = \int_{|u|<R} \left(|u| + \sqrt{R^2 - |u|^2}\right) \, d\omega(u) \leq 2R\omega(B(0, R)) < \infty.$$

The next lemma is crucial in our investigation. It uncovers the essential cancellations separating the outer and inner contribution to the spherical averages of kinetic energy.

Lemma 3.3. Let $u, v \in \mathbb{C}$, $r > 0$, $|u|, |v| \neq r$. Then

$$(2\pi)^{-1} \int_0^{2\pi} \frac{d\theta}{(u - re^{i\theta})(v - re^{-i\theta})} = \begin{cases} 
(uv - r^2)^{-1} & |u|, |v| > r, \\
(r^2 - uv)^{-1} & |u|, |v| < r, \\
0 & (|u| - r)(|v| - r) < 0.
\end{cases}$$

(3.8)

Proof. In the region $|z| < r$ we have

$$\frac{1}{z - re^{i\theta}} = - \frac{1}{re^{i\theta}} \frac{1}{1 - z re^{-i\theta}} = -\sum_{n=1}^{\infty} \frac{z^{n-1}}{r^n} e^{-in\theta},$$

(3.9)

whereas for $|z| > r$ we have

$$\frac{1}{z - re^{i\theta}} = \sum_{n=0}^{\infty} \frac{r^n}{z^{n+1}} e^{in\theta}.$$ 

(3.10)

Consider first the case $|u|, |v| < r$. Then in light of (3.9) one obtains

$$(2\pi)^{-1} \int_0^{2\pi} \frac{d\theta}{(u - re^{i\theta})(v - re^{-i\theta})} = (2\pi)^{-1} \sum_{n,m=1}^{\infty} \frac{u^{n-1}v^{m-1}}{r^{n+m}} \int_0^{2\pi} e^{i(m-n)\theta} \, d\theta$$

$$= \sum_{n=1}^{\infty} \frac{(uv)^{n-1}}{r^{2n}} = \frac{1}{r^2 - uv}.$$

In the case when $|u|, |v| > r$ the proof follows similarly using (3.10).

Finally, let us consider the case $|u| < r, |v| > r$. Here we observe the crucial cancellations.

$$(2\pi)^{-1} \int_0^{2\pi} \frac{d\theta}{(u - re^{i\theta})(v - re^{-i\theta})} = \sum_{n=1, m=0}^{\infty} \frac{u^{n-1}r^m}{r^n} \frac{r^{m+1}}{\sqrt{r^2 - uv}} \int_0^{2\pi} e^{-i(n+m)\theta} \, d\theta.$$
Since for $n \geq 1, m \geq 0$ we have $n + m > 0$, the integral on the right-hand side of the above identity is zero. Hence the claim follows. □

Let us notice that Lemma 3.3 can also be proved by the residue theorem. In a special case $v = \overline{u}$ we get the following.

**Corollary 3.4.** For $|u| \neq r$ we have

$$(2\pi)^{-1} \int_0^{2\pi} \frac{d\theta}{|u - re^{i\theta}|^2} = \left| r^2 - |u|^2 \right|^{-1}.$$  

Moreover, using the Cauchy-Schwarz inequality, Corollary 3.4, and the definition of the set $G$, we arrive at the following.

**Corollary 3.5.** For a nonnegative $\sigma$-finite measure $\omega$, which satisfies (1.9), and $r \in G$ we have

$$\int_0^R \int_0^{2\pi} \frac{d\omega(u)}{|u - z|} \leq \infty.$$  

Corollary 3.5 is essential in the proof of Theorem 1.2. It justifies an application of the Fubini theorem in a crucial moment.

Before proceeding with the proof of Theorem 1.2, let us state the next corollary, which on the one hand, guarantees that $v$, as defined in (3.6), is finite a.e., on the other hand gives a strong estimate which is used in Sect. 2 to state a general version of the Biot–Savart law.

**Corollary 3.6.** Let $R > 0$. For a nonnegative $\sigma$-finite measure $\omega$, which satisfies (1.9), there holds

$$\int_{B(0,R)} \int_0^R \int_0^{2\pi} \frac{d\omega(u)}{|u - z|} \frac{d\omega(u)}{|w - re^{i\theta}|} < \infty.$$  

In particular, $v$ defined by (3.6), satisfies $v \in L^1_{loc}$ and so $v < \infty$ a.e. .

**Proof.** By Hölder’s inequality we have

$$\int_0^{2\pi} \frac{d\theta}{|u - re^{i\theta}|} \leq (2\pi)^{1/2} \left( \int_0^{2\pi} \frac{d\theta}{|u - re^{i\theta}|^2} \right)^{1/2},$$  

hence by Fubini’s theorem

$$\int_{B(0,R)} \int_0^R \int_0^{2\pi} \frac{d\omega(u)}{|u - z|} \frac{d\omega(u)}{|w - re^{i\theta}|} \leq \int_0^{2\pi} \frac{d\theta}{|u|},$$  

which is finite by (3.7). Hence, (3.11) is proven, which immediately guarantees that $v \in L^1_{loc}$. □

**Proof of Theorem 1.2.** Assume that $r \in G$. By (3.6),

$$A_r(\omega) = (2\pi)^{-1} \int_0^{2\pi} \left| v(re^{i\theta}) \right|^2 d\theta = (2\pi)^{-3} \int_0^{2\pi} \left| \int_C \frac{id\omega(u)}{re^{-i\theta} - \overline{u}} \right|^2 d\theta = (2\pi)^{-3} \int_0^{2\pi} \int_C \left( \frac{1}{(u - re^{i\theta})(\overline{u} - re^{-i\theta})} \right) d\theta d\omega(u) d\omega(w).$$
In the last equality we have used Fubini’s theorem, see Corollary 3.5. Applying Lemma 3.3 we obtain
\[
4\pi^2 A_r(\omega) = \int_{B(0,r)} \int_{B(0,r)} \frac{1}{r^2 - u^2} \, d\omega(u) \, d\omega(w) + \int_{C \setminus B(0,r)} \int_{C \setminus B(0,r)} \frac{1}{u^2 - r^2} \, d\omega(u) \, d\omega(w)
\]
\[
= \int_{B(0,r)} \int_{B(0,r)} \sum_{n=0}^{\infty} \frac{u^n}{r^{2n+2}} \, d\omega(u) \, d\omega(w)
\]
\[
+ \int_{C \setminus B(0,r)} \int_{C \setminus B(0,r)} \sum_{k=0}^{\infty} \frac{r^{2k}}{u^{k+1}r^{k+1}} \, d\omega(u) \, d\omega(w)
\]
\[
= \sum_{n=0}^{\infty} r^{-2n-2} m_{r,n}(\omega)m_{r,n}(\omega) + \sum_{k=1}^{\infty} r^{2k-2} M_{r,k}(\omega)M_{r,k}(\omega),
\]
This ends the proof of Theorem 1.2, provided that we justify the last equality. It suffices to have
\[
I_1 = \int_{B(0,r)} \int_{B(0,r)} \sum_{n=0}^{\infty} \frac{|u|^n |w|^n}{r^{2n+2}} \, d\omega(u) \, d\omega(w) < \infty
\]
and
\[
I_2 = \int_{C \setminus B(0,r)} \int_{C \setminus B(0,r)} \sum_{k=0}^{\infty} \frac{r^{2k}}{|u|^{k+1}|w|^{k+1}} \, d\omega(u) \, d\omega(w) < \infty.
\]
To this end, notice that
\[
I_1 = \int_{B(0,r)} \int_{B(0,r)} \frac{d\omega(u) \, d\omega(w)}{r^2 - |u||w|} \leq \int_{B(0,r)} \int_{B(0,r)} \frac{d\omega(u) \, d\omega(w)}{\sqrt{r^2 - |u|^2} \sqrt{r^2 - |w|^2}}
\]
\[
= \left( \int_{B(0,r)} \frac{d\omega(u)}{\sqrt{r^2 - |u|^2}} \right)^2,
\]
which is finite since \( r \in G \). We have used the fact that \((r^2 - |u||w|)^2 \geq (r^2 - |u|^2)(r^2 - |w|^2)\). In a similar way,
\[
I_2 = \int_{C \setminus B(0,r)} \int_{C \setminus B(0,r)} \frac{d\omega(u) \, d\omega(w)}{|u||w| - r^2} \leq \int_{C \setminus B(0,r)} \int_{C \setminus B(0,r)} \frac{d\omega(u) \, d\omega(w)}{\sqrt{|u|^2 - r^2} \sqrt{|w|^2 - r^2}}
\]
\[
= \left( \int_{C \setminus B(0,r)} \frac{d\omega(u)}{\sqrt{|u|^2 - r^2}} \right)^2 < \infty.
\]

3.3. Extension to Vorticities

For future issues let us at this point extend the moment formula to vorticities. It will be useful when studying limits of Kaden’s spiral when time approaches 0 or \( \infty \). It seems to us that it can be applicable in many other situations concerning convergence or simply computation of the difference of velocities based on the difference of their vorticities.

Consider \( \tilde{\omega} = \omega_1 - \omega_2 \), where \( \omega_j \) satisfy (1.9). Notice that all the moments (1.6)–(1.8) for either \( \omega_1 \) or \( \omega_2 \) are finite, thus we can define same moments for \( \tilde{\omega} \) as a difference of the moments for \( \omega_1 \) and \( \omega_2 \). Completely the same argument as in Lemma 3.2 leads us to the claim that the set \( G_{\text{sign}} = G_1 \cap G_2 \subset (0, \infty) \),
\[
G_i = \left\{ r > 0 : \int_C \frac{d\omega_i(u)}{\sqrt{r^2 - |u|^2}} < \infty \right\}, \quad i = 1, 2,
\]
is of full measure.

Next, proceeding in the same way as in the proof of Corollary 3.5, we arrive at
Corollary 3.7. Let \( \dot{\omega} = \omega_1 - \omega_2 \) be such that (1.9) is satisfied. Assume moreover that \( r \in G_{\text{sign}} \). Then for \( k,l \in \{1,2\} \) we have
\[
\int_{C} \int_{C} \int_{0}^{2\pi} \frac{d\theta}{|u-re^{i\theta}|} d\omega_k(u) d\omega_l(w) < \infty.
\]

Corollary 3.7 allows us to use Fubini’s theorem in the present context and this way extend Theorem 1.2 to its version for vorticities. First, notice that due to linearity in \( \omega \) of the Biot–Savart operator as well as \( m_{r,n} \) and \( M_{r,k} \), one immediately sees how to understand quantities occurring in (1.10). Moreover, by linearity, the proof of Theorem 1.2 goes in the same way also for \( \dot{\omega} \). The following holds.

Corollary 3.8. Let \( \dot{\omega} = \omega_1 - \omega_2 \), where nonnegative \( \sigma \)-finite measures \( \omega_1 \) and \( \omega_2 \) satisfy (1.9). Then \( \omega \) satisfies (1.10).

4. Applications: Kaden Spirals

In the present section our aim is to introduce and study some properties of Kaden’s spirals. It turns out that the framework of moment formula we introduced in Theorem 1.2 is very helpful in this respect. In order to define the Kaden spiral we need to first consider the Birkhoff–Rott equation. It was introduced in [2,15] independently and it describes the time evolution of the curve \( \gamma \). Such solution in the new variables \( Z \) we have
\[
\frac{\partial}{\partial t} (Z(\Gamma,t)) = \frac{1}{2\pi} \text{p.v.} \int_{\mathbb{R}} Z(\Gamma,t) - Z(\Gamma',t),
\]
where \( Z : \mathbb{R} \times (0,\infty) \to \mathbb{C} \). For \( \mu > 0 \) we look for self similar solutions of the form
\[
Z(\Gamma,t) = t^\mu z(\gamma), \quad \gamma = t^{1-2\mu} \Gamma.
\]
Such solution in the new variables \( \gamma \in \mathbb{R} \) and \( t > 0 \) satisfies the equation
\[
(1 - 2\mu)\gamma z'(\gamma) + \mu z(\gamma) = \frac{i}{2\pi} \text{p.v.} \int_{\mathbb{R}} \frac{d\gamma'}{z(\gamma) - z(\gamma')}.
\]

The construction of the Kaden spirals, introduced in [9] and reviewed recently in [7], is based on the following ansatz. Arcs of spirals appearing in nature, when packed densely, are similar to arcs of a circle. Thus each arc (each \( 2\pi \) turn around the origin) can be approximated by a circle. Now assume that the whole vorticity is concentrated on a circle, then if \( P \) is the point inside the circle, then the velocity in \( P \) generated by the vorticity is zero, while for any point lying outside the circle the velocity is the same as the velocity generated by the point vortex placed at the centre of the circle with the mass/strength/vorticity equal to the total vorticity of the circle. Using the above approach we assume that the part of the spiral further away to the origin than considered point \( z(\gamma) \) does not influence the velocity in the point, while the part closer to the origin than \( z(\gamma) \) exerts the velocity equal to \( \frac{\gamma}{2\pi z(\gamma)} \).

Inserting conclusion of the above heuristics into (4.2) we get
\[
(1 - 2\mu)\gamma z'(\gamma) + \mu z(\gamma) = \frac{i\gamma}{2\pi z(\gamma)}.
\]

Switching to polar coordinates, \( z(\gamma) = r(\gamma)e^{i\theta(\gamma)} \), we get
\[
(1 - 2\mu)\gamma (r'(\gamma)e^{i\theta(\gamma)} + i\theta'(\gamma)r(\gamma)e^{i\theta(\gamma)}) + \mu r(\gamma)e^{i\theta(\gamma)} = \frac{i\gamma}{2\pi r(\gamma)e^{-i\theta(\gamma)}}.
\]
By dividing by $e^{i\theta(\gamma)}$ and separating the real and imaginary part we obtain a system of ordinary differential equations for $r$ and $\theta$, namely

\[
\begin{aligned}
(1 - 2\mu)\gamma r''(\gamma) + \mu r'(\gamma) &= 0, \\
(1 - 2\mu)\gamma r'(\gamma)\theta'(\gamma) &= \frac{\gamma}{2\pi r(\gamma)}.
\end{aligned}
\]  

For $\mu \neq 1/2$ the solution of (4.3) is

\[
\begin{aligned}
r(\gamma) &= C_1|\gamma|^{\frac{1}{2\mu}-1}, \\
\theta(\gamma) &= \frac{1}{2\pi C_1^2}|\gamma|^{\frac{1}{1-2\mu}} + C_2.
\end{aligned}
\]

Further on we take $C_1 = 1, C_2 = 0$ and consider only $\gamma > 0$ restricting our consideration to one representative instead of a family of curves. In polar coordinates this is a spiral given by

\[
\theta(r) = \frac{1}{2\pi} r^{-1/\mu}, \quad r > 0.
\]

We are interested in an evolution in time of the vorticity and the velocity field. Thus we go back to the original variable $\Gamma$ [see (4.1)] getting

\[
Z(\Gamma, t) = t^\mu z(t^{1-2\mu}\Gamma) = R(\Gamma, t)e^{i\Theta(\Gamma, t)},
\]

with

\[
\begin{aligned}
R(\Gamma, t) &= \Gamma^{\frac{\mu}{2\mu-1}}, \\
\Theta(\Gamma, t) &= \frac{t}{2\pi} \Gamma^{\frac{1}{1-2\mu}}.
\end{aligned}
\]

We will denote the spiral curve that is the support of the vorticity for a given time $t > 0$, by $c_t$. In polar coordinates the spiral is given by

\[
\Theta(R) = \frac{t}{2\pi} R^{-\frac{1}{\mu}}. 
\]

The measure corresponding to the vorticity for the Kaden spiral $c_t$ at time $t > 0$ will be denoted by $\omega_t$. The support of $\omega_t$ is $c_t$, moreover since $\Gamma$ is a cumulative vorticity in a ball of radius $|Z|$ we have

\[
\omega_t(B(0, |Z(\Gamma, t)|)) = \Gamma,
\]

or, equivalently

\[
\omega_t(B(0, r)) = r^{2-\frac{1}{\mu}}. 
\]

Notice that the spiral concentrates at the origin and for $\mu \in (1/2, 1)$ the length of $c_t \cap B(0, r)$ is infinite. Indeed, the following fact holds.

**Proposition 4.1.** For each $t > 0$ and $\mu \in (1/2, 1)$ the Kaden spiral $c_t$ restricted to a ball $B(0, r)$, $r > 0$, has infinite length.

**Proof.** Let us parametrize the Kaden spiral (4.5), by $(0, \infty) \ni s \mapsto s \exp\left(\frac{it}{2\pi} s^{-1/\mu}\right)$. Then the length of $c_t$ on $B(0, r)$ is given by

\[
l(c_t) = \int_0^r \sqrt{1 + s^2 \left(\frac{t^2}{2\pi^2\mu^2}\right) s^{-2-2/\mu}} \, ds \geq \frac{t}{2\pi \mu} \int_0^r s^{-1/\mu} \, ds = \infty
\]

for $\mu \in (1/2, 1)$.

**Lemma 4.2.** Let $c_t$ be the Kaden spiral with $\mu \in (1/2, 1)$. Then for $f \in L^1(\mathbb{R}^2, \omega_t)$ we have

\[
\int_{\mathbb{R}^2} f(x) \, d\omega_t(x) = \left(2 - \frac{1}{\mu}\right) \int_0^\infty f\left(s \exp\left(\frac{it}{2\pi} s^{-1/\mu}\right)\right) s^{1-1/\mu} \, ds.
\]
Proof. We shall use the same parametrization of $\omega_t$ as in the proof of Proposition 4.1. As we know that $\omega_t$ is supported on $\Omega_t$ and (4.6) holds, we can find a non-negative density $g_t(s)$, such that (see [16])

$$
\int_{\mathbb{R}^2} f(x) d\omega_t(x) = \int_0^\infty f \left( \exp \left( \frac{it}{2\pi} s^{-1/\mu} \right) \right) g_t(s) ds.
$$

By taking $f = \chi_{B(0,r)}$ and using (4.6) again, we get

$$
r^{2-1/\mu} = \int_0^r g_t(s) ds.
$$

Differentiating both sides we obtain $g_t(s) = (2 - 1/\mu) s^{1-1/\mu}$.

We end this section with a simple observation concerning kinetic energy of the considered velocity field.

**Proposition 4.3.** Consider the velocity field generated by the Kaden spiral $\omega_t$ via (2.2). Then we have the following scaling of the kinetic energy in a ball $B(0,r)$,

$$
E_r(\omega_t) = t^{4\mu-2} E_{t^{-\mu}}(\omega_1).
$$

Proof. Using Lemma 4.2 and changing variables twice ($R \mapsto Rt^\mu$ and $x \mapsto xt^\mu$),

$$
4\pi^2 E_r(\omega_t) = \left( 2 - \frac{1}{\mu} \right)^2 \int_{B(0,r)} \left| \int_0^\infty \frac{(x - R \exp \left( \frac{it}{2\pi} R^{-1/\mu} \right))}{|x - R \exp \left( \frac{it}{2\pi} R^{-1/\mu} \right)|^2} R^{1-\frac{1}{\mu}} dR \right|^2 dx
$$

$$
= \left( 2 - \frac{1}{\mu} \right)^2 t^{4\mu-2} \int_{B(0,r)} \left| \int_0^\infty \frac{(x - Rt^\mu \exp \left( \frac{it}{2\pi} R^{-1/\mu} \right))}{|x - Rt^\mu \exp \left( \frac{it}{2\pi} R^{-1/\mu} \right)|^2} R^{1-\frac{1}{\mu}} dR \right|^2 dx
$$

$$
= \left( 2 - \frac{1}{\mu} \right)^2 t^{4\mu-2} \int_{B(0,t^{-\mu}r)} \left| \int_0^\infty \frac{(x - R \exp \left( \frac{it}{2\pi} R^{-1/\mu} \right))}{|x - R \exp \left( \frac{it}{2\pi} R^{-1/\mu} \right)|^2} R^{1-\frac{1}{\mu}} dR \right|^2 dx
$$

$$
= 4\pi^2 t^{4\mu-2} E_{t^{-\mu}}(\omega_1).
$$

\[\square\]

### 4.1. End Point Estimates of the Energy

The present subsection is devoted to study time evolution of the velocity field carried by Kaden’s spiral, in particular we can estimate the evolution of the kinetic energy $E_r(\omega_t)$ of Kaden’s spiral, when $r > 0$ is fixed and $t$ goes either to zero or to infinity. The constants $\alpha$ and $\mu$ are always related by

$$
\alpha = 2 - 1/\mu, \quad (4.7)
$$

see (1.1), (4.6) for the definitions of $\alpha$ and $\mu$. We assume that $\mu \in (1/2,1)$. Recall $\omega_0$ and $\omega_\infty$, the measures defined in Sect. 3.1.

The results presented below show the applicability of our main Theorem 1.2 in the examination of Kaden’s spiral. On the one hand we show that the velocity field related to Kaden’s spiral, by the results of Theorem 2.1 of Sect. 2 such exists and is an element of $L^2_{loc}$, dissipates the energy in any ball surrounding the origin of a spiral. Indeed, we prove below that when time approaches zero, kinetic energy contained in a ball centered in an origin of Kaden’s spiral tends to the maximal possible value of local kinetic energy carried by the vorticity satisfying (1.1) with $\alpha \in (0,1)$. When time tends to $\infty$, then the kinetic energy in a ball centered in an origin approaches the minimal possible value. This means that in the meantime the energy is pushed out from any ball surrounding the origin of the Kaden approximation, the latter indicates a sort of viscosity in the center of the spiral.

On the other hand, we show that velocity field associated with Kaden’s spiral converges in $L^2_{loc}$ to (3.5) with $c = 1$ when time tends to 0. This convergence is interesting in view of the problem of uniqueness
of Delort’s solutions of 2d Euler equation constructed in [4]. Such solutions have vorticities being compactly supported nonnegative Radon measures. Whether they are unique is still an open question. If the requirement that vorticities are measures is relaxed, it is known that there are infinitely many vortex sheet solutions satisfying the 2d Euler equations, see [20]. However, velocity fields constructed in [20] are extremely oscillating, so that their vorticities are not even measures. Numerical simulations suggest that spirals of vorticity could be the counterexamples to the uniqueness problem in the Delort’s class of solutions with vorticities being measures. It is observed in the computations that such spirals detach from the steady solution of the form similar to that given by (3.5), see for instance [11,14]. Hence our result concerning the convergence of Kaden’s spiral with time approaching 0 is of interest in this respect, in particular since Kaden’s spiral is a nonnegative measure.

Finally, let us notice that the evolution of the Kaden spiral is a path in the class of nonnegative measures linking the object with maximal value of the energy functional with the one with minimal value (see Sect. 3.1).

Proposition 4.4. Assume that $r > 0$ is fixed. Let $\omega_t$ be the vorticity of the Kaden spiral defined in (4.4) with $\mu \in (1/2,1)$ and $\omega_\infty$ be given by (3.4) with $c = 1$, $\alpha$ related to $\mu$ via (4.7), in particular $\alpha \in (0,1)$. Next, consider $u(t)$ and $u_\infty$ as divergence-free velocity fields related to $\omega_t$ and $\omega_\infty$, respectively, via the Biot–Savart law. Then

$$\lim_{t \to \infty} \int_{B(0,r)} |u(t) - u_\infty|^2 dx = 0.$$  (4.8)

In particular,

$$\lim_{t \to \infty} E_r(\omega_t) = E_r(\omega_\infty).$$  (4.9)

Proof. First, we notice that $m_{r,0}(\omega_t) = m_{r,0}(\omega_\infty)$. Indeed, $\omega_\infty$ satisfies (1.1) with $c = 1$, $\alpha = 2 - 1/\mu$ and $\omega_t$ satisfies (4.6). Next, as we have already observed, all the other moments for $\omega_\infty$ vanish. Hence, using Corollary 3.8, we arrive at

$$4\pi^2 |A_r(\omega_t - \omega_\infty)| = \sum_{n=0}^\infty r^{-2n-2} |m_{r,n}(\omega_t - \omega_\infty)|^2 + \sum_{k=1}^\infty r^{2k-2} |M_{r,k}(\omega_t - \omega_\infty)|^2$$

$$= \sum_{n=0}^\infty r^{-2n-2} |m_{r,n}(\omega_t) - m_{r,n}(\omega_\infty)|^2 + \sum_{k=1}^\infty r^{2k-2} |M_{r,k}(\omega_t) - M_{r,k}(\omega_\infty)|^2$$

$$= \sum_{n=1}^\infty r^{-2n-2} |m_{r,n}(\omega_t)|^2 + \sum_{k=1}^\infty r^{2k-2} |M_{r,k}(\omega_t)|^2.  \quad (4.10)$$

Using Lemma 4.2 and integration by parts, for $n \geq 1$ we get

$$m_{r,n}(\omega_t) = \alpha \int_0^r s^{n+1-1/\mu} \exp \left( \frac{int}{2\pi} s^{-1/\mu} \right) ds$$

$$= -\frac{2\pi \mu a}{int} \int_0^r s^{n+2} \left( \exp \left( \frac{int}{2\pi} s^{-1/\mu} \right) \right) ds$$

$$= -\frac{2\pi \mu a}{int} \left[ r^{n+2} \exp \left( \frac{int}{2\pi} r^{-1/\mu} \right) - (n+2) \int_0^r s^{n+1} \exp \left( \frac{int}{2\pi} s^{-1/\mu} \right) ds \right]$$

and, bounding the absolute value of both exponential terms by 1,

$$|m_{r,n}(\omega_t)| \leq C r^{n+2} \frac{t n}{t n}.  \quad (4.11)$$
Now we proceed to estimate the outer moments. We shall consider $M_{r,1}$ and $M_{r,2}$ separately. By changing variables $ts^{-1/\mu} = a$ we get

$$M_{r,1}(\omega_t) = \alpha \int_r^\infty s^{-1/\mu} \exp \left( -\frac{it}{2\pi} s^{-1/\mu} \right) ds$$

$$= \alpha \mu^{\mu-1} \int_0^{\infty} a^{-\mu} \exp \left( -\frac{ia}{2\pi} \right) da.$$

Since the integral $\int_0^\infty a^{-\mu} \exp(-\frac{ia}{2\pi}) da$ is convergent, we deduce that

$$|M_{r,1}(\omega_t)| \leq C t^{\mu-1}. \tag{4.12}$$

Next

$$M_{r,2}(\omega_t) = \alpha \int_r^\infty s^{-1-1/\mu} \exp \left( -\frac{it}{2\pi} s^{-1/\mu} \right) ds$$

$$= \frac{\alpha \pi \mu}{it} \int_r^\infty \left( \exp \left( -\frac{it}{2\pi} s^{-1/\mu} \right) \right)' ds$$

$$= \frac{\alpha \pi \mu}{it} \left( 1 - \exp \left( -\frac{it}{2\pi} r^{-1/\mu} \right) \right)$$

and

$$|M_{r,2}(\omega_t)| \leq C t^{-1}. \tag{4.13}$$

For $n \geq 3$ we integrate by parts getting

$$M_{r,n}(\omega_t) = \alpha \int_r^\infty s^{-n+1-1/\mu} \exp \left( -\frac{itn}{2\pi} s^{-1/\mu} \right) ds$$

$$= \frac{2\pi \mu \alpha}{itn} \int_r^\infty s^{-n+2} \left( \exp \left( -\frac{itn}{2\pi} s^{-1/\mu} \right) \right)' ds$$

$$= \frac{2\pi \mu \alpha}{itn} \left[ -r^{-n+2} \exp \left( -\frac{itn}{2\pi} r^{-1/\mu} \right) + (n-2) \int_r^\infty s^{-n+1} \exp \left( -\frac{itn}{2\pi} s^{-1/\mu} \right) ds \right].$$

Estimating similarly as in (4.11),

$$|M_{r,n}(\omega_t)| \leq C \frac{2^n}{tn}. \tag{4.14}$$

Summarizing, plugging the estimates (4.11)–(4.14) into (4.10), for $t > 1$ we get

$$|A_r(\omega_t - \omega_\infty)| \leq C t^{2\mu-2}(1 + r^2), \tag{4.15}$$

which, together with (1.5), implies (4.8).

**Proposition 4.5.** Assume that $r > 0$ is fixed. Let $\omega_t$ be the vorticity of the Kaden spiral defined in (4.4) with $\mu \in (1/2, 1)$ and $\omega_0$ be given by (3.5) with $c = 1$, $\alpha$ related to $\mu$ via (4.7). Next, let $u(t)$ and $u_0$ be divergence-free velocity fields associated with $\omega_t$ and $\omega_0$, respectively, by the Biot–Savart operator (2.2). Then

$$\lim_{t \to 0^+} \int_{B(0,r)} |u(t) - u_0|^2 dx = 0. \tag{4.16}$$

In particular,

$$\lim_{t \to 0^+} E_r(\omega_t) = E_r(\omega_0). \tag{4.17}$$

**Proof.** Fix $\varepsilon > 0$. By (1.5) and Corollary 3.8 (a signed measures version of Theorem 1.2) it suffices to show that

$$\left| \sum_{n=0}^\infty A_n + \sum_{k=1}^\infty B_k \right| := \left| \sum_{n=0}^\infty r^{-2n-2} |m_{r,n}(\omega_t - \omega_0)|^2 + \sum_{k=1}^\infty r^{2k-2} |M_{r,k}(\omega_t - \omega_0)|^2 \right| < \varepsilon \tag{4.18}$$

for $t > 0$ small enough. We observe first that $A_0 = m_{r,0}(\omega_t - \omega_0) = 0$. 
Since
\[ |m_{r,n}(\omega_t - \omega_0)| = |m_{r,n}(\omega_t) - m_{r,n}(\omega_0)| \leq |m_{r,n}(\omega_t)| + |m_{r,n}(\omega_0)| \]
as well as
\[ |M_{r,k}(\omega_t - \omega_0)| = |M_{r,k}(\omega_t) - M_{r,k}(\omega_0)| \leq |M_{r,k}(\omega_t)| + |M_{r,k}(\omega_0)|, \]
and due to the fact that both \( \omega_t \) and \( \omega_0 \) satisfy assumptions of Theorem 3.1, in view of (3.2) and (3.3), we find \( N \in \mathbb{N} \) such that
\[ \sum_{n=N}^{\infty} |A_n| + \sum_{k=N}^{\infty} |B_k| < \varepsilon/3. \]  
(4.19)
Assume that \( k = 1, \ldots, N - 1 \). Using Lemma 4.2 and the estimate \( |e^{it\tau} - 1| \leq C|\tau| \) for \( \tau \in \mathbb{R} \) we get
\[ |M_{r,k}(\omega_t - \omega_0)| \leq \alpha \int_r^\infty s^{-k+1-1/\mu} \left| \exp \left( \frac{-itk}{2\pi s^{-1/\mu}} \right) - 1 \right| ds \]
\[ \leq Ctk \int_r^\infty s^{-k+1-2/\mu} ds \]
\[ \leq Ctr^{-k+2-2/\mu}. \]
Consequently,
\[ \sum_{k=1}^{N-1} |B_k| \leq Ct^2 \sum_{k=1}^{N-1} r^{2k-2} r^{-2k+4-4/\mu} \leq Ct^2 N r^{2-4/\mu} < \varepsilon/3, \]  
(4.20)
where the last inequality holds for \( t > 0 \) small enough.

We now turn to estimating \( A_n \) for \( n = 2, \ldots, N - 1 \) (the case \( n = 1 \) is a bit more delicate and will be treated separately). By using Lemma 4.2 one more time,
\[ |m_{r,n}(\omega_t - \omega_0)| \leq \alpha \int_0^r s^{n+1-1/\mu} \left| \exp \left( \frac{itn}{2\pi s^{-1/\mu}} \right) - 1 \right| ds \]
\[ \leq Ctn \int_0^r s^{n+1-2/\mu} ds \]
\[ \leq Ctr^{n+2-2/\mu}. \]  
(4.21)
We have used \( n + 2 - 2/\mu > 0 \). The latter is a consequence of \( n \geq 2 \) and \( \mu \in (1/2, 1) \). Notice that similar estimate holds for \( n = 1 \) and \( \mu \in (2/3, 1) \). Indeed, then \( 2 - 2/\mu > -1 \) and so
\[ |m_{r,1}(\omega_t - \omega_0)| \leq \alpha \int_0^r s^{2-1/\mu} \left| \exp \left( \frac{it}{2\pi s^{-1/\mu}} \right) - 1 \right| ds \leq Ct \int_0^r s^{2-2/\mu} ds \leq Ctr^{-3/2}. \]
Consequently, see also (4.21), for \( \mu \in (2/3, 1) \) and \( t > 0 \) small enough
\[ \sum_{n=1}^{N-1} |A_n| \leq Ct^2 r^{2-4/\mu} < \varepsilon/3, \]
which together with (4.19) and (4.20) gives the claim of Proposition 4.5 in the range of parameters \( \mu \in (2/3, 1) \).

In the remaining case \( \mu \in (1/2, 2/3] \) we still have to deal with \( m_{r,1} \). Again we split our considerations into two cases, \( \mu < 2/3 \) and \( \mu = 2/3 \). In the first one we have
\[ |m_{r,1}(\omega_t - \omega_0)| \leq \alpha \int_0^r s^{2-1/\mu} \left| \exp \left( \frac{it}{2\pi s^{-1/\mu}} \right) - 1 \right| ds = \alpha \left( \int_{0}^{t^\mu} \ldots + \int_{t^\mu}^{r} \ldots \right) \]
\[ \leq C \int_{0}^{t^\mu} s^{2-1/\mu} ds + Ct \int_{t^\mu}^{r} s^{2-2/\mu} ds \]
\[ \leq Ct^{3\mu-1} + Ct \left[ s^{2-2/\mu} \right]_{s=0}^{s=t^\mu} \leq Ct^{3\mu-1}. \]
Therefore, in the case $\mu \in (1/2, 2/3)$, taking into account also (4.21), we estimate
\[
\sum_{n=1}^{N-1} |A_n| \leq Ct^{6\mu-2}r^{-4} + Ct^2 \sum_{n=2}^{N-1} r^{-2n-2}r^{2n+4-4/\mu} \leq Ct^{6\mu-2}N \max(r^{-4}, r^{2-4/\mu}) < \varepsilon/3,
\] (4.22)
if $t > 0$ is small enough. Hence, the claim of Proposition 4.5 follows for $\mu \in (1/2, 2/3)$.

Similarly in the case $\mu = 2/3$
\[
|m_{r,1}(\omega_t - \omega_0)| \leq Ct^{3-2/3-1} + Ct \int_{12/3}^r s^{-1} \leq Ct + Ct(\ln r - 2/3 \ln t).
\]
Hence for small enough $t > 0$ [after taking into account (4.21)]
\[
\sum_{n=1}^{N-1} |A_n| \leq C(t - t \ln t)^2 r^{-4} + Ct^2 r^{-4} \ln^2 r + Ct^2 r^{-4} < \varepsilon/3.
\] (4.23)

Estimates (4.22) and (4.23) finish the proof of (4.18) for $\mu \in (1/2, 2/3)$.

At the end let us remark that Kaden’s spiral is continuous in a certain sense. The proof is very similar to the proof of Proposition 4.5, so we only provide a sketch.

**Proposition 4.6.** Assume that $r > 0$ is fixed. Moreover take $0 < t, t_0 < \infty$. Let $\omega_t, \omega_{t_0}$ be vorticities of Kaden spirals at times $t, t_0$ defined in (4.4) with $\mu \in (1/2, 1)$. Next, let $u(t)$ and $u(t_0)$ be the divergence-free velocity fields associated to $\omega_t$ and $\omega_{t_0}$, respectively, by the Biot–Savart operator (2.2). Then
\[
\lim_{t \to t_0} \int_{B(0,r)} |u(t) - u(t_0)|^2 dx = 0.
\] (4.24)

**Proof.** The beginning of the proof goes the same way as in Proposition 4.5. Let $E_n$ and $D_k$ be defined as
\[
E_n := r^{-2n-2} |m_{r,n}(\omega_t - \omega_{t_0})|^2, D_k := r^{2k-2} |M_{r,k}(\omega_t - \omega_{t_0})|^2,
\]
then, due to the fact that $\omega_t$ and $\omega_{t_0}$ [in view of (4.6)] satisfy assumptions of Theorem 3.1, estimates (3.2), (3.3) guarantee that for any $\varepsilon > 0$ we can find $N > 0$ such that
\[
\sum_{n=N}^{\infty} |E_n| + \sum_{k=N}^{\infty} |D_k| < \varepsilon/3.
\] (4.25)

To show (4.24) and thus finish the proof of Proposition 4.6 we only need to estimate $E_n$ for $n = 0, 1, \ldots, N - 1$ and $D_k$ for $k = 1, \ldots, N - 1$. On the one hand, in view of (4.6), $E_0 = 0$. Next, utilizing Lemma 4.2, we notice that
\[
|m_{r,n}(\omega_t - \omega_{t_0})| \leq \alpha \int_0^r s^{n+1-1/\mu} \left| \exp \left( i(t-t_0)n s^{-1/\mu} \right) - 1 \right| ds,
\]
\[
|M_{r,k}(\omega_t - \omega_{t_0})| \leq \alpha \int_r^{\infty} s^{-k+1-1/\mu} \left| \exp \left( -i(t-t_0)k s^{-1/\mu} \right) - 1 \right| ds,
\]
so that for $t \to t_0$ the required estimates of the initial $E_n, D_k$ may be achieved exactly the same way as in the proof of Proposition 4.5.

At the end let us provide a simple corollary.

**Corollary 4.7.** Let $\omega_t$ be the Kaden spiral. For any fixed $r > 0$, the function $t \to E_r(\omega_t)$ is continuous.
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