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ABSTRACT

Personal voice assistants (VAs) are shown to be vulnerable against record–and–replay, and other acoustic attacks which allow an adversary to gain unauthorized control of connected devices within a smart home. Existing defenses either lack detection and management capabilities or are too coarse-grained to enable flexible policies on par with other computing interfaces. In this work, we present Sesame, a lightweight framework for edge devices which is the first to enable fine-grained access control of smart-home voice commands. Sesame, combines three components: Automatic Speech Recognition, Natural Language Understanding (NLU) and a Policy module. We implemented Sesame on Android devices and demonstrate that our system can enforce security policies for both Alexa and Google Home in real-time (362ms end-to-end inference time), with a lightweight (~25MB) NLU model which exhibits minimal accuracy loss compared to its non-compact equivalent.

CCS CONCEPTS

• Security and privacy → Access control; • Computing methodologies → Information extraction.
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1 INTRODUCTION

Voice assistants (VAs) such as Alexa or Google Home are gaining popularity as the main means of interaction with various smart-home devices. In December 2019, there were nearly 160 million smart speakers in U.S. homes spread across over 60 million households [15]. The introduction of VAs in households comes with serious security challenges as a numerous voice-controlled smart-home devices perform safety and privacy-related operations such as controlling door locks, cameras and home alarms [15]. Unfortunately, previous work showed the feasibility of acoustic attacks against VAs such as record–and–replay attacks and attacks broadcasting inaudible or hidden voice commands that the VA device captures and executes [4, 5, 11, 19, 20]. To address such issues, researchers proposed acoustic approaches on the VA device such as audio squeezing and audio turbulence [19]. Such approaches can raise the bar for the adversary. However, there is still a lack of measures able to detect that the system is under attack which can be very useful for forensics and explainability. More importantly, smart-homes are complex systems with multiple devices of varying capabilities which can have very different security and privacy repercussions. Traditionally, such systems are evolved to be equipped with access control which enables both enforcement and management of flexible security policies. For example, appified software platforms such as Android apps market have introduced the use of permissions to communicate to the users what features each app has access to and to limit the number of privileges given to apps. However, to date there is no such mechanism for voice interfaces and unlike mobile apps, the function or operation being called is not accessible to the user as it is locked behind commercial models. Recently, Shezan et al. [15] proposed a tool for identifying the sensitivity of a voice command however this is still too coarse-grained to enable flexible security policies, as it can only classify voice commands as either action and information-retrieving.

In this work, we propose Sesame, a new lightweight access control framework for voice interfaces that enables fine-grained security policy management for voice-controlled smart-home devices. Sesame consists of an automatic speech recognition (ASR) model that transcribes the commands which are then analyzed by a natural language understanding (NLU) module which can identify user intent not only at the device-level but also at the granularity of device functionalities. Sesame then consults with a policy module for an access decision. Based on a user-defined policy, Sesame either allows a non-sensitive command (e.g. “Turn on the lights” or “Play music”) to go through or trigger a 2FA authentication step for sensitive commands (e.g. “Open the front door” or “Arm my home”).

We develop and evaluate a proof of concept implementation of Sesame which is compatible with both the Alexa and Google Home ecosystems, the two market leaders of VAs (53% of shares [1]). We choose DeepSpeech as the automatic speech recognition (ASR) module, performing transcriptions locally and we select state-of-the-art transformer-based language models, Bert and its lightweight form MobileBert, to build our NLU component. We train our models for interfaces and device types classification on datasets of utterances that we collected from Alexa’s and Google Home’s respective app stores and manually annotated. Finally, we develop a simple access control policy that dictates an allow or block decision according to the triggered functionality. We found that our NLU system is highly accurate (up to 87.8% and 84.09% accuracy on average for Alexa interfaces and capabilities respectively and 98.84%, 99.57% for Google Home’s traits and devices). Sesame can also run in real-time on edge-like devices with 362ms average inference time and negligible memory (138mb) and CPU overhead (25%).

2 BACKGROUND

2.1 Voice Activated Services

Users can ask assistants to do voice search, inquiry about the weather, commute time, broadcast the news and launch party games.
They can also ask their voice assistant to control their smart devices within a home environment. VA ecosystems such as Alexa and Google Home provide a collection of “apps” for their platform similar to mobile apps. Alexa calls those apps “skills” while Google calls them “actions”.

The VA is passively listening until it hears a wake word (e.g. “Alexa” or “Hey Google”). When detected, the device starts listening actively for a command and streams it to the cloud-hosted Automatic Speech Recognition (ASR) to transcribe it. It then extracts the corresponding intent to call the right interface. For apps that do not control any device, the VA will identify the app name and invoke the corresponding action. For smart home devices, both Alexa and Google Home define interfaces that implements different functionalities. Alexa’s documentation divides the functionalities among capabilities which are grouped under higher level interfaces. For instance, the Smart Home interface has capabilities such as BrightnessController to dim lights or TemperatureController for the thermostat. Similarly, Google Home defines low-level interfaces named traits. Additionally, it also lists different device types. For each trait, the documentation provide a suggestion for corresponding devices that can implement the functionality. For example, the trait OpenClose can be implemented by any device that can open and close such as doors.

2.2 Attacks
Record and replay attacks [11] can target the ASR system of voice services in an attempt to trick the speech recognition and authentication algorithms. The underlying technologies can also be subject to acoustic command injections. Cisse et al. [6] and Carlini et al. [4] were successful in creating inaudible and incomprehensible commands emitted through a compromised speaker in the vicinity of a victim ASR models. Commands were also hidden in songs assuming either white-box [19] or black-box [5] access to the ASR model. Finally, voice services are also subject to hardware vulnerabilities. Attackers can exploit the microphone non-linearity distorting sound and pass inaudible commands through an amplifier [20] but it also has been shown to be possible by using lasers [17] succeeding in injecting commands from distances of up to 110m and across two buildings.

3 THREAT MODEL
In this work we assume an adversary (A) with full knowledge of the ASR model of a target voice service (white-box). We also assume A has access to user recordings of voice commands, either through a malicious or compromised mobile app or smart-home device installed on the user’s smartphone or smart-home. A can use these recordings to mount successful record-and-replay attacks on the target ASR model or other acoustic command injection attacks [4–6, 17, 19, 20], to gain unauthorized access to sensitive functionality of smart-home devices such as a smart lock or to probe the indoor activity.

4 FRAMEWORK DESIGN
In this section, we present the different components of Sesame, as shown on Figure 1. Sesame transcribes the command with its ASR module 1 and the NLU module 2 detects the intent. The Policy module 3 then makes the allow or block decision which invokes the 2FA step 4 and the access decision is enforced. We describe the modules in the following sections.

4.1 Automatic Speech Recognition (ASR)
The first element of the framework is the ASR module 1 which transcribes the spoken utterances into text. Alexa and Google Home uses their respective cloud-base services (Google’s Cloud Speech-to-Text and Amazon Transcribe) before extracting the semantic content. However, this leads to possible additional privacy and security leaks as the user’s recordings are sent to the clouds for transcription. Instead, we can perform offline transcriptions with local models and forward the functionality to execute directly to the VA. The ASR model is saved on the device that receives the commands and transcribes incoming utterances locally.

4.2 Natural Language Understanding (NLU) Module
Once the utterance is transcribed, the NLU module 2 processes the resulting text and extracts the intended action. In the context of smart homes and voice assistants, intents are “traits”, “devices” and “capabilities” that the assistant tries to identify from the transcribed command so it can perform the correct action. Similarly, the NLU component in this framework aims to detect the intent of each command and trigger the appropriate access control rule. Intent detection can be performed in a rule–based manner for structured text or with machine learning models for more complex natural language modeling. Most recent language models are based on Transformer models. These are able to model more complex structures and contrary to the rule–based method, there is no need for manual crafting of features.

4.3 Policy Module
The Policy module 3 manages access to the different smart home functionalities. To examine the effectiveness of our framework against the attacks considered in Section 3, let us consider a simple system with only two functionalities: unlocking the door and turning on/off the lights. The NLU module is then trained to detect intents corresponding to those tasks from transcribed utterances. We also assume the Policy modules assigns a binary sensitivity class to each intent, “non-sensitive/sensitive”, and makes a binary decision, “allow/block”. Alice, the user, defines Lock as sensitive in their Sesame policy and keeps Light controller as non-sensitive. Let’s consider the following scenarios.

Authorized access to a sensitive activity. Alice says the command “Open the door” (as shown with the continuous arrow on Figure 1). The NLU detects the Lock intent and because this action is marked as sensitive by our policy module, the system triggers a second-factor authentication (2FA). Alice authenticate successfully and the smart door opens.

Unauthorized access to a sensitive activity. The adversary injects a malicious signal (shown with a dashed arrow on Figure 1) which the ASR transcribes as “Open the door”. As before, the Lock intent is detected and the policy marks it as sensitive. However,
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Figure 1: Overview of Sesame, the proposed framework. A spoken command is transcribed by the ASR and classified by the NLU module as a target smart home functionality/device. The Policy module then determines whether the command is to be executed or not and invokes the 2FA and execution steps accordingly.

when the systems demands confirmation the authentication fails and the command is ignored.

**Authorized access to a non-sensitive activity.** Alice asks her VA to “turn on the lamp”. The NLU detects the correct intent, *Lights*, and the policy module marks it as non-sensitive. There is no further action required and the lights turn on.

**Unauthorized access to a non-sensitive activity.** Similarly, when an adversary wants to trigger the command “Turn on the lights”, the framework would identify it as a non-sensitive action and fulfill the command.

The defined policy allows the system to have better usability and less authentication steps. One might change the policy such that all actions required confirmation. However, to maintain a certain usability, the authentication would preferably be performed in a transparent way as mentioned the following Section 4.4. Our scenarios also assumes a single user environment. One could introduce a more complex policy module such that it manages the different users within a home and their sensitivity levels preferences.

### 4.4 Authentication

Finally, given the output of the policy, the authentication module attempts to identify the user. Currently, Alexa and Google Home provide two-factor authentication (2FA) on potentially sensitive functionalities, but do not enforce it. Alexa provides the option to developers to trigger a spoken PIN while Google can issue a voice challenge. However, a PIN code has to be memorized, can be shared, stolen or overheard. The alternative, voice challenges, is an improvement because the user does not have to remember any specific code. Nevertheless, voice has been shown to be a vulnerable channel for authentication as it can be spoofed [14].

In this work, we assume that Sesame triggers a 2FA step for sensitive functionalities. Instead of using voice authentication, we propose a security first solution and ask the user to confirm with a dialogue box within our framework’s app. In future work we would investigate transparent authentication methods that achieve a better usability while preserving security.

### 5 INTENT CLASSIFICATION

Smart home utterances often follow a similar structure. The “wake word” triggers the assistant and the following words dictate the target app name followed by the intended action and the target device. However, in everyday interactions words can be substituted by synonyms and paraphrases and our NLU model should be able to perform well in those situations. In recent years, Transformers and attention-based models have been successfully applied to natural language processing as they are able to model complex syntactic properties. Hence, to model the language in the utterances, we implement two models based on the Transformer architecture. Our baseline model, BERT [8] has been widely used for state-of-the-art language modeling. However, its base form has a large set of parameters (110M) which impacts both the training and inference time and makes it harder to deploy it on devices with limited resources. Its compact form, MobileBERT [18], trained using knowledge distillation on a BERT-Large teacher model (320M parameters), reduces the number of parameters to 25M. Additionally, to improve the efficiency of the models and reduce their size, we perform post-training quantization, by converting weights from floating points to floating points of lesser precision. We compare the performance of all four models on the classification tasks of Alexa’s interfaces, Alexa’s capabilities, Google Home’s traits and Google Home’s devices.

### 5.1 Dataset Collection

**Collecting skills & actions.** We built a web crawler to extract skills and their metadata (Name; Store Category; Description; Example Utterances; Invocation Name) and store the information in a json file. We collected 11,000 skills from the US Alexa store and 5,412 actions from the Google Home store. We remove duplicates and clean the example utterances from specials characters.
Labeling utterances. The code of skills is stored in the cloud and it is not openly available. Consequently, we do not have the ground truth about the capabilities triggered by each utterance. To address this, we manually labeled the utterances we collected, using information available on Alexa’s [3] and Google’s Smart Home API documentation [2] such as descriptions and example utterances.

5.2 Datasets
We collect 1,674 smart home utterances for Alexa and 16,740 for Google Home and add randomly sampled utterances from non-smart home skills and actions, which we group under the Custom class. In total our datasets consists of 1,877 Alexa utterances and 25,271 utterances for Google Home.

At the moment of the labeling, Alexa was documenting 10 interfaces and a total of 52 capabilities. We ignored the system calls capabilities and focus on device functionalities. We consider in total 9 interfaces and 33 capabilities. For Google Home, we consider 39 device types and 28 traits.

6 IMPLEMENTATION
ASR. In order to test our work in an end-to-end manner, we introduce an automatic speech recognition system to our implementation. We aim towards a system fully operational on edge, therefore we choose to use the Deepspeech ASR model to transcribe commands. We include Deepspeech (v0.9.3) into our Android app using a pre-trained tflite model and interface by Mozilla, which provides an open-source implementation of a variation of Baidu’s first DeepSpeech paper [9].

NLU Inference on Android Device. We build models using tensorflow tflite packages that provides us with models optimized for mobile devices. We train the models for 15 epochs with early stopping with a batch size of 8 and learning rate of 2 × 10⁻⁵.

Policy. We implement a simple policy that outputs an allow or block decision. We define a mapping function from possible intents or devices classes to a Boolean 0 or 1 for block/allow.

7 EVALUATION
In our evaluation, we want to analyze the efficiency of our system by measuring the inference latency and usage costs. We also examine the performance of the NLU module in enabling a fine-grained policy management. We aim to answer the following questions:

1. RQ1 (Model Performance): How accurate is our system at detecting the different levels of interfaces?
2. RQ2 (System Performance): What is the average inference time and memory use of our systems and its components?

7.1 Experimental Setup
We evaluate our framework on an Oneplus 6 with Android 10, 8 GB RAM and a Snapdragon 845 Qualcomm processor. We record the runtime, CPU and memory usage, and the overall accuracy, precision and recall for the classification. For both Alexa and Google Home we use a 85:15 train/test split. The exact size of the train and test sets respectively are 1,586 and 264 for Alexa; 21,440 and 1,384 for Google Home. Duplicated utterances were kept for training but removed from the test sets.

To evaluate the end-to-end system we synthesize spoken samples from our test utterances using Google Cloud Text-to-Speech. We then play the audios through Dell XPS 15 built-ins speakers, back to the microphone of the Android device and save the resulting transcriptions. We then record the prediction performance of the four models on those transcriptions.

7.2 Classification
We evaluate the classifier performance for both Alexa and Google. Table 1 presents the accuracies for the NLU models when assuming perfect transcriptions, and the end-to-end classification performance with ASR and Policy module on top of the NLU module. We can see that for all four tasks nearly all models achieves average accuracies above 80% for the NLU-only system. We can also observe that smaller models size and quantization have a negligible impact on the performance compared to their larger model and achieve similar average accuracies. Although there are less classes for Alexa’s interfaces and capabilities, the models perform better on Google Home utterances for devices and traits. This can be explained by the small training and test sets for Alexa compared to Google Home’s. In terms of end-to-end performance, we can see that the the ASR has a negative impact on the ability of the models to perform the classification. The performance of all models drops considerably for Alexa’s capabilities but the impact is negligible for Google Home tasks. Similarly to NLU-only system, the loss of accuracy for smaller models is not significant.

| Models       | (A) Interface [%] | (A) Capability [%] | (G) Traits [%] | (G) Devices [%] |
|--------------|-------------------|--------------------|----------------|-----------------|
| BERT         | 87.88             | 79.54              | 84.09          | 67.04           |
| BERT-quant   | 86.74             | 77.65              | 84.09          | 66.66           |
| MobileBERT   | 86.74             | 75.75              | 79.89          | 63.90           |
| MobileBERT-quant | 86.74       | 75.75              | 80.30          | 66.66           |

Table 1: Average accuracy for Alexa (A) and Google (G) classification task for NLU-only (NLU) and end-to-end system (E2E). The number in bold is the best value for each column.

1https://github.com/mozilla/DeepSpeech
2https://www.tensorflow.org/lite
3https://cloud.google.com/text-to-speech
with low accuracy are the ones with few train and test samples. The other cases are samples which class is semantically similar to another class that has more labels.

Finally, we evaluate the precision, recall and overall F1-scores of the MobileBERT – quant classifier on selected “sensitive” interfaces. For Alexa, we pick the Smart Home Security interface and the corresponding 7 capabilities (controllers for locks, doorbells, camera stream, security system, contact and motion sensor). For Google Home, we select the traits and devices for which Google’s documentation recommends to enable 2FA (ArmDisarm, LockUnlock, OpenClose, and Lock, Gate, Garage, Door, SecuritySystem, Network). The results shown on Table 2 demonstrate the model is able to classify correctly most of the sensitive utterances for all tasks and also with high precision (80%, 79% F1-score for Alexa interfaces and capabilities, 98%, 98% for Google Home’s traits and devices). Although the values for precision and recall drop for E2E, the system recall performance remains high (70% recall for Alexa capabilities and 90%, 88% for Google Home’s traits and devices) with the exception of Alexa interfaces (66%). The performance of the model could be improved by training it on the sensitivity task directly. However, these results indicate that the model can provide high security on sensitive classes while preserving utility with low number of false positives, which would translate to fewer authentication requests.

### 7.3 Efficiency

Table 3 shows the size, mean inference time, CPU and memory usage over 50 runs of the NLU-only and end-to-end system. We can see an important reduction in runtime and size between the models and their quantized form (from 1,172 to 244 ms, from 415 to 25 mb) as well as between the original BERT and MobileBERT models. Although the end-to-end system takes more space overall, the additional inference latency is relatively low, around 110 ms. The CPU and memory usage remains similar for all models except for the BERT model which has higher memory costs.

### 8 DISCUSSION

Our evaluation shows that our implementation reaches high accuracy over different tasks, with little impact on inference time, memory and CPU usage, answering both RQ1 and RQ2. Interestingly, our model performed worse on Alexa’s capabilities and interfaces albeit having a smaller number of classes. Combining similar classes would yield better results and less misclassified utterances. A limitation of our approach is that it relies on manually labeled data for specific intents. However, as voice commands datasets get released [12], it will no longer be an issue.

The ASR module can have a large impact on the framework accuracy and total size. However, our experiments presents a baseline performance of the proposed system. Future work would evaluate how cloud-based services compare to a local and open source ASR and their effect on the NLU performance and the security-usability trade-off. Additionally, one might want to skip the ASR step and attempt to identify intents directly from the audio recordings.

Finally, our work provides an example of a possible implementation of Sesame. For instance, our policy module is quite simplistic but could be enhanced to handle multiple users and devices efficiently. Sesame can be implemented on top of the VA such that there is only one ASR step and it can catch any hidden commands before they are executed by the VA. In future work, we would also investigate more transparent authentication methods.

### 9 RELATED WORK

Previous work on access control for IoT enabled smart homes proposed systems that are aware of single and multi-user environments and can make decisions based on context [7, 10, 16]. However, none of these works tackle the challenges of smart home ecosystems controlled by voice interfaces. Sesame adapts to voice-controlled smart homes by introducing the NLU component.

Shezan et al. [15] perform an empirical study of the sensitivity of the apps available on Alexa Skills store and Google Home Apps store. They build a natural language processing tool that classifies a given voice command into actions and information retrieval, and define whether the utterance is sensitive or not by checking if it contains any of the selected sensitive keywords. However, this approach offers very limited control in an environment with many smart home devices and requires to manually identify sensitive keywords.

Spoken language understanding is able to extract intents directly from speech [12]. However, more experiments need to be done to investigate the latency and performance improvements compared to separate ASR and NLU models.

### 10 CONCLUSION

This work presents Sesame, an access control framework for voice assistants. Sesame’s main components are (1) ASR, (2) Natural Language Processing module, (3) Policy module and (4) Authentication module. We demonstrate the efficiency of the framework on the two most popular voice assistants, Alexa and Google Home, and provide an empirical evaluation on an Android app. The NLU module in this paper showed a high intent classification accuracy at different granularity levels, demonstrating the flexibility and precision of the proposed work. Additionally, we show that Sesame creates
little memory and runtime overhead and that our smallest model perform similarly to their bigger and slower counterparts. In future work we plan to explore more sophisticated access control schemes that Sesame can support, examine the impact of different model architectures on its performance and the integration of transparent authentication mechanisms.
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Figure 2: Empirical cumulative density functions (ecdf) of precision and recall for the MobileBERT-quant model. The 25, 50, 75-percentile for precision are (a) 0.77, 0.83 and 0.86 for Alexa interfaces NLU-only, 0.5, 0.80 and 1 for Alexa capabilities, (b) 0.5, 0.57, 0.80 for interfaces end-to-end (E2E), 0.0, 0.5 and 0.79 for capabilities E2E. For Google traits and devices the percentile are (c) 0.95, 1, 1 and (d) 0.11, 0.67, 0.98 for traits E2E and 0.11, 0.90 and 1 for devices E2E. The percentile for recall are (a) 0.81, 0.89 and 1 for interfaces, 0.67, 0.86 and 1 for capabilities, (b) 0.59, 0.83 and 1 for interfaces E2E, 0.0, 0.54 and 0.77 for capabilities E2E, (c) 0.92, 1, 1 for traits and devices and (d) 0.1, 0.75 and 0.97 for traits E2E and 0.83, 1 and 1 for devices E2E.