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Abstract

In this work we study the following fractional critical problem

\[ (P_\lambda) = \begin{cases} (-\Delta)^s u = \lambda u^q + u^{2^*_s - 1}, & u > 0 \text{ in } \Omega, \\ u = 0 & \text{in } \mathbb{R}^n \setminus \Omega, \end{cases} \]

where \( \Omega \subset \mathbb{R}^n \) is a regular bounded domain, \( \lambda > 0 \), \( 0 < s < 1 \) and \( n > 2s \). Here \((-\Delta)^s\) denotes the fractional Laplace operator defined, up to a normalization factor, by

\[-(-\Delta)^s u(x) = \int_{\mathbb{R}^n} \frac{u(x + y) + u(x - y) - 2u(x)}{|y|^{n+2s}} \, dy, \quad x \in \mathbb{R}^n.\]

Our main results show the existence and multiplicity of solutions to problem \((P_\lambda)\) for different values of \( \lambda \). The dependency on this parameter changes according to whether we consider the concave power case \((0 < q < 1)\) or the convex power case \((1 < q < 2^*_s - 1)\). These two cases will be treated separately.
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1. Introduction

In recent years, considerable attention has been given to nonlocal diffusion problems, in particular to the ones driven by the fractional Laplace operator. One of the reasons for this comes from the fact that this operator naturally arises in several physical phenomena like flames propagation and chemical reactions of liquids, in population dynamics and geophysical fluid dynamics, or in mathematical finance (American options). It also provides a simple model to describe certain jump Lévy processes in probability theory. In all these cases, the nonlocal effect is modeled by the singularity at infinity. For more details and applications, see [6,9,20,27,49,50] and the references therein.

In this paper we focus our attention on critical nonlocal fractional problems. To be more precise, we consider the following critical problem with convex–concave nonlinearities

\[
(P_\lambda) = \begin{cases} 
(−Δ)^s u = \lambda u^q + u^{2^*_s - 1} & \text{in } Ω, \\
u > 0 & \text{in } Ω, \\
u = 0 & \text{in } \mathbb{R}^n \setminus Ω,
\end{cases}
\]

where \(Ω \subset \mathbb{R}^n\) is a regular bounded domain, \(\lambda > 0\), \(n > 2s\), \(0 < q < 2^*_s - 1\) and

\[
2^*_s = \frac{2n}{n - 2s}
\]

is the fractional critical Sobolev exponent. Here \((−Δ)^s\) is the fractional Laplace operator defined, up to a normalization factor, by the Riesz potential as

\[
−(−Δ)^s u(x) := \int_{\mathbb{R}^n} \frac{u(x + y) + u(x - y) - 2u(x)}{|y|^{n+2s}} dy, \quad x \in \mathbb{R}^n,
\]

where \(s \in (0, 1)\) is a fixed parameter (see [46, Chapter 5] or [22,45] for further details).

One can also define a fractional power of the Laplacian using spectral decomposition. The same problem considered here but for this spectral fractional Laplacian has been treated in [7]. Some related problems involving this operator have been studied in [11,14,19,48]. As in [7] the purpose of this paper is to study the existence of weak solutions for \((P_\lambda)\). Previous works related to the operator defined in (1.2), or by a more general kernel, can be found in [16,23,30,34,35,37,38,41–43].

Problems similar to \((P_\lambda)\) have been also studied in the local setting with different elliptic operators. As far as we know, the first example in this direction was given in [25] for the \(p\)-Laplacian operator. Other results, this time for the Laplacian (or essentially the classical Laplacian) operator can be found in [1,4,10,18]. More generally, the case of fully nonlinear operators has been studied in [17].

It is worth noting here that the problem \((P_\lambda)\), with \(\lambda = 0\), has no solution whenever \(Ω\) is a star-shaped domain. This has been proved in [24,36] using a Pohozaev identity for the operator \((−Δ)^s\). This fact motivates the perturbation term \(\lambda u^q\), \(\lambda > 0\), in our work.

We now summarize the main results of the paper. First, in Section 2 we look at the problem \((P_\lambda)\) in the concave case \(q < 1\) and prove the following.

**Theorem 1.1.** Assume \(0 < q < 1\), \(0 < s < 1\), and \(n > 2s\). Then, there exists \(0 < Λ < \infty\) such that problem \((P_\lambda)\)

1. has no solution for \(\lambda > Λ\);
2. has a minimal solution for any \(0 < \lambda < Λ\); moreover, the family of minimal solutions is increasing with respect to \(\lambda\);
3. if \(\lambda = Λ\) there exists at least one solution;
4. for \(0 < \lambda < Λ\) there are at least two solutions.

The convex case is treated in Section 3. The existence result for problem \((P_\lambda)\) is given by:

**Theorem 1.2.** Assume \(1 < q < 2^*_s - 1\), \(0 < s < 1\), and \(n > 2s\). Then, problem \((P_\lambda)\) admits at least one solution provided that either
• \( n > \frac{2s(q+3)}{q+1} \) and \( \lambda > 0 \), or
• \( n \leq \frac{2s(q+3)}{q+1} \) and \( \lambda \) is sufficiently large.

Theorem 1.1 corresponds to the nonlocal version of the main result of [4], while Theorem 1.2 may be seen as the nonlocal counterpart of the results obtained for the standard Laplace operator in [13, Subsections 2.3, 2.4 and 2.5] (see also [25, Theorems 3.2 and 3.3] for the case of the \( p \)-Laplacian operator). Note, in particular, that when \( s = 1 \) one has \( 2s(q+3)/(q+1) = 2(q+3)/(q+1) < 4 \), due to the choice of \( q > 1 \).

We will denote by \( H^s(\mathbb{R}^n) \) the usual fractional Sobolev space endowed with the so-called Gagliardo norm
\[
\|g\|_{H^s(\mathbb{R}^n)} = \|g\|_{L^2(\mathbb{R}^n)} + \left( \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{|g(x) - g(y)|^2}{|x-y|^{n+2s}} \, dx \, dy \right)^{1/2},
\]
while \( X^s_0(\Omega) \) is the function space defined as
\[
X^s_0(\Omega) = \left\{ u \in H^s(\mathbb{R}^n) : u = 0 \text{ a.e. in } \mathbb{R}^n \setminus \Omega \right\}.
\]
We refer to [40,41] for a general definition of \( X^s_0(\Omega) \) and its properties and to [2,22,28] for an account of the properties of \( H^s(\mathbb{R}^n) \).

In \( X^s_0(\Omega) \) we can consider the following norm
\[
\|v\|_{X^s_0(\Omega)} = \left( \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{|v(x) - v(y)|^2}{|x-y|^{n+2s}} \, dx \, dy \right)^{1/2}.
\]
We also recall that \( (X^s_0(\Omega), \| \cdot \|_{X^s_0(\Omega)}) \) is a Hilbert space, with scalar product
\[
\langle u, v \rangle_{X^s_0(\Omega)} = \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{(u(x) - u(y))(v(x) - v(y))}{|x-y|^{n+2s}} \, dx \, dy.
\]
See for instance [40, Lemma 7].

Observe that by [22, Proposition 3.6] we have the following identity
\[
\|u\|_{X^s_0(\Omega)} = \|(-\Delta)^{s/2} u\|_{L^2(\mathbb{R}^n)}.
\]
This leads us to establish as a definition that the solutions to our problem in this variational framework are those functions satisfying the relationship (1.8) below.

In our context, the Sobolev constant is given by
\[
S(n,s) := \inf_{v \in H^s(\mathbb{R}^n) \setminus \{0\}} Q_{n,s}(v) > 0,
\]
where
\[
Q_{n,s}(v) := \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{|v(x) - v(y)|^2}{|x-y|^{n+2s}} \, dx \, dy, \quad v \in H^s(\mathbb{R}^n),
\]
is the associated Rayleigh quotient. The constant \( S(n,s) \) is well defined, as can be seen in [2, Theorem 7.58].

1.1. Variational formulation of the problem

Let us start describing the notion of solution in this context. In order to present the weak formulation of \((P_\lambda)\) and taking into account that we are looking for positive solutions, we will consider the following Dirichlet problem
\[
(P_\lambda^+) = \begin{cases} (-\Delta)^s u = \lambda (u_+)^q + (u_+)^{2s-1} & \text{in } \Omega, \\ u = 0 & \text{in } \mathbb{R}^n \setminus \Omega, \end{cases}
\]

where \( u_+ := \max\{u, 0\} \) denotes the positive part of \( u \). With this at hand, we can now give the following.
Definition 1.3. We say that \( u \in X^s_0(\Omega) \) is a weak solution of \((P^+_{\lambda})\) if for every \( \varphi \in X^s_0(\Omega) \), one has

\[
\int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x - y|^{n+2s}} \, dx \, dy = \lambda \int_\Omega (u_+)^q \varphi \, dx + \int_\Omega (u_+)^{2s - 1} \varphi \, dx.
\] (1.8)

In the sequel we will omit the term weak when referring to solutions that satisfy the conditions of Definition 1.3. The crucial observation here is that, by the Maximum Principle [45, Proposition 2.2.8], if \( u \) is a solution of \((P^+_{\lambda})\) then \( u \) is strictly positive in \( \Omega \) and, therefore, it is also a solution of \((P_{\lambda})\).

To find solutions of \((P^+_{\lambda})\), we will use a variational approach. Hence, we will associate a suitable functional to our problem. More precisely, the Euler–Lagrange functional related to problem \((P^+_{\lambda})\) is given by \( \mathcal{J}_{s,\lambda} : X^s_0(\Omega) \to \mathbb{R} \) defined as follows

\[
\mathcal{J}_{s,\lambda}(u) = \frac{1}{2} \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x - y|^{n+2s}} \, dx \, dy - \frac{\lambda}{q + 1} \int_\Omega (u_+)^{q+1} \, dx - \frac{1}{2s} \int_\Omega (u_+)^{2s} \, dx.
\]

Note that \( \mathcal{J}_{s,\lambda} \) is \( C^1 \) and that its critical points correspond to solutions of \((P^+_{\lambda})\).

In both cases, \( q < 1 \) and \( q > 1 \), we will use the Mountain Pass Theorem (MPT) by Ambrosetti and Rabinowitz (see [5]). In order to do that, we will show that \( \mathcal{J}_{s,\lambda} \) satisfies a compactness property and has suitable geometrical features. The fact that the functional has the suitable geometry is easy to check. Observe that the embedding \( X^s_0(\Omega) \hookrightarrow L^{2s}(\mathbb{R}^n) \) is not compact (see [2]). This is even true when the nonlocal operator has a more general kernel (see [41, Lemma 9-b)]. Hence, the difficulty to apply MPT lies on proving a local Palais–Smale (PS for short) condition at suitable values of \( \lambda \) (see [5, Lemma 9-b]). Hence, the difficulty to apply MPT lies on proving a local Palais–Smale (PS for short) condition at suitable values of \( \lambda \) (see [5, Lemma 9-b]).

2. The critical and concave case \( 0 < q < 1 \)

This section is devoted to the study of problem \((P_{\lambda})\) in the case of the exponent \( 0 < q < 1 \). We point out that the result of Theorem 1.1 in the subcritical case could be obtained by the arguments given in this paper. However, in this subcritical case the PS condition is easier to prove – it is indeed satisfied for any energy level – and the separation of solutions, presented in Lemma 2.3 below, is not needed. This approach has been carried out in [8] where the authors obtain the equivalent to Theorem 1.1 for a related problem using a technique developed in [3].

We begin with the following result that uses, in its proof, a standard comparison method as well as some ideas given in [4, Lemma 3.1 and Lemma 3.4].

Lemma 2.1. Let \( 0 < q < 1 \) and let \( \Lambda \) be defined by

\[
\Lambda := \sup \{ \lambda > 0 : \text{problem } (P_{\lambda}) \text{ has solution} \}.
\] (2.1)
Then, $0 < \Lambda < \infty$ and the critical concave problem $(P_\lambda)$ has at least one solution for every $0 < \lambda \leq \Lambda$. Moreover, for $0 < \lambda < \Lambda$ we get a family of minimal solutions increasing with respect to $\lambda$.

By Lemma 2.1 we easily deduce statements (1)–(3) of Theorem 1.1. Hence, in the sequel we focus on proving statement (4) of that theorem, that is on the existence of a second solution for $(P_\lambda)$.

First we prove a regularity result which will be useful in certain parts of this section:

**Proposition 2.2.** Let $u$ be a positive solution to the problem

\[
\begin{cases}
(-\Delta)^s u = f(x, u) & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^n \setminus \Omega,
\end{cases}
\]

and assume that $|f(x, t)| \leq C(1 + |t|^p)$, for some $1 \leq p \leq 2^*_s - 1$ and $C > 0$. Then $u \in L^\infty(\Omega)$.

**Proof.** The proof uses standard techniques for the fractional Laplacian, in particular the following inequality: if $\phi$ is a convex and differentiable function, then

\[
(-\Delta)^s \phi(u) \leq \phi'(u)(-\Delta)^s u.
\]

Let us define, for $\beta \geq 1$ and $T > 0$ large,

\[
\phi(t) = \phi_{T, \beta}(t) = \begin{cases}
0, & \text{if } t \leq 0, \\
t^\beta, & \text{if } 0 < t < T, \\
\beta T^{\beta-1}(t - T) + T^\beta, & \text{if } t \geq T.
\end{cases}
\]

Observe that $\phi(u) \in X^s_0(\Omega)$ since $\phi$ is Lipschitz with constant $K = \beta T^{\beta-1}$ and, therefore,

\[
\|\phi(u)\|_{X^s_0(\Omega)} = \left( \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{|\phi(u(x)) - \phi(u(y))|^2}{|x - y|^{n+2s}} \, dx \, dy \right)^{1/2} \leq \left( \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{K^2 |u(x) - u(y)|^2}{|x - y|^{n+2s}} \, dx \, dy \right)^{1/2} = K \|u\|_{X^s_0(\Omega)}.
\]

By (1.6) and the Sobolev embedding theorem given in [2, Theorem 7.58], we have

\[
\int_{\Omega} \phi(u)(-\Delta)^s \phi(u) = \|\phi(u)\|^2_{X^s_0(\Omega)} \geq S(n, s) \|\phi(u)\|^2_{L^{2^*_s}(\Omega)},
\]

where $S(n, s)$ is defined in (1.7). On the other hand, since $\phi$ is convex, and $\phi(u)\phi'(u) \in X^s_0(\Omega)$,

\[
\int_{\Omega} \phi(u)(-\Delta)^s \phi(u) \leq \int_{\Omega} \phi(u)\phi'(u)(-\Delta)^s u \leq C \int_{\Omega} \phi(u)\phi'(u)(1 + u^{2^*_s-1}).
\]

From (2.2) and the previous inequality we get the following basic estimate:

\[
\|\phi(u)\|^2_{L^{2^*_s}(\Omega)} \leq C \int_{\Omega} \phi(u)\phi'(u)(1 + u^{2^*_s-1}).
\]

Since $u\phi'(u) \leq \beta \phi(u)$ and $\phi'(u) \leq \beta(1 + \phi(u))$, the above estimate (2.3) becomes

\[
\left( \int_{\Omega} \phi(u) \right)^{2^*_s} \leq C(1 + \int_{\Omega} \phi(u))^2 + \int_{\Omega} (\phi(u))^2 u^{2^*_s-2}.
\]

It is important to point out here that since $\phi(u)$ grows linearly, both sides of (2.4) are finite.

**Claim.** Let $\beta_1$ be such that $2\beta_1 = 2^*_s$. Then $u \in L^{\beta_12^*_s}$. 

To see this, we take $R$ large to be determined later. Then, Hölder’s inequality with $p = \beta_1 = 2^*_s/2$ and $p' = 2^*_s/(2^*_s - 2)$ gives
\[
\int_{\Omega} (\varphi(u))^{2} u^{2^*_s - 2} = \int_{\{u \leq R\}} (\varphi(u))^{2} u^{2^*_s - 2} + \int_{\{u > R\}} (\varphi(u))^{2} u^{2^*_s - 2} \leq \int_{\{u \leq R\}} (\varphi(u))^{2} R^{2^*_s - 2} + \left( \int_{\Omega} (\varphi(u))^{2^*_s} \right)^{2/2^*_s} \left( \int_{\{u > R\}} u^{2^*_s} \right)^{(2^*_s - 2)/2^*_s}.
\]
By the Monotone Convergence Theorem, we may take $R$ so that
\[
\left( \int_{\{u > R\}} u^{2^*_s} \right)^{(2^*_s - 2)/2^*_s} = \frac{1}{2C\beta_1}.
\]
In this way, the second term above is absorbed by the left hand side of (2.4) to get
\[
\left( \int_{\Omega} (\varphi(u))^{2^*_s} \right)^{2/2^*_s} \leq 2C\beta_1 \left( 1 + \int_{\Omega} (\varphi(u))^{2} + \int_{\{u \leq R\}} (\varphi(u))^{2} R^{2^*_s - 2} \right).
\]
Using that $\varphi_{T, \beta_1}(u) \leq u^{\beta_1}$ in the right hand side of (2.5) and then letting $T \to \infty$ in the left hand side, since $2\beta_1 = 2^*_s$, we obtain
\[
\left( \int_{\Omega} u^{2^*_s \beta_1} \right)^{2/2^*_s} \leq 2C\beta_1 \left( 1 + \int_{\Omega} u^{2^*_s} + R^{2^*_s - 2} \right) \left( \int_{\Omega} u^{2^*_s} \right) < \infty.
\]
This proves the claim.

We now go back to inequality (2.4) and we use as before that $\varphi_{T, \beta}(u) \leq u^{\beta}$ in the right hand side and then we take $T \to \infty$ in the left hand side. Then,
\[
\left( \int_{\Omega} u^{2^*_s \beta} \right)^{2/2^*_s} \leq C\beta \left( 1 + \int_{\Omega} u^{2\beta} + \int_{\Omega} u^{2\beta + 2^*_s - 2} \right).
\]
Since $\int_{\Omega} u^{2\beta} \leq |\Omega| + \int_{\Omega} u^{2\beta + 2^*_s - 2}$, we get the following recurrence formula
\[
\left( \int_{\Omega} u^{2^*_s \beta} \right)^{2/2^*_s} \leq 2C\beta \left( 1 + |\Omega| \right) \left( 1 + \int_{\Omega} u^{2\beta + 2^*_s - 2} \right).
\]
Therefore,
\[
\left( 1 + \int_{\Omega} u^{2^*_s \beta} \right)^{\frac{1}{2^*_s(\beta - 1)}} \leq C\frac{1}{\beta} \left( 1 + \int_{\Omega} u^{2\beta + 2^*_s - 2} \right)^{\frac{1}{2^*_s(\beta - 1)}},
\]
where $C = 4C\beta \left( 1 + |\Omega| \right)$.

For $m \geq 1$ we define $\beta_{m+1}$ inductively so that $2\beta_{m+1} + 2^*_s - 2 = 2^*_s \beta_m$, that is
\[
\beta_{m+1} - 1 = \frac{2^*_s}{2} (\beta_m - 1) = \left( \frac{2^*_s}{2} \right)^m (\beta_1 - 1).
\]
Hence, from (2.6) it follows that
\[
\left( 1 + \int_{\Omega} u^{2^*_s \beta_{m+1}} \right)^{\frac{1}{2^*_s(\beta_{m+1} - 1)}} \leq C_{\beta_{m+1}} \frac{1}{\beta_{m+1}} \left( 1 + \int_{\Omega} u^{2^*_s \beta_m} \right)^{\frac{1}{2^*_s(\beta_m - 1)}},
\]
with $C_{m+1} := 4C_{\beta_{m+1}} \left( 1 + |\Omega| \right)$. Then, defining for $m \geq 1$
Am := \left( 1 + \int_{\Omega} u^2 \beta_m \right)^{\frac{1}{2}} (\beta_m - 1) \frac{1}{2} s (\beta_m - 1) \frac{1}{2} s (\beta_m - 1).

by the Claim proved before, and using a limiting argument, we conclude that there exists \( C_0 > 0 \), independent of \( m > 1 \), such that

\[ A_{m+1} \leq \prod_{k=2}^{m+1} C_k \frac{2}{s} (\beta_k - 1) A_1 \leq C_0 A_1. \]

This implies that \( \|u\|_{L^\infty(\Omega)} \leq C_0 A_1. \)

Coming back to the proof of Theorem 1.1, as we said in the Introduction, to find the existence of the second solution, we first show that the minimal solution \( u_{\lambda} > 0 \) given by Lemma 2.1 is a local minimum for the functional \( J_{s, \lambda} \). For that, following the ideas given in [18] we establish a separation lemma in the topology of the class

\[ C_s(\Omega) := \{ w \in C^0(\Omega) : \| w \|_{\mathcal{C}_s(\Omega)} := \left\| \frac{w}{\delta_s} \right\|_{L^\infty(\Omega)} < \infty \}, \quad (2.7) \]

where \( \delta(x) = \text{dist}(x, \partial \Omega) \). Then we have the following.

**Lemma 2.3.** Assume \( 0 < \lambda_1 < \lambda_0 < \lambda_2 < \Lambda \). Let \( u_{\lambda_1}, u_{\lambda_0} \) and \( u_{\lambda_2} \) be the corresponding minimal solutions to \( (P_{\lambda}) \) for \( \lambda = \lambda_1, \lambda_0 \) and \( \lambda_2 \) respectively. If

\[ Z = \{ u \in C_s(\Omega) : u_{\lambda_1} \leq u \leq u_{\lambda_2} \}, \]

then there exists \( \varepsilon > 0 \) such that

\[ \{ u_{\lambda_0} \} + \varepsilon B_1 \subset \subset Z, \]

with \( B_1 = \{ w \in C^0(\Omega) : \| w \|_{L^\infty(\Omega)} < 1 \} \).

**Proof.** Let \( u \) be an arbitrary solution of \( (P_{\lambda}) \) for \( 0 < \lambda < \Lambda \). Then, by Hopf’s Lemma (see [15, Proposition 2.7] and [35, Lemma 3.2]) there exists a positive constant \( c \) such that

\[ u(x) \geq c \delta(x)^s, \quad x \in \Omega. \quad (2.8) \]

On the other hand by [35, Proposition 1.1] we get that there exists a positive constant \( C \) such that

\[ u(x) \leq C \delta(x)^s, \quad x \in \Omega. \quad (2.9) \]

Thus, by (2.8) and (2.9) we finish the proof. \( \square \)

Using this previous result we now obtain a local minimum of the functional \( J_{s, \lambda} \) in the \( C_s(\Omega) \)-topology. This is the first step in order to get a local minimum in \( X_0^s(\Omega) \). That is,

**Lemma 2.4.** For all \( \lambda \in (0, \Lambda) \) the minimal solution \( u_{\lambda} \) is a local minimum of the functional \( J_{s, \lambda} \) in the \( C_s \)-topology.

**Proof.** The proof follows in a similar way as in [4] (see also Lemma 3.3 of [18]). In our case we have to consider the nonlocal operator \((-\Delta)^s\) instead of \((-\Delta)\) and the space \( C_s(\Omega) \) instead of \( C_0^1(\Omega) \). We omit the details. \( \square \)

To prove that we already have a minimum in the space \( X_0^s(\Omega) \) we show that the result obtained by Brezis and Nirenberg in [13] is also valid in our context.

**Proposition 2.5.** Let \( z_0 \in X_0^s(\Omega) \) be a local minimum of \( J_{s, \lambda} \) in \( C_s(\Omega) \); by this we mean that there exists \( r_1 > 0 \) such that

\[ J_{s, \lambda}(z_0) \leq J_{s, \lambda}(z_0 + z), \quad \forall z \in C_s(\Omega) \text{ with } \|z\|_{C_s(\Omega)} \leq r_1. \quad (2.10) \]
Then, \( z_0 \) is also a local minimum of \( J_{s,\lambda} \) in \( X_0^s(\Omega) \), that is, there exists \( r_2 > 0 \) so that
\[
J_{s,\lambda}(z_0) \leq J_{s,\lambda}(z + z_0), \quad \forall z \in X_0^s(\Omega) \text{ with } \|z\|_{X_0^s(\Omega)} \leq r_2.
\]

**Proof.** We follow the ideas given in [18, Theorem 5.1]. Let \( z_0 \) be as in (2.10) and set, for \( \varepsilon > 0 \),
\[
B_\varepsilon(z_0) = \{ z \in X_0^s(\Omega) : \|z - z_0\|_{X_0^s(\Omega)} \leq \varepsilon \}.
\]
Now, we argue by contradiction and we suppose that for every \( \varepsilon > 0 \) we have
\[
\min_{v \in B_\varepsilon(z_0)} J_{s,\lambda}(v) < J_{s,\lambda}(z_0).
\]
(2.11)

We pick \( v_\varepsilon \in B_\varepsilon(z_0) \) such that \( \min_{v \in B_\varepsilon(z_0)} J_{s,\lambda}(v) = J_{s,\lambda}(v_\varepsilon) \). The existence of \( v_\varepsilon \) comes from a standard argument of weak lower semi-continuity. We want to prove that
\[
v_\varepsilon \rightarrow z_0 \text{ in } C_0^s(\Omega) \text{ as } \varepsilon \downarrow 0,
\]
(2.12)
because this would imply that there are \( z \in C_0^s(\Omega) \), arbitrarily close to \( z_0 \) in the metric of \( C_0^s(\Omega) \) (in fact, \( z = v_\varepsilon \) for some \( \varepsilon \)), such that
\[
J_{s,\lambda}(z) < J_{s,\lambda}(z_0).
\]
This contradicts our hypothesis (2.10).

Let \( 0 < \varepsilon \ll 1 \). Note that the Euler–Lagrange equation satisfied by \( v_\varepsilon \) involves a Lagrange multiplier \( \xi_\varepsilon \) such that
\[
\langle J'_{s,\lambda}(v_\varepsilon), \varphi \rangle = \xi_\varepsilon \langle v_\varepsilon, \varphi \rangle_{X_0^s(\Omega)}, \quad \forall \varphi \in X_0^s(\Omega).
\]
(2.13)
As a consequence, since \( v_\varepsilon \) is a minimum of \( J_{s,\lambda} \) in \( B_\varepsilon(z_0) \), we have
\[
\xi_\varepsilon = \frac{\langle J'_{s,\lambda}(v_\varepsilon), v_\varepsilon \rangle}{\|v_\varepsilon\|_{X_0^s(\Omega)}^2} \leq 0.
\]
(2.14)

By (2.13) we easily get that \( v_\varepsilon \) satisfies
\[
\begin{align*}
(-\Delta)^sv_\varepsilon &= \frac{1}{1-\xi_\varepsilon} f_\lambda(v_\varepsilon) := f_\varepsilon(\varepsilon) & \text{in } \Omega, \\
v_\varepsilon &= 0 & \text{in } \mathbb{R}^n \setminus \Omega,
\end{align*}
\]
where \( f_\lambda(t) := \lambda(t_+)^q + (t_+)^{2s-1} \).

Since \( v_\varepsilon > 0 \) and
\[
\|v_\varepsilon\|_{X_0^s(\Omega)} \leq C,
\]
by **Proposition 2.2** there exists a constant \( C_1 > 0 \) independent of \( \varepsilon \) such that \( \|v_\varepsilon\|_{L^\infty(\Omega)} \leq C_1 \). Moreover, by (2.14), it follows that \( \|f_\varepsilon(v_\varepsilon)\|_{L^\infty(\Omega)} \leq C \). Therefore, by [35, Proposition 1.1] (see also [44, Proposition 5]), we get that \( \|v_\varepsilon\|_{C^{0,s}(\overline{\Omega})} \leq C_2 \), for some \( C_2 \) independent of \( \varepsilon \). Here \( C^{0,s} \) denotes the space of Hölder continuous functions with exponent \( s \).

Thus, by the Ascoli–Arzelá Theorem there exists a subsequence, still denoted by \( v_\varepsilon \), such that \( v_\varepsilon \rightarrow z_0 \) uniformly as \( \varepsilon \downarrow 0 \). Moreover, by [35, Theorem 1.2], we obtain that for a suitable positive constant \( C \)
\[
\left\| \frac{v_\varepsilon - z_0}{\delta^s} \right\|_{L^\infty(\Omega)} \leq C \sup_{\Omega} |f_\varepsilon(\varepsilon) - f_\lambda(z_0)|.
\]
Since the latter tends to zero as \( \varepsilon \downarrow 0 \), (2.12) is proved.

**Lemma 2.4** and **Proposition 2.5** provide us with the existence of a positive local minimum in \( X_0^s(\Omega) \) of \( J_{s,\lambda} \) that will be denoted by \( u_0 \). We now make a translation as in [4] in order to simplify the calculations.
For $0 < \lambda < \Lambda$, we consider the functions

$$g_{\lambda}(x,t) = \begin{cases} \lambda(u_0 + t)^q - \lambda u_0^q + (u_0 + t)^{2^*_q - 1} - u_0^{2^*_q - 1}, & \text{if } t \geq 0, \\ 0, & \text{if } t < 0, \end{cases} \quad (2.15)$$

and

$$G_{\lambda}(x, \xi) = \int_0^\xi g_{\lambda}(x,t) \, dt. \quad (2.16)$$

The associated energy functional $\tilde{J}_{s,\lambda} : X_{0}^s(\Omega) \to \mathbb{R}$ is given by

$$\tilde{J}_{s,\lambda}(u) = \frac{1}{2} \|u\|^2_{X_{0}^s(\Omega)} - \int_{\Omega} G_{\lambda}(x,u) \, dx. \quad (2.17)$$

Since $u \in X_{0}^s(\Omega)$, $\tilde{J}_{s,\lambda}$ is well defined. We define the translate problem

$$\tilde{P}_{\lambda} = \begin{cases} (-\Delta)^s u = g_{\lambda}(x,u) & \text{in } \Omega \subset \mathbb{R}^n, \\ u = 0 & \text{on } \mathbb{R}^n \setminus \Omega. \end{cases}$$

We know that if $\tilde{u} \not\equiv 0$ is a critical point of $\tilde{J}_{s,\lambda}$, then it is a solution of $\tilde{P}_{\lambda}$, and, by the Maximum Principle [45, Proposition 2.2.8], this implies that $\tilde{u} > 0$. Therefore $u = u_0 + \tilde{u} > 0$ will be a second solution of $(P_{\lambda}^+)$ and consequently a second one of $(P_{\lambda})$. Hence, in order to prove statement (4) of Theorem 1.1, it is enough to study the existence of a non-trivial critical point for $\tilde{J}_{s,\lambda}$.

First we have

**Lemma 2.6.** $u = 0$ is a local minimum of $\tilde{J}_{s,\lambda}$ in $X_{0}^s(\Omega)$.

**Proof.** The proof follows along the lines of [4, Lemma 4.2], see also [7, Lemma 3.4], so we omit the details. \qed

### 2.1. The Palais–Smale condition for $\tilde{J}_{s,\lambda}$

In this subsection assuming that we have a unique critical point, we prove that the functional $\tilde{J}_{s,\lambda}$ satisfies a local Palais–Smale condition (see Lemma 2.10). The main tool for proving this fact is an extension of the concentration–compactness principle by Lions in [32,33] for nonlocal fractional operators, given in [34, Theorem 1.5]. We will also need some technical results related to the behavior of the fractional Laplacian of a product. We start with the following.

**Lemma 2.7.** Let $\phi$ be a regular function that satisfies

$$|\phi(x)| \leq \frac{\tilde{C}}{1 + |x|^n + s}, \quad x \in \mathbb{R}^n \quad (2.18)$$

and

$$|
abla \phi(x)| \leq \frac{\tilde{C}}{1 + |x|^{n+s+1}}, \quad x \in \mathbb{R}^n, \quad (2.19)$$

for some $\tilde{C} > 0$. Let $B : X_{0}^{s/2}(\Omega) \times X_{0}^{s/2}(\Omega) \to \mathbb{R}$ be the bilinear form defined by

$$B(f,g)(x) := 2 \int_{\mathbb{R}^n} \frac{(f(x) - f(y))(g(x) - g(y))}{|x - y|^{n+s}} \, dy. \quad (2.20)$$

Then, for every $s \in (0, 1)$, there exist positive constants $C_1$ and $C_2$ such that for $x \in \mathbb{R}^n$ one has

$$|(-\Delta)^{s/2} \phi(x)| \leq \frac{C_1}{1 + |x|^n + s}.$$
\[ |B(\phi, \phi)(x)| \leq \frac{C_2}{1 + |x|^{n+s}}. \]

**Proof.** Let
\[
I(x) := \int_{\mathbb{R}^n} \frac{|\phi(x) - \phi(y)|}{|x-y|^{n+s}} dy.
\]

For any \(x \in \mathbb{R}^n\), it is clear that
\[ |(-\Delta)^{s/2} \phi(x)| \leq 2I(x). \]

Also, since \(|\phi(x)| \leq \tilde{C}\), we have
\[ |B(\phi, \phi)(x)| \leq 2\tilde{C}I(x). \]

Hence, it suffices to prove that
\[ I(x) \leq C \frac{1}{1 + |x|^{n+s}}, \quad \forall x \in \mathbb{R}^n, \quad (2.21) \]

for a suitable positive constant \(C\).

Since \(\phi\) is a regular function, for \(|x| < 1\) we obtain that
\[
I(x) \leq \|\nabla \phi\|_{L^\infty(\mathbb{R}^n)} \int_{|y| < 2} \frac{dy}{|x-y|^{n+s-1}} + C \int_{|y| \geq 2} \frac{dy}{|y|^{n+s}} \leq C \leq \frac{C}{1 + |x|^{n+s}}. \quad (2.22)
\]

Let now \(|x| \geq 1\). Then
\[
I(x) := I_{A_1}(x) + I_{A_2}(x) + I_{A_3}(x), \quad (2.23)
\]

where
\[
I_{A_i}(x) := \int_{A_i} \frac{|\phi(x) - \phi(y)|}{|x-y|^{n+s}} dy, \quad i = 1, 2, 3,
\]

with
\[
A_1 := \left\{ y : |x-y| \leq \frac{|x|}{2} \right\}, \quad A_2 := \left\{ y : |x-y| > \frac{|x|}{2}, |y| \leq 2|x| \right\}
\]

and
\[
A_3 := \left\{ y : |x-y| > \frac{|x|}{2}, |y| > 2|x| \right\}.
\]

Therefore, since for \(|x| \geq 1\) and \(y \in A_1\), \(|\phi(x) - \phi(y)| \leq |\nabla \phi(\xi)||x-y|\) with \(\frac{|x|}{2} \leq |\xi| \leq \frac{3}{2}|x|\), by (2.19), we obtain that
\[
I_{A_1}(x) \leq \frac{C}{|x|^{n+s+1}} \int_{A_1} \frac{dy}{|x-y|^{n+s-1}} \leq \frac{C}{1 + |x|^{n+s}}. \quad (2.24)
\]

Using now that, for any \(x, y \in \mathbb{R}^n\) we have the inequality
\[
|\phi(x)| + |\phi(y)| \leq \frac{C}{1 + \min\{|x|^{n+s}, |y|^{n+s}\}},
\]
we get
\[ I_{A_2}(x) \leq \frac{C}{|x|^{n+s}} \int_{A_2} \frac{dy}{(1 + |y|^{n+s})} \leq C|x|^{-(n+s)}, \]  
(2.25)

and

\[ I_{A_3}(x) \leq \frac{C}{|x|^{n+s}} \int_{A_3} \frac{dy}{|y|^{n+s}} \leq C|x|^{-(n+2s)}. \]  
(2.26)

Note that the last estimate follows from the fact that \((x, y) \in A_3\) implies \(|x - y| \geq |y|/2\). Then, by (2.23)–(2.26), we get that

\[ I(x) \leq C|x|^{-(n+s)} \leq C |x|^{-n - (s)} \]  
(2.27)

Hence, by (2.22) and (2.27), we conclude (2.21). \(\square\)

To establish the next auxiliary results we consider a radial, nonincreasing cut-off function \(\phi \in C_0^\infty (\mathbb{R}^n)\) and \(\phi_\varepsilon (x) := \phi (x/\varepsilon)\).

(2.28)

Now we get the following.

**Lemma 2.8.** Let \(\{z_m\}\) be a uniformly bounded sequence in \(X^s_0(\Omega)\) and \(\phi_\varepsilon\) the function defined in (2.28). Then,

\[ \lim_{\varepsilon \to 0} \lim_{m \to \infty} \left| \int_{\mathbb{R}^n} z_m(x)(-\Delta)^{s/2}\phi_\varepsilon(x)(-\Delta)^{s/2}z_m(x) \, dx \right| = 0. \]  
(2.29)

**Proof.** First of all note that, as a consequence of the fact that \(\{z_m\}\) is uniformly bounded in the reflexive space \(X^s_0(\Omega)\), say by \(M\), we get that there exists \(z \in X^s_0(\Omega)\), such that, up to a subsequence,

\[ z_m \rightharpoonup z \quad \text{weakly in } X^s_0(\Omega), \]
\[ z_m \to z \quad \text{strongly in } L^r(\Omega), \ 1 \leq r < 2^*_s, \]
\[ z_m \to z \quad \text{a.e. in } \Omega. \]  
(2.30)

Also it is clear that

\[ \left| (-\Delta)^{s/2}\phi_\varepsilon (x) \right| = e^{-\varepsilon} \left| (-\Delta)^{s/2} \phi \left( \frac{x}{\varepsilon} \right) \right| \leq C e^{-\varepsilon}. \]  
(2.31)

Therefore defining

\[ I_1 := \left| \int_{\mathbb{R}^n} z_m(x)(-\Delta)^{s/2}\phi_\varepsilon(x)(-\Delta)^{s/2}z_m(x) \, dx \right|, \]

from (2.31) and the fact that \(\|z_m\|_{X^s_0(\Omega)} < M\), we get

\[ I_1 \leq \left\| (-\Delta)^{s/2}z_m \right\|_{L^2(\mathbb{R}^n)} \left\| (-\Delta)^{s/2}\phi_\varepsilon \right\|_{L^2(\Omega)} \]
\[ \leq M \left\| z_m - z \right\|_{L^2(\mathbb{R}^n)} \left\| (-\Delta)^{s/2}\phi_\varepsilon \right\|_{L^2(\Omega)} + M \left\| z(-\Delta)^{s/2}\phi_\varepsilon \right\|_{L^2(\Omega)} \]
\[ \leq C e^{-\varepsilon} \|z_m - z\|_{L^2(\Omega)} + M \|z(-\Delta)^{s/2}\phi_\varepsilon\|_{L^2(\Omega)}. \]  
(2.32)

Since \(\|z\|_{X^s_0(\Omega)} \leq M\) then \(\|z\|_{L^2(\Omega)} \leq C\), that is \(z^2 \in L^{n/2} (\Omega)\). Hence, for every \(\rho > 0\) there exists \(\eta \in C_0^\infty (\Omega)\) such that

\[ \|z^2 - \eta\|_{L^{n/2} (\Omega)} \leq \rho. \]  
(2.33)

Then, by (2.31), (2.33) and Hölder’s inequality with \(p = n/n - 2s\) we obtain that
\[
\|z(-\Delta)^{s/2}\phi_{\varepsilon}\|_{L^2(\Omega)}^2 \leq \int_{\mathbb{R}^n} \left| \left| \frac{z^2(x) - \eta(x)}{\varepsilon} \right| (-\Delta)^{s/2}\phi_{\varepsilon}(x) \right|^2 \, dx + \int_{\mathbb{R}^n} \left| \eta(x) \right| \left| (-\Delta)^{s/2}\phi_{\varepsilon}(x) \right|^2 \, dx \\
\leq \left\| \frac{z^2 - \eta}{\varepsilon} \right\|_{L^2(\mathbb{R}^n)} \left\| (-\Delta)^{s/2}\phi_{\varepsilon} \right\|_{L^2(\mathbb{R}^n)}^2 + \left\| \eta \right\|_{L^\infty(\Omega)} \left\| (-\Delta)^{s/2}\phi_{\varepsilon} \right\|_{L^2(\mathbb{R}^n)}^2 \\
\leq \rho \varepsilon^{-2s} \left( \int_{\mathbb{R}^n} \left| \left( -\Delta \right)^{s/2}\phi \left( \frac{x}{\varepsilon} \right) \right|^{\frac{2}{s}} \, dx \right)^{\frac{2}{s}} + C \varepsilon^{-2s} \int_{\mathbb{R}^n} \left| \left( -\Delta \right)^{s/2}\phi \left( \frac{x}{\varepsilon} \right) \right|^2 \, dx \\
\leq \rho \left( \int_{\mathbb{R}^n} \left| \left( -\Delta \right)^{s/2}\phi \left( z \right) \right|^{\frac{2}{s}} \, dz \right)^{\frac{2}{s}} + C \varepsilon^{n-2s} \int_{\mathbb{R}^n} \left| (-\Delta)^{s/2}\phi \left( z \right) \right|^2 \, dz \\
\leq C\rho + C\varepsilon^{n-2s}. \tag{2.34}
\]

Hence, using (2.30), from (2.32), (2.34) and the fact that \( n > 2s \), it follows that
\[
\lim_{\varepsilon \to 0} \\lim_{m \to \infty} I_1 \leq \lim_{\varepsilon \to 0} C (\rho + \varepsilon^{n-2s})^{\frac{1}{2}} = C\rho^{\frac{1}{2}}. 
\]

Since \( \rho > 0 \) is fixed but arbitrarily small, we conclude the proof of Lemma 2.8. \( \square \)

Also, we have the following.

**Lemma 2.9.** With the same assumptions of Lemma 2.8 we have that
\[
\lim_{\varepsilon \to 0} \\lim_{m \to \infty} \left| \int_{\mathbb{R}^n} \left( -\Delta \right)^{s/2} z_m(x) B(z_m, \phi_{\varepsilon})(x) \, dx \right| = 0, \tag{2.35}
\]
where \( B \) is defined in (2.20).

**Proof.** Let
\[
I_2 := \left| \int_{\mathbb{R}^n} \left( -\Delta \right)^{s/2} z_m(x) B(z_m, \phi_{\varepsilon})(x) \, dx \right|. 
\]
Since \( \|z_m\|_{X_0^s(\Omega)} \leq M \), then
\[
I_2 \leq M \left\| B(z_m, \phi_{\varepsilon}) \right\|_{L^2(\mathbb{R}^n)} \\
\leq M \left\| B(z_m - z, \phi_{\varepsilon}) \right\|_{L^2(\mathbb{R}^n)} + M \left\| B(z, \phi_{\varepsilon}) \right\|_{L^2(\mathbb{R}^n)}, \tag{2.36}
\]
where \( z \) is, as in Lemma 2.8, the weak limit of the sequence \( \{z_m\} \) in \( X_0^s(\Omega) \). We estimate each of the summands in the previous inequality. Let
\[
\psi(x) := \frac{1}{1 + |x|^{n+s}} \quad \text{and} \quad \psi_{\varepsilon}(x) := \psi \left( \frac{x}{\varepsilon} \right). \tag{2.37}
\]
By Lemma 2.7 applied to \( \phi \), we note that
\[
B(\phi_{\varepsilon}, \phi_{\varepsilon})(x) = \varepsilon^{-s} B(\phi, \phi) \left( \frac{x}{\varepsilon} \right) \leq C \varepsilon^{-s} \psi \left( \frac{x}{\varepsilon} \right) = C \frac{\varepsilon^{-s}}{1 + |\frac{x}{\varepsilon}|^{n+s}} \leq C \varepsilon^{-s}. \tag{2.38}
\]
Therefore, by Cauchy–Schwarz inequality and (2.38), it follows that
\[
\left\| B(z_m - z, \phi_{\varepsilon}) \right\|_{L^2(\mathbb{R}^n)}^2 \leq \int_{\mathbb{R}^n} B(z_m - z, z_m - z)(x) B(\phi_{\varepsilon}, \phi_{\varepsilon})(x) \, dx \\
\leq C \varepsilon^{-s} \int_{\mathbb{R}^n} B(z_m - z, z_m - z)(x) \, dx \tag{2.39}
\]
Therefore, by (2.33), we get
\[ I = C e^{-s} \| \zeta - z \|^2 \chi^2_0(\Omega), \]
\[ = C e^{-s} \int_{\mathbb{R}^n} (z_m - z)(x)(-\Delta)^{s/2}(z_m - z)(x) \, dx \]
\[ \leq C e^{-s} \| z_m - z \|_{L^2(\Omega)} \| (-\Delta)^{s/2}(z_m - z) \|_{L^2(\mathbb{R}^n)} \]
\[ \leq C e^{-s} \| z_m - z \|_{L^2(\Omega)}. \quad (2.40) \]

On the other hand, for a suitable function \( f \), we have that
\[ \int_{\mathbb{R}^n} z^2(x)(-\Delta)^{s/2} f(x) \, dx = \int_{\mathbb{R}^n} f(x)(-\Delta)^{s/2} z^2(x) \, dx \]
\[ = \int_{\mathbb{R}^n} f(x)(2z(x)(-\Delta)^{s/2} z(x) - B(z, z)(x)) \, dx. \quad (2.41) \]

Then, arguing as in (2.39) and applying (2.41) with \( f := \psi_\varepsilon(x) \), from (2.38) we get that
\[ \| B(z, \phi_\varepsilon) \|_{L^2(\mathbb{R}^n)}^2 \leq \int_{\mathbb{R}^n} B(z, z)(x) B(\phi_\varepsilon, \phi_\varepsilon)(x) \, dx \]
\[ \leq C e^{-s} \int_{\mathbb{R}^n} B(z, z)(x) \psi_\varepsilon(x) \, dx \]
\[ \leq C e^{-s} \int_{\mathbb{R}^n} (-z^2(x)(-\Delta)^{s/2} \psi_\varepsilon(x) + 2z(x) \psi_\varepsilon(x)(-\Delta)^{s/2} z(x)) \, dx \]
\[ := I_{2,1} + I_{2,2}. \quad (2.42) \]

We estimate now \( I_{2,1} \) and \( I_{2,2} \) separately. Let \( \rho > 0 \). By Lemma 2.7 applied to \( \psi \) and (2.31), it follows that
\[ |I_{2,1}| \leq C e^{-2s} \int_{\mathbb{R}^n} z^2(x) \left\| (-\Delta)^{s/2} \psi \left( \frac{x}{\rho} \right) \right\| \, dx \]
\[ \leq C e^{-2s} \int_{\mathbb{R}^n} z^2(x) \psi \left( \frac{x}{\rho} \right) \, dx \]
\[ \leq C e^{-2s} \int_{\mathbb{R}^n} (z^2 - \eta)(x) \psi_\varepsilon(x) \, dx + e^{-2s} \int_{\mathbb{R}^n} \eta(x) \psi_\varepsilon(x) \, dx, \quad (2.43) \]

where \( \eta \in C^\infty_0(\Omega) \) is the function that satisfies (2.33). Then from (2.43) we obtain
\[ |I_{2,1}| \leq C \rho e^{-2s} \| \psi_\varepsilon \|_{L^2(\mathbb{R}^n)} + C e^{-2s} \| \eta \|_{L^\infty(\mathbb{R}^n)} \| \psi_\varepsilon \|_{L^1(\mathbb{R}^n)} \]
\[ \leq C \rho \| \psi_\varepsilon \|_{L^2(\mathbb{R}^n)} + C e^{-2s} \| \eta \|_{L^\infty(\mathbb{R}^n)} \| \psi_\varepsilon \|_{L^1(\mathbb{R}^n)}. \quad (2.44) \]

On the other hand,
\[ |I_{2,2}| \leq C e^{-s} \| (-\Delta)^{s/2} z \|_{L^2(\mathbb{R}^n)} \| \psi_\varepsilon \|_{L^2(\Omega)} \leq C e^{-s} \| \psi_\varepsilon \|_{L^2(\Omega)}. \quad (2.45) \]

Therefore, by (2.33), we get
\[ |I_{2,2}|^2 \leq C e^{-2s} \left( \int_{\Omega} \| (z^2 - \eta)(x) \| \psi_\varepsilon(x)^2 \, dx + \int_{\mathbb{R}^n} \eta \psi_\varepsilon(x)^2 \, dx \right) \]
\[ \leq C e^{-2s} \left( \rho \| \psi_\varepsilon \|_{L^2(\mathbb{R}^n)}^2 + \| \eta \|_{L^\infty(\mathbb{R}^n)} \| \psi_\varepsilon \|_{L^2(\mathbb{R}^n)}^2 \right) \]
\[ \leq C \rho \| \psi_\varepsilon \|_{L^2(\mathbb{R}^n)}^2 + C e^{-2s} \| \eta \|_{L^\infty(\mathbb{R}^n)} \| \psi_\varepsilon \|_{L^2(\mathbb{R}^n)}^2. \quad (2.46) \]
Then, by (2.44) and (2.46), it follows from (2.42) that
\[ \| B(z, \phi_\epsilon) \|_{L^2(\mathbb{R}^n)}^2 \leq C(\rho + \frac{1}{\epsilon}) + C(\epsilon^{n-2s} + \epsilon^{\frac{n-2s}{2}}). \]  
(2.47)

Hence, from (2.30), (2.40) and (2.47), since \( n > 2s \), we obtain
\[ \lim_{\epsilon \to 0} \lim_{m \to \infty} (\| B(z_m - z, \phi_\epsilon) \|_{L^2(\mathbb{R}^n)}^2 + \| B(z, \phi_\epsilon) \|_{L^2(\mathbb{R}^n)}^2) \leq \lim_{\epsilon \to 0} C(\rho + \epsilon^{n-2s}) = C\rho \frac{1}{\epsilon}. \]
(2.48)

Thus, since \( \rho \) is an arbitrary positive value,
\[ \lim_{\epsilon \to 0} \lim_{m \to \infty} (\| B(z_m - z, \phi_\epsilon) \|_{L^2(\mathbb{R}^n)}^2 + \| B(z, \phi_\epsilon) \|_{L^2(\mathbb{R}^n)}^2) = 0. \]
(2.48)

Finally, by (2.36) and (2.48), we conclude that
\[ \lim_{\epsilon \to 0} \lim_{m \to \infty} |I_2| = 0. \]

Now we can prove the principal result of this subsection:

**Lemma 2.10.** If \( u = 0 \) is the only critical point of \( \tilde{J}_{s, \lambda} \) in \( X_0^s(\Omega) \), then \( \tilde{J}_{s, \lambda} \) satisfies the (PS)\( c_1 \) condition, provided \( c_1 < c^* \), where \( c^* \) is defined as
\[ c^* = \frac{s}{n} S(n, s)^{\frac{n}{2}}. \]
(2.49)

Here \( S(n, s) \) denotes the Sobolev constant defined in (1.7).

**Proof.** Let \( \{ u_m \} \) be a Palais–Smale sequence for \( \tilde{J}_{s, \lambda} \), verifying
\[ \tilde{J}_{s, \lambda}(u_m) \to c_1 < c^* \quad \text{and} \quad \tilde{J}'_{s, \lambda}(u_m) \to 0. \]
(2.50)

Then, since there exists \( M > 0 \) such that \( \| u_m \|_{X_0^s(\Omega)} \leq M \), and, by hypothesis \( u = 0 \) is the unique critical point of \( \tilde{J}_{s, \lambda} \), it follows that
\[ u_m \rightharpoonup 0 \quad \text{weakly in } X_0^s(\Omega), \]
\[ u_m \to 0 \quad \text{strongly in } L^r(\Omega), \quad 1 \leq r < \frac{2^*_s - 2}{s}, \]
\[ u_m \to 0 \quad \text{a.e. in } \Omega. \]
(2.51)

Also, since \( u_0 \) is a critical point of \( J_{s, \lambda} \), we have that
\[ J_{s, \lambda}(z_m) = \tilde{J}_{s, \lambda}(u_m) + J_{s, \lambda}(u_m) + \lambda \int_{\Omega} \left( \frac{(u_0 + u_m)^{q+1}}{q+1} - (u_0 + u_m)^{q+1} \right) dx \]
\[ + \int_{\Omega} \left( \frac{(u_0 + u_m)^{2^*_s}}{2^*_s} + (u_0 + u_m)^{2^*_s - 1} - (u_0 + u_m)^{2^*_s - 1} \right) dx \]
\[ \leq \tilde{J}_{s, \lambda}(u_m) + J_{s, \lambda}(u_0), \]
(2.52)

where
\[ z_m = u_m + u_0. \]
(2.53)

Moreover, for every \( \varphi \in X_0^s(\Omega) \),
\[ \langle J'_{s, \lambda}(z_m), \varphi \rangle = \langle \tilde{J}'_{s, \lambda}(u_m), \varphi \rangle + \lambda \int_{\Omega} \left( \lambda (u_0 + u_m)^q + (u_0 + u_m)^{2^*_s - 1} \right) \varphi dx \]
\[ - \int_{\Omega} \left( (u_0 + u_m)^q + (u_0 + u_m)^{2^*_s - 1} \right) \varphi dx. \]
(2.54)
Then, by (2.50), (2.51) and (2.54) we obtain that
\[ J_{s,\lambda}'(z_m) \to 0. \]  
(2.55)
From (2.52) and (2.55) we get that the sequence \( \{z_m\} \) is uniformly bounded in \( X_{0}^{s}(\Omega) \). As a consequence, and the fact that \( u = 0 \) is the unique critical point of \( J_{s,\lambda} \), up to a subsequence, we get that
\[
\begin{align*}
z_m &\to u_0 \quad \text{weakly in } X_{0}^{s}(\Omega), \\
z_m &\to u_0 \quad \text{strongly in } L^r(\Omega), \quad 1 \leq r < 2^*_s, \\
z_m &\to u_0 \quad \text{a.e. in } \Omega. 
\end{align*}
\]  
(2.56)
Following [29] it is easy to prove that \( X_{0}^{s}(\Omega) \) could also be defined as the closure of \( C_{0}^{\infty}(\Omega) \) with respect to the \( X_{0}^{s}(\Omega) \)-norm (see also [24]). Hence, applying [34, Theorem 1.5] we have that there exist an index set \( I \subseteq \mathbb{N} \), a sequence of points \( \{x_k\}_{k \in I} \subseteq \Omega \), and two sequences of nonnegative real numbers \( \{\mu_k\}_{k \in I}, \{\nu_k\}_{k \in I} \), such that
\[
\left| (-\Delta)^{s/2}(z_m) \right|^2 \to |(-\Delta)^{s/2}u_0|^2 + \sum_{k \in I} \mu_k \delta_{x_k}. 
\]  
(2.57)
Moreover,
\[
\left| (z_m)_{+} \right|^{2^*_s} \to v = |u_0|^{2^*_s} + \sum_{k \in I} \nu_k \delta_{x_k},
\]  
(2.58)
in the sense of measures, with
\[
\nu_k \leq S(n, s)^{-\frac{n}{2^*_s}} \frac{2^*_s}{\mu_k^{\frac{n}{2^*_s}}} \quad \text{for every } k \in I.
\]  
(2.59)
Here \( \delta_{x_k} \) denotes the Dirac Delta at \( x_k \), while \( S(n, s) \) is the constant given in (1.7). We fix \( k_0 \in I \), and we consider \( \phi \in C_{0}^{\infty}(\mathbb{R}^n) \) a nonincreasing cut-off function satisfying
\[
\phi = 1 \quad \text{in } B_1(x_{k_0}) \quad \text{and} \quad \phi = 0 \quad \text{in } B_2(x_{k_0})^c.
\]  
(2.60)
Set now
\[
\phi_{\varepsilon}(x) = \phi(x/\varepsilon), \quad x \in \mathbb{R}^n.
\]  
(2.61)
Taking the derivative of the identity given in (1.6), see also [39, Lemma 16], for any \( u, \psi \in X_{0}^{s}(\Omega) \) we obtain that
\[
\int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{(u(x) - u(y)) (\psi(x) - \psi(y))}{|x - y|^{n+2s}} \, dxdy = \int_{\mathbb{R}^n} \psi(x) (-\Delta)^{s} u(x) \, dx.
\]  
(2.62)
Then, using \( \phi_{\varepsilon}(z_m)_{+} \) as a test function in (2.55), by (2.62), and the fact that
\[
\int_{\mathbb{R}^n} \left( \phi_{\varepsilon}(z_m)_{+} \right) (-\Delta)^{s} z_m \, dx \geq \int_{\mathbb{R}^n} \left( \phi_{\varepsilon}(z_m)_{+} \right) (-\Delta)^{s} \, dx,
\]  
we have that
\[
0 \geq \lim_{m \to \infty} \int_{\mathbb{R}^n} \left( \phi_{\varepsilon}(z_m)_{+} \right) (-\Delta)^{s} (z_m)_{+} \, dx - \left( \lambda \int_{B_{2^*_s}(x_{k_0})} ((z_m)_{+})^{q+1} \phi_{\varepsilon} \, dx + \int_{B_{2^*_s}(x_{k_0})} ((z_m)_{+})^{2^*_s} \phi_{\varepsilon} \, dx \right).
\]  
Hence,
\[
\begin{align*}
\lim_{m \to \infty} \int_{\mathbb{R}^n} (z_m)_{+}(x) (-\Delta)^{s/2}(z_m)_{+}(x) (-\Delta)^{s/2} \phi_{\varepsilon}(x) \, dx \\
- 2 \int_{\mathbb{R}^n} (-\Delta)^{s/2}(z_m)_{+}(x) \int_{\mathbb{R}^n} \frac{(\phi_{\varepsilon}(x) - \phi_{\varepsilon}(y))((z_m)_{+}(x) - (z_m)_{+}(y))}{|x - y|^{n+s}} \, dxdy
\end{align*}
\]  
\[
\leq \lim_{m \to \infty} \left( \lambda \int_{B_{2^*_s}(x_{k_0})} ((z_m)_{+})^{q+1} \phi_{\varepsilon} \, dx + \int_{B_{2^*_s}(x_{k_0})} ((z_m)_{+})^{2^*_s} \phi_{\varepsilon} \, dx - \int_{B_{2^*_s}(x_{k_0})} ((-\Delta)^{s/2}(z_m)_{+})^{2} \phi_{\varepsilon} \, dx \right).
\]
Therefore, by (2.56), (2.57) and (2.58) we get
\[
\lim_{\varepsilon \to 0} \lim_{m \to \infty} \left( \int_{\mathbb{R}^n} (z_m)_+(x) (-\Delta)^{s/2}(z_m)_+(x) (-\Delta)^{s/2} \phi_\varepsilon(x) \, dx \\
- 2 \int_{\mathbb{R}^n} (-\Delta)^{s/2}(z_m)_+(x) \int_{\mathbb{R}^n} \frac{(\phi_\varepsilon(x) - \phi_\varepsilon(y))((z_m)_+(x) - (z_m)_+(y))}{|x - y|^{n + s}} \, dx \, dy \right)
\leq \lim_{\varepsilon \to 0} \int_{B_2(x_{k_0})} u_0^{q+1} \phi_\varepsilon \, dx + \int_{B_2(x_{k_0})} \phi_\varepsilon \, d\mu - \int_{B_2(x_{k_0})} \phi_\varepsilon \, d\mu = v_{k_0} - \mu_{k_0} \geq 0.
\]
(2.63)

Since \( \phi \) is a regular function with compact support it is clear that it satisfies the hypothesis of Lemma 2.7. Therefore, by Lemma 2.8 and Lemma 2.9 applied to the sequence \( \{z_m\}_+ \), it follows that the left hand side of (2.63) goes to zero. That is, we obtain that
\[
\lim_{\varepsilon \to 0} \left( \int_{B_2(x_{k_0})} \phi_\varepsilon \, d\nu + \int_{B_2(x_{k_0})} u_0^{q+1} \phi_\varepsilon \, dx + \int_{B_2(x_{k_0})} \phi_\varepsilon \, d\mu - \int_{B_2(x_{k_0})} \phi_\varepsilon \, d\mu \right) = v_{k_0} - \mu_{k_0} \geq 0.
\]
Thus, from (2.59), we have that either \( v_{k_0} = 0 \) or
\[
v_{k_0} \geq S(n, s)^{\frac{2}{n}}.
\]
(2.64)

Suppose now that \( v_{k_0} \neq 0 \). By (2.52), (2.55) and (2.64) we obtain that
\[
c_1 + J_{s, \lambda}(u_0) \geq \lim_{m \to \infty} \left( J_{s, \lambda}(z_m) - \frac{1}{2} \langle J_{s, \lambda}'(z_m), z_m \rangle \right)
\geq \lambda \left( \frac{1}{2} - \frac{1}{q + 1} \right) \int_{\Omega} u_0^{q+1} \, dx + \frac{s}{n} \int_{\Omega} u_0^{2s} \, dx + \frac{s}{n} v_{k_0}
\geq J_{s, \lambda}(u_0) + \frac{s}{n} S(n, s)^{\frac{2}{n}}
= J_{s, \lambda}(u_0) + c^*.
\]
This is a contradiction with (2.50). Since \( k_0 \) was arbitrary, we deduce that \( v_k = 0 \) for all \( k \in I \). As a consequence, we obtain that \( (u_m)_+ \to 0 \) in \( L^{2s}(\Omega) \). Note that, since \( u_m \) is equal to zero outside \( \Omega \), indeed we have that \( (u_m)_+ \to 0 \) in \( L^{2s}(\mathbb{R}^n) \). This implies convergence of \( \lambda ((u_m)_+)^q + ((u_m)_+)^{2s} - 1 \) in \( L^{\frac{2s}{n+2s}}(\mathbb{R}^n) \). Finally, using the continuity of the inverse operator \( (-\Delta)^{-s/2} \), we obtain strong convergence of \( u_m \) in \( X_0^s(\Omega) \). \( \square \)

2.2. Proof of statement (4) of Theorem 1.1

In Lemma 2.10 we have proved that if \( u \equiv 0 \) is the only critical point of the functional \( \tilde{J}_{s, \lambda} \), then \( \tilde{J}_{s, \lambda} \) verifies the Palais–Smale condition at any level \( c_1 < c^* \), where \( c^* \) is the critical level defined in (2.49).

Now, we want to show that we can obtain a local (PS)\(_k\)-sequence for \( \tilde{J}_{s, \lambda} \) under the critical level \( c^* \). For this, assume, without loss of generality, that \( 0 \in \Omega \). By [21] (see also [11,31]) the infimum in (1.7) is attained at the function
\[
u_\varepsilon(x) = \frac{e^{(n-2s)/2}}{|x|^2 + \varepsilon^2 (n-2s)/2}, \quad \varepsilon > 0,
\]
that is
\[
\|(-\Delta)^{s/2}u_\varepsilon\|_{L^2(\mathbb{R}^n)^2} = \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{|u_\varepsilon(x) - u_\varepsilon(y)|^2}{|x - y|^{n+2s}} \, dx \, dy = S(n, s)\|u_\varepsilon\|_{L^{\frac{2s}{n+2s}}(\mathbb{R}^n)}^2.
\]
(2.66)

Also, let us introduce a cut-off function \( \phi_0 \in C^\infty(\mathbb{R}) \), nonincreasing and satisfying
\[
\phi_0(t) = \begin{cases} 
1 & \text{if } 0 \leq t \leq \frac{1}{2}, \\
0 & \text{if } t \geq 1.
\end{cases}
\]
For a fixed $r > 0$ small enough such that $B_r \subset \Omega$, set $\phi(x) = \phi_r(x) = \phi_0(|x|)$ and consider the family of nonnegative truncated functions

$$\eta_\varepsilon(x) = \frac{\phi u_\varepsilon(x)}{\|\phi u_\varepsilon\|_{L_{2s}^*(\Omega)}} \in X_0^s(\Omega).$$  \hspace{1cm} (2.67)

Then, we have the following.

**Lemma 2.11.** There exists $\varepsilon > 0$ small enough such that

$$\sup_{t \geq 0} \tilde{J}_{s,\lambda}(t\eta_\varepsilon) < c^*.$$  \hspace{1cm} (2.68)

**Proof.** We follow the proof of [4, Lemma 4.4] (see also [18, Lemma 3.9]).

Assume $n \geq 4s$. Since

$$(a + b)^p \geq a^p + b^p + \mu a^{p-1} b,$$

for some $\mu > 0$ and every $a, b \geq 0$, $p > 1$, \hspace{1cm} (2.69)

then the function $G_\lambda$ defined in (2.16), satisfies

$$G_\lambda(u) \geq \frac{1}{2s}(u_+)^{2s} + \frac{\mu}{2}(u_+)^2 u_0^{2s-2}.$$  \hspace{1cm} (2.70)

Therefore,

$$\tilde{J}_{s,\lambda}(t\eta_\varepsilon) \leq \frac{t^2}{2} \|\eta_\varepsilon\|^2_{X_0^s(\Omega)} - \frac{t^{2s}}{2} \int_\Omega u_0^{2s-2} \eta_\varepsilon^2 dx.$$  \hspace{1cm} (2.71)

Since $u_0 \geq a_0 > 0$ in $\text{supp}(\eta_\varepsilon)$ we get, for any $t \geq 0$ and $\varepsilon > 0$ small enough,

$$\tilde{J}_{s,\lambda}(t\eta_\varepsilon) \leq \frac{t^2}{2} \|\eta_\varepsilon\|^2_{X_0^s(\Omega)} - \frac{t^{2s}}{2} \mu \|\eta_\varepsilon\|^2_{L_{2s}^*(\Omega)}.$$  \hspace{1cm} (2.71)

Moreover, since $\|u_\varepsilon\|_{L_{2s}^*(\mathbb{R}^n)}$ is independent of $\varepsilon$, by [41, Proposition 21] we have

$$\|\eta_\varepsilon\|^2_{X_0^s(\Omega)} = \frac{\|\phi u_\varepsilon\|^2_{L_{2s}^*(\Omega)}}{\|\phi\|^2_{L_{2s}^*(\Omega)}} \leq \frac{1}{\|\phi\|^2_{L_{2s}^*(\Omega)}} \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{|u_\varepsilon(x) - u_\varepsilon(y)|^2}{|x - y|^{n+2s}} dxdy + O(\varepsilon^{n-2s})$$

$$= S(n, s) + O(\varepsilon^{n-2s}).$$  \hspace{1cm} (2.72)

Furthermore, by [18, Lemma 3.8] (see also [41, Proposition 22]) it follows that

$$\|\eta_\varepsilon\|^2_{L_{2s}^*(\Omega)} \geq \begin{cases} C \varepsilon^{2s} & \text{if } n > 4s, \\ C \varepsilon^{2s} \log(1/\varepsilon) & \text{if } n = 4s. \end{cases}$$  \hspace{1cm} (2.73)

Therefore, from (2.71), (2.72) and (2.73), we get

$$\tilde{J}_{s,\lambda}(t\eta_\varepsilon) \leq \frac{t^2}{2} (S(n, s) + C \varepsilon^{n-2s}) - \frac{t^{2s}}{2s} - \frac{t^2}{2} \tilde{C} \varepsilon^{2s} := g(t),$$  \hspace{1cm} (2.74)

with $\tilde{C} > 0$. Since $\lim_{t \to \infty} g(t) = -\infty$, then $\sup_{t \geq 0} g(t)$ is attained at some $t_{\varepsilon, \lambda} := t_\varepsilon \geq 0$. If $t_\varepsilon = 0$, then

$$\sup_{t \geq 0} \tilde{J}_{s,\lambda}(t\eta_\varepsilon) \leq \sup_{t \geq 0} g(t) = g(0) = 0$$

for any $0 < \lambda < \Lambda$ and (2.68) is trivially verified. Now, we suppose that $t_\varepsilon > 0$. Differentiating the above function $g(t)$, we obtain that
0 = g'(t_\epsilon) = t_\epsilon \left( S(n, s) + C_{\epsilon}^{n-2s} \right) - t_\epsilon^{2^*_s-1} - t_\epsilon \tilde{C}_{\epsilon}^{2s}, \tag{2.75}

which implies

\[ t_\epsilon \leq \left( S(n, s) + C_{\epsilon}^{n-2s} \right)^{\frac{1}{2^*_s-1}}. \] \tag{2.76}

Also we have, for \( \epsilon > 0 \) small enough,

\[ t_\epsilon \geq c > 0. \] \tag{2.77}

Indeed from (2.75) we get

\[ t_\epsilon^{2^*_s-2} = S(n, s) + C_{\epsilon}^{n-2s} - \tilde{C}_{\epsilon}^{2s} \geq c > 0, \]

provided \( \epsilon \) is small enough. Moreover, the function

\[ t \mapsto \frac{t^2}{2} \left( S(n, s) + C_{\epsilon}^{n-2s} \right) - \frac{t^{2^*_s}}{2^*_s} \]

is increasing on \([0, (S(n, s) + C_{\epsilon}^{n-2s})^{\frac{1}{2^*_s-2}}]\). Whence, by (2.76) and (2.77), we obtain

\[ \sup_{t \geq 0} g(t) = g(t_\epsilon) = \frac{S}{n} \left( S(n, s) + C_{\epsilon}^{n-2s} \right)^{\frac{n}{2^*_s}} - \tilde{C}_{\epsilon}^{2s}, \]

for some \( \tilde{C} > 0 \). Therefore, by (2.74), for \( n > 4s \), we get that

\[ \sup_{t \geq 0} \tilde{J}_{s, \lambda}(t_\eta_\epsilon) \leq g(t_\epsilon) \leq \frac{S}{n} \left( S(n, s) + C_{\epsilon}^{n-2s} \right)^{\frac{n}{2^*_s}} - \tilde{C}_{\epsilon}^{2s} \leq \frac{S}{n} \left( S(n, s) \right)^{\frac{n}{2^*_s}} = c^*. \] \tag{2.78}

If \( n = 4s \) the same conclusion follows.

The last case \( 2s < n < 4s \) follows by using the estimate (2.69) which gives

\[ G_{\lambda}(u) \geq \frac{1}{2^*_s} (u_+)^{2^*_s} + \frac{\mu}{2^*_s-1} u_0 (u_+)^{2^*_s-1}. \] \tag{2.79}

Then, (2.79) jointly with the inequality (3.28) of [18], instead of (2.73), and arguing in a similar way as above, finish the proof. \( \square \)

To complete the existence of the second solution, that is statement (4) in Theorem 1.1, in view of the previous results, we look for a path with energy below the critical level \( c^* \). Let us fix \( \lambda \in (0, \Lambda) \). We consider \( M_{\epsilon} > 0 \) large enough so that \( \tilde{J}_{s, \lambda}(M_{\epsilon} \eta_\epsilon) < \tilde{J}_{s, \lambda}(0) \). Note that such \( M_{\epsilon} \) exists, since \( \lim_{\eta_\epsilon \to -\infty} \tilde{J}_{s, \lambda}(t_\eta_\epsilon) = -\infty \). Also, by Lemma 2.6, there exists \( \alpha > 0 \) such that if \( \|u\|_{X_0^s(\Omega)} = \alpha \), then \( \tilde{J}_{s, \lambda}(u) \geq \tilde{J}_{s, \lambda}(0) \). We define

\[ \Gamma_{\epsilon} = \{ \gamma \in C([0, 1], X_0^s(\Omega)) : \gamma(0) = 0, \ \gamma(1) = M_{\epsilon} \eta_\epsilon \}, \]

and the minimax value

\[ c_{\epsilon} = \inf_{\gamma \in \Gamma_{\epsilon}} \sup_{0 \leq t \leq 1} \tilde{J}_{s, \lambda}(\gamma(t)). \] \tag{2.80}

By the arguments above, \( c_{\epsilon} \geq \tilde{J}_{s, \lambda}(0) \). Also, by Lemma 2.11, for \( \epsilon \ll 1 \) we obtain that

\[ c_{\epsilon} \leq \sup_{0 \leq t \leq 1} \tilde{J}_{s, \lambda}(t M_{\epsilon} \eta_\epsilon) = \sup_{t \geq 0} \tilde{J}_{s, \lambda}(t \eta_\epsilon) < c^*. \]

Therefore, by Lemma 2.10 and the MPT [5] if \( c_{\epsilon} > \tilde{J}_{s, \lambda}(0) \), or the corresponding refinement given in [26] if the minimax level is equal to \( \tilde{J}_{s, \lambda}(0) \), we obtain the existence of a non-trivial solution of \( \tilde{P}_{\lambda} \), provided \( u \equiv 0 \) is its unique solution. Of course this is a contradiction. Thus, \( \tilde{J}_{s, \lambda} \) admits a critical point \( \bar{u} \) different from the trivial function. As a consequence, \( u = u_0 + \bar{u} \) is a solution, different of \( u_0 \), of problem \( \tilde{P}_{\lambda} \). This concludes the proof of Theorem 1.1.
3. The critical and convex case $q > 1$

In this section we discuss the problem $(P_{\lambda})$ in the convex setting $q > 1$. Here, we argue essentially as in [37,38, 41–43], where the authors studied the linear case $q = 1$ using again variational techniques. With respect to the case $q = 1$, there are some extra difficulties to prove the (PS)$_c$ condition and to obtain the estimates of the Mountain Pass critical value. First of all it is easy to check the good geometry of the functional. That is we have the following.

**Proposition 3.1.** Assume $\lambda > 0$ and $1 < q < 2^*_s - 1$. Then, there exist $\alpha > 0$ and $\beta > 0$ such that

1. for any $u \in X^s_0(\Omega)$ with $\|u\|_{X^s_0(\Omega)} = \alpha$ one has that $\mathcal{J}_{s,\lambda}(u) \geq \beta$,
2. there exists a positive function $e \in X^s_0(\Omega)$ so that $\|e\|_{X^s_0(\Omega)} > \alpha$ and $\mathcal{J}_{s,\lambda}(e) < \beta$.

**Proof.** a) By the Sobolev embedding theorem, since $q + 1 < 2^*_s$, it can be easily seen that

$$
\mathcal{J}_{s,\lambda}(u) \geq g(\|u\|_{X^s_0(\Omega)}),
$$

where $g(t) = C_1 t^2 - \lambda C_2 t^{q+1} - C_3 t^{2^*_s}$, for some positive constants $C_1, C_2$ and $C_3$. Therefore, there will exist $\alpha > 0$ such that $\beta := g(\alpha) > 0$. Then, $\mathcal{J}_{s,\lambda}(u) \geq \beta$ for $u \in X^s_0(\Omega)$ with $\|u\|_{X^s_0(\Omega)} = \alpha$.

b) Fix a positive function $u_0 \in X^s_0(\Omega)$ such that $\|u_0\|_{X^s_0(\Omega)} = 1$ and consider $t > 0$. Since $2^*_s > 2$, it follows that

$$
\lim_{t \to \infty} \mathcal{J}_{s,\lambda}(tu_0) = -\infty.
$$

Then, there exists $t_0$ large enough, such that for $e := t_0 u_0$, we get that $\|e\|_{X^s_0(\Omega)} > \alpha$ and $\mathcal{J}_{s,\lambda}(e) < \beta$.

By a similar argument, it follows that

$$
\lim_{t \to 0^+} \mathcal{J}_{s,\lambda}(tu_0) = 0.
$$

Let us check now that we have the compactness properties of $\mathcal{J}_{s,\lambda}$.

3.1. The Palais–Smale condition for $\mathcal{J}_{s,\lambda}$

In this subsection we show that the functional $\mathcal{J}_{s,\lambda}$ satisfies the Palais–Smale condition in a suitable energy range involving the best fractional critical Sobolev constant $S(n, s)$ given in (1.7), that is we prove the following.

**Proposition 3.2.** Let $\lambda > 0$ and $1 < q < 2^*_s - 1$. Then, the functional $\mathcal{J}_{s,\lambda}$ satisfies the (PS)$_{c_2}$ condition provided $c_2 < c^*$, where $c^*$ is given in (2.49).

**Proof.** Let $\{u_m\}$ be a (PS)$_{c_2}$-sequence for $\mathcal{J}_{s,\lambda}$ in $X^s_0(\Omega)$, that is

$$
\mathcal{J}_{s,\lambda}(u_m) \to c_2 \quad (3.2)
$$

and

$$
\mathcal{J}'_{s,\lambda}(u_m) \to 0. \quad (3.3)
$$

First of all we get that $\{u_m\}$ is bounded in $X^s_0(\Omega)$. Indeed by (3.2) and (3.3), there exists $M > 0$ such that

$$
\|u_m\|_{X^s_0(\Omega)} \leq M. \quad (3.4)
$$

In order to prove our result we proceed by steps.

**Claim 1.** There exists $u_\infty \in X^s_0(\Omega)$ such that $(\mathcal{J}'_{s,\lambda}(u_\infty), \varphi) = 0$ for any $\varphi \in X^s_0(\Omega)$.

**Proof.** By (3.4) and the fact that $X^s_0(\Omega)$ is a reflexive space, up to a subsequence, still denoted by $u_m$, there exists $u_\infty \in X^s_0(\Omega)$ such that $u_m \rightharpoonup u_\infty$ weakly in $X^s_0(\Omega)$, that is
\[ \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{(u_m(x) - u_m(y))(\varphi(x) - \varphi(y))}{|x - y|^{n+2s}} \, dx \, dy \rightarrow \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{(u_\infty(x) - u_\infty(y))(\varphi(x) - \varphi(y))}{|x - y|^{n+2s}} \, dx \, dy \text{ for any } \varphi \in X^s_0(\Omega). \] 

(3.5)

Moreover, we have
\[ u_m \rightharpoonup u_\infty \text{ weakly in } L^{2^*_s}(\Omega), \]
\[ u_m \rightarrow u_\infty \text{ strongly in } L^r(\Omega), \quad 1 \leq r < 2^*_s, \]
\[ u_m \rightarrow u_\infty \text{ a.e. in } \Omega. \]  

(3.6) (3.7) (3.8)

Hence, taking the limit when \( m \to \infty \), by (3.3), (3.5)–(3.8) we conclude
\[
\int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{(u_\infty(x) - u_\infty(y))(\varphi(x) - \varphi(y))}{|x - y|^{n+2s}} \, dx \, dy = \lambda \int_{\Omega} (u_\infty)_+^q \varphi \, dx + \int_{\Omega} (u_\infty)_+^{2^*_s - 1} \varphi \, dx,
\]

for any \( \varphi \in X^s_0(\Omega) \).

\[ \square \]

Claim 2. The following equality holds:
\[
\mathcal{J}_{s,\lambda}(u_m) = \mathcal{J}_{s,\lambda}(u_\infty) + \frac{1}{2} \|u_m - u_\infty\|^2_{X^s_0(\Omega)} - \frac{1}{2s} \int_{\Omega} |(u_m)_+(x) - (u_\infty)_+(x)|^{2^*_s} \, dx + o(1).
\]

Proof. First of all, we observe that by (3.4) and the Sobolev embedding theorem, the sequence \( u_m \) is bounded in \( X^s_0(\Omega) \) and in \( L^{2^*_s}(\Omega) \). Hence, since (3.7) and (3.8) hold true, by the Brezis–Lieb Lemma (see [12, Theorem 1]), we get
\[
\|u_m\|^2_{X^s_0(\Omega)} = \|u_m - u_\infty\|^2_{X^s_0(\Omega)} + \|u_\infty\|^2_{X^s_0(\Omega)} + o(1),
\]
(3.9)

\[
\int_{\Omega} |(u_m)_+|^{2^*_s} \, dx = \int_{\Omega} |(u_m)_+(x) - (u_\infty)_+(x)|^{2^*_s} \, dx + \int_{\Omega} |(u_\infty)_+|^{2^*_s} \, dx + o(1).
\]
(3.10)

and
\[
\|u_m\|_{L^{q+1}(\Omega)} \rightarrow \|u_\infty\|_{L^{q+1}(\Omega)}.
\]
(3.11)

Therefore, by (3.9), (3.10) and (3.11) we deduce that
\[
\mathcal{J}_{s,\lambda}(u_m) = \frac{1}{2} \|u_m - u_\infty\|^2_{X^s_0(\Omega)} + \frac{1}{2} \|u_\infty\|^2_{X^s_0(\Omega)} - \frac{\lambda}{q + 1} \int_{\Omega} (u_\infty)_+^{q+1} \, dx
\]

\[
- \frac{1}{2s} \int_{\Omega} |(u_m)_+(x) - (u_\infty)_+(x)|^{2^*_s} \, dx + \frac{1}{2s} \int_{\Omega} (u_\infty)_+^{2^*_s} \, dx + o(1)
\]

\[
= \mathcal{J}_{s,\lambda}(u_\infty) + \frac{1}{2} \|u_m - u_\infty\|^2_{X^s_0(\Omega)} - \frac{1}{2s} \int_{\Omega} |(u_m)_+(x) - (u_\infty)_+(x)|^{2^*_s} \, dx + o(1),
\]

which gives the desired assertion.

\[ \square \]

Claim 3. The following estimate holds:
\[
\|u_m - u_\infty\|^2_{X^s_0(\Omega)} = \int_{\Omega} |(u_m)_+(x) - (u_\infty)_+(x)|^{2^*_s} \, dx + o(1)
\]

\[
\leq \int_{\Omega} |u_m(x) - u_\infty(x)|^{2^*_s} \, dx + o(1).
\]
Proof. Note that, as a consequence of (3.6) and (3.10), we get

\[
\int_\Omega \left( (u_m)_+ \right)^{2_s-1} - \left( (u_\infty)_+ \right)^{2_s-1} (x) (u_m(x) - u_\infty(x)) \, dx
\]

\[
= \int_\Omega \left( (u_m)_+ \right)^{2_s} - \int_\Omega \left( (u_\infty)_+ \right)^{2_s-1} u_m \, dx - \int_\Omega \left( (u_m)_+ \right)^{2_s-1} u_\infty \, dx + \int_\Omega \left( (u_\infty)_+ \right)^{2_s} \, dx
\]

\[
= \int_\Omega \left( (u_m)_+ \right)^{2_s} - \int_\Omega \left( (u_\infty)_+ \right)^{2_s} + o(1)
\]

\[
= \int_\Omega \left| (u_m)_+ - (u_\infty)_+ \right|^{2_s} \, dx + o(1).
\] (3.12)

Furthermore, (3.7) and (3.11) give

\[
\int_\Omega \left( (u_m)_+ \right)^{q} - \left( (u_\infty)_+ \right)^{q} (x) (u_m(x) - u_\infty(x)) \, dx
\]

\[
= \int_\Omega \left( (u_m)_+ \right)^{q+1} - \int_\Omega \left( (u_\infty)_+ \right)^{q} u_m \, dx - \int_\Omega \left( (u_m)_+ \right)^{q} u_\infty \, dx + \int_\Omega \left( (u_\infty)_+ \right)^{q+1} \, dx
\]

\[
= o(1).
\] (3.13)

Then, by (3.3), Claim 1, (3.12) and (3.13), we conclude that

\[
o(1) = \left\langle J'_s, \lambda (u_m), u_m - u_\infty \right\rangle
\]

\[
= \left\langle J'_s, \lambda (u_m) - J'_s, \lambda (u_\infty), u_m - u_\infty \right\rangle
\]

\[
= \|u_m - u_\infty\|_{X^s_0(\Omega)}^2 - \lambda \int_\Omega \left( (u_m)_+ \right)^{q} - \left( (u_\infty)_+ \right)^{q} (x) (u_m(x) - u_\infty(x)) \, dx
\]

\[
- \int_\Omega \left( (u_m)_+ \right)^{2_s-1} (x) - \left( (u_\infty)_+ \right)^{2_s-1} (x) (u_m(x) - u_\infty(x)) \, dx
\]

\[
= \|u_m - u_\infty\|_{X^s_0(\Omega)}^2 - \int_\Omega \left| (u_m)_+ (x) - (u_\infty)_+ (x) \right|^{2_s} \, dx + o(1). \quad \square
\] (3.14)

Now, we can finish the proof of Proposition 3.2.

By Claim 3 we know that

\[
\frac{1}{2} \|u_m - u_\infty\|_{X^s_0(\Omega)}^2 - \frac{1}{2s} \int_\Omega \left| (u_m)_+ (x) - (u_\infty)_+ (x) \right|^{2_s} \, dx = \frac{s}{n} \|u_m - u_\infty\|_{X^s_0(\Omega)}^2 + o(1).
\] (3.15)

Then, by (3.2), Claim 2 and (3.14) we obtain

\[
J_s, \lambda (u_\infty) + \frac{s}{n} \|u_m - u_\infty\|_{X^s_0(\Omega)}^2 = J_s, \lambda (u_m) + o(1) = c_2 + o(1).
\] (3.16)

On the other hand, by (3.4), up to a subsequence, we can assume that

\[
\|u_m - u_\infty\|_{X^s_0(\Omega)}^2 \to L \geq 0,
\] (3.16)

and then, as a consequence of Claim 3,

\[
\int_\Omega \left| u_m(x) - u_\infty(x) \right|^{2_s} \, dx \to L \geq L.
\]
By the definition of $S(n, s)$ given in (1.7), we have
\[ L \geq S(n, s) \tilde{L}^{2/2^*} \geq S(n, s) L^{2/2^*}, \]
so that
\[ L = 0 \quad \text{or} \quad L \geq S(n, s) \tilde{L}^{2/2^*} \geq S(n, s) \tilde{L}^{2/2^*} \geq S(n, s) L^{2/2^*} \geq S(n, s) \tilde{L}^{2/2^*}, \]
We now prove that the case $L \geq S(n, s) \tilde{L}^{2/2^*}$ cannot occur. Indeed taking $\varphi = u_{\infty} \in X_{0}^s(\Omega)$ as a test function in Claim 1, we have that
\[ \|u_{\infty}\|_{X_{0}^s(\Omega)}^2 = \lambda \int_{\Omega} ((u_{\infty})_+)^{q+1} \, dx + \int_{\Omega} ((u_{\infty})_+)^{2^*} \, dx. \]
That is,
\[ \mathcal{J}_{s, \lambda}(u_{\infty}) = \lambda \left( \frac{1}{2} - \frac{1}{q + 1} \right) \|((u_{\infty})_+)\|_{L^{q+1}(\Omega)}^{q+1} + \frac{s}{n} \|((u_{\infty})_+)\|_{L^{2^*}(\Omega)}^{2^*} \geq 0, \tag{3.17} \]
thanks to the positivity of $\lambda$ and the fact that $q > 1$. Therefore, if $L \geq S(n, s) \tilde{L}^{2/2^*}$, then, by (3.15), (3.16) and (3.17) we get
\[ c_2 = \mathcal{J}_{s, \lambda}(u_{\infty}) + \frac{s}{n} L \geq \frac{s}{n} S(n, s) \tilde{L}^{2/2^*}, \]
which contradicts the fact that $c_2 < c^*$, for the $c^*$ given in (2.49). Thus $L = 0$ and so, by (3.16), we obtain that
\[ \|u_{m} - u_{\infty}\|_{X_{0}^s(\Omega)} \to 0. \quad \square \]

**Remark 3.3.** Note that the proof of Proposition 3.2 could be also obtained by the concentration–compactness theory of Subsection 2.1. This simply means that the arguments performed in the last part of the proof of Lemma 2.10 can be adapted to the convex setting.

### 3.2. Proof of Theorem 1.2

By Proposition 3.1 and (3.1) we get that $\mathcal{J}_{s, \lambda}$ satisfies the geometric features required by the MPT (see [5]). Moreover, by Proposition 3.2 the functional $\mathcal{J}_{s, \lambda}$ verifies the Palais–Smale condition at any level $c$, provided $c < c^*$.

Now, as in the concave case, we find a path with energy below the critical level $c^*$. That is, we have the following.

**Lemma 3.4.** Let $\lambda > 0$, $c^*$ be as in (2.49) and $\eta_\varepsilon$ be the nonnegative function defined in (2.67). Then, there exists $\varepsilon > 0$ small enough such that
\[ \sup_{t \geq 0} (\mathcal{J}_{s, \lambda}(t \eta_\varepsilon) < c^*, \]
provided
- $n > \frac{2s(q+3)}{q+1}$ and $\lambda > 0$ or
- $n \leq \frac{2s(q+3)}{q+1}$ and $\lambda > \lambda_s$, for a suitable $\lambda_s > 0$.

**Proof.** Let $n > \frac{2s(q+3)}{q+1}$.

First of all note that since $q > 1$ we get that $n > 2s(1 + \frac{1}{q})$. Therefore, denoting by $N := -(n - (n - 2s)(q + 1)) > 0$, for some positive constants $c$ and $\tilde{C}$, it follows that
\[
\int_{\mathbb{R}^n} \eta_\varepsilon(x)^{q+1} \, dx = C \int_{|x|<r} u_\varepsilon^{q+1} \, dx \\
= C e^{\frac{n-2s}{2} (q+1)} \int_{|x|<r} \frac{dx}{(|x|^2 + \varepsilon^2)^{(n-2s)(q+1)/2}} \\
= C e^{-(\frac{n-2s}{2})(q+1)} \int_{0}^{r} \frac{\rho^{n-1}}{1 + (\frac{\varepsilon}{\rho})^2} \, d\rho \\
= C e^{-(\frac{n-2s}{2})(q+1)} \int_{0}^{r/\varepsilon} \frac{t^{n-1}}{1 + t^2} \, dt \\
\geq C e^{-(\frac{n-2s}{2})(q+1)} \int_{1}^{r/\varepsilon} t^{n-1-(n-2s)(q+1)} \, dt \\
= \frac{C e^{-(\frac{n-2s}{2})(q+1)}}{N} \left( 1 - \left( \frac{\varepsilon}{r} \right)^N \right) \\
\geq \widetilde{C} e^{-(\frac{n-2s}{2})(q+1)}. \quad (3.18)
\]

Then, by (2.72) and (3.18) for any \( t \geq 0 \) and \( \varepsilon > 0 \) small enough we obtain
\[
J_{s,\lambda}(t \eta_\varepsilon) = \frac{t^2}{2} \|\eta_\varepsilon\|_{X_s(\Omega)}^2 - \frac{t^{2s}}{2s} - \lambda \frac{t^{q+1}}{q+1} \int_{\Omega} \eta_\varepsilon^{q+1} \, dx \\
\leq \frac{t^2}{2} \left( S(n, s) + C e^{n-2s} \right) - \frac{t^{2s}}{2s} - \widetilde{C} \lambda \frac{t^{q+1}}{q+1} e^{-(\frac{n-2s}{2})(q+1)} =: g(t). \quad (3.19)
\]

It is clear that
\[
\lim_{t \to \infty} g(t) = -\infty,
\]
therefore \( \sup_{t \geq 0} g(t) \) is attained at some \( t_{s,\lambda} := t_\varepsilon \geq 0. \) As we comment in the proof of Lemma 2.11 we could suppose \( t_\varepsilon > 0. \) Differentiating \( g(t) \) and equaling to zero, we obtain that
\[
0 = g'(t_\varepsilon) = t_\varepsilon \left( S(n, s) + C e^{n-2s} \right) - \frac{t_\varepsilon^{2s}}{2s} - \widetilde{C} \lambda t_\varepsilon^{q+1} e^{-(\frac{n-2s}{2})(q+1)}. \quad (3.20)
\]

Hence,
\[
t_\varepsilon < \left( S(n, s) + C e^{n-2s} \right)^{\frac{1}{2s-2}}. \quad (3.21)
\]

Moreover, we have that for \( \varepsilon > 0 \) small enough
\[
t_\varepsilon \geq c > 0. \quad (3.21)
\]

Indeed, from (3.20) it follows that
\[
t_\varepsilon^{2s-2} + \widetilde{C} \lambda t_\varepsilon^{q+1} e^{-(\frac{n-2s}{2})(q+1)} = S(n, s) + C e^{n-2s} \geq c > 0, \quad \text{for } \varepsilon > 0 \text{ small enough.}
\]

Also, since the function
\[
t \mapsto \frac{t^2}{2} \left( S(n, s) + C e^{n-2s} \right) - \frac{t^{2s}}{2s}
\]
is increasing on \([0, (S(n, s) + C e^{n-2s})^{\frac{1}{2s-2}}]\), by (3.19) and (3.21) we obtain
\[
\sup_{t \geq 0} g(t) = g(t_\epsilon) \leq \frac{s}{n} \left( S(n, s) + C e^{n-2s} \gamma \right) - C e^{n-(\frac{n-2s}{q})(q+1)} \\
\leq \frac{s}{n} S(n, s) \frac{n}{q} + C e^{n-2s} - C e^{n-(\frac{n-2s}{q})(q+1)},
\]

for some \( C > 0 \). Finally, from our hypothesis on \( n \), we conclude from (3.22) that
\[
\sup_{t \geq 0} \mathcal{J}_{s, \lambda}(t \eta) \leq g(t_\epsilon) < \frac{s}{n} S(n, s) \frac{n}{q}.
\]

Consider now the case \( n \leq \frac{2s(q+3)}{q+1} \). Arguing exactly as in the previous case, we get that
\[
(S(n, s) + C e^{n-2s}) = \frac{\gamma^2}{2} + \frac{\gamma^{q+1}}{q+1} e^{n-(\frac{n-2s}{q})(q+1)},
\]

with \( t_{\epsilon, \lambda} > 0 \) the point where \( \sup_{t \geq 0} g(t) \) is attained. We claim that
\[
t_{\epsilon, \lambda} \to 0 \quad \text{when} \quad \lambda \to +\infty.
\]

To see this, assume that \( \lim_{\lambda \to +\infty} t_{\epsilon, \lambda} = \ell > 0 \). Then, passing to the limit when \( \lambda \to +\infty \) in (3.23) we would get
\[
(S(n, s) + C e^{n-2s}) = +\infty,
\]

which is a contradiction and (3.24) follows. If we take now \( \beta \) the positive number given in Proposition 3.1, by (3.24) we obtain that
\[
0 \leq \sup_{t \geq 0} \mathcal{J}_{s, \lambda}(t \eta) \leq g(t_{\epsilon, \lambda})
\]
\[
= \frac{\gamma^2}{2} \left( S(n, s) + C e^{n-2s} \right) - \frac{\gamma^{q+1}}{q+1} e^{n-(\frac{n-2s}{q})(q+1)}
\]
\[
\leq \frac{\gamma^2}{2} \left( S(n, s) + C e^{n-2s} \right) - \frac{\gamma^2}{2} \to 0,
\]

when \( \lambda \to \infty \). Then,
\[
\lim_{\lambda \to +\infty} \sup_{t \geq 0} \mathcal{J}_{s, \lambda}(t \eta) = 0,
\]

which easily yields the desired conclusion for the case \( n \leq \frac{2s(q+3)}{q+1} \).

We conclude now the proof of Theorem 1.2. In order to do so, we define
\[
\Gamma_{\epsilon} = \{ \gamma \in C([0, 1], X_0^\infty(\Omega)) : \gamma(0) = 0, \, \gamma(1) = M_{\epsilon} \eta \}
\]
for some \( M_{\epsilon} > 0 \) big enough such that \( \mathcal{J}_{s, \lambda}(M_{\epsilon} \eta) < 0 \). Observe that for every \( \gamma \in \Gamma_{\epsilon} \) the function \( t \to |\gamma(t)|_{X_0^\infty(\Omega)} \) is continuous in \([0, 1]\). Therefore, for the \( \alpha \) given in Proposition 3.1, since \( |\gamma(0)|_{X_0^\infty(\Omega)} = 0 < \alpha \) and \( |\gamma(1)|_{X_0^\infty(\Omega)} = \|M_{\epsilon} \eta\|_{X_0^\infty(\Omega)} > \alpha \) for \( M_{\epsilon} \) sufficiently large, there exists \( t_0 \in (0, 1) \) such that \( |\gamma(t_0)|_{X_0^\infty(\Omega)} = \alpha \). As a consequence,
\[
\sup_{0 \leq t \leq 1} \mathcal{J}_{s, \lambda}(\gamma(t)) > \mathcal{J}_{s, \lambda}(\gamma(t_0)) \geq \inf_{\|v\|_{X_0^\infty(\Omega)} = \alpha} \mathcal{J}_{s, \lambda}(v) \geq \beta > 0,
\]

where \( \beta \) is the positive value given in Proposition 3.1. Hence,
\[
c_{\epsilon} = \inf_{\gamma \in \Gamma_{\epsilon}} \sup_{0 \leq t \leq 1} \mathcal{J}_{s, \lambda}(\gamma(t)) > 0.
\]

Then, by Lemma 3.4, Proposition 3.2 and the MPT given in [5] we conclude that the functional \( \mathcal{J}_{s, \lambda} \) admits a critical point \( u \in X_0^\infty(\Omega) \), provided \( n > \frac{2s(q+3)}{q+1} \) and \( \lambda > 0 \) or \( n \leq \frac{2s(q+3)}{q+1} \) and \( \lambda > \lambda_s \), for a suitable \( \lambda_s > 0 \). Moreover, since \( \mathcal{J}_{s, \lambda}(u) = c_{\epsilon} \geq \beta > 0 \) and \( \mathcal{J}_{s, \lambda}(0) = 0 \), the function \( u \) is not the trivial one. This concludes the proof of Theorem 1.2.

**Remark 3.5.** Some of the results obtained in Section 2 and Section 3 are true for integrodifferential operators more general than the fractional Laplacian, such as, for instance, the ones considered in [40,41].
Conflict of interest statement

We, the authors, certify that there is no conflict of interest with any financial organization regarding the material discussed in the manuscript.

References

[1] B. Abdellaoui, E. Colorado, I. Peral, Effect of the boundary conditions in the behavior of the optimal constant of some Caffarelli–Kohn–Nirenberg inequalities. Application to some doubly critical nonlinear elliptic problems, Adv. Differ. Equ. 11 (6) (2006) 667–720.
[2] R. Adams, Sobolev Spaces, Academic Press, 1975.
[3] S. Alama, Semilinear elliptic equations with sublinear indefinite nonlinearities, Adv. Differ. Equ. 4 (1999) 813–842.
[4] A. Ambrosetti, H. Brezis, G. Cerami, Combined effects of concave and convex nonlinearities in some elliptic problems, J. Funct. Anal. 122 (2) (1994) 519–543.
[5] A. Ambrosetti, P. Rabinowitz, Dual variational methods in critical point theory and applications, J. Funct. Anal. 14 (1973) 349–381.
[6] D. Applebaum, Lévy Processes and Stochastic Calculus, second ed., Camb. Stud. Adv. Math., vol. 116, Cambridge University Press, Cambridge, 2009.
[7] B. Barrios, E. Colorado, A. De Pablo, U. Sanchez, Remarks on the solvability of some elliptic problems with the Hardy potential, J. Differ. Equ. 252 (2012) 531-566.
[8] B. Barrios, M. Medina, I. Peral, Some remarks on the solvability of non-local elliptic problems with the Hardy potential, Commun. Contemp. Math., https://doi.org/10.1142/S0219199713500466.
[9] I. Bertoin, Lévy Processes, Camb. Tracts Math., vol. 121, Cambridge University Press, Cambridge, 1996.
[10] L. Boccardo, M. Escobedo, I. Peral, A Dirichlet problem involving critical exponents, Nonlinear Anal. 24 (11) (1995) 1639–1648.
[11] C. Brändle, E. Colorado, A. De Pablo, U. Sánchez, A concave–convex elliptic problem involving the fractional Laplacian, Proc. R. Soc. Edinb. A 143 (2013) 39–71.
[12] H. Brezis, E. Lieb, A relation between pointwise convergence of functions and convergence of functionals, Proc. Am. Math. Soc. 88 (3) (1983) 486–490.
[13] H. Brezis, L. Nirenberg, Positive solutions of nonlinear elliptic equations involving critical Sobolev exponents, Commun. Pure Appl. Math. 36 (4) (1983) 437–477.
[14] X. Cabrè, T. Tan, Positive solutions of nonlinear problems involving the square root of the Laplacian, Adv. Math. 224 (2010) 2052–2093.
[15] L. Caffarelli, J.M. Roquejoffre, Y. Sire, Variational problems with free boundaries for the fractional Laplacian, J. Eur. Math. Soc. 12 (2010) 1151–1179.
[16] L. Caffarelli, L. Silvestre, An extension problem related to the fractional Laplacian, Commun. Partial Differ. Equ. 32 (2007) 1245–1260.
[17] F. Charron, E. Colorado, I. Peral, Multiplicity of solutions to uniformly elliptic fully nonlinear equations with concave–convex right-hand side, J. Differ. Equ. 246 (11) (2009) 4221–4248.
[18] E. Colorado, I. Peral, Semilinear elliptic problems with mixed Dirichlet–Neumann boundary conditions, J. Funct. Anal. 199 (2003) 468–507.
[19] E. Colorado, A. De Pablo, U. Sanchez, Perturbations of a fractional critical equation, Pac. J. Math. (2014), in press.
[20] R. Cont, P. Tankov, Financial Modelling with Jump Processes, Chapman & Hall/CRC Financ. Math. Ser., Chapman and Hall/CRC, Boca Raton, FL, 2004.
[21] A. Cotsiolis, N. Tavoularis, Best constants for Sobolev inequalities for higher order fractional derivatives, J. Math. Anal. Appl. 295 (2004) 225–236.
[22] E. Di Nezza, G. Palatucci, E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces, Bull. Sci. Math. 136 (5) (2012) 521–573.
[23] M.M. Fall, T. Weth, Nonexistence results for a class of fractional elliptic boundary value problems, J. Funct. Anal. 263 (8) (2012) 2205–2227.
[24] E. Di Nezza, G. Palatucci, E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces, Bull. Sci. Math. 136 (5) (2012) 521–573.
[25] A. Ambrosetti, P. Rabinowitz, Dual variational methods in critical point theory and applications, J. Funct. Anal. 14 (1973) 349–381.
[26] D. Applebaum, Lévy Processes and Stochastic Calculus, second ed., Camb. Stud. Adv. Math., vol. 116, Cambridge University Press, Cambridge, 1996.
[27] B. Barrios, M. Medina, I. Peral, Some remarks on the solvability of non-local elliptic problems with the Hardy potential, Commun. Contemp. Math., https://doi.org/10.1142/S0219199713500466.
[28] I. Bertoin, Lévy Processes, Camb. Tracts Math., vol. 121, Cambridge University Press, Cambridge, 1996.
[29] L. Boccardo, M. Escobedo, I. Peral, A Dirichlet problem involving critical exponents, Nonlinear Anal. 24 (11) (1995) 1639–1648.
[30] L. Caffarelli, J.M. Roquejoffre, Y. Sire, Variational problems with free boundaries for the fractional Laplacian, J. Eur. Math. Soc. 12 (2010) 1151–1179.
[31] L. Caffarelli, L. Silvestre, An extension problem related to the fractional Laplacian, Commun. Partial Differ. Equ. 32 (2007) 1245–1260.
[32] F. Charron, E. Colorado, I. Peral, Multiplicity of solutions to uniformly elliptic fully nonlinear equations with concave–convex right-hand side, J. Differ. Equ. 246 (11) (2009) 4221–4248.
[33] E. Colorado, I. Peral, Semilinear elliptic problems with mixed Dirichlet–Neumann boundary conditions, J. Funct. Anal. 199 (2003) 468–507.
[34] E. Colorado, A. De Pablo, U. Sánchez, Perturbations of a fractional critical equation, Pac. J. Math. (2014), in press.
[35] R. Cont, P. Tankov, Financial Modelling with Jump Processes, Chapman & Hall/CRC Financ. Math. Ser., Chapman and Hall/CRC, Boca Raton, FL, 2004.
[36] A. Cotsiolis, N. Tavoularis, Best constants for Sobolev inequalities for higher order fractional derivatives, J. Math. Anal. Appl. 295 (2004) 225–236.
[37] E. Di Nezza, G. Palatucci, E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces, Bull. Sci. Math. 136 (5) (2012) 521–573.
[38] M.M. Fall, T. Weth, Nonexistence results for a class of fractional elliptic boundary value problems, J. Funct. Anal. 263 (8) (2012) 2205–2227.
[39] A. Fiscella, R. Servadei, E. Valdinoci, Density properties for fractional Sobolev spaces, preprint, 2013.
[40] J. García-Azorero, I. Peral, Multiplicity of solutions for elliptic problems with critical exponent or with non-symmetric term, Trans. Am. Math. Soc. 323 (2) (1991) 877–895.
[41] N. Ghoshteaux, D. Preiss, A general mountain pass principle for locating and classifying critical points, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 6 (5) (1989) 321–330.
[42] A. Majda, E. Tabak, A two-dimensional model for quasigeostrophic flow: comparison with the two-dimensional Euler flow, in: Nonlinear Phenomena in Ocean Dynamics, Los Alamos, NM, 1995, Physica D 98 (2–4) (1996) 515–522.
[43] V. Maz'ya, Sobolev Spaces with Applications to Elliptic Partial Differential Equations, second, revised and augmented edition, Grundlehren Math. Wiss. (Fundamental Principles of Mathematical Sciences), vol. 342, Springer, Heidelberg, 2011.
[44] N. Meyers, J. Serrin, H = W, Proc. Natl. Acad. Sci. USA 51 (1964) 1055–1056.
[45] G. Molica Bisci, R. Servadei, Lower semicontinuity of functionals of fractional type and applications to nonlocal equations with critical Sobolev exponent, preprint, available at http://www.ma.utexas.edu/mp_arc/index-13.html.
[46] E. Lieb, Sharp constants in the Hardy–Littlewood–Sobolev and related inequalities, Ann. Math. 118 (2) (1983) 349–374.
[47] P.-L. Lions, The concentration–compactness principle in the calculus of variations. The limit case. I, Rev. Mat. Iberoam. 1 (1) (1985) 145–201.
[48] P.-L. Lions, The concentration–compactness principle in the calculus of variations. The limit case. II, Rev. Mat. Iberoam. 1 (2) (1985) 45–121.
[49] G. Palatucci, A. Pisante, Improved Sobolev embeddings, profile decomposition and concentration–compactness for fractional Sobolev spaces, preprint, arXiv:1302.5923.
[50] J. Serra, X. Ros-Oton, The Dirichlet problem for the fractional Laplacian: regularity up to the boundary, J. Math. Pures Appl. 9 (101) (3) (2014) 275–302.
[36] J. Serra, X. Ros-Oton, The Pohozaev identity for the fractional Laplacian, arXiv:1207.5986 [math.AP].
[37] R. Servadei, The Yamabe equation in a non-local setting, Adv. Nonlinear Anal. 2 (2013) 235–270.
[38] R. Servadei, A critical fractional Laplace equation in the resonant case, Topol. Methods Nonlinear Anal. 43 (1) (2014) 251–267.
[39] R. Servadei, E. Valdinoci, Lewy–Stampacchia type estimates for variational inequalities driven by (non)local operators, Rev. Mat. Iberoam. 29 (2013) 1091–1126.
[40] R. Servadei, E. Valdinoci, Mountain Pass solutions for non-local elliptic operators, J. Math. Anal. Appl. 389 (2012) 887–898.
[41] R. Servadei, E. Valdinoci, The Brezis–Nirenberg result for the fractional Laplacian, Trans. Am. Math. Soc. (2014), in press.
[42] R. Servadei, E. Valdinoci, A Brezis–Nirenberg result for non-local critical equations in low dimension, Commun. Pure Appl. Anal. 12 (6) (2013) 2445–2464.
[43] R. Servadei, E. Valdinoci, Fractional Laplacian equations with critical Sobolev exponent, preprint, available at http://www.ma.utexas.edu/mp_arc/index-13.html.
[44] R. Servadei, E. Valdinoci, Weak and viscosity solutions of the fractional Laplace equation, Publ. Mat. 58 (1) (2014) 133–154.
[45] L. Silvestre, Regularity of the obstacle problem for a fractional power of the Laplace operator, Commun. Pure Appl. Math. 60 (1) (2007) 67–112.
[46] E.M. Stein, Singular Integrals and Differentiability Properties of Functions, Princet. Math. Ser., vol. 30, Princeton University Press, Princeton, NJ, 1970.
[47] M. Struwe, Variational Methods, Applications to Nonlinear Partial Differential Equations and Hamiltonian Systems, Ergeb. Math. Ihrer Grenzgeb., vol. 3, Springer-Verlag, Berlin, Heidelberg, 1990.
[48] J. Tan, The Brezis–Nirenberg type problem involving the square root of the Laplacian, Calc. Var. Partial Differ. Equ. 36 (1–2) (2011) 21–41.
[49] E. Valdinoci, From the long jump random walk to the fractional Laplacian, Bol. Soc. Esp. Mat. Apl. Se MA 49 (2009) 33–44.
[50] L. Vlahos, H. Isliker, Y. Kominis, K. Hizonidis, Normal and anomalous diffusion: a tutorial, in: T. Bountis (Ed.), Order and Chaos, 10th Volume, Patras University Press, 2008.
[51] M. Willem, Minimax Theorems, Prog. Nonlinear Differ. Equ. Appl., vol. 24, Birkhäuser, Boston, 1996.