SPH Modeling of Water-Related Natural Hazards
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Abstract: This paper collects some recent smoothed particle hydrodynamic (SPH) applications in the field of natural hazards connected to rapidly varied flows of both water and dense granular mixtures including sediment erosion and bed load transport. The paper gathers together and outlines the basic aspects of some relevant works dealing with flooding on complex topography, sediment scouring, fast landslide dynamics, and induced surge wave. Additionally, the preliminary results of a new study regarding the post-failure dynamics of rainfall-induced shallow landslide are presented. The paper also shows the latest advances in the use of high performance computing (HPC) techniques to accelerate computational fluid dynamic (CFD) codes through the efficient use of current computational resources. This aspect is extremely important when simulating complex three-dimensional problems that require a high computational cost and are generally involved in the modeling of water-related natural hazards of practical interest. The paper provides an overview of some widespread SPH free open source software (FOSS) codes applied to multiphase problems of theoretical and practical interest in the field of hydraulic engineering. The paper aims to provide insight into the SPH modeling of some relevant physical aspects involved in water-related natural hazards (e.g., sediment erosion and non-Newtonian rheology). The future perspectives of SPH in this application field are finally pointed out.
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1. Introduction

Thanks to the availability of high-performance computers, in the last few years, computational fluid dynamics (CFD) has been widely applied to simulate natural hazards in the field of hydraulic engineering. Due to the fast and large deformations characterizing the problems in this research field, meshless techniques allow for some intrinsic limitations of traditional grid-based methods (e.g., mesh deformation and cracking; free-surface, and interface treatment) to be overcome. Among the meshless techniques, the smoothed particle hydrodynamics (SPH) method has proven to have advantages over other methods. Following a Lagrangian approach, each continuum is discretized through a discrete set of material particles that lack connective mesh and follow the deformation undergone by the material. The dynamics of material particles obeys Newton’s laws of motion and the discretized form of the
governing equations (i.e., momentum and mass balance) is obtained through particle approximation using an interpolant kernel function (i.e., a central function of the particles’ relative distance). Based on the solution algorithm of the discretized governing equations, two different approaches can usually be defined: weakly compressible SPH (WCSPH), if the continuum is assumed to be slightly compressible (governing equations can be decoupled), and incompressible SPH (ISPH).

Even if SPH was originally developed for astrophysical problems, it has been subsequently extended to the analysis of free-surface flows and several kinds of multiphase flows including non-Newtonian fluid and post-failure dynamics of rainfall induced landslide. Many works have shown that the multiphase coupled dynamics of water and non-cohesive sediment mixture may be simulated following a fluidic approach [1–3]. Through the proper definition of appropriate yielding criteria and non-Newtonian rheological models, the triggering and propagation of multiphase flow as well as dense rapid granular flow can be simulated through the SPH approach with a suitable degree of accuracy in reproducing the experimental results, showing that this approach can be conveniently applied to real case studies. In this way, it is possible to simulate scouring around complex structures that may cause hazards related to both structural instability and threats to the safe management of hydro-power plants [4–7]. Another important branch of non-cohesive sediment dynamics is related to two-phase flows on complex 3D topography such as the sediment eroded by a dam-break wave propagating on a mountain valley [8].

In the field of dense granular flows, fast landslide dynamics can be properly simulated by accounting for the interactions with water (both pore water and stored water) that influences landslide deformability and run-out characteristics. Thus, complex multiphase flows can be simulated for investigating natural hazard related to a tsunami wave generated by a quick landslide at the slope of a reservoir [9–13]. Additionally, a fast shallow landslide triggered by intense rainfall at the slope of a hill represents the most common natural hazards in some areas of the world [14,15] and can be simulated with proper numerical modeling. Furthermore, SPH can be successfully applied to the analysis of slope stability, with the detection of failure initiation and propagation leading to delineation of the potential slip surface [16].

Computational methods are also successful in simulating complex nonlinear flows and transport processes involved in natural hazards related to the flooding risk, as in the case of dam and dyke failures. Water wave propagation in complex 3D topography can be properly predicted [17–20] including urban areas where the complexity of the 3D flow pattern is increased by sudden changes in the propagation direction due to buildings as well as different types of floating bodies such as cars, trucks, etc., as in the works in [21,22].

Even if mathematical models have been widely established to simulate the relevant hydraulic and hydro-geologic processes involved in the simulation of water-related natural hazards [23–25], the relevant complexity (especially from a geometric point of view) of practical applications in the field of applied engineering poses some difficulties in the applications of the computer codes that implement the above-mentioned mathematical models. The numerical modeling of a complex 3D problem frequently requires the discretization of large domains with a high resolution, which implies simulating a very large number of elements (usually at least some millions), thus increasing the required computational time and resources in a non-linear way. Fortunately, the parallel computational power of the computer hardware has increased significantly in recent years, especially in the case of graphics processing units (GPUs) which are now several times more powerful than traditional central processing units (CPUs). However, it is important to note that the GPU is more powerful only for properly posed problems that are parallelizable on GPUs, and not necessarily for general computing. Furthermore, it is imperative that the models are implemented using high performance computing (HPC) techniques to take advantage of the power of current hardware (i.e., multi-cored CPUs, GPUs, or other hardware accelerators).

Another limitation that computational modeling suffers is the inherent uncertainties of some modeling parameters that influence (in some cases even significantly) the model response and lower
the reliability of the results. Despite this intrinsic limitation, such deterministic models may be useful anyhow to support risk analysis and mitigation through the development of fast-running numerical models that can help to create probabilistic maps of risk variables. In this way, a multi-disciplinary decision support system for natural hazard risk reduction and management could be developed that allows for the exploration of several scenarios including potential risk-reduction options [26].

In this context, the aim of the paper was to provide an overview of some recent applications of the SPH method to the modeling of water-related natural hazards. The selected works illustrate some of the relevant problems of practical and theoretical interest in the field of hydraulic engineering that could be useful to provide an introduction to the SPH method as applied to the analysis and mitigation of water-related natural hazards.

Additionally, some widespread free and open-source software (FOSS) CFD codes for multiphase engineering applications are reviewed as well as their capabilities in modeling some of the problems described in this paper.

2. Two-Phase Coupled Dynamics

This section illustrates some engineering applications of the SPH method in the simulation of two-phase flows involved in hydraulic engineering problems of practical interest in the field of water-related natural hazards.

When dealing with the numerical simulation of two-phase flows of immiscible fluids, a central aspect to be considered is the interface treatment. Concerning incompressible SPH (ISPH) simulations of gravity currents induced by the inflow of a certain fluid into another fluid with a density difference, two different approaches were proposed in [27] and classified as a coupled model and a decoupled model, respectively. The coupled model is based on the assumption that standard ISPH governing equations can be applied to every particle in the computational domain regardless of the phase it belongs to. Therefore, when an interface particle is considered, the kernel interpolation is extended over all the heterogeneous neighbors in its interaction domain, which is the kernel compact support (circular in 2D problems or spherical in 3D problems) centered on the considered interface particle. In contrast, the decoupled model assumes that standard ISPH governing equations (including the Poisson equation) should be solved separately for each phase by identifying the free-surface. Therefore, if an interface particle is considered to be the kernel, interpolation is restricted to its homogeneous neighbors solely within the kernel support, thus kernel truncation occurs. Proper interface boundary conditions should be satisfied to couple both phases: these conditions can be represented by the continuity of both normal and tangential stresses between heterogeneous particles at the interface. According to the results in [27], the decoupled model also provides higher accuracy than the coupled model in the case of multi-fluid flow with a high-density ratio.

A modified formulation of the standard weakly compressible SPH (WCSPH) governing equations were presented in [28] for modeling rapid free-surface multiphase flows with a high-density ratio involving violent impact against a rigid wall. This formulation, which is based on the coupled approach, allows for the numerical instability induced by the discontinuity of the fluid properties across the interface to be eliminated without excluding the heterogeneous particle during kernel interpolation. Fairly accurate results were achieved with this coupled model simulating some flows with continuous pressure across the interface. Other good examples of multi-phase SPH formulations (both WCSPH and ISPH) that deal with the interface between fluids under certain constraints are described in the works in [29–32].

Among the variety of problems involving the numerical simulation of multi-phase flows, two topics of concern in the field of water-related natural hazards have been examined in the following: (i) scour with non-cohesive sediment transport induced by rapidly varied free-surface flow and erosion around complex structures; and (ii) fast dynamics of dense granular flows and landslides. Some relevant works on these topics are discussed, pointing out the peculiar aspects of numerical modeling.
2.1. Scouring and Sediment Transport

An important aspect of the design and maintenance of the bottom-founded submerged structure is non-cohesive sediment scouring. Bottom sediment erosion around the structure is caused by a complex flow pattern induced by the presence of the structure that strongly modifies the upstream undisturbed flow field [33]. The scouring evolution over time must be properly analyzed and mitigated in order to avoid worsening of structural stability due to foundation exposure.

This topic is widely investigated in fluvial hydraulics, in coastal areas, and in the marine environment. When dealing with a safety assessment of a hydraulic structure placed in the riverbed (e.g., bridges, barrages, etc.), the erosive action of the river stream must be reliably evaluated [34]. Several empirical formulas to predict final scouring are available, but the phenomenon is time-dependent and is affected by several uncertainties (related to both sediment and flow characteristics) as well as stochastic factors influencing the flow evolution such as transport and deposition of wood debris [5,35,36].

Additionally, in the design of highly demanding marine structures, the scour around the foundations should be dependably predicted [37,38]. For instance, a continuous one-way current due to the overtopping flow of an extreme tsunami wave may cause long-term erosion of the foundation on the rear side of the coastal protection structures [39,40]. Scour pit evolution behind the seawall induces the formation of eddies with increasing size to adapt the growing dimension of the scour cavity. Excessive sediment erosion directly results in the instability, and even destruction, of these hydraulic structures [41–44]. Most empirical relations have been established to predict the bulk and time-averaged sediment transport rate, but their application requires experimental data for calibration. Furthermore, these empirical relations were obtained from small scale laboratory experiments and their extension to a real scale problem may lead to significant erosion estimate errors [45].

An assessment of the mechanics of detailed temporal erosion processes as well as for the reliable design and assessment of these structures requires both physical investigations and advanced numerical modeling that accounts for the effects of the stochastic variables on the scouring process. Of course, numerical modeling is generally less expensive than physical experimentation, but, in some cases, experimental data may be available from technical literature. As with all engineering problems, any numerical tool must be properly validated against experimental data. After the model has been validated, its parameters require tuning based on the model/experiment results.

Many sediment modeling techniques use mesh-based approaches such as finite difference method and finite volume method to simulate the erosion and fluid-sediment coupled dynamics. However, these mesh-based methods suffer from some intrinsic limitations due to the fixed grid system, which leads to some difficulties in effectively simulating the bed-grain interactions, fluid-sediment momentum transmissions, and the dynamics within the deposits because of their fixed grid system. Furthermore, accurately tracking the free surface and fluid-sediment interface is also a big challenge for these approaches. Lagrangian meshfree particle methods overcome these limitations by intrinsically capturing the free-surface and tracking the particles. These methods have been widely used in recent years for the analysis of erosion processes.

The SPH technique has been proven to be effective in complex multiphase applications [46] such as water–gas flows or bubbly flow simulations [47,48]. In addition, when simulating non-cohesive bottom sediment scouring by rapid water flow, both weakly compressible (WCSPH) and incompressible (ISPH) formulations allow for a reliable description to be obtained. The basic idea is to model the sediment dynamics, likewise a pseudo-fluid, once the onset of sediment particle motion is attained. According to this approach, a criterion should be defined that represents the critical condition for the incipient motion of sediment; this can be done in terms of either critical velocity [49,50], or critical shear stress. The first approach may lead to some problems if critical velocity is evaluated as the depth-averaged value that in some cases may not be representative of the scouring, as for the continuous tsunami overflow behind a seawall that induces rapid water depth variation inside the scour pit [2]. The second approach based on the critical shear stress has been widely adopted to analyze non-cohesive sediment scouring by rapid water flows.
The authors in [7] implemented two different criteria in a WCSPH model to simulate the erosion process of non-cohesive bed sediment due to constant bottom water discharge from 2D tank (flushing). These criteria are based on Mohr–Coulomb (M–C) yielding theory and on Shields (SH) theory, respectively. The M–C critical condition defining sediment failure and the onset of erosion requires the introduction of a maximum viscosity as the product between sediment viscosity, \( \mu_s \), and a magnification factor, \( \eta \), representing the numerical parameters to be tuned. When the apparent viscosity is lower than the maximum viscosity, the sediment is treated as a non-Newtonian fluid of Bingham type and solid particles are set in motion with constant viscosity \( \mu_s \) (green curve in Figure 1). The strategy of introducing an upper viscosity limit for the sediment was also followed in [51] in the WCSPH simulation of complex problems in the field of marine engineering; below this maximum limit, the work in [51] adopted a variable apparent viscosity calculated through the M–C theory for the soil phase. The SH critical condition does not require the introduction of a numerical threshold for the viscosity of the solid phase. However, in [7], both the M–C and SH approaches require tuning of the mechanical parameters of the bottom sediment such as the angle of internal friction, \( \varphi \), and sediment viscosity, \( \mu_s \), that became numerical parameters to fit the experimental eroded profile. This may not be practical when calibration data are not available for the investigated problem.
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**Figure 1.** Rheological models for non-cohesive sediment erosion with bed load transport and for dense granular flows. \( I_2 \): second invariant of the rate of deformation tensor; \( \mu_{\text{app}} \): apparent viscosity.

In order to overcome this limitation, [8] proposed a WCSPH formulation of a mixture model for the analysis of dense granular flows consistent with the kinetic theory of granular flow (KTGF). This mixture model, which avoids the use of an erosion criterion, has been integrated into the FOSS code SPHERA v.9.0.0 (RSE SpA). The relevant physical properties (i.e., density and velocity) of the mixture of pure fluid and granular material are expressed as a function of the volume fraction \( \varepsilon \), occupied by each phase at a material point. The balance equations for the mixture are defined accordingly and discretized consistently with the WCSPH approach. The frictional regime of the mixture dynamics is represented under the packing limit of the KTGF, which holds for the volume fraction \( \varepsilon_s \) of the solid (granular) phase and is characteristic of bed-load transport and fast landslides (see also Section 2.2). In the frictional regime, the mixture (or apparent) viscosity, \( \mu_f \), is calculated as a weighted sum of the pure fluid viscosity \( \mu_f \) and the frictional viscosity \( \mu_{fr} \), the latter being evaluated on the basis of the mean effective stress \( \sigma'_m \), angle of internal friction \( \varphi \), and the second invariant \( I_2 \) of the rate of the deformation tensor of the sediment. The frictional viscosity increases as the shear rate tends to zero, in accordance with the pseudo-plastic rheological behavior (dashed blue curve in Figure 1).
To avoid the unbounded growth of apparent viscosity of the mixture, a threshold (or maximum) viscosity $\mu_{\text{max}}$ is introduced with a physical meaning. Threshold viscosity acts when approaching the zero shear rate; mixture particles with an apparent viscosity higher than the threshold viscosity are considered in the elastic–plastic regime of soil deformation where the kinetic energy of solid particles is relatively small and the frictional regime of the packing limit in the KTGF does not apply. For these reasons, the threshold viscosity is assigned to those particles that are excluded from the SPH computation (continuous red curve in Figure 1; below $\mu_{\text{max}}$, the red curve coincides with the dashed blue curve of the pseudoplastic model). The excluded particles represent a fixed boundary with suitable values of the relevant physical properties and are included in the neighbor list of the nearby moving particle. The value of the threshold viscosity does not require tuning or calibration, but it should be selected for the specific problem; the value assigned to the threshold viscosity is the higher value that does not influence the numerical results significantly. Further increase of the value assigned to the threshold viscosity only affects the computational time because it determines an increase in the maximum value that can be assumed by the apparent mixture viscosity during the computation. The relationship between the mixture viscosity and the time step value that assures the stability of the adopted explicit time-stepping scheme is given by Equation 2.33 in [8]. When the numerical stability of the time integration scheme is dominated by the viscous criterion, the threshold viscosity reduces the computational time.

In [8], some experiments of erosional dam breaks adopting the physical values for the mechanical parameters of the sediments including the angle of internal friction were simulated with good reliability. The 2D experimental tests, involving rapidly varied mixture flows with erosion and the transport of bed sediment, were simulated in [7] and [8]. Moreover, in [6], mixture flow computation was performed with the open-source DualSPHysics solver [52] accelerated with a graphic processing unit (GPU). The adopted WCSPH algorithm, representing the improvement of the model in [53], reproduces the dynamics of the bottom sediment phase combining two erosion criteria with the non-Newtonian rheological model. The adopted rheological model is based on the Bingham-type Herschel–Bulkley–Papanastasiou (HBP) model providing the apparent viscosity $\mu_{\text{HBP}}$ of the sediment:

$$
\mu_{\text{HBP}} = \frac{|\tau_c|}{\sqrt{T_2}} \left(1 - e^{-m \sqrt{T_2}}\right) + 2\mu \left(2 \sqrt{T_2}\right)^{n-1}
$$

This model allows for the transition between un-yielded (fixed) and yielded (mobile) granular material to be described without introducing a maximum value of the viscosity for the solid phase. Proper selection of the HBP model’s parameters, $m$ and $n$, allows for the reproduction of the required rheological behavior as the Newtonian or the pseudoplastic model. The yield stress parameter $\tau_c$ in the HBP model was evaluated in two different calibration procedures depending on the erosion criterion that holds for modeling the yielding mechanism of sediment. The qualitative representation of Equation (1) with $n < 1$ is denoted by the blue dashed curve in Figure 1.

If a solid particle is identified as being near the sediment–water interface by means of the criteria described in [6], then the Shields criterion determines the onset of bed erosion at the sediment–water interface and provides the critical bed shear stress $\tau_{bc}$, replacing the yield stress parameter $\tau_c$, in the HBP model.

If the particle is far from the water–sediment interface, or if the particle is near the water–sediment interface, then the yielding mechanism is modeled through the Drucker–Prager criterion that allows the critical shear stress $\tau_d$, replacing the yield stress parameter, $\tau_c$, in the HBP model to be defined to determine the apparent viscosity for the sediment.

As a result, three distinct regions may be defined, starting from the water–sediment interface and going downward: (a) eroded sediment exceeding the Shields critical bed shear stress (bed load transport); (b) yielded sediment (plastic deformation with slow kinematics); and (c) un-yielded sediment (high viscosity, static condition).
The model proposed in [6] also accounts for suspended transport. Following [51], the identification of the suspension layer is obtained through a non-dimensional concentration, \( c_v \), computed for an interface particle as the ratio of the sediment particle volume to the total particle volume within the interaction domain. The onset of suspended transport is determined by \( c_v \) falling below the threshold value of 0.3 and the suspended sediment viscosity is computed through [54] the experimental colloidal equation, which is more simple to implement with respect to the piece-wise function adopted in [51]. The density of suspended particles is computed by solving the mass balance equation. Even if, in some cases, the percentage gap between the experimental and numerically predicted maximum scouring depth is significant, it can be seen that the scour process is affected by several random factors and therefore reliable predictions of scouring effects are quite difficult to obtain, even with experimental modeling. The sediment dynamics models based on a synthetic rheological law (e.g., [6]) assume the same rheological behavior for the bed-load transport (frictional regime of KTGF), suspension for dense granular flows (kinetic-collisional regime of KTGF), and suspension for diluted granular flows (kinetic regime of KTGF). This feature provides advantages and drawbacks with respect to KTGF-based sediment dynamics models (e.g., [8]). The model of [6] can reproduce several sediment transport regimes (not only bed-load transport), but is not coherent with KTGF, some parameters require tuning procedures, and non-transported granular material (e.g., landslides) is not treated.

The work in [2] investigated by means of ISPH the water-induced 2D sediment scouring where the erosion process is mainly related to loose sediment particles suspended in the water flow, as in the case of scouring behind a seawall produced by continuous tsunami overtopping. In contrast to the physics of sediment flushing, where sediment moves as bed load at very high density, in the case of overtopping erosion, the solid particles move more loosely and the density of turbid water is significantly lower than the sediment density. In such situations, the erosion dynamics is controlled by the balance between the suspension effect due to turbulent mixing and settling of suspended solid particles owing to gravity force. This process is strongly affected by the size of numerical particles, which is usually far bigger than the size of a real sediment grain in practical problems. For the reasons explained above, adoption of real sediment density in the computation may lead to an unreliable representation of the erosion. The model proposed in [2] introduces a simplification due to the size (and hence number) of the particles required to properly model the turbulent mixing. This model is based on the concepts of numerical turbid water particle (TWP) and clear water particle (CWP) to simulate the sediment-entrained flow in cases where the granular particles of sediment move more loosely and sediment is washed away, mainly in the form of a suspended load. Due to the size considerations discussed above, numerical particles should be treated as a combination of clear water and turbid water particles if a suspended load is simulated; therefore, eroded solid particles represent a water–sediment mixture whose density is calculated based on the integral interpolation theory, thus accounting for density reduction as solid particles are suspended and mixed with water. The value of 1250 kg/m\(^3\) has been suggested for the reasonable initial density of the TWPs based on studies of bottom sediment movement. Figure 2 shows that the proposed ISPH model can simulate the real-time processes of the 2D overflow induced scouring. The detailed comparisons between numerical and experimental data can be found in [2].
experimental colloidal equation, which is more simple to implement with respect to the piece-wise function adopted in [51]. The density of suspended particles is computed by solving the mass balance equation. Even if, in some cases, the percentage gap between the experimental and numerically predicted maximum scouring depth is significant, it can be seen that the scour process is affected by several random factors and therefore reliable predictions of scouring effects are quite difficult to obtain, even with experimental modeling. The sediment dynamics models based on a synthetic rheological law (e.g., [6]) assume the same rheological behavior for the bed-load transport (frictional regime of KTGF), suspension for dense granular flows (kinetic-collisional regime of KTGF), and suspension for diluted granular flows (kinetic regime of KTGF). This feature provides advantages and drawbacks with respect to KTGF-based sediment dynamics models (e.g., [8]). The model of [6] can reproduce several sediment transport regimes (not only bed-load transport), but is not coherent with KTGF, some parameters require tuning procedures, and non-transported granular material (e.g., landslides) is not treated.

Figure 2. Snapshots of incompressible smoothed particle hydrodynamics (ISPH) calculated equilibrium scouring pit with different overflow depth: (a) $\eta = 3.3$ cm; (b) $\eta = 4.7$ cm, and (c) $\eta = 6.0$ cm.

In the subsequent work in [2], the ISPH model of [2] was successfully extended to the simulation of 3D local bed scour induced by clear water stationary flow passing a submerged vertical cylinder of relatively large size. Additional formulations were introduced to account for transversal and longitudinal bed slope. The erosion model was based on the turbidity water particle concept and the sediment motion was initiated when the calculated shear stress on the interface particles exceeded the critical value. The 3D ISPH erosion model was used to simulate the scouring process around a large vertical cylinder with a diameter of 60 cm in Figure 3, where the vorticity and the shape of the scour pit are illustrated at time $t = 2.5$ s and $t = 3.5$ s. The numerical results show that the proposed ISPH model could simulate the relevant features of the flow and the scour process (Figure 3). The detailed comparisons between the numerical and experimental data can be found in [1] and the scour dynamics were validated with a suitable degree of accuracy for engineering purposes. Even if a suitable representation of the complex scouring process can be obtained, the vorticity field shows some numerical noise (Figure 3a). Improvement of the calculated vorticity field could be obtained through the approach proposed in [46].
when considering the interaction between the sediment and the water that may be both an internal

interaction, related to pore water in landslide-prone saturated soil, and an external interaction with

stored water in a basin with unstable slopes.

The interaction between pore water and soil matrix is a fundamental aspect that influences the

triggering and propagation of shallow landslides induced by intense rainfall events that represent the

most common natural hazards in some areas of the world [14]. Intense rainfall events induce water

infiltration at slopes, leading to an increase of the volumetric water content and pore water pressure

that worsen the slope stability of the soil layer close to the surface and may cause its failure. Reliable

assessment of landslide susceptibility also requires a proper definition of the rainfall characteristics

considering recent climate trends affecting rainfall [55,56].

If landslide triggering occurs, in the post-failure phase, the pore water content, combined with

geo-mechanical properties of the soil, influence the sediment dynamics, and may induce in some

cases flow-like fast earth movements classified as complex landslides because their run-out start as

shallow rotational-translational failure, but changes into dense granular flows due to the large water

content [15]. In this case, the fast landslide dynamics is more difficult to predict using traditional

analytical models and a numerical approach could be helpful for landslide susceptibility assessment

and the creation of debris–flow inundation maps.

The work in [57] proposed a combined triggering–propagation modeling approach for the

evaluation of rainfall induced debris flow susceptibility. They adopted the transient rainfall infiltration

and grid-based regional slope-stability model (TRIGRS) [58], which is based on the infinite slope

stability approach, to obtain a map of potentially unstable cells within a study catchment under an

intense rainfall event. Since not all unstable cells, in general, evolve to a debris flow, an empirical

instability-to-debris-flow triggering threshold is calibrated on the basis of observed events and used to
identify, among unstable cells, the so-called triggering cells that could most likely contribute to debris flow. The triggering threshold is, therefore, the key element that allows coupling between the TRIGRS slope instability model and the debris flow propagation model FLO-2D \[59\], a finite volume model that numerically solves the depth-integrated flow equations. The work in \[57\] assumed a zero excess rainfall intensity and a total friction slope depending on the Bingham-type rheological parameters as a function of the sediment concentration. The calibration of the triggering threshold with geo-morphological data of the catchment area represents a crucial step for obtaining reliable susceptibility maps in the nearby areas. Back-analysis of a catastrophic event that occurred on 1 October 2009 in the Peloritani mountain area (Italy) provided fairly good results.

In order to quantify the level of risk addressing the uncertainty inherent in landslide hazard, the susceptibility evaluation represents only one of the relevant issues involved in risk analysis. Additionally, run-out dynamics should be properly assessed in order to provide a quantitative estimate of the landslide hazard and select appropriate protective measures for risk mitigation. In order to reach such a goal, reliable predictive models should be used to obtain quantitative information on the destructive potential of the landslide. This is mainly related to the following characteristics: run-out distance; width of damage corridor; travel velocity; characteristic depth of the moving mass; and characteristic depth of the deposits \[60\].

The work in \[61\] proposed a 2D depth-integrated, coupled, SPH model for predicting the path, velocity, and depth of flow-like landslides. While the post-failure flow model of \[57\] assumes the heterogeneous moving mass as a single-phase continuum, \[61\] modeled the dense granular flow as a two-phase mixture composed of a solid skeleton with the voids filled by a liquid phase. Assuming that the shear strength of the liquid phase can be disregarded, the stress tensor within the mixture is composed of pore pressure and effective stress. Then, the mixture dynamics was described by quasi-Lagrangian depth integrated governing equations of mass and momentum balance, and the pore pressure dissipation equation that were discretized according to the standard SPH approach. Depth-integrated equations do not provide information on the vertical flow structure that is needed for evaluating shear stress on the bottom and depth integrated stress tensor. For this reason, \[61\] assumed that this vertical structure would be the same as the uniform steady-state flow according to the so-called model of the infinite landslide having constant depth and moving at a constant velocity on a constant slope. The work in \[61\] adopted the simple method proposed in \[62\] to obtain the bottom shear stress in a non-Newtonian fluid of Bingham-type. The model in \[61\] was used to simulate some catastrophic event that occurred on May 1998 in the Campania region (Italy), showing the relevant role of geotechnical parameters (especially the fluid phase and angle of internal friction) for the reliable prediction of the run-out distance, velocity, and height of the landslides. Proper selection of the value assigned to these parameters assured the best agreement with the field observations.

Some flow-like landslides are characterized by a relatively small average depth if compared with the horizontal linear dimensions, therefore the assumption of a depth-integrated model is strongly consistent with the physics of the phenomenon. Furthermore, there could be rainfall induced landslides where the initial average depth is comparable with the horizontal length and width. In these cases, significant variations of the vertical thickness and the vertical velocity profile may occur along the landslide body in the flow direction. This is illustrated in Figure 4, showing the preliminary results of an on-going study. In this new study, a narrow landslide that occurred during an intense rainfall event on April 2009 in a hilly area of the Oltrepò Pavese, named the Recoaro Valley, Northern Italy, was reproduced by means of the 2D WCSPH simulation. It can be seen that in the early phase, just after the failure, the mass portion close to the landslide front moved faster than the rear portion. Additionally, just after the impact against the downstream vertical wall of a damaged building, the landslide front began decelerating while the rear mass portion on the steep slope still maintained a relatively high average speed.
In the peculiar case described above, the modeling approach based on the infinite landslide with constant depth and moving at a constant velocity on a constant slope may be less appropriate. Therefore, the solution of the governing equation in the three-dimensional form seems more appropriate than the depth-integrated model. The simulation shown in Figure 4 was carried out with the code SPHERA v.9.0.0 adopting the mixture model for dense granular flow discussed in [8]. Even if the code has a 3D formulation, a 2D approach may be conveniently adopted in this case because the landslide is relatively narrow and the flow may be assumed to be identical on the vertical planes along the flow direction.

The work in [63] used a finite volume approach to simulate mudflows and hyper-concentrated flows characterized by suspended fine material by adopting a Bingham rheological model. Similar to [64], the Cross model was adopted for modeling the non-Newtonian flow, assuming that the constant parameter \( m \) was equal to 1, resulting in the following formulation of the apparent viscosity:

\[
\mu_{\text{eff}} = \frac{\mu_0 + \mu_\infty K \dot{\gamma}}{1 + K \dot{\gamma}} = \mu_B
\]

where \( \dot{\gamma} \) denotes the shear rate defined through the second invariant \( \lambda_2 \) of the rate of deformation tensor; \( K \), \( \mu_0 \), and \( \mu_\infty \) are three constant parameters that can be conveniently related to common Bingham rheological parameters, namely the yield stress \( \tau_B \) and viscosity \( \mu_B \). From a physical point of view, \( \mu_0 \) and \( \mu_\infty \) denote the viscosity at very low and very high shear rate, respectively. In order to avoid numerical divergence caused by the unbounded growth of effective viscosity as the shear rate approaches zero, \( \mu_{\text{eff}} \) is limited to a suitably high threshold value, which is set to \( \mu_0 = 103 \mu_B \) to assure convergence. The test cases simulated in work in [63] considered the flow on inclined surfaces and analyzed the role of the Froude number [65] during the propagation phase, which may be helpful in designing the control works.

**Figure 4.** Frames of the 2D smoothed particle hydrodynamics (SPH) simulation of the rainfall induced shallow landslide occurred on April 2009 at Recoaro, Oltrepo Pavese (Northern Italy). (a) Velocity field; (b) Density field.
Landslides occurring at the slopes of confined water bodies (e.g., artificial basin or river-valley reservoir) or at coastal regions involve complex interactions between the solid and the fluid phase. In the post-failure phase of rapid landslides generated at the slope of a water body, an impulse wave is generally induced, which is usually referred to as tsunami \cite{66,67}. The characteristics of the generated water wave are related to the velocity and the shape (e.g., thickness and slope angle) of the landslide front, whose dynamic deformation is in turn affected by the water induced stresses at the interface while the landslide is penetrating the water body. Accurate prediction of the landslide induced wave hazard depends on reliable numerical models that can simulate the coupled dynamics.

The work in \cite{11} proposed a WCSPH model for the analysis of impulsive wave generated in a basin by a deformable landslide. In order to properly reproduce landslide deformation during the post-failure phase, they adopted an elastic–plastic constitutive model for the soil combined with the Drucker–Prager criterion. To account for the interaction with stored water, occurring at a very small timescale due to the fast dynamics, \cite{11} introduced a bilateral coupling model consisting of two sequential steps: the interface soil particles were initially considered as the moving deformable boundary whose velocity and position was used for solving the governing equations of the water phase; then the soil constitutive equation was solved with the corrected stress taking into account the water-induced surface force. This coupling model would require, in theory, an iterative procedure to assure the consistency of both stress and deformation at the interface at each time step. However, the sequential approach is quite suitable because the interface deformation is mainly caused by the landslide dynamics and small displacements occur within a time step. The mechanical parameters in the model of \cite{11} have a physical meaning and the corresponding values can be deduced from conventional soil mechanic experiments. Two experiments were simulated concerning the wave generated by a slow landslide \cite{12} and a fast landslide \cite{68}, respectively, obtaining in both cases good agreement with the experimental data.

The work in \cite{10} proposed a hybrid model for simulating the coupled dynamics between the landslide and stored water as well as the propagation of generated surge waves. The discrete element method (DEM) was used for simulating the landslide dynamics, while WCSPH was used to solve the governing equations for water. Spurious numerical noise affecting the water pressure field was removed by applying the δ-SPH technique \cite{69}. The interaction mechanism between the solid and fluid phase in the hybrid DEM-SPH model was based on the drag force and buoyancy. At each time step, these forces were first calculated considering (i) the initial position and velocity of both fluid and solid particles, (ii) the pressure of the fluid, and (iii) the local soil porosity, \( \varepsilon \), evaluated at the landslide–water interface with a kernel interpolation of the solid particle volume. Based on the calculated drag force and buoyancy, the corresponding new position and velocity of both fluid and solid particles were then calculated to solve the corresponding discretized governing equations. The updated position and the velocity field were subsequently used to recalculate drag force and buoyancy. Therefore, this interaction mechanism requires an iterative process to assure convergence of the calculated forces and consistency of the displacements and velocity field of the involved phases. The hybrid DEM-SPH model was used to simulate the sliding along a 45° sloping plane of a rigid body that mimics a submarine landslide, obtaining a suitable prediction of the experimental time evolution of water surface elevation \cite{70}. A modified simulation was additionally performed by considering the deformability of the sliding body, showing that smaller and less violent surge waves were generated owing to the landslide deformation.

A similar approach was proposed in \cite{71} for the analysis of underwater granular collapse by coupling WCSPH (for the fluid phase) with DEM (for the solid incoherent phase). A coupling module was developed for fluid–grain interaction: the force exerted by the fluid on a solid particle was obtained by integrating the contributions on its surface; in turn, the effect of the solid particles on the fluid motion was calculated by including the neighboring DEM particles in the SPH interpolation of the governing equations for the considered liquid particle. Another attempt of coupling SPH, in particular, the DualSPHysics model, with a distributed-contact discrete-element method (DCDEM) was proposed.
in [72] to explicitly solve the fluid and solid phases to model a real case of an experimental debris flow. An experimental setup for stony debris flows in a slit check dam was reproduced numerically, where solid material was introduced through a hopper, assuring a constant solid discharge for the considered time interval.

The reference mixture model of [8] for the dynamics of dense granular flow was modified by introducing a numerical parameter, $\mu_0$, referred to as limiting viscosity. The effect of limiting viscosity arises in the frictional regime at low deformation rates near the transition zone to the elastic–plastic regime: in this shear rate interval, a constant value $\mu_0$ (lower than $\mu_{\text{max}}$) is assigned to the mixture viscosity (see red dot-dashed curve in Figure 1), thus reducing the computational time in the case where the viscous criterion dominates the numerical stability of the time integration scheme. There are other alternative approaches to keep control of computational time in the simulation of high-viscosity flows. In the work of [73], a semi-implicit integration scheme was proposed to overcome the severe time-stepping restrictions caused by the WCSPH explicit integration scheme when simulating highly viscous fluids, as in the case of lava flow with thermal-dependent rheology. According to this approach, only the viscous part of the momentum equation is solved implicitly, thus saving computational time and obtaining an improved quality of the results with respect to the fully explicit scheme.

The mixture model of [8], modified with limiting viscosity, was successfully applied in [9] to the analysis of a fast massive landslide at the slope of an artificial reservoir. The simulated case reproduced a two-dimensional scale laboratory test carried out in 1968 at the University of Padua reproducing in Froude similitude a characteristic cross-section of the Vajont artificial basin. In 1963, a catastrophic landslide, estimated to be about 270 million cubic meters, fell into the Vajont reservoir, generating a tsunami that caused about 2000 casualties [74].

The experimental campaign of Padua aimed to evaluate the effects of both the material type and the landslide falling time on the maximum run-up of the generated wave over the opposite side of the valley. The landslide velocity was imposed through a rigid plate pulled by an engine through a steel cable. Several tests were carried out considering two types of rounded gravel (3–4 mm and 6–8 mm), crushed stone, and squared tile. For each of these material types, different values of the run-out velocity were tested by varying the plate stroke (in the range 0.5–0.8 m) and its velocity, thus resulting in a landslide falling time ranging approximately between 15 s and 500 s at full scale.

The frames in Figure 5 show the simulation results obtained with SPHERA v.9.0.0 [75]; some representative instants were selected during the acceleration phase where the vertical rigid plate pushes the landslide toward the basin, and the subsequent run-out phase of the generated wave climbs the opposite slope. Fairly good results were obtained in terms of the maximum height reached by the rising wave front. The left-hand panels show the velocity field evolution. The right-hand panels show the density field; it can be noticed that the lower landslide layer (light-brown) has a higher density because of the saturation. The effect of pore water allows for the landslide dynamics to be obtained more close to the experimental results because at $t = 1.35$ s, its front comes into contact with the opposite side of the basin. No tuning of the physical parameters of the model was necessary. The required accuracy was controlled by the proper adoption of the limiting viscosity value, $\mu_0$, reaching a reasonable compromise with consumed computational time. This test case is provided as tutorial number 35 in the documentation of SPHERA v.9.0.0 that is freely available in [76].
Calculation of the flow-impact induced forces on the submerged structure may be required in order to estimate landslide and water-related hazards. Using the standard WCSPH approach usually leads to high-frequency numerical noise in the pressure field [29] that may taint the calculation of the load time history acting on the solid structure. To overcome this problem and obtain the correct prediction of the hydrodynamic load for structural stability assessment, several strategies have been successfully introduced [77].

3. Flooding in Complex Topography with the Transport of Sediments

This section provides synthetic discussions on the following topics: state-of-the-art of CFD mesh-based codes for flood propagation on complex topography with sediment transport; advantages of SPH modeling for flood propagation on complex topography; state-of-the-art of SPH codes for sediment transport; example of a SPH code for flood propagation on complex topography with sediment transport; and pre-processing and post-processing tools for floods on complex topographies (i.e., real topographic surfaces or their scale models). The most popular codes used to represent erosional floods (i.e., flood propagation over granular beds) rely on mesh-based numerical methods and the shallow water equations (SWE). These are briefly recalled in the following. The work in [78] presents a finite element code for bed-load transport. A major novelty is the 3D mathematical formulation. However, the code validations only refer to 1D configurations in 2D domains where analytical solutions are available. The work in [79] introduced a Godunov-type 1D SWE model for 2D erosional dam-break floods. The work in [80] presented a 2D SWE-FVM (finite volume method) model for 3D erosional dam-break floods, which uses Exner's equation for the bed top evolution, a 1D heuristic formula for the bed-load transport rate, and a 1D spatial reconstruction scheme based on Riemann solvers suitable for multi-phase flows. The work in [81] presented a 2D SWE model for 3D erosional dam-break floods; validations refer to 1D and 2D bed-load transport configurations, whereas a 3D demonstrative configuration (still represented with a 2D code) was reported on a quake-induced erosional dam-break flood (Tangjiashan Quake Lake). The work in [82] applied a 2D SWE-FVM code to simulate an erosional
flood with bed-load transport in the Yellow River. The last two examples might represent typical applications of 2D SWE mesh-based models to 3D erosional floods on complex topography with 1D schemes for sediment transport.

The above mesh-based models share the following drawbacks: 2D modeling; no consistency with the KTGF; ad-hoc tuning procedure for the viscosity of the 2-phase mixture (water and granular material); and shallow-water approximation (e.g., hydrostatic pressure profiles, velocity is uniform along the vertical).

With respect to the above state-of-the-art mesh-based models, the meshless SPH numerical method introduces several advantages, which are synthesized in the following. SPH allows the detailed 3D fluid dynamics fields within the urban canopy (urban fabric) to be simulated including fluid-structure interactions, whilst the mesh-based 2D porous models do not provide a direct modeling of the flood-building interactions. The SPH method can simulate the 3D transport of solid structures and fluid interactions with other mobile and fixed structures and can also represent 3D bed-load transport and its impact on mobile and fixed solid structures. The SPH method provides a direct estimation of the position of the free surface and the fluid and phase interfaces due to its Lagrangian nature. The direct representation of Lagrangian derivatives is also responsible for the absence of the advective non-linear terms arising in the Eulerian formulation of the balance equations. No computational mesh generation is requested, thus saving person-months, software licenses, and computational resources. Nonetheless, several drawbacks have been reported. SPH is slightly more time consuming than mesh-based methods (fixed with the same spatial resolution and accuracy) and has a narrower but peculiar range of application fields, whose number is nonetheless elevated and relevantly involve floods. Furthermore, a SPH code can usually cover a wide range of spatial resolutions at different accuracy levels, but maintain stable algorithms. This allows the same code to be used for both preliminary analyses at a coarse spatial resolution and accurate simulations (at fine spatial resolution).

Although several SPH studies are available for 2D and 3D applications for granular flows, only a few have been dedicated to floods with sediment transport (over a simplified topography). Among these studies, [7] introduced a 2D erosion criterion to represent the sediment removal from water bodies by means of discharge channels (i.e., flushing procedures). Regardless of the application, the SPH models for granular flows were mostly restricted to 2D codes, featured by either 2-phase models or ad-hoc tuning for mixture viscosity.

Recently, a numerical mixture model for dense granular flows was presented in [8] to simulate the sediment dynamics phenomena, which typically involve the failure of earth-filled dams and dykes, bed-load transport, and fast landslides over complex topography. This model is discussed in the following. This was integrated into the FOSS SPH code SPHERA (RSE SpA) [76]. This mixture model permits the simulation of the above phenomena by solving a system of balance equations, coherent with the theoretical state-of-the-art frame represented by the KTGF [83], under the conditions of the “packing limit”. The model is based on mixture parameters (velocity, density, viscosity, and pressure) and phase variables (e.g., mean effective stress, frictional viscosity, and liquid phase pressure). The viscous parameters (mixture viscosity, frictional viscosity, and liquid viscosity) do not need any calibration/tuning (Section 2.1) [8]. Filtration is partly and implicitly represented; despite the absence of an explicit filtration scheme, a Lagrangian sub-scheme for saturation conditions was based on the hypotheses of stratified flows and local 1D filtration flows parallel to the local seepage [8]. A separated treatment involves the mixture particles under the elastic–plastic strain regime: they are held fixed as their velocities are negligible for applications such as bed-load transport and fast landslides [8]. The mixture model allows a high number of fluids to be simultaneously represented in the same domain, provided that they are either liquids or granular materials (both fully saturated or dry).

The model above was validated through laboratory experiments [8] and applied to a 3D erosional dam-break flood on complex topography (Figure 6). This demonstrative test case showed the applicability of the SPH method in simulating a flood on complex topography with bed-load transport. The 3D erosional dam break was triggered by an instantaneous and almost complete failure of a
gravity dam, whose structure was not simulated. The water flow impacts, thrusts, or erodes, and then transports a portion of the downstream mobile bed, which is composed of a bed of granular material. Its original sedimentation was related to the presence of a weir, whose structure was then removed before the dam building. The 3D fields of the velocity vector and pressure were computed and the 2D fields of the maximum (over time) water depth and specific flow rate (i.e., flow rate per width unit) were elaborated. These quantities, requested for risk analyses, were derived from the particle and the topography heights, and the magnitude of the depth-averaged velocity vectors. The time series of the water depth, the fluid volumes (cumulated in selected sub-domains), and the flow rate were assessed at specific monitoring sections. This demonstrative test, reported in [8] and available as tutorial no. 18 of SPHERA v.9.0.0 [76], shows the potential of the SPH method in simulating a full-scale 3D flood on complex topography with sediment transport. Although validations were reported in terms of comparisons with laboratory datasets [8], these only refer to simplified topographies. A full scale validation still has to be investigated due to the lack of available measures for complex topographies with sediment transport.

![Demonstrative test case for the meshless SPH method applied to a 3D erosional dam-break flood on complex topography](image)

**Figure 6.** Demonstrative test case for the meshless SPH method applied to a 3D erosional dam-break flood on complex topography [8]. (a) 3D view. (b) Top view. Digital elevation model (grey, with a black vertex triangulation), liquid SPH particles (blue), mixture SPH particles (brown).

CFD codes for flood propagation on complex topography need a suitable numerical chain. A non-exhaustive list of pre-processing and post-processing free tools for floods on complex topography is discussed hereafter.

The dataset SRTM3 (USGS) represents the most accurate open data DEM (“digital elevation model”, not to be confused with the “discrete element method” from Section 2.2) archive with a spatial resolution of 1” (spatial resolution length scale approximately equal to 31 m) and an almost global cover. The SRTM3 files are available in the “.tif” format. The numerical tool GDAL [84] can be used to convert the DEM “.tif” file format of SRTM3 in the alternative format “.dem”. DEM2xyz [85] can read the DEM file (“.dem” format), convert the geographic coordinates in Cartesian coordinates over a regular grid, and write the resulting DEM on an output file (“.xyz” format), possibly coarsening the spatial resolution and reconstructing bathymetry where it is not available. Paraview (Kitware) [86] can read the “.xyz” output file of DEM2xyz and elaborate a 2D Delaunay grid starting from the DEM vertices. Paraview also allows cutting the numerical domain, drawing particular regions of interest (e.g., water bodies), engineering works (e.g., dams), and monitoring elements (e.g., points, lines, surfaces). The above information, derived from Paraview, can be provided to DEM2xyz, which can be executed again to add the new elements designed with Paraview.

The 3D fluid dynamics output files of a CFD code for floods can be further elaborated by means of Grid Interpolator [87], which reads a 3D field of values from an input grid and interpolates them on
an output grid with a different spatial resolution. At this point, Paraview can be used to visualize the 2D and 3D fluid dynamics fields and return the associated image files.

All the pre-processing and post-processing items above are FOSS, but SRTM3, which is “open-data” (dataset available upon public and free access) [88] can be used within the same numerical chain and can be replaced by other free or proprietary items depending on the user resources and targets.

4. High Performance Computing Solutions for Complex Hydraulic Engineering Problems

Numerical modeling is becoming more useful and practical thanks to the capability of the current computer hardware. Years ago, significant simplifications of the problem needed to be undertaken in order to make the numerical simulation feasible due to past hardware limitations. Nowadays, thanks to the continuous hardware improvement and the use of HPC techniques that allow for the advantages of the enormous calculation power of the current hardware to be taken, it is possible to now simulate complex problems with fewer simplifications, and problems that were impossible to be simulated due to their spatial and/or temporal scale can now be carried out. Therefore, several codes have been developed that use these HPC techniques to simulate complex hydraulic engineering problems of water-related natural hazards in reasonable execution times. Some examples are SPHERA for sediment transport [8] and landslides [9]; DualSPHysics to model the scouring of two-phase liquid-sediments flows [6,53]; and GPUSPH for simulating lava flows [74]. As explained in [89], due to the limitation of sequential computing and the high cost of increasing performance in sequential architectures, the era of sequential computing was replaced by the era of parallel computing. Currently, hardware performance is fundamentally increased by expanding the number of processing units, instead of increasing the power of a single processing unit. Therefore, it is mandatory to use parallel programming techniques to distribute the workload among the available processing units and synchronize their execution.

OpenMP (Open Multi-Processing) is the most common parallel programming technique for multi-core systems with shared memory because it does not involve major code changes. MPI (message passing interface) is a standard for distributed memory systems that allows for the work to be divided among the multiple calculation nodes connected to each other. On the other hand, and more recently, GPGPU (general-purpose computing on graphics processing units) has emerged as an alternative to the use of traditional CPUs (central processing units). This technique allows the code to be executed on the GPU (graphics processing units). GPUs initially developed for rendering graphics have greatly increased their parallel computing power over the last decade due to the increasing computing demands of the gaming market, and more recently due to the significant growth of markets related to AI (artificial intelligence), DL (deep learning), and DNN (deep neural networks). They are in fact now several times faster than CPUs for problems that demand a high computational cost whilst offering a high degree of parallelism, to which SPH falls under [90]. At the same time, the emergence of programming languages such as CUDA (compute unified device architecture) and OpenCL makes the development of GPU codes easier. These two reasons have encouraged many researchers to implement their models for GPU, thus starting the era of GPU computing [91].

Particle methods such as smoothed particle hydrodynamics (SPH) [92] or moving particle semi-implicit (MPS) [93] have a very high computational cost. The high computational cost of particle methods is due to the fact that each particle has to interact with a large number of neighboring particles, which, in addition, may change every time step. The way that particles are organized in memory and the neighbor search (NS) algorithm is key to maximizing performance in parallel architectures. The most common algorithms for NS are the Verlet list and Cell-linked list. The work in [94] compared both algorithms applied to SPH and, in [95], variants of these algorithms were evaluated to conclude that the Verlet list may be faster than Cell-linked list, but the memory consumption is prohibitive for a high number of particles, so the Cell-linked list was found to be more efficient. The same conclusion was confirmed in [96] for GPU simulations. Quad-tree partitions combined with the Morton space filling curve (SFC) was recommended when using variable resolution in multi-core architectures [97] and GPU devices [98]. The work in [99] proposed another algorithm based on hierarchical cell decomposition.
The high computational cost of particle methods can be countered using the programming techniques discussed above. Thus, different implementations of the SPH method using OpenMP can be found [97,101,102], although the same algorithms can be applied to other particle methods. The work of [101] included a performance analysis of SPH in multi-core CPUs and studied how to avoid bottlenecks. The work in [102] implemented an optimized SPH for parallel machines with shared memory and compared the effective computing performance on multi-core CPUs and Xeon Phi MIC (many integrated core) coprocessors with 61 cores. The work in [97] evaluated the efficiency of a neighbor search algorithm based on a quad-tree partitioning on 32 processors. The SPH method has also been implemented for distributed memory systems using MPI for WCSPH [99,103–106], and MPI for ISPH [107,108]. The execution on distributed systems requires the division of the simulation domain into multiple subdomains. Each subdomain is executed by an independent process, but all processes must be synchronized for every calculation step. Therefore, load balancing between the different processes is essential to minimize the time that each process waits for the rest of the processes with a consequent loss of performance. In addition, this balancing needs to be dynamic where the workload can shift from one subdomain to another during simulation in Lagrangian methods. On the other hand, the decomposition of the domain into distributed memory systems requires the transfer of data between the nodes that process each domain, especially in the case of GPUs where transfers via PCI Express on the node itself are also required. The overhead of these memory transfers can be significant, so it is a major problem in the dynamic decomposition of the domain. In [103], the dynamic load balancing was based on the METIS package. The work in [104] implemented the code JOSEPHINE using the programming language Fortran 90 and OpenMPI, obtaining a good efficiency on 16 processors. The implementation of [99] used a hierarchical cell decomposition to allow variable resolution. The work in [105] obtained a high efficiency with 32,768 CPU cores using a decomposition algorithm based on orthogonal recursive bisection [109]. Most recently, [109] implemented dynamic domain decomposition between Voronoi subdomains and achieved a good speedup using 1024 processes. The work in [107] presented an ISPH solver where a simple spatial domain decomposition in cells was combined with the Hilbert space filling curve (SFC) and load balancing was only applied when particle imbalances were detected. This implementation reported an efficiency of 63%, simulating a still water case with 66.5 million particles on 512 processors compared to the execution time using 32 processors. The ISPH implementation of [108] achieved an efficiency close to 80% on 1536 MPI nodes, simulating a dam break with 100 million particles compared to the runtime using one node with 24 cores. Nowadays, powerful GPUs can be used instead of expensive parallel machines or clusters based on CPU processors to simulate several millions of particles. The first full GPU implementation of the SPH method was reported in [110] using shader programming. Other implementations on GPU are described in the works [52,111–115]. The work in [111] presented the SPH code, named DualSPHysics, implemented for GPU or CPU executions where a Cell-linked list [116] is used for a neighbor search. This work showed a comparison between several GPU models of different generations and several CPU models, achieving an improvement of almost two orders of magnitude. Hérault et al. [112] described another SPH solver for GPU named GPUSPH using a Verlet list. This solver allowed them to simulate lava flows on a complex topography with accuracy and efficiency, obtaining speedups of up to two orders of magnitude with respect to an equivalent CPU as claimed by the authors of [112]. The work in [52] presented an improved DualSPHysics code where the CPU and GPU optimization strategies described in [96] were applied to obtain a fair comparison between GPU and multi-core CPU executions. A multi-phase SPH model for liquid–gas simulations on GPUs based on DualSPHysics was shown in [113]. The use of GPUs is mandatory in this multi-phase approach since both fluids, water, and the surrounding air volume must be discretized in SPH particles. Therefore, the total number of particles and the execution time are usually increased several times.
The work in [114] described a 2D SPH code optimized for long hydraulic simulations using the Hilbert space filling curve to improve the data locality and increase the performance. The work in [115] presented the AQUAgpusph code using the programming language OpenCL. The use of OpenCL allows the use of NVIDIA or AMD GPUs and the same code can be executed on multi-core CPUs. GPU implementations of ISPH can be found in [117–119]. The work in [117] presented a solver written in OpenCL that could be executed on a CPU or GPU and the performance of both architectures was compared. The work in [118] showed an ISPH code to perform realistic fluid simulations in real time, so some simplifications were applied to increase the speed of execution. The work in [119] implemented an optimized GPU solver starting from [111] and achieved a speedup close to 5 against CPU simulations with 16 threads. GPU implementations of MPS can also be found in [120] for 2D and in [121] for 3D free surface simulations.

Several examples of solvers based on shallow water equations on GPU are in [98,122–126]. These allow for large-scale flood simulations to be performed using only one GPU. The work in [98] presented a SPH solver for shallow water with adaptive resolution using a quad-tree algorithm for neighbor search. The work in [122] presented a 2D flood model that allowed for the simulation of long duration floods in a few minutes. The work in [123] simulated more than one hour of the Malpasset dam failure case in less than 30 s and proved that the use of single precision was enough for that problem. The work in [124] presented a finite volume solver with explicit discretization and an efficient algorithm to deactivate dry zones improving performance. The work in [125] introduced an optimized version of the IBER solver [127] for CPU and GPU simulations. That new version of IBER solved 24 h of an extreme flash flood in less than 10 min. The work in [126] presented a shallow water model based on the finite volume approach implemented for GPU with the OpenACC language [128]. OpenACC allows GPU parallelization to be implemented automatically using compiler directives like OpenMP for CPUs. Some examples of flood simulation, possibly thanks to the computing power of a single GPU, can be found in [18,129,130]. The work in [129] used more than 1.5 million particles to simulate a complicated city layout including underground spaces with the GPUSPH model [112]. The work in [18] simulated runoff on a real terrain generated from photogrammetry information obtained by an UAV (unmanned aerial vehicle). This simulation with 7.5 million particles was performed using the DualSPHysics code [111] and took 138 h for 15 physical minutes. The work in [130] showed a large-scale urban flood performed by the GPU model implemented in [98]. This simulation with 230,000 particles took 135 h to simulate five physical hours.

One GPU can perform simulations with a high particle number in affordable execution times as demonstrated by the works mentioned before. The same results on CPU systems would require expensive CPU clusters. However, a fair comparison between GPU and CPU performance is not straightforward, since optimized solvers for both architectures and hardware from the same period should be used to avoid unreal speedups [116,131]. The work in [132] disproved the speedups of 100x or 1000x as shown in some GPU–CPU comparisons.

Although today’s GPUs provide high computation power, the simulation of real cases implies huge domains with a high resolution, which implies simulating tens or hundreds of million particles and these simulations are not viable in a single GPU due to memory limitations and prohibitive execution times. The solution is to use multi-GPU machines with shared memory or GPU clusters. Examples of multi-GPU SPH solvers can be found in [133–136]. The work in [133] explored the use of MPI in the DualSPHysics code to perform multi-GPU simulation on GPU clusters. This approach allowed for the simulation of 32 million particles on four GPUs, achieving an efficiency of 80% using weak scaling by simulating eight million particles per GPU. The work in [134] described the implementation of an optimized multi-GPU version of DualSPHysics using an MPI that was able to simulate 1024 million particles on 128 GPUs, achieving almost 100% efficiency using weak scaling by simulating eight million particles per GPU. The work in [135] extended the GPUSPH solver to multi-GPU machines with shared memory using threads and domain decomposition in two dimensions. This implementation is limited by the number of GPUs hosted by one machine or computation node, typically six or eight.
GPUs. The work in [136] presented a multi-GPU implementation with 3D domain decomposition that achieved 89% efficiency using strong scaling by simulating more than 30 million particles on eight GPUs using MPI.

5. Conclusions and Future Perspectives

This paper collected some recent works showing the application of CFD techniques for modeling problems of practical and theoretical interest involving complex multiphase flows relevant for the analysis and mitigation of water-related natural hazards. The paper focused on meshless techniques for the numerical modeling of fast landslides, tsunami wave, flooding in complex geometry and sediment scouring; few relevant examples have also been mentioned concerning traditional grid-based methods applied to the analysis of environmental risks related to flooding in complex topography. The peculiar features of the examined works in terms of mathematical modeling and numerical implementation have been illustrated and outline the principal differences.

Different approaches are commonly used for modeling the non-Newtonian dynamics of dense granular flows. Some of them consider the sediment as a single-phase moving mass; other approaches model the sediment as a two-phase mixture where the voids of the solid matrix are filled by some liquid phase in order to account for the pore pressure effects. In all of the works examined where the SPH method was applied to the solid, the motion of the granular phase was treated as a pseudo-fluid once the sediment particles had been mobilized. Furthermore, the criterion adopted for determining the onset of sediment motion is, in general, not uniform. In some of the considered works, a numerical threshold was used for this purpose and the involved mechanical parameters, despite their physical meaning, require proper tuning so that the model results can suitably fit the experimental data. This approach is used both in the analysis of bed sediment erosion and landslide run-out where the definition of a triggering threshold that establishes the critical condition for the onset of sediment motion is required. In these cases, the need of tuning parameters, which assume a numerical role rather than a physical meaning, may limit the applicability of the model to those situations of practical interest where calibration data are available. An alternative approach to overcome this limitation is provided by the kinetic theory of dense granular flows (KTGF) that is put into SPH formalism and has been proven to be able to simulate dense granular flows (the so-called “packing limit” of KTGF) and fast landslides with a suitable degree of accuracy.

Proper numerical modeling of the erosion processes that are related to the motion of loose sediment particles suspended in the water flow would require that the size of the numerical particles should be of the same order of the size of real sediment grains; but this task is not allowed in practical problems where the geometrical complexity may induce excessive computational cost. However, reliable results may be obtained by simulating numerical particles as a combination of clear water and turbid water particles that mimic a suspended load.

Concerning the interaction between the phases (i.e., water and sediment), different approaches have been followed. In some cases, the governing equations of motion are solved simultaneously for both phases, thus obtaining coupled dynamics. In other cases, the governing equations are solved separately for each phase and the interface conditions should be enforced to assure kinematic and dynamic continuity between phases through an iterative procedure that can, however, affect the computational time. While some models were examined in terms of the mathematical features, these were not the same methods that were examined in terms of numerical implementation.

The above-mentioned relevant aspects may exert significant influence both in the numerical representation of the multiphase flow and in the reliability of the model results. Therefore, they should be carefully evaluated in the analysis of water-related natural hazards in order to obtain a reliable representation of the investigated problem. Given the complexity (especially geometrical) that usually characterizes the problems of practical interest, these numerical models could be used to support risk analysis and mitigation if appropriate programming techniques and modern architectures for scientific computation are used to obtain fast-running computer codes. This goal is not simple to
accomplish, even with the adoption of HPC techniques and parallel computing. The simulation of real cases with large domains and high resolution will probably become more affordable with the use of GPU clusters. However, this task needs better implementation of the identified useful formulations of SPH for multi-GPU multi-node. This requires overcoming the problems associated with domain decomposition and memory transfer across nodes, which are particularly difficult for the fully-coupled two-phase formulations.
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