GENERATING DISENTANGLED ARGUMENTS WITH PROMPTS: A SIMPLE EVENT EXTRACTION FRAMEWORK THAT WORKS
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ABSTRACT
Event Extraction bridges the gap between text and event signals. Based on the assumption of trigger-argument dependency, existing approaches have achieved state-of-the-art performance with expert-designed templates or complicated decoding constraints. In this paper, for the first time we introduce the prompt-based learning strategy to the domain of Event Extraction, which empowers the automatic exploitation of label semantics on both input and output sides. To validate the effectiveness of the proposed generative method, we conduct extensive experiments with 11 diverse baselines. Empirical results show that, in terms of F1 score on Argument Extraction, our simple architecture is stronger than any other generative counterpart and even competitive with algorithms that require template engineering. Regarding the measure of recall, it sets new overall records for both Argument and Trigger Extractions. We hereby recommend this framework to the community, with the code publicly available at https://github.com/RingBDStack/GDAP

Index Terms— Event Extraction, Argument Extraction, Prompt-based Learning, Constrained Sequence Generation

1. INTRODUCTION
Event Extraction, which aims to extract structured event signals from plain text, is a crucial but challenging Information Extraction task [1,2,3,4,5]. In the literature, an event is typically defined by a schema, which includes the event type and a set of corresponding roles. Generally speaking, to fill in this schema, an Event Extraction system needs to find triggers that suggest an event, and ultimately, to locate the arguments that play different roles. Fig. 1 illustrates a real-world example with two events. For the event ‘CONVICT’ which can be triggered by ‘convicted’, we need to extract arguments ‘Toefting’ and ‘Copenhagen’ for roles ‘defendant’ and ‘place’. As for another event ‘ATTACK’ where ‘assaulting’ serves as a trigger, its linked arguments ‘Toefting’, ‘Copenhagen’, and ‘restaurant workers’ should be picked for roles ‘attacker’, ‘place’, and ‘target/victim’, respectively.

Early studies formulate Event Extraction as a token-level classification problem, i.e., to directly locate the triggers and arguments in the text and identify their categories. Many of these works simply adopt sequence labelling techniques based on Neural Networks [6,7,8,9,10,11]. However, such methods only capture the internal pattern of input sequences without utilising the knowledge of label semantics. Therefore, another research strand, namely QA-based approaches, emerges [12,13,14]. With prepared templates, they first augment the training corpus by generating questions that are respectively targeting event types, triggers, and arguments. Next, the models learn to locate spans in the original sentences as answers, thus explicitly introducing the label knowledge. Nevertheless, the performance of these methods heavily depends on the quality of question templates, while designing them requires high-level expertise and massive human labour.

Very recently, instead of following the classification paradigm, a new wave of algorithms frame Event Extrac-

Fig. 1. Upper: A sentence with annotated event records. Lower: The taxonomy of Event Extraction algorithms. We highlight TANL and Text2Event here, as they are most relevant to the proposed method.
Toefting was convicted in October 2002 of assaulting a pair of restaurant workers during a night out with national squad teammates in the capital, Copenhagen.

![Architecture overview. ETD, TrgE, and ArgE are the abbreviation of Event Type Detection, Trigger Extraction, and Argument Extraction, respectively. For output examples of TrgE and ArgE, please see the lower right corner of Fig. 1](image)
We introduce the recipe of prompt-based learning to this module. The input is composed of a sentence $\text{Sent}$, one already detected event type $\text{ET}_i$, and a special separating token (denoted as $T_{\text{sep}}$) in practice we implement it as ‘$<$s$>$’, see § 3.1, as $\text{ET}_i T_{\text{sep}} \text{Sent}$.

While previous methods either fail to integrate label semantics during decoding or can only import such information through templates designed by experts, we find that the very simple prompt can effectively instruct GDAP to extract triggers relevant to the semantics of the event type label, in a fully data-driven fashion. Concretely speaking, if $\text{Sent}$ contains $y$ triggers corresponding to $\text{ET}_i$, the expected output is $((\text{Trg}_1)(\text{Trg}_2)\cdots(\text{Trg}_y))$, where $\text{Trg}_1$ to $\text{Trg}_y$ all come from the vocabulary of $\text{Sent}$. As the format here is similar to that of the Event Type Detection module, at the decoding stage we adopt the same mechanism, i.e., the aforementioned finite-state machine and the tire-based constraint decoding algorithm.

**Argument Extraction.** Like the Trigger Extraction module, our Argument Extraction module also attends to the composition of a prompt and the input sentence: $\text{ET}_i T_{\text{sep}} \text{RT}_{ij} T_{\text{sep}} \text{Sent}$, where $\text{RT}_{ij}$ is the $j$-th role type relevant to $\text{ET}_i$ and can be decided by querying the established event schemes, e.g., role types of event ‘CONVICT’ are ‘defendant’ and ‘place’ (see § 1). As for the decoder side, if $z$ arguments are obtained, the Argument Extraction module outputs a sequence with format similar to that of the Trigger Extraction module, as $((\text{Arg}_1)(\text{Arg}_2)\cdots(\text{Arg}_z))$, where $\text{Arg}_1$ to $\text{Arg}_z$ are also from the vocabulary of $\text{Sent}$.

We argue that apart from the enhanced encoder that can absorb valuable label semantics, the decoder of GDAP also achieves outstanding advancements beyond existing generative Event Extraction algorithms. On the one hand, although a large partition of words in $\text{Sent}$ are irrelevant to Event Extraction, they are still included by TANL. In contrast, the output of GDAP only contains the extracted targets (triggers or arguments) without redundancy, which significantly improves data efficiency. On the other hand, while the tree-based decoding format of Text2Event is very complex and thus hard to scale, the generating format of GDAP is a simple list-style sequence and can therefore be easily extended to other tasks. We leave exploring this direction as an important future work.

**Negative Sampling.** When training the modules for Trigger and Argument Extractions, we introduce a simple yet effective negative sampling mechanism that makes our model more fault-tolerant. To be exact, for each $\text{Sent}$, we randomly select $N$ event types that have not appeared. The model should learn not to extract triggers or arguments when such negative samples appear in the prompt; instead, it should only generate an empty sequence, i.e., ‘(())’. It is worth noting that while increasing $N$ contributes to the extraction robustness, it can lead to a significant training time boost as the number of training samples grows by approximately $N + 1$ times.

3. EXPERIMENTS

3.1. Setup

**Dataset.** The English partition in the ACE 2005 benchmark is the de facto standard of Event Extraction tests. It has 599 documents annotated by 33 different event types. We adopt the popular splits released by [22], where there are respectively 17172, 923, and 832 sentences for training, validating, and testing. We also perform the preprocessing steps using the script of [22].

**Baselines.** To evaluate the Event Extraction efficacy of GDAP, we consider 11 strong baselines from a wide range, including (1) methods based on sequence labelling: LSTM-based dbRNN [8], RNN/GCN-based JMEE [9], BiGRU-based Joint3EE [23], BERT-based DYIE++ [22], ELMo-based GAIL [24]; (2) QA-based methods: element-centred BERT_QA [13], multi-turn MQAEE [14], style-transfer-inspired RCEE_ER [12]; (3) generative methods: TANL [15] and Text2Event [17] (recall § 1 for detailed introductions). For fair comparisons, all baselines (including JMEE and RCEE_ER) and our method do not utilise golden entities as they are unlikely to be available in real-world settings.

**Configurations of GDAP.** Parallel to the generative baselines (TANL and Text2Event), GDAP adopts the pre-trained T5 as the backbone for each module, with both base (T5-B) and large (T5-L) versions tested. To align with the original implementation of T5, we choose ‘(s)’ as the separating token $T_{\text{sep}}$. We leverage golden event type labels when composing prompts during training. Throughout all experiments, for cost-performance tradeoff, we set $N$ in negative sampling at 4 and 2 for Trigger and Argument Extractions, respectively. Identical to Text2Event, we fix the random seed at 421. The learning rate is set at 5e-5. We utilise label smoothing [25] and AdamW [26], and try the number of epochs within {20, 25, 30} to optimise validating scores.

**Metrics.** Following past studies [6, 9], we report the preci-
**Table 1.** Results of Event Extraction tests. Baseline performance is adapted from the original publications (NB: TANL has not attempted T5-L). **Bold** and underlined numbers are the best results for all and generative models, respectively.

|                  | Trigger | Argument | Starred |
|------------------|---------|----------|---------|
|                  | P       | R        | F1      | P       | R        | F1      |
| **Classification-based** |         |          |         |         |          |         |
| dbRNN            | -       | -        | 69.6    | -       | -        | 50.1    |
| JMEE             | -       | -        | -       | -       | -        | 50.4    |
| Joint3EE         | -       | 69.8     | 52.1    | 52.1    | 52.1     | 48.8    |
| DYGIE++          | -       | 69.7     | -       | -       | -        | 48.8    |
| GAIL             | 74.8    | 69.4     | 72.0    | 61.6    | 45.7     | 52.4    |
| BERT_QA          | 71.1    | 73.7     | 72.4    | 56.8    | 50.2     | 53.3    |
| MQAEE            | -       | -        | 71.7    | -       | -        | 53.4    |
| RCEE_ER          | -       | -        | -       | -       | -        | **58.7**|
|                  | **GDAP** (T5-B) | 69.6 | 74.4 | 71.9 | 52.5 | 55.2 | 53.8 |
|                  | **GDAP** (T5-L) | 68.1 | 75.3 | 70.4 | 47.3 | 39.1 | **52.6** |
|                  | GDAP (T5-L)    | 65.6 | 74.7 | 69.9 | 48.0 | **61.6** | 54.0 |
| **Generative**   |         |          |         |         |          |         |
| TANL (T5-B)      | -       | -        | 68.4    | -       | -        | 47.6    |
| Text2Event (T5-B)| 67.5    | 71.2     | 69.2    | 46.7    | 53.4     | 49.8    |
| Text2Event (T5-L)| 69.6    | 74.4     | 71.9    | 52.5    | 55.2     | 53.8    |
| **GDAP** (T5-B)  | -       | -        | **68.1**| **75.3**| 70.4     | 47.3     | **39.1**| **52.6**|
| **GDAP** (T5-L)  | 65.6    | 74.7     | 69.9    | 48.0    | **61.6** | 54.0    |

The main results of our experiments are listed in Tab. 1. As mentioned in § 3.1, we focus first on the Argument Extraction tests, where the F1 score measures the overall performance of precision and recall. In this dimension, GDAP (T5-L) hits the highest among all generative methods. Its T5-B variant, although yields a slightly lower result, still outperforms TANL and Text2Event when they adopt pre-trained language models at the same scale. When we expand the scope to baselines of all kinds, GDAP (T5-L) ranks 2nd among the 13 approaches benchmarked. Despite it downperforms the state-of-the-art RCEE_Er, we argue that while the latter is a QA-based algorithm that needs templates carefully designed by experts for strong a priori, GDAP is fully data-driven and maximally reduces human labour, which is, by all means, more accessible.

To understand the model behaviours in better detail, we additionally report the precision and recall, both of which are missing in many baseline studies. We observe that GDAP (both the T5-B and T5-L versions) achieves record-breaking recall in Argument Extraction. To be concrete, GDAP (T5-L) exceeds the previous state-of-the-art method, Text2Event (which is also a generative model based on T5-L), by a huge margin of 6.4%. This gain is particularly valuable for commercial applications that are intolerant towards signal omissions. On the other side of the coin, we find that the precision of GDAP is relatively weak, though it is still higher than baselines such as Text2Event (T5-B). One possible cause is that, errors via if incorrectly detected event types may propagate to the downstream extraction modules (see § 3.2). We aim to dive deeper into this phenomenon in the upcoming research.

Although the Trigger Extraction results are less important in practice, we still investigate them for further insights. In terms of F1 score, we show that whilst GDAP does not stand out, it still yields performance that is on par with or even better than more complex baselines. As for the results of recall and precision, GDAP (both with T5-B and T5-L) again shoots the best recall among all tests approaches but fails to obtain high precision. One interesting finding is, the T5-B version of GDAP, whose scale is smaller, performs better than its T5-L counterpart in all metrics of Trigger Extraction. We will try to uncover the reasons in the future.

We additionally conduct three ablation studies on Argument Extraction, with results exhibited in Tab. 2. To begin with, we provide golden event type annotations to RCEE_Er and GDAP as external signals during inference. It is not surprising that the performance of tested models rises in all aspects. However, we note that contrary to the F1 score comparison in Tab. 1, both the T5-B and T5-L versions of GDAP now outperform RCEE_Er. This justifies our aforesaid assumption that the state-of-the-art RCEE_Er does benefit a lot from manually introduced a priori, whereas GDAP may be less precise due to errors in Event Type Detection.

To further demonstrate how event type errors affect model performance, from the test set we remove sentences that are not linked to any event. This adjustment lowers the chance of GDAP being misled to predict wrong event types. As expected, the precision of GDAP instantly jumps by around 10%. Lastly, we downgrade our proposed framework by omitting the negative sampling step. Although the over-

**Table 2.** Results of ablation studies on Argument Extraction. For reference, we duplicate the scores of GDAP in the base setup (see Tab. 1), which are highlighted in colour.

|                  | P   | R   | F1  |
|------------------|-----|-----|-----|
| **GDAP** (T5-B)  | 47.3| 59.1| 52.6|
| **GDAP** (T5-L)  | 48.0| 61.6| 54.0|
| **Golden event types** |     |     |     |
| RCEE_Er          | 69.6| 68.4| 69.0|
| **GDAP** (T5-B)  | 68.6| 69.8| 69.2|
| **GDAP** (T5-L)  | 69.0| 74.2| 71.5|
| **- Test samples w/o events** |     |     |     |
| GDAP (T5-B)      | 57.0| 59.1| 58.1|
| GDAP (T5-L)      | 58.9| 61.6| 59.7|
| **- Negative sampling** |     |     |     |
| GDAP (T5-B)      | 45.2| 56.1| 50.1|
| GDAP (T5-L)      | 45.4| 62.5| 52.6|
all impact on recall is not substantial, we see a precision drop for both T5-B and T5-L variants, which highlights the usefulness of our negative sampling technique. Note that removing prompts does not pose a feasible ablation setup, as the model can no longer decide whether to extract triggers or arguments.

4. CONCLUSION AND FUTURE WORK

In this paper, we propose a novel GDAP model that attempts prompt-based learning in the Event Extraction domain for the first time. This simple method also innovatively decouples the generation of triggers and arguments, which solves the issue of target overlapping and is proved to be effective in comprehensive experiments with 11 diverse baselines. In the future, we will continue investigating our empirical observations discussed in §3.2. Moreover, we plan to explore model weight sharing across different modules, improve the performance (especially the precision) of the GDAP framework, and transfer it to more applications.
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A. NOTATION DETAILS

- $x$: Number of event types in the input sentence.
- $y$: Number of triggers corresponding to the given event type.
- $z$: Number of obtained arguments for each type of role corresponding to the given type of event. As described in the “Argument Extraction” paragraph, we query the model for these arguments using prompts which starts with the concatenation of the event type, and the role type.

See Fig. A for the real-world example.

B. SUPPLEMENTARY FOR DECODING SIDE

In the paper, we have addressed that the decoding constraints influence the token production stage and the tire-based constraint decoding algorithm is applied. That is to say, the constraints will directly limit the vocabulary of the decoder during each step, as illustrated in the Fig. B. This interaction mechanism, which is illustrated in Fig. B, is not within the novelties we aim to celebrate most.