Abstract—Deep learning has made a remarkable impact in the field of natural image processing over the past decade. Consequently, there is a great deal of interest in replicating this success across unsolved tasks in related domains, such as medical image analysis. Core to medical image analysis is the task of semantic segmentation which enables various clinical workflows. Due to the challenges inherent in manual segmentation, many decades of research have been devoted to discovering extensible, automated, expert-level segmentation techniques. Given the groundbreaking performance demonstrated by recent neural network-based techniques, deep learning seems poised to achieve what classic methods have historically been unable.

This paper will briefly overview some of the state-of-the-art (SoTA) neural network-based segmentation algorithms with a particular emphasis on the most recent architectures, comparing and contrasting the contributions and characteristics of each network topology. Using ultrasonography as a motivating example, it will also demonstrate important clinical implications of effective deep learning-based solutions, articulate challenges unique to the modality, and discuss novel approaches developed in response to those challenges, concluding with the proposal of future directions in the field.

Given the generally observed ephemerality of the best deep learning approaches (i.e., the extremely quick succession of the SoTA), the main contributions of the paper are its contextualization of modern deep learning architectures with historical background and the elucidation of the current trajectory of volumetric medical image segmentation research.

I. INTRODUCTION

Medical imaging is a key aspect of modern medical care. It enables the detection, identification, and monitoring of lesions, tumors, and other abnormalities; a necessary prerequisite for medical diagnostics, planning, and guidance related to many pathologies. Clinically significant radiology modalities include computed tomography (CT), magnetic resonance (MR), functional magnetic resonance (fMR), positron emission tomography (PET), X-ray radiography (X-ray), and ultrasonography, among others.

A central component of many modern medical treatments is segmentation of these images into regions of interest to inform clinical diagnostics, either directly or in conjunction with other methods in the diagnostic pipeline (e.g. registration); assist in surgical planning; or even provide real-time feedback for physically invasive procedures. Unfortunately, manual segmentation is a difficult, time-consuming, error-prone process that is often the bottleneck in critical clinical workflows due to significant intra- and inter-rater variability. Because of this, much research has been conducted on computer-assisted automatic segmentation to assist clinicians in providing more effective, efficient, and affordable care.

Formally, semantic segmentation of images is defined as the identification of the set of pixels (or voxels in the case of 3D volumetric images) that make up the object of interest. This typically comes in the form of a segmentation mask or contour outline aligned to the target anatomy (see Figure 1). In traditional medical image segmentation, a trained operator, usually a physician or radiologist, annotates medical images to delineate objects of interest. These are usually either 2D images or 2D slices of a 3D volume sliced along one of three coordinate axes.

Computer-assisted automatic segmentation began in the 1970s with lower-level methods such as thresholding, edge detection, and region growing. These were followed by higher-level methods such as atlases, deformable models, and statistical classifiers. Finally, a type of statistical classifier known as an artificial neural network (ANN) rose to prominence, with a subclass of ANN, the convolutional neural network (CNN) becoming the core of many current SoTA segmentation algorithms. While neural network-based approaches generally lead to stellar performance, they have yet to achieve parity with expert annotators. Additionally, their applications are skewed towards relatively easier-to-segment imaging domains, such as CT and MRI, which produce high contrast, high resolution images with consistent spatial parameters, sometimes in multiple co-registered modalities. Thus, much work remains to be done both in improving the performance of these methods as well as extending them to other less researched difficult-to-segment medical imaging domains such as ultrasound.

This paper will continue with a brief introduction to each of the aforementioned segmentation methods in Section II. Section III will then give a brief overview of CNNs, Section IV will continue discussing CNNs in the context of volumetric medical image segmentation, and compare and contrast some of the more recent SoTA methods across different imaging modalities and benchmarks, highlighting their particular contributions and identifying the current trend
towards greater integration of contextual information. Section [V] will discuss deep learning in the context of ultrasound specifically, outlining the unique challenges and potential impact of fully-automated expert-level solutions as well as corresponding contemporary approaches. Section [VI] will then briefly propose future directions followed by the paper’s conclusion in Section [VII].
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**Fig. 1. “Examples of segmentation results from certain anatomical structures using deep learning. (a) prostate [2]; (b) left ventricle of the heart [3]; (c) amniotic fluid and fetal body [4]; (d) thyroid nodule [5]; (e) median nerve structure [6]; (f) lymph node [7]; (g) endometrium [8]; (h) midbrain [9]; (i) tongue contour [10]. All of these results demonstrated a segmentation performance that was comparable with that of human radiologists. Lines or masks of different colors represent the corresponding segmented contours or regions” [1]**

### II. BACKGROUND

In the domain of automated medical image analysis, a few common features include image element (pixel/voxel) intensity, gradient magnitudes, and texture measures [11, pg. 73]. Broadly speaking, segmentation algorithms can be grouped into one of three categories: classification-based, which assigns class labels to individual image elements, computing the segmentation mask directly; edge-based, which uses inter-region similarity to compute segmentation maps; and region-based, which uses intra-region similarity to compute segmentation maps [11, pg. 73]. Segmentation algorithms can also be characterized by the type of information explicitly considered. Low-level methods compute segmentation masks or boundaries directly from image elements, generally without consideration of the broader context from which the images are derived. In contrast, high-level methods make use of information such as the shape or texture of the target segmentation object, using this information to fit sophisticated mathematical models to the data to yield segmentation results.

#### A. Low-Level Methods

The earliest segmentation algorithms worked directly on low-level features; in other words, strictly on information derived from the intensity values of the image elements. They are inherently unable to take advantage of contextual information which cannot be encoded by element intensity and are generally local methods, only considering image elements in a sub-region of the image. Consequently, they are most effective when objects of interest have a high contrast in relation to the rest of the image. Common low-level methods include thresholding, edge detection, and region growing.

1) **Thresholding:** Thresholding is a classification-based technique, performing point-based binary classification on individual image elements, with classification based on a comparison between the element’s intensity value and a threshold value. In the case of multi-region classification, multiple thresholds can be built into the threshold criteria. Thresholding can be global (i.e., a constant threshold throughout the image) or local (i.e., spatially varying with the image). In contrast to point-based thresholding which considers single image elements in isolation, region-based thresholding considers neighboring image elements jointly. Threshold values may be known a priori or estimated from intensity histograms using shape-based estimation (histogram features) or optimal estimation (optimization of an objective function) [11, pg. 78].

The main strength of this method is that in certain conditions it can be quite effective relative to its simplicity. Its main drawback is that it is very brittle, generally producing unacceptable performance in the majority of non-trivial cases.

2) **Edge Detection:** A widely observed phenomenon in images is the presence of edges, or adjacent points with significant differences in intensity values, which oftentimes delineate disparate object. If the assumption can be made that detectable edges exist along the entirety of target objects’ true boundaries, then edge detection algorithms can be leveraged.

Edge detection algorithms are edge-based methods which seek to compute boundaries by detecting edges between objects of interest under the assumption that boundaries have corresponding edges, segmenting images based on these boundaries. Edge detection algorithms generally work by computing first- or second-order derivatives to identify these points. These can be efficiently computed via a convolution operator over image regions, with Sobel, Prewitt, Canny, and the Laplacian-of-Gaussian operators being among the most historically popular convolutional kernels in edge detection [11, pg. 88]. The morphological gradient, computed via a series of erosion and dilation operations defined by the field of mathematical morphology, and related techniques are also popular and tend to be very useful [11, pg. 177-261].

While effective for some tasks, edge detection is not without its faults. Namely the assumption of entire boundaries consisting of detectable edges, a violation of which will result in incomplete segmentation due to the presence of discontinuous edges, and the choice of specific edge-detection algorithm being dependent on the target domain and task. In addition, classic edge detection algorithms are not robust to image variations such as noise, artifacts, or...
lighting. This leads to the need for hand-tuned pre- and post-processing steps to ameliorate the complications these variations induce [12, pg. 140-180].

3) Region Growing: In contrast to edge detection, region-growing is a region-based method that seeks to explicitly define the regions of interest inhabit as opposed to implicitly defining objects as anterior or posterior to a boundary.

Region-growing takes as input specific points inside of an image, known as seed points, which are initialized as singleton sets. For each element in each set, the algorithm compares the element to adjacent pixels that belong to another set. If the algorithm identifies them as belonging to the same region based on similarity metrics, it merges the two sets together. The algorithm terminates when there are no remaining mergeable sets [11, pg. 98].

The main drawbacks of region growing are similar to those of edge detection, not being particularly robust to image variations (i.e., noise, artifacts, lighting, etc.). Consequently the choice of seed points matter and sometimes must be set manually [13, pg. 203]. Additionally, similarity metrics must be well-defined as false-positives can cause regions to occupy a much larger area than the target object, potentially consisting of the entirety of the image (akin to edge discontinuities in edge detection algorithms). Finally, it is relatively more computationally expensive than thresholding or edge detection when employing automatic seed point initialization algorithms, especially in the presence of noisy images [14].

B. High-Level Methods

High-level image segmentation methods were developed in response to the lack of robustness to image quality, object shapes, noise, and sampling artifacts displayed by lower-level methods which consequently either fail entirely or require extensive additional pre- and post-processing [11, pg. 131]. These methods utilize higher-level features and mathematical abstractions to counter the aforementioned considerations. Examples of popular methods include atlas-based techniques, deformable models, and deep neural networks.

1) Atlas-based: The fact that many anatomical objects vary very little in shape and structure across patients enables a method known as atlas-based segmentation. Atlas-based techniques leverage a database of labeled objects of interest, known as an atlas, and attempt to fit the labeled object to the image data via a set of coordinate transforms. The best set of transforms is determined by a similarity metric, oftentimes pixel or voxel-wise intensity. The series of transforms usually involves a rigid transformation stage to align the anatomies, followed by a non-rigid transformation stage to fine-tune the model to the target anatomy.

The performance of atlas-based methods relies on the constraints placed on the transformations, namely non-rigid transformation. These constraints must allow enough expressiveness to sufficiently handle complex anatomy while simultaneously adhering to the true shape of the target object, requiring a model that is consistent with realistic deformations of related materials (i.e., elastic solids and viscous fluids) [11, pg. 429-430]; a non-trivial matter as these are themselves ongoing areas of research.

2) Deformable Models: Deformable models enable an edge-based segmentation technique wherein models can be deformed and moved toward the object boundary to achieve boundary detection and resultant segmentation.

Deformable models, popularized by Kass, Witkin, and Terzopoulos [15] with their active contour formulation also known as ‘snakes’, are curves, or surfaces in the case of 3D volumetric images, in an image that move in relation to internal and external forces relative to the curve or surface. These forces jointly fit the model to the object of interest, with external forces moving the model toward the object and internal forces maintaining smoothness of the model during deformation. Internal forces are dictated by the particular deformable model employed, while external forces are computed from the image data. When used in conjunction with a priori shape information, the model smoothness constraint affords deformable models a robustness to noise and boundary gaps, a problem common in classic edge-detection-based segmentation techniques. Furthermore, it enables a consistent and rigorous mathematical description of object boundary elements that provides interpretability and can be used by other downstream applications for other purposes [11, pg. 131].

Deformable models can be categorized into two types: parametric and geometric. Parametric deformable models explicitly encode curves or surfaces in their parametric forms during deformation while geometric deformable models represent curves or surfaces implicitly as a level set [16] of a higher dimensional function [11, pg. 133].

Parametric models allow direct interaction with the model and can lead to mathematically compact representations suitable for real-time applications [11, pg. 133]. However, parametric models suffer from two major limitations. First, if the model is initialized with a shape and size dissonant with the target object, the model must be reparameterized dynamically. This may be computationally expensive, adversely affecting the feasibility of this approach. Second, in the case of multiple objects or objects with unknown topology, parametric models are sometimes unable to cope with the need for certain topological adaptations (i.e., splitting or merging model components) [11, pg. 145-146].

Geometric models were proposed to address the limitations of traditional parametric models. In this paradigm, curves or surfaces are evolved geometrically with parameterization being computed after complete model deformation, making model-fitting independent of the parameterization and enabling automatic topological adaptations, being especially useful when the topology is not known in advance [11, pg. 146]. However, this topological adaptivity is also a weakness as the model may conform to specious shapes due to the presence of noise or incomplete boundary information [11, pg. 154].

It should be noted that in both cases these models are often enhanced by the inclusion of a priori information (e.g. shape constraints) and global shape properties (e.g. orientation and
3) Deep Neural Networks: Artificial feed-forward neural networks, more commonly referred to as simply “neural networks” are at the core of many modern image processing techniques. Neural networks are universal function approximators originating from the field of machine learning, achieving function approximation via a series of mathematical operations whose parameters are automatically learned via an iterative training process. The structure of a neural network enables hierarchical feature extraction, where each computation in the cascade automatically extracts salient features from the input feature space via the learned parameters at that step which, when properly optimized, come to represent task-relevant relationships between incoming features.

When applied to the task of medical image segmentation, a special type of neural network known as a convolutional neural network (CNN) is typically employed and segmentation is generally framed as a classification problem over each image element.

CNNs naturally encapsulate or extend many of the classical segmentation methods, exploiting their strengths while overcoming many of their limitations. For instance, thresholding can be implicitly performed by the neural net in its mathematical operations to encode feature saliency. In addition, when applied to images, the hierarchical feature extraction inherent in CNNs tends to identify image primitives such as edges, implicitly performing edge detection. Further downstream this becomes shape detection and ideally culminates in object detection, affording CNNs a knowledge representation that includes high-level descriptions of complex anatomical properties.

A strength of CNNs is mutual feature detection and a varying level of translation invariance afforded by the way CNNs generate latent feature spaces [17]. In combination with the increasing ubiquity of sufficiently large datasets in different domains, CNN-based methods have yielded groundbreaking performance on many tasks across many fields, especially in the domain of medical imaging [18], [1].

When hand-tuning classical methods to detect objects of interest, many of these methods were not robust to object variability and performed poorly in non-ideal cases. On the contrary, when a neural network with sufficient representational power is given enough input data containing a rich variety of examples for each class, it can automatically extract more general class-relevant features to produce more robust classification, thus solving the recognition problem for non-ideal class variants in a very extensible manner. Additionally, in classification tasks, neural networks often output probability values which can be used to indicate confidence, enabling retrieval of an ordered list of most probable classes. Neural networks can also update their knowledge base in the face of new data without the need to train a new model from scratch.

Another advantage comes from the opportunity for transfer learning, or using the parameters of a neural network trained on a related task to initialize a new neural network aimed at the specific task at hand. This is especially useful in the domain of medical imaging where there is often a paucity of data, especially of rare pathologies whose variations we are most interested in detecting.

III. NEURAL NETWORK OVERVIEW

Neural networks model the relationship mapping between input data and target outputs mathematically as a series of nested functions. Neural networks commonly abstract fundamental operations into a logical unit known as a node which contains a parameterized linear operation followed by a non-linear activation function. The set of nodes in the same level of the hierarchy are said to belong to the same logical module commonly known as a layer, and each layer taking as input the feature maps from the previous layer. The layer that operates directly on input data is termed the input layer, the layer that produces the final output values is termed the output layer, and any layer that exists between the input and output layers is referred to as a hidden layer. Each hidden layer can have an arbitrary number of nodes which are also called hidden units.

The parameters of a node’s linear operation consist of learnable weights $w$, with the same cardinality as the set of input features, and a bias term $b$. The computations of a node given input features $x$ take the form $f(\sum_i w_i x_i + b)$ where $\sum_i w_i x_i$ is a matrix multiplication of $w$ with $x$. $f$ is commonly the sigmoid, tanh, or ReLU [19] function. In multi-class classification problems, the output layer typically uses a softmax [20, pg. 64] activation function to generate a probability map over the output classes.

Neural networks that use multiple hidden layers to exploit hierarchical feature extraction are termed deep neural networks (DNNs). DNNs are able to take low-level features in the form of raw input data and automatically build increasingly higher-level feature representations as the depth of the network (number of layers) increases. This enables robust automatic feature extraction, obviating the need for feature engineering and pre-processing that is oftentimes brittle, resource-intensive, and application-specific [17].

A. Factors Affecting Performance

In neural networks, function approximation fidelity is determined by the network’s representational power as well as the quality and quantity of input data.

Representational power, or how well the neural network can approximate an arbitrary function, is dictated by parameters of the neural network known as hyperparameters that are set prior to training. These include the choice of activation functions, optimizer, learning rate, regularization scheme, number of layers, number of units per layer, weight initialization scheme, etc.

Given the nature of neural networks, the main route to increasing representational power is by deepening (adding more layers) or widening (adding more hidden units) the network. The titration of representational power with predictive performance on unseen data is a major consideration. While sufficient representational power is a necessity, a network that is too readily able to discover patterns in the data is prone to
a phenomenon known as overfitting. Overfitting refers to the fact that the learned patterns are idiosyncratic to the data on which the network was trained and do not generalize well to the population from which the data was sampled, causing a decrease in performance when applied to new data.

A sufficiently large quantity of high quality training data also helps improve performance and prevent overfitting as it now better approximates the broader population. Though, in practice this may be difficult to achieve, especially in the domain of medical imaging, and comes at the cost of increased training time.

B. CNNs

Traditional DNNs employ fully-connected layers where each feature (i.e., the output of each node) in a layer is fed in as input to every node in the following layer. If an entire image or volume is fed into a fully-connected neural network, each pixel or voxel becomes an input feature, resulting in an explosion of parameters, even for modest sized inputs.

In contrast to DNNs, CNNs eschew fully-connected layers in favor of the eponymous convolutional layer which exploits inter-domain and inter-image correlations for robust and efficient feature extraction. Within a convolutional layer, convolution is the linear operation and the learnable parameters at that layer are a set of convolutional kernels whose size (also known as the receptive field size) is a hyperparameter and whose weights are shared across different regions along the spatial dimension of the input feature space. This improves performance by both reducing the number of learnable parameters and enabling full-image feature detection with a single kernel.

CNNs have also historically made use of pooling layers which apply a permutation-invariant (i.e., max or mean in the case of max pooling or mean pooling, respectively) operation to combine or pool pixel values in a region. An important feature is that, similar to convolutional layers, pooling layers yield a varying amount of translation invariance. In conjunction with data augmentation techniques (i.e., scaling, shearing, and rotation), CNNs become particularly robust to variations in rigid deformations of target objects [17].

C. Neural Network Training

In the classic supervised learning paradigm, neural networks achieve function approximation by iteratively tuning their learnable parameters in a learning phase known as training. This is accomplished through the optimization of a target function defined between the output prediction \( y \) given an input example \( x \), and known ground truth label \( y' \). Typically, the target function is a loss function and common optimization methods, also known as optimizers, include stochastic gradient descent [21], ADAM [22], and Laplacian-smoothed gradient descent [23], among many others. At each iteration, an optimizer updates each layer’s weights based on its contribution to the final prediction \( y \) as determined by an efficient gradient computation method known as backpropagation [24].

In segmentation, \( x \) typically consists of 2D or 3D images with one or more channels, and \( y' \) is an annotated segmentation map with voxel-wise labels. In the case of co-registered multimodal data, modalities can be concatenated together in the channel dimension to provide CNN kernels the ability to integrate inter-modal information simultaneously along the same spatial dimension, automatically finding the high-level relationships amongst these modalities.

D. Modern Modifications

Given empirical performance observations, modern CNN-based image analysis methods typically use ReLU (or some variant) as the non-linear activation function and ADAM as the specific gradient descent optimization algorithm. Other significant modifications include:

1) Removing Pooling: Depending on the task, it is also common to eschew pooling layers and replace them instead with convolutional layers. This has been shown to improve the performance of modern neural networks in certain tasks and reduce the memory footprint [25].

2) Fully Convolutional Neural Networks: To address computational redundancy and flexibility of previous CNN formulations in dense semantic segmentation tasks, fully-convolutional neural networks (fCNNs) have been proposed whereby fully-connected layers are efficiently rewritten as convolutions, allowing the network to output a probability map over each pixel/voxel rather than over each class. This modification enables variable-sized inputs making it more generalizable in addition to more computationally efficient [26].

3) Residual Learning: While deeper networks should always meet or exceed the performance of shallower networks in theory, in practice simply increasing network depth introduces a paradoxical degradation of performance after a certain point.

He et al. [27] proposed a solution to this problem by reframing the learning process as explicit layer-wise learning of the residual function between a layer and output from an upstream layer. Concretely, they propose the idea of residual blocks, or logical computational units consisting of one or more layers of the neural network which directly learn the residual function of a previous layer (rather than assuming it is learned implicitly) via “skip connections” which add the output of a hidden layer’s activations with the linear outputs of another layer further downstream (see Figure 2) [27]. At a high level, the implication of this topological modification is that the skip connection allows a residual block to simply learn the identity function if no useful higher-level features can be learned at that block, rendering accuracy no worse than if the block simply had been excluded from the network.

Indeed, the authors found this to be an effective way to stabilize training for very deep networks, leading to improved performance while also obviating the need for strong regularization schemes. This has been a major boon to the deep learning community with most modern neural network architectures leveraging residual learning to some degree.
E. Common Evaluation Metrics

Finally, common metrics used for evaluating segmentation predictions against ground truth data [28]:

1) Dice Similarity Coefficient (DICE): A measure of similarity between two segmentations $X$ and $Y$ of the form:

$$DICE(X, Y) = \frac{2 \times |X \cap Y|}{|X| + |Y|}$$

where $X$ and $Y$ are sets of image coordinates. The Dice score ranges from $[0 - 1]$ with higher scores indicating a more accurate predicted segmentation (i.e., if $X = Y$ then the Dice coefficient is equal to 1). By far the most widely used metric.

2) Hausdorff Distance (HD): The greatest distance given some distance metric between a point in $X$ and the closest point in $Y$, and vice-versa. In other words,

$$HD(X, Y) = \max(h(X, Y), h(Y, X))$$

where $h(X, Y) = \max_{x \in X, y \in Y} \|x - y\|$ Lower values of HD imply more accurate predicted segmentations. HD is sensitive to outliers, so the average HD (AHD) is also sometimes used where

$$AHD(X, Y) = \max(h_{avg}(X, Y), h_{avg}(Y, X))$$

and

$$h_{avg}(X, Y) = \frac{1}{N} \sum_{x \in X, y \in Y} \min_{y \in Y} \|x - y\|$$

or the average HD for all points in X.

3) Intersection Over Union (IOU): a measure of the region size segmentations $X$ and $Y$ share in common divided by the region size covered by either, of the form:

$$IOU(X, Y) = \frac{|X \cap Y|}{|X \cup Y|}$$

where $X$ and $Y$ are sets of image coordinates. Like DICE, the IOU score ranges from $[0 - 1]$ with higher scores indicating a more accurate predicted segmentation.

IV. VOLUMETRIC SEGMENTATION NETWORKS

Recent neural network-based approaches to volumetric segmentation in medical imaging can be roughly divided into those that work in 2D and those that work in 3D.\(^1\)

\(^1\)While some authors have defined a 2.5D classification space which divides a 3D space into <3D subspaces (i.e., slices, 3D patches, etc.), this paper will attempt to segregate them into methods that use 2D operations or 3D operations, making note of these hybrid approaches as needed.

A. 2D vs. 3D

The main advantage of 2D networks is that they are more computationally tractable, working on images rather than full volumes which are exponentially more complex. Their main drawback is that they do not adequately make use of the surrounding spatial context from which the image was derived. As a result, extra training, inference, and post-processing is oftentimes necessary to achieve sufficient segmentation performance, for example, processing a volume slice-by-slice along all three orthogonal planes requires 3x the computation as compared to a fully 3D approach.

3D networks overcome these drawbacks by integrating greater amounts of surrounding context around a target object, though doing so at the cost of reduced training and inference speed or representational power due to the dramatic increase in computation and memory requirements.

B. Integrating Contextual Features

Another consideration is the balance of global and local features. Global features are peripheral to, and spatially distant from, the target object, providing information on the location of the segmentation target relative to the overall anatomy (in addition to information idiosyncratic to the anatomy itself). Local features directly inform the segmentation by providing information on the appearance of the segmentation target object itself (in addition to the immediate periphery).

Whether operating in 2D or 3D space, both global and local features of a target object are needed for accurate segmentation. For instance, in white matter hyperintensity (WMH) segmentation, lesions exhibit low spatial continuity and vary in both size and location across patients. This necessitates knowing both the larger context of the specific patient’s brain as well as the high-resolution local information in each neighborhood of the brain to determine if certain regions are lesions and, if so, how they should be segmented. This presents a major challenge as classic methods operate on input at a specified scale and do not have an intelligent way of simultaneously integrating multi-scale information.

Another major complicating factor is that there is no absolute delineation between local information and global information. Instead, contextual information lies on a spectrum with notions of local and global labels lying on polar extremas. Consequently, even if a single scale was optimal, this scale would need to be discovered empirically for each segmentation task.

C. The Evolution of Modern Segmentation Networks

1) U-Net: Ronneberger et al. [29] sought to address the issue of both local and global feature integration with their proposal of U-Net, the progenitor to many modern deep learning models applied to segmentation which takes its name from the “U” shape the canonical graphical representation of the network resembles (see Figure 3).

Up until then, a major issue in segmentation methods was balancing the integration of varying levels of spatial context as input to segmentation methods. As segmentation relies on
both local and global contextual information, a successful method would necessarily include both types of information.

U-Net solves this problem via a series of downsampling, upsampling, and feature concatenation operations in its architecture, enabling simultaneous multi-scale feature learning and efficient segmentation map generation with a single forward pass of the network (see Figure 3 for an overview of the architecture).

The network takes as input $572 \times 572$ grayscale image slices and is divided into two halves: a contracting path which comprises the first part of the network and an expansive path which comprises the latter half. The contracting half is characterized by the presence of downsampling operations which occur at a rate of $2 \times$ via max pooling layers with $2 \times 2$ kernels and a stride of 2. The expansive path symmetrically contains all the upsampling layers, with upsampling also occurring at a rate of $2 \times$ via deconvolution layers with $2 \times 2$ kernels. In the contracting path, the feature maps for each layer immediately preceding a downsampling layer are copied and concatenated to the input features of the corresponding post-upsampling layer in the expansive path after being cropped to matching spatial dimensions. The final layer of the network is a convolutional layer with a $1 \times 1$ kernel which classifies each voxel of the central $388 \times 388$ image crop (see Figure 4). The segmentation task was framed as a pixel classification problem and the authors consequently utilized a cross-entropy loss.

The authors tested U-net on several datasets, notably the ISBI cell tracking challenge 2015 where they bested the previous SoTA on segmentation of brain tumor cells captured by phase-contrast microscopy (9% improvement in IOU score), and cervical cancer cells captured by differential interference contrast microscopy (31% improvement in IOU score).

2) **U-Net with Residual Connections**: Drozdzal et al. [30] explored the use of short and long skip connections in a U-net-like model (modifying [27] by adding an expanding path and corresponding connections from the contracting path). They noted that the copy and concatenation of features in U-Net’s contracting path with features in the expanding path are akin to long skip connections and so choose to sum rather than concatenate the features in their models. The combination of both short and long skip connections led to better convergence and training stability relative to variants of the network that either utilized only one type of connection, or neither.

3) **3D U-Net**: Çiçek et al. [31] directly extended U-net to process all three spatial dimensions simultaneously, proposing a variant that utilized 3D convolutions in place of 2D convolutions for full volumetric segmentation. Aside from reducing the number of output features in every layer of the the contracting path by half, save for those directly preceding downsampling operations, the 3D U-net was identical to the original U-net (see Figure 5).

Given sparsely annotated training data (volumes with only a few slices annotated), the authors used the 3D U-net to produce dense volumetric segmentation of Xenopus kidney embryos captured by confocal microscopy in two tasks. The first was a ‘semi-automated’ segmentation task where dense (complete) volume segmentation was produced for a sparsely annotated training sample, achieving a 7% higher IOU score relative to a 2D U-Net.

The second was a fully-automated segmentation task...
where a dense volume segmentation was produced for an unlabeled volume on which the network had not been trained, achieving an 18% higher IOU compared to a 2D U-Net.

4) V-Net: Milletari et al. [32] combined the above ideas in “V-Net”, a 3D U-net with residual blocks applied to the task of 3D prostate MRI segmentation (see Figure 6).

The integration of greater spatial context and residual learning led to remarkable performance benefits, being on par with the then SoTA model on the “PROMISE 2012” challenge dataset at a reduced training convergence time common to residual networks. Unlike U-net [29] and 3D U-net [31], the authors eschew batch normalization and follow the increasingly common trend of eliminating pooling layers, performing downsampling via convolutions kernels of size $2 \times 2 \times 2$ and a stride of two. They also performed segmentation on the entire image patch as opposed to previous works which only segmented the central section of the image patch.

Another major contribution of the authors was the proposal of a soft DICE loss which they used in their loss function in an attempt to directly optimize the network for segmentation accuracy. This version led to 13% greater performance than one trained using multinomial logistic loss with sample weighting. The resulting segmentation maps were not only more accurate, but also smoother and more visually pleasing.

$L L_{dice}$ is a soft DICE loss applied to the decoder output $p_{pred}$ to match the segmentation mask $p_{true}$:

$$L L_{dice} = \frac{2 \times \sum_{i} p_{true} \times p_{pred}}{\sum_{i} p_{true}^2 + \sum_{i} p_{pred}^2}$$

where summation is voxel-wise.

5) V-net with Autoencoder Regularization: Myronenko [33] devised the current SoTA for 3D MRI brain tumor sub-region segmentation and won the Medical Image Computing and Computer Assisted Intervention (MICCAI) Multimodal Brain Tumor Segmentation (BraTS) 2018 challenge. The author extended the V-net model by emphasizing the V-Net as an auto-encoder and imposing regularization contraints during training via a variational auto-encoder (VAE) [34] decoder branch attached to the encoder layer which bifurcated output to both the segmentation decoder branch and the VAE decoder branch (see Figure 7). They then were able to leverage the KL divergence and L2 loss of the VAE branch in addition to a soft DICE loss (see Equation [1]).

$\text{Milletari et al. [32]}$ of the segmentation decoder branch in a composite loss function to both regularize the encoder and impose additional constraints. This had the effect of ensuring that features learned in the layers prior to the upsampling portion of the net minimized reconstruction error; in other words, biasing learned features to those that are the most salient and independent. The VAE branch was only used during training and was removed at test time.

The output of the segmentation decoder branch is a direct segmentation map in the form of a three-channel image with spatial dimensions identical to the input image and each channel corresponding to one of three tumor subregion classes (i.e., enhancing tumor-core, whole tumor, tumor core).

Another performance driver was their use of group normalization [35], being especially prudent given that the author forewent the use of multiple samples per batch (i.e., used a batch size of 1) in favor of maximizing the input image crop size, precluding the use of batch normalization.

The aforementioned maximization of input crop size enabled the use of an extremely large input ($160 \times 192 \times 128$) relative to the original image size ($240 \times 240 \times 155$ for all samples). This is in contrast to the much smaller input used in EMMA [36] ($64 \times 64 \times 64$), the prior year’s SoTA approach, and No New-Net [37] ($128 \times 128 \times 128$), the current year’s 2nd place method which incidentally was simply a 3D U-net [31] with the larger crop size (in addition to minor training differences and post-processing) being the only notable modification.

These results seem to support the idea that the amount of spatial information has a much greater impact on segmentation performance than complicated architectural modifications and pre-/post-processing techniques. Indeed, the author noted that experiments conducted with smaller input sizes, larger batch sizes, and the use of batch normalization resulted in worse performance. Experiments utilizing sophisticated data augmentation techniques (i.e., random histogram matching, affine image transforms, and random image filtering) showed no performance benefits. Tuning the network’s segmentation results with conditional random fields showed mixed results, improving performance in some cases while reducing it in others. Performing test-time data augmentation by applying the neural network to 8 mirror flips of the 3D image and averaging realigned segmentation results led to an insignificant performance improvement. Ensembling 10 separately trained version of the model produced a roughly 1% performance improvement.

The author also found that increasing the amount of information at each layer (i.e., number of learned filters) was able to consistently improve performance while increasing depth did not result in any performance gains, lending
support to the idea that more salient low- to mid-level feature representations exist relative to higher-level feature spaces in the domain of medical imaging. This theory is further reinforced by [38] which was simply a U-Net [29] with eight additional convolutional layers immediately following the input layer that surpassed an ensemble of U-nets on the 2017 MICCAI WMH challenge.

Unfortunately, it possesses unique considerations absent in other modalities. Given the nature of ultrasonography and the typically free-hand nature of ultrasound image acquisition, image quality is highly dependent on the particular device, device settings, and acquisition technique used. This leads to the presence of speckle noise, artifacts, a greater emphasis on operator expertise, and significant variability between, and even within, observers. Additionally, ultrasound image interpretation relies on being able to dynamically investigate the same anatomical areas at different viewing angles in real-time, rather than over a set of static images obtained in advance. These factors result in the need for a high level of expertise to properly acquire and interpret ultrasound images, a major barrier to full adoption by clinicians in all applicable areas.

Ultrasound technicians require much more training relative to other types of radiologists, training which necessarily must include exposure to a wide variety of pathologies across a wide variety of patients in a format that enables dynamic investigation, historically in-person workshops, with the confluence of these factors resulting in fewer opportunities to receive this training. Indeed, a 2018 study found that 84% of the physician assistants surveyed believed that the training they received during their clinical rotations was insufficient preparation for clinical practice [43]. Among the many potential solutions to achieving sufficient ultrasonography expertise, increasing access to effective training opportunities via computer-based simulation platforms and developing automated image analysis systems to assist radiologists are two of the more promising areas.

V. DEEP LEARNING FOR ULTRASOUND: APPLICATIONS, IMPLICATIONS, AND CHALLENGES

Ultrasound is the most widely used modality in medical imaging but among the least researched in terms of automated analysis, possibly due to the fact that areas of clinical significance are fewer and less severe than, say, MRI, CT, or X-ray, which are generally reserved for the diagnosis of serious, often life-threatening pathologies. In contrast, ultrasound has historically been used chiefly in obstetrics, though it in theory could be used to support clinicians in a wide array of applications. Indeed, it is now often used to diagnose pathologies in parts of the body such as the heart, lung, prostate, thyroid, and breast; in image-assisted surgical procedures; and in point-of-care diagnostic pipelines in emergency medicine.

Ultrasound is an imaging modality with particular clinical significance, being a safe, portable, relatively low-cost real-time diagnostic tool. It can be quickly and easily deployed in the field, making it especially valuable in disaster response scenarios and areas without adequate access to well-equipped medical facilities. Point-of-care ultrasound has been proven to provide faster, more precise diagnoses [39], [40], reduce procedural complications [41], and decrease time-to-treatment [42]. In combination with its use of non-ionizing radiation and fairly non-invasive application, it is afforded the unique ability to image “any anatomy often, anywhere”, a feature that may otherwise be contraindicated, infeasible, or even impossible.

Unfortunately, it possesses unique considerations absent in other modalities. Given the nature of ultrasonography and the typically free-hand nature of ultrasound image acquisition, image quality is highly dependent on the particular device, device settings, and acquisition technique used. This leads to the presence of speckle noise, artifacts, a greater emphasis on operator expertise, and significant variability between, and even within, observers. Additionally, ultrasound image interpretation relies on being able to dynamically investigate the same anatomical areas at different viewing angles in real-time, rather than over a set of static images obtained in advance. These factors result in the need for a high level of expertise to properly acquire and interpret ultrasound images, a major barrier to full adoption by clinicians in all applicable areas.

Ultrasound technicians require much more training relative to other types of radiologists, training which necessarily must include exposure to a wide variety of pathologies across a wide variety of patients in a format that enables dynamic investigation, historically in-person workshops, with the confluence of these factors resulting in fewer opportunities to receive this training. Indeed, a 2018 study found that 84% of the physician assistants surveyed believed that the training they received during their clinical rotations was insufficient preparation for clinical practice [43]. Among the many potential solutions to achieving sufficient ultrasonography expertise, increasing access to effective training opportunities via computer-based simulation platforms and developing automated image analysis systems to assist radiologists are two of the more promising areas.

A. Prospective Solutions

1) Computer-based Simulation: Hardware and software platforms for ultrasound simulation have been proposed to directly empower radiologists-in-training and address the growing need for accessible ultrasound training [44]. Of the many commercially available platforms, the SonoSim SonoSimulator in particular is among the most popular [45], [46]. It has been shown to be as effective as live model training at teaching image acquisition [47] and more effective for image interpretation [48] with particular implications for urgent and logistically challenging scenarios, namely disaster-response training which can be greatly catalyzed by the focused assessment with sonography in trauma (FAST) protocol [49]. The major advantage of the SonoSim SonoSimulator over other platforms is its high-fidelity simulation, usage of real patient data (as opposed to most other commercially available platforms which use synthetically generated data due to the difficulties in obtaining high-quality in-vivo data), and thousands of cases with a wide array of pathologies. This not only allows for repeated, realistic training on typical cases but also on rare but serious conditions which, due to their infrequency, are likely to be underdetected when presented in the clinical setting [44].

2) Automated Image Analysis Algorithms: In conjunction with greater access to high-quality training, automated image analysis could increase clinical effectiveness and lower
the amount of time, expertise, and cognitive resources required of sonographers by facilitating image interpretation through capabilities such as anatomy detection, classification, and semantic segmentation; object disambiguation with noise and artifact reduction through “salient signal recovery” [50]; and directional guidance/feedback in image-assisted interventions.

3) A Dual Pathway Approach: Finally, the combination of automated image analysis into an ultrasound training platform could catalyze expertise acquisition while reducing inter- and intra-observer variability by providing a high-quality, standardized training experience. This could be achieved via the integration of automated analyses that would be used in the clinic or by scaffolding learning with tools tailor-made to complement a didactic pedagogy.

B. Segmentation Challenges in Ultrasound

As segmentation is a necessary component of many medical image analysis workflows, as well as an end in itself, research in this area is the logical first step in achieving robust automated image analysis. Unfortunately, there is still a lack of research in ultrasound image segmentation relative to, say, MRI or CT.

This is compounded by (and most likely due to) the fact that sonography produces images that are harder to analyze given inherent inhomogeneities due to speckle intensity, a low signal-to-noise ratio, shadows, and edge dropout. In addition, there is wide variance in image and target features across devices, anatomies, and patients (i.e., significant appearance and shape variations) with a priori anatomical knowledge influencing the images acquired (i.e., acquisition plane and location) and greatly informing the segmentation task (e.g. determining whether an image region is a shadow, artifact, or anatomy).

This implies that, in contrast to other high-fidelity imaging modalities where strong segmentation results have been achieved with the incorporation of a relatively minor amount of a priori information or spatial contextual information, the idiosyncratic challenges of ultrasound image analysis necessitate the inclusion of a higher degree of both sources of information to produce expert-level segmentation algorithms.

C. Recent Deep Learning-based Approaches

Given that neural network performance is dictated by the quality of the high-level abstractions gleaned from raw image features, the low-fidelity image features produced by ultrasonography have generally hampered the development of strong deep learning models. In contrast, classic high-level methods take more information into account and are able to model the geometry and physics of the target anatomy. Unfortunately, these models have historically been laborious to implement as modeling of those parameters necessitates feature engineering which in turn relies on a priori knowledge about the speckle patterns of regions of interest as well as organ geometry [51]. In response, researchers have investigated using deep neural networks, especially in 3D, to automatically extract features to drive classical methods in a hybrid framework.

1) Sparse Adaptive Neural Networks (SADNN): Ghesu et al. [52] proposed a sparse adaptive neural network (SADNN). SADNN used marginal space learning to enable a fully-connected network to efficiently utilize spatial information and drive an active shape model for aortic valve segmentation (see Figures 8 - 12 for a visual overview), achieving over 45.2% mean position error improvement over the previous marginal space learning state of the art method, and at the same run-time.

Fig. 8. SADNN: “Visualization of the difference between uniform/handcrafted feature patterns and self-learned, sparse, adaptive patterns” [52]

Fig. 9. SADNN: “Schematic visualization of the marginal space deep learning framework. The black/white dots encode the sparse sampling patterns.” [52]

2) fCNN-enhanced 3D Snake: Similarly, Dong et al. [53] utilized a fCNN with a deformable model (see Figure 13) to segment the adult LV. Their paradigm employed a 2D fCNN on 3D image slices, using the fCNN to generate a coarse segmentation and initialize the deformable model, a 3D snake, which subsequently was used to produce a fine segmentation. This approach again outperformed either method alone and also surpassed the SoTA U-Net on the Challenge on Endocardial Three-dimensional Ultrasound Segmentation (CETUS) dataset [54].

3) fCNN-enhanced 3D Atlas: Dong et al. [55] also integrated an atlas-based method with a 3D fCNN in a conditional generative adversarial paradigm to learn the transformation parameters of the atlas (see Figure 14), achieving a 95.3% DICE score, 6% higher than the SoTA V-Net on the CETUS dataset [54].

4) SumNet: While these results are provocative, a recent notable exception to the aforementioned trend of hybrid methods and 3D information is SumNet [51], a SegNet-based [56] neural network, which uses max pooling indexes to improve information transfer during upsampling (see
Fig. 10. SADNN: “Example images showing the detection results for different patients from the test set. The detected bounding box is visualized in green and the ground truth box in yellow. The segments with the origin in the center of each box define the corresponding coordinate system. Note that as specified in the text, the 3D pose of the aortic valve (position, orientation and scale) is fully determined by the anatomy.” [52]

Figure [15], to tackle the task of intravascular ultrasound segmentation (IVUS) and thyroid gland segmentation. The network takes in 2D slices from a single plane, computes the segmentation mask over each slice, and concatenates these slices back together to form the complete 3D volumetric segmentation. They improved on the SoTA in both tasks, achieving a 93% and 92% DICE score on the 2011 MICCAI IVUS dataset and a publicly available thyroid dataset [57], respectively.

D. Implications of Interpretability

Hybrid approaches have been shown to offer many advantages. Not only have they set record performance, they also address the criticism of lack of algorithm interpretability that plague neural network-only solutions by providing interpretability at the layer of the high-level method. This is especially important in medical applications as understanding what the model is doing can provide better guarantees on performance and help identify scenarios to which the model is best suited. As physicians rely on the outputs of these models to make critical clinical decisions, it is of paramount importance that they are deployed only in the appropriate clinical contexts and that clinicians understand the model to the degree that helps them best decide how to integrate it into their practice.

E. Summary

The most recent wave of cutting edge research demonstrates that the integration of neural networks that derive salient voxel-derived features with high-level methods to leverage a priori information is an effective approach. However, extending this paradigm to incorporate the full spatial extent of the anatomy in question via some form of 3D neural network is still a nascent area of research. In addition, recent findings suggest that we have yet to discover the most effective neural network-only solution. Consequently, more research is needed on both more effective neural networks and hybrid schemes.

Given the promising initial results, difficulties inherent in ultrasound image analysis, and consequent high potential impact of expert-level computer-assisted workflows, this branch of research will soon define the gold standard of modern ultrasound image analysis methods, and potentially the entire field of medical image analysis. In combination with digital training platforms, these methods will reduce the historical barriers to ultrasound usage by catalyzing ultrasound training or directly assisting clinicians in their practice, enabling manifold novel uses across a variety of clinical practices, greater success of image-assisted procedures, and greater access to point-of-care diagnostics which are are crucial for disaster and trauma scenarios.

VI. Future Directions

In addition to the architectures and approaches discussed, there are also multiple avenues for improvement via integration of other ideas from related tasks, such as:

1) Pairing raw input images with hand engineered features based on a priori information as in [58].
2) Introducing slightly more sophisticated, extensible modules to complement notions of network depth and width while still keeping overall network design simple and minimizing hyperparameter complexity. Methods utilizing this approach have already shown SoTA performance on related tasks such as image classification [59] and image enhancement [60].

3) Utilizing hybrid architectures which only apply 3D convolutions over the feature space most aided by their inclusion in order to alleviate the exponential increase in computation and memory in addition to the over-fitting predilection of pure 3D networks. This may be application-specific, with 3D convolutions sometimes being more useful when applied to high-level features [61] and sometimes when applied to low-level features [62]. This can be further aided by the decomposition of 3D convolutions on spatiotemporal data to separate 2D convolutions over the spatial and temporal axes, which has been shown to yield higher performance in addition to parameter and computation reduction [61].

**VII. Conclusion**

Medical image segmentation algorithms have seen many improvements in the past few decades. From the proposal of low-level edge-, region-, and classification-based methods, to high-level atlas-based methods and deformable parametric and geometric models, to the recent breakthroughs utilizing deep neural networks, automated algorithms have steadily approached expert-level performance.

Many recent architectures applied to biomedical segmentation tasks achieve success due to their ability to simultaneously integrate image features at different scales, building salient abstract feature representations that lead to the production of high-quality segmentation masks. They have made

---

2) Figure from [56]
use of simple architectural improvements such as the use of residual learning and the integration of 3D context, as well as major insights such as the regularization of layers through hybrid architectures and loss functions that directly minimize the segmentation map error metric. These architectures have defined the current gold standard on those tasks.

While high-quality image analysis algorithms will most certainly be useful across all medical imaging modalities, some may experience a greater benefit than others. For example, ultrasonography is extremely useful in a wide variety of scenarios but has not been able to achieve full adoption across relevant clinical specialties due to challenges idiosyncratic to ultrasound image acquisition and interpretation. Automated expert-level ultrasound image analysis systems have the potential to overcome these challenges, facilitating clinical expertise acquisition while at the same time making a much wider impact due to the accessibility and manifold potential applications of medical ultrasound. There is a growing body of research in this area, though it still lags behind research in other modalities such as CT and MRI.

Finally, across all medical imaging modalities, there are various possible optimizations and improvements that have been developed for related tasks that have the potential to improve neural network-based segmentation performance.

While neural networks have significantly narrowed the performance gap between human experts and automated algorithms, the gap still exists. In addition, at present there is no single general framework which applies to segmentation tasks across all anatomies or imaging modalities. Instead, approaches must still be tailored to the specific domain, task, and, sometimes even, dataset. Consequently the task of automated medical image segmentation is far from solved and much work remains to be done to enable the development of automatic expert-level segmentation algorithms.
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