I. INTRODUCTION

Dynamics of quantum systems lead to many phenomena of fundamental importance in non-equilibrium physics [1–6]. Recent advancements in the experiments have provided controlled implementation of dynamics in physical systems, like in cold atoms [7–11] and ion-traps [12–15]. Inspecting the dynamics of quantum systems is crucial for technological advancements too, e.g., for modelling quantum simulators [16–19] and adiabatic quantum computations [20, 21]. Dynamics of physical systems possessing a quantum phase transition (QPT) has always been an interesting area of research [22–32]. One striking feature of dynamics of a physical system near a critical point is that adiabaticity [33] cannot be maintained due to a vanishing energy gap [34].

Quantum Rabi model (QRM), a simplified version of the Dicke model [35], with only one two-level atom interacting with a quantized cavity field, exhibits a QPT from a normal phase to a superradiant phase when the ratio of atomic transition frequency to the cavity field frequency goes to infinity [36–44]. Thus in this case, the infinite ratio of frequencies plays the role of the thermodynamic limit in usual phase transitions. Recently, it has also been shown that the QPT in the QRM, as well as the dynamics near the QPT, can be experimentally probed in the setting of a single trapped ion [45]. In [44], a quench dynamics of the system described by a QRM in the normal phase is considered, and the non-adiabatic effect with respect to the rate of the quench is investigated. For sufficiently slow quenches, a measure of degree of non-adiabaticity of a quench, the residual energy, follows a power-law scaling with the quench rate. For quenches ending away from the critical point, the fall in residual energy is sharper than for the quench ending at the critical point. For slow enough quenches, the ideas of adiabatic perturbation theory (APT) [46] and the Kibble-Zurek mechanism (KZM) [47–52] can be applied to obtain the scaling of residual energy with respect to the rate of quench. The KZM was initially developed to describe formation of the universe, and later on applied to condensed matter systems. It predicts formation of defects when the system is driven through a symmetry breaking phase transition. It has been successfully applied to various models possessing phase transitions [35, 53–63].

In real circumstances, the system parameters and the devices controlling the tuning of these parameters may not be ideal. In such scenarios, it is important from an experimentalist’s point of view to know about the “average” behavior of relevant physical quantities. In this article, we study the quench dynamics in the QRM in presence of a disorder in the quench parameters. The aim is to analyze the (quenched) average non-adiabatic effects of the dynamics, affected by quenched disorder. Ideally, the system residing in the ground state of the Hamiltonian in the normal phase is linearly quenched to a final Hamiltonian corresponding to the critical point of the QPT. We analyze disordered versions of the above quench in the following two cases. In the first case, the disorder is present in the total quench time, whereas in the second case, there is disorder in the quench parameter.

In both the cases, we study the average residual energy, where the average is taken over all disordered quenches. For the first case, we find that the quenched average residual energy scales similarly as the residual energy for the ordered quench, with respect to the rate of the ordered quench. Therefore, the non-adiabaticity for quenches ending at the critical point, is unaffected by the disorder in the rate of quench. For sufficiently slow quenches, we also apply APT and KZM to obtain the same result, which indicates the applicability of KZM even to disordered quenches. For the second case of disordered quench, we report a monotonic increase in the adiabatic nature of the quench with the strength of the disorder. Furthermore, we also consider a quench where the final Hamiltonian is chosen as average over disordered final Hamiltonians. We show that this quench is “more adiabatic” than the quenches with the disordered final Hamiltonians.

The rest of the paper is organized as follows. In sec. II, we discuss the prerequisites, and is subdivided into three subsections. We start with briefly reviewing QPT in the QRM in subsec. II A. In subsec. II B, dynamics of the QRM and a measure of non-adiabaticity of the quench is discussed, and in subsec. II C, quenched averaging of physical quantities over the disorder is briefly explained. In sec. III, we study a quench of the system from a given initial Hamiltonian to the critical
point, but with a disorder in the rate of quench. For sufficiently slow quenches, we use APT and KZM to reproduce the scaling exponents in subsec. IIIA. In sec. IV, we study a disordered quench of the system from a given initial Hamiltonian to a disordered Hamiltonian which do not correspond to the critical point Hamiltonian. We present a conclusion in sec. V.

II. PREREQUISITES

A. Quantum Rabi model

We briefly discuss here about a quantum phase transition in quantum Rabi model. A two-level atom in the presence of quantized cavity field can be modelled by the quantum Rabi Hamiltonian, which has the form

$$H_{Rabi} = \hbar \omega a^\dagger a + \frac{\Omega}{2} \sigma_z - \lambda (a^\dagger + a) \sigma_x,$$

where $\hbar$ is the reduced Planck’s constant, $\omega$ is the frequency of the cavity field, $\Omega$ is the atomic transition frequency, $\lambda$ is the coupling coefficient, $\sigma_{x,y,z}$ are the usual Pauli operators, and $a$ and $a^\dagger$ are respectively the annihilation and creation operators of cavity field. Exact solutions to quantum Rabi Hamiltonian are devoid of any closed form, despite it being solvable [64]. It is shown in [44] that an effective Hamiltonian describing low energy physics of $H_{Rabi}$ can be deduced for $\frac{\omega}{\Delta} \gg 1$. In fact, in the limit $\frac{\omega}{\Delta} \rightarrow \infty, H_{Rabi}$ undergoes a quantum phase transition, which can be shown using its effective low energy Hamiltonian [44].

The effective low energy Hamiltonian for $H_{Rabi}$ in the limit $\frac{\omega}{\Delta} \rightarrow \infty$ is given by

$$H_{np} = \hbar \omega a^\dagger a - \frac{\omega g^2}{4} (a^\dagger + a)^2 - \frac{\Omega}{2}, \quad |g| \ll 1,$n$ $H_{sp} = \hbar \omega a^\dagger a - \frac{\omega}{4g^2} (a^\dagger + a)^2 - \frac{\Omega}{4}(g^2 + g^{-2}), \quad |g| > 1,$

where $g = \frac{\lambda}{\pi \Delta}$ is a dimensionless parameter and quantum phase transitions occur at $|g| = 1$. Subscripts $np$ in $H_{np}$ and $sp$ in $H_{sp}$ stands for normal ($|g| < 1$) and superradiant ($|g| > 1$) phases, respectively. In order to obtain the low energy effective Hamiltonians from $H_{Rabi}$ in the limit $\frac{\omega}{\Delta} \rightarrow \infty$, certain unitary transformations are applied such that the low energy spectrum of $H_{Rabi}$, corresponds to one of the spin subspaces. Then a projection of $H_{Rabi}$ on that spin subspace provides the effective Hamiltonians [44].

B. Linearly quenched dynamics in normal phase

In this subsection, we briefly present the quench dynamics of the system, prepared initially in its ground state, with a linearly quenched time-dependent Hamiltonian in the normal phase [44]. Let $g$ be the quench parameter and have the form

$$g(t) = \frac{g_f}{\tau} t; \quad 0 \leq t \leq \tau.$$
δ is of the quenched type, viz. if the equilibration time of the disorder is much larger than the time required for all the relevant observations about the observable $O$, then the quantity of interest for an experimentalist will be the quenched average of $O$, which is given by

$$
\overline{O} = \frac{1}{|\delta|} \sum_{\delta} O_{\delta},
$$

where the sum runs over all realizations of the disorder, obeying the distribution $p(\delta)$, for different runs of the experiment, and |\delta| is the number of runs of the experiment. One of course needs to perform a convergence check using a higher number of runs of the experiment.

### III. DYNAMICS WITH DISORDER IN TOTAL TIME OF QUENCH

In this section, we consider a disorder in the rate of the quench, i.e., in the total time of quench. We study the effect of disorder on the scaling of the disorder averaged residual energy, $\overline{E}_r$, with respect to the quench time, $\tau$, of the quench in the ordered case. We consider a quench where the system starts in the normal phase ($\frac{H}{T} \to \infty$ and $|g| < 1$) and approaches the critical point ($g = 1$) linearly. We consider the initial wave function of the system to be the ground state of $H_{hp}(g = 0)$ followed by the quench,

$$
g(t) = \frac{1}{\tau_{\delta}} t, \quad 0 \leq t \leq \tau_{\delta} = \tau(1 + \delta),
$$

where $\tau$ is the total quench time in the absence of disorder, $\tau_{\delta}$ is the total quench time in the disordered case, with $\delta$ being the disordered parameter. Now, we assume that $\delta$ is a number chosen from a distribution, $p(\delta)$, which is given as

$$
p(\delta) = \frac{\exp \left( -\frac{\delta^2}{2\sigma^2} \right)}{\sqrt{2\pi}\sigma \text{erf} \left( \frac{3}{\sqrt{2}} \right)}; \quad |\delta| \leq 3\sigma,
$$

$$
p(\delta) = 0; \quad \text{otherwise},
$$

where erf(·) is the Gauss error function. The probability distribution is very close to the ubiquitous Gaussian distribution. The reason for choosing such a distribution, instead of the usual Gaussian, is that $\tau_{\delta}$ cannot be negative, which implies that $\delta$ cannot be less than -1. With the chosen distribution, this is achieved by choosing $\sigma$ in the range $[0, \frac{1}{3}]$. Note that $\sigma$ is no more the standard deviation of the distribution $p(\delta)$, but it can still be seen as a measure of dispersion.

Solving the equation of motion in Heisenberg picture numerically, we observe that for slow quenches ($\omega\tau \gg 1$), the disorder averaged residual energy follows a power law fall with respect to the quench time $\tau$, i.e., $\overline{E}_r \propto \tau^\nu$, with $\nu$ varying close to $-\frac{3}{5}$, whatever be the $\sigma$, in the range $[0, \frac{1}{3}]$. This suggest that the scaling is robust against the disorder present in total quench time. We give the scaling exponents, $\nu$, for the scaling relation $\overline{E}_r \propto \tau^\nu$, with varying dispersion of the disorder distribution in Table 1. It can be seen that as $\sigma$ increases, there is no change in the scaling exponent $\nu$, correct to the third decimal place, it is still $-\frac{3}{5}$.

### TABLE I: Response to disorder in quench time on scaling exponent of non-adiabaticity

We tabulate here the scaling exponents of the disorder averaged residual energy, $\overline{E}_r$, with the total time of ordered quench, $\tau$, for different dispersions of the disorder distribution. The results are obtained by solving the Eq. (5) numerically. Our precision enables us to predict only up to three significant figures. Within this precision, the scalings remain unchanged with change of the disorder strength, as quantified by the dispersion, $\sigma$.

Compare this with the variation in the scalings in the next table. All quantities in the table are dimensionless.

| Dispersion $\sigma$ | Scaling exponent $\nu$ |
|---------------------|-----------------------|
| 0.01                | -0.333               |
| 0.1                 | -0.333               |
| 0.2                 | -0.333               |
| 0.3                 | -0.333               |
| 0.33                | -0.333               |

### A. Scaling exponents within adiabatic perturbation theory and Kibble-Zurek mechanism

Adiabatic perturbation theory (APT) is a useful method to solve the dynamics of a system going through a very slow quench [46]. For a quench given in Eq. (3), with $g_f \ll 1$ and $\omega\tau \gg 1$ (slow quench), it has been shown that the residual energy, within APT, behaves as [44]

$$
E_r(\tau) \approx \frac{\hbar g_f^4}{16\omega(1 - g_f^2)^2} \tau^{-2}.
$$

But APT fails when the system has a vanishing energy gap during the dynamics, even for slow quenches. Therefore, for a quench with $g_f \sim 1$, the scaling given by Eq. (10) is no more correct. In such cases, the KZM can be used, and it was shown in [44] that for $g_f \sim 1$, the scaling exponents within KZM come out to be $-\frac{3}{5}$, just as obtained numerically from the equation of motion in the Heisenberg picture directly.

In this subsection, our aim is to verify whether for disordered systems, scalings predicted by KZM matches with that obtained directly from the Heisenberg equation of motion (as already presented in Table I). Consider, therefore, the quench given in Eq. (8). The basic idea of KZM is to split a dynamics into adiabatic and impulsive regimes based on a comparison of two time scales [45, 51, 52, 62]. The first of these time scales is the “relaxation time” of the system, which is inversely proportional to the energy gap ($\eta$) between the ground state and the first allowed excited state [57]. Precisely, it is $\hbar \eta^{-1}$, where $\eta = 2\hbar \omega \sqrt{1 - g_f^2}$. The relaxation time of the system is the time required by the system to respond to a given quench. And
obtained using abatic and impulsive regimes be given by \( \hat{g} \), which can be obtained using

\[
\frac{|\eta(\hat{g})|}{\eta(\hat{g})} = \frac{\hbar}{\eta(\hat{g})},
\]

whence we get

\[
\frac{(1 - \hat{g}^2)^{3/2}}{\hat{g}} = \frac{1}{2\omega \tau_\delta}.
\]

Note that for \( \sigma \in [0, 0.33] \) (range taken in Table I), for the distribution given in Eq. (9), \( \delta \) is never closer enough to 1, so that \((1 + \delta)^{-1}\) blows up. Therefore, for a slow quench \((\omega \tau \gg 1)\) and a smaller enough dispersion \(\sigma, \omega \tau_\delta \gg 1\), too. This implies that the R.H.S. of Eq. (11) is close to zero, and L.H.S. is close to zero when \( \hat{g} \approx 1 \), whereby we can write \( \hat{g} = 1 - \hat{e} \), for a small positive \( \hat{e} \). Ignoring higher than linear order in \( \hat{e} \), we obtain \( \hat{e} \approx 1/(2/3 + 2^{5/3}(\omega \tau_\delta)^{2/3}) \), and because \( \omega \tau_\delta \gg 1 \), we get

\[
\hat{g} \approx 1 - \frac{1}{2^{5/3}(\omega \tau_\delta)^{2/3}},
\]

Since \( \hat{g} \lesssim 1 \), and the system freezes at \( g = \hat{g} \), therefore, \( E_r(\tau_\delta) \approx E_r(\hat{g}) \), where \( E_r(\hat{g}) \) is the residual energy when \( g = \hat{g} \). Now, it can be shown using APT that for slow quenches \((\omega \tau \gg 1)\), the residual energy, \( E_r(\hat{g}) \), is given by

\[
E_r(\hat{g}) \approx \frac{\hbar \hat{g}^2}{16\omega(1 - \hat{g}^2)^{5/2}\tau_\delta^2},
\]

which, using relations (12) and (13), can be expressed as

\[
E_r(\hat{g}) \approx \frac{\hbar \omega}{4\sqrt{2}(\omega \tau)^{1/3}} \left[ (1 + \delta)^{-1/3} - \frac{(1 + \delta)^{-1}}{12\sqrt{2}(\omega \tau)^{1/3}} \right].
\]

The disorder averaged residual energy, at the end of the quench, is given as \( \overline{E_r} = \int E_r(g)p(\delta)d\delta \). Now, the integrals of \((1 + \delta)^{-1/3} p(\delta)\) and \((1 + \delta)^{-1} p(\delta)\) are of the order of 1, for \( \sigma < 0.33 \). Therefore the disorder averaged residual energy for low values of \( \sigma \) is

\[
\overline{E_r} \approx \frac{\hbar \omega}{4\sqrt{2}(\omega \tau)^{-1/3}}.
\]

Note that the second term in the expression of \( \overline{E_r} \) is dropped because of the slow quench, i.e., \( \omega \tau \gg 1 \). Therefore the scaling exponent obtained using APT and KZM is \( \nu = -\frac{1}{3} \), which matches with the numerically obtained data by directly solving the equation of motion in the Heisenberg picture, as presented in Table I. Thus, both the analytical but approximate calculation using APT and KZM as well as the numerical but exact calculation provide the same scaling for the averaged residual energy in the disordered dynamics in which quench stops at the critical point of the ordered quantum Rabi model, and matches with the scaling obtained in the ordered case. The disorder considered is of quenched type and is inserted in the total time of quench. We will now investigate the outcome of insertion of disorder in the final value of the quench parameter.

\section*{IV. DYNAMICS WITH DISORDER IN QUENCH PARAMETER}

In this section, we consider the quench given in Eq. (3) with the disorder in the final Hamiltonian, i.e., the final value of the quench parameter, \( g \). The disorder is chosen in such a way that it offers resistance to the quench to end at the critical point (while “approaching” from the left, i.e., over lower values), and thus the disordered final value of quench parameter, \( g \), is given by

\[
g_f(\delta) = (1 - |\delta|),
\]

where, in this case, the disorder parameter, \( \delta \), is chosen from a quenched Gaussian distribution of mean zero and standard deviation, \( \sigma \). Therefore the quench is given by

\[
g(t) = \frac{g_f(\delta)}{\tau}; \quad 0 \leq t \leq \tau.
\]
TABLE II: Response to disorder in quench parameter on scaling exponent of non-adiabaticity. The considerations are the same as in Table I, except that the disorder is inserted in the quench parameter \( g \), and the quench is given by Eq. (17). All quantities in the table are dimensionless.

| Standard deviation \( \sigma \) | Scaling exponent for \( \omega \tau \in [10^3, 10^4] \) | Scaling exponent for \( \omega \tau \in [10^4, 10^5] \) |
|-------------------------------|---------------------------------|---------------------------------|
| 0                             | -0.33                           | -0.33                           |
| \( 10^{-4} \)                 | -0.44                           | -0.57                           |
| \( 10^{-3} \)                 | -0.67                           | -0.87                           |
| \( 10^{-2} \)                 | -0.93                           | -0.98                           |
| 0.1                           | -0.99                           | -1.01                           |

Also, \( \sigma \) is taken in the range \([0, 0.1]\), resulting in the system to have \( g(t) > 0 \) satisfied with very high probability. We numerically obtain the disorder averaged residual energy, \( \overline{E}_r \), and plot it in the units of \( h\omega \), with respect to \( \omega \tau \), in Fig. 1. It is known that for the case with no disorder, i.e., \( \sigma = 0 \), \( \overline{E}_r \propto \tau^{-1} \), for higher values of \( \omega \tau \). For the case with the disorder, it is observed that for \( \sigma = 0.1 \), again a power law appears such that \( E_r \propto \tau^\nu \), where \( \nu = -1 \pm 0.01 \) (see Table II). Both the cases are depicted by a linear-fit in the Fig. 1. Therefore, as we scan from \( \sigma = 0 \) to \( \sigma = 0.1 \), there is a transition in the \( E_r \) versus \( \omega \tau \) behavior.

In order to demonstrate this transition, we estimate the scaling exponents, \( \nu \), as a function of \( \sigma \in [0, 0.1] \), for \( \omega \tau \in [10^3, 10^4] \) and \( \omega \tau \in [10^4, 10^5] \). The scaling exponents for various \( \sigma \) are presented in Table II. One can see that as \( \sigma \) increases, \( \nu \) decreases, indicating the increase in the adiabaticity of the quench. This feature is expected, because if the quench stops farther from (and before reaching) the critical point, then adiabaticity should improve.

In order to analyze the effect of disorder further, we define a quantity which is the disorder average of \( g_f(\delta) \), i.e.,

\[
\overline{g}_f(\sigma) = \int_{-\infty}^{\infty} g_f(\delta) \frac{1}{\sigma \sqrt{2\pi}} e^{-\delta^2/2\sigma^2} d\delta = 1 - \sqrt{2\pi} \sigma, \tag{18}
\]

and consider a quench,

\[
g'(t) = \overline{g}_f(\sigma) \frac{L}{\tau}, \quad t \leq \tau, \tag{19}
\]

in the Hamiltonian \( H_{\text{sep}}(g'(t)) \). Note that now the final Hamiltonian of the quench is \( H_{\text{sep}}(\overline{g}_f(\sigma)) \). Since \( \overline{g}_f(\sigma) < 1 \) for non-zero \( \sigma \), this is also, therefore, a case of quench ending before reaching the critical point. The standard deviation \( \sigma \) plays the role of distance between the end point of the quench parameter, \( \overline{g}_f(\sigma) \), and the critical point \( g'(t) = 1 \). Let us denote the scaling exponent in this case to be \( \nu' \) for \( \omega \tau \in [10^3, 10^4] \). It is observed that the scaling exponent \( \nu' < \nu \) for non-zero standard deviation \( \sigma \) of the disorder. We present the numbers in the Table III and Fig. 2. This indicates that the adiabaticity is higher when considering a disorder averaged quench \( g'(t) \), than the disorder averaged adiabaticity. The difference between the scale exponents of the residual energies for disorder averaged quench and the averaged residual energy for the disordered quench decreases with decrease in the standard deviation, \( \sigma \), of the disorder.

FIG. 2: Comparing disorder-averaged non-adiabaticity with non-adiabaticity for disorder-averaged quench parameter. Each panel is for a different standard deviation, \( \sigma \), as mentioned above the panel. For a given \( \sigma \), the disorder averaged residual energy, \( \overline{E}_r \), is plotted on the vertical axis, against \( \omega \tau \) on the horizontal axis, for the disordered quench, \( g(t) \), given by Eq. (17). This is compared with the residual energy (plotted on the same vertical axis) for the disorder-averaged quench, \( g'(t) \), given by (19). \( g'(t) \) offers a higher degree of adiabaticity than \( g(t) \). The difference in the degree of non-adiabaticities becomes smaller with decrease in \( \sigma \). \( \overline{E}_r \) is in the units of \( h\omega \) and \( \omega \tau \) is dimensionless.

TABLE III: Scaling of disorder-averaged non-adiabaticity versus the same of non-adiabaticity in disordered quench. We present here a comparison, for different standard deviations, between the scaling exponents \( \nu \) and \( \nu' \), respectively for the quench, \( g(t) \), given by Eq. (17), and \( g'(t) \), given by Eq. (19). All quantities in the table are dimensionless.

| \( \sigma \) | \( \nu \) | \( \nu' \) |
|------------|-------|-------|
| 0          | -0.33 | -0.33 |
| \( 10^{-4} \) | -0.44 | -0.46 |
| \( 10^{-3} \) | -0.67 | -0.84 |
| \( 10^{-2} \) | -0.93 | -1.79 |
| 0.1        | -0.99 | -1.98 |
is quenched to the final Hamiltonian corresponding to the critical point. The disorder was assumed to exist either in the total time of the quench or in the quench parameter itself. We numerically simulated the corresponding Schrödinger equations, and obtained that the non-adiabatic effects are unaffected - in terms of the scaling exponents - by the presence of disorder in the total time of the quench. We also independently checked the scaling exponents by using adiabatic perturbation theory and the Kibble-Zurek mechanism. For the case when the disorder is in quench parameter, a monotonic increase in the adiabaticity is reported with the strength of the disorder. We subsequently also considered a quench where the final Hamiltonian is chosen as average over the disordered final Hamiltonians with the disorder being in the quench parameter. We showed that this quench is more adiabatic than the average of the quenches with the disorder in final Hamiltonian quench parameter.
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