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SUMMARY Chip multiprocessors (CMPs) improve performance by simultaneously executing multiple threads using integrated multiple cores. However, since these cores commonly share one cache, inter-thread cache conflicts often limit the performance improvement by multi-threading. This paper focuses on two causes of inter-thread cache conflicts. In shared caches of CMPs, cached data fetched by one thread are frequently evicted by another thread. Such an eviction, called inter-thread kickout (ITKO), is one of the major causes of inter-thread cache conflicts. The other cause is capacity shortage that occurs when one cache is shared by threads demanding large cache capacities. If the total capacity demanded by the threads exceeds the actual cache capacity, the threads compete to use the limited cache capacity, resulting in capacity shortage. To address inter-thread cache conflicts, we must take into account both ITKOs and capacity shortage. Therefore, this paper proposes a capacity-aware thread scheduling method combined with cache partitioning. In the proposed method, inter-thread cache conflicts due to ITKOs and capacity shortage are decreased by cache partitioning and thread scheduling, respectively. The proposed scheduling method estimates the capacity demand of each thread with an estimation method used in the cache partitioning mechanism. Based on the estimation used for cache partitioning, the thread scheduler decides thread combinations sharing one cache so as to avoid capacity shortage. Evaluation results suggest that the proposed method can improve overall performance by up to 8.1%, and the performance of individual threads by up to 12%. The results also show that both cache partitioning and thread scheduling are indispensable to avoid both ITKOs and capacity shortage simultaneously. Accordingly, the proposed method can significantly reduce the inter-thread cache conflicts and hence improve performance.
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1. Introduction

Microprocessors have profited from the advance in CMOS process technology, growth in the number of integrated transistors and an increase in the clock frequency. However, in recent years, it has become difficult to utilize the integrated transistors by a single execution context due to lack of instruction-level parallelism (ILP), and further increase the clock frequency due to the heating problem. Hence, chip multiprocessors (CMPs) have become a major architecture for microprocessors. A single CMP includes multiple cores while they are on a single chip. These cores simultaneously execute multiple contexts as threads. As a result, CMPs can get a higher performance than single-core processors without exploiting ILP and without increasing the clock frequency.

To flexibly use hardware resources in CMPs, multiple cores often share some resources. In the case where one thread requires a large part of the shared resources while the other threads do not, CMPs with shared resources can further improve the performance compared with CMPs whose cores do not share resources. On the other hand, resources sharing often causes competition for limited resources among threads. As a result, some threads may not be able to obtain sufficient resources, resulting in severe performance degradation. Especially, competition in shared caches, the so-called inter-thread cache conflicts is a serious problem [1], [2]. Modern CMPs have large last-level shared caches to hide a long access latency to main memories. Under this situation, cache misses due to inter-thread cache conflicts have a large negative impact on performances.

There are several approaches to the above problem. Cache partitioning mechanisms [3]–[5] divide a cache into several parts and allocate them to threads exclusively. These parts are dynamically resized so as to satisfy demands for capacity of the threads. Therefore, the mechanisms can reduce inter-thread cache conflicts without losing the advantage of flexible resource usage among threads. Thread scheduling methods against inter-thread cache conflicts have also been discussed [6]–[10]. These methods decide combinations of threads, which share one cache, because performance degradation by inter-thread cache conflicts varies depending on the combinations.

Through discussions in this paper, we clearly classify these conflicts into two types, inter-thread kickouts (ITKOs) [11] and capacity shortage. ITKOs are replacements of data, in which data fetched by one thread are evicted by another thread in shared caches. Capacity shortage occurs when the total capacity demanded by the threads is larger than the capacity of the shared cache. To address these two types of inter-thread cache conflicts at the same time for modern CMPs with multiple shared caches [12], [13], the approach of combining cache partitioning and thread scheduling can work better than the individual approaches. The cache partitioning mechanisms can avoid ITKOs by allocating divided parts to threads exclusively. To
alleviate capacity shortage, the thread combinations sharing one cache can be changed by a thread scheduler in an operating system, which manages an assignment of threads to cores, so that the total capacity demanded by the threads in one cache does not become much larger than the cache capacity. Even if the thread combinations are changed, the cache partitioning mechanism flexibly resizes allocated parts to match the demands for capacity of the threads.

To this end, this paper proposes a capacity-aware thread scheduling method combined with cache partitioning. The cache partitioning mechanisms are applied to the shared caches in a CMP. These mechanisms also provide information of the necessary cache capacity of each thread with an estimation method used in the cache partitioning mechanism. Based on the estimation, the thread scheduler in the operating system decides thread combinations sharing one cache so that threads with high demands for capacity do not share one cache. As a result, the proposed method can reduce both types of inter-thread cache conflicts at the same time. The evaluation results show that the proposed method improves the overall performance and the performance of the threads with high demands for capacity. It is also demonstrated that considering both ITKOs and capacity shortage by the proposed method achieves a larger improvement than considering only either ITKOs or capacity shortage.

The rest of this paper is organized as follows. Section 2 focuses on the details of the inter-thread cache conflicts. Section 3 proposes a capacity-aware thread scheduling method combined with cache partitioning. In Sect. 4, the effects of the proposed method are discussed thorough the evaluation results. Finally, Sect. 5 concludes this paper.

2. Inter-Thread Cache Conflicts

Inter-thread cache conflicts have a harmful effect on the performance of CMPs. Hily et al. described that ignoring the effect of inter-thread cache conflicts causes over-estimation of the performance [1]. Thekkath et al. investigated the effectiveness of supporting multiple hardware contexts for microprocessors, and concluded that the impact of inter-thread cache conflicts becomes larger as the number of threads increases [2].

The purpose of this work is to reduce inter-thread cache conflicts. Therefore, in this section, we briefly review their two important causes, ITKOs and capacity shortage, through discussions of related work and preliminary evaluations.

2.1 Performance Degradation by ITKOs

There exists a report to claim that the main cause of inter-thread cache conflicts is inter-thread kickouts (ITKOs) [11], which means that data fetched by one thread are evicted by other threads. If the former thread again accesses the data that have already been replaced by the others, the cache access results in a cache miss that does not occur in single-thread execution. In [11], the authors indicate that the number of ITKOs is an effective metric to estimate the performance degradation by inter-thread cache conflicts.

Cache partitioning mechanisms have been proposed to avoid ITKOs [3]–[5]. These mechanisms group the ways of a set-associative cache into several parts. These parts are exclusively allocated to threads so that data of a thread are not put in the ways allocated to the other threads. Furthermore, these mechanisms dynamically resize the allocated parts by changing the number of ways in each part. When one thread requires more capacity than another thread, the mechanisms allocate a larger number of ways to the former thread than the latter thread. As a result, these mechanisms can avoid ITKOs without losing the advantage of flexible usage of shared cache resources. In addition, these mechanisms are implemented with low hardware overheads.

2.2 Performance Degradation by Capacity Shortage

Cache partitioning mechanisms can avoid ITKOs because the cache ways are exclusively allocated to threads. However, Moreto et al. have indicated performance degradation even if cache partitioning mechanisms are used [14]. They show that performance degradation is often experienced if the sum of the numbers of ways, which is required for maintaining 90% performance on each thread, exceeds the total number of ways in the cache.

To highlight inter-thread cache conflicts by capacity shortage more clearly, we carry out a preliminary evaluation. The objective of this evaluation is to know the relationship between capacity shortage and performance degradation. This evaluation assumes a 2-core CMP with a 32-way 1 MB L2 (last-level) shared cache, to which the cache partitioning mechanism [5] is applied. Hence, ITKOs do not occur. On this CMP, various combinations of two threads are executed. These two threads are selected from the benchmarks in the SPEC CPU2000 benchmark suite [15].

Figure 1 shows preliminary evaluation results. The horizontal axis shows required capacity by two threads. Here, the required capacity means the capacity that can achieve 95% performance of fully using the cache. The vertical axis shows the weighted speedup [16], which is a performance metric for multi-thread execution. Figure 1 indicates that the

![Fig. 1](image-url) Relationship between the sum of requested capacities of threads and performance when two threads are simultaneously executed.
performance degradation becomes larger as required capacity increases. Namely, the performance obviously degrades when capacity shortage occurs. This fact reveals the importance of avoiding capacity shortage as much as possible.

2.3 Related Work

There are several researches on thread scheduling methods considering inter-thread cache conflicts. The importance of thread scheduling methods has increased because a high degree of freedom to change thread combinations sharing a cache is given by modern CMPs and computer systems with multiple CMPs.

Some researches focused on thread scheduling methods that consider ITKOs. Settle et al. [6] indicated that the main cause of performance degradation in simultaneous multithreading (SMT) processors is inter-thread cache conflicts. Furthermore, they proposed the cache monitoring scheme to find out cache sets that frequently cause misses, which result in ITKOs. Based on the monitoring results, a thread scheduling method prevents threads, which have the same cache sets causing misses frequently, from sharing a cache.

Knauerhase et al. [7] focused on cache weight, cache misses per cycle, as a metric for inter-thread cache conflicts. Their scheduling method lets a light-weight thread and a heavy-weight thread share a same cache. The former thread is not performance-sensitive to the efficiency of cache usage, and the latter thread frequently causes ITKOs.

Some researches focused on thread scheduling methods that consider cache capacity. Suh et al. [8] have proposed a thread scheduling method that considers the required capacity by the threads. However, they did not consider ITKOs in the scheduling method, while they presented the cache partitioning mechanisms separately. On the other hand, to reduce both ITKOs and capacity shortage, this paper originally proposes an approach of combining cache partitioning and thread scheduling. This paper also demonstrates that thread scheduling methods without cache partitioning suffer from the performance degradation due to ITKOs.

Banikazemi et al. [9] have proposed a thread scheduling method based on a performance prediction model considering cache line occupancy, miss rate, and cycles per instruction of threads. They use cache line occupancy as one of metrics for thread scheduling. However, they do not consider the reduction in ITKOs.

Jaleel et al. [10] have proposed a thread scheduling method, CRUISE, which considers cache capacity. They also consider the combined method of a thread scheduling method and an advanced cache replacement policy. Their policy eventually reduces the performance impact of ITKOs. Although they show the effectiveness of the method, they do not mention the existence of ITKOs. This paper clarifies that the proposed method can improve performance because it can reduce both ITKOs and capacity shortage.

These researches can partially prevent the performance degradation caused by inter-thread cache conflicts. However, they do not consider both ITKOs and capacity shortage. The discussions in this section clearly indicate the necessity for the consideration of both ITKOs and capacity shortage to further reduce performance degradation due to inter-thread cache conflicts. The proposed method enables it by using a thread scheduling method and a cache partitioning mechanism simultaneously.

3. A Capacity-Aware Thread Scheduling Method Combined with Cache Partitioning

3.1 Overview

This paper proposes a capacity-aware thread scheduling method combined with cache partitioning. The proposed method has two novelties. One is that this method can reduce both types of inter-thread cache conflicts by combining thread scheduling and cache partitioning. Thanks to the combination, we can expect the synergy effect that can further reduce inter-thread cache conflicts in comparison with the case of considering either inter-thread cache kickouts or capacity. As a result, the proposed method can further improve the performance.

The other is the proposal of the capacity-aware thread scheduling method working together with a cache partitioning mechanism. With help of the cache partitioning mechanism, the proposed method can know the capacity demanded by each thread and decide the thread combinations sharing one cache. As the proposed method can share the profile data with the cache partitioning method, it does not require any extra hardware for profiling. This profiling method is described in Sect. 3.2. Then, the proposed method decides the thread combinations using a capacity-aware scheduling algorithm as mentioned in Sect. 3.3.

Figure 2 shows a CMP architecture assumed in the proposed method. The CMP includes n cores and m shared caches. Each of the shared caches is shared by multiple cores. The cache partitioning mechanisms proposed in [5] manages each of the shared caches, and their hardware overhead is not significant.

The thread scheduler divides the execution time into two phases, profiling phases and scheduled phases, and alternately repeats these phases as shown in Fig. 3. In the profiling phases, required capacity of each thread is esti-
mated. Then, the scheduler decides the thread combinations sharing a cache. In the scheduled phases, all the threads are scheduled based on the results of the previous profiling phase and executed. Such a modification is implemented with a low software overhead as discussed in [17].

3.2 A Profiling Method for Capacity Demand Estimation

To estimate the demand for capacity of each thread in the profiling phase, the proposed method uses a profiling method that leverages the cache partitioning mechanism applied to each shared cache.

In the mechanism, the number of allocated ways to each thread is decided based on stack distance profiling [18], which represents the data access locality. Its concept is illustrated in Fig. 4. $C_x$ means the number of accesses to blocks at the $x$-th LRU position ($1 < x < N$ in the case where $N$ ways are allocated by the cache partitioning mechanism). If the thread has a low locality, accesses are widely spread over all the positions as shown in Fig. 4(a). It means that the capacity required by the thread is larger than the cache capacity. On the other hand, if the thread has a high locality, accesses are frequently occur at the MRU and nearby positions as shown in Fig. 4(b). To quantify this difference, a locality assessment metric $D$ is defined as $C_1/C_N$ [19]. The mechanism combines $D$ and two predefined thresholds, $t_1$ and $t_2$, for cache resizing. If $D$ becomes larger than $t_2$, the cache partitioning mechanism allocates one more way to the thread. If $D$ becomes smaller than $t_1$, the mechanism deallocates one way.

From the above behavior of the cache partitioning mechanism, we define the number of actually-allocated ways obtained by single-thread execution as the necessary cache capacity of the thread. The definition of the capacity required by the thread is formulated as follows.

$$W = \frac{\sum_{t=t_0}^{t_1} w(t)}{t_1 - t_0}.$$  

(1)

Here, $W = \text{(the capacity required by the thread,)}$
capacity of each thread by the proposed profiling method. Then, a CMP executed a workload that consists of these threads. Here, their assignment to the cores is decided by the proposed algorithm based on the profiling data. Therefore, simulation results provide valuable insights into the performance improvement of the proposed method.

For this evaluation, we developed a simulator based on the M5 simulator [20]. The simulated CMP has four cores and two last-level L2 shared caches, each of which is shared by two cores. The cache partitioning mechanism [5] is applied to each of the L2 caches. The other simulation parameters of the CMP are listed in Table 1. The workloads executed on the CMP consist of four threads. Each workload is executed for 1 billion cycles.

The threads included in the workloads are selected from the SPEC CPU2000 benchmark suite [15]. From the suite, the six representative benchmark programs are selected based on the characteristics of cache accesses. Workloads using these threads become representatives of all workloads from the viewpoint of demand for capacity. This process can reduce the number of evaluated workloads without loss of generality.

In the selection, all benchmarks are categorized into three classes based on their utility graphs [4]. As a result of the classification, the benchmark programs are classified into high-utility, saturating-utility, and low-utility. Then, two representative benchmarks are selected from each category, and the six benchmarks listed in Table 2 are used in the following evaluation. Figure 6 shows the utility graphs of the selected benchmarks. In this figure, the performance is evaluated by IPC normalized by that when 32 ways are fully allocated to the thread by the cache partitioning mechanism. VprPlace and Twolf are categorized into high-utility (H) benchmarks. High-utility benchmarks increase their performances gradually as the number of ways increases. Mesa and Equake are saturating-utility (S) benchmarks. Their performances are drastically improved by increasing the number of ways. However, their performances are hardly improved when the number of allocated ways exceeds a certain value. Wupwise and Apple are low-utility (L) benchmarks. The performances of low-utility benchmarks are not improved even if the number of ways increases. From the above observations, it can be expected that high-, saturating-, and low-utility benchmarks have high, moderate, and low demands for capacity, respectively. The number of ways allocated by a cache partitioning mechanism in Table 2, i.e. W, clearly indicates that the profiling method can properly estimate the necessary cache capacity of each thread.

From these benchmarks, six workloads are generated, whose characteristics differ from each other. For example, both [VprPlace, Equake, Wupwise, Apple] and [Twolf, Mesa, Wupwise, App] consist of one H thread, one S thread, and two L threads. In this case, only the former workload is used. Table 3 shows the six workloads finally selected. The workloads are denoted by the labels that represent the utility characteristics of the included threads. For example, HSSL means the combination by H, S, L, and L threads.

### 4.2 Effects of Capacity-Aware Thread Scheduling

Section 4.2 discusses the effects of capacity-aware thread scheduling. For the discussion, the performance of the thread combination decided by the proposed method is compared with that of the other combinations. When four threads in a workload are scheduled to cores on the CMP, all possible combinations from the viewpoint of cache sharing are shown in Fig. 7. Naturally, the proposed method selects one of the three combinations, considering the shared cache capacities. To evaluate the performance of the CMP, the weighted speedup [16] is used as the performance metric in this evaluation.
Figure 7 Possible thread combinations considering cache sharing for each workload.

Figure 8 Comparing the performances of the worst, the random, the best, and the proposed combination.

4.3 Synergy Effects of Combining Thread Scheduling and Cache Partitioning

Section 4.3 discusses the synergy effects of combining thread scheduling and cache partitioning. To this end, this paper compares the cases that are not supported by the cache partitioning mechanisms with the proposed method.

It should be noted that the weighted speedup might be degraded by ITKos if cache partitioning is not used. Thus, even if thread scheduling works best, the best performance is not achieved without cache partitioning. To discuss the synergy effects of combining capacity-aware thread scheduling and cache partitioning, Fig. 9 shows the weighted speedups of the worstTS, randomTS, bestTS and caTS thread combinations, which are obtained without using cache partitioning. For comparison, the weighted speedups achieved by the proposed method CP+caTS are also given in the figure.

As shown in this figure, even the bestTS cannot outperform CP+caTS. In almost all the workloads, the performance of caTS is less than that of bestTS and is sometimes equal to that of worstTS, even though the performance of CP+caTS is always comparable with or higher than that of bestTS. These results clearly demonstrate the importance of combining capacity-aware thread scheduling and cache partitioning to reduce inter-thread cache conflicts. Accordingly,
it is clearly demonstrated that the proposed method outperforms conventional methods that consider either thread scheduling or cache partitioning.

4.4 Performance Impact for Individual Threads

To further discuss the performance improvement by the proposed method, we focus on individual threads in each workload using Fig. 10. This figure represents the performances of the threads with the first, second, third, and fourth largest $W$ in a workload, which are calculated by averaging the performances of the threads among all the workloads. The vertical axis means the normalized IPC, which is IPC normalized by that when 32 ways are fully allocated. The horizontal axis indicates threads in descending order of $W$. In a similar fashion with Fig. 8, Fig. 10 includes the results of all the combinations.

Compared with $CP+\text{randomTS}$, $CP+caTS$ achieves 2% and 3.5% performance improvements for the first and second threads, respectively. Moreover, compared with $CP+\text{worstTS}$, $CP+caTS$ realizes 5% and 12% performance improvements for the first and second threads, respectively. From these results, it is clear that the proposed method can improve the performances of the two threads with the larger $W$. Performance improvements of the second thread in each workload tends to become larger than those of the first thread. The second thread cannot get enough cache capacity compared with the first thread if these threads share a same cache. The proposed method can solve this situation due to capacity shortage, and the performance improvement of the second thread becomes larger.

On the other hand, $CP+caTS$ reduces 1% and 0.3% of performance on an average in the third and fourth threads, respectively, compared with $CP+\text{bestTS}$. This is because these threads are coupled with the threads with larger $W$ by the proposed method. As a result, the numbers of allocated ways for the third and fourth threads decrease. However, since their performance degradations are not significant, the overall performance of the CMP improves.

In addition, fairness of the performances among the threads improves by the proposed method. In $CP+\text{worstTS}$, the performance degradations of the first and second threads are large. However, in $CP+caTS$, their performances significantly improve while the performances of the third and fourth threads slightly degrade. As a result, the difference in performance among the four threads becomes small.

5. Conclusions

This paper has focused on reducing two different types of inter-thread cache conflicts, ITKOs and capacity shortage, and has proposed a capacity-aware thread scheduling method combined with cache partitioning. In the proposed method, the cache partitioning mechanisms are applied to the shared caches on the CMP. These mechanisms provide the thread scheduler with information about the necessary cache capacity of each thread. The scheduler decides thread combinations so that it avoids scheduling two threads with high demands for capacity sharing the same cache. As a result, the proposed method alleviates a performance loss due to ITKOs and capacity shortage.

The evaluation results show that the proposed method can improve performance by up to 8.1% for overall performances and 12% for performance of threads with high demands for capacity. It is also clarified that giving consideration to both ITKOs and capacity shortage enables us to reduce the performance degradation by inter-thread cache conflicts better than considering only either ITKOs or capacity shortage. Furthermore, since the cache partitioning mechanism [5] and the modified thread scheduler [17] are implemented with low overheads, the hardware and software overheads to realize the proposed method is affordable. In future work, we evaluate additional performance improvement by dynamically adapting thread assignments to phase changes of applications.
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