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Abstract

We study and compare different Graph Neural Network extensions that increase the expressive power of GNNs beyond the Weisfeiler-Leman test. We focus on (i) GNNs based on higher order WL methods, (ii) GNNs that preprocess small substructures in the graph, (iii) GNNs that preprocess the graph up to a small radius, and (iv) GNNs that slightly perturb the graph to compute an embedding. We begin by presenting a simple improvement for this last extension that strictly increases the expressive power of this GNN variant. Then, as our main result, we compare the expressiveness of these extensions to each other through a series of example constructions that can be distinguished by one of the extensions, but not by another one. We also show negative examples that are particularly challenging for each of the extensions, and we prove several claims about the ability of these extensions to count cliques and cycles in the graph.
1 Introduction

Due to the prominence of graph-structured data in numerous applications, Graph Neural Networks (GNNs) have been one of the main success stories in machine learning in the past few years. GNNs have produced state-of-the-art results in a wide range of areas, including quantum chemistry, molecule recognition, recommendation systems or social networks [11, 13, 23, 31].

From a theoretical perspective, one of the most fundamental questions about GNNs is their expressive power, i.e. what are the things that GNNs can and cannot compute. In this sense, the most important limitation of standard GNNs is that their expressiveness is upper bounded by the so-called Weisfeiler-Leman (or 1-WL) test. This implies that GNNs can sometimes not even distinguish very simple graphs. Hence there were various suggestions to develop GNN extensions with expressive power beyond 1-WL, e.g. by augmenting the GNN with subgraph counts, or by letting the GNN also observe perturbed variants of the graph.

However, many open questions remain regarding the expressive power of these GNN extensions, and in particular, about how the different extensions relate to each other in terms of expressiveness. Whenever a new GNN variant is introduced, the corresponding theoretical analysis usually shows it to be more powerful than 1-WL, and sometimes also compares it to the classical \( k \)-WL hierarchy. However, it is unclear whether the WL hierarchy is the correct tool to measure the expressiveness of these extensions, since in contrast to the locality of GNNs, \( k \)-WL is a concept of global comparison over two graphs. Furthermore, the hierarchy is too coarse to be useful in practice: any meaningful GNN extension is already beyond 1-WL, whereas 3-WL is already so powerful that it essentially recognizes all graphs apart from some highly artificial counterexamples. Indeed, many GNN extensions are only compared directly to 2-WL [6, 7, 10].

This raises a natural question: Can we find a more meaningful way to measure the expressiveness of GNN extensions? In fact, the ideas behind the extensions themselves already point out a straightforward way to do this. That is, if we focus on approaches that preserve the locality and permutation-equivariance of standard GNNs, we find that GNN extensions in the literature are essentially based around three main ideas, and each of these ideas provides a natural way to define an alternative hierarchy of expressiveness for GNNs.

Our main goal in the paper is to study and compare these alternative hierarchies, and hence indirectly to compare the expressive power of the different GNN extensions themselves. In particular, we consider: (i) GNNs where subgraphs up to size \( k \) are preprocessed initially \((S_k)\), (ii) GNNs where the \( k \)-hop induced neighborhood of each node is preprocessed initially \((N_k)\), and (iii) GNNs where \( k \) nodes are removed or marked for symmetry breaking \((M_k)\). Each of these is a prominent approach to increase the expressiveness of GNNs, and has been studied before in several theoretical or empirical works. We compare the expressive power of these GNN extensions to each other and to the classical WL hierarchy.

Our main contributions are as follows:

- We identify three main approaches used in the literature to increase the expressive power of GNNs, and we define alternative hierarchies of expressiveness based on the largest expressive power that can be achieved with each approach.
- For the symmetry breaking approach, we introduce and study a new GNN extension (named GNNs with markings), and we show that it is strictly more expressive than previous extensions of this type.
As our main result, we compare the expressive power of different GNN extensions by showing specific graph constructions that can be distinguished by one extension, but not by another one. We illustrate a summary of our findings in Figure 1. Note that in many cases, there is no strict ordering of expressiveness among the GNN variants: for a specific pair of extensions, we find that both of them can distinguish some graphs that the other one cannot. We also point out some cases where one extension is strictly superior to another one in terms of expressiveness.

As an alternative measure of expressiveness, we prove several (positive and negative) results on the ability of the extensions to count simple substructures in a graph, such as cliques or cycles.

2 Related Work

Graph Neural Networks have been extensively studied throughout the last decade from various perspectives [28, 29]. One of the most fundamental questions about GNNs is their theoretical expressiveness (and limitations), i.e. what GNNs can (or cannot) compute; this has also received a lot of attention in the last few years [12, 16, 17].

In terms of expressive power, the most well-known limitation of message passing GNNs is that they are at most as powerful as the 1-WL test (see Section 3). Due to this, there were numerous studies in recent years on extending the base GNN model in different ways in order to increase its expressiveness beyond this upper bound. There are several natural ideas that appear repeatedly among these works. In this paper, we focus on the ideas that keep...
both the locality and permutation-equivariance properties of standard GNNs, e.g. by directly processing some substructures in the graph, or introducing small structural modifications to the graph. Since these methods are the main focus of our paper, we discuss them in more detail in Section 4.

Another line of work considers higher order methods; unlike standard GNNs, these process the graph in a more global fashion, and require significantly more time/memory. We also discuss the corresponding hierarchy (k-WL) briefly, and include it in our comparisons for reference.

There are various further works that develop more expressive GNN variants, e.g. by extending the graph with random node features or IDs [1][17][27], or port numbers for edges [26]. However, these approaches also lose one of the fundamental properties of standard GNNs, namely permutation-equivariance: if the nodes are presented in a different order, then the assignment of features/ports (and hence the final embeddings) might also be different. As such, these GNNs either require training over an unreasonably large sample (observing e.g. all possible ID assignments to nodes), or they might not generalize so well to new data.

More detailed surveys of different GNN extensions are available in [20][25].

3 Standard GNNs

3.1 Graphs and GNNs

Our GNNs always operate on a simple undirected graph $G$. The number of nodes in $G$ is denoted by $n$, the neighbors of a node $u$ by $N(u)$. Our graph $G$ is potentially also equipped with a vector of features for each node; however, the hardest cases for distinguishing two graphs are usually when each node begins with identical features or no features at all.

Under the $d$-hop neighborhood of a node $u$, we understand the subgraph that $u$ can access in $d$ synchronous rounds of message passing: that is, all nodes at distance at most $d$ from $u$, and all edges where at least one endpoint is at distance at most $(d-1)$ from $u$.

Most state-of-the-art GNNs are so-called Message Passing Neural Networks; we will refer to these as standard GNNs. Such a GNN begins with the node features as the initial embedding $h_u^{(0)}$ of a node $u$, and it operates in synchronous rounds. In each round $t$, every node $u$ computes a new embedding from (i) its own current embedding and (ii) the multiset of embeddings in its neighborhood; formally, the GNN is defined by the functions

$$a_u^{(t)} = \text{AGGREGATE} ( \{ h_v^{(t-1)} \mid v \in N(u) \} ),$$

$$h_u^{(t)} = \text{UPDATE} ( h_u^{(t-1)} , a_u^{(t)} ),$$

where AGGREGATE is a permutation-invariant function.

We assume that the GNN executes $d$ rounds of message passing (also called layers), where $d$ is a small constant value in most cases. This produces a final embedding $h_u^{(d)}$ for each node $u$. In case of a graph classification task, the final embeddings of the nodes are also combined with a further READOUT function in the end to obtain an embedding that represents the entire graph.

When presenting our results in the paper, we mostly take a node classification perspective: that is, we consider a specific node $u$ in the graph, and the $d$-hop neighborhood of $u$. We say that a GNN variant can distinguish two $d$-hop neighborhoods if there exists a realization of
the GNN that computes a different final embedding for \( u \) in the two cases. However, most of our results also carry over to a graph classification setting: whenever two \( d \)-hop neighborhoods are indistinguishable in our examples, then the entire graphs are also indistinguishable by the given GNN model.

### 3.2 The limits of GNNs

It is known that the expressive power of message passing GNNs is upper bounded by the so-called Weisfeiler-Leman test, also known as the WL test or color refinement algorithm [21][30].

The WL algorithm is a heuristic for isomorphism testing, where nodes in a graph are colored according to their features initially. Then in each iteration, this node coloring is further refined: every node uses a hash function to select a new color based on its current color and the multiset of colors in its immediate neighborhood. The refinement process stops whenever the number of different colors in the graph does not increase anymore.

Let us consider the example graphs on Figure 2 which are clearly not isomorphic: e.g. one of them contains a triangle, while the other one does not. However, the graphs are not distinguishable by the WL test: the final coloring after refinement is shown in the figure. This shows that the two graphs are also not distinguishable by a GNN: the gray and the white nodes in both graphs will always compute the same final embedding in any GNN realization. One can check that the corresponding nodes indeed observe the same tree representation of their respective graph in the two cases.

It is also known that one can construct a sufficiently powerful GNN that has equivalent expressive power to the WL test, by devising an injective aggregate and update function [30]. This means that the GNN computes a different embedding for any two \( d \)-hop neighborhoods that can be separated by the WL test; intuitively speaking, such a GNN is as powerful as a general-purpose distributed algorithm in the same message passing model (i.e. without node IDs or port numbers).

### 4 GNN Extensions Hierarchies

We now define four different approaches for increasing the expressiveness of GNNs that we will study and compare in this paper. Due to space constraints, we only outline the main idea of these approaches here; we discuss their further advantages and drawbacks in more detail in Appendix A.

#### 4.1 \( k \)-WL: The baseline hierarchy

In most studies on the expressiveness of GNNs, the baseline hierarchy of expressive power is the so-called \( k \)-dimensional Weisfeiler-Leman algorithm. Note that there are two versions of
this hierarchy in the literature, with slightly different indexing; here we consider the so-called “Folklore” indexing, sometimes also denoted by FWL.

In this hierarchy, 1-WL simply corresponds to the WL test discussed before. For $k \geq 2$, a detailed description of the $k$-WL method is beyond the scope of this paper; intuitively speaking, the main idea behind the approach is to execute color refinement on the $k$-tuples of nodes in the original graph. This results in a framework with increasing expressive power: it is known that $(k + 1)$-WL is always strictly more powerful than $k$-WL.

On the other hand, $k$-WL also has both time and space complexity that is lower bounded by $\Omega(n^k)$, i.e. it scales polynomially with the size of the entire graph; this heavily limits its usability in practice. In particular, most GNN extensions in the literature are only compared to 2-WL, since it is already highly non-trivial to come up with graphs that are not distinguished by 2-WL.

Recent works have also introduced GNNs variants based on these higher-order WL algorithms, which essentially inherit both the strengths and the weaknesses of $k$-WL [15][21].

### 4.2 $S_k$: Counting substructures

Since one of the most straightforward differences between the two graphs in Figure 2 is that only one of them has a triangle, it is a natural idea to directly extend our GNNs by subgraph counts up to a specific size $k$. This approach is most prominently applied in the work of [7], but it is also loosely connected to other GNN extensions [3][32].

In particular, let us define an $S_k$ GNN as follows: we assume that there is a preprocessing phase where for each $k' \in \{1, 2, ..., k\}$, we consider every different connected graph $G'$ on $k'$ nodes (up to isomorphism), and we count the number of times this graph $G'$ appears as an induced subgraph such that $u$ is one of the nodes of $G'$. We add these numbers as new features to each node $u$ in the graph, and then we run a standard GNN on the graph with these extended features.
Note that incident subgraphs of size 1 and 2 are also easy to compute in a standard GNN, so the method is only meaningful for \( k \geq 3 \). For \( k = 3 \), the only two connected graphs on 3 nodes are the triangle and the path of length 2, so we add 2 new features to each node before running a standard GNN.

We also point out that \( S_k \) is the most expressive possible implementation of this subgraph-counting approach, since it considers all subgraphs of size up to \( k \). In contrast to this, practical GNNs may only consider specific substructures (such as cliques or cycles), as the number of all non-isomorphic subgraphs increases rapidly as \( k \) grows.

Finally, note that if \( k \geq (d+2) \), then the newly added features may also contain information about a part of the graph that is not reachable by \( u \) in the message passing phase. We will avoid this degenerate case, and only consider situations when any \( k \)-node subgraph is fully contained in the \( d \)-hop neighborhood of \( u \); that is, we always ensure that either \( k \leq (d+1) \), or the entire graph is contained within the \( d \)-hop neighborhood of \( u \).

### 4.3 \( N_k \): Knowledge up to radius \( k \)

Another similar approach is to not count the subgraphs incident to \( u \), but to explicitly compute the isomorphism class of the \( k \)-hop induced neighborhood of \( u \).

More formally, in the \( N_k \) hierarchy, we assume that there is a mapping from all possible induced \( k \)-hop neighborhoods (that is, all graphs of radius at most \( k \) up to isomorphism) to the real numbers, and each node \( u \) is equipped with this number as an extra feature in a preprocessing step. This is then followed by regular message passing (i.e. a standard GNN) for \( d \) rounds. As before, we will assume that \( k < d \); otherwise, the message passing phase provides no extra information.

Note that for consistency with related work, our definition assumes that \( N_k \) processes the induced \( k \)-hop neighborhood (the graph induced by nodes at distance at most \( k \) from \( u \)) instead of the \( k \)-hop neighborhood; that is, the preprocessing step is also aware of edges that have both endpoints at distance \( k \) from \( u \). For example, any triangle containing \( u \) is entirely within the induced 1-hop neighborhood of \( u \). As such, the induced 1-hop neighborhoods are different (for any node) in the two graphs of Figure 2, so \( N_1 \) can already distinguish them from the new features.

Unless our graphs are very sparse, this GNN variant is not easy to apply in practice, since the preprocessing step already requires us indirectly to solve smaller instances of the graph isomorphism problem. Nonetheless, \( N_k \) is still a valuable theoretical tool to study the power of GNNs when they are augmented by a complete understanding of the graph up to a small radius \( k \).

The GNN variant of [33] is directly based on a practical implementation of this idea; however, a similar use of ego networks also appears in more complex GNN extensions [24].

### 4.4 \( M_k \): GNNs with markings

Another approach to extend GNNs is to consider multiple, slightly perturbed variants of the input graph, and then use the collection of these to identify the original graph. That is, this model essentially executes multiple runs of a standard GNN on slightly changed variants of the graph, and in the end, it aggregates the final embeddings obtained in each run with a separate run-aggregation function.
One straightforward implementation of this idea is to remove some of the nodes (and their incident edges) from the graph in each run, and then execute message passing (i.e., a standard GNN) in the resulting network. A simple implementation of this idea with a randomized dropout of nodes is analyzed in [22], whereas a more complex deterministic variant is discussed in [10]. The approach also appears as one of the subcases in the framework of [4].

Instead of directly studying this extension with node removals, we introduce a more general version of this idea, which we call GNNs with markings. This extension inherits most of the properties of the node removal approach, but it has slightly larger expressive power. Intuitively, the main idea of markings is that the selected nodes are still distinguished from the remaining ones, but they are not removed from the graph; instead, the GNN is directly allowed to handle these nodes differently. We analyze GNNs with markings in more detail in Section 5.

If exactly \( k \) nodes are marked in the \( d \)-hop neighborhood of \( u \) in a run, then we refer to this run a \( k \)-marking of \( u \). We define \( M_k \) as the GNN which combines a standard GNN run over all distinct \( k' \)-markings of \( u \), for every \( k' \in \{0, ..., k\} \). That is, \( M_k \) considers every version of the \( d \)-hop neighborhood around \( u \) obtained by marking at most \( k \) distinct nodes, computes an embedding for \( u \) with the same GNN in each case, and then combines these into a final embedding for \( u \).

In the example of Figure 2, the two graphs can already be distinguished from a single marking (or alternatively, a single node removal). If \( u \) is one of the nodes of degree 2, then there will be a 1-marking when its immediate neighbor of degree 2 is marked (indicated by a square-shaped node in Figure 3). In left-hand graph, this also means that a node at distance 2 from \( u \) is also marked within the \( d \)-hop neighborhood of \( u \), while in the right-hand graph, the nodes at distance 2 will all be unmarked. These situations can all be recognized in a standard message passing phase, and thus \( M_1 \) separates the two graphs.

Note that the approach is most practical for small \( k \) values, where the number of different \( k \)-markings is still relatively small.

5 Discussion of GNNs with markings

As outlined before, GNNs with markings execute multiple runs of a standard GNN, with some of the nodes selected and marked in the beginning of each such run. The marked nodes are then treated differently from the rest: (i) in every round, nodes use a different function to aggregate from their marked and unmarked neighbors, and (ii) marked nodes also apply a different update function.

That is, if \( N_M(u) \) and \( N_U(u) \) denote the marked and unmarked neighbors of \( u \), respectively, then the new formula for message aggregation is

\[
    a_u^{(t)} = AGGR_{marked} ( \{|h_v^{(t-1)}| v \in N_M(u)\} ) + AGGR_{unmarked} ( \{|h_v^{(t-1)}| v \in N_U(u)\} ) ,
\]

where \( AGGR_{marked} \) and \( AGGR_{unmarked} \) are both permutation-invariant aggregation functions. Furthermore, marked and unmarked nodes learn a different update function (\( UPD_{marked} \) and \( UPD_{unmarked} \), respectively) to combine \( h_u^{(t-1)} \) and \( a_u^{(t)} \) into the new embedding \( h_u^{(t)} \).

Similarly to GNNs with node removals, the final embeddings of \( u \) in each run are combined in the end with a permutation-invariant run-aggregation function.

One can easily observe that the marking idea is a generalization of the node removal approach.
Lemma 5.1. Whenever two graphs $G_1, G_2$ are distinguishable by GNNs with node removals, they are also distinguishable by GNNs with markings.

Proof. Let us choose $\text{AGGR}_\text{marked} \equiv 0$ and $\text{UPD}_\text{marked} \equiv 0$. The resulting GNN with markings behaves as if the marked nodes were removed from the graph entirely. $\square$

Furthermore, one can also show that this generalization is strict, i.e. GNNs with markings are strictly more expressive. Intuitively speaking, markings provide they same symmetry breaking opportunities for the GNN, but without an unnecessary loss of information. In particular, GNNs with node removals are unable to pass information through a missing node, and they are also unable to deduce whether two missing nodes were adjacent originally. The same problems do not appear in case of markings, where the underlying graph structure remains intact.

Theorem 5.2. There exists a pair of graphs that can be distinguished by GNNs with markings, but not by GNNs with node removals.

However, we note that our results in Section 6 also carry over to the weaker model with node removals.

Finally, we prove that markings are indeed the most powerful GNNs that can be developed with this general symmetry-breaking idea, in similar sense as GINs were shown to be the most powerful standard GNNs [30].

In order to characterize the maximal expressive power of this approach, we can again turn to the color refinement (1-WL) algorithm, but now from an initialization where marked nodes receive a different initial color than unmarked nodes. One can show by induction that if two nodes receive the same color (after $d$ iterations) in this algorithm, then a GNN with markings will compute the same final embedding for these two nodes. On the other hand, if we collect the final colors assigned by 1-WL under the different markings, and this multiset is different for two nodes, then a sufficiently powerful GNN with markings can indeed distinguish the two cases.

More formally, let $G_1$ and $G_2$ be two $d$-hop neighborhoods around $u$, and let $\Gamma_1$ and $\Gamma_2$ denote the set of all possible markings (of at most $k$ nodes) in $G_1$ and $G_2$, respectively. We say that $m_1 \in \Gamma_1$ and $m_2 \in \Gamma_2$ are inseparable markings of $G_1$ and $G_2$ if 1-WL assigns the same color to $u$ in the two graphs when initialized according to $m_1$ and $m_2$. Finally, $G_1$ and $G_2$ are inseparable under $k$-markings if there is a bijection $\sigma : \Gamma_1 \rightarrow \Gamma_2$ such that $m_1$ and $\sigma(m_1)$ are inseparable for all $m_1 \in \Gamma_1$.

Theorem 5.3. There exists an injective implementation of GNNs with markings. That is, if $G_1$ and $G_2$ are not inseparable under $k$-markings, then the GNN computes a different final embedding for $u$ in the two graphs.

6 Comparison of expressiveness

As our main result, we compare the expressive power of the different GNN extensions to each other in this section, with the details of the proofs discussed in Appendices C–E.

When comparing two GNN extensions $A$ and $B$, we will say that $A$ is more expressive than $B$ (denoted $A \succ B$) if there exists a pair of $d$-hop neighborhoods which can be distinguished by extension $A$, but not by extension $B$. Note that this not a strict ordering of extensions: in
many cases, we will have both \( A \succ B \) and \( B \succ A \), i.e. both extensions can be superior to the other on different kinds of graphs. For strict superiority, we will use \( A \subseteq B \) to show that any pair of graphs distinguishable by \( A \) is also distinguishable by \( B \).

A summary of our results is illustrated concisely in Figure 1. Note that there is an inherent offset in the indexing of the different hierarchies: recall that for the standard GNN model, we have \( 1\text{-WL} = N_0 = M_0 = S_2 \).

Finally, note that our constructions used in the proofs are all of reasonable size, in the sense that the number of nodes, edges and the maximal degree are all in \( O(k) \).

### 6.1 When \( N_k \) and WL are superior

We first present graph constructions where \( N_k \) and the standard WL hierarchy outperform the remaining GNN extensions. We discuss \( N_k \) and WL together because we can actually use the same construction to analyze their expressive power.

**Theorem 6.1.** For any \( k \geq 1 \), we have

- \( N_1 \succ S_k \) and \( N_1 \succ M_k \),
- \( 2\text{-WL} \succ S_k \) and \( 2\text{-WL} \succ M_k \).

**Proof sketch.** Our proof is based on a generalization of the method used by [22] to show that not every graph can be distinguished with 2 removed nodes.

Let us define two graphs \( C_{\ell,\ell} \) and \( C_{2\ell} \) as follows: for some parameter \( \ell \geq 3 \), let \( C_{\ell,\ell} \) consist of two disjoint cycles of length \( \ell \), and let \( C_{2\ell} \) consist of a single cycle of length \( 2\ell \). Finally, in both graphs, we add a single node \( u \), and connect it to all the \( 2\ell \) nodes in the graph (see Figure 4).

Intuitively, the main idea of the proof is that our GNNs do not have enough rounds to go around even in the smaller cycle in \( C_{\ell,\ell} \), hence they only observe smaller arcs of the cycles, which look identical in the two graphs. For standard a GNN, the tree representations are the same for each node in the two graphs. However, if \( \ell \approx 2 \cdot k \), the two graphs cannot be distinguished by \( S_k \) or \( M_k \) either. In case of \( S_k \), the subgraphs are not large enough to contain an entire \( \ell \)-cycle, only arcs of length at most \( (k - 1) \); the subgraph counts for such arcs (and their combinations) turn out to be identical in the two graphs. In case of \( M_k \), we also find that a GNN essentially needs to mark nodes all around an \( \ell \)-cycle in order to recognize that this is a full cycle of length \( \ell \), and not a smaller arc of length \( \ell \) within a \( 2\ell \)-cycle.

On the other hand, the two graphs can be distinguished by \( N_1 \) for any \( \ell \): since the entire graph is in the induced 1-hop neighborhood of \( u \) and the two graphs are non-isomorphic, \( u \) will receive a different extra feature with \( N_1 \) in the two graphs, which makes them distinguishable. Similarly, one can show that 2-WL can distinguish the two graphs.

Furthermore, on two simpler constructions, one can also show that \( N_1 \) and 2-WL can also be superior to each other (in fact, the entire other hierarchy) in some cases.

**Theorem 6.2.** For any \( k \geq 1 \), we have \( N_1 \succ k\text{-WL} \).

**Theorem 6.3.** For any \( k \geq 1 \), we have \( 2\text{-WL} \succ N_k \).
6.2 When $M_k$ is superior

In a similar fashion, we show that GNNs with markings can outperform the other methods in terms of expressiveness.

**Theorem 6.4.** For any $k \geq 1$, we have $M_1 \succ N_k$ and $M_1 \succ S_k$.

Furthermore, two markings (or node removals) are also sufficient to make a GNN more expressive than 2-WL.

**Theorem 6.5.** We have $M_2 \succ 2$-WL.

*Proof sketch.* One can show this through the most popular example graphs for indistinguishability with 2-WL: the Rook’s 4x4 and Shrikhande graphs, shown in Figure 5.

Let $u$ be any node in these graphs, and consider $M_2$ with $d = 2$. Note that the induced 1-hop neighborhood of $u$ in the two graphs is identical to $C_{3,3}$ and $C_6$, respectively. Consider a 2-marking where the marked nodes are adjacent to both $u$ and to each other. In this case, in the Rook’s graph, there will also be a neighbor of $u$ which has two marked neighbors, whereas in the Shrikhande graph, $u$ will have no such neighbor.

That is, if there is a run where (i) $u$ has two marked neighbors, (ii) both marked neighbors have a marked neighbor, and (iii) $u$ has an unmarked neighbor with two marked neighbors, then it can deduce that it is in the Rook’s graph. All these properties can be verified by a GNN with $d = 2$. \hfill \Box

6.3 When $S_k$ is superior

Finally, let us consider graphs that can be distinguished by $S_k$, but not by the other methods. We note that some of these results require slight adjustments to carry over to the graph classification setting; see Appendix C for details.

The comparison of $S_k$ and WL has already been conducted by Bouristas et al. [7], who show that $S_4$ can already be superior to 2-WL. In particular, the graphs in Figure 5 can be distinguished based on the incident number of 4-cliques, but cannot be separated by 2-WL.

We also add this as an explicit theorem for completeness.

**Theorem 6.6.** We have $S_4 \succ 2$-WL.

On the other hand, it is also known that 2-WL can count triangles and paths of length 2, so $S_3 \subseteq 2$-WL.
As for the relationship of $S_k$ to the remaining methods, we cannot prove a result as general as in the previous cases, i.e. that $S_k$ for a certain $k$ is stronger than the rest of the extensions for any parameter $j$. For example, in case of $N_j$, it is already somewhat clear intuitively that $S_k$ can only hope to be better than $N_j$ as long as it has extra information, i.e. the counted substructures are not entirely contained in the induced $j$-hop neighborhood of $u$.

**Theorem 6.7.** For any $k \geq 0$, we have

- $S_{(k+2)} \subseteq N_k$,
- $S_{(k+3)} \succ N_k$.

*Proof sketch.* To show the containment result, note that except for the path of length $(k+1)$, any other graph on $(k+2)$ nodes has radius at most $k$. Hence if such a subgraph is incident to $u$, then it is contained entirely in the induced $k$-hop neighborhood; thus all these subgraphs can also be counted by $N_k$. As for paths of length $(k+1)$, the first $k$ edges of such paths are also always contained in the $k$-hop neighborhood, and the number of potential edges to conclude such a path can be inferred from the degree of the penultimate node (at distance $k$) by a standard GNN.

To show $S_{(k+3)} \succ N_k$, we can consider a path of length $k$ from $u$ to another node $v$. In $G_1$, we add another triangle incident to $v$, whereas in $G_2$, we add two more outgoing paths of length 2; these seem identical to a standard GNN with $d = k + 2$, and the induced neighborhoods are also identical up to $k$ hops. However, the entire graph in $G_1$ (the path and the triangle) consists of only $(k+3)$ nodes, so $S_{(k+3)}$ can use it to distinguish the two graphs.

Finally, the most challenging task is to compare $S_k$ to the $M_j$ hierarchy. Here our results are not necessarily tight: for smaller $k$ values, it remains an open question whether $S_k$ can still outperform markings, or if a GNN with markings can indirectly infer the number of substructures. We will briefly revisit this question in Section 7.

**Theorem 6.8.** For any $k \geq 1$, we have $S_{(2k+2)} \succ M_k$.

*Proof sketch.* One can prove this through a more rigorous analysis of the $C_{\ell,\ell}$ vs. $C_{2\ell}$ construction with a choice of $\ell = 2k + 1$. Intuitively, one can show that $u$ cannot distinguish the two graphs unless it can mark every second node in one of the small cycles of $C_{\ell,\ell}$, i.e. at least $k \geq \frac{\ell}{2}$ nodes. As such, $M_k$ cannot separate the two cases for $\ell = 2k + 1$. On the other hand, $S_{(\ell+1)}$ can distinguish the graphs from the $(\ell+1)$-node subgraph formed by one of the $\ell$-cycles and $u$, which only appears in $C_{\ell,\ell}$.

### 6.4 The limits of each approach

Finally, we point out that while our GNN extensions are rather powerful, they are still far from efficiently distinguishing any pair of graphs. Some of our previous constructions can already be used to show that there are graphs that remain indistinguishable to our extensions until the parameter $k$ is only an additive/multiplicative constant away from the size of the graph. Moreover, one can essentially combine these properties in a single example which is simultaneously challenging for all of our extensions.

**Theorem 6.9.** For all of $S_k$, $N_k$ and $M_k$, there exist a construction of pairs of non-isomorphic graphs $(G_1, G'_1), (G_2, G'_2), ...$ (of increasing size $n_i = |G_i| = |G'_i|$), such that $G_i$ and $G'_i$ in the corresponding construction cannot be distinguished.
with $S_k$ unless $k \geq n_i - O(1)$,
- with $N_k$ unless $k \geq n_i - O(1)$,
- with $M_k$ unless $k \geq n_i / O(1)$.

7 Counting cliques and cycles

Besides these direct comparisons, another natural way to evaluate GNN variants is by their ability to count specific small substructures in the graph. Two of the most natural choices for substructures of interest are cliques and cycles, which are known to be very relevant for applications in social science and molecule recognition, respectively [14, 19]. Previous work has already studied the standard $k$-WL hierarchy extensively in terms of its ability to count cliques and cycles [2, 5, 9].

As such, we now also study whether it is possible to compute the number of $\ell$-cliques or induced $\ell$-cycles with our improved GNN variants for some $\ell \geq 3$, with the goal of finding the highest $\ell$ for which this is possible. Recall that 1-WL is not even able to count 3-cliques or 3-cycles (i.e. triangles). We again focus on the problem from a single node’s perspective (whether $u$ is able to count the number of $\ell$-cliques or $\ell$-cycles it is contained in), but the results also carry over to the global problem of counting the total number of such structures in the graph.

The question is easiest to answer for the $S_k$ hierarchy, where nodes are directly provided with the number of all incident substructures of size $k$. On the other hand, one can show that $S_k$ is unable to count larger structures than those that are already counted in its preprocessing phase.

**Theorem 7.1.** An $S_k$ GNN can count $k$-cliques and $k$-cycles, but it cannot count $(k+1)$-cycles.

We also show that the result is also tight on cliques for small $k$ values, i.e. that $S_k$ cannot count $(k+1)$-cliques.

In case of $N_k$, counting cliques is straightforward, since any clique is already contained in the 1-hop induced neighborhood of a node. As for cycles, $N_k$ can only count them until we can ensure that the entire cycle is within the $k$-hop induced neighborhood of $u$.

**Theorem 7.2.** An $N_1$ GNN can count $\ell$-cliques for any $\ell \geq 3$. An $N_k$ GNN can count $(2k+1)$-cycles, but it cannot count $(2k+2)$-cycles.

Finally, $M_k$ turns out to be more challenging to analyze. However, it is still relatively straightforward to show that the set of $k$-markings allow us to identify all $(k+2)$-cliques in the graph.

**Theorem 7.3.** An $M_k$ GNN can count $(k+2)$-cliques.

We again show that this result is also tight for small $k$ values, i.e. that $M_k$ cannot count $(k+3)$-cliques. Counting cycles with $M_k$, on the other hand, is a much harder problem; we discuss some results on how $M_k$ can count cycles in a more limited sense in Appendix.
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A More details on the GNN extensions

In this section we discuss each of our GNN extensions in slightly more detail.

In case of \( S_k \), a naive implementation of the method would require a preprocessing time that is in \( O\left(\binom{|H|}{k}\right) \), where \( |H| \) denotes the number of nodes in the \((k - 1)\)-neighborhood of \( u \).

Let us denote the largest degree in the graph by \( \Delta \); in several applications (e.g. chemistry or biology), this \( \Delta \) is essentially considered a constant. In these cases, one can apply a naive upper bound of \( |H| \leq O(\Delta^{k-1}) \). As such, if both \( \Delta \) and \( k \) are small constants, then the required preprocessing time can be essentially linear in the size \( n \) of the whole graph, which makes it much more efficient than higher-order WL methods. However, another practical issue with \( S_k \) is the number of new features added, since the number of non-isomorphic connected graphs on \( k \) nodes grows rapidly.

For \( N_k \), the running time of the preprocessing phase again depends on the size of the \( k \)-hop neighborhood of \( u \); we can again upper bound this by \( O(\Delta^{k-1}) \). Note that we need to compute the isomorphism class of the neighborhood in question; since the best known exact algorithms for isomorphism testing are only quasi-polynomial, this only makes the approach viable for very small \( k \) values and on graphs with very small \( \Delta \) in practice. Alternatively, one might use a hash function or a more sophisticated heuristic to approximate these extra features in a practical implementation.

Note that for both \( S_k \) and \( N_k \), an alternative approach would be to assign the extra features to \( u \) by not only distinguishing different subgraphs/induced neighborhoods, but also based on the position of \( u \) within the given graph. That is, e.g. for a given subgraph of size at most \( k \), we not only add a single extra feature, but multiple features also based on where \( u \) is located in the given subgraph. Some of the related works that study these approaches also consider this idea. We note that this modification does not affect our results: our positive results on \( S_k \) and \( N_k \) do not require this information, while our claims on the limits of the methods still hold if this information is added.

In case of markings or node removals, if \( |H| \) now denotes the size of the \( d \)-hop neighborhood of \( u \), then the number of possible ways to mark at most \( k \) nodes in this graph is in \( O\left(\binom{|H|}{k}\right) \); note that in contrast to \( S_k \), \( H \) may now be in the (possibly much larger) magnitude of \( O(\Delta^d) \). In each case, we now need a separate GNN run for \( d \) rounds in the graph induced by the \( d \)-hop neighborhood of \( u \), executing this for all \( n \) nodes of the graph separately. An alternative is the probabilistic approach of [22], which allows us to execute the method on the whole graph together, with all nodes observing the same markings in a single GNN run; however, in this case, we are only guaranteed to observe every possible combination of marked (or removed) nodes with a certain probability.

Another question regarding the marking/node removal approach is whether \( u \) is in general aware of the number of nodes that are marked/removed in the current run. That is, for simplicity, we assumed that our framework is provided with each configuration that corresponds to a \( k' \)-marking (for \( k' \in \{0, ..., k\} \)), it computes an embedding for \( u \), and then it merges this multiset into a final embedding. Another possibility would be a setting where for each run, besides an embedding, \( u \) is also directly informed of the number of nodes marked in the run (and hence formally the multiset becomes a multiset of pairs, each pair consisting of an embedding and an integer \( k' \)). The reason this needs to be discussed is because in the probabilistic setting, the GNN may encounter a specific \( k' \)-marking multiple times, and thus might be able to infer \( k' \) from the frequency of these cases, hence obtaining extra information compared to
the discussed case when it is directly ensured that each $k'$-marking is visited exactly once. However, we note that this change is not relevant for our proofs; that is, whenever we show that $M_k$ is more expressive than another model, the corresponding proofs do not require us to directly label the specific markings by the number of marked nodes, and whenever a pair of graphs cannot be distinguished by $M_k$, then the same proof still holds even if the specific runs are labeled with the corresponding $k'$ value.

We note that an alternative method is to perturb (e.g. remove) not nodes, but edges of the original; this has also been studied in [4].

B GNNs with markings

B.1 Discussion of GNNs with markings

Note that GNNs with markings are a very natural generalization of the node removal approach introduced in previous works: we still provide the same symmetry breaking information to the GNN in each run, but instead of removing the nodes, we allow the GNN to learn the way in which these selected nodes are handled differently.

Since the main idea for symmetry breaking is identical, many aspects from the analysis in these previous works also carry over to our model without changes, e.g. the number of possible $k$-markings in a $d$-hop neighborhood, or the number of runs required to observe every $k$-marking in a probabilistic setting.

The concept of marking also removes a minor technicality around node removals: should we allow a node $u$ to compute an embedding in a run where $u$ is removed, or should it compute a specific INVALID value? In case of markings, $u$ simply remains a node of the network, and it is aware of the fact that it has been marked.

Note that the marking idea is also loosely related to the concept of identity-aware GNNs [32], where the authors assume that each node can recognize itself (but only itself) in the tree representation of its neighborhood. However, these approaches require a different kind of way to process the tree representation of every node, and furthermore, in contrast to markings, the GNN is often still unable to recognize that specific nodes in the tree representation actually correspond to the same original node.

B.2 Proof of Theorem 5.2

We now show Theorem 5.2 i.e. that markings are indeed more expressive than node removals. Intuitively, markings offer the following advantages compared to the node removal approach:

- Whenever multiple nodes are removed, the information about the edges between these nodes is lost. On the other hand, in case of markings, marked nodes are still aware of (and can easily e.g. count) their marked neighbors. Due to this, it is significantly easier to e.g. count cliques with markings than with dropouts.

- Whenever a node is removed, the GNN is not able to pass information through this node anymore. It can happen that two subgraphs are only distinguishable through the dropout of a specific node $v$, however, all paths from a node $u$ in our graph go through this node $v$. As such, $u$ cannot separate the two cases, since whenever $v$ is dropped, $u$ has no access to the rest of this subgraph. The same problem does not appear in case of markings, where the underlying graph remains intact.
We construct a concrete example graph based on the first point.

**Proof of Theorem 5.2.** We define two graphs $G_1$ and $G_2$ as follows. Consider two independent cycles of length 4 and 10, respectively, and number their nodes from 0 to 3 and from 0 to 9 in a clockwise order. Let us draw an edge from our node $u$ to all the 14 nodes in these graphs. We then add two extra edges to both $G_1$ and $G_2$. In $G_1$, we connect nodes 0 and 2, and nodes 5 and 7 in the cycle of length 10; that is, we add two chords between nodes at distance 2 in the distant ends of the cycle. In $G_2$, we connect nodes 0 and 5 of the 10-cycle, and we connect nodes 0 and 2 of the 4-cycle (i.e. we add one of the longest possible chords in both cycles).

Finally, there are still 10 nodes in both graphs that have degree 3 only; to each of these, we add a separate leaf node that we only connect to this specific node. We call these leaves *upper nodes*, while we call the original 14 nodes *lower nodes*. Furthermore, let us refer to the 4 lower nodes that do not have an adjacent upper node as *crossing nodes*. Altogether, both $G_1$ and $G_2$ consists of $u$ (with degree 14), 14 lower nodes of degree 4, and 10 upper nodes of degree 1.

We consider this graph from $u$’s perspective with $d = 2$; note that the entire graph is within the 2-hop neighborhood of $u$. We consider a GNN with $k = 2$; that is, we show that (i) the two graphs cannot be distinguished by a GNN after removing two nodes, but (ii) the two graphs can be distinguished by a GNN after marking two nodes.

Let us first analyze the case of removing nodes. If $k'$ nodes are removed from the $d$-hop neighborhood of $u$ in a run, then let us call this run a $k'$-*removal* (analogously to our definition of a $k'$-*marking*). Note that similarly to the case of the $C_{\ell,\ell}$ and $C_{2\ell}$ graphs (analyzed later), a GNN can essentially extract the following information from the graph in $d = 2$ rounds in a given run: the (remaining) degree of $u$ in the first round, and the multiset of the (remaining) degrees of the nodes adjacent to $u$ in the second round. If both of these coincide for a specific run, then a GNN with node removals is unable to distinguish the given $k'$-removals.

Let us analyze all the node removal patterns in both graphs. Note that without removing nodes, all neighbors of $u$ have degree 4, so the two graphs are identical to 1-WL.

As for 1-removals, there are 24 of these in both $G_1$ and $G_2$ (assuming that $u$ itself is not removed). In 10 of these 1-removals, we delete a lower node which also has an upper neighbor; these cases are all identical for a GNN, since they imply that $u$’s degree decreases by 1, and two neighbors of $u$ also have their degree decreased by 1 and 1 (we will use $(1, 1)$ for a short notation of this effect on the neighbors, and call it the *signature* of this removal). Besides this, there are 4 distinct 1-removals (in both graphs) where the deleted lower node is a crossing node; this means that $u$’s degree decreases by 1, and three distinct neighbors of $u$ also lose a degree (i.e. a signature of $(1, 1, 1)$). Finally, there are 10 distinct 1-removals where an upper node is removed; this has no effect on $u$’s degree, and has signature $(1)$. Since all of these patterns have identical multiplicity in $G_1$ and $G_2$, the two graphs cannot be distinguished from the 1-removals.

Now let us consider 2-removals, and split this into three cases, based on whether two upper nodes are removed, or two lower nodes, or an upper and a lower node. The simplest case is when two upper nodes are removed: this has no effect on $u$’s degree, has a signature of $(1, 1)$, and can occur in $\binom{10}{2}$ different ways in both graphs.

Now assume that one upper and one lower node is removed. Note that all of these cases reduce the degree of $u$ by 1, so we only need to consider the degrees of $u$’s neighbors. There are 10 pairs in both graphs where we remove a lower node and its upper neighbor; this results in a pattern of $(1, 1)$. Next let us consider the pairs where $v$ is a lower node, and the upper
node we remove is adjacent to one of the neighbors of \( v \). There are 8 cases in both graphs where \( v \) is a crossing node, which result in \((2,1,1)\). In the rest of the cases (12 of them), the signature is always \((2,1)\). Finally, consider the pairs where the distance between the two nodes is at least 3. When \( v \) is a crossing node and the upper node does not belong to a neighbor of \( v \), then the signature is \((1,1,1,1)\); this happens in 32 ways in both graphs. When \( v \) is not a crossing node and the upper node does not belong to a neighbor of \( v \), then the signature is \((1,1,1,1)\), and this can happen in 78 ways.

Finally, assume that two lower nodes are removed; this always decreases the degree of \( u \) by 2. Note that in this case (and this is the main idea of the proof), if the two removed nodes were crossing nodes connected by an edge, then \( u \) remains unaware of this. First consider the pairs that are adjacent to each other along one of the cycles (i.e. not through a chord added later); there are 14 such pairs in both graphs. In both graphs, 4 of these pairs have signature \((2,1)\): this happens when one of the nodes is a crossing node with a short chord (over an arc of length 2), and the other node is the node in the middle of this arc. Another 4 pairs have signature \((1,1,1,1)\): one of the nodes is still a crossing node, and its neighbor is not part of a short arc; in particular, this always happens in the 10-cycle, with nodes 3, 4, 8, 9 (and their crossing neighbor) in \( G_1 \), and nodes 1, 4, 6, 9 (and their crossing neighbor) in \( G_2 \). The remaining 6 adjacent pairs have signature \((1,1)\).

Now consider the lower node pairs that are at distance 2 along one of the cycles. In both graphs, these pairs in the 4-cycle give a signature of \((2,2)\). In both 10-cycles, there are 4 such pairs where exactly one the two nodes is a crossing node, which results in \((2,1,1,1)\). The remaining such pairs all produce a signature of \((2,1,1)\), and there are 6 such pairs.

Finally, consider the lower node pairs that are at distance larger than 2 along the 10-cycle, or in different cycles. There are 4 such pairs where both nodes are crossing nodes and they are not adjacent, which results in a signature of \((1,1,1,1,1,1)\). There are 4 cases in both graphs where exactly one of the two nodes is a crossing node, and they also have a common neighbor in the 10-cycle (such as e.g. nodes 0 and 3 in \( G_1 \), or nodes 0 and 4 in \( G_2 \); this results in \((2,1,1,1,1)\). There are also 28 pairs where exactly one of the two nodes is crossing, but they have no common neighbor (apart from \( u \)); this gives \((1,1,1,1,1)\). Finally, there are 33 cases in \( G_1 \) where neither of the nodes is crossing, and these give a signature of \((1,1,1,1,1)\). In \( G_2 \), there are 32 corresponding cases of two non-crossing nodes, with signature \((1,1,1,1,1)\). However, there is also the pair with the two crossing nodes in the 10-cycle, which provides the same signature of \((1,1,1,1,1)\), thus increasing its multiplicity to 33 in \( G_2 \), too.

Since each case occurs the same number of times in the two graphs, the graphs cannot be distinguished by a GNN based on the set of 1-removals and 2-removals. On the other hand, consider the 2-markings in the graph; in particular, consider the specific 2-marking in \( G_2 \) where we mark the two crossing nodes in the 4-cycle. This comes with a signature of \((2,2)\), i.e. in \( d = 2 \), \( u \) will know that it has two neighbors that are both adjacent to both of the marked nodes. Furthermore (and in contrast to node removals), the marked nodes also detect in the first round that they have a marked neighbor, and communicate this to \( u \) in the second round. That is, \( u \) can recognize this situation by having (i) two unmarked neighbors that are both adjacent to two marked nodes, and (ii) two marked neighbors that are also adjacent to a marked node. The same situation can never occur in \( G_1 \), since the 4-cycle has no chord. As such, if there is a 2-marking where this occurs, then \( u \) can deduce that the graph is \( G_2 \) and not \( G_1 \).
B.3 Proof of Theorem 5.3

Finally, let us consider the maximal expressive power of GNNs with markings. The reference point for these GNNs is the 1-WL algorithm with colors initialized according to a specific marking. Note that in Section 5, we have only defined this for graphs without input features; if input features are also present, then nodes are initialized to a different color for the marked and unmarked version of each input feature.

Whenever two nodes receive the same color in 1-WL with colors initialized according to a marking, then a GNN with markings computes the same embedding for these two nodes. For this, we need to observe that if the initialization is based on markings, then the colors assigned to marked nodes and the colors assigned to unmarked nodes will remain disjoint during the entire 1-WL procedure. One can then show our claim with a simple induction: assume that the claim holds up to round \( (t - 1) \). Then in round \( t \), if the immediate neighborhood of two nodes contains the same multiset of colors, then these colors can unequivocally be sorted into two groups (colors belonging to marked and unmarked nodes), and the two groups will be identical for the two nodes. This implies that \( \text{AGGR}_{\text{marked}} \) and \( \text{AGGR}_{\text{unmarked}} \) receives the same input, so the two nodes compute the same \( a_u(t) \). Since the two nodes also have the same color, in round \( (t - 1) \), both of them will apply the same update function (out of \( \text{UPD}_{\text{marked}} \) and \( \text{UPD}_{\text{unmarked}} \)), and hence they compute the same embedding \( h_u(t) \).

It remains to show that an appropriate GNN implementation can indeed reach this expressiveness.

**Proof of Theorem 5.3** For the proof of injectiveness, we consider the same assumptions as in case of GIN [30]: the space of initial features is countable, and there is a known upper bound \( L \) on the degree of nodes. Similarly to in case of [30], an induction shows that the space of possible embeddings remains countable after any constant number of rounds.

The main idea of the proof is also similar, but it requires some modifications due to our more general setting. After each round, we know that there exists a mapping \( Z \) from the space of current possible embeddings to the natural numbers \( \mathbb{N} \) (because the set is countable). For \( i \in \{0, 1, 2, 3\} \), let us define the function \( f_i(x) = L^{-4i}Z(x) + i \), and then for a multiset \( X \), let us define

\[
\text{AGGR}_{\text{marked}}(X) = \sum_{x \in X} f_0(x) \quad \text{and} \quad \text{AGGR}_{\text{unmarked}}(X) = \sum_{x \in X} f_1(x).
\]

Furthermore, let

\[
\text{UPD}_{\text{marked}}(h_u(t-1), a_u(t)) = f_2(h_u(t-1)) + a_u(t) \quad \text{and} \quad \text{UPD}_{\text{unmarked}}(h_u(t-1), a_u(t)) = f_3(h_u(t-1)) + a_u(t).
\]

The resulting representation allows us to unambiguously reconstruct both \( h_u(t-1) \) and the multiset of previous adjacent embeddings. The digits at positions 2 and 3 modulo 4 essentially implement a one-hot encoding for the embedding \( h_u(t-1) \) of \( u \) (with the modulus of position also indicating whether \( u \) is marked). The digits at positions 0 and 1 modulo 4 encode an \( L \)-digit representation of the multiset of adjacent embeddings, for marked an unmarked neighbors, respectively, similarly to GIN. As such, whenever two nodes receive a different color in the next round 1-WL, then they also compute a different embedding in the next round. An induction shows that this holds over any number of rounds. Note that in a practical implementation, the functions \( f_i \) can be replaced by a universal approximation tool such as a multi-layer perceptron (MLP).
Note that such a sophisticated function is in fact only required in the first round, when marked nodes have to be separated from unmarked nodes. In the following rounds, the marking information is already indirectly contained in the embeddings of the nodes, so an injective standard GNN (which ignores markings) is also sufficient for all the remaining rounds to ensure injectivity.

Finally, we can select the run-aggregation function to be an injective multiset function; note that this representation technique from [30] shows exactly that such a function exists, and can be implemented with a combination of an MLP and summation. As such, if two neighborhoods are separable under markings (i.e. the corresponding multisets of final embeddings are not identical), then a GNN with such a run-aggregation function assigns a different final embedding to them.

\[ C \]

C Proofs of Theorems 6.1 and 6.8: the $C_{\ell,\ell}$ vs. $C_{2\ell}$ construction

This section discusses the proofs of Theorems 6.1 and 6.8 through a detailed analysis of the $C_{\ell,\ell}$ vs. $C_{2\ell}$ construction. Throughout the analysis, we will assume $d = 2$. Note that the entire graphs are within the 2-hop neighborhood of $u$, and thus $u$ could easily distinguish the two graphs in case of a classical distributed algorithm in two rounds.

Some basic ingredients of the proofs have already been discussed in Section 6: $N_1$ can always distinguish the two graphs since both graphs are within the induced 1-hop neighborhood of $u$ (and they are non-isomorphic), and $S(\ell+1)$ can also distinguish them, since the subgraph consisting of an $\ell$-cycle and a fully connected node is a structure on $(\ell + 1)$ nodes that only appears in $C_{\ell,\ell}$.

In order to complete the proofs, the following further ingredients are needed:

**Lemma C.1.** $S_k$ cannot distinguish the two graphs if $k \leq \ell$.

**Proof.** The tree representations of the graphs observed by $u$ are identical in the two cases, so we only need to show that $u$ is assigned the same extra features (i.e. observes the same subgraphs) in the two cases. Let us analyze the subgraphs of a specific size $k$ (this is a slight abuse of notation, since the $k$ in $S_k$ denotes the maximal size of these subgraphs).

Any subgraph of size $k$ incident to $u$ consists of $(k - 1)$ nodes distributed somehow along the cycle(s). Since $u$ is contained in all subgraphs, each subgraph is essentially a collection of paths such that the sum of the length of the paths is $(k - 1)$, and then another node is connected to each node of every path. Let $k' = k - 1$, and for simplicity, let us call a graph that consists of disjoint paths on a total of $k'$ nodes a tassel graph. Each subgraph of size $k$ is completely characterized by such a tassel after discarding $u$ from it. Hence, in order to show that the multiset of adjacent substructures is identical in the two graphs, it suffices to show that if (i) we consider a single $2\ell$-cycle and the union of two $\ell$-cycles, (ii) we select $k'$ nodes from both graphs in every possible way, and (iii) we consider the corresponding tassels (induced by the selected nodes), then we end up with the same result (same multiset of tassels) in both cases.

Let the $2\ell$-cycle and the two independent $\ell$-cycles be denoted by $G_1$ and $G_2$, respectively, for simplicity. Let us consider all possible ways to select $k'$ nodes from $G_1$, and denote it by $P_1$. Let us consider all possible ways to select $k'$ nodes from $G_2$, and denote it by $P_2$. We show a bijection between $P_1$ and $P_2$ such that the corresponding selection of nodes induce the same tassel. Note that both graphs have $2\ell$ nodes, so the cardinality of both $P_1$ and $P_2$ is $\binom{2\ell}{k'}$.  
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Let us number the nodes of $G_1$ from 1 to $2\ell$ clockwise, and in $G_2$, number the nodes of the two cycles clockwise from 1 to $\ell$ and from $\ell + 1$ to $2\ell$, respectively. A natural starting point is to consider a bijection of nodes with the same number, and for any $k'$-tuple of nodes in $P_1$, simply assign to it the $k'$-tuple of nodes in $P_2$ with the same numbers. The problem with this approach is that when both nodes $\ell$ and $\ell + 1$ are selected in $G_1$, then this forms a continuous path, but in $G_2$, these nodes are part of different cycles. On the other hand, whenever both nodes $\ell$ and 1 are selected in $G_2$, then this is a continuous path within the first cycle, but not in $G_1$, where the other neighbor of node $\ell$ is node $\ell + 1$ instead of node 1. Hence with this trivial approach, the bijected pairs from $P_1$ and $P_2$ do not always produce the same tassel.

To overcome this, consider the following approach. Given a $k'$-tuple of nodes $p_1 \in P_1$, if neither node $\ell$ nor node $2\ell$ is contained in $p_1$, then we follow the trivial approach above, i.e. we select the subset of nodes with the same numbers. Intuitively, since the paths of this tassel are interrupted anyway in the points where the two graphs differ, the resulting collection of paths will be the same. On the other hand, if at least one of nodes $\ell$ and $2\ell$ is within the $k'$-tuple $p_1$, then we find the smallest index $i$ such that the following holds: neither node $i$ nor node $\ell + i$ is contained within the $k'$-tuple. Note that $i$ is well-defined, and since we only have $k'$ nodes in $p_1$ with $k' < \ell$, and one of these nodes is either node $\ell$ or $2\ell$, we will certainly have $i \leq \ell - 2$.

Then, intuitively speaking, we “swap” nodes $(1, ..., i - 1)$ with nodes $(\ell + 1, ..., \ell + i - 1)$: that is, if a node $j \in \{1, ..., i - 1\}$ is selected in $p_1$, then we include node $j + \ell$ in the corresponding selection $p_2 \in P_2$, and if a node $j \in \{\ell + 1, ..., \ell + i - 1\}$ is selected in $p_1$, then we include node $j - \ell$ in $p_2$.

This strategy is indeed a bijection: for any $p_2 \in P_2$, we can easily find the element in $p_1 \in P_1$ that this $p_2$ was assigned to. This is relatively simple, since $i \leq \ell - 2$, and therefore the elements $\ell$ and $2\ell$ are never swapped. Hence if neither $\ell$ nor $2\ell$ is contained in $p_2$, then $p_2$ was assigned to the same selection of numbers in $P_1$. On the other hand, if one of them is contained in $p_2$, then we know that a swapping happened, hence we find the index $i$ described above (this is invariant to our swapping), and exchange the node pairs $j$ and $j + \ell$ (for $j \in \{1, ..., i - 1\}$) in order to compute $p_1$ from $p_2$.

It remains to show that the corresponding pairs produce the same tassel. This is also straightforward from our construction method: whenever a path does not contain nodes $\ell$ and $2\ell$, it is continuously mapped from $p_1$ to $p_2$, and whenever one of these nodes is contained, the swapping operation ensures continuity. Note that indices $i$ and $(\ell + i)$ are a breakpoint between two paths both before and after swapping, so the path segments between $(i + 1)$ and $\ell$ and between $(\ell + i + 1)$ and $2\ell$ are entirely unaffected by the swapping.

The bijection between the tassels shows that the multiset of subgraphs of size $k$ (incident to $u$) are identical in the two graphs. Since this applies to any $k \leq \ell$, $u$ receives the same features in the two graphs. \hfill \square

**Lemma C.2.** $M_k$ cannot distinguish the two graphs if $2k < \ell$.

**Proof.** Recall from the proof of Theorem 5.2 that in $d = 2$ rounds, $u$ can essentially extract the following information from the graph: the number of its marked and unmarked neighbors (in round 1), and for each of these neighbors, the number of marked/unmarked nodes adjacent to this neighbor.

More specifically, if two nodes are marked at distance 2 along (one of) the cycle(s), then this can still be recognized by the GNN: $u$ then has a neighbor which detected two distinct marked neighbors in round 1. On the other hand, if the nodes are at distance 2 along a cycle,
then this is already indistinguishable from the case when there is an arbitrary large distance between the two nodes: in both cases, \( u \) will only observe two neighbors that only have a single marked neighbor in round 1, and \( u \) has no way to recognize that these two neighbors are also adjacent to each other.

As such, similarly to Lemma C.1, we can essentially separate our cycles into arcs by splitting them at every point where two consecutive nodes are unmarked. Note that in contrast to Lemma C.1, an arc is not just defined by its length: it can be any sequence of marked an unmarked nodes, with the restriction that it has no two consecutive unmarked nodes. If two arcs are identical, then the GNN receives the same set of messages from these nodes. The remaining nodes outside of the arcs (i.e. having distance at least 2 to any marked node) always send the same messages to \( u \) regardless of their position, since they are not aware of any marking. As such, if two graphs consist of the same multiset of arcs (possibly distributed along the cycle(s) in a different way), then the GNN with markings is unable to distinguish the two graphs.

From here we follow the same proof idea as in Lemma C.1: given all the possible sets of arcs \( P_1 \) formed when distributing \( k \) markings along a \( 2\ell \)-cycle (\( G_1 \)), and all the possible sets of arcs \( P_2 \) formed when distributing \( k \) markings along two distinct \( \ell \)-cycles (\( G_2 \)), we show a bijection between \( P_1 \) and \( P_2 \) that preserves the set of arcs. We number the nodes of \( G_1 \) and \( G_2 \) as before. Our criteria for swapping is similar to before: if all of the nodes \((\ell - 1), \ell, (2\ell - 1)\) and \(2\ell\) are unmarked, then we again assign every node to its original counterpart. Otherwise, we compute the smallest index \( i \geq 0 \) such that all of the nodes \((\ell + i), (\ell + i + 1), i \) and \((i + 1)\) are unmarked, and hence these two pairs of nodes form a valid breakpoint for the arcs (in case of \( i = 0 \), node number 0 is understood as an alias for node \( 2\ell \)). Note that any arc can have length at most \((2 \cdot k - 1)\), so even if we have the longest possible arc starting at node \( \ell \) or \(2\ell\), we still have \( i \leq 2 \cdot k - 1 \leq \ell - 2 \). We again swap the node pairs \( j \) and \( \ell + j \) for each \( j \in \{1, \ldots, i - 1\} \) to find the pair \( p_2 \in P_2 \) of a marking \( p_1 \in P_1 \).

This is once again a valid bijection: since \( i \leq \ell - 2 \), the markings at positions \((\ell - 1), \ell, (2\ell - 1)\) and \(2\ell\) are never swapped, and hence for any \( p_2 \in P_2 \), we can easily reconstruct the \( p_1 \) it was mapped to. Furthermore, the swapping ensures that each arc is mapped continuously; hence the corresponding pairs of markings result in the same final embedding for \( u \).

By applying this proof for all \( k' \in \{1, \ldots, k\} \), it follows that \( M_k \) obtains the same multiset of embeddings in the two graphs over the set of all runs, so regardless of the run-aggregation function, the final embeddings are identical.

**Lemma C.3.** 2-WL can distinguish the two graphs.

**Proof.** If we consider the two graphs without the fully connected node \( u \), then one can easily show that 2-WL can distinguish the two graphs (e.g. since it is known that 2-WL can distinguish graphs of treewidth 2).

Furthermore, whenever two graphs (without a fully connected node) can be distinguished by 2-WL, then the same holds after a fully connected node is added to both graphs. Intuitively, whenever a pair of original nodes receives a different color in a refinement step in the original graph, they will also receive a different color in the new graphs, since their relationship to each other remains unchanged. As for node pairs that contain the newly added node: these can easily be distinguished already in the first color refinement step (due to the full connectivity of the new node), so they cannot be confused with original node pairs.
Alternatively, one can use the result of Kiefer [15], which shows that separating pairs of nodes can already be recognized by 2-WL. Such a pair exists in $C_{\ell, \ell}$, but not in $C_{2\ell}$.

\section{Further proofs for Sections 6.1–6.3}

We now discuss the proofs for Theorems 6.2–6.7. We begin with a proof of Theorem 6.2, i.e. that $N_1 \succ k$-WL for any choice of $k$.

\textit{Proof of Theorem 6.2.} One can show this by slightly extending the graph construction of Cai et al. [8] (we discuss this construction later in the proof of Theorem 6.9); this defines a pair of graphs $G$ and $G'$ that are indistinguishable by $k$-WL.

Let us now add a new node $u$ to these graphs, and connect $u$ to every other node. One can show that these graphs still remain indistinguishable to $k$-WL, following the same line of thought as in the proof of Lemma C.3.

However, now the entire original graphs are in the induced 1-hop neighborhood of $u$. Since $G$ and $G'$ are non-isomorphic, $u$ receives a different new feature in the two graphs, and hence $N_1$ can separate them.

Our next two theorems can be shown with a relatively simple construction of cycle graphs.

\textit{Proof of Theorem 6.3.} Consider two cycles of length $\ell_1 = 2k + 2$ and $\ell_2 = 2k + 3$, respectively. Recall that cycles of different length are one of the most popular example for graphs that are not distinguishable by standard GNNs. Furthermore, in both graphs, the induced $k$-hop neighborhood of any node is simply a path of length $(2k + 1)$, so every node (in both graphs) receives the same extra features with $N_k$.

On the other hand, 2-WL is already able to distinguish cycles of different length, as mentioned before in Lemma C.3.

\textit{Proof of Theorem 6.4.} Once again, let us consider two cycles of length $\ell_1 = 2k + 2$ and $\ell_2 = 2k + 3$, respectively, with $d = k + 1$. Recall from Theorem 6.3 that the extra features of $N_k$ are of no use in this case. Similarly, for $S_k$, the multiset of incident subgraphs is identical in the two graphs (paths up to length $k - 1$).

One the other hand, the two graphs can already be distinguished when we have a marked node at distance $(k + 1)$ from $u$. In the cycle of length $\ell_1$, this will mean that $u$ observes a marked node at distance $(k + 1)$ in both directions in the tree representation of the graph; on the other hand, in the $\ell_2$-cycle, any single marked node will only appear within distance $k + 1$ from $u$ in one of the two directions. The message passing phase can easily distinguish these two cases in a sufficiently strong GNN (e.g. an injective one as in Theorem 5.3).

The proof of Theorem 6.5 has already been outlined in Section 6. Since the Rook’s 4x4 and Shrikhande graphs are strongly regular with the same parameters, it is known that they cannot be distinguished by 2-WL. On the other hand, two markings are enough to distinguish the graphs if $d = 2$. Consider a 2-marking where the marked nodes are adjacent both to $u$ and to each other; there are exactly 6 such 2-markings in both graphs. Furthermore, a GNN with $d = 2$ can easily verify that this is the case: the marked nodes recognize in the first round that they have a marked neighbor, and then they pass this information on to $u$ in the second round.
Now consider the remaining (unmarked) neighbors of $u$ in both graphs. In the Rook’s graph, $u$ has an unmarked neighbor that is itself adjacent to two marked nodes. This situation can also be recognized with $d = 2$: the unmarked node concludes in the first round that it has two marked neighbors, and then notifies $u$ in the second round. Based on these cases, $u$ can deduce that its induced 1-hop neighborhood is a $C_{3,3}$ instead of a $C_6$, and hence it is in the Rook’s graph. In contrast to this, in the Shrikhande graph, $u$ will have two unmarked neighbors that are both adjacent only to a single marked node, so they will never send a similar message to $u$.

Recall that Theorem 6.6 has already been shown in previous work. It follows in a relatively straightforward way from the graphs in Figure 5: the nodes in the Rook’s 4x4 graph are incident to 4-cliques, while the nodes in the Shrikhande graph are not.

On the other hand, the number of incident triangles and paths of length 2 is straightforward to deduce in the color refinement step of 2-WL when it inspects the relationship of an adjacent node pair to all other nodes in the graph. This shows that 2-WL can compute the extra features available to $S_3$, and hence $S_3 \subseteq 2$-WL.

Finally, the proof of Theorem 6.7 has again been outlined in Section 6.

Proof details for Theorem 6.7. In case of the containment result, the counts of each substructure apart from the path of length $(k + 1)$ (i.e. the path on $(k + 2)$ nodes) can be directly computed from the isomorphism class of the induced $k$-hop neighborhood. We can also count all the paths on $(k + 2)$ nodes that are entirely contained in the induced $k$-hop neighborhood. The only remaining paths are those that have the first $k$ edges within the induced $k$-hop neighborhood, and the last edge outside of it; that is, the penultimate and last nodes of the path are at distances $k$ and $(k + 1)$ from $u$, respectively.

In these cases, we can consider the degree of the node at distance $k$ (which is available to a GNN after $d \geq k + 1$ rounds), subtract from this the degree of this node within the induced $k$-hop neighborhood, and we get the number of edges this penultimate node has to other nodes that are at distance $(k + 1)$ from $u$. All such edges will provide a separate path of length $(k + 1)$ that is incident to $u$. Note that any such path is indeed induced, i.e. no two nodes in it are adjacent, since otherwise the final node would be reachable from $u$ in less than $(k + 1)$ hops.

As a technicality, note that even though the isomorphism class of the induced $k$-hop neighborhood is known, it might be non-trivial to figure out which node in the tree representation around $u$ corresponds to which node in the induced $k$-hop neighborhood. As such, finding the degree of nodes at distance $k$ is not necessarily trivial. To do this, one solution is to compare all the walks of length $k$ from $u$ in both the induced $k$-hop neighborhood graph and the $d$-hop tree representation. That is, if a walk of length $k$ ends in a node that is not at distance $k$ (but closer), then we can infer the degree of this node already from the graph known by $N_k$. As such, we can (i) collect all the walks of length $k$ from $u$ in the preprocessed graph, noting the degree of the final node, (ii) collect all walks of length $k$ in the tree representation, also noting the degree of the final node, and then (iii) subtract the first set from the other to get the degree of all nodes at distance $k$. Then from this we can subtract the edges that go from nodes at distance $k$ to other nodes within the induced $k$-hop neighborhood (i.e. to nodes at distance $(k - 1)$ or $k$); this gives us the number of ways we can complete our distance-$k$ paths to with edges to distance-$(k + 1)$ nodes, and hence the number of paths of length $(k + 1)$.

Now consider the second statement in the theorem, i.e. $S_{(k+3)} \sim N_k$. In our example for this, the induced $k$-hop neighborhood of $u$ in both graphs is simply a path of length $(k - 1)$.
Furthermore, in two more rounds after reaching the end of the path, a standard GNN cannot distinguish the different structures at the end (just like a standard GNN in 2 rounds cannot distinguish a triangle and two outgoing paths of length 2 from $u$). As such, the graphs are not distinguished by $N_k$.

On the other hand, $S_{(k+3)}$ can detect the entire graph in $G_1$, whereas $G_2$ contains different structures of size $(k + 3)$ (and in particular, none of those contain a triangle). Hence $S_{(k+3)}$ assigns different features to $u$ in the two cases, which is already enough to distinguish the graphs.

**E Proof of Theorem 6.9**

Note that using some of our previous constructions, we can prove the claims of Theorem 6.9 in a relatively straightforward manner. The cycle graphs of Theorem 6.4 already show an example where $S_k$ requires a parameter choice of $k \geq n_i - O(1)$ (with an extra leaf node added at the farthest point from $u$ in the $l_1$-cycle if we insist on having $|G| = |G'|$). The construction for the second part of Theorem 6.7 shows an example where $N_k$ needs to have $k \geq n_i - O(1)$ to separate the two graphs. Finally, the $C_{\ell, \ell}$ vs. $C_{2\ell}$ construction of Theorem 6.1 requires us to have at least $\frac{2n_i - 1}{4} = \Omega(n_i)$ nodes marked in order to distinguish the two cases.

We point out that one can also combine these properties in a single graph, with the slight drawback that the difference of the parameters of $S_k$ and $N_k$ will also turn from an additive to a multiplicative constant; that is, the new claim will only state that $G_i$ and $G'_i$ cannot be distinguished with $N_k$ and $S_k$ unless $k \geq n_i / O(1)$. In the rest of the section, we outline the main idea of a construction that fulfills these properties.

To combine the properties into a single construction, we turn to the CFI graphs devised in [8]. For a detailed description of this construction, we refer the reader to the original work of the authors. Intuitively, the construction is based on a graph transformation which replaces each node and edge of an original graph $G_0$ by a specific gadget to obtain a graph $G$, and then “twists” one of the edge gadgets to also obtain a twisted graph $G'$. The node and edge gadgets are designed such that the twist can be “moved around” in the graph. That is, if the twist is on an incident edge to an original node $v$ of $G_0$, and we untwist this edge and twist another edge that is incident to $v$ instead, then the resulting graph is still isomorphic to $G'$.

This already hints that the graphs $G$ and $G'$ are very hard to distinguish for any isomorphism test: essentially, if our algorithm ignores any edge $e$ of the original graph $G_0$, then by moving the twist to $e$ in $G'$, one can show that $G$ and $G'$ will seem identical to the algorithm.

This transformation already allows us to prove the theorem with the appropriate choice of $G_0$. For our proofs (and to satisfy the assumptions of the transformation), we will require the following properties from $G_0$: it has to be 3-regular, and it needs to have a radius of $n_0 / O(1)$ (where $n_0$ is the number of nodes of $G_0$). One can easily construct such a graph e.g. for any $n_0$ divisible by 4: we take a cycle of length $n_0$, and for each $i \in 0, \ldots, \frac{n_0}{4} - 1$, we add the extra edges $(4i, 4i + 2)$ and $(4i + 1, 4i + 3)$ (where nodes are numbered around the cycle). Note that the CFI transformation of this graph $G_0$ maintains the property that the radius of the graph is $n / O(1)$.

Let us execute the CFI transformation on this graph $G_0$, and select $d$ such that the $d$-hop neighborhood of (any) node $u$ contains the entire graph. Assum without loss of generality that $u$ is chosen within the node gadget corresponding to node 0 in $G_0$. 
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Our knowledge of the radius already makes the claim on $N_k$ straightforward: it implies that there exists a constant $c \in O(1)$ such that the induced neighborhood of radius $k = n_i / c$ around a node $u$ does not contain every edge of the original graph (i.e. every edge gadget after transformation). This implies that we can move the twist to this missing edge of the graph, i.e. relabeling the nodes in the induced $(n_i / c)$-neighborhood of $u$ shows that this neighborhood is isomorphic in $G$ and $G'$. This shows that every node receives the same extra features, so $N_k$ is only as expressive as 1-WL on this graph. On the other hand, 1-WL clearly cannot distinguish $G$ and $G'$ since they are 3-regular.

This also settles the question for $S_k$ indirectly: since the graphs are isomorphic within this radius, if we select $k = n_i / c$, the multiset of incident subgraphs (and hence all the newly added features) are identical. Again, the message passing phase is of no help since the graphs are 3-regular.

For the case of $M_k$, one can show that the markings are indistinguishable unless we mark at least one node in linearly many node gadgets. That is, let us select $k = n_0 / 8 - O(1)$; this ensures that $k$ is indeed in $\Omega(n_i)$. Let us consider the $k'$-markings of $G$ and $G'$ where $k' \in \{0, ..., k\}$. If we show a bijection from these markings in $G$ to the markings in $G'$ such that paired markings produce the same embedding for $u$ in the message passing phase (i.e. they receive the same color under 1-WL when initialized according to these markings), then the two multisets of embeddings from the different runs is identical, and thus $u$ will compute the same final embedding for any run-aggregation function.

Let $n_0$ be divisible by 8. Whenever $i$ is divisible by 4, let us call the segment of the main cycle in $G_0$ from node $i$ to node $(i + 3)$ a block. Note that if $i$ is the beginning of a block, this means that the extra edge added to node $(i - 1)$ (to achieve 3-regularity) comes from an earlier node, while the extra edge added to $i$ goes to a later node; in other words, deleting the edge $(i - 1, i)$ disconnects this part of the cycle.

Now consider edge $(\frac{n_0}{2} - \frac{n_0}{4}, \frac{n_0}{2})$ of the same main cycle; note that $\frac{n_0}{4}$ is divisible by 4, so node $\frac{n_0}{4}$ is the beginning of a block. Consider an interpretation of $G'$ (i.e. a mapping between the nodes of $G$ and $G'$) where the twisted edge gadget corresponds to this edge $(\frac{n_0}{8} - 1, \frac{n_0}{8})$ of $G_0$. Let us consider a $k'$-marking of $G$, and let us define the corresponding $k'$-marking in $G'$ as follows. In $G_0$, consider the position of the twisted edge and that of $u$ (i.e. the node in $G_0$ that corresponds to the node gadget containing $u$); these split the $n_0$-cycle of $G_0$ to two arcs of approximately equal size. In one of the arcs, we leave the marking unchanged: a node is marked in $G'$ exactly if its corresponding pair is marked in $G$. In the other arc, starting from the twisted edge, let us consider the first block $G_0$ such that no node is marked in the entire block (any gadgets of it); such a block must exist, since $k' \leq n_0 / 8 - O(1)$. Let $v$ be the first node of this block in $G_0$ from the direction of the twisted edge. On the arc between $u$ and $v$, we keep the marking unchanged. However, between the twisted edge and $v$ (not including $v$), we follow the edge gadgets along the main cycle in $G_0$, and we swap the role of the $a$-nodes and $b$-nodes with regard to the marking: we mark an $a$-node in $G'$ if the corresponding $b$-node was marked in $G$, and vice versa. See the construction of Cai et al. [5] for more details on the roles of the specific nodes within the node gadgets.

One can show that the corresponding nodes receive the same color in 1-WL if initialized with colors according to these markings in $G$ and $G'$ (and hence $u$ computes the same embedding in a GNN with markings). The marking defined in $G'$ essentially amounts to propagating the twisted edge to the first point where an entire node gadget is unmarked in the main cycle. As such, the larger arc of the cycle from $u$ to $v$ (which includes the original twisted edge) behaves
identically in the two graphs: their isomorphism from $G$ to $G'$ also preserves the marking we defined. The only parts of $G'$ we have to discuss are (i) the extra edges added to the main cycle (for 3-regularity) in the arc where the markings were modified, and (ii) the block containing node $v$.

For the extra edges within this arc, one can observe that they are in an identical situation for 1-WL as in $G$: the automorphisms of the node gadgets in the construction are designed exactly such that the $a$-nodes and $b$-nodes can be swapped on the other two incident edges simultaneously without any effect. As for the block with node $v$, this is also not affected by the fact that the markings are modified up to node $v$; the block does not let this marking information pass through it by design. That is, let us initialize a whole block in $G$ with identical colors, and set the 4 $a$-nodes and $b$-nodes at the boundaries of the block (connecting it to the rest of the graph) to arbitrary colors. One can verify that if we run 1-WL on (i) this graph, and (ii) on the same graph after exchanging the colors of the $a$-node and $b$-node at one end of the block, then the nodes within the block receive the same final color in both cases. As such, the different marking pattern up to node $v$ has no effect within the block or besides $v$ (i.e. on the shorter arc between $v$ and $u$).

This shows that the corresponding nodes will indeed receive the same color in 1-WL, and hence $u$ computes the same embedding in $G$ and $G'$.

F Proofs for Section 7

We now discuss our proofs on counting cliques and induced cycles with our GNN extensions. As a simple definition of counting, we can say that an extension counts a specific subgraph if there exists a GNN implementation where the following holds: whenever two nodes have a different number of incident cliques/cycles (up to some reasonable upper bound $L$), their final embedding is also different. Note that by applying a sufficiently powerful update function in the last round, we can also convert such an implementation to a GNN that actually assigns the number of incident subgraphs to $u$ as its final embedding.

We also note that we focus on induced cycles because they have a more prominent role in some applications; however, our observations also carry over to counting cycles in general.

F.1 Counting with $S_k$

The first half of Theorem 7.1 is straightforward: $S_k$ is directly provides $u$ with the number of incident $k$-cliques and induced $k$-cycles incident to $u$ as extra features.

To show that $S_k$ cannot count $(k + 1)$-cycles, we can simply consider the proof of Theorem 6.4 with cycles of length $\ell_1 = k + 1$ and $\ell_2 = k + 2$, respectively. Since $S_k$ is only aware of paths of up to $k$ nodes, and the tree representations are identical, it cannot distinguish the two cases, even though the number of incident $(k + 1)$-cycles is different.

Note that the result on counting cliques is also tight (i.e. $S_k$ cannot count $(k + 1)$-cliques) for small $k$ values, such as $k = 0$ and $k = 1$. In particular, the graphs in Figure 2 and the $C_{3,3}$ vs. $C_6$ graphs show that $S_2$ and $S_3$ cannot count 3-cliques and 4-cliques, respectively.
F.2 Counting with $N_k$

From Theorem 7.2, the first statement is again straightforward: any $\ell$-clique (for any $\ell \geq 3$) is entirely contained within the induced 1-hop neighborhood of $u$. Hence there is a well-defined function $f$ which assigns the appropriate number of $\ell$-cliques to any extra feature of $u$ (i.e. any induced 1-hop neighborhood), and a sufficiently powerful GNN (e.g. with an injective update function) can compute $f$.

Similarly, the claim on counting $(2k + 1)$-cycles follows from the fact that every induced $(2k + 1)$-cycle is entirely contained in the induced $k$-hop neighborhood of $u$.

Finally, the claim on counting $(2k + 2)$-cycles follows from the proof of Theorem 6.4 again: if we consider two cycles of length $\ell_1 = 2k + 2$ and $\ell_2 = 2k + 3$, respectively, then $N_k$ will compute the same final embedding for $u$ in the two cases.

F.3 Counting with $M_k$

In $M_k$, consider a run where $k$ distinct nodes (not including $u$) of the $(k+2)$-clique are marked. In the first round, each of the marked nodes can indeed confirm that it has $(k - 1)$ marked neighbors. In the second round, consider the node $v$ in the clique which is unmarked and also not identical to $u$: this node can decide if it received $k$ distinct messages from $k$ marked nodes which all claim to have $(k - 1)$ marked neighbors each. Finally, in the third round, if $u$ is informed of this situation by its neighbor $v$, and also has $k$ more adjacent marked nodes with $(k - 1)$ marked neighbors each, then it can conclude that it is contained in a $(k + 2)$-clique.

Note that it might also happen in the third round that $u$ has $k$ adjacent marked nodes, and it receives such a message from multiple nodes $v_1, ..., v_l$; this implies that there are $\ell$ different adjacent $(k + 2)$-cliques that contain this $k$-marking.

With this approach, an injective GNN with markings can count the number of incident cliques from the set of all possible $k$-markings. Note that with this method, each incident clique is counted $(k + 1)$ times, so we have to divide the final count by $(k + 1)$ for the correct result. This finishes the proof of Theorem 7.3.

Once again, the graphs in Figure 2 and the $C_{3,3}$ vs. $C_6$ graphs show that the result is tight for $k = 0$ and $k = 1$, i.e. $M_0$ and $M_1$ cannot count 3-cliques and 4-cliques, respectively.

We note, however, that in this case, it is not straightforward to also transfer this result to cliques of smaller size. $M_k$ can still easily count cliques of size $(k + 1)$ and $k$ by marking all nodes (apart from $u$ for $(k + 1)$). However, for cliques of size $\ell < k$, we can only use this approach if the GNN is able to infer the number of marked nodes in a run, i.e. if it explicitly knows or recognizes that there are currently only $(\ell - 2)$ marked nodes.

On the other hand, counting induced cycles with markings is a more involved question. What we can still prove here is the following.

**Lemma F.1.** An $M_k$ GNN can count $(k + 1)$-cycles if $d \geq k + 1$.

This lemma is easy to show: consider the case when each node of the induced cycle (except for $u$) is marked. In this case, the marked neighbors of $u$ can deduce in the first round that they only have a single marked neighbor. In the next round, their immediate marked neighbors can deduce that they have an outgoing marked path of 2 nodes; if they have exactly 2 marked neighbors, then they can communicate this to their neighbors and continue this process. With each node checking the number of its marked neighbors, the neighbors of $u$ find out after $k$
rounds that they are on the ends of a marked path of length $k$. If $u$ has 2 such neighbors, then it can conclude that it is in an induced $(k+1)$ cycle in round $(k+1)$.

Note, however, that this is in some sense a significantly weaker result than what we had in most of the analyses in the paper. That is, even if the entire induced cycle is contained in e.g. the 2-hop neighborhood of $u$, the GNN still has to pass a message around the cycle to recognize it with this method. It would be much more appealing to already be able to recognize the cycle from these markings as soon as its nodes are all contained within the $d$-hop neighborhood of $u$. However, this is not straightforward, since even if all nodes of the cycle (apart from $u$) are marked, it still remains challenging to decide if they form a single large cycle, or several smaller ones.

G Adjustments for graph classification

Finally, let us discuss the generalizations of our theorems to a graph classification setting. Note that whenever two $d$-hop neighborhoods can be distinguished by a node $u$ in an extension, then they are also distinguishable on a graph level from the different embedding of $u$. Hence we only need to discuss the cases when an extension cannot distinguish two neighborhoods around $u$, to ensure that the graphs cannot be distinguished in this case by the embeddings of the remaining nodes either.

Note that in many of our constructions (e.g. the Rook’s 4x4 / Shrikhande graphs), the role of each node is symmetric, so indistinguishability from a specific node’s perspective also carries over to the whole graph, and the constructions require no modification. A same holds for the cycle graphs, apart from the fact that here the two graphs have different size; to make them indistinguishable on a graph level, we can take $\ell_2$ distinct copies of the $\ell_1$-cycle, and $\ell_1$ distinct copies of the $\ell_2$-cycle as our two new graphs (both on $\ell_1 \cdot \ell_2$ nodes). This settles the case of Theorems 6.3–6.6.

Theorem 6.2 also requires no change, since $k$-WL is already known to be unable to distinguish these graphs even in a global setting. The same holds for the containment part (first claim) of Theorem 6.7, which also carries over without difficulty.

As such, we only need to revisit the proofs that are based on the $C_{\ell,\ell}$ vs. $C_{2\ell}$ construction (Theorems 6.1 and 6.8), the construction showing $S_{(k+3)} \succ N_k$ (the second part of Theorem 6.7), and the counting results in Section 7.

G.1 $C_{\ell,\ell}$ vs. $C_{2\ell}$ construction

First consider the case of $S_k$, i.e. the claims $N_1 \succ S_k$ and 2-WL $\succ S_k$ from Theorem 6.1. Note since we now consider the $d$-hop neighborhood of all nodes, we first of all have to change our example to $d = 3$ to fulfill our assumption that the preprocessing phase does not go beyond the nodes that are reachable in the message passing phase (note that the entire graph is within the 3-hop neighborhood of any node).

Furthermore, we have to change the condition in Lemma C.1 to $k < \ell$ in this case; for $k = \ell$, the cycle nodes in $C_{\ell,\ell}$ would be aware of the presence of the $\ell$-cycle, and could thus distinguish the graphs. However, once we select a value $\ell > k$, the proof works as before, since no node can preprocess an entire $\ell$-cycle. More specifically, each node along the cycles will have the same subgraph counts in the two graphs. For subgraphs not containing $u$, this is easy to see, since these are always subgraphs chosen from within a cycle of length $\ell > k$. For subgraphs
containing \( u \), one can show this analogously to Lemma C.1: the proof also applies if we restrict ourselves to selections in \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) where a specific node is always selected. This is easiest to see if we place this special node to a non-swapping position in the cycles, e.g. as node number \( \ell \).

Now consider the case of \( M_k \), i.e. the claims \( N_1 \succ M_k \) and 2-WL \( \succ M_k \) in Theorem 6.1. Here we can leave \( d = 2 \) as before; however, we have to make sure that the cycle nodes do not reach the other end of the cycle in \( d \) rounds, since this would allow them to identify the \( \ell \)-cycle with a single marking (as in Theorem 6.4). That is, we must always select \( \ell > 2 \cdot d = 4 \), so we only consider this construction with \( \ell \geq 5 \).

However, with this restriction, one can show that Lemma C.2 carries over to this case. In particular, we know that the fully connected node \( u \) computes the same embedding in every round for the two graphs, so the remaining nodes receive no useful information from \( u \) to distinguish the two graphs. On the other hand, with node \( u \) disregarded, the \( d \)-hop neighborhood of each cycle node is a path of length \( 2d \), which exhibits the same possible marking configurations for any of the remaining nodes in either of the two graphs. Hence each cycle node will also compute the same final embedding in case of \( M_k \).

It only remains to discuss Theorem 6.8, which compares \( S_k \) to \( M_j \). In this case, our assumptions on \( S_k \) forces us to select \( d = 3 \); hence to make the graphs indistinguishable to \( M_j \), we need to choose \( \ell > 2 \cdot d = 6 \). If this \( \ell \geq 7 \) holds, then the graphs are indeed indistinguishable by \( M_j \), as discussed before. In fact, since the nodes in the \( \ell \)-cycle are already aware of the \( \ell \)-cycle with \( S_\ell \) (and recall that we choose \( \ell = 2k+1 \)), our construction even proves the slightly tighter result of \( S_{(2k+1)} \succ M_k \) in the graph classification setting. The only special cases are \( k = 1 \) and \( k = 2 \), where we cannot choose \( \ell = 2k+1 \) due to \( \ell \geq 7 \). As such, all that follows from this proof in regard to these cases is that \( S_7 \succ M_1 \) and \( S_7 \succ M_2 \).

We point out that this line of thought also shows the same slightly stronger result for node classification for \( k \geq 3 \): that is, looking at the same construction from the perspective of one of the cycle nodes, it follows that \( S_{(2k+1)} \succ M_k \) for any \( k \geq 3 \). We have decided to still present Theorem 6.8 in Section 6 in its current, slightly weaker form since it covers the cases \( k = 1 \) and \( k = 2 \), which are significantly more relevant in practice, and are also the cases that are visible in Figure 1.

G.2 Showing \( S_{(k+3)} \succ N_k \)

This claim is the only one that is significantly different for graph classification. The graph in Theorem 6.7 was specifically designed to have the indistinguishable part as far from \( u \) as possible, and it seems to be non-trivial to generalize such a scenario to a graph classification setting, i.e. to construct a graph for general \( k \) where every node is in a similar situation.

As such, the only straightforward graph where one can show that \( S_i \) is superior to \( M_j \) in a graph classification sense is a cycle graph on \( (2k+2) \) nodes: this cannot be distinguished by \( N_k \), but it can easily be separated by \( S_{(2k+2)} \). Hence in this case, we can only show a weaker result between these two extensions, namely that \( S_{(2k+2)} \succ N_k \) for any \( k \geq 1 \).

G.3 Results on counting

Note that the positive results on counting carry over to the graph classification setting easily: if each node knows the number of incident copies of a subgraph \( G \), then we only need to sum up these numbers over all nodes and divide it by the size of the subgraph. Hence it only
remains to discuss the negative results in our theorems. For showing the we cannot count
$(k + 1)$-cycles with $S_k$, we have used cycles of length $\ell_1$ and $\ell_2$; we can again adjust these by
taking many independent cycles (on altogether $\ell_1 \cdot \ell_2$ nodes). The same holds for the proof
that we cannot count $(2k + 2)$-cycles with $N_k$. 