Approach on Recognizing Uncovered Earth Region from Aerial Images Based on Multi-feature Fusion
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Abstract. It is one of the main hidden dangers of power transmission lines accidents if there is the uncovered earth under or near power transmission lines. It can give the important early warning message to prevent the accidents through recognizing the uncovered earth region from aerial images of Unmanned Aerial Vehicle (UAV) power transmission lines inspection. Due to the low recognizing precision of Mask RCNN CNN (Mask Convolution Neural Network), this paper proposed an approach to recognize the uncovered earth region from aerial images of UAV by image feature fusion. The HOG and LBP features of aerial images were extracted and their dimension were reduced. Then these two features were fused by different weights. The experiments show that, (1) the average precision of recognizing the uncovered earth region can be above 80%, which is the lowest requirement to use; (2) the weights of two features should make the orders of magnitude of the two features as equal as possible. The approach is application for the first image filtering by the UAV airborne platform because it not only has enough good recognizing precision but also is very rapid, which provides a novel way for objective recognition from UAV aerial images.

1. Introduction

Unmanned aerial vehicle (UAV)-based inspection is a major development trend for power transmission line inspection[1]. During the inspection, UAV takes the aerial images of power lines and recognizes the hardware defects and hidden dangers from the aerial images for the first filtering. Then those images which probably include the hardware defects and hidden dangers will be sent to the remote server to detect again. This mode can greatly reduce the image data transmission on UAV and improve the efficiency.

It is one of the main hidden dangers of power transmission lines accidents if there is the uncovered earth under or near power transmission lines. The reasons include that: (1) The uncovered earth indicates that there would be probably building operation under or near the power transmission lines. During the construction, the bucket or boom of construction vehicle would probably enter the safety distance of power transmission lines while they lift, which is very easy to result in the breakdown accident. (2) If there is the uncovered earth under or near power transmission lines, there are hidden dangers of soil loss or collapse, which is very easy to result in the collapse of electric tower. Therefore, it is one of the main tasks to find out the uncovered earth during power transmission lines inspection by UAV.
When the UAV is used for power transmission lines inspection, the inspection efficiency and the safety of inspector will be improved greatly. Sampedro Carlos, et al (2014) used HOG (Histograms of Oriented Gradients) features to train two MLP (multi-layer perceptron) neural networks, the first network was used for background-foreground segmentation, and the second one was used for classification of four different types of electricity towers, which achieved good results[2]. Zhenbing Zhao, et al (2016) have proposed a new method in which the state of insulators were represented using the CNN (Convolution Neural Network) model with a polyhedral feature extraction method[3]. Xiao W, et al (2016) have proposed using histograms of the stripe direction and stripe length to describe the characteristics of bird nest, and applied them to the detection and identification of bird nest in the overhead net system of high-speed rails[4]. The multi-class of defects of the electrical devices were detected by a modified region-based CNN in literature [5](2018). Y. Bazi (2019) have proposed a two-branch neural network architecture for multi-label classification in UAV imagery[6]. S. Vemula and M. Frye (2020) have proposed a Mask RCNN Powerline detector based on powerline-detection segmentation algorithm, that was deployed on an UAV[7]. Yingchun Zhong, et al (2020) have used the YOLO V3 (You Only Look Once) to detect the bird nest on the electric tower from aerial images of transmission line[8]. D. Sadykova, et al (2020) have used the YOLO(You Only Look Once) to detect insulators from aerial images, it is a cost-effective solution under the conditions of varied object resolution, an uncluttered background and illumination conditions[9]. All these researches have demonstrated that it is the trend to recognize the objects or defects from images. However, there is little literature about how to detect the uncovered earth from aerial images of UAV (Unmanned aerial vehicle) power lines inspection.

Aim to the problem of recognizing the uncovered earth region from UAV aerial images, this paper proposed an approach. Two different image features were extracted. Then they were fused through respective weights and employed to recognize the uncovered earth region.

2. Image Data Set

2.1. Image Acquisition
The sample images of this investigation were taken by LID-20c Hasu aerial camera on Mavic 2 of DJI. The resolution of each original image was 5472*3684 pixels. A total of 1493 original images were collected. And all these images were normalized to 1280*1040 pixels.

2.2. Establishment of Image Data Set
The number of original images is not enough. We have augmented the original images by rotating and zooming[10] to increase the diversity of image data, reduce the over fitting in the process of model training, and improve the generalization ability of the model. After image augmentation, the data set included 4479 images. Then 3359 images were chosen arbitrarily as the training data set and rest 1120 images were testing data set.

2.3. Image Annotation
All images in data set were labeled by software LabelImg[11]. The type and location of uncovered earth regions in aerial images were labeled.

3. Establishment of Recognition Model

3.1. Framework
The Mask Convolution Neural Network (Mask RCNN) has excellent performance in objects recognizing and segmenting from images. So, we first tried to use the Mask RCNN to recognize the uncovered earth region. However, the recognizing precision of Mask RCNN was too low to use. Then we proposed to use the features fusion method to recognize the uncovered earth regions from aerial images. The framework structure is shown in figure 1.
According to figure 1, after dividing the \(i^{th}\) image \((i = 1 \ldots n)\) into several same scale subblocks, we tried to use three different models to extract the features of uncovered earth region. The Model No.1 uses the Hist Of Grey (HOG) feature to illustrate the uncovered earth regions. The Model No.2 uses the Local Binary Pattern (LBP) feature to illustrate the uncovered earth regions.

### 3.2. Model No.1

The HOG feature is an operator describing the edge and shape features of an image. The gradient of pixels in an image are calculated by the discrete differential template \([-1 \ 0 \ 1]\) and its transpose template \([-1 \ 0 \ 1]^T\):

\[
G_x(x, y) = H(x + 1, y) - H(x - 1, y) 
\]

\[
G_y(x, y) = H(x, y + 1) - H(x, y - 1) 
\]

\[
G(x, y) = \sqrt{G_x(x, y)^2 + G_y(x, y)^2} 
\]

\[
\theta(x, y) = \tan^{-1} \left( \frac{G_y(x, y)}{G_x(x, y)} \right) 
\]

where, \(G_x(x, y)\) is horizontal gradient, \(G_y(x, y)\) is vertical gradient, and \(G(x, y)\), \(\theta(x, y)\) are the magnitude and angle of gradients respectively. The histogram of the values of gradient of all pixels neighborhood are calculated, which is the HOG feature.

The scale image from data set is divided into 10*10 subblocks. The scale of each subblock is 1280*1040 pixels. Then the dimension of HOG feature of subblock is 6480. The Principal Component Analysis (PCA) is employed to reduce the dimension of HOG feature.

So, the steps of Model No.1 include:
1. HOG feature of every subblock is extracted.
2. The dimension of HOG feature is reduced by PCA method.
3. The HOG features of all subblocks are combined as the feature of the \(i^{th}\) image.
4. All images in training data set are processed as the same steps and the features of all images formed the training feature matrix.
5. A SVM(Support Vector Machine) is trained by the training feature matrix.

### 3.3. Model No.2

The LBP feature can describe the texture character of image, which often uses a window with 3*3 pixels. When the window masks the image, the gray scale value of central pixel in the window is the threshold and the gray scale values of its 8 neighborhoods are compared with the threshold. Then the LBP feature of a binary code with 8 bits for the central pixel of image is generated.
Obviously, the original LBP feature is unable to meet the requirement of different scale because it uses just a window with 3*3 pixels. The LBP feature in Uniform Pattern was proposed by Ojala[14], which enlarges the LBP feature to the scale with any size and reduces its dimension:

$$U(G_p) = s(g_{p-1} - g_c) - s(g_0 - g_c) + \sum_{p=1}^{p-1} s(g_p - g_c) - s(g_{p-1} - g_c)$$

(5)

where, $g_c$ is the gray scale value of central pixel of its neighborhood, $g_p$ corresponds to the gray scale value of equidistant pixels $P$ on the circumference with radius $R$.

So, the steps of Model No.2 include:
(1) The LBP feature in Uniform Pattern of every subblock is extracted.
(2) The HOG features of all subblocks are combined as the feature of the ith image.
(3) All images in training data set are processed as the same steps and the features of all images form the training feature matrix.
(4) A SVM is trained by the training feature matrix.

### 3.4. Model No.3

The HOG feature after dimension reduction has good invariance to the optical and geometric shape of the image. But it is weak to represent the edge. The LBP feature in Uniform Pattern has the gray scale invariance and rotation invariance of the image. But it often fails to extract the complete information of image. So, this paper fuses these two features in order to describe not only the local texture information but also the edge information of the image. The fusing formula is:

$$F = \alpha HOG + \beta LBP$$

### 4. Experiments

#### 4.1. Preparation

The Mask RCNN was employed to recognize the uncovered earth region from image, whose hardware configuration was: CPU: i7-6700K, RAM 32G, GPU: GTX1070, Video Memory: 8G. The software configuration was: operating system: Ubuntu16.04, CUDA, cuDNN, Keras, Tensorflow and Python 3.6.

The hardware configuration to extract HOG and LBP features was: CPU: Core i5-8250U, RAM: 8G, GPU: MX150, Video Memory: 2G. The software configuration was: operating system: Windows 10, Skimage, Sklearn and Python 3.6.

The mean Average Precision and F1 are employed to evaluate the experimental results[15,16].

#### 4.2. Experiments and Results Analysis

##### 4.2.1. Recognition Experiments of Models.

The Mask RCNN, Model No.1, 2 and 3 were trained and testified by the same training and test data sets. The recognition precision and other evaluation criterion are clearly described in table 1.

| Model No.                                      | AP      | F1      | MTD /ms  | Training time/min | Volume of parameters /M |
|------------------------------------------------|---------|---------|----------|-------------------|-------------------------|
| Mask RCNN after parameters adjustment         | 57.66%  | 55.61%  | 160      | 1560              | 255                     |
| Model No.1                                    | 74.05%  | 71.63%  | 57       | 52                | 0.8                     |
| Model No.2                                    | 65.82%  | 62.67%  | 55       | 27                | 0.4                     |
| Model No.3                                    | 81.13%  | 78.37%  | 62       | 60                | 1                       |

Comparing four models in table 1, we know that: (1) The AP and F1 of Mask RCNN are less than other 3 models obviously even though the parameters of Mask RCNN are adjusted. The parameters volume of Mask RCNN is too large to use on airborne platform of UAV. Additionally, the Mean Time
to Detect (MTD) of Mask RCNN is nearly three times of other 3 models. (2) The AP and F1 of Model No.1 are better than the Model No.2’s, which implies that the HOG feature with dimension reduction has obvious better discriminative capability than the LBP. But these two models are unusable because their APs are all less than 80%. (3) The AP of Model No.3 is over 80% and the volume of parameters is just 1M, that is, the AP of Model No.3 pass blue line and the volume of parameters is small for using on the airborne platform. So we believe that the Model No.3 is suit for using on the airborne platform of UAV for the images first filtering.

Two images were selected as the cases to show the detect results of Model No.3, as shown in figure 2.

![Figure 2. Recognizing cases of Model No.3.](image)

4.2.2. Variation Rule of Weights in Model No.3. The weights are the most important factor to influence the precision of Model No.3. In order to explore the variation rule of weights, many experiments have been done. The results are illustrated, as in figure 3.

![Figure 3. Variation rule of weights.](image)

In figure 3, the horizontal ordinate is the $\alpha$ in equation (6) and the vertical ordinate is AP. There are four curves in figure 3. Different curve means different value of $\beta$. According to Figure 3, when the $\beta=0.0015$ and $\alpha=1.1$, the max value of AP appears. The trends of all four curves show that the best value of AP always appears while $\alpha=1.0-1.1$. Additionally, the value of $\beta$ has little affection on AP. Furthermore, the experiments reveal that the optimal weight combination should make the orders of magnitude of the two features as equal as possible.

5. Conclusion

At present, there is rare research on the recognizing of uncovered earth region from UAV inspection aerial images. After trying to use the methods of Mask R-CNN, HOG+SVM and LBP+SVM, this paper proposed to fuse the HOG and LBP features of UAV inspection aerial images in order to recognize the region of uncovered earth. The experiments show that, (1) the average precision of recognizing the uncovered earth region can be above 80%, which is the lowest requirement to use; (2) the weights of two features should make the orders of magnitude of the two features as equal as possible. The approach proposed in this paper, which is application for the first image filtering by the UAV airborne platform because it not only has enough good recognizing precision but also is very rapid, which provides a novel way for objective recognition from UAV aerial images.
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