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We employ all-atom well-tempered metadynamics simulations to study the mechanistic details of both the early stages of nucleation and crystal decomposition for the benchmark metal-organic framework ZIF-8. To do so, we developed and validated a force field that reliably models the modes of coordination bonds via a Morse potential functional form and employs cationic and anionic dummy atoms to capture coordination symmetry. We also explored a set of physically relevant collective variables and carefully selected an appropriate subset for our problem at hand. After a rapid increase of the Zn-N connectivity, we observe the evaporation of small clusters in favor of a few large clusters, that lead to the formation of an amorphous highly-connected aggregate. Zn(MIm)\textsuperscript{2−} and Zn(MIm)\textsuperscript{3−} complexes are observed, with lifetimes in the order of a few picoseconds, while larger structures, such as 4-, 5- and 6-membered rings, have substantially longer lifetimes of a few nanoseconds. The free ligands act as ”templating agents” for the formation of the sodalite cages. ZIF-8 crystal decomposition results in the formation of a vitreous phase. Our findings contribute to a fundamental understanding of MOF’s synthesis that paves the way to controlling synthesis products. Furthermore, our developed force field and methodology can be applied to model solution processes that require coordination bond reactivity for other ZIFs besides ZIF-8.

I. INTRODUCTION

Metal-Organic Frameworks (MOFs) have revolutionized research in the fields of clean energy, environment and health due to their wide variety both in terms of chemical composition and topology, which confer them a vast array of shape-, selectivity-, reactivity-, and confinement–based properties. Indeed, MOFs can be formed by most of the existing metals in the periodic table in the form of cations or metal-based clusters combined with a large variety of organic polydentate ligands such as carboxylates, phosphonates and imidazolates, and they can exhibit many different pore shapes and sizes.\textsuperscript{1} Thus, they constitute the ideal playground for synthesis scientists to create new porous materials with industrially relevant applications, including water and food treatment, carbon capture, catalysis and drug delivery.\textsuperscript{2–8} Even though researchers have both achieved a good understanding of structure/property relationships for MOFs\textsuperscript{9–14} and mastered several MOF synthesis techniques,\textsuperscript{15} MOF rational design is still in its infancy. Only a few valuable efforts have led to establishing some principles for the rational design of MOF synthesis based on coordination and reticular chemistry.\textsuperscript{16–20} A deeper understanding of the mechanisms underlying MOF self-assembly would undoubtedly make a leap in the quest for MOF rational design.

While a few experimental studies have addressed the crystal growth of MOFs by various \textit{ex situ} and \textit{in situ} analytical techniques, including HRTEM, EDXRD and diverse spectroscopies,\textsuperscript{21–30} the required resolution to fully understand this complex process at the molecular-level cannot yet be experimentally achieved, that is, the association of the ligands with the cationic moieties to form oligomeric aggregates in solution leading to the formation of the first secondary building units (SBUs) and beyond. From the modeling standpoint, only a handful of studies have been devoted so far to the simulation of the pre-nucleation process of MOFs in solution. Yoneya, Tsuzuki, and Aoyagi\textsuperscript{31} modeled the first stages of polymerization between Ru\textsuperscript{2+} and Pd\textsuperscript{2+} and 4,4′-bipyridine by means of classical molecular dynamics (MD) simulations considering an implicit solvent model. Biswal and Kusalik\textsuperscript{32} then applied the same methodology to simulate the polymerization between Zn\textsuperscript{2+} and 1,4-benzenedicarboxylic acid ligands including an explicit solvent model, and further studied the effect of the complexity of the chosen model on the results.\textsuperscript{33} Despite the fact that the importance of the force field was clearly demonstrated in this latter study, no special efforts were dedicated to the development and validation of force fields to model MOF self-assembly up to date. These studies have introduced the use of cationic dummy atoms (CDA) models,\textsuperscript{34} in order to better represent the anisotropic electronic density distribution when the metal cation is exposed to a field generated by the organic ligands to reproduce the correct topology of the final material. Since then, CDA models have been extended to new MOF families.\textsuperscript{35}

The above mentioned studies described the formation of amorphous aggregates comprising the inorganic and organic moieties in solution, but no signs of the onset of crystallization were observed. This is not surprising, since the collective motions that are required to achieve local order constitute rare events, which are only very seldom sampled in a regular MD simulation. It is only by the use of enhanced sampling tech-
niques that these energy barriers may be overcome in a statistically meaningful fashion. Colón et al.\textsuperscript{36} were able to obtain a cluster–like ordered structure by means of Finite Temperature String methods. Following the same philosophy, Kollias et al.\textsuperscript{37} applied metadynamics\textsuperscript{38} simulations to the study of the early stages of the nucleation of MIL-101(Cr) starting from half SBUs, and made a step forward by also considering the ionic force effects by means of the explicit inclusion of counterions. This latter work was a follow up of a previous \textit{ab initio} investigation of the mechanism of formation of MIL-101(Cr) SBUs.\textsuperscript{39} The same authors have very recently published a continuation of their MIL-101 work, where they develop a graph-based methodology to understand the influence of solvent and ions in the formation of the building units.\textsuperscript{40} Also recently, Filez et al.\textsuperscript{30} combined density functional theory (DFT) calculations and MD simulations with \textit{in situ} elastic scattering and mass spectroscopy to unveil molecular-level details of the mechanism of the first stages of the nucleation of ZIF-67, a Co$^{2+}$ sodalite MOF. They describe the metal-ligand complexes that are formed in solution upon addition of the ligand as well as the associated Oh $\rightarrow$ Td symmetry changes and their lifetimes and give additional evidence to the hypothesis of the existence of an amorphous intermediate species along the self-assembly process.

The mechanism of MOFs’ thermal decomposition, in turn, can be studied \textit{via} direct experimental measurements such as variable temperature X-ray diffraction and differential scanning calorimetry\textsuperscript{41} but to the best of our knowledge it has not yet been probed by molecular simulation techniques. Simulation can offer molecular level detail into the decomposition mechanisms for the first time, which could help guide their implementation as a defect engineering methodology.\textsuperscript{42} In this contribution, we study both (a) the early stages of self-assembly of metal ions and organic ligands and (b) the decomposition of a pre-formed MOF crystal, by Well–Tempered Metodynamics (WT-MetaD) simulations.\textsuperscript{53,44} We introduce several methodological improvements to previous works: (i) a more physically sound force field that treats the metal-ligand interaction with a Morse potential instead of a Lennard-Jones or a harmonic potential as was the case in previous works, (ii) a robust force field validation, and (iii) a comprehensive exploration of the suitability of different collective variables for the study of nucleation.\textsuperscript{45–47} We apply our simulation method to the elucidation of the mechanisms of early self-assembly and thermal decomposition of the archetypal MOF ZIF-8\textsuperscript{48} (ZIF stands for Zeolitic Imidazolate Framework), that features many applications\textsuperscript{49} and whose growth has been well studied from an experimental point of view.\textsuperscript{23,26,28,29} ZIF-8 is formed by Zn$^{2+}$ cations tetrahedrally coordinated to 2-methylimidazolate (MIM$^-$) ligands forming a sodalite topology. Many synthesis routes are reported in the scientific literature for this material, both as a powder or as a membrane/film.\textsuperscript{49,50} In what follows, we will concentrate on solvent-based syntheses. ZIF-8 has been synthesized in water,\textsuperscript{51} methanol (MeOH),\textsuperscript{52} Dimethylformamide (DMF),\textsuperscript{48} and Dimethyl sulfoxide (DMSO),\textsuperscript{53} among other solvents. Changing the solvent has been shown to modify the size and morphology of the obtained crystals,\textsuperscript{53} which may influence the properties of the resulting material.\textsuperscript{54} Besides the solvent, the metal to ligand ratio can also affect the result of the synthesis.\textsuperscript{51} This plethora of synthesis works illustrates the complexity of ZIF-8’s crystal growth.

In this contribution, we make a leap forward in the understanding of the self-assembly of ZIF-8 and its solvothermal decomposition. We shed light into molecular-level mechanistic details such as: (i) the nature and lifetimes of the different chemical species that can be found in solution at the early stages of self assembly, (ii) the role of the ligands as templating agents for the formation of sodalite cages, (iii) the formation of an intermediate highly connected amorphous aggregate and (iv) the height of the free energy barriers associated to the ZIF-8 crystal decomposition. Our results provide support to some mechanistic hypothesis that had been previously proposed to interpret experimental results,\textsuperscript{55,56} and give further insight for the first time.

This paper is structured as follows. In Sec. II, we present the force field, its validation and the collective variables used in the MD simulations, along with a detailed discussion on why we chose them. Sec. III is devoted to the analysis and rationalization of the simulations results. Our main conclusions are summarized in Sec. IV.

II. METHODOLOGY

A. Simulation Details

The Large–scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)\textsuperscript{57} code was used to perform all the simulations. Energy optimizations were calculated using a self–consistent cycle at each step of the minimization, where the cell volume and shape were anisotropically relaxed using the Polak and Ribière\textsuperscript{58} version of the conjugate gradient algorithm followed by an optimization of the atomic positions using the damped dynamics method described by Bitzek et al.\textsuperscript{59} MD simulations were run in the NPT ensemble using the Nosé–Hoover thermostat with a timestep of $dt = 0.5$ fs. Thermostat and barostat relaxation times were set to 10$dt$ and 100$dt$, respectively. The Ewald summation method was used to calculate the electrostatic contribution to the energy.

The initial coordinates of the reactive species were generated as follows: a) NVT Monte Carlo (MC) simulations were performed using the RASPA code,\textsuperscript{60} for those systems starting from a completely uncoordinated phase (that is the solvated metal cation and ligands), and b) the experimental crystallographic coordinates were subsequently geometry optimized \textit{via} the LAMMPS code for systems starting from a crystalline phase. In both cases the solvent coordinates were generated \textit{via} a subsequent NVT MC simulation. For the simulations starting from the crystalline phase, the dummy atoms were added to the structure by means of a in-house program written in FORTRAN. The initial atomic positions for the ZIF-8 crystal were taken from Park et al.\textsuperscript{48} and a $2 \times 2 \times 2$ supercell was built from them. The LAMMPS inputs were automatically generated from the coordinates obtained from the NVT MC simulation by another in-house pro-


Table I: Simulation experiments that were carried out in this work.

| Initial condition      | Cell Size | Type       | T / K               | Solvent | Zn\(^{2+}\) & solvent numbers |
|------------------------|-----------|------------|---------------------|---------|-------------------------------|
| ZIF-8 crystal          | 2 × 2 × 2 | Unbiased MD| 300, 450, 600,      | MeOH    | 96 and 400                    |
|                        |           |            | 800, and 1000       |         |                               |
| ZIF-8-like cluster     | ~68 Å     | Unbiased MD| 298                 | EPS     | 442 and 6864                  |
| Solvated Zn\(^{2+}\)  | ~33 Å     | WT-MetaD   | 300, 370, 450       | MeOH    | 12 and 512                    |
| and MIm\(^{−}\)       | ~67 Å     |            | 96 and 2240         |         | 96 and 4096                   |
|                        | ~67 Å     |            | 96 and 400          |         | 324 and 13824                 |
|                        | ~100 Å    |            | 96 and 300          |         | 96 and 447                    |

For the WT-MetaD simulations performed to study the polymerization of Zn\(^{2+}\) and MIm\(^{−}\) moieties, we tested systems of different sizes, namely 12, 96, and 324 Zn\(^{2+}\) cations. In all simulations, the charge was neutralized with MIm\(^{−}\) anions in a stoichiometric proportion. In these cases, we have kept the explicit solvent (MeOH) molecules/Zn\(^{2+}\) ratio constant and equal to 128/3. In addition, for the system with 96 Zn\(^{+}\) cations, we have also studied a system with ~55% of this ratio. For the system starting from the ZIF-8 we loaded the structure with MeOH by performing μVT MC simulations at 1 bar and 298 K. Moreover, we have studied two lower loadings at standard conditions (~90% and ~66%).

Tab. I lists the simulation experiments that were conducted. Each WT-MetaD simulation took about 200 thousands CPU hours, and the overall computational cost of the whole project was about 3 million CPU hours.

B. nb-ZIF-FF force field development

To the best of our knowledge, Hu, Zhang, and Jiang\(^{62}\) developed the first ZIF-8 force field, which was later updated.\(^{63}\) Since then, several groups have developed new models to reproduce ZIF-8’s experimentally observed properties, such as its mechanoeelastic behavior, its infrared spectrum and the flapping of ligands in the pore windows, among others.\(^{64-67}\) All these force fields treat the interaction between the coordination centers, namely the Zn\(^{2+}\) cations, and the nitrogen N atom of the ligand with a bonded potential, which precludes modeling bond breaking and formation. Since taking into account the bond formation and breaking equilibrium is essential for studying self-assembly and decomposition processes, we have developed a new force field: nb-ZIF-FF (nb stands for non-bonded). The intramolecular, electrostatic and van der Waals interactions of our force field are based on the force field by Weng and Schmidt,\(^{66}\) called ZIF-FF. We discarded all the bonds, angles and torsions that imply Zn–N contacts and replaced them by a Morse functional form, which is known to capture the coupled motion of coordination bonds.

In addition, the spatial orientation of the Zn\(^{2+}\)—N\(^{−}\) dipoles needs to be considered to achieve the correct ZIF-8 topology. For this, we relied on CDA models for the metallic cations Zn\(^{2+}\), as well as for the MIm\(^{−}\) ligand moiety (see Fig. 1). The CDA model,\(^{34}\) as well as the electrostatic interactions between the different dummy atoms, will play a central role in modeling the directionality of the organic ligand assembly around the metal cation in the absence of angle and torsion interactions, as shown by Jawahery et al.\(^{35}\) Within our CDA model, a central particle with charge \(q_{s}^{+}\) is surrounded by four other charged particles, the shell dummies, with charges \(q_{s}^{−}\). In one of the four vertexes of a tetrahedron centered in the central particle. The distance between shell...
and central particles is 0.9 Å. The total sum of the charges is equal to the charge assigned to the Zn\(^{2+}\) cation in the model by Weng and Schmidt.\(^{66}\) \(Q_{Zn} = q_{Zn} + 4q_{e} = 0.7072\) e. While the central particle interacts via a sum of the Morse-based dispersion and Coulombic potentials, the shell atoms are only involved in electrostatic interactions. In addition, we have modeled the N atoms by a two sites anionic dummy atom model: a dummy particle containing all the N charge \(Q_N = q_N\), was introduced at a distance of 0.5 Å from the original particle modeling N, which is located at the atom’s position within the MIm\(^{-}\) cycle and only interacts through dispersion interactions modeled via the Morse potential. The charge distribution was chosen so as to reproduce the radial distribution functions and other structural properties in crystalline ZIF materials. The original harmonic potential considered by Weng and Schmidt\(^{66}\) for modeling bonded contributions has the electrostatic interaction embedded within, we took this into account when parameterizing our Morse potential. A detailed explanation of the potential fitting process, as well as some additional details related to the force field are given in the Subsec. II C and in the Supporting Information (SI), Sec. SII.

Even though nb-ZIF-FF was exclusively applied to model ZIF-8 in the context of this work, we note that it can also be applied to model other ZIFs, as discussed in the Subsec. II C. Indeed, we have calculated different structural and energetic properties of many ZIFs using nb-ZIF-FF and obtained excellent results compared to experimental and first principles calculations data as shown in Tab. II.

The solvent was treated via three different force field models: an implicit and two explicit ones. Implicit solvent models allow to sample much longer MD simulations times\(^{68}\) while an explicit solvent is necessary to study the collaborative mechanisms between solvent and reactants during the nucleation process.\(^{32,33}\) For the implicit solvent, we have employed a corrected Coulomb interaction in which the dielectric permittivity, \(\varepsilon_r\), is distance dependent. At short distances the relative permittivity tends to a dielectric saturation value \(\varepsilon_r\) —close to vacuum—, while at long distances the relative permittivity reaches its bulk limit: \(\varepsilon_r \rightarrow 78.2\), which corresponds to the value for water. To model the solvation shell around the inorganic and organic moieties, a small potential barrier has been added to frustrate a certain number of attempts of metal–ligand approaches, thus mimicking the role of the solvent in the early stages of nucleation, as in the work by Nguyen and Grünwald.\(^{68}\) We have used the implicit solvent model in preliminary work to set up the input files to study the WT-MetaD simulations and to explore the behavior of different collective variables at a reduced computational cost. All simulation results that we report come from the explicit solvent simulations. Most of these have been carried out by considering the united atoms TraPPE\(^{69}\) force field model for Methanol (MeOH). The interatomic cross interactions between the solvent and the nucleating species were modeled by LJ potentials whose parameters were calculated by applying the Lorentz-Berthelot mixing rules. The third and final solvent model considered only for force field validation calculations was a simple dipole proposed by Biswal and Kusalik,\(^{33}\) labeled EPS (from Explicit Polar Solvent) in Tab. I (see Fig. 1).

C. nb-ZIF-FF Validation

nb-ZIF-FF has been carefully validated by testing it against a set of relevant structural and energetic properties compared with those obtained from experimental and first principles calculations data, namely: (a) the structural stability of the crystalline geometries of a series of ZIFs as well as of b) a solvated nanocluster of ZIF-8 at 298 K and c) the structural and geometric parameters as well as d) the elastic constants for a series of ZIFs.

Dürholt et al.\(^{67}\) and Lewis et al.\(^{70}\) have computed the energies of a series of highly stable ZIFs via \textit{ab initio} calculations. They have predicted that the energies follow the trend: \(E_{\text{zni}} < E_{\text{cag}} < E_{\text{BCT}} < E_{\text{MER}} < E_{\text{SOD}} < E_{\text{DFT}} < E_{\text{GIS}}\). We computed the energy relative to \(E_{\text{zni}}\) for the same ZIFs subset using nb-ZIF-FF, and found that the trend is quite well reproduced: \(E_{\text{zni}} < E_{\text{cag}} < E_{\text{BCT}} < E_{\text{DFT}} < E_{\text{SOD}} < E_{\text{MER}} < E_{\text{GIS}}\). A table with the energies can be found in the SI (Tab. S2).

The most significant difference is in the relative energy of the DFT structure. We believe that this is due to the fact that DFT presents two types of Zn-Ligand-Zn angles that nb-ZIF-FF is not able to resolve, since it has no bending terms to account for them. This is not a problem for our current work, because we are using this force field to model the self-assembly of ZIFs and not the crystalline materials themselves. Because most of these structures are composed by Imidazolate ligands (instead of MIm\(^{-}\)), we added some new atom types to the force field to adapt it. These are minor changes, that do not modify the force field in its essence, more information can be found in the SI (Sec. SII).

To further probe the nb-ZIF-FF force field, we determined the cell parameters for the series of ZIFs mentioned above as well as for ZIF-8 and compared them to experimental, \textit{ab initio}- and force field-based calculations data. The results are presented in the SI, Tab. S1. We observe a good agreement between the nb-ZIF-FF calculated and experimental cell parameters. Our calculations are also consistent with both previously published force field- and electronic structure-based calculations.

We further put our force field to test by assessing the structural stability of a ZIF-8 nanocluster (see Fig. 2a), for which the surface exposed to the solvent represents roughly 25% of the material. The cluster was built by cropping a periodic 3 × 3 × 3 ZIF-8 structure and it was inserted into a a = 100 Å cubic simulation box. Because the clean cuts of periodic systems lead to unrealistic surfaces, some extra surface elements (MIm\(^{-}\) and Zn\(^{2+}\)) were added to minimize the surface electric charges. The cluster was immersed in the EPS solvent proposed by Biswal and Kusalik,\(^{33}\) such that the system contained 442 Zn\(^{2+}\), 884 MIm\(^{-}\) and 6864 EPS molecules. The snapshot shown in Fig. 2a was collected after 5 ns of MD simulation at 298 K and it shows that the sodalite cages of the ZIF-8 nanocluster maintain their shape. Interestingly, we observed that some MIm\(^{-}\) ligands at the cluster surface are dissociated and adsorbed and some Zn\(^{2+}\) cations are almost completely surrounded by solvent molecules. The same behavior was observed during the self-assembly simulations that will be detailed in Sec. III.
Table II: Cell parameters of a series of highly stable ZIF structures determined through geometry optimizations using nb-ZIF-FF (upright bold) and reference data from experimental (italic) and theoretical works.

| ZIF         | a / Å   | b / Å   | c / Å   | α / °   | β / °   | γ / °   |
|-------------|---------|---------|---------|---------|---------|---------|
| zni         | nb-ZIF-FF | 23.28   | 23.28   | 12.64   | 90.01   | 90.00   | 90.00   |
|             | MOF-FF   | 23.23   | 23.23   | 12.79   | 90.00   | 90.00   | 90.00   |
|             | DFT\(^{67}\) | 23.35   | 23.35   | 12.56   | 90.00   | 90.00   | 90.00   |
|             | Exp.\(^{71}\) | 23.50   | 23.50   | 12.46   | 90.00   | 90.00   | 90.00   |
| BCT ZIF-1   | nb-ZIF-FF | 9.96    | 15.30   | 15.13   | 90.00   | 97.25   | 90.00   |
|             | MOF-FF   | 10.09   | 14.55   | 15.91   | 90.00   | 117.00  | 90.00   |
|             | DFT\(^{70}\) | 9.74    | 15.39   | 15.18   | 90.00   | 98.55   | 90.00   |
|             | Exp.\(^{48}\) | 9.74    | 15.26   | 14.93   | 90.00   | 98.62   | 90.00   |
| DFT ZIF-3   | nb-ZIF-FF | 18.03   | 18.54   | 13.47   | 102.37  | 89.93   | 89.95   |
|             | DFT\(^{70}\) | 18.96   | 18.96   | 16.77   | 90.00   | 90.00   | 90.00   |
|             | Exp.\(^{48}\) | 18.97   | 18.97   | 16.74   | 90.00   | 90.00   | 90.00   |
| MER ZIF-10  | nb-ZIF-FF | 26.92   | 26.92   | 20.16   | 90.00   | 90.02   | 89.78   |
|             | DFT\(^{70}\) | 25.96   | 25.96   | 19.35   | 90.00   | 90.00   | 90.00   |
|             | Exp.\(^{72}\) | 27.37   | 27.37   | 18.58   | 90.00   | 90.00   | 90.00   |
| GIS ZIF-6   | nb-ZIF-FF | 19.34   | 19.34   | 20.14   | 90.00   | 90.00   | 90.00   |
|             | MOF-FF   | 19.23   | 19.23   | 19.80   | 90.00   | 90.00   | 90.00   |
|             | DFT\(^{70}\) | 18.57   | 18.57   | 21.00   | 90.00   | 90.00   | 90.00   |
|             | Exp.\(^{48}\) | 18.52   | 18.52   | 20.25   | 90.00   | 90.00   | 90.00   |

Figure 2: (a) Snapshot of a ZIF-8 cluster. The core of the cluster remains stable but the connectivity of \(\text{MIm}^-\) and \(\text{Zn}^{2+}\) moieties at the surface changes over time. (b) \(\text{Zn}-\text{N}\) and (c) \(\text{Zn}-\text{Zn}\) radial distribution functions \(g(r)\). ZIF-FF simulated, nb-ZIF-FF simulated and experimental results (Refs. 73,74) are shown in red, pink and black lines respectively. The cyan solid lines show the corresponding \(g(r)\) of an under-coordinated cluster formed during the polymerization simulations.

We also computed the pair–correlation functions \(g(r)\) between \(\text{Zn}--\text{N}\) and \(\text{Zn}--\text{Zn}\) atoms. Fig. 2b and 2c show that there is a good agreement between nb-ZIF-FF predictions, those by ZIF-FF and the experimental values measured by Cao et al.\(^{73}\) and Bennett et al.\(^{74}\). The distances of the first maximum and minimum for \(\text{Zn}-\text{N}\) are 2.0 Å and 3.0 Å, respectively, and for \(\text{Zn}-\text{Zn}\) pairs they are 6.0 Å and 7.5 Å, respectively. Pair correlation functions during a pre-nucleation stage from a nb-ZIF-FF unbiased MD simulation in the canonical ensemble at 298 K are also shown (cyan line in Fig. 2b and 2c). The first peak is displaced to larger distances for low degrees of polymerization (which can be correlated to less \(\text{Zn}--\text{N}\) bonds and more \(\text{MeOH}--\text{Zn}\) and \(\text{MeOH}--\text{N}\) interactions). This highlights the central role of the solvent in the self-assembly process. In addition, the \(\text{Zn}--\text{N}\) \(g(r)\) corresponding to several other ZIFs crystal structures are reported in the SI (see Fig. S5). All of them show values that are in good agreement with the experimentally-measured ones.

As a final stringent validation criterion, we computed the elastic constants for our selected series of ZIFs. SOD ZIFs results are presented in Tab. III while those for the rest of the ZIFs are shown in the SI. The agreement between our elastic constant calculations and the experimental/calculated values is excellent.
Table III: Elastic constants of ZIF-8 and SALEM-2 computed with nb-ZIF-FF (upright bold), other force field-based or first principles calculations and experimental measurements (italic).

|          | C_{11} / GPa | C_{12} / GPa | C_{44} / GPa |
|----------|--------------|--------------|--------------|
| ZIF-8    | 12.67        | 4.00         | 2.915        |
| ZIF-FF   | 9.33         | 6.45         | 1.37         |
| MOF-FF   | 8.54         | 6.55         | 0.62         |
| DFT      | 11.038       | 8.325        | 0.943        |
| Exp.     | 9.523        | 6.865        | 0.967        |
| SALEM-2  | 6.333        | 3.775        | 2.6204       |
| DFT      | 8.949        | 7.59         | 2.36         |
| MOF-FF   | 6.65         | 4.95         | 1.12         |

All of the above validation tests give us confidence to pursue the study of the self-assembly of ZIF-8 considering nb-ZIF-FF as a reliable force-field.

D. Sampling of nucleation and decomposition events

Since MOF nucleation and thermal decomposition are activated processes, the events that lead to them are rarely sampled in a molecular dynamics simulation and the ergodic hypothesis is not fulfilled. In this work, we tackle this problem by relying on the multiple-walkers Well-Tempered Metadynamics enhanced sampling method. To briefly illustrate how WT-MetaD works, let us consider a couple of functions of the atomic coordinates that adequately describe the nucleation process in a low-dimensional space. These functions are usually called collective variables (CVs), s(q), and they allow to distinguish between the different states associated to the local free energy minima that characterize the physically relevant portion of the free energy surface. In WT-MetaD, a history-dependent bias potential that drives the system evolution along the CVs is added to the Hamiltonian. This potential is defined such that energy penalties in the form of Gaussians are periodically deposited over the free energy surface in the CVs space, thus reducing the probability of revisiting configurations that have already been sampled. The rate of deposition of this bias potential decreases over the simulation time. The probability distribution sampled by the biased system is given by:

\[ P_{\text{WT-MetaD}}(s(q)) \propto P(s(q)) \frac{1}{\gamma} \]

where \( P(s(q)) \) is the probability distribution sampled in the isothermal–isobaric ensemble and \( \gamma = T + N / r \), \( r \) is chosen as an estimate of the height of the free energy barrier between the relevant states. Here, we estimated the height of the barrier based on the results of an in situ XRD study performed by Cravillon et al. The authors estimated the nucleation rate constants in the 393 K to 413 K temperature range by fitting crystallization data with the Gualtieri equation for solvothermal synthesis carried out in MeOH. They subsequently estimated the activation energy of nucleation from an Arrhenius plot \( E_a = 69 \) K, then \( \gamma(400 K) = \frac{800K}{400K} \sim 20 \). We thus chose \( \gamma = 20 \) for our simulations at \( T = 400 \) K. We also explored other values, namely \( \gamma = 3, 10, 40 \). We considered a height of \( 2k_B T \) for the deposited Gaussians. The width was estimated for each CV by running unbiased MD simulations and computing the standard deviation of the CVs distribution.

CV selection can be very challenging as a poor choice of CVs can prevent the free energy calculation from converging. For this reason, we decided to systematically explore different CVs, including the simulation box volume, the enthalpy, the connectivity and local- and long-range-order parameters. Two connectivity-related CVs were considered: \( \kappa_c \) and \( \kappa^2 \) where \( c \) stands for connectivity. The normalized coordination \( \kappa^c \) is the number of Zn—N bonds relative to the total number of bonds, which is equal to the number of Zn atoms times 4 for perfect tetrahedral connectivity, 4N_{Zn}, as would be the case in perfectly coordinated bulk ZIF-8 crystals:

\[ \kappa^c = \frac{1}{4N_{Zn}} \sum_{j \in N_{Zn}} \sigma_{ij} \]  

\[ \sigma_{ij} = \sigma(r_{ij}) \]  

is a switching function dependent of \( r_{ij} \) distance — i.e. equal to one when the corresponding Zn-N pair is connected and zero otherwise —. In order to make sure that the CV has continuous derivatives, we considered \( \sigma_{ij} = \exp\left(- \left(r_{ij} - d_0 \right)^2 / 2 \sigma^2 \right) \) as implemented in PLUMED with \( d_0 = 2.35 \) and \( r_0 = 0.2 \) (see Code 1 in Sec. SI of the SI). \( \kappa^c \) is zero when none of the Zn\textsuperscript{2+} cations and ligands are coordinated — i.e. in the initial stage of Zn\textsuperscript{2+} and MIm\textsuperscript{−} mixing — and it takes the value of 1 for a fully-coordinated ZIF-8 crystal.

The second connectivity variable, \( \kappa^2 \) is related to the clustering, it represents the ratio of Zn\textsuperscript{2+} cations belonging to the largest connected cluster (see Code 2 in Sec. SI of the SI). A cluster is defined as a continuous network formed by interconnected Zn\textsuperscript{2+} and MIm\textsuperscript{−} ligands. As such, this CV takes a value of zero at the initial stage of Zn\textsuperscript{2+} and MIm\textsuperscript{−} mixing and one when all the Zn\textsuperscript{2+} cations belong to the same cluster. Both \( \kappa^c \) and \( \kappa^2 \) were successfully used as CVs in an article by Tribello et al.

We have also considered a subset of relevant order parameters. We considered the environmental similarity CV used by Piaggi and Parrinello, which is based on the definition of...
local density of neighbors $j$ within an environment around a central atom $i$ and it is a generalized version of that proposed by Bartók, Kondor, and Csányi. This CV measures how an atomic environment $\chi$ overlaps with a reference environment $\chi_0$ with the following kernel function:

$$k_{\chi_0}(\chi) = \int d\mathbf{r} \rho_{\chi}(\mathbf{r})\rho_{\chi_0}(\mathbf{r}) = \langle \rho_{\chi} | \rho_{\chi_0} \rangle \propto \sum_{i \in \chi} \exp \left( -\frac{|\mathbf{r}_i - \mathbf{r}_0|}{2\sigma^2} \right)$$

where $\rho_{\chi}$ is the density around a central $i$-atom and considering only the neighbors in a predefined environment $\chi$. This quantity is measured for all $\text{Zn}^{2+}$ cations, for $\chi$ and $\chi_0$, instantaneous and reference environments, respectively. For the ZIF-8 crystal thermal decomposition simulations, we have chosen the optimized positions of the $\text{Zn}$ atoms at the ZIF-8 structure (sodalite topology) as the reference environment $\chi_0$. The global parameter, $\rho_{\text{sod}}$, for the whole system is constructed by calculating the ratio of $\text{Zn}$ atoms with $k_{\text{sod}}(\chi) > \chi_0$ (see Code 3 in Sec. SI of the SI and Fig. S2). For the simulations starting from the solvated $\text{Zn}^{2+}$ and $\text{MIm}^-$ moieties, the reference environment $\chi_0$ was set as the first $\text{Zn-Zn}$ tetrahedral environment (see Code 4 in Sec. SI of the SI). In the same way than $\rho_{\text{sod}}$, $\rho_{\text{tet}}$ is constructed as the ratio of $\text{Zn}$ atoms than fulfill the reference tetrahedral environment (highlighted in Fig. S2).

Finally, we tested the order parameters that were introduced by Steinhardt, Nelson, and Ronchetti. In essence, the orientational Steinhardt parameters, $\{q_{lm}(\mathbf{r}_i)\}$, can be understood as the projection of the “near neighbours” $\sigma_{\chi}$ on the spherical harmonics around $(r < r_c)$ the central $i$-atom, for a generic $l$ degree. This magnitude is an orientational order parameter and it is not invariant under rotation, so it cannot be used as such. To deal with this issue, ten Wolde, Ruiz-Montero, and Frenkel introduced the local-averaged Steinhardt parameters,

$$Q_l(i) = \frac{1}{N_{\chi}(i)} \sum_{j \in \chi} \sigma_{\chi}(\mathbf{r}_{ij}) \sum_{m=-l}^{+l} q_{lm}(i) q_{lm}(j)$$

which measure how many of the atoms around the $i$-atom have a similar pattern, $q_{lm}$ in their coordination spheres. The local-averaged Steinhardt parameters are invariant under rotations and are recommended for distinguishing between liquid and solid phases. Their value is large for atoms immersed in a crystalline phase and small for those belonging to the solvated ions phase. We have calculated the average of these parameters for all $\text{Zn}$ atoms for $l = 3, 4, 6$ as implemented in the PLUMED code (v2.7). We have finally selected $\rho_{\text{Q6}}$, the ratio of $\text{Zn}$ atoms with $\langle Q_6 \rangle > \langle Q_6(\text{sod}) \rangle$ as a biasing CV (see Code 5 in Sec. SI of the SI).

III. RESULTS AND DISCUSSION

A. Selection of Collective Variables

We seek to study two transformations, one between the solvated $\text{Zn}^{2+}$ and $\text{MIm}^-$ moieties and the aggregate they form after polymerization (early stages of ZIF-8 nucleation) and the other between the ZIF-8 crystal (Fig. 3a right) and the non-crystalline phase that is obtained as a result of thermal decomposition at $T > 600$ K (Fig. 3a, left). In order to circumvent the energetic barriers that characterize these transformations we selected three CVs for our WT-MetaD simulations for each system. Two of them were used for both transformations: $\kappa_1^\text{c}$, the $\text{Zn-N}$ connectivity ratio and $\omega_{\text{sod}}$, the ratio of $\text{Zn}$ atoms with $\langle Q_6 \rangle > 0.8$ (see Fig. S3). The third CV was $\omega_{\text{tet}}$, the ratio of $\text{Zn}$ atoms with $\langle Q_6 \rangle > 0.7$ for the ZIF-8 crystal decomposition simulations and $\omega_{\text{tet}}^\text{c}$, the ratio of $\text{Zn}$ atoms with $\langle Q_6 \rangle > 8$ for the simulations of the early polymerization of $\text{Zn}^{2+}$ and $\text{MIm}^-$ moieties. These CVs were selected so that one of them is strongly correlated with enthalpy ($\kappa_1^\text{c}$) and the other two are related to order.

The time evolution of the two connectivity related CVs ($\kappa_1^\text{c}$ and $\kappa_2^\text{c}$) during the first nanosecond of a WT-MetaD simulation starting from the uncoordinated $\text{Zn}^{2+}$ and $\text{MIm}^-$ solvated moieties is shown in Fig. S1. We found that these two CVs are highly correlated among themselves as well as with the enthalpy and the simulation box volume, so we decided to keep only $\kappa_1^\text{c}$ as a representative for the connectivity/enthalpy group.

The order-related CVs that were selected for the early polymerization simulations describe different aspects of local ordering. On the one hand, $\omega_{\text{oct}}$ describes the symmetry of the arrangement of the first neighbor shell and also from the closest neighboring atoms beyond the tetrahedron, it is based on spherical harmonics and not in reproducing a particular reference configuration. Among the three Steinhardt parameters-based CVs, we have selected $\omega_{\text{oct}}^\text{c}$ instead of the $Q_3$, and $Q_4$-based CVs because it is the most commonly used in the literature to characterize solid/liquid states. On the other hand, $\omega_{\text{tet}}^\text{c}$ focuses on reproducing the $\text{Zn(MIm)}^{2+}_{\text{tet}}$ tetrahedron configuration by construction. For the ZIF-8 crystal decomposition study we kept $\omega_{\text{oct}}^\text{c}$ because of its generic character and its ability to describe local order, but the targeted-structure CV $\omega_{\text{tet}}^\text{c}$ was replaced by $\omega_{\text{sod}}^\text{c}$ because in this case we aim to reproduce the sodalite crystal topology as reference configuration, and not only the tetrahedron formed by the first neighbors. In this sense, $\omega_{\text{sod}}^\text{c}$ could be interpreted as a long-range order CV.

A basic pre-requisite for a CV to be appropriate for exploring the free energy surface that underlies a chemical transformation is that it needs to adopt different values for the states that are to be identified. To verify that this pre-requisite is fulfilled, we calculated the distribution of our chosen CVs for the different states described above. Fig. 3b shows these distributions for the three selected CVs used to study the ZIF-8 crystal decomposition process. At low temperatures, the system exhibits the ZIF-8 crystal phase, while at high temperatures ($T > 600$ K) it forms a non-crystalline phase. It is clear
Figure 3: (a) Two snapshots taken from unbiased NPT MD simulations at (Left) $T = 800$ K, and (Right) $T = 450$ K. (b) Probability density functions for some CVs at 300–1000 K: (Left) Zn-N coordination degree, (Middle), environmental similarity $\kappa_{\text{sod}}(\chi)$ (critical value of $\kappa_0 = 0.7$), and (Right) Steinhardt $\langle Q_6 \rangle$ parameter (critical value of $\langle Q_6 \rangle > 0.8$). (c) First two components of the principal component analysis performed on the values of all the explored CVs harvested along an unbiased MD simulation at $T = 800$ K starting from the ZIF-8 crystal (left) and $T = 298$ K starting from the uncoordinated solvated Zn$^{2+}$ and MIm$^-$ moieties (right). Both figures incorporate the projection of the selected CVs into the PC1-PC2 space.
that the three CVs can differentiate the two states quite well. We established cutoff values for the CVs to define whether the system is crystalline or not in a binary fashion. These cutoffs are illustrated both in Fig. 3b and Fig. S3 for the selected CVs and for some of the remaining CVs respectively. We have also performed the same analysis for simulations starting from the uncoordinated metal ions and ligands phase. All distributions are centered on zero at the beginning of the simulations and κ_7 quickly rises as the nucleation process progresses.

To make sure that the selected CVs are not redundant, we run unbiased MD simulations for \( T = 300, 450, 500, 600, 800, \) and \( 1000 \) K lasting 3-4 ns in the NPT ensemble starting from a ZIF-8 crystal configuration filled with MeOH, and we calculated the values of the above mentioned CVs along the simulation trajectory, as well as of volume and enthalpy. Another MD simulation was carried out at 298 K starting from the uncoordinated MIm\(^-\) ligands and Zn\(^{2+}\) cations immersed in MeOH for 100 ns to characterize the initial stages of the self-assembly process.

We then built a dataset combining all the harvested CV values and performed Principal Component Analysis (PCA). PCA consists on finding a new basis of orthogonal vectors in which the data are represented. These vectors \( v_i \) are called the principal components, they are the eigenvectors of the covariance matrix and they are organized in such a way that the total variance of the data represented by vector \( v_n \) is larger than that covered by vector \( v_{n+1} \). It is possible to profit from this property to choose only the first few principal components to represent the data, since they will allow to account for the largest part of the variance that characterizes it. By performing PCA over the CVs values along the simulation, we can see how the system evolves in the PC space. Each point in the PC space represents the state of the system at a particular time. The euclidean distance between two points in the PC space can be used as a proxy for measuring how drastic has been the system’s evolution between them. In addition, it is possible to measure the contribution of a particular CV to the evolution of the system in the PC space by computing the projection of the CV vector in the PC space.

The results of these analyses are shown in Fig. 3c and Fig. S6, where each point represents the position of the system in the PC1-PC2 space (the two principal components that best represent the dispersion of the data). At low temperature (\( T = 300 \) K), we found that the system does not explore the PC space: the points are uniformly distributed in a small region of the PC space, and their distribution does not change with simulation time (see Fig. S6). This observation is consistent with the direct inspection of the trajectory, which shows a stable ZIF-8 crystal all along the simulation. The degree of changes suffered by the system gradually increases with increasing temperature. The most drastic changes happen at \( T > 600 \) K. Indeed, this also correlates with the visual inspection of the trajectory that shows that at higher temperatures, more MIm\(^-\) and Zn\(^{2+}\) moieties become dissociated, and at the limit of \( T > 600 \) K we recover a non-crystalline phase, as shown in Fig. 3a left.

If we turn our attention to the evolution of the system in the PC space with time, we see that for the ZIF-8 crystal decomposition at high temperature (Fig. 3c left panel) there is an initial transient period where the system suffers drastic changes (moves considerably along the PC space), mostly driven by the change in the cell volume produced by thermal expansion. After this period, which is quite short (~ 500 ps), the system evolution is drastically slowed down. This latter stage corresponds to the formation of a non-crystalline phase. We note that temperature alone, with the consequent changes in the volume, is enough to drive the decomposition of the ZIF-8 crystal. The projection of our chosen CVs on the PC1-PC2 space are represented by vectors that point to different directions in the PC space, thus proving that the selected CVs are not redundant as they allow to push the system into different realms in the PC space. The same behavior is found for early polymerization simulations starting from the solvated MIm\(^-\) and Zn\(^{2+}\) moieties (see Fig. 3c right panel). Here, the selected CVs are also non-redundant and we can also observe a fast initial period when the system undergoes important changes, associated with the polymerization process and the formation of a highly-connected amorphous phase. In what follows, we will call the two non-crystalline phases that we obtain from the self-assembly simulations and the thermal decomposition simulations amorphous and vitreous phase, respectively.

**B. Free energy surface calculations**

1. **Early polymerization of MIm\(^-\) and Zn\(^{2+}\) moieties**

We further implemented our selected CVs into WT-MetaD simulations on the NPT ensemble starting from the solvated Zn\(^{2+}\) and MIm\(^-\) moieties to study the free energy surface and mechanistic details of the initial polymerization stages of the ZIF-8 self-assembly.

We have performed a very short equilibration (less than 1 ps) because Zn-N bonds start forming early in the simulation as well as the first polymerization events, such as the formation of Zn(MIm)\(_2\) and Zn(MIm)\(_3\)\(^-\) clusters. This is consistent with the observations by Filez et al.\(^{30}\) concerning the early stages of formation of ZIF-67.

In the first 20 ps~50% of all possible Zn-N bonds have already been formed, and 85% of them within the first 150 ps. For \( t > 150 \) ps, κ_7 slowly increases until it reaches a plateau for a value that depends on the size of the system (see Fig. S1). This behavior can be ascribed to the fact that the size of the system is key to achieve the formation of a 3D highly-connected amorphous aggregate. For the same composition (in terms of Zn atoms), if the total amount of solvent is less than a critical amount, percolated 1D, 2D or 3D-linked clusters are formed. Fig. 4 illustrates the clusters that are formed in our WT-MetaD simulations. The low dimensionality clusters (rods, chains or planes) persist over time along all three simulation setups shown in Fig. 4 (12 Zn(MIm)\(_2\) 512 MeOH, 96 Zn(MIm)\(_2\) 4096 MeOH and 324 Zn(MIm)\(_2\) 13824 MeOH). The formation of low-dimensionality clusters has also been observed in previous simulation works\(^{31,32}\) and could be in line with the idea of aufbau self-assembly mechanisms,\(^{88}\) which postulate that 1D chains are first formed and associated
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Figure 4: Snapshots depicting the amorphous aggregate phases formed in systems with compositions: (a) 12 Zn(MIm)$_2$ 512 MeOH, (b) 96 Zn(MIm)$_2$ 4096 MeOH, and (c) 324 Zn(MIm)$_2$ 13824 MeOH. The MeOH/ZnMIm$_2$ = 128/3 ratio is kept constant. Clusters were generated in WT-MetaD simulations at $T = 400$ K using $\kappa_1^c$, $\omega_{\text{sod}}^c$, and $\omega_{\text{Q6}}^c$ as CVs and the snapshots were taken at $t = 20$ ns using the iRASPA software.$^{87}$ Simulation boxes are in the same scale. Dummy atoms and solvent molecules are omitted for clarity.

to yield 2D planes that finally aggregate into 3D networks. Some of the clusters in Fig. 4 percolate through the periodic boundary conditions, which is not desirable at this stage of the study as it implies an artificial stabilization of the system. Indeed, such percolation phenomena may be favored only because they lead to a huge drop in potential energy. To avoid nonphysical effects, we work with relatively high MeOH/Zn(MIm)$_2$ ratios. However, a realistic study of the non-crystalline-to-crystalline transition must consider percolation through realistic periodic boundary conditions, that cannot be achieved via an atomistic model such as the one we employ here due to restrictions in the cell size to perform the calculation within a reasonable computing time. It is thus necessary to work with larger systems, for example using coarse grained models and within a simulation ensemble that allows the number of solvent molecules to change, such as the constant chemical potential ensemble used by Karmakar et al.$^{47}$ Indeed, solvent-reactants interactions are crucial during the different stages of self-assembly, and large variations of local solvent densities at the different stages of the self-assembly process are to be expected. The dynamics and long-range connectivity of these low-dimensionality clusters will be further explored in future work combining in situ spectroscopy experiments with multiscale modeling techniques.

We have further studied the evolution of the clusters that are formed during these first polymerization stages of the self-assembly process. In the first 50 - 200 ps there is a competition between different clusters to be the largest. The number of competing clusters depends on the size of the system. Clusters are created/destroyed by either one of two mechanisms: (i) direct aggregation/breakage of clusters or (ii) evaporation/condensation of moieties into/from other clus-
ters. For low $T$ systems ($T = 298; 370$ K with composition 96 Zn(MIm)$_2$ 4096 MeOH the smaller clusters evaporate after 200 ps and the remaining free Zn$^{2+}$ and MIm$^{-}$ moieties merge with the largest cluster (see Fig. S18). However, the main growth mechanism is the direct aggregation of clusters. At $T = 450$ K and 96 Zn(MIm)$_2$ 2240 MeOH composition, the smaller clusters do not evaporate quickly, and some small clusters coexist alongside the larger cluster — i.e. $\kappa_2^* < 1$ (see Fig. S16 and Fig. S19(g-l), for free energy surfaces - FES- and representative snapshots). The dependence of $\kappa_2^*$ on $T$ and composition is not clear, elucidating it will be the object of future research. The dominant clusters that are formed exhibit an amorphous aggregate topology, that could be assimilated to the amorphous highly-connected phase previously postulated as an intermediate species in the ZIF-8 self-assembly mechanism, and that was also observed in the joint experimental/modeling work by Filez et al. for ZIF-67. This type of network is very resilient, its general appearance remains unchanged along the WT-MetaD simulations. Indeed, after 10-30 ns the local order-related CVs do fluctuate, but their mean values remain constant, and the nucleation process is stuck. This result may be an artifact of the simulation conditions, as the crystallization process depends on the local concentration of reactants and solvent molecules near the nuclei interfaces. Since our simulations are run in the NPT ensemble (constant number of molecules), the excess of surface solvent may hinder the system’s ability to crystallize further.

As a continuation of our study, we analyzed the different species present in solution that drive the early stages of the nucleation process, the so-called pre-nucleation building units (PNBUs). Note that in our simulations Zn$^{2+}$ cations tend to be tetracoordinated; which is not surprising since the force field is optimized for that purpose by using the CDA model, although the presence of tricoordinated cations is not negligible (see Fig. 5). This is partly explained by the existence of surfaces that necessarily lowers the coordination of all species that constitute them, but also by the fact that the simulation is biased to explore different values of the Zn-N connectivity in the WT-MetaD (via the $\kappa_2^*$ CV) and the cluster surface/volume ratio. In Fig. S17 we show the 2D-FES using as CVs the mean connectivities Zn-N (nitrogen atom of MIm $^-$) and Zn-O (the oxygen atom of methanol). A clear trend is observed as methanol is displaced by the MIm$^-$. We also observe the presence of free 4-fold connected Zn(MIm)$_2^{2-}$ and 3-fold connected Zn(MIm)$_3^-$ with half-lives of $\sim 10$ ps, and free MIm$^-$ anions with a half-life of $\sim 1$ ps. Zn(MIm)$_2$, with $x < 3$ are very rare for simulation times greater than 100 ps. Larger PNBUs corresponding to rings are also formed. We observed the formation of 4-membered rings comprising both tetracoordinated and tri-coordinated metal cations. These rings are quite stable with half-lives of several nanoseconds ($\sim 10$ ns). 5- and 6-membered rings are also present, both having similar stability ($\sim 1$ ns). Direct inspection of the trajectory indicates that free MIm$^-$ moieties act as "templating agents" in the formation of cages from the rings.

Finally, we computed the free energy surface in the CVs space for the early polymerization of Zn$^{2+}$ and MIm$^-$ moieties, results are discussed in the next section.

2. ZIF-8 crystal thermal decomposition

As a continuation of our work, we probed the influence of the amount of adsorbed solvent in the ZIF-8 crystal decomposition process via WT-MetaD simulations using $\kappa_1^*$, $\omega_{sod}^o$, and $\omega_{h}^o$ as CVs.

While the exploration of the two order-related CVs is efficient, with frequent barrier crossings observed during the whole WT-MetaD simulation, test simulations with 100% of loading at standard conditions show that once small enough connectivity values are reached ($\kappa_2^* \sim 0.7$), the system does not come back to its initial non-connected state during 500 ns of simulation. By performing a restrained WT-MetaD (with $\kappa_1^* > 0.7$) at 90% methanol loading at standard conditions, we observe, however, frequent recrossing of the three biased CVs (see Fig. S7 and Fig. S8). Indeed, as reported in Fig. S8 the system can visit microstates with low CV values for $\omega_{sod}^o$ and $\omega_{h}^o$, and it can recover its initial state further along the simulation. The connectivity CV, $\kappa_2^*$, is well explored in the restricted [0.7,1] interval. Indeed, we believe that the decomposition did not proceed up to the uncoordinated Zn$^{2+}$ and MIm$^-$ solvated moieties because of the limitations imposed by the fixed amount of solvent molecules during the simulation, as previously discussed. However, we observed that while the unbiased $\omega_{h}^o$ CV is almost always within the range $0.5 < \omega_{h}^o < 1$ along the trajectory, it occasionally explores $\omega_{et}^o < 0.5$ regions (see Fig. S8), which corresponds to an increase in the volume $V$ (see Fig. S12 and $\kappa_2^* < 1$, which means that the framework is not fully-connected (see Fig. S11). This leads to highly-disordered structures of the vitreous phase that are equivalent to the high-temperature non-crystalline structure in Fig. 3a.

Because it is extremely difficult to converge simulations involving assembly and dis-assembly processes, it is useful to compute the errors of the free energy surfaces by block averaging techniques. The overall sampling time were 100 ns for all simulations. While the estimated block-averaged free energy surfaces of the thermal decomposition process are shown in Fig. 6a, the corresponding errors are reported in Fig. S10. The three projections of the free energy surface for each pair of CVs for a $2 \times 2 \times 2$ ZIF-8 supercell and 50 MeOH molecules per unit cell are shown in Fig. 6a. The ZIF-8 crystal corresponds to the region labeled as (C) (from crystalline). A second minimum can be observed, it is labeled as (G) (from glassy/vitreous), this potential well is characterized by very low values of the order-related CVs (from 0 to 0.15 for $\omega_{et}^o$, and $\omega_{et}^o \sim 0$, with relatively high values of $\kappa_2^*$. We can conclude that these two phases are distinguishable from the analysis of the error bars. Even though we cannot compute the free energy of the $C \leftrightarrow G$ transition due to the lack of sufficient sampling of the vitreous state, we can estimate the activation energy as the free energy barrier between the crystalline phase minimum ($G(C)$) and the transition state, $G^*$, that leads to the vitreous phase ($G\), $\Delta G_{G-C}^* = G^* - G(C)$. These activation energies are of 1.19, 1.58, and 1.55 respectively for $\kappa_1^*$, $\omega_{sod}^o$, and $\omega_{h}^o$. We have also calculated the optimal pathway on the 2D-projections of the FES, minima, and transition state by using the algorithm MULE (stands for Multidimensional Low-
Figure 6: (a) Three projections of the FES for three CVs used in the WT-MetaD simulations ($\kappa_C^1$, $\omega^0_{Q6}$, and $\omega^0_{sod}$) starting from the $2 \times 2 \times 2$ ZIF-8 crystal saturated with methanol at 450 K. Solid gray lines represent the optimal pathway on the 2D-FES, the blue points the minima (C) and (G) (crystalline and vitreous), and the red point the transition state (CG). (b) Three projections of the FES for the three CVs ($\kappa_C^1$, $\omega^0_{Q6}$, and $\omega^0_{tet}$) from a simulation starting from the solvated Zn$^{2+}$ and MIm$^-$ moieties with 96 Zn(MIm)$_2$ 2240 MeOH composition at 450 K. The blue arrow to (A) marks the minima in the amorphous phase, (U) marks the uncoordinated initial microstate (not a phase), and the solid gray line represents the optimal pathway on the 2D-projection ($\kappa_C^1$, $\omega^0_{tet}$) of the FES. Note that this FES does not present a minima in the (U) point. (c) Snapshots of the trajectories for representative microstates for some of the phases visited along the simulations. Cell volumes are in the same scale. The (instantaneous) adsorption surface of water was added in translucent light blue. More supplementary snapshots are presented in Fig. S19.
est Energy) developed by Fu et al. Typical snapshots of the system in the (C) and (G) phases are illustrated at the bottom of Fig. 6. Simulations containing less MeOH molecules (40 molecules per unit cell) exhibit a similar behavior, but the free energy barriers were higher and although the system explored the (G) state, it was not able to return to the crystalline phase (C). For an even lesser number of solvent molecules of 37.5 molecules per unit cell, the system was only able to explore the crystalline phase during a 100 ns-long simulation. These results highlight the crucial role of the solvent in the self-assembly process.

Figs. S11 and S12 show a region in CV space that is visited during the WT-MetaD that has slightly lower values of connectivity than it is typical for the vitreous phase (κ ~ 0.8) associated to drastically reduced \( \omega^c_{\text{tot}} \) values, as well as to an increase of the cell volume, \( V \), (region labeled as highly-disordered vitreous phase in Fig. S12). While we cannot conclude that this region constitutes a separate phase from the vitreous one from the error analysis, there is an important qualitative difference between the associated configurations (see Fig. 6j and l).

Fig. 6b depicts the three projections of the free energy surface of the early polymerization process described in the previous section for comparison (error-bars are in Fig. S14 and Fig. S15). These simulations start from the uncoordinated \( \text{Zn}^{2+} \) and \( \text{MIm}^- \) solvated moieties (labeled \( U \)). The trajectories of all the walkers quickly converge to state (A) (from amorphous), which is characterized by a high Zn-N connectivity but relatively low values of the order-related CVs \( \omega^c_{\text{tot}} < 0.1 \) and \( \omega^o_{\text{oxy}} < 0.3 \).

The connection between the amorphous aggregate state (A) and the vitreous state (G) cannot be made due to the very nature of the simulation performed (NPT MD). As the number of solvent molecules cannot be changed, the system cannot percolate through the PBCs and become crystalline (or the other way around). As mentioned before, to model this part of the free energy surface one must enable changes in the number of solvent molecules with constant chemical potential, as proposed by Karmakar, Piaggi, and Parrinello.

IV. CONCLUSIONS

In this work, we developed a computational methodology to unveil mechanistic details pertaining to the \( \text{Zn}^{2+} - \text{MIm}^- \) moieties polymerization (early stages of nucleation) and the thermal decomposition of a ZIF-8 crystal. We started by developing nb-ZIF-FF, an appropriate force field for this task, including (i) a physically sound model for taking into account the formation and breaking of metal-ligand connections via a Morse potential functional form, and (ii) cationic and anionic dummy atom models to mimic the spatial charge distribution of the metal cation in a ligands field. We have carefully validated our force field by checking the stability of different ZIFs and associated aggregates and by computing radial distribution functions, cell parameters and elastic constants. Since nb-ZIF-FF successfully captures structure and energetics of all tested ZIFs, it can be applied to model the self-assembly and phase transformation of other ZIF polymorphs, as well as other studies that require including metal-ligand reactivity at system sizes larger than what can be achieved with ab initio resolution. We hope this contribution triggers further work in these directions. As a second step, we detail the collective variables that we selected for our well-tempered metadynamics studies, we explain our rationale for choosing them and test their appropriateness and non-redundancy. We study the effect of temperature and of the size of the system in the simulation results. We explored the use of different solvents at the development part of our work and finally kept an explicit united atom model of methanol for the well-tempered metadynamics simulations. We discuss several tricks-of-the-trade related to modeling self-assembly processes.

Our well-tempered metadynamics simulations indicate that ZIF-8’s self-assembly starts with a rapid increase of the Zn-N connectivity: up to 85% of the total possible bonds were formed within the first 150 ps. This stage is followed by the evaporation of small clusters into its constituents which are further combined with the largest clusters, while large clusters merge. Finally, an amorphous phase is formed, and the local order of the system gets stuck. Further progress in the self-assembly would require performing the simulation in a constant chemical potential ensemble, so that local solvent concentration fluctuations at the surfaces of the nuclei are possible and the system can percolate through the periodic boundaries. The pre-nucleation building units observed are single 4-fold and 3-fold connected \( \text{Zn}^{2+} \) cations with lifetimes in the order of picoseconds as well as 4-,5- and 6-membered rings with lifetimes in the nanosecond realm. The free ligands act as "templating agents" for the formation of the sodalite cages. Finally, the free energy surfaces of crystal decomposition and of the early polymerization are explored, and their errors are calculated by block averaging. Thermal decomposition leads to the rapid formation of more disordered structures, and the stabilization of a vitreous phase (G). The activation energy of the thermal decomposition associated to the different CVs is of \( \sim 1.2 \) and \( 1.5 \). The system also visits a region in phase space associated with a slightly lower connectivity and much lower tetrahedrality, which can be described as a highly-disordered vitreous phase. Going from the vitreous phase to the amorphous phase (A) formed in the early polymerization simulations is not possible with the current methodology, but will be the object of further work.

Our work unveils molecular-level mechanistic details of the early stages of self-assembly and crystal decomposition of ZIF-8 for the first time. This contributes to augmenting our fundamental understanding of the assembly and disassembly processes, which is crucial in the rational design of new MOFs as well as for other materials. We also hope that this contribution will encourage further work in the simulation of other related reactive processes in solution.

V. SUPPLEMENTARY MATERIAL

The Supplementary material contains details of the nb-ZIF-FF development, PLUMED codes to compute the different
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