Modelling periodic structure formation on 100Cr6 steel after irradiation with femtosecond-pulsed laser beams
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ABSTRACT

We investigate the periodic structure formation upon intense femtosecond pulsed irradiation of chrome steel (100Cr6) for linearly polarised laser beams. The underlying physical mechanism of the laser induced periodic structures is explored, their spatial frequency is calculated and theoretical results are compared with experimental observations. The proposed theoretical model comprises estimations of electron excitation, heat transfer, relaxation processes, and hydrodynamics-related mass transport. Simulations describe the sequential formation of sub-wavelength ripples and supra-wavelength grooves. In addition, the influence of the laser wavelength on the periodicity of the structures is discussed. The proposed theoretical investigation offers a systematic methodology towards laser processing of steel surfaces with important applications.
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1. Introduction

Material processing with ultra-short pulsed lasers has received considerable attention over the past decades due to its important technological applications, in particular in industry and medicine [1-8]. A laser-based technique allows an efficient methodology of material engineering as it enables precise tailoring of surface features with significant influence on optical properties, tribological performance and wettability [2, 3, 9-12].

One type of surface modification, the production of laser-induced periodic surface structures (LIPSS, ripples) on solids has been studied intensively for linearly polarized beams. LIPSS formation is a universal effect and they have been observed in all types of materials (metals, semiconductors, dielectrics, polymers). Previous theoretical approaches or experimental observations related to the underlying physical mechanisms of the formation of these structures were performed in sub-melting [13] or ablation conditions [14-19]. With respect to ripples, various mechanisms have been proposed to account for their formation: interference of the incident wave with an electromagnetic wave scattered at the rough surface [15, 17, 20], with a surface plasmon wave (SPW) [16, 19, 21-24], or due to self-organisation mechanisms [25]. The main focus of investigation centered on structures with periodicities comparable to the laser wavelength (≈λL) which are termed low spatial frequency LIPSS [LSFL]. These structures have an orientation perpendicular or parallel to the polarisation of the incident beam depending on the material type ([20, 26-28] and references therein).

Nevertheless, another type of experimentally observed periodic structures characterized by an always parallel orientation to the polarisation of the laser and, substantially smaller spatial frequency has yet to be investigated in all types of materials. A physical mechanism that explains the formation of these periodic structures, the so-called grooves, was recently presented in semiconductors [29, 30] and dielectrics [20], which attributes their development predominantly to hydrodynamical rather than SPW related effects, as the laser-produced density of excited carriers is not sufficient to induce significant SPW. It is, therefore, questionable whether similar laser-induced supra-wavelength structures on metals are generated from a different mechanism, as electron densities in metals are assumed to be constant. It is of paramount importance, both from a
fundamental point of view and industrial applicability, to present a theoretical framework of the underlying process of the groove formation that also predicts the ‘LIPSS to grooves’ transition.

One material with extremely important technological applications is steel. It is characterised by a high tensile strength, which is a significant feature in a wide range of applications such as automotive, construction, domestic appliances, and mechanical machinery. Although some previous work on morphological effects on steel after fs-laser irradiation has been conducted by many groups (just see [31] as an example for a systematic variation of laser processing parameters such as fluence and pulse number), sufficient knowledge of the underlying physical mechanisms that correlate laser-matter interaction with observable effects on steel is still missing. Therefore, a theoretical modelling of the laser interaction with steel can provide significant details about the thermal and mechanical response of the material. Herein, the physical mechanisms for the formation of a variety of periodic structures in one particular type of chrome steel, 100Cr6, under intense femtosecond laser conditions will be explored. A theoretical investigation is conducted under the assumption that the laser conditions are sufficient to induce mass removal (ablation) and melting of a portion of the material. The proposed theoretical framework assumes electron and SPW excitation upon laser irradiation, electron-phonon relaxation processes, phase change (melting), mass removal (ablation), and resolidification. Special emphasis is drawn on the formation mechanisms of LIPSS and grooves, while theoretical predictions will be tested against experimental observations.

2. Experimental protocol

Circular slabs of hardened 100Cr6 steel (24 mm diameter, 8 mm thickness) with a polished surface (roughness $R_a = 35$ nm, $R_{rms} = 48$ nm) were purchased from Optimol Instruments Prüftechnik GmbH (München, Germany).

At FORTH the samples were irradiated with a beam of 1026 nm (1 kHz repetition rate) and 513 nm (60 kHz repetition rate) central wavelengths with a pulse duration of
170 fs. All samples were ultrasonically cleaned using isopropanol for 10 minutes both prior to and following irradiation. Then samples were investigated under an electron microscope (JEOL JSM7500F) while LIPSS periodicities were measured by two dimensional fast Fourier transform (2D-FFT) analysis on the acquired scanning electron microscopy (SEM) micrographs using the Gwyddion software.

At BAM, the samples were mounted on a motorized x-y-z-linear translation stage and placed normal to the incident laser beam close to the focal position of a spherical dielectric mirror with a focal length of 500 mm. At this sample position, a Gaussian beam waist $1/e^2$-radius of $w_0 = 65 \, \mu m$ was determined using a method proposed by Liu [32] for the focused laser beam ($\tau_p = 30 \, fs$ pulse duration). Spot processing was performed at a fixed number of pulses ($NP$) and a chosen peak fluence $F$ (in front of the sample), calculated from the laser pulse energy $E$ via $F = 2E/(\pi w_0^2)$ [32]. The laser radiation was emitted from a Ti:sapphire amplifier system (Compact Pro, Femtolasers, Vienna, Austria) operated at a center wavelength of $\lambda_L = 800 \, nm$ and at $f = 1 \, kHz$ pulse repetition rate.

![SEM images showing ripples and/or grooves on 100Cr6 for $\lambda_L = 1026 \, nm$ (a) $NP = 20, F = 0.22 \, J/cm^2$ and (b) $NP = 150, F = 0.72 \, J/cm^2$. Insets (in yellow) show the surface modification in the spot center. The polarization direction is vertical here.](image-url)
After laser processing, the samples were cleaned in acetone for three minutes using an ultrasonic bath and characterized by SEM (Carl Zeiss Gemini Supra 40). The most frequent periods and the period ranges of the fs-laser processed ripples and grooves were determined from the corresponding micrographs by either one- and two-dimensional Fourier transforms (ripples) or averaged over six manual period measurements (grooves). While the Fourier transforms offer information contained in a central area of $50 \times 50 \, \mu m^2$ of the corresponding SEM images, the manual groove period measurements were performed at six individual grooves at the center of the SEM image, providing rather an estimation.

Experimental results are illustrated in Figs. 1 and 2, where the SEM images show formation of ripples and/or grooves that were produced on the surface of the irradiated zone. It is evident that the grooves have a larger periodicity than the ripples and are oriented perpendicular to the sub-wavelength structures while fine rippled structures are produced after irradiation with a small number of pulses. To provide a systematic correlation of the laser beam conditions with the observed surface structures, it is important to follow a detailed analysis of the underlying physical mechanisms.

![SEM images showing ripples and grooves on 100Cr6 steel](image)

**FIG. 2** SEM images showing ripples and/or grooves on 100Cr6 steel for $\lambda_L = 800$ nm (a) $NP = 100$, $F = 0.5$ J/cm$^2$ and (b) $NP = 100$, $F = 2.5$ J/cm$^2$. Insets (in yellow) show the surface modification in the spot center. The polarization direction is horizontal here.
3. Theory

To understand the physical mechanism that accounts for the surface modification upon irradiation of metals with femtosecond (fs) pulsed lasers, we perform a multiscale modelling of the processes that describe laser beam energy absorption and response of the material. Therefore, the theoretical model that is presented should comprise the following components: (i) a term that describes energy absorption, (ii) a term that describes electron excitation, (iii) a heat transfer component that accounts for electron-lattice thermalisation through particle dynamics and heat conduction and carrier-phonon coupling, and (iv) a hydrodynamics component that describes fluid dynamics followed by a mass removal and re-solidification process in areas where a phase transition occurs. In principle, the processes start after some fs, they continue to mechanisms that complete after some picoseconds (ps) while others require more time and they last up to the nanosecond (ns) regime.

3.1 Energy absorption, electron excitation and relaxation processes.

The two-temperature model (TTM) constitutes the standard theoretical method to investigate laser-matter interaction upon femtosecond laser irradiation, which assumes an instantaneous electron excitation during the laser pulse that produces fast electron thermalisation on the femtosecond timescale [33]. The TTM is implemented by the following set of coupled differential equations that describe the absorption of optical radiation by the electrons and the energy transfer between the electron and lattice subsystems.

\[
\frac{C_e}{\theta} \frac{\partial T_e}{\partial t} = \nabla \cdot (\kappa_e \nabla T_e) - g_{e-ph} (T_e - T_L) + S(r, t) \\
\frac{C_L}{\theta} \frac{\partial T_L}{\partial t} = \nabla \cdot (\kappa_L \nabla T_L) + g_{e-ph} (T_e - T_L)
\]  

(1)

\( T_e \) and \( T_L \) are the electron and lattice temperatures, \( \kappa_e \) and \( \kappa_L \) (\( -0.01 \kappa_e \) and therefore, that term could even be neglected) stand for the electron and lattice heat conductivities, \( C_e \) and \( C_L \).
FIG. 3 (Color Online) Heat capacity $C_e$ (a) and electron-phonon coupling strength $g_{e-ph}$ (b) as a function of the electron temperature, for Fe, (c) absorption coefficient $\alpha$ and reflectivity $R$ (at normal incidence), and (d) reciprocal of electron relaxation time $\tau$, for 100Cr6 steel as a function of the laser wavelength $\lambda_L$ [34]. The lines in (c) are obtained from ellipsometric measurements of 100Cr6 steel, while the points represent data for pure iron taken from Ref. [39].

correspond to the electron and lattice heat capacities, and $g_{e-ph}$ is the electron-phonon coupling strength. The heat source $S$ in a Cartesian system of coordinates $(x,y,z)$ is modelled by assuming a Gaussian temporal profile and it has the following (simplified, to first approximation) form [35]
\[ S(x, y, z, t) = \frac{\alpha(1-R)^{4\log 2F}}{\sqrt{\pi\tau_p}} \exp \left( -4\log 2 \left( \frac{t-3\tau_p}{\tau_p} \right)^2 \right) \exp(-\alpha z) \exp \left( -\frac{x+y}{w_0} \right)^2, \tag{2} \]

where \( \tau_p \) is the pulse duration, \( F \) is the peak fluence, \( \alpha \) and \( R \) stand for the absorption coefficient and the reflectivity, respectively, of the irradiated material and \( w_0 \) is the 1/e-Gaussian spot radius. For the sake of simplicity, it is assumed that optical properties (\( \alpha, R \)) do not have a spatio-temporal variation.

Equations (1-2) have been extensively used to describe the heat transfer from the electron system to the lattice system in various types of metals, semiconductors or dielectrics. Previous works have also provided a detailed calculation of the thermophysical properties of the material (i.e. electron heat capacity, conductivity, electron-phonon coupling constant) based on the computation of the density of states (DOS) for various energies below and above the Fermi energy [34]. Nevertheless, there is a lack of knowledge of these parameters for materials used for industrial applications such as 100Cr6 steel. A rigorous approach would be to use first principles and derive, firstly, the DOS for this material by using relevant software, density functional theory and experimental data [36] and, secondly, produce an estimate for those parameters. Herein, a simplified approach is followed in which an approximation is performed based on the fact that iron (Fe) is the main ingredient of the chrome steel [37]. Although, the precise estimation of the heat capacity and the electron-phonon coupling constant could significantly influence the maximum attained value of the electron temperature as well as the electron-phonon relaxation time and maximum lattice temperature, herein, it is assumed that the employment of the thermophysical properties based on the fitting of data for Fe does not differ significantly for 100Cr6. Indeed, recent results indicate that the temperature dependent electron heat capacity of a steel alloy is not substantially different from that predicted for Fe [38]. Similarly, our calculations indicate that a more rigorous computation of the electron-phonon coupling is not anticipated to produce substantially different morphological results.

Therefore, the (electron) temperature dependent heat capacity \( C_e \) (Fig. 3a) and electron-phonon coupling strength \( g_{e-ph} \) of Fe (Fig. 3b) are computed using a polynomial fitting of calculated values [34]. The heat conductivity is calculated assuming the
The reciprocal of the electron relaxation time $\tau$ is the sum of the electron-electron and electron-phonon collision rates, $A(T_e)^2$ and $BT_L$, respectively [39]. Hence, the heat conductivity is computed by the expression $k_e = k_o \frac{BT_L}{A(T_e)^2 + BT_L}$ [40]. The parameters $A$ and $B$, can be obtained from variable angle spectral ellipsometric measurements of the refractive index ($n$) and the extinction coefficient ($k$) of the polished 100Cr6 steel at various wavelengths. From that data, the corresponding wavelength dependent linear absorption coefficient $\alpha$ and the room temperature surface reflectivity $R$ were calculated (Fig. 3c) via the expressions $R = [(n-1)^2+k^2] / [(n+1)^2+k^2]$ and $\alpha = 4\pi k / \lambda$. It is evident that the values for the optical properties of 100Cr6 steel for $\lambda_L = 513$ nm, 800 nm, and 1026 nm (the laser wavelength values used in this work) are very close to the ones reported for Fe [41]. This is an indication that the magnitude of the laser energy absorption and optical penetration depth dictated by $R$ and $\alpha$, respectively, for 100Cr6 are similar to those of Fe.

The reciprocal of electron relaxation time $\gamma$ ($\equiv \tau^{-1}$) is computed by the following expressions that relate the dielectric permittivity of the material ($\varepsilon$) to $n$ and $k$

$$\varepsilon = \varepsilon_r + i\varepsilon_i$$
$$\varepsilon_r = n^2 - k^2$$
$$\varepsilon_i = 2nk$$

(3)

and [42]

$$\varepsilon_r = 1 - \frac{\omega_p^2}{\omega^2 + \gamma^2}$$
$$\varepsilon_i = \frac{\omega_p^2 \gamma}{(\omega^2 + \gamma^2)\omega}$$

(4)

where $\omega_p$ is the plasma frequency [43]. Estimates of the values of $A$ and $B$ are $0.98 \times 10^7$ K$^{-2}$s$^{-1}$ and $2.8 \times 10^{11}$ K$^{-1}$s$^{-1}$, respectively, based on a least-squares fitting procedure performed on the data shown in Fig. 3d.
3.2. Fluid dynamics and mass removal

In order to describe the thermal response of the material after electron-phonon relaxation processes, it is important to model heat transfer into the material, possible phase transition and solidification. Since the laser irradiation conditions used in the simulations are sufficient to melt a portion of the material (once the lattice temperature reaches the melting temperature $T_{melt}$), the induced phase change has to be thoroughly analysed. Therefore, the transport of the molten material is described by the assumption that fluid behaves as an incompressible Newtonian fluid and its dynamics is provided by the following set of equations (to account for the mass, energy, and momentum conservation, respectively) [19]

$$
\nabla \cdot \vec{u} = 0
$$

$$
(C_{L}^{(m)} + L_a \delta(T_L - T_{melt})) \frac{dT_L}{dt} + C_{L}^{(m)} \nabla \cdot (\vec{u} T_L) = \nabla \cdot (\kappa_L \nabla T_L),
$$

$$
\rho_L^{(m)} \left( \frac{\partial \vec{u}}{\partial t} + \vec{u} \cdot \nabla \vec{u} \right) = \nabla \cdot \left( \rho \vec{u} \left( \vec{u} \cdot \nabla P + \mu^{(m)} (\nabla \vec{u}) + \mu^{(m)} (\nabla \vec{u})^T \right) \right)
$$

where $\vec{u}$ is the fluid velocity, $\mu^{(m)}$ is the dynamic viscosity of the liquid, $C_{L}^{(m)}$ stands for the lattice heat capacity of the molten material, $\rho_L^{(m)}$ is the density of the molten material, $T_{melt}$ is its melting temperature, $L_a$ is the latent heat for melting, and $P$ represents the total pressure, including the recoil pressure [19, 44]

$$
P_r = 0.54 P_0 \exp \left( \frac{T_s - T_b}{R_G T_s^2 T_b} \right)
$$

where $P_0$ is the atmospheric pressure (i.e. equal to $10^5$ Pa), $L_v$ is the latent heat of evaporation of the liquid [44], $R_G$ is the universal gas constant (8.314 J/(K mole)), $T_s$ corresponds to the surface temperature of the melt and $T_b$ is the boiling temperature of iron (~3100 K [45]). The term in Eq. (5) that contains the delta function has been introduced to provide a smooth transition from the solid-to liquid phase and describe
efficiently the resolidification process. As the movement of the $T_{melt}$ isotherm (inside the volume of the irradiated material) is used to determine the resolidification process, calculations of the liquid-surface interface are performed by an appropriate (i.e. Gaussian) representation of the delta function,

$$
\delta(T_L - T_{melt}) = \frac{1}{\sqrt{2\pi}\Delta} e^{-\frac{(T_L - T_{melt})^2}{2\Delta^2}}
$$

where $\Delta$ is in the range of 10-100 K depending on the temperature gradient [19, 46].

A solid material subjected to ultrashort pulsed laser heating at sufficiently high fluences undergoes a phase transition to a superheated liquid which’s temperature reaches $0.90T_{cr}$ ($T_{cr}$ being the thermodynamic critical temperature, $T_{cr}$(Fe) = 8500 K) [47]. According to Kelly and Miotello [47], melted material at and beneath the irradiated surface is unable to boil, as the timescale does not permit heterogeneous nucleation. A subsequent homogeneous nucleation of bubbles leads to a rapid transition of the superheated liquid to a mixture of vapour and liquid droplets that are ejected from the bulk material (a process referred to as phase explosion). This is proposed as a material removal mechanism and it is assumed that phase explosion occurs when the lattice temperature is equal or greater than $0.90T_{cr}$ [19, 47-50]. Hence, to incorporate the mass removal mechanism, it is assumed in our model that all material points that undergo phase explosion are removed.

4. Simulations

The parameters that are used in the numerical solution of the governing set of equations (1)-(6) are listed in Table I. A finite-difference method in a staggered grid is employed to numerically solve the heat transfer equations [19], including phase changes (melting, evaporation) [19, 30] and resolidification. The horizontal and vertical velocities are defined in the center of the horizontal and vertical cells faces, where the pressure and temperature fields are defined in the cell center (see description in [19, 35]). Similarly, all temperature dependent quantities (i.e. heat capacity, mass density, etc.) are defined in the cell center. While second-order finite difference schemes appear to be accurate for one laser pulse, where the surface topography profile is not modified substantially, finer
meshes and higher-order methodologies are performed for more complex profiles [51, 52]. Furthermore, techniques that assume moving boundaries (i.e. solid-liquid interface) are employed [53]. The hydrodynamic equations are solved in the sub-region that contains either solid or molten material. To include the “hydrodynamic” effect of the solid domain, material in the solid phase is modelled as an extremely viscous liquid ($\mu_{\text{solid}} = 10^5 \mu_{\text{liquid}}$), which results in velocity fields that are infinitesimally small.

### Table I. Simulation parameters chosen for 100Cr6 steel

| Parameter                  | Value                                      |
|----------------------------|--------------------------------------------|
| $A$ [$s^{-1} K^{-2}$]      | 0.98×10$^7$ (from fitting)                |
| $B$ [$s^{-1} K^{-1}$]      | 2.8×10$^{11}$ (from fitting)              |
| $\kappa_0$ [Wm$^{-1}$K$^{-1}$] | 46.6 [37]                                  |
| $C_L$ [J/kg$^{-1}$K$^{-1}$] | 475 [37]                                   |
| $C_{L'}^{(m)}$ [J/kg$^{-1}$K$^{-1}$] | 748 [44]                           |
| $T_{\text{melt}}$ [K]      | 1811 [54]                                  |
| $T_0$ [K]                  | 300                                        |
| $T_{cr}$ [K]               | 8500 [45]                                  |
| $\rho_{L'}^{(m)}$ [kg/m$^3$] | 6900 [44]                                 |
| $\rho_{L'}^{(s)}$ [kg/m$^3$] | 7700 [37]                                |
| $\mu^{(m)}$ [Pa s]        | 0.016 [55]                                 |
| $\sigma$ [Nm$^{-1}$]      | 1.93-1.73×10$^-4$($T_L-T_{\text{melt}}$)K$^{-1}$ [56] |
| $L_v$ [J/g]                | 6088[44]                                   |
| $L_m$ [J/g]                | 276 [44]                                   |
| $w_0$ [µm]                 | 15                                         |
| $\tau_p$ [fs]             | 30/170                                     |

At time $t = 0$, both electron and lattice temperatures are set to room temperature (300 K). Non-slipping conditions (i.e. the spatial velocity field is zero everywhere) are applied on
the solid-liquid interface while the condition \( \mu^{(m)} \frac{\partial u_s}{\partial z} = \frac{\partial \sigma}{\partial T_s^L} \) is applied on the upper and free surface of the material. Besides the surface tension \( \sigma \), the lattice temperature at the surface, \( T_s^L \), is used \([19]\). Fluence values \( F \) in the range 0.1 to 1 J/cm\(^2\) are considered in the simulations. As the material is subjected to irradiation by multiple laser pulses, Eqs. (1)-(6) are solved in a three dimensional Cartesian coordinate system and the energy absorption in subsequent irradiation is modelled by considering a ray tracing approach to compute the absorbed and reflected part in a modified profile (resulting from fluid dynamics and resolidification).

The variable grid size taken for simulations is 5 nm (vertical dimension) and 10 nm (horizontal dimension) in the region where material melts while the grid size is \([10 \text{ nm} \times 20 \text{ nm}]\) elsewhere. Therefore, the irradiated region is split into two sub-regions to accommodate solid and molten material. The temporal calculation step is adapted so that the stability Neumann condition in two dimensions is satisfied \([57]\). Regarding the material removal simulation, in each time step lattice and electron temperatures are computed. If the lattice temperature reaches \( \sim 0.90 T_{cr} (=7650 \text{ K}) \), mass removal is assumed \([50]\). In that case, the associated nodes on the mesh are eliminated and new boundary conditions of the aforementioned form on the new surface are enforced. In order to preserve the smoothness of the surface that has been removed and to allow an accurate and non-fluctuating value of the computed curvature and surface tension pressure, a specific fitting methodology is pursued (see description in \([19, 35]\)).

5. Results and discussion

Before the surface modification process due to laser irradiation is analysed, the electron and lattice temperature evolutions are investigated to compare the thermal response of bulk 100Cr6 steel and Fe for one laser pulse. The optical properties of 100Cr6 and Fe at various wavelengths are taken from measurements (for 100Cr6 from spectral ellipsometry) or literature values (for Fe) \([41]\). Results for \( T_e \) and \( T_L \) are illustrated in Fig. 4. As explained above, phase explosion and mass removal are
manifested by using the lattice temperature as a criterion. Hence, the methodology to model the underlying process is through removal of all points with lattice temperatures above $0.90T_{cr}$. In Figs. 4a,b, the evolution of $T_e$ and $T_L$ on the surface ($z = 0$ and $x = y = 0$) is illustrated at all points in time, unless the lattice temperature exceeds the phase explosion threshold; in that case, thermal response is not displayed as the lattice point is removed and no longer contributes to the physical processes. The temperature evolution

FIG. 4 (Color Online) Evolution of the electron temperature $T_e$ (a) and the lattice temperature $T_L$ (b) for 100Cr6 and Fe at three different laser wavelengths on the surface ($z=0$ and $x=y=0$). Evolution of the electron temperature $T_e$ (c) and the lattice temperature $T_L$ (d) for 100Cr6 and Fe on new surface after mass removal ($\lambda_L = 513$ nm, $\tau_p = 170$ fs), ($\lambda_L = 800$ nm, $\tau_p = 30$ fs), ($\lambda_L = 1026$ nm, $\tau_p = 170$ fs), ($x = y = 0$) ($F = 0.25$ J/cm$^2$) (see enlarged regions in the Supplementary Material).
is displayed at depths at \( z = 11.5 \) nm and 4.8 nm (for 100Cr6) and \( z = 11.8 \) nm and 3.5nm (for Fe) for \( \lambda_L = 513 \) nm and 800 nm, respectively, in Figs. 4c,d. On the other hand, for \( \lambda_L = 1026 \) nm, \( T_e \) and \( T_L \) are evaluated at \( z = 0 \) for both materials. These points correspond to the positions of the material surface following irradiation by one pulse and after mass removal was assumed. It is noted that simulation results have been obtained assuming \( \tau_p = 170 \) fs (for \( \lambda_L = 513 \) nm and 1026 nm) and 30 fs (for \( \lambda_L = 800 \) nm).

Simulations show (Fig. 4a and Fig. S1a in the Supplementary Material) that for \( \lambda_L = 513 \) nm contrary to \( \lambda_L = 1026 \) nm, the maximum \( T_e \) is always higher for Fe compared to 100Cr6. This is explained in terms of the relative reflectivity and absorption coefficient for Fe and 100Cr6. More specifically, the reflectivity of Fe is larger at \( \lambda_L = 513 \) nm and 1026 nm (Fig. 3c). Therefore, enhanced laser energy absorption is expected at those values compared to the \( T_e \) for 100Cr6. Nevertheless, a larger absorption coefficient for laser irradiation of 100Cr6 (Fig. 3c) leads to a smaller electron energy on the surface [33] that produces larger maximum values of \( T_e \) for Fe. This is evident for \( \lambda_L = 513 \) nm due to the 10\% difference of the absorption coefficient (i.e. \( \alpha_{Fe} = 7.105 \times 10^5 \) cm\(^{-1} \) [41], and \( \alpha_{100Cr6} = 6.472 \times 10^5 \) cm\(^{-1} \)). In contrast, the small difference in absorption coefficient between the two materials for \( \lambda_L = 1026 \) nm does not allow a similar trend and therefore the maximum value of the electron temperature is higher for 100Cr6 (Fig. 4c and Fig. S1c in the Supplementary Material). Finally, a smaller reflectivity of Fe (at \( \lambda_L = 800 \) nm) followed by a larger absorption coefficient of the laser energy for 100Cr6 also produces larger maximum values of \( T_e \) for Fe at this wavelength. The difference of the electron-phonon scattering processes and energy exchange for Fe and 100Cr6 is influenced by the bigger heat conductivity of Fe (\( \kappa_{Fe} = 80.4 \) Wm\(^{-1}K^{-1} \)) compared to the 100Cr6 steel (\( \kappa_{100Cr6} = 46.6 \) Wm\(^{-1}K^{-1} \) [37]). As a result, the electrons diffuse somewhat faster to deeper parts of the material in Fe that leads to larger maximum \( T_L \) upon energy exchange for 100Cr6 compared to the predicted values for Fe (Fig. 4d). Enlarged figures that depict the evolution of \( T_e \) and \( T_L \) are illustrated for each case in the Supplementary Material (Fig. S1).

The dynamics of the volume of the material that will undergo a phase transition to the liquid phase is described by Navier-Stokes equations as stated in the previous sections. It is evident that the portion of the material in the molten phase is related to both the single
photon energy and the fluence. To estimate the maximum depth of the molten region (at $x = y = 0$), simulation results after irradiation of 100Cr6 with a laser beam of three different wavelengths [$\lambda_L = 513$ nm ($\tau_p = 170$ fs), $\lambda_L = 800$ nm ($\tau_p = 30$ fs), and $\lambda_L = 1026$ nm ($\tau_p = 170$ fs)] and fluence $F = 0.25 \text{ J/cm}^2$ predict the formation of a molten volume of an average depth equal to approximately 45 nm for $NP = 1$ (see Fig. S2 in the Supplementary Material). A similar approach is followed for $NP > 1$ or other fluence values.

To correlate the excited electron density with possible laser-induced surface structures, the inhomogeneous energy deposition into the irradiated material is computed by the calculation of the product $\eta(\mathbf{k},k_i) \times |b(\mathbf{k})|$ as described in the model of J.E. Sipe [17]. In the above expression, $\eta$ represents the efficacy with which the surface roughness at the wave vector $\mathbf{k}$ (i.e. normalized wavevector $|\mathbf{k}| = \lambda_L / \Lambda$, where $\Lambda$ stands for the predicted structural periodicity) induces inhomogeneous radiation absorption, $k_i$ is the component of the wave vector of the incident laser beam on the material’s surface plane and $b$ represents a measure of the amplitude of the surface roughness at $\mathbf{k}$. Herein, the periodicity of the rippled structures based on the Sipe model is calculated on basis of fourteen complex valued equations [15] at $\lambda_L = 1026$ nm, 800 nm, and 513 nm, yielding the strongest energy absorption at values of $\Lambda = 1019$ nm, 789 nm, and 506 nm, respectively. More specifically, the calculations were performed for three values of the refractive index ($(n + ik)^2 = \varepsilon = \varepsilon_1 + i \varepsilon_2 = -6.597 + 20.51i$, $-4.328 + 16.17i$, $-3.216 + 10.25i$) corresponding to three wavelengths ($\lambda_L = 1026$ nm, 800 nm, 513 nm), as derived from Fig. 5a.). Standard surface roughness parameters were assumed here for the shape factor ($s = 0.4$) and the filling factor ($f = 0.1$) entered in Sipe’s theory [15,17]. The orientation of the structures is perpendicular to the polarization vector of the incident beam.
FIG. 5 (Color Online) (a) Efficacy factor ($\eta$) map for refractive index ($n+ik$) = (-6.597+20.51i) (i.e. $\lambda_L$ = 1026 nm). The double arrow indicates the direction of the polarisation vector of the optical radiation. (b) Efficacy factor $\eta$ along $\lambda_L/\Lambda_x$ [black dashed line in (a)].

Although a multi-pulse feedback mechanism is not included in the original formulation of Sipe’s theory, in previous studies, the variation of the rippled periodicity with increasing number of pulses ($NP$) has been simulated by changing the filling factor $f$ (for one pulse, $f = 0.1$) which represents the fraction of the surface that contains scattering centers [58]. The application of the theory indicates that the increase of $f$ (and correspondingly $NP$) produces a significant increase of $\eta$ along with a small shift of $\Lambda$ to somewhat smaller values. However, there is not a conclusive way to correlate $f$ with $NP$ and this constitutes a drawback towards performing a systematic study to correlate the periodicity with $NP$.

In case that the irradiated material is plasmonically active [Re($\varepsilon$) < -1, a condition which is fulfilled for 100Cr6 steel at all three wavelengths, see the values given above], surface plasmon polariton (SPP) excitation may occur and the produced electromagnetic wave can interfere with the incident laser beam, leading to a periodic modulation of the absorbed energy, finally forming ripples at the surface (see [19] and references therein). In fact, SPP excitation and coupling with the incident light is not possible on a flat surface as the laser and SPP dispersion curves do not meet [59]. Therefore, for $NP = 1$, usually rippled structures are not formed on polished surface, unless a defect is already
present at the flat surface during irradiation [21]. Nevertheless, roughness on the surface (generated by laser ablation) is capable of producing sufficient conditions for SPP excitation and laser beam coupling. The desired inhomogeneity on the surface occurs as the lattice temperatures attained in the conditions used in the simulations exceed the boiling temperature $T_b$.

FIG. 6 (Color Online) (a) Rippled surface profile for $\lambda_L = 513$ nm for $NP = 10$ in a 12 $\mu$m $\times$12 $\mu$m region. The double arrow indicates the polarization direction of the laser beam. (b) Ripple periodicity for 100Cr6 steel as a function of the number of pulses $NP$ at $\lambda_L=513$ nm, 800 nm, and 1026 nm (simulation results are indicated by ‘T’ while ‘E’ stands for experimental measurements). The vertical lines indicate the range of ripple periods at the corresponding $NP$ value ($F = 0.25$ J/cm$^2$, $\tau_p = 170$ fs for $\lambda_L = 513$ nm and 1026 nm, and $\tau_p = 30$ fs for $\lambda_L = 800$ nm).

Further irradiation of the corrugated surface (i.e. increase of $NP$) continues to lead to SPP excitation and coupling with the incident beam. For shallow surface modulations, the ripple period can be approximated by the wavelength of the excited surface plasmon polaritons, which was calculated by the simple expression $\lambda_p = \lambda L Re\sqrt{T+\varepsilon}/\varepsilon$ [59, 60]. This results in the subwavelength periodicities of 1019 nm, 794 nm, and 506 nm for the three $\lambda_L$. It is evident that there is an excellent agreement here between the predictions of Sipe’s model with the simpler SPP model for the ripple (grating) periodicity. Though, the
latter approach is capable of providing a more conclusive picture of the periodicity dependence on $NP$. More specifically, the interaction between the incident beam and the excited SPP wave is estimated assuming modulation of the surface grating structure with increasing $NP$. The solution of the Maxwell’s equations along with the requirement of the continuity of the tangential component of the resultant electric field $\mathbf{E}$ and normal component of $\varepsilon \mathbf{E}$ on the boundary defined by the grating profile allows determination of the spatial distribution of the electric field and derivation of the dispersion relations [35].

A numerical solution of the equations allows an estimation of the combination of the optimal laser-grating coupling $\Lambda$ and the maximum ripple height. In our model, the coupling of the energy of the incident beam and the SPP is considered in Eq. (1) by a modified source term $S + S_{SP}$ in which $S$ is provided by Eq. (2), while $S_{SP}$ is characterised by a spatially periodic modulation dictated by the grating periodicity [61]. Theoretical results can provide a correlation of $\Lambda$ as a function of the ripple modulation depth that is similar to computations performed for semiconductors [16] or metals [62], which predict for $NP = 2$ periodicity values of 975 nm, 764 nm, and 494 nm for the three $\lambda_L$. The simulations yield the periodicity of the spatially modulated energy that will influence the thermal response of the electron system and, subsequently, the lattice system, eventually leading to melting. Via equations (5), the thermal response of the lattice is transferred directly into the behaviour of the fluid (movement, vorticity) and the induced surface profile upon solidification.

The surface profile for $NP = 10$ is presented in Fig. 6a, which shows clearly the rippled morphology in the irradiated zone. On the other hand, the dependence of the ripple periodicity (close to the spot centre) on $NP$ is illustrated for the three different wavelengths in Fig. 6b, where a comparison with experimental observations is also provided. Note that the vertical lines indicate the range of ripple periods at the corresponding $NP$ value, which must not be confused with an error bar. Firstly, it is evident that, due to the increased photon energy at lower laser wavelengths, there is a “faster” drop of the periodicity with $NP$. For all wavelengths, this drop is a direct consequence of the modulation depth (height) of the grating-like surface relief, which increases with $NP$ and subsequently leads to a decrease of the optimum SPP wavelength [16] as explained in the previous paragraph. The comparison of the theoretical results
with the experimental data demonstrates that they both follow a similar monotonously decreasing trend and reach a plateau. A similar behaviour has also been observed in other materials [19, 21]. To analyse the results, it appears that simulations adequately predict the measured values for 513 nm and 800 nm. More specifically, for small values of $NP$, there is less than 1% (for $\lambda_L = 513$ nm) and 4% (for $\lambda_L = 800$ nm) deviation of the theoretical results from the mean value of the experimental results while the discrepancy for larger values of $NP$, is smaller than 15% (for $\lambda_L = 513$ nm) and 6% (for $\lambda_L = 800$ nm). On the contrary, for $\lambda_L = 1026$ nm, for small values of $NP$, the deviation between the theoretical and (mean) experimental value is less than 7% while it is around 15% at larger $NP$. In all aforementioned cases, though, the calculated deviation is smaller as the predicted values lie within the experimental range.

The illustrated results also indicate that theory yields larger periodicities with increasing laser wavelength. This discrepancy is more pronounced for $\lambda_L = 1026$ nm where an abrupt change is followed by a saturation. One possible explanation is related to the oxidation of the material upon repetitive irradiation that changes its dielectric constant [58], the composition of the material and finally its response to successive irradiation. Such a surface modification upon LIPSS formation has recently been studied with nanometer resolution in another metal (Ti), providing evidence for the superficial oxidation during the fs-laser processing in air [63]. This is in line with previous spatially averaged results of Raillard et al. for fs-laser irradiated 100Cr6 steel, indicating the formation of iron oxides, chromium oxides, and carbon compounds in the regime of ripple processing [64]. However, for the sake of simplicity and difficulty to model the amount of oxidation, dielectric constant variation due to material nature change was not included in the theoretical framework of this work (a more alternative methodology can be based on the correction of the dielectric constant due to oxidation or by means of the Maxwell–Garnett theory, if nanoparticles are produced on the irradiated material [65]). To show the significance of the oxidation factor in the variation of the dielectric constant, a simple calculation has been performed to highlight the role of the material character change. More specifically, the increase of the refractive index (and increase of the absolute value of the real part of the dielectric constant, $\varepsilon_1^{(\text{non-oxidised})}$) at higher laser wavelengths for Fe (and 100Cr6) and the corresponding decrease of the refractive index
(and decrease of $\varepsilon_1^{\text{oxidised}}$) leads to a larger difference $\Delta \varepsilon = \varepsilon_1^{\text{oxidised}} - \varepsilon_1^{\text{non-oxidised}}$ [66]. Hence, the expression $\lambda_L \text{Re} \frac{1+\varepsilon}{\varepsilon}$ yields a variation \( \left( \frac{\lambda_{\text{plasmon}}^{\text{non-oxidised}} - \lambda_{\text{plasmon}}^{\text{oxidised}}}{\lambda_L} \right) \Delta \varepsilon \) that confirms that the theoretically computed discrepancy between periodicities (i.e. with and without the consideration of oxidation of the irradiated material) should be more pronounced at higher $\lambda_L$. Therefore, the assumption that the irradiated material continues to behave as a metal with a dielectric constant as described by the results in Fig. 4 yields a rather inaccurate estimation that is more evident at larger laser beam wavelengths.

Similar considerations have been explored in other works where an increased real part of the refractive index for propagation of surface plasmons leads to a decrease of the ripple periodicity [58, 67, 68].
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FIG. 7 (Color Online) (a) Surface profile for \( \lambda_L = 513 \) nm of 100Cr6 steel for \( NP = 150 \) (Dotted lines indicate grooves). The double arrow indicates the polarization direction of the laser beam. (b) Height profile along horizontal dashed line in (a). (c) Height profile along vertical dashed line in (a). \( F = 0.25 \) J/cm\(^2\), \( \tau_p = 170 \) fs.

FIG. 8 (Color Online) Groove periodicity for 100Cr6 steel as a function of \( NP \) at \( \lambda_L = 513 \) nm and 1026 nm (\( \tau_p = 170 \) fs) (a) and 800 nm (\( \tau_p = 30 \) fs) (b) (theoretical results are indicated by ‘\( T \)’ while ‘\( E \)’ stands for experimental measurements). The vertical lines indicate the range of ripple periods at the corresponding \( NP \) value \( (F = 0.25 \) J/cm\(^2\)).

As the number of pulses increases, a different type of structure is formed at \( NPs \geq 100 \). These structures have two characteristics: (i) they have an orientation parallel to the polarisation of the electric field of the incident laser beam and (ii) they have a periodicity
larger than the wavelength of $\lambda_L$. It is evident that the decreasing periodicity that is observed for the conventional ripples cannot explain the formation of the so-called grooves. Previous works on semiconductors [30] or dielectrics [20] indicated that the origin of the development of the grooves is predominantly driven by hydrodynamics.

More specifically, while ripple periodicity increases at small NPs, at larger NPs it reaches a plateau. Further irradiation that leads to a larger surface depth (as a result mainly of ablation) fails to yield a sufficient condition for SPP excitation and interference with the incident beam and the predominant mechanism is fluid transport of the molten material along the walls of the ripples (on a curved region). An approach similar to the one followed in a previous work [30] shows that a solution of the Navier-Stokes equation (last equation in Eqs. (5)) yields a development of counter-rotating convection rolls moving on a curved space. These solutions lead to the propagation of stable hydrothermal waves only for a particular value of the frequency of the produced wave. This value also
FIG. 9 (Color Online) (a) Ripple periodicity for 100Cr6 chrome steel as a function of fluence ($NP = 10$), (b) Groove periodicity as a function of fluence (at $\lambda_L = 513\text{nm}$ and $1026\text{ nm and NP} = 150$), (c) Groove periodicity as a function of fluence ($NP = 150$) at $\lambda_L = 800\text{ nm}$. (Theoretical results are indicated by ‘$T$’ while ‘$E$’ stands for experimental measurements). The vertical lines indicate the range of ripple periods at the corresponding fluence value.

determines the periodicity of the grooves upon solidification while the movement along the walls of the ripples (i.e. a preferred direction) indicates that the orientation of the grooves is perpendicular to the ripples. Simulations predict the formation of grooves between ripples when solidification of the fluid transport of the convection rolls is accomplished. Calculations show that the periodicity of the stable convection rolls is larger than $\lambda_L$ [20, 30]. Certainly, grooves are pronounced in regions where the intensity of the laser beam is higher, therefore, a picture derived from simulations ($NP = 150$) illustrates coexistence of both ripples and grooves (Fig. 7a). While ripples have a sub-wavelength periodicity, grooves are oriented perpendicularly to the ripples with a substantially larger periodicity. Results are illustrated in Fig. 7a for $\lambda_L = 513 \text{ nm}$ (yielding periodicities of 335 nm and 1798 nm for ripples and grooves, respectively). The height profile inside a well (region between two ripples) as a result of the development of convection rolls and formation of grooves is presented in Figs. 7b,c. An investigation of the correlation of the groove periodicity and number of pulses shows that contrary to the monotonous decrease periodicity of the ripples with increasing $NP$, the grooves are
characterized by an increasing periodicity (Fig. 8). This is attributed to enhanced thermal gradients and larger vorticity of the produced hydrothermal waves. To analyse the results in Fig.8, apart from the efficiency of the model to predict the trend, the deviation of the simulated from the measured values for has been quantified for all wavelengths. More specifically, for small values of \( NP \), there is less than 11\% (for \( \lambda_L = 513 \) nm) and 7\% (for \( \lambda_L = 800 \) nm) deviation of the theoretical results from the mean value of the experimental results while the discrepancy for larger values of \( NP \), is smaller than 18\% (for \( \lambda_L = 513 \) nm and for \( \lambda_L = 800 \) nm); furthermore, the discrepancy is smaller than 3\% for all \( NP \) for \( \lambda_L = 1026 \) nm. In all aforementioned cases, though, the calculated deviation is smaller as the predicted values lie within the experimental range.

Theoretical calculations for ripple and groove periodicities illustrate remarkable results of their change with increasing fluence (\( F = 0.2 \) to 1 J/cm\(^2\)) at constant number of pulses. The ripple periodicity reaches a saturation value at larger fluences (Fig. 9a) while a continuously rising groove periodicity occurs with increasing fluence (Fig. 9b, for \( \lambda_L = 513 \) nm and \( \lambda_L = 1026 \) nm). The latter can be explained by the strength of the hydrothermal waves that constitute the main factor that generate the grooves. These hydrodynamics related effects become stronger at larger fluences which lead to stronger shear stresses on the material and therefore increasingly larger periodicities. It is noted that a similar monotonous trend for the groove dependence on the fluence is predicted for \( \lambda_L = 800 \) nm (Fig. 9c). Nevertheless, contrary to the agreement of the trend in the groove dependence on fluence with the experimental results for \( \lambda_L = 513 \) nm and \( \lambda_L = 1026 \) nm, the small number of experimental data for \( \lambda_L = 800 \) nm does not allow a convincing conclusion. More specifically, at peak fluences smaller than 1.5 J/cm\(^2\), grooves were not observed experimentally for \( NP = 150 \). Furthermore, experiments at fluences exceeding 2 J/cm\(^2\) were not performed in this set of experiments.

A analysis has been performed to quantify the deviation of the theoretical and experimental data and test the efficiency of the model to predict the dependence of the ripple/groove periodicities on various fluence values: For ripples, for all values of the fluence, for \( \lambda_L = 513 \) nm and \( \lambda_L = 800 \) nm, there is a less than 15\% and 11\%, respectively, deviation of the theoretical results from the mean value of the experimental results. On the contrary, for \( \lambda_L = 1026 \) nm, there is less than 4\% (for small values of the fluence) and
13% (for large values of the fluence). On the other hand, for grooves, for \( \lambda_L = 513 \, \text{nm} \) and \( \lambda_L = 1026 \, \text{nm} \), for small fluence values, there is a less than 2% and 1% deviation between the theoretical results and the mean value of the experimental results. Similarly, those estimates are 7% and 3% for larger fluence values for the two laser beam wavelengths, respectively. As mentioned in previous paragraphs, the calculated deviations are smaller as the predicted values lie within the experimental range.

The above description of the mechanism that leads to the formation of the aforementioned structures suggests that the proposed theoretical framework can be part of a consistent methodology towards efficient laser processing of steel assuming the large variety of potential applications. These investigations not only provide new insights into the mechanism that characterises laser-matter interaction but also offer a systematic methodology towards laser processing of steel surfaces with important applications.

6. Conclusions

A detailed theoretical model was presented which is aimed to account for the surface modification and the plasmon-generated-periodic surface structure formation (ripples) and hydrodynamics-driven supra-wavelength structures (grooves) observed upon irradiation of 100Cr6 steel with ultrashort laser pulses. Theoretical simulations provided a thorough picture of the transition from ripples to grooves with increasing number of pulses at different photon energies. The modelling approach and the capability to predict the trend of the size change of the induced periodic structures firstly support a description of the underlying physical processes and secondly allow a systematic methodology of processing 100Cr6 with femtosecond pulsed lasers. Therefore, the model could constitute a part of a more general and accurate theoretical framework that will enable tailoring the morphology of a surface as well as the bulk at the nanoscale according to the demands of various applications.
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