Abstract: It may happen that under a certain wave interrogation, a medium scatterer produces no scattering. In such a case, the scattering field is trapped inside the scatterer and forms a certain interior resonant mode. We are concerned with the behavior of the wave propagation inside a transparent scatterer. It turns out that the study can be boiled down to analyzing the interior transmission eigenvalue problem. For isotropic mediums, it is shown in a series of recent works that the transmission eigenfunctions possess rich patterns. In this paper, we show that those spectral patterns also hold for anisotropic mediums.
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1. Introduction

Achieving “transparency” or “invisibility” has been a fascinating topic. This subject has a huge impact on technological and industrial applications. Regarding the invisibility cloaking, transformation optics [1–5] is one of the most notable methods; see also [6–16] for more related mathematical works. This cloak reduces both back-scattering and forward-scattering with metamaterial technology. It is interesting to note that the cloaking layer can steer the wave propagation so that it slides over the surface of the object being cloaked and returns to its original path after passing through the cloaking layer. Another approach to realize the invisibility cloaking is to utilize plasmonic structures [17–22]. The transparencies/invisibilities mentioned above are “artificial” in the sense that they are achieved by artificially engineered material structures. In this paper, we are concerned with “natural” transparencies/invisibilities, namely, the phenomena that occur for generic natural materials. It turns out that the study can be boiled down to analyzing the so-called interior transmission eigenvalue problem. In fact, if transparency occurs, the scattering wave is trapped inside the scatterer, which together with the interrogating/incident wave forms a pair of transmission eigenfunctions. The corresponding wavenumber is an interior transmission eigenvalue.

The study of the interior transmission eigenvalue problem has a long and colorful history. It is a class of non-elliptic and non-selfadjoint eigenvalue problems that stems from the scattering theory for inhomogeneous media [23–25]. The spectral properties of the transmission eigenvalues have been intensively and extensively studied in the literature. In particular, it is known that for a generic medium scatterer, there exists an infinite and discrete set of eigenvalues satisfying $0 < k_1 \leq k_2 \leq \cdots \leq k_l \leq \cdots \to +\infty$, with $+\infty$ the only accumulating point [23,25,26]. However, there are few results on the spectral geometry of transmission eigenfunctions, which corresponds to the pattern of the wave propagation inside the scatterer when transparency/invisibility occurs. Very recently, it was revealed in [27–32] in different physical contexts that the transmission eigenfunctions...
possess rich spectral patterns. These studies show that near a corner/high-curvature point on the boundary of the scatterer, the transmission eigenfunctions must be nearly vanishing. Furthermore, concerning the global property, Chow et al. [30] discovered that under generic scenarios, either the transmission eigenfunction \( \psi \) or \( \psi \) is localized on the boundary surface in \( \mathbb{R}^3 \) or the boundary curve in \( \mathbb{R}^2 \). These discoveries about the geometric properties of the transmission eigenfunction also have some interesting applications, e.g., establishing unique identifiability results for a variety of inverse problems [33–35], producing a super-resolution imaging scheme for the inverse acoustic scattering problem, and generating the so-called pseudo surface plasmon resonant modes with a potential sensing application [30], as well as electromagnetic mirage [31].

So far, all of the discoveries about the geometric patterns of transmission functions have been made in the setting of isotropic media. For the more challenging case of anisotropic media, we find for the first time that the waves inside the “transparent” scatterers have some regular patterns. On the one hand, the transmission eigenfunctions generically vanish near the corner points in both \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \). On the other hand, they tend to localize on the boundary of the scatterer if the wavenumber is large or the refractive index of the medium scatterer is high. Due to the limitation of computing resources, our study cannot be exhaustive. Nevertheless, we consider the representative geometric setup. In fact, a wider range of cases have these kinds of properties. We discuss the related results in Section 3.

The paper is organized as follows. Section 2 shows the wave patterns inside a variety of “transparent” scatterers. Among them, the isotropic results are displayed in Section 2.1, and the numerical results for anisotropic media are demonstrated in Section 2.2. The paper concludes in Section 3 with a summary of the most important results.

2. Results

In this section, the main numerical results of the internal patterns of those “transparent” waves are presented. We assume that the scatterer \( D \subset \mathbb{R}^d \), \( d = 2, 3 \) is a bounded connected domain with Lipschitz boundary \( \partial D \). Let \( p_b \) be the background pressure field and \( p_s \) be the scattered pressure field; then, the total pressure field \( p \) can be represented by

\[
p(x, t) = p_b(x, t) + p_s(x, t).
\]

Now the wave equation for the acoustic field in the fluid satisfies the following system

\[
\rho(x) \frac{\partial v}{\partial t}(x, t) + \nabla p(x, t) = 0, \quad \kappa(x) \frac{\partial p}{\partial t}(x, t) + \nabla \cdot v(x, t) = 0,
\]

where \( \rho \) denotes a symmetric matrix valued function, \( v \) denotes the perturbed velocity of the fluid, and \( \kappa \) is the compressibility. Moreover, \( \kappa^{-1} = B \) denotes the bulk modulus. By eliminating the velocity field \( v \), the last wave equation can be rewritten as

\[
\frac{\partial^2 p}{\partial t^2} - \kappa^{-1} \nabla \cdot (\rho \nabla p) = 0.
\]

For the time-harmonic case, let \( p(x, t) = \Re(u(x)e^{i\omega t}) \); then, \( u \) satisfies the reduced wave equation

\[
\nabla \cdot (\rho \nabla u(x)) + \omega^2\kappa u(x) = 0,
\]

where \( \omega > 0 \) denotes the frequency. Correspondingly, the reduced time-harmonic background field \( u_b \) satisfying the Helmholtz equation

\[
\nabla^2 u_b + \omega^2 u_b = 0.
\]

The presence of the scatterer \( D \) interrupts the propagation of the background field \( u_b \), bringing on the scattered field \( u_s \). Let \( u := u_b + u_s \) denote the total wave field. If we denote
\( I + Q := \rho, k^2 := \omega^2, \) and \( 1 + p := \kappa. \) The forward scattering problem is modeled by the following system:

\[
\begin{align*}
\nabla \cdot [(I + Q)\nabla u] + k^2(1 + p)u &= 0 \quad \text{in } \mathbb{R}^d, \\
\Delta u_b + k^2u_b &= 0 \quad \text{in } \mathbb{R}^d, \\
u &= u_b + u_s \quad \text{in } \mathbb{R}^d, \\
\lim_{r \to \infty} r^\frac{d-1}{2} \left( \frac{\partial u_s}{\partial r} - iku^s \right) &= 0,
\end{align*}
\]

where \( r = |x| \) and the last limit in (6) characterizes the outgoing nature of the scattered wave field \( u_s. \) The well-posedness of the scattering system (6) is known, and in particular, a unique solution \( u \in H^2_{\text{loc}}(\mathbb{R}^d) \) exists. Furthermore, the scattered field has the following asymptotic expansion:

\[
u_s(x, \theta, k) = \frac{\text{e}^{i\frac{\pi}{4}}}{\sqrt{8\pi \pi}} \left( e^{-i\frac{\pi}{4}} \sqrt{\frac{k}{2\pi}} \right)^{d-2} e^{ikr} \left\{ u^\infty(\hat{x}, \theta, k) + O\left( \frac{1}{r} \right) \right\} \quad \text{as } r \to \infty,
\]

which holds uniformly for all directions \( \hat{x} := x/|x| \in S^{d-1}. \) The complex-valued function \( u^\infty(\hat{x}, \theta, k) \) defined on the unit sphere \( S^{d-1} \) is known as the far-field pattern of \( u, \) which encodes the information of the indexes \( Q \) and \( p. \) If the presence of the object does not cause scattering, invisibility occurs. In this case, \( u^\infty \equiv 0, \) and by Rellich’s Theorem, one has \( u_s = 0 \) in \( \mathbb{R}^d \setminus \bar{D}. \) Meanwhile, one immediately can verify that \( w = u|_D \) and \( v = u_b|_D \) fulfill the following system:

\[
\begin{align*}
\nabla \cdot [(I + Q)\nabla w] + k^2(1 + p)w &= 0 \quad \text{in } D, \\
\Delta v + k^2v &= 0 \quad \text{in } D, \\
w &= v, \quad v \cdot (I + Q)\nabla w = v \cdot \nabla v \quad \text{on } \partial D,
\end{align*}
\]

where, and in what follows, \( v \) is the unit outward normal to \( \partial D. \) A value \( k \in \mathbb{R}_+ \) for which the transmission eigenvalue problem (8) has non-trivial solutions \( (w, v) \in H^1(D) \times H^1(D) \) is called a transmission eigenvalue. The corresponding nonzero solutions \( (w, v) \) are called transmission eigenfunctions. In the following, we denote by

\[
\begin{align*}
q^* &= \sup_{x \in D} \sup_{\xi \in \mathbb{R}^d, |\xi| = 1} (\xi \cdot Q(x)\xi), \\
q_* &= \inf_{x \in D} \inf_{\xi \in \mathbb{R}^d, |\xi| = 1} (\xi \cdot Q(x)\xi), \\
p^* &= \sup_{x \in D} p(x), \quad p_* = \inf_{x \in D} p(x)
\end{align*}
\]

the essential supremum and infimum of \( Q \) and \( p. \) We suppose that the matrix valued function \( Q \) and the function \( p \) are such that either \( q_* > 0 \) and \( p^* < 0, \) or \( q^* < 0 \) and \( p_* > 0. \) Then, an infinite sequence of transmission eigenvalues exists with \( +\infty \) as the only accumulation point [25].

We use the continuous finite-element method to solve the system (8). Multiplying the first two equations in (8) by a test function \( \varphi \in H^1_0(D) \) and integrating by parts, one has

\[
\begin{align*}
((I + Q)\nabla w, \nabla \varphi) - k^2((1 + p)w, \varphi) &= 0, \quad \forall \varphi \in H^1_0(D), \\
(\nabla v, \nabla \varphi) - k^2(v, \varphi) &= 0, \quad \forall \varphi \in H^1_0(D).
\end{align*}
\]
To enforce the boundary condition \( \nu \cdot (I + Q) \nabla w = \nu \cdot \nabla v \) weakly, we multiply it by a test function \( \psi \in H^1(D) \) and integrate by parts, thus obtaining

\[
(I + Q) \nabla w, \nabla \psi - k^2((1 + p)w, \psi) = (\nabla v, \nabla \psi) - k^2(\nu, \psi), \quad \forall \psi \in H^1(D).
\]  

(13)

Hence, the variational formulation for (8) is to find \( (u, v) \in H^1(D) \times H^1(D) \) satisfying (12) and (13), together with the essential boundary condition \( w = v \) on \( \partial D \).

Let \( \mathcal{T}_h \) be a regular triangular or tetrahedral mesh of \( D \), and let \( V_h \) be the finite element subspace of \( H^1(D) \) consisting of piecewise linear functions on each element of \( \mathcal{T}_h \). We also define a subspace \( V^0_h = V_h \cap H^1_0(D) \). Let \( \{\eta_i\}_{i=1}^m \) denote a basis for \( V^0_h \) and \( \{\xi_j\}_{j=1}^n \) denote a basis for \( V_h \), respectively. To enforce the boundary conditions \( w = v \) on \( \partial D \), we set

\[
w^h = \sum_{i=1}^m w^{(i)} \eta_i + \sum_{j=1}^n u^{(j)} \xi_j, \quad v^h = \sum_{i=1}^m v^{(i)} \eta_i + \sum_{j=1}^n u^{(j)} \xi_j,
\]

(14)
to be the finite element approximations of \( w \) and \( v \), respectively. Thus, the discrete form of (12) and (13) can be written as

\[AX = k^2BX,\]

where

\[X = [w^{(1)}, \ldots, w^{(m)}, v^{(1)}, \ldots, v^{(m)}, u^{(1)}, \ldots, u^{(n)}] \in \mathbb{C}^{2m+n},\]

and

\[
A = \begin{bmatrix} S_{11} & 0 & S_{1B} \\ 0 & S_{11} & S_{1B} \\ S_{1B}^T & -S_{1B}^T & 0 \end{bmatrix}, \quad B = \begin{bmatrix} M_{2,11} & 0 & M_{2,1B} \\ 0 & M_{1,11} & M_{1,1B} \\ M_{2,1B}^T & -M_{1,1B}^T & M_{2,2B} - M_{1,1B} \end{bmatrix}.
\]

(15) (16) (17)

Here, the stiffness and mass matrices are given by

\[
S_{11} = (\nabla \eta_i, (I + Q) \nabla \eta_i), \quad S_{1B} = (\nabla \eta_i, (I + Q) \nabla \xi_j), \\
M_{2,11} = (\eta_i, (1 + p) \eta_j), \quad M_{2,1B} = (\eta_i, (1 + p) \xi_j), \\
M_{1,11} = (\eta_i, \eta_j), \quad M_{1,1B} = (\eta_i, \xi_j), \\
M_{2,2BB} = (\xi_j, (1 + p) \xi_j), \quad M_{1,1BB} = (\xi_j, \xi_j).
\]

(18)

Here, we use an open-source PDE solver FreeFEM++ to implement the assembly of the above matrices. The eigenvalue and eigenvector for the non-symmetric eigenvalue problem (15) are computed by ARPACK in FreeFEM++, which is based on the Arnoldi algorithm.

2.1. Isotropic Media

As a special case of anisotropic media, we first show the results of isotropic media. Here, \( Q \equiv 0 \).

2.1.1. Local Geometrical Structures of Transmission Eigenfunctions

For any point on the scatterer boundary, we can quantitatively describe the properties of a function around it. Let \( P \in \partial D \) be a point and \( B_r(P) \) be a ball of radius \( r \in \mathbb{R}_+ \) centered at \( P \). Define \( D_r(P) := B_r(P) \cap D \). Consider a function \( w \in L^2(D) \). Then, we say \( w \) is vanishing near \( P \) if

\[
\lim_{r \to 0} \frac{1}{\sqrt{|D_r(P)|}} \|w(x)\|_{L^2(D_r(P))} = 0,
\]

(19)

where \( |D_r(P)| \) signifies the area or volume of the region \( D_r(P) \) in two or three dimensions, respectively.
Two-Dimensional Example

Here, we consider the transmission eigenvalue problem in a regular hexagon with vertices at \( P_1 = (-2,0) \), \( P_2 = (-1, -\sqrt{3}) \), \( P_3 = (1, -\sqrt{3}) \), \( P_4 = (2,0) \), \( P_5 = (1, \sqrt{3}) \), and \( P_6 = (-1, \sqrt{3}) \). Let the scalar real valued function \( p = 3 \). The vanishing properties of both transmission eigenfunctions \( w \)'s and \( v \)'s around each corner can be seen in Figure 1.

![Figure 1](image)

Figure 1. The magnitude of transmission eigenfunctions for a regular hexagon with different eigenvalues. (a–c): eigenfunctions \( w \)'s; and (d–f): eigenfunctions \( v \)'s.

Three-Dimensional Example

Next, we numerically investigate the vanishing property of transmission eigenfunctions in the three-dimensional case. Firstly, we give the definition of vertex points in \( \mathbb{R}^3 \) [36]. Let \( D \in \mathbb{R}^3 \) be a bounded open set. A point \( P \in \partial D \) is called a vertex if a neighborhood \( V \) of \( P \), a diffeomorphism \( \Psi \) of class \( C^2 \), and a polyhedral cone \( \Lambda \) with the vertex at \( O \) exist such that
\[
\nabla \psi(P) = I_{3 \times 3} \in \mathbb{R}^3, \quad \Psi(P) = O,
\]
and \( \Psi \) maps \( V \cap \bar{D} \) onto a neighborhood of \( O \) in \( \bar{A} \). Here, let \( D \) be a pyramid with a base of length 1 and a top of length 0.5 and the index \( p = 15 \). From Figure 2, we can see that both transmission eigenfunctions \( w \)'s and \( v \)'s vanish at all vertices of the domain \( D \).

From the above isotropic examples, we can see that for both two-dimensional and three-dimensional cases, the transmission eigenfunctions vanish at all vertices of \( D \).

2.1.2. Global Geometrical Structures of Transmission Eigenfunctions

The vanishing properties of transmission eigenfunctions discussed in the previous section are of a local nature. In this section, we are going to show the global geometric structures of transmission eigenfunctions numerically in two and three dimensions. Recall that the transmission eigenfunctions associated with the Helmholtz equation are localized on the boundary of \( D \) under generic scenarios. For completeness and self-containedness, in this part, we implement some different examples. Let’s first review the definition of the localizing of transmission eigenfunctions here, referring to [30]. Consider a function \( u \in L^2(D) \). It is said to be surface-localized if a sufficiently small \( \epsilon_0 \in \mathbb{R}_+ \) exists such that
\[
\frac{\|u\|_{L^2(N_{\epsilon_0}(\partial D))}}{\|u\|_{L^2(D)}} = 1 - O(\epsilon_0),
\]
where
\[
N_{\epsilon_0}(\partial D) := \{x \in D; \text{dist}(x, \partial D) < \epsilon_0\}.
\]
Two-Dimensional Example

Let \( D \) be an ellipse with major axis 4 and minor axis 3 and \( p = 25 \). We can see from Figure 3 that in this setting, the transmission eigenfunctions \( v \)'s are surface-localized, while \( w \)'s are not for the same eigenvalues.

![Figure 2](image)

**Figure 2.** The magnitude of transmission eigenfunctions for a pyramid with different \( k \)'s. (a–c): surface of \( w \)'s and \( v \)'s; (d–f): eigenfunctions \( w \)'s; (g–i): eigenfunctions \( v \)'s; and (j–l): \( w - v \)'s.
Figure 3. The magnitude of transmission eigenfunctions for an ellipse. (a,b): $k = 1.983$; (c,d): $k = 2.347$.

Three-Dimensional Example

Next, we consider the domain $D$ a triaxial ellipsoid with the principal semi-axes $a = 2$, $b = 1.5$, and $c = 1$, respectively. From Figure 4, it is clear that there is a family of transmission eigenfunctions $v$'s that are localized on the boundary $\partial D$, while $w$'s are not.

2.2. Anisotropic Media

In this part, we consider the numerical results for a range of anisotropic media, i.e., cases where $Q \neq 0$.

2.2.1. Local Geometrical Structures of Transmission Eigenfunctions

In this section, we provide several anisotropic numerical examples to verify the vanishing property in a certain geometric setup including corner singularities.

Two-Dimensional Examples

In the first example, we let $D$ be an equilateral triangle with vertices at $P_1 = (-1, 0)$, $P_2 = (1, 0)$, and $P_3 = (0, \sqrt{3})$. Let

$$Q = \begin{pmatrix} -0.5 & 0.2 \\ 0.2 & -0.5 \end{pmatrix}, \quad p = 4.$$  \hspace{1cm} (23)

In Figure 5, we calculate the transmission eigenfunctions with respect to several different transmission eigenvalues. This example illustrates that the transmission eigenfunctions $w$'s and $v$'s vanish near every corner point of $D$. 
In the next example, we consider the domain $D$ to be a square with a side length 2. Let

$$Q = \begin{pmatrix} 7 & 1 \\ 1 & 7 \end{pmatrix}, \quad p = -0.3.$$  

(24)
The vanishing properties of both transmission eigenfunctions \( w \)'s and \( v \)'s near the corners can be seen in Figure 6.
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**Figure 6.** The magnitude of transmission eigenfunctions for a square with different \( k \)'s. (a–c): eigenfunctions \( w \)'s; (d–f): eigenfunctions \( v \)'s.

The two examples above show that near the corner points of the domain \( D \), either \( q^* < 0, p_+ > 0 \) or \( q^* > 0, p^* < 0 \), the transmission eigenfunctions \( w \)'s and \( v \)'s both vanish.

Three-Dimensional Examples

In the following examples, we let \( D \) be some different three-dimensional domains. In the first example, we let \( D \) be a cube with side length 1. Let

\[
Q = \begin{pmatrix}
49 & 2 & 0 \\
2 & 49 & 0 \\
0 & 0 & 36
\end{pmatrix}, \quad p = -0.4.
\]  

(25)

From Figure 7, we can see that both transmission eigenfunctions \( w \)'s and \( v \)'s vanish at all vertices of \( D \).

Next, we let \( D \) be a cone with the bottom radius 1 and the height 1.5. Let

\[
Q = \begin{pmatrix}
36 & 2 & 0 \\
2 & 36 & 0 \\
0 & 0 & 25
\end{pmatrix}, \quad p = -0.5.
\]  

(26)

We can see from Figure 8 that the transmission eigenfunctions \( w \)'s and \( v \)'s vanish near the top point \((0, 0, 1.5)\), which is the only vertex on \( D \).

2.2.2. Global Geometrical Structures of Transmission Eigenfunctions

In Section 2.1.2, we reviewed the surface-localized property of transmission functions in isotropic media. In this section, we numerically illustrate that the transmission eigenfunctions for anisotropic media also possess the surface-localized property.
Two-Dimensional Examples

We consider several different two-dimensional configurations in this part. In Figure 9, we calculate the transmission eigenfunctions \( w \)'s and \( v \)'s for \( D \) being a unit disk. The corresponding

\[
Q = \begin{pmatrix}
-0.5 & 0.3 \\
0.3 & -0.5
\end{pmatrix}, \quad p = 8.
\] (27)

It is clearly seen that for the same transmission eigenvalue, the transmission eigenfunction \( v \) is surface-localized, while \( w \) is not.
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\]
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Figure 7. The magnitude of transmission eigenfunctions for a cube with different \( k \)'s. (a–c): surface of \( w \)'s and \( v \)'s; (d–f): eigenfunctions \( w \)'s; and (g–i): eigenfunctions \( v \)'s.

From Figure 10, we can see that when \( D \) is an ellipse, and

\[
Q = \begin{pmatrix}
25 & 2 \\
2 & 25
\end{pmatrix}, \quad p = -0.6,
\]

the transmission eigenfunctions \( w \)'s are surface-localized, while \( v \)'s are not for some certain eigenvalues.
Figure 8. The magnitude of transmission eigenfunctions for a cone with different $k$'s. (a–c): surface of $w$'s and $v$'s; (d–f): eigenfunctions $w$'s; and (g–i): eigenfunctions $v$'s.

Figure 9. The magnitude of transmission eigenfunctions for a unit disk. (a,b): $k = 2.576$; (c,d): $k = 3.301$. 
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Figure 10. The magnitude of transmission eigenfunctions for an ellipse with the semi-major radius 1.5 and the semi-minor radius 1. (a,b): $k = 8.736$; (c,d): $k = 9.621$.

Three-Dimensional Examples

Next, we conduct several numerical examples in three dimensions. We first consider a unit sphere with

$$Q = \begin{pmatrix} 25 & 1 & 0 \\ 1 & 25 & 0 \\ 0 & 0 & 17 \end{pmatrix}, \quad p = -0.5. \quad (29)$$

From Figure 11, it is clear that there is a family of transmission eigenfunctions $w$’s that is localized on the boundary $\partial D$, while $v$’s are not.

Figure 12 plots the transmission eigenfunctions with three different eigenvalues. The domain $D$ considered here is a torus, and

$$Q = \begin{pmatrix} 36 & 2 & 0 \\ 2 & 36 & 0 \\ 0 & 0 & 25 \end{pmatrix}, \quad p = -0.4. \quad (30)$$

For these different transmission eigenvalues, the transmission eigenfunctions $w$’s are surface-localized, while $v$’s are not.
From the above examples, we can see that when \( q^* < 0 \) and \( p_* > 0 \), the transmission eigenfunction \( \nu \) is surface-localized, while \( \nu' \) is not. If \( q_* > 0 \) and \( p^* < 0 \), the transmission eigenfunction \( \nu \) is surface-localized, while \( \nu' \) is not. This result agrees to some extent with the result for the isotropic situation [30]. Recall the isotropic cases; if \( p > 0 \), the transmission eigenfunction \( \nu \) tends to localize on the boundary of the scatterer if the wavenumber is large. If \( -1 < p < 0 \), the same global geometric property holds for the transmission eigenfunction \( \nu \). Practically, we cannot compute very large eigenvalues, so we take the relatively large indexes \( Q \) or \( p \) to illustrate the localization property. As the numerical experiments cannot be complete, further theoretical analysis is needed on how the localization property depends on the indexes.

For summary and comparison purposes, we list the necessary parameters of all of the numerical results in Table 1.
\[(a) k = 7.674 \]  
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\textbf{Figure 12.} The magnitude of transmission eigenfunctions for a torus with different $k$'s. (a–c): surface of $w$'s and $v$'s; (d–f): eigenfunctions $w$'s; and (g–i): eigenfunctions $v$'s.

\textbf{Table 1.} Summary of numerical results.

| No. | Shape          | Medium   | $Q$         | $p$ |
|-----|----------------|----------|-------------|-----|
| Figure 1 | hexagon       | isotropic | 0           | 3   |
| Figure 2 | pyramid       | isotropic | 0           | 15  |
| Figure 3 | ellipse        | isotropic | 0           | 25  |
| Figure 4 | triaxial ellipsoid | isotropic | 0           | 16  |
| Figure 5 | equilateral triangle | anisotropic | $\begin{pmatrix} -0.5 & 0.2 \\ 0.2 & -0.5 \end{pmatrix}$ | 4   |
| Figure 6 | square         | anisotropic | $\begin{pmatrix} 7 & 1 \\ 1 & 7 \end{pmatrix}$ | $-0.3$ |
| Figure 7 | cube           | anisotropic | $\begin{pmatrix} 49 & 2 & 0 \\ 2 & 49 & 0 \\ 0 & 0 & 36 \end{pmatrix}$ | $-0.4$ |
| Figure 8 | cone           | anisotropic | $\begin{pmatrix} 36 & 2 & 0 \\ 2 & 36 & 0 \\ 0 & 0 & 25 \end{pmatrix}$ | $-0.5$ |
| Figure 9 | disk           | anisotropic | $\begin{pmatrix} -0.5 & 0.3 \\ 0.3 & -0.5 \end{pmatrix}$ | 8   |
| Figure 10 | ellipse        | anisotropic | $\begin{pmatrix} 25 & 2 \\ 2 & 25 \end{pmatrix}$ | $-0.6$ |
| Figure 11 | sphere         | anisotropic | $\begin{pmatrix} 25 & 1 & 0 \\ 1 & 25 & 0 \\ 0 & 0 & 17 \end{pmatrix}$ | $-0.5$ |
| Figure 12 | torus          | anisotropic | $\begin{pmatrix} 36 & 2 & 0 \\ 2 & 36 & 0 \\ 0 & 0 & 25 \end{pmatrix}$ | $-0.4$ |
3. Summary and Conclusions

In this paper, we numerically investigate the intrinsic geometric structures of transmission eigenfunctions for isotropic media and anisotropic media, especially for anisotropic media. Extensive numerical results show that these eigenfunctions have similar geometric properties to the transmission eigenfunctions associated with the Helmholtz system for isotropic media. Locally, the transmission eigenfunctions vanish near the corner points of the scatterer. Globally, they tend to localize on the boundary of the scatterer if the wavenumber is large or the refractive index is high. The results also show the dependence of the localization property on the wavenumber and the refractive index of the medium scatterer. Both two- and three-dimensional experiments qualitatively confirm our results.

It is noted that the transmission eigenfunction is closely related to the invisibility cloaking. The phenomenon that the transmission eigenfunction is localized on the boundary can be regarded as the cloaking device forcing the field to enclose the hidden object, that is, the “artificial transparency/invisibility” is a natural extension of the “natural transparency/invisibility”. On the other hand, it is physically justifiable that the transmission eigenfunctions vanish at the corners. If the field enters the place near a corner, it will be trapped there. Then, it is impossible for the incident field to pass through the obstacle without scattering.

Although our numerical study cannot be exhaustive, we consider the representative geometric setup in both two and three dimensions. This work not only enriches the spectral theory for the interior transmission eigenvalue problem but also provides direction for future theoretical research. Moreover, this study can be applied in many practical projects.

Author Contributions: Conceptualization, Y.H., H.L. and X.W.; software, Y.H. and X.W.; writing—original draft preparation, Y.H.; and writing—review and editing, H.L. and X.W. All authors have read and agreed to the published version of the manuscript.

Funding: The work of H Liu was supported by the Hong Kong RGC General Research Funds (projects 12302919, 12301420 and 11300821), the NSFC/RGC Joint Research Fund (project N_CityU101/21), and the France-Hong Kong ANR/RGC Joint Research Grant, A-HKBU203/19. This research of X. Wang was supported by the NSFC grants (12001140 and 11971133) and the Fundamental Research Funds for the Central Universities (FRFCU5710050422 and 2022FRFK060026).

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Gabrielli, L.; Cardenas, J.; Poitras, C.; Lipson, M. Silicon nanostructure cloak operating at optical frequencies. *Nat. Photonics* **2009**, *3*, 461–463. [CrossRef]
2. Leonhardt, U. Optical conformal mapping. *Science* **2006**, *312*, 1777–1780. [CrossRef]
3. Leonhardt, U.; Tyc, T. Broadband invisibility by non-Euclidean cloaking. *Science* **2009**, *323*, 110–112. [CrossRef] [PubMed]
4. Pendry, J.; Schurig, D.; Smith, D. Controlling electromagnetic fields. *Science* **2006**, *312*, 1780–1782. [CrossRef] [PubMed]
5. Schurig, D.; Mock, J.; Justice, B.; Cummer, S.; Pendry, J.; Starr, A.; Smith, D. Metamaterial electromagnetic cloak at microwave frequencies. *Science* **2006**, *314*, 977–980. [CrossRef]
6. Bao, G.; Liu, H.; Zou, J. Nearly cloaking the full Maxwell equations: cloaking active contents with general conducting layers. *J. Math. Pures Appl.* **2014**, *101*, 716–733. [CrossRef]
7. Chen, H.; Wu, B.; Zhang, B.; Kong, J.A. Electromagnetic wave interactions with a metamaterial cloak. *Phys. Rev. Lett.* **2007**, *99*, 063903. [CrossRef]
8. Cummer, S.; Popa, B.; Schurig, D.; Smith, D.; Pendry, J. Full-wave simulations of electromagnetic cloaking structures. *Phys. Rev. E* **2006**, *74*, 036621. [CrossRef]
9. Hetmaniuk, U.; Liu, H. On three dimensional active acoustic cloaking devices and their simulation. *SIAM J. Appl. Math.* **2010**, *70*, 2996–3021. [CrossRef]
10. Liu, R.; Ji, C.; Mock, J.J.; Chin, J.Y.; Cui, T.J.; Smith, D.R. Broadband ground-plane cloak. *Science* **2009**, *323*, 366–369. [CrossRef] [PubMed]
11. Wang, H.; Yang, W.; He, B.; Liu, H. Design and finite element simulation of information-open cloaking devices. *J. Comput. Phys.* **2021**, *426*, 109944. [CrossRef]
12. Schurig, D.; Pendry, J.B.; Smith, D. Calculation of material properties and ray tracing in transformation media. Opt. Express 2006, 14, 9794–9804. [CrossRef] [PubMed]
13. Shalaev, V.M. Transforming light. Science 2008, 322, 384–386. [CrossRef] [PubMed]
14. Smolyaninov, I.; Smolyaninova, V.; Kildishev, A.; Shalaev, V. Anisotropic metamaterials emulated by tapered waveguides: application to optical cloaking. Phys. Rev. Lett. 2009, 102, 213901. [CrossRef]
15. Valentine, J.; Li, J.; Zentgraf, T.; Bartal, G.; Zhang, X. An optical cloak made of dielectrics. Nat. Mater. 2009, 8, 568–571. [CrossRef] [PubMed]
16. Zolla, F.; Guenneau, S.; Nicolet, A.; Pendry, J.B. Electromagnetic analysis of cylindrical invisibility cloaks and the mirage effect. Opt. Lett. 2007, 32, 1069–1071. [CrossRef]
17. Alù, A.; Engheta, N. Achieving transparency with plasmonic and metamaterial coatings. Phys. Rev. E 2005, 72, 016623. [CrossRef]
18. Ammari, H.; Ciraolo, G.; Kang, H.; Lee, H.; Milton, G.W. Spectral theory of a Neumann-Poincaré-type operator and analysis of cloaking due to anomalous localized resonance. Arch. Ration. Mech. Anal. 2013, 208, 667–692. [CrossRef]
19. Deng, Y.; Li, H.; Liu, H. On spectral properties of Neuman-Poincaré operator and plasmonic resonances in 3D elastostatics. J. Spectr. Theory 2019, 9, 767–789. [CrossRef]
20. Deng, Y.; Liu, H.; Zheng, G. Plasmon resonances of nanorods in transverse electromagnetic scattering. J. Differ. Equ. 2022, 318, 502–536. [CrossRef]
21. Fang, X.; Deng, Y.; Chen, X. Asymptotic behavior of spectral of Neumann-Poincaré operator in Helmholtz system. Math. Methods Appl. Sci. 2019, 42, 942–953. [CrossRef]
22. Milton, G.; Nicorovici, N.-A. On the cloaking effects associated with anomalous localized resonance. Proc. R. Soc. A Math. Phys. Eng. Sci. 2006, 462, 3027–3059. [CrossRef]
23. Colton, D.; Kress, R. Inverse Acoustic and Electromagnetic Scattering Theory, 4th ed.; Springer: New York, NY, USA, 2019.
24. Kirsch, A. The denseness of the far field patterns for the transmission problem. IMA J. Appl. Math. 1986, 37, 213–225. [CrossRef]
25. Liu, H. On local and global structures of transmission eigenfunctions and beyond. J. Inverse Ill-Posed Probl. 2022, 30, 287–305. [CrossRef]
26. Paivarinta, L.; Sylvester, J. Transmission eigenvalues. SIAM J. Math. Anal. 2008, 40, 738–753. [CrossRef]
27. Blåsten, E.; Li, X.; Liu, H.; Wang, Y. On vanishing and localization near cusps of transmission eigenfunctions: A numerical study. Inverse Probl. 2017, 33, 105001. [CrossRef]
28. Blåsten, E.; Liu, H. On vanishing near corners of transmission eigenfunctions. J. Funct. Anal. 2017, 273, 3616–3632. [CrossRef]
29. Blåsten, E.; Liu, H. Scattering by curvatures, radiationless sources, transmission eigenfunctions, and inverse scattering problems. SIAM J. Math. Anal. 2021, 53, 3801–3837. [CrossRef]
30. Chow, Y.T.; Deng, Y.; He, Y.; Liu, H.; Wang, X. Surface-localized transmission eigenstates, super-resolution imaging, and pseudo surface plasmon modes. SIAM J. Imaging Sci. 2021, 14, 946–975. [CrossRef]
31. Deng, Y.; Liu, H.; Wang, X.; Wu, W. Geometrical and topological properties of transmission resonance and artificial mirage. SIAM J. Appl. Math. 2022, 82, 1–24. [CrossRef]
32. Diao, H.; Cao, X.; Liu, H. On the geometric structures of transmission eigenfunctions with a conductive boundary condition and applications. Commun. Partial. Differ. Equ. 2021, 46, 630–679. [CrossRef]
33. Bai, Z.; Diao, H.; Liu, H.; Meng, Q. Stable determination of an elastic medium scatterer by a single far-field measurement and beyond. Calc. Var. Partial Differ. Equ. 2022, 61, 170; 23p. [CrossRef]
34. Blåsten, E. Nonradiating sources and transmission eigenfunctions vanish at corners and edges. SIAM J. Math. Anal. 2018, 50, 6255–6270. [CrossRef]
35. Diao, H.; Liu, H.; Wang, L. Further results on generalized Holmgren’s principle to the Lamé operator and applications. J. Differ. Equ. 2022, 309, 841–882. [CrossRef]
36. Maz’Ya, V.; Nazarov, S.; Plamenevskij, B. Asymptotic Theory of Elliptic Boundary Value Problems in Singularly Perturbed Domains; Springer Science & Business Media: Berlin/Heidelberg, Germany, 2000.