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Abstract

We consider the problem of recovering linear image of unknown signal belonging to a given convex compact signal set from noisy observation of another linear image of the signal. We develop a simple generic efficiently computable nonlinear in observations “polyhedral” estimate along with computation-friendly techniques for its design and risk analysis. We demonstrate that under favorable circumstances the resulting estimate is provably near-optimal in the minimax sense, the “favorable circumstances” being less restrictive than the weakest known so far assumptions ensuring near-optimality of estimates which are linear in observations.

1 Introduction

Broadly speaking, what follows contributes to a long line of research (see, e.g., 1 3 4 5 6 7 8 9 11 13 15 17 18 21 22 23 24 25 19 20 and references therein) aimed at the estimation problem as follows:

Given noisy observation

\[ \omega = Ax + \xi_x \in \mathbb{R}^m \]

defines the linear image \( Ax \) of unknown signal \( x \) known to belong to a given convex compact signal set \( \mathcal{X} \subset \mathbb{R}^n \), \( \xi_x \) being a zero mean observation noise, we want to recover another linear image, \( Bx \), of the signal. Here \( A \in \mathbb{R}^{m \times n} \) and \( B \in \mathbb{R}^{\nu \times n} \) are given matrices, the recovery error is measured in a given norm \( \| \cdot \| \) on \( \mathbb{R}^\nu \), and we know in advance the family \( \mathcal{P} = \{ P_x, x \in \mathcal{X} \} \) of (zero mean) distributions \( P_x \) of noises \( \xi_x \).

In most of the papers we have mentioned, the performance of a candidate estimate \( \omega \mapsto \hat{x}(\omega) : \mathbb{R}^m \rightarrow \mathbb{R}^\nu \) is quantified by its \( \| \cdot \| \)-risk

\[
\text{Risk}_{\| \cdot \|}[\hat{x}|\mathcal{X}] = \sup_{x \in \mathcal{X}} \mathbb{E}_{\xi_x} \{ \| Bx - \hat{x}(Ax + \xi_x) \| \}
\]

and one operates with linear estimates – those of the form \( \omega \mapsto \hat{x}(\omega) = G^T \omega \). The emphasis typically is on how to specify the matrix \( G \) in order to get as low risk as possible, and on comparing the resulting risk with the “true” minimax optimal risk

\[
\text{Risk}_{\text{Opt}}[\| \cdot \|][\hat{x}|\mathcal{X}] = \inf_{\hat{x}} \text{Risk}_{\| \cdot \|}[\hat{x}|\mathcal{X}],
\]
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the observation noise is standard Gaussian \( \mathcal{N}(0, \sigma^2 I_n) \), and there are numerous results stating that under appropriate assumptions, a properly designed linear estimate (depending on \( \sigma \) as on a parameter) is “near optimal” – its risk is within a “moderate” factor (constant, or growing just logarithmically in \( 1/\sigma \) as \( \sigma \to +0 \)) of the minimax optimal risk. To the best of our knowledge, most of results of this type deal with the case of “direct” observations, where \( A = B = I_n \). “Near optimality” results for the case of indirect observations (where \( A \) and \( B \) are arbitrary) are the subject of recent papers \cite{13,15}, where it was shown that in the spectratopic case, where \( \mathcal{X} \) and the unit ball \( B_* \) of the norm conjugate to \( \| \cdot \| \) are spectratopes\footnote{see \cite{13} or Section \ref{sec:near_opt} below; as of now, a instructive example of spectratope is an intersection of finite family of ellipsoids/elliptic cylinders with common center, or, to give a more exotic example, the unit ball of the spectral norm in the space of matrices.}, a properly designed, via solving an explicit convex optimization problem, linear estimate is nearly optimal (this result is cited as Proposition \ref{prop:near_opt} below).

This paper is motivated by the well known in nonparametric statistics fact that “in general” linear estimates can be heavily nonoptimal. As the simplest example, consider the case of direct observations with \( \mathcal{X} = \{ x \in \mathbb{R}^n : \| x \|_1 \leq 1 \} \), \( \mathcal{N}(0, \sigma^2 I_n) \) observation noise, and \( \| \cdot \| = \| \cdot \|_2 \). It is easily seen that in this case the best risk achievable with linear estimates is \( \text{Opt}_{\text{lin}} = O(\frac{\sigma \sqrt{n}}{1 + \sigma \sqrt{n}}) \). On the other hand, it is equally easy to see that in the case in question and when \( \sigma \leq 1 \), the risk of the simple nonlinear estimate

\[
\hat{x}(\omega) \in \text{Argmin}_{y \in \mathcal{X}} \{ \| y - \omega \|_\infty \}
\]

\[\text{(1)}\]
does not exceed \( O(1) \ln^{1/4}(n/\sigma)\sigma^{1/2} \), which in the range \( n^{-1/2} \ll \sigma \ll 1 \) is much better (and in fact, minimax optimal within a logarithmic in \( n/\sigma \) factor) than the best risk achievable with linear estimates. The goal of this paper is to build a nonlinear efficiently computable via convex programming polyhedral estimate which, being provably near-optimal in the spectratopic case, can be used (and under favorable circumstances is near-optimal) beyond this case.

The idea underlying polyhedral estimate is quite simple. Assuming for the time being that the observation noise is \( \mathcal{N}(0, \sigma^2 I_n) \), note that there is a spectrum of “easy to estimate” linear forms of signal \( x \) underlying observation, namely the forms \( g^T_i x = h^T A x \) with \( h \in \mathcal{H}_2 = \{ h \in \mathbb{R}^m : \| h \|_2 = 1 \} \). Indeed, for a form of this type, the “plug-in” estimate \( \hat{g}_h(\omega) = h^T \omega \) is an unbiased estimate of \( g^T_i x \) with \( \mathcal{N}(0, \sigma^2) \) recovery error. It follows that selecting somehow a contrast matrix \( H - m \times M \) matrix with columns from \( \mathcal{H}_2 \), the plug-in estimate \( H^T \omega \) recovers well the vector \( H^T A x \) in the uniform norm:

\[
\text{Prob}_{\omega \sim \mathcal{N}(Ax, \sigma^2 I_m)} \left\{ \| H^T \omega - H^T A x \|_\infty > \rho \right\} \leq 2 M \exp\{-\rho^2/2\}, \quad \rho \geq 0.
\]

\[\text{(2)}\]
As a result, given a “reliability tolerance” \( \epsilon \ll 1 \) and setting \( \rho = \sqrt{2 \ln(2 M/\epsilon)} \), the estimate \( H^T \omega \) of the vector \( H^T A x \) recovers the vector, whatever \( x \), within \( \| \cdot \|_\infty \)-accuracy \( \rho \) and reliability \( 1 - \epsilon \). The most natural way to combine this estimate with our a priori information \( x \in \mathcal{X} \) in order to recover \( B x \) is to set

\[
\bar{x}^H(\omega) \in \text{Argmin}_{y} \{ \| H^T [Ay - \omega] \|_\infty : y \in \mathcal{X} \}, \quad \hat{x}^H(\omega) = B \bar{x}(\omega);
\]

\[\text{(3)}\]

note that the polyhedral estimate \( \bar{x}^H(\cdot) \) of \( B x \) we end up with is defined solely in terms of \( H \) and the data \( A, B, \mathcal{X} \) of our estimation problem, and that simple estimate \( \hat{x}^H(\cdot) \) is nothing but...
the polyhedral estimate stemming from the unit contrast matrix. We remark that to the best of our knowledge, the idea of polyhedral estimate goes back to [19], see also [20, Chapter 2], where it was shown that when recovering smooth multivariate regression functions known to belong to Sobolev balls from their noisy observations taken along a regular grid Γ, a polyhedral estimate with ad hoc selected contrast matrix is near-optimal in a wide range of smoothness characterizations and norms \( \| \cdot \| \). We are not aware of any prior results on this scheme in the case of indirect observations.

The goal of this paper is to investigate the polyhedral estimate, with primary emphasis of the following:

- How to upper-bound, in a computationally efficient fashion, the risk of the estimate \( \hat{x}^H(\cdot) \), given \( H, \rho \) and the data of our estimation problem?

To derive a seemingly tight upper risk bound is easy (Proposition 2.1). This bound, however, is difficult to compute, and we develop techniques (Sections 2.3, 4) for upper-bounding risk in a computationally efficient fashion.

- How to design, in a computationally efficient fashion, contrast matrix \( H \) resulting in as small (upper bound on) estimation risk as possible?

This question is addressed in Sections 2.3.2, 4.3.

- What can be said about near-optimality of the polyhedral estimates yielded by our constructions?

We show that the estimate is indeed near-optimal in the spectratopic case (Section 5.1), as well as in some meaningful situations beyond this case (Section 5.2).

We remark that traditional theoretical results in non-parametric statistics are descriptive—aimed at closed form analytical description of the minimax risk and of estimates nearly achieving this risk; as a matter of fact, this task seems to be unachievable when indirect observations with “general” \( A \) and \( B \) are considered. This paper continues an alternative approach initiated in [4] and further developed in [12, 10, 13, 15]. With this operational approach both the estimate and its risk are yielded by efficient computation, usually via convex optimization, rather than by an explicit closed form analytical description; what we know in advance, in good cases, is that the resulting risk, whether large or low, is nearly the best one achievable under the circumstances.

The main body of the paper is organized as follows. In Section 2, we start with detailed formulation of our estimation problem (Section 2.1), and present generic polyhedral estimate along with its risk analysis (Section 2.2). Next, we develop an approach to computationally efficient upper-bounding of the risk of a polyhedral estimate (Section 2.3) and an efficient technique for designing a “good” contrast matrix (Section 2.3.2). Section 3 is devoted to the main ingredient (“a cone compatible with a convex set”) of all our preceding and subsequent constructions. In Section 4, we develop an alternative, as compared to Section 2, approach to computationally efficient upper-bounding the risk of a polyhedral estimate and to designing contrast matrices. In Section 5, we apply our techniques to the situation where the noise distributions \( P_x, x \in \mathcal{X} \), are \((0, \sigma^2 I_m)\)-sub-Gaussian. Specifically, in Section 5.1 we demonstrate that in the spectratopic case the polyhedral estimate designed via the machinery of Section 2.3.2 is near-optimal (Proposition 5.2). In Section 5.2, we apply to the sub-Gaussian case the techniques from Section 4 and  

---

2Here, assuming the noises in individual observations independent \( \mathcal{N}(0,1) \), the role of \( \sigma \) is played by \( 1/\sqrt{\text{Card}(\Gamma)} \).
demonstrate that they can work (and even produce near-optimal estimates) beyond the spectratopic case, where our previous techniques may become too conservative. In the concluding Section 6, we explain how to modify the constructions from Section 5 aimed at sub-Gaussian noises in order to handle observations stemming from Discrete and Poisson observation schemes. All technical proofs are relegated to Appendix.

2 Problem of interest and generic polyhedral estimate

2.1 The problem

The problem we are about to address is as follows. Given are

1. a nonempty computationally tractable\(^4\) convex compact signal set \(\mathcal{X} \subset \mathbb{R}^n\),
2. sensing matrix \(A \in \mathbb{R}^{m \times n}\), decoding matrix \(B \in \mathbb{R}^{\nu \times n}\), and a norm \(\| \cdot \|\) on the space \(\mathbb{R}^\nu\),
3. a reliability tolerance \(\epsilon \in (0, 1)\),
4. a random observation
\[
\omega = Ax + \xi_x
\]
stemming from unknown signal \(x\) known to belong to \(\mathcal{X}\); here \(\xi_x\) is a random variable with Borel probability distribution \(P_x\).

In all applications to follow, we shall impose some a priori information on the distributions \(P_x\), \(x \in \mathcal{X}\) (for example, shall assume that they are \((0, \sigma^2 I_m)\)-sub-Gaussian with known \(\sigma\)).

Given observation \(\omega\), our goal is to recover \(Bx\), where \(x\) is the signal underlying the observation. A candidate estimate is a Borel function \(\widehat{x}(\omega)\) taking value in \(\mathbb{R}^\nu\), and we quantify the performance of such an estimate by its \((\epsilon, \| \cdot \|)\)-risk
\[
\text{Risk}_{\epsilon, \| \cdot \|} [\widehat{x} | \mathcal{X}] = \sup_{x \in \mathcal{X}} \inf_{\rho} \{ \text{Prob}_{\xi_x \sim P_x} \{ \| Bx - \widehat{x}(Ax + \xi_x) \| > \rho \} \leq \epsilon \forall x \in \mathcal{X} \},
\]
that is, by the worst, over \(x \in \mathcal{X}\), \((1 - \epsilon)\)-quantile, taken w.r.t. \(P_x\), of the \(\| \cdot \|\)-magnitude of the recovery error.

Notation. In the sequel, given a convex compact set, say, \(X\), in \(\mathbb{R}^n\), we denote by \(X_s\) its symmeterization:
\[
X_s = \frac{1}{2}(X - X)\).
\]
Note that whenever \(X\) is symmetric w.r.t. the origin, we have \(X_s = X\). We use “MATLAB” notation for concatenation of vectors/matrices: whenever \(H_1, ..., H_k\) are matrices of common height, \([H_1, ..., H_k]\) stands for the matrix obtained by placing \(H_2\) to the right of \(H_1\), \(H_3\) to the right of \(H_2\), and so on. Similarly, when \(H_1, ..., H_k\) are matrices of common width, \([H_1; ..., H_k]\) is the matrix obtained by placing \(H_2\) beneath \(H_1\), \(H_3\) beneath \(H_2\), and so on. \(\mathbb{S}^n\) stands for the space of \(n \times n\) real symmetric matrices equipped with the Frobenius inner product; \(\mathbb{S}^+_n\) is the cone of positive semidefinite matrices from \(\mathbb{S}^n\). Relation \(A \succeq B\) (\(\leftrightarrow B \preceq A\)) means that \(A\) and \(B\) are real symmetric matrices of common size such that \(A - B\) is positive semidefinite, while \(A \succ B\) (\(\leftrightarrow B \prec A\)) means that \(A, B\) are real symmetric matrices of common size such that \(A - B\) is positive definite.

\(^4\)for a brief outline of computational tractability, see Section A.1 in Appendix.
2.2 Generic polyhedral estimate

The polyhedral estimate we intend to consider is as follows:

1. We fix a number \( J \) of vectors \( h^1, \ldots, h^J \) in the observation space \( \mathbb{R}^m \) and utilize our a priori information on observation noise to build \( \rho > 0 \) (the less, the better) such that

\[
\forall (x \in \mathcal{X}) : \quad \text{Prob}_{\xi \in \mathcal{X}}\{ |\xi^T h^j| \leq \rho, 1 \leq j \leq J \} \geq 1 - \epsilon
\]

\( \Leftrightarrow \quad \text{Prob}_{\xi \in \mathcal{X}}\{ \|H^T \xi\|_\infty \leq \rho \} \geq 1 - \epsilon, \quad H = [h^1, \ldots, h^J] \) \hspace{1cm} (5)

(in the sequel, we refer to \( H \) as to the contrast matrix);

2. Given observation \( \omega = Ax + \xi \) stemming from unknown signal \( x \in \mathcal{X} \), we solve the convex optimization problem

\[
\min_{y \in \mathcal{X}} \|H^T (Ay - \omega)\|_\infty, \quad (6)
\]

and estimate \( Bx \) by \( \hat{x}(\omega) = B\bar{x}(\omega) \), where \( \bar{x}(\omega) \) is an optimal solution to the problem.

Risk analysis for the just defined estimate is immediate:

**Proposition 2.1** Consider the optimization problem

\[
\mathcal{R} = \max_{z} \{ \|Bz\| : \|H^T Az\|_\infty \leq 2\rho, z \in 2\mathcal{X}_s \} \quad (7)
\]

Then \( \mathcal{R} \) is an upper bound on the \((\epsilon, \| \cdot \|)-risk of the polyhedral estimate we have built.

**Proof** is immediate. Let us fix \( x \in \mathcal{X} \), and let \( \mathcal{E} \) be the set of all realizations of \( \xi \) such that \( \|H^T \xi\|_\infty \leq \rho \), so that \( P_x(\mathcal{E}) \geq 1 - \epsilon \). Let us fix a realization \( \xi \in \mathcal{E} \) of the observation noise, and let \( \omega = Ax + \xi \), \( \bar{x} = \bar{x}(Ax + \xi) \). Then \( y = x \) is a feasible solution to the optimization problem \( \mathcal{R} \) with the value of the objective \( \leq \rho \), implying that the value of this objective at the optimal solution \( \bar{x} \) to the problem is \( \leq \rho \), so that \( \|H^T A[x - \bar{x}]\|_\infty \leq 2\rho \). Besides this, \( z = x - \bar{x} \in 2\mathcal{X}_s \). We see that \( z \) is a feasible solution to \( \mathcal{R} \), whence \( \|B[x - \bar{x}]\| = \|Bx - \hat{x}(\omega)\| \leq \mathcal{R} \). It remains to note that the latter relation holds true whenever \( \omega = Ax + \xi \) with \( \xi \in \mathcal{E} \), and the \( P_x \)-probability of the latter inclusion is at least \( 1 - \epsilon \), whatever be \( x \in \mathcal{X} \). \( \square \)

**Discussion.** To implement the outlined generic construction, we should resolve the question as follows:

1. How to specify, given a contrast \( H \) and a priori information on distributions \( P_x, x \in \mathcal{X} \), the presumably smallest possible \( \rho \) satisfying \( \mathcal{R} \)?

   This question, for typical families \( \Pi = \{P_x, x \in \mathcal{X}\} \), is easy. For example, when \( \Pi \) is comprised of all \((0, \sigma^2 I_m)\)-sub-Gaussian distributions, we can set

   \[
   \rho = \sqrt{2 \ln(2J/\epsilon)} \max_j \|h^j\|_2,
   \]

   see Section \( \text{A.2.3} \).

2. How to compute/upper-bound, in a computationally efficient manner, the upper bound \( \mathcal{R} \) on the \((\epsilon, \| \cdot \|)-risk of the estimate? \n
3. How to optimize the risk of polyhedral estimate, or at least the upper bound \( \mathcal{R} \) on this risk, over the contrast \( H \)?

2) and 3) are the questions we intend to address next.
2.3 Efficient upper-bounding of $\mathcal{R}$

We start with upper-bounding of $\mathcal{R}$; what we intend to use to this end, is a kind of semidefinite relaxation.

2.3.1 Cones compatible with convex sets

Given a nonempty convex compact set $\mathcal{Y} \in \mathbb{R}^N$, we say that $\mathcal{Y}$ is compatible with $\mathcal{Y}$, if $\mathcal{Y}$ is a closed convex computationally tractable cone contained in $\mathbb{S}^N_+ \times \mathbb{R}_+$ and such that

$$\forall (V, \tau) \in \mathcal{Y} : \max_{y \in \mathcal{Y}} y^TVy \leq \tau$$

and, in addition, relations $(V, \tau) \in \mathcal{Y}$ and $\tau' \geq \tau$ imply that $(V, \tau') \in \mathcal{Y}$.

We call $\mathcal{Y}$ regular, if

1. the only pair $(V, \tau) \in \mathcal{Y}$ with $\tau = 0$ is the pair $(0, 0)$, or, equivalently, a sequence $\{(V_i, \tau_i) \in \mathcal{Y}, i \geq 1\}$ is bounded if and only if the sequence $\{\tau_i, i \geq 1\}$ is bounded;

Note that whenever the linear span of $\mathcal{Y}$ is the entire $\mathbb{R}^N$, every compatible with $\mathcal{Y}$ cone is regular.

2. $\mathcal{Y}$ contains a pair $(V, \tau)$ with $V \succ 0$.

The role of this notion in our context becomes clear from the following observation:

**Proposition 2.2** In the situation described in Section 2.1, assume that we have at our disposal cones $\mathcal{X}$ and $\mathcal{V}$ compatible, respectively, with $\mathcal{X}$ and with the unit ball $B^* = \{v \in \mathbb{R}^\nu : \|u\|_\nu \leq 1\}$ of the norm $\| \cdot \|_\nu$ conjugate to the norm $\| \cdot \|$. Given contrast matrix $H$ and $\rho$ satisfying (5), consider the convex optimization problem

$$\text{Opt}(H, \rho) = \min_{\lambda, (U, \mu), (V, \tau)} \left\{ 4\rho^2 \sum_j \lambda_j + 4\mu + \tau : \lambda \in \mathbb{R}^J_+, (U, \mu) \in \mathcal{X}, (V, \tau) \in \mathcal{V} \right\}$$

The quantity $\text{Opt}(H, \rho)$ is an efficiently computable upper bound on the quantity $\mathcal{R}$ associated with $(H, \rho)$ by (7) and thus is an efficiently computable upper bound on the $(\epsilon, \| \cdot \|)$-risk of the polyhedral estimate $\hat{X}$ associated with $H, \rho, X$.

$$\text{Risk}_{\epsilon, \| \cdot \|}[\hat{X}] \leq \text{Opt}(H, \rho).$$

In addition (9) is solvable, provided the cones $\mathcal{X}$ and $\mathcal{V}$ are regular.

**Proof** is immediate. There is nothing to prove when (9) is infeasible, i.e., $\text{Opt}(H, \rho) = +\infty$. Now let (9) be feasible, and let $\lambda, (U, \mu), (V, \tau)$ be a feasible solution to (9). Let us fix feasible
solution \( z \) to (7), so that \( z \in 2\mathcal{X}_s \) and \( \|H^TAz\|_\infty \leq 2\rho \), and let \( u \in \mathcal{B}_s \). From the semidefinite constraint in (9) it follows that

\[
\begin{align*}
    u^TBz &\leq u^TVu + z^TA^TH\text{Diag}(\lambda)H^TAz + z^TUz \\
    &\leq \tau + \sum_j \lambda_j(\|h_j\|^2A^2z)^2 + z^TUz \\
    &\leq \tau + 4\rho^2\sum_j \lambda_j + 4\mu.
\end{align*}
\]

Taking supremum over \( u \in \mathcal{B}_s \), we get

\[ \|Bz\| \leq \tau + 4\rho^2\sum_j \lambda_j + 4\mu \]

for every feasible solution \( z \) to (7), implying that \( R \leq \tau + 4\rho^2\sum_j \lambda_j + 4\mu \). The right hand side in this inequality is the value of the objective of (9) at the feasible solution \( \lambda, (U, \mu), (V, \tau) \) to this problem; taking infimum over these solutions, we arrive at \( R \leq \text{Opt}(H, \rho) \). Finally, when \( \mathbf{X} \) and \( \mathbf{V} \) are regular, (9) clearly is feasible (select \( (V, \tau), (U, \mu) \) to have \( V > 0, U > 0 \) and note that all triples \((\lambda, (tV, t\tau), (tU, t\mu))\) with \( \lambda \geq 0 \) and large \( t > 0 \) are feasible solutions to (9)) and the level sets of the objective (i.e., sets of feasible solutions where the objective is \( \leq a \), for some \( a \in \mathbb{R} \)) clearly are bounded, implying solvability.

### 2.3.2 Design of presumably good contrast matrix

In the situation of Section 2.1, design of a presumably good contrast matrix \( H \) requires some knowledge of the family of distributions \( \mathcal{P} \) of observation noises; in this respect, we intend to consider three cases described in Sections 5 and 6. As far as contrast’s design is concerned, the only thing which matters is that in every one of these cases one can point out a family \( H \) of vectors from \( \mathbb{R}^m \) along with a function \( \varrho(\cdot) \) such that

\[ \forall (h \in H, \delta \in (0, 1)): \text{Prob}_{\xi \sim \mathcal{P}}\{|h^T\xi| > \varrho(\delta)\} \leq \delta \forall \mathcal{P} \in \mathcal{P}; \]

(10)

For example, in Section 5 we consider the case when \( \mathcal{P} \) is comprised of \((0, \sigma^2I_m)\)-sub-Gaussian distributions. In this case, we use

\[ H = H_2 := \{h \in \mathbb{R}^m : \|h\|_2 \leq 1\}, \quad \varrho(\delta) = \sigma\sqrt{2\ln(2/\delta)}, \]

(11)

which indeed ensures (10), see Section A.2.3.

Given (11) and restricting ourselves with contrast matrices \( H \) with columns from \( H \), for an \( m \times M \) matrix \( H \) of this form we ensure (5) by setting

\[ \rho = \varrho(\epsilon/M). \]

(12)

We remark that in what follows we operate with \( \varrho(\delta) \)'s growing logarithmically as \( \delta \to +0 \), like in (11). As a result, \( \rho \) given by (12) is nearly independent of \( M \). It should also be noted that in our context, the value of \( \rho \) affects only the theoretical risk bounds and is not used in the polyhedral estimate itself.

Now we are ready to address contrast’s design. Given \( H, \varrho(\cdot) \) and selecting somehow the number \( M \) of columns \( h^i \in H \) in the contrast matrix \( H \), we specify \( \rho \) according to (12) and arrive at the necessity to design the contrast matrix. To carry out this design, observe that what matters in the optimization problem (9), is not the contrast matrix \( H \) per se, but the matrix \( \Theta = H\text{Diag}\{\lambda\}H^T \) and the quantity \( \sum_j \lambda_j \). Consequently, if, given \( H \) and \( M \), we are
Given \( \Theta = H \text{Diag}\{\lambda\} H^T \) with \( H = [h^1, \ldots, h^M] \), \( h^j \in \mathcal{H} \), and \( \lambda \geq 0 \), \( \sum_j \lambda_j \leq \theta \), we can pass from (12) to the convex optimization problem

\[
\text{Opt}(\rho) = \min_{\Theta, \theta, \mu} \left\{ 4\rho^2 \theta + 4\mu + \tau : (\Theta, \theta) \in \mathbb{H}, (U, \mu) \in X, (V, \tau) \in V \right\}.
\]

Given a feasible solution to this problem, we can decompose its \( \Theta \)-component as \( \Theta = H \text{Diag}\{\lambda\} H^T \) with \( \lambda \geq 0 \), \( \sum_j \lambda_j \leq \theta \), and all columns of \( H \) belonging to \( \mathcal{H} \), thus ensuring, by Proposition 2.2, that the value of the objective of (13) at the feasible solution in question is an upper bound on the \( \mathcal{M} \) and thus – an upper bound on the \( (\epsilon, \| \cdot \|) \)-risk of the polyhedral estimate associated with the resulting contrast matrix \( H \). As a result, we can build, in a computationally efficient fashion, a polyhedral estimate with (upper bound on the) risk arbitrarily close to \( \text{Opt}(\rho) \) (and equal to \( \text{Opt}(\rho) \) when (13) is solvable; the latter definitely is the case when the cones \( X, V, H \) are regular).

We are about to demonstrate how to specify \( H \) in the two special cases we actually are interested in.

The case of \( \mathcal{H} = \mathcal{H}_2 \) is easy: here matrix of the form \( H \text{Diag}\{\lambda\} H^T \) with \( \lambda \geq 0 \) and the columns of \( H \) belonging to \( \mathcal{H}_2 \) (i.e., of Euclidean length \( \leq 1 \)) is just a \( \geq 0 \)-matrix with trace not exceeding \( \sum_j \lambda_j \). Assuming \( M \geq m \), the inverse also is true: the eigenvalue decomposition \( \Theta = H \text{Diag}\{\lambda\} H^T \) yields orthonormal \( m \times m \) contrast matrix \( H \) and \( \lambda \geq 0 \) with \( \sum_j \lambda_j = \text{Tr}(\Theta) \). As a result, assuming \( M \geq m \), we can set

\[
\mathbb{H} = \{(\Theta, \theta) \in S^m_+ : \text{Tr}(\Theta) \leq \theta \},
\]

and the resulting quantity \( \text{Opt}(\rho) \) is exactly the infimum of \( \text{Opt}(H, \rho) \) over contrast matrices \( H \) with columns of \( \| \cdot \|_2 \)-norm not exceeding 1. In other words, in the case in question we are able to design efficiently the best, in terms of the upper bound \( \text{Opt}(H, \rho) \) on the risk of the associated with \( (H, \rho) \) polyhedral estimate, contrast matrix \( H \).

The case of \( \mathcal{H} = \mathcal{H}_\infty \) is only slightly worse than the case of \( \mathcal{H} = \mathcal{H}_2 \):

**Proposition 2.3** Given positive integer \( m \), let \( \bar{m} = 2^{\text{ceil}(\log_2 m)} \), so that \( m \leq \bar{m} \leq 2m \), and let

\[
\mathbb{H} = \{(\Theta, \theta) \in S^m_+ : \theta \geq 4\ln(2\bar{m}) \max_i \Theta_{ii} \}.
\]

Given \( (\Theta, \theta) \in \mathbb{H} \), we can find efficiently, in a randomized fashion, a decomposition \( \Theta = H \text{Diag}\{\lambda\} H^T \) with \( m \times \bar{m} \) matrix \( H \) with entries of magnitudes not exceeding 1 and \( \lambda \geq 0 \) such that \( \sum_j \lambda_j \leq \theta \).

**Remark 2.1** The above \( \mathbb{H} \) is a tight, within the factor \( 4\ln(2\bar{m}) \), computationally tractable inner approximation of the set of all pairs \( (\Theta, \theta) \) such that \( \Theta = H \text{Diag}\{\lambda\} H^T \) with entries in \( H \) of magnitude \( \leq 1 \) and \( \lambda \geq 0 \) such that \( \sum_j \lambda_j \leq \theta \) – by evident reasons, for every pair \( (\Theta, \theta) \) of this type, it holds \( \theta \geq \max_i \Theta_{ii} \).
Here is the construction underlying Proposition 2.3. Given \((\Theta, \theta) \in \mathbf{H}\), let us augment \(\Theta\) with \(\bar{m} - m\) zero rows and columns to get the matrix \(\Theta_+ \geq 0\) in which \(\Theta\) is the North-Western \(m \times m\) block, and let \(R = \Theta_+^{1/2}\), \(\chi = \max_i \Theta_{ii}\), so that the \(\| \cdot \|_2\)-norms of columns in \(R\) are \(\leq \sqrt{\chi}\). Further, let \(k = \text{Ceil}(\log_2 \bar{m})\). Consider the \(\bar{m} \times \bar{m}\) Hadamard matrix \(G_\beta\) along with its orthonormal normalization \(F = G_\beta/\sqrt{\bar{m}}\). Let \(\xi\) be the random \(\bar{m}\)-dimensional Rademacher vector (i.e., random vector uniformly distributed on the vertices of the box \([-1, 1]^{\bar{m}}\)). Consider random matrix
\[
E_\xi = R \text{Diag}\{\xi\} F.
\]
We clearly have \(E_\xi E_\xi^T = \Theta_+\), and it is easily seen (see Section A.2.1 in Appendix) that
\[
\text{Prob}\{\max_{i,j} |E_\xi|_{ij} \leq 2\sqrt{\ln(2\bar{m})\chi/\bar{m}}\} \geq 1/2.
\]
(16)

It follows that given a reliability tolerance \(\beta \ll 1\), generating \(O(1)\ln(1/\beta)\) realizations of \(E_\xi\) and selecting the one with the smallest maximum of magnitudes of the entries, we, with reliability \(\geq 1 - \beta\), find a matrix \(E\) such that \(EE^T = \Theta\) and \(\max_{i,j} |E_{ij}| \leq 2\sqrt{\ln(2\bar{m})\chi/\bar{m}}\). Denoting by \(H_+\) the matrix obtained from \(E\) by normalizing the columns to have the unit \(\| \cdot \|_\infty\)-norm, and by \(\lambda_j\) the squared \(\| \cdot \|_\infty\)-norm of \(j\)-th column in \(E\), we get
\[
\Theta_+ = EE^T = H_+ \text{Diag}\{\lambda\} H_+^T, \quad |[H_+]_{ij}| \leq 1 \forall i, j, \lambda \geq 0, \sum_j \lambda_j \leq 4\ln(2\bar{m})\chi \leq \theta,
\]
and it remains to take, as the desired \(H\), the \(m \times \bar{m}\) matrix comprised of the first \(m\) rows of \(H_+\).

3 Compatibility: basic examples and calculus

What is crucial for implementation of the outlined machinery, is the ability to equip convex “sets of interest” (in our context, these are the symmeterizations \(X_\delta\) of the signal sets \(X\) and the unit balls \(B_\delta\) of the norms conjugate to the norms \(\| \cdot \|\) in question) by cones compatible with these sets. In this section, we discuss two major sources of these cones, namely (a) spectratopes, and (b) absolute norms. We discuss also “compatibility calculus” which allows to build, in a fully algorithmic fashion, cones compatible with the results of basic convexity-preserving operations with convex sets from the cones compatible with the operands.

3.1 Spectratopes and ellitopes

The notion of a spectratope introduced in [12] (this reference and [13] contain basically all facts we outline in this Section) is defined as follows. A basic spectratope in \(\mathbf{R}^N\) is a set \(\mathcal{Y}\) given by basic spectratopic representation
\[
\mathcal{Y} = \{ y \in \mathbf{R}^N : \exists r \in \mathcal{R} : R_\ell^L[y] \leq r_\ell I_d, \ell \leq L \},
\]
(17)
where
- \(\mathcal{R} \subset \mathbf{R}^L_+\) is a monotonic set, meaning that \(\mathcal{R}\) is a convex computationall tractable subset of \(\mathbf{R}^L_+\) intersecting the interior of \(\mathbf{R}^L_+\) and such that \(0 \leq r \leq r', r' \in \mathcal{R}\), implies that \(r \in \mathcal{R}\);

\footnote{Recall that Hadamard matrices are given by the recurrence \(G_0 = 1, G_{s+1} = \begin{bmatrix} G_s & G_s \\ G_s & -G_s \end{bmatrix} ; G_k\) is a \(2^k \times 2^k\) matrix with entries \(\pm 1\) such that the matrix \(2^{-k/2}G_k\) is orthonormal.}
• $R_\ell[y] = \sum_{j=1}^{N} y_j R_{\ell j}$ is linear function of $y$ taking values in $S^{d_\ell}$, or, which is the same, $R_{\ell j} \in S^{d_\ell}$ for all $j$;

• the only $y$ such that $R_\ell[y] = 0$, $\ell = 1, ..., L$, is $y = 0$.

From this definition it follows that a basic spectratope is a convex compact set containing a neighbourhood of the origin and symmetric w.r.t. the origin. A spectratope $Z$ is a set representable as the image of a basic spectrotpe $\mathcal{Y}$ under a linear mapping:

$$Z = \{ z \in R^K : \exists y \in \mathcal{Y} : z = My \}$$ (18)

where $\mathcal{Y}$ is as in (17) and $M$ is a $K \times N$ matrix. A spectrotpe is a convex compact set symmetric w.r.t. the origin; when $M$ is of rank $K$, this set contains a neighbourhood of the origin.

A special case of spectrotpe is an ellitope introduced in [13]. A basic ellitope is a set $\mathcal{Y} \subset R^N$ given by ellitopic representation as follows:

$$\mathcal{Y} = \{ y \in R^N : \exists r \in R : y^T R_\ell y \leq r_\ell, \ell \leq L \}$$ (19)

where $R_\ell \geq 0$ are such that $\sum_\ell R_\ell = 0$, and $R$ is a monotonic set. An ellitope is a set representable as the linear image (18) of a basic ellitope $\mathcal{Y}$. An immediate observation is that every ellitope is a spectrotpe. Indeed, it suffices to verify that a basic ellitope (19) is a basic spectrotpe as well. To this end, let $R_\ell = \sum_{j=1}^{k_\ell} h_{\ell j} h_{\ell j}^T$ with $h_{\ell j} \in R^N$ (such decompositions exist and are easy to compute; recall that $R_\ell \geq 0$). Let also $R^+ = \{ r_{\ell j} \geq 0, 1 \leq j \leq k_\ell, \ell \leq L : \exists r \in R : \sum_{j=1}^{k_\ell} r_{\ell j} \leq r_\ell, \ell \leq L \}$, so that the set $R^+$ is monotonic along with $R$. It is immediately seen that $\mathcal{Y}$ is nothing but the set

$$\{ y \in R^N : \exists \{ r_{\ell j} \} \in R^+ : R_{\ell j}^2[y] \leq r_{\ell j} I_1, 1 \leq j \leq k_\ell, 1 \leq \ell \leq L \}, \quad R_{\ell j}[y] = h_{\ell j}^T y,$$

and that the latter set is a basic spectrotpe.

**Instructive examples** of basic ellitopes/spectrotopes include

• finite intersections of ellipsoids/elliptic cylinders

$$\mathcal{Y} = \{ y \in R^n : y^T R_\ell y \leq 1, \ell \leq L \} \quad [R_\ell \geq 0, \sum_\ell R_\ell \geq 0]$$

this intersection is a basic ellitope given by (19) with $R = [0, 1]^L$;

• centered at the origin $\ell_p$ balls with $p \in [2, \infty]$:

$$\{ y \in R^N : \|y\|_p \leq 1 \} = \{ y \in R^N : \exists (r \geq 0, \|r\|_{p/2} \leq 1) : y_p^r y := y_1^2 \leq r_\ell, 1 \leq \ell \leq L = N \}$$

• “matrix box” $\{ y \in R^{p \times q} : \|y\|_{2,2} \leq 1 \}$, where $\| \cdot \|_{2,2}$ is the spectral norm. Indeed,

$$\{ y \in R^{p \times q} : \|y\|_{2,2} \leq 1 \} = \{ y \in R^{p \times q} : \exists r \in [0, 1] : R_{11}^2[y] \leq r I_{p+q} \}, \quad R_{11}[y] = \begin{bmatrix} y \end{bmatrix}^T \begin{bmatrix} y \end{bmatrix},$$

so that the matrix box is a basic spectrotpe.
The above “raw materials” give rise to a wide family of spectratopes/ellitopes via calculus which demonstrates that this family is closed w.r.t. typical operations preserving convexity and symmetry w.r.t. the origin, specifically, is closed w.r.t. taking
- finite intersections,
- direct products,
- finite sums,
- taking images under linear mappings and inverse linear images under linear embeddings.

For (in fact, quite straightforward) justification of these claims we refer to [15, Section 2.2.1]; as is shown in this reference, the calculus in question is fully algorithmic (spectratopic/ellitopic representations of the result of an operation is readily given by similar representations of the operands). Besides this, the above operations as applied to ellitopes yield ellitopes.

### 3.1.1 Cones compatible with spectratopes

Spectratopic representation (17) – (18) of a spectratope $Z$ gives rise to a cone $Z$ compatible with $Z$ and defined as follows. (17) - (18) induce linear maps

$$Y \mapsto R_{\ell}[Y] := \sum_{i,j=1}^{N} Y_{ij} R_{\ell i} R_{\ell j} : S^{N} \to S^{d_{\ell}}, \ell = 1, \ldots, L,$$

which in turn induce the conjugate maps

$$\Lambda_{\ell} \in S^{d_{\ell}} \mapsto R_{\ell}^{*}[\Lambda_{\ell}] := \text{Tr}(\Lambda_{\ell} R_{\ell i} R_{\ell j}) : S^{d_{\ell}} \to S^{N};$$

It is immediately seen that we have the identities

$$\forall (y \in R^{N}) : R_{\ell}[yy^{T}] = R_{\ell}^{2}[y] \quad \& \quad \forall (Y \in S^{N}, \Lambda_{\ell} \in S^{d_{\ell}}) : \text{Tr}(R_{\ell}[T] \Lambda_{\ell}) = \text{Tr}(Y R^{*}[\Lambda_{\ell}]), \quad 1 \leq \ell \leq L,$$

which imply, in particular, that $R_{\ell}^{*}[]$ maps $S^{N}_{+}$ into $S^{d_{\ell}}_{+}$, and $R_{\ell}^{*}[]$ maps $S^{d_{\ell}}_{+}$ into $S^{N}_{+}$:

$$\Lambda_{\ell} \in S^{d_{\ell}}_{+} \Rightarrow R_{\ell}^{*}[\Lambda_{\ell}] \succeq 0; \quad Y \succeq 0 \Rightarrow R_{\ell}[Y] \succeq 0.$$ (21)

Finally, (17) – (18) give rise to the computationally tractable closed convex cone

$$Z = \{(V, \tau) \in S^{K}_{+} \times R_{+} : \exists \Lambda = \{\Lambda_{\ell} \in S^{d_{\ell}}_{+}, \ell \leq L \} : M^{T} V M \preceq \sum_{\ell} R_{\ell}^{*}[\Lambda_{\ell}], \phi_{R}(\Lambda[\Lambda]) \leq \tau \} \quad [\phi_{R}(\lambda) = \max_{r \in \mathbb{R}} r^{T}\lambda, \lambda[\Lambda] = [\text{Tr}(\Lambda_{1}); \ldots; \text{Tr}(\Lambda_{L})].$$ (22)

Note that $\phi_{R}(\cdot)$ is a convex positively homogeneous, of degree 1, and thus sub-additive, non-negative function:

$$\forall (\theta \in R_{+}, \lambda, \lambda^{'}) : 0 \leq \phi_{R}(\theta \lambda) = \theta \phi_{R}(\lambda), \phi_{R}(\lambda + \lambda^{'}) \leq \phi_{R}(\lambda) + \phi_{R}(\lambda').$$

An immediate observation is that $Z$ is compatible with $Z$. 
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Indeed, let $(V, \tau) \in \mathbf{Z}$, so that $V \succeq 0$ and

$$M^T VM \preceq \sum_{\ell} \mathcal{R}^\ell_{\ell}[\Lambda_{\ell}], \phi_R(\lambda[\Lambda]) \leq \tau$$

(23)

for some collection $\Lambda$ of matrices $\Lambda_{\ell} \in \mathbf{S}_+^{d_{\ell}}$, $\ell \leq L$. Let $z \in \mathbf{Z}$, so that there exist $y \in \mathbf{R}^N$ and $r \in \mathbf{R}$ such that

$$z = My \& R^y_{\ell}[y] = \mathcal{R}_{\ell}[yy^T] \preceq r_{\ell} I_{d_{\ell}}, \ell \leq L.$$

Taking Frobenius inner products of both sides in the $\preceq$-inequalities with $\Lambda_{\ell} \succeq 0$, utilizing (20), and summing up the resulting inequalities over $\ell$, we conclude that

$$y^T \left[ \sum_{\ell} \mathcal{R}^\ell_{\ell}[\Lambda_{\ell}] \right] y \leq \sum_{\ell} r_{\ell} \text{Tr}(\Lambda_{\ell}) = r^T \lambda[\Lambda] \leq \phi_R(\lambda[\Lambda]),$$

which combines with (23) and $z = My$ to imply that $z^T V z \leq \tau$, and this is so for all $u \in \mathbf{Z}$. We see that under the circumstances, $\max_{\ell} z^T V z \leq \tau$, as claimed.

It is worthy of mentioning that when $\mathbf{Z}$ is an ellitope (18) – (19), then, as it is immediately seen, (22) is equivalent to

$$\mathbf{Z} = \{(V, \tau) \in \mathbf{S}_+^K \times \mathbf{R}_+ : \exists \lambda \in \mathbf{R}_+^L : M^T VM \preceq \sum_{\ell} \lambda_{\ell} R_{\ell}, \phi_R(\lambda) \leq \tau\}.$$  

(24)

**Remark 3.1** In our context, the larger is cone $\mathbf{Z}$ compatible with the set of interest $\mathbf{Z}$ (which is $\mathcal{X}_v$ or $\mathcal{B}_v$), the better – the wider are the feasible domains in problems (9), (13), and, consequently, the less conservative are our upper bounds $\text{Opt}(H, \rho)$, $\text{Opt}(\rho)$ on risk of the polyhedral estimate we are analyzing or designing. In this respect, the ideal choice would be

$$\mathbf{Z} = \mathbf{Z}(\mathbf{Z}) := \{(V, \tau) : V \succeq 0, \max_{z \in \mathbf{Z}} z^T V z \leq \tau\}.$$

Unfortunately, the latter cone typically is computationally intractable. From [15, Proposition 2.1] it immediately follows that the cone $\mathbf{Z}$ we have associated with a spectratope $\mathbf{Z}$ given by (17) – (18) is a reasonably tight inner approximation of $\mathbf{Z}(\mathbf{Z})$, namely,

$$\mathbf{Z}(\mathbf{Z}) := \{(V, \tau) \in \mathbf{S}_+^N \times \mathbf{R}_+ : \tau \geq \max_{z \in \mathbf{Z}} z^T V z\} \supset \mathbf{Z} \supset \{(V, \tau) \in \mathbf{S}_+^N \times \mathbf{R}_+ : \tau \geq \kappa \max_{z \in \mathbf{Z}} z^T V z\},$$

$$\kappa = 2 \max[\ln(2D), 1], D = \sum_{\ell} d_{\ell}.$$  

3.2 Compatibility via absolute norms

**Preliminaries on absolute norms.** Recall that a norm $p(\cdot)$ on $\mathbf{R}^N$ is called absolute, if $p(x)$ is a function of the vector $\text{abs}[x] := |[x_1|; \ldots; |x_N]|$ of the magnitudes of entries in $x$. It is well known that an absolute norm $p$ is monotone on $\mathbf{R}_+^N$, so that $\text{abs}[x] \leq \text{abs}[x']$ implies that $p(x) \leq p(x')$, and that the norm

$$p_*(x) = \max_{y:p(y) \leq 1} x^T y$$

basically, the only two exceptions are the case of an ellipsoid $\mathbf{Z} = \{z \in \mathbf{R}^n : z^T Q z \leq 1\}, Q \succ 0$, where $\mathbf{Z}(\mathbf{Z}) = \{(V, \tau) : V \succeq 0, Q^{-1/2} V Q^{-1/2} \preceq \tau\}$ and the case where $\mathbf{Z} = \text{Conv}\{v_1, \ldots, v_s\}$, implying $\mathbf{Z}(\mathbf{Z}) = \{(V, \tau) : V \succeq 0, \max_i v_i^T V v_i \leq \tau\}$.  


conjugate to $p(\cdot)$ is absolute along with $p$.

Let us say that an absolute norm $r(\cdot)$ fits an absolute norm $p(\cdot)$ on $\mathbb{R}^N$, if for every vector $x$ with $p(x) \leq 1$ the entrywise square $|x|^2 = [x_1^2; \ldots; x_N^2]$ of $x$ satisfies $r(|x|^2) \leq 1$. For example, the largest norm $r(\cdot)$ which fits the absolute norm $p(\cdot) = \| \cdot \|_s$, $s \in [1, \infty]$, is

$$r(\cdot) = \begin{cases} \| \cdot \|_1, & 1 \leq s \leq 2 \\ \| \cdot \|_{s/2}, & s \geq 2 \end{cases}$$

An immediate observation is that an absolute norm $p(\cdot)$ on $\mathbb{R}^N$ can be “lifted” to a norm on $S^N$, specifically, the norm

$$p^+(Y) = p([p([\text{Col}_1[Y]]; \ldots; p([\text{Col}_N[Y])]]) : S^N \rightarrow \mathbb{R}_+,$$

where $\text{Col}_j[Y]$ is $j$th column in $Y$. It is immediately seen that when $p$ is an absolute norm, the right hand side in (25) indeed is a norm on $S^N$ satisfying the identity

$$p^+(xx^T) = p^2(x), \ x \in \mathbb{R}^N.$$  

Our interest in absolute norms is motivated by the following immediate

**Observation 3.1** Let $p(\cdot)$ be an absolute norm on $\mathbb{R}^N$, and $r(\cdot)$ be another absolute norm which fits $p(\cdot)$, both norms being computationally tractable. These norms give rise to the computationally tractable and regular closed convex cone

$$P = P_{p(\cdot), r(\cdot)} = \left\{(V, \tau) \in S^N_+ \times \mathbb{R}_+ : \exists (W \in S^N_+ , w \in \mathbb{R}^N_+ ) : \ V \preceq W + \text{Diag} \{w\} \ : \ [p^+]_s(W) + r_s(w) \leq \tau \right\},$$

where $[p^+]_s(\cdot)$ is the norm on $S^N$ conjugate to the norm $p^+(\cdot)$, and $r_s(\cdot)$ is the norm on $\mathbb{R}^N$ conjugate to the norm $r(\cdot)$, and this cone is compatible with the unit ball of the norm $p(\cdot)$ (and thus – with any convex compact subset of the latter ball).

Verification is immediate. The fact that $P$ is a computationally tractable and closed convex cone is evident. Now let $(V, \tau) \in P$, so that $V \succeq 0$ and $V \preceq W + \text{Diag} \{w\}$ with $[p^+]_s(W) + r_s(w) \leq \tau$. For $x$ with $p(x) \leq 1$ we have

$$x^TVx \leq x^T[W + \text{Diag} \{w\}]x = \text{Tr}(W[xx^T]) + w^T|x|^2 \leq p^+(xx^T)[p^+]_s(W) + r(|x|^2)r_s(w) = p^2(x)[p^+]_s(W) + r_s(w) \leq [p^+]_s(W) + r_s(w) \leq \tau$$

(we have used (27)), whence $x^TVx \leq \tau$ for all $x$ with $p(x) \leq 1$.

Let us look what is our construction in the case when $p(\cdot) = \| \cdot \|_s$, $s \in [1, \infty]$, which allows to take $r(\cdot) = \| \cdot \|_\tilde{s}$, $\tilde{s} = \max [s/2, 1]$. Setting $s_* = \frac{s}{s-1}$, $\tilde{s}_* = \frac{\tilde{s}}{\tilde{s}-1}$, we clearly have

$$[p^+]_s(W) = \|W\|_{s*} \ = \ \left( \sum_{i,j} |W_{ij}|^{s*} \right)^{1/s*},$$

resulting in

$$P^* : = \{ (V, \tau) : V \in S^N_+, \exists (W \in S^N_+, w \in \mathbb{R}^N_+ ) : \ V \succeq W + \text{Diag} \{w\} \ : \ \|W\|_{s*} + \|w\|_{s_*} \leq \tau \}.$$
and Observation 3.1 says that \( P^s \) is compatible with the unit ball of \( \ell_s \)-norm on \( \mathbb{R}^N \) (and therefore with every closed convex subset of this ball).

When \( s = 1 \), that is, \( s_* = \bar{s}_* = \infty \), (29) results in

\[
P^1 = \{ (V, \tau) : V \preceq 0, \exists (W \in S^N, w \in \mathbb{R}^N_+) : V \preceq W + \text{Diag}\{w\}, \|W\|_\infty + \|w\|_\infty \leq \tau \} = \{ (V, \tau) : V \preceq 0, \|V\|_\infty \leq \tau \},
\]

and it is easily seen that the situation is a good as it could be, namely,

\[
P^1 = \{ (V, \tau) : V \preceq 0, \|V\|_\infty \leq \tau \}.
\] (30)

It can be shown (see Section A.2.2 in Appendix) that when \( s \in [2, \infty] \), so that \( \bar{s}_* = \frac{s}{s-2} \), (29) results in

\[
P^s = \{ (V, \tau) : V \preceq 0, \exists (w \in \mathbb{R}^N_+) : V \preceq \text{Diag}\{w\} \& \|w\|_{\frac{s}{s-2}} \leq \tau \}.
\] (31)

Note that

\[
P^2 = \{ (V, \tau) : V \preceq 0, \|V\|_2, 2 \leq \tau \}.
\]

When \( s \geq 2 \), the unit ball \( \mathcal{Y} \) of the norm \( \| \cdot \|_s \) is a basic ellitope:

\[
\{ y \in \mathbb{R}^N : \|y\|_s \leq 1 \} = \{ y \in \mathbb{R}^N : \exists (t \geq 0, \|t\|_s \leq 1) : R^2_{\ell}(y) := y_\ell^2 \leq t_\ell, \ell \leq L = N \},
\]

so that one of the cones compatible with \( \mathcal{Y} \) is given by (24) with the identity matrix in the role of \( M \). It goes without surprise that, as it is immediately seen, the latter cone is nothing but the cone given by (31).

### 3.3 Compatibility calculus

Cones compatible with convex sets admit a kind of fully algorithmic calculus with the rules as follows (verification of the rules is straightforward and is skipped):

1. [passing to a subset] When \( \mathcal{Y}' \subset \mathcal{Y} \) are convex compact subsets of \( \mathbb{R}^N \) and a cone \( \mathcal{Y} \) is compatible with \( \mathcal{Y} \), the cone is compatible with \( \mathcal{Y}' \) as well.

2. [finite intersection] Let cones \( \mathcal{Y}^j \) be compatible with convex compact sets \( \mathcal{Y}_j \subset \mathbb{R}^N, j = 1, ..., J \). Then the cone

\[
\mathcal{Y} = \text{cl} \{ (V, \tau) \in S^N_+ \times \mathbb{R}^N_+ : \exists (V_j, \tau_j) \in \mathcal{Y}^j, j \leq J : V \preceq \sum_j V_j, \sum_j \tau_j \leq \tau \}
\]

is compatible with \( \mathcal{Y} = \bigcap_j \mathcal{Y}_j \). The closure operation can be skipped whenever all cones \( \mathcal{Y}^j \) are regular, in which case \( \mathcal{Y} \) is regular as well.

3. [convex hulls of finite union] Let cones \( \mathcal{Y}^j \) be compatible with convex compact sets \( \mathcal{Y}_j \subset \mathbb{R}^N, j = 1, ..., J \). Then the cone

\[
\mathcal{Y} = \bigcap_j \mathcal{Y}^j
\]

is compatible with \( \mathcal{Y} = \text{Conv}\{\bigcup_j \mathcal{Y}_j\} \); this cone is regular, provided that all \( \mathcal{Y}^j \) are so and that \( \mathcal{Y} \) has a nonempty interior.
4. [direct product] Let cones $Y^j$ be compatible with convex compact sets $Y_j \subset \mathbb{R}^{N_j}$, $j = 1, ..., J$. Then the cone

$$Y = \{(V, \tau) \in \mathbb{S}^N_+ \times \mathbb{R}_+ : \exists ((V_j, \tau_j) \in Y^j) : V \leq \text{Diag}\{V_1, ..., V_j\} \& \tau \geq \sum_j \tau_j\}$$

is compatible with $Y = Y_1 \times ... \times Y_J$. This cone is regular, provided that all $Y^j$ are so.

5. [linear image] Let cone $Y$ be compatible with convex compact set $Y \subset \mathbb{R}^N$, let $A$ be a $K \times N$ matrix, and let $Z = AY$. The cone

$$Z = \text{cl}\{(V, \tau) \in \mathbb{S}^K_+ \times \mathbb{R}_+ : \exists U : A^TVA \geq V \& (U, \tau) \in Y\}$$

is compatible with $Z$. The closure operation can be skipped whenever $Y$ is either regular, or complete, completeness meaning that $(V, \tau) \in Y$ and $0 \leq V' \leq V$ imply that $(V', \tau) \in Y$.

The cone $Z$ is regular, provided $Y$ is so and the rank of $A$ is $K$.

6. [inverse linear image] Let cone $Y$ be compatible with convex compact set $Y \subset \mathbb{R}^N$, let $A$ be a $N \times K$ matrix with trivial kernel, and let $Z = A^{-1}Y := \{z \in \mathbb{R}^K : Az \in Y\}$. The cone

$$Z = \text{cl}\{(V, \tau) \in \mathbb{S}^K_+ \times \mathbb{R}_+ : \exists U : A^TUA \geq V \& (U, \tau) \in Y\}$$

is compatible with $Z$. The closure operations can be skipped whenever $Y$ is regular, in which case $Z$ is regular as well.

7. [arithmetic summation] Let cones $Y^j$ be compatible with convex compact sets $Y_j \subset \mathbb{R}^N$, $j = 1, ..., J$. Then the arithmetic sum $Y = Y_1 \cup ... \cup Y_J$ of the sets $Y_j$ can be equipped with compatible cone readily given by the cones $Y^j$; this cone is regular, provided all $Y^j$ are so.

Indeed, the arithmetic sum of $Y_j$ is the linear image of the direct product of $Y^j$'s under the mapping $[y_1; ...; y_J] \mapsto y_1 + ... + y_J$, and it remains to combine rules 4 and 5; note the cone yielded by rule 4 is complete, so that when applying rule 5 the closure operation can be skipped.

4 Efficient bounding of $\mathcal{R}$ revisited

As it will become clear in the sequel, the outlined so far approach to computationally efficient design and risk analysis of polyhedral estimates works reasonably well when the symmeterization $X_\Psi$ of signal set $X$ and the unit ball $B_\Psi$ of the norm $\|\cdot\|_\Psi$ are spectratopes, otherwise the approach can perform poorly (see discussion starting Section 5.2). We are about to develop an extremely simple alternative approach.

4.1 Situation

We continue to stay within the setup introduced in Section 2.1 which we now augment with the following assumptions:

**A.1.** $\|\cdot\| = \|\cdot\|_r$ with $r \in [1, \infty]$.

\footnote{note that if $Y$ is compatible with $Y'$, the completion of $Y$ – the set $\overline{Y} = \{(V, \tau) : \exists U : 0 \leq V \leq U, (U, \tau) \in Y\}$ is a complete cone compatible with $Y'$.}
A.2. We have at our disposal a sequence \( \gamma = \{ \gamma_i > 0, i \leq \nu \} \) and \( p \in [1, \infty] \) such that the image of \( X_s \) under the mapping \( x \mapsto Bx \) is contained in the “scaled \( \| \cdot \|_p \)-ball”

\[ Y = \{ y \in \mathbb{R}^\nu : \| \text{Diag} \{ \gamma \} y \|_p \leq 1 \}. \] (32)

4.2 Simple observation

Let \( B^\ell_j \) be \( \ell \)-th row in \( B \), \( 1 \leq \ell \leq \nu \). The role of Proposition \([1,1]\) in our present situation is played by

**Proposition 4.1** In the situation in question, let \( H_\ell \in \mathbb{R}^{m \times m_\ell}, \lambda^\ell \in \mathbb{R}^{m_\ell} \), \( (U_\ell, \mu_\ell) \in X \), \( 1 \leq \ell \leq \nu \), real \( \rho > 0 \) and positive reals \( \varsigma_\ell, \ell \leq \nu \), be such that

\[
\begin{align*}
(a) & \text{ Prob}_{\varepsilon \sim P_\varepsilon} \{ \| H_1^T \xi ; \ldots ; H_\nu^T \xi \|_\infty > \rho \} \leq \epsilon, \forall x \in X; \\
(b) & \max_x \{ B^\ell_j x : x \in X, \| H_\ell^T Ax \|_\infty \leq \rho \} \leq \varsigma_\ell, 1 \leq \ell \leq \nu.
\end{align*}
\] (33)

Then the optimal value \( \mathcal{R} \) in problem \([1]\) associated with the contrast matrix \( H = [H_1, \ldots, H_\nu] \) and \( \rho \) admits the upper bound

\[ \mathcal{R} \leq \Psi(\varsigma) := 2 \max_w \{ \| w_1/\gamma_1; \ldots; w_\nu/\gamma_\nu \|_r : \| w \|_p \leq 1, 0 \leq w_\ell \leq \gamma_\varsigma_\ell, \ell \leq \nu \}, \] (34)

which combines with Proposition \([2,1]\) to imply that the \( (\epsilon, \| \cdot \|) \)-risk of the polyhedral estimate associated with the above \((H,\rho)\) admits the bound

\[ \text{Risk}_{\epsilon,\| \cdot \|} \{ \hat{z}, \lambda \} \leq \Psi(\varsigma). \] (35)

*Function* \( \Psi \) *is a nondecreasing on the nonnegative orthant and is easy to compute.*

**Proof.** Let \( z = 2 \bar{z} \) be a feasible solution to \([1]\), so that \( \bar{z} \in X_s \) and \( \| H^T A \bar{z} \|_\infty \leq \rho \). Let \( y = B \bar{z} \), so that \( y \in Y \) (see \([32]\)) due to \( \bar{z} \in X_s \) and A.2.. Thus, \( \| \text{Diag} \{ \gamma \} y \|_p \leq 1 \). Besides this, by \([33]\) relations \( \bar{z} \in X_s \) and \( \| H^T A \bar{z} \|_\infty \leq \rho \) combine with the symmetry of \( X_s \) w.r.t. the origin to imply that

\[ |y_\ell| = |B^\ell_j \bar{z}_j| \leq \varsigma_\ell, \ell \leq \nu. \]

Taking into account that \( \| \cdot \| = \| \cdot \|_r \) by A.1., we see that

\[
\begin{align*}
\mathcal{R} = \max_z \{ \| Bz \|_r : z & \in 2X_s, \| H^T Az \|_\infty \leq 2\rho \} \\
\leq 2 \max_w \{ \| w_1/\gamma_1; \ldots; w_\nu/\gamma_\nu \|_r : |y_\ell| \leq \varsigma_\ell, \ell \leq \nu, \text{ & } \| \text{Diag} \{ \gamma \} y \|_p \leq 1 \} \\
= 2 \max_w \{ \| w_1/\gamma_1; \ldots; w_\nu/\gamma_\nu \|_r : \| w \|_p \leq 1, 0 \leq w_\ell \leq \gamma_\varsigma_\ell, \ell \leq \nu \},
\end{align*}
\]

as stated in \([34]\).

The fact that \( \Psi \) is nondecreasing on the nonnegative orthant is evident. Computing \( \Psi \) can be carried out as follows:

1. When \( r = \infty \), we need to compute \( \max_{\ell \leq \nu} \max_w \| w_\ell/\gamma_\ell \|_p \leq 1, 0 \leq w_\ell \leq \gamma_j/\varsigma_j, j \leq \nu \}, \) so that computing \( \Psi \) reduces to solving \( \nu \) simple convex optimization problems;
2. When \( p = \infty \), we clearly have \( \Psi(\varsigma) = \| \bar{w}_1/\gamma_1; \ldots; \bar{w}_\nu/\gamma_\nu \|_r, \bar{w}_\ell = \min \{ 1, \gamma_\varsigma_\ell \} \};
3. When \( 1 \leq r, p < \infty \), passing from variables \( w_\ell \) to variables \( u_\ell = w_\ell^p \), we get

\[ \Psi^r(\varsigma) = 2^r \max_u \left\{ \sum_\ell \gamma_\ell^{-r} u_\ell^{r/p} : \sum_\ell u_\ell \leq 1, 0 \leq u_\ell \leq (\gamma_\varsigma_\ell)^p \right\} . \]

When \( r \leq p \), the right hand side problem here is the easily solvable problem of maximizing a simple concave function over a simple convex compact set. When \( \infty > r > p \), the right hand side problem can be solved by Dynamic Programming. \( \square \)
4.3 Specifying contrasts

Risk bound (35) allows for an easy design of contrast matrices. Recalling that \( \Psi \) is monotone on the nonnegative orthant, all we need is to select \( H_\ell \)'s resulting in the smallest possible \( \varsigma_\ell \)'s, which is what we are about to do now.

**Preliminaries.** Given a vector \( b \in \mathbb{R}^m \), \( \rho > 0 \), and a norm \( p(\cdot) \) on \( \mathbb{R}^m \), consider convex-concave saddle point problem

\[
\text{Opt} = \inf_{g \in \mathbb{R}^m} \max_{x \in \mathcal{X}_s} \phi(g, x) := |b - A^T g|^T x + \rho p(g) \quad (SP)
\]

along with the induced primal and dual problems

\[
\begin{align*}
\text{Opt}(P) &= \inf_{g \in \mathbb{R}^m} \left[ \bar{\phi}(g) := \max_{x \in \mathcal{X}_s} \phi(g, x) \right] \\
\text{Opt}(D) &= \max_{x \in \mathcal{X}_s} \left[ \bar{\phi}(g) := \inf_{g \in \mathbb{R}^m} \phi(g, x) \right]
\end{align*}
\]

where \( \phi(\cdot) \) is the norm conjugate to \( p(\cdot) \) (we have used the evident fact that \( \inf_{g \in \mathbb{R}^m} [f^T g + \rho p(g)] \) is either \(-\infty\) or \(0\) depending on whether \( q(f) > \rho \) or \( q(f) \leq \rho \)). Since \( \mathcal{X}_s \) is compact, we have \( \text{Opt}(P) = \text{Opt}(D) = \text{Opt} \) by Sion-Kakutani theorem. Besides this, \( (D) \) is solvable (evident) and \( (P) \) is solvable as well, since \( \bar{\phi}(g) \) is continuous due to the compactness of \( \mathcal{X}_s \) and \( \bar{\phi}(g) \geq \rho p(g) \), so that \( \bar{\phi}(\cdot) \) has bounded level sets. We conclude that \( (SP) \) has a saddle point \((\bar{g}, \bar{x})\), so that \( \bar{g} \) is an optimal solution to \( (P) \), and \( \bar{x} \) is optimal solution to \( (D) \). Let \( \bar{h} \) be \( p(\cdot) \)-unit normalization of \( \bar{g} \), so that \( p(\bar{h}) = 1 \) and \( \bar{g} = p(\bar{g})\bar{h} \). Now let us make the observation as follows:

**Observation 4.1** In the situation in question, we have

\[
\max_x \left\{ |b^T x| : x \in \mathcal{X}_s, |\bar{h}^T Ax| \leq \rho \right\} \leq \text{Opt}. \quad (36)
\]

In addition, whatever be a matrix \( H = [h^1, \ldots, h^M] \in \mathbb{R}^{m \times M} \) with \( p(h^j) \leq 1 \), \( j \leq M \), one has

\[
\max_x \left\{ |b^T x| : x \in \mathcal{X}_s, \|H^T Ax\|_\infty \leq \rho \right\} \geq \text{Opt}. \quad (37)
\]

**Proof.** Let \( x \) be a feasible solution to the left hand side problem in (35). Replacing, if necessary, \( x \) with \(-x\), we can assume that \( |b^T x| = b^T x \). We now have

\[
|b^T x| = b^T x = |g^T Ax - \rho p(\bar{g})| + \underbrace{|b - A^T \bar{g}|^T x + \rho p(\bar{g})}_{\bar{\phi}(\bar{g})} \leq \text{Opt}(P) + \rho p(\bar{g}) = \text{Opt}(P) + \rho p(\bar{g}) \leq \text{Opt}(P) = \text{Opt},
\]

as claimed in (36). Now, \( \bar{x} \) satisfies the relations \( \bar{x} \in \mathcal{X}_s \) and \( q(A\bar{x}) \leq \rho \), implying that whenever columns of \( H \) are of \( p(\cdot) \)-norm \( \leq 1 \), \( \bar{x} \) is a feasible solution to the optimization problem in (37). As a result, the left hand side in (37) is at least \( b^T \bar{x} = \text{Opt}(D) = \text{Opt} \), and (37) follows. \( \square \)
Designing contrast. With upper-bounding the risk of a polyhedral estimate via Proposition 4.1, Observation 4.1 completely resolves the associated contrast design problem. Specifically, in order to design the best, under the circumstances, contrast matrices $H_\ell$ restricted to have all columns from a given set $H$ ($H = H_2$ or $H = H_\infty$) equipped with a function $\varrho(\cdot)$ ensuring (10), we act as follows:

1. We set $M = \nu$ ($M$ is the number of columns in $H$) and specify $\rho$ according to (12).
2. We solve $\nu$ convex optimization problems

$$\text{Opt}_\ell = \inf_{g \in \mathbb{R}^m} \left[ \bar{\phi}_\ell(g) := \max_{x \in X} \phi_\ell(g, x) \right]$$

(38)

and convert optimal solution $g_\ell$ to $(P_\ell)$ into $\ell$-th contrast “matrix” – just a column vector $h_\ell$ – by representing $g_\ell = \|g_\ell\|_\beta h_\ell$ with $\|h_\ell\|_\beta = 1$.

As a result, we get the $m \times \nu$ contrast matrix $H = [h_1, ..., h_\nu]$ which, taken along with already defined $\rho$, in view Observation 4.1 and the origin of $\rho$, satisfies (33) with

$$\varsigma_\ell = \text{Opt}_\ell, 1 \leq \ell \leq \nu.$$ (39)

Justification of the outlined contrast design stems from the same Observation 4.1 which states that given $\rho$ and $H = H_\beta = \{h \in \mathbb{R}^m : \|h\|_\beta \leq 1\}$, $\beta \in \{2, \infty\}$, the quantities $\varsigma_\ell$ participating in (33b) cannot be less than $\text{Opt}_\ell$, whatever be contrast matrices $H_\ell$ with columns from $H$. Since the bound on the risk of a polyhedral estimate offered by Proposition 4.1 is the better the less are $\varsigma$’s, we see that as far as this bound is concerned and given $H = H_\beta, \rho$, the outlined design procedure is the best possible.

An attractive feature of the contrast design we have just presented is that it is completely independent of the entities participating in assumptions A.1-2 – these entities affect theoretical risk bounds of the resulting polyhedral estimate, but not the estimate itself.

5 Sub-Gaussian case

In this section, we consider the estimation problem posed in Section 2.1 under additional assumptions that

B.1. We are given regular cones $X$ and $V$ compatible, respectively, with the symmeterization $X_s$ of the signal set $X$ and with the unit ball $B_s$ of the norm $\| \cdot \|_s$ conjugate to $\| \cdot \|;

B.2. A priori information on the distributions $P_x, x \in X$, of observations noises is that these distributions are sub-Gaussian with parameters $(0, \sigma^2 I_m)$, with a given $\sigma > 0$.

B.2 implies that $H = H_2$ and $\varsigma(\delta) = \sigma \sqrt{2 \ln(2/\delta)}$ satisfy (10). Restricting ourselves with polyhedral estimates yielded by $M \times m$ contrast matrices $H$ with columns of $\| \cdot \|_2$-length $\leq 1$, we can take, as a $\rho$ satisfying (5) the quantity

$$\rho = \kappa_{M,\epsilon} \sigma, \kappa_{M,\epsilon} = \sqrt{2 \ln(2M/\epsilon)};$$ (40)

this is the choice of $\rho$ we are using below, with the number $M$ of columns in the contrast matrix depending on which of the approaches to the design of contrast matrix we use, the one from Section 2.3.2 (we use it in Section 5.1) or the one from Section 4.3 (we use it in Section 5.2); in the first case, we use $M = m$, in the second – $M = m^2$. 18
5.1 Spectratopic case

By the results of Section 2, the convex optimization problem (cf (13), (14))

\[
\text{Opt} = \min_{\theta,(U,\mu),(V,\tau)} \left\{ 4 \rho^2 \sum_{\rho} \sigma^2 \text{Tr}(\Theta) + 4 \mu + \tau : \begin{bmatrix} \Theta \geq 0, (U,\mu) \in X, (V,\tau) \in V \\
\frac{1}{2} B \overset{\text{A}}{\| A^T \Theta A + U \|} \geq 0 \end{bmatrix} \right\}
\]

(41)

is solvable, and the \( \Theta \)-component \( \Theta_* \) of its optimal solution induces, via the eigenvalue decomposition

\[
\Theta_* = H_* \text{Diag}\{\lambda\} H_*^T
\]

orthonormal contrast matrix \( H_* \) such that for the polyhedral estimate \( \hat{x}_{H_*} \) yielded by \( (H_*, \rho) \) one has

\[
\text{Risk}_{\epsilon,\|\|}[\hat{x}_{H_*}, X] \leq \text{Opt}.
\]

(42)

Our current goal is to list some cases where the estimate \( \hat{x}_{H_*} \) is “nearly optimal,” in terms of the \((\epsilon, \|\|)\)-risk, among all Borel estimates.

We start with the case where \( \mathcal{B}_* \) and \( \mathcal{X} \) are spectratopes, specifically,

\[
\mathcal{X} = \mathcal{X}_* = \{ x \in \mathbb{R}^n : \exists t \in \tilde{T} : R_k^t[x] \leq t_k I_{d_k}, k \leq K \}
\]

\( \tilde{T} \) is monotonic, \( R_k[x] = \sum_{j=1}^n x_j R_k^{ij}, R_k^{ij} \in S_{d_k}, \{ x : R_k[x] = 0 \forall k \} = \{ 0 \} \)

\[
\mathcal{B}_* = \{ y \in \mathbb{R}^m : \exists z \in \mathbb{R}^N, r \in \mathcal{R} : y = M z, S_{\ell}^t[z] \leq r_{\ell} I_{\ell}, \ell \leq L \}
\]

\( \tilde{T} \) is monotonic, \( S_{\ell}[z] = \sum_{j=1}^m z_j S_{ij}^{\ell}, S_{ij}^{\ell} \in S_{lf}, \{ z : S_{\ell}[z] = 0 \forall \ell \} = \{ 0 \} \)

(43)

(as it is immediately seen, we lose nothing when assuming that the spectratope \( \mathcal{X} \) is basic).

In the case in question we can implement polyhedral estimate utilizing the above construction with regular cones \( X \) and \( V \) specified according to (24):

\[
X = \{ (U,\mu) \in S_+^n \times R_+ : \exists \Lambda = \{ \Lambda_k \in S_{d_k}, k \leq K \} : \begin{cases}
U \leq \sum_k R_k^i[\Lambda_k], \phi_T(\lambda[\Lambda]) \leq \mu \\
\phi_T(\lambda[\Lambda]) = \max_{\ell \in \tilde{T}} \lambda^T \ell
\end{cases}
\]

\[
V = \{ (V,\tau) \in S_+^n \times R_+ : \exists \Upsilon = \{ \Upsilon_{\ell} \in S_{\ell}, \ell \leq L \} : \\
M^T V M \leq \sum_{\ell} S_{\ell}^i[\Upsilon_{\ell}], \phi_R(\lambda[\Upsilon]) \leq \tau
\]

\[
\phi_R(\lambda) = \max_{r \in \mathcal{R}} \lambda^T r
\]

(44)

We are about to demonstrate that in the situation in question, the polyhedral estimate \( \hat{x}_{H_*} \), associated, as explained above, with just specified \( X \) and \( V \), is near-optimal. This will be done by comparing the risk of the estimate to the risk of provably near-optimal linear estimate built in (15).

Preliminaries. Consider the estimation problem posed in Section 2.4 in the situation where the signal set \( \mathcal{X} \) and the unit ball \( \mathcal{B}_* \) of the norm \( \| \cdot \|_* \) are given by (13), and the a priori information on the distributions \( P_x \) of observation noises states that the covariance matrices
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The problem is solvable, and \( \Theta \)-component of \( \Theta^* \) of its optimal solution yields, via eigenvalue decomposition

\[
\Theta^* = H_* \text{Diag}\{\lambda^*}\, H_*^T,
\]

an orthonormal contrast matrix \( H_* ; (H_*, \rho) \) specify polyhedral estimate \( \hat{x}_{H_*(\cdot)} \) such that

\[
\text{Risk}_{\epsilon, \| \cdot \|}[\hat{x}_{H_*}, \mathcal{X}] \leq \text{Opt}. \tag{48}
\]

Consider, next, optimization problem

\[
\text{Opt}_{\#} = \min_{\substack{V, \Theta \geq 0, \Lambda_k \geq 0 \ \forall k, \, \Upsilon \geq 0 \ \forall \ell \ni MTVM \leq \sum_{\ell} S_{\ell}^2 |\Upsilon_{\ell}|}} \left\{ \sigma^2 \text{Tr}(\Theta) + \phi_T(\lambda[A]) + \phi_R(\lambda[\Upsilon]) : \begin{bmatrix} V & 0 \\ \frac{1}{\sqrt{Z}} B & A' \Theta A + \sum_{k} \mathcal{R}_k[L_k] \end{bmatrix} \geq 0 \right\}. \tag{49}
\]

Then

\[
\text{Opt}_{\#} \leq 22z_{m,e} \text{Opt}_{\#}, \tag{50}
\]

Relations (48), (50) state that the \((\epsilon, \| \cdot \|)\)-risk of the polyhedral estimate yielded by an optimal solution to the optimization problem (47) is at most within logarithmic in \( m/\epsilon \) factor \( 2z_{m,e} \) of the \( \| \cdot \| \)-risk of the nearly minimax optimal linear estimate yielded by an optimal solution to problem (48).

**Remark 5.1** Proposition 5.2 states that under its premise, the \((\epsilon, \| \cdot \|)\)-risk of an appropriate efficiently computable polyhedral estimate is within logarithmic factor of \( \| \cdot \| \)-risk of a nearly minimax optimal linear estimate: can we say something similar about \( \| \cdot \| \)-risk of polyhedral estimate? The answer is “yes.” Indeed, let \( B_* = \max_{z \in \mathcal{X}} \| Bz \| \). Since the polyhedral estimate always takes values in \( \mathcal{X} \), the \( \| \cdot \| \)-norm of the recovery error for this estimate never exceeds \( 2B_* \), implying that for every polyhedral estimate \( \hat{x} \) one always has

\[
\text{Risk}_{\epsilon, \| \cdot \|}[\hat{x}, \mathcal{X}] \leq \text{Risk}_{\epsilon, \| \cdot \|}[\hat{x}, \mathcal{X}] + 2B_* \epsilon.
\]

As a result, assuming w.l.o.g. that \( \text{Opt}_{\#} > 0 \) and setting \( \epsilon = \min\{\text{Opt}_{\#/} / (2B_*), 1\} \), the polyhedral estimate \( \hat{x} \) associated with the just specified \( \epsilon \) via the construction of Proposition 5.2 satisfies

\[
\text{Risk}_{\epsilon, \| \cdot \|}[\hat{x}, \mathcal{X}] \leq 22 \text{ln}(4mB_*/\text{Opt}_{\#}) + \text{Opt}_{\#} \leq [22 \text{ln}(4mB_*/\text{Opt}_{\#}) + 1] \text{Opt}_{\#}[\{\sigma^2 I_m\}].
\]

We conclude that under the premise of Proposition 5.2 a properly built polyhedral estimate is nearly minimax optimal – optimal up to logarithmic factor – in terms of its \( \| \cdot \| \)-risk.

**Proof of Proposition 5.2** All claims except for relation (50) were justified in the beginning of Section 5.1 in particular, (48) is nothing but (49). Thus, all we need is to verify (50). To prove (50a), observe that when a tuple \( (V, \Theta, \Lambda) = \{\Lambda_k, k \leq K\}, \Upsilon = \{\Upsilon_{\ell}, \ell \leq L\} \) forms a feasible solution to (47), so does the tuple \( \chi^{-1} V, \chi \Theta, \{\chi \Lambda_k\}, \{\chi^{-1} \Upsilon_{\ell}\}, \chi > 0 \), implying that

\[
\text{Opt} = \min_{\substack{V, \Theta, \Lambda, \Upsilon}} \left\{ \inf_{\lambda > 0} \left\{ 4\chi^2 \sigma^2 \text{Tr}(\Theta) + 4\chi \phi_T(\lambda[A]) + \chi^{-1} \phi_R(\lambda[\Upsilon]) \right\} : (V, \Theta, \Lambda, \Upsilon) \text{ is feasible for (47)} \right\}
\leq 22z_{m,e} \min_{\substack{V, \Theta, \Lambda, \Upsilon}} \left\{ 2 \left[ \sigma^2 \text{Tr}(\Theta) + \phi_T(\lambda[A]) + \phi_R(\lambda[\Upsilon]) \right] : (V, \Theta, \Lambda, \Upsilon) \text{ is feasible for (47)} \right\}
\leq 22z_{m,e} \min_{\substack{V, \Theta, \Lambda, \Upsilon}} \left\{ 2 \left[ \sigma^2 \text{Tr}(\Theta) + \phi_T(\lambda[A]) + \phi_R(\lambda[\Upsilon]) \right] : (V, \Theta, \Lambda, \Upsilon) \text{ is feasible for (47)} \right\}
= 22z_{m,e} \text{Opt}_{\#}.
It remains to prove (50b). To this end, let \( \tilde{H}, \tilde{\Theta}, \{ \tilde{A}_k \}, \{ \tilde{Y}_\ell \}, \{ \tilde{Y}'_\ell \} \) form an optimal solution to (45) with the singleton \( \{ \sigma^2 I_m \} \) in the role of \( \mathcal{S} \). Let us set

\[
U = \sum_k R^*_k[\tilde{A}_k]; \quad W = \sum_{\ell} S^*_\ell[\tilde{Y}_\ell]; \quad W' = \sum_{\ell} S^*_\ell[\tilde{Y}'_\ell],
\]

so that by the constraints of (45) it holds

\[
\begin{align*}
(a) & \quad \left[ \begin{array}{c|c} W & M^T [B - \tilde{H}^T A] \\ \hline \frac{1}{2} [B^T - A^T H] M & U \end{array} \right] \succeq 0, \\
(b) & \quad \left[ \begin{array}{c|c} W' & \frac{1}{2} M^T H^T \\ \hline \frac{1}{2} H M & \Theta \end{array} \right] \succeq 0.
\end{align*}
\]

From (52a) by the Schur Complement Lemma it follows that

\[
\forall (\delta > 0) : W \succeq M^T \frac{1}{4} [B - \tilde{H}^T A] [U + \delta I_n]^{-1} [B - \tilde{H}^T A]^T M \& \left[ \begin{array}{c|c} V_\delta & \frac{1}{2} [B - \tilde{H}^T A] \\ \hline \frac{1}{2} [B^T - A^T H] & U + \delta I_n \end{array} \right] \succeq 0.
\]

Observe that the image of the map \( z \mapsto Mz \) contains \( \mathcal{B}_s \) and thus is full-dimensional, which combines with the first \( \geq 0 \) in (53) to imply that the matrices \( V_\delta \) stay bounded as \( \delta \to +0 \). Denoting by \( V \) an accumulation point of \( \{ V_\delta \}_{\delta \to 0} \), we get, recalling what \( U \) is,

\[
\left[ \begin{array}{c|c} V & \frac{1}{2} [B - \tilde{H}^T A] \\ \hline \frac{1}{2} [B^T - A^T H] & \sum_k R^*_k[\tilde{A}_k] \end{array} \right] \succeq 0 \& M^T VM \preceq W.
\]

Similarly, (52b) implies the existence of matrix \( V' \) such that

\[
\left[ \begin{array}{c|c} V' & \frac{1}{2} \tilde{H}^T \\ \hline \frac{1}{2} H & \Theta \end{array} \right] \succeq 0 \& M^T V'M \preceq W'.
\]

Multiplying the first matrix inequality in (55) by \( \text{Diag}\{ I_\nu, A^T \} \) from the left and by the transpose of this matrix from the right, we get

\[
\left[ \begin{array}{c|c} V + V' & \frac{1}{2} \tilde{H}^T A \\ \hline \frac{1}{2} A^T H & A^T \Theta A + \sum_k R^*_k[\tilde{A}_k] \end{array} \right] \succeq 0.
\]

Summing up this matrix inequality with the first matrix inequality in (54), we conclude that

\[
\left[ \begin{array}{c|c} V + V' & \frac{1}{2} \tilde{H}^T A \\ \hline \frac{1}{2} B^T & A^T \Theta A + \sum_k R^*_k[\tilde{A}_k] \end{array} \right] \succeq 0.
\]

Setting \( \tilde{V} = V + V' \), \( \tilde{Y}_\ell = \tilde{Y}_\ell + \tilde{Y}'_\ell \), relations (51), (54), (55) and the origin of \( \tilde{\Theta} \) imply that

\[
\tilde{V} \succeq 0, \quad M^T \tilde{V} M \preceq W + W' = \sum_{\ell} S^*_\ell[\tilde{Y}'_\ell], \quad \tilde{\Theta} \succeq 0, \quad \tilde{A}_k \succeq 0 \forall k, \quad \tilde{Y}_\ell \succeq 0 \forall \ell,
\]

which combines with (56) to imply that \( \tilde{V}, \tilde{\Theta}, \{ \tilde{A}_k, k \leq K \}, \{ \tilde{Y}_\ell, \ell \leq L \} \), form a feasible solution to (49). The value of the objective of this problem at this feasible solution is at most

\[
\sigma^2 \text{Tr}(\tilde{\Theta}) + \phi_T(\lambda[\tilde{A}]) + \phi_R(\lambda[\tilde{Y}]) \leq \sigma^2 \text{Tr}(\tilde{\Theta}) + \phi_T(\lambda[\tilde{A}]) + \phi_R(\lambda[\tilde{Y}]) + \phi_R(\lambda[\tilde{Y}']) = \Gamma_\mathcal{S}(\tilde{\Theta}) + \phi_T(\lambda[\tilde{A}]) + \phi_R(\lambda[\tilde{Y}]) + \phi_R(\lambda[\tilde{Y}']) = \text{Opt}(\mathcal{S})
\]

(look at (45) for the definition of \( \Gamma_\mathcal{S} \) and take into account that \( \mathcal{S} = \{ \sigma^2 I_m \} \)). Thus, \( \text{Opt}_\# \leq \text{Opt}(\mathcal{S}) \). \( \square \)
5.2 Beyond spectratopes

5.2.1 Motivation

To motivate what follows, let us start with simple case where the signal set $\mathcal{X}$ is the unit $\| \cdot \|_1$-ball, $\| \cdot \| = \| \cdot \|_2$, $A$ and $B$ are unit matrices, and the distribution of observation noise is $\mathcal{N}(0, \sigma^2 I_n)$, whatever be a signal. Equipping $\mathcal{B}_r = \{ u \in \mathbb{R}^n : \| u \|_2 \leq 1 \}$ with the cone $\mathbf{V} = \mathbf{P}^2 = \{ (V, \tau) : 0 \preceq V, \| V \|_{2,2} \leq \tau \}$, and $\mathcal{X}$ with the cone $X := \mathbf{P}^1 = \{ (U, \mu) : 0 \preceq U, \max_{i,j} |U_{ij}| = \max_i U_{ii} \leq \mu \}$ (both cones are the largest w.r.t. inclusion cones compatible with the respective sets), problem (41) reads

$$\text{Opt} = \min_{\Theta, U, V} \left\{ 4 \gamma_n^2 \sigma^2 \text{Tr}(\Theta) + 4 \max_i U_{ii} + \| V \|_{2,2} : \begin{bmatrix} V & \frac{1}{2} I_n \\ \frac{1}{2} I_n & \Theta + U \end{bmatrix} \succeq 0 \right\}$$

(57)

Observe that every $n \times n$ matrix of the form $Q = EP$, where $E$ is diagonal with diagonal entries $\pm 1$, and $P$ is a permutation matrix, induces symmetry $(\Theta, U, \tau) \mapsto (Q \Theta Q^T, QUQ^T, \tau)$ of the second optimization problem in (57), that it, transformation which maps the feasible set onto itself and keeps the objective intact. Since the problem is convex and solvable, we conclude that it has an optimal solution which remains intact under the symmetries in question, that is, a solution where $\Theta = \theta I_n$ and $U = u I_n$ are scalar matrices. As a result,

$$\text{Opt} = \min_{\theta \geq 0, u \geq 0, \tau} \left\{ 4 \gamma_n^2 \sigma^2 n \theta + 4 u + \tau(\theta + u) \geq 1 \right\} = 2 \min [\gamma_n, \sigma \sqrt{n}, 1].$$

We end up with $\text{Opt} \approx \min [1, \sigma \sqrt{n}], a \approx b$ meaning that $a$ and $b$ coincide within a logarithmic in $n/\epsilon$ factor. Note that when we replace $(\mathcal{X} = \{ x : \| x \|_1 \leq 1 \}, X = \mathbf{P}^1)$ with $(\mathcal{X} = \{ x : \| x \|_s \leq 1 \}, X = \mathbf{P}^s)$, see (29), where $s \in [1, 2]$, the analysis remains the same, and Opt remains intact. Since the $\Theta$-component of an optimal solution to (57) can be selected to be scalar, the contrast matrix $H$ we end up with can be selected to be the unit matrix. An unpleasant observation is that when $s < 2$, the quantity Opt as given by (57) “heavily overestimates” the actual, under the circumstances, risk of the polyhedral estimate with $H = I_n$. Indeed, we are in the case when

$$\mathfrak{R} = \max_x \{ \| x \|_2 : \| x \|_s \leq 2, \| x \|_{\infty} \leq 2\gamma_n \sigma \} \approx \min [\sigma^{-s/2}, \sigma \sqrt{n}],$$

and the concluding quantity can be much smaller than $\text{Opt} \approx \min [1, \sigma \sqrt{n}]$ (look what happens when $\sigma \sqrt{n} = O(1)$ and $n$ is large). As we are about to demonstrate, in the situation in question, the alternative approach to design and analysis of polyhedral estimate described in Section 4 “saves the day” – it produces the same unit contrast matrix and describes correctly its risk (which turns out to be minimax optimal, within logarithmic in $n/\epsilon$ factor).

Let us consider the diagonal case of our estimation problem, where

- $\mathcal{X} = \{ x \in \mathbb{R}^n : \| Dx \|_s \leq 1 \}$, where $D$ is diagonal matrix with positive diagonal entries $D_{\ell\ell} =: \delta_{\ell},$
- $m = \nu = n$, and $A$ and $B$ are diagonal matrices with diagonal entries $0 < A_{\ell\ell} =: \alpha_{\ell},$
- $0 < B_{\ell\ell} =: \beta_{\ell},$

$$23$$
• $\| \cdot \| = \| \cdot \|_r$,

and the noise distributions $P_x, x \in X$, are $(0, \sigma^2 I_n)$-sub-Gaussian.

Let us implement the approach from Section 4.

1. We set $H = H_2$, implying that $\rho(\delta) = \sqrt{2 \ln(2n/\delta)} \sigma$ and $H$ satisfy (11).

2. Implementing the construction from Section 4, we set $\rho = \rho(\epsilon/n) = \sqrt{2 \ln(2n/\epsilon)} \sigma$ (58), and solve $\nu = n$ convex optimization problems (38), which is immediate: the resulting contrast matrix is just the unit one, and

$$\text{Opt}_\ell = \varsigma_\ell := \beta_\ell \min[\rho/\alpha_\ell, 1/\delta_\ell].$$

(59)

**Risk analysis.** The $(\epsilon, \| \cdot \|)$-risk of the resulting polyhedral estimate $\hat{x}(\cdot)$ can be bounded by Proposition 4.1. Note that setting $p = s, \gamma_\ell = \delta_\ell/\beta_\ell, \varsigma_\ell = \beta_\ell \min[\rho/\alpha_\ell, 1/\delta_\ell], 1 \leq \ell \leq n,$ (60) we meet assumptions A.1-2 and satisfy the premise of Proposition 4.1. By this Proposition,

$$\text{Risk}_{\epsilon, \| \cdot \|} \left[ \hat{x} | X \right] \leq \Psi := 2 \max \left\{ ||w_1/\gamma_1; \ldots; w_n/\gamma_n||_r : \| w \|_s \leq 1, 0 \leq w_\ell \leq \gamma_\ell \varsigma_\ell \right\}.$$  

(61)

Let us work out what happens in the simple case where

$$1 \leq s \leq r < \infty$$

(62)

(a) $\alpha_\ell/\delta_\ell$ and $\beta_\ell/\alpha_\ell$ are nonincreasing in $\ell$

(b) $\gamma_\ell$.

**Proposition 5.3** In the just defined simple case, let $n = n$ when $\sum_{i=1}^n (\rho_\ell/\alpha_\ell)^s \leq 1$, otherwise let $n$ be the smallest integer such that

$$\sum_{i=1}^n (\rho_\ell/\alpha_\ell)^s > 1,$$

(63)

with $\rho$ given by (58). Then

$$\text{Risk}_{\epsilon, \| \cdot \|} \left[ \hat{x} | X \right] \leq \Psi \leq 2 \left[ \sum_{\ell=1}^n (\rho_\ell/\alpha_\ell)^s \right]^{1/r}$$

(64)

**Proof.** Consider optimization problem specifying $\Psi$ in (61). Setting $\theta = r/s \geq 1$, let us pass in this problem from variables $w_\ell$ to variables $z_\ell = w_\ell^\theta$, so that

$$\Psi^r = 2^r \max \left\{ \sum_{\ell=1}^{n} z_\ell^\theta (\beta_\ell/\delta_\ell)^r : \sum_{\ell} z_\ell \leq 1, 0 \leq z_\ell \leq (\delta_\ell \varsigma_\ell/\beta_\ell)^s \right\} \leq 2^r \Gamma,$$

$$\Gamma = \max \left\{ \sum_{\ell} z_\ell^\theta (\beta_\ell/\delta_\ell)^r : \sum_{\ell} z_\ell \leq 1, 0 \leq z_\ell \leq \chi_\ell := (\rho_\ell/\alpha_\ell)^s \right\}.$$  

$\Gamma$ is the optimal value in the problem of maximizing a convex (since $\theta \geq 1$) function $\sum_{\ell} z_\ell^\theta (\beta_\ell/\delta_\ell)^r$ over a bounded polyhedral set, so that the maximum is achieved at an extreme point $\bar{z}_\ell$ of the feasible set. The (clearly nonempty) set $I$ of positive entries in $\bar{z}$, by the standard characterization of extreme points, is as follows: denoting by $I'$ the set of indexes $\ell \in I$ such that $\bar{z}_\ell$ is on its
upper bound: \( \tilde{z}_\ell = \chi_\ell \), the cardinality \(|I'|\) of \( I' \) is at least \(|I| - 1 \). Since \( \sum_{\ell \in I'} \tilde{z}_\ell = \sum_{\ell \in I} \chi_\ell \leq 1 \) and \( \chi_\ell \) are nondecreasing in \( \ell \) by (62.2b), we conclude that
\[
\sum_{\ell=1}^{\ell=1} \chi_\ell \leq 1,
\]
implying that \(|I'| < n\) provided that \( n < n \), so that in this case \(|I| \leq n\); and of course \(|I| \leq n\) when \( n = n \). Next, we have
\[
\Gamma = \sum_{\ell \in I} z_\ell^2 (\beta_\ell / \delta_\ell)^r \leq \sum_{\ell \in I} \chi_\ell^2 (\beta_\ell / \delta_\ell)^r = \sum_{\ell \in I} (\rho \beta_\ell / \alpha_\ell)^r,
\]
and since \( \beta_\ell / \alpha_\ell \) is nonincreasing in \( \ell \) and \(|I| \leq n\), the latter quantity is at most \( \sum_{\ell=1}^{\ell=1} (\rho \beta_\ell / \alpha_\ell)^r \).
\( \square \)

Illustration. Consider the case when
\[
0 < \sqrt{\ln(n/\sigma)} \sigma \leq 1, \alpha_\ell = \ell^{-\alpha}, \beta_\ell = \ell^{-\beta}, \delta_\ell = \ell^\delta
\]
with
\[
\beta \geq \alpha \geq 0, \delta \geq 0, (\beta - \alpha)r < 1.
\]
In this case for large \( n \), namely,
\[
n \geq O(\rho^{-\alpha^{1 + \epsilon}}) \quad [\rho = \sqrt{2 \ln(2n/\epsilon)}]
\]
(here and in what follows, the factors hidden in \( O(\cdot) \) depend solely on \( \alpha, \beta, \delta, r, s \)) we get
\[
n = O(\rho^{-\alpha^{1 + \epsilon}}) = O(\rho^{-\alpha^{1 + \epsilon}}), \bar{\alpha} = \alpha + \delta,
\]
resulting in
\[
\text{Risk}_{\epsilon, \|\cdot\|_r} \left[ \hat{X} \right] \leq O(\rho^{-\alpha^{1 + \epsilon}}), \bar{\beta} = \beta + \delta.
\]
Setting \( x = \text{Diag}\{\delta_1^{-1}, ..., \delta_n^{-1}\} y \), \( \bar{\alpha} = \alpha + \delta \), \( \bar{\beta} = \beta + \delta \) and treating of \( y \), rather than \( x \), as the signal underlying our observation, the problem becomes the similar problem with \( \bar{\alpha}, \bar{\beta}, \bar{\delta} = 0 \), \( \tilde{X} = \{x : \|x\|_s \leq 1\} \) in the role of \( \alpha, \beta, \delta, X \), respectively, and \( \tilde{A} = \text{Diag}\{\ell^{-\alpha}, \ell \leq n\} \), \( \tilde{B} = \text{Diag}\{\ell^{-\beta}, \ell \leq n\} \), in the role of \( A \) and \( B \). Now, setting
\[
\tilde{m} = O(\sigma^{-\alpha^{1 + \epsilon}}) \approx n
\]
and strengthening (67) to \( n \geq O(\sigma^{-\alpha^{1 + \epsilon}}) \), observe that when \( \rho \leq O(1) \), \( \tilde{X} \) contains the “coordinate box”
\[
\tilde{X} = \{x : \|x\|_s \leq m^{-1/s}, m/2 \leq \ell \leq m, x_\ell = 0 \text{ otherwise}\}
\]
of dimension \( \geq \tilde{m}/2 \) such that \( \|\tilde{A} y\|_2 \leq O(1) m^{-\alpha} \|y\|_2 \) and \( \|B y\|_r \geq O(1) m^{-\beta} \|y\|_r \) when \( y \in \tilde{X} \). This observation straightforwardly combines with Fano inequality to imply that when \( \epsilon \ll 1 \), the minimax optimal, w.r.t. the family of all Borel estimates, the signal set being \( \tilde{X} \subset X \), \( (\epsilon, \|\cdot\|_r) \)-risk is at least
\[
O(\sigma^{-\alpha^{1 + \epsilon}}),
\]
i.e., is just by a logarithmic in \( n/\epsilon \) factor better than the upper bound (68) on the risk of our polyhedral estimate; thus, in the case under consideration the latter estimate is nearly minimax optimal.
Extensions. We have implemented the approach from Section 4 in the special – diagonal – case of our estimation problem. Recall that this approach is applicable in a much more general case where the (convex compact) signal set $\mathcal{X}$ is computationally tractable. Whenever this is the case, and assuming, as everywhere in this Section, that the distributions $P_x$, $x \in \mathcal{X}$, are $(0, \sigma^2 I_m)$-sub-Gaussian, all we need in order to build (build, not analyse!) a presumably good polyhedral estimate is to specify underlying distributions of observation noises are, is the selection of family $\mathcal{H}$ matrix are chosen, and function $\zeta(\delta)$ upper-bounding $\delta$-quantiles of the random variables $|h^T \xi_x|$, $h \in \mathcal{H}$, $x \in \mathcal{X}$. In our present situation, the random variable $h^T \xi_x$ is the mean of $K$ i.i.d. scalar zero mean random variables, $t$-th of them, $\chi_t$, taking values $h_i - h^T A x$ with probability $[A x]_i$, $i = 1, ..., m$. Quantiles of $|h^T \xi_x|$ are governed by the uniform norm of $h$, so that it makes sense

6 Discrete and Poisson cases

So far, we have considered the estimation problem from Section 2.1 in the case of (0, $\sigma^2 I$)-sub-Gaussian observation noises. We are about to consider two more types of observation noises – those associated with discrete and Poisson observation schemes. All the machinery for building presumably good polyhedral estimate we have developed remains intact, and the only component which should be adjusted is the selection of $\mathcal{H}$ and $g(\cdot)$ – we should understand what kind of magnitude of a contrast vector $h$ is responsible for the quantiles of distributions of $|h^T \xi_x|$ induced by the distributions $P_x$, $x \in \mathcal{X}$, of the observation noises, and what are these quantiles.

6.1 Discrete observation scheme

Consider the situation where our observation stems from $K$-element sample $\zeta_t$, $1 \leq t \leq K$, of independent across $t$ realizations of discrete random variable $\zeta$ taking $m$ values, with the discrete probability distribution of $\zeta$ (which is just a vector $p$ from the probabilistic simplex $\Delta_m = \{ y \in \mathbb{R}_+^m : \sum_i y_i = 1 \}$) linearly parameterized by an unknown signal $x$: $p = A x$, with $x$ known to belong to a given convex compact set $\mathcal{X}$. Given $\zeta_1, ..., \zeta_K$, we want to recover $B x$ in some norm $\| \cdot \|$. 

Example: let $\mathcal{X}$ be a subset of the probabilistic simplex $\Delta_n$, and $\zeta$ be “random encoding” of a discrete random variable $\eta$ distributed according to a signal $x \in \mathcal{X}$. The conditional, given a realization $t \in \{1, ..., n\}$ of $\eta$, distribution of $\zeta$ is a known vector $A_t \in \Delta_m$, so that the distribution of $\zeta$ is $A x$, $A = [A_1, ..., A_n]$. It is convenient to encode the values $t \in \{1, ..., m\}$ of $\zeta$ by the standard basic orths $e_i$ in $\mathbb{R}^m$, so that $\zeta$ becomes a random vector with the values being the vertices of $\Delta_m$. We intend to restrict ourselves with the estimates which are functions of $\omega = \frac{1}{K} \sum_{t=1}^K \zeta_t$ (which is nothing but the empirical distribution of $\zeta$ yielded by the sample $\zeta_1, ..., \zeta_K$). We can think of $\omega$ as of our observation; when this observation stems from a signal $x \in \mathcal{X}$, we have

$$\omega = A x + \xi_x,$$  \hspace{1cm} (69)

where $\xi_x = \frac{1}{K} \sum_{t=1}^K [\zeta_t - A x]$ is zero mean observation noise. We find ourselves in the situation described in Section 2.1 and can apply the machinery we have developed in order to design and analyze polyhedral estimates. The only element of this machinery which is sensitive to what the distributions of observation noises are, is the selection of family $\mathcal{H}$ where the columns of contrast matrix are chosen, and function $\zeta(\delta)$ upper-bounding $\delta$-quantiles of the random variables $|h^T \xi_x|$, $h \in \mathcal{H}$, $x \in \mathcal{X}$. In our present situation, the random variable $h^T \xi_x$ is the mean of $K$ i.i.d. scalar zero mean random variables, $t$-th of them, $\chi_t$, taking values $h_i - h^T A x$ with probability $[A x]_i$, $i = 1, ..., m$. Quantiles of $|h^T \xi_x|$ are governed by the uniform norm of $h$, so that it makes sense
to set $\mathcal{H} = \mathcal{H}_\infty = \{h \in \mathbb{R}^m : \|h\|_\infty \leq 1\}$. Assuming $h \in \mathcal{H}_\infty$, $|\chi_t| \leq 2$, and the variance of $\chi_t$ clearly is $\leq 1$; applying Bernstein Inequality, we get
\[
\text{Prob}\left\{ |h^T \xi_x | > t \right\} \leq 2 \exp\left\{ -\frac{\frac{1}{2}t^2}{1 + \frac{3}{2}t} \right\}, \quad t \geq 0, x \in \mathcal{X},
\]
which allows to set
\[
g(\delta) = \sqrt{\frac{2\ln(2/\delta)}{K}} + \frac{4\ln(2/\delta)}{3K}.
\] (70)

**Example** [continued]. When applying to the above Example the machinery from Section 2.3.2 we need to point out a cone compatible with $\mathcal{X}$, which can be done as follows. Assume that $\mathcal{X} = \Delta_n \cap \mathcal{Y}$, where $\mathcal{Y}$ is a convex compact set which we can equip with compatible with $\mathcal{Y}$ regular cone $\mathcal{Y}$. In this case
\[
\mathcal{X}_s \subset \mathcal{Y}_s \cap \{x \in \mathbb{R}^n : \|x\|_1 \leq 1\} \cap \{x \in \mathbb{R}^n | \sum_i x_i = 0\};
\]
As is immediately seen, we can specify a regular cone compatible with $\mathcal{X}_s$ as
\[
\mathbf{X} = \{(U, \mu) \in \mathbf{S}_+^n \times \mathbb{R}_+ : \exists(\mathbf{V}, \tau) \in \mathbf{Y}, W \in \mathbf{S}^n) : U \preceq V + W, \tau + \|W\|_\infty \leq \mu\}; \quad (71)
\]
note that $\mathbf{X}$ “ignores” the fact that $\sum_i x_i = 0$ for all $x \in \mathcal{X}_s$. We can account for the latter fact by extending $\mathbf{X}$ to the compatible with $\mathcal{X}_s$ (non-regular) cone
\[
\mathbf{X}^+ = \{(U, \mu) \in \mathbf{S}_+^n \times \mathbb{R}_+ : \exists((\mathbf{V}, \tau) \in \mathbf{Y}, W \in \mathbf{S}^n, \lambda \geq 0) : U \preceq V + W + \lambda \mathbf{1}_n \mathbf{1}_n^T, \tau + \|W\|_\infty \leq \mu\}
\]
where $\mathbf{1}_n$ is the all-ones $n$-dimensional vector.

**6.2 Poisson observation scheme**

In Poisson observation scheme, our observation $\omega$ is a realization of random $m$-dimensional vector with independent across $i$ entries $\omega_i \sim \text{Poisson}(|Ax|_i)$, where $A$ is an entrywise nonnegative matrix, and unknown signal $x$ belongs to a given convex compact set $\mathcal{X} \subset \mathbb{R}^n_+$, and our goal is to recover $Bx$. This model describes, e.g., Positron Emission Tomography imaging (PET), where $x$ is the (discretized) density of radioactive tracer injected to the patient. In our present situation, for observation $\omega$ stemming from signal $x \in \mathcal{X}$ we have
\[
\omega = Ax + \xi_x
\]
with zero mean observation $\xi_x := \omega - Ax$. We again find ourselves in the situation of Section 2.1 and again can apply the machinery developed so far to build and analyze polyhedral estimates. The only issue to be decided upon is the selection of $\mathcal{H}$ and $g(\cdot)$, and this issue is easy to resolve. Indeed, it is easily seen (see Section 2.2.4 in Appendix) that when $\omega$ is a random vector with independent across $i$ entries $\omega_i \sim \text{Poisson}(\mu_i)$, one has
\[
\forall t \geq 0 : \text{Prob} \left\{ |h^T [\omega - \mu] | \geq t \right\} \leq 2 \exp\left\{ -\frac{t^2}{3|\sum_i h_i^2 \mu_i + \|h\|_\infty|} \right\}. \quad (72)
\]
We see that specifying $\mathcal{H}$ as $\mathcal{H}_2$, setting $\theta_\infty(A, \mathcal{X}) = \max_{x \in \mathcal{X}} \|Ax\|_\infty$, and denoting by $P_x$ the distribution of $\xi_x$, we ensure that
\[
\forall (x \in \mathcal{X}, h \in \mathcal{H}_2, t \geq 0) : P_x \left\{ \xi : |h^T \xi_x | > t \right\} \leq 2 \exp\left\{ -\frac{t^2}{3|\theta_\infty(A, \mathcal{X}) + t|} \right\}.
\]
so that setting
\[ \varrho(\delta) = \varrho_2(\delta) := 3\ln(2/\delta) + \sqrt{3\ln(2/\delta)}\theta_\infty(A, \mathcal{X}), \]
we ensure that
\[ \forall (x \in \mathcal{X}, h \in \mathcal{H}) : \text{Prob}_{\xi \sim P_2}\{h^T\xi > \varrho(\delta)\} \leq \delta, \delta \in (0, 1), \tag{73} \]
which is what we want from \(\mathcal{H}\) and \(\varrho(\cdot)\). Similarly, with \(\mathcal{H} = \mathcal{H}_\infty\), setting \(\theta_1(A, \mathcal{X}) = \max_{x \in \mathcal{X}} \sum_i |Ax_i|\) and
\[ \varrho(\delta) = \varrho_\infty(\delta) := 3\ln(2/\delta) + \sqrt{3\ln(2/\delta)}\theta_1(A, \mathcal{X}), \]
we again ensure (73). Note that \(\theta_\infty(A) \leq \theta_1(A)\), so that the second option results in larger \(\varrho(\cdot)\) than the first one, meaning that the first option definitely is more preferable when the contrast design from Section 4.3 is used. However, with the approach from Section 2.3.2 what matters in the contrast design and risk bounds, are the optimal values in the optimization problems (13) – (14), (13) – (15). In all these problems the choice of \(\mathcal{H}\) and \(\varrho\) affects only the value of \(\rho\) and the objectives of the problems, via additive term proportional, with a moderate coefficient, to \(\rho^2\theta\), where \(\theta = \text{Tr}(\Theta)\) when \(\mathcal{H} = \mathcal{H}_2\), and \(\theta(\Theta) = \max_i \Theta_{ii}\) otherwise; in both cases, \(\Theta \succeq 0\) is one of the optimization variables. As a result, in the Poisson case it is unclear what is better – to use \(\mathcal{H} = \mathcal{H}_2, \varrho = \varrho_2,\) or \(\mathcal{H} = \mathcal{H}_\infty, \varrho = \varrho_\infty\) – passing from the first option to the second one, we increase the \(\rho\)-factor and decrease the \(\theta\)-factor, with unpredictable in advance effect on the objective. A natural way to resolve this issue is to look at the associated with these two options risk bounds stemming from optimal solutions to the optimization problems in question, and select the option resulting in the better bound.

Concluding remarks. In Sections 2.3.2 and 4.2 we have developed two different approaches to design and analysis of polyhedral estimates. We have seen that every one of them under appropriate circumstances results in a nearly minimax optimal estimation. A natural question is, which approach to use, and a natural answer is: whenever both approaches are applicable, use both of them simultaneously – utilize in the polyhedral estimate the combined contrast matrix \(H = [H_1, H_2]\), where \(H_1\) and \(H_2\) are contrasts produced by our two approaches. This course of actions slightly increases the value of \(\rho\) as compared to those yielded by every one of the approaches separately; this seems to be an acceptable price for the fact that with combined contrast, the upper bound on the \((\epsilon, \| \cdot \|)-\text{risk}\) of the resulting estimate can be taken as the minimum of optimal values in those of problems (13) – (14), (13) – (15), (38) which are relevant to the selected \(\mathcal{H}\).

References

[1] B. F. Arnold and P. Stahlecker. Another view of the Kuks–Olman estimator. *Journal of statistical planning and inference*, 89(1):169–174, 2000.

[2] A. Ben-Tal and A. Nemirovski. *Lectures on modern convex optimization: analysis, algorithms, and engineering applications*, volume 2. Siam, 2001. The material of this reference is fully covered by freely available Lecture Notes [http://www2.isye.gatech.edu/~nemirovs/LMCO_LN.pdf](http://www2.isye.gatech.edu/~nemirovs/LMCO_LN.pdf)
[3] N. Christopeit and K. Helmes. Linear minimax estimation with ellipsoidal constraints. *Acta Applicandae Mathematica*, 43(1):3–15, 1996.

[4] D. L. Donoho. Statistical estimation and optimal recovery. *The Annals of Statistics*, pages 238–270, 1994.

[5] D. L. Donoho, R. C. Liu, and B. MacGibbon. Minimax risk over hyperrectangles, and implications. *The Annals of Statistics*, pages 1416–1437, 1990.

[6] H. Drygas. Spectral methods in linear minimax estimation. *Acta Applicandae Mathematica*, 43(1):17–42, 1996.

[7] S. Efromovich. *Nonparametric curve estimation: methods, theory, and applications*. Springer Science & Business Media, 2008.

[8] S. Efromovich and M. Pinsker. Sharp-optimal and adaptive estimation for heteroscedastic nonparametric regression. *Statistica Sinica*, pages 925–942, 1996.

[9] Y. K. Golubev, B. Y. Levit, and A. B. Tsybakov. Asymptotically efficient estimation of analytic functions in gaussian noise. *Bernoulli*, pages 167–181, 1996.

[10] Goldenshluger, A., Juditsky, A., Nemirovski, A. Hypothesis testing by convex optimization *Electron. J. Statist.* 9(2):1645-1712, 2015. [arXiv:1311.6765](https://arxiv.org/pdf/1311.6765.pdf)

[11] I. Ibragimov and R. Khasminskii. Theory of statistic estimation: Asymptotic theory, 1981.

[12] A. B. Juditsky and A. S. Nemirovski. Nonparametric estimation by convex programming. *The Annals of Statistics*, 37(5a):2278–2300, 2009. [arXiv:0908.3108](https://arxiv.org/pdf/0908.3108.pdf)

[13] Juditsky, A., Nemirovski, A. (2016) “Near-Optimality of Linear Recovery in Gaussian Observation Scheme under $\| \cdot \|_2^2$-Loss” – accepted to *Annals of Statistics*. E-print: [arXiv:1602.01355](https://arxiv.org/pdf/1602.01355.pdf)

[14] A. Juditsky and A. Nemirovski, A. Supplement to “Near-Optimality of Linear Recovery in Gaussian Observation Scheme under $\| \cdot \|_2^2$-Loss.” Accepted to *Annals of Statistics*.

[15] Juditsky, A., Nemirovski, A. (2017) “Near-Optimality of Linear Recovery from Indirect Observations,” submitted to *Mathematical statistics and learning*. E-print: [arXiv:1704.00835](https://arxiv.org/pdf/1704.00835.pdf)

[16] J. Kuks and W. Olman. Minimax linear estimation of regression coefficients (i). *Izvestija Akademija Nauk Estonskoj SSR*, 20:480–482, 1971.

[17] J. Kuks and W. Olman. Minimax linear estimation of regression coefficients (ii). *Izvestija Akademija Nauk Estonskoj SSR*, 21:66–72, 1972.

[18] O. V. Lepskii. Asymptotically minimax adaptive estimation. I. Upper bounds. Optimally adaptive estimates. *Teoriya Veroyatnostei i ee Primeneniya*, 36(4):645–659, 1991.

29
A. Nemirovskii. On nonparametric estimation of smooth regression functions. (in Russian) Izvestia AN SSSR, Ser. Tekhnicheskaya Kibernetika, 1985, No. 3 (the journal is translated into English as Engineering Cybernetics. Soviet J. Computer & Systems Sci.)

A. Nemirovski. Topics in Non-parametric Statistics. in: M. Emery, A. Nemirovski, D. Voiculescu, Lectures on Probability Theory and Statistics, Ecole d’Eté de Probabilités de Saint-Flour XXVII – 1998, Ed. P. Bernard. - Lecture Notes in Mathematics v. 1738, Springer (2000), 87–285. http://www2.isye.gatech.edu/~nemirovs/snf00.pdf

J. Pilz. Minimax linear regression estimation with symmetric parameter restrictions. Journal of Statistical Planning and Inference, 13:297–318, 1986.

M. Pinsker. Optimal filtration of square-integrable signals in gaussian noise. Prob. Info. Transmission, 16(2):120–133, 1980.

C. R. Rao. Linear statistical inference and its applications, volume 22. John Wiley & Sons, 1973.

C. R. Rao. Estimation of parameters in a linear model. The Annals of Statistics, pages 1023–1037, 1976.

A. B. Tsybakov. Introduction to Nonparametric Estimation. Springer Series in Statistics, Springer 2008.

L. Wasserman. All of nonparametric statistics. Springer Science & Business Media, 2006.

A Appendix

A.1 Executive summary on computationally tractable convex sets

Detailed description of what “computationally tractable convex set/function” is goes beyond the scope of this paper; an interested reader is referred to [2]. Here we restrict ourselves with “executive summary:” as follows: “for all practical purposes” (including all applications considered in this paper), a computationally tractable convex set is a set $X \subset \mathbb{R}^N$ given by semidefinite representation

$$X = \{x \in \mathbb{R}^N : \exists u \in \mathbb{R}^M : \mathcal{A}(x,u) \succeq 0\},$$

where $\mathcal{A}()$ is a symmetric matrix affinely depending on $[x;u]$; sets of this type automatically are convex. In simple words: if you can feed the problem of minimizing a linear function over $X$ to CVX, your $X$ is computationally tractable, and nearly vice versa.

A.2 Proofs

A.2.1 Probability bound (16)

We need to verify that if $k$ is a positive integer, $\bar{m} = 2^k$, $G_k$ is $\bar{m} \times \bar{m}$ Hadamard matrix, and $R$ is $\bar{m} \times \bar{m}$ symmetric matrix with $\| \cdot \|_2$-norms of the columns not exceeding $\sqrt{\chi}$, and $\xi$ is $\bar{m}$-dimensional Rademacher vector, then the random matrix

$$E_\xi = R \text{Diag}\{\chi\} F, \quad F = G_k / \sqrt{\bar{m}}$$

*M. Grant and S. Boyd. The CVX Users Guide. Release 2.1, 2014. http://web.cvxr.com/cvx/doc/CVX.pdf*
satisfies

\[ \text{Prob}\{ \| E_\xi \|_\infty > \sqrt{\kappa \chi} \} \leq 1/2, \]

with \( \kappa = 4^{\ln(2m)} \). Let us fix \( i, j, 1 \leq i, j \leq m \). We have

\[ |E_\xi|_{ij} = \sum_{\ell=1}^{m} R_{i\ell} \xi_\ell F_{\ell j} \]

whence for every \( \gamma \geq 0 \) it holds

\[
\text{Prob}\{ |E_\xi|_{ij} > r := \sqrt{\kappa \chi} \} \leq \text{E}\{ \exp\{ \gamma r \} \} \leq \prod_{\ell} \cosh(\gamma R_{i\ell} F_{\ell j}) \leq \exp\{ \frac{1}{2} \gamma^2 \sum_{\ell} R_{i\ell}^2 / \bar{m} \} \leq \exp\{ \frac{1}{2} \gamma^2 \chi / \bar{m} \},
\]

(we have used the relations \( \cosh(t) \leq \exp\{t^2/2\} \), \( \sum_{\ell} R_{i\ell}^2 \leq \chi \), and \| F_{\ell j} \| = 1 / \sqrt{\bar{m}} \)). Optimizing the resulting bound

\[
\text{Prob}\{ |E_\xi|_{ij} > r := \sqrt{\kappa \chi} \} \leq \exp\{ \frac{1}{2} \gamma^2 \chi / \bar{m} - \gamma r \}
\]

in \( \gamma \geq 0 \), we get \( \text{Prob}\{ |E_\xi|_{ij} > \sqrt{\kappa \chi} \} \leq \exp\{-\kappa \bar{m} / 2\} \). By similar reasons, \( \text{Prob}\{ |E_\xi|_{ij} < -\sqrt{\kappa \chi} \} \leq \exp\{-\kappa \bar{m} / 2\} \), whence also

\[ \text{Prob}\{ \max_{i,j} |E_\xi|_{ij} > \sqrt{\kappa \chi} \} \leq 2 \bar{m}^2 \exp\{-\kappa \bar{m} / 2\} = 1/2. \]

\[ \square \]

**A.2.2 Justification of (31)**

Given \( s \in [2, \infty] \) and setting \( \bar{s} = s/2, \bar{s}_* = \frac{\bar{s}}{s-1}, \bar{s}_* = \frac{\bar{s}}{s-1} \), we want to prove that

\[
\{(V, \tau) \in S_+^N \times R_+ : \exists (W \in S^N, w \in R_+) : V \leq W + \text{Diag}\{w\} \& \| W \|_{s_*} + \| w \|_{s_*} \leq \tau \} = \{(V, \tau) \in S_+^N \times R_+ : \exists w \in R_+^N : V \leq \text{Diag}\{w\}, \| w \|_{s_*} \leq \tau \}.
\]

To this end it clearly suffices to check that whenever \( W \in S^N \), there exists \( w \in R^N \) satisfying

\[ W \leq \text{Diag}\{w\}, \| w \|_{s_*} \leq \| W \|_{s_*}. \]

The latter claim is nothing but the claim that whenever \( W \in S^N \) and \( \| W \|_{s_*} \leq 1 \), the conic optimization problem

\[ \text{Opt} = \min_{t,w} \{ t : t \geq \| w \|_{s_*}, \text{Diag}\{w\} \geq W \} \]

(74)

is solvable (which is evident) with optimal value \( \leq 1 \). To see that the latter indeed is the case, note that the problem clearly is strictly feasible, whence its optimal value is the same as the optimal value in the conic problem

\[ \text{Opt} = \max_P \{ \text{Tr}(PW) : P \succeq 0, \| \text{diag}\{P\} \|_{s_/*(s_*/-1)} \leq 1 \} \]

\[ [\text{diag}\{P\} = [P_{11}; P_{22}; \ldots; P_{NN}]] \]

dual to (74). Since \( \text{Tr}(PW) \leq \| P \|_{s_*/(s_*/-1)} \| W \|_{s_*} \leq \| P \|_{s_*/(s_*/-1)} \), recalling what \( s_* \) and \( \bar{s}_* \) are, our task boils down to verifying that when a matrix \( P \geq 0 \) satisfies \( \| \text{diag}\{P\} \|_{s_/2} \leq 1 \), one has also \( \| P \|_{s_*} \leq 1 \), which is immediate: since \( P \) is positive semidefinite, we have \( |P_{i,j}| \leq P_{ii}^{1/2} P_{jj}^{1/2} \), whence, assuming \( s < \infty \),

\[
\| P \|_{s_*} = \sum_{i,j} |P_{i,j}|^s \leq \sum_{i,j} P_{ii}^{s/2} P_{jj}^{s/2} = \left( \sum_i P_{ii}^{s/2} \right)^2 \leq 1.
\]

When \( s = \infty \), the same argument says that \( \| P \|_\infty = \max_{i,j} |P_{i,j}| = \max_i |P_{ii}| = \| \text{diag}\{P\} \|_\infty \).

\[ \square \]
A.2.3 Justifying implication \((11) \Rightarrow (10)\)

We want to prove that whenever \(h \in \mathbb{R}^m\) and \(\xi\) is \(m\)-dimensional \((0, \sigma^2 I_m)\)-sub-Gaussian random vector, one has

\[
\forall (r \geq 0) : \operatorname{Prob}\{|h^T \xi| > r \|h\|_2\} \leq 2 \exp\left\{-\frac{r^2}{2\sigma^2}\right\}.
\]  

(75)

This fact is well-known; to make the paper self-contained, here is the proof. It clearly suffices to verify (75) when \(\|h\|_2 = 1, \sigma = 1\). In this case from sub-Gaussianity of \(\xi\) it follows that

\[
\operatorname{E}\{\exp\{\gamma h^T \xi\}\} \leq \exp\{\gamma^2/2\}, \quad \text{whence} \quad \operatorname{Prob}\{h^T \xi > r\} \exp\{\gamma r\} \leq \exp\{\gamma^2/2\} \quad \text{whenever} \quad \gamma \geq 0;
\]

setting \(\gamma = r\), we arrive at \(\operatorname{Prob}\{h^T \xi > r\} \leq \exp\{-r^2/2\}\) by similar reasons, \(\operatorname{Prob}\{h^T \xi < -r\} \leq \exp\{-r^2/2\}\). □

A.2.4 Justifying \((72)\)

Let \(h \in \mathbb{R}^m\), and let \(\omega\) be random vector with independent across \(i\) entries \(\omega_i \sim \text{Poisson}(\mu_i)\). Taking into account that \(\omega_i\) are independent across \(i\), we have

\[
\operatorname{E}\{\exp\{\gamma h^T \omega\}\} = \prod_i \operatorname{E}\{\exp\{\gamma h_i\omega_i\}\} = \prod_i \exp\{\exp\{\gamma h_i\} - 1\} \mu_i = \exp\{\sum_i [\exp\{\gamma h_i\} - 1] \mu_i\},
\]

whence by Tschebyshev inequality for \(\gamma \geq 0\) it holds

\[
\operatorname{Prob}\{h^T \omega > h^T \mu + t\} = \operatorname{Prob}\{\gamma h^T \omega > \gamma h^T \mu + \gamma t\} \leq \operatorname{E}\{\exp\{\gamma h^T \omega\}\} \exp\{-\gamma h^T \mu - \gamma t\} \leq \exp\{\sum_i \exp\{\gamma h_i\} - 1) \mu_i - \gamma h^T \mu - \gamma t\},
\]  

(76)

Now, it is easily seen that when \(|s| \leq 2/3\), one has \(e^s \leq 1 + s + \frac{4}{9}s^2\), which combines with (76) to imply that

\[
0 \leq \gamma \leq \frac{2}{3 \|h\|_\infty} \Rightarrow \ln \left(\operatorname{Prob}\{h^T \omega > h^T \mu + t\}\right) \leq \frac{3}{4} \gamma^2 \sum_i h_i^2 \mu_i - \gamma t.
\]

(77)

Minimizing the right hand side in this inequality in \(\gamma \in [0, \frac{2}{3 \|h\|_\infty}]\), we get

\[
\operatorname{Prob}\{h^T \omega > h^T \mu + t\} \leq \exp\left\{-\frac{t^2}{3 \sum_i h_i^2 \mu_i + \|h\|_\infty t}\right\}.
\]

This inequality combines with the same inequality applied to \(-h\) in the role of \(h\) to imply (72). □