Quantifying Robustness to Adversarial Word Substitutions

Yuting Yang, Pei Huang, FeiFei Ma, Juan Cao, Meishan Zhang, Jian Zhang

1 Key Lab of Intelligent Information Processing, Institute of Computing Technology, Chinese Academy of Sciences, Beijing, 100190, China
2 University of Chinese Academy of Sciences, Beijing, 100049, China
3 State Key Laboratory of Computer Science, Institute of Software, Chinese Academy of Sciences (ISCAS), Beijing, 100190, China
4 Laboratory of Parallel Software and Computational Science, ISCAS, Beijing, 100190, China
5 Institute of Computing and Intelligence, Harbin Institute of Technology (Shenzhen), China yangyuting@ict.ac.cn, mason.zms@gmail.com, zj@ios.ac.cn, jtli@ict.ac.cn

Abstract
Deep-learning-based NLP models are found to be vulnerable to word substitution perturbations. Before they are widely adopted, the fundamental issues of robustness need to be addressed. Along this line, we propose a formal framework to evaluate word-level robustness. First, to study safe regions for a model, we introduce robustness radius which is the boundary where the model can resist any perturbation. As calculating the maximum robustness radius is computationally hard, we estimate its upper and lower bound. We repurpose verification methods as ways of seeking upper bound and design a pseudo-dynamic programming algorithm for a tighter upper bound. Then verification method is utilized for a lower bound. Further, for evaluating the robustness of regions outside a safe radius, we reexamine robustness from another view: quantification. A robustness metric with a rigorous statistical guarantee is introduced to measure the quantification of adversarial examples, which indicates the model’s susceptibility to perturbations outside the safe radius. The metric helps us figure out why state-of-the-art models like BERT can be easily fooled by a few word substitutions, but generalize well in the presence of real-world noises.

Introduction
Deep learning models have achieved impressive improvements on various NLP tasks. However, they are found to be vulnerable to input perturbations, such as paraphrasing (Ribeiro, Singh, and Guestrin 2018), inserting character (Belinkov and Bisk 2018) and replacing words with similar ones (Ren et al. 2019). In this paper, we focus on word substitution perturbation (Jin et al. 2020) as shown in Figure 1, in which the output of a model can be altered by replacing some words in the input sentence while maintaining the semantics. Before deep learning models are widely adopted in practice, understanding their robustness to word substitution is critical.

In recent years, several studies focus on generating adversarial examples (Jin et al. 2020) or certify the absence of adversarial examples in the whole perturbation space (Jia et al. 2019) as shown in Figure 1, in which the output of a model is likely different but is not adversarial. However, almost all current deep learning models are unable to be regarded as absolutely robust under such a yes-or-no binary judgment. Along this line, some deeper questions can be asked. Where is the safe boundary of a model to resist perturbation? Why can a well-trained NLP model be fooled by small perturbations but generalize well to real-world inputs with noises? Does the existence of an adversarial example in the exponential input space completely destroy the defense capability of the model?
To answer these questions more comprehensively, we propose a formal framework for evaluating models’ robustness to word substitution from the view of quantification. We quantify the magnitude of the perturbation (or the number of substitutions) a model can resist. Figure 2 visualizes the problems we study in this paper. Robustness radius (safe radius) \( r \), which is defined as the magnitude of the perturbation space where no adversarial examples exist, is useful for studying the safe regions of models. In particular, the maximum robustness radius \( R \) depicts the boundary of perturbations a model can resist. Apart from safe regions, the vulnerability outside safe regions also needs to be evaluated as it can influence the model’s performance in practice. A natural idea is to quantify the number of adversarial examples for a given radius as a metric for robustness.

The main challenge of the evaluation framework is that the perturbation space can be exponentially large, so solving these problems exactly is not feasible in many cases. To overcome this problem, we retreat from the exact computation of \( R \) to estimate its upper and lower bounds. An adversarial example with fewer substitutions can provide a tighter upper bound for \( R \). Therefore, we repurpose attack methods for evaluating upper bound and design an algorithm called pseudo-dynamic programming (PDP) to craft adversarial examples with as few substitutions as possible. Then, for the lower bound, we find that certifying word-level robustness with a fixed radius can be solved in polynomial time. So we use verification methods to give a lower bound. Finally, we introduce a robustness metric \( PR \) which denotes the number of adversarial examples for a given radius. It can provide a quantitative indicator for the models’ robustness outside the absolute safe radius. As it is a more difficult problem than calculating the maximum safe radius, we estimate the value of \( PR \) with a rigorous statistical guarantee.

We design experiments on two important NLP tasks (text classification and textual entailment) and two models (BiLSTM and BERT) to study our methods empirically. Experiments show that PDP algorithm has a stronger search capability to provide a tighter upper bound for the maximum robustness radius. The robustness metric \( PR \) results present an interesting phenomenon: although most well-trained models can be attacked by a few word substitutions with a high success rate, the word-substitution-based adversarial examples distribute widely in perturbation space but just occupy a small proportion. For example, BERT can be successfully (> 89.7%) attacked by manipulating 4.5 words on average on IMDB. However, more than 90.66% regions can resist random word perturbations with a high probability (> 9.9). We conclude that some adversarial examples may be essentially on-manifold generalization errors, which can explain the reason why these “vulnerable” models can generalize well in practice.

**Preliminary**

Given a natural language classifier \( F : \mathcal{X} \rightarrow \mathcal{Y} \), which is a mapping from an input space to an output label space. The input space \( \mathcal{X} \) contains all possible texts \( X = w_1, w_2, \ldots, w_n \) and output space \( \mathcal{Y} = \{y_1, y_2, \ldots, y_c\} \) contains \( c \) possible predictions of an input. \( w_i \) is usually a word embedding or one-hot vector. \( F_y(\cdot) \) is the prediction score for the \( y \) label. Let \( P = \{p_1, p_2, \ldots, p_m\} \) be the set of perturbable positions. For each perturbable position \( p \in P \), there is a set \( S(X, p) \) which contains all candidate words for substitution without changing the semantics (the original word \( w_p \) is also in \( S(X, p) \)). Figure 2 is a schematic diagram and contains explanations of some notations.

**Definition 1 (Adversarial Example).** Consider a classifier \( F(x) \). Given a sequence \( X \) with gold label \( y^* \) and \( X' = w_1', w_2', \ldots, w_n' \) which is a text generated by perturbing \( X \), \( X' \) is said to be an adversarial example if:

\[
F(X') \neq y^*
\] (1)

**Definition 2.** A perturbation space \( \Omega(X) \) of an input sequence \( X \) is a set containing all perturbations generated by substituting the original word by candidate words in \( S(X, p) \) for each perturbable position \( p \in P \).

The cardinality of \( \Omega(X) \) is \( \prod_{p \in P} |S(X, p)| \).

**Definition 3 (Word-level Robustness).** Consider a classifier \( F(x) \). Given a sequence \( X \) with gold label \( y^* \), classifier \( F \) is said to be robust in the perturbation space \( \Omega(X) \) if the following formula holds:

\[
\forall X'. X' \in \Omega(X) \Rightarrow F(X') = y^*
\] (2)

If a classifier is not robust in \( \Omega(X) \), we also want to know what maximum perturbation it can resist. We use \( L_0 \) distance \( r \) to describe the degree of perturbation, which is also called robustness radius or safe radius. The maximum robustness radius is denoted as \( \hat{R} \).

**Definition 4 (Word-level \( L_0 \)-Robustness).** Consider a classifier \( F(x) \). Given an \( L_0 \) distance \( r \) and a sequence \( X \) with gold label \( y^* \). Let \( \Omega_r(X) := \{X' : X' \in \Omega(X) \land \|X' - X\|_0 \leq r \} \) and \( \|\cdot\|_0 \) denote the number of substituted words. The classifier \( F \) is said to be robust with respect to \( \Omega_r(X) \) if the following formula holds true:

\[
\forall X'. X' \in \Omega_r(X) \Rightarrow F(X') = y^*
\] (3)

If formula (3) is true, that means neural network can resist any substitutions in \( \Omega_r(X) \). For the point-wise robustness metric, substitution length and ratio can be easily converted to each other.

**Problems**

From a high-level perspective, there are four types of relevant problems:

- **Type-1 (Satisfaction problem).** Find an adversarial example in the perturbation space. It helps to prove that a neural network is unsafe in a certain input space.

- **Type-2 (Optimization problem).** Find the adversarial example with minimal perturbation. This can help us figure out the boundary of safe regions.

- **Type-3 (Proving problem).** Certify the absence of adversarial examples in the perturbation space. In other word, prove that the formulas like (2) or (3) is true. This problem can prove that the network is absolutely safe in certain input spaces.
• Type-4 (Counting problem). Give the number of adversarial examples in the perturbation space. It further investigates the model’s susceptibility outside the absolutely safe radius.

In recent years, most relevant works focused on developing effective attacking algorithms for generating adversarial examples [Jia et al. 2019; Huang et al. 2019a; Ye, Gong, and Liu 2020], which can be viewed as “Type-1 problem”: finding an adversarial example in the perturbation space. However, finding an adversarial example or not can not reflect the model’s defense ability in the whole perturbation space. Type-2~4 problems are more informative and remains to be studied, which are our focuses in this work.

These four problems present different levels of difficulty. In more details, Type-1 problem is in $\mathcal{NP}$; Type-2 problem is $\mathcal{NP}$-hard; Type-3 problem is in Co$\mathcal{NP}$ (Katz et al. 2017); and Type-4 problem is $\#\mathcal{NP}$-hard. Type-3 problem is the complement of Type-1 problem. Sometimes, Type-1 and Type-3 problems are not strictly distinguished, so certifying robustness is sometimes said to be in $\mathcal{NP}$ as well. These conclusions are drawn when the tasks and neural networks have no restrictions.

Methods

In this section, we propose a formal framework for evaluating robustness to word substitution perturbation. We first study the upper and the lower bound for the safe boundary which belongs to Type 2 and Type 3 problem respectively. Then we use a statistical inference method to quantify the adversarial examples outside a safe region with a rigorous guarantee, which is a Type 4 problem. For a more clear state, we organize the following sections according to the three problems.

Type-2 Problem: Pseudo-Dynamic Programming for Crafting Adversarial Examples

As shown in Figure 1, if an adversarial example is found in $\Omega(X)$, it means $\Omega_r(X)$ is not $L_0$-Robust according to Definition 4 or the maximum robustness radius of the model must be lower than $r$. An adversarial example offers an upper bound for the maximum robustness radius. Naturally, we wonder about a tighter upper bound for estimating safe boundaries. So, we design an efficient algorithm to find adversarial examples with fewer substituted words in $\Omega(X)$. The algorithm can not only find high-quality adversarial examples, but also provide a tighter upper bound for robustness radius in $\Omega_r(X)$. The basic idea of our method is inspired by dynamic programming.

Methodology Finding the optimal adversarial example $X'$ can be seen as a combinatorial optimization problem with two goals:

i) Optimize the output confidence score of $F(X')$ to fool the classifier.

ii) Minimize the number of substituted words (i.e. Minimize $\|X' - X\|_0$).

Algorithm 1: PDP (Pseudo-Dynamic Programming)

Input:

$F$: A classifier 
$X$: An input text with $n$ words 
$\tau$: the maximum percentage of words for modification.

Output: An adversarial example $X'$ or Failed.

1: $A(X, 0) \leftarrow \{X\}$

2: $P_1 \leftarrow \emptyset$, $P_2 \leftarrow \{p_1, p_2, ..., p_m\}$

3: for all $t \leftarrow 1$ to $m$

4: $A(X, t-1) \leftarrow \text{TopK}(A(X, t-1))$

5: $p* \leftarrow \text{arg max}_{p \in P_2} \{I_p(A(X, t-1), p)\}$

6: $A(X, t) \leftarrow A(X, t-1) \times S(X, p*)$

7: $P_1 \leftarrow P_1 \cup \{p*\}$, $P_2 \leftarrow P_2 \setminus \{p*\}$

8: if $\exists X' \in A(X, t), F(X') \neq y*$ and $\|X' - X\|_0 \leq \tau \times n$ then

9: $X' \leftarrow$ the best adversarial example in $A(X, t)$

10: return $X'$

11: end if

12: end for

13: return Failed

We consider the optimizing procedure is in correlation with a time variable $t$. Let $A(X, t)$ denote the text set containing all combinations of word substitutions for first $t$ perturbed positions $\{p_1, p_2, ..., p_t\}$. Opt$[\{(A(X, t))\}]$ denotes the operation to get the optimal adversarial example from $A(X, t)$. Operation $A(X, t-1) \times S(X, p_t)$ means substitute the $p_t$-th position with candidate words in $S(X, p_t)$ for all texts in $A(X, t-1)$. Then we get the optimal adversarial example from $A(X, m)$ in $m$ steps:

$\text{Opt}[A(X, t)] := \text{Opt}[A(X, t-1) \times S(X, p_t)]$

where $|P|=m$, $t \in \{1, ..., m\}$ and $A(X, 0) = \{X\}$. This procedure can guarantee to find the optimal adversarial example. However, it has exponential time complexity as the size of $A(X, t)$ increases exponentially with $t$.

We make some relaxations for this procedure to ensure it can be executed in polynomial time. At step $t$, we only keep top $K$ texts in $A(X, t-1)$ which are considered to be more promising in generating adversarial examples. The others will be forgotten at this step. In this context, we have:

$A(X, t) := \text{TopK}(A(X, t-1)) \times S(X, p_t)$

(4)

This relaxation comes at the cost of the guarantee of finding the optimal adversarial example. Due to that, the recurrence relation is similar to the dynamic programming equation, we call it pseudo-dynamic programming (PDP).

Notice that the number of substituted words of all texts in $A(X, t)$ is less than $t$. So, when an adversarial example is found at an earlier time $t$, it has greater chances to achieve the goal (ii) better. So, we make use of the future information to help the procedure encounter an adversarial example at an earlier time $t$. At time $t - 1$, the perturbable position set $P$ can be divided into two sets $P_1 = \{p_1\}_{i=1}^{t-1}$ and $P_2 = \{p_i\}_{i=t}^m$. $P_1$ is the set of positions that have been considered and $P_2$ is the set of positions to be considered in the future. Then we look ahead and pick the best position $p^*$ in $P_2$ to
Generally speaking, proving is much more difficult than finding bound, we can figure out the boundary of the safe regions. Via combining the upper and lower worst case, and the proof is in the supplementary material.

Score Functions Next, we explain how to realize \( \text{TopK}(\cdot) \) for remembering history information and how to look ahead for the future in finding \( p_s \), which is the key to the PDP.

\( \text{TopK}(\cdot) \) We use the score \( I_s(X') \) to measure the importance of a text \( X' \in A(X, t) \). It can be:

- Untargeted attack: \( I_s(X') := 1 - F_{y^*}(X') \)
- Targeted (\( \hat{y} \)) attack: \( I_s(X') := F_{\hat{y}}(X') \)

Operation \( \text{TopK}(\cdot) \) will preserve \( K \) texts with highest score \( I_s \). For an untargeted attack, it will preserve \( K \) texts with the lowest confidence score for the gold label; For a targeted attack, it will preserve \( K \) texts with the highest confidence score for the expected output label \( \hat{y} \).

Looking Ahead We call \( A(X, t) \) as a configuration at time \( t \). Let \( X_{w_p \leftarrow w} \) denote the text after replacing the word \( w_p \) in position \( p \) of \( X \) by \( w \). The importance score of the perturbed position \( p \) under the current configuration \( A(X, t) \) is \( I_p(A(X, t), p) \). It can be:

- Untargeted attack:
  \[
  I_p(A(X, t), p) := 1 - \min_{X' \sim A, w \in S(X, p)} \{ F_{y^*}(X'_{w_p \leftarrow w}) \}
  \]

- Targeted attack:
  \[
  I_p(A(X, t), p) := \max_{X' \sim A, w \in S(X, p)} \{ F_{\hat{y}}(X'_{w_p \leftarrow w}) \}
  \]

where \( X' \sim A \) means drawing some texts from \( A(X, t) \) with probability proportional to \( I_s(X') \). Then we have the position \( p_s \), which has the highest score \( I_p \), for the next step \( t \) to consider:

\[
 p_s := \arg \max_{p \in P} \{ I_p(A(X, t - 1), p) \}
\]

Under the white-box setting, gradient information also can be used to measure the importance of position \( p \).

The overall PDP algorithm is shown in Algorithm 1. It is a polynomial-time algorithm \( O(2^n \cdot \text{poly}([F], n)) \) in the worst case, and the proof is in the supplementary material. \( \text{poly}([F], n) \) represents prediction time of classifier \( F \) for an input with length \( n \). It is a polynomial function.

Type-3 Problem: Robustness Verification

Verification is a method to prove the correctness of a system with respect to a certain property via formal methods of mathematics. If we can prove formula \( \square \) is true for a certain radius \( r \) (Type-3 problem), that means \( r \) is a lower bound of maximum safe radius. Via combining the upper and lower bound, we can figure out the boundary of the safe regions. Generally speaking, proving is much more difficult than finding a counter example (Type-1 problem), which needs to enumerate the exponential space or design a theorem proving algorithm. Several over-approximate verification methods like Interval Bound Propagation (IBP) \cite{Jia2019, Huang2019} have recently been introduced from image to NLP. Limited by time cost, scaling to large neural networks is a challenge for these methods. In this section, we introduce a property of \( L_0 \)-robustness, which is helpful for certifying robustness when radius \( r \) is fixed. It can also be used to improve the efficiency of other verification methods.

**Theorem 1.** For any fixed \( r \), Type-3 problem is in time complexity class \( P \).

**Proof.** Suppose that a classifier \( F \) can output a prediction for an input \( X \) with length \( n \) in \( \text{poly}([F], n) \) time and \( X \) has \( m \) perturbable positions. For a given \( r \), we have:

\[
\Omega_r(X) \leq \left( \frac{m}{r} \right) \cdot v^r \leq \left( \frac{n}{r} \right) \cdot v^r
\]

where \( v = \max_{p \in P} \{ |S(X, p)| \} \). We know that the size of \( \Omega_r(X) \) is bounded by \( O((nv)^r) \). So, one can test all the possible substitutions in \( \Omega_r(X) \) in \( O((nv)^r) \cdot \text{poly}([F], n) \) time to answer problems of Type-3.

Such conclusions are specific for NLP area owing to its discrete nature. In many cases, the upper bound of \( r \) can be given by our PDP algorithm. In such a situation, we can directly enumerate all the possible substitutions to prove the absence of adversarial examples within \( r \) (or formula \( \Box \) holds) in polynomial time. The enumeration procedure accomplished by a simple prover (SP), returns “Certified Robustness” or “Found an adversarial example”. After the absence of adversarial examples in \( \Omega_r(X) \) is proved, \( r \) is a lower bound for the maximum \( L_0 \)-robustness radius.

All the possible substitutions compose a polynomial-time verifiable formal proof for the absence of adversarial examples. A checkable proof can make the result more convincing. If an algorithm finds an adversarial example, we can check the result easily. However, if an algorithm reports no adversarial examples, it is difficult to figure out whether there are indeed no adversarial samples or the verification algorithm has some bugs.

Under the white-box setting, the gradient information can be used to accelerate the verification algorithm. The basic idea is to test more sensitive positions first. Once an adversarial example occurs, the program can be terminated. Let \( \| \partial F_p(X) / \partial w_p \| \) denote sensitivity score of perturbable position \( p \), we can pre-sort the perturbable positions in \( P \) based on the sensitivity score.

**Type-4 Problem: Robustness Metric**

Why are neural networks often fooled by small crafted perturbations, but have good generalization to noisy inputs in the real environment? How about the ability of a model to resist perturbation outside the robust radius? These questions promote us to analyze robustness from another perspective: the quantity of adversarial examples. Sometimes, it is difficult to enumerate all the adversarial examples in the perturbation space.
We relax the universal quantifier “∀” in formula (2) to a quantitative version as word-level robustness metric $PR$:

$$PR := \frac{\left| \{X' : X' \in \Omega_r(X) \land F(X') = y^* \} \right|}{|\Omega_r(X)|},$$

(6)

where we can see that $1 - PR$ is the proportion of adversarial examples. Therefore, the higher the $PR$ value is, the less vulnerable the classifier $F$ is to be fooled by random perturbations around the point $X$. When $PR = 1$, it is equivalent to formula (2).

Apparently, the exact computation of $PR$ is essentially a Type-4 problem. For a long input sequence, calculating the value of $PR$ is infeasible at the moment due to the limitation of computational power. As an alternative, we estimate $PR$ via a statistical method. Suppose that $X_1, X_2, ..., X_N$ are taken from $\Omega_r(X)$ with uniform sampling, then an estimator $\hat{PR}$ for $PR$ is:

$$\hat{PR} := \frac{1}{N} \sum_{i=1}^{N} 1(F(X_i) = y^*)$$

(7)

The satisfaction of $(F(X_i) = y^*)$ can be seen as Bernoulli random variable $Y_i$, i.e., $Y_i \sim Bernoulli(PR)$. So, if we want to estimate $\hat{PR}$ to satisfy a prior guarantee such as the probability of producing an estimation which deviates from its real value $PR$ by a certain amount $\epsilon$ is less than $\delta$, the following must hold:

$$Pr(|\hat{PR} - PR| < \epsilon) > 1 - \delta$$

(8)

Based on Hoeffding’s inequality:

$$Pr\left(\left| \frac{1}{N} \sum_{i=1}^{N} Y_i - PR \right| \geq \epsilon \right) \leq 2e^{-2N\epsilon^2}$$

(9)

For given parameters $\epsilon$ and $\delta$, the estimator $\hat{PR}$ satisfies formula (8) if:

$$N > \frac{1}{2\epsilon^2} \ln \frac{2}{\delta}$$

$\hat{PR}$ is a metric for a model’s susceptibility to random perturbations with rigorous statistical guarantees. As the error bound and sample complexity is similar to those in PAC theory, we also call it PAC-style robustness metric.

**Experiments**

In this section, we design three sets of experiments to study the three problems and methods we proposed.

**General Experiment Setup**

**Tasks** We conduct experiments on two important NLP tasks: text classification and textual entailment. MR (Pang and Lee 2005) and IMDB (Maas et al. 2011) are sentence-level and document-level sentiment classification respectively on positive and negative movie reviews. SNLI (Bowman et al. 2015) is used to learn to judge the relationship between two sentences: whether the second sentence can be derived from entailment, contradiction, or neutral relationship with the first sentence.

**Target Models** For each task, we choose two widely used models, bidirectional LSTM (BiLSTM) (Conneau et al. 2017) and BERT (Devlin et al. 2019) as the attacking target models. For BiLSTM, we used a 1-layer bidirectional LSTM with 150 hidden units, and 300-dimensional pre-trained GloVe (Pennington, Socher, and Manning 2014) word embeddings. We used the 12-layer based version of BERT model with 768 hidden units and 12 heads, with 110M parameters. Details of the data and the classification accuracy on the test set of the models are listed in Table 1.

| Dataset | Avg Len | Train | Test | BiLSTM | BERT |
|---------|--------|------|------|--------|------|
| MR      | 20(2/50) | 9K   | 1K   | 82.47  | 89.60 |
| IMDB    | 215(6/2K) | 25K  | 25K  | 91.23  | 92.27 |
| SNLI    | 8(2/30)  | 570K | 10K  | 84.43  | 90.50 |

Table 1: Overview of the datasets and the test accuracy of target models. The numbers in brackets of column “Avg Len” are the minimum/maximum length.

**Type-2 Problem: Attack Evaluation**

**Baselines** We use two state-of-the-art adversarial crafting methods (TextFooler (Jin et al. 2020) and SemPSO (Zang et al. 2020)) as references to compare the search capability of PDP. TextFooler is a greedy algorithm and SemPSO is a particle-swarm-based algorithm. They all focus on Type 1 problem while PDP focuses on Type 2 problem.

**Metrics** We evaluate the performance of these attack methods including the rate of successful attacks and the percentage of word substitution. A smaller percentage (or number) of word substitution means a tighter upper bound for the maximum $L_0$-robustness radius.

**Settings** For a fair comparison, we set the same candidate set and constraints for different attack methods. The candidate is generated by HowNet (Dong and Dong 2006) and similarities of word embeddings. HowNet is arranged by the sememe and can find the potential semantic-preserving words. Word embeddings can further help to select the most similar candidate words. So, we generate $S(X, p)$ via cleaning the synonyms obtained by HowNet with cosine similarity of word embeddings. We reserve top $\eta$ ($\eta = 5$) synonyms as candidates for each position.

For MR, we experiment on all the text tests classified correctly. For IMDB and SNLI, we randomly sample 1000 texts classified correctly from the test set. Following (Alzantot et al. 2018) (Zang et al. 2020), only the hypotheses are perturbed for SNLI. The adversarial examples with modification rates less than 25% are considered valid.

**Attack Results** We present the average percentage of substitutions (%S) in Table 2 and the number of times each method “wins” the others in terms of substitution length (#Win). The experimental results show that PDP always gives adversarial examples with fewer substitutions. Especially for the long-text dataset, IMDB, 599 (59.9%) adversarial examples found by PDP contains the least word substitutions for BiLSTM (the remaining 40.1% holds the
Table 2: The attack results of different methods. #Attacks is the number of texts to be attacked. #Succ is the number of successful attacks. #Win is the number of successful attacks crafted with the least substitutions for the same texts among various attack methods. %S is the average percentage of substituted words.

| Dataset | Model  | #Attacks | #Succ | #Win | %S  | #Succ | #Win | %S  |
|---------|--------|----------|-------|------|-----|-------|------|-----|
| MR      | BiLSTM | 880      | 636   | 0    | 10.64 | 464   | 0    | 12.09 |
|         | BERT   | 956      | 580   | 0    | 12.10 | 323   | 0    | 13.96 |
| IMDB    | BiLSTM | 1000     | 947   | 0    | 4.58  | 854   | 0    | 6.78  |
|         | BERT   | 1000     | 871   | 0    | 4.31  | 714   | 0    | 8.47  |
| SNLI    | BiLSTM | 1000     | 505   | 0    | 15.99 | 592   | 0    | 15.76 |
|         | BERT   | 1000     | 587   | 0    | 16.10 | 636   | 0    | 15.83 |

Figure 3: Comparison of the number of substituted words of different methods on IMDB. Each point represents a text (x-axis is the number of substituted (#S) words of PDP and y-axis is that of other attack methods). Points over the diagonal are where PDP finds an adversarial example with fewer substitutions.

Figure 4: The percentage of regions (Ω_r(X)) that do not yield to different attacking methods in each perturbation radius. x-axis can be seen as the upper bounds given by different attacking methods.

Type-4 Problem: Robustness Metric

We evaluate the robustness score (Equation 6) of different models on different tasks. The evaluation is performed on the randomly sampled 1000 test data and the sample size N is 5000 (ε=0.025, δ=0.005). The violin plots of PR are shown in Figure 5. As most attacking algorithms limit the maximum perturbation ratio to smaller than 25%, we set r to 25% of the length of the sentence.

Most of the shadows in all sub-figures are close to the top horizontal line (maximum PR), which means that most regions have high robustness scores PR. Take BERT model on IMDB task as an example, 89.9% regions are found with adversarial examples as shown in Table 2 which indicates the “vulnerability” of the model. However, via robustness metric, we find that 90.66% regions achieve PR larger than 0.9. It means, most regions (90.66%) can resist random word perturbations with high probability (> 0.9). A conclusion can be drawn: these well-trained models are usually robust to word substitutions in a non-adversarial environment.

For a well-trained model, the adversarial examples crafted by word substitution are almost everywhere and close to the normal point in the perturbation space, but their proportion is very low. In 2019, Stutz et al. pointed out that on-manifold robustness is essentially generalization and on-manifold adversarial examples are generalization errors (Stutz, Hein, and Schiele 2019). Suppose users’ selection from a synonym candidate is similar to the process of rolling a die, which
Table 3: Certified robustness. “Found” and “Certified” are the abbreviations for “an adversarial example found” and “certified to be robust” respectively. %F and %C are the percentage of “Found” and “Certified”. “T” is the average time.

![Violin plots of robustness score on the test set when \( r = 25\% \) of the length of sentence. The width of x-axis represents the frequency of corresponding \( PR \) in y-axis. Top and bottom horizontal lines are the maximum and minimum value of \( PR \).]

Related Work

Existing works about the word-level robustness problem mainly focus on three lines of research points.

**Adversarial Examples** Various attack algorithms are developed for generating adversarial examples via substitutions including gradient descent methods (Sato et al. 2018, Liang et al. 2018, Wang et al. 2021), genetic algorithm (Alzantot et al. 2018), particle-swarm-based method (Zang et al. 2020), greedy-based methods (Ren et al. 2019, Jin et al. 2020) and BERT-based methods (Li et al. 2020, Garg and Ramakrishnan 2020). They focus on how to generate adversarial examples effectively and simply regard robustness as the opposite of attack success rate.

**Robustness Verification** Jia et al. 2019, Huang et al. 2019a, Shi et al. 2020 migrate the over-approximate method IBP from the image field to certify the robustness in the continuous space based on word embedding. Although they can give a provably robust to all possible perturbations within the constraints, the limitation is that a model which is not robust in continuous space can be robust in discrete space, as the vectors that can fool the model may not correspond to any real words. Ye, Gong, and Liu 2020 introduce a randomized smoothing-based method to certify the robustness of a smoothed classifier. Existing robustness evaluation works focus on robustness verification which aims to verify the absolute safe for a given model in the whole perturbation space. They ignore the safe sub-regions and unsafe regions.

**Defense** Naturally, the final goal is to defend against attacking and improve the robustness of models. Adversarial data augmentation (ADA) is one of the most effective empirical methods. Ren et al. 2019, Jin et al. 2020, Li et al. 2020, Garg and Ramakrishnan 2020, Wang et al. 2021 adopt the adversarial examples generated by their attack methods for adversarial training and achieve some robustness improvement. Adversarial training is another similar method, which incorporates a min-max optimization between adversarial perturbations and the models by adding norm-bounded perturbations to word embeddings (Madry et al. 2018, Zhu et al. 2020). They depend on search algorithms for adversarial examples, so our PDP with better search ability can provide support for these robustness enhancement methods.

Conclusion

Overall, we build a formal framework to study the word-level robustness of the deep-learning-based NLP systems. We repurpose the attack method for robustness evaluation and design a pseudo-dynamic programming framework for crafting adversarial examples with fewer substitutions to provide a tighter upper bound. Besides, we notice that the absence of adversarial examples within any fixed radius can be verified in polynomial time, and give a simple prover to...
certify the lower bound. Experimental results show that our methods can provide tighter bounds for robustness evaluation, and most state-of-the-art models like BERT cannot resist a few word substitutions. Further, we discuss the robustness from the view of quantification and introduce a PAC-style metric to show they are robust to random perturbations, as well as explain why they generalize well but are poor in resisting adversarial attacks. It can be helpful to studying defense and interpretability of NLP models.
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