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We propose a new lazy learning-based cancellation approach to improve spectral efficiency for current wireless communication systems, suppress self-interference (SI) sent from base stations, and enable in-band full-duplex (IBFD) transmissions in cellular networks. Our proposed approach consists of two phases based on traditional IBFD systems: an offline phase for database generation and an online phase for data transmission. In the offline phase, the output before a 0/1 decision is premade without the desired signal input and recorded in a database with self-defined feature vectors (FVs). In the online phase, a suitable result is sought from the generated database with the help of a learning method and FV for the same system architecture with the desired signal input. The result is then assigned an SI cancellation value. Regular and eager learning-based cancellation approaches are employed to evaluate the proposed method and simulate the transmission output. Computer simulation results indicated that the proposed cancellation methods could achieve about 134 dB SI suppression and achieve nearly the same transmission levels as methods with no SI effect, enabling the IBFD operations in wireless communication systems better than the regular and eager learning-based techniques.

1. Introduction

Wireless communication traffic has been rapidly increasing with the prevalence of smartphone applications and Internet of Things devices. Development of new spectrum resources and improvement of spectral efficiency (SE) to provide proliferating wireless traffic for future mobile communication systems beyond the 5th generation require time, effort, and money [1, 2].

This study concentrates on a potentially disruptive technology called in-band full-duplex (IBFD) to increase the SE in wireless communication systems. IBFD systems can double the SE under ideal conditions compared to traditional time-division duplex (TDD) and frequency-division duplex (FDD) systems. Independent transmitting and receiving are performed in TDD systems over a common frequency band (FB), and inversely simultaneous transmitting and receiving are carried out in FDD systems using an independent FB. Consequently, the protocol for simultaneous transmission and reception over the same FB is adopted. However, the quality of the desired signal seriously deteriorates because of the self-interference (SI) effect caused by employing the same FB for transmitting and receiving. Thus, the SE either improves slightly or becomes worse [3].

Currently, various approaches have been proposed in the existing works to suppress SI and enhance SE, such as antenna, analog, and digital cancellation [4–11]. Generally, antenna cancellation is aimed at increasing the isolation between transmission and reception [5]. Analog cancellation is used to suppress the SI power by combining a reference SI signal in which the phase and amplitude are adjusted [6, 7, 11]. However, because of several physical constraints upon antenna design and inaccuracies in obtaining SI signals in analog circuits, residual SI remains powerful in the desired
signal [12]. Therefore, digital cancellation (DC) is introduced to construct a replica of the SI and subtract it from the received composite signals [9].

The desired portion of the received composite signal should be successfully demodulated if its power is tens of decibels larger than the SI power through a SI canceller. Unfortunately, in most common wireless communication systems, the power of the desired signal component is not much greater than system noise power, and the noise power is difficult to suppress. Therefore, the biggest challenge for the design of the SI canceller is to decrease the SI power down to the system noise level and double the SE. For instance, suppose that the considered IBFD operation is used in a common base station (BS) with an equivalent isotropically radiated power (EIRP) of more than 40 dBm and an average noise power of less than -100 dBm at the receiver component. The combined effect of the antenna, analog, and DCs is preferably encouraged to 140 dB or more to suppress the SI power down to the noise level [12]. In fact, a cross-polarization technique yielding antenna cancellation of 50 dB was presented in [13], and a combined analog and DC of 60 dB was proposed in [14]. These exciting results showed about 110 dB combined suppression effect for SI power can be achieved in experimental environments. Unfortunately, probably because of several hardware restrictions such as maximum output power of device and noise floor, currently, there have been few results related to SI cancellation approaches with suppression capabilities over 110 dB to the best of our knowledge.

Furthermore, most previous works such as [6, 7, 10, 15, 16] using analog and digital cancellers for IBFD systems are based on regular methods. These methods estimate the SI signal effects experienced in the time and frequency domains, including nonlinearity in the transmitter power amplifier (PA) and low noise amplifier (LNA), wireless channel propagation, and circuit delay. However, since the power gap between the SI and received signals is considerable, the nonlinearity of the PA and LNA, connector return and insertion losses, and other unknown losses are always present in practice. Therefore, a small error in the estimation process may cause large residual SI, and strict measurements are required in the whole system, even though that is challenging to ensure. Consequently, a tiny fracture grows into a chasm.

Several researchers such as in [7, 17–22] inspired by big data and machine learning (i.e., two of the most popular and useful technologies [23–25]) tried to cancel the effects of SI by (including but not limited to) predicting SI signals or estimating channel state information (CSI) to reconstruct SI waveforms with the help of the deep learning method, which is representative of eager learning (EL) in machine learning techniques. For example, the work of [18] proposed a real-time nonlinear SI cancellation solution using deep learning to realize IBFD wireless communication. In this solution, SI channel is modeled by a deep neural network (NN), and the NN is trained for cancellation of SI at wireless node. The results from their software-defined radio- (SDR-) based testbed showed a performance of 17 dB in DC and yielded an average of 8.5% bit error rate (BER) over many scenarios and different modulation schemes. Similarly, to enable IBFD transmissions, the authors in [19] proposed a nonlinear DC approach by adapting support vector regression which is one of algorithms to solve regression problems in machine learning. Their tests were also performed on SDR-based platform and indicated that their proposal can provide more than 30 dB digital suppression for transmit power levels higher than 20 dBm.

Recently, a joint detection and nonlinear SI cancellation approach using EL with NN was proposed in [20]. In this work, the EL method is used to derive a function between output of desired binary data and received signal, and thus, the desired signal can be directly demodulated in the presence of SI. Although several questions need to be addressed in their future works, the preliminary experimental results showed that EL techniques can perform better comparing to conventional SI cancellation techniques. Moreover, hybrid beamforming design for IBFD millimeter wave systems using EL-based scheme was proposed in [21]. In this work, two frameworks based on extreme learning machine and convolutional NN were presented to design hybrid beamformers and further achieve SI cancellation. Their results showed that both learning-based schemes can provide more robust performance, improve spectral efficiency, and decrease computation time. In additional, an alternative application using EL for IBFD systems was proposed in [22]. The authors in this work introduced a use of EL with NN to accelerate tuning of multilayer adaptive radio frequency (RF) cancellers by training the weights of in-phase and quadrature channels in adaptive cancellers. The results illustrated a fast convergence speed by using EL in RF cancellers and thereby enabled IBFD operation in dynamic interference environments.

Generally, in many cases, an eager learner abstracts away from the data during training and uses the trained model (abstraction) to make predictions. The most important benefit of using EL is solving the SI problem; time-insensitive parameters (e.g., PA and LNA nonlinearity as well as antenna return loss) in the entire system can be included in the trained model and do not have to be estimated. However, prediction errors caused by the trained model and estimated CSI for the SI calculation always exist and cannot be avoided because the model training is an essential operation [26]. Thus, errors can unexpectedly be amplified by powerful SI signals similar to the regular method described above.

Inspired by the previous discussion, it can be known that estimating or reconstructing SI signal waveforms for cancellation is unnecessary. However, all practical effects on the desired signal caused by the SI must be quantified and tagged with feature vectors (FVs), and these quantified values can be precisely found by using these FVs when required [27]. That highlights the difference with the model generation-based learning methods such as [17–22]. More specifically, the effects of the SI on wireless transmissions can be quantified by constellation values at the 0/1 decision in a signal demodulator; an FV can be defined as a set constructed with the estimated CSI between the interested user, antennas, and transmitted symbol from the BS. Contrary to EL, the lazy learning (LL) method [27, 28] does not require
model training, thereby the prediction error is not introduced in related operations for SI cancellation and may not be amplified by the powerful SI signals. Therefore, we propose an LL-based cancelation method to solve the SI problem.

We separately perform an offline phase for database generation and an online phase for data transmission. In the offline phase, the output before a 0/1 decision is premeasured without the desired signal input and recorded to a database with self-defined FVs. In the online phase, a suitable result is sought from the generated database with the help of a learning method and FV for the same system architecture with the desired signal input. The result is then assigned as the SI cancellation value. In other studies such as [22], the demodulation of composite signal, including desired signal, thermal noise, and potential residual SI, is independently performed after all of the cancellation processes are done (even the residual SI is still powerful). In our proposal, desired signals are directly demodulated in the presence of SI and thermal noise. We further provide system-level performance such as BER to evaluate the proposed approach. The structural design includes downlink and uplink aspects used for BS and an interested user, respectively. The downlink and uplink transmissions with $N_{\text{frame}}$ frames indexed with $i$ are performed, and there are $N_{\text{symbol}}$ modulated symbols indexed with $j$ in the data part in each frame. We assume that frame synchronization at receive side is perfect and pilot signals with $N_{\text{pilot}}$ symbols are deployed at the head of the frame to obtain CSI at an arbitrary receiving terminal. An illustration of the frame structure is given in Figure 2.

2.2. Problem Formulation. In this study, the considered IBFD system is employed with the uses of antenna, analog, and DCs. An IBFD BS structure is shown in Figure 3. For $j$th data symbol in $i$th frame, the received waveform at BS which consists of desired signal, SI signal, and noise can be expressed as

$$y(i, j) = G_{\text{ant,rx}}^{1/2} h_{\Psi}(i)x_U(i, j) + e^{j/2} G_{\text{ant,rx}}^{1/2} h_{\Psi}(i)x_{\Psi}(i, j) + w_{\text{rx}}(i, j),$$

(1)

where $G_{\text{ant,rx}}$ is antenna gain of BS receive antenna, $h_{\Psi}(i)$ for $\Psi = U$ and $\Psi = BS$ are defined as the channel gain coefficient of user-BS and the coefficient of BS’s interantenna corresponding to the $i$th frame, respectively. We further use $\rho_{\Psi}(i)$ and $\phi_{\Psi}(i)$ to represent the amplitude coefficient and phase shift of the complex variable $h_{\Psi}(i)$ so that

$$h_{\Psi}(i) = \rho_{\Psi}(i)e^{j\phi_{\Psi}(i)}.$$  

(2)

The length of frames is limited by the channel coherence time, and wireless channels are considered static
during this coherence time [29]. Thus, effects due to the channel attenuation on all of the symbols in the same frame are identical and can be estimated using pilot signals. \( \mathbf{w}_{tx}(i, j) \) is the complex additive white Gaussian noise (AWGN) at the receive antenna of BS with an average power of \( \Omega_{\mathbf{w}} \). \( C_{\text{ant}} \) represents the antenna cancellation without path loss effect of interantenna at BS and further expressed as

\[
C_{\text{ant}} = C_{\text{ant}}^{-1}\frac{1}{L_{\text{BS}}},
\]

where \( L_{\text{BS}} \) represents the path loss between the antennas at BS and \( C_{\text{ant}} \) denotes the employed antenna cancellation, which can suppress the power of the SI signals.

\( \mathbf{x}_{\Psi}(i, j) \) for \( \Psi = U \) or \( \Psi = \text{BS} \) is complex signal output from the transmit antenna of user or BS and can be expressed as

\[
\mathbf{x}_{\Psi}(i, j) = G_{\text{ant,tx}}^{1/2} Q_{PA,\Psi}(\mathbf{m}_{\Psi}(i, j) + \mathbf{w}_{tx,\Psi}(i, j)) + G_{\text{ant,tx}}^{1/2} \mathbf{w}_{PA,\Psi}(i, j),
\]

where \( G_{\text{ant,tx}} \) denotes antenna gain for user or BS. \( Q_{PA,\Psi}(z) \) is PA function for user or BS with third-order intermodulation distortion. According to [30], \( Q_{PA,\Psi}(z) \) can be expressed as

\[
Q_{PA,\Psi}(z) = C_{PA,\Psi}^{1/2} z - \frac{4 C_{PA,\Psi}^{1/2}}{3 \Omega_{\mathbf{z},\Psi}} z^3,
\]

where \( G_{PA,\Psi} \) denotes PA gain of user or BS, while \( \Omega_{\mathbf{z},\Psi} \) is the third-order intercept point (OIP3) of user or BS PA.

The terms of \( \mathbf{w}_{tx,\Psi}(i, j) \) are the complex AWGN existing in the user or BS modulator with an average power of \( \Omega_{\mathbf{w}} \), while \( \mathbf{w}_{PA,\Psi}(i, j) \) is denoted as the additional output noises caused by PA of user or BS with an average power of \( \Omega_{PA,\Psi} \) that can be easily calculated by

\[
\Omega_{PA,\Psi} = (F_{\Psi} - 1) \Omega_{tx,\Psi} G_{PA,\Psi}^{1/2},
\]

where \( F_{\Psi} \) is noise factors in user or BS PA [31].

The terms of \( \mathbf{m}_{\Psi}(i, j) \) in (4) represent the output complex signal from the user or BS modulator. For the use of a common modulation scheme, \( \mathbf{m}_{\Psi}(i, j) \) can be written as

\[
\mathbf{m}_{\Psi}(i, j) = A_{\Psi}(i, j) \cos(\theta_{\Psi}(i, j)) + j A_{\Psi}(i, j) \sin(\theta_{\Psi}(i, j)),
\]

where \( A_{\Psi}(i, j) = \sqrt{2E_{\text{symbol}}(i, j) f_{\text{symbol}}} \) and \( f_{\text{symbol}} \) is symbol rate for the considered modulator, while \( E_{\text{symbol}}(i, j) \) denotes energy of \( j \)th symbol in \( i \)th frame. \( \theta_{\Psi}(i, j) \) are the corresponding phase angles after symbol mapping processed on binary data which the user or BS needs to transmit.

Refer to Figure 3 with switches ON, after an analog cancellation \( C_{\text{ant}} \) for the SI signals in receive waveform \( y(i, j) \) is done, the CSI of antennas at BS and the CSI of user-BS part are estimated as

\[
\tilde{h}_{\Psi}(i) = \tilde{\rho}_{\Psi}(i) e^{j\theta_{\Psi}(i)},
\]

for \( \Psi = U \) and \( \Psi = \text{BS} \), respectively; then, a running of search algorithm for DC is employed even though it is not necessary in common wireless communication systems without IBFD operations. Thereafter, a signal detection method \( \mathcal{D}(\mathbf{z}) \) in the detector should be adopted and performed. The output of the detector as well as the input of demodulator is written as

\[
y_{\text{det}}(i, j) = \mathcal{D} \left( G_{\text{ant,tx}}^{1/2} h_{U}(i) x_{U}(i, j) + C_{\text{ant}}^{1/2} G_{\text{ant,tx}}^{1/2} h_{\text{BS}}(i) x_{\text{BS}}(i, j) + \mathbf{w}_{tx}(i, j) \right).
\]
After a series of operations in demodulation with the uses of DCs $C_{\text{dig}}$ which formed as a complex number, the inputs of 0/1 decision can be expressed as

$$y_{\text{dec}}(i, j) = y_{\text{det}}(i, j) - C_{\text{dig}}(i, j, \alpha),$$

(10)

where the real part and imaginary part of $y_{\text{det}}(i, j)$, i.e., $\Re(y_{\text{det}}(i, j))$ and $\Im(y_{\text{det}}(i, j))$, are used for I and Q channels in 0/1 decision block, respectively. $\alpha$ is an FV constructed by some input parameters for DC that is explained in the following section.

Substitute (9) and the related equations given in this section into (10), we rewrite (10) through the necessary mathematical simplification as

$$y_{\text{dec}}(i, j) = S(i, j) + I(i, j) - C_{\text{dig}}(i, j, \alpha) + W(i, j),$$

(11)

where $S(i, j)$ and $I(i, j)$ represent the complex constellation values of the desired and SI signals, respectively, and can be calculated by

$$S(i, j) = G_{\text{ant,rx}}^{1/2} G_{\text{ant,tx}}^{1/2} G_{P,A,U}^{\alpha} \lambda^{-1} h_{U}(i) \left( m_{U}(i, j) - \frac{4}{3\Omega_{h,1}} m_{U}^{2}(i, j) \right),$$

(12)
\[ I(i, j) = c_{\text{ant}}^{1/2} c_{\text{ant}, U}^{1/2} c_{\text{ant}, \text{BS}}^{1/2} \chi^{1/2} G_{\text{PA}, U}^{1/2} G_{\text{PA}, \text{BS}}^{1/2} \chi^{-1/2} h_{\text{BS}}(i) \left( m_{\text{BS}}(i, j) - \frac{4}{3 \Omega_{\text{BS}}} m_{\text{BS}}^{1/2}(i, j) \right). \]  

(13)

In the current study, a simple matched filter (MF) detection method [32] for \( \mathcal{D}(z) \) is used and can roughly be expressed as

\[ \mathcal{D}(z) = \chi^{-1} z. \]  

(14)

For the most common wireless communication systems, \( \lambda \) is assigned by \( h_{U}(i) \); thus, the desired signals can be detected because of \( \chi^{-1/2}(i) h_{U}(i) \approx 1 \) [32, 33]. The complex value \( W(i, j) \) caused by various noises can be further extended as

\[ W(i, j) = W_{\text{tx}, U}(i, j) + W_{\text{PA}, U}(i, j) + W_{\text{tx}, \text{BS}}(i, j) + W_{\text{PA}, \text{BS}}(i, j) + W_{\text{rx}}(i, j), \]  

(15)

where \( W_{\text{tx}, U}(i, j) \), \( W_{\text{PA}, U}(i, j) \), \( W_{\text{tx}, \text{BS}}(i, j) \), \( W_{\text{PA}, \text{BS}}(i, j) \), and \( W_{\text{rx}}(i, j) \) are defined as the complex values of noises generated from user’s modulation and PA, BS’s modulation and its PA, and the receive antenna at BS side, respectively, and can be easily calculated by

\[ W_{\text{tx}, U}(i, j) = \left( c_{\text{ant}, \text{tx}}^{1/2} c_{\text{ant}, \text{ant}, U}^{1/2} G_{\text{PA}, U}^{1/2} \chi^{-1} h_{U}(i) \right) \left( 1 - \frac{4}{\Omega_{\text{U}}} m_{\text{U}}^{1/2}(i, j) \right) w_{\text{tx}, U}(i, j) - \frac{4}{\Omega_{\text{U}}} m_{\text{U}}^{1/2}(i, j) w_{\text{tx}, U}^{1/2}(i, j), \]  

(16)

\[ W_{\text{PA}, U}(i, j) = c_{\text{ant}}^{1/2} c_{\text{ant}, U}^{1/2} c_{\text{ant}, \text{BS}}^{1/2} c_{\text{ant}, \text{ant}, \text{BS}}^{1/2} \chi^{-1} h_{U}(i) w_{\text{PA}, \text{BS}}(i, j), \]  

(17)

\[ W_{\text{tx}, \text{BS}}(i, j) = c_{\text{ant}}^{1/2} c_{\text{ant}, \text{ant}, \text{BS}}^{1/2} G_{\text{PA}, U}^{1/2} G_{\text{PA}, \text{BS}}^{1/2} \chi^{-1} h_{\text{BS}}(i) \left( 1 - \frac{4}{\Omega_{\text{BS}}} m_{\text{BS}}^{1/2}(i, j) \right) x_{\text{tx}, \text{BS}}(i, j) - \frac{4}{\Omega_{\text{BS}}} m_{\text{BS}}^{1/2}(i, j) x_{\text{tx}, \text{BS}}^{1/2}(i, j), \]  

(18)

\[ W_{\text{PA}, \text{BS}}(i, j) = c_{\text{ant}}^{1/2} c_{\text{ant}, \text{ant}, \text{BS}}^{1/2} c_{\text{ant}, \text{ant}, \text{BS}}^{1/2} \chi^{-1} h_{\text{BS}}(i) w_{\text{PA}, \text{BS}}^{1/2}(i, j), \]  

(19)

\[ W_{\text{rx}}(i, j) = \chi^{-1} w_{\text{rx}}(i, j), \]  

(20)

respectively.

Actually, to get the desired binary data sent by the user successfully, we strongly hope that the input values of 0/1 decision, i.e., \( y_{\text{dec}}(i, j) \), are purely decided by the desired part \( S(i, j) \). Unfortunately, in IBFD systems, because the strength of SI signal at the BS’s receive antenna is very huge compared to the desired signal, \( y_{\text{dec}}(i, j) \) presented in (11) is mainly dominated by \( I(i, j) \). That is the reason that we further propose the DC \( C_{\text{dec}} \) to suppress the influence of SI signals. Define the residual SI as

\[ \tilde{I}(i, j) = I(i, j) - C_{\text{dec}}(i, j), \]  

(21)

naturally our target is to make \( \tilde{I}(i, j) \) close to zero for arbitrary frame \( i \) and symbol \( j \) as much as possible.

### 3. Digital Cancellation Approaches

In this study, we propose an LL-based method to set DC and further enable the IBFD operations in the considered wireless communication systems. Several existing works such as [7, 16] have been studied on SI suppression with the help of deep learning, which is a typical representative of EL in machine learning techniques. Other works such as [6] employed a regular method in which the SI signal is approximately calculated using estimated CSI. In this section, we give more explanations for the DCS mentioned above.

#### 3.1. Proposed LL-Based Cancellation Approach

Generally, LL is a learning method where generalization of the trained model is not necessary, and searching of the needed data is delayed until a query is made to the system, as opposed to in EL, where the system tries to generalize the model using training data before receiving queries [28]. The core of the proposed LL-based cancellation approach in our study is constructed by (1) an offline-generated database in which the constellation values of SI at the input of 0/1 decision block are premeasured and recorded and (2) an online data transmission in which desired signals are separated by subtracting the recorded SI from the received composite signals. The details are provided as follows.

##### 3.1.1. Offline Database Generation

We first define a database \( \mathcal{B} \) which consists of an input space named \( \mathcal{H}_{\text{in}} \) and an output space named \( \mathcal{H}_{\text{out}} \). According to (13), because SI is further affected by \( \lambda \) and \( \lambda \) is related to the coefficient of user channel for the considered MF detection method; in the input space \( \mathcal{B}_{\text{in}} \), we define three independent parameters \( A_{\text{BS}}, B_{\text{BS}}, \) and \( h_{U} \), and form an FV. The first and second parameters \( A_{\text{BS}} \) and \( B_{\text{BS}} \) are assigned with amplitude and phase angle used in BS’s modulation and can yield discrete values corresponding to the used modulation method. The last parameters \( h_{U} \) are assigned with the channel coefficient between the interested user and BS, and in theory, its absolute value and phase can range from 0 to \( \pi \) and 0 to 2\( \pi \), respectively. The values in the input space \( \mathcal{B}_{\text{in}} \) are previously designed to take over all possible combinations of these parameters as much as possible under an acceptable level of computational cost.

To reduce the database size for our learning systems, in the output space \( \mathcal{B}_{\text{out}} \), we define two parameters which are \( h_{\text{BS}} \) and \( I \). \( h_{\text{BS}} \) is used to record the estimated values of channel coefficient \( h_{\text{BS}} \) and can be considered as a tag of \( I \) when we need to locate \( I \) from the database \( \mathcal{B}_{\text{out}} \). \( I \) is used to record the measured constellation values of SI. To get the values for the output space \( \mathcal{B}_{\text{out}} \), a series of provisional transmissions using the designed input space \( \mathcal{B}_{\text{in}} \) needs to be performed, where the provisional transmission corresponding to Figure 3 with switches OFF means
transmissions without desired signal inputs, i.e., $m_{ij} = 0 \forall i, j$, and DC is not performed at BS. Note that the outputs of channel estimation block in Figure 3 are the estimated CSI of user to BS and the estimated CSI of interantenna of BS, and the value of the former one is replaced by the designed $\hat{h}_U$ in the offline database generation.

Intuitively, we first chose a designed FV of input space as

$$B_{in}(b) = \left[\hat{A}_{BS}(b); \bar{\theta}_{BS}(b); \hat{h}_{U}(b)\right], \tag{22}$$

where $b = 1, \ldots, |B_{in}|$, and then use $B_{in}(b)$ to perform the provisional transmission following the considered IBFD system. For this case of $b$, one of the possible channel gain $\hat{h}_{BS}$ measured by the channel estimation block is recorded into $\hat{h}_{BS}(b, b')$, and at the same time, $I(b, b')$ is used to recorded the input of 0/1 decision, i.e., the constellation value of SI. According to (13) and (15), and averaging the noise effects by pilot signals, in mathematics, the recorded value of $I(b, b')$ by measurement can be written as

$$I(b, b') = I(b, b') \mid \lambda = \hat{h}_{BS}(b), A_{BS}(i, j) = \lambda_{BS}(b), \theta_{BS}(i, j) = \bar{\theta}_{BS}(b). \tag{23}$$

A summary for this generation process can be found in Algorithm 1.

### Algorithm 1: Offline database generation.

| Line | Description |
|------|-------------|
| 1    | **Input**: Modulation, Possible channel gain for $h_U$; |
| 2    | **Output**: $B_{in}$, $B_{out}$; |
| 3    | **Initialization**: $B_{in} = \emptyset$, $B_{out} = \emptyset$; |
| 4    | %Generation of input space for database $B$; |
| 5    | **foreach** $A_{BS}(i, j)$ in adopted modulation do |
| 6    | **foreach** $\theta_{BS}(i, j)$ in adopted modulation do |
| 7    | **foreach** designed $h_{U}$ do |
| 8    | $\hat{A}_{BS}(b) = A_{BS}(b), \bar{\theta}_{BS}(b) = \theta_{BS}(b), \hat{h}_{U}(b) = h_{U}$; |
| 9    | $B_{in}(b) = \left[\hat{A}_{BS}(b); \bar{\theta}_{BS}(b); \hat{h}_{U}(b)\right]$; |
| 10   | **end** |
| 11   | **end** |
| 12   | **end** |
| 13   | **foreach** $b$ do |
| 14   | $B_{in} = B_{in} \cup B_{in}(b)$; |
| 15   | **end** |
| 16   | %Generation of output space for database $B$; |
| 17   | **foreach** $B_{in}(b)$ do |
| 18   | **foreach** $b'$ do |
| 19   | Measure $h_{BS}$ as $\hat{h}_{BS}$ |
| 20   | Record the results to $\hat{h}_{BS}(b, b')$; |
| 21   | Measure SI using (23) w/o desired signal input; |
| 22   | Record the results to $I(b, b')$; |
| 23   | $B_{out}(b, b') = \left[\hat{h}_{BS}(b, b'); I(b, b')\right]$; |
| 24   | **end** |
| 25   | **end** |
| 26   | **foreach** $b$ and $b'$ do |
| 27   | $B_{out} = B_{out} \cup B_{out}(b, b')$ |
| 28   | **end** |

3.1.2. **Online Data Transmission.** Once the database $B$ is created, we can use it into online transmission for the considered IBFD systems as shown in Figure 3 with switches ON. When the BS prepares to demodulate the desired signals $S(i, j)$ transmitted by the user under the effect of SI $I(i, j)$ and noise $W(i, j)$; in the block of searching algorithm for DC, the BS first searches an “optimal” FV from input space $B_{in}$ using estimated CSI of $\hat{h}_{U}(i)$ and the related modulation information $A_{BS}(i, j)$ and $\theta_{BS}(i, j)$ of the signals the BS sent.

The “optimal” FV is decided by the vector $[A_{BS}(i, j); \theta_{BS}(i, j); \hat{h}_{U}(i)]$ and written as

$$B_{in}(b^*) = \left[\hat{A}_{BS}(b^*); \bar{\theta}_{BS}(b^*); \hat{h}_{U}(b^*)\right], \tag{24}$$

where

$$b^* = \left\{b \in \{1, \ldots, |B_{in}|\} \mid A_{BS}(b) = A_{BS}(i, j)\right\} \cap \left\{b \in \{1, \ldots, |B_{in}|\} \mid \theta_{BS}(b) = \theta_{BS}(i, j)\right\} \cap \left\{b \in \{1, \ldots, |B_{in}|\} \mid \|\hat{h}_{U}(b) - \hat{h}_{U}(i)\|\right\}. \tag{25}$$

Based on the fact that $A_{BS}(i, j)$ and $\theta_{BS}(i, j)$ for all of $i$
and $j$ are known at BS and have been decided by modulation method, the result of (25) is dominated by the difference between $h_{U}(b)$ and $h_{U}(i)$. In fact, the last part in (25) is the well-known optimization problem of nearest neighbor search (NNS) in LL. The simplest solution to the NNS problem is the so-called linear search which computes the Euclidean distance taking over all of candidates. Other methods such as space partitioning like $k$-dimensional tree [34] or greedy search [35] can give an exact or approximate solution at a lower computational cost. Some analysis and performance study for NNS problems can be found in [36].

After the “optimal” FV $\mathcal{B}_{\text{out}}(b^{*})$ is found, the corresponding set of the potential SI effects in the output space $\mathcal{B}_{\text{out}}$ is then located as $\mathcal{B}_{\text{out}}(b^{*}, b') = [\tilde{h}_{\text{BS}}(b^{*}, b'); \bar{I}(b^{*}, b')]$. To assign suitable values to the DC $C_{\text{dig}}(i, j, \alpha)$, we also consider the estimated CSI of $\tilde{h}_{\text{BS}}(i)$. The value of $\bar{I}(b^{*}, b')$ is finally assigned to $C_{\text{dig}}(i, j, \alpha)$ where $b^{**}$ is given by

$$b^{**} = \arg \min_{b^{*} \in \mathcal{B}_{\text{out}}(b^{*})} \| \tilde{h}_{\text{BS}}(b^{*}, b') - \tilde{h}_{\text{BS}}(i) \|,$$  

(26)

where $|\mathcal{B}_{\text{out}}(b^{*})|$ suggests the number of measured CSI between interantenna of BS. Notably, because effects from noise in $\tilde{h}_{\text{BS}}(b^{*}, b')$ and $\tilde{h}_{\text{BS}}(i)$ have been averaged by using multiple pilot signals, the result of (26) ensured that $\tilde{h}_{\text{BS}}(b^{*}, b') = \tilde{h}_{\text{BS}}(i)$. In addition, our proposed approaches work with an assumption that a channel realization between the BS antennas $\tilde{h}_{\text{BS}}(i)$ can only be tagged by one estimated CSI $\tilde{h}_{\text{BS}}(i)$; in other words, there has to be a one-to-one correspondence between $\tilde{h}_{\text{BS}}(i)$ and $\tilde{h}_{\text{BS}}(i)$. Generally, this one-to-one correspondence can be guaranteed. Thus, based on the above explanation, the parameter of $\alpha$ in the proposed DC $C_{\text{dig}}(i, j, \alpha)$ is written as

$$\alpha = \left[ A_{\text{BS}}(i, j); \theta_{\text{BS}}(i, j); \tilde{h}_{U}(i); \tilde{h}_{\text{BS}}(i) \right].$$  

(27)

Notably, according to (23), because the interference term $\bar{I}(b, b')$ in the output space of database is premeasured using $\lambda = \tilde{h}_{U}(b)$ in offline database generation, to suppress the SI effects, in online transmission, the parameter $\lambda$ in the detector process should be set to $\tilde{h}_{U}(b^{*})$ rather than the common $\tilde{h}_{U}(i)$ in the proposed DC. So, corresponding to the parameters of $A_{\text{BS}}(i, j), \theta_{\text{BS}}(i, j), h_{U}(i)$, and $h_{\text{BS}}(i)$, the constellation value of SI, excluding the noise part after using the proposed method in online transmissions, is written as

$$I(i, j) = I(i, j)|\lambda = \tilde{h}_{U}(b^{*}),$$  

(28)

tagged by $\tilde{h}_{\text{BS}}(i)$, whereas the DC value $C_{\text{dig}}(i, j, \alpha)$ for this case is decided by database $\mathcal{B}_{\text{out}}$ and is written as

$$C_{\text{dig}}(i, j, \alpha) = \bar{I}(b^{*}, b'^{*}) = \bar{I}(i, j)|\lambda = \tilde{h}_{U}(b^{*}), A_{\text{BS}}(i, j) = \bar{A}_{\text{BS}}(b^{*}), \theta_{\text{BS}}(i, j) = \bar{\theta}_{\text{BS}}(b^{*}),$$  

(29)

\begin{algorithm}
\caption{Value assignment for the proposed DC.}

1. Input: $\mathcal{B}_{\text{in}}, \mathcal{B}_{\text{out}}, A_{\text{BS}}(i, j), \theta_{\text{BS}}(i, j), \tilde{h}_{U}(i), \tilde{h}_{\text{BS}}(i)$;
2. Output: $C_{\text{dig}}(i, j, \alpha), \lambda$;
3. Initialization: $\alpha = \left[ A_{\text{BS}}(i, j); \theta_{\text{BS}}(i, j); \tilde{h}_{U}(i); \tilde{h}_{\text{BS}}(i) \right]$;
4. Calculate $b^{*}$ using (25);
5. Calculate $b'^{*}$ using (26);
6. $C_{\text{dig}}(i, j, \alpha) = I(b^{*}, b'^{*})$; %For DC blocks;
7. $\lambda = \tilde{h}_{U}(b^{*})$; %For detection block;

\end{algorithm}

and thus introduces an error caused by $|\tilde{h}_{U}(b^{*}) - \tilde{h}_{U}(i)|$ in the demodulation process because $\lambda$ is commonly assigned by $\tilde{h}_{U}(i)$. Fortunately, the differences between $\tilde{h}_{U}(b^{*})$ and $\tilde{h}_{U}(i)$ decrease with an increase in database size. Naturally, the residual signal-to-interference-plus-noise ratio (RSINR) for the $i$th frame and the $j$th symbol after using the proposed DC is written as

$$\eta_{\text{RSINR}}(i, j) = \frac{G_{\text{PA,A}}}{\left\| \hat{h}_{U}(i) \hat{h}_{U}(i) m_{\text{PA}}(i, j) \right\|^2} \times \left\| \hat{h}_{U}(i) \hat{h}_{U}(i) m_{\text{PA}}(i, j) \right\|^2 + C_{\text{data}}(i, j) \left\| \hat{h}_{U}(i) m_{\text{PA}}(i, j) \right\|^2 \times \left\| \hat{h}_{U}(i) m_{\text{PA}}(i, j) \right\|^2 + \left\| \hat{h}_{U}(i) m_{\text{PA}}(i, j) \right\|^2 + \left\| \hat{h}_{U}(i) m_{\text{PA}}(i, j) \right\|^2,$$  

(31)

where we considered the results of (28) and (29) as approximate, assumed gains of all of antennas are $0\,$dB, all of PAs are linear, and ignored noise effects from the interested user for simplicity of expressions.

The expression of (31) suggests that the SI effect has been suppressed to the first and second parts in the denominator of (31) by the proposed DC. The first part has to be left behind if $\hat{h}_{U}(b^{*}) \neq \hat{h}_{U}(i)$ and results to a limitation in RSINR for high desired signal power. The second part caused by the noises in BS’s modulation and PA can only be decreased depending on the antenna and analog cancellations (AACs). Our simulation results can provide some evidence for the analysis.
3.2. EL-Based Cancellation Approach. As a comparison object to evaluate our proposed approach, the EL-based cancellation approach should be taken into consideration. The EL used approach needs to train a model using a prepared database, such as the one generated following the description in Section 3.1.1, to predict the constellation value of SI in the 0/1 decision process. Assuming that the generation of database \( \mathcal{B} \) is complete, we can construct a training set using parameters in \( \mathcal{B} \) to train the model.

The training set includes a part of FVs \( \mathcal{V} \) and a part of target values \( \mathcal{T} \) which are designed by

\[
\mathcal{V} = \left\{ \left[ \mathbf{A}_{\text{BS}}(\mathbf{z}); \mathbf{b}_{\text{BS}}(\mathbf{z}); \mathbf{h}_{\text{U}}(\mathbf{z}); \mathbf{h}_{\text{BS}}(\mathbf{z}) \right] \right\}_{\mathbf{b} \in \mathcal{B}_{\text{out}}}^{\left| \mathcal{B}_{\text{out}} \right|},
\]

\[\mathcal{T} = \left\{ \mathbf{I}(\mathbf{z}) \right\}_{\mathbf{b} \in \mathcal{B}_{\text{out}}}^{\left| \mathcal{B}_{\text{out}} \right|},\]

respectively. Afterward, a suitable model (or function) \( \mathcal{M}^* \) can be trained by substituting \( \mathcal{V} \) and \( \mathcal{T} \) into a given network architecture and performing learning algorithms. Without loss of generality and noting that \( \mathcal{T} \) are numerical output, we employ deep NN architecture and adopt a regression learning algorithm where the former is one of the most popular networks in EL methods, and the latter is used to train the model \( \mathcal{M}^* \) [37]. Mathematically, \( \mathcal{M}^* \) can be written as

\[
\mathcal{M}^* = \arg \min_{\mathcal{M}} \mathcal{L}(\mathcal{T} - \mathcal{M}(\mathcal{V})),
\]

where \( \mathcal{L}(\mathbf{z}) \) denotes loss function for training process in EL methods.

In fact, the trained model \( \mathcal{M}^* \) is used to estimate constellation values of SI in 0/1 decision, and obviously, the outputs of trained model should be assigned to DC for SI suppression. Therefore, the DC \( \mathcal{C}_{\text{dig}}(i, j, \mathbf{a}) \) is calculated by

\[
\mathcal{C}_{\text{dig}}(i, j, \mathbf{a}) = \mathcal{M}^*(\mathbf{a}),
\]

where the same \( \mathbf{a} \) in (27) in the proposed LL-based cancellation approach is used.

According to (35), the introduction of error between the real and predicted SI in the 0/1 decision cannot be avoided since both real CSI of user-BS and interantenna BS cannot be acquired in practice, and there are always errors in the model training process [26]. Moreover, as shown in

\[
\eta_{\text{mod}}(i, j) = G_{\text{PA,BS}} \left\| \mathbf{h}_{\text{U}}^{-1}(i) \mathbf{h}_{\text{BS}}(i) \mathbf{m}_{\text{U}}(i, j) \right\|^2
\]

\[
\cdot \left( C_{\text{ana}} C_{\text{ant}} G_{\text{PA,BS}} \left\| \mathbf{h}_{\text{BS}}^{-1}(i) \mathbf{h}_{\text{BS}}(i) \mathbf{m}_{\text{BS}}(i, j) - \mathbf{M}^* \right\|^2
\]

\[
+ C_{\text{ana}} C_{\text{out}} \left( G_{\text{PA,BS}} \left\| \mathbf{h}_{\text{BS}}^{-1}(i) \mathbf{w}_{\text{BS}}(i, j) \right\|^2
\]

\[
+ \left( \mathbf{h}_{\text{BS}}^{-1}(i) \mathbf{w}_{\text{BS}}(i, j) \right) \right\|^2 \right)^{-1},
\]

(36)

for RSINR of the EL methods with the same conditions as the proposed method, suppose the residual SI, i.e., the first component in the denominator, still significantly dominates the composite signal power because of amplification effect from \( G_{\text{PA,BS}} \). In that case, the demodulation for the desired signals is not optimistic. In the last section, we perform more simulations to evaluate this cancellation approach.

3.3. Regular Cancellation Approach. Since pilot signals are commonly used in each frames sent by users and BS in modern wireless communication systems; the real CSI between the interested user and BS \( \mathbf{h}_{\text{BS}}(i) \) and the real CSI between the interantenna of BS \( \mathbf{h}_{\text{BS}}(i) \) are estimated by \( \hat{\mathbf{h}}_{\text{BS}}(i) \) and \( \hat{\mathbf{h}}_{\text{BS}}(i) \), respectively. According to the SI expression in (13), an estimation-based regular method for assignment of DC \( \mathcal{C}_{\text{dig}}(i, j, \mathbf{a}) \) directly calculating the constellation value of SI \( \mathbf{I}(i, j) \) using the estimated CSI \( \hat{\mathbf{h}}_{\text{BS}}(i) \) and \( \hat{\mathbf{h}}_{\text{BS}}(i) \). Mathematically, \( \mathcal{C}_{\text{dig}}(i, j, \mathbf{a}) \) in this regular cancellation approach is assigned as

\[
\mathcal{C}_{\text{dig}}(i, j, \mathbf{a}) = \mathbf{I}(i, j) \lambda = \hat{\mathbf{h}}_{\text{U}}(i), \mathbf{h}_{\text{BS}}(i) = \hat{\mathbf{h}}_{\text{BS}}(i),
\]

(37)

where \( \mathbf{a} \) is decided by (27).

The RSINR of the regular approach can be expressed as

\[
\eta_{\text{reg}}(i, j) = G_{\text{PA,BS}} \left\| \mathbf{h}_{\text{U}}^{-1}(i) \mathbf{h}_{\text{BS}}(i) \mathbf{m}_{\text{U}}(i, j) \right\|^2
\]

\[
\cdot \left( C_{\text{ana}} C_{\text{ant}} G_{\text{PA,BS}} \left\| \mathbf{h}_{\text{BS}}^{-1}(i) \mathbf{h}_{\text{BS}}(i) \mathbf{m}_{\text{BS}}(i, j) - \mathbf{M}^* \right\|^2
\]

\[
+ C_{\text{ana}} C_{\text{out}} \left( G_{\text{PA,BS}} \left\| \mathbf{h}_{\text{BS}}^{-1}(i) \mathbf{w}_{\text{BS}}(i, j) \right\|^2
\]

\[
+ \left( \mathbf{h}_{\text{BS}}^{-1}(i) \mathbf{w}_{\text{BS}}(i, j) \right) \right\|^2 \right)^{-1},
\]

(38)

based on the same conditions as the proposed approach. This expression indicates that the SI effect, i.e., the first part in denominator, cannot be completely removed because an error of \( \mathbf{h}_{\text{BS}}(i) - \hat{\mathbf{h}}_{\text{BS}}(i) \neq 0 \) has to be introduced, and this error is further multiplied by \( G_{\text{PA,BS}} \left\| \mathbf{h}_{\text{U}}^{-1}(i) \right\|^2 \) times. This fact suggests that, basically, only an excellent performance for estimation (e.g., estimation of wireless channel and PA linearity) and good channel condition for the desired signal (i.e., bigger \( \mathbf{h}_{\text{U}}(i) \)) can make sure that IBFD systems
with the regular DC work. Surely, we perform more simulations to evaluate this cancellation approach.

4. Channel Model

Without loss of generality and for simplicity, in this study, we consider composite fading channels with path loss and Rayleigh fading to simulate the attenuation between the interested user and BS, i.e., \( h_{BS}(i) = \rho_U(i) e^{j\phi_U(i)} \). The phase shift \( \phi_U(i) \) is modeled as independent and identically distributed (i.i.d.) random variable (RV) and follows uniform distribution between 0 and \( 2\pi \) radians. The amplitude gain \( \rho_U(i) \) for \( i \) th frame can be expressed as

\[
\rho_U(i) = \frac{c_o}{4\pi f_0} \sqrt{d_{BS}^2(i)} r_{U}(i),
\]

where \( c_o \) is the velocity of light, \( d_{U}(i) \) denotes the distance between the interested user and BS for the transmitting of \( i \) th frame, and \( r_{U}(i) \) is the path loss exponent around user \([38, 39]\). The term of \( r_{U}(i) \) is also modeled as i.i.d. RV and follows the Rayleigh distribution with the same cumulative distribution function (CDF) expressed as

\[
\text{CDF}_{r_{U}(i)}(x) = 1 - \exp \left( -\frac{x^2}{2\sigma^2} \right), \quad \forall i,
\]

where \( \sigma \) is the scale parameter of the Rayleigh distribution \([32]\).

For the modeling of channel attenuation between the BS’s antennas \( h_{BS}(i) \), considering two facts of not complicated surroundings and low building density around BS, further, since a centralized antenna deployment with a limited interantenna distance \([40]\) is usually employed on the traditional BS, the channel varying between transceiver antennas can be assumed to be static. Based on the above assumption and description, the channel gains of \( h_{BS}(i) \) for all of frames are thus modeled by the path loss model and expressed as

\[
h_{BS}(i) = \frac{c_o}{4\pi f_0} \sqrt{d_{BS}^2(i)} r_{U}(i),
\]

where \( d_{BS} \) is the distance between the BS’s antennas and \( r_{BS} \) denotes the path loss exponent around BS.

5. Computer Simulations

In this section, we evaluate and analyze the proposed LL-based cancellation approach for the IBFD systems with the help of computer simulations. To do that, we first explain how to generate the offline database based on the designed format, which is introduced in Section 3.1. Then, the use of the generated database for online transmission in the considered IBFD systems is described. At last, we present and analyze simulated results with comparisons of the EL-based cancellation approach described in Section 3.2 and the regular cancellation approach described in Section 3.3 and finally summarize the key findings.

5.1. Offline Database Generation for Simulations

In simulations, since quadrature phase shift keying (QPSK) modulations are planned to be used into both user and BS, the dimension for each FV of input space \( \mathcal{B}_\text{in} \) in database \( \mathcal{B} \) can be reduced to \( \overline{\mathcal{B}}_{BS}(b) \) and \( h_{U}(b) = \rho_U(b) e^{j\phi_U(b)} \), where \( \overline{\mathcal{B}}_{BS}(b) \) can be assigned as four possible values in the common QPSK modulation and is written as

\[
\overline{\mathcal{B}}_{BS}(b) \in \left\{ \frac{\pi}{4}, \frac{3\pi}{4}, \frac{5\pi}{4}, \frac{7\pi}{4} \right\}.
\] (42)

The term of \( \rho_U(b) \) is the amplitude gain of the channel between the user and BS, and it can range from 0 to \( \pi \) caused by the Rayleigh fading. In the simulations, a variable range for \( \rho_U(b) \) is assumed as \( [\rho_{\text{min}}, \rho_{\text{max}}] \), and it is calculated by

\[
\rho_{\text{min}} = \frac{c_o}{4\pi f_0} \sqrt{-2\sigma^2 \ln(1 - \delta) d_{U}^2}, \quad \rho_{\text{max}} = \frac{c_o}{4\pi f_0} \sqrt{-2\sigma^2 \ln \delta d_{U}^2},
\]

according to Rayleigh CDF, where \( \delta \) denotes a given probability in the CDF of Rayleigh distribution and can range from 0 to 1. Thereafter, we define \( \Delta_{\text{am}} \) as the resolution of amplitude coefficient \( \rho_U(b) \), and thus, there are \( [\rho_{\text{max}} - \rho_{\text{min}}]/\Delta_{\text{am}} \) possible values to be assigned, and

\[
\rho_U(b) \in \left\{ \rho_{\text{min}}, \rho_{\text{min}} + \Delta_{\text{am}}, \rho_{\text{min}} + 2\Delta_{\text{am}}, \cdots, \rho_{\text{max}} - \rho_{\text{min}}, \rho_{\text{max}} \right\} \frac{\Delta_{\text{am}}}{\Delta_{\text{am}}} - 1 \Delta_{\text{am}}.
\] (43)

The term of \( \overline{\mathcal{B}}_{U}(b) \) is the phase shift caused by the Rayleigh fading, and it can range from 0 to \( 2\pi \) radians. For the database generation, we define \( \Delta_{\text{ph}} \) as the resolution of phase shift \( \overline{\mathcal{B}}_{U}(b) \), and hence, there are \( \lfloor 2\pi/\Delta_{\text{ph}} \rfloor \) possible values to be assigned. Mathematically, \( \overline{\mathcal{B}}_{U}(b) \) can be written as

\[
\overline{\mathcal{B}}_{U}(b) \in \left\{ 0, 2\Delta_{\text{ph}}, 4\Delta_{\text{ph}}, \cdots, \left[ \frac{2\pi}{\Delta_{\text{ph}}} - 1 \right] \Delta_{\text{ph}} \right\}.
\] (44)

Based on the above configurations, an input space \( \mathcal{B}_\text{in} \) with

\[
|\mathcal{B}_\text{in}| = 4 \times \left( \frac{\rho_{\text{max}} - \rho_{\text{min}}}{\Delta_{\text{am}}} \right) \times \left[ \frac{2\pi}{\Delta_{\text{ph}}} - 1 \right] \Delta_{\text{ph}},
\] (47)

unduplicated FVs can be generated for our simulations. For measurement and record of the output space \( \mathcal{B}_\text{out} \) based on our channel assumptions, the output space \( \mathcal{B}_\text{out} \) is, thus, reduced to \( \mathbf{I} \), and can create a one-to-one correspondence with input space \( \mathcal{B}_\text{in} \). The size of \( \mathcal{B}_\text{in} \) as well as \( \mathcal{B}_\text{out} \) becomes larger with decreases of \( \Delta_{\text{am}}, \Delta_{\text{ph}}, \) and \( \delta \), and thus, more storage for saving and higher compute capability for searching are needed. Certainly, the parameters of \( \rho_{\text{min}}, \)
Considering the limited computational cost, some essential parameters of deep learning for wireless physical layer can be found in [41]. A Levenberg-Marquardt back-propagation algorithm is used to train node coefficients of all of the layers in our feedforward NNs, and an introduction study of deep learning for wireless physical layer can be found in [37]. With a consideration of limited computational cost, we configure a maximum value of epoch for model training in which an epoch can be described as one complete cycle through the entire training dataset. Some essential parameters for model training in our current simulations are listed in Table 1.

### 5.2. Model Training for EL-Based Cancellation Approach

According to Section 3.2, once the above database is generated, we can format a training set which consists of FV

$$\mathcal{Y} = \left\{ \left[ \tilde{\mathbf{f}}_{\text{BS}}(z) ; \tilde{\mathbf{h}}_{U}(z) \right] \right\}_{z=1}^{[\mathcal{G}_u]} \sum_{b=1}^{|\mathcal{B}_\text{out}|} |\mathcal{B}_\text{out}(b)|$$

and the corresponding target value

$$\mathcal{U} = \left\{ \bar{I}(z) \right\}_{z=1}^{[\mathcal{G}_u]} \sum_{b=1}^{|\mathcal{B}_\text{out}|} |\mathcal{B}_\text{out}(b)|$$

for model training in the EL-based cancellation approach. A deep NN architecture is employed to train model $\mathcal{M}^*$ and is shown in Figure 4 in which the input layer and the output layer are used to accept the FV $\mathcal{Y}$ and target value $\mathcal{U}$, respectively. A Levenberg-Marquardt back-propagation algorithm [41] is used to train node coefficients of all of the layers in our feedforward NNs, and an introduction study of deep learning for wireless physical layer can be found in [37]. With a consideration of limited computational cost, we configure a maximum value of epoch for model training in which an epoch can be described as one complete cycle through the entire training dataset. Some essential parameters for model training in our current simulations are listed in Table 1.

### 5.3. Online Data Transmission for Simulations

Considering 4.6 – 4.9 GHz is assigned to a 5G-based private network called local 5G in Japan [11], we employ 4.6 GHz as carrier frequency in our simulations. After the database $\mathcal{B}$ and model $\mathcal{M}^*$ are generated, they can be used in online transmissions for the considered IBFD systems. When the desired symbol is received under the effects of SI and noises, the BS first attenuates the received composite signal waveform excluding the desired portion using the AACs $C_{\text{ant}}$ and $C_{\text{ana}}$. Then, the searching algorithm is implemented for the proposed cancellation approach following the instructions described in Section 3.1.2 with the help of the generated database $\mathcal{B}$. The SI can also be estimated through the PA nonlinearity, estimation errors on PA nonlinearity and the corresponding target value found from the database $\mathcal{M}$ and is given by

$$\mathcal{Y} = \left\{ \left[ \tilde{\mathbf{f}}_{\text{BS}}(z) ; \tilde{\mathbf{h}}_{U}(z) \right] \right\}_{z=1}^{[\mathcal{G}_u]} \sum_{b=1}^{|\mathcal{B}_\text{out}|} |\mathcal{B}_\text{out}(b)|$$

and the corresponding target value

$$\mathcal{U} = \left\{ \bar{I}(z) \right\}_{z=1}^{[\mathcal{G}_u]} \sum_{b=1}^{|\mathcal{B}_\text{out}|} |\mathcal{B}_\text{out}(b)|$$

5.4. Simulation Results

In this subsection, we first list three factors which may affect the performances of the above-mentioned DC approaches. They are (1) PA additional noise at BS side, (2) errors in channel estimation, and (3) database size. The additional noise is assumed as generated noise in all PAs, and its existence results noise figures are not one. The errors in channel estimation process occurred if the BS cannot obtain perfect CSI. In our simulations, the estimated CSI $\hat{h}_{\Psi}(i)$ for $\Psi = U$ or $\Psi = BS$ is generated by

$$\hat{h}_{\Psi}(i) = h_{\Psi}(i) + \Delta_{\text{err,}\Psi}h_{\Psi}(i)|e^{|\tau|}},$$

where $h_{\Psi}(i)$ denotes the real CSI of the interested user to BS or interantenna at BS side. $\Delta_{\text{err,}\Psi}$ is defined as channel estimation error and can range from 0 to 1. $\tau$ is a random phase ranged from 0 to 2$\pi$ and follows uniform distribution. The database size can be calculated by (47). Thereafter, we demonstrate simulation results under the effects of these factors, respectively. Finally, we evaluate transmission performances with all of the mentioned factors for the different DCs and show some key findings.

Notably, in our current systems, although all of the signals passing through the PAs are somewhat distorted owing to the PA nonlinearity, estimation errors on PA nonlinearity were not considered in this study. Inaccurate estimation of the PA nonlinearity may substantially degrade transmission performances for the estimation-based regular cancellation approach. However, considering the time-invariant property in all PAs, it seems not to be a major issue for the learning- and EL-based cancellation approaches. Nevertheless, our future work may concentrate on estimating PA nonlinearity.

In Figure 5, we demonstrate some comparisons of BER simulated by no SI, the proposed, the regular, and the EL-based DC approaches with variable AACs representing by $C_{\text{ana}}$ and fixed average receive signal-to-noise ratio (SNR). The average receive SNR is defined as the ratio of the average power of the desired signal to the average power of noise at the receiver antenna and is mainly dominated by the large-scale fading between the interested user and BS. The channel between the interested user and BS is assumed to be static to evaluate the effect caused by the factor (1), and channel estimation errors for all channels are ignored.
This figure indicates that the DC mentioned above approaches achieved similar BER performances over the entire range of $C_{\text{ant}}C_{\text{ana}}$ for a given SNR. The results clarify that factor (1) is not the major reason for the difference among the proposed, the regular, and the EL-based DC approaches. Moreover, there are gaps between BER performances of no SI and that of using DCs when $C_{\text{ant}}C_{\text{ana}} > -50$ dB. This phenomenon occurs because various noises at the BS side generated by PA and modulator are added into SI signals. Because these noises are random and there is nothing to do about them by the DC approaches, AACs had to be used to limit their power strength that can be confirmed by the second term in the denominator in (31), (36), and (38). Consequently, using a larger AACs with $C_{\text{ant}}C_{\text{ana}} \leq -50$ dB decreased the effects from the noises and resulted in the proposed, regular, and EL-based DC approaches with variable channel estimation errors, assumption of static channels, and 60 dB of AACSs, which suppressed the effect from factor (1). The BER performances of the mentioned DC approaches corresponding to Figure 6(a), with the same simulation conditions, are shown in Figure 6(b) to further verify the effect caused by the factor (2).

In Figure 6(a), we present comparisons of RSINR versus SNR to demonstrate how factor (2) affects the mentioned DC approaches. The comparisons were obtained employing the proposed, regular, and EL-based DC approaches with variable channel estimation errors, assumption of static channels, and 60 dB of AACSs, which suppressed the effect from factor (1). The BER performances of the mentioned DC approaches corresponding to Figure 6(a), with the same simulation conditions, are shown in Figure 6(b) to further verify the effect caused by the factor (2).

Figure 6(a) indicates that the RSINR of the regular and EL-based DCs is significantly decreased with increasing of channel estimation error from $10^{-5}$ to $10^{-3}$ over the entire range of SNR; on the contrary, the RSINR of the proposed approach is not affected by the channel estimation error. One of the major reasons for this result is whether the estimated CSI $\hat{h}_{\text{BS}}(i)$ is directly adopted in DC approaches or not. For the proposed DC, $\hat{h}_{\text{BS}}(i)$ works as a tag of SI and is used to help record quantized SI effect into database in offline phase or is used to help search target SI value from database in online phase. In other words, $\hat{h}_{\text{BS}}(i)$, actually, is not designed to participate in any SI estimation-related calculations in the proposal. Naturally, it does not appear in the

| Parameters | Values | Parameters | Values |
|------------|--------|------------|--------|
| Number of hidden layers | 3 | Loss functions | Mean squared error |
| Number of hidden layer nodes | 16, 8, 4 | Train algorithm | Levenberg-Marquardt |
| Activation functions | Sigmoid (i.e., $(1 + e^{-x})^{-1}$) | Max epoch | 1000 |
| Num. of frames, $N_{\text{frame}}$ | 1000 | Carrier frequency, $f_0$ | 4.6 GHz |
| Num. of generated databases, $N_{\text{gb}}$ | 20 | Modulation method for BS and user | QPSK |
| Num. of symbols in data part, $N_{\text{symbol}}$ | 8 | Energy per symbol, $E_{\text{symbol}}$ | $2 \times 10^{-6}$ mJ |
| Num. of symbols in pilot part, $N_{\text{pilot}}$ | 4 | Symbol rate, $f_{\text{symbol}}$ | $5 \times 10^6$/s |
| Antenna gain at BS receive side, $G_{\text{ant,rx}}$ | 0 dBi | Antenna cancellations, $C_{\text{ant}}$ | Variable |
| Antenna gain at BS transmit side, $G_{\text{ant,tx,BS}}$ | 0 dBi | Analog cancellations, $C_{\text{ana}}$ | Variable |
| Antenna gain at user transmit side, $G_{\text{ant,tx,U}}$ | 0 dBi | PA gain for user, $G_{\text{P,A,U}}$ | 13 dB |
| PA gain for BS, $G_{\text{P,A,BS}}$ | 30 dB | PA OIP3 for user, $O_{\text{P,BS}}$ | 18 dBm |
| PA OIP3 for BS, $O_{\text{P,BS}}$ | 35 dBm | Noise factor in user’s PA, $F_{\text{U}}$ | 2.5 |
| Noise factor in BS’s PA, $F_{\text{BS}}$ | 2.5 | Inter-antenna distance at BS, $d_{\text{BS}}$ | 0.2 m |
| Detection method, $D(z)$ | MF | Path loss exponent around BS, $\zeta_{\text{BS}}$ | 2 |
| Distance of user-BS, $d_{\text{U}}(i)/i$ | Variable | Phase shift resolution, $\Delta_{\text{ph}}$ | Variable |
| Path loss exponent around user, $\zeta_{\text{U}}$ | 4 | Amplitude resolution, $\Delta_{\text{am}}$ | $\bar{p}_{\text{min}}/10^3$ |
| Probability in the CDF of Rayleigh distribution, $\delta$ | 0.01 | Noise power at BS receive antenna, $\Omega_{\text{rx}}$ | $-100$ dBm |
| Scale parameter of Rayleigh distribution, $\sigma$ | $1/\sqrt{2}$ | Noise power at user’s modulator, $\Omega_{\text{rx,U}}$ | $-100$ dBm |
| Noise power at BS’s modulator, $\Omega_{\text{bs}}$ | $-100$ dBm | Estimation error for user-BS, $\Delta_{\text{err,BS}}$ | Variable |
| Estimation error for BS’s antennas, $\Delta_{\text{err,BS}}$ | Variable |
expression of RSINR (31) and hardly affects the transmission performances such as BER. This also highlights the difference from other DC approaches. Conversely, in the other two DC approaches, $\hat{h}_{BS}(i)$ is a necessary variable to calculate the estimated value of SI and thereby directly affects the RSINR values in expressions (36) and (38). In practice, $10^{-3}$ of channel estimation error is a typical setting and acceptable. However, the RSINR of the regular and EL-based DCs with $10^{-3}$ estimation error cannot meet the general communication needs, and consequently, their BER performance shown in Figure 6(b) is terrible, unless improving measurement accuracy on channel estimation process to $10^{-5}$.

Figures 7(a) and 7(b) exhibit RSINR and BER versus SNR plots simulated by no SI and the three DCs mentioned above under the effects of factor (3) database size. Rayleigh fading is considered in the channel between the interested user and BS to evaluate the effect caused by the factor (3), and perfect channel estimation and 60 dB AACs are assumed. Facing the limited computational cost and storage, we only vary the resolution of phase shift $\Delta_{ph}$ to control the database size. Note that since the regular DC approach does not require a database, there is only one curve for the regular approach in figures.

Both Figures 7(a) and 7(b) demonstrate that transmission performance (RSINR and BER) when using the proposed approach and EL-based DC approaches can be improved by increasing the database size. The results can be well explained by the big data technology because more potential SI values can be stored in a larger database and thus the probability of finding out an estimated SI value that is more closer to the real value of SI becomes higher. Interestingly, for a given database size, the RSINR of the proposed approach gradually approaches a fixed value with increasing SNR and finally results in a floor in BER. In fact, (31) also indicated that in a large SNR range, for example, a large $G_{PA,U}$, RSINR of the proposed approach is not linear growth with SNR unless $/C_{22}h_{U}(b) = \hat{h}_{U}(i)$. However, the RSINR and BER performances are much better than the EL-based DC approach because the latter introduced an unwanted error caused by the model training, and this error was amplified by BS’s PA according to the first term in the denominator in (36). In addition, the estimation-based regular approach shows better performances than the proposed approach and the EL-based DCs because channel estimation errors, i.e., factor (2), in these simulations are not considered.

Finally, to evaluate a mixed effect of factors (1), (2), and (3), in Figures 8(a) and 8(b), we present some comparisons of RSINR and BER simulated by the proposed, the regular, and the EL-based DC approaches over fading channel with a common channel estimation error $\Delta_{err,BS} = \Delta_{err,U} = 10^{-3}$, a given database size $\Delta_{ph} = 0.1\pi$, and 60 dB of AACs. Under the consideration of the mixed effects of factors (1), (2), and (3), in Figure 8(a), for the case of SNR = 30 dB (i.e., a
desired signal power of \(-70\) dBm compared to noise power of \(-100\) dBm, the proposed approach with \(\Delta_{\text{ph}} = 0.1\pi\) approximately improved the RSINR to 24 dB with \(-94\) dBm of residual SI power. Considering 40 dBm of EIRP at the BS, the figure clearly indicates that about 134 dB of SI suppression capability is achieved by the proposed approach with 60 dB of AACs, and Figure 8(b) thereby claims that our proposed approach can enable IBFD operations in the considered wireless communication systems and, consequently, can double the SE approximately.

Conversely, there are considerable RSINR and BER gaps between no SI and the regular or EL-based DC approach. The main reasons may be rough channel estimation and insufficient number of hidden layers and nodes in the network architecture. In fact, enhanced transmission performance for the regular DC can be achieved through strong AACs with highly accurate and comprehensive estimation operations. Similarly, applying strong AACs with highly extensive databases or nodes and layers in the NN architecture may improve EL-based DC performance. Therefore, although the performances of the regular and EL-based DC are inadequate under the current simulation setting, we do not deny the two potential DC approaches for IBFD systems. Instead, we strongly encourage exploring them, especially, for the EL-based DC approach, by, for example, using more faster learning algorithms, reducing dimension of the database, and upgrading hardware devices. Because the proposed LL-based DC approach for IBFD wireless systems can also benefit a lot from technological advance in machine learning-related research fields. Certainly, any type of DC approach should be combined with the outstanding AAC techniques; thereby, improving the existing AACs and solving related issues for the above-mentioned three DC approaches should be studied.

6. Discussion

Although our simulation results for SI cancellation are promising, the proposed LL-based DC approach is still needs to be evaluated using more hard- and/or software environments for the practical applications, and there are several works that need to be addressed.

For example, the proposed approach in the current simulations is compatible with a signal carrier transmission system. For the popular orthogonal frequency division multiplexing (OFDM) which is adopted in most modern communications standards, multiple databases should be independently generated for each subcarrier because of frequency selective characteristics in wireless channels. Since creating and searching operations on a large number of
Figure 7: Analysis for factor (3) over fading channel with perfect channel estimation and 60 dB of AACs.

Figure 8: Analysis for mixed effect of factors (1), (2), and (3) over fading channel with a given channel estimation error, a given database size, and 60 dB of AACs.
databases must be considered, a lot of challenges on learning algorithm and calculation ability still need to be overcome before widespread use of the proposal.

Moreover, it seems straightforward to extend our proposal to the high-order constellations such as 256 quadrature amplitude modulation (QAM) by completely using the designed amplitude term $A_{BS}$ and phase term $\hat{\theta}_{BS}$ in database (actually, $A_{BS}$ in the database is not used for the current QPSK modulation-based simulations). However, more advanced modulation means more combinations of amplitude and phase. Hence, a large database also introduced a huge challenges on learning algorithm and calculation ability in this case.

Finally, in the present simulations, we assumed static channel between transceiver antennas on BS side. In fact, in a real system, the channel is time-varying. Similarly, the proposed approach can work for this situation by activating $h_{BS}$ in the designed database (actually, $h_{BS}$ is not used in the current simulations because of static channel). However, a large database caused by the dimension increase is still one of the unavoidable problems, and it is unclear how the complexity will increase in this case.

Based on the above description, the biggest challenge on the learning-based proposal is how to handle the huge amounts of data generated from the systems with OFDM operations, high-order constellations, and complex propagation environment. In the future, one of our major works is to solve this problem by introducing more advanced machine learning-related algorithms and technologies. Furthermore, we focus on conducting multiple evaluations for the proposal based on hard- and software environments, for example, using a SDR platform.

7. Conclusion

In this study, we proposed an LL-based DC approach for SI suppression and enabled IBFD transmissions to improve SE for current wireless communication systems. An offline and online phases for database generation and data transmission, respectively, are performed separately. In the offline phase, the output before the 0/1 decision is previously measured without the desired signal input and is recorded to a database with self-defined FV. In the online phase, a suitable result is located from the generated database with the help of the learning method and the FV usage for the same system architecture with desired signal input; the result is then assigned as the value of SI cancellation. An estimation-based regular and an EL-based DC approach are employed to simulate the transmission performance and evaluate the proposed approach. The simulation results signify that the proposed method could achieve about 134 dB SI suppression capability, BER performance comparable to zero SI, and enabled IBFD operations in wireless communication systems, superior to the aforementioned approaches.
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