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Abstract

The new concept of a system of hex equations is introduced as an overdetermined system of six five-point face-centered quad equations defined on six vertices of a hexagon. For a consistent system of hex equations, two variables on neighbouring vertices of the hexagon can be solved for uniquely in terms of the other four. A consistent system of hex equations has a well-defined unique evolution in the hexagonal lattice under suitable initial value problems defined on a single connected staircase of points. Multidimensional consistency for systems of hex equations is proposed in terms of their consistency on certain polytopes which have both hexagonal and quadrilateral faces, and specific examples are presented for the hexagonal prism, the elongated dodecahedron, the truncated octahedron, and the 6-6-duoprism. Consistent systems of hex equations on such polytopes may be constructed from face-centered quad equations which satisfy consistency-around-a-face-centered-cube, in combination with regular quad equations that satisfy consistency-around-a-cube.

1 Introduction

The Yang-Baxter equation is an important equation for integrable models and mathematical physics. One of its main applications is for integrability of lattice models of statistical mechanics, where it implies that the transfer matrices of the model commute which can be used to solve the model in the thermodynamic limit [1]. For Ising-type lattice models with nearest-neighbour interactions involving discrete spin variables, the Yang-Baxter equation takes a special form known as the star-triangle relation [2–9].

The quasi-classical limit of such star-triangle relations also contains defining equations for an entirely different class of integrable models, known as discrete integrable systems. Namely, the saddle-point equations of the star-triangle relations in the quasi-classical limit have been shown [9–12] to correspond to equations that arise in the Adler, Bobenko, and Suris (ABS) classification of integrable quad equations [13,14]. These are integrable two-dimensional partial difference equations that are defined on vertices and edges of a square (see the diagram on the left of Figure 1) and evolve in the square lattice. Such difference equations provide integrable discrete counterparts of well-known integrable soliton equations, such as the Korteweg-de Vries equation,
where the latter may be obtained through some continuous limits. The quad equations in the ABS list satisfy a condition of integrability known as consistency-around-a-cube (CAC) \cite{15,16}, which requires the consistency of an overdetermined system of six quad equations for four unknowns on the cube, and this property in turn implies Lax pairs and Bäcklund transformations for the equations. For quad equations there were also found classical counterparts of the star-triangle relations, independently of the quasi-classical limit, in the form of a closure relation that was introduced for the concept of Lagrangian multiforms \cite{17,18}.

\[
\begin{align*}
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Figure 1: Variables and parameters of a quad equation (left), a face-centered quad equation (center), and a system of hex equations (right).

Another type of Yang-Baxter equation for interaction-round-a-face (IRF) models constructed from the star-star relation \cite{19–21} was used to develop the concept of face-centered quad equations \cite{22}. A face-centered quad equation may be regarded as an extension of a regular quad equation, having dependence on five variables assigned to vertices on the face and corners of a square, and two-component parameters associated to edges (see the diagram in the center of Figure 1). The face-centered quad equations also evolve in the square lattice, but in a more complicated manner, requiring initial data that is defined on double staircases \cite{23} in comparison to the single staircases required for regular quad equations \cite{24–26}. An analogue of CAC was proposed for face-centered quad equations called consistency-around-a-face-centered-cube (CAFCC), requiring the consistency of an overdetermined system of fourteen equations for eight unknowns on the face-centered cubic unit cell, and this property has also been shown to imply Lax pairs of the equations \cite{27,28}.

The aim of this paper is to further build on the above ideas to develop the analogues of integrable quad equations and their properties for systems of equations that evolve in hexagonal lattices, rather than square lattices. In comparison to the theory of integrable quad equations, there appears to be only a handful of results for discrete integrable systems in hexagonal lattices or in hexagonal configurations \cite{29–39}, and to the best of the author’s knowledge this paper offers a different approach and new results for this topic. To begin with, instead of a square, the equations are to be defined on a hexagonal unit cell and have dependence on six variables assigned to vertices and three parameters assigned to edges, where the same parameter is assigned to opposite edges (see the diagram on the right of Figure 1), and under suitable initial value problems (including for initial data on a single connected path) these equations should have a unique evolution in the hexagonal lattice. Also, as an analogue of CAC and CAFCC the equations are to form a consistent system of equations when assigned to polytopes that contain hexagonal faces.

Such consistent systems of equations on hexagons will be constructed in this paper using face-centered quad equations as the basic building block. A new form of consistency condition
for face-centered quad equations will be introduced in Section 2, called consistency-around-a-hexagon (CAH). CAH is a simpler consistency condition than CAFCC, requiring the consistency of an overdetermined system of six equations for two unknown variables on the hexagon. Since they are defined on a hexagonal unit cell rather than a face-centered cubic structure, the system of six face-centered quad equations on the hexagon will be referred to in this paper as a system of hex equations. For hex equations that satisfy CAH, two unknown variables on the hexagon can be solved for consistently in terms of four known variables, and this will be enough to uniquely evolve systems of hex equations in the hexagonal lattice under initial conditions defined on a single connected staircase of points.

The previously found face-centered quad equations which satisfy CAFCC (specifically type-A and type-C equations) [22] also satisfy CAH, and thus may be used to define consistent systems of hex equations. Some general guidelines will be proposed in Section 4 for constructing consistent systems of hex equations on polytopes in combination with regular quad equations. These guidelines are based on matching the edges associated to the three-leg and four-leg equations associated to quad and face-centered quad equations respectively. In particular, the consistency of equations on the hexagonal prism provides a natural extension of a two-dimensional system of hex equations in the hexagonal lattice onto the hexagonal prismatic honeycomb, which is the three-dimensional tessellation obtained by translations of the hexagonal prism. This may be regarded as the analogue of extending systems of regular quad equations from the lattice \( Z^2 \) to the lattice \( Z^3 \) using their consistency on the cube (a uniform square prism). Besides the hexagonal prism, explicit examples will be presented for consistent systems of equations in three dimensions on the elongated dodecahedron and the truncated octahedron, and in four dimensions on the 6-6-duoprism, which is a polytope whose cells are hexagonal prisms.

2 Integrable quad and face-centered quad equations

This section will provide an introduction to the regular quad equations which satisfy consistency-around-a-cube (CAC), and the face-centered quad equations which satisfy consistency-around-a-face-centered-cube (CAFCC), as well as the relevant properties of the two types of equations and their connections to star-triangle and star-star relations which has motivated this paper. The face-centered quad equations will play a central role in this paper for the construction of consistent systems of equations that evolve in hexagonal lattices (see Section 3), while both types of quad equations will be required to form consistent systems of equations on polytopes that have both quadrilateral and hexagonal faces (see Section 4).

2.1 Quad equations and star-triangle relations

A quad equation may be written as

\[ Q(x_a, x_b, x_c, x_d; \alpha, \beta) = 0, \quad (2.1) \]

where \( Q \) is a multilinear polynomial in four variables \( x_a, x_b, x_c, x_d \), that takes the general form

\[
Q(x_a, x_b, x_c, x_d; \alpha, \beta) = \kappa_1 x_a x_b x_c x_d + \kappa_2 x_a x_b x_c + \kappa_3 x_a x_b x_d + \kappa_4 x_a x_c x_d + \kappa_5 x_b x_c x_d + \kappa_6 x_a x_b + \kappa_7 x_a x_c + \kappa_8 x_a x_d + \kappa_9 x_b x_c + \kappa_{10} x_b x_d + \kappa_{11} x_c x_d + \kappa_{12} x_a + \kappa_{13} x_b + \kappa_{14} x_c + \kappa_{15} x_d + \kappa_{16}. \quad (2.2)
\]
The coefficients \( \kappa_i = \kappa_i(\alpha, \beta) \) \((i = 1, \ldots, 16)\) depend only on the parameters \( \alpha \) and \( \beta \). The variables and parameters of the quad equation (2.1) may be assigned to the square of Figure 2. Under appropriate initial conditions the quad equations (2.1) can be uniquely evolved in the square lattice due to the multilinearity of the polynomial \( Q \).
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\[
Q(x_a, x_b, x_c, x_d; \alpha, \beta) = 0
\]

Figure 2: The quad equation (2.1).

Quad equations of the form (2.1) have been shown \([9, 11, 12, 40, 41]\) to arise from the quasi-classical limit of more general equations for hypergeometric integrals which take the form of an important equation for integrability of lattice models of statistical mechanics called the star-triangle relation. The quad equations that are obtained this way may be identified with equations in the Adler, Bobenko, and Suris (ABS) classification \([13, 14]\). The connection to these types of star-triangle relations is summarised as follows.

In certain cases, hypergeometric integrals satisfy formulas that may be written in one of the following two typical forms \([12]\)

\[
\int_C d\sigma_0 W_{\theta_1}(\sigma_1, \sigma_0) W_{\theta_1+\theta_3}(\sigma_2, \sigma_0) W_{\theta_3}(\sigma_0, \sigma_3) = R_0 W_{\theta_1}(\sigma_2, \sigma_3) W_{\theta_3}(\sigma_0, \sigma_1), \quad (2.3)
\]

\[
\int_C d\sigma_0 \overline{W}_{\theta_1}(\sigma_1, \sigma_0) V_{\theta_1+\theta_3}(\sigma_2, \sigma_0) \overline{W}_{\theta_3}(\sigma_0, \sigma_3) = R_0 V_{\theta_1}(\sigma_2, \sigma_3) \overline{W}_{\theta_3}(\sigma_0, \sigma_1). \quad (2.4)
\]

Each of \( V_\theta(\sigma_i, \sigma_j), \overline{V}_\theta(\sigma_i, \sigma_j), W_\theta(\sigma_i, \sigma_j), \overline{W}_\theta(\sigma_i, \sigma_j) \), are complex-valued functions of \( \sigma_i, \sigma_j, \theta \), and the formulas (2.3) and (2.4) depend on the independent complex-valued variables \( \sigma_1, \sigma_2, \sigma_3 \), and parameters \( \theta_1, \theta_3 \). The \( R_0 \) is a factor that is independent of the variables \( \sigma_1, \sigma_2, \sigma_3 \). The functions \( V_\theta(\sigma_i, \sigma_j), \overline{V}_\theta(\sigma_i, \sigma_j), W_\theta(\sigma_i, \sigma_j), \overline{W}_\theta(\sigma_i, \sigma_j) \), are typically written in terms of the gamma function or its generalisations \([42]\), with the contours \( C \) chosen to separate infinite sequences of poles of the integrand that go to zero and/or infinity. Such formulas may be regarded as generalisations of the Euler beta function in the context of hypergeometric integrals, and generalisations of the Ising model in the context of integrable lattice models of statistical mechanics, where both of the latter may be obtained in certain limits \([11]\). For models of statistical mechanics, the functions \( V_\theta(\sigma_i, \sigma_j), \overline{V}_\theta(\sigma_i, \sigma_j), W_\theta(\sigma_i, \sigma_j), \overline{W}_\theta(\sigma_i, \sigma_j) \), are identified as the Boltzmann weights of the associated model(s) \([9–11]\).

In a quasi-classical limit, the integrals of (2.3) and (2.4) are written in the respective forms

\[
\int_C dx_0 e^{\hbar^{-1} \left( \mathcal{L}_{\alpha_1}(x_1, x_0) + \mathcal{L}_{\alpha_1+\alpha_3}(x_2, x_0) + \mathcal{L}_{\alpha_3}(x_0, x_3) \right)} + O(1),
\]

\[
\int_C dx_0 e^{\hbar^{-1} \left( \overline{\mathcal{L}}_{\alpha_1}(x_1, x_0) + \overline{\mathcal{L}}_{\alpha_1+\alpha_3}(x_2, x_0) + \overline{\mathcal{L}}_{\alpha_3}(x_0, x_3) \right)} + O(1), \quad (2.5)
\]
for some parameter $h \to 0$, where each of $\Lambda_{\alpha}(x_i, x_j), \overline{\Sigma}_{\alpha}(x_i, x_j), \mathcal{L}_{\alpha}(x_i, x_j), \overline{\mathcal{L}}_{\alpha}(x_i, x_j)$, are complex-valued functions of $x_i, x_j, \alpha$, which arise as the leading $O(h^{-1})$ asymptotics of the Boltzmann weights $V_{\theta}(x_i, x_j), \nabla_{\theta}(x_i, x_j), W_{\theta}(x_i, x_j), \overline{W}_{\theta}(x_i, x_j)$, respectively. The variables and parameters of (2.3), (2.4), and (2.5), are related by

$$\sigma_i = F_i(x_i), \quad i = 0, 1, 2, 3, \quad \theta_j = G(\alpha_j), \quad j = 1, 3,$$

where $F_i(z)$ and $G(z)$ are some Möbius transformations that depend on $h$. The saddle-point equations of these integrals are given by

$$\frac{\partial}{\partial x_0} \left( \overline{\Sigma}_{\alpha_1}(x_1, x_0) + \mathcal{L}_{\alpha_1+\alpha_3}(x_2, x_0) + \overline{\mathcal{L}}_{\alpha_3}(x_0, x_3) \right) = 0,$$

$$\frac{\partial}{\partial x_0} \left( \overline{\Lambda}_{\alpha_1}(x_1, x_0) + \Lambda_{\alpha_1+\alpha_3}(x_2, x_0) + \overline{\Lambda}_{\alpha_3}(x_0, x_3) \right) = 0.$$

A discrete integrable equation is typically then obtained directly from these saddle-point equations, which are identified as the three-leg equations [13, 16] associated to quad equations. A point transformation

$$x_a = f_0(x_0), \quad x_b = f_1(x_1), \quad x_c = f_2(x_2), \quad x_d = f_3(x_3), \quad \alpha = g(\alpha_1), \quad \beta = g(\alpha_3),$$

of the variables and parameters should be used that will turn the saddle point equations (2.7) into equations of the form

$$\frac{a(x_a; x_c; \beta)}{a(x_a; x_b; \alpha) a(x_a; x_d; \beta - \alpha)} = 1,$$

$$\frac{c(x_a; x_c; \beta)}{c(x_a; x_b; \alpha) a(x_a; x_d; \beta - \alpha)} = 1,$$

or the form

$$a(x_a; x_c; \beta) - a(x_a; x_b; \alpha) - a(x_a; x_d; \beta - \alpha) = 0,$$

$$c(x_a; x_c; \beta) - c(x_a; x_b; \alpha) - a(x_a; x_d; \beta - \alpha) = 0,$$

where the functions $a(x; y; \alpha)$ and $c(x; y; \alpha)$ are both linear fractional functions of the variable $y$. Typical choices of the functions $f_i$ and $g$ for (2.8) are given in Table 1, which depend on whether the equations (2.3)–(2.7) are elliptic, hyperbolic, rational, or algebraic (also known as classical). The algebraic cases give equations of the form (2.10), and all other cases give equations of the form (2.9).

| Type          | $f_i(x)$      | $g(x)$  |
|---------------|---------------|---------|
| Elliptic      | $\wp(x)$     | $\wp(x)$|
| Hyperbolic    | $e^x$ or $\cosh(x)$ | $e^x$   |
| Rational      | $x$ or $x^2$ | $x$     |
| Algebraic     | $x$          | $x$     |

Table 1: Typical choices for the changes of variables (2.8), depending on whether the equations (2.3)–(2.7) are elliptic, hyperbolic, rational, or algebraic. The function $\wp(z)$ is the Weierstrass elliptic function.
For the equations of the form (2.10), if after combining each term under a common denominator the numerator of the resulting expression has the form (2.2), then this numerator provides the desired quad equation.

For the equations of the form (2.9), since \(a(x; y; \alpha)\) and \(c(x; y; \alpha)\) are linear fractional in \(y\), these equations have the form

\[
\frac{N(x_a; x_b, x_c, x_d; \alpha, \beta)}{D(x_a; x_b, x_c, x_d; \alpha, \beta)} = 1,
\]

(2.11)

where \(N(x_a; x_b, x_c, x_d; \alpha, \beta)\) and \(D(x_a; x_b, x_c, x_d; \alpha, \beta)\) are multilinear polynomials of the three variables \(x_b, x_c, x_d\). Rewriting the equation (2.11) as

\[
N(x_a; x_b, x_c, x_d; \alpha, \beta) - D(x_a; x_b, x_c, x_d; \alpha, \beta) = 0,
\]

(2.12)

the desired multilinear quad equation is then obtained if a factorisation of (2.12) can be found of the form

\[
f(x_a; \alpha, \beta)Q(x_a, x_b, x_c, x_d; \alpha, \beta) = 0,
\]

(2.13)

where \(f\) is some function that is independent of \(x_b, x_c, x_d\), and \(Q\) is a polynomial of the form (2.2).

From (2.13) it is seen that the equations (2.9) are satisfied on solutions of the corresponding multilinear quad equation \(Q(x_a, x_b, x_c, x_d; \alpha, \beta) = 0\), but there may be some solutions for (2.9) corresponding to \(f(x_a; \alpha, \beta) = 0\) that are not solutions of \(Q(x_a, x_b, x_c, x_d; \alpha, \beta) = 0\).

The above procedure for obtaining quad equations from quasi-classical limits has been investigated [9,12] for different solutions of the star-triangle relations of the forms (2.3) and (2.4) that arise as hyperbolic/rational/algebraic degenerations of Bazhanov and Sergeev’s solution of the star-triangle relation [11]. In terms of hypergeometric integrals, the latter star-triangle relation is equivalent to Spiridonov’s elliptic beta integral formula [43]. The quad equations that were obtained from the quasi-classical limit of these integrals correspond to equations in the ABS classification [13,14], where the latter classification was made using completely different methods that are independent of the star-triangle relations. Thus, the quasi-classical limit offers a different approach to the study of discrete integrable equations.

The equations in the ABS list may be grouped into two main types known as type-Q and type-H. These equations are listed in Table 2 and are given explicitly in Appendix A. The type-Q equations may be derived from the quasi-classical expansion of star-triangle relations of the form (2.3) and the type-H equations may be derived from the quasi-classical expansion of star-triangle relations of the form (2.4).

| Type-Q       | Type-H       |
|--------------|--------------|
| Elliptic     | \(Q^4\)      |
| Hyperbolic   | \(Q^3(1)\), \(Q^3(0)\) |
| Rational     | \(Q^2\), \(Q^1(1)\) |
| Algebraic    | \(Q^1(0)\)   |
|              | \(H_3^{(1,0)}, H_3^{(1,0)}, H_3^{(0,0)}\) |
|              | \(H_2^{(1)}, H_2^{(0)}\) |
|              | \(H_1^{(1)}, H_1^{(0)}\) |

Table 2: List of type-Q and type-H ABS quad equations grouped according to whether they come from a quasi-classical expansion that involves elliptic, hyperbolic, rational, or algebraic equations [9,12]. The equations are given in Appendix A.

Each of the type-Q quad equations in Table 2 satisfy the following symmetries of the square

\[
Q(x_a, x_b, x_c, x_d; \alpha, \beta) = Q(x_b, x_a, x_d, x_c; \alpha, \beta),
\]

(2.14)

\[
Q(x_a, x_b, x_c, x_d; \alpha, \beta) = -Q(x_d, x_b, x_c, x_a; \beta, \alpha).
\]
If $\varepsilon = 0$, the type-H equations $H3(\delta, \varepsilon)$, $H2(\varepsilon)$, $H1(\varepsilon)$, also satisfy both of the symmetries of (2.14), while if $\varepsilon = 1$ they only satisfy the second symmetry of (2.14).

### 2.1.1 Three-leg equations associated to quad equations

The three-leg equations (2.9) and (2.10) are each written in terms of three functions, where in the arguments of the functions the variable $x_a$ is paired one of the other three variables $x_b, x_c, x_d$, assigned to vertices of the square. These are also known as three-leg equations centered at $x_a$. As was observed in the original classification result of ABS [13], each of the equations in Table 2 also have associated three-leg equations that are centered at the other three vertices. The system of four different type-Q three-leg equations may be expressed in terms of a single function $a(x_i; x_j; \alpha)$, but the system of four different type-H three-leg equations is more complicated and expressed in terms of up to four different functions [44].

**Theorem 1.** If $Q(x_a, x_b, x_c, x_d; \alpha, \beta) = 0$ is one of the elliptic, hyperbolic, or rational type-Q quad equations from Table 2, then there is a system of three-leg equations of the form

\[
\begin{align*}
(Q.a) & \quad \frac{a(x_a; x_c; \beta)}{a(x_a; x_b; \alpha)a(x_a; x_d; \beta - \alpha)} = 1, \\
(Q.b) & \quad \frac{a(x_b; x_a; \alpha)}{a(x_b; x_d; \beta)a(x_b; x_c; \alpha - \beta)} = 1, \\
(Q.c) & \quad \frac{a(x_c; x_a; \beta)}{a(x_c; x_b; \alpha)a(x_c; x_d; \alpha - \beta)} = 1, \\
(Q.d) & \quad \frac{a(x_d; x_b; \beta)}{a(x_d; x_c; \alpha)a(x_d; x_a; \beta - \alpha)} = 1,
\end{align*}
\]

(2.15)

which are satisfied on solutions of $Q(x_a, x_b, x_c, x_d; \alpha, \beta) = 0$. If $Q(x_a, x_b, x_c, x_d; \alpha, \beta) = 0$ is the algebraic type-Q quad equation $Q_{1(0)}$, then the same holds true with each of (Q.a)–(Q.d) being replaced with additive equations of the form (2.10).

Similarly, if $H(x_a, x_b, x_c, x_d; \alpha, \beta) = 0$ is one of the hyperbolic or rational type-H quad equations from Table 2, then there is a system of three-leg equations of the form

\[
\begin{align*}
(H.a) & \quad \frac{c^*(x_a; x_c; \beta)}{c^*(x_a; x_b; \alpha)a^*(x_a; x_d; \beta - \alpha)} = 1, \\
(H.b) & \quad \frac{c(x_b; x_a; \alpha)}{c(x_b; x_d; \beta)a(x_b; x_c; \alpha - \beta)} = 1, \\
(H.c) & \quad \frac{c(x_c; x_a; \beta)}{c(x_c; x_b; \alpha)a(x_c; x_d; \alpha - \beta)} = 1, \\
(H.d) & \quad \frac{c^*(x_d; x_b; \beta)}{c^*(x_d; x_c; \alpha)a^*(x_d; x_a; \beta - \alpha)} = 1,
\end{align*}
\]

(2.16)

which are satisfied on solutions of $H(x_a, x_b, x_c, x_d; \alpha, \beta) = 0$, and where the functions $a(x_i; x_j; \alpha)$ and $a^*(x_i; x_j; \alpha)$ also satisfy systems of the form (2.15) on solutions of respective type-Q equations. If $H(x_a, x_b, x_c, x_d; \alpha, \beta) = 0$ is the algebraic type-H equation $H_{1(\varepsilon)}$, then for $\varepsilon = 1$ the same holds true with (H.a) and (H.d) being replaced with additive equations of the form (2.10), and for $\varepsilon = 0$ with each of (H.a)–(H.d) being replaced with additive equations.
Proof. Theorem 1 can be verified directly by using the functions \( a(x_i, x_j; \alpha), a^*(x_i, x_j; \alpha), c(x_i, x_j; \alpha), \) and \( c^*(x_i, x_j; \alpha), \) that are given in Table 7 of Appendix A. With these functions an equation \((Q.i)\) from (2.15) is equivalent to (as was given in (2.13) for \((Q.a)\))

\[
f(x_i; \alpha, \beta)Q(x_a, x_b, x_c, x_d; \alpha, \beta) = 0, \quad i \in \{a, b, c, d\},
\]

where \(Q\) is some type-Q equation from Table 2, and an equation \((H.i)\) from (2.16) is equivalent to (as was given in (2.13) for \((H.a)\))

\[
\begin{align*}
 f_1(x_i; \alpha, \beta)H(x_a, x_b, x_c, x_d; \alpha, \beta) &= 0, \quad i \in \{a, d\}, \\
 f_2(x_i; \alpha, \beta)H(x_a, x_b, x_c, x_d; \alpha, \beta) &= 0, \quad i \in \{b, c\},
\end{align*}
\]

where \(H\) is some type-H equation from Table 2.

The existence of consistent systems of three-leg equations (2.15) and (2.16) may be naturally understood through the quasi-classical limit of the star-triangle relations. The idea is as follows. Equating both sides at leading order of a quasi-classical expansion of (2.4), implies a classical star-triangle relation formula that takes the form (up to some irrelevant factors independent of the variables)

\[
\Lambda_{\alpha_1}(x_1, x_0) + \Lambda_{\alpha_1+\alpha_3}(x_2, x_0) + \Lambda_{\alpha_3}(x_0, x_3) = \Lambda_{\alpha_1}(x_2, x_3) + \Lambda_{\alpha_1+\alpha_3}(x_1, x_3) + \Lambda_{\alpha_3}(x_2, x_1).
\]

(2.19)

The left hand side is the same that appears inside the exponential for the second integral of (2.5), and the right hand side comes from a quasi-classical expansion of the right hand side of (2.4). The equation (2.19) is required to hold on solutions of the second saddle point equation in (2.7). Recall that this saddle point equation leads to the three-leg equation \((H.a)\) given in (2.9). Assuming (2.19) holds, there are also three other partial derivatives that can be taken with respect to the three variables \(x_1, x_2, x_3\), and following a similar procedure that was used to obtain (2.9), these derivatives would lead to the other three-leg equations \((H.b)\)–\((H.d)\).

### 2.2 Face-centered quad equations and star-star relations

A face-centered quad equation may be regarded as an extension of the regular quad equation (2.1), having dependence on an additional variable and parameters. The parameters may be written with two components as

\[
\alpha = (\alpha_1, \alpha_2), \quad \beta = (\beta_1, \beta_2).
\]

(2.20)

A face-centered quad equation may then be written as

\[
A(x; x_a, x_b, x_c, x_d; \alpha, \beta) = 0,
\]

(2.21)

where \(A\) is a multivariate polynomial of five variables \(x, x_a, x_b, x_c, x_d\). It is multilinear in the four variables \(x_a, x_b, x_c, x_d\), but there is no restriction imposed on the degree of \(x\). Thus, it is a polynomial with the general form

\[
A(x; x_a, x_b, x_c, x_d; \alpha, \beta) = \kappa_1 x_a x_b x_c x_d + \kappa_2 x_a x_b x_c + \kappa_3 x_a x_b x_d + \kappa_4 x_a x_c x_d + \kappa_5 x_b x_c x_d + \kappa_6 x_a x_b + \kappa_7 x_a x_c + \kappa_8 x_a x_d + \kappa_9 x_b x_c + \kappa_{10} x_b x_d + \kappa_{11} x_c x_d + \kappa_{12} x_a + \kappa_{13} x_b + \kappa_{14} x_c + \kappa_{15} x_d + \kappa_{16},
\]

(2.22)
where the coefficients $\kappa_i = \kappa_i(x, \alpha, \beta)$ ($i = 1, \ldots, 16$) depend on the face variable $x$ and the components of the two parameters $\alpha, \beta$. The multilinear expression (2.22) resembles the multilinear expression for regular quad equations (2.2), but with more general coefficients $\kappa_i$.

The face-centered quad equation (2.21) may be associated to the square of Figure 3, where the variables $x_a, x_b, x_c, x_d$ are assigned to vertices at corners, the variable $x$ is assigned to a central vertex on the face, and the components of the parameters are assigned to edges. When evolving the equations in the square lattice it is never required to solve for the variable $x$, which is the reason that the dependence on $x$ does not have to be linear.

![Figure 3: The face-centered quad equation (2.21).](image)

The face-centered quad equation (2.21) may also be written in the form

$$
\sum_{i=0}^{n} x^i P_i(x_a, x_b, x_c, x_d; \alpha, \beta) = 0, \tag{2.23}
$$

where $n$ is the degree of the polynomial (2.22) in $x$, and the $P_i$ ($i = 0, 1, \ldots, n$) are multilinear polynomials in the four variables $x_a, x_b, x_c, x_d$, i.e., the $P_i$ are regular quad equations (but depending on the two-component parameters $\alpha, \beta$, instead of two scalar parameters).

For face-centered quad equations the analogue of the star-triangle relations (2.3) and (2.4) are the star-star relations [19–21]. Two examples of such star-star relations for the case of continuous spin variables have the forms

$$
W_{v_1-v_2}(\sigma_1, \sigma_2)W_{u_1-u_2}(\sigma_1, \sigma_3) \int_C u^{(1)}_{uv} (\sigma) = W_{v_1-v_2}(\sigma_3, \sigma_4)W_{u_1-u_2}(\sigma_2, \sigma_4) \int_C u^{(2)}_{uv} (\sigma), \tag{2.24}
$$

$$
V_{v_1-v_2}(\sigma_1, \sigma_2)W_{u_1-u_2}(\sigma_1, \sigma_3) \int_C v^{(1)}_{uv} (\sigma) = V_{v_1-v_2}(\sigma_3, \sigma_4)W_{u_1-u_2}(\sigma_2, \sigma_4) \int_C v^{(2)}_{uv} (\sigma), \tag{2.25}
$$

where $\sigma$, $u$, $v$, represent variables $\sigma = (\sigma_0, \sigma_1, \sigma_2, \sigma_3, \sigma_4)$ and parameters $u = (u_1, u_2)$, $v = (v_1, v_2)$, and the integrands are

$$
\begin{align*}
    u^{(1)}_{uv} (\sigma) &= d\sigma_0 W_{u_2-v_1}(\sigma_1, \sigma_0) \overline{W}_{u_2-v_2}(\sigma_0, \sigma_2) \overline{W}_{u_1-v_1}(\sigma_3, \sigma_0) W_{u_1-v_2}(\sigma_0, \sigma_4), \\
    u^{(2)}_{uv} (\sigma) &= d\sigma_0 W_{u_2-v_1}(\sigma_0, \sigma_4) \overline{W}_{u_2-v_2}(\sigma_0, \sigma_3) \overline{W}_{u_1-v_1}(\sigma_0, \sigma_2) W_{u_1-v_2}(\sigma_1, \sigma_0), \\
    v^{(1)}_{uv} (\sigma) &= d\sigma_0 W_{u_2-v_1}(\sigma_1, \sigma_0) \overline{V}_{u_2-v_2}(\sigma_0, \sigma_2) \overline{W}_{u_1-v_1}(\sigma_3, \sigma_0) V_{u_1-v_2}(\sigma_0, \sigma_4), \\
    v^{(2)}_{uv} (\sigma) &= d\sigma_0 W_{u_2-v_1}(\sigma_0, \sigma_4) \overline{V}_{u_2-v_2}(\sigma_3, \sigma_0) \overline{W}_{u_1-v_1}(\sigma_0, \sigma_2) V_{u_1-v_2}(\sigma_1, \sigma_0).
\end{align*} \tag{2.26}
$$
Similarly to the star-triangle relations (2.3) and (2.4), each of \( V_{\theta}(\sigma_i, \sigma_j), \nabla_{\theta}(\sigma_i, \sigma_j), W_{\theta}(\sigma_i, \sigma_j), \overline{W}_{\theta}(\sigma_i, \sigma_j) \) are complex-valued functions of \( \sigma_i, \sigma_j, \theta \), while the formulas (2.24) and (2.25) depend on the independent variables \( \sigma_1, \sigma_2, \sigma_3, \sigma_4 \), and parameters \( u_1, u_2, v_1, v_2 \). The contours \( C \) are typically chosen to separate infinite sequences of poles that go to zero and/or infinity. In terms of hypergeometric integrals, examples of these formulas have been shown [45] to be equivalent to the simplest \( (n = 1) \) examples of transformation formulas between hypergeometric integrals associated to the \( A_n \) root system [46].

Consider the left hand sides of the star-star relations (2.24) and (2.25). In a quasi-classical limit these left hand sides are written in the respective forms

\[
\int_{C} dx_0 \, e^{-i\frac{\hbar}{\theta}(L_{u_2'v_1'}(x_1,x_0) + L_{v_2'u_1'}(x_0,x_2) + L_{u_1'v_2'}(x_3,x_0) + L_{v_1'u_2'}(x_1,x_2) + L_{u_1'u_2'}(x_1,x_3)) + O(1)},
\]

\[
\int_{C} dx_0 \, e^{-i\frac{\hbar}{\theta}(L_{u_2'v_1'}(x_1,x_0) + L_{v_2'u_1'}(x_0,x_2) + L_{u_1'v_2'}(x_3,x_0) + L_{v_1'u_2'}(x_1,x_2) + L_{u_1'u_2'}(x_1,x_3)) + O(1)},
\]

for some parameter \( \hbar \to 0 \), where each of \( \Lambda_{\alpha}(x_i, x_j), \overline{\Lambda}_{\alpha}(x_i, x_j), \mathcal{L}_{\alpha}(x_i, x_j), \overline{\mathcal{L}}_{\alpha}(x_i, x_j) \), are complex-valued functions of \( x_i, x_j, \alpha \), which arise as the leading \( O(\hbar^{-1}) \) asymptotics of the respective functions \( V_{\theta}(\sigma_i, \sigma_j), \nabla_{\theta}(\sigma_i, \sigma_j), W_{\theta}(\sigma_i, \sigma_j), \overline{W}_{\theta}(\sigma_i, \sigma_j) \). Analogously to (2.6), the variables and parameters of (2.24), (2.25), and (2.27), are related by

\[
\sigma_i = F_i(x_i), \quad i = 0, 1, 2, 3, 4 \quad u_j' = G(u_j), \quad v_j' = G(v_j), \quad j = 1, 2, \quad (2.28)
\]

where \( F_i(z) \) and \( G(z) \) are some Möbius transformations that depend on \( \hbar \). The saddle-point equations of these integrals are given by

\[
\frac{\partial}{\partial x_0} \left( L_{u_2'v_1'}(x_1,x_0) + L_{v_2'u_1'}(x_0,x_2) + L_{u_1'v_2'}(x_3,x_0) + L_{v_1'u_2'}(x_1,x_2) + L_{u_1'u_2'}(x_1,x_3) \right) = 0,
\]

\[
\frac{\partial}{\partial x_0} \left( L_{u_2'v_1'}(x_1,x_0) + L_{v_2'u_1'}(x_0,x_2) + L_{u_1'v_2'}(x_3,x_0) + L_{v_1'u_2'}(x_1,x_2) + L_{u_1'u_2'}(x_1,x_3) \right) = 0.
\]

(2.29)

Analogously to (2.8), to obtain a discrete integrable equation from (2.29) a point transformation

\[
\begin{align*}
x &= f_0(x_0), & x_a &= f_1(x_1), & x_b &= f_2(x_2), & x_c &= f_3(x_3), & x_d &= f_4(x_4), \\
\alpha_j &= g(u_j'), & \beta_j &= g(v_j'), & j &= 1, 2,
\end{align*}
\]

(2.30)

of the variables and parameters should be used that will turn the saddle-point equations (2.7) into equations of the form

\[
\begin{align*}
a(x; x_a; \beta_1 - \alpha_2)a(x; x_d; \beta_2 - \alpha_1) &= 1, \\
a(x; x_b; \beta_2 - \alpha_2)a(x; x_c; \beta_1 - \alpha_1) &= 1,
\end{align*}
\]

(2.31)

\[
\begin{align*}
a(x; x_a; \beta_1 - \alpha_2)c(x; x_d; \beta_2 - \alpha_1) &= 1, \\
a(x; x_b; \beta_2 - \alpha_2)c(x; x_c; \beta_1 - \alpha_1) &= 1,
\end{align*}
\]

(2.32)

or the form

\[
\begin{align*}
a(x; x_a; \beta_1 - \alpha_2) + a(x; x_d; \beta_2 - \alpha_1) - a(x; x_b; \beta_2 - \alpha_2) - a(x; x_c; \beta_1 - \alpha_1) &= 0, \\
a(x; x_a; \beta_1 - \alpha_2) + c(x; x_d; \beta_2 - \alpha_1) - a(x; x_b; \beta_2 - \alpha_2) - c(x; x_c; \beta_1 - \alpha_1) &= 0,
\end{align*}
\]

(2.33)

(2.34)
where the functions $a(x; y; \alpha)$ and $c(x; y; \alpha)$ are linear fractional functions of the variable $y$. Typical choices of the functions $f$ and $g$ for (2.30) are the same as those listed in Table 1, depending on whether the equations (2.24), (2.25), (2.27), (2.29), are elliptic, hyperbolic, rational, or algebraic. The algebraic cases give equations of the form (2.33) and (2.34), and all other cases give equations of the form (2.31) and (2.32).

For the equations of the form (2.33) and (2.34), if after combining each term under a common denominator the numerator of the resulting expression has the form (2.22), then this numerator provides the desired face-centered quad equation.

For the equations of the form (2.31) and (2.32), since $a(x; y; \alpha)$ and $c(x; y; \alpha)$ are linear fractional in $y$, these equations have the form

$$\frac{N(x; x_a; x_b, x_c, x_d; \alpha, \beta)}{D(x; x_a; x_b, x_c, x_d; \alpha, \beta)} = 1,$$

where $N(x; x_a; x_b, x_c, x_d; \alpha, \beta)$ and $D(x; x_a; x_b, x_c, x_d; \alpha, \beta)$ are multilinear polynomials of the four variables $x_a$, $x_b$, $x_c$, $x_d$. Rewriting the equation (2.35) as

$$N(x; x_a; x_b, x_c, x_d; \alpha, \beta) - D(x; x_a; x_b, x_c, x_d; \alpha, \beta) = 0,$$

the desired multilinear face-centered quad equation is then obtained if a factorisation of (2.36) can be found of the form

$$f(x; \alpha, \beta)A(x; x_a, x_b, x_c, x_d; \alpha, \beta) = 0,$$

where $f$ is some function independent of $x_a, x_b, x_c, x_d$, and $A$ is a polynomial of the form (2.22).

The star-star relations (2.24) and (2.25) are known to imply a Yang-Baxter equation for interaction-round-a-face (IRF) models [19,21], and this connection was used [22] with the Boltzmann weights for the star-triangle relations corresponding to ABS equations [12] to derive the type-A and type-C face-centered quad equations that are listed in Table 3, and given explicitly in Appendix A. The type-A equations and type-C equations may be derived from the quasi-classical expansion of star-star relations of the form (2.24) and (2.25), respectively. The third type of equations known as type-B would come from star-star relations involving only $V_\theta(\sigma_i, \sigma_j)$ and $\overline{V}_\theta(\sigma_i, \sigma_j)$, but no such relations are known to the author, and for this reason type-B equations do not appear in this paper. Unlike the quad equations listed in Table 3, there currently does not exist a classification of face-centered quad equations of the form (2.21).

| Type-A equations | Type-C equations |
|------------------|------------------|
| Elliptic         | $A^4$            |
| Hyperbolic       | $A^3(1), A^3(0)$ |
| Rational         | $A^2(1; 1), A^2(1; 0)$ |
| Algebraic        | $A^2(0; 0)$      |
|                  | $C^3(1/2, 1/2; 1/2), C^3(1/2, 1/2; 0), C^3(1/2, 0; 1/2), C^3(1/2, 0; 0)$ |
|                  | $C^2(1; 0), C^2(1; 1), C^2(0; 1), C^1(0)$ |

Table 3: Type-A and type-C face-centered quad equations grouped according to whether they come from a quasi-classical expansion involving elliptic, hyperbolic, rational, or algebraic equations [22]. The equations are given in Appendix A.

The analogues of the square symmetries (2.14) for face-centered quad equations are

$$A(x; x_a, x_b, x_c, x_d; \alpha, \beta) = -A(x; x_b, x_a, x_c, x_d; \alpha, \beta),$$

$$A(x; x_a, x_b, x_c, x_d; \alpha, \beta) = -A(x; x_c, x_d, x_a, x_b; \alpha, \beta),$$

$$A(x; x_a, x_b, x_c, x_d; \alpha, \beta) = -A(x; x_d, x_b, x_c, x_a; \beta, \alpha).$$

(2.38)
Type-A equations listed in Table 3 satisfy each of these symmetries, while type-C equations only satisfy the first of these symmetries.

It was found [23] that in the square lattice not all type-C equations from Table 3 have vanishing algebraic entropy on their own, but can have vanishing algebraic entropy in specific arrangements of the following pairs (some equations are simply paired with themselves)

\[
(C_3^{(1/2; 1/2; 0)}, C_3^{(1/2; 0; 1/2)}), \quad (C_3^{(1; 0; 0)}, C_3^{(1; 0; 0)}), \quad (C_3^{(0; 0; 0)}, C_3^{(0; 0; 0)}),
\]
\[
(C_2^{(1; 1; 0)}, C_2^{(1; 0; 1)}), \quad (C_2^{(1; 0; 0)}, C_2^{(1; 0; 0)}), \quad (C_2^{(0; 0; 0)}, C_1^{(1)}), \quad (C_1^{(0)}, C_1^{(0)}).
\]

These pairs will be needed for constructing consistent systems of equations involving type-C equations.

### 2.2.1 Consistency-around-a-hexagon

Let \( X \) denote the six-tuple of variables

\[
X = (x_a, x_b, x_c, x_d, x_e, x_f),
\]
and let \( X_i \) (\( i \in \mathbb{Z}/6\mathbb{Z} \)) denote the \( i \)th (mod 6) element of \( X \). These may be considered as variables assigned to six consecutive vertices of a hexagon, as shown in Figure 4.

![Figure 4: Variables assigned to vertices of a hexagon.](image)

The elements of \( X \) may be split up into two disjoint sets \( S_i \) and \( \overline{S}_i \) that respectively contain consecutive elements of \( X \)

\[
S_i = \{X_i, X_{i+1}, X_{i+2}, X_{i+3}\}, \quad \overline{S}_i = \{X_{i-2}, X_{i-1}\}, \quad i \in \mathbb{Z}/6\mathbb{Z}.
\]

An overdetermined system of face-centered quad equations can be used to consistently determine any two variables on consecutive vertices of the hexagon (from \( S_i \)) in terms of the other four (from \( S_i \)) as follows.

**Theorem 2** (Consistency-around-a-hexagon). Let \( A \) be a polynomial for one of the type-A face-centered quad equations listed in Table 3. For any \( i \in \mathbb{Z}/6\mathbb{Z} \), the two equations from

\[
(A.a) \quad A(x_a; x_f, x_e, x_b, x_c; (\beta_2, \alpha_2), (\beta_1, \alpha_1)) = 0,
\]
\[
(A.b) \quad A(x_b; x_c, x_d, x_a, x_f; (\beta_2, \alpha_1), (\beta_1, \alpha_2)) = 0,
\]
\[
(A.c) \quad A(x_c; x_b, x_d, x_a, x_e; (\beta_2, \beta_1), (\alpha_1, \alpha_2)) = 0,
\]
\[
(A.d) \quad A(x_d; x_c, x_b, x_e, x_f; (\beta_2, \alpha_2), (\beta_1, \alpha_1)) = 0,
\]
\[
(A.e) \quad A(x_e; x_f, x_a, x_d, x_c; (\beta_2, \alpha_1), (\beta_1, \alpha_2)) = 0,
\]
\[
(A.f) \quad A(x_f; x_e, x_a, x_d, x_b; (\beta_2, \beta_1), (\alpha_1, \alpha_2)) = 0,
\]

(2.42)
which are respectively independent of \(X_{i-1}\) and \(X_{i-2}\) may be used to solve uniquely for the two variables \(X_{i-2}, X_{i-1} \in \mathcal{S}_i\) in terms of the four variables from \(S_i\), and the remaining four equations from (2.42) are also satisfied on these solutions.

In a similar way, let one of \((C, \overline{C})\) or \((\overline{C}, C)\) denote one of the pairs of type-C face-centered quad equations given in (2.39). For any \(i \in \mathbb{Z}/6\mathbb{Z}\), the two equations from

\[(C.a) \quad \overline{C}(x_a; x_f, x_e, x_b, x_c; (\beta_2, \alpha_2), (\beta_1, \alpha_1)) = 0,
(C.b) \quad C(x_b; x_c, x_d, x_a, x_f; (\beta_2, \alpha_1), (\beta_1, \alpha_2)) = 0,
(C.c) \quad C(x_c; x_b, x_d, x_a, x_e; (\beta_2, \beta_1), (\alpha_1, \alpha_2)) = 0,
(C.d) \quad C(x_d; x_c, x_b, x_e, x_f; (\beta_2, \alpha_2), (\beta_1, \alpha_1)) = 0,
(C.e) \quad \overline{C}(x_e; x_f, x_a, x_d, x_c; (\beta_2, \beta_1), (\alpha_1, \alpha_2)) = 0,
(C.f) \quad \overline{C}(x_f; x_e, x_a, x_d, x_b; (\beta_2, \beta_1), (\alpha_1, \alpha_2)) = 0,\]

which are respectively independent of \(X_{i-1}\) and \(X_{i-2}\) may be used to solve uniquely for the two variables \(X_{i-2}, X_{i-1} \in \mathcal{S}_i\) in terms of the four variables from \(S_i\), and the remaining four equations from (2.43) are also satisfied on these solutions.

Theorem 2 can be verified directly. The initial conditions for Theorem 2 are on four consecutive vertices of the hexagon, but this could be relaxed to initial conditions on three consecutive vertices plus any one of the other three vertices of the hexagon. The result of Theorem 2 will be important for considering systems of equations in the hexagonal lattice in Section 3 as it allows for well-defined evolutions of the equations in six different lattice directions.

Theorem 2 is in a sense an analogue for face-centered quad equations of Theorem 1 for the three-leg equations associated to ABS quad equations. However, Theorem 1 is only relevant for systems of three-leg equations, because the corresponding property for quad equations is trivial (that four copies of the same quad equation on a square are consistent with themselves). In contrast, Theorem 2 is a non-trivial property for consistency of overdetermined systems of face-centered quad equations, where each equation involves different combinations of five out of six variables on the hexagon.

Just as the equations of Theorem 1 may be understood from the quasi-classical limit of the star-triangle relations, the construction of the consistent systems of equations (2.42) and (2.43) is based on equations obtained from the quasi-classical limit of the star-star relations (2.24) and (2.25). The idea is as follows. Equating both sides at leading order of a quasi-classical expansion of (2.25) implies a classical star-star relation formula that takes the form

\[
\mathcal{L}_{u'_2 - v'_2}(x_1, x_0) + \overline{\mathcal{L}}_{u'_2 - v'_2}(x_0, x_2) + \overline{\mathcal{L}}_{u'_1 - v'_1}(x_3, x_0) + \mathcal{L}_{u'_1 - v'_1}(x_0, x_4) \\
+ \Lambda_{u'_1 - v'_2}(x_1, x_2) + \mathcal{L}_{u'_1 - u'_2}(x_1, x_3) = \mathcal{L}_{u'_2 - v'_2}(x'_4, x_4) + \overline{\mathcal{L}}_{u'_2 - v'_2}(x_3, x'_0) + \overline{\mathcal{L}}_{u'_1 - v'_1}(x_0, x'_2) + \mathcal{L}_{u'_1 - v'_1}(x_1, x'_0) \\
+ \Lambda_{v'_1 - v'_2}(x_3, x_4) + \mathcal{L}_{u'_1 - u'_2}(x_2, x_4).
\]

The left hand side is the same that appears inside the exponential for the second integral of (2.27), and the right hand side comes from a quasi-classical expansion of the right hand side of (2.25). The equation (2.44) is required to hold (up to irrelevant factors) on solutions of the saddle points of the integrals in (2.25), i.e., when the variables of (2.44) are constrained such that the partial derivative of the left hand side with respect to \(x_0\), and the partial derivative
of the right hand side with respect to \(x'_b\), are both equal to zero. Assuming (2.44) holds, there are also four other partial derivatives that can be taken with respect to the four variables \(x_1, x_2, x_3, x_4\). Then following a similar procedure that was outlined to derive the face-centered quad equation (2.37) from the saddle-point equations (2.29), the six different partial derivatives of the classical star-star relation (2.44) would lead to the combination of six equations given in (2.43). The details of these computations depend on the functions used for (2.44) and should be considered case-by-case. For the purposes here, it is sufficient to simply verify directly if systems of face-centered quad equations (2.42) and (2.43) are consistent.

### 2.3 Connections between quad equations and face-centered quad equations

The ABS quad equations of Table 2 and the face-centered quad equations of Table 3 are closely related. Starting either from an ABS quad equation from Table 2 or a face-centered quad equation from Table 3, one may derive a respective equation from the other table. Going from ABS quad equations to face-centered quad equations may be done through their associated three-leg and four-leg equations, while going from face-centered quad equations to ABS quad equations may be done through the multilinear polynomial forms of the equations themselves.

For the latter, the type-Q ABS equations may be identified as special cases of the quad equation \(P_1\) in (2.23) for type-A face-centered quad equations (except for the elliptic case), and the type-H ABS equations may be identified as special cases of the quad equations \(P_1\) for type-C face-centered quad equations.

Note that if \(n = 2\) in (2.23), then \(P_1\) may be defined from the limit

\[
xP_1(x_a, x_b, x_c, x_d; \alpha, \beta) = A(x; x_a, x_b, x_c, x_d; \alpha, \beta) - \lim_{x \to 0} (x^2 A(x^{-1}; x_a, x_b, x_c, x_d; \alpha, \beta) + A(x; x_a, x_b, x_c, x_d; \alpha, \beta)),
\]

since this isolates the term linear in \(x\). If \(A(x; x_a, x_b, x_c, x_d; \alpha, \beta) = 0\) is a type-A (resp. type-C) face-centered quad equation from Table 3, then

\[
P_1(x_a, -x_d, x_c, x_b; (0, \beta), (\alpha, \beta)) = 0,
\]

is equivalent to some type-Q (resp. type-H) ABS quad equation from Table 2. This connection was previously observed in the original derivation of face-centered quad equations in the context of consistency-around-a-face-centered-cube [22]. A list of face-centered quad equations and the corresponding ABS quad equation that can be found as the equation (2.46) is given in Table 4.

The above procedure does not work with the expression given in Appendix A for the elliptic face-centered quad equation \(A_1\), which unfortunately is more complicated and has \(n = 10\) in the form (2.23). Instead, for \(A_1\) the following limit

\[
\lim_{\gamma \to \beta} \frac{P_9(x_a, -x_d, x_c, x_b; (0, \gamma), (\alpha, \beta)) + 4(\varphi(\alpha - \beta) + \varphi(\beta))P_{10}(x_a, -x_d, x_c, x_b; (0, \gamma), (\alpha, \beta))}{\varphi(\beta - \gamma)^2}
\]

(2.47)

can be used to explicitly obtain the ABS quad equation \(Q_4\). The limit (2.47) is finite and isolates the coefficient of the term \(\varphi(\beta - \gamma)^2\) that appears in \(P_9\) and \(P_{10}\) for \(A_1\). It is expected that \(Q_4\) appears explicitly through more simpler limits, which could perhaps be found using some Möbius transformations of the variables that gives a simpler form of the equation.
As mentioned above, going from ABS quad equations to face-centered quad equations may be done through their associated three-leg and four-leg equations. This can be done because the three-leg and four-leg equations share the same functions, which can be clearly seen from the lists of these functions given in Tables 6 and 7 in Appendix A. First, consider the following four type-Q equations
\[
\begin{align*}
Q(x_a, x_{ab}, x_{ac}, x; \beta_1, \alpha_2) &= 0, \\
Q(x_{ac}, x, x_{cd}, x_{cd}; \alpha_1) &= 0,
\end{align*}
\] (2.48)
which are arranged around a common vertex \(x\) as drawn in Figure 5. Multiplying together the three-leg equation \((Q.d)\) for the first equation and \((Q.a)\) for the fourth equation, and dividing by both \((Q.c)\) for the second equation and \((Q.b)\) for the third equation, precisely results in a type-A four-leg equation of the form \((2.31)\). The above is a known procedure to arrive at discrete-Toda (also known as discrete-Laplace) equations from the additive three-leg equations for either type-Q or type-H ABS equations [16, 47–49], where the functions associated to a common edge of two neighbouring three-leg equations cancel.

![Figure 5](image)

Figure 5: The four quad equations (2.48). The three-leg equations (2.15) for these type-Q quad equations may be used to derive a four-leg equation (2.31) associated to a type-A face-centered quad equation.

A similar procedure can be used to arrive at a four-leg equation for a type-C face-centered quad equation by using the three-leg equations associated to type-H quad equations. However,
this requires the introduction of a type-H quad equation with a different choice of parameters, that is known in the literature as the trapezoidal version of a type-H equation [44]. For convenience, a different notation will be introduced for the latter. The regular type-H quad equation will be denoted as usual by $H(x_a, x_b, x_c, x_d; \alpha, \beta) = 0$, and the trapezoidal type-H version will be denoted separately as

$$H^*(x_a, x_b, x_c, x_d; \alpha, \beta) = H(x_a, x_d, x_b; \beta - \alpha, \beta),$$

(2.49)

These different instances of the type-H equation will also be distinguished graphically as shown in Figure 6. These diagrams are based on the three-leg equations (2.16), where each of the four functions $a(x_i, x_j; \alpha)$, $a^*(x_i; x_j; \alpha)$, $c(x_i, x_j; \alpha)$, and $c^*(x_i; x_j; \alpha)$, are assigned to different edges that connect the vertices of two variables.

![Figure 6](image_url)

Figure 6: A type-H quad equation on the left, and an instance of this type-H equation with different parameters (trapezoidal version) on the right.

When making arrangements of type-H equations, the orientation of the equations should be chosen so that edges of neighbouring equations match according to the diagrams of Figure 6. This corresponds to matching the individual functions $a(x_i, x_j; \alpha)$, $a^*(x_i; x_j; \alpha)$, $c(x_i, x_j; \alpha)$, and $c^*(x_i; x_j; \alpha)$, which come from neighbouring equations. Taking this into account, consider the following four type-H quad equations

$$H(x_{ac}, x_a, x, x_{ab}; \alpha_2, \beta_1) = 0, \quad H(x_{ab}, x_b, x, x_{bd}; \beta_2, \alpha_2) = 0,$$

$$H^*(x_{cd}, x_c, x, x_{cd}; \alpha_1, \beta_1) = 0, \quad H^*(x_{bd}, x_d, x, x_{cd}; \alpha_1, \beta_2) = 0,$$

(2.50)

which are arranged around a common vertex $x$ as drawn in the diagram on the left of Figure 7. Dividing the three-leg equation ($H.b$) for the third equation, by the three-leg equations ($H.c$) for the other three equations, gives precisely the type-C four-leg equation of the form (2.32). It appears that discrete-Toda equations for this arrangement of type-H equations have not yet been considered in the literature, but this resembles irregular arrangements of quad equations that were previously studied in connection with weak Lax pairs and algebraic entropy [50].

The arrangement of equations in (2.50) is not the only one that will lead to four-leg equations for type-C equations. For example, the three-leg equations for the following type-Q and type-H equations (shown on the diagram on the right of of Figure 7)

$$Q(x_a, x_{ab}, x_{ac}; x; \beta_1, \alpha_2) = 0, \quad Q(x_{ab}, x_b, x, x_{bd}; \beta_2, \alpha_2) = 0,$$

$$H^*(x_{cd}, x_c, x, x_{ac}; \beta_1, \alpha_2) = 0, \quad H^*(x_d, x_{cd}, x_{bd}; \beta_2, \alpha_1) = 0,$$

(2.51)

will also lead to the type-C four-leg equation (2.32), but with opposite signs of the parameters.
3 Systems of hex equations in the hexagonal lattice

The consistent systems of face-centered quad equations given by (2.42) and (2.43) will be used to define new types of discrete systems of equations that evolve in the hexagonal lattice. For this purpose it turns out that instead of the two-component parameters \( \alpha = (\alpha_1, \alpha_2) \) and \( \beta = (\beta_1, \beta_2) \), it is more convenient to consider equations in terms of three scalar parameters \( \alpha, \beta, \gamma \). The relation between the two sets of parameters will be chosen as

\[
\alpha = \beta_1 - \alpha_1, \quad \beta = \beta_1 - \alpha_2, \quad \gamma = \beta_1 - \beta_2.
\]

The parameters \( \alpha, \beta, \gamma \) will end up being assigned to edges in the hexagonal lattice, where opposite edges of each hexagonal unit cell are always assigned the same parameter.

Each of the face-centered quad equations of Table 3 may be written in terms of the parameters \( \alpha, \beta, \gamma \), and such expressions can be found in Appendix A. The face-centered quad equation of Figure 3 is drawn in terms of the three parameters \( \alpha, \beta, \gamma \), in the diagram on the left of Figure 8. Also shown in Figure 8 are graphical representations of a pair of type-C equations \( C \) and \( \overline{C} \), distinguished by the orientations of directed edges.

Based on (2.42), \( A(x; x_a, x_b, x_c, x_d; \alpha, \beta, \gamma) = 0 \) is defined to be the following system of

\[
A(x; x_a, x_b, x_c, x_d; \alpha, \beta, \gamma) = 0 \quad C(x; x_a, x_b, x_c, x_d; \alpha, \beta, \gamma) = 0 \quad \overline{C}(x; x_a, x_b, x_c, x_d; \alpha, \beta, \gamma) = 0.
\]
type-A face-centered quad equations

\[
\begin{align*}
(A.a) & \quad A(x_a; x_f, x_e, x_b, x_c; \gamma, \beta, \alpha) = 0, \\
(A.b) & \quad A(x_b; x_c, x_d, x_a, x_f; \gamma, \alpha, \beta) = 0, \\
(A.c) & \quad A(x_c; x_d, x_e, x_b; \alpha, \beta, \gamma) = 0, \\
(A.d) & \quad A(x_d; x_e, x_b, x_f; \gamma, \beta, \alpha) = 0, \\
(A.e) & \quad A(x_e; x_f, x_a, x_d, x_c; \alpha, \beta, \gamma) = 0, \\
(A.f) & \quad A(x_f; x_a, x_b, x_e, x_d; \alpha, \beta, \gamma) = 0,
\end{align*}
\]

which each depend on different combinations of five of the six variables \(x_a, \ldots, x_f\), and on the three parameters \(\alpha, \beta, \gamma\). The system of equations \(A(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0\) is assigned to the hexagon shown in the diagram on the left of Figure 9. The edges of this diagram are consistent with the edges from Figure 8 associated to the individual equations in (3.2). To recognise that here the equations are associated to a hexagonal unit cell rather than a face-centered cubic structure, \(A(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0\) will be referred to as a system of type-A hex equations.

\[
\begin{align*}
A(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0,
\end{align*}
\]

\[
\begin{align*}
C(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0.
\end{align*}
\]

Figure 9: The hexagon on the left is associated to the system of type-A hex equations (3.2), and the hexagon on the right is associated to the system of type-C hex equations (3.3).

Based on (2.43), \(C(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0\) is defined to be the following system of type-C face-centered quad equations

\[
\begin{align*}
(C.a) & \quad \overline{C}(x_a; x_f, x_e, x_b, x_c; \gamma, \beta, \alpha) = 0, \\
(C.b) & \quad C(x_b; x_e, x_d, x_a, x_f; \gamma, \alpha, \beta) = 0, \\
(C.c) & \quad C(x_c; x_d, x_b, x_a, x_e; \gamma - \alpha, -\alpha, \beta - \alpha) = 0, \\
(C.d) & \quad C(x_d; x_e, x_b, x_f; \gamma, \beta, \alpha) = 0, \\
(C.e) & \quad \overline{C}(x_e; x_f, x_a, x_d, x_c; \gamma, \alpha, \beta) = 0, \\
(C.f) & \quad \overline{C}(x_f; x_e, x_a, x_d, x_b; \gamma - \alpha, -\alpha, \beta - \alpha) = 0,
\end{align*}
\]

which each depend on different combinations of five of the six variables \(x_a, \ldots, x_f\), and on the three parameters \(\alpha, \beta, \gamma\). The system of equations \(C(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0\) is assigned to the hexagon shown in the diagram on the right of Figure 9. The edges of this diagram are consistent with the edges from Figure 8 associated to the individual equations in (3.3). Since
here the equations are defined on a hexagonal unit cell, \( C(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0 \) will be referred to as a \textit{system of type-C hex equations}.

In terms of the parameters \( \alpha, \beta, \gamma \), the square symmetries \( (2.38) \) unfortunately take a more cumbersome form

\[
\begin{align*}
A(x; x_a, x_b, x_c, x_d; \alpha, \beta, \gamma) &= -A(x; x_b, x_a, x_d; \alpha - \gamma, \beta - \gamma, -\gamma), \\
A(x; x_a, x_b, x_c, x_d; \alpha, \beta, \gamma) &= -A(x; x_c, x_d, x_a; \beta, \alpha, \gamma), \\
A(x; x_a, x_b, x_c, x_d; \alpha, \beta, \gamma) &= -A(x; x_d, x_b, x_c; -\alpha, \alpha - \gamma, \beta - \alpha).
\end{align*}
\]

However, the hexagonal symmetries satisfied by systems of hex equations can be better expressed in terms of \( \alpha, \beta, \gamma \). Unfortunately, there appears to be no symmetry that can be used to write the equations \((C.c)\) and \((C.f)\) with simpler forms of the parameter dependence as has been given for the type-A hex equations \((A.c)\) and \((A.f)\) in \((3.2)\).

The system of type-A hex equations \( A(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0 \) satisfies each of the following hexagonal symmetries

\[
\begin{align*}
A(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) &= A(x_e, x_d, x_c, x_b, x_a, x_f; \beta, \alpha, \gamma), \\
A(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) &= A(x_b, x_a, x_e, x_d, x_c; \beta, \alpha, \gamma), \\
A(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) &= A(x_b, x_a, x_e, x_d, x_f, x_a; \beta, \gamma, \alpha).
\end{align*}
\]

The symmetries \((3.5)\) are shown in the diagrams of Figure 10. The equalities \((3.5)\) follow from the use of the second symmetry of \((3.4)\). The first of \((3.5)\) is a reflection symmetry which simply has the effect of exchanging the equations \((A.a) \leftrightarrow (A.e)\) and \((A.b) \leftrightarrow (A.d)\). The second of \((3.5)\) is another reflection symmetry which simply has the effect of exchanging the equations \((A.a) \leftrightarrow (A.b), (A.c) \leftrightarrow (A.f), (A.d) \leftrightarrow (A.e)\). The third of \((3.5)\) is a symmetry of counterclockwise rotation by \(\pi/3\) which simply has the effect of cycling the equations \(((A.a), (A.b), (A.c), (A.d), (A.e), (A.f)) \rightarrow ((A.b), (A.c), (A.d), (A.e), (A.f), (A.a))\).

![Figure 10: Line of reflection for the first of (3.5) is shown on the left, and for the second of (3.5) in the center. The third of (3.5) represents a counterclockwise rotation by \(\pi/3\) as shown on the right. The system of type-A hex equations is invariant under each of these actions, while the system of type-C hex equations is only invariant under the first reflection.](image)

As might be expected, the system of type-C hex equations \( C(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0 \) has less symmetry, and is only invariant under the the first reflection symmetry of \((3.5)\), \textit{i.e.},

\[
C(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = C(x_e, x_d, x_c, x_b, x_a, x_f; \beta, \alpha, \gamma).
\]

\[
\text{(3.6)}
\]
The second reflection symmetry of (3.5) has the effect of exchanging the equations $(C.a) \leftrightarrow (C.b)$, $(C.c) \leftrightarrow (C.f)$, $(C.d) \leftrightarrow (C.e)$, so that equations $C$ become equations $\overline{C}$, and vice-versa (so the system is invariant when $C = \overline{C}$). Both of the latter symmetries follow from the use of the first symmetry of (3.4) (the only one satisfied by type-C equations). The third symmetry in (3.5) is also not satisfied by $C(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0$, but the following rotation of the hexagon by $\pi$

$$x_a \leftrightarrow x_d, \quad x_b \leftrightarrow x_e, \quad x_c \leftrightarrow x_f,$$

has the effect of exchanging the equations $(C.a) \leftrightarrow (C.d)$, $(C.b) \leftrightarrow (C.e)$, $(C.c) \leftrightarrow (C.f)$, so that once again the equations $C$ become equations $\overline{C}$, and vice-versa.

Under appropriate initial conditions, if the systems of hex equations (3.2) and (3.3) are consistent (in the sense of Theorem 2) one may define unique evolutions of systems of hex equations in the hexagonal lattice. This relies on the fact that once the four variables associated to four consecutive vertices of a hexagonal face have been determined, a system of hex equations may be consistently solved for the variables on the remaining two vertices.

For example, if the four initial variables on an individual hexagon are chosen as $x_a, x_b, x_e, x_f$, the remaining variables $x_c$ and $x_d$ may be uniquely determined from two of the six type-A hex equations from (3.2), or from two of the six type-C hex equations from (3.3). There are a total of eight ways to solve for these variables as is illustrated in the diagram of Figure 11 for a system of type-A hex equations. For consistent systems, the choice of which of the four equations is used to solve for $x_c$ or $x_d$ in the second step does not matter.

Figure 11: Initial value problem on a hexagon. Initial variables are indicated by black vertices. For the first step either (A.a) may be used to solve for $x_c$, or (A.f) may be used to solve for $x_d$. For either choice, there will then be four equations that can be used to determine the remaining variable.
Initial conditions based on the diagram of Figure 11 are given on the hexagonal lattices shown in Figure 12. These may be regarded as analogues of the staircase (or sawtooth) and corner initial conditions, respectively, which are two commonly used types of initial conditions for the square lattice. In both cases, the consistent systems of hex equations can be used to uniquely determine the unknown variables on white vertices. Initial conditions for other directions in the hexagonal lattice may be obtained simply by rotations by $\pi/3$.

There are obviously many other examples of initial conditions that might be obtained simply by taking different paths (“staircases”) in the hexagonal lattice, beyond the simple examples shown in Figures 12. One could also consider disconnected initial conditions, as shown in the examples of Figure 13. In contrast with Figure 12, both of the examples of Figure 13 have initial conditions that are on broken paths in the hexagonal lattice. Nonetheless, these two examples of initial conditions may also be used to define unique evolutions of consistent systems of hex equations in the hexagonal lattice.

4 Consistent systems of hex and quad equations on polytopes

The properties of CAC and CAFCC allow to respectively embed systems of quad equations or face-centered quad equations consistently into higher-dimensional $\mathbb{Z}^n$-type lattices. Analogues of the properties of CAC and CAFCC will be formulated here for hex equations in terms of their consistency on $n$-dimensional polytopes (or $n$-polytopes), for $n \geq 3$, which have faces that are hexagons and quadrilaterals. The consistent systems of hex equations will be assigned to hexagonal faces of such a polytope, and regular quad equations will be assigned to quadrilateral faces. There are obviously a wide range of polytopes that could be used for defining consistent systems of equations. Some explicit examples will be considered for consistent systems of equations on polytopes in 3 and 4 dimensions.

To define consistent systems of hex and quad equations on polytopes the graphical representations of the equations will be utilised. These are given in Figure 9 for the systems of type-A and type-C hex equations (3.2) and (3.3), and in Figure 6 for type-H ABS quad equations. In
addition to these, a pair of type-Q quad equations will be denoted as $Q(x_a, x_b, x_c, x_d; \alpha, \beta) = 0$ and $Q^*(x_a, x_b, x_c, x_d; \alpha, \beta) = 0$ and these two equations will be associated to the respective diagrams shown in Figure 14.

\begin{align*}
Q(x_a, x_b, x_c, x_d; \alpha, \beta) &= 0 \\
Q^*(x_a, x_b, x_c, x_d; \alpha, \beta) &= 0
\end{align*}

Figure 14: Two type-Q ABS quad equations.

To begin with, for some polytope that contains only quadrilateral and hexagonal faces, variables are assigned to each of its vertices and parameters are assigned to each of its edges, such that opposite edges of every quadrilateral and hexagonal face in the polytope are associated to the same parameter. The simplest case to consider is when the same systems of type-A hex equations $A = 0$ are assigned to each hexagonal face, and the same type-Q ABS quad equations $Q = 0$ are assigned to each quadrilateral face. Because these equations satisfy the hexagonal symmetries (3.5) and square symmetries (2.14) respectively, their orientation on faces of the polytope does not matter. The pairs of quad and face-centered quad equations listed on the left of Table 4, as well as the elliptic pair $Q4$ and $A4$, may respectively be used to collectively form consistent systems of equations on polytopes.

An example is shown for the hexagonal prism of Figure 15. This polyhedron has the four parameters $\alpha, \beta, \gamma, \rho$ assigned to its edges, and twelve variables assigned to its vertices. A type-A system of hex equations $A(x_a, x_b, x_c, x_d, x_e; \alpha, \beta, \gamma) = 0$ is assigned to the bottom hexagon, a
type-A system of hex equations \( A(y_a, y_b, y_c, y_d, y_e, y_f; \alpha, \beta, \gamma) = 0 \) is assigned to the top hexagon, and there are six type-Q ABS quad equations \( Q = 0 \) assigned to the six quadrilaterals. An initial value problem may be posed by choosing four out of the six variables \( x_a, x_b, x_c, x_d, x_e, x_f \) that are on consecutive vertices, plus one of the six variables \( y_a, y_b, y_c, y_d, y_e, y_f \), as initial values. One may check directly that systems of type-A hex equations and type-Q ABS equations (formed from the pairs listed in Table 4) will give consistent solutions for the unknown variables.

![Figure 15: Variables and parameters on the hexagonal prism. Opposite edges of each face are assigned the same parameter. On faces of this hexagonal prism there are two systems of type-A hex equations and six type-Q quad equations.](image)

More complicated (and arguably more interesting) combinations of equations arise when considering systems of type-C hex equations \( C = 0 \), because orientations of both hex and type-H quad equations must be taken into account. The assignment of variables and parameters to a polytope is the same as described above, but to have consistent systems of equations requires assigning to quadrilaterals some particular combinations of two type-Q quad equations \( Q = 0 \) and \( Q^* = 0 \) represented by the diagrams of Figure 14, and a type-H quad equation \( H = 0 \) and its trapezoidal version \( \hat{H} = 0 \) represented by the diagrams of Figure 6. The combination of equations is chosen so that two neighbouring faces of the polytope share the same type of edge according to the diagrams of Figures 6, 9, and 14. For a given system of type-C hex equations, there can be more than one way to arrange the quad equations to form a consistent system on a polytope. The combinations of type-C hex equations and quad equations that may be used to collectively form consistent systems on polytopes are listed in Table 5.

Following the above guidelines, the combinations of equations listed in Table 5 will be used to form consistent systems of equations on three examples of polyhedra given by the hexagonal prism, the elongated dodecahedron, and the truncated octahedron. Each of these polyhedra are space-filling and tessellate three-dimensional space by translations, where they respectively form honeycombs known as the hexagonal prismatic honeycomb, the elongated dodecahedral honeycomb, and the bitruncated cubic honeycomb. The consistency of systems of equations on these polyhedra implies that the equations may be consistently embedded into these three-dimensional honeycombs. In particular, the hexagonal prismatic honeycomb may be regarded as being composed of infinite stackings of hexagonal prisms on each of the faces of the hexagonal lattice, and this provides a natural extension of the systems of hex equations into a third dimension orthogonal to the hexagonal lattice. This may be regarded as the analogue of extending
systems of regular quad equations in the square lattice $\mathbb{Z}^2$ into the cubic lattice $\mathbb{Z}^3$ using the consistency of the equations on the cube.

As a four-dimensional example, consistent combinations of type-A hex equations and type-Q quad equations will be considered for a 4-polytope known as the 6-6-duoprism. The 6-6-duoprism was chosen since it is one of the simpler examples of a 4-polytope that contains only quadrilateral and hexagonal faces, and it also arises as one of the facets of the omnitruncated 5-simplex, which also has only quadrilateral and hexagonal faces. The omnitruncated 5-simplex is the permutahedron $P_{5}$, where in general a permutahedron $P_{n-1} \subseteq \mathbb{R}^n$ may be defined as the convex hull of all vectors that are obtained by permuting the coordinates of the vector $(1, \ldots, n)$ [51,52]. Thus, $P_{n-1}$ has $n!$ vertices, and the hexagon and truncated octahedron are $P_2$ and $P_3$ respectively. $P_{n-1}$ lies entirely in an $(n-1)$-dimensional hyperplane and tessellates this hyperplane through translations. Thus, consistency on permutahedra (and on facets of permutahedra, such as the 6-6-duoprism) potentially would lead to interesting systems of consistent equations that are embedded in higher-dimensional space.

### 4.1 Consistency-around-a-hexagonal-prism (CAHP)

The hexagonal prism is a polyhedron that has two hexagonal faces and six quadrilateral faces, as shown in the diagram of Figure 16. The hexagonal prism is assigned an overdetermined system of eighteen equations (two systems of hex equations and six quad equations) for seven unknown variables. If the overdetermined system of equations on the hexagonal prism has a consistent solution, then the system of equations will be said to satisfy consistency-around-a-hexagonal prism (CAHP).

The initial variables are chosen as

$$x_a, x_b, x_c, x_f, y_a,$$

as indicated by black vertices in Figure 16. For these initial conditions, the property of CAHP
for the hexagonal prism of Figure 16 can be checked with the following steps.

(i) The system of hex equations

\[ C(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0 \] (4.2)

is used to uniquely solve for the two variables \( x_c \) and \( x_d \), and the quad equations

\[ \begin{align*}
H(x_a, y_a, x_b, y_b; \rho, \gamma) &= 0, \\
Q^*(y_a, y_f, x_a, x_f; \beta, \rho) &= 0,
\end{align*} \] (4.3)

are used to uniquely solve for the two variables \( y_b \) and \( y_f \), respectively.

(ii) The quad equations

\[ \begin{align*}
Q(y_b, y_c, x_b, x_c; \alpha, \rho) &= 0, \\
Q^*(y_f, y_e, x_f, x_e; \alpha, \rho) &= 0,
\end{align*} \] (4.4)

are used to uniquely solve for the two variables \( y_c \) and \( y_e \), respectively.

(iii) The system of hex equations

\[ C(y_a, y_b, y_c, y_d, y_e, y_f; \alpha, \beta, \gamma) = 0 \] (4.5)

and the quad equations

\[ \begin{align*}
Q(y_c, y_d, x_c, x_d; \beta, \rho) &= 0, \\
H^*(x_e, y_e, x_d; y_d; \rho, \gamma) &= 0,
\end{align*} \] (4.6)

must agree for the final variable \( y_d \).
Figure 17: CAHP for equations that are different from Figure 16.

Each of the combinations of equations listed in Table 5 satisfy the above notion of CAHP.

Figure 17 shows a different arrangement of equations for the hexagonal prism, where each of the quad equations are different, and the upper system of hex equations is rotated by π (this rotation only changes the system of type-C hex equations (3.3) if \( C \) and \( \overline{C} \) are different).

The five initial variables are again chosen to be

\[ x_a, x_b, x_e, x_f, y_a. \]  
(4.7)

as indicated by black vertices in Figure 17. For these initial conditions, the property of CAHP for the hexagonal prism of Figure 17 can be checked with the following steps.

(i) The system of hex equations

\[ \mathcal{C}(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0 \]  
(4.8)

is used to uniquely solve for the two variables \( x_c \) and \( x_d \), and the quad equations

\[ \mathcal{H}(y_b, y_a, x_b, x_c; \gamma, \rho) = 0, \]
\[ \mathcal{H}(x_f, x_a, y_f, y_a; \beta, \rho) = 0, \]  
(4.9)

are used to uniquely solve for the two variables \( y_b \) and \( y_f \), respectively.

(ii) The quad equations

\[ \mathcal{H}(y_b, y_c, x_b, x_c; \alpha, \rho) = 0, \]
\[ \mathcal{H}(x_e, x_f, y_f, y_e; \alpha, \rho) = 0, \]  
(4.10)

are used to uniquely solve for the two variables \( y_c \) and \( y_e \), respectively.

(iii) The system of hex equations

\[ \mathcal{C}(y_d, y_e, y_f, y_a, y_b, y_c; \alpha, \beta, \gamma) = 0 \]  
(4.11)
and the quad equations
\[
H(y_c, y_d, x_c, x_d; \beta, \rho) = 0,
\]
\[
H(y_d, y_e, x_d, x_e; \gamma, \rho) = 0,
\]
must agree for the final variable \(y_d\).

Each of the combinations of equations given in Table 5 satisfy the above notion of CAHP.

4.2 Consistency-around-an-elaganted-dodecahedron (CAED)

The elongated dodecahedron is a polyhedron that has four hexagonal faces and eight quadrilateral faces, as shown in the diagram of Figure 18. The elongated dodecahedron is assigned an overdetermined system of thirty-two equations (four systems of hex equations and eight quad equations) for twelve unknown variables. If the overdetermined system of equations on the elongated dodecahedron has a consistent solution, then the system of equations will be said to satisfy consistency-around-an-elaganted-dodecahedron (CAED).

![Figure 18: CAED. Initial variables are at black vertices and there are five different parameters \(\alpha, \beta, \gamma, \rho, \rho\) that are assigned to edges, where opposite edges of a face have the same parameter.](image)

The six initial variables are chosen as
\[
27
\]
as indicated by black vertices in Figure 18. For these initial conditions, the property of CAED for the elongated dodecahedron of Figure 18 can be checked with the following steps.

(i) The system of hex equations
\[
C(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0
\]
is used to uniquely solve for the two variables \( x_d \) and \( x_e \), the system of hex equations

\[
C(y_a, y_b, z_b, x_b, x_a, z_a; \rho, \bar{\rho}, \gamma) = 0 \tag{4.15}
\]

is used to uniquely solve for the two variables \( y_a \) and \( y_b \), and the two quad equations

\[
Q(z_b, z_c, x_b, x_c; \alpha, \bar{\rho}) = 0,
\]

\[
Q^*(z_a, z_f, x_a, x_f; \beta, \rho) = 0,
\tag{4.16}
\]

are used to uniquely solve for the two variables \( z_c \) and \( z_f \), respectively.

(ii) The quad equations

\[
Q(z_c, z_d, x_c, x_d; \beta, \bar{\rho}) = 0,
\]

\[
Q^*(z_f, z_e, x_f, x_e; \alpha, \rho) = 0,
\tag{4.17}
\]

are used to uniquely solve for the two variables \( z_d \) and \( z_e \), and the quad equations

\[
Q(y_b, y_c, z_b, z_c; \alpha, \rho) = 0,
\]

\[
Q^*(y_a, y_f, z_a, z_f; \beta, \bar{\rho}) = 0,
\tag{4.18}
\]

are used to uniquely solve for the two variables \( y_c \) and \( y_f \), respectively.

(iii) The two systems of hex equations

\[
C(y_a, y_b, y_c, y_d, y_e, y_f; \alpha, \beta, \gamma) = 0,
\]

\[
C(y_e, y_d, z_d, x_d, x_e, z_e; \rho, \bar{\rho}, \gamma) = 0, \tag{4.19}
\]

and the two quad equations

\[
Q(y_c, y_d, z_c, z_d; \beta, \rho) = 0,
\]

\[
Q^*(y_f, y_e, z_f, z_e; \alpha, \bar{\rho}) = 0, \tag{4.20}
\]

must agree for the final two variables \( y_d \) and \( y_e \).

Each of the combinations of equations given in Table 5 satisfy the above notion of CAED. Figure 19 shows a different arrangement of equations on the elongated dodecahedron, where the quad equations are different, and the systems of hex equations are rotated.

Because of a different variable labelling, the six initial variables are now

\[
x_a, x_b, x_c, x_d, z_b, z_c. \tag{4.21}
\]

as indicated by black vertices in Figure 19. For these initial conditions, the property of CAED for the elongated dodecahedron of Figure 19 can be checked with the following steps.

(i) The system of hex equations

\[
C(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0 \tag{4.22}
\]

is used to uniquely solve for the two variables \( x_e \) and \( x_f \), the system of hex equations

\[
C(y_c, z_c, x_c, x_b, z_b, y_b; \bar{\rho}, \alpha, \rho) = 0 \tag{4.23}
\]
is used to uniquely solve for the two variables \( y_b \) and \( y_c \), and the two quad equations

\[
Q(z_c, z_d, x_c, x_d; \beta, \rho) = 0,
\]
\[
H(z_b, z_a, x_b, x_a; \gamma, \rho) = 0,
\]

are used to uniquely solve for the two variables \( z_d \) and \( z_a \), respectively.

(ii) The quad equations

\[
\hat{H}(z_e, x_e, z_d, x_d; \beta, \rho) = 0,
\]
\[
\hat{H}(x_f, x_a, z_f, z_a; \gamma, \rho) = 0,
\]

are used to uniquely solve for the two variables \( z_e \) and \( z_f \), and the quad equations

\[
\hat{H}(y_c, y_d, z_c, z_d; \beta, \rho) = 0,
\]
\[
\hat{H}(z_b, y_b, z_a, y_a; \beta, \rho) = 0,
\]

are used to uniquely solve for the two variables \( y_d \) and \( y_a \), respectively.

(iii) The two systems of hex equations

\[
C(y_d, y_e, y_f, y_a, y_b, y_c; \alpha, \beta, \gamma) = 0,
\]
\[
C(y_e, z_e, x_e, x_f, z_f, y_f; \alpha, \beta, \gamma) = 0,
\]

and the two quad equations

\[
H(y_d, y_e, z_d, z_e; \gamma, \rho) = 0,
\]
\[
Q(y_a, y_f, z_a, z_f; \beta, \rho) = 0,
\]

must agree for the final two variables \( y_e \) and \( y_f \).
Each of the combinations of equations given in Table 5 satisfy the above notion of CAED.

4.2.1 Consistency-around-a-truncated-octahedron (CATO)

The truncated octahedron is a polyhedron that has eight hexagonal faces and six quadrilateral faces, as shown in the diagram of Figure 20. The truncated octahedron is assigned an overdetermined system of fifty-four equations (eight systems of hex equations and six quad equations) for seventeen unknown variables. If the overdetermined system of equations on the truncated octahedron has a consistent solution, then the system of equations will be said to satisfy consistency-around-an-truncated-octahedron (CATO)\(^1\).

![Figure 20: CATO or CAP\(_3\). Initial variables are at black vertices and there are six different parameters \(\alpha, \beta, \gamma, \rho, \hat{\rho}, \check{\rho}\) that are assigned to edges, where opposite edges of a face have the same parameter.]

The seven initial variables are chosen as

\[
x_a, x_b, x_e, x_f, z_a, z_d, z_f,
\]

as indicated by black vertices in Figure 20. For these initial conditions, the property of CATO for the truncated octahedron of Figure 20 can be checked with the following steps.

(i) The system of hex equations

\[
C(x_a, x_b, x_e, x_f; \alpha, \beta, \gamma) = 0
\]

is used to uniquely solve for the two variables \(x_c\) and \(x_d\), the system of hex equations

\[
C(x_a, z_a, w_a, w_f, z_f, \rho; \alpha, \beta, \gamma) = 0
\]

\(^1\)In terms of permutahedra, an alternative name is consistency-around-a-\(P_3\) (CAP\(_3\)). Similarly, the notion of CAH given by Theorem 2 also has the alternative name of CAP\(_2\).
is used to uniquely solve for the two variables $w_a$ and $w_f$, and the two quad equations

$$H(z_b, z_a, x_b, x_a; \gamma, \rho) = 0, \quad Q^*(z_f, z_e, x_f, x_e; \alpha, \rho) = 0,$$

are used to uniquely solve for the two variables $z_b$ and $z_e$, respectively.

(ii) The system of hex equations

$$C(w_e, w_d, z_d, x_d, x_e, z_e; \bar{\rho}, \hat{\rho}, \gamma) = 0$$

(4.33)

is used to uniquely solve for the two variables $w_d$ and $w_e$, and the quad equation

$$Q(z_c, z_d, x_c, x_d; \beta, \hat{\rho}) = 0,$$

(4.34)

is used to uniquely solve for the variable $z_c$.

(iii) The system of hex equations

$$C(z_f, w_f, y_f, y_e, w_e, z_e; \bar{\rho}, \alpha, \rho) = 0$$

(4.35)

is used to uniquely solve for the two variables $y_e$ and $y_f$, and the system of hex equations

$$C(x_b, z_b, w_b, w_c, z_c, x_c; \hat{\rho}, \alpha, \rho) = 0$$

(4.36)

is used to uniquely solve for the two variables $w_b$ and $w_c$.

(iv) The system of hex equations

$$C(z_b, z_a, w_a, y_a, y_b, w_b; \bar{\rho}, \hat{\rho}, \gamma) = 0$$

(4.37)

is used to uniquely solve for the two variables $y_a$ and $y_b$, and the system of hex equations

$$C(y_d, w_d, z_d, z_c, w_c, y_c; \bar{\beta}, \beta, \rho) = 0$$

(4.38)

is used to uniquely solve for the two variables $y_c$ and $y_d$.

(v) The system of hex equations

$$C(y_d, y_e, y_f, y_a, y_b, y_c; \alpha, \beta, \gamma) = 0$$

(4.39)

and the three quad equations

$$H(y_d, y_e, w_d, w_e; \gamma, \rho) = 0, \quad Q^*(y_b, y_e, w_b, w_e; \alpha, \bar{\rho}) = 0,$$

$$Q(y_a, y_f, w_a, w_f; \beta, \hat{\rho}) = 0,$$

(4.40)

must each be automatically satisfied by the variables determined in the previous steps.

Each of the combinations of equations given in Table 5 satisfy the above notion of CATO.
4.2.2 Consistency-around-a-6-6-duoprism (CA66D)

The 6-6 duoprism (also known as the hexagonal duoprism) is a 4-polytope that has twelve hexagonal faces and thirty-six quadrilateral faces and twelve hexagonal prism cells. A Schlegel diagram of the 6-6 duoprism is shown in Figure 21.

The 6-6 duoprism is assigned an overdetermined system of 108 equations (twelve systems of hex equations and thirty-six quad equations) for twenty-nine unknown variables. If the overdetermined system of equations on the 6-6 duoprism has a consistent solution, then the system of equations will be said to satisfy consistency-around-a-6-6-duoprism (CA66D).

For simplicity, CA66D will only be considered in terms of systems of type-A hex equations in combination with type-Q ABS equations. First, denote by $P(x, y; \alpha, \beta, \gamma, \rho) = 0$ the system of equations on the hexagonal prism of Figure 15, defined by

$$
\begin{align*}
(PX.a) & \quad A(x_a, x_b, x_c, x_d, x_e, x_f; \alpha, \beta, \gamma) = 0, \\
(PX.b) & \quad A(y_a, y_b, y_c, y_d, y_e, y_f; \alpha, \beta, \gamma) = 0, \\
(PQ.a) & \quad Q(y_a, y_b, x_a, x_b; \gamma, \rho) = 0, \\
(PQ.b) & \quad Q(y_b, y_c, x_b, x_c; \alpha, \rho) = 0, \\
(PQ.c) & \quad Q(y_c, y_d, x_c, x_d; \beta, \rho) = 0, \\
(PQ.d) & \quad Q(y_d, y_e, x_d, x_e; \gamma, \rho) = 0, \\
(PQ.e) & \quad Q(y_e, y_f, x_e, x_f; \alpha, \rho) = 0, \\
(PQ.f) & \quad Q(y_f, y_b, x_f, x_b; \beta, \rho) = 0,
\end{align*}
$$

where $A = 0$ denotes a system of type-A hex equations (3.2) and $Q = 0$ is a type-Q ABS equation. The equations $(PX.a), (PX.b), (PQ.a), \ldots, (PQ.f)$ of $P$ each depend on different combinations of the four parameters $\alpha, \beta, \gamma, \rho$, and on different subsets of the twelve variables

$$
\begin{align*}
x & = (x_a, x_b, x_c, x_d, x_e, x_f), \\
y & = (y_a, y_b, y_c, y_d, y_e, y_f).
\end{align*}
$$

Figure 21: CA66D. Initial variables are at black vertices and there are six different parameters $\alpha, \beta, \gamma, \rho, \hat{\rho}, \hat{\rho}$ that are assigned to edges, where opposite edges of a face have the same parameter.
The twelve hexagonal prism cells of a 6-6-duoprism are respectively assigned the equations

\[ P(x, y; \alpha, \beta, \gamma, \rho) = 0, \quad P(X_a, X_f; \hat{\rho}, \bar{\rho}, \rho, \beta) = 0, \]
\[ P(y, z; \alpha, \beta, \gamma, \bar{\rho}) = 0, \quad P(X_f, X_c; \hat{\rho}, \bar{\rho}, \rho, \alpha) = 0, \]
\[ P(z, w; \alpha, \beta, \gamma, \rho) = 0, \quad P(X_e, X_d; \hat{\rho}, \bar{\rho}, \rho, \gamma) = 0, \]
\[ P(w, v; \alpha, \beta, \gamma, \rho) = 0, \quad P(X_d, X_c; \hat{\rho}, \bar{\rho}, \rho, \beta) = 0, \]
\[ P(v, u; \alpha, \beta, \gamma, \bar{\rho}) = 0, \quad P(X_c, X_b; \hat{\rho}, \bar{\rho}, \rho, \alpha) = 0, \]
\[ P(u, x; \alpha, \beta, \gamma, \hat{\rho}) = 0, \quad P(X_b, X_a; \hat{\rho}, \bar{\rho}, \gamma, \rho) = 0, \]

(4.43)

where \( x \) and \( y \) are given in (4.42), and

\[ w = (w_a, w_b, w_c, w_d, w_e, w_f), \quad z = (z_a, z_b, z_c, z_d, z_e, z_f), \quad u = (u_a, u_b, u_c, u_d, u_e, u_f), \]
\[ v = (v_a, v_b, v_c, v_d, v_e, v_f), \quad X_i = (y_i, x_i, u_i, v_i, w_i, z_i), \quad i \in \{a, b, c, d, e, f\}. \] (4.44)

The system of equations \( P(w, v; \alpha, \beta, \gamma, \rho) = 0 \) is assigned to the “outer” hexagonal prism that contains all other hexagonal prisms in the sense of the Schlegel diagram of Figure 21. The twelve six-tuples of variables \( x, y, z, w, v, u \), and \( X_i, i \in \{a, b, c, d, e, f\} \), are respectively associated to vertices of one of the twelve hexagonal faces in the 6-6-duoprism.

Consider two systems of equations \( P(w, x; \alpha, \beta, \gamma, \rho) = 0 \) and \( P(y, z; \alpha, \beta, \gamma, \rho) = 0 \). If \( x = y \), the system of hex equations \( PX.b \) from the former, and the system of hex equations \( PX.a \) from the latter, are equivalent and lie on a shared hexagonal face associated to the variables \( x \).

Thus, the systems of equations on the left of (4.43) belong to a “loop” of six hexagonal prism cells that share hexagonal faces in the 6-6-duoprism, and the systems of equations on the right belong to the other loop of six hexagonal prism cells in the 6-6-duoprism.

To avoid repeating the steps of the CAHP algorithm, it is assumed that each of the twelve individual systems of equations (4.43) satisfy CAHP. The seven initial variables are chosen as

\[ x_a, x_b, x_c, x_f, y_a, z_a, w_a, \] (4.45)

as indicated by black vertices in Figure 21. For these initial conditions, the property of CA66D for the 6-6-duoprism of Figure 21 can be checked with the following steps.

(i) The systems of equations

\[ P(x, y; \alpha, \beta, \gamma, \rho) = 0, \quad P(y, z; \alpha, \beta, \gamma, \bar{\rho}) = 0, \quad P(z, w; \alpha, \beta, \gamma, \rho) = 0, \] (4.46)

are used to uniquely determine each of the unknown variables in \( x, y, z, w \), and these systems are consistent as a consequence of CAHP.

(ii) The systems of equations

\[ P(X_a, X_f; \hat{\rho}, \bar{\rho}, \rho, \beta) = 0, \]
\[ P(X_f, X_c; \hat{\rho}, \bar{\rho}, \rho, \alpha) = 0, \]
\[ P(X_e, X_d; \hat{\rho}, \bar{\rho}, \rho, \gamma) = 0, \]
\[ P(X_d, X_c; \hat{\rho}, \bar{\rho}, \rho, \beta) = 0, \]
\[ P(X_c, X_b; \hat{\rho}, \bar{\rho}, \rho, \alpha) = 0, \] (4.47)

are used to uniquely determine each of the remaining unknown variables in \( u \) and \( v \), and these systems are consistent as a consequence of CAHP.
(iii) The remaining equations that were not used to determine the unknown variables (and whose consistency is not implied through CAHP) must be consistent with the values of the unknown variables determined through the previous steps. These equations are the three quad equations \((PQ.b), (PQ.c), (PQ.d)\), from

\[ P(X_b, X_a; \overline{\rho}, \overline{\gamma}, \rho, \gamma) = 0, \quad (4.48) \]

and the two systems of hex equations \((PX.a)\) and \((PX.b)\) from

\[ P(v, u; \alpha, \beta, \gamma, \overline{\rho}) = 0. \quad (4.49) \]

Hex equations \(A = 0\) and quad equations \(Q = 0\) constructed from pairs on the left of Table 4 satisfy the above notion of CA66D.

5 Summary

This paper has presented the new concept of a system of hex equations, which is an overdetermined system of six face-centered quad equations defined on six vertices of a hexagon. Consistent systems of hex equations satisfy analogues of several of the properties that are characteristic of quad equations, including dependence on parameters which are the same on opposite edges of the hexagon, symmetries under rotations and reflections of the hexagon, well-defined initial value problems both on the hexagon itself and on connected staircases in the hexagonal lattice, and multidimensional consistency on polytopes with hexagonal faces. This appears to be the first time that such properties have been collectively realised for systems of equations that evolve in hexagonal lattices.

The results of this paper open up interesting directions for future research, some of which include (in no particular order):

- Develop the analogue of consistency on polytopes for lattice models of statistical mechanics by using the connection to the quasi-classical limit of the Yang-Baxter equation. This could potentially have some interesting physical interpretation for models on hexagonal lattices. Reinterpreting the consistency of the hex equations on polytopes in terms of some equations satisfied by Boltzmann weights might also lead to new forms of the Yang-Baxter equations.

- Determine the solutions of the systems of hex equations. There are methods that have been developed for constructing the soliton solutions of integrable quad equations \([53-55]\) and these could possibly be adapted for obtaining solutions of hex equations.

- Extend systems of hex equations to multicomponent cases by using the quasi-classical limit of multicomponent solutions of the Yang-Baxter equation \([21]\). This may also have connections with multicomponent discrete Landau-Lifschitz type equations \([56]\) that were proposed as extensions of \(Q4\).

- Investigate reductions of the systems of hex equations on polytopes. For example, reductions of quad equations on certain polyhedra have been shown to lead to discrete Painlevé equations \([57, 58]\). There could potentially be some interesting reductions from the permutohedron \(P_{n-1}\) which may equivalently be interpreted as the Voronoi cell of the dual lattice of the root lattice \(A_{n-1}\) \([52]\).
• Classification of hex equations that satisfy consistency-around-a-hexagon (CAH). CAH (six face-centered quad equations for two unknowns) is similar in complexity to CAC (six quad equations for four unknowns), although an individual face-centered quad equation involves an extra variable and parameters. For quad equations there exists the important ABS classification [13, 14], and it might be feasible to use a similar approach to classify hex equations. Such a classification should include all of the known type-A and type-C face-centered quad equations that satisfy CAFCC and might find some new ones.

• CAH for type-B CAFCC equations. Besides type-A and type-C equations, there were also introduced the type-B equations in connection with CAFCC [22], but it is not known if there is a CAH property for type-B equations which could be used to construct the corresponding consistent systems of hex equations. This might be obtained through a classification result as mentioned in the previous point.
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Appendix A  Quad equations and face-centered quad equations

In the following, \( \wp(z) \) and \( \wp'(z) \) denote the Weierstrass elliptic function and its derivative respectively, with Weierstrass invariants \( g_2 \) and \( g_3 \), and \( z(\alpha) \) and \( s(\alpha) \) are defined by

\[
z(\alpha) = e^\alpha, \quad s(\alpha) = \sinh(\alpha).
\]

(A.1)

A.1 Face-centered quad equations

Two conventions have been used for face-centered quad equations in this paper. In Section 2 they are written with dependence on two-component parameters \( \alpha = (\alpha_1, \alpha_2) \) and \( \beta = (\beta_1, \beta_2) \) (which are more suitable for the square lattice), while in Section 3 they are introduced for hex equations in terms of three scalar parameters \( \alpha, \beta, \gamma \) (more suitable for the hexagonal lattice).

In the following, the equations are given in terms of \( \alpha, \beta, \gamma \), where the relation between different sets of parameters is \( \alpha = \beta_1 - \alpha_1, \beta = \beta_1 - \alpha_2, \gamma = \beta_1 - \beta_2 \). Also, \( \phi \) is used to denote the following sum of parameters

\[
\phi = \alpha + \beta - \gamma
\]

(A.2)

and \( \dot{x} \) is used to denote

\[
\dot{x} = 4x^3 - g_2 x - g_3.
\]

(A.3)

Define the following four functions

\[
q_1(x, y, \alpha_1, \alpha_2, \alpha_3, \alpha_4) = p_2(x, \alpha_1, \alpha_2) (p_1(x, \alpha_3)p_1(x, \alpha_4) - 256q(x, \alpha_3)q(x, \alpha_4)y),
\]

\[
q_2(x, y_1, y_2, \alpha_1, \alpha_2, \alpha_3, \alpha_4) = p_2(x, \alpha_1, \alpha_2) (p_1(x, \alpha_3)q(x, \alpha_4)y_1 - p_1(x, \alpha_4)q(x, \alpha_3)y_2),
\]

\[
q_3(x, y_1, y_2, \alpha_1, \alpha_2, \alpha_3, \alpha_4) = p_3(x, \alpha_1, \alpha_2, \alpha_3, \alpha_4) (16q(x, \alpha_4)y_1 - p_1(x, \alpha_4)y_2),
\]

\[
q_4(x, y, \alpha_1, \alpha_2, \alpha_3, \alpha_4) = p_1(x, \alpha_1)q(x, \alpha_2) \left( \wp'(\alpha_3) (16q(x, \alpha_4)y + p_1(x, \alpha_4)) + \wp'(\alpha_4) (16q(x, \alpha_3)y + p_1(x, \alpha_3)) \right),
\]

(A.4)
where
\[
q(x, \alpha) = (x - \varphi(\alpha))^2,
\]
\[
p_0(x, \alpha) = 2g_3 + (x + \varphi(\alpha))(g_2 - 4x\varphi(\alpha)),
\]
\[
p_1(x, \alpha) = 16(x + \varphi(\alpha))g_3 + (4x\varphi(\alpha) + g_2)^2,
\]
\[
p_2(x, \alpha, \alpha_2) = \psi'(\alpha_2)p_0(x, \alpha_1) + \psi'(\alpha_1)p_0(x, \alpha_2),
\]
\[
p_3(x, \alpha, \alpha_2, \alpha_3) = -4\dot{x} \prod_{1 \leq j \leq 3} \psi'(\alpha_j) - \sum_{1 \leq i \leq 3} \psi'(\alpha_1) \prod_{j \neq i} p_0(x, \alpha_j),
\]
\[
p_4(x, \alpha, \alpha_2, \alpha_3, \alpha_4) = \sum_{1 \leq i \leq 4} (4\dot{x}p_0(x, \alpha_i) \prod_{j \neq i} \psi'(\alpha_j) + \psi'(\alpha_i) \prod_{j \neq i} p_0(x, \alpha_j)).
\]

The following is a multilinear polynomial of the form (2.22) that corresponds to the elliptic face-centered quad equation A4
\[
A4 \quad (32x^2g_3 + (4x^2 + g_2)^2 - 16\varphi(\alpha - \beta)\dot{x})(\varphi(\gamma) - \varphi(\phi))
\]
\[\times \left( q_1(x, x_a x_b x_c x_d, -\alpha, \beta, \alpha - \gamma, \beta - \gamma) + q_1(x, x_a x_b x_c x_d, \alpha, \beta - \gamma, \alpha - \gamma, \beta) 
\]
\[\quad - q_1(x, x_a x_b x_c x_d, \alpha - \gamma, \beta, \alpha, \beta - \gamma) - q_1(x, x_a x_b x_c x_d, -\alpha - \gamma, \beta, \alpha, \beta) 
\]
\[\quad - 16(p_4(x, \alpha, \alpha - \gamma, \beta, \beta - \gamma)(x_b x_c - x_a x_d) + q_2(x, x_d, \beta, \beta - \gamma, \alpha - \gamma, \beta) 
\]
\[\quad + q_2(x, x_a x_b, x_c x_d, -\alpha - \gamma, \alpha, \beta, \alpha - \gamma, \beta - \gamma) 
\]
\[\quad + q_2(x, x_a x_c, x_b x_d, \alpha - \gamma, \beta, \alpha, \beta - \gamma, \gamma) 
\]
\[\quad + q_3(x, x_a x_c x_d, x_b, -\alpha, \beta, \beta - \gamma, \alpha) - q_3(x, x_b x_c x_d, x_a, -\alpha - \gamma, \beta, \beta - \gamma, \alpha) 
\]
\[\quad - q_3(x, x_a x_b x_c, x_d, \alpha - \gamma, \beta, \alpha, \beta - \gamma) + q_3(x, x_a x_b x_d, x_c, \alpha, \alpha - \gamma, -\beta - \gamma, \beta) 
\]
\[\quad - q_3(x, x_a x_b x_c, x_d, \alpha - \gamma, -\beta - \gamma, \beta - \gamma) + q_3(x, x_a x_b x_c, x_d, \alpha, \alpha - \gamma, \beta, \beta - \gamma) 
\]
\[\quad - q_3(x, x_a x_b x_c, x_d, \alpha - \gamma, \beta, \alpha, \alpha - \gamma, \beta - \gamma) + q_4(x, x_c x_d, \beta, \gamma, \beta, \alpha, \alpha - \gamma, \beta - \gamma) 
\]
\[\quad + q_4(x, x_a x_b, \alpha - \gamma, \beta, \alpha, \alpha - \gamma, \beta - \gamma, \gamma)]
\]

The above polynomial is degree 10 in \( x \). The product of factors \((32x^2g_3 + (4x^2 + g_2)^2 - 16\varphi(\alpha - \beta)\dot{x})(\varphi(\gamma) - \varphi(\phi))\) on the first line is degree 4 in \( x \) and independent of \( x_a, x_b, x_c, x_d \). These factors are needed to preserve the third symmetry of (3.4).

The following are multilinear polynomials of the form (2.22) for type-A and type-C face-centered quad equations
\[
A3_{(\beta)} \quad xP_{(\beta)}^{\mathcal{A}}(x_a, x_b, x_c, x_d; \alpha, \beta, \gamma) + s(\beta)(x_a x^2 - x_b x_c x_d) 
\]
\[\quad - s(\beta - \gamma)(x_b x^2 - x_a x_c x_d) - s(\alpha)(x_c x^2 - x_a x_b x_d) + s(\alpha - \gamma)(x_d x^2 - x_a x_b x_c) + \delta(s(\beta - \gamma)s(\alpha - \gamma)(s(\alpha)x_a - s(\beta)x_c) + s(\alpha)s(\beta)s(\gamma - \alpha)x_b - s(\gamma - \beta)x_d)
\]
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The above polynomials are each quadratic in $x$, where the terms linear in $x$ (corresponding to $P_1$ in (2.23)) are given by

$$
P_{(\alpha; \beta)}^{A_1} = (x_a x_c - x_b x_d)s(\alpha - \beta) + (x_a x_d - x_b x_c)s(\gamma) + (x_a x_c - x_b x_d)s(\phi) + \delta s(\alpha - \beta)s(\phi)s(\gamma),$$

$$
P_{(\alpha; \beta)}^{A_2} = \alpha(x_c - x_d)(x_a + x_b + 2\delta_2\beta^2) - \beta(x_a - x_b)(x_c + x_d + 2\delta_2\alpha^2)$$
$$
- \gamma(x_b - x_d)(x_a + x_c + 2\delta_2\alpha\beta),$$
$$
- \delta_1\phi\gamma((\alpha - \beta)(x_a + x_b + x_c + x_d + \gamma\phi - \alpha^2 - \beta^2)\delta_2 - 2\delta_2(x_a x_b - x_c x_d)),$$

$$
P_{(\alpha; \beta)}^{C_1} = (x_a x_c - x_b x_d)z(\beta) + (x_b x_c - x_a x_d)z(\gamma - \beta)$$
$$
+ \delta_1\phi(z(-\alpha - 2(\delta_3 x_a x_b - \delta_2 x_c x_d)z(\alpha - \gamma))(1 - z(2\gamma)),$$

$$
P_{(\alpha; \beta)}^{C_2} = (x_a + x_b + 2\delta_2(\beta - \gamma)\delta_3)(x_c - x_d) + (x_a - x_b)(2\beta - \gamma)(\gamma - 2\alpha)\delta_3$$
$$
+ \delta_1\gamma(x_c + x_d + (2\alpha - \gamma)(\gamma - 2\alpha)\delta_2 + 2\delta_2\gamma((\alpha - \gamma)\alpha - x_c x_d))$$
$$
+ 2\delta_3\gamma((\alpha - \beta)\phi + x_a x_b),$$

$$
P_{(\alpha; \beta)}^{C_1} = 2\gamma(-x_c/2 - x_d/2)\delta - (x_a + x_b)(x_c - x_d).$$
A.2 ABS quad equations

The following are multilinear polynomials of the form (2.2) for equations in the ABS list [13,14], where the expression for Q4 is due to Nijhoff [59].

\[ Q4 \quad \phi'(\alpha) \left( (x_a - \phi(\beta))(x_c - \phi(\beta)) - (\phi(\alpha) - \phi(\beta))(\phi(\alpha) - \phi(\beta)) \right) \]
\[ \times \left( (x_d - \phi(\beta))(x_b - \phi(\beta)) - (\phi(\alpha) - \phi(\beta))(\phi(\alpha) - \phi(\beta)) \right) \]
\[ + \phi'(\beta) \left( (x_a - \phi(\alpha))(x_b - \phi(\alpha)) - (\phi(\beta) - \phi(\alpha))(\phi(\alpha) - \phi(\beta)) \right) \]
\[ \times \left( (x_c - \phi(\alpha))(x_d - \phi(\alpha)) - (\phi(\beta) - \phi(\alpha))(\phi(\alpha) - \phi(\beta)) \right) \]
\[ + \phi'(\alpha) \phi'(\beta)(\phi(\alpha) - \phi(\beta)) \]

\[ Q3(\delta) \quad s(\alpha)(x_a x_b + x_c x_d) - s(\beta)(x_a x_c + x_b x_d) - s(\alpha - \beta)(x_a x_d + x_b x_c) - s(\alpha) s(\beta) s(\alpha - \beta) \]

\[ Q2 \quad Q1(\delta) + \alpha \beta(\alpha - \beta)(x_a + x_b + x_c + x_d + \alpha \beta - \alpha^2 - \beta^2) \]

\[ H3(\delta, \varepsilon) \quad z(\alpha)(x_a x_c + x_b x_d) - z(\beta)(x_a x_b + x_c x_d) - s(\alpha - \beta) \left( \delta(2 + \varepsilon) + \varepsilon(z(\alpha \beta)x_a x_d) \right) \]

\[ H2(\varepsilon) \quad (x_a - x_d)(x_b - x_c) - (\alpha - \beta)(x_a + x_b + x_c + x_d) - (\alpha^2 - \beta^2) \]
\[ + \frac{1}{2}(\alpha - \beta) \left( (2x_a + \alpha + \beta + 1)(2x_d + \alpha + \beta + 1) + (\alpha - \beta)^2 - 1 \right) \]

\[ H1(\varepsilon) \quad (x_a - x_d)(x_b - x_c) + 2(\alpha - \beta) - \varepsilon(\alpha - \beta)(2 + x_a + x_d) \]

(A.13)

Apart from Q4, each of the above are equivalent to \( P_1(x_a, -x_d, x_c, x_b; \alpha, \alpha - \beta, \alpha - \beta) \) in (2.23) for one of the polynomials in (A.12), where the correspondence is given in Table 4.

A.3 Three-leg and four-leg equations

In the following, \( \sigma(z) \) denotes the Weierstrass sigma function, and \( \overline{x} \) is used to denote

\[ \overline{x} = x + \sqrt{x^2 - 1}. \]  

(A.14)

The definitions in (A.1), (A.3), and (A.5), are also used.

The functions used for the three-leg and four-leg equations may be organised according to which face-centered quad equations they are associated to. The four-leg equations associated to type-A and type-C face-centered quad equations are respectively given by (2.31) and (2.32) (or in additive form (2.33) and (2.34)). First, for A4 one may use \( a(x; y; \alpha) \) given by

\[ a(x; y; \alpha) = \frac{4(x + y + \phi(\alpha))q(x, \alpha) + (\dot{x}^2 + \phi'(\alpha))^2}{4(x + y + \phi(\alpha))q(x, \alpha) + (\dot{x}^2 - \phi'(\alpha))^2} \sigma(\phi(x) - \phi(\alpha)) \sigma(\phi(x) + \phi(\alpha)). \]  

(A.15)

The functions for all other face-centered quad equations are given in Table 6, where the abbreviation \( add. \) is used to indicate it is for the additive forms of the equation.

The three-leg equations for type-Q and type-H ABS quad equations are respectively given by (2.15) and (2.16) (or for the additive form with (2.10)), where the function for Q4 is given by (A.15), and the functions for all other equations are given in Table 7 in terms of the functions from Table 6.
By the functions for \( Q \) in (2.31) for type-\( A \) equations (A.7) and (A.8). Right: A list of \( c(x; y; \alpha) \) in (2.32) for type-\( C \) equations (A.9), (A.10), and (A.11). For \( C_{3(\delta_1; \delta_2; \delta_3)} \), \( C_{2(\delta_1; \delta_2; \delta_3)} \), and \( C_{1(\delta_1)} \), the \( a(x; y; \alpha, \beta) \) are respectively given by the functions for \( A_{3(2\delta_2)} \), \( A_{2(\delta_1; \delta_2)} \), and \( A_{2(\delta_1; \delta_2; \delta_3)} \).

\[
\begin{array}{|c|c|}
\hline
\text{Type- \( A \)} & \text{Type-C} \\
\hline
A_{3(1)} & C_{3(1; \frac{1}{2}; 0)} \\
\hline
A_{3(0)} & C_{3(1; 0; \frac{1}{2})} \\
\hline
A_{2(1; 1)} & Z(\alpha) + Z(\alpha)x^2 - 2xy \\
\hline
A_{2(1; 0)} & xy - Z(\alpha) \\
\hline
A_{2(0; 0)} & \frac{y + \alpha}{2x} \quad \text{(add.)} \\
\end{array}
\]

\[
\begin{array}{|c|c|}
\hline
\text{Type- \( C \)} & \text{Type- \( A \)} \\
\hline
C_{3(1; 1; \frac{1}{2})} & \frac{1 + Z(\alpha)x^2 - 2Z(\alpha)y}{Z(\alpha)^2 + x^2 - 2Z(\alpha)x} \\
\hline
C_{3(1; 0; 0)} & \frac{Z(\alpha)x - y}{x - Z(\alpha)y} \\
\hline
C_{2(1; 0)} & \frac{(\sqrt{x} - \alpha)^2 - y}{(\sqrt{x} + \alpha)^2 - y} \\
\hline
C_{2(1; 1)} & \frac{x - y + \alpha}{x - y - \alpha} \\
\hline
C_{2(0; 0)} & \frac{\alpha}{x - y} \quad \text{(add.)} \\
\hline
C_{1(0)} & -\frac{y}{2} \quad \text{(add.)} \\
\end{array}
\]

Table 6: Left: A list of \( a(x; y; \alpha) \) in (2.31) for type-\( A \) equations (A.7) and (A.8). Right: A list of \( c(x; y; \alpha) \) in (2.32) for type-\( C \) equations (A.9), (A.10), and (A.11). For \( C_{3(\delta_1; \delta_2; \delta_3)} \), \( C_{2(\delta_1; \delta_2; \delta_3)} \), and \( C_{1(\delta_1)} \), the \( a(x; y; \alpha, \beta) \) are respectively given by the functions for \( A_{3(2\delta_2)} \), \( A_{2(\delta_1; \delta_2)} \), and \( A_{2(\delta_1; \delta_2; \delta_3)} \).

\[
\begin{array}{|c|c|}
\hline
\text{Type- \( Q \)} & \text{Type- \( H \)} \\
\hline
Q_{3(1)} & A_{3(1)} \\
\hline
Q_{3(0)} & A_{3(0)} \\
\hline
Q_{2} & A_{2(1; 1)} \\
\hline
Q_{1(1)} & A_{2(1; 0)} \\
\hline
Q_{1(0)} & A_{2(0; 0)} \\
\end{array}
\]

\[
\begin{array}{|c|c|}
\hline
\text{Type- \( H \)} & \text{Type- \( C \)} \\
\hline
H_{3(1; 1)} & C_{3(1; \frac{1}{2}; 0)} \\
\hline
H_{3(1; 0)} & C_{3(1; 0; \frac{1}{2})} \\
\hline
H_{3(0; 0)} & C_{3(0; 0; 0)} \\
\hline
H_{2(1)} & C_{2(1; 1; 0)} \\
\hline
H_{2(0)} & C_{2(1; 0; 1)} \\
\hline
H_{1(1)} & C_{1(1)} \\
\hline
H_{1(0)} & C_{2(0; 0; 0)} \\
\hline
\end{array}
\]

Table 7: Left: A list of \( a(x; y; \alpha) \) in (2.15) for type-\( Q \) ABS equations. Right: A list of \( a^*(x; y; \alpha) \), \( c(x; y; \alpha) \), \( c^*(x; y; \alpha) \) in (2.16) for type-\( H \) ABS equations. For \( H_{3(\delta; \varepsilon)} \) the \( a(x; y; \alpha) \) are given by the functions for \( Q_{3(\varepsilon)} \), for \( H_{2(\varepsilon)} \) the \( a(x; y; \alpha) \) is given by the function for \( Q2 \) if \( \varepsilon = 1 \), and the function for \( Q_{1(1)} \) if \( \varepsilon = 0 \), and for \( H_{1(\varepsilon)} \) the \( a(x; y; \alpha) \) are given by the functions for \( Q_{1(\varepsilon)} \).

References

[1] R. J. Baxter, Exactly solved models in statistical mechanics. Academic Press, Inc., London, 1982.

[2] L. Onsager, “Crystal statistics. I. A two-dimensional model with an order-disorder transition,” Phys. Rev. (2) 65 (1944) 117–149.
[3] A. B. Zamolodchikov, “Fishing-net” diagrams as a completely integrable system,” *Phys. Lett. B97* (1980) 63–66.

[4] V. A. Fateev and A. B. Zamolodchikov, “Self-dual solutions of the star-triangle relations in $Z_N$ models,” *Phys. Lett. A92* (1982) 37–39.

[5] M. Kashiwara and T. Miwa, “A class of elliptic solutions to the star-triangle relation,” *Nucl. Phys. B275* (1986) 121.

[6] H. Au-Yang, B. M. McCoy, J. H. H. Perk, S. Tang, and M.-L. Yan, “Commuting transfer matrices in the chiral Potts models: Solutions of Star triangle equations with genus > 1,” *Phys. Lett. A123* (1987) 219–223.

[7] R. J. Baxter, J. H. H. Perk, and H. Au-Yang, “New solutions of the star triangle relations for the chiral Potts model,” *Phys. Lett. A128* (1988) 138–142.

[8] H. Au-Yang and J. H. H. Perk, “Onsager’s star-triangle equation: master key to integrability,” in *Integrable systems in quantum field theory and statistical mechanics*, vol. 19 of *Adv. Stud. Pure Math.* pp. 57–94. Academic Press, Boston, MA, 1989.

[9] V. V. Bazhanov, A. P. Kels, and S. M. Sergeev, “Quasi-classical expansion of the star-triangle relation and integrable systems on quad-graphs,” *J. Phys. A* 49 no. 46, (2016) 464001, 44.

[10] V. V. Bazhanov, V. V. Mangazeev, and S. M. Sergeev, “Faddeev-Volkov solution of the Yang-Baxter equation and discrete conformal symmetry,” *Nuclear Phys. B* 784 no. 3, (2007) 234–258.

[11] V. V. Bazhanov and S. M. Sergeev, “A master solution of the quantum Yang-Baxter equation and classical discrete integrable equations,” *Adv. Theor. Math. Phys.* 16 no. 1, (2012) 65–95.

[12] A. P. Kels, “Integrable quad equations derived from the quantum Yang-Baxter equation,” *Lett. Math. Phys.* 110 no. 6, (2020) 1477–1557.

[13] V. E. Adler, A. I. Bobenko, and Y. B. Suris, “Classification of integrable equations on quad-graphs. The consistency approach,” *Comm. Math. Phys.* 233 no. 3, (2003) 513–543.

[14] V. E. Adler, A. I. Bobenko, and Y. B. Suris, “Discrete nonlinear hyperbolic equations: classification of integrable cases,” *Funktsional. Anal. i Prilozhen.* 43 no. 1, (2009) 3–21.

[15] F. W. Nijhoff and A. J. Walker, “The discrete and continuous Painlevé VI hierarchy and the Garnier systems,” *Glasg. Math. J.* 43A (2001) 109–123. Integrable systems: linear and nonlinear dynamics (Islay, 1999).

[16] A. I. Bobenko and Y. B. Suris, “Integrable systems on quad-graphs,” *Int. Math. Res. Not.* no. 11, (2002) 573–611.

[17] S. Lobb and F. Nijhoff, “Lagrangian multiforms and multidimensional consistency,” *J. Phys. A* 42 no. 45, (2009) 454013, 18.

[18] A. I. Bobenko and Y. B. Suris, “On the Lagrangian structure of integrable quad-equations,” *Lett. Math. Phys.* 92 no. 1, (2010) 17–31.

[19] V. V. Bazhanov and R. J. Baxter, “New solvable lattice models in three-dimensions,” *J. Statist. Phys.* 69 (1992) 453–585.

[20] R. J. Baxter, “Star-triangle and star-star relations in statistical mechanics,” *Int. J. Mod. Phys. B* 11 (1997) 27–37.

[21] V. V. Bazhanov and S. M. Sergeev, “Elliptic gamma-function and multi-spin solutions of the Yang-Baxter equation,” *Nuclear Phys. B* 856 no. 2, (2012) 475–496.
[22] A. P. Kels, “Interaction-round-a-face and consistency-around-a-face-centered-cube,” *J. Math. Phys.* **62** no. 3, (2021) Paper No. 033509, 36.

[23] G. Gubbiotti and A. P. Kels, “Algebraic entropy for face-centered quad equations,” *J. Phys. A* **54** no. 45, (2021) Paper No. 455201, 44.

[24] V. E. Adler and A. P. Veselov, “Cauchy problem for integrable discrete equations on quad-graphs,” *Acta Appl. Math.* **84** no. 2, (2004) 237–262.

[25] C.-M. Viallet, “Algebraic entropy for lattice equations,” arXiv:06090430 [math-ph].

[26] P. H. van der Kamp, “Initial value problems for lattice equations,” *J. Phys. A* **42** no. 40, (2009) 404019, 16.

[27] A. P. Kels, “Lax matrices for lattice equations which satisfy consistency-around-a-face-centered-cube,” *Nonlinearity* **34** no. 10, (2021) 7064–7094.

[28] A. P. Kels, “Discrete integrable equations on face-centered cubics: consistency and Lax pairs of corner equations,” *Proc. R. Soc. A* **478** (2022) 20210892.

[29] E. Date, M. Jimbo, and T. Miwa, “Method for generating discrete soliton equations. III,” *J. Phys. Soc. Japan* **52** no. 2, (1983) 388–393.

[30] F. W. Nijhoff, “Discrete Painlevé equations and symmetry reduction on the lattice,” in *Discrete integrable geometry and physics (Vienna, 1996)*, vol. 16 of *Oxford Lecture Ser. Math. Appl.*, pp. 209–234. Oxford Univ. Press, New York, 1999.

[31] S. P. Novikov and I. A. Dynnikov, “Discrete spectral symmetries of small-dimensional differential operators and difference operators on regular lattices and two-dimensional manifolds,” *Uspekhi Mat. Nauk* **52** no. 5(317), (1997) 175–234.

[32] S. I. Agafonov and A. I. Bobenko, “Hexagonal circle patterns with constant intersection angles and discrete Painlevé and Riccati equations,” *J. Math. Phys.* **44** no. 8, (2003) 3455–3469. Integrability, topological solitons and beyond.

[33] A. I. Bobenko, T. Hoffmann, and Y. B. Suris, “Hexagonal circle patterns and integrable systems: patterns with the multi-ratio property and Lax equations on the regular triangular lattice,” *Int. Math. Res. Not.* no. 3, (2002) 111–164.

[34] A. I. Bobenko and T. Hoffmann, “Hexagonal circle patterns and integrable systems: patterns with constant angles,” *Duke Math. J.* **116** no. 3, (2003) 525–566.

[35] A. Doliwa, M. Nieszporski, and P. M. Santini, “Integrable lattices and their sublattices. II. From the B-quadrilateral lattice to the self-adjoint schemes on the triangular and the honeycomb lattices,” *J. Math. Phys.* **48** no. 11, (2007) 113506, 17.

[36] A. Doliwa and M. Nieszporski, “Darboux transformations for linear operators on two-dimensional regular lattices,” *J. Phys. A* **42** no. 45, (2009) 454001, 27.

[37] V. E. Adler, A. I. Bobenko, and Y. B. Suris, “Classification of integrable discrete equations of octahedron type,” *Int. Math. Res. Not. IMRN* no. 8, (2012) 1822–1889.

[38] P. H. van der Kamp, “Initial value problems for quad equations,” *J. Phys. A* **48** no. 6, (2015) 065204, 20.

[39] N. Joshi, K. Kajiwara, T. Masuda, and N. Nakazono, “Discrete power functions on a hexagonal lattice I: derivation of defining equations from the symmetry of the Garnier system in two variables,” *J. Phys. A* **54** no. 33, (2021) 335202, 27.

[40] V. V. Bazhanov, V. V. Mangazeev, and S. M. Sergeev, “Exact solution of the Faddeev-Volkov model,” *Phys. Lett. A* **372** no. 10, (2008) 1547–1550.
[41] A. P. Kels and M. Yamazaki, “Lens elliptic gamma function solution of the Yang-Baxter equation at roots of unity,” *J. Stat. Mech. Theory Exp.* no. 2, (2018) 023108, 34.

[42] S. N. M. Ruijsenaars, “First order analytic difference equations and integrable quantum systems,” *J. Math. Phys.* 38 no. 2, (1997) 1069–1146.

[43] V. P. Spiridonov, “Elliptic beta integrals and solvable models of statistical mechanics,” in *Algebraic aspects of Darboux transformations, quantum integrable systems and supersymmetric quantum mechanics*, vol. 563 of *Contemp. Math.*, pp. 181–211. Amer. Math. Soc., Providence, RI, 2012.

[44] R. Boll and Y. B. Suris, “On the Lagrangian structure of 3D consistent systems of asymmetric quad-equations,” *J. Phys. A* 45 no. 11, (2012) 115201, 18.

[45] V. V. Bazhanov, A. P. Kels, and S. M. Sergeev, “Comment on star-star relations in statistical mechanics and elliptic gamma-function identities,” *J. Phys. A* 46 no. 15, (2013) 152001, 7.

[46] E. M. Rains, “Transformations of elliptic hypergeometric integrals,” *Ann. of Math. (2)* 171 no. 1, (2010) 169–243.

[47] V. E. Adler, “Discrete equations on planar graphs,” *J. Phys. A* 34 no. 48, (2001) 10453–10460. Symmetries and integrability of difference equations (Tokyo, 2000).

[48] A. I. Bobenko and Y. B. Suris, *Discrete differential geometry*, vol. 98 of *Graduate Studies in Mathematics*. American Mathematical Society, Providence, RI, 2008. Integrable structure.

[49] Y. B. Suris, “Discrete time Toda systems,” *J. Phys. A* 51 no. 33, (2018) 333001, 64.

[50] J. Hietarinta and C. Viallet, “Weak Lax pairs for lattice equations,” *Nonlinearity* 25 no. 7, (2012) 1955–1966.

[51] G. M. Ziegler, *Lectures on polytopes*, vol. 152 of *Graduate Texts in Mathematics*. Springer-Verlag, New York, 1995.

[52] J. H. Conway and N. J. A. Sloane, *Sphere packings, lattices and groups*, vol. 290 of *Grundlehren der mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer-Verlag, New York, third ed., 1999. With additional contributions by E. Bannai, R. E. Borcherds, J. Leech, S. P. Norton, A. M. Odlyzko, R. A. Parker, L. Queen and B. B. Venkov.

[53] F. Nijhoff, J. Atkinson, and J. Hietarinta, “Soliton solutions for ABS lattice equations. I. Cauchy matrix approach,” *J. Phys. A* 42 no. 40, (2009) 404005, 34.

[54] J. Hietarinta and D.-J. Zhang, “Soliton solutions for ABS lattice equations. II. Casoratians and bilinearization,” *J. Phys. A* 42 no. 40, (2009) 404006, 30.

[55] J. Atkinson and F. Nijhoff, “A constructive approach to the soliton solutions of integrable quadrilateral lattice equations,” *Comm. Math. Phys.* 299 no. 2, (2010) 283–304.

[56] N. Delice, F. W. Nijhoff, and S. Yoo-Kong, “On elliptic Lax systems on the lattice and a compound theorem for hyperdeterminants,” *J. Phys. A* 48 no. 3, (2015) 035206, 27.

[57] N. Joshi, N. Nakazono, and Y. Shi, “Reflection groups and discrete integrable systems,” *Journal of Integrable Systems* 1 no. 1, (2016) xyw006.

[58] N. Joshi and N. Nakazono, “Reduction of quad-equations consistent around a cuboctahedron I: additive case,” *Proc. Amer. Math. Soc. Ser. B* 8 (2021) 320–335.

[59] F. W. Nijhoff, “Lax pair for the Adler (lattice Krichever-Novikov) system,” *Phys. Lett. A* 297 no. 1-2, (2002) 49–58.