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Abstract

We present VISUALHINTS, a novel environment for multimodal reinforcement learning (RL) involving text-based interactions along with visual hints (obtained from the environment). Real-life problems often demand that agents interact with the environment using both natural language information and visual perception towards solving a goal. However, most traditional RL environments either solve pure vision-based tasks like Atari games or video-based robotic manipulation; or entirely use natural language as a mode of interaction, like Text-based games and dialog systems. In this work, we aim to bridge this gap and unify these two approaches in a single environment for multimodal RL. We introduce an extension of the TextWorld cooking environment with the addition of visual clues interspersed throughout the environment. The goal is to force an RL agent to use both text and visual features to predict natural language action commands for solving the final task of cooking a meal. We enable variations and difficulties in our environment to emulate various interactive real-world scenarios. We present a baseline multimodal agent for solving such problems using CNN-based feature extraction from visual hints and LSTMs for textual feature extraction. We believe that our proposed visual-lingual environment will facilitate novel problem settings for the RL community.

1 Introduction

Reinforcement Learning (RL) methods \cite{sutton1998reinforcement} learn action policies for agents to achieve a given task by maximizing a guiding reward signal. Recently, there has been great interest in the RL community in using deep learning (DL) based methods, following up on the success of deep RL. \cite{mnih2015human,schulman2015high} in vision-based high dimensional environments like Atari \cite{bellemare2013arcade,brockman2016openai} and Mujoco \cite{todorov2012mujoco}. Similarly, RL methods are increasingly being used to solve real-world problems involving sequential decision making from natural language descriptions. Typical applications in this domain include text-based game agents \cite{narasimhan2015} \cite{he2016bert}, chatbots \cite{serban2017multimodal}, and personal conversation assistants \cite{dhingra2017multimodal}. While these methods focus either on purely image-based or purely text-based observations respectively, there is a lack of methods that address joint multimodal learning from both these domains. In this paper, we present a visual-lingual environment to facilitate action policy learning via multimodal RL.

Humans interact with their environments using various modalities of input. For example, let us say that a person wants to drive up to a certain location. For that purpose, they use visual inputs for determining the direction of navigation from a map. However, an announcement on the car radio warns of traffic congestion on the designated route. In this situation, humans can replan and find the new optimal path (with respect to time) using multiple input modalities. However, previous environments for RL primarily provide observations from a single input modality – either image or text. For such RL methods to generalize and scale to real-world applications, it is necessary to handle multimodal inputs for solving the required task. The target environment should be such that both the textual and visual modalities are required to solve the problem; unimodal input is not enough to solve the problem successfully.

Our goal is to develop an environment that provides both image and text information for agents to interact with. There are many real-world applications for such environments. One of them is chatbots in online shopping websites that can use pictures and textual descriptions from the user to enhance their ability to advise the customer and to carry on a conversation in a natural way. Another example is in construction areas, where agents have to move equipment or materials following the verbal instructions of the foreman, and a map of the construction site. These examples show the necessity of building agents that can extract and relate textual and visual clues; prioritize them; and use them at the right time.

In this work, we present VISUALHINTS, a visual-lingual environment for multimodal, natural interactions. Such interactions should help agents build representations of the environment’s state faster and more accurately than a unimodal approach. In this work, we have expanded the natural language problem to a problem that couples both natural language and vision. We used \textit{Cooking Game}, a text-based game (TBG) generated by TextWorld \cite{cote2018textworld} (a sandbox developed by Microsoft) as our base environment; we added visual clues to this base. A visual clue is a helpful hint that agents can very likely expect from humans in
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The main contributions of this paper are:

• We introduce VISUALHINTS, a visual-lingual environment for multimodal reinforcement learning that requires inputs from both textual and visual components of the input observation. Our proposed visual hints are generalizable and can be generated automatically across domains. In this paper, we show the Cooking Games task from TextWorld with different structures of the visual hints.

• We propose a baseline agent for solving the Cooking World task of preparing and eating a meal that can use both textual input using LSTM features, and visual indications using CNNs to successfully solve a problem.

• We analyse how the visual model interacts with the input image to understand a map and its topology based on a pre-training task.

The paper is organized as follows. We first present the design of VISUALHINTS, a multimodal learning environment using the image and textual observations in the context of a Partially Observable Markov Decision Process (POMDP). We present the architecture of a baseline multimodal agent with an Advantage Actor Critic (A2C) based model-free algorithm to solve such a problem. We then explain our methodology to build the map and the puzzle; to train the visual part of the model; and to train the full model. Following this, we analyze the results of pretraining the visual module of the agent. Finally, we evaluate the baseline multimodal agent in comparison with previous state-of-the-art text-only methods.

2 Related Work

Given the nature of our contribution, we examine related works along the two modalities that we consider: text-based games and image-based interactive environments.

2.1 Text-Based Games

LSTM-DQN (Narasimhan, Kulkarni, and Barzilay 2015) was the first work to tackle text-based games using RL; it uses deep Q-learning-based reinforcement learning to...
jointly learn state representations and action policies using game rewards as feedback. The TextWorld (Côté et al. 2018) framework enabled the generation of many different configurations of text-based games. Using this framework, text descriptions can be mapped into vector representations that capture the semantics of game states. LSTM-DQN assumed some structure in the output command setting; this was tackled by DRRN (Deep Reinforcement Relevance Network) by addressing a natural language action space for generating action commands (He et al. 2016). This method uses separate embedding vectors for action and state spaces: an interaction function combines them for input to the Q-function module.

LSTM-DRQN (Yuan et al. 2018) is one of the state-of-the-art methods for the TextWorld Coin Collector domain: it was proposed in order to address the issue of partial observability. This method processes textual observations for the recurrent policy to generate a vector representation that estimates Q-values for all verbs and objects \( Q(s, v) \). This work also proposes discovery bonuses for generalizing better on unseen games. There were two types of bonuses: a cumulative counting bonus which gradually converges to 0; and an episodic discovery bonus which encourages only first-time discovery of unseen states.

There are some prior efforts (Fulda et al. 2017; Zahavy et al. 2018) that deal with pruning action tokens which do not agree with the current state’s context; this brings about accelerated convergence of the RL agent. Fulda et al. (2017) proposed a method for affordance extraction via word embeddings trained on a Wikipedia corpus: they showed that previously intractable search spaces can be efficiently navigated when word embeddings are used to identify context-dependent affordances. AE-DQN (Action-Elimination DQN)—which is a combination of a Deep RL algorithm with an action eliminating network for suboptimal actions—was proposed by Zahavy et al. (2018). The action eliminating network is trained to predict invalid actions, supervised by an external elimination signal provided by the environment. More recent methods (Adolphs and Hofmann 2019; Ammanabrolu and Riedl 2018; Ammanabrolu and Hausknecht 2020; Yin and May 2019; Adhikari et al. 2020) use different heuristics to learn better state representations for efficiently solving complex TBGs.

2.2 Image-Based Interactive Environments

In the past couple of years, there has also been a proliferation of environments that focus on the visual modality, and represent the environment in terms of an image or video feed. Examples of such environments include A2-THOR (Kolve et al. 2017), Habitat (Savva et al. 2019), ALFRED (Shindhar et al. 2020), and AllenAct (Welsh et al. 2020). These environments typically feature an agent that is situated in a home-like environment, and must accomplish tasks by using its perception capabilities. However, these environments have a fixed set of action commands to choose from based on the visual observation and scenario. For example, near the object “TV”, the interactive commands are limited and structured, e.g. turn on or turn off. Additionally, some of these environments offer the agent the ability to sub-sample the space in a specific modality: for e.g., agents in AI2-THOR can choose to receive state information purely as text-based logical state descriptors, thus greatly cutting down on the complexity of the inherent task. In contrast, our environment provides natural language action commands that are much more difficult to handle due to the large action space. Moreover, we make sure that for games in our environment, both visual and textual modalities are required in order to arrive at a solution; this is not guaranteed by the other environments.

3 Problem Setting: Multimodal RL

Text-based games (TBGs) are sequential decision-making problems that we aim to solve using model-free RL algorithms. These environments form POMDPs (Partially Observable Markov Decision Processes) because the agent receives partial information about its surroundings from the environment. In this paper, we aim to add visual information in the form of a map of the environment to help the agent in its quest to solve the game. In a typical Cooking World TBG with a map, the POMDP is defined by \((S, A, T, \Omega, O, R, \gamma)\); where \(S\) is a non-empty finite set of possible states of the system to be controlled, \(A\) is the Action space, i.e., the non-empty finite set of actions that can be performed to control the system. In our case, we have natural language action commands which are a combination of Verbs \(\times\) Adjectives \(\times\) Nouns. \(T : S \times S \times A \rightarrow [0; 1]\) is the transition function of the system (which we do not know in a model-free setting); and \(\Omega\) is a set of observable symbols. \(O\) denotes the observation, which is a part of the state that is observed by the agent. These environments are much more difficult to handle due to the large action space. Moreover, we make sure that for games in our environment, both visual and textual modalities are required in order to arrive at a solution; this is not guaranteed by the other environments.

3.1 The \(V_\text{ISUAL}H\text{INTS}\) Environment

As shown in Figure 2\(\text{[1]}\) our \(V_\text{ISUAL}H\text{INTS}\) environment provides a visual clue along with a short hint text, which can be used for the multimodal RL setting described in Section 3. Such multimodal observations can give information to the
agent to efficiently explore and solve the game. We add various modes in our VisualHints environment that we describe in detail in the following section.

While performing correct action command prediction is paramount for solving RL tasks, it is also important in real-world applications to learn what action commands should not be generated to prevent fatally dangerous situations. To simulate this effect, we have added the notion of “death rooms”, which are rooms that lead to the death of the agent, with large negative rewards. These rooms are similar in spirit to the notion of “dead end” states that make a problem “probabilistically interesting” (Little and Thiebaux 2007). Such death rooms can also be placed on the direct path between the source and destination rooms in the environment, in which case the agent has to find an alternative route that may not be the shortest path, but is safe.

A game begins with some information on the board, which the agent has to read by issuing the “read board” command. The board indicates the presence and location of the death room. The board is always placed in the first room to ensure that the player always has a chance to know where the death room is before encountering it. Somewhere during the course of the game, the agent finds a hint which is made up of textual and visual information (floor layout) as shown in Figure 1. The text gives some information on how to interpret the map. For instance, the agent can find this map along with a textual clue: ‘take the ingredients in the kitchen, the supermarket, and cook in the kitchen, and avoid the death room which is the bathroom’. In the example of Figure 2, the player is in the living room. The death room is in red, and the pathway leading to the cooking location is in green.

4.1 Generating Hints from TextWorld

We use the cooking games used by Adolphs and Hofmann (2019) as the base games upon which we add the visual hints for multimodal RL. In order to implement the automatic and general addition of visual hints and textual clues to the existing textual observation space, we create an extra layer between the agent and the TextWorld game. The visual hints are generated alongside textual clues. A total of 7 different modes can be tuned to automatically generate the map, which we describe here.

Distance of Puzzle This mode controls the distance between the room where the hint is found and the primary destination (the cooking location). This emulates the difficulty of learning the visual component of the RL model. A high value would correspond to high difficulty in learning the navigation commands, whereas a low value would correspond to a simpler learning setting. Figure 2 shows variations on this factor.

Death Room Another decision factor in the environment is the presence of the death room. It is possible that a death room may not be added to a specific game instance: for example, if the game has only one room, or if all rooms are necessary to arrive at a solution. Adding a death room emulates the factor of safety in real-world tasks, and makes the final task more difficult to achieve.

Figure 3: Architecture of the CNN-LSTM based visual observation parsing module of the agent.

Color Path This allows for the coloring of the path between the agent’s current location (the location where the hint is found) and the primary goal (the cooking location). This helps the RL agent by providing a color-based visual guide that would be otherwise difficult to obtain.

Name Type These following options enable the control of the visualization of each individual room for the sake of giving control to the learning type.

- literal: the established name of the room (‘pantry’, ‘kitchen’)
- random_numbers: the name of a room is a random number (all rooms have different numbers)
- room_importance: the name of a room is a number denoting the importance of that room in that specific game
  - 1 if it is the primary goal (the cooking location)
  - 2 if it is a secondary goal (contains an ingredient)
  - 0 otherwise

Draw Passages This option determines whether passages (open or closed) are drawn between adjacent rooms on the map. If this information is provided, the agent can obtain all of the required navigational information purely from the visual hint; otherwise, the agent will need to read the corresponding text as well in order to find out which direction is accessible.

Draw Player This option determines whether the agent’s location on the map is included as part of the visual hint.

Clue First Room This setting forces the clue to be placed in the first room, irrespective of the value of “distance of puzzle”. This reduces the effort the agent has to spend in searching for the hint during the initial stages without any visual signal.

Along with the visual hint, two text-based clues are also provided: one at the beginning that explains where the death room is located; and the second a text-based hint that accompanies the visual hint. We also add difficulty to these textual clues (described in detail in the supplementary material).

Based on the above description, a large variety of problem settings can be generated by our VisualHints environment for multimodal RL. These tasks serve as a proxy
5 Baseline Model

We now describe a baseline model used for multimodal RL on our VISUALHINTS dataset. In this work, we coupled the architecture of a textual RL agent inspired by (Adolphs and Hofmann 2019) with a CNN-LSTM. The textual RL agent’s architecture is used to analyze the textual part of the observation \( o_t^{text} \), and the CNN-LSTM is used to extract information from the visual hints (the map describing the game). Advantage Actor Critic (A2C) (Mnih et al. 2016) was used for model-free RL.

5.1 Extracting Useful Features from Images

To extract information from the visual hints, we used a CNN followed by a bidirectional LSTM. The CNN encodes the important features of the visual hint on 512 channels. Since the original hint has a strong underlying structure made of blocks of 100 \( \times \) 100 pixels, we preserve this structure. Thus, for an input picture of dimension 100\( n \times 100m \times 3 \) with \((n, m) \in \mathbb{N}\), the CNN output is of size \( p_n \times q_m \times 512 \) with \((p, q) \in \mathbb{N}\). In our experiments, \((p, q) = (2, 2)\).

To find the link between rooms and shared properties, we pass the representation from the CNN to a bidirectional LSTM. The bidirectional LSTM encodes a spatial context of fixed size 128 for every feature input sequence. We compute the weighted sum of all the last hidden layers of the bidirectional LSTM, and find the weights based on a second LSTM. The weights are thus related to the spatial context of the map room distribution.

In order to extract image features, we utilize a simple CNN with very few layers. The simple nature of the map, with plain colors and little text, encourages the use of simpler models (easier and faster to train) which can still capture enough details to be relevant. The CNN only consists of a convolution layer, followed by a max-pooling layer, followed by a final convolution layer.

5.2 Combining Visual and Textual Features

The actor and critic outputs share the part of the network that encodes information from both visual and textual observations. Observations are processed through two channels: the textual part consisting of context and command encoding, and the visual part which is responsible for encoding image features. The textual component is inspired from the work of Adolphs and Hofmann (2019).

The CNN extracts local information on the map from the input channels to 512 channels as described previously. The LSTM layer finds a link between the extracted features, resulting in a vector \( i_t \in \mathbb{R}^{256} \). The textual and visual representations are concatenated, and we feed the concatenated inputs to single-layered multi-layer perceptrons (MLPs) for the value function and action probability distribution. The critic part of the network takes the encoded context \( h_t \in \mathbb{R}^{256} \) concatenated with the encoded image \( i_t \) as input; and passes this input through an MLP with a single hidden layer of size 256 to compute the scalar value of the game’s state. The actor part of the network takes a matrix composed of the concatenation of the encoded context and encoded image with each of the \( k \) encoded commands. This vector of size \( \mathbb{R}^{k \times 32 + 512} \) is passed through an MLP of size \( \mathbb{R}^{256} \) to compute the score vector of size \( \mathbb{R}^{k} \), on which we apply the softmax function to build a categorical distribution. We sample the action \( a_t \) (one of the \( k \) commands) based on this distribution.

6 Results

6.1 Experimental Details

Our experiments were performed on Ubuntu16.04 with TITAN X (Pascal) GPU. For the visual CNN, we used two-layers of convolutional filters with the configuration of
Figure 5: Showing different configurations of the VisualHints used in the cooking game. The goal of the agent is to reach the kitchen room, where the agent has to prepare the meal and eat the meal to win the game.

Figure 6: Adding death room to VisualHints to emulate the role of safety in the real world. The modified goal of the agent is to reach the kitchen room while avoiding going to the death-room. The agent dies and the game is over if the agent visits the death-room.

Figure 7: Showing masked configuration of the game where only the pathway to the kitchen is highlighted and other details are masked. This will make it easier for the agent to reach the target which is the kitchen in this case. However, even the death room is masked and hence it is dangerous for the agent to deviate from the shown green pathway.

(channels=256, kernel size=10, stride=5, padding=4) and (channels=512, kernel size=2, stride=2, padding=0) respectively. We used a Max-Pooling2D layer between the two convolutional layers.

In the following, we present some results pertaining to our baseline multimodal agent in the VISUALHINTS domain. We first describe the pre-training of the visual component; followed by an analysis of the CNN’s output; and finally the overall performance of the baseline multimodal agent in our environment. While our results do not beat the current state-of-the-art, they are intended more as a demonstration of the potential of the VISUALHINTS domain to challenge the existing best methods.
Figure 8: In this mode, the name of the room is masked and only the room importance is displayed. For the primary target (kitchen) the room importance is kept at 1 and for secondary targets (like rooms where the ingredients need to be picked from) are shown with importance of 2. All other rooms are shown with importance of 0.

Figure 9: In this mode, the pathways between each room are masked and the agent cannot have a notion of which direction is available for travel only from the visual hint. In such a case, the multi-modal agent has to rely on the textual observation to ascertain which direction has an open door and thus decide to take action accordingly.

Figure 10: This mode combines the previous two modes where the pathways between each room are masked in addition to the room names being replaced with room importance.

6.2 Pre-training of the CNN-LSTM

To obtain better features on the current domain, we pre-trained the visual component of the agent using 42 questions divided into two categories:

- **Easy questions**, which do not require an understanding of the links between the different rooms on the map. For instance: Is there a ‘death room’? Does the name ‘pantry’ appear?
- **Hard questions**, which require the relations between the different rooms. For example, “how many rooms are blocked by the death room?”

Each such set of 42 questions is treated as binary/categorical
classifiers. The CNN-LSTM was trained using an L2 loss on 46,080 generated examples, and tested on 11,520 examples.

**List of labels for pre-training:** For learning features specific to the room layout images that were apart of the Visual Hints setup, we pre-trained the visual part of the model on 42 different tasks. The following are the list of those 42 binary tasks: 

- DEATH ROOM Y, DEATH ROOM N
- LITERAL
- RANDOM NUMBER
- ROOM IMPORTANCE
- COLORWAY Y, COLORWAY N, LIVING ROOM, GARDEN, DRIVEWAY, BEDROOM, BATHROOM, CORRIDOR, SHED, PANTRY, BACKYARD, SUPERMARKET, KITCHEN, STREET, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, PLAYER IN Y, PLAYER IN N, ROOM INACCESSIBLE=0, ROOM INACCESSIBLE=1, ROOM INACCESSIBLE=2, ROOM INACCESSIBLE=3, ROOMS IN COLORWAY=0, ROOMS IN COLORWAY=1, ROOMS IN COLORWAY=2, ROOMS IN COLORWAY=3, ROOMS IN COLORWAY=4.

Pre-training on these multiple binary tasks improves the feature extraction capability of the CNN that is suited for tasks like death-room detection or ‘kitchen’ extraction from text, which is ultimately going to be useful for the reinforcement learning agent.

We plot the F1 score function of the threshold for each class in Figure 11. The F1 score at the threshold of 0.5 is nearly perfect for all the easy questions (around or above 0.999) and still reasonably good for hard questions (around 0.8). We observe that the most difficult task is to find the number of inaccessible rooms for inaccessible rooms = 2 and inaccessible rooms = 3. This result was expected, because it requires finding a relation between rooms with only the clue of open doors, compared to the other hard questions: number of rooms in the color path, where all rooms are fully green. We also see that for these two questions, the F1 score curve is less flat, showing the difficulty that the network has in discriminating the answer in two groups.

### 6.3 Spatial Attention Analysis of the CNN output

To further analyze the features learned by our visual model, we try to understand the information that is encoded at the output of the CNN layer; and whether the LSTM layer makes the links between the different rooms as intended when we designed the CNN-LSTM architecture. A visual examination of the output of the CNN (Figure 12) reveals that certain filters in the CNN extract the general shape and highlight individual rooms. In Figure 12(b), we show some room layouts and their evolution when we vary the location of the death room on the map. Some convolutional filters are receptive to specific characteristics like the presence of a death room, a color path, a player, etc. – this further illustrates that our visual model learns the semantics of the room layouts, which are useful features for the final RL task.

### 6.4 Results of Baseline Multimodal Agent

Our multimodal agent was evaluated against the previous best method viz. LeDeepChef (Adolphs and Hofmann 2019) to compare the quality of generated action commands for solving the cooking games. The objective in these games is to gather all the ingredients needed for cooking a meal by following a recipe available in the kitchen. The agent may not start at the kitchen, and has to navigate through the rooms to reach the kitchen. Upon reaching, the agent then has to follow the descriptions from the recipe to interact with the objects in the scene, and finally make a meal. Intermediate rewards are obtained along the way.

Based on the type and difficulty of the games, we divide them into two distinct categories. (i) **NAVIGATION GAMES:** These are games that require some form of navigation actions to reach a destination where non-navigation commands are used to finish the goal. We further subdivide these games into 3 categories based on difficulty. Each navigation game consists of either 6, 9, or 12 rooms which determine the difficulty. (ii) **NON-NAVIGATION GAMES:** These are games that usually start at the kitchen and can be solved by non-navigation based commands only. These games are typically...
Table 1: Performance of our baseline model in terms of success rate compared to the state-of-the-art model, LeDeepChef (Adolphs and Hofmann 2019).

|                      | LeDeepChef | Visual-Lingual Model (our) |
|----------------------|------------|----------------------------|
|                      | Train      | Valid | Test | Train      | Valid | Test |
| Navigation (6 rooms) | 0.93       | 0.96  | 0.90 | 0.86       | 0.94  | 0.74 |
| Navigation (9 rooms) | 0.78       | 0.83  | 0.56 | 0.62       | 0.47  | 0.30 |
| Navigation (12 rooms)| 0.64       | 0.67  | 0.31 | 0.47       | 0.46  | 0.13 |
| Navigation (All)    | 0.79       | 0.82  | 0.59 | 0.65       | 0.68  | 0.39 |
| Non-Navigation      | 0.91       | 0.94  | 0.91 | 0.92       | 0.95  | 0.85 |
| Total                | 0.82       | 0.86  | 0.68 | 0.73       | 0.76  | 0.52 |

Table 2: Number of navigation based and non-navigation based games in the Cooking World.

| Number of games     | Train | Valid | Test |
|---------------------|-------|-------|------|
| Navigation (6 rooms)| 1041  | 52    | 124  |
| Navigation (9 rooms)| 1041  | 52    | 124  |
| Navigation (12 rooms)| 1041 | 52    | 124  |
| Navigation (All)   | 1371  | 66    | 142  |
| Non-Navigation      | 3123  | 156   | 372  |
| Total               | 4440  | 222   | 514  |

Furthermore, the problem settings that we have provided in Section 4.1 enable the design of more challenging SOTA benchmarks. The most important contribution of this work lies in providing the extremely customizable VISUALHINTS environment, where simple control variable alterations can produce problems that differ significantly in terms of their challenge to existing RL techniques. Furthermore, the generation of the visual hints is completely automated, andagnostic of the specific game or even domain that the agent finds itself in. We hope this spurs more research on the VISUALHINTS environment, and the creation of diverse algorithmic techniques that handle different variants of this complex and challenging environment.

7 Conclusion

To bridge the gap between purely unimodal text or vision based approaches in reinforcement learning, we present a novel environment called VISUALHINTS that uses both visual and textual information for multimodal reinforcement learning. We use the cooking environment in TextWorld as a base upon which we add visual information in the form of room layouts as hints located at various rooms. Our proposed environment showcases a high level of detailing, allowing multiple RL problem settings to be emulated seamlessly by changing a few options. The final goal is to learn RL agents that use such multimodal information efficiently to outperform their unimodal counterparts. We present a baseline multimodal agent using CNN based feature extraction from visual hints and LSTM for textual feature extraction. Furthermore, we perform pre-training on the visual model using a 42-task classification problem for predicting semantic information about the game world.

We achieve a high F1-score on most labels, while outputs related to predicting relations between the rooms prove to be the most difficult. We also train a baseline visual-lingual policy network that concatenates visual and textual features to perform model-free reinforcement learning to set up a baseline score. Our proposed environment poses numerous technical challenges like partial observability, shared feature learning, and large action space; all of which can independently be spotlighted using various settings in the environment. We believe that our proposed VISUALHINTS environment and accompanying dataset will provide a common framework to measure algorithmic progress in the multimodal RL community.
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