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1. Introduction

Radiation therapy is the main clinical method of treating various cancers [30]. It can be seen as a trade-off between sending maximum dose to the target-volume (TV) and minimum dose to the OARs [1, 31]. Accurate segmentation of OARs contributes to the protection of normal organs during treatment [32]. Manually delineating OARs slice-by-slice in CT scans requires expertise and lots of time. Adjacent soft tissue with low contrast and noise blurs the boundaries of organs, which may also lead to delineation errors. Therefore, automatic segmentation has become a research hotspot [33]. Such a framework could help radiologists segment OARs more accurately with much less time.

Deep convolutional models have shown state-of-the-art performance in image segmentation especially after fully convolutional networks (FCN) [2] were proposed. In FCN, fully convolutional layers are substituted for fully connected layers in a classic classification network to reserve spatial information, which makes FCN a reasonable choice for dense prediction. Based on FCN, Badrinarayanan et al. [3] introduced a concept of encoders and decoders and upsampled the low-level inputs in turn to the original resolution, which achieves impressive performance in scene understanding applications. U-Net [4] adopted the similar encode and decode paths and used several skip connections between them to combine the low-level and high-level features. Thanks to this carefully designed structure, it achieves considerable success in medical image segmentation tasks. In addition, great efforts have been subsequently made to improve the performance of U-Net [5, 6].

Targets in images usually have various sizes. It is crucial to let a network “see” objects of different scales. What kind of multiscale information to use and how to integrate information are the purpose of this work. PSPNet [7] merged convolutional features from different region-based context
aggregations. DeepLabs [8–11] similarly introduced a spatial pyramid pooling with different dilated kernels. An attention mechanism was first proposed to model long-range dependencies in machine translation and has been successfully transferred to computer vision tasks. It allocates more weights to the potentially interesting regions and suppresses the less informative ones. DANet [12] built a dual attention module to simultaneously model channel-wise and spatial-wise semantics. Oktay et al. [5] proposed an attention gate in the skip connection layer of the U-Net to teach the decoder where to “look.” Selective Kernel [13] (SK) took advantage of the attention to guide the fusion of multiscale information. It embeds multiple lightweight SE [14] attentions to dynamically select the receptive field size of each neuron in convolutional layers, which is also consistent with the neuroscience cognition that the visual cortical neuron adaptively adjusts the size of its receptive field according to stimulus. In such case, the learned attention maps play the role of a stimulus.

Aside from accuracy, computation complexity is another factor to measure model performance. A widely used evaluation metric of computation complexity is the number of float-point operations, also known as FLOPs [15]. Substantial efforts have been made to reduce FLOPs of convolutional networks. MobileNets [16, 17] adopted depth-wise separable convolution, which splits a standard convolution into a depth-wise and a point-wise convolution. It can greatly reduce the computation cost. ShuffleNets [18, 19] further integrated group convolution and reduced channel redundancy in point-wise connectivity. These methods focus on sparse connection between channels. In contrast, Octave Convolution [20] (OctConv) focused on the spatial dimension and argued that potential redundancy may exist. Each location independently stores its own features, ignoring the possibility that there could be similar information between adjacent locations. OctConv presented a multifrequency processing algorithm, which splits feature maps into high and low frequency to reduce spatial redundancy. Through sharing information with adjacent neurons, the spatial resolution of the low-frequency parts can be reduced, which helps to save computation and memory cost.

A highly generalized CNN should take the computing power and memory consumption into consideration or otherwise may fail to run on the limited computation conditions, especially the training stage [21]. Several strategies have been proposed to alleviate this issue. A most straightforward method is to reduce batch size during training. Heavy models like V-Net [22] and No-New-Net [23] adopted a small batch size of two. However, reducing batch size would make the network hard to converge. In particular, when the batch size is reduced to one, the Batch Normalization [24] that is important for stable gradient propagation becomes invalid. Another possible way to reduce computation is to compress the width and depth of the network and image resolution, which is under the risk of accuracy decrease. Researches have shown that the increase of any of these three elements can improve model performance (the width [25], the depth [26], the image size [27], and all three aspects [28]). In this paper, we propose an end-to-end network with symmetrical encode and decode paths to automatically segment multiple organs. The model complexity of the proposed network can be flexibly adjusted to meet the computation requirements without accuracy sacrifice. Neither the batch size nor the model capacity needs to be changed. Concretely, we introduce an accuracy-complexity adjustment module (ACAM) inspired by Chen et al. [20] throughout the encoder and decoder. A hyperparameter is adopted to control the compression of spatial redundancy of feature maps. To further enrich feature representations and capture information of organs in different sizes, we add a nonlinear multiscale aggregation module (MAM) after the encoder. The branches of the module have different rates of dilations, which is inspired by Li et al. [13].

Our contributions are summarized as follows:

(i) We introduce an accuracy-complexity adjustment module throughout the encoder and decoder to increase the segmentation accuracy and reduce the model complexity and memory usage simultaneously.

(ii) We present an attention-based multiscale aggregation module after the encoder to enrich feature representation for further boosting the segmentation accuracy.

(iii) The proposed network achieves competitive results, which outperform several state-of-the-art methods on chest CT segmentation dataset.

The rest of this paper is organized as follows. In Section 2, the proposed method is described in detail. In Section 3, experimental results of our method and the state-of-the-art methods are presented. Finally, we state the conclusion in Section 4.

2. Materials and Methods

Our network is a U-shaped architecture, which contains two symmetrical encode and decode paths [4]. Skip connections are used to transfer the features from the encoder directly to the decoder. ACAMs are applied all-through the encoder and decoder. MAM is added after the encoder to further enrich feature representation and boost segmentation performance. Details of the network architecture can be seen in Figure 1. The numbers of channels of all layers can be seen in Table 1.

2.1. Accuracy-Complexity Adjustment Module. Since images can be divided into high frequency with details and low frequency with global layout, Chen et al. [20] infer that feature maps can also be divided into high and low frequency with different spatial contexts. Following this idea, we present an ACAM and apply it in every convolutional layer to get high-and low-frequency feature maps. The width and the height of the low frequency are reduced to half size, and the number of channels is controlled by a parameter α to meet the computation resource.

To be specific, an input feature map \( X \in \mathbb{R}^{c \times h \times w} \), where \( h \times w \) denotes the spatial resolution and \( c \) the number of
The ratio of the low frequency along the channel dimension. The multiscale aggregation module (MAM) is added after the encoder to enrich feature representation.

![Architecture Diagram](image)

**Figure 1:** The architecture of the proposed network. The accuracy-complexity adjustment module (ACAM) is applied all-through the encoder and decoder. \( w \times h \) and \( c \) represent the resolution and channels of the feature map, respectively. \( \alpha \) is a hyperparameter controlling the ratio of the low frequency along the channel dimension. The multiscale aggregation module (MAM) is added after the encoder to enrich feature representation.

![Table: Numbers of channels of all layers](image)

| Layer name | Input channels | Output channels |
|------------|----------------|----------------|
|            | High frequency | Low frequency  | High frequency | Low frequency |
| InConv     | 1              | —              | 64(1 - \( \alpha \)) | 64\( \alpha \) |
| DownConv1  | 64(1 - \( \alpha \)) | 64\( \alpha \) | 128(1 - \( \alpha \)) | 128\( \alpha \) |
| DownConv2  | 128(1 - \( \alpha \)) | 128\( \alpha \) | 256(1 - \( \alpha \)) | 256\( \alpha \) |
| DownConv3  | 256(1 - \( \alpha \)) | 256\( \alpha \) | 512(1 - \( \alpha \)) | 512\( \alpha \) |
| DownConv4  | 512(1 - \( \alpha \)) | 512\( \alpha \) | 512(1 - \( \alpha \)) | 512\( \alpha \) |
| MAM        | 512(1 - \( \alpha \)) | 512\( \alpha \) | 512(1 - \( \alpha \)) | 512\( \alpha \) |
| UpConv1    | 1024(1 - \( \alpha \)) | 1024\( \alpha \) | 256(1 - \( \alpha \)) | 256\( \alpha \) |
| UpConv2    | 512(1 - \( \alpha \)) | 512\( \alpha \) | 128(1 - \( \alpha \)) | 128\( \alpha \) |
| UpConv3    | 256(1 - \( \alpha \)) | 256\( \alpha \) | 64(1 - \( \alpha \)) | 64\( \alpha \) |
| UpConv4    | 128(1 - \( \alpha \)) | 128\( \alpha \) | 64(1 - \( \alpha \)) | 64\( \alpha \) |
| OutConv    | 64(1 - \( \alpha \)) | 64\( \alpha \) | num of classes | — |

channels, can be factorized into \( X = \{X^H, X^L\} \) along the channel dimension via \( \alpha \). \( X^H \in R^{(1-\alpha)\times h \times w} \) and \( X^L \in R^{\alpha \times h \times w} \) represent high and low frequency, respectively, which is shown in Figure 2. These two frequency feature maps extract information independently through intrafrequency update and communicate with each other through interfrequency exchange. An output feature map is represented as \( Y = \{Y^H, Y^L\} \), which can be defined as follows:

\[
Y^H = f^{H-H}(X^H) + f^{H-L}(X^L),
\]

\[
Y^L = f^{L-L}(X^L) + f^{H-L}(X^H),
\]

where \( f^{H-H} \) and \( f^{L-L} \) denote intraupdates, while \( f^{H-L} \) and \( f^{H-L} \) denote interexchanges. The intra- and interfrequency communications help to strengthen information propagation between channels, which brings potential improvements.

To compute the output feature map \( Y \), a standard convolution kernel with weight \( W \) of \( k \times k \) size is split into four parts \( W = \{W^{H-H}, W^{L-L}, W^{L-L}, W^{H-L}\} \) via \( \alpha \) shown in Figure 3. For the intrapart, a vanilla convolution is the only requirement, while for the interpart, resolution matching (i.e., downsampling or upsampling) should be performed before or after convolution. Here, we use average pooling for downsampling and nearest interpolation for upsampling, which is shown in the bottom left corner of Figure 1. Then, Equation (1) can be rewritten as

\[
Y^H = f(X^H; W^{H-H}) + \text{interpolate}(f(X^L; W^{L-H}), 2),
\]

\[
Y^L = f(X^L; W^{L-L}) + f(\text{pool}(X^H, 2); W^{H-L}),
\]

where \( f(X; W) \) denotes a convolution function with weight parameter \( W \), \( \text{interpolate}(*, m) \) denotes upsampling by a
The ratio $\alpha$ is a hyperparameter of the ACAM to control the number of channels of high- and low-frequency feature maps. Concretely, $c_{\text{low}} = \alpha \times c$ and $c_{\text{high}} = (1 - \alpha) \times c$, where $c$ is the total number of channels.

In ACAM, two operation strategies are used to improve the performance. First, the upsampling is performed after convolution in $Y^H$, and downsampling is performed before convolution in $Y^L$. Such an order makes convolutions operate on smaller feature maps, which can save computations. Second, using the same size of convolution kernels on the low frequency is equivalent to enlarging the receptive field size in the original pixel space, which introduces additional multiscale information.

The setting of $\alpha$ can be divided into three stages. In the first convolutional layer, we set $\alpha_{\text{in}} = 0$ and $\alpha_{\text{out}} = \alpha$, in which case $X^L$ is disabled. This stage is usually used at the beginning of the network, where an original CT image is split into high and low frequency. The high frequency is obtained by a convolution function, and the low frequency is obtained through a sequential downsampling and convolution operation. In the last convolutional layer, we set $\alpha_{\text{in}} = \alpha$ and $\alpha_{\text{out}} = 0$, in which case $Y^L$ is disabled. This stage is usually used at the end of the network, mapping the feature map to the prediction mask. The low frequency is restored to high frequency through a sequential convolution and an upsampling operation, which is added to the high-frequency part to get the final result. In all the middle convolutional layers, we keep $\alpha_{\text{in}} = \alpha_{\text{out}} = \alpha$ in ACAMs. The intermediate feature maps are obtained by Equation (3).

There are three kinds of operations in the ACAM, which are convolution, pooling, and interpolation. Compared with the convolution, the FLOPs of the pooling and interpolation are negligible. Therefore, we only compute the FLOPs of the convolution. For each convolution operation in ACAM, namely, $f^{H-H}$, $f^{L-H}$, $f^{L-L}$, and $f^{H-L}$, the theoretical FLOPs can be obtained by

$$\text{FLOPs}(f^{H-H}) = h \times w \times k^2 \times (1 - \alpha)^2 \times c^2,$$

$$\text{FLOPs}(f^{L-H}) = \frac{h}{2} \times \frac{w}{2} \times k^2 \times (1 - \alpha) \times \alpha \times c^2,$$

$$\text{FLOPs}(f^{L-L}) = \frac{h}{2} \times \frac{w}{2} \times k^2 \times \alpha^2 \times c^2,$$

$$\text{FLOPs}(f^{H-L}) = \frac{h}{2} \times \frac{w}{2} \times k^2 \times \alpha \times (1 - \alpha) \times c^2.$$

The final FLOPs include four subconvolutions, which are merged as follows:

$$\text{FLOPs} = \left(1 - \frac{3}{4} \alpha (2 - \alpha)\right) \times h \times w \times k^2 \times c^2. \quad (6)$$

Therefore, by controlling the rate of low-frequency $\alpha$, ACAM can save $(3/4)\alpha(2 - \alpha)$ computations compared with a vanilla convolution.

2.2. Multiscale Aggregation Module. Targets in medical images usually have different sizes (e.g., spinal cord and lungs in this segmentation task). The size of a specific organ also varies in different slices. Multiscale information should be taken into consideration during training. Therefore, the MAM is added after the encoder to enrich the feature representation.

Formally, let $X \in \mathbb{R}^{c \times h \times w}$ be an input feature map, where $h \times w$ denotes the spatial resolution and $c$ the number of channels. The MAM with $M$ branches is proposed for $X$ to integrate multiscale information. Taking $M = 4$ as an example, the module structure is shown in Figure 4. The basic $3 \times 3$ sized convolution kernels corresponding to different branches have different dilated rates. The MAM generates $M$ feature maps in parallel, namely, $U = [U_1, U_2, \ldots, U_M]$. Remember that the purpose of MAM is to adaptively adjust the receptive field sizes of neurons in the next layer with multiscale information from these branches. Therefore, an element-wise fusion operation needs to be done first to integrate all the learned feature maps:

$$U = \sum_{b=1}^{M} U_b. \quad (7)$$
The channel-wise statistics of $U$, expressed as a tensor $s \in \mathbb{R}^d$, can be built through a global average pooling to embed spatial context of each channel:

$$s = \frac{1}{h \times w} \sum_{i=1}^{h} \sum_{j=1}^{w} U(i, j).$$

Then, $s$ is passed through a bottleneck made by a fully connected layer with weight $W_1 \in \mathbb{R}^{d \times d}$ and transformed into a compressed tensor $z \in \mathbb{R}^c$, where $d$ is

$$d = \max \left( \frac{c}{r}, L \right).$$

The ratio $r$ relates to the degree of compression, which helps to limit model complexity and assist feature generalization. $L$ denotes a safe margin, which is used to prevent too much loss of channel-wise information caused by overcompression.

In order to separately calculate the attentions of $M$ branches, $z$ is split into $M$ independent tensors $[a_1, a_2, \ldots, a_M]$ through fully connected layers with weight $W_2 \in \mathbb{R}^{M \times d \times c}$, decoding back to the original size. Then, an activation function $\sigma(\cdot)$ across $c$ channels is used to build the corresponding attention maps $[\sigma(a_1), \sigma(a_2), \ldots, \sigma(a_M)]$, which is a softmax function in this case. These attention maps emphasize the important channels and ignore the less important ones in branches, acting as gates to constraint the information propagation. The final output $Y$ is obtained through a summation over channel-wise products of these attention weights and feature maps:

$$Y = \sum_{i=1}^{M} a_i \times U_i.$$  \hspace{1cm} (10)

There are four operations in one MAM, which are convolutions, global average poolings, fully connected layers, and softmax. To analyze the model complexity, we compute FLOPs of each operation individually. There are $M + 1$ fully connected layers, which are all performed between one-dimensional tensors. Their total FLOPs are at most $(M + 1) \times c^2$, depending on the ratio parameter $r$, which is negligible compared with convolutions. We also ignore the FLOPs of softmax operation, which is performed $M$ times on one-dimensional tensors. Element-wise additions and multiplies are conducted $2(M - 1)$ and $M$ times, respectively. The sum of their FLOPs is $(3M - 2) \times h \times w \times c$, also much smaller than that of convolutions. Therefore, the main additional complexity is brought by the convolution performed early in each branch. To reduce the computation cost of the MAM, we put it in a bottleneck layer and compress the number of channels through point-wise convolutions.

### 3. Results and Discussion

#### 3.1. Dataset and Metrics

An in-house dataset was used to evaluate the proposed method, which is provided by the Institute of Cancer and Basic Medicine (ICBM), Chinese Academy of Sciences, and Cancer Hospital of the University of Chinese Academy of Sciences. Manually labelled masks of the left lung, right lung, heart, and spinal cord of 36 patients were defined by two experienced radiation oncologists. The CT scans have $512 \times 512$ pixels in resolution. The pixel spacing varies from 0.95 mm to 1.37 mm, and all thicknesses are 5 mm. We randomly shuffled the dataset and split it into three subsets: training set, validation set, and test set. The training set accounts for 70% of the entire data set. The validation set accounts for 10%, and the test set accounts for 20%. No preprocessing was performed before training. A public dataset called SegTHOR is also used to test our method, which can be found in CodaLab. There are four organs in this dataset, esophagus, heart, trachea, and aorta. The CT scans have $512 \times 512$ pixels in resolution. The pixel

| $\alpha$  | DSC (%) | FLOPs (G) | Memory (10^6) |
|-----------|---------|-----------|---------------|
| Baseline ($\alpha = 0$) | 94.34 | 123.93 | 1439 |
| 0.125     | 95.43 | 102.09 (82%) | 1313 (91%) |
| 0.25      | 95.41 | 83.26 (67%) | 1188 (83%) |
| 0.5       | 95.32 | 54.28 (44%) | 938 (65%) |
| 0.75      | 95.09 | 36.84 (30%) | 687 (47%) |
| 0.875     | 94.88 | 32.45 (26%) | 562 (39%) |
| 1.0       | 93.52 | 30.98 (25%) | 365 (25%) |

Table 2: The effect of $\alpha$ on the performance. We calculate the percentage of FLOPs and memory relative to the baseline U-Net (the first row).
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| #Branches (dilation) | DSC (%) | FLOPs (G) | Memory (10^6) |
|---------------------|---------|-----------|---------------|
| Baseline            | 94.34   | 123.93    | 1439          |
| 2 (1, 2)            | 94.54   | 125.41 (+1.19%) | 1454 (+1.04%) |
| 3 (1, 2, 4)         | 94.71   | 126.02 (+1.69%) | 1457 (+1.25%) |
| 4 (1, 2, 4, 8)      | 95.02   | 126.62 (+2.17%) | 1460 (+1.46%) |

Figure 5: The relationships between DSC, FLOPs, memory, and \( \alpha \). Since the actual values of FLOPS and memory correspond to different scales, we only plot their percentages relative to the baseline.

Table 3: The effect of the number of branches. We calculate the increased percentage of FLOPs and memory relative to the baseline U-Net (the first row).

3.2. Guidance for Adjusting Accuracy and Complexity. The hyperparameter \( \alpha \) in ACAM is the main factor to balance the accuracy and model complexity. To evaluate how \( \alpha \) affects the DSC-FLOP trade-off in the segmentation task, we conduct an experiment with \( \alpha \in \{0.0, 0.125, 0.25, 0.5, 0.75, 0.875, 1.0\} \) on our in-house dataset. The corresponding mean DSC, FLOPs, and memory are listed in Table 2. In particular, \( \alpha = 0 \) relates to the baseline, which means no low fre-
quency is separated out. We observe that ACAMs notably
improve the segmentation DSC, while having less computa-
tion complexity and memory cost. Such boost can be attrib-
uted to the multifrequency processing in ACAMs, which

brings an extra multiscale complement. We plot the mean
DSC, FLOPs, and memory in Figure 5. From the figure, we can see that the DSC first significantly increases and then
slowly declines, while FLOPs and memory decrease mono-
tonically. The network reaches its best DSC at \( \alpha = 0.125 \),
about 1% DSC improvement, while decreasing 18% com-
plexity and 9% memory cost. For higher \( \alpha \), the DSC slowly
goes down from the peak but is still better than the baseline.

An intuitive explanation is that the spatial compression of
low-frequency feature maps does not lead to serious informa-
tion loss. This confirms the argumentation that feature maps
in convolutional layers do have spatial redundancy. Through
compressing the feature maps, computation and memory
cost can be effectively saved without sacrificing accuracy.

This experiment provides guidance for \( \alpha \) selection. The
DSC of \( \alpha = 0.25 \) is almost the same with the DSC of \( \alpha =
0.125 \), but the FLOPs and memory of \( \alpha = 0.25 \) take more
advantages. Therefore, we set \( \alpha = 0.25 \) for all the ACAMs.

3.3. The Influence of the Number of Branches in Multiscale Aggregation Module. Here, we conduct an experiment on
the in-house dataset to explore the best choice of branches
of the MAM. Concretely, we use kernels with different dilated
rates to generate feature maps with different receptive field
 sizes. The basic kernel size is \( 3 \times 3 \) with dilated rate 1. For
each new branch, the dilated rate of the kernel is multiplied...
by a power of two. Note that a standard MAM requires at least two branches. In this paper, three designs of branches are presented, and its corresponding results are recorded in Table 3. It is worth mentioning that we have tried to add the MAM in every convolutional layer as a parallel module, but the results were not satisfactory. We plot the mean DSC, FLOPs, and memory in Figure 6. No preprocessing was performed before training.

We observe that DSC is positively correlated with FLOPs and memory. The MAM with more branches performs

![Figure 6: The relationships between DSC, FLOPs, memory, and the number of branches $M$.](image)

**Table 4:** The effect of the number of branches. We calculate the increased percentage of FLOPs and memory relative to the baseline U-Net (the first row).

|                  | L-lung | R-lung | Heart | Sp-Co | Mean   |
|------------------|--------|--------|-------|-------|--------|
| Baseline         | 96.86  | 96.88  | 94.40 | 89.20 | 94.34  |
| Baseline+MAM     | 97.53  | 97.27  | 94.97 | 90.31 | 95.02  |
| Baseline+ACAMs   | 97.63  | 97.43  | 95.20 | 91.36 | 95.41  |
| Baseline+ACAMs+MAM| 97.76  | 97.52  | 95.27 | 92.24 | 95.70  |

![Figure 7: The DSC of each single organ of the ablation experiment.](image)
better. A possible explanation is that more branches bring more multiscale information, which helps to capture a richer global context. Another observation is that the MAM is lightweight with negligible extra model complexity. Even if we use four branches, it will not consume much extra computation and memory resources. In all the following experiments, we use dilation of (1, 2, 4, 8) for the MAM.

3.4. Ablation Experiment. We investigate the performance of aggregating ACAMs and MAM in the proposed method. We list all the DSCs of every single organ of the in-house dataset in Table 4 and plot it in Figure 7. Aside from the conclusion in Sections 3.2 and 3.3 that both ACAMs and MAM can boost the performance of the baseline, we can get two more observations when looking into the details. First, the results obtained by jointly applying ACAMs and MAM are better than using them alone, which indicates that there is a certain complementary relationship between the two modules. Figure 8 shows qualitative results of four images, validating this observation. Second, the DSCs of small organs get more improvement, especially the spinal cord. Our method improves the DSCs of the lungs and heart by about 0.8%, while increasing the DSC of the spinal cord up to 3%.
4. Comparison Experiment

Table 5 and Figure 9 present the comparison results on the in-house dataset with several state-of-the-art methods, which are U-Net [4], PSPNet [7], DeepLab v3+ [11], DANet [12], Attention U-Net [5], and Nested U-Net [6]. The implementation of these methods can be found online (U-Net https://github.com/milesial/Pytorch-UNet, PSPNet https://github.com/hszhao/PSPNet, DeepLab v3+ https://github.com/jfzhang95/pytorch-deeplab-xception, DANet https://github.com/junfu1115/DANet, and Attention U-Net and Nested U-Net https://github.com/bigmb/Unet-Segmentation-Pytorch-Nest-of-Unets. Although DANet achieves state-of-the-art performance on the Cityscape dataset, it is not applicable to our dataset. From the table, we can see that the DSCs of the proposed method on four organs are the best among state-of-the-art methods. This can be attributed to the combination of the ACAMs and MAM, which strengthens the feature extraction capabilities. We compare our method on each individual organ with other methods, which perform the best on it. Our network additionally increases the DSC of the left lung by 0.51% over DeepLab v3+, the right lung by 0.42% over Attention U-Net, the heart by 0.76% over Nested U-Net, and the spinal cord by 1.15% over Attention U-Net.

![Figure 9: The DSC of each single organ.](image)

Figure 10 shows qualitative results of four methods, which are DeepLab v3+, Attention U-Net, Nested U-Net, and our network. In the first image, the left lung looks very different from the common mirrored “C” shape. DeepLab v3+, Attention U-Net, and Nested U-Net are confused that they fail to recognize it, while our method gets a more accurate segmentation. In the second image, there is a thinner structure at the top of the left lung. Attention U-Net and Nested U-Net both ignore this structure and disrupt the continuity of the left lung during segmentation. DeepLab v3+ and our method perform well in such case. This may be due to multiscale modules applied in both methods, which is ASPP in the DeepLab v3+ and MAM in our method. In the third image, there is a noticeable small but deep depression in the left lung. Attention U-Net totally omits it and fills in this depression. DeepLab v3+ and Nested U-Net seem to observe this structure and “dig a hole” on the left lung. Our method performs the best and delineates the shape well. This further indicates that our method not only improves the segmentation of small targets but also is effective for the subtle structures. In addition, we randomly select a few cases and display the visualization results in Figure 11. In all these cases, our method has achieved satisfactory results, but there are still some defects on complex boundaries.

We observed that DANet [12] does not fit our dataset, even though it has achieved advanced results on other datasets. One possible reason is that the targets to segment in our cases have different sizes. The spinal cord is extremely small compared to other organs and background. Both the
PSPNet and DeepLab v3+ in our comparison experiment introduce pyramid pooling modules. The U-Net-based methods also introduce multiscale components due to the skip connections between different levels. However, DANet only considers the long-range dependencies between pixels but ignores the target scale information, which may become a potential factor for small object segmentation errors.

In the SegTHOR dataset, our method ranks in 4 out of 19 methods (until 6/15/2020). The esophagus, trachea, and aorta are small organs, while the heart is a relatively big organ. Except for the esophagus, our method generally achieves competitive results, which shows the effectiveness and generalization of our method. All the methods on the ranking perform the worst on the segmentation of the esophagus. We analyze the dataset and find that the esophagus is more special compared with the others, making it more challenging to segment. The esophagus is small in size and variable in shape. The boundary of the esophagus is blurred.

Figure 10: Qualitative results of (a) Ground Truth, (b) DeepLab v3+, (c) Attention U-Net, (d) Nested U-Net, and (e) ours.
due to its low contrast displayed in CT scans. Our method is not designed for such problems and is not robust enough to deal with such situations.

Model Complexity Analysis. Since the model complexity plays an important role in the design of our network, we compare the FLOPs and memory of our method with that of other state-of-the-art methods in Table 6. It is obvious that our method consumes the least computation and memory resources. The memory usage of our method is reduced nearly by 50%. The FLOPs of our method are reduced by an average of 67% except Nested U-Net. Nested U-Net has much more FLOPs due to its denser connections between convolutional layers. The reason is that the ACAMs embedded in our method compress the spatial redundancy of the feature maps, which can significantly reduce the computation cost.

5. Conclusions

In this paper, we propose an end-to-end method to segment multiple organs in CT scans. Benefiting from the compression of spatial redundancy in the applied accuracy-complexity adjustment module, the model complexity can be reduced, while achieving higher accuracy. We also present the experimental results to provide guidance for the hyperparameter selection. A nonlinear multiscale aggregation module is added after the encoder to further enrich feature representation. The combination of these two modules in the proposed method achieves higher DSC and lower complexity than several state-of-the-art methods. Such an idea provides a direction of improving performance of high-complexity models like 3D U-Net, which will be our future work.
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