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**Abstract.** Through this paper is presented a geometric approach of a battery electrochemical model using specific tools from the Poisson geometry.

**Introduction**

The area of remote sensing and controlling based on smart wireless sensors, is currently facing a trend from specific, highly customized applications, toward generic applications tailored for the use of a more general public. The new wireless motes are able to concurrently handle a variety of sensing units, but their flexibility is increasing the energy consumption and inevitable, the lifetime of the wireless sensors network will decrease dramatically when the motes will be equipped with several energy hungry sensors, as there is a limited energy that batteries can deliver. To overcome these limitations, different approaches are required for energy optimization like dynamic voltage and/or frequency scaling, powering off the sensing modules for the time intervals when they are not used, dynamic scaling of the radio transceiver power to limit the range of the transmitted signal to the actual communication partners and not waste energy, etc.

In this context, we are working on the energy optimization in wireless sensor networks through online monitoring of the energy consumption at a node level and runtime accounting of the battery state-of-charge based on accurate battery models. The mathematical models of battery are generally used in wireless sensor networks simulations or during the design and development phases of these networks for life-time estimation, to analyze the impact of various strategies on energy consumption, for sizing the batteries in terms of price and performance at the application level. A less common usage of the battery mathematical models is for online battery state-of-charge monitoring even though it was proven that using the battery state-of-charge information in decision making can lead to an extended network lifetime of three times than the case in which decisions are taken on the basis of probabilities [1].

There are several types of battery models available, each being characterized by a different accuracy – computational effort ratio. Differences between the actual battery models arise from the way in which the battery parameters are taken into account: the physical characteristics of the batteries (like material of the electrodes, electrolyte and separator, the size and the geometry of these electrodes, the distance between them and the internal resistance), the variations of load and of the temperature, etc.

Some other aspects that are covered by the battery mathematical models are related to the real batteries behavior like self-discharge (effect caused by internal resistance of the battery, as a reduction of the state-of-charge over time even when no load is connected), relaxation effect (at very low consumption rates, the concentration of electrons became homogeneous by the electrons diffusion across the electrolyte, this behavior being seen from outside the battery as a partial
recovery of the capacity), rate capacity effect (at high consumption rates, the effective battery capacity is lower than the rated capacity, due to the poor electrons concentration in the area surrounding the electrodes as the electrons diffusion in the electrolyte is performed at a much lower rate than consumption rate), temperature effect (at higher temperatures, the reduction-oxidation electrochemical reactions are accelerated) and capacity fading (it is the battery aging when increasing number of charge-discharge cycles, as the reverse reaction is induced for a smaller amount of active material). Therefore, there are battery linear models (the worst precision but the best computational effort required as the actual battery capacity is obtained by extracting the consumed energy from a nominal value), stochastic models (are obtained based on observations and simulations that are calibrated with experimental data), electrical models (based on electrical circuit with an equivalent behavior as that of batteries), analytic models (are obtained, in general, as simplifications of electrochemical models and are less accurate, but involves less computational effort) and electrochemical models which are the most accurate battery models, being taken as reference for validation of other battery models.

The electrochemical models are based on systems of differential equations that describe the physical and chemical processes occurring at the anode, cathode and separator. As the solutions of these models are very close to the real system behavior, we took these models as the basis in our attempt to obtain a model which implies a computational effort similar to the electric battery models based on characteristic tables but with precision very close to the electrochemical models. In other words, our goal is to obtain interpolation tables similar to the characteristic tables using exclusively an analytic approach in order to preserve the models precision, as opposed to the actual characteristic tables that are obtained experimentally. To achieve this goal, we are using the tools offered by the differential geometry, analyzing the battery electrochemical models as Hamilton-Poisson systems.

To ease the battery models analysis it is necessary to represent the solution of the Hamilton-Poisson system as an intersection of two surfaces in a three dimensional space. As the number of parameters used in the electrochemical battery models is quite large, and we need to obtain the variation in time of the state-of-charge based on terminal voltage, temperature and load, while not all the combinations between these variables will admit a Hamilton-Poisson realization, it is necessary to obtain as much as possible combinations of variables that will conduct to such systems with exact solutions. The next step is to extract the battery characteristics using the previously obtained solutions and finally, the model implementation on battery powered devices with high computational constraints. This paper is part of the first step in this achievement, by presenting some of the Hamilton-Poisson realizations for a Lithium-ion electrochemical model. The previous results in this stage are presented in [2,3,4,5].

In this paper we consider a special case of the Li-ion battery system derived from the model presented in [6,7]. In one particular case we write the system as a Hamiltonian system of Poisson type. More exactly, we write the Li-ion battery system as a Hamilton-Poisson system, and also find a SL(2, R) parameterized family of Hamilton-Poisson realizations.

In the last part of the article we give a Lax formulations of the system. For details on Poisson geometry and Hamiltonian dynamics see e.g. [8,9,10,11].

**Hamilton-Poisson realizations of a Li-ion battery system**

The Li-ion battery system that was considered for this study is derived from the equations given in [6,7] where

\[
\begin{align*}
    \dot{q} &= u + v, \\
    x_1(q) &= n_{Li}, \\
    x_2(q) &= \nabla n_{Li}, \\
    x_3(q) &= \nabla \varphi,
\end{align*}
\]

with \(u, v\) real parameters.

It is governed by the equations:
\[
\begin{aligned}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{x_2 - b x_2 x_3 + c e x_1 x_2^2}{a - c d x_1^2} \\
\dot{x}_3 &= \frac{x_2}{x_1 - e x_2 + b d x_1 x_3} - d \frac{x_3}{x_1}
\end{aligned}
\]

(2)

\[
\begin{aligned}
a &= \frac{D_{Li}}{v} \\
b &= \frac{D_{Li} \varepsilon F}{v R T} (u^2 + v^2), c = \frac{D_{Li} \varepsilon F}{v R T} (u^2 + v^2), \quad d &= \frac{D_{Li} \varepsilon F}{k_T R T} \\
e &= \frac{D_{Li} \varepsilon F}{k_T R T}
\end{aligned}
\]

(3)

We study the system in one particular case when \( c = 0, e = d, a, b, d \in \mathbb{R}, a, b, d > 0 \). Then the system (2) is given by:

\[
\begin{aligned}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{1}{a} x_2 - \frac{b}{a} x_2 x_3 \\
\dot{x}_3 &= \frac{d}{a} x_2 (-x_1 - ax_2 + b x_1 x_3)
\end{aligned}
\]

(4)

**Proposition 1.** The following smooth real functions \( H \) are constants of the motion defined by the system (4)

\[
H(x_1, x_2, x_3) = d x_1 x_2 + x_3, \quad d > 0.
\]

(5)

**Proof.**

\[
\begin{aligned}
dH &= dx_2 \dot{x}_1 + dx_1 \dot{x}_2 + \dot{x}_3 \\
&= dx_2^2 + \frac{d}{a} x_1 x_2 - \frac{b d}{a} x_1 x_2 x_3 + \frac{d}{a} x_2 (-x_1 - ax_2 + b x_1 x_3) \\
&= 0.
\end{aligned}
\]

The step is to find a Hamilton-Poisson structure for system (4). For this, let us consider the skew-symmetric matrix given by:

\[
\Pi = \begin{bmatrix}
0 & p_1(x_1, x_2, x_3) & p_2(x_1, x_2, x_3) \\
-p_1(x_1, x_2, x_3) & 0 & p_3(x_1, x_2, x_3) \\
-p_2(x_1, x_2, x_3) & -p_3(x_1, x_2, x_3) & 0
\end{bmatrix}
\]

(7)

Let real smooth functions \( p_1, p_2, p_3: \mathbb{R}^3 \rightarrow \mathbb{R} \) such that:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} = \Pi
\]

(8)

Object should be satisfied:
\[ -p_3 \left( \frac{\partial p_2}{\partial x_3} + \frac{\partial p_1}{\partial x_2} \right) + p_2 \left( \frac{\partial p_3}{\partial x_3} + \frac{\partial p_1}{\partial x_1} \right) + p_1 \left( \frac{\partial p_2}{\partial x_2} + \frac{\partial p_3}{\partial x_1} \right) = 0 \]  
(9)

Since, using eventually MATHEMATICA 8.0, the above equation has the following solutions:

\[ p_1(x_1, x_2, x_3) = \frac{\sqrt{b \frac{bdx_1}{2a}} x_2}{2 \sqrt{a}} \quad adf\left(-\sqrt{2\pi} \text{erf}\left(\frac{\sqrt{bdx_1}}{\sqrt{2a}}\right)\right) \]

\[ p_2(x_1, x_2, x_3) = x_2 - \frac{\sqrt{b \frac{bdx_1}{2a}} x_1 x_2}{2 \sqrt{a}} \quad adf\left(-\sqrt{2\pi} \text{erf}\left(\frac{\sqrt{bdx_1}}{\sqrt{2a}}\right)\right) \]

\[ p_3(x_1, x_2, x_3) = \frac{x_2 - bx_2x_3}{a} + \frac{\sqrt{b \frac{bdx_1}{2a}} x_2^2}{2 \sqrt{a}} \left[4adf(u, v) - \sqrt{2\pi} \text{erf}\left(\frac{\sqrt{bdx_1}}{\sqrt{2a}}\right)\right] \]

where \( f \in C^1(\mathbb{R}^2, \mathbb{R}) \) is a real function and

\[ u = -\frac{b(dx_1x_2 + x_3)}{a} \]

\[ v = \frac{\sqrt{\pi} (bdx_1x_2 + bx_3 - \left(\frac{\sqrt{bdx_1}}{\sqrt{2a}}\right))}{\sqrt{2ab}a} + e^{-\frac{bdx_1^2}{2a} x_2} \]

where \( \text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-t^2} dt \).

Proposition 2. The system (4) has the Hamilton-Poisson realization:

\[ (\mathbb{R}^3, \Pi = [\Pi^0], H) \]

\[ n \in \mathbb{R} \]

where

\[ \Pi = \begin{bmatrix} 0 & p_1(x_1, x_2, x_3) & p_2(x_1, x_2, x_3) \\ -p_1(x_1, x_2, x_3) & 0 & p_3(x_1, x_2, x_3) \\ -p_2(x_1, x_2, x_3) & -p_3(x_1, x_2, x_3) & 0 \end{bmatrix} \]

with the function \( p_1, p_2, p_3: \mathbb{R}^3 \to \mathbb{R} \) given in (10), \( f \in C^1(\mathbb{R}^2, \mathbb{R}) \), \( f = f(u, v) \), is an arbitrary real function with \( u, v \) given in (11).

\[ H(x_1, x_2, x_3) = dx_1, x_2 + x_3, \quad d \in \mathbb{R}^+. \]

Proposition 2. The system (4) has the Hamilton-Poisson realization:

\[ \Pi = [\Pi^0], H \]

\[ n \in \mathbb{R} \]

where

\[ \Pi = \begin{bmatrix} 0 & p_1(x_1, x_2, x_3) & p_2(x_1, x_2, x_3) \\ -p_1(x_1, x_2, x_3) & 0 & p_3(x_1, x_2, x_3) \\ -p_2(x_1, x_2, x_3) & -p_3(x_1, x_2, x_3) & 0 \end{bmatrix} \]

with the function \( p_1, p_2, p_3: \mathbb{R}^3 \to \mathbb{R} \) given in (10), \( f \in C^1(\mathbb{R}^2, \mathbb{R}) \), \( f = f(u, v) \), is an arbitrary real function with \( u, v \) given in (11).

\[ H(x_1, x_2, x_3) = dx_1, x_2 + x_3, \quad d \in \mathbb{R}^+. \]

\[ \square \]

Le find the configuration described by the Proposition 2. Since the rank of \( \Pi \) is constant and equal to 2, there exists only one functionally independent Casimir associated to our strucure.
For the determination of a Casi in a finite dimensional Hamilton-Poisson system we use the algebraic method of Bermejo-Fan (see [12]):

(i) First we compute explicit he components of the matrix given by

\[ \Gamma = (\Pi_1 \cdot \Pi_2^{-1})^t, \]  

where

\[ \Pi_1 = \begin{bmatrix} -p_2(x_1, x_2, x_3) & -p_3(x_1, x_2, x_3) \end{bmatrix} \]  

and

\[ \Pi_2 = \begin{bmatrix} 0 & p_1(x_1, x_2, x_3) \\ -p_1(x_1, x_2, x_3) & 0 \end{bmatrix} \] 

with

\[ \Gamma = \begin{bmatrix} -\frac{p_3(x_1, x_2, x_3)}{p_1(x_1, x_2, x_3)} & \frac{p_2(x_1, x_2, x_3)}{p_1(x_1, x_2, x_3)} & \frac{p_2(x_1, x_2, x_3)}{p_1(x_1, x_2, x_3)} \\ \frac{p_2(x_1, x_2, x_3)}{p_1(x_1, x_2, x_3)} & -\frac{p_3(x_1, x_2, x_3)}{p_1(x_1, x_2, x_3)} & 0 \end{bmatrix}. \]  

(ii) We x with ian em

\[ \mathbf{d}x_3 = \Gamma_1 \mathbf{d}x_1 + \Gamma_2 \mathbf{d}x_2, \]

i.e.

\[ \mathbf{d}x_3 = -\frac{p_3(x_1, x_2, x_3)}{p_1(x_1, x_2, x_3)} \mathbf{d}x_1 + \frac{p_2(x_1, x_2, x_3)}{p_1(x_1, x_2, x_3)} \mathbf{d}x_2, \]

\[ h_{p_1, p_2, p_3} \text{ a for } (10). \]

Consequently we have derived the following result.

**Proposition 3.** The real smooth function \( C : \mathbb{R}^3 \to \mathbb{R}, \)

\[ C(x_1, x_2, x_3) = \sqrt{2ab}de^{-\frac{bdx_3^2}{2a}} x_2 + \sqrt{\pi}(bdx_1 x_2 + bx_3 - 1)efr\left(\frac{\sqrt{bdx_1}}{\sqrt{2a}}\right) \]  

is the only pend simir of the Hamilton-Poisson realization \( (0, \infty) \times \mathbb{R}^2, \Pi = \begin{bmatrix} 0 & p_1 & p_2 \\ -p_1 & 0 & p_3 \\ -p_2 & -p_3 & 0 \end{bmatrix}, H \)

\( p_1, p_2, p_3, H : \mathbb{R}^3 \to \mathbb{R} \) are respectively given by

\[ p_1(x_1, x_2, x_3) = -\frac{\sqrt{b}\pi e^{-\frac{bdx_3^2}{2a}} x_2 efr\left(\frac{\sqrt{bdx_1}}{\sqrt{2a}}\right)}{\sqrt{2ad}} \]

\[ p_2(x_1, x_2, x_3) = \frac{\sqrt{b}\pi e^{-\frac{bdx_3^2}{2a}} x_1 x_2 efr\left(\frac{\sqrt{bdx_1}}{\sqrt{2a}}\right)}{\sqrt{2a}} + x_2 \]
and
\[ H(x_1, x_2, x_3) = d_1 x_1 + x_3 \]  \hspace{1cm} (25)
\[ d \in \mathbb{R}^+ \] being a parameter.

Poincaré structure generated by a smooth function \( C \), we mean the Poisson structure generated by the Poisson bracket \( \{ \cdot, \cdot \} := \nabla \cdot (\nabla \times \nabla \cdot) \), for any smooth functions \( f, g \) \( \in C^1(\mathbb{R}^3, \mathbb{R}) \).

Proof. Indeed, we have successfully:
\[
\Pi_C(x_1, x_2, x_3) \cdot \nabla H(x_1, x_2, x_3) = \begin{bmatrix} X_1' \\ X_2' \\ X_3' \end{bmatrix},
\]
(26)
as required.

\[ \square \]

Proposition 4. The dynamics (4) admits a family of Hamilton-Poisson realizations parameterized by the group \( SL(2, \mathbb{R}) \). More exactly, \( (\mathbb{R}^3, \{ \cdot, \cdot \}_{\alpha, \beta}, H_{\gamma, \delta}) \) is a Hamilton-Poisson realization of the dynamics (4) where the bracket \( \{ \cdot, \cdot \}_{\alpha, \beta} \) is defined by:
\[
\{ f, g \}_{\alpha, \beta} := \nabla C_{\alpha, \beta} \cdot (\nabla f \times \nabla g),
\]
for any \( f, g \in C^1(\mathbb{R}^3, \mathbb{R}) \), and the functions \( C_{\alpha, \beta} \) and \( H_{\gamma, \delta} \) are given by:
\[
C_{\alpha, \beta}(x_1, x_2, x_3) = \sqrt{2} a b d e \cdot \frac{b d x_1^2}{2a} \alpha x_2 + \beta d x_1 x_2 + \beta x_3 + \sqrt{\pi} \alpha (b d x_1 x_2 + b x_3 - 1) e f r \left( \frac{\sqrt{b d x_1}}{\sqrt{2a}} \right),
\]
\[
H_{\gamma, \delta}(x_1, x_2, x_3) = \sqrt{2} a b d e \cdot \frac{b d x_1^2}{2a} \delta x_2 + \gamma d x_1 x_2 + \gamma x_3 + \sqrt{\pi} \delta b d x_1 x_2 + b x_3 - 1) e f r \left( \frac{\sqrt{b d x_1}}{\sqrt{2a}} \right),
\]
\[ \text{(28)} \]
\[ \text{iv} \text{ely}, \] the matrix of coefficients \( \alpha, \beta \), is
\[ \begin{bmatrix} \alpha & \beta \\ \gamma & \delta \end{bmatrix} \] \( \in SL(2, \mathbb{R}) \).

Proof. The conclusion follows directly by taking into account that the matrix formulation of the Poisson bracket \( \{ \cdot, \cdot \}_{\alpha, \beta} \) is given in coordinates by:
\[
\Pi_{\alpha, \beta}(x_1, x_2, x_3) = \begin{bmatrix} 0 & p_{1\alpha, \beta} & p_{2\alpha, \beta} \\ -p_{1\alpha, \beta} & 0 & p_{3\alpha, \beta} \\ -p_{2\alpha, \beta} & -p_{3\alpha, \beta} & 0 \end{bmatrix}
\]
\[ \text{(29)} \]
\[ p_{1\alpha,\beta}(x_1, x_2, x_3) = e^{\frac{bdx_1^2}{2a} x_2} \frac{\beta + \alpha b \sqrt{\pi} e f r \left( \frac{\sqrt{b} dx_1}{\sqrt{2a}} \right)}{\sqrt{2ab}} \]

\[ p_{2\alpha,\beta}(x_1, x_2, x_3) = -x_2 \frac{\alpha \sqrt{2ab} + \beta \sqrt{\pi} e \frac{bdx_1^2}{2a} x_1 + ab \sqrt{\pi} e \frac{bdx_1^2}{2a} x_1 e f r \left( \frac{\sqrt{b} dx_1}{\sqrt{2a}} \right)}{\sqrt{2ab}} + x_2 \]

\[ p_{3\alpha,\beta}(x_1, x_2, x_3) \]

\[ = x_2 \frac{\left[ -2\alpha \sqrt{b} + \beta \sqrt{\pi} e \frac{bdx_1^2}{2a} x_2 + 2\alpha \sqrt{b}^3 + ab \sqrt{\pi} e \frac{bdx_1^2}{2a} x_1 e f r \left( \frac{\sqrt{b} dx_1}{\sqrt{2a}} \right) \right]}{2a \sqrt{b}} \]

(30)

**Lax Formulation**

Let us first note that as the system (4) restricted to a regular symplectic leaf, give rise to a symplectic Hamiltonian system that is completely integrable in the sense of Liouville and consequently it has a Lax formulation.

It is a natural question to ask if the unrestricted system it a Lax formulation. The answer is positive and is given by the following proposition:

**Proposition 5.** The system (4) can be written in the Lax form \( \dot{L} = [L, B] \) where the matrices \( L \) and respectively \( B \) are given by:

\[ L = \begin{bmatrix} 0 & l_1 & l_2 \\ -l_1 & 0 & l_3 \\ -l_2 & -l_3 & 0 \end{bmatrix} \]

with \( l_1 = -\frac{a}{\sqrt{ab}} (x_1 - ax_2 - bx_1 x_3) \), \( l_2 = -i \frac{a}{\sqrt{ab}} (x_1 + ax_2 - bx_1 x_3) \)

\[ l_3 = -\frac{1}{b} - dx_1 x_2 + x_3 \) and

\[ B = \begin{bmatrix} 0 & b_1 & b_2 \\ -b_1 & 0 & b_3 \\ -b_2 & -b_3 & 0 \end{bmatrix} \]

with \( b_1 = \frac{a - ibd}{a \sqrt{ab}} (x_1 - \frac{a(i - a - bd)}{i + 1} x_2 - bx_1 x_3) \),

\[ b_2 = \frac{bd + i a}{a \sqrt{ab}} (x_1 + ax_2 - bx_1 x_3), \quad b_3 = -\frac{i}{a} + \frac{1}{bd} + x_1 x_2 + \left( \frac{ib}{a} + \frac{1}{d} \right) x_3, \]

where \( i^2 = -1 \).

\[ \square \]
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