Abstract

In this paper, we study color image inpainting as a pure quaternion matrix completion problem. In the literature, the theoretical guarantee for quaternion matrix completion is not well-established. Our main aim is to propose a new minimization problem with an objective combining nuclear norm and a quadratic loss weighted among three channels. To fill the theoretical vacancy, we obtain the error bound in both clean and corrupted regimes, which relies on some new results of quaternion matrices. A general Gaussian noise is considered in robust completion where all observations are corrupted. Motivated by the error bound, we propose to handle unbalanced or correlated noise via a cross-channel weight in the quadratic loss, with the main purpose of rebalancing noise level, or removing noise correlation. Extensive experimental results on synthetic and color image data are presented to confirm and demonstrate our theoretical findings.

1 Introduction

Compared with gray images, color images contain three highly correlated channels, i.e., R (red), G (green) and B (blue). A direct method in color image processing is the monochromatic model, which applies the well-developed gray image processing techniques to each channel separately, but usually results in performance degradation since it fails to capture the correlations among three channels [12, 16, 66, 29, 59]. In addition, the concatenation model [66, 65] deals with the gray image obtained by unfolding and concatenating three channels, but it still cannot make full use of the couplings.

As an expansion of complex number, quaternion numbers contain one real part, three imaginary parts, and they form the non-commutative field $\mathbb{Q}$. We can completely capture the couplings among three channels by encoding RGB values into three imaginary parts of quaternion, then process color images as a whole under the non-trivial algebra structure of $\mathbb{Q}$. Therefore, $\mathbb{Q}$ has been noted to be a suitable platform for color image processing.
The idea of using quaternion to represent and process color image can be traced back to [55, 52, 53]. After these initial applications, many classical tools in \( \mathbb{R} \) or \( \mathbb{C} \) were extended to \( \mathbb{Q} \), to name a few, singular value decomposition [73] and its applications [10, 38]. Fourier transform [55, 20], PCA [59], wavelet transform [41], moments analysis [13, 12]. Moreover, some color image processing techniques based on quaternion were established, including denoising [28, 16, 29, 76, 11], inpainting [27, 45, 31, 42], segmentation [56, 58], watermarking [3], super-resolution [69], deep neural network [75, 50, 37, 24, 51, 64, 72], graph embeddings [74], compressed sensing [2], classification [71], generative model [26] and many others.

Thanks to the non-local self-similarity [17], it is reasonable to assume natural images are (approximatively) low-rank, thus, color image inpainting can be cast as a low-rank quaternion matrix completion problem. Since a rank minimization problem is generally NP-hard [25], we resort to rank surrogate that is computationally feasible. It has been proved that the nuclear norm is the tightest convex surrogate for the rank of quaternion matrices [31], and undoubtedly nuclear norm is most frequently used in inpainting [31, 45, 30, 27, 44]. In pursuit of more precise approximation to rank, recent papers proposed to use non-convex surrogates that penalize large singular value less [16, 70, 68, 67], or some regularizers based on matrix factorization [42, 43], which avoids computing SVD of a large quaternion matrix but requires a prior estimation of the rank. Using quaternion to inpaint color image leads to exciting inpainting quality, we notice that more recent papers even began to study recovering color videos via quaternion tensor [30, 44].

While existing work focused on algorithms, novel regularizers and experimental results, we notice that theoretical guarantees on reconstruction error are extremely rare. To our best knowledge, [31] is the only paper that provided exact recovery guarantee for low-rank quaternion matrix satisfying the incoherence condition [8, 9, 54]. However, it is impractical to assume natural images satisfy incoherence condition, which is stringent, unstable, and hard to verify. Without theoretical support on the recovery error, even the algorithms can perfectly find the global minimum point, the obtained quaternion matrix (i.e., reconstructed image) is not guaranteed to well approximate the underlying matrix (i.e., original image), hence quaternion-based inpainting method can only be an empirical success.

We fill the theoretical vacancy in this paper. We study the most classical quaternion inpainting method that uses nuclear norm as rank surrogate, and obtain the reconstructed error bound. Our results are established under much weaker conditions compared with [31]: the stringent incoherence condition is removed, and the original image is only assumed to be approximately low-rank, which is a relaxation of exact low-rankness. In regard to the robustness, we handle i.i.d. additive Gaussian noises distributed over the whole image, while [31] requires the noise to be sufficiently sparse. As a refinement, we restrict to pure quaternion matrix [57] with non-negative imaginary parts, for the RGB values of a pixel are non-negative. In comparison, most existing papers (e.g., [44, 31, 43]) neglect the "zero real part" constraint and choose to remove the real part of the reconstructed quaternion matrix, then the obtained pure quaternion matrix is not the best approximation, and more severely, it may not be low-rank, see Remark 1.

Moreover, we introduce a cross-channel weight in the loss function. When the noises in three channels have extremely different scales or are highly-correlated, we develop a noise correction strategy to rebalance the noise level, or remove the noise correlations. In brief, our main contributions can be summarized as follows:

- We obtain the error bound of quaternion-based color image inpainting method that uses
nuclear norm as rank surrogate. The error bound fills theoretical vacancy and manages to support existing literature. The established framework also encompasses the completion of a general quaternion matrix.

- We consider general Gaussian noise in the corrupted model. To better achieve robustness under unbalanced or correlated noise, we propose a noise correction strategy that relies on a cross-channel weight in the loss function.

The technical proof in our work is inspired by [32], and can be viewed as a two-fold extension, i.e., to quaternion algebra and to approximately low-rank regime (note that [32] considered exactly low-rank matrix only). For extension to quaternion algebra, the main challenge is the lack of technical tools available for quaternion matrices, e.g., even the fundamental relation in Lemma 2 is hard to position in literature. Thus, we develop some concentration and linear algebra results in Section 2 for the proof of the main results, and hopefully, they may facilitate quaternion matrices in the future research. Compared with [32], some steps in our proof are essentially different. For instance, the proof cannot be proceeded if we directly apply the Talagrand’s contraction inequality after symmetrization. Instead, the components of quaternion matrix should be separated by triangle inequality before that, and to close the gap, one still needs to relate the nuclear norm of components to that of the quaternion matrix by Corollary 1 (see (B.7) and (B.8)). Besides, the cross-channel weight in color imaging model based on quaternion numbers and general Gaussian noise add some complications to the proof.

Due to a modification of the constraint set (compare (30) in [32] and our (3.9)), our extension to approximately low-rankness seems quite new in the literature and hence may be interesting on its own manner. Indeed, the proof strategy in [32] was applied to establish error bound or statistical rate of different models in a bunch of follow-up papers, e.g., [19, 36, 34, 35, 33, 1], while these results are for exactly low-rank regime only. By using similar idea and modification in this work, it is possible to generalize them to approximately low-rank case. As a by-product, a much simpler proof for the main result in [37] can be obtained if Theorem 1 therein is substituted with a real version of our Lemma 5 (This can be found in Lemma 4 of our later work [15]), see more discussions in Section 3.

The paper is organized in this way: In Section 2 we provide preliminaries of quaternion and state the notations; In Section 3 we present our main results, including the reconstructed error bound under both clean and corrupted situations, and a noise correction strategy; In Section 4 we report experimental results on both synthetic and color image data to demonstrate and verify our theoretical findings; In Section 5 some concluding remarks are given. For clarity all proofs are collected in Appendix A, B. Due to space limit, the ADMM algorithms for pure quaternion matrix completion and additional experimental results on color images are provided in supplementary materials.

2 Preliminaries and Notations

In principle, we use boldface lowercase letters (e.g., \(q, \epsilon\)) to denote quaternion numbers, while boldface capital letters (e.g., \(X, \Theta\)) represent matrices that can be real, complex or quaternionic. One exception is that we use \(Y_1, \ldots, Y_n\) to denote the \(n\) observed values, which are quaternion basically.

Let \(\mathbb{Q}\) be the set of quaternion, and \(q = q_0 1 + q_1 i + q_2 j + q_3 k\) be a quaternion with \(q_0 \in \mathbb{R}\) as the real part (component), \(q_1, q_2, q_3 \in \mathbb{R}\) as three imaginary parts (components). The addition
and subtraction of two quaternion numbers are operated component-wise. By distributive
law, associative law and the rule \( i^2 = j^2 = k^2 = -1, \; ij = -ji = k, \; jk = -kj = i, \; ki = -ik = j \), it is straightforward to define multiplication. Note that the multiplication
is non-commutative. We use \([.]_1, [.]_i, [.]_j, [.]_k\) to extract the corresponding component of a
quaternion number, vector or matrix, for example, \([q]_1 = q_0\), \([q]_j = q_j\). Sometimes we also
use the more standard notation \( \text{Re}(.)\) to extract the real part. The conjugate of \( q \)
is given by \( \overline{q} = q_0 - q_1 i - q_2 j - q_3 k \), and we have \( q \overline{q} = q_0^2 + q_1^2 + q_2^2 + q_3^2 = |q|^2 \), where \( |q| \) is called the
absolute value or magnitude of \( q \). The inverse of nonzero \( q \) is \( q^{-1} = \overline{q}/|q|^2 \), by which the
division is defined immediately.

Consider a quaternion matrix \( A = [a_{ij}], B = [b_{ij}] \in \mathbb{Q}^{M \times N} \), we let \( \overline{A} = [\overline{a}_{ij}] \) be the
conjugate, \( A^T = [a_{ji}] \in \mathbb{Q}^{N \times M} \) be the transpose, and \( A^* = \overline{A}^T = [\overline{a}_{ji}] \in \mathbb{Q}^{N \times M} \) be the
conjugate transpose. We define the standard inner product in \( \mathbb{Q}^{M \times N} \) by \( \langle A, B \rangle = \text{Tr}(A^*B) \),
where \( \text{Tr}(.) \) denotes the trace of a matrix. A set of quaternion vectors \( \{V_1,...,V_N\} \subset \mathbb{Q}^M \)
is said to be right linearly independent if there exist no non-zero \( (q_1,...,q_N)^T \in \mathbb{Q}^N \setminus 0 \), such that
\[
V_1q_1 + V_2q_2 + ... + V_Nq_N = 0.
\]
Based on that, the rank of \( A \) is defined to be the maximum number of right linearly indepen-
dent columns vectors of \( A \). If \( A \in \mathbb{Q}^{N \times N} \) and \( \text{rank}(A) = N \), then \( A \) is invertible, and the
inverse is denoted by \( A^{-1} \) satisfying \( AA^{-1} = A^{-1}A = I_N \). \( A \) is unitary if \( A \) is invertible
and \( A^{-1} = A^* \), \( A \) is Hermitian if \( A^* = A \).

Quaternion singular value decomposition (QSVD) was introduced in [73]. Given \( A \in \mathbb{Q}^{M \times N} \),
there exist unitary matrices \( U \in \mathbb{Q}^{M \times M}, \; V \in \mathbb{Q}^{N \times N} \), and diagonal matrix \( \Sigma = \text{diag}(\sigma_1(A), \sigma_2(A),..., \sigma_{\text{min}\{M,N\}}(A)) \in \mathbb{Q}^{M \times N} \) such that
\[
A = U \Sigma V^*,
\] where non-negative numbers \( \sigma_1(A) \geq \sigma_2(A) \geq ... \geq \sigma_{\text{min}\{M,N\}}(A) \) are the singular values
of \( A \). Parallel to complex matrices, \( \text{rank}(A) \) equals the number of positive singular values of \( A \).
We work with different matrix norms. The nuclear norm is defined to be the sum of singular
values, i.e., \( \|A\|_m = \sum_i \sigma_i(A) \). Besides, we define the Frobenius norm, operator norm, \( \|.|\|_{2,\infty} \)
and max norm as \( \|k\| = \{1,...,k\} \)
\[
\|A\|_F = \left[ \sum_{i \in [M]} \sum_{j \in [N]} |a_{ij}|^2 \right]^{1/2}, \; \|A\|_op = \sup_{x \in \mathbb{Q}^N \setminus 0} \frac{\|Ax\|_2}{\|x\|_2}
\]
\[
\|A\|_{2,\infty} = \max_{i \in [M]} \left[ \sum_{j \in [N]} |a_{ij}|^2 \right]^{1/2}, \; \|A\|_\infty = \max_{(i,j) \in [M] \times [N]} |a_{ij}|,
\]
where \( \|.|\|_2 \) is the \( \ell_2 \) norm of a vector.

Another powerful tool to study quaternion matrices is the so-called complex adjoint matrix.
Note that \( A \in \mathbb{Q}^{M \times N} \) can be uniquely written as \( A^{(1)} + A^{(2)} j \) where \( A^{(1)}, A^{(2)} \in \mathbb{C}^{M \times N} \),
then the complex adjoint matrix is given by
\[
[A]^c = \begin{bmatrix} A^{(1)} & A^{(2)} \\ -A^{(2)} & A^{(1)} \end{bmatrix} \in \mathbb{C}^{2M \times 2N},
\] which preserves not only addition, subtraction, but also multiplication, conjugate transpose,
inverse (Theorem 4.2, [73]), e.g., \([A^*]^c = [A]^c \), \([AC]^c = [A]^c[C]^c \), where \( C \in \mathbb{Q}^{N \times P} \). If
necessary, \( A \) can be further reduced to a \( 4M \times 4N \) real matrix, see for example [57].
A quaternion with zero real part is called pure quaternion, and the set of pure quaternion numbers is denoted by $Q_{\text{pure}}$. Tailored to pixels of color image we consider pure quaternion with non-negative imaginary parts, which is called "pixel quaternion" and collected in the set

$$Q_{\text{pix}} = \{q_1 i + q_2 j + q_3 k : q_1, q_2, q_3 \in \mathbb{R}_{\geq 0}\}.$$  

We mainly deal with pixel quaternion in this paper.

As a generalization of the quadratic loss, we consider a weighted loss where the weight $W \in \mathbb{R}^{3 \times 3}$ is a positive definite matrix, and $\sqrt{W}$ stands for its square root. A pure quaternion $q = q_1 i + q_2 j + q_3 k$ is identified as 3-dimensional real vector $[q_1, q_2, q_3]^T \in \mathbb{R}^3$ when operating with $W = \begin{bmatrix} w_{ij} \end{bmatrix}$, for example,

$$Wq = (\sum_{i=1}^3 w_{i1} q_i) i + (\sum_{i=1}^3 w_{2i} q_i) j + (\sum_{i=1}^3 w_{3i} q_i) k,$$

$$q^T Wq = \sum_{i=1}^3 \sum_{j=1}^3 q_i w_{ij} q_j.$$

Moreover, we allow $W$ to element-wisely operate on $A = [a_{ij}] \in Q_{\text{pure}}^{M \times N}$, i.e., $WA = [Wa_{ij}] \in Q_{\text{pure}}^{M \times N}$. Since $W$ is not restricted to be diagonal matrix, it introduces more flexibility in dealing with RGB correlations, see the noise correction strategy proposed in this work. For convenience we define the weighted magnitude of $q \in Q_{\text{pure}}$ to be $|q|_w = \sqrt{q^T W q} = |\sqrt{W} q|$, and the weighted Frobenius norm, weighted max norm are defined by $||A||_{w,F} = ||\sqrt{W} A||_F, ||A||_{w,\infty} = ||\sqrt{W} A||_\infty$, respectively.

The proof of our main results relies on some statistical methods. We use $\mathbb{E}(.)$ and $\mathbb{P}(.)$ to denote the expectation and the probability, respectively. Besides, if there exists an absolute constant $C$, such that $B_1 \leq CB_2$, then we write $B_1 \preceq B_2$, we also use $B_1 \succeq B_2$ to represent the converse inequality. We consider random Gaussian noise $\epsilon \in Q_{\text{pure}}$ and assume that $(|\epsilon|_i, |\epsilon|_j, |\epsilon|_k)^T \sim \mathcal{N}(0, \Sigma_c)$, where $\Sigma_c \in \mathbb{R}^{3 \times 3}$ is the positive definite covariance matrix.

To prove our main results we establish some technical tools for quaternion matrices, the proof can be found in Appendix [A]. Lemma 1 Lemma 2 extend two well-known inequalities for complex matrices to quaternion matrices.

**Lemma 1.** Assume $A \in Q_{\text{pure}}^{M \times N}$, then $||A||_{w,F} \leq \sqrt{\text{rank}(A)} ||A||_F$.

**Lemma 2.** Assume $A, B \in Q_{\text{pure}}^{M \times N}$, then $\langle A, B \rangle \leq ||A||_{w,F} ||B||_{w,F}$.

**Lemma 3.** Assume $A = A_0 + A_1 i + A_2 j + A_3 k \in Q_{\text{pure}}^{M \times N}$ where $A_0, A_1, A_2, A_3 \in \mathbb{R}^{M \times N}$, then we have $||A||_{w,F} \geq ||A_0 + A_1 i||_{w,F} \geq ||A_0||_{w,F}$.

**Corollary 1.** Under the setting of Lemma 3 we consider $\nu = (\nu_0, \nu_1, \nu_2, \nu_3)^T \in \mathbb{R}^4$, $||\nu||_2 = 1$. Then we have $||A||_{w,F} \geq ||\nu_0 A_0 + \nu_1 A_1 + \nu_2 A_2 + \nu_3 A_3||_{w,F}$.

**Remark 1.** Lemma 3 states that $||A||_{w,F} \geq \max\{||A_0 + A_1 i||_{w,F}, ||A_2 j + A_3 k||_{w,F}\}$, which cannot be further improved to $||A||_{w,F} \geq ||A_1 i + A_2 j + A_3 k||_{w,F}$. We consider quaternion matrix $A$ and $A_p$, obtained by removing the real part of $A$:

$$A = \begin{bmatrix} 1 + 3i & k - 3j \\ 1 + 3j & k + 3i \end{bmatrix}, \quad A_p = \begin{bmatrix} 3i & k - 3j \\ 3j & k + 3i \end{bmatrix}.$$
It is not hard to verify $||A_p||_{\infty} > ||A||_{\infty}$. Moreover, $\text{rank}(A) = 1 < \text{rank}(A_p) = 2$, showing that removing the real part of a low-rank quaternion matrix may destroy the low-rankness. Therefore, restriction to pure quaternion is important when dealing with color image inpainting.

Finally we provide the moment constraint version Bernstein inequality for quaternion matrices, which is an extension of Theorem 6.2 in [60].

**Lemma 4.** Let $S_1, S_2, ..., S_n \in \mathbb{Q}^{M \times M}$ be independent, Hermitian random quaternion matrices with zero mean, assume that for integer $p \geq 2$, there exist $R, \sigma > 0$ such that

$$
||\mathbb{E}S_k^p||_{\text{op}} \leq \frac{1}{2^2} p! R^{p-2} \sigma^2.
$$

Then for any $t > 0$ we have

$$
P\left[\frac{1}{n} \sum_{k=1}^{n} S_k \|_{\text{op}} \geq t\right] \leq 4M \exp\left(-\frac{nt^2}{2(\sigma^2 + R \epsilon)}\right).$$

### 3 Main results

Let $\tilde{\Theta} = [\tilde{\theta}_{ij}] \in \mathbb{Q}_{\text{pix}}^{d_1 \times d_2}$ be the original color image, $X_1, ..., X_n$ are i.i.d. uniformly distributed over $\{e_i e_j^T : i \in [d_1], j \in [d_2]\}$, or equivalently, assume $X_k = e_{k(i)} e_{k(j)}^T$ where $(k(i), k(j)) \sim \text{unif}([d_1] \times [d_2])$. Note that $e_i$ is the vector whose $i$-th entry is 1 and other entries are 0, $e_i \in \mathbb{R}^{d_1}$, $e_j \in \mathbb{R}^{d_2}$, and so $e_i e_j^T \in \mathbb{R}^{d_1 \times d_2}$, but we omit the dimension for simplicity. By using $\langle e_i e_j^T, \tilde{\Theta}\rangle = \tilde{\theta}_{ij}$ to represent observing the $(i,j)$-pixel, the clean model where the precise value of the entry is available can be formulated as

$$Y_k = \langle X_k, \tilde{\Theta}\rangle.$$  

(3.1)

We also study the robust completion problem where observations are corrupted by pure quaternion noise, i.e.,

$$Y_k = \langle X_k, \tilde{\Theta}\rangle + \epsilon_k,$$

(3.2)
i.i.d. noise $\epsilon_k$ are viewed as 3-dimensional real vectors and obey multivariate Gaussian distribution $\mathcal{N}(0, \Sigma_c)$. We study the problem of recovering $\tilde{\Theta}$ via $n$ incomplete samples $\{(X_k, Y_k) : k \in [n]\}$ ($n < d_1 d_2$).

Since $X_k$ are i.i.d. distributed, one position may be observed twice or even more in our model, while existing work (e.g., [31, 45, 42]) considered a seemingly quite different sampling scheme without replacement, i.e., one entry is either observed once or unknown. To relate them, we point out that under the same sample size, sampling without replacement is at least as good as sampling with replacement [21], and this is obvious for the clean model (3.1), since observing one position twice doesn’t provide more information. In a nutshell, we are indeed coping with more difficult sampling scheme, hence our results manage to support the problem settings of existing papers.

For our main results, there are two obvious extensions that can be obtained by a bit more efforts but no technical difficulty. Firstly, the random sampling scheme need not to be uniform,
instead it can have a rather general probability distribution over the image, see [32]. Thus, the random sampling scheme captures many real situations such as damaged pixels in old photos, images exposed to bad conditions, and image compression based on low-rank structure [49]. Secondly, the assumption of Gaussian noise is inessential, and actually the result extends to correlated sub-exponential noise, since sub-exponential tail suffices to admit (2.3) in Lemma 4. Random contamination due to intrinsic thermal and electronic fluctuations of the acquisition devices is known to be the main source of noise [41]. Although it is conventional to consider additive white Gaussian noise, sub-exponential noise undoubtedly model it more precisely, as the exact noise pattern is also related to the sensor setting, see for example [39]. In addition, the statistics of color noise is not independent of RGB channels because of the demosaic process embedded in a camera [39], which accounts for our consideration of noise correlations.

For succinctness, we present our main results under uniform random sampling and Gaussian noise, and leave these simple extensions to avid readers.

We first consider the clean case without noise (3.1). Our method requires a prior estimation of the max norm

$$||\tilde{\Theta}||_\infty \leq \alpha.$$  

(3.3)

Since the gray value is smaller than 255, $\alpha$ can always be $255\sqrt{3}$, but a tighter bound on $||\tilde{\Theta}||_\infty$ would be preferable and bring higher inpainting quality. The precise observations are used as constraints, by combining with (3.3) we complete the color image via minimizing the nuclear norm,

$$\hat{\Theta} \in \arg \min_{\Theta \in Q_{d_1 \times d_2}} ||\Theta||_{nu}, \text{ s.t. } ||\Theta||_\infty \leq \alpha, \langle X_k, \Theta \rangle = Y_k, k \in [n].$$  

(3.4)

In (3.2) the observations are corrupted and not completely reliable, so we use a weighted quadratic loss to fit the observed data:

$$\mathcal{L}_w(\Theta) = \frac{1}{2n} \sum_{k=1}^{n} |Y_k - \langle X_k, \Theta \rangle|_w^2, \Theta \in Q_{d_1 \times d_2}.$$  

(3.5)

To avoid scaling confusion we assume $\text{Tr } W = ||W||_{nu} = \sum_i \lambda_i(W) = 3$, which means assigning a total weight 3 to three channels for diagonal $W$, and note that when $W = I_3$ (3.5) reduces to the commonly used quadratic loss [70, 45, 16, 43, 29]. In accordance to the weight $W$ we require a prior estimation on the weighted max norm

$$||\tilde{\Theta}||_{w,\infty} \leq \alpha.$$  

(3.6)

Let the nuclear norm serve as regularizer that promote low-rankness, and $\lambda$ be the tuning parameter to balance the loss and regularization, the inpaint method is formulated as

$$\hat{\Theta} \in \arg \min_{\Theta \in Q_{d_1 \times d_2}} \mathcal{L}_w(\Theta) + \lambda ||\Theta||_{nu}, \text{ s.t. } ||\Theta||_{w,\infty} \leq \alpha.$$  

(3.7)

Although natural image is believed to contain high redundancies, it need not to be exactly low-rank. To be more practical, we assume $\hat{\Theta}$ to be approximately low-rank under a specific $0 \leq q < 1$:

$$\sum_{i=1}^{\min(d_1,d_2)} |\sigma_i(\hat{\Theta})|^q \leq \rho,$$  

(3.8)

which reduces to low-rank when $q = 0$. 
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3.1 Error Bound

Let \( \hat{\Delta} = \hat{\Theta} - \tilde{\Theta} \) be the reconstructed error, in this part we bound \( \|\hat{\Delta}\|_F \) for (3.1), (3.2). Different from matrix sensing that has an elegant theory parallel to compressed sensing [7], it is challenging to establish restricted isometry property (RIP) without incoherence condition in matrix completion [18]. To replace RIP, [47] first established the restricted strong convexity (RSC) over a constraint set and obtained an error bound, but the quite lengthy and intricate proof involves construction of \( \delta \)-net, Sudakov minoration, hence may not be easy to follow. By considering a different constraint set, [32] successfully refined the proof for exactly low-rank regime.

Similarly, the RSC of \( \mathcal{L}_w(\Theta) \) presented in Lemma 5 is a key ingredient for our main result. It should be stressed that Lemma 5 two-fold extends Lemma 12 in [32] to quaternion algebra and approximately low-rank regime. The first extension is due to some new handling for concentration or inequality of quaternion matrices, while the second one owes to a tricky modification of the critical constraint set, specifically, the constraint set \( \mathcal{C} \) in [32] is adjusted to \( \mathcal{C}(\psi) \) in (3.9), which depends on the parameter \( q \) in (3.8). Note that the second extension is of independent technical interest: We already point out that it indicates possible extensions of many existing results in literature; And since [32] is a refinement of exactly low-rank case of [47], our proof provides an alternative and much simpler proof for the main result in [47].

Lemma 5. Consider the constraint set with parameter \( \psi = (\psi_1, \psi_2, \psi_3) \) where \( \psi_3 \) is slightly large

\[
\mathcal{C}(\psi) = \left\{ \Theta \in \mathbb{Q}_{\text{pure}}^{d_1 \times d_2} : ||\Theta||_{w,\infty} \leq \psi_1 \alpha, ||\Theta||_{\text{ns}} \leq \psi_2 \rho^{-\frac{1}{2-q}} ||\Theta||_F^{\frac{2-q}{2}}, \right. \\
\left. ||\Theta||_{w,F}^2 \geq \alpha^2 d_1 d_2 \sqrt{\psi_3 \log(d_1 + d_2)} \frac{1}{n} \right\}, \tag{3.9}
\]

Let \( \mathcal{X} = (X_1, ..., X_n) \), \( \Theta \in \mathbb{Q}_{\text{pure}}^{d_1 \times d_2} \), we define

\[
\mathcal{F}_x(\Theta) = \frac{1}{n} \sum_{k=1}^{n} |\langle X_k, \Theta \rangle|^2_w. \tag{3.10}
\]

Then there exists constant \( \kappa \in (0, 1) \) such that with probability at least \( 1 - 2(d_1 + d_2)^{-3/4} \), for all \( \Theta \in \mathcal{C}(\psi) \) it holds that

\[
\mathcal{F}_x(\Theta) \geq \frac{\kappa}{d_1 d_2} ||\Theta||_{w,F}^2 - T_0, \tag{3.11}
\]

where the relaxation term \( T_0 \) is given by

\[
T_0 = \frac{\rho}{2(2-q)(\sqrt{d_1 d_2})^q} \left( 36 \psi_1 \psi_2 \alpha \frac{||W||_{\infty}^{1/2}}{\lambda_{\min}(\sqrt{W})} \sqrt{\max\{d_1, d_2\} \log(d_1 + d_2)} \right)^{2-q}. \tag{3.12}
\]

The core idea of the proof is to discuss whether the error \( \hat{\Delta} \) falls in \( \mathcal{C}(\psi) \), which helps unfold some key relations that further lead to an error bound. By (3.3), (3.6), it is straightforward that \( \hat{\Delta} \) satisfies the first constraint in (3.9). In Lemma 6 we show that in both clean and corrupted cases, the error satisfies the second constraint for certain \( \psi_2 \). The proof relies on analysis of a pair of subspace \( (\mathcal{M}, \mathcal{M}) \) over which the nuclear norm is decomposable, see the unified framework established in [48].
Lemma 6. Assume (3.8) holds.

(1) In the clean model (3.1) with prior estimation (3.3), we recover \( \tilde{\Theta} \) via (3.4), then we have

\[
||\hat{\Delta}||_{nu} \leq 5\rho^{1/2}||\hat{\Delta}||_{F}^{2-2q}. \tag{3.13}
\]

(2) In the corrupted model (3.2) with prior estimation (3.6), we recover \( \tilde{\Theta} \) via (3.7) with the weighted loss in (3.5). If for some \( C_1 > 1 \), \( \lambda \) satisfies

\[
\lambda \geq C_1\left\| \frac{1}{n} \sum_{k=1}^{n} (W\epsilon_k)X_k \right\|_{op}, \tag{3.14}
\]

then we have

\[
||\hat{\Delta}||_{nu} \leq \frac{5C_1}{C_1 - 1}\rho^{\frac{1}{2}}||\hat{\Delta}||_{F}^{2-2q}. \tag{3.15}
\]

With the aid of Lemma 5, Lemma 6, we are now in a position to derive error bound of the clean model (3.1). We give an upper bound on the mean square error (MSE), i.e., \( ||\hat{\Delta}||_{F}^2/(d_1d_2) \), which directly links to the commonly used peak signal-to-noise ratio (PSNR), or the Frobenius norm error \( ||\hat{\Delta}||_F \).

Theorem 1. Consider the clean model (3.1) with prior estimation (3.3), the color image is reconstructed by (3.4). Assume the original image satisfies (3.8). If \( n < d_1d_2, \rho \gtrsim (d_1d_2)^{q/2}, \max\{d_1,d_2\}\log(d_1 + d_2)/n \) is sufficiently small, the error bound for MSE holds

\[
\frac{||\hat{\Delta}||_{F}^2}{d_1d_2} \lesssim \frac{\rho}{(d_1d_2)^{q/2}} \left( \alpha(\tilde{\Theta}) \max\{d_1,d_2\} \log(d_1 + d_2) \right)^{1-q/2}, \tag{3.16}
\]

with probability at least \( 1 - 2(d_1 + d_2)^{-3/4} \).

Remark 2. From (3.16), sampling complexity \( n = O(\max\{d_1,d_2\}\log(d_1 + d_2)) \) suffices to guarantee a small MSE, but it may not be surprising since MSE is a more element-wise notion. To be more insightful, we rewrite (3.16) to be a bound of relative square error (RSE):

\[
\frac{||\hat{\Delta}||_{F}^2}{||\Theta||_{F}^2} \lesssim \frac{\rho}{||\Theta||_{F}^2} \left( \alpha(\tilde{\Theta}) \max\{d_1,d_2\} \log(d_1 + d_2) \right)^{1-q/2}, \tag{3.17}
\]

where \( \alpha(\tilde{\Theta}) \) given by

\[
\alpha(\tilde{\Theta}) = \frac{\sqrt{d_1d_2}||\tilde{\Theta}||_{\infty}}{||\tilde{\Theta}||_{F}} \in [1, \sqrt{d_1d_2}]
\]

is known as the spikiness of \( \tilde{\Theta} \), which was first proposed in [47] for a real matrix. Therefore, a small RSE can be guaranteed under \( n = O(\max\{d_1,d_2\}\log(d_1 + d_2)) \) for \( \tilde{\Theta} \) with spikiness scaling as a constant. Note that natural (color) images tend to be smooth locally [5] and contains similar patches globally [17], so they are supposed to have low spikiness. This can also be experimentally verified, and we report that most color images tested in our numerical simulation admit spikiness lower than 2. In comparison, the exact recovery framework in [31] cannot fit natural images well due to the unrealistic “incoherence” assumption, which is more stringent than low spikiness [47].
For the corrupted case we need Lemma 7 to give instruction on tuning the $\lambda$, which is expected to satisfy (3.14) so that (3.15) holds. After all these preparations, in Theorem 2 we establish an error bound under general Gaussian noise and a general weighted loss, by similar methodology.

**Lemma 7.** In (3.7) if we choose

$$
\lambda = 2C_1 \sqrt{\frac{\text{Tr}(W\Sigma_c W) \log(d_1 + d_2)}{n \min\{d_1, d_2\}}} ,
$$

(3.18)

then (3.14) holds with probability higher than $1 - 4(d_1 + d_2)^{-3/4}$.

**Theorem 2.** Consider the corrupted model (3.2) where $\epsilon_k \sim \mathcal{N}(0, \Sigma_c)$, given the positive definite weight $W$ satisfying $\text{Tr} W = 3$, we have the prior estimation (3.6). Assume the original image satisfies (3.8). We reconstruct the color image via (3.7) where the loss function is given in (3.5). We choose $\lambda$ by (3.18). If $n < d_1 d_2$, $\rho \gtrsim \max\{d_1, d_2\} \log(d_1 + d_2) / n$ is small, then with probability at least $1 - 6(d_1 + d_2)^{-3/4}$ we have the error bound for MSE

$$
\frac{||\hat{\Delta}||_F^2}{d_1 d_2} \lesssim \frac{\rho}{(d_1 d_2)^{q/2}} \left( \max\left\{ \frac{||W||_{\infty}^2}{\lambda_{\min}(W)^3}, \frac{\text{Tr}(W\Sigma_c W)}{\lambda_{\min}(W)^2} \right\} \frac{\max\{d_1, d_2\} \log(d_1 + d_2)}{n} \right)^{1-q/2}.
$$

(3.19)

### 3.2 Noise Correction

Due to the i.i.d. Gaussian noise that corrupts each observation, we are required to conduct completion and denoising simultaneously when we cope with the robust completion problem. How to model and then handle cross-channel noise has been noted to be an important issue in color image denoising [46, 65], thus, a careful treatment for the noise is also necessary in our robust inpainting problem (3.2). Motivated by the obtained error bound (3.19), we propose to use a cross-channel weight $W$ to handle unbalanced or highly correlated noise, which is referred to be a noise correction strategy.

Compared with the bound of clean model (3.16), the bound under corrupted observations contains two extra factors involving the noise covariance matrix $\Sigma_c$ and the cross-channel weight $W$, i.e.,

$$
F_1 = \frac{||W||_{\infty}}{\lambda_{\min}(W)^3} \quad \text{and} \quad F_2 = \frac{\text{Tr}(W\Sigma_c W)}{\lambda_{\min}(W)^2}.
$$

Under assumption $\text{Tr}(W) = 3$, it can be easily verified that $||W||_{\infty} \geq 1$, $\lambda_{\min}(W) \leq 1$, for both inequalities the equal sign holds if and only if $W = I_3$, meaning that the error bound becomes worse when $W$ deviates from $I_3$. The guideline that $W$ should not be far away from the identity matrix is mainly because the non-weighted loss (i.e., $W = I_3$) best fits the square error (or MSE, RSE, PSNR) that we care about. On the other hand, the numerator of $F_2$, $\text{Tr}(W\Sigma_c W)$, seems to indicate an appropriate weight for the noise.

#### 3.2.1 Noise Level Rebalance

In some real applications prior knowledge on noise levels is available, also some efficient methods to estimate noise variance in image data have been developed [40, 14]. We assume the
diagonal of $\Sigma_c$ is known to be $[\sigma_r^2, \sigma_g^2, \sigma_b^2]^T$. In the corrupted model, a noise with remarkably different $\sigma_r^2, \sigma_g^2, \sigma_b^2$ could be problematic, since the observations in three channels have different data fidelities. More precisely, data in the channel suffering from severer noise will be less reliable than those in low noise channel.

To deal with the issue of data fidelity, we use a diagonal $W = \text{diag}(w_r, w_g, w_b)$ that assign higher weight to channel with more precise data, to rebalance the noise level. It is not hard to show that

$$W_s = \frac{3\text{diag}(\sigma_r^{-2}, \sigma_g^{-2}, \sigma_b^{-2})}{\sigma_r^{-2} + \sigma_g^{-2} + \sigma_b^{-2}}$$

(3.20)
is the only diagonal matrix minimizing $\text{Tr}(W \Sigma_c W)$. Except for the motivation from the bound, such a choice can also be justified by a simple reasoning. Note that (3.2) is equivalent to

$$\sqrt{W_s}Y_k = \langle X_k, \sqrt{W_s} \tilde{\Theta} \rangle + \sqrt{W_s} \epsilon_k,$$

(3.21)
and $\sqrt{W_s} \epsilon_k$ have equal noise levels, so data in three channels of $\sqrt{W_s} \tilde{\Theta}$ have equal data fidelity, therefore, a fair loss would be

$$\frac{1}{2n} \sum_{k=1}^n |\sqrt{W_s}Y_k - \langle X_k, \sqrt{W_s} \Theta \rangle|^2 = \frac{1}{2n} \sum_{k=1}^n |\sqrt{W_s}(Y_k - \langle X_k, \Theta \rangle)|^2 = L_{w_s}(\Theta).$$

In summary, on one hand, $W$ cannot deviate much from $I_3$ to maintain the alignment of the loss $L_{w}(\Theta)$ and the considered square error $||\tilde{\Delta}||_F^2$; on the other hand, $W$ close to $W_s$ is preferred thanks to its ability to rebalance noise levels. As a trade-off, our proposal is to use the convex combination

$$W(\gamma) = (1 - \gamma)I_3 + \gamma W_s,$$

(3.22)
where $\gamma \in [0, 1]$.

We mention that the idea of handling unbalanced noise via weighting three channels was first proposed in Jun Xu et al. [65], but it worked on denoising which is different from our robust inpainting problem. More importantly, they failed to see the requirement that the weight cannot go far away from the identity matrix, and set the weight to be $W(1) = W_s$. We will use experimental results to show that a proper $\gamma$ in (3.22) is crucial, while the extreme choice $W(1) = W_s$ seems inadvisable, and could even lead to degraded result worse than a non-weighted loss $W(0) = I_3$.

3.2.2 Noise Correlation Removal

Although noise of different scales has been considered in [65], few work studied correlated noise in color images, e.g., [65] assumed noises in three channels are independent. In this part, we report that highly-correlated noise could also be detrimental, probably because such noise introduces extra cross-channel correlations that mixes with the original RGB couplings, making it more difficult to recognize the underlying color image. Then, we propose to use a positive definite weight $W$ to remove (some) correlations of the noise. To focus on the strategy per se, we assume we have full knowledge of $\Sigma_c$, and select a $W$ that minimize $\text{Tr}(W \Sigma_c W)$.

Lemma 8. Under the assumption $\text{Tr} W = 3$, and $W$ is positive definite. Then

$$W_c = \frac{3 \Sigma_c^{-1}}{\text{Tr}(\Sigma_c^{-1})}$$

(3.23)
is the unique weight that minimizes $\text{Tr}(W\Sigma_c W)$.

In analogy, the advantage of (3.23) can also be seen by transforming the model as (3.21), and note that $\sqrt{W_\epsilon e_k} \sim \mathcal{N}(0, 3I_3/\text{Tr}(\Sigma_c^{-1}))$. As a trade-off among $I_3$, $W_s$ and $W_\epsilon$, we propose to choose $W$ by

$$W(\gamma_1, \gamma_2) = (1 - \gamma_1 - \gamma_2)I_3 + \gamma_1 W_s + \gamma_2 W_\epsilon,$$

(3.24)

where $\gamma_1 > 0$, $\gamma_2 > 0$, $\gamma_1 + \gamma_2 \leq 1$. When the noise correlations are benign, or $\Sigma_c$ is unknown, we simply let $\gamma_2 = 0$, then (3.24) reduces to our previous proposal (3.22).

4 Experimental results

4.1 Synthetic Data

In this part we use synthetic (approximately) low-rank non-negative pure quaternion matrix (NNPQM) for numerical simulations, aiming to illustrate the relations in the obtained error bound and verify the effectiveness of the proposed noise correction strategy. Also we compare sampling with or without replacement. We apply ADMM algorithms [6] with guaranteed convergence [22, 28] to solve the proposed convex optimization problem (3.4), (3.7), see supplementary materials for the details.

Assume $L_i, Q, Q_i$ are random matrices with i.i.d. entries drawn from uniform distribution over [0, 1]. We use the following random mechanism to generate $d_1 \times d_2$ NNPQM with rank $r$: Generate random matrices $L_0, L_1, L_2 \in \mathbb{R}^{d_1 \times (r-1)}$, find a basis of the null space of $[L_0, L_1, L_0 + L_2, L_1 - L_2]$, and then collect them as columns in $K \in \mathbb{R}^{4(r-1) \times d_3}$; Use random matrix $Q \in \mathbb{R}^{d_3 \times d_2}$ to obtain $KQ = [R_0^T, R_1^T, R_2^T, R_3^T]^T \in \mathbb{R}^{4(r-1) \times d_2}$ with blocks $R_i \in \mathbb{R}^{(r-1) \times d_2}$; Construct quaternion matrices $L = L_0 - L_1 i - (L_0 + L_2) j - (L_1 - L_2) k \in \mathbb{Q}^{d_1 \times (r-1)}$, $R = R_0 + R_1 i + R_2 j + R_3 k \in \mathbb{Q}^{(r-1) \times d_2}$, then we obtain $LR \in \mathbb{Q}^{d_1 \times d_2}$ with zero real part and rank$(LR) = r - 1$; Finally we apply a ”rank-1 lifting” to render non-negativity (let $[\cdot]$ be the rounding function, e.g., $[-2.5] = -3$, $1_{d_1,d_2}$ be the $d_1 \times d_2$ all-ones matrix)

$$\tilde{\Theta} = LR - \left(\lfloor LR\rfloor_i - \lfloor LR\rfloor_j - \lfloor LR\rfloor_k\right)1_{d_1,d_2},$$

and this is the rank $r$ NNPQM we use. For approximately low-rank we just randomly perturb an exactly low-rank NNPQM $\Theta_0$, specifically we set $\tau = \min\{|\tilde{\Theta}_0|_i, |\tilde{\Theta}_0|_j, |\tilde{\Theta}_0|_k|$ and use

$$\tilde{\Theta} = \Theta_0 - 0.1 \times \tau \times \left(Q_1 i + Q_2 j + Q_3 k\right).$$

A uniform sampling scheme with replacement is used in experiments in Figure 1, Figure 2, Figure 3, while uniform sampling without replacement is adopted for the rest.

For exact low-rank NNPQM (3.16) reads

$$\text{MSE} \lesssim \alpha^2 \text{rank}(\tilde{\Theta}) \frac{\max\{d_1, d_2\} \log(d_1 + d_2)}{n},$$

(4.1)

To confirm the relations among MSE, $n$, rank and dimension of underlying matrix, we generate square NNPQMs with different rank $r$ and dimension $d$, and use the same $\alpha$. MSE for each matrix under a specific $n$ is set as the mean value of 10 repetitions. The plots of ”MSE v.s.
for synthetic NNPQM with "r = 50, d = 15", "r = 70, d = 15", "r = 70, d = 20", "r = 90, d = 20" are showed in Figure 1. We can see that the curves in the left figure shift to the right with larger d or r, since more observations are needed to complete a quaternion matrix of larger size or higher rank. Define the rescaled sample size \( n_{re} = n/(rd\log 2d) \), as showed in the right figure, several curves of "MSE v.s. \( n_{re} \)" are fairly aligned, showing that MSE is directly proportional to "\( rd\log 2d/n \)" quite precisely. In addition, we provide the curve of theoretical bound \( \frac{c}{n_{re}} \) for comparison (we choose \( c = 0.17 \) here). Note that from the viewpoint of convergence rate, \( O\left(\frac{1}{n_{re}}\right) \) was showed to be minimax optimal in [17].

Figure 1: \( q = 0 \), MSE v.s. \( n \) or \( \frac{n}{rd\log(2d)} \) (rescaled \( n \)) under different \( d, r \)

The approximate low-rank case under (3.8) with \( q = \frac{1}{2} \) is also numerically simulated. We generate NNPQM of size \( 50 \times 50, 70 \times 70, 90 \times 90 \), all are of full rank but only a few singular values are significant. Define the rescaled sample size \( n_{re} = n/\rho^{4/3}d^{1/3}\log(2d) \), the plots of "MSE v.s. \( n \)" and "MSE v.s. \( n_{re} \)" showed in Figure 2 are consistent with the obtained error bound (3.10). The curve of theoretical bound \( \frac{c}{n_{re}} \) with \( c = 0.15 \) is also provided.

Figure 2: \( q = \frac{1}{2} \), MSE v.s. \( n \) or \( \frac{n}{(\rho d - q)^2/2d \log(2d)} \) (rescaled \( n \)) under different \( d, \rho \)

In Remark 2 the obtained error bound indicates that the relative square error (RSE) is also related to the spikiness of the underlying NNPQM, more precisely, it is harder to complete a more spiky matrix. This relation is quite evident under the most spiky NNPQM that has only
one nonzero entry, since such a matrix cannot be well estimated unless nearly all entries are observed [18]. To further verify that such a relation between RSE and spikiness is not proof artifact but a general fact, we generate $50 \times 50$ rank-20 NNQPQMs with different spikiness values, then obtain the RSE that is set to be the mean value of 15 repetitions. The results are showed on the left side of Figure 3 as expected, the NNQM with lower spikiness can be better completed under the same conditions. Besides, we found that most real color images have spikiness lower than 2 (see Remark 2 for underlying rationale), thus, our framework nicely embraces color images.

It has been showed in [21] that no-replacement sampling is at least as good as sampling with replacement used in (3.1), (3.2). As a double check we compare two sampling schemes on a fixed $30 \times 30$ rank-5 NNQM corrupted by Gaussian noise of different levels. From the results on the right side of Figure 3 sampling without replacement seems more informative and leads to smaller error under the same conditions. In the following experiments, we adopt sampling without replacement since it is more commonly used in literature.

![Figure 3](image)

Figure 3: Left figure: RSE v.s. $n$ of NNQM with the same size, rank, but different spikiness values; Right Figure: MSE v.s. $n$ under different noise levels (scales), re = 'Y' or 'N' stands for sampling with or without replacement, respectively.

Recall that we propose to deal with unbalanced or correlated noise via choosing a suitable cross-channel weight, including noise level rebalance and noise correlation removal, see (3.22), (3.24) for the precise proposals. We first confirm the efficacy of "rebalancing noise level" on a synthetic $30 \times 30$ rank-5 NNQM, whose entries are corrupted by i.i.d. unbalanced Gaussian noise with covariance matrix $\Sigma_c = \text{diag}(1.5, 0.5, 0.2)$. By (3.20) the weight that completely achieves equal data fidelity is $W_s = \text{diag}(2/9, 10/9, 5/3)$, so we use $W(\gamma) = \text{diag}(1 - 7\gamma/9, 1 + \gamma/9, 1 + 2\gamma/3)$ as a trade-off. In the experiment we examined $\gamma = 0, 0.2, 0.4, 0.6, 0.8, 1.0$, where $\gamma = 0$ becomes the non-weighted case, and $\gamma = 1$ corresponds to the proposal in [65]. Note that a proper scaling of $\lambda$ in (3.7) is provided in (3.18), thus, we set

$$\lambda = C(\lambda) \sqrt{\frac{\text{Tr}(W \Sigma_c W) \log(2d)}{nd}}$$

(4.2)

for specific $W$. $C(\lambda)$ is tuned to be (nearly) optimal for a fair comparison among different $W(\gamma)$, and in this simulation the optimal $C(\lambda)$ always lies between 0.4 and 0.8. In Figure 3 we show the results under sample size 900, 800, 700, 500, when "n = 900" the robust completion problem becomes a denoising problem (recall that we sample without replacement).

14
Figure 4: (Noise level rebalance) MSE v.s. $C(\lambda)$ for $\gamma = 0, 0.2, 0.4, 0.6, 0.8, 1$, under $n = 900, 800, 700, 500$. The best $\gamma$ corresponding to the smallest MSE is given in the title.

From Figure 4 we see that a properly weighted loss brings significant improvement: When $n$ equals 900 or 800, the curves of $W(0.2), W(0.4), W(0.6)$ uniformly lie below that of $W(0)$; When $n$ equals 700, 500, the minimum MSE of $W(0.4)$ or $W(0.6)$ is still notably smaller compared with the non-weighted loss. It is interesting to see that a full balance of noise level, i.e., $W(1) = W_s$, could result in severe degradation.

In analogy we show removing noise correlation is an effective strategy to deal with correlated noise. We generate a $30 \times 30$ rank-2 NNPQM and then corrupt its entries by i.i.d. Gaussian noise, which is highly, positively correlated with covariance matrix $\Sigma_c = [0.70, 0.50, 0.50; 0.50, 0.70, 0.66; 0.50, 0.66, 0.70]$. Note that noise levels in three channels are the same, hence $W_s = I_3$, and (3.24) reduces to

$$W(\gamma) = (1 - \gamma)I_3 + \gamma W_c,$$

where $W_c$ is determined by (3.23). Similarly we test $\gamma = 0, 0.2, 0.4, 0.6, 0.8, 1.0$ under $n = 900$ (denoising), 700, 400, 200. $\lambda$ is set as (4.2) where $C(\lambda)$ is well tuned.

From Figure 5 we see that In denoising ($n=900$) and robust completion where $n = 700$ or 400, $W(0.2), W(0.4), W(0.6)$ are uniformly better than a non-weighted loss, while $W(0.8)$ achieves the smallest square error. Under a smaller sample size $n = 200$, the minimum MSE achieved by $"\gamma = 0.6"$ notably improves that of $"\gamma = 0"$. In addition, using $W(1) = W_c$ that
removes all correlations of noise leads to result worse than non-weighted loss, since it deviates from the identity matrix too much.

**Remark 3.** This remark is intended to provide an insight of $\gamma$. Since each observation is corrupted by noise in \((3.3)\), the robust completion problem can be viewed as a combination of completion and denoising. The only purpose of using $W_s$ or $W_c$ in $W(\gamma)$ is to adjust to the noise pattern and facilitate the denoising. By contrast, the other component $I_3$ aims to achieve the alignment between loss function and square error, hence it is crucial for the whole problem. From this perspective, $\gamma$ is actually weighting "to what extent the robust completion is a denoising problem". It is interesting to note that in Figure 4, Figure 5 when $n$ becomes smaller, the optimal $\gamma$ moves towards 0, and the curves of different $\gamma$ become closer, indicating that the improvement is less significant. This is because the completion dominates the whole problem while denoising plays a relatively minor role under small sample size.

### 4.2 Color Image

In this section we switch to real color image data. As mentioned above, the main advantage of quaternion-based inpainting method is that it completely captures the correlations among three channels. Under clean model we compare it with two real counterparts, i.e., completing...
each channel separately, or completing the concatenation matrix, see the details and results in supplementary materials. Interested readers may refer to [31] for comparisons between different types of methods (e.g., tensor-based method).

The noise correction proposal is one of our main contributions. To present its successful application in real data, we provide three numerical examples on 128 × 128 color images from the Linnaeus 5 dataset. More additional experiments can be found in the supplementary materials. Let \( G = [0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0] \). In the first row of Figure 6 we use an unbalanced noise with \( \Sigma_c = \text{diag}(90, 10, 15) \), hence the R channel suffers from much severer noise, then we apply a loss weighted by \( W(\gamma) \) in (3.22) with \( \gamma \) tuned over \( G \). \( W(0.7) \) was found to be optimal, see the result in the last column. In the second row the noise covariance matrix is \( \Sigma_c = [75, 70, 65; 70, 75, 63; 65, 63, 75] \), (3.24) (now reduced to \( W(\gamma) = (1 - \gamma)I_3 + \gamma W_c \)) is used to remove some noise correlations. We tuned \( \gamma \) over \( G \) and found \( W(0.5) \) is the best. The noise in the third row has covariance matrix given by \( \Sigma_c = [75, 70, 0; 70, 75, 0; 0, 0, 5] \), thus, it is highly correlated in R, G channels, and also unbalanced since the noise level in channel R, G is much higher than channel B. Based on (3.24), \( W(\gamma_1, \gamma_2) = (1 - \gamma_1 - \gamma_2)I_3 + \gamma_1 W_s + \gamma_2 W_c \) is employed to cope with the noise, where \((\gamma_1, \gamma_2)\) is tuned over \( G \times G \). The result under the optimal choice \( W(0.7, 0.1) \) is given in the last column. The improvement on PSNR report the success of our proposal to adapt to the noise pattern.
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Figure 6: (Correcting the noise in real data) The first column: original images; The second column: observed images with 85% of the entries; The third column: images reconstructed by non-weighted loss; The last column: images reconstructed by properly weighted loss.
5 Concluding Remarks

Quaternion-based method for color image inpainting was widely studied in literature. We notice that most works focus on algorithm design and convergence, or aim to propose new rank surrogate to replace nuclear norm, while the theoretical guarantee on reconstructed error remains under-developed. To our best knowledge, [31] is the only paper that presents an exact recovery guarantee, however, the stringent incoherence condition and exact low-rankness are required, which may not be satisfied by color images.

The main aim of this paper is to fill the theoretical vacancy. In this work, we formulate color image inpainting as a robust pure quaternion matrix completion problem, and obtain an error bound under much more relaxed conditions that nicely match color images. Moreover, we achieve stronger robustness than previous work [31] since all observations are corrupted, while the corrupted entries are assumed to be sufficiently sparse in their work.

To be more general, we consider a quadratic loss weighted among three channels (3.5), and the obtained error bound motivates us to handle unbalanced or highly-correlated noise via a suitable cross-channel weight. More specifically, we propose two noise correction strategies with the core spirit of rebalancing noise level, or removing noise correlation. It is interesting to note that [65] also used a diagonal weight in color image denoising, the weight therein corresponds to $W^{(1)}$ in (3.22). However, we use numerical results Figure 4 to report that such an extreme choice may not be sensible. The underlying rationale is also provided, see our analysis on factors $F_1$, $F_2$.

Our main results are restricted to completing a non-negative pure quaternion matrix because of the background of color image inpainting, however, all of them directly extend to general quaternion matrix completion, which is also an under-studied topic. In completion of a general quaternion matrix from corrupted observations, for example, a quadratic loss weighted by a suitable $4 \times 4$ positive definite matrix can be applied to adapt to the noise pattern, which achieves stronger robustness.

A Proofs of Technical Tools

Proof of Lemma 1. Assume rank($A$) = $r \leq \min\{M, N\}$, then $A$ has $r$ positive singular values $\sigma_1(A) \geq \ldots \geq \sigma_r(A)$. Then we have

$$||A||_{nu} = \sum_{i \in [r]} \sigma_i(A) \leq \sqrt{\left(\sum_{i \in [r]} 1^2\right)\left(\sum_{i \in [r]} \sigma_i(A)^2\right)} \leq \sqrt{r} ||A||_F,$$

where we use Cauchy inequality. \hfill $\Box$

Proof of Lemma 2. I. We first show that we can only consider square matrices with no loss of generality. If $M < N$, we consider $\tilde{A} = [A^T, 0^T]^T$, $\tilde{B} = [B^T, 0^T]^T \in \mathbb{Q}^{N \times N}$; If $M > N$ we consider $\tilde{A} = [A \ 0]$, $\tilde{B} = [B \ 0] \in \mathbb{Q}^{M \times M}$. It can be easily seen that both transforms preserve inner product, nuclear norm and operator norm.

II. Assume $A, B \in \mathbb{Q}^{M \times M}$, and $B = U \Sigma V^*$ is the QSVD of $B$, where $U, V \in \mathbb{Q}^{M \times M}$ are unitary, and $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_M) \in \mathbb{R}^{M \times M}$. Then $\langle A, B \rangle = \text{Tr}(A^*B) = \text{Tr}(A^*U \Sigma V^*) = \text{Tr}(C \Sigma V^*)$, where we let $A^*U = C = [c_{ij}] \in \mathbb{Q}^{M \times M}$. Let $U = [u_1, \ldots, u_M]$, then the $i$-th ($i \in [M]$) column of $C$ is $A^*u_i$, so the $\ell_2$ norm of columns of $C$ are bounded by $||A^*u_i||_2 \leq \ldots$
The main ingredient is the complex adjoint matrix (2.2). We consider
Proof of Lemma 4.

Proof of Lemma 3. We only consider square matrix $A \in \mathbb{Q}^{M \times M}$ for the same reason as Lemma 2. Let $B = A_0 + A_1 i$, $C = A_2 + A_3 i \in \mathbb{C}^{M \times M}$, then $A = B + C j$. Denote the set of $M \times M$ quaternion unitary matrices, complex unitary matrices, (real) orthogonal matrices by $\mathcal{U}_Q$, $\mathcal{U}_C$, and $\mathcal{U}_R$ respectively, evidently, $\mathcal{U}_R \subset \mathcal{U}_C \subset \mathcal{U}_Q$. By Theorem 5 in [68] we have $\|A\|_{\text{nu}} = \sup_{U, V \in \mathcal{U}_Q} |\text{Tr}(UAV^*)|$, which delivers that

$$\|A\|_{\text{nu}} \geq \sup_{U, V \in \mathcal{U}_C} |\text{Tr}(UAV^*)| = \sup_{U, V \in \mathcal{U}_C} |\text{Tr}(UBV^*)| \geq \sup_{U, V \in \mathcal{U}_R} |\text{Tr}(UBV^*)| = \|B\|_{\text{nu}},$$

by complex SVD of $B$ it is not hard to show the last equality. We can further proceed it by

$$\|B\|_{\text{nu}} = \sup_{U, V \in \mathcal{U}_R} |\text{Tr}(UBV^*)| \geq \sup_{U, V \in \mathcal{U}_R} |\text{Tr}(UA_0 + A_1 i V^*)|$$

$$= \sup_{U, V \in \mathcal{U}_R} |\text{Tr}(UA_0 V^*) + \text{Tr}(UA_1 V^*) i| \geq \sup_{U, V \in \mathcal{U}_R} |\text{Tr}(UA_0 V^*)| = \|A_0\|_{\text{nu}},$$

by real SVD of $A_0$ we can verify the last equality. 

Proof of Corollary 1. Let $\nu$ be the unit quaternion $\nu_0 - \nu_1 i - \nu_2 j - \nu_3 k$, we consider $\nu A$, then we have $\|\nu A\|_{\text{nu}} = \|A\|_{\text{nu}}$. Evidently, we have $[\nu A]_1 = \nu_0 A_0 + \nu_1 A_1 + \nu_2 A_2 + \nu_3 A_3$, then the result follows by using Lemma 3.

Proof of Lemma 4. The main ingredient is the complex adjoint matrix (2.2). We consider the complex adjoint $\{[S_1]\_c, \ldots, [S_n]\_c\} \subset \mathbb{C}^{2M \times 2M}$, which are independent Hermitian random matrices with zero mean. Note that $[\cdot]\_c$ preserves the operator norm, expectation, and multiplication, so for any integer $p \geq 2$ we have

$$\frac{1}{2} p! R^{p-2} \sigma^2 \geq \|\mathbb{E}[S_k^p]\|_{\text{op}} = \|\mathbb{E}[S_k^p]\|_{\text{op}} = \|\mathbb{E}[S_k^p]\|_{\text{op}} = \|\mathbb{E}[S_k^p]\|_{\text{op}}.$$

Then by using Theorem 6.2 in [69], for any $t > 0$ we have

$$\mathbb{P}\left[\|\frac{1}{n} \sum_{k=1}^n S_k\|_{\text{op}} \geq t\right] = \mathbb{P}\left[\|\sum_{k=1}^n [S_k]\_c\|_{\text{op}} \geq nt\right]$$

$$\leq \sum_{a=\pm 1} \mathbb{P}\left[\lambda_{\text{max}}(\sum_{k=1}^n [a S_k]\_c) \geq nt\right] \leq 4M \exp \left(-\frac{nt^2}{2(\sigma^2 + R^t)}\right),$$

which finishes the proof. 
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B Proofs of Main Results

B.1 Error Bound

Proof of Lemma 5 I. We first decompose the complementary event into countably infinite events. State the complementary event as

\[ \mathcal{B} = \{ \exists \Theta_0 \in C(\psi), \text{s.t. } \mathcal{F}_X(\Theta_0) \leq \frac{\kappa}{d_1 d_2} ||\Theta_0||^2_{w,F} - T_0 \} , \]

note that \( \mathbb{E} \mathcal{F}_X(\Theta) = ||\Theta||^2_{w,F} / (d_1 d_2) \), so \( \mathcal{B} \) implies

\[ \left| \mathcal{F}_X(\Theta_0) - \mathbb{E} \mathcal{F}_X(\Theta_0) \right| \geq \left( \frac{1 - \kappa}{d_1 d_2} \right) ||\Theta_0||^2_{w,F} + T_0. \]  \( \text{(B.1)} \)

By (3.9) we know \( ||\Theta_0||^2_{w,F} \geq D_0 =: \alpha^2 d_1 d_2 \sqrt{\frac{\psi_1 \log(d_1 + d_2)}{n}} \), hence by a fixed \( \zeta > 1 \) (which will be specified later) there exists positive integer \( l \) such that \( ||\Theta_0||^2_{w,F} \in [\zeta^{l-1} D_0, \zeta^l D_0) \), hence

\[ \Theta_0 \in C(\psi, l) := C(\psi) \cap \{ \Theta : ||\Theta||^2_{w,F} \in [\zeta^{l-1} D_0, \zeta^l D_0) \}. \]  \( \text{(B.2)} \)

We define \( Z_x(l) = \sup_{\Theta \in C(\psi, l)} |\mathcal{F}_X(\Theta) - \mathbb{E} \mathcal{F}_X(\Theta)| \), then by combining (B.1), (B.2) we know the event defined by

\[ \mathcal{B}_l := \left\{ Z_x(l) \geq \left( \frac{1 - \kappa}{d_1 d_2} \right) \zeta^{l-1} D_0 + T_0 \right\} \]  \( \text{(B.3)} \)

holds. Therefore, we have

\[ \mathbb{P}(\mathcal{B}) \leq \sum_{l=1}^{\infty} \mathbb{P}(\mathcal{B}_l). \]  \( \text{(B.4)} \)

II. It suffices to bound \( \mathbb{P}(\mathcal{B}_l) \) for positive integer \( l \). We first bound the deviation \( |Z_x(l) - \mathbb{E} Z_x(l)| \). Let \( \tilde{X} = \{ \tilde{X}_1, \tilde{X}_2, ..., \tilde{X}_n \} \), i.e., only the first component may vary from \( X \), then for any positive integer \( l \) we have

\[ \sup_{x, \tilde{x}} |Z_x(l) - Z_{\tilde{x}}(l)| = \sup_{x, \tilde{x}} \sup_{\Theta \in C(\psi, l)} \left| \mathcal{F}_X(\Theta) - \mathbb{E} \mathcal{F}_X(\Theta) \right| \leq \sup_{\Theta \in C(\psi, l)} \sup_{x, \tilde{x}} \frac{1}{n} \left| \langle X_1, \Theta \rangle^2_w - \langle \tilde{X}_1, \Theta \rangle^2_w \right| \leq \frac{\psi_1^2 \alpha^2}{n}, \]

where we use \( ||\Theta||_{w,\infty} \leq \psi_1 \alpha \) in the last inequality. Since \( n \) components in \( \tilde{X} \) are symmetrical, by bounded difference inequality (e.g., Corollary 2.21, [63]), for any \( t > 0 \) we have

\[ \mathbb{P} \left[ Z_{\tilde{x}}(l) - \mathbb{E} Z_{\tilde{x}}(l) \geq t \right] \leq \exp \left( -\frac{2nt^2}{\psi_1^4 \alpha^4} \right). \]  \( \text{(B.5)} \)

It remains to bound \( \mathbb{E} Z_x(l) \). Let \( \varepsilon = (\varepsilon_1, ..., \varepsilon_n) \) be i.i.d. Rademacher random variables \( (\mathbb{P}[\varepsilon_k = 1] = \mathbb{P}[\varepsilon_k = -1] = 1/2) \), then by symmetrization of expectations (e.g., Theorem 16.1, [62]), we plug in the definition of \( Z_x(l) \), \( \mathcal{F}_X(\Theta) \), it yields that

\[ \mathbb{E} Z_x(l) = \mathbb{E} \sup_{\Theta \in C(\psi, l)} \left| \frac{1}{n} \sum_{k=1}^{n} \left| \langle X_k, \Theta \rangle^2_w - \mathbb{E} \langle X_k, \Theta \rangle^2_w \right| \right| \leq 2 \mathbb{E} \sup_{\Theta \in C(\psi, l)} \left| \frac{1}{n} \sum_{k=1}^{n} \varepsilon_k \langle X_k, \sqrt{\mathbb{W}} \Theta \rangle^2 \right|, \]  \( \text{(B.6)} \)
where $\mathbb{E}_x$, $\mathbb{E}_\varepsilon$ denote taking expectation of the random variables in subscript. Moreover, by

dividing three parts, applying Talagrand’s inequality (e.g., Theorem 16.2, [62]) we have

$$
\mathbb{E}_\varepsilon \sup_{\Theta \in \mathcal{C}(\psi,l)} \left| \frac{1}{n} \sum_{k=1}^{n} \varepsilon_k \left( X_{k}, \sqrt{W \Theta} \right)^2 \right|
\leq (2\psi_1 \alpha)^2 \sum_{\vartheta \in \{i,j,k\}} \mathbb{E}_\varepsilon \sup_{\Theta \in \mathcal{C}(\psi,l)} \left| \frac{1}{n} \sum_{k=1}^{n} \varepsilon_k \left( X_{k}, [\sqrt{W \Theta}]_{\vartheta}(2\psi_1 \alpha)^{-1} \right)^2 \right|
\leq 4\psi_1 \alpha \sum_{\vartheta \in \{i,j,k\}} \mathbb{E}_\varepsilon \sup_{\Theta \in \mathcal{C}(\psi,l)} \left| \left( \frac{1}{n} \sum_{k=1}^{n} \varepsilon_k X_{k}, [\sqrt{W \Theta}]_{\vartheta} \right) \right|.
$$

By plugging (B.7) in (B.6) and using Corollary 1 it yields that

$$
\mathbb{E} Z_x(l) \leq 8\psi_1 \alpha \sum_{\vartheta \in \{i,j,k\}} \left\{ \mathbb{E} \left| \frac{1}{n} \sum_{k=1}^{n} \varepsilon_k X_{k} \right|_{op} \right\} \sup_{\Theta \in \mathcal{C}(\psi,l)} \left| [\sqrt{W \Theta}]_{\vartheta} \right|_{nu}
\leq 24\psi_1 \alpha \left\{ \mathbb{E} \left| \frac{1}{n} \sum_{k=1}^{n} \varepsilon_k X_{k} \right|_{op} \right\} \left\| \sqrt{W} \right\|_{2,\infty} \sup_{\Theta \in \mathcal{C}(\psi,l)} \left| \Theta \right|_{mu}
\leq 24\psi_1 \psi_2 \rho^{\frac{1}{2} - \alpha} \left\{ \mathbb{E} \left| \frac{1}{n} \sum_{k=1}^{n} \varepsilon_k X_{k} \right|_{op} \right\} \left\| \sqrt{W} \right\|_{2,\infty} \sup_{\Theta \in \mathcal{C}(\psi,l)} \left| \Theta \right|_{F}^{\frac{2 - 2\alpha}{2 - \alpha}},
$$

while clearly we have $\left\| \sqrt{W} \right\|_{2,\infty} = \sqrt{\left\| W \right\|_{\infty}}$. By Matrix Bernstein (Theorem 6.1.1, [61]) it is not hard to show (assume $\left| \min\{d_1, d_2\} \log(d_1 + d_2) \right| / n \leq 1/16$)

$$
\mathbb{E} \left| \frac{1}{n} \sum_{k=1}^{n} \varepsilon_k X_{k} \right|_{op} \leq \frac{3}{2} \left( d_1 d_2 \right)^{-\frac{1}{2}} \sqrt{\frac{\max\{d_1, d_2\} \log(d_1 + d_2)}{n}}.
$$

By (B.2) we know for any $\Theta \in \mathcal{C}(\psi,l)$ it holds that

$$
\zeta^l D_0 \geq \left\| \Theta \right\|_{w,F}^{2} \geq \lambda_{\min}(W) \left\| \Theta \right\|_{F}^{2}
$$

Plug (B.9), (B.10) in (B.8), some algebra yields

$$
\mathbb{E} Z_x(l) \leq \left\{ (2 - q)T_0 \right\}^{\frac{1}{1 - q}} \left\{ \zeta^l D_0 \right\} \left( \frac{1}{d_1 d_2} \right)^{\frac{1 - q}{2}} \leq \frac{1 - q}{2} \frac{\zeta^l D_0}{d_1 d_2} + T_0
$$

By combining with (B.3), (B.5), we have

$$
\mathbb{P}(\mathcal{B}_l) \leq \mathbb{P} \left[ Z_x(l) - \mathbb{E} Z_x(l) \geq \left( \frac{1 - \kappa}{\zeta} - \frac{1 - q}{2} \right) \frac{\zeta^l D_0}{d_1 d_2} \right] \leq \exp \left( -\frac{2\kappa \zeta^2 D_0^2}{\psi_1^4 \alpha^4 (d_1 d_2)^2} \right),
$$

where we let $\kappa_1 = \frac{1 - \kappa}{\zeta} - \frac{1 - q}{2}$, which is in $(0, 1)$ by letting $\kappa$ close to 0, $\zeta$ close to 1. We then take the union bound, plug in $D_0$, and use $\zeta^{2l} > 2l \log \zeta$

$$
\mathbb{P}(\mathcal{B}) \leq \sum_{l=1}^{\infty} \mathbb{P}(\mathcal{B}_l) \leq \sum_{l=1}^{\infty} (d_1 + d_2)^{-\frac{4\kappa \zeta^{2l} \log \zeta_1}{\alpha^4}} \leq 2(d_1 + d_2)^{-3/4},
$$
We use the established \((\mathcal{M}, \overline{\mathcal{M}})\) to proceed. By decomposability (B.15) and triangle inequality, we have

\[
||\tilde{\Theta}||_{\text{nu}} - ||\tilde{\Theta}||_{\text{nu}} = ||\mathcal{P}_{\mathcal{M}} \tilde{\Theta} + \mathcal{P}_{\mathcal{M}^\perp} \tilde{\Theta} + \mathcal{P}_{\overline{\mathcal{M}}} \hat{\Delta} + \mathcal{P}_{\overline{\mathcal{M}}^\perp} \hat{\Delta}||_{\text{nu}} - ||\mathcal{P}_{\mathcal{M}} \tilde{\Theta} + \mathcal{P}_{\mathcal{M}^\perp} \tilde{\Theta}||_{\text{nu}} \\
\geq ||\mathcal{P}_{\mathcal{M}} \tilde{\Theta}||_{\text{nu}} + ||\mathcal{P}_{\mathcal{M}^\perp} \hat{\Delta}||_{\text{nu}} - ||\mathcal{P}_{\overline{\mathcal{M}}} \hat{\Theta}||_{\text{nu}} - ||\mathcal{P}_{\overline{\mathcal{M}}^\perp} \hat{\Theta}||_{\text{nu}} - ||\mathcal{P}_{\mathcal{M}} \tilde{\Theta}||_{\text{nu}} - ||\mathcal{P}_{\mathcal{M}^\perp} \tilde{\Theta}||_{\text{nu}} \\
= ||\mathcal{P}_{\mathcal{M}^\perp} \hat{\Delta}||_{\text{nu}} - 2 ||\mathcal{P}_{\mathcal{M}^\perp} \tilde{\Theta}||_{\text{nu}} - ||\mathcal{P}_{\overline{\mathcal{M}}^\perp} \hat{\Delta}||_{\text{nu}}.
\]
By combining with the optimality in (3.4) we have \(|\mathcal{P}_M \hat{\Delta}|_{nu} \leq 2|\mathcal{P}_M \hat{\Theta}|_{nu} + |\mathcal{P}_M \hat{\Phi}|_{nu}\) then we bound \(|\hat{\Delta}|_{nu}\) by triangle inequality, (B.17), Lemma \(\Pi\) \(\text{rank}(\mathcal{P}_M \hat{\Delta}) \leq 2z\), (B.16)

\[
|\hat{\Delta}|_{nu} \leq |\mathcal{P}_M \hat{\Delta}|_{nu} + |\mathcal{P}_M \hat{\Phi}|_{nu} \leq 2|\mathcal{P}_M \hat{\Theta}|_{nu} + 2|\mathcal{P}_M \hat{\Phi}|_{nu}
\]

(B.19)

which holds for any threshold \(\tau > 0\). Assume \(\hat{\Delta} \neq 0\), we choose \(\tau = \left(\frac{|\hat{\Delta}|^2_\rho}{\rho}\right)^{\frac{1}{2}}\) and then obtain (3.13).

(2) Again we use the framework established in the proof of (1). From the optimality of (3.7), we have

\[
\lambda(||\hat{\Theta}|_{nu} - ||\hat{\Theta}|_{nu}) \leq \mathcal{L}_w(\hat{\Theta}) - \mathcal{L}_w(\hat{\Theta}).
\]

(B.20)

Recall the notation in (3.10), some algebra yields

\[
\mathcal{L}_w(\hat{\Theta}) - \mathcal{L}_w(\hat{\Theta}) = \frac{1}{2} \mathcal{F}_\mathcal{F}(\hat{\Delta}) - \text{Re}(\frac{1}{n} \sum_{k=1}^n (W \epsilon_k)X_k, \hat{\Delta}).
\]

(B.21)

Further use Lemma 2 and our choice of \(\lambda\) (3.14), we obtain

\[
\mathcal{L}_w(\hat{\Theta}) - \mathcal{L}_w(\hat{\Theta}) \leq \left\| \frac{1}{n} \sum_{k=1}^n (W \epsilon_k)X_k \right\|_\text{op} |\hat{\Delta}|_{nu} \leq \frac{\lambda}{C_1} |\hat{\Delta}|_{nu}.
\]

(B.22)

Plug \(|\hat{\Delta}|_{nu} \leq |\mathcal{P}_M \hat{\Delta}|_{nu} + |\mathcal{P}_M \hat{\Phi}|_{nu}\) in (B.22), then combine with (B.20), and further use (B.18) which is still valid here, we obtain

\[
|\mathcal{P}_M \hat{\Delta}|_{nu} \leq \frac{C_1 + 1}{C_1 - 1} |\mathcal{P}_M \hat{\Delta}|_{nu} + \frac{2C_1}{C_1 - 1} |\mathcal{P}_M \hat{\Phi}|_{nu},
\]

again we use triangle inequality, it yields that

\[
|\hat{\Delta}|_{nu} \leq |\mathcal{P}_M \hat{\Delta}|_{nu} + |\mathcal{P}_M \hat{\Phi}|_{nu} \leq \frac{2C_1}{C_1 - 1} \left[ |\mathcal{P}_M \hat{\Delta}|_{nu} + |\mathcal{P}_M \hat{\Phi}|_{nu} \right]
\]

(B.23)

Then we follow (B.19) and the choice of \(\tau\) in (1), (3.15) follows. \(\square\)

**Proof of Theorem 1.** By (3.3), (3.4) we know \(|\hat{\Delta}|_{\infty} \leq 2\alpha\). Also, recall that \(\hat{\Delta}\) satisfies (3.13). Let \(W = I_3\). We consider the constraint set \(C(2, 5, \psi_3)\) where \(\psi_3\) are slightly large such that Lemma 3 holds, i.e., there exists \(\kappa \in (0, 1)\) such that with probability higher than \(1 - 2(d_1 + d_2)^{-3/4}\),

\[
\frac{1}{n} \sum_{k=1}^n |\langle X_k, \Theta \rangle|^2 \geq \kappa \left| \frac{||\Theta||_F^2}{d_1 d_2} - T_0 \right|
\]

(B.24)

holds for all \(\Theta \in C(2, 5, \psi_3)\). By constraint in (3.4) we know \(\frac{1}{n} \sum_{k=1}^n |\langle X_k, \hat{\Delta} \rangle|^2 = 0\). We rule out \(2(d_1 + d_2)^{-3/4}\) probability and assume (B.24) holds. Let us obtain (3.10) by considering two possible cases.

**Case 1.** \(\hat{\Delta} \in C(2, 5, \psi_3)\). By (3.24) we obtain \(\kappa ||\hat{\Delta}||_F^2/(d_1 d_2) \leq T_0\). Note that we let \(W = I_3\), by plugging in (3.12) we obtain (3.16).
Case 2. $\Delta \notin \mathcal{C}(2, 5, \psi_3)$. Since we have shown that $\Delta$ satisfies the first, the second constraint of $\mathcal{C}(2, 5, \psi_3)$, hence it violates the third one, i.e., $\frac{||\Delta||}{\rho} \leq \alpha^2 \sqrt{\frac{\psi_3 \log(d_1 + d_2)}{n}}$, which also implies (3.10) under the scaling $n < d_1d_2$ and $\rho \geq (d_1d_2)^{n/2}$.

**Proof of Lemma 7.** We let $\bar{e}_k = W e_k$, then $\bar{e}_k \sim \mathcal{N}(0, W \Sigma \Sigma W)$ if viewed as 3-dimensional real random vector. To simplify the notation, we define $\Sigma_k$ to be $W \Sigma \Sigma W$. We aim to use Lemma 11 to show the concentration property of $||\sum_{k=1}^{n} \bar{e}_k X_k / n||_{op}$, hence we first transform the rectangular matrix $\bar{e}_k X_k$ to square matrix:

$$S_k = \begin{bmatrix} 0 & \bar{e}_k X_k^T \\ \bar{e}_k^* X_k & 0 \end{bmatrix} \in \mathbb{Q}(d_1 + d_2) \times (d_1 + d_2).$$

Note that $S_1, \ldots, S_n$ are independent Hermitian random matrices with zero mean, i.e., $\mathbb{E}S_k = 0$. Besides, it is not hard to show $\sum_{k=1}^{n} S_k$ has the same operator norm as $\sum_{k=1}^{n} \bar{e}_k X_k$, then it remains to bound the moments of $\mathbb{E}S_k^{2l}$ for $l \geq 2$. By calculation, for any $p \geq 1$, we have

$$S_k^{2p} = \begin{bmatrix} |\bar{e}_k|^{2p} X_k X_k^T & 0 \\ 0 & |\bar{e}_k|^{2p} \bar{e}_k^* \Sigma \Sigma W \bar{e}_k X_k \end{bmatrix}.$$  

We know $X_k = e_{k(i)}^T e_{k(j)}^T$ and $(k(i), k(j)) \sim \text{unif}(d_1 \times d_2)$, hence $X_k X_k^T = e_{k(i)}^T e_{k(i)}^T$ in $\mathbb{R}^{d_1 \times d_1}$, which implies that $\mathbb{E}X_k X_k^T = d_1^{-1}I_{d_1}$. Similarly, we have $\mathbb{E}X_k^T X_k = d_2^{-1}I_{d_2}$. Thus, $||\mathbb{E}S_k^{2p}||_{op} = \mathbb{E}|\bar{e}_k|^{2p} / \min\{d_1, d_2\}$. Since $\bar{e}_k \sim \mathcal{N}(0, \Sigma)$, assume the diagonal of $\Sigma$ is $(\sigma_{11}^2, \sigma_{22}^2, \sigma_{33}^2)^T$, then we know $[\bar{e}_k]_1 \sim \mathcal{N}(0, \sigma_{11}^2), [\bar{e}_k]_2 \sim \mathcal{N}(0, \sigma_{22}^2), [\bar{e}_k]_3 \sim \mathcal{N}(0, \sigma_{33}^2)$. Hence,

$$\mathbb{E}|\bar{e}_k|^{2p} = \mathbb{E}[[\bar{e}_k]_1^{2p} + [\bar{e}_k]_2^{2p} + [\bar{e}_k]_3^{2p}] \leq 3^{p-1} \mathbb{E}[[\bar{e}_k]_1^{2p} + [\bar{e}_k]_2^{2p} + [\bar{e}_k]_3^{2p}] \leq \frac{1}{2} (2p)! \sqrt{\text{Tr}(\Sigma)}.$$

where we use $2 \times 3^{p-1} \leq (2p)!$ in the last inequality. Therefore, we obtain

$$||\mathbb{E}S_k^{2p}||_{op} \leq \frac{1}{2} (2p)! \sqrt{\text{Tr}(\Sigma)} \leq \frac{\text{Tr}(\Sigma)}{\min\{d_1, d_2\}},$$

showing that $S_k$ satisfies moment constraint (2.3) for even numbers under $R = \sqrt{\text{Tr}(\Sigma)}$, $\sigma^2 = \frac{R^2}{\min\{d_1, d_2\}}$. Moreover, for $p \geq 1$ we have

$$S_k^{2p+1} = \begin{bmatrix} 0 & \bar{e}_k \Sigma \Sigma W \bar{e}_k^* X_k \bar{e}_k \Sigma \Sigma W \bar{e}_k^* X_k^T \\ \bar{e}_k \Sigma \Sigma W \bar{e}_k^* X_k & 0 \end{bmatrix},$$

hence $\mathbb{E}S_k^{2p+1} = 0$. By using Lemma 14 for any $t > 0$ it holds that

$$\mathbb{P} \left[ \frac{1}{n} \sum_{k=1}^{n} \bar{e}_k X_k \geq t \right] \leq 4(d_1 + d_2) \exp \left( -\frac{n \min\{d_1, d_2\} t^2}{2 R (R + t \min\{d_1, d_2\})} \right),$$

where $R = \sqrt{\text{Tr}(\Sigma)}$. We then plug in $t = 2R \sqrt{\frac{\log(d_1 + d_2)}{n \min\{d_1, d_2\}}}$, assume $\frac{\min\{d_1, d_2\} \log(d_1 + d_2)}{n}$ is small, we have

$$\mathbb{P} \left[ \frac{1}{n} \sum_{k=1}^{n} (W e_k) X_k \geq \frac{2 \sqrt{\text{Tr}(W \Sigma W) \log(d_1 + d_2)}}{n \min\{d_1, d_2\}} \right] \leq 4(d_1 + d_2)^{-3/4}. \quad (B.25)$$
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Proof of Theorem 2. By (3.10), (3.17), we have \(|\hat{\Delta}|_{w,\infty} \leq |\hat{\Theta}|_{w,\infty} + |\tilde{\Theta}|_{w,\infty} \leq 2\alpha\). By Lemma 7 we can rule out probability \(1 - 4(d_1 + d_2)^{-3/4}\) and assume (3.14) holds, by Lemma 6 we obtain (3.15). Then we consider the constraint set \(C(2, \frac{5C}{C_1} - \psi_3)\), where \(\psi_3\) is slightly large such that Lemma 5 is valid, i.e., there exists \(\kappa \in (0,1)\) such that with probability higher than \(1 - 2(d_1 + d_2)^{-3/4}\),

\[
F_{\mathcal{X}}(\Theta) \geq \kappa \frac{||\Theta||^2_{w,F}}{d_1d_2} - T_0,
\]  
(B.26)
holds for all \(\Theta \in C(2, 5C/(C_1 - 1), \psi_3)\). Therefore, both (3.15) and (B.26) hold with probability at least \(1 - 6(d_1 + d_2)^{-3/4}\). We show (3.19) by discussing whether \(\hat{\Delta}\) falls onto \(C(2, 5C/(C_1 - 1), \psi_3)\).

Case 1. \(\hat{\Delta} \in C(2, 5C/(C_1 - 1), \psi_3)\), and \(T_0 \leq \frac{\kappa}{2d_1d_2} ||\hat{\Delta}||^2_{w,F}\). Then by (B.26) we have

\[
F_{\mathcal{X}}(\hat{\Delta}) \geq \kappa \frac{||\hat{\Delta}||^2_{w,F}}{2d_1d_2}.
\]  
(B.27)

By combining with (B.20), (B.21), (3.14), we derive an inequality

\[
\lambda||\hat{\Delta}||_{\infty} \geq \lambda(||\hat{\Theta}||_{\infty} - ||\tilde{\Theta}||_{\infty}) = \mathcal{L}_w(\hat{\Theta}) - L_w(\tilde{\Theta}) = \frac{1}{2}F_{\mathcal{X}}(\hat{\Delta}) - \text{Re}\langle \frac{1}{n} \sum_{k=1}^{n} (W\epsilon_k)X_k, \hat{\Delta}\rangle
\]

\[
\geq \frac{\kappa}{4d_1d_2} ||\hat{\Delta}||^2_{w,F} - \frac{\lambda}{C_1} ||\hat{\Delta}||_{\infty} \geq \frac{\kappa \lambda_{\min}(W)}{4d_1d_2} ||\hat{\Delta}||^2_F - \frac{\lambda}{C_1} ||\hat{\Delta}||_{\infty}. 
\]

Further plug in (3.15), (3.18), we obtain

\[
||\hat{\Delta}||^2_F \leq \frac{\rho}{(d_1d_2)^{\eta/2}} \frac{d_1d_2}{\lambda_{\min}(W)} \rho^{2-n} ||\hat{\Delta}||^{2-2n}_{F} \sqrt{\text{Tr}(W\Sigma_c W) \log(d_1 + d_2)} \frac{n \min\{d_1, d_2\}}{n},
\]

by some algebra it reduces to

\[
\frac{||\hat{\Delta}||^2_F}{d_1d_2} \leq \frac{\rho}{(d_1d_2)^{\eta/2}} \left( \frac{\text{Tr}(W\Sigma_c W) \max\{d_1, d_2\} \log(d_1 + d_2)}{\lambda_{\min}(W)^2} \right)^{1-\eta/2}. 
\]  
(B.28)

Cases 2. \(\hat{\Delta} \in C(2, 5C/(C_1 - 1), \psi_3)\), and \(T_0 \geq \frac{\kappa}{2d_1d_2} ||\hat{\Delta}||^2_{w,F}\). Then the latter inequality implies \(T_0 \geq \frac{\kappa \lambda_{\min}(W)}{2d_1d_2} ||\hat{\Delta}||^2_F\), we plug in \(T_0 \) (3.12), some algebra yields

\[
\frac{||\hat{\Delta}||^2_F}{d_1d_2} \leq \frac{\rho}{(d_1d_2)^{\eta/2}} \left( \frac{||W||_{\infty} \alpha^2 \max\{d_1, d_2\} \log(d_1 + d_2)}{\lambda_{\min}(W)^3} \right)^{1-\eta/2}. 
\]  
(B.29)

Cases 3. \(\hat{\Delta} \notin C(2, 5C/(C_1 - 1), \psi_3)\). We have showed \(\hat{\Delta}\) satisfies the first two constraints of \(C(2, 5C/(C_1 - 1), \psi_3)\), so it violates the third one, i.e., \(||\hat{\Delta}||^2_{w,F} \leq \alpha^2(d_1d_2) \sqrt{\frac{\psi_3 \log(d_1 + d_2)}{n}}\), combine with \(||\hat{\Delta}||^2_{w,F} \geq \lambda_{\min}(W)||\hat{\Delta}||^2_F\), we obtain

\[
\frac{||\hat{\Delta}||^2_F}{d_1d_2} \leq \frac{\alpha^2}{\lambda_{\min}(W)} \sqrt{\frac{\psi_3 \log(d_1 + d_2)}{n}},
\]  
(B.30)

which is also dominated by the right hand side of (3.19) under the scaling \(n < d_1d_2\) and \(\rho \geq (d_1d_2)^{\eta/2}\). So the result follows. \(\square\)
B.2 Noise Correction

**Proof of Lemma 8.** Let the eigenvalue decomposition of $\Sigma_c$ be $O\Lambda OT^T$, where $O$ is orthogonal matrix, $\Lambda = \text{diag}(\lambda_1, \lambda_2, \lambda_3)$. We then define $\tilde{W} = OTW O^T$, which is positive definite with trace equaling 3, and we use $\tilde{w}_{ij}$ to denote the $(i,j)$ entry of $\tilde{W}$, so the constraint is $\tilde{w}_{11} + \tilde{w}_{22} + \tilde{w}_{33} = 3$. Then we plug in the objective, it yields that

$$\text{Tr}(W \Sigma_c W) = \text{Tr}(\tilde{W} \tilde{W}^T \Lambda) = \sum_{i=1}^{3} \lambda_i [\sum_{j=1}^{3} \tilde{w}_{ij}^2] \geq \sum_{i=1}^{3} \lambda_i \tilde{w}_{ii}^2 \geq \frac{9}{\lambda_1^{-1} + \lambda_2^{-1} + \lambda_3^{-1}},$$

where the first inequality is obvious, and the equal sign holds if and only if $\tilde{W}$ is diagonal, and the second inequality can be verified by KKT condition, and the equal sign is true if and only if $\tilde{w}_{ii} = \frac{3\lambda_i^{-1}}{\sum_{i=1}^{3} \lambda_i^{-1}}, \forall 1 \leq i \leq 3$. Therefore, the unique $W$ that minimizes $\text{Tr}(W \Sigma_c W)$ is $\frac{3}{\text{Tr}(\Sigma_c^{-1})} O\text{diag}(\lambda_1^{-1}, \lambda_2^{-1}, \lambda_3^{-1}) O^T$. □
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