Active Brownian Motion in Two Dimensions
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We study the dynamics of a single active Brownian particle (ABP) in two spatial dimensions. The ABP has an intrinsic time scale $D_R^{-1}$ set by the rotational diffusion constant $D_R$. We show that, at short-times $t \ll D_R^{-1}$, the presence of ‘activness’ results in a strongly anisotropic and non-diffusive dynamics in the $(xy)$ plane. We compute exactly the marginal distributions of the $x$ and $y$ position coordinates along with the radial distribution, which are all shown to be non-Brownian. In addition, we show that, at early times, the ABP has anomalous first-passage properties, characterized by non-Brownian exponents.

I. INTRODUCTION

Active particles form a class of nonequilibrium systems which are able to generate dissipative directed motion through self-propulsion and consuming energy from their environment [1][6]. Study of active particles is relevant in a wide variety of biological and soft matter systems ranging from bacterial motion [7][8], cellular tissue behavior [9], formation of fish schools [10][11] as well as granular matter [12][13] and colloidal surfers [14]. Recent years have seen a tremendous surge of research, both theoretical and experimental, on active matter e.g., the collective behavior of active particles which include flocking [15][16], clustering [17][18], phase separation [19][20], and the absence of a well defined pressure [22].

Remarkably, even at a single particle level, active particles show many interesting features like anomalous dynamical behavior [23][25], non-Boltzmann stationary distribution [24] and accumulation near confining boundaries [31][33]. One of the simplest and most extensively studied models of active particles is the so-called active Brownian particle (ABP) [3][5][34][36] which describes spatial motion of overdamped particles at a fixed speed with the direction performing a rotational diffusion, with diffusion constant $D_R$. Interestingly, the same model was also studied as a toy model of computer vision [57], as well as in reaction-diffusion systems [35]. Despite the apparent simplicity of the model, an exact analytical description of the dynamics, beyond the mean-squared radial displacement [5][29][40], is unfortunately still lacking.

The diffusion of the rotational degree of freedom sets a time scale $D_R^{-1}$ which characterizes the persistence of the direction for an ABP. At very late times, one indeed recovers Brownian diffusion with an effective diffusion constant [3][5]. However, this effective Brownian picture does not hold at short times where memory effects are important. In this Letter, we show that at short times the ABP exhibits a strikingly different behavior compared to the ordinary Brownian motion, with clear fingerprints of ‘activness’ of the motion. For a given initial orientation of the velocity, we show that at short-times the dynamics is highly anisotropic, with the typical displacements along and transverse to the initial orientation scaling very differently with time. The corresponding distributions turn out to be strongly non-Brownian in nature. We compute exactly these marginal position distributions at short times using path-integral techniques for Brownian functionals. We show that, at short times, the dynamics transverse to the initial orientation can be mapped to the “Random Acceleration Process” (RAP) [41][47], a well studied non-Markovian process. Consequently, we show that the ABP exhibits anomalous first-passage properties at short times, with an associated nontrivial exponent in the transverse direction.

II. MODEL

We consider an active overdamped particle in the 2d-plane moving with a constant speed $v_0$. In addition to its position coordinates $(x,y)$ the particle has an ‘active’ internal degree of freedom, given by the orientational angle $\phi(t)$ of its velocity, which undergoes rotational diffusion. The time evolution is encoded in the Langevin equation [3][5]

\begin{align}
\dot{x} &= v_0 \cos \phi(t) \\
\dot{y} &= v_0 \sin \phi(t) \\
\dot{\phi} &= \sqrt{2D} \eta_\phi(t).
\end{align}

Here $\eta_\phi(t)$ is a Gaussian white noise with zero mean and correlator $\langle \eta_\phi(t)\eta_\phi(t') \rangle = \delta(t-t')$ and $D_R$ is the associated rotational diffusion constant. The ‘activness’ in this model stems from the velocity in the $x$ and $y$ directions that are coupled to the orientation $\phi(t)$. This is in contrast to the standard Brownian motion (SBM) where the $x$ and $y$ coordinates undergo uncorrelated translational diffusion with some diffusion constant $D$: $\dot{x} = \sqrt{2D} \eta_x(t)$, $\dot{y} = \sqrt{2D} \eta_y(t)$ where $\eta_{x,y}(t)$ are independent delta-correlated white noises.

The Langevin equations (1) can be cast in a form similar to that of ordinary Brownian motion where $\xi_x(t) = v_0 \cos \phi(t)$ and $\xi_y(t) = v_0 \sin \phi(t)$ are the effective noises acting on the ABP. However, these ‘active’ effective noises differ from the usual white-noise on two crucial aspects. First, their magnitude is bounded with $\xi_x(t) \leq v_0$ (and similarly for $\xi_y(t)$) at all times $t$. Second, both
Indeed, in Eq. (C4) of Appendix C we show that \( \sigma \) in fact, the radial MSD in this model was computed long time back [3, 39, 40]. However, to investigate the anisotropy, we need to compute the MSD in the \((xy)\) plane for \( D_R = 0.1 \) and \( v_0 = 1 \) at an early time \( t = 1 \).

\[
\xi_x(t) \text{ and } \xi_y(t) \text{ have an auto-correlation function which decays exponentially for large } t_1, t_2,
\]

\[
\langle\xi_x(t_1)\xi_x(t_2)\rangle \approx \frac{v_0^2}{2} \exp[-D_R|t_1-t_2|] \tag{2}
\]

and similarly for \( \xi_y(t) \) [see Appendix A for details]. Moreover, \( \xi_x \) and \( \xi_y \) are also mutually correlated which makes \( x \) and \( y \)-coordinates correlated in ABP, in contrast to the SBM. Clearly, for times \( t \gg D_R^{-1} \), the noise correlation in (2) converges to \( \langle\xi_x(t_1)\xi_x(t_2)\rangle \to 2D_{\text{eff}}\delta(t_1-t_2) \) with an effective diffusion constant \( D_{\text{eff}} = v_0^2/(2D_R) \). Hence, for \( t \gg D_R^{-1} \), ABP effectively reduces to the SBM [3, 5]. However, at short-times, the effective noise \( \xi_x(t) \) (and \( \xi_y(t) \)) is correlated in time [see Eq. (2)] and we expect memory effects to be important, giving rise to a strong signature of ‘activeness’.

### III. SHORT-TIME REGIME

Consider an ABP starting initially at the origin \( x = y = 0 \) with a given orientation, which we choose, without any loss of generality, to be along the \( x \)-axis, so that \( \phi(0) = 0 \). The initial value of \( \phi(0) \) selects a specific direction (\( x \) here), thereby breaking the symmetry between the dynamics of the \( x \) and the \( y \) coordinates in Eqs. (1a) and (1b). The simplest observable that shows this anisotropy is the mean-squared displacement (MSD) for the \( x \) and the \( y \) coordinates separately. In fact, the radial MSD in this model \( \langle r^2 \rangle = \langle x^2 \rangle + \langle y^2 \rangle \) was computed long time back [3, 39, 40]. However, to investigate the anisotropy, we need to compute the \( x \)-MSD \( \sigma^2_x = \langle x^2 \rangle - \langle x \rangle^2 \) and \( y \)-MSD \( \sigma^2_y = \langle y^2 \rangle - \langle y \rangle^2 \) separately. Indeed, in Eq. (C4) of Appendix C we show that \( \sigma^2_x \) and \( \sigma^2_y \) can be computed exactly at all times \( t \). From this exact result, the small \( t \ll D_R^{-1} \) behavior can be read off,

\[
\sigma^2_x \approx \frac{1}{3} v_0^2 D_R^2 t^4 - \frac{7}{15} v_0^2 D_R^2 t^5 + \cdots \tag{3}
\]

\[
\sigma^2_y \approx \frac{2}{3} v_0^2 D_R^2 t^3 - \frac{5}{6} v_0^2 D_R^2 t^4 + \cdots \tag{4}
\]

manifesting clearly the anisotropy, as well as the non-diffusive behavior at short times. Evidently, for small \( t \), the MSD in the \( x \)-direction \( \sigma^2_x \approx t^4 \) is much smaller than that in the \( y \)-direction \( \sigma^2_y \approx t^3 \). This is in clear contrast to a SBM where the mean-squared displacements \( \sim t \) at all times, and in both \( x \) and \( y \) directions. Figure 1(b) compares the exact result of Eq. (C4) of Appendix C (solid lines) with the \( \sigma^2_{xy} \) obtained from simulations (symbols). As discussed before, at late times \( t \gg D_R^{-1} \), both \( \sigma^2_x, \sigma_y \approx 2D t \) behave diffusively with \( D_{\text{eff}} = v_0^2/2D_R \) [see Eq. (C4) of Appendix C].

To further characterize the anisotropic and non-diffusive early time behavior of ABP, we compute the position probability distribution function (PDF) \( P(x, y, t) \). Figure 1(b) shows \( P(x, y, t) \) in the \((xy)\) plane for \( t \ll D_R^{-1} \), obtained from numerical simulations of ABP. The PDF for ABP, at early times, has an anisotropic ‘sickle-like’ shape, with a peak near \( x = v_0 t \) and \( y = 0 \). This is in clear contrast to the passive case where the PDF has a Gaussian (isotropic) shape with a peak at the origin.

The position PDF can, in principle, be obtained by integrating over the orientational degree of freedom, i.e.,

\[
P(x, y, t) = \int_{-\infty}^{\infty} P(x, y, \phi, t) d\phi,
\]

where \( P(x, y, \phi, t) \) satisfies a Fokker-Planck (FP) equation (see Eq. (B1) in Appendix B). Unfortunately, this FP equation is hard to solve at all times [47]. However, in the short-time regime, analytical progress can be made by using path-integral method for Brownian functionals [48]. In this limit, \( \phi(t) \sim \sqrt{t} \) is small, and Eqs. (1a) and (1b) can be approximated by \( \dot{x} \approx v_0 \left( 1 - \frac{1}{2} \phi^2(t) \right) \) and \( \dot{y} \approx v_0 \phi(t) \), keeping terms up to \( O(\phi^2(t)) \) in the expansions of \( \cos \phi(t) \) and \( \sin \phi(t) \).

It is useful to write \( \phi(t) = \sqrt{2D_R} B(t) \), where \( B(t) \) is the SBM. Using the scaling property of Brownian motion \( B(at) = \sqrt{a}B(t) \), the \( x \) and the \( y \) coordinates can be
expressed as

\[
x(t) = v_0 t - v_0 D t^2 \int_0^1 ds \ B^2(s)
\]

\[
y(t) = v_0 \sqrt{2D} t \int_0^1 ds \ B(s) .
\]

(5)

The position PDF then takes the scaling form

\[
P(x, y, t) = \frac{1}{\sqrt{2\pi D t}} \hat{P} \left( \frac{v_0 t - x}{v_0 D t^2}, \frac{y}{v_0 \sqrt{2D} t^{3/2}} \right).
\]

(6)

where \( \hat{P}(a_1, a_2) \) is the joint-distribution of the two (correlated) Brownian functionals,

\[
a_1 = \int_0^1 B^2(s) ds, \quad a_2 = \int_0^1 B(s) ds .
\]

(7)

We calculate the double Laplace transform of \( \hat{P}(a_1, a_2) \) using path-integral approach [see Appendix D for details], and get

\[
\langle \exp [-\lambda_1 a_1 - \lambda_2 a_2] \rangle = \frac{\exp \left[ \frac{\lambda_1^2 C(\lambda_1)}{\cosh(\sqrt{2\lambda_1})} \right]}{\cosh(\lambda_1)}
\]

(8)

where \( C(\lambda_1) = \frac{1}{4\lambda_1} \left[ 1 - \frac{\tanh(\sqrt{2\lambda_1})}{\sqrt{2\lambda_1}} \right] \). The scaling function \( \hat{P}(a_1, a_2) \) (and hence the PDF \( P(x, y, t) \)) can, in principle, be obtained by inverting the double Laplace transform in Eq. (8). Unfortunately, this inversion is difficult. Nevertheless, useful information can still be extracted from this Laplace transform as we show below.

Integrating Eq. (8) over \( y \), the marginal distribution of \( x \) clearly has the scaling form

\[
P(x, t) = \frac{1}{v_0 D t} \hat{f}_\lambda \left( \frac{v_0 t - x}{v_0 D t^2} \right),
\]

(9)

where \( \hat{f}_\lambda(a_1) \) is the PDF of \( a_1 \) defined in Eq. (7). The Laplace transform of \( \hat{f}_\lambda(a_1) \) is obtained from Eq. (8) by setting \( \lambda_2 = 0 \),

\[
\langle e^{-\lambda_1 a_1} \rangle = \int_0^\infty \ e^{-\lambda_1 a_1} \hat{f}_\lambda(a_1) da_1 = \frac{1}{\cosh(\sqrt{2\lambda_1})},
\]

(10)

This Laplace transform can now be explicitly inverted (see Appendix E) to give

\[
\hat{f}_\lambda(a_1) = \frac{1}{2\sqrt{\pi a_1}} \sum_{k=0}^\infty \frac{(-1)^k (4k + 1)}{2^{2k} k!} \ e^{-\frac{(4k+1)^2}{a_1}},
\]

(11)

for \( a_1 \gtrless 0 \). The scaling function \( \hat{f}_\lambda(a_1) \) is manifestly non-Gaussian with the asymptotic behaviors (see Appendix E):

\[
\hat{f}_\lambda(a_1) \simeq \frac{1}{\sqrt{2\pi a_1}} e^{-\frac{a_1}{2}} \quad \text{as} \quad a_1 \to 0 \quad \text{and} \quad \hat{f}_\lambda(a_1) \simeq \frac{1}{\sqrt{2\pi a_1}} e^{-\frac{a_1}{2}} \quad \text{as} \quad a_1 \to \infty.
\]

This function has a peak close to \( a_1 = 0 \), which corresponds to \( x \approx v_0 t \) [see Fig. 2a] and it decays exponentially fast away from the edge, i.e. for \( x \ll v_0 t \). In Fig. 2a we compare the exact result (solid line) and the data obtained from numerical simulations for different values of \( t \ll D^{-1} \) for a fixed \( D \). The excellent agreement confirms the scaling form (9) along with the analytical prediction Eq. (11) for \( t \ll D^{-1} \).

The marginal distribution for the \( y \)-component, on the other hand, takes a very different form. Taking the limit \( \lambda_1 \to 0 \) in Eq. (8) we get the Laplace transform \( \langle \exp[-\lambda_2 a_2] \rangle = \exp[\lambda_2^2/6] \). Upon Laplace inversion, \( P(y, t) \) has a pure Gaussian form, \( P(y, t) = \exp[-y^2/2\sigma_y^2]/\sqrt{2\pi \sigma_y^2} \) with the variance \( \sigma_y^2 = 2v_0^2 D t^3/3 \), consistent with the first term in Eq. (8). The inset of Fig. 2a shows \( P(y, t) \) for different values of \( t \ll D^{-1} \) as a function of \( y/\sigma_y \) compared to the Gaussian (solid line), verifying the analytical prediction.

For a 2D SBM with diffusion constant \( D \), the \( x \) and \( y \) coordinates are completely independent (each of them is a 1d Brownian motion), and hence the position PDF in the \((xy)\) plane is simply \( P(x, y, t) = e^{-(x^2+y^2)/(4D t)}/(4\pi D t) \). Hence it is isotropic in the \((xy)\) plane and in particular the PDF of \( r^2 = x^2 + y^2 \) is simply \( P(r^2, t) = e^{-r^2/(4D t)}/(4\pi D t) \). In contrast, for an ABP, the \( x \) and \( y \) coordinates are strongly correlated at short times and hence we expect a different behavior for \( P(r^2, t) \). Indeed, this PDF \( P(r^2, t) \) can also be computed explicitly by exploiting the result in Eq. (8). From Eq. (9), we have \( r^2 = x^2 + y^2 \simeq v_0^2 t^2 - 2Dv_0^3 t^2 (a_1 - a_2^2) \) up to order \( O(t^3) \), where \( a_1 \) and \( a_2 \) are given in Eq. (7).

Thus \( P(r^2, t) \), for \( t \ll D^{-1} \), is expected to behave as

\[
P(r^2, t) = \frac{1}{2D^3 v_0 t^3} f_r \left( \frac{v_0^2 t^2 - r^2}{2D v_0^3} \right)
\]

(12)

where \( f_r(z) \) is the probability distribution of \( z = a_1 - a_2^2 \).

Its Laplace transform can be extracted from Eq. (8) after a few steps of algebra detailed in Appendix C

\[
\langle e^{-\lambda z} \rangle = \int_0^\infty \ e^{-\lambda z} f_r(z) dz = \left[ \frac{\sqrt{\lambda}}{\sinh(\sqrt{\lambda})} \right]^{1/2},
\]

(13)

which, fortunately, can be inverted explicitly. The resulting expression, given in Eq. (G14) in Appendix C is somewhat long but explicit. It has the asymptotic behaviors: \( f_r(z) \simeq \frac{1}{4\sqrt{\pi z}} \exp[-1/(8z)] \) as \( z \to 0 \) and \( f_r(z) \simeq \sqrt{2} e^{-z^2/2} \) as \( z \to \infty \). This scaling function \( f_r(z) \) is plotted and compared to simulations in Fig. 2b) with excellent agreement.

Let us remark that this radial distribution \( P(r^2, t) \) in Eq. (12), being an average over the angular degree, does not provide any information about the anisotropy present in the \((xy)\) plane. It just demonstrates that the strong correlations between the \( x \) and \( y \) coordinates at short times make the radial distribution very different from that of the SBM case. Even if one averages over the initial orientation angle \( \phi(0) \) uniformly over \([0, 2\pi]\), thus restoring isotropy in the \((xy)\) plane at all times, \( P(r^2, t) \) is still given by the same expression as in (12).
where manifestly is still different from the SBM. This rotationally symmetric case was qualitatively discussed in Ref. [40, 49], although no analytical form for the distribution was found. Very recently, the Fourier transform of the PDF was computed as a formal eigenfunctions expansion in terms of the Mathieu functions [50]. However, inverting this formal Fourier transform and plotting it in real space is still highly difficult. Our approach provides an explicit real space distribution, which is exact at short times.

IV. FIRST-PASSAGE PROPERTIES

The discussion above clearly shows a crossover from early time, non-diffusive and anisotropic behavior (a fingerprint of ‘activeness’) to the late time diffusive and isotropic Brownian behavior, at a crossover time \( t \sim D_R^{-1} \). Another natural observable that demonstrates this crossover in a candid way is the first-passage probability. In fact, for active systems, the first-passage properties have not been explored much, except very recently in a class of one-dimensional models [23, 51–53]. The first-passage probability is most conveniently defined through the survival probability \( S_y(x; x_0) \) starting initially at \( x_0 = 0, y_0 = 0 \), (b) Collapse of the curves in (a) following Eq. (14). (c) \( S_y(t; y_0) \) vs \( t \) for different values of \( D_R \) and the initial position \( x_0 = 0, y_0 = 0 \). The curves initially show a power law decay \( t^{-1/2} \) which crosses over to \( t^{-1/4} \) after a time \( t \sim D_R^{-1} \). The topmost dashed line is the exact prediction from the RAP in Eq. (10). (d) Collapse of the curves in (c) according to Eq. (17). Here \( v_0 = 1 \) for all the curves.

\[
S_y(x; x_0 \to 0) = F_y(t D_R) ,
\]
where the crossover function \( F_y(u) \sim 1 \) for \( u \ll 1 \), while \( F_y(u) \sim u^{-1/2} \) for \( u \gg 1 \). Figures 3(a) and (b) show the behavior of \( S_y(x_0; x_0 \to 0) \) for different values of \( D_R \). The collapsed data in Fig. 3(b) are in agreement with the proposed scaling form in Eq. (14).

We expect the first-passage probability for the \( x \)-coordinate to be rather different due to the anisotropy present in early times. As in the \( x \)-case, we denote by \( S_y(t; y_0) \) the survival probability that the \( y \)-coordinate, starting initially at \( y_0 > 0 \), stays positive up to time \( t \). At times \( t \ll D_R^{-1} \), the effective Langevin equation for the \( y \)-coordinate, \( \dot{y} \approx v_0 \phi(t) \), can be recast (after taking one more time-derivative) as

\[
\dot{y} \approx \sqrt{2 D_{\text{RAP}} \ u_0(t)} , \quad \text{where} \quad D_{\text{RAP}} = v_0^2 D_R .
\]
This effective Langevin equation for the \( y \)-coordinate is thus exactly identical to the celebrated ‘Random Acceleration Process’ (RAP), which has been studied extensively in the literature as one of the simplest non-Markovian processes (see [31–55]). One hallmark of this non-Markovian nature is an anomalously slow decay of the survival probability \( S_y(t; y_0) \sim t^{-1/4} \) (for \( t \gg 1 \)).

\[
S_y(t; y_0) \sim \frac{2^{5/6} \Gamma(-4/3)}{3^{2/3} \pi \Gamma(3/4)} \left( \frac{y_0 D_R}{v_0} \right)^{1/6} (t D_R)^{-1/4} .
\]

Since the mapping to the RAP holds only for \( t \ll D_R^{-1} \), we expect this result in (16) to hold for \( 1 \ll t \ll D_R^{-1} \). For \( t \gg D_R^{-1} \), given that the ABP behaves as a SBM, we would expect \( S_y(t; y_0) \) to decay as \( t^{-1/2} \). This suggests a crossover from the early time \( \sim t^{-1/4} \) to the late time \( t^{-1/2} \) decay of \( S_y(t; y_0) \), described by the scaling form

\[
S_y(t; y_0) = \left( \frac{y_0 D_R}{v_0} \right)^{1/6} F_y(t D_R) ,
\]
where the crossover scaling function \( F_y(u) \) has the limiting behaviors: \( F_y(u) \sim u^{-1/4} \) for \( u \ll 1 \) and \( F_y(u) \sim u^{-1/2} \) for \( u \gg 1 \). We have verified this scaling form numerically. Figure 3(c) shows \( S_y(t; y_0) \) vs \( t \), obtained from simulations, for different values of \( D_R \). The uppermost dashed line in Fig. 3(c) is the exact prediction from Eq. (16). The same data scaled according to Eq. (17) are plotted in Fig. 3(d). The excellent data collapse confirms the predicted scaling form (17).
V. CONCLUSION

We have studied the dynamics of an ABP in 2$d$. The rotational diffusion sets a timescale $D_R^{-1}$ for the dynamics of the spatial coordinates of the ABP. While for $t \gg D_R^{-1}$ the ABP reduces to an ordinary 2$d$ Brownian motion, we have shown that the fingerprint of the ‘activeness’ of motion shows up for $t \ll D_R^{-1}$, where the dynamics is highly anisotropic with strong correlations between the $x$ and the $y$-coordinates. For short times, we have computed exactly the marginal distributions $P(x,t)$ and $P(y,t)$ as well as the radial marginal distribution $P(r^2,t)$, well verified by numerical simulations. In addition, we have shown that, at these early times, the ABP has anomalous first-passage properties. In particular, the survival probability in the $y$-direction decays anomalously as $t^{-1/4}$ for $1 \ll t \ll D_R^{-1}$.

An alternative way to explore the anomalous ‘active’ behavior is to apply an external confining potential such as a harmonic trap $V(r) = \mu r^2/2$, that introduces an additional time scale $\mu^{-1}$. By tuning $\mu$, one can show that the anomalous early time fingerprints of the free ABP studied here can be made to persist even at late times, leading to non-Boltzmann stationary states [55]. Indeed, a crossover from Boltzmann (passive) to non-Boltzmann (active) stationary states in the presence of a trap has been studied using numerical simulations and scaling arguments [33, 56], as well as in recent experiments on trapped self-propelled particles [56, 58]. By tuning these two timescales, $D_R^{-1}$ and $\mu^{-1}$, it would be interesting to see if our analytical predictions at short times for the free ABP can be observed experimentally.
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Appendix A: Effective Noise

The Langevin equation [1] reads

\[
\begin{align*}
\dot{x} &= v_0 \cos \phi(t) + \xi_x(t) \\
\dot{y} &= v_0 \sin \phi(t) + \xi_y(t)
\end{align*}
\]  

(A1)

where $\xi_x(t)$ and $\xi_y(t)$ are the effective noises in the $x$ and the $y$ direction respectively. Here, $\phi(t)$ is a Brownian motion with a diffusion constant $D_R$ [see Eq. (1) in the main text] starting from $\phi(0) = 0$. Clearly, $\phi(t)$ is a Gaussian process with two-point correlation

\[
\langle \phi(t_1) \phi(t_2) \rangle = 2 D_R \min(t_1, t_2).
\]  

(A2)

The noise $\xi_{x,y}(t)$ are bounded in time, even though $\phi(t)$ grows with time as $\phi(t) \sim \sqrt{2 D_R t}$. It is convenient to use the exponential forms for the noise, $\xi_x(t) = \frac{1}{2} \left( e^{i \phi(t)} + e^{-i \phi(t)} \right)$ and $\xi_y(t) = \frac{1}{2} \left( e^{i \phi(t)} - e^{-i \phi(t)} \right)$. The one and two-point correlation functions of the noise $\xi_{x,y}(t)$ can then be computed using the fact that $\phi(t)$ is a Gaussian process. In fact, we will use a well known identity for a Gaussian process $\phi(t)$,

\[
\langle \exp \left( i \sum_j b_j \phi(t_j) \right) \rangle = \exp \left( -\frac{1}{2} \sum_{j,k} b_j b_k \phi(t_j) \phi(t_k) \right)
\]  

(A3)

where $b_j$’s are arbitrary. The average values are thus given by

\[
\langle \xi_x(t) \rangle = v_0 e^{-D_R t}, \langle \xi_y(t) \rangle = 0
\]  

(A4)

where we used Eq. (A3) with appropriate values of $b_1$ (and $t_1 = t$) and $b_j = 0$ for $j > 1$ and $\langle \phi^2(t) \rangle = 2 D_R t$.

Similarly the two-point functions can be obtained in a straightforward manner from Eq. (A3) by appropriately choosing $b_1$ and $b_2$ and keeping $b_j = 0$ for $j > 2$. We get

\[
\langle \xi_x(t_1) \xi_x(t_2) \rangle = \frac{v_0^2}{2} \left[ e^{-D_R |t_1-t_2|} + e^{-D_R (t_1+t_2+2 \min(t_1,t_2))} \right].
\]  

(A5)

In the limit of $t_1 \to \infty, t_2 \to \infty$ but finite $|t_1-t_2|$, the above expression reduces to Eq. (2) of the main text. The autocorrelation of $\xi_y(t)$ can also be computed similarly, yielding

\[
\langle \xi_y(t_1) \xi_y(t_2) \rangle = \frac{v_0^2}{2} \left[ e^{-D_R |t_1-t_2|} - e^{-D_R (t_1+t_2+2 \min(t_1,t_2))} \right]
\]  

(A6)

which has the same limiting behavior as the correlator of $\xi_x$ for large $t_1, t_2$ (see Eq. (2) in the main text). The mutual two-point correlation $\langle \xi_x(t_1) \xi_y(t_2) \rangle$ vanishes due to symmetry, however, higher order mutual correlations remain finite. This is easily seen from the exact relation $\xi_x^2(t) + \xi_y^2(t) = v_0^2$, using Eq. (A1). From Eqs. (A5) and (A6) one sees that the effective noises $\xi_{x,y}(t)$ appearing in the Langevin equation (A1), have a finite correlation time $D_R^{-1}$, indicating that they have a finite memory.

Appendix B: Fokker-Planck Equation

Let $P(x,y,\phi,t)$ denote the probability that at any time $t$, the ABP has a position $(x,y)$ and orientation $\phi$. $P(x,y,\phi,t)$ evolves according to a Fokker-Planck equation,

\[
\partial_t P(x,y,\phi,\tau) = -v_0 \left[ \cos \phi \frac{\partial P}{\partial x} + \sin \phi \frac{\partial P}{\partial y} \right] + D_R \partial^2_P
\]  

(B1)
where we have suppressed the argument of $\mathcal{P}$ on the right hand side for brevity. The marginal probability distribution of the position can then be obtained by integrating over $\phi$,

$$P(x, y, t) = \int_{-\infty}^{\infty} d\phi \, \mathcal{P}(x, y, \phi, t). \quad (B2)$$

**Appendix C: Mean-squared displacements**

The mean-squared displacement (MSD) of the ABP can be exactly calculated from the Langevin equation \[(A1)\]. The average displacements along the $x$ and $y$ directions immediately follow from \[(A4)\].

$$\langle x(t) \rangle = \int_0^t ds \langle \xi_x(s) \rangle = \frac{v_0}{D} (1 - e^{-Dnt}) \quad (C1)$$

$$\langle y(t) \rangle = \int_0^t ds \langle \xi_y(s) \rangle = 0. \quad (C2)$$

The computation of second moments involves the noise-correlators given in Eqs. \[(A5)\] and \[(A6)\].

$$\langle x^2(t) \rangle = \int_0^t ds_1 \int_0^t ds_2 \langle \xi_x(s_1) \xi_x(s_2) \rangle$$

$$\langle y^2(t) \rangle = \int_0^t ds_1 \int_0^t ds_2 \langle \xi_y(s_1) \xi_y(s_2) \rangle. \quad (C3)$$

Evaluating the above integrals, we get the variances of the $x$ and $y$-components separately,

$$\sigma_x^2 = \langle x^2 \rangle - \langle x \rangle^2 = \frac{v_0^2}{D} t + \frac{v_0^2}{12D} \left[ e^{-4Dnt} - 12e^{-2Dnt} + 32e^{-Dnt} - 21 \right]$$

$$\sigma_y^2 = \langle y^2 \rangle = \frac{v_0^2}{D} t - \frac{v_0^2}{12D} \left[ e^{-4Dnt} - 16e^{-Dnt} + 15 \right]. \quad (C4)$$

At long times $t \gg D^{-1}$, both $\sigma_x^2 \approx 2D_{\text{eff}}t$ and $\sigma_y^2 \approx 2D_{\text{eff}}t$ grow linearly with time with an effective diffusion constant $D_{\text{eff}} = v_0^2/(2D)$. In contrast, at short-times $t \ll D^{-1}$, expanding \[(C4)\] in Taylor series, we find

$$\sigma_x^2 \approx \frac{1}{3} \frac{v_0^2}{D} t^4 - \frac{7}{15} \frac{v_0^2}{D} t^5 + \cdots$$

$$\sigma_y^2 \approx \frac{2}{3} \frac{v_0^2}{D} t^3 - \frac{5}{6} \frac{v_0^2}{D} t^4 + \cdots. \quad (C5)$$

which gives the results in Eqs. (3) and (4) of the main text. These results reflect a strong anisotropy at early times in the $(x, y)$ plane since, for small $t$, $\sigma_y^2 \sim t^3 \gg \sigma_x^2 \sim t^4$.

To illustrate the anisotropy, have not been computed so far, to the best of our knowledge.

**Appendix D: Joint distribution of $a_1$ and $a_2$**

Let $\tilde{P}(a_1, a_2)$ denote the joint probability distribution of the Brownian functionals

$$a_1 = \int_0^1 B^2(s) ds, \quad \text{and} \quad a_2 = \int_0^1 B(s) ds. \quad (D1)$$

where $B(t)$ is the standard Brownian motion $B(t)$, satisfying $\bar{B}(t) = \eta(t)$, where $\eta(t)$ is a delta-correlated white noise of zero mean. We calculate the double Laplace transform,

$$Q(\lambda_1, \lambda_2) = \langle \exp \left[ -\lambda_1 a_1 - \lambda_2 a_2 \right] \rangle = \int_0^\infty da_1 \int_\infty^\infty da_2 e^{-\lambda_1 a_1 - \lambda_2 a_2} \tilde{P}(a_1, a_2) \quad (D2)$$

Using the Brownian path measure, $Q(\lambda_1, \lambda_2)$ can be expressed as a path integral,

$$Q(\lambda_1, \lambda_2) = \int_{-\infty}^{\infty} dx \int_{B(0)=0}^{B(1)=x} DB(\tau) \exp \left[ -\frac{1}{2} \int_0^1 d\tau B^2(\tau) - \lambda_1 \int_0^1 d\tau B(\tau) - \lambda_2 \int_0^1 d\tau B^2(\tau) + \frac{3}{2} \int_0^1 d\tau B(\tau) \right] \quad (D3)$$

where $B(\tau)$ is a Brownian motion that starts at $B(0) = 0$ at time $\tau = 0$ and arrives at a final position $B(1) = x$ at time $\tau = 1$. One then integrates over the final position $x$.

To evaluate this path integral, we complete the square and rewrite it as follows
Next, we make a shift  \( \tilde{B}(\tau) = B(\tau) + \lambda_2/(2\lambda_1) \) and also change \( x \rightarrow x + \lambda_2/(2\lambda_1) \). This constant shift does not change the Brownian measure, since \( \dot{\tilde{B}}(\tau) = \dot{B}(\tau) \). Hence \( \tilde{B}(\tau) \) is another Brownian motion that starts at \( \tilde{B}(0) = \lambda_2/(2\lambda_1) \) and arrives at \( x \) at \( \tau = 1 \). For simplicity of notation, we will re-denote \( \tilde{B}(\tau) \) as \( B(\tau) \) with \( B(0) = \lambda_2/(2\lambda_1) \) and \( B(1) = x \). Therefore Eq. (D4) can be written as

\[
Q(\lambda_1, \lambda_2) = e^{\frac{\lambda_2^2}{4\lambda_1}} \int_{-\infty}^{\infty} dx \int_{B(0)=\lambda_2/(2\lambda_1)}^{B(1)=x} dB(\tau) \exp \left[ -\frac{\lambda_2}{2\lambda_1} B^2(\tau) - \lambda_1 \int_0^1 d\tau \left( B(\tau) + \frac{\lambda_2}{2\lambda_1} \right)^2 - \frac{\lambda_2^2}{4\lambda_1^2} \right].
\]

The form of the path integral in Eq. (D5) shows immediately that this corresponds to the imaginary time propagator of a quantum harmonic oscillator with Hamiltonian \( \hat{H} = -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + \frac{1}{2} m \omega^2 x^2 \), upon setting \( \hbar = m = 1 \) and \( \omega = \sqrt{2\lambda_1} \). It propagates from the initial position \( \lambda_2/(2\lambda_1) \) to the final position \( x \) in unit time. Hence we can write

\[
Q(\lambda_1, \lambda_2) = e^{\frac{\lambda_2^2}{4\lambda_1}} \int_{-\infty}^{\infty} dx \mathcal{G} \left( x, \frac{\lambda_2}{2\lambda_1}, 1 \right),
\]

where \( \mathcal{G}(x, y, t) \) denotes the imaginary time propagator of the quantum harmonic oscillator from the initial position \( y \) to the final position \( x \) in imaginary time \( t \). This propagator is well-known in the literature [57] and for a given \( \omega \), with \( \hbar = m = 1 \) it reads

\[
\mathcal{G}(x, y, t) = \sqrt{\frac{\omega}{2\pi \sinh(\omega t)}} \exp \left[ -\frac{\omega}{2 \sinh(\omega t)} [(x^2 + y^2) \cosh(\omega t) - 2xy] \right].
\]

### Appendix E: Marginal distribution of \( x(t) \)

From Eq. (E1), we have for time \( t \ll D_R^{-1} \)

\[
x(t) = v_0 t - v_0 D_R t^2 a_1,
\]

where \( a_1 = \int_0^t ds B^2(s) \). Eq. (E2) then immediately follows from this relation where \( f_{x}(a_1) \) is the PDF of \( a_1 \). Setting \( \lambda_2 = 0 \) in Eq. (E8), we get

\[
\langle e^{-\lambda_1 a_1} \rangle = \int_0^\infty e^{-\lambda_1 a_1} f_{x}(a_1) da_1 = \frac{1}{\sqrt{\cosh(\sqrt{2\lambda_1})}}.
\]

To invert this Laplace transform, we first re-write the right hand side (r.h.s.) as

\[
\frac{1}{\sqrt{\cosh(\sqrt{2\lambda_1})}} = \frac{\sqrt{2e^{-\sqrt{2\lambda_1}}}}{(1 + e^{-2\sqrt{2\lambda_1}})^{1/2}}.
\]
Performing a formal series expansion of Eq. (E3) we get
\[
\langle e^{-\lambda_1 a_1} \rangle = \sqrt{2} \sum_{k=0}^{\infty} (-1)^k \frac{(2k)!}{(k!)^2 2^{2k}} e^{-\frac{a_1}{2}(1+4k)\sqrt{\pi}}. \tag{E4}
\]
We can now invert term by term using the Laplace inversion identity (for \(b > 0\))
\[
\mathcal{L}_{x \to z}^{-1} \left[ e^{-b \sqrt{z}} \right] = \frac{b}{2\sqrt{\pi} x^3} e^{-\frac{x^2}{b}}. \tag{E5}
\]
This then gives
\[
f_x(a_1) = \frac{1}{2\sqrt{\pi} a_1^2} \sum_{k=0}^{\infty} (-1)^k \frac{(4k+1)\pi}{(n+\frac{1}{2})^2n^2 + 2\lambda}, \tag{E6}
\]
stated as the formula [11] in the main text. The asymptotic behaviour of \(f_x(a_1)\) in the limit \(a_1 \to 0\) is simple to obtain. Indeed, for small \(a_1\), the series in (E6) is dominated by the \(k = 0\) term and we get
\[
f_x(a_1) \approx \frac{1}{2\sqrt{\pi} a_1^2} e^{-\frac{a_1}{\sqrt{\lambda}}}. \tag{E7}
\]
Thus the function has an essential singularity as \(a_1 \to 0\). To derive the asymptotic behavior as \(a_1 \to \infty\) turns out to be trickier, as this series representation in Eq. (E6) is not convenient to analyse in that limit. We therefore need a different representation that is well suited for the \(a_1 \to \infty\) limit. To proceed, we use the following identity
\[
\frac{1}{\cosh(\sqrt{2}\lambda)} = 2 \sum_{n=0}^{\infty} (-1)^n \frac{(n+\frac{1}{2})\pi}{(n+\frac{1}{2})^2n^2 + 2\lambda}, \tag{E8}
\]
which can be simply obtained by computing the residues at the zeroes of \(\cosh(\sqrt{2}\lambda)\) in the complex \(\lambda\) plane. Therefore, we can re-write Eq. (E2) as
\[
\int_0^{\infty} e^{-\lambda_1 a_1} f_x(a_1) da_1 = \left[ 2 \sum_{n=0}^{\infty} (-1)^n \frac{(n+\frac{1}{2})\pi}{(n+\frac{1}{2})^2n^2 + 2\lambda} \right]^{1/2}. \tag{E9}
\]
For large \(a_1\), the dominant contribution comes from the branch-cut around the pole corresponding to the \(n = 0\) term in this series (E9). Near this pole, the r.h.s. behaves as \(\sqrt{\pi}/(\pi^2/4 + 2\lambda)\). This can be inverted using the identity
\[
\mathcal{L}_{\lambda \to x}^{-1} \left[ \frac{1}{\sqrt{\lambda+b}} \right] = \frac{1}{\sqrt{\pi} x} e^{-\frac{x^2}{b}}. \tag{E10}
\]
This gives
\[
f_x(a_1) \approx \frac{1}{2a_1^2} e^{-\frac{a_1^2}{\lambda_1}}, \tag{E11}
\]
as stated in the main text.

**Appendix F: Marginal distribution of \( y(t) \)**

From Eq. (5), we see that
\[
y(t) = v_0\sqrt{2D_R t^{3/2}} a_2, \tag{F1}
\]
where \(a_2 = \int_0^t ds B(s)\). This immediately shows that for \(t < D_R^{-1}\)
\[
P(y,t) = \frac{1}{v_0\sqrt{2D_R t^{3/2}}} f_y \left( \frac{y-v_0\sqrt{2D_R t^{3/2}}}{v_0\sqrt{2D_R t^{3/2}}} \right), \tag{F2}
\]
where \(f_y(a_2)\) is the PDF of \(a_2 = \int_0^t ds B(s)\). The Laplace transform of \(f_y(a_2)\) can be obtained by setting \(\lambda_1 = 0\) in Eq. (D8). In the limit \(\lambda_1 \to 0\), \(C(\lambda_1) \to 1/6\) in Eq. (D9). Hence we get
\[
\langle e^{-\lambda_2 a_2} \rangle = \int_{-\infty}^{\infty} e^{-\lambda_2 a_2} f_y(a_2) da_2 = \exp \left( \frac{\lambda_2^2}{6} \right). \tag{F3}
\]
This can be easily inverted to yield a purely Gaussian scaling function
\[
f_y(a_2) = \sqrt{\frac{3}{2\pi}} \exp \left( \frac{3}{2} a_2^2 \right). \tag{F4}
\]
This result is stated in the main text, in a slightly different but equivalent form.

**Appendix G: Marginal distribution of \( r^2(t) = x^2(t) + y^2(t) \)**

From Eq. (5), we obtain, to leading order for small time \(t < D_R^{-1}\)
\[
r^2(t) = x^2(t) + y^2(t) = v_0^2 t^2 - 2v_0^2 D_R t^3 \left( a_1 - a_2^2 \right), \tag{G1}
\]
where \(a_1 = \int_0^t B^2(s) ds\) and \(a_2 = \int_0^t B(s) ds\). This immediately yields the scaling form given in Eq. (12) of the main text where \(f_r(z)\) is the PDF of \(z = a_1 - a_2^2\). By definition, the distribution of \(z\) is thus given by
\[
f_r(z) = \int_0^{\infty} da_1 \int_0^{\infty} da_2 \delta(z - (a_1 - a_2^2)), \tag{G2}
\]
in terms of the joint PDF of \(a_1\) and \(a_2\) given in Eqs. (D10) and (E6). From these equations (D10) and (E6), notice that the inverse Laplace transform with respect to \(\lambda_2\) can be performed explicitly, since \(Q(\lambda_1, \lambda_2)\) in (D8), as a function of \(\lambda_2\), is a pure Gaussian. This yields
\[
\tilde{P}(a_1, a_2) = \int_0^{\lambda_1} \frac{e^{\lambda_1 a_1}}{2\pi i} e^{-\frac{a_2^2}{4\pi \lambda_2} / \sqrt{\cosh(\sqrt{2}\lambda_1)}} \sqrt{4\pi \lambda_2} C(\lambda_1), \tag{G3}
\]
where the integral is a Bromwich integral in the complex \(\lambda_1\) plane. We thus insert this expression (G3) in Eq. (G2) and perform the integral over \(a_1\) (the \(\delta\) function in Eq. (G3) enforcing \(a_1 = z + a_2^2\)) and we obtain
Using this result (G13) for each term in Eq. (G9) we get (G6) can be written as (with the change of notation and finally Eq. (G6) can be written as (with the change of notation \( \lambda_1 \rightarrow \lambda \))

\[
f_r(z) = \int_{-\infty}^{\infty} \frac{d\lambda}{2\pi i} e^{\lambda z} \left[ \frac{\sqrt{2\lambda}}{\sinh(\sqrt{2\lambda})} \right]^{1/2}.
\]

which can equivalently be written as

\[
(e^{-\lambda z}) = \int_0^\infty e^{-\lambda z} f_r(z) \, dz = \left[ \frac{\sqrt{2\lambda}}{\sinh(\sqrt{2\lambda})} \right]^{1/2},
\]

as stated in Eq. (13) in the main text.

We now show how to perform the inverse Laplace transform in the r.h.s. of Eq. (G7) to obtain an explicit expression for \( f_r(z) \). We start by re-writing the r.h.s. as

\[
\left[ \frac{\sqrt{2\lambda}}{\sinh(\sqrt{2\lambda})} \right]^{1/2} = 2^{3/4} \lambda^{1/4} \frac{e^{-\sqrt{2}}}{(1-e^{-2\sqrt{2}})}^{1/2}.
\]

Performing a formal series expansion of the r.h.s. of Eq. (G8), we obtain

\[
\left[ \frac{\sqrt{2\lambda}}{\sinh(\sqrt{2\lambda})} \right]^{1/2} = 2^{3/4} \sum_{k=0}^{\infty} \frac{(2k)!}{(k!)^2 2^{2k}} \lambda^{1/4} e^{-\sqrt{2}\left(1+4k\right)}.
\]

The idea is now to invert the Laplace transform term by term in the r.h.s. of (G9). Each term has the form \( h(\lambda) = \lambda^{1/4} e^{-b\sqrt{\lambda}} \) with an appropriate \( b \) that depends on \( k \). Hence we need to find the inverse Laplace transform of \( h(\lambda) \). This is not completely straightforward. To proceed, we first re-write \( h(\lambda) \) as a product of two terms

\[
h(\lambda) = \frac{1}{\lambda^{1/4}} \sqrt{\lambda} e^{-b\sqrt{\lambda}}.
\]

The first term \( 1/\lambda^{1/4} \) can be inverted easily using

\[
\mathcal{L}_{\lambda \rightarrow x}^{-1} \left( \frac{1}{\lambda^{1/4}} \right) = \frac{\Gamma(1/4)x^{3/4}}{4\sqrt{x}^{5/2}},
\]

and also the term \( \sqrt{\lambda} e^{-b\sqrt{\lambda}} \) can be inverted using

\[
\mathcal{L}_{\lambda \rightarrow x}^{-1} \left( \sqrt{\lambda} e^{-b\sqrt{\lambda}} \right) = \frac{e^{-\frac{b^2}{4}}(b^2 - 2x)}{4\sqrt{x}^{5/2}}.
\]

The Laplace transform of the product can then be obtained by the convolution theorem and performing this convolution explicitly, we get

\[
\mathcal{L}_{\lambda \rightarrow x}^{-1} \left( \lambda^{1/4} e^{-b\sqrt{\lambda}} \right) = \frac{\sqrt{b}}{8\sqrt{2\pi}x^{3/2}} e^{-\frac{b^2}{8x}} \left[ \left( b^2 - 2x \right) K_{1/4} \left( \frac{b^2}{8x} \right) + b^2 K_{3/4} \left( \frac{b^2}{8x} \right) \right],
\]

where \( K_{\nu}(z) \) is the modified Bessel function of index \( \nu \). Using this result (G13) for each term in Eq. (G9) we get

\[
f_r(z) = \frac{1}{4\pi z^{3/2}} \sum_{k=0}^{\infty} \frac{(2k)!}{(k!)^2 2^{2k}} \sqrt{4k+1} e^{-\frac{(4k+1)^2}{4z}} \left( \left( \frac{(4k+1)^2}{16z} \right) - 1 \right) K_{1/4} \left( \frac{(4k+1)^2}{16z} \right) + \frac{(4k+1)^2}{4z} K_{3/4} \left( \frac{(4k+1)^2}{16z} \right)
\]

the main text.

Asymptotic behaviours of \( f_r(z) \): The limit \( z \to 0 \) is easy to obtain as it is given by the \( k = 0 \) term of the series in
Eq. (G14). Using $K_\nu(x) \sim \sqrt{\pi/(2x)}e^{-x}$ as $x \to \infty$, we find that the leading order behavior of the $k = 0$ term, and hence of $f_r(z)$, is given by

$$f_r(z) \sim \frac{1}{2\sqrt{\pi}} \frac{1}{x^2} \ , \ \text{as} \ z \to 0 . \quad (G15)$$

In contrast, the other limit $z \to \infty$ is trickier as in the case of $f_r(a_1)$ in Eq. (E16). To proceed, it is convenient to go back to the original Laplace transform in Eq. (G7) and re-write its r.h.s. using the following identity

$$\int_0^\infty \frac{e^{-\lambda z} f_r(z)}{z} \, dz = 2 \sum_{n=1}^{\infty} (-1)^{n+1} \frac{n^2 \pi^2}{n^2 \pi^2 + 2\lambda} . \quad (G16)$$

Hence we get from Eq. (G7) the following alternative representation of the Laplace transform which is more suited for the large $z$ analysis of $f_r(z)$

$$f_r(z) \sim \sqrt{\frac{\pi}{2z}} e^{-z^2/2z} \ , \ \text{as} \ z \to \infty . \quad (G18)$$

For large $z$, the dominant contribution comes from the branch-cut around the pole corresponding to the $n = 1$ term in this series in Eq. (G17). Near this pole corresponding to $n = 1$, the r.h.s. behaves as $\sim \frac{\pi^2}{\sqrt{2\pi^2 + 2\lambda}}$. Using the identity in Eq. (E10) we obtain

$$f_r(z) \sim \sqrt{\frac{\pi}{2z}} e^{-z^2/2z} \ , \ \text{as} \ z \to \infty . \quad (G18)$$

The asymptotic behaviors of $f_r(z)$ in Eqs. (G15) and (G18) have been stated below Eq. (13) in the main text.
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