Nonstationary force sensing under dissipative mechanical quantum squeezing
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We study the stationary and nonstationary measurement of a classical force driving a mechanical oscillator coupled to an electromagnetic cavity under two-tone driving. For this purpose, we develop a theoretical framework based on the signal-to-noise ratio to quantify the sensitivity of linear spectral measurements. Then, we consider stationary force sensing and study the necessary conditions to minimise the added force noise. We find that imprecision noise and back-action noise can be arbitrarily suppressed by manipulating the amplitudes of the input coherent fields, however, the force noise power spectral density cannot be reduced below the level of thermal fluctuations. Therefore, we consider a nonstationary protocol that involves non-thermal dissipative state preparation followed by a finite measurement time, which allows one to perform measurements with a signal-to-noise much greater than the maximum possible in a stationary measurement scenario. Conditions for optimal force noise sensitivity are determined, and the corresponding force noise power spectral densities are calculated.

I. INTRODUCTION

The problem of measuring a force by monitoring the position of a mechanical quantum oscillator has served as a longstanding inspiration for the theory of quantum measurement [1–6]. Further, the use of optomechanical systems as a sensitive platform for the measurement of very weak forces has been especially motivated by the endeavour to detect gravitational waves [7,8]. However, the development of ultra-sensitive force measurement technologies is also relevant in many other applications, such as atomic force microscopes [9,10], magnetic resonance force microscopy [11], absolute rotation detection [12,13], proposals for the detection of dark matter [14,15], and in studying the interplay of quantum mechanics and gravity on a tabletop scale [16–20].

It was first described by Braginsky [21], that the maximum achievable sensitivity in the measurement of weak forces will be attained via an optimal trade-off between measurement imprecision and quantum back-action [22], defining a lower limit which in the case of a simplified experimental scheme is known as the standard quantum limit (SQL) for force detection. Nonetheless, this SQL may be beaten using more sophisticated measurement protocols; but even in that case, the sensitivity will ultimately be limited by thermal and quantum fluctuations of the mechanical oscillator and the electromagnetic field that make up the sensor [23].

Since the 1970s there have been a number of proposals regarding an improvement of sensitivity beyond the SQL, and ultimately surpassing quantum and thermal fluctuations associated with the measurement [2,24,25]. However, important experimental demonstrations in the last few years [26,27], and the first direct detection of gravitational waves [28], have motivated new ideas and sophisticated experiments feeding back to the problem of the detection of a weak classical force coupled to a quantum-mechanical oscillator. Among the latest experimental breakthroughs, it is worth highlighting the demonstration of force and position measurement below the SQL [29], and the achievement of quantum amplification of the displacement of a mechanical oscillator using a single-trapped ion [30]. On the theoretical side, recent proposals in the modification of the sensor design have included, inserting a degenerate optical parametric amplifier in an optomechanical cavity [31,32], introducing an auxiliary mechanical oscillator [33,34], using hybrid atom-cavity optomechanical setups [35–37], and taking advantage of the electromagnetically induced transparency in an ensemble of three-level atoms [38].

Here, we propose an alternative route based on a time-dependent protocol that does not require the inclusion of additional components to the optomechanical cavity.

Figure 1. Sketch of the optomechanical/electromechanical system under consideration. A classical force \( f(t) \) drives a mechanical oscillator with resonance frequency \( \omega_m \), which in turn is coupled to an electromagnetic cavity with resonance frequency \( \omega_c \) under two-tone driving. The frequencies of the input coherent tones are \( \omega_\pm = \omega_c \pm \omega_m \).
We consider a mechanical oscillator parametrically coupled to an electromagnetic cavity which is driven at the two sidebands associated with the mechanical motion. Such a system has been used before to perform back-action evading (BAE) measurements of a single mechanical quadrature in microwave electromechanical systems [39–42], and optical systems [43]. In addition, it has been used to achieve dissipative mechanical and electromagnetic squeezed states [44–49]. Further, recently it has been used to demonstrate a two-tone optomechanical instability in backaction-evading measurements [50]. Moreover, considering two mechanical oscillators coupled to a common cavity mode, this scheme has been used to perform two-mode BAE measurements [51,52] and to prepare entangled mechanical states [53–55].

We study two techniques for the measurement of a classical force using the aforementioned quantum optomechanical system, and determine the conditions for optimal signal-to-noise ratio (SNR) in the force measurement. First, we consider force sensing in the stationary state under dissipative state preparation, for which we use the stationary force noise power spectral density (PSD) as a figure of merit to quantify the sensitivity of the force measurement. However, this scheme is not optimal for the measurement of impulsive forces. Second, as an alternative, we consider a time-dependent sensing protocol, where the fluctuations are first reduced dissipatively, and then sensing is conducted while the dissipative state preparation is turned off. We have identified regimes where such an approach is beneficial, and analysed this scenario quantitatively.

This paper is organised as follows. In Sec. II, we introduce the model and obtain the Heisenberg-Langevin equations of motion describing the system dynamics. In Sec. III, we consider the definition of SNR for a generic linear nonstationary force measurement, which gives a theoretical framework to the rest of this work. In Sec. IV, we describe the stationary force sensing protocol under two-tone driving and determine the conditions for optimal force measurement based on the corresponding stationary force noise PSD. In Sec. V, we discuss a nonstationary strategy that significantly improves the SNR for force measurements, which considers a measurement in the nonstationary transient regime using a mechanical oscillator initially prepared in a dissipative squeezed state. In Sec. VI, we conclude.

II. THEORETICAL MODEL

We consider a classical force acting on a mechanical oscillator, which is coupled to an electromagnetic cavity driven at the two sidebands detuned from the cavity resonance frequency by the mechanical resonance frequency, as represented in Fig. 1. The mechanical oscillator is described as a single quantum harmonic oscillator with mass $m$ and resonance frequency $\omega_m$. This description is valid since the detuning of the input coherent drives is adjusted to select a particular mechanical mode. Further, we consider a high quality factor electromagnetic cavity with free spectral range much greater than $\omega_m$ and, hence, we focus on a single cavity mode with resonance frequency $\omega_c$ selected by the external driving and neglect scattering into other electromagnetic modes. The frequencies of the input coherent tones will be $\omega_{+} = \omega_c + \omega_m$, such that they drive the two sidebands corresponding to the chosen mechanical mode. The weak classical force to be measured acts on the mechanical oscillator shifting its position, this accordingly modifies the effective length of the cavity whose change can be monitored through the output electromagnetic field.

The linearised Hamiltonian for this system, which is derived in Appendix A, is given by ($\hbar = 1$):

$$\begin{align*}
H &= \omega_c a^\dagger a + \omega_m b^\dagger b - g (\alpha a^\dagger + \alpha^* a) (b^\dagger + b) \\
&\quad - \frac{F}{\sqrt{2}} (b^\dagger + b),
\end{align*}$$

(1)

where $a$ and $b$ are the electromagnetic and mechanical annihilation operators, respectively; $g$ is the single-photon optomechanical coupling strength and $F = F(t)$ corresponds to the classical force to be measured. Further, $\alpha = \pi_{+} e^{-i\omega_{+} t} + \pi_{-} e^{-i\omega_{-} t}$, where $\pi_{\pm}$ are real constants corresponding to the amplitudes of the coherent cavity field in the steady-state.

Now, with the intention of eliminating explicit time-dependence in the interaction terms due to $\alpha$, we move to an interaction picture with respect to $H_0 = \omega_c a^\dagger a + \omega_m b^\dagger b$, via $H_t = U^\dagger H U = i U^\dagger \frac{\partial U}{\partial t}$ with $U = e^{-iH_0 t}$. Furthermore, if the external force is near-resonant with the mechanical oscillator, we may write

$$F(t) = \bar{F}(t) e^{-i\omega_m t} + \tilde{F}(t) e^{i\omega_m t},$$

(2)

where $\bar{F}(t)$ is a slowly-varying amplitude. Thus, the Hamiltonian in the interaction picture will be given by

$$H_1 = -a^\dagger \left[(G_+ + G_- e^{2i\omega_m t}) b^\dagger + (G_+ e^{-2i\omega_m t} + G_-) b\right]$$
$$\quad - \frac{\bar{F}}{\sqrt{2}} (b^\dagger + b) e^{-i2\omega_m t} + \text{H.c.},$$

(3)

where $G_{\pm} = g \pi_{\pm}$ (with $G_{\pm} \geq 0$) are the effective optomechanical coupling strengths. Moreover, if $\omega_m \gg G_{\pm}, |\bar{F}|$ with $|\bar{F}|$ the magnitude of $\bar{F}(t)$, we can make a rotating-wave approximation (RWA) and neglect the fast-oscillating terms in Eq. (3), such that $H_1$ reduces to the effective Hamiltonian

$$H_{\text{eff}} = -a^\dagger (G_+ b^\dagger + G_- b) - \frac{\bar{F}}{\sqrt{2}} b^\dagger + \text{H.c.}$$

(4)

It is useful to write the effective Hamiltonian in Eq. (4) in terms of the dimensionless mechanical and electromagnetic quadratures. Here, the mechanical quadratures are defined as $Q = (b^\dagger + b)/\sqrt{2}$, $P = i (b^\dagger - b)/\sqrt{2}$, while the electromagnetic quadratures are given by $X = \bar{F}/\sqrt{2}$.
\( (a^\dagger + a)/\sqrt{2}, \ Y = i(a^\dagger - a)/\sqrt{2}. \) Hence, the effective Hamiltonian takes the form

\[
H_{\text{eff}} = - \left[ (G_- + G_+) Q X + (G_- - G_+) P Y \right] - \mathcal{F}_{\text{re}} Q - \mathcal{F}_{\text{im}} P,
\]

where \( \mathcal{F}_{\text{re}} \) and \( \mathcal{F}_{\text{im}} \) are the real and imaginary parts of \( \mathcal{F} \), respectively.

Finally, from the effective Hamiltonian in Eq. (4), the Heisenberg-Langevin equations in the interaction picture for the operators \( a \) and \( b \) will be given by,

\[
\dot{a} = -\frac{\kappa}{2} a + i (G_+ b^\dagger + G_- b) + \sqrt{\kappa} a_{\text{in}}, \tag{6a}
\]
\[
\dot{b} = -\frac{\kappa}{2} b + i (G_+ a^\dagger + G_- a) + \frac{i}{\sqrt{2}} (\mathcal{F} + \mathcal{W}). \tag{6b}
\]

The electromagnetic input noise \( a_{\text{in}} = a_{\text{in}}(t) \) satisfies the following the correlation functions,

\[
\langle a_{\text{in}}(t) a_{\text{in}}^\dagger(t') \rangle = \delta(t - t'), \quad \langle a_{\text{in}}(t) a_{\text{in}}(t') \rangle = \langle a_{\text{in}}^\dagger(t) a_{\text{in}}(t') \rangle = 0, \tag{7}
\]

as well as the input-output relation

\[
a_{\text{out}}(t) + a_{\text{in}}(t) = \sqrt{\kappa} a(t), \tag{8}
\]

where \( a_{\text{out}}(t) \) will be associated with the output electromagnetic field in the interaction picture. The mechanical quantum Langevin force \( \mathcal{W} \) is defined and treated in Appendix A.

In this work we focus on the dynamics of the mechanical and electromagnetic quadratures in the interaction picture, therefore, we stress that if the conditions considered to ensure the validity of Eqs. (6) are satisfied (see Appendix A and previously in this section), then, the system quadratures will obey the following system of Heisenberg-Langevin equations [44],

\[
\dot{\mathbf{v}} = \mathbf{M} \cdot \mathbf{v} + \mathbf{f} + \mathbf{\xi}, \tag{9}
\]

where

\[
\mathbf{v} = (Q, P, X, Y)^T, \tag{10}
\]

is the vector of quadrature operators, \( \mathbf{M} \) describes the system dynamics in the interaction picture

\[
\mathbf{M} = \begin{bmatrix}
-\gamma/2 & 0 & 0 & -(G_- - G_+) \\
0 & -\gamma/2 & G_- + G_+ & 0 \\
0 & -(G_- - G_+) & -\kappa/2 & 0 \\
G_- + G_+ & 0 & 0 & -\kappa/2
\end{bmatrix}, \tag{11}
\]

and \( \mathbf{f} \) is the force vector, which contains the information about the force applied to the mechanical oscillator:

\[
\mathbf{f} = (-\mathcal{F}_{\text{im}}, \mathcal{F}_{\text{re}}, 0, 0)^T. \tag{12}
\]

Further,

\[
\mathbf{\xi} = (-\mathcal{W}_{\text{im}}, \mathcal{W}_{\text{re}}, \sqrt{\kappa} X_{\text{in}}, \sqrt{\kappa} Y_{\text{in}})^T \tag{13}
\]

is the input noise vector describing the Langevin noise due to the mechanical and electromagnetic reservoirs, where \( \mathcal{W}_{\text{re}} \) and \( \mathcal{W}_{\text{im}} \) are the real and imaginary parts of \( \mathcal{W} \), and \( X_{\text{in}} = (a_{\text{in}}^\dagger + a_{\text{in}})/\sqrt{2} \) and \( Y_{\text{in}} = i(a_{\text{in}}^\dagger - a_{\text{in}})/\sqrt{2} \) are the input noises associated with the electromagnetic quadratures. The correlation functions of the input electromagnetic noises are given by,

\[
\langle X_{\text{in}}(t) X_{\text{in}}(t') \rangle = \langle Y_{\text{in}}(t) Y_{\text{in}}(t') \rangle = \frac{1}{2} \delta(t - t'), \tag{14a}
\]
\[
\langle X_{\text{in}}(t) Y_{\text{in}}(t') \rangle = \langle Y_{\text{in}}(t) X_{\text{in}}(t') \rangle^* = \frac{i}{2} \delta(t - t'). \tag{14b}
\]

Moreover, from the input-output relation in Eq. (8), we have,

\[
X_{\text{out}}(t) + X_{\text{in}}(t) = \sqrt{\kappa} X(t), \tag{15a}
\]
\[
Y_{\text{out}}(t) + Y_{\text{in}}(t) = \sqrt{\kappa} Y(t); \tag{15b}
\]

where the output electromagnetic quadratures are given by, \( X_{\text{out}} = (a_{\text{out}}^\dagger + a_{\text{out}})/\sqrt{2} \) and \( Y_{\text{out}} = i(a_{\text{out}}^\dagger - a_{\text{out}})/\sqrt{2} \). On the other hand, the correlation functions involving the mechanical quantum Langevin forces \( \mathcal{W}_{\text{re}}(t) \) and \( \mathcal{W}_{\text{im}}(t) \) are as follows,

\[
\langle \mathcal{W}_{\text{re}}(t) \mathcal{W}_{\text{re}}(t') \rangle = \langle \mathcal{W}_{\text{im}}(t) \mathcal{W}_{\text{im}}(t') \rangle = \frac{\gamma}{4\pi\omega_{\text{im}}} \int_{0}^{\infty} d\omega \omega \coth \left( \frac{\hbar \omega}{2k_B T} \right) \cos \left( (\omega - \omega_{\text{im}})(t - t') \right) - \frac{\gamma}{4\pi\omega_{\text{im}}} \int_{0}^{\infty} d\omega \omega \sin \left( (\omega - \omega_{\text{im}})(t - t') \right), \tag{16a}
\]

\[
\langle \mathcal{W}_{\text{re}}(t) \mathcal{W}_{\text{im}}(t') \rangle = -\langle \mathcal{W}_{\text{im}}(t) \mathcal{W}_{\text{re}}(t') \rangle = \frac{\gamma}{4\pi\omega_{\text{im}}} \int_{0}^{\infty} d\omega \omega \coth \left( \frac{\hbar \omega}{2k_B T} \right) \sin \left( (\omega - \omega_{\text{im}})(t - t') \right) + \frac{\gamma}{4\pi\omega_{\text{im}}} \int_{0}^{\infty} d\omega \omega \cos \left( (\omega - \omega_{\text{im}})(t - t') \right). \tag{16b}
\]

From the Heisenberg-Langevin Eqs. (9), it is clear that if \( G_+ = G_- \), which can be achieved by tuning the input coherent drives, then, we can perform a BAE measurement of the mechanical \( Q \) quadrature as described in Refs. [39,40]. Otherwise, if \( G_+ \neq G_- \), the electromagnetic quadrature \( Y \) will act as a force for the mechanical oscillator, introducing additional noise in the measurement process. However, this unbalanced detection scheme allows one to obtain arbitrarily large dissipative squeezing of the mechanical quadratures, as demonstrated in Ref. [44]. On the other hand, Eqs. (9) show that each quadrature of the force affects a different mechanical quadrature, and every mechanical quadrature is coupled to only one quadrature of the electromagnetic field. Thus, the sensing of \( \mathcal{F}_{\text{im}} \) (\( \mathcal{F}_{\text{re}} \)) through the output
electromagnetic field can only be done by measuring $Y_{\text{out}}(X_{\text{out}})$; i.e., this scheme allows only single-quadrature force sensing.

III. SIGNAL-TO-NOISE RATIO IN FORCE MEASUREMENTS

The sensitivity of a measurement can be quantified by a signal-to-noise ratio (SNR), where a more sensitive measurement will have a greater associated SNR.

In order to give a formal definition of SNR, first we shall consider how to obtain information about a classical force applied to a mechanical oscillator using an optomechanical scheme like the one we study here. For this purpose, we shall focus on the sensing of the $F_{\text{im}}(t)$ quadrature of the force, which can be done through the measurement of the electromagnetic output quadrature $Y_{\text{out}}(t)$, as described in the following relationship:

$$Y_{\text{out}}(t) = A(t) * F_{\text{im}}(t) + N(t),$$

(17)

where $A(t)$ is the amplification of the force signal, and $N(t)$ is the zero-mean noise added due to the measurement. Eq. (17) can be evaluated from the Heisenberg-Langevin Eqs. (9) and the input-output relation (8), as will be done in Sec. V.

To estimate $F_{\text{im}}(t)$ from $Y_{\text{out}}(t)$, we apply $Y_{\text{out}}(t)$ to a linear filter with impulse response $h(t)$ and frequency response $H(\omega)$, such that

$$F_{\text{est}}(t) \equiv h(t) * Y_{\text{out}}(t),$$

(18)

where $F_{\text{est}}(t)$ is the quantum estimator of the classical force quadrature $F_{\text{im}}(t)$. The estimated force may be broken down into a signal and a noise components,

$$F_{\text{est}}(t) = F_{\text{est}}^s(t) + F_{\text{est}}^n(t),$$

(19)

where $F_{\text{est}}^s(t)$ is the response due to the signal $F_{\text{im}}(t)$ and $F_{\text{est}}^n(t)$ is the added force noise due to the measurement. These are given by

$$F_{\text{est}}^s(t) = h(t) * A(t) * F_{\text{im}}(t),$$

(20a)

$$F_{\text{est}}^n(t) = h(t) * N(t),$$

(20b)

respectively.

A. Signal-to-noise ratio

In the following, we shall consider the SNR of the linear force measurement described by Eqs. (17) – (20). The SNR is usually defined as the ratio of the mean to the standard deviation of a given filtered measured signal [56], where the signal is identified with the mean while the noise corresponds to the standard deviation. Since we are interested in spectral measurements that are in general nonstationary, we will focus on making a description in frequency domain that accounts for the effects of a finite measurement time. For this purpose, we shall consider the truncated Fourier transform, which is defined as

$$\mathcal{O}(\omega, T_m) = \int_{-\infty}^{+\infty} dt e^{i\omega t} \Pi_{T_m}(t) \mathcal{O}(t),$$

(21)

where $\mathcal{O}(t)$ is a generic operator, $T_m$ is the measurement time, and $\Pi_{T_m}(t)$ is a rectangular window function equal to one in the interval $(0, T_m)$ and zero elsewhere. Thus, we define the truncated SNR as

$$\text{SNR}(\omega, T_m) \equiv \frac{S(\omega, T_m)}{\mathcal{N}(\omega, T_m)},$$

(22)

where the signal $S(\omega, T_m)$ is given by

$$S(\omega, T_m) = |\langle F_{\text{est}}(\omega, T_m) \rangle|,$$

(23)

while the noise $\mathcal{N}(\omega, T_m)$ is defined as

$$\mathcal{N}(\omega, T_m) = \sqrt{\text{Var}[F_{\text{est}}(\omega, T_m)]}.$$  

(24)

Here, $F_{\text{est}}(\omega, T_m)$ is the truncated Fourier transform of $F_{\text{est}}(t)$ as defined in Eq. (21), while

$$\text{Var}[F_{\text{est}}(\omega, T_m)] = \langle F_{\text{est}}^\dagger(\omega, T_m) F_{\text{est}}(\omega, T_m) \rangle - \langle F_{\text{est}}(\omega, T_m) \rangle \langle F_{\text{est}}^\dagger(\omega, T_m) \rangle$$

(25)

is the variance of $F_{\text{est}}(\omega, T_m)$ [57,58]. Therefore, $S(\omega, T_m)$ and $\mathcal{N}(\omega, T_m)$ correspond to the mean and standard deviation of the truncated quantum estimator $F_{\text{est}}(\omega, T_m)$, respectively. Further, the absolute value in the definition of the signal $S(\omega, T_m)$ in Eq. (23) was included to guarantee that $\text{SNR}(\omega, T_m)$ is always positive and real-valued.

Taking the truncated Fourier transform of Eq. (19), we have that $F_{\text{est}}(\omega, T_m)$ is by

$$F_{\text{est}}(\omega, T_m) = F_{\text{est}}^s(\omega, T_m) + F_{\text{est}}^n(\omega, T_m),$$

(26)

with $F_{\text{est}}^s(\omega, T_m)$ and $F_{\text{est}}^n(\omega, T_m)$ the truncated Fourier transforms of $F_{\text{est}}(t)$ and $F_{\text{est}}^n(t)$, respectively. Now, from Eq. (26) and taking into account that $\langle F_{\text{est}}^n(\omega, T_m) \rangle = 0$ given that $\langle F_{\text{est}}(t) \rangle = 0$, we may write signal and noise in Eqs. (23) and (24) as,

$$S(\omega, T_m) = |F_{\text{est}}^s(\omega, T_m)|,$$

(27a)

$$\mathcal{N}(\omega, T_m) = \sqrt{\langle F_{\text{est}}^s(\omega, T_m) F_{\text{est}}^n(\omega, T_m) \rangle} = \sqrt{T_m S_{F_{\text{est}}}(\omega, T_m)}.$$  

(27b)

Here,

$$S_{F_{\text{est}}}(\omega, T_m) = \frac{1}{T_m} \langle F_{\text{est}}^n(\omega, T_m) F_{\text{est}}^s(\omega, T_m) \rangle$$

(28)

is the truncated force noise PSD, which mimics the classical definition of periodogram PSD estimator [59–61] (see...
Appendix B for details). Therefore, the truncated SNR in Eq. (22) takes the form
\[
\text{SNR}(\omega, T_m) = \frac{|F^\text{est}_\text{SNR}_\text{F}(\omega, T_m)|}{\sqrt{T_m S_{F^\text{est}_\text{SNR}_\text{F}}(\omega, T_m)}}, \tag{29}
\]
which we identify as the most suitable figure of merit for quantifying the sensitivity of any nonstationary quantum measurement of a classical force. Thus, our goal is to find the optimal conditions that maximise \(\text{SNR}(\omega, T_m)\) and, accordingly, the sensitivity of the measurement.

### B. Signal-to-noise ratio: stationary case

The definition of SNR given in Eq. (29) must allow us to describe the stationary regime in the limit in which the measurement time approaches infinity \((T_m \to \infty)\), however, the explicit dependence of \(\text{SNR}(\omega, T_m)\) on \(T_m\) would make the SNR to drop to zero regardless of the particular details of the measurement. Moreover, in a stationary steady-state measurement the SNR is expected to be the same despite the particular time in which the output signal is truncated in order to estimate the classical force and, therefore, in the stationary regime \(T_m\) will be just an arbitrary parameter. Hence, considering the above, we define the stationary SNR as
\[
\text{SNR}(\omega) = \lim_{T_m \to \infty} \sqrt{T_m} \text{SNR}(\omega, T_m); \tag{30}
\]
such that
\[
\text{SNR}(\omega) = \frac{S(\omega)}{N(\omega)} = \frac{\lim_{T_m \to \infty} S(\omega, T_m)}{\lim_{T_m \to \infty} N(\omega, T_m)/\sqrt{T_m}}. \tag{31}
\]
Here, the noise \(N(\omega, T_m)\) is rescaled by a factor of \(1/\sqrt{T_m}\) so that we can identify the stationary noise \(N(\omega)\) with the force noise PSD \(S_{F^\text{est}_\text{SNR}}(\omega)\), which is consistent with the standard definition of the stationary SNR as we will show below. Thus, the stationary signal is given by
\[
S(\omega) = \lim_{T_m \to \infty} S(\omega, T_m) = |F^\text{est}_\text{SNR}(\omega)|, \tag{32}
\]
where \(F^\text{est}_\text{SNR}(\omega)\) is the Fourier transform of \(F^\text{est}(t)\), and it was assumed that the force signal \(F^\text{est}(t)\) is different than zero from \(t = 0\). Further, the stationary noise takes the form
\[
N(\omega) = \lim_{T_m \to \infty} N(\omega, T_m)/\sqrt{T_m} = \sqrt{S_{F^\text{SNR}}(\omega)}, \tag{33}
\]
where \(S_F(\omega)\) is the stationary force noise PSD, given by
\[
S_{F^\text{SNR}}(\omega) = \lim_{T_m \to \infty} \frac{1}{T_m} \left\langle F^\text{est}_\text{SNR}(\omega, T_m) F^\text{SNR}_\text{est}(\omega, T_m) \right\rangle. \tag{34}
\]
Following the results of Appendix B, we may write \(S_F(\omega)\) as
\[
S_{F^\text{est}_\text{SNR}}(\omega) = \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} \left\langle F^\text{est}_\text{SNR}(\omega') F^\text{est}_\text{SNR}(\omega) \right\rangle, \tag{35}
\]
where \(F^\text{est}_\text{SNR}(\omega)\) is the Fourier transform of \(F^\text{est}_\text{SNR}(t)\). Therefore, the stationary SNR in Eq. (31) takes the form
\[
\text{SNR}(\omega) = \frac{|F^\text{est}_\text{SNR}(\omega)|}{\sqrt{S_{F^\text{SNR}}(\omega)}}, \tag{36}
\]
which corresponds to the standard definition of SNR for a stationary force measurement.

A stationary SNR equal to one, \(\text{SNR}(\omega) = 1\), is often associated with the minimum force that can be measured using a given sensing protocol [62]; therefore, from Eq. (36) we can see that \(\sqrt{S_{F^\text{SNR}}(\omega)}\) will correspond to the minimum magnitude of the frequency component of the force \(|F^\text{est}_\text{SNR}(\omega)|\) that can be measured in a given bandwidth. Hence, the stationary force noise PSD \(S_{F^\text{SNR}}(\omega)\) as given in Eq. (35) will be a good figure of merit for the sensitivity of force measurements in the stationary regime, such that the smaller \(S_{F^\text{SNR}}(\omega)\) is, the more sensitive the measurement will be.

As a final step in describing the quantification of force sensitivity for a stationary force measurement, we shall consider the filtering of the force signal in real frequency domain. To this end, first we must take the Fourier transform of Eqs. (18) – (20). Thus, from Eq. (18), we have
\[
F^\text{est}_\text{SNR}(\omega) = H(\omega)Y^\text{out}_\text{SNR}(\omega), \tag{37}
\]
where \(F^\text{est}_\text{SNR}(\omega)\) and \(Y^\text{out}_\text{SNR}(\omega)\) are the Fourier transforms of \(F^\text{est}(\omega)\) and \(Y^\text{out}(t)\), respectively, while \(H(\omega)\) is the frequency response of the linear filter. It is worth noting that \(F^\text{est}_\text{SNR}(\omega)\) corresponds to the estimated frequency component of the force quadrature \(F^\text{est}_\text{SNR}(t)\). Further, following Eqs. (19) and (20), \(F^\text{est}_\text{SNR}(\omega)\) may be broken down as
\[
F^\text{est}_\text{SNR}(\omega) = F^\text{SNR}_\text{est}_\text{SNR}(\omega) + F^\text{SNR}_\text{est}(\omega), \tag{38}
\]
where
\[
F^\text{SNR}_\text{est}_\text{SNR}(\omega) = H(\omega)A(\omega)F^\text{SNR}_\text{est}_\text{SNR}(\omega), \tag{39a}
F^\text{SNR}_\text{est}(\omega) = H(\omega)N(\omega); \tag{39b}
\]
being \(F^\text{SNR}_\text{est}_\text{SNR}(\omega)\), \(F^\text{SNR}_\text{est}(\omega)\), \(A(\omega)\), and \(N(\omega)\), the Fourier transforms of \(F^\text{SNR}_\text{est}(t)\), \(F^\text{SNR}_\text{est}(t)\), \(A(t)\), and \(N(t)\), respectively. Here, as it is standard for stationary linear measurements, we will consider an inverse filter, which frequency response is given by
\[
H(\omega) = \frac{1}{A(\omega)}. \tag{40}
\]
Hence, the inverse filter will rescale \(Y^\text{out}_\text{SNR}(\omega)\) in such a way that \(F^\text{est}_\text{SNR}(\omega)\) will have the same units of \(F^\text{est}_\text{SNR}(t)\), and \(F^\text{SNR}_\text{est}_\text{SNR}(\omega)\) and \(F^\text{SNR}_\text{est}(\omega)\) will be given by
\[
F^\text{SNR}_\text{est}_\text{SNR}(\omega) = \frac{T^\text{SNR}_\text{est}_\text{SNR}(\omega)}{A(\omega)}, \tag{41a}
F^\text{SNR}_\text{est}(\omega) = \frac{N(\omega)}{A(\omega)}. \tag{41b}
\]
Therefore, using Eqs. (41a) and (41b), we are able to calculate the stationary force noise PSD as well as as the stationary SNR using Eqs. (35) and (36), respectively.
C. Signal-to-noise ratio: exponential window

The definition of truncated SNR given in Eq. (22), which yields to Eqs. (29) and (36), assumes that the measurement record is truncated using the rectangular window function \( \Pi_{T_m}(t) \); however, this is not the best option when analysing experimental data, since the use of rectangular windows reduces the frequency resolution of PSD estimates [59]. In addition, a rectangular window function is not convenient either to obtain simple analytical results in the nonstationary regime, which is possible with other window functions as we will see below.

Therefore, in order to consider a more convenient window function in the definition of SNR we introduce the windowed Fourier transform

\[
F_w\{O(t)\} = \int_{-\infty}^{\infty} dt e^{i\omega t} w(t)O(t),
\]

(42)

where \( w(t) \) is a window function. This windowed Fourier transform will replace the truncated Fourier transform in the definition of signal and noise in Eqs. (27a) and (27b), respectively, allowing us to define what we will call below the nonstationary SNR. Using the windowed Fourier transform it is possible to obtain a windowed version of the PSD in Eq. (28), which will correspond to the classical definition of modified periodogram PSD estimator [61]. Here, \( w(t) \) must satisfy the condition

\[
\frac{1}{T_m} \int_{-\infty}^{\infty} dt |w(t)|^2 = 1,
\]

which guarantees that in the stationary regime the estimated average power is the same as that in the signal. Further, the chosen window must ensure that the PSD estimate is asymptotically unbiased, i.e., that in the limit of infinite measurement time \( (T_m \to \infty) \) it reduces to the stationary PSD satisfying the Wiener-Khinchin theorem (see Appendix B).

On the other hand, the definition of truncated SNR in Eq. (22) relies on the existence of a filter that allows us to represent the quantum estimator as described in Eq. (19). This assumption implies that we must explicitly consider some filter in order to calculate the SNR. A standard approach to filter the output signal of a linear measurement is to apply an inverse filter in time or frequency domain to the complete measurement record. Unfortunately, this procedure is not suitable for the estimation of nonstationary signals in the transient regime (see Appendix C), ability that we identify as the nonstationary operation of the transducer. However, it is possible to follow a similar procedure but in complex frequency domain, such that one is able to describe the nonstationary measurement of impulsive forces.

Thus, for the purpose of filtering the signal in the nonstationary transient regime, we will use a one-sided decaying exponential window function

\[
w_{T_m}(t) = e^{-t/2T_m} \theta(t),
\]

(43)

so that the windowed Fourier transform may be written as a Laplace transform:

\[
F_w\{O(t)\} \equiv \mathcal{L}\{O(t)\} = \int_0^{+\infty} dt e^{-st} O(t),
\]

(44)

where the complex variable \( s \) is given by

\[
s = -i\omega + 1/2T_m.
\]

(45)

Further, if we take the Laplace transform of Eq. (17) and we take into account the convolution theorem, we will have

\[
Y_{\text{out}}(s) = A(s) \mathcal{F}_m(s) + N(s),
\]

(46)

where \( Y_{\text{out}}(s) \), \( A(s) \), \( \mathcal{F}_m(s) \) and \( N(s) \) are the Laplace transforms of \( Y_{\text{out}}(t) \), \( A(t) \), \( \mathcal{F}_m(t) \) and \( N(t) \); respectively. Hence, we can use an inverse filter with transfer function

\[
H(s) = \frac{1}{A(s)},
\]

(47)

to obtain

\[
F_{\text{est}}(s) = F_{\text{est}}^S(s) + F_{\text{est}}^N(s);
\]

(48)

where estimator, signal, and noise, are given by

\[
F_{\text{est}}(s) = \frac{Y_{\text{out}}(s)}{A(s)},
\]

(49a)

\[
F_{\text{est}}^S(s) = \mathcal{F}_m(s),
\]

(49b)

\[
F_{\text{est}}^N(s) = \frac{N(s)}{A(s)}.
\]

(49c)

Now, we will use \( F_{\text{est}}^S(s) \) and \( F_{\text{est}}^N(s) \) to replace the truncated Fourier transforms of \( F_{\text{est}}^S(t) \) and \( F_{\text{est}}^N(t) \) in the definitions of signal and noise in Eqs. (27a) and (27b) and, accordingly, in the SNR in Eq. (29). Further, we will drop the \( s \) notation and we will refer to \( \omega \) and \( T_m \) explicitly. Hence, we define the nonstationary SNR as

\[
\text{SNR}(\omega, T_m) = \frac{S(\omega, T_m)}{N(\omega, T_m)};
\]

(50)

where \( S(\omega, T_m) \) is the nonstationary signal while \( N(\omega, T_m) \) is the nonstationary noise, which are given by,

\[
S(\omega, T_m) = |\mathcal{F}_m(-i\omega + 1/2T_m)|,
\]

(51a)

\[
N(\omega, T_m) = \sqrt{T_m S_{\text{F}_{\text{est}}}(\omega, T_m)}.
\]

(51b)

Here, \( S_{\text{F}_{\text{est}}}(\omega, T_m) \) is the nonstationary force noise PSD given by

\[
S_{\text{F}_{\text{est}}}(\omega, T_m) = \frac{1}{T_m} \{F_{\text{est}}^S(-i\omega + 1/2T_m) F_{\text{est}}^N(-i\omega + 1/2T_m)\},
\]

(52)

which, as is shown in Appendix B, satisfies the Wiener-Khinchin theorem in the stationary regime. We included
the explicit dependence on $T_m$ in the nonstationary force noise PSD in Eq. (52) in order to emphasise its nonstationary nature.

Therefore, explicitly, the nonstationary SNR will be given by

$$\text{SNR}(\omega, T_m) = \frac{|F_{\text{im}}(-i\omega + 1/2T_m)|}{\sqrt{T_m S_{F_{\text{est}}}^2(\omega, T_m)}}. \quad (53)$$

Eq. (53) corresponds to one of the main results of this work as it allows us to calculate analytically the nonstationary SNR in a relatively simple and straightforward manner.

In the deduction of Eq. (53), the inclusion of the exponential window function $w_{T_m}(t)$ may be seen as an approximation that is made solely for analytical convenience. However, more than an approximation it is included as part of a technique to estimate the SNR for finite measurement times. A technique that may be implemented in an experimental scenario as well. In order to explore this possibility, it is useful to consider the performance of the exponential window function $w_{T_m}(t)$, as defined in Eq. (43), when calculating PSD estimates in the presence of broadband white noise. To quantify this performance it is standard to use the equivalent noise bandwidth (ENBW), which is defined as the bandwidth of an ideal filter (with rectangular frequency response) that would pass the same average power as the window of interest when each is driven by stationary random classical noise [61]. Thus, the ENBW will be given by (normalised to $1/T_m$),

$$\text{ENBW} = \frac{1}{T_m} \int_{-\infty}^{+\infty} dt |w(t)|^2; \quad (54)$$

where the smaller the ENBW, the better the performance of the window in the presence of broadband noise. Therefore, it is easy to see that for the rectangular window function $\Pi_{T_m}(t)$, ENBW = 1; while for the exponential window function $w_{T_m}(t)$, ENBW = 1/4. This proves that the smoothing effect of $w_{T_m}(t)$ on the measurement record increases its performance in comparison to $\Pi_{T_m}(t)$, which is a desirable effect when analysing experimental data.

\section*{IV. STATIONARY FORCE SENSING}

In this section we shall focus on force measurements in the stationary regime, where the system dynamics is time-invariant in the rotating frame under consideration and a description in real frequency domain is sufficient. In Sec. III we saw that the sensitivity of a stationary force measurement is well quantified by the stationary force noise PSD $S_{F_{\text{est}}}(\omega)$ as given by Eq. (35). Therefore, considering the measurement of the $F_{\text{im}}^2(\omega)$ force quadrature through the output electromagnetic quadrature $Y_{\text{out}}(\omega)$, we shall determine the quantum noise process $F_{\text{im}}^\text{add}(\omega)$ using Eq. (41b) with the ultimate goal of calculating the figure of merit $S_{F_{\text{est}}}(\omega)$. We will do this using the frequency domain representations of the input-output relation in Eq. (15b) and the Heisenberg-Langevin Eqs. (9), in such a way that we arrive at an expression that explicitly shows the estimation of the force quadrature $F_{\text{im}}(\omega)$. A description of the measurement of $F_{\text{re}}(\omega)$ through the output electromagnetic quadrature $X_{\text{out}}(\omega)$ would require following a procedure completely analogous to the one presented here.

Thus, from the input-output relation in Eq. (15b), the output signal in frequency domain $Y_{\text{out}}(\omega)$ will be given by

$$Y_{\text{out}}(\omega) = \sqrt{\kappa} Y(\omega) - Y_{\text{in}}(\omega), \quad (55)$$

where $Y(\omega)$ can be determined from the Fourier transform of the Heisenberg-Langevin Eqs. (9). This yields the following coupled equations,

$$Y(\omega) = \chi_{\text{e}}(\omega) \left[ (G_+ + G_-) Q(\omega) + \sqrt{\kappa} Y_{\text{in}}(\omega) \right], \quad (56a)$$

$$Q(\omega) = -\chi_{\text{m}}(\omega) \left[ (G_+ - G_-) Y(\omega) + F_{\text{im}}^2(\omega) \right] + \overline{W}_{\text{im}}(\omega), \quad (56b)$$

where $\chi_{\text{e}}(\omega) = (-i\omega + \kappa/2)^{-1}$ is the susceptibility of the electromagnetic mode, and $\chi_{\text{m}}(\omega) = (-i\omega + \gamma/2)^{-1}$ is the mechanical susceptibility. Combining Eqs. (56a) and (56b), we obtain

$$Y(\omega) = -D(\omega) \left\{ (G_+ + G_-) \left[ F_{\text{im}}^2(\omega) + \overline{W}_{\text{im}}(\omega) \right] \right. \quad \left. + \sqrt{\kappa} \left( i\omega - \gamma/2 \right) Y_{\text{in}}(\omega) \right\}. \quad (57)$$
versely proportional to representsthemeasurementimprecisionnoise whichisin-

Thus, the first term in Eq. (62)

given by

and the measurement noise \( N(\omega) \) is

\[
N(\omega) = A(\omega) \overline{W}_\text{in}(\omega) - Y_\text{in}(\omega) \\
+ \frac{\sqrt{\bar{\gamma}}}{(G_- + G_+)} A(\omega) (i\omega - \gamma/2) Y_\text{in}(\omega).
\]

Now, to estimate \( F^\text{N}_\text{est}(\omega) \) we apply the output signal \( Y_\text{out}(\omega) \) to an inverse filter as described in Sec. III, and we use Eq. (41b) to determine \( F^\text{N}_\text{est}(\omega) \). Hence, we have

\[
F^\text{N}_\text{est}(\omega) = \frac{(i\omega - \gamma/2) (i\omega + \kappa/2)}{\sqrt{\bar{\gamma}} (G_- + G_+)} Y_\text{in}(\omega) \\
+ \frac{G_- - G_+}{\sqrt{\bar{\gamma}}} Y_\text{in}(\omega) + \overline{W}_\text{in}(\omega).
\]

This expression shows three different contributions to \( F^\text{N}_\text{est}(\omega) \), each with different scalings with respect to the effective optomechanical coupling rates \( G_\pm \), which in turn relate to the power of the coherent drives \( \phi_\pm \) as discussed in Appendix A. Thus, the first term in Eq. (62) represents the measurement imprecision noise which is inversely proportional to \( \sqrt{\bar{\gamma}} \), the second term describes radiation pressure noise which is proportional to \( \sqrt{\bar{\gamma}} \), and the third term corresponds to mechanical thermal and quantum fluctuations which are independent of the input powers \( \phi_\pm \).

Furthermore, in order to evaluate \( S_{F\text{est}}(\omega) \) using \( F^\text{N}_\text{est}(\omega) \) in Eq. (62), we need the correlation functions associated with \( Y_\text{in}(\omega) \) and \( \overline{W}_\text{in}(\omega) \), which can be obtained by taking the Fourier transform of the correlation functions involving \( Y_\text{in}(t) \) and \( \overline{W}_\text{in}(t) \) in Eqs. (14a) and (16a), respectively [see Appendix A for details on the calculation of the frequency correlation function involving \( \overline{W}_\text{in}(t) \)]. Therefore, we have

\[
\langle Y_\text{in}(\omega') Y_\text{in}(\omega) \rangle = \pi \delta(\omega' + \omega),
\]

\[
\langle \overline{W}_\text{in}(\omega') \overline{W}_\text{in}(\omega) \rangle = 2\pi \gamma (\pi_\text{th} + 1/2) \delta(\omega' + \omega).
\]

Finally, in the following we present the stationary force noise PSD, which is the main result of this section. As before, we distinguish the different contributions according to their dependence on the powers of the input coherent drives. Thus, we may write \( S_{F\text{est}}(\omega) \) as

\[
S_{F\text{est}}(\omega) = S_{\text{imp}}(\omega) + S_{\text{rp}} + S_{\text{imp-rp}}(\omega) + S_{\text{th}},
\]

where the imprecision noise corresponds to

\[
S_{\text{imp}}(\omega) = \frac{\left(\omega^2 + \gamma^2/4\right) \left(\omega^2 + \kappa^2/4\right)}{2\kappa (G_- + G_+)^2},
\]

the radiation-pressure noise contribution is

\[
S_{\text{rp}} = \frac{(G_- - G_+)^2}{2\kappa},
\]

the cross-correlation between imprecision and back-action noises is given by

\[
S_{\text{imp-rp}}(\omega) = -\frac{(\omega^2 + \gamma\kappa/4) (G_- - G_+)}{\kappa (G_- + G_+)},
\]

and

\[
S_{\text{th}} = \gamma (\pi_\text{th} + 1/2)
\]

is the thermal noise floor associated with the thermal fluctuations of the oscillator.

Explicitly, putting all contributions together, we have

\[
S_{F\text{est}}(\omega) = \frac{(\omega^2 + \gamma^2/4) (\omega^2 + \kappa^2/4)}{2\kappa (G_- + G_+)^2} + \frac{(G_- - G_+)^2}{2\kappa} \\
- \frac{(\omega^2 + \gamma\kappa/4) (G_- - G_+)}{\kappa (G_- + G_+)} + \gamma (\pi_\text{th} + 1/2).
\]

This stationary force noise PSD and its fundamental components, scaled by the thermal noise floor, are shown in Fig. 2. Note that since \( F^\text{N}_\text{est}(\omega) \) is dimensionless, \( S_{F\text{est}}(\omega) \) will have units of Hz, thus, in order to describe the force sensitivity in \( N^2\text{Hz}^{-1} \), as it is commonly done, we have to multiply the force noise spectrum by \( (\sqrt{2} p_{\text{ref}})^2 = h m \omega_m \) such that \( S_{F\text{est}}(\omega) = h m \omega_m S_{F\text{est}}(\omega) \).

In Fig. 3, we represent graphically the stationary force noise PSD, as given by Eq. (69), scaled by the thermal noise floor \( [S_{F\text{est}}(\omega)/S_{\text{th}}] \) as a function of the dimensionless frequency \( \omega/\kappa \) for different values of the drive asymmetry \( G_+/G_- \). We found that as a consequence of the mutual cancellation of the noise contributions due to imprecision and radiation-pressure, the proposed two-tone driving scheme allows one to reduce the force noise PSD to thermal noise at resonance, i.e., \( S_{F\text{est}}(0) = S_{\text{th}} \) and \( S_{\text{add}}(0) = 0 \). Further, in Fig. 4, we analyse the behaviour of the resonant force noise PSD \( S_{F\text{est}}(0) \) as a function of the drive asymmetry \( G_+/G_- \) for different values of the mechanical dissipation rate \( \gamma \). As expected, a lower dissipation rate will reduce the noise present in the force sensing and, therefore, will improve the sensitivity of the measurement.

The results shown in Figs. 3 and 4 correspond to a regime of parameters for which a BAE measurement \( (G_+/G_- = 1) \) is the best approach to enhance the sensitivity of a stationary force measurement, however, this is not always the case. To prove this assertion, we shall use the added force noise PSD \( S_{\text{add}}(\omega) \), which we define as the sum of the contributions due to the measurement

\[
S_{\text{add}}(\omega) = S_{\text{imp}}(\omega) + S_{\text{rp}} + S_{\text{imp-rp}}(\omega),
\]

such that the stationary force noise PSD will be given by

\[
S_{F\text{est}}(\omega) = S_{\text{add}}(\omega) + S_{\text{th}}.
\]
V. NONSTATIONARY FORCE SENSING

It is often the case in force sensing experiments that the applied force is impulsive, and the measurement is necessarily nonstationary. Further, since nonstationary measurements depend on the initial state of the system, the careful manipulation of the initial conditions can lead to an improvement in the sensitivity of the force sensor. Therefore, we now consider a nonstationary protocol that involves non-thermal state preparation followed by a finite measurement time. This protocol relies on the use of two different drive asymmetry configurations, one for state preparation and another for force measurement. Thus, first the mechanical oscillator is prepared in a dissipative squeezed state, then, upon arrival of the impulsive force the drive asymmetry is changed to an optimal configuration for the realisation of stationary force measurements in each regime.
A. Time-dependent dynamics of the force sensor

As stated before, to estimate the force signal $F_{\text{in}}(t)$ we need to evaluate the quadrature of the output electromagnetic field $Y_{\text{out}}(t)$. To this end, we recall the input-output relation in Eq. (15b), from which we get

$$Y_{\text{out}}(t) = \sqrt{\kappa} Y(t) - Y_{\text{in}}(t). \quad (73)$$

Therefore, we need to determine the dynamics of $Y(t)$, which can be obtained from the Heisenberg-Langevin Eqs. (9). Thus, decoupling Eqs. (9) we have that the equation of motion for the $Y(t)$ quadrature is given by

$$\dot{Y} + 2\Gamma \dot{Y} + \Omega^2 Y = \xi_y, \quad (74)$$

where,

$$2\Gamma = \gamma/2 + \kappa/2, \quad (75a)$$

$$\Omega^2 = G_2^\pm - G_2^0 + \gamma \kappa/4. \quad (75b)$$

Further, the inhomogeneity $\xi_y = \xi_y(t)$ is

$$\xi_y(t) = -(G_- + G_+) \left[ F_{\text{in}}(t) + \overline{W}_{\text{in}}(t) \right] + \sqrt{\kappa} \left[ \dot{Y}_{\text{in}}(t) + (\gamma/2) Y_{\text{in}}(t) \right]. \quad (76)$$

Eq. (74) corresponds to the dynamical equation of a driven damped harmonic oscillator, and since it is a linear differential equation, the complete solution for the dynamics of $Y(t)$ may be written as

$$Y(t) = Y_p(t) + Y_h(t), \quad (77)$$

where $Y_p(t)$ is the particular solution while $Y_h(t)$ is the solution to the corresponding homogeneous problem.

The particular solution $Y_p(t)$ will be given by

$$Y_p(t) = \mathcal{D}(t) \ast \xi_y(t) = \int_0^t dt' \mathcal{D}(t') \xi_y(t - t'), \quad (78)$$

where $\mathcal{D}(t)$ is the classical Green’s function of a driven damped harmonic oscillator, defined as the solution to

$$\ddot{Y} + 2\Gamma \dot{Y} + \Omega^2 Y = \delta(t). \quad (79)$$

Note that by calculating the Fourier transform of the latter equation, we can realise that $\mathcal{D}(t)$ corresponds to the inverse Fourier transform of $\mathcal{D}(\omega)$, which was previously defined in Eq. (58) and may be written as $\mathcal{D}(\omega) = (-\omega^2 - 2i\omega \Gamma + \Omega^2)^{-1}$. To solve Eq. (79) and determine $\mathcal{D}(t)$ we use the discriminant of the associated homogeneous differential equation, $\Delta = \Omega^2 - \Gamma^2 = G_2^\pm - G_2^0 - (\gamma - \kappa)^2/4$, which allows us to distinguish among three different responses of the oscillator: $\Delta > 0$ (under-damping), $\Delta < 0$ (over-damping), and $\Delta = 0$ (critical damping). Thus, the (retarded) Green’s function will be classified in three cases:

$$\mathcal{D}(t) = \theta(t) e^{-\Gamma t} \times \begin{cases} \sin \left( \sqrt{\Delta} t \right)/\sqrt{\Delta}, & \text{if } \Delta > 0 \\ \sinh \left( \sqrt{-\Delta} t \right)/\sqrt{-\Delta}, & \text{if } \Delta < 0 \\ t, & \text{if } \Delta = 0. \end{cases} \quad (80)$$

On the other hand, the homogeneous solution to Eq. (74) is given by

$$Y_h(t) = (G_- + G_+) \mathcal{D}(t) Q(0) + \mathcal{K}(t) Y(0), \quad (81)$$

where we used the relationship $\dot{Y}(0) = (-\kappa/2) Y(0) + (G_- + G_+) Q(0)$, which was obtained from the Heisenberg-Langevin Eqs. (9). Further, $\mathcal{K}(t)$ is given by

$$\mathcal{K}(t) = \theta(t) e^{-\Gamma t} \times \begin{cases} \frac{\gamma - \kappa}{4\sqrt{\Delta}} \sin \left( \sqrt{\Delta} t \right) \\ + \cos \left( \sqrt{\Delta} t \right), & \text{if } \Delta > 0 \\ \frac{\gamma - \kappa}{4\sqrt{-\Delta}} \sinh \left( \sqrt{-\Delta} t \right) \\ + \cosh \left( \sqrt{-\Delta} t \right), & \text{if } \Delta < 0 \\ \frac{\gamma - \kappa}{4} t + 1, & \text{if } \Delta = 0; \end{cases} \quad (82)$$

which for $t > 0$ may be expressed compactly as

$$\mathcal{K}(t) = \mathcal{D}(t) + \frac{\gamma}{2} \mathcal{D}(t), \quad (83)$$

relationship that will be useful below. Combining Eqs. (73) and (77), $Y_{\text{out}}(t)$ will be given by

$$Y_{\text{out}}(t) = \sqrt{\kappa} \left[ Y_p(t) + Y_h(t) \right] - Y_{\text{in}}(t), \quad (84)$$
where \( Y_p(t) \) and \( Y_h(t) \) are given by Eqs. (78) and (81), respectively. Thus, using Eqs. (76) and (78), we can rewrite Eq. (84) in a form that makes explicit the amplification of the force signal and the noise added due to the measurement, as per Eq. (17),
\[
Y_{\text{out}}(t) = A(t) \ast F_{\text{im}}(t) + N(t),
\]
where the time-dependent signal amplification \( A(t) \) is given by
\[
A(t) = -\sqrt{\kappa} (G_- + G_+) \mathcal{D}(t),
\]
and the time-dependent added noise due to the measurement is
\[
N(t) = A(t) \ast \mathcal{W}_{\text{im}}(t) + \sqrt{\kappa} Y_h(t) - Y_{\text{in}}(t)
\]
\[
- \frac{\sqrt{\kappa}}{(G_- + G_+)} A(t) \ast \left[ Y_{\text{in}}(t) + (\gamma/2) Y_{\text{in}}(t) \right].
\]

In the following, we will study the sensitivity of the nonstationary force measurement using the nonstationary SNR defined in Eq. (53).

B. Nonstationary force noise PSD

The nonstationary force noise PSD \( S_{F_{\text{est}}}(\omega, T_m) \), as defined in Eq. (52), will allow us to describe the behaviour of the added noise as a function of the parameters involved in the problem and, consequently, the parametric influence on the SNR. Thus, in order to calculate \( S_{F_{\text{est}}}(\omega, T_m) \) we must first determine \( F_{\text{est}}(s) \), which can be obtained using Eq. (49c). Therefore, taking the Laplace transform of Eqs. (81), (83), (86), and (87); we can calculate \( N(s) \) and \( A(s) \), which are the Laplace transforms of \( N(t) \) and \( A(t) \), respectively. Then, replacing these quantities into Eq. (49c), we have
\[
F_{\text{est}}^{\text{N}}(s) = \frac{(s + \gamma/2)(s - \kappa/2)}{\sqrt{\kappa}(G_- + G_+)} Y_{\text{in}}(s) + \frac{(G_- - G_+)}{\sqrt{\kappa}} Y_{\text{in}}(s)
\]
\[
+ \mathcal{W}_{\text{im}}(s) - Q(0) - \frac{(s + \gamma/2)}{(G_- + G_+)} Y(0),
\]
where \( \mathcal{W}_{\text{im}}(s) \) and \( Y_{\text{in}}(s) \) are the Laplace transforms of \( \mathcal{W}_{\text{im}}(t) \) and \( Y_{\text{in}}(t) \), respectively. It is worth noting that the first three terms on the right-hand side of Eq. (88) correspond to the nonstationary version of the quantum noise process \( F_{\text{est}}^{\text{Q}}(\omega) \) in Eq. (62), which was used in Sec. IV to study the sensitivity of stationary force measurements.

The expression for \( F_{\text{est}}^{\text{N}}(s) \) in Eq. (88) shows three different types of contributions to the added noise according to their scalings with respect to the effective optomechanical coupling rates \( G_{\pm} \), which in turn are related to the input powers \( \alpha_{\pm} \) as described in Appendix A. Thus, as per Eq. (62), the first three terms on the right-hand side of Eq. (88) correspond to imprecision noise, radiation-pressure noise, and mechanical thermal and quantum fluctuations, respectively. On the other hand, the fifth term contains information on fluctuations in the position of the mechanical oscillator, while the sixth is related to imprecision noise.

Now, we can calculate the nonstationary force noise PSD in Eq. (52) using \( F_{\text{est}}^{\text{N}}(s) \) in Eq. (88) together with the correlation functions associated with \( Y_{\text{in}}(s) \) and \( \mathcal{W}_{\text{im}}(s) \), which are given by,
\[
\langle Y_{\text{in}}^*(s) Y_{\text{in}}(s) \rangle = T_m/2,
\]
\[
\langle \mathcal{W}_{\text{im}}^*(s) \mathcal{W}_{\text{im}}(s) \rangle = \gamma T_m \left( \bar{n}_\text{th} + 1/2 \right) \sqrt{\frac{1}{\pi}} \left[ 1 + \frac{\arctan (2\omega_m T_m)}{\pi} \right].
\]

These correlation functions in complex frequency domain were obtained taking the Laplace transform of Eqs. (14a) and (16a), respectively. Therefore, if we substitute Eq. (88) into Eq. (52), and we take into account the correlation functions in Eqs. (89), we obtain that the nonstationary force noise PSD \( S_{F_{\text{est}}}(\omega, T_m) \) may be expressed as
\[
S_{F_{\text{est}}}(\omega, T_m) = S_{\text{ss}}(\omega, T_m) + S_{\text{tr}}(\omega, T_m) + S_{\text{th}}(T_m),
\]
where,
\[
S_{\text{ss}}(\omega, T_m) = \frac{(G_- - G_+)^2}{2\kappa}
\]
\[
+ \frac{|-i\omega + 1/2T_m + \gamma/2|^2 |-i\omega + 1/2T_m - \kappa/2|^2}{2\kappa (G_- + G_+)^2}
\]
\[
+ \text{Re} \left[ (-i\omega + 1/2T_m + \gamma/2)(-i\omega + 1/2T_m - \kappa/2) \right] \times \frac{(G_- - G_+)}{\kappa (G_- + G_+)}
\]
\[
\]

is the steady-state contribution due to input noise \( Y_{\text{in}}(t) \) which does not depend on the system initial conditions; while
\[
S_{\text{tr}}(\omega, T_m) = \frac{1}{T_m} \left[ \langle Q^2 \rangle_0 + \frac{|-i\omega + 1/2T_m + \gamma/2|^2}{(G_- + G_+)^2} \langle Y^2 \rangle_0 \right.
\]
\[
+ \text{Re} \left[ (-i\omega + 1/2T_m + \gamma/2)(QY + YQ) \right] \left. \right] \langle QY + YQ \rangle_0
\]
\[
\]

is the transient contribution due to homogeneous solution \( Y_h(t) \), which carries the information about the initial state of the system and vanishes in the limit of an infinite measurement time. The subscript 0 in the second moments in Eq. (92) stands for its value just before the arrival of the force at \( t = 0 \). Further,
\[
S_{\text{th}}(T_m) = \gamma (\bar{n}_\text{th} + 1/2) \left[ \frac{1}{2} + \frac{\arctan (2\omega_m T_m)}{\pi} \right]
\]
\[
\]

is the thermal noise floor, whose explicit dependence on the measurement time accounts for the re-thermalisation
of the transducer. Thus, for $T_m \to \infty$ the thermal noise floor reduces to its value in the steady-state, while for $T_m \ll 1/\omega_m$ it takes half of this value.

As expected, when $T_m \to \infty$ the nonstationary force noise PSD $S_{F,\omega}(\omega, T_m)$ reduces to the stationary force noise PSD $S_{F,\omega}(\omega)$ in Eq. (69). It is important to emphasise that an optimal nonstationary force measurement will not only depend on the ratio between the powers of the coherent drives but also on how the measurement time is related to the system parameters.

C. Initial state preparation

Since the transient component of the nonstationary force PSD $S_{F,\omega}(\omega, T_m)$ in Eq. (92) depends on the initial conditions for the second moments, we now consider the preparation of the initial state of the system such that nonstationary signal can be sensed with an optimal SNR. We shall study the situation in which the system is in a steady-state prior to the arrival of the force. In particular, we are interested in the steady-state solution of the second moments associated with the quadratures $Q$ and $Y$ which are the ones involved in $S_{F,\omega}(\omega, T_m)$ as shown in Eq. (92).

Decoupling the Heisenberg-Langevin Eqs. (9), in the absence of external force (signal) we have

$$\ddot{\mathbf{v}} + 2\Gamma \dot{\mathbf{v}} + \Omega^2_{\mathbf{v}} \mathbf{v} = \mathbf{\xi}_0,$$

where $\Gamma$ was defined in Eq. (75a), and $\Omega^2_{\mathbf{v}} = G^2_{-0} - G^2_{+0} + \gamma \kappa / 4$. Furthermore, $\mathbf{v}$ is the vector of quadrature operators defined in Eq. (10), while the noise vector $\mathbf{\xi}_0 = \mathbf{\xi}_0(t)$ is given by

$$\mathbf{\xi}_0 = (\xi_{Q0}, \xi_{P0}, \xi_{X0}, \xi_{Y0})^T,$$

where the driving terms are,

$$\xi_{Q0} = -\overline{W}_{im} - (\kappa/2) \overline{W}_{im} - \sqrt{\kappa} (G_{-0} - G_{+0}) Y_{im},$$

$$\xi_{P0} = \overline{W}_{re} + (\kappa/2) \overline{W}_{re} + \sqrt{\kappa} (G_{-0} + G_{+0}) X_{im},$$

$$\xi_{X0} = -(G_{-0} - G_{+0}) \overline{W}_{re} + \sqrt{\kappa} \left[ X_{in} + (\gamma/2) X_{in} \right],$$

$$\xi_{Y0} = -(G_{-0} + G_{+0}) \overline{W}_{im} + \sqrt{\kappa} \left[ Y_{in} + (\gamma/2) Y_{in} \right].$$

(95)

(96a)

(96b)

(96c)

(96d)

Here the subscript 0 notation indicates the scenario for initial state preparation before the arrival of the force for those quantities that can easily take different values for different instants of time.

Since the dynamics of the quadratures is given by the driven damped harmonic oscillator Eq. (94), the evolution of $\mathbf{v}(t)$ will be given by

$$\mathbf{v}(t) = \mathcal{D}_o(t) * \mathbf{\xi}_0(t) + \mathbf{v}_h(t),$$

(97)

where convolution is defined element-wise and $\mathcal{D}_o(t)$ is the classical Green’s function described in Eq. (80) depending now on the initial state parameter $\Omega_0$. Further, $\mathbf{v}_h(t)$ is the vector of homogeneous solutions to Eq. (94).

In the steady-state the evolution $\mathbf{v}(t)$ reduces to

$$\mathbf{v}_{ss}(t) = \mathcal{D}_o(t) * \mathbf{\xi}_0(t) = \mathcal{F}^{-1} \{ \mathcal{D}_o(\omega) \mathbf{\xi}_0(\omega) \},$$

(98)

where $\mathbf{\xi}_0(\omega)$ and $\mathcal{D}_o(\omega)$ are the Fourier transforms of $\mathbf{\xi}_0(t)$ and $\mathcal{D}_o(t)$, respectively, with $\mathcal{D}_o(\omega)$ given by

$$\mathcal{D}_o(\omega) = (-\omega^2 - 2i\omega \Gamma + \Omega^2_0)^{-1}.$$

Therefore, the initial state non-symmetrically ordered covariance matrix

$$\Theta \equiv \langle \mathbf{v}_{ss} \mathbf{v}_{ss}^T \rangle = \begin{bmatrix}
\langle Q^2 \rangle_0 & \langle QP \rangle_0 & \langle QX \rangle_0 & \langle QY \rangle_0 \\
\langle PQ \rangle_0 & \langle P^2 \rangle_0 & \langle PX \rangle_0 & \langle PY \rangle_0 \\
\langle QX \rangle_0 & \langle XP \rangle_0 & \langle X^2 \rangle_0 & \langle XY \rangle_0 \\
\langle QY \rangle_0 & \langle YP \rangle_0 & \langle YX \rangle_0 & \langle Y^2 \rangle_0 
\end{bmatrix}$$

(99)

will be given by

$$\Theta = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} e^{-i(\omega + \omega')t} \mathcal{D}_o(\omega) \mathcal{D}_o(\omega') \times \langle \mathbf{\xi}_0(\omega) \mathbf{\xi}_0^T(\omega') \rangle.$$ 

(100)

The elements of $\langle \mathbf{\xi}_0(\omega) \mathbf{\xi}_0^T(\omega') \rangle$ will depend on the correlation functions involving $\overline{W}_{re}(\omega)$, $\overline{W}_{im}(\omega)$, $X_{in}(\omega)$, and $Y_{in}(\omega)$; which can be found from the time dependent correlation functions in Eqs. (14) and (16) (see Appendix A for details on the calculation of the frequency correlation functions of the Langevin force quadratures $\overline{W}_{re}(\omega)$ and $\overline{W}_{im}(\omega)$).
Among these, we want to emphasise the following,
\[\langle Q^2 \rangle_0 = \gamma (\bar{\pi}_{th} + 1/2) \left[ (k^2/4) I_0 + I_2 \right] + (\kappa/2) (G_{-0} - G_{+0})^2 I_0, \quad (103a)\]
\[\langle P^2 \rangle_0 = \gamma (\bar{\pi}_{th} + 1/2) \left[ (k^2/4) I_0 + I_2 \right] + (\kappa/2) (G_{-0} + G_{+0})^2 I_0, \quad (103b)\]
\[\langle X^2 \rangle_0 = \gamma (\bar{\pi}_{th} + 1/2) (G_{-0} - G_{+0})^2 I_0 + (\kappa/2) \left[ (\gamma^2/4) I_0 + I_2 \right], \quad (103c)\]
\[\langle Y^2 \rangle_0 = \gamma (\bar{\pi}_{th} + 1/2) (G_{-0} + G_{+0})^2 I_0 + (\kappa/2) \left[ (\gamma^2/4) I_0 + I_2 \right], \quad (103d)\]
\[\langle QY \rangle_0 = \langle YQ \rangle_0 = (\gamma \kappa/2) [\bar{\pi}_{th} (G_{-0} + G_{+0}) + G_{+0}] I_0. \quad (103e)\]

To calculate the elements of \(\Theta\) it was necessary to take into account the solution to the following integrals,
\[I_0 = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} |D_0(\omega)|^2, \quad (104a)\]
\[I_1 = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} |D_0(\omega)|^2 \omega, \quad (104b)\]
\[I_2 = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} |D_0(\omega)|^2 \omega^2; \quad (104c)\]

where \(I_1 = 0\), while the solutions to \(I_0\) and \(I_2\) are too lengthy to be reported here.

From Eqs. (103a) and (103b), we can see that for \(G_+ \neq G_-\) the two-tone driving scheme under consideration lead to dissipative mechanical squeezing of the \(Q\) quadrature and anti-squeezing of the \(P\) quadrature \([44]\). At the same time, Eqs. (103c) and (103d) make evident that this scheme is also producing dissipative squeezing of the electromagnetic quadrature \(X\) and anti-squeezing of the quadrature \(Y\), as reported in Ref. \([45]\). Furthermore, from Eq. (103e) it is clear that this scheme also allows us to obtain entangled steady-states between light and matter. However, in accordance with Eq. (92), a higher cross-correlation between electromagnetic and mechanical operators will increase the added noise due to the measurement and, accordingly, reduce the sensitivity of the force measurement.

Since all three \(\langle Q^2 \rangle_0, \langle Y^2 \rangle_0\), and \(\langle QY + YQ \rangle_0\), appear in the transient contribution to the nonstationary force noise PSD \(S_{ff}(\omega, T_m)\) defined in Eq. (92), it will be necessary to consider a parameter regime for which the anti-squeezing of \(\langle Y^2 \rangle_0\) and the cross-correlation \(\langle QY + YQ \rangle_0\) do not counteract the noise reduction due to the squeezing of \(\langle Q^2 \rangle_0\). Thus, we may note from Eq. (92) that at resonance the coefficients associated with \(\langle Y^2 \rangle_0\) and \(\langle QY + YQ \rangle_0\) depend on the relationship among the effective coupling constants \(G_{\pm}\), the mechanical dissipation rate \(\gamma\), and the measurement time \(T_m\).

Finally, taking the Fourier transform of the driving terms in Eqs. (96) to get \(\xi_0(\omega)\) and then using the correlation functions in Eqs. (101) to obtain \(\langle \xi_0(\omega)\xi_0^T(\omega') \rangle\), we can use Eq. (102) to find the second moments in \(\Theta\) as functions of the system parameters. Among these, we want

\[\bar{W}_{in}(\omega)\] . The required correlation functions are given by

\[\langle X_{in}(\omega)Y_{in}(\omega') \rangle = \langle Y_{in}(\omega)X_{in}(\omega') \rangle = \pi \delta(\omega + \omega'), \quad (101a)\]
\[\langle X_{in}(\omega)X_{in}(\omega') \rangle = \langle Y_{in}(\omega)X_{in}(\omega') \rangle^* = i\pi \delta(\omega + \omega'); \quad (101b)\]
\[\langle \bar{W}_{re}(\omega)\bar{W}_{re}(\omega') \rangle = \langle \bar{W}_{im}(\omega)\bar{W}_{im}(\omega') \rangle = 2\pi \gamma (\bar{\pi}_{th} + 1/2) \delta(\omega + \omega'), \quad (101c)\]
\[\langle \bar{W}_{re}(\omega)\bar{W}_{im}(\omega') \rangle = \langle \bar{W}_{im}(\omega)\bar{W}_{re}(\omega') \rangle^* = i\pi \gamma \delta(\omega + \omega'). \quad (101d)\]

Hence, \(\langle \xi_0(\omega)\xi_0^T(\omega') \rangle\) will be proportional to \(\delta(\omega + \omega')\) and, accordingly, \(\Theta\) reduces to

\[\Theta = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} |D_0(\omega)|^2 \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} \langle \xi_0(\omega)\xi_0^T(\omega') \rangle. \quad (102)\]
coefficients will depend only on the relationship between $G_\pm$ and $T_m$, such that within the nonstationary transient regime if $T_m \gg 1/G_\pm$, the only non-negligible contribution to $S_\sigma(0,T_m)$ will be the term associated with $\langle Q^2 \rangle_0$. Therefore, regardless of the values of $\langle Y^2 \rangle_0$ and $\langle QY + YQ \rangle_0$, it is to be expected that the mere preparation of the system in a dissipative mechanical squeezed state will allow us to significantly reduce the added noise due to the measurement and increase the sensitivity of the force measurement.

D. Signal-to-noise ratio for impulsive forces

The results of the previous subsections give us the ingredients to analyse the sensitivity of nonstationary measurements under the proposed dissipative mechanical squeezing state preparation. Here, we shall consider a Dirac delta force in order to analyse the SNR in the nonstationary measurement of impulsive forces. It is important to note that although a Gaussian force would correspond more exactly to an experimental scenario, in the impulsive limit for a Gaussian envelope ($\sigma \ll T_m$, with $\sigma$ the standard deviation) the SNR results are not significantly different from those obtained for a Dirac delta force.

Thus, we consider an impulsive Dirac delta force given by

$$ F_\text{im}(t) = f_0 \delta(t - t_0), \quad (105) $$

with $f_0$ the amplitude of the force and $t_0 > 0$ the arrival time. Taking the Laplace transform of $F_\text{im}(t)$, we get

$$ F_\text{im}(-i\omega + 1/2T_m) = f_0 e^{-i\omega + 1/2T_m} t_0 \quad (106) $$

and, therefore, from Eq. (51a) we have that the signal will be given by

$$ S(\omega, T_m) = |F_\text{im}(-i\omega + 1/2T_m)| = f_0 e^{-t_0/2T_m}. \quad (107) $$

Finally, we may replace the signal $|F_\text{im}(-i\omega + 1/2T_m)|$ defined in Eq. (107) and the nonstationary force noise PSD $S_{F_\text{im}}(\omega, T_m)$ given by Eqs. (90) – (93), into Eq. (53) to obtain the nonstationary signal-to-noise ratio $\text{SNR}(\omega, T_m)$ for the force measurement under consideration. Hence, in Figs. 6 – 8 we use the resulting expression to study the nonstationary SNR as a function of the parameters involved in the problem.

Now, it is important to emphasise that the drive asymmetry used for the preparation of the initial state in general will be different from that used for the nonstationary force measurement. Thus, as mentioned before, for the preparation of the initial state we will consider a drive asymmetry that optimises the squeezing of $\langle Q^2 \rangle_0$ as per Eq. (103a), while for the force measurement we will use a configuration that reduces the added noise in accordance with the nonstationary force noise PSD $S_{F_\text{im}}(\omega, T_m)$ in Eqs. (90) – (93).

Nonetheless, since the thermal noise floor $S_{\text{th}}(T_m)$ in Eq. (93) does not depend on the drive asymmetry $G_+/G_-$, and the transient contribution to the nonstationary force noise PSD $S_{\text{th}}(\omega, T_m)$ in Eq. (92) fundamentally depends on the preparation of the initial state only, then, the optimal configuration for the nonstationary measurement will be chosen according to the steady-state contribution to the nonstationary PSD $S_{F_\text{th}}(\omega, T_m)$ given by Eq. (91). Here, it is worth noting that $S_{F_\text{th}}(\omega, T_m)$ is the nonstationary version of the stationary added force noise PSD $S_{\text{add}}(\omega)$ defined in Eq. (70) and, therefore, the analysis made in Sec. IV for the reduction of $S_{\text{add}}(\omega)$ at

Figure 8. Initial state mechanical squeezing (a) and maximum signal-to-noise ratio for an impulsive Dirac delta force (b) as a function of the state preparation drive asymmetry $(G_{+0}/G_{-0})$ for different cooperativities of the red sideband drive $(C_- = 4G_{+0}^2/\gamma\kappa)$. (a) $\langle Q^2 \rangle_0$ steady-state squeezing $[-10\log_{10}(\langle Q^2 \rangle_0/\langle Q^2 \rangle_{2\text{pyr}}) \text{dB}]$, here $\langle Q^2 \rangle_0$ was calculated using Eq. (103a) and $\langle Q^2 \rangle_{2\text{pyr}} = 1/2$. (b) Maximum signal-to-noise ratio at resonance calculated using Eq. (53), with $F_\text{im}(-i\omega + 1/2T_m)$ as given by Eq. (106) and $S_{F_\text{im}}(\omega, T_m)$ as described in Eqs. (90) – (93). The dot in each curve marks its maximum value, which in both plots corresponds almost exactly to the same value of $G_{+0}/G_{-0}$. The parameters used were: $\omega_{\text{im}}/\kappa = 10$, $\gamma/\kappa = 10^{-4}$, and $\pi_{\text{th}} = 10$. For the signal, $f_0 = 1$ and $t_0 = 0^+$ were used. Further, for the measurement configuration it was considered $G_- = G_{-0}$ and $G_+ = G_{-0}$.1
resonance is valid here to minimise $S_{ss}(\omega, T_m)$. Thus, in accordance with Eq. (72) and Fig. 5, we may choose $G_+/G_- = 1$ as the optimal measurement configuration for a red sideband cooperativity $C_- \geq 10$.

Then, in Fig. 6 we plot the SNR as a function of frequency for different measurement times, finding that the SNR is increased beyond the steady-state limit when the measurement time belongs to the nonstationary transient regime. It is worth noting that enhancement of the SNR occurs even far from resonance. Further, in Fig. 7 we plot the SNR at resonance as a function of the measurement time for different initial states of the transducer. The initial state is characterised by the drive asymmetry $G_{+0}/G_{-0}$ used before the arrival of the force to prepare the system in a given steady-state. From Figs. 6 and 7 we can see that the SNR at resonance for $G_{+0}/G_{-0} \neq 1$ reaches its maximum for $T_m \sim 1/\kappa$; while from Fig. 7 we may note that for $T_m \gg 1/\kappa$ ($T_m \sim 1/\gamma$) the SNR is gradually reduced until it reaches a point were the effect of the initial conditions is not noticeable.

Finally, in Fig. 8, we show the relationship between the initial state mechanical squeezing and the maximum nonstationary SNR at resonance as a function of state preparation drive asymmetry for different red sideband cooperativities. Thus, it was confirmed that there is a correlation between the dissipative mechanical squeezing before the arrival of the force and the enhancement of the SNR for the measurement of impulsive forces, such that the drive asymmetry $G_{+0}/G_{-0}$ required to maximise the dissipative mechanical squeezing corresponds almost exactly with the drive asymmetry necessary to maximise the nonstationary SNR.

VI. CONCLUSIONS

In this paper, we have analysed the measurement of a classical force driving a mechanical oscillator coupled to an electromagnetic cavity under two-tone driving. The applied force shifts the position of the mechanical oscillator, whose change can be monitored through the output electromagnetic field. Thus, we studied stationary and nonstationary protocols for the sensing of a classical force through the output electromagnetic field, and determined the conditions for optimal sensitivity in the force measurement.

For the purpose of analysing the force sensitivity quantitatively, first, we developed a theoretical framework based on the signal-to-noise ratio of linear spectral measurements, stationary or nonstationary. Further, for the case of nonstationary force sensing, we used a one-sided decaying exponential window function to construct an inverse filter in complex frequency domain that allow us to describe the nonstationary measurement of impulsive forces preserving information on the initial conditions of the transducer upon arrival of the force.

Then, we considered force sensing in the steady-state under dissipative state preparation, for which we used the stationary force noise PSD as a figure of merit to quantify the sensitivity of the force measurement. We found that as a consequence of the mutual cancellation of the noise contributions due to imprecision and radiation-pressure, the proposed two-tone driving scheme allows one to reduce the stationary force noise PSD to the thermal noise floor at resonance. Furthermore, we found that a BAE measurement is not always the best approach to enhance the sensitivity of a stationary force measurement, but there are regimes of parameters for which the dissipative preparation of the mechanical oscillator in a squeezed state is optimal.

Finally, we considered a nonstationary protocol that involves non-thermal state preparation followed by a finite measurement time. This protocol relies on the use of two different drive asymmetry configurations, one for state preparation and another for force measurement. Thus, first the fluctuations are reduced dissipatively and, then, sensing is conducted while the dissipative state preparation is turned off. We analysed this scenario quantitatively using a nonstationary SNR and identified regimes where such an approach is beneficial. Hence, it was confirmed that there exists a correlation between the dissipative mechanical squeezing before the arrival of the force and the enhancement of the SNR for the measurement of impulsive forces, such that the state preparation drive asymmetry required to maximise the dissipative mechanical squeezing corresponds almost exactly to that necessary to maximise the nonstationary SNR.
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Appendix A: Derivation of Hamiltonian

The total Hamiltonian describing the dynamics of this system is given by

\[
H_{\text{tot}} = H_c + H_m + H_{\text{cm}} + H_d + H_I,
\]

where \(H_c\) represents the cavity mode, \(H_m\) describes the mechanical oscillator, \(H_{\text{cm}}\) accounts for the optomechanical (electromechanical) coupling, \(H_d\) describes the coherent driving, and \(H_I\) describes the contribution to the dynamics due to the external classical force. The terms in Eq. (A1) are given by

\[
\begin{align*}
H_c &= \hbar \omega_c a^\dagger a, \\
H_m &= \frac{\hbar \omega_m}{2} (Q^2 + P^2), \\
H_{\text{cm}} &= -\hbar g \sqrt{2Q} a^\dagger a, \\
H_d &= \sqrt{\hbar} (E_+ e^{-i\omega_c t} + E_- e^{-i\omega_c t}) a^\dagger + \text{H.c.}, \\
H_I &= -\hbar F(t) Q,
\end{align*}
\]

where \(a^\dagger\) and \(a\) are the electromagnetic creation and annihilation operators, respectively, obeying the bosonic commutation relation \([a, a^\dagger] = 1\). \(Q\) and \(P\) are the dimensionless mechanical position and momentum defined as, \(q = \sqrt{2} q_{\text{pzt}} Q\) and \(p = \sqrt{2} p_{\text{pzt}} P\), where \(q_{\text{pzt}} = \sqrt{\hbar/2m\omega_m}\) and \(p_{\text{pzt}} = \sqrt{\hbar m\omega_m/2}\) are the zero-point fluctuations of the oscillator position and momentum operators, respectively, such that \([Q, P] = i\). Further, \(g = -q_{\text{pzt}} (\partial \omega_{\text{cm}}(q)/\partial q|_{q=0})\) is the single-photon optomechanical coupling strength, where \(\omega_{\text{cm}}(g)\) is the position-dependent frequency of the cavity mode with \(\omega_{\text{cm}}(0) = \omega_c\); while \(f(t) = \sqrt{2} p_{\text{pzt}} F(t)\) is the classical force to be measured, which is defined such that the force \(F(t)\) has units of Hz. Moreover, \(E_\pm\) are the coherent driving strengths, which are in general complex numbers such that

\[
E_\pm = \overline{E}_\pm e^{i\theta_\pm},
\]

where \(\overline{E}_\pm\) are real constants related to the input powers \(\varphi_\pm\) by

\[
\overline{E}_\pm = \sqrt{\frac{\kappa}{\hbar \omega_\pm}} \varphi_\pm,
\]

with \(\kappa\) the decay rate of the cavity mode, and the phases \(\theta_\pm\) can be chosen at convenience as discussed below. Since we are considering two-tone driving, the driving Hamiltonian in Eq. (A2d) is different from that considered in a canonical optomechanical scenario in which force sensing has previously been carefully considered.

We shall describe the dynamics of the mechanical oscillator by a set of generalised quantum Langevin equations [67–69], while the electromagnetic field dynamics will be described by the input-output theory of quantum optics [70–72]. The input-output formalism corresponds to a generalised quantum Langevin equation under a RWA on the system-reservoir interaction Hamiltonian. This approximation is generally valid when the frequency of the subsystem is typically much greater than the system-reservoir coupling strength and any other relevant rate in the system. Therefore, it is suitable for the description of the electromagnetic field, but not always for the mechanical oscillator. In fact, the RWA turns out to be a good approximation for the mechanical oscillator dynamics only when the mechanical quality factor \(Q_m = \omega / \gamma\) is such that \(Q_m > 1\), and \(\omega / \gamma\) is faster than the time-scales associated with the phenomena of interest [69], restrictions that in principle we are not considering.

Thus, the Heisenberg-Langevin equations representing the system dynamics read

\[
\begin{align*}
\dot{Q} &= \omega_m P, \\
\dot{P} &= -\omega_m Q - \gamma P + g \sqrt{2} a^\dagger a + F + W, \\
\dot{a} &= -i \omega_c + \frac{\kappa}{2} a + ig \sqrt{2} Q a + (E_+ e^{-i\omega_c t} + E_- e^{-i\omega_c t}) + \sqrt{\kappa} a_{\text{in}},
\end{align*}
\]

where \(W = W(t)\) is the stochastic Langevin force due to the thermal mechanical reservoir, with the correlation function

\[
\langle W(t) W(t') \rangle = \frac{\gamma}{\pi \omega_m} \left\{ F_r(t - t') + i F_i(t - t') \right\},
\]

where

\[
F_r(t) = \int_0^\infty d\omega \omega \cos(\omega t) \coth(\hbar \omega / 2k_B T),
\]

\[
F_i(t) = -\int_0^\infty d\omega \omega \sin(\omega t),
\]

such that the reservoir is assumed to be in thermal equilibrium at temperature \(T\) and \(\varpi\) is a cutoff frequency for the continuous spectrum of reservoir quantum harmonic oscillators [68,69]. In the high-temperature limit \((k_B T \gg \hbar \omega, \varpi \to \infty)\), \(\coth(\hbar \omega / 2k_B T) \approx 2k_B T / \hbar\omega\), and the symmetric part of the correlation function \(F_r\) becomes proportional to a Dirac delta function, \(F_r(t) = (2\pi k_B T / \hbar) \delta(t)\), whilst the antisymmetric part \(F_i\) reduces to \(F_i(t) = \pi \delta(t)\).

On the other hand, \(a_{\text{in}} = a_{\text{in}}(t)\) is the input white noise of the electromagnetic quantum vacuum, which satisfies the correlation functions,

\[
\begin{align*}
\langle a_{\text{in}}(t) a_{\text{in}}^\dagger(t') \rangle &= \delta(t-t'), \\
\langle a_{\text{in}}(t) a_{\text{in}}(t') \rangle &= \langle a_{\text{in}}^\dagger(t) a_{\text{in}}(t') \rangle = \langle a_{\text{in}}^\dagger(t) a_{\text{in}}(t) \rangle = 0,
\end{align*}
\]

where we assumed zero thermal photons in the electromagnetic field reservoir. Further, the electromagnetic operators satisfy the input-output relation

\[
a_{\text{out}}(t) + a_{\text{in}}(t) = \sqrt{\kappa} a(t),
\]

where \(a_{\text{out}}(t)\) is associated with the output electromagnetic field [70,72].
1. Linearisation of the Heisenberg-Langevin equations

In the regime where the coherent drive is strong enough to efficiently extract information about the mechanical oscillator motion, the dynamics of the physical system is well described by linearising the Heisenberg-Langevin equations around the semiclassical steady-state, such that the operators correspond to semiclassical evolution plus quantum noise fluctuations. The semiclassical steady-state solutions to Eqs. (A5) are obtained from the expectation value of the Heisenberg-Langevin equations in the absence of external force and under a mean-field approximation,

\[
\langle Q \rangle = \langle Q \rangle + \gamma (P) + g \sqrt{2} |a|^2, \quad (A10a) \\
\langle P \rangle = -\omega_m \langle Q \rangle - \gamma \langle P \rangle + g \sqrt{2} |a| \alpha, \quad (A10b) \\
\dot{\alpha} = -\left( i\omega_c + \frac{\kappa}{2} \right) \alpha + ig \sqrt{2} \langle Q \rangle \alpha \quad \text{and} \quad \dot{\bar{\alpha}} = \left( i\omega_c + \frac{\kappa}{2} \right) \bar{\alpha} - ig \sqrt{2} \langle Q \rangle \bar{\alpha}, \quad (A10c)
\]

where \(\langle Q \rangle, \langle P \rangle,\) and \(\alpha = \langle a \rangle\) are all time-dependent. Due to the coherent driving, \(\langle Q \rangle\) and \(\langle P \rangle\) will oscillate around constant values and, therefore, can be written as \(\langle Q \rangle = \bar{Q} + \tilde{Q}(t), \langle P \rangle = \bar{P} + \tilde{P}(t)\), where \(\bar{Q}\) and \(\bar{P}\) are constant time averages whilst \(\tilde{Q}(t)\) and \(\tilde{P}(t)\) are oscillations around these averages. Taking the time averages of Eqs. (A10a) and (A10b) over a very long period of time after the system reached the steady-state, we have

\[
\bar{Q} = \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} dt \langle Q \rangle = \frac{g \sqrt{2}}{\omega_m} (\pi_+^2 + \pi_-^2), \quad (A11a) \\
\bar{P} = \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} dt \langle P \rangle = 0, \quad (A11b)
\]

with \(t_0\) a time in the steady-state and \(t_1 > t_0\) much greater that all the time-scales involved in the problem. Besides, if \(|\tilde{Q}(t)| \ll \kappa/(2\sqrt{2} g)\) which is the case for stable optomechanical systems \cite{69}, then, the contribution of \(\tilde{Q}(t)\) to Eq. (A10c) is negligible and the cavity field will be in a time-dependent coherent state \(|\alpha\rangle\), having amplitude

\[
\alpha = \pi_+ e^{-i\omega_+ t} + \pi_- e^{-i\omega_- t}; \quad (A12)
\]

where

\[
\pi_{\pm} = \frac{\mathcal{E}_\pm}{\kappa/2 - i(g \sqrt{2} \bar{Q} \pm \omega_m)}. \quad (A13)
\]

To simplify calculations, and without loss of generality, we may assume the steady-state amplitudes \(\pi_{\pm}\) to be real. This corresponds to adjusting the phase reference for the input coherent drives, such that in Eq. (A3), \(\theta_{\pm} = -\arctan [2(\bar{g} \sqrt{2} \bar{Q} \pm \omega_m)/\kappa]\). Thus, the steady-state electromagnetic amplitudes will be given by

\[
\pi_{\pm} = \frac{\mathcal{E}_\pm}{\sqrt{(\kappa/2)^2 + (g \sqrt{2} \bar{Q} \pm \omega_m)^2}}, \quad (A14)
\]

which is a nonlinear equation for the amplitudes \(\pi_{\pm}\), given the definition of \(\bar{Q}\) in Eq. (A11a). To linearise the Heisenberg-Langevin equations we make the replacements \(Q \to \langle Q \rangle + Q, P \to \langle P \rangle + P,\) and \(a \to \langle a \rangle + a\). Since the coherent drive is assumed to be strong, then \(\pi_{\pm}\) will be large in comparison to the other parameters involved in the problem and, in consequence, any interaction term (proportional to \(g\)) that is not enhanced by \(\alpha\) will be neglected in the resulting linearised equations. Thus, the linearised Heisenberg-Langevin equations take the form,

\[
\dot{Q} = \omega_m P, \quad (A15a) \\
\dot{P} = -\omega_m Q - \gamma P + g \sqrt{2} (\alpha a^\dagger + \alpha^* a) + F + \mathcal{W}, \quad (A15b) \\
\dot{\alpha} = -\left( i\omega_c + \frac{\kappa}{2} \right) \alpha + ig \sqrt{2} \alpha Q + \sqrt{\kappa} a_{\text{in}}; \quad (A15c)
\]

which can be obtained from the linearised Hamiltonian

\[
H = \frac{\hbar \omega_m}{2} (Q^2 + P^2) + \hbar \omega_c a^\dagger a - \hbar \sqrt{2} g (\alpha a^\dagger + \alpha^* a) Q - \hbar F Q, \quad (A16)
\]

It is useful to write the Heisenberg-Langevin equations corresponding to the Hamiltonian in Eq. (A16) in terms of creation and annihilation operators only, where \(b = (Q + iP)/\sqrt{2}\) and \(b^\dagger = (Q - iP)/\sqrt{2}\) are introduced as the mechanical annihilation and creation operators, respectively. Thus,

\[
\dot{a} = -\left( i\omega_c + \frac{\kappa}{2} \right) a + ig \alpha (b^\dagger + b) + \sqrt{\kappa} a_{\text{in}}, \quad (A17a) \\
\dot{b} = -i\omega_m b + \frac{\gamma}{2} (b^\dagger - b) + ig \sqrt{2} (\alpha a^\dagger + \alpha^* a) \\
+ \frac{i}{\sqrt{2}} (F + \mathcal{W}), \quad (A17b)
\]

and the linearised Hamiltonian takes the form

\[
H = \hbar \omega_c a^\dagger a + \hbar \omega_m b^\dagger b - \hbar g (\alpha a^\dagger + \alpha^* a) (b^\dagger + b) - \frac{\hbar F}{\sqrt{2}} (b^\dagger + b). \quad (A18)
\]

This Hamiltonian is the starting point in the main text.

2. Langevin force in the interaction picture

Moving to the interaction picture (rotating frame), as explicitly shown in the main text, not only modifies the system Hamiltonian but also the interaction between system and reservoir contained in the open quantum system model used to describe the system dynamics. Hence, to avoid unwanted time dependencies in the Heisenberg-Langevin equations, we consider a relatively narrow band around the frequency of the mechanical oscillator, such that we may write the stochastic Langevin force \(\mathcal{W}(t)\) as

\[
\mathcal{W}(t) = \overline{\mathcal{W}}(t) e^{-i\omega_m t} + \overline{\mathcal{W}}^*(t) e^{i\omega_m t}, \quad (A19)
\]
where \( \overline{W}(t) \) is a slowly-varying stochastic amplitude which preserves the statistical properties of \( W(t) \). Thus, if \( \omega_m \gg \gamma, |\overline{W}| \), with \( |\overline{W}| \) the magnitude of \( \overline{W}(t) \), then, we will be able to perform a further RWA, but now in the interaction of the mechanical oscillator with its reservoir. It is important to note that the fulfillment of these conditions will require a weak coupling between system and reservoir. The correlation functions involving \( \overline{W}(t) \) and \( \overline{W}'(t) \) are the following,

\[
\langle \overline{W}(t) \overline{W}(t') \rangle = \langle \overline{W}'(t) \overline{W}'(t') \rangle = 0, \tag{A20a}
\]

\[
\langle \overline{W}(t) \overline{W}'(t') \rangle = \frac{\gamma}{2\pi \omega_m} \int_0^{\pi} d\omega \omega \left[ \coth \left( \frac{\hbar \omega}{2k_B T} \right) + 1 \right] e^{-i(\omega-\omega_m)(t-t')}, \tag{A20b}
\]

\[
\langle \overline{W}'(t) \overline{W}'(t') \rangle = \frac{\gamma}{2\pi \omega_m} \int_0^{\pi} d\omega \omega \left[ \coth \left( \frac{\hbar \omega}{2k_B T} \right) - 1 \right] e^{i(\omega-\omega_m)(t-t')}, \tag{A20c}
\]

From this expressions the correlation functions in Eqs. (16) may be calculated.

3. Frequency correlation functions of the Langevin force quadratures

In Sec. II we showed that the Heisenberg-Langevin equations describing the dynamics of the mechanical and electromagnetic quadratures depend on the real and imaginary parts of \( \overline{W}(t) \), i.e., \( \overline{W}_{re}(t) \) and \( \overline{W}_{im}(t) \), respectively. Moreover, in order to evaluate the stationary force noise PSD \( S_{F\text{stat}}(\omega) \) in Sec. IV and the initial conditions for the nonstationary measurement in Sec. V, we need the Fourier transform of the correlation functions involving \( \overline{W}_{re}(t) \) and \( \overline{W}_{im}(t) \) in Eqs. (16). Thus, considering \( \varpi \to \infty \), for \( |\omega| < \omega_m \) we have,

\[
\langle \overline{W}_{re}(\omega) \overline{W}_{re}(\omega') \rangle = \langle \overline{W}_{im}(\omega) \overline{W}_{im}(\omega') \rangle = \frac{\pi \gamma}{2\omega_m} \left\{ (\omega + \omega_m) \left[ \coth \left( \frac{\hbar (\omega + \omega_m)}{2k_B T} \right) + 1 \right] + (\omega - \omega_m) \left[ \coth \left( \frac{\hbar (\omega - \omega_m)}{2k_B T} \right) + 1 \right] \right\} \delta(\omega + \omega'), \tag{A21a}
\]

\[
\langle \overline{W}_{re}(\omega) \overline{W}_{im}(\omega') \rangle = \langle \overline{W}_{im}(\omega) \overline{W}_{re}(\omega') \rangle = \frac{i\pi \gamma}{2\omega_m} \left\{ (\omega + \omega_m) \left[ \coth \left( \frac{\hbar (\omega + \omega_m)}{2k_B T} \right) + 1 \right] - (\omega - \omega_m) \left[ \coth \left( \frac{\hbar (\omega - \omega_m)}{2k_B T} \right) + 1 \right] \right\} \delta(\omega + \omega'). \tag{A21b}
\]

Here, it is important to take into account that \( \coth (\hbar \omega/2k_B T) = 2\pi_{th}(\omega) + 1 \), where \( \pi_{th}(\omega) \) is the Bose-Einstein occupation factor given by \( \pi_{th}(\omega) = (e^{\hbar \omega/k_B T} - 1)^{-1} \). Now, for simplicity, we shall consider the high-temperature limit \( (k_B T \gg \hbar \omega) \), where the approximation \( \coth (\hbar \omega/2k_B T) \approx 2k_B T/\hbar \omega \) holds, and the correlation functions in Eqs. (A21) reduce to

\[
\langle \overline{W}_{re}(\omega) \overline{W}_{re}(\omega') \rangle = \langle \overline{W}_{im}(\omega) \overline{W}_{im}(\omega') \rangle = 2\pi \gamma (\pi_{th} + 1/2) \delta(\omega + \omega'), \tag{A22a}
\]

\[
\langle \overline{W}_{re}(\omega) \overline{W}_{im}(\omega') \rangle = \langle \overline{W}_{im}(\omega) \overline{W}_{re}(\omega') \rangle = i\pi \gamma \delta(\omega + \omega'); \tag{A22b}
\]

where \( \pi_{th} \) corresponds to the mean number of thermal phonons in the reservoir.

### Appendix B: Power spectral density and the Wiener-Khinchin theorem

In this appendix our goal is to define the PSD for a generic quantum noise process and to prove the stationary Wiener-Khinchin theorem, which relates the first-order correlation function of a given noise process to its stationary PSD as Fourier transform pairs. For this purpose, it is necessary to apply a window function to the operator that represents the quantum noise process in order to guarantee the convergence of the integrals involved in the calculations. Thus, we will first consider a rectangular window as it is commonly done, and then we will consider an exponential window which we use in this work for convenience in the analytical calculation of the PSD in the nonstationary regime.

1. Power spectral density

First, we consider the PSD of a quantum noise process represented by a generic operator \( \mathcal{O}(t) \), which is defined as

\[
S_{\mathcal{O}}(\omega, T_m) = \frac{1}{T_m} \langle \mathcal{O}^\dagger(\omega, T_m) \mathcal{O}(\omega, T_m) \rangle, \tag{B1}
\]

where

\[
\mathcal{O}(\omega, T_m) = \int_{-\infty}^{+\infty} dt e^{i\omega t} \Pi_{T_m}(t) O(t) \tag{B2}
\]

is the truncated Fourier transform of \( \mathcal{O}(t) \) [23,73]. Here \( T_m \) is the measurement time, while \( \Pi_{T_m}(t) \) is a rectangular window function equal to one in the interval \((0, T_m)\) and zero elsewhere. Therefore, from Eqs. (B1) and (B2), it follows that the PSD takes the form

\[
S_{\mathcal{O}}(\omega, T_m) = \frac{1}{T_m} \int_0^{T_m} dt \int_0^{T_m} dt' e^{-i\omega(t-t')} \langle \mathcal{O}^\dagger(t) \mathcal{O}(t') \rangle. \tag{B3}
\]
The definition of PSD given in Eq. (B1) mimics the classical definition of the periodogram PSD estimator \[60,61\], where the quantity \( O^\dagger(\omega,T_m)O(\omega,T_m)/T_m \) will correspond here to the the periodogram of the quantum signal \( O(t) \).

Now, we shall prove the nonstationary Wiener-Khinchin theorem, which is finite measurement time generalisation of the stationary result we will see below. For this purpose, we will follow an idea analogous to the classical result presented in Ref. [74]. Here, it is important to note that we call nonstationary Wiener-Khinchin theorem to a rule valid for nonstationary quantum noise processes that relates the two-time correlation function to the PSD. Therefore, reorganising the integration domain in the Eq. (B3), we have

\[
S_\omega(\omega,T_m) = \frac{1}{T_m} \left\{ \int_0^{T_m} dt \int_0^t dt' + \int_0^{T_m} dt' \int_t^{T_m} dt \right\} \times e^{-i\omega(t-t')} \langle O^\dagger(t)O(t') \rangle,
\]

and making a change of variable in each pair of integrals,

\[
S_\omega(\omega,T_m) = \frac{1}{T_m} \int_0^{T_m} dt \int_0^t dt' e^{-i\omega t'} \langle O^\dagger(t)O(t-t') \rangle
+ \frac{1}{T_m} \int_0^{T_m} dt' \int_t^{T_m} dt e^{i\omega t'} \langle O^\dagger(t'-t)O(t') \rangle,
\]

where in each term \( \tau \) was chosen in such a way that it is always positive, \( \tau = t - t' \) in the first term and \( \tau = t'-t \) in the second term. Since \( t' \) is a dummy variable in the second term on the right-hand side of Eq. (B5), and \( \langle O^\dagger(t-\tau)O(t) \rangle^* = \langle O^\dagger(t)O(t-\tau) \rangle \), hence,

\[
S_\omega(\omega,T_m) = 2 \text{Re} \left\{ \frac{1}{T_m} \int_0^{T_m} dt \int_0^t dt e^{i\omega \tau} C(\tau,t) \right\}.
\]

where \( C(\tau,t) = \langle O^\dagger(t-\tau)O(t) \rangle \) is the first-order correlation function. Furthermore, from Eq. (B3) it is easy to prove that

\[
C(\tau,T_m) = \left[ 1 + T_m \frac{\partial}{\partial T_m} \right] \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} e^{-i\omega \tau} S_\omega(\omega,T_m),
\]

which is valid for \( |\tau| < T_m \). Equations (B6) and (B7) constitute the nonstationary Wiener-Khinchin theorem, which is valid for both stationary and nonstationary signals.

Next, from Eq. (B6) we shall prove the stationary Wiener-Khinchin theorem. However, in order to do so, the quantum noise process represented by \( O(t) \) needs to be wide-sense stationary, i.e., the correlation function \( C(\tau,t) \) must depend only on the time difference \( \tau \). This time-homogeneity condition is satisfied when a physical system described by \( O(t) \) is in a stationary steady-state, which is the situation that we will now consider. Thus, we define the stationary first-order correlation function as

\[
C(\tau) = \lim_{t \to \infty} C(\tau,t),
\]

where the limit was included to reiterate that we are considering a system in its steady-state. Hence, in the stationary regime, we may write Eq. (B6) as

\[
S_\omega(\omega,T_m) = 2 \text{Re} \left\{ \frac{1}{T_m} \int_0^{T_m} dt \int_0^t dt e^{i\omega \tau} C(\tau) \right\},
\]

Here we can use the the integral identity

\[
\int_0^{T_m} dt \int_0^t dt \tau g(\tau) = \int_0^{T_m} dt g(\tau) \left( T_m - \tau \right),
\]

which can be easily demonstrated making \( g(\tau) = df(\tau)/d\tau \) (see Appendix C of Ref. [75] for details). Thus, Eq. (B9) takes the form

\[
S_\omega(\omega,T) = 2 \text{Re} \left\{ \frac{1}{T_m} \int_0^{T_m} dt e^{i\omega \tau} C(\tau) \left( T_m - \tau \right) \right\},
\]

Now, we consider the limit of infinite measurement time \( T_m \to \infty \), where the truncated PSD \( S_\omega(\omega,T_m) \) reduces to the the stationary PSD \( S_\omega(\omega) \)

\[
S_\omega(\omega) \equiv \lim_{T_m \to \infty} S_\omega(\omega,T_m).
\]

Therefore, from Eq. (B11), we have

\[
S_\omega(\omega) = 2 \text{Re} \int_0^{\infty} d\tau e^{i\omega \tau} C(\tau)
= \int_0^{\infty} d\tau e^{-i\omega \tau} C^*(\tau) + \int_0^{\infty} d\tau e^{i\omega \tau} C(\tau).
\]

Since the signal is wide-sense stationary, it is satisfied \( C^*(\tau) = C(\tau) \) and, then,

\[
S_\omega(\omega) = \int_{-\infty}^{0} d\tau e^{i\omega \tau} C(\tau) + \int_{0}^{\infty} d\tau e^{i\omega \tau} C(\tau)
= \int_{-\infty}^{+\infty} d\tau e^{i\omega \tau} C(\tau).
\]

Finally, we got the stationary Wiener-Khinchin theorem, which relates the stationary PSD \( S_\omega(\omega) \) and the first-order correlation function \( C(\tau) \) as Fourier transform pairs,

\[
S_\omega(\omega) = \mathcal{F}\{C(\tau)\} = \int_{-\infty}^{\infty} d\tau e^{i\omega \tau} C(\tau),
\]

\[
C(\tau) = \mathcal{F}^{-1}\{S_\omega(\omega)\} = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{-i\omega \tau} S_\omega(\omega);
\]

where \( \mathcal{F}\{\cdot\} \) is the Fourier transform with respect to \( \tau \), while \( \mathcal{F}^{-1}\{\cdot\} \) is its inverse transform.
From Eqs. (B8) and (B15a), we may write the stationary PSD $S_\omega(\omega)$ explicitly as

$$S_\omega(\omega) = \lim_{t \to \infty} \int_{-\infty}^{+\infty} d\tau e^{i\omega \tau} \langle O^\dagger(t) O(t + \tau) \rangle.$$  (B16)

Furthermore, if $O(t)$ is Hermitian, writing $O(t)$ as the inverse Fourier transform of $O(\omega)$ in Eq. (B16) yields to

$$S_\omega(\omega) = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} \langle O(\omega') O(\omega) \rangle,$$  (B17)

where we assumed the noise correlators $(O(\omega') O(\omega))$ to be proportional to a Dirac delta function of the form $\delta(\omega' + \omega)$, which is true in many applications including those examined in this work.

2. Power spectral density: exponential window

Now, we shall consider an alternative definition of PSD which relies on the use of an exponential window in the calculation of the involved Fourier transforms, which facilitates the analytical calculation of the PSD in the non-stationary regime. Here we will show that although this definition is not standard, it also leads to the stationary Wiener-Khinchin theorem in the long measurement time limit.

Thus, we define the nonstationary PSD as

$$S_\omega(\omega, T_m) = \frac{1}{T_m} \langle O^\dagger(-i\omega + 1/2T_m) O(-i\omega + 1/2T_m) \rangle,$$  (B18)

where

$$O(-i\omega + 1/2T_m) = \int_{0}^{+\infty} dt e^{(-i\omega + 1/2T_m)t} O(t).$$  (B19)

It is worth noting that Eqs. (B18) and (B19) correspond to the classical definition of modified periodogram PSD estimator [61].

Now, following a procedure completely analogous to the one shown before, we arrive to the following expression

$$S_\omega(\omega, T_m) = 2 \text{Re} \frac{1}{T_m} \int_{0}^{+\infty} dt \int_{0}^{+\infty} d\tau \ e^{i\omega\tau/T_m} e^{-\tau/t} \ C(\tau).$$  (B20)

Here, we can use the the integral identity

$$\int_{0}^{+\infty} dt \ e^{-\tau/t} \int_{0}^{t} d\tau g(\tau) = T_m \int_{0}^{+\infty} d\tau \ e^{-\tau/T_m} g(\tau).$$  (B21)

which, as before, can be proved making $g(\tau) = df(\tau) / d\tau$. Therefore, we will have

$$S_\omega(\omega, T_m) = 2 \text{Re} \int_{0}^{+\infty} d\tau \ e^{-\tau/T_m} e^{i\omega + 1/2T_m} C(\tau),$$  (B22)

which in the infinite measurement time limit yields to

$$\lim_{T_m \to \infty} S_\omega(\omega, T_m) = 2 \text{Re} \int_{0}^{+\infty} d\tau e^{i\omega\tau} C(\tau).$$  (B23)

Finally, since the right-hand side of Eq. (B23) correspond to the right-hand side of the first part of Eq. (B13), we arrive to the desired result

$$S_\omega(\omega) = \lim_{T_m \to \infty} S_\omega(\omega, T_m),$$  (B24)

from which follows the stationary Wiener-Khinchin theorem described in Eqs. (B15a) and (B15b).

Appendix C: Inverse filter

To filter the output signal of a linear measurement such as the one described in Eq. (17), $Y_{\text{out}}(t) = D(t) \ast F_{\text{im}}(t) + N(t)$, it is standard to apply an inverse filter to the complete measurement record in such a way that it is possible to recover the original signal. In principle, the inverse filter provides an exact solution to the problem of recovering the signal of interest from a given measured output signal, however, when it is required to filter a signal in the transient nonstationary regime this solution is fraught with difficulties. To see this, we shall consider the particular measurement under study, which is well described in Sec. V; nonetheless, the results shown here are valid for any linear measurement.

1. Inverse filtering in time domain

In time domain, the inverse filter approach corresponds to deconvolve the measurement record $Y_{\text{out}}(t)$ using a linear filter with impulse response

$$h(t) = A^{-1}(t),$$  (C1)

where $A^{-1}(t)$ is the convolution inverse of $A(t)$ satisfying

$$A^{-1}(t) * A(t) = \delta(t).$$  (C2)

Taking the Fourier transform of Eq. (C2), we can find that $A^{-1}(t)$ is given by

$$A^{-1}(t) = F^{-1}\{1/A(\omega)\};$$  (C3)

where $A(\omega) = F\{A(t)\}$, being $F\{\cdot\}$ the Fourier transform and $F^{-1}\{\cdot\}$ its inverse. Thus, the quantum estimator $F_{\text{est}}(t) = h(t) \ast Y_{\text{out}}(t)$ described in Eq. (18), will take the form

$$F_{\text{est}}(t) = A^{-1}(t) \ast Y_{\text{out}}(t) = F_{\text{im}}(t) + F_{\text{noise}}(t),$$  (C4)

where

$$F_{\text{noise}}(t) = A^{-1}(t) * N(t).$$  (C5)
From Eq. (86), we can calculate $A^{-1}(t)$, which will be given by

$$A^{-1}(t) = -\frac{1}{\sqrt{\kappa}(G_+ + G_-)} D^{-1}(t) \quad (C6)$$

where $D^{-1}(t)$ is the convolution inverse of the Green’s function $D(t)$, which is given by

$$D^{-1}(t) = \tilde{\delta}(t) + 2\Gamma \tilde{\delta}(t) + \Omega^2 \delta(t) \quad (C7)$$

Thus, we may convolve $Y_{\text{out}}(t)$ with $h(t) = A^{-1}(t)$ to obtain the quantum estimator,

$$F_{\text{est}}(t) = -\frac{1}{\sqrt{\kappa}(G_+ + G_-)} D^{-1}(t) * Y_{\text{out}}(t). \quad (C8)$$

Now considering the output signal as given by Eq. (84),

$$Y_{\text{out}}(t) = \sqrt{\kappa} \left[ Y_p(t) + Y_h(t) \right] - Y_{\text{in}}(t),$$

it is important to notice that

$$D^{-1}(t) * Y_h(t) = \tilde{Y}_h(t) + 2\Gamma \tilde{Y}_h(t) + \Omega^2 Y_h(t), \quad (C9)$$

where the right-hand side is clearly zero since it corresponds to the definition of the homogeneous solution and, thus, $D^{-1}(t) * Y_h(t) = 0$. Hence,

$$F_{\text{est}}(t) = -\frac{1}{\sqrt{\kappa}(G_+ + G_-)} D^{-1}(t) * \left[ \sqrt{\kappa} Y_p(t) - Y_{\text{in}}(t) \right] \quad (C10)$$

and, therefore, all information about the initial conditions is lost, remaining in $F_{\text{est}}(t)$ only the terms with information on the steady-state of the system.

2. Inverse filtering in frequency domain

In frequency domain the inverse filtering is completely equivalent to what was done in time domain. Therefore, the outlook is not very encouraging either for the filtering of the signal in the nonstationary transient regime. However, as a matter of completeness we shall describe the procedure.

From Eqs. (37) and (40) we have that

$$F_{\text{est}}(\omega) = \frac{Y_{\text{out}}(\omega)}{A(\omega)}, \quad (C11)$$

where $Y_{\text{out}}(\omega)$ may be calculated taking the Fourier transform of Eq. (84), such that

$$Y_{\text{out}}(\omega) = \sqrt{\kappa} \left[ Y_p(\omega) + Y_h(\omega) \right] - Y_{\text{in}}(\omega), \quad (C12)$$

with $Y_p(\omega)$, $Y_h(\omega)$, and $Y_{\text{in}}(\omega)$, the Fourier transforms of $Y_p(t)$, $Y_h(t)$, and $Y_{\text{in}}(t)$, respectively. Here, $Y_h(\omega) = 0$, and using the explicit form of $A(\omega)$ in Eq. (60), we obtain that the frequency component of the estimated force quadrature takes the form

$$F_{\text{est}}(\omega) = -\frac{\sqrt{\kappa} Y_p(\omega) - Y_{\text{in}}(\omega)}{\sqrt{\kappa}(G_+ + G_-) D(\omega)} \quad (C13)$$

Therefore, the information on the initial conditions contained in $Y_h(t)$ is as before eliminated.

Appendix D: Stationary force noise power spectral density

In this Appendix, we study the different regimes defined by the drive asymmetry $G_+/G_-$, and we consider the conditions under which the stationary force noise PSD $S_{F_{\text{est}}}(\omega)$ in Eq. (69) reduces to the thermal noise floor at resonance. This defines the optimal configuration for the enhancement of the sensitivity of stationary force measurements in each regime. For convenience in the analysis and presentation of the results, we shall use the added force noise PSD $S_{\text{add}}(\omega)$ given by Eq. (70).

1. Cavity-assisted mechanical sideband cooling

$$(G_+ = 0, G_- > 0)$$

A relevant limit to consider first is $G_+ = 0$, which corresponds to cavity-assisted sideband cooling (SBC) of mechanical motion [76,77]. The added noise PSD in this case is

$$S_{\text{add}}^{\text{SBC}}(\omega) = \frac{1}{2\kappa} \left\{ \left( \frac{\omega + \gamma\kappa}{4} \right)^2 + \left( \frac{\omega}{2} \right)^2 (\gamma - \kappa)^2 \right\} + G_-^2 - 2\left( \omega^2 + \frac{\gamma\kappa}{4} \right), \quad (D1)$$

which at resonance becomes

$$S_{\text{add}}^{\text{SBC}}(0) = \frac{\gamma}{8} \left( \frac{1}{C_+} + C_- - 2 \right), \quad (D2)$$

with

$$C_- = \frac{4G_-^2}{\gamma\kappa} \quad (D3)$$

being the cooperativity associated with a red sideband drive.

At first glance one could think that the cooling of the harmonic oscillator to its ground state could help improve the sensitivity of the force sensor, since it eliminates the noise due to thermal fluctuations. However, since the cooling is achieved by adding damping to the mechanical oscillator, not only the added noise is reduced but also the sensitivity to any external force [78]. Therefore, the sensitivity of the force measurement is not enhanced by the SBC protocol — c.f., Figs. 3, 4 and 5 — nevertheless, it will be used as a reference to compare other protocols. Thus, minimising Eq. (D1) with respect to $G_-^2$, we get,

$$S_{\text{add}}^{\text{SBC}}(\omega)_{\text{min}} = \left[ \left( \frac{\omega + \gamma\kappa}{4} \right)^2 + \left( \frac{\omega}{2} \right)^2 (\gamma - \kappa)^2 \right]^{1/2}, \quad (D4a)$$

$$[S_{\text{add}}^{\text{SBC}}(\omega)]_{\text{min}} = \frac{1}{\kappa} \left\{ \left[ \left( \frac{\omega + \gamma\kappa}{4} \right)^2 + \left( \frac{\omega}{2} \right)^2 (\gamma - \kappa)^2 \right]^{1/2} - \left( \omega^2 + \frac{\gamma\kappa}{4} \right) \right\}. \quad (D4b)$$
At resonance, Eq. (D4b) reduces to \( S_{\text{add}}^{\text{SBC}}(0) \)\(_{\min} = 0 \), which is achieved at coupling \( C_- \) such that \( (C_-)_{\min}^{\text{SBC}} = 1 \), as can be seen from Eq. (D2).

### 2. Back-action evading measurement

\( (G_- = G_+, G_- > 0) \)

Early proposals for the enhancement of the sensitivity of single-quadrature force measurements relied on the idea of performing a BAE measurement of the mechanical quadrature carrying information on the force component of interest, such that the back-action due to the measurement is redirected to the unmeasured canonical conjugate quadrature [1]. Using the two-tone driving scheme under consideration, we can tune the coherent drives such that \( G_+ = G_- \) and make a BAE measurement of \( Q \) in order to sense \( \dot{F}_{\text{im}} \), as can be followed from Eqs. (9). This two-tone BAE measurement was originally due to Braginsky et al. [1], but was brought into the context of cavity quantum optomechanics/electromechanics in Refs. [39,40], and demonstrated experimentally in Refs. [41–43]. Nevertheless, despite it seems to be the most obvious approach for the ultrasensitive sensing of weak forces, there are limits for which a BAE measurement is not the best option for the enhancement of sensitivity in stationary force measurements, as we will see below.

Thus, setting \( G_- = G_+ \) in Eq. (69), the added force noise PSD reduces to

\[
S_{\text{add}}^{\text{BAE}}(\omega) = \frac{1}{2\kappa} \frac{\left(\omega^2 + \gamma^2/4\right)\left(\omega^2 + \kappa^2/4\right)}{4G_-^2},
\]

(D5)

where there is no contribution associated with quantum back-action noise due to radiation-pressure and the force noise PSD corresponds to imprecision noise only. On resonance, we have

\[
S_{\text{add}}^{\text{BAE}}(0) = \frac{\gamma}{32C_-},
\]

(D6)

with \( C_- \) as defined in Eq. (D3). We can make the noise contribution in Eq. (D5) arbitrarily small by simply increasing the driving strength. Therefore,

\[
(G_-)_{\min}^{\text{BAE}} \to \infty,
\]

(D7a)

\[
[S_{\text{add}}^{\text{BAE}}(\omega)]_{\min} = 0,
\]

(D7b)

which clearly surpasses the sensitivity achieved using the SBC protocol given by Eq. (D4b). In particular, from Eq. (D6) we have that the stationary force noise PSD at resonance may be written as

\[
S_{\text{BAE}}^{\text{BAE}}(0) = \gamma \left[ \frac{1}{32C_-} + (\pi_{\text{th}} + 1/2) \right],
\]

(D8)

and, therefore,

\[
(C_-)_{\min}^{\text{BAE}} \gg \frac{1}{32(\pi_{\text{th}} + 1/2)},
\]

(D9)

is a sufficient condition for neglecting the added force noise PSD at resonance under a BAE measurement protocol. In fact, \( (C_-)_{\min}^{\text{BAE}} \gg 1/16 \) is a valid condition for any thermal occupation \( \pi_{\text{th}} \).

### 3. Steady-state mechanical squeezing

\( (G_- \neq G_+, 0 < G_+/G_- < 1) \)

A final approach to consider is the dissipative quantum squeezing of the variance of the mechanical position quadrature, which was initially proposed in Ref. [44] and demonstrated recently in various experiments reported in Refs. [46–49]. The squeezing procedure relies on the asymmetry between the input coherent drives \( (G_+ \neq G_-) \) adding back-action that allows cooling the mechanical oscillator to a squeezed ground state. This procedure, as in the SBC protocol, adds additional damping to the system which reduces the sensitivity of the force sensor. Nevertheless, the combination of both effects allows us to have in certain limits a sensitivity comparable to the BAE measurement and even better. Thus, if \( G_- \neq G_+ \) and \( 0 < G_+/G_- < 1 \), we can have steady-state mechanical squeezing (SMS) and the stationary force noise PSD in Eq. (69) may be rewritten in terms of \( G \) and \( r \), which are given by

\[
G^2 = G_-^2 - G_+^2,
\]

(D10a)

\[
\tanh r = \frac{G_+}{G_-}.
\]

(D10b)

Further, the condition \( G_- > G_+ \) guarantees the stability of the system [44]. Therefore, the added force noise PSD under SMS is

\[
S_{\text{add}}^{\text{SMS}}(\omega) = \frac{e^{-2r}}{2\kappa} \left[ \frac{(\omega^2 + \gamma^2/4)(\omega^2 + \kappa^2/4)}{G_-^2} + G^2 
\right.
\]

\[
- 2 \left( \omega^2 + \gamma\kappa/4 \right). \]

(D11)

At resonance (\( \omega = 0 \)), the added force noise PSD may be written in terms of the cooperativity

\[
C = \frac{4G^2}{\gamma\kappa},
\]

(D12)

as

\[
[S_{\text{add}}^{\text{SMS}}(0)] = \frac{\gamma e^{-2r}}{8} \left( \frac{1}{C} + C - 2 \right). \]

(D13)

We minimise the expression in Eq. (D11) with respect to \( G^2 \) for a fixed \( \omega \), and we find

\[
(G^2)_{\min} = \left[ (\omega^2 + \gamma^2/4)(\omega^2 + \kappa^2/4) \right]^{1/2}, \]

(D14a)

\[
[S_{\text{add}}^{\text{SMS}}(\omega)]_{\min} = \frac{e^{-2r}}{\kappa} \left[ \left( \omega^2 + \gamma^2/4 \right) \left( \omega^2 + \kappa^2/4 \right) \right]^{1/2}
\]

\[
- (\omega^2 + \gamma\kappa/4) \geq 0. \]

(D14b)
Similarly, minimizing the expression on Eq. (D13), we have, \([s_{add}^{\text{SMS}}(0)]_{\text{min}} = 0\) with \((C)^{\text{SMS}}_{\text{min}} = 1\).

4. Summary of stationary force sensing under two-tone driving

| SBC | BAE | SMS |
|-----|-----|-----|
| \(G_{+} = 0\) | \(G_{-} = 0\) | \(0 < \frac{G_{+}}{\kappa} < 1\) |
| \(s_{\text{th}}\) | \(C_{-} = 1\) | \(C_{-} \gg \frac{1}{\kappa}\) |

Table I. Summary of the conditions for which the added force noise power spectral density reduces to the thermal noise floor. SMS stands for steady-state mechanical squeezing, BAE for back-action evasion measurement, and SBC for cavity-assisted side-band cooling. The cooperativities \(C_{-}\) and \(C\) are defined in Eqs. (D9) and (D12), respectively.

We have considered three different operating conditions for the stationary sensing of a weak classical force, which where classified according to the values that the drive asymmetry \(G_{+}/G_{-}\) can take. First, we considered cavity assisted SBC, where \(G_{+}/G_{-} = 0\) and the system is dissipative cooled to its ground state thanks to an extra damping that also reduces the sensitivity of the system to an external force. Second, we considered a BAE of the mechanical position quadrature, which can be achieved if \(G_{+}/G_{-} = 0\). We found that BAE measurement correspond in most of the cases to the optimal configuration for the measurement of classical forces in the steady-state. Finally, we considered the regime where \(0 < G_{+}/G_{-} < 1\), which can lead to dissipative cooling to a squeezed mechanical state through extra damping. Thus, although more damping is added to the system, the quantum fluctuations associated with one of the mechanical quadratures are also being reduced and, therefore, a trade-off of this two effects can lead to a sensitivity comparable or even better than that due to a BAE measurement.

The three studied cases are represented graphically in Fig. 3, where we show the stationary force noise PSD scaled by the thermal noise floor \(\frac{s_{\text{th}}(\omega)}{S_{\text{th}}}\) as a function of the dimensionless frequency \(\omega/\kappa\) for different values of the drive asymmetry \(G_{+}/G_{-}\). We found that as a consequence of the mutual cancellation of the noise contributions due to imprecision and radiation-pressure, the proposed two-tone driving scheme allows one to reduce the stationary force noise PSD to the thermal noise floor at resonance, i.e., \(s_{\text{est}}(0) = S_{\text{th}}\) and \(s_{add}(0) = 0\). The conditions under which this is possible are summarised in Table I.
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