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Abstract

Chemical hypergraphs and their associated normalized Laplace operators are generalized and studied in the case where each vertex–hyperedge incidence has a real coefficient.
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1 Introduction

In [1] we introduced chemical hypergraphs with the aim of modelling chemical reaction networks. While classical hypergraphs are given by vertices and sets of vertices called hyperedges, chemical hypergraphs have the additional structure that each vertex has either a plus sign, or a minus sign, or both, for each hyperedge in which it is contained. The idea is that each hyperedge represents a chemical reaction involving the elements that it contains as vertices; plus signs are assigned to the educts or inputs of the reaction, minus signs are given to its products or outputs, and both signs are given to the catalysts participating in the reaction. We also introduced two normalized Laplace operators for chemical hypergraphs, the vertex Laplacian $L$ and the hyperedge Laplacian $L^H$, as a generalization of the classical theory introduced by F. Chung [2] for graphs. The spectra of these two operators, that only differ from each other by the multiplicity of the eigenvalue 0, have been largely studied in [3–10].

Similarly, N. Reff and L. Rusnak [11] introduced oriented hypergraphs, i.e., hypergraphs in which each vertex in a hyperedge has either a plus or a minus sign, as well as a multiplicity: a natural number assigned to the given vertex–hyperedge incidence. They also developed a spectral theory of oriented hypergraphs that focuses on
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the spectra of the (unnormalized) Laplace operator $\Delta$ and the adjacency matrix $A$. This theory has also been widely studied (see for instance [11–24]) and, as pointed out in [5, Remark 2.17], for chemical hypergraphs without catalysts which are regular, meaning that all vertices have the same degree, the spectra of $L$, $\Delta$ and $A$ are all equivalent, up to a multiplicative or additive constant. For non-regular chemical hypergraphs, however, the spectra of these operators are in general not equivalent, implying that they encode different properties of the hypergraph to which they are associated.

Here we propose a further generalization of chemical hypergraphs and their associated operators, and we focus on the study of the normalized Laplacians. In particular, we consider hypergraphs in which each vertex–hyperedge incidence has a real coefficient.

**Structure of the paper.** In Section 2 we establish the basic definitions for hypergraphs with real coefficients and their associated operators, as a natural generalization of the constructions in [1]. In Section 3 we investigate the first properties of the generalized normalized Laplacians and in Section 4 we discuss the multiplicity of the eigenvalue 0. In Section 5 we apply the min-max principle in order to characterize all the eigenvalues in terms of the Rayleigh Quotient, and in Section 6 we investigate the largest eigenvalue. Finally, in Section 7 we study the effect of some special symmetries on the spectra of the generalized normalized Laplacians.

### 2 Basic definitions

**Definition 2.1.** A hypergraph with real coefficients is a triple $\Gamma = (V,H,C)$ such that:

- $V = \{v_1, \ldots, v_N\}$ is a finite set of nodes or vertices;
- $H = \{h_1, \ldots, h_M\}$ is a multiset of elements $h_j \in \mathcal{P}(V) \setminus \{\emptyset\}$ called hyperedges;
- $C = \{C_{v,h} : v \in V$ and $h \in H\}$ is a set of coefficients $C_{v,h} \in \mathbb{R}$ and it’s such that
  \[ C_{v,h} = 0 \iff v \notin h. \tag{1} \]

**Remark 2.2.** The chemical hypergraphs in [1] have coefficients $C_{v,h} \in \{-1,0,+1\}$ without the assumption (1), while the oriented hypergraphs defined by Reff and Rusnak in [11] can be seen as hypergraphs with coefficients $C_{v,h} \in \mathbb{Z}$. Moreover, a signed graph is a hypergraph with real coefficients such that:

- $H$ is a set (that is, $j \neq k$ implies $h_j \neq h_k$);
- Each hyperedge contains exactly two vertices;
- $C_{v,h} \in \{+1,-1\}$ for all $h \in H$ and $v \in h$.

A simple graph is a signed graph such that, for each hyperedge $h$, there exists a unique $v \in h$ such that $C_{v,h} = 1$ and there exists a unique $w \in h$ such that $C_{w,h} = -1$.  
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Remark 2.3. In the case when, for all \( v \) and \( h \), \( C_{v,h} \geq 0 \) and \( \sum_{h \in H} C_{v,h} = 1 \), we can see each coefficient \( C_{v,h} \) as the probability of the vertex \( v \) to belong to the hyperedge \( h \). In the case of a hypergraph with integer coefficients, we can see each vertex as a chemical element, each hyperedge as a chemical reaction and each coefficient \( C_{v,h} \) as the chemical stoichiometric coefficient of the element \( v \) in the reaction \( h \).

Definition 2.4. We say that \( \Gamma = (V,H,C) \) is connected if, for every pair of vertices \( v, w \in V \), there exists a path that connects \( v \) and \( w \), i.e. there exist \( v_1, \ldots, v_m \in V \) and \( h_1, \ldots, h_{m-1} \in H \) such that:

- \( v_1 = v \);
- \( v_m = w \);
- \( \{v_i, v_{i+1}\} \subseteq h_i \) for each \( i = 1, \ldots, m - 1 \).

From here on, we fix a hypergraph with real coefficients \( \Gamma = (V,H,C) \) on \( N \) vertices \( v_1, \ldots, v_N \) and \( M \) hyperedges \( h_1, \ldots, h_M \). For simplicity, assume that \( \Gamma \) has no isolated vertices, i.e. we assume that each vertex is contained in at least one hyperedge, and we assume that \( \Gamma \) is connected.

Changing the orientation of a hyperedge \( h \) means substituting every \( C_{v,h} \) by \( -C_{v,h} \). We denote the two orientations by \((h,+)\) and \((h,-)\). Analogously to differential forms in Riemannian geometry \cite{25} and to the case of chemical hypergraphs \cite{1}, we shall consider functions \( \gamma : H \to \mathbb{R} \) that satisfy

\[
\gamma(h,-) = -\gamma(h,+),
\]

that is, changing the orientation of \( h \) produces a minus sign.

Definition 2.5. Given \( h \in H \), its cardinality, denoted \( |h| \), is the number of vertices that are contained in \( h \).

Definition 2.6. Given \( v \in V \), its degree is

\[
\deg v := \sum_{h \in H} (C_{v,h})^2.
\]

The \( N \times N \) diagonal degree matrix of \( \Gamma \) is

\[
D := \text{diag} \left( \deg v_i \right)_{i=1, \ldots, N}.
\]

Remark 2.7. In literature, there are various ways of defining the degree of a vertex in a hypergraph. Our definition of vertex degree coincides with the one in \cite{4} for chemical hypergraphs and it coincides, in particular, with the classical definition of degree in the case of graphs. Since it is natural to choose a vertex degree that is always non-negative, one could as well consider, for instance, \( \sum_{h \in H} |C_{v,h}| \) as degree of a vertex \( v \). However, here we choose to define the degree of \( v \) as in \( \text{(3)} \) in order to be able, later on, to write the vertex normalized Laplacian in a matrix formulation that coincides with the one that is commonly used in literature for graphs (cf. Proposition 3.1 below).

Observe also that, since the coefficients \( C_{v,h} \) are non-zero provided \( v \in h \) and since we are assuming that there are no isolated vertices, there are no vertices of degree 0. In particular, \( D \) is an invertible matrix.
Definition 2.8. The $N \times N$ adjacency matrix of $\Gamma$ is $A := (A_{ij})_{ij}$, where $A_{ii} := 0$ for all $i = 1, \ldots, N$ and

$$A_{ij} := - \sum_{h \in H} C_{v_i, h} \cdot C_{v_j, h} \text{ for all } i \neq j.$$  

Remark 2.9. In the case of simple graphs, $A$ coincides with the classical adjacency matrix that has $(0, 1)$–entries and it’s such that $A_{i,j} = 1$ if and only if $v_i$ and $v_j$ are joined by an edge.

Definition 2.10. The $N \times M$ incidence matrix of $\Gamma$ is $I := (I_{ij})_{ij}$, where $I_{ij} := C_{v_i, h_j}$.

Remark 2.11. Each row $I_i$ of $I$ represents a vertex $v_i$ and each column $I_j$ of $I$ represents a hyperedge $h_j$.

Definition 2.12. Given $J \subseteq \{1, \ldots, M\}$, we say that the hyperedges $\{h_j\}_{j \in J}$ are linearly independent if the corresponding columns in the incidence matrix are linearly independent, that is, if $\{I_j\}_{j \in J}$ are linearly independent.

Remark 2.13. Linear dependence of hyperedges means the following: we see each hyperedge as the weighted sum of all its vertices, where the weights are the coefficients. If a hyperedge can be written as a linear combination of the other ones, we talk about linear dependence.

Definition 2.14. Given $\omega, \gamma : H \to \mathbb{R}$, their scalar product is

$$(\omega, \gamma)_H := \sum_{h \in H} \omega(h) \cdot \gamma(h).$$

Definition 2.15. Given $f, g : V \to \mathbb{R}$, their scalar product is

$$(f, g)_V := \sum_{v \in V} \deg v \cdot f(v) \cdot g(v).$$

Remark 2.16. The scalar products defined above are both positive definite.

Definition 2.17. Given $f : V \to \mathbb{R}$ and $h \in H$, its boundary operator is

$$\delta f(h) := \sum_{v \in V} C_{v, h} \cdot f(v).$$

Remark 2.18. Observe that

$$\delta : \{f : V \to \mathbb{R}\} \longrightarrow \{\gamma : H \to \mathbb{R}\}$$

and, for each $f : V \to \mathbb{R}$, $\delta f$ satisfies \([2]\).

Definition 2.19. Let

$$\delta^* : \{\gamma : H \to \mathbb{R}\} \longrightarrow \{f : V \to \mathbb{R}\}$$

be defined by

$$\delta^*(\gamma)(v) := \frac{\sum_{h \in H} C_{v, h} \cdot \gamma(h)}{\deg v}. $$
Lemma 2.20. $\delta^*$ is such that $(\delta f, \gamma)_H = (f, \delta^*\gamma)_V$, therefore it is the (unique) adjoint operator of $\delta$.

Proof.

$$(\delta f, \gamma)_H = \sum_{h \in H} \gamma(h) \cdot \left( \sum_{v \in V} C_{v,h} \cdot f(v) \right)
= \sum_{v \in V} f(v) \cdot \left( \sum_{h \in H} C_{v,h} \cdot \gamma(h) \right)
= \sum_{v \in V} \deg v \cdot f(v) \cdot \left( \sum_{h \in H} C_{v,h} \cdot \gamma(h) \right)
= \sum_{v \in V} \deg v \cdot f(v) \cdot \delta^*(\gamma)(v)
= (f, \delta^*\gamma)_V.$$

$\square$

Definition 2.21. Given $f : V \to \mathbb{R}$ and given $v \in V$, let

$$Lf(v) := \delta^*(\delta f)(v)
= \sum_{h \in H} C_{v,h} \cdot \delta f(h)
\frac{\sum_{h \in H} C_{v,h} \cdot \gamma(h)}{\deg v}
\left( \sum_{v' \in V} C_{v',h} \cdot f(v') \right)
= \frac{1}{\deg v} \cdot \left( \sum_{h \in H} \sum_{v' \in V} C_{v,h} \cdot C_{v',h} \cdot f(v') \right)
= f(v) + \frac{1}{\deg v} \cdot \left( \sum_{h \in H} \sum_{v' \in V \setminus \{v\}} C_{v,h} \cdot C_{v',h} \cdot f(v') \right).$$

Analogously, given $\gamma : H \to \mathbb{R}$ and $h \in H$, let

$$L^H \gamma(h) := \delta(\delta^*\gamma)(h)
= \sum_{v \in V} C_{v,h} \cdot \delta^*\gamma(v)
= \sum_{v \in V} C_{v,h} \cdot \left( \sum_{h' \in H} C_{v,h'} \cdot \gamma(h') \right)
\frac{\deg v}{\deg v}
= \sum_{v \in V} \sum_{h' \in H} \frac{1}{\deg v} \cdot C_{v,h} \cdot C_{v,h'} \cdot \gamma(h').$$

We call $L$ and $L^H$ the vertex normalized Laplacian and the hyperedge normalized Laplacian, respectively. They coincide with the ones in [1] in the case when the coefficients are in $\{-1, 0, +1\}$. 
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3 First properties

We first observe that, as in the case of chemical hypergraphs \cite{1},

- \( L \) and \( L^H \) are the two compositions of \( \delta \) and \( \delta^* \), which are adjoint to each other. Therefore they are both self-adjoint, which implies that their eigenvalues are real.

- \( L \) and \( L^H \) are non-negative operators. In fact, given \( f : V \to \mathbb{R} \),

\[
\langle Lf, f \rangle = \langle \delta^* \delta f, f \rangle = \langle \delta f, \delta^* f \rangle_E \geq 0.
\]

Analogously, for \( \gamma : E \to \mathbb{R} \),

\[
\langle L^H \gamma, \gamma \rangle_E = \langle \delta^* \delta^* \gamma, \gamma \rangle_E = \langle \delta^* \gamma, \delta^* \gamma \rangle_E \geq 0.
\]

This implies that the eigenvalues of \( L \) and \( L^H \) are non-negative.

- Since \( L \) and \( L^H \) are the two compositions of two linear operators, the non-zero eigenvalues of \( L \) and \( L^H \) are the same. In particular, if \( f \) is an eigenfunction of \( L \) with eigenvalue \( \lambda \neq 0 \), then \( \delta f \) is an eigenfunction of \( L^H \) with eigenvalue \( \lambda \); if \( \gamma \) is an eigenfunction of \( L^H \) with eigenvalue \( \lambda' \neq 0 \), then \( \delta^* \gamma \) is an eigenfunction of \( L \) with eigenvalue \( \lambda' \).

This also implies that the two operators only differ in the multiplicity of the eigenvalue 0. Let \( m_V \) and \( m_H \) be the multiplicity of the eigenvalue 0 of \( L \) and \( L^H \), respectively. Then,

\[
m_V - m_H = |V| - |H|.
\]

Now, observe that we can see a function \( f : V \to \mathbb{R} \) as a vector \( f = (f_1, \ldots, f_N) \in \mathbb{R}^N \) such that \( f_i = f(v_i) \) and, analogously, we can see a function \( \gamma : H \to \mathbb{R} \) as a vector \( \gamma = (\gamma_1, \ldots, \gamma_M) \in \mathbb{R}^M \) such that \( \gamma_k = \gamma(h_k) \). In view of this observation, we can write \( L \) and \( L^H \) in a matrix form.

In the following, we denote by Id the \( N \times N \) identity matrix.

**Proposition 3.1.** The normalized Laplacians can be rewritten in matrix form as

\[
L = \text{Id} - D^{-1}A \quad \text{and} \quad L^H = I^T D^{-1}I
\]

**Proof.** Observe that the \((ij)\)-entry of the \( N \times N \) matrix \( \text{Id} - D^{-1}A \) is

\[
(\text{Id} - D^{-1}A)_{ij} = \begin{cases} 
1 & \text{if } i = j \\
-\frac{A_{ij}}{\deg v_i} & \text{if } i \neq j.
\end{cases}
\]

Therefore, given \( f : V \to \mathbb{R} \) that can be seen as a vector \( f = (f_1, \ldots, f_N) \in \mathbb{R}^N \),

\[
\left( (\text{Id} - D^{-1}A) \cdot f \right)_i = f_i - \frac{1}{\deg v_i} \cdot \sum_{j \neq i, j=1}^N A_{ij} \cdot f_j
\]
\[ f(v_i) + \frac{1}{\deg v_i} \cdot \left( \sum_{h \in H} \sum_{v_j \in V \setminus \{v_i\}} C_{v_i,h} \cdot C_{v_j,h} \cdot f(v_j) \right) \]
\[ = L f(v_i). \]

Similarly, the \((kl)\)-entry of the \(M \times M\) matrix \(I^T D^{-1} I\) is
\[ (I^T D^{-1} I)_{kl} = \sum_{i=1}^{N} \frac{1}{\deg v_i} \cdot I_{ik} \cdot I_{il}. \]

Therefore, given \(\gamma : H \to \mathbb{R}\) that can be seen as a vector \(\gamma = (\gamma_1, \ldots, \gamma_M) \in \mathbb{R}^M\),
\[ \left( (I^T D^{-1} I) \cdot \gamma \right)_k = \sum_{i=1}^{N} \sum_{l=1}^{M} \frac{1}{\deg v_i} \cdot I_{ik} I_{il} \cdot \gamma_l \]
\[ = \sum_{v_i \in V} \sum_{h_l \in H_{v_i}} \frac{1}{\deg v_i} \cdot C_{v_i,h_k} \cdot C_{v_i,h_l} \cdot \gamma_l, \]
\[ = L^H \gamma(h_k). \]

**Corollary 3.2.** The sum of the eigenvalues of \(L\) (and \(L^H\)) equals \(N\).

**Proof.** It follows from Proposition 3.1, since the sum of a matrix’s eigenvalues equals its trace, and the trace of \(L\) is \(N\).

From here on, we will arrange the \(N\) eigenvalues of \(L\) as
\[ 0 \leq \lambda_1 \leq \ldots \leq \lambda_N \leq N \]
and we will arrange the \(M\) eigenvalues of \(L^H\) as
\[ 0 \leq \lambda_1^H \leq \ldots \leq \lambda_M^H \leq N. \]

We say that the eigenvalues of \(L\) are the *spectrum* of \(\Gamma\).

**Remark 3.3.** Assuming the connectivity of \(\Gamma\) is not restrictive. In fact, it is clear by definition of \(L\) that the spectrum of a disconnected hypergraph is equal to the union of the spectra of its connected components.

### 4 The eigenvalue 0

By (4), a function \(f\) on the vertex set satisfies \(L f = 0\) if and only if, for every \(h \in H\),
\[ \sum_{v \in V} C_{v,h} \cdot f(v) = 0. \tag{6} \]

Thus, to create an eigenvalue 0 of \(L\), we need a function \(f : V \to \mathbb{R}\) such that is not identically 0 and satisfies (6).
Similarly, by (5), in order to get an eigenvalue 0 of $L^H$, we need $\gamma : H \to \mathbb{R}$ that is not identically 0, satisfying (2) and
\[
\sum_{h \in H} C_{v,h} \cdot \gamma(h) = 0 \quad (7)
\]
for every vertex $v$.

The following results generalize the ones in [1, Section 5].

**Proposition 4.1.**
\[
dim(\ker I) = m_H \quad \text{and} \quad \dim(\ker I^\top) = m_V.
\]

**Proof.** Fix a function $\gamma : H \to \mathbb{R}$ that we can see as a vector $(\gamma_1, \ldots, \gamma_M) \in \mathbb{R}^M$. Then,
\[
I \cdot \begin{pmatrix}
\gamma_1 \\
\vdots \\
\gamma_M
\end{pmatrix} = 0 \iff \sum_{j=1}^M I_{ij} \cdot \gamma_j = 0 \quad \forall i \in \{1, \ldots, N\}
\iff \sum_{j=1}^M C_{v,h_j} \cdot \gamma(h_j) = 0 \quad \forall i \in \{1, \ldots, N\}
\iff \gamma \text{ is an eigenfunction of } L^H \text{ with eigenvalue 0.}
\]
Therefore $\dim(\ker I) = m_H$ and the proof of the second equality is analogous. □

**Corollary 4.2.**
\[
m_H = M - \text{maximum number of linearly independent hyperedges}
\]
and
\[
m_V = N - \text{maximum number of linearly independent hyperedges}.
\]

**Proof.** It follows by Proposition 4.1 and by the Rank-Nullity Theorem. □

**Remark 4.3.** In the case when the coefficients are integers, the equation
\[
I \cdot \begin{pmatrix}
\gamma_1 \\
\vdots \\
\gamma_M
\end{pmatrix} = 0 \quad (8)
\]
for the eigenfunctions $\gamma$ of $L^H$ that have eigenvalue 0, coincides with the *metabolite balancing equation* [26]. In the setting of metabolic pathway analysis, the $v_i$’s represent metabolites, the $h_j$’s represent metabolic reactions, and a vector $\gamma = (\gamma_1, \ldots, \gamma_M)$ is a *flux distribution*. A solution of (8) represents a balance between the consumed metabolites and produced metabolites.

Furthermore, in the metabolic pathway analysis, an *elementary flux mode* (EFM) is defined by Equation (8) together with the following two conditions:
1. **Feasibility**: \( \gamma(h) \geq 0 \) if the reaction represented by \( h \in H \) is irreversible. In our case, this condition is naturally satisfied because, by considering undirected hypergraphs, we are representing only reversible reactions (at least from the theoretical point of view) as we are considering both orientations for every hyperedge.

2. **Non-decomposability**: there is no non-zero vector \((\gamma'_1, \ldots, \gamma'_M) \in \mathbb{R}^M\) satisfying Equation (8) and the Feasibility condition such that

\[
P(\gamma) := \{ h \in H : \gamma(h) \neq 0 \} \supset P(\gamma').
\]

This condition is also called genetic independence and, in our case, it corresponds to a specific choice of a basis for the kernel of \( I \).

### 5 Min-max principle

We can apply the Courant-Fischer-Weyl min-max principle in order to characterize all the eigenvalues of \( L \) and \( L^H \).

**Theorem 5.1** (Courant–Fischer–Weyl min-max principle). Let \( W \) be an \( n \)-dimensional vector space with a positive definite scalar product \( (.,.) \). Let \( W_k \) be the family of all \( k \)-dimensional subspaces of \( W \). Let \( B : W \to W \) be a self-adjoint linear operator. Then the eigenvalues \( \mu_1 \leq \ldots \leq \mu_n \) of \( B \) can be obtained by

\[
\mu_k = \min_{W_k \in W_k} \max_{g \neq 0 \in W_k} \frac{(Bg, g)}{(g, g)} = \max_{W_{n-k+1} \in W_{n-k+1}} \min_{g \neq 0 \in W_{n-k+1}} \frac{(Bg, g)}{(g, g)}.
\]

The vectors \( g_k \) realizing such a min-max or max-min then are corresponding eigenvectors, and the min-max spaces \( W_k \) are spanned by the eigenvectors for the eigenvalues \( \mu_1, \ldots, \mu_k \), and analogously, the max-min spaces \( W_{n-k+1} \) are spanned by the eigenvectors for the eigenvalues \( \mu_k, \ldots, \mu_n \). Thus, we also have

\[
\mu_k = \min_{g \in W,(g,g)=0 \text{ for } j=1,\ldots,k-1} \frac{(Bg, g)}{(g, g)} = \max_{g \in V,(g,g)=0 \text{ for } l=k+1,\ldots,n} \frac{(Bg, g)}{(g, g)}. \quad (9)
\]

In particular,

\[
\mu_1 = \min_{g \in W} \frac{(Bg, g)}{(g, g)}, \quad \mu_n = \max_{g \in W} \frac{(Bg, g)}{(g, g)}.
\]

**Definition 5.2.** \( \frac{(Bg,g)}{(g,g)} \) is the Rayleigh quotient of \( g \).

**Remark 5.3.** Without loss of generality, we may assume \( (g,g) = 1 \) in (9).

As a consequence of the min-max principle, we can write the eigenvalues of \( L \) and \( L^H \) as the min-max or max-min of the Rayleigh quotients

\[
RQ(f) := \frac{(\delta f, \delta f)_H}{(f,f)_V} = \frac{\sum_{h \in H} \left( \sum_{v \in V} C_{v,h} \cdot f(v) \right)^2}{\sum_{v \in V} \deg v \cdot f(v)^2}, \quad \text{for } f : V \to \mathbb{R}
\]
and

\[ RQ(\gamma) := \frac{(\delta^* \gamma, \delta^* \gamma)_V}{(\gamma, \gamma)_H} \]

\[ = \frac{\sum_{v \in V} \frac{1}{\deg v} \cdot \left( \sum_{h \in H} C_{v,h} \cdot \gamma(h) \right)^2}{\sum_{h \in H} \gamma(h)^2}, \quad \text{for } \gamma : H \to \mathbb{R}. \]

In particular,

\[ \lambda_1 = \lambda^H_1 = \min_{f : V \to \mathbb{R}} RQ(f) = \min_{\gamma : H \to \mathbb{R}} RQ(\gamma) \]

and

\[ \lambda_N = \lambda^H_N = \max_{f : V \to \mathbb{R}} RQ(f) = \max_{\gamma : H \to \mathbb{R}} RQ(\gamma). \]

### 6 Bipartiteness and largest eigenvalue

A simple graph is *bipartite* if there exists a bipartition of the vertex set into two disjoint sets \( V = V_1 \sqcup V_2 \) such that each edge in is between a vertex in \( V_1 \) and a vertex in \( V_2 \). Bipartiteness is an important geometrical property and it is known that the largest eigenvalue of a graph measures how far the graph is from being bipartite. In particular, as shown by Chung in [2], \( \lambda_N \leq 2 \) for any simple connected graph \( \Gamma \), with equality if and only if \( \Gamma \) is bipartite.

For chemical hypergraphs the notion of bipartiteness has been generalized in [1], and in [4] it has been proved that

\[ \lambda_N \leq \max_{h \in H} |h|, \]

with equality if and only if \( \Gamma \) is bipartite and \( |h| \) is constant for all \( h \). Hence, for a chemical hypergraph with constant \( |h| \), we can say that \( |h| - \lambda_N \) estimates how different the hypergraph is from being bipartite.

Here we prove a further generalization of the above inequality to the case of hypergraphs with real coefficients. Before, we generalize the definition of bipartite hypergraph.

**Definition 6.1.** Given \( h \in H \) and \( v \in h \), \( v \) is an *input* (resp. *output*) for \( h \) if \( C_{v,h} > 0 \) (resp. \( C_{v,h} < 0 \)).

**Definition 6.2.** \( \Gamma \) is *bipartite* if one can decompose the vertex set as a disjoint union \( V = V_1 \sqcup V_2 \) such that, for every \( h \in H \), either \( h \) has all its inputs in \( V_1 \) and all its outputs in \( V_2 \), or vice versa (Figure [1]).

**Theorem 6.3.** For every hypergraph with real coefficients \( \Gamma \),

\[ \lambda_N \leq \max_{h \in H} |h|, \quad (10) \]

with equality if and only if \( \Gamma \) is bipartite, \( |h| \) is constant for all \( h \in H \) and it is possible to define a non-zero function \( f \) on the vertex set such that

\[ g(h) := |C_{v,h} \cdot f(v)| \]

\[ \text{subject to } g(h) > 0 \quad \text{for all } h \in H. \]
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does not depend on \( v \), for all \( h \in H \) and \( v \in h \). In this case, \( f \) satisfying (11) is an eigenfunction for \( \lambda_N \).

**Proof.** Let \( f : V \to \mathbb{R} \) be an eigenfunction for \( \lambda_N \). By the min-max principle,

\[
\lambda_N = \frac{\sum_{h \in H} \left( \sum_{v \in V} C_{v,h} \cdot f(v) \right)^2}{\sum_{v \in V} \deg v f(v)^2} \leq \frac{\sum_{h \in H} \left( \sum_{v \in V} |C_{v,h} \cdot f(v)| \right)^2}{\sum_{v \in V} \deg v f(v)^2},
\]

with equality if and only if \( f \) has its non-zero values on a bipartite sub-hypergraph.

Now, for each \( h \in H \),

\[
\left( \sum_{v \in V} \left| C_{v,h} \cdot f(v) \right| \right)^2 \leq \sum_{v \in h} C_{v,h}^2 \cdot f(v)^2 + \sum_{\{v,w\} : v \neq w \in h} 2 \cdot |C_{v,h} \cdot f(v)| \cdot |C_{w,h} \cdot f(w)|
\]

\[
\begin{aligned}
&\leq \sum_{v \in h} C_{v,h}^2 \cdot f(v)^2 + \sum_{\{v,w\} : v \neq w \in h} \left( C_{v,h}^2 \cdot f(v)^2 + C_{w,h}^2 \cdot f(w)^2 \right) \\
&= \sum_{v \in h} C_{v,h}^2 \cdot f(v)^2 + \sum_{v \in h} (|h| - 1) \cdot C_{v,h}^2 \cdot f(v)^2 \\
&= |h| \cdot \sum_{v \in h} C_{v,h}^2 \cdot f(v)^2,
\end{aligned}
\]

with equality if and only if \( |C_{v,h} \cdot f(v)| =: g(h) \) is constant for all \( v \in h \). Therefore,

\[
\frac{\sum_{h \in H} \left( \sum_{v \in V} |C_{v,h} \cdot f(v)| \right)^2}{\sum_{v \in V} \deg v f(v)^2} \leq \frac{\sum_{h \in H} |h| \cdot \sum_{v \in h} C_{v,h}^2 \cdot f(v)^2}{\sum_{v \in V} \deg v f(v)^2} \leq \left( \max_{h \in H} |h| \right) \cdot \frac{\sum_{v \in V} f(v)^2 \sum_{h \ni v} C_{v,h}^2}{\sum_{v \in V} \deg v f(v)^2}
\]
Figure 2: The hypergraph in Example 6.5.

\[
\lambda_N \leq \max_{h \in H} |h|,
\]
where the first inequality is an equality if and only if \( g(h) = |C_{v,h} \cdot f(v)| \) does not depend on \( v \), for all \( h \in H \) and \( v \in h \), and the last inequality is an equality if and only if \( |h| \) is constant for all \( h \). Putting everything together, we have that

\[
\lambda_N \leq \max_{h \in H} |h|,
\]
with equality if and only if \( |h| \) is constant for all \( |h| \), \( f \) is defined on a bipartite sub-hypergraph and

\[
f(v) = \frac{g(h)}{|C_{v,h}|}, \quad \forall v \in V \text{ and } h \ni v. \tag{12}
\]

Now, in the case when equality is achieved, assume by contradiction that there exists \( v' \in V \) with \( f(v') = 0 \). Then, by (12) and by the connectivity of \( \Gamma \), \( f(v) = 0 \) for all \( v \in V \). This is a contradiction. Therefore, if \( f \) satisfies (12) and it’s defined on a bipartite sub-hypergraph, then \( \Gamma \) itself is bipartite. This proves the claim.

**Remark 6.4.** If \( \Gamma \) is bipartite, \( h \) is constant for all \( h \in H \) and \( |C_{v,h}| \) is constant for all \( v \in V \) and \( h \in H \), then clearly it is always possible to find a function \( f \) that satisfies (11). Therefore, in this case, by Theorem 6.3 \( \lambda_N = \max_{h \in H} |h| \) and \( f \) is a corresponding eigenfunction. However, it is not always possible to find a function \( f \) that satisfies (11), as shown by the next example.

**Example 6.5.** Let \( \Gamma = (V, H, C) \) be such that (Figure 2):

- \( V = \{v_1, v_2\} \),
- \( H = \{h_1, h_2\} \),
- \( C_{v_1,h_1} = C_{v_2,h_1} = C_{v_1,h_2} = 1 \), and
- \( C_{v_2,h_2} = 2 \).

Then, \( \Gamma \) is a connected bipartite hypergraph such that \( |h| = 2 \) is constant for all \( h \in H \). However, it is not possible to find a function \( f \) that satisfies (11) and therefore, by Theorem 6.3 \( \lambda_N = \lambda_2 < 2 \). In fact, a function \( f \) satisfying (11) in this case should be such that
which implies \( f(v_1) = f(v_2) = 0 \), but this is a contraction. In this case, in particular, the vertex normalized Laplacian is

\[
L = \text{Id} - D^{-1} A
= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - \begin{pmatrix} 1/2 & 0 \\ 0 & 1/5 \end{pmatrix} \begin{pmatrix} 0 & -3 \\ -3 & 0 \end{pmatrix}
= \begin{pmatrix} 1 & 3/2 \\ 3/5 & 1 \end{pmatrix}.
\]

Its eigenvalues are

\[
\lambda_1 = 1 - \frac{3}{\sqrt{10}} \approx 0.05 \quad \text{and} \quad \lambda_2 = 1 + \frac{3}{\sqrt{10}} \approx 1.95,
\]

with eigenvectors

\[
f_1 = (\sqrt{5/2}, 1) \quad \text{and} \quad f_2 = (-\sqrt{5/2}, 1),
\]

respectively.

\section{Symmetries}

It is known that symmetries can leave signatures in the spectrum of a graph or a hypergraph \cite{10, 27, 29}. For instance,

- Two vertices in a simple graph are called \textit{duplicate} if they have the same neighbors and it is well known that \( n \) duplicate vertices produce the eigenvalue 1 with multiplicity at least \( n - 1 \) \cite{30};

- More generally, two vertices in a chemical hypergraph are called \textit{duplicate} if the corresponding rows/columns of the adjacency matrix are the same and it is still true that \( n \) duplicate vertices produce the eigenvalue 1 with multiplicity at least \( n - 1 \) \cite{5};

- Two vertices in a chemical hypergraph are called \textit{twin} if they belong exactly to the same hyperedges with the same signs, and \( n \) twin vertices produce the eigenvalue 0 with multiplicity at least \( n - 1 \) \cite{6}.

Here we generalize the definitions of twin and anti-twin vertices to the case of hypergraphs with real coefficients, and we show the effect of various hypergraph symmetries in the spectrum of the normalized Laplacian. The propositions in this sections contain results that are new also for the case of chemical hypergraphs.

\textbf{Definition 7.1.} Two distinct vertices \( v_i \) and \( v_j \) are:

- \textit{Twin}, if \( C_{v_i,h} = C_{v_j,h} \) for all \( h \in H \);
- **Anti-twin**, if \( C_{v_i,h} = -C_{v_j,h} \) for all \( h \in H \);
- **Duplicate**, if the corresponding rows/columns of the adjacency matrix are the same;
- **Anti-duplicate**, if the corresponding rows (equivalently, columns) of the adjacency matrix have opposite sign.

**Remark 7.2.** If \( v_i \) and \( v_j \) are twin vertices, then
\[
\deg v_i = \deg v_j = -A_{ij}
\]
while, if they are anti-twin,
\[
\deg v_i = \deg v_j = A_{ij}.
\]

If \( v_i \) and \( v_j \) are duplicate or anti-duplicate vertices, their degrees are not necessarily the same and \( A_{ij} = A_{ii} = A_{jj} = 0 \).

We need a preliminary remark and a lemma in order to prove the propositions in this section.

**Remark 7.3.** \( \lambda \) is an eigenvalue for \( L \) and \( f : V \to \mathbb{R} \) is a corresponding eigenfunction if and only if, for each \( v_i \in V \), we have that
\[
\lambda \cdot f(v_i) = Lf(v_i) = f(v_i) - \frac{1}{\deg v_i} \sum_{j \neq i} A_{ij} f(v_j),
\]
which can be rewritten as
\[
(1 - \lambda) \cdot f(v_i) = \frac{1}{\deg v_i} \sum_{j \neq i} A_{ij} f(v_j).
\]  

(13)

**Lemma 7.4.** For all \( v_i, v_j \in V \),
\[
\deg v_i + \deg v_j \geq \pm 2A_{ij},
\]
with equality if and only if \( C_{v_i,h} = \mp C_{v_j,h} \) for all \( h \in H \).

**Proof.** We use the fact that, given \( a, b \in \mathbb{R} \), \( a^2 + b^2 \geq \mp 2ab \), with equality if and only if \( a = \mp b \). This implies that
\[
\sum_{h \in H} (C_{v_i,h}^2 + C_{v_j,h}^2) \geq \mp 2 \cdot \sum_{h \in H} C_{v_i,h} \cdot C_{v_j,h},
\]
that is,
\[
\deg v_i + \deg v_j \geq \pm 2 \cdot A_{ij},
\]
with equality if and only if \( C_{v_i,h} = \mp C_{v_j,h} \) for all \( h \in H \).

**Proposition 7.5.** The constant functions are eigenfunctions corresponding to some eigenvalue \( \lambda \) if and only if \( \frac{1}{\deg v_i} \sum_{j \neq i} A_{ij} \) is constant for all \( v_i \in V \). In this case,
\[
\lambda = 1 - \frac{1}{\deg v_i} \sum_{j \neq i} A_{ij}.
\]
Remark 7.6. In the case of simple graphs, $\sum_{j \neq i} A_{ij} = \deg v_i$ for each $v_i \in V$. Therefore, Proposition 7.5 applied to simple graphs states that $\lambda = 0$ is always an eigenvalue, and that the constants are corresponding eigenfunctions. This is a well known result.

Remark 7.7. In the case when $|h|$ is constant for all $h \in H$ and $C_{v,h} = 1$ for all $h \in H$ and $v \in H$, the quantity in Proposition 7.5 is

\[
1 - \frac{1}{\deg v_i} \sum_{j \neq i} A_{ij} = 1 - \frac{1}{\deg v_i} \sum_{h \ni v_i} (|h| - 1) = |h|,
\]

for all $v_i \in V$. Proposition 7.5 tells us that, in this case, $|h|$ is an eigenvalue with constant eigenfunctions. From [4, Theorem 3.1], that we generalized in Theorem 6.3, we know that $\lambda = |h|$ is the largest eigenvalue in this case. Therefore, while for simple graphs the constants are eigenfunctions for $\lambda_1 = 0$, in the general case the constants can be eigenfunctions for larger eigenvalues.

Proof of Proposition 7.5. By (13), if $f$ is constant then

\[
1 - \lambda = \frac{1}{\deg v_i} \sum_{j \neq i} A_{ij},
\]

for all $v_i \in V$. Vice versa, if $\frac{1}{\deg v_i} \sum_{j \neq i} A_{ij}$ is constant for all $v_i \in V$, then clearly the constant functions satisfy (13) with $\lambda = 1 - \frac{1}{\deg v_i} \sum_{j \neq i} A_{ij}$.

Proposition 7.8. A function $g : V \rightarrow \mathbb{R}$ such that $g(v_i) = g(v_j) = 1$ for some $v_i, v_j \in V$ and $g(v_k) = 0$ for all $k \neq i, j$ is an eigenfunction for some eigenvalue $\lambda$ if and only if:

- Either $\deg v_i = \deg v_j$ or $A_{ij} = 0$;
- $A_{ik} = -A_{jk}$ for all $k \neq i, j$.

In this case,

\[
\lambda = 1 - \frac{A_{ij}}{\deg v_i} \leq 1
\]

and $\lambda = 0$ if and only if $v_i$ and $v_j$ are anti-twin, while $\lambda = 1$ if and only if $v_i$ and $v_j$ are anti-duplicate vertices.

Proof. By (13), if $g$ is an eigenfunction for $\lambda$, then

- $(1 - \lambda)g(v_i) = (1 - \lambda) = \frac{A_{ij}}{\deg v_i}$,
- $(1 - \lambda)g(v_j) = (1 - \lambda) = \frac{A_{ij}}{\deg v_j}$, and
- $(1 - \lambda)g(v_k) = 0 = \frac{A_{ik} + A_{jk}}{\deg v_k}$ for all $k \neq i, j$. 
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Therefore, either \( \deg v_i = \deg v_j \) or \( A_{ij} = 0 \); \( A_{ik} = -A_{jk} \) for all \( k \neq i, j \), and \( \lambda = 1 - \frac{A_{ij}}{\deg v_i} \).

Vice versa, if either \( \deg v_i = \deg v_j \) or \( A_{ij} = 0 \), and additionally \( A_{ik} = -A_{jk} \) for all \( k \neq i, j \), it is clear that \( g \) satisfies (13) with \( \lambda = 1 - \frac{A_{ij}}{\deg v_i} \).

In this case, Lemma 7.4 implies that \( A_{ij} \leq \deg v_i \) which, on its turn, implies that \( \lambda = 1 + \frac{A_{ij}}{\deg v_i} \leq 1 \). Also, \( \lambda = 0 \) if and only if \( A_{ij} = \deg v_i \), therefore (again by Lemma 7.4) if and only if \( C_{v_i,h} = -C_{v_j,h} \) for all \( h \in H \). \( \lambda = 1 \) if and only if \( A_{ij} = 0 \).

**Proposition 7.9.** A function \( f : V \rightarrow \mathbb{R} \) such that \( f(v_i) = -f(v_j) = 1 \) for some \( v_i, v_j \in V \) and \( f(v_k) = 0 \) for all \( k \neq i, j \) is an eigenfunction for some eigenvalue \( \lambda \) if and only if:

- Either \( \deg v_i = \deg v_j \) or \( A_{ij} = 0 \);
- \( A_{ik} = A_{jk} \) for all \( k \neq i, j \).

In this case,

\[
\lambda = 1 + \frac{A_{ij}}{\deg v_i} \leq 1
\]

and \( \lambda = 0 \) if and only if \( v_i \) and \( v_j \) are twin, while \( \lambda = 1 \) if and only if \( v_i \) and \( v_j \) are duplicate vertices.

**Proof.** Analogous to the proof of Proposition 7.8.

A direct consequence of Proposition 7.8 and Proposition 7.9 is

**Corollary 7.10.** If \( \Gamma \) has \( \tilde{n} \) duplicate (or anti-duplicate) vertices, then 1 is an eigenvalue with multiplicity at least \( \tilde{n} - 1 \).

If \( \Gamma \) has \( \hat{n} \) twin (or anti-twin) vertices, then 0 is an eigenvalue with multiplicity at least \( \hat{n} - 1 \).

We conclude with the example of a hypergraph that satisfies Proposition 7.9 for two vertices that are neither twin nor duplicate, but nevertheless are strongly symmetric.

**Example 7.11.** Let \( \Gamma = (V, H, C) \) be such that (Figure 3):

- \( V = \{v_1, v_2, v_3\} \) and \( H = \{h_1, h_2\} \);
- \( h_1 = \{v_1, v_2\} \), \( h_2 = \{v_2, v_3\} \) and \( h_3 = \{v_1, v_2, v_3\} \);
- All non-zero coefficients are equal 1.

Then, \( v_1 \) and \( v_3 \) are neither twin nor duplicate vertices, but they satisfy the conditions of Proposition 7.9 since \( \deg v_1 = \deg v_3 = 2 \) and \( A_{12} = A_{32} = -2 \). By Proposition 7.9 this symmetry is reflected by the eigenvalue

\[
\lambda = 1 + \frac{A_{ij}}{\deg v_i} = \frac{1}{2}.
\]
In particular, in this case
\[ L = \text{Id} - D^{-1}A \]
\[ = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} - \begin{pmatrix} 1/2 & 0 & 0 \\ 0 & 1/3 & 0 \\ 0 & 0 & 1/2 \end{pmatrix} \begin{pmatrix} 0 & -2 & -1 \\ -2 & 0 & -2 \\ -1 & -2 & 0 \end{pmatrix} \]
\[ = \begin{pmatrix} 1 & 1 & 1/2 \\ 2/3 & 1 & 2/3 \\ 1/2 & 1 & 1 \end{pmatrix}. \]

Its eigenvalues are
\[ \lambda_1 = \frac{15 - \sqrt{201}}{12} \approx 0.07, \quad \lambda_2 = \frac{1}{2} \quad \text{and} \quad \lambda_3 = \frac{15 + \sqrt{201}}{12} \approx 2.43. \]
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