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Abstract
We show how to develop sampling-based alternating least squares (ALS) algorithms for decomposition of tensors into any tensor network (TN) format. Provided the TN format satisfies certain mild assumptions, resulting algorithms will have input sublinear per-iteration cost. Unlike most previous works on sampling-based ALS methods for tensor decomposition, the sampling in our framework is done according to the exact leverage score distribution of the design matrices in the ALS subproblems. We implement and test two tensor decomposition algorithms that use our sampling framework in a feature extraction experiment where we compare them against a number of other decomposition algorithms.

1 Introduction

Tensor decomposition has emerged as an important tool in data mining and machine learning [24, 4, 5, 11]. Applications in data mining include network analysis, web mining, topic modeling and recommendation systems. Tensor decomposition is used widely in machine learning for things like parameter reduction in neural networks, understanding of deep neural network expressiveness, supervised learning and feature extraction.

Due to the multidimensional nature of tensors, they are inherently plagued by the curse of dimensionality. For example, representing a tensor $X \in \mathbb{R}^{I^1 \times \cdots \times I^N}$ with $N$ modes requires $I^N$ numbers. This exponential dependence on $N$ makes its way into algorithms for computing tensor decompositions. Alternating least squares (ALS) is arguably the most popular and successful approach for computing a wide range of tensor decompositions. When decomposing a tensor $X$, each iteration of ALS involves solving a sequence of least squares problems for which the entries of $X$ feature as the dependent variables. The per-iteration cost of ALS therefore naturally inherits the exponential dependence on $N$.

A large number of papers have sought to reduce the cost of tensor decomposition by leveraging techniques from randomized numerical linear algebra. One particularly interesting line of work [3, 14, 9, 19, 18] seeks to construct ALS algorithms with a per-iteration cost which is sublinear in the number of tensor entries, i.e., $o(I^N)$. Since any algorithm considering all entries of $X$ immediately incurs a cost of $\Omega(I^N)$, these works have all resorted to sampling-based techniques.
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More precisely, they all sample the ALS subproblems according to the leverage score distribution (or an approximation thereof). This is done efficiently by taking advantage of the special structure of the design matrices in the ALS subproblems for tensor decomposition.

The previous works discussed above develop methods for specific tensor decompositions: The CP decomposition in [3, 14, 18], Tucker decomposition in [9], and the tensor ring decomposition in [19, 18]. In this paper, we consider all decompositions that can be expressed in tensor network (TN) format. The TN format allows for a very wide range of decompositions, including the CP, Tucker, tensor train and tensor ring decompositions. The following summarizes our contributions:

- We first show how to efficiently sample rows of any tall-and-skinny matrix which is in TN format according to the exact leverage score distribution.
- We then show how this sampling technique can be used to yield ALS algorithms with a per-iteration cost which is input sublinear for all TN decompositions that satisfy certain mild assumptions.

The decomposition framework we present builds on the work in [18]. That paper is notable since it provided the first sampling-based ALS methods for CP and tensor ring decomposition with a per-iteration cost depending polynomially on \( N \); the dependence in earlier works was exponential [3, 14, 19]. We are able to substantially simplify the scheme in [18] by entirely avoiding the complicated recursive sketching procedure that it relies on. This makes implementation easier and is also what ensures that the sampling is done according to the exact leverage score distribution rather than an approximation of it. The simplification is also what paves the way for generalization to arbitrary TN formats.

2 Related Work

Cheng et al. [3] develop the first ALS method for CP decomposition with an input sublinear per-iteration cost. Their method uses a mixture of leverage score and row-norm sampling applied to the matricized-tensor-times-Khatri–Rao product (MTTKRP) which arises as a key computational kernel in CP decomposition. Larsen and Kolda [14] use leverage score sampling to reduce the size of each ALS subproblem. Their method has improved theoretical guarantees compared to those in [3] as well as improved scalability due to various practical improvements. Malik and Becker [19] propose a sampling-based ALS method for tensor ring decomposition which also uses leverage score sampling to reduce the size of the ALS subproblems.

All three papers [3, 14, 19] require a number of samples which scales exponentially with the number of input tensor modes, \( N \), for performance guarantees to hold. This translates into a per-iteration cost which is \( \Omega(R^{N+1}) \) for the CP decomposition [3, 14] and \( \Omega(R^{2N+2}) \) for the tensor ring decomposition [19], where \( R \) is the relevant notion of rank. For low-rank decompositions (\( R \ll I \)), the cost will be input sublinear despite this exponential cost, but for higher rank it might not be (recall that, unlike in matrix decomposition, we can have \( R > I \) in tensor decomposition). Malik [18] develop methods for both CP and tensor ring decomposition which avoid this exponential dependence on \( N \), instead improving it to a polynomial dependence. This is achieved by sampling from a distribution much closer to the exact leverage score distribution than the previous works [3, 14, 19] do. Since our work builds on and improves the scheme in [18], it also has a polynomial dependence on \( N \) when used for CP and tensor ring decomposition (see Tables 1 and 2).
Fahrbach et al. [9] develop a method for efficient sampling of ridge regression problems involving Kronecker product design matrices. They use these techniques to achieve an efficient sampling-based ALS method for regularized Tucker decomposition.

Efficient sketching of structured matrices is an active research area with applications beyond tensor decomposition. The recent work by Ma and Solomonik [16] is particularly interesting since it proposes structured sketching operators for general TN matrices. These operators take the form of TNs made up of Gaussian tensors and are therefore dense. When used in ALS for tensor decomposition, their sketching operators therefore need to access all entries of the data tensor in each least squares solve which leads to a per-iteration cost which is at least linear in the input tensor size (and therefore exponential in N).

Due to space constraints, we have focused on previous works that develop sampling-based ALS methods here. There is a large number of works that develop randomized tensor decomposition methods using other techniques. For a comprehensive list of such works, see [18, Sec. 2]. For an overview of work on structured sketching, see [20, Sec. 1.2].

3 Preliminaries

3.1 General Notation

By tensor, we mean a multidimensional array containing real numbers. We refer to a tensor with N indices as an N-way tensor and we say that it is of order N or that it has N modes. We use bold uppercase Euler script letters (e.g., X) to denote tensors of order 3 or greater, bold uppercase letters (e.g., X) to denote matrices, bold lowercase letters (e.g., x) to denote vectors, and regular lowercase letters to denote scalars (e.g., x). We denote entries of an object either in parentheses or with subscripts. For example, X(i, j, k) = X_{ijk} is the entry on position (i, j, k) in the 3-way tensor X, and x(i) = x_i is the i_th entry in the vector x. We use a colon to denote all entries along a particular mode. For example, X(i,:) denotes the i_row of the matrix X. Superscripts in parentheses will be used to denote a sequence of objects. For example, A^{(1)}, ..., A^{(M)} is a sequence of tensors and e^{(i)} is the i_th canonical basis vector. The values that a tensor’s indices can take are referred to as dimensions. For example, if X = (X_{ijk})_{i,j,k=1} then the dimensions of modes 1, 2 and 3 are I, J and K respectively. Note that dimension does not refer to the number of modes, which is 3 for X. For a positive integer I, we use the notation [I] def = {1, ..., I}. For indices i_1 ∈ [I_1], ..., i_N ∈ [I_N], the notation i_1⋯i_N def = 1 + ∑_{n=1}^{N} (i_n - 1) ∏_{j=1}^{n-1} I_j will be used to denote the linear index corresponding to the multi-index (i_1, ..., i_N). The pseudoinverse of a matrix A is denoted by A^+. We use ⊗, ⊙ and ⊛ to denote the Kronecker, Khatri–Rao and Hadamard matrix products which are defined in Section A.

3.2 Tensor Networks

A tensor network (TN) consists of tensors and connections between them that indicate how they should be contracted with each other. Since the mathematical notation easily gets unwieldy when working with TNs, it is common practice to use graphical representations when discussing such networks. Figure 1 shows how scalars, vectors, matrices and tensors can be represented graphically. A circle or node is used to represent a tensor, and dangling edges are used to indicate modes of the tensor.
Figure 1: Graphical TN representation of a (a) scalar, (b) vector, (c) matrix and (d) 4-way tensor.

Contraction between two tensors or a tensor with itself can be represented by connecting the appropriate dangling edges. This is illustrated in Figure 2. In mathematical notation, these contractions can be written elementwise as

(a) $\sum_i A_{ii} = \text{trace}(A) = c$,
(b) $\sum_j A_{ij} x_j = y_i$,
(c) $\sum_j A_{ij} B_{jk} = C_{ik}$,
(d) $\sum_{\ell mn} x_{\ell mn} A_{i\ell} B_{jm} C_{kn} = y_{ijk}$.

Figure 2: TN representation of (a) matrix trace, (b) matrix-vector multiplication, (c) matrix-matrix multiplication and (d) a 3-way Tucker decomposition.

To reduce computational cost when contracting a TN, it is optimal to contract two tensors at a time [26]. Determining the optimal contraction order is NP-hard, and developing heuristics for this problem is an active research area [26, 21]. There are several software packages that compute exact or approximate optimal contraction orders, e.g., NCON [25] for Matlab and the opt_einsum package for Python\(^1\).

\(^1\)Available at https://github.com/dgasmith/opt_einsum.
A TN matrix is a matrix which is represented by a TN. The dangling edges in such a network represent either rows or columns of the matrix. Figure 3 shows an example of a TN matrix with dangling edges pointing to the left representing rows and dangling edges pointing right representing columns. Suppose there are \( N_r \) and \( N_c \) dangling edges representing rows and columns, respectively, and let \( N = N_r + N_c \). Let \( \mathcal{A} \in \mathbb{R}^{I_1 \times \cdots \times I_N} \) denote the \( N \)-way TN representing the matrix, and let \( j \) be a length-\( N \) vector with the first \( N_r \) entries enumerating the modes of \( \mathcal{A} \) corresponding to rows and the remaining entries enumerating those modes that correspond to columns. The matrix \( \mathcal{A} \) represented by \( \mathcal{A} \) is then given elementwise by

\[
\mathcal{A}(i_1 \cdots i_{j(1)} \cdots i_{j(N_r)} \cdots i_{j(N_r+1)} \cdots i_{j(N)}) = \mathcal{A}_{i_1 \cdots i_N}
\]

and is of size \( \prod_{n=1}^{N_r} I_j(n) \times \prod_{m=N_r+1}^{N} I_j(m) \). For example, if the mode dimensions corresponding to the dangling edges in Figure 3 is 100, then the matrix represented by the TN is of size \( 10^6 \times 100 \).

Graphical TN notation does not specify the order in which the modes corresponding to dangling edges should appear when the tensor is represented as a multidimensional array. A similar ambiguity exists for the TN matrices where it is not clear how the row and column modes should be permuted. In both cases, any ordering can be used as long the choice is consistent in all computations.

### 3.3 Leverage Score Sampling

In the context of least squares, leverage scores indicate how important the rows of the design matrix are. By sampling according to this importance metric, it is possible to compute a good approximation (with high probability) to the least squares solution using a random subset of the equations of the full least squares problem. We provide the necessary preliminaries on leverage score sampling in this section and refer the reader to [17, 29] for further details.

**Definition 3.1.** The \( i \)th leverage score of a matrix \( \mathcal{A} \in \mathbb{R}^{I \times R} \) is defined as 

\[
\ell_i(\mathcal{A}) \triangleq e^{(i)^\top} \mathcal{A}^+ e^{(i)}
\]

for \( i \in [I] \), where \( e^{(i)} \) is the \( i \)th canonical basis vector of length \( I \).

**Definition 3.2.** Let \( \mathcal{A} \in \mathbb{R}^{I \times R} \) and let \( p \in \mathbb{R}^I \) be a vector with entries \( p(i) = \ell_i(\mathcal{A})/\text{rank}(\mathcal{A}) \). Then \( p \) is the leverage score distribution on row indices of \( \mathcal{A} \). Let \( f : [J] \rightarrow [I] \) be a random map such that each \( f(j) \) is independent and distributed according to \( p \). The random matrix \( S \in \mathbb{R}^{J \times I} \) defined elementwise via

\[
S(j, i) \triangleq \text{Ind}\{f(j) = i\}/\sqrt{Jp(f(j))}
\]

is an \( I \)-by-\( J \) matrix with leverage scores at the rows. The expected leverage score at row \( i \) is

\[
\mathbb{E}[\ell_i(\mathcal{A})] = \frac{1}{Jp(i)}
\]

for each row \( i \).
is the leverage score sampling matrix for $A$. In (2), $\text{Ind}\{A\}$ is the indicator function which is 1 if the random event $A$ occurs and 0 otherwise.

The following result is well-known and variants have appeared throughout the literature [6, 7, 8, 14].

**Theorem 3.3.** Let $A \in \mathbb{R}^{I \times R}$ be a matrix and suppose $S \in \mathbb{R}^{J \times I}$ is the leverage score sampling matrix for $A$. Moreover, let $\varepsilon, \delta \in (0, 1)$, and define $\text{OPT} \overset{\text{def}}{=} \min_X \|AX - Y\|_F$ and

$$
\tilde{X} \overset{\text{def}}{=} \arg \min_X \|SAX - SY\|_F.
$$

(3)

If $J \gtrsim R \max(\log(R/\delta), 1/(\varepsilon \delta))$, then with probability at least $1 - \delta$ it holds that $\|AX - Y\|_F \leq (1 + \varepsilon)\text{OPT}$.

## 4 Proposed Sampling Method

In this section, we propose an efficient method for sampling rows of a tall-and-skinny TN matrix $A \in \mathbb{R}^{I \times R}$ according to its leverage scores. The method is useful when $I$ is so large that costs and storage on the order $\Omega(I)$ are too expensive, and $R$ is small enough that costs and storage on the order $O(R^3)$ are affordable. In this setting it is infeasible to sample the rows of $A$ directly via the probability distribution in Definition 3.2 since doing so would require computing the pseudoinverse of $A$ which costs $O(IR^2)$. Moreover, once that pseudoinverse is computed, we would be required to compute, store and sample according to a length-$I$ vector of probabilities.

In view of Definition 3.1, note that

$$
\ell_i(A) = e^{(i)\top} AA^+ e^{(i)} = e^{(i)\top} A \Phi A^\top e^{(i)},
$$

(4)

where $\Phi \overset{\text{def}}{=} (A^\top A)^+$. This formulation is the basis for our sampling method. As we show in Section 4.1, the matrix $\Phi$ can be computed efficiently when $A$ is a TN matrix. Once $\Phi$ is computed, we can again leverage the TN structure of $A$ to draw samples from its leverage score distribution via the formula in (4) without forming a length-$I$ probability vector. We describe how this is done in Section 4.2.

### 4.1 Computing $\Phi$

When $A$ is a TN matrix, it is straightforward to represent the Gram matrix $A^\top A$ in such a format as well. This can be done by linking up the dangling column edges of $A^\top$ with the corresponding dangling row edges of $A$. For example, suppose $A$ is the TN matrix in Figure 3. The graphical representation of $A^\top$ is then a horizontal mirror image of Figure 3. The resulting Gram matrix is illustrated in Figure 4.

A dense representation of the Gram matrix can be computed by contracting its TN representation. For a wide range of TN matrices, this will be much more efficient that computing $A^\top A$ na"ively by first forming $A$ as a dense matrix and then carrying out a dense matrix-matrix multiplication between $A^\top$ and $A$. Once $A^\top A$ is computed, its pseudoinverse $\Phi = (A^\top A)^+$ is affordable to compute via standard methods.
4.2 Drawing Samples Efficiently

We now describe how to sample rows of $A$ according to its leverage score distribution without needing to form $A$. In order to keep the notation simple, we will assume without loss of generality that the modes of the TN $A$ describing the matrix $A$ are arranged so that

$$A(i_1 \cdots i_{N_r}, i_{N_r+1} \cdots i_N) = A(i_1 \cdots i_N).$$

Sampling a row of $A$ is therefore equivalent to sampling a multi-index $i_1 \cdots i_{N_r} \in \prod_{n=1}^{N_r} I_n$ with each $i_n \in [I_n]$.

In a nutshell, our sampling scheme sequentially samples each index $i_1, \ldots, i_{N_r}$ one after another by conditioning on the previously drawn indices. This allows us to sample from the leverage score distribution while at the same time avoid forming the full probability vector of length $\prod_{n=1}^{N_r} I_n$.

In the following we use $P(i_1)$ to denote the probability that the first index is $i_1$. We use $P(i_n | i_1, \ldots, i_{n-1})$ to denote the conditional probability that the $n$th index is $i_n$ given that the previous $n-1$ indices are $i_1, \ldots, i_{n-1}$. Let $\rho \triangleq \text{rank}(A)$. From Definition 3.2 and the formula in (4) we would like to sample row $i_1 \cdots i_{N_r}$ with probability

$$P(i_1) = \frac{1}{\rho} \sum_{i_2, i_3, \ldots, i_{N_r}} A(i_1 \cdots i_{N_r}, :) \Phi A(i_1 \cdots i_{N_r}, :)^\top.\ (5)$$

Therefore, we want the first index to be $i_1$ with probability

$$P(i_1) = \frac{1}{\rho} \sum_{i_2, i_3, \ldots, i_{N_r}} A(i_1 \cdots i_{N_r}, :) \Phi A(i_1 \cdots i_{N_r}, :)^\top.\ (5)$$

The matrix $A \Phi A^\top$ can easily be formulated as a TN matrix by linking up the TNs for $A$ and $A^\top$ with $\Phi$. Moreover, the summation in (5) in amounts to adding an additional $N_r - 1$ contractions to the TN representation of $A \Phi A^\top$. All in all, this results in a TN matrix $M^{(1)} \in \mathbb{R}^{I_1 \times I_1}$ with only two dangling edges. The desired probabilities then lie along the diagonal of this matrix: $P(i_1) = M^{(1)}_{i_1 i_1}$. The dense representation of $M^{(1)}$ can be computed efficiently by contracting the underlying network (it is sufficient to only compute diagonal entries which further reduces the cost).

An example of what this looks like when $A$ is the TN matrix in Figure 3 is illustrated in Figure 5. The first index $i_1$ is then drawn according to the probability distribution $(P(i_1))_{i_1=1}^{I_1}$.

The next step is to draw subsequent indices conditionally on the previously drawn indices. Suppose we have drawn $i_1, \ldots, i_{n-1}$. When sampling the $n$th index we compute the probabilities

$$P(i_n | i_1, \ldots, i_{n-1}) = \frac{P(i_1, \ldots, i_n)}{P(i_1, \ldots, i_{n-1})}.\ (6)$$
for each $i_n \in [I_n]$. Since $\mathbb{P}(i_1, \ldots, i_{n-1}) = \sum_{i_n} \mathbb{P}(i_1, \ldots, i_n)$ it is sufficient to compute the numerator in (6) for each $i_n \in [I_n]$ and then normalize them so that they add up to 1. Note that

$$\mathbb{P}(i_1, \ldots, i_n) = \frac{1}{\rho} \sum_{i_{n+1} \cdots i_{N_r}} A(i_1 \cdots i_N,:) \Phi A(i_1 \cdots i_N,:)^T.$$  

(7)

As earlier, this can be represented as a TN by adding $N_r - n$ additional contractions over the indices $i_{n+1}, \ldots, i_{N_r}$ to the TN representation of $A \Phi A^\top$. Moreover, since the indices $i_1, \ldots, i_{n-1}$ are fixed, this effectively eliminates the corresponding modes of the underlying tensor representation by reducing their dimensionality to 1. This results in a TN matrix $M^{(n)} \in \mathbb{R}^{I_n \times I_n}$ with only two dangling edges, with the desired joint probabilities laying along the diagonal: $\mathbb{P}(i_1, \ldots, i_n) = M^{(n)}$. Figure 6 illustrates what this looks like when we are computing the probability $\mathbb{P}(i_1, i_2)$ for the example from Figure 5 with $i_1$ fixed.

This sampling procedure is carried out until all indices $i_1, \ldots, i_{N_r}$ have been drawn, which corresponds to drawing a single row index $i_1 \cdots i_{N_r}$. The procedure is then repeated until the desired number of samples has been drawn. Note that the distribution $\langle \mathbb{P}(i_1) \rangle_{i_1=1}^N$ remains the same for all samples, so in order to speed up the overall sampling procedure it is a good idea to draw $i_1$ for all samples immediately.

The efficiency of the proposed sampling scheme relies on the possibility to efficiently contract the TNs corresponding to the Gram matrix computation $A^\top A$ and the probability distributions in (5) and (6). For a large class of tensor networks, this will be possible. We discuss the computational complexity of these contractions for the TN matrices that arise for CP and tensor ring decompositions in Section B.
5 Application to Tensor Decomposition

TNs can be used to express a very wide range of tensor decompositions, including the CP [10], Tucker [27], tensor train [23] and tensor ring decompositions [31].

Suppose $X \in \mathbb{R}^{I_1 \times \cdots \times I_N}$ is a data tensor that we want to decompose into some TN format consisting of tensors $A^{(1)}, \ldots, A^{(M)}$. We use $\text{TN}(A^{(1)}, \ldots, A^{(M)}) \in \mathbb{R}^{I_1 \times \cdots \times I_N}$ to denote this TN. This decomposition problem can be formulated as the optimization problem

$$\arg \min_{A^{(1)}, \ldots, A^{(M)}} \|X - \text{TN}(A^{(1)}, \ldots, A^{(M)})\|_F,$$

where $\|\cdot\|_F$ is a straightforward generalization of the matrix Frobenius norm to tensors (see Section A). In general, this is a difficult non-convex optimization problem which is hard to solve. A popular approach to finding an approximate solution to (8) is to iteratively update one tensor $A^{(m)}$ at a time via alternating least squares (ALS). Minimizing the objective in (8) with respect to a single tensor at a time turns it into a linear least squares problem:

$$\arg \min_{A^{(m)}} \|X^{(m)} - \hat{A}^{\neq m} A^{(m)}\|_F,$$

where $X^{(m)}$ and $A^{(m)}$ are appropriate matricizations of $X$ and $A^{(m)}$, respectively, and $\hat{A}^{\neq m}$ is a TN matrix which depends on the tensors $A^{(1)}, \ldots, A^{(m-1)}, A^{(m+1)}, \ldots, A^{(M)}$. For example, for the CP and Tucker decompositions, $\hat{A}^{\neq m}$ takes the form of a Khatri–Rao and Kronecker product matrix, respectively [12]. Figure 7 shows examples of three tensor decompositions (top plots) and examples of what a TN matrix $\hat{A}^{\neq m}$ corresponding to each decomposition looks like (bottom plots). Algorithm 1 provides a high-level ALS algorithm for computing any TN decomposition.

Algorithm 1: ALS for TN decomposition

| Algorithm 1: ALS for TN decomposition |
|--------------------------------------|
| Input: $X \in \mathbb{R}^{I_1 \times \cdots \times I_N}$ |
| Output: Factorization tensors $A^{(1)}, \ldots, A^{(M)}$ |
| 1 Initialize tensors $A^{(2)}, \ldots, A^{(M)}$ |
| 2 while termination criteria not met do |
| 3 for $m = 1, \ldots, M$ do |
| 4 $A^{(m)} = \arg \min_{A^{(m)}} \|X^{(m)} - \hat{A}^{\neq m} A^{(m)}\|_F$ |
| 5 return $A^{(1)}, \ldots, A^{(M)}$ |

ALS is the “workhorse approach” to tensor decomposition [12]. ALS-based methods for various decompositions are implemented in many leading tensor software packages, including Tensor Toolbox [2] and Tensorlab [28] for Matlab and TensorLy [13] for Python. ALS typically works well, especially when the data tensor $X$ is not too large. However, as previously discussed, each iteration of ALS depends on all entries of $X$. If $X$ has $N$ modes each of dimension $I$, then $X$ contains $I^N$ entries. Algorithms for tensor decomposition therefore inherit this exponential dependence on $N$. In the case of ALS, each iteration computed via (9) requires access to all entries of $X$. Moreover, for every iteration, it requires forming the matrix $\hat{A}^{\neq m}$ and then solving a linear system involving this matrix.

As discussed in Section 2, several previous works have sought to address the curse of dimensionality in ALS algorithms by sampling the least squares problem in (9). These works develop methods...
Figure 7: The top plots show examples of tensor decompositions: (a) CP decomposition, (b) tensor ring decomposition, and (c) a TN decomposition discovered in [15] via an evolutionary search procedure. The bottom plots (d)–(f) show examples of TN matrices that arise when updating the tensor marked in gray in the corresponding top plot. A tensor $A$ is said to be diagonal if only the elements $A_{ii...i}$ are nonzero.

for specific tensor decompositions. By contrast, our sampling framework described in Section 4 can be used to develop a sampling-based decomposition scheme for any TN decomposition. This is done by independently sampling each least squares problem on line 4 in Algorithm 1 according to the leverage scores of the TN matrix $A_{\#m}$. The sampling is done by first determining the indices to sample by applying our techniques in Section 4. Letting $S$ represent the sampling operation, the next step is to compute $S X^{(m)}$ and $S A_{\#m}$. The final step is to solve the sampled least squares problem

$$A^{(m)} = \arg \min_A \|SX^{(m)} - SA_{\#m} A\|_F.$$  

In order to make the discussion in Sections 4 and 5 a bit more concrete, we now apply these ideas to the CP decomposition.

**Example 5.1.** Suppose $X \in \mathbb{R}^{I_1 \times \cdots \times I_N}$ is an $N$-way tensor and that we want to compute a rank-$R$ CP decomposition of it. Figure 7 (a) shows what the CP decomposition looks like when $N = 4$. 
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Mathematically, for an arbitrary $N$ it takes the form
\[
X_{i_1 \cdots i_N} \approx \sum_{r=1}^{R} \lambda_r A_{i_1 \cdots i_N}^{(1)} \cdots A_{i_1 \cdots i_N}^{(N)},
\] (11)
where $\lambda_1, \ldots, \lambda_R$ are the elements in the diagonal tensor in the middle of Figure 7 (a), and the other tensors now have two modes and are therefore denoted by $A^{(m)} \in \mathbb{R}^{I_m \times R}$ and referred to as factor matrices. The values of the diagonal elements can be incorporated into the factor matrices, and we therefore assume that they are all equal to 1 without loss of generality. The design matrices now take the form
\[
A^{\neq m} = A^{(N)} \odot \cdots \odot A^{(m+1)} \odot A^{(m-1)} \odot \cdots \odot A^{(1)}.
\]
The corresponding unfoldings $X^{(m)}$ are defined elementwise via
\[
X^{(m)}(i_1 \cdots i_{m-1} \cdot i_{m+1} \cdots i_N, i_m) = X_{i_1 \cdots i_N}.
\]
The TN corresponding to the Gram matrix $A^{\neq m \top} A^{\neq m}$ can be efficiently contracted via the well-known formula
\[
A^{\neq m \top} A^{\neq m} = \bigotimes_{j \neq m} A^{(j) \top} A^{(j)},
\] (12)
where $\odot$ denotes elementwise product. Drawing a row index $i \in [\prod_{j \neq m} I_j]$ for $A^{\neq m}$ corresponds to drawing a multi-index $i_1 \cdots i_{m-1} i_{m+1} \cdots i_N$ with each $i_j \in [I_j]$. It is straightforward to show that the appropriate sampling probabilities in (5) and (7) are now given by
\[
P((i_j)_{j \leq n, j \neq m} = \frac{1}{R} \sum_{r_k} \Phi_{r_k} \cdot \left( \prod_{j \leq n, j \neq m} A^{(j)}_{i_j r} A^{(j)}_{i_j k} \right) \left( \prod_{j > n, j \neq m} (A^{(j) \top} A^{(j)})_{r_k} \right).
\]
This formula appears in Lemma 10 of [18], but in that formula $\Phi$ is an approximation of $(A^{\neq m \top} A^{\neq m})^+$. This also explains why a different normalization constant is used in [18]. The proof, however, remains the same.

### 5.1 Computational Complexity Examples

In this section we give the computational complexity of our proposed approach when used for CP and tensor ring decomposition. This allows us to compare our work with [18] which also considers these two decompositions. Tables 1 and 2 present the computational complexity of various methods for CP and tensor ring decomposition, respectively, when doing a rank-$R$ decomposition of an $N$-way cubic tensor of size $X \in \mathbb{R}^{I_1 \times \cdots \times I}$. For a precise definition of the rank $R$ for each decomposition, see (11) and (14). Our approaches for CP and tensor ring decomposition are called TNS-CP and TNS-TR, respectively, where TNS stands for Tensor Network Sampling. The complexities for our methods are computed in Section B. The complexities for the competing methods are taken from Tables 1 and 2 in [18]. For the randomized methods, the complexities reflect the parameter choices required for theoretical performance guarantees; see the respective cited works for further details.

As mentioned in Section 2, the primary contribution of [18] was to reduce the dependence on $N$ in the per-iteration cost from exponential to polynomial in ALS for CP and tensor ring decomposition. Our methods further improve on that cost by reducing the dependence on $R$. The improvement is due to the avoidance of the complicated recursive sketching step used in [18]. Note that all methods other than ours and those by [18] have an exponential dependence on $N$. 
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Table 1: Leading order computational cost (ignoring log factors) for various CP decomposition methods. \#it is the number of ALS iterations. $R$ denotes the CP rank. Note that $\tilde{\varepsilon}$ is used as the accuracy parameter instead of $\varepsilon$ for SPALS. The reason is that SPALS has additive-error guarantees which are weaker than the relative-error guarantees of the other randomized methods; see Section B.3 for a discussion.

| Method                  | Complexity                                      |
|-------------------------|-------------------------------------------------|
| CP-ALS [12]             | \#it · $N(N+I)N^{-1}R$                          |
| SPALS [3]               | $I^N + \#it · N(N+I)R^{N+1}/\tilde{\varepsilon}^2$ |
| CP-ARLS-LEV [14]        | \#it · $N(R+I)R^N/(\varepsilon\delta)$        |
| CP-ALS-ES [18]          | \#it · $N^2R^3(R + NI/\varepsilon)/\delta$    |
| TNS-CP (our)            | \#it · $N^3IR^3/(\varepsilon\delta)$          |

Table 2: Leading order computational cost (ignoring log factors) for various tensor ring decomposition methods. \#it is the number of ALS iterations. The tensor ring rank is $(R, \ldots, R)$.

| Method                  | Complexity                                      |
|-------------------------|-------------------------------------------------|
| TR-ALS [31]             | \#it · $NI^N R^2$                               |
| rTR-ALS [30]            | $NI^N K + \#it · NK^N R^2$                      |
| TR-SVD [31]             | $I^{N+1} + I^N R^3$                             |
| TR-SVD-Rand [1]         | $I^N R^2$                                      |
| TR-ALS-Sampled [19]     | \#it · $NI^R R^2/(\varepsilon\delta)$         |
| TR-ALS-ES [18]          | \#it · $N^3IR^8(R + I/\varepsilon)/\delta$     |
| TNS-TR (our)            | \#it · $N^3IR^8/(\varepsilon\delta)$          |

6 Experiments

We run the same feature extraction and classification experiment as in [18]. The experiment considers 7200 images from the COIL-100 dataset [22]. These images depict 100 different objects (e.g., a toy car, an onion, a tomato), each photographed from 72 different angles. Each image is 128 by 128 pixels and has three color channels. We arrange these images into a tensor $\mathbf{X}$ of size $7200 \times 128 \times 128 \times 3$ and then decompose it using either a rank-25 CP decomposition or a rank-$(5, 5, 5, 5)$ tensor ring decomposition. For the CP decomposition, we treat the rows of the factor matrix $\mathbf{A}^{(1)} \in \mathbb{R}^{7200 \times 25}$ as feature vectors for each image. We treat 90% of the images as labeled and use them to classify the images in the remaining 10% using a $k$-nearest neighbor algorithm with $k = 1$ and 10-fold cross validation. The tensor ring decomposition is used in the same way, but instead of the CP factor matrix we now use the core tensor $\mathbf{A}^{(1)} \in \mathbb{R}^{5 \times 7200 \times 5}$ corresponding to the first mode and reshape the slices ($\mathbf{A}^{(1)}_i$), into length-25 feature vectors. Further details on the experiment setup are given in Section C.

Table 3 shows the run time, relative decomposition error (Err.) and classification accuracy (Acc.) for a number of different CP and tensor ring decomposition methods. The algorithms for our TNS-CP and TNS-TR were implemented\(^2\) by modifying the codes for CP-ALS-ES and TR-ALS-ES by [18] appropriately.

\(^2\)Our code is available at https://github.com/OsmanMalik/TNS.
Table 3: Run time, decomposition error and classification accuracy in the feature extraction experiment.

| Method               | Time (s) | Err. | Acc. (%) |
|----------------------|----------|------|----------|
| CP-ALS (Ten. Toolbox)| 48.0     | 0.31 | 99.2     |
| CPD-ALS (Tensorlab)  | 71.9     | 0.31 | 99.0     |
| CPD-MINF (Tensorlab) | 108.6    | 0.33 | 99.7     |
| CPD-NLS (Tensorlab)  | 112.1    | 0.31 | 92.6     |
| CP-ARLS-LEV          | 28.6     | 0.32 | 97.7     |
| CP-ALS-ES            | 29.0     | 0.32 | 98.3     |
| TNS-CP (our)         | 23.5     | 0.32 | 98.3     |
| TR-ALS               | 10278.4  | 0.31 | 99.5     |
| TR-ALS-Sampled       | 5.3      | 0.33 | 98.0     |
| TR-ALS-ES            | 29.7     | 0.33 | 97.2     |
| TNS-TR (our)         | 14.5     | 0.33 | 97.3     |

All methods achieve roughly the same decomposition error, with the randomized methods typically having a slightly higher error. All methods except CPD-NLS yield similar classification accuracy. It is clear that our methods are faster than CP-ALS-ES and TR-ALS-ES from [18], corroborating the improved complexity reported in Tables 1 and 2.

7 Conclusion

We have presented a sampling-based ALS approach for decomposing a tensor into any TN format. The generality of the framework is notable—all previous works on randomized tensor decomposition we are aware of develop methods for specific decompositions. Additionally, unlike most previous sampling-based ALS algorithms in the literature, our framework makes it possible to do the sampling according to the exact leverage scores. Our approach simplifies and generalizes the scheme developed in [18]. Both complexity analyses and numerical experiments confirm the improved run time we are able to achieve compared to [18] when we use our framework for CP and tensor ring decomposition.

There are many exciting avenues for future research. One direction is to adapt and implement our method for use in a high-performance distributed memory setting. Another interesting direction is designing an exact leverage score sampling scheme for general TN matrices $\mathbf{A} \in \mathbb{R}^{I \times R}$ that avoid the $\Omega(R^3)$ cost that we incur when computing the pseudoinverse $\Phi = (\mathbf{A}^\top \mathbf{A})^+$. Such methods are known for certain matrices with Kronecker product structure [20], but for general TN matrices such results are not known.
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A Additional Notation

Let $A \in \mathbb{R}^{I \times J}$ and $B \in \mathbb{R}^{K \times L}$ be two matrices. Their Kronecker product is denoted by $A \otimes B \in \mathbb{R}^{IK \times JL}$ and defined as

$$A \otimes B = \begin{bmatrix} A_{11}B & A_{12}B & \cdots & A_{1J}B \\ A_{21}B & A_{22}B & \cdots & A_{2J}B \\ \vdots & \vdots & \ddots & \vdots \\ A_{I1}B & A_{I2}B & \cdots & A_{IJ}B \end{bmatrix}.$$ 

Suppose now that $A \in \mathbb{R}^{I \times J}$ and $B \in \mathbb{R}^{K \times J}$, i.e., $A$ and $B$ have the same number of columns. The Khatri–Rao product of $A$ and $B$ is denoted by $A \odot B \in \mathbb{R}^{IK \times J}$ and defined as

$$A \odot B = [A_1 \otimes B_1 \quad A_2 \otimes B_2 \quad \cdots \quad A_J \otimes B_J].$$

The Khatri–Rao product is sometimes called the columnwise Kronecker product for obvious reasons.

Now, suppose that $A \in \mathbb{R}^{I \times J}$ and $B \in \mathbb{R}^{I \times J}$ are of the same size. The Hadamard product, or elementwise product, of $A$ and $B$ is denoted by $A \diamond B \in \mathbb{R}^{I \times J}$ and defined elementwise in the obvious way:

$$(A \diamond B)_{ij} = A_{ij}B_{ij}.$$ 

The Frobenius norm is a standard matrix norm that can be easily extended to tensors. For a tensor $X \in \mathbb{R}^{I_1 \times \cdots \times I_N}$ it is defined as

$$\|X\|_F = \sqrt{\sum_{i_1=1}^{I_1} \cdots \sum_{i_N=1}^{I_N} X_{i_1,\ldots,i_N}^2}.$$ 

B Detailed Complexity Analysis

Here we provide further details on the complexity analysis in Section 5.1.

B.1 CP Decomposition

Suppose we are decomposing an $N$-way cubic tensor of size $X \in \mathbb{R}^{I_1 \times \cdots \times I}$ using a rank-$R$ CP decomposition. As mentioned in Example 5.1, the entries of the diagonal tensor (see Figure 7 (a)) can be treated as ones without loss of generality. The update in (10) therefore involves updating one of the CP factor matrices $A^{(m)}$, $m \in [N]$.

**Computing $\Phi$** Computing the Gram matrix $A^\dagger A^\dagger$ via (12) costs $O(NIR^2)$. When doing this computation, we store all the Gram matrices $A^{(j)^\top} A^{(j)}$ for no additional computational cost for later use. Computing the pseudoinverse $\Phi = (A^\dagger A^\dagger)^+$ costs an additional $O(R^3)$. The total cost of computing $\Phi$ is therefore $O(NIR^2 + R^3)$.

**Drawing $J$ Samples** The cost is the same as the sampling cost for CP-ALS-ES in [18], but without the one-time costs since $\Phi$ and the Gram matrices $A^{(j)^\top} A^{(j)}$, $j \in [N] \setminus \{m\}$, have already been computed. The cost is therefore $O(JR^2N^2I)$; see [18, Sec. C.1] for details.
Solving Sampled Least Squares Problem  The cost of forming the sampled matrices $SA \neq m$ and $SX \neq m$, and solving the associated linear system (10) via direct methods, is the same as for CP-ALS-ES in [18], namely $O(JR(N + R + I))$; see [18, Sec. C.1] for details.

Adding It All Up  The costs above are for solving one least squares problem of the form (10). Each ALS iteration requires solving $N$ such systems. Consequently, the per-iteration cost for our proposed method is

$$O(JR^2N^3I),$$

(13)

where we have used the fact that the sample size $J$ must satisfy $J \geq R$ (see Theorem 3.3) to simplify the complexity expression. Since $A \neq m$ has $R$ columns, the bound on $J$ from Theorem 3.3 is $J \gg R\max(\log(R/\delta), 1/(\varepsilon\delta))$. Inserting this into (13) gives the per-iteration cost

$$O(R^3N^3I\log(R/\delta)/(\varepsilon\delta)) = \tilde{O}(R^3N^3I/(\varepsilon\delta))$$

which is what we report in Table 1.

B.2 Tensor Ring Decomposition

Suppose that we are decomposing an $N$-way cubic tensor of size $X \in \mathbb{R}^{I \times \cdots \times I}$ using a tensor ring decomposition with all ranks set to $R$. The decomposition takes the form

$$X_{i_1\cdots i_N} \approx \sum_{r_1, \ldots, r_N} A_{r_N, i_1, r_1}^{(1)} A_{r_1, i_2, r_2}^{(2)} \cdots A_{r_N-1, i_N, r_N}^{(N)},$$

(14)

where each $A^{(m)}$ is now a 3-way tensor of size $R \times I \times R$, and where each summation index $r_n$ goes from 1 to $R$. See [31] for further details on the tensor ring decomposition.

Computing $\Phi$  For the tensor ring decomposition, the TN representation of $A \neq m$ is shown in Figure 7 for the case $N = 4$. Figure 8 illustrates how we contract the TN corresponding to the Gram matrix $A \neq m \top A \neq m$ for an arbitrary $N$. Each edge we eliminate in subplot (a) costs $O(IR^4)$. Since there are $N - 1$ pairs to contract, this brings the total cost of the step in (a) to $O(NIR^4)$. Each step in the sequence of contractions in (b) costs $O(R^6)$. Since $N - 2$ such contractions are required, the total cost of step (b) is $O(NR^6)$. Once the matrix $A \neq m \top A \neq m$ in (c) is computed, it costs $O(R^6)$ to compute its pseudoinverse, i.e., less than the cost of the step in (b). Adding up the costs for the steps in (a) and (b) and the cost of the pseudoinverse brings the total cost for computing $\Phi$ to $O(N(R^6 + IR^4)).$

Drawing $J$ Samples  The cost is the same as the sampling cost for TR-ALS-ES in [18], but without the one-time costs in that paper\textsuperscript{3}. The cost is therefore $O(JN^2IR^6)$; see [18, Sec. C.2] for details.

Solving Sampled Least Squares Problem  The cost of forming the sampled matrices $SA \neq m$ and $SX^{(m)}$, and solving the associated linear system (10) via direct methods, is the same as for TR-ALS-ES in [18], namely $O(J(NR^3 + R^4 + IR^2))$.

\textsuperscript{3}The Gram matrices $G^{(j)} \top G^{(j)}$ in [18] are precisely what we compute when we do the contractions in Figure 8 (a). These can be saved during that step, which is why the one-time costs of computing those Gram matrices is already accounted for from the computation of $\Phi$.  
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Adding It All Up The costs above are for solving one least squares problem of the form (10). Each ALS iteration requires solving \( N \) such systems. Consequently, the per-iteration cost for our proposed method is

\[
O(JN^3IR^6). \tag{15}
\]

Since \( A^{\otimes m} \) has \( R^2 \) columns, the bound on \( J \) in Theorem 3.3 is \( J \geq R^2 \max(\log(R^2/\delta), 1/(\varepsilon\delta)) \). Inserting this into (15) gives the per-iteration cost

\[
O(N^3IR^8 \log(R^2/\delta)/(\varepsilon\delta)) = \tilde{O}(N^3IR^8/(\varepsilon\delta)),
\]

which is what we report in Table 2.

B.3 Some Remarks on Tables 1 and 2

All methods in Table 1 except CP-ALS are randomized. The theoretical guarantees for CP-ARLS-LEV, CP-ALS-ES and TNS-CP are all of the same type: They provide relative-error guarantees of the form in Theorem 3.3 for each least squares solve on line 4 in Algorithm 1 when it is adapted to CP decomposition. For these three methods, the meaning of the variables \( \varepsilon \) and \( \delta \) are therefore identical. SPALS, by contrast, has weaker additive-error guarantees. Expressed using the same notation as in Theorem 3.3, their guarantees take the form

\[
\|A\hat{X} - Y\|^2_F \leq \text{OPT}^2 + \tilde{\varepsilon}\|Y\|^2_F, \tag{16}
\]

where the statement in (16) holds with probability at least \( 1 - \delta \) when the number of samples is large enough. The constant \( \delta \) has the same meaning as for the other three randomized methods.
but $\tilde{\varepsilon}$ has a different meaning than $\varepsilon$: The latter is a relative-error accuracy parameter while the former is an additive-error accuracy parameter.

For the three methods TR-ALS-Sampled, TR-ALS-ES and TNS-TR in Table 2, the parameters $\delta$ and $\varepsilon$ are all used in the sense of Theorem 3.3.

The number of iterations, denoted by $\#it$, required to reach a certain accuracy or fulfill certain termination criteria may differ between the various methods. For example, the deterministic ALS methods—by virtue of being exact and non-random—may require fewer iterations to reach a certain accuracy. Similarly differences may exist between the various randomized ALS methods, and between the different decomposition types.

C Further Details on Experiment

C.1 Competing Methods

We provide some further details on the methods we compare against below.

- **CP-ALS.** This is an implementation of the standard ALS method for CP decomposition without any randomization. It comes with the Tensor Toolbox for Matlab [2] which can be downloaded at https://www.tensortoolbox.org.

- **CPD-ALS, -MINF, -NLS.** These methods use three different minimization approaches to compute the CP decomposition. They are all available in the Tensorlab package for Matlab [28] which can be downloaded at https://www.tensorlab.net/.

- **CP-ARLS-LEV.** This the method proposed in [14]. We use the implementation by Malik [18] which is available at https://github.com/OsmanMalik/TD-ALS-ES.

- **CP-ALS-ES.** This is the method for CP decomposition proposed in [18]. We use the code available at https://github.com/OsmanMalik/TD-ALS-ES.

- **TR-ALS.** This is a standard ALS methods for tensor ring decomposition, which was proposed in [31]. We use the implementation by Malik and Becker [19] which is available at https://github.com/OsmanMalik/tr-als-sampled.

- **TR-ALS-Sampled.** This is the sampling-based approach for tensor ring decomposition proposed in [19]. We use the code available at https://github.com/OsmanMalik/tr-als-sampled.

- **TR-ALS-ES.** This is the method for tensor ring decomposition proposed in [18]. We use the code available at https://github.com/OsmanMalik/TD-ALS-ES.

C.2 Parameter Choices

We sample $J = 2000$ rows in all ALS subproblems for the sampling-based CP decomposition methods (CP-ARLS-LEV, CP-ALS-ES and TNS-CP). For the sampling-based tensor ring methods (TR-ALS-Sampled, TR-ALS-ES and TNS-TR) we use $J = 1000$ samples in the ALS subproblems. Both CP-ALS-ES and TR-ALS-ES require an intermediate embedding via a recursive sketching procedure. For both methods, we use an embedding dimension of 10000 for these intermediate steps, as suggested in [18].
C.3 Hardware/Software and Dataset

The experiments are run in Matlab R2021b on a laptop computer with an Intel Core i7-1185G7 CPU and 32 GB of RAM.

The COIL-100 dataset [22] is available for download at https://www.cs.columbia.edu/CAVE/software/softlib/coil-100.php.