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Abstract. Area-preserving twist maps have at least two different \((p, q)\)-periodic orbits and every \((p, q)\)-periodic orbit has its \((p, q)\)-periodic action for suitable couples \((p, q)\). We establish an exponentially small upper bound for the differences of \((p, q)\)-periodic actions when the map is analytic on a \((m, n)\)-resonant rotational invariant curve (resonant RIC) and \(p/q\) is “sufficiently close” to \(m/n\). The exponent in this upper bound is closely related to the analyticity strip width of a suitable angular variable. The result is obtained in two steps. First, we prove a Neishtadt-like theorem, in which the \(n\)-th power of the twist map is written as an integrable twist map plus an exponentially small remainder on the distance to the RIC. Second, we apply the MacKay-Meiss-Percival action principle.

We apply our exponentially small upper bound to several billiard problems. The resonant RIC is a boundary of the phase space in almost all of them. For instance, we show that the lengths (respectively, areas) of all the \((1, q)\)-periodic billiard (respectively, dual billiard) trajectories inside (respectively, outside) analytic strictly convex domains are exponentially close in the period \(q\). This improves some classical results of Marvizi, Melrose, Colin de Verdière, Tabachnikov, and others about the smooth case.
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1. Introduction

Billiards were introduced by Birkhoff [4]. Let \(\Gamma\) be a smooth strictly convex curve in the plane, oriented counterclockwise, and let \(\Omega\) be the billiard table enclosed by \(\Gamma\). Billiard trajectories inside \(\Omega\) consist of polygonal lines inscribed in \(\Gamma\) whose consecutive sides obey to the rule “the angle of reflection is equal to the angle of incidence.” See [18 20 35] for a general description.

A \((p, q)\)-periodic billiard trajectory forms a closed polygon with \(q\) sides that makes \(p\) turns inside \(\Gamma\). Birkhoff [4] proved that there are at least two different Birkhoff \((p, q)\)-periodic billiard trajectories inside \(\Omega\) for any relatively prime integers \(p\) and \(q\) such that \(1 \leq p \leq q\).

Let \(\mathcal{L}^{(p,q)}\) be the supremum of the absolute values of the differences of the lengths of all such trajectories. The quantities \(\mathcal{L}^{(p,q)}\) were already studied by Marvizi and Melrose [24].
and Colin de Verdière [6] for smooth tables. The former authors produced an asymptotic expansion of the lengths for \((p, q)\)-periodic billiard trajectories approaching \(\Gamma\) when \(p\) is fixed and \(q \to +\infty\). They saw that there exists a sequence \((l_k)_{k \geq 1}\), depending only on \(p\) and \(\Gamma\), such that, if \(L^{(p,q)}\) is the length of any \((p, q)\)-periodic trajectory, then

\[
L^{(p,q)} \approx p \text{Length}[\Gamma] + \sum_{k \geq 1} \frac{l_k}{q^{2k}}, \quad q \to \infty,
\]

where \(l_1 = l_1(\Gamma, p) = -\frac{1}{24} \left( p \int\kappa^{2/3}(s)ds \right)^3\), and \(\kappa(s)\) is the curvature of \(\Gamma\) as a function of the arc-length parameter \(s\). The symbol \(\approx\) means that the series in the right hand side is asymptotic to \(L^{(p,q)}\). The assymptotic coefficients \(l_k = l_k(\Gamma, p)\) can be explicitly written in terms of the curvature \(\kappa(s)\). For instance, the explicit formulas for \(l_1, l_2, l_3, l_4\) can be found in [34]. Since the expansion of the lengths in powers of \(q^{-1}\) coincides for all these \((p, q)\)-periodic trajectories, \(L^{(p,q)} = O(q^{-\infty})\) for smooth strictly convex tables when \(p\) is fixed and \(q \to +\infty\). Colin de Verdière studied the lengths of periodic trajectories close to an elliptic \((1, 2)\)-periodic trajectory on a smooth symmetric billiard table, and found that the quantities \(L^{(p,q)}\) are again beyond all order with respect to \(q\).

These works suggest that the supremum length differences \(L^{(p,q)}\) are exponentially small in the period \(q\) for analytic strictly convex tables. Indeed, we have proved that if \(\Gamma\) is analytic and \(p\) is a fixed positive integer, then there exists \(K, q^*, \alpha > 0\) such that

\[
L^{(p,q)} \leq Ke^{-2\pi \alpha q/p},
\]

for all integer \(q \geq q^*\) relatively prime with \(p\). The exponent \(\alpha\) is related to the width of a complex strip where a certain 1-periodic angular coordinate is analytic. A more precise statement is given in Theorem 6.

Similar exponentially small upper bounds hold in other billiard problems. We mention two examples. First, for \((p, q)\)-periodic billiard trajectories inside strictly convex analytic tables of constant width when \(p/q \to 1/2\). Second, for \((p, q)\)-periodic billiard trajectories inside strictly convex analytic tables in surfaces of constant curvature when \(p/q \to 0\).

The billiard dynamics close to the boundary has also been studied from the point of view of KAM theory. Lazutkin [21] proved that there are infinitely many caustics inside any \(C^{555}\) strictly convex table. These caustics accumulate at the boundary of the table, and have Diophantine rotation numbers. Douady [11] improved the result to \(C^7\) billiard tables.

A special remark on the relevance of these results is the following. Kac [17] formulated the inverse spectral problem for planar domains. That is, to study how much geometric information about \(\Omega\) can be obtained from the Laplacian spectrum with homogeneous Dirichlet conditions on \(\Gamma\). Andersson and Melrose [1] gave an explicit relation between the length spectrum and the Laplacian spectrum. The length spectrum of \(\Omega\) is the union of the lengths of all its \((p, q)\)-periodic billiard trajectories and all the integer multiples of \(\text{Length}[\Gamma]\). See also [24, 6].

Our results also apply to the dual billiards introduced by Day [9] and popularized by Moser [27] as a crude model for planetary motion. Some general references are [15, 5, 36, 35]. Let \(\bar{\Omega}\) be an unbounded component of \(\mathbb{R}^2 \setminus \Gamma\). The dual billiard map \(f : \bar{\Omega} \to \bar{\Omega}\) is defined as
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follows: $f(z)$ is the reflection of $z$ in the tangency point of the oriented tangent line to $\Gamma$ through $z$. Billiards and dual billiards are projective dual in the sphere [36].

A $(p, q)$-periodic dual billiard trajectory forms a closed circumscribed polygon with $q$ sides that makes $p$ turns outside $\Gamma$. The area of a $(p, q)$-periodic trajectory is the area enclosed by the corresponding polygon, taking into account some multiplicities if $p \geq 2$. There are at least two different Birkhoff $(p, q)$-periodic dual billiard trajectories outside $\Gamma$ for any relatively prime integers $p$ and $q$ such that $q \geq 3$ and $1 \leq p \leq q$.

Tabachnikov [35, 36] studied the supremum $A^{(1, q)}$ of the absolute value of the differences of the areas enclosed by all such $(1, q)$-periodic trajectories for smooth tables. He proved that there is a sequence $(a_k)_{k \geq 1}$, depending only on $\Gamma$, such that, if $A^{(1, q)}$ is the area enclosed by any $(1, q)$-periodic dual billiard trajectory, then

$$A^{(1, q)} \approx \text{Area}[\Omega] + \sum_{k \geq 1} \frac{a_k}{q^{2k}}, \quad q \to \infty,$$

where $a_1 = a_1(\Gamma) = \frac{1}{24} \int_{\Gamma} \kappa^{1/3}(s) ds$. Hence, the expansion of the areas in powers of $q^{-1}$ coincides for all these $(1, q)$-periodic trajectories, and so, $A^{(1, q)} = O(q^{-\infty})$ for smooth strictly convex dual tables when $q \to +\infty$. Douady [11] found the existence of infinitely many invariant curves outside any $C^7$ strictly convex dual table. These invariant curves accumulate at the boundary of the dual table and have Diophantine rotation numbers.

In a completely analogous way to (classical) billiards, we have proved that, once fixed any positive integer $p$, if $\Gamma$ is analytic, then there exists $K, q_*, \alpha > 0$ such that

$$A^{(p, q)} \leq Ke^{-2\pi \alpha q/p},$$

for all integer $q \geq q_*$ relatively prime with $p$. Once more, the exponent $\alpha$ is related to the width of a complex strip where a certain 1-periodic angular coordinate is analytic. The precise statement is given in Theorem 9.

Still in the context of dual billiards, the points at infinity can be seen as $(1, 2)$-periodic points, hence they form a $(1, 2)$-resonant RIC. Douady [11] found the existence of infinitely many invariant curves outside any $C^8$ strictly convex dual table. These invariant curves accumulate at infinity and have Diophantine rotation numbers. We have proved that, once fixed any constant $L \geq 1$, if $\Gamma$ is analytic, then there exist $K, q_*, \alpha > 0$ such that

$$A^{(p, q)} \leq Ke^{-\frac{\pi \alpha}{|p/q - 1/2|}},$$

for all relatively prime integers $p$ and $q$ such that $1 \leq |2p-q| \leq L$ and $q \geq q_*$. See Theorem 10.

The three exponents $\alpha$ that appear in the exponentially small upper bounds (1), (3), and (4) may be different, since each one is associated to a different analyticity strip width. Besides, all of these upper bounds follow directly from a general upper bound about analytic area-preserving twist maps with analytic resonant RICs. Let us explain it.

Classical and dual billiard maps are exact twist maps defined on an open cylinder when written in suitable coordinates. Exact twist maps have been vastly studied. They satisfy a Lagrangian formulation and their orbits are stationary points of the action functional. See for instance [4, 26, 18].
Birkhoff [4] showed that the minima and minimax points of the \((p, q)\)-periodic action correspond to two different Birkhoff \((p, q)\)-periodic orbits of the twist map. A Birkhoff \((p, q)\)-periodic orbit is an orbit such that, after \(q\) iterates, performs exactly \(p\) revolutions around the cylinder and its points are ordered in the base \(\mathbb{T}\) as the ones following a rigid rotation of angle \(p/q\). Since there exist at least two different Birkhoff \((p, q)\)-periodic orbits, we consider the supremum \(\Delta^{(p,q)}\) of the absolute value of the differences of the actions among all of them. The quantity \(\Delta^{(p,q)}\) coincides with \(L^{(p,q)}\) and \(A^{(p,q)}\) for classical and dual billiards, respectively.

Let \(\Delta W_{p/q}\) be the difference of actions between the minimax and minima \((p, q)\)-periodic orbits. Note that \(\Delta^{(p,q)}\) is an upper bound of \(\Delta W_{p/q}\). Mather [25] used \(\Delta W_{p/q}\) as a criterion to prove the existence of RICs of given irrational rotation numbers. More concretely, he proved that there exists a RIC with irrational rotation number \(\varrho\) if and only if \(\lim_{p/q \to \varrho} \Delta W_{p/q} = 0\).

Another criterion related to the destruction of RICs, in this case empirical, was proposed by Greene. The destruction of a RIC with Diophantine rotation number \(\varrho\) under perturbation is related to a “sudden change from stability to instability of the nearby periodic orbits” [13]. The stability of a periodic orbit is measured by the residue. MacKay [22] proved the criterion in some contexts. In particular, for an analytic area-preserving twist map, the residue of a sequence of periodic orbits with rotation numbers tending to \(\varrho\) decays exponentially in a positive power of the distance between rotation numbers, that is, \(|\varrho - p/q|^d\) for some \(d > 0\). The same proof leads to a similar exponentially small bound of Mather’s \(\Delta W_{p/q}\) as \(p/q \to \varrho\). Delshams and de la Llave [10] studied similar problems for analytic area-preserving nontwist maps.

Generically RICs with a rational rotation number break under perturbation [32, 30]. Nevertheless, there are situations in which some distinguished resonant RICs always exist. See Sections 3 and 4 for several examples related to billiard and dual billiard maps.

Let us assume that we have an analytic exact twist map with a \((m, n)\)-resonant RIC. That is, a RIC whose points are \((m, n)\)-periodic. Then there exist some variables \((x, y)\) in which the resonant RIC is located at \(\{y = 0\}\) and the \(n\)-th power of the exact twist map is a small perturbation of the integrable twist map \((x_1, y_1) = (x + y, y)\). To be precise, it has the form
\[
x_1 = x + y + O(y^3), \quad y_1 = y + O(y^3).
\]
Since the \(n\)-th power map is real analytic, it can be extended to a complex domain of the form
\[
D_{a_s, b_s} := \{(x, y) \in \mathbb{C}/\mathbb{Z} \times \mathbb{C} : |\Re x| < a_s, |y| < b_s\}.
\]
The quantity \(a_s\) plays a more important role than \(b_s\). To be precise, we have proved that, once fixed any \(\alpha \in (0, a_s)\) and \(L \geq 1\), there exist \(K, q_* > 0\) such that
\[
\Delta^{(p,q)} \leq K \exp\left(-\frac{2\pi \alpha q}{|np - mq|}\right),
\]
for any relatively prime integers \(p\) and \(q\) such that \(1 \leq |np - mq| \leq L\) and \(q \geq q_*\). See Theorem 4 for a more detailed statement. This upper bound is optimal because \(\alpha \in (0, a_s)\). That is, the exponent \(\alpha\) can be taken as close to the analyticity strip width \(a_s\) as desired. The constant \(K\) may explode when \(\alpha\) tends to \(a_s\), so, in general, we can not take \(\alpha = a_s\). A similar optimal exponentially small upper bound was obtained in [12] in the setting of the splitting of
separatrices of weakly hyperbolic fixed points of analytical area-preserving maps. The proof of this optimal bound adds some extra technicalities, but we feel that the effort is worth it.

The proof is based on two facts. First, we write the \( n \)-th power of the exact twist map as the integrable twist map \((x_1, y_1) = (x + y, y)\) plus an exponentially small remainder on the distance to the RIC. See Theorem 3. The size of the remainder is reduced by performing a finite sequence of changes of variables, but the number of such changes increases when we approach to the resonant RIC. This is a classical Neishtadt-like argument [28]. Second, we apply the MacKay-Meiss-Percival action principle [23], in which the difference of actions of \((p, q)\)-periodic actions is interpreted as an area on the phase space.

The structure of the paper is the following. Section 2 is devoted to state our results in the general context of analytic exact twist maps. In Sections 3 and 4, we present the different billiard maps and show how the results in Section 2 apply. Sections 5 and 6 contain the technical proofs.

2. Main theorems

2.1. Dynamics close to an analytic resonant RIC

Let us introduce some notions about exact twist maps defined on open cylinders. For a general background on these maps, we refer to [18, §9] and [26].

Let \( \mathbb{T} = \mathbb{R}/\mathbb{Z} \) and \( I = (r_-, r_+) \subset \mathbb{R} \), for some \(-\infty \leq r_- < r_+ \leq +\infty\). We will use the coordinates \((s, r)\) for both \( \mathbb{T} \times I \) and its universal cover \( \mathbb{R} \times I \). We refer to \( s \) as the angular coordinate. Let \( \omega = -d\lambda \) be an exact symplectic form on the open cylinder \( \mathbb{T} \times I \) such that \( \lambda = \nu(r)ds \) and \( \omega = \nu'(r)ds \wedge dr \) for some smooth function \( \nu : (r_-, r_+) \rightarrow \mathbb{R} \). In particular, \( \nu'(r) > 0 \). If \( h \) is a real-valued smooth function, \( \partial_i h \) denotes the derivative with respect to the \( i \)-th variable.

**Definition 1.** A smooth diffeomorphism \( g : \mathbb{T} \times I \rightarrow \mathbb{T} \times I \) is an exact twist map when it preserves the exact symplectic form \( \omega = -d\lambda \), has zero flux, and satisfies the classical twist condition \( \partial_2 s_1(s, r) > 0 \), where \( G(s, r) = (s_1, r_1) \) is a lift of \( g \).

Henceforth, the exact symplectic form \( \omega = -d\lambda = \nu'(r)ds \wedge dr \) and the lift \( G \) remain fixed. We will assume that \( \nu(r) \) is analytic when we deal with analytic maps. If \( g \) preserves \( \omega \) and \( t = \nu(r) \), then \( \lambda = tws, \omega = ds \wedge dt \), and \( g \) preserves the canonical area in the global Darboux coordinates \((s, t)\). It is worth to remark that certain billiard maps can be analytically extended to the boundaries of their phase spaces in \((s, r)\) variables, but not in global Darboux coordinates. For this reason we consider the coordinates \((s, r)\) and the above exact symplectic forms. In fact, we could deal with any exact symplectic form, but we do not need it for the problems we have in mind.

**Definition 2.** Let \( g : \mathbb{T} \times I \rightarrow \mathbb{T} \times I \) be a continuous map. The map \( g \) has the intersection property on \( \mathbb{T} \times I \) if the image of any closed homotopically non trivial loop of the cylinder \( \mathbb{T} \times I \) intersects the loop.

The intersection property is preserved under global changes of variables.
**Definition 3.** A rotational invariant curve (RIC) of $g$ is a closed loop $C \subset \mathbb{T} \times I$ homotopically non trivial such that $g(C) = C$. Let $C$ be a RIC of $g$. Let $m$ and $n$ be two relatively prime integers such that $n \geq 1$. We say that $C$ is $(m, n)$-resonant when $G^n(s, r) = (s + m, r)$ for all $(s, r) \in C$, and we say that $C$ is analytic when $C = \text{graph } \gamma := \{(s, \gamma(s)) : s \in \mathbb{T}\}$ for some analytic function $\gamma : \mathbb{T} \to I$.

If $g : \mathbb{T} \times I \to \mathbb{T} \times I$ is a diffeomorphism preserving the exact symplectic form $\omega = -d\lambda$ and has a RIC, both the zero flux condition and the intersection property are automatically satisfied.

Let us study the dynamics of an analytic exact twist map in a neighbourhood of an analytic $(m, n)$-resonant RIC. First, we note that all points on a $(m, n)$-resonant RIC of $g$ remain fixed under the power map $f = g^n$. Second, we adapt a classical lemma that appears in several papers about billiards \cite{21, 36} to our setting.

**Lemma 1.** If $g : \mathbb{T} \times I \to \mathbb{T} \times I$ is an analytic exact twist map with an analytic $(m, n)$-resonant RIC $C \subset \mathbb{T} \times I$, then there exist an analytic strip width $a_\ast > 0$, an analytic radius $b_\ast > 0$, and some analytic coordinates $(x, y)$ such that $C \equiv \{y = 0\}$ and the power map $f = g^n$ satisfies the following properties:

(i) It is real analytic on $\mathbb{T} \times (-b_\ast, b_\ast)$ and can be analytically extended to the complex domain

$$D_{a_\ast, b_\ast} = \{(x, y) \in (\mathbb{C}/\mathbb{Z}) \times \mathbb{C} : |\Re x| < a_\ast, |y| < b_\ast\};$$

(ii) It has the intersection property on the cylinder $\mathbb{T} \times (-b_\ast, b_\ast)$; and

(iii) It has the form $(x_1, y_1) = f(x, y)$, with

$$x_1 = x + y + O(y^2), \quad y_1 = y + O(y^3).$$

**Proof.** If $C = \text{graph } \gamma$ and $v = r - \gamma(s)$, then $C \equiv \{v = 0\}$ and $(s_1, v_1) = f(s, v)$, with

$$s_1 = s + \varphi(s)v + O(v^2), \quad v_1 = v + \psi(s)v^2 + O(v^3),$$

for some real analytic $1$-periodic functions $\varphi(s)$ and $\psi(s)$. The twist condition on the RIC implies that $\varphi(s)$ is positive, since any power of a twist map is locally twist on its smooth RICs \cite[Lemma 2.1]{30}. The preservation of $\omega$ implies that $2\mu \psi = -(\mu \varphi)'$, where $\mu(s) = v'(\gamma(s)) > 0$. Next, we consider the analytic coordinates $(x, y)$ defined by

$$x = k \int_0^s \frac{\mu(t)}{\varphi(t)} dt, \quad y = k \sqrt{\mu(s)\varphi(s)} v, \quad k^{-1} = \int_0^1 \frac{\mu(t)}{\varphi(t)} dt.$$

The constant $k$ has been determined in such a way that the new angular coordinate $x$ is defined modulo one: $x \in \mathbb{T}$. Clearly, $C \equiv \{y = 0\}$. Thus, the coordinates $(x, y)$ cover an open set containing $\mathbb{T} \times \{0\}$, since they are defined in a neighbourhood of $C$. In particular, $f$ can be analytically extended to the complex domain $D_{a_\ast, b_\ast}$ for some $a_\ast, b_\ast > 0$. Besides, $f$ has the intersection property on $\mathbb{T} \times (-b_\ast, b_\ast)$ because the integral of the area form $\omega$ over the region enclosed between the RIC $C$ and any closed homotopically non trivial loop should be preserved. Finally, a straightforward computation shows that $f$ has the form $[6]$ in the coordinates $(x, y)$. 

$\square$
Lemma 1 has, at a first glance, a narrow scope of application because resonant RICs are destroyed under generic perturbations. However, the boundaries of the cylinder can be considered resonant RICs of the extended twist map in many interesting examples.

Let us precise this idea.

**Definition 4.** Let \( g : \mathbb{T} \times I \to \mathbb{T} \times I \) be a continuous map. If \( r_- \) is finite, we say that \( C_- = \mathbb{T} \times \{r_-\} \) is a rigid rotation boundary when \( g \) can be continuously extended to \( \mathbb{T} \times [r_-, r_+] \) and its extended lift satisfies that \( G(s, r_-) = s + \varrho_- \) for some boundary rotation number \( \varrho_- \in \mathbb{R} \), and we say that \( C_- \) is a \((m, n)\)-resonant boundary when \( \varrho_- = m/n \).

**Definition 5.** Let \( g : \mathbb{T} \times I \to \mathbb{T} \times I \) be a smooth diffeomorphism. We say that the twist condition holds on the boundary \( C_- \) when \( g \) can be smoothly extended to \( \mathbb{T} \times [r_-, r_+] \) and its extended lift satisfies that \( \partial_2 s_1(s, r_-) > 0 \) for all \( s \in \mathbb{T} \).

Analogous definitions can be written for the upper boundary \( C_+ = \mathbb{T} \times \{r_+\} \) when \( r_+ \) is finite. We recall that \( G(s, r) = (s_1, r_1) \) is a lift of \( g \). Next, we present a version of Lemma 1 for the boundaries of the cylinder. The only remarkable difference is that the exact symplectic form \( \omega = -d\lambda + \nu'(r)ds \wedge dr \) may vanish on the boundaries.

**Lemma 2.** If \( g : \mathbb{T} \times I \to \mathbb{T} \times I \) is an analytic exact twist map such that \( r_- \) is finite, \( C_- = \mathbb{T} \times \{r_-\} \) is a \((m, n)\)-resonant boundary, \( g \) can be analytically extended to \( \mathbb{T} \times [r_-, r_+] \), \( \nu(r) \) can be analytically extended to \( [r_-, r_+] \), and the twist condition holds on \( C_- \), then there exist an analytic strip width \( a_s > 0 \), an analytic radius \( b_s > 0 \), and some analytic coordinates \((x, y)\) such that \( C_- \equiv \{y = 0\} \) and the power map \( f = g^h \) satisfies the properties (i)–(iii) given in Lemma 1.

An analogous result holds for the upper boundary \( C_+ = \mathbb{T} \times \{r_+\} \) when \( r_+ \) is finite.

**Proof.** If \( v = r - r_- \), then \( C_- \equiv \{v = 0\} \) and the extended power map \((s_1, v_1) = f(s, v)\) has the form (7) for some analytic 1-periodic functions \( \varphi(s) \) and \( \psi(s) \). The twist condition on \( C_- \) implies that \( \varphi(s) \) is positive. Since \( \nu(r) \) is analytic in \([r_-, r_+]\) and \( \nu'(r) \) is positive in \((r_-, r_+)\), we deduce that \( \nu'(r) = \nu_0 v^j + O(v^{j+1}) \) for some \( \nu_0 > 0 \) and some integer \( j \geq 0 \). The preservation of \( \omega \) implies that \( \psi = -\varphi'/(j+2) \). Next, we consider the analytic coordinates \((x, y)\) defined by

\[
x = k \int_0^s \varphi^{-(j+1)/(j+2)}(t) \, dt, \quad y = k \varphi^{1/(j+2)}(s)v,
\]

where the constant \( k \) is determined in such a way that the angular coordinate \( x \) is defined modulus one. The rest of the proof follows the same lines as in Lemma 1. We just note that the intersection property on a (real) neighbourhood of the boundary \( C_- \) follows by analytic extension, since \( f \) preserves the exact symplectic form \( \omega \) for negative values of \( v \) too.

We unify the resonant RICs studied in Lemma 1 and the resonant boundaries studied in Lemma 2 as a single object for the sake of brevity.

**Definition 6.** Let \( g : \mathbb{T} \times I \to \mathbb{T} \times I \) be an analytic map. Let \( m \) and \( n \geq 1 \) be two relatively prime integers. Let \( a_* > 0 \) and \( b_* > 0 \). We say that \( C \subset \mathbb{T} \times I \) (respectively, \( C = \mathbb{T} \times \{r_-\} \) for a finite \( r_- \) or \( C = \mathbb{T} \times \{r_+\} \) for a finite \( r_+ \)) is a \((a_*, b_*)\)-analytic \((m, n)\)-resonant RIC when \( C \).
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is an analytic \((m, n)\)-resonant RIC (respectively, \((m, n)\)-resonant boundary) and there exist some coordinates \((x, y)\) such that \(C \equiv \{ y = 0 \}\) and the power map \(f = g^n\) satisfies the properties (i)–(iii) stated in Lemma 1.

The map (6) can be viewed as a perturbation of the integrable twist map

\[
x_1 = x + y, \quad y_1 = y.
\]

(9)

We want to reduce the size of the nonintegrable terms \(O(y^2)\) and \(O(y^3)\) as much as possible. We can reduce them through normal form steps up to any desired order; see Lemma 11. Thus, the nonintegrable part of the dynamics is beyond all order in \(y\); that is, in the distance to the resonant RIC (or resonant boundary). A general principle in conservative dynamical systems states that beyond all order phenomena are often exponentially small in the analytic category. Our goal is to write the map as an exponentially small perturbation in \(y\) of the integrable twist map (9). The final result is stated in the following theorem.

**Theorem 3.** Let \(f : \mathbb{T} \times I \to \mathbb{T} \times I\) be an analytic map with a \((a_*, b_*)\)-analytic RIC \(C\) of fixed points such that \(C \subset \mathbb{T} \times I\), \(C = \mathbb{T} \times \{r_-\}\) for a finite \(r_-\), or \(C = \mathbb{T} \times \{r_+\}\) for a finite \(r_+\). Let \(m \geq 2\) be an arbitrary order. Let \(\alpha \in (0, a_*)\). There exist constants \(K > 0\) and \(b'\) such that, if \(b \in (0, b')\), then there exists an analytic change of variables \((x, y) = \Phi(\xi, \eta)\) such that:

(i) It is uniformly (with respect to \(b\)) close to the identity on \(\mathbb{T} \times (-b, b)\). That is,

\[
x = \xi + O(\eta), \quad y = \eta + O(\eta^2), \quad \det[D\Phi(\xi, \eta)] = 1 + O(\eta),
\]

for all \((\xi, \eta) \in \mathbb{T} \times (-b, b)\), where the \(O(\eta)\) and \(O(\eta^2)\) terms are uniform in \(b\); and

(ii) The transformed map \((\xi, \eta) \mapsto (\xi_1, \eta_1)\) is real analytic and has the intersection property on the cylinder \(\mathbb{T} \times (-b, b)\). Besides, it has the form

\[
\xi_1 = \xi + \eta + \eta^m g_1(\xi, \eta), \quad \eta_1 = \eta + \eta^{m+1} g_2(\xi, \eta),
\]

(10)

where \(|g_j(\xi, \eta)| \leq Ke^{-2\pi\alpha/\epsilon}\) and \(|\partial_\xi g_j(\xi, \eta)| \leq Kb^{-2}\) for all \((\xi, \eta) \in \mathbb{T} \times (-b, b)\).

The proof can be found in Section 5.

Consider a perturbed Hamiltonian system which is close to an integrable system. It is known that, under the appropriate nondegeneracy conditions, the measure of the set of tori which decompose under the perturbation can be bounded from above by a quantity of order \(\sqrt{\epsilon}\), \(\epsilon\) being the perturbation parameter [28, 31]. Neishtadt [28] also considered a context where the perturbation becomes exponentially small in some parameter \(\epsilon\) and hence the measure of the complementary set which is cut out from phase space by the invariant tori is of order \(e^{-c/\epsilon}\), \(c\) being a positive constant. This argument could be applied to our context. First, any neighbourhood of an analytic resonant RIC (or resonant boundary) of an analytic exact twist map contains infinitely many RICs. Second, the area of the complementary of the RICs in any of such neighbourhoods is exponentially small in the size of the neighbourhood. Third, the gaps between the RICs are exponentially small in their distance to the resonant RIC. The first result follows from the classical Moser twist theorem [33]. The others follow from the ideas explained above.
2.2. Difference of periodic actions

Let $\omega = -d\lambda$, with $\lambda = \nu(r)ds$, be a fixed exact symplectic form on the open cylinder $\mathbb{T} \times I$, with $I = (r_-, r_+)$. Let $g : \mathbb{T} \times I \to \mathbb{T} \times I$ be an exact twist map that can be extended as rigid rotations of angles $\varrho_-$ and $\varrho_+$ to the boundaries $C_- = \mathbb{T} \times \{r_-\}$ and $C_+ = \mathbb{T} \times \{r_+\}$, respectively. We know that $\varrho_- < \varrho_+$ from the twist condition. Let $G : \mathbb{R} \times I \to \mathbb{R} \times I$ be a fixed lift of $g$. Let $E = \{(s, s_1) \in \mathbb{R}^2 : \varrho_- < s_1 < s < \varrho_+\}$. Then there exists a function $h : E \to \mathbb{R}$, determined modulo an additive constant, such that

$$G^* \lambda - \lambda = dh.$$  

The function $h$ is called the Lagrangian or generating function of $g$.

Let $p$ and $q$ be two relatively prime integers such that $\varrho_- < p/q < \varrho_+$ and $q \geq 1$. A point $(s, r) \in \mathbb{R} \times I$ is $(p, q)$-periodic when $G^q(s, r) = (s + p, r)$. The corresponding point $(s, r) \in \mathbb{T} \times I$ is a periodic point of period $q$ by $g$ that is translated $p$ units in the base by the lift. A $(p, q)$-periodic orbit is Birkhoff when it is ordered around the cylinder in the same way that the orbits of the rigid rotation of angle $p/q$. See [13] for details. The Poincaré-Birkhoff Theorem states that there exist at least two different Birkhoff $(p, q)$-periodic orbits [13, 26].

Let $O = \{(s_k, r_k)\}_{k \in \mathbb{Z}}$ be a $(p, q)$-periodic orbit. Its $(p, q)$-periodic action is

$$W^{(p,q)}[O] = h(s_0, s_1) + h(s_1, s_2) + \cdots + h(s_{q-1}, s_0 + p).$$

Our goal is to establish an exponentially small bound for the non-negative quantity

$$\Delta^{(p,q)} = \sup_{O, \tilde{O} \in \mathcal{O}^{(p,q)}} \left| W^{(p,q)}[\tilde{O}] - W^{(p,q)}[O] \right|,$$

where $\mathcal{O}^{(p,q)}$ denotes the set of all Birkhoff $(p, q)$-periodic orbits of the exact twist map $g$. The difference of $(p, q)$-periodic actions can be interpreted as the $\omega$-area of certain domains.

Let us explain it.

Let $O = \{(s_k, r_k)\}_{k \in \mathbb{Z}}$ and $\tilde{O} = \{\tilde{s}_k, \tilde{r}_k\}_{k \in \mathbb{Z}}$ be two $(p, q)$-periodic orbits. We can assume, without loss of generality, that $0 < \tilde{s}_0 - s_0 < 1$. Let $L_0$ be a curve from $(s_0, r_0)$ to $(\tilde{s}_0, \tilde{r}_0)$ contained in $\mathbb{R} \times I$. Set $L_k = G^k(L_0)$. The curves $L_0$ and $L_q$ have the same endpoints in $\mathbb{T} \times I$. Let us assume that these two curves have no topological crossing on the cylinder $\mathbb{T} \times I$ and let $B \subset \mathbb{T} \times I$ be the domain enclosed between them.

Observe that $\int_{L_{k+1}} \lambda - \int_{L_k} \lambda = \int_{L_k} (G^* \lambda - \lambda) = \int_{L_k} dh = h(\tilde{s}_k, \tilde{s}_{k+1}) - h(s_k, s_{k+1}).$

Hence, $\sum_{k=0}^{q-1} (h(\tilde{s}_k, \tilde{s}_{k+1}) - h(s_k, s_{k+1})) = \int_{L_0} \lambda - \int_{L_0} \lambda = \int_{L_q - L_0} \lambda = \pm \int_B \omega$, where the sign $\pm$ depends on the orientation of the closed path $g^q(L_0) - L_0$, but we do not need it, because we take absolute values in both sides of the previous relation:

$$\left| W^{(p,q)}[\tilde{O}] - W^{(p,q)}[O] \right| = \int_B \omega =: \text{Area}_\omega[B]. \quad (11)$$

These arguments go back to the MacKay-Meiss-Percival action principle [23, 26]. If the curves $L_0$ and $g^q(L_0)$ have some topological crossing, then the domain $B$ has several connected components, in which case $\left| W^{(p,q)}[\tilde{O}] - W^{(p,q)}[O] \right| \leq \int_B \omega =: \text{Area}_\omega[B]$, because the sign in front of the integral of the area form $\omega$ depends on the connected component.
If the analytic exact twist map $g$ has a $(m, n)$-resonant RIC, then

$$\Delta^{(m,n)} = 0.$$ 

Indeed, we can take a segment of the RIC as the curve $L_0$ used in the previous construction in such a way that $g^n(L_0) = L_0$ and $\text{Area}_w[B] = 0$. It turns out that the differences of $(p, q)$-periodic actions of $g$ are exponentially small when $p/q$ is “sufficiently close” to $m/n$. The meaning of “sufficiently close” is clarified in the following theorem. See also Remark 3.

**Theorem 4.** Let $g : \mathbb{T} \times I \to \mathbb{T} \times I$ be an analytic exact twist map that can be extended as rigid rotations of angles $\varrho_-$ and $\varrho_+$ to the boundaries $C_- = \mathbb{T} \times \{r_-\}$ and $C_+ = \mathbb{T} \times \{r_+\}$, respectively. We also assume that $g$ has a $(a_*, b_*)$-analytic $(m, n)$-resonant RIC $C \subset \mathbb{T} \times I$, $C = \mathbb{T} \times \{r_-\}$ for a finite $r_-$, or $C = \mathbb{T} \times \{r_+\}$ for a finite $r_+$. Let $\alpha \in (0, a_*)$ and $L \geq 1$. There exist $K, q_* > 0$ such that

$$\Delta^{(p,q)} \leq K \exp \left(-\frac{2\pi\alpha q}{|np - mq|}\right),$$

(12)

for all relatively prime integers $p$ and $q$ with $1 \leq |np - mq| \leq L$ and $q \geq q_*$. 

The proof has been placed at Section 6.

**Remark 1.** If $C = \mathbb{T} \times \{r_-\}$ (respectively, $C = \mathbb{T} \times \{r_+\}$), the bound (12) only makes sense as $p/q$ tends to the boundary rotation number $\varrho_- = m/n$ (respectively, $\varrho_+ = m/n$) from the right: $p/q \to (m/n)^+$ (respectively, from the left: $p/q \to (m/n)^-$). We will see several examples of this situation in Sections 3 and 4.

**Remark 2.** Infinite values of $r_\pm$ can also be dealt with. For instance, if $r_+ = +\infty$, then we consider the coordinate $v = 1/r$ and we assume that: 1) $C_+ = \{v = 0\}$ is a $(m, n)$-resonant boundary; 2) $g$ can be analytically extended to $v \geq 0$; 3) $\omega = \beta(v) dv$ with $\beta(v) = \beta_* v^j + O(v^{j+1})$ for some real number $\beta_* \neq 0$ and some integer $j \neq -2$; 4) $f = g^n$ has the form (7) for some real analytic 1-periodic functions $\varphi(s)$ and $\psi(s)$; and 5) $\varphi(s)$ is negative. Then the change $(s, r) \mapsto (s, v = 1/r)$ transforms the infinite setup into a finite one, so Theorem 4 still holds. We just mention two subtle points. First, the change (8) is not well-defined when $j = -2$. Thus, $\beta(v)$ can have a pole at $v = 0$, provided it is not a double one. Second, $\varphi(s)$ is negative because the change $(s, r) \mapsto (s, v = 1/r)$ reverses the orientation, and so, it changes the sign of the twist.

**Remark 3.** Condition $|np - mq| \leq L$ implies that $|p/q - m/n| = O(1/q)$ as $q \to +\infty$.

**Remark 4.** In many applications, $C$ is a RIC of fixed points; that is, a $(0, 1)$-resonant RIC. Then Theorem 4 implies that $\Delta^{(p,q)}$ is exponentially small in the period $q$ when $p$ remains uniformly bounded. To be precise, if $\alpha \in (0, a_*)$ and $L \geq 1$, there exist $K, q_* > 0$ such that

$$\Delta^{(p,q)} \leq Ke^{-2\pi\alpha q/|p|}$$

for all relatively prime integers $p$ and $q$ with $q \geq q_*$ and $0 \neq |p| \leq L$. 


3. On the length spectrum of analytic convex domains

3.1. Convex billiards

We recall some well-known results about billiards that can be found in [20, 35, 18].

Let $\Gamma$ be a closed strictly convex curve in the Euclidean plane $\mathbb{R}^2$. We assume, without loss of generality, that $\Gamma$ has length one. Let $s \in \mathbb{T}$ be an arc-length parameter on $\Gamma$. Set $I = (r_-, r_+) = (0, \pi)$. Let $f : \mathbb{T} \times I \to \mathbb{T} \times I$, $(s_1, r_1) = f(s, r)$, be the map that models the billiard dynamics inside $\Gamma$ using the Birkhoff coordinates $(s, r)$, where $s \in \mathbb{T}$ determines the impact point on the curve, and $r \in I$ denotes the angle of incidence.

The map $f$ preserves the exact symplectic form $\omega = \nu'(r)ds \wedge dr = \sin r ds \wedge dr$ and has the intersection property. Indeed, $f : \mathbb{T} \times I \to \mathbb{T} \times I$ is an exact twist map with boundary rotation numbers $\varrho_- = 0$ and $\varrho_+ = 1$. Besides, its Lagrangian is the distance between consecutive impact points. Finally, $f$ is analytic when $\Gamma$ is analytic.

Any $(p, q)$-periodic orbit on the billiard map forms a a closed inscribed polygon with $q$ sides that makes $p$ turns inside $\Gamma$. Since the Lagrangian of the billiard map is the distance between consecutive impact points, the periodic action of a periodic orbit is just the total length of the corresponding polygon. Therefore, the supremum action difference among $(p, q)$-periodic billiard orbits is the supremum length difference among inscribed billiard $(p, q)$-polygons.

3.2. Study close to the boundary of the billiard table

Let us check that the boundary $C_- = \mathbb{T} \times \{0\}$ satisfies the hypotheses stated in Theorem 4.

**Proposition 5.** If $f$ is the billiard map associated to an analytic strictly convex curve $\Gamma$, the boundary $C_-$ is a $(a_*, b_*)$-analytic $(0, 1)$-resonant RIC of $f$ for some $a_* > 0$ and $b_* > 0$.

**Proof.** The lower boundary $C_-$ is a $(0, 1)$-resonant because $\varrho_- = 0$. Clearly, $r_- = 0$ is finite and the function $\nu(r) = \sin r$ can be analytically extended to $[0, \pi)$. Hence, in order to end the proof we only need to prove that the billiard map $f$ can be analytically extended to $\mathbb{T} \times [0, \pi)$ and the twist condition holds on $C_-$; see Lemma 2.

Let $m : \mathbb{T} \to \Gamma$, $\kappa : \mathbb{T} \to (0, +\infty)$, and $n : \mathbb{T} \to \mathbb{R}^2$ be an arc-length parametrization, the curvature, and a unit normal vector of the analytic strictly convex curve linked by the relation $m''(s) = \kappa(s)n(s)$.

We write the angle of incidence as a function of consecutive impact points: $r = r(s, s_1)$. If $s_1 \neq s$, then $r(s, s_1)$ is analytic, $r(s, s_1) \in (0, \pi)$, and $\partial_2 r(s, s_1) > 0$. The last property follows from the twist character of the billiard map. Let us study what happens on $C_-';$ or, equivalently, what happens in the limit $s_1 \to s^-$. We note that $r$ is the angle between $m'(s)$ and $m(s_1) - m(s)$. Hence,

$$\tan r = \frac{\sin r}{\cos r} = \frac{\det (m'(s), m(s_1) - m(s))}{\langle m'(s), m(s_1) - m(s) \rangle} = \frac{\int_0^1 \det (m'(s), m'(s + t(s_1 - s))) dt}{\int_0^1 \langle m'(s), m'(s + t(s_1 - s)) \rangle dt}. \quad (13)$$
This expression shows that \( r(s, s_1) \) is analytic when \( s_1 = s \) and \( r(s, s) = 0 \). Besides,

\[
\lim_{s_1 \to +} \partial_2 r(s, s_1) = \lim_{s_1 \to +} \cos^2 r(s, s_1) \partial_2 \tan r(s, s_1) = \kappa(s)/2 > 0,
\]

for all \( s \in \mathbb{T} \), which implies that \((s, s_1) \mapsto (s, r)\) is an analytic diffeomorphism that maps a neighbourhood of the diagonal in \( \mathbb{T}^2 \) to a neighborhood of the lower boundary \( C_- = \mathbb{T} \times \{0\} \).

Next, we write the billiard map \((s_1, r_1) = f(s, r)\) as the composition of three maps:

\[
(s, r) \mapsto (s, s_1) \mapsto (s_1, s) \mapsto (s_1, r_1).
\]

We have already seen that the first map is analytic in a neighborhood of \( C_- \). Clearly, the second map is analytic. The third one is also analytic, because \( r_1 = r_1(s, s_1) = \pi - r(s_1, s) \) by definition of billiard map. Thus, \( f \) can be analytically extended to \( \mathbb{T} \times [0, \pi] \). The twist condition on \( C_- \) follows from inequality (14).

We can compare the coordinates (8) with the coordinates defined by Lazutkin in [21]. We note that \( \nu'(r) = \sin r = r + O(r^2) \), so \( j = 1 \) in the change (8). If \( \rho(s) = 1/\kappa(s) \) is the radius of curvature of \( \Gamma \), then the Taylor expansion around \( r = 0 \) of the billiard map is

\[
\begin{align*}
s_1 &= s + 2\rho(s)r + 4\rho(s)\rho'(s)r^2/3 + O(r^3), \\
r_1 &= r - 2\rho'(s)r^2/3 + (4(\rho(s))^2/9 - 2\rho(s)\rho''(s)/3)r^3 + O(r^4).
\end{align*}
\]

From this Taylor expansion, Lazutkin deduced that the billiard map takes the form

\[
\begin{align*}
x_1 &= x + y + O(y^3), \\
y_1 &= y + O(y^4)
\end{align*}
\]

in the analytic Lazutkin coordinates \((x, y)\) defined by

\[
x = k \int_0^s \rho^{-2/3}(t)dt, \quad y = 4k\rho^{1/3}(s)\sin(r/2), \quad k^{-1} = \int_0^1 \rho^{-2/3}(t)dt.
\]

The constant \( k \) has, once more, been determined in such a way that the new angular coordinate \( x \) is defined modulus one. Lazutkin’s results are more refined, he wrote the billiard map as a smaller perturbation of the integrable twist map \((x_1, y_1) = (x + y, y)\), but we do not need it.

By direct application of Proposition 5 and Theorem 4 we get the following exponentially small upper bound of the quantities \( L^{(p,q)} \) defined in the introduction.

**Theorem 6.** Let \( \Gamma \) be an analytic strictly convex curve in the Euclidean plane. Let \( a_* > 0 \) be the analyticity strip width of the lower boundary \( C_- \). Let \( \alpha \in (0, a_*) \) and \( L \geq 1 \). There exist a constant \( K > 0 \) and a period \( q_* \geq 1 \) such that

\[
L^{(p,q)} \leq Ke^{-2\pi a_*/p},
\]

for all relatively prime integers \( p \) and \( q \) with \( q \geq q_* \) and \( 0 < p \leq L \).

The same exponentially small upper bound holds for analytic geodesically strictly convex curves on surfaces of constant curvature, where the billiard trajectories are just broken geodesics. Billiard maps on the Klein model of the hyperbolic plane \( \mathbb{H}^2 \) and on the positive hemisphere \( S^2_+ \) have been studied, for instance, in [7], where it is shown that they are exact twist maps with the same boundary rotation numbers as in the Euclidean case. Therefore, by local isometry arguments, we can write a version of Theorem 6 on any surface of constant curvature.
Definition 7. A smooth closed convex curve is of constant width if and only if it has a chord in any direction perpendicular to the curve at both ends.

Billiards inside convex curves of constant width have a nice property \[19, 14\]. Let us explain it.

The billiard map associated to a smooth convex curve of constant width has the horizontal line \(T \times \{\pi/2\}\) as a resonant \((1, 2)\)-RIC. Any trajectory belonging to that RIC is orthogonal to the curve at its two endpoints. Due to the variational formulation, all the \((1, 2)\)-periodic orbits are extrema of the \((1, 2)\)-periodic action and, thus, all \((1, 2)\)-periodic trajectories have the same length, which is the reason we refer to them as constant width curves.

Another characterization of constant width curves is the following. We reparametrize the curve by using the angle \(\varphi \in (0, 2\pi)\) between the tangent vector at a point in the curve and some fixed line. Let \(\rho(\varphi)\) be the radius of curvature at this point. The curve has constant width if and only if the Fourier series of \(\rho(\varphi)\) contains no other even coefficients than the constant term. Thus, the space of analytic constant width curves has infinite dimension and codimension.

Theorem 4 can be directly applied in this context and we have the following result.

Theorem 7. Let \(g : T \times I \to T \times I\) be the billiard map of an analytic strictly convex curve of constant width. Let \(a_* > 0\) be the analyticity strip width of the \((1, 2)\)-resonant RIC of \(g\). Let \(\alpha \in (0, a_*)\) and \(L \geq 1\). There exist a constant \(K > 0\) and a period \(q_* \geq 1\) such that
\[
L(p, q) \leq K \exp \left( -\frac{\pi \alpha}{|p/q - 1/2|} \right),
\]
for all relatively prime integers \(p\) and \(q\) such that \(1 \leq |2p - q| \leq L\) and \(q \geq q_*\).

One could try to generalize constant width billiards, where \(T \times \{\pi/2\}\) is a \((1, 2)\)-resonant RIC, to constant angle tables, where \(T \times \{r_0\}\) is assumed to be a \((m, n)\)-resonant RIC. However, the only table such that \(T \times \{r_0\}\) is a \((m, n)\)-resonant RIC, with \((m, n) \neq (1, 2)\), is the circle. See \[14, 8\]. By the way, Theorem 4 applies to this case but, since the circular billiard is integrable, \(L(m,n) \equiv 0\), for all \((m, n)\). In fact, the circular billiard map is globally conjugated to the integrable twist map \[9\].

There are more billiard tables with resonant RICs, but their RICs are not horizontal. For instance, the elliptic table has all possible \((m, n)\)-resonant RICs, but the \((1, 2)\)-resonant one. Hence, in this case, \(\Delta(m,n) = 0\). Baryshnikov and Zharnitsky \[3\] proved that an ellipse can be infinitesimally perturbed so that any chosen resonant RIC will persist. Innami \[16\] found a condition on the billiard table that guarantees the existence of a \((1, 3)\)-resonant RIC. However, Theorem 4 can not be applied in such cases, because both the Baryshnikov-Zharnitsky and the Innami constructions are done in the smooth category, where we can only claim that \(L(p,q)\) is beyond all order in the difference between rotation numbers.
4. On the area spectrum of analytic convex domains

4.1. Dual billiards

We recall some well-known facts about dual billiards that can be found in [5, 15, 35].

Let \( \Gamma \) be a strictly convex closed curve in the Euclidean plane \( \mathbb{R}^2 \). Let \( \mathcal{U} \) be the unbounded component of \( \mathbb{R}^2 \setminus \Gamma \). The dual billiard map \( f : \mathcal{U} \to \mathcal{U} \) is defined as follows: \( f(z) \) is the reflection of \( z \) in the tangency point of the oriented tangent line to \( \Gamma \) through \( z \). This map is area-preserving. Next, we introduce the envelope coordinates \((\alpha, r) \in T^* \times I \) of a point \( z \in \mathcal{U} \). In this section, \( T^* = \mathbb{R}/2\pi\mathbb{Z} \) and \( I = (0, +\infty) \). We recall that \( T = \mathbb{R}/\mathbb{Z} \).

Given a point \( z \in \mathcal{U} \), let \( \alpha \in T^* \) be the angle made by the positive tangent line to \( \Gamma \) in the direction of \( z \) with a fixed direction of the plane, and let \( r \in I \) be the distance along this line from \( \Gamma \) to \( z \). See Figure\[\text{Figure 1. The envelope coordinates } (\alpha, r) \text{ and the dual billiard map } f : \mathcal{U} \to \mathcal{U}.\]

The dual billiard map preserves the exact symplectic form \( \omega = \nu'(r) \, d\alpha \, dr = r \, d\alpha \, dr \), and it has the intersection property. Indeed, \( f : T^* \times I \to T^* \times I, (\alpha_1, r_1) = f(\alpha, r) \), is an exact twist map with boundary rotation numbers \( \rho_- = 0 \) and \( \rho_+ = \pi \). Its Lagrangian is the area enclosed by \( \Gamma \) and the tangent lines through the points on \( \Gamma \) with coordinates \( \alpha \) and \( \alpha_1 \).

Any \((p, q)\)-periodic orbit on the dual billiard map forms a closed circumscribed polygon with \( q \) sides that makes \( p \) turns outside \( \Gamma \). Since the Lagrangian of the dual billiard map is the above-mentioned area, the periodic action of a periodic orbit is just the area enclosed between the corresponding polygon and \( \Gamma \), taking into account some multiplicities when
Therefore, the supremum action difference among \((p, q)\)-periodic dual billiard orbits is the supremum area difference among circumscribed dual billiard \((p, q)\)-polygons.

4.2. Study close to the curve

We note that \(r \to 0^+\) when the point \(z \in \mathcal{U}\) approaches to the curve \(\Gamma\). Therefore, in order to study the dual billiard dynamics close to \(\Gamma\), we must study the dual billiard map \(f\) in a neighbourhood of the lower boundary \(C_- = \mathbb{T}_x \times \{0\}\) of \(\mathbb{T}_x \times I\). Let us check that \(C_-\) satisfies the hypotheses stated in Theorem 4.

**Proposition 8.** If \(f\) is the dual billiard map associated to an analytic strictly convex curve \(\Gamma\), the lower boundary \(C_-\) is an \((a_*, b_*)\)-analytic \((0, 1)\)-resonant RIC of \(f\) for some \(a_*>0\) and \(b_*>0\).

**Proof.** The lower boundary \(C_-\) is a \((0, 1)\)-resonant because \(\varrho_- = 0\). Clearly, \(r_- = 0\) is finite and the function \(\nu(r) = r\) can be analytically extended to \([0, +\infty)\). Hence, in order to end the proof we only need to prove that the dual billiard map \(f\) can be analytically extended to \(\mathbb{T}_x \times [0, +\infty)\) and the twist condition holds on \(C_-\); see Lemma 2.

We write the distance \(r\) as a function of consecutive tangent points: \(r = r(\alpha, \alpha_1)\). We know that \(r(\alpha, \alpha_1)\) is analytic, \(r(\alpha, \alpha_1) > 0\), and \(\partial_2 r(\alpha, \alpha_1) > 0\) when \(\alpha_1 \not\in \{\alpha, \alpha + \pi\}\). The last property follows from the twist character of the dual billiard map.

Let us study what happens on \(C_-\); or, equivalently, what happens in the limit \(\alpha_1 \to \alpha\). Let \(\rho : \mathbb{T}_x \to (0, +\infty)\) be the radius of curvature of \(\Gamma\) in the angular coordinate \(\alpha\). Set \(\alpha_1 = \alpha + \delta\). From Boyland [5], we know that

\[
r(\alpha, \alpha_1) = \frac{\int_0^{\alpha_1} \sin(v - \alpha)\rho(v)dv}{\sin(\alpha_1 - \alpha)} = \frac{\delta}{\sin \delta} \int_0^1 \sin(\delta t)\rho(\alpha + \delta t)dt.
\]

(15)

This expression shows that \(r(\alpha, \alpha_1)\) is analytic when \(\alpha_1 = \alpha\) and \(r(\alpha, \alpha) = 0\). By derivating relation (15) with respect to \(\alpha_1\), we get that

\[
\partial_2 r(\alpha, \alpha) = \rho(\alpha)/2 > 0,
\]

(16)

for all \(\alpha \in \mathbb{T}_x\), which implies that \((\alpha, \alpha_1) \mapsto (\alpha, r)\) is an analytic diffeomorphism that maps a neighbourhood of the diagonal in \(\mathbb{T}_x^2\) to a neighborhood of the lower boundary \(C_- = \mathbb{T}_x \times \{0\}\).

Next, we write the billiard map \((\alpha_1, r_1) = f(\alpha, r)\) as the composition of three analytic maps:

\[
(\alpha, r) \mapsto (\alpha_1, \alpha) \mapsto (\alpha_1, \alpha) \mapsto (\alpha_1, r_1).
\]

Thus, \(f\) can be analytically extended to \(\mathbb{T}_x \times [0, +\infty)\). The twist condition on \(C_-\) follows from inequality (16). \(\square\)

We can compare the coordinates [3] with the coordinates defined by Tabachnikov in [36]. We note that \(\nu'(r) = r\), so \(j = 1\) in the change [5]. If \(\kappa(\alpha)\) is the curvature of \(\Gamma\), then the Taylor expansion around \(r = 0\) of the dual billiard map is

\[
\alpha_1 = \alpha + 2\kappa(\alpha)r + O(r^2), \quad r_1 = r - 2\kappa'(\alpha)r^2/3 + O(r^3).
\]

† Tangent lines through points with coordinates \(\alpha\) and \(\alpha + \pi\) are parallel, so \(\lim_{\alpha \to \pi} r(\alpha, \alpha_1) = +\infty\).
On the length and area spectrum of analytic convex domains

(Tabachnikov wrote this Taylor expansion in coordinates \((s, r)\), where \(s\) is an arc-length parameter, but his result can be easily adapted.) From this Taylor expansion, one deduces that the dual billiard map takes the form (6) in the analytic Tabachnikov coordinates

\[
\begin{align*}
  x &= k \int_0^\alpha \kappa^{-2/3}(v) \, dv, \\
  y &= 2k \kappa^{1/3}(\alpha) r, \\
  k^{-1} &= \int_0^{2\pi} \kappa^{-2/3}(v) \, dv.
\end{align*}
\]

The constant \(k\) has been determined in such a way that \(x\) is defined modulus one: \(x \in \mathbb{T}\).

We get the following exponentially small upper bound of the quantities \(A^{(p,q)}\) defined in the introduction by direct application of Proposition 8 and Theorem 4.

**Theorem 9.** Let \(\Gamma\) be an analytic strictly convex curve in the Euclidean plane. Let \(a_* > 0\) be the analyticity strip width of the lower boundary \(\Gamma_-.\) Let \(\alpha \in (0, a_*)\) and \(L \geq 1\). There exist a constant \(K > 0\) and a period \(q_* \geq 1\) such that

\[
A^{(p,q)} \leq Ke^{-2\pi q \alpha/p},
\]

for all relatively prime integers \(p\) and \(q\) with \(q \geq q_*\) and \(0 < p \leq L\).

Tabachnikov [37] studied the dual billiard map in the hyperbolic plane \(\mathbb{H}^2\), and extended the asymptotic expansion (2) to that new setting. He also claimed that there exists an analogous formula for dual billiards on the unit sphere \(S^2\). Therefore, by local isometry arguments, we can write a version of Theorem 9 on any surface of constant curvature.

**4.3. Study far away from the curve**

We note that \(r \to +\infty\) when the point \(z \in \mathbb{U}\) moves away from the curve \(\Gamma\). We use the coordinates \((\alpha, v)\) to work at infinity, where \(v = 1/r\) and \((\alpha, r) \in \mathbb{T}_* \times I\) are the coordinates introduced in Subsection 4.1. The exact symplectic form \(\omega = rdrd\alpha\) becomes \(\omega = -v^{-3}d\alpha dv\) in coordinates \((\alpha, v)\). Tabachnikov [36] realized that the dual billiard map at infinity can be seen as a map defined in a neighbourhood of the \((1, 2)\)-resonant RIC \(C_+ \equiv \{v = 0\}\). To be precise, he saw that the dual billiard map can be analytically extended to \(v \geq 0\), its square has the form

\[
\begin{align*}
  \alpha_1 &= \alpha + \varphi(\alpha)v + O(v^2), \\
  v_1 &= v + \psi(\alpha)v^2 + O(v^3),
\end{align*}
\]

for some real analytic 1-periodic functions \(\varphi(\alpha)\) and \(\psi(\alpha)\), and \(\varphi(\alpha)\) is negative. Hence, the following result is deduced from Remark 2.

**Theorem 10.** Let \(\Gamma\) be an analytic strictly convex curve in the Euclidean plane. Let \(a_* > 0\) be the analyticity strip width of the boundary \(\Gamma_+.\) Let \(\alpha \in (0, a_*)\) and \(L \geq 1\). There exist a constant \(K > 0\) and a period \(q_* \geq 1\) such that

\[
A^{(p,q)} \leq K \exp \left( -\frac{\pi \alpha}{|p/q - 1/2|} \right),
\]

for all relatively prime integers \(p\) and \(q\) such that \(1 \leq |2p - q| \leq L\) and \(q \geq q_*\).
5. Proof of Theorem

5.1. Spaces, norms, and projections

Let $\mathcal{X}_{a,b}$, with $a > 0$ and $b > 0$, be the space of all analytic functions $g$ defined on the open set

$$D_{a,b} = \{ (x,y) \in (\mathbb{C}/\mathbb{Z}) \times \mathbb{C} : |\text{Re}x| < a, |y| < b \}$$

with bounded Fourier norm

$$\|g\|_{a,b} = \sum_{k \in \mathbb{Z}} |\hat{g}_k| b^{2\pi|k|/a},$$

where $\hat{g}_k(y)$ denotes the $k$-th Fourier coefficient of the 1-periodic function $g(\cdot, y)$ and

$$|\hat{g}_k|_b = \sup \{|\hat{g}_k(y)| : y \in B_b\}$$

denotes its sup-norm on the complex open ball $B_b = \{ y \in \mathbb{C} : |y| < b \}$. Let

$$|g|_{a,b} = \sup \{|g(x,y)| : (x,y) \in D_{a,b}\}$$

be the sup-norm on $D_{a,b}$.

Let $\mathcal{X}_{a,b,m}$ be the space of all vectorial functions $G : D_{a,b} \to \mathbb{C}^2$ of the form

$$G(x,y) = (y^m g_1(x,y), y^{m+1} g_2(x,y))$$

such that $g_1, g_2 \in \mathcal{X}_{a,b}$. The space $\mathcal{X}_{a,b,m}$ is a Banach space with the Fourier norm

$$\|G\|_{a,b,m} = \max \{ \|g_1\|_{a,b}, \|g_2\|_{a,b} \}.$$ The sup-norm $\cdot |_{a,b,m}$ on $\mathcal{X}_{a,b,m}$ is defined analogously.

Let $g^*_2(y) = \int_0^1 g_2(x,y) \, dx$ be the average of $g_2(x,y)$. Let $\mathcal{X}_{a,b,m} = \mathcal{X}^*_{a,b,m} \oplus \mathcal{X}^\bullet_{a,b,m}$ be the direct decomposition where $\mathcal{X}^*_{a,b,m}$ is the vectorial subspace of the elements of the form $G^*(x,y) = (0, y^{m+1} g_2^*(y))$, whereas $\mathcal{X}^\bullet_{a,b,m}$ is the one of the elements with $g^*_2(y) = 0$. Let

$$\pi^* : \mathcal{X}_{a,b,m} \to \mathcal{X}^*_{a,b,m} \text{ and } \pi^\bullet : \mathcal{X}_{a,b,m} \to \mathcal{X}^\bullet_{a,b,m}$$

be the associated projections. Thus, any $G \in \mathcal{X}_{a,b,m}$ can be decomposed as $G = G^* + G^\bullet$, where

$$G^* = \pi^* (G) = (0, y^{m+1} g_2^*(y)) \in \mathcal{X}^*_{a,b,m}, \quad G^\bullet = \pi^\bullet (G) \in \mathcal{X}^\bullet_{a,b,m}.$$ Obviously, $\|G^*\|_{a,b,m} \leq \|G\|_{a,b,m}$ and $\|G^\bullet\|_{a,b,m} \leq \|G\|_{a,b,m}$.

We will always denote the scalar functions in $\mathcal{X}_{a,b}$ with lower-case letters, and the vectorial functions in $\mathcal{X}_{a,b,m}$ with upper-case letters. Asterisk and bullet superscripts in upper-case letters stand for the $\pi^*$-projections and $\pi^\bullet$-projections of vectorial functions in $\mathcal{X}_{a,b,m}$, respectively. Asterisk superscripts in lower-case letters denote averages of scalar functions in $\mathcal{X}_{a,b}$. We will always write the couple of scalar functions associated to any given vectorial function of $\mathcal{X}_{a,b,m}$ with the corresponding lower-case letter and the subscripts $j = 1, 2$. Hat symbols denote Fourier coefficients.
5.2. The averaging and the iterative lemmas

Henceforth, let \( A(x, y) = (x + y, y) \) be the integrable twist map introduced in \( \text{(9)} \). Let \( F = F_2 \) be a map satisfying the properties listed in Lemma \( \text{(1)} \) so \( F_2 = A + G_2 \) for some \( G_2 \in \mathcal{X}_{a_2,b_2,2} \), where \( a_2 = a_\ast \) is the analyticity strip width in the angular variable \( x \), and \( b_2 = b_\ast \) is the analyticity radius in \( y \). Hence, \( F_2 \) is a perturbation of \( A \) of order two. The following lemma allows us to increase that order as much as we want by simply losing as little analyticity strip width as we want. It is based on classical averaging methods. In particular, we see that \( F \) is a perturbation beyond all order of \( A \).

**Lemma 11** (Averaging Lemma). Let \( F = A + G_2 \), with \( G_2 \in \mathcal{X}_{a_2,b_2,2} \) and \( a_2 > 0 \) and \( b_2 > 0 \), be a real analytic map with the intersection property on the cylinder \( \mathbb{T} \times (-b_2, b_2) \). Let \( m \geq 3 \) be an integer. Let \( a_m \) be any analyticity strip width such that \( a_m \in (0, a_2) \).

There exist an analyticity radius \( b_m \in (0, b_2) \) and a change of variables of the form

\[
\Phi_m = I + \Psi_m \text{ for some } \Psi_m \in \mathcal{X}_{a_m,b_m,1}
\]

such that the transformed map \( F_m = \Phi_m^{-1} \circ F_2 \circ \Phi_m \) is real analytic, has the intersection property on the cylinder \( \mathbb{T} \times (-b_m, b_m) \), and has the form

\[ F_m = A + G_m \text{ for some } G_m \in \mathcal{X}_{a_m,b_m,m}. \]

Besides, the change of variables \( \Phi_m \) is close to the identity on \( \mathbb{T} \times (-b_m, b_m) \). That is,

\[ \Phi_m(x, y) = (x + O(y), y + O(y^2)) , \quad \det[\Phi_m(x, y)] = 1 + O(y) , \quad (17) \]

uniformly for all \((x, y) \in \mathbb{T} \times (-b_m, b_m)\).

**Proof.** The change \( \Phi_m \) is the composition of \( m - 2 \) changes of the form

\[ \Phi_l = I + \bar{\Psi}_l , \quad \bar{\Psi}_l \in \mathcal{X}_{a_l,b_l,l-1} , \quad 2 \leq l < m , \]

where \( a_l = a_2 - (l - 2)\epsilon_1, \epsilon = (a_2 - a_m)/(m - 2) \), \( b_2 \leq l < m \) is a positive decreasing sequence, and \( \bar{\Psi}_l \) is constructed as follows to increase the order of the perturbation from \( l \) to \( l + 1 \).

Let us suppose that we have a real analytic map with the intersection property on \( \mathbb{T} \times (-b_l, b_l) \) of the form \( F_l = A + G_l \), for some \( G_l \in \mathcal{X}_{a_l,b_l,l} \) with \( a_l, b_l > 0 \) and \( l \geq 2 \).

We begin with a formal computation. We write

\[ F_l(x, y) = (x + y + y^l h_1(x) + O(y^{l+1}), y + y^{l+1} h_2(x) + O(y^{l+2})) , \]

where the functions \( h_1(x) \) and \( h_2(x) \) are 1-periodic and analytic on the open complex strip \( \{ x \in \mathbb{C}/\mathbb{Z} : |\Im x| < a_l \} \). We will see, by using an *a posteriori* reasoning, that the intersection property implies that \( h_2(x) \) has zero average; that is, \( h_2^* = \int_0^1 h_2(x) dx = 0 \). Nevertheless, we cannot prove it yet. Thus, we will keep an eye on \( h_2^* \) in what follows.

If we take the change of variables

\[ \tilde{\Phi}_l(x, y) = (x + y^{l-1} \psi_1(x), y + y \psi_2(x)) \]

for some functions \( \psi_1(x) \) and \( \psi_2(x) \), then, after a straightforward computation, the map \( F_{l+1} = (\tilde{\Phi}_l)^{-1} \circ F_l \circ \tilde{\Phi}_l \) has the form

\[ F_{l+1}(x, y) = (x + y + y^l k_1(x) + O(y^{l+1}), y + y^{l+1} k_2(x) + O(y^{l+2})) , \]
with \( k_1 = \psi_2 + h_1 - \psi_1 \) and \( k_2 = h_2 - \psi_2 \). Therefore, we take
\[
\psi_2(x) = \int_0^x (h_2(s) - h_2^*) ds - h_1^*, \quad \psi_1(x) = \int_0^x (\psi_2(s) + h_1(s)) ds,
\]
so that \( k_1(x) = 0 \) and \( k_2(x) = h_2^* \). These functions \( \psi_2(x) \) and \( \psi_1(x) \) are 1-periodic, because \( h_2(s) - h_2^* \) and \( \psi_2(s) + h_1(s) \) have zero average. Besides, \( \psi_1(x) \) and \( \psi_2(x) \) are analytic in the open complex strip \( \{ x \in \mathbb{C}/\mathbb{Z} : |x| < a_1 \} \). Indeed, \( \tilde{\Phi}_t = I + \tilde{\Psi}_t \) with \( \tilde{\Psi}_t \in \mathcal{X}_{a_1,b_1,d-l-1} \).

Next, we control the domain of definition of the map \( F_{l+1} \). The inverse change is
\[
(\tilde{\Phi}_t)^{-1}(x,y) = (x - y^{l-1}\psi_1(x) + O(y^l), y - y^{l}\psi_2(x) + O(y^{l+1})).
\]
Thus, the maps \( \tilde{\Phi}_t, F_l \), and \( (\tilde{\Phi}_t)^{-1} \) have the form \((x,y) \mapsto (x + O(y), y + O(y^2))\), since \( l \geq 2 \). Consequently, if \( b_{l+1} \leq b_l/2 \) is small enough, then
\[
D_{a_{l+1},b_{l+1}} \xrightarrow{\tilde{\Phi}_t} D_{a_l-\varepsilon/3,4b_{l+1}/3} \xrightarrow{F_l} D_{a_l-\varepsilon/3,5b_{l+1}/3} \xrightarrow{(\tilde{\Phi}_t)^{-1}} D_{a_l,2b_{l+1}} \subset D_{a_l,b_l},
\]
so \( F_{l+1} = (\tilde{\Phi}_t)^{-1} \circ F_l \circ \Phi_t \) is well-defined on \( D_{a_{l+1},b_{l+1}} \). Now, let us check that \( h_2^* = 0 \). At this moment, we only know that
\[
F_{l+1}(x,y) = (x + y + O(y^{l+1}), y + y^{l+1}h_2^* + O(y^{l+2})),
\]
since the change of variables has not eliminated the average \( h_2^* \). The map \( F_{l+1} \) has the intersection property on the cylinder \( \mathbb{T} \times (-b_{l+1},b_{l+1}) \), because the intersection property is preserved by changes of variables. This implies that \( h_2^* = 0 \). On the contrary, the image of the loop \( \mathbb{T} \times \{ y_0 \} \) does not intersect itself when \( 0 < y_0 \ll 1 \).

Finally, properties (17) follow directly from the fact that we have performed a finite number of changes, all of them satisfying these same properties. \( \square \)

Next, the following theorem provides the exponentially small bound for the \( \pi^* \)-projection of the residue provided an initial order \( m \) big enough. It is the main tool to prove Theorem 5.

**Theorem 12.** Let \( m \geq 6 \) be an integer, \( \bar{a} > 0 \), \( \bar{d} > 0 \), and \( r \in (0,1) \). There exist constants \( \bar{b} = \bar{b}(m,\bar{a},\bar{d},r) > 0 \) and \( c_j = c_j(r) > 0 \), \( j = 1,2,3 \), such that, if
\[
\tilde{F} = A + \tilde{G}, \quad \tilde{G} \in \mathcal{X}_{\bar{a},\bar{b},m}, \quad \tilde{d}^* = \| \pi^*(\tilde{G}) \|_{\bar{a},\bar{b},m}, \quad \tilde{d}^* = \| \pi^*(\tilde{G}) \|_{\bar{a},\bar{b},m}, \quad (19)
\]
and
\[
0 < \bar{a} < \bar{a}, \quad 0 < \bar{b} \leq \bar{b} \sqrt{r}, \quad \tilde{d}^* + (1 + c_2)\tilde{d}^* \leq \bar{d},
\]
then there exists a change of variables \( \tilde{\Phi} = I + \tilde{\Psi} \) satisfying the following properties:

(i) \( \tilde{\Psi} \in \mathcal{X}_{\bar{a},\bar{b},m-1} \) with \( \| \tilde{\Psi} \|_{\bar{a},\bar{b},m-1} \leq c_1 \tilde{d}^* \); and

(ii) The transformed map \( \tilde{F} = \tilde{\Phi}^{-1} \circ \tilde{F} \circ \tilde{\Phi} \) is real analytic, has the intersection property on the cylinder \( \mathbb{T} \times (-\bar{b},\bar{b}) \), and has the form \( \tilde{F} = A + \tilde{G}, \tilde{G} \in \mathcal{X}_{\bar{a},\bar{b},m} \),
\[
\| \pi^*(\tilde{G}) \|_{\bar{a},\bar{b},m} \leq \tilde{d}^* + c_2 \tilde{d}^* , \quad \| \pi^*(\tilde{G}) \|_{\bar{a},\bar{b},m} \leq c_3 e^{-2\pi r(\bar{a} - \bar{a})/\bar{b} \tilde{d}^*}.\]
Theorem 12 is proved in Subsection 5.5.

In order to present the main ideas of the proof, let us try to completely get rid of the remainder of the map of the form $F = A + G$, for some $G \in \mathcal{X}_{a,b,m}$, with a change of variables of the form $\Phi = I + \Psi$, for some $\Psi \in \mathcal{X}_{a,b,m-1}$. Concretely, we look for $\Phi$ such that $A = \Phi^{-1} \circ F \circ \Phi$, or, equivalently, we look for $\Psi$ such that

$$\Psi \circ A - A \Psi = G \circ (I + \Psi).$$

It is not possible to solve this equation in general. Instead, we consider the linear equation

$$\Psi \circ A - A \Psi = G.$$

This vectorial equation reads as

$$\begin{align*}
\psi_1(x + y, y) - \psi_1(x, y) &= y (\psi_2(x, y) + g_1(x, y)), \\
\psi_2(x + y, y) - \psi_2(x, y) &= yg_2(x, y).
\end{align*}$$

Therefore, we need to solve two linear equations of the form

$$\psi(x + y, y) - \psi(x, y) = yg(x, y),$$

where $g \in \mathcal{X}_{a,b}$ is known. If the average of $g(x, y)$ is different from zero: $g^*(y) = \hat{g}_0(y) \neq 0$, then this equation can not be solved. Besides, it is a straightforward computation to check that, if $\hat{g}_0(y) = 0$, the formal solution of this equation in the Fourier basis is

$$\hat{\psi}_k(y) = \frac{y}{e^{2\pi k y} - 1} \hat{g}_k(y), \quad \forall k \neq 0,$$

whereas the zero-th coefficient $\hat{\psi}_0(y)$ can be chosen arbitrarily. From (21), it is clear that (20) can not be solved unless $g$ has only a finite number of harmonics and zero average. For this reason, given a function $g(x, y)$ with zero average, we define its $K$-cut off as

$$g^{<K}(x, y) = \sum_{|k| < K} \hat{g}_k(y) e^{2\pi k x i}.$$  (22)

Let $K$ be such that $|2\pi k y| < 2\pi$ for all $|y| < b$ and $|k| < K$. Hence, we will take $K = s/b$ for some fixed $s \in (0, 1)$, and we will actually solve truncated linear equations of the form

$$\psi(x + y, y) - \psi(x, y) = yg^{<K}(x, y).$$  (23)

The Fourier norm is specially suited to analyse this kind of equations; see Lemma [15].

Summarizing these ideas, we look for a change of variables of the form $\Phi = I + \Psi$, where $\Psi$ satisfies the truncated linear vectorial equation

$$\Psi \circ A - A \Psi = (G^*)^{<K},$$  (24)

where $(G^*)^{<K}$ denotes the $K$-cut off of $G^* = \pi^*(G)$. The average of the first component of $(G^*)^{<K}$ may be non-zero. Equation (24) is studied in Lemma [16]. This close to the identity change of variables $\Phi = I + \Psi$ does not completely eliminate the remainder. However, if $b$ is small enough, it reduces the size of the $\pi^*$-projection of the remainder as the following lemma shows.
Lemma 13 (Iterative lemma). Let $m \geq 6$ be an integer, $\bar{a} > 0$, $\bar{d} > 0$, $\mu > 0$, and $\rho \in (0, 1)$. There exist a constant $\bar{b} > 0$ such that if

$$F = A + G, \quad G \in \mathcal{X}_{a,b,m}, \quad d^* = \|\pi^*(G)\|_{a,b,m}, \quad d^* = \|\pi^*(G)\|_{a,b,m},$$

with

$$0 < a \leq \bar{a}, \quad 0 < b \leq \min\{\bar{b}, a/6\}, \quad d^* + d^* \leq \bar{d},$$

then there exists a change of variables $\Phi = I + \Psi$ satisfying the following properties:

(i) $\Psi \in \mathcal{X}_{a,b,m-1}$ is a solution of the truncated linear equation (24) such that

$$|\Psi|_{a,b,m-1} \leq \|\Psi\|_{a,b,m-1} \leq \Omega d^*,$$

where $\Omega = \Omega(\sqrt{\rho})$ is defined in Lemma 16; and

(ii) The transformed map $\tilde{F} = \Phi^{-1} \circ F \circ \Phi$ is real analytic, has the intersection property on the cylinder $\mathbb{T} \times (-\tilde{b}, \tilde{b})$, and has the form $\tilde{F} = A + \tilde{G}$, $\tilde{G} \in \mathcal{X}_{\tilde{a},\tilde{b},m}$,

$$\|\pi^*({\tilde{G}})\|_{\tilde{a},\tilde{b},m} \leq d^* + e^{-12\pi\rho} d^*, \quad \|\pi^*(\tilde{G})\|_{\tilde{a},\tilde{b},m} \leq e^{-12\pi\rho} d^*,$$

where $\tilde{a} = a - 6b$ and $\tilde{b} = b - \mu b^2$.

Remark 5. If $\tilde{a} = a - 6b$, then $e^{-2\pi\rho(a-\tilde{a})/b} = e^{-12\pi\rho}$.

The proof of this lemma is found in Subsection 5.4. Some technicalities in the proof require the use of the sup-norm, which forces us to deal with both the Fourier norm and the sup-norm. The relations between them are stated in Lemma 14.

Finally, Theorem 12 is obtained by means of a finite sequence of changes of variables like the ones described in the iterative lemma. We want to perform as many of such changes as possible because each change reduces the size of the $\pi^*$-projection of the remainder by the factor $e^{-12\pi\rho}$. Since the loss of analyticity in the angular variable is $6b = O(b)$, then we can at most perform a number $O(1/b)$ of such changes. This idea goes back to Neishtadt [29].

The intersection property is used neither in the proof of the iterative lemma nor in the proof of Theorem 12 but will be essential to control the size of the $\pi^*$-projections of the remainders in terms of the size of their $\pi^*$-projections later on.

5.3. Technical lemmas

Lemma 14. Let $0 < \alpha < \min\{a, 1/2\pi\}$, $b > 0$, and $g \in \mathcal{X}_{a,b}$. Let $g^{\geq K} = g - g^{<K}$, with $g^{<K}$ the $K$-cut off of $g$, defined in (22). Then:

(i) $\|g^{<K}\|_{a,b} \leq \|g\|_{a,b}$

(ii) $\|g^{\geq K}\|_{a-\alpha,b} \leq e^{-2\pi K \alpha} \|g\|_{a,b}$

(iii) $|g|_{a,b} \leq \|g\|_{a,b}$ and

(iv) $\|g\|_{a-\alpha,b} \leq \alpha^{-1}|g|_{a,b}$.

If $m \in \mathbb{N}$, then these bounds also hold for any vectorial function $G \in \mathcal{X}_{a,b,m}$. 
On the length and area spectrum of analytic convex domains

Proof. First, the Fourier norm of $g^{<K}$ is a partial sum of the Fourier norm of $g$. Second, \[ \|g^{\geq K}\|_{a-b, b} = \sum_{|k| \geq K} |\hat{g}_k| e^{2\pi |k| (a-b)} = e^{-2\pi K a} \|\hat{g}_k| e^{2\pi |k| a} \leq e^{-2\pi K a} \|g\|_{a,b}. \] Third, \[ |g(x, y)| \leq \sum_{k \in \mathbb{Z}} |\hat{g}_k(y)| e^{2\pi k x} \leq \sum_{k \in \mathbb{Z}} |\hat{g}_k(y)| e^{2\pi k x} = \|g\|_{a,b}, \text{ for all } (x, y) \in D_{a,b}. \] Fourth, we recall that the Fourier coefficients of the analytic function $g$ satisfy the inequality \[ |\hat{g}_k| \leq e^{-2\pi |k| a} |g|_{a,b} \text{ for all } k \in \mathbb{Z}. \] Hence, \[ \|g\|_{a-b, b} = \sum_{k \in \mathbb{Z}} |\hat{g}_k| e^{2\pi |k| (a-b)} \leq 2|g|_{a,b} \sum_{k \geq 0} e^{-2\pi k a} \leq a^{-1} |g|_{a,b}, \] where we have used that \( \sum_{k \geq 0} e^{-kt} = (1 - e^{-t})^{-1} = 2e^{-t}/(1 - e^{2t}) \text{ for all } t \in (0, 1). \) The last part follows from the definition of the norms $\| \cdot \|_{a,b,m}$ and $| \cdot |_{a,b,m}$. \[ \square \]

Lemma 15. If $s \in (0, 1), \; K = s/b$, and $g \in \mathcal{X}_{a,b}$ is a function with zero average, then the truncated linear equation (25) has a unique solution $\psi \in \mathcal{X}_{a,b}$ with zero average and $\|\psi\|_{a,b} \leq \omega \|g\|_{a,b}$, where
\[ \omega = \omega(s) = \frac{1}{2\pi} \cdot \max_{|z| \leq 2\pi s} \frac{1}{|z| - e^z - 1}. \] (25)

Proof. The Fourier coefficients of $\psi$ must satisfy (21). We note that $\omega < \infty$ for all $s \in (0, 1)$, since the function $z/(e^z - 1)$ is analytic on the open ball $|z| < 2\pi$. Moreover, \[ |\hat{\psi}_k| \leq \left( \frac{1}{\pi} \max_{|z| \leq 2\pi s} \frac{1}{|z| - e^z - 1} \right) |\hat{g}_k| \leq \frac{\omega}{|k|} |\hat{g}_k| \leq \omega |\hat{g}_k|, \] for all $0 < |k| < K = s/b$. Finally, we recall that $\hat{\psi}_0(y) \equiv 0$. Then we obtain that \[ \|\psi\|_{a,b} = \sum_{0 < |k| < K} |\hat{\psi}_k| e^{2\pi |k| a} \leq \omega \sum_{k \in \mathbb{Z}} |\hat{g}_k| e^{2\pi |k| a} = \omega \|g\|_{a,b}. \] \[ \square \]

Remark 6. We will denote by $\psi = G_K(g^{<K})$ the linear operator that sends the independent term $g^{<K}$ of the truncated linear equation (23) to the solution $\psi$ with zero average. Note that the solution $\psi$ has no harmonics of order $\geq K$.

Lemma 16. If $m \geq 1$, $s \in (0, 1), \; K = s/b$, and $G \in \mathcal{X}_{a,b,m}$, then the truncated linear equation (24) has a solution $\Psi \in \mathcal{X}_{a,b,m}$ such that
\[ \|\Psi\|_{a,b,m-1} \leq \Omega \|G^*\|_{a,b,m}, \] where $G^* = \pi^*(G), \; \Omega = \Omega(s) = (\omega(s) + 1) \max\{1, \omega(s)\}$, and $\omega(s)$ is defined in (25).

Proof. Let $G = (y^m g_1, y^{m-1} g_2)$ and $\Psi = (y^{m-1} \psi_1, y^m \psi_2)$. Then the vectorial equation $\Psi \circ A - A \Psi = (G^*)^{<K}$ reads as
\[ \begin{align*}
\psi_1(x + y, y) - \psi_1(x, y) &= y (\psi_2(x, y) + g_1^{<K}(x, y)), \\
\psi_2(x + y, y) - \psi_2(x, y) &= y (g_2^{<K}(x, y) - g_2^*)(y).
\end{align*} \]
Let $\psi_2 = G_K(g_2^{<K} - g_2^*)$ and $\psi_1 = G_K(\psi_2 + g_1^{<K})$. These operations are well-defined since both $g_2 - g_2^*$ and $\psi_2 + g_1$ have zero average. As for the bounds,
\[ \begin{align*}
\|\psi_2\|_{a,b} &\leq \omega \|g_2 - g_2^*\|_{a,b} + \|g_1\|_{a,b} \leq \Omega \|G^*\|_{a,b,m}, \\
\|\psi_1\|_{a,b} &\leq \omega \|\psi_2 + g_1^{<K}\|_{a,b} \\
&\leq \omega \|\psi_2 + g_1^*\|_{a,b} + \omega \|g_1^{<K} - g_1^*\|_{a,b}
\end{align*} \]
\[ \omega^2 \|g_2 - g_2^*\|_{a,b} + \omega \|g_1\|_{a,b} \leq \Omega \|G^\bullet\|_{a,b,m}, \]

where we have used Lemma 15.

**Lemma 17.** Let \( l, n \in \mathbb{N}, 0 < \alpha < \min\{a/3, 1/2\pi\}, 0 < \beta < b/2, c_1, c_2 > 0, \) and \( c = c_1 + c_2, \) such that

\[ b + b^\alpha c < \alpha + \beta, \quad b^{n+1} c < \beta. \]

Let \( M = M(\alpha, b, \beta, c_1, c_2, l, n) = (1 + b^n c)^{l+1} (\alpha^{-1} + b \beta^{-1} + l + 1). \) Let \( \Delta \in \mathcal{X}_{a,b,l}. \) Let \( \Gamma_1, \Gamma_2 \in \mathcal{X}_{a-2a,b-2\beta,n} \) with \( \|\Gamma_j\|_{a-2a,b-2\beta,n} \leq c_j. \) Let \( L(x, y) = (x + \eta y, \gamma) \) with \(|\eta| \leq 1. \) Then,

(i) \( \Delta \circ (L + \Gamma_1) - \Delta \circ (L + \Gamma_2) \in \mathcal{X}_{a-3a,b-2\beta,n+l}, \)

(ii) \( \|\Delta \circ (L + \Gamma_1) - \Delta \circ (L + \Gamma_2)\|_{a-2a,b-2\beta,n+1} \leq M\|\Delta\|_{a,b,l}\|\Gamma_1 - \Gamma_2\|_{a-2a,b-2\beta,n}, \)

(iii) \( \|\Delta \circ (L + \Gamma_1) - \Delta \circ (L + \Gamma_2)\|_{a-3a,b-2\beta,n+1} \leq M\alpha^{-1}\|\Delta\|_{a,b,l}\|\Gamma_1 - \Gamma_2\|_{a-2a,b-2\beta,n}. \)

**Proof.** Let \( \Gamma = \Gamma_1 - \Gamma_2. \) Then \( \|\Gamma\|_{a-2a,b-2\beta,n} \leq \|\|\|_{a-2a,b-2\beta,n} \leq c \) and

\[ \Delta \circ (L + \Gamma_1) - \Delta \circ (L + \Gamma_2) = \int_0^1 (D\Delta \circ (L + t\Gamma)) \cdot \Gamma dt. \]

Let \((x_t, y_t) = (L + t\Gamma)(x, y) = (x + \eta y + t y^n \gamma_1(x, y), y + t y^{n+1} \gamma_2(x, y)), \) with \( t \in [0, 1] \) fixed. We deduce from conditions (26) that \((x_0, y_0)\) and \((x_t, y_t)\) belong to \( D_{a-\beta,b-\beta} \) for all \((x, y) \in D_{a-2a,b-2\beta}. \) Therefore, \((x_t, y_t) \in D_{a-\alpha,b-\beta} \) by convexity of the domain, and so, the composition \( \Delta \circ (L + t\Gamma) \) is well-defined on the domain \( D_{a-2a,b-2\beta}. \)

A simple computation shows that the product \( D\Delta(x_t, y_t) \cdot \Gamma(x, y) \) is equal to

\[ \begin{pmatrix} y_t^{l-1} y^{n+1} (y_t^{-1} y_t \partial_1 \delta_1(x_t, y_t) \gamma_1(x, y) + (y_t \partial_2 \delta_1(x_t, y_t) + l \delta_1(x_t, y_t)) \gamma_2(x, y)) \\ y_t^{l} y^{n+1} (y_t^{-1} y_t \partial_1 \delta_2(x_t, y_t) \gamma_1(x, y) + (y_t \partial_2 \delta_2(x_t, y_t) + (l + 1) \delta_2(x_t, y_t)) \gamma_2(x, y)) \end{pmatrix}. \]

Let us bound the elements above. On the one hand, \(|\gamma_1(x, y)| \leq \|\gamma_1\|_{a-2a,b-2\beta,n} \leq c, \)

\(|y_t| = |y + t y^{n+1} \gamma_2(x, y)| \leq (1 + b^n c)|y|, \) and \(|y| < b \) for all \((x, y) \in D_{a-2a,b-2\beta}. \) On the other hand, \(|\partial_1 \delta_1(x, y)| \leq |\Delta|_{a,b,l} \) and the Cauchy estimates imply that

\[ |\partial_1 \delta_1(x_t, y_t)| \leq \alpha^{-1} |\Delta|_{a,b,l}, \quad |\partial_2 \delta_1(x_t, y_t)| \leq \beta^{-1} |\Delta|_{a,b,l}. \]

From the previous bounds and the definitions of both norms, we deduce that

\[ |(D\Delta \circ (L + t\Gamma)) \cdot \Gamma|_{a-2a,b-2\beta,n+l} \leq M'\|\Delta\|_{a,b,l}\|\Gamma\|_{a-2a,b-2\beta,n}; \]

for all \( t \in [0, 1], \) where \( M' = (1 + b^n c)^{l+1} (\alpha^{-1} + b \beta^{-1} + l + 1). \) Thus,

\[ |\Delta \circ (L + \Gamma_1) - \Delta \circ (L + \Gamma_2)|_{a-2a,b-2\beta,n+l} \leq M'\|\Delta\|_{a,b,l}\|\Gamma\|_{a-2a,b-2\beta,n}, \]

\[ \|\Delta \circ (L + \Gamma_1) - \Delta \circ (L + \Gamma_2)|_{a-3a,b-2\beta,n+1} \leq \alpha^{-1} M'\|\Delta\|_{a,b,l}\|\Gamma\|_{a-2a,b-2\beta,n}. \]

This proves the first item. The other items follow from the bounds \( |\cdot|_{a,b,n+1} \leq b^{-1} |\cdot|_{a,b,n+l} \)

and \( \|\cdot\|_{a,b,n+1} \leq b^{-1} \|\cdot\|_{a,b,n+l}, \) since \( M = M'b^{-1}. \)
Lemma 18. Let \( n \in \mathbb{N}, 0 < \alpha < \min\{a/3, 1/2\pi\}, 0 < \beta < b/2, \) and \( p > 0 \) such that conditions (26) hold with \( c = 2p. \) Let \( \Phi = I + \Psi, \) with \( \Psi \in \mathcal{X}_{\alpha,b,n} \) and \( \|\Psi\|_{\alpha,b,n} \leq p. \) Then \( \Phi(D_{a',b'}) \subset D_{a'+a',b'+\beta} \) for all \( 0 < a' \leq a \) and \( 0 < b' \leq b. \)

Let \( M_\ast = M(\alpha, b, \beta, p, p, n, n), \) where \( M \) is defined in Lemma 17. If \( M_\ast bp < 1, \) then \( \Phi \) is invertible and the inverse change \( \Phi^{-1} \) satisfies the following properties:

(i) \( \Phi^{-1} = I + \Upsilon \) for some \( \Upsilon \in \mathcal{X}_{\alpha-2a, b-2\beta, n} \) such that \( |\Upsilon|_{\alpha-2a, b-2\beta, n} \leq |\Psi|_{\alpha,b,n}. \)

(ii) \( \Phi^{-1}(D_{a',b'}) \subset D_{a'+a',b'+\beta} \) for all \( 0 < a' \leq a - 2\alpha \) and \( 0 < b' \leq b - 2\beta, \) and

(iii) \( \|\Upsilon + \Psi\|_{a-3\alpha, b-2\beta, n+1} \leq M_\ast \alpha^{-1}\|\Psi\|_{a,b,n}^2. \)

Proof. Note that \( |\Psi|_{\alpha,b,n} \leq \|\Psi\|_{\alpha,b,n} \leq p. \) Conditions (26) imply that \( b^n p < \alpha \) and \( b^{n+1} p < \beta. \) Therefore, \( \Phi(D_{a',b'}) \subset D_{a'+a',b'+\beta} \) for all \( 0 < a' \leq a \) and \( 0 < b' \leq b. \) Analogously, if \( \Upsilon \in \mathcal{X}_{\alpha-2a, b-2\beta, n} \) and \( |\Upsilon|_{\alpha-2a, b-2\beta, n} \leq p, \) then \( (I + \Upsilon)(D_{a',b'}) \subset D_{a'+a',b'+\beta} \) for all \( 0 < a' \leq a - 2\alpha, 0 < b' \leq b - 2\beta. \)

We denote by \( B \) the closed ball in \( \mathcal{X}_{\alpha-2a, b-2\beta, n} \) of radius \( p \) in the sup-norm. Let us prove that the functional \( \mathcal{P} : B \to B, \mathcal{P}(\Upsilon) = -\Psi \circ (I + \Upsilon), \) is a well-defined contraction with Lipschitz constant

\[ \text{Lip} \mathcal{P} \leq M_\ast b|\Psi|_{\alpha,b,n} \leq M_\ast bp < 1. \] (27)

First, we observe that

\[ |\mathcal{P}(\Upsilon)|_{\alpha-2a, b-2\beta, n} \leq |\Psi|_{\alpha,b,n} \leq p, \quad \forall \Upsilon \in B, \] (28)

so \( \mathcal{P}(B) \subset B. \) Second, we bound \( \mathcal{P}(\Upsilon) - \mathcal{P}(\Xi) = \Psi \circ (I + \Xi) - \Psi \circ (I + \Upsilon) \) as follows:

\[ |\mathcal{P}(\Upsilon) - \mathcal{P}(\Xi)|_{\alpha-2a, b-2\beta, n+1} \leq b|\mathcal{P}(\Upsilon) - \mathcal{P}(\Xi)|_{\alpha-2a, b-2\beta, n+1} \leq M_\ast b|\Psi|_{\alpha,b,n}|\Xi - \Upsilon|_{\alpha-2a, b-2\beta, n}. \] (29)

The first inequality is direct, and the second comes from Lemma 17 with \( \Delta = \Psi, \Gamma_1 = \Xi, \Gamma_2 = \Upsilon, \) \( L = 1, c_j = p, \) and \( l = n. \) This proves that \( \mathcal{P} \) is a contraction with Lipschitz constant (27). Thus, \( \mathcal{P} \) has a unique fixed point \( \Upsilon \in B \) which satisfies that

\[ (I + \Psi) \circ (I + \Upsilon) = I + \Upsilon + \Psi \circ (I + \Upsilon) = I + \Upsilon - \mathcal{P}(\Upsilon) = I \]
on \( D_{a-2a,b-2\beta}. \) Therefore, the inverse map \( \Phi^{-1} \) exists and equals \( I + \Upsilon. \) Furthermore, \( |\Upsilon|_{\alpha-2a, b-2\beta, n} \leq |\Psi|_{\alpha,b,n} \) follows from (28). Finally,

\[ \|\Upsilon + \Psi\|_{a-3\alpha, b-2\beta, n+1} \leq \alpha^{-1}|\Upsilon + \Psi|_{a-2a, b-2\beta, n+1} \leq \alpha^{-1}|\mathcal{P}(\Upsilon) - \mathcal{P}(0)|_{\alpha-2a, b-2\beta, n+1} \leq M_\ast \alpha^{-1}|\Psi|_{\alpha,b,n}^2 \leq M_\ast \alpha^{-1}\|\Psi\|_{a,b,n}^2. \]

We have used the second inequality of equation (29) with \( \Xi = 0. \) \( \square \)
We recall that $F = A + G$ with $G = \pi^*(G) + \pi^*(G) = G + G^* \in X_{a,b,m}$, $d^* = \|G^*\|_{a,b,m}$, $\alpha = \|G\|_{a,b,m}$, $\tilde{d}^* = \|G^*\|_{a,b,m}$, $d^* + \tilde{d}^* \leq \tilde{d}$, and $m \geq 6$. Let $s = \sqrt{\rho} \in (\rho, 1)$. Let $\Omega = \Omega(s) = \Omega(\sqrt{\rho}) > 0$ be the constant introduced in Lemma 16 and $\sigma = 1 + 2\Omega$. Let $\Phi = I + \Psi$ be the change of variables where $\Psi \in X_{a,b,m-1}$ is the solution given in Lemma 16 of the truncated linear equation $\Psi = \Phi$ with $K = s/b$, so that

$$\left|\Psi_{a',b',m-1}\right| \leq \|\Psi\|_{a',b',m-1} \leq \Omega\|G^*\|_{a',b',m} \leq \Omega d^*,$$

for all $0 < a' \leq a$ and $0 < b' \leq b$. Let $\Phi^{-1} = I + \Upsilon$ be the inverse change studied in Lemma 18. Let $\tilde{F} = \Phi^{-1} \circ F \circ \Phi$ be the transformed map. Let $\tilde{G} = \tilde{F} - A$ be the new remainder.

Henceforth, we will assume that $\alpha$, $b$, and $\beta$ are some positive constants such that $b \leq \alpha < \min\{a/6, 1/2\pi\}$, $0 < \beta < b/4$, $b + \sigma b^{-1} \tilde{d} < \alpha + \beta$, $\sigma b^{-1} \tilde{d} < \min(\alpha, \beta)$.

We split the proof in four steps.

**Step 1: Control of the domains.** Note that $\tilde{F}(D_{a',b'}) \subset D_{a'+4a, b'+3\beta}$ for all $0 < a' \leq a - 4\alpha$ and $0 < b' \leq b - 4\beta$. Indeed,

$$\tilde{F} : D_{a',b'} \xrightarrow{\Phi} D_{a'+4a, b'+3\beta} \xrightarrow{F} D_{a'+3a, b'+2\beta} \xrightarrow{\Phi^{-1}} D_{a'+4a, b'+3\beta}.$$  

The behaviours of the changes $\Phi$ and $\Phi^{-1}$ follow directly from Lemma 18, which can be applied since conditions (31) are more restrictive than the ones required in Lemma 18 when $p = \Omega \tilde{d}$ and $n = m - 1$. We also need that $a' - 2\alpha \leq a - 2\alpha$ and $b' + 2\beta \leq b - 2\beta$ in order to control the inverse $\Phi^{-1}$, which explains the restrictions on $a'$ and $b'$.

The behaviour of the map $F = A + G$ follows from the bound

$$|G|_{a,b,m} \leq \|G\|_{a,b,m} \leq \|G^*\|_{a,b,m} + \|G^\ast\|_{a,b,m} = d^* + \tilde{d}^* \leq \tilde{d}$$

and conditions $b + b^m \tilde{d} < 2\alpha$ and $b^m \tilde{d} < \beta$, which are also a consequence of (31).

**Step 2: Decomposition of the new remainder.** It turns out that $\tilde{G} = G^* + \sum_{j=1}^{4} \tilde{G}_j$, where

$$\tilde{G}_1 = (G^*) \geq K = G^* - (G^*) < K, \quad \tilde{G}_2 = G \circ \Phi - G, \quad \tilde{G}_3 = \Psi \circ A - \Psi \circ F \circ \Phi, \quad \tilde{G}_4 = (\Upsilon + \Psi) \circ (F \circ \Phi).$$

Indeed, $G^* + \tilde{G}_1 + \tilde{G}_2 = G \circ \Phi - (G^*) < K$ and $\tilde{G}_3 + \tilde{G}_4 = \Psi \circ A + \Upsilon \circ (F \circ \Phi)$, so

$$G^* + \sum_{j=1}^{4} \tilde{G}_j = G \circ \Phi + A \Psi + \Upsilon \circ (F \circ \Phi) = (F - A) \circ \Phi + A(\Phi - I) + (\Phi^{-1} - I) \circ (F \circ \Phi) = \Phi^{-1} \circ F \circ \Phi - A = \tilde{G}.$$  

Finally, let $\tilde{G}^* = \pi^*(\tilde{G}) = G^* + \sum_{j=2}^{4} \pi^*(G_j)$ and $\tilde{G}^\ast = \pi^*(\tilde{G}) = \sum_{j=1}^{4} \pi^*(G_j)$.

**Step 3: Bounds of the projections of the new remainder.** Lemma 14 and the bound (30) will be used several times in what follows. Below, we apply Lemma 17 (twice) and Lemma 18 (once). The required hypotheses in each case are satisfied due to conditions (31).
On the length and area spectrum of analytic convex domains

- If $\tilde{a} < a$ and $\tilde{b} \leq b$, then
  \[ \|\tilde{G}_1\|_{\tilde{a}, \tilde{b}, m} \leq \|G\|^*_{\tilde{a}, \tilde{b}, m} \leq e^{-2\pi K(a-\tilde{a})}\|G\|^*_{a, b, m} \leq e^{-2\pi K(a-\tilde{a})}d^* . \]

- If $\tilde{a} \leq a - 3\alpha$ and $\tilde{b} \leq b - 2\beta$, then
  \[ \|\tilde{G}_2\|_{\tilde{a}, \tilde{b}, m} \leq M_2\alpha^{-1}\|G\|_{a+3\alpha, b+2\beta, m}\|\Psi\|_{\tilde{a}+\alpha, \tilde{b}, m-1} \leq \Omega M_2\alpha^{-1}\|G\|_{\tilde{a}+3\alpha, \tilde{b}+2\beta, m}\|G\|^*_{\tilde{a}+\alpha, \tilde{b}, m} \leq \Omega M_2\alpha^{-1}d^* . \]

The first inequality follows from Lemma \[\text{[17]}\] with $\Delta = G$, $L = I$, $\Gamma_1 = \Psi$, $\Gamma_2 = 0$, $l = m$, and $n = m - 1$, so that $M_2 = M(\alpha, b, \beta, \Omega \tilde{d}, 0, m, m - 1)$.  

- If $\tilde{a} \leq a - 2\alpha$ and $\tilde{b} \leq b - \beta$, then $\|F \circ \Phi - A\|_{\tilde{a}, \tilde{b}, m-1} \leq \sigma\|G\|_{a, b, m}$. Indeed, $F \circ \Phi - A = A\Psi + G \circ \Phi$ and
  \[ \|A\Psi\|_{\tilde{a}, \tilde{b}, m-1} \leq 2\|\Psi\|_{\tilde{a}, \tilde{b}, m-1} \leq 2\Omega\|G\|^*_{\tilde{a}, \tilde{b}, m} \leq 2\Omega d^* \leq 2\Omega \tilde{d} , \]
  \[ \|G \circ \Phi\|_{\tilde{a}, \tilde{b}, m-1} \leq \alpha^{-1}\|G\|_{\tilde{a}+\alpha, \tilde{b}, m-1} \leq \alpha^{-1}\|G\|_{\tilde{a}+2\alpha, \tilde{b}+\beta, m-1} \leq \alpha^{-1}\|G\|_{\tilde{a}+2\alpha, \tilde{b}+\beta, m} \leq \alpha^{-1}\|G\|_{a, b, m} \leq \|G\|_{a, b, m} \leq d . \]

We have used that $\Phi(D_{\tilde{a}+\alpha, \tilde{b}}) \subset D_{\tilde{a}+2\alpha, \tilde{b}+\beta}$ to bound $\|G \circ \Phi\|_{\tilde{a}, \tilde{b}, m-1}$.  

- If $\tilde{a} \leq a - 3\alpha$ and $\tilde{b} \leq b - 2\beta$, then
  \[ \|\tilde{G}_3\|_{\tilde{a}, \tilde{b}, m} \leq M_3\alpha^{-1}\|\Psi\|_{\tilde{a}+3\alpha, \tilde{b}+2\beta, m-1}\|F \circ \Phi - A\|_{\tilde{a}+\alpha, \tilde{b}, m-1} \leq M_3\alpha^{-1}\Omega\|G\|^*_{\tilde{a}+3\alpha, \tilde{b}+2\beta, m}\sigma \tilde{d} \leq \Omega \sigma M_3\alpha^{-1}d^* . \]

The first inequality follows from Lemma \[\text{[17]}\] with $\Delta = \Psi$, $L = A$, $\Gamma_1 = 0$, $\Gamma_2 = F \circ \Phi - A$, $l = m - 1$, and $n = m - 1$, so that $M_3 = M(\alpha, b, \beta, 0, \sigma \tilde{d}, m - 1, m - 1)$.  

- If $\tilde{a} \leq a - 6\alpha$ and $\tilde{b} \leq b - 4\beta$, then
  \[ \|\tilde{G}_4\|_{\tilde{a}, \tilde{b}, m} \leq \alpha^{-1}\|(\Upsilon + \Psi) \circ (F \circ \Phi)\|_{\tilde{a}+\alpha, \tilde{b}, m} \leq \alpha^{-1}\|(\Upsilon + \Psi)\|_{\tilde{a}+3\alpha, \tilde{b}+2\beta, m} \leq \alpha^{-1}\||\Upsilon + \Psi\|_{\tilde{a}+\alpha, \tilde{b}, m} \leq M_4\alpha^{-2}\|\Psi\|^2_{\tilde{a}+\alpha+6\alpha, \tilde{b}+4\beta, m-1} \leq M_4\alpha^{-2}\|G\|^*_{\tilde{a}+\alpha+6\alpha, \tilde{b}+4\beta, m}^2 \leq \Omega^2 M_4\alpha^{-2}d^* \leq \Omega^2 M_4\alpha^{-2}(d^*)^2 \leq \Omega^2 M_4\alpha^{-2}(d^*)^2 \leq \Omega^2 M_4\alpha^{-2}(d^*)^2 . \]

The second inequality uses the inclusion $(F \circ \Phi)(D_{\tilde{a}+\alpha, \tilde{b}}) \subset D_{\tilde{a}+3\alpha, \tilde{b}+2\beta}$. The fourth one follows from Lemma \[\text{[18]}\] with $M_4 = M(\alpha, b, \beta, \Omega \tilde{d}, 0, m - 1, m - 1)$. We need to verify the hypothesis $M_4 b^p < 1$ in this last lemma. It turns out that $M_4 b^p = M_4 b \Omega \tilde{d} = O(b^{m-2})$, so it suffices to take $0 < b \leq \tilde{b}$, with $\tilde{b}$ small enough.  

- If $\tilde{a} \leq a - 6\alpha$ and $\tilde{b} \leq b - 4\beta$, then
  \[ \|\tilde{G}_5\|_{\tilde{a}, \tilde{b}, m} \leq \|G\|^*_{\tilde{a}, \tilde{b}, m} \leq \sum_{j=2}^4 \|\tilde{G}_j\|_{\tilde{a}, \tilde{b}, m} \leq d^* + \tilde{M} \tilde{d}^* , \]
  \[ \|\tilde{G}_5\|_{\tilde{a}, \tilde{b}, m} \leq \sum_{j=1}^4 \|\tilde{G}_j\|_{\tilde{a}, \tilde{b}, m} \leq \left( e^{-2\pi K(a-\tilde{a})} + \tilde{M} \tilde{d} \right) d^* , \]

where $\tilde{M} = \Omega \alpha^{-1}(M_2 + \sigma M_3 + \Omega \alpha^{-1} M_4)$ and the constants $M_j$, $j = 2, 3, 4$, have been defined previously.
Step 4: Choice of the loss of analyticity domain. We set \( \alpha = b \) and \( \beta = \mu b^2/4 \). If \( \bar{b} > 0 \) is small enough, then conditions (31) hold for all \( 0 < b \leq \bar{b} \). In addition,

\[
M = M(\alpha, b, \beta, c_1, c_2, l, n) = O(b^{l-2}) \quad \text{as } b \to 0^+,
\]

where \( M \) is the expression introduced in Lemma 17. If we take \( \bar{a} = a - 6\alpha \) and \( \bar{b} = b - 4\beta \), then the bounds of the previous step imply that

\[
\|G^*\|_{\bar{a}, \bar{b}, m} \leq d^* + M\bar{d}d^*, \quad \|\tilde{G}^*\|_{\bar{a}, \bar{b}, m} \leq \left( e^{-12\pi K\bar{b}} + M\bar{d} \right) d^*,
\]

where \( \tilde{M} = \tilde{M}(b, d, m, s) = \Omega b^{-1} (M_2 + \sigma M_3 + \Omega b^{-1}M_4) = O(b^{m-5}) \). We recall that \( m \geq 6, 0 < \rho < s < 1, \) and \( K = s/b \). Hence, if \( 0 < b \leq \bar{b} \) and \( \bar{b} \) is small enough, then

\[
\|G^*\|_{\bar{a}, \bar{b}, m} \leq d^* + e^{-12\pi\rho}d^*, \quad \|\tilde{G}^*\|_{\bar{a}, \bar{b}, m} \leq e^{-12\pi\rho}d^*.
\]

Indeed, \( M\bar{d} \leq e^{-12\pi\rho} - e^{-12\pi s} \leq e^{-12\pi\rho} \) if we take a small enough value of \( \bar{b} \).

This ends the proof of the iterative lemma.

5.5. Proof of Theorem 12

Set \( \rho = \sqrt{r} \in (0, 1), \mu = 6(1 - \rho)/(\bar{a} - \bar{a}), \) and \( \Omega = \Omega(\sqrt{\bar{b}}) \), where the function \( \Omega(s) \) is defined in Lemma 16. Let \( \bar{b} \) be the positive constant associated to the integer \( m \geq 6 \) in Lemma 13, the numbers \( \bar{a}, \bar{d}, \mu > 0 \), and the exponent \( \rho \in (0, 1) \). Let \( c_1 = c_1(r) = \Omega \sum_{n \geq 0} e^{-12\pi \rho n}, \) \( c_2 = c_2(r) = \sum_{n \geq 1} e^{-12\pi \rho n}, \) and \( c_3 = c_3(r) = e^{12\pi \rho} \).

Let us check that \( \bar{b}, c_1, c_2, \) and \( c_3 \) satisfy the properties given in Theorem 12.

Let \( a_0 = \bar{a}, d_0^* = \bar{d}^*, d_0^* = \bar{d}^*, 0 < b_0 = \bar{b}/\rho \leq \bar{b}, \) \( F_0 = \bar{F} = A + \bar{G} \) be the map given in (19), \( G_0^* = \pi^*(\bar{G}) \), and \( G_0^* = \pi^*(\bar{G}) \). By recursively applying Lemma 13 we obtain a sequence of changes of variables \( \Phi_n = I + \Psi_n \), with \( \Psi_n \in X_{a_{n-1}, b_{n-1}, m-1} \), and a sequence of maps \( F_n = A + G_n \), with \( G_n = G_n^* + G_n^* \), \( G_n^* \in X_{a_n, b_n, m} \) and \( G_n^* \in X_{a_n, b_n, m} \), such that

\[
\|\Psi_n\|_{a_{n-1}, b_{n-1}, m-1} \leq \Omega d_n^* - 2, \quad \|G_n^*\|_{a_n, b_n, m} \leq d_n^*, \quad \|G_n^*\|_{a_n, b_n, m} \leq d_n^*.
\]

with \( a_{n+1} = a_n - 6b_n, b_{n+1} = b_n - \mu b_n^2, \) \( d_n^* = d_n^* + e^{-12\pi\rho}d_n^* \), and \( d_{n+1}^* = e^{-12\pi\rho}d_n^* \).

Let \( N \) be the biggest integer satisfying \( N \bar{b} \leq (\bar{a} - \bar{a})/6 \). The sequences \( (a_n)_{0 \leq n \leq N}, \) \( b_n)_{0 \leq n \leq N}, \) and \( (d_n^*)_{0 \leq n \leq N} \) are decreasing. The sequence \( (d_n^*)_{0 \leq n \leq N} \) is increasing. Indeed,

\[
a_N = a_{N-1} - 6b_{N-1} \geq a_{N-1} - 6b_0 \geq \cdots \geq a_0 - 6Nb_0 \geq a,
\]

\[
b_N = b_n - \mu b_n^2 \geq b_{n-1} - \mu b_0^2 \geq \cdots \geq b_0 \geq 0 \geq \rho b_0 = \bar{b},
\]

\[
d_n^* \leq e^{-12\pi\rho d_{n-1}^*} \leq \cdots \leq e^{-12\pi\rho N}d_0^* \leq c_3 e^{-2\pi(r(a - \bar{a})/\bar{b})}d_0^*,
\]

\[
d_N \leq d_N^* + e^{-12\pi\rho}d_{n-1}^* \leq \cdots \leq d_0^* + \left( \sum_{n=1}^N e^{-12\pi\rho n} \right) d_0^* \leq \bar{d}^* + 2\bar{d}^*,
\]

and \( d_n^* + d_n^* \leq d_n^* + \bar{d}^* \leq \bar{d}^* + (1 + c_2)\bar{d}^* \leq \bar{d}^* \) for all \( n = 0, \ldots, N \).

We can apply \( N \) times the iterative lemma. Let \( \bar{F} = A + \bar{G} = A + G_N = F_N \) be the map obtained after those \( N \) steps. Then

\[
\|\pi^*(\bar{G})\|_{\bar{a}, \bar{b}, m} \leq \|\pi^*(G_N)\|_{a_n, b_n, m} \leq d_n^* \leq \bar{d}^* + c_2\bar{d}^*,
\]

\[
\|\pi^*(\bar{G})\|_{\bar{a}, \bar{b}, m} \leq \|\pi^*(G_N)\|_{a_n, b_n, m} \leq d_n^* \leq c_3 e^{-2\pi(r(a - \bar{a})/\bar{b})}d_0^*.
\]
Finally, let \( \tilde{\Phi} = \Phi_N \circ \cdots \circ \Phi_1 \) be the change of variables such that \( \tilde{F} = \tilde{\Phi}^{-1} \circ \tilde{F} \circ \tilde{\Phi} \). We want to check that \( \tilde{\Phi} = 1 + \tilde{\Psi} \) for some \( \tilde{\Psi} \in \mathcal{X}_{\tilde{a}, \tilde{b}, m-1} \) such that \( |\tilde{\Psi}|_{\tilde{a}, \tilde{b}, m-1} \leq c_1 d^\ast \). We note that
\[
\tilde{\Psi} = \Psi_1 + \cdots + \Psi_N,
\]
where each term of the above summation is evaluated at a different argument. Nevertheless, those arguments are not important when computing the sup-norm:
\[
|\tilde{\Psi}|_{\tilde{a}, \tilde{b}, m-1} \leq \sum_{n=1}^{N} |\Psi_n|_{a_{n-1}, b_{n-1}, m-1} \leq \Omega \sum_{n=0}^{N-1} d_n^\ast \leq \Omega d_0^\ast \sum_{n=0}^{N-1} e^{-12 \pi \rho n} = c_1 d^\ast.
\]
This ends the proof of Theorem 12.

5.6. Proof of Theorem 3

Let us begin with a simple, but essential, chain of inequalities associated to certain analyticity strip widths that will appear along the proof. If \( \alpha \in (0, a_s) \), then there exists \( r \in (0, 1), \tilde{b} > 0 \), and some analyticity strip widths \( a_2, \tilde{a} = a_m, \) and \( \tilde{a} = \tilde{b} \), such that
\[
0 < \tilde{b} =: \tilde{a} = \tilde{a} - (1 + \tilde{b})\alpha/r < \tilde{a} := a_m < a_2 < a_s. \tag{33}
\]
The first two reductions (that is, from \( a_s \) to \( a_2 \) and from \( a_2 \) to \( a_m \) ) are as small as we want. The third reduction (from \( \tilde{a} = a_m \) to \( \tilde{a} = \tilde{a} - (1 + \tilde{b})\alpha/r \)) should be a little bigger than \( \alpha \) in order to get the desired exponentially small upper bound with the exponent \( \alpha \). The fourth reduction (that is, from \( \tilde{a} = \tilde{b} \) to \( 0 \)) is also small, since \( \tilde{b} \) can be taken as small as necessary.

This decreasing positive sequence of analyticity strip widths is associated to a similar sequence of analyticity radii. To be precise, we will construct a sequence of the form
\[
b < \tilde{b} < \tilde{b} \leq b_m < b_2 < b_s, \quad \tilde{b} := b + b^2 < b\sqrt{r}.
\]
The inequality \( \tilde{b} \leq b_m \) does not correspond to a true reduction, but to a restriction on the size of \( \tilde{b} \). Note that we have consumed all the analyticity strip width after the last reduction, but we still keep a positive analyticity radius \( \tilde{b} \).

We split the proof in the eight steps.

Step 1: Control of the Fourier norm. If the analytic map \( f \) satisfies the properties (i)–(iii) listed in Lemma 1, then the map \( F_2 = A + G_2 := f \) is real analytic and has the intersection property on the cylinder \( \mathbb{T} \times (-b_s, b_s) \), can be extended to the complex domain \( D_{a_s, b_s} \), and has the form (6). The Fourier norm \( \|G_2\|_{a_s, b_s} \) may be infinite, but \( \|G_2\|_{a_2, b_2} < \infty \) for any \( a_2 \in (0, a_s) \) and \( b_2 \in (0, b_s) \).

Step 2: Application of the averaging lemma. Once fixed an integer \( m \geq 6 \) and any \( a_m \in (0, a_2) \), we know from Lemma 11 that there exist an analytical radius \( b_m \in (0, b_2) \) and a change of variables of the form \( \Phi_m = 1 + \Psi_m \) for some \( \Psi_m \in \mathcal{X}_{a_m, b_m, 1} \) such that the transformed map \( F_m = \Phi_m^{-1} \circ F_2 \circ \Phi_m \) is real analytic, has the intersection property on the cylinder \( \mathbb{T} \times (-b_m, b_m) \), and has the form \( F_m = A + G_m \) for some \( G_m \in \mathcal{X}_{a_m, b_m, m} \).

Step 3: Application of Theorem 12. Let \( r \in (0, 1) \) be the number that appears in (33). Set \( \tilde{F} = A + \tilde{G} = A + G_m, \tilde{a} = a_m, \) and \( \tilde{d} = \|\pi^\ast(\tilde{G})\|_{\tilde{a}, b_m, m + (1 + c_2(r))\|\pi^\ast(\tilde{G})\|_{a, b_m, m}}. \)
Let $\bar{b} = b(m, \bar{a}, \bar{d}, r) > 0$ be the constant stated in Theorem 12. We can assume that $\bar{b} \leq b_m$ and the condition (33) holds, by taking a smaller $\bar{b} > 0$ if necessary. Let $b'_s \in (0, b_s)$ be defined by $b'_s + (b'_s)^2 = \bar{b}\sqrt{r}$. Fix any $b \in (0, b'_s)$. Set $\bar{a} = \bar{a} - (1 + \bar{b})\alpha/r$ and $\bar{b} = b + b^2 \leq b'_s + (b'_s)^2 = \bar{b}\sqrt{r}$.

If $d^*$ and $d^*$ are the norms defined in (19), then $d^* + (1 + c_2d^*) \leq \bar{d}$. Hence, we can apply Theorem 12 to obtain a change of variables $\bar{\Phi} = I + \bar{\Psi}$, with $\bar{\Psi} \in X_{\bar{a}, \bar{b}, m}$ and $|\bar{\Psi}|_{\bar{a}, \bar{b}, m-1} \leq c_1 d^* \leq c_1 \bar{d}$, and a transformed map $\bar{F} = A + \bar{G} = \bar{\Phi}^{-1} \circ \bar{F} \circ \bar{\Phi}$, with $\bar{G} \in X_{\bar{a}, \bar{b}, m}$,

$|\pi^*(\bar{G})|_{\bar{a}, \bar{b}, m} \leq \|\pi^*(\bar{G})\|_{\bar{a}, \bar{b}, m} \leq c_3 e^{-2\pi r (\bar{a}-\bar{a})/\bar{b}} \bar{d}^* \leq c_3 e^{-2\pi \alpha (1+b)/\bar{b}} \bar{d} \leq c_3 e^{-2\pi \alpha/b} \bar{d}$, and $|\pi^*(\bar{G})|_{\bar{a}, \bar{b}, m} \leq \|\pi^*(\bar{G})\|_{\bar{a}, \bar{b}, m} \leq \bar{d}$.

**Step 4: Uniform estimates on the change $\Phi = \Phi_m \circ \bar{\Phi}$.** By construction, $\bar{\Phi} = I + \bar{\Psi}$, with $\bar{\Psi} \in X_{\bar{a}, \bar{b}, m-1}$ and $|\bar{\Psi}|_{\bar{a}, \bar{b}, m-1} \leq \bar{M}$, where the constant $\bar{M} := c_1 \bar{d}$ does not depend on $b$. Thus,

$$\bar{\Phi}(x, y) = \left( x + y^{m-1} \hat{\psi}_1(x, y), y + y^m \hat{\psi}_2(x, y) \right)$$

for some functions $\hat{\psi}_j(x, y)$ analytic on $D_{\bar{a}, \bar{b}} = D_{\bar{b}, b+b^2}$ such that $|\hat{\psi}_j|_{\bar{b}, b+b^2} \leq \bar{M}$. The Cauchy estimates imply that

$$|\hat{\psi}_j(x, y)| \leq \bar{M}, \quad |\partial_1 \hat{\psi}_j(x, y)| \leq \bar{b}^{-1} \bar{M}, \quad |\partial_2 \hat{\psi}_j(x, y)| \leq b^{-2} \bar{M},$$

for all $(x, y) \in \mathbb{T} \times B_b$ and, in particular, for all $(x, y) \in \mathbb{T} \times (-b, b)$. Hence,

$$\hat{\Phi}(x, y) = \left( x + O(y^{m-1}), y + O(y^m) \right), \quad \det \left[ \hat{\Phi}(x, y) \right] = 1 + O(y^{m-2}),$$

for all $(x, y) \in \mathbb{T} \times (-b, b)$, where the $O(y^{m-2})$, $O(y^{m-1})$, and $O(y^m)$ terms are uniform in $b$. We recall that $m \geq 6$ and the change $\Phi_m$ satisfies properties (17), so the complete change $\Phi = \Phi_m \circ \bar{\Phi}$ satisfies the properties stated in Theorem 3.

**Step 5: Exponentially small bound on the remainder $G$.** After all these changes of variables, we have the map $F = A + G := \bar{F}$, with $G := \bar{G} \in X_{\bar{a}, \bar{b}, m}$, $|\pi^*(G)|_{\bar{a}, \bar{b}, m} \leq \bar{d}$ and $|\pi^*(\bar{G})|_{\bar{a}, \bar{b}, m} \leq c_3 \bar{d} e^{-2\pi \alpha/b}$. We can bound $G^* = \pi^*(G)$ by using the bound on $G^* = \pi^*(\bar{G})$ and the intersection property of $F$ on the cylinder $\mathbb{T} \times (-\bar{b}, b)$. We recall that if

$$G(\xi, \eta) = (\eta^m g_1(\xi, \eta), \eta^{m+1} g_2(\xi, \eta)),$$

for some $g_1, g_2 \in X_{\bar{a}, \bar{b}}$, then

$$G^*(\xi, \eta) = (0, \eta^{m+1} g_2(\eta)), \quad G^*(\xi, \eta) = (\eta^m g_1(\xi, \eta), \eta^{m+1} g_2(\xi, \eta)),$$

where $g_2^*(\eta)$ is the average of $g_2(\xi, \eta)$ and $g_2^* = g_2 - g_2^*$. Fix any $\eta_0 \in (-b, b)$. We know that

$$F(\mathbb{T} \times \{\eta_0\}) \cap (\mathbb{T} \times \{\eta_0\}) = \emptyset.$$

Therefore, there exists $\xi_0 \in \mathbb{T}$ such that $g_2^*(\eta_0) + g_2^*(\xi_0, \eta_0) = 0$, and so

$$|g_2^*(\eta)| \leq \sup_{\mathbb{T} \times B_b} |g_2| \leq |G^*|_{\bar{a}, \bar{b}, m} \leq c_3 \bar{d} e^{-2\pi \alpha/b}, \quad \forall \eta \in (-b, b).$$

This implies that $|g_2(\xi, \eta)| \leq |G|_{\bar{a}, \bar{b}, m} \leq |G^*|_{\bar{a}, \bar{b}, m} + |G^*|_{\bar{a}, \bar{b}, m} \leq 2c_3 \bar{d} e^{-2\pi \alpha/b}$ for all $(\xi, \eta) \in \mathbb{T} \times (-b, b)$. 

---

*On the length and area spectrum of analytic convex domains*
Step 6: Exponentially small bounds on some derivatives of the remainder. We recall that
\[
\max \{ |g_1(\xi, \eta)|, |g_2^*(\xi, \eta)|\} \leq |G^*|_{a,b,m} \leq c_3 d e^{-2\pi \alpha/b}
\]
for all \((\xi, \eta) \in D_{a,b} = D_{b,b+\varepsilon}^2\). Thus, we get from \(\partial_1 g_2 = \partial_1 g_2^*\) and the Cauchy estimates that
\[
|\partial_1 g_2(\xi, \eta)| \leq c_3 d b^{-1} e^{-2\pi \alpha/b},
\]
\[
\max \{ |\partial_2 g_1(\xi, \eta)|, |\partial_2 g_2^*(\xi, \eta)|\} \leq c_3 d b^{-2} e^{-2\pi \alpha/b},
\]
for all \((\xi, \eta) \in \mathbb{T} \times (-b, b)\).

Step 7: A crude bound on the derivative of \(g_2^*\). We recall that \(G^*(\xi, \eta) = (0, \eta^{m+1} g_2^*(\eta))\), so
\[
|g_2^*(\eta)| \leq |G^*|_{a,b,m} \leq \bar{d}, \quad \forall \eta \in B_b = B_{b+b^2}.
\]
Therefore, the Cauchy estimates imply that \(|(g_2^*)'(\eta)| \leq b^{-2} \bar{d}\) for all \(\eta \in B_b\) and, in particular, for all \(\eta \in (-b, b)\).

Step 8: Computation of the constant \(K\). By combining the inequalities obtained in Steps 5–7, we get that \(|g_j(\xi, \eta)| \leq K e^{-2\pi \alpha/b}\) and \(|\partial_1 g_j(\xi, \eta)| \leq K b^{-2}\) for all \(\mathbb{T} \times (-b, b)\), provided
\[
K = \bar{d} \max \{ 2c_3, c_3 + 1 \}.
\]
This ends the proof of Theorem 3.

6. Proof of Theorem 4

6.1. A space of matrix functions

Henceforth, let \(I_b = (-b, b) \subset \mathbb{R}\) and \(S_b = \mathbb{T} \times I_b\) with \(b > 0\). Let \(S\) be any compact subset of \(S_b\). Let \(\mu \in \mathbb{N}\). Let \(\mathcal{M}_{S,\mu}\) be the set of all matrix functions \(\Gamma : S \to \mathbb{M}_{2 \times 2}(\mathbb{R})\) of the form
\[
\Gamma(\xi, \eta) = \begin{pmatrix} \eta^{\mu} \gamma_{11}(\xi, \eta) & \eta^{\mu-1} \gamma_{12}(\xi, \eta) \\ \eta^{\mu+1} \gamma_{12}(\xi, \eta) & \eta^{\mu} \gamma_{22}(\xi, \eta) \end{pmatrix},
\]
for some continuous functions \(\gamma_{ij} : S \to \mathbb{R}\). The set \(\mathcal{M}_{S,\mu}\) is a Banach space with the norm
\[
\|\Gamma\|_{S,\mu} = \max \{ |\gamma_{ij}(\xi, \eta)| : (\xi, \eta) \in S, 1 \leq i, j \leq 2 \}.
\]

Lemma 19. Let \(S \subset S_b, \Gamma \in \mathcal{M}_{S,\mu}, \Delta \in \mathcal{M}_{S,\mu}\), and \(A = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}\). Let \(k \in \mathbb{N}\) and \(j \in \mathbb{Z}\).

Let \(f : S \to S\) be a map of the form (1) with \(|g_2(\xi, \eta)| \leq K_0\) for all \((\xi, \eta) \in S\). Then:

(i) \(\Gamma \Delta \in \mathcal{M}_{S,\mu+\nu}\) and \(\|\Gamma \Delta\|_{S,\mu+\nu} \leq 2\|\Gamma\|_{S,\mu}\|\Delta\|_{S,\nu}\).

(ii) \(A^k \Gamma \in \mathcal{M}_{S,\mu}\) and \(\|A^k \Gamma\|_{S,\mu} \leq (1 + bk)\|\Gamma\|_{S,\mu}\).

(iii) \(A^k \Gamma \in \mathcal{M}_{S,\mu}\) and \(\|A^k \Gamma\|_{S,\mu} \leq (1 + bk)\|\Gamma\|_{S,\mu}\).

(iv) \(\Gamma \circ f^j \in \mathcal{M}_{S,\mu}\) and \(\|\Gamma \circ f^j\|_{S,\mu} \leq (1 + K_0 b^m)^{(\mu+1)|j|}\|\Gamma\|_{S,\mu}\).

Proof. It is a straightforward computation. \(\square\)
6.2. A technical lemma

Let \( f \) be an analytic map of the form \( \text{[10]} \). Let \( p \) and \( q \) be two relatively prime integers. There exist two curves \( R = \text{graph} \, \zeta \) and \( \hat{R} = \text{graph} \, \zeta \) and two RICs \( R_{\pm} = \text{graph} \, \zeta_{\pm} \) with Diophantine rotation numbers \( \omega_- < p/q < \omega_+ \), all four contained in a small neighborhood of \( \mathbb{T} \times \{p/q\} \), such that \( f^q \) projects \( R \) onto \( \hat{R} \) along the vertical direction and \( R \) and \( \hat{R} \) are contained in the strip of the cylinder enclosed by the RICs \( R_{\pm} \). Following Birkhoff \([4, \text{Section VI}]\) and Arnold \([2, \text{Section 20}]\), all \((p, q)\)-periodic points of \( f \) are contained in \( R \cap \hat{R} \). Besides, we will see later on that the (geometric) area enclosed between \( R \) and \( \hat{R} \) is an upper bound of the quantities \( \Delta^{(p,q)} \). These are the reasons for the study of \( R \) and \( \hat{R} \).

Let us prove that these four curves exist for big enough periods \( q \). In this case, “big enough” only depends on the size of the nonintegrable terms of \( f \), the size of the neighborhood of \( \mathbb{T} \times \{p/q\} \), the exponent \( m \), and the winding number \( p \). On the contrary, it does not depend on the particular map at hand. Therefore, every time that we ask \( q \) to be “big enough” along the proof of the following lemma, it only depends on the quantities \( K_0 > 0, c > 1, m \geq 4, p \in \mathbb{Z} \setminus \{0\} \), and \( q^*_s \in \mathbb{N} \) fixed at the first line of the next statement.

**Lemma 20.** Let \( K_0 > 0, c > 1, m \geq 4, \) and \( p, q^*_s \in \mathbb{N} \). Let \( q \geq q^*_s \) be an integer relatively prime with \( p \). Set \( b = c^2 p/q \). Let \( f : S_b \rightarrow \mathbb{T} \times \mathbb{R} \) be an analytic map of the form \( \text{[10]} \) such that \( |g_j(\xi, \eta)| \leq K_0 \) and \( |\partial_i g_j(\xi, \eta)| \leq K_0 b^{-2} \) for all \((\xi, \eta) \in S_b \). Let \((\xi_0, \eta_0) = f^0(\xi, \eta)\). Let \( I = (p/c^2 q, p/c^2 q) \), \( I_- = (p/c^2 q, p/c q) \), and \( I_+ = (cp/c^2 q, p/c^2 q) \). There exists \( q^*_s = q^*_s(K_0, c, m, p, q^*_s) \geq q^*_s \) such that, if \( q \geq q^*_s \), the following properties hold:

(i) The map \( f \) has two RICs \( R_{\pm} \subset \mathbb{T} \times I_{\pm} \subset S_b \) whose internal dynamics is conjugated to a rigid rotation of angles \( \omega_{\pm} \in I_{\pm} \), respectively;

(ii) If \( S \) is the compact subset of \( S_b \) enclosed by \( R_- \) and \( R_+ \), then

\[
\frac{\partial \xi_q}{\partial \eta}(\xi, \eta) > 0, \quad \forall (\xi, \eta) \in S; \tag{34}
\]

(iii) There exist two unique analytic functions \( \zeta : \mathbb{T} \rightarrow I \) and \( \hat{\zeta} : \mathbb{T} \rightarrow I \) such that

\[
f^q(\xi, \zeta(\xi)) = (\xi, \hat{\zeta}(\xi)), \quad \forall \xi \in \mathbb{T}, \tag{35}
\]

and all the \((p, q)\)-periodic points of the restriction \( f|_S \) are contained in \( \text{graph} \, \zeta \).

The same statement holds if \( p \) is a negative integer, \( b = c^2 |p|/q \), \( I = (c^2 p/q, p/c^2 q) \), \( I_- = (c^2 p/q, cp/q) \), and \( I_+ = (pc/q, p/c^2 q) \).

**Proof.** Let us assume \( p > 0 \). The case \( p < 0 \) is analogous.

First, the existence of the RICs \( R_- \) and \( R_+ \) follows from some quantitative estimates in KAM theory established by Lazutkin \([21, \text{Theorem 2}]\). To be precise, Lazutkin proved that there exists \( b^*_s = b^*_s(K_0) > 0 \) such that if \( \omega \in (-b^*_s, b^*_s) \) satisfies the Diophantine condition

\[
2|\omega - i/j| \geq |i|j^{-4} \tag{36}
\]

for all integers \( j \geq 1 \) and \( i \), then \( f \) has a RIC \( R = \{ \eta = \omega + O(\omega^m) \} \) whose internal dynamics is \( C^l \)-conjugated to a rigid rotation of angle \( \omega \), for a suitable \( l \geq 1 \). The conjugation is \( O(1/q^{m-1}) \)-close to the identity. Item (i) follows directly from this estimate, because there
exist some real numbers \( \omega_+ \in (e^{1/3}p/q, e^{5/3}p/q) \subset I_+ \) and \( \omega_- \in (p/e^{5/3}q, p/e^{1/3}q) \subset I_- \) satisfying the Diophantine condition (36), provided \( q \) is big enough.

Second, let us check that the power map \( f^q \) satisfies (34). The compact subset \( S \subset S_b \) is invariant by \( f \), because it is delimited by RICs. Thus, all powers \( (\xi_j, \eta_j) = f^j(\xi, \eta) \) are well defined on \( S \). We write \( Df(\xi, \eta) = A + \Gamma(\xi, \eta) \), where \( A \) was introduced in Lemma 19. Next, we compute the differential of the power map:

\[
Df^q = (A + \Gamma_q) \cdots (A + \Gamma_1) = A^q + \Delta_1 + \cdots + \Delta_q,
\]

where \( \Gamma_j = \Gamma \circ f^j \) and \( \Delta_i \) is the sum of all the products of the form \( A^{k_1}\Gamma_{j_1} \cdots A^{k_l}\Gamma_{j_l}A^{k_{l+1}} \), with \( k_i \geq 0, q \geq j_1 > j_2 > \cdots > j_l \geq 1, \) and \( q = l + \sum_{i=1}^{l+1} k_i \). These products are elements of \( \mathcal{M}_{S,ml} \), because \( \Gamma \in \mathcal{M}_{S,m} \). Indeed, if \( C = \|\Gamma\|_{s,m} \), then

\[
\left\| A^{k_1}\Gamma_{j_1} \cdots A^{k_l}\Gamma_{j_l}A^{k_{l+1}} \right\|_{s,ml} \leq \frac{1}{2^{l-1}} \sum_{1}^{l-1} \|A^{k_1}\Gamma_{j_1}\|_{s,m} \cdots \|A^{k_{l-1}}\Gamma_{j_{l-1}}\|_{s,m} \|A^{k_l}\Gamma_{j_l}A^{k_{l+1}}\|_{s,m}
\]

\[
\leq \frac{1}{2^{l-1}} C^l \cdot \prod_{i=1}^{l+1} (1 + b k_i) \prod_{i=1}^{l} (1 + K_0 b^m)^{(m+1)j_i}
\]

\[
\leq \frac{1}{2^{l-1}} C^l \exp \left( \sum_{i=1}^{l+1} b k_i + \sum_{i=1}^{l} (m + 1) K_0 b^m j_i \right)
\]

\[
\leq \frac{1}{2^{l-1}} C^l e^{2^m(m+1)K_0 e^{c^2m}b^m} = C'(2C)^l,
\]

where we have used Lemma 19 inequality \( 1 + x \leq e^x \) for \( x \geq 0 \), \( \sum_{i=1}^{l+1} k_i \leq q, \sum_{i=1}^{l} j_i \leq q, \) and \( b = c^2p/q \). We have also defined \( C' = e^{c^2+2(m+1)K_0 e^{c^2m}b^m}/2 \).

The matrix \( \Delta_l \) is the sum of the products with precisely \( l \) factors \( \Gamma_j \). This shows that there are \( \binom{q}{l} \) terms inside \( \Delta_l \). Therefore, \( \Delta_l \in \mathcal{M}_{S,ml} \) and

\[
\|\Delta_l\|_{s,ml} \leq \frac{1}{\binom{q}{l}} \left\| A^{k_1}\Gamma_{j_1} \cdots A^{k_l}\Gamma_{j_l}A^{k_{l+1}} \right\|_{s,ml} \leq C'(2C)^l.
\]

The element of the first row and second column of \( A^q \) is equal to \( q \), so

\[
\frac{\partial \xi_k}{\partial \eta}(\xi, \eta) \leq C' \sum_{l=1}^{q} (2Cq)^l b^{m_-l-1} \leq \frac{C'q}{b} \sum_{l=1}^{q} (2K_0 q b^{m_-2})^l \leq 4C'K_0 q b^{m_-3} \leq 4C'K_0 e^{c^2(m-3)p^m-3},
\]

for all \( (\xi, \eta) \in S \subset S_b \), which implies the twist condition (34) provided that \( q \) is big enough. Here, we have used relation (37), bound (38), \( b = c^2p/q \), and \( m \geq 4 \). We have also used that \( C \leq K_0 b^{-2} \) and \( 2K_0 q b^{m_-2} \leq 1/2 \), provided \( q \) is big enough.

Third, we establish the existence of the functions \( \zeta, \hat{\zeta} : \mathbb{T} \to I \). We know from Lazutkin [21] that \( R_\pm = \text{graph} \ z_\pm \) for some differentiable functions \( z_\pm : \mathbb{T} \to I_\pm \). We work with the lifts \( F, \Xi_q, \) and \( Z_\pm \) of the objects \( f, \xi_q, \) and \( \zeta_\pm \). The RICs are invariant, so \( F^q(\xi, Z_\pm(\xi)) = (\Xi_\pm(\xi), Z_\pm(\Xi_\pm(\xi))) \) for some differentiable functions \( \Xi_\pm : \mathbb{R} \to \mathbb{R} \). If we prove that there exist two unique analytic \( 1 \)-periodic functions \( Z, \hat{Z} : \mathbb{R} \to I \) such that

\[
F^q(\xi, Z(\xi)) = (\xi + p, \hat{Z}(\xi + p)), \quad \forall \xi \in \mathbb{R},
\]

then item (iii) follows. Since the dynamics of \( F^q \) on \( R_\pm \) is \( C^l \)-conjugated to a rigid rotation of angle \( q \omega_+ \) through a \( O(1/q^m) \)-close to the identity conjugation,

\[
\Xi_+(\xi) = \xi + q \omega_+ + O(1/q^m) \geq \xi + cp + O(1/q^m) > \xi + p
\]
provided that \( q \) is big enough. Analogously, we obtain \( \Xi_-(\xi) < \xi + p \). That is,

\[
\Xi_q(\xi, Z_-(\xi)) = \Xi_-(\xi) < \xi + p < \Xi_+(\xi) = \Xi_q(\xi, Z_+(\xi)), \quad \forall \xi \in \mathbb{R}.
\]

Since \( \Xi_q(\xi, \eta) \) is analytic and strictly increasing for \( \eta \in (Z_-(\xi), Z_+(\xi)) \subset I \), we deduce that there exists a unique function \( Z: \mathbb{R} \to I \) such that \( \Xi_q(\xi, Z(\xi)) = \xi + p \).

The function \( S \ni (\xi, \eta) \mapsto G(\xi, \eta) := \Xi_q(\xi, \eta) - \xi - p \) is analytic and \( \partial G/\partial \eta(\xi, \eta) > 0 \), so \( Z \) is analytic by the Implicit Function Theorem. The 1-periodicity of \( Z \) follows from the uniqueness and the property \( F^q(\xi + 1, \eta) = F^q(\xi, \eta) + (1, 0) \). Function \( \hat{Z}: \mathbb{R} \to I \) is defined by means of relation (39). Finally, functions \( \zeta, \hat{\zeta}: \mathbb{T} \to I \) are the projections of \( Z, \hat{Z}: \mathbb{R} \to I \).

\[
\square
\]

6.3. Proof of Theorem 4: Case \((m, n) = (0, 1)\)

If \((m, n) = (0, 1)\), by hypothesis, the map \( g: \mathbb{T} \times I \to \mathbb{T} \times I, (s, r) \mapsto (s_1, r_1) \), is an analytic exact twist map with a \((a_*, b_*)\)-analytic \((0, 1)\)-resonant RIC, such that \( g_- \leq 0 \leq g_+ \). The map \( f = g^n = g \) satisfies the properties (i)–(iii) listed in Lemma 1 in some suitable coordinates \((x, y)\). Let \((s, r) = \hat{\Phi}(x, y)\) be the associated change of variables. Let \( \tilde{f} = \hat{\Phi}^{-1} \circ f \circ \hat{\Phi} \) be the new map defined in the domain (5). Note that the \((a_*, b_*)\)-analytic \((0, 1)\)-resonant RIC is \( C \equiv \{0 = y\} \) in the \((x, y)\) coordinates.

Let \( p \) be an integer such that \( 1 \leq |p| \leq L \). Let \( c \in (1, 2) \) such that \( \alpha < c^2\alpha < a_* \). We take \( c^2\alpha \) as the \( \alpha \) appearing in Theorem 3, \( m = 4 \), and \( b = c^2|p|/q \), provided that \( q \) is relatively prime with \( p \) and is large enough so that \( c^2|p|/q < b'_* = b'_*(\alpha) \). That is, \( q > q'_* := c^2|p|/b'_* \).

Hence, there exist \( K_0, K_1 > 0 \), both independent of \( q \), and a change of coordinates \((x, y) = \hat{\Phi}(\xi, \eta)\) such that \( \tilde{f} = \hat{\Phi}^{-1} \circ \tilde{f} \circ \hat{\Phi}: \mathbb{T} \times \mathbb{R} \to \mathbb{T} \times \mathbb{R} \) is an analytic map of the form (10) such that \( |g_j(\xi, \eta)| \leq K_0e^{-2\pi c^2\alpha/|b|} = K_0e^{-2\pi c^2q/|p|} \leq K_0, |\tilde{\partial}g_j(\xi, \eta)| \leq K_0b^{-2}, \) and \( \text{sup}\{\text{det}[D\hat{\Phi}(\xi, \eta)]\} \leq K_1 \) for all \((\xi, \eta) \in S_b \).

The map \( \tilde{f}: S_b \to \mathbb{T} \times \mathbb{R} \) satisfies the hypotheses of Lemma 20 for any \( q \geq q'_* \). Let \( q_* \) be the maximum value of \( q''_* \) among the integers \( 0 < |p| \leq L \). Let \( R_{\pm} \) be the RICs with rotation numbers \( \omega_{\pm} \) given in Lemma 20. Let \( S \) be the compact subset of \( S_b \) enclosed by \( R_{\pm} \) and \( R_{\pm} \). Since \( \tilde{f} \) is globally twist and \( g_- < \omega_- < p/q < \omega_+ < g_+ \), all the Birkhoff \((p, q)\)-periodic orbits of \( \tilde{f} \) are contained in \( S \). By Lemma 20 any \((p, q)\)-periodic orbit in \( S \) lies on \( R = \text{graph} \zeta \) and \( \hat{R} = \text{graph} \hat{\zeta} \). Let \( B = (\hat{\Phi} \circ \hat{\Phi})(\Omega) \). Let \( K_2 \) be the supremum of \( |\text{det}[D\hat{\Phi}]| \) in the compact set \( \mathbb{T} \times [-b'_*, b'_*] \). Let \( K = 4K_0K_1K_2L(b'_*)^3 \). Then, following the arguments contained in Subsection 2.2 about the difference of periodic actions, we get that

\[
\Delta^{(p, q)} \leq \text{Area}[B] \leq K_1K_2 \text{Area}[\Omega] = K_1K_2 \int_{\mathbb{T}} |\hat{\zeta}(\xi) - \zeta(\xi)| \, d\xi \\
\leq K_1K_2q^4K_0e^{-2\pi c^2q/|p|} \leq Ke^{-2\pi c^2q/|p|},
\]

for all relatively prime integers \( p \) and \( q \) with \( 1 \leq |p| \leq L \) and \( q \geq q_* \). We have used expression (10), \( b = c^2|p|/q \leq b'_*, c^2 < 4 \), the bounds on the nonintegrable terms \( g_j(\xi, \eta) \), and the bounds on the Jacobians of the changes of variables \( \Phi \) and \( \hat{\Phi} \).

This ends the proof of Theorem 4 when \((m, n) = (0, 1)\).
6.4. Proof of Theorem 4: General case

We reduce the general case to the previous one. We split the argument in four steps.

Step 1: About the rational rotation numbers. If \( C \) is a \((m, n)\)-resonant RIC and \((s, r)\) is a \((p, q)\)-periodic point of \( g \), then \( C \) is a \((m, 1)\)-resonant RIC and \((s, r)\) is a \((p', q')\)-periodic point of the power map \( f = g^n \), where

\[
p' = \frac{np}{\gcd(n, q)}, \quad q' = \frac{q}{\gcd(n, q)}.
\]

By taking the suitable lift \( F \) of \( f \), we can assume that \( C \) is a \((0, 1)\)-resonant RIC and \((s, r)\) is a \((p'', q'')\)-periodic point of \( f \), with \( p''/q'' = p'/q' - m \). That is,

\[
p'' = p' - mq' = \frac{np - mq}{\gcd(n, q)}, \quad q'' = \frac{q}{\gcd(n, q)}.
\]

If \( p \) and \( q \) are relatively prime integers such that \( 1 \leq |np - mq| \leq L \) and \( q \geq q_* \), \( p'' \) and \( q'' \) are relatively prime integers such that \( |p''| \leq L/\gcd(n, q) \leq L \) and \( q'' \geq q_*/\gcd(n, q) \geq q_*/n \).

Step 2: About the Lagrangians. Let \( G \) and \( F = G^n \) be the lifts of \( g \) and \( f = g^n \) we are dealing with. If \( G^* \lambda - \lambda = d h \), then

\[
F^* \lambda - \lambda = \sum_{j=0}^{n-1} [(G^{j+1})^* \lambda - (G^j)^* \lambda] = \sum_{j=0}^{n-1} (h \circ G^j) = d \left( \sum_{j=0}^{n-1} h \circ G^j \right),
\]

so \( \ell(s_0, s_n) := h(s_0, s_1) + h(s_1, s_2) + \cdots + h(s_{n-1}, s_n) \) is a Lagrangian of \( f \). This Lagrangian is well defined in a neighborhood of the resonant RIC \( C \), because \( f \) is twist on \( C \).

Step 3: About the periodic actions. Let \( O \) be the \((p, q)\)-periodic orbit of \( g \) through the point \((s, r)\), being \( W^{(p, q)}[O] \) its \((p, q)\)-periodic action. Let \( O'' \) be the \((p'', q'')\)-periodic orbit of \( f \) through the same point, being \( W^{(p'', q'')}[O''] \) its \((p'', q'')\)-periodic action. We deduce from the previous steps and a straightforward computation that

\[
W^{(p'', q'')}[O''] = \frac{n}{\gcd(n, q)} W^{(p, q)}[O]. \tag{42}
\]

Step 4: Final bound. The result follows directly from the bound \((40)\) taking into account relations \((41)\) and \((42)\). We just note that

\[
e^{-2\pi\alpha q''/|p''|} = \exp \left( -\frac{2\pi\alpha q}{|np - mq|} \right).
\]

This ends the proof of Theorem 4.
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