Structure-aware scale-adaptive networks for cancer segmentation in whole-slide images
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Abstract—Cancer segmentation in whole-slide images is a fundamental step for viable tumour burden estimation, which is of great value for cancer assessment. However, factors like vague boundaries or small regions dissociated from viable tumour areas make it a challenging task. Considering the usefulness of multi-scale features in various vision-related tasks, we present a structure-aware scale-adaptive feature selection method for efficient and accurate cancer segmentation. Based on a segmentation network with a popular encoder-decoder architecture, a scale-adaptive module is proposed for selecting more robust features to represent the vague, non-rigid boundaries. Furthermore, a structural similarity metric is proposed for better tissue structure awareness to deal with small region segmentation. In addition, advanced designs including several attention mechanisms and the selective-kernel convolutions are applied to the baseline network for comparative study purposes. Extensive experimental results show that the proposed structure-aware scale-adaptive networks achieve outstanding performance on liver cancer segmentation when compared to top ten submitted results in the challenge of PAIP 2019. Further evaluation on colorectal cancer segmentation shows that the scale-adaptive module improves the baseline network or outperforms the other excellent designs of attention mechanisms when considering the tradeoff between efficiency and accuracy. The source code is publicly available at:
https://github.com/sigma10010/histo
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I. INTRODUCTION

According to the Global Cancer Statistics 2020 of cancer incidence and mortality produced by the International Agency for Research on Cancer, cancer is a leading cause of death worldwide, accounting for nearly 10 million deaths in 2020 [1]. Histopathology is considered a clinical gold standard for diagnosis of a variety of diseases including cancers. Surgical resection is the only treatment associated with long-term survival for patients with most types of cancer. Samples from the resected cancerous tissue are used to produce stained slides for further analysis. Measurements like tumour burden are obtained and used by radiologists to evaluate the prognosis after clinic surgery.

Image segmentation, in the context of computer vision, is defined as the process of assigning labels to all the pixels from an image; as a result, a mask covering the whole image is created. In the medical field, several types of images are used to detect and diagnose cancer, e.g., computed tomographies, magnetic resonance images (MRIs), ultrasound scans or sonograms, digitized specimen slides; among others. Segmentation techniques have been successfully applied to several medical tasks like pneumothorax segmentation [2], brain tumour segmentation [3], [4], skin lesions [5], cardiac MRIs segmentation [6], etc. The promising outcomes have highlighted the importance of using computer-aided diagnosis (CAD) to assist the experts with the detection and quantitative analysis of cancer.

Tumour area segmentation in stained histopathology tissue slides is a fundamental step for cancer grading and assessment when used along with CAD systems, especially for viable tumour burden quantification. Traditionally, experts use a semiquantitative grading system for analyzing the degree of tumour burden. However, manual delineation requires professional domain knowledge and is laborious and time-consuming due to the large variations in the shape of the tumour regions. Also, the standard of semiquantitative grading is based on the experience of doctors, which is unavoidably subjective and suffers from inter-observer variability, leading to uncertainty in examination of difficult cases. Therefore, automatic solutions for accurate, objective and reproducible tumour area segmentation in whole-slide images are desired for many applications, such as estimating the degree of tumour burden.

Although automatic tumour area segmentation is highly demanded and many endeavours have been poured into, there still have several challenges to deal with. First of all, the boundary of tumour area is irregular and fuzzy due to the infiltration of cancerous cells. Existing methods try to learn more robust features to solve the issue [7]. In [8], multi-scale features have been demonstrated to be potential in cancer segmentation. However, as it can be seen from their experimental results, the model performs unsatisfactorily and only secure the 7th place in a challenge on hepatocellular carcinoma segmentation. Another challenge is that there always have some small regions similar to cancer in whole-slide images apart from the viable tumour areas. Previous approaches like U-Net [9] cannot segment these small regions properly, which will be demonstrated in the Experiments (Section IV). In addition to the vague boundary and the small regions, there are some other difficulties such as image variations between samples even when they come from the same patient, image artifacts created when preparing and scanning the samples (wrinkles, dust, blur created by samples with different density, among others), colours variation when using products from...
different vendors, large dimensions of WSI (they are in the gigapixel range, consequently, they cannot be directly used as an input for a neuronal network), class imbalance (remarked difference of samples per class) and distribution imbalance (large difference in the areas covered by each class), etc.

To address these challenges for the purpose of efficient and accurate cancer segmentation, we present structure-aware scale-adaptive feature selection networks, by leveraging state-of-the-art techniques of deep learning with tailored designs including attention mechanisms, residual learning, structural similarity and multi-scale feature fusion, etc. Contributions includes: 1) We design a scale-adaptive module for dynamic feature selection, which is easily integrated into a segmentation network and can ensure the network to learn more robust features around tumour for the vague boundary problem. Instead of averagely fusing features from different scales, we propose to learn weights for scale-adaptive feature selection; 2) A structural similarity metric is proposed to regulate the network training procedure for better tissue structure awareness, which is helpful for solving the issue of small regions. We empirically validate the impact of the structural similarity loss on regulating networks training and its improvement on tumour area segmentation; 3) We comprehensively study and compare the proposed structure-aware scale-adaptive networks with several advanced designs of attention mechanisms on tumour area segmentation. All the source code has been made publicly available online.

II. RELATED WORK

As convolutional neural networks (CNN) become the state-of-the-art in learning visual representation, it is natural to apply CNNs to solve the image segmentation problem for the requirement of coarse-to-fine inference. Inspired by the process of using CNNs for image classification in which a category is assigned to each input image, early segmentation approaches directly adopt the classification networks to predict a category for each pixel through training a patch-wise classifier with much smaller input size when compared to the whole input image. This kind of patch-based methods always work with a sliding window to obtain segmentation map. Typically, a patch is fed into the trained classifier to predict a label for the central pixel of the patch. The patch-based methods for semantic segmentation have inherent drawbacks like low computational efficiency and blocky prediction result.

To address the drawbacks of patch-based methods, fully convolutional networks (FCN) have been proposed since 2015, which have driven recent advances in applying CNN for image segmentation. Many works including U-Net, SegNet, DeconvNet and Deeplab improve FCN with a better encoder-decoder network architecture. In the field of medical imaging, an increasing number of U-Net variants have been successfully applied to various scenarios and image modalities, including digitised histopathological images. The main advantage of these FCN based methods for pixel labelling when compared to the patch-based ones is that the networks can be trained in an end-to-end, pixel-to-pixel way.

Due to the impressive success of CNN for natural image classification and segmentation, there has been an increasing interest in applying this new technology to histology image analysis. For instance, authors in propose an convolutional neural network to extract information from multiple scales to classify breast cancer histology images and their approach achieves a high sensitivity of 95.6% for carcinoma cases. Deep convolutional neural networks are also used for classifying histology images of many other kinds of cancer. Besides histopathology image classification, there are also strong attempts for histology image segmentation. Ciresan et al. propose a network in a sliding-window setup to predict a class label for each pixel, which won the electron microscopy segmentation challenge at ISBI 2012. Most early methods for cancer segmentation are empowered by patch-based classifier with a sliding-window post-processing. As FCN becomes the state-of-the-art in image segmentation, many work adopt the encoder-decoder architecture for end-to-end cancer segmentation, followed by the breakthroughs of CNN in learning powerful visual representation, an increasing amount of works try to leverage attention mechanism for further improvement on CNN. Among them, several attention mechanisms including the squeeze-and-excitation (SE) block, the bottleneck attention module (BAM) and the convolutional block attention module (CBAM) gain great success in more robust feature learning for a couple of visual tasks including image segmentation. Some works like the attention gated networks attempt to leverage salient regions for medical image segmentation and achieve the state-of-the-art results. We are going to compare the proposed network with these advanced networks based on attention mechanisms.

III. METHODOLOGY

Inspired by the recent advances in structural similarity and hierarchical feature fusion for better visual representation learning for semantic segmentation, we propose a structure-aware scale-adaptive feature selection network for cancer segmentation in whole-slide images. In this section, we describe in details the proposed networks and loss functions.

A. Overview of the network architecture

Beyond the patch-based methods, U-Net and its variants form a major stream in medical image segmentation. According to the summary of the challenge on liver cancer segmentation, most of the submitted top methods apply U-Net variants with a similar encoder-decoder architecture for tumour area segmentation. For the purpose of comparative
Fig. 1: The architecture of the proposed structure-aware scale-adaptive networks. For concise purpose, down-sampling units between each two stages in the encoding path and up-sampling units in the decoding path are omitted. Processing units in dashed boxes denote that attention blocks are optional.

Fig. 2: Building blocks. Left: a basic convolutional block. Right: a basic convolutional block with shortcut. F: feature map, Conv: convolution, BN: batch normalization [44]. ReLU: rectified linear unit [45].

analysis, we also adopt an encoder-decoder architecture for the proposed networks, which is mainly composed of an encoding path and a decoding path, as illustrated in Fig. 1. In the encoding path, basic convolutional blocks (Fig. 2) and down-sampling units are stacked for feature map extraction. The feature map output via the encoding path is then gradually decoded in the decoding path which consists of convolutional blocks and up-sampling units. The decoded feature map at the final stage, of the same size as the input image, is then fed to a segmentation head - a convolution with $1 \times 1$ kernel - for final segmentation prediction. Instead of using a single feature map for prediction, multi-scale feature maps decoded at different stages are simultaneously fed to a scale-adaptive feature selection (SAFS) module before being sent to the segmentation head. More details of the SAFS module are given in Section III-C.

B. Network variants

For the purpose of comparative studies, we instantiate several networks with different settings in terms of skip/shortcut connections, convolutional blocks, and attention blocks, etc. The first one is a baseline U-Net, which is built of basic convolutional blocks without any attention block applied, and only a single feature map is fed to the segmentation head for prediction. The second one is based on U-Net but built of shortcut convolutional blocks, as shown in Fig. 2, referred to as U-Net+SC to distinguish from the baseline U-Net.

Several state-of-the-art attention mechanisms including the attention gate (AG) [7], [43], the squeeze-and-excitation (SE) block [37], the bottleneck attention module (BAM) [41] and the convolutional block attention module (CBAM) [42] are integrated into the baseline U-Net, the resulting networks are named as U-Net+AG, U-Net+SE, U-Net+BAM and U-Net+CBAM respectively. Models trained with AG implicitly learn to suppress irrelevant regions in an input image while highlighting useful salient features. It is added to each layer in the decoding path of the baseline U-Net. SE applies only channel attention, while both BAM and CBAM combine channel attention and spatial attention in a sequential way, yet there are some slight differences on how to aggregate information across spatial dimension between them. All of SE,
BAM and CBAM are applied to every intermediate feature map of each stage in both the encoding path and the decoding path. Since dependencies among tissue types normally exist in a whole-slide range, being able to capture long-range spatial dependencies is critical for cancer segmentation. This is, however, not possible for CNN due to its property of local connectivity. A novel selective-kernel (SK) convolution has been proposed for larger and adaptive receptive fields to improve CNN [47]. To exploit the effectiveness of the adaptive receptive fields on histopathological image segmentation, the basic convolutional blocks in the encoding path of the baseline U-Net are substituted as the selective-kernel convolutions to form a new network, which is named as U-Net+SK.

C. The scale-adaptive feature selection module

Multi-scale features have been demonstrated very useful for many vision related tasks such as object detection [48], MRI reconstruction [49] and histopathological image segmentation [8]. To explore its effectiveness in tumour area segmentation, we design a network called U-Net+MS, in which multiple feature maps \( \{F_1, F_2, ..., F_n\} \) decoded at different stages of different scales are sent to the segmentation head in a parallel way for final prediction. A simple fusion is performed to acquire an averaged feature map \( F \), i.e., \( F = \frac{1}{n} \sum_{i=1}^{n} F_i \), before prediction. The averaged feature map can take the advantages of multi-scale features. Meanwhile, it could degrade the overall performance when features from some specific scales have poor performance. Inspired by the work of selective kernel for adaptive receptive fields of CNN [47], we propose a scale-adaptive feature selection (SAFS) module as an alternative feature fusion method, which is integrated into the baseline U-Net. The resulting network is referred to as U-Net+SAFS in the following descriptions.

A two-branch case of the SAFS module is shown in Fig. 3. Given feature maps \( F_1 \) and \( F_2 \) from different scales, which are fused together to obtain a united feature map \( F \), i.e., \( F = F_1 \oplus F_2 \), where \( \oplus \) is an element-wise summation. The united feature map \( F \in \mathbb{R}^{C \times H \times W} \) is then fed to a global pooling unit to generate channel-wise statistics \( p = \{p_i| i = 1, 2, ..., C\} \), where \( p_i = \frac{1}{H \times W} \sum_{r=1}^{H} \sum_{c=1}^{W} F(r,c) \), which aggregates information across spatial dimensions. The summation fusion procedure before the global pooling unit ensures the information is aggregated from all the branches of different scales. Multiple paralleled MLPs and a SoftMax activation are used to map the statistics \( p \) to a concatenated channel attention weights \( q \) which can be expressed as \( q = a \odot b \), where \( a \) and \( b \) are channel attention weights for feature maps from different scales respectively, i.e., \( a = \{a_i| i = 1, 2, ..., C\} \), \( b = \{b_i| i = 1, 2, ..., C\} \), which subjects to \( a_i + b_i = 1 \). Finally, a scale-adaptive feature map \( \tilde{F} \) is obtained via a dynamic selection procedure, which can be expressed as \( \tilde{F} = (a \odot F_1) \oplus (b \odot F_2) \), where \( \odot \) is an element-wise multiplication. For the sake of clarity, these steps are summarised in the Algorithm 1. As it can be seen, the scale-adaptive feature is actually a weighted average of features at different scales. Unlike an averagely fused feature, the scale-adaptive feature takes advantages of features at different scales without performance degradation, since the weights are learned in a self-adaptive way.

**Algorithm 1:** The scale-adaptive feature selection

**Require:** Feature maps \( \{F_i| i = 1, 2, ..., n\} \), s.t. \( F_i \in \mathbb{R}^{C \times H \times W} \)

**Ensure:** A scale-adaptive feature map \( \tilde{F} \)

1. Concatenate feature map: \( \bar{F} \leftarrow Concat(F_1, F_2, ..., F_n) \), s.t. \( \bar{F} \in \mathbb{R}^{n \times C \times H \times W} \)
2. Unite feature map: \( F \leftarrow \sum_{i=1}^{n} F_i \), s.t. \( F \in \mathbb{R}^{C \times H \times W} \)
3. Spatial information aggregation: \( p \leftarrow \frac{1}{HW} \sum_{r=1}^{H} \sum_{c=1}^{W} F(r,c), \text{ s.t. } p \in \mathbb{R}^{C} \)
4. Reduction rate: \( r \leftarrow 8 \)
5. Define a fully connected layer: \( FC(in\_dims : C, out\_dims : \frac{C}{r}) \)
6. Dimension reduction: \( z \leftarrow FC(p), \text{ s.t. } z \in \mathbb{R}^{C} \)
7. \( z' \leftarrow \{} \)
8. while \( n \neq 0 \) do
9. Define a fully connected layer: \( FC(in\_dims : \frac{C}{r}, out\_dims : \frac{C}{r^2}) \)
10. \( z' \leftarrow z' \cup FC(z) \)
11. \( n \leftarrow n - 1 \)
12. end while
13. \( q \leftarrow SoftMax(z'), \text{ s.t. } q \in \mathbb{R}^{n \times C} \)
14. Expand \( q, \text{ s.t. } q \in \mathbb{R}^{n \times C \times H \times W} \)
15. \( \tilde{F} \leftarrow Sum(q \odot \bar{F}, \text{dim } = 0) \), s.t. \( \tilde{F} \in \mathbb{R}^{C \times H \times W} \), \( \odot \) denotes element-wise multiplication.

D. Loss functions

As depicted in the network architecture (Fig. 1), given an image as the input, a neural network predicts a segmentation map of the same size as the input image. Widely used cross-entropy loss is applied to train networks with different configurations. Given a prediction map \( M^{(p)} \in \mathbb{R}^{H \times W} \) and the corresponding ground-truth map \( M^{(g)} \in \mathbb{R}^{H \times W} \) of size of \( H \times W \) pixels, the pixel-wise cross-entropy loss can be expressed as:

\[
L_{ce}(M^{(p)}, M^{(g)}) = -\frac{1}{H \times W} \sum_{r=1}^{H} \sum_{c=1}^{W} \left[ M^{(g)}(r,c)\log(M^{(p)}(r,c)) + (1 - M^{(g)}(r,c))\log(1 - M^{(p)}(r,c)) \right]
\]

(1)

where \( M^{(g)}(r,c) \in \{0, 1\} \) is the ground truth label at pixel \( (r,c) \), and \( M^{(p)}(r,c) \in [0, 1] \) is the predicted probability of being target instance.

Pixels located around tumour border play a key role in tumour area segmentation. To focus on those key pixels, structural similarity is applied to capture local differences between a prediction map and the corresponding ground-truth map. A structural similarity (SSIM) index has been proposed for perceived image quality assessment, which compares luminance, contrast and structure between two images [50]. Let \( x = \{x_i| i = 1, 2, ..., K^2\} \) denote a patch of \( K \times K \) pixels extracted from a predicted segmentation map, i.e., \( x \subseteq M^{(p)} \),
Different to the SSIM loss, the IoU loss is a global measure between the segmentation map and the ground truth.

IV. EXPERIMENTS

A. Datasets

Two published datasets (PAIP 2019 and PAIP 2020) for liver cancer and colorectal cancer assessment are used for evaluation. Table I gives a summary for whole-slide images (WSIs) and patches of two datasets respectively. The PAIP 2019 dataset is released for liver cancer segmentation and viable tumour burden estimation, which contains 50 slides of liver cancer in total. All the WSIs are scanned by Aperio AT2 at 20× magnification (level 0). A ground-truth binary mask to denote viable tumour area or not is provided for each slide. Due to high resolution of whole-slide images and memory limitation, each whole-slide image is cropped into small patches of different sizes, e.g., 400 × 400 pixels, at the lowest magnification factor (level 2), with an overlap of 200 pixels for training purpose. The PAIP 2020 dataset is released for the automated classification of molecular subtypes in colorectal cancer. There are 47 slides of colorectal cancer in total with annotated binary masks. All the WSIs are scanned by Aperio AT2 at 20× magnification. In total, 4,772 small patches each of 384×384 pixels are extracted from whole-slide images at the lowest magnification factor of 5× for training. To test the proposed methods, whole-slide images are randomly split into 5 groups for 5-fold cross validation before they are cropped into small patches. Same split over WSIs is performed on the cropped patches to avoid correlation.

B. Evaluation metrics

Widely used metrics including the Jaccard similarity and the Dice coefficient are used to validate the effectiveness of the proposed method for cancer segmentation. Given a segmentation map \(M^{(s)}\) and its corresponding ground-truth map \(M^{(g)}\), the pixel-wise Jaccard similarity \(JS\) and Dice coefficient \(DC\) can be calculated as follows:

\[
JS(M^{(s)}, M^{(g)}) = \frac{|M^{(s)} \cap M^{(g)}|}{|M^{(s)} \cup M^{(g)}|},
\]

\[
DC(M^{(s)}, M^{(g)}) = \frac{2 \times |M^{(s)} \cap M^{(g)}|}{|M^{(s)}| + |M^{(g)}|},
\]

and \(y = \{y_i | i = 1, 2, ..., K^2\}\) denote the aligned patch of the corresponding ground-truth map \(M^{(g)}\), the SSIM index of \(x\) and \(y\) can then be calculated as:

\[
SSIM(x, y) = \frac{(2\mu_x \mu_y + C_1)(2\sigma_{xy} + C_2)}{\mu_x^2 + \mu_y^2 + \sigma_x^2 + \sigma_y^2 + C_2}
\]

where \(\mu_x\) and \(\mu_y\) are the mean intensity of \(x\) and \(y\) respectively, \(\sigma_x\) and \(\sigma_y\) are the standard deviation of \(x\) and \(y\) respectively, \(\sigma_{xy}\) is the covariance between \(x\) and \(y\), and \(C_1, C_2\) are small constants to avoid instability when \(\mu_x^2 + \mu_y^2\) or \(\sigma_x^2 + \sigma_y^2\) is very close to zero, which are set as 0.012 and 0.032 respectively in our experiments.

With the above definitions, the SSIM loss between a prediction map \(M^{(p)} \in \mathbb{R}^{H \times W}\) and the corresponding ground-truth map \(M^{(g)} \in \mathbb{R}^{H \times W}\) is calculated as:

\[
L_{ssim}(M^{(p)}, M^{(g)}) = \frac{1}{(H-K)(W-K)} \sum_{x \in M^{(p)}, y \in M^{(g)}} (1 - SSIM(x, y))
\]

where \((H-K)(W-K)\) is the total number of patch pair \((x, y)\) to calculate SSIM. In our experiments, we choose \(K = 11\) and apply a sliding window (kernel) with a stride of 1 to extract patches. Moreover, we apply multi-scale structural similarity [51], which is more flexible than the single-scale one. It can be observed that the SSIM loss is calculated on small patches extracted from prediction map and ground truth. Losses between patches located within areas of tumour or other tissue types are small while those of patches around tumour border are large. To minimize the SSIM loss forces the networks to focus on pixels around tumour border, so as to improve the segmentation results. This is demonstrated in the ablation study (Section IV-D).

Besides the SSIM loss, a couple of metric based losses have been proposed for image classification and segmentation, such as the IoU loss [52, 53] and the Dice loss [54]. In order to perform comparative study, we also test the IoU loss, which in the same context as the cross-entropy loss can be expressed as:

\[
L_{iou}(M^{(p)}, M^{(g)}) = 1 - \frac{\sum_{r=1}^{H} \sum_{c=1}^{W} M^{(g)}(r, c) M^{(p)}(r, c)}{\sum_{r=1}^{H} \sum_{c=1}^{W} [M^{(g)}(r, c) + M^{(p)}(r, c) - M^{(g)}(r, c) M^{(p)}(r, c)]}
\]
TABLE I: A summary of the datasets and the derived image patches.

| Patch | PAIP 2019 | PAIP 2020 |
|-------|-----------|-----------|
| Type  | Liver cancer | Colorectal cancer |
| Amount | 50 | 50 |
| Size | 256 \times 256 | 400 \times 400 |
| Level | 2 | 2 |
| Amount | 15,637 | 6,161 |

where \(||\) denotes the number of pixels labeled as target instance. Besides the Jaccard similarity and the Dice coefficient, we also report specificity (SP = \(\frac{TN}{TN+FP}\)), sensitivity/recall (RC = \(\frac{TP}{TP+FN}\)) and precision (PC = \(\frac{TP}{TP+FP}\)) for each test to provide additional evaluation, where TP, FP, TN, FN stand for pixel-wise true positives, false positives, true negatives and false negatives respectively.

Normally, a valid evaluation of a model needs to base on a sequence of images. Therefore, given segmentation results and the corresponding ground-truth maps for the image sequence, we calculate the accumulated value of each metric on the testing dataset of tiles. For image tile segmentation, accumulated value of each metric on the testing dataset of image tiles and WSIs. For WSI segmentation, a segmentation in histopathological images, we usually have a sequence of images. Therefore, given segmentation results and the corresponding ground-truth maps for the image sequence, we calculate the accumulated value of each metric on the testing dataset of tiles. For image tile segmentation, accumulated value of each metric on the testing dataset of image tiles and WSIs. For WSI segmentation, a clipped Jaccard similarity is considered to penalize inaccurate result, which can be calculated as:

\[
JS_i = \begin{cases} 
\frac{|M_i(s) \cap M_i(g)|}{|M_i(s)|}, & \text{if } |M_i(s) \cap M_i(g)| \geq 0.65 \\
0, & \text{otherwise}
\end{cases} \tag{7}
\]

where \(M_i(s)\) denotes the segmentation map for the \(i^{th}\) WSI and \(M_i(g)\) the corresponding ground-truth map. An average of \(JS\) is considered as a final score on a testing dataset of WSIs:

\[
S_{wsi} = \frac{1}{N} \sum_{i=1}^{N} JS_i \tag{8}
\]

where \(N\) is the number of testing WSIs.

C. Training and inference

All the models are trained using the Adam \([55]\) optimizer with a basic learning rate of 1e-4 which is adjusted at last 10 training epochs with a decayed rate of 0.1. The coefficients for computing running averages of gradient and its square are set as 0.5 and 0.999 respectively. According to the losses convergence observation, we stop training after 100 training epochs. The training procedure takes around 5 hours for each model on a GPU of NVIDIA GeForce GTX Titan X, which depends on the range of batch size from 2 to 4.

To ensure the segmentation models are more robust against variations of histology images, data augmentation is performed during training by randomly transforming the training images in ways of colour jitter, rotation, horizontal flip and vertical flip with a certain probability of 0.5. For colour jitter, the image colour are randomly adjusted in their brightness, contrast, saturation and hue. For rotation, the images are rotated by a degree randomly selected from \(\{0, 90, 180, 270\}\). In the inference phase, evaluation on image patches and WSIs are performed respectively.

D. Ablation study

To acquire an optimal setting for building networks for image segmentation, we extensively validate the effects of model scale, number of skip connection, amount of prediction head and different loss functions on liver cancer segmentation in terms of Dice coefficient (DC), Jaccard similarity (JS), score on whole-slide image (\(S_{wsi}\)), etc.

Following \([56]\), resolution, depth and width of networks are considered as three factors for measuring model scale. We define the network resolution as the size of input image (\(H \times W\)), depth as the last down-sampling stage of feature map (\(D\)) and width as the initial channel amount (\(C\)), as shown in the network architecture (Fig. 1). The performance of the baseline U-Net tested on the PAIP 2019 dataset against different scales of model are listed in Table III. As can be observed, the model performs better at the middle-level resolution of 400 \times 400 on both image patches and WSIs when compared to the one of resolution 256 \times 256 or 512 \times 512. For the depth factor, the performance increase as the network gets deeper, which is consistent with the common understanding of deep learning. Considering the trade-off between performance and model size, we choose \(D = 5\) for the rest of experiments. For the width factor, we test networks with different initial channels (16, 32 and 48). An observation is that the network with a width of 32 performs better on image patches while the one with a greater width of 48 gets a better result on WSIs. \(C = 32\) is chosen for the rest of the experiments when an additional condition, memory limitation, is considered.

To explore the skip-connection design for neural network construction, we test the baseline U-Net with different types of skip connection. Experimental results are listed in Table III. All the networks with skip connection outperform the one without skip connection on WSIs (see the \(S_{wsi}\) column), demonstrating that the skip-connection design is effective, although the improvement on image patches are not significant. In addition, networks with heavier skip connections are stronger than the ones with light skip connections. For example, when all feature maps at different stages \((1/8, 1/4+1/2+1/1)\) in the encoding path are connected and fused to the corresponding feature maps in the decoding path, the network achieves a better performance while compared against others.

To observe the effect of different fusion schemes for multi-scale features in prediction, feature maps at different decoding
TABLE II: Effect of model scale (resolution, depth and width) on the performance of the U-Net.

| Model scale          | SP     | PC     | RC     | DC     | JS     | S_{seg} |
|----------------------|--------|--------|--------|--------|--------|---------|
| Resolution [Depth 5 Width 32] |
| 256 × 256            | 88.57 ± 2.99 | 84.90 ± 2.94 | 88.58 ± 7.27 | 86.59 ± 4.57 | 76.63 ± 6.83 | 31.08 ± 8.36 |
| 400 × 400            | 95.94 ± 1.08 | 91.22 ± 1.90 | 87.61 ± 7.02 | 89.24 ± 4.19 | 80.82 ± 6.68 | 73.78 ± 5.15 |
| 512 × 512            | 89.19 ± 3.20 | 88.12 ± 2.38 | 87.36 ± 6.85 | 87.64 ± 4.25 | 78.24 ± 6.45 | 34.34 ± 9.99 |
| Depth [Width 32]     |
| 3                    | 91.28 ± 2.42 | 81.59 ± 3.50 | 79.62 ± 7.56 | 80.43 ± 4.81 | 67.54 ± 6.86 | 43.14 ± 9.63 |
| 4                    | 94.36 ± 1.71 | 87.93 ± 3.44 | 85.73 ± 5.82 | 86.79 ± 4.52 | 76.94 ± 7.17 | 66.01 ± 7.39 |
| 5                    | 95.94 ± 1.08 | 91.22 ± 1.90 | 87.61 ± 7.02 | 89.24 ± 4.19 | 80.82 ± 6.68 | 73.78 ± 5.15 |
| Width [Depth 5]      |
| 32                   | 95.94 ± 0.86 | 91.22 ± 1.90 | 87.29 ± 5.91 | 88.29 ± 3.99 | 79.26 ± 6.20 | 69.37 ± 6.15 |
| 400 × 400            | 95.60 ± 0.93 | 90.59 ± 1.38 | 87.77 ± 7.81 | 88.98 ± 4.51 | 80.44 ± 7.02 | 77.17 ± 7.83 |

TABLE III: Effect of different types of skip connection on the performance of the U-Net.

| # skip connection | SP     | PC     | RC     | DC     | JS     | S_{seg} |
|-------------------|--------|--------|--------|--------|--------|---------|
| 0 (without)       | 94.73 ± 0.91 | 88.87 ± 2.38 | 87.83 ± 6.39 | 88.28 ± 4.34 | 79.29 ± 6.86 | 69.22 ± 8.86 |
| 1/8               | 94.77 ± 2.06 | 89.13 ± 3.12 | 87.26 ± 7.21 | 88.04 ± 4.54 | 78.92 ± 7.11 | 70.70 ± 9.78 |
| 1/8+1/4           | 95.01 ± 1.13 | 89.51 ± 1.53 | 86.66 ± 7.74 | 87.90 ± 4.40 | 78.68 ± 6.93 | 75.92 ± 3.68 |
| 1/8+1/4+1/2       | 94.93 ± 1.45 | 89.29 ± 2.46 | 87.26 ± 5.76 | 88.20 ± 3.86 | 79.10 ± 6.12 | 72.96 ± 6.73 |
| 1/8+1/4+1/2+1/1   | 95.94 ± 1.08 | 91.22 ± 1.90 | 87.61 ± 7.02 | 89.24 ± 4.19 | 80.82 ± 6.68 | 73.78 ± 5.15 |

stages are fused for final prediction. Two kinds of fusion methods are tested, i.e., average fusion and adaptive fusion. For each fusion method, we test different settings including the fusions of two feature maps, three feature maps and four feature maps respectively against the case of only one single feature map for prediction. Results are listed in Table IV. As it can be seen, for averaging fusion, the case of three feature maps outperforms the others in terms of clipped Jaccard similarity and Dice coefficient, although the improvement is limited when compared to the one with a single feature map. One possible reason behind this is that the overall performance of the averaging feature map could be degraded when features of some specific scales have poor performance. Unlike average fusion, a great increase on performance can be seen for cases of adaptive fusion. For instance, the mean clipped Jaccard similarity increases from 73.12 to 77.07 when compared to the counterpart of average fusion. This demonstrates that fusion methods play a key role in applying multi-scale features for prediction.

To demonstrate the influence of using different loss functions, We test networks trained by different losses including the widely used cross-entropy loss (CE), the SSIM loss, the IoU loss and different combinations. Table V gives a comparison among these losses in terms of segmentation performance. An interesting observation is that either the SSIM loss or the IoU loss cannot work properly when applied alone. It is better to combine them with the CE loss. Improvements can be seen on the combination between CE and SSIM or combination of all three losses. Fig. 3 shows the descent of each loss function in comparison between the training and testing modes. The objective function is to minimise the difference between a segmentation map and a corresponding ground truth. Since the CE loss is calculated on the pixel level, while SSIM is calculated on patch level and IoU is a global measurement, the final convergent value of each loss is different.

### E. Evaluation on liver cancer segmentation

In this section, we test and compare networks with different architectures on liver cancer segmentation. To validate the effectiveness of the proposed networks for cancer segmentation in whole slide images, digital slides of liver cancer from the challenge of PAIP 2019 are used for networks training and evaluation. Besides the structure-aware scale-adaptive networks, several networks with superior selective-kernel convolutions and attention mechanisms including channel and spatial attention are also tested. Comparison among these networks are listed in Table VI. The network (U-Net+SAFS+SSIM), to which both the SAFS module and the structural similarity (SSIM) are applied, scores a clipped Jaccard similarity of 79.89±5.08, with a 7% improvement compared to the baseline U-Net. The improvement can also be seen in Fig. 5 where many false positives of the baseline U-Net are gradually eliminated when the SAFS and the SSIM are applied, showing the effectiveness of the scale-adaptive features and structural similarity. The elimination of false positives, most of which are dissociated from viable tumour areas, is more obvious while the SSIM is applied, due to the ability of SSIM to focus on differences of local patches.

The scale-adaptive feature selection module and its combinations with the structural similarity (SSIM), shortcut convolution (SC), and selective-kernel convolution (SK) are tested respectively, results listed in Table VII together with the top ten results of the PAIP 2019 challenge. Note that a testing set of 40 extra WSIs are provided during the period of the PAIP 2019, while our results are cross-validated using the training set. Although it is not absolutely fair to make such a comparison and the training set we use is smaller, the results are listed for reference. As it can be seen, the proposed networks achieve outstanding performance. Specifically, the network with the combination of SAFS and SSIM (U-Net+SAFS+SSIM) scores 79.89±5.08 which is almost the same as the best published result of an ensemble model [30], while the network with shortcut and selective-kernel convolutions (U-Net+SK+SC) achieves the best clipped Jaccard similarity of 81.00±4.98. Although the proposed network achieves a high overall performance, the variance is merely acceptable. The relatively large variance reveals that our network may face generalisation issues to some instances. We will pay special attention to these issues in our future work.
TABLE IV: Effect of multi-scale/scale-adaptive features on the performance of the U-Net.

| # scale       | $SP$       | $PC$       | $RC$       | $DC$       | $JS$       | $S_{wsi}$   |
|---------------|------------|------------|------------|------------|------------|-------------|
| 1 (single)    | 94.93 ± 1.45 | 89.20 ± 2.46 | 87.26 ± 5.76 | 88.20 ± 3.86 | 79.10 ± 6.12 | 72.96 ± 6.73 |
| 2 (multiple)  | 95.32 ± 1.41 | 89.92 ± 2.26 | 85.89 ± 7.23 | 87.70 ± 4.20 | 78.35 ± 6.63 | 73.12 ± 6.52 |
| 3 (multiple)  | 94.67 ± 1.68 | 88.96 ± 2.62 | 88.46 ± 6.46 | 88.61 ± 4.11 | 79.78 ± 6.46 | 75.40 ± 7.81 |
| 4 (multiple)  | 94.86 ± 1.36 | 89.10 ± 2.49 | 87.33 ± 5.80 | 88.16 ± 4.05 | 79.05 ± 6.38 | 73.26 ± 8.32 |
| 2 (adaptive)  | 94.87 ± 2.00 | 89.54 ± 3.10 | 89.73 ± 6.46 | 89.52 ± 4.10 | 81.28 ± 6.56 | 77.07 ± 8.62 |
| 3 (adaptive)  | 94.96 ± 1.15 | 89.42 ± 2.50 | 89.22 ± 7.16 | 89.25 ± 4.81 | 80.91 ± 7.56 | 77.59 ± 8.92 |

TABLE V: Effect of different loss functions on the performance of the baseline model U-Net.

| Loss function          | $SP$       | $PC$       | $RC$       | $DC$       | $JS$       | $S_{wsi}$   |
|------------------------|------------|------------|------------|------------|------------|-------------|
| $\mathcal{L}_{ce}$    | 95.94 ± 1.08 | 91.22 ± 1.90 | 87.61 ± 7.02 | 89.24 ± 4.19 | 80.82 ± 6.68 | 73.78 ± 5.15 |
| $\mathcal{L}_{iou}$   | 88.65 ± 3.99 | 79.22 ± 7.52 | 90.36 ± 4.89 | 84.36 ± 6.24 | 73.45 ± 9.24 | 56.89 ± 9.42 |
| $\mathcal{L}_{ssim}$  | 95.56 ± 1.24 | 90.21 ± 2.58 | 85.23 ± 7.98 | 87.50 ± 5.11 | 78.14 ± 7.90 | 68.98 ± 4.97 |
| $\mathcal{L}_{ce} + \mathcal{L}_{iou}$ | 95.58 ± 1.22 | 90.42 ± 2.70 | 88.00 ± 6.10 | 89.14 ± 4.32 | 80.67 ± 6.90 | 60.02 ± 8.77 |
| $\mathcal{L}_{ce} + \mathcal{L}_{ssim}$ | 96.10 ± 0.74 | 91.48 ± 1.25 | 86.96 ± 6.66 | 89.04 ± 3.78 | 80.45 ± 6.07 | 75.63 ± 5.46 |
| $\mathcal{L}_{ce} + \mathcal{L}_{ssim} + \mathcal{L}_{iou}$ | 95.64 ± 0.49 | 90.67 ± 0.89 | 88.46 ± 6.64 | 89.42 ± 3.58 | 81.06 ± 5.78 | 73.56 ± 2.97 |

Fig. 4: Losses against training epochs of the baseline U-Net.

TABLE VI: Comparison of networks with different architectures tested on the PAIP 2019 and the PAIP 2020 respectively. $\#P$ denotes the number of parameters.

| Architecture       | $\#P$ (million) | $SP$       | $PC$       | $RC$       | $DC$       | $JS$       | $S_{wsi}$   |
|--------------------|-----------------|------------|------------|------------|------------|------------|-------------|
| U-Net (baseline)   | 8.7680          | 88.20 ± 3.86 | 79.10 ± 6.12 | 72.96 ± 6.73 | 91.72 ± 3.15 | 84.86 ± 5.30 | 80.12 ± 7.87 |
| U-Net+SC           | 8.9713          | 88.31 ± 4.28 | 79.33 ± 6.75 | 73.05 ± 6.45 | 91.87 ± 3.19 | 85.12 ± 5.39 | 79.53 ± 6.47 |
| U-Net+AG           | 8.8826          | 88.80 ± 4.45 | 80.14 ± 7.06 | 75.77 ± 8.10 | 92.32 ± 3.09 | 85.88 ± 5.25 | 79.84 ± 8.76 |
| U-Net+SE           | 8.9922          | 89.48 ± 4.62 | 81.27 ± 7.29 | 79.02 ± 5.04 | 92.64 ± 2.99 | 86.44 ± 5.12 | 83.10 ± 8.16 |
| U-Net+BAM          | 9.3177          | 90.00 ± 3.72 | 82.01 ± 6.04 | 76.14 ± 8.95 | 93.01 ± 2.85 | 87.06 ± 4.95 | 83.32 ± 9.42 |
| U-Net+CBAM         | 8.9963          | 87.75 ± 3.90 | 78.39 ± 6.25 | 75.08 ± 5.53 | 92.78 ± 2.60 | 86.64 ± 4.52 | 83.00 ± 8.28 |
| U-Net+SK           | 19.8725         | 89.51 ± 4.48 | 81.30 ± 7.17 | 79.11 ± 6.98 | 92.84 ± 2.58 | 86.74 ± 4.49 | 82.06 ± 8.65 |
| U-Net+MS           | 8.8791          | 88.61 ± 4.11 | 79.78 ± 6.46 | 75.40 ± 7.81 | 91.87 ± 3.16 | 85.12 ± 5.36 | 80.05 ± 7.94 |
| U-Net+SIFS         | 8.8051          | 89.52 ± 4.10 | 81.28 ± 6.56 | 77.07 ± 8.62 | 92.42 ± 3.21 | 86.08 ± 5.50 | 82.97 ± 4.97 |
| U-Net+SIFS+SSIM    | 8.8051          | 90.06 ± 3.65 | 82.11 ± 5.93 | 79.89 ± 5.08 | 92.46 ± 3.18 | 86.14 ± 5.43 | 84.22 ± 5.22 |

F. Evaluation on colorectal cancer segmentation

In this section, we further test and compare the proposed networks on colorectal cancer segmentation using WSIs of PAIP 2020 in which tiny blank regions within viable tumour areas are also considered as cancer (see the GT column in Fig. 6). Results are listed in Table VI. An interesting observation is that either the scale-adaptive feature selection module or the structural similarity can lead to improvement in colorectal cancer segmentation when compared to the baseline, which is similar to the evaluation on liver cancer segmentation. Especially when both methods are applied simultaneously, the network (U-Net+SIFS+SSIM) achieves the best clipped Jaccard similarity of 84.22 ± 5.22. We visualize some examples of whole-slide images and the corresponding segmentation maps from networks with different settings to demonstrate the improvement (Fig. 6). However, the improvement is not as significant as the results on the liver cancer task, mainly because there is less influence of small regions outside the viable tumour areas in WSIs of colorectal cancer. Networks with superior attention mechanisms can also outperform the baseline. For instance, U-Net+BAM scores better in Jaccard similarity (JS) and Dice coefficient (DC) on small image patches. Nevertheless, considering the tradeoff between the number of network parameters and segmentation performance, we propose the combination of SIFS and SSIM for efficient and accurate cancer segmentation.

V. CONCLUSION

We present a structure-aware scale-adaptive network to efficiently and accurately segment tumour area in whole-slide...
Fig. 5: WSIs of liver cancer and segmentation maps of different networks.
Fig. 6: WSIs of colorectal cancer and segmentation maps of different networks.
images. This challenging image segmentation problem is tackled by applying a SAFS module to dynamically select feature maps from different scales for final prediction. Moreover, the structural similarity metric is proposed to regulate the network training procedure for better tissue structure capturing, so as to improve the segmentation performance without increasing the number of network parameters. The proposed network has been evaluated on two cancer segmentation benchmarks. Significant improvements are achieved by exploiting scale-adaptive features together with the structural similarity loss, demonstrating the effectiveness of the dynamic and scale-adaptive feature selection approach for cancer segmentation. Specifically, experimental results show that the proposed network yield outstanding performance on the benchmark of PAIP 2019 for liver cancer segmentation while compared to previous work.

| Rank | Team                  | $S_{mik}$ |
|------|-----------------------|-----------|
| 1    | Hyun Jung             | 78.90     |
| 2    | Team Sen              | 77.72     |
| 3    | Team MIRI-IITM        | 75.03     |
| 4    | Team DomO AIC         | 67.18     |
| 5    | Team Quill             | 66.52     |
| 6    | Team CUHK-Med          | 66.24     |
| 7    | Team DAISYlab@UKE      | 65.96     |
| 8    | Team COSYPath          | 63.13     |
| 9    | Ching-Wei Wang         | 60.05     |
| 10   | Team LRDE              | 52.99     |
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