Polymer collapse of a self-avoiding trail model on a two-dimensional inhomogeneous lattice
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Abstract

The study of the effect of random impurities on the collapse of a flexible polymer in dilute solution has had recent attention with consideration of semi-stiff interacting self-avoiding walks on the square lattice. In the absence of impurities the model displays two types of collapsed phase, one of which is both anisotropically ordered and maximally dense (crystal-like). In the presence of impurities the study showed that the crystal type phase disappears. Here we investigate extended interacting self-avoiding trails on the triangular lattice with random impurities. Without impurities this model also displays two collapsed phases, one of which is maximally dense. However, this maximally dense phase is not ordered anisotropically. The trails are simulated using the flatPERM algorithm and the inhomogeneity is realised as a random fraction of the lattice that is unavailable to the trails. We calculate several thermodynamic and metric quantities to map out the phase diagram and look at how the amount of disorder affects the properties of each phase but especially the maximally dense phase. Our results indicate that while the maximally dense phase in the trail model is affected less than in the walk model it is also disrupted and becomes a denser version of the globule phase so that the model with impurities only displays no more than one true thermodynamic collapsed phase.
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I. INTRODUCTION

The effect of random disorder on otherwise well-understood statistical mechanical problems is an important topic, going back to the Ising model [1]. The study of the lattice polymer model on randomly diluted lattices goes back almost as far and has been closely related to the problem of percolation. Fundamental scaling laws for the self-avoiding walk model of polymers persist on inhomogeneous lattices, provided the disorder is above the percolation limit \( p_c \) [2, 3]. Change in the scaling behaviour only occurs at the percolation limit \( p_c \) [4]. These results have been confirmed with numerical work [5, 6] and exact enumeration [7–9]. The addition of disorder also introduces new considerations such as how the type of averaging over disorder affects SAWs [10, 11] and when scaling laws are well-defined [12]. In particular, we are interested in polymer collapse in a disordered medium. Without disorder polymer collapse is a critical transition between a high-temperature extended phase and a low-temperature random globule phase known as the \( \theta \) point. It is also possible to have a third phase at low-temperature characterised that is collapsed but also more ordered than the globule phase and also maximally dense [13]. The canonical model for polymer collapse, the interacting self-avoiding walk (ISAW) can be extended to included stiffness, and this model exhibits a third phase characterised by anisotropic crystalline configurations and critical transitions to the extended and globule phases [14, 15]. We previously [16] looked at the semi-stiff ISAW model on an inhomogeneous square lattice and found that the introduction of lattice defects causes a slight swelling of configurations in the globule phase and disrupts the formation of globally crystalline configurations in the crystal phase. At larger amounts of inhomogeneity the critical transition between the globule and crystal phases disappears.

In this work we look at another model for studying polymer collapse, using self-avoiding trails (SATs). Whereas a SAW does not allow a lattice site to be visited more than once, a SAT relaxes this condition slightly, allowing sites to be visited more than once, but not bonds between sites. Trails still exhibit the excluded-volume effect that makes these objects suitable for representing
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polymers, but can have slightly different properties to SAWs. In particular, the question of whether collapse transitions in trail models are in the same universality class as for walk models [17–19]. Polymer collapse with trail models works by assigning an interaction energy to sites with multiple visits. By considering the trails on the triangular lattice we can assign different energies to doubly- or triply-visited sites, which induces another collapsed phase in two dimensions. The homogeneous lattice case of this model has been studied previously [20], showing that the collapse transition to the globule phase is \( \theta \)-like and the other collapsed phase is characterised by maximally dense configurations whose interior is dominated by triply-visited sites. The important difference to the third phase of the semi-stiff ISAW model is that this maximally dense phase is not ordered in a real crystalline sense so may behave differently to the introduction of disorder. In another slightly different model [21] three collapsed phases were observed separately. To investigate the effect of disorder on this third type of collapsed phase we extend the model of Doukas et al. [20] to include lattice inhomogeneity.

II. MODEL AND SIMULATION

We consider single polymers in dilute solution modelled as self-avoiding trails (SATs) on the triangular lattice. The extended interacting SAT (eISAT) model allows for both doubly- and triply-visited sites, with different interactions energies based on the number of visits. The canonical partition function for such SATs of length \( n \) is

\[
Z_n(\omega_2, \omega_3) = \sum_{m_2, m_3} d_n(m_2, m_3) \omega_2^{m_2} \omega_3^{m_3},
\]

where \( m_i \) is the number of sites with \( i \) visits, \( \omega_i \) is the Boltzmann weight for sites with \( i \) visits and \( d_n(m_2, m_3) \) is the density of states, or the number of configurations of length \( n \), with \( m_2 \) doubly-visited sites and \( m_3 \) triply visited sites. Here we consider both weights independently but certain special cases can be constructed by relating \( \omega_3 \) to \( \omega_2 \) [17, 20].

We represent the lattice defects like a site percolation model where lattice sites have a probability \( p \) to be available. This means a fraction \( 1 - p \) of lattice sites is unavailable to the SAT and the partition function \( Z_n(\omega_2, \omega_3; p) \) is now dependent on \( p \). We are interested in how the introduction of disorder affects the collapsed phases so we look at values of \( 1 - p \) that are smaller than the percolation limit, which for site-percolation on the triangular lattice is \( p_c = 1/2 \) [22]. An example trail is shown in Fig. 1. Details of how the lattice configuration is chosen are given below when discussing the flatPERM algorithm.

To characterise the phases of the system we calculate the average density of doubly- and triply-visited sites \( \langle m_2 \rangle / n \) and \( \langle m_3 \rangle / n \), respectively. For the transitions between these phases we consider the variance of parameter \( m_i \),

\[
\sigma_n^{(i)} = \frac{\text{var}(m_i)}{n} = \frac{\langle m_i^2 \rangle - \langle m_i \rangle^2}{n}.
\]

In the thermodynamic limit this quantity becomes the specific heat which has singular behaviour \( c_{\infty} \sim |T - T_c|^{-\alpha} \) governed by the universal scaling exponent \( \alpha \). If \( \alpha < 1 \) the transition is continuous and if \( \alpha = 1 \) then it is a first-order transition, in addition to a discontinuous jump in the densities. For the finite-size system a crossover scaling ansatz is introduced and the singular part of the specific heat has the form

\[
c_n \sim n^{\alpha \phi} F\left[n^{\phi}(T - T_c)\right],
\]
for some scaling function $F$. Near the critical point $T_c$ the scaling function is considered to be a positive constant and the exponent $\alpha$ can be found from the leading-order scaling of the peak of the variance

$$c^{(i)}_{n,\text{peak}} \sim n^{\alpha \phi}.$$  \hfill (4)

In some cases it is useful to consider the third derivative of the free energy $f_n$, whose peaks scale with exponent $(1 + \alpha)\phi$. Along with the well-known relation $1/\phi = 2 - \alpha$ [23] the scaling of these quantities can be used to determine $\alpha$ and thus the nature of the transition. For the full model it is useful to generalise the specific heat or variance to include the covariance of both parameters via the Hessian matrix

$$H_n = \begin{pmatrix} \frac{\partial^2 f_n}{\partial \omega_1^2} & \frac{\partial^2 f_n}{\partial \omega_1 \partial \omega_3} \\ \frac{\partial^2 f_n}{\partial \omega_2 \partial \omega_1} & \frac{\partial^2 f_n}{\partial \omega_2^2} \end{pmatrix},$$  \hfill (5)

where $f_n = -\frac{1}{n} \log Z_n$ is the reduced free energy. The largest eigenvalue of $H_n$, which we denote $c^{(3)}_n$, reduces to $c^{(i)}_n$ in cases where variance of one parameter $m_i$ is dominant. In general, phase transitions are indicated by large $c^{(3)}_n$.

In addition to derivatives of the free energy we are interested in metric quantities, for example the mean-square end-to-end distance

$$\langle R_n^2 \rangle = \langle (r_n - r_0)^2 \rangle,$$  \hfill (6)

where $r_i$ is the position of the $i^{th}$ monomer in the chain. The scaling of metric quantities is governed by the Flory exponent $\nu$, i.e. $\langle R_n^2 \rangle \sim n^{2\nu}$.

The model is simulated using the flatPERM algorithm [24], an extension of the pruned and enriched Rosenbluth method (PERM) [25]. The simulation works by growing a trail up to some maximum length $N_{\text{max}}$ and counting the number of multiply-visited sites $m_2$ and $m_3$ at each step. Along the way the cumulative Rosenbluth & Rosenbluth weight [26] of the sample is recorded and used to update the sample weights $W_{n,m_2,m_3}$, which are an approximation to the athermal density of states $d_n(m_2, m_3)$ in Eq. (1), for all $n \leq N_{\text{max}}$. FlatPERM prunes samples with low weight and enriches samples with high weight (relative to the current estimate of $W_{n,m_2,m_3}$) in order to maintain a flat histogram of samples over $n$, $m_2$, and $m_3$. Flat histogram methods greatly enhance the sampling of low probability states, in this case those configurations with large values of $m_2$.
and $m_3$. The main output of the simulation are the weights $W_{n,m_2,m_3}$, from which thermodynamic quantities are calculated by specifying Boltzmann weights and using the weighted sum

$$\langle Q \rangle_n(\omega_2, \omega_3) = \frac{\sum_{m_2,m_3} Q_{m_2,m_3} \omega_2^{m_2} \omega_3^{m_3} W_{n,m_2,m_3}}{\sum_{m_2,m_3} \omega_2^{m_2} \omega_3^{m_3} W_{n,m_2,m_3}}.$$

(7)

In certain cases it is advantageous to simulate a restricted model by fixing one of the Boltzmann weights $\omega_i$ at the beginning of the simulation. The sum over the corresponding microcanonical parameter $m_i$ in Eq. (7) is effectively performed within the simulation by altering the weight by a factor $\omega_i^{m_i}$. The value of $m_i$ is only used locally at each step and the output weights array is two dimensional instead of three-dimensional for the full model. The benefit is that the flatPERM algorithm is targeting a flat histogram in two parameters rather than three for the full model and so much larger lengths can be simulated in the same amount of time. These restricted simulations correspond to a horizontal or vertical line in the $(\omega_2, \omega_3)$ parameter space which is useful for focusing on particular transitions in the phase diagram.

The inhomogeneous lattice is implemented by choosing a set of lattice sites to be inaccessible to the trail before it is grown. The number of impurities is drawn from the appropriate binomial distribution with $p$ being the probability of any particular site being a valid site for the walk. These impurities are distributed uniformly over the area of the lattice that would be accessible to a walk of length $n$. The set of inaccessible sites is reseeded at the beginning of each flatPERM iteration (growing the walk from the origin). The initial weight of each iteration is set to be the probability of the configuration of lattice impurities. In this way the output weights $W_{n,m,s}$ contain the sum over disorder such that any $\langle Q \rangle$ in Eq. (7) also represents a quenched-type average over disorder [10].

It was recently demonstrated in [27] that a parallel implementation of the flatPERM algorithm is possible, whereby each thread grows samples independently but contributes to a global histogram and weights array in shared memory. This is in contrast to the usual method of running multiple independent instances and then combining the results. The shared memory approach does not simulate samples at a higher rate but does have the advantage that the approach to equilibrium is much faster in the early stages of running, and thus the algorithm does not need to be run for as long to achieve similar results to the serial implementation. In this work we employ a parallel implementation of flatPERM to simulate both the restricted and full eISAT models, which involve two and three microcanonical parameters, respectively. We still run several independent simulations for the same model with each independent instance using multiple threads in parallel. This provides a measure of statistical uncertainty as well as enough iterations to properly sample the lattice defect configurations. We thus effectively employ 100s of CPU threads for each model enabling us to simulate $10^5$ iterations of the full model up to length $n = 600$ and $10^6$ iterations of the restricted model up to length $n = 1444$ in less than 100 hours of server walltime, compared to smaller lengths taking several weeks with a serial implementation. These system sizes are significantly greater than earlier studies of the eISAT model [20] and the semi-stiff ISAW model on the inhomogeneous lattice [16]. We are also aided by the fact that self-avoiding trails are sampled slightly faster than self-avoiding walks, since trails typically have more moves available at each step so less pruning is required. We also remark that our implementation ignores race conditions from a shared memory implementation but that this has little or no effect on efficiency for the system sizes considered. This is similar to naive parallelisation that can be applied to the Wang-Landau algorithm [28].
FIG. 2. The behaviour of the model in the full phase space is elucidated by considering the average densities of doubly-visited sites $\langle m_2 \rangle / n$ (left) and triply-visited sites $\langle m_3 \rangle / n$ (middle) and the logarithm of the largest eigenvalue of the covariance matrix $H_n$ (right). In this way a phase diagram can be inferred. Plots are for length $n = 600$ and $1 - p = 0$ (top) and $1 - p = 0.2$ (bottom). Black points in (c) refer to typical configurations of Fig. 3.

FIG. 3. Typical configurations at points in the phase space indicated on Fig. 2(c), which corresponds to the swollen phase, globule phase and maximally dense phase, respectively. Top row (a-c) are for the homogeneous lattice with $1 - p = 0$ and bottom row (d-f) are for the inhomogeneous lattice $1 - p = 0.2$. 
III. PHASE DIAGRAM

First we characterise the phases by looking at the densities and the expected configurations, with and without lattice impurities. For this we simulated the full eISAT model up to maximum length \( n = 600 \) using parallel flatPERM. In Fig. 2 we plot the average density of doubly-visited sites \( \langle m_2 \rangle / n \) (left) and average density of triply-visited sites \( \langle m_3 \rangle / n \) (middle). The variance of the microcanonical parameters is also shown in the plots on the right, which plot the logarithm of the largest eigenvalue \( \lambda \) of the covariance matrix \( H_n \), Eq. (5). The top row is for the homogeneous lattice, \( 1 - p = 0 \), and the bottom row is with lattice defects present, \( 1 - p = 0.2 \). Further visualisation of the phases is given in Fig. 3 which shows typical configurations at points in the \((\omega_2, \omega_3)\) phase diagram that are indicative of each phase. These points are marked with black dots on Fig. 2(c).

On the homogeneous lattice, \( 1 - p = 0 \) we infer that there are three phases, as previously conjectured [20]. For small \( \omega_2 \) and \( \omega_3 \leq 8 \) the extended phase is characterised by both densities \( \langle m_2 \rangle / n \) and \( \langle m_3 \rangle / n \) being very small, though non-zero. In this phase the trails are in an extended or swollen configuration like in Fig. 3(a). We confirm below that the Flory exponent is the expected \( \nu = 3/4 \). For larger \( \omega_2 \) the system enters the globule phase characterised by collapsed configurations as in Fig. 3(b). Here \( \langle m_2 \rangle / n \) has a significantly larger value that smoothly increases as \( \omega_2 \) increases, trending to the maximum value 1/2 at very large \( \omega_2 \) (very low temperature). The density of triply-visited sites, \( \langle m_3 \rangle / n \), is still small for \( \omega_3 \leq 8 \), but starts to increase as \( \omega_3 \) increases, which we argue below is the approach to a maximally dense phase. The transition to the globule phase from the extended phase is expected to be \( \theta \)-like and occurs at a critical value \( \omega_2^\theta \) that depends on \( \omega_3 \) and increases as \( \omega_3 \) increases. However, it is a weak transition and it is difficult to make out even on the logarithmic scale of Fig. 2(c). Lastly, the maximally dense phase appears for large \( \omega_3 \) where \( \langle m_2 \rangle / n \) again becomes small and would vanish as \( \langle m_3 \rangle / n \) quickly approaches its maximum value of 1/3. In fact, the phase is expected to be characterised by the thermodynamic limit \( \lim_{n \to \infty} \langle m_3 \rangle / n = 1/3 \) for any point \((\omega_2, \omega_3)\) in this phase. Fig. 3(d) shows a typical configuration in this phase were the trail is dense in the interior with only a small fraction of the trail in singly- or doubly-visited sites, mainly on the boundary. The transition to the maximally dense phase from the extended phase is first-order, shown by a line of high variance in Fig. 2(c). The transition from the globule phase to the maximally dense phase is continuous, but appears stronger than the \( \theta \)-like extended-globule transition. It is expected that the phase boundaries meet at the multi-critical point \((\omega_2, \omega_3) = (5/3, 25/3)\), where the eISAT model corresponds to unweighted pure kinetic growth of trails [20]. In our finite size data where the phase boundaries meet differs from the exact kinetic growth point by a small but noticeable amount, despite the much longer length we simulate here, suggesting that there are still sizable finite-size corrections to consider.

In the case of the inhomogeneous lattice, \( 1 - p = 0.2 \), where a considerable fraction of the lattice is unavailable to the walks, the extended and globule phases are largely unchanged but there are several differences regarding the maximally dense phase. The extended phase is still characterised by small values of \( \langle m_2 \rangle / n \) and \( \langle m_3 \rangle / n \). In the globule phase \( \langle m_3 \rangle / n \) is very close to zero, except near the transition to the maximally dense phase, and \( \langle m_2 \rangle / n \) has a larger finite value increasing with \( \omega_3 \) though still small compared to its possible maximum of 1/2. The configurations, shown in Fig. 3(e,f), have the same character as the homogeneous lattice. The transition between the extended and globule phases is still too weak to seen on this scale, even when the other transitions are weakened by the presence of lattice defects. The largest change when lattice inhomogeneity is introduced is the disruption to the maximally dense phase. Firstly, the densities have significantly different values compared to the homogeneous lattice case. Comparing Fig. 2(a) and (d), we see
that the density of doubly-visited sites \(\langle m_2 \rangle/n\) is now non-zero for \(\omega_2 > 1\) and large \(\omega_3\). From Fig. 2(b) and (e) we also see that the density of triply-visited sites \(\langle m_3 \rangle/n\) is reduced but still substantial. When looking at the variances in Fig. 2(c) and (f) it appears that the sharp first-order transition boundary between the extended and maximally dense phases is gone. There is evidence that a weaker transition remains in roughly the same place and, in fact, the same could be the case for the globule-maximally dense transition. However, if the maximally dense phase disappears and becomes simply a denser version of the globule phase there can be no thermodynamically sharp transition. The finite size nature of this analysis urges caution and a conservative interpretation suggests that there is a smooth transition as \(\omega_3\) is increased for large \(\omega_2\). In fact there are many artefacts arising from the difficulty to obtain good convergence for low temperatures in Fig. 2(f) that make it difficult to ascertain the phase diagram clearly and we will look more closely at some of these possible transitions below. Lastly, we note that the kinetic growth model does not map to a critical point of the ISAT model on the inhomogeneous lattice because the presence of defects allows for the kinetic growth trails to become trapped and it is also worth noting that a mapping of kinetic growth to a static model induces an interaction with the defect.

From these plots of the densities, it appears at first sight that there is a difference between the eISAT model and the semi-stiff ISAW model [16] regarding the effect of the lattice inhomogeneity on the maximally dense and crystal phases. In the latter case, lattice inhomogeneity clearly erased the distinction between the globule and crystal phases as the lattice defects prevented anisotropic configurations and the phase diagram showed only a extended phase and a collapsed phase ([16] Fig. 2). In the eISAT model there still seems to be a transition between the globule phase and the region of the phase diagram that contained the maximally dense phase on the homogeneous case in respect that the densities even if the difference is smaller. Regarding the typical configurations, Fig. 3(h) shows that the lattice inhomogeneity breaks the trail into several sub-clusters, each exhibiting a maximally dense interior. However the overall configuration is no longer maximally dense. The separation into clusters (blobs) joined by strands of singly-visited sites, and thus an increase in the size of the surface relative to the bulk, accounts for the increase in \(\langle m_2 \rangle/n\) and the decrease in \(\langle m_3 \rangle/n\) compared to the homogeneous lattice case. So from this point of view the maximally dense phase is replaced by a denser version of the globule phase where the blobs become dense. This is similar to the semi-stiff ISAW model where well separated sub-clusters form, each with internal anisotropy. However, the subtle difference is that in that model the global anisotropy of the whole walk becomes drastically reduced when lattice inhomogeneity is introduced since the sub-clusters are not correlated. Overall, this reinforces our interpretation that the maximally dense phase is broken and no real transition between small and large \(\omega_3\) occurs.

The prime issue is of finite size scaling and the effective lengths at which our simulations are performed. One way to understand this is via the scaling of metric quantities, for example the mean-square end-to-end distance \(R_2^2 \sim n^{2\nu}\). In two dimensions the exponent has well-known values \(\nu = 3/4\) in the extended phase, and \(\nu = 1/2\) in collapsed phases. In Fig. 4 we show log-log plots of \(R_2^2\) at points in the phase diagram representing each of the three phases. Although the specific values of the weights do not matter for this picture, the data for each phase is: extended, \((\omega_2, \omega_3) = (1, 1)\); globule, \((\omega_2, \omega_3) = (5, 1)\); and maximally dense, \((\omega_2, \omega_3) = (1, 20)\). On the homogeneous lattice (a) all phases have expected scaling. Note that the maximally dense phase is not well-formed for the smallest values of \(n\) even at the large value of \(\omega_3\) chosen as the representative point and so the data for this phase does not indicate any real scaling behaviour until larger \(n\). On the inhomogeneous lattice (c) with \(1 - p = 0.2\), the scaling in the collapsed phases clearly departs from \(\nu = 1/2\) at all values of \(n\) and \(\langle R_2^2 \rangle\) appears to scale with an effective finite size exponent between \(\nu = 1/2\) and \(\nu = 3/4\). This indicates that the lengths of our simulations are too small to proper see
FIG. 4. The mean-squared end-to-end distance $\langle R^2 \rangle$ without and with lattice inhomogeneity at representative points of each phase. Data is from the full model up to length $n = 600$. Dashed reference lines indicate scaling corresponding to $\nu = 1/2, 3/4$.

the low temperature behaviour in a finite size scaling analysis. The alternate explanation is that the impurities not only disrupt the maximally dense phase but also destroy the globular phase. This was not seen for the ISAW model but the lengths of those simulations were shorter than we have conducted here. We shall return to this point in the conclusion. Important for this work is that in the presence of impurities the trails appear to behave in the same way in both collapsed regions of the phase space.

IV. PHASE TRANSITIONS

We now consider the each of the homogeneous phase transitions and how they are affected by the introduction of defects more closely as the amount of defects becomes small.

A. Extended-globule transition

We first look at the critical transition between the extended and globule phases. As we have seen in Fig. 2, this transition is weaker than the others and on the homogeneous lattice it is expected to be a $\theta$-like transition. In two dimensions the $\theta$ point transition is characterised by $\alpha = -1/3$, thus the peak value of the variance $c^{(2)}_n$ does not diverge and the scaling form of Eq. (4) is not useful. However, the peak of the third derivative of the free energy $t_n^{(2)}$ does diverge, with exponent $2/7$, and we can visualise the peak values to determine the nature of the transition. We consider moments of $m_2$ as the indicators of this transition, since $\langle m_3 \rangle/n$ changes only slowly near this transition. In Fig. 5 we plot the peak values of (a) the variance $c^{(2)}_n$ and (b) the third derivative of the free energy $t_n^{(2)}$ using data from the full model but at a fixed value $\omega_3 = 5$, across the extended-globule transition. For both the homogeneous lattice and and inhomogeneous lattice with small amount of defects, $1 - p = 0.05$, the peaks in $c^{(2)}_n$ are clear. For larger amount of inhomogeneity, the peaks are only clear for a smaller range in $n$; for larger lengths the peaks are indistinguishable from the numerical noise. Where the peaks are well-defined, their magnitudes diverge slowly with increasing $n$ and corrections to scaling are significant, judging by the curvature of the data. For the homogeneous case we can show in (b) that the peaks of $t_n^{(2)}$ for the homogeneous lattice do diverge,
FIG. 5. The peak values of (a) variance of doubly-visited sites $c_n^{(2)}$ and (b) the third derivative of the free energy $t_n^{(2)}$ near the extended-globule transition for $\omega_3 = 5$. Data is from the full model simulations up to length $n = 600$.

along with a dashed line with slope $2/7$. Thus, we see that the extended-globule transition on the homogeneous lattice has the expected $\theta$-like characteristics. The data for the inhomogeneous lattice cases is inconclusive on this point due to significant noise in the data. The extended-globule transition persists on the inhomogeneous lattice, at least for small values of $1 - p$, but we cannot be definitive about the nature of this transition, although it is expected to remain a $\theta$-like transition [3].

B. Globule-maximally dense transition

Next, we consider the transition between the globule and maximally dense phases. We ran additional simulations of the restricted model with fixed $\omega_2 = 3$ up to length $n = 1444$. Since both phases are collapsed we look at the covariance $c_n^{(4)}$ for a signature of a transition. In Fig. 6 we show (a) a log-log plot of peaks of $c_n^{(4)}$ and (b) a log-log plot of the peaks of $|t_n^{(4)}|$. In the homogeneous lattice case we expect a continuous transition with scaling exponent close to $\alpha = 1/2$. Although we do not have enough data to estimate $\alpha$ or corrections to scaling accurately, the data appears consistent with this exponent, shown by the reference lines in the plots.

For the inhomogeneous lattice cases we only plot points for a limited range of $n$ where the peaks are distinct. At larger $n$ there is not a clear peak indicating a transition and this valid range shrinks as $1 - p$ decreases. Within this valid range the magnitudes of the peaks of $c_n^{(4)}$ overlap well with the homogeneous lattice case. This suggests that for lengths that are not too disturbed by the lattice defects the transition exists and is unaltered. This behaviour persists until some maximum length, dependent on $1 - p$, after which the transition is not evident and the two collapsed phases merge.

C. Extended-maximally dense transition

To look at the extended-maximally dense transition more closely we ran additional simulations of the restricted model with fixed $\omega_2 = 1.5$ up to length $n = 1444$. In Fig. 7 we plot the peaks of the variance of triply-visited sites $c_{n,\text{peak}}^{(3)}$ near the extended-maximally dense transition. In the
FIG. 6. The peak values of (a) $c^{(4)}_n$ and (b) $|t^{(4)}_n|$ near the globule-maximally dense phase transition for several amounts of lattice inhomogeneity. Data is from restricted model simulations at $\omega_2 = 3$ up to length $n = 1444$. Reference lines show scaling for exponent $\alpha = 1/2$.

case of the homogeneous lattice $1 - p = 0$, the first order nature of the transition is clear, since the peaks scale linearly with $n$ suggesting an exponent $\alpha = 1$. In the presence of a small amount of inhomogeneity, $1 - p = 0.05$, the linear scaling persists up to some maximum, and this maximum reduces as inhomogeneity increases to $1 - p = 0.10$. Similar to the globule-maximally dense transition, at large $n$ the variance has no identifiable peak to indicate a transition and these points are not shown on Fig. 7. Unlike the globule-maximally dense transition however, there is a small window where a peak can be identified but the magnitude has sublinear scaling. So we can confidently conclude that the first order transition disappears but less confident about its replacement. If the addition of a small amount of lattice inhomogeneity allows a single collapsed phase to persist but without a distinction between globule and maximally dense phases then one expects that the extended-maximally dense transition must change to match the extended-globule transition, which we know to be at least continuous, possibly $\theta$-like. The fact that there is a small window in the data where this may occur is tantalising but we cannot be conclusive. We do not have reliable enough data to probe with certainty, for example even where peaks in the variance can be identified, the simulations need further convergence to reliably estimate the third derivative $t_n$ and thus the continuous transition scaling.

V. CROSSOVER TO DISORDERED SYSTEM

The extent of the disruption caused by increasing inhomogeneity is different for each transition and each phase. However, a common feature is that as the inhomogeneity increases, there is a range in $n$ where expected behaviour persists, and above these lengths the transitions are altered to some degree. The more inhomogeneity is present, the smaller this range is but it is somewhat ad hoc to determine this range from where the scaling behaviour of $c^{(4)}_n$ changes. Since we have a finite-size system the obvious way to characterise the amount of disorder is by the parameter $\chi = n^{\nu} \sqrt{1 - p}$, which is the ratio of the leading order scaling of metric quantities (e.g. end-to-end distance) to the mean separation of defects $1/\sqrt{1 - p}$. We are focused on the maximally dense phase so we will use the collapsed phase value for the exponent $\nu$, i.e. $\nu = 1/2$ and see where this breaks down. As a measure of the effect of the lattice defects we look at the densities in
FIG. 7. The peak values of the variance of triply-visited sites $c_n^{(3)}$ near the extended-maximally dense phase transition for several amounts of lattice inhomogeneity. The dashed reference line has a slope of 1. Data is from restricted model simulations with fixed $\omega_2 = 1.5$ up to length $n = 1444$.

the inhomogeneous lattice cases relative to the homogeneous lattice case. These quantities have smaller numerical uncertainty from simulations on an inhomogeneous lattice, compared to the variances consider in the previous section. We define

$$\delta \langle m_i \rangle = \frac{\langle m_i \rangle_p - \langle m_i \rangle_0}{\langle m_i \rangle_0},$$

(8)

where $\langle m_i \rangle_p$ and $\langle m_i \rangle_0$ are the densities calculated for the inhomogeneous and homogeneous lattice cases, respectively. In Fig. 8 we plot $\delta \langle m_i \rangle$ as a function of $\chi$ using data from the restricted model with fixed $\omega_2 = 3$ at a large value of $\omega_3 = 100$ to highlight the effect in the maximally dense phase. It is worth remarking that at this point in the phase diagram $\langle m_2 \rangle_p$ is small and $\langle m_3 \rangle_p$ is close to $1/3$, regardless of $1 - p$.

We identify low- and high-disorder regimes, delineated around $\chi \approx 6$. This point is common to both densities and it also corresponds to the values of $n$ where the peaks of the variances change behaviour in Section IV. In Fig. 8(a) $\delta \langle m_2 \rangle$ is largely independent of the inhomogeneity in the low-disorder regime, where lattice defects are present but are too few to disrupt very dense configurations. There is a marked change in behaviour in the high-disorder regime where $\delta \langle m_2 \rangle$ increases with $\chi$; there is still some small dependence on $1 - p$ but it is not clear from this data if this is significant. There are two possible effects that contribute to this enhancement. Firstly, a lattice defect prevents triply-visited sites in its immediate vicinity so more doubly-visited sites appear in the interior of a configuration. Secondly, lattice defects inhibit a single dense globule in favour of more smaller sub-clusters thus increasing the surface of the configuration (where doubly-visited sites appear) relative to the bulk (dominated by triply-visited sites). Judging by the most probable configurations shown in Fig. 3 it seems that the second effect is stronger.

The effect of inhomogeneity on the density of triply visited sites is different, shown in Fig. 8(b). In the low-disorder regime $\delta \langle m_3 \rangle$ appears to be enhanced relative to the homogeneous lattice case, but this is actually a finite-size effect as the enhancement decreases as $\omega_3$ is increased. We speculate that a small amount of inhomogeneity inhibits the average size of configurations which reduces the size of the surface (dominated by doubly-visited sites) relative to the bulk (dominated by triply-visited sites). Recall that for larger $1 - p$ small $\chi$ corresponds to smaller $n$, where this effect is more significant. In the high-disorder regime $\delta \langle m_3 \rangle$ is reduced as $\chi$ increases and a residual
FIG. 8. The densities of the inhomogeneous lattice model relative to the homogeneous lattice model, versus the scaling parameter $\chi$, in the maximally dense phase, $(\omega_2, \omega_3) = (3, 100)$.

FIG. 9. Schematic phase diagrams for (a) low disorder, including homogeneous lattice, and (b) near $\chi \approx 6$. The solid blue line is a first-order transition, the dotted black line is a $\theta$-like phase transition and the dashed red line is a continuous phase transition.

dependence on $1 - p$ is more prominent.

We summarise our findings in Fig. 9 with two schematic phase diagrams. When the amount of disorder is zero or asymptotically small there is a scaling regime, $\chi \lesssim 6$, which includes the homogeneous lattice case, such that the system contains three phases, shown in (a). In this phase diagram the behaviour of the transitions between the phases is known including that they meet at a multi-critical point. Thermodynamically then this phase diagram is only valid for the homogeneous lattice but there is a scaling regime characterised by $\chi$. At some point around $\chi \approx 6$ the maximally dense phase is disrupted and the transition to the globule phase disappears. Further, the extended-maximally dense transition changes to a continuous one and in order to be consistent with what was the extended-globule transition, we expect that it becomes $\theta$-like. We show in (b) a schematic phase diagram for finite impurity case with only two phases. It is possible that the phase boundaries may have shifted relative to the small $\chi$ phase diagram, but we cannot quantify this shift. However, we do expect that the phase boundary, if it does exist in this regime, does not include the kinetic growth point from the homogeneous lattice case. Of course, the alternate
The hypothesis is that there are no longer any phase boundaries for fixed finite levels of impurities in the thermodynamic limit. The resolution of this question requires further work with longer length simulations.

VI. CONCLUSION

We have simulated the extended ISAT model of lattice polymers on the homogeneous and inhomogeneous triangular lattices. The presence of lattice defects disrupts the maximally dense phase and the transitions to the extended and globule phases in different ways. This work complements a previous study of the semi-stiff ISAW model on the square lattice [16]. In that model the low temperature analogue to the maximally dense phase is a crystal phase (also maximally dense but with added anisotropy) characterised by closely packed long straight segments. It was intuitive that lattice defects would inhibit such crystalline configurations and this was most apparent in the average anisotropy of the configurations. In particular, the value of the anisotropy in the crystal phase displayed crossover behaviour between low and high disorder regimes when parameterised by an appropriate scaling parameter. Anisotropy is not useful in the eISAT model but by introducing the same scaling parameter $\chi$ we find a crossover scaling between homogeneous and inhomogeneous lattice regimes. The crossover is apparent in the values of the densities $\langle m_2 \rangle / n$ and $\langle m_3 \rangle / n$ in the maximally dense phase and the scaling of peaks of $c_n$ near the transitions. Although the maximally dense phases in the eISAT model is different to the crystalline phase in the ISAW model, the introduction of lattice defects disrupts these dense phases in similar ways, causing the formation of dense sub-clusters. Our findings are consistent with the expectation that a critical transition between the extended and collapsed phases persists as the amount of lattice inhomogeneity increases and that the transition between the globule and maximally dense phase becomes a thermodynamically smooth change. However, our simulations sizes are not large enough to verify exponents. One question that needs addressing with longer simulations is whether lattice impurities also disrupt the globule phase.
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