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Abstract
The uncertainty principle is one of the fundamental features of quantum mechanics and plays a vital role in quantum information processing. We study uncertainty relations based on metric-adjusted skew information for finite quantum observables. Motivated by the paper [Physical Review A 104, 052414 (2021)], we establish tighter uncertainty relations in terms of different norm inequalities. Naturally, we generalize the method to uncertainty relations of metric-adjusted skew information for quantum channels and unitary operators. As both the Wigner–Yanase–Dyson skew information and the quantum Fisher information are the special cases of the metric-adjusted skew information corresponding to different Morozova–Chentsov functions, our results generalize some existing uncertainty relations. Detailed examples are given to illustrate the advantages of our methods.
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1 Introduction
The uncertainty principle is one of most distinguished features of quantum mechanics, which shows the intrinsic differences between classical and quantum theories. Since
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Heisenberg first established the uncertainty principle of position and momentum [1], uncertainty relations have been extensively studied. In 1929, Robertson proposed the famous uncertainty relation for any quantum state $|\psi\rangle$ and arbitrary two observables $A$ and $B$, $\Delta A \Delta B \geq \frac{1}{2} |\langle[A, B]|\psi\rangle|$, where $[A, B] = AB - BA$ is the commutator and $\Delta M = \sqrt{\langle M^2 \rangle - \langle M \rangle^2}$ is the standard quantum deviation [2]. With the development of quantum information theory, many kinds of uncertainty relations have been established, such as the ones in terms of entropy [3–5], noise and disturbance [6], skew information [7], successive measurements [8, 9], majorization techniques [10], etc. As one of the building blocks of quantum theory, uncertainty relations have many potential applications, including, but not limited to, quantum entanglement [11–13], quantum coherence [14], quantum steering [15], quantum key distribution [16], and so on.

This paper focuses on quantum uncertainty relations characterized by the metric-adjusted skew information defined by Hansen [17]. The metric-adjusted skew information establishes a connection between the geometrical formulation of quantum statistics proposed by Chentsov and Morozova and the measures of quantum information introduced by Wigner and Yanase. When one takes particular Chentsov–Morozova functions, the metric-adjusted skew information reduces to some common measures of quantum information such as the Wigner–Yanase skew information [18], the Wigner–Yanase–Dyson skew information and quantum Fisher information [19]. Recall that the Wigner–Yanase skew information of a state $\rho$ with respect to an observable $A$ is given by: [18]

$$ I_{\rho}(A) = -\frac{1}{2} \text{Tr}([\sqrt{\rho}, A]^2). \quad (1) $$

Note that the skew information describes the non-commutativity between the square root of $\rho$ and the observable $A$, coinciding with the variance that describes the non-commutativity. Although the Wigner–Yanase skew information is the same as the variance for pure states, generally it is fundamentally different from the variance [20]. Later, Dyson generalized the skew information from the square root of $\rho$ to arbitrary $\alpha$ root, called the Wigner–Yanase–Dyson skew information,

$$ I_{\rho}^\alpha(A) := -\frac{1}{2} \text{Tr}([\rho^\alpha, A][\rho^{1-\alpha}, A]), \quad 0 < \alpha < 1. \quad (2) $$

The celebrated convexity of $I_{\rho}^\alpha(H)$ with respect to the quantum state $\rho$ was successfully proved by Lieb [21]. The quantum Fisher information is defined by

$$ I_{\rho}^F(A) = \frac{1}{4} \text{Tr}(\rho L^2), \quad (3) $$

where $L$, the symmetric logarithmic derivative, is a Hermitian operator satisfying

$$ i[\rho, A] = \frac{1}{2}(L\rho + \rho L). \quad (4) $$

Recently, Cai shew that the sum uncertainty relations of Wigner–Yanase skew information also hold for metric-adjusted skew information, and presented a series of
lower bounds given by the skew information of any prescribed size of the combinations [22]. Later, Ren et al. proposed tighter uncertainty relations based on metric-adjusted skew information by using norm properties [23].

By using different operator norm inequalities, we derive tighter sum uncertainty relations via metric-adjusted skew information for quantum observables, quantum channels and unitary operators. We point out that our new uncertainty relations can also be generalized to variance-based sum uncertainty relations. We start by introducing the definition of the metric-adjusted skew information in Sect. 2. In Sect. 3, we establish a tighter uncertainty relation of the metric-adjusted skew information for finite quantum observables. We generalize uncertainty relations to finite quantum channels and unitary operators in Sect. 4. We summarize our results in Sect. 5.

2 Metric-adjusted skew information

Let us recall the definition of metric-adjusted skew information. In Ref. [24], Petz introduced the symmetric monotone metric on the space of complex matrices by a positive semi-definite matrix of trace 1. Let \( M_n(\mathbb{C}) \) be the space of complex matrices of dimension \( n \) and \( \mathcal{M}_n(\mathbb{C}) \) be the set of all positive semi-definite matrices of trace 1. Assuming \( A, B \in M_n(\mathbb{C}) \) and \( \rho \in \mathcal{M}_n(\mathbb{C}) \), the metric \( K_\rho(\cdot, \cdot) : M_n(\mathbb{C}) \times M_n(\mathbb{C}) \to \mathbb{C} \) satisfies the following conditions:

(a) \( K_\rho(\cdot, \cdot) \) is sesquilinear;
(b) \( K_\rho(A, A) \geq 0 \) and the equality holds if and only if \( A = 0 \);
(c) \( K_\rho(\cdot, \cdot) \) is continuous on \( \mathcal{M}_n(\mathbb{C}) \) for every \( \rho \);

Recall a linear map \( T : M_n(\mathbb{C}) \to M_m(\mathbb{C}) \) is defined to be stochastic if \( T(\mathcal{M}_n(\mathbb{C})) \subset \mathcal{M}_m(\mathbb{C}) \) and \( T \) is completely positive.

(d) \( K_{T(\rho)}(T(A), T(A)) \leq K_\rho(A, A) \) for every stochastic map \( T : M_n(\mathbb{C}) \to M_m(\mathbb{C}) \).

A monotone metric has been given by Chentsov, Morozova and Petz [24],

\[
K_\rho(A, B) = \text{Tr}(A^\dagger c(L_\rho, R_\rho)B),
\]

where \( c(L_\rho, R_\rho) \) is called the Morozova–Chentsov function with respect to the left and right multiplication operators \( L_\rho \) and \( R_\rho \). The Morozova–Chentsov function is of the form

\[
c(x, y) = \frac{1}{y f(xy^{-1})}, \quad x, y > 0,
\]

where \( f \) is a positive operator monotone function defined in the positive half-axis satisfying the functional equation

\[
f(t) = tf(t^{-1}), \quad t > 0.
\]
The metric-adjusted skew information given by the symmetric monotone metric is defined as [17, 25]:

\[ I_c^\rho(A) = \frac{m(c)}{2} K^\rho_c(i[\rho, A], i[\rho, A]) \]

\[ = \frac{m(c)}{2} \text{Tr}(i[\rho, A]c(L_\rho, R_\rho) i[\rho, A]), \]

where \( A \) is a self-adjoint operator and \( m(c) = \lim_{t \to 0} f(t) \).

If one considers

\[ f_\alpha = \alpha(1 - \alpha) \frac{(1 - t)^2}{(1 - t^\alpha)(1 - t^{1-\alpha})}, \quad t > 0, \]

with \( f(0) = \alpha(1 - \alpha) \), the corresponding Morozova–Chentsov function is:

\[ c_\alpha(x, y) = \frac{1}{\alpha(1 - \alpha)} \frac{(x^\alpha - y^\alpha)(x^{1-\alpha} - y^{1-\alpha})}{(x - y)^2}, \quad 0 < \alpha < 1. \]

The metric-adjusted skew information of \( c_\alpha \) becomes the Wigner–Yanase–Dyson skew information, that is,

\[ I^c_\rho c_\alpha(A) = \frac{\alpha(1 - \alpha)}{2} \text{Tr} \left[ i[\rho, A]c_\alpha(L_\rho, R_\rho) i[\rho, A] \right] \]

\[ = -\frac{1}{2} \text{Tr} \left[ \rho^{\alpha}, A \right] \left[ \rho^{1-\alpha}, A \right] = I^\alpha_\rho(A). \]

Specially, if \( \alpha = 1/2 \), \( I^c_\rho c_\alpha(A) \) becomes the Wigner–Yanase skew information.

If one takes

\[ f_F(t) = \frac{1 + t}{2}, \quad t > 0, \]

the corresponding Morozova–Chentsov function is:

\[ c_F(x, y) = \frac{2}{x + y}, \]

The metric-adjusted skew information of \( c_F \) turns out to be

\[ I^c_\rho c_F(A) = \frac{1}{4} \text{Tr}(\rho L^2) = I^F_\rho(A). \]

Obviously, the metric-adjusted skew information gives a uniform formula for the Wigner–Yanase–Dyson skew information and the quantum Fisher information.
3 Uncertainty relations for quantum observables

We now provide stronger sum uncertainty inequalities based on the metric-adjusted skew information for \( N \) finite observables.

**Theorem 1** For \( N \) arbitrary finite observables \( A_1, A_2, \ldots, A_N \), the following sum uncertainty relation holds:

\[
\sum_{i=1}^{N} I^c_{\rho}(A_i) \geq \max_{x \in \{0, 1\}} \frac{1}{2N-2} \left\{ \frac{2}{N(N-1)} \left[ \sum_{1 \leq i < j \leq N} \sqrt{I^c_{\rho}(A_i + (-1)^x A_j)} \right]^2 \right. \\
+ \left. \sum_{1 \leq i < j \leq N} I^c_{\rho}(A_i + (-1)^{x+1} A_j) \right\}. \tag{15}
\]

**[Proof]** Using the following identity for any complex matrix \( a_i \),

\[
(2N - 2) \sum_{i=1}^{N} \|a_i\|^2 = \sum_{1 \leq i < j \leq N} \|a_i + a_j\|^2 + \sum_{1 \leq i < j \leq N} \|a_i - a_j\|^2,
\]

where \( \| \cdot \| \) stands for the operator norm of a matrix, and the Cauchy–Schwarz inequalities,

\[
\sum_{1 \leq i < j \leq N} \|a_i + (-1)^x a_j\|^2 \geq \frac{2}{N(N-1)} \left( \sum_{1 \leq i < j \leq N} \|a_i + (-1)^x a_j\| \right)^2,
\]

for \( x \in \{0, 1\} \). Then, one has

\[
\sum_{i=1}^{N} \|a_i\|^2 \geq \frac{1}{2N-2} \left[ \frac{2}{N(N-1)} \left( \sum_{1 \leq i < j \leq N} \|a_i + (-1)^x a_j\| \right)^2 \right. \\
+ \left. \sum_{1 \leq i < j \leq N} \|a_i + (-1)^{x+1} a_j\|^2 \right]. \tag{16}
\]

Namely,

\[
\sum_{i=1}^{N} K^c_{\rho}(i \rho, A_i) \geq \frac{1}{2N-2} \left\{ \sum_{1 \leq i < j \leq N} K^c_{\rho}(i \rho, A_i + (-1)^{x+1} A_j), i \rho, A_i + (-1)^{x+1} A_j \right\}
\]
\[ + \frac{2}{N(N-1)} \left\{ \frac{1}{2} \sum_{1 \leq i < j \leq N} \sqrt{K_{\rho}^c(i, A_i + (-1)^x A_j)} \left[ \left[ \rho, A_i + (-1)^x A_j \right], i \left[ \rho, A_i + (-1)^x A_j \right] \right] \right\}^2 \right\}.
\]

(17)

In particular, if we take the Morozova–Chentsov function to be \( c_\alpha \), then the metric-adjusted skew information becomes the Wigner–Yanase–Dyson skew information. In this case, we have the following corollary.

**Corollary 1** For \( N \) arbitrary finite observables \( A_1, A_2, \ldots, A_N \), the following sum uncertainty relation based on Wigner–Yanase–Dyson skew information holds:

\[
\sum_{i=1}^{N} I^w_{\rho}(A_i) \geq \max_{x \in \{0, 1\}} \frac{1}{2N - 2} \left\{ \frac{2}{N(N-1)} \left[ \sum_{1 \leq i < j \leq N} \sqrt{I^w_{\rho}(A_i + (-1)^x A_j)} \right]^2 \right. \nonumber \\
+ \left. \sum_{1 \leq i < j \leq N} I^w_{\rho}(A_i + (-1)^{x+1} A_j) \right\}.
\]

(18)

When \( \alpha = 1/2 \), the corollary gives rise to the uncertainty relation of Wigner–Yanase skew information and covers the result in Ref. [26]. If we take \( c_F \) as the Morozova–Chentsov function, we have the following uncertainty relation of quantum Fisher information.

**Corollary 2** For \( N \) arbitrary finite observables \( A_1, A_2, \ldots, A_N \), the following sum uncertainty relation based on Fisher information holds:

\[
\sum_{i=1}^{N} I^F_{\rho}(A_i) \geq \max_{x \in \{0, 1\}} \frac{1}{2N - 2} \left\{ \frac{2}{N(N-1)} \left[ \sum_{1 \leq i < j \leq N} \sqrt{I^F_{\rho}(A_i + (-1)^x A_j)} \right]^2 \right. \nonumber \\
+ \left. \sum_{1 \leq i < j \leq N} I^F_{\rho}(A_i + (-1)^{x+1} A_j) \right\}.
\]

(19)

For pure quantum states, the sum uncertainty relation based on metric-adjusted skew information is equivalent to the sum variance-based uncertainty relation taking \( c_\alpha \) or \( c_F \) as the corresponding Morozova–Chentsov functions. In fact, for general mixed states, we also have the similar variance-based uncertainty relations for observables, which can be proved by using inequality (16).

**Corollary 3** For \( N \) arbitrary finite observables \( A_1, A_2, \ldots, A_N \), the following sum uncertainty relation based on quantum variance holds:

\[
\sum_{i=1}^{N} \Delta_{\rho}^2(A_i) \geq \max_{x \in \{0, 1\}} \frac{1}{2N - 2} \left\{ \frac{2}{N(N-1)} \left[ \sum_{1 \leq i < j \leq N} \Delta_{\rho}(A_i + (-1)^x A_j) \right]^2 \right. \nonumber \\
+ \left. \sum_{1 \leq i < j \leq N} \Delta_{\rho}^2(A_i + (-1)^{x+1} A_j) \right\}.
\]

(20)
where $\Delta^2_\rho(A_i) = \|(A - \langle A \rangle_\rho)\sqrt{\rho}\|_F^2 =: \|a_i\|_F^2$, $\| \cdot \|_F$ is the Frobenius norm.

In Ref. [23], based on different norm inequalities, Ren et al. presented another uncertainty relation for $N$ quantum observables,

$$\sum_{i=1}^N I^c_\rho(A_i) \geq \frac{1}{N} I^c_\rho\left(\sum_{i=1}^N A_i\right) + \frac{2}{N^2(N-1)} \left[ \sum_{1 \leq i < j \leq N} \sqrt{I^c_\rho(A_i - A_j)} \right]^2. \quad (21)$$

In a similar fashion to corollary 3, one may deduce the following result from (21),

**Corollary 4** For $N$ arbitrary finite observables $A_1, A_2, \ldots, A_N$, one has the following sum uncertainty relation based on quantum variance:

$$\sum_{i=1}^N \Delta^2_\rho(A_i) \geq \frac{1}{N} \Delta^2_\rho\left(\sum_{i=1}^N A_i\right) + \frac{2}{N^2(N-1)} \left[ \sum_{1 \leq i < j \leq N} \Delta_\rho(A_i - A_j) \right]^2. \quad (22)$$

Our Theorem 1 is tighter than the uncertainty relation (21) for all quantum states and observables. The uncertainty relation (21) is based on the inequality of matrix norm:

$$\sum_{i=1}^N \|a_i\|^2 \geq \frac{1}{N} \|\sum_{i=1}^N a_i\|^2 + \frac{2}{N^2(N-1)} \left( \sum_{1 \leq i < j \leq N} \|a_i - a_j\| \right)^2. \quad (23)$$

To show that Theorem 1 is tighter than (21) is equivalent to prove that

$$\frac{1}{2N - 2} \left[ \frac{2}{N(N-1)} \left( \sum_{1 \leq i < j \leq N} \|a_i - a_j\| \right)^2 + \sum_{1 \leq i < j \leq N} \|a_i + a_j\|^2 \right] \geq \frac{1}{N} \|\sum_{i=1}^N a_i\|^2 + \frac{2}{N^2(N-1)} \left( \sum_{1 \leq i < j \leq N} \|a_i - a_j\| \right)^2. \quad (24)$$

By using the following equality of matrix norm,

$$\frac{1}{2N - 2} \sum_{1 \leq i < j \leq N} \|a_i + a_j\|^2 = \frac{1}{N} \|\sum_{i=1}^N a_i\|^2 + \frac{N - 2}{N(2N - 2)} \sum_{1 \leq i < j \leq N} \|a_i - a_j\|^2,$$

the inequality (24) becomes the Cauchy–Schwarz inequality,

$$\sum_{1 \leq i < j \leq N} \|a_i - a_j\|^2 \geq \frac{2}{N(N-1)} \left( \sum_{1 \leq i < j \leq N} \|a_i - a_j\| \right)^2.$$
Fig. 1  
(a) The black (dashed) line represents \( I^{1/3}_\rho (\sigma_x) + I^{1/3}_\rho (\sigma_y) + I^{1/3}_\rho (\sigma_z) \). The red (full) curve and the blue (dotted) curve, respectively, denote the right hand of (15) and (21). Obviously, the bound given by the red curve is much tighter than the one corresponding to the blue curve. 
(b) The black (dashed) line represents the sum \( \Delta^2_\rho (\sigma_x) + \Delta^2_\rho (\sigma_y) + \Delta^2_\rho (\sigma_z) \). The red (full) curve and the blue (dotted) curve, respectively, denote the lower bounds (20) and (22).

Therefore, our Theorem 1 is strictly tighter than the uncertainty relation (21). By taking the maximum in (15) for \( x \in \{0, 1\} \), Theorem 1 would be much tighter. Below we consider a concrete example for illustration.

Example 1  
Let us consider the mixed state \( \rho = \frac{1}{2} (I_2 + \vec{r} \cdot \vec{\sigma}) \), where \( \vec{r} = (\sqrt{3}/2 \cos \theta, \sqrt{3}/2 \sin \theta, 0) \), the components of the vector \( \vec{\sigma} = (\sigma_x, \sigma_y, \sigma_z) \) are the standard Pauli matrices, \( I_2 \) is the \( 2 \times 2 \) identity matrix. We take \( \alpha = 1/3 \) and the Pauli matrices \( \sigma_x, \sigma_y \) and \( \sigma_z \) to be the observables \( A_1, A_2 \) and \( A_3 \). The results are shown in Fig. 1.

4 Uncertainty relations for quantum channels

Let \( \Phi \) be a quantum channel with Kraus representation, \( \Phi(\rho) = \sum_{i=1}^n K_i \rho K_i^\dagger \). In Ref. [27], Luo and Sun proposed the Wigner–Yanase skew information of a channel with respect to a state \( \rho \), which is well-defined due to the independence on the choice of the Kraus representations of the channel. The metric-adjusted skew information can be defined similarly [22]:

\[
I^\rho_c(\Phi) = \sum_{i=1}^n I^\rho_c(K_i),
\]

where

\[
I^\rho_c(K_i) = \frac{m(c)}{2} K^c_\rho (i[\rho, K_i], i[\rho, K_i])
= \frac{m(c)}{2} \text{Tr}(i[\rho, K_i])^\dagger c (L_\rho, R_\rho) i[\rho, K_i]).
\]

If we take \( c = c_\alpha \), the metric-adjusted skew information for quantum channel becomes

\[
I^\rho_{\alpha}(\Phi) := \sum_i I^\rho_{\alpha}(K_i) = -\frac{1}{2} \sum_i \text{Tr}[\rho^\alpha, K_i^\dagger] \left[ \rho^{1-\alpha}, K_i \right].
\]
Which corresponds to Wigner–Yanase–Dyson skew information. If $\alpha = 1/2$, the metric-adjusted skew information above recovers the one given in [27].

The metric-adjusted skew information for a quantum channel $\Phi$ can be rewritten as:

$$I^c_{\rho}(\Phi) = \frac{m(c)}{2} \text{Tr}(\sum_i (i[\rho, K_i])^\dagger c(L_{\rho}, R_{\rho}) i[\rho, K_i])$$

where $a^\dagger = ((i[\rho, K_1])^\dagger, (i[\rho, K_2])^\dagger, \ldots, (i[\rho, K_n])^\dagger)$ and $C(L_{\rho}, R_{\rho}) = I_n \otimes c(L_{\rho}, R_{\rho})$. $I^c_{\rho}(\Phi)$ characterizes the intrinsic features of both the quantum state and the quantum channel [27]. For arbitrary $N$ quantum channels, we have the following conclusion.

**Theorem 2** Let $\Phi_1, \Phi_2, \ldots, \Phi_N$ be $N$ quantum channels with Kraus representations $\Phi_s(\rho) = \sum_{i=1}^n K^s_i \rho (K^s_i)^\dagger$, $s = 1, 2, \ldots, N$. The following uncertainty relation holds:

$$\sum_{s=1}^N I^c_{\rho}(\Phi_s) \geq \max\{LB_1, LB_2, LB_3\},$$

where

$$LB_1 = \max_{\pi_s, \pi_t \in S_n} \frac{1}{N - 2} \left\{ \sum_{1 \leq s < t \leq N} \sum_{i=1}^n I^c_{\rho}(K^s_{\pi_s(i)} + K^t_{\pi_t(i)}) \right\},$$

$$LB_2 = \max_{\pi_s, \pi_t \in S_n} \frac{1}{N} \left\{ \sum_{i=1}^n I^c_{\rho}(\sum_{s=1}^N K^s_{\pi_s(i)}) \right\} + \frac{2}{N(N-1)} \left\{ \sum_{1 \leq s < t \leq N} \sum_{i=1}^n I^c_{\rho}(K^s_{\pi_s(i)} - K^t_{\pi_t(i)}) \right\},$$

$$LB_3 = \max_{x \in \{0, 1\}} \max_{\pi_s, \pi_t \in S_n} \frac{1}{2N - 2} \left\{ \sum_{1 \leq s < t \leq N} \sum_{i=1}^n I^c_{\rho}(K^s_{\pi_s(i)} + (-1)^s K^t_{\pi_t(i)}) \right\} + \frac{2}{N(N-1)} \left\{ \sum_{1 \leq s < t \leq N} \sum_{i=1}^n I^c_{\rho}(K^s_{\pi_s(i)} + (-1)^s+1 K^t_{\pi_t(i)}) \right\},$$

$\pi_s, \pi_t \in S_n$ are arbitrary $n$-element permutations.
[Proof] Similar to the proof of Theorem 1, we need to use three inequalities for the operator norm $\| \cdot \|$,

$$\sum_{s=1}^{N} \| a_s \|^2 \geq \frac{1}{N-2} \left[ \sum_{1 \leq s < t \leq N} \| a_s + a_t \|^2 - \frac{1}{(N-1)^2} \left( \sum_{1 \leq s < t \leq N} \| a_s + a_t \| \right)^2 \right],$$

$$\sum_{s=1}^{N} \| a_s \|^2 \geq \frac{1}{N} \left[ \left( \sum_{1 \leq s < t \leq N} \| a_s - a_t \| \right)^2 \right],$$

$$\sum_{s=1}^{N} \| a_s \|^2 \geq \frac{1}{2N-2} \left[ \frac{2}{N(N-1)} \left( \sum_{1 \leq s < t \leq N} \| a_s \| \right)^2 \right. + \left. \sum_{1 \leq s < t \leq N} \| a_s + (-1)^x a_t \|^2 \right],$$

where $x \in \{0, 1\}$. Using these three inequalities, one can straightforwardly derive the lower bounds LB1, LB2 and LB3 in (36). □

In Ref. [23], Ren et al. established tighter uncertainty relations of metric-adjusted skew information for $N$ quantum channels shown as follows:

$$\sum_{s=1}^{N} I^c_\rho (\Phi_s) \geq \max_{\pi_s, \pi_t \in S_n} \frac{1}{N-2} \sum_{i=1}^{n} \left\{ \sum_{1 \leq s < t \leq N} I^c_\rho \left( K^s_{\pi_s(i)} + K^t_{\pi_t(i)} \right) \right. - \frac{1}{(N-1)^2} \left[ \sum_{1 \leq s < t \leq N} \sqrt{I^c_\rho \left( K^s_{\pi_s(i)} + K^t_{\pi_t(i)} \right)^2} \right\}$$

(33)

and

$$\sum_{s=1}^{N} I^c_\rho (\Phi_s) \geq \max_{\pi_s, \pi_t \in S_n} \frac{1}{N} \sum_{i=1}^{n} \left\{ \sum_{s=1}^{N} I^c_\rho \left( \sum_{s=1}^{N} K^s_{\pi_s(i)} \right) \right. + \left. \frac{2}{N(N-1)} \sum_{1 \leq s < t \leq N} \sqrt{I^c_\rho \left( K^s_{\pi_s(i)} - K^t_{\pi_t(i)} \right)^2} \right\}.$$ 

(34)

Let us compare the uncertainty relations (33) and (34) with our theorem 2 by an example.

**Example 2** Let us consider the mixed state $\rho = (I_2 + \tilde{r} \cdot \tilde{\sigma})/2$ defined by the Bloch vector $\tilde{r} = (\sqrt{3}/2 \cos \theta, \sqrt{3}/2 \sin \theta, 0)$. We, respectively, consider three quantum channels: the amplitude damping channel $\epsilon$,

$$\epsilon (\rho) = \sum_{i=1}^{2} A_i \rho (A_i)^\dagger, \quad A_1 = |0\rangle \langle 0| + \sqrt{1-q} |1\rangle \langle 1|, \quad A_2 = \sqrt{q} |0\rangle \langle 1|,$$
The black (dashed) curve represents \( \text{Sum} = I_{\rho}^{1/3}(\phi) + I_{\rho}^{1/3}(\epsilon) + I_{\rho}^{1/3}(\Lambda) \). The red curve, the green curve and the blue curve, respectively, represent the lower bounds LB3, LB2 and LB1 in Theorem 2. The pink (dotted) curve and blue (dashed) curve represent the lower bounds of (33) and (34), respectively. a \( q = 0.5 \). One can see that our lower bounds LB2 and LB3 are tighter than ones in (33) and (34). b \( q = 0.1 \). LB1 is tighter than LB2 and LB3. c \( \theta = 0 \). LB2 and LB3 are tighter than LB1 and LB2 for all \( q \). d \( \theta = \pi/2 \). LB2 and LB3 are the tighter ones for most choices of \( q \).

The phase damping channel \( \phi \),

\[
\phi(\rho) = \sum_{i=1}^{2} B_i \rho (B_i)^\dagger, \quad B_1 = |0\rangle \langle 0| + \sqrt{1-q}|1\rangle \langle 1|, \quad B_2 = \sqrt{q}|1\rangle \langle 1|
\]

and the bit flip channel \( \Lambda \),

\[
\Lambda(\rho) = \sum_{i=1}^{2} C_i \rho (C_i)^\dagger, \quad C_1 = \sqrt{q}|0\rangle \langle 0| + \sqrt{q}|1\rangle \langle 1|, \quad C_2 = \sqrt{1-q}(|0\rangle \langle 1| + |1\rangle \langle 0|)
\]

with \( 0 \leq q < 1 \). We use the Wigner–Yanase–Dyson skew information to compare the lower bounds with \( \alpha = 1/3 \). For convenience, we denote \( \overline{\Lambda}B1 \) and \( \overline{\Lambda}B2 \) the value of the right hands of (33) and (34), respectively.

Our results are based on the norm inequalities. Nevertheless, there is no fixed relationship among the lower bounds of these norm inequalities. Hence, it is not guaranteed that the Theorem 2 is strictly better than the result of Ref. [23]. Figure 2 shows that our results can give tighter lower bounds than those of (33) and (34) from Ref. [23] in certain cases.

Naturally, we would like to consider uncertainty relations for unitary operators, which govern the evolution of a closed quantum system [28]. Consider a unitary
transformation $U(\rho) = U\rho U^\dagger$. The metric-adjusted skew information for the unitary operator can be similarly defined by

$$I^c_\rho(U) = \frac{m(c)}{2} K_\rho^c(i[\rho, U], i[\rho, U])$$

$$= \frac{m(c)}{2} \text{Tr}((i[\rho, U])^c(L_\rho, R_\rho) i[\rho, U]).$$

Similarly to the uncertainty relations for quantum observables, we have the following conclusion, whose proof is similar to one for Theorem 2.

**Corollary 5** The following uncertainty relation of metric-adjusted skew information holds for $N$ unitary operators $U_1, U_2, \ldots, U_N$.

$$\sum_{s=1}^{N} I^c_\rho(U_s) \geq \max\{Lb_1, Lb_2, Lb_3\},$$

where

$$Lb_1 := \frac{1}{N - 2} \left\{ \sum_{1 \leq s < t \leq N} I^c_\rho(U_s + U_t) - \frac{1}{(N - 1)^2} \left[ \sum_{1 \leq s < t \leq N} \sqrt{I^c_\rho(U_s + U_t)} \right]^2 \right\},$$

(37)

$$Lb_2 := \frac{1}{N} \left\{ I^c_\rho \left( \sum_{s=1}^{N} U_s \right) + \frac{2}{N(N - 1)} \left[ \sum_{1 \leq s < t \leq N} \sqrt{I^c_\rho(U_s - U_t)} \right]^2 \right\},$$

(38)

$$Lb_3 := \max_{x \in \{0, 1\}} \frac{1}{2N - 2} \left\{ \sum_{1 \leq s < t \leq N} I^c_\rho(U_s + (-1)^x U_t) + \frac{2}{N(N - 1)} \left[ \sum_{1 \leq s < t \leq N} \sqrt{I^c_\rho(U_s + (-1)^{x+1} U_t)} \right]^2 \right\}. \quad (39)$$

In Ref. [29], the authors presented uncertainty relations based on generalized skew information for quantum unitary channels. In fact, our Corollary 5 covers the main results of Ref. [29]. We take an example to illustrate these unitary uncertainty relations.

**Example 3** Let us consider the mixed state $\rho = \frac{1}{2}(I_2 + \vec{r} \cdot \vec{\sigma})$ with $\vec{r} = (\frac{1}{\sqrt{2}} \cos \theta, \frac{1}{\sqrt{2}} \sin \theta, 0)$. Consider three unitary operators generated by standard Pauli matrices,

$$U_1 = e^{i\frac{\pi}{8} \sigma_x} = \begin{pmatrix} \cos \frac{\pi}{8} & i \sin \frac{\pi}{8} \\ i \sin \frac{\pi}{8} & \cos \frac{\pi}{8} \end{pmatrix}, \quad U_2 = e^{i\frac{\pi}{8} \sigma_y} = \begin{pmatrix} \cos \frac{\pi}{8} & -\sin \frac{\pi}{8} \\ \sin \frac{\pi}{8} & \cos \frac{\pi}{8} \end{pmatrix},$$

$$U_3 = e^{i\frac{\pi}{8} \sigma_z} = \begin{pmatrix} e^{i\frac{\pi}{8}} & 0 \\ 0 & e^{-i\frac{\pi}{8}} \end{pmatrix}.$$
which, respectively, correspond to the Bloch sphere rotations of $-\pi/4$ about $x$ axis, $y$ axis and $z$ axis. Using Wigner–Yanase–Dyson skew information with $\alpha = 1/4$, the comparison among the lower bounds of Corollary 5 is shown in Fig. 3.

5 Conclusion

We have studied uncertainty relations for metric-adjusted skew information. We provided tighter uncertainty relations for quantum observables, quantum channels, and also for unitary operators. We have established a uniform formula to describe the uncertainty, which includes, but is not limited to, Wigner–Yanase skew information, Wigner–Yanase–Dyson skew information, and quantum Fisher information. We also put forward the variance-based uncertainty relations for quantum observables. The results of our work are a starting point for further investigations on uncertainty relations and their related implications and applications.

Note added in revision After we submitted this paper to QIP on Jan. 19, 2022, we noted that the paper arXiv:2205.09286 was submitted to Arxiv on May, 2022 [30], in which the authors considered a generalized version of our results on sum uncertainty relations with regard to metric-adjusted skew information by means of the parameterized norm inequalities.
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