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Abstract

PSR J1012+5307, a millisecond pulsar in orbit with a helium white dwarf (WD), has been timed with high precision for about 25 yr. One of the main objectives of this long-term timing is to use the large asymmetry in gravitational binding energy between the neutron star and the WD to test gravitational theories. Such tests, however, will be eventually limited by the accuracy of the distance to the pulsar. Here, we present very long baseline interferometry (VLBI) astrometry results spanning approximately 2.5 yr for PSR J1012+5307, obtained with the Very Long Baseline Array as part of the MSPSR$\pi$ project. These provide the first proper motion and absolute position for PSR J1012+5307 measured in a quasi-inertial reference frame. From the VLBI results, we measure a distance of 0.83$^{+0.06}_{-0.02}$ kpc (all the estimates presented in the abstract are at 68% confidence) for PSR J1012+5307, which is the most precise obtained to date. Using the new distance, we improve the uncertainty of measurements of the unmodeled contributions to orbital period decay, which, combined with three other pulsars, places new constraints on the coupling constant for dipole gravitational radiation $\kappa_D = (-1.7 \pm 1.7) \times 10^{-8}$ and the fractional time derivative of Newton’s gravitational constant $G/G = -1.8^{+3.6}_{-1.7} \times 10^{-13}$ yr$^{-1}$ in the local universe. As the uncertainties of the observed decays of orbital period for the four leading pulsar-WD systems become negligible in $\approx$10 yr, the uncertainties for $G/G$ and $\kappa_D$ will be improved to $\lesssim 1.5 \times 10^{-13}$ yr$^{-1}$ and $\lesssim 1.0 \times 10^{-14}$, respectively, predominantly limited by the distance uncertainties.

Unified Astronomy Thesaurus concepts: Neutron stars (1108); Gravitation (661); Parallax (1197); Galactic radio sources (571); Astrometry (80); Binary pulsars (153); Pulsar timing method (1305)

1. Introduction

1.1. Testing Gravity Theories with Millisecond Pulsars

When the beams of radiation emitted by rotating neutron stars (NSs) sweep across our line of sight, the result is a regular, light-house-like train of pulses. Thanks to their high rotational inertia, the spin period is extremely stable. The difference between observed pulse times of arrival (ToAs) and the model prediction for those ToAs is known as their residuals. The residuals are generally used to study unmodeled or imperfectly modeled physical process that would affect the ToAs (e.g., Lorimer & Kramer 2012). Such processes include propagation through ionized material surrounding a binary companion (e.g., Lyutikov & Thompson 2005) or through the interstellar medium (e.g., Lyne & Rickett 1968; Bhat et al. 2004) and gravitational phenomena.

Einstein’s theory of general relativity (GR) is the simplest possible form among a class of candidate gravitational theories. Some alternatives to GR suggest a time dependence of Newton’s gravitational constant $G$, which in most cases also necessitates dipolar gravitational-wave emission (Will 1993). There are several ways to test GR and constrain alternative theories of gravity. Highly relativistic double NS systems (e.g., Damour & Taylor 1992; Burgay et al. 2003), pulsar-white dwarf (WD) binaries (e.g., Lazaridis et al. 2009; Freire et al. 2012; Antoniadis et al. 2013; Zhu et al. 2015), and triple stellar systems hosting pulsars (Archibald et al. 2018) have probed different regions of phase space for deviations from the predictions of GR. Taken collectively, an ensemble of pulsars can be used as a Pulsar Timing Array (PTA) to search for spatially correlated ToA variations that would betray the presence of nanohertz gravitational waves, such as those generated by supermassive binary black holes (Detweiler 1979).

The pulsars used in these tests belong to a sub-group of pulsars called “recycled” or “millisecond” pulsars (MSPs). In this work, we use these two terms interchangeably to refer to pulsars spun up via accretion from a companion donor star (Alpar et al. 1982). One of the reasons why MSPs are important for these experiments is that they exhibit less intrinsic timing noise compared to non-recycled pulsars (Shannon & Cordes 2010), thus providing much better timing stability (e.g., Perera et al. 2019) and higher timing precision; this is important for the detection of small relativistic effects in their orbits.

In addition to studies based on pulsar timing, Very Long Baseline Interferometry (VLBI) astrometric experiments are also carried out on both MSPs and normal pulsars (e.g., Chatterjee et al. 2009; Deller et al. 2016, 2019; Vigeland et al. 2018). By measuring annual geometric parallax and proper motion, VLBI astrometry can achieve model-independent estimates of distance, transverse velocity, and absolute positions for pulsars. It is significant not only in reducing the distance uncertainty and improving sensitivities of PTAs
1.2. The PSR J1012+5307 Binary System

PSR J1012+5307 is an MSP with a 5.3 ms rotational period (Nicastro et al. 1995). It has a helium-WD companion with mass $0.156 \pm 0.020 M_\odot$ (at 68% confidence level, as is any other quoted uncertainty in this paper unless otherwise stated; van Kerkwijk et al. 1996; Callanan et al. 1998) in a 0.6 day long (Lazaridis et al. 2009) near-circular ($e < 8 \times 10^{-7}$) orbit at a moderate inclination angle (Driebe et al. 1998; Lange et al. 2001). Spectroscopic observations of the WD were used to measure the mass ratio between PSR J1012+5307 and the WD companion to be $10.5 \pm 0.5$ by Callanan et al. (1998) and $10.0 \pm 0.7$ by van Kerkwijk et al. (2005). A new spectroscopic study of PSR J1012+5307 by Mata Sánchez et al. (2020) further refines the mass ratio to $10.44 \pm 0.11$. Antoniadis et al. (2016) re-visited the Callanan et al. (1998) data with an updated model for the helium WD, which resulted in an updated mass estimate of $0.174 \pm 0.011 M_\odot$. In this paper, we will use the new mass ratio $10.44 \pm 0.11$ and WD mass $0.174 \pm 0.011 M_\odot$, that corresponds to a mass estimate of $\sim 1.8 M_\odot$ for the NS in PSR J1012+5307.

1.3. Motivations for Improving the Distance to PSR J1012+5307

The large difference in gravitational binding energy between the NS and WD in the PSR J1012+5307 system means that it would be an efficient emitter of dipolar gravitational waves in some alternate theories of gravity. Timing observations of such binary pulsars are able to offer experimental tests for those theories. Incorporating timing data from both PSR J1012+5307 and PSR J0437–4715, Lazaridis et al. (2009) looked into the contributions to the time derivative of orbital period $P_t$ and use the difference between the modeled and observed value $P_t^{\text{obs}}$ to constrain the coupling constant for dipole gravitational radiation $\kappa_D$ to be $(0.3 \pm 2.5) \times 10^{-7}$ and the fractional time derivative of Newton’s gravitational constant $G/G$ to be $(-0.7 \pm 3.3) \times 10^{-12} \text{ yr}^{-1}$, both at 95% confidence. Using the same method but different pulsar-WD binaries, the best pulsar-based constraints, $\kappa_D = (-0.3 \pm 2.0) \times 10^{-4}$ (at 68% confidence) and $G/G = (-1 \pm 9) \times 10^{-13} \text{ yr}^{-1}$ (at 95% confidence) are derived, respectively, by Freire et al. (2012) and Zhu et al. (2018).

For PSR J1012+5307 the precision of the constraints on $\kappa_D$ and $G$ is dominated by the uncertainty in $P_t^{\text{obs}}$, and the distance to PSR J1012+5307 (Lazaridis et al. 2009). Accordingly, improvements in the precision of distance estimates to pulsars such as PSR J1012+5307 have great potential to improve tests of alternate gravitational theories. Furthermore, as the uncertainty of $P_t^{\text{obs}}$ decreases much faster than the uncertainty on the distance with pulsar-timing observations (Bell & Bailes 1996), the latter will eventually dominate the error budget of $\kappa_D$ and $G$.

Improving the distance to PSR J1012+5307 will also benefit some other studies. Additionally, as one of the pulsars having reliable independent distance measurements, PSR J1012+5307 was used by Yao et al. (2017) to derive the latest model of the Galactic free electron density distribution. Therefore a more accurate distance to PSR J1012+5307 would further refine such a model.

1.4. Measuring the Distance to PSR J1012+5307

Several methods have been used in the past to estimate the distance to PSR J1012+5307, the results of which are summarized in Table 3. A measure of $0.84 \pm 0.09$ kpc was derived by Callanan et al. (1998) using optical spectral-line observations of the WD companion. Pulsar timing is another way to measure the distance, as timing parallax is one of the outputs from parameter fits. PSR J1012+5307 is routinely timed by two PTAs, the European Pulsar Timing Array (EPTA) and the North American Nanohertz Observatory for Gravitational Waves (NANOGrav). To date, two timing parallaxes have been reported for PSR J1012+5307 utilizing solely EPTA data. Lazaridis et al. (2009) reported a timing parallax of $1.22 \pm 0.26$ mas using 15 yr of multi-telescope data, corresponding to a distance of $0.82_{-0.12}^{+0.22}$ kpc. A different timing parallax for PSR J1012+5307 $0.71 \pm 0.17$ mas is reached more recently in Desvignes et al. (2016), showing 1.6σ tension with the previous timing result. The EPTA and NANOGrav data for PSR J1012+5307 are also combined and analyzed collectively under the International Pulsar Timing Array (IPTA) collaboration, leading to a distance estimate $0.7^{+0.17}_{-0.17}$ kpc for PSR J1012+5307 (Verbiest et al. 2016).

Apart from the above-mentioned methods, high-resolution trigonometric astrometry with VLBI or optical observations are able to provide model-independent distance estimation. A reliable distance to PSR J1012+5307 is essential for improving the uncertainty of $G$ and dipole gravitational-wave emission (see Section 4.3 for explanation). As well as GR tests, a distance based on trigonometric parallax reinforces the estimation of the bolometric luminosity of the companion WD, which reveals the WD radius. The WD radius can be translated to the WD mass when the mass–radius relation is worked out. Incorporating the known NS-WD mass ratio (Mata Sánchez et al. 2020), we can estimate the NS mass.

Prior to this work, an optical counterpart for PSR J1012+5307 had been identified by Jennings et al. (2018) in the Gaia second data release (DR2; Gaia Collaboration et al. 2016, 2018), carrying a tentative parallax of $1.3 \pm 0.4$ mas. The parallax was then translated into a Gaia distance $0.79_{-0.07}^{+0.07}$ kpc for PSR J1012+5307 incorporating other prior information (Jennings et al. 2018). In this work we focus on VLBI astrometry of PSR J1012+5307 as part of the MSPSRπ project, which is the extension of the PSRπ project (Deller et al. 2011a, 2016, 2019; Vigeland et al. 2018) focusing exclusively on MSPs. Throughout this paper, parameter uncertainties are quoted to 68% confidence level unless stated otherwise.

2. Observations and Data Reduction

PSR J1012+5307 was observed at L band (central frequency $\sim 1550$ MHz) with the Very Long Baseline Array in eight epochs between 2015 July and 2017 November under the observation codes BD179 and BD192. Each session was 1 hr long, and the observations are summarized in Table 1. The observational setup is in general the same as other pulsars in the MSPSRπ project and PSRπ sample (refer to Deller et al. 2019), while using J0958+5039 as a phase reference calibrator and J1118+1234 to calibrate the instrumental bandpass. Four compact extragalactic radio sources within $9^\prime$ of PSR J1012+5307 were identified as suitable in-beam calibrators in early MSPSRπ observations, from which J101307.3+531234 is chosen as the primary in-beam calibrator due to its relative
brightness (Table 2). The data were correlated using the DiFX software correlator (Deller et al. 2011b) in two passes—gated and ungated. After gating, the signal-to-noise ratio increases by ≳40%. The gated visibility data sets are subsequently processed in a python-based ParsecTongue (Kettenis et al. 2006) pipeline calling AIPS (Greisen 2003) and DIFMAP (Shepherd et al. 1994) functions, described in Deller et al. (2019). The reduction pipeline is publicly available now at https://github.com/dingswin/psrblireduce. It is to be released incorporating better readability, configurability, some new functions and extended diagnostic tools. The data for PSR J1012+5307 were reduced using the pipeline versioned a6b66e6. Multiple runs of the pipeline are made to iteratively flag bad visibility data (e.g., due to radio frequency interference), make uniform models for calibrators (including the phase calibrator, fringe finder, and in-beam calibrators), and obtain reliable positions for PSR J1012+5307.

3. Systematic Errors and Parallax Fits

After data reduction, we determined positions of PSR J1012+5307 at eight epochs, which are summarized in Table 1. The statistical positional uncertainties obtained from an image-plane fit are reported to the left of the ‘∥’ symbol in Table 1. However, we expect a significant contribution from systematic position shifts, and the uncertainties in Table 1 to the right of ‘∥’ symbol incorporate both the statistical uncertainty already mentioned and an empirical estimate of systematic uncertainty. This estimate is made using the following empirical function rewritten from Deller et al. (2019):

\[ \Delta_{sys} = A \times s \times \csc \theta + B/S, \]

(1)

where \( \Delta_{sys} \) is the ratio of the systematic error to the synthesized beam size, \( \theta \) stands for elevation angle, \( \csc \theta \) is the average \( \csc \theta \) for a given observation (over time and antennas), \( s \) is the angular separation in arcmin between J101307.3+531234 and PSR J1012+5307, \( S \) represents the signal-to-noise ratio of J101307.3+531234, and \( A = 0.001 \) and \( B = 0.6 \) are empirically determined coefficients based on the PSRJ sample. The first term in Equation (1) represents propagation-related systematic errors, while the second term accounts for random errors resulting from the calibration solutions from the primary in-beam calibrator. In general, propagation-related systematic errors (proportional to the separation between calibrator and target) dominate the systematic (and indeed overall) error budget. This is still true in this work, even if the first term is significantly reduced by the usage of in-beam calibrators.

For PSR J1012+5307, the contribution from the first term is \( \sim 3 \) times that of the second term. The full uncertainties are the addition in quadrature of statistical and systematic uncertainties. The inclusion of systematic uncertainties decreases the reduced \( \chi^2 \) of least-squares astrometric fit from 7.9 to 1.9, which indicates that the uncertainty estimation is likely reasonable (although perhaps still modestly underestimated).

3.1. Astrometric Fitting

We used pmpar7 to perform astrometric fitting for parallax, proper motion, and reference position. As found by Deller et al. (2019) for PSR B1913+16, using a bootstrap technique to estimate the astrometric parameters was consistent with but more conservative than a least-squares fit, and we followed this approach for PSR J1012+5307. We bootstrapped 130,000 times from the eight positions with full uncertainties (i.e., in every run we drew positions eight times with replacement from the set of positions and performed astrometric fitting on the drawn sample) for estimation of the astrometric parameters. It is possible that the eight draws contain fewer than three effective epochs, which is the minimum required for astrometric fitting. In order to limit the number of severely biased fits yielded by overly short time baselines or negligible

---

7 https://github.com/walterfb/pmpar
variation in the contribution of parallax between epochs, we required at least four effective epochs for subsequent fitting in every bootstrap run. Figure 1 shows the stacked position evolution removing best-fitted proper motion. Each line is the fitting result out of one bootstrap run. The densest part corresponds to the estimated parallax, position, and proper motion. Using the probability density functions of parallax and proper motion obtained from the bootstrap runs (see Figure 2), we determined the measured value and corresponding uncertainty, which are summarized in Table 3 along with the results we determined the measured value and corresponding uncertainty in the contribution of parallax between epochs, we were transferred to J101307.3+531234, which was subsequently divided by the uniform J101307.3+531234 model obtained from eight epochs; the centroid of the divided J101307.3+531234 was located for each epoch; the average and scatter of the eight J101307.3+531234 positions thus offer the information of the “real” J101307.3+531234 position relative to J0958+5039 and the systematic uncertainty of this position. The second way is in principle the same while in the reverse direction: the final solution derived by J101307.3+531234 was applied to J0958+5039. Figure 3 shows the eight J101307.3+531234 and J0958+5039 positions obtained in the two different ways. As is expected, from Figure 3 we can conclude that (1) no time dependence of position shifts is noticeable; (2) the scatter among the positions for the two objects, indicating the systematic errors around the mean position, is consistent in both R.A. and decl. In each way we used the average position to tie J0958+5039 and J101307.3+531234, thus anchoring PSR J1012+5307 to J0958+5039. The absolute positions derived from two ways are highly consistent; we proceed with their average position. Finally, we aligned PSR J1012+5307 to the latest J0958+5039 position\(^8\), which is measured at higher radio frequencies based primarily on dual-band 2.3/8.4 GHz observations (Petrov et al. 2008).

As the jet core of J0958+5039 is presumably the brightest spot in the J0958+5039 map, it is taken as the reference position for J0958+5039 after fringe fitting in AIPS. Since the jet core moves upstream toward the central engine with increasing frequency (e.g., Bartel et al. 1986; Lobanov 1998), our presented absolute position is referenced to the jet core of J0958+5039 at L band, where its absolute position has not been determined. Sokolovsky et al. (2011) compiled multi-band observations on 20 active galactic nuclei (AGNs) and reported the median core shift between X band and L band is 1.15 mas. A recent work by Plavin et al. (2019) integrates long-term observations of 40 AGNs and concludes the core shift of AGNs between 8 and 2 GHz is typically 0.5 mas. They additionally found time variability of core shift at an average

3.2. Absolute Position for PSR J1012+5307

Absolute positions are of significance for comparing positions based on different reference frames. The position for PSR J1012+5307 that we obtain from bootstrapping is anchored to J101307.3+531234, the primary in-beam calibrator. However, the absolute position of J101307.3+531234 is not well determined, and we must estimate its position and uncertainty based on the MSPSR\(^7\) observations. In order to derive the absolute position for PSR J1012+5307, we used J101307.3+531234 to tie PSR J1012+5307 to J0958+5039. We used two methods to make this connection. In the first approach the calibration solutions derived by J0958+5039 were transferred to J101307.3+531234, which was subsequently divided by the uniform J101307.3+531234 model obtained from eight epochs; the centroid of the divided J101307.3+531234 was located for each epoch; the average and scatter of the eight J101307.3+531234 positions thus offer the information of the “real” J101307.3+531234 position relative to J0958+5039 and the systematic uncertainty of this position. The second way is in principle the same while in the reverse direction: the final solution derived by J101307.3+531234 was applied to J0958+5039. Figure 3 shows the eight J101307.3+531234 and J0958+5039 positions obtained in the two different ways. As is expected, from Figure 3 we can conclude that (1) no time dependence of position shifts is noticeable; (2) the scatter among the positions for the two objects, indicating the systematic errors around the mean position, is consistent in both R.A. and decl. In each way we used the average position to tie J0958+5039 and J101307.3+531234, thus anchoring PSR J1012+5307 to J0958+5039. The absolute positions derived from two ways are highly consistent; we proceed with their average position. Finally, we aligned PSR J1012+5307 to the latest J0958+5039 position\(^8\), which is measured at higher radio frequencies based primarily on dual-band 2.3/8.4 GHz observations (Petrov et al. 2008).

As the jet core of J0958+5039 is presumably the brightest spot in the J0958+5039 map, it is taken as the reference position for J0958+5039 after fringe fitting in AIPS. Since the jet core moves upstream toward the central engine with increasing frequency (e.g., Bartel et al. 1986; Lobanov 1998), our presented absolute position is referenced to the jet core of J0958+5039 at L band, where its absolute position has not been determined. Sokolovsky et al. (2011) compiled multi-band observations on 20 active galactic nuclei (AGNs) and reported the median core shift between X band and L band is 1.15 mas. A recent work by Plavin et al. (2019) integrates long-term observations of 40 AGNs and concludes the core shift of AGNs between 8 and 2 GHz is typically 0.5 mas. They additionally found time variability of core shift at an average

\(8\) http://astrogeo.org/vlbi/solutions/rfc_2019a/rfc_2019a_cat.html
level of 0.3 mas in 33 AGNs of the sample. With limited knowledge about the core shift of J0958+5039, we split the median core shift 1.15 mas evenly between the two axes and add them in quadrature to the errors of the absolute position of PSR J1012+5307.

The absolute position we obtained for PSR J1012+5307 is shown in Table 4. We chose the midpoint of the eight VLBI epochs as the reference time for astrometric fitting to obtain the highest precision for the absolute position of PSR J1012+5307, and note that extrapolating the position to earlier or later times will suffer progressively from the accumulation of proper motion uncertainty.

The uncertainty of the absolute position of PSR J1012+5307 comprises the bootstrap uncertainty of J0958+5039 position anchored to J101307.3+531234 (i.e., the uncertainty derived from the normalized histogram of R.A.s/decl.s as shown in Figure 2), the systematic errors in J0958+5039−J101307.3+531234 connection (the scatter of eight positions) and the uncertainty of the absolute position of J0958+5039. These components are added in quadrature. In order to make comparison to timing results, we also extrapolated the timing positions for PSR J1012+5307 to our reference epoch MJD 57700 using the ephemerides of Lazaridis et al. (2009), Desvignes et al. (2016), and Arzoumanian et al. (2018) (see Figure 2. Error “ellipses” and marginalized histograms for parallax and proper motion. In each histogram, the dashed line marks the measured value; the shade stands for the 68% confidence interval. In each error “ellipse,” the dark and bright contour(s) enclose, respectively, 68% and 95% of the bootstrapped data points.
Table 3
Parallax, Proper Motion, Parallactic Distance, and Transverse Velocity for PSR J1012+5307

| Method                  | \( \varpi \) (mas) | \( \mu_r \equiv \dot{r} \cos \delta \) (mas yr\(^{-1}\)) | \( \mu_i \) (mas yr\(^{-1}\)) | \( D \) (kpc)   | \( v_t \) (km s\(^{-1}\)) | References\(^a\) |
|------------------------|---------------------|-------------------------------------------------|--------------------------|----------------|---------------------------|-----------------|
| Direct fitting         | 1.17 ± 0.02         | 2.68 ± 0.03                                     | -25.38 ± 0.06            | 0.86 ± 0.02    | 103.4 ± 1.9               | This work       |
| Bootstrap              | 1.21±0.03           | 2.67±0.05                                      | -25.40±0.14              | 0.83±0.06      | 100.2±7.2                | This work       |
| Timing parallax (EPTA/2009) | 1.22 ± 0.26     | 2.56 ± 0.01                                     | -25.61 ± 0.02            | 0.8 ± 0.2      | 100.0 ± 21.3\(^b\)       | (1)            |
| Timing parallax (EPTA/2016) | 0.71 ± 0.17    | 2.61 ± 0.01                                     | -25.48 ± 0.01            | 1.4±0.4\(^c\)  | 171.0 ± 41.0              | (2)            |
| Orbital parallax (EPTA/2016) | ...             | ...                                             | ...                      | 0.94±0.03\(^d\) | ...                      | (2)            |
| Timing (IPITA)         | ...                | ...                                             | ...                      | 0.7±0.2\(^e\)  | ...                      | (3)            |
| Timing (NANOGrav)      | 1.3 ± 0.4\(^f\)    | 2.66 ± 0.03                                     | -25.50 ± 0.04            | >0.5           | ...                      | (4)            |
| Gaia DR2               | 1.33 ± 0.41        | 2.98 ± 0.52                                     | -26.94 ± 0.63            | 0.79±0.73\(^g\) | 113±133                  | (5, 6, 7)       |
| Spectroscopy           | ...                | ...                                             | ...                      | 0.84±0.09\(^h\) | ...                      | (8)            |

Notes.
\(^a\) (1) Lazaridis et al. (2009), (2) Desvignes et al. (2016), (3) Verbiest et al. (2016), (4) Arzoumanian et al. (2018), (5) Gaia Collaboration et al. (2016), (6) Gaia Collaboration et al. (2018), (7) Jennings et al. (2018), (8) Callanan et al. (1998).
\(^b\) Here, we have re-calculated \( v_t \) using the parallax-based distance, rather than weighted distance for consistency (Lazaridis et al. 2009).
\(^c\) \( D_{\odot} \) Lutz–Kelker correction not applied for consistency.
\(^d\) \( D_{\odot} \) distance derived from the \( v_b \) (time derivative of orbital period) budget in GR regime.
\(^e\) Classified by Arzoumanian et al. (2018) as non-detection.

![Figure 3](image)

**Figure 3.** Position scatter of the phase calibrator in reference to the primary in-beam calibrator (left) and primary in-beam calibrator referenced to the phase calibrator (right). The positions are relative to 09\(^h\)58\(^m\)37\(\!^{s}\)50944+50\(^{\circ}\)39\(\!^{\prime}\)57\(\!^{s}\)1437 for J0958+5039 and 10\(^h\)13\(^m\)07\(\!^{s}\)29548+53\(^{\circ}\)12\(\!^{\prime}\)34\(\!^{s}\)5348 for IBC00462. The shaded rectangle in each panel shows the standard deviation of the position in R.A. and decl.

Table 4
Absolute Position for PSR J1012+5307 at MID 57700

|            | This Work   | Lazaridis et al. (2009) | Desvignes et al. (2016) | Arzoumanian et al. (2018) | Gaia DR2 |
|------------|-------------|-------------------------|-------------------------|----------------------------|----------|
| R.A.       | 10\(^{h}\)12\(^{m}\)33\(\!^{s}\)4399(1)\(^i\) | 10\(^{h}\)12\(^{m}\)33\(\!^{s}\)43967(4) | 10\(^{h}\)12\(^{m}\)33\(\!^{s}\)43973(2) | 10\(^{h}\)12\(^{m}\)33\(\!^{s}\)43977(9) | 10\(^{h}\)12\(^{m}\)33\(\!^{s}\)43986(9) |
| Decl.      | 53\(^{\circ}\)07\(^{\prime}\)2\(\!^{s}\)113(1) | 53\(^{\circ}\)07\(^{\prime}\)2\(\!^{s}\)1094(4) | 53\(^{\circ}\)07\(^{\prime}\)2\(\!^{s}\)1111(1) | 53\(^{\circ}\)07\(^{\prime}\)2\(\!^{s}\)11090(9) | 53\(^{\circ}\)07\(^{\prime}\)2\(\!^{s}\)1098(9) |

Notes.
\(^i\) The uncertainty for both R.A. or decl. includes an estimate of the systematic error introduced by core shift in the reference source between 1.5 GHz and 8.4 GHz, taken as 0.8 mas in each axis as described in the text.
\(^j\) Gaia Collaboration et al. (2016, 2018), Jennings et al. (2018).

Table 4). Furthermore, we re-identified Gaia DR2 851610861391010944 as the optical counterpart for PSR J1012+5307: its predicted position at MID 57700 is <5 mas from our VLBI position (as shown in Table 4), while its proper motion and parallax are largely consistent with both the VLBI and timing results (Table 3). The uncertainties of the
timing and Gaia positions are estimated with Monte-Carlo simulation, assuming the astrometric parameters offered in literature (also reproduced in Table 3) follow a Gaussian distribution.

4. Discussion

4.1. Comparison to Timing Astrometry

There are two published parallaxes and three proper motions for PSR J1012+5307 based on timing astrometry (Lazaridis et al. 2009; Desvignes et al. 2016; Arzoumanian et al. 2018). The timing proper motions disagree significantly, as shown in Table 3, indicating that the uncertainties have historically been somewhat underestimated. At the time of writing, the EPTA is the only PTA that detects a timing parallax for PSR J1012+5307 (Lazaridis et al. 2009; Desvignes et al. 2016). Given the additional data available to the 2016 work, we would expect this to be the more accurate of the two EPTA results. Our proper motion and reference position agree with both EPTA measurements, slightly favoring the 2016 measurement. Our measured parallax, on the other hand, agrees with the 2009 measurement but is in significant tension ($\approx2.6\sigma$) to the 2016 result. Table 3 shows that the Desvignes et al. (2016) result is also inconsistent with other independently derived distance measurements, but the cause of the discrepancy is unknown.

When we consider the VLBI results for proper motion, a bimodality is apparent in the probability density obtained for $\mu_\alpha$ in Figure 2. The sub-peak of $\mu_\alpha$ at $\approx2.8$ mas yr$^{-1}$ is strongly disfavored by all timing results (see Table 3). We diagnosed the origin of this bimodality by removing one epoch at a time from our bootstrap procedure and found that the inclusion of the second epoch (BD179E1) is responsible for the sub-peak of the $\mu_\alpha$ histogram. However, since there is no clear evidence of a bad measurement at the second epoch (see Figure 1), we did not take any action such as removing this observation. The availability of pulsar-timing proper motions does, however, offer the opportunity to study the effect of applying prior information when conducting the VLBI fitting.

VLBI astrometry is performed in a quasi-inertial reference frame, determined by numerous distant AGNs whose positions (as determined by VLBI observations) are assumed to be fixed. Examples of realizations of such a reference frame include the International Celestial Reference Frame version 39 and the Radio Fundamental Catalog (ICRF3). Timing astrometry, on the other hand, is performed after referencing the pulse ToAs to the barycenter of the solar system, making use of a solar system ephemeris. Due to the different nature of the reference frames used by VLBI and timing astrometry, a small-scale three-dimensional rotation between the two types of reference frames is possible, and this rotation could be time-dependent. As a result, small differences in the reference position might be seen between quantities measured using VLBI versus those measured using pulsar timing. Unless the time dependence of the frame misalignment was extremely large, however, the effect on proper motion and (especially) parallax would be extremely small compared to current levels of precision.

The three-dimensional transformation between ICRF and barycentric frame can be decomposed into a 2d translation and a 1d rotation as the displacement is only $\sim1$ mas level (Wang et al. 2017). This can be visualized as the translation and rotation of a local 2d frame in its surface. The proper motions obtained from VLBI and timing astrometry differ only when there is a noticeable 1d frame rotation. Under the safe assumption that the angle of the 1d frame rotation is smaller than $1^\circ$, the effect of frame transformation on proper motion would be insignificant, and we can in principle make use of the timing proper motions as priors to the VLBI astrometric fitting. The longer time baseline of timing observations promises better precision of proper motion. Therefore if the assumption is met, the application of timing proper motion would potentially improve our parallax estimation.

We fixed $\mu_\alpha$ to the 2009, 2016, and 2018 $\mu_\alpha$, respectively (see Table 3) and ran bootstrapping again. The resultant parallax probability density functions are shown in Figure 4. The peak of the normalized histogram of parallax changes slightly with $\mu_\alpha$, as a result of the correlation between parallax and $\mu_\alpha$ (shown by the corresponding error “ellipse” in Figure 2). In all cases, the effect of applying the timing proper motion prior is to reduce the most probable parallax value by a small fraction of a standard deviation, and for the most recent timing proper motion results (Desvignes et al. 2016; Arzoumanian et al. 2018) the overall parallax uncertainty is reduced.

However, the timing measurements of $\mu_\alpha$ disagree by much more than their formal uncertainties, making it difficult to select the most accurate $\mu_\alpha$ to impose as a prior. Therefore, for simplicity and self-consistency, we use the VLBI results obtained with no priors from the timing proper motion as shown in Table 3 in the following discussion, but note that (1) the application of a well-motivated prior based on timing could further improve the VLBI parallax and hence distance precision, and (2) whenever timing proper motion is chosen, the effect is to reduce the VLBI parallax and hence increase the estimated distance to the pulsar.

4.2. Galactic Path from Updated 3D Velocity

The orbit of PSR J1012+5307 through the Galaxy was determined by Lazaridis et al. (2009), who used their best-fit proper motion and distance along with a radial velocity $v_r = 44 \pm 8$ km s$^{-1}$ estimated by Callanan et al. (1998). Tracing it back for 10 Gyr in a model for the Galactic potential they found that it only rarely passes close to the Sun; rather it spends more time out at galactocentric distances of 30 kpc and oscillating vertically up to 7 kpc above/below the Galactic plane. However, Freire et al. (2011) used the same data to find different conclusions. The galactocentric distances range from 4 to 7 kpc, and the vertical oscillations go to 2 kpc above/below the Galactic plane.

With our new distance as well as the improved radial velocity $v_r = -21.3 \pm 1.6$ km s$^{-1}$ (Mata Sánchez et al. 2020), we can once again repeat this exercise. We use the MWPotential2014 potential from galpy (Bovy 2015) for tracing the orbit of the pulsar. In contrast to Lazaridis et al. (2009) and similar to Freire et al. (2011), rather than spending little time near the Sun and orbiting out to 30 kpc, we find that PSR J1012+5307 orbits largely within the solar circle, going from galactocentric radii of 3.5–8.5 kpc on a timescale of $\sim125$ Myr. Similarly, rather than oscillating to $\pm7$ kpc in the vertical direction it only moves to $\pm1$ kpc (the difference between our results and those of Freire et al. (2011) are largely due to the different value of $v_r$ that we assumed). These results are robust to the choice of potential; using the same analytic
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4.3. Constraints on \( \dot{G} \) and Dipole Gravitational Radiation

Since Lazaridis et al. (2009) constrained alternative theories of gravity using timing analysis on PSR J1012+5307, timing parameters including \( \dot{P}_b^{\text{obs}} \) (the observed time derivative of orbital period) have been updated by Desvignes et al. (2016). Despite the probable biased parallax presented by the 2016 work (as discussed in Section 4.1), improved measurements for a number of other parameters are expected as a result of longer observation time, most notably (for our purposes) the orbital period derivative and proper motion. The \( \dot{P}_b^{\text{obs}} = (6.1 \pm 0.4) \times 10^{-14} \) reported by Desvignes et al. (2016) is consistent with the 2009 counterpart \( (5.0 \pm 1.4) \times 10^{-14} \), but is three times more precise. The accuracy of \( D\dot{P}_b \) reported by Desvignes et al. (2016) is dominated by the precision of \( \dot{P}_b^{\text{obs}} \).

Besides the improved timing precision, the companion mass \( m_c \) and mass ratio \( q \) of PSR J1012+5307 are also better constrained to \( 0.174 \pm 0.011 \, M_\odot \) (Antoniadis et al. 2016) and \( 10.44 \pm 0.11 \) (Mata Sánchez et al. 2020), respectively. These, along with our new parallax, allows us to improve the constraints on the \( \dot{G} \) (time derivative of Newton’s gravitational constant) and dipole gravitational radiation. The method we adopt here has been developed by Damour et al. (1988), Nordtvedt (1990), Damour & Taylor (1991), Lazaridis et al. (2009), Freire et al. (2012), and Zhu et al. (2015).

Contributions to the time variation of orbital period of PSR J1012+5307 can be summarized as

\[
\dot{P}_b^{\text{obs}} = P_b^{\text{Gal}} + P_b^{\text{Shk}} + P_b^{\text{GW}} + P_b^{\text{n}} + P_b^{\text{D}} + P_b^{\text{ex}},
\]

where \( P_b^{\text{Gal}} \) and \( P_b^{\text{Shk}} \) are not intrinsic to the PSR J1012+5307 binary, representing the effect of radial acceleration of PSR J1012+5307 induced by Galactic gravitational potential (Damour & Taylor 1991; Nice & Taylor 1995) and transverse motion (Shklovskii 1970), respectively; \( P_b^{\text{GW}} \), \( P_b^{\text{n}} \) and \( P_b^{\text{D}} \) are contributions intrinsic to the binary system resulting from gravitational-wave damping, mass loss of the binary (Damour & Taylor 1991; Freire et al. 2012), and a deformed companion (Smarr & Blandford 1976; Freire et al. 2012), respectively; \( P_b^{\text{ex}} \) stands for excess term of non-GR origins. As the non-intrinsic terms of \( \dot{P}_b \) are dependent on distance and proper motion, we are able to refine \( P_b^{\text{Gal}} \) and \( P_b^{\text{Shk}} \) with our new astrometric results.

The Shklovskii term can be calculated with

\[
P_b^{\text{Shk}} = \frac{(\mu_c^2 + \mu_b^2)D}{c} P_b,
\]

where \( \mu_b \equiv \dot{\alpha} \cos \delta, \, D \) is the distance of PSR J1012+5307 from the Sun, and \( c \) is the speed of light. For the convenience of error propagation, the larger side of uncertainties for parallax and proper motion (Table 3) are used as their symmetric uncertainties in the following calculation, i.e., \( \varnothing = 1.21 \pm 0.08 \) mas, \( \mu_{\alpha} = 2.67 \pm 0.09 \) mas yr\(^{-1} \), \( \mu_\delta = -25.40 \pm 0.14 \) mas yr\(^{-1} \). Our new parallax and proper motion render \( P_b^{\text{Shk}} = 68.6 \pm 4.4 \) fs s\(^{-1} \), the uncertainty of which is 63\% of the counterpart in Lazaridis et al. (2009). In the same way as Zhu et al. (2015, and references therein), we
updated $\dot{P}_b^{\text{Gal}} = -5.5 \pm 0.2 \, \text{fs} \, \text{s}^{-1}$ with our new parallax-based distance to PSR J1012+5307, taking the Sun-GC (Galactic Center) distance to be $R_0 = 8.122 \pm 0.031 \, \text{kpc}$ (Gravity Collaboration et al. 2018) and circular speed of the local standard of rest to be $\Theta_0 = 233.3 \pm 1.4 \, \text{km} \, \text{s}^{-1}$ (McGaugh 2018). Combining the new mass ratio $q = 10.44 \pm 0.11$ (Mata Sánchez et al. 2020) into Equation (21) from Lazaridis et al. (2009), we acquire $\dot{P}_b^{\text{GW}} = -13 \pm 1 \, \text{fs} \, \text{s}^{-1}$, where the uncertainty is dominated by the WD mass.

These updated contributions of $\dot{P}_b$, along with negligible $\dot{P}_b^{\text{in}}$ and $\dot{P}_b^{\text{T}}$ (Lazaridis et al. 2009), give $\dot{P}_b^{\text{ex}} = 10.6 \pm 6.1 \, \text{fs} \, \text{s}^{-1}$, 2.6 times more precise than the counterpart in Lazaridis et al. (2009). The contributions to $\dot{P}_b^{\text{ex}}$ as well as the derived $\dot{P}_b^{\text{ex}}$ for our work and Lazaridis et al. (2009) are summarized in Table 5.

As already noted, some alternative theories of gravity demand dipole gravitational radiation and/or a time dependence to Newton’s gravitational constant $G$ in the local universe. The new $\dot{P}_b^{\text{ex}}$, consistent with zero at 1.7$\sigma$ confidence level, does not support alternative theories to GR. Nevertheless, we can make use of this measurement to set new limits to dipole gravitational radiation and $\dot{G}$ with

$$\dot{P}_b^{\text{ex}} = \dot{P}_b^{\text{G}} + \dot{P}_b^{\text{dp}},$$

where $\dot{P}_b^{\text{G}}$ and $\dot{P}_b^{\text{dp}}$ represent orbital change caused by $\dot{G}$ and dipole gravitational radiation, respectively. The relation between $\dot{G}/G$ and $\dot{P}_b^{\text{G}}$ is rewritten from Damour et al. (1988), Nordtvedt (1990), and Lazaridis et al. (2009) as

$$\frac{\dot{P}_b^{\text{G}}}{P_b} = -2 \frac{\dot{G}}{G} \left[1 - \left(1 + \frac{1}{q} \frac{1}{q + 1}\right)^f_\text{P}\right],$$

where $q = 10.44 \pm 0.11$ (Mata Sánchez et al. 2020) is the mass ratio between the pulsar and the companion, $s_p$ stands for the “sensitivity” of the pulsar depending on its equation of state (EoS), mass, and the theory of gravity in concern (Will 1993). The connection between $\dot{P}_b^{\text{dp}}$ and $\kappa_D$, the putative coupling constant of dipole gravitational radiation, is reproduced from Lazaridis et al. (2009) as

$$P_b \dot{P}_b^{\text{dp}} = -4\pi^2 T_0 m_c \frac{q}{q + 1} \kappa_D s_p^2,$$

where $T_0 = G M_c / c^3 = 4.9255 \, \mu\text{s}$, $m_c = 0.174 \pm 0.011 M_\odot$ (Antoniadis et al. 2016) is the mass of the companion. Here we assume the higher-order terms of the “sensitivities” of the pulsar and the companion are negligible.

There are two ways to solve $\dot{G}/G$ and $\kappa_D$ from other measurements. The second one is using several well-timed pulsars to solve or fit (when using more than 2 pulsars) $\dot{G}/G$ and $\kappa_D$ at the same time, introduced by Lazaridis et al. (2009).

To date, the most stringent limits on $\dot{G}/G$ are provided by lunar laser ranging (LLR), which yields $\dot{G}/G = (0.71 \pm 1.52) \times 10^{-13} \, \text{yr}^{-1}$ (95% confidence level; Hofmann & Müller 2018), and modeling of the orbit of Mercury, which yields $|\dot{G}/G| = (4 \pm 5) \times 10^{-14} \, \text{yr}^{-1}$ (95% confidence level; Genova et al. 2018). The $\dot{G}/G$ from LLR can be translated into $\dot{P}_b^{\text{G}}$, thus assisting us to gauge $\kappa_D$ separately. We use the LLR constraint in preference to that from Genova et al. (2018) due to the ambiguity of the sign of the latter. In order to solve $\kappa_D$ in Equation (6), we assume $s_p = 0.1 (m_p / M_\odot)$ (where $m_p = q m_c$), as proposed by Damour & Esposito-Farese (1992) and adopted by Lazaridis et al. (2009) and Zhu et al. (2015). We hence obtain $\dot{P}_b^{\text{G}} = -0.19 \pm 0.20 \, \text{fs} \, \text{s}^{-1}$ and $\dot{P}_b^{\text{dp}} = 10.8 \pm 6.1 \, \text{fs} \, \text{s}^{-1}$. The latter gives $\kappa_D = (-5.5 \pm 6.6) \times 10^{-4}$ (95% confidence level), which is 3.6 times as precise as the previous effort with PSR J1012+5307 made utilizing the same approach (Lazaridis et al. 2009). This estimate of $\kappa_D$ is, however, less precise than the $\kappa_D = (-0.8 \pm 1.6) \times 10^{-4}$ (68% confidence level) by Freire et al. (2012) acquired with the same method while using PSR J1738+0333.

As the second way to solve $\dot{G}/G$ and $\kappa_D$, we combined PSR J1012+5307 with PSR J0437–4715, PSR J1738+0333, and PSR J1713+0747 to extract $\dot{G}/G$ and $\kappa_D$, following the method introduced by Lazaridis et al. (2009). The three other pulsars have been used to constrain $\dot{G}/G$ and $\kappa_D$ (Deller et al. 2008; Verbist et al. 2008; Freire et al. 2012; Zhu et al. 2018). The parameters of the four pulsars we used to derive $\dot{G}/G$ and $\kappa_D$ are summarized in Table 6. We approach $\dot{G}/G$ and $\kappa_D$ by least-square fitting, and their uncertainties by Monte-Carlo simulation. The marginalized $\dot{G}/G$ and $\kappa_D$ we obtain are

$$\dot{G}/G = -1.8^{+5.6}_{-4.7} \times 10^{-13} \, \text{yr}^{-1},$$

$$\kappa_D = (-1.7 \pm 1.7) \times 10^{-4}.$$
Note.  

We derived $P_b^\text{obs}$ for PSR J0437–4715 with the results from Reardon et al. (2016), Deller et al. (2008).

5. Conclusions and Future Prospects

1. This paper reports new VLBI astrometry of PSR J1012 +5307 (Table 3). Our new distance to PSR J1012+5307, $0.83^{+0.02}_{-0.10}$ kpc, is the most precise to date and consistent with major measurements. We present the first VLBI-based absolute position for PSR J1012+5307, which paves the way for the frame link between the quasi-static International Celestial Reference Frame used by VLBI and the solar system frame used by pulsar timing.

2. Using our new distance and proper motion, we reduce the uncertainty of the Shklovskii term in Equation (2). On top of that, we set new constraints on the fractional time derivative of the Newton’s gravitational constant $G/G$ for the local universe and the coupling constant for dipolar gravitational radiation $\kappa_D$, combining three other MSPs, PSR J0437–4715, PSR J1738+0333, and PSR J1713+0747. The new $\kappa_D$ is comparable to the most stringent constraint.

3. As is shown in Table 6, among the four pulsars, the $P_b^{\text{ex}}$ of PSR J1012+5307 stands out with $>1\sigma$ offset from zero, which effectively brings the best-fit $\kappa_D$ away from zero. If we only use the other three pulsars and re-do the analysis, we obtain $\kappa_D = (-0.8^{+1.8}_{-1.7}) \times 10^{-4}$, where the uncertainty increases but the best-fit $\kappa_D$ becomes more consistent with zero. Therefore, whether $P_b^{ex}$ of PSR J1012+5307 will converge to zero with future timing and VLBI observations of PSR J1012+5307 is essential for the $\kappa_D$ test using pulsar-WD binaries. Assuming GR is correct, the $1\sigma$ offset of $P_b^{ex}$ from zero implies that the value of either our VLBI parallax and/or $P_b^{\text{obs}}$ is too high (given that the other contributing terms of $P_b$ vary marginally). This mild tension will be re-visited with a better $P_b^{\text{obs}}$ based on longer timing observations. As noted in Section 4.1, we see that applying constraints to the proper motion of PSR J1012 +5307 based on pulsar timing act to reduce the VLBI parallax, albeit within the current uncertainties, which would already mitigate the tension somewhat. It is likely that the timing proper motions of PSR J1012+5307 acquired independently with EPTA and NANOGrav will converge to a value with negligible uncertainty in the future, allowing us to confidently apply this as a prior to our VLBI fit and improve our parallax estimate for PSR J1012+5307. Furthermore, when the uncertainties of both $P_b^{\text{obs}}$ and the distance to PSR J1012+5307 are improved by a factor of 4 with new timing and VLBI observations, we are able to estimate the next uncertainty contributor to $P_b^{ex}$—the WD mass (as well as the pulsar mass), assuming $P_b^{ex} = 0$. This independent WD mass will help refine the relation between WD mass and WD atmospheric parameters in the helium-WD regime.

4. Looking into the future, the uncertainty of $P_b^{\text{obs}}$ for PSR J1012+5307 will quickly vanish (as $t^{-2.5}$, Bell & Bailes 1996), reducing the uncertainty of $P_b^{ex}$ to $\approx 4.6$ fs s$^{-1}$ in $\approx 10$ yr. At that time, the Shklovskii term would become the leading error source of $P_b^{ex}$ for PSR J1012+5307. Inside the Shklovskii term, the distance (or parallax) dominates the error budget as the uncertainty of parallax improves as $t^{-0.5}$. That means distance uncertainty will eventually become the biggest barrier against better constraints on alternative theories of gravity. This will be the same for the analysis of most other MSPs. If we reduce the uncertainty of $P_b^{\text{obs}}$ to zero for each of the four above-mentioned pulsars (PSR J1012+5307, PSR J0437–4715, PSR J1738+0333, and PSR J1713+0747) and re-derive $G/G$ and $\kappa_D$, we find the $1\sigma$ uncertainty reduces to $\leq 1.5 \times 10^{-13}$ yr$^{-1}$ for $G/G$ and $\leq 1.0 \times 10^{-4}$ for $\kappa_D$. This simulation shows significantly better constraints on $G/G$ and $\kappa_D$ can be made with continuous efforts on pulsar timing for $\approx 10$ yr. Beyond that, in order to further this study, we need to focus on improving the precision of distances to the pulsars of use.
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| pulsar          | $P_b$ (day) | $\dot{P}_b^{\text{ex}}$ (fs s$^{-1}$) | $m_p$ ($M_\odot$) | $m_b$ ($M_\odot$) | $q$ | References                      |
|-----------------|------------|--------------------------------------|-------------------|-------------------|----|-------------------------------|
| PSR J0437–4715  | 5.74       | 12(32)$^a$                           | 1.44(7)           | 0.224(7)          | ...| Reardon et al. (2016), Deller et al. (2008) |
| PSR J1012+5307  | 0.60       | 10.6(6.1)                            | ...               | 0.174(11)         | 10.44(11) | References in this paper |
| PSR J1713+0747  | 67.83      | 30(150)                              | 1.3(10)           | 0.290(11)         | ...| Zhu et al. (2018)              |
| PSR J1738+0333  | 0.35       | 2.0(3.7)                             | 1.46(6)           | ...               | 8.1(2) | Freire et al. (2012)           |

Table 6: Parameters of MSPs for Estimating $G/G$ and $\kappa_D$.
