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Abstract

Machine learning (ML) has developed rapidly in the past few years and has successfully been utilized for a broad range of tasks, including phishing detection. However, building an effective ML-based detection system is not a trivial task, and requires data scientists with knowledge of the relevant domain. Automated Machine Learning (AutoML) frameworks have received a lot of attention in recent years, enabling non-ML experts in building a machine learning model. This brings to an intriguing question of whether AutoML can outperform the results achieved by human data scientists. Our paper compares the performances of six well-known, state-of-the-art AutoML frameworks on ten different phishing datasets to see whether AutoML-based models can outperform manually crafted machine learning models. Our results indicate that AutoML-based models are able to outperform manually developed machine learning models in complex classification tasks, specifically in datasets where the features are not quite discriminative, and datasets with overlapping classes or relatively high degrees of non-linearity. Challenges also remain in building a real-world phishing detection system using AutoML frameworks due to the current support only on supervised classification problems, leading to the need for labeled data, and the inability to update the AutoML-based models incrementally. This indicates that experts with knowledge in the domain of phishing and cybersecurity are still essential in the loop of the phishing detection pipeline.

1 Introduction

Despite the availability of anti-phishing technologies, phishing attacks are still thriving and have caused data breaches of personal sensitive information and
private company data. Phishing attacks were reported to double in 2020 [3], and have caused significant financial losses of roughly between $60 million and $3 billion per year in the United States [28]. With the rapidly evolving nature of phishing, it would be ideal to have an automated detection system which could quickly adapt to phishing data changes and robustly detect these attacks.

Phishing is a cyber-attack that aims at stealing sensitive information by impersonating a legitimate person, company, or organization. By using social engineering and psychological tactics, phishing attackers exploit human vulnerabilities by sending messages that seem authentic and usually have a sense of urgency, persuading users to follow the attacker’s instruction in the message. While phishing attacks nowadays are also advertised through voice messages and SMS messages, reports show that phishing is still dominated by the traditional ones delivered via emails [3].

During the past decade, machine learning has developed rapidly and has successfully performed a broad range of tasks. Machine learning techniques have shown to be effective in detecting phishing attacks. However, building a machine learning model is not a trivial task, and requires data scientists with knowledge of the relevant domain. In the past couple of years, Automated Machine Learning (AutoML) has gained much attention, enabling non-ML experts in building a machine learning model.

The emergence of AutoML frameworks brings us to the question of whether AutoML-generated models could outperform manually trained machine learning models on phishing data, how AutoML could assist non-experts in building machine learning models, and to what extent we could automate the whole process of building an ML-based detection system. There are a number of past studies that have tried to investigate whether the existence of AutoML frameworks would affect the roles of human experts in the ML development pipeline [10]. However, to the best of our knowledge, we are the first to discuss this topic specifically in the case of phishing detection systems.

2 Automated Machine Learning

There has been significant research conducted in the areas of machine learning and deep learning since 1995, resulting in the development of various tools, such as Weka (1990s), scikit-learn (2007-2010), Tensorflow (2015), Keras (2015), and so on [55]. The emergence of these tools has enabled multidisciplinary research and the application of machine learning and deep learning techniques, which has shown promising results, demonstrating the potential of machine learning models to solve various problems. However, it has also become evident that developing a machine learning model is a complex task, requiring intuition, experience, and technical expertise to tune the model’s hyperparameters. The heavy reliance of machine learning development on human experts motivates researchers to explore the possibility of inventing a technique to automate the development of machine learning models. Such attempts focusing on AutoML projects have been initiated by researchers and machine learning practitioners,
and were followed by startups that sell AutoML frameworks as part of their business models. Some of the first AutoML tools are AutoWEKA [32] which is based on Weka [23], followed by auto-sklearn [18] and TPOT [48] which are both built on the scikit-learn library on Python [51]. Various AutoML frameworks have also emerged as the product of the ChaLearn AutoML challenge competitions [1] between 2015 and 2018, which is still conducted every year until now.

There are some existing studies which focus on performing a thorough literature review on the comparison and discussions on past works in AutoML approaches and tools [25, 59]. In general, AutoML tools aim to automate various aspects of the machine learning pipeline, including data preprocessing, feature engineering, model generation, and model evaluation. A standard full ML pipeline is shown in Figure 1. Based on previous literature reviews of AutoML tools [59, 25], we could divide AutoML frameworks based on which aspect of the machine learning pipeline it tries to automate; namely data preparation, feature engineering, model generation, and model evaluation.

2.1 Data Preparation

Data preparation includes data collection and preprocessing of the data, such as data cleaning and data augmentation. Automated data collection is necessary for tasks in which the data needs to be extended and continuously updated. Data cleaning aims to remove noises and handle missing values in the data. Meanwhile, data augmentation enhances the model’s performance by generating new data based on the existing data and by preventing the trained model from over-fitting.

2.1.1 Data Collection

Plenty of open datasets are now being shared among researchers, especially image datasets (e.g. MNIST handwritten digital dataset [35]). However, it remains a challenge to obtain a high quality dataset for some specific tasks, including phishing websites and email datasets which require anonymization. This issue can be solved with two different approaches: data searching and data synthesis. Some automated methods that help in the performance of data searching
include learning-based self-labeling methods for unlabeled data \[8\] and synthetic minority over-sampling technique (SMOTE) \[7\] to deal with dataset class imbalances. Meanwhile, various data generation techniques also exist to automate data synthesis process, for example using Generative Adversarial Networks (GAN) \[30, 47, 5\] and reinforcement learning-based methods in data simulators \[53\].

2.1.2 Data Cleaning

Data cleaning is an essential process to eliminate data noises, which could negatively affect machine learning model performances if not removed. However, data cleaning is generally a costly task, since it requires experts with specialist knowledge. Over time, there have been efforts to automate the process of data cleaning. Initially, data cleaning was performed through crowd-sourcing \[25\]. To enhance efficiency, a past work proposed a data cleaning technique in which data scientists define specific data cleaning operations based on a small subset of the data, and apply these cleaning operations to the full dataset. Past studies attempted to further improve this method using machine learning techniques, such as boosting and hyperparameter optimization, to find the best data cleaning operation pipeline or combination \[33, 34\]. To be applicable for real world data, the data cleaning methods should be able to clean data steadily. Several past works have proposed a technique to evaluate data cleaning algorithms that can perform continuously, and to orchestrate cleaning workflows that can learn from past cleaning tasks.

2.1.3 Data Augmentation

Data augmentation aims to enrich the dataset by generating new data by transforming the existing data. Past studies have proposed various methods to perform neural-based transformations on image data, such as adversarial noise \[44\], neural style transfers \[45\], and GAN-based techniques \[2\]. Meanwhile, there are two approaches to textual data augmentation: data warping and synthetic over-sampling \[60\]. Recently, various methods have been proposed to search for augmentation policies for different tasks using reinforcement learning \[11\], and various other improved algorithms \[37, 38\].

2.2 Feature Engineering

Feature engineering in supervised machine learning problems is defined as the process of finding explanatory variables that are predictive of the classification outcome \[59\]. This process is typically performed in a trial-and-error fashion and often requires extensive knowledge of the relevant domain. Feature engineering holds an important role, since its quality affects the machine learning model’s performance heavily \[13\]; however, it is also a time-consuming task. To help with this process, some AutoML tools provided automated feature engineering methods with the goal of constructing new feature sets that give the
best machine learning model performance.

The automated feature engineering task can be formally defined as follows \[59\]. Given a feature set with \( m \) number of features, \( F = [f_1, f_2, ..., f_m] \), a target vector, \( y \), and a machine learning algorithm, \( M \), let \( P_M(F, y) \) indicate the performance of the model with the corresponding algorithm, target vector, and feature set. Assume there are \( k \) transformation functions, \( t_1, t_2, ..., t_k \) which can be applied to the features, and a sequence of transformations of the features \( s = t_1(t_2(...(f_1))) \). The goal of the automated feature engineering process is to find a set of transformation sequences \( S = [s_1, ..., s_r] \) to produce a new set of features, \( F_{new} \), which satisfies \( \text{arg max}_S P_M(F_{new}, y) \). The goal of automated feature engineering is to obtain the best set of features and feature transformations which give the best classification performance from structured data.

Traditionally, new features are constructed manually by performing some standard transformations, such as standardization, normalization, or feature discretization. To improve the efficiency of such processes, automatic feature construction methods using decision trees \[19, 61\], genetic algorithms \[56\], and annotation-based approaches \[54\], have been proposed to search and evaluate the best combination of transformations.

Besides the construction of new features, feature engineering can also be performed by reducing the feature dimensionality to extract the most informative features and reduce redundancies in the feature set. This process is performed by applying mapping functions, such as principal component analysis (PCA) or linear discriminant analysis (LDA). In recent studies, there have been other improved methods proposed to perform feature extraction, e.g., using autoencoder-based algorithms \[45\] and unsupervised feature extraction methods \[20\].
2.3 Model Generation and Evaluation

There are two important elements in model generation: search space and the optimization method. The search space defines the structure and design principles of the machine learning models. Given a certain model, we could apply hyperparameter optimization (HPO), which aims to find the optimal training-related hyperparameters (e.g., learning rate), and architecture optimization (AO), to obtain the best hyperparameters associated with the model's structure or design (e.g., number of neighbors for $k$-NN, or number of layers or neural architectures for deep neural networks).

Traditional hyperparameter optimization strategies usually do not make any assumptions about the search space. One of the simplest hyperparameter optimization methods is grid search; a brute-force method to find the best set of hyperparameters, given a finite set of values for each hyperparameter specified by users. Another simple alternative to grid search is random search, which relies on sampling from a user-specified set of hyperparameter values under a certain budget constraint. There is also another kind of hyperparameter optimization method which performs "optimization from samples" [9], e.g., particle swarm optimization (PSO) [15] and evolutionary algorithms [4], which are both inspired by biological behaviours. Meanwhile, Bayesian optimization has emerged as the most advanced hyperparameter optimization method used in AutoML frameworks. Bayesian optimization builds a probabilistic model, which maps different hyperparameter configurations to their performance with some degree of uncertainty.

Besides hyperparameter optimization, finding the best model architecture is also an important and non-trivial task when building a machine learning classifier. With the emerging research in neural networks in the past decade, neural architecture search (NAS) has gained great interest in the AutoML community. There are three essential components of a neural architecture search (NAS): the search space of neural architectures, architecture optimization, and model evaluation methods. An intuitive method to perform model evaluation is to assess model performance after training and the neural network has converged. However, this takes an extensive time and resources due to the amount of computation needed. Past studies have focused on finding methods to accelerate the model training and model evaluation process. The first approach is by using low-fidelity model evaluation by reducing the model size. Another technique that has been proposed is weight sharing, which can make the model training time faster by utilizing knowledge regarding weights of prior network architectures. Past studies also proposed the use of surrogate-based methods which could estimate the black-box function of a neural network model, making it easier to obtain the best model configuration and performance. Another proposed approach is early stopping, which was initially used in classical ML to prevent over-fitting. More recent studies have improved early stopping to perform computation on smaller set of data, making it faster to compute. We will not cover this topic in detail in our paper. However, more thorough discussions on studies on hyperparameter optimization and architecture optimization,
especially neural architecture search (NAS), are covered by Waring et al. [59] and He et al. [25] in their literature reviews.

3 Phishing Detection Systems

Machine learning has shown to be effective in detecting phishing attacks based on past studies [12]. While attackers have been using various strategies to conduct phishing attacks, emails still remain a primary delivery method for attackers. In this section, we provide the general workflow of phishing detection systems and how it interacts with external parties, e.g. users and blacklist providers. The phishing detection systems workflow is shown in Figure 3.

Phishing attacks start with the attacker broadcasting emails that contain a message which tries to convince the receivers to proceed further by clicking on the provided link. Automated phishing detection systems inspect this email’s raw data and analyze the message, URL, content or visual appearance of the associated web page, and page hosting information. After automatically fetching this information, the feature extraction process is performed. Various past studies have focused on investigating the performance of features extracted from the phishing emails and websites. The output of the feature extraction process is a vector that contains values associated with each specific feature, each representing an email or website. Afterwards, a classifier is built, which predicts whether
Table 1: Phishing Dataset Details

| Task  | Num of Rows | Num of Features | Num of Classes | Details |
|-------|-------------|-----------------|----------------|---------|
| eml1a | 3668        | 3               | 2              | Raw phishing email dataset [58] with feature extraction proposed in [16] |
| eml1b | 3668        | 23              | 2              | Raw phishing email dataset [58] with feature extraction proposed in [6] |
| eml1c | 3668        | 791             | 2              | Raw phishing email dataset [58] with feature extraction proposed in [22] |
| eml1d | 3668        | 10              | 2              | Raw phishing email dataset [58] with feature extraction proposed in [52] |
| eml1e | 3668        | 579             | 2              | Raw phishing email dataset [58] with feature extraction proposed in [57] |
| url1  | 9205        | 3               | 2              | Phishing email dataset and feature extraction proposed in [10] |
| url2  | 96800       | 500             | 2              | Phishing website URL dataset and feature extraction proposed in [40] |
| url3  | 76728       | 12              | 2              | Phishing website URL dataset and feature extraction proposed in [42] |
| web1  | 15185       | 79              | 5              | Phishing website HTML dataset and feature extraction proposed in [41] |

can AutoML outperform humans?

The advancement of AutoML frameworks raises the question of whether AutoML can outperform humans in building machine learning models for detecting phishing. To answer this question, we performed an experiment to compare the performances of the models built using AutoML and the ones that are manually crafted.

4.1 Dataset and Performance Metrics

To perform a comparison between AutoML and manually built machine learning models, we tested the models on various phishing email, URL, and website datasets. Besides using publicly available datasets [16, 40, 42, 41, 46], we also performed feature extraction proposed in past studies [16, 6, 22, 52, 57, 58] on a raw phishing email dataset compiled by Verma et al. [58] to construct new sets of phishing email data. In each task of this experiment, we trained machine learning models using a specific dataset and compared the performance of models constructed with and without AutoML frameworks. Further details of each task are provided in Table 1.

While various metrics were measured during this experiment, we are particularly interested in the following performance metrics:

- **Accuracy**
  
  Accuracy measures the number of correct predictions divided by the total
size of the data, and can be expressed as:

\[
\text{accuracy}(y, \hat{y}) = \frac{1}{n_s} \sum_{i=0}^{n_s} 1(\hat{y}_i = y_i)
\]  

(1)

where \(\hat{y}_i\) is the predicted value of the \(i\)-th sample, \(y_i\) is the corresponding true value, and \(n_s\) is the total number of samples. In a multi-class classification setting, e.g. Task url3, this formula would calculate the subset accuracy, or the percentage of samples which are classified correctly.

- **AUC score**
  AUC, or Area Under the ROC Curve, is the total area under the ROC (receiver operating characteristic) curve, which would depict the model’s performance in identifying the positive and negative examples for each class and finding the best threshold to separate between both examples. In a binary classification task, positive and negative examples would refer to phishing and legitimate samples. In a multi-class classification, we chose the *one-vs-one* heuristic, where the dataset is split into one dataset for each class versus every other class [24], and the final AUC score is obtaining by computing the average AUC of all possible pairwise combinations of classes.

- **F1-score**
  Due to the precision-recall trade-off, it is challenging to have both precision and recall high, especially in imbalanced datasets. F1-score calculates the harmonic mean of recall (true positive rate) and precision, measuring the model’s performance correctly performing classification while heavily penalizing low recall or low precision scores.

- **Training duration**
  The training duration refers to the total amount of time each framework or algorithm takes to process the given dataset, until a classification model is produced. We do not include the time each model takes to perform prediction on the testing dataset, as it is generally negligible.

4.2 **Experiment Constraints and Setup**

In this study, we compared the performance of various mature open source AutoML frameworks, which are briefly described as follows:

- **AutoGluon** [14]
  AutoGluon uses a multi-layer stack ensemble, in which multiple models are ensembled and stacked in multiple layers. The main difference between AutoGluon and existing AutoML frameworks is that AutoGluon utilizes almost every trained model to produce the final prediction instead of only selecting the best model.
• **auto-sklearn** [17]
  Auto-sklearn was a winner of the ChaLearn AutoML Challenge 1 in 2015-2016 and ChaLearn AutoML Challenge 2 in 2017-2018. It uses Bayesian optimization to obtain the best machine learning pipeline. Auto-sklearn features automatic ensemble construction and uses meta-learning to increase the probability of finding a good pipeline by warm-starting the search procedure.

• **GAMA** [21]
  GAMA supports configurable AutoML pipelines, which allow the selection of optimization and post-processing algorithms. By default, GAMA searches over linear ML pipelines and creates a model ensemble in the post-processing step. These pipelines can be optimized with an asynchronous evolutionary algorithm or ASHA.

• **H2OAutoML** [36]
  H2OAutoML performs a random search, which is followed by a model stacking stage. This framework uses the H2O machine learning package by default, which supports distributed training.

• **hyperopt-sklearn** [31]
  Hyperopt-sklearn allows various search strategies, including random search, and various sequential model based optimization (SMBO) techniques. These techniques include Tree of Parzen Estimators (TPE), Annealing and Gaussian Process Trees.

• **TPOT** [49]
  TPOT constructs machine learning pipelines of arbitrary length using scikit-learn algorithms [51] and allows the use of XGBoost algorithm. During its search, pre-processing and stacking are both considered. While the model’s pipeline length is arbitrary, TPOT performs multi-objective optimization, in which it aims to keep the number of pipeline components minimal while optimizing the main selected metric. TPOT also provides support for sparse matrices, multiprocessing, and custom pipeline components.

To ensure that our evaluation was performed fairly, we trained and tested all the models using the OpenML AutoML Benchmarking Framework [20] to make sure that the models were developed under the same constraints and with the same setup. Evaluating and comparing AutoML systems is challenging due to the subtle differences in problem definition, e.g. the design of the hyperparameter search space or the way time budgets are defined. The OpenML AutoML Benchmarking toolkit aims to address this issue by providing a standardized environment to perform in-depth experiments comparing a wide range of AutoML frameworks.

For each task in Table 1 we performed random splits on the whole dataset, then allocated 75% for training and 25% for testing respectively. All tasks were run using the same computing resources, with 8-core Intel Xeon and 32 GB
RAM. The maximum runtime for each task was set to 3,600 seconds (1 hour). Each task could use a maximum of 8 cores when multiprocessing is available. To reduce biases resulting from outlier results, we repeated the experiment 10 times for each task and observed the consistency of the performance in the evaluation metrics. We selected the default metrics to optimize, which were the AUC score for binary classification tasks and log loss for multi-class classification tasks.

We also selected several traditional machine learning algorithms to compare with the models built using the aforementioned AutoML frameworks. The selected algorithms are Logistic Regression, SVM, KNN, Decision Tree, Random Forest, Multi-layer Perceptron, and Gaussian Naive Bayes, which are available in the scikit-learn Python package [51]. To train these models, we also used the same dataset split and computing resources as the one used in the AutoML setting, with a maximum of 8 core when multiprocessing was available. For each task in Table 1, we ran 10 experiments to obtain the best model for each algorithm and to observe any variance in the models’ performance. We manually defined a set of model hyperparameters and performed random searches to obtain the best model, optimizing the AUC score in binary classification tasks and log loss in multi-class classification tasks. Unlike the AutoML experiment setting, we did not set the maximum runtime for each task as this feature was not available. However, we set the number of iterations during the random search for each task. The iteration number was manually set to 20 for SVM and 100 for all other algorithms.

4.3 Results

We computed the average performance metrics of each model and task in all experiments. To perform comparisons between models built using AutoML frameworks and non-AutoML algorithms, we selected two models from each task which would represent the best model built using the AutoML framework and non-AutoML algorithms. The best performance in this case would be in terms of the average AUC score as this metric was optimized during the model search process.

Comparisons of the accuracy and AUC score of the best model built using AutoML and non-AutoML frameworks are provided in Figure 4 and Figure 5. As shown in these figures, the performances in terms of AUC score and accuracy are almost similar between models built using AutoML and manually developed ML models. However, there are some exceptions in Task em1_1a and Task em1_2 in which AutoML-based models significantly outperformed manually built models. The AUC score difference is between 13.5% to 23.3%, and the accuracy difference is between 11.6% to 22.9%.

In terms of training time, we found that it was much faster to train the models manually and achieve this level of performance without AutoML frameworks. Figure 6 provides a summary of the comparison of training duration between AutoML frameworks and traditional ML algorithms.
Figure 4: Accuracy

Figure 5: AUC Score

Figure 6: Duration
5 When Does AutoML Outperform Humans?

To gain a better understanding of the results in Section 4, we analyzed the complexity of performing classification on the datasets assigned to each task using the DCoL library [50]. The aim of this experiment is to understand in what kind of classification task AutoML frameworks provide better results.

The complexity measures that are computed can be grouped into several categories, which are briefly described as follows.

- **Measures of the overlaps from different classes based on the discriminative power of the features**, including the maximum Fisher’s discriminant ratio (F1), directional-vector maximum Fisher’s discriminant Ratio (F1v), volume of per-class bounding boxes overlap (F2), maximum individual feature efficiency (F3), and collective feature efficiency (F4).

- **Measures of linearity**, which includes the minimised sum of the error distance of a linear classifier (L1), training error of a linear classifier (L2), and non-linearity of a linear classifier (L3).

- **Neighborhood measures**, which includes the fraction of points on the class boundary (N1), ratio of intra/inter class nearest neighbor distance (N2), leave-one-out error rate of the one-nearest neighbor classifier (N3), non-linearity of the one-nearest neighbor classifier (N4), and maximum covering spheres fraction (T1).

- **Measures of dimensionality**, which includes the average number of points per dimension (T2).

- **Measures of class imbalance**, which includes the entropy of class proportions (C1) and imbalance ratio (C2).

A complete analysis of task complexity is provided in Figure 7. In this figure, darker cells are associated with higher complexity. In general, a higher parameter value usually indicates that the classification task is more complex, with an exception for F1, F1v, F3, F4, and T2 complexity measures where a higher measure value corresponds to simpler classification tasks. Higher complexity means that it is more difficult to achieve good classification performances. Further details on complexity measures are not discussed in our paper. However, we refer to [26, 27, 39] for those interested in more detailed explanations regarding measuring supervised classification complexity.

To observe the relationship between a task’s complexity and classification performance, we performed a correlation test between AutoML performance gain or improvement ($\text{performance}_{AutoML} - \text{performance}_{nonAutoML}$) and a complexity measure based on one of the parameters previously mentioned. Full results of this analysis is provided in Table 7 (Appendix B). A summary of the correlation test with statistically significant results ($p < 0.05$) is shown in Table 2.
Based on the correlation test, there are negative relationships between the F1 complexity measure (maximum Fisher’s discriminant ratio) and the performance gain in terms of AUC score. Note that a higher Fisher’s discriminant ratio would correspond to a simpler classification task. The negative relationship between F1 complexity measure and the AUC score gain would indicate that there would be a larger AUC score difference between AutoML-based models and manually built (non-AutoML) models in more complex tasks (with lower F1 complexity measure). The same goes with F3 and F4 complexity measures, in which both would have higher values when the classification task is simpler. Thus, a negative correlation between the F3 complexity measure and AUC score gain would indicate that AutoML-based models would outperform more significantly in more complex classification tasks (with lower F3 complexity measure). The correlation test also shows that AutoML-based models would outperform manually built models, in terms of accuracy, in more complex classification tasks with lower F4 complexity measure.

Furthermore, the correlation test also showed a positive correlation between some of the neighbor-based complexity measures (N1, N3, N4) and the AUC score performance gain. Unlike the previous complexity measures, a higher neighbor-based complexity measure indicates a more complex classification task. The results in Table 2 show that the AutoML-based models would be more likely to outperform manually developed classification models in a more complex classification task with higher N1, N3, and/or N4 complexity measures. These results show that AutoML-based models would be most beneficial when used to build classification models in complex settings where the features are not quite discriminative, and in datasets with overlapping classes or relatively high degrees of non-linearity.

Referring back to the results in Section 4, we found that this result is consistent with empirical findings. As shown in Figure 4 and Figure 5, AutoML
| Complexity Measure | Performance Gain | Correlation | p-value   |
|-------------------|------------------|-------------|-----------|
| F1                | AUC Score        | -0.70909    | 0.021666  |
| F3                | AUC Score        | -0.67273    | 0.033041  |
| F4                | Accuracy         | -0.70909    | 0.021666  |
| N1                | AUC Score        | 0.745455    | 0.01333   |
| N3                | AUC Score        | 0.721212    | 0.018573  |
| N4                | AUC Score        | 0.769697    | 0.009222  |

Table 2: Correlation between Complexity Measure and Performance Gain ($p < 0.05$)

Frameworks significantly outperformed manually crafted ML models in Task eml_1a and Task eml_2. As shown in Figure 7, Task eml_1a is deemed to be complex as indicated by its feature-based complexity measures (F1, F3, F4) and neighborhood complexity measures (N1, N3, N4). Meanwhile, the complexity of Task eml_2 is indicated by the feature-based measures (F1, F3, F4). This confirms that AutoML-based models outperform manually built ML models in these types of complex classification tasks.

6 Automating Phishing Detection with AutoML Frameworks

In this section, we discuss further on the AutoML-based models’ performances, followed by a discussion on the opportunity and challenges of the use of AutoML frameworks in automated phishing detection systems, and a highlight on the study limitations and potential future works.

6.1 AutoML-based Models’ Performances

In this section, we analyze further the AutoML-based models’ performances in each classification task, and observe the relationship between a model’s performance and complexity level of the classification task. We provide more details on the average accuracy, AUC score, and duration of each framework in Table 4 in Appendix A. The average AUC score, accuracy, and F1 score of each task is provided in Figure 8, Figure 9, and Figure 10. In these figures, we also computed the standard deviation and the confidence interval of each metric in every classification task.

We performed a correlation test to observe the relationship between the performance of an AutoML-based model on a specific classification task and a measure indicating the task’s complexity, as shown in Table 6 (Appendix B). We provide a summary of the correlation analysis with statistically significant results in Table 3. As shown in this table, there are five complexity measures that have a significant correlation with AutoML-based models’ performances, namely F4, L3, T1, C1, and C2 complexity measures. A higher F4 complexity measure would indicate a simpler classification task, whereas higher L3, T1, C1,
Table 3: Correlation between Complexity Measure and AutoML-based Models’ Performance ($p < 0.05$)

| Complexity Measure | Performance Metric | Correlation | p-value |
|--------------------|--------------------|-------------|---------|
| F4                 | Accuracy           | 0.648485    | 0.04254 |
| L3                 | Accuracy           | -0.69697    | 0.025097|
| L3                 | F1 Score           | -0.68485    | 0.028883|
| L3                 | AUC Score          | -0.7697     | 0.009222|
| T1                 | Accuracy           | 0.830303    | 0.00294 |
| T1                 | F1 Score           | 0.781818    | 0.007547|
| C1                 | F1 Score           | -0.69176    | 0.026678|
| C1                 | AUC Score          | -0.834      | 0.003705|
| C2                 | F1 Score           | -0.73055    | 0.016499|
| C2                 | AUC Score          | -0.88572    | 0.000649|

Figure 8: AutoML-based Models’ AUC Score per Task

or C2 complexity measure indicates that the classification task is more complex.

The results in Table 3 are quite intuitive in terms of the relationship between F4, L3, C1, C2 complexity measure and the performance metrics, where the performance would improve in simpler classification tasks. Interestingly, there is a positive correlation between AutoML-based model performance (accuracy and F1 score) and T1 complexity measure, indicating that the model seems to have better performance when classifying on datasets with higher fraction of maximum covering spheres.

6.2 Opportunity and Challenges

Machine learning models built using AutoML frameworks have shown to outperform manually built models (Figure 4 and Figure 5). It is also shown that performance gain correlates with several complexity measures, such as F1, F3, F4, N1, N3, and N4 complexity measures (Table 2), indicating that human experts would benefit AutoML frameworks greatly in automating machine learning development, when dealing with complex classification tasks particularly
Figure 9: AutoML-based Models’ Accuracy per Task

Figure 10: AutoML-based Models’ F1 Score per Task
with dataset features having low discriminative power, datasets with high class overlap, and dataset with high degree of non-linearity.

However, several challenges remain to be addressed in using AutoML frameworks for implementing a full machine learning pipeline of phishing detection systems. AutoML frameworks currently focus on supervised classification tasks with labeled datasets, which are not always available in the case of phishing classification tasks. Furthermore, most AutoML frameworks build stacked or ensembles of ML models, which are difficult to implement and update in an incremental learning setting. With these limitations, the role of data scientists and security experts is still crucial in observing whether the classification models need retraining due to the existence of concept drift, or if the features in the dataset are no longer representative of the attacks. It is also shown in Figure 4 and Figure 5 that while AutoML built models were able to outperform manually built ML models, the performance differences are not significant, except in several complex cases. Furthermore, the time needed to train manually built ML models is significantly lower when compared with training AutoML-based models (Figure 6).

7 Conclusion

Our study shows that AutoML frameworks are able to consistently produce models that perform similarly or better than manually built ML models. However, challenges remain in implementing these frameworks to fully automate phishing detection due to the support provided only on supervised classification problems, which consequently lead to the need for labeled data, and the inability to update the generated models incrementally. This indicates that experts with domain knowledge are still needed in-the-loop of the full phishing detection pipeline. Despite its limitations, our study also reveals that AutoML frameworks are able to outperform manually developed machine learning models in certain complex classification tasks, indicating that there are opportunities for utilizing AutoML to improve human-guided phishing detection systems. Future studies which further explore the collaboration of human experts and AutoML, as well as the design of the human-in-the-loop system architectures would be beneficial in improving phishing detection.
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### A Model Performances

In this section, we provide more details regarding the AutoML and traditional ML model performances, as shown in Table 4 and Table 5.

| Task | Framework | Accuracy | AUC Score | Duration (sec) |
|------|-----------|----------|-----------|----------------|
| eml_a | AutoGluon | 0.866    | 0.865     | 3492.86        |
|       | auto-sklearn | 0.865  | 0.869     | 3504.94        |
|       | GAMA       | 0.749    | 0.865     | 3239.22        |
|       | H2OAutoML  | 0.865    | 0.871     | 2442.72        |
|       | hyperopt-sklearn | 0.865 | 0.73      | 3619.92        |
|       | TPOT       | 0.86     | 0.834     | 3315.22        |
|       |            |          |           |                |
| eml_b | AutoGluon | 0.908    | 0.913     | 3525.68        |
|       | auto-sklearn | 0.895  | 0.913     | 3601.26        |
|       | GAMA       | 0.908    | 0.908     | 3239.44        |
|       | H2OAutoML  | 0.899    | 0.906     | 2602.88        |
|       | hyperopt-sklearn | 0.887 | 0.821     | 429.83         |
|       | TPOT       | 0.94     | 0.908     | 3633.41        |
|       |            |          |           |                |
| eml_c | AutoGluon | 0.965    | 0.967     | 3241.95        |
|       | auto-sklearn | 0.946  | 0.967     | 3212.53        |
|       | GAMA       | 0.942    | 0.975     | 3289.61        |
|       | H2OAutoML  | 0.942    | 0.891     | 343.08         |
|       | hyperopt-sklearn | 0.938 | 0.862     | 3431.54        |
|       | TPOT       | 0.915    | 0.947     | 3619.78        |
|       |            |          |           |                |
| eml_d | AutoGluon | 0.923    | 0.952     | 3272.78        |
|       | auto-sklearn | 0.916  | 0.948     | 3398.93        |
|       | GAMA       | 0.92     | 0.947     | 3239.68        |
|       | H2OAutoML  | 0.93     | 0.954     | 2442.72        |
|       | hyperopt-sklearn | 0.897 | 0.871     | 31.57          |
|       | TPOT       | 0.915    | 0.947     | 3619.78        |
|       |            |          |           |                |
| eml_e | AutoGluon | 0.968    | 0.981     | 3491.24        |
|       | auto-sklearn | 0.97    | 0.985     | 3509.78        |
|       | GAMA       | 0.942    | 0.975     | 3289.61        |
|       | H2OAutoML  | 0.942    | 0.891     | 343.08         |
|       | hyperopt-sklearn | 0.938 | 0.862     | 3431.54        |
|       | TPOT       | 0.86     | 0.87      | 3418.89        |
|       |            |          |           |                |
| eml_f | AutoGluon | 0.971    | 0.984     | 3461.46        |
|       | auto-sklearn | 0.97    | 0.985     | 3600.33        |
|       | GAMA       | 0.942    | 0.984     | 3239.53        |
|       | H2OAutoML  | 0.972    | 0.984     | 2483.41        |
|       | hyperopt-sklearn | 0.972 | 0.967     | 879.84         |
|       | TPOT       | 0.924    | 0.984     | 3610.52        |
|       |            |          |           |                |
| url_a | AutoGluon | nan      | nan       | 12113.62       |
|       | auto-sklearn | 0.969  | 0.993     | 3596.35        |
|       | GAMA       | 0.97     | 0.993     | 3305.78        |
|       | H2OAutoML  | 0.964    | 0.993     | 3309.22        |
|       | hyperopt-sklearn | 0.931 | 0.916     | 3609.97        |
|       | TPOT       | 0.972    | 0.985     | 3724.93        |
|       |            |          |           |                |
| url_b | AutoGluon | 0.961    | 0.994     | 2912.35        |
|       | auto-sklearn | 0.952  | 0.991     | 3602.72        |
|       | GAMA       | 0.952    | 0.991     | 3257.65        |
|       | H2OAutoML  | 0.953    | 0.992     | 3281.59        |
|       | hyperopt-sklearn | 0.946 | 0.946     | 1812.67        |
|       | TPOT       | 0.952    | 0.991     | 3764.12        |
|       |            |          |           |                |
| url_c | AutoGluon | 0.961    | 0.994     | 3178.55        |
|       | auto-sklearn | 0.952  | 0.986     | 3600.84        |
|       | GAMA       | 0.952    | 0.986     | 3272.36        |
|       | H2OAutoML  | 0.953    | 0.988     | 3375.62        |
|       | hyperopt-sklearn | 0.949 | 0.974     | 1094.88        |
|       | TPOT       | 0.952    | 0.986     | 3767.93        |
|       |            |          |           |                |
| url_d | AutoGluon | 0.942    | 0.987     | 3438.36        |
|       | auto-sklearn | 0.941  | 0.988     | 3599.88        |
|       | GAMA       | 0.945    | 0.989     | 3240.61        |
|       | H2OAutoML  | 0.947    | 0.99      | 3199.18        |
|       | hyperopt-sklearn | 0.937 | 0.935     | 417.4          |
|       | TPOT       | 0.939    | 0.89      | 3766.47        |

Table 4: AutoML-based Model Performance
| Task   | Framework        | Accuracy | AUC Score | Duration (sec) |
|--------|-----------------|----------|-----------|----------------|
| eml_1a | Logistic Regression | 0.749    | 0.749     | 0.72           |
|        | SVM              | 0.749    | 0.749     | 2.179          |
|        | KNN              | 0.749    | 0.749     | 2.179          |
|        | Decision tree    | 0.749    | 0.749     | 4.59           |
|        | Random forest    | 0.749    | 0.749     | 5.64           |
|        | Multilayer perceptron | 0.749 | 0.749     | 18.032         |
|        | Gaussian NB      | 0.749    | 0.736     | 0.001          |
| eml_1b | Logistic Regression | 0.883    | 0.883     | 2.709          |
|        | SVM              | 0.834    | 0.828     | 3.608          |
|        | KNN              | 0.752    | 0.642     | 2.195          |
|        | Decision tree    | 0.896    | 0.86      | 1.777          |
|        | Random forest    | 0.906    | 0.908     | 13.047         |
|        | Multilayer perceptron | 0.749 | 0.304     | 23.342         |
|        | Gaussian NB      | 0.863    | 0.849     | 0.002          |
| eml_1c | Logistic Regression | 0.899    | 0.899     | 3.535          |
|        | SVM              | 0.917    | 0.937     | 1.877          |
|        | KNN              | 0.903    | 0.919     | 1.963          |
|        | Decision tree    | 0.897    | 0.894     | 1.801          |
|        | Random forest    | 0.916    | 0.95      | 19.309         |
|        | Multilayer perceptron | 0.749 | 0.934     | 19.411         |
|        | Gaussian NB      | 0.839    | 0.915     | 0.001          |
| eml_1d | Logistic Regression | 0.925    | 0.925     | 6.144          |
|        | SVM              | 0.917    | 0.937     | 1.877          |
|        | KNN              | 0.903    | 0.919     | 1.963          |
|        | Decision tree    | 0.897    | 0.894     | 1.801          |
|        | Random forest    | 0.916    | 0.95      | 19.309         |
|        | Multilayer perceptron | 0.749 | 0.934     | 19.411         |
|        | Gaussian NB      | 0.839    | 0.915     | 0.001          |
| eml_2  | Logistic Regression | 0.603    | 0.603     | 1.711          |
|        | SVM              | 0.397    | 0.402     | 14.276         |
|        | KNN              | 0.707    | 0.685     | 3.336          |
|        | Decision tree    | 0.741    | 0.752     | 1.647          |
|        | Random forest    | 0.741    | 0.752     | 11.034         |
|        | Multilayer perceptron | 0.603 | 0.845     | 36.178         |
|        | Gaussian NB      | 0.381    | 0.466     | 0.003          |
| url_1  | Logistic Regression | 0.935    | 0.935     | 4.384          |
|        | SVM              | 0.708    | 0.984     | 18731.06       |
|        | KNN              | 0.934    | 0.975     | 50131.41       |
|        | Decision tree    | 0.943    | 0.962     | 3847.875       |
|        | Random forest    | 0.971    | 0.99      | 126085.8       |
|        | Multilayer perceptron | 0.977 | 0.997     | 942.103        |
|        | Gaussian NB      | 0.731    | 0.769     | 0.733          |
| url_2  | Logistic Regression | 0.915    | 0.915     | 25.734         |
|        | SVM              | 0.733    | 0.721     | 298.13         |
|        | KNN              | 0.911    | 0.968     | 79.309         |
|        | Decision tree    | 0.94      | 0.95      | 11.277         |
|        | Random forest    | 0.955    | 0.992     | 279.35         |
|        | Multilayer perceptron | 0.94  | 0.945     | 282.544        |
|        | Gaussian NB      | 0.747    | 0.769     | 0.017          |
| url_3  | Logistic Regression | 0.94     | 0.94     | 154.087        |
|        | SVM              | 0.94     | 0.94     | 154.087        |
|        | KNN              | 0.94     | 0.94     | 154.087        |
|        | Decision tree    | 0.94     | 0.94     | 154.087        |
|        | Random forest    | 0.94     | 0.94     | 154.087        |
|        | Multilayer perceptron | 0.94 | 0.94     | 154.087        |
|        | Gaussian NB      | 0.94     | 0.94     | 154.087        |
| web_1  | Logistic Regression | 0.923    | 0.923    | 3.061          |
|        | SVM              | 0.659    | 0.756    | 15.578         |
|        | KNN              | 0.913    | 0.966    | 51.269         |
|        | Decision tree    | 0.999    | 0.947    | 2.183          |
|        | Random forest    | 0.934    | 0.958    | 20.192         |
|        | Multilayer perceptron | 0.919 | 0.973     | 47.325         |
|        | Gaussian NB      | 0.588    | 0.965    | 0.005          |

Table 5: Manually Developed (non-AutoML) Model Performance
## B Correlation Analysis

In this section, we provide results on the analysis of correlation between the complexity measures and the AutoML performances (Table 6), and correlation between the complexity measures and the classification performance gain when using AutoML frameworks (Table 7).

| Complexity Measure | Performance Metric | Correlation | p-value |
|--------------------|--------------------|-------------|---------|
| F1                 | Accuracy           | 0.151515    | 0.676065|
| F1                 | F1 Score           | 0.187679    | 0.603216|
| F1                 | AUC Score          | -0.21212    | 0.556306|
| Flv                | Accuracy           | -0.24848    | 0.488776|
| Flv                | F1 Score           | -0.32121    | 0.365468|
| Flv                | AUC Score          | -0.55152    | 0.098401|
| F2                 | Accuracy           | 0.066465    | 0.985858|
| F2                 | F1 Score           | -0.12284    | 0.735313|
| F2                 | AUC Score          | 0.071116    | 0.845218|
| F3                 | Accuracy           | 0.515152    | 0.127553|
| F3                 | F1 Score           | 0.56366     | 0.089724|
| F3                 | AUC Score          | 0.260006    | 0.467089|
| F4                 | Accuracy           | 0.648485    | 0.042544|
| F4                 | F1 Score           | 0.587879    | 0.078478|
| F4                 | AUC Score          | 0.284848    | 0.425038|
| L1                 | Accuracy           | 0.418182    | 0.229113|
| L1                 | F1 Score           | 0.393939    | 0.259998|
| L1                 | AUC Score          | 0.139094    | 0.709932|
| L2                 | Accuracy           | -0.32121    | 0.365468|
| L2                 | F1 Score           | -0.17576    | 0.627188|
| L2                 | AUC Score          | -0.12727    | 0.726057|
| L3                 | Accuracy           | -0.69697    | 0.025097|
| L3                 | F1 Score           | -0.68468    | 0.028883|
| L3                 | AUC Score          | -0.7697     | 0.009222|
| N1                 | Accuracy           | -0.11515    | 0.75142 |
| N1                 | F1 Score           | -0.04242    | 0.907364|
| N1                 | AUC Score          | 0.29697     | 0.404702|
| N2                 | Accuracy           | 0.090069    | 0.802772|
| N2                 | F1 Score           | -0.15152    | 0.670065|
| N2                 | AUC Score          | -0.29697    | 0.404702|
| N3                 | Accuracy           | -0.10303    | 0.776998|
| N3                 | F1 Score           | -0.06667    | 0.854813|
| N3                 | AUC Score          | 0.260006    | 0.467089|
| N4                 | Accuracy           | -0.28485    | 0.425038|
| N4                 | F1 Score           | -0.13039    | 0.709932|
| N4                 | AUC Score          | 0.10303     | 0.776998|
| T1                 | Accuracy           | 0.830303    | 0.002944|
| T1                 | F1 Score           | 0.721818    | 0.007547|
| T1                 | AUC Score          | 0.587879    | 0.078578|
| T2                 | Accuracy           | 0.127273    | 0.726057|
| T2                 | F1 Score           | 0.151515    | 0.670065|
| T2                 | AUC Score          | 0.2         | 0.579584|
| C1                 | Accuracy           | -0.5366     | 0.109784|
| C1                 | F1 Score           | -0.69176    | 0.026678|
| C1                 | AUC Score          | -0.834      | 0.002705|
| C2                 | Accuracy           | -0.57539    | 0.081792|
| C2                 | F1 Score           | -0.73555    | 0.016409|
| C2                 | AUC Score          | -0.88572    | 0.000649|

Table 6: Correlation between Complexity Measure and AutoML Performance
| Complexity Measure | Performance Gain | Correlation | p-value |
|--------------------|------------------|-------------|---------|
| F1                 | Accuracy         | -0.21212    | 0.556306|
| F1                 | F1 Score         | -0.38182    | 0.276255|
| F1                 | AUC Score        | -0.70909    | **0.021666** |
| F1v                | Accuracy         | 0.272727    | 0.445838|
| F1v                | F1 Score         | 0.353333    | 0.346594|
| F1v                | AUC Score        | 0.060661    | 0.986743|
| F2                 | Accuracy         | 0.536092    | 0.109784|
| F2                 | F1 Score         | 0.316789    | 0.37248 |
| F2                 | AUC Score        | 0.38144     | 0.276771|
| F3                 | Accuracy         | -0.62424    | 0.053718 |
| F3                 | F1 Score         | -0.41818    | 0.229113 |
| F3                 | AUC Score        | -0.67273    | **0.033041** |
| F4                 | Accuracy         | -0.70909    | **0.021666** |
| F4                 | F1 Score         | -0.44242    | 0.200423 |
| F4                 | AUC Score        | -0.53939    | 0.107593 |
| L1                 | Accuracy         | 0.357576    | 0.318376 |
| L1                 | F1 Score         | -0.45655    | 0.186905 |
| L1                 | AUC Score        | -0.49091    | 0.149656 |
| L2                 | Accuracy         | 0.575758    | 0.081553 |
| L2                 | F1 Score         | 0.115152    | 0.75142  |
| L2                 | AUC Score        | 0.115152    | 0.75142  |
| L3                 | Accuracy         | -0.16364    | 0.651477 |
| L3                 | F1 Score         | 0.078788    | 0.824717 |
| L3                 | AUC Score        | -0.06667    | 0.854813 |
| N1                 | Accuracy         | 0.563636    | 0.089724 |
| N1                 | F1 Score         | 0.539394    | 0.107593 |
| N1                 | AUC Score        | 0.745455    | **0.01333** |
| N2                 | Accuracy         | -0.15152    | 0.670665 |
| N2                 | F1 Score         | -0.47879    | 0.161524 |
| N2                 | AUC Score        | -0.33333    | 0.346594 |
| N3                 | Accuracy         | 0.624242    | 0.053718 |
| N3                 | F1 Score         | 0.490909    | 0.149656 |
| N3                 | AUC Score        | 0.721212    | **0.018573** |
| N4                 | Accuracy         | 0.127273    | 0.729057 |
| N4                 | F1 Score         | 0.612121    | 0.059872 |
| N4                 | AUC Score        | 0.769697    | **0.009222** |
| T1                 | Accuracy         | 0.10303     | 0.776998 |
| T1                 | F1 Score         | -0.57576    | 0.081553 |
| T1                 | AUC Score        | -0.38182    | 0.276255 |
| T2                 | Accuracy         | 0.03003     | 0.933773 |
| T2                 | F1 Score         | -0.4303     | 0.214492 |
| T2                 | AUC Score        | -0.26061    | 0.467089 |
| C1                 | Accuracy         | -0.47195    | 0.168458 |
| C1                 | F1 Score         | -0.0194     | 0.957589 |
| C1                 | AUC Score        | -0.16163    | 0.655533 |
| C2                 | Accuracy         | -0.38144    | 0.276771 |
| C2                 | F1 Score         | -0.05819    | 0.873149 |
| C2                 | AUC Score        | -0.21335    | 0.553971 |

Table 7: Correlation between Complexity Measure and Performance Gain with AutoML