AN EFFICIENT THIRD-ORDER SCHEME FOR BSDES BASED ON NONEQUIDISTANT DIFFERENCE SCHEME
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Abstract. In this paper we propose an efficient third-order numerical scheme for backward stochastic differential equations (BSDEs). We use 3-point Gauss-Hermite quadrature rule for approximation of the conditional expectation and avoid spatial interpolation by setting up a fully nested spatial grid and using the approximation of derivatives based on non-equidistant sample points. As a result, the overall computational complexity is reduced significantly. Several examples show that the proposed scheme is of third-order and very efficient.
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1. Introduction. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, \(T > 0\) a finite time and \(\{\mathcal{F}_t\}_{0 \leq t \leq T}\) a filtration satisfying the usual conditions. Let \((\Omega, \mathcal{F}, \mathbb{P}, \{\mathcal{F}_t\}_{0 \leq t \leq T})\) be a complete filtered probability space on which a standard \(d\)-dimensional Brownian motion \(W_t = (W^1_t, W^2_t, \ldots, W^d_t)^T\) is defined and \(\mathcal{F}_0\) contains all the \(\mathbb{P}\)-null sets of \(\mathcal{F}\).

The general form of backward stochastic differential equation (BSDE) is

\[
y_t = \xi + \int_t^T f(s, y_s, z_s) \, ds - \int_t^T z_s \, dW_s, \quad t \in [0, T]
\]

where the generator \(f: [0, T] \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m\) is \(\{\mathcal{F}_t\}\)-adapted for each \((y, z)\) and the terminal variable \(\xi\) is a \(\mathcal{F}_T\)-measurable and square integrable random variable. A process \((y_t, z_t): [0, T] \times \Omega \to \mathbb{R}^m \times \mathbb{R}^{m \times d}\) is called an \(L^2\)-solution of the BSDE (1.1) if it satisfies the equation (1.1) while it is \(\{\mathcal{F}_t\}\)-adapted and square integrable.

In 1990, Pardoux and Peng first proved in [7] the existence and uniqueness of the solution of general nonlinear BSDEs and afterwards there has been very active research in this field with many applications.([3])

In this paper we assume that the terminal condition is a function of \(W_T\), i.e., \(\xi = \varphi(W_T)\) and the BSDE (1.1) has a unique solution \((y_t, z_t)\). It was shown in [8] that the solution \((y_t, z_t)\) of (1.1) can be represented as

\[
y_t = u(t, W_t), \quad z_t = \nabla_x u(t, W_t), \quad \forall t \in [0, T)
\]

where \(u(t, x)\) is the solution of the parabolic partial differential equation

\[
\frac{\partial u}{\partial t} + \frac{1}{2} \sum_{i=1}^d \frac{\partial^2 u}{\partial x_i^2} + f(t, u, \nabla_x u) = 0
\]

with the terminal condition \(u(T, x) = \varphi(x)\), and \(\nabla_x u\) is the gradient of \(u\) with respect to the spatial variable \(x\). The smoothness of \(u\) depends on \(f\) and \(\varphi\).

Although BSDEs and their extensions such as FBSDEs have very important applications in many fields such as mathematical finance and stochastic control, it is well known that it is difficult to obtain the analytical solutions except some special cases and there have been many works on numerical methods.([1, 2, 4, 5, 6, 11, 9, 12, 14])
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Among all the previous works, we are concerned with [12] where a new kind of multi-step scheme for FBSDEs was proposed. They demonstrated experimentally that the scheme is of high order (up to 6th order) and that scheme was simpler than the previous ones such as [11, 13].

Our scheme can be seen as a continuation of [12] for standard BSDEs driven by a Wiener process, but our scheme includes some important ideas.

The approximation of conditional expectation is a common problem in solving BSDEs numerically and it influences both the convergence order and the computational complexity. Gauss-Hermite quadrature is widely used for this purpose because it can achieve high accuracy using only a few sample points. At the same time one needs the approximation values at non-grid points and some kinds of interpolation is required. This contributes much to the computational complexity. So some efficient methods such as sparse-grid method has been developed. ([10])

In this paper we propose a new efficient third-order scheme for BSDEs which does not imply interpolations. The main idea of new scheme is to make the time-space grid include all quadrature points by using 3-point Gauss-Hermite quadrature rule and the derivative approximation based on non-equidistant sample points. As a result, the computational cost can be reduced significantly because the spatial interpolation is not needed at all while third-order convergence is achieved, although it still suffers from curse of dimensionality for multidimensional problems.

We note that the previous works used a big number(e.g. 8 or 10) for the number of Gauss-Hermite quadrature points for each dimension and a high-order polynomial interpolation(e.g. 12 or 15th order). ([13, 12, 14]) It contributed much to computational complexity and our estimates show how to set the number of Gauss-Hermite quadrature points properly.

The nonquidistant difference scheme for derivative approximation is very stable for high-order and this kind of difference scheme could have applications in other fields.

The rest of the paper is organized as follows. In Section 2, we derive a discrete scheme for BSDEs using the idea in [12]. In Section 3, we propose a new efficient third-order scheme based on nonequidistant difference scheme through some analysis on the approximation of conditional expectation by Gauss-Hermite quadrature. In Section 4, we demonstrate the convergence rate and efficiency of our new scheme through several examples and finally some conclusions are given in Section 5.

2. Discrete scheme based on derivative approximation. Let us consider the following backward stochastic differential equation (BSDE):

\begin{equation}
    y_t = \varphi(W_T) + \int_t^T f(s, y_s, z_s) ds - \int_t^T z_s dW_s, \quad t \in [0, T]
\end{equation}

where the generator \( f: [0, T] \times \Omega \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m \) is a stochastic process that is \( \mathcal{F}_t \)-adapted for all \((y, z)\) and \( \varphi: \mathbb{R}^d \to \mathbb{R}^m \) is a measurable function. As in [13] we assume that \( f \) and \( \varphi \) are smooth enough and their derivatives as well as themselves are all bounded.

Let \( 0 = t_0 < \cdots < t_N = T \) be an equidistant partition of \([0, T]\) and \( t_{n+1} - t_n = h = T/N \). As in [11, 13], we define \( \mathcal{F}_t^{x, \Omega} \) to be be a \( \sigma \)-field generated by the Brownian motion \( \{ x + W_r - W_t, t \leq r \leq s \} \) starting from the time-space point \((t, x)\) and \( E_t^{x, \Omega} [\cdot] := E[\cdot | \mathcal{F}_t^{x, \Omega}] \). Taking the conditional expectation \( E_t^{x, \Omega} [\cdot] \) on the both
sides of (2.1), we get

\begin{equation}
E^x_{t_n}[y_t] = E^x_{t_n}[\varphi(W_T)] + \int_t^T E^x_{s_n}[f(s, y_s, z_s)]ds
\end{equation}

By differentiating the both sides of (2.2) with respect to \(t\), we obtain the following ODE (see [12] for differentiability)

\begin{equation}
\frac{dE^x_{t_n}[y_t]}{dt} = -E^x_{t_n}[f(s, y_s, z_s)]
\end{equation}

Next, for \(t \in [t_n, T]\) we have

\begin{equation}
y_{t_n} = y_t + \int_t^{t_n} f(s, y_s, z_s)ds - \int_t^{t_n} z_s dW_s.
\end{equation}

Multiplying \(\Delta W_{t_n,t} := W_{t} - W_{t_n}\) to the both sides of (2.4) and taking \(E^x_{t_n}[\cdot]\), we obtain

\begin{equation}
0 = E^x_{t_n}[y_t \Delta W_{t_n,t}] + \int_{t_n}^{t} E^x_{s_n}[f(s, y_s, z_s) \Delta W_{s_n,s}]ds - \int_{t_n}^{t} E^x_{s_n}[z_s]ds
\end{equation}

where \((\cdot)^T\) means transpose of \((\cdot)\). Taking derivatives of the both sides of (2.5) with respect to \(t\), we obtain the following ODE.

\begin{equation}
E^x_{t_n}[z_t] = \frac{dE^x_{t_n}[y_t \Delta W_{t_n,t}]}{dt} + E^x_{t_n}[f(t, y_t, z_t) \Delta W_{t_n,t}]
\end{equation}

The two ODEs (2.3) and (2.6) are called the reference equations for the BSDE (2.1). From these reference equations we have

\begin{equation}
\frac{dE^x_{t_n}[y_t]}{dt}|_{t=t_n} = -f(t_n, y_{t_n}, z_{t_n})
\end{equation}

\begin{equation}
z_{t_n} = \frac{dE^x_{t_n}[y_t \Delta W_{t_n,t}]}{dt}|_{t=t_n}.
\end{equation}

Now we approximate the derivatives in (2.7) and (2.8). In [12] the approximation formula was derived by solving linear system obtained by Taylor’s expansion. In this paper we approximate the derivatives by the ones of Lagrange interpolation polynomial based on equidistant sample points and still get the same result.

Let \(u(t) : \mathbb{R} \rightarrow \mathbb{R}\) be \(k + 1\) times differentiable, then the Lagrange interpolation polynomial based on values \(\{u_0, u_1, \cdots, u_k\}\) on equidistant sample points \(\{t_0, t_0 + h, \cdots, t_0 + kh\}\) can be written as

\begin{equation}
L(t) = \sum_{i=0}^{k} \prod_{\substack{j \neq i \in \{0, \cdots, k\} \setminus \{i\}}} (t - t_0 - jh) h^{-k}u_i
\end{equation}

and the deviation is given by

\begin{equation}
L(t) - u(t) = \frac{f^{(k+1)}(\xi) \prod_{i=0}^{n} (t - t_0 - ih)}{(k+1)!}, \quad t_0 \leq \xi \leq t_n.
\end{equation}
By differentiating (2.9), we get

\[
\frac{dL}{dt}(t) = \sum_{i=0}^{k} \frac{h^{-k}u_i}{\prod_{j\neq i} (i-j)} \sum_{j\neq i, l\neq j} (t-t_0-lh)
\]

and furthermore,

\[
\frac{dL}{dt}(t_0) = \sum_{i=0}^{k} \frac{(-1)^{k-1}h^{-1}u_i}{\prod_{j\neq i} (i-j)} \sum_{j\neq i, l\neq j} (t-t_0-lh)
\]

Let \(\alpha_k^i\) be the coefficients of \(u_i\) in (2.12), then we have

\[
\frac{dL}{dt}(t_0) = \sum_{i=0}^{k} \frac{\alpha_k^i u_i}{h}.
\]

In Table 2.1 we list \(\{\alpha_k^i\}\) for \(k = 1 \cdots 6\). From (2.10), there exists \(\xi \in \mathbb{R}\) such that

\[
\begin{align*}
\frac{dL}{dt}(t_0) &= \sum_{i=0}^{k} \frac{\alpha_k^i u_i}{h} \\
&= \sum_{i=0}^{k} \frac{(-1)^{k-1}h^{-1}u_i}{\prod_{j\neq i} (i-j)} \sum_{j\neq i, l\neq j} (t-t_0-lh)
\end{align*}
\]

(2.14)

\[
\frac{du}{dt} = \frac{\sum_{i=0}^{k} \alpha_k^i u_i}{h} + \frac{(-1)^{k} u(k+1)(\xi)}{k} h^k.
\]

Note that the coefficients \(\{\alpha_k^i\}\) in Table 2.1 are consistent with [12].

Finally by approximating the derivatives in (2.7) and (2.8) using (2.14), we obtain the semi-discrete scheme for BSDE (2.1) as follows.

**Scheme 1.** Assume that \(y^{N-i}, z^{N-i}(i=0, \cdots, k-1)\) are known. For \(n = N-k, \cdots, 0\) solve \(y^n = y^n(x), z^n = z^n(x)\) at time-space point \((t_n, x)\) by

\[
\begin{align*}
z^n &= \frac{\sum_{j=1}^{k} \alpha_k^j E_{t_n} [y^{n+j} \Delta W_{t_n,t_{n+1}}]}{h} \\
-\alpha_0^k y^n &= \sum_{j=1}^{k} \alpha_j^k E_{t_n} [y^{n+j}] + h \cdot f(t_n, y^n, z^n)
\end{align*}
\]
The local truncation error of the above scheme is $O(h^k)$ from (2.14). The Scheme 1 is called a semi-discrete scheme because it is discretized only in time domain. One needs spatial grids to get the fully discrete scheme. Let $D^n \subset \mathbb{R}^d$ be a spatial grid for $t_n$. (The detailed structure of $D^n$ depends on how to approximate the conditional expectations.) The fully-discrete scheme on time-space grid $\bigcup_{i=0}^{N} \{t_i\} \times D^i$ based on Scheme 1 is as follows.

**Scheme 2.** Assume that $y^{N-i}, z^{N-i}$ on $D^{N-i}$ are known for $i = 0, \cdots, k - 1$. For $n = N - k, \cdots, 0, x \in D^n$ solve $y^n = y^n(x), z^n = z^n(x)$ by

\begin{equation}
\tag{2.17}
z^n = \frac{\sum_{j=1}^{k} \alpha^k_j \hat{E}_{t_n} [y^{n+j} \Delta W_{t_n, t_{n+j}}]}{h}
\end{equation}

\begin{equation}
\tag{2.18}
- \alpha^k_0 y^n = \sum_{j=1}^{k} \alpha^k_j \hat{E}_{t_n} [y^{n+j}] + h \cdot f(t_n, y^n, z^n)
\end{equation}

In the above scheme, $\hat{E}_{t_n} [\cdot]$ stands for the approximation of conditional expectation which can be calculated by Monte-Carlo methods or other quadrature rules. We are interested in the case where Gauss-Hermite quadrature rule is used.

**3. Analysis and improvement.** In this section, we discuss how to improve the Scheme 2 in the case where Gauss-Hermite quadrature rule is used for the approximation of conditional expectations. The error of Scheme 2 comes from three sources: the time discretization through derivative approximation, Gauss-Hermite quadrature and spatial interpolation.

**3.1. Error analysis for the approximation of conditional expectation.** We first consider the case of $m = d = 1$. For a function $g : \mathbb{R} \rightarrow \mathbb{R}$, the integration $\int_{\mathbb{R}} g(x) e^{-x^2} dx$ can be approximated by Gauss-Hermite quadrature as follows.

\begin{equation}
\tag{3.1}
\int_{\mathbb{R}} g(x) e^{-x^2} dx \approx \sum_{i=1}^{L} \omega_i g(a_i)
\end{equation}

where $L$ is a parameter of quadrature which stands for the number of sample points used, $\{a_i\}_{i=1}^{L}$ are the roots of the Hermite polynomial of degree $L$ defined by

\[ H_L(x) = (-1)^L e^{x^2} \frac{d^L}{dx^L} (e^{-x^2}) \]

and the weights $\{\omega_i\}_{i=1}^{L}$ are defined by

\begin{equation}
\tag{3.2}
\omega_i = \frac{2L+1}{(H_L'(a_i))^2} \pi \sqrt{\frac{2L}{L+1}}
\end{equation}

The truncation error $R(g, L)$ is

\begin{equation}
\tag{3.3}
R(g, L) = \int_{\mathbb{R}} g(x) e^{-x^2} dx - \sum_{i=1}^{L} \omega_i g(a_i) = \frac{L! \sqrt{\pi}}{2L(2L)!} g^{(2L)}(\bar{x}), \quad \bar{x} \in \mathbb{R}.
\end{equation}

The previous works such as [11, 13, 12, 14] paid attention to the coefficient $\frac{L! \sqrt{\pi}}{2L(2L)!}$ in the above equality. In fact this coefficient becomes very small for $L \geq 8$ (less
than about $1.33 \times 10^{-11}$). So in the above literatures $L = 8$ was considered to be satisfactory. (In [14] they used $L = 10$, where the coefficient becomes less than about $2.58 \times 10^{-15}$.)

Here we investigate the error in more detail. From (1.2), the solution $(y_t, z_t)$ can be represented as $y_t = u(t, W_t)$, $z_t = \nabla u(t, W_t)$ and we have

$$E_{t_n}^{x}[y_{t_{n+j}}] = \frac{1}{\sqrt{2\pi jh}} \int_{\mathbb{R}} u(t_{n+j}, x + v)e^{-\frac{v^2}{2\pi}} dv = \frac{1}{\sqrt{\pi}} \int_{\mathbb{R}} u(t_{n+j}, x + \sqrt{2jh}w)e^{-w^2} dw$$

where we applied the change of variable $v = \sqrt{2jh} \cdot w$. Now applying Gauss-Hermite quadrature rule to the kernel $g_1(w) = u(t_{n+j}, x + \sqrt{2jh}w) = y_{t_{n+j}}(x + \sqrt{2jh}w)$ we have

$$(3.4) \quad E_{t_n}^{x}[y_{t_{n+j}}] \approx \hat{E}_{t_n}^{x}[y_{t_{n+j}}] = \frac{1}{\sqrt{\pi}} \sum_{i=1}^{L} \omega_i y_{t_{n+j}}(x + \sqrt{2jh}a_i)$$

and the truncation error is

$$\frac{L!\sqrt{\pi}}{2^L(2L)!} g_1^{(2L)}(\bar{w}) = \frac{L!\sqrt{\pi}}{2^L(2L)!} \frac{\partial^{2L} u}{\partial x^{2L}}(t_{n+j}, x + \sqrt{2jh}\bar{w}) \cdot (2jh)^L$$

$$= j^L \frac{L!\sqrt{\pi}}{(2L)!} \frac{\partial^{2L} u}{\partial x^{2L}}(t_{n+j}, x + \sqrt{2jh}\bar{w}) \cdot h^L, \quad \bar{w} \in \mathbb{R}.$$ (3.5)

Therefore under the assumption that $\frac{\partial^{2L} u}{\partial x^{2L}}$ is bounded, we obtain

$$\left| E_{t_n}^{x}[y_{t_{n+j}}] - \hat{E}_{t_n}^{x}[y_{t_{n+j}}] \right| \leq C(jh)^L. \quad (3.6)$$

Similarly we deduce

$$E_{t_n}^{x}[y_{t_{n+j}} \Delta W_{t_{n}, t_{n+j}}] = \frac{1}{\sqrt{2\pi jh}} \int_{\mathbb{R}} u(t_{n+j}, x + v)e^{-\frac{v^2}{2\pi}} dv \quad \text{and applying Gauss-Hermite quadrature rule we have} \quad (3.7)$$

$$E_{t_n}^{x}[y_{t_{n+j}} \Delta W_{t_{n}, t_{n+j}}] \approx \hat{E}_{t_n}^{x}[y_{t_{n+j}} \Delta W_{t_{n}, t_{n+j}}] = \sqrt{\frac{2jh}{\pi}} \sum_{i=1}^{L} \omega_i y_{t_{n+j}}(x + \sqrt{2jh}a_i)a_i$$

where the truncation error is

$$\left| E_{t_n}^{x}[y_{t_{n+j}} \Delta W_{t_{n}, t_{n+j}}] - \hat{E}_{t_n}^{x}[y_{t_{n+j}} \Delta W_{t_{n}, t_{n+j}}] \right| \leq C(jh)^L. \quad (3.9)$$

Next let us consider the multi-dimensional case, i.e., $m > 1, d > 1$. For a $d$-dimensional function $g : \mathbb{R}^d \rightarrow \mathbb{R}$, Gauss-Hermite quadrature formula for the integration $\int_{\mathbb{R}^d} g(x)e^{-x^T x} dx$ is

$$\int_{\mathbb{R}^d} g(x)e^{-x^T x} dx \approx \sum_{i_1, \ldots, i_d=1}^{L} \omega_{i_1} \cdots \omega_{i_d} g(a_i) \quad (3.10)$$
where $i = (i_1, i_2, \cdots, i_d)$ and $a_i = (a_{i_1}, a_{i_2}, \cdots, a_{i_d})$. Similar to the way to deduce (3.6) and (3.9), we obtain

\[(3.11) \quad \left| E_{t_n}^r [h_{n+j}^{(l_1)}] - \frac{1}{\pi^{d/2}} \sum_{i_1=1}^{L} \cdots \sum_{i_d=1}^{L} \omega_{i_1} \cdots \omega_{i_d} y_{n+j}^{(l_1)}(x + \sqrt{2j} a_i) \right| \leq C(jh)^L.\]

\[(3.12) \quad \left| E_{t_n}^r [h_{n+j}^{(l_1)} \Delta W_{n+1}^{(l_2)}] - \frac{\sqrt{2j} h}{\pi^{d/2}} \sum_{i_1=1}^{L} \cdots \sum_{i_d=1}^{L} \omega_{i_1} \cdots \omega_{i_d} y_{n+j}^{(l_1)}(x + \sqrt{2j} a_i) a_{l_2} \right| \leq C(jh)^L.\]

where $1 \leq l_1 \leq m$, $1 \leq l_2 \leq d$ and

$$y_{n+j} = \left( y_{n+1}^{(1)}, \cdots, y_{n+1}^{(m)} \right), \Delta W_{n+1} = \left( \Delta W_{n+1}^{(1)}, \cdots, \Delta W_{n+1}^{(d)} \right).$$

From (3.10), one can see that the computational cost increase exponentially in proportion to $L^d$, and obviously smaller $L$ is better.

Based on the above discussions, we conclude that the error for the approximation of conditional expectation using Gauss-Hermite quadrature with $L$ sample points is $O(h^L)$. Therefore we state that it is enough to use $k$-point Gauss-Hermite quadrature when the local truncation error for time-discretization is $O(h^k)$.

**Remark 3.1.** This idea can be applied to the other numerical schemes that use Gauss-Hermite quadrature for the approximation of conditional expectation. For instance, in the case of Crank-Nicolson scheme, the local truncation error for time-discretization is $O(h^3)$ and 3-point quadrature ($L = 3$) is enough. Note that in the literature $L = 8$ is used for Crank-Nicolson scheme, this is redundant from the above discussion.

### 3.2. Construction of nested spatial grid.

In this subsection we discuss how to avoid spatial interpolation.

Let us assume that $m = d = 1$ for the sake of simplicity. From (3.4) and (3.8), we know that \(\{y^{n+1}(x + \sqrt{2j} a_i)\}, (j = 1 \cdots k, i = 1 \cdots L)\) are needed to obtain $y^n(x)$ at time-space point \((t_n, x)\) ($x \in \mathbb{D}^n$). In the case of $L > 3$, the roots of Hermite polynomial of degree $L$, i.e., \(\{a_i\}_{i=1}^L\), are distributed nonlinearly and it seems to be impossible to construct the spatial grid $D^n$ so that it contains all the quadrature points needed. Therefore $D^n$ is usually constructed with equidistant points and $y^{n+1}(x + \sqrt{2j} a_i)$ is approximated by $\hat{y}^{n+1}(x + \sqrt{2j} a_i)$ where $\hat{y}^{n+1}(\cdot)$ is an interpolation based on \(\{(x, y^{n+1}(x)) | x \in \mathbb{D}^{n+1}\}\). Lagrange polynomial interpolation is often used for this purpose. The order of interpolation polynomial $r$ should be well-chosen because it influences the stability, accuracy and complexity of the scheme. (see [12, 14]) In [12], they chose small $r$ (such as $r = 4$ or $r = 6$) for lower-order schemes ($k \leq 3$) and bigger $r$ for higher-order schemes, (e.g., $r = 10$ or $r = 15$). We also note that the computational cost for the multi-dimensional interpolation is too expensive. From the above discussion it is desirable not to use spatial interpolation.

For this purpose, we first construct the nested spatial grids by taking $L = 3$. In this case we have

\[(3.13) \quad \{a_i | i = 1, 2, 3\} = \{-\sqrt{3} \over 2, 0, \sqrt{3} \over 2\}, \{\omega_i | i = 1, 2, 3\} = \{\sqrt{\pi} / 6, 2\sqrt{\pi} / 3, \sqrt{\pi} / 6\}.

Now we set $\Delta x_0 = \sqrt{2} h \cdot a_3 = \sqrt{3} h$ and define $D^n$ by

\[D^n = \{x | x = l \Delta x_0, l = 0, \pm 1, \cdots, \pm n\}.\]
Then for any $x_l \in D^n (l \in \mathbb{Z})$, we have $x_l + \sqrt{2}h a_i = x_{l+i-2}$ and
\begin{equation}
(3.14) \quad \{0\} = D^0 \subset \cdots \subset D^n \subset D^{n+1} \subset \cdots \subset D^N.
\end{equation}
The spatial grid satisfying (3.14) is called nested.

Furthermore, we note that for any $j \in \mathbb{N}$ we have
\begin{equation}
(3.15) \quad x_l \in D^n \Rightarrow x_l + j \sqrt{2} h a_i = x_{l+j(i-2)} \in D^{n+j} \subset D^{n+j^2}
\end{equation}
and $\#\{D^N\} = 2N + 1$, where $\#\{\cdot\}$ denotes a number of elements.

For the multi-dimensional case (i.e., $d > 1$), if we define the spatial grid by
\begin{equation}
(3.16) \quad D^n = \{x_l | x_l = (l_1 \Delta x_0, \cdots, l_d \Delta x_0), |l_j| \leq n, l_j \in \mathbb{Z}, j = 1, \cdots, d\}
\end{equation}
then it is nested, i.e.,
\begin{equation}
(3.17) \quad \{0\} = D^0 \subset \cdots \subset D^n \subset D^{n+1} \subset \cdots \subset D^N.
\end{equation}
Furthermore, for any $j \in \mathbb{N}$ we have
\begin{equation}
(3.18) \quad x_l \in D^n \Rightarrow \{x + j \sqrt{2} h a_i | i \in 1, 2, 3, j = 1, \cdots, d\} \subset D^{n+j} \subset D^{n+j^2}
\end{equation}
and $\#\{D^N\} = (2N + 1)^d$ where $x + j \sqrt{2} h a_i = (x_1 + j \sqrt{2} h a_{i_1}, \cdots, x_d + j \sqrt{2} h a_{i_d})$.

Using this nested spatial grid we propose a new kind of scheme that needs no spatial interpolation in the following.

### 3.3. An efficient third-order scheme.

In this subsection we propose an efficient third-order scheme via the derivative approximation based on non-equidistant sample points.

Let $u(t) : \mathbb{R} \rightarrow \mathbb{R}$ be $k + 1$ times differentiable, then the Lagrange interpolation polynomial based on values $\{u_0, u_1, u_{22}, \cdots, u_{k2}\}$ on non-equidistant sample points \( t_0, t_0 + h, t_0 + 2^2 h, \cdots, t_0 + k^2 h \) can be written as
\begin{equation}
(3.19) \quad L(t) = \sum_{i=0}^{k} \frac{\prod_{i \neq j} (t - t_0 - j^2h)}{\prod_{i \neq j} (i^2 - j^2)} h^{-k} u_{i2}
\end{equation}
and similar to the way we obtain (2.12), we have
\begin{equation}
(3.20) \quad \frac{dL}{dt}(t_0) = \sum_{i=0}^{k} \frac{(-1)^{k-1} h^{-1} u_{i2}}{\prod_{j \neq i} (i^2 - j^2)} \sum_{j \neq i} \prod_{l \neq i, l \neq j} l^2
\end{equation}
\begin{equation}
= h^{-1} \left( - \sum_{j \neq 0} \frac{1}{j^2} u_{02} + \sum_{i=1}^{k} \frac{(-1)^{k-1} (i!)^2}{\prod_{j \neq i} (i^2 - j^2)} u_{i2} \right)
\end{equation}
Let $\beta_i^k$ be the coefficients of $u_{i2}$ in (3.20), then we have
\begin{equation}
(3.21) \quad \frac{dL}{dt}(t_0) = \sum_{i=0}^{k} \frac{\beta_i^k u_{i2}}{h}
\end{equation}
and
\begin{equation}
(3.22) \quad \frac{du}{dt}(t_0) = \frac{\sum_{i=0}^{k} \frac{\beta_i^k u_{i2}}{h}}{h} + O(h^k).
\end{equation}
We list $\{\beta_k^i\}$ for $k = 1 \cdots 8$ in Table 3.1.

From the stability theory of numerical ODEs, the stability of Scheme 1 is related to the distribution of roots of the corresponding characteristic polynomial defined as following. (See [12])

\begin{equation}
(3.23) \quad P^k_\alpha(\lambda) := \sum_{i=0}^{k} \alpha_i \lambda^{k-i}.
\end{equation}

The roots $\{\lambda_k^i\}_{i=1}^k$ of this polynomial are said to satisfy the root conditions if $|\lambda_k^i| \leq 1$ and $|\lambda_k^i| = 1 \Rightarrow P^k_\alpha(\lambda_k^i)' \neq 0$. In [12], they showed that the roots of $P^k_\alpha(\lambda)$ satisfy the root conditions for only $1 \leq k \leq 6$.

If we approximate derivatives using (3.22), the corresponding characteristic polynomial is

\begin{equation}
(3.24) \quad P^k_\beta(\lambda) := \sum_{i=0}^{k} \beta_i^k \lambda^{2k-i^2}.
\end{equation}

We note that the roots $\{\gamma_k^i\}_{i=1}^k$ of (3.24) satisfy the root conditions for $1 \leq k \leq 17$. (We obtained the table using Matlab 2013b which failed to calculate for $k > 17$.) In Table 3.2 we present the maximum absolute values of the roots except 1 for $k = 2, \cdots, 17$.

\begin{table}[h]
\centering
\caption{The maximum absolute values of the roots of (3.24) except 1}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
$k$ & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\hline
max($|\lambda_k^i|$) & 0.486 & 0.636 & 0.738 & 0.800 & 0.836 & 0.857 & 0.874 & 0.887 \\
\hline
$k$ & 10 & 11 & 12 & 13 & 14 & 15 & 16 & 17 \\
\hline
max($|\lambda_k^i|$) & 0.896 & 0.903 & 0.901 & 0.91 & 0.921 & 0.926 & 0.931 & 0.935 \\
\hline
\end{tabular}
\end{table}

Now approximating the derivatives in (2.7) and (2.8) by (3.22), we obtain another discrete scheme for BSDE (2.1) as following:

\textbf{Scheme 3.} Assume that $y^{N-i}, z^{N-i}(i = 0, \cdots, k^2 - 1)$ are known. For $n = N - k^2, \cdots, 0$ solve $y^n = y^n(x), z^n = z^n(x)$ at time-space point $(t_n, x)$ by

\begin{equation}
(3.25) \quad z^n = \sum_{j=1}^{k} \beta_j^k E^T_{t_n} \left[ y^{n+2j} \Delta W^{T}_{t_n,t_n+t_{n+j}} \right] / h
\end{equation}
(3.26) \[ -\beta_0^k v^n = \sum_{j=1}^{k} \alpha_j^k E_{t_n}^k [y^{n+j^2}] + h \cdot f(t_n, y^n, z^n) \]

The truncation error is \( O(h^k) \) again. Now we introduce the spatial grid \( D^n \) for each \( t_n \) as in (3.16) and obtain the following fully-discrete scheme. Note that we set the step size \( k = 3 \) to balance the time discretization error and error from the approximation of conditional expectation.

**Scheme 4.** Assume that \( y^{N-i}, z^{N-i} \) on \( D^{N-i} \) are known for \( i = 0, \ldots, 8 \). For \( n = N - 9, \ldots, 0 \), \( x \in D^n \) solve \( y^n = y^n(x), z^n = z^n(x) \) by

\[
(3.27) \quad z^n = \sum_{j=1}^{3} \frac{3 \beta_j^3 E_{t_n}^k [y^{n+j^2}]}{\Delta W_{t_n,t_{n+3}}} \\
(3.28) \quad -\beta_0^3 v^n = \sum_{j=1}^{3} \frac{3 \beta_j^3 E_{t_n}^k [y^{n+j^2}] + h \cdot f(t_n, y^n, z^n)}{\Delta W_{t_n,t_{n+3}}} \\
\]

where

\[
(3.29) \quad E_{t_n}^k [y^{n+j^2}] = \frac{1}{\pi^{d/2}} \sum_{i_1=1}^{3} \cdots \sum_{i_d=1}^{3} \omega_{i_1} \cdots \omega_{i_d} y^{n+j^2} (x + j\sqrt{2h} a_i) \\
(3.30) \quad E_{t_n}^k [y^{n+j^2} \Delta W_{t_n,t_{n+3}}^T] = \frac{2h}{\pi^{d/2}} \sum_{i_1=1}^{3} \cdots \sum_{i_d=1}^{3} \omega_{i_1} \cdots \omega_{i_d} y^{n+j^2} (x + j\sqrt{2h} a_i) a_i^T. \\
\]

Note that in (3.29) and (3.30), \( x + j\sqrt{2h} a_i \in D^{n+j} \subset D^{n+j^2} \) and no interpolation is needed.

Especially for the one dimensional case \( (m = d = 1) \) we have the following scheme.

**Scheme 5.** Assume that \( y^{N-i}, z^{N-i} \) on \( D^{N-i} \) are known for \( i = 0, \ldots, 8 \). For \( n = N - 9, \ldots, 0 \), \( l = 0, \pm 1, \ldots, \pm n \), solve \( y^{n,l} = y^n(x_l), z^{n,l} = z^n(x_l) (x_l = l\Delta x_0) \) by

\[
(3.31) \quad z^{n,l} = \sqrt{\frac{2}{\pi h}} \sum_{j=1}^{3} \sum_{i=1}^{3} j \cdot \beta_j^3 \omega_i a_i y^{n+j^2,l+j(i-2)} \\
(3.32) \quad -\alpha_0^k y^{n,l} = \frac{1}{\sqrt{\pi}} \sum_{j=1}^{3} \beta_j^3 \sum_{i=1}^{3} \omega_i y^{n+j^2,l+j(i-2)} + h \cdot f(t_n, y^{n,l}, z^{n,l}) \\
\]

where \( a_i, \omega_i (i = 1, 2, 3) \) are given by (3.13).

**Remark 3.2.** Unlike the Scheme 1 and Scheme 2, Scheme 3 needs \( k^2 \) initial approximations.

**Remark 3.3.** Note that in the above schemes procedures for solving \( y^n(x) \) at different grid points \( x \in D^n \) are independent and that parallel computing technique can be used. For the multi-dimensional case \( (d > 1) \) sparse grid quadrature would be effective. (See [13])
4. Numerical Experiments. In this section we demonstrate the convergence and efficiency of the new scheme through some numerical examples. We obtained the numerical results with Matlab 2013b on a computer with Intel(R) Core(TM) i7-3770 CPU @ 3.40GHz (8 CPUs). For all the examples we set the terminal time \( T = 1 \) and measured the error at \( t = 0 \). We used the true solution for initial approximations but it could be calculated numerically using other schemes such as Crank-Nicolson scheme.

**Example 4.1.**

Let us consider the following one dimensional backward stochastic differential equation. The equation is from \([13]\).

\[
\begin{align*}
-dy_t &= \frac{1}{2} \left[ e^{t^2} - 4t y_t - 3e^{t^2} - y_t e^{-t^2} + z_t^2 e^{-t^2} \right] dt - z_t dW_t \\
y_T &= \ln(\sin W_T + 3) e^{T^2}
\end{align*}
\]

The analytic solution of this equation is \((y_t, z_t) = (\ln(\sin W_t + 3) e^{t^2}, \cos W_t \sin W_t + 3 e^{t^2})\) and \((y_0, z_0) = (\ln 3, \frac{1}{3})\).

First we test the influence of the number of sample points of Gauss-Hermite quadrature on the error of scheme. To this end we investigated the convergence rate for different step size \( k \) and number of quadrature points \( L \). We calculated the solution by Scheme 2 increasing \( N \) from \( 2^2 \) to \( 2^6 \). When using polynomial interpolation of degree \( r \), we set the diameter of spatial partition \( \Delta x = (\Delta t)^{\frac{r+1}{r}} \) to balance the error from time discretization and that from spatial interpolation. (see \([13]\) for details)

| Scheme 2 | \( k = 2 \) | \( k = 3 \) | \( k = 4 \) | \( k = 5 \) | \( k = 6 \) |
|----------|-------------|-------------|-------------|-------------|-------------|
| \( r = 5 \) | CR \( y \) | 1.826 | -0.406 | NaN | NaN | NaN |
| | CR \( z \) | 2.148 | -0.034 | NaN | NaN | NaN |
| | RT | 4.57s | 11.62s | 61.70s | 95.83s | 143.08s |
| \( L = 2 \) | CR \( y \) | 1.835 | 2.597 | 3.186 | 4.566 | 3.307 |
| | CR \( z \) | 2.087 | 3.110 | 4.173 | 5.025 | 1.004 |
| | RT | 6.36s | 20.40s | 90.12s | 145.24s | 123.92s |
| \( L = 3 \) | CR \( y \) | 1.835 | 2.612 | 3.173 | NaN | NaN |
| | CR \( z \) | 2.108 | 4.104 | 5.131 | NaN | NaN |
| | RT | 10.15s | 25.52s | 122.89s | 207.03s | 308.21s |
| \( L = 4 \) | CR \( y \) | 1.835 | 2.613 | 3.186 | 4.556 | 4.208 |
| | CR \( z \) | 2.116 | 4.225 | 4.220 | 4.319 | 3.095 |
| | RT | 12.21s | 36.39s | 164.56s | 259.48s | 389.90s |
| \( L = 5 \) | CR \( y \) | 1.835 | 2.613 | 3.185 | 4.554 | 5.377 |
| | CR \( z \) | 2.114 | 4.216 | 4.200 | 4.713 | 5.620 |
| | RT | 17.36s | 42.79s | 194.90s | 311.60s | 466.25s |

We choose the degree of interpolation polynomial \( r \) carefully for each \( k \) so that the scheme converges in a stable manner. In Table 4.1, we listed the convergence rate for \( y \) and \( z \) (namely CR \( y \) and CR \( z \)) and the running time (‘RT’ in the table) in seconds. We calculate the convergence rate using the least square linear fitting. From the Table 4.1, we see that \( k \)-points Gauss-Hermite quadrature is enough for \( k \)-step scheme where the local time discretization error is \( O(h^k) \).
Next we compare the error, the convergence rate and the running time of Scheme 2 (with \(k = 3, r = 8, L = 8\)) and Scheme 5 for (4.1). We list the experiment result in Table 4.2. It shows that Scheme 5 is much faster than Scheme 2 while achieving the same convergence rate.

**Example 4.2.**

Here we test the following multi-dimensional backward stochastic differential equation \((m > 1, d = 1)\)

\[
\begin{align*}
- \, dy_t &= A_y y_t \|y_t\|^2 dt - z_t dW_t \\
\|y_t\|^2 &= (y_1^t)^2 + (y_2^t)^2 \quad \text{(This is also from [13])}
\end{align*}
\]

The analytic solution of this equation is

\[y_t = \begin{pmatrix} \sin(W_1^t + t) \\ \cos(W_2^t + t) \end{pmatrix}, \quad z_t = \begin{pmatrix} \cos(W_1^t + t) \\ -\sin(W_1^t + t) \end{pmatrix},\]

and \(y_0 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, z_0 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}\). As in the above example we test the Scheme 2 and Scheme 4 and list the result in Table 4.3.

**Example 4.3.**

In this example, we consider the case of \(m = 1, d > 1\). Let \(W_t = \begin{pmatrix} W_1^t \\ W_2^t \end{pmatrix}\) be a two-dimensional Brownian motion where \(W_1^t\) and \(W_2^t\) are independent and standard one-dimensional Brownian motions.

\[
\begin{align*}
- \, dy_t &= (y_t - z_1 t - 2z_2 t^2) dt - z_t dW_t \\
y_T &= \sin(W_1^T + T^2) \cos(W_2^T + T) \\
\end{align*}
\]

where \(z_t = (z_1^t, z_2^t)\).
The analytic solution of is

\[ y_t = \sin(W^1_t + t^2)\cos(W^2_t + t), \quad z_t = \begin{pmatrix} \cos(W^1_t + t^2)\cos(W^2_t + t) \\ -\sin(W^1_t + t^2)\sin(W^2_t + t) \end{pmatrix}^T \]

and \( y_0 = 0, z_0 = (1,0) \). Again we test the Scheme 2 and Scheme 4 solving (4.3) and list the result in Table 4.4. One can see that the Scheme 2 fails to converge and its running time is very long. We believe that this is because of the multi-dimensional interpolation.

We also note that our new scheme is of third-order for all examples and very efficient especially for the multi-dimensional problems.

### Table 4.4
Comparison of Scheme 2 and Scheme 5 for Example 4.3

|      | \( N = 2^l \) | \( N = 2^m \) | \( N = 2^p \) | \( N = 2^q \) | CR |
|------|--------------|--------------|--------------|--------------|----|
| **Scheme 2** | \( \varepsilon_{y_t} \) | 9.597e-02 | 4.198e-02 | 5.409e+05 | -11.21 |
|       | \( \varepsilon_{z_t} \) | 1.929e-01 | 5.463e-02 | 1.703e+06 | -11.53 |
|       | RT | 139.33s | 325.48s | 67227.23s | - |
| **Scheme 5** | \( \varepsilon_{y_t} \) | 2.464E-04 | 1.010E-04 | 1.332E-05 | - |
|       | \( \varepsilon_{z_t} \) | 4.359E-03 | 1.578E-03 | 3.024E-04 | 4.617E-05 | 2.55 |
|       | RT | 0.32s | 3.99s | 51.56s | 851.71s | 2.21 |

5. Discussion and Conclusions. In this paper we proposed a new efficient third-order numerical scheme for BSDEs. Our main contributions are related to the approximation of conditional expectation using Gauss-Hermite quadrature. First we carried out analysis on the number of quadrature points needed. We saw that \( k \) quadrature points are enough for \( k \)-step scheme where the time discretization error is \( O(h^k) \). Next we proposed a new kind of efficient scheme. Our scheme is based on the nested spatial grid and the approximation of derivative using non-equidistant sample points. The proposed scheme does not include the spatial interpolation, which is very costly in solving multi-dimensional problems numerically. As mentioned in Remark 3.1, some ideas can be extended to other types of schemes, e.g., Crank-Nicolson scheme and so on. We note that our scheme needs more initial data than the former schemes. The numerical examples show that our scheme is of third order and very efficient, especially for the multi-dimensional problems.
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