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Abstract

In recent years, the paradigm of cloud computing has emerged as an architecture for computing that makes use of distributed (networked) computing resources. In this paper, we consider a distributed computing algorithmic scheme for stochastic optimization which relies on modest communication requirements amongst processors and most importantly, does not require synchronization. Specifically, we analyze a scheme with $N > 1$ independent threads implementing each a stochastic gradient algorithm. The threads are coupled via a perturbation of the gradient (with attractive and repulsive forces) in a similar manner to mathematical models of flocking, swarming and other group formations found in nature with mild communication requirements. When the objective function is convex, we show that a flocking-like approach for distributed stochastic optimization provides a noise reduction effect similar to that of a centralized stochastic gradient algorithm based upon the average of $N$ gradient samples at each step. The distributed nature of flocking makes it an appealing computational alternative. We show that when the overhead related to the time needed to gather $N$ samples and synchronization is not negligible, the flocking implementation outperforms a centralized stochastic gradient algorithm based upon the average of $N$ gradient samples at each step. When the objective function is not convex, the flocking-based approach seems better suited to escape locally optimal solutions due to the repulsive force which enforces a certain level of diversity in the set of candidate solutions. Here again, we show that the noise reduction effect is similar to that associated to the centralized stochastic gradient algorithm based upon the average of $N$ gradient samples at each step.

1 Introduction

Swarms, flocks and other group formations can be found in nature in many organisms ranging from simple bacteria to mammals (see [19,20,22] for references). Such collective and coordinated behavior is believed to be effective for avoiding predators and/or for increasing the chances of finding food (foraging) (see [9,21]). In this paper we introduce a novel distributed scheme for stochastic optimization wherein multiple independent computing threads implement each a stochastic gradient algorithm which is further...

*To appear in Operations Research. Copyright: © 2017 INFORMS. The authors gratefully acknowledge partial support from AFOSR (FA9550-15-1-0504) and NSF (1561381).
†Shi Pu is with the Department of Industrial and Systems Engineering, University of Florida, Gainesville, FL 32611-6595, e-mail: shipu@ufl.edu
‡Alfredo Garcia is with the Department of Industrial and Systems Engineering, Texas A&M University, College Station, TX 77843-3131, e-mail: agarcia@ise.ufl.edu
perturbed by repulsive and attractive terms (a function of the relative distance between solutions). Thus, the updating of individual solutions is coupled in a similar manner to mathematical models of swarming, flocking and other group formations found in nature (see [4]). We show that this coupling endows the flocking scheme with an important robustness property as noise realizations that induce trajectories differing too much from the group average are likely to be discarded.

The performance of the single-thread stochastic gradient algorithm is highly sensitive to noise. Thus, there is a literature on estimation techniques leading to better gradient estimation often involving increasing sample size (see [2],[21] for a survey of gradient estimation techniques). When sampling is undertaken in parallel, synchronization is needed to execute the tasks that can not be executed in parallel. The speed-up obtained by parallel sampling and centralized gradient estimation is limited by overhead related to \(i\) time spent gathering samples (which could be significant for example in the simulation of complex systems) and \(ii\) synchronization. In contrast, the noise reduction obtained in a flocking-based approach with \(N > 1\) threads does not require synchronization since each thread only needs the information on the current solution identified by neighboring threads (where the notion of neighborhood is related to a given network topology). When sampling times are not negligible and exhibit large variation, synchronization may cause significant overhead so that real-time performance of stochastic gradient algorithm based upon the average of \(N\) samples obtained in parallel is highly affected by large sampling time variability. In contrast, the real-time performance of a flocking-based implementation with \(N > 1\) threads may be superior as each thread can asynchronously update its solution based upon a small sample size and still reap the benefits of noise reduction stemming from the flocking discipline.

To illustrate the noise reduction property, consider the minimization of the function \(f(x) = \ln(||x||^2 + 1)\) where \(x \in \mathbb{R}^2\). The unique optimal solution is \(x^* = (0, 0)\). Suppose that the gradient \(\nabla f(x)\) is observed with noise so that the basic iteration in a stochastic gradient descent algorithm can be written as:

\[
x(k+1) = x(k) + \Gamma(k)(-\nabla f(x(k)) + \epsilon(k)),
\]

where \(\Gamma(k) > 0\) is the step size, and the collection \(\{\epsilon(k) : k > 0\}\) is i.i.d. (independent and identically distributed) with mean zero and variance \(\sigma^2\). The stochastic gradient method with constant step size \(\Gamma(k) = 0.02\) and normally distributed noise with \(\sigma^2 = 450\) is unable to approximate the optimal solution given the large magnitude of noise (relative to the gradient). One solution to this conundrum is to implement an improved version based upon the average of \(N = 10\) samples of the gradient at each step. Then the variance of noise is reduced to \(\sigma^2/N = 45\). Supposing that each step takes 0.02s, the performance of this approach is shown in Figure [a].

In this paper we advocate a different tack. We introduce an additional perturbation to the gradient so that the basic iteration for thread \(i\) is:

\[
x(i, k+1) = x(i, k) + \tilde{\Gamma}(i, k) \left[-\nabla f(x(i, k)) + \epsilon(i, k) - \sum_{j=1, j \neq i}^{N} \alpha_{ij} \nabla x(i, k) J(||x(i, k) - x(j, k)||)\right],
\]

where \(J(||x(i, k) - x(j, k)||)\) represents the flocking potential between threads \(i\) and \(j\). \(\alpha_{ij} = 1\) if thread \(i\) has access to the current solution \(x(j, k)\) identified by thread \(j\) and \(\alpha_{ij} = 0\) otherwise. The term \(\nabla x(i, k) J(||x(i, k) - x(j, k)||)\) is a combination of repulsive and attractive “forces” depending upon the relative distance \(||x(i, k) - x(j, k)||\) (see [4] for reference). The performance of the flocking-based scheme is measured by the average solution of all threads.

\[\text{[In this illustration example we assume zero variance among sampling times.]}\]
Figure 1(b) depicts the performance of the flocking-discipline of $N = 10$ fully connected threads (again with constant step size $\Gamma(i, k) = 0.02$ and noise variance $\sigma^2 = 450$). It can be seen to be comparable with the scheme based upon the average of $N = 10$ samples at each step. The times needed for the solutions identified by each scheme to reach the ball $B_{0.1}(x^*) = \{x \in \mathbb{R}^2 \mid \|x - x^*\| < 0.1\}$ are fairly similar.

This noise reduction effect can be succinctly explained as follows. Under a flocking discipline, noise realizations that induce trajectories differing too much from the group average are likely to be discarded because of the attractive potential effect on each individual thread which leads to cohesion. The noise reduction enabled by a flocking-discipline is fundamentally different from that associated with the averaging of independent gradient samples.

---

$2x^*$ denotes the optimal solution. For a total of 100 sample paths the mean time and standard deviation of the centralized scheme and the flocking scheme are (992.6, 1454.6) and (969.1, 1223.4), respectively.
These work includes the analysis of convergence (conditions for convergence, rates of convergence, proper choice of step size) in the context of diverse noise models (see [16]). Recently there has been considerable interest in parallel or distributed implementation of stochastic gradient algorithms (see [1,17,25–27] for examples). However, they mainly aim at minimizing a sum of convex functions which is different from our objective.

Our work is also linked with population-based algorithms for simulation-based optimization. In these approaches, at every iteration, the quality of each solution in the population is evaluated and a new population of solutions is randomly generated according to a given rule designed to achieve an acceptable trade-off between “exploration” and “exploitation” effort. Recent efforts have focused on model-based algorithms (see [12]) which differ from population-based approaches in that candidate solutions are generated at each iteration by sampling from a “model” which is a probability distribution over the solution space. The basic idea is to modify the model based on the sampled solutions in order to bias the future search towards regions containing high quality solutions (see [11] for a recent survey). These approaches are inherently centralized in that the updating of populations (or models) is undertaken after the quality of all candidate solutions is evaluated.

The structure of this paper is as follows. Section 2 introduces the optimization problem of interest. In Section 3, we perform cohesion analysis of the flocking-based approach with respect to the solutions identified by different threads. Section 4 formalizes the noise reduction properties of the flocking-based algorithmic scheme for convex optimization. In Section 5, we apply the flocking-based algorithm to the optimization of general non-convex functions. Section 6 concludes the paper.

2 Setup

2.1 Preliminaries

In the analysis of this paper we shall make use of certain graph theoretic concepts which we briefly review below. A graph $G$ is a pair $(V,E)$, where $V$ is a set of vertices and $E$ is a subset of $V \times V$ called edges. A graph $(V,E)$ is called undirected if $(i,j) \in E \Leftrightarrow (j,i) \in E$. The adjacency matrix $A = [\alpha_{ij}] \in \mathbb{R}$ of a graph is a matrix with nonzero elements satisfying the property $\alpha_{ij} > 0 \Leftrightarrow (i,j) \in E$. Self-joining edges are excluded, i.e., $\alpha_{ii} = 0, \forall i$. The Laplacian matrix $L$ associated with a graph $(V,E)$ is defined as $L = [l_{ij}]$, where $l_{ii} = \sum_j \alpha_{ij}$ and $l_{ij} = -\alpha_{ij}$ where $i \neq j$. For an undirected graph, the Laplacian matrix is symmetric positive semi-definite (see [8]).

2.2 Problem Statement

We consider the problem

$$\min_{x \in \mathbb{R}^m} f(x)$$

where $f : \mathbb{R}^m \rightarrow \mathbb{R}$ is a differentiable function that is not available in closed form. To solve this problem, a black-box noisy simulation model is used. In this context, noise can have many sources such as modeling and discretization error, incomplete convergence, and finite sample size for Monte-Carlo methods (see for instance [15]). Assume that we have $N$ computing threads that can generate gradient samples in parallel. Every gradient sample is subject to i.i.d. noise $\varepsilon \in \mathbb{R}^m$ of mean zero and variance $\sigma^2$ in each dimension.
In the rest of this section, we present two algorithms for solving the problem. First, we introduce a centralized stochastic gradient-descent algorithm. Then we propose the flocking-based approach. In both cases, we assume the step size is a constant value ($\Gamma$ and $\tilde{\Gamma}$, respectively).

2.2.1 A Centralized Algorithm

A centralized stochastic gradient-descent algorithm is of the form:

$$x(k + 1) = x(k) + \Gamma u(k), \quad k \in \mathbb{N}$$

(2)

where $u(k) = -\nabla f(x(k)) + \epsilon(k)$, with $\epsilon(k)$ being the random simulation noise. Assume that sampling takes place through $N$ parallel computing threads, where each thread contributes one sample in a single step. Then, $\epsilon(k)$ is given by an average of $N$ i.i.d. random vectors: $\epsilon(k) = (1/N) \sum_{i=1}^{N} \epsilon(i)$. Each $\epsilon(i)$ has $m$ i.i.d. components of mean zero and variance $\sigma^2$.

In what follows, we approximate the discrete-time process (2) by a continuous-time system for ease of analysis. Let $\Delta t(k)$ be the time needed to gather $N$ samples for calculating $u(k)$. Then solution $x(t)$ is obtained at $t(k) = \sum_{l<k} \Delta t(l)$ in continuous-time. Denoting by $x_t$ the identified solution at time $t$, we have $x_{t(k)} = x(k)$ and $x_t = x(k - 1)$ for all $t \in (t(k - 1), t(k))$, i.e., the continuous-time solution changes discretely. By scheme (2),

$$x_t = x_0 - \sum_{t(l) < t} \nabla f(x_{t(l)}) \Gamma + \sum_{t(l) < t} \epsilon(l) \Gamma.$$

Define a new variable $y_t := x_{t/T}$. It follows that

$$y_t = x_0 - \sum_{t(l) < t/T} \nabla f(x_{t(l)}) \Gamma + \sum_{t(l) < t/T} \epsilon(l) \Gamma = y_0 - \sum_{t(l) < t} \nabla f(y_{t(l)}) \Gamma + \sum_{t(l) < t} \epsilon(l) \Gamma.$$

Assume that all $\Delta t(k)$’s are i.i.d. with mean $E[\Delta t(k)] = \Delta t$, and let $n_t$ be the cardinality of $\{l : \Gamma l < t\}$. By the (strong) law of large numbers, for small $\Gamma > 0$,

$$\frac{n_t}{t} = \frac{n_t}{t/T} \approx \frac{1}{\Delta t}, \quad \text{and} \quad \frac{n_t}{t} \gg 0.$$

(3)

Hence,

$$\sum_{t(l) < t/T} \nabla f(y_{t(l)}) \Gamma = \frac{\Gamma n_t}{t} \left[ \sum_{t(l) < t} \nabla f(y_{t(l)}) \frac{t}{n_t} \right] \approx \frac{\Gamma n_t}{t} \int_0^t \nabla f(y_t) dt \approx \frac{1}{\Delta t} \int_0^t \nabla f(y_t) dt.$$

Note that $\sum_{t(l) < t/T} \epsilon(l) \Gamma$ has mean zero and variance $\Gamma^2 n_t \sigma^2 / N$ in each dimension. In light of (3),

$$\frac{\Gamma^2 n_t \sigma^2}{N} = \frac{\Gamma n_t}{t} \Delta t \frac{\Gamma^2 \sigma^2}{N \Delta t} \approx \frac{\Gamma \sigma^2}{N \Delta t}.$$

We have

$$\sum_{t(l) < t/T} \epsilon(l) \Gamma \approx \sigma \sqrt{\frac{\Gamma}{N \Delta t}} B_t,$$

where $B_t$ is the standard $m$-dimensional Brownian motion.

Define $\gamma = 1/\Delta t$ and $\tau_N = \sigma \sqrt{N \Delta t}/N$. Then $y_t$ approximately satisfies the following stochastic Ito integral:

$$y_t = y_0 - \gamma \int_0^t \nabla f(y_t) dt + \int_0^t \tau_N \gamma dB_t.$$

which is usually written in its differential form:

$$dy_t = -\nabla f(y_t) \gamma dt + \tau_N \gamma dB_t.$$

(4)
2.2.2 A Flocking-based Algorithm

A flocking-based implementation also has \( N \) computing threads. In contrast to the centralized approach, each thread \( i \) independently implement a stochastic gradient algorithm based on only one sample at each step:

\[
x(i, k + 1) = x(i, k) + \hat{\Gamma} u(i, k), \quad k \in \mathbb{N}
\]  

(5)

where

\[
u(i, k) = -\nabla f(x(i, k)) + \varepsilon(i, k) - \sum_{j=1, j \neq i}^{N} \alpha_{ij} \nabla x_{i(t, k)} J(\|x(i, k) - x(j, k)\|).
\]

Here \( x(j, k) \) denotes the current solution of thread \( j \neq i \) at the time of thread \( i \)'s update, and noise term \( \varepsilon(i, k) \) comes from one sampling. Thus each \( \varepsilon(i, k) \) is i.i.d. with \( m \) i.i.d. components of mean zero and variance \( \sigma^2 \).

The additional term \( \sum_{j=1, j \neq i}^{N} \alpha_{ij} \nabla x_{i(t, k)} J(\|x(i, k) - x(j, k)\|) \) represents the function of mutual attraction and repulsion between individual threads (see [5] for reference). \( A = [\alpha_{ij}] \in \mathbb{R}^{N \times N} \) is the coupling matrix with \( \alpha_{ij} \in (0, 1] \). \( \alpha_{ij} = 1 \) indicates that thread \( i \) is informed of the solution identified by threads \( j \). We assume that the corresponding graph \( G \) is undirected (\( A = A^T \)) and connected.

Denote with \( \Delta t(i, k) \) the time needed by thread \( i \) to gather one sample for \( u(i, k) \), then \( x(i, k) \) is obtained at time \( t(i, k) = \sum_{j<l} \Delta t(i, l) \). Let \( x_{i,t} \) be the solution of thread \( i \) at time \( t \). It satisfies \( x_{t(i, k)} = x(i, k) \) and \( x_{i,t} = x(i, k - 1) \) for all \( t \in (t(i, k - 1), t(i, k)) \). The scheme can be written as follows: for each thread \( i \in \{1, \ldots, N\}, \nabla f(x_{i,t}) + \varepsilon(i, k) - \sum_{j=1, j \neq i}^{N} \alpha_{ij} \nabla x_{i,t} J(\|x_{i,t} - x_{j,t}\|) \]

\[
x_{t_{i,t}} = x_{i,t} + \hat{\Gamma} \left[ -\nabla f(x_{i,t}) + \varepsilon(i, k) - \sum_{j=1, j \neq i}^{N} \alpha_{ij} \nabla x_{i,t} J(\|x_{i,t} - x_{j,t}\|) \right].
\]

Define function \( g(\cdot) \) as \( g(x) = -\nabla_x J(\|x\|) \). Let \( y_{i,t} = x_{i,t}^\gamma \) and assume all \( \Delta t(i, k) \)'s are i.i.d. with \( \mathbb{E}[\Delta t(i, k)] = \hat{\Delta} t \). Similar to [3], for small \( \hat{\Gamma} > 0 \) the dynamics of \( y_{i,t} \) can be approximated by

\[
dy_{i,t} = \left[ -\nabla f(y_{i,t}) + \sum_{j=1, j \neq i}^{N} \alpha_{ij} g(y_{i,t} - y_{j,t}) \right] \hat{\gamma} dt + \tau \hat{\gamma} dB_{i,t},
\]

(6)

where \( \hat{\gamma} = 1/\hat{\Delta} t \) and \( \tau = \sigma \sqrt{\hat{\Delta} t} \).

In this paper, we characterize the performance of the flocking-based approach using the average solution \( \bar{x}_t = (1/N) \sum_{i=1}^{N} x_{i,t} \).

Remark 1. In what follows, we shall use the same specification for \( g(\cdot) \) as in [5], i.e., \( g(\cdot) \) is an odd function of the form:

\[
g(x) = -x[g_a(||x||) - g_r(||x||)],
\]

(7)

where \( g_a : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) represents (the magnitude of) the attraction term and it has long range, whereas \( g_r : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) represents (the magnitude of) the repulsion term and it has short range, and \( \| \cdot \| \) is the Euclidean norm. We assume that \( J(\cdot) \) has a unique minimizer, and there is an equilibrium distance \( \rho > 0 \) such that \( g_a(\rho) = g_r(\rho) \), and for \( ||x|| > \rho \) we have \( g_a(||x||) > g_r(||x||) \), and for \( ||x|| < \rho \) we have \( g_a(||x||) < g_r(||x||) \). In this work we consider linear attraction functions, i.e., \( g_a(||x||) = a \) for some \( a > 0 \) and all \( ||x|| \), and repulsion functions satisfying \( g_r(||x||)||x||^2 \leq b \) uniformly for some \( b > 0 \).

The choice of parameters \( a \) (i.e. attraction) and \( b \) (i.e. repulsion) reflects the emphasis on exploration (higher values of \( b \)) versus exploitation (higher values of \( a \)). The potential function is reminiscent of
penalty function methods for constrained optimization in which the gradient of the objective function is perturbed so as to ensure updated solutions remain within the feasible region. The difference is that in the flocking approach, potential-induced attraction/repulsion forces keep the updated solutions in a moving ball with fixed size rather than a rigid region. In light of its functionality, the analysis would not change much if we had adopted a different potential function.

3 Analysis

In this section we study the stochastic processes \( \{y_{i,t} : t \geq 0\} \) associated with each one of the \( N > 1 \) threads in the flocking-based approach. The average solution \( \bar{y}_t = (1/N) \sum_{i=1}^{N} y_{i,t} \) will be of particular importance in characterizing the performance of the flocking-based approach. This part of the analysis pertains to a characterization of cohesiveness of the solutions identified by the different threads. To this end, we will analyze the process \( \{V_t : t > 0\} \) defined as

\[
V_t = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2} \|y_{i,t} - \bar{y}_t\|^2.
\]

In the analysis, we will frequently make use of Ito’s Lemma as stated below (see [18]).

Lemma 1. (Ito’s lemma) Let

\[
dX_t = ud\tau + v dB_t
\]

be an \( n \)-dimensional Ito process. Let \( g_{t,x} \) be a twice differentiable map from \([0, \infty) \times \mathbb{R}^n\) into \( \mathbb{R} \). Then the process

\[
Y_t = g_{t,X_t}
\]

is again an Ito process with

\[
dY_t = \frac{\partial g}{\partial t} dt + \sum_i \frac{\partial g}{\partial x_i} dX_i + \frac{1}{2} \sum_{i,j} \frac{\partial^2 g}{\partial x_i \partial x_j} dX_i dX_j
\]

where \( dB_i dB_j = \delta_{ij} dt \) (\( \delta_{ij} = 1 \) if \( i = j \) and \( \delta_{ij} = 0 \) otherwise), \( dB_i d\tau = d\tau dB_i = 0 \).

3.1 Preliminaries

We consider the stochastic differential equation governing \( V_t \). Let \( V_{i,t} = (1/2)\|e_{i,t}\|^2 \) with \( e_{i,t} = y_{i,t} - \bar{y}_t \). We have \( V_t = (1/N) \sum_{i=1}^{N} V_{i,t} \). Applying Ito’s lemma,

\[
dV_{i,t} = de_{i,t} \cdot e_{i,t} + \frac{1}{2} de_{i,t} \cdot de_{i,t},
\]

where \( de_{i,t} = dy_{i,t} - d\bar{y}_t \).

Lemma 2. Suppose relation \( (a) \) holds, and assume a linear attraction function \( g_a(\|x\|) = a \). Then \( V_t \) satisfies

\[
dV_t = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij}(e_{i,t} - e_{j,t})^T e_{i,t} \tilde{\gamma} dt + \frac{1}{2N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} g_a(\|y_{i,t} - y_{j,t}\|) \|y_{i,t} - y_{j,t}\|^2 \tilde{\gamma} dt
\]

\[
- \frac{1}{N} \sum_{i=1}^{N} \nabla^2 f(y_{i,t}) e_{i,t} \tilde{\gamma} dt + \frac{\tau}{N} \sum_{i=1}^{N} dB_{i,t}^T e_{i,t} + \frac{m\tilde{\gamma}^2(N - 1)}{2N} dt.
\]

Proof. See Appendix \([7.2]\) \( \square \)
### 3.2 Cohesiveness

Let $L = [l_{ij}]$ be the Laplacian matrix associated with the adjacency matrix $A$. Notice that

$$-\sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} (e_{i,t} - e_{j,t})^T e_{i,t} = \sum_{i=1}^{N} \sum_{j=1}^{N} l_{ij} (e_{i,t} - e_{j,t})^T e_{i,t} = -\sum_{i=1}^{N} l_{ii} e_{i,t}^T e_{i,t}.$$  \hspace{1cm} (9)

Let $e_t = [e_{1,t}^T, \ldots, e_{N,t}^T]^T$. Since graph $G$ is connected, $\lambda_2(L) > 0$ (see Assumption 1 and Assumption 2) and

$$\sum_{i=1}^{N} \sum_{j=1}^{N} l_{ij} e_{j,t}^T e_{i,t} = e_t^T (L \otimes I_m) e_t \geq \lambda_2 e_t^T e_t = \lambda_2 \sum_{i=1}^{N} ||e_{i,t}||^2.$$  \hspace{1cm} (10)

Here $\lambda_2 := \lambda_2(L)$ is the second-smallest eigenvalue of $L$, also called the algebraic connectivity of $G$.

We make the following standing assumptions.

**Assumption 1.** (Bounded gradient) There exists $\eta > 0$ such that $||\nabla f(x)|| \leq \eta$ for all $x$.

**Assumption 2.** (Strong convexity) $(\nabla f(x) - \nabla f(x'))^T (x - x') \geq \kappa ||x - x'||^2$ for some $\kappa > 0$ and for all $x, x'$.

The following result provides a characterization of degree of cohesiveness of sample paths associated with different individual threads.

**Theorem 1.** Suppose relation (4) holds, and assume a linear attraction function $g_a(||x||) = a$ and a repulsion function satisfying $g_r(||x||)||x||^2 \leq b$. Then the ensemble average of $\overline{V}_t$ is uniformly bounded in $t$ under either Assumption 1 or Assumption 2. In particular,

1. If Assumption 1 is satisfied, then

$$E[\overline{V}_t] \leq e^{-c_1 \gamma t} \overline{V}_0 + \frac{c_2}{c_1} (1 - e^{-c_1 \gamma t}).$$  \hspace{1cm} (11)

where $c_1 \in (0, 2a\lambda_2)$ is arbitrary, and

$$c_2 = \frac{\eta^2}{2(2a\lambda_2 - c_1)} \frac{b|Tr(L)|}{2N} + \frac{m \tau^2 \gamma (N-1)}{2N}.$$  \hspace{1cm}

In particular,

$$E[\overline{V}_t] \leq \max\{\overline{V}_0, \psi_1^*(N)\},$$

and in the long run, $E[\overline{V}_t] \leq \psi_1^*(N)$ where

$$\psi_1^*(N) = \frac{1}{2a\lambda_2} \left[ \sqrt{\frac{\eta^2}{4a\lambda_2} + \frac{b|Tr(L)|}{2N} + \frac{m \tau^2 \gamma (N-1)}{2N}} + \sqrt{\frac{\eta^2}{4a\lambda_2}} \right]^2.$$  \hspace{1cm}

2. If Assumption 2 is satisfied, then

$$E[\overline{V}_t] \leq e^{-2(\kappa + a\lambda_2) \gamma t} \overline{V}_0 + \left[ \frac{b|Tr(L)|}{4N(\kappa + a\lambda_2)} + \frac{m \tau^2 \gamma (N-1)}{4N(\kappa + a\lambda_2)} \right] \left[ 1 - e^{-2(\kappa + a\lambda_2) \gamma t} \right].$$

In the long run,

$$E[\overline{V}_t] \leq \psi_2^*(N) = \frac{b|Tr(L)|}{4N(\kappa + a\lambda_2)} + \frac{m \tau^2 \gamma (N-1)}{4N(\kappa + a\lambda_2)}.$$  \hspace{1cm}

*Proof.* See Appendix 7.3

**Remark 2.** Note that the upper bound on the ensemble average of $\overline{V}_t$ is decreasing in $a$ (attraction potential) and increasing in $b$ (repulsive potential). Hence, the relative strength of these parameters implies a trade-off between exploration (less cohesive solutions) and exploitation (more cohesive solutions).
there is no need for a "repulsion" amongst individual threads and in this section we set for instance, when there are multiple locally optimal solutions. Thus, for convex optimization problems, repulsion amongst threads prevents duplication of search effort which may arise in this section we formalize the noise reduction properties of the flocking-based algorithmic scheme for stochastic optimization under Assumptions 2 and 3.

\[ \lim_{N \to \infty} \psi_1^*(N) = \lim_{N \to \infty} \frac{1}{2aN} \left[ \sqrt{\frac{\eta^2}{4aN}} + \frac{b(N-1)}{2N} + \frac{m\tau^2(N-1)}{2N} \right] = \frac{b}{4a}. \]

\[ \lim_{N \to \infty} \psi_2^*(N) = \lim_{N \to \infty} \frac{b(N-1)}{4(\kappa + aN)} + \frac{m\tau^2(N-1)}{4N(\kappa + aN)} = \frac{b}{4a}. \]

With a large number of threads, cohesiveness is ensured by the choice of \( b/a \) governing the interplay between inter-individual attraction and repulsion.

### 4 Noise Reduction in Convex Optimization

In this section we formalize the noise reduction properties of the flocking-based algorithmic scheme for convex optimization. Repulsion amongst threads prevents duplication of search effort which may arise for instance, when there are multiple locally optimal solutions. Thus, for convex optimization problems, there is no need for a "repulsion" amongst individual threads and in this section we set \( g_r(||x||) = 0 \). As we shall see below, when the underlying problem is not convex, repulsion amongst threads does facilitate the identification of a globally optimal solution.

We introduce an additional regularity assumption as follows.

**Assumption 3.** \((\text{Lipschitz})\) \( ||\nabla f(x) - \nabla f(x')|| \leq \mu ||x - x'|| \) for some \( \mu > 0 \) and for all \( x, x' \).

Since \( g_r(||x||) = 0 \), equation (8) can be simplified to

\[ d\overline{\nabla}_t = -\frac{a}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} (e_{i,t} - c_{j,t})^T e_{i,t} \gamma dt - \frac{1}{N} \sum_{i=1}^{N} \nabla^T f(y_{i,t}) e_{i,t} \gamma dt + \frac{\tau}{N} \sum_{i=1}^{N} dB_{i,t}^T e_{i,t} \]

\[ + \frac{m\tau^2\gamma^2(N-1)}{2N} dt. \quad (12) \]

Let us introduce a measure \( U_t = (1/2)||\bar{y}_t - x^*||^2 = (1/2)||\bar{x}_{t,t_0} - x^*||^2 \), of the distance between the average solution identified by all threads at time \( t/T \) and the unique optimal solution \( x^* \). Let \( F_{i,t} = (1/2)||y_{i,t} - x^*||^2 \) and \( \overline{F}_t = (1/N) \sum_{i=1}^{N} F_{i,t} \). Notice that

\[ \overline{F}_t = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2} (y_{i,t} - \bar{y}_t + \bar{y}_t - x^*) \cdot (y_{i,t} - \bar{y}_t + \bar{y}_t - x^*) \]

\[ = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2} ||y_{i,t} - \bar{y}_t||^2 + \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2} ||\bar{y}_t - x^*||^2 + \frac{1}{N} \sum_{i=1}^{N} (y_{i,t} - \bar{y}_t) \cdot (\bar{y}_t - x^*) \]

\[ = \overline{\nabla}_t + U_t. \]

(13)

The following results provide a characterization of the performance of the flocking-based approach to stochastic optimization under Assumptions 2 and 3.

**Lemma 3.** Suppose relation (7) and Assumptions 2 and 3 hold. Assume a linear attraction function \( g_a(||x||) = a \) and a repulsion function \( g_r(||x||) = 0 \). Then the ensemble average of \( U_t \) is uniformly bounded:

\[ \mathbb{E}[U_t] \leq e^{-2\kappa \gamma t} \left[ U_0 + \frac{(\mu - \kappa)}{a\lambda_2} \overline{\nabla}_0 \right] + \frac{m\tau^2\gamma^2}{4\kappa N} \left[ 1 + \frac{(\mu - \kappa)(N-1)}{a\lambda_2} \right] (1 - e^{-2\kappa \gamma t}). \]
In the long-run the upper bound is:

\[ \limsup_{t \to \infty} \mathbb{E}[U_t] \leq \phi^*(N) = \frac{m \tau^2 \tilde{\gamma}}{4 \kappa N} \left[ 1 + \frac{(\mu - \kappa)(N - 1)}{a \lambda_2} \right]. \]

**Proof.** See Appendix 7.4.\(\square\)

**Theorem 2.** Suppose relation (10) and Assumptions 3 and 5 hold. Assume a linear attraction function \( g_a(||x||) = a \) and a repulsion function \( g_r(||x||) = 0 \). We have

\[ \frac{1}{2} \mathbb{E}[[\mathbf{x}_t - x^*] \cdot [\mathbf{x}_t - x^*]] \leq e^{-2 \kappa \gamma t} \left[ U_0 + \left( \frac{\mu - \kappa}{a \lambda_2} \right) \mathbf{y}_0 \right] + \frac{m \tau^2 \gamma}{4 \kappa N} \left[ 1 + \frac{(\mu - \kappa)(N - 1)}{a \lambda_2} \right] \left( 1 - e^{-2 \kappa \gamma t} \right). \]  

(14)

In the long-run the upper bound is:

\[ \limsup_{t \to \infty} \frac{1}{2} \mathbb{E}[[\mathbf{x}_t - x^*] \cdot [\mathbf{x}_t - x^*]] \leq \phi^*(N) = \frac{m \tau^2 \gamma}{4 \kappa N} \left[ 1 + \frac{(\mu - \kappa)(N - 1)}{a \lambda_2} \right]. \]

(15)

**Proof.** Given that \((1/2)\mathbb{E}[[\mathbf{x}_t - x^*] \cdot [\mathbf{x}_t - x^*]] = (1/2)\mathbb{E}[[\mathbf{x}_t - x^*] \cdot [\mathbf{x}_t - x^*]] = \mathbb{E}[U_t]\), the above results follow immediately from Lemma 3.\(\square\)

**Remark 4.** The convergence rate of \((1/2)\mathbb{E}[[\mathbf{x}_t - x^*] \cdot [\mathbf{x}_t - x^*]]\) is characterized by factor \(2 \kappa \tilde{\gamma} \Gamma = 2 \kappa \Gamma / \Delta t\), i.e., stronger convexity of \(f(\cdot)\), larger step sizes, and shorter sampling times accelerate convergence.

Note that if we choose \(a \lambda_2 \sim N, \phi^*(N) \sim 1/N\), then the long-run upper bound of \(\mathbb{E}[[\mathbf{x}_t - x^*] \cdot [\mathbf{x}_t - x^*]]\) is monotonically decreasing in \(N\). In what follows, we will show that the flocking-based approach exhibits a noise reduction property that is similar to that of a stochastic gradient algorithm based upon the average of \(N\) gradient samples.

Let us assume there is no time overhead in the centralized algorithm so that \(\Delta t = \tilde{\Delta} t\). Also assume \(\Gamma = \tilde{\Gamma}\). It follows that \(\tilde{\gamma} = \gamma\) and \(\tau = \sigma \sqrt{\Gamma / \tilde{\gamma}}\).

The stochastic differential equation for the algorithm based upon the average of \(N\) gradient samples is:

\[ dy_t = -\nabla f(y_t) \gamma dt + \tau N \gamma dB_t. \]

Let \(G_t = (1/2)||y_t - x^*||^2\). It follows that

\[ dG_t = dy_t \cdot y_t + \frac{1}{2} dy_t \cdot dy_t = -\nabla^T f(y_t) y_t \gamma dt + \tau N \gamma dB_t^T y_t + \frac{1}{2} m \sigma^2 \gamma^2 dt. \]  

(16)

Then,

\[ dG_t \leq -2 \kappa \gamma G_t dt + \frac{1}{2} m \sigma^2 \gamma^2 dt + \tau N \gamma dB_t^T y_t. \]

As in the proof of Lemma 3 it can be shown that

\[ \mathbb{E}[G_t] \leq e^{-2 \kappa \gamma t} G_0 + \frac{m \tau^2 \gamma}{4 \kappa} \left( 1 - e^{-2 \kappa \gamma t} \right) = e^{-2 \kappa \gamma t} G_0 + \frac{m \sigma^2 \Gamma}{4 \kappa N} \left( 1 - e^{-2 \kappa \gamma t} \right). \]

Therefore,

\[ \frac{1}{2} \mathbb{E}[[x_t - x^*] \cdot [x_t - x^*]] = \mathbb{E}[G_{t \Delta t}] \leq e^{-2 \kappa \gamma \Gamma t} G_0 + \frac{m \sigma^2 \Gamma}{4 \kappa N} \left( 1 - e^{-2 \kappa \gamma \Gamma t} \right). \]

In the long run,

\[ \limsup_{t \to \infty} \frac{1}{2} \mathbb{E}[[x_t - x^*] \cdot [x_t - x^*]] \leq \frac{m \sigma^2 \Gamma}{4 \kappa N}. \]

Since \(\tau = \sigma \sqrt{\Gamma / \tilde{\gamma}}\), a comparison with the upper bound obtained in Theorem 2 (when \(a \lambda_2 \sim N\)) readily indicates that the flocking-based approach exhibits a noise reduction property that is similar to that of a stochastic gradient algorithm based upon the average of \(N\) gradient samples. In the next section, we show that the flocking-based approach outperforms (in real-time) stochastic gradient algorithm based upon the average of \(N\) gradient samples when overhead due to synchronization is taken into account.
4.1 Real-time Performance Comparison

When sampling is undertaken in parallel, synchronization is needed to execute the tasks that can not be executed in parallel. Hence, the improvement obtained by parallel sampling and centralized gradient estimation is limited by overhead related to (i) time spent gathering samples and (ii) synchronization.

In what follows we will account for overhead by assuming the total time needed to implement an iteration $N$ of stochastic gradient algorithm with $t$.

that when $\beta$ is large, the improvement obtained by parallel sampling and centralized implementation is limited by overhead related to $N$.

In the case that the two algorithms use stepsizes proportional to the average sampling times, i.e., $2\mu\gamma\Gamma = 2\mu\gamma\tilde{\Gamma}$, the convergence rate of the centralized scheme is slower than that of a flocking-based scheme. The long-run performance of the centralized implementation is bounded below by $m\sigma^2\Gamma/(4\mu N) \sim 1/N$, which is on the same level of the flocking-based scheme.

In the case that the two algorithms use stepsizes proportional to the average sampling times, i.e., $\mu\gamma\Gamma = \mu\gamma\tilde{\Gamma}$, we have $\gamma = (\Delta t/\Delta t)\tilde{\gamma} \sim N^{-1/\beta}$. By (18), the convergence rate of (1/2)$E[\|x_t - x^*\|^2]$ is characterized by factor $2\mu\gamma\Gamma$, as compared to $2\mu\gamma\tilde{\Gamma}$ under the flocking-based algorithm. Since $2\mu\gamma\Gamma/(2\mu\gamma\tilde{\Gamma}) \sim N^{-1/\beta}$, the convergence rate of the centralized scheme is slower than that of a flocking-based scheme. The long-run performance of the centralized implementation is bounded below by $m\sigma^2\Gamma/(4\mu N) \sim 1/N$, which is on the same level of the flocking-based scheme.

In the case that the two algorithms use stepsizes proportional to the average sampling times, i.e., $\Gamma/\Delta t = \tilde{\Gamma}/\Delta t$, (1/2)$E[\|x_t - x^*\|^2]$ and (1/2)$E[\|x_t - x^*\|^2]$ have comparable convergence rates since $2\mu\gamma\Gamma = 2\mu\gamma\tilde{\Gamma} = 2\mu\gamma\Gamma = 2\mu\gamma\tilde{\Gamma}$.

However, (1/2)$E[\|x_t - x^*\|^2]$ has a long-run lower bound

$$\begin{align*}
\frac{m\sigma^2\gamma}{4\mu} = \frac{m\sigma^2\Gamma}{4\mu N} = \frac{m\sigma^2\tilde{\Gamma}}{4\mu N} \sim N^{1/\beta - 1}.
\end{align*}$$

We can formalize the claim that the flocking approach (each thread has a single gradient sample) outperforms the stochastic gradient approach based upon $N$ samples per step in finite time.

Proposition 1. Suppose relation (7), (8) and Assumptions 3, 4 hold. Assume a linear attraction function $g_a(\|x\|) = a$ and a repulsion function $g_r(\|x\|) = 0$. Also assume $\Delta t = N^{1/\beta}\tilde{\Delta t}$ for all $N > 1$ and for some $\beta > 1$, and $\Gamma/\Delta t = \tilde{\Gamma}/\Delta t$. Then there exists $N^* < \infty$ and $t^* < \infty$ such that

$$\begin{align*}
\frac{1}{2}E[\|x_t - x^*\|^2] > \frac{1}{2}E[\|\bar{x}_t - x^*\|^2]
\end{align*}$$

for all $N > N^*$ and $t > t^*$.

3See for example [10] for a discussion on Amdahl’s law in multi-core processing.
Proof. See Appendix 7.5.

Remark 5. It is of interest to analyze algorithm 5 without adding the flocking term
\[- \sum_{j=1, j \neq i}^{N} \alpha_{ij} \nabla x_{i(k)} J(||x(i,k) - x(j,k)||).\]

In this case the dynamics of different threads are independent:
\[dy_{i,t} = -\nabla f(y_{i,t}) \tilde{\gamma} dt + \tau \tilde{\gamma} dB_{i,t}.\]

Let \(H_{i,t} = (1/2)||y_{i,t} - x^*||^2.\) It can be shown that
\[E[H_{i,t}] \geq e^{-2\mu\tilde{\gamma}t} H_{i,0} + \frac{m\tau^2 \tilde{\gamma}}{4\mu}(1 - e^{-2\mu\tilde{\gamma}t}).\]

Hence
\[\frac{1}{2} E[||x_{i,t} - x^*||^2] = E[H_{i,t}] \geq e^{-2\mu\tilde{\gamma}t} H_{i,0} + \frac{m\tau^2 \tilde{\gamma}}{4\mu}(1 - e^{-2\mu\tilde{\gamma}t}).\]

The long-run lower bound \(m \tau^2 \tilde{\gamma}/4\mu\) is greater than the upper bound for a flocking-based algorithm with large \(N.\) Therefore, the performance of each individual thread without the flocking term is worse than that of a flocking one.

With respect to the average solution \(\tilde{x}_t,\) notice that \(x_{i,t}\)'s converge to i.i.d. limiting random variables \(x_{i,\infty}\)'s. Therefore as \(N \to \infty, \tilde{x}_t\) converges almost surely to the expectation of \(x_{i,\infty}\) (same for all \(i\)'s) by the law of large numbers. When the function \(f(\cdot)\) is not symmetric with respect to \(x^*,\) we have that \((1/2) E[||x_{i,t} - x^*||^2] \) is not decreasing to 0 as \(N\) increases. Hence, without adding the flocking term
\[- \sum_{j=1, j \neq i}^{N} \alpha_{ij} \nabla x_{i(k)} J(||x(i,k) - x(j,k)||),\] the performance of the algorithm is unsatisfactory.

5 Application to Non-Convex Optimization

In this section, we apply the flocking-based algorithm to the optimization of general non-convex functions. We will provide some motivating simulation examples first and then discuss the global asymptotic properties of this scheme.

5.1 Simulation Examples

In this part, we illustrate with a limited simulation testbed the performance benefits of a flocking-based approach when the objective function is not convex. The results indicate that the noise reduction property is maintained. They also suggest that a flocking-based approach seems better suited to escape locally optimal solutions than a stochastic gradient descent based upon the average of \(N\) samples. This is likely due to the repulsive force which enforces a certain level of diversity in the set of candidate solutions. The flocking based-gradient descent dynamics are thus more likely to lead to globally optimal solutions. We assume that \(\Gamma/\Delta t = \tilde{\Gamma}/\tilde{\Delta t}\) in the following simulation examples.

5.1.1 Ackley’s Function (Case 1)

We first consider Ackley’s function
\[f(x, y) = -20 \exp \left(-0.2 \sqrt{0.5 (x^2 + y^2)} \right) - \exp \left(0.5 (\cos (2\pi x) + \cos (2\pi y)) \right) + e + 20.\]
It has a global minimum at $x^* = (0, 0)$ and various local optima.

We use $N = 20$ parallel threads, and the attraction/repulsion function $g(x) = -x[4 - 800 \exp(-\|x\|^2)]$ is adopted. In the flocking-based approach, each thread is randomly connected with 8 other threads. Overhead parameter $\beta = 5$. Sampling times are constant with $\tilde{\Delta}t = 0.01$ and $\Delta t = N^{1/\beta} \tilde{\Delta}t \simeq 0.018$, respectively. Step sizes are $\tilde{\Gamma} = 0.01$ and $\Gamma = 0.018$. Noise level is $\sigma = 5$. Initially, all the sampling points were distributed randomly in the $[10, 15] \times [10, 15]$ interval. Simulations run 10 times (60s each).

Performances of the centralized algorithm are shown in Figure 2(a). It is clear that all independent threads got trapped in local optima. By contrast, we can see in Figure 2 that $x_t$ in the flocking-based scheme approaches the global optimum successfully. This is likely due to the repulsive force which enforces a certain level of diversity in the set of candidate solutions.

5.1.2 Ackley’s Function (Case 2)

In this case we assume that the noise level is $\sigma = 35$. We use $N = 30$ computing threads, and the attraction/repulsion function $g(x) = -x[3 - 0.01 \exp(-\|x\|^2)]$ is adopted. In the flocking-based approach, each thread randomly communicates with 8 other threads. Overhead parameter $\beta = 1.5$. Sampling times are constant with $\tilde{\Delta}t = 0.04$ and $\Delta t = N^{1/\beta} \tilde{\Delta}t \simeq 0.184$, respectively. Step sizes are $\tilde{\Gamma} = 0.04$ and $\Gamma = 0.184$. Initially, the sampling points were distributed randomly in the $[10, 12] \times [10, 12]$ interval. Simulations run for 36s.

We can see in Figure 3(a) that individual threads operating in parallel are not able to approach the globally optimal solution. On the contrary, the flocking discipline allows convergence to the global optimum successfully (see Figure 3(b)).

5.2 Asymptotic Noise Reduction

We now discuss the asymptotic noise reduction properties of the flocking-based algorithmic scheme for non-convex optimization. We start by reviewing the asymptotic performance of the centralized algorithm.
Figure 3: Performance comparison for Ackley’s function (Case 2).

based upon the average of $N$ samples per step. Recalling (4),

$$ dy_t = -\nabla f(y_t)\gamma dt + \tau_N\gamma dB_t, $$

The limiting density of $y_t$ (which solves a related Fokker-Planck equation (see [?]) is

$$ \hat{\pi}(y) = \exp\left\{ -\frac{2f(x)}{(\tau^2\gamma)} \right\} \frac{1}{\sqrt{2\pi}} \exp\left\{ -\frac{2f(x)}{(\tau^2\gamma)} \right\} $$

assuming $\Gamma = \tilde{\Gamma}$.

We return now to the flocking scheme. By equation (6) and the relation $g(x) = -\nabla u(J(\|x\|))$, we have

$$ dy_{i,t} = \left[ -\nabla f(y_{i,t}) - \sum_{j=1}^{N} \alpha_{ij} \nabla y_{i,t} J(\|y_{i,t} - y_{j,t}\|) \right] \gamma dt + \tilde{\gamma} dB_{i,t}. \tag{20} $$

Let $y_t = [y_{1,t}, \ldots, y_{N,t}]^T \in \mathbb{R}^{N \times m}$, $B_t = [B_{1,t}, \ldots, B_{N,t}]^T \in \mathbb{R}^{N \times m}$. Define

$$ H(y_t) = \sum_{i=1}^{N} f(y_{i,t}) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1 \neq i}^{N} \alpha_{ij} J(\|y_{i,t} - y_{j,t}\|). \tag{21} $$

We can rewrite (20) in a compact form:

$$ dy_t = -\nabla H(y_t)\gamma dt + \tilde{\gamma} dB_t. \tag{22} $$

The Fokker-Planck equation related to the stochastic differential equation (22) is:

$$ \frac{\partial p_t}{\partial t} = -\nabla \cdot (\nabla H(y)\gamma p_t) + \frac{\tau^2}{2} \nabla^2 p_t \tag{23} $$

where $p_t = p(y_t, t | y_0, 0)$ is the probability density of $y_t$.

**Proposition 2.** Suppose relation (6) holds, and $\int \exp\left\{ -2H(y)/\tau^2 \right\} dy$ is finite. Then $y_t$ weakly approaches a unique equilibrium, which is a Gibbs distribution with density

$$ \pi(y) = \frac{1}{K} \exp\left\{ -2H(y)/(\tau^2\gamma) \right\}. \tag{24} $$
where

\[ K = \int \exp(-2H(y)/(\tau^2 \gamma)) \, dy. \]

Proposition 2 comes from the standard theory of diffusion (see [?, 3]). The assumption is required for the distribution (24) to be well-defined. It is satisfied when \( H(y) \) grows rapidly enough, or when the feasible region \( X \) has reflected boundaries.

We now show that for large values of the parameter \( a \) (attractive force) the asymptotic noise reduction properties of the flocking-based algorithmic scheme is the same to that of a centralized algorithm based upon the average of \( N \) samples per step.

**Theorem 3.** Suppose relation (6) holds. Assume linear attraction functions \( g_a(\|x\|) = a \) for some \( a > 0 \) and repulsion functions satisfying \( g_r(\|x\|)\|x\|^2 \leq b \). Then the asymptotic probability distribution of \( y_t \) has density:

\[ \pi^*(y) = \frac{\exp\left\{-2NF(y)/(\sigma^2 \Gamma)\right\}}{\int \exp\left\{-2NF(\tilde{y})/(\sigma^2 \Gamma)\right\} \, d\tilde{y}, \]

as \( a \to \infty \).

**Proof.** See Appendix 7.6.

\[ \square \]

**Remark 6.** The asymptotic probability distribution of \( x_t \) is the same as that of \( y_t \).

**Remark 7.** The limiting probability density of \( x_t \) as \( a \to \infty \) does not depend on the specific network topology as long as \( \lambda_2 > 0 \), i.e., the network is connected. This is a very mild networking requirement satisfied by many simple topologies (e.g., ring, line, bus, mesh).

**Remark 8.** As \( N \to \infty \), \( \pi^*(x) \) concentrates on the global minima of \( f(\cdot) \), in which case the average solution of the flocking scheme is guaranteed to approximate a global minimum (see [7] for a reference).

### 6 Conclusions

In recent years, the paradigm of cloud computing has emerged as an architecture for computing that makes use of distributed (networked) computing resources. In this paper, we analyze a distributed computing algorithmic scheme for stochastic optimization which relies on modest communication requirements amongst processors and most importantly, does not require synchronization. The proposed distributed algorithmic framework may provide significant speed-up in application domains in which sampling times are non-negligible. This is the case, for example, in the optimization of complex systems for which performance may only be evaluated via computationally intensive black-box simulation models.

The scheme considered in this paper has \( N > 1 \) computing threads operating under a connected network. At each step, each thread independently computes a new solution by using a noisy estimation of the gradient, which is further perturbed by a combination of repulsive and attractive terms depending upon the relative distance to solutions identified by neighboring threads. When the objective function is convex, we showed that a flocking-like approach for distributed stochastic optimization provides a noise reduction effect similar to that of a centralized stochastic gradient algorithm based upon the average of \( N \) gradient samples at each step. When the overhead related to the time needed to gather \( N \) samples and synchronization is not negligible, the flocking implementation outperforms a centralized stochastic gradient algorithm based upon the average of \( N \) gradient samples at each step. When the objective
function is not convex, the flocking-based approach seems better suited to escape locally optimal solutions due to the repulsive force which enforces a certain level of diversity in the set of candidate solutions. Here again, we showed that the noise reduction effect is similar to that associated to the centralized stochastic gradient algorithm based upon the average of $N$ gradient samples at each step.

7 Appendix

7.1 Notations

Table 1: Notations

| Symbol | Meaning |
|--------|---------|
| $m$    | Dimension of the solution space |
| $N$    | Number of computing threads |
| $\Gamma$ (respectively, $\tilde{\Gamma}$) | Step size for the centralized algorithm (respectively, flocking-based algorithm) |
| $\Delta t$ | Average sampling time to gather $N$ samples in parallel |
| $\tilde{\Delta} t$ | Average sampling time to gather one sample |
| $\epsilon(k)$ | Simulation noise from one sample (centralized algorithm) |
| $\epsilon(i,k)$ | Simulation noise from one sample (flocking-based algorithm) |
| $\sigma$ | Variance of $\epsilon(k)$ and $\epsilon(i,k)$ (in each dimension) |
| $\gamma$ | $1/\Delta t$ |
| $\tilde{\gamma}$ | $1/\tilde{\Delta} t$ |
| $\tau_N$ | $\sigma \sqrt{\Gamma \Delta t/N}$ |
| $\tau$ | $\sigma \sqrt{\tilde{\Gamma} \tilde{\Delta} t}$ |
| $a$ | Parameter for linear attraction in the flocking term |
| $b$ | Bound on repulsion in the flocking term |
| $G$ | Interaction graph of “flocking” threads |
| $\alpha_{ij}$ | Indicator of connectivity between thread $i$ and $j$ |
| $A$ | Matrix $[\alpha_{ij}]$ |
| $L$ | Laplacian matrix of $A$ |
| $\lambda_2$ | Second-smallest eigenvalue of $L$ (algebraic connectivity of $G$) |
| $\eta$ | Bound on the gradient of $f(\cdot)$ |
| $\kappa$ | Strong convexity parameter |
| $\mu$ | Lipschitz constant |
7.2 Proof of Lemma 2

Since $A = A^T$ and $g(\cdot)$ is an odd function,

$$d\tilde{y}_t = \frac{1}{N} \sum_{i=1}^{N} dy_{i,t} = \frac{1}{N} \sum_{i=1}^{N} \left[ -\nabla f(y_{i,t}) \tilde{\gamma}_t + \sum_{j=1, j \neq i}^{N} \alpha_{ij} g(y_{i,t} - y_{j,t}) \tilde{\gamma}_t + \tau \tilde{\gamma}_t dB_{i,t} \right]$$

$$= -\frac{1}{N} \sum_{i=1}^{N} \nabla f(y_{i,t}) \tilde{\gamma}_t dt + \frac{\tau}{N} \sum_{i=1}^{N} dB_{i,t}. \quad (25)$$

By (8) and (25),

$$de_{i,t} = dy_{i,t} - d\tilde{y}_t$$

$$= \sum_{j=1, j \neq i}^{N} \alpha_{ij} g(y_{i,t} - y_{j,t}) \tilde{\gamma}_t dt - \nabla f(y_{i,t}) \gamma dt + \frac{1}{N} \sum_{i=1}^{N} \nabla f(x_{i,t}) \gamma dt + \tau \gamma dB_{i,t} - \frac{\tau}{N} \gamma \sum_{i=1}^{N} dB_{i,t}. \quad (26)$$

From equation (7) and the assumption that $g_a(||x||) = a$,

$$g(y_{i,t} - y_{j,t}) = -(y_{i,t} - y_{j,t})[g_a(||y_{i,t} - y_{j,t}||) - g_v(||y_{i,t} - y_{j,t}||)] = -(y_{i,t} - y_{j,t})[a - g_v(||y_{i,t} - y_{j,t}||)].$$

We then have

$$\sum_{j=1, j \neq i}^{N} \alpha_{ij} g(y_{i,t} - y_{j,t}) = -a \sum_{j=1, j \neq i}^{N} \alpha_{ij} (y_{i,t} - y_{j,t}) + \sum_{j=1, j \neq i}^{N} \alpha_{ij} g_v(||y_{i,t} - y_{j,t}||)(y_{i,t} - y_{j,t}).$$

Consequently, equation (26) becomes

$$de_{i,t} = -a \sum_{j=1, j \neq i}^{N} \alpha_{ij} (y_{i,t} - y_{j,t}) \gamma dt + \sum_{j=1, j \neq i}^{N} \alpha_{ij} g_v(||y_{i,t} - y_{j,t}||)(y_{i,t} - y_{j,t}) \gamma dt - \nabla f(y_{i,t}) \gamma dt$$

$$+ \frac{1}{N} \sum_{j=1}^{N} \nabla f(x_{j,t}) \gamma dt + \tau \gamma dB_{i,t} - \frac{\tau}{N} \gamma \sum_{j=1}^{N} dB_{j,t}. \quad (27)$$

In light of the facts that $dt \cdot dt = dt \cdot dB_{i,t} = 0$, $dB_{i,t} \cdot dB_{j,t} = 0$ ($i \neq j$), and $dB_{i,t} \cdot dB_{j,t} = m \gamma dt$ (see 18),

$$de_{i,t} \cdot de_{i,t} = \left(1 - \frac{1}{N}\right) m^2 \gamma^2 dt.$$

Then from Ito’s lemma,

$$dV_{i,t} = de_{i,t} \cdot e_{i,t} + \frac{1}{2} de_{i,t} \cdot de_{i,t}$$

$$= -a \sum_{j=1, j \neq i}^{N} \alpha_{ij} (y_{i,t} - y_{j,t})^T e_{i,t} \gamma dt + \sum_{j=1, j \neq i}^{N} \alpha_{ij} g_v(||y_{i,t} - y_{j,t}||)(y_{i,t} - y_{j,t})^T e_{i,t} \gamma dt$$

$$- \left[ \nabla f(y_{i,t}) - \frac{1}{N} \sum_{j=1}^{N} \nabla f(x_{j,t}) \right]^T e_{i,t} \gamma dt + \left[ \tau \gamma dB_{i,t} - \frac{\tau}{N} \gamma \sum_{j=1}^{N} dB_{j,t} \right]^T e_{i,t} + \frac{m \gamma^2}{2} \left(1 - \frac{1}{N}\right) dt. \quad (28)$$
In conclusion, the stochastic differential equation is

\[ dV_t = \frac{1}{N} \sum_{i=1}^{N} dV_{i,t} \]

\[ = - \frac{\alpha}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} (y_{i,t} - y_{j,t})^T e_{i,t} \gamma_{\tilde{\gamma}} dt + \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} \gamma r(\parallel y_{i,t} - y_{j,t} \parallel) (y_{i,t} - y_{j,t})^T e_{i,t} \gamma_{\tilde{\gamma}} dt \]

\[ - \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} (y_{i,t} - y_{j,t})^T e_{i,t} \gamma_{\tilde{\gamma}} dt + \frac{T \gamma}{N} \sum_{i=1}^{N} dB_{i,t}^T e_{i,t} + \frac{m r^2 (N - 1)}{2N} dt \]

\[ = - \frac{\alpha}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} (y_{i,t} - y_{j,t})^T e_{i,t} \gamma_{\tilde{\gamma}} dt + \frac{1}{2N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} \gamma r(\parallel y_{i,t} - y_{j,t} \parallel) (y_{i,t} - y_{j,t})^T e_{i,t} \gamma_{\tilde{\gamma}} dt \]

\[ - \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} (y_{i,t} - y_{j,t})^T e_{i,t} \gamma_{\tilde{\gamma}} dt + \frac{T \gamma}{N} \sum_{i=1}^{N} dB_{i,t}^T e_{i,t} + \frac{m r^2 (N - 1)}{2N} dt \]

7.3 Proof of Theorem \[ ]

7.3.1 Case 1

By equation \[ ],

\[ dV_t = - \frac{\alpha}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} (y_{i,t} - y_{j,t})^T e_{i,t} \gamma_{\tilde{\gamma}} dt + \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} \gamma r(\parallel y_{i,t} - y_{j,t} \parallel) (y_{i,t} - y_{j,t})^T e_{i,t} \gamma_{\tilde{\gamma}} dt \]

\[ - \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} (y_{i,t} - y_{j,t})^T e_{i,t} \gamma_{\tilde{\gamma}} dt + \frac{T \gamma}{N} \sum_{i=1}^{N} dB_{i,t}^T e_{i,t} + \frac{m r^2 (N - 1)}{2N} dt. \]

Noticing that \( \gamma r(\parallel y_{i,t} - y_{j,t} \parallel) (y_{i,t} - y_{j,t})^2 \gamma_{\tilde{\gamma}} dt \leq b \), by \[ ] and \[ ],

\[ dV_t \leq - 2a \lambda_2 \gamma_{\tilde{\gamma}} dt + b \frac{[T(L)]}{2N} \gamma_{\tilde{\gamma}} dt + \frac{m r^2 (N - 1)}{2N} dt + \frac{T \gamma}{N} \sum_{i=1}^{N} dB_{i,t}^T e_{i,t} \]

\[ \leq - 2a \lambda_2 \gamma_{\tilde{\gamma}} dt + \left[ b \frac{[T(L)]}{2N} \gamma_{\tilde{\gamma}} + \frac{m r^2 (N - 1)}{2N} \right] dt + \sqrt[2]{2} \gamma_{\tilde{\gamma}} \gamma_{\tilde{\gamma}} dt + \frac{T \gamma}{N} \sum_{i=1}^{N} dB_{i,t}^T e_{i,t} \]

\[ \leq - c_1 \gamma_{\tilde{\gamma}} dt - (2a \lambda_2 - c_1) \gamma_{\tilde{\gamma}} dt + \sqrt{2} \gamma_{\tilde{\gamma}} \gamma_{\tilde{\gamma}} dt + \left[ b \frac{[T(L)]}{2N} \gamma_{\tilde{\gamma}} + \frac{m r^2 (N - 1)}{2N} \right] dt \]

\[ + \frac{T \gamma}{N} \sum_{i=1}^{N} dB_{i,t}^T e_{i,t} \]

\[ = - c_1 \gamma_{\tilde{\gamma}} dt - (2a \lambda_2 - c_1) \gamma_{\tilde{\gamma}} dt + \frac{b}{2N} \gamma_{\tilde{\gamma}} dt + \frac{m r^2 (N - 1)}{2N} dt + \frac{T \gamma}{N} \sum_{i=1}^{N} dB_{i,t}^T e_{i,t} \]

\[ \leq - c_1 \gamma_{\tilde{\gamma}} dt + c_2 \gamma_{\tilde{\gamma}} dt + \frac{T \gamma}{N} \sum_{i=1}^{N} dB_{i,t}^T e_{i,t}, \]

where \( c_1 \in (0, 2a \lambda_2) \) is arbitrary, and

\[ c_2 = \frac{\eta^2}{2(2a \lambda_2 - c_1)} + b \frac{[T(L)]}{2N} + \frac{m r^2 (N - 1)}{2N}. \]
Applying Ito’s lemma to $e^{c_1 \gamma t} V_t$, 

$$d(e^{c_1 \gamma t} V_t) = e^{c_1 \gamma t} dV_t + c_1 \gamma e^{c_1 \gamma t} V_t dt \leq c_2 \gamma e^{c_1 \gamma t} dt + \frac{\tau}{N} \gamma e^{c_1 \gamma t} \sum_{i=1}^{N} dB_{i,t} T_e i,t.$$ 

Integrating the stochastic differential inequality, 

$$V_t \leq e^{c_1 \gamma t} V_0 + \frac{c_2}{c_1} (1 - e^{-c_1 \gamma t}) + e^{c_1 \gamma t} \int_0^t \frac{\tau}{N} \gamma e^{c_1 \gamma s} \sum_{i=1}^{N} dB_{i,s} T_e i,s.$$ 

Taking an ensemble average on both sides yields 

$$\mathbb{E}[V_t] \leq e^{c_1 \gamma t} V_0 + \frac{c_2}{c_1} (1 - e^{-c_1 \gamma t}). \tag{29}$$ 

It follows that 

$$\mathbb{E}[V_t] \leq (V_0 - \frac{c_2}{c_1}) e^{-c_1 \gamma t} + \frac{c_2}{c_1} \begin{cases} V_0 & \text{if } V_0 \geq \frac{c_2}{c_1} \\ \frac{c_2}{c_1} & \text{if } V_0 < \frac{c_2}{c_1} \end{cases} \tag{30}$$ 

Therefore 

$$\mathbb{E}[V_t] \leq \max\{V_0, \frac{c_2}{c_1}\}, \forall t, \tag{30}$$ 

In the long run, 

$$\mathbb{E}[V_t] \leq \frac{c_2}{c_1} = \frac{\eta^2}{2c_1(2a\lambda_2 - c_1)} + \frac{b|Tr(L)|}{2c_1 N} + \frac{m\tau^2 \tilde{\gamma}(N - 1)}{2c_1 N}. \tag{31}$$ 

Notice that the above inequality is valid for all $c_1 \in (0, 2a\lambda_2)$, of which we look for the minimum over all possible $c_1$’s. Define 

$$\psi_1(c_1) = \frac{\eta^2}{2c_1(2a\lambda_2 - c_1)} + \frac{b|Tr(L)|}{2c_1 N} + \frac{m\tau^2 \tilde{\gamma}(N - 1)}{2c_1 N} = \left[ \frac{\eta^2}{4a\lambda_2} + \frac{b|Tr(L)|}{2N} + \frac{m\tau^2 \tilde{\gamma}(N - 1)}{2N} \right] \frac{1}{c_1} + \frac{\eta^2}{4a\lambda_2} \frac{1}{2a\lambda_2 - c_1}.$$ 

By Cauchy-Schwartz inequality, when 

$$\frac{1}{c_1} = \frac{1}{2a\lambda_2} \left(1 + \sqrt{\frac{c_4}{c_3}}\right),$$ 

$\psi_1(c_1)$ attains its minimum 

$$\psi_* = \frac{1}{2a\lambda_2} (\sqrt{c_3} + \sqrt{c_4})^2.$$ 

Here 

$$c_3 = \frac{\eta^2}{4a\lambda_2} + \frac{b|Tr(L)|}{2N} + \frac{m\tau^2 \tilde{\gamma}(N - 1)}{2N}, \quad c_4 = \frac{\eta^2}{4a\lambda_2}.$$ 

Since $\psi_1$ is valid for all $c_1 \in (0, 2a\lambda_2)$, it holds true that $\mathbb{E}[V_t] \leq \psi_*^*$ in the long run.
7.3.2 Case 2

Notice that

$$\sum_{i=1}^{N} \nabla^T f(y_{i,t})e_{i,t} = \sum_{i=1}^{N} (\nabla^T f(y_{i,t}) - \nabla^T f(\bar{x})) (y_{i,t} - \bar{x}) \geq \sum_{i=1}^{N} \kappa \|y_{i,t} - \bar{x}_t\|^2 = 2\kappa N \nabla_t,$$

where the inequality follows from Assumption 2 and that \(g_r(||y_{i,t} - y_j,t||)||y_{i,t} - y_j,t||^2 \leq b\). In light of (9) and (10), equation (8) gives

$$d\bar{V}_t \leq -2a\lambda_2 \gamma \bar{V}_t dt - 2\kappa \gamma \bar{V}_t dt + \frac{b|Tr(L)|} {2N} \gamma dt + \frac{m\tau \gamma (N - 1)} {2N} dt + \frac{\tau} {N} \sum_{i=1}^{N} dB_{i,t}^T e_{i,t}.$$ 

By Itô’s lemma,

$$d\left[e^{2(\kappa + a \lambda_2)\gamma t} \bar{V}_t\right] = e^{2(\kappa + a \lambda_2)\gamma t} \bar{V}_t dt + (2(\kappa + a \lambda_2)\gamma e^{2(\kappa + a \lambda_2)\gamma t}) \bar{V}_t dt$$

Integrating both sides,

$$\bar{V}_t \leq e^{-2(\kappa + a \lambda_2)\gamma t} \bar{V}_0 + \left[ \frac{b|Tr(L)|} {4N(\kappa + a \lambda_2)} + \frac{m\tau \gamma (N - 1)} {4N(\kappa + a \lambda_2)} \right] \left[ 1 - e^{-2(\kappa + a \lambda_2)\gamma t} \right]$$

Taking ensemble average yields

$$\mathbb{E}[\bar{V}_t] \leq e^{-2(\kappa + a \lambda_2)\gamma t} \bar{V}_0 + \left[ \frac{b|Tr(L)|} {4N(\kappa + a \lambda_2)} + \frac{m\tau \gamma (N - 1)} {4N(\kappa + a \lambda_2)} \right] \left[ 1 - e^{-2(\kappa + a \lambda_2)\gamma t} \right].$$

In the long run,

$$\mathbb{E}[\bar{V}_t] \leq \psi_2 = \frac{b|Tr(L)|} {4N(\kappa + a \lambda_2)} + \frac{m\tau \gamma (N - 1)} {4N(\kappa + a \lambda_2)}.$$

7.4 Proof of Lemma 3

7.4.1 Preliminaries

According to equation (25) and Itô’s lemma,

$$dU_t = d(\bar{y}_t - x^*) \cdot (\bar{y}_t - x^*) + \frac{1}{2} d(\bar{y}_t - x^*) \cdot d(\bar{y}_t - x^*)$$

$$= -\frac{1}{N} \sum_{i=1}^{N} \nabla^T f(y_{i,t})(\bar{y}_t - x^*) \gamma dt + \frac{\tau} {N} \sum_{i=1}^{N} dB_{i,t}^T (\bar{y}_t - x^*) + \frac{m\tau \gamma^2} {2N} dt$$

$$= -\frac{1}{N} \sum_{i=1}^{N} \nabla^T f(y_{i,t})(y_{i,t} - x^*) \gamma dt + \frac{1}{N} \sum_{i=1}^{N} \nabla^T f(y_{i,t})e_{i,t} \gamma dt + \frac{\tau} {N} \sum_{i=1}^{N} dB_{i,t}^T (\bar{y}_t - x^*) + \frac{m\tau \gamma^2} {2N} dt.$$ 

(32)

Since \(f(\cdot)\) attains its minimum at \(x^*\), \(\nabla f(x^*) = 0\). Then by Assumption 2 and equation (13),

$$-\frac{1}{N} \sum_{i=1}^{N} \nabla^T f(y_{i,t})(y_{i,t} - x^*) = -\frac{1}{N} \sum_{i=1}^{N} (\nabla^T f(y_{i,t}) - \nabla^T f(x^*))(y_{i,t} - x^*)$$

$$\leq -2\kappa \bar{V}_t = -2\kappa (U_t + \bar{V}_t).$$
By Assumption 3,
\[
\frac{1}{N} \sum_{i=1}^{N} \nabla^T f(y_{i,t})e_{i,t} = \frac{1}{N} \sum_{i=1}^{N} \left( \nabla^T f(y_{i,t}) - \nabla^T f(\bar{x}_t) \right) (y_{i,t} - \bar{x}_t) \leq \frac{1}{N} \sum_{i=1}^{N} \mu \|e_{i,t}\|^2 = 2\mu \nabla_t.
\]
Therefore,
\[
dU_t \leq -2\kappa \bar{y}(U_t + \nabla_t)dt + 2\mu \nabla_t dt + \frac{m\tau \gamma^2}{2N} dt + \frac{\tau}{N} \gamma \sum_{i=1}^{N} d[B_{i,t}]^T \nabla_t = -2\kappa \bar{y}U_t dt + 2(\mu - \kappa)\gamma \nabla_t dt + \frac{m\tau \gamma^2}{2N} dt + \frac{\tau}{N} \gamma \sum_{i=1}^{N} d[B_{i,t}]^T \nabla_t.
\]
By equation (34),
\[
d\nabla_t = -\frac{a}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} (e_{i,t} - e_{j,t})^T e_{i,t} \tau dt - \frac{1}{N} \sum_{i=1}^{N} \nabla^T f(y_{i,t})e_{i,t} \tau dt - \frac{\tau}{N} \gamma \sum_{i=1}^{N} d[B_{i,t}]^T e_{i,t}
\]
\[
+ \frac{m\tau \gamma^2(N-1)}{2N} dt.
\]
Notice that
\[
\sum_{i=1}^{N} \nabla^T f(y_{i,t})e_{i,t} = \sum_{i=1}^{N} \left( \nabla^T f(y_{i,t}) - \nabla^T f(\bar{x}_t) \right) (y_{i,t} - \bar{x}_t) \geq \sum_{i=1}^{N} \kappa \|y_{i,t} - \bar{x}_t\|^2 = 2\kappa N \nabla_t,
\]
where the inequality follows from Assumption 2. In light of (34) and (35),
\[
d\nabla_t \leq -2a\lambda_2 \bar{\gamma} \nabla_t dt - 2\kappa \bar{\gamma} \nabla_t dt + \frac{m\tau \gamma^2(N-1)}{2N} dt + \frac{\tau}{N} \gamma \sum_{i=1}^{N} d[B_{i,t}]^T e_{i,t}.
\]

7.4.2 Proof of Lemma 3

Define
\[
W_t = U_t + \frac{(\mu - \kappa)}{a\lambda_2} \nabla_t.
\]
By (33) and (35),
\[
dW_t \leq -2\kappa \bar{y}U_t dt + \left[ 2(\mu - \kappa) - \frac{(\mu - \kappa)}{a\lambda_2} (2\kappa + 2a\lambda_2) \right] \bar{\gamma} \nabla_t dt + \frac{m\tau \gamma^2}{2N} dt + \frac{m\tau \gamma^2(\mu - \kappa)(N-1)}{2aN\lambda_2} dt
\]
\[
+ \frac{\tau}{N} \gamma \sum_{i=1}^{N} d[B_{i,t}]^T \nabla_t + \frac{\tau(\mu - \kappa)}{aN\lambda_2} \gamma \sum_{i=1}^{N} d[B_{i,t}]^T e_{i,t}
\]
\[
= -2\kappa \bar{y}W_t dt + \frac{m\tau \gamma^2}{2N} \left[ 1 + \frac{(\mu - \kappa)(N-1)}{a\lambda_2} \right] dt + \frac{\tau}{N} \gamma \sum_{i=1}^{N} d[B_{i,t}]^T \nabla_t + \frac{\tau(\mu - \kappa)}{aN\lambda_2} \gamma \sum_{i=1}^{N} d[B_{i,t}]^T e_{i,t}.
\]
Then,
\[
d(e^{2\kappa \bar{y}t} W_t) = e^{2\kappa \bar{y}t} dW_t + 2\kappa \bar{y} e^{2\kappa \bar{y}t} W_t dt
\]
\[
\leq \frac{m\tau \gamma^2}{2N} \left[ 1 + \frac{(\mu - \kappa)(N-1)}{a\lambda_2} \right] e^{2\kappa \bar{y}t} dt + \frac{\tau}{N} \gamma e^{2\kappa \bar{y}t} \left[ \sum_{i=1}^{N} d[B_{i,t}]^T \nabla_t + \frac{\tau(\mu - \kappa)}{aN\lambda_2} \sum_{i=1}^{N} d[B_{i,t}]^T e_{i,t} \right].
\]
Integrating both sides yields
\[
W_t \leq e^{-2\kappa \bar{y}t} W_0 + \frac{m\tau \gamma^2}{4\kappa N} \left[ 1 + \frac{(\mu - \kappa)(N-1)}{a\lambda_2} \right] (1 - e^{-2\kappa \bar{y}t})
\]
\[
+ e^{-2\kappa \bar{y}t} \int_0^t \frac{\tau}{N} \gamma e^{2\kappa \bar{y}s} \left[ \sum_{i=1}^{N} d[B_{i,s}]^T \nabla_t + \frac{(\mu - \kappa)}{a\lambda_2} \sum_{i=1}^{N} d[B_{i,s}]^T e_{i,s} \right].
\]
Taking ensemble average, we get
\[ E[W_t] \leq e^{-2\gamma t}W_0 + \frac{m\tau^2\gamma}{4\kappa N} \left[ 1 + \frac{(\mu - \kappa)(N - 1)}{a\lambda_2} \right] (1 - e^{-2\gamma t}). \]

By \( \Box \)
\[ E[U_t] \leq E[W_t] \leq e^{-2\gamma t} \left[ U_0 + \frac{(\mu - \kappa)}{a\lambda_2} \right] + \frac{m\tau^2\gamma}{4\kappa N} \left[ 1 + \frac{(\mu - \kappa)(N - 1)}{a\lambda_2} \right] (1 - e^{-2\gamma t}). \]

In the long run,
\[ E[U_t] \leq \frac{m\tau^2\gamma}{4\kappa N} \left[ 1 + \frac{(\mu - \kappa)(N - 1)}{a\lambda_2} \right]. \] (37)

### 7.5 Proof of Proposition 1

By (14) and (18),
\[
\frac{1}{2} E[\|x_t - x^*\|^2] \geq e^{-2\mu\gamma t}G_0 + \frac{m\tau^2\gamma}{4\mu} (1 - e^{-2\mu\gamma t}),
\]
and
\[
\frac{1}{2} E[\|x_t - x^*\|^2] \leq e^{-2\gamma t} \left[ U_0 + \frac{(\mu - \kappa)}{a\lambda_2} \right] + \frac{m\tau^2\gamma}{4\kappa N} \left[ 1 + \frac{(\mu - \kappa)(N - 1)}{a\lambda_2} \right] (1 - e^{-2\gamma t}).
\]

Let
\[ d_1 = \frac{m\tau^2\gamma}{4\mu}, \quad d_2 = U_0 + \frac{(\mu - \kappa)}{a\lambda_2}, \]
and
\[ d_3 = \frac{m\tau^2\gamma}{4\kappa N} \left[ 1 + \frac{(\mu - \kappa)(N - 1)}{a\lambda_2} \right]. \]

It follows that
\[ E[\|x_t - x^*\|^2] \geq 2(G_0 - d_1)e^{-2\mu\gamma t} + 2d_1, \]
and
\[ E[\|x_t - x^*\|^2] \leq 2(d_2 - d_3)e^{-2\gamma t} + 2d_3. \]

From the discussion in Section 4.1, \( d_1 \sim 1/N^{(1/3)-1} \) and \( d_3 \sim 1/N \). Therefore, there exists \( N^* \) such that when \( N > N^* \), \( d_3 < d_1 \). In this case, let \( t^* \) be such that
\[ d_1 - d_3 = |G_0 - d_1|e^{-\mu\gamma t^*} + |d_2 - d_3|e^{-\gamma t^*}. \]

Then for all \( t > t^* \),
\[ E[\|x_t - x^*\|^2] < E[\|x_t - x^*\|^2]. \]

### 7.6 Proof of Theorem 3

We start by looking for the joint density of \((y^T, e_1^T, \ldots, e_{N-1}^T)\). Notice that \((y^T, e_1^T, \ldots, e_{N-1}^T) = (D \otimes I_m)\eta\), where \( D \) is a \( N \times N \) matrix. It is easy to verify that \( D \) has full rank, so that \((D \otimes I_m)^{-1}\) exists.

It follows that (see (13))
\[
\pi(y^T, e_1^T, \ldots, e_{N-1}^T) = \frac{1}{\det(D \otimes I_m)} \pi((D \otimes I_m)^{-1}(y^T, e_1^T, \ldots, e_{N-1}^T))
\]
\[
= \frac{1}{K} \exp \left\{ -2 \left[ \sum_{i=1}^{N} f(y + e_i) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} J(||e_{it} - e_{jt}||) \right] / (\tau^2\gamma) \right\}.
\]
where \( \tilde{K} \) is a normalizing factor. The density of \( \mathcal{F} \) is calculated as

\[
\pi(\mathcal{F}) = \frac{1}{\tilde{K}} \int \exp \left\{ -2 \sum_{i=1}^{N} f(\mathcal{F} + e_i) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1,j \neq i}^{N} \alpha_{ij} J(||e_{i,t} - e_{j,t}||) / (\tau \gamma) \right\} \, de_1 \cdots de_{N-1}.
\]

Notice that \( e_N = - \sum_{i=1}^{N-1} e_i \) in the equation above. We rewrite the potential function \( J \) as a sum of two parts: \( J = J_a + J_r \), where \( \nabla_x J_a(||x||) = xg_a(||x||) = ax \), and \( \nabla_x J_r(||x||) = xg_r(||x||) \). Without loss of generality, we assume that \( J_a(||x||) = (1/2)a||x||^2 \). Then (refer to Godsil and Royle [8])

\[
\pi(\mathcal{F}) = \frac{1}{\tilde{K}} \int \exp \left\{ -2 \sum_{i=1}^{N} f(\mathcal{F} + e_i) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1,j \neq i}^{N} \alpha_{ij} \frac{a}{2} ||e_i - e_j||^2 + R / (\tau \gamma) \right\} \, de_1 \cdots de_{N-1}
\]

\[
= \frac{1}{\tilde{K}} \int \exp \left\{ -2 \sum_{i=1}^{N} f(\mathcal{F} + e_i) + \frac{a}{2} e^T (L \otimes I_m) e + R / (\tau \gamma) \right\} \, de_1 \cdots de_{N-1},
\]

where

\[
R = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1,j \neq i}^{N} \alpha_{ij} J_r(||e_{i,t} - e_{j,t}||).
\]

Let \( z_i = a^{-1/2} e_i, \forall i \).

\[
\int \exp \left\{ -2 \sum_{i=1}^{N} f(\mathcal{F} + e_i) + \frac{a}{2} e^T (L \otimes I_m) e + R / (\tau \gamma) \right\} \, de_1 \cdots de_{N-1}
\]

\[
= a^{-(N-1)/2} \int \exp \left\{ -2 \sum_{i=1}^{N} f(\mathcal{F}^{a^{-1/2}} + e_i) + \frac{1}{2} z^T (L \otimes I_m) z + \tilde{R} / (\tau \gamma) \right\} \, dz_1 \cdots dz_{N-1}.
\]

Here

\[
\tilde{R} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1,j \neq i}^{N} \alpha_{ij} J_r(a^{-1/2} ||z_{i,t} - z_{j,t}||).
\]

Given that graph \( G \) is connected, \( z^T (L \otimes I_m) z \geq \lambda_2 e^T e \) with \( \lambda_2 > 0 \). Then since \( f \) and \( J_r \) are continuous, we have

\[
\lim_{\gamma \to 0} \int \exp \left\{ -2 \sum_{i=1}^{N} f(\mathcal{F}^{a^{-1/2}} + e_i) + \frac{1}{2} z^T (L \otimes I_m) z + \tilde{R} / (\tau \gamma) \right\} \, dz_1 \cdots dz_{N-1}
\]

\[
= \int \exp \left\{ -2 N f(\mathcal{F}) + \frac{1}{2} z^T (L \otimes I_m) z + \tilde{R}_0 / (\tau \gamma) \right\} \, dz_1 \cdots dz_{N-1}
\]

\[
= \exp\{-2N f(\mathcal{F})/(\tau \gamma)\} \exp\{-2\tilde{R}_0/(\tau \gamma)\} \int \exp \left\{ z^T (L \otimes I_m) z / (\tau \gamma) \right\} \, dz_1 \cdots dz_{N-1},
\]

where

\[
\tilde{R}_0 = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1,j \neq i}^{N} \alpha_{ij} J_r(0) = \frac{1}{2} Tr(L) J_r(0).
\]
Therefore,

\[
\lim_{a \to \infty} \pi(y) = \lim_{a \to \infty} \frac{1}{K} \int \exp \left\{ -2 \sum_{i=1}^{N} f(y + e_i) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} J(||e_i, t - e_j, t||) \right\} \left( \frac{1}{(\tau^2 \tilde{\gamma})} \right) d_1 \cdots d_{N-1}
\]

\[
= \frac{\exp\left\{-2Nf(\overline{y})/(\tau^2 \tilde{\gamma})\right\} \exp\left\{-2\overline{R}_0/\tau^2\right\} \int \exp \left\{ \sum_{i=1}^{N} f(\overline{y}) \right\} \frac{1}{\tau^2 \tilde{\gamma}} \int \exp \left\{ \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} J(||e_i, t - e_j, t||) \right\} \left( \frac{1}{(\tau^2 \tilde{\gamma})} \right) d_1 \cdots d_{N-1} \}
\]

\[
= \left\{ \frac{\exp\left\{-2Nf(\overline{y})/(\tau^2 \tilde{\gamma})\right\} \exp\left\{-2\overline{R}_0/\tau^2\right\} \int \exp \left\{ \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \alpha_{ij} J(||e_i, t - e_j, t||) \right\} \left( \frac{1}{(\tau^2 \tilde{\gamma})} \right) d_1 \cdots d_{N-1} \}}{\int \exp \left\{ -2Nf(\overline{y})/(\sigma^2 \tilde{\Gamma}) \right\} \left( \frac{1}{(\tau^2 \tilde{\gamma})} \right) d\overline{y} \}
\]

This completes the proof.
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