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Abstract

This study proposes a generalized coordinates based smoothed particle hydrodynamics (GSPH) method with overset methods using a Total Lagrangian (TL) formulation for large deformation and crack propagation problems. In the proposed GSPH, the physical space is decomposed into multiple domains, each of which is mapped to a local coordinate space (generalized space) to avoid coordinate singularities as well as to flexibly change the spatial resolution. The smoothed particle hydrodynamics (SPH) particles are then non-uniformly, e.g., typically in the boundary-conforming way, distributed in the physical space while they are defined uniformly in each generalized space similarly to the normal SPH method, which are numerically related by a coordinate transformation matrix. By solving a governing equation in each generalized space, the shape and size of the SPH kernel can be spatially changed in the physical space so that a spatial resolution is adaptively varied a priori depending on the deformation characteristics, and thus, a low-cost calculation with the less number of particles is achieved in complex shape structures.
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1. Introduction

Crack propagation and impact problems are often encountered in engineering applications such as for predictions of fatigue crack growth on aircraft structures and impact damage between bird and aircraft known as a bird-strike event. Although predicting these phenomena is significant from a fail-safe design aspect, experimental evaluations of structure damage are generally costly in time and resource, which greatly motivates the use of numerical simulations in the present field. Traditional mesh-based numerical methods, such as a finite-element method (FEM) including the extended FEM (XFEM), effectively perform and have been widely adopted in these problems; meanwhile, the mesh-based methods often suffer from significant drawbacks in mesh generation for complex and largely deformed boundaries due to mesh distortion and entanglement. Smoothed particle hydrodynamics (SPH) is one of the well-established meshfree methods, which is able to overcome those drawbacks in the mesh-based methods.

The SPH has been originally developed by Gingold and Monagan [1] and Lucy [2] for astrophysics, which has been later extended to free-surface-flow problems by Monaghan [3] and large strain solid mechanics including a crack propagation and impact problems [4, 5, 6]. The other meshfree methods such as element-free Galerkin methods [7, 8], meshless local Petrov-Galerkin method [9], moving least squares methods, and material point method [10] are also seen in recent studies, wherein the reproducing kernel particle method can be particularly mentioned here, which adds a correction function in the kernel representation and improves an accuracy and efficiency especially for impact and large deformation problems [11]. Among them, the SPH is the basis of many other meshless methods as above and has been continuously
developed in many practical engineering problems. The original SPH left a few shortcomings in its formulation, e.g., inconsistency [12, 13], tensile instability [14], and rank deficiency [15]. The inconsistency stands for the issue in consistency even in zero order approximation with arbitrary distribution of particles. This issue has been resolved by so-called the corrected SPH (CSPH) [12, 13], which achieves a first-order consistency in the particle approximation and ensures the conservation of linear and angular momentum in the governing equations. Another critical shortcoming was the tensile instability often encountered in solid mechanics problems, of which the root has been identified as the SPH formulation in the deformed current configuration, i.e., an updated-Lagrangian formulation [14]. After a number of solutions to the tensile instability [16, 17, 12, 18], a total-Lagrangian SPH (TLSPH) [13, 19] has been proposed so that the governing equation including the kernel function are formulated in the total-Lagrangian framework. Based on those backgrounds, this study will focus on the TLSPH to solve solid-mechanics problems including large deformation and crack propagation with a view to application of our techniques described later to the other meshless methods.

In standard applications of SPH to solid mechanics, particles are initially aligned uniformly so that the interaction between any two particles can be well controlled by the kernel function that has an isotropic shape in the physical space. Meanwhile, it is often beneficial to locally control the resolution for reducing the computational cost particularly when considering a complex geometry and crack propagation problems. Such non-uniform resolution methods have been extensively developed in fluid problems, wherein an adaptive particle refinement technique, i.e., particle splitting and merging based on refinement criteria, has been a main stream. For instance, Feldman and Bonet [20] presented a particle splitting method for adaptive refinement in dynamic fluid problems and investigated numerical errors; Vacondio et al. [21]
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introduced a variable-resolution technique by splitting a parent particle into child particles and vice versa for refinement and coarsening, respectively. Subsequently, a number of adaptive particle methods have been proposed on controlling the resolution in fluid problems [22, 23, 24, 25, 26]. However, those techniques often encounter a problem in conservation of mass [22] and generally require a cumbersome implementation with respect to a parallel computation. In solid mechanics, the particle distribution is not drastically changing in time unlike fluid problems, and thus, the static refinement [27] can be primarily considered, wherein the refinement zone with particle splitting is static and defined beforehand depending on the physical properties of computational targets [20, 21, 22, 24]. Such a static refinement with particle splitting is effective if the physical properties requiring a high resolution are preinformed; nevertheless, the particle splitting technique still requires some empirical criteria for changing the resolution and often leads to a complicated implementation.

Yashiro and Okabe [28] proposed SPH in generalized coordinate systems, i.e., generalized SPH (GSPH). In the GSPH, particles are nonuniformly, typically in the boundary-conforming way, distributed in the physical space, wherein the governing equation is formulated in the generalized space so that the particles are uniformly distributed in the generalized space and solvable using a standard SPH with coordinate transformation matrix. It is noteworthy that in the GSPH, the governing equations in the generalized space are derived using a tensor analysis, which makes the coordinate transformation applicable to many terms with high-order derivatives frequently required in the solid mechanics. They demonstrated quasi-static three-point bending of a thin plate and a high-velocity impact problem, where the intervals between particles are varied in the thickness and in-plane directions, thereby leading to a more efficient simulation compared to the standard SPH.

Although the governing equations are formulated in the generalized space,
their demonstration was limited to non-curved geometries, and thus, the application of the GSPH to curved geometries has not yet been attempted in solid problems. Note that in fluid problems, the similar method has been proposed by Tavakkol et al. [29] as a curvilinear SPH with the coordinate transformation using the Chain-rule relation between the Cartesian and curvilinear coordinates. Meanwhile, the use of such coordinate transformations often encounters a coordinate singularity issue: for instance, the center axis of the cylindrical coordinate cannot be uniquely defined in the generalized space, which is often useful in solid problems such as the cylinder bending and Taylor impact problems.

This study aims at extending the original GSPH to more complex geometries including curved boundaries, wherein the tensor-analysis-based coordinate transformation [28] are reformulated based on the TLSPH in the solid mechanics. Furthermore, to overcome a drawback in the coordinate singularity as above and provide a more flexible refinement configuration, we propose the GSPH augmented by an overset method. The GSPH with such coordinate transformations is inspired from the isoparametric analysis in the FEM in solid mechanics community, and thus, it is possible to utilize well-established knowledge on meshing strategies in the FEM community, which can be more advantageous than other refinement methods in SPH.

2. Methodologies

First, the coordinate transformation between the physical and generalized spaces is introduced based on the tensor analysis [30, 31], with which the governing equations in the physical space are transformed to those in the generalized space. Second, the SPH approximation is described with its kernel representation and discretization using a particle approximation. Then, an overset method is introduced to augment the present GSPH. Finally, the governing equations in the TL formulation are described with the algorithm
of the present methodology.

2.1. Coordinate transformation

The physical coordinate system is defined as \((\tilde{x}_1, \tilde{x}_2, \tilde{x}_3) (= (\tilde{x}^1, \tilde{x}^2, \tilde{x}^3))\) with the basis of \(\{\tilde{e}_1, \tilde{e}_2, \tilde{e}_3\}\) (or \(\{\tilde{e}^1, \tilde{e}^2, \tilde{e}^3\}\)). The generalized coordinate system is defined as \((\theta^1, \theta^2, \theta^3)\) (or \((\theta_1, \theta_2, \theta_3)\)) with the basis of \(\{g_1, g_2, g_3\}\) (or \(\{g^1, g^2, g^3\}\)). The definition of covariant and contravariant basis \(g_i\) and \(g^i\) are

\[
g_i = \frac{\partial \tilde{x}_\alpha}{\partial \theta^i} \tilde{e}_\alpha, \quad g^i = \frac{\partial \theta^i}{\partial \tilde{x}_\alpha} \tilde{e}_\alpha, \tag{1}
\]

where \(\{\alpha, \beta, \gamma, \ldots\}\) and \(\{i, j, k, \ldots\}\) are varied as \(\{1, 2, 3\}\) and will be used for the physical and generalized coordinate system, respectively. Hereinafter, the Einstein summation convention is used for those indices. Note that the physical space is represented by the Cartesian coordinate system, and thus, the subindices \(\{\alpha, \beta, \gamma, \ldots\}\) represent either covariant or contravariant component, which are the same. The Cartesian basis can be written as

\[
\tilde{e}_\alpha = \frac{\partial \theta^i}{\partial \tilde{x}_\alpha} g_i = \tilde{e}^\alpha = \frac{\partial \tilde{x}_\alpha}{\partial \theta^i} g^i. \tag{2}
\]

We are interested in the coordinate transformation for derivatives of arbitrary physical quantities (scalar, vector, and tensor) between the Cartesian and generalized coordinate systems while keeping the Cartesian component to be differentiated. According to the notations above, an arbitrary vector \(\phi\) is written in each coordinate system as follows:

\[
\phi = \tilde{\phi}_\alpha \tilde{e}_\alpha = \phi^i g_i = \phi_i g^i, \tag{3}
\]

\[
\phi = \phi^{\alpha} \tilde{e}^\alpha = \phi_i g^i. \tag{4}
\]
Let us consider the coordinate transformation for covariant derivative of an arbitrary vector \( \phi \otimes \nabla \) as follows:

\[
\phi \otimes \nabla := \Big( \tilde{\phi}_\alpha \tilde{e}_\alpha \Big) \otimes \Big( \tilde{e}_\beta \frac{\partial}{\partial \tilde{x}_\beta} \Big) = \Big( \tilde{\phi}_\alpha \tilde{e}_\alpha \Big) \otimes \Big( \frac{\partial \tilde{x}_\beta}{\partial \theta^i} \tilde{g}^i \frac{\partial}{\partial \tilde{x}_\beta} \Big) \tag{5}
\]

\[
= \frac{\partial \tilde{x}_\beta}{\partial \theta^i} \frac{\partial \tilde{\phi}_\alpha}{\partial \tilde{x}_\beta} \Big( \tilde{e}_\alpha \otimes \tilde{g}^i \Big) = \frac{\partial \tilde{\phi}_\alpha}{\partial \theta^i} \Big( \tilde{e}_\alpha \otimes \frac{\partial \theta^i}{\partial \tilde{x}_\gamma} \tilde{e}_\gamma \Big)
\]

\[
= \frac{\partial \theta^i}{\partial \tilde{x}_\gamma} \frac{\partial \tilde{\phi}_\alpha}{\partial \tilde{x}_\beta} \Big( \tilde{e}_\alpha \otimes \tilde{e}_\gamma \Big), \tag{6}
\]

where the differential operator is expressed with the generalized basis while keeping the Cartesian component for the differentiated vector. The coordinate transformation of \( \nabla \cdot \phi \) follows:

\[
\nabla \cdot \phi := \Big( \tilde{e}_\alpha \frac{\partial}{\partial \tilde{x}_\alpha} \Big) \cdot \Big( \tilde{\phi}_\beta \tilde{e}_\beta \Big) = \Big( \tilde{g}^i \frac{\partial \tilde{x}_\alpha}{\partial \theta^i} \frac{\partial}{\partial \tilde{x}_\alpha} \Big) \cdot \Big( \tilde{\phi}_\beta \tilde{e}_\beta \Big) \tag{7}
\]

\[
= \frac{\partial \tilde{x}_\alpha}{\partial \theta^i} \frac{\partial \tilde{\phi}_\beta}{\partial \tilde{x}_\alpha} \Big( \tilde{g}^i \cdot \tilde{e}_\beta \Big) = \frac{\partial \tilde{\phi}_\alpha}{\partial \theta^i} \frac{\partial \tilde{\phi}_\beta}{\partial \tilde{x}_\gamma} \Big( \tilde{g}^i \cdot \tilde{e}_\beta \Big) = \frac{\partial \tilde{\phi}_\alpha}{\partial \theta^i} \frac{\partial \tilde{\phi}_\beta}{\partial \tilde{x}_\gamma} \Big( \tilde{g}^i \cdot \tilde{e}_\beta \Big) = \frac{\partial \tilde{\phi}_\alpha}{\partial \theta^i} \frac{\partial \tilde{\phi}_\beta}{\partial \tilde{x}_\gamma} \Big( \tilde{g}^i \cdot \tilde{e}_\beta \Big)
\]

The gradient vector of a scalar \( \nabla \phi \) is transformed as follows:

\[
\nabla \phi := \Big( \tilde{e}_\alpha \frac{\partial}{\partial \tilde{x}_\alpha} \Big) \phi = \Big( \tilde{g}^i \frac{\partial \tilde{x}_\alpha}{\partial \theta^i} \frac{\partial}{\partial \tilde{x}_\alpha} \Big) \phi = \Big( \tilde{g}^i \frac{\partial}{\partial \theta^i} \Big) \phi = \frac{\partial \phi}{\partial \theta^i} \tilde{g}^i = \frac{\partial \phi}{\partial \theta^i} \tilde{x}_\alpha \tilde{e}_\alpha. \tag{8}
\]
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Similarly, an arbitrary tensor $\Psi$ is written in each coordinate system as follows:

$$\Psi = \tilde{\Psi}_{\alpha\beta} \tilde{e}_\alpha \otimes \tilde{e}_\beta$$

(9)

$$\Psi_{ij} g^i \otimes g^j = \Psi^{ij} g_i \otimes g_j.$$  

(10)

Therefore, the coordinate transformation of $\nabla \cdot \Psi$ and $\Psi \cdot \nabla$ follows:

$$\nabla \cdot \Psi := \left( \tilde{\Psi}_{\beta\gamma} \tilde{e}_\beta \otimes \tilde{e}_\gamma \right) \cdot \left( \tilde{e}_\alpha \frac{\partial}{\partial \tilde{x}_\alpha} \right) = \left( \tilde{\Psi}_{\beta\gamma} \tilde{e}_\beta \otimes \tilde{e}_\gamma \right) \cdot \left( g^i \frac{\partial}{\partial \theta^i} \right) \quad \text{Cartesian basis}$$

(11)

$$\Psi \cdot \nabla := \left( \tilde{\Psi}_{\beta\gamma} \tilde{e}_\beta \otimes \tilde{e}_\gamma \right) \cdot \left( \tilde{e}_\alpha \frac{\partial}{\partial \tilde{x}_\alpha} \right) = \left( \tilde{\Psi}_{\beta\gamma} \tilde{e}_\beta \otimes \tilde{e}_\gamma \right) \cdot \left( g^i \frac{\partial}{\partial \theta^i} \right) \quad \text{Cartesian basis}$$

(12)

Finally, an inner product of two tensor products given by arbitrary vectors $a$, $b$, $c$, and $d$ is defined as follows:

$$ (a \otimes b) : (c \otimes d) := (a \cdot c)(b \cdot d). $$

(13)
Therefore, an inner product of arbitrary tensor products, $\mathbf{A} : \mathbf{B}$, is calculated as:

$$\mathbf{A} : \mathbf{B} = \left( \tilde{A}_{\alpha\beta}(\tilde{e}_\alpha \otimes \tilde{e}_\beta) \right) : \left( \tilde{B}_{\gamma\delta}(\tilde{e}_\gamma \otimes \tilde{e}_\delta) \right) = \tilde{A}_{\alpha\beta} \tilde{B}_{\gamma\delta} \delta_{\alpha\gamma} \delta_{\beta\delta} = \tilde{A}_{\alpha\beta} \tilde{B}_{\alpha\beta}. \quad (14)$$

As such, all the derivatives of vectors and tensors in Eqs. (6)-(14) are represented by derivatives of the Cartesian component with respect to the generalized coordinate system. This enables us to avoid the Christoffel symbol which often becomes a burden on formulation and computation due to its complexity and high computational cost. For example, the gradient of a scalar given in Eq. (8) performs as follows: first, the coordinate transformation matrix, $\partial \theta^i / \partial \tilde{x}_\alpha$, are computed; second, the derivative of the scalar in generalized coordinate system, $\partial \phi / \partial \theta^i$, is computed by the SPH approximation in the next section; finally, both of the terms above are multiplied, which gives the derivative of a scalar in the physical space. The present formulation ensures that the number of particles inside each support is sufficient as long as the generalized coordinate system is defined so that the shape of each support region is appropriately deformed in the physical space. We will describe procedures and guidelines to define the generalized coordinate system later on. It should be noted that the present transformation eventually corresponds to a Chain-rule transformation of the Cartesian component, which has been generally adopted as the body-fitted coordinate system in the mesh-based schemes for computational fluid dynamics [32, 33] and also as the isoparametric formulation in the finite element analysis. Nevertheless, the transformation above are purely derived from the definitions of covariant and contravariant basis instead of relying on only the Chain-rule transformation, which focuses merely on components and ignores the existence of basis, and thus, the present formulation revisits and provides a rigorous derivation.
in terms of vector and tensor analyses. Such a tensor-analysis-based coordinate transformation has been adopted as the generalized coordinate SPH for solid dynamics in Yashiro and Okabe [28] without curved coordinates. This study provides a straightforward extension of the tensor-analysis-based generalized SPH by Yashiro and Okabe [28] to the curved coordinates in solid dynamics. Furthermore, the proposed tensor-analysis-based generalized SPH is augmented by an overset methodology to introduce a local coordinate and deal with singularities.

2.2. SPH approximation

Based on a set of the physical and generalized coordinates defined in the previous subsection, an arbitrary location $\mathbf{x} = (\tilde{x}_1, \tilde{x}_2, \tilde{x}_3)$ in the physical space can be mapped to the generalized space as $\mathbf{\theta} = (\theta^1(\mathbf{x}), \theta^2(\mathbf{x}), \theta^3(\mathbf{x}))$. The GSPH performs a particle approximation in the generalized space, and thus, a physical quantity $f$ at an arbitrary point $\mathbf{\theta}$ in the computational domain $\Omega$ can be represented as:

$$f(\mathbf{\theta}) = \int_{\Omega} f(\mathbf{\theta}') W(\mathbf{\theta} - \mathbf{\theta}', h) d\mathbf{\theta}' ,$$  \hspace{1cm} (15)

where a smoothing parameter $h$ represents a radius of a radially symmetric compact support. $W$ is so-called the kernel function, and a cubic B spline function is adopted in this study as follows:

$$W(\mathbf{\theta} - \mathbf{\theta}', h) = \alpha_D \begin{cases} 1 - \frac{3}{2} q^2 + \frac{3}{4} q^3 & \text{if } 0 \leq q < 1 \\ \frac{1}{4} (2 - q)^3 & \text{if } 1 \leq q < 2 \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (16)

where $\alpha_D = 1/(\pi h^3)$ and $q = |\mathbf{\theta} - \mathbf{\theta}'|/h$.

Suppose that $N$ particles exist in the compact support of the kernel function around the particle $a$ at $\mathbf{\theta} = \mathbf{\theta}_a$, Eq. (15) for the particle $a$ is approxi-
f(\theta_a) \approx \sum_{b=1}^{N} \frac{m_b}{\rho_b} f(\theta_b) W_{ab}, \quad (17)

where \( W_{ab} = W(\theta_a - \theta_b, h) \), and \( m_b \) and \( \rho_b \) represent the mass and density of the particle \( b \), respectively. In the rest of this paper, the subindices \( a \) and \( b \) represent values of the particle \( a \) and \( b \), with which the Einstein summation convention is not taken. The derivative of \( f \) in the \( \theta^i \) direction at the particle \( a \) can be approximated in two forms as follows:

\[
\left( \frac{\partial f(\theta)}{\partial \theta^i} \right)_a \approx \frac{1}{\rho_a} \sum_{b=1}^{N} m_b \left\{ \frac{f(\theta_a)}{\rho_a^2} + \frac{f(\theta_b)}{\rho_b^2} \right\} \frac{\partial W_{ab}}{\partial \theta^i_a},
\]

\[
\left( \frac{\partial f(\theta)}{\partial \theta^i} \right)_a \approx \frac{1}{\rho_a} \sum_{b=1}^{N} m_b \left\{ f(\theta_a) - f(\theta_b) \right\} \frac{\partial W_{ab}}{\partial \theta^i_a}. \quad (18)
\]

Furthermore, the present study adopts the CSPM [34] to improve the consistency of particle approximation near the boundary to avoid inconsistent representation of the spatial derivatives due to a truncation of the kernel function at the boundary.

2.3. Total Lagrangian GSPH

2.3.1. Discretization of governing equations

In the total Lagrangian framework, the current position of a material point is written as \( \mathbf{x} = x_\alpha \hat{e}_\alpha \), and the reference position of the same point is expressed as \( \mathbf{X} = X_\alpha \hat{e}_\alpha \), where \( \alpha = \{1,2,3\} \) stands for the index of the physical coordinate. \( (x_1, x_2, x_3) \) and \( (X_1, X_2, X_3) \) represent the physical coordinate of the material point in the current and reference position, respec-
tively. The deformation gradient $F$ and its rate $\dot{F}$ are defined as follows:

$$F = \frac{\partial x}{\partial X} = \frac{\partial x_\alpha}{\partial \theta^i} \frac{\partial \theta^i}{\partial X_\beta} \tilde{e}_\alpha \otimes \tilde{e}_\beta,$$

(20)

$$\dot{F} = \frac{\partial v}{\partial X} = \frac{\partial v_\alpha}{\partial \theta^i} \frac{\partial \theta^i}{\partial X_\beta} \tilde{e}_\alpha \otimes \tilde{e}_\beta,$$

(21)

(22)

(23)

The governing equations are established on the reference configuration, which are written as:

$$\rho = J^{-1} \rho_0,$$

(24)

$$\frac{dv}{dt} = \frac{1}{\rho_0} \nabla_0 \cdot P,$$

(25)

$$= \frac{1}{\rho_0} \frac{\partial P_{\alpha\beta}}{\partial \theta^i} \frac{\partial \theta^i}{\partial X_\alpha} \tilde{e}_\beta,$$

(26)

where $\rho$ and $v$ are the density and velocity, respectively, and the subscript 0 denotes the values on the reference configuration. $J = \det|F|$ represents the determinant of the deformation gradient $F$. $P$ is the first Piola Kirchhoff stress tensor defined as:

$$P = P_{\alpha\beta} \tilde{e}_\alpha \otimes \tilde{e}_\beta = J F^{-1} \cdot \sigma,$$

(27)

where $\sigma$ is the Cauchy tensor, which will be represented later in Eq. (38). In the GSPH, the governing equations are Eqs. (24) and (26), where the stress tensor is expressed in the physical coordinate of the reference configuration $X_\alpha$ while the spatial derivatives are taken with respect to the generalized coordinate $\theta^i$.

Based on the SPH approximation, a semi-discrete form of the governing
equations Eqs. (24) and (26) in the GSPH at the particle \(a\) are as follows:

\[
\rho_a = J_a^{-1} \rho_{0;a}; \tag{28}
\]

\[
\frac{d\mathbf{v}_a}{dt} = \rho_{0;a} \left\{ \sum_{b=1}^{N} m_{0;b} \left( \frac{P_{\alpha\beta;a}}{\rho_{0;a}^2} + \frac{P_{\alpha\beta;b}}{\rho_{0;b}^2} - \Pi_{ab;\alpha\beta} \right) \frac{\partial W_{ab}}{\partial \theta_i} \right\} \left( \frac{\partial \theta^i}{\partial X_\alpha} \right) \mathbf{e}_\beta. \tag{29}
\]

\(\Pi_{ab;\alpha\beta}\) represents the \(\alpha\beta\) components of the artificial viscosity in the physical space as follows

\[
\Pi_{ab;\alpha\beta} = J(F^{-1})_{\alpha\beta} \pi_{ab}, \tag{30}
\]

\[
\pi_{ab} = \begin{cases} 
-\beta_1 \bar{c}_{ab} \phi_{ab} + \beta_2 \bar{\varphi}_{ab}^2 & \text{if } \mathbf{v}_{ab} \cdot \mathbf{x}_{ab} < 0 \\
0 & \text{if } \mathbf{v}_{ab} \cdot \mathbf{x}_{ab} \geq 0,
\end{cases} \tag{31}
\]

with the definitions of

\[
\phi_{ab} = \frac{h_{ab}(\mathbf{v} \cdot \mathbf{x}_{ab})}{(|\mathbf{x}_{ab}|^2 + \varphi^2)}, \quad \varphi = 0.01 h^2, \quad \bar{c}_{ab} = 0.5 (c_a + c_b), \tag{32}
\]

\[
\bar{\varphi}_{ab} = 0.5 (\rho_a + \rho_b), \quad h_{ab} = 0.5 (h_a + h_b), \quad \mathbf{v}_{ab} = \mathbf{v}_a - \mathbf{v}_b, \tag{33}
\]

\[
\mathbf{x}_{ab} = \mathbf{x}_a - \mathbf{x}_b, \tag{34}
\]

where \(c_a\) is the speed of sound at the particle \(a\). The SPH approximations of the deformation gradient \(\mathbf{F}\) and its rate \(\dot{\mathbf{F}}\) at the particle \(a\) are

\[
\mathbf{F} = \left\{ \frac{1}{\rho_{0;a}} \sum_{b=1}^{N} m_{0;b} (x_{\alpha;a} - x_{\alpha;b}) \frac{\partial W_{ab}}{\partial \theta_i} \right\} \left( \frac{\partial \theta^i}{\partial X_\alpha} \right) \mathbf{e}_\alpha \otimes \mathbf{e}_\beta, \tag{35}
\]

\[
\dot{\mathbf{F}} = \left\{ \frac{1}{\rho_{0;a}} \sum_{b=1}^{N} m_{0;b} (v_{\alpha;a} - v_{\alpha;b}) \frac{\partial W_{ab}}{\partial \theta_i} \right\} \left( \frac{\partial \theta^i}{\partial X_\alpha} \right) \mathbf{e}_\alpha \otimes \mathbf{e}_\beta. \tag{36}
\]

Equations (29), (35), and (36) contain \(\partial \theta^i/\partial X_\alpha\) for the coordinate transformation between the physical and the generalized coordinates of the reference
frame. The coordinate transformation matrix at the particle $a$ is computed as

$$
\left( \frac{\partial X_\alpha}{\partial \theta^i} \right)_a = \left\{ \sum_{b=1}^{N} m_{0:b} (X_{\alpha;b} - X_{\alpha;a}) \frac{\partial W_{ab}}{\partial \theta^i} \right\}.
$$

(37)

$\theta^i / \partial X_\alpha$ at the particle $a$ can be computed as the inverse of the coordinate transformation matrix given by Eq. (37).

2.3.2. Constitutive equations

The Jaumann stress rate is used in the present study as follows:

$$
\dot{\sigma} = \sigma^V + \sigma \cdot W^T + W \cdot \sigma,
$$

(38)

where $W$ is the spin tensor defined as:

$$
W = \frac{1}{2} (L - L^T),
$$

(39)

$$
L = \frac{\partial v}{\partial x} = \frac{\partial v}{\partial X} \frac{\partial X}{\partial x} = \dot{F}F^{-1}.
$$

(40)

2.3.3. Rankine criterion

This study demonstrates three-dimensional crack propagation problems, where the Rankine criterion is used to deal with the brittle crack propagation [35]. The interaction factor $f_{ab}$ based on the damage index $D_{ab}$ is defined to characterize the interaction state of particle $a$ and $b$ as

$$
f_{ab} = 1 - D_{ab}.
$$

(41)
The damage evolution [35] is based on the following criterion:

\[
D_{ab} = \begin{cases} 
1 & \text{if } \frac{(r_{ab})_t - (r_{ab})_0}{(r_{ab})_0} \geq \varepsilon_{\text{max}} \\
0 & \text{otherwise},
\end{cases}
\]  \hspace{1cm} (42)

where \(\varepsilon\) is chosen to be 0.03; \((r_{ab})_t\) and \((r_{ab})_0\) are the distances between particles \(a\) and \(b\) at the current and reference configurations, respectively. In the beginning of the simulation, there is no damage in the model, i.e., \(D_{ab} = 0\) and \(f_{ab} = 1\), for all of the interaction pairs. When damage initiates, i.e., \(D_{ab} = 1\) and \(f_{ab} = 0\), the interaction between particles \(a\) and \(b\) is removed, and a crack surface is generated implicitly. This criterion models a brittle failure if the distance between two particles is greater than a threshold.

2.3.4. Thermo-visco-plastic behavior

In this study, Johnson-Cook model is utilized to consider plastic hardening, rate dependency, and thermal softening [36]. The yield stress \(\sigma_y\) is expressed as

\[
\sigma_y = (A + B\varepsilon_{pl}^n)(1 + C\log\varepsilon_{\text{pl}}^*)(1 - T^{*m}),
\]  \hspace{1cm} (43)

where \(A\) is an initial yield stress of the material; \(B, C, m,\) and \(n\) are the hardening parameters. \(\varepsilon_{pl}^n\) is a dimensionless effective plastic strain, and \(\dot{\varepsilon}_{pl}^*\) is defined as

\[
\dot{\varepsilon}_{pl}^* = \frac{\varepsilon_{pl}}{\varepsilon_0},
\]  \hspace{1cm} (44)

where \(\varepsilon_{pl}\) and \(\varepsilon_0\) are the effective plastic strain rate and reference strain rate, respectively. Nondimensional temperature is defined as

\[
T^{*} = \frac{T - T_r}{T_m - T_r},
\]  \hspace{1cm} (45)
where $T$, $T_r$, and $T_m$ are the current, room, and melting temperature of the material, respectively. The increase of temperature is caused by a plastic work as follows:

$$
\Delta T = \chi \frac{\Delta w_p}{\rho C_p},
$$

(46)

where $\Delta w_p$, $\rho$, $C_p$, and $\chi$ are increment of a plastic work, density, specific heat capacity, and empirical constant $\chi = 0.9$.

The Von Mises yield criterion $y_f = \sqrt{3J_2} - \sigma_y$ is adopted to determine if the stress state beyond the yield surface, where $J_2 = S : S/2$ is a second invariant of deviatoric stress tensor $S$. The Wilkins criterion $S_n = c_fS$ is used for a return mapping when the trial elastic stress state exceeds the yield surface, where $c_f = \min(\sigma_y/\sqrt{3J_2}, 1)$, and $S$ is the corrected deviatoric stress tensor. Finally, the following equations are used to compute the increment of plastic strain, the increment of effective plastic strain, and the accumulated plastic work density [36] as follows:

$$
\Delta \varepsilon_{pl} = \frac{1 - c_f}{2G} S,
$$

(47)

$$
\Delta \bar{\varepsilon}_{pl} = \sqrt{\Delta \varepsilon_{pl}} : \varepsilon_{pl} = \frac{1 - c_f}{3G} \sqrt{\frac{3}{2} S : S},
$$

(48)

$$
\Delta w_p = \varepsilon_{pl} : S_n.
$$

(49)

2.3.5. Damage model

A correct damage model will be employed to deal with a fracture in steel-plate penetration problems in this study. The Johnson-Cook model coupled with a damage model is adopted with the modified yield stress [37] as follows:

$$
\sigma_y = (1 - D)(A + Br^n)(1 + C \log \dot{r}^*)(1 - T^{*m}),
$$

(50)
in which \( r \) is the damage accumulated plastic strain given as \( \dot{r} = (1 - D) \dot{\varepsilon}_{pl} \). D is determined by the Johnson-Cook criterion as

\[
D = \sum \frac{\Delta \varepsilon_{pl}}{\varepsilon_f},
\]

(51)

where \( \Delta \varepsilon_{pl} \) and \( \varepsilon_f \) are the incremental effective plastic and fracture strain, respectively. \( \varepsilon_f \) is calculated as follows:

\[
\varepsilon_f = \left[ D_1 + D_2 \exp(D_3 \sigma^*) \right] \left[ 1 + \frac{\varepsilon_{pl}^*}{\sigma^*} \right] D_4 \left[ 1 + D_5 T^* \right],
\]

(52)

where \( \sigma^* = \sigma_m / \sigma_{eq} \) is a stress tri-axiality ratio, and \( \sigma_m \) is a mean stress. \( D_i (i = 1, \ldots, 5) \) are material constants as \( D_1 = 0.0705, D_2 = 1.732, D_3 = -0.54, D_4 = -0.015, \) and \( D_5 = 0.0 \).

2.4. Overset method

Based on the coordinate transformation between the physical and generalized spaces, the GSPH is able to deal with nonuniform particle distributions while keeping the standard SPH discretization in the generalized space for uniform particle distributions. However, such a coordinate transformation often suffers from coordinate singularities, e.g., singularity on an axis of the cylindrical coordinate, which limits the applicability of the GSPH to further complex geometries. We propose the GSPH with an overset method to overcome this issue. The schematic of the overset method is illustrated in Fig. 1. Let us consider a two-dimensional quarter cylinder as an example. If the cylindrical coordinate is adopted as a generalized coordinate in the entire domain, the particles in the vicinity of the origin \( (x, y) = (0.0, 0.0) \) shows a highly-dense distribution, and the particle at the origin of the physical space cannot be uniquely mapped to the generalized space. Therefore, in Fig. 1, the computational domain is decomposed into two subdomains of inner and outer parts of the cylinder, where the red and blue particles are mapped to
the generalized space 1 and 2, respectively. The cylindrical coordinate is adopted to the blue particles, which are defined as the rectangular domain in the generalized space 2. Meanwhile, the distribution of the red particles are the same between the physical and generalized space 1, and thus, the coordinate singularity is removed at the origin \((x, y) = (0, 0, 0)\). The calculations of Eq. (29) at red and blue particles are carried out in each generalized space with the corresponding coordinate transformation matrix. For the communication between two generalized spaces, transient particles are defined in the green dashed line, which are mapped to both of the generalized spaces 1 and 2. If the interaction pair which is identified as \(a\) and \(b\) of Eqs. (29) and (37) includes red particles, the kernel is defined in the generalized space 1. In this study, it is assumed that the generalized space 1 is more comprehensive in that the particles related to the generalized space 2 (cylindrical coordinate) can be also mapped to the generalized space 1, but not vice versa.

Finally, black solid lines in Fig. 1 indicates examples of influence domain, which is also called a kernel shape in this study, in the physical and generalized spaces. The influence domain is defined as a circle around a particle in the generalized space for this two-dimensional example. The shape of the influence domain in the generalized space 2 is deformed according to the distribution of the blue particles in the physical space. Meanwhile, the shape of the influence domain is kept as a circle in the physical space for the red particles as the generalized space 1 is the same as the physical space in this example. As such, the shape of the influence domain can be varied so that the resolution of the particles adaptively and efficiently changes depending on the shape of the geometry and associated particle distributions.

\(^1\)Some of the red particles are defined as transient particles and are mapped to the generalized space 2 as well, which will be explained shortly.
Figure 1: Schematic of particle distributions in the GSPH with a overset method
2.5. Algorithm

As a summary, Algorithm 1 shows the computational process of the GSPH in the TL formulation with an overset method. The velocity-verlet [38, 39] method is adopted for the time integration in this study. In the Algorithm 1, the subscripts \( t \), \( t + \Delta t \), and \( t + \Delta t/2 \) indicate the time of each quantity.

3. Conclusions

This study has proposed the GSPH using an overset method and the TL formulation in solid mechanics, in which the coordinate transformation technique between the physical and generalized (local coordinate) spaces is utilized to control a spatial resolution and reduce the number of SPH particles. The main conclusions are summarized as follows.

1. The proposed GSPH allows non-uniform particle distributions in the physical space to locally vary the spatial resolution, while the governing equations are solved in the generalized space with uniform particle distributions. The coordinate transformation representation has been extended from the original GSPH [28] to curved coordinates using tensor analysis techniques. Furthermore, this is for the first time to generally represent the vector and tensor formulations with their gradients in the SPH discretization on curved coordinate systems, which is useful to implement higher-order tensors in more general solid-mechanics problems.

2. The proposed GSPH is augmented by the overset method, wherein the computational domain is decomposed into multiple subdomains with local coordinates. The overset method enables us to control the spatial resolution more flexibly: for example, a non-contact zone in ballistic penetration of steel plates problem can contain the less number of
Algorithm 1 GSPH in the TL formulation with an overset method

1: Define initial conditions including a particle distribution $X$ and $\theta$ in the physical and generalized spaces, respectively;
2: if the number of generalized spaces $\geq 2$ then
3: Define transient particles with two neighbouring generalized coordinates;
4: end if
5: Find interaction particles in the influence domain and calculate the derivative of the kernel function $\partial W/\partial \theta^i$ in each generalized space;
6: Calculate the coordinate transformation matrix between the physical and generalized coordinates and store $\partial \theta^i/\partial X_\alpha$;
7: for $n = 1$ to $n_{\text{end}}$ do
8: Define the timing to be updated as $t + \Delta t = n \Delta t$
9: Calculate velocity at $t + \Delta t/2$ as $v_{t+\Delta t/2} = v_t + \dot{v}_t \Delta t/2$;
10: Update the current position of particles at $t + \Delta t$ as $x_{t+\Delta t} = x_t + v_{t+\Delta t/2} \Delta t$;
11: Calculate the deformation gradient $F$ at $t + \Delta t$;
12: Update the Cauchy stress $\sigma$ and the first Piola Kirchhoff stress $P = JF^{-1} \cdot \sigma$ at $t + \Delta t$;
13: Calculate the acceleration $\ddot{u}_{t+\Delta t}$ of particles at $t + \Delta t$;
14: Calculate the velocity of particles at $t + \Delta t$ as $v_{t+\Delta t} = v_{t+\Delta t/2} + \ddot{v}_{t+\Delta t} \Delta t/2$;
15: Output the field variables at $t + \Delta t$.
16: end for

particles compared to that in the contact zone. Furthermore, coordinate singularities, which is inevitable in the cylindrical or spherical coordinate system, can be avoided by combining the singularity-free coordinate system in the overset framework.
3 To alleviate the tensile instability, the TL formulations have been implemented for the finite deformation problems, which is for the first time in the SPH formulation with coordinate transformation techniques.

5 The proposed GSPH discretizes the governing equations in the generalized space, where the SPH particles are uniformly distributed as in the standard SPH. Therefore, the GSPH code can be developed from existent SPH codes without a cumbersome process by implementing the coordinate transformation matrix between the physical and generalized spaces.

This is for the first time to formulate the SPH in the generalized coordinate system with the TL framework as well as with the overset configuration in solid mechanics, which enables a more flexible static resolution control and stable simulations. Several challenging numerical tests are now being performed and have already provide positive results, which will be updated in the manuscript later.
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