Digital confocal microscopy through a multimode fiber
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Abstract: Acquiring high-contrast optical images deep inside biological tissues is still a challenging problem. Confocal microscopy is an important tool for biomedical imaging since it improves image quality by rejecting background signals. However, it suffers from low sensitivity in deep tissues due to light scattering. Recently, multimode fibers have provided a new paradigm for minimally invasive endoscopic imaging by controlling light propagation through them. Here we introduce a combined imaging technique where confocal images are acquired through a multimode fiber. We achieve this by digitally engineering the excitation wavefront and then applying a virtual digital pinhole on the collected signal. In this way, we are able to acquire images through the fiber with significantly increased contrast. With a fiber of numerical aperture 0.22, we achieve a lateral resolution of 1.5µm, and an axial resolution of 12.7µm. The point-scanning rate is currently limited by our spatial light modulator (20Hz).
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1. Introduction

1.1 Fiber-based confocal endoscopes

Confocal microscopy is an important tool in biological imaging, because it substantially improves the contrast of images compared to wide field microscopy, and it allows depth-sectioning [1, 2]. In essence, the confocal microscope is based on a double filtering operation: a certain volume inside the sample is selectively illuminated by a focused beam, and light originating from this focal volume is selectively observed using a pinhole in the detection pathway. The pinhole is located in a plane conjugate with the focal plane, and suppresses light originating from any location other than the focal volume. With this method, a point of a sample can be probed with higher contrast with respect to its surroundings. Images are built by scanning the probed focal volume inside the sample.

In typical biological media, confocal microscopy allows us to obtain clear, background-free images only up to a certain point. Indeed, when focusing at a depth larger than the scattering mean free path, photons on the illumination path are scattered away before they can reach the focal volume. On the detection side, they are diverted from the detection path and blocked by the pinhole. The resulting loss in sensitivity ultimately limits the confocal imaging depth to the superficial layers of the tissue.

To image biological structures that are located deep in tissue, fiber-based endoscopes can provide a minimally invasive solution. The existing confocal fiber endoscopes can be divided into two categories: fiber bundle systems and distal scanning systems [3, 4].

In fiber bundle systems, a coherent fiber bundle relays the spots created by a conventional confocal microscope to the distal facet of the bundle. The plane of imaging is either the distal facet of the bundle itself (the sample must then be placed in contact with this surface), or an extra lens (e.g. a GRIN rod lens) can be attached to the distal tip of the bundle in order to move the focal plane some distance away from the tip [5–7]. This arrangement allows for thin endoscopes (300µm  1mm), but the resolution is limited because of the required inter-core spacing of the bundle, which is in general 3µm or more. A magnifying element can be used at the tip to improve the effective resolution, but in that case diffraction-limited spots may overfill the individual cores of the bundle, decreasing the system's collection efficiency [3]. In addition, magnification reduces the field of view below the probe's size.

Another approach is to add a miniature scanning mechanism at the tip of a single-mode fiber. For example, a MEMS scanner can be used to scan the light beam [8, 9] or the fiber tip itself can be scanned [10–12]. Such devices can reach diffraction-limited resolution, but have large probes of several millimeters.

1.2 Multimode fiber imaging

Recently, multimode fibers have been shown to be an interesting alternative for endoscopic applications thanks to their ability to guide many independent spatial modes of light within a very small cross-sectional diameter, down to 100µm. The multiple modes allow these fibers to transmit images composed of multiple pixels with diffraction-limited resolution, whereas single-mode fibers can only transmit light with a Bessel intensity profile...
and bundles of single-mode fibers are limited in resolution by the required inter-core spacing between the fibers.

The main difficulty in exploiting fiber modes for imaging is that different modes travel with different propagation constants and modes can also couple to each other. Concretely, this means that an image fed into one side of a multimode optical fiber will not retain its shape as it propagates to the other side of the fiber. While the information about the image becomes scrambled in this process, it is however not destroyed. The image can be reconstructed given the knowledge of the propagation characteristics of light inside the fiber.

Several techniques have been developed to undo the effects of modal scrambling in multimode fibers. These techniques record the association between the images at the input of the fiber and the scrambled patterns at the output during a calibration phase. Optimization techniques [13–15] iteratively find the output pattern associated with each image from a predetermined set of inputs. In digital optical phase conjugation [16–18] such output patterns are recorded with a holographic acquisition. The transmission matrix method [19–23] captures the propagation characteristics of the fiber in a matrix linking the input field with the output field. Once the fiber is calibrated, a light modulator is used to shape the input wavefront sent to the fiber, so that it creates spots or other known patterns at the opposite end; these spots or patterns are used to probe the sample. The scanning rate is currently in the kilohertz range in fastest implementations [19, 21, 24], yielding an effective frame rate of about 1Hz for high-resolution scans. Most implementations to date were based on narrowband lasers, but extension to broadband pulsed lasers is underway [15, 18].

Ideally, the same multimode fiber should provide illumination to the location of interest, as well as guide the resulting signal back to a detector. Currently, two such imaging mechanisms have been successfully implemented: non-confocal fluorescence imaging [17, 19, 20, 24] and wide field reflection imaging [21, 22]. In these demonstrations, modal scrambling was compensated either on the way in or on the way out of the fiber, but not both at the same time. For the fluorescence imaging experiments, the input light was modulated to focus spots on a sample, and the returning fluorescence signal was isolated by means of a dichroic mirror. In the wide field reflection experiments, the sample was illuminated by a random set of speckle fields, and only the returning light was decoded to retrieve spatial information.

1.3 Confocal microscopy through multimode fibers

Here we propose a digital implementation of confocal microscopy combined with multimode fiber imaging. For this, the modal distortions need to be compensated both ways in order to select a particular focal volume during both excitation and detection. In the digital variant of confocal microscopy [25], the light returning from the sample is recorded with digital holography in an intermediate plane, instead of being filtered by a physical pinhole in a conjugate plane. The field is then digitally propagated up to a virtual conjugate plane, where it forms a focus. The digitally focused field can finally be filtered with a virtual pinhole mask, making the detection spatially selective as in classical confocal microscopy. The digital detection of the optical fields provides a large flexibility in the signal processing, allowing for example the dynamic adjustment of the pinhole size as well as the measurement of new contrast metrics such as the focal phase or the focal width [26]. In our case, it also allows to correct for the distortions due to the fiber before filtering with a pinhole.

Practically, we use a multimode fiber to guide light to and from the location of interest of a sample, and we implement reflection-mode (non-fluorescent) digital confocal detection at the multimode fiber’s tip (see Fig. 1). Prior to the experiment, we measure the transmission matrix (TM) of a multimode fiber and use it to project arbitrary illumination patterns, as well as decode the fields propagating in the reverse direction through the same multimode fiber. Then, we implement the digital filtering required for confocal microscopy. The purpose is to increase the imaging contrast in spot-scanned images, which is important for applications such
as imaging inside scattering tissues. A correlation-based filtering technique is also introduced, which offers similar performance for a significantly reduced computational cost.

![Diagram](image.png)

Fig. 1. Overview of the multimode fiber confocal system. A reference laser beam is reflected off a spatial light modulator (SLM). The phase modulated light beam is injected into the fiber in order to produce the desired excitation beam at the sample plane. The field collected back through the fiber is digitally processed in order to render a confocal image of the sample.

2. Methods

2.1. Imaging setup

The output of a diode-pumped solid-state laser at 532nm (CNI MSL-FN-532-100mW) is spatially filtered and collimated to form a plane wave reference beam. After being split by a beamsplitter, the plane waves travel to each side of the multimode fiber (Thorlabs M43L01, Ø105µm core, 0.22 NA, FC-APC). Off-axis holography is used to measure the fields coming out of the fiber. On each side, the fiber facet is first magnified with a microscope objective (Newport MV-40x) and imaged via a lens (Thorlabs AC254-250-A-ML, f = 250mm) onto a camera sensor (PhotonFocus MV1-D1312(IE)-250ML, f = 250mm), where the light field is interfered with the reference plane wave. This is detailed in Fig. 2. The angle between the reference beam and the object beam for off-axis holography is approximately 1.5°.

We wish to transmit images in both directions through the multimode fiber, and to avoid confusion we will now designate the side of the fiber with the spatial light modulator as the "proximal side". This is where we control the illumination and perform the confocal detection. The other side is called the "distal side". In the distal side, the holographic acquisition system is used only for calibration. It is the side where the sample is located, and during imaging it is devoid of any hardware besides the fiber itself. In the proximal side, a spatial light modulator (HoloEye Pluto) is used to illuminate the fiber with controlled patterns at a maximal rate of 20Hz.

![Diagram](image2.png)

Fig. 2. Detailed diagram of the experimental setup. VA: variable attenuator; HW1, HW2: half-wave plate; L1: f=30mm lens; L2: f=75mm lens; L3: f=200mm lens; OBJ1: infinity corrected 10x microscope objective; P: 10µm pinhole; L3: f=200mm lens; PBS: polarizing beamsplitter; BS: beamsplitter; LP: linear polarizer; SLM: spatial light modulator; L4, L5: f=250mm lenses; OBJ2, OBJ3: 40x microscope objective; MMF: multimode fiber.
2.2. Transmission matrix

The first step in controlling the modes of a multimode fiber is to determine how they are transformed between the input and the output of the fiber i.e. measuring its transmission matrix (TM). This can be done experimentally by applying the modes one by one to the input of the fiber with a spatial light modulator (SLM), and recording the corresponding output fields holographically. Each of these measurements yields one column of the transmission matrix. Assuming a complete set of modes is sampled, the transmission matrix can be used to predict any future output by linear combination of the known input-output measurements.

It is possible to use the theoretical modes of the fiber as input basis for this procedure [22, 23], but any other set of linearly independent input patterns is equally suitable as long as it can properly describe fields entering and exiting the fiber. We chose a basis of plane waves with varying spatial frequencies (i.e. varying angles with respect to the optical axis), because plane waves can accurately be displayed on a phase-only SLM and no light is lost at angles outside the numerical aperture of the fiber (unless those angles are explicitly probed). The relationship between the plane wave basis and the physical pixel basis of the SLM is simply a Fourier transform. This is shown in Fig. 3(a).

![Fig. 3](image)

Fig. 3. (a) The transmission matrix is measured using a basis of plane waves, which are equivalent to pixels in the Fourier domain. Each 'Fourier pixel' is successively turned on and off, and the corresponding output pattern is recorded. Each output pattern forms one column of the transmission matrix. (b) Pattern projection: based on a digital image of part of a USAF1951 pattern, a wavefront is calculated using the inverse transmission matrix. This wavefront is then generated by the SLM and sent through the fiber from the proximal end. On the distal of the fiber, the pattern emerges. (c) Reverse image transmission: a part of a USAF1951 target is illuminated from behind by a collimated beam and imaged onto the distal facet of the fiber. The wavefront generated in the proximal end is recorded, and decoded using the transmission matrix. In this way, the pattern can be reconstructed digitally. (d) Experimental results for image transmission. The last row is a snapshot from an animated cartoon (‘La Linea’, 1971, Osvaldo Cavandoli); see also the associated Visualization 1.

2.3. Camera-SLM alignment

To transmit images in the reverse direction (i.e. from distal to proximal), as needed for confocal filtering, the field should to be recorded holographically at the proximal end and then reconstructed using the transmission matrix. Here lies a significant practical challenge: the transmission matrix is measured using the SLM, but the field must be recorded separately with a camera. For an accurate reconstruction, the camera must record the field exactly as it exists at the position of the SLM. This is possible by placing the SLM and the camera in
equivalent planes behind a beamsplitter, as shown in Fig. 1. The two devices must be aligned precisely in position and in angle, and should ideally have the same pixel pitch. In our experiments, the tolerances for the SLM position leading to a 5% change in reconstructed spot intensity were 15µm of lateral translation and 4 arcsec of rotation perpendicularly to the optical axis, and 1.2cm for a translation and 0.9° for a rotation along the optical axis. To reach the required precision quickly and easily, we used a digital registration approach. The fields captured with the camera were interpolated, displaced, and tilted so as to match the coordinate system of the SLM. The alignment parameters can be tuned only once and stay stable until either component is moved. Similar strategies can be found in literature for the alignment of digital phase conjugation mirrors [27].

2.4 Bidirectional image transmission

In order to calculate which proximal field will create a given pattern at the distal side of the fiber, the transmission matrix needs to be inverted. Because of measurement noise, a regularized inversion scheme is necessary. We used Tikhonov inversion, which has been successfully applied in the context of scattering media before [28, 29]:

\[ T^{-1} = V S^{-1} U^H \]  

(1)

where USV\(^H\) is the singular value decomposition (SVD) of the transmission matrix \( T \). \( U^H \) and \( V^H \) denote the Hermitian transposes of matrices \( U \) and \( V \). The singular values \( \sigma_i \) of the matrix \( T \) are located on the diagonal of \( S \). In \( S^* \) these values are spectrally filtered by \( \sigma_i / (\sigma_i^2 + \lambda^2) \), as required for Tikhonov inversion. The regularization parameter \( \lambda \) was chosen as 10% of the greatest singular value \( \sigma_1 \).

Once the inverse is calculated, any illumination pattern can be displayed dynamically at the distal end of the multimode fiber, as shown in Figs. 3(b) and 3(d), and Visualization 1. Thanks to the use of phase tracking during the measurement of the transmission matrix and Gerchberg-Saxton encoding of the modulated wavefronts (further explained in the Appendix), the patterns do not suffer from interference artefacts [30, 31]. We obtain a linear correlation of over 95% between the experimental intensity patterns and the desired intensity patterns.

To transmit images in the reverse direction through the system (i.e. from the distal to the proximal side), we record the field in the proximal end with a single holographic acquisition and decode it using the transmission matrix. This yields the field at the distal end of the fiber (Fig. 3(c)). The alignment of the SLM and the holographic acquisition in the proximal end is critical for the successful reconstruction of the distal field, as explained before.

2.5 Digital confocal microscopy

For the confocal scanning, we first put the appropriate pattern on the proximal SLM in order to generate an excitation spot at a distance of approximately 100µm in front of the distal fiber facet. This spot interacts with the sample at that location, and the reflected and backscattered light is collected back through the fiber. The field is then recorded holographically at the proximal side. One such measurement is performed for each position of the sample.

Three ways of processing the acquired data were tested. In the first method we simply integrate the total intensity of the proximally recorded field. This serves as a reference image, showing the contrast that would be obtained if the returning light were measured with a bucket photodetector without any further processing.

The second method is the digital confocal method. Here, we use the transmission matrix to virtually propagate the backscattered field back through the fiber, and reconstruct it at its position by the sample. There, we apply a digital pinhole mask that suppresses all light contributions except those found within a radius of 1µm of the position of the excitation spot. Note that the Rayleigh radius for this wavelength (532nm) and fiber NA (0.22) is 1.5µm. The light energy that remains after filtering with the digital pinhole is
integrated, and this value forms one pixel of the final image. This filtering scheme is illustrated in Fig. 4(a).

We refer to the last method as the correlation method, and it is based on a different filtering principle. Consider the field that is sent from the proximal end in order to create a focus spot at the distal end of the fiber. The light that originates from that same spot at the distal end and carrying the sample information propagates back through the fiber towards the proximal side, where it should lead to a similar field as we used for excitation (neglecting losses), simply because of the reversibility of light propagation. The phase conjugation literature [16, 32] provides formal and experimental proof of this principle. Any contribution of light not originating from the focal point should, on the contrary, lead to a proximal field that is uncorrelated with the excitation field due to the randomizing nature of modal scrambling. Therefore, the distal spot intensity can be estimated simply by calculating the linear projection (or correlation) of the returning field with respect to the excitation field, as shown in Fig. 4(b). This operation is done for each scanning spot and the image is constructed pixel by pixel.

![Diagram](image.png)

**Fig. 4.** (a) In the digital confocal method, the recorded field is virtually propagated back to the position of the sample via the transmission matrix. There, it is filtered with a pinhole mask. (b) In the correlation method, the returning field is correlated with the illumination field.

### 3. Results

Our first set of experiments consisted of imaging of a human epithelial cell dried on a microscope cover glass. The results are shown in Figs. 5(a)-5(c). The image area is 81µm by 76µm, and the step size is 1.1µm. A control image made in white light transmission is shown in Fig. 5(d).

A similar experiment was made for polystyrene beads spread on the surface of a cover glass. These results are shown in Figs. 5(e)-5(g), with a control image in Fig. 5(h). Here the area is 22.5µm by 22.5µm, and the step size is 0.55µm. To have an estimate for the resolution of our system, we calculated the full width at half maximum of one of the reconstructed spots in the digital confocal image (Fig. 5(f)), which is 1.5µm.
Fig. 5. (a-d) Microscopic image of a human epithelial cell reconstructed using (a) the total intensity method, (b) the digital confocal method, (c) the correlation method. (d) Control image taken in transmission, i.e. observed from the distal end with a camera using white-light illumination. (e-h) 1µm polystyrene beads imaged with (e) the total intensity method, (f) the confocal method, (g) the correlation method, (h) control. (a-d) Scale bar is 20µm. (e-h) Scale bar is 5µm.

In a second experiment, we made a transversal scan (z-scan) of a cover glass, as sketched in Fig. 6(e). This is to illustrate the sectioning capability that we can obtain using the proposed filtering techniques. The results are shown in Figs. 6(a)-(c). A control image is shown in Fig. 6(d); it was taken on a commercial laser-scanning confocal microscope (Zeiss LSM 710) with an NA 0.3 objective. The average full width at half maximum of the interface is 12.7µm in the digital confocal image, 15.8µm in the correlation image, and 10µm in the control image. The ratio of the coverslip signal to the average background intensity between the interfaces is 22.5:1 in the digital confocal image (Fig. 6(b)), 8.4:1 in the correlation image (Fig. 6(c)) and 270:1 in the control image (Fig. 6(d)).

Fig. 6. Transversal scans of a coverslip with the (a) total intensity method, (b) digital confocal method, (c) correlation method and (d) control image taken with a commercial confocal microscope. The scale bars represents 20µm of distance in air. Note that the thickness of the coverslip is approximately 150µm, but due to refraction it appears thinner in these images. The vertical axis is perpendicular to the coverslip, and the horizontal axis represents a lateral scan. (e) Schematic description of the experiment.
4. Discussion

4.1 Contrast enhancement, sectioning and image quality

The comparison of the various methods in Fig. 5 reveals that a significant increase in image contrast is achieved when filtering the backscattered light, versus the case where the whole field is integrated. By digitally implementing spatial selectivity in the detection, we were able to clearly distinguish the walls and the nucleus of an epithelial cell in Figs. 5(b) and 5(c). Also in the case of polystyrene beads, the filtering scheme was useful. With this sample, we recorded an intensity image with very little contrast in Fig. 5(e), but the beads appear clearly on the confocal and correlation images Figs. 5(f) and 5(g).

Similarly, the depth scans of Fig. 6 show reflective interfaces could not be resolved by simply recording the total backscattered intensity (Fig. 6(a)), but they were made visible by the proposed filtering schemes (Figs. 6(b) and 6(c)). Due to the limited numerical aperture of the fiber (NA 0.22), the axial resolution is relatively low in Figs. 6(b) and 6(c). The numerical aperture explains part of the difference between these images and the control image from a traditional microscope (NA 0.3). Note that the transmission matrix method is general and can be used with any type of fiber. Therefore, the steps outlined in this manuscript can be extended to fibers with a higher numerical aperture or a larger core; however, this implies that a greater number of modes need to be sampled during calibration, and with a slow modulator it is preferable to keep this number low (the calibration currently takes 10min in our implementation).

Other factors play a role as well in determining the image quality obtained with our approach. In the experiments presented here, we illuminated and recorded only one polarization of the light going through the fiber, for experimental simplicity. Since the fiber acts as a depolarizing medium for linear polarization, half of the light is lost each way. Polarization multiplexing techniques [22, 23] may improve the sensitivity by allowing to process all of the light travelling through the fiber. An added benefit of polarization multiplexing would be the capability to do confocal polarization microscopy.

Finally, most phase-only spatial light modulators are known to cause aberrations due to the fact that their surfaces are not perfectly flat. This induces a systematic error in the measurement of the transmission matrix. Because the same aberration is not present on the camera used for recording backscattered field, it is not possible to perfectly reconstruct the distal field from the proximally measured data. One possible solution is to use a modulator that is flat or corrected for such errors, or measure the deformation experimentally and correct for it [33].

4.2 Speed

The experiments presented here are currently limited in speed by our modulator. With a point-scanning rate of 20Hz, the measurement shown in Figs. 5(a)-5(c) took 4min 15s to acquire, Figs. 5(e)-5(f) took 1min 24s, and Figs. 6(a)-6(c) took 3min. Faster modulators can be used, such as digital micromirror devices or a combination of an acousto-optic deflector with a spatial light modulators. These have been shown to work for similar applications [14, 19, 24, 34], and reach speeds over 20kHz.

The next limiting factors would be the speed of the acquisition (i.e. the frame rate of the camera), and ultimately the computational load of reconstructing holograms. We use digital off-axis holography here, and with this method the speed of reconstruction is mainly determined by speed of the necessary Fourier transform. On a computer with an Intel Xeon E5-2620, using the FFTW library, we were able to process holograms of 800 by 800 pixels at a speed of 400 frames per second. Note that in the digital confocal method, two Fourier transforms are required: one to reconstruct the off-axis hologram captured in the proximal side, and one to reconstruct the distal field from the unscrambled Fourier coefficients.
calculated with the transmission matrix. With the correlation method, only the first transform is needed (for the holographic reconstruction).

The processing speed can be increased by making lower-resolution holograms. A lower-resolution means that the field of view has to be reduced, and/or the magnification of the optical detection system (OBJ2, L4, OBJ3 and L5 in Fig. 2) should be reduced, leading to a smaller spatial frequency bandwidth [35]. The resolution of 800 by 800 pixels that we used is enough for fibers with a V number up to 350, e.g. a fiber with a core of 105µm and NA 0.56 or a fiber with NA 0.22 and a core of 270µm at 532nm.

4.3 Comparison of the digital confocal and the correlation method

In effect, the pinhole method performs the same operation as a classical confocal microscope, while the correlation method acts more like a matched filter [36] measuring the amount of backscattered light bearing the same signature as the excitation light. The correlation method has a lower computational cost, because we do not need to transform the proximal field and reconstruct the distal field. However, there is also less flexibility in the signal processing, since the pinhole size cannot be adjusted and the reconstructed spots are not available for further analysis.

As opposed to the digital confocal method, the correlation method can be completely hardware-implemented by letting the backscattered field reflect on the SLM. This field will then be demodulated by the phase pattern currently being displayed. In other words, the backscattered field (the field to be filtered) will be multiplied by the illumination pattern (the field we wish to correlate with). After this operation, the light can simply be focused through a lens to obtain the Fourier transform, and a pinhole can be used to extract the DC-term of the resulting field. In this case, the acquisition speed would only be limited by the modulator.

4.4 Bending and stability

The proposed methods depend on the characterization of the fiber by the transmission matrix, and this transmission matrix changes depending on the bending state of the fiber. While there is a certain limited tolerance to bending [21, 37, 38], for practical applications it may be preferable to use a fiber immobilized inside a needle [17], as a rigid endoscope. The small outer diameter (125 - 300µm) of multimode fibers is compatible with some of the thinnest needle gauges, so this constitutes a minimally invasive method for deep-tissue microscopy.

Other proposals in literature that address the problem of bending include using a semi-rigid probe, with a calibration stored for a discrete set of bending states [37], or compensating bending in real-time with a fast feedback system [14]. By using two-photon fluorescence as a feedback signal and exploiting the structure of light patterns in graded-index fibers, it is possible to obtain the calibration of the fiber without access to the distal end [15].

Recently, it was demonstrated that the transmission matrix of a fiber can be calculated instead of being measured [22]. It is also possible to calculate the matrix for different bending states of the fiber. This study suggests that it may be possible to compensate for the bending of the fiber by recalculating the matrix in real-time. The images acquired through the fiber endoscope could be used as feedback signal in order to estimate the bending state.

Another important point with regard to the proposed applications is the temperature stability of the transmission matrix. According to previous results in literature [39], the temperature variation that is necessary to decorrelate a speckle pattern through a 1m long fiber is 8°C, and this scales inversely with fiber length. Therefore, it may be necessary to calibrate the fiber at the temperature of the body, but there is otherwise enough temperature margin for most endoscopic applications.

4.5 Fluorescence

Here, we showed results for reflection-mode confocal operation. This has the advantage for in-vivo operation that no fluorescent probes need to be injected to the area of interest before it
can be imaged, i.e. the technique works label-free [40, 41]. If a label is desired, for example to target specific parts of a tissue, one should use scattering probes such as nanoparticles.

Since confocal microscopy is often used in biology to image fluorescent specimens, we briefly discuss whether the proposed methods can be extended to this case. For imaging fluorescence, the transmission matrix must in principle be known for both the excitation and the emission wavelength. With this information, the correlation method could be implemented as follows: fluorescence emission could be spectrally filtered to yield a speckle pattern, and this speckle pattern could be correlated with the pattern expected for fluorescence emission from the excited spot. Multispectral transmission matrices have been studied before in the context of scattering media [42]. The fluorescence bandwidth that could be obtained with such a technique depends on the spectral decorrelation width, which is inversely proportional to the length of the fiber [39]. The digital confocal method relies on holographic detection. Since there is no coherent reference available in the case of fluorescence, a reference-free method of recovering the phase information would be needed to apply this method [43].

5. Conclusion

Our experiments show that the principle of confocal filtering is broadly applicable, even in cases where the light paths towards the focal volume are severely distorted. The schemes presented here can be generalized to any system where the distortion is described by a transmission matrix, e.g. also in scattering media [28].

In the context of biomedical imaging, the multimode fiber can be calibrated outside the tissue of interest, and then inserted at another location (i.e. inside the tissue) for imaging. The proposed system does not have any distal scanning optics, and the probe diameter can therefore be as thin as the fiber itself. The focal plane can be chosen dynamically by appropriate modulation from the proximal side.

We proposed two conceptually different ways of obtaining a confocal filtering effect via multimode fibers. This has potential applications in the endoscopic high-contrast imaging of cells, either label-free or with scattering probes such as nanoparticles.

Appendix

A.1 Phase tracking

Due to the limited rate at which input patterns can be applied with the spatial light modulator (20Hz), it is important to monitor the stability of the system over time while measuring the transmission matrix. The phase between the reference beam for holography and the object beam coming from the fiber is particularly important: if the columns of the transmission matrix are measured with a varying phase reference, these columns cannot be used together in a coherent fashion. Thus, we implemented a simple phase tracking scheme where, during the measurement of the transmission matrix, a reference input is sent to the fiber at constant time intervals. The phases of the output fields corresponding to these reference inputs are compared with each other over time. The comparison is done using the complex correlation coefficient, \( \rho = \langle f \cdot g \rangle / \| f \| \| g \| \), where \( f \) and \( g \) are two complex vectors to compare to each other. The magnitude of this number gives the degree of linear similarity between the two vectors. The phase encodes for the average phase rotation between them [44]. Any detected phase drift in the columns of the transmission matrix is corrected by interpolation. A typical trace of the phase drift over time can be found in Fig. 7. The magnitude of the correlation coefficient reveals that the field distribution does not change significantly over time. However, over a measurement period of 10 minutes, we observe a phase change of approximately 360° between the start and the end of the experiment.
Fig. 7. Complex correlation coefficient calculated between the initial output field and the output field at all later times. (a) The magnitude of the correlation coefficient reveals that the field distribution does not change significantly over time. (b) The phase drift can be measured over time, and corrected by interpolation.

A.2 Gerchberg-Saxton encoding

A phase-only spatial light modulator is ideal to generate patterns such as plane waves of varying spatial frequencies with high efficiency. However, to create arbitrary patterns at the output of the multimode fiber, the required input patterns generally have both amplitude and phase variations. Modulating only the phase degrades the achievable signal-to-background ratio [29]. This can be acceptable when generating spots, because focusing all of the available light to only one point usually results in signal-to-background ratios in excess of 1000:1. To generate more general patterns such as shown in Fig. 3(b), a more optimal strategy is needed. For these patterns, we used the Gerchberg-Saxton algorithm [31], as explained in Fig. 8. Briefly, this algorithm finds a field satisfying constraints both in the spatial domain as well as in the Fourier domain. In the spatial domain, the modulator constrained the field to have constant amplitude. In the Fourier domain, we held constant the Fourier coefficients corresponding to spatial frequencies within the numerical aperture of the fiber. These coefficients represent the field that will actually be coupled to the fiber, and we set it equal to the field we calculate from the transmission matrix. The remaining coefficients (not coupled to the fiber) are chosen freely by the algorithm to respect the constraints. With this algorithm, it is possible to calculate phase patterns that closely approximate full phase and amplitude modulation in practice.

Fig. 8: Gerchberg-Saxton algorithm for phase-only encoding. (a) The initial field. (b) The Fourier transform of the initial field. The Fourier transform is a decomposition into plane waves with varying angles with the optical axis. In the Fourier domain, we can therefore distinguish two zones with respect to the fiber: there are coefficients corresponding to plane waves within the numerical aperture (NA) of the fiber, and plane waves outside the NA of the fiber. The boundary between both zones is shown with a dashed line. (c) In the first step of the algorithm, we make the field phase-only in the spatial domain by setting the amplitude of each pixel to 1. (d) In the Fourier transform of (c), we observe that the phase-only operation has created additional components outside the NA of the fiber, and has also distorted the
components within the NA of the fiber. (e) The second step of the algorithm is to correct Fourier coefficients that were distorted by the phase-only operation. Here, we simply replace these coefficients with the undistorted coefficients of the initial field within the NA of the fiber. The coefficients outside the NA of the fiber are left as calculated by the algorithm; their value can be freely modified since this corresponds to light that will be attenuated inside the fiber. (f) In the spatial domain, the correction of the Fourier coefficients has recreated a non-constant distribution of amplitude. The process (c) to (f) is therefore repeated for several iterations. (g) After 50 iterations, a phase-only field is obtained. (h) The final field has the desired Fourier components within the numerical aperture of the fiber. Note that in our experiments, the fields (a), (c), (f), (g) and their Fourier transforms (b), (d), (e), (f) have a resolution of 800 by 800 pixels, but for clarity only the central 125 by 125 pixels of the Fourier transforms are shown in (b), (d), (e), (h).
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