Crowd-based MT Evaluation for non-English Target Languages

Michael Paul and Eiichiro Sumita
NICT
Hikaridai 3-5
619-0289 Kyoto, Japan
<Firstname>,<Lastname>@nict.go.jp

Luisa Bentivogli and Marcello Federico
FBK-irst
Via Sommarive, 18
38123 Povo-Trento, Italy
{bentivo,federico}@fbk.eu

Abstract
This paper investigates the feasibility of using crowd-sourcing services for the human assessment of machine translation quality of translations into non-English target languages. Non-expert graders are hired through the CrowdFlower interface to Amazon’s Mechanical Turk in order to carry out a ranking-based MT evaluation of utterances taken from the travel conversation domain for 10 Indo-European and Asian languages. The collected human assessments are analyzed for their worker characteristics, evaluation costs, and quality of the evaluations in terms of the agreement between non-expert graders and expert/oracle judgments. Moreover, data quality control mechanisms including “locale qualification” “qualificatio testing”, and “on-the-fl verification are investigated in order to increase the reliability of the crowd-based evaluation results.

1 Introduction
This paper focuses on the evaluation of machine translation (MT) quality for target languages other than English. Although human evaluation of MT output provides the most direct and reliable assessment, it is time consuming, costly, and subjective. Various automatic evaluation measures were proposed to make the evaluation of MT outputs cheaper and faster (Przybocki et al., 2008), but automatic metrics have not yet proved able to consistently predict the usefulness of MT technologies. To counter the high costs in human assessment of MT outputs, the usage of crowd-sourcing services such as Amazon’s Mechanical Turk1 (MTurk) and CrowdFlower2 (CF) were proposed recently (Callison-Burch, 2009; Callison-Burch et al., 2010; Denkowski and Lavie, 2010).

The feasibility of crowd-based MT evaluations was investigated for shared tasks such as the WMT (Callison-Burch, 2009) and the IWSLT (Federico et al., 2011) evaluation campaigns. Their results showed that agreement rates for non-experts were comparable to those for experts, and that the crowd-based rankings correlated very strongly with the expert-based rankings. Most of the crowd-based evaluation experiments focused on English as the target language, with the exception of (Callison-Burch et al., 2010) evaluating Czech, French, German, and Spanish translation outputs and (Federico et al., 2011) evaluating translations into French.

This paper investigates the feasibility of using crowdsourcing services for the human assessment of translation quality of translation tasks where the target language is not English, with a focus on non-European languages. In order to identify non-English target languages for which we can expect to find qualifie workers, we referred to existing surveys that analyze the demographics of MTurk workers (see Section 2). In total, we selected 7 non-European languages consisting of Arabic (ar), Chinese (zh), Hindi (hi), Japanese (ja), Korean (ko), Russian (ru), and Tagalog (tl), as well as 3 European languages covering English (en), French (fr), and Spanish (es) as the target languages for our translation experiments.

The MT evaluation was carried out using utterances taken from the domain of travel conversations. A description of the utilized language resources and the MT engines are summarized in Section 3. The translation quality of the MT engines was evaluated using (1) the automatic evaluation metric BLEU (Papineni et al., 2002) and (2) human assessment of MT quality based on the Ranking metric (Callison-Burch et al., 2007).

For the 10 investigated language pairs, non-expert graders were hired through the CF interface to MTurk in order to carry out the ranking-based MT evaluation as described in Section 4. In addition, expert graders were employed for four of
the target languages (en, ja, ko, zh) to carry out exactly the same evaluation task as the non-expert workers. For all target languages without expert graders, we used an oracle ranking metric based on the “Training Size Preference” assumption, i.e., the larger the training size, the better the translation quality can be expected to be, to evaluate the quality of the worker judgments.

Besides a thorough analysis of the obtained non-expert grading results, we also investigated different data quality control mechanisms in order to increase the reliability of crowd-based evaluation results (see Section 5). The experiments carried out in this paper revealed that the quality of the crowd-based MT evaluation is closely related to the demographics of the online work marketplace. Although high-quality evaluation results could be collected for the majority of the investigated non-English languages, the need for multi-layered data quality control mechanisms causes an increase in evaluation time. The finding of this paper confirms that crowdsourcing is an effective way of reducing the costs of MT evaluation without sacrificing quality even for non-English target languages given that control mechanisms carefully tailored to the evaluation task at hand are in place.

2 Mechanical Turk Demographics

Past surveys on the demographics of MTurk users indicated that most of the workers come from the US. (Ipeirotis, 2010) conducted a recent survey on the demographics of MTurk users which showed a shift in the “country of origin” of workers, i.e., a decrease in US workers to 47% and an increase of Indian workers to 34%, with the remaining 19% of workers coming from 66 different countries. Based on the country information from MTurk workers taking part in the survey, we analyzed which languages are used by these workers.

The language distribution shows that the majority of workers speak English, followed by Hindi, Romanian, Tagalog, and Spanish. At least 5 workers were native speakers of Dutch, Arabic, Italian, German, and Chinese. However, taking into account official languages spoken in the respective countries, we can expect larger contributions of workers speaking Spanish, French, and Arabic.

3 MT Evaluation Task

The crowd-based MT evaluation is carried out using the translation results of phrase-based statistical machine translation (SMT) systems that are trained on parallel corpora. The translation quality of SMT engines heavily depends on the amount of bilingual language resources available to train the statistical models. We exploited this characteristic of data-driven MT approaches to define an “oracle” ranking metric (ORACLE) according to the “Training Size Preference” assumption, in which an MT output of a system A wins (or ties in) a comparison with the MT output of a system B, where the training corpus of system B is a subset of the one of system A.

The language resources used to build MT engines are described in Section 3.1. We selected 10 Indo-European and Asian languages based on the following criteria:

- “Worker Availability” covering languages with ‘many’ (en, hi), ‘several’ (es, tl), ‘few’ (ar, fr, ja, ru, zh), ‘almost none’ (ko) MTurk workers available.
- “Usage for MT Research” covering ‘frequently’ (ar, fr, zh), ‘often’ (es, ru), ‘sporadically’ (ja, ko) used languages as well as under-resourced languages (tl, hi).
- “Availability of Language Resources” used for the training and evaluation of MT engines.

The training corpus consisting of 160k relatively short sentences was split into three subsets of 80k, 20k, and 10k sentence pairs, respectively. Each subset was used to train an MT engine whose translation quality significantly differed from the others, with the MT engine trained on the full corpus achieving the best translation quality.

This translation experiment setup renders the manual evaluation relatively reliable due to (1) a relatively easy translation task and (2) large differences in translation performance between the utilized MT engines. Moreover, the ORACLE metric can be exploited to judge the quality of crowd-based evaluation results for all languages where expert graders were not available.

3.1 Language Resources

The crowd-based MT evaluation experiments are carried out using the multilingual Basic Travel Expressions Corpus (BTEC), which is a collection of sentences that bilingual travel experts consider useful for people going to or coming from another country (Kikui et al., 2006). The sentence-aligned corpus consists of 160k sentences and covers all 10 languages investigated in this paper.

The parallel text corpus was randomly split into three subsets: for evaluating translation quality (eval, 300 sentences), for tuning the SMT model weights (dev, 1000 sentences) and for training the
statistical models (\textit{train}, 160k sentences). Furthermore, three subsets of varying sizes (80k, 20k, and 10k sentences) were randomly extracted from the training corpus and used to train four SMT engines on the respective training data sets for each of the investigated language pairs.

### 3.2 Translation Engines

The translation results evaluated in this paper were obtained using fairly typical phrase-based SMT engines built within the framework of a feature-based exponential model. For the training of the SMT models, standard word alignment (Och, 2003) and language modeling (Stolcke, 2002) tools were used. Minimum error rate training (MERT) was used to tune the decoder’s parameters and was performed on the \textit{dev} set using the technique proposed in (Och, 2003). For the translation, an in-house multi-stack phrase-based decoder was used.

In order to maximize the gains\footnote{For relatively simple translation tasks, the amount of training data affects the translation quality of closely related languages far less than for more distinct languages.} from an increased training data size and therefore allow for reliable ORACLE judgments, we selected English as the source language for the translations into Arabic, Japanese, Korean, and Russian. For all other translation experiments, Japanese source sentences were used as the input for the SMT decoder.

### 3.3 Automatic Evaluation

For the automatic evaluation of translation quality, we applied the BLEU metric (Papineni et al., 2002). Scores range between 0 (worst) and 1 (best).

The results of the translation engines described in Section 3.2 are summarized in Table 1, where the BLEU scores are given as percent figures (%BLEU). The obtained scores confirm the “Training Size Preference” assumption (160k > 80k > 20k > 10k) of the ORACLE metric. Concerning the target languages, the highest BLEU scores were achieved for Korean and Japanese, followed by English, Chinese, Spanish and French. Arabic and Hindi seem to be the most difficult target languages for the given translation and evaluation tasks obtaining the lowest automatic evaluation scores for each of the investigated tasks.

### 3.4 Subjective Evaluation

Human assessments of translation quality were carried out using the Ranking metrics where human graders were asked to “rank each whole sentence translation from Best to Worst relative to the other choices (ties are allowed)” (Callison-Burch et al., 2007).

The unit of evaluation was the \textit{ranking set}, which is composed of a source sentence, the main reference provided as an acceptable translation, and the MT outputs of all four MT engines to be judged. The order of the MT outputs was changed randomly for each ranking set to avoid bias. The Ranking evaluation was carried out using a web-browser interface and graders had to order four system outputs by assigning a grade between 1 (best) and 4 (worse).

### 4 Crowd-based MT Evaluation

To counter the high costs in human assessment of MT outputs, crowdsourcing services such as MTurk and CF have attracted a lot of attention both from industry and academia as a means for collecting data for human language technologies at low cost. MTurk is an on-line work marketplace, where people are paid small sums of money to work on Human Intelligence Tasks (HITs), i.e. tasks that machines have hard time doing. The CF platform works across multiple crowdsourcing services, including MTurk. CF gives unrestricted access, making it possible for non US-based requesters to place HITs on MTurk.

#### 4.1 Data Quality Control Mechanism

One of the most crucial issues to consider when collecting crowdsourced data is how to ensure their quality. MTurk and CF provide requesters with quality control mechanisms including the “locale qualification” option to restrict workers by country. Preliminary qualification for workers can be set by requiring workers to complete a qualification test using training ranking sets. Only workers passing the test are allowed to accept a HIT for the evaluation task at hand. Moreover, CF provides a mechanism to verify the workers’ reliability on-the-fly. The HIT design interface provided by CF allows including so called “gold units”, i.e. items

| Language | Source | Target | 160k | 80k | 20k | 10k |
|----------|--------|--------|------|-----|-----|-----|
| en       | ar     | 12.90  | 12.45| 10.89| 9.97|
| ja       | ko     | 29.55  | 26.42| 21.43| 18.66|
| ko       | ru     | 16.15  | 15.84| 13.90| 12.36|
| ja       | en     | 24.47  | 19.98| 15.35| 12.57|
| es       | fr     | 19.52  | 17.43| 13.30| 11.73|
| fr       | es     | 19.35  | 18.84| 14.67| 14.43|
| hu       | de     | 14.17  | 12.57| 9.79 | 8.24 |
| de       | zh     | 18.93  | 17.81| 15.79| 13.58|
| zh       | en     | 21.22  | 17.08| 13.03| 12.64|
with known labels, along with the other units composing the requested HIT. Gold units are randomly mixed with the other units by CF when it creates the worker assignments. These control units allows distinguishing between trusted workers (those who correctly replicate the gold units) and untrusted workers (those who fail the gold units). Untrusted workers are automatically blocked and not paid, and their labels are filtered out from the final data set. CF uses the workers’ history to apply confidence scores (the “trust level” feature) to their annotations. In order to be considered trusted in a job, workers are required to judge a minimum of four gold units and to be above an accuracy threshold of 70%. As a further control, CF pauses a job (the “auto-takedown” feature), if workers are failing too many gold units.

In this paper, we investigated the dependency of the quality of the evaluation results for the following quality control features:

- **locale qualification (LOC):** restriction to official language countries; the most important control mechanism to prevent workers from tainting the evaluation results.
- **qualification testing (PRI):** training phase assessment of worker’s eligibility prior to the evaluation task.
- **on-the-fly verification (GOLD):** identification of trusted workers using control units with a known answer.

### 4.2 Control Units

Control units have to be unambiguous, not too trivial, and also not too difficult. For the translation task at hand, we selected the original corpus sentence as the main reference translation. From paraphrased reference translations, we selected a single reference as the gold translation to be included in the control units. A paraphrased reference to be selected as a gold translation should have the following characteristics: (1) it should be similar to the main reference and (2) its translation quality should be better than the best MT output for all translation hypotheses of the same input. If native speakers are available, the gold translation quality should be checked manually. However, for most of the investigated target languages, native speakers were not available. Thus, we automatically selected a gold translation based on the edit distance of each paraphrased reference to (a) the main reference and (b) the ORACLE-best (=160k) MT output for all sentence IDs of the eval set. We selected the most appropriate paraphrased reference according to its minimal distance to the main reference and its maximal distance to the MT output. The top-30 sentence IDs with the best gold translation distance scores were selected as control units for the respective translation task.

For each control unit sentence ID, a random MT output was replaced in the ranking set with the gold translation. For our experiments, we distinguished two GOLD annotation schemes:

- “best-only” (GOLD): check only the best translation, i.e., force rank ‘1’ assignment for the gold translation.
- “best+worse” (GOLD): check the best and the worst translation, i.e., allow rank ‘1’ or ‘2’ for the gold and rank ‘3’ or ‘4’ for the ORACLE-worst (10k) translation.

### 4.3 Evaluation Interface

CF provides two interfaces: (1) an external one for MTurk workers and (2) an internal one for which you have to prepare your own work force. The internal interface is (currently) free of charge and was used to collect judgments from in-house expert graders using exactly the same HITs and the same online interface as the MTurk workers.

### 4.4 Experiment Setup

For each target language (TRG), we repeated the same MT evaluation experiment using the following data quality control settings:

1. **NONE:** no quality control (all TRGs)
2. **GOLD:** on-the-fly only (all TRGs)
3. **LOC+GOLD:** locale+on-the-fl (all TRGs)
4. **LOC+GOLD+PRI:** locale+testing+on-the-fl (hi, ko)

All experiments using the same control setting were carried out simultaneously, i.e., a single worker might take part in more than one evaluation experiment. A HIT consisted of 3 ranking sets per page and is paid 6 cents for all experiments. In total, the evaluation costs for all the experiments added up to $390 for 30 experiments, resulting in an average of $13 for the crowd-based evaluation of 4 MT outputs for 300 input sentences.

### 5 Evaluation Results

In order to investigate the effects of the data quality control mechanisms, the analysis of the evaluation results is conducted experiment-wise, i.e., we do not differentiate between single workers, but treat all the collected judgments of the respective experiment as a “single” grader result. This enables a

---

5 The suggested amount of gold units to be provided is around 10% of the requested units.

6 Up to 15 paraphrased reference translations are available for the data sets described in Section 3.1.

7 India was excluded by default for all experiments besides the ones having Hindi as the target language.

8 The requester’s payment includes a fee to MTurk of 10% of the amount paid to the workers. In addition, CF takes a 33% share of the payments by the requester.
comparison of non-expert vs. expert/oracle grading results and the impact of each control setting on the quality of the collected judgments. The details of the experiment results for each target language are listed in Appendix A.

5.1 Worker Characteristics

Table A.1. summarizes the amount of participating workers. For each control setting, we list the amount of workers (total) and the percentage of workers coming from a country where the language is the official language (native). The worker demographics are summarized in Table A.2.

Without any control mechanism in place, the judgments mainly originated from non-native workers. 53% of the workers submitted HITs for at least two tasks, with the largest overlap being five tasks. Although some workers might be able to speak and evaluate more than two languages, the results indicate that the larger the overlap, the less reliable the judgments are expected to be.

The on-the-fly verification based on gold translations only (GOLD) resulted in a high percentage of judgments obtained from trusted workers (65–100%) for the majority of tasks, but achieved worse figures with respect to native worker contributions. These findings indicate that single gold translations are not sufficient to identify workers assigning grades based on fixed patterns.

As a counter-measure, we limited the worker origin to the official language countries and the US, and annotated both the best and worst translation of the control units. As a result, 47% of the LOC+GOLDbw gradings were collected from native speakers. These results show that the locale and on-the-fly control enable the collection of less tainted judgments and the identification of untrusted workers, respectively. Table A.3 summarizes the amount of judgments collected for each task. The total count depends on the number of non-trusted workers accepting HITs for the respective language.

Although high-quality control units positively affect the quality of the evaluations as shown in Section 5.2, the average time needed to collect the data increased by a factor of 8. The evaluation period, i.e., the number of days needed to collect all the data, the grading time, i.e., the hours spent on actually grading the translations, and the average grading time per assignment are summarized in Table A.4. The grading time for each task ranged from 2.5h to 6.5h for the LOC+GOLDbw experiments. However, the evaluation period largely depends on the language, ranging from 2 days (hi, tl, es) to over 2 weeks (ru, zh, ko). The analysis of the average time needed to judge a single HIT indicates that the shorter the evaluation time, the less reliable the judgments are expected to be.

The most problematic languages are Korean and Hindi. For Korean, the evaluation experiments lasted 3 months due to the lack of trusted workers. Moreover, the Hindi LOC+GOLDbw task could not be finished because the large amount of untrusted workers triggered CF’s auto-takedown feature. In order to prevent an auto-takedown for jobs where low trust levels of workers are to be expected, a training phase assessing the worker’s eligibility prior to the evaluation task needs to be included. Only workers passing the qualification test were allowed to accept HITs for the respective task. The Korean and Hindi results given in Appendix A were therefore obtained using the LOC+GOLDbw+PRI data quality control setting.

5.2 Ranking Results

The Ranking scores were obtained as the average number of times that a system was judged better than any other system. The results summarized in Table A.5. differ largely for the investigated data quality settings. System ranking scores resulting in an MT system ordering other than the expert rankings are marked in boldface. For most of the uncontrolled tasks, worker rankings are different from expert rankings. The GOLD setting tasks achieved a higher correlation with expert rankings, but still differ for 3 out of the 10 languages. The LOC+GOLDbw tasks ranked all the MT systems identically to the experts. Interestingly, the ranking scores obtained for the better controlled evaluation experiments are much higher, indicating the collected evaluation data is of good quality.

5.3 Grading Consistency

The most informative indicator of the quality of a dataset is given by the agreement rate, or grading consistency, both between different judges and the same judge. To this purpose, the agreement between non-expert graders of experiments using different data quality control mechanisms was calculated for the MTurk data and compared to the results obtained by expert/oracle judgments. Agreement rates are calculated using the Fleiss’ kappa coefficient $\kappa$ (Fleiss, 1971):

$$\kappa = \frac{Pr(a) - Pr(e)}{1 - Pr(e)},$$

where $Pr(a)$ is the observed agreement among graders, and $Pr(e)$ is the hypothetical probability of
chance agreement. In our task, \( Pr(a) \) is given by the proportion of times that two judges assessing the same pair of systems on the same source sentence agree that \( A > B \), \( A = B \), or \( A < B \). Grader agreement scores can be interpreted as follows: “none” \( \kappa < 0 \), “slight” \( \kappa \leq 0.2 \), “fair” \( \kappa \leq 0.4 \), “moderate” \( \kappa \leq 0.6 \), “substantial” \( \kappa \leq 0.8 \), and “almost perfect” \( \kappa \leq 1.0 \) (Landis and Koch, 1977).

The quality of the judgment is confounded by the ranking agreement scores listed in Table A.6. Comparing the worker vs. the expert judgments, only slight agreement was obtained for the less controlled settings, but the proposed data quality control mechanisms achieved levels of up to substantial agreement. The comparison of agreement scores for oracle and expert judgments indicates that at least fair agreement is to be expected for languages where expert graders are not available.

6 Conclusions

In this paper, we investigated the use of the data quality control mechanisms of online work marketplaces for the collection of high-quality MT evaluation data for non-English target languages. The analysis of the worker characteristics revealed that locale qualification control settings enable the collection of less tainted judgments and that bad workers can be identified by short HIT grading times, large overlaps of evaluation tasks run simultaneously, and low trust levels measured either prior to or during the evaluation task.

Due to the lack of expert graders for 6 out of 10 languages, the creation of control units was carried out automatically, where the proposed similarity-based gold translation selection method proved to be a practical alternative to manual selection by native speakers. The improved setting of control units to verify not only the best but also the worst translation helped to identify untrusted workers using field grading schemes. Finally, the combination of multiple control mechanism proved to be essential for collecting high-quality data for all the investigated non-English languages.

Based on the obtained findings we recommend carrying out crowd-based MT evaluations by (1) limiting the access to workers in countries where the target language is the official language, although for languages lacking workers, the US might be included if evaluation time is a crucial factor and (2) defining control units so that expected rankings for the best and the worst systems are preserved and grading variations of non-expert graders are taken into account.

As future work, we are planning to investigate the effectiveness of other control mechanisms such as payment and the applicability of the proposed crowd-based MT evaluation method to more complex translation tasks, ranking more MT systems, as well as covering other domains such as the translation of public speeches.
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### A.1. Amount of Workers

The total number of participating workers, as well as the number and the percentage of trusted/native workers for each evaluation task.

| TRG | LOC+GOLD\textsuperscript{bw} | GOLD\textsuperscript{b} | NONE |
|-----|-----------------------------|-----------------------------|-------|
|     | country workers            | workers                     |       |
|     | total count                | trusted (% of total)        | native (% of total) | total count | trusted (% of total) | native (% of total) | total count | trusted (% of total) | native (% of total) |
| en  | 23                          | 18 (78.3%)                  | 13 [56.5%]       | 38         | 30 (78.9%)           | 10 [26.3%]         | 8           | 4 [50.0%]            |                  |
| ar  | 41                          | 26 (63.4%)                  | 23 [56.0%]       | 29         | 19 (65.5%)           | 6 [20.6%]          | 14          | 0 [0.0%]             |                  |
| es  | 19                          | 19 (100.0%)                 | 15 [78.9%]       | 12         | 11 (91.6%)           | 2 [16.6%]          | 8           | 0 [0.0%]             |                  |
| fr  | 10                          | 9 (90.0%)                   | 4 [40.0%]        | 10         | 9 (90.0%)            | 0 [0.0%]           | 14          | 2 [14.2%]            |                  |
| hi  | 31*                         | 28* (90.3%)                 | 27* [87.0%]      | 35         | 37 (43.5%)           | 34 [40.0%]         | 47          | 33 [70.2%]           |                  |
| ja  | 14                          | 11 (78.6%)                  | 3 [21.4%]        | 15         | 13 (86.6%)           | 0 [0.0%]           | 10          | 1 [10.0%]            |                  |
| ko  | 45*                         | 43* (95.5%)                 | 2* [4.4%]        | 24         | 17 (70.8%)           | 0 [0.0%]           | 5           | 0 [0.0%]             |                  |
| ru  | 30                          | 20 (66.6%)                  | 4 [13.3%]        | 7          | 7 (100.0%)           | 0 [0.0%]           | 14          | 0 [0.0%]             |                  |
| tl  | 10                          | 9 (90.0%)                   | 5 [50.0%]        | 6          | 6 (100.0%)           | 0 [0.0%]           | 2           | 1 [50.0%]            |                  |
| zh  | 18                          | 11 (61.1%)                  | 3 [16.6%]        | 16         | 12 (75.0%)           | 0 [0.0%]           | 7           | 0 [0.0%]             |                  |

* marked results are obtained using the LOC+GOLD\textsuperscript{bw} + FBI data quality control setting.

### A.2. Country of Origin

The total number of countries and workers per country participating in each evaluation task.

| TRG | LOC+GOLD\textsuperscript{bw} | GOLD\textsuperscript{b} | NONE |
|-----|-----------------------------|-----------------------------|-------|
|     | country workers            | workers                     |       |
|     | total count                | trusted (% of total)        | native (% of total) | total count | trusted (% of total) | native (% of total) | total count | trusted (% of total) | native (% of total) |
| en  | 11 countries               | 10 [90.9%]                  | 1 [9.1%]       | 15         | 14 [93.3%]           | 1 [6.7%]          | 15         | 14 [93.3%]           | 1 [6.7%]          |
| ar  | 11 countries               | 10 [90.9%]                  | 1 [9.1%]       | 15         | 14 [93.3%]           | 1 [6.7%]          | 15         | 14 [93.3%]           | 1 [6.7%]          |
| es  | 8 countries                | 7 [87.5%]                   | 1 [12.5%]      | 8          | 7 [87.5%]            | 1 [12.5%]         | 8          | 7 [87.5%]            | 1 [12.5%]         |
| fr  | 4 countries                | 4 [100.0%]                  | 0 [0.0%]       | 4          | 4 [100.0%]           | 0 [0.0%]          | 4          | 4 [100.0%]           | 0 [0.0%]          |
| hi  | 2 countries                | 2 [100.0%]                  | 0 [0.0%]       | 2          | 2 [100.0%]           | 0 [0.0%]          | 2          | 2 [100.0%]           | 0 [0.0%]          |
| ja  | 2 countries                | 2 [100.0%]                  | 0 [0.0%]       | 2          | 2 [100.0%]           | 0 [0.0%]          | 2          | 2 [100.0%]           | 0 [0.0%]          |
| ko  | 2 countries                | 2 [100.0%]                  | 0 [0.0%]       | 2          | 2 [100.0%]           | 0 [0.0%]          | 2          | 2 [100.0%]           | 0 [0.0%]          |
| ru  | 2 countries                | 2 [100.0%]                  | 0 [0.0%]       | 2          | 2 [100.0%]           | 0 [0.0%]          | 2          | 2 [100.0%]           | 0 [0.0%]          |
| tl  | 2 countries                | 2 [100.0%]                  | 0 [0.0%]       | 2          | 2 [100.0%]           | 0 [0.0%]          | 2          | 2 [100.0%]           | 0 [0.0%]          |
| zh  | 4 countries                | 4 [100.0%]                  | 0 [0.0%]       | 4          | 4 [100.0%]           | 0 [0.0%]          | 4          | 4 [100.0%]           | 0 [0.0%]          |

* marked results are obtained using the LOC+GOLD\textsuperscript{bw} + FBI data quality control setting.

### A.3. Judgments

The total number of rankings sets judged by all/trusted/native workers for each evaluation task.

| TRG | LOC+GOLD\textsuperscript{bw} | GOLD\textsuperscript{b} | NONE |
|-----|-----------------------------|-----------------------------|-------|
|     | country workers            | workers                     |       |
|     | total count                | trusted (% of total)        | native (% of total) | total count | trusted (% of total) | native (% of total) | total count | trusted (% of total) | native (% of total) |
| en  | 584                         | 495 (87.8%)                 | 168 [29.8%]   | 664        | 568 (85.5%)          | 128 [19.3%]       | 442        | 78 [17.0%]           |                  |
| ar  | 693                         | 543 (78.4%)                 | 432 [62.3%]   | 559        | 463 (82.8%)          | 117 [20.9%]       | 465        | 0 [0.0%]             |                  |
| es  | 581                         | 581 (100.0%)                | 542 [93.3%]   | 428        | 416 (97.2%)          | 86 [20.1%]        | 421        | 0 [0.0%]             |                  |
| fr  | 463                         | 409 (88.3%)                 | 178 [38.4%]   | 416        | 404 (97.1%)          | 0 [0.0%]          | 495        | 181 [36.6%]          |                  |
| hi  | 580*                        | 505* (87.1%)                | 496 [85.5%]   | 1013       | 531 (52.4%)          | 477 [47.1%]       | 723        | 314 [43.5%]          |                  |
| ja  | 386                         | 356 (92.2%)                 | 60 [15.5%]    | 472        | 448 (94.9%)          | 0 [0.0%]          | 447        | 0 [0.0%]             |                  |
| ko  | 642*                        | 603* (93.9%)                | 66 [10.3%]    | 583        | 523 (89.7%)          | 0 [0.0%]          | 480        | 0 [0.0%]             |                  |
| ru  | 657                         | 555 (84.5%)                 | 96 [14.6%]    | 370        | 370 (100.0%)         | 0 [0.0%]          | 504        | 0 [0.0%]             |                  |
| tl  | 437                         | 428 (97.9%)                 | 91 [20.8%]    | 344        | 344 (100.0%)         | 0 [0.0%]          | 371        | 36 [9.7%]            |                  |
| zh  | 575                         | 481 (83.6%)                 | 354 [61.6%]   | 462        | 429 (92.9%)          | 0 [0.0%]          | 476        | 0 [0.0%]             |                  |

* marked results are obtained using the LOC+GOLD\textsuperscript{bw} + FBI data quality control setting.
A.4. Evaluation Time

The evaluation period (given in days), the total grading time (given in hours, \("(hh:mm:ss)\")), and the average time per HIT (given in seconds, \("(mm:ss)\"\)) of the trusted gradings obtained for each evaluation task.

| TRG | 
| --- | 
| en | 6.9 days \((06:41:09)\) \([00:13]\) | 4.8 days \((04:30:13)\) \([00:39]\) | 0.9 days \((03:24:45)\) \([00:25]\) | 0.4 days \((01:12:32)\) \([00:17]\) |
| fr | 4.7 days \((06:29:32)\) \([00:47]\) | 0.7 days \((02:48:34)\) \([00:24]\) | 0.1 days \((00:45:50)\) \([00:07]\) |
| hi | 2.2 days \((06:06:55)\) \([00:47]\) | 0.3 days \((01:49:34)\) \([00:16]\) | 0.1 days \((00:48:22)\) \([00:07]\) |
| ja | 3.9 days \((04:19:36)\) \([00:40]\) | 0.2 days \((03:13:52)\) \([00:29]\) | 0.2 days \((00:55:04)\) \([00:14]\) |
| ko | 1.2 days* \((03:27:34)*\) \([00:35]*\) | 0.2 days \((02:44:42)\) \([00:19]\) | 0.1 days \((00:52:55)\) \([00:08]\) |
| ru | 1.1 days \((05:48:35)\) \([01:07]\) | 12.8 days \((02:22:28)\) \([00:27]\) | 0.7 days \((01:39:58)\) \([00:14]\) | 0.1 days \((01:07:17)\) \([00:10]\) |
| tl | 1.6 days \((03:03:16)\) \([00:26]\) | 0.1 days \((00:43:59)\) \([00:07]\) | 0.1 days \((01:07:17)\) \([00:10]\) |
| zh | 2.3 days \((05:09:30)\) \([00:43]\) | 2.1 days \((01:29:36)\) \([00:13]\) | 0.1 days \((01:52:16)\) \([00:16]\) |

* marked results are obtained using the \(\text{LOC} + \text{GOLD}^{\text{bw}} + \text{PRI}\) data quality control setting.

A.5. Ranking Results (\(\%_{\text{better}}\))

The subjective evaluation of translation quality of 4 MT engines trained on different training data sizes (160k, 80k, 20k, 10k).

The \textit{Ranking} scores were obtained as the average number of times that a system was judged better than any other system.

| TRG | EXPERT | LOC+GOLD\(^{bw}\) | GOLD\(^b\) | NONE |
| --- | --- | --- | --- | --- |
| en | 0.5245 0.4755 0.3272 0.1453 | 0.4766 0.3481 0.2343 0.1138 | 0.2853 0.2620 0.1673 0.0750 | 0.1405 0.1714 0.1020 0.0680 |
| fr | 0.7375 0.7084 0.5963 0.4020 | 0.5028 0.4857 0.3867 0.2876 | 0.3506 0.3305 0.2560 0.1884 | 0.2078 0.2240 0.1596 0.0947 |
| ja | 0.5375 0.4803 0.2528 0.1027 | 0.4811 0.3695 0.1441 0.0755 | 0.2355 0.1639 0.1281 0.0675 | 0.0724 0.0678 0.0470 0.0165 |
| zh | 0.4690 0.3746 0.2625 0.1136 | 0.3809 0.3185 0.1740 0.0919* | 0.0862 0.0689 0.0532 0.0517 | 0.0000 0.0000 0.0000 0.0000 |

* marked results are obtained using the \(\text{LOC} + \text{GOLD}^{\text{bw}} + \text{PRI}\) data quality control setting.

A.6. Ranking Agreement

Fleiss’ kappa correlation coefficient comparing the obtained crowd-based evaluation results to the oracle and expert judgments for each translation task. The \(\kappa\) scores are interpreted in (Landis and Koch, 1977) as follows:

\[ \kappa < 0.0: "\text{none}" \quad \kappa \leq 0.2: "\text{slight}" \quad \kappa = 0.4: "\text{moderate}" \quad \kappa \leq 0.6: "\text{substantial}" \quad \kappa \leq 0.8: "\text{substantial}" \quad \kappa \leq 1.0: "\text{almost perfect}" \]

Worker vs. Oracle/Expert Agreement

| TRG | Data Quality Control Mechanism |
| --- | --- |
| en | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) |
| fr | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) |
| ja | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) |
| zh | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) | \(\text{LOC+GOLD}^{\text{bw}} + \text{PRI}\) |

* marked results are obtained using the \(\text{LOC} + \text{GOLD}^{\text{bw}} + \text{PRI}\) data quality control setting.
Abstract

We report on an experiment to test the efficacy of ‘controlled language’ authoring of technical documents in Japanese, with respect both to the readability of the Japanese source and the quality of the English machine-translated output. Using four MT systems, we tested two sets of writing rules designed for two document types written by authors with contrasting professional profiles. We elicited judgments from native speakers to establish the positive or negative impact of each rule on readability and translation quality.

1 Introduction

It is widely acknowledged that the typological ‘distance’ between Japanese and English (the most common European target language for MT from Japanese) hampers the achievement of high-quality translation. We seek to address this challenge by investigating the feasibility of developing a ‘controlled Japanese’ with explicit restrictions on vocabulary, syntax and style adequate for authoring technical documentation.

Our starting point is sentences extracted from two types of document: consumer user manuals (UM) and company-internal documents articulating the know-how of key employees (KH). UM are produced by professional technical authors, while KH are written as ‘one-offs’ by the employees themselves, capturing their own know-how. Thus, there is a sharp difference in the effort the two groups of writers can be expected to invest and the linguistic knowledge they bring to a controlled authoring task.

In outline, our experiment entailed formulating a set of writing rules (‘authoring guidelines’) for each document type. Sentences violating the rules were extracted from the original data and rewritten (‘pre-edited’ in this experimental setting) in accordance with the respective rule. The original and rewritten sentences were then translated by different MT systems; finally, the inputs and outputs were submitted to human evaluation.

Since the readers of the original Japanese and the readers of the translated English are equally important, we devised protocols to assess what we termed the ‘readability’ of the Japanese source sentences and their ‘translatability’ as gauged by the perceived quality of the English target sentences.

In interpreting the results, we try to identify the most promising avenues for further development.

2 Controlled Language and MT

The general principles of controlled language (CL) and the challenges posed by its deployment are clearly summarised by (Kittredge, 2003; Nyberg et al., 2003). Evidence of the effectiveness of CL in cutting translation costs has been in the public domain for some 30 years, from (Pym, 1990) in the automotive domain to (Roturier, 2009) in the software domain.

More specific studies have been undertaken to identify those rules which have the greatest impact on the usability of MT output (e.g., O’Brien and Roturier, 2007).