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ABSTRACT

In this paper, an algorithm for approximate evaluation of back-propagation in DNN training is considered, which we term Approximate Outer Product Gradient Descent with Memory (Mem-AOP-GD). The Mem-AOP-GD algorithm implements an approximation of the stochastic gradient descent by considering only a subset of the outer products involved in the matrix multiplications that encompass back-propagation. In order to correct for the inherent bias in this approximation, the algorithm retains in memory an accumulation of the outer products that are not used in the approximation. We investigate the performance of the proposed algorithm in terms of DNN training loss under two design parameters: (i) the number of outer products used for the approximation, and (ii) the policy used to select such outer products. We experimentally show that significant improvements in computational complexity as well as accuracy can indeed be obtained through Mem-AOP-GD.

Index Terms—DNN back-propagation, approximate matrix multiplication, gradient noise, stochastic gradient descent.

I. INTRODUCTION

Back-propagation is the cornerstone of Deep Neural Network (DNN) training [1]. Since its inception, many approaches have been considered to speed-up back-propagation. As examples, adaptive learning rate (Super-SAB) [2], Newton-like methods (Quickprop) [3], second order methods [4] (conjugate gradient), an adaptive step-size method [5] (RPROP), are some of the earliest and most celebrated algorithms to reduce its computational load. In this paper, we shall address the computational complexity of back-propagation by applying two sets of results for its computation: (i) approximate matrix multiplication, and (ii) error feedback in Stochastic Gradient Descent (SGD). The resulting algorithm is named Approximate Outer Product Gradient Descent with Memory (Mem-AOP-GD). In Mem-AOP-GD, we approximate the desired matrix product through a sum of outer products, in which the components are chosen from the original matrices according to some policy. Furthermore in order to correct for the error in the computation, we introduce a memory term, similar to [6]. The role of the memory is to account for the outer products that have not been selected for computation. By judiciously combining the two ingredients, we show that the Mem-AOP-GD provides improved performance over the classical back-propagation algorithms. Numerical evaluations with DNNs for regression and image classification are also presented to validate the proposed approach.

Relevant Literature: Mem-AOP-GD combines three ideas: (i) approximate matrix multiplication, (ii) gradient compression, and (iii) SGD with memory. Let us briefly introduce these concepts.

Approximate matrix multiplication. Approximate matrix multiplication has a long history in mathematics, computer science, and engineering. The problem was initially considered in [7], inspired by the problem of finding low-rank matrix approximations in [8]. When considering a simple algorithm in which the matrix multiplication is approximated by randomly sampling columns from A and rows from B (i.e., an outer product), and accumulating these rank-one matrices to produce an approximation of C, an approximation loss of \( \mathcal{L}(\hat{C}, C) = O(1) \) is obtained where \( c \) is the number of outer products accumulated to produce \( \hat{C} \) [8].

Error feedback in SGD. It is widely accepted by DNN practitioners that gradient updates for DNN can be highly compressed without affecting the training performance. In fact, for some cases compression of gradient updates improves the DNN performance. Strategies for compressing gradients encompass sparsification and quantization, among others. For instance, topK is a rather aggressive sparsification method that keeps only the coordinates with the largest magnitudes [9], [10]. When DNN gradients are compressed, it has been shown that error feedback can greatly improve the classification/regression performance [11]. Error feedback for 1-bit quantization was originally considered in [12]. In [6], error feedback is applied to gradient compression. Further results and generalization of this mechanism are provided in [13].

Organization: The paper is organized as follows: In Sec. II, we introduce relevant ingredients to the development of Mem-AOP-GD. In Sec. III the Mem-AOP-GD is introduced. We present numerical experiments for both regression and classification tasks in Sec. IV and conclude the paper in Sec. V.

Notation: Lowercase boldface letters (e.g., \( \mathbf{z} \)) are used
Fig. 1. A conceptual representation of the outer product representation of the matrix multiplication.

For column vectors and uppercase boldface letters (e.g., \( \mathbf{P} \)) designate matrices. We also adopt the shorthands \([m:n] \triangleq \{m, \ldots, n\}\) and \([n] \triangleq \{1, \ldots, n\}\). Subscripts indicate the iteration index while \( \mathbf{A}^{(i)} \) and \( \mathbf{A}_t^{(i)} \) are used to denote the \( i \)th column and the \( i \)th row vector of matrix \( \mathbf{A} \), respectively. The Frobenius norm of the matrix \( \mathbf{A} \) is indicated as \( \|\mathbf{A}\|_F \). Calligraphic scripts are used to denote sets (e.g., \( \mathcal{A} \)) and \( |\mathcal{A}| \) is used to denote its cardinality. With \( \mathcal{A}^c \) we indicate the complement of the set \( \mathcal{A} \) when \( \Omega \) is clear from the context.

II. RELEVANT RESULTS

In this section, we shall first review back-propagation in DNNs, then return to the techniques introduced in Sec. I and describe them in further detail.

II-A. Back-propagation in DNNs

Let us now denote the network as \( D \) and the total number of layers as \( I \). Let us further denote the weights, bias, inputs, outputs, and gradients of the corresponding layer as \( \mathbf{W}_i, \mathbf{b}_i, \mathbf{X}_i, \mathbf{O}_i, \) and \( \mathbf{G}_i \). From this we can define the output of each layer as \( \mathbf{O}_i = D_i(\mathbf{X}_i) \), and the output of the network as \( \mathbf{O} = D(\mathbf{X}) \), where \( \mathbf{X} = \mathbf{X}_1 \) is the initial input and \( \mathbf{O} = \mathbf{O}_I \) is the final output. Note that \( \mathbf{O}_i = \mathbf{X}_{i+1} \). Then the forward propagation of a dense layer can be defined as

\[
D_i(\mathbf{X}_i) = \mathbf{X}_i \mathbf{W}_i + \mathbf{b}_i, \tag{1}
\]

For the back-propagation, we must consider two matrix products

\[
\mathbf{G}_i = \mathbf{G}_{i+1} \mathbf{W}^T_i, \tag{2a}
\]

\[
\mathbf{W}^T_i = \mathbf{X}^T_i \mathbf{G}_{i+1}, \tag{2b}
\]

where (2a) is used for calculating the \( \mathbf{G}_i \) used in \( D_{i-1} \) for (2b) and \( \mathbf{W}^T_i \) for updating \( \mathbf{W}_i \), referred to as the gradient of the weight. If the optimizer is SGD, then \( \mathbf{W}_i = \mathbf{W}_i - \eta \mathbf{W}^T_i \). For other optimizers (e.g., Adam [14]), the steps for updating are according their respective rules. Both (2a) and (2b) employ the chain rule to calculate their respective gradients. \( \mathbf{G}_L \) is calculated from the derivative of the loss between \( \mathbf{O}_L, \) and \( \mathbf{Y} \), which is the ground truth. Note that for a single layer network, calculating (2a) is not necessary, as there is no \( \mathbf{W}_{i-1} \) which requires an update.

II-B. Approximate Outer Product (AOP)

One of the classical methods for performing matrix multiplication is through computing outer products for which sums of the outer products between the columns of \( \mathbf{A} \) and the rows of \( \mathbf{B} \) are evaluated, i.e.,

\[
\mathbf{C} = \sum_{m \in [M]} \mathbf{A}^{(m)} \mathbf{B}^{(m)}, \tag{3}
\]

where \( \mathbf{A}^{(m)} \in \mathbb{R}^{N \times 1} \) and \( \mathbf{B}^{(m)} \in \mathbb{R}^{1 \times P} \). The outer product operation is illustrated in Fig. 1.

In the context of DNN training, exact computations of matrix products is not always necessary; that is, obtaining and having approximations often suffices. Motivated by this observations, we can reduce the complexity of the training by sampling the columns of \( \mathbf{A} \) and rows of \( \mathbf{B} \) for an Approximate Outer Product (AOP). Let us denote the sampling sets containing the indices of \([M]\) as \( \mathcal{K} \) and the size of this set as \( |\mathcal{K}| \) or \( K \) for simplicity.

To obtain an approximation of the matrix product we choose \( K < M \), and evaluate

\[
\hat{\mathbf{C}} = \sum_{k \in \mathcal{K}} \mathbf{A}^{(k)} \mathbf{B}^{(k)}, \tag{4}
\]

where \( \hat{\mathbf{C}} \) is the resulting approximation of \( \mathbf{C} \). The elements in the set \( \mathcal{K} \) are most commonly chosen according to three strategies (i) top\( K \), (ii) rand\( K \), (iii) and weighted\( K \). In top\( K \), the elements with the largest values of \( ||\mathbf{A}^{(k)}||_2 ||\mathbf{B}^{(k)}||_2 \) are selected. In rand\( K \), the \( K \) non-zero elements are uniformly randomly selected from \([M]\). Finally, in weighted\( K \), the \( K \) elements are selected at random with the probabilities \( p_k = \frac{||\mathbf{A}^{(k)}||_2 ||\mathbf{B}^{(k)}||_2}{\sum ||\mathbf{A}^{(k)}||_2 ||\mathbf{B}^{(k)}||_2} \). Note that rand\( K \) and weighted\( K \) require a normalization constant\(^1\), so that

\[
\hat{\mathbf{C}} = \sum_{k \in \mathcal{K}} \frac{1}{p_k |\mathcal{K}|} \mathbf{A}^{(k)} \mathbf{B}^{(k)}. \tag{5}
\]

Note that \( \hat{\mathbf{C}} \) is an unbiased estimate of \( \mathbf{C} \), i.e., \( \mathbb{E}[\hat{\mathbf{C}}] = \mathbf{C} \).

II-C. Sparsified SGD with Memory

In many scenarios of practical relevance, the communication, storage or aggregation of the stochastic gradients in SGD needs to be limited. In these scenarios, compression schemes are often applied to the already calculated gradients. In gradient sparsification, the stochastic gradient in SGD is sparsified before being applied to the current model estimate. Various approaches have been proposed for sparsification, mostly focusing on preserving the gradients with the largest magnitudes \([15]\).

Since gradient compression reduces the amount of data, it decreases the learning the accuracy of the model and as consequence, may negatively affect the convergence to the optimal solution. As authors in \([6]\) point out, using compression on the gradient does not guarantee convergence.

\(^1\)The following is necessary only if performed with random sampling with replacement.
of the training. As such they introduce memory of the compressed gradient \( m_t \) at time \( t \), by defining

\[
\hat{W}_t^* \leftarrow \text{comp}_K(m_t + W_t^*) \\
m_{t+1} \leftarrow m_t + W_t^* - \hat{W}_t^*,
\]

where \( \text{comp}_K(\cdot) \) is the gradient sparsiﬁcation operator that sets all but the \( K \) gradient entries to zero. In (6), \( m_{t+1} \) is an error compensation term which accounts for the fact that the sparsiﬁed gradient \( \hat{W}_t^* \) is applied to the model update, instead of the full gradient \( W_t^* \).

III. PROPOSED APPROACH: MEM-AOP-GD

In this section, we propose a combination of AOP and the SGD memory technique for calculating (2b). Instead of calculating the full gradient, at each layer \( i \) and time \( t \), Mem-AOP-GD calculates an approximation of the gradient \( \hat{W}^*_{i,t} \) by selecting a subset \( K \) of outer products. Let \( \text{out}_K \) be the function that selects the set of outer products. To account for the matrix approximation error introduced by the operator \( \text{out}_K \), and to help the SGD convergence, we will employ two memory matrices denoted as \( m^X_t \) for \( X \) and \( m^G_t \) for \( G \) that store columns and rows of the matrices not used in the previous computations.

The Mem-AOP-GD algorithm for layer \( i \) of the DNN is as follows:

Algorithm Pseudo code for the Mem-AOP-GD algorithm

1. Initialize \( W_0, m^X_0 = 0, m^G_0 = 0 \)
2. for \( t \in [T] \), do
3. \( \hat{X}_t \leftarrow m^X_t + \sqrt{\eta_t} X_t \)
4. \( \hat{G}_t \leftarrow m^G_t + \sqrt{\eta_t} G_t \)
5. \( K \leftarrow \text{out}_K(\hat{X}_t, \hat{G}_t) \)
6. \( \hat{W}^*_t \leftarrow \sum_{k \in K} \hat{X}_t^T(k) \hat{G}_t(k) \)
7. \( W_{t+1} \leftarrow W_t^* - \hat{W}^*_t \)
8. \( m^X_{t+1}(k) \leftarrow \hat{X}_t(k), \forall k \in K^c \)
9. \( m^G_{t+1}(k) \leftarrow \hat{G}_t(k), \forall k \in K^c \)
10. end for

In the above algorithm, \( W_0 \) are the initial weights at \( t = 0 \), \( X_t \) and \( G_t \) are calculated as defined in Sec. II-A. Note that, in the pseudocode, we do not explicitly indicate the index of the layer \( i \) for simplicity: the indexing according to the layer is as in Sec. II-A. Also, \( t \) is the index of the current iteration and \( T \) is used for the total number of iterations. The learning rate of the model is denoted by \( \eta_t \) and the elements of the sets in \( M \) not in \( K \), is denoted as \( K^c \).

If one wishes to perform matrix approximation without memory, then the lines 8 and 9, which contain the update for the memory for both matrices, can be omitted.

Remark 1: (DNN Optimizer) Note that Mem-AOP-GD is independent from the optimizer, since it only aids the approximate computation of the gradient weight. Since back-propagation is also used to compute the second moment of the gradient weights, Mem-AOP-GD can also be applied to second order optimizers.

Let us next provide a high-level perspective on why Mem-AOP-GD produces an efficient approximation of the DNN gradients. Let us consider the effect what is the results of the full matrix multiplication in line 6 at time \( t = 2 \) and for \( \eta_t = 1 \):

\[
\hat{W}^*_2 = (m^X_2 + X_2)^T (m^G_2 + G_2) \\
= X_2^T G_2 + m^X_2 T m^G_2 + m^X_2 T G_2 + X_2^T m^G_2. \tag{7}
\]

The terms in (7) are: (i) \( X_2^T G_2 \) which is desired gradient at time \( t \): the optimizer accumulate this term to the current model estimate, as in the classic SGD, (ii) \( m^X_2 T m^G_2 \) where \( m^X_2 T m^G_2 \) is the matrix containing the column/rows of \( X_2^T/G_1 \) which were not evaluated at \( t = 1 \). By accumulating this term, the optimizer “corrects” the matrix approximation error of the previous iteration. (iii) \( m^X_2 T G_2 + X_2^T m^G_2 \) is a term which contains terms that would have not been accumulated through standard DNN training. At first glance, one might conclude that these terms constitute noise that only interferes with the training progress. From variance reduction techniques for SGD, such as SAGA [16] and SVRG [17], we know that stale gradients are still useful in the learning process. We conjecture that, given the inherent memory in the gradient evolution, this latter term acts in a manner similar to a stale gradient, thus ultimately aiding the SGD convergence.

IV. NUMERICAL EXPERIMENT

In this section, we provide numerical experiments validating the performance of Mem-AOP-GD it two cases: (i) regression for the energy efficiency dataset [18], and (ii) classification for the MNIST dataset [19]. In both cases, we investigate the performance the DNN training performance under two parameters:\(^2\) (i) the amount of computational reduction, and (ii) the choice of the outer product selection operator. The sampling is performed without replacement.

The simulation results are presented in Figs. 2 and 3. The legend for these figures is as follows: (i) blue: baseline computation with matrix approximation, (ii) yellow: \( \text{out}_K = \text{top}_K \), (iii) \( \text{out}_K = \text{weighted}_K \), and (iv) red: \( \text{out}_K = \text{rand}_K \).

In all the above cases, we also differentiate between two scenarios: (i) continuous line: Mem-AOP-GD with memory and (ii) dashed line: Mem-AOP-GD without memory.

• Regression task: In the dataset of [18], the DNN is tasked with assessing the heating load of buildings as a function of building parameters. The overall number of input features is 16, after some pre-processing. We train a simple single layered DNN with a weight of dimensions \( 16 \times 1 \) and parameters detailed in the first column of Tab. I. The effects

The code for the numerical experiment is available at https://github.com/HernandezEduin/Mem-AOP-GD.
of different levels of compression are shown in Fig. 2. Each row corresponds to an increasing rate: the lower the $K$, the higher the computational reduction level.

We observe that, for high values of $K$, Mem-AOP-GD outperforms standard DNN back-propagation, despite the drastic reduction in its computational requirements. The performance of the different choices of $\text{out}_K$ with memory is rather close, although $\text{rand}K$ seems to yield a light improvement in performance. As the reduction in computation becomes more drastic, the effect of memory becomes less relevant. Fig. 2 shows that memory in Mem-AOP-GD might be disregarded when the amount of computational reduction is very large.

- **Classification task:** Here we employ only a dense layer of $784 \times 10$ which come from the total number of pixel in an image and the total numbers of digits to classify respectively. After the dense layer, we use a softmax activation layer. Further parameters are detailed in the second column of Tab. I. We choose a batch size of 64 and approximate these batches with $K = 32, 16,$ and 8 in the back-propagation from (2b). Note that for large values of $R = K/M$, Mem-AOP-GD yet again outperforms the standard back-propagation algorithm. Also, as for the classification task, a drastic reduction in computational load does not significantly affect the training performance. Interestingly, the performance of Mem-AOP-GD with $\text{rand}K$ and without memory is rather competitive. Inexplicably, the performance of Mem-AOP-GD with $\text{rand}K$ and with memory falls drastically in performance for the lowest value of $K$.

## V. CONCLUSION

In this paper, the Mem-AOP-GD algorithm is introduced for DNN training. This algorithms provides a reduction in computational complexity together with an increase in training accuracy by combining (i) matrix approximation through outer products and (ii) error feedback to obtain an approximate version of the back-propagation algorithm. Numerical evaluations validate the performance of the proposed algorithm. The theoretical analysis of Mem-AOP-GD is left as a future research topic.
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