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Abstract—In semi-supervised representation learning frameworks, when the number of labelled data is very scarce, the quality and representativeness of these samples become increasingly important. Existing literature on semi-supervised learning randomly sample a limited number of data points for labelling. All these labelled samples are then used along with the unlabelled data throughout the training process. In this work, we ask two important questions in this context: (1) does it matter which samples are selected for labelling? (2) does it matter how the labelled samples are used throughout the training process along with the unlabelled data? To answer the first question, we explore a number of unsupervised methods for selecting specific subsets of data to label (without prior knowledge of their labels), with the goal of maximizing representativeness w.r.t. the unlabelled set. Then, for our second line of inquiry, we define a variety of different label injection strategies in the training process. Extensive experiments on four popular datasets, CIFAR-10, CIFAR-100, SVHN, and STL-10, show that unsupervised selection of samples that are more representative of the entire data improves performance by up to \( \sim 2\% \) over the existing semi-supervised frameworks such as MixMatch, ReMixMatch, FixMatch and others with random sample labelling. We show that this boost could even increase to 7.5% for very few-labelled scenarios. However, our study shows that gradually injecting the labels throughout the training procedure does not impact the performance considerably versus when all the existing labels are used throughout the entire training.

Index Terms—Semi-supervised Learning, Clustering, Representation Learning.

I. INTRODUCTION

The availability of large-scale annotated datasets has significantly contributed to the success of deep learning [1], [2]. However, data annotation and labelling are often time-consuming and expensive. As a result, the benefits of supervised deep learning come at the cost of collecting large-scale labelled datasets. It is, therefore, long desired to train deep learning models without using such large labelled datasets. As one of the potential solutions to this problem, semi-supervised learning (SSL) [3], [4] has gained increased popularity in recent years. Semi-supervised methods learn from small labelled data while exploiting large amounts of unlabelled data (which is often readily available) to improve the overall performance.

Generally, semi-supervised methods randomly select a few samples from a large set of unlabelled data and label/annotate those samples to create a small labelled set [3]–[5]. However, these methods don’t consider the fact that all samples are not equally representative of the underlying data distribution.

With a limited labelling budget, selecting samples to label can influence the model’s final performance; thus, strategic labelling is crucial. Another common practice in existing semi-supervised methods is to use all the labelled samples uniformly throughout the training process. To date, no prior work has studied the strategy to which to inject the small amounts of labelled data along with the large unlabelled sets. These two problems motivate us to ask the following two questions: (1) Can we select a specific set of unlabelled samples for labelling to enhance the performance of the semi-supervised learner compared to random sampling? (2) Is there a more effective strategy to incorporate labelled data into the semi-supervised training pipeline?

In this work, we investigate the two problems mentioned above. First, we explore several unsupervised methods for strategically selecting key samples from the pool of unlabelled data to label. Although subset selection is not a new concept in the literature [6], [7], (a) they have not been explored in the context of semi-supervised learning, and (b) labels are often utilized for finding these subsets, effectively making them supervised selection methods; whereas our interest lies in unsupervised selection given that we start with a large set of unlabelled data. Given a labelling budget of ‘\( n \)’ samples, we first extract the embeddings of all the unlabelled data using a pre-trained encoder and then partition the embedding space into \( n \) clusters. Once the clusters are formed, the closest sample to the centroid from each cluster is selected for labelling. Since clustering divides the embedding space into distinct clusters based on their inherent similarities and dissimilarities, selecting a sample per cluster will ensure the overall diversity of the unlabelled dataset. The strategic sampling process is illustrated in Figure 1. Here, we show an example of selecting 6 samples from the unlabelled set. First, the embedding space is partitioned into 6 clusters (red dots represent the centroids), and the closest sample to each centroid is then selected to be labelled.

Once a few samples are selected and labelled, we investigate our second question, i.e., whether using all the labelled samples together from the beginning of the training process is the best approach or whether a well-defined injection strategy can improve the performance. Accordingly, we explore a number of supervision policies that utilize the labelled samples at different points throughout the training stage. These strategies include consistent increments of labelled data and also curriculum-based label injection strategies.

Given a fixed amount of labelling budgets, we show that the accuracy of any semi-supervised method can be improved by up to \( \sim 2\% \) by replacing the randomly sampled labelled...
set with the proposed label set selection strategy. Similar experiments in supervised settings also show that the proposed strategic sampling outperforms randomly selected labelled sets in fully supervised training. We demonstrate that strategic sampling can be used as an easy-to-add extension to any off-the-shelf semi-supervised method to improve performance. Also, note that the addition of this approach does not add any computational overhead for the semi-supervised training protocol. It only introduces a one-time computation at the beginning of training. For our second research question, we find that the incremental/curriculum supervision policies do not considerably improve performance. In summary, we make the following contributions in this paper.

- We demonstrate that the unsupervised selection of the most representative samples to label and use alongside the unlabelled set can improve semi-supervised learning.
- The proposed strategic sampling can be easily integrated into any semi-supervised learner. Experiments show improvements over existing semi-supervised methods with the introduction of our proposed method without any increase in model size or FLOPS.
- We investigate different supervision policies to systematically introduce the labelled samples during semi-supervised training. However, our findings suggest no considerable improvements over the current approach of using labelled samples, i.e., using all the labelled samples throughout the entire training.

II. RELATED WORK

In this section, we summarize prior works in two key areas relevant to our problem statements: semi-supervised learning and data sampling.

A. Semi-Supervised Learning

Unsupervised learning is a branch of machine learning in which algorithms extract the inherent patterns and structures within the dataset without any supervision [3], [8]. Examples of unsupervised learning methods are clustering, dimensionality reduction, self-supervised learning, and others. Recently, there has been increased interest in unsupervised learning, mainly due to the strong performances obtained via self-supervised [8] and semi-supervised frameworks [3], [9]. Self-supervised methods learn from the unlabelled data by defining an auxiliary task, allowing models to extract meaningful representations from the unlabelled data. The learned representation can be adapted to a downstream task with minimal supervision. While self-supervised methods learn from the unlabelled data alone, semi-supervised learning assumes a small amount of labelled data is also available during training, requiring both supervised and unsupervised learning in the same framework.

Most successful methods for semi-supervised learning can be categorized into two broad categories: consistency regularization [10]–[12] and entropy minimization [13], [14]. The consistency regularization methods are based on the concept of data transformations, with the assumption that the underlying class semantic information does not change when different transformations are applied. Under two augmentations applied to a sample, a model should generate the same class prediction. More formally, in its simplest form [10], [15], consistency regularization can be presented as:

$$||P_θ(y \mid \text{Aug}_1(x)) - P_θ(y \mid \text{Aug}_2(x))||_2^2,$$  

(1)

where $P_θ$ is the prediction of the model on unlabelled data $x$ when augmentation $\text{Aug}$ is applied. Consistency regularization-based methods also use a supervised loss on the small amounts of labelled data to learn the class predictions.

Pi-model [10] is one of the popular methods in this category. It forces the representations of two augmented images to be similar by applying consistency regularization between them. Later, MeanTeacher [12] improved this method by utilizing an exponential moving average (EMA) on the encoder model. Here, the learned encoder is called the student encoder, and the EMA of the student is called the teacher encoder. In MeanTeacher, one of the two augmented images is encoded by the student encoder, whereas the other image is encoded by the teacher. This approach learns by regularizing the consistency between these two embeddings. The loss function for this method is as follows:

$$||P_θ(y \mid \text{Aug}_1(x)) - P_{EMA(θ)}(y \mid \text{Aug}_2(x))||_2^2.$$  

(2)

Two other improved variants of the consistency regularization method are VAT [11] and UDA [16]. In VAT, the concept of adversarial perturbation was used as an alternative to augmentation. Therefore, the resulting methods regularized the consistency between an image and its adversarial perturbation. UDA utilized the concept of hard augmentation instead of simpler augmentations and showed that semi-supervised learning benefits from hard augmentations. More specifically, UDA regularized between an input image and a hard augmentation of that image. Adaptive Neighborhood Propagation [17] proposed a different approach that integrates sparse coding and label propagation, avoiding the need to manually choose neighbourhood size or kernel width that some of the previous methods used for pseudo-labelling.

Entropy minimization methods generally aim to generate low entropy predictions. This is done by either explicitly defining a loss on the entropy [13] or implicitly by generating predictions in the form of pseudo-labels [14]. This is also combined with a supervised loss on the labelled data. One example of this category of methods is the Pseudo-label technique [14]. This approach learns from the labelled data in a supervised setting and predicts the pseudo-labels for the unlabelled samples. If the confidence of the pseudo-labels is beyond a pre-defined threshold, these images and predicted pseudo-labels are added to the labelled set, effectively increasing the size of the labelled set.

Recently, some of the most successful methods combined consistency regularization with entropy minimization in a hybrid framework [3], [4], [9], which showed improved performances. An example is MixMatch [4], where the loss function consists of an entropy minimization term and a consistency regularization term. This method popularized the use of the MixUp operation, which interpolates between labelled and unlabelled images from inputs and labels. ReMixMatch [4] is an improvement on MixMatch with the introduction of two new
The number of classes in the dataset is denoted by $|\mathcal{C}| = L$. Semi-supervised learning aims to utilize $\mathcal{X}_U$ in a supervised setting. Formally, $X_U = (x_i)_{i=1}^N$ be a set of unlabelled samples and $X_L = (x_i, y_i)_{i=1}^N$ be a subset of $X_U$ that contains labels as well. In the semi-supervised setting, we assume $n \ll N$.

The number of classes in the dataset is denoted by $c$. Semi-supervised learning aims to utilize $X_U$ using an unsupervised loss, while learning from $X_L$ in a supervised setting. Formally,

$$\text{loss}(X_U, \theta) = \text{unsupervised loss}$$

$\theta$ is the model parameters.

Another popular concept for subset selection is an incremental selection which starts with a small subset of random samples. This is also known as active learning. For example, in [26], the samples with the highest likelihood of divergence w.r.t. their neighbours are selected. Another popular approach is to select samples that are close to decision boundaries. Since the actual distance of a sample from the decision boundary can not be measured, an adversarial perturbation-based approach was proposed to approximate this in [27]. This method applied perturbations to a sample and counted the number of perturbations needed for the class prediction to change. Those with the smallest counts were identified to be the closest to the decision boundary. Active learning is also supervised as the labels of all the samples are used in the selection process. In a semi-supervised learning setting, we need to select a subset from the ‘unlabelled’ set for labelling. Consequently, an ‘unsupervised’ subset selection method needs to be used to find the desired subset from the ‘unlabelled’ samples.

### III. Method

This section first describes the preliminaries on semi-supervised learning and the problem statement, followed by descriptions of strategic sampling and incremental supervision policy, which we aim to inquire in this paper.

#### A. Preliminaries

Let, $X_U = (x_i)_{i=1}^N$ be a set of unlabelled samples and $X_L = (x_i, y_i)_{i=1}^N$ be a subset of $X_U$ that contains labels as well. In the semi-supervised setting, we assume $n \ll N$.

The number of classes in the dataset is denoted by $c$. Semi-supervised learning aims to utilize $X_U$ using an unsupervised loss, while learning from $X_L$ in a supervised setting. Formally,
semi-supervised learning can be represented with the following equation:

$$\min_{\theta} \sum_{(x,y) \in X_L} L_S(x,y,\theta) + \sum_{x \in X_U} L_U(x,\theta),$$  \hspace{1cm} (3)$$

where $\theta$ is the model parameters, $L_S$ is the supervised loss, and $L_U$ is the unsupervised loss. The unsupervised loss is the most unique and distinguishable component across different semi-supervised methods.

B. Problem Formulation

Given, the unlabelled set $X_U$, existing semi-supervised learning literature samples a random set of data points to create the labelled set $X_L$. However, in the unlabelled set $X_U$, not every sample is well representative of the underlying class distribution. Also randomly selecting a set of samples does not ensure a diverse set. As a result, we hypothesize that randomly selecting the $n$ samples to label may not necessarily yield the best performance for the model. However, it is generally challenging to sample an effective subset without any knowledge of the actual labels. This forms the basis of our first line of inquiry.

As for our second research question, we notice that a common practice in semi-supervised learning is to utilize all the labelled data throughout the entire training process. As a result, we aim to explore whether this is indeed the most effective approach for injecting the labelled data throughout a result, we aim to explore whether this is indeed the most common practice in semi-supervised learning is to utilize all our first line of inquiry.

Following, we provide formal definitions for the two questions which we explore in this paper:

1) Definition 1: strategic sampling: Given the unlabelled dataset $X_U = (x_i)_{i=1}^N$, we aim to sample a subset $X_1 = (x_i)_{i=1}^n, 1 \leq n < N,$ to form the labelled set $X_L = (x_i,y_i)_{i=1}^n$ for downstream use by the SSL method $S$ along with the unlabelled set $X_U$. The goal of strategic sampling is to select the most diverse and representative set of samples $X_L$ for labelling, which can provide a performance boost to the semi-supervised learner.

2) Definition 2: Supervision Policy: To train an SSL backbone $S$, the labelled subset $X_L^P$ can be used according to a supervision policy $P$, where $P$ dictates: (a) how many labelled samples $X_L^P = (x_i,y_i)_{i=1}^p \in X_L^*$ are used at epoch $\epsilon$, and (b) the order in which $X_L^P$ are used in the training process.

C. Explored Solutions

1) Strategic Sampling Module: Given the labelling budget of $n$ samples, the strategic sampling module aims to select the samples that provide the maximum final performance for the SSL method. For selecting $n$ samples from the unlabelled set $X_U$, the strategic sampling module utilizes a pre-trained encoder $\theta_p$, which extracts the embedding for each of the samples in $X_U$. Using pre-trained models for feature extraction is a well-established practice in the literature [28]. In addition to exploring the final embeddings produced by the encoder, we also use the intermediate representations throughout our experiments. For each $x_i \in X_U$, the embedding $\hat{z}_i$ is generated as:

$$\hat{z}_i = P(x_i, \theta_p).$$  \hspace{1cm} (4)$$

Given the generated embeddings $(\hat{z}_i)_{i=1}^N$, we utilize a clustering method to partition the embeddings into ‘n’ distinctive clusters. Here, $n$ is the number of samples (annotation budget) we aim to select. The clustering method returns $(C_i)_{i=1}^n$ representing n cluster centroids. Once the clusters are formed, a data point is selected from each of the clusters (total $n$ samples) to create the selected labelled set $X_L^*$. We use the Euclidean distance to select the nearest sample to each of the cluster centers. A visual illustration of the strategic sampling process is shown in Figure 1. Since clusters are formed by positioning similar samples together, selecting one sample (near the cluster center) from each cluster results in a diverse set of samples to train the model with.

In this work, we use K-means and Bisecting K-means [29] as the clustering algorithms. We also utilize the well-initialized versions known as K-means++ and Bisecting K-means++ to form better clusters. The K-means algorithm is one of the most popular and widely used clustering algorithms in the literature. In K-means, we first define the number of clusters. Each data point is then assigned to one of the clusters based on the distance from the cluster centers (centroid). The objective is to assign all the data points to the nearest centroid while keeping the clusters as small as possible. The term ‘means’ in the K-means algorithm comes from the fact that the centroids are calculated as the average of the data points currently belonging to this cluster. This simple clustering technique is shown to be useful for many different domains. However, naive K-means has some limitations, which are addressed by different improvements, for example, K-means++.

In naive K-means, the initial location of the centroids can dictate the outcome of the clustering algorithm. It has been shown that a bad initialization can cause the model to find very different centroids than one with better initialization [30]. To solve this issue, the K-means++ algorithm proposed an effective initialization technique for cluster centers while keeping the rest of the algorithm identical to the original K-means [30]. K-means++ selects the first centroid randomly from all the data points. It then calculates the distance of all the data points from the already assigned centroid (or centroids). The data point with the highest distance from all the existing centroids is considered the next centroid. This step continues until the desired number of centroids is found. The bisecting K-means clustering technique is another small modification of the original K-means algorithm [31]. In this algorithm, all points are first divided into two clusters (hence the name bisecting). Then each cluster is further divided into two more clusters until the desired number of centroids is achieved. This algorithm also has a better initialization version called bisecting K-means++.

Applying K-means on an embedding space has been considered in prior works for dimensionality reduction of the feature space [32], [33]. This indicates that the K-means family of clustering methods can effectively reduce the redundancies in the embedding space. Moreover, our visual analysis (presented
Table I
Summary of training hyper-parameters.

| Dataset   | CIFAR-10 | CIFAR-100 | SVHN | STL-10 |
|-----------|----------|-----------|------|--------|
| Model     | WRN-28-2 | WRN-28-8  | WRN-28-2 | WRN-37-2 |
| Batch size| 64       | 64        | 64   | 64     |
| LR        | 0.03     | 0.03      | 0.03 | 0.03   |
| Optimizer | SGD      | SGD       | SGD  | SGD    |
| Weight decay | 5e-4   | 1e-3      | 5e-4 | 3e-4   |
| EMA momentum | 0.999 | 0.999     | 0.999| 0.999  |

Figure 2 (d) demonstrates an example of this policy where m > 1.

Finally, in the ‘late initialized policy’, the utilization of labelled samples does not start until a pre-defined iteration. During this period (prior to the use of labels), the model is trained under unsupervised loss only. Figures 2 (e) and (f) are examples of this policy where \( e_0 > 0 \) and \( e_f = e_0 \) for (f).

Curriculum supervision policy. As indicated earlier, we also explore a curriculum-based strategy as our supervision policy. Curriculum learning is often compared to human learning behaviour, where we start learning with an easy task and slowly learn more complex tasks. However, in machine learning settings, all the available data are generally used at the same time to train the model. Curriculum learning was popularized by [35] in the context of machine learning. Here, pre-defined criteria are used to select easy samples at the beginning of the training and slowly introduce harder samples. Similar to the incremental supervision policy, the curriculum supervision policy also increases the number of labelled samples gradually. However, this policy uses a particular criterion to identify the order in which the labelled data is injected. Here, we utilize the pre-trained encoder to rank the samples. We define an ‘easy’ sample as having the least entropy in the final prediction of the pre-trained model, while the hard samples are defined as those with higher entropy. All the policies depicted in Figure 2 are also explored with the curriculum policy.

IV. EXPERIMENTS AND RESULTS

In this section, we will first discuss the experiment setup, datasets and implementation details for our experiment. Next, we will discuss the findings from strategic sampling and supervision policy in subsequent subsections.

A. Experiment Setup

We explore our investigation into the two proposed research questions on CIFAR-10 [36], CIFAR-100 [36], SVHN [37], and STL-10 [38] datasets, which are the common datasets used by existing semi-supervised methods. Except for CIFAR-100 with 100 classes, the rest of the datasets have 10 classes each.
TABLE II
ACCURACY OF STRATEGIC SAMPLING FOR DIFFERENT CLUSTERING METHODS WITH 'INTER.' AND 'FINAL' EMBEDDINGS.

| Clustering Method | CIFAR-10 | CIFAR-100 |
|-------------------|----------|-----------|
|                   | Imbalanced Split | Balanced Split | Imbalanced Split | Balanced Split |
|                   | Inter. Final | Inter. Final | Inter. Final | Final |
| Random Sample     | 23.23±1.3 | 23.23±1.3 | 25.05±1.1 | 25.05±1.1 | 11.01±0.6 | 11.01±0.6 | 11.42±0.6 | 11.42±0.6 |
| K-means           | 24.25±1.3 | 26.00±0.8 | 26.76±0.6 | 26.01±0.6 | 12.50±0.2 | 11.78±0.5 | 13.75±0.8 | 13.02±0.6 |
| K-means++         | 23.15±0.3 | 25.69±1.5 | 26.77±0.3 | 25.83±0.8 | 12.11±0.5 | 12.13±1.0 | 13.95±0.8 | 13.55±0.5 |
| Bisecting K-means | 21.00±1.0 | 26.17±1.3 | 24.97±0.9 | 27.35±0.8 | 9.64±0.6 | 10.89±0.4 | 13.29±0.4 | 13.49±0.5 |
| Bisecting K-means++ | 20.83±1.1 | 26.91±3.4 | 25.39±1.4 | 27.80±0.8 | 10.07±0.7 | 10.55±0.4 | 13.54±0.4 | 13.64±0.4 |

| SVHN               |                      |                      |                      |                      |
|--------------------|----------------------|----------------------|----------------------|----------------------|
|                    | Imbalanced Split     | Balanced Split       | Imbalanced Split     | Balanced Split       |
|                    | Inter. Final         | Inter. Final         | Inter. Final         | Final                |
| Random Sample      | 14.35±1.3            | 14.35±1.3            | 13.76±1.5            | 13.76±1.5            | 24.41±2.3 | 24.41±2.3 | 24.48±1.6 | 24.48±1.6 |
| K-means            | 19.04±0.7            | 16.34±1.5            | 13.65±2.0            | 13.91±2.0            | 24.88±1.7 | 25.82±2.2 | 28.16±1.1 | 26.64±1.5 |
| K-means++          | 18.89±0.4            | 15.98±1.7            | 14.18±2.0            | 14.07±1.3            | 25.32±0.7 | 26.13±2.4 | 28.04±1.1 | 26.35±0.3 |
| Bisecting K-means  | 15.17±0.9            | 17.88±0.9            | 12.11±1.0            | 12.22±1.0            | 23.08±0.3 | 25.02±0.8 | 29.27±2.5 | 25.9±0.9  |
| Bisecting K-means++ | 16.52±2.4            | 18.31±1.4            | 11.76±1.9            | 11.85±1.8            | 21.24±0.5 | 22.39±1.0 | 28.57±1.1 | 27.53±0.6 |

| STL-10            |                      |                      |                      |                      |
|--------------------|----------------------|----------------------|----------------------|----------------------|
|                    | Imbalanced Split     | Balanced Split       | Imbalanced Split     | Balanced Split       |
|                    | Inter. Final         | Inter. Final         | Inter. Final         | Final                |
| Random Sample      | 11.85±0.5            | 14.07±0.5            | 7.3±0.5              | 7.3±0.5              | 10.55±0.4 | 10.55±0.4 | 13.54±0.4 | 13.64±0.4 |
| K-means            | 22.39±0.8            | 25.02±0.8            | 7±0.5                | 7±0.5                | 12.13±0.1 | 12.13±0.1 | 13.49±0.5 | 13.49±0.5 |
| K-means++          | 26.01±0.8            | 27.80±0.8            | 7±0.5                | 7±0.5                | 12.13±0.1 | 12.13±0.1 | 13.49±0.5 | 13.49±0.5 |
| Bisecting K-means  | 27.80±0.8            | 28.57±1.1            | 7±0.5                | 7±0.5                | 12.13±0.1 | 12.13±0.1 | 13.49±0.5 | 13.49±0.5 |
| Bisecting K-means++ | 27.80±0.8            | 28.57±1.1            | 7±0.5                | 7±0.5                | 12.13±0.1 | 12.13±0.1 | 13.49±0.5 | 13.49±0.5 |

We experiment with the strategic sampling and supervision policy modules on 8 well-known semi-supervised methods as backbones: PiModel [10], PseudoLabel [14], MeanTeacher [12], VAT [11], MixMatch [4], ReMixMatch [9], UDA [16], and FixMatch [3]. Since both strategic sampling and supervision policy can be included with the existing semi-supervised models without any change, we follow all the training details and hyper-parameter settings from the original methods. For a fair comparison, the labelled and unlabelled set is kept the same across all semi-supervised methods where applicable. All the results presented in this section are run 3 times with different random initialization. The reported accuracy is average over these 3 runs.

B. Datasets

The experiments in this paper are conducted on 4 popular datasets that are commonly used with semi-supervised learning: CIFAR-10, CIFAR-100, SVHN, and STL-10. CIFAR-10 contains 60,000 samples of 10 classes with 50,000 training and 10,000 test samples. The samples have an input resolution of 32 × 32. CIFAR-100 contains 100 classes with the same input resolution as CIFAR-10. This dataset also has 60K samples with 50K and 10K split for training and testing. Street View House Number (SVHN) is a dataset of digits with 10 classes that also have an input resolution of 32 × 32. This dataset contains 73,257 samples in the training set and 26,032 samples in the testing set. Additionally, this dataset contains 531,131 samples without labels. Finally, STL-10 is a dataset with a resolution of 96 × 96. This dataset contains 5000 training samples and 8000 test samples. It also contains an unlabelled set with 100,000 samples.

C. Implementation details

This section describes the hyper-parameters and implementation details for all the semi-supervised methods. Following the existing semi-supervised literature, we use wide ResNet (WRN) as the encoder. More specifically, WRN-28-2 is used for CIFAR-10 and SVHN, WRN-28-8 for CIFAR-100, and WRN-37-2 for STL-10. All the models are trained using an SGD optimizer with a learning rate of 0.03 and a momentum of 0.9. The weight decay regularizer is used with a value of 1e-4 for CIFAR-100, 3e-4 for STL-10, and 5e-4 for the rest of the datasets. A batch size of 64 is used for the labelled dataset. The batch size of the unlabelled data is the same as the original SSL implementations. For example, in FixMatch, the unlabelled batch size is 7 times that of the labelled batch size. For the models that used EMA, the EMA momentum is set to 0.999. For all semi-supervised models, the unsupervised loss weight is set to 1. For pseudo-label and FixMatch, a confidence threshold value of 0.95 is used. This work is implemented using PyTorch, and the experiments are run on 4 Nvidia V100 GPUs. A summary of all training hyper-parameters is presented in Table I.

D. Results of strategic sampling

The existing literature on semi-supervised learning has reported the results with an equal number of labelled samples per class. However, our sampling strategy, by default, selects the most diverse set of samples over the unlabelled set, which does not guarantee a balanced set of labelled samples. To thoroughly study the impact of sampling, we also modified the sampling strategy to select a balanced set of samples by applying the clustering technique to the class. Following, we present detailed results on some of the key components for strategic sampling, including the clustering algorithm and pre-trained encoder. Next, we present the results of applying strategic sampling on different semi-supervised methods.

1) Effect of clustering algorithms: In Table I we present the results on different choices for clustering using both intermediate embeddings ('Inter.') and final embeddings ('Final') for clustering. We present these results for 4 labelled samples per class for balanced, and 40, 400, 40, and 40 labelled samples for imbalanced splits of CIFAR-10, CIFAR-100, SVHN and STL-10. The observation from Table I can be summarized by the following two observations:

(a) Final embeddings vs. intermediate embedding performance. For CIFAR-10 (a simpler dataset with a small number of classes), clustering with the final embedding selects more
TABLE III
ACCURACY OF STRATEGIC SAMPLING WITH DIFFERENT PRE-TRAINED ENCODERS.

| Encoder | CIFAR-10 | CIFAR-100 | SVHN | STL-10 |
|---------|----------|-----------|------|--------|
|         | Imbalanced | Balanced | Imbalanced | Balanced | Imbalanced | Balanced | Imbalanced | Balanced |
| Rand. Sample | 23.23±1.3 | 25.05±1.1 | 11.01±0.6 | 11.42±0.6 | 14.35±1.3 | 13.76±1.5 | 24.41±2.3 | 24.48±1.6 |
| ResNet-18 | 24.12±0.3 | 27.23±0.5 | 13.12±0.5 | 13.09±0.6 | 16.48±1.8 | 13.01±0.4 | 25.28±1.6 | 27.28±0.3 |
| ResNet-54 | 24.78±1.7 | 26.22±0.7 | 12.55±0.3 | 14.30±0.3 | 18.59±0.1 | 12.79±0.6 | 24.98±1.9 | 27.03±0.7 |
| ResNet-50 | 26.00±0.8 | 26.01±0.6 | 11.78±0.5 | 13.02±0.6 | 18.59±1.0 | 12.78±0.2 | 24.21±1.1 | 25.64±0.8 |
| ResNet-101 | 22.69±1.0 | 26.43±0.5 | 12.34±0.3 | 13.51±0.2 | 14.58±0.6 | 11.59±0.6 | 24.01±1.6 | 28.50±1.0 |
| ResNet-152 | 23.79±0.8 | 27.47±0.6 | 11.81±0.2 | 13.94±0.2 | 13.67±1.4 | 13.17±0.2 | 23.65±1.9 | 24.40±0.4 |
| VGG-16 | 23.24±1.1 | 24.35±2.3 | 11.87±0.7 | 13.69±0.6 | 15.36±1.3 | 14.18±2.4 | 22.85±0.4 | 26.33±0.5 |
| VGG-19 | 24.51±2.1 | 26.42±2.8 | 11.99±0.3 | 13.85±0.7 | 12.38±0.4 | 11.19±0.3 | 23.93±0.8 | 25.36±1.4 |
| DenseNet-161 | 23.77±1.5 | 24.37±0.9 | 12.08±0.3 | 13.72±0.7 | 15.17±1.5 | 11.24±0.4 | 23.09±1.2 | 24.22±0.1 |
| DenseNet-169 | 23.99±1.3 | 22.05±0.9 | 12.69±0.6 | 13.51±0.3 | 16.05±0.9 | 12.36±1.3 | 25.34±1.0 | 25.72±0.6 |
| DenseNet-201 | 25.51±0.2 | 28.79±0.8 | 12.17±0.2 | 12.74±0.2 | 13.04±0.9 | 13.43±0.3 | 24.98±0.8 | 24.26±0.6 |
| GoogleNet | 20.73±1.1 | 26.88±0.5 | 11.66±0.2 | 12.65±0.1 | 14.17±1.1 | 11.31±0.7 | 23.36±1.8 | 24.81±1.1 |
| MobileNetv2 | 23.05±0.7 | 25.03±0.1 | 11.63±0.4 | 12.24±0.9 | 17.21±1.1 | 13.14±0.5 | 23.43±2.7 | 27.39±0.5 |

Strategic sets for both imbalanced and balanced splits. On the imbalanced split, the sampling with intermediate embeddings improves the random sampling by 1.02%, while the final embedding shows an improvement of 3.68%. On the balanced split, the improvements are 1.72% and 2.03%, respectively. For the CIFAR-100 dataset (a complex dataset with more classes), using the intermediate helps with strategic sampling for both imbalanced and balanced splits. Here, with the imbalanced split, using the intermediate embeddings shows an improvement of 1.49% over random sampling compared to the 1.12% improvement with the final embedding. On the balanced split, using the intermediate embeddings yields a 2.53% improvement compared to 2.22% with the final embeddings. Similarly, for SVHN and STL-10, the intermediate embeddings show relatively better performance for all settings except STL-10 on the balanced split. Overall, SVHN shows 4.69% and 0.42% improvements for the imbalanced and balanced splits, while for STL-10, the improvements are 1.72% and 4.79%.

(b) K-means vs. Bisecting K-means clustering. The Bisecting K-means performs well on CIFAR-10 and STL-10, while simpler K-means clustering works better for CIFAR-100 and SVHN. For CIFAR-10, the highest accuracy is achieved by Bisecting K-means++, which is 26.91% and 27.80% on the imbalanced and balanced splits, respectively. On CIFAR-100, K-means and K-means++ on the imbalanced and balanced splits give the highest accuracy of 12.50% and 13.95%, respectively. Similarly, for SVHN, the highest accuracies of 19.04% and 14.18% are observed for K-means and K-means++. For STL-10, Bisecting K-means shows the best results for the balanced split. Even though the choice of clustering seems to impact the performance, we observe that using almost any clustering method is better than random sampling.

A t-SNE visualization of the unlabelled dataset along with the selected samples, in Figure 3 indicates that the selected samples are distributed across the entire embedding space, suggesting the diversity of the selected samples throughout the dataset. It also indicates that selected samples close in this space exhibit semantic similarities (e.g., cat and dog), while those distant from each other are semantically dissimilar (e.g., dog and truck). Samples that are in close proximity to the
centroids exhibit strikingly similar appearances to the centroid and are likely to contain redundant information.

2) Performance of different pre-trained encoders: We perform extensive experiments on the effect of different pre-trained encoders for strategic sampling. Table III presents the results for ResNet-18/34/50/101/152 [39], VGG-16/19 [40], DenseNet-161/169/121 [41], GoogleNet [42] and MobileNetv2 [43]. All these experiments are done on both imbalanced and balanced splits. For fairness and simplicity, all the experiments in this table use K-means as the clustering algorithm on the final embeddings. As we observe from this table, larger encoders like ResNet-50 and DenseNet-201 show the best results for CIFAR-10, with 26.00% and 28.79% accuracy on the imbalanced and balanced splits, respectively. However, for CIFAR-100, comparatively smaller encoders like ResNet-18 and ResNet-34 generate better-labelled sets with accuracies of 13.12% and 14.30%, respectively. For SVHN and STL-10, smaller encoders like ResNet18 and ResNet34 show strong performance for both datasets. However, the best performance on the balanced split for SVHN and STL-10 is observed with comparatively larger VGG16 and ResNet101 encoders, respectively. For SVHN, strategic sampling shows improvements over random sampling by 4.24% and 0.42% for the imbalanced and balanced splits, respectively. One unexpected observation for SVHN comes from the fact that the imbalanced split performs better than the balanced split for both random sampling and strategic sampling. This indicates that depending on the complexity and distribution of the dataset, some classes might require more labelled samples than others, and a balanced split is not always optimal. This once again shows the importance of the proposed strategic sampling that samples the most diverse samples over the entire unlabelled set. For STL-10, the imbalanced and balanced splits show 0.87% and 4.02% improvements over random sampling. The most important observation from this table is that almost all the encoders for every setting outperform the random sampling by a notable margin. Although the choice of encoders dictates the best accuracy for different datasets and settings, using any encoder with the strategic sampling strategy can provide tangible improvements.

To inspect the quality of the clustering of the extracted features, we measure their cluster purity [44]. This measure is often used to evaluate the quality of clustering by calculating the extent to which clusters contain items from a single class. Higher values of cluster purity indicate higher quality and separability of extracted features. Figure 5 shows the cluster purity for different pre-trained encoders explored in our work. We observe that the encoders exhibit relatively similar performances in terms of this metric, indicating a consistency among clustering quality based on features obtained from different encoders.

3) Strategic sampling with different labelling budgets: Next, in Table IV we present the performance of strategic sampling when different numbers of labelled samples are used to train the model. Here, ‘RS’ indicates random sampling, and ‘LS’ indicates the strategic sampling strategy. All the experiments in this table are done with K-means clustering using the final embedding from ResNet-50. Note that, the optimal settings found in Table II and III are not utilized here, since the purpose of this study is to understand the relative trend with the increase of data. The results from Table IV can be summarized in the following two observations:

(a) The strategic sampling strategies show higher improvements when fewer labelled samples are available. As the number of labelled data increases, the probability also increases for random sampling to select enough good samples. For instance, the strategic sampling on CIFAR-10 with just 1 label per class observes 2.09% and 2.97% improvements on the imbalanced and balanced splits. However, with 100 samples per class, it is reduced to 0.16% and 0.10%. This trend is visualized in Figure 5(a). A similar trend is seen for CIFAR-100, SVHN, and STL-10.

(b) The imbalanced and balanced splits approach similar performances when the number of labels increases. The main difference in performance in balanced and imbalanced splits is caused by class imbalance in the sampled data points. As the number of labels per class increases, the amount of imbalance is also reduced in the randomly sampled subset (given the unlabelled dataset is also balanced). As a result, the imbalanced and balanced methods approach similar accuracies for both strategic sampling and random sampling. For example, with random sampling on CIFAR-10, the difference between imbalanced and balanced splits is reduced from 1.82% to 0.28% when labelled samples are increased from 4 to 100. This trend is visualized in Figure 5(b). Since the difference in the balanced and imbalanced splits is reduced with an increase in the number of labelled samples, for the rest of the experiments in this paper, we will follow the convention of balanced splits, which is also used in existing semi-supervised methods.

4) Performance on different semi-supervised methods: We utilize all the findings from previous experiments on 8 recent and popular semi-supervised methods and summarize the results in Table V and VI. As we observe from Table V there are good improvements in almost all the methods for both of the datasets by replacing the random sampling with strategic sampling. For 4 labelled samples per class, the highest improvement of 4.98% for CIFAR-10 is observed with MeanTeacher. For CIFAR-100 with 4 labelled samples per class, the best improvement is 2.55% for MixMatch. With the proposed strategic sampling, the best semi-supervised accuracy for CIFAR-10 and CIFAR-100 increased from 92.53% to
TABLE IV
ACCURACY OF STRATEGIC SAMPLING FOR DIFFERENT NUMBERS OF LABELLED SAMPLES.

| Total Samples | CIFAR-10 | CIFAR-100 |
|---------------|----------|-----------|
|               | Imbalanced Split | Balanced Split | Imbalanced Split | Balanced Split |
|               | RS       | LS       | RS       | LS       |
| 1×C           | 15.12±2.1 | 18.21±0.8 | 16.81±1.3 | 19.78±0.4 |
| 2×C           | 17.68±0.3 | 20.63±0.8 | 18.32±0.2 | 24.57±0.2 |
| 4×C           | 23.23±1.3 | 26.00±0.8 | 25.05±1.1 | 26.01±0.6 |
| 10×C          | 31.68±2.5 | 32.26±2.5 | 31.98±2.3 | 33.57±2.8 |
| 25×C          | 41.21±2.0 | 43.16±1.5 | 41.93±1.3 | 44.05±0.4 |
| 100×C         | 61.78±0.5 | 61.94±0.5 | 62.06±0.7 | 62.36±5.3 |

| Total Samples | SVHN | STL-10 |
|---------------|------|--------|
|               | Imbalanced Split | Balanced Split | Imbalanced Split | Balanced Split |
|               | RS       | LS       | RS       | LS       |
| 1×C           | 12.35±3.5 | 13.77±3.1 | 12.73±3.2 | 13.96±3.0 |
| 2×C           | 13.35±1.9 | 14.42±1.8 | 12.69±1.7 | 14.9±2.0  |
| 4×C           | 14.78±1.5 | 16.76±1.6 | 15.04±1.7 | 16.14±2.0 |
| 8×C           | 20.38±2.0 | 21.05±2.4 | 19.53±2.6 | 19.93±2.6 |
| 10×C          | 24.62±3.6 | 25.26±4.0 | 24.86±3.5 | 25.89±3.5 |
| 25×C          | 64.41±3.4 | 65.3±2.0  | 61.42±1.0 | 63.07±1.3 |
| 100×C         | 86.89±0.3 | 86.92±0.3 | 86.89±0.3 | 87.68±0.6 |

94.34% and from 57.25% to 58.15%, respectively.

We also observe improvements for most of the semi-supervised methods when the number of labelled samples is increased. For instance, with 4000 and 10,000 labelled samples, CIFAR-10 and CIFAR-100 show the best improvements of 0.98% and 0.88% using PseudoLabel and VAT, respectively. However, similar to the previous observation, the improvements with strategic sampling are comparatively lower when the amount of labelled data is large.

The results for SVHN and STL-10 are summarized in Table VII. The overall observation suggests improvements in all the semi-supervised methods for the different-sized labelled sets. For SVHN with 40 labels, the highest improvement of 0.52% is achieved with FixMatch. On STL-10 with 1000 labels, the best improvement is 0.59% on PseudoLabel. Overall, Tables VII and VI show a few instances where strategic sampling results in slightly lower performance compared to random sampling. These occurrences are primarily associated with SSL methods that are relatively low-performing. For instance, in the case of CIFAR-10 with 40 samples, VAT and MixMatch exhibit lower accuracies (25.34% and 64.81%, respectively) compared to the best-performing method, FixMatch (with 92.53% accuracy). This suggests that VAT and MixMatch struggle to learn effective representations when provided with only 40 samples from this dataset, regardless of whether those samples are chosen randomly or strategically.

Finally, to investigate the performance of strategic sampling in extremely low labelled data settings, in Table VII we show another experiment with only 1, 2 and 3 samples per class. For this experiment, we use FixMatch as the semi-supervised method and keep all other settings as before. For such low data settings, strategic sampling shows very large improvements over random selection. With just 1 sample per class, the strategic sampling shows a 7.5% improvement on FixMatch. For 2 and 3 samples per class, the improvements are 3.02% and 6.25%, respectively. Similarly, for CIFAR-100, SVHN,
and STL-10 with only 1 label per class, the performance improvements are 5.63%, 5.57%, and 3.07%, respectively.

E. Results of supervision policy

In this section, we first present the results for different supervision policies mentioned in Section III-C2 on FixMatch. Next, we show the results of different semi-supervised learners utilizing the best policy.

1) Performance of different supervision policies: Table VIII presents the results for all the policies that are explored as originally depicted in Figure 2. In the table, the experiment named ‘Naive’ refers to a no-supervision policy. The linear increment policy in (b), where the labelled data is injected over the full span of training \((e_f = e)\) shows a decrease in the accuracy for all datasets. However, the linear increment policy with \(e_f < e\) and \(n_0 > 0\) (policy (c)) shows small improvements. A small increment is also seen in the step increment policy (d) for CIFAR-10 and CIFAR-100, but not for SVHN and STL-10. Again, late initialized policies ((e) and (f)) do not show any improvements. Finally, the results with curriculum-based policies show slight improvements over most of the policies with no curriculum settings. The best accuracy is achieved for curriculum on policy (c) with an accuracy of

| Methods          | SVHN                  | STL-10                 |
|------------------|-----------------------|------------------------|
| PiModel          | 32.53±0.9             | 86.72±1.1              |
| PiModel + LS     | 32.93±0.8             | 86.95±1.0              |
| PseudoLabel      | 35.42±5.6             | 84.42±0.9              |
| PseudoLabel + LS | 35.92±3.5             | 84.72±0.8              |
| MeanTeacher      | 63.90±4.0             | 96.52±0.1              |
| MeanTeacher + LS | 64.19±2.3             | 96.91±0.1              |
| VAT              | 25.21±3.3             | 95.65±0.1              |
| VAT + LS         | 24.15±3.3             | 95.92±0.1              |
| MixMatch         | 69.41±8.4             | 95.43±0.3              |
| MixMatch + LS    | 69.92±5.1             | 95.78±0.3              |
| ReMixMatch       | 75.94±9.1             | 93.63±0.2              |
| ReMixMatch + LS  | 76.10±9.1             | 93.78±0.2              |
| UDA              | 94.90±4.3             | 98.10±0.1              |
| UDA + LS         | 94.95±4.3             | 98.15±0.1              |
| FixMatch         | 96.17±1.2             | 97.96±0.1              |
| FixMatch + LS    | 96.69±1.2             | 98.10±0.1              |

Fig. 7. Examples of selected label sets with the strategic sampling from CIFAR-10.

95.97%, 78.13%, 98.20%, and 93.98% on CIFAR-10, CIFAR-100, SVHN, and STL-10, respectively.

2) Performance on different semi-supervised methods: Next, we utilize the best policy from Table VIII on different SSL methods, and summarize the results in Table IX. The overall observation in the table is that while some improvements are observed on older methods like PiModel, PseudoLabel, and even MeanTeacher, for recent methods, the improvements are fairly small (around 0.2%). Hence, we conclude that the performance of state-of-the-art semi-supervised learners does not generally improve under predefined supervision policies.

F. Qualitative analysis on selected labels

Figure 8 presents a qualitative analysis of the strategic sampling. Here, we show 40 samples from CIFAR-10 that are selected as the labelled set by the strategic sampling (using Bisecting K-means++ clustering on the final prediction of
TABLE VIII
ACCURACY FOR DIFFERENT SUPERVISION POLICIES. HERE, ‘CURR.’ STANDS FOR CURRICULUM.

| Policy        | CIFAR-10 | CIFAR-100 | SVHN | STL-10 |
|---------------|----------|-----------|------|--------|
|               | No Curr. | Curr.     | No Curr. | Curr. | No Curr. | Curr. | No Curr. | Curr. |
| (a) Naive     | 95.71    | 95.71     | 77.80 | 77.80  | 98.10    | 98.10 | 93.88    | 93.88 |
| (b) $e_f = e$ | 95.65    | 95.68     | 77.50 | 77.60  | 98.01    | 98.11 | 93.75    | 93.85 |
| (c) $0 < e_f < e & n_0 > 0$ | 95.94    | 95.97     | 78.13 | 78.15  | 98.15    | 98.20 | 93.93    | 93.98 |
| (d) $m > 1$   | 95.73    | 95.70     | 78.11 | 78.12  | 98.02    | 98.00 | 93.74    | 93.79 |
| (e) $e_0 > 0 & e_f = e_0$ | 95.68    | 95.68     | 77.77 | 77.77  | 97.90    | 97.90 | 93.81    | 93.80 |
| (f) $e_0 > 0 & e_f > e_0$ | 95.70    | 95.73     | 77.74 | 77.75  | 98.01    | 98.11 | 93.78    | 93.85 |

Fig. 9. Examples of selected label sets with the strategic sampling from CIFAR-10.

TABLE IX
ACC OF SEMI-SUPERVISED METHODS WITH THE SUPERVISION POLICY.

| Methods        | CIFAR-10 | CIFAR-100 | SVHN | STL-10 |
|----------------|----------|-----------|------|--------|
| PiModel        | 86.80±0.5| 63.31±0.1 | 92.85±0.1| 67.20±0.4|
| PiModel +SP    | 88.66±0.2| 64.53±0.3 | 93.36±0.1| 67.70±0.3|
| PseudoLabel    | 84.92±0.2| 63.45±0.2 | 90.61±0.3| 67.40±0.7|
| PseudoLabel +SP| 85.35±0.2| 63.94±0.4 | 90.69±0.3| 67.52±0.6|
| MeanTeacher    | 91.91±0.2| 68.21±0.1 | 96.72±0.1| 66.11±1.4|
| MeanTeacher +SP| 92.39±0.1| 68.56±0.1 | 96.78±0.1| 66.53±1.4|
| VAT            | 89.47±0.2| 67.82±0.3 | 95.90±0.2| 62.07±1.1|
| VAT+SP         | 89.43±0.2| 67.79±0.3 | 95.98±0.2| 62.76±0.9|
| MixMatch       | 93.31±0.3| 72.23±0.3 | 96.32±0.4| 78.30±0.7|
| MixMatch +SP   | 93.53±0.3| 72.45±0.3 | 96.72±0.4| 78.55±0.7|
| ReMixMatch     | 95.17±0.1| 79.94±0.1 | 94.85±0.3| 93.25±0.2|
| ReMixMatch+SP  | 95.26±0.1| 79.99±0.1 | 94.95±0.3| 93.29±0.2|
| UDA            | 95.70±0.1| 77.51±0.1 | 98.12±0.1| 93.37±0.2|
| UDA+SP         | 95.79±0.1| 77.65±0.1 | 98.01±0.1| 93.25±0.2|
| FixMatch       | 95.71±0.1| 77.80±0.1 | 98.03±0.1| 93.75±0.4|
| FixMatch+SP    | 95.94±0.1| 78.15±0.1 | 98.20±0.1| 93.98±0.3|

DenseNet201). In Figure 6, each column shows 4 samples from each of the classes. As we observe, the selected samples from each class are quite diverse in terms of visual appearance. For instance, the samples for class ‘airplane’ include a small plane on the ground, a flying passenger plane from a side view, a flying passenger plane from a bottom view, and a flying military aircraft. Similarly, samples for the class ‘automobile’ include samples of cars from front, back, and side views with different colours and models. A similar trend is observed for all the other classes.

We also show similar examples for STL-10, SVHN, and CIFAR-100 in figures 7 and 9. Similar to the observation on CIFAR-10, all the sampled images with the strategic sampling strategy show diverse and representative samples. We show only 1 image per class for CIFAR-100.

G. Time complexity of strategic sampling

Strategic sampling is a one-time operation that is performed prior to training. Since our strategic sampling uses a K-means operation, which has a linear time complexity with respect to the number of input samples [45], the overall time complexity of our proposed strategic sampling is linear to the number of samples in the unlabeled set. As a result, our solution can be efficiently applied to large datasets without incurring significant computational overhead. As an example, whereas training of the most complex semi-supervised method in terms of computation (FixMatch) takes approximately 72 hours on a single Nvidia V100 GPU, the strategic sampling only requires 10 minutes of added time.

V. Conclusion

In this work, we raised two important questions regarding common practices in existing semi-supervised methods. First, we explored whether there is a subset of unlabelled data that is more representative in comparison to random sampling, which could improve the performance of the semi-supervised learner should that subset be selected in an unsupervised fashion and labelled. Then, we explored whether there is a more efficient way of utilizing the selected labelled data rather than using all of them from the beginning of the training. Extensive studies on the first question show that careful selection of more representative and diverse samples from the unlabelled set can, in fact, improve the accuracy of almost any semi-supervised methods on any dataset. This process does not introduce any computational overhead since the sampling process is a lightweight and one-time operation performed before the start of training. To that end, with a strategic sampling strategy, we found that improvements of up to ~2% can be achieved, which could even increase to 7.5% for very few labelled scenarios. To investigate our second question, we explored a variety of supervision policies, including pre-defined and

Table of data accuracy for different supervision policies.
curriculum approaches. However, we did not find any meaningful improvements over the current practice. Overall, our work has a few limitations. First, the sample selection module of our solution requires a pre-trained encoder to generate the embeddings, which may not be widely available for a new task. Also, the clustering process in the strategic sampling will require a comparatively greater computational budget when dealing with larger datasets. Future work can explore strategic sampling without requiring a domain-specific pre-trained encoder. Also, more recent clustering algorithms can be explored that exhibit constant computational overheads as dataset size grows.
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