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Abstract
This work conducts the first analysis on the robustness against adversarial attacks on self-supervised Vision Transformers trained using DINO. First, we evaluate whether features learned through self-supervision are more robust to adversarial attacks than those emerging from supervised learning. Then, we present properties arising for attacks in the latent space. Finally, we evaluate whether three well-known defense strategies can increase adversarial robustness in downstream tasks by only fine-tuning the classification head to provide robustness even in view of limited compute resources. These defense strategies are: Adversarial Training, Ensemble Adversarial Training and Ensemble of Specialized Networks.

1. Introduction
Adversarial attacks (Szegedy et al., 2013) are one of the major challenges faced by current machine learning models. These attacks perturb inputs to provoke incorrect predictions while preserving input similarity, even on state-of-the-art architectures (Goodfellow et al., 2014). They are especially dangerous in safety-critical applications. Effectively defending against them is an open problem that seems to be in odds with the accuracy of the models (Roth et al., 2019).

Meanwhile, advances in Computer Vision result in new architectures that are able to increase accuracy under existing benchmarks. Recently, Vision Transformers (ViTs) (Dosovitskiy et al., 2020) were presented as a successful application to vision of the foundational Transformer (Vaswani et al., 2017) used extensively in Natural Language Processing (NLP) tasks. However, this first ViT architecture required labelled data for training, imposing an important bottleneck for scalability. Caron et al. introduced a successful self-supervised training scheme, DINO (Caron et al., 2021). The authors claim that self-attention in models trained using DINO aligns with human interpretable features.

This motivates our evaluation of whether the representation learnt through DINO yields increased robustness against adversarial attacks that preserve input similarity. This work analyzes for the first time the effect that adversarial attacks have on self-supervised Vision Transformers trained using DINO. We first show that these ViTs are vulnerable in light of different adversarial attacks. Then, we conduct an in-depth analysis of how the attacks perturb the latent space generated by the Transformer encoder to provoke misclassification. Using these insights, we discuss potential efficient defense strategies that do not require retraining the Transformer backbone in scenarios where compute resources are limited. Overall, our contributions are as follow:

1. First evaluation of self-supervised DINO ViTs against different adversarial attacks, and analysis of properties emerging in their latent space. We also show that self-supervision increases attack transferability between ViTs and convolutional networks.
2. Drawing on the mentioned properties, we motivate and empirically validate the suitability of the latent space of ViTs for precise detection and classification of adversarial inputs.
3. Comparison of three defense strategies under the assumption of limited compute resources: Adversarial Training, Ensemble Adversarial Training and Ensemble of Specialized Networks.

2. Related Work
2.1. Vision Transformers
Transformers (Vaswani et al., 2017) were first presented in the field of Natural Language Processing (NLP) as a novel architecture relying entirely on self-attention mechanisms. They can be efficiently pre-trained on unlabeled
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data allowing for extracting knowledge from huge datasets without human annotations, e.g. web corpora. The resulting knowledge is then leveraged to solve specific downstream tasks by means of supervised fine-tuning (Brown et al., 2020). The same architecture was then transferred to Computer Vision. In a first attempt, supervised learning was presented as the only way to build so-called Vision Transformers (Dosovitskiy et al., 2020). Although they outperformed state-of-the-art architectures in most vision tasks (Khan et al., 2021), they required huge amounts of labeled data and computational power. Later, a successful self-supervised training framework, DINO, was presented to avoid the need for labeled data and exploit the advantages that turned Transformers into the leading architecture for NLP (Caron et al., 2021). Moreover, experimental results show that self-attention of Transformers trained using DINO contain explicit information about semantic segmentation of an image and align with human interpretable features. After DINO, other self-supervised training frameworks have been proposed such as Masked Autoencoders (He et al., 2021) and BEiT (Bao et al., 2021).

Different architectures have been proposed for Vision Transformers by tuning the number of parameters, or by creating “hybrid” models combining Transformers and CNNs (Dosovitskiy et al., 2020). In this work, we will only consider ViTs relying completely on self-attention, and follow the nomenclature provided by Caron et al., i.e. ViT-S/16 refers to the ”small” (S) network size (21M parameters) with input patches of size 16x16 (Caron et al., 2021).

2.2. Adversarial Attacks

Adversarial attacks are artificially crafted inputs designed to fool machine learning models (Szegedy et al., 2013). Two main types of attacks can be found in the literature: white-box and black-box attacks. In white-box attacks, the attacker has full access to the model including its parameters and loss. The adversary may maximize the loss with respect to the target class for each input to achieve misclassification. Some attacks within this category are FGSM (Goodfellow et al., 2014), PGD (Madry et al., 2017) and C&W (Carlini & Wagner, 2017b). On the other hand, under black-box attacks, the adversary has no information about the model but can only observe inputs and corresponding predictions (Papernot et al., 2017; Chen et al., 2017).

Previous work has shown supervised ViTs to be more robust than traditional convolutional classifiers against adversarial attacks (Aldahdooh et al., 2021; Shao et al., 2021). Moreover, attacks crafted on supervised ViTs exhibit worse transferability across architectures (Naseer et al., 2022). Self-supervised ViTs trained with DINO have only been evaluated on transfer attacks for segmentation tasks (Naseer et al., 2022). However, their robustness have not been assessed for classification tasks nor compared with different architectures.

2.2.1. DEFENSES AGAINST ADVERSARIAL ATTACKS

Numerous defense strategies have been explored for different attacks and architectures in Computer Vision (Ren et al., 2020). We group them into four main categories:

Adversarial training (Szegedy et al., 2013; Madry et al., 2017). When training the network, optimization becomes a min-max problem. For each input , we find the perturbation that maximizes the loss in the ball of radius around . Then, we try to find the optimal parameters by minimizing the loss for (see Equation 1). In practice, the search for can be approximated efficiently with PGD (Madry et al., 2017). Adversarial training increases resistance to attacks at the cost of accuracy on original samples and expensive optimization (Roth et al., 2019). Subsequent work by Tramer et al. shows that this form of adversarial training converges to a degenerate global minimum. They propose Ensemble Adversarial Training as an effective alternative that augments training data with attacks generated on different networks (Tramér et al., 2017).

\[
\theta^* = \arg\min_\theta \max_{\|r\|_p \leq \epsilon} \text{loss}(f_\theta(x + r), y) \quad (1)
\]

Preprocessing. Preprocessing input images may remove perturbations induced by attackers and lead to more robust predictions (Guo et al., 2017; Buckman et al., 2018; Yang et al., 2019). JPEG compression has been shown to be an efficient defense, but it is not sufficient as the strength of the attack increases (Dziugaite et al., 2016; Das et al., 2017).

Post-hoc detectors. Detect whether an input sample was adversarial (Feinman et al., 2017). For example, using output logits (Roth et al., 2019; Mosca et al., 2022) or SHAP values (Fidel et al., 2020). These systems provide an alert if an attack is detected, but generally do not find the true class.

Ensemble models. Combine multiple models for a given task. It is motivated by the fact that an attack may fool one architecture but not every model in the ensemble. Abbasi et al. (Abbasi & Gagné, 2017) makes use of specialist classifiers trained on the classes most prone to misclassification. However, if an attacker gets to know a defense, adaptive attacks may be crafted to surpass them (Carlini & Wagner, 2017a; Tramér et al., 2017).

3. Adversarial Attacks on Self-Supervised ViT

As motivated previously, the goal of this section is to evaluate whether features learnt through DINO are more robust against adversarial perturbations that preserve input similarity. Although adversarial accuracy of supervised Vision Transformers has already been assessed in previous works...
Table 1. Adversarial perturbations generated on a validation sample using each of the attacks reported in Table 2 on ViT-S/16 trained with DINO. True label is “Pelican”. Last row indicates predicted class after the attack. Perturbations include important artifacts as $\epsilon$ grows.

| Clean | FGSM $\epsilon = 0.001$ | FGSM $\epsilon = 0.03$ | FGSM $\epsilon = 0.1$ | PGD $\epsilon = 0.001$ | PGD $\epsilon = 0.03$ | PGD $\epsilon = 0.1$ | C&W $\epsilon = 50$ |
|-------|-------------------------|------------------------|----------------------|----------------------|----------------------|----------------------|---------------------|
|       |                         |                        |                      |                      |                      |                      |                     |
| Pelican |                         |                        |                      |                      |                      |                      | Albatross           |

Table 2. Accuracy of ViT models trained using DINO and supervised (Superv.) learning against different white-box adversarial attacks. Metrics are computed on the whole ImageNet validation set. Last column represents accuracy on the original samples from which adversarial images were generated. ResNet-50 is included as a benchmark for convolutional architectures.

Table 3. Classification accuracy of adversarial samples transferred across architectures. All attacks were crafted using PGD ($\epsilon = 0.03$). Rows represent generation setups and columns, the network used for evaluation. Computed on all validation images from ImageNet-1k. Patch size (16) has been omitted for clarity. (S) and (D) indicate Supervised and DINO training respectively.

3.1. Adversarial Attacks Transferability

Another well-known property from adversarial attacks is their transferability across architectures (Goodfellow et al., 2014; Szegedy et al., 2013; Demontis et al., 2019). We compare how attacks generated on supervised and self-supervised ViTs, and ResNet-50 transfer among them. Our results in Table 3 show that DINO ViTs are equally vulnerable to such adversaries, especially when another DINO ViT is used as source. Overall, ViTs are more robust against attacks generated on ResNet-50 than those from transformers.

Our results reproduce the limited transferability between supervised ViTs and convolutional models presented by (Naseer et al., 2022). However, they also reveal that self-supervision increases transferability in both directions.
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(a) Random images and their adversarial perturbations. Color shows whether a sample is adversarial or original.

(b) Original and adversarial images from 10 random classes. Color represents true label.

(c) Adversarial and original images from 3 random classes. Color indicates true class, and if it is an attack.

Figure 1. UMAP visualization (canberra distance) of the output space generated by ViT-S/16 on ImageNet validation images and their adversarial perturbations generated using PGD ($L_{\infty}$ and $\epsilon = 0.03$).

3.2. Latent Space for Adversarial Attacks

This section motivates how attacks affect DINO ViTs by analyzing the latent representation for adversarial inputs which would then be used for classification.

For the experiments, we use a ViT-S/16 trained using DINO. The latent space for this model, following its original implementation, is constructed by concatenating the [CLS] embedding from the last 4 layers of the ViT encoder. This results in a 1536 dimensional representation for each input image. The adversarial images are crafted using PGD with $L_{\infty}$ and $\epsilon = 0.03$. As shown in Table 2, this attack has 100% success rate in the selected architecture, i.e., all adversarial images are incorrectly classified by the model.

We use UMAP (Sainburg et al., 2021) and different random samples of ImageNet validation set to interpret this high-dimensional space (see Figure 1). We identify three relevant properties. (i) Adversarial inputs can be separated from original images in this space (see Figure 1a). (ii) Adversarial images stay close to original samples in their true class, i.e., the class predicted before perturbations (see Figure 1b). (iii) Although adversarial inputs are close to original, they remain separable within the clusters (see Figure 1c).

These properties show that the latent space may comprise enough information to linearly separate adversarial samples without retraining the ViT. This is crucial for setups in which computational resources are limited and will motivate our Ensemble of Specialized Networks.

4. Adversarial Defense Strategies

We present three defense strategies for a target model using a self-supervised DINO ViT as backbone, and optimized for classification on ImageNet (Deng et al., 2009). Since training on the whole ImageNet dataset is known to be a computationally expensive problem, we limit ourselves to a restricted subset used in previous works (Tsipras et al., 2018; Engstrom et al., 2019b). It comprises semantically similar images into 9 super-classes (see Table 6). The reduced dataset is then balanced so that all super-classes contain the same number of samples, resulting in 93,600 training and 3,600 validation images.

All things considered, we create our target model by training a linear classification layer on top of a ViT-S/16 encoder using the 9-class reduced dataset. It obtains 97.3% classification accuracy in this task. We will use this architecture and reduced dataset throughout the remaining sections.

4.1. Adversarial Training

Assuming adversarial training on the whole Transformer architecture is a very costly process, our goal is to test whether it is possible to perform adversarial training just on the classification head while keeping the ViT frozen to reduce complexity.

In the foundational paper for adversarial training, it was already pointed out that capacity in the network is very important to achieve high accuracy (Madry et al., 2017). We found out that a linear classification head didn’t generalize properly, so we consider a fully connected neural network with 3 hidden layers (2048, 1024, 512) and ReLU activation.

We replicate adversarial training as presented by Madry et al. by optimizing Equation 1. Maximization of the loss is approximated with PGD since it has been shown to generalize best (Madry et al., 2017). The attack is always crafted to fool the latest and most robust version of the classifier during training. Figure 2 plots top-1 accuracy on clean and adversarial samples after training the classification head for 5 epochs. Adversarial Training can be achieved by only fine-tuning the classification head for low values of $\epsilon$, but collapses as it increases.
Finally, we motivate this collapse. Figure 3 depicts the latent representation generated by the ViT for adversarial (PGD with $\epsilon = 0.03$) and clean samples. This space is then used as input for classification. It shows how the attack was able to generate samples that are mapped to a region which is no longer separable by the classifier. This is most likely due to the limitations that freezing the Transformer imposes on our representational power.

### 4.2. Ensemble Adversarial Training

As Tramer et al. showed in previous work, vanilla adversarial training may converge to a degenerate global minimum. Thus, they propose Ensemble Adversarial Training which consists in augmenting training data with perturbations transferred from a different network to decouple adversarial generation (Tramèr et al., 2017). In our setup, we consider attacks crafted on a surrogate of the target model solving the same task. Thus, our robust classification layer will be optimized on an augmented dataset containing both clean and adversarial images generated on a static surrogate; i.e. the model generating adversarial samples does not change as training progresses. The main difference with vanilla adversarial training is that attacks are no longer crafted to fool the last iteration of the trained classifier. For each batch, we uniformly select between clean images or their adversarial counterparts. We use PGD to generate the augmented data using the surrogate.

Table 4 (rows 2–4) reports the performance obtained by the resulting classifiers on attacks crafted on the target model and validation images. Overall, the model trained on data augmented with PGD and $\epsilon = 0.03$ exhibits the most robust generalization to attackers of different natures and strengths, with an average accuracy of 87.3%. This comes at the cost of only 4% accuracy on clean samples. Then, we also test whether these defenses are robust against attacks crafted on a larger ViT/B-16. Whereas the target model achieved 7.7% on such attack, Ensemble Adversarial Training results in a model which correctly classifies 66% of the adversarial samples (see rows 1-4 in Table 5). We leave as future work how combining perturbations coming from varied networks and attacks can improve generalization.

![Figure 2. Linear-log plot for top-1 accuracy on validation set after performing PGD adversarial training for different values of $\epsilon$.](image)

(a) Original and adversarial images colored according to their true class. (b) Original images colored according to their true class and adversarial in grey.

![Figure 3. UMAP visualization (canberra distance) of training images and their adversarial perturbation using PGD ($L_\infty$ and $\epsilon = 0.03$) during adversarial training. Figure (a) represents all images according to their true class and Figure (b) shows which of those points correspond to adversarial images.](image)

### 4.3. Ensemble of Specialized Networks

Drawing from Section 3.2, we motivate a potential defense that leverages the separability of adversarial inputs in the latent space generated by self-supervised DINO Vision Transformers. As a first step, we build a post-hoc detector that determines whether a given sample was perturbed by an adversary or not. As input, it takes the image latent representation generated by the ViT encoder, i.e. the same input as the classification head. We use a linear layer that maps this 1536 dimensional vector into 2 classes: adversarial and original. Then, we train an adversarial classifier specialized in correctly labelling perturbed inputs.

These two steps can be achieved with high accuracy, validating the property of adversarial inputs being separable in the latent space introduced in Section 3. Although we just report end-to-end performance of the ensemble, detailed intermediate results can be found in Appendix C.

Finally, since both clean and adversarial inputs can be precisely classified by their respective specialized classification heads, we ensemble them by means of the post-hoc detector to build a robust end-to-end model. At inference time, we use the adversarial classifier whenever the post-hoc detector outputs more than 50% probability of a sample being adversarial, and the original classifier trained on (reduced) ImageNet otherwise. We evaluate the performance of the ensemble pipeline on adversarial samples generated with various attacks on the target model (ViT/S-16), as well as on ViT/B/16 to test against transfer attacks. The last three rows in Table 4 report the performance of ensembles using a post-hoc detector and adversarial classifier trained on the same attack. However, an extensive analysis of all possible combinations is included in the Appendix (see Table 9). Accuracy of over 70% is obtained for all attacks generated using PGD and FGSM, but drops for C&W when compared...
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| Strategy         | $\epsilon$ | Clean | PGD | FGSM | C&W |
|------------------|------------|-------|-----|------|-----|
| No defense       | -          | 97.3% | 89.2% | 0.0% | 0.0% |
| Ensemble AT      | 0.001      | 97.3% | 92.6% | 0.3% | 0.1% | 93.2% | 13.8% | 12.3% | 55.4% |
| Ensemble AT      | 0.03       | 93.3% | 91.6% | 98.7% | 97.5% | 91.9% | 89.8% | 76.1% | 86.6% |
| Ensemble AT      | 0.1        | 95.3% | 91.9% | 90.1% | 98.7% | 91.9% | 85.5% | 75.4% | 80.0% |
| Specialized Net. | 0.001      | 96.9% | 92.9% | 1.1% | 1.2% | 93.3% | 26.6% | 20.6% | 71.0% |
| Specialized Net. | 0.03       | 96.9% | 88.6% | 99.5% | 99.2% | 89.7% | 84.3% | 70.7% | 5.7%  |
| Specialized Net. | 0.1        | 97.4% | 89.2% | 62.6% | 99.6% | 90.3% | 72.1% | 66.7% | 0.4%  |

Table 4. Accuracy for Ensemble Adversarial Training (AT) and Ensemble of Specialized Networks compared to a baseline classifier trained on the (reduced) ImageNet dataset. All defenses are built using PGD with the reported values for $\epsilon$. Columns indicate evaluation black-box attacks crafted on the target model without defense.

| Strategy          | $\epsilon$ | Accuracy |
|-------------------|------------|----------|
| No defense        | -          | 7.7%     |
| Ensemble AT       | 0.001      | 13.7%    |
| Ensemble AT       | 0.03       | 66.0%    |
| Ensemble AT       | 0.1        | 51.6%    |
| Specialized Net.  | 0.001      | 25.6%    |
| Specialized Net.  | 0.03       | 43.3%    |
| Specialized Net.  | 0.1        | 18.1%    |

Table 5. Accuracy for Ensemble Adversarial Training (AT) and Ensemble of Specialized Networks trained on different values of $\epsilon$ against transfer attacks crafted on DINO ViT/B-16 using PGD ($\epsilon = 0.03$).

with Ensemble Adversarial Training. This accuracy across the attacks comes at a minimal cost on the accuracy for the unperturbed samples (decreasing at most 0.4%). Lastly, although the ensemble improves on the clean classifier for samples perturbed on ViT/B-16, its performance falls behind Ensemble Adversarial Training (see last 3 rows in Table 5).

5. Conclusion

We have shown that features emerging from self-supervision in Vision Transformers using DINO do not bear a significant difference in terms of robustness to adversarial attacks compared to their equivalent supervised architectures and CNNs. Our results also reveal that self-supervision increases transferability of attacks between ViTs and CNNs. Furthermore, our analysis of the latent space generated by the Transformer provides the first insights into how such features are perturbed by adversarial attacks.

Building on these insights, we evaluate the suitability of the latent space for different defense strategies that do not require retraining the ViT backbone. This is especially relevant for scenarios with limited computational resources.

First, we showed that vanilla Adversarial Training can be successful for small perturbations, but may require unfreezing of the Transformer with increasing strength of the attack. Then, we used Ensemble Adversarial Training to augment training data with perturbations transferred from a surrogate. Finally, we built an ensemble network in which a post-hoc detector determines if an input is adversarial and according to its prediction, a specialized head for clean or adversarial inputs is used for classification.

Of these strategies, we report that Ensemble Adversarial Training results in the most robust behaviour across different attackers and at a small cost on accuracy for clean samples. It is able to increase average accuracy against adversaries from 24.0% to 87.3% at the cost of only 4% accuracy on clean samples.

6. Limitations & Future Work

Limited Dataset. Explore how the performance of such defenses generalize to the entire ImageNet.

Adversarial training. It remains unexplored if unfreezing some layers in the encoder could lead to successful AT for larger perturbations.

Ensemble Adversarial Training. Analyze how to optimally augment training data to increase generalization.

Further self-supervision strategies. Assess if these properties and defenses generalize to ViTs trained using other self-supervision strategies.

Adaptive attacks. Explore if our defenses can be surpassed by crafting a specific adaptive attack.

Latent space. We build the latent space as presented in the original DINO work. Future work may explore the impact of incorporating information from more layers.
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A. Setup

All the experiments presented in this paper have been performed using the Euler cluster at ETH Zürich. More specifically, our working environment used 4 CPU cores with 10240MB of RAM each, and 1 GPU (GeForceRTX2080Ti).

B. Dataset

For our experiments we limit ourselves to a restricted dataset considered in previous works (Tsipras et al., 2018; Engstrom et al., 2019b). It comprises 311 semantically similar classes into 9 super-classes. The reduced dataset is then balanced so that all super-classes contain the same number of images. This results in 93,600 training images and 3600 for validation. The following table displays each of the resulting super-classes and their child classes in the original ImageNet Dataset. Library by Engstrom et al. was used to create the reduced dataset (Engstrom et al., 2019a).

| Super-class | ImageNet classes (inclusive) |
|-------------|------------------------------|
| Dog         | 151 to 268                   |
| Cat         | 281 to 285                   |
| Frog        | 30 to 32                     |
| Turtle      | 33 to 37                     |
| Bird        | 80 to 100                    |
| Primate     | 365 to 382                   |
| Fish        | 389 to 397                   |
| Crab        | 118 to 121                   |
| Insect      | 300 to 319                   |

Table 6. Classes from ImageNet-1k used to generate our restricted dataset.

C. Ensemble detailed metrics

|                | PGD                          | FGSM                          | C&W                          |
|----------------|------------------------------|-------------------------------|------------------------------|
|                | $\epsilon = 0.001$ | $\epsilon = 0.03$ | $\epsilon = 0.1$ | $\epsilon = 0.001$ | $\epsilon = 0.03$ | $\epsilon = 0.1$ | $c = 50$               |
| $\epsilon = 0.001$ | 58.2%                      | 73.375%                       | 74.9%                       | 59.0%                      | 75.708%                       | 75.8%                       | 72.5%               |
| $\epsilon = 0.03$  | 50.2%                      | 99.5%                         | 99.6%                       | 50.2%                      | 99.6%                         | 99.7%                       | 56.5%               |
| $\epsilon = 0.1$   | 50.0%                      | 81.4%                         | 99.9%                       | 50.0%                      | 96.3%                         | 99.9%                       | 50.3%               |

Table 7. Post-hoc detection accuracy. Rows represent $\epsilon$ used in PGD for training. The columns show the different datasets used for evaluation.

|                | $\epsilon = 0.001$ | $\epsilon = 0.03$ | $\epsilon = 0.1$ | Clean               |
|----------------|-------------------|-------------------|-------------------|---------------------|
| $\epsilon = 0.001$ | 93.58%            | 1.08%             | 1.22%             | 96.78%              |
| $\epsilon = 0.03$  | 2.22%             | 99.86%            | 99.25%            | 0.61                |
| $\epsilon = 0.1$   | 1.75%             | 99.50%            | 99.64%            | 0.31                |
| Clean             | 89.17%            | 0.00%             | 0.08%             | 97.53%              |

Table 8. Accuracy for different linear classifiers trained on adversarial datasets. All adversarial datasets were generated using PGD, where the $\epsilon$ was varied. Rows show the data used for training the classifier and columns represent the datasets used for evaluation.
### Table 9.
Accuracy for all possible combinations of post-hoc classifiers and adversarial classification heads to build an Ensemble. They are evaluated on all available adversarial attacks.

| Post-Hoc Classifier | ImageNet Classifier | Clean | PGD $\epsilon = 0.001$ | PGD $\epsilon = 0.03$ | PGD $\epsilon = 0.1$ | FGSM $\epsilon = 0.001$ | FGSM $\epsilon = 0.03$ | FGSM $\epsilon = 0.1$ | C&W |
|---------------------|---------------------|-------|------------------------|-----------------------|------------------------|-------------------------|------------------------|------------------------|-----|
| $\epsilon = 0.001$  | $\epsilon = 0.001$  | 96.89% | 92.94% | 1.08% | 1.22% | 93.33% | 26.58% | 20.61% | 71.03% |
| $\epsilon = 0.001$  | $\epsilon = 0.03$   | 51.81% | 35.58% | 94.89% | 97.39% | 34.11% | 84.08% | 70.67% | 29.36% |
| $\epsilon = 0.001$  | $\epsilon = 0.1$    | 51.64% | 35.08% | 94.56% | 97.78% | 33.67% | 76.83% | 66.67% | 16.89% |
| $\epsilon = 0.03$   | $\epsilon = 0.001$  | 97.58% | 89.36% | 1.08% | 1.22% | 90.47% | 26.58% | 20.61% | 9.91% |
| $\epsilon = 0.03$   | $\epsilon = 0.03$   | 96.92% | 88.58% | 99.50% | 99.19% | 89.67% | 84.28% | 70.67% | 5.67% |
| $\epsilon = 0.03$   | $\epsilon = 0.1$    | 96.92% | 88.53% | 99.14% | 99.58% | 89.64% | 76.94% | 66.67% | 3.83% |
| $\epsilon = 0.1$    | $\epsilon = 0.001$  | 97.53% | 89.22% | 0.89% | 1.22% | 90.36% | 23.72% | 20.61% | 0.64% |
| $\epsilon = 0.1$    | $\epsilon = 0.03$   | 97.42% | 89.17% | 62.83% | 99.22% | 90.31% | 78.33% | 70.67% | 0.50% |
| $\epsilon = 0.1$    | $\epsilon = 0.1$    | 97.42% | 89.17% | 62.58% | 99.61% | 90.31% | 72.14% | 66.67% | 0.42% |

### Table 10.
Accuracy against attacks crafted on ViT/B-16 using PGD ($\epsilon = 0.03$) for all possible Ensemble models.

| Post-Hoc Classifier | ImageNet Classifier | ViT/B-16 |
|---------------------|---------------------|----------|
| $\epsilon = 0.001$  | $\epsilon = 0.001$  | 25.61% |
| $\epsilon = 0.001$  | $\epsilon = 0.03$   | 44.08% |
| $\epsilon = 0.001$  | $\epsilon = 0.1$    | 34.92% |
| $\epsilon = 0.03$   | $\epsilon = 0.001$  | 24.06% |
| $\epsilon = 0.03$   | $\epsilon = 0.03$   | 43.28% |
| $\epsilon = 0.03$   | $\epsilon = 0.1$    | 34.69% |
| $\epsilon = 0.1$    | $\epsilon = 0.001$  | 11.72% |
| $\epsilon = 0.1$    | $\epsilon = 0.03$   | 19.42% |
| $\epsilon = 0.1$    | $\epsilon = 0.1$    | 18.14% |