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Abstract—This paper seeks to design a machine learning twin of the optimal power flow (OPF) optimization, which is used in market-clearing procedures by wholesale electricity markets. The motivation for the proposed approach stems from the need to obtain the digital twin, which is much faster than the original, while also being sufficiently accurate and producing consistent generation dispatches and locational marginal prices (LMPs), which are primal and dual solutions of the OPF optimization, respectively. Availability of market-clearing tools based on this approach will enable computationally tractable evaluation of multiple dispatch scenarios under a given unit commitment. Rather than direct solution of OPF, the Karush–Kuhn–Tucker (KKT) conditions for the OPF problem in question may be written, and in parallel the LMPs of generators and loads may be expressed in terms of the OPF Lagrangian multipliers. Also, taking advantage of the practical fact that many of the Lagrangian multipliers associated with lines will be zero (thermal limits are not binding), we build and train an ML scheme which maps flexible resources (loads and renewables) to the binding lines, and supplement it with an efficient power-grid aware linear map to optimal dispatch and LMPs. The scheme is validated and illustrated on IEEE models. We also report a trade of analysis between quality of the reconstruction and number of samples needed to train the model.

Index Terms—Optimal Power Flow, Locational Marginal Prices, Physics-Informed Machine Learning, Karush–Kuhn–Tucker Conditions

I. INTRODUCTION

This paper applies machine learning for accelerating computations of market-clearing outcomes in short-term electricity markets, such as hour-ahead or real-time dispatches and locational marginal prices (LMPs), with the intention of enabling high-speed and high-accuracy computations for a large number of net load (load minus renewables) conditions. In particular, we are motivated by the physics-informed machine learning (PIML) schemes outlined in [1]-[2] for parameter and state estimation of large-scale power transmission networks, and seek to extend these approaches to enable accurate and coherent prediction of power dispatches and LMPs. The need for coherence arises from the requirement for dispatch and LMP predictions to satisfy market design properties (e.g. efficiency, cost recovery, and revenue adequacy, [3]), which is a particular challenge for emerging stochastic market designs [4]. To this end, we seek to relate primal (dispatch) and dual (LMPs) Optimal Power Flow (OPF) solutions by internalizing conditions for market efficiency, cost recovery, and revenue adequacy in the proposed machine learning approach. Therefore, we develop a variant of the “classification-then-regression” (CTR) method proposed in [5]. CTR is used to predict generator dispatch, governed by SCED, through regression, after employing classification to discern which generators are “saturated,” i.e., functioning at their minimum or maximum capacities. We intend to follow the CTR framework for power lines, determining which lines are saturated at their thermal limits. These thermal limits, in addition to other constraints, can be encapsulated via the Karush-Kuhn-Tucker (KKT) conditions (see, e.g., [6]), which are necessary for optimality of the solution (and sufficient under conditions satisfied under DC-OPF assumptions) and relate both primal and dual variables. By the KKT condition of complementary slackness, lines which are not saturated should have a corresponding dual variable of zero. In addition, as will be derived below, and is discussed in [7], LMPs can be computed directly via a system of equations relying on the KKT conditions. As such, CTR will enable us to quickly solve for the variables needed to predict LMPs, representing an improvement in how LMPs are computed via ML by relating them to primal (dispatch) solutions using the market efficiency, cost recovery, and revenue adequacy requirements. The method outlined will allow system operators and market participants to quickly ascertain risk, and respond with strategic, cost and profit-effective operational decisions and bids.

In addition to the PIML schemes for power systems in [1]-[2], ML techniques have become increasingly prominent in enhancing the solution of optimal power flow problems. The impetus for injecting ML into OPF is almost universally to improve computational efficiency. To this end, a wide variety of paradigms have been explored. Some examples include the use of deep neural networks (NNs) [8]; graphical and convolutional NNs [9], [1]; random forests to resolve voltage magnitudes and phases [10]; and deep reinforcement learning in systems with high renewable penetration [11]. To further expedite the process, the stacked extreme learning machine (SELM) framework has been explored to bypass the need to learn parameters of a NN [12]. Most akin to our present work are efforts to accelerate the solution of OPF by identifying sets of active constraints. The general philosophy behind this method, and an illustration that the number of “relevant” active sets at the optimal solution of an OPF is few, is explored in detail in [13]. A more focused explanation and illustration on DC-OPF is given in [14], and the notion that OPF can be reduced to solving a system of linear equations once the active sets are defined is introduced. In particular, a NN-
based classifier is developed for determining the most likely “active sets” corresponding to the DC-OPF solution. Given a set of manifestations of uncertainty from, e.g., renewables and demand patterns, the classifier returns a set $A$ of active sets, which should contain the “optimal active set” with high probability. This is, by contrast, more efficient than traditional “ensemble methods,” in which all possible active sets are considered. This general methodology is also followed in [5], on identifying sets of active generators. Additionally, a variant of the active set philosophy was successfully applied by the winners of the ARPA-E GO competition in 2018–2019 [15]. With the exception of [5], most of the above and related works are posed from the perspective of a system operator aiming to determine and deploy optimal dispatch. In addition, they are concerned mostly with the primal OPF problem. Furthermore, in those works which do explicitly address ML for pricing of generators, such as [16], a map directly to LMPs (or, to be precise, “LMP spread”) is proposed, rather than solving for LMPs algebraically after intermediate quantities are learned. In our work, we consider the dual problem to DC-OPF, from which locational marginal prices (LMPs) of generators may be computed. This tactic yields an ML scheme that results in LMPs which are faithful to the constraints imposed during OPF, and is therefore of use to energy market participants as well as system operators. In the remainder of the manuscript, we state two formulations of DC-optimal power flow (DC-OPF), using the latter to construct a system of equations from which all primal and dual variables may be solved. We then outline how LMPs may be computed as a function of these primal and dual variables. The heart of the manuscript is a deep learning scheme that expedites the solution of OPF and computation of LMPs, by classifying a priori which lines in the grid are saturated and incorporating the corresponding thermal constraints, satisfied with equality, into the aforementioned system of equations. The paper concludes with numerical evaluation of this classification, and of the scheme in general.

II. PROBLEM FORMULATION

An optimal power flow (OPF) is the task of finding the economic dispatch, i.e., the least-cost way to generate enough electricity to meet demand. In the following, we first provide a synopsis of the traditional formulation of a DC-OPF and how it can be rewritten in another equivalent form based on the power transfer distribution factors (PTDFs) [7]. In the DC approximation [17], the ohmic losses in the system are neglected, and the power lines are solely characterized by their susceptances $b_{ij}$. In the present work, we focus on the applications of the DC-OPF to real-time dispatches. It is assumed that unit commitment has been determined a priori, e.g., via security-constrained unit commitment (SCUC) [18]. For the sake of simplicity, we assume that the generators have quadratic costs, with quadratic coefficients $q_g$ and linear coefficients $c_g$. The traditional formulation of the DC-OPF problem is

$$\min_{p_g} \sum_g \left( q_g p_g^2 + c_g p_g \right),$$

s.t.

$$\forall g : p_g^\text{min} \leq p_g \leq p_g^\text{max},$$

$$\forall i : \sum_{j \sim i} b_{ij} (\theta_i - \theta_j) = \sum_{g \in G_i} p_g - \ell_i,$$

$$\forall j \sim i : -f_{ij}^\text{max} \leq b_{ij} (\theta_i - \theta_j) \leq f_{ij}^\text{max},$$

$$\theta_{\text{slack}} = 0.$$

where $G_i$ is the set of generators connected to bus $i$ and $j \sim i$ denotes the neighbours of bus $i$. The objective is to minimize the total cost of generation under some operational constraints. Constraint (2) enforces the power flow equations. Constraint (3) ensures that generators do not surpass their capacities when dispatched. Constraint (4) enforces that the power flows must be smaller in absolute value than their thermal limits $f_{ij}^\text{max}$. Finally, constraint (5) establishes a reference (or slack bus) to which all voltage phases are compared.

The PTDF matrix $\Phi$ allows us to directly obtain the power flows in the system from load $\ell_i$ and generator output $p_g$. For the sake of completeness, we briefly show how the PTDF matrix is obtained. Let $B = A \text{diag}(b) A^\top$, with $b$ being the vector composed of the line susceptances and $A$ the incidence matrix, defined as

$$A_{ik} = \begin{cases} -1, & \text{if line } k \text{ starts at bus } i, \\ 1, & \text{if line } k \text{ ends at bus } i, \\ 0, & \text{otherwise}. \end{cases}$$

With these new definitions, Eqs. (3) and (4) can be rewritten in a matrix form as

$$P = B \theta,$$

$$F = \text{diag}(b) A^\top \theta,$$

where $P_i = \sum_{g \in G_i} p_g - \ell_i$ and with the lines being relabeled as $ij \rightarrow k$. $B$ has one zero eigenvalue associated with the eigenvector $1_k$, consisting of a vector of 1’s for each bus, and hence solving Eq. (7) for $\theta$ requires the use of a pseudoinverse $B^\dagger$. Finally, injecting the result in Eq. (8) we obtain

$$F = \text{diag}(b) A^\top B^\dagger P \equiv \Phi P.$$

The pseudoinverse matrix $B^\dagger$ has also one zero eigenvalue associated with the eigenvector $1_k$, and therefore $\sum_i \phi_{ki} = 0$. Using $\Phi$, it is possible to solve the OPF problem without explicitly computing $\theta_j$. Hence, we reformulate the OPF
problem (10)–(13) as
\[
\min_{p_g} \sum_g (g_p^2 + c_g p_g),
\]
s.t.
\[
\forall g : \quad p_g^{\min} \leq p_g \leq p_g^{\max},
\]
\[
\sum_g p_g = \sum_i \ell_i,
\]
\[
\forall k : -f_k^{\max} \leq \sum_i \Phi_{ki} \left( \sum_{g \in G_i} p_g - \ell_i \right) \leq f_k^{\max}.
\]
This reformulation allows to bypass the introduction of dual variables associated with voltage phases, which yields computational benefits to be detailed in the following sections.

In what follows, we make the following

**Assumption:** As the unit commitment is assumed to be provided and fixed, we only consider non-committed active (“free” for simplicity) generators, i.e., \( p_g^{\min} < p_g < p_g^{\max} \), and hence no Lagrangian multipliers were assigned to enforce these min/max constraints. Furthermore, the dispatch associated with committed generators is incorporated as “negative load” for the buses to which they are associated.

From the DC-OPF problem (10)–(13) and the above assumption, we form a partial Lagrangian function.
\[
\mathcal{L}(p_g, \lambda, \mu_k, \nu_k) := \sum_g (g_p^2 + c_g p_g) + \lambda \left( \sum_g p_g - \sum_i \ell_i \right)
+ \sum_k \mu_k \left[ \sum_i \Phi_{ki} \left( \sum_{g \in G_i} p_g - \ell_i \right) - f_k^{\max} \right]
- \sum_k \nu_k \left[ \sum_i \Phi_{ki} \left( \sum_{g \in G_i} p_g - \ell_i \right) + f_k^{\max} \right].
\]

Once the OPF problem is solved, the locational marginal price (LMP) at every bus is obtained as:
\[
\forall i : \quad \text{LMP}_i = -\frac{\partial \mathcal{L}}{\partial \ell_i} = -\lambda + \sum_k \Phi_{ki} (\nu_k - \mu_k),
\]
where the first term represents the energy components of LMPs and the second term represents the congestion component of LMPs. If there is no congestion in the transmission network, then the second term disappears from (15), as there are no binding power flow limits and their respective dual variables are zero.

Finally, by construction the solution is coherent, i.e., it provides rigorous guarantees for the following key (in)equalities:

- **Revenue Adequacy:** The sum of payments collected by the market from electricity buyers (i.e., loads) must be equal or exceed the sum of payments made by the market to the electricity sellers (i.e., generators):
\[
\sum_g \text{LMP}_{i(g)} p_g \leq \sum_i \text{LMP}_i \ell_i,
\]
where \( i(g) \) is the index of the bus to which the generator \( g \) is connected.

- **Cost Recovery:** Each generator does not produce if their marginal cost is higher than their respective LMP; that is, every generator must break even from the participation in the market:
\[
\forall g : \quad g_p^2 + c_g p_g \leq \text{LMP}_{i(g)} p_g.
\]

- **Efficiency via Strong Duality:** Since DC-OPF, as stated, satisfies Slater’s conditions, the optimal values of the primal and dual objectives are equal [6], which indicates the least-cost primal objective value and thus efficiency. As such,
\[
\lambda \left( \sum_g p_g - \sum_i \ell_i \right) + \sum_k \mu_k \left[ \sum_i \Phi_{ki} \left( \sum_{g \in G_i} p_g - \ell_i \right) - f_k^{\max} \right]
- \sum_k \nu_k \left[ \sum_i \Phi_{ki} \left( \sum_{g \in G_i} p_g - \ell_i \right) + f_k^{\max} \right] = 0.
\]

### III. Fast ML Approach to Solving the OPF Problem

In this section, we present our approach to solving the OPF problem. It provides a fast way of obtaining generation dispatches and LMPs. We call the approach identification-then-solving (ITS). We will detail ITS in the following paragraphs, but in short, the procedure amounts to:

1. finding a mapping from loads \( \ell_i \) to binding line constraints,
2. solving a system of linear equations derived from the OPF constraints, and
3. recovering the LMPs.

#### A. Identification of Binding Line Constraints

**Binding constraints** are those that are active at the optimal DC-OPF solution. Our approach originates from the empirical finding that there is typically only a small set of lines which are loaded to their maximal capacities \( f_k^{\max} \), and that this set does not vary much from one solved OPF instance to another, given the same system parameters and similar load configurations. This is to be expected, as it is well-known that power systems usually have transmission “bottle-necks”, i.e., portions that tend to be congested (e.g., as the interface between New York City and Long Island and the rest of the NYISO transmission network [19]). Therefore, most of the constraints defined in Eq. (13) are never active. From the complementary slackness condition [6], if a line constraint is not active, then its dual variable, \( \mu_k \) or \( \nu_k \), is zero.

It should therefore be possible to correctly identify these lines and, moreover, to exploit their properties to gain information about the state of the system. In other words, we seek to find a map from an input to the binding line constraints
\[
\ell \mapsto \begin{bmatrix} \mathcal{B}(\mu) \\ \mathcal{B}(\nu) \end{bmatrix},
\]
where \( \mathcal{B}(x) = \{1 : \text{if } x \neq 0, 0 : \text{otherwise}\} \). In the present work, we limit ourselves to inputs consisting only of the loads \( \ell_i \), but one may imagine more advanced inputs. Multiple approaches can be undertaken to find this map. Here, we opt for using a simple deep NN for simplicity of its implementation.
B. Solving the OPF as a Set of Linear Equations

We now show that once the identification stage is concluded as described above, the OPF optimization problem is equivalent to solving a system of linear equations (SLE). As previously mentioned in our assumption, from unit commitment, we assume that we know which generators are producing at their full capacity, and we treat them as negative loads. In the following, \( p_g \) denotes power outputs of the “free” generators, and \( \ell_i \) the residual load obtained after the subtraction of committed generators.

From \( B(\mu) \) and \( B(\nu) \), we define \( \mathcal{C}_\mu = \{ k : \nu_k \neq 0 \} \) and \( \mathcal{C}_\nu = \{ k : \mu_k, \neq 0 \} \) which gather the indices of non-zero dual variables associated with binding line constraints to be known. (Note that there is a one-to-one correspondence between these sets and \( B(\mu) \) and \( B(\nu) \).) Assuming these sets to be known, the optimization problem defined by Eqs. \( (10) - (13) \) becomes equivalent to solving the following set of linear equations

\[
\begin{align*}
\forall \mu_k^*: \quad & \sum_{i \in \mathcal{C}_\mu} \Phi_{ki} \sum_{g \in G_i} p_g - \ell_i = f_{\mu_k}^\text{max}, \\
\forall \nu_k^*: \quad & \sum_{i \in \mathcal{C}_\nu} \Phi_{ki} \sum_{g \in G_i} p_g - \ell_i = -f_{\nu_k}^\text{max}, \\
\forall g: \quad & 2q_g p_g + c_g + \lambda + \sum_{k \in \mathcal{C}_\mu} \Phi_{ki} \mu_k^* - \sum_{k \in \mathcal{C}_\nu} \Phi_{ki} \nu_k^* = 0, \\
& \sum_g p_g = \sum_i \ell_i.
\end{align*}
\]

Once these equations are solved, LMPs are straightforwardly obtained from \( \lambda, \mu_k^*, \) and \( \nu_k^* \) by applying Eq. \( (15) \). Importantly, this solution process can be performed significantly faster than solving the optimization problem. In particular, solving the system of linear equations is already expedient, and benefits from efficient linear algebra utilities in most programming environments. As such, the “rate-limiting step” is the classification of binding line constraints, which can be made similarly efficient if a suitable ML methodology is chosen. In our case, to be described below, once the classification NN is trained and performing satisfactorily, the process can immediately be repeated on an ensemble of samples. Furthermore, ITS is clear and intuitive, accessible to practitioners with fundamental knowledge of linear algebra and machine learning.

IV. Numerical Experiments

In this section, we apply the ITS approach to a standard test case. We detail how we build our data sets and identifier NN. We use our NN identifier to learn the binding line constraints for different unit commitment configurations. This information is then used to obtain the LMPs and generation dispatch outputs. Most notably, we investigate how the results of our ITS method deteriorate when it fails to correctly identify the binding line constraints, highlighting the need for a judicious choice of ML methodology for this crucial step.

A. Generating Data Sets

We demonstrate our method by applying it to the standard IEEE-118 test case. Unit commitment configurations are obtained from different load configurations corresponding to annual hourly profiles. We extract the 15 configurations that occur the most often. For each of the configurations, a set of 500 samples is obtained by adding noise to each of the individual loads. We use different volatility strengths, with standard deviations of 1%, 5%, and 10% of the nominal loads. Out of 15 configurations, we select three of them to present our results. They are chosen to represent various degrees of success: for Config. #1, our method is accurate in almost every case and performs well for most samples, but starts to fail when volatility is high in Config. #2; and it fails in several cases even with a relatively low volatility and a large training set for Config. #3.

| Free generators |
|------------------|
| Config. #1       | \{3, 5, 11, 12, 18, 30, 34, 40, 42, 43\} |
| Config. #2       | \{2, 5, 12, 26, 30, 39\} |
| Config. #3       | \{5, 12, 14, 20, 30, 37, 39\} |

B. Implementing the Identification Process

As we previously mentioned, we decided to use a neural network \( \text{NN}_\psi \) to identify the binding line constraints

\[
\begin{align*}
[y^\mu] = \text{NN}_\psi(\ell),
\end{align*}
\]

It is trained to minimize the following loss function

\[
L_\text{reg} = \sum_s \sum_k \left[ L_\text{reg}(y_k^{\nu(s)}, B(\nu_k^{\nu(s)}) + L_\text{reg}(y_k^{\nu(s)}, B(\nu_k^{\nu(s)})) \right],
\]

where \( L_\text{reg} \) is the cost function for a logistic regression, which is defined as

\[
L_\text{reg}(x, y) = \begin{cases}
-\log(x), & \text{if } y = 1, \\
-\log(1 - x), & \text{if } y = 0.
\end{cases}
\]

We use a 4-layer NN with 500 units per layer. The last layer uses a sigmoid activation function, which means that the outputs of the neural network lay in \( [0, 1] \). Once the NN is trained, we use the threshold of 0.5 to transform the outputs \( y_k^{\nu(s)} \) and \( y_k^{\nu(s)} \) to binary variables; i.e., if \( y_k^{\nu(s)} > 0.5 \), set \( y_k^{\nu(s)} \) to 1, otherwise set to 0, and similar for \( y_k^{\mu(s)} \). We use Flux.jl \([20]\) to implement the NN and train it.

C. Accuracy of the Identification

Table \([1]\) presents the accuracy of our identification process. As explained previously, Config. #1 was selected because our method performs well for it. Indeed, there are only a few misidentifications, always representing less than 1% of the binding line constraints, which leads to excellent predictions for LMPs and generation dispatch outputs. Config. #2 and #3 have far more misidentifications. Surprisingly, larger training sets tend to increase their number. As we will show in the next subsection, the number of misidentifications is directly related to the mismatch, and binding line identifications based on larger training sets tend to give better market-clearing results. This also means that failing to identify certain binding constraints is more consequential for the ultimate dispatch and LMP predictions than others.
number of samples when the load volatility is high. For Config. #1, the results agree, apart from a very small number obtained by solving directly the optimization problem (10). Fig. 1 compares the results of our ITS methods with the ones for trading agents to identify their incorrect anticipations, perhaps as artifacts of the ITS method, off of if predicted accurately. However, if these spikes are incorrectly anticipated, the magnitude of such violations depend on a chosen unit commitment configuration and is consistent with the current industry practice, that is; such violations can be settled in an out-of-market manner using an uplift mechanism (21).

Table I: Number of misidentifications, i.e. $\sigma_k^e(\mu(x)) = 1$ and $B(\nu_k|\mu_k^e(x)) = 0$ or vice versa, over the training and testing sets. The ratio of misidentifications to number of binding line constraints is given in parenthesis.

| $\sigma$ | Config. #1 training | Config. #2 training | Config. #3 training | Config. #1 testing | Config. #2 testing | Config. #3 testing |
|---------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| 1%      | 50                  | 0.000               | 0.000               | 0.000               | 34.002              | 1.001               | 66.005              |
| 1%      | 100                 | 0.000               | 0.000               | 0.000               | 48.003              | 0.000               | 273.000             |
| 1%      | 200                 | 6.000               | 6.000               | 0.000               | 104.006             | 0.000               | 342.005             |
| 5%      | 50                  | 0.000               | 0.000               | 0.000               | 16.001              | 9.003               | 50.005              |
| 5%      | 100                 | 0.000               | 0.000               | 0.000               | 43.003              | 0.000               | 16.001              |
| 5%      | 200                 | 6.000               | 6.000               | 0.000               | 79.005              | 0.000               | 232.000             |
| 10%     | 50                  | 0.000               | 0.000               | 0.000               | 19.002              | 26.005              | 36.004              |
| 10%     | 100                 | 0.000               | 0.000               | 0.000               | 24.002              | 6.001               | 103.001             |
| 10%     | 200                 | 6.000               | 6.000               | 0.000               | 35.003              | 1.000               | 133.000             |

Table II: Fraction of misidentifications over testing set for the remaining 12 unit commitment configurations not presented in Table I.

| $\sigma$ | #4 | #5 | #6 | #7 | #8 | #9 | #10 | #11 | #12 | #13 | #14 | #15 |
|---------|----|----|----|----|----|----|-----|-----|-----|-----|-----|-----|
| 1%      | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 | 0.01 | 0.00 | 0.00 | 0.01 | 0.01 | 0.00 | 0.01 |
| 5%      | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.02 | 0.00 | 0.01 | 0.04 | 0.01 | 0.01 |
| 10%     | 0.01 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |

Table III: Fraction of the testing samples (over all 15 unit commitment configurations) that satisfy the key (in)equalities as stated in Eq. (16) - (18).

V. Conclusion

In this manuscript, we suggest an identification-then-solving machine learning scheme, consisting of a neural network augmented by traditional linear algebra, to substitute for solution of LMPs. The engine of ITS is to exploit the conditions resulting from balance of load and dispatch, complementary slackness, and stationarity at the point of optimal dispatch. Our scheme relies heavily, almost exclusively, on using a neural network to classify which lines in the transmission grid are binding, and it is observed that the accuracy of both the primal and dual OPF solutions are highly sensitive to the accuracy of the classification step. While the classifier itself performs reasonably well, in order for our proposed scheme to have value, nearly all binding lines must be correctly anticipated, so that all significantly large dual variables are incorporated into the constructed system. Nonetheless, it is encouraging that ITS almost exactly replicates both generator dispatch and LMPs when the classification scheme achieves its goals. In subsequent works, we intend to improve the fidelity of the neural network, namely by taking advantage of the topology of the grid at hard to construct a graphical neural network. Once we achieve the desired level of performance with a GNN, we
Figure 1: Mismatch between obtained LMPs (top) and generator outputs (bottom) for different load volatility standard deviations: 1% (blue), 5% (orange) and 10% (green) of their nominal values, and the training set consists of: 50 (solid), 100 (dashed) are 200 (dotted) samples. Each panel shows the fraction of the testing set that get maximal mismatches smaller than the ordinate.

will also conduct numerical experiments on a larger system, to ascertain the extent to which ITS is robust against various contingencies in power grid operations. Overall, ITS presents a theoretically and mechanically simple alternative to computing dispatch and LMPs through OPF, and such methodology will be valuable to rapid decision-making on the part of both system operators and energy market participants.
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APPENDIX: NOTATIONS

Throughout our derivations, matrix $D$ distributes the generators to the buses they are connected to, i.e.

$$D_{ig} = \begin{cases} 1, & \text{if generator } g \text{ is connected to bus } i, \\ 0, & \text{otherwise}. \end{cases} \quad (27)$$

The operative system of equations (20)-(23) may be more compactly represented in matrix form. Below, $Q = \text{diag}\{q_g\}$ is a matrix of quadratic costs, and $\Phi_\nu, \Phi_\mu$ are reduced PTDF matrices, only accounting for those unsaturated lines in which $\mu_k, \nu_k \neq 0$.

$$\begin{bmatrix} 2Q \left( \Phi_\nu D \right)^\top \left( \Phi_\mu D \right)^\top & 1_g \\ \Phi_\nu D & 0 & 0 & 0 \\ -\Phi_\mu D & 0 & 0 & 0 \\ 1_g \end{bmatrix} \begin{bmatrix} \nu^* \\ \mu^* \\ f_\nu - \Phi_\nu l \\ f_\mu + \Phi_\mu l \\ \sum_i \ell_i \end{bmatrix} = \begin{bmatrix} -c \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}. \quad (28)$$

The above matrix may be nearly degenerate if; e.g., two generators share the same “coordinates” such as costs. As such, when solving the resulting system of equations, extra care must be taken when solving numerically; for example, one may left-multiply by pseudo-inverse of the coefficient matrix of the variables. Finally, it is worth noting that following our chosen DC-OPF formulation, we do not have to introduce an additional $N_b + 1$ equations and unknowns associated with voltage phase angles.
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