Information flow and entropy production on Bayesian networks
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In this article, we review a general theoretical framework of thermodynamics of information on the basis of Bayesian networks. This framework can describe a broad class of nonequilibrium dynamics of multiple interacting systems with complex information exchanges. For such situations, we discuss a generalization of the second law of thermodynamics including information contents. A key concept here is an informational quantity called the transfer entropy, which describes the directional information transfer in stochastic dynamics. The generalized second law gives the fundamental lower bound of the entropy production in nonequilibrium dynamics, and sheds modern light on the paradox of “Maxwell’s demon” that performs measurements and feedback control at the level of thermal fluctuations.
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1 Introduction

1.1 Background

The second law of thermodynamics is one of the most fundamental laws in physics, which identifies the upper bound of the efficiency of heat engines [1]. The second law has been established in the nineteenth century, after numerous failed trials to invent a perpetual motion of the second kind. Today we realize that it is not possible; one can never extract a positive amount of work from a single heat bath in a cyclic way, or equivalently, the entropy of the whole universe never decreases.

While thermodynamics has been formulated for macroscopic systems, thermodynamics of small systems has been developed over the last two decades. Imagine a single Brownian particle in water. The particle goes to thermal equilibrium in the absence of external driving, because water plays the role of a huge heat bath. In this case, even a single small particle can behave as a thermodynamic system. Moreover, if we drive the particle by applying a time-dependent external force, the particle goes far from equilibrium. Such a small stochastic system is an interesting playing field to investigate “stochastic thermodynamics” [2,3], which is a generalization of thermodynamics by including the role of thermal fluctuations explicitly. We can show that, in small systems, the second law of thermodynamics can be violated stochastically, but is never violated on average. The probability of the violation of the second law can quantitatively be characterized by the fluctuation theorem [4–9], which is a prominent discovery in stochastic thermodynamics. From the fluctuation theorem, we can reproduce the second law of thermodynamics on average. Stochastic thermodynamics is applicable not only to a simple Brownian particle [10], but also to much more complex systems such as RNA foldings [11,12] and biological molecular motors [13].

More recently, stochastic thermodynamics has been extended to information processing processes [14]. The central idea is that one can utilize the information about thermal fluctuations to control small thermodynamic systems. Such an idea dates
back to the thought experiment of “Maxwell’s demon” in the nineteenth century [15]. The demon can perform a measurement of the position and the velocity of each molecule, and manipulate it by utilizing the obtained measurement outcome. By doing so, the demon can apparently violate the second law of thermodynamics, by adiabatically decreasing the entropy. The demon has puzzled many physicists over a century [16–20], and it is now understood that the key to understanding the consistency between the demon and the second law is the concept of information [21–23], and that the demon can be regarded as a feedback controller.

The recent theoretical progress in this field has led to a unified theory of information and thermodynamics, which may be called information thermodynamics [14, 24–39]. The thermodynamic quantities and information contents are treated on an equal footing in information thermodynamics. In particular, the second law of thermodynamics has been generalized by including an informational quantity called the mutual information. The demon is now regarded as a special setup in the general framework of information thermodynamics. The entropy of the whole universe does not decrease even in the presence of the demon, if we take into account the mutual information as a part of the total entropy. Information thermodynamics has recently been experimentally studied with a colloidal particle [40–43] and a single electron [44].

Furthermore, the general theory of information thermodynamics is not restricted to the conventional setup of Maxwell’s demon, but is applicable to a variety of dynamics with complex information exchanges. In particular, information thermodynamics is applicable to autonomous information processing [45–58], and is further applicable to sensory networks and biochemical signal transduction [59–63]. Such complex and autonomous information processing can be formulated in a unified way on the basis of Bayesian networks [52]; this is the main topic of this chapter. An informational quantity called the transfer entropy [23], which represents the directional information transfer, is shown to play a significant role in the generalized second law of thermodynamics on Bayesian networks.

1.2 Basic ideas of information thermodynamics

Before proceeding to the main part of this chapter, we briefly sketch the basic idea of information thermodynamics. The simplest model of Maxwell’s demon is known as the Szilard engine [17], which is shown in Fig. 1. We consider a single particle in a box with volume $V$ that is in contact with a heat bath at temperature $T$. The time evolution of the Szilard engine is as follows. (i) The particle is in thermal equilibrium, and the position of the particle is uniformly distributed. (ii) We divide the box by inserting a barrier at the center of the box. (iii) The demon performs a measurement of the position of the particle, and finds it in the left or right box with probability 1/2. The obtained information is one bit, or equivalently $\ln 2$ in the natural logarithm. (iv) If the particle is found in the left (right) box, then the demon slowly moves the barrier to the right (left) direction, which is feedback control depending on the measurement outcome. This process is assumed to be isothermal and quasi-static. (v) The partition is removed, and the particle returns to the initial equilibrium state.
In step (iv), the single-particle gas is isothermally expanded and a positive amount of work is extracted. The amount of the work can be calculated by using the equation of states of the single-particle ideal gas (i.e., $pV = k_B T$ with $k_B$ the Boltzmann constant):

$$\int_{V/2}^{V} \frac{k_B T}{V'} dV' = k_B T \ln 2.$$  \hspace{1cm} (1)

This is obviously positive, while the entire process seems to be cyclic. The crucial point here is that the extracted work $k_B T \ln 2$ is proportional to the obtained information $\ln 2$, which suggests the fundamental information-thermodynamics link.

![Figure 1: Schematic of the Szilard engine. The demon obtains measurement outcome $m = L$ (left) or $m = R$ (right), corresponding to one bit ($= \ln 2$) of information. The demon then extracts $k_B T \ln 2$ of work by feedback control.](image)

**1.3 Outline of this chapter**

In the following, we present an introduction to a theoretical framework of information thermodynamics on the basis of Bayesian networks. This chapter is organized as follows. In Sec. 2 we briefly review the basic properties of information contents: the Shannon entropy, the relative entropy, the mutual information, and the transfer entropy. In Sec. 3 we review stochastic thermodynamics by focusing on a simple case of Markovian dynamics. In particular, we discuss the concept of entropy production. In Sec. 4 we review the basic concepts and terminologies of Bayesian networks. In Sec. 5 we discuss the general theory of information thermodynamics on Bayesian networks, and derive the generalized second law of thermodynamics including the transfer entropy. In Sec. 6 we apply the general theory to special situations such as repeated measurements and feedback control. In particular, we discuss the relationship between our approach based on the transfer entropy and another approach based
on the dynamic information flow \cite{53, 58}. In Sec. 7, we summarize this chapter, and discuss the future prospects of information thermodynamics.

# 2 Brief review of information contents

In this section, we review the basic properties of several informational quantities. We first discuss various types of entropy: the Shannon entropy, the relative entropy, and the mutual information \cite{21, 22}. We next discuss the transfer entropy that quantifies the directional information transfer \cite{23}.

## 2.1 Shannon entropy

We first discuss the Shannon entropy, which characterizes the randomness of probability variables. Let $x$ be a probability variable with probability distribution $p(x)$. We first define a quantity called the stochastic Shannon entropy:

$$s(x) := - \ln p(x),$$

which is large if $p(x)$ is small. The ensemble average of $s(x)$ over all $x$ is equal to the Shannon entropy:

$$\langle s(x) \rangle := - \sum_x p(x) \ln p(x).$$

We note that $\langle \cdots \rangle$ describes the ensemble average throughout this paper. Since $0 \leq p(x) \leq 1$, we have $s(x) \geq 0$, and therefore

$$\langle s(x) \rangle \geq 0.$$  \hfill (4)

Let $y$ be another probability variable that has the joint probability distribution with $x$ as $p(x, y)$. The conditional probability of $x$ under the condition of $y$ is given by $p(x|y) := p(x, y)/p(y)$, which is the Bayes rule. We define the stochastic conditional Shannon entropy as

$$s(x|y) := - \ln p(x|y),$$

whose ensemble average is the conditional Shannon entropy:

$$\langle s(x|y) \rangle = - \sum_{x, y} p(x, y) \ln p(x|y).$$

## 2.2 Relative entropy

We next introduce the relative entropy (or the Kullback-Leibler divergence), which is a measure of the difference of two probability distributions. We consider two
probability distributions $p$ and $q$ on the same probability variable $x$. The relative entropy between the probability distributions is defined as

$$D_{\text{KL}}(p||q) := \sum_x p(x) \ln \frac{p(x)}{q(x)} = \sum_x p(x) [\ln p(x) - \ln q(x)]. \quad (7)$$

By introducing the stochastic relative entropy as

$$d_{\text{KL}}(p(x)||q(x)) := \ln p(x) - \ln q(x), \quad (8)$$

we write the relative entropy as

$$D_{\text{KL}}(p||q) = \langle d_{\text{KL}}(p(x)||q(x)) \rangle. \quad (9)$$

The relative entropy is always nonnegative. To show this, we use the Jensen inequality \[22\]

$$\langle - \ln[q(x)/p(x)] \rangle \geq - \ln \langle q(x)/p(x) \rangle, \quad (10)$$

which is a consequence of the concavity of the logarithmic function. We then have

$$D_{\text{KL}}(p||q) \geq - \ln \left\langle \frac{q(x)}{p(x)} \right\rangle$$

$$= - \ln \sum_x p(x) \frac{q(x)}{p(x)}$$

$$= - \ln \sum_x q(x)$$

$$= 0,$$ \quad (11)

where we used $\sum_x q(x) = 1$. We note that $D_{\text{KL}}(p(x)||q(x)) = 0$ if and only if $q(x) = p(x)$.

We can also show the nonnegativity of the relative entropy in a slightly different way as follows. We first note that

$$\langle e^{-d_{\text{KL}}(p(x)||q(x))} \rangle = 1, \quad (12)$$

because

$$\langle e^{-d_{\text{KL}}(p(x)||q(x))} \rangle = \left\langle \frac{q(x)}{p(x)} \right\rangle = \sum_x p(x) \frac{q(x)}{p(x)} = \sum_x q(x) = 1. \quad (13)$$

By applying the Jensen inequality to the exponential function that is convex, we have

$$\langle \exp(-d_{\text{KL}}(p(x)||q(x))) \rangle \geq \exp(-\langle d_{\text{KL}}(p(x)||q(x)) \rangle). \quad (14)$$

Therefore, we obtain

$$1 \geq \exp(-D_{\text{KL}}(p||q)),$$ \quad (15)

which implies the nonnegativity of the relative entropy. We note that this proof is closely related to the fluctuation theorem as shown in Sec. \[3\].
2.3 Mutual information

We discuss the mutual information between two probability variables \( x \) and \( y \), which is an informational measure of correlation\(^{21,22}\). The stochastic mutual information between \( x \) and \( y \) is defined as

\[
I(x : y) := \ln \frac{p(x, y)}{p(x)p(y)} = \ln p(x, y) - \ln p(x) - \ln p(y),
\]

which can be rewritten as the stochastic relative entropy between \( p(x, y) \) and \( p(x)p(y) \):

\[
I(x : y) = d_{\text{KL}}(p(x, y) || p(x)p(y)).
\]

Its ensemble average is the mutual information:

\[
\langle I(x : y) \rangle = \sum_{x,y} p(x, y) \ln \frac{p(x, y)}{p(x)p(y)} = \langle d_{\text{KL}}(p(x, y) || p(x)p(y)) \rangle.
\]

From the nonnegativity of the relative entropy, we have

\[
\langle I(x : y) \rangle \geq 0.
\]

The equality is achieved if and only if \( x \) and \( y \) are stochastically independent, i.e., \( p(x, y) = p(x)p(y) \).

The mutual information can also be rewritten as the difference of the Shannon entropy:

\[
\langle I(x : y) \rangle = \langle s(x) \rangle + \langle s(y) \rangle - \langle s(x, y) \rangle = \langle s(x) \rangle - \langle s(x|y) \rangle = \langle s(y) \rangle - \langle s(y|x) \rangle.
\]

From the nonnegativity of the conditional Shannon entropy, we find that the mutual information is bounded by the Shannon entropy:

\[
\langle I(x : y) \rangle \leq \langle s(x) \rangle, \quad \langle I(x : y) \rangle \leq \langle s(y) \rangle.
\]

Figure 2 shows a Venn diagram that summarizes the relationship between the Shannon entropy and the mutual information.

We can also define the stochastic conditional mutual information between \( x \) and \( y \) under the condition of another probability variable \( z \) as

\[
I(x : y | z) := \ln \frac{p(x, y | z)}{p(x | z)p(y | z)} = d_{\text{KL}}(p(x, y | z) || p(x | z)p(y | z)).
\]

Its ensemble average is the conditional mutual information:

\[
\langle I(x : y | z) \rangle := \sum_{x,y,z} p(x, y, z) \ln \frac{p(x, y | z)}{p(x | z)p(y | z)}.
\]

We have \( \langle I(x : y | z) \rangle \geq 0 \), where the equality is achieved if and only if \( x \) and \( y \) are conditionally independent, i.e., \( p(x, y | z) = p(x | z)p(y | z) \).
2.4 Transfer entropy

The directional information transfer between two stochastic systems can be characterized by an informational quantity called the transfer entropy \[23\]. We consider a sequence of two probability variables: \((x_1, x_2, \ldots, x_N, y_1, y_2, \ldots, y_N)\). Intuitively, the states of interacting two systems \(X\) and \(Y\) at time \(k\) \((=1, 2, \ldots, N)\) is given by \((x_k, y_k)\). The time evolution of the composite system is characterized by the transition probability \(p(x_{k+1}, y_{k+1}|x_1, y_1, \ldots, x_k, y_k)\), which is the probability of \((x_{k+1}, y_{k+1})\) under the condition of \((x_1, y_1, \ldots, x_k, y_k)\). The joint probability of all the variables is given by

\[
p(x_1, \ldots, x_N, y_1, \ldots, y_N) = \prod_{k=1}^{N-1} p(x_{k+1}, y_{k+1}|x_1, y_1, \ldots, x_k, y_k) \cdot p(x_1, y_1). \tag{24}
\]

We now consider the information transfer from system \(X\) to \(Y\) during time \(k\) and \(k+1\). We define the stochastic transfer entropy as the stochastic conditional mutual information:

\[
I_{k+1}^{\text{tr}}(X \rightarrow Y) := I((x_1, \ldots, x_k) : y_{k+1}|y_1, \ldots, y_k)
:= \ln \frac{p(x_1, \ldots, x_k, y_{k+1}|y_1, \ldots, y_k)}{p(x_1, \ldots, x_k|y_1, \ldots, y_k)p(y_{k+1}|y_1, \ldots, y_k)}. \tag{25}
\]

Its ensemble average is the transfer entropy:

\[
\langle I_{k+1}^{\text{tr}}(X \rightarrow Y) \rangle
:= \langle I((x_1, \ldots, x_k) : y_{k+1}|y_1, \ldots, y_k) \rangle
:= \sum_{x_1, \ldots, x_k, y_1, \ldots, y_{k+1}} p(x_1, \ldots, x_k, y_1, \ldots, y_k, y_{k+1}) \ln \frac{p(x_1, \ldots, x_k, y_{k+1}|y_1, \ldots, y_k)}{p(x_1, \ldots, x_k|y_1, \ldots, y_k)p(y_{k+1}|y_1, \ldots, y_k)}. \tag{26}
\]
which represents the information about past trajectory \((x_1, x_2, \cdots, x_k)\) of system \(X\), which is newly obtained by system \(Y\) from time \(k\) to \(k+1\). While the mutual information is symmetric between two variables in general, the transfer entropy is asymmetric between two systems \(X\) and \(Y\), as the transfer entropy represents the directional transfer of information.

Equality (25) can be rewritten as

\[
I_{k+1}^{tr}(X \rightarrow Y) = I( (x_1, \cdots, x_k) : (y_1, \cdots, y_k, y_{k+1}) ) - I( (x_1, \cdots, x_k) : (y_1, \cdots, y_k) ),
\]

because

\[
I( (x_1, \cdots, x_k) : y_{k+1} | y_1, \cdots, y_k ) \\
= \ln \frac{p(x_1, \cdots, x_k, y_1, \cdots, y_k, y_{k+1}) p(y_1, \cdots, y_k)}{p(x_1, \cdots, x_k, y_1, \cdots, y_k) p(y_1, \cdots, y_k, y_{k+1})} - \ln \frac{p(x_1, \cdots, x_k) p(y_1, \cdots, y_k)}{p(x_1, \cdots, x_k) p(y_1, \cdots, y_k, y_{k+1})} \\
= I( (x_1, \cdots, x_k) : (y_1, \cdots, y_k, y_{k+1}) ) - I( (x_1, \cdots, x_k) : (y_1, \cdots, y_k) ).
\]

Equality (27) clearly shows the meaning of the transfer entropy: the information about \(X\) newly obtained by \(Y\). We note that Eq. (25) can also be rewritten by using the stochastic conditional Shannon entropy:

\[
I_{k+1}^{tr}(X \rightarrow Y) = s(y_{k+1} | y_1, \cdots, y_k) - s(y_{k+1} | x_1, \cdots, x_k, y_1, \cdots, y_k).
\]

Therefore, \(\langle I_{k+1}^{tr}(X \rightarrow Y) \rangle\) describes the reduction of the conditional Shannon entropy of \(y_{k+1}\) due to the information gain about system \(X\), which again confirms the meaning of the transfer entropy.

## 3 Stochastic thermodynamics for Markovian dynamics

We review stochastic thermodynamics of Markovian dynamics \([2,3]\), which is a theoretical framework to describe thermodynamic quantities such as the work, the heat and the entropy production, at the level of thermal fluctuations. In particular, we discuss the second law of thermodynamics and the fluctuation theorem \([4,9]\).

### 3.1 Setup

We consider system \(X\) that stochastically evolves. We assume the physical situation that system \(X\) is attached to a single heat bath at inverse temperature \(\beta := (k_B T)^{-1}\), and that system \(X\) is driven by external control parameter \(\lambda\) that describes, for example, the volume of the gas. We also assume that nonconservative force is not applied to system \(X\) for simplicity. Moreover, we assume that system \(X\) does not
include any odd variable that changes its sign with the time-reversal transformation (e.g., momentum). The generalization beyond these simplification is straightforward.

Although real physical dynamics are continuous in time, our formulation in this chapter is discrete in time. Therefore, we discretize time as follows. Suppose that the real stochastic dynamics of system $X$ is parameterized by continuous time $t$. We then focus on the state of system $X$ only at discrete time $t_k := k\Delta t \ (k = 1, 2, \cdots, N)$, where $\Delta t$ is a finite time interval. In the following, we refer to time $t_k$ just as “time $k$.” Let $x_k$ be the state of system $X$ at time $t_k$.

We next assume that $\lambda$ takes a fixed value $\lambda_k$ during time interval $t_k \leq t < t_{k+1}$. The value of $\lambda$ is changed from $\lambda_k$ to $\lambda_{k+1}$ immediately before time $t_{k+1}$ (see also Fig. 3). We here assume that the time evolution of $\lambda$ is predetermined independent of the state of $X$.

Let $p(x_k|x_{k-1}, \ldots, x_1)$ be the conditional probability of state $x_k$ under the condition of past trajectory $x_1 \rightarrow \cdots \rightarrow x_{k-1}$. It is natural to assume that the conditional probability is determined by external parameter $\lambda_k$ that is fixed during time interval $t_k \leq t < t_{k+1}$; we can explicitly show the $\lambda_k$-dependence by writing $p(x_k|x_{k-1}, \ldots, x_1; \lambda_k)$.

![Figure 3: The discretization of the time evolution of the external parameter.](image)

We also assume that the correlation time of the heat bath in the continuous-time dynamics is much shorter than $\Delta t$. Under this assumption, the discretized time evolution $x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_N$ can be regarded as Markovian. We note that, if the continuous-time dynamics itself is Markovian, the discretized dynamics is obviously Markovian. From the Markovian assumption, we have

$$p(x_k|x_{k-1}, \ldots, x_1; \lambda_k) = p(x_{k+1}|x_k; \lambda_k),$$

(30)

which we sometimes write as, for simplicity of notation,

$$p(x_k|x_{k-1}) := p(x_{k+1}|x_k; \lambda_k).$$

(31)

The joint probability distribution of $(x_1, x_2, \cdots, x_N)$ is then given by

$$p(x_1, x_2, \cdots, x_N) := p(x_N|x_{N-1}) \cdots p(x_3|x_2)p(x_2|x_1)p(x_1).$$

(32)
To make the notation simpler, we define set $X := \{x_1, x_2, \cdots, x_N\}$, and denote

$$p(X) := p(x_1, x_2, \cdots, x_N).$$

Strictly speaking, set $\{x_1, x_2, \cdots, x_N\}$ is not the same as vector $(x_1, x_2, \cdots, x_N)$. However, we sometimes do not distinguish them by notations for the sake of simplicity.

3.2 Energetics

We now consider the energy change in system $X$, and discuss the first law of thermodynamics. Let $E(x_k; \lambda_k)$ be the energy (or the Hamiltonian) of system $X$ at time $t_k$, which depends external parameter $\lambda_k$ as well as state $x_k$. The energy change in system $X$ is decomposed into two parts: the heat and the work. The heat is the energy change in $X$ due to the stochastic change of the state of $X$ induced by the heat bath, and the work is the energy change due to the change of external parameter $\lambda$. We stress that the heat and the work are defined at the level of stochastic trajectories in stochastic thermodynamics [2].

The heat absorbed by system $X$ from the heat bath during time interval $t_k \leq t < t_{k+1}$ is given by

$$Q_k := E(x_{k+1}; \lambda_k) - E(x_k; \lambda_k),$$

which is a stochastic quantity due to the stochasticity of $x_k$ and $x_{k+1}$. On the other hand, the work is performed at time $k$ at which the external parameter is changed. The work performed on system $X$ at time $k$ is given by (see also Fig. 3)

$$W_k := E(x_k; \lambda_k) - E(x_k; \lambda_{k-1}),$$

which is also a stochastic quantity.

The total heat absorbed by system $X$ from time 1 to $N$ along trajectory $(x_1, x_2, \cdots, x_N)$ is then given by

$$Q := \sum_{k=1}^{N-1} Q_k,$$

and the total work is given by

$$W := \sum_{k=2}^{N} W_k.$$

It is easy to check that the total heat and the work satisfy the first law of thermodynamics:

$$\Delta E = Q + W,$$

where

$$\Delta E := E(x_N, \lambda_N) - E(x_1, \lambda_1)$$

is the total energy change. We note that Eq. (38) is the first law at the level of individual trajectories.
3.3 Entropy production and fluctuation theorem

We next consider the second law of thermodynamics. We start from the concept of the detailed balance, which is satisfied in the absence of any nonconservative force. The detailed balance is given by, from time \( k \) to \( k+1 \),

\[
p(x_{k+1}|x_k; \lambda_k)e^{-\beta E(x_k; \lambda_k)} = p_k(x_k|x_{k+1}; \lambda_k)e^{-\beta E(x_{k+1}; \lambda_k)},
\]

(40)

where \( p_k(x_k|x_{k+1}; \lambda_k) \) describes the “backward” transition probability from \( x_{k+1} \) to \( x_k \) under external parameter \( \lambda_k \). Equality (40) can also be written as, from the definition of heat (34),

\[
\frac{p(x_{k+1}|x_k; \lambda_k)}{p(x_k|x_{k+1}; \lambda_k)} = e^{-\beta Q_k}.
\]

(41)

The detailed balance condition (40) implies that, if the external parameter is fixed at \( \lambda_k \) and is not changed in time, the steady distribution of system \( X \) becomes the canonical distribution

\[
p_{\text{eq}}(x; \lambda_k) = e^{\beta(F(\lambda_k) - E(x; \lambda_k))},
\]

(42)

where \( F(\lambda_k) := -\beta^{-1}\ln \sum_x e^{-\beta E(x; \lambda_k)} \) is the free energy. In fact, it is easy to check that

\[
\sum_{x_k} p(x_{k+1}|x_k; \lambda_k)p_{\text{eq}}(x_k; \lambda_k) = p_{\text{eq}}(x_{k+1}; \lambda_k).
\]

(43)

It is known that the expression of the detailed balance (40) is valid for a much broader class of dynamics than the present setup. In fact, it is known that Eq. (40) is valid for Langevin dynamics even in the presence of nonconservative force [9]. Moreover, a slightly modified form of Eq. (40) is valid for nonequilibrium dynamics with multiple heat baths at different temperatures [8]. Therefore, we regard Eq. (40) as a starting point of the following argument.

We now consider the entropy production, which is the sum of the entropy changes in system \( X \) and the heat bath. The stochastic entropy change in system \( X \) from time \( k \) to \( k+1 \) is given by

\[
\Delta s^X_k := s(x_{k+1}) - s(x_k),
\]

(44)

where \( s(x_k) := -\ln p(x_k) \) is the stochastic Shannon entropy. The ensemble average of (44) gives the change in the Shannon entropy as \( \langle \Delta s^X_k \rangle := \langle s(x_{k+1}) \rangle - \langle s(x_k) \rangle \). The total stochastic entropy change in \( X \) from time 1 to \( N \) is given by

\[
\Delta s^X := \sum_{k=1}^{N-1} \Delta s^X_k = s(x_N) - s(x_1),
\]

(45)

which is also written as

\[
\Delta s^X = \ln \frac{p(x_1)}{p(x_N)}.
\]

(46)
The stochastic entropy change in the heat bath is identified with the heat dissipation into the bath \( \Delta s^\text{bath}_k := -\beta Q_k \). \( \text{(47)} \)

From Eq. (41), Eq. (47) can also be rewritten as

\[
\Delta s^\text{bath}_k = \ln \frac{p(x_{k+1}|x_k; \lambda_k)}{p(x_k|x_{k+1}; \lambda_k)}. \tag{48}
\]

The total stochastic entropy change in the heat bath from time 1 to \( N \) is then given by

\[
\Delta s^\text{bath} := \sum_{k=1}^{N-1} \Delta s^\text{bath}_k = -\beta Q, \tag{49}
\]

which can be rewritten as

\[
\Delta s^\text{bath} = \ln \frac{p(x_N|x_{N-1}; \lambda_{N-1}) \cdots p(x_3|x_2; \lambda_2)p(x_2|x_1; \lambda_1)}{p(x_1|x_2; \lambda_1)p(x_2|x_3; \lambda_2) \cdots p(x_{N-1}|x_N; \lambda_{N-1})}. \tag{50}
\]

The total stochastic entropy production of system \( X \) and the heat bath from time \( k \) to \( k+1 \) is then defined as

\[
\sigma_k := \Delta s^X_k + \Delta s^\text{bath}_k, \tag{51}
\]

and that from time 1 to \( N \) is defined as

\[
\sigma := \Delta s^X + \Delta s^\text{bath}. \tag{52}
\]

The entropy production \( \langle \sigma \rangle \) is defined as the average of \( \sigma \), where \( \langle \cdots \rangle \) denotes the ensemble average over probability distribution \( p(X) \). From Eqs. (46) and (50), we obtain

\[
\sigma = \ln \frac{p(x_N|x_{N-1}; \lambda_{N-1}) \cdots p(x_3|x_2; \lambda_2)p(x_2|x_1; \lambda_1)p(x_1)}{p(x_1|x_2; \lambda_1)p(x_2|x_3; \lambda_2) \cdots p(x_{N-1}|x_N; \lambda_{N-1})p(x_N)}, \tag{53}
\]

which is sometimes referred to as the detailed fluctuation theorem \( \text{[8]} \).

We discuss the meaning of the probability distributions in the right-hand side of Eq. (53). First, we recall that the probability distribution of \( X \) is given by

\[
p(X) := p(x_N|x_{N-1}; \lambda_{N-1}) \cdots p(x_3|x_2; \lambda_2)p(x_2|x_1; \lambda_1)p(x_1), \tag{54}
\]

which describes the probability of trajectory \( x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_N \) with the time evolution of the external parameter \( \lambda_1 \rightarrow \lambda_2 \rightarrow \cdots \lambda_N \). On the other hand,

\[
p_B(X) := p(x_1|x_2; \lambda_1)p(x_2|x_3; \lambda_2) \cdots p(x_{N-1}|x_N; \lambda_{N-1})p(x_N) \tag{55}
\]

is regarded as the probability of the “backward” trajectory \( x_N \rightarrow x_{N-1} \rightarrow \cdots \rightarrow x_1 \) starting from the initial distribution \( p(x_N) \), where the time evolution of the external parameter is also time-reversed as \( \lambda_N \rightarrow \lambda_{N-1} \rightarrow \cdots \lambda_1 \). In other words, \( p_B(X) \)
describes the probability of the time-reversal of the original dynamics. To emphasize
this, we introduced suffix “B” in $p_B(\mathcal{X})$ that represents “backward.” We also write
\[ p_B(x_{k-1}|x_k) := p(x_{k-1}|x_k; \lambda_{k-1}). \tag{56} \]
We again stress that $p_B(\mathcal{X})$ is different from the original probability $p(\mathcal{X})$, but
describes the probability of the time-reversed trajectory with the time-reversed time
evolution of the external parameter. By using notations (54) and (55), Eq. (53) can
be written in a simplified way:
\[ \sigma = \ln \frac{p(\mathcal{X})}{p_B(\mathcal{X})}. \tag{57} \]
In Eqs. (53) and (57), the entropy production is determined by the ratio of the
probabilities of a trajectory and its time-reversal. This implies that the entropy
production is a measure of irreversibility.

We consider the second law of thermodynamics, which states that the average
entropy production is nonnegative:
\[ \langle \sigma \rangle \geq 0. \tag{58} \]
This is a straightforward consequence of the definition of $\sigma$ as shown below. We first
note that Eq. (57) can be rewritten by using the stochastic relative entropy defined
in Eq. (58):
\[ \sigma = d_{KL}(p(\mathcal{X})||p_B(\mathcal{X})). \tag{59} \]
By taking the ensemble average of $d_{KL}(p(\mathcal{X})||p_B(\mathcal{X}))$ by the probability distribution
$p(\mathcal{X})$, we find that $\langle \sigma \rangle$ is equal to the relative entropy between $p(\mathcal{X})$ and $p_B(\mathcal{X})$:
\[ \langle \sigma \rangle = \langle d_{KL}(p(\mathcal{X})||p_B(\mathcal{X})) \rangle =: D(p||p_B), \tag{60} \]
which is nonnegative and implies inequality (58).

The second law (58) can be shown in another way as follows. We first show that
\[ \langle \exp(-\sigma) \rangle = 1, \tag{61} \]
because
\[ \langle \exp(-\sigma) \rangle = \left\langle \frac{p_B(\mathcal{X})}{p(\mathcal{X})} \right\rangle = \sum_{\mathcal{X}} p(\mathcal{X}) \frac{p_B(\mathcal{X})}{p(\mathcal{X})} = \sum_{\mathcal{X}} p_B(\mathcal{X}) = 1. \tag{62} \]
Equality (61) is called the integral fluctuation theorem \[7,9\]. By applying the Jensen
inequality, we obtain
\[ \langle \exp(-\sigma) \rangle \geq \exp(-\langle \sigma \rangle), \tag{63} \]
which, along with Eq. (61), leads to the second law (58). We note that Eq. (61) can
be regarded as a special case of Eq. (12), and the above proof of inequality (58) is
parallel to the argument below Eq. (12).
We next consider the physical meaning of the entropy production for a special case, and relate the entropy production to the work and the free energy. Suppose that the initial and the final probability distributions are given by the canonical distributions such that \( p(x_1) = p_{\text{eq}}(x_1; \lambda_1) \) and \( p(x_N) = p_{\text{eq}}(x_N; \lambda_N) \). In this case, the stochastic Shannon entropy change is given by

\[
\Delta s^X = \ln \frac{p_{\text{eq}}(x_1; \lambda_1)}{p_{\text{eq}}(x_N; \lambda_N)} = -\beta(\Delta F - \Delta E),
\]

where \( \Delta F := F(\lambda_N) - F(\lambda_1) \) is the free energy change and \( \Delta E := E(x_N; \lambda_N) - E(x_1; \lambda_1) \) is the energy change. Therefore, the stochastic entropy production is given by

\[
\sigma = \Delta s^X - \beta Q = \beta(-\Delta F + \Delta E - Q).
\]

Equality (66) gives the energetic interpretation of the entropy production for transitions between equilibrium states. In this case, the integral fluctuation theorem (61) reduces to

\[
\langle e^{\beta(\Delta F - W)} \rangle = 1,
\]

which is called the Jarzynski equality [7]. It can also be shown that Eq. (67) is still valid even when the final distribution is out of equilibrium [7]. The second law of thermodynamics (58) then reduces to

\[
\langle W \rangle \geq \Delta F,
\]

which is a well-known energetic expression of the second law; the free energy increase cannot be larger than the performed work.

4 Bayesian networks

In this section, we review the basic concepts of Bayesian networks [64–69], which represent causal structures of stochastic dynamics with directed acyclic graphs.

We first define the directed acyclic graph (see also Fig. 4). The directed graph \( G := \{V, E\} \) is given by a finite set of nodes \( V \) and a finite set of directed edges \( E \). We write the set of nodes as

\[
V = \{a_1, \ldots, a_{N_V}\}, \tag{69}
\]

where \( a_j \) is a node and \( N_V \) is the number of nodes. The set of directed edges \( E \) is given by a subset of all ordered pairs of nodes in \( V \):

\[
E := \{a_j \rightarrow a_{j'} | a_j, a_{j'} \in V, a_j \neq a_{j'}\}. \tag{70}
\]
Intuitively, \( \mathcal{V} \) is the set of events, and their causal relationship is represented by \( \mathcal{E} \). If \( (a_j \rightarrow a_{j'}) \in \mathcal{E} \), we say that \( a_j \) is a parent of \( a_{j'} \) (or equivalently, \( a_{j'} \) is a child of \( a_j \)). We write as \( \text{pa}(a_j) \) the set of parents of \( a_j \) (see also Fig. 5):

\[
\text{pa}(a_j) := \{a_j'|(a_j' \rightarrow a_j) \in \mathcal{E}\}. \quad (71)
\]

![Figure 4: Example of a simple directed acyclic graph \( \mathcal{G} = \{\mathcal{V}, \mathcal{E}\} \) with \( \mathcal{V} = \{a_1, a_2, a_3\} \) and \( \mathcal{E} = \{a_1 \rightarrow a_2, a_1 \rightarrow a_3\} \).](image)

A directed graph is called acyclic if \( \mathcal{E} \) does not include any directed cyclic path. In other words, a directed graph is cyclic if there exists \( (j, j^{(1)}, j^{(2)}, \ldots, j^{(n)}) \) such that \( \{a_j \rightarrow a_{j^{(1)}}, a_{j^{(1)}} \rightarrow a_{j^{(2)}}, \ldots, a_{j^{(n-1)}} \rightarrow a_{j^{(n)}}, a_{j^{(n)}} \rightarrow a_j\} \subset \mathcal{E} \); otherwise, it is acyclic. The acyclic property implies that the causal structure does not include any “time loop.” If a directed graph is acyclic, we can define the concept of topological ordering. An ordering of \( \mathcal{V} \), written as \( (a_1, a_2, \ldots, a_N) \), is called topological ordering, if \( a_j \) is not a parent of \( a_{j'} \) for \( j > j' \). We then define the set of ancestors of \( a_j \) by \( \text{an}(a_j) := \{a_{j-1}, \ldots, a_1\} \) (\( \text{an}(a_1) := \emptyset \)). We note that a topological ordering is not necessary unique.

We show a simple example of a directed acyclic graph \( \mathcal{G} = \{\mathcal{V}, \mathcal{E}\} \) with \( \mathcal{V} = \{a_1, a_2, a_3\} \) and \( \mathcal{E} = \{a_1 \rightarrow a_2, a_1 \rightarrow a_3\} \) in Fig. 4. A node is described by a circle with variable \( a_j \), and a directed edge is described by a directed arrow between two nodes. In Fig. 4, the sets of parents are given by \( \text{pa}(a_1) = \emptyset \), \( \text{pa}(a_2) = \{a_1\} \) and \( \text{pa}(a_3) = \{a_1\} \), where \( \emptyset \) denotes the empty set. In this case, we have two topological orderings: \( \{a_1, a_2, a_3\} \) and \( \{a_1, a_3, a_2\} \).

We next consider a probability distribution on a directed acyclic graph \( \mathcal{G} = \{\mathcal{V}, \mathcal{E}\} \), which is a key concept for Bayesian networks. A directed edge \( a_j \rightarrow a_{j'} \in \mathcal{E} \) on a Bayesian network represents the probabilistic dependence (i.e., causal relationship) between two nodes \( a_j \) and \( a_{j'} \). Therefore, variable \( a_j \) only depends on its parents \( \text{pa}(a_j) \). The causal relationship can be described by the conditional probability of \( a_j \) under the condition of \( \text{pa}(a_j) \), written as \( p(a_j|\text{pa}(a_j)) \). If \( \text{pa}(a_j) = \emptyset \), \( p(a_j) := p(a_j|\emptyset) \) is just the probability of \( a_j \). The joint probability distribution of all the nodes in a Bayesian network is then defined as

\[
p(\mathcal{V}) := \prod_{j=1}^{N_R} p(a_j|\text{pa}(a_j)), \quad (72)
\]

which implies that the probability of a node is only determined by its parents. This definition represents the causal structure of Bayesian networks; the cause of a node is given by its parents.
Figure 5: Schematic of the parents of $a_j$. The set of the parents, $\text{pa}(a_j)$, is defined as the set of the nodes that have directed edges toward $a_j$. This figure also illustrates the setup of Eq. (80).

In Fig. 6 we show two simple examples of Bayesian networks. For Fig. 6(a), the joint distribution is given by

$$p(a_1, a_2, a_3) := p(a_3|a_2)p(a_2|a_1)p(a_1),$$

which describes a simple Markovian process. Figure 6(b) is a little less trivial, whose joint distribution is given by

$$p(a_1, a_2, \ldots, a_6) = p(a_6|a_1, a_4, a_5)p(a_5|a_3)p(a_4|a_2)p(a_3|a_1)p(a_2|a_1)p(a_1).$$

For any subset of nodes $\mathcal{A} \subseteq \mathcal{V}$, the probability distribution on $\mathcal{A}$ is given by

$$p(\mathcal{A}) = \sum_{\mathcal{V} \setminus \mathcal{A}} p(\mathcal{V}).$$

For $\mathcal{A}, \mathcal{A}' \subseteq \mathcal{V}$, the joint probability distribution is given by

$$p(\mathcal{A}, \mathcal{A}') = \sum_{\mathcal{V} \setminus (\mathcal{A} \cup \mathcal{A}')} p(\mathcal{V}).$$

The conditional probability is then given by the Bayes rule:

$$p(\mathcal{A}|\mathcal{A}') = \frac{p(\mathcal{A}, \mathcal{A}')} {p(\mathcal{A}')}. $$
Let $A(V)$ be a probability variable that depends on nodes in $V$. The ensemble average of $A(V)$ is defined as

$$\langle A(V) \rangle := \sum_V A(V)p(V).$$

(78)

In particular, if $A$ depends only on $A \subseteq V$, Eq. (78) reduces to

$$\langle A(A) \rangle := \sum_A A(A)p(A) = \sum_V A(A)p(V).$$

(79)

We note that $p(a_j|\text{an}(a_j)) = p(a_j|\text{pa}(a_j))$ holds by definition, which implies that any probability variable directly depends on the nearest ancestors (i.e., parents). This is consistent with the description of directed acyclic graphs. In general, we have

$$p(a_j|\text{pa}(a_j), V') = p(a_j|\text{pa}(a_j))$$

(80)

for any $V' \subseteq \{\text{an}(a_j) \setminus \text{pa}(a_j)\}$ (see also Fig. 5).

5 Information thermodynamics on Bayesian networks

We now discuss a general framework of stochastic thermodynamics for complex dynamics described by Bayesian networks [52], where system $X$ is in contact with systems $C$ in addition to the heat bath. In particular, we derive the generalized second law of thermodynamics, which states that the entropy production is bounded by an informational quantity that consists of the initial and final mutual between $X$ and $C$, and the transfer entropy from $X$ to $C$. 

Figure 6: Simple examples of Bayesian networks.
5.1 Setup

First of all, we discuss how Bayesian networks represent the causal relationships in physical dynamics. We consider a situation that several physical systems interact with each other and stochastically evolve in time. A probability variable associated with a node, $a_j \in V$, represents a state of one of the systems at a particular time. We assume that the topological ordering $(a_1, \ldots, a_{N_V})$ describes the time ordering; the time of state $a_j$ should not be later than the time of state $a_{j+1}$. This assumption does not exclude a situation that $a_j$ and $a_{j+1}$ can be states of different systems at the same time. Each edge in $E$ describes the causal relationship between states of the systems at different times. Correspondingly, the conditional probability $p(a_j|pa(a_j))$ characterizes the stochastic dynamics. The joint probability $p(V)$ represents the probability of trajectories of the whole system.

We focus on a particular system $X$, whose time evolution is described by a set of nodes. Let $\mathcal{X} := \{x_1, \ldots, x_N\} \subseteq V$ be the set of nodes that describe states of $X$, and let $(x_1, \ldots, x_N)$ be the topological ordering of the elements of $\mathcal{X}$, where we refer to the suffixes as “time.” A probability variable $x_k$ in $\mathcal{X}$ describes the state of system $X$ at time $k$. We assume that there is a causal relationship between $x_k$ and $x_{k+1}$ such that

$$x_k \in pa(x_{k+1}).$$  \hfill{(81)}

For simplicity, we also assume that

$$pa(x_{k+1}) \cap \mathcal{X} = \{x_k\},$$  \hfill{(82)}

which does not exclude the situation that there are nodes in $pa(x_{k+1})$ outside of $\mathcal{X}$ (see Fig. 7).

We next consider the systems other than $X$, which we refer to as $C$. The states of $C$ are given by the nodes in set $\mathcal{C} := V \setminus \mathcal{X}$ (see also Fig. 7). Let $(c_1, c_2, \ldots, c_{N'}')$ be the topological ordering of $\mathcal{C}$, where we again refer to the suffixes as “time.” A probability variable $c_l$ describes the state of $C$ at time $l$. Since $V = \mathcal{X} \cup E$, we can define an joint topological ordering of $V$ as

$$(c_1, \ldots, c_{l(1)}, x_1, c_{l(1)+1}, \ldots, c_{l(2)}, x_2, c_{l(2)+1}, \ldots, c_{l(N)}, x_N, c_{l(N)+1}, \ldots, c_{N'}'),$$  \hfill{(83)}

where the ordering $(c_1, \ldots, c_{l(1)}, \ldots, c_{l(2)}, \ldots, c_{N'})$ is the same as the ordering $(c_1, c_2, \ldots, c_{N'})$. The joint probability distribution $p(\mathcal{X}, \mathcal{C})$ can be obtained from Eq. (72):

$$p(\mathcal{X}, \mathcal{C}) = \prod_{k=1}^{N} p(x_k|pa(x_k)) \prod_{l=1}^{N'} p(c_l|pa(c_l)),$$  \hfill{(84)}

where the conditional probability $p(x_{k+1}|pa(x_{k+1}))$ represents the transition probability of system $X$ from time $k$ to $k+1$. We note that the dynamics in $V$ can be non-Markovian due to the non-Markovian property of $C$. We summarize the notations in Table 1.
5.2 Information contents on Bayesian networks

We consider information contents on Bayesian networks; the initial and the final mutual information between $X$ and $C$, and the transfer entropy from $X$ to $C$.

We first consider the initial correlation of the dynamics. The initial state $x_1$ of $X$ is initially correlated with its parents $\text{pa}(x_1) \subseteq C$. The initial correlation between system $X$ and $C$ is then characterized by the mutual information between $x_1$ and $\text{pa}(x_1)$. The corresponding stochastic mutual information is given by (see also Fig. 8 (a))

$$I_{\text{ini}} := I(x_1 : \text{pa}(x_1)).$$

(85)

Its ensemble average $\langle I_{\text{ini}} \rangle$ is the mutual information of the initial correlation. It vanishes if and only if $p(x_1|\text{pa}(x_1)) = p(x_1)$, or equivalently, $\text{pa}(x_1) = \emptyset$.

We next consider the final correlation of the dynamics. The final state of $X$ is given by $x_N \in \mathcal{X}$, which is correlated with its ancestors $\text{an}(x_N)$. The final correlation between system $X$ and $C$ is then characterized by the mutual information between $x_N$ and $C' := \text{an}(x_N) \cap C$. The corresponding stochastic mutual information is given by (see also Fig. 8 (b))

$$I_{\text{fin}} := I(x_N : C').$$

(86)

Its ensemble average $\langle I_{\text{fin}} \rangle$ is the mutual information of the final correlation. It vanishes if and only if $p(x_N|C') = p(x_N)$. 
### Table 1: Summary of notations.

| Notation | Meaning |
|----------|---------|
| \( \text{pa}(a) \) (Parents of \( a \)) | Set of nodes that have causal relationship to node \( a \). |
| \( \text{an}(a) \) (Ancestors of \( a \)) | Set of nodes before node \( a \) in the topological ordering. |
| \( x_k \) | State of system \( X \) at time \( k \). |
| \( \mathcal{X} := \{ x_1, \ldots, x_N \} \) | Set of states of system \( X \). |
| \( \mathcal{C} := \{ c_1, \ldots, c_{N'} \} \) | Set of states of other systems \( C \). |
| \( \mathcal{C}' := \text{an}(x_N) \cap \mathcal{C} \) | Set of the ancestors of \( x_N \) in \( \mathcal{C} \). |
| \( \text{pa}_\mathcal{X}(c_l) := \text{pa}(c_l) \cap \mathcal{X} \) | Set of the parents of \( c_l \) in \( \mathcal{X} \). |
| \( \text{pa}_\mathcal{C}(c_l) := \text{pa}(c_l) \cap \mathcal{C} \) | Set of the parents of \( c_l \) in \( \mathcal{C} \). |
| \( \mathcal{B}_{k+1} := \text{pa}(x_{k+1}) \setminus \{ x_k \} \) | Set of parents of \( x_{k+1} \) outside of \( \mathcal{X} \). |
| \( I_{\text{ini}} := I(x_1 : \text{pa}(x_1)) \) | Initial mutual information between \( X \) and \( C \). |
| \( I_t^\mathcal{X} := I(c_l : \text{pa}_\mathcal{X}(c_l)|c_1, \ldots, c_{l-1}) \) | Transfer entropy from \( X \) to \( c_l \). |
| \( I_t^\mathcal{X} := \sum_{l : c_l \in \mathcal{C}} I_t^\mathcal{X} \) | Total transfer entropy from \( X \) to \( \mathcal{C} \). |
| \( I_{\text{fin}} := I(x_N : \mathcal{C}') \) | Final mutual information between \( X \) and \( \mathcal{C} \). |
| \( \Theta := I_{\text{fin}} - I_t^\mathcal{X} - I_{\text{ini}} \) | \(-\langle \Theta \rangle\) is the available information about \( X \) obtained by \( \mathcal{C} \). |
| \( \sigma \) | Stochastic entropy change in \( X \) and the heat bath. |

We next consider the transfer entropy from \( X \) to \( C \) during the dynamics. The transfer entropy on Bayesian networks has been discussed in Ref. [70]. We here focus on the role of the transfer entropy on Bayesian networks in terms of information thermodynamics.

Let \( c_l \in \mathcal{C} \). Let \( \text{pa}_\mathcal{X}(c_l) := \text{pa}(c_l) \cap \mathcal{X} \) be the set of the parents of \( c_l \) in \( \mathcal{X} \), and \( \text{pa}_\mathcal{C}(c_l) := \text{pa}(c_l) \cap \mathcal{C} \) be the set of the parents of \( c_l \) in \( \mathcal{C} \) (see also Fig. 8(c)). We note that \( \text{pa}_\mathcal{X}(c_l) \cup \text{pa}_\mathcal{C}(c_l) = \text{pa}(c_l) \) and \( \text{pa}_\mathcal{X}(c_l) \cap \text{pa}_\mathcal{C}(c_l) = \emptyset \). We then have

\[
p(c_l|\text{pa}(c_l)) = p(c_l|\text{pa}_\mathcal{X}(c_l), \text{pa}_\mathcal{C}(c_l)) = p(c_l|\text{pa}_\mathcal{X}(c_l), c_1, \ldots, c_{l-1}),
\]

where we used Eq. [30] with \( Y = \{ c_1, \ldots, c_{l-1} \} \setminus \text{pa}_\mathcal{C}(c_l) \).

The transfer entropy from system \( X \) to state \( c_l \) is defined as the conditional mutual information between \( c_l \) and \( \text{pa}_\mathcal{X}(c_l) \) under the condition of \( \{ c_1, \ldots, c_{l-1} \} \). The corresponding stochastic transfer entropy is given by

\[
I_t^x := I(c_l : \text{pa}_\mathcal{X}(c_l)|c_1, \ldots, c_{l-1})
\]

\[
:= \ln \frac{p(c_l, \text{pa}_\mathcal{X}(c_l)|c_1, \ldots, c_{l-1})}{p(c_l|c_1, \ldots, c_{l-1})p(\text{pa}_\mathcal{X}(c_l)|c_1, \ldots, c_{l-1})}
\]

\[
= \ln \frac{\ln p(c_l|\text{pa}_\mathcal{X}(c_l), c_1, \ldots, c_{l-1})}{p(c_l|c_1, \ldots, c_{l-1})}.
\]

It can also be rewritten by using the conditional stochastic Shannon entropy:

\[
I_t^x = s(c_l|c_1, \ldots, c_{l-1}) - s(c_l|\text{pa}_\mathcal{X}(c_l), c_1, \ldots, c_{l-1}),
\]
which is analogous to Eq. (29). The ensemble average of $I_{tr}^l$ is the transfer entropy $\langle I_{tr}^l \rangle$, which describes the amount of information about $X$ that is newly obtained by $C$ at time $l$. $\langle I_{tr}^l \rangle$ is nonnegative from the definition, and is zero if and only if $\ln p(c_l|\text{pa}_X(c_l), c_1, \ldots, c_{l-1}) = \ln p(c_l|c_1, \ldots, c_{l-1})$, or equivalently $\text{pa}_X(c_l) = \emptyset$. The total transfer entropy from $X$ to $C$ during the dynamics from $x_1$ to $x_N$ is then given by

$$I_{tr} := \sum_{l: c_l \in C'} I_{tr}^l. \tag{90}$$

By summing up the foregoing information contents, we introduce a key informational quantity $\Theta$:

$$\Theta := I_{\text{fin}} - I_{\text{tr}} - I_{\text{ini}}, \tag{91}$$

which plays a crucial role in the generalized second law that will be discussed in Sec. 5. Here, the minus of the ensemble average of $\Theta$ (i.e., $-\langle \Theta \rangle$) characterizes the available information about $X$ obtained by $C$ during the dynamics from $x_1$ to $x_N$ (see also Fig. 8).

Figure 8: Schematics of informational quantities on Bayesian networks. (a) The initial correlation between $x_1$ and $\text{pa}(x_1)$. (b) The final correlation between $x_N$ and $C'$. (c) The transfer entropy from $X$ to $c_l$.

### 5.3 Entropy production

We next define the entropy production that is defined as the sum of the entropy changes in system $X$ and the heat bath. While the key idea of the definition is the same as the case for the Markovian dynamics discussed in the previous section, a careful argument is necessary for the entropy production on Bayesian networks, because of the presence of other systems $C$.
We consider the subset of probability variables in $C$ (i.e., nodes in $C$) that affect the time evolution of $X$ from time $k$ to $k+1$, which is defined as (see Fig. 9)

$$B_{k+1} := \text{pa}(x_{k+1}) \setminus \{x_k\} \subseteq C.$$  

(92)

The transition probability of $X$ from time $k$ to $k+1$ is then written as

$$p(x_{k+1}|\text{pa}(x_{k+1})) = p(x_{k+1}|x_k, B_{k+1}).$$  

(93)

Figure 9: Schematic of $B_{k+1}$.  

We note that $p(x_{k+1}|x_k, B_{k+1})$ describes the transition probability from $x_k$ to $x_{k+1}$ under the condition that the states of $C$ that affect $X$ are given by $B_{k+1}$. We define the functional form of $p(x_{k+1}|x_k, B_{k+1})$ with arguments $(x_{k+1}, x_k, B_{k+1})$ by

$$f(x_{k+1}, x_k, B_{k+1}) := p(x_{k+1}|x_k, B_{k+1}).$$  

(94)

We then define the backward transition probability as

$$p_B(x_k|x_{k+1}, B_{k+1}) := f(x_k, x_{k+1}, B_{k+1}),$$  

(95)

which describes the transition probability from $x_{k+1}$ to $x_k$ under the same condition $B_{k+1}$ as the forward process.

Here, $p_B(x_k|x_{k+1}, B_{k+1})$ is different from the conditional probability $p(x_k|x_{k+1}, B_{k+1}) := p(x_k, x_{k+1}, B_{k+1})/p(x_{k+1}, B_{k+1})$, which is obtained from the Bayes rule (77) of the Bayesian network. To emphasize the difference, we used the suffix “B” that represents “backward.” We note that $p_B(x_k|x_{k+1}, B_{k+1})$ is analogous to $p(x_k|x_{k+1}; \lambda_k)$ in Eq. (56) of Sec. 3 by replacing $\lambda_k$ by $B_{k+1}$. In fact, in many situations, we can assume that external parameter $\lambda_k$ is determined by $B_{k+1}$; a typical case is feedback
control as will be discussed in Sec. 6.2 and 6.3. We also note that the backward probability $p_B(x_k|x_{k+1}, B_{k+1})$ can be defined even in the presence of odd variables like momentum, by slightly modifying definition (95).

We then define the entropy change in the heat bath from time $k$ to $k + 1$ in the form of Eq. (48):

$$\Delta s_{\text{bath}}^k := \ln \frac{p(x_{k+1}|x_k, B_{k+1})}{p_B(x_k|x_{k+1}, B_{k+1})}. \quad (96)$$

We note that $\Delta s_{\text{bath}}^k$ can be identified with $-\beta Q_k$ in many situations. In fact, as mentioned above, if $B_{k+1}$ affects $x_k$ only through the external parameter, Eq. (96) is equivalent to (48). In such a case, we can show that $\Delta s_{\text{bath}}^k = -\beta Q_k$ as discussed in Sec. 3. The entropy change in the heat bath from time 1 to $N$ is then given by

$$\Delta s_{\text{bath}} := \sum_{k=1}^{N-1} \Delta s_{\text{bath}}^k \quad (97)$$

$$\Delta s_{\text{bath}} := \ln \frac{p(x_N|x_{N-1}, B_N) \cdots p(x_3|x_2, B_3)p(x_2|x_1, B_2)}{p_B(x_1|x_2, B_2)p_B(x_2|x_3, B_3) \cdots p_B(x_{N-1}|x_N, B_N)}.$$ 

which is analogous to Eq. (50). The total entropy change in $X$ and the heat bath from time 1 to $N$ is then defined as

$$\sigma := \Delta s_X + \Delta s_{\text{bath}} \quad (98)$$

which is also written as

$$\sigma = \ln \frac{p(x_N|x_{N-1}, B_N) \cdots p(x_3|x_2, B_3)p(x_2|x_1, B_2)p(x_1)}{p_B(x_1|x_2, B_2)p_B(x_2|x_3, B_3) \cdots p_B(x_{N-1}|x_N, B_N)p(x_N)}. \quad (99)$$

### 5.4 Generalized second law

We now consider the relationship between the second law of thermodynamics and informational quantities. The lower bound of the entropy change in system $X$ and the heat bath is given by $\langle \Theta \rangle$:

$$\langle \sigma \rangle \geq \langle \Theta \rangle, \quad (100)$$

or equivalently,

$$\langle \sigma \rangle \geq \langle I_{\text{fin}} \rangle - \langle I_{\text{tr}} \rangle - \langle I_{\text{ini}} \rangle, \quad (101)$$

which is the generalized second law of thermodynamics on Bayesian networks.

The proof of the generalized second law (100) is as follows. We first show that
\[ \sigma - \Theta \text{ can be rewritten as the stochastic relative entropy:} \]

\[
\sigma - \Theta = \ln \left[ \frac{p(x_1)}{p(x_N)} \prod_{k=1}^{N-1} \frac{p(x_{k+1}|x_k, B_{k+1})}{p_B(x_k|x_{k+1}, B_{k+1})} \right] - \ln \frac{p(x_N, C')}{p(x_N)p(C')} \\
+ \ln \frac{p(x_1|pa(x_1))}{p(x_1)} + \ln \left[ \prod_{l : c_l \in C'} \frac{p(c_l|pa(c_l))}{p(c_l|c_1, \ldots, c_{l-1})} \right] \\
= \ln \left[ \prod_{k=1}^N p(x_k|pa(x_k)) \prod_{l : c_l \in C'} p(c_l|pa(c_l)) \right] \prod_{k=1}^{N-1} p_B(x_k|x_{k+1}, B_{k+1})p(x_N, C') \\
= d_{KL}(p(V)\|p_B(V)),
\]

where we defined

\[ p_B(V) := p(x_N, C') \prod_{k=1}^{N-1} p_B(x_k|x_{k+1}, B_{k+1}) \prod_{l : c_l \in C'} p(c_l|pa(c_l)). \]

We can confirm that \( p_B(V) \) is normalized, and can be regarded as a probability distribution:

\[
\sum_V p_B(V) = \sum_{X, C'} p(x_N, C') \prod_{k=1}^{N-1} p_B(x_k|x_{k+1}, B_{k+1}) \\
= \sum_{x_N, C'} p(x_N, C') \\
= 1,
\]

where we used \( x_N \in X, B_{k+1} \subseteq C' \), and \( \sum_{x_k} p_B(x_k|x_{k+1}, B_{k+1}) = 1 \). From Eq. (102) and the nonnegativity of the relative entropy, we show that the ensemble average of \( \sigma - \Theta \) is nonnegative:

\[
\langle \sigma - \Theta \rangle = D_{KL}(p\|p_B) \geq 0,
\]

which implies the generalized second law (100). The equality in (100) holds if and only if \( p(V) = p_B(V) \).

We consider the integral fluctuation theorem corresponding to inequality (100). From Eq. (12) for the stochastic relative entropy, we have

\[
\langle e^{-d_{KL}(p(V)\|p_B(V))} \rangle = 1,
\]

or equivalently,

\[
\langle e^{-\sigma + \Theta} \rangle = 1.
\]

This is the generalized integral fluctuation theorem for Bayesian networks. By applying the Jensen inequality to Eq. (107), we again obtain inequality (100).

We note that, from inequality (100) and \( \langle I_{\text{fin}} \rangle \geq 0 \), we obtain a weaker bound of the entropy production:

\[
\langle \sigma \rangle \geq -\langle I^{\text{fin}} \rangle - \langle I_{\text{ini}} \rangle.
\]
This weaker inequality can also be rewritten as the nonnegativity of the relative entropy $D_{\text{KL}}(p\|\tilde{p}_B) \geq 0$, where the probability $\tilde{p}_B(\mathcal{V})$ is defined as

$$\tilde{p}_B(\mathcal{V}) := p(x_N)p(C') \prod_{k=1}^{N-1} p_{B}(x_k|x_{k+1}, B_{k+1}) \prod_{l : c_l \in C} p(c_l|\text{pa}(c_l)). \quad (109)$$

The corresponding integral fluctuation theorem is given by

$$\langle e^{-\sigma - I_{\text{tr}} - I_{\text{ini}}} \rangle = 1. \quad (110)$$

6 Examples

In the following, we illustrate special examples, and discuss the physical meaning of the generalized second law (100).

6.1 Example 1: Markov chain

As the simplest example, we revisit the Markovian dynamics discussed in Sec. 3 from the viewpoint of Bayesian networks. In this case, $\mathcal{V} = \mathcal{X} = \{x_1, \ldots, x_N\}$ and $\mathcal{C} = \emptyset$. The Markovian property is characterized by $\text{pa}(x_k) = \{x_{k-1}\}$ with $k \geq 2$, and $\text{pa}(x_1) = \emptyset$ (see also Fig. 10). Since $B_{k+1} := \text{pa}(x_{k+1}) \setminus \{x_k\} = \emptyset$, the entropy production (98) is equivalent to Eq. (52). From $\mathcal{C} = \emptyset$, we have $I_{\text{fin}} = 0$, $I_{\text{ini}} = 0$, $I_{\text{tr}} = 0$, and therefore $\Theta = 0$. Therefore, the definition of $\sigma$ in Eq. (99) reduces to $\langle \sigma \rangle \geq 0$.

6.2 Example 2: Feedback control with a single measurement

We consider the system under feedback control with a single measurement as is the case for the Szilard engine. In this case, system $X$ is the measured system, and the other system $C$ is a memory that stores the measurement outcome.

At time $k = 1$, a measurement on state $x_1$ is performed, and the obtained outcome is stored in memory state $m_1$. The probability of outcome $m_1$ under the condition of state $x_1$ is denoted by $p(m_1|x_1)$, which characterizes the measurement error. If $p(m_1|x_1)$ is the delta function $\delta_{m_1,x_1}$, the measurement is error-free. After the measurement, the time evolution of $X$ is affected by $m_1$ such that the transition probability of $X$ from time $k$ to $k+1$ is given by $p(x_{k+1}|x_k, m_1)$ ($k = 1, 2, \ldots, N-1$), which is feedback control. In terms of the physical interpretation discussed in Sec. 3, the dynamics of system $X$ is determined by the external parameter. In the presence of feedback control, the time evolution of the external parameter is determined by $m_1$. The joint probability distribution of all the variables is then given by

$$p(x_N, \ldots, x_1, m_1) = p(x_N|x_{N-1}, m_1) \cdots p(x_2|x_1, m_1)p(m_1|x_1)p(x_1). \quad (111)$$

The Bayesian network corresponding to the above dynamics is characterized as follows. Let $\mathcal{X} := \{x_1, \ldots, x_N\}$ be the set of the states of measured system $X$, 26
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Figure 10: Bayesian networks of the examples. Example 1: Markov chain. Example 2: Feedback control with a single measurement. Example 3: Repeated feedback control with multiple adaptive measurements.

$C := \{m_1\}$ be the memory state, and $V := \mathcal{X} \cup C = \{x_1, \ldots, x_N, m_1\}$ be the set of all notes. The causal structure described by Eq. (111) is given by $\text{pa}(x_k) = \{x_{k-1}, m_1\}$ for $k \geq 2$, $\text{pa}(m_1) = \{x_1\}$, and $\text{pa}(x_1) = \emptyset$ (see also Fig. 10).

Since $B_{k+1} := \text{pa}(x_{k+1}) \setminus \{x_k\} = \{m_1\}$ for $k \geq 1$, the entropy production (96) in the heat bath from time $k$ to $k+1$ is given by

$$\Delta s_k^{\text{bath}} = \ln \frac{p(x_{k+1}|x_k, m_1)}{p_B(x_k|x_{k+1}, m_1)}.$$  (112)

Considering the foregoing argument that $p(x_{k+1}|x_k, m_1)$ depends on $m_1$ through external parameter $\lambda_k$, we can identify $\Delta s_k^{\text{bath}}$ as the heat such that $\Delta s_k^{\text{bath}} = -\beta Q_k$. The total entropy production (98) from time 1 to $N$ is given by

$$\sigma = \ln \left[ \frac{p(x_1) \prod_{k=1}^{N-1} p(x_{k+1}|x_k, m_1)}{p(x_N) \prod_{k=1}^{N-1} p_B(x_k|x_{k+1}, m_1)} \right].$$  (113)

From $\text{pa}(x_1) = \emptyset$, $C' = C = \{m_1\}$, and $\text{pa}_\mathcal{X}(m_1) = \{x_1\}$, we have $I_{\text{fin}} = I(x_N : m_1)$, $I_{\text{ini}} = 0$, $I^1_{\text{tr}} = I(x_1 : m_1)$, and therefore

$$\Theta = I(x_N : m_1) - I(x_1 : m_1),$$  (114)

which is the difference between the initial and the final mutual information. Therefore, the generalized second law (100) reduces to

$$\langle \sigma \rangle \geq \langle I(x_N : m_1) \rangle - \langle I(x_1 : m_1) \rangle.$$  (115)
We note that inequality (115) is equivalent to the generalized second law obtained in Refs. [36,39].

Several simple models that achieve the equality in inequality (115) have been proposed [32,33,35]. In general, the equality in inequality (115) is achieved if and only if a kind of reversibility with feedback control is satisfied [32]; the reversibility condition is given by

$$\prod_{k=1}^{N-1} p(x_{k+1}|x_k,m_1) \cdot p(x_1,m_1) = \prod_{k=1}^{N-1} p_B(x_k|x_{k+1},m_1) \cdot p(x_N,m_1).$$  \hspace{1cm} (116)

The left-hand side of Eq. (116) represents the probability of the forward trajectory with feedback control. The physical meaning of the right-hand side is as follows. Suppose that we start a backward process just after a forward process by keeping $m_1$ for each trajectory. In the backward process, we use outcome $m_1$ obtained in the forward process in order to determine the external parameter; we do not perform feedback control in the backward process. The probability distribution of the backward trajectories is then given by the right-hand side of Eq. (116).

We next consider a special case that the initial and final states of system $X$ are in thermal equilibrium. The initial distribution is given by

$$p(x_1) = p_{eq}(x_1) := e^{\beta(F(1)-E(x_1;1))},$$  \hspace{1cm} (117)

where $F(1)$ is the initial free energy and $E(x_1;1)$ is the initial Hamiltonian. Since the final Hamiltonian may depend on outcome $m_1$ due to the feedback control, the final distribution under the condition of $m_1$ is the conditional canonical distribution

$$p(x_N|m_1) = p_{eq}(x_N|m_1) := e^{\beta(F(m_1)-E(x_1;m_1))}.$$  \hspace{1cm} (118)

Here, $F(m_1)$ is the final free energy and $E(x_1;m_1)$ is the final Hamiltonian, both of which may depend on outcome $m_1$. The generalized second law (115) is then equivalent to

$$\beta \langle W - \Delta F \rangle \geq -\langle I(x_1 : m_1) \rangle,$$  \hspace{1cm} (119)

where $W$ is the work and $\Delta F := F(m_1) - F(1)$ is the free-energy difference. We note that the ensemble average is needed for $\Delta F$, because $F(m_1)$ is a stochastic quantity due to the stochasticity of $m_1$. Inequality (119) has been derived in Ref. [27]. The derivation of inequality (119) from (115) is as follows. We first note that

$$s(x_N) := -\ln p(x_N)
= -\ln \left[ \frac{p(x_N|m_1)}{p(x_N|m_1) p(x_N|m_1)} \right]
= s(x_N|m_1) + I(x_N : m_1).$$  \hspace{1cm} (120)

From Eqs. (117) and (118), we have

$$s(x_1) = -\beta(F(1) - E(x_1;1)), \quad s(x_N|m_1) = -\beta(F(m_1) - E(x_1;m_1)).$$  \hspace{1cm} (121)
Therefore, we obtain

\[ s(x_N) - s(x_1) = -\beta(\Delta F - \Delta E) + I(x_N : m_1). \]  

(122)

By substituting the ensemble average of Eq. (122) to inequality (115), we obtain

\[ -\beta(\Delta F - \Delta E) + \langle I(x_N : m_1) \rangle - \langle Q \rangle \geq \langle I(x_N : m_1) \rangle - \langle I(x_1 : m_1) \rangle. \]  

(123)

By noting the first law \( \Delta E = W + Q \), we find that inequality (123) is equivalent to inequality (119).

The simplest example of the present setup is the Szilard engine discussed in Sec. 1.2 (see also Fig. 1). In this case, the measurement is error-free and the outcome is \( m_1 = L \) or \( R \) with probability \( 1/2 \), and therefore \( \langle I(x_1 : m_1) \rangle = \ln 2 \). The final state is no longer correlated with \( m_1 \) such that \( \langle I(x_N : m_1) \rangle = 0 \). The extracted work is \( -\langle W \rangle = \beta^{-1} \ln 2 \), and the free-energy change is \( \langle \Delta F \rangle = 0 \). Therefore, for the Szilard engine, the both-hand sides of inequality (119) is given by \( \ln 2 \), and the equality in (119) is achieved. In this sense, the Szilard engine is an optimal information-thermodynamic engine.

### 6.3 Example 3: Repeated feedback control with multiple measurements

We consider the case of multiple measurements and feedback control. Let \( x_k \) be the state of system \( X \) at time \( k (= 1, \ldots, N) \). Suppose that the measurement outcome obtained at time \( k (= 1, \ldots, N - 1) \), written as \( m_k \), is affected by past trajectory \( (x_1, x_2, \cdots, x_k) \) of system \( X \). In other words, the measurement at time \( k \) is performed on trajectory \( (x_1, x_2, \cdots, x_k) \). Moreover, we assume that outcome \( m_k \) is also affected by sequence \( (m_1, \cdots, m_{k-1}) \) of the past measurement outcomes, which describes the situation that the way of measuring \( X \) is changed depending on the past measurement outcomes; such a measurement is called adaptive. The conditional probability of \( m_k \) is then given by \( p(m_k|x_1, \cdots, x_{k-1}, x_k, m_1, \cdots, m_{k-1}) \).

Next, outcome \( m_k \) is used for feedback control after time \( k \), and the transition probability from \( x_k \) to \( x_{k+1} \) is written as \( p(x_{k+1}|x_k, m_1, \cdots, m_{k-1}, m_k) \). In this case, we assume that external parameter \( \lambda_k \) at time \( k \) is determined by memory states \( (m_1, \cdots, m_{k-1}, m_k) \). The joint probability distribution of all the variables is then given by

\[ p(x_1, \cdots, x_N, m_1, \cdots, m_{N-1}) = \prod_{k=1}^{N-1} p(x_{k+1}|x_k, m_1, \cdots, m_k) p(m_k|x_1, \cdots, x_k, m_1, \cdots, m_{k-1}) \cdot p(x_1). \]  

(124)

If outcome \( m_k \) is affected only by \( x_k \) such that

\[ p(m_k|x_1, \cdots, x_k, m_1, \cdots, m_{k-1}) = p(m_k|x_k), \]  

(125)
the measurement is Markovian and non-adaptive. If the transition probability from $x_k$ to $x_{k+1}$ depends only on $m_k$ such that

$$p(x_{k+1}|x_k, m_1, \ldots, m_{k-1}, m_k) = p(x_{k+1}|x_k, m_k),$$

the feedback control is called Markovian. On the other hand, if $p(x_{k+1}|x_k, m_1, \ldots, m_{k-1}, m_k)$ depends on $m_l$ with $l < k$, the feedback control is called non-Markovian, which describes the effect of time-delay of the feedback loop.

The Bayesian network corresponding to the above dynamics is as follows. Let $\mathcal{X} := \{x_1, \ldots, x_N\}$, $\mathcal{C} := \{m_1, \ldots, m_N\}$, and $\mathcal{V} := \mathcal{X} \cup \mathcal{C}$. The causal structure is characterized by $\text{pa}(x_1) = \{x_{k-1}, m_1, \ldots, m_{k-1}\}$ for $k \geq 2$, $\text{pa}(x_1) = \emptyset$, $\text{pa}(m_k) = \{x_1, \ldots, x_{k-1}, x_k, m_1, \ldots, m_k\}$ for $k \geq 2$, and $\text{pa}(m_1) = \{x_1\}$. Figure 10 describes the Bayesian network of a special case that

$$p(m_k|x_k, \ldots, x_1, m_1, \ldots, m_{k-1}) = p(m_k|x_k, m_{k-1})$$

and $\text{pa}(m_k) = \{x_k, m_{k-1}\}$ for $k \geq 2$.

Since $\mathcal{B}_k = \{m_1, \ldots, m_k\}$, the entropy change (96) in the heat bath from time $k$ to $k + 1$ is given by

$$\Delta s_{\text{bath}}^k = \ln \frac{p(x_{k+1}|x_k, m_1, \ldots, m_k)}{p_B(x_k|x_{k+1}, m_1, \ldots, m_k)}.$$  

If we assume that $p(x_{k+1}|x_k, m_1, \ldots, m_k)$ depends on $(m_1, \ldots, m_k)$ only through external parameter $\lambda_k$, the entropy change is identified with the heat: $\Delta s_{\text{bath}}^k = -\beta Q_k$. The total entropy production (98) from time 1 to $N$ is defined as

$$\sigma = \ln \left[ \frac{p(x_1)}{p(x_N)} \prod_{k=1}^{N-1} \frac{p(x_{k+1}|x_k, m_1, \ldots, m_k)}{p_B(x_k|x_{k+1}, m_1, \ldots, m_k)} \right].$$

From $\text{pa}(x_1) = \emptyset$, $\mathcal{C}' = \mathcal{C} = \{m_1, \ldots, m_{N-1}\}$, and $\text{pa}_x(m_k) = \{x_1, \ldots, x_k\}$, we have $I_{mi} = 0$, $I_{in} = I(x_N : (m_1, \ldots, m_{N-1}))$, $I^r_k = I((x_1, \ldots, x_k) : m_k|m_1, \ldots, m_{k-1})$, and therefore

$$\Theta = I(x_N : (m_1, \ldots, m_{N-1})) - \sum_{l=1}^{N-1} I((x_1, \ldots, x_k) : m_k|m_1, \ldots, m_{k-1}).$$

Therefore, the generalized second law (100) reduces to

$$\langle \sigma \rangle \geq \langle I(x_N : (m_1, \ldots, m_{N-1})) \rangle - \sum_{k=1}^{N-1} \langle I((x_1, \ldots, x_k) : m_k|m_1, \ldots, m_{k-1}) \rangle.$$  

We note that, in the special case illustrated in Fig. 10, we have $\text{pa}_x(m_k) = \{x_k\}$ and $I^r_k = I(x_k : m_k|m_1, \ldots, m_{k-1})$. Therefore, $\Theta$ in Eq. (130) reduces to

$$\Theta = I(x_N : (m_1, \ldots, m_{N-1})) - \sum_{k=1}^{N-1} I(x_k : m_k|m_1, \ldots, m_{k-1}).$$
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The equality in Eq. (131) holds if and only if the feedback reversibility is satisfied [32]:

\[
\prod_{k=1}^{N-1} p(x_{k+1}|x_k, m_1, \ldots, m_k)p(m_k|x_1, \ldots, x_k, m_1, \ldots, m_{k-1}) \cdot p(x_1) \nabla = \prod_{k=1}^{N-1} \rho_B(x_{k+1}, m_1, \ldots, m_k) \cdot p(x_N, m_1, \ldots, m_{N-1}).
\]

(133)

The right-hand side of Eq. (133) represents the probability distribution of the backward trajectories. In a backward process, any feedback control is not performed, and the external parameter is changed by using the measurement outcomes obtained in the corresponding forward process.

If the initial and final states of system X are in thermal equilibrium such that

\[
p(x_1) = p_{eq}(x_1) := e^{\beta(F(m_1) - E(x_1; m_1))}
\]
and

\[
p(x_N | m_1, \ldots, m_N) = p_{eq}(x_N | m_1, \ldots, m_N) := e^{\beta(F(m_1, \ldots, m_N) - E(x_1; m_1, \ldots, m_N))},
\]

inequality (131) reduces to, from a similar argument of the derivation of inequality (119),

\[
\beta \langle W - \Delta F \rangle \geq - \sum_{k=1}^{N-1} \langle I((x_1, \ldots, x_k) : m_k | m_1, \ldots, m_{k-1}) \rangle,
\]

(134)

which has been obtained in Refs. [30, 35] for the case of non-adaptive measurements.

6.4 Example 4: Markovian information exchanges

We consider information exchanges between two interacting systems X and Y. Let \( x_k \) and \( y_k \) be the states of system X and Y in time ordering \( k = 1, \ldots, N \). Suppose that the transition from \( x_k \) to \( x_{k+1} \) is affected by \( y_k \), and the transition from \( y_k \) to \( y_{k+1} \) is affected by \( x_k \) (see also Fig. 11 (a)). This assumption implies that the interaction of X and Y is Markovian. During the dynamics, the transfer entropy from X to Y and vice versa can be positive, and the mutual information between two systems can change. Therefore, such dynamics can describe Markovian information exchanges. In the continuous-time limit, such dynamics are called Markov jump processes of bipartite systems [54, 55]. We note that “bipartite systems” do not mean bipartite graphs in the terminology of Bayesian networks.

The joint probability distribution of all the variables is given by

\[
p(x_1, y_1, \ldots, x_N, y_N) = \prod_{k=1}^{N-1} p(y_{k+1}|x_{k+1}, y_k)p(x_{k+1}|x_k, y_k) \cdot p(y_1|x_1)p(x_1).
\]

(135)

The transition probability of each step from \((x_k, y_k)\) to \((x_{k+1}, y_{k+1})\) is given by

\[
p(x_{k+1}, y_{k+1}|x_k, y_k) = p(y_{k+1}|x_{k+1}, y_k)p(x_{k+1}|x_k, y_k).
\]

(136)
Example 4

(a) Entire dynamics. (b) A single transition.

Example 5: Complex dynamics of three interacting systems.

\[ \langle \Theta \rangle \leq \sum_{k} \langle \Theta_{k} \rangle \]

Figure 11: Bayesian networks of the examples. Example 4: Markovian information exchanges between two systems. (a) Entire dynamics. (b) A single transition. Example 5: Complex dynamics of three interacting systems.
and correspondingly, the joint probability of \((x_k, y_k, x_{k+1}, y_{k+1})\) is given by

\[
p(x_{k+1}, y_{k+1}, x_k, y_k) = p(y_{k+1}|x_{k+1}, y_k)p(x_{k+1}|x_k, y_k)p(y_k|x_k)p(x_k). \tag{137}
\]

First, we apply our general argument in Sec. 4 to the entire dynamics \((135)\) illustrated in Fig. 11 (a). Let \(X = \{x_1, \ldots, x_N\}\) be the set of the states of \(X\), \(C = \{y_1, \ldots, y_N\}\) be the set of the states of \(Y\), and \(V := X \cup C = \{x_1, y_1, \ldots, x_N, y_N\}\) be the set of all states. The causal structure described by Eq. \((135)\) is given by \(pa(x_k) = \{x_{k-1}, y_{k-1}\}\) for \(k > 2\), \(pa(y_k) = \{x_k, y_{k-1}\}\) for \(k > 2\), \(pa(y_1) = \{x_1\}\) and \(pa(x_1) = \emptyset\).

Since \(B_{k+1} = \{y_k\}\), the entropy change \((96)\) in the heat bath from time \(k\) to \(k+1\) is given by

\[
\Delta s_{k}^{\text{bath}} = \ln \frac{p(x_{k+1}|x_k, y_k)}{p_B(x_k|x_{k+1}, y_k)}. \tag{138}
\]

The entropy production \((98)\) from time 1 to \(N\) is then given by

\[
\sigma = \ln \left[ \frac{p(x_1)}{p(x_N)} \prod_{k=1}^{N-1} \frac{p(x_{k+1}|x_k, y_k)}{p_B(x_k|x_{k+1}, y_k)} \right]. \tag{139}
\]

From \(pa(x_1) = \emptyset\), \(C' = \text{an}(X) \cap C = \{y_1, \ldots, y_{N-1}\}\), and \(pa_X(y_k) = \{x_k\}\), we have \(I_{\text{ini}} = 0\), \(I_{\text{fin}} = I(x_N : (y_1, \ldots, y_{N-1}))\), \(I_{\mu}^x = I(x_k : y_k|y_1, \ldots, y_{k-1})\), and therefore

\[
\Theta = I(x_N : (y_1, \ldots, y_{N-1})) - \sum_{l=1}^{N-1} I(x_k : y_k|y_1, \ldots, y_{k-1}). \tag{140}
\]

The generalized second law \((100)\) then reduces to

\[
\langle \sigma \rangle \geq \langle \Theta \rangle = \langle I(x_N : (y_1, \ldots, y_{N-1})) \rangle - \sum_{k=1}^{N-1} \langle I(x_k : y_k|y_1, \ldots, y_{k-1}) \rangle. \tag{141}
\]

Next, we apply our general argument in Sec. 4 only to a single transition described by Eq. \((137)\), which is illustrated in Fig. 11 (b). Let \(X = \{x_k, x_{k+1}\}\) be the set of the states of \(X\), \(C = \{y_k, y_{k+1}\}\) be the set of the states of \(Y\), and \(V := X \cup C = \{x_k, y_k, x_{k+1}, y_{k+1}\}\) be the set of all states. The causal structure described by Eq. \((137)\) is given by \(pa(x_{k+1}) = \{x_k, y_k\}\), \(pa(y_{k+1}) = \{x_{k+1}, y_k\}\), \(pa(y_k) = \{x_k\}\), and \(pa(x_k) = \emptyset\).

Since \(B_{k+1} = \{y_k\}\), the entropy change \((96)\) in the heat bath from time \(k\) to \(k+1\) is equal to Eq. \((138)\). The entropy production of the single transition, written as \(\sigma_k\), is given by

\[
\sigma_k = \ln \left[ \frac{p(x_k)p(x_{k+1}|x_k, y_k)}{p(x_{k+1}) p_B(x_k|x_{k+1}, y_k)} \right]. \tag{142}
\]

Here, the sum \(\sum_{k=1}^{N} \sigma_k\) is equal to the entire entropy production \(\sigma\) given in Eq. \((139)\).
From \( \text{pa}(x_k) = \emptyset, \ C' = \text{an}(x_{k+1}) \cap C = \{y_k\} \), and \( \text{pa}_k(y_{k+1}) = \{x_k\} \), we have 
\( I_{\text{ini}} = 0, \ I_{\text{fin}} = I(x_{k+1} : y_k) \), and \( I_k^{\mu} = I(x_k : y_k) \). Denoting \( \Theta \) for the single transition by \( \Theta_k \), we obtain

\[
\Theta_k = I(x_{k+1} : y_k) - I(x_k : y_k). \tag{143}
\]

Therefore, the generalized second law \((100)\) reduces to

\[
\langle \sigma_k \rangle \geq \langle \Theta_k \rangle = \langle I(x_{k+1} : y_k) \rangle - \langle I(x_k : y_k) \rangle. \tag{144}
\]

By summing up inequality \((144)\) for \( k = 1, 2, \ldots, N - 1 \), we obtain

\[
\langle \sigma \rangle \geq \langle \Theta^d \rangle, \tag{145}
\]

where

\[
\Theta^d := \sum_{k=1}^{N-1} \Theta_k. \tag{146}
\]

Inequality \((145)\) gives another bound of the entire entropy production \( \langle \sigma \rangle \). An informational quantity \( \langle \Theta^d \rangle \) is called the dynamic information flow, which has been studied for the bipartite Markovian jump processes and coupled Langevin dynamics \([53, 58]\).

To summarize the foregoing argument, we have shown two inequalities \((141)\) and \((145)\) for the same dynamics described in Fig. 1 (a). Inequality \((145)\) is obtained by summing up inequality \((144)\) for \( k = 1, 2, \ldots, N - 1 \), where inequality \((141)\) is obtained by applying our general inequality \((100)\) only to the single transition illustrated in Fig. 11 (b).

We now discuss the relationship of two inequalities \((141)\) and \((145)\). We can calculate the difference between \( \langle \Theta^d \rangle \) and \( \langle \Theta \rangle \) as

\[
\langle \Theta^d \rangle - \langle \Theta \rangle = \sum_{k=1}^{N-1} [(I(x_{k+1} : y_k) - I(x_k : y_k)) + I(x_k : y_k | y_1, \ldots, y_{k-1})] - I(x_N : (y_1, \ldots, y_{N-1}))
\]

\[
= \ln \prod_{k=2}^{N-1} \frac{p(x_{k+1}, y_k) p(x_k, y_1, \ldots, y_{k-1})}{p(x_k, y_k) p(x_{k+1}, y_1, \ldots, y_k)}
\]

\[
= \sum_{k=2}^{N-1} [(I(x_k, (y_1, \ldots, y_{k-1}) | y_k)) - I(x_{k+1}, (y_1, \ldots, y_{k-1}) | y_k))]
\]

\[
\geq 0, \tag{147}
\]

where we used the data processing inequality \([22]\)

\[
I(x_k, (y_1, \ldots, y_{k-1}) | y_k) \geq I(x_{k+1}, (y_1, \ldots, y_{k-1}) | y_k), \tag{148}
\]

for the following conditional Markov chain:

\[
p(x_k, x_{k+1}, y_1, \ldots, y_{k-1}| y_k) = p(x_{k+1}|x_k, y_k)p(x_k|y_1, \ldots, y_{k-1}, y_k)p(y_1, \ldots, y_{k-1}|y_k). \tag{149}
\]
Therefore, we obtain
\[ \langle \sigma \rangle \geq \langle \Theta^d \rangle \geq \langle \Theta \rangle, \]
which implies that the dynamic information flow \( \langle \Theta^d \rangle \) gives a tighter bound of the entire entropy production than \( \langle \Theta \rangle \). This hierarchy has been also shown in Ref. [56] for coupled Langevin dynamics.

### 6.5 Example 5: Complex dynamics

We consider three systems that interacts with each other as illustrated in Fig. 11. In this case, \( \mathcal{V} := \{ y_1, x_1, z_1, x_2, z_2, y_2, x_3, z_3 \} \), \( \text{pa}(y_1) = \emptyset \), \( \text{pa}(x_1) = \{ y_1 \} \), \( \text{pa}(z_1) = \{ y_1 \} \), \( \text{pa}(x_2) = \{ x_1, z_1 \} \), \( \text{pa}(z_2) = \{ x_1, z_1 \} \), \( \text{pa}(y_2) = \{ y_1, x_2, z_2 \} \), \( \text{pa}(x_3) = \{ x_2, y_2 \} \), and \( \text{pa}(z_3) = \{ x_2, z_2 \} \). The joint probability of \( \mathcal{V} \) is given by
\[
p(\mathcal{V}) = p(z_3|x_2, z_2)p(x_3|x_2, y_2)p(y_2|y_1, x_2, z_2)p(z_2|x_1, z_1)p(x_2|x_1, z_1)p(z_1|y_1)p(x_1|y_1)p(y_1). \tag{151}
\]

We focus on system \( X \) with \( \mathcal{X} := \{ x_1, x_2, x_3 \} \). The other systems are given by \( Y \) and \( Z \), which constitute \( \mathcal{C} \) with \( \mathcal{C} = \{ c_1 = y_1, c_2 = z_1, c_3 = z_2, c_4 = y_2, c_5 = z_3 \} \). Since \( \mathcal{B}_2 = \{ z_1 \} \), and \( \mathcal{B}_3 = \{ y_2 \} \), the total entropy production \( \langle \Theta^d \rangle \) is defined as
\[
\sigma := \ln \frac{p(x_3|x_2, y_2)p(x_2|x_1, z_1)p(x_1)}{p_B(x_1|z_1, x_2)p_B(x_2|y_2, x_3)p(x_3)}. \tag{152}
\]

From \( \mathcal{C}' = \{ y_1, z_1, z_2, y_2 \} \), \( \text{pa}(x_1) = \{ y_1 \} \), \( \text{pa}_\mathcal{X}(y_1) = \emptyset \), \( \text{pa}_\mathcal{X}(z_1) = \emptyset \), \( \text{pa}_\mathcal{X}(z_2) = \{ x_1 \} \) and \( \text{pa}_\mathcal{X}(y_2) = \{ x_2 \} \), we have \( I_{\text{fin}} = I(x_3 : \{ y_1, z_1, z_2, y_2 \} ) \), \( I_{\text{ini}} = I(x_1 : y_1) \), \( I_{\text{tr}}^1 = 0 \), \( I_{\text{tr}}^2 = 0 \), \( I_{\text{tr}}^3 = I(x : z_2|y_1, z_1) \), and \( I_{\text{tr}}^4 = I(x : y_2|y_1, z_1, z_2) \). The generalized second law \( \langle \Theta^d \rangle \) then reduces to
\[
\langle \sigma \rangle \geq \langle I(x_3 : \{ y_1, z_1, z_2, y_2 \} ) \rangle - \langle I(x_1 : y_1) \rangle - \langle I(x_1 : z_2|y_1, z_1) \rangle - \langle I(x_2 : y_2|y_1, z_1, z_2) \rangle. \tag{153}
\]

### 7 Summary and prospects

In this chapter, we have reviewed a general framework of information thermodynamics on the basis of Bayesian networks [52]. In our framework, Bayesian networks are used to graphically characterize stochastic dynamics of nonequilibrium thermodynamic systems. Each node of a Bayesian network describes a state of a physical system at a particular time, and each edge describes the causal relationship in the stochastic dynamics. A simple application of our framework is the setup of “Maxwell’s demon,” which performs measurements and feedback control, and can extract the work by using information. Moreover, our framework is not restricted to such simple measurement-feedback situations, but is applicable to a broad class of nonequilibrium dynamics with information exchanges.

Our main result is the generalized second law of thermodynamics \( \langle \Theta^d \rangle \). The entropy production \( \langle \sigma \rangle \), which is the sum of the entropy changes in system \( X \) and the
heat bath, is bounded by an informational quantity $\langle \Theta \rangle$, which consists of the initial and final mutual information between system $X$ and other systems $C$, and the transfer entropy from $X$ to $C$ during the dynamics. A key ingredient here is the transfer entropy, which quantifies the directional information transfer from a stochastic system to another stochastic system. The physical meaning of the generalized second law is that the entropy reduction of system $X$ is bounded by the available information about $X$ obtained by $C$. We note that the generalized second law is derived as a consequence of the nonnegativity of the relative entropy as shown in (105), and also as a consequence of the integral fluctuation theorem (107). We have also discussed the relationship between the generalized second law with the transfer entropy (141) and that with the dynamic information flow (145) in Sec. 5.4; the latter second law is stronger. While we have focused on discrete-time dynamics in this chapter, we can also formulate continuous-time dynamics by Bayesian networks, where we assume that edges represent infinitesimal transitions [52, 63].

For the case of quantum systems, the effect of a single quantum measurement and feedback control has been studied, and the generalizations of the second law and the fluctuation theorem have been derived in the quantum regime [71, 79]. However, the generalization of the formulation with Bayesian networks to the quantum regime has been elusive, which is a fundamental open problem.

Potential applications of information thermodynamics beyond the conventional setup of Maxwell’s demon can be found in the fields of biophysics. In fact, there have been several works that analyze the adaptation process of living cells in terms of information thermodynamics [61, 63]. For example, by applying the generalized second law to biological signal transduction of Escherichia coli (E. coli) chemotaxis, we found that the robustness of adaptation is quantitatively characterized by the transfer entropy inside a feedback loop of the signal transduction [63]. Moreover, it has been found that the E. coli chemotaxis is inefficient (dissipative) as a conventional thermodynamic engine, but is efficient as an information-thermodynamic engine. These results suggest that information thermodynamics is indeed useful to analyze autonomous information processing in biological systems.

Another potential application of information thermodynamics would be machine learning, because neural networks perform stochastic information processing on complex networks. In fact, there has been an attempt to analyze neural networks in terms of information thermodynamics [80]. Moreover, information thermodynamics of neural information processing in brains would also be another fundamental open problem.
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