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Abstract
We describe the topological behavior of the conjugacy action of the mapping class group of an orientable infinite-type surface $\Sigma$ on itself by proving that:

1. all conjugacy classes of $\text{Map}(\Sigma)$ are meager for every $\Sigma$,
2. $\text{Map}(\Sigma)$ has a somewhere dense conjugacy class if and only if $\Sigma$ has at most two maximal ends and no non-displaceable finite-type subsurfaces,
3. $\text{Map}(\Sigma)$ has a dense conjugacy class if and only if $\Sigma$ has a unique maximal end and no non-displaceable finite-type subsurfaces.

Our techniques are based on model-theoretic methods developed by Kechris and Rosendal (Proc. Lond. Math. Soc. (3) 94 (2007) 302–350) and Truss (Proc. Lond. Math. Soc. (3) 65 (1992) 121–141).
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Let $\Sigma$ be an infinite-type surface and $\text{Map}^*(\Sigma)$ the group of homeomorphisms of $\Sigma$ modulo isotopy. This group is called the extended (big) mapping class group of $\Sigma$. Each $\text{Map}^*(\Sigma)$ acts on the curve graph $\mathcal{C}(\Sigma)$, which is the countable graph whose vertices are (isotopy classes of essential) simple closed curves in $\Sigma$ and adjacency is defined by disjointness. Moreover, $\text{Map}^*(\Sigma)$ is isomorphic to $\text{Aut}(\mathcal{C}(\Sigma))$ [2, 6], and thus $\text{Map}^*(\Sigma)$ is a Polish group with respect to the permutation

---

1 A surface is of finite type if its fundamental group is finitely generated and of infinite type if not.
2 This nomenclature is inspired by the fact that these groups are uncountable, in contrast to the countable $\text{Map}(S)$ when $S$ is a finite-type surface.
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topology. Let Map(Σ) denote the index two subgroup of Map*(Σ) formed by orientation-preserving mapping classes. This group is called the (big) mapping class group of Σ.

The main contribution of this article is the topological description of the conjugacy action of Map(Σ). First, we show that conjugacy classes of Map(Σ) are, from a topological point of view, negligible, that is, meager which means that a subset of a space is the countable union of nowhere dense subsets.

**Theorem 0.1.** Let Σ be an infinite-type surface. Then all conjugacy classes of Map(Σ) are meager.

We actually prove a more general statement (see Theorem 2.1): The statement above remains valid if one exchanges Map(Σ) by any closed subgroup Γ of Map(Σ) which contains, for every essential simple closed curve α ⊂ Σ, a non-trivial power of a Dehn twist with respect to α. For a more detailed discussion about Dehn twists, see Subsection 1.2.2.

Since comeager implies dense but not the other way around, we investigate which mapping class groups have dense conjugacy classes. Our main result in this vein is a complete characterization of mapping class groups having dense conjugacy classes. Two topological properties of the surface Σ are involved in this characterization. First, the Mann–Rafi (partial) order on the space of ends of the surface. Roughly speaking, an end x is smaller than y in this order if every neighborhood of y contains a copy of a neighborhood of x. The second property is the existence of a (finite-type) non-displaceable subsurface, that is, S ⊂ Σ such that for every f ∈ Homeo(Σ), we have that S ∩ f(S) ≠ ∅.

**Theorem 0.2 (Characterization of dense conjugacy classes).** Let Σ be an infinite-type surface. Then Map(Σ) has a dense conjugacy class if and only if Σ has no non-displaceable finite-type subsurfaces and a unique maximal end.

As a matter of fact, the characterization given above is formulated in more technical terms. For a precise and complete statement, see Theorem 3.5.

While attending the Big Surf(aces) Seminar, we learned that Lanier and Vlamis have also proved Theorems 0.1 and 0.2, see [10].

**Remark 0.3.** When Σ is a genus zero surface whose space of ends is countable, then Σ has no (finite-type) non-displaceable subsurfaces and a unique maximal end if and only if its space of ends is homeomorphic to ωα + 1, where α is a countable ordinal. These are precisely the surfaces with countable space of ends for which Map(Σ) is quasi-isometric (with respect to the word metric) to a point, compare with [12, Theorem 1.5].

Let PMap(Σ) denote the pure mapping class group, that is, the subgroup formed by all orientation-preserving mapping classes which fix every end of the surfaces. Furthermore, let PMapc(Σ) denote the group generated by compactly supported mapping classes, respectively. The following result tells us that, except for the case when Σ is an infinite-genus surface with one end (also known as the Loch Ness monster), closed subgroups Γ of PMap(Σ) and PMapc(Σ) with lots of Dehn twists do not have dense conjugacy classes, that is, for every g ∈ Γ, the conjugacy class gΓ := {hg h−1 : h ∈ Γ} is not dense in Γ.
Theorem 0.4. Let $\Sigma$ be an infinite-type surface that is not homeomorphic to the Loch Ness Monster, and $\Gamma$ be a closed subgroup of $\text{PMap}(\Sigma)$ that contains, for every closed essential curve $\alpha \subset \Sigma$, a non-trivial power of a Dehn twist with respect to $\alpha$. Then $\Gamma$ does not contain dense conjugacy classes.

The following is a corollary to Theorem 0.2 because, when $\Sigma$ is homeomorphic to the Loch Ness Monster, $\text{PMap}_c(\Sigma)$ is dense in $\text{Map}(\Sigma)$ (see [13, Theorem 4]).

Corollary 0.5. Let $\Sigma$ be the Loch Ness Monster, and $\Gamma$ be any closed subgroup with $\text{PMap}_c(\Sigma) \leq \Gamma \leq \text{Map}(\Sigma)$. Then $\Gamma$ has a dense conjugacy class.

Furthermore, we show that the presence of a non-displaceable finite-type subsurface rules out any possible density for conjugacy classes:

Theorem 0.6. If $\Sigma$ has a non-displaceable finite-type subsurface $S$ and $W \subset \text{Map}(\Sigma)$ is a non-empty open set, then there exist $V_1, V_2 \subset W$ non-empty and disjoint open sets satisfying that any conjugacy class with non-empty intersection with $V_i$, is disjoint from $V_j$, for $i \neq j$. In particular, all conjugacy classes of elements are nowhere dense in $\text{Map}(\Sigma)$.

As before, we actually prove a more general statement for certain closed subgroups of $\text{Map}(\Sigma)$, see Theorem 4.1.

Finally, we characterize big mapping class groups having a conjugacy class that is somewhere dense.

Theorem 0.7. Let $\Sigma$ be an infinite-type surface. Then $\text{Map}(\Sigma)$ has a conjugacy class which is somewhere dense if and only if $\Sigma$ has at most two maximal ends and no non-displaceable surfaces of finite type.

Remark 0.8. Infinite-type surfaces with finite-type non-displaceable subsurfaces whose space of ends have exactly two maximal ends actually exist, see Figure 9. When $\Sigma$ is a genus zero surface with countable space of ends, then $\Sigma$ has two maximal ends if and only if its space of ends is homeomorphic to $\omega^\alpha \cdot 2 + 1$, $\alpha$ a countable ordinal. When $\alpha$ is a successor ordinal (for example, a natural number) then $\text{Map}(\Sigma)$ is not quasi-isometric to a point (with respect to the word metric). On the other hand, if $\alpha$ is a successor ordinal, it is not clear how to define the quasi-isometry type of $\text{Map}(\Sigma)$ as this group is not generated by a CB set. See [12, Theorems 1.2 and 1.5] for details.

Technology. The methods that we use to achieve the aforementioned results lie at the border between geometry and model theory. More precisely, our proofs rely on the work of Kechris and Rosendal [9] on automorphism groups of countable structures. These authors provide a characterization of comeager and dense conjugacy classes using the formalism of Fraïssé theory. To apply this formalism we need to do two things. The first is to find, for any closed subgroup $\Gamma$ of a big mapping class group, an ultrahomogeneous countable structure whose automorphism group is isomorphic to $\Gamma$. This is achieved thanks to a standard technique that we call Fraïsséification. Roughly speaking, since $\Gamma$ acts on $\mathcal{C}(\Sigma)$, one can enrich the structure of this graph by considering only finite isomorphisms induced by the restriction of elements of $\Gamma$. Second, we need to translate the properties that characterize comeager and dense conjugacy classes from the language of Fraïssé’s theory to the language of surfaces and homeomorphisms. To our knowledge, this has not been done before in the literature. For examples of such translations, see Subsections 2.1 and 3.1.
Ample generics and automatic continuity. A Polish group $G$ has the automatic continuity property if every homomorphism from $G$ to a separable group $H$ is continuous. In other words, any map preserving the algebraic structure must be continuous. In [9], Kechris and Rosendal show that automatic continuity follows from a dynamical property called ample generics: a Polish group $G$ has ample generic elements (or simply ample generics) if for every $n \in \mathbb{N}$, there is an orbit for the diagonal conjugacy action of $G$ on $G^n$ whose complement is a countable union of nowhere dense subsets (that is, the orbit is comeager). Theorem 0.1 implies that no big mapping class group has ample generics. Luckily, there are other ways to show that a group has the automatic continuity property. For example, K. Mann uses the Steinhaus property to show automatic continuity in the noncompact case [11]. The characterization of Steinhaus big mapping class groups is still open.

Structure of this article. Section 1 recalls the background from infinite-type surfaces, spaces of ends and Fraïssé’s theory. In particular, Theorem 1.18 summarizes the criteria we extract from [9] to obtain our results. The process of Fraïsséification applied to the curve graph is detailed in Subsection 1.5. In Section 2, we begin by translating a property of Fraïssé classes called the local Weak Amalgamation Property to the language of surfaces and homeomorphisms and use this to prove Theorem 0.1. Section 3 deals with the characterization of big mapping class groups having a dense conjugacy class. In the language of Fraïssé classes, the existence of dense conjugacy classes is characterized by the Joint Embedding Property. After translating this property to the language of surfaces and homeomorphisms, we discuss a simple geometric trick to disprove it (we call this the Dehn twist trick) and we present a simple illustrative instance of Theorem 0.2. This particular case condenses all the arguments needed to understand the general case. In Section 4, we address the proofs of (a general version of) Theorems 0.6, 0.7 and 0.4. In Section 5, we show that two properties that are a test for ample generics fail for all big mapping class groups. These properties are Roelcke precompactness and oligomorphy. Moreover, we present a list of open questions.

1 \quad BACKGROUND

1.1 \quad Infinite-type surfaces

In this article, by surface we mean an orientable manifold of real dimension 2, that is, a second countable, Hausdorff topological space which is locally homeomorphic to the plane. A connected surface $\Sigma$ is said to be of finite type if its fundamental group is finitely generated. In all other cases, we say that $\Sigma$ is of infinite type. Finite-type surfaces with empty boundary are classified, up to homeomorphisms, by their genus and number of punctures. Infinite-type surfaces with empty boundary are classified, up to homeomorphisms, by their genus (which now can be infinite) and a pair of nested topological spaces $E_\infty(\Sigma) \subset E(\Sigma)$. The space $E(\Sigma)$ is called the space of ends of $\Sigma$ and, roughly speaking, encodes the different ways in which one can escape to infinity within $\Sigma$. This space can be defined for a large class of topological spaces, see for example the work of Raymond [15]. For surfaces, a further distinction can be made among ends, namely those which are accumulated by genus: this is where $E_\infty(\Sigma)$ enters the picture. A detailed discussion about spaces of ends of surfaces can be found in the work of Richards [16]. In the rest of this section, we recall the definition and generalities of $E_\infty(\Sigma) \subset E(\Sigma)$ because we use some aspects of them in the proofs of our main results.

A pre-end of a surface $\Sigma$ is a nested sequence $U_1 \supset U_2 \supset \cdots$ of connected open subsets of $\Sigma$ such that the boundary of $U_n$ in $\Sigma$ is compact for every $n \in \mathbb{N}$ and for any compact subset $K$ of $\Sigma$ there exists $l \in \mathbb{N}$ such that $U_l \cap K = \emptyset$. We shall denote the pre-end $U_1 \supset U_2 \supset \cdots$ as $(U_n)_{n \in \mathbb{N}}$. 
Two such sequences \((U_n)_{n \in \mathbb{N}}\) and \((U'_n)_{n \in \mathbb{N}}\) are said to be equivalent if for any \(i \in \mathbb{N}\), there exists \(j \in \mathbb{N}\) such that \(U'_j \subset U_i\) and vice versa. We denote by \(E(\Sigma)\) the corresponding set of equivalence classes and call each equivalence class \([U_n]_{n \in \mathbb{N}} \in E(\Sigma)\) an end of \(\Sigma\). We endow \(E(\Sigma)\) with a topology by specifying a pre-basis as follows: for any open subset \(W \subset \Sigma\) whose boundary is compact, we define \(W^+ := \{[U_n]_{n \in \mathbb{N}} \in E(\Sigma) : W \supset U_l\} \) for \(l\) sufficiently large. We call the corresponding topological space the space of ends of \(\Sigma\).

**Proposition 1.1** [16, Proposition 3]. The space of ends of a connected orientable surface \(\Sigma\) is totally disconnected, compact and Hausdorff. In particular, \(E(\Sigma)\) is homeomorphic to a closed subspace of the Cantor set.

The genus of a surface \(\Sigma\) is the supremum of the genera of its compact subsurfaces. A surface is said to be planar if all of its compact subsurfaces are of genus zero. An end \([U_n]_{n \in \mathbb{N}}\) is called planar if there exists \(l \in \mathbb{N}\) such that \(U_l\) is planar. We define \(E_\infty(\Sigma) \subset E(\Sigma)\) as the set of all ends of \(\Sigma\) which are not planar. It follows from the definition that \(E_\infty(\Sigma)\) forms a closed subspace of \(E(\Sigma)\). Every \(f \in \text{Homeo}(\Sigma)\) induces an element of \(\text{Homeo}(E(\Sigma))\) preserving \(E_\infty(\Sigma)\) which we denote by \(f^*\).

**Theorem 1.2** (Classification of orientable surfaces [19, Chapter 5]). Let \(\Sigma\) and \(\Sigma'\) be two orientable surfaces of the same genus. Then \(\Sigma\) and \(\Sigma'\) are homeomorphic if and only if \(E_\infty(\Sigma) \subset E(\Sigma)\) and \(E_\infty(\Sigma') \subset E(\Sigma')\) are homeomorphic as nested topological spaces.

Moreover, as explained in [16], every pair of nested closed subsets of the Cantor set can be realized as the space of ends of an orientable surface.

If \(S\) is a finite-type surface, then \(E_\infty(S) = \emptyset\) and \(E(S)\) is in natural bijection\(^\dagger\) with the set of punctures of \(S\). In other words, Theorem 1.2 above is valid for finite-type surfaces. Even though there are uncountably many infinite-type surfaces, there are some which have received special names because they play a distinguished role in some mathematical context. We finish this section by recalling some of these names, mainly because we use them later in the article.

1. If \(E_\infty(\Sigma) = E(\Sigma)\) is a singleton, \(\Sigma\) is called a Loch Ness monster.
2. If \(E_\infty(\Sigma) = E(\Sigma)\) consists of two points, \(\Sigma\) is called a Jacob’s ladder.
3. If the genus of \(\Sigma\) is zero and \(E(\Sigma)\) is homeomorphic to \(\omega + 1\), \(\Sigma\) is called a flute surface.
4. If \(E_\infty(\Sigma) = \emptyset\) and \(E(\Sigma)\) is homeomorphic to a Cantor set, \(\Sigma\) is called a Cantor tree.

This nomenclature can be traced back to [5, 14].

### 1.2 Big mapping class groups

To any orientable surface, we associate its extended mapping class group, which is the group of all homeomorphisms (including those that reverse orientation) of the surface in question modulo isotopy\(^\ddagger\). If we restrict ourselves to the group of homeomorphisms of the surface preserving orientation and mod out by isotopy, the result is the mapping class group, which is the main object

---

\(^\dagger\) In general, any isolated puncture of a surface corresponds to an isolated point in its space of ends (not accumulated by genus).

\(^\ddagger\) That is, two homeomorphisms are equivalent if and only if they are isotopic.
of study in this article. Note that by definition, the mapping class group is a subgroup of index two of the extended mapping class group. The elements of the (extended) mapping class group are called mapping classes and we will in the following often implicitly choose a representative when referring to a mapping class.

If \( \Sigma \) is a surface, we denote by \( \text{Map}^*(\Sigma) \) and \( \text{Map}(\Sigma) \) its extended mapping class group and mapping class group, respectively.

### 1.2.1 Topology of mapping class groups and the curve graph

We endow \( \text{Homeo}(\Sigma) \) with the compact-open topology and \( \text{Map}^*(\Sigma) \) with the quotient topology. We refer the reader to Vlamis’ note [18] on the topology of mapping class groups for details about the topics discussed in this section. Recall that a topological group is Polish if it is separable and completely metrizable.

**Proposition 1.3.** Let \( \Sigma \) be an infinite-type surface. Then \( \text{Map}^*(\Sigma) \) is a Polish group. Moreover, every closed subgroup of \( \text{Map}^*(\Sigma) \) is Polish.

We make extensive use of an alternative description for the topology of \( \text{Map}^*(\Sigma) \), detailed in what follows.

**The curve graph.** Let \( \Sigma \) be a surface. A simple closed curve on \( \Sigma \) is called essential if it is not homotopic to a point or a puncture. In the following, we often interchange an isotopy class of a curve for one of its representatives to keep the notation lighter. We define the curve graph \( C(\Sigma) \) to be the graph whose vertices are (isotopy classes of) essential simple closed curves in \( \Sigma \) and whose edges are defined by pairs of (isotopy classes of) curves having representatives which do not intersect. The curve graph gives a useful and concise way to think of the mapping class group.

**Theorem 1.4** [2, 6]. Let \( \Sigma \) be an infinite-type surface. Then the homomorphism \( \text{Map}(\Sigma)^* \to \text{Aut}(C(\Sigma)) \) describing the natural action of \( \text{Map}^*(\Sigma) \) on isotopy classes of curves is an algebraic isomorphism.

Let us denote by \( C^0(\Sigma) \) the set of vertices of the curve graph. For every finite subset \( A \) of \( C^0(\Sigma) \) let

\[
U_A := \{ f \in \text{Map}^*(\Sigma) : f(a) = a \text{ for all } a \in A \}.
\] (1)

Then the set of all \( f \cdot U_A \), where \( A \) is as above and \( f \in \text{Map}^*(\Sigma) \), generates the permutation topology on \( \text{Map}^*(\Sigma) \), which coincides with the compact-open topology defined above. The group \( \text{Aut}(C(\Sigma)) \) can also be topologized this way and \( \text{Map}(\Sigma)^* \to \text{Aut}(C(\Sigma)) \) in Theorem 1.4 is a homeomorphism.

The following proposition and corollary tells us that when it comes to searching for dense conjugacy classes, there is nothing to be found in extended big mapping class groups.

**Proposition 1.5.** If a Polish group \( G \) contains a closed (equivalently, open) normal subgroup of countable (or finite) index, then \( G \) does not have a dense conjugacy class.
**Proof.** Let $H$ be such a subgroup. Then $H$ is clopen (see [3]). A dense conjugacy class would have to intersect $H$ and, as $H$ is normal, hence would be contained in $H$. However, this is not possible as the dense conjugacy class would also have to intersect the open set $gH$ for any $g \not\in H$. \hfill \Box

Given that for any infinite-type surface $\Sigma$, $\text{Map}(\Sigma)$ is a closed, index 2 normal subgroup of $\text{Map}^*(\Sigma)$, we have the following.

**Corollary 1.6.** Let $\Sigma$ be an infinite-type surface. Then the extended mapping class group $\text{Map}^*(\Sigma)$ has no dense conjugacy classes.

It is because of this corollary that we center our attention henceforth on $\text{Map}(\Sigma)$ rather than $\text{Map}^*(\Sigma)$.

1.2.2 Dehn twists

Dehn twists form a class of homeomorphisms in $\text{Map}(\Sigma)$ that plays a distinguished role in our proofs. The idea to define a Dehn twist is the following. Let $\alpha \subset \Sigma$ be an essential simple closed curve and $\mathcal{A}_\alpha$ a tubular neighborhood of $\alpha$. Modulo taking a smaller neighborhood, we can suppose that the closure of $\mathcal{A}_\alpha$ in $\Sigma$ is homeomorphic to the annulus

$$A = \{z \in \mathbb{C} : |z| = 1\} \times [0, 1],$$

where the image of the curve $\alpha$ corresponds to $\{z \in \mathbb{C} : |z| = 1\} \times \{\frac{1}{2}\}$. Then the map $(z, t) \rightarrow (e^{2\pi i t}z, t)$ defines a homeomorphism $h$ of $A$ (called a twist) which restricts to the identity on $\partial A$. Using the fact that $A$ and $\mathcal{A}_\alpha$ are homeomorphic, one can define $\tau_\alpha \in \text{Homeo}^+(\Sigma)$, supported and topologically conjugated to $h$ in $\mathcal{A}_\alpha$, which is equal to the identity in $\Sigma \setminus \mathcal{A}_\alpha$. We call $\tau_\alpha$ a Dehn twist\(^\dagger\) about $\alpha$ and, abusing notation, we also write $\tau_\alpha$ for the corresponding isotopy class. Note that $\tau_\alpha$ is non-trivial, torsion-free and independent of the representatives chosen in the isotopy classes of $\alpha$ and $\mathcal{A}_\alpha$. For more details, we refer the reader to [4, Subsection 3.1.1].

We list some properties of Dehn twists that are used in the proofs of some of our main theorems.

1. Let $\alpha \subset \Sigma$ be an essential simple closed curve and $h \in \text{Homeo}^+(\Sigma)$. Then $\tau_{h(\alpha)} = h \circ \tau_\alpha \circ h^{-1}$.
2. Let $\alpha, \beta \subset \Sigma$ be essential simple closed curves whose geometric intersection $i(\alpha, \beta)$ is different from zero. Then $i(\tau^k_\beta(\alpha), \beta)$ is different from zero for every $k \in \mathbb{Z}$.

We conclude with the following definition, which is important for the proof of our main results. Here, instead of curves, we refer to mult curves, that is, locally finite, pairwise disjoint, and pairwise non-isotopic collections of essential simple closed curves in $\Sigma$.

**Definition 1.7.** Let $\Gamma$ be a closed subgroup of $\text{Map}(\Sigma)$ that contains, for every essential curve $\alpha \subset \Sigma$, a non-trivial power of the Dehn twist $\tau_\alpha$. Define $N_\alpha$ as the minimal positive power of $\tau_\alpha$.

\(^\dagger\)Formally speaking, there are two possible Dehn twists about $\alpha$, once we fix an orientation on $\Sigma$: the positive Dehn twist about $\alpha$, which twists the surface in a clockwise manner with respect to the chosen orientation. The other one is called the negative Dehn twist about $\alpha$. In this article, $\tau_\alpha$ will always denote the positive Dehn twist about $\alpha$. 
that is contained in $\Gamma$. Then, for each multicurve $M = \{\alpha_i\}_{i \in I}$, we define

$$\tau_M := \prod_{i \in I} \tau_{\alpha_i} \in \Gamma.$$  

### 1.3 Fraïssé classes and Fraïssé limits

The backbone on which most of our proofs rely is the work of Kechris–Rosendal [9] and Truss [17] on automorphism groups of countable structures. The main strategy to study topological properties of conjugacy classes of big mapping class groups is to find, for any closed subgroup $\Gamma$ of $\text{Map}(\Sigma)$, an (ultrahomogeneous) countable structure whose automorphism group is isomorphic to $\Gamma$ and then use the formalism of Fraïssé classes. In what follows, we recall the generalities about structures, Fraïssé classes and the process of Fraïsséfication.

#### Structures.

Let $X$ be a set and $n \in \mathbb{N}$. An $n$-ary relation $R$ is a subset $R \subseteq X^n$, where we say that $(a_1, \ldots, a_n)$ satisfies $R$ if $(a_1, \ldots, a_n) \in R$. A relational structure $K$ is determined by:

- **a universe**: this is a set $K = |K|$,
- **a signature**: this is a collection of ‘abstract’ relations $\sigma = \{(R_\lambda, n_\lambda) : \lambda \in \Lambda\}$, where $n_\lambda \in \mathbb{N}$ and $\Lambda$ is a set,
- **an interpretation**: this is an association that gives us an $n_\lambda$-ary relation $R^K_{\lambda} \subseteq K^{n_\lambda}$ for every element $(R_\lambda, n_\lambda) \in \sigma$.

For a structure $K$, a substructure $S$ of $K$ is determined by a subset $S$ of the universe $K$ where $S$ has the same signature as $K$ and whose interpretation function is given by the identity

$$R^S_{\lambda} = (R^K_{\lambda} \cap S^{n_\lambda})$$

for every $(R_\lambda, n_\lambda) \in \sigma$.

**Isomorphisms between structures.** For two structures $K$ and $T$ with the same signature, an isomorphism between $K$ and $T$ is a bijection between their universes

$$F : |K| \rightarrow |T|$$

such that

$$F(R^K_{\lambda}) = R^T_{\lambda} \quad \text{and} \quad F^{-1}(R^T_{\lambda}) = R^K_{\lambda} \quad (2)$$

for every $(R_\lambda, n_\lambda) \in \sigma$. A structure $S$ is embeddable in another structure $K$ if there is an isomorphism between $S$ and a substructure of $K$.

The following properties help to determine topological properties of the automorphism group of a countable structure. Here and in the following, when we consider sets of structures, all the structures are supposed to have the same given signature.

---

1. $R$ can be the empty relation, that is, $R = \emptyset$.
2. In this article, all our structures are relational, that is, $\sigma$ consists only of relations. In this kind of structures, all subsets are structures themselves. This is no longer the case in structures with operations, such as groups.
Definition 1.8. Let $\mathcal{K}$ be a countable set of finite non-isomorphic structures. We say that $\mathcal{K}$ satisfies the following.

\begin{itemize}
\item [(HP)] If $A \in \mathcal{K}$ and $B \subset A$ is a substructure, then $B$ is isomorphic to an element of $\mathcal{K}$. Here HP abbreviates the hereditary property.
\item [(JEP)] If $A, B \in \mathcal{K}$ are two given elements, then there exists an element $C \in \mathcal{K}$ such that $A, B$ are embeddable in $C$. Here JEP abbreviates the joint embedding property.
\item [(AP)] If $A, B, C \in \mathcal{K}$ are structures together with embeddings $f : A \to B, \ g : A \to C,$ then there exists an element $D \in \mathcal{K}$ and embeddings $f' : B \to D, \ g' : C \to D,$ such that $f' \circ f = g' \circ g.$ That is, the following diagram commutes:
\end{itemize}

Here AP abbreviates the amalgamation property.

Given a countable structure $\mathbf{K}$ (that is, the universe and signature are countable), consider the class of finite substructures modulo isomorphism in $\mathbf{K}$, that is $\mathcal{K}_\mathbf{K} = \{ \mathcal{S} \text{ finite structure} : \mathcal{S} \text{ is embeddable in } \mathbf{K} \} / \text{isomorphism}.$

Theorem 1.9 [8, Theorem 7.1.1]. If $\mathcal{K}$ is a countable set of finite non-isomorphic structures, then there exists a countable structure $\mathbf{K}$ such that $\mathcal{K} = \mathcal{K}_\mathbf{K}$ if and only if $\mathcal{K}$ satisfies HP and JEP.

Sketch of proof. If $\mathcal{K} = \mathcal{K}_\mathbf{K}$, it is clear from the definition of $\mathcal{K}_\mathbf{K}$ that it has to fulfill HP and JEP.

For the other direction, enumerate the elements of $\mathcal{K}$ as $(A_n : n \in \mathbb{N})$ and construct a chain of structures $B_0 \subset B_1 \subset \cdots \subset B_m \subset \cdots,$ where $B_0 = A_0$ and $B_{m+1}$ is an element of $\mathcal{K}$ that contains isomorphic copies of $A_{m+1}$ and $B_m$ (the existence of such an element is assured by JEP). The desired structure is

$$\mathbf{K} = \bigcup_{n \in \mathbb{N}} B_n.$$ 

By construction, every element of $\mathcal{K}$ is a substructure of $\mathbf{K}$ and by HP, every finite substructure of $\mathbf{K}$ is an element of $\mathcal{K}$, hence $\mathcal{K} = \mathcal{K}_\mathbf{K}.$
Example 1.10. If \( K \) is either \( \mathbb{Z} \) or \( \mathbb{Q} \), considered as a substructure of \( \mathbb{R} \) with the binary relation

\[
R = \{(a, b) : a \leq b\} \subseteq \mathbb{R}^2
\]
given by inequality, then \( \mathcal{K}_K \) is the class of finite linear orders (in both cases).

Fraïssé’s construction. The amalgamation property \( \text{AP} \) can be rephrased in words as follows: if two finite structures in \( \mathcal{K} \) share a common substructure, then those structures can be embedded in a bigger structure in \( \mathcal{K} \) such that the common structure is contained in the intersection. In this section we recall that using this property, \( \text{HP} \) and \( \text{JEP} \), one can define the limit of a class of finite structures.

Definition 1.11. Let \( K \) be a structure. We say that \( K \) is ultrahomogeneous if an isomorphism of any two finite substructures can be extended to a global isomorphism of \( K \).

For example, the bijection

\[
\{1, 2, 3\} \to \{1, 2, 4\}
\]
fixing 1 and 2, and sending 3 to 4, is an isomorphism of linear orderings that cannot be extended to a global isomorphism of \( \mathbb{Z} \), so \( \mathbb{Z} \) is not an ultrahomogeneous structure.

The amalgamation property \( \text{AP} \) of a set \( \mathcal{K} \) of structures is strongly related to the corresponding structure \( K \) being ultrahomogeneous as can be seen in the following extension of Theorem 1.9.

Theorem 1.12 [8, Theorem 7.1.2]. If \( \mathcal{K} \) is a countable set of finite non-isomorphic structures, then there exists a countable, ultrahomogeneous structure \( K = K_F \) which is unique up to isomorphism such that \( \mathcal{K} = \mathcal{K}_K \) if and only if \( \mathcal{K} \) satisfies \( \text{HP} \), \( \text{JEP} \) and \( \text{AP} \).

Definition 1.13. Let \( F \) be a countable (up to isomorphism) class that contains structures of arbitrarily large, but finite cardinality. The class \( F \) is called a Fraïssé class if it satisfies \( \text{HP} \), \( \text{JEP} \) and \( \text{AP} \). The corresponding ultrahomogeneous structure \( K_F \) given by Theorem 1.12 is called the Fraïssé limit of \( F \).

Observe that the partial isomorphism

\[
\{1, 2, 3\} \to \{1, 2, 4\}
\]
of linear orderings can be extended to the automorphism \( F : \mathbb{Q} \to \mathbb{Q} \), defined by

\[
F(x) = \begin{cases} 
  x, & x \leq 2 \\
  2x - 2, & 2 \leq x \leq 3 \\
  x + 1, & 3 \leq x
\end{cases}
\]

In general, we can extend any isomorphism of finite linear orderings (which can be realized as finite substructures of \( \mathbb{Q} \)) to an automorphism of \( \mathbb{Q} \), using as above piecewise linear maps. This
gives us the ultrahomogeneity property and thus, the fact that $\mathbb{Q}$ is the Fraïssé limit of finite linear orders.

1.4 Fraïssé classes and automorphism groups of countable structures

We outline below how Fraïssé theory can be used to analyze the automorphism groups of countable structures. As before, we follow ideas and notations from [9, 17].

**Definition 1.14.** Given a Fraïssé class $\mathcal{F}$, we denote by $\mathcal{F}_p$ the class of all $S = \langle A, \psi : B \to C \rangle$, where $A, B, C \in \mathcal{F}$, $B, C \subseteq A$ and $\psi$ is an isomorphism between $B$ and $C$. We say that $S = \langle A, \psi : B \to C \rangle$ embeds into $S' = \langle A', \psi' : B' \to C' \rangle$ if there is an embedding $f : A \to A'$ such that $f$ embeds $B$ into $B'$ and $C$ into $C'$ and $f \circ \psi \subseteq \psi' \circ f$, that is, the function $\psi' \circ f$ extends the function $f \circ \psi$. This can be summarized in the following diagram:

```
\[ \begin{array}{ccc}
  B' & \xrightarrow{f} & A' \\
  \xleftarrow{\psi'} & B & \xleftarrow{\psi} & A \\
  \xleftarrow{f} C & \xleftarrow{\psi} C' & \xleftarrow{\psi'} C' \\
  \end{array} \]
```

**Remark 1.15.** Given $\langle A, \psi : B \to C \rangle$ in a Fraïssé class, we can suppose without loss of generality that $A = B \cup C$. For this, we carefully choose representatives in the isomorphism classes $A, B$ and $C$ such that $\psi$ can be extended to $\psi' : A \to \psi'(A)$ by ultrahomogeneity. Then we can choose $A' = A \cup \psi'(A), B' = A$ and $C' = \psi'(A)$.

**Remark 1.16.** It should be clear from the definitions what JEP for $\mathcal{F}_p$ means but we shall spell it out to avoid confusion. The class $\mathcal{F}_p$ satisfies JEP if for all $A, B, C, A', B', C' \in \mathcal{F}$ such that $B, C \subseteq A$ and $B', C' \subseteq A'$ with isomorphisms $\psi : B \to C$ and $\psi' : B' \to C'$, there is an $A''$ and embeddings $f : A \to A''$ and $f' : A' \to A''$ such that

$$\psi'' : f(B) \cup f'(B') \to f(C) \cup f'(C')$$

defined by $\psi''(f(b)) = f(\psi(b))$ if $b \in B$ and $\psi''(f'(b)) = f'(\psi'(b))$ if $b \in B'$, is an isomorphism.

We consider one last property for our study of conjugacy classes.

**Definition 1.17.** We say that a countable set of finite non-isomorphic structures $\mathcal{K}$ satisfies WAP if for any $S \in \mathcal{F}$, there is a $T \in \mathcal{F}$ and an embedding $e : S \to T$, such that for any pair of embeddings $f : T \to T_0$ and $g : T \to T_1$, where $T_0, T_1 \in \mathcal{F}$, there is a $U \in \mathcal{F}$ and embeddings

---

1 Note that this diagram is not commutative.
\[ r : T_0 \to U, s : T_1 \to U \] such that \( r \circ f \circ e = s \circ g \circ e \).

Here WAP abbreviates the weak amalgamation property. We shall say that \( \mathcal{F} \) satisfies WAP locally if there exists \( A \in \mathcal{F} \) such that WAP holds for all \( B \in \mathcal{F} \) into which \( A \) embeds. The definition of these properties for \( \mathcal{F}_p \) is analogous.

Our main results use the following theorem, which integrates several statements that can be found in [9].

**Theorem 1.18.** Let \( \mathcal{F} \) be a Fraïssé class with Fraïssé limit \( \mathcal{K} \). Then:

1. \( \text{Aut}(\mathcal{K}) \) has a dense conjugacy class if and only if \( \mathcal{F}_p \) satisfies JEP,
2. \( \text{Aut}(\mathcal{K}) \) has a co-meager conjugacy class if and only if \( \mathcal{F}_p \) satisfies JEP and WAP,
3. \( \text{Aut}(\mathcal{K}) \) has a non-meager conjugacy class if and only if \( \mathcal{F}_p \) satisfies local WAP.

**Fraïsséification.** There is a standard process to turn any countable structure \( \mathcal{K} \) into a Fraïssé limit by enlarging the signature. We discuss the generalities of the process in what follows. For a given structure \( \mathcal{K} \), denote the group of automorphisms of \( \mathcal{K} \) by \( \text{Aut}(\mathcal{K}) \). Construct a new countable structure \( \bar{\mathcal{K}} \) having the same universe as \( \mathcal{K} \), all the relations of \( \mathcal{K} \) and, for every \( n \in \mathbb{N} \) and \( b \in K^n \), add to the signature

\[ (R_{\bar{b}}, n) = \{ \bar{a} \in K^n : \bar{a} \ E_{\mathcal{K}} \bar{b} \} \subset K^n, \]

where the equivalence relation

\[ (a_1, \ldots, a_n)E_{\mathcal{K}} (b_1, \ldots, b_n) \]

holds if and only if there is an element \( h \in \text{Aut}(\mathcal{K}) \) such that \( h(a_j) = b_j \) for all \( j \in \{1, \ldots, n\} \). The interpretation of \( (R_{\bar{b}}, n) \), which we denote by \( R_n(\bar{b}) \), is the \( \text{Aut}(\mathcal{K}) \)-orbit\(^\dagger\) of \( \bar{b} \in K^n \).

**Proposition 1.19.** If \( \mathcal{K} \) is a countable structure and \( \bar{\mathcal{K}} \) is the structure with the enlarged language as above, then

\[ \text{Aut}(\bar{\mathcal{K}}) = \text{Aut}(\mathcal{K}) \]

and \( \bar{\mathcal{K}} \) is ultrahomogeneous.

**Proof.** As we enlarge the signature from \( \mathcal{K} \) to \( \bar{\mathcal{K}} \), we immediately have that \( \text{Aut}(\bar{\mathcal{K}}) \subset \text{Aut}(\mathcal{K}) \). Take \( h \in \text{Aut}(\mathcal{K}) \) and \( \bar{b} \in K^n \), then we have that

\[ R_n(\bar{b}) = \{ f(\bar{b}) : f \in \text{Aut}(\mathcal{K}) \}, \]

\(^\dagger\)The \( \text{Aut}(\mathcal{K}) \)-action on \( K^n \), which we consider here, is \( g \cdot (b_1, \ldots, b_n) := (g(b_1), \ldots, g(b_n)) \).
which implies that
\[ h(R_n(\tilde{b})) = \{ h \circ f(\tilde{b}) : f \in \text{Aut}(\mathcal{K}) \} = R_n(\tilde{b}), \]

that is, \( h \) preserves all the new relations and thus \( h \in \text{Aut}(\tilde{\mathcal{K}}) \), so we also have \( \text{Aut}(\mathcal{K}) \subset \text{Aut}(\tilde{\mathcal{K}}) \).

To prove the ultrahomogeneity of \( \tilde{\mathcal{K}} \), let \( g : A \to B \) be an isomorphism of finite substructures \( A, B \subset \tilde{\mathcal{K}} \). Enumerate \( A \) as \( \langle a_1, \ldots, a_m \rangle \) and take the vector \( \tilde{a} = (a_1, \ldots, a_m) \in A^m \). We show that \( \tilde{a} \) and \( g(\tilde{a}) \) are equivalent. Recall that, for every \( n \in \mathbb{N} \) and \( \tilde{b} \in K^n \), the relation \( R_n(\tilde{b}) \) interprets as

\[ R_n(\tilde{b}) \cap A^n \quad \text{and} \quad R_n(\tilde{b}) \cap B^n \]

in \( A \) and \( B \), respectively. As \( g \) is an isomorphism of structures, we have that

\[ g(R_n(\tilde{b}) \cap A^n) = R_n(\tilde{b}) \cap B^n, \]

because it has to send the interpretation on \( A \) to the interpretation on \( B \) of the same relation. By taking \( n = m \) and \( \tilde{b} = \tilde{a} \) we get

\[ g(\tilde{a}) \in R_m(\tilde{a}) \cap B^m \subset R_m(\tilde{a}), \]

which tells us that there is an automorphism \( h \in \text{Aut}(\mathcal{K}) \) such that \( g(\tilde{a}) = h(\tilde{a}) \). As \( g \) is a bijection, \( \langle g(a_1), \ldots, g(a_m) \rangle \) is an enumeration of \( B \) and \( h \in \text{Aut}(\mathcal{K}) = \text{Aut}(\tilde{\mathcal{K}}) \) is an automorphism that extends \( g \). \( \square \)

**Remark 1.20.** If \( \mathcal{K} \) is already ultrahomogeneous, then it is in general false that \( \tilde{\mathcal{K}} \cong \mathcal{K} \). As an example of this, we can consider \((\mathbb{Q}, \leq)\) which is already ultrahomogeneous but only has binary relations, whereas \( \tilde{\mathbb{Q}} \) will have \( n \)-ary relations, for larger \( n \).

**Example 1.21.** Consider \( \mathbb{Z} \) as a structure with the binary relations given by inequality, then \( \text{Aut}(\mathbb{Z}) \cong \mathbb{Z} \). The new relations in \( \tilde{\mathbb{Z}} \) are just sets of arithmetic progressions

\[ \{(a_1 + k, \ldots, a_n + k) : k \in \mathbb{Z} \} \subset \mathbb{Z}^n. \]

Hence, we can see this enriched structure on \( \mathbb{Z} \) as a Fraïssé limit of finite linear orders, but these finite structures are also enriched by the relations of finite arithmetic progressions.

### 1.5 Fraïsséifying the curve graph

Any countable graph is a structure: the universe is the vertex set, signature and interpretation are given by the edges. In particular, for any surface \( \Sigma \), the curve graph \( C(\Sigma) \) is a structure \(^1\), but it is not ultrahomogeneous in general. This is due to Theorem 1.4, which tells us that automorphisms of \( C(\Sigma) \) are geometric, that is, are induced by mapping classes. Indeed, consider, for example,

\(^1\) Edges give only binary relations. If we want to consider \( C(\Sigma) \) as an abstract simplicial complex, we have to consider higher order relations. However, since the curve complex is a flag complex, all relations are induced by the binary relations corresponding to edges.
the Cantor tree surface $\Sigma := \mathbb{S}^2 \setminus \text{Cantor}$; it is not difficult to find two triangles $\{a_i, b_i, c_i\}_{i=1,2}$ in $C(\Sigma)$ such that, on the one hand, $\Sigma \setminus \{a_1, b_1, c_1\}$ has a connected component homeomorphic to a pair of pants and, on the other, all components $\Sigma \setminus \{a_2, b_2, c_2\}$ are surfaces of infinite type. Any isomorphism between these triangles cannot be promoted to a global automorphism of $C(\Sigma)$ because such an automorphism would then be induced by a homeomorphisms of $\Sigma$ sending a pair of pants to an infinite-type surface and this is absurd. In what follows, we describe a process that, given a closed subgroup $\Gamma < \text{Map}^*(\Sigma)$, uses the curve graph to produce an ultrahomogeneous structure whose automorphism group is isomorphic to $\Gamma$.

Let $\Gamma < \text{Map}^*(\Sigma)$ be a closed subgroup. We add to the signature of $C(\Sigma)$, for every $n \in \mathbb{N}$, the relations

$$(R_\Gamma, n) = \{ \overline{a} \in (C^0(\Sigma))^n : \overline{a} E_K \overline{b} \},$$

where $(C^0(\Sigma))^n$ denotes the set of $n$-tuples of vertices of $C(\Sigma)$, $\overline{b} \in (C^0(\Sigma))^n$ and the equivalence relation

$$(a_1, \ldots, a_n) E_K (b_1, \ldots, b_n)$$

holds if and only if there is an element $h \in \Gamma$ such that $h(a_j) = b_j$ for all $j \in \{1, \ldots, n\}$. The interpretation $R_n(\overline{b})$ of $(R_\Gamma, n)$ is the $\Gamma$-orbit of $\overline{b} \in (C^0(\Sigma))^n$.

**Definition 1.22.** Let $\Sigma$ be an infinite-type surface, $\Gamma < \text{Map}^*(\Sigma)$ a closed subgroup and $C_\Gamma(\Sigma)$ the ultrahomogeneous countable structure obtained from the curve graph by the process described above. We call $C_\Gamma(\Sigma)$ the full curve graph of $\Sigma$ (with respect to $\Gamma$) and $\mathcal{F}_{C_\Gamma(\Sigma)}$ the Fraïssé class of finite structures embeddable in $C_\Gamma(\Sigma)$.

Note that by definition, $C_\Gamma(\Sigma)$ is the Fraïssé limit of $\mathcal{F}_{C_\Gamma(\Sigma)}$, and hence it is an ultrahomogeneous structure. The following lemma is fundamental for our proofs because it allows us to use the technology given by Theorem 1.18 to study conjugacy classes in any closed subgroup $\Gamma < \text{Map}^*(\Sigma)$.

**Lemma 1.23.** Let $\Sigma$ be an infinite-type surface, $\Gamma < \text{Map}^*(\Sigma)$ a closed subgroup and $C_\Gamma(\Sigma)$ the full curve graph of $\Sigma$ with respect to $\Gamma$. Then the morphism $\Gamma \to \text{Aut}(C_\Gamma(\Sigma))$ which associates to a mapping class $f \in \Gamma$ the automorphism $\alpha \mapsto f(\alpha)$ is an isomorphism.

**Proof.** Theorem 1.4 guarantees the injectivity of $\Gamma \to \text{Aut}(C_\Gamma(\Sigma))$ and that any $\Phi \in \text{Aut}(C_\Gamma(\Sigma))$ is induced by a mapping class $h \in \text{Map}^*(\Sigma)$. In what follows, we show that $h$ is indeed in $\Gamma$. Let $(A_i)_{i \geq 0}$ be an exhaustion of $C^0(\Sigma)$ by finite sets, that is, $A_i \subset A_{i+1}$ for all $i \geq 0$ and $\bigcup_{i \geq 0} A_i = C^0(\Sigma)$. Define $\Phi_i := \Phi \restriction A_i$. It is then sufficient to show that for every $i$, we have that $\Phi_i = \gamma_i \restriction A_i$ for some $\gamma_i \in \Gamma$. Indeed, since $\Gamma$ is closed and $(A_i)$ is an exhaustion, the Alexander method (see [7] for details) implies that $(\gamma_i)$ converges to $h$ and therefore $\Gamma \to \text{Aut}(C_\Gamma(\Sigma))$ is surjective. Let now $A_i = \{a_1, \ldots, a_{m_i}\}$ and $\overline{a}_i = (a_1, \ldots, a_{m_i}) \in A_i^{m_i}$. Given that $\Phi \in \text{Aut}(C_\Gamma(\Sigma))$, we have:

$$\Phi(\Gamma \overline{a}_i \cap A_i^{m_i}) = \Gamma \overline{a}_i \cap \Phi(A_i^{m_i}).$$

In particular, this equation implies that $\Phi_i = \gamma_i \restriction A_i$ for some $\gamma_i \in \Gamma$. \qed
Remark 1.24. The proof of Lemma 1.23 is similar in spirit to the proof of Proposition 1.19. However, these results are different. In the context of the curve graph, Proposition 1.19 tells us that by enriching \( C(\Sigma) \) with \( \text{Aut}(C(\Sigma)) \cong \text{Map}^*(\Sigma) \), we get an ultrahomogeneous structure whose automorphism group is naturally isomorphic to \( \text{Map}^*(\Sigma) \). Lemma 1.23 tells us that if we enrich \( C(\Sigma) \) only with elements of a closed subgroup \( \Gamma < \text{Map}^*(\Sigma) \), then we get an ultrahomogeneous structure whose automorphism group is naturally isomorphic to \( \Gamma \).

2 | MEAGER CONJUGACY CLASSES

Recall that, given a closed subgroup \( \Gamma \) of \( \text{Map}(\Sigma) \), we say that a conjugacy class of \( \Gamma \) is meager if it is a countable union of nowhere dense subsets of \( \Gamma \). In this section, we prove the following.

**Theorem 2.1** (All conjugacy classes are meager). Let \( \Sigma \) be an infinite-type surface and \( \Gamma \) a closed subgroup of \( \text{Map}(\Sigma) \) which contains, for every essential curve \( \alpha \subset \Sigma \), a non-trivial power of the Dehn twist \( \tau_\alpha \). Then all conjugacy classes of \( \Gamma \) are meager in \( \Gamma \).

2.1 | Translating local WAP into the language of surfaces

Let \( \Sigma \) be an infinite-type surface and \( \Gamma \) a closed subgroup of \( \text{Map}^*(\Sigma) \). In this section, \( \mathcal{F}_p \) is defined with respect to the Fraïssé class \( \mathcal{C}_{\Gamma}(\Sigma) \), where \( \mathcal{C}_{\Gamma}(\Sigma) \) is the full curve graph of \( \Sigma \) with respect to \( \Gamma \), see Definitions 1.14 and 1.22. For the proof of Theorem 2.1, we need to translate some concepts from the language of Fraïssé classes to the language of surfaces and homeomorphisms. This is done in the following paragraphs and summarized in Lemma 2.2.

Let \( \langle A, \psi : B \to C \rangle \in \mathcal{F}_p \). As discussed in Remark 1.15, we may assume that \( A = B \cup C \). Given that \( \mathcal{C}_{\Gamma}(\Sigma) \) is ultrahomogeneous, \( \psi \) is induced by at least one element of \( \text{Aut}(\mathcal{C}_{\Gamma}(\Sigma)) \), which by Lemma 1.23 is isomorphic to \( \Gamma \). Hence, a way to translate \( \langle A, \psi \rangle \in \mathcal{F}_p \) to the language of surfaces is to consider a pair \( (h, S) \) with the property that \( h : \Sigma \to \Sigma \) is an element of \( \Gamma \) that induces \( \psi \), and \( S \) is a finite-type subsurface of \( \Sigma \) that contains the curves in \( A \). In particular, this implies that \( h(S) \) contains the curves in \( C \). Note that \( S \) could be a surface with non-empty boundary, given that \( \Sigma \) is of infinite type. Note also that given \( \langle A, \psi \rangle \in \mathcal{F}_p \), there exist infinitely many pairs \( (h, S) \) satisfying the previous property.

Let \( \langle A, \psi : B \to C \rangle, \langle A', \psi' : B' \to C' \rangle \in \mathcal{F}_p \) be such that \( \langle A, \psi \rangle \) embeds into \( \langle A', \psi' \rangle \). A way to translate this to the language of surfaces is having two pairs \( (h, S) \) and \( (h', S') \) as in the preceding paragraph, corresponding to \( \langle A, \psi \rangle \) and \( \langle A', \psi' \rangle \), and \( f, g \in \Gamma \), such that \( f(S) \subset S' \) and \( f \circ h \upharpoonright S = h' \circ f \upharpoonright S \) up to isotopy. In this case, we say that the pair \( (h', S') \) extends the pair \( (h, S) \) and we call \( f(S) \) the copy of \( S \) inside \( S' \). In case we need to specify \( f \), we say the pair \( (h, S) \) is extended to \( (h', S') \) by \( f \). Note that in this case, \( f \circ h \circ f^{-1} \) has to coincide with \( h' \) on the copy of \( S \) inside \( S' \), modulo isotopy.

Let \( \langle A, \eta : B \to C \rangle, \langle C, \psi' : D \to \phi \rangle \in \mathcal{F}_p \) be such that \( \langle A, \eta \rangle \) embeds into both \( \langle B, \psi \rangle \) and \( \langle C, \psi' \rangle \) via \( f \) and \( g \), respectively, and \( \langle D, \phi \rangle \) is an amalgamation of these two embeddings, that is, both \( \langle B, \psi \rangle \) and \( \langle C, \psi' \rangle \) embed into \( \langle D, \phi \rangle \) via \( f' \) and \( g' \), respectively, and \( f' \circ f = g' \circ g \). This translates as having pairs \( \langle h_1, S_1 \rangle, \langle h_2, S_2 \rangle, \langle h_3, S_3 \rangle, \langle h_4, S_4 \rangle \) corresponding to \( \langle A, \eta \rangle, \langle B, \psi \rangle, \langle C, \psi' \rangle, \langle D, \phi \rangle \), respectively, and such that:

\[\text{As above, all surfaces involved are of finite type and the homeomorphisms in question belong to } \Gamma.\]
• the pair \((h_1, S_1)\) is extended to both \((h_2, S_2)\) and \((h_3, S_3)\) by elements \(f_1\) and \(g_1\) of \(\Gamma\), respectively, and
• the pairs \((h_2, S_2)\) and \((h_3, S_3)\) are extended to \((h_4, S_4)\) by elements \(f_2\) and \(g_2\) of \(\Gamma\), such that

\[
f_2 \circ f_1 \upharpoonright S_1 = g_2 \circ g_1 \upharpoonright S_1, \quad g_2 \circ g_1(S_1) \subset S_4
\]  
and

\[
f_2 \circ f_1 \circ h_1 \upharpoonright S_1 = h_4 \circ f_2 \circ f_1 \upharpoonright S_1 = g_2 \circ g_1 \circ h_1 \upharpoonright S_1 = h_4 \circ g_2 \circ g_1 \upharpoonright S_1
\]  
modulo isotopy.

In this case, we say that the pair \((h_4, S_4)\) amalgamates the pairs \((h_2, S_2)\) and \((h_3, S_3)\) from \((h_1, S_1)\).

Note that the extensions from \((h_1, S_1)\) to \((h_2, S_2)\) and \((h_3, S_3)\) might be a composition of finitely many extensions. As we see below, this is important to phrase properly the **local WAP** property in this language.

We integrate the discussion above, Definition 1.17 and Theorem 1.18 in the following.

**Lemma 2.2.** Let \(\Sigma\) be an infinite-type surface and \(\Gamma\) be a closed subgroup of \(\text{Map}(\Sigma)\). Then \(\Gamma\) has a non-meager conjugacy class if and only if the following geometric version of 'local WAP' holds.

There exists a pair \((h_{-1}, S_{-1})\) such that for all pairs \((h_0, S_0)\) that extend \((h_{-1}, S_{-1})\), there exists a pair \((h_1, S_1)\) which extends \((h_0, S_0)\) and satisfies that for all pairs \((h_2, S_2)\) and \((h_3, S_3)\) that extend \((h_1, S_1)\), there exists a pair \((h_4, S_4)\) that amalgamates \((h_2, S_2)\) and \((h_3, S_3)\) from \((h_{-1}, S_{-1})\).

This can be summarized in the following diagram (read from left to right):

\[
\begin{array}{ccc}
(h_{-1}, S_{-1}) & \xrightarrow{\forall} & (h_0, S_0) & \xrightarrow{\exists} & (h_1, S_1) \\
 & \xrightarrow{\forall} & (h_2, S_2) & \xrightarrow{\exists} & (h_3, S_3) \\
 & & \xrightarrow{\forall} & (h_4, S_4)
\end{array}
\]

The proof of this lemma follows directly from the definitions and is left to the reader.

### 2.2 Proof of Theorem 2.1

We show that 'local WAP' always fails for \(F_p\), where this class is defined with respect to the Fraïssé class \(F_{\text{cl}}(\Sigma)\), see Definitions 1.14 and 1.22.

In the language of pairs formed by elements of \(\Gamma\) and finite-type subsurfaces of \(\Sigma\) (see Subsection 2.1), the failure of **local WAP** (see Definition 1.17) can be phrased as follows. For every pair \((h_{-1}, S_{-1})\), there exists a pair \((h_0, S_0)\) that extends \((h_{-1}, S_{-1})\), so that for any pair \((h_1, S_1)\) that extends \((h_0, S_0)\) there exist two pairs \((h_2, S_2)\) and \((h_3, S_3)\) extending \((h_1, S_1)\) such that there does not exist a pair \((h_4, S_4)\) that amalgamates \((h_2, S_2)\) and \((h_3, S_3)\) from \((h_{-1}, S_{-1})\).

Let \((h_{-1}, S_{-1})\) now be a given pair. Define \(h_0 = h_{-1}\) and \(S_0\) as the closure of \(S_{-1}\) inside \(\Sigma\). Suppose that \((h_1, S_1)\) is an extension of \((h_0, S_0)\) by \(g \in \Gamma\). In the rest of the proof, we:

1. enlarge the surface \(S_1\) in a convenient manner to obtain a surface \(S_2 = S_3\) containing \(S_1\) and
2. define homeomorphisms \(h_2, h_3 \in \Gamma\) such that \((h_2, S_2)\) and \((h_3, S_3)\) extend \((h_1, S_1)\) but cannot be amalgamated into a pair \((h_4, S_4)\) from \((h_{-1}, S_{-1})\).
Pick \( x \in E(\Sigma) \) an end accumulated by genus or a non-isolated planar end. Such an end exists because if all ends of \( \Sigma \) are planar and isolated then \( \Sigma \) is a finite-type surface. This implies, loosely speaking, that any neighborhood of \( x \) in \( \Sigma \) is a subsurface of infinite type. Let \( U \) be the connected component of \( \Sigma \setminus S_0 \) such that the open set \( U^* \) (see Subsection 1.1) is a neighborhood of \( x \) and \( M_0 \subset S_0 \) be the multicurve in \( \Sigma \) forming \( \partial U \). Recall from above that \( g \in \Gamma \) denotes a homeomorphism defining the extension of \((h_0, S_0)\) to \((h_1, S_1)\). Define \( U_1 = g(U), x_1 = g^*x \) and \( M_1 = g(M_0) \). In particular, \((U_1)^*\) is a neighborhood of \( x_1 \). As \( U_1 \) is of infinite type, we can assure the existence of a closed finite-type subsurface \( V \subset U_1 \) satisfying the following properties.

1. \( M_1 \) consists of boundary curves of \( V \) and all boundary curves of \( V \) that are not in \( M_1 \) are essential curves of \( \Sigma \). Moreover, every puncture of \( V \) is a puncture of \( \Sigma \).
2. \( V \) contains all the connected components of \( S_1 \cap U_1 \) so that if \( \delta \) is a boundary curve of \( S_1 \cap U_1 \), then either:
   - \( \delta \) is an element of \( M_1 \), or
   - \( \delta \) is an essential curve of \( V \), or
   - \( \delta \) bounds a once-punctured disc in \( V \).
3. \( V \setminus S_1 \) admits a non-trivial pants decomposition. That is, it has sufficiently large topological complexity.

Let \( B \) be the multicurve formed by all curves in \( \partial V \) which do not belong to \( M_1 \). We can think of \( B \) as the ‘exterior’ boundary of \( V \) (relative to the end \( x_1 \)). Now consider a pants decomposition \( P \) of the interior of \( V \setminus S_1 \) and define the multicurve \( M := P \cup B \). See Figure 1 for an illustration of the subsurface \( V \) and the multicurve \( B \).

Define the finite-type subsurfaces \( S_2 = S_3 = S_1 \cup V \), and the homeomorphisms:

\[
h_2 = \tau_{h_1(M)}^2 \circ h_1 = h_1 \circ \tau_M^2 \circ h_1^{-1} \circ h_1 = h_1 \circ \tau_M^2
\]

and

\[
h_3 = \tau_{h_1(M)}^3 \circ h_1 = h_1 \circ \tau_M^3 \circ h_1^{-1} \circ h_1 = h_1 \circ \tau_M^3.
\]

Note that the identity on \( \Sigma \) provides an extension of \((h_1, S_1)\) to the pairs \((h_2, S_2)\) and \((h_3, S_3)\). We claim that there does not exist a pair \((h_4, S_4)\) that amalgamates the pairs \((h_2, S_2)\) and \((h_3, S_3)\) from \((h_{-1}, S_{-1})\).

If it existed then there would be copies \( W_2 \) and \( W_3 \) of \( S_2 \) and \( S_3 \), respectively, contained in \( S_4 \). This is because \((h_4, S_4)\) has to extend both \((h_2, S_2)\) and \((h_3, S_3)\). Moreover, since \((h_4, S_4)\) amalgamates these two pairs from \((h_{-1}, S_{-1})\), we have that \( W_2 \) and \( W_3 \) (along with the extensions of the homeomorphisms \( h_2 \) and \( h_3 \)) have to coincide in the copy of \( S_{-1} \) inside them. Let \( W \) denote this copy of \( S_{-1} \) that is inside both \( W_2 \) and \( W_3 \) and let:

- \( V_2 \) and \( V_3 \) be the copies of \( V \) inside \( W_2 \) and \( W_3 \), respectively, (note that \( V_2 \subset W_2 \setminus W \) and \( V_3 \subset W_3 \setminus W \)),
- \( M_2 = P_2 \cup B_2 \subset V_2 \) and \( M_3 = P_3 \cup B_3 \subset V_3 \) be the copies in \( S_4 \) of the multicurve \( M = P \cup B \) defined above, and

\[\text{Note that if a connected component of } U_1 \setminus S_1 \text{ was a disc then we could add it to } S_1 \text{ without affecting the rest of the arguments in this proof. Similarly, if a connected component of } S_1 \cap U_1 \text{ was a disc, we could remove it from } S_1.\]

\[\text{Recall that the complexity of a surface of genus } g \text{ with } n \text{ planar ends and } b \text{ boundary components is equal to } 3g - 3 + n + b.\]
• given that $S_0$ is the closure of $S_{-1}$, we have that $W_2$ and $W_3$ have to coincide in the copy of the multicurve $M_1$. Let $M'_1$ be this copy inside $S_4$.

Given that $V_2$ and $V_3$ are homeomorphic and coincide in $M'_1$, there exist $\delta_2 \in M_2$ and $\delta_3 \in M_3$ such that either (i) $\delta_2 = \delta_3$ (mod isotopy) or (ii) $i(\delta_2, \delta_3) \neq 0$. In both cases, we derive a contradiction. Indeed, suppose that $(h_2, S_2)$ and $(h_3, S_3)$ are extended to $(h_4, S_4)$ via $f_2$ and $g_2$, respectively. If (i) happens then we would have that $h_4$ restricted to $M_2$ has to be conjugated via $f_2$ to $\tau^3_{h_1(M)} \circ h_1$.

On the other hand, we would have that $h_4$ restricted to $M_3$ has to be conjugated via $g_2$ to $\tau^3_{h_1(M)} \circ h_1$. This is absurd because different powers of a Dehn twist cannot be conjugated. Now suppose that (ii) happens. Then on one hand, we have that $h_4(\delta_2)$ is a curve in $h_4(M_2)$, thus $i(h_4(\delta_2), \gamma) = 0$ for every $\gamma \in h_4(M_2)$. On the other hand, $h_4$ extends $h_3 = h_1 \circ \tau^3_{M_3}$. Therefore, inside $V_3$, $h_4$ first acts as $\tau^3_{M_3}$ and then maps to $h_4(V_3)$. As $\delta_2$ intersects a curve in $M_3$, we have that $\tau^3_{M_3}(\delta_2)$ intersects $\delta_2$ non-trivially. In particular, $\tau^3_{M_3}(\delta_2)$ intersects a curve in $M_2$ nontrivially. Hence, $h_4(\delta_2)$ would intersect $h_4(M_2)$ non-trivially, which is a contradiction.

Therefore, the pairs $(h_2, S_2)$ and $(h_3, S_3)$ cannot be amalgamated from $(h_{-1}, S_{-1})$.

3 | Dense Conjugacy Classes

In this section, we give a characterization of big mapping class groups having dense conjugacy classes. Our characterization uses the (partial) order on the space of ends $E(\Sigma)$ defined by Mann.
and Rafi, and the notions of self-similar spaces of ends and non-displaceable subsurfaces which we recall here. We refer the reader to [12] for details.

**Definition 3.1.** Let Σ be an infinite-type surface and \( x, y \in E(Σ) \). Let \( \leq \) be the binary relation on \( E(Σ) \) where \( y \leq x \) if, for every neighborhood \( U \) of \( x \), there exists a neighborhood \( V \) of \( y \) and \( f \in \text{Map}(Σ) \) such that \( f(V) \subset U \).

A key point in the above definition is that \( x \) does not have to be contained in \( f(V) \). The binary relation defined above can be easily promoted to a partial order by considering an adequate quotient of the space of ends. Indeed, if for \( x, y \in E(Σ) \) we say that \( x \) and \( y \) are of the same type if \( y \leq x \) and \( x \leq y \), then we obtain an equivalence relation on \( E(Σ) \). Define \( x < y \) if \( x \leq y \) but \( x \) and \( y \) are not of the same type. Then \( < \) defines a partial order on the set of equivalence classes of ends.

**Proposition 3.2** [12, Proposition 4.7]. The partial order \( < \) has maximal elements. Moreover, for every maximal element \( x \), its equivalence class is either finite or a Cantor set.

Following [12], we denote by \( E(x) \) the equivalence class of \( x \in E(Σ) \) and \( M = M(Σ) \) the set of maximal ends for \( < \).

As an example, consider the flute surface \( Σ = \mathbb{R}^2 \setminus \mathbb{Z}^2 \). The space of ends of \( Σ \) is homeomorphic to \( \{0\} \cup \{\frac{1}{n} : n \in \mathbb{N}\} \subset \mathbb{R} \). Isolated ends are in bijection with \( \{\frac{1}{n} : n \in \mathbb{N}\} \) and the point at infinity corresponds to 0 and is the unique maximal end of \( Σ \). It is rather easy to manipulate this example to create examples of infinite-type surface with two or more different classes of maximal ends.

**Definition 3.3.** Let \( Σ \) be an infinite-type surface.

- Let \( S \subset Σ \) be a connected subsurface\(^†\). We say that \( S \) is non-displaceable if for every \( f \in \text{Homeo}(Σ) \), we have that \( f(S) \cap S \neq \emptyset \).
- The space of ends \( (E(Σ), E_∞(Σ)) \) is called self-similar if for any decomposition of \( E(Σ) \) into pairwise disjoint clopen sets

\[
E(Σ) = E_1 \sqcup E_2 \sqcup ... \sqcup E_n,
\]

there exists a clopen set \( D \subset E_i \), for some \( i \in \{1, \ldots, n\} \), such that \( (D, D \cap E_∞(Σ)) \) is homeomorphic to \( (E(Σ), E_∞(Σ)) \).

Any infinite-type surface \( Σ \) of positive, finite genus has an infinite space of ends and hence infinitely many different (that is, non-homeomorphic) non-displaceable finite-type subsurfaces. Indeed, any subsurface \( S \subset Σ \) whose genus is equal to the genus of \( Σ \) is non-displaceable. For an example of a surface without finite-type non-displaceable subsurfaces, consider again \( Σ = \mathbb{R}^2 \setminus \mathbb{Z}^2 \). There is a natural action by translations of \( \mathbb{Z}^2 \) which, when extended to \( E(Σ) \), has no fixed points except for the unique maximal end and leaves the set of punctures invariant. As we see later, this surface has a very nice property: for any finite-type subsurface \( S \subset Σ \) and any compact subset \( K \subset \mathbb{R}^2 \) there exists \( (n, m) \in \mathbb{Z}^2 \) for which the corresponding translation \( T_{(n,m)} \in \text{Map}(Σ) \) satisfies \( T_{(n,m)}(S) \cap (K \cap Σ) = \emptyset \). In other words, not only that there are no non-displaceable subsurfaces of finite type but any finite-type subsurface can be displaced as far as desired.

\(^†\) We do not assume here that \( S \) is of finite type.
Remark 3.4. Every infinite-type surface $\Sigma$ has a (not necessarily connected) non-displaceable infinite-type subsurface $\Sigma'$. This follows from the fact that we can always find a multicurve $M \subset \Sigma$ such that $\Sigma \setminus M = S \cup \Sigma'$ with $S$ a finite-type subsurface. Because of this rather trivial fact, we stress most of the time that non-displaceable subsurfaces under consideration are of finite type.

The main result of this section is the following.

**Theorem 3.5** (Characterization of big mapping class groups with dense conjugacy classes). *Let $\Sigma$ be an infinite-type surface. Then the following are equivalent.*

1. $\text{Map}(\Sigma)$ has a dense conjugacy class.
2. The surface $\Sigma$ has no non-displaceable finite-type subsurfaces and there exists a unique maximal end $x_\infty \in E(\Sigma)$.
3. The surface $\Sigma$ has no non-displaceable finite-type subsurfaces, there exists a unique maximal end $x_\infty \in E(\Sigma)$ and every isomorphism $\phi : A \to B$ between finite substructures of the full curve graph $\mathcal{C}_{\text{Map}(\Sigma)}(\Sigma)$ is induced by a homeomorphism $h \in \text{Homeo}^+(\Sigma)$ whose support is contained in $\Sigma \setminus U$, for some subsurface $U \subset \Sigma$ such that $U^*$ is a neighborhood of $x_\infty$.

**Structure of this section.** We first present in Subsection 3.1 technical lemmas needed for the proof of Theorem 3.5. The usefulness of these lemmas goes beyond the aforementioned proof. We discuss in Subsection 3.2 an illustrative example of a surface which satisfies the hypothesis of Theorem 3.5. We believe the discussion of this example makes the proof of Theorem 3.5 more transparent. We then proceed with the proof of this theorem in Subsection 3.3.

### 3.1 Useful lemmas

Lemma 1.23 gives two different points of view for any closed subgroup of the mapping class group of an infinite-type surface: as group of homeomorphisms or as group of automorphisms of an ultrahomogeneous structure. By Theorem 1.18, given a closed subgroup $\Gamma < \text{Map}(\Sigma)$, the existence of a dense conjugacy class in $\Gamma$ is determined by whether the class $F_p$ (with respect to $F_{\mathcal{C}_1}(\Sigma)$, see Definition 1.22) satisfies or not the joint embedding property JEP, see Remark 1.16. We begin this section by explaining how to translate JEP in the context of $F_p$ to the language of finite-type subsurfaces and homeomorphisms.

**Lemma 3.6.** *Let $\Sigma$ be an infinite-type surface and $\Gamma$ a closed subgroup of $\text{Map}(\Sigma)$. Then $\Gamma$ has a dense conjugacy class if and only if the following geometric version of JEP holds:*

(GEP) *given two finite-type subsurfaces $S, S'$ of $\Sigma$ and $h, h' \in \Gamma$, there are $g, g', H \in \Gamma$ such that*

(a) $g \circ h \upharpoonright S$ is isotopic to $H \circ g \upharpoonright S$, and

(b) $g' \circ h' \upharpoonright S'$ is isotopic to $H \circ g' \upharpoonright S'$.

*Here GEP stands for geometric embedding property.*

---

† The definition of non-displaceable subsurface above can be extended to disconnected surfaces as follows: $S \subset \Sigma$ is non-displaceable if for every $f \in \text{Homeo}(\Sigma)$ and every connected component $S_1$ of $S$, there exists a connected component $S_2$ of $S$ such that $f(S_1) \cap S_2 \neq \emptyset$.

‡ That is, $\mathcal{M}$ has only one equivalence class and this class is a singleton formed by the point $x_\infty$. 
Proof. Henceforth, \( P_p \) is defined with respect to the Fraïssé class \( P_{\mathcal{C}_1}(\Sigma) \), where \( \mathcal{C}_1(\Sigma) \) is the full curve graph of \( \Sigma \) with respect to the closed subgroup \( \Gamma \), see Definition 1.22.

Let us first prove \( \text{GEP} \Rightarrow \text{JEP} \) for \( P_{\mathcal{C}_1}(\Sigma) \). Fix \( (A, \varphi : B \to C), (A', \varphi' : B' \to C') \in P_p \). We assume that \( A = B \cup C \) and \( A' = B' \cup C' \) (see Remark 1.15). Let \( S \) and \( S' \) be small tubular neighborhoods of \( B \) and \( B' \), respectively, (thought of as sets of fixed essential simple closed curves in \( \Sigma \)). From Lemma 1.23, we deduce that there exist \( h, h' \in \Gamma \) such that \( h \uparrow S \) and \( h' \uparrow S' \) induce \( \varphi \) and \( \varphi' \), respectively. Now apply \( \text{GEP} \) to \( g, g', H \in \Gamma \) such that \( g \circ h \uparrow S \) is isotopic to \( H \circ g \uparrow S \), and \( g' \circ h' \uparrow S' \) is isotopic to \( H \circ g' \uparrow S' \). Let \( A_0 \) be the \( g \)-image of the curves in \( A \) and \( A'_0 \) the \( g' \)-image of the curves in \( A' \), and define \( B_0, B'_0, C_0, C'_0 \) similarly for \( B, B', C, C' \). Denote by \( H_s \) the automorphism of \( \mathcal{C}_1(\Gamma) \) induced by \( H \). Then \( \langle A_0 \cup A'_0, H_s \uparrow B_0 \cup B'_0 \rangle \in P_p \) and witnesses \( \text{JEP} \) for \( \langle A, \varphi : B \to C \rangle \) and \( \langle A', \varphi' : B' \to C' \rangle \).

We now prove \( \text{JEP} \Rightarrow \text{GEP} \). Given that the mapping class group of the disc is trivial, we fix two non-simply connected finite-type subsurfaces \( S, S' \) of \( \Sigma \) and \( h, h' \in \Gamma \). Let \( B \) and \( B' \) be Alexander systems\(^\dagger\) for \( S \) and \( S' \), respectively. Define \( C = h_s(B), C' = h_s(B') \) and \( \varphi = h_s \uparrow B, \varphi' = h_s \uparrow B' \). Let \( A = B \cup C \) and \( A' = B' \cup C' \). By hypothesis, there exists \( \langle D, \Psi : E \to F \rangle \) witnessing \( \text{JEP} \) for \( \langle A, \varphi : B \to C \rangle \) and \( \langle A', \varphi' : B' \to C' \rangle \), that is, there exist embeddings \( j : A \to D \) and \( j' : A' \to D \) such that \( j \circ \varphi \subset \Psi \circ j \) and \( j' \circ \varphi' \subset \Psi \circ j' \). Since \( j, j' \) are embeddings, there exist \( g, g' \in \Gamma \) such that \( g_s \uparrow A = j \) and \( g'_s \uparrow A' = j' \). Also, there exists \( H \in \Gamma \) such that \( H_s \uparrow E = \Psi \). Given that \( (H \circ g)_s \) agrees with \( (g \circ h)_s \) on an Alexander system in \( S \), we have that \( g \circ h \) is isotopic to \( H \circ g \) on \( S \). By the same arguments, we have that \( g' \circ h' \) is isotopic to \( H \circ g' \) on \( S' \)。

In what follows, we present a simple trick to disprove the existence of a dense conjugacy class for certain closed subgroups of the extended mapping class group. These are closed subgroups \( \Gamma \) that contain, for every essential curve \( \alpha \subset \Sigma \), a non-trivial power of the Dehn twist \( \tau_\alpha \). The rough idea is that Dehn twists about curves that cannot be separated by elements of \( \Gamma \) cannot be jointly embedded, in the sense of \( \text{GEP} \) (see Lemma 3.6).

Definition 3.7. Let \( \Sigma \) be an infinite-type surface and \( \Gamma < \text{Map}^*(\Sigma) \) a closed subgroup. We say that two (not necessarily distinct) multicurves \( A = \{\alpha_1, ..., \alpha_n\} \) and \( B = \{\beta_1, ..., \beta_m\} \) cannot be separated by \( \Gamma \) if for all \( f, g \in \Gamma \) there exists a pair \( (\alpha_i, \beta_j) \in A \times B \) such that either \( f(\alpha_i) = g(\beta_j) \) or \( i(f(\alpha_i), g(\beta_j)) \neq 0 \).

Lemma 3.8 (Dehn twist trick). Let \( \Sigma \) be an infinite-type surface, and \( \Gamma < \text{Map}(\Sigma) \) be a closed subgroup that contains for every essential curve \( \alpha \subset \Sigma \) a non-trivial power of the Dehn twist \( \tau_\alpha \). Let \( A = \{\alpha_1, ..., \alpha_n\} \) and \( B = \{\beta_1, ..., \beta_m\} \) be two multicurves that cannot be separated by \( \Gamma \). Then the multitwists \( \tau_A^2 \) and \( \tau_B^2 \) (see Definition 1.7) cannot be jointly embedded, that is, do not fulfill \( \text{GEP} \). In particular, \( \Gamma \) does not have a dense conjugacy class.

Proof. To prove that \( \Gamma \) does not have a dense conjugacy class, we use \( A \) and \( B \) to define homeomorphisms and compact subsurfaces that do not satisfy \( \text{GEP} \) (see Lemma 3.6). Modulo passing to an appropriate power, we can assume that \( \tau_{\alpha_1} \circ ... \circ \tau_{\alpha_n} \circ \tau_{\beta_1} \circ ... \circ \tau_{\beta_m} \in \Gamma \), \( S = N(A) \) and \( S' = N(B) \), where \( N(A) \) and \( N(B) \) denote closed regular neighborhoods of \( A \) and \( B \) containing the support of \( \tau_A \) and \( \tau_B \), respectively. We proceed by contradiction.

\(^\dagger\) These are sets of curves with the property that any homeomorphism that fixes them (modulo isotopy) has to be homotopic to the identity. See [4, Subsection 2.3] for more details.
Suppose there exist \( g, g', H \in \Gamma \) such that \( H \upharpoonright g(S) = g \circ \tau^2_A \circ g^{-1} \upharpoonright g(S) \) and \( H \upharpoonright g'(S') = g' \circ \tau^3_B \circ (g')^{-1} \upharpoonright g'(S') \). We have

\[
H \upharpoonright g(S) = g \circ \tau^2_A \circ g^{-1} \upharpoonright g(S) = \tau^2_{g(A)} \upharpoonright g(S) \tag{5}
\]

\[
H \upharpoonright g'(S') = g' \circ \tau^3_B \circ (g')^{-1} \upharpoonright g'(S') = \tau^3_{g'(B)} \upharpoonright g'(S').
\]

By hypothesis, there exists a pair \((\alpha_i, \beta_j) \in A \times B\) such that either (i) \( g(\alpha_i) = g'(\beta_j) \) or (ii) \( i(g(\alpha_i), g'(\beta_j)) \neq 0 \). In both cases, (9) leads to a contradiction. Indeed, (i) would imply that \( H \) restricted to a neighborhood of \( \gamma = g(\alpha_i) = g'(\beta_j) \) is isotopic to \( \tau^2_\gamma \) and \( \tau^3_\gamma \), which is absurd. Also, as \( H \) restricted to \( g(S) \) is the multitwist \( \tau^2_{g(A)} \) by (9), we have that \( H(g(\alpha_i)) = g(\alpha_i) \) for every \( \alpha_i \in A \). But this is impossible if (ii) happens because, also by (9), \( H \) restricted to \( g'(S') \) is the multitwist \( \tau^3_{g'(B)} \).

Applying the ideas in the proof of the Dehn twist trick, we get the following.

**Theorem 3.9.** Let \( \Sigma \) be an infinite-type surface with a non-displaceable subsurface \( S \) (not necessarily of finite type). Consider the Dehn twist \( h = \tau_{\partial S} \). Let \( \Gamma \) be a closed subgroup of \( \text{Map}(\Sigma) \) that contains, for every essential curve \( \alpha \subset \Sigma \), a non-trivial power of the Dehn twist \( \tau_\alpha \). Then there are no \( g, g', H \in \Gamma \) such that \( H \circ g \upharpoonright S = g \circ h \upharpoonright S \) and \( H \circ g' \upharpoonright S = g' \upharpoonright S \).

**Proof.** By possibly enlarging \( S \), we can assume that the boundary of \( S \) consists of a disjoint union of non-isotopic essential simple closed curves in \( \Sigma \). Moreover, we can assume that the topological complexity of \( S \) is as large as needed and that the support of \( h \) is actually contained in \( S \).

We proceed by contradiction. Suppose that there exist \( g, g', H \in \Gamma \) such that \( H \circ g \upharpoonright S = g \circ h \upharpoonright S \) and \( H \circ g' \upharpoonright S = g' \upharpoonright S \). Then we have

\[
H \upharpoonright g(S) = g \circ h \circ g^{-1} \upharpoonright g(S) \quad \text{and} \quad H \upharpoonright g'(S) = Id \upharpoonright g'(S). \tag{6}
\]

We divide the proof into two cases.

**Case 1.** There exist \( \gamma \subseteq g(\partial S) \) and \( \delta \subseteq g'(\partial S) \) such that \( i(\gamma, \delta) \neq 0 \). In other words, elements of \( \partial S \) cannot be separated by \( g \) and \( g' \). Then we get a contradiction using the ideas in the proof of the Dehn twist trick. Indeed, Equation (10) tells us that \( H \upharpoonright g(S) \) is the multitwist around the curves in \( \partial g(S) \) and on the other hand \( H \upharpoonright g'(S) = Id \upharpoonright g'(S) \). But this is impossible, given that \( \gamma \) and \( \delta \) intersect.

**Case 2.** For all \( \gamma \subseteq g(\partial S) \) and \( \delta \subseteq g'(\partial S) \), \( i(\gamma, \delta) = 0 \). If each boundary curve in \( g(\partial S) \) is isotopic to a boundary curve in \( g'(\partial S) \) then we obtain a contradiction from (6) because \( H \) cannot simultaneously be isotopic to a Dehn multitwist and to the identity on \( g(\partial S) \). As \( S \) is non-displaceable, there exists \( \gamma \subseteq g(\partial S) \) which intersects \( g'(\partial S) \) and is not isotopic to a curve in \( g'(\partial S) \), hence has to be an essential curve of \( g'(S) \). Let \( Q \) be a four-punctured subsurface of \( g'(S) \) which contains \( \gamma \) in its interior as an essential curve. This is possible because, as remarked above, \( S \) has enough topological complexity. Let \( \alpha \) be an essential curve of \( Q \) with \( i(\alpha, \gamma) = 2 \), see Figure 2. Since \( H \upharpoonright g'(S) = Id \upharpoonright g'(S) \) then \( H(\alpha) = \alpha \). On the other hand, by Equation (6), \( H \) restricted to a neighborhood of \( \gamma \) is a Dehn twist, hence \( \alpha \neq H(\alpha) \) which is a contradiction.
Corollary 3.10. Let $\Sigma$ be an infinite-type surface with a finite-type non-displaceable subsurface $S$, and $\Gamma$ be a closed subgroup of $\text{Map}(\Sigma)$ that contains for every essential curve $\alpha \subset \Sigma$, a non-trivial power of the Dehn twist $\tau_\alpha$. Then $\Gamma$ does not have a dense conjugacy class.

**Proof.** Consider $S = S', M = \partial S$, $h = \tau_M$ and $h' = \text{Id}_\Sigma$. Then by Theorem 3.9, the homeomorphisms $h$ and $h'$ do not satisfy GEP as stated in Lemma 3.6. $\square$

3.2 An illustrative example

Consider the flute surface $\Sigma = \mathbb{R}^2 \setminus \mathbb{Z}^2$, which has genus zero, no non-displaceable finite-type subsurfaces and its space of ends is homeomorphic to $\omega + 1$. In what follows, we explain why $\text{Map}(\mathbb{R}^2 \setminus \mathbb{Z}^2)$ satisfies GEP and thus has at least one dense conjugacy class. The proof of Theorem 3.5 in the next section is inspired by this example.

In the context of this surface, we say that a subset $X \subset \Sigma$ is **bounded away from the maximal end** if there is a compact set $K \subset \mathbb{R}^2$ such that $X \subset K \cap \Sigma$.

Let $f, h \in \text{Map}(\Sigma)$ and $S, S' \subset \Sigma$ be finite-type subsurfaces. Suppose first that we are lucky and have that $S \cap \text{supp}(h) = h(S') \cap \text{supp}(f) = \emptyset$. Then $H = f \circ h$ satisfies

$$H \upharpoonright S = f \upharpoonright S, \quad H \upharpoonright S' = h \upharpoonright S'$$

and the pairs $(f, S)$ and $(h, S')$ can be jointly embedded, in the sense of GEP, see Lemma 3.6. In the context of $\Sigma = \mathbb{R}^2 \setminus \mathbb{Z}^2$, we can deal with the general case because we have the following two properties.

1. If $X \subset \Sigma$ is a subsurface bounded away from the maximal end, then there exists an element $g \in \text{Map}(\Sigma)$ whose support is bounded away from the maximal end such that $X \cap g(X) = \emptyset$.
2. If $S \subset \Sigma$ is a finite-type subsurface and $f \in \text{Map}(\Sigma)$, then there exists $f_0 \in \text{Map}(\Sigma)$ such that $f_0$ has support bounded away from the maximal end and

$$f \upharpoonright S = f_0 \upharpoonright S.$$

Using (2) above, we can change every $(f, S)$ and $(h, S')$ for pairs $(f_0, S)$ and $(h_0, S')$ such that $f \upharpoonright S = f_0 \upharpoonright S$, $h \upharpoonright S' = h_0 \upharpoonright S'$ and both $f_0$ and $h_0$ have supports which are bounded away from the maximal end. We now consider a subsurface $X \subset \Sigma$ bounded away from the maximal end and containing $\text{supp}(f_0), \text{supp}(h_0), h_0(S')$ and $S$. By (1), there exists $g \in \text{Map}(\Sigma)$ with support bounded
away from the maximal end and \(X \cap g(X) = \emptyset\). In particular, \(\text{supp}(f_0) \cap (g \circ h_0(S')) = \emptyset\), hence \(f_0 \upharpoonright g \circ h_0(S') = Id \upharpoonright g \circ h_0(S')\), and \((g \circ h_0 \circ g^{-1}) \upharpoonright S = Id \upharpoonright S\).

Define \(H := f_0 \circ (g \circ h_0 \circ g^{-1})\), then

\[
H \circ g \upharpoonright S' = f_0 \circ g \circ h_0 \upharpoonright S' = g \circ h \upharpoonright S', \quad H \upharpoonright S = f_0 \upharpoonright S = f \upharpoonright S. \tag{8}
\]

This means that \((f, S)\) and \((h, S')\) satisfy \textit{GEP}, thus by Lemma 3.6, we have that \(\text{Map}(\Sigma)\) satisfies \textit{JEP} and hence it has a dense conjugacy class.

We now provide a proof of the properties listed above.

\textbf{Proof of (1).} There is always a finite-type closed subsurface \(S \subset \Sigma\) with \(X \subset S\) such that the boundary of \(S\) is a simple closed curve \(\alpha \subset \Sigma\). If we translate \(S\) along \(\mathbb{R}^2\), we can find another finite-type closed subsurface \(S'\) homeomorphic to \(S\) whose boundary is \(\alpha'\) and such that \(S \cap S' = \emptyset\). If we take a simple closed curve \(c\) encircling \(\alpha\) and \(\alpha'\) such that \(\{\alpha, \alpha', c\}\) bounds a pair of pants, we may define \(g\) as a half twist around the waist of the pair of pants so that it switches \(\alpha\) with \(\alpha'\) and \(S\) with \(S'\), and thus it is supported on a closed subsurface of \(\Sigma\) whose boundary is \(c\) (see Figure 3). \(\square\)

\textbf{Proof of (2).} For every simple closed curve \(\alpha \subset \Sigma\), denote by \(S_\alpha\) the finite-type subsurface whose boundary is \(\alpha\). Let \(\alpha \subset \Sigma\) now be a curve such that \(S \subset S_\alpha\) and observe that \(f(S_\alpha) = S_{f(\alpha)}\). Suppose first that \(\alpha\) and \(f(\alpha)\) are non-isotopic curves, so that \(f(\alpha)\) cannot be contained in \(S_\alpha\) (this is because \(S_\alpha\) and \(S_{f(\alpha)}\) are punctured discs with the same number of punctures, so if one is contained in the other we have that their boundaries are isotopic). If \(\alpha \cap f(\alpha) = \emptyset\) then there is a bigger circle \(c\) bounding \(\alpha\) and \(f(\alpha)\) such that \(\{c, \alpha, f(\alpha)\}\) determines a pair of pants. In this case, we can define \(f_0\) to be a homeomorphism whose support is in \(S_c\) that acts as a half twist in this pair of pants just as in the proof of (1) and such that it agrees with \(f\) in the interior of \(S_\alpha\). If \(\alpha \cap f(\alpha) \neq \emptyset\), then a more complicated behavior could happen, see Figure 4. In this case, we can take \(\beta \subset \Sigma\) to be the boundary component of a regular neighborhood of \(\alpha \cup f(\alpha)\) as in Figure 4. Note that \(S_\beta \setminus S_\alpha\) and \(S_\beta \setminus S_{f(\alpha)}\) are punctured annuli, each with the same amount of punctures. By the classification of finite-type surfaces, there exists a homeomorphism \(h \in \text{Homeo}^+(\Sigma)\), which is the identity in \(\Sigma \setminus S_\beta\) (in particular it fixes the curve \(\beta\)), agrees with \(f\) on the curve \(\alpha\) and switches the annuli \(S_\beta \setminus S_\alpha\) and \(S_\beta \setminus S_{f(\alpha)}\), see Figure 5. We define then the homeomorphism.

\[
f_0(z) = \begin{cases} 
  f(z) & z \in \overline{S_\alpha} \\
  h(z) & z \in S_\beta \setminus S_\alpha \\
  z & z \in \Sigma \setminus S_\beta.
\end{cases} \tag{9}
\]
FIGURE 4 Configuration of intersection between $\alpha$ and $f(\alpha)$

FIGURE 5 Homeomorphism $h$ switching the punctured annuli $S_\beta \setminus S_\alpha$ and $S_\beta \setminus S_{f(\alpha)}$

Observe that $\text{supp}(f_0) \subset S_\beta$ and hence this support is bounded away from the maximal end. The remaining case to consider is when $\alpha$ is isotopic to $f(\alpha)$. Here the proof becomes rather trivial because $f$ is isotopic to a function which is the identity on $\alpha$ and which sends the interior of $\alpha$ to itself, so we can define $f_0$ as $f$ in the interior of $S_\alpha$ and as the identity in the rest of $\Sigma$. □

3.3 Proof of Theorem 3.5

$(3) \Rightarrow (1)$. The hypothesis in (3) distills the properties of the surface $\mathbb{R}^2 \setminus \mathbb{Z}^2$ needed to guarantee that the class $\mathcal{P}_p$ (with respect to the Fraïssé class $\mathcal{P}_{\text{Map}(\Sigma)}(\Sigma)$, see Definition 1.22) satisfies JEP. This part of the proof is very much inspired by the illustrative example presented in Subsection 3.2.

Definition 3.11. Let $\Sigma$ be an infinite-type surface with a unique maximal end $x_\infty$. For any given separating curve $\gamma \subset \Sigma$, let $I_\gamma$ be the closed subsurface of $\Sigma$ bounded by $\gamma$ whose space of ends contains $x_\infty$ and let $E_\gamma$ be the complement of the interior of $I_\gamma$ in $\Sigma$. We say that $X \subset \Sigma$ is bounded away from the maximal end if there exists a separating curve $\gamma$ such that $X$ is contained in the interior of $E_\gamma$.

We now show that the class $\mathcal{P}_p$ (with respect to the Fraïssé class $\mathcal{P}_{\text{Map}(\Sigma)}(\Sigma)$, see Definition 1.22) satisfies JEP. The proof is similar to the proof of Lemma 3.6. Let $\langle A, \varphi : B \to C \rangle, \langle A', \varphi' : B' \to C \rangle$...
\( C' \in F_p \). We assume that \( A = B \cup C \) and \( A' = B' \cup C' \) (see Remark 1.15). Let \( S \) and \( S' \) be small tubular neighborhoods of \( B \) and \( B' \), respectively, (thought of as sets of fixed essential simple closed curves in \( \Sigma \)). From the hypothesis, we deduce that there exist \( f, h \in \text{Map}(\Sigma) \) such that \( f \upharpoonright S \) and \( h \upharpoonright S' \) induce \( \varphi \) and \( \varphi' \), respectively. Moreover, we can suppose that both \( \text{supp}(f) \) and \( \text{supp}(h) \) are bounded away from the maximal end.

If \( S \cap \text{supp}(h) = h(S') \cap \text{supp}(f) = \emptyset \) then \( H = f \circ h \) satisfies (11) and hence the pairs \( (f, S) \) and \( (h, S') \) can be jointly embedded, in the sense of GEP. Using the same arguments as the ones used in the proof of Lemma 3.6 to show that GEP implies JEP, we can conclude that the classes \( \langle A, \varphi : B \rightarrow C \rangle, \langle A', \varphi' : B' \rightarrow C' \rangle \in F_p \) can be jointly embedded.

For the general case, we use the following.

**Claim.** There exist separating curves \( \alpha \) and \( \gamma \) such that:

1. \( \text{supp}(f) \cup \text{supp}(h) \cup h(S') \cup S \) is contained in \( E_\alpha \),
2. \( E_\alpha \cap E_\gamma = \emptyset \), and
3. there exists \( g \in \text{Homeo}(\Sigma) \) sending \( E_\alpha \) to \( E_\gamma \).

If such curves exist then define \( H := f \circ (g \circ h \circ g^{-1}) \). The rest of the proof follows from the arguments explained in Subsection 3.2 around Equation (12).

**Proof of claim.** Part (1) follows from the fact that the supports of \( f \) and \( h \) are bounded away from the maximal end and \( S \) and \( S' \) are finite-type subsurfaces. If the closure of \( E_\alpha \) in \( \Sigma \) is a compact subsurface, it cannot be non-displaceable. Hence, there exists \( g \in \text{Homeo}(\Sigma) \) such that \( g(E_\alpha) \cap E_\alpha = \emptyset \) and \( \gamma := g(\alpha) \) satisfies (2) and (3). If the closure of \( E_\alpha \) in \( \Sigma \) is not compact then the space of ends of \( E_\alpha \) is not empty. The existence of \( \gamma \) satisfying (2) and (3) above is a consequence of the following two facts: (i) the space of ends of \( E_\alpha \) does not contain the maximal end \( x_\infty \), and (ii) the space of ends of \( \Sigma \) is self-similar. For this last point, see [12, Proposition 4.8].

**Lemma 3.12.** Let \( B \) and \( C \) be singletons and \( \phi : B \rightarrow C \) an isomorphism. Then there exists a homeomorphism \( g : \Sigma \rightarrow \Sigma \) that induces \( \phi \) and whose support is bounded away from the maximal end. The following lemma tells us that the real difficulty is when \( B \) is a singleton.

We postpone the proof of this lemma to explain first how it is used to obtain the desired conclusion.

If \( B \) is not a singleton, let \( U \subset \Sigma \) be a subsurface such that \( U^* \) is a closed neighborhood of the unique maximal end, \( U \) has a unique boundary curve \( \beta \) and every element of \( B \) is an essential curve of \( \Sigma \setminus U \). Since \( \phi \) is an isomorphism and the full curve graph is an ultrahomogeneous structure with respect to \( \text{Map}(\Sigma) \), there exists a homeomorphism \( f : \Sigma \rightarrow \Sigma \) that realizes \( \phi \). Define

\[ \text{supp}(\phi) = C. \]
$B' = B \cup \{\beta\}$ and $\varphi : B' \to C \cup \{f(\beta)\}$. By Lemma 3.12, we know that there exists a homeomorphism $g : \Sigma \to \Sigma$ whose support is bounded away from the maximal end and that realizes $\varphi \upharpoonright \{\beta\}$. Note that since $g(\beta) = \varphi(\beta) = f(\beta)$ and $U^+$ is a neighborhood of the unique maximal end, we have that $g(\Sigma \setminus U) = f(\Sigma \setminus U)$. Define the following homeomorphism of $\Sigma$:

$$h(p) = \begin{cases} 
    g(p) & p \in U \\
    f(p) & p \in \Sigma \setminus U.
\end{cases}$$

Since $h(\beta) = g(\beta) = f(\beta)$ and $h \upharpoonright U = g \upharpoonright U$, we have that the support of $h$ is bounded away from the unique maximal end. Also, since every element of $B$ is an essential curve of $\Sigma \setminus U$ and $h \upharpoonright \Sigma \setminus U = f \upharpoonright \Sigma \setminus U$, we have that $h(\gamma) = f(\gamma) = \varphi(\gamma)$ for every $\gamma \in B$. Therefore, $h : \Sigma \to \Sigma$ realizes $\varphi$.

**Proof of Lemma 3.12.** Note first that $B$ and $C$ either both correspond to a non-separating curve or both to a separating curve. In the case of non-separating curves, the classification of surfaces yields a homeomorphism $g : \Sigma \to \Sigma$ which sends the curve corresponding to $B$ to the curve corresponding to $C$ and whose support is a compact subsurface that contains these two curves.

In the case of separating curves, we use the following general principle. Let $f \in \text{Homeo}^+(\Sigma)$ and suppose that for a given separating curve $\alpha$, one can find another separating curve $\beta$ such that $I_\alpha \setminus I_\beta$ is homeomorphic to $I_{f(\alpha)} \setminus I_\beta$ (see Definition 3.11). Then there exists a homeomorphism

$$h : I_\alpha \setminus I_\beta \to I_{f(\alpha)} \setminus I_\beta$$

such that $h \upharpoonright \{\alpha\} = f \upharpoonright \{\alpha\}$, $h \upharpoonright \{\beta\} = Id \upharpoonright \{\beta\}$ and hence

$$g(z) = \begin{cases} 
    f(z) & z \in E_\alpha \\
    z & z \in I_\beta \\
    h(z) & z \in I_\alpha \setminus I_\beta
\end{cases}$$

is a homeomorphism whose support is bounded away from the maximal end and such that $g(\alpha) = f(\alpha)$. Given that the full curve graph is an ultrahomogeneous structure with respect to $\text{Map}(\Sigma)$, Lemma 3.12 follows. \qed

**Remark 3.13.** This principle already appeared in the illustrative example discussed in Subsection 3.2. See Equation (13) and the paragraph preceding it for details.

Let henceforth $\alpha$ denote a separating curve and $f \in \text{Homeo}(\Sigma)$. We proceed considering several cases. In some of them, we find the curve $\beta$ satisfying the principle mentioned above, in others, we see that the conclusion of Lemma 3.12 follows.

**Case:** $f(\alpha) = \alpha$ modulo isotopy. This is the simplest case: any separating curve $\beta$ which is non-isotopic to $\alpha$ and such that $I_\beta \subset I_\alpha$ satisfies that $I_\alpha \setminus I_\beta$ is homeomorphic to $I_{f(\alpha)} \setminus I_\beta$. Henceforth, we suppose that the isotopy class of $\alpha$ is not fixed by $f$.

**Case:** $i(f(\alpha), \alpha) \neq 0$. Let $X$ and $Y$ be the spaces of ends of $I_\alpha$ and $I_{f(\alpha)}$, respectively. By definition, $X$ and $Y$ are homeomorphic. Define $Z := E(\Sigma) \setminus (X \cup Y)$. Then $Z$ is a clopen (possibly empty)
subset of $E(\Sigma)$ which does not contain the maximal end $x_\infty$. Given that $E(\Sigma)$ is self-similar, there exists a curve $\delta$ such that $Z'$, the space of ends of $E_\delta$, is homeomorphic to $Z$ and is contained in $V := X \cap Y$. Let $\beta$ be the separating curve for which the space of ends of $I_\beta$ is $W := V \setminus Z'$. We claim that $\beta$ is the curve we are looking for. Indeed, if $f^* \in \text{Homeo}(E(\Sigma))$ denotes the homeomorphism induced by $f$, then

\[
X \setminus W = (X \setminus V) \cup Z' \cong (X \setminus V) \cup Z = E(\Sigma) \setminus Y = f^*(E(\Sigma) \setminus X) \\
\cong E(\Sigma) \setminus X = (Y \setminus V) \cup Z' \cong (Y \setminus V) \cup Z = Y \setminus W.
\]

**Case:** $i(f(\alpha), \alpha) = 0$. We consider two subcases. The simplest one is when $E_{f(\alpha)} \cap E_\alpha = \emptyset$. In this situation, we do not need to find a curve $\beta$ such that $I_\alpha \setminus I_\beta$ is homeomorphic to $I_{f(\alpha)} \setminus I_\beta$. Indeed, from Figure 6 it is easy to see that one can find a homeomorphism $g$ such that $g(\alpha) = f(\alpha)$ and whose support is bounded away from the maximal end.

Let us now consider the case when $E_{f(\alpha)} \subset E_\alpha$ (the proof for the case when the reverse inclusion holds is analogous). Once more, we do not seek to find a separating curve $\beta$ such that $I_\alpha \setminus I_\beta$ is homeomorphic to $I_{f(\alpha)} \setminus I_\beta$. Instead, we prove that the homeomorphism $g$ satisfying the conclusion of the lemma can be found.

Given that there are no non-displaceable finite-type subsurfaces and a unique maximal end, [12, Proposition 4.8] tells us that the space of ends of $\Sigma$ is self-similar. Therefore, we can find an essential separating curve $\tilde{\alpha}$ in $I_\alpha$ such that $E_\tilde{\alpha}$ is homeomorphic to $E_\alpha$. Let $\alpha$ be a simple arc in $\Sigma$ joining $\alpha$ with $\tilde{\alpha}$ and define $\beta$ to be the boundary component in $I_\alpha$ of a closed regular neighborhood of $\alpha \cup a \cup \tilde{\alpha}$, see Figure 7.
By the Classification Theorem of infinite-type surfaces, there exists a homeomorphism \( h : E_\beta \setminus E_\alpha \to E_\beta \setminus E_{f(\alpha)} \) such that \( f \upharpoonright \alpha = h \upharpoonright \alpha \) and \( h \upharpoonright \beta = Id \upharpoonright \beta \). Then

\[
g(z) = \begin{cases} 
  z & z \in I_\beta \\
  h(z) & z \in E_\beta \setminus E_\alpha \\
  f(z) & z \in E_\alpha
\end{cases}
\]  

is a homeomorphism with support bounded away from the maximal end and which coincides with \( f \) on \( \alpha \).

(1) \( \Rightarrow \) (2). First, suppose that \( \Sigma \) contains a finite-type non-displaceable subsurface \( S \). Then by Corollary 3.10, we have that \( \text{Map}(\Sigma) \) does not have a dense conjugacy class. We now suppose that \( \text{Map}(\Sigma) \) has a dense conjugacy class and show that there exists a unique maximal end \( x_\infty \in E(\Sigma) \). The rest of the proof is divided into two steps:

Step 1: All maximal ends of \( \Sigma \) are equivalent. Indeed, if this was not the case, let \( E(x_1) \) and \( E(x_2) \) be two different equivalence classes for maximal ends \( x_1, x_2 \in E(\Sigma) \). By Proposition 3.2, each \( E(x_i) \) is either finite or a Cantor set. If both \( E(x_1) \) and \( E(x_2) \) are finite then the set of mapping classes fixing each point in \( E(x_1) \cup E(x_2) \) defines a closed normal subgroup of \( \text{Map}(\Sigma) \) of (finite) index strictly bigger than 1. By Proposition 1.5, we get a contradiction. The remaining possibility is that at least one of \( E(x_1) \) or \( E(x_2) \) is a Cantor set. In this case, it is rather easy to find a non-displaceable pair of pants in \( \Sigma \), see [12, Example 2.5]. By Corollary 3.10, we obtain a contradiction.

Before we show now in the second step that the unique equivalence class of maximal ends is a singleton, we first prove a lemma that is used to rule out any other possibility.

**Lemma 3.14.** Let \( \Sigma \) be an infinite-type surface without non-displaceable subsurfaces. Suppose there exists a maximal end \( x \in E(\Sigma) \) such that its equivalence class \( E(x) \) coincides with the set of maximal ends and is homeomorphic to the Cantor set. Then, for every \( n \in \mathbb{N} \), there exists a partition into disjoint clopen subsets \( E(\Sigma) = E_1 \sqcup \cdots \sqcup E_n \), such that \( E_i \cong E_j \) for all \( i, j \in \{1, \ldots, n\} \).

**Proof.**

1. **Local splitting.** Note that any end \( y \in E(x) \) has a stable neighborhood in the sense of [12] (see Remark 4.15 there). From [12, Lemma 4.17], it follows that for two given ends \( y, z \in E(x) \), any two sufficiently small neighborhoods \( V_y, V_z \subset E(\Sigma) \) are homeomorphic. As \( E(x) \) is homeomorphic to a Cantor set, we can split \( E(x) = E_1(x) \sqcup \cdots \sqcup E_n(x) \) where the \( E_i(x) \) are Cantor sets homeomorphic to \( E(x) \). For a fixed \( m \in \mathbb{N} \) big enough, we can cover each of the Cantor sets by disjoint stable clopen neighborhoods \( E_j(x) \subset \bigsqcup_{s=1}^{m} V_{j,s} = X_j \) (this can be done by placing \( m \) equally distributed points in each Cantor set with stable neighborhoods around that can be made disjoint). Thus, we get a splitting into clopen subsets \( E(\Sigma) = X_1 \sqcup \cdots \sqcup X_n \sqcup Z \), with \( X_1 \cong X_j \) (because each of them is covered by the same amount of disjoint stable neighborhoods) and \( Z \) a clopen subset not containing maximal ends.

2. **Absorbing non-maximal sets.** Given \( U \subset E(\Sigma) \) a clopen subset containing \( x \in E(x) \), consider a covering \( E(x) \subset \bigsqcup_{j=1}^{l} W_j \) with every \( W_j \) being a clopen subset that embeds homeomorphically into \( U \) (\( W_j \) can be taken the stable neighborhoods \( V_{j,s} \) considered above). There exists a compact, connected subsurface \( K \subset \Sigma \) such that the closed subsets \( \{W_1, \ldots, W_l, Z\} \) are contained in the spaces of ends of different connected components of \( \Sigma \setminus K \). As \( \Sigma \) does
not admit non-displaceable surfaces, there is a homeomorphism $f \in \text{Homeo}(\Sigma)$ such that $f(K) \cap K = \emptyset$. By analyzing the connected components of $\Sigma \setminus K$ and the decomposition they induce on the space of ends, we see that the homeomorphism $f^*$ cannot send a clopen $W_j$ to the subspace containing $Z$, because the corresponding component does not have maximal ends. So what we have is that $f^*(Z)$ lies inside one of the $W_j$ and in particular, $U$ contains a homeomorphic copy of $Z$.

(3) Global splitting. Without loss of generality, suppose $x \in E_1(x) \subset X_1$ and consider $\{U_n\}$ to be a countable local basis of clopen neighborhoods of $x$, such that $U_{n+1} \subset U_n \subset X_1$. Define $Z_1 = Z$ and recursively choose an element $U_{k_n}$ of the neighborhood basis which does not intersect $Z_n$ (this exists as $Z_n$ does not contain maximal elements) and then $Z_{n+1} \subset U_{k_n}$ a homeomorphic copy of $Z$ inside $U_{k_n}$. As the elements of the sequence $\{Z_n\}$ are pairwise disjoint, and the sequence Hausdorff-converges to $\{x\}$, we have a shift homeomorphism $\bigcup_{j=1}^{\infty} Z_n \cong \bigcup_{j=2}^{\infty} Z_n$ (see [12, Observation 4.9]), which extends to the homeomorphism $(X_1 \sqcup Z) \cong X_1$. So, the splitting that we were looking for is $E_1 = (X_1 \sqcup Z)$, and $E_j = X_j$, for $j > 1$.

Step 2: Let $E(x)$ be the unique equivalence class that contains maximal ends. Again, $E(x)$ is either finite or a Cantor set. If $E(x)$ is finite then it has only one element (if not, we can use Proposition 1.5 again to get a contradiction as before), which is precisely what we wanted to show. Now suppose that $E(x)$ is Cantor set. Consider the partition of the space of ends into three homeomorphic copies $E(\Sigma) = E_0 \sqcup E_1 \sqcup E_2$ given by Lemma 3.14. Then there is a pair of pants $P \subset \Sigma$ such that:

$$\Sigma \setminus P = \Sigma_0 \cup \Sigma_1 \cup \Sigma_2, \quad E_i \subset E(\Sigma_i).$$

As the three components of $\Sigma \setminus P$ are homeomorphic, there is an $R \in \text{Map}(\Sigma)$ leaving $P$ invariant and sending $\Sigma_i$ to $\Sigma_{i+1}$, for all $i \in \mathbb{Z}/3\mathbb{Z}$.

Consider now the pairs $(R, P)$ and $(\text{Id}_\Sigma, P)$. We claim that these cannot be jointly embedded, and hence by Lemma 3.6, we obtain a contradiction to the fact that $\text{Map}(\Sigma)$ has a dense conjugacy class. Suppose that there exist $g, g', H \in \text{Homeo}^+(\Sigma)$ such that

(i) \hspace{1em} $g \circ R \upharpoonright P = H \circ g \upharpoonright P$ and

(ii) \hspace{1em} $g' \circ \text{Id} \upharpoonright P = H \circ g' \upharpoonright P$.

This is equivalent to $g \circ R \circ g^{-1} \upharpoonright g(P) = H \upharpoonright g(P)$ and $\text{Id} \upharpoonright g'(P) = H \upharpoonright g'(P)$. Note that $g \circ R \circ g^{-1}$ permutes the connected components of $\Sigma \setminus g(P)$. If $g'(P) \cap g(P) \neq \emptyset$, then $H$ acts at the same time as the identity and as a non-trivial rotation in $g'(P) \cap g(P)$, which is impossible. If $g'(P) \cap g(P) = \emptyset$, then $g'(P) \subset g(\Sigma_j)$ for some $j \in \{1, 2, 3\}$, but this is also impossible since, on the one hand, $H$ acts as the identity on $g'(P)$ and on the other hand, $H(g'(P)) \subset H(g(\Sigma_j)) = g(\Sigma_{j+1})$ with $g(\Sigma_{j+1}) \cap g(\Sigma_j) = \emptyset$. Hence, the only possibility left is that $E(x)$ is a singleton as desired.

4 | NOWHERE DENSE AND SOMEWHERE DENSE CONJUGACY CLASSES

In this section, we prove a generalized version of Theorem 0.6 on nowhere dense conjugacy classes and Theorem 0.7 on somewhere dense conjugacy classes. We then apply the results of the former to prove Theorem 0.4.
4.1 Nowhere dense conjugacy classes

In this subsection, we study the conditions under which conjugacy classes of closed subgroups of a big mapping class group have nowhere dense conjugacy classes. In what follows, $\Gamma$ is a closed subgroup of $\text{Map}(\Sigma)$ that contains, for each essential simple closed curve $\alpha \in \Sigma$, a non-trivial power of the Dehn twist $\tau_{\alpha}$. Examples of such subgroups are $\text{Map}(\Sigma), \text{PMap}(\Sigma)$ and $\text{PMap}_c(\Sigma)$. Recall that:

- for each curve $\alpha$ on $\Gamma$, the number $N_{\alpha}$ denotes the minimal positive power of the Dehn twist $\tau_{\alpha}$ that is contained in $\Gamma$,
- if $\alpha$ and $\beta$ are in the same $\Gamma$-orbit, then $N_{\alpha} = N_{\beta}$, and
- we say that a multicurve $M$ cannot be separated from itself by $\Gamma$ if for all $g, g' \in \Gamma$, there exist $\alpha \in g(M)$ and $\beta \in g'(M)$ such that either $\alpha = \beta$ or $i(\alpha, \beta) \neq 0$.

We also define a generalized notion of non-displaceable subsurfaces for this subsection: We say that a connected subsurface $S \subset \Sigma$ is $\Gamma$-non-displaceable if for every representative $f$ of a mapping class in $\Gamma$, we have that $f(S) \cap S \neq \emptyset$.

The main result that we prove in this subsection is the following.

**Theorem 4.1.** If $\Sigma$ has a $\Gamma$-non-displaceable finite-type subsurface $S$ and $W \subset \Gamma$ is a non-empty open set, then there exist $V_1, V_2 \subset W$ non-empty and disjoint open sets satisfying that any conjugacy class with non-empty intersection with $V_i$, is disjoint from $V_j$, for $i \neq j$. In particular, all conjugacy classes of elements of $\Gamma$ are nowhere dense in $\Gamma$.

For the proof of this theorem, we need some technical lemmas.

**Lemma 4.2.** Let $K$ be a compact subsurface of $\Sigma$, $f$ a homeomorphism of $\Sigma$ and $M$ be a multicurve of $\Sigma \setminus K$ that cannot be separated from itself by $\Gamma$. If $S$ is a connected subsurface of $\Sigma$ (not necessarily of finite type) that contains $K$ and contains every element of $M$ as an essential or a boundary curve, then there exist two homeomorphisms $h, h'$ of $\Sigma$ such that

1. $h \upharpoonright K = h' \upharpoonright K = f \upharpoonright K$ up to isotopy,
2. there do not exist $g, g', H \in \Gamma$ with $g \circ h \circ g^{-1} \upharpoonright g(S) = H \upharpoonright g(S)$ and $g' \circ h' \circ (g')^{-1} \upharpoonright g'(S) = H \upharpoonright g'(S)$ up to isotopy.

**Proof.** For each $\alpha \in M$, let $b_{\alpha, f} : \overline{N(\alpha)} \to \overline{N(f(\alpha))}$ be the homeomorphism from the closed annulus $\overline{N(\alpha)}$ to the annulus $\overline{N(f(\alpha))}$ as defined in Figure 8. Note that, when we fix the boundary, this means that $b_{\alpha, f}$ does not twist the annulus.

Then there exists a unique $n(\alpha, f) \in \mathbb{Z}$ such that $f \upharpoonright N(\alpha) = \tau_{f(\alpha)}^{n(\alpha, f)} \circ b_{\alpha, f}$. Note that $n(\alpha, f) = n(g(\alpha), g \circ f \circ g^{-1})$ for every $g \in \Gamma$.

For each $\alpha \in M$, we define $k_{\alpha}$ and $k'_{\alpha}$ so that they satisfy $k'_{\alpha} \cdot N_{\alpha} + n(\alpha, f) > N_{\alpha} > k_{\alpha} \cdot N_{\alpha} + n(\alpha, f)$.

We define $h := (\prod_{\alpha \in M} \tau_{f(\alpha)}^{k_{\alpha} \cdot N_{\alpha}}) \circ f = f \circ (\prod_{\alpha \in M} \tau_{\alpha}^{k_{\alpha} \cdot N_{\alpha}})$ and $h' := (\prod_{\alpha \in M} \tau_{f(\alpha)}^{k'_{\alpha} \cdot N_{\alpha}}) \circ f = f \circ (\prod_{\alpha \in M} \tau_{\alpha}^{k'_{\alpha} \cdot N_{\alpha}})$. By definition of $h, h'$ and $M$, we have that $h \upharpoonright K = h' \upharpoonright K = f \upharpoonright K$.

Suppose there exist $g, g', H \in \Gamma$ such that $g \circ h \circ g^{-1} \upharpoonright g(S) = H \upharpoonright g(S)$ and $g' \circ h' \circ (g')^{-1} \upharpoonright g'(S) = H \upharpoonright g'(S)$ up to isotopy. Then, we have the following facts for all $\alpha, \beta \in M$. 


\( H(g(\alpha)) = g \circ h \circ g^{-1}(g(\alpha)) = g \circ h(\alpha) = g \circ \tau_{f(\alpha)}^{k_{\alpha}N_{\alpha}} \circ f(\alpha) = g(f(\alpha)). \)

(2) \( H(g'(\beta)) = g' \circ h' \circ (g')^{-1}(g'(\beta)) = g' \circ h'(\beta) = g' \circ \tau_{f(\beta)}^{k_{\beta}N_{\beta}} \circ f(\beta) = g'(f(\beta)). \)

(3) On one hand, we have that

\[
H \upharpoonright N(g(\alpha)) = g \circ \tau_{f(\alpha)}^{k_{\alpha}N_{\alpha}} \circ f \circ g^{-1} \upharpoonright N(g(\alpha)) = g \circ \tau_{f(\alpha)}^{k_{\alpha}N_{\alpha}+n(\alpha, f)} \circ b_{\alpha, f} \circ g^{-1} \upharpoonright N(g(\alpha)) = \tau_{f(\alpha)}^{k_{\alpha}N_{\alpha}+n(\alpha, f)} \circ b_{\alpha, f} \circ g^{-1} \upharpoonright N(g(\alpha)).
\]

This means that in \( N(g(\alpha)) \), \( H \) behaves as first mapping \( N(g(\alpha)) \) to \( N(g(f(\alpha))) \) untwisted, and then twisting \( N(g(f(\alpha))) \) strictly less than \( N_{\alpha} \) times.

(4) On the other hand, we have

\[
H \upharpoonright N(g'(\beta)) = g' \circ \tau_{f(\beta)}^{k_{\beta}N_{\beta}} \circ f \circ (g')^{-1} \upharpoonright N(g'(\beta)) = g' \circ \tau_{f(\beta)}^{k_{\beta}N_{\beta}+n(\beta, f)} \circ b_{\beta, f} \circ (g')^{-1} \upharpoonright N(g'(\beta)) = \tau_{f(\beta)}^{k_{\beta}N_{\beta}+n(\beta, f)} \circ b_{\beta, f} \circ (g')^{-1} \upharpoonright N(g'(\beta)) = \tau_{f(\beta)}^{k_{\beta}N_{\beta}+n(\beta, f)} \circ b_{g'(\beta), g' \circ f \circ (g')^{-1}}.
\]

This means that in \( N(g'(\beta)) \), \( H \) behaves as first mapping \( N(g'(\beta)) \) to \( N(g'(f(\beta))) \) untwisted, and then twisting \( N(g'(f(\beta))) \) strictly more than \( N_{\beta} \) times.

We now finish the proof by dividing it into two cases and reaching a contradiction in each case.

\textbf{Case 1.} If there exist \( \alpha, \beta \in M \) with \( g(\alpha) = g'(\beta) \) then \( \alpha \) and \( \beta \) are in the same \( \Gamma \)-orbit, which implies that \( N_{\alpha} = N_{\beta} \). Also, by points (1) and (2) above, we have that \( g(f(\alpha)) \) is isotopic to \( g'(f(\beta)) \). Hence, using points (3) and (4), we reach a contradiction.
Case 2. If there exist $\alpha, \beta \in M$ with $i(g(\alpha), g'(\beta)) \neq 0$ then $i(H(g(\alpha)), H(g'(\beta))) \neq 0$. By points (1) and (2) above, we have that
\[ i(g(f(\alpha)), g'(f(\beta))) \neq 0. \]
Therefore, $N(g(f(\alpha)))$ and $N(g'(f(\beta)))$ intersect, even up to isotopy. Hence, we reach a contradiction by points (1) and (4) above, seeing that by (1) $H(g(\alpha)) = g(f(\alpha))$, while by (4), we get that $H$ sends subarcs of $g(\alpha)$ to the image of $g(f(\alpha))$ under a non-trivial power of $\tau_{g'(f(\beta))}$. □

The following lemma can be thought of as a generalization of Theorem 3.9.

**Lemma 4.3.** Let $S$ be a $\Gamma$-non-displaceable subsurface of $\Sigma$ (not necessarily of finite topological type) and let $U \subset \Gamma$ be an open set. If $f \in U$, then there exist $h, h' \in U$ and a compact subsurface $K$ such that

1. $h \upharpoonright K = h' \upharpoonright K = f \upharpoonright K$ up to isotopy,
2. there do not exist $g, g', H \in \Gamma$ with $g \circ h \circ g^{-1} \upharpoonright g(S) = H \upharpoonright g(S)$ and $g' \circ h' \circ (g')^{-1} \upharpoonright g'(S) = H \upharpoonright g'(S)$ up to isotopy.

**Proof.** Since $f \in U$, there exists a compact subsurface $K$ such that
\[ V := \{ g \in \Gamma : g \upharpoonright K = f \upharpoonright K \}, \]
is an open neighborhood of $f$ contained in $U$.

Moreover, due to Alexander’s Lemma, there exists a finite-type subsurface $\tilde{K}$ such that all the boundary curves of $\tilde{K}$ are essential, and for all $g \in \Gamma$ we have that $g \upharpoonright K = f \upharpoonright K$ if and only if $g \upharpoonright \tilde{K} = f \upharpoonright \tilde{K}$ up to isotopy.

Without loss of generality, we can assume that $S$ contains $\tilde{K}$ such that every boundary curve of $\tilde{K}$ is an essential curve in $S$. Furthermore, we possibly enlarge $S$ such that every connected component of $S \setminus \tilde{K}$ has complexity larger than the complexity of $\tilde{K}$ or the boundary of the component is contained in the boundary of $\tilde{K}$.

Now, let $B$ be the multicurve composed of all the boundary curves of $S$, $P$ be a pants decomposition of $S \setminus \tilde{K}$, and $M = B \cup P$. Let $g, g' \in \Gamma$. Since $S$ is $\Gamma$-non-displaceable, $g(S)$ and $g'(S)$ have non-trivial intersection. By the complexity condition above, it follows that also $g(S \setminus \tilde{K})$ and $g'(S \setminus \tilde{K})$ have non-trivial intersection. This implies that there exist $\alpha \in g(M)$ and $\beta \in g'(M)$ such that $\alpha = \beta$ or $i(\alpha, \beta) \neq 0$. In particular, $M$ cannot be separated from itself by $\Gamma$. Thus, by Lemma 4.2, there exist $[h], [h'] \in V \subset U$ that satisfy (1) and (2), finishing the proof. □

**Proof of Theorem 4.1.** Let $f \in W$. Then there exists a compact subsurface $K$ such that $U = \{ g \in \Gamma : g \upharpoonright K = f \upharpoonright K \}$ is an open neighborhood of $f$ contained in $W$.

Let $h, h' \in U$ be the mapping classes obtained by Lemma 4.3, and let $g, g' \in \Gamma$ be two different elements. We define:
\[ V_1 = \{ \tilde{f} \in \Gamma : \tilde{f} \upharpoonright g(S) = g \circ h \circ g^{-1} \upharpoonright g(S) \}, \]
\[ V_2 = \{ \tilde{f} \in \Gamma : \tilde{f} \upharpoonright g'(S) = g' \circ h' \circ (g')^{-1} \upharpoonright g'(S) \}. \]
By construction, $V_1$ and $V_2$ are non-empty open sets contained in $U$.

If there existed $f_1, f_2, H \in \Gamma$ such that $f_i \circ H \circ f_i^{-1} \in V_i$ for each $i = 1, 2$, we would have that $f_i^{-1} \circ g, f_i^{-1} \circ g'$ and $H$ contradict property (2) of Lemma 4.3. Thus, any conjugacy class with non-empty intersection with $V_i$ is disjoint from $V_j$ for $i \neq j$.

Since any element is contained in a conjugacy class, it is obvious that $V_1$ is disjoint from $V_2$.  □

### 4.2 Somewhere dense conjugacy classes

In this subsection, we address the proof of Theorem 0.7, characterizing thus when a big mapping class group has a conjugacy class which is dense somewhere.

**Proof of Theorem 0.7.** We show first that, if Map$(\Sigma)$ has a conjugacy class which is dense somewhere then $\Sigma$ has no non-displaceable finite-type subsurfaces and $\mathcal{M}$, the set of maximal ends of $\Sigma$, consists of at most two maximal ends. If $\Sigma$ has a non-displaceable finite-type subsurface, then by Theorem 4.1, all conjugacy classes of Map$(\Sigma)$ are nowhere dense. If there are no non-displaceable finite-type subsurfaces and $\mathcal{M}$ has cardinality strictly larger than 2 then $\mathcal{M}$ is a Cantor set. This follows from [12, Example 2.5]: if $Z$ is a finite and Map$(\Sigma)$-invariant set of ends of cardinality at least 3, then any subsurface $S$ which separates all the ends in $Z$ into different complementary regions is non-displaceable. We claim that an infinite-type surface $\Sigma$ with a Cantor set of maximal ends cannot have a conjugacy class that is somewhere dense. Let $U$ be an open set of the form $f \cdot U_A$ for some $f \in$ Map$(\Sigma)$ and $A$ a finite set of simple closed curves where $U_A \subset$ Map$(\Sigma)$ is defined analogously to (1)). We can extend $A$ to a larger, more convenient set of curves and by this pass to an open subset of $U$: As $\mathcal{M}$ is a Cantor set, there exists a separating curve $\alpha \subset \Sigma$ such that $\Sigma \setminus \alpha$ has a connected component $C$ whose set of ends contains a (not necessarily proper) subset $\mathcal{M}' \subset \mathcal{M}$ homeomorphic to the Cantor set. Furthermore, we can choose $\alpha$ such that no element of $A$ is contained in $C$ or intersects $\alpha$. We enlarge $A$ by this curve $\alpha$.

Additionally, let $\beta_1, \beta_2$ be two separating curves in $C$ which together with $\alpha$ bound a pair of pants $P$ such that $\Sigma \setminus P$ induces a partition of $\mathcal{M}' = \mathcal{M}_1' \cup \mathcal{M}_2'$ such that $\mathcal{M}_i'$ is a Cantor set for $i = 1, 2$. Now define $h_2 = \tau^2 \circ f$ and $h_3 = \tau^3 \circ f$, where $\tau$ is supported on a small regular neighborhood of $\{f(\beta_1), f(\beta_2)\}$ and acts as a Dehn twist on these. Given that $\{\alpha, \beta_1, \beta_2\}$ do not intersect any curve in $A$, we have that $h_2, h_3 \in U$. Moreover, by considering $A' = A \cup \{\beta_1, \beta_2\}$, the restriction of $h_i$ to $A'$ defines an open subset $U_i$ of $U$, for $i = 2, 3$. Indeed, this follows from the fact that $h_i$ restricted to $A$ coincides with $f$. Note that a conjugacy class which intersects $U_2$ cannot intersect $U_3$. Indeed, take $g \in U_2$. Then $g$ must act as $\tau^2$ on $\{f(\beta_1), f(\beta_2)\}$. On the other hand, any conjugate of $g$ which lies in $U_3$ must act on a neighborhood of $f(\beta_1) \cup f(\beta_2)$ on one hand as $\tau^3$ and on the other as $\tau^2$ (see properties of Dehn twists listed in Subsection 1.2.2). This is absurd.

We now show that if $\Sigma$ has no non-displaceable finite-type subsurfaces and $\mathcal{M}$ consists of at most two maximal ends, then there exists a conjugacy class which is somewhere dense. The hypothesis on non-displaceable subsurfaces is necessary: Figure 9 shows an example for which $\Sigma$ has exactly two maximal ends and the surface has non-displaceable finite-type subsurfaces.
By Theorem 0.2, we can suppose that the set of maximal ends has exactly two elements, which we denote by \( M = \{ x_0, x_1 \} \). Let \( A = \{ a_0, a_1 \} \) be a set of separating curves for which \( \Sigma \setminus A = \Sigma_0 \cup S_A \cup \Sigma_1 \) satisfies that each \( x_i \) is an end of \( \Sigma_i, i = 0, 1 \), and \( S_A \) is either a 3-punctured sphere or a 2-punctured torus. This set always exists because a surface with exactly two maximal ends and no non-displaceable finite-type subsurfaces has either infinite genus or genus zero and infinitely many isolated ends. Let \( U_A \) be the open set in \( \text{Map}(\Sigma) \) defined analogously to (1). If any two elements of \( U_A \) satisfy JEP, then \( \text{Map}(\Sigma) \) has a conjugacy class which is dense in \( U_A \). The proof of this fact is, mutatis mutandis, the same as the proof of Theorem 2.1 in [9].

We now show that any two \( h, h' \in U_A \) satisfy GEP. Without loss of generality, we can suppose that there exist two subsurfaces \( N(x_0), N(x_1) \subset \Sigma \) such that \( N(x_0)^* \) and \( N(x_1)^* \) are neighborhoods of \( x_0 \) and \( x_1 \) in \( E(\Sigma) \), respectively, and such that the supports of \( h \) and \( h' \) are contained in \( \Sigma \setminus N(x_0) \cup N(x_1) \). Indeed, both \( h \) and \( h' \) leave each connected component in the decomposition \( \Sigma \setminus A = \Sigma_0 \cup S_A \cup \Sigma_1 \) invariant. In particular, \( h = h_0 \circ h_{S_A} \circ h_1 \) and \( h' = h'_0 \circ h'_{S_A} \circ h'_1 \), where \( h_i, h'_i \) and \( h_{S_A}, h'_{S_A} \) are homeomorphisms of \( \Sigma_i, i \in \{ 0, 1 \}, \) and \( S_A, \) respectively. Even though \( \Sigma_0 \) and \( \Sigma_1 \) do not necessarily have a unique maximal end (for example, this is the case when \( \Sigma \) is homeomorphic to Jacob's ladder), we can still apply the arguments used in the proof of Theorem 3.5 (more precisely, where we show that \((2) \Rightarrow (3)\)) to all elements of \( \{ h_i, h'_i \}_{i=0,1} \) and the claim on the supports of \( h \) and \( h' \) follows.

Let \( S, S' \subset \Sigma \) be finite-type subsurfaces. Since \( \Sigma \) has no non-displaceable finite-type subsurfaces, there exist \( g, g' \in \text{Homeo}^+(\Sigma) \) such that the support of \( f' = g' \circ h' \circ g'^{-1} \) is disjoint from \( S \) and the support of \( f = g \circ h \circ g^{-1} \) is disjoint from \( f'(S') \) (recall that \( \text{supp}(g \circ h \circ g^{-1}) = g(\text{supp}(h)) \)). The rest of the proof is as for surfaces with just one maximal end: the map \( H := f \circ f' \) satisfies (11) and therefore the pairs \( (h, S) \) and \( (h, S') \) satisfy GEP, see Lemma 3.6. \( \square \)

### 4.3 Closed subgroups of PMap(\( \Sigma \))

In this subsection, we prove Theorem 0.4. Recall that \( \text{PMap}(\Sigma) \) denotes the subgroup of \( \text{Map}(\Sigma) \) which fixes all elements of \( E(\Sigma) \) and \( \text{PMap}_c(\Sigma) \) denotes the subgroup generated by compactly supported mapping classes.

**Proof of Theorem 0.4.** Suppose that \( \Sigma \) has at least three different ends \( x, y, z \). Then there exist separating curves \( \alpha \) and \( \beta \) such that \( \alpha \) separates \( x \) and \( y \) from \( z \), and \( \beta \) separates \( y \) and \( z \) from \( x \).

If \( f \in \Gamma \leq \text{PMap}(\Sigma) \), we have that \( f \) acts trivially on the space of ends of \( \Sigma \). In particular, \( f(\alpha) \) also separates \( x \) and \( y \) from \( z \). Analogously, if \( g \in \Gamma \), we have that \( g(\beta) \) separates \( y \) and \( z \) from \( x \). In the case that \( f(\alpha) \) and \( g(\beta) \) intersect, it follows with Lemma 3.8 (the Dehn twist trick) that \( \Gamma \) does not have a dense conjugacy class. Now we assume that \( f(\alpha) \) and \( g(\beta) \) are disjoint. Then we can find a curve \( \gamma \) such that \( f(\alpha), g(\beta) \) and \( \gamma \) bound a pair of pants (compare to Figure 7). Then \( \gamma \) separates \( x \) and \( z \) from \( y \). Hence, the pair of pants is \( \Gamma \)-non-displaceable. Therefore, \( \Gamma \) does not have a dense conjugacy class by Theorem 4.1.

Suppose now that \( \Sigma \) has at most two different ends and is different from the Loch Ness Monster. Since \( \Sigma \) has infinite topological type, it can only be homeomorphic to either the once-punctured Loch Ness Monster, or Jacob’s Ladder. If \( \Sigma \) is the once-punctured Loch Ness Monster then it has a finite-type non-displaceable subsurface and Corollary 3.10 tells us that \( \Gamma \) does not have a dense conjugacy class.
If \( \Sigma \) is Jacob’s Ladder, by Corollary 6 in [1], we have that \( \text{PMap}(\Sigma) \cong \text{PMap}_c(\Sigma) \rtimes \langle h \rangle \), where \( h \) is the homeomorphism described in Figure 10 (also known as handle-shift). With this in mind, we aim to derive a contradiction and suppose that \( \Gamma \) has a dense conjugacy class. Thus, by Lemma 3.6, we have that \( \Gamma \) satisfies GEP.

Now we divide the proof into two cases, depending whether \( \Gamma \) contains a non-trivial power of \( h \) or not.

**Case 1.** \( \Gamma \leq \text{PMap}_c(\Sigma) \): Let \( M_1 = \{ \gamma_1, \gamma_2, \gamma_3 \} \) be the multicurve depicted in Figure 11. Then, by Lemma 3.8, there exists \( f \in \Gamma \) such that \( f(\beta_1) \) is disjoint and different from every element in \( M_1 \). This implies that \( f(\beta_1) \) and \( \beta_1 \) together bound a subsurface of positive genus. This implies that \( f \) is not in \( \text{PMap}_c(\Sigma) \) (see the proof of [13, Proposition 6.3]). Moreover, since \( \beta_1 \) is a separating curve that separates the ends of \( \Sigma \), we also have that \( f = g \circ h^n \) with \( g \in \text{PMap}_c(\Sigma) \), \( h \) the handle-shift defined above and \( n \neq 0 \) (again, see the proof of [13, Proposition 6.3]). But this would imply that \( h \in \text{PMap}_c(\Sigma) \), in other words, that the handle-shift can be approximated by elements in \( \text{PMap}_c(\Sigma) \). This contradicts [13, Proposition 6.3].

**Case 2.** \( \Gamma \) is not a subgroup of \( \text{PMap}_c(\Sigma) \): Then there exists an \( f_0 \in \Gamma \) of the form \( f_0 = f \circ h^n \in \Gamma \), where \( n \neq 0 \) and \( f \in \text{PMap}_c(\Sigma) \). Let \( \beta, S \) and \( S' \) be as illustrated in Figure 12, and \( h' = \tau_{N_{g}(\beta)}^{N_{g}(\beta)} \) (see Definition 1.7). In particular, we can suppose that \( \text{supp}(h') \subset S \). Since \( \Gamma \) satisfies GEP, there exist \( g, g', H \in \Gamma \) such that \( g \circ f_0 \circ g^{-1} \upharpoonright g(S) = H \upharpoonright g(S) \) and \( \tau_{N_{g}(\beta)}^{N_{g}(\beta)} \upharpoonright g'(S') = g' \circ h' \circ (g')^{-1} \upharpoonright g'(S') = H \upharpoonright g'(S') \). Then we have \( f' \in \text{PMap}_c(\Sigma) \) and \( k \in \mathbb{Z} \) such that \( H = f' \circ h^k \). On one hand, we have that \( \tau_{N_{g}(\beta)}^{N_{g}(\beta)} \upharpoonright g'(S') = H \upharpoonright g'(S') \) and hence \( H(g'(S')) = g'(S') \). Given that \( \text{supp}(h') \subset S \), \( f' \) is not a handle-shift and \( g'(S') \) separates the two ends of \( \Sigma \), we have that \( k = 0 \). On the other hand, \( g \circ f_0 \circ g^{-1} = g \circ f \circ h^n \circ g^{-1} \in \Gamma \), which implies that \( k \neq 0 \). Therefore, we reach a contradiction. □
5 | MISCELLANEOUS RESULTS AND OPEN QUESTIONS

In this section, we first discuss two properties of permutation groups which are necessary for ample generics: oligomorphy and Roelcke-precompactness. As we see, these fail for all big mapping class groups. Finally, we present a list of open questions.

5.1 | Oligomorphy and Roelcke-precompactness

Recall that, when a group $G$ acts on a set $X$, the action can be extended to the Cartesian product $X^n$ for any $n \in \mathbb{Z}_{>0}$ as $g \cdot (x_1, ..., x_n) = (gx_1, ..., gx_n)$. In this sense, the group $G$ is called oligomorphic if the space of $G$-orbits in $X^n$ is finite for every $n \in \mathbb{Z}_{>0}$.

**Lemma 5.1.** Let $\Sigma$ be an infinite-type surface. Then the action of $\text{Map}(\Sigma)$ on the curve graph $C(\Sigma)$ is not oligomorphic.

**Proof.** For any surface $\Sigma$ of infinite type, there exist infinitely many different positive integers $n$ and pairs $(\alpha, \beta_n)$ of essential simple closed curves such that the intersection number fulfills $i(\alpha, \beta_n) \geq n$. Indeed, it is sufficient to consider two non-isotopic essential simple closed curves $\alpha$ and $\beta$ whose geometric intersection is different from zero and define $\beta_n = \tau^n_\alpha(\beta)$, where $\tau_\alpha$ is the Dehn twist along $\alpha$. Homeomorphisms of $\Sigma$ preserve intersection number, thus $(\alpha, \beta_n)$ are all in different $\text{Map}(\Sigma)$-orbits when considering the action on $C(\Sigma) \times C(\Sigma)$. \hfill \Box

A topological group $G$ is Roelcke precompact if, for every neighborhood $V$ of the identity, there is a finite set $F \subseteq G$ such that $G = VFV$. This turns out to be equivalent to the following property: for all $n \in \mathbb{Z}_{>0}$ and all neighborhoods $V$ of the identity in $G$, there is a finite set $F$ such that

$$G^n = G \times ... \times G = V \cdot (FV \times ... \times FV).$$

**Lemma 5.2.** Let $\Sigma$ be an infinite-type surface. Then $\text{Map}(\Sigma)$ is not Roelcke precompact.

**Proof.** For simplicity, let us write $G = \text{Map}(\Sigma)$. Let $\beta$ be any essential simple closed curve and $V = U_\beta$ the stabilizer of the isotopy class of $\beta$ in $\text{Map}(\Sigma)$. Suppose that we can find a finite set $F$ such that $G \times G = V \cdot (FV \times FV)$. Then

$$\{(f_j \beta, f_j \beta) : f_i, f_j \in F\}$$

enumerates representatives for all orbits of $G$ in $(G \cdot \beta) \times (G \cdot \beta)$ (considering the diagonal action). This leads to a contradiction. Indeed, as seen in the proof of Lemma 5.1, for any surface $\Sigma$ of infinite type, there exist infinitely many pairs $(\alpha, \beta_n)$ of essential simple closed curves such that the intersection number fulfills $i(\alpha, \beta_n) \geq n$, and moreover $\beta_n$ can be chosen to be in the $G$-orbit of $\beta$. This implies that the set of $G$-orbits in $(G \cdot \beta) \times (G \cdot \beta)$ is infinite. \hfill \Box

5.2 | Questions

Several of our main results (for example, Theorems 0.1 and 0.4) are valid for closed subgroups of $\text{Map}(\Sigma)$ having a lot of Dehn twists.
**Question 5.3.** Let \( \{\alpha_i\}_{i \in I} \) be an infinite set of pairwise non-isotopic simple closed curves in \( \Sigma \) such that \( \Sigma \setminus \bigcup_{i \in I} \alpha_i \) is a disjoint union of discs and punctured discs (in other words \( \{\alpha_i\}_{i \in I} \) fills \( \Sigma \)). Let \( \Sigma \) be a closed subgroup of \( \text{Map}(\Sigma) \) which does not contain any (non-trivial) power of a Dehn twist with respect to a curve in \( \{\alpha_i\}_{i \in I} \). Are all conjugacy classes of \( \Gamma \) meager?

As discussed in Remark 0.3, the set of genus zero surfaces with no non-displaceable finite-type subsurfaces and whose space of ends is countable and has a unique maximal end are in 1–1 correspondence with ordinals of the form \( \omega^\alpha + 1 \), where \( \alpha \) is a countable ordinal.

**Question 5.4.** Is it possible to list the elements of the set formed by all genus zero surfaces whose space of ends is uncountable and has a unique maximal end?

For \( n \in \mathbb{N} \), let \( \mathcal{P}^n_p \) denote the class of all \( S = \langle A, \psi_1 : B_1 \to C_1, \ldots, \psi_n : B_n \to C_n \rangle \), where \( A, B_i, C_i \in \mathcal{P} \), \( B_i, C_i \subseteq A \) and \( \psi_i \) is an isomorphism between \( B_i \) and \( C_i \). Furthermore, we say that \( S = \langle A, \psi_i : B_i \to C_i, i = 1 \ldots, n \rangle \) embeds into \( S' = \langle A', \psi'_i : B'_i \to C'_i, i = 1 \ldots, n \rangle \) if there is an embedding \( f : A \to A' \) such that \( f \) embeds \( B_i \) into \( B'_i \) and \( C_i \) into \( C'_i \) and \( f \circ \psi_i \subseteq \psi'_i \circ f \) for all \( i = 1 \ldots, n \). The following proposition summarizes the importance of the class \( \mathcal{P}^n_p \).

**Proposition 5.5** [9]. Let \( \mathcal{F} \) be a Fraïssé class with Fraïssé limit \( \mathcal{K} \). Then it holds:

1. \( \text{Aut}(\mathcal{K})^n \) has a dense conjugacy class if and only if \( \mathcal{P}^n_p \) satisfies JEP, and
2. \( \text{Aut}(\mathcal{K}) \) has ample generics, that is, \( \text{Aut}(\mathcal{K})^n \) has a co-meager conjugacy class for every \( n \in \mathbb{N} \), if and only if \( \mathcal{P}^n_p \) satisfies JEP and WAP.

**Question 5.6.** For which infinite-type surfaces \( \Sigma \) and \( n \in \mathbb{Z}_{>0} \) does \( \text{Map}(\Sigma)^n \) have a dense (or a somewhere dense) conjugacy class?
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