Mid-latitude mixed-phase stratocumulus clouds and their interactions with aerosols: how ice processes affect microphysical, dynamic and thermodynamic development in those clouds and interactions?
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Abstract

Mid-latitude mixed-phase stratocumulus clouds and their interactions with aerosols remain poorly understood. This study examines the roles of ice processes in those clouds and interactions using a large-eddy simulation (LES) framework. Cloud mass becomes much lower in the presence of ice processes and the Wegener-Bergeron-Findeisen (WBF) mechanism in the mixed-phase clouds as compared to that in warm clouds. This is because while the WBF mechanism enhances the evaporation of droplets, the low concentration of aerosols as ice nuclei (IN) and cloud ice number concentration (CINC) prevent the efficient deposition of water vapor whose mass is contributed by the evaporation. In the mixed-phase clouds, the increasing concentration of aerosols that act as cloud condensation nuclei (CCN) decreases cloud mass by increasing the evaporation of droplets through the WBF mechanism and decreasing the intensity of updrafts. In contrast to this, in the warm clouds, the absence of the WBF mechanism makes the increase in the evaporation of droplets inefficient, eventually enabling cloud mass to increase with the increasing concentration of aerosols as CCN. Here, the results show that when there is an increasing concentration of aerosols that act as IN, the deposition of water vapor is more efficient than when there is the increasing concentration of aerosols as CCN, which in turn enables cloud mass to increase in the mixed-phase clouds.
1. Introduction

Stratiform clouds such as the stratus and stratocumulus clouds play an important role in global hydrologic and energy circulations (Warren et al. 1986, 1988; Stephens and Greenwald 1991; Hartmann et al. 1992; Hahn and Warren 2007; Wood, 2012). Aerosol concentrations have increased significantly as a result of industrialization. Increasing aerosols are known to decrease droplet size and thus increase the albedo of stratiform clouds (Twomey, 1974, 1977). Increasing aerosols may also suppress precipitation and, hence, alter the mass and lifetime of those clouds (Albrecht, 1989; Guo et al., 2016). These aerosol effects on stratiform clouds disrupt global hydrologic and energy circulations. However, these effects are highly uncertain and thus act to cause the highest uncertainty in the prediction of future climate (Ramaswamy et al., 2001; Forster et al., 2007). Most of the previous studies on stratiform clouds and their interactions with aerosols to reduce the uncertainty have dealt with warm stratiform clouds and have seldom considered ice-phase cloud particles (e.g., ice crystals) (Ramaswamy et al., 2001; Forster et al., 2007; Wood, 2012). In reality, especially during wintertime when the surface temperature approaches the freezing temperature, stratiform clouds frequently involve ice particles and associated processes such as deposition and freezing. Since particularly in midlatitudes, stratiform clouds are generally way below the level of homogeneous freezing, in these clouds, liquid and ice particles usually co-exist.

The level of water-vapor equilibrium saturation is lower for ice particles than for liquid particles. In mixed-phase clouds where liquid- and ice-phase hydrometeors coexist, this eventually induces ice (liquid) particles to experience supersaturation (undersaturation) for a certain amount of environmental water vapor. In this situation, liquid particles evaporate, while water vapor is deposited onto ice crystals. Water vapor in the air, which is depleted by the deposition onto ice crystals, is re-supplied by water vapor that is produced by the evaporation of droplets. The re-supplied water vapor in turn deposits onto ice crystals. In other words, due to differences in water-vapor equilibrium saturation between ice and liquid particles, ice particles eventually grow at the expense of liquid particles. This is so-called Wegener-Bergeron-Findeisen (WBF) mechanism (Wegener 1911; Bergeron 1935; Findeisen 1938). This mechanism changes the thermodynamic and dynamic environmental
conditions where cloud particles grow. Note that the development of clouds and its interactions with aerosols are strongly dependent on environmental thermodynamic and dynamic conditions such as humidity (saturation level), wind and stability (e.g., Khain et al., 2008; Lee et al., 2008). Hence, environmental conditions, affected by the WBF mechanism, are likely to result in the development of mixed-phase stratiform clouds and its interactions with aerosols that are different from those in warm clouds. However, the level of the understanding of the development of mixed-phase stratiform clouds and its interactions with aerosols has been very low.

Over the last decades, numerous studies have been performed to improve our understanding of mixed-phase clouds by focusing on clouds in the Arctic and over the Southern Ocean. It has been found that the prevalence of mixed-phase clouds over the Arctic enables them to have a substantial impact on radiative and hydrologic circulations (e.g., Shupe et al., 2001, 2005; Intrieri et al., 2002; Dong and Mace, 2003; Zuidema et al., 2005; Hu et al., 2010; Kanitz et al., 2011; Morrison et al., 2011; Huang et al., 2012). In addition, Rangno and Hobbs (2001), Lohmann (2002) and Borys et al. (2003) have proposed not only cloud condensation nuclei (CCN) but also ice nuclei (IN) affect mixed-phase clouds by altering microphysical variables (e.g., number concentrations and sizes of cloud particles) and dynamic variables (e.g., updrafts). However, Lance et al. (2010) and Jackson et al. (2012) have indicated that these aerosol effects on mixed-phase clouds have not been clearly identified due to lack of data of meteorological and cloud conditions in which aerosols influence those clouds. Naud et al. (2014) and Bodas-Salcedo et al. (2016) have reported that climate models have not been able to represent mixed-phased clouds and their interactions with aerosols reasonably well and this has been one important reason why climate models have produced large errors in simulating energy and hydrologic budgets and circulations.

This study aims to gain a better understanding of mixed-phase stratocumulus clouds and interactions between those clouds and aerosols. The better understanding enables us to gain a more general understanding of stratiform clouds and their interactions with aerosols, which better elucidates roles of clouds and aerosol-cloud interactions in climate. This in turn provides valuable information to better parameterize stratiform clouds and interactions for climate models. To fulfill the aim, this study focuses on effects of the interplay between
ice crystals and droplets on those clouds, and interactions of these effects with aerosols using a large-eddy simulation (LES) framework. The LES framework reasonably resolves microphysical and dynamic processes at turbulence scales and thus we can obtain process-level understanding of those effects and interactions.

Mixed-phase stratiform clouds have been formed frequently over the Korean Peninsula in midlatitudes and these clouds have been affected by the advection of aerosols from East Asia since its industrialization (e.g., Lee et al., 2013; Oh et al., 2015; Eun et al., 2016; Ha et al., 2019). However, we do not have a clear understanding of those clouds and impacts of those aerosols on them in the Peninsula (Eun et al., 2016). Motivated by this, we examine those clouds and effects of the advected aerosols from East Asia on them over an area in the Korean Peninsula as a way of better understanding those clouds and aerosol-cloud interactions in them.

2. Case description

A system of mixed-phase stratocumulus clouds was observed in the Seoul area in Korea over a period between 00 LST (local solar time) on January 12th and 00 LST on January 14th in 2013. The Seoul area is a conurbation area composed of the Seoul capital city and adjacent highly populated cities. The population of the Seoul area is estimated at twenty-five million. Coincidently, during this period, there is advection of an aerosol layer from the west of the Seoul area (or from East Asia) to it and this raises the level of aerosol concentrations in the Seoul area. This type of advection has been monitored by island stations in the Yellow Sea (Eun et al., 2016; Ha et al., 2019). For this study, the advection is monitored and identified by comparisons in PM$_{10}$ and PM$_{2.5}$, representing aerosol mass, between a station in Baekryongdo island, located in the Yellow Sea, and stations in and around the Seoul area. PM stands for particulate matter and PM$_{10}$ (PM$_{2.5}$) is the total mass of aerosol particles whose diameter is smaller than 10 (2.5) µm per unit volume of the air. In Figure 1, the island and the Seoul area are included in a rectangle that represents an area of interest in terms of the advection of the aerosol layer. Figure 2a shows the time series of PM$_{10}$ and PM$_{2.5}$, measured by the station on the island and a representative station in the Seoul area, between January 10th and 19th in 2013 when there is strong advection of
aerosols from East Asia to the Seoul area. Around 00 LST on January 12th, aerosol mass starts to increase and reaches its peak at 10 LST on January 12th on the island. Then, there is a subsequent increase in aerosol mass in the Seoul area, which starts around 03 LST on January 12th, and it reaches its peak at 18 LST on January 12th in the Seoul area due to the advection of aerosols from East Asia to the Seoul area through the island. Figures 2b and 2c show observed aerosol mass distribution in the rectangle in Figure 1 at 03 LST and 18 LST on January 12th, respectively. Consistent with the time series, there is the high aerosol mass in and around the island due to the advection of aerosols from the East-Asia continent at 03 LST on January 12th (Figure 2b). Then, the advection continues to move aerosol mass eastward further to the Seoul area, resulting in a subsequent decrease in aerosol mass in and around the island and an increase in aerosol mass in the Seoul area at 18 LST on January 12th (Figure 2c). In this study, we examine how this advection of aerosols affects the observed mixed-phase stratocumulus clouds in the Seoul area.

3. LES and simulations

3.1 LES

As a LES model, we use the Advanced Research Weather Research and Forecasting (ARW) model (version 3.3.1), which is a nonhydrostatic compressible model (Michalakes et al., 2001; Klemp et al., 2007). Prognostic microphysical variables are transported with a 5th-order monotonic advection scheme (Wang et al., 2009). Shortwave and longwave radiation is parameterized by the Rapid Radiation Transfer Model (RRTM; Mlawer et al., 1997; Fouquart and Bonnel, 1980). The effective sizes of hydrometeors are calculated in an adopted microphysics scheme and the calculated sizes are transferred to the RRTM to consider effects of the effective sizes on radiation.

To represent microphysical processes, the LES model adopts a bin scheme based on the Hebrew University Cloud Model described by Khain et al. (2011). The bin scheme solves a system of kinetic equations for the size distribution functions of water drops, ice crystals or cloud ice (plate, columnar and branch types), snow aggregates, graupel and hail, as well as CCN and ice nuclei IN. Water drops whose size is smaller than 80 μm in diameter...
are classified to be cloud droplets (or cloud liquid), while drops whose size is greater than 80 µm in diameter are classified to be rain drops (or rain). Each size distribution is represented by 33 mass doubling bins, i.e., the mass of a particle $m_k$ in the $k$th bin is determined as $m_k = 2m_{k-1}$.

A cloud-droplet nucleation parameterization based on Köhler theory represents cloud-droplet nucleation. Arbitrary aerosol mixing states and aerosol size distributions can be fed to this parameterization. To represent heterogeneous ice-crystal nucleation, the parameterizations by Lohmann and Diehl (2006) and Möhler et al. (2006) are used. In these parameterizations, contact, immersion, condensation-freezing, and deposition nucleation paths are all considered by taking into account the size distribution of IN, temperature and supersaturation. Homogeneous aerosol (or haze particle) and droplet freezing is also considered following the theory developed by Koop et al. (2000).

### 3.2 Control run

For a three-dimensional simulation of the observed case of mixed-phase stratocumulus clouds, i.e., the control run, a domain with a 100-m resolution just over the Seoul area as shown in Figure 1 is adopted. The control run is for a period between 00 LST on January 12th and 00 LST on January 14th in 2013. The length of the domain in the east-west (north-south) direction is 220 (180) km. The 100 vertical layers with a terrain-following sigma coordinate are in the domain, and the model top is 500 hPa. This corresponds to the vertical resolution of 50 m on average.

Initial and boundary conditions of potential temperature, specific humidity, and wind for the simulation are provided by reanalysis data. These data are produced by the Met Office Unified Model (Brown et al., 2012) every 6 hours on a $0.11^\circ \times 0.11^\circ$ grid. These data represent the synoptic-scale environment. An open lateral boundary condition is employed for the control run. Surface heat fluxes are predicted by the Noah land surface model (LSM; Chen and Dudhia, 2001).

The horizontally homogeneous aerosol properties are assumed in the current version of the ARW model. To consider the advection of aerosols and the associated spatiotemporal variation of aerosol properties such as composition and number
concentration, this assumption of the aerosol homogeneity is abandoned. For this consideration, an aerosol preprocessor is developed to represent the variability of aerosol properties. Observed background aerosol properties such as aerosol mass (e.g., PM$_{10}$ and PM$_{2.5}$) at observation sites are interpolated into model grid points and time steps by this aerosol preprocessor.

Surface sites that measure PM$_{2.5}$ and PM$_{10}$ in the domain observe the variability of aerosol properties. Here, we assume that PM$_{2.5}$ and PM$_{10}$ represent the mass of aerosols that act as CCN. These sites resolve the variability with high spatiotemporal resolutions, since they are distributed with about 1 km distance between them and measure aerosol mass every ~10 minutes. However, they do not measure other aerosol properties such as aerosol composition and size distributions. There are additional sites of the aerosol robotic network (AERONET; Holben et al., 2001) in the domain with distances of ~10 km between them. Hence, these AERONET sites provide data with coarser resolutions as compared to those of the PM$_{2.5}$ and PM$_{10}$ data, although information on aerosol composition and size distributions are provided by the AERONET sites. In this study, the variability of properties of aerosols that act as CCN over the domain is represented by using data from the high-resolution PM$_{2.5}$/PM$_{10}$ sites, while the relatively low-resolution data from the AERONET sites are used to represent aerosol composition and size distributions.

According to AERONET measurements during the period with the observed stratocumulus clouds, aerosol particles, on average, are an internal mixture of 70 % ammonium sulfate and 30 % organic compound. This organic compound is assumed to be water soluble and composed of (by mass) 18 % levoglucosan ($C_6H_{10}O_5$, density = 1600 kg m$^{-3}$, van’t Hoff factor = 1), 41 % succinic acid ($C_6O_4H_6$, density = 1572 kg m$^{-3}$, van’t Hoff factor = 3), and 41 % fulvic acid ($C_{33}H_{32}O_{19}$, density = 1500 kg m$^{-3}$, van’t Hoff factor = 5) based on a simplification of observed chemical composition. Aerosol chemical composition in this study is assumed to be represented by this mixture. Aerosols before their activation can affect radiation by changing the reflection, scattering, and absorption of shortwave and longwave radiation. However, these impacts on radiation are not considered in this study, since the mixture does not include a significant amount of radiation absorbers such as black carbon. Based on the AERONET observation, as exemplified in Figure 2d, the size distribution of background aerosols as CCN is assumed
to follow the tri-modal log-normal distribution. Stated differently, the size distribution of background aerosols as CCN in all parts of the domain during the whole simulation period is assumed to follow size distribution parameters or the shape of distribution as shown in Figure 2d. By averaging size distribution parameters (i.e., modal radius and standard deviation of each of nuclei, accumulation and coarse modes, and the partition of aerosol number among those modes) over the AERONET sites and the period with the stratocumulus clouds, the assumed shape of the size distribution of background aerosols is obtained. With the assumption above, PM$_{2.5}$ and PM$_{10}$ are converted to the background number concentrations of aerosols as CCN.

For the control run, aerosol properties of IN and CCN are assumed to be identical except that the concentration of background aerosols as IN is assumed to be 100 times lower than the concentration of background aerosols as CCN at each of time steps and grid points. This is based on a general difference in concentration between CCN and IN (Pruppacher and Klett, 1978).

In clouds, aerosol sinks and sources control the evolution of aerosol size distribution. These sinks and sources include advection and aerosol activation (Fan et al., 2009). Activated particles are emptied in the corresponding bins of the aerosol spectra. Aerosol mass included in hydrometeors, after activation, is moved to different classes and sizes of hydrometeors through collision-coalescence and removed from the atmosphere once hydrometeors that contain aerosols reach the surface. Background aerosol concentrations are assumed not to vary with height in the planetary boundary layer (PBL), however, above the PBL, they are assumed to reduce exponentially with height. In non-cloudy areas, aerosol size and spatial distributions are set to follow background counterparts. In other words, once clouds disappear completely at any grid points, aerosol size distributions and number concentrations at those points recover to background counterparts. Numerous CSRM studies have adopted this method and proven that it is able to simulate overall aerosol properties and their impacts on clouds and precipitation reasonably well (Morrison and Grabowski, 2011; Lebo and Morrison, 2014; Lee et al., 2016). The impacts of cloud processes on the properties of background aerosols are not considered in this method. The above-described prescription of these properties (e.g., number concentration, size distribution, and chemical composition) means that aerosol physical and chemical
processes are not taken into account for this study. This enables us to isolate effects of given background aerosols on clouds in the domain by excluding those aerosol processes and cloud effects on background aerosol. Note that effects of background aerosols on clouds and precipitation in the domain as a part of the Korean Peninsula have not been well understood.

### 3.3 Additional runs

To examine effects of the aerosol advection on the observed stratocumulus clouds over the Seoul area, the control run is repeated by removing the increase in aerosol concentrations due to the aerosol advection. This repeated run is referred to as the low-aerosol run. In the low-aerosol run, to remove the increase in aerosol concentrations, background aerosol concentrations after 03 LST on January 12th do not evolve with the aerosol advection but is assumed to have background aerosol concentrations at 03 LST on January 12th at every time step and grid point only for the concentration of background aerosols acting as CCN. Here, the time- and domain-averaged concentration of background aerosols as CCN after 03 LST on January 12th in the low-aerosol run is lower than that in the control run by a factor of \(~3\). It is notable that there are no differences in the concentration of background aerosols acting as IN between the control and low-aerosol runs. This is to isolate effects of CCN, which accounts for most of aerosols, on clouds from those effects of IN via comparisons between the runs. Via the comparisons, we are able to identify how advection-induced increases in the concentration of aerosols acting as CCN affect clouds. The ratio of the concentration of background aerosols as CCN at 03 LST on January 12th to that after 03 LST on January 12th varies among grid points and time steps, since the concentration varies spatiotemporally throughout the simulation period in the control run. This means that a factor by which the concentration of background aerosols as CCN varies after 03 LST on January 12th between the control and low-aerosol runs is different for each of the time steps and grid points.

To examine effects of the interplay between ice crystals and droplets on the adopted system of stratocumulus clouds and its interactions with aerosols, the control and low-aerosol runs are repeated by removing ice processes. These repeated runs are referred to as...
the control-noice and low-aerosol-noice runs. In the control-noice and low-aerosol-noice runs, only aerosols as CCN, droplets (i.e., cloud liquid), raindrops and associated microphysical processes (e.g., condensation and evaporation) exist, and aerosols as IN, all solid hydrometeors (i.e., ice crystals, snow, graupel, and hail) and associated processes (e.g., deposition and sublimation) are turned off, regardless of temperature. Via comparisons between the control and control-noice runs, we aim to identify effects of the interplay on the adopted system. Via comparisons between a pair of the control and low-aerosol runs and that of the control-noice and low-aerosol-noice runs, we aim to identify effects of the interplay on interactions between the system and aerosols. Henceforth, the pair of the control and low-aerosol runs is referred to as the ice runs, while the pair of the control-noice and low-aerosol-noice runs is referred to as the noice runs.

To better understand findings in Section 4.1.1, which explain how the interplay between ice crystals and droplets affects stratocumulus clouds, the control run is repeated by increasing the concentration of background aerosols acting as IN by a factor of 10 and 100 at each time step and grid point. These repeated runs are detailed in Section 4.1.2 and referred to as the IN-10 and IN-100 runs, respectively. Table 1 summarizes all of the simulations in this study.

4. Results

4.1 Effects of the interplay between ice crystals and droplets on clouds

4.1.1 The control and control-noice runs

Figure 3a shows the time series of the domain-averaged liquid-water path (LWP), ice-water path (IWP) and water path (WP), which is the sum of LWP and IWP, for the control run, and LWP for the control-noice run. Since in the control-noice run, there are no ice particles, LWP acts as WP in the run. WP is higher in the control-noice run than in the control run throughout the whole simulation period, although at the initial stage before 20:00 LST on January 12th, differences in WP between the runs are not as significant as those after 20:00 LST on January 12th (Figure 3a). The differences in WP between the runs are greatest
around 00:00 LST on January 13th when WP reaches its maximum value in each of the runs (Figure 3a). These differences decrease as time goes by after around 00:00 LST on January 13th (Figure 3a). The time- and domain-averaged WP over the period between 00 LST (local solar time) on January 12th and 00 LST on January 14th is 18 g m$^{-3}$ and 55 g m$^{-3}$ in the control and control-noise runs, respectively. Associated with this, the WP peak value reaches 83 g m$^{-3}$ in the control run, while the value reaches 230 g m$^{-3}$ in the control-noise run (Figure 3a). Over most of the simulation period, IWP is greater than LWP in the control run except for the period between ~22:00 LST on January 12th and ~01:00 LST on January 13th (Figure 3a). In the control run, the time- and domain-averaged IWP and LWP are 11 g m$^{-3}$ and 7 g m$^{-3}$, respectively. Results here indicate that when solid and liquid particles coexist, cloud mass, represented by WP, reduces a lot as compared to that when liquid particles alone exist. To evaluate the control run, satellite and ground observations can be utilized. In the case of the Moderate Resolution Imaging Spectroradiometer, one of representative polar orbiting image sensors on board satellites, it passes the Seoul area only at 10:30 am and 1:30 pm every day, hence, the sensor is not able to provide reliable data that cover the whole simulation period. Multifunctional Transport Satellites (MTSAT), which are geostationary satellites and available in the East Asia, do not provide reliable data of LWP and IWP, although they provide comparatively reliable data of cloud fraction and cloud-top height throughout the whole simulation period (Faller, 2005). Ground observations provide data of cloud fraction and cloud-bottom height throughout the whole simulation period. Hence, the simulated cloud fraction, and cloud-bottom and -top heights are compared to those from the MTSAT and ground observations. The average cloud fraction over time steps when the domain-averaged WP is not zero is 0.92 and 0.86 in the control run and observations, respectively. The average cloud-bottom and -top heights over time steps and grid points with non-zero WP are 230 (250) m and 1.3 (1.5) km in the control run (observations), respectively. Hence, the percentage difference in each of cloud fraction, cloud-bottom and -top heights between the control run and observations is ~ 10% and thus the control run is considered performed reasonably well for these variables.

Condensation and deposition as phase-transition processes are the main sources of cloud mass in the control run. Since in the control-noise run, there are no ice particles, deposition is absent, and thus, condensation alone acts as the main source of cloud mass.
As seen in Figure 3b, condensation rates in the control-noice run are much higher than the sum of condensation and deposition rates in the control run. Associated with this, there is greater cloud mass in the control-noice run than in the control run, although deposition is absent in the control-noice run. However, at the initial stage before 20:00 LST on January 12th, differences between the sum in the control run and condensation rate in the control-noice run are not significant as compared to those after 20:00 LST on January 12th (Figure 3b). Hence, those differences become significant and increase as time progresses after the initial stage. Those differences are greatest around 00:00 LST on January 13th when the sum in the control run or condensation rate in the control-noice run reaches its maximum value. The differences decrease as time goes by after around 00:00 LST on January 13th.

Condensation rate, deposition rate in the control run, and condensation rate in the control-noice run are similar to LWP, IWP in the control run, and LWP in the control-noice run, respectively, in terms of their temporal evolutions (Figures 3a and 3b). This similarity confirms that deposition and condensation are the main sources of IWP and LWP, respectively, and control cloud mass. Thus, understanding the evolutions of condensation and deposition is equivalent to understanding those of LWP and IWP, respectively. Hence, in the following, to understand evolutions of cloud mass and its differences between the control and control-noice runs, we analyze evolutions of condensation, deposition, and their differences between the runs.

The qualitative nature of differences in WP, which represents cloud mass, over the whole simulation period between the control and control-noice runs is initiated and established during the initial stage of cloud development before 20:00 LST on January 12th (Figures 3a and 3b). Hence, to understand mechanisms that initiate differences in WP between the control and control-noice runs, deposition, condensation and associated variables are analyzed for the initial stage. Note that synoptic or environmental conditions such as humidity and temperature are identical between the control and control-noice runs. These conditions act as initial and boundary conditions for the simulations and thus initial and boundary conditions are identical between the runs. Also, during the initial stage, feedbacks between dynamics (e.g., updrafts) and microphysics just start to form and thus are not fully established as compared to those feedbacks after the initial stage. This enables us to perform analyses of deposition and condensation during the initial stage by reasonably...
excluding a large portion of complexity caused by those feedbacks. Hence, those analyses during the initial stage can provide a clearer picture of either microphysical or dynamic mechanisms that control differences in results between the runs.

During the initial stage before 20:00 LST on January 12th, evaporation rates, averaged over the cloud layer, are higher in the control run than in the control-noice run due to the WBF mechanism which facilitates evaporation of droplets and deposition onto ice crystals (Figure 3c). As seen in Figure 3c, the cloud layer is between ~200 m and ~1.5 km in the control run, while it is between ~200 m and ~2.5 km in the control-noice run. Associated with more evaporation, droplets disappear more, leading to a situation where cloud droplet number concentration (CDNC) starts to be lower in the control run during the initial stage (Figure 3d). Then, during the initial stage, the reduction in CDNC leads to a reduction in condensation in the control run as compared to that in the control-noice run (Figure 3b). Fewer droplets mean that there is a less integrated droplet surface area where condensation occurs and this induces less condensation in the control run. However, aided by the WBF mechanism, deposition is facilitated at the initial stage, and this leads to greater deposition than condensation in the control run at the initial stage (Figure 3b). This deposition is inefficient and the subsequent increase in deposition is not sufficient, so, the sum of condensation and deposition rates in the control run is slightly lower than condensation rate in the control-noice run at the initial stage (Figure 3b); this contributes to slightly lower WP in the control run than in the control-noice run during the initial stage (Figure 3a). Hence, slightly greater latent heating, which is associated with condensation, in the control-noice run than that, which is associated with the sum of deposition and condensation, in the control run develops during the initial stage. This leads to stronger feedbacks between updrafts and latent heating in the control run than in the control-noice run after the initial stage, which in turn result in much stronger updrafts after the initial stage in the control-noice run than in the control run. Due to these much stronger updrafts after the initial stage, the time- and domain-averaged updrafts over the whole simulation period are also much greater in the control-noice run than in the control run (Figure 4a). The much stronger updrafts after the initial stage produce much larger WP in the control-noice run than in the control run after the initial stage (Figure 3a).
The WBF mechanism indicates that the surplus water vapor produced by evaporation acts as an additional source of deposition. If water vapor, including the surplus water vapor, is efficiently deposited onto ice crystals, then the reduced cloud mass, due to the increased evaporation and the subsequently reduced CDNC and condensation, can be efficiently compensated by the additional gain of solid mass via deposition in the control run. This would lead to much smaller differences in WP between the control and control-noice runs than simulated. Here, we hypothesize that the inefficient deposition of water vapor is related to much lower cloud ice number concentration (CINC) as compared to CDNC. As seen in Figures 4b and 4c, CINC is ~ 2 orders of magnitude lower than CDNC. Hence, while there is a comparatively large number of droplets that can potentially produce lots of water vapor via evaporation, there is comparatively a small number of ice crystals and thus a small integrated surface area of ice crystals where water vapor can be deposited in the control run. It is hypothesized that this leads to a situation where water vapor, including that from the evaporation of lots of droplets, is not able to find enough surface area of ice crystals for efficient deposition, eventually leading to the inefficient deposition of the surplus water vapor in the control run.

**a. LWP and IWP frequency distributions**

As seen in Figure 5a, the control-noice run has the lower (higher) WP cumulative frequency for WP below (above) ~ 100 g m$^{-2}$ than the control run at the last time step. This means that the lower average WP in the control run is mainly due to a reduction in WP above ~100 g m$^{-2}$ in the control run. Through the WBF mechanism in the presence of ice particles, liquid particles evaporate and condensation reduces. Hence, the LWP frequency reduces substantially in the control run as compared to that in the control-noice run (Figure 5b).

With this reduction, LWP above ~ 800 g m$^{-2}$ disappears and there is in general two to three orders of magnitude lower LWP frequency for LWP below ~ 800 g m$^{-2}$ in the control run than in the control-noice run (Figure 5b).

As seen in Figure 5b, at the last time step, there is the presence of IWP frequency in addition to the LWP frequency in the control run. Through the WBF mechanism, which facilitates deposition, the IWP frequency is greater than the LWP frequency for IWP below
~ 200 g m$^{-2}$ in the control run. Particularly for IWP below ~ 100 g m$^{-2}$, the IWP frequency in the control run is greater than the LWP frequency in the control-noise run. This enables the greater WP frequency in the control run than in the control-noise run for WP below ~ 100 g m$^{-2}$ in spite of the lower LWP frequency below ~100 g m$^{-2}$ in the control run (Figures 5a and 5b). However, the lower IWP frequency for IWP above ~ 100 g m$^{-2}$ in the control run than the LWP frequency for LWP above ~ 100 g m$^{-2}$ in the control-noise run contributes to the lower WP frequency for WP above ~ 100 g m$^{-2}$ in the control run (Figures 5a and 5b). The lower WP frequency for WP above ~ 100 g m$^{-2}$ in the control run is also contributed by the lower LWP frequency for LWP above ~ 100 g m$^{-2}$ in the control run (Figures 5a and 5b).

4.1.2 The IN-10 and IN-100 runs

To test above-mentioned hypothesis about comparatively low CINC and associated inefficient deposition, the control run is compared with the IN-10 and IN-100 runs (Table 1). In particular, in the IN-100 run, the concentration of background aerosols as IN becomes that of background aerosols as CCN. This may be unrealistic. However, the main purpose of the repeated runs is to test the hypothesis and it is believed that the high concentrations of background aerosols as IN in the repeated runs are able to clearly isolate the role of the IN concentration and CINC in WP by making a stark contrast in the IN concentration and CINC between the control and repeated runs.

As seen in Figure 6a, CINC averaged over grid points and time steps with non-zero CINC increases by factors of ~5 (~60), when the concentration of background aerosols as IN increases by a factor of 10 (100) from the control run to the IN-10 (IN-100) run. With these increases in CINC, the average radius of ice crystals decreases by ~15% and 25% in the IN-10 and IN-100 runs, respectively. This induces increases in the integrated surface area of ice crystals and thus deposition in the IN-10 and IN-100 runs as compared to those in the control run (Figures 3b, 6b and 6c). These increases in deposition are more, because of greater increases in the integrated surface area in the IN-100 run than in the IN-10 run (Figures 6b and 6c). Of interest is that the increase in deposition accompanies a decrease in condensation in the IN-10 and the IN-100 runs as compared to that in the control run.
(Figures 3b, 6b and 6c). This is because due to more deposition, more water vapor is transferred from air to ice crystals, which leaves less water vapor for condensation in the IN-10 run and IN-100 runs than in the control run. Greater deposition leaves less water vapor for condensation, leading to less condensation in the IN-100 run than in the IN-10 run.

Associated with increases in deposition and decreases in condensation, IWP increases and LWP decreases in both of the IN-10 and IN-100 runs as compared to those in the control run. Since there are greater increases in deposition and greater decreases in condensation, these increases in IWP and decreases in LWP are greater in the IN-100 run than in the IN-10 run. The increasing deposition and IWP contribute to increases in WP, while the decreasing condensation and LWP contribute to decreases in WP in the IN-10 and IN-100 runs (not shown). Figure 7a shows that there are increases in WP in the IN-10 and IN-100 runs as compared to WP in the control run and those increases are greater in the IN-100 run than in the IN-10 run. This means that the increases in deposition and IWP outweigh the decreases in condensation and LWP, respectively, in the IN-10 and IN-100 runs. This outweighing is greater and leads to greater increases in WP in the IN-100 run than in the IN-10 run (Figure 7a). As seen in Figure 7a, the enhanced average WP in the IN-10 run (the IN-50 run) reaches ~90% (~50%) of that in the control-noice run, while the average WP in the control run accounts for only ~20% of that in the control-noice run. Here, comparisons among the control, IN-10 and IN-100 runs confirm the hypothesis that ascribes much lower WP in the control run than in the control-noice run to the comparatively low CINC and associated inefficient deposition in the control run.

### a. LWP and IWP frequency distributions

With the increasing concentration of aerosols as IN and CINC from the control run to the IN-10 run to the IN-100 run, there are substantial increases in the IWP cumulative frequency, while there are substantial decreases in the LWP cumulative frequency at the last time step (Figure 7b). These increases in the IWP frequency accompany increases in the IWP maximum value from ~200 g m$^{-3}$ in the control run to ~1200 g m$^{-3}$ in the IN-100 run through ~500 g m$^{-3}$ in the IN-10 run (Figure 7b). These decreases in the LWP frequency
accompany decreases in the LWP maximum value from ~700 g m$^{-3}$ in the control run to ~100 g m$^{-3}$ in the IN-100 run through ~300 g m$^{-3}$ in the IN-10 run (Figure 7b). The increases in the IWP frequency outweigh decreases in the LWP frequency between the IN-10 and IN-100 runs (the IN-10 and control run), leading to the greater average WP in the IN-100 run than in the IN-10 run (in the IN-10 run than in the control run).

4.2 Aerosol-cloud interactions

4.2.1 CCN

With advection-induced increases in aerosol concentrations between the control and low-aerosol runs, there are aerosol-induced increases and decreases in IWP and LWP, respectively (Figure 8a). The increases in IWP are outweighed by the decreases in LWP, leading to aerosol-induced decreases in the average WP between the ice runs. As seen in Figure 8b, the WP frequency is greater particularly for WP < ~300 g m$^{-2}$, leading to the higher average WP in the low-aerosol run than in the control run. As seen in Figure 8c, particularly for WP below ~200 g m$^{-2}$, the IWP frequency increases, while the LWP frequency decreases with increasing aerosols between the ice runs. The increase in the IWP frequency is not able to outweigh the decrease in the LWP frequency, leading to aerosol-induced decreases in the average WP between the ice runs. Results here are contrary to the conventional wisdom that increasing concentrations of aerosols as CCN tend to increase WP in stratiform clouds (Albrecht, 1989).

Between the noise runs, there is an increase in LWP (i.e., WP) with the increasing concentration of aerosols as CCN (Figure 8a). The greater LWP frequency, concentrated in the LWP range between ~100 and ~600 g m$^{-2}$, leads to the greater average LWP or WP in the control-noise run than in the low-aerosol-noise run (Figures 8b and 8c).

a. Ice runs

1) Condensation and evaporation
The qualitative nature of aerosol-induced differences in deposition, IWP, condensation and LWP over the whole simulation period between the ice runs is initiated and established during the initial stage of cloud development before 20:00 LST on January 12\(^{th}\) (Figure 8a).

To understand mechanisms that control aerosol-induced differences in deposition and condensation as a way of understanding mechanisms that control those differences in IWP and LWP, the time series of deposition rate, condensation rate and associated variables in each of the ice runs and differences in these variables between the ice runs is obtained for the initial stage. Since this study focuses on these differences in the variables as a representation of aerosol effects on clouds, in the following, the description of the differences is given in more detail by involving both figures and text as compared to the description of the variables in each of the ice runs, involving text only for the sake of brevity.

i. CDNC and its relation to condensation and evaporation

Evaporation and condensation rates are higher in the control run than in the low-aerosol run throughout the initial stage and up to \(\sim\)15:30 LST on January 12\(^{th}\), respectively (Figure 9a). Increases in evaporation tend to make more droplets disappear, while increases in aerosol activation and condensation counteract the disappearance. The average CDNC over grid points and time steps with non-zero CDNC is larger in the control run than in the low-aerosol run not only over the initial stage but also over the whole simulation period (Figures 9a and 10a). This means that on average, the evaporatively-driven increases in the disappearance of droplets is outweighed by the activation- and/or condensationally-enhanced counteraction particularly during the initial stage with increasing aerosol concentrations between the ice runs. As marked by a green-dashed box in Figure 9a, there are steady and rapid temporal increases in the CDNC differences between the ice runs over a period from 12:50 to 13:20 LST on January 12\(^{th}\). This is due to steady and rapid temporal increases in CDNC, which are larger in the control run than in the low-aerosol run, over the period (Figure 9a). More droplets or higher CDNC provides a larger integrated surface area of droplets where evaporation and condensation of droplets occur, and thus acts as more sources of evaporation and condensation. With steady and rapid temporal increases
in CDNC as a source of evaporation and condensation, temporal increases in both evaporation, which are linked to the WBF mechanism, and condensation show a jump (or a surge or a rapid increase) in them for the period between 12:50 and 13:20 LST on January 12th in each of the ice runs. This jump is higher associated with the larger temporal increase in CDNC in the control run than in the low-aerosol run, which induces differences in each of evaporation and condensation between the ice runs to jump, as marked by a red-dashed box in Figure 9a, during the time period.

The jump in differences in condensation between the ice runs is not as high as that in differences in evaporation between the ice runs (Figure 9a). This situation accompanies the fact that in each of the ice runs, the jump in evaporation is higher than that in condensation. This means that differences in the jump between evaporation and condensation are greater in the control run than in the low-aerosol run. Hence, evaporatively-driven jump in the disappearance of droplets outweighs condensation-driven jump in counteraction in each of the ice runs and this outweighing is greater in the control run than in the low-aerosol run during the period with the jumps. Due to this, the increasing temporal trend of CDNC turns to its decreasing trend in each of the ice runs and this decreasing trend is larger in the control run than in the low-aerosol run. This in turn turns the increasing temporal trend of the CDNC differences between the ice runs to their decreasing trend around 13:30 LST on January 12th (Figure 9a).

The decreasing temporal trend of CDNC contributes to a decreasing temporal trend of each evaporation and condensation, starting around 13:30 LST on January 12th, by reducing the integrated surface area of droplets in each of the ice runs. This decreasing trend of each evaporation and condensation is larger associated with the larger decreasing trend of CDNC in the control run than in the low-aerosol run. This induces the increasing temporal trend of differences in each evaporation and condensation between the ice runs to change into their decreasing temporal trend around 13:30 LST on January 12th (Figure 9a). The decreasing trend of evaporation in each of the ice runs is smaller than that in condensation. Associated with this, the decreasing trend of differences in evaporation between the ice runs is smaller than that in condensation (Figure 9a). Stated differently, the temporal reduction in evaporation in each of the ice runs and its differences between the
runs from 13:30 LST on January 12th onwards during the initial stage occurs to a less extent as compared to those in condensation.

ii. Evaporation and condensation efficiency

For a given humidity, the increase in the surface-to-volume ratio of droplets increases the evaporation (condensation) efficiency by increasing the integrated surface area of droplets per unit volume or mass of droplets. Here, evaporation (condensation) efficiency is defined to be the mass of droplets that are evaporated (condensed) per unit volume or mass of droplets. Aerosol-induced increases in the surface-to-volume ratio and thus evaporation and condensation efficiency are caused by aerosol-induced increases in CDNC and associated decreases in the droplet size. Increasing CDNC, in turn, increases competition among droplets for given water vapor needed for their condensational growth, leading to decreases in the droplet size. The average droplet radius over grid points and time steps with non-zero CDNC is 7.3, 9.8, 8.7, and 10.5 µm in the control, low-aerosol, control-noice and low-aerosol-noice runs, respectively. It is notable that the WBF-mechanism-induced evaporation per unit volume of droplets is also strongly proportional to the surface-to-volume ratio of droplets (Pruppacher and Klett, 1978). Hence, between the ice runs, enhanced evaporation efficiency by aerosol-induced increases in the surface-to-volume ratio accompanies aerosol-enhanced WBF-mechanism-associated efficiency of evaporation.

With the steady and rapid temporal increase in CDNC, there is a steady and rapid temporal enhancement of the surface-to-volume ratio of droplets and evaporation efficiency in each of the ice runs between 12:50 and 13:20 LST on January 12th. Remember that these increases in CDNC are larger in the control run than in the low-aerosol run. This induces the greater temporal enhancement of the ratio and evaporation efficiency in the control run than in the low-aerosol run. The temporal enhancement of the ratio and evaporation efficiency accompanies temporally enhancing WBF-mechanism-related efficiency of evaporation. This accompaniment boosts evaporation and enables the jump in temporal increases in evaporation to be greater than that in condensation in each of the ice runs. In association with the larger steady and rapid temporal increase in CDNC in the
control run than in the low-aerosol run, the temporally enhancing WBF-mechanism-related efficiency of evaporation and its boost on evaporation enhance with increasing aerosol concentrations. This, in turn, enables greater aerosol-induced increases in evaporation than in condensation or the greater jump in differences in evaporation between the ices runs than that in condensation over the period between 12:50 and 13:20 LST on January 12th (Figure 9a).

Even when both evaporation and condensation rates decrease with time in association with the decreasing temporal trend of CDNC and the surface-to-volume ratio of droplets over a period after 13:30 LST on January 12th during the initial stage in each of the ice runs, evaporation (condensation) rates are maintained higher throughout the initial stage (up to ~15:30 LST) in association with the higher CDNC and surface-to-volume ratio of droplets in the control run than in the low-aerosol run (Figure 9a). The presence of the WBF mechanism facilitates evaporation and this acts against the temporal decrease in evaporation with time over the period in each of the ice runs. This counteraction by the WBF mechanism reduces the temporal decrease in evaporation and enables evaporation to reduce temporally to a less extent as compared to condensation in each of the ice runs for the period. This accompanies the differences in the temporal reduction between evaporation and condensation that are larger in the control run than in the low-aerosol run. This, in turn, enables differences in evaporation between the ice runs to reduce to a less extent as compared to those in condensation over the period (Figure 9a). Due to this, differences (or aerosol-induced increases) in evaporation and associated aerosol-induced increases in evaporation-driven negative buoyancy between the ice runs are higher than those in condensation and condensation-driven positive buoyancy, respectively, for the period (Figure 9a). This induces the decreasing temporal trend of differences or aerosol-induced increases in updraft mass fluxes between the ice runs over the period (Figure 9a).

The decreasing temporal trend of aerosol-induced increases in updraft mass fluxes eventually leads to lower updraft mass fluxes in the control run than in the low-aerosol run, as represented by negative differences in updraft mass fluxes between the ice runs from ~15:30 LST onwards during the initial stage (Figure 9a). Associated with this, condensation becomes smaller in the control run, as represented by negative differences in
condensation between the ice runs from ~15:30 LST onwards during the initial stage (Figure 9a). The role of the WBF mechanism described in this section can be clearly seen by comparing the ice runs in this section to the noice runs, with no WBF mechanism, detailed in the following Section b.

2) Deposition and condensation

The difference in deposition between the ice runs is negligible and does not vary much with time up to ~15:30 LST on January 12th when the difference starts to show its significant increase (Figure 9a). With the start of the decreasing temporal trend of condensation around 13:30 LST on January 12th, more water vapor, not used by condensation, becomes available for deposition as compared to that before 13:30 LST on January 12th in each of the ice runs. Remember that this decreasing trend is greater in the control run than in the low-aerosol run. Hence, from 13:30 LST on January 12th onwards, more water vapor is available for deposition in the control run than in the low-aerosol run. This leads to the start of larger aerosol-induced increases in deposition between the ice runs around 13:30 LST on January 12th as compared to those increases before ~ 13:30 LST on January 12th (Figure 9a). The decrease in condensation in the control run continues and its differences between the runs grow even after the negative differences in condensation between the runs start to appear around 15:30 LST on January 12th. Hence, aerosol-induced increases in the amount of water vapor, which is not used by condensation and available for deposition, continue even after 15:30 LST on January 12th. This enables aerosol-induced increases in deposition between the ice runs to continue even after 15:30 LST on January 12th (Figure 9a). This is despite the evaporation-driven lower updraft mass fluxes in the control run than in the low-aerosol run from ~ 15:30 LST on January 12th onwards (Figure 9a). This indicates that after ~ 15:30 LST on January 12th, the microphysical process (e.g., the WBF mechanism) which tends to increase deposition with increasing aerosol concentrations outweighs dynamic processes (i.e., updraft mass fluxes) which tend to reduce deposition with increasing aerosol concentrations.
The increasing temporal trend of aerosol-induced increases in deposition is not able to outweigh the increasing trend of aerosol-induced decreases in condensation between the ice runs after ~ 15:30 LST on January 12th (Figure 9a). As discussed in Section 4.1, due to very low CINC as compared to CDNC, there is an insufficient integrated surface area of ice crystals for the deposition of available water vapor in the control run. Remember that there is no change in the background concentration of aerosols as IN between the ice runs. Hence, as seen in Figure 9a, there are negligible differences in CINC between the ice runs, although in comparison to the CINC differences, CDNC increases significantly with increasing aerosols between the ice runs. Hence, the ratio of CINC to CDNC is lower in the control run than in the low-aerosol run. This indicates that CINC per unit CDNC and associated unit evaporation is lower in the control run. Hence, the available water vapor, including that from droplet evaporation, has more difficulty in finding the surface area of ice crystals for deposition in the control run. Remember that there is more available water vapor for deposition, which increases deposition more in the control run than in the low-aerosol run, after ~ 13:30 LST on January 12th as compared to that before ~ 13:30 LST on January 12th. However, the more difficulty in finding the surface area of ice crystals for deposition makes the deposition of the more available water vapor less efficient in the control run than in the low-aerosol run. This damps down the increase in deposition particularly after ~ 13:30 LST on January 12th in the control run. Then, aerosol-induced increases in deposition are not large enough to overcome aerosol-induced decreases in condensation in the control run particularly after ~ 15:30 LST on January 12th (Figure 9a). This in turn leads to the lower average WP in the control run than in the low-aerosol run over the whole simulation period.

b. Noice runs

As between the ice runs, between the noice runs, the activation- and condensationally-enhanced counteraction outweighs the evaporation-induced decreases in CDNC, leading to increases in CDNC with increasing aerosol concentrations (Figures 9a, 9b, and 10b). However, in the noice runs, ice processes, the associated WBF mechanism and increase in the WBF-mechanism-associated efficiency of evaporation with increasing aerosol
concentrations are absent, although aerosol-induced increases in the surface-to-volume ratio of droplets are present. The boost of evaporation by the WBF mechanism in each of the ice runs leads to greater evaporation efficiency in the control run than in the control-noice run and in the low-aerosol run than in the low-aerosol-noice run over the initial stage. Aerosol-induced increases in the boost lead to aerosol-induced greater increases in evaporation efficiency between the ice runs than between the noice runs over the initial stage. Evaporation efficiency in the control, low-aerosol, control-noice, and low-aerosol-noice runs is 1.61, 0.90, 0.21, and 0.12 %, respectively. Here, to obtain evaporation efficiency, the cumulative values of evaporation and cloud-liquid mass at the last time step of the initial stage are calculated as follows:

\[ A = ∭ A \, dV \, dt \]  

(1)

Here, \( dV = dx \, dy \, dz \) and \( t \) represents time. \( x, y \) and \( z \) represent displacement in east-west, north-south and vertical directions, respectively. Evaporation rate in a unit volume of air, which is in a unit of kg m\(^{-3}\) s\(^{-1}\), at each grid point and time step is put into Eq. (1) as “A” to obtain the cumulative value of evaporation. To obtain the cumulative value of cloud-liquid mass, cloud-liquid mass in a unit volume of air at each grid point and time step is first divided by the time step. This divided cloud-liquid mass, which is also in a unit of kg m\(^{-3}\) s\(^{-1}\), represents cloud-liquid mass per unit time and volume and is put into Eq. (1) as “A” to obtain the cumulative value of cloud-liquid mass. Then, the cumulative evaporation is divided by the cumulative cloud-liquid mass to obtain the evaporation efficiency for each of the runs.

With temporal increases in CDNC, which are larger in the control-noice run than in the low-aerosol-noice run, leading to those in CDNC differences between the noice runs, there are temporal increases in condensation and evaporation, which are larger in the control-noice run than in the low-aerosol-noice run, and thus in their differences between the noice runs (Figure 9b). Associated with aerosol-induced smaller increases in evaporation efficiency between the noice runs, aerosol-induced increases in condensation are always greater than aerosol-induced increases in evaporation between the noice runs during the initial stage (Figure 9b). This maintains aerosol-induced increases in updraft
mass fluxes between the noice runs and leads to aerosol-induced increases in WP between the noice runs. In contrast to this, in the ice runs, after ~12:50 LST on January 12th, aerosol-induced increases in condensation become lower than those in evaporation, leading to aerosol-induced lower updrafts and WP (Figure 9a). This comparison between the ice and noice runs confirms that the presence of ice processes and the associated WBF mechanism plays a critical role in smaller aerosol-induced increases in condensation than in evaporation in the ice runs. Figure 11 schematically depicts the flow of processes that are described in Section 4.2.1.

4.2.2 IN

So far, we have examined effects of the increasing concentration of aerosols acting as CCN. However, unlike situations in warm stratocumulus clouds that have garnered most of attention in terms of aerosol-cloud interactions, not only aerosols acting as CCN but also those acting as IN can affect mixed-phase stratocumulus clouds (Rangno and Hobbs, 2001; Lohmann, 2002; Borys et al., 2003). The above-described IN-10 and IN-100 runs as compared to the control run identifies how the increasing concentration of aerosols as IN affects mixed-phase clouds. As seen in this comparison, the increasing concentration of aerosols as IN causes WP to increase, contrary to effects of the increasing concentration of aerosols as CCN. However, at each time step and grid point, a factor by which the concentration of background aerosols as CCN varies between the control and low-aerosol runs is different from that by which the concentration of background aerosols as IN varies among the control, IN-10 and IN-100 runs. For better comparisons between CCN and IN effects, it is better to make consistency in the factors between simulations for CCN effects and those for IN effects. For this consistency, the control run is repeated by reducing the concentration of background aerosols acting as IN (but not CCN) at each time step and grid point by the same factor as used for the reduction in the concentration of background aerosols acting as CCN in the low-aerosol run as compared to that in the control run. This repeated run is referred to as the IN-reduced run and compared to the control run to examine the IN effects. The IN-reduced run is identical to the low-aerosol run except that the
concentration of background aerosols acting as IN but not CCN at every time step and grid point after 03 LST on January 12th is assumed to have that at 03 LST on January 12th.

Figure 9c shows the time series of differences in deposition rate, condensation rate and related variables between the control and IN-reduced runs. With the increasing concentration of background aerosols as IN, there are more increases in CINC between those runs than between the control and low-aerosol runs (Figures 9a and 9c). During the initial stage before 20 LST on January 12th, overall, there is an increasing temporal trend in differences in CINC between the control and IN-reduced runs due to the larger increasing temporal trend in CINC in the control run than in the IN-reduced run (Figure 9c). Increasing CINC provides the increasing integrated surface area of ice crystals for deposition. This leads to the increasing temporal trend in deposition, which is larger in the control run, and in differences in deposition between the control and IN-reduced runs (Figure 9c). However, due to no changes in the concentration of the background aerosols as CCN between the control and IN-reduced runs, there are negligible differences in CDNC between the control and IN-reduced runs as compared to those between the control and low-aerosol runs (Figures 9a and 9c). More deposition induces more evaporation via the WBF mechanism in the control run than in the IN-reduced run (Figure 9c). Between the IN-reduced and control runs, with no increases in the concentration of background aerosols as CCN, increases in the surface-to-volume ratio and the associated enhancement in the WBF-mechanism-related efficiency of evaporation are negligible as compared to those between the control and low-aerosol runs. This contributes to aerosol-induced smaller increases in evaporation between the control and IN-reduced runs than between the control and low-aerosol runs (Figures 9a and 9c).

Mainly due to the increase in evaporation, there is more negative buoyancy and updraft mass fluxes start to reduce in the control run as compared to those in the IN-reduced run around 12:50 LST on January 12th (Figure 9c). Eventually, updraft mass fluxes in the control run become smaller than those in the IN-reduced run around 15:50 LST on January 12th (Figure 9c). This decrease occurs to a lesser extent mainly due to smaller aerosol-induced increases in evaporation between the control and IN-reduced runs than between the control and low-aerosol runs (Figures 9a and 9c). Associated with weaker updrafts in the control run, condensation in the control run becomes smaller than that in the IN-reduced
run around 15:50 LST on January 12\textsuperscript{th} but to a lesser degree as compared to that between the control and low-aerosol runs (Figures 9a and 9c).

When there is aerosol-induced reduction in condensation, there starts to be more available water vapor for deposition and thus aerosol-induced increases in deposition between the control and IN-reduced runs jump around 15:50 LST on January 12\textsuperscript{th} (Figure 9c). This is similar to the situation between the control and low-aerosol runs. However, due to greater aerosol-induced increases in CINC and the associated integrated surface area of ice crystals, after ~15:50 LST on January 12\textsuperscript{th}, there are greater aerosol-induced increases in deposition between the control and IN-reduced runs than between the control and low-aerosol runs (Figures 9a and 9c). Remember that the decrease in condensation, starting around 15:50 LST on January 12\textsuperscript{th}, between the control and IN-reduced runs is smaller than that between the control and low-aerosol runs. This enables the increase in deposition to overcome the decrease in condensation between the control and IN-reduced runs. The larger increase in deposition than the decrease in condensation between the control and IN-reduced runs eventually makes updrafts in the control run greater than those in the IN-reduced run around 18:50 LST on January 12\textsuperscript{th} (Figure 9c).

Initiated by aerosol-induced greater increase in deposition during the initial stage, there is aerosol-induced greater increase in IWP between the control and IN-reduced runs than between the control and low-aerosol runs over the whole simulation period (Figure 12). Initiated by aerosol-induced smaller decrease in condensation during the initial stage, there is aerosol-induced smaller decrease in LWP between the control and IN-reduced runs than between the control and low-aerosol runs over the whole simulation period (Figure 12). This greater increase in IWP dominates over the smaller decrease in LWP between the control and IN-reduced runs, leading to an increase in WP in the control run as compared to that in the IN-reduced run. This is in contrast to the situation between the control and low-aerosol runs. Hence, comparisons between the control, IN-reduced and the low-aerosol runs demonstrate that whether there is an increasing concentration of aerosols as IN or CCN has substantial impacts on how WP responds to the increasing concentration of aerosols.

5. Summary and conclusions
When it comes to stratocumulus clouds and their interactions with aerosols, warm clouds, which are composed of liquid particles only, have garnered most of the attention. However, in mid-latitudes, particularly during the wintertime, there are frequent occurrences of mixed-phase stratocumulus clouds, which are composed of both liquid and solid particles. The level of understanding of mechanisms that control the development of these mixed-phase clouds and their interactions with aerosols has been low. Motivated by this, this study aims to improve our understanding of the development of these mixed-phase stratocumulus clouds and their interactions with aerosols by focusing on roles of ice particles and processes in the development and interactions.

Ice crystals (i.e., cloud ice) and their interactions with droplets (i.e., cloud liquid) via the WBF mechanism in a selected system of mixed-phase stratocumulus clouds lower cloud mass substantially as compared to that in warm stratocumulus clouds. Through the WBF mechanism between ice crystals (i.e., cloud ice) and droplets (i.e., cloud liquid) in the mixed-phase clouds, there are significant increases in the evaporation of droplets. This involves the disappearance of droplets, and subsequently increases in water vapor. These increases in water vapor enhance deposition. However, the increased water vapor or the surplus water vapor is not deposited onto ice crystals efficiently due to the much lower concentrations of aerosols as IN and CINC than the concentrations of aerosols as CCN and CDNC, respectively. This results in the much lower average cloud mass (i.e., WP) in the mixed-phase clouds than in the warm clouds. As the concentration of aerosols as IN and CINC increases, deposition enhances and this enables cloud mass in the mixed-phase clouds to be similar to that in the warm clouds.

In the mixed-phase clouds, with the increasing concentration of aerosols as CCN, there are decreases in cloud mass. In the mixed-phase clouds, aerosol-induced increases in the evaporation of droplets, which involve the WBF mechanism, and their impacts on updrafts outweigh aerosol-intensified feedbacks between condensation and updrafts. This leads to aerosol-induced decreases in cloud mass. However, in the warm clouds, with the increasing concentration of aerosols as CCN, there are increases in cloud mass. Due to the absence of the WBF mechanism, in the warm clouds, aerosol-induced increases in the evaporation of droplets are not as efficient as in the mixed-phase clouds. This enables aerosol-intensified
feedbacks between condensation and updrafts to induce aerosol-induced increases in cloud mass in the warm clouds. With the increases in the concentration of aerosols as IN, there are aerosol-induced greater increases in CINC and deposition than with the increases in the concentration of aerosols as CCN. This enables the increasing concentration of aerosols as IN to induce increases in cloud mass, which is in contrast to the situation with the increasing concentration of aerosols as CCN. The increasing concentration of aerosols as CCN does not increase CINC and thus deposition as significantly as the increasing concentration of aerosols as IN, leading to a situation where increases in evaporation dominate the response of cloud mass to the increasing concentration of aerosols.

It is generally true that the conventional wisdom of stratiform clouds and aerosol effects on them has been established mostly by relying on warm clouds (Ramaswamy et al., 2001; Forster et al., 2007; Wood, 2012). For example, this wisdom generally indicates that increasing concentrations of aerosols as CCN increase cloud mass (Albrecht, 1989). However, in contrast to this, this study shows that in the mixed-phase stratiform clouds, the increasing concentration of aerosols as CCN can reduce cloud mass through the WBF mechanism which involves efficient evaporation of droplets and inefficient deposition of water vapor onto ice crystals. It is also shown that the increasing concentration of aerosols as IN enhances cloud mass in contrast to roles of the increasing concentration of aerosols as CCN in cloud mass. In addition, this study finds that the WBF mechanism reduces cloud mass in the mixed-phase clouds as compared to that in warm clouds. Mid-latitude winter stratiform clouds and high-latitude clouds such as the Arctic stratiform clouds frequently involve ice particles as well as liquid particles and hence are affected by the WBF mechanism and IN. As discussed in Stevens and Feingold (2009), our lack of understanding of these clouds and their interactions with aerosols has made a significant contribution to the high uncertainty in the prediction of climate change. Hence, to reduce this uncertainty especially by reducing the related uncertainty in climate models, we have to go beyond the warm-cloud-based traditional parameterizations of clouds and their interactions with aerosols in climate models. For this, this study indicates that it is imperative to develop new parameterizations that consider the impacts of the WBF mechanism and IN on clouds and their interactions with aerosols.
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FIGURE CAPTIONS

Figure 1. A rectangle represents the domain of interest in terms of the aerosol advection. A dot in the rectangle marks Baekryongdo island and an area to the east of the yellow line in the rectangle is the Seoul area. In the Seoul area, a closed dotted line marks the boundary of the Seoul city.

Figure 2. (a) Time series of PM$_{10}$ and PM$_{2.5}$ observed at the station in Baekryongdo island (BN) and a representative station in the Seoul area (SL). The abscissa represents dates between January 10$^{th}$ and 19$^{th}$ in 2013. The spatial distribution of PM$_{2.5}$ over the rectangle in Figure 1 at (b) 03 LST and (c) 18 LST on January 12$^{th}$ in 2013. (d) Aerosol size distribution at the surface. N represents aerosol number concentration per unit volume of air and D represents aerosol diameter.

Figure 3. Time series of (a) the domain-averaged liquid-water path (LWP), ice-water path (IWP) and water path (WP), which is the sum of LWP and IWP, for the control run, and LWP for the control-noice run, and (b) the domain-averaged condensation rates, deposition rates and the sum of those rates in the control run and condensation rates in the control-noice run. (c) Vertical distribution of the domain-averaged evaporation rates and (d) CDNC over grid points and time steps with non-zero CDNC for the initial stage between 00:00 LST and 20:00 LST on January 12th.

Figure 4. Vertical distributions of (a) the time- and domain-averaged updraft mass fluxes for the control and control-noice runs, (b) the average cloud droplet number concentration (CDNC) over grid points and time steps with non-zero CDNC and (c) cloud ice number concentration (CINC) over grid points and time steps with non-zero CINC for the whole domain and the simulation period in the control run.

Figure 5. Cumulative frequency of (a) WP in the control run and LWP, which is WP, in the control-noice run and (b) LWP and IWP in the control run and LWP in the control-noice run at the last time step.
Figure 6. (a) Vertical distributions of CINC over grid points and time steps with non-zero CINC for the whole domain and simulation period in the control, IN-10, and IN-100 runs. Time series of the domain-averaged condensation rates, deposition rates and the sum of those rates (b) in the IN-10 run and (c) in the IN-100 run. In (b) and (c), condensation rates in the control-noise run are additionally displayed.

Figure 7. (a) Time series of the domain-averaged LWP, IWP and WP for the control run, LWP for the control-noise run and WP for the IN-10 and IN-100 runs. (b) Cumulative frequency of LWP, IWP and WP for the control, IN-10 and IN-100 runs at the last time step.

Figure 8. (a) Time series of the domain-averaged LWP, IWP and WP for the control and low-aerosol runs, and LWP, which is also WP, for the control-noise and low-aerosol-noise runs. (b) Cumulative frequency of WP for the control, low-aerosol run, control-noise and low-aerosol-noise runs, and (c) LWP and IWP for the control and low-aerosol runs and LWP in the control-noise and low-aerosol-noise runs at the last time step.

Figure 9. Time series of differences in the domain-averaged updraft mass fluxes, deposition, condensation and evaporation rates, the average CDNC (CINC) over grid points with non-zero CDNC (CINC) (a) between the control and low-aerosol runs (the control run minus the low-aerosol run), (b) between the control-noice and low-aerosol-noice runs (the control-noice run minus the low-aerosol-noice run) and (c) between the control and IN-reduced runs (the control run minus the IN-reduced run). Dashed lines in (a), (b) and (c) represent zero differences. In (b), due to the absence of ice processes in the noice runs, differences in deposition rates and CINC are absent. A green-dashed box in (a) marks a time period when steady and rapid temporal increases in the CDNC differences between the ice runs occur, while a red-dashed box in (a) marks a time period when a jump in differences in evaporation rates between the control and low-aerosol runs occurs (see text for details).
Figure 10. (a) Vertical distributions of CDNC over grid points and time steps with non-zero CDNC for the whole domain and simulation period (a) in the control and low-aerosol runs, and (b) in the control-noise and low-aerosol-noise runs.

Figure 11. A schematic diagram that depicts the flow of processes that are described in Section 4.2.1 and associated with responses of clouds to increasing aerosols as CCN.

Figure 12. Time series of the domain-averaged LWP, IWP and WP for the control, low-aerosol and IN-reduced runs, and LWP, which is also WP, for the control-noise and low-aerosol-noise runs.
| Simulations         | Increases in the background concentration of aerosols as CCN due to the aerosol advection after 03 LST on January 12th | Ice processes | Background concentration of aerosols as IN |
|---------------------|---------------------------------------------------------------------------------------------------------------|---------------|------------------------------------------|
| Control run         | Present                                                                                                       | Present       | 100 times lower than the background concentration of aerosols as CCN |
| Low-aerosol run     | Absent                                                                                                        | Present       | Same as in the control run               |
| Control-noice run   | Present                                                                                                       | Absent        | Absent                                   |
| Low-aerosol-noice run | Absent                                                              | Absent        | Absent                                   |
| IN-10 run           | Present                                                                                                       | Present       | 10 times higher than in the control run  |
| IN-100 run          | Present                                                                                                       | Present       | 100 times higher than in the control run |

Table 1. Summary of simulations
Figure 2a
Figures 2b and 2c
Figure 2d
Figure 3a
Figure 3b
Figure 3c
Figure 3d
Figure 4a
Figures 4b and 4c
Figures 5a and 5b
Figure 6a
Figures 6b and 6c
Figure 7a
Figure 7b
Figure 8a
Figures 8b and 8c
Figure 9a
Figure 9b

(b)

| Difference | CDNC (x 60 cm$^{-3}$) | Condensation rate ($2 \times 10^5$ g m$^{-3}$ s$^{-1}$) | Updraft mass fluxes (kg m$^2$ s$^{-1}$) | Evaporation rate ($2 \times 10^5$ g m$^{-3}$ s$^{-1}$) |
|------------|------------------------|-----------------------------------------------|----------------------------------------|--------------------------------------------------|
|            | Blue line              | Green line                                    | Red line                               | Cyan line                                         |

Jan. 12th
Time (LST)
08:00 | 09:20 | 10:40 | 12:00 | 13:20 | 14:40 | 16:00 | 17:20 | 18:40 | 20:00
Figure 9c
Figures 10a and 10b
Increasing aerosols as CCN

Presence of ice particles

Increasing WBF-mechanism-induced boost on evaporation

Increases in Evaporation > those in condensation

Decreases in updrafts and condensation

Increases in deposition

Decreases in the ratio of CINC to CDNC

Increases in deposition and IWP < decreases in condensation and LWP

Decreases in WP

Absence of ice particles

No WBF mechanism

Increases in Evaporation < those in condensation

Decreases in updrafts and condensation

Increases in condensation and LWP

Increases in WP

Figure 11
Figure 12