Signal Enhancement of a Variable Rate Vocoder with a Hybrid domain SNR Estimator
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Abstract

The human voice is a convenient method of information transfer between different objects such as between men, men and machine, between machines. The development of information and communication technology, the voice has been able to transfer farther than before. The way to communicate, it is to convert the voice to another form, transmit it, and then reconver it back to sound. In such a communication process, a vocoder is a method of converting and re-converting a voice and sound. The CELP (Code-Excited Linear Prediction) type vocoder, one of the voice codecs, is adapted as a standard codec since it provides high quality sound even though its transmission speed is relatively low. The EVRC (Enhanced Variable Rate CODEC) and QCELP (Qualcomm Code-Excited Linear Prediction), variable bit rate vocoders, are used for mobile phones in 3G environment. For the real-time implementation of a vocoder, the reduction of sound quality is a typical problem. To improve the sound quality, that is important to know the size and shape of noise. In the existing sound quality improvement method, the voice activated is detected or used, or statistical methods are used by the large mount of data. However, there is a disadvantage in that no noise can be detected, when there is a continuous signal or when a change in noise is large. This paper focused on finding a better way to decrease the reduction of sound quality in lower bit transmission environments. Based on simulation results, this study proposed a preprocessor application that estimates the SNR (Signal to Noise Ratio) using the spectral SNR estimation method. The SNR estimation method adopted the IMBE (Improved Multi-Band Excitation) instead of using the SNR, which is a continuous speech signal. Finally, this application improves the quality of the vocoder by enhancing sound quality adaptively.
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1. Introduction

People use sound as one of the basic communication tools in daily life. The human voice is in fact sound radiated to the air through respiratory and vocal organs. Unless filtered through a certain media, this sound cannot be recorded or stored. Differing from letters or pictures, voice cannot be delivered or stored through solid media, however, it is delivered or recorded through media or environments with changing features such as air, communication paths, or recording devices. Although a flexible environment has the advantage of easy utilization it also has the disadvantage of being highly affected by the surrounding environment. This is the case when communicating through voice, and the quantity and quality of information delivered by voice communication varies highly depending on surrounding noise [1-7][23-27].

Today, with the development of IT(Information Technology) in general, the field of sound signal processing and its related technology is also rapidly advancing. Indeed, much research has been carried out in different fields with the aim of enabling smooth conversation between humans and computers, or better communication between people using communication devices [8-12][37-40]. Research into delivering the intentions of a person to a computer through sound analysis and a speech recognition system has shown outstanding potential in quiet places such as a laboratory [13-18]. However, results are less satisfactory in situations where more noises are made. Furthermore, in terms of the process of delivering sound signals a great distance using wire/wireless devices, research on moving a lot of data through a small communication bandwidth like the internet is being carried out. Whether going through a communication line or not, many different methods of improving the quality of sound delivered are being studied and suggested. In contrast, studies on noise and errors occurring in communication lines are carried out in a different way [19-26].

In general, when improving sound signals damaged by noise, it is assumed that noise features are additional factors with no correlation with sound signals. Nevertheless, it is more important to understand the size and type of noises added to improve the overall sound quality. This is especially the case with spectrum subtraction, that subtracts the amount of noise from the spectrum, which makes finding the amount and type of noise critical. Yet, if noise is added to a sound signal, there are in actuality many limitations to estimating the last point of sound period or measuring or assuming the size or type of the added noise [27-33].

To enhance speech quality, Boll(1979) proposed Spectral-Subtraction which uses the voice active detection method [25]. After Boll(1979), other developed speech enhancement mechanisms have been suggested. For instance, MMSE(Minimum Mean Square Estimator) estimated environment noise conditions through statistical analysis [26][27]; MS(Minimum Statistics) minimized noise errors using statistics [11][12]; and HMM (Hidden Markov Model) evaluated noise and voice [13].

In mobile communication systems, or internet voice communication systems, the methods used to effectively change and compress analogue signals into digital signals play the most important role in determining capacity and quality in the communication system. Similarly the function of voice coding technology in a telecommunication system affects the quality of recovered signals and the capacity of the system. The most common method of improving voice coding technology is to enhance the quality of the input signal by using a processor of the coding device. How to improve sound quality has been explained above. Further, one of the most general methods used for improving sound quality is to detect voice period, estimate the noise, and apply spectral subtraction. Among the large amount of existing research on sound coding devices, one of the most common reoccurring methods mentioned on VoIP or wireless communication is the CELP method. This CELP method enables high quality sound
within a transmission rate of 4.8kbps to be obtained. Furthermore, the standardization of this method in various applications has been completed by many international standards organizations such as ITU-T and TIA/EIA [30-31][36-40].

In this research, we added pre-processing to the ordinary vocoder to improve its quality under an environment with low transmission rates and noisy conditions. In more detail, a sound sample mixed with noise is divided into a sound period with a short term and its SNR is estimated. Then, this SSNR is combined to calculate the SNR of total sound signals, then the spectral subtraction method is applied. This suggested method does not apply VAD, one of the methods used before, and directly utilizes voiced and unvoiced sound information in continuous sound section. In other words, the conventional method can not improve the sound quality by estimating the SNR. However, the method suggested has the advantage of being able to enhance the sound quality, even if the amount and shape of the noise changes between the sound quality enhancement and the voice signal through the SNR estimation [28][29].

This research describes the technology for detecting LPC and pitch for sound generation models, and extracting noise factors in Chapter 2. In Chapter 3, it explains SNR estimation technology. In Chapter 4, it discusses sound coding devices and the suggested pre-processing device of sound coding technology. Finally, it explains the tests and its result, and makes final conclusions in Chapter 6.

2. Speech Generation Model and Voice Analysis

2.1 Ordinary speech generation model

Fant(1958) designed a linear model of a voice speech system, which divides voices emitted into the air by excitation source and vocal track. Excitation source and vocal track are mutually independent. This method uses a quasi-period pulse for voiced sounds, a white-Gaussian-noise for unvoiced sounds, and a glottal is a vocal cord model [20][30]. Fig. 1 is a block diagram of the ‘speech generation model’ as explained. Excitation source uses impulse train and white sound to present the Voiced/Unvoiced signal by switching mode during the time slot. The pitch frequency has the most crucial role of the excitation source in the voiced section. The vocal track can be modeled according to a resonance tube model known as formant frequency. Formant is the resonant frequency of the vocal track. The resonant frequency varies according to the movement of the tongue and by the movement of the tube in the throat, depending on what is being pronounced. Inversely, if we know the resonant frequency of the voice waveforms coming out of the lips, we will be able to figure out what was pronounced [21].
2.2 Pitch

Voiced sound happens when air is forced through openings between the glottis, i.e., vocal cords [22]. Air from the lungs comes up, and is forced against the closed vocal cord. Then, the vocal cords are opened and closed quasi-periodically by tension in the vocal cords', and air is moved to the vocal track. This quasi-periodical vibration of the vocal cord makes air tremors to excite the vocal track, then voiced. This period, the time from the opening of the vocal cords to their next opening time, is called the fundamental period \( T_0 \), and the vibrating speed of the vocal cords is called the fundamental Frequency \( F_0 \). Although the term pitch is often used as having the same meaning as fundamental frequency, there are subtle differences between the two, but in general, pitch is often used to mean the fundamental frequency [23].

2.3 Pitch Detection methods

The wide range of pitch detection methods can be divided into frequency-domain methods and time-domain methods [4] [24]. A time-domain pitch detection method is shown in Fig. 2. Time domain methods estimate the period of a signal, and then invert that value to obtain the frequency. Some of the more complicated methods include the Autocorrelation method (ACM) and the Average-Magnitude-Difference-Function (AMDF), which are parallel processing methods. These methods only involve simple calculation such as addition, subtraction or simple comparison. However, the detection of pitch is complex and error rates increase in transition sections or noise corrupted signals.

![Fig. 2. Pitch Detection Method in Time-Domain](image)

Pitch Detection of the spectrum-domain is shown in Fig. 3. A speech signal is given, and then a time domain signal is converted into the frequency domain. Representative pitch detection methods of frequency domain include the harmonic production spectrum, the frequency lifter method and comb-filtering methods. In general, a spectrum frame has been obtained by the units 20 ~ 40ms, so there is less error in the transition section or from additive background noise. However, transformation into the frequency domain is complex and if the resolution for finding fundamental frequency is increased, processing time becomes longer and becomes dull to the changed characteristics [5].

![Fig. 3. Pitch Detection Method in Frequency-Domain](image)

2.4 Formant

Formant refers to the frequency peaks of the sound spectrum [22]. Formants are acoustic energy, which is concentrated around a specific frequency of a speech wave. The formant
frequency is determined by the natural frequency of the vocal track. This frequency assumes a simplified model of the vocal track. The formant frequency is measured by searching the emphasized band in the frequency domain \[20-23\]. Formant is usually assessed as sound, generated as discussed above, propagates down these tubes, the frequency spectrum is shaped by the frequency selectivity of the tube. This effect is very similar to the resonance effects observed with organ pipes or wind instruments. In the context of speech production, the resonance frequencies of the vocal tract tube” [22: p.88].

3. SNR Estimation of Sound Signal Using Hybrid Domain

3.1 SNR Estimation method on Hybrid domain

This section suggests an algorithm for estimating SNR by analyzing sound signals received from a noise environment in a hybrid domain. In terms of a continuous sound signal, with no silence, it is impossible to calculate SNR by using the output of the existing sound period detector. However, based on the suggested method, one can estimate the amount and type of the noise in a continuous speech signal. This is possible because the suggested method does not divide the received sound into silence or noise sections but computes signal to noise ratio based on the rate of pitch changes, estimations in frequency area, and log-spectrum-distance between the received signals. Thus, methods of detecting sound period such as VAD are unnecessary, and this also allows the assumption of SNR in direct signals [34-35].

The general SNR estimation method utilizes the VAD method to delineate between silent and voice sections. Then, it calculates the amount of energy in the silent and voice sections to assume SNR. With the existing method, it is difficult to know the amount and type of noise in sectors where sound is being created continuously or environmental noise changes in the sound period. However, as this method is based on continuous sound signals and parameters in segments of the total signals, including the silent sections, it has the advantage of being able to be used even in cases where environmental noise changes or silent sound sections cannot be detected.

The theory of estimating SNR is to use features of sound signals and noise signals. To begin with, for voiced sound, air generated from the lung goes through the vocal track in a quasi-periodic manner, depending on the opening and closing of the glottis. At this time, pitch in voiced sound is detected. By calculating its frequency, the fundamental frequency of the vocal cords can be calculated. Although sound signals tend to change depending on time, pitch does not vary greatly in this voiced sound period. That is, voiced sound has a high level of correlation with the change in time. In contrast, one of the features of noise is that it has a low level of correlation with the neighboring sectors. By using such features, one can calculate the amount of noise mixed by using changes in pitch in the voiced sound period. If white noise is added to the sound signal, the period section represents one that has noise signal added to the total signal. One can easily calculate the noise by comparing pitch values in the analyzing section. Equation (1) below is for calculating the parameters for estimating the amount of noise in the voiced sound section.

\[
ESNR = 10\log_{10} \left( \frac{C}{1-C} \right)^2
\]
Here, $C$ is the value for analyzing correlation in waveform of input signal and this correlation equals parameters normalized in sub-frames. This is calculated by equation (2).

$$C = \sum_{k=1}^{K-1} \frac{R(\tau_k, \tau_{k+1})}{V(\tau_k, \tau_{k+1})}$$  \hspace{1cm} (2)$$

$R(,)$ and $V(,)$ show cross-correlation values and the maximum correlation values of the analyzing sections respectively. That is, this equation calculates changes in standardized pitch by frame and estimates SNR by using calculated values.

Secondly, as explained in the speech generation model, unvoiced sound is excited by random white signals. The speech signals for the unvoiced section can be calculated based on white noise and convolution of the vocal track. Here, noise added with sound signals that equals unvoiced sound has low cross-correlation, however, this noise has similar features with that of voiced sound. By comparing revised log-spectrum distance as shown below, and feature difference between received signals with the noise and estimated LPC parameters, one can compute the gap created from the noise.

$$D_{\text{modLSD}} = \frac{1}{2} \int_{-\pi}^{\pi} \left[ 10\log_{10} \hat{H}(\omega) - 10\log_{10} R(\omega) \right] d\omega$$  \hspace{1cm} (3)$$

Here, $\hat{H}(\omega)$ means the frequency response of the received signal and to calculate the frequency response, LPC analysis of the received signal is applied. To understand the comparative difference of $R(\omega)$ in consideration to $\hat{H}(\omega)$, this research omitted the square in LSD(Log spectrum distance) calculation. Also, the absolute value is applied to consider distance. This can be made into an equation as shown below and this modified-LSD is used to calculate the amount of noise added to the received sound signal.

The following diagram shows an algorithm for estimating SNR of a continuous sound signal in a flow chart. At the start, when the sound signal enters, it is segmented into a short time unit that is analyzable and then voiced/unvoiced sounds of each segment frame are determined, which is done by the energy. Then, segments other than voiced sound are categorized as non-voiced segments. Estimation of voiced sound is done by pitch and for non-voiced sound, its SSNR(Segmental Signal to Noise Ratio) is calculated by using LPC and difference in frequency distance of the received signal.

![Fig. 4. Block diagram of SNR Estimation Algorithm](image-url)
3.2 Performance Verification of Hybrid domains SNR Estimator

To verify the function of SNR estimation device, as shown in Fig. 5, a sound sample recorded in a studio is accurately measured and a sound signal with added white noise of 10db SNR is applied. The waveform of Fig. 6 (the upper picture) and the dotted line in the lower picture in Fig. 6 show SSNR by frame, each calculated by using input signal and added noise. The dotted line show estimated ESSNRv(Estimated segmental SNR on Voiced) by frame.

Fig. 5. Clean speech recording signal waveform

As the sound signal has different energy by frame, the correlation coefficient changes depending on the frame. The diagram below shows SSNR curve and ESSNRv curve by frame. One can assume estimated SNR from the average SNR value of the total sectors.

Fig. 6. SSNR and Estimated SSNR plot of 10dB white noise added signal

Value of modified LSD is checked simultaneously to confirm the function of SNR estimating device in the unvoiced sound sector. Similar to the voiced sound, the experiment is done by adding noise to the signal in Fig. 7 so that exactly 0dB SNR is made.
The upper part of Fig. 7 is signal waveform with added white noise at 0dB SNR, and the middle diagram shows $D_{\text{mod}LS}$ in the unvoiced sector. The lower diagram shows SSNR (dotted line) changes in ESSNRuv (Estimated segmental SNR on UnVoiced, red line), and SNR estimated in unvoiced sound section. Looking at the changes in $D_{\text{mod}LS}$ in the lower diagram, it was found that noise added to the original sound signal is affecting the estimation of frequency spectrum of the vocal track parameter.

4. Vocoder and proposed preprocessor of vocoder

4.1 Vocoder

In speech waveform coding technology, there is a method for transmitting information about the waveform itself and a method for compressing and transmitting, by using the characteristics inherent in the speech signal. In particular, the vocoder represents the second mechanism, where the transmit end models the characteristics of a voice signal and sends the various parameters, and restores(synthesizes) the voice signal using the received parameters at the receiving end. Vocoder is an acronym for voice coding and decoding. The vocoder is also a category of a voice codec for analyzing and synthesizing human voice signals for compression, multiplexing of voice and sound signals, voice encryption, voice conversion, and voice synthesis. The incipient vocoder type, the channel coder, developed for 1930s
communications systems, was proposed to reduce the bandwidth for multiple transmissions and receptions [35-40].

In a vocoder, a method for reducing band capacity is to decrease the redundancy occurring in the transmission process. If the encoder and decoder of the vocoder use mutually agreed parameters, it is possible to synthesize the undelivered sound in the process of reconstructing at the decoder. In addition, the redundancy of the speech signal represented by the pitch, formant, and perceptual parameters in a short interval, means that the transmission rate can be saved by using that data. Generally, a vocoder operating at a data rate of 4 ~ 10 Kbps has a somewhat lower sound quality than a 16 ~ 64 Kbps waveform coding, but is superior to waveform coding at a bandwidth lower than 10 Kbps. On the other hand, the vocoder using a speech generation model of the human voice, music, environmental sounds, and wide-band sound signals can not be accurately reproduced, and the signal processing delay and power consumption increase [35-40].

The standard speech coder starts from the 64kbps PCM (Pulse Code Modulation) method adopted in ITU-T recommendation G.711 in 1972 and standardized to 32kbps ADPCM (Adaptive DPCM) and 16kbps LD-CELP (Low-Delay CELP). In ITU-T, the standardization of the 8kbps voice encoder with lower transmission rate that can be used in the wireless environment was carried out in 1996 by using CS-CELP (conjugated structure algebraic CELP) as G.729 and as ACELP / MP-MLQ (algebraic CELP / Multipulse Maximum Likelihood Quantization) 5.3 / 6.3kbps dual rate as G.723.1 draft recommendation. The commercial and standardized vocoder types include 4.8 Kbps /2.4 Kbps Improved Multi Band Excitation coder, 4.8 ~ 8 Kbps Department of Defense Code Excited Linear Prediction coder, 8 Kbps Vector Sum Excited Linear Prediction coder, 8 Kbps Qualcomm CELP coder and 16 Kbps Low Delay CELP coder [35-40]. Low transmission rate vocoders compress and transmit voice model parameters without transmitting human voice as it is, which makes for efficient use of channel capacity [35-40].

4.2 Proposed preprocessor of vocoder

Speech signal refers to “time-variant-signal, which includes pitch and formant” [4:p.187]. However, the signal involves quasi-periodical components such as formant, pitch, and group energy enveloped in short period analysis of voice. In noise corrupted voice signals, it is difficult to decide the start and end points of the speech, and to detect the voice section and the noise section [5]. In particular, when the amount of noise is large and the special colored noise is mixed, the SNR of the voice signal is low as is well known. However, it is difficult to estimate SNR’s value and it is more difficult to improve the sound quality.

However, if we know that the SNR is low and if the type of noise is predictable, we can use sound quality enhancement by spectral subtraction with a noisy signal in the frequency domain. Unfortunately, estimating the SNR and the type of noise is difficult when a signal is continuous and noisy, as shown in previous studies.

The proposed preprocessor of speech coder adds SNR estimation and adaptive noise to enhance the speech quality of existing variable rate vocoder. First, it estimates the SNR for the continuous speech input signal using the SNR estimation method of the hybrid domain described in Section 3.1 Then, based on this, the noise is removed adaptively in a short interval in continuous speech signal, and then used as the input of the speech codec for ordinalty. Fig. 8 is a block diagram of a variable rate vocoder including the proposed preprocessor. The proposed block diagram is explained again. The SNR of the signal input from the preprocessor
is estimated and adaptive noise canceling is performed. Then, the process analyzes the LPC analysis and the transmission rate, which are general transmission processes of the vocoder, and re-extracts the pitch information necessary for the vocoder. Then, the received signal is compressed and transmitted using a codebook.

\[ ESSNR = \lambda \mu \]

(4)

5. Experiment and Result

5.1 Environment for Test and Data Collection

For functional evaluation of the suggested algorithm, objective tests were carried out in various noise environments including white noise. The experiment was undertaken to affirm the usability of noise cancellation in the changes of SNR. The sample for the experiment was the National Chart of Education, and the data was prepared after 8 KHz sampling, 16 bits per sample quantization. The sample was read repeatedly by five men and five women. The result values were obtained by adding the noise to the sampling and measuring the SNR and PESQ. The voices were recorded in an anechoic room.

Usually, a frame length of 20~40ms is used in the time section but this research applied 64ms in consideration of the FFT window size. The total number of samples by frame is 512. For window overlap, it shows a good function under 50% when estimating SNR of sound signal and this research applied 25% overlap to measure SNR by frame. Hamming Window 512 sample was used for dividing the frame. Lastly, white noise was added to the final signal recording to make it 0, 10, and 20dB SNR.

The test results were verified using objective function evaluation by using signal improvement and PESQ through direct comparison between SNR estimation and original sound signal. Perceptual Evaluation of Speech Quality is defined as “the result of several years
of development and is applicable not only to speech codecs but also to end-to-end measurements” [40:p.7].

5.2 SNR Estimator experiment result

Fig. 9 shows the test results of verifying functions of the SNR estimation device under a white noise environment. At this time, the input signal is calculated to have a 2dB interval SNR starting from -20dB to 20dB by adding the noise. It was found that the result changes linearly under the white noise environment depending on SNR changes. There was a change in gradient near the area where SNR value was -2dB and at the area with signal over 0dB, degree of estimation became slow. Overall, SNR estimation was higher than the input SNR. Average of estimated error is 5.84dB and standard deviation of the error value is 3.71.

![Average SNR vs Input SNR](image)

Fig. 9. Estimate SNR plot of white noise environment

Fig. 10 shows test results for verifying the function of the SNR estimating device under a noise environment inside a car. At this time, input signal is calculated to have 2dB interval SNR starting from -20dB to 20dB by adding the noise. Estimated test results changed around the -3dB area, and output SNR compared to input sustained a linear shape. Overall, similar to the white noise, it had a relatively lower SNR than input but its ratio varies around an SNR of 18dB and 20dB. What is more, it was found out that there was a change in estimated test results in SNR areas with under -8dB. The average of estimated errors is 2.59dB and standard deviation of the error amount is 3.30.
5.3 Functional Test of Pre-processor of Vocoder

With SNR estimation value verified in 4.2, a test was carried out based on the spectral-subtraction method. The output value obtained from this process is the ANC output value. Afterwards, SNR values going through the vocoder and coding devices that went through the ANC are compared. Table 1 shows SNR values based on ANC and improved SNR value. Looking at the average signal value with input signal of 0dB SNR, ANC output was enhanced by 5.94dB. Once this signal goes through the vocoder, there was an approximate –2dB decrease in sound quality of the vocoder and output of the vocoder from ACN output turned out to be 4dB SNR signal. It was found that enhancement of average 4dB SNR was made for 0dB SNR. Also, average amounts of improved signal value of 0, 10, 20dB were made by 2.75dB. In consideration of the fact that there was a decrease of an average of 6dB SNR in sound quality in G.723.1 transmission vocoder, it is estimated that an average of 8dB improvement in sound quality was made.

Table 1. SNR value comparing that the ANC use

| Input | ANC output | normal vocoder output SNR | ANC output vocoder SNR | SNR difference of Noise canceling |
|-------|------------|---------------------------|------------------------|----------------------------------|
| 0     | 5.94       | 0.00                      | 4.00                   | 4.00                             |
| 10    | 13.12      | 7.23                      | 10.43                  | 3.20                             |
| 20    | 20.13      | 13.42                     | 14.48                  | 1.06                             |
We confirmed improved value through SNR by checking the degree of enhancement by physical quantity of the signal, then PESQ analysis was undertaken to confirm any improvements in quality of sound heard. The highest score of PESQ is 5 points and no unit exists. For 0dB input sample, there was no big improvement found but for 20 and 30dB, there was an approximate average of 0.37 points improvement in PESQ. Table 2 shows the average values of PESQ test results. This test was done to test PESQ of general vocoder output and ANC output. In terms of 0dB SNR signal, there was a 0.06 point increase in the PESQ value in consideration to a decrease in sound quality of the vocoder. However, for the 10, 20dB SNR signals, there was only an approximate increase of 0.3 points. The total average value was improved by 0.37. This equates to a listener being able to hear words that he/she could not hear before, and still being able to recognize the signal even if continuity of the sound has decreased by 30%.

| Input (PESQ) | ANC output | normal vocoder output PESQ | ANC output vocoder PESQ | PESQ difference of Noise canceling |
|-------------|------------|-----------------------------|-------------------------|-----------------------------------|
| 1.62        | 1.80       | 1.24                        | 1.30                    | 0.06                              |
| 2.20        | 2.42       | 1.78                        | 2.21                    | 0.43                              |
| 3.01        | 3.25       | 2.69                        | 2.99                    | 0.30                              |

6. Conclusion

This research has examined estimation methods for the amount of noise in a continuous sound signal and tested its function by pre-processor of vocoder. The previous noise estimating algorithm can only calculate noise in a section where no sound signal exists to minimize the influence of the sound signal. However, for this method, it is necessary to use sound section extraction to find periods with noise only. If no silent periods exist in the sound signal then noise estimation in the silent period through sound extraction and SNR method cannot be applied. Further, if the size of the noise changes, it becomes more difficult to estimate the amount of the noise. For sound signals depleted by noise, as silence and noise have similar shapes, it is not easy to extract the silent sector. Nevertheless, it is necessary as well as important to estimate the volume of the noise to improve sound signals in various environments.

This research suggests a way to estimate SNR in the received sound signal period in cases where a sound signal is damaged by noise. Depending on the origin of the sound signal, it is divided into non-silence and silence sounds. In each section, this research tries to estimate SNR based on special features of sound and noise signals. When this SNR estimation device is applied, it provides the big advantage of not only calculating noise energy in the silent period through sound section extraction like VAD, but of also being able to estimate noise levels in continuous sound signal.

To check functionality of the suggested method, tests were carried out in various noise environments, including white noise. Depending on the amount of the noise, mostly, linear responses were made. However, there were some cases where SNR estimation varies depending on the type of the noise. This is because shapes shown in the silence sector, and the time and frequency scopes of the noise look similar, which results in having almost the same
shapes in the noise and silence sound. Moreover, in a functional evaluation through vocoder, sound improvement using noise canceling had an average 2.75dB increase in SNR and 0.37 in PESQ. In the future, research on the following issues shall be done; tests on a wider variety of samples, determination on the rate that changes variably and its influence on sound quality, and any improvements that could be made in SNR estimations and algorithms for improving sound quality.
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