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ABSTRACT. In this paper we refine a weighted partition identity of Alladi. We write formulas for generating functions for the number of partitions grouped with respect to a partition statistic other than the norm. We tie our weighted results and the different statistic with the crank of a partition. In particular, we prove that the number of partitions into even number of distinct parts whose odd-indexed parts’ sum is \( n \) is equal to the number of partitions of \( n \) with non-negative crank.

1. Introduction and Notations

A partition is a finite sequence \( \pi = (\lambda_1, \lambda_2, \ldots) \) of decreasing (not necessarily strict) positive integers. The elements of the sequence \( \pi \) are called the parts of the partition \( \pi \). We define the norm of a partition \( \pi \) as the sum of all its parts, \( \lambda_1 + \lambda_2 + \ldots \), and this will be denoted as \( |\pi| \). As an example, there are 5 partitions, \((4)\), \((3, 1)\), \((2, 2)\), \((2, 1, 1)\), \((1, 1, 1, 1)\), with norm equal to 4. For an integer \( n \), we will use partitions of \( n \) to denote the set of all the partitions with norm \( n \). Abiding the general convention, we accept the empty sequence as a partition, and it is the unique partition of 0.

The norm of partitions is one of the most natural statistics. There are finitely many partitions with a fixed norm. This makes the norm a great candidate for indexing generating functions. The theory of partitions is primarily concerned with the relationship between the sizes of different sets of partitions where elements from both sets have the same norm. One early example is due to Euler [4].

**Theorem 1.1** (Euler, 1748). The number of partitions of \( n \) into distinct parts is the same as the number of partitions of \( n \) into odd parts.

Theorem 1.1 and many other theorems of the same spirit utilizes generating functions in their proofs. Let \( A \) be a set of partitions, and let \( p_A(n) \) be the number of partitions in \( A \) with norm \( n \). Then

\[
\sum_{\pi \in A} 1 \cdot q^{||\pi||} = \sum_{n \geq 0} p_A(n)q^n
\]

is the generating function for the number of partitions with the same norm from the set \( A \) written in two separate combinatorial ways, abstract and enumerative respectively. Here it is clear that every partition \( \pi \in A \) makes a contribution of one to the \( q^{||\pi||} \) term.

We would like to introduce four classically studied sets of partitions.

i. Let \( U \) be the set of all (unrestricted) partitions.
ii. Let \( D \) be the set of all partitions into distinct parts.
iii. Let \( RR_1 \) be the set of all partitions with difference between parts \( \geq 2 \).
iv. Let \( RR_2 \) be the set of all partitions with difference between parts \( \geq 2 \) where parts are \( > 1 \).

These listed sets are nested: \( RR_2 \subset RR_1 \subset D \subset U \). The generating functions for the number of partitions from these sets are extensively studied in the literature.

One can generalize the classical approach of writing abstract generating functions with respect to the norm (1.1) by attaching weights in the place of 1. In 1997, Alladi [1] inquired about the existence
and identification of a weight \( \omega_S(\pi) \) on a set of partitions \( S \) so that

\[
\sum_{\pi \in S} \omega_S(\pi) q^{|\pi|} = \sum_{\pi \in T} q^{|\pi|}
\]

for some set of partitions \( T \) that contains \( S \). He proved the interesting result, which exemplifies the existence of solutions of (1.2):

**Theorem 1.2** (Alladi, 1997). Let \( \nu(\pi) \) denote the number of parts of \( \pi \). Then

\[
\sum_{\pi \in \mathbb{R}_{R1}} \omega_{1,2}(\pi) q^{|\pi|} = \sum_{\pi \in \mathcal{U}} q^{|\pi|}
\]

where

\[
\omega_{1,2}(\pi) := \nu(\pi)^{-1} \prod_{i=1}^{\nu(\pi)-1} (\lambda_i - \lambda_{i+1} - 1),
\]

and weight of the empty sequence is considered to be the empty product, and is set equal to 1.

Similar weighted identities and their interesting applications have been discussed [1], [2], and [3].

It should be noted that the relation \( T \subset S \) in (1.2) is of little interest. In this case one can define the weight \( \omega_S(\pi) \) to be the indicator function

\[
\omega_S(\pi) := \begin{cases} 1, & \text{if } \pi \in T, \\ 0, & \text{otherwise.} \end{cases}
\]

Our main motivation lies in the similar question to the one of Alladi’s. We would like to identify statistics \( \Lambda \) such that for sets of partitions \( S \subset T \) we have

\[
\sum_{\pi \in S} q^{\Lambda(\pi)} = \sum_{\pi \in T} q^{|\pi|},
\]

Later we prove the following result:

**Theorem 1.3.**

\[
\sum_{\pi \in \mathcal{D}} q^{\mathcal{O}(\pi)} = \sum_{\pi \in \mathcal{U}} q^{|\pi|},
\]

where \( \mathcal{O}(\pi) := \lambda_1 + \lambda_3 + \ldots \), the sum of the odd indexed parts, for a partition \( \pi = (\lambda_1, \lambda_2, \ldots) \).

Similar to the problem of identifying weights, the case \( T \subset S \) is trivial since one can formally pick

\[
\Lambda(\pi) = \begin{cases} |\pi|, & \text{if } \pi \in T, \\ \infty, & \text{otherwise,} \end{cases}
\]

where we assume \( |q| < 1 \).

For \( i \in \{1, 2\} \), identifying the weights \( \omega_i(\pi) \), the partition statistics \( \Lambda_i \), and sets of partitions (or vector partitions) \( S \) and \( T \) that satisfy

\[
\sum_{\pi \in S} \omega_1(\pi) q^{\Lambda_1(\pi)} = \sum_{\pi \in T} \omega_2(\pi) q^{\Lambda_2(\pi)}
\]

is an enveloping generalization of the mentioned questions related with (1.2) and (1.4). This general question reduces to the classical combinatorial study of partition identities for \( \omega_i(\pi) \equiv 1 \) and \( \Lambda_i(\pi) \equiv |\pi| \) with sets of partitions \( S \) and \( T \). One example of this particular case is Theorem 1.1.

In Section 2 we define \( q \)-Pochhammer symbols, and the Ferrers diagrams. We also remark some well-known results for completeness of the paper. Section 3 has the refinement and a proof of Theorem 1.2. The crank of a partition and its relation with both the weighted identities and different partition statistics is given in Section 4. Section 5 is devoted for a short excursion of writing generating functions with respect to the partition statistics, sum of the odd-indexed parts of a partition.
2. Some Basics of Partition Theory

The Ferrers diagram of a partition \( \pi = (\lambda_1, \lambda_2, \ldots) \) is a graphical representation of the parts of \( \pi \), [4], where we put \( \lambda_i \) many dots in the integral coordinates on the \( i \)-th row from the top of the diagram to represent this part. Two examples of such representations are the Ferrers diagrams of \((4, 4, 2, 1, 1)\) and \((5, 3, 2, 2)\) respectively:

\[
\begin{array}{ccccccc}
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \\
\cdot & \cdot & \cdot & \cdot & \cdot & \\
\cdot & \cdot & \cdot & \cdot & \\
\cdot & \cdot & \cdot \\
\end{array}
\quad
\begin{array}{ccccccc}
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \\
\cdot & \cdot & \cdot & \cdot & \cdot & \\
\cdot & \cdot & \cdot & \cdot & \\
\cdot & \cdot & \cdot & \\
\cdot & \cdot \\
\end{array}
\]

We note that taking the symmetric images of points in the Ferrers diagram over the (main) diagonal line gives us a Ferrers diagram of a partition. Two partitions whose Ferrers diagrams that are related by symmetry over the main diagonal are said to be conjugate of each other. In our example \((4, 4, 2, 1, 1)\) and \((5, 3, 2, 2)\) are conjugate partitions.

One should also stress that the partitions can be identified by their Ferrers diagrams and vice versa. From now on we will be using the notation \( \pi \) for a partition or a partition’s Ferrers diagram interchangeably.

For the product representations of generating functions of interest we define the \( q \)-Pochhammer symbols [4]. Let \( L \), and \( k \) be non-negative integers. The \( q \)-Pochhammer symbol is

\[
(a)_L := (a; q)_L := \prod_{n=0}^{L-1} (1 - aq^n).
\]

Some abbreviations of the notation we are going to use are

\[
(a_1, a_2, \ldots, a_k; q)_L := (a_1; q)_L (a_2; q)_L \cdots (a_k; q)_L,
\]

\[
(a; q)_\infty := \lim_{L \to \infty} (a; q)_L, \quad \text{where } |q| < 1.
\]

With these definitions we can write explicit formulas of the generating functions on the defined sets in multiple ways.

\[
(2.1) \quad \sum_{\pi \in \mathcal{U}} q^{\vert \pi \vert} = \sum_{n \geq 0} \frac{q^{n^2}}{(q)_n^2} = \frac{1}{(q)_\infty},
\]

\[
(2.2) \quad \sum_{\pi \in \mathcal{D}} q^{\vert \pi \vert} = (-q)_\infty = \frac{1}{(q^2; q^2)_\infty},
\]

\[
(2.3) \quad \sum_{\pi \in \mathcal{R}_1} q^{\vert \pi \vert} = \sum_{n \geq 0} \frac{q^{n^2}}{(q)_n} = \frac{1}{(q, q^2; q^5)_\infty},
\]

\[
(2.4) \quad \sum_{\pi \in \mathcal{R}_2} q^{\vert \pi \vert} = \sum_{n \geq 0} \frac{q^{n^2 + n}}{(q)_n} = \frac{1}{(q^2, q^3; q^5)_\infty}.
\]

Second equality of (2.2) is the analytic version of Theorem 1.1. The extreme right equality of (2.3) and (2.4) are the well-celebrated Rogers–Ramanujan identities. Let \( \tilde{C}_1 \) (and \( \tilde{C}_2 \)) be the set of all the partitions into parts \( \equiv \pm 1 \mod 5 \) (and \( \equiv \pm 2 \mod 5 \)). Hence, for \( i \in \{1, 2\} \)

\[
(2.5) \quad \sum_{\pi \in \mathcal{R}_i} q^{\vert \pi \vert} = \sum_{\pi \in \tilde{C}_i} q^{\vert \pi \vert}.
\]

This is a classical example of (1.5). Moreover, (2.5) can be equivalently stated in its enumerative form [4]:
Theorem 2.1 (Rogers-Ramanujan, 1919). Let \( n \) be any non-negative integer. The number of partitions of \( n \) into parts with minimal distance of 2 between consecutive parts (where the smallest part \( \neq 1 \)) is equal to the number of partitions of \( n \) into parts \( \equiv \pm 1 \mod 5 \) (and \( \equiv \pm 2 \mod 5 \)).

3. Partition Identities Involving Weights

Let \( M, k - 1, \) and \( m \) be non-negative integers. Let \( \mathcal{P}_M(k, m) \) be the set of partitions into exactly \( M \) parts with the smallest part \( \geq k \) and the gap between consecutive parts \( \geq m \). We let \( \mathcal{P}_0(k, m) \) be the set that contains the partition of zero, the empty sequence. The sets \( \mathcal{P}_M(k, m) \) are mutually disjoint for distinct integers \( M \) and satisfy the properties \( \mathcal{P}_M(k, m+1) \subset \mathcal{P}_M(k, m) \) and \( \mathcal{P}_M(k+1, m) \subset \mathcal{P}_M(k, m) \).

For brevity we define the short-hand notation

\[
\mathcal{P}_{\leq M}(k, m) = \bigcup_{i=0}^{M} \mathcal{P}_i(k, m).
\]

Clearly we have \( \mathcal{U}_i = \lim_{M \to \infty} \mathcal{P}_{\leq M}(i, 0), \mathcal{D} = \lim_{M \to \infty} \mathcal{P}_{\leq M}(1, 1), \) and \( \mathcal{R}_{\mathcal{R}_i} = \lim_{M \to \infty} \mathcal{P}_{\leq M}(i, 2) \) for \( i \in \{1, 2\} \).

Theorem 3.1. For a partition \( \pi = (\lambda_1, \lambda_2, \ldots) \),

\[
\sum_{\pi \in \mathcal{P}_M(k, m)} \omega_{k, m}(\pi) q^{\pi} = \frac{q^{M(k+1)M} + kM}{(q)_M^2},
\]

where

\[
\omega_{k, m}(\pi) := (\lambda_M + 1 - k) \cdot \prod_{i=1}^{M-1} (\lambda_i - \lambda_{i+1} + 1 - m).
\]

Proof. The \( M = 0 \) case is obvious. Let \( M \) and \( k \) be positive and \( m \) be non-negative. A combinatorially interpretation of \( q^{M(k+1)M} \) is that it is the generating function for the partition \( \pi_1 := ((M - 1)m, (M - 2)m, \ldots, 2m, m) \). The partition \( \pi_1 \) is into \( M - 1 \) distinct parts when \( m \) and \( M - 1 \) are non-zero and it is the empty partition otherwise. The \( q^{kM} \) term is interpreted as the partition \( \pi_2 \) into \( M \) parts each equal to \( k \).

Point-wise addition of two partitions can be defined as putting the \( i \)-th rows of the Ferrers diagrams back to back. The empty partition is the identity element of the defined point-wise addition. This operation on partitions yields new partitions. Point-wise addition of \( \pi_1 \) and \( \pi_2 \) gives \( \pi^* := ((M - 1)m + k, (M - 2)m + k, \ldots, 2m + k, m + k) \).

The partition \( \pi^* \) has smallest norm satisfying the properties of \( \mathcal{P}_M(k, m) \). We consider this smallest partition to be colorless. As a generating function,

\[
\frac{1}{(q)_M^2}
\]

keeps count of the partitions into \( \leq M \) parts where every column in the Ferrers diagram can come in one of two colors counted disregarding the order of these colors. Adding a partition \( \pi' \) counted by (3.4) with \( \pi^* \) point-wise we get a partition \( \pi = (\lambda_1, \lambda_2, \ldots, \lambda_{M-1}, \lambda_M) \in \mathcal{P}_M(k, m) \).

There are \( (\lambda_1 - \lambda_2 + 1 - m) \) many color combinations for the colored portion of the first part of \( \pi \), \( \lambda_1 \), \( (\lambda_2 - \lambda_3 + 1 - m) \) for colored portion of \( \lambda_2 \), and so on. The colored piece of \( \lambda_M \) comes in \( \lambda_M + 1 - k \) many possible color combinations disregarding the order of colors. Therefore, there is a total of

\[
(\lambda_M + 1 - k) \cdot \prod_{i=1}^{M-1} (\lambda_i - \lambda_{i+1} + 1 - m)
\]

possibilities for the partition \( \pi \in \mathcal{P}_M(k, m) \) that are counted by the generating function on the right-hand side of (3.2). \( \square \)
Corollary 3.2. For \( \omega_{k,m}(\pi) \) as in (3.3)

\[
(3.5) \quad \sum_{\pi \in \mathcal{P}_{\leq M}(k,m)} \omega_{k,m}(\pi) q^{\lvert \pi \rvert} = \sum_{i=0}^{M} \frac{q^{m(i)+ki}}{(q)_i^2}.
\]

Letting \( M \to \infty \) with \((k,m) = (1,2)\) in Corollary 3.2 proves Theorem 1.2 by the first equality of (2.1). We also note that Theorem 3.1 is the refinement of the finite analogue of Theorem 1.2, [1, Thorem 3], which connects the Durfee square sizes and the number of parts of partitions of the first Rogers–Ramanujan type, \( \mathcal{RR}_1 \). Letting \((k,m) = (1,2)\) in Theorem 3.1 proves [1, Thorem 3].

An interesting connection with the classical study of partitions comes from the choice of \((k,m) = (2,2)\) and letting \( M \to \infty \) in Corollary 3.2.

4. Connections with the crank

In 1988, Andrews and Garvan [5] found an explanation of the crank of an ordinary partition \( \pi \). Explicitly, the crank of a partition is defined as

\[
\text{cr}(\pi) := \begin{cases} \text{largest part of } \pi, & \text{if } 1 \text{ is not a part of } \pi, \\ \# \text{ of parts larger than } \# \text{ of 1s in } \pi, & \text{otherwise}. \end{cases}
\]

Let \( C_{=M}, C_{\leq M}, \) and \( C_{\geq M} \) be the sets of partitions with crank = \( M, \leq M, \) and \( \geq M \) respectively. We have

\[
(4.1) \quad \sum_{\pi \in \mathcal{RR}_2} \omega_{2,2}(\pi) q^{\lvert \pi \rvert} = \sum_{\pi \in C_{\geq 0}} q^{\lvert \pi \rvert}.
\]

Let \((k,m) = (2,2)\) and \( M \to \infty \) in (3.5). Comparison between [6, (3)] and [6, (11)] with the use of the right-hand side equation of (2.1) shows

\[
\sum_{i=0}^{\infty} \frac{q^{2i+1}}{(q)_i^2} = \frac{1}{(q)_\infty} \sum_{i=0}^{\infty} (-1)^i q^{\binom{i+1}{2}}.
\]

The right-hand side of the above line is the summation over \( k \geq 0 \) of the Dyson’s equation for a fixed crank \( k \), [7, (3.1)]. This yields Theorem 4.1.

It is not clear that for \( n \geq 2 \) the number of partitions of \( n \) with positive crank is the same as the number of partitions of \( n \) with negative crank. A combinatorial proof of this phenomenon as well as refinements of the fixed crank’s generating functions can be found in [7].

We would like to point out that for \( k \geq 2 \) the weights \( \omega_{k,m}(\pi) \) take the identical values on the sets \( \mathcal{P}_M(k-1,m) \) and \( \mathcal{P}_M(k,m) \). Therefore, by taking the difference of \( \omega_{1,2} \) and \( \omega_{2,2} \) on the set \( \mathcal{RR}_1 \) one can show

Theorem 4.2. Let \( \nu(\pi) \) denote the number of parts of \( \pi \). Then

\[
(4.2) \quad \sum_{\pi \in \mathcal{RR}_1} \tilde{\omega}_1(\pi) q^{\lvert \pi \rvert} = \sum_{\pi \in C_{\leq -1}} q^{\lvert \pi \rvert} = q + \sum_{\pi \in C_{\geq 1}} q^{\lvert \pi \rvert},
\]

\[
(4.3) \quad \sum_{\pi \in \mathcal{RR}_1} \tilde{\omega}_2(\pi) q^{\lvert \pi \rvert} = -q + \sum_{\pi \in C_{=0}} q^{\lvert \pi \rvert},
\]

where

\[
(4.4) \quad \tilde{\omega}_1(\pi) = \prod_{i=1}^{\nu(\pi)-1} (\lambda_i - \lambda_{i+1} - 1) \quad \text{and} \quad \tilde{\omega}_2(\pi) = (\lambda_0(\pi) - 2) \cdot \prod_{i=1}^{\nu(\pi)-1} (\lambda_i - \lambda_{i+1} - 1).
\]

Replacing \( \mathcal{RR}_2 \) with \( \mathcal{RR}_1 \) on the left-hand side of (4.1) and subtracting this from (1.3) side-by-side proves (4.2). The second equality of (4.2) is due to [7]. Difference of (4.1) and (4.2) shows (4.3).

Let \( D_l \) to be the subset of \( D \) that consists of the partitions into exactly \( l \) distinct parts. Recall that \( \mathcal{O}(\pi) := \lambda_1 + \lambda_3 + \ldots \), the sum of the odd indexed parts, for a partition \( \pi = (\lambda_1, \lambda_2, \ldots) \).
Theorem 4.3. For $l$ a non-negative number and $v \in \{0, 1\}$, we have
\begin{equation}
\sum_{\pi \in \mathcal{D}_{l+v}} q^{\mathcal{O}(\pi)} = \sum_{\pi \in \mathcal{P}_{l+v}(2-v, 2)} [(1-v)\omega_{2,2}(\pi) + v\hat{\omega}_1(\pi)] q^{\|\pi\|}.
\end{equation}

Proof. Let $\pi = (\lambda_1, \lambda_2, \ldots, \lambda_{2l+v})$ be a partition in $\mathcal{D}_{2l+v}$. Consider the projection mapping $\mathcal{P}_{2l+v} \rightarrow \mathcal{P}_{l+v}(2-v, 2)$ as $\mathcal{P}_{2l+v}(\pi) = (\lambda_1^*, \lambda_2^*, \ldots, \lambda_{2l+v}^*) = (\lambda_1, \lambda_3, \ldots, \lambda_{2l+(-1)+v+1})$. Therefore, $\mathcal{O}(\pi) = |\mathcal{P}_{2l+v}(\pi)|$.

The number of pre-images of a partition must be counted for the verification of (4.5). Given $\mathcal{P}_{2l+v}(\pi)$, there are $(\lambda_1^* - \lambda_2^* - 1) = (\lambda_1 - \lambda_3 - 1)$ possible $\lambda_2$’s in the pre-image, $(\lambda_2^* - \lambda_3^* - 1) = (\lambda_3 - \lambda_5 - 1)$ possible $\lambda_3$’s in the pre-image, and so on. Hence, the total number of possible $\pi \in \mathcal{D}_{2l+v}$ that would project to $\mathcal{P}_{2l+v}(\pi) \in \mathcal{P}_{l+v}(2-v, 2)$ is
\begin{equation}
\prod_{i=1}^{l+v-1} (\lambda_{2i-1} - \lambda_{2i+1} - 1) \times \text{"the number of possibilities for the smallest part."}
\end{equation}

Depending on $v$ the number of possibilities for the smallest part changes. If $v = 1$, then $\lambda_{2l+1}^* = \lambda_{2l+1}$ is the smallest part. There is only one possibility for the smallest part, which makes the weight of $\mathcal{P}_{2l+1}(\pi)$ to be $\hat{\omega}_1(\pi)$ for a $\pi \in \mathcal{D}_{2l+1}$. If $v = 0$, then $\lambda_{2l}^* = \lambda_{2l-1}$ is the second smallest part of the pre-image $\pi$. Hence, there are $(\lambda_{2l+1} - 1)$ possibilities for the non-zero smallest part $\lambda_{2l}$ of $\pi$, which shows that the weight of $\mathcal{P}_{2l}(\pi)$ is $\omega_{2,2}(\pi)$ for a $\pi \in \mathcal{D}_{2l}$.

Observe that Theorem 4.3 connects the generating function for the number of partitions with the same sum of the odd-indexed parts with all three theorems: Theorem 1.2, Theorem 4.1 and Theorem 4.2. For any partition $\pi \in \mathcal{R}_l W_{1,2}(\pi) = \omega_{2,2}(\pi) + \hat{\omega}_1(\pi)$ by (3.3) and (4.4). Therefore, summing the left-hand side of (4.5) over all $l$ and $v$ yields
\begin{equation}
\sum_{\pi \in \mathcal{D}} q^{\mathcal{O}(\pi)} = \sum_{l,v \geq 0} \sum_{\pi \in \mathcal{D}_{2l+v}} q^{\mathcal{O}(\pi)} = \sum_{\pi \in \mathcal{R}_l} \omega_{1,2}(\pi) q^{\|\pi\|}.
\end{equation}

This shows Theorem 1.3 as a corollary of Theorem 4.3 using Theorem 1.2. Similarly letting $v = 0$ in (4.5) and summing over non-negative $l$ gives
\begin{equation}
\sum_{\pi \in \mathcal{D}_l} q^{\mathcal{O}(\pi)} = \sum_{l \geq 0} \sum_{\pi \in \mathcal{D}_{2l}} q^{\mathcal{O}(\pi)} = \sum_{\pi \in \mathcal{R}_2} \omega_{2,2}(\pi) q^{\|\pi\|},
\end{equation}
of Theorem 4.1, where $\mathcal{D}_l$ is the set of partitions into even number of distinct parts. Similarly $v = 1$ gives the connection of this partition statistic with (4.2). Combinatorially, the equation (4.7) with Theorem 4.1 gives:

Theorem 4.4. The number of partitions into even number of distinct parts whose odd-indexed parts’ sum is $n$ is equal to the number of partitions of $n$ with non-negative crank

The proof of Theorem 4.3 shows that replacing the norm with a partition statistic in the generating function (such as $\mathcal{O}(\pi)$) may be related with generating function for the weighted count of partitions. Changing statistics in itself is an interesting question. Moreover, as exemplified in (4.6) and (4.7), the study of writing new generating functions with respect to different statistics instead of the norm would also yield non-trivial examples of (1.5).

5. GENERATING FUNCTIONS WITH RESPECT TO THE SUM OF ODD-INDEXED PARTS

We want to remind the reader that the convenience of writing the generating functions for the number of partitions with respect to the norm comes from there being a finite number of partitions having the prescribed norm. The same applies for $\mathcal{O}(\pi)$. There are finite number of partitions $\pi$ with $\mathcal{O}(\pi) = n$. This is not necessarily true for all the partition statistics. An analogue of the statistics $\mathcal{O}(\pi)$ is an example of this observation. Let $\mathcal{E}(\pi) := \lambda_2 + \lambda_4 + \ldots$, the sum of all the even-indexed parts, for $\pi = (\lambda_1, \lambda_2, \ldots)$, then all partitions $\pi_i = (\lambda_2 + i, \lambda_2, \ldots)$ for $i \in \mathbb{Z}_{>0}$ satisfy $\mathcal{E}(\pi_i) = \mathcal{E}(\pi_j)$, $\forall i, j \in \mathbb{Z}_{>0}$.
Writing generating functions with some natural partition statistics such as $O$ and $E$ can be studied directly from the the results of [8], [9], and [10]. One decorates the Ferrers diagrams by writing on the dots on the rows. On odd-indexed rows one puts alternating $a$ and $b$'s starting from an $a$ and does the same with $c$ and $d$ for the even-indexed rows starting from a $c$. We call these *four-decorated* Ferrers diagrams. In 2006, Boulet [9] found explicit formulas for the generating functions for four-decorated Ferrers diagrams from the sets $U$ and $D$. Let $\Phi(a, b, c, d)$ be the generating function for the weighted four-decorated Ferrers diagrams and $\Psi(a, b, c, d)$ be the generating function for the weighted four-decorated Ferrers diagrams that has distinct row sizes. Abstractly

$$\Psi(a, b, c, d) := \sum_{\pi \in D} \omega_\pi(a, b, c, d), \quad \text{and} \quad \Phi(a, b, c, d) := \sum_{\pi \in U} \omega_\pi(a, b, c, d),$$

where

$$\omega_\pi(a, b, c, d) := a^\# \text{ of } a's \, b^\# \text{ of } b's \, c^\# \text{ of } c's \, d^\# \text{ of } d's.$$

Explicit formulas of these generating functions are given by the following theorem.

**Theorem 5.1** (Boulet, 2006). For variables $a, b, c$, and $d$ and $Q := abcd$, we have

$$\Psi(a, b, c, d) := \frac{(-a, -abc; Q)_\infty}{(ab; Q)_\infty}, \quad \text{and} \quad \Phi(a, b, c, d) := \frac{(-a, -abc; Q)_\infty}{(ab, ac, Q; Q)_\infty}.$$

Theorem 5.1 provides another direct proof of Theorem 1.3: $\Psi(q, q, 1, 1)$. Similarly $\Phi(q, q, 1, 1)$, and $\Psi(q, 1, q, 1)$ yield

**Theorem 5.2.**

$$\sum_{\pi \in U} q^{O(\pi)} = \frac{1}{(q^2)_\infty}, \quad \text{and} \quad \sum_{\pi \in D} q^{O(\pi')} = (-q^2)_\infty,$$

where $\pi'$ is the conjugate of the partition $\pi$.

Theorem 5.2 can easily be translated to combinatorial results using vector partitions. Some non-trivial examples of (1.5) coming from Theorem 5.2 similar to (4.6) and (4.7) are as follows:

**Corollary 5.3.** Let $\text{par}(n)$ be the parity of $n$, $\text{par}(n) = 0$ if $n$ even and 1 otherwise. Let $K$ be the set of partitions with gaps between parts and the smallest part both $\leq 2$. Let $\pi = (\lambda_1, \lambda_2, \ldots)$, then

$$\sum_{\pi \in U} q^{O(\pi)} = \sum_{\pi \in U} \omega_{0,0}(\pi) q^{\#\pi}, \quad \text{and} \quad \sum_{\pi \in D} q^{O(\pi')} = \sum_{\pi \in K} \hat{\omega}_1(\pi) q^{\#\pi'},$$

where

$$\omega_{0,0}(\pi) := (\lambda_\nu(\pi) + 1) \prod_{i=1}^{\nu(\pi)} (\lambda_i - \lambda_{i+1} + 1), \quad \text{and} \quad \hat{\omega}_1(\pi) := 2^{\text{par}(\lambda_\nu(\pi))} \prod_{i=1}^{\nu(\pi)-1} 2^{\text{par}(\lambda_i - \lambda_{i+1})}.$$

Mark that $\omega_{0,0}(\pi)$ fits the definition (3.3). For uniform definition of a partition and the definition of $P_M(k, m)$ sake, we have ignored this case in the prior conversation. We can also replace $O(\pi')$ with $E(\pi')$ on the set $D$. This change would introduce a factor of 2 on the right-hand side of the respective identities of Theorem 5.2 and Corollary 5.3.

6. Conclusion

It appears that the approach of writing generating functions with statistics other than the norm offers a wide variety of questions. One of these questions is identifying a statistic and a set of partitions for given weighted count. There are many examples of Theorem 1.2 like weighted partition identities. Having a way of connecting these type of identities with the generating functions written with respect to a partition statistics would expand the horizons of this study.

The crank’s appearance in this study is fortunate but not unexpected. The author would like to recall that Theorem 4.1 can be presented as a non-trivial example of (1.5).
**Theorem 6.1.**

\[ \sum_{\pi \in \mathcal{D}_e} q^{O(\pi)} = \sum_{\pi \in \mathcal{C}_0} q^{\vert \pi \vert}, \]

where \( \mathcal{D}_e \) is the set of partitions into even number of distinct parts.

In a similar fashion, Theorem 4.2 can also be represented in the partition statistic \( O \) as

**Theorem 6.2.** Let \( \mathcal{D}_o \) denote the set of partitions into odd number of distinct parts. Then,

\[ \sum_{\pi \in \mathcal{D}_o} q^{O(\pi)} = \sum_{\pi \in \mathcal{C}_{\leq -1}} q^{\vert \pi \vert}, \]

and

\[ \sum_{\pi \in \mathcal{D}} (-1)^{\nu(\pi)} q^{O(\pi)} = -q + \sum_{\pi \in \mathcal{C}_{\geq 0}} q^{\vert \pi \vert}, \]

where \( \nu(\pi) \) represents the number of parts of the partition \( \pi \).

We note that [8], and [10] makes it possible to refine the results involving the partition statistic \( O \) by imposing bounds on the number of parts and the largest part of partitions. Moreover, there are many more fundamental statistics of partitions similar to \( O \), and \( E \). It would be of interest to see results and weights related to the rank of a partition and similar known classical partition statistics. The author is planning on addressing these observations in the future.

7. **Acknowledgement**

The author would like to thank George E. Andrews and Alexander Berkovich for their guidance. The author would also like to thank Alexander Berkovich, Jeramiah Hocutt, Frank Patane, and John Pfeilsticker for their helpful comments on the manuscript.

**References**

[1] K. Alladi, *Partition identities involving gaps and weights*, Trans. Amer. Math. Soc. **349** (1997), no. 12, 5001-5019.

[2] K. Alladi, and A. Berkovich, *Ghizit-Gordon partitions with weights and parity conditions* Zeta functions, topology and quantum physics, Dev. Math., **14** (2005), 117.

[3] K. Alladi, and A. Berkovich, *New weighted Rogers-Ramanujan partition theorems and their implications*, Trans. Amer. Math. Soc. **354** (2002), no. 7, 2557-2577.

[4] G. E. Andrews, *The theory of partitions*, Cambridge Mathematical Library, Cambridge University Press, Cambridge, 1998. Reprint of the 1976 original. MR1634067 (99c:11126)

[5] G. E. Andrews, and F. G. Garvan *Dyson’s crank of a partition*, Bull. Amer. Math. Soc. (N.S.) **18** (1988), no. 2, 167-171.

[6] F. C. Auluck, *On some new types of partitions associated with generalized Ferrers graphs*, Proc. Cambridge Philos., **47** (1951), 679-686.

[7] A. Berkovich, and F. G. Garvan, *Some observations on Dyson’s New Symmetries of Partitions*, **100** (2002), no. 1, 61-93.

[8] A. Berkovich, and A. K. Uncu, *On partitions with fixed number of even-indexed and odd-indexed odd parts*, arXiv:1510.07301 [math.NT].

[9] C. E. Boulet, *A four-parameter partition identity*, Ramanujan J. **12** (2006), no. 3, 315-320.

[10] M. Ishikawa, and J. Zeng *The Andrews-Stanley partition function and Al-Salam-Chihara polynomials*, Discrete Math. **309** (2009), no. 1, 151-175.

Department of Mathematics, University of Florida, 358 Little Hall, Gainesville FL 32611, USA

E-mail address: akuncu@ufl.edu