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The body centered tetragonal structure of Sr$_2$RuO$_4$ gives rise to umklapp scattering enhanced inter-plane pair correlations in the $d_{xy}$ and $d_{zx}$ orbitals. Based on symmetry arguments, Hund’s rule coupling, and a bosonized description of the in-plane electron correlations the superconducting order parameter is found to be an orbital-singlet spin-triplet with two spatial components. The spatial anisotropy is 7%. The different components of the order parameter give rise to two-dimensional gapless fluctuations. The phase transition is of third order. The temperature dependence of the pair density, specific heat, NQR, Knight shift, and susceptibility are in agreement with experimental results.

I. INTRODUCTION

Sr$_2$RuO$_4$ has quickly triggered a large interest because of its structural similarity to the cuprates and the unconventional superconductivity below $T_c \approx 1$ K. The material is tetragonal at all temperatures. The three bands cutting the Fermi level with quasi two-dimensional Fermi surfaces can be mainly associated with the three $t_{2g}$ orbitals of the Ru$^{4+}$ ion. The transport is Fermi liquid like for $T < 30$ K and strongly anisotropic along the $c$ axis. The enhanced specific heat, magnetic susceptibility and electronic mass indicate the presence of significant correlations.

The superconducting order parameter was proposed to have $p$-wave symmetry analogous to superfluid $^3$He. This was supported by magnetic experimental probes but has not been proven unambiguously in spite of large efforts in Andreev spectroscopy, thermal conductivity, and nuclear quadrupole resonance (NQR) measurements. No indication for ferromagnetic correlations has been found. The specific heat, thermal conductivity, and nuclear quadrupole resonance (NQR) are consistent with two-dimensional gapless fluctuations in the superconducting phase. For a more detailed overview see Refs. 14, 24.

The present paper is part II of a series of three. In part I (Ref. 22) the quasi one-dimensionality of the kinetic energy of the $d_{zx}$ and $d_{yz}$ electrons has been used to derive a bosonized effective model. At intermediate coupling the interaction leads to a quasi one-dimensional model for the magnetic degrees of freedom. The resulting spectrum of elementary excitations allows for the coherent description of the observed enhanced dynamical magnetic susceptibility including the observed scale invariance. Together with the two-dimensional correlations the normal state effective mass renormalization, the specific heat coefficient, and the static magnetic susceptibility enhancements can be described consistently.

This work is devoted to the superconducting phase.

The phase transition to the superconducting state in Sr$_2$RuO$_4$ is three dimensional and the specific heat has a shape that is similar to that of a mean-field transition at the transition temperature. The low temperature specific heat data are clearly inconsistent with the BCS theory. This scenario suggests the combination of a mean-field induced three-dimensional transition (Sec. II) with electronic correlations dominated by the quasi-two-dimensional configuration (Sec. III). Similar approaches have been successfully applied to coupled spin chains.

The model consistently can account for the experimental data concerning the temperature dependence of the pair density, specific heat, susceptibility and thermal conductivity (Sec. III). A detailed comparison of the present approach with the $p$-wave picture is given (Sec. IV). Part III (Ref. 41) consistently explains the experimentally observed unconventional transitions under magnetic fields in terms of the model derived here.

II. MEAN-FIELD APPROACH

The generic model Hamiltonian is

$$H = \sum_{\ell,\nu,\sigma} t_{\nu,\sigma}^{\ell,\nu'} c_{\ell,\nu,\sigma}^{\dagger} c_{\ell,\nu',\sigma} + \sum_{\ell,\nu',\sigma} U_{\nu,\sigma}^{\nu',\sigma'} n_{\ell,\nu,\sigma} n_{\ell,\nu',\sigma'}.$$  \hspace{1cm} (1)

In this notation the electron creation and annihilation operators are $c_{\ell,\nu,\sigma}^{\dagger}$ and $c_{\ell,\nu,\sigma}$ for orbital $\nu$ with spin $\sigma$ on site $\ell$, $n_{\ell,\nu,\sigma}$ is the usual electronic density operator, $t_{\nu,\sigma}^{\nu',\sigma'}$ is the hopping matrix element. The intra-orbital Coulomb repulsion is larger than the inter-orbital repulsion, i.e., $U_{\nu,\sigma} = U_0 > U_1 = U_{\nu,\sigma}^{\nu',\sigma'}$ and $U_0 > U_2 = U_{\nu,\sigma}^{\nu',\sigma'}$. The Hamiltonian in Eq. (1) is quasi two-dimensional.

The correlations in effective one-dimensional systems show power law behavior. They are always more singular than two-dimensional correlations which diverge at
most logarithmically. Since the kinetic energy of the \(d_{xy}\) and \(d_{yz}\) electrons is quasi one-dimensional we expect their correlations to play a dominant role.

In order for the system to undergo a finite temperature phase transition the coupling of the RuO\(_2\) planes is necessary. The inter-plane \(d_{xy} \cdot d_{xy}\) hopping has been estimated in Ref. \[32\] to be \(t_\perp \approx 0.02\) eV and is an order of magnitude smaller than the in-plane hopping. The inter-plane hopping involving \(d_{xy}\) orbitals is expected to be significantly smaller for geometry reasons. It follows that the \(d_{xy} \cdot d_{xy}\) subsystem should drive the transition. This conclusion is in contrast to most other approaches \[33\] which assume the pair correlations of the \(d_{xy}\) electrons to be dominant.

The sensitivity of the superconducting instability on the dimensionality can be probed by experiments under pressure. Recent ultrasonic measurements \[34\] suggest that the superconducting \(T_C\) increases upon uniaxial pressure along the crystallographic \(c\) axis. This is reminiscent of an increase in the inter-plane coupling and is consistent with a pairing mechanism induced by inter-plane pair correlations as proposed by Baskaran \[35\].

On the other hand \(T_C\) has been shown to decrease under hydrostatic pressure. \[36\] This can be understood in terms of the decrease of the in-plane lattice parameter which in turn increases the in-plane hopping parameters which lowers the relative interaction strength and renders the \(d_{xy} \cdot d_{xy}\) subsystem more two-dimensional. It can thus be concluded that hydrostatic pressure lowers the in-plane correlations \[37\] including those of Cooper pairs leading to a lower \(T_C\). Note that this assumption finds strong support in the decrease of the effective thermodynamic electronic masses under hydrostatic pressure observed in dHvA measurements. \[38\]

**A. Normal phase instability**

In summary the discussion above suggests the presence of an inter-plane pair-correlation term between the planar \(d_{xy} \cdot d_{xy}\) subsystems driving the observed phase transition. Such a term can be written in form of the lowest order coherent inter-plane pair-hopping term:

\[
H_p = \sum_{\nu, \mu, \nu', \mu'} V_p^{\nu, \mu} \sum_{(l, l')} \langle l l' \rangle \hat{c}^\dagger_{\nu, \mu, \sigma} \hat{c}_{\nu', \mu', \sigma} \hat{c}_{\nu', \mu', \sigma', \nu', \nu', \mu', \sigma'} . \tag{2}
\]

The orbital indices \(\nu, \mu, \nu', \mu' \in \{x, y\}\) are restricted by the Pauli principle for \(\sigma' = \sigma\) to \(\mu' \neq \mu\) and \(\nu' \neq \nu\). The second sum runs over nearest-neighbor sites where \(l\) and \(l'\) are on neighboring planes.

Note that such an inter-plane pair-correlation term may have different origins. Possible suggestions are Coulomb interactions screened on the scale of the inter-plane distance \(c/2\) or electron-phonon interaction where the phonon degrees of freedom \[39\] have been integrated out. Since a discussion of the specific origin of the term would not be conclusive in the context of the present approach it is omitted.

Instead, a phenomenological estimate for the pair-hopping amplitude can be obtained by requiring its value to be consistent with the single particle inter-plane hopping \(t_\perp\), i.e., \(V_p^{\nu, \mu} \approx t_\perp^2/v_F\). The energy denominator is estimated by a typical in-plane energy scale. Here the kinetic scale \(v_F\) was chosen for the sake of definiteness. Depending on the specific mechanism, an interaction energy scale \(U_{\sigma, \sigma'}^{(\mu, \mu)}\) as the energy denominator is also conceivable. Since the system has been shown to be in the intermediate coupling \[32\] regime, i.e., \(v_F \approx U_{\sigma, \sigma'}^{(\mu, \mu)}\), the numerical outcome is similar. Considering that \(t_\perp \approx 0.02\) eV and \(v_F = \pi F / a \approx 0.7\) eV one has \(t_\perp^2/v_F \approx 6\) (\(T < v_F\)) suggesting that a mean-field decoupling of Eq. \[2\] is reasonable.

Fourier transforming the Fermi operators in Eq. \[2\] leads to the Hamiltonian

\[
H_p = \sum_{\nu, \mu, \nu', \mu'} V_p^{\nu, \mu} \sum_{(l, l')} \langle l l' \rangle \hat{c}^\dagger_{\nu, \mu, \sigma} \hat{c}_{\nu', \mu', \sigma} \hat{c}_{\nu', \mu', \sigma', \nu', \nu', \mu', \sigma'} . \tag{3}
\]

with the effective Potentials

\[
V_q \approx \frac{t^2}{v_F} \cos \frac{a}{2} q_x \cos \frac{a}{2} q_y \cos \frac{c}{2} q_z . \tag{4}
\]

For \(q = q_j\) with

\[
q_j \in \left\{ \left( \frac{2\pi}{a}, \frac{2\pi}{a}, 0 \right), \left( \frac{2\pi}{a}, 0, \frac{2\pi}{c} \right), \left( 0, \frac{2\pi}{a}, \frac{2\pi}{c} \right) \right\} \tag{5}
\]

the potential is extremal and attractive, i.e., \(V_q \approx -t^2 / v_F < 0\). As a consequence of the body centered tetragonal lattice structure the \(q_j\) are reciprocal lattice vectors. In other words, the body centered tetragonal lattice symmetry allows for an umklapp scattering driven pair instability.

Within the configuration space of the \(d_{xy} \cdot d_{yz}\) subsystem six possible pairing states can be found. There is an “equal-flavor” doublet which can be identified as a spin-singlet

\[
P_{0, \pm}(q) = \sum_k \left( \hat{c}_{q-k, x, \uparrow} \hat{c}_{k, x, \downarrow} \pm \hat{c}_{q-k, y, \uparrow} \hat{c}_{k, y, \downarrow} \right) , \tag{6}
\]

as well as a “mixed-flavor” doublet with a spin-singlet and a \(S_z = 0\) spin-triplet component

\[
P_{1, \pm}(q) = \sum_k \left( \hat{c}_{q-k, x, \uparrow} \hat{c}_{k, y, \downarrow} \pm \hat{c}_{q-k, x, \downarrow} \hat{c}_{k, y, \uparrow} \right) . \tag{7}
\]

The “mixed-flavor” doublet with spin-triplet components with magnetization quantum number \(|S_\perp| = 1\) is

\[
P_{2, \pm}(q) = \sum_k \left( \hat{c}_{q-k, x, \uparrow} \hat{c}_{k, y, \downarrow} \pm \hat{c}_{q-k, x, \downarrow} \hat{c}_{k, y, \uparrow} \right) . \tag{8}
\]
The six components can be regrouped as an orbital-triplet spin-singlet
\[ P_s^\dagger = \left( P_{0,-}^\dagger, P_{0,0}^\dagger, P_{1,-}^\dagger \right) \] (9)
and an orbital-singlet spin-triplet
\[ P_t^\dagger = \left( P_{2,+}^\dagger, P_{2,-}^\dagger, P_{1,+}^\dagger \right) \] (10)
given here in vectorial representation. The pair operator components have a very similar structure as the p-wave components initially discussed by Rice and Sigrist. Notably, the \( P_{2,\pm} \) components have the same spin-structure as the unitary state with \( E_u \) symmetry proposed in the p-wave scenario for Sr2RuO4. The degrees of freedom form a two-dimensional analog to those of the A phase of \(^3\)He. The crucial difference is that all components \( P_{a,\pm} \) render even parity real-space wavefunctions because the antisymmetry of the total electronic wavefunction is established through either the spin-singlet or the orbital-singlet configuration. A closer account of the resulting symmetries is given separately in Ref. 34.

Introducing the variables \( a \in \{0, 1, 2\} \) and \( b \in \{+, -\} \) and switching to time-dependent pair operators in the Heisenberg representation the bare pair susceptibilities are
\[ \chi_{a,b}(q, \omega) = \langle P_{a,b}(q, \omega) P_{a,b}^\dagger(q, \omega) \rangle. \] (11)
The random phase approximation (RPA) is equivalent in its static limit to the mean-field approximation. The RPA pair susceptibility is
\[ \chi_{a,b}(q, \omega) = \frac{1}{4} \sum_{a,b} \left[ \frac{\chi_{a,b}(q, \omega)}{1 + V_q \chi_{a,b}(q, \omega)} \right]. \] (12)
The mean-field phase transition occurs at \( T = T_c \) when the Stoner criterion \( \chi_{a,b}(q, 0)|_{T_c} = \chi_{a,b}(0, 0)|_{T_c} = -V_q^{-1} = V_0^{-1} \) is fulfilled. The estimated value of \( V_0 \approx 6 \) K is consistent with the low critical temperature of \( T_c = 1.5 \) K.

In order to make a quantitative prediction of \( T_c \) the \( \chi_{a,b}(q, 0) \) have to be determined as a function of temperature within the effectively two-dimensional model based on Eq. (3). This is not straightforward as becomes clear from the discussions in Ref. 32 and is left to future studies.

Mean-field approaches do not allow to control rigorously the local constraint imposed by the Pauli exclusion principle since the filling factors of the orbitals are \( n_\mu \sim 1.3 \) it is important in a mean-field approach to include effects of the Pauli exclusion principle at least in an approximate manner. Formally this can be achieved by introducing a phenomenological orbital-dependent weighing factor \( g_\mu^2 \) of order one in the denominator of Eq. (12):
\[ \left[ 1 + V_q \chi_{a,b}(q, \omega) \right]^{-1} \rightarrow \left[ 1 + g_\mu^2 V_q \chi_{a,b}(q, \omega) \right]^{-1}. \] (13)
The pair-hopping process in Eq. (2) with \( \mu = \mu' \), i.e., \( a = 0 \) in Eq. (13), requires the orbital \( \mu \) to be unoccupied in the initial state which is very unlikely with \( n_\mu \sim 1.3 \). Pair-hopping processes with \( \mu \neq \mu' \) in Eq. (2), where \( a = 1 \) or \( a = 2 \) in Eq. (13), are much less effected by the Pauli exclusion principle. Consequently \( g_0^2 < g_1^2 < g_2^2 \sim 1 \) and the phase transition occurs in the mixed flavor channels. This conclusion is only altered if the in-plane equal-flavor-doublet correlations \( \chi_{a,b}(q, \omega) \) are much larger than those of the mixed-flavor sector for which there is no indication to be found.

In the presence of Hund’s rule coupling the spin-triplet energy expectation values are always smaller than those of the spin-singlet
\[ |\langle P_t^\dagger | H | P_t^\dagger \rangle| < |\langle P_s^\dagger | H | P_s^\dagger \rangle|. \] (14)
Consequently \( \langle P_{0,0}^\dagger \rangle = \langle P_{0,-}^\dagger \rangle = \langle P_{1,-}^\dagger \rangle = 0 \). Consistent with \( S = 1 \) moments on Ru4+ impurities in Sr2IrO4 one finds mixed-orbital spin-triplet pairing or, equivalently, orbital-singlet spin-triplet pairing. The initial SU(2)\( \otimes \)SU(2) symmetry of the two electron spins is broken down to SO(3). The order parameter carries spin one and explains the absence of the change of the Knight shift and of the magnetic susceptibility in the superconducting phase.

At this point it is important to notice that the estimated value for Hund’s rule coupling in Sr2RuO4 of \( J_H \approx 0.2 - 0.4 \) eV is larger than the estimate for the spin-orbit coupling of \( \lambda \approx 0.1 \) eV. Consequently orbital-singlet pairing is possible even if the degeneracy of the \( d_{xz} \) and \( d_{yz} \) orbitals is lifted due to spin-orbit coupling because the larger Hund’s rule coupling over-compensates the effect.

B. Comment on competing energies

Since in the context of the superconducting cuprates it has become habitual to discuss the pair instability in terms of the competition between kinetic and potential energies it is useful here to clarify the situation in the present approach to Sr2RuO4.

In the superconducting state of a BCS superconductor the single particle excitations are gapped and hence the system looses kinetic energy in all spatial directions. The loss is over-compensated by the gain in condensation energy. The intuitive idea is that the system gains “potential energy” trough the attractive potential mediated by the phonons.
Here the situation is similar, the system loses kinetic energy both in-plane as well as out-of-plane. In the light of the two-dimensionality of the band structure the loss of kinetic energy in the RuO$_2$ planes is at least an order of magnitude larger then that along the c axis. The gain in pair hopping energy that one might anticipate through the inter-plane coupling term Eq. (2) is quite small—unlike the case discussed in the superconducting cuprates.

Instead, the gain in condensation energy overcompensates the loss of kinetic energy as becomes obvious from the sine-Gordon model onto which part of the degrees of freedom in Sr$_2$RuO$_4$ are mapped in Sec. III D. Notably in the one-dimensional limit with preserved SU(2) invariance the Bose fields and their dual fields are equivalent and so are kinetic and potential energy. In this light the discrimination between the two appears obsolete and the energy gain is explained most naturally simply by the condensation of the electrons in the collective state below the gap.

The mean-field decoupling of the pair operators is

$$P_{f}^{\dagger}P_{i} \approx P_{f}^{\dagger}\langle P_{i}^{s} \rangle + P_{i}^{s}\langle P_{f}^{s} \rangle^{*} \sim \langle P_{f}^{s} \rangle^{2}. \quad (15)$$

The mean-field decoupling Eq. (15) has to be applied to the inter-plane Hamiltonian Eq. (8). The mean-field contribution $H_{mf}$ is

$$H_{mf} = V_{0}\sum_{f}\left[2\text{Re}P_{f}^{\dagger}(l)P_{f}^{s} - \langle P_{f}^{s} \rangle^{2}\right]. \quad (16)$$

The total Hamiltonian $H + H_{mf}$ usually permits a Landau expansion of the free energy of the system. This is done in Sec. III F consistent with the bosonized microscopic model for the in-plane correlations to allow for a more quantitative analysis.

An important critique of the orbital-singlet pairing mechanism is that in the absence of interaction electrons can only pair where the idealized, one-dimensional bands of the $d_{x\pi}$ and $d_{y\pi}$ orbitals cross in reciprocal space. The resulting pairing phase space is much too small to account for the specific heat anomaly at the phase transition [c.f. Sec. III B]. At intermediate coupling, as relevant for Sr$_2$RuO$_4$, interaction effects significantly enhance the pairing phase space. A close discussion is given in Ref. [2] where it is shown that the interactions lead to a rather homogeneous gap function. See also Sec. III F.

### D. γ sheet: inter-band proximity effect

The coupling of the different bands through the inter-band proximity effect and the resulting single transition temperature for all electronic degrees of freedom has been discussed in earlier work [2]. In the present model the driving correlations are those of the $d_{x\pi}$ and $d_{y\pi}$ electrons as a result of the geometrically strongly enhanced inter-plane coupling of with respect to the $d_{xy}$ electrons.

To obtain a qualitative theoretical picture including the $d_{xy}$ orbitals one must consider the terms in the full Hamiltonian Eq. (7) that are left out of the $d_{x\pi}$-$d_{y\pi}$ Hamiltonian Eqs. (19) and (23) discussed in Sec. III.

$$H_{\gamma} = \sum_{l\gamma,\sigma} t_{l\gamma,\sigma}^{\gamma} c_{l\gamma,\sigma}^{\dagger} c_{l\gamma,\sigma}^{\gamma} + \sum_{l\sigma} U_{l\gamma,\sigma}^{\gamma} n_{l\gamma,\sigma} n_{l\gamma,\sigma}^{\dagger} + \sum_{l\nu,\sigma} U_{l\nu,\sigma} n_{l\nu,\sigma} n_{l\nu,\sigma}^{\dagger} \quad (17)$$

The hopping parameters where given in Ref. [2] as $t_{l\gamma,\sigma}$ = −0.39 eV, $t_{l\gamma,\sigma}^{\pi}$ = −0.27 eV, and $t_{l\gamma,\sigma}^{\sigma}$ = −0.11 eV. From the symmetry of the $t_{2g}$ orbitals it follows that in lowest order the interaction parameters $U_{l\gamma,\sigma}^{\gamma}$, $U_{l\nu,\sigma}^{\nu}$, and $U_{l\nu,\sigma}^{\sigma}$ are similar to those introduced in Ref. [2] in the context of the $d_{x\pi}$-$d_{y\pi}$ subsystem and are thus smaller but of the similar magnitude as $U_{\nu}$.

The inter-orbital terms $\sim U_{1}^{\gamma}$ and $\sim U_{2}^{\gamma}$ can formally be mean-field decoupled via

$$n_{l\gamma,\sigma} n_{l\nu,\sigma} \sim \langle c_{l\gamma,\sigma,\nu,\sigma}^{\dagger} c_{l\nu,\sigma,\nu,\sigma}^{\gamma} \rangle + \langle c_{l\gamma,\sigma,\nu,\sigma}^{\dagger} c_{l\nu,\sigma,\nu,\sigma}^{\gamma} \rangle - \langle c_{l\gamma,\sigma,\nu,\sigma}^{\dagger} c_{l\nu,\sigma,\nu,\sigma}^{\gamma} \rangle \quad (18)$$

The mean-field contributions $\langle c_{l\gamma,\sigma,\nu,\sigma}^{\dagger} c_{l\nu,\sigma,\nu,\sigma}^{\gamma} \rangle$ couple the $d_{xy}$ electrons directly to the pair instability driven by the correlations in the $d_{x\pi}$ and $d_{y\pi}$ bands and induce pairs in the $\gamma$ band. There is only one phase transition.
Since the inter-band proximity effect is usually strong\cite{Ingersa} a single gap is assumed herein. It has been argued that Sr$_2$RuO$_4$ might represent a particular case where the inter-band proximity effect is suppressed\cite{Ingersa}, leading to a double gap\cite{Ingersa} structure. No signature of a second gap has been observed in point contact\cite{Ingersa} or thermal conductivity experiments\cite{Ingersa}, though.

In principle the inter-plane hopping term Eq. (8) must be extended to include the $d_{xy}$ or $\gamma$ orbitals, i.e., $\nu, \mu, \nu', \mu' \in \{x, y, \gamma\}$ as well as the free energy Eq. (58). Since from the orbital geometry $g_{x, \gamma} \ll g_{\gamma, x} = g_{\gamma, y} \ll g_{x, y}$ those contributions are small so they will only contribute small quantitative corrections.

### III. MICROSCOPIC IN-PLANE MODEL

The microscopic model derived for the $d_{xz}$-$d_{yz}$ subsystem in Ref. 24 successfully has been applied to describe the normal state properties in Sr$_2$RuO$_4$. Consequently it is reasonable to adopt the same approach for the in-plane correlations to describe the superconducting properties. To assure consistency in the notation of the present manuscript the elementary results are given in the following. Please refer to Ref. 22 for the details.

As discussed in Sec. III the relevant correlations are those of the electrons in the $d_{xz}$ and $d_{yz}$ orbitals. The dominant hopping amplitudes are quasi one-dimensional and given by $t_0 = t_{0, x}^x = t_{0, y}^y$ in Eq. (1). The bands are linearized with Fermi velocity $v_F \approx \sqrt{3} t_0$. To study the qualitative properties of the model with parameters relevant for Sr$_2$RuO$_4$ it proves useful to express the two spin and the two orbital degrees of freedom through the charge ($\phi_\rho$), spin ($\phi_\sigma$), flavor ($\phi_f$), and spin-flavor ($\phi_{sf}$) Bose fields and their conjugate momenta ($\Pi_\mu$). The representation can be simplified by rotating the reference frame through $\tau = \frac{1}{\sqrt{2}}(x + y)$ and $\rho = \frac{1}{\sqrt{2}}(x - y)$ with $\tau = (\tau, \rho)^\dagger$. The charge (magnetic) sector Hamiltonian including forward scattering terms is given by

$$H_{c(m)} = \lim_{L \rightarrow \infty} \frac{1}{2} \int_{-L}^{L} d\tau \left\{ V_{c(m)} \left[ \partial_\tau \phi_\rho(s) + \partial_\tau \phi_{sf}(sf) \right]^2 + V_{c(m)} \left[ \partial_\rho \phi_\rho(s) + \partial_\rho \phi_{sf}(sf) \right]^2 \right\},$$

with

$$V_{c(m)} = v_F \left[ U_0 + \left[ U_1 + \left( \mp U_0 \right) \right] \right].$$

Equation (19) is the Hamiltonian of a crossed sliding Luttinger liquid\cite{Luttinger}.

In the limit $\Delta_{\tau} \ll \Delta_m$ the magnetic correlations exhibit dominant one-dimensional contributions along the diagonals of the RuO$_2$ planes\cite{Ingersa}. On a mean-field level the spin ($\mu = s, \tau = \rho$) and spin-flavor ($\mu = sf, \tau = \rho$) channels decouple.

$$H_{\mu} = \frac{\nu_\mu L}{2} \int d\sigma \left[ K_\mu \Pi_\mu^2 + K_{\mu}^{-1} \left( \partial_\sigma \phi_\mu \right)^2 \right].$$

It is then possible to approximate $H_m \approx H_s + H_d$. The Luttinger liquid parameter $K_\mu$ and the velocity $v_\mu$ are effective parameters of the theory. In the case of SU(2) symmetry in the spin subspace the interaction term Eq. (19) yields a rescaled $K_\mu \rightarrow K_\mu^* = 1$.

It must be emphasized that the one-dimensional idealization of the magnetic subsystem albeit practical has to be used with caution. As discussed in detail in Ref. 22 in the Fermi liquid regime for $T < 25 \text{ K} \sim \sqrt{m}$ the magnetic correlations are two-dimensional but with corrections imposed by the closeness to one-dimensionality. Here the one-dimensional expressions will be applied to make use of results from the literature available for those systems but a discussion of the expected applicability to the realistic case including the two-dimensional coupling is given at the same time (Secs. III D and III E 1).

The back and umklapp scattering term in the bosonized Hamiltonian is

$$H_{\text{int}} = \frac{U_0}{(2\pi a)^2} \int d^2 \tau \cos \sqrt{4\pi \phi_\rho(\tau)} \cos \sqrt{4\pi \phi_{sf}(\tau)}$$

$$+ \frac{1}{(2\pi a)^2} \int d^2 \tau \cos \left[ \sqrt{4\pi \phi_{sf}(\tau)} - 2\sqrt{2} k_F \rho \right]$$

$$\times \left( U_1 \cos \sqrt{4\pi \phi_\rho(\tau)} + U_2 \cos \sqrt{4\pi \phi_{sf}(\tau)} \right)$$

$$+ \frac{1}{(2\pi a)^2} \int d^2 \tau \cos \left[ \sqrt{4\pi \phi_{sf}(\tau)} - 2\sqrt{2} k_F \rho \right]$$

$$\times \left( U_2 \cos \sqrt{4\pi \phi_\rho(\tau)} + U_1 \cos \sqrt{4\pi \phi_{sf}(\tau)} \right).$$

The limit $a \rightarrow 0$ and $L \rightarrow \infty$ is understood. Note that the symmetry of the superconducting saddle point (Sec. III B) deduced from the interaction term Eq. (23) is manifestly independent of corrections to the bosonized approach since the energy scale is at least an order of magnitude larger than the correction terms, i.e., $U_{0,1,2} \gg t_{i, h, l, z} > \sqrt{m}$ (c.f. Ref. 22).

Equations (19) through (23) are explicitly invariant under the symmetry operations of the tetragonal lattice.

### A. Bosonized pair operators

At $q = 0$ the pair operators defined in Eqs. (3) - (8) are local, i.e., $P_{a,b}(\mathbf{q} = 0) = \sum \mathbf{r} P_{a,b}(\mathbf{r}).$ The correlations in the $F_{0, z}$ channel have been shown to be negligible with respect to the mixed flavor channels in Sec. III A. In the continuum representation the pair operators can be given in terms of the Bose fields as introduced in Ref. 22. The abbreviations $\cos \sqrt{\pi \theta_\mu(\tau)} = c_\mu$, $\sin \sqrt{\pi \theta_\mu(\tau)} = s_\mu$, $\cos \sqrt{\pi \theta_{sf}(\tau)} = c_{sf}$, $\sin \sqrt{\pi \theta_{sf}(\tau)} = s_{sf}$, as well as $\partial_\tau = \frac{1}{\sqrt{2}} \left( \partial_\tau \right)$...
\[ \phi_l - \sqrt{2/\pi} k_F \mathbf{p} \] and \( \phi_r = \phi_p - \sqrt{2/\pi} k_F \mathbf{q} \) are introduced for clarity. The pair operator components Eqs. (1) and (2) then are
\[
\begin{align*}
P_{1,+}(\mathbf{\bar{r}}) & \propto \frac{2e^{-i\sqrt{2}\pi \theta_p}}{\pi a} \left[ c_{\theta_d} c_{\bar{\phi}_l} c_{\phi_1} s_{\theta_d} s_{\phi_1} s_{\phi_3} + c_{\theta_d} c_{\bar{\phi}_r} c_{\phi_2} s_{\theta_d} s_{\phi_2} s_{\phi_3} + c_{\theta_d} s_{\bar{\phi}_l} s_{\phi_1} s_{\theta_d} s_{\phi_1} s_{\phi_3} + c_{\theta_d} s_{\bar{\phi}_r} s_{\phi_2} s_{\theta_d} s_{\phi_2} s_{\phi_3} \right] \\
P_{1,-}(\mathbf{\bar{r}}) & \propto \frac{2e^{-i\sqrt{2}\pi \theta_p}}{\pi a} \left[ c_{\theta_d} s_{\bar{\phi}_l} s_{\phi_1} s_{\theta_d} s_{\phi_1} s_{\phi_3} + c_{\theta_d} s_{\bar{\phi}_r} s_{\phi_2} s_{\theta_d} s_{\phi_2} s_{\phi_3} + c_{\theta_d} s_{\bar{\phi}_r} s_{\phi_2} s_{\theta_d} s_{\phi_2} s_{\phi_3} + c_{\theta_d} s_{\bar{\phi}_l} s_{\phi_1} s_{\theta_d} s_{\phi_1} s_{\phi_3} \right]
\end{align*}
\] (24)
\[
\begin{align*}
P_{2,+}(\mathbf{\bar{r}}) & \propto \frac{2e^{-i\sqrt{2}\pi \theta_p}}{\pi a} \left[ c_{\theta_d} c_{\bar{\phi}_l} c_{\phi_3} s_{\theta_d} s_{\phi_3} + c_{\theta_d} c_{\bar{\phi}_r} c_{\phi_3} s_{\theta_d} s_{\phi_3} + c_{\theta_d} s_{\bar{\phi}_l} s_{\phi_1} s_{\theta_d} s_{\phi_1} s_{\phi_3} + c_{\theta_d} s_{\bar{\phi}_r} s_{\phi_2} s_{\theta_d} s_{\phi_2} s_{\phi_3} \right] \\
P_{2,-}(\mathbf{\bar{r}}) & \propto \frac{2e^{-i\sqrt{2}\pi \theta_p}}{\pi a} \left[ c_{\theta_d} s_{\bar{\phi}_l} s_{\phi_1} s_{\theta_d} s_{\phi_1} s_{\phi_3} + c_{\theta_d} s_{\bar{\phi}_r} s_{\phi_2} s_{\theta_d} s_{\phi_2} s_{\phi_3} + c_{\theta_d} s_{\bar{\phi}_r} s_{\phi_2} s_{\theta_d} s_{\phi_2} s_{\phi_3} + c_{\theta_d} s_{\bar{\phi}_l} s_{\phi_1} s_{\theta_d} s_{\phi_1} s_{\phi_3} \right]
\end{align*}
\] (25)
\[
\begin{align*}
P_{S}(l) = \sum_{\sigma,\sigma', \nu=x,y} \sum_{\mu} \sigma_{\mu,\sigma}^{\nu} \phi_{l,\nu,\sigma} \phi_{l,\nu,\sigma'}
\end{align*}
\] (28)

reveals that the out-of-plane component \( S^z(l) \sim f(\phi_p, \phi_q) \) depends on the Bose fields while the in-plane components \( S^x(l) \sim S^y(l) \sim f(\theta_l, \theta_d) \) depend on the dual fields. The \( \sigma_{\mu,\sigma}^{\nu} \) are the Pauli matrices. Consequently \( K^*_c \leq K^*_d \) is consistent both with the observed magnetic easy plane configuration in Sr2RuO4 (Sec. IV A) and Ref. [1] and with \( \chi_{1,1}(q, \omega) \sim \chi_{2,2}(q, \omega) \). The bosonized model is consistent with the superconducting phase transition in the \( \{ P_{2,+}, P_{2,-} \} \) sector.

As discussed in Sec. II C of Ref. [2] the bosonized approach neglects the exchange terms of Hund’s rule coupling. This leads to an underestimation of the \( S^z \) = 1 spin-triplet component \( P_{1,+} \). The \( \mu S \) measurements discussed in Sec. IV A and the upper critical fields (Ref. [1]) suggest that \( \langle P_{1,+} \rangle \approx 0.8 \langle P_{2,+} \rangle \approx 0.8 \langle P_{2,-} \rangle \). Since this is close to the isotropic limit \( \chi_{1,1}(P, q, \omega) \approx \chi_{2,2}(P, q, \omega) \) will be assumed while \( \chi_{1,-}(P, q, \omega) < \chi_{1,+}(P, q, \omega) \) and consequently the spin-singlet component does not contribute, i.e., \( \langle P_{1,-} \rangle = 0 \). The instability occurs in the spin-triplet channel consistent with the results in Sec. II A.

### B. Order parameter

From Eqs. (22), (24) and (27) follows that the finite value of the order parameter \( \langle P_{2,\pm} \rangle, \langle P_{1,+} \rangle \neq 0 \) implies \( \langle \exp(-i\sqrt{2}\pi \theta_p) \rangle \neq 0 \). This is incompatible with finite expectation values of operators containing the dual field and thus terms \( \sim \cos \sqrt{2} \pi \phi_p \) and \( \sim \sin \sqrt{2} \pi \phi_p \) are discarded.

The interaction that led to the derivation of \( H_{\text{int}} \) in Eq. (10) is attractive. A Tomonaga-Luttinger model with attractive interaction scales to strong coupling under a renormalization group analysis and has a gapped excitation spectrum [33]. Its thermodynamic properties can be modeled via the sine-Gordon model [34, 35]. The free energy is lowered proportional to the square of the excitation gap [36]. The energy can be minimized by maximizing the gap. This suggests the minimization of the repulsive components of the interaction term \( H_{\text{int}} \) through \( \langle \cos \sqrt{4} \pi \phi_p \rangle = \langle \cos \sqrt{4} \pi \phi_d \rangle = \langle \cos \sqrt{4} \pi \phi_l \rangle = \langle \cos \sqrt{4} \pi \phi_r \rangle = 0 \). It is then consistent to assume that these operators are irrelevant and consequently the contributions \( \sim \cos \sqrt{4} \pi \phi_p, \sim \cos \sqrt{4} \pi \phi_d, \sim \cos \sqrt{4} \pi \phi_l, \sim \cos \sqrt{4} \pi \phi_r \) in the operators \( P_{2,\pm} \) and \( P_{1,+} \) can be neglected.

One then obtains a gap in all channels \( \mu \in \{c, s, sf\} \) with possible finite expectation values for \( \langle \sin \sqrt{4} \pi \theta_p \rangle, \langle \sin \sqrt{4} \pi \theta_d \rangle, \langle \cos \sqrt{4} \pi \theta_l \rangle \), and \( \langle \cos \sqrt{4} \pi \theta_r \rangle \) as will now be discussed in detail.

The system is invariant under a global phase shift in the charge sector. The fluctuations of the charge phase are referred to as the Anderson-Goldstone collective mode [2]. They can be parameterized by introducing the unit vector
\[
\Omega_\rho = \left( \begin{array}{c} -i \sin \sqrt{2} \pi \theta_p \\ \cos \sqrt{2} \pi \theta_p \end{array} \right)
\] (29)

The Anderson-Goldstone collective mode results from a broken Gauge symmetry and in the presence of low range Coulomb interaction acquires a gap of the order of the plasma frequency through the Anderson-Higgs mechanism [37]. The large gap allows for neglecting the charge phase fluctuations in the discussions of the low energy excitations that follow (Sec. II B).

Correspondingly, fluctuations of \( P_{2,\pm} \) and \( P_{2,-} \) can be parameterized as phase fluctuations in the spin channel via \( \theta_z \) which takes the role of a azimuthal angle of the magnetic moment of the Cooper pairs. The third spin-triplet component \( P_{1,+} \) can be included via a polar angle \( \theta_z \):
\[
\Omega_\rho = \left( \begin{array}{c} -i \sin \sqrt{2} \pi \theta_p \sin \theta_z \\ \cos \sqrt{2} \pi \theta_p \sin \theta_z \\ \cos \theta_z \end{array} \right)
\] (30)

The SO(3) vector \( \Omega_\rho \) describes the three spin-triplet components introduced in Sec. II A.
The order parameter expectation values \( \langle P_{2,\pm} \rangle, \langle P_{1,\pm} \rangle \sim \langle \sin \sqrt{\pi \phi_1} \rangle \) break the invariance of the model under reflection \( y \rightarrow -y \). This is an artifact of the mean-field decoupling Eq. (13) which yields only one of two equivalent saddle points. In the absence of external fields, temperature gradients, or strain the symmetry must be restored by including another two-component vector

\[
\Omega_t = \begin{pmatrix}
\sin(\sqrt{\pi} \phi_t - \sqrt{2} \tau) \\
\sin(\sqrt{\pi} \phi_t - \sqrt{2} \tau)
\end{pmatrix}.
\] (31)

Equation (31) includes a \( p \)-wave component of the pair operator. This becomes apparent in the rewritten form

\[
\Omega_t = \begin{pmatrix}
\cos \sqrt{2} \tau \sin \sqrt{\pi} \phi_t \\
\cos \sqrt{2} \tau \sin \sqrt{\pi} \phi_t
\end{pmatrix} - \begin{pmatrix}
\sin \sqrt{2} \tau \cos \sqrt{\pi} \phi_t \\
\sin \sqrt{2} \tau \cos \sqrt{\pi} \phi_t
\end{pmatrix}
\] (32)

Since the component \( \Omega_{t,\pm} \) is oscillatory along \( \tau \) the pair correlations are stronger along \( \tau \) and vice versa. The existence of such two order parameter components that couple differently to magnetic fields through a slight spatial anisotropy has been inferred experimentally via upper critical field and thermal conductivity measurements as discussed closer in Sec. IV E. The fluctuations of \( \Omega_t \) account for the observed strain anisotropies in the superconducting phase (Sec. II E).

Introducing the normalized average

\[
\overline{\Omega}_\mu = \langle \Omega_\mu \rangle/|\langle \Omega_\mu \rangle|
\] (33)

\( |\overline{\Omega}_\mu|^2 = 1 \) is satisfied. Denoting the order parameter amplitude

\[
\mathcal{P} = |\langle P \rangle| = \frac{2}{\pi} |\langle \sin \sqrt{\pi} \phi_{sf} \rangle| |\langle \Omega_\rho \rangle| |\langle \Omega_y \rangle| |\langle \Omega_t \rangle|
\] (34)

the mean-field Hamiltonian Eq. (10) becomes in its continuum representation

\[
H_{mf} = V_0 \int_{-L}^{L} d\tau \left[ -\mathcal{P}^2 + \frac{4\mathcal{P}}{\pi} \sin \sqrt{\pi} \phi_{sf} \left( \frac{\Omega_{\mu}^\dagger \Omega_\mu}{\Omega_{\mu}^\dagger \Omega_\mu} \right) \left( \frac{\Omega_y^\dagger \Omega_y}{\Omega_y^\dagger \Omega_y} \right) \left( \frac{\Omega_t^\dagger \Omega_t}{\Omega_t^\dagger \Omega_t} \right) \right].
\] (35)

Together with the in-plane contributions Eqs. (19) and (23) the Hamiltonian in the superconducting phase is given by

\[
H_{sc} = H_c + H_s + H_{sf} + H_{mf}.
\] (36)

C. Magnetic and temperature fields

Magnetic fields need to be included in the microscopic model by introducing a vector potential in the momentum operator. A detailed study within the model proposed here is rather involved and is left for future studies. One can use the notion of spin-charge separation thought to discuss some qualitative implications of an applied magnetic field. The coupling of an applied magnetic field \( h \) to the magnetic degrees of freedom of the order parameter then is simply given by

\[
H_h = -\int_{-L}^{L} d\tau \mathcal{P} \overline{\Omega}_t
\] (37)

This term further reduces the symmetry in the spin channel, e.g., \( \overline{\Omega}_t = (\sqrt{2}^{-1}, \sqrt{2}^{-1}, 0)^\dagger \) if the quantization axis is chosen along the applied field. The ground state order parameter then carries spin one along the direction of the magnetic field.

The study of the coupling of an external magnetic field to the anisotropic components of the flavor vector \( \overline{\Omega}_t \) is more involved. Related two-component superconductors have been studied via a Landau-Ginzburg analysis, albeit based on \( p \)-wave symmetries without the notion of gapless fluctuations addressed in Sec. III E. The general physical result though is that the magnetic field couples strongest to the order parameter component with dominant superconducting correlations perpendicular to the field. If the applied field has a component in the \( x-y \) plane, the coupling to the components of \( \Omega_t \) will be inequivalent. A field along \( \tau \) will couple stronger to the order parameter component \( \Omega_{t,\rho} \) since it has dominant pair correlations along \( \tau \).

The application of a temperature gradient in the \( x-y \) plane breaks the reflection symmetry of the lattice and yields inequivalent components of \( \overline{\Omega}_t \). The order parameter symmetry is reduced to a two-fold axis perpendicular to the \( x-y \) plane as opposed to a four-fold axis in the absence of the temperature gradient. Similar effects are expected through strain and at surfaces or grain boundaries.

D. Mapping onto sine-Gordon models

The mean-field contribution Eq. (35) couples all the channels \( \mu \in \{\rho, s, sf\} \). Since the lowest bound state and thus the gap energy is correctly reproduced by a perturbative treatment even in one-dimensional interacting systems one can attempt a mean-field like decoupling valid at least for small values of the fields \( \phi_\mu \). To this end all terms \( \sim \sin \sqrt{\pi} \phi_\mu \) and \( \sim \sin \sqrt{\pi} \theta_\mu \) are transformed to cos terms via the sliding transformations \( \phi_\mu \rightarrow \phi_\mu + \frac{\pi}{2} \) and \( \theta_\mu \rightarrow \theta_\mu + \frac{\pi}{2} \). Expanding the cos terms to second order in the fields decouples \( H_{mf, eff} \) in the different channels \( \mu \). Rewriting the resulting contributions \( H_{mf, \mu} \) in terms of cos and reversing the sliding transformations \( \theta_\mu \rightarrow \theta_\mu + \frac{\pi}{2} \) where necessary yields the desired result (up to a constant).

In order to obtain the Lagrangian for the Hamiltonians in Eq. (24) Euclidean time dependence of the fields is introduced, the Lagrange transformation \( \Pi_\mu(\mathbf{r}, \tau) = \frac{i}{\overline{K}_\mu} \phi_\mu(\mathbf{r}, \tau) \) is performed, and the fields are rescaled as
\[ \phi_{\mu} = (K^*_s)^{-1/2} \phi_{\mu}. \]  

The effective, one-dimensional action for the spin-flavor channel is obtained as

\[ S_{\text{eff}}^s = \frac{\nu_s L}{2} \int_{-L}^{L} d\tau \int_{0}^{\beta} \left[ \phi_{s\mu}^2 + (\partial_{\tau} \phi_{s\mu})^2 + \Omega^2 M_\mu \cos B_{s\mu} \phi_{s\mu} \right] \]  

(38)

with \( B_{s\mu} = \sqrt{\pi K^s_{s\mu}} \) and inverse temperature \( \beta = T^{-1} \). Equation (38) is the quantum sine-Gordon action with the interaction parameter \( M_\mu = \frac{8\nu_0}{\pi^2 r s}. \)

The transformation to the dual fields \( \Pi_{\mu} = -\partial_{\tau} \theta_{\mu} \) and rescaling as \( \theta_{\mu} = (K^*_s)^{1/2} \theta_{\mu} \) yields the effective, one-dimensional spin-channel action

\[ S_{\text{eff}}^s = \frac{\nu_s L}{2} \int_{-L}^{L} d\tau \int_{0}^{\beta} \left[ \phi_{s\mu}^2 + (\partial_{\tau} \theta_{s\mu})^2 + \Omega^2 M_\mu \Pi_{s\mu} \Omega_{s\mu} \right] \]  

(39)

for correspondingly adapted vectors \( \Omega_{s\mu} \) and \( \Omega'_{s\mu} \). The action in Eq. (39) is invariant under a rotation of \( \Omega_{s\mu} \).

Transversal fluctuations of \( \Omega_{s\mu} \) with respect to \( \Omega'_{s\mu} \) give rise to Goldstone modes which can be treated separately as will be done in Sec. III E and Appendix A. To study thermodynamic properties as implied by the sine-Gordon action one can consequently use the simplified expression with \( \Omega_{s\mu} \rightarrow \cos B_s \theta_{s\mu} \) with \( B_s = \frac{\pi}{\sqrt{\pi K^s_{s\mu}}} \).

For \( T \rightarrow 0 \) and \( L \rightarrow \infty \) the sine-Gordon actions Eqs. (38) and (39) are equivalent to the charge zero-sector of the massive Thirring model if \( B_s < 8\pi \). For both channels to be in the gapped regime requires \( K^s_{s\mu} < 8 \) and \( K^s_{s\mu} > 1/8 \). Unless \( K^s_{s\mu} < 1 \) is very strongly renormalized the conditions on \( K^s_{s\mu} \) are satisfied.

For \( T \rightarrow 0 \) and \( L \rightarrow \infty \) the actions Eqs. (38) and (39) have a gap of

\[ \Delta_{\mu} \sim \left[ \Omega^2 M_\mu \right]^{-\frac{1}{2}} \]

(40)

to the lowest bound state above the ground state.

Similarly the action for the charge channel can be derived:

\[ S_c = \frac{1}{2} \int_{-L}^{L} d^2 r \int_{0}^{\beta} \left\{ \nu_r \left( \phi_{r}^2 + \phi_{r}^2 \right) \right. \]

\[ + V_c \left[ \partial_{\tau} \phi_{r} + \partial_{\tau} \phi_{r} \right] \right. \]

\[ + V_{c} \left[ \partial_{\tau} \phi_{r} + \partial_{\tau} \phi_{r} \right] \]

\[ + \frac{4 V_{c}}{\pi a^2} \left( \Omega'_{s\mu} \Omega_{s\mu} \right)^2 \]

\[ + \frac{4 V_{c}}{\pi a^2} \left( \Omega_{s\mu} \Omega_{s\mu} \right)^2 \left( \Omega_{s\mu} \Omega_{s\mu} \right) \}

(41)

The action Eq. (11) can be transformed to both dual fields \( \theta_{s\mu} \) and \( \theta_{s\mu} \) but a mixed representation in \( \theta_{s\mu} \) and \( \phi_{s\mu} \) as desirable is not possible.

No detailed theoretical results are known for the two-dimensional two-component sine-Gordon model defined by Eq. (11). In the gapped phase relevant here the difference between the two-dimensional correlations and the one-dimensional ones are less severe (Sec. III E 1) then in the absence of a gap. It is thus permissible to use the theoretical results given in the literature for the one-dimensional actions Eqs. (38) and (39) and anticipating corrections from the two-dimensional character of Eq. (11) and the two-dimensional corrections to Eqs. (38) and (39).

E. Fluctuations

The description of Goldstone modes in symmetry broken phases via non-linear sigma models is a standard problem in text book literature. The description of the charge phase fluctuations including the Anderson-Higgs mechanism leading to the charge-phase gap has been derived by Schulz for the case of the attractive two-dimensional Hubbard model. Goldstone modes of the magnetically ordered phase of the repulsive two-dimensional Hubbard model have been discussed by Schulz and Weng et al. Most importantly, the present approach is a two-dimensional analog of superfluid He-4. The conclusive result is that for temperatures sufficiently smaller than the electronic excitation gap \( T \ll \Delta \) and at sufficiently small energies \( \omega \ll \Delta \) the gapless fluctuations of the internal degrees of freedom of the order parameter associated with continuously broken symmetries are well described by non-linear sigma models (Appendix A).

In the present approach the gapless Goldstone modes correspond to the broken local spin rotational invariance described by the SO(3) vector \( \Omega_{n} \), and the degenerate flavor saddle points described by the SO(2) vector \( \Omega_{F} \) with local constraints \( |\Omega_{n}(r, \tau)|^2 = 1 \).

At sufficiently small temperatures and energy scales \( T, \omega \ll \Delta \) the stiffness of the non-linear sigma model describing the angular fluctuations has been determined to scale with the square of the order parameter amplitude \( \sim \Omega^2 \). The analogy to magnetic excitations in the ordered Hubbard model suggest corrections that depend on the specific correlations of the system. The resulting non-linear sigma model in Euclidean space (Appendix A) is

\[ S_{\Omega} = \Omega^2 \int_{-L}^{L} d^2 r \int_{0}^{\beta} d\tau \sum_{\nu, \mu} A_{\nu} \left[ \frac{\Omega^2_{\nu\mu}}{(av)^2} \right] \left( \Omega'_{s\mu} \Omega_{s\mu} \right) \]

(42)

the stiffness parameters are

\[ A_{\nu} = \frac{\partial^2}{\partial q_{\nu}^2} \left( V^2 q_{\nu} \chi_{2,}\left(q, 0\right) \left| q=0 \right. \right) \]

(43)

with the excitation velocities

\[ \frac{1}{(v_{\nu})^2} = \frac{V_{\nu}^2}{A_{\nu}} \partial_{\omega} \chi_{2,}\left(0, \omega\right) \left| \omega=0 \right. \].

(44)

Here the magnetic channel is treated isotropically. The pair correlation functions depend on \( \rho_{\nu} \sim q_x \pm q_y \).
Consequently \( A_x = A_y \) reflecting the symmetry of the lattice. The stiffness perpendicular to the \( xy \) plane is negligible since the out-of-plane correlations are two orders of magnitude smaller as indicated by the resistivity, thermal conductivity,\(^\[\text{4,5}\] and critical magnetic field\(^\[\text{6}\]\) measurements. Within the mean-field approach \( A_z \equiv 0 \). Note that Eqs. (42) through (44) can also be obtained by replacing \( X^2 \rightarrow \mathbf{P}^2 \) in the amplitude fluctuation expression Eq. (39) in Appendix B.2.

The crucial difference of the present model with respect to BCS theory is the presence of gapless modes in the ordered phase. Unlike in BCS the excitations of the internal degrees of freedom of the order parameter, namely the SO(3) spin-triplet components and the SO(2) flavor components do not necessarily acquire a gap (Appendix B2). The analysis of a related model\(^\[\text{85}\]\) to \(^3\)He-\( A \) suggests that the magnetic excitations remain gapless and have linear dispersions.\(^\[\text{86}\]\) Similar arguments\(^\[\text{87,88}\]\) hold for the flavor degrees of freedom.\(^\[\text{89}\]\)

Note that even in the case of a large gap \( \Omega_A \geq \Delta \) of the magnetic fluctuations \( \Omega_A \) which could in principle induced by the spin-flavor coupling terms in Eq. (4) the physical implications of the present approach remain unaltered because of the ungauged SO(2) flavor mode.\(^\[\text{90}\]\) The degeneracy of the components of \( \Omega_A \) are prerequisite for the presence of a gapless flavor mode. At this point it should be stressed that the tetragonal structure of \( Sr_2RuO_4 \) has been found to be very stable (c.f. Ref. \[\text{3} \]). Since \( \Omega_{A,x} \) and \( \Omega_{A,y} \) are related via a symmetry operation under which the tetragonal point group of the lattice is invariant it can be concluded that the degeneracy of the two components is also very stable, at least in the bulk material. For a discussion see Sec. (V).

Experimental evidence of the existence of the flavor mode stems from ultrasonic measurements in Ref. \[\text{49} \] that probe the strain dependence of the superconductivity in \( Sr_2RuO_4 \). The in-plane anisotropy of the components \( \Omega_{A,x} \) and \( \Omega_{A,y} \) leads to a coupling of the superconducting order parameter to the strain and thus accounts for the observed effects. The coupling to out-of-plane shear strain components is much weaker. The gapless excitations yield a reduction of the elastic constants in the superconducting phase. The strain breaks the symmetry between the two components which accounts for the anomalies observed near the phase transition. Also, the observed anomalous absorption in cyclotron resonance experiments\(^\[\text{91}\]\) might be attributed to the coupling to the \( \Omega_{A} \) gapless mode.

1. Estimates for the pair correlation function

On the mean-field level one expects that the pair correlation functions that determine the stiffness and excitation velocities through Eqs. (43) and (44) have the form

\[
\chi_{\text{BCS}}(q, \omega) = \frac{-\Delta \chi(q)}{\omega^2 - \nu_{\text{eff}}^2 q^2 - \Delta^2},
\]

where \( \Delta \) is the single particle energy gap, \( \nu_{\text{eff}} \) is the effective velocity of the collective excitations associated with the pair operators, and \( \chi(q) \) is a function that weakly depends on \( q \). Note that in the static limit and with a pair correlation length \( \xi_p \) related to the superconducting gap \( \Delta \) as \( \xi_p \propto \nu_{\text{eff}}/\Delta \) the pair correlation function has Lorentzian form \( \chi(q) \sim \xi_p^{-1}(|\nu q|^2 + \xi_p^{-2})^{-1} \). Equation (45) is thus valid in a rather general basis.

Since one expects that the quasi one-dimensional correlations exhibit the most singular behavior, and since the normal phase magnetic properties of the system are dominated by quasi one-dimensional correlations\(^\[\text{90}\]\) it is necessary to investigate the possible impact of the one-dimensional subsystem on the stiffness and excitation velocities through Eqs. (43) and (44).

First of all it must be stated that the scale invariance of the magnetic correlations breaks down\(^\[\text{92}\]\) in the Fermi liquid regime for \( T < 25 \text{ K} \) indicating that the system turns two-dimensional at low temperatures.\(^\[\text{93}\]\) Furthermore, the pair correlation functions factorize into spin, spin-flavor, charge, and flavor contributions in the bosonized representation [c.f., Eqs. (42) through (44)]. In the superconducting phase the correlation functions have to be evaluated with respect to the actions Eqs. (45), (46), and (47) where all channels are gapped. Consequently in the superconducting phase the divergent correlations of the quasi one-dimensional magnetic subsystem are suppressed and \( \chi_{\text{BCS}}(q, \omega) \) is analytic in \( q \) and \( \omega \). The contributions from the charge and flavor channels are two dimensional anyway [Eq. (47)].

To make these reflections more transparent consider that for \( T > T_c \) the spin and spin-flavor channel correlation functions are approximately determined by the Hamiltonian Eq. (29). They have the standard functional dependence in conformal field theory.\(^\[\text{94}\]\) Density and pair correlation functions are connected via substituting \( |2k_F - q| \rightarrow q \) with Fermi wavenumber \( k_F \) and an appropriate adoption of the scaling dimension.\(^\[\text{14}\]\) Dimerized spin chains are described by the action Eq. (38) with \( B_{2,b}^D = 2\pi \) and the density correlation functions have been given in Ref. \[\text{41} \]. The value of \( B_{2,b}^D \) is not a singular point in the analysis\(^\[\text{14}\]\) at \( T = 0 \) and similar behavior for other values of \( B_{2,b}^D \) is expected, especially at finite temperatures. This leads to the estimate

\[
\chi_{\text{1D}}(q, \omega) = \frac{A_0 \cos^2(aq/2)}{\omega^2 - \nu_{\text{eff}}^2 \sin^2(aq/2) - \Delta^2},
\]

where \( \Delta \) is the energy gap to the lowest bound state. Comparing with Eq. (45) one consequently finds that in the gapped phase \( \chi_{\text{1D}}(q, \omega) \equiv \chi_{\text{BCS}}(q, \omega) \) with
by the standard approach than the gap can be treated outside the critical region. Amplitude fluctuations become sufficiently significant next higher order anisotropic correction terms that render the magnetic system two-dimensional up to quadratic order in \( q \).

From the geometry of the upper critical magnetic fields discussed in Ref. \( [1] \) it can be concluded that there is an in-plane anisotropy in the order parameter of \( \sim 7\% \) which should be reflected also in \( \chi^{(P)}_{\pm} \). Most importantly, the non-analyticity along the diagonals of the basal plane suggests the presence of a small term \( \sim |q_x q_y| \) in the expansion of \( \chi^{(P)}_{\pm} \). Considering the small energy scale set by the anisotropic component of the upper critical magnetic field \( H_{c_2}(T \to 0) \approx 0.05\, T \approx 0.04\, K \) the effect should be negligible here for \( T \geq 0.1\, K \). The expected significant next higher order anisotropic correction terms are \( \sim q_x^2 q_y ^2 \).

2. Effective Saddle point

The amplitude fluctuations of the order parameter become relevant on energies scales of the order of the excitation gap \( \omega \sim \Delta \) (or, equivalently, for wavevectors \( a(q_x, q_y) \sim \Delta/\nu \)) and qualitatively change the behavior of the gapless modes at these energy scales (Appendix B). The description of the latter via the non-linear sigma models in Eq. (12) is consequently restricted to small temperatures, small energies, and large wavelengths.

As the gap decreases while the system approaches the phase transition thermal fluctuations become sufficiently large to excite the amplitude mode which in turn couples back to the angular Goldstone modes. Amplitude fluctuations at energy scales of the order of or larger than the gap can be treated outside the critical region by the standard approach where Gaussian fluctuations are integrated out. In Appendix B2 it is shown that the Gaussian amplitude fluctuations can be included in the description of the \( \Omega_{\mu} \) modes in Fourier space in form of a cutoff and a fluctuation dependent prefactor:

\[
S_{\Omega}^{\text{amp}} \approx \frac{\beta N}{4\pi^2} \langle X^2 \rangle \sum_{q, \mu, n} A_{\mu} \int_0^{\Delta/\nu} \frac{d^2[aq]}{a^2} \left( \omega_n^2 - [aq]^2 \right) \Omega_{\mu}^2.
\]

The number of in-plane Ru ions is \( N = L^2/a^2 \) and the prefactor \( \langle X^2 \rangle / (2\pi)^4 \) is the variance of the amplitude fluctuations and parameterizes the effect of the amplitude fluctuations on the action of the Goldstone modes. Following the analysis in Appendix B one can approximate \( \beta \langle X^2 \rangle = \chi^{(P)}_{\pm}(0, 0) = \frac{\beta}{\Delta} \) [Eq. (12)]. Near the phase transition, where \( \Delta \to 0 \), the prefactor diverges which is reminiscent of the diverging correlation length \( \xi \). For \( T \to T_c \) one has \( S_{\Omega}^{\text{amp}} \gg S_{\Omega}^{\text{m}} \) and the impact of the fluctuations of the internal degrees of freedom of the order parameter is determined by Eq. (47).

A dimensional analysis suggests that the integrals in Eq. (47) are proportional to \( \Delta^3 \). Using \( A_{\mu} \approx \frac{m}{\Delta f_0} [\text{Eq. (43)}] \), and \( \nu \approx v \) [Eq. (50)] the contribution to the action from the amplitude-Goldstone mode coupling term can thus be estimated to be

\[
S_{\Omega}^{\text{amp}} \approx \frac{\beta N}{4\pi^2} \chi_{\Omega} \Delta^3 + O(\Delta^5). \tag{48}
\]

The approximation is justified when the stiffness \( \rho_s^{\text{amp}} \approx \beta \langle X^2 \rangle A_{\mu} \approx T \frac{\chi_{\Omega}}{\Delta f_0} \) is large enough, i.e., in the limit \( \Delta \to 0 \). In this approximation all channels \( \mu \) yield the same contribution. The dimensionless prefactor \( s_{\Omega}^3 \sim 1 \) is phenomenological since the exact numerical prefactor is not known within the approximations made.

Equation (48) is an effective saddle point contribution in which the fluctuations of the internal degrees of freedom of the order parameter have effectively been integrated out. The approach is only applicable outside the critical region \( T \leq T_c + 0.02\, K \) (Appendix B3).

The contribution from Eq. (48) is of third order in the gap \( \Delta^3 \) near the phase transition. This an important consequence of the two dimensionality of the problem. In one or three dimensions the contribution is \( \Delta^2 \) or \( \Delta^4 \), respectively, and consequently only renormalizes the usual parameters \( \nu,\mu \) of a Landau expansion.

F. Free energy

The general expression of the total free energy consists of the contributions from the spin, spin-flavor, and charge channels and the mean-field contribution, i.e.,

\[
F = \sum_{\mu} F_{\mu} + F_{\text{mf}},
\]

with

\[
F_{\mu} = -T \ln \int d\varphi_{\mu} e^{-S_{\mu}} \quad \text{for} \quad \mu \in \{s, f\}, \tag{49}
\]

\[
F_{\text{mf}} = -T \ln \int d\varphi_{\mu} e^{-S_{\mu}} \quad \text{for} \quad \mu \in \{s\}, \tag{50}
\]

where \( d\varphi_{\mu} = d\phi_{\mu} d\delta_{\mu} \). The actions \( S_{\mu} \) are given by Eqs. (13), (14), and (15) with \( \langle P \rangle = 0 \) in the normal phase. The mean-field contribution is

\[
F_{\text{mf}} = -V_0 NT^2 - T \ln \left( \prod_{q, n} \frac{d\Omega_{q, n}(2\pi)}{(4\pi)} \right) e^{-S_{\Omega}}. \tag{51}
\]
The second term accounts for the gapless fluctuations of the internal degrees of freedom of the order parameter (Sec. III E and Appendix). The order parameter is obtained by minimizing the free energy via the variation \( \langle \delta F / \delta \tilde{\mathbf{P}} \rangle = 0 \). At finite temperatures the analysis of the expectation values of the sine-Gordon and related models is quite involved. An estimate of the symmetry of the full Eliashberg equation is discussed phenomenologically in Ref. 14. Based on the result that interaction effects can render the gap function rather homogeneous in agreement with the experimental results 12 (Sec. IV D) one can derive a Landau theory for the free energy near the phase transition in the ordered phase.

To obtain an estimate for Eq. (52) we make use of the \( \delta F / \delta \tilde{\mathbf{P}} \) (Sec. III E and Appendix). The dimerized spin chain is SU(2) invariant with \( B^2 = 2 \pi \). Since \( B^2 = 2 \pi \) is not a singular point in the analysis 3 of at \( T = 0 \) similar behavior for other values of \( B^2 \) can be expected at finite temperature. The comparison of Eqs. (54) and (55) yields an effective finite temperature interaction parameter of

\[ B^2(T \approx T_c) \approx 4 \pi, \]

which is the value for free massive fermions. Near \( T_c \) Eq. (40) then yields a gap of

\[ \Delta \approx 8 V_0 \tilde{\mathbf{P}}. \]

As discussed in Sec. III E 2 the the gapless fluctuation contribution at the phase transition can be described via the effective saddle point term Eq. (48), i.e., \( S_0 \rightarrow S_{0\text{amp}} \) in Eq. (51). Together with Eq. (53) the Landau expansion of the free energy \( F_\Delta \) near the phase transition then is

\[ F_\Delta / N = \sum_{\mu} F_{0,\mu} / N - V_0 t \tilde{\mathbf{P}}^2 + 4 V_0^3 s^2 \tilde{\mathbf{P}}^4 + b \tilde{\mathbf{P}}^4 + \ldots, \]

where \( t = 1 - T/T_c \ll 1 \) is the reduced temperature. The approach is valid outside the critical region, i.e., for \( |t| \geq 0.01 \) as estimated in Appendix B3. Since the expansion is in \( \tilde{\mathbf{P}} \geq 0 \) and not in the complex order parameter the phase transition described by Eq. (58) is of third order in the sense of Ehrenfest’s definition. Gauge invariance is preserved since \( \tilde{\mathbf{P}} = |e^{i\phi_2} \langle \mathbf{P} \rangle | \) for arbitrary gauge fields \( \phi_2 \).

### IV. APPLICATION TO Sr\(_2\)RuO\(_4\)

The inter-plane coupling in Sr\(_2\)RuO\(_4\) leads to a superconducting ground state driven by the \( d_{xx} \) and \( d_{yz} \) correlations. The \( d_{xx} \) and \( d_{yz} \) correlations are described by the model derived in Ref. 22 and applied in Sec. III. The pair order parameter is the expectation value of orbital-singlet, spin-triplet Cooper pairs. The gapless fluctuations of the multiple order parameter components are dominantly two dimensional. In this section the physical implications of the model are compared with the properties of Sr\(_2\)RuO\(_4\) determined through experiments.

#### A. Order parameter: \( \mu \text{SR} \) and excess tunneling current

Minimizing the Landau expansion of the free energy Eq. (58) via \( \langle \partial F_\Delta / \partial \tilde{\mathbf{P}} \rangle = 0 \) gives

\[ \tilde{\mathbf{P}} \bigg|_{t=1} = \frac{3 V_0^3 s_0^2}{2 b \tau_{\text{eff}}^2} \left[ 1 + \frac{32 b \tau_{\text{eff}}^2 t}{9 V_0 s_0^2} - 1 \right] \approx \frac{\tau_{\text{eff}}^2}{6 V_0^2 s_0^2} t. \]

The slope \( \tau_{\text{eff}}^2 / 6 V_0^2 s_0^2 \approx 0.1 \) has been determined from the analysis of the specific heat data in Sec. IV B. For \( T \rightarrow 0 \) or \( t \rightarrow 1 \) Nernst’s theorem requires the order parameter to saturate. A corresponding fit function to the experimental data as shown in Fig. II yields using Eq. (57)

\[ \Delta(T) = \left( 5 - \sqrt{1 + 11 T^2 / K^2} \right) K \]
and is consistent with Eq. (59) for $\tau_s^{-1}$ and thus $\lambda_s$ are exponentially suppressed. This is consistent with the experimental observation.

As mentioned in Sec. IIIE, the spin-flavor coupling terms in Eq. (58) could in principle lead to a gap in the magnetic excitation spectrum. On the other hand such a coupling would inevitably add a magnetic component to the flavor degrees of freedom. Since the SO(2) flavor fluctuations remain gapless, the Muon spin would then couple dynamically to the magnetic moment of the flavor mode leaving the physical picture of the origin of the increase of the $\mu$SR relaxation rate unaltered.

From $\Delta \lambda \parallel \approx 2/3 \Delta \lambda \perp$ it can be concluded that the spin-one Cooper pairs are in a slight easy plane configuration, i.e., $B_{\perp} \approx 0.8 B_{\parallel}$. Note that $\Delta \lambda \parallel \sim B_{\perp}^2$ and vice versa. From the critical field analysis in Ref. 16 the in-plane moment can be determined more precisely to be enhanced by a factor 1.23 with respect to the out-of-plane moment.

The excess current across a normal-superconducting point contact is proportional to the superconducting gap at least in $s$-wave superconductors. As discussed in Sec. IIIE and Ref. 34 the order parameter in Sr$_2$RuO$_4$ has extended $s$-wave character and in Sec. IVB the superconducting gap in Sr$_2$RuO$_4$ is determined to be 93% isotropic.

The full circles in Fig. 1 are excess current data from Ref. 16 and are in striking agreement with the linear temperature dependence of the order parameter. The data are scaled to match $T_c$ and the slope.

Equation (60) gives an energy gap of $\Delta |_{T \to 0} \approx 0.33$ meV. The results from the differential resistance versus bias voltage measurements across point contact junctions depend on the model used for their analysis. A $p$-wave analysis without gapless excitations yields $\Delta |_{T \to 0} \approx 1.1$ meV, a $s$-wave analysis $\Delta |_{T \to 0} \approx 0.25$ meV. Both results are close to the value extracted here.

The differential resistance data have been argued to be inconsistent with an isotropic $s$-wave superconductor in the absence of gapless excitations. The theoretical approach in Ref. 104 supports this conclusion but ignores contributions from the $d_{x^2}$ and $d_{yz}$ orbitals. An analysis of the Andreev reflection spectroscopy data in the presence of the herein discussed order parameter including massless fluctuations is desirable.

Within the $p$-wave approach proposed in the literature the order parameter $d(k) = \bar{z}(k_x \pm ik_y)$ breaks time reversal symmetry and thus can also explain the change in the Muon relaxation rate at the superconducting phase transition. The resulting temperature dependence of the order parameter enters via the local field and is consequently $\sqrt{T}$ consistent with the differential resistance analysis but not with the measured linear temperature dependence of the excess current. On
The specific heat has been reproduced fairly well by different groups.

The fermi-liquid regime. The discrepancy must be attributed to effects of the two-dimensional coupling and the pair correlations in the superconducting state. The fact that the numbers are of the same order of magnitude is a non-trivial consistency check of the theory.

The specific heat has been reproduced fairly well within the p-wave approach by different groups by modeling the gapless excitations via introduced line nodes or a two-gap scenario where one of the gaps is very small. Since a number of experimental probes require a rather homogeneous in-plane gap, only horizontal line nodes are possible. The latter require the fine tuning of a number of parameters.

For small temperatures $t > 0.8$ the contribution from the electronic channels is negligible and the quadratic temperature dependence of the non-linear sigma model Eq. (12) dominates the specific heat.

$$C_s|_{t \to 1} = 3 \frac{\zeta(2)}{\pi} \frac{T^2}{(v_0)^2} \approx 3.4 \frac{T^2}{(\tau_{eff})^2}$$

Here $\zeta(n)$ is Riemann’s zeta function and the prefactor 3 is the multiplicity of the channels $\mu = s, t$ that contribute. From the fit in Fig. 2 (dashed-dotted line) one extracts $\tau_{eff} \approx 22 K$. The resulting value of $s_0 \approx 4.7$ is only an order of magnitude estimate since the accurate prefactor in Eq. (48) is not known. If one assumes the magnetic channel to be gapped the numbers are $\tau_{eff} \approx 38 K$ and $s_0 \approx 2.7$.

The value of $2\tau_{eff} \approx 44 - 76 K$ must be compared with the quasi one-dimensional magnetic excitation velocity determined in Ref. 32 as $v_{eff} \sim 10^2 K$ albeit outside the fermi-liquid regime. The discrepancy must be attributed to effects of the two-dimensional coupling and the pair correlations in the superconducting state. The fact that the numbers are of the same order of magnitude is a non-trivial consistency check of the theory.

The specific heat has been reproduced fairly well within the p-wave approach by different groups by modeling the gapless excitations via introduced line nodes or a two-gap scenario where one of the gaps is very small. Since a number of experimental probes require a rather homogeneous in-plane gap, only horizontal line nodes are possible. The latter require the fine tuning of a number of parameters. The finite slope near $T_c$ has not been addressed yet. It would

\[\text{FIG. 2. Specific heat over temperature as a function of temperature. Symbols are from Ref. 30.} \]

$T = 1.52 K$ is the “mid transition” value. The actual transition is at $T_c = 1.52 K$. In the normal phase the specific heat is linear (full line) consistent with Fermi or Luttinger liquid behavior. For $T$ just below $T_c$ a linear increase with $t = 1 - T/T_c$ is observed consistent with an order parameter linear in $t$ [Eq. (3)].

For $T < 0.3 K$ the specific heat is quadratic in temperature [dot-dashed line, Eq. (64)] consistent with two-dimensional, gapless order parameter fluctuations. Dotted line: sketch of the BCS contribution.

the other hand, the excess current might be dominated by surface effects not considered here. A more obvious possible shortfall of the $p$-wave approach are the neutron scattering results that do not show any signature of a gap down to energy transfers of $\omega \geq 1$ meV suggesting that $2\Delta \approx 1$ meV which is inconsistent with the gap value of $\Delta_{T=0} \approx 1.1$ meV discussed above.

\[\text{B. Specific heat}\]

The normal phase thermodynamic properties have been described satisfactorily in the framework of the model outlined in Ref. 32. The specific heat $C^{tot}_n \approx 37.5$ [mJ K$^{-1}$ mol$^{-1}$] is linear in temperature for $T_c < T < 30 K$ as shown by the solid line in Fig. 2.

In the superconducting phase near the phase transition, i.e., $t = 1 - T/T_c \ll 1$, the free energy is given by $F_\Delta$ in Eq. (58) while the temperature dependence of the superconducting pair density $\rho$ is given by Eq. (59). The resulting specific heat $C_s = -\partial^2F_\Delta/\partial T^2|_{t>0}$ is

$$\frac{C_s|_{t<1}}{T_c} = \frac{C^{tot}_n}{T_c} + 2 \left[ \frac{\tau_{eff}}{6 V_0^2 \sigma_0^2} \right]^2 \frac{V_0}{T_c^2} - O(t^2). \quad (63)$$

For $V_0 = 6$ K (see Sec. II A) and $T_c = 1.52$ K according to the fit in Fig. 2 (dashed line) one has $\frac{\tau_{eff}}{6 V_0^2 \sigma_0^2} \approx 0.1$ which is consistent with the measured superconducting energy gap as discussed in Sec. III A. One finds $\tau_{eff}/s_0^2 \approx 22 K^2$.

Note that the “mid transition” temperature $T_{mid} = 1.48 K$ is slightly lower that the critical temperature $T_c = 1.52 K$ determined here.
be interesting to repeat those approaches using the pairing potential in Eq. (4) including the gapless fluctuations of the internal degrees of freedom of the order parameter.

C. Stiffness and effective saddle-point regime

The stiffness near the phase transition, where the amplitude-Goldstone mode coupling is relevant, has been determined in Sec. II B 2 as \( \rho_s^{\text{amp}} \approx \beta (X^2) A_v \approx T \frac{T}{T_c} \). At low temperatures it has been determined within the nonlinear sigma model Eq. (42) as \( \rho_s \sim \bar{P}^2 A_v |_{T \to 0} \). Since at low temperatures the exact relation between \( \bar{P} \) and the gap is not known (c.f. Eq. (40)) a precise numerical determination of \( \rho_s \) is not possible. For sufficiently strong coupling the reasonable assumption is that the stiffness is of the order of the typical energy scale of the system, i.e., \( \rho_s \approx \tau_{\text{eff}} \) (c.f. Ref. [43]).

To obtain a qualitative picture of the temperature dependence of the stiffness the approximate interpolation formula

\[
\rho_s^{\text{tot}}(T) \approx \sqrt{\left( \rho_s^0 \right)^2 + \left( \rho_s^{\text{amp}} \right)^2} \approx \frac{T}{T_c} \sqrt{1 + \frac{T^2 \tau_{\text{eff}}^2}{\Delta^2}} \tag{65}
\]

can be applied. The full line in Fig. 3 shows the normalized inverse stiffness from Eq. (63), the broken line is the asymptotic part \( \tau_{\text{eff}} / \rho_s^{\text{amp}} \). The temperature dependence of \( \Delta(T) \) has been modeled in Eq. (60).

At intermediate temperatures 0.8 \( \geq T \geq 0.05 \) the stiffness increases as \( \sim T^{-2} \) and the integrals in the nonlinear sigma models need to be cut off as in Eq. (47). For \( T < 0.05 \) one has \( \tau_{\text{eff}} / \rho_s^{\text{amp}} \leq 10^{-3} \) which is sufficiently small to justify the effective saddle point approach to the fluctuation action Eq. (48) and the resulting Landau expansion of the free energy Eq. (55).

For \( T > 0.05 \) the effective saddle point approximation Eq. (48) is not applicable any more. The third order term in Eq. (58) then is not present in that form anymore which enhances the importance of the higher order terms in Eq. (63) and contributes to the rather sharp maximum of the specific heat. Note that even in BCS theory the specific heat is much more sensitive to the higher order terms that stem from the opening of the single particle gap than the temperature dependence of the order parameter itself.

D. Knight shift, static susceptibility, NQR, and universal thermal transport

The explanation of the observed absence of a change in the Knight shift [3] and the magnetic susceptibility [3] in the superconducting phase is trivial within the present model. All order parameter components carry spin one and thus no electronic magnetic moments are lost in the superconducting phase.

The relaxation times determined by NQR are consistent with gapless, two-dimensional fluctuations in the superconducting state [3]. The qualitative agreement with the model presented here is obvious.

The thermal transport also is consistent with the presence of gapless fluctuations below \( T_c \). The observed universal linear temperature dependence for \( T \to 0 \) is determined by the long wavelength excitations of the internal degrees of freedom of the order parameter and is consequently determined by the properties of collective state much rather then by the number of impurities in the system.

E. Order parameter symmetry

Equation (51) reveals the spatial order parameter anisotropy

\[
\langle \bar{P} \rangle \propto \langle \mathbf{\Omega}_1 \rangle = \left( \frac{\sin(\sqrt{T} \phi_0 - \sqrt{2} \pi)}{\sin(\sqrt{T} \phi_0 - \sqrt{2} \pi)} \right) \tag{66}
\]

As discussed in Sec. III C the pair correlations for \( \langle \Omega_{1,x} \rangle \) are larger along \( \bar{P} \) or [110] and for \( \langle \Omega_{1,y} \rangle \) are larger along \( \bar{g} \) or [110]. The simplest parameterization is

\[
\langle \mathbf{\Omega}_1 \rangle = \frac{\langle \Omega_{1,0} \rangle}{\sqrt{2}} \left( \begin{array}{c} 1 \\ 1 \end{array} \right) + \sin 2\eta \frac{\langle \Omega_{1,1} \rangle}{\sqrt{2}} \left( \begin{array}{c} 1 \\ -1 \end{array} \right), \tag{67}
\]

where the angle \( \eta \) is measured with respect to the [100] axis. Each component has a two-fold symmetry while the resulting spatial symmetry of the total order parameter reflects the four-fold axis of the underlying lattice.

\[
|\langle \mathbf{\Omega}_1 \rangle| = \sqrt{\langle \Omega_{1,0} \rangle^2 + \langle \Omega_{1,1} \rangle^2 - \sin^2 2\eta} \tag{68}
\]

Oriented magnetic fields and temperature gradients break the \( \text{SO}(2) \) symmetry of \( \mathbf{\Omega}_1 \) (Sec. III C) and reveal the two-fold symmetry of the components. Thermal conductivity measurements [3] suggest that \( \langle \Omega_{1,1} \rangle / \langle \Omega_{1,0} \rangle \approx
0.02. A more careful analysis of the upper critical fields in Ref. 1 yields \(\Omega_{f,1}/\Omega_{f,0} = 0.034\) which leads to a spatial anisotropy of the order parameter components of 7%. The four-fold symmetry of the total order parameter is then

\[
|\langle \Omega_f \rangle| \approx \langle \Omega_{f,0} \rangle \left(1 + \frac{\langle \Omega_{f,1} \rangle^2}{\langle \Omega_{f,0} \rangle^2} \sin^2 2\eta \right),
\]

which is also consistent with the experimental observations.

The experimentally implied existence of two order parameter components with a slight spatial anisotropy thus follows quite naturally out of the degenerate saddle points in the flavor channel discussed in Sec. III B.

V. RELATION TO THE \(p\)-WAVE APPROACH

A large number of experiments in superconducting samples of Sr\(_2\)RuO\(_4\) have been interpreted in terms if the time reversal symmetry breaking \(p\)-wave state with symmetry \(E_u\) and order parameter \(d(k) = \hat{z}(k_x \pm ik_y)\). As has been discussed throughout the manuscript most experimental results find alternative interpretations within the present approach. Examples are

(i) the observed density of states below the superconducting gap that has persistently been interpreted as an indication for line-nodes in the gap function while it may well originate from any kind of gapless, two-dimensional excitations with linear dispersion (Secs. III E, IV B and V A);

(ii) the \(c\)-axis pressure dependence of \(T_c\) that was interpreted in Ref. 3 as a consequence of a shift of the \(\gamma\) band closer to the van Hove singularities near the \(M\) point while in Sec. I it is viewed as the simple enhancement of the inter-plane coupling;

(iii) the strong in-plane coupling of strain to the superconductivity which was interpreted as a possible indication of an order parameter of the form \(d(k) = \hat{z}(k_x \pm ik_y)\) while the anisotropy of the components of \(\Omega_f\) can account for the same effect for symmetry reasons (Sec. II B);

(iv) the change in the \(\mu\)SR relaxation rate across the superconducting phase transition that was interpreted as an indication for a time-reversal symmetry breaking pairing state while it may well stem from the scattering of gapless magnetic excitations off the Muon spin (Sec. IV A);

(v) the sensitivity of the superconductivity to non-magnetic impurities which has been interpreted as an indication for higher angular momentum pairing states while it follows directly out of the symmetry of the orbital-singlet pairing state as discussed in Ref. E4.

These similarities between the approaches appear not very surprising when considering that the spin-flavor phase space discussed herein includes a time-reversal pairing state similar to the \(p\)-wave \(E_u\) state. The flavor expectation values \(\langle \Omega_f \rangle\) in Eq. (11) possibly contain contributions that are odd in real space, i.e., \(\langle \sin \sqrt{2\pi} \cos \sqrt{2\pi} \phi_k \rangle \ne 0\) and \(\langle \sin \sqrt{2\pi} \cos \sqrt{2\pi} \phi_k \rangle \ne 0\), and consequently a representation

\[
\langle \Omega_p \rangle \propto \left(\frac{\langle \sin \sqrt{2\pi} \cos \sqrt{2\pi} \phi_k \rangle + i \langle \sin \sqrt{2\pi} \cos \sqrt{2\pi} \phi_k \rangle}{\langle \sin \sqrt{2\pi} \cos \sqrt{2\pi} \phi_k \rangle - i \langle \sin \sqrt{2\pi} \cos \sqrt{2\pi} \phi_k \rangle}\right)
\]

can be constructed with \(\Omega_p \in \{\Omega_i \otimes \Omega_e\}\). The magnetic configuration of \(\Omega_p\) depends on the details of the spin-flavor coupling terms and an easy-plane configuration as discussed in Sec. V A and in Ref. 11 is quite conceivable. The present approach with mixed-orbital singlets can thus be generalized to include the \(p\)-wave \(E_u\) picture.

The conceptual advantage of the present approach is its derivation from a microscopic model. It allows to study interaction effects like the presence of two degenerate saddle points in detail—at least on a qualitative basis. Phenomenologically the important difference is that here Hund’s rule coupling is emphasized over effects from spin-orbit coupling as discussed in Sec. II A which allows for the degeneracy in the internal degrees of freedom (Sec. II B). This leads to a coherent description of a multitude of observations in Sr\(_2\)RuO\(_4\) including the experiments discussed herein as well as the normal phase magnetism (Ref. 32), the interplay of the lattice symmetry, impurities and interaction effects (Ref. 34), and the magnetic field dependence (Ref. 41).

Resulting specific advantages over the \(p\)-wave \(E_u\) description are

(i) no need to construct horizontal line nodes or two-gap states which require parameter fine tuning and which have not been confirmed experimentally;

(ii) no inconsistency between the gap value extracted from Andreev reflection spectroscopy with respect to neutron scattering results (Sec. I A);

(iii) the correct two-component order parameter symmetry as determined via thermal transport and upper critical field measurements (Sec. V B);

(iv) the description of the temperature slope of the specific heat near \(T_c\) (Sec. V B) as well as the magnetic field dependence of the specific heat near \(H_c\) (Ref. 41).

To obtain a more conclusive discrimination of the state promoted in this series of papers and the \(p\)-wave \(E_u\) state we propose to study a detailed Landau-Ginzburg functional that contains in its parameter space the degenerate state described herein as well as the special case given in Eq. (74). Experimentally, the presence of the \(\Omega_i\) mode might be detectable via microwaves.

VI. CONCLUSIONS

From the approach discussed in the present paper the essential physical properties of the superconducting state
in Sr$_2$RuO$_4$ can be summarized as follows.

The body centered tetragonal structure gives rise to inter-plane pair correlations in the $d_{xz}$ and $d_{zx}$ orbitals enhanced by umklapp scattering processes. The superconducting order parameter is found to be a mixed-orbital-singlet spin-one-triplet. The bosonized description of the in-plane electron correlations is consistent with the order parameter and the slight easy plane configuration of the magnetic moments. The model reveals that the order parameter has two slightly anisotropic spatial components.

The absence of a change in the Knight shift and the magnetic susceptibility in the superconducting phase follows trivially from the spin-one Cooper pairs. The experimental thermal conductivity and upper critical fields are consistent with a spatial anisotropy of the order parameter components of 7%.

The different components of the order parameter in the spin and flavor sector give rise to two-dimensional gapless fluctuations. They are modeled by a 2+1 dimensional non-linear sigma model. Near the phase transition the two-dimensional gapless fluctuations account for the linear dependence of the pair density and the specific heat on the reduced temperature. At low temperatures they yield the quadratic temperature dependence of the specific heat, the cubed temperature dependence of the NQR relaxation time, and the universal linear temperature dependence of the thermal transport.

The finite pair density of the electrons in the $d_{xy}$ orbitals is induced by the inter-band proximity effect. There is only one phase transition in the absence of magnetic fields and one single particle gap.
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**APPENDIX: DERIVATIONS FOR THE ORDER PARAMETER FLUCTUATIONS**

The expressions that are used in the manuscript to describe the fluctuations of the internal degrees of the order parameter can be derived within standard perturbative approaches. Within the vectorial representations introduced in Sec. III B the pair operators in the relevant orbital-singlet spin-triplet channel are given as

$$P^\dagger_t = \frac{2}{\pi} \sin \sqrt{\pi} \phi_{sf} \Omega^*_{t} \otimes \Omega_s \otimes \Omega_t.$$  \hspace{1cm} (71)

Recall that the flavor degrees $\Omega_t$ of freedom stem from the symmetry of the bosonized action which suggest a two-fold degenerate saddle point.

The superconducting state that is discussed in this paper involves the breaking of various continuous symmetries. The broken gauge symmetry is parameterized via the charge phase $\langle \Omega^*_{t} \rangle$, the $SO(3)$ symmetry of the magnetic moment of the spin-triplet Cooper pairs enters via $\langle \Omega_s \rangle$, and the broken SO(2) symmetry of the flavor channel is given by $\langle \Omega_t \rangle$. The expectation value of the order parameter is given in vectorial representation via

$$\langle P^\dagger_t \rangle = \mathcal{P} \, \mathbf{\Omega}_p \otimes \mathbf{\Omega}_s \otimes \mathbf{\Omega}_t,$$  \hspace{1cm} (72)

where $\mathcal{P}$ is the order parameter amplitude as defined in Eq. (13) and $\mathbf{\Omega}_p(r)$ are normalized according to Eq. (33). The phase of $\langle \sin \sqrt{\pi} \phi_{sf} \rangle$ can be absorbed in $\mathbf{\Omega}_p$ via a gauge transformation.

The ground state is degenerate with respect to rotations of $\mathbf{\Omega}_p$ giving rise to long wavelength gapless excitations—the Goldstone modes. In order to describe the dynamics of the system in the ordered phase in proves useful to introduce pair operators that are related to those in Eq. (71) by a shift of the pair expectation value, i.e., $\mathcal{P} \Rightarrow \mathcal{P} + \langle P^\dagger_t \rangle$. The mean-field decoupling Eq. (15) then can be rewritten as the exact relation

$$P^\dagger_t P^\dagger_s = P^\dagger_t \langle P^\dagger_t \rangle + P^\dagger_s \langle P^\dagger_s \rangle - \langle P^\dagger_t \rangle^2 + \tilde{\mathcal{P}}^\dagger \tilde{\mathcal{P}}.$$  \hspace{1cm} (73)

Using Eq. (73) the orbital-singlet spin-triplet part of the pair Hamiltonian Eq. (8) decouples into two parts $H_p = H_{mf} + H_\theta$, where the mean-field part is given by Eq. (16) or, in its bosonized version, by Eq. (33). The fluctuation part is

$$H_\theta = \sum_q \frac{V_N}{q} \tilde{\mathcal{P}}^\dagger \tilde{\mathcal{P}}(q) = \tilde{\mathcal{P}}^\dagger \tilde{\mathcal{P}}(q).$$  \hspace{1cm} (74)

The partition function of the whole system can now be expressed via a standard perturbative approach as

$$Z = e^{-S_{mf}} \int \mathcal{D}[X, X^*] \exp \{-S_\theta[X, X^*]\}.$$  \hspace{1cm} (75)

The mean-field action is composed of Eqs. (33), (8), and (11) as $S_{mf} = S_{mf}^s + S_{mf}^{eff} + S_c$ and accounts for the physics contained in the saddle point including the mean-field temperature dependence of the gap and the Goldstone modes as discussed in Appendix A below. The thermodynamic averaging in the amplitude fluctuation part $\sim S_\theta[X, X^*]$ is performed with respect to the mean-field system $S_{mf}$. The vectorial character of the pair operators leads to Hubbard-Stratonovich fields $\mathbf{X}$ and $\mathbf{X}^*$.
\( X^* \) which also have vectorial character and can be parameterized as
\[
X = X \Omega_{\mu} \otimes \Omega_{\nu} \otimes \Omega_{\lambda}. 
\]
(76)
The integral measure contains the averaging over the angular components of the Hubbard-Stratonovich fields.
\[
\mathcal{D}[X, X^*] = \prod_{q, \omega_n} \sqrt{\beta |V_q|} \frac{dX_{q, n}}{2\pi} \frac{d\Omega_{\mu}}{4\pi} \frac{d\Omega_{\nu}}{2\pi} \frac{d\Omega_{\lambda}}{2\pi}. 
\]
(77)
The \( \omega_n \) are bosonic Matsubara frequencies. The averaging over the angular components corresponds to an averaging over the degenerate ground states of the system. 

### A. Goldstone modes

In the present approach the Goldstone modes that correspond to the broken local spin rotational, flavor, and gauge invariance are implicitly contained in the mean-field system defined by the actions \( S_{\text{mf}} = S_{\text{eff}} + S_{\text{sf}} + S_c \). This becomes obvious when considering that the mass terms in Eqs. \( (38) \), \( (39) \), and \( (40) \) are decreased when the operator \( \Omega_{\mu} \) is not parallel to the mean direction \( \Omega_{\mu} \). A direct derivation of the non-linear sigma model in Eq. \( (12) \) that describes the dynamics of the Goldstone modes within the present approach would require non-Abelian bosonization in order to maintain the symmetry of the Hamiltonian explicitly. In the light of the well established results in the literature the involved explicit derivation herein appears obsolete.

A simple qualitative argument that makes the underlying physics transparent to the reader shall be discussed instead. The finite local angle \( \eta_{\mu}(r, \tau) = \angle[\Omega_{\mu}(r, \tau), \Omega_{\mu}(r, \tau)] \) increases the energy of the system since the mass term determining the gap is lowered. Consequently there is a restoring force which can be assumed linear in \( \eta_{\mu}(r, \tau) \) if the angle is sufficiently small. Small fluctuations of \( \eta_{\mu}(r, \tau) \) are consequently expected to be harmonic. Their spectrum is gapless since the restoring force vanishes for \( \eta_{\mu}(r, \tau) = 0 \). The excitation velocity should be of the same order as the velocity of the gapped amplitude mode (Appendix B). Finally, the local constraint of \( \Omega_{\mu}(r, \tau)^2 = 1 \) distinguishes the angular fluctuations from other harmonic systems and leads to the effective description via the non-linear sigma models given by Eq. \( (12) \) in Sec. 11.1.

At sufficiently small temperatures and energy scales \( T, \omega \ll \Delta \) the stiffness of the non-linear sigma model describing the angular fluctuations has been determined \[3\] to scale with the square of the order parameter amplitude \( \sim P^2 \), albeit with corrections \[4\] that depend on the specific correlations of the system. As will be discussed in Appendix B2 the gap in the ordered phase plays the role of a cutoff \[2\]. This cutoff becomes small as the gap becomes small and has important physical implications. \[12\]

### B. Gaussian amplitude fluctuations

The integral term in Eq. \( (73) \) contains the fluctuations \( \delta P \) of the system involving changes in amplitude of the order parameter. The amplitude fluctuation part is expanded up to second order \[3\] in the complex fields \( X \) and \( X^* \). Considering that per definition \( \langle \delta P \rangle = 0 \) one has
\[
S_{\text{fl}}[X, X^*] = \beta \sum_{q, \omega_n} \left| V_q \right| \left( 1 - |V_q| \chi_{2, \pm}^{(q)}(q, i\omega_n) \right) |X(q, i\omega_n)|^2. 
\]
(78)
For the relevant umklapp scattering near \( q \sim 0 \) the potential has been set \( V_q = -|V_q| \). The pair correlation function \( \chi_{2, \pm}^{(q)} \) needs to be calculated with respect to \( S_{\text{mf}} \). Since \( S_{\text{mf}} \) describes a gapped system in the ordered phase \( \chi_{2, \pm}^{(q)}(0, 0) \mid_{T < T_c} < \chi_{2, \pm}^{(q)}(0, 0) \mid_{T = T_c} \) and the action in Eq. \( (73) \) is stable.

Limiting the description to the low energy long wavelength properties one may expand
\[
|V_q|^2 \chi_{2, \pm}^{(q)}(q, \omega_n) \approx |V_0|^2 \chi_{2, \pm}^{(0)}(0, 0) + A_x q_x^2 + A_y q_y^2 + \left( \frac{A_x}{(av_x)^2} + \frac{A_y}{(av_y)^2} \right) (i\omega_n)^2, \tag{79}
\]
where \( A_x \) and \( A_y \) are defined after analytical continuation \( i\omega_n \leftrightarrow \lim_{\nu \rightarrow 0}(\omega + i\nu) \) in Eqs. \( (33) \) and \( (34) \), respectively. As discussed in Sec. \( \text{III E 1} \) one can assume for the low temperature and low energy regime the system to be isotropic in the \( x-y \) plane with \( A_x = A_y = A \) and \( v_x = v_y \). Using Eq. \( (73) \) and transforming Eq. \( (78) \) to Euclidean space representation the action becomes
\[
S_{\text{fl}} = \int_{-L}^{L} d^2 r \int_{0}^{\beta} d\tau \left| V_0 \right| \left( 1 - |V_0| \chi_{2, \pm}^{(0)}(0, 0) \right) \left| X \right|^2 \\
+ \int_{-L}^{L} d^2 r \int_{0}^{\beta} d\tau \sum_{\nu = x, y} A_\nu \frac{|\partial_\nu X|^2}{(av_\nu)^2} + |\partial_\nu X|^2. \tag{80}
\]

The \( \nu \) dependence of the term linear in \( |V_0| \) has been neglected. Note that in Euclidean space \( |X|^2 \equiv X^2 \) because of the local constraints \( \sum_{\mu} \partial_\mu \Omega_{\mu} = \Omega_{\mu} \partial_\mu \Omega_{\mu} = 0 \). Consequently angular and amplitude contributions to the derivatives in Eq. \( (80) \) decouple for \( \nu = x, y, \tau \) as
\[
|\partial_\nu X|^2 = (\partial_\nu X)^2 + X^2 \sum_{\mu = x, y} (\partial_\mu \Omega_{\mu})^2. \tag{81}
\]
Now the different modes around the saddle point can be discussed in detail.

1. Amplitude mode

The part of Eq. (81) that describes the amplitude excitations is in Fourier space

\[
S_{\text{amp}}[X, X^*] = \beta \sum_{q, \omega_n} \left[ |V_0| \left( 1 - |V_0| \chi_{2, \pm}^{(P)}(0, 0) \right) 
+ \sum_{\nu=x,y} A_\nu \left( \frac{(i\omega_\nu)^2}{v_\nu^2} \right) |X(q, i\omega_n)|^2 \right] 
\]

and describes Gaussian fluctuations around the static saddle point.

In order for the action Eq. (82) to be consistent with the mean-field pair correlation function estimated by Eq. (43) one must require that

\[
\beta \langle X(q, i\omega_n)X(-q, -i\omega_n) \rangle = \chi_{\text{BCS}}^{(P)}(q, i\omega_n). \tag{83}
\]

After analytical continuation \(i\omega_n \leftrightarrow \lim_{\epsilon \to 0} (\omega + i\epsilon)\) and comparing Eqs. (82), (83), and \(\chi_{\text{BCS}}^{(P)}\) in Eq. (13) one can identify

\[
A_\nu \approx \frac{\tau_{\text{eff}}^2}{\Delta f_0}, \tag{84}
\]

\[
v_\nu \approx \tau_{\text{eff}}, \tag{85}
\]

as well as

\[
|V_0| \left( 1 - |V_0| \chi_{2, \pm}^{(P)}(0, 0) \right) \approx \frac{\Delta}{f_0}. \tag{86}
\]

The \(q\) dependence of \(f(q) \approx f(0) \equiv f_0\) has been neglected. The dispersion of the amplitude mode then can readily be read off from Eq. (82) as

\[
\omega_{\text{amp}} = \tau_{\text{eff}} \sqrt{a^2 q^2 - \Delta^2/\tau_{\text{eff}}^2} \tag{87}
\]

and has the desired shape with an excitation gap \(\Delta\) underlining the self-consistency of the approach.

The identical self-consistent results are obtained by directly identifying

\[
|V_0|^{-1} \left[ 1 - |V_0| \chi_{2, \pm}^{(P)}(q, i\omega_n) \right]^{-1} \approx \chi_{\text{BCS}}^{(P)}(q, i\omega_n) \tag{88}
\]

in the action Eq. (79) which again shows the stability of the latter since \(\chi_{\text{BCS}}^{(P)}(0, 0) > 0\).

2. Amplitude-Goldstone mode coupling

Starting from the fluctuation action Eq. (88), including the identity Eq. (83), using the identifications Eqs. (84) and (85), and transforming to Fourier space the action

\[
S_{\Omega}^{\text{amp}}(\Omega_{\mu}, \Omega_{\mu}^*) = \beta \sum_{q, \omega_n} \sum_{\nu=x,y} A_\nu \sum_{\mu=p,s,f} \chi_{\text{BCS}}^{(P)}(q, i\omega_n) \times \left( (a_{\mu q})^2 + \frac{(i\omega_n)^2}{v_\nu^2} \right) |\Omega_{\mu}(q, i\omega_n)|^2 \tag{89}
\]

is obtained for the angular modes. Except for the prefactors it is equivalent to the non-linear sigma model Eq. (42) used to describe the low temperature, low energy excitations of the angular Goldstone modes [Appendix A, Sec. III E].

The action Eq. (89) is the lowest order amplitude-Goldstone mode coupling term. This becomes evident when replacing the amplitude of the pair fluctuation field \(X\) by its expectation value, i.e., \(X \to \langle X \rangle = 0\): in the absence of amplitude fluctuations Eq. (89) does not contribute. This is reminiscent of the decoupling of the pair operators into angular and amplitude parts through Eq. (13) where the angular fluctuations that give rise to the Goldstone modes have been included in the mean-field action \(S_{\text{mf}}\) [Appendix A].

In a rigorous approach the amplitude fluctuations have to be integrated out in order to determine the contribution of the action Eq. (89) to the free energy of the system. In the light of the local constraint \(|\Omega_{\mu}(r, \tau)|^2 = 1\) the treatment of the resulting terms is not evident. Instead, on the mean-field level one can estimate the impact of the amplitude-Goldstone mode coupling by replacing the square of the amplitude fields by their expectation value, i.e., \(\beta X^2(q, i\omega_n) \to \beta \langle X^2(q, i\omega_n) \rangle = \chi_{\text{BCS}}^{(P)}(q, i\omega_n)\), in Eq. (89).

\(\chi_{\text{BCS}}^{(P)}\) is given in Eq. (79) and diverges for \(\omega^2 - v_\nu^2 q^2 \to \Delta^2\). Consequently the excitation gap \(\Delta\) indeed marks the ultraviolet cutoff discussed in the literature.\(\text{[22]}\)\(\text{[22]}\) Given the mean-field relation between the excitation gap and the coherence length \(\Delta/\tau_{\text{eff}} \approx \xi_{\text{BCS}}^{-1}\) the cutoff translates into a short range or large wavevector cutoff \(a_{\mu q} \ll \Delta/\tau_{\nu}\) in strict analogy to the discussion by Schulz.\(\text{[18]}\)\(\text{[18]}\) for the magnetic order in the repulsive Hubbard model.

For sufficiently low temperatures \(T \ll \Delta\) the thermal occupation of states near the cutoff energy can be neglected and the gapless excitations are well described via the non-linear sigma models given by Eq. (42) in Sec. III E. Since in this case the amplitude mode has a large gap compared with temperature, contributions from the amplitude mode and the amplitude-Goldstone mode coupling term are negligible.

Closer to the phase transition corrections from Gaussian fluctuations become relevant\(\text{[18]}\) and the energy and wavevector cutoff will play a crucial role and needs to be included in the action Eq. (83). In continuum representation for the momenta this leads to Eq. (17) in Sec. III E.2.
Note that for small energies and wavevectors the $\omega$ and $q$ dependence of $\chi_{BCS}^{(P)}(q, i\omega_n) \sim \chi_{BCS}(0, 0) = f_0/\Delta$ and $\Omega_q(q, i\omega_n)^2 \sim [\Omega_q]^2$ is not expected to alter the physical result and consequently have been neglected in Eq. (17).

3. Limits of the applicability

It is well known that in the critical region around the phase transition the Gaussian approximation for fluctuation corrections as derived in Appendix B breaks down. The contributions are divergent and higher order terms have to be included in a non-perturbative fashion. The critical region can be estimated by the rounding of the measured specific heat near the phase transition (Fig. 2 in Sec. IV B) and yields a temperature interval of $T_c \pm 0.02$ K. The results herein including Eq. (58) are only applicable for $T \leq T_c - 0.02$ K or for reduced temperatures $|t| \geq 0.01$. Note that within the framework of the third order phase transition considered in Sec. IV B the determination of $T_c$ and thus of the critical region differs from the usual “mid transition point” estimate.

The possible impact of additional topological terms is addressed in Sec. IV E.
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