Configuration optimization of UV reactors for water disinfection with computational fluid dynamics: Feasibility of using particle minimum UV dose as a performance indicator
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HIGHLIGHTS

• D_{\text{min}} was used as a performance indicator for UV reactor configuration optimization.
• D_{\text{min}} proved to be a qualified alternative to RED for UV reactor optimal design.
• Reactor with a well-mixed flow dispersed by lamp array had the best performance.
• Disinfection capability of the optimally designed UV reactor was elevated by 47–100%.

ABSTRACT

Computational fluid dynamics is a powerful tool for ultraviolet (UV) reactor performance evaluation, since it allows the reactor configuration optimization by comparing the performance indicator [e.g., reduction equivalent dose (RED)] of various UV reactors. In this study, a new performance indicator independent of the microbial UV dose-response curve, namely particle minimum UV dose (D_{\text{min}}), was introduced, and its feasibility was evaluated in the configuration optimization of 3-lamp UV reactors for water disinfection. Results indicate that the D_{\text{min}} could serve as an alternative to the RED in characterizing the UV reactor performance. In general, reactors with a normal (NOR) lamp position pattern (i.e., with one lamp on the top and two at the bottom) had larger D_{\text{min}} values (110–193 mW cm^{-2}) than those with a reverse (REV) lamp position pattern (i.e., with two lamps on the top and one at the bottom) (98–160 mW cm^{-2}). The largest D_{\text{min}} (193 mW cm^{-2}) was obtained in an UV reactor with a lamp relative distance (i.e., the ratio of the distance between the lamp and reactor axes to the reactor radius) of 0.4 and an inlet internal diameter of 75 mm, which could be ascribed to a well-mixed flow resulting from an optimal dispersion of the influent flow by the lamp array. The maximum disinfection flow rate of the UV reactor with the optimal configuration was elevated by 47–100% compared to those of the non-optimally designed reactors, which led to an energy saving efficiency of 32–50%.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

The application of ultraviolet (UV) technology in drinking water treatment is increasing rapidly worldwide because of its cost-
effectiveness in inactivating Cryptosporidium and Giardia [1] and great potential for micro-pollutant removal when used in combination with other chemicals [2,3]. Although UV disinfection has not yet been commonly adopted in drinking water treatment plants in China, its use for secondary water supply in communities with high-rise buildings has already become widespread owing to an encouraging policy [4]. The performance of a UV reactor for water disinfection (i.e., disinfection efficiency) depends on the fluence received by microorganisms while traveling through the reactor and is highly related to the radiation and flow fields inside the reactor chamber. In cases when the flow rate (Q) and water UV transmittance are constant, the fluence rate (FR) distribution and hydrodynamics inside the reactor chamber are determined only by the reactor configuration. Hence, by comparing the effective fluences delivered by UV reactors with various configurations, one can sort out the optimal configuration with the largest effective fluence for a constant lamp power input, so as to increase the maximum disinfection flow rate (Q_{max}) and reduce the specific energy consumption as well.

The effective fluence of a UV reactor can be measured with biodosimetry [5], chemical dosimetry [6], or other suitable methods [7]; however, these measurements are practicable only for manufactured reactors, which are too costly to be applied for reactor design. Computational fluid dynamics (CFD) has recently been used to evaluate the UV reactor performance, and an integrated CFD simulation of UV disinfection reactors includes the simultaneous modeling of flow field, radiation field and microbial transport and inactivation [8–9]. The behavior of microorganisms inside a UV reactor can be mimicked by releasing micro simulating particles at the reactor inlet, and the fluence received by each particle is calculated with a complied user-defined function [10]. Then, particle fluences can be converted to equivalent survival microbial concentrations using an appropriate microbial UV dose-response curve, and the accumulative survival microbial concentration at the reactor outlet is finally converted to an effective fluence which is known as the reduction equivalent fluence or reduction equivalent dose (RED) [10]. The microbial inactivation ratios or RED values of UV disinfection reactors predicted by CFD simulations have generally agreed with the measured results from biodosimetry [9–12].

The RED is a widely accepted performance indicator for UV reactors for water disinfection and the optimal reactor configuration can be obtained by comparing the RED values of UV reactors with various configurations. However, to obtain the RED, a specific UV dose-response curve of a certain challenge microorganism must be given at first and two conversions are needed as mentioned above. Besides, the RED depends highly on the microbial UV dose-response curve that is obtained from bench-scale microbial UV inactivation experiments with a quasi-collimated beam apparatus. Different RED values will be generated from the same simulation when using varied experimental microbial UV dose-response curves [13]. Therefore, it is difficult to compare the results among studies that usually employ various microbial UV dose-response curves and sometimes even disparate challenge microorganisms. On that account, efforts have been made to search alternative performance indicators for UV disinfection reactors. Wols et al. [14] found a strong linear correlation (R^2 = 0.99) between the disinfection efficiency (expressed in log-inactivation of microorganisms) and D_{10} (the 10th percentile dose in the UV dose distribution). Xu et al. [15] found that the disinfection efficiency was correlated to the normalized standard deviation of particle radial displacement. Nonetheless, all these findings were based on simulations with low corresponding RED values (<50 mJ cm^-2). The target RED for reactor design will be considerably higher because both lamp aging and sleeve fouling have to be accounted for while still achieving a required minimum UV dose (i.e., 40 mJ cm^-2) [16]. Other potential performance indicators include \( \theta_1 \) [17], \( D_{\text{min}} \) and \( D_{\text{avg}} \) [14]. \( \theta_1 \) is the normalized particle 10th percentile retention time, that is, the time when the first 10% of the micro simulating particles exit the reactor normalized by the theoretical mean retention time of all particles. \( \theta_1 \) has often been used as an indicator for short-circuiting in reactors [17]; \( D_{\text{min}} \) and \( D_{\text{avg}} \) are the particle minimum UV dose and the particle average UV dose, respectively; which are the characteristic parameters of the UV dose distribution just like \( D_{10} \) (Fig. S1). All these potential performance indicators have an advantage over the RED in being independent of the microbial UV dose-response curve. In addition, by evaluating their feasibilities in characterizing the UV disinfection reactor performance, one can determine the dominant parameter affecting the reactor performance so as to efficiently optimize the reactor configuration.

In this study, the configurations of 3-lamp UV reactors for water disinfection were optimized focusing on the lamp arrangement and the inlet size by using CFD simulations. In this optimization process, a new and simple performance indicator, \( D_{\text{min}} \), was introduced, and its feasibility in characterizing the UV disinfection reactor performance was verified both theoretically and experimentally. The effects of the lamp arrangement and the inlet size on the reactor performance were clarified by analyzing the FR distribution and hydrodynamics, and the optimal configuration...
The modeling process was accomplished with a commercial CFD software package (ANSYS Fluent 13.0, Canonsburg, PA, USA). The computational domain of each UV reactor was discretized into more than 0.5 million small tetrahedral cells using the unstructured meshing method of patch conforming. The maximum mesh size was less than 0.01 m, fine enough to produce mesh-independent results, because further reducing the mesh size led to little difference (<2%) of the simulation results. The Realizable k-ε model was employed for the hydrodynamics modeling [18]. A uniformly distributed velocity was applied at the velocity inlet, whose value was determined based on the target flow rate and the inlet size. The FR distribution inside the reactor chamber was predicted with the discrete ordinates (DO) radiation model, with the UV light assumed to be emitted from the lamp sleeve [19]. The temperature of the computational domain was set close to zero (3 K in this study) to eliminate the interference of blackbody emission [20]. To mimic the movements of microorganisms flowing through the reactor, more than 5000 micro simulating particles were released at the inlet with their trajectories simulated using the Lagrangian approach of the discrete phase model. A compiled user-defined function was employed to calculate the UV dose received by each particle along its trajectory [10]. Convergence of each solution was obtained when the normalized residuals were all less than 10^{-3}.

This set of CFD sub-models (i.e., Realizable k-ε model, DO radiation model, and Lagrangian approach of the discrete phase model) has proven to produce reliable results with an average absolute error of less than 20% [10]. Besides, although CFD simulations may predict a different level of change compared to experimental results when the UV reactor configuration varies, the trend in the reactor performance can still be correctly predicted [21]. Throughout this study the water UV transmittance was set at 90%, a typical value for drinking water disinfection. In simulations for configuration optimization (n = 52), Q was kept constant at 3.53 m^3 h^{-1}; and in simulations for Q_{max} determination (n = 18), Q varied from 3.53 to 15.90 m^3 h^{-1}.

2. Materials and methods

2.1. UV reactor configurations

As illustrated in Fig. 1, annular UV reactors (U shape, that is, the inlet and outlet ports are located on the same side of the reactor) housing 3 low-pressure mercury vapor lamps were modeled in this study with a focus on various lamp arrangements and inlet sizes. The cross-sectional positions of the 3 lamps formed an equilateral triangle with its center located at the reactor axis. According to the lamp position pattern, the reactors were classified into two types: those with one lamp at the top (Fig. 1a) and those with two lamps at the top (Fig. 1b), which were denoted as the normal (NOR) and reverse (REV) lamp position reactors, respectively. The lamp relative distances (d_i), represented by the ratio of the distance between the lamp and reactor axes (x) to the reactor radius (r), were set at 0.4, 0.5, 0.6 and 0.7, respectively. The reactor length (L_1) was 900 mm with an internal diameter (ID) (d_1) of 150 mm. The lamp arc length (L_2) was 790 mm and the outside diameter of the lamp sleeve was 23 mm. Each lamp had a power of 105 W with a UVC efficiency of 30%. The inlet and outlet ID (d_2) values were the same and 10 different sizes ranging from 30 to 150 mm were modeled. The distance from the inlet to the outlet (L_3) was 800 mm when the inlet ID was not greater than 90 mm, and 740 mm when the inlet ID was above. For simplicity, in the following sections the various reactor configurations were denoted in the form of NOR(or REV)-d_i-inlet ID (mm). For example, the NOR-0.4-75 reactor represented an NOR lamp position pattern, d_i = 0.4, and inlet ID = 75 mm.

2.2. Model settings

The modeling process was accomplished with a commercial CFD software package (ANSYS Fluent 13.0, Canonsburg, PA, USA). The computational domain of each UV reactor was discretized into more than 0.5 million small tetrahedral cells using the unstructured meshing method of patch conforming. The maximum mesh size was less than 0.01 m, fine enough to produce mesh-independent results, because further reducing the mesh size led to little difference (<2%) of the simulation results. The Realizable k-ε model was employed for the hydrodynamics modeling [18]. A uniformly distributed velocity was applied at the velocity inlet, whose value was determined based on the target flow rate and the inlet size. The FR distribution inside the reactor chamber was predicted with the discrete ordinates (DO) radiation model, with the UV light assumed to be emitted from the lamp sleeve [19]. The temperature of the computational domain was set close to zero (3 K in this study) to eliminate the interference of blackbody emission [20]. To mimic the movements of microorganisms flowing through the reactor, more than 5000 micro simulating particles were released at the inlet with their trajectories simulated using the Lagrangian approach of the discrete phase model. A compiled user-defined function was employed to calculate the UV dose received by each particle along its trajectory [10]. Convergence of each solution was obtained when the normalized residuals were all less than 10^{-3}.

This set of CFD sub-models (i.e., Realizable k-ε model, DO radiation model, and Lagrangian approach of the discrete phase model) has proven to produce reliable results with an average absolute error of less than 20% [10]. Besides, although CFD simulations may predict a different level of change compared to experimental results when the UV reactor configuration varies, the trend in the reactor performance can still be correctly predicted [21]. Throughout this study the water UV transmittance was set at 90%, a typical value for drinking water disinfection. In simulations for configuration optimization (n = 52), Q was kept constant at 3.53 m^3 h^{-1}; and in simulations for Q_{max} determination (n = 18), Q varied from 3.53 to 15.90 m^3 h^{-1}.

2.3. Calculation of performance indicators

The RED was calculated off-line following the procedure proposed by Munoz et al. [22]. Assuming the UV dose-response of a challenge microorganism follows the delayed Chick-Watson model, the RED can be calculated as below:

\[ \text{RED} = \frac{1}{k} \log \left( \frac{1}{N} \sum_{i=1}^{N} 10^{-k(D_i - D_0)} \right) + D_0 \] (1)

where k is the inactivation rate constant of the challenge microorganism (cm^2 mJ^{-1}), D_0 is the intercept of the UV dose-response curve on the X axis (mJ cm^{-2}), N is the number of the total micro simulating particles, and D_i is the UV dose received by the i-th particle (mJ cm^{-2}). The challenge microorganism used for RED calculation in this study was Bacillus subtilis spores (ATCC 6633) unless otherwise specifically stated. According to our previous study, the values of k and D_0 were determined to be 0.087 cm^2 mJ^{-1} and 3.0 mJ cm^{-2}, respectively [4]. Other two challenge microorganisms with various UV resistances, Escherichia coli (ATCC 11229) and MS2 phage (ATCC 15597-B1), were also employed to further examine the feasibility of the alternative performance indicator. Accord-
ing to Hijnen et al. [1], the UV inactivation rate constants for E. coli and MS2 phage are 0.506 and 0.055 cm² mJ⁻¹, respectively.

The values of the potential performance indicators, including \( \theta_{10}, D_{\text{min}}, D_{10} \) and \( D_{\text{avg}} \) were determined by statistically analyzing the retention times and the received UV doses of all micro simulating particles at the outlet of the UV reactor.

### 3. Results and discussion

#### 3.1. Evaluation of potential performance indicators

To be a qualified performance indicator for UV disinfection reactors, the candidate parameter should have a strong linear correlation with the RED, a well-accepted reactor performance indicator. The correlations between the RED and the potential performance indicators (i.e., \( \theta_{10}, D_{\text{min}}, D_{10} \) and \( D_{\text{avg}} \)) were analyzed with the CFD simulation results (\( n = 70 \)), as shown in Fig. 2. The poorest correlation was found between RED and \( \theta_{10} \) with \( R^2 = 0.009 \) (Fig. 2a), which could be ascribed to the fact that the UV reactor performance is dependent on both the radiation and flow fields, and a weaker short-circuiting (i.e., a larger \( \theta_{10} \)) does not necessarily result in a better reactor performance. The RED was linearly correlated with \( D_{10} \) (\( R^2 = 0.847 \)) and \( D_{\text{avg}} \) (\( R^2 = 0.717 \)) (Fig. 2c and d), but the strongest correlation was found with \( D_{\text{min}} \) (\( R^2 = 0.991 \)) (Fig. 2b). This result is somewhat contradictory to what reported by Wols et al. [14]. They found a strong correlation between the disinfection efficiency and \( D_{10} \), and thus inferred that \( D_{10} \) was superior to \( D_{\text{min}} \) in characterizing the UV disinfection reactor performance. The stronger correlation between RED and \( D_{\text{min}} \) in this study could be ascribed to an increased contribution of \( D_{\text{min}} \) to RED in simulations with higher UV doses, as reflected in Eq. (1). In fact, most of the RED values in our configuration optimization process were greater than 100 mJ cm⁻² considering the lamp aging, sleeve fouling and safety factors; while the previous work had lower RED values (<50 mJ cm⁻²) as calculated from the microorganism inactivation efficiencies [14]. Therefore, for the configuration optimization of UV disinfection reactors, \( D_{\text{min}} \) is a better performance indicator than \( D_{10} \).

The linear correlation between RED and \( D_{\text{min}} \) in simulations with high RED values can also be theoretically deduced. Assuming 10,000 micro simulating particles are released at the UV reactor inlet, and one of them receives a UV dose of \( D_{\text{min}} \) while all the rest have the same dose of \( D_c \). According to Eq. (1), the corresponding RED can be calculated as follows:

\[
RED = -\frac{1}{k} \lg \left( \frac{1}{10000} 10^{-k(D_{\text{min}}-D_c)} + \frac{9999}{10000} 10^{-k(D_c-D_b)} \right) + D_0
\]

or

\[
RED = -\frac{1}{k} \lg \left[ 10^{-4-k(D_{\text{min}}-D_c)} + 10^{-k(D_c-D_b)} \right] + D_0
\]

When \( D_c \) is large enough, that is:

\[
10^{-k(D_c-D_b)} < 0.001 \times 10^{-4-k(D_{\text{min}}-D_c)}
\]

or

\[
D_c > \frac{7}{k} + D_{\text{min}}
\]

the contribution of particles with a UV dose of \( D_c \) to the RED can be omitted, and Eq. (3) can thus be simplified as follows:

\[
RED \approx \frac{4}{k} + D_{\text{min}}
\]

In fact, about 90% of the micro simulating particles received a UV dose greater than \( (7/k + D_{\text{min}}) \) according to the UV dose distribution in this study. Therefore, the linear correlation between RED and \( D_{\text{min}} \) expressed by Eq. (6) can be applied to the real scenes in an approximate way. The theoretically deduced correlations between RED and \( D_{\text{min}} \) were compared with the CFD simulation results with three various challenge microorganisms (i.e., E. coli \( [k = 0.506 \text{ cm}^2 \text{ mJ}^{-1}] \), B. subtilis spores \( [k = 0.087 \text{ cm}^2 \text{ mJ}^{-1}] \), and MS2 phage \( [k = 0.055 \text{ cm}^2 \text{ mJ}^{-1}] \)). As shown in Fig. 3, the RED had a strong linear correlation with \( D_{\text{min}} \) (\( R^2 > 0.980 \)) regard-
Dear correlation between RED and $D_{\text{min}}$ with various challenge microorganisms based on theoretical deductions (assuming a simplified UV dose distribution) and linear fittings of CFD simulation results: (a) Escherichia coli, (b) Bacillus subtilis spores, and (c) MS2 phage.

3.2. Effects of lamp relative distance and inlet ID on reactor performance

The performances of the NOR UV reactors with various $d_r$ values and inlet IDs as indicated by $D_{\text{min}}$ are shown in Fig. 4. Reactors with $d_r = 0.5$ had generally larger $D_{\text{min}}$ values which varied from 124 to 175 mJ cm$^{-2}$, while the smallest $D_{\text{min}}$ values were mostly found for reactors with $d_r = 0.7$ which ranged from 100 to 156 mJ cm$^{-2}$. Contrast to other reactors whose $D_{\text{min}}$ increased as the inlet ID approached 150 mm, reactors with $d_r = 0.4$ reached the largest $D_{\text{min}}$ (193 mJ cm$^{-2}$) at an inlet ID of 75 mm (i.e., the NOR-0.4-75 reactor), which was also the largest value among all the reactors modeled.

The different performances of UV reactors with various configurations arose from the differences in FR distribution and hydrodynamics. Table 1 shows the characteristic parameters for FR distributions in the central cross sections of UV reactors with various $d_r$ values. The area-average fluence rate (FR$_{\text{avg}}$) decreased by 12% as the lamps moved closer to the reactor wall, that is, from 32.9 mW cm$^{-2}$ for $d_r = 0.4$–28.8 mW cm$^{-2}$ for $d_r = 0.7$. This is reasonable because as the $d_r$ increased, more UV radiation would be absorbed by the reactor wall. The lowest FR$_{\text{avg}}$ of reactors with $d_r = 0.7$ could partially explain their worst performances for most of the inlet IDs studied. Other two characteristic parameters for the cross-sectional radiation are the standard deviation of FR distribution and particularly the relative standard deviation (RSD). A smaller RSD means a more homogeneous FR distribution. For reactors with a large RSD, there usually exist some dark zones with a low FR, which tends to produce particles with a low UV dose. In fact, a dark zone close to the reactor wall could be observed in reactors with $d_r = 0.4$ (RSD = 0.781), and for reactors with $d_r = 0.7$ (RSD = 0.795) the dark zones appeared in the near-wall region in between two lamps (Fig. S2). The relatively inhomogeneous FR distribution when the lamps were either close to each other or near the reactor wall was also observed by Li et al. [23], as supported by their in-situ measured FR data. The existence of dark zones was another reason for the poor performance of reactors with $d_r = 0.7$, and the relatively more homogeneous FR distribution in reactors with $d_r = 0.5$ generally led to a better performance.

As the inlet ID approached the reactor ID (i.e., 150 mm), the flow field inside the reactor chamber became more uniform by forming a plug-like flow which induced the particles to travel in parallel (Fig. S3). In this situation, reactors with a more homogeneous FR distribution (i.e., with a lower RSD) should have a better performance. This explains the obviously better performances of reactors with $d_r = 0.5$ and 0.6 than those with $d_r = 0.4$ and 0.7 at an inlet ID of 150 mm (Fig. 4). As mentioned above, the largest $D_{\text{min}}$ was obtained for the NOR-0.4-75 reactor, which had an optimum combination of the lamp arrangement and inlet ID that well separated the influent flow with the lamp array and resulted in an

![Fig. 3. Correlations between RED and $D_{\text{min}}$ with various challenge microorganisms based on theoretical deductions (assuming a simplified UV dose distribution) and linear fittings of CFD simulation results: (a) Escherichia coli, (b) Bacillus subtilis spores, and (c) MS2 phage.](image)

![Fig. 4. Effects of the lamp relative distance ($d_r$) and inlet ID on the NOR UV reactor performance as indicated by $D_{\text{min}}$.](image)

| $d_r$ | FR$_{\text{avg}}$ (mW cm$^{-2}$) | SD (mW cm$^{-2}$) | RSD |
|------|-------------------------------|-----------------|------|
| 0.4  | 32.9                          | 26.6            | 0.781|
| 0.5  | 32.3                          | 22.5            | 0.672|
| 0.6  | 30.9                          | 20.6            | 0.641|
| 0.7  | 28.8                          | 21.8            | 0.795|

* Standard deviation.
improved reactor performance. The effect of different combinations of the lamp arrangement and inlet ID on the reactor hydrodynamics was manifested by the flow fields at the inlet cross sections of UV reactors (Fig. 5). Compared to the flow whose main stream passed between the lamps in the reactor with the optimal configuration (NOR-0.4-75, Fig. 5b), the flows in reactors with a varied dr (NOR-0.5-75, Fig. 5a) or inlet ID (NOR-0.4-50, Fig. 5c) swirled near the reactor wall. Considering the spatial FR distribution inside the reactor chamber, the first flow pattern was obviously favorable for a better reactor performance because it eliminated the probability of low UV dose particles.

3.3. Effect of lamp position pattern on reactor performance

The performances of UV reactors (n = 12) with different lamp position patterns (NOR or REV) and inlet IDs (50, 75 and 90 mm) as indicated by $D_{\text{min}}$ are shown in Fig. 6. As the lamp position pattern was changed from NOR to REV, the corresponding $D_{\text{min}}$ decreased in most situations (n = 9) from the range of 110–193 mJ cm$^{-2}$ to 98–160 mJ cm$^{-2}$, with the greatest decline being more than 19%. This is because when the lamps were positioned in the NOR pattern, the top lamp could act as a disperser for the influent flow to provide a better mixing (Fig. 5b), thus leading to a better reactor performance. The dispersion effect of the top lamp has also been reported by researchers working with 4-lamp U-shape UV reactors [15]. Similar to the reactors with other non-optimal configurations (i.e., NOR-0.5-75 and NOR-0.4-50), a swir-
ling flow close to the reactor wall was observed in the REV reactor (REV-0.4-75, Fig. 5d), which was unfavorable for the reactor performance because of the dark zone in the near-wall region. As can be seen from the above discussion, the FR distribution and hydrodynamics inside the reactor chamber had a complex effect on the reactor performance. This adds to the difficulty in UV reactor configuration optimization since the effects of reactor configuration on both the radiation and flow fields have to be considered. By using \( D_{\text{min}} \) as a performance indicator (that is, an increased \( D_{\text{min}} \) is beneficial for the reactor performance), the reactor configuration can be optimized more easily. The particle retention time with the minimum UV dose \( (T_{\text{D} \text{min}}) \) in the configuration optimization simulations \( (n = 52) \) was recorded as well as the particle average retention time \( (T_{\text{avg}}) \) and the particle 10th percentile retention time \( (T_{10}) \) (Table S1). It is quite surprising to find that a majority of the UV reactors \( (n = 35) \) had a \( T_{\text{D} \text{min}} \) value greater than \( T_{10} \), and the \( T_{\text{D} \text{min}} \) of several UV reactors \( (n = 7) \) was even greater than \( T_{\text{avg}} \). This implies that in most cases the minimum UV dose was the result of a particle traveling for a long time in the dark zone rather than being flushed out of the reactor by a short-circuiting flow. This finding is somewhat unexpected as short-circuiting has always been considered as a primary cause for poor UV reactor performances [17,24]. From this respect, a well-mixed flow and a homogeneous FR distribution that prevent the long-time stay of a particle in the dark zone are the premises for a well-performing UV disinfection reactor. As to this study, the fact that the best reactor performance was found with the NOR-0.4-75 reactor demonstrates the great significance of a well-mixed flow, while the better performances of reactors with \( d_i = 0.5 \) reflect the importance of a homogeneous FR distribution.

3.4. Determination of the maximum disinfection flow rate

The objective of the configuration optimization of UV disinfection reactors is to elevate the \( Q_{\text{max}} \) so as to reduce the specific energy consumption. The \( Q_{\text{max}} \) can be determined by continuously increasing \( Q \) until the corresponding UV dose decreases to a required value. For drinking water disinfection, the required minimum UV dose is 40 mJ cm\(^{-2}\) in China [16] and many other countries [5]; however, the designed RED of the UV reactor should be considerably higher considering the impacts of lamp aging and sleeve fouling. According to the national standard [16] and our previous study [4], the lamp aging, sleeve fouling and safety factors were set at 0.8, 0.8 and 1.2 in this study, respectively. Hence, the \( Q_{\text{max}} \) of a UV disinfection reactor was determined when the corresponding RED reached 75 mJ cm\(^{-2}\). Following this criterion, the disinfection capabilities of three reactors with or without the optimal configuration were determined (Fig. 7). The NOR-0.4-75 reactor (i.e., the optimally designed reactor) could handle a \( Q_{\text{max}} \) of 14.0 m\(^3\) h\(^{-1}\), which was 47% higher than that of the NOR-0.4-50 reactor \( (Q_{\text{max}} = 9.5 \text{ m}^3 \text{ h}^{-1}) \) and 100% higher than that of the NOR-0.7-75 reactor \( (Q_{\text{max}} = 7.0 \text{ m}^3 \text{ h}^{-1}) \). It is clearly seen that the optimally designed UV reactor significantly reduced the specific energy consumption by elevating obviously the disinfection capability with the same lamp power input. To be specific, the NOR-0.4-75 reactor could save 32–50% of energy while still achieving the same disinfection efficiency.

Another important implication from Fig. 7 lies in that the UV reactor configuration optimization was valid over a wide \( Q \) range as the RED-Q profiles of the three reactors were approximately parallel. This finding is of great significance since it demonstrates the effectiveness of the reactor configuration optimization conducted with a certain \( Q \), and avoids a lot of repetitive work in verifying the optimization results for many other different conditions.

4. Conclusions

This study proposed a new and simple performance indicator, \( D_{\text{min}} \), for UV reactors for water disinfection and examined its feasibility in characterizing the reactor performance through optimizing the configuration of 3-lamp UV disinfection reactors. The effects of the lamp arrangement and inlet size on the reactor performance were also investigated through analysis of the FR distribution and hydrodynamics inside the reactor chamber. In addition, the \( Q_{\text{max}} \) values of reactors with or without the optimal configuration were comparatively determined to assess the energy saving efficiency. Based on the experimental results, the main conclusions can be drawn as follows:

- \( D_{\text{min}} \) can serve as a qualified performance indicator in place of RED for UV disinfection reactors, as demonstrated by both theoretical deductions and CFD simulations.
- In general, the NOR reactors had larger \( D_{\text{min}} \) values \( (110–193 \text{ mW cm}^{-2}) \) than the REV reactors \( (98–160 \text{ mW cm}^{-2}) \). The largest \( D_{\text{min}} \) (193 mW cm\(^{-2}\)) was obtained in the NOR-0.4-75 reactor because of a well-mixed flow resulting from an optimal dispersion of the influent flow by the lamp array.
- The \( Q_{\text{max}} \) of the optimally designed UV reactor (i.e., NOR-0.4-75) was elevated by 47–100% compared to those of the non-optimally designed reactors, which could save 32–50% of energy.
- The proposed new performance indicator for UV disinfection reactors, \( D_{\text{min}} \), has distinct advantages over the commonly-used RED in being independent of the microbial dose-response curve as well as free of switching back and forth between fluence and survival microbial concentration. Hence, replacing RED with \( D_{\text{min}} \) as a performance indicator can not only optimize the UV reactor configuration more efficiently, but also reduce the design error considerably.
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