Quantum Annealing: a journey through Digitalization, Control, and hybrid Quantum Variational schemes
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We establish and discuss a number of connections between a digitized version of Quantum Annealing (QA) with the Quantum Approximate Optimization Algorithm (QAOA) introduced by Farhi et al. (arXiv:1411.4028) as an alternative hybrid quantum-classical variational scheme for quantum-state preparation and optimization. We introduce a technique which allows to prove, for instance, a rigorous bound concerning the performance of QAOA for MaxCut on a 2-regular graph, equivalent to an unfrustrated antiferromagnetic Ising chain. The bound shows that the optimal variational error of a depth-P quantum circuit has to satisfy $\epsilon_{\text{opt}} \geq (2P + 2)^{-1}$. In a separate work (Mbeng et al., arXiv:1911.12259) we have explicitly shown, exploiting a Jordan-Wigner transformation, that among the $2^P$ degenerate variational minima which can be found for this problem, all strictly satisfying the equality $\epsilon_{\text{opt}} = (2P + 2)^{-1}$, one can construct a special regular optimal solution, which is computationally optimal and does not require any prior knowledge about the spectral gap. We explicitly demonstrate here that such a schedule is adiabatic, in a digitized sense, and can therefore be interpreted as an optimized digitized-QA protocol. We also discuss and compare our bound on the residual energy to well-known results on the Kibble-Zurek mechanism behind a continuous-time QA. These findings help elucidating the intimate relation between digitized-QA, QAOA, and optimal Quantum Control.

I. INTRODUCTION

In the past two decades there have been great advances in the field of quantum computation. However, in spite of the steady experimental progress of quantum technologies, the realization of a quantum computer capable of reliably running quantum algorithms which provably outperform their classical counterparts is still out of reach. State of art quantum devices are only prototypical quantum computers and broadly belong to the class of Noisy Intermediate-Scale Quantum (NISQ) technologies. Developing and improving algorithms which are suitable to run on NISQ technologies is essential to achieve quantum speedup or quantum supremacy. Promising candidates in this field are quantum annealing and hybrid variational schemes, which aim at solving specific optimization problems better than available classical algorithms.

Quantum Annealing (QA) alias Adiabatic Quantum Computation (AQC) is as an effective way for finding solutions to optimization problems by running a continuous time evolution on special purpose analog quantum devices, named quantum annealers. The run (or annealing) time of the algorithm, $\tau$, is associated with the smallest spectral gap encountered during the annealing dynamics. In particular, vanishing spectral gaps constitute a bottleneck for the performance of QA. This is especially severe in cases where a first-order transition, accompanied by an exponentially small spectral gap, must be crossed to go from the initial state to the target solution. Various strategies have been proposed to address this issue, including heuristic guesses for the initial state, strategies for increasing the minimum gap, or avoiding first-order lines, and the quantum adiabatic brachistochrone formulation. In some cases, modifying the annealing protocol is a must for a quantum speedup. However, this is usually done by exploiting an a priori knowledge on the spectral gap, which is in general unknown or hard to access.

Hybrid variational schemes use parameterized digital quantum circuits to approximate the solution of hard optimization problems. In these algorithms, a classical minimization routine optimizes the variational parameters of the quantum circuit and returns the best approximate solution. Although each hybrid variational scheme is tailored to solve a specific class of problems, they can all conveniently run on general purpose digital quantum devices. The Quantum Approximate Optimization Algorithm (QAOA) is a popular hybrid variational scheme designed specifically to solve combinatorial optimization problems. It operates through a depth-P circuit of digitized unitary gates. In the QAOA framework, the run time of the algorithm is related to the depth P of the
QA and QAOA are two universal models of computation\cite{22,23}, designed to run on different NISQ hardware and subject to different limitations. However, Ref. \cite{25} and Ref. \cite{26} suggest a possible connection between these two models. On one hand, Ref. \cite{25} has advocated using digitized-QA (dQA), a fully digital version of QA that runs on general purpose digital quantum devices and allows the possibility of doing error-correction\cite{27,28}. On the other hand, in the field of optimal quantum control, Yang et al.\cite{29} have used Pontryagin's principle\cite{30,31} to show that QAOA circuits are sufficient to implement time optimal protocols for ground state preparation.

Here, and in the related paper Ref. \cite{31}, we close the loop, by making a step forward in establishing this connection. We study the performance of dQA and QAOA in a unified framework, and we show that one can construct optimal QAOA solutions which are inherently adiabatic, in a digitized-QA framework\cite{27}.

More in detail, our paper focuses on two main results. The first, methodological, is a technique to establish a variational bound on the residual energy of a class of antiferromagnetic Ising problems — essentially related to the MaxCut combinatorial optimization — on regular periodic graphs, by exploiting the intrinsic flexibility in the boundary conditions of a reduced spin problem. We prove rigorous bounds to the relative error $\epsilon_{\text{res}}$ of the QAOA optimal solution on a circuit of depth $P$. The technique, which can be naturally extended to higher-dimensional problems, is here applied to the translationally invariant quantum Ising chain, which is analytically tractable. In one dimension, there is clear numerical evidence\cite{31} — obtained by mapping the spin problem to free fermions through the Jordan-Wigner transformation — that the variational bound is precisely saturated, provided $2P < N$, where $N$ is the size of the Ising chain. When $2P = N$ the system is controllable\cite{27,28} namely the residual energy drops to 0, and for $2P > N$ the manifold of optimal solutions becomes a continuum.

Second, we illustrate and elaborate on the link — reported in Ref. \cite{31} — between optimal Quantum Control, and the adiabatic dynamics behind QA, or more precisely here digitized-QA\cite{27}. Indeed, as explicitly demonstrated in Ref. \cite{31} for the Ising chain problem, among the large number of QAOA optimal solutions, one can iteratively single-out a smooth regular solution which can be regarded as the optimal digitized-QA schedule, satisfying all the expected reasonable requirements for adiabaticity in a digitized context, without any need for spectral information on the Hamiltonian. This comes with the extra bonus that the construction of such solution is computationally less expensive than searching for unstructured QAOA solutions. Here, we explicitly demonstrate the digitized adiabatic nature of such a regular solution by studying the Shannon entropy of the digitized evolution state on the basis of the instantaneous eigenvectors.

The paper is organized as follows. Section \textbf{III} introduces the readers to the different methods we will be dealing with, starting from QA, proceeding with the idea of digitalization, and then to QAOA and optimal Quantum Control. Section \textbf{IV} sets the MaxCut problem in general, and introduces a general technique, involving boundary conditions in a reduced chain, which allows us to prove the residual energy bound. In Sec. \textbf{V} following Ref. \cite{31} we exploit a Jordan-Wigner transformation to cast the multivariate minimization into a much simpler geometric problem, and illustrate the procedure\cite{12} to construct optimal digitized-QA adiabatic solutions, comparing it with other QA strategies. Finally, Sec. \textbf{VI} contains a summary of our results, a discussion of relevant points, and an outlook on open questions.

\section{QA, Digitalization and Optimal Control}

In this section we describe the working principle of both QA and QAOA. In particular we show how, in the context of schedule optimization, the QAOA algorithm emerges naturally from a digitalization of QA protocols.

\subsection{From Classical to Quantum Optimization}

Applying QA or QAOA to solve a classical optimization problem, requires a common preliminary step. We need to set up a quantum Hamiltonian $\hat{H}_z$ that encodes the original optimization problem.

Let us consider the usual setting of a cost function $C(z_1,\cdots,z_N)$ of $N$ binary variables $z_j = \pm 1$ which we want to minimize (or maximize). The standard strategy in quantum optimization algorithms\cite{5,6,11,15} is to map $z_j \rightarrow \sigma_j^z$ and regard the cost-function as a quantum Hamiltonian $C(z_1,\cdots,z_N) \rightarrow \hat{H}_z(\sigma_1^z,\cdots,\sigma_N^z)$, which is then minimized by employing quantum resources. This approach is quite general, as many optimization problems can be reformulated in this framework\cite{12}.

Here, following Ref. \cite{19} we will illustrate it for the MaxCut problem.\cite{33} Given a graph, i.e., a set of vertices or nodes $G = \{j\}$ connected by certain edges $E = \{e\}$, the MaxCut problem consists in finding the largest number of edges that need to be cut when partitioning the graph into two independent parts. By assigning a label $z_j = +1$ and $z_j = -1$ to the nodes of the two independent parts, the objective cost function to be maximized is $C_{\text{MaxCut}}(z) = \sum_{(i,j) \in E} (1 - z_i z_j)/2$, where the sum runs on all the edges $(i,j) = e \in E$. This amounts, in the quantum language, to searching for the minimum of

$$\hat{H}_z = \sum_{(i,j) \in E} (\hat{\sigma}_i^z \hat{\sigma}_j^z - 1)$$

which we denote by $E_{\text{min}}$. Notice that, having omitted here the factor $1/2$, $|E_{\text{min}}|$ is twice the maximum number
of cut edges. The maximum eigenvalue of $\hat{H}_z$ is clearly 0, $E_{\text{max}} = 0$.

### B. Continuous and digitized quantum annealing

According to standard continuous-time QA\textsuperscript{25,26}, the cost Hamiltonian $\hat{H}_z$ has to be supplemented by a driving term, usually — but not necessarily\textsuperscript{13} — taken to be of the simple form $\hat{H}_z = - \sum_i^N \hat{a}_i^\dagger \hat{a}_i$. In the simplest setting, one would then write a QA Hamiltonian of the form:

$$\hat{H}(s) = s \hat{H}_z + (1-s) \hat{H}_x. \quad (2)$$

The parameter $s$ is then varied in time, defining a schedule $s(t)$ interpolating between $s(0) = 0$ and $s(\tau) = 1$, where $\tau$ is the total annealing time. In its simplest form, QA is often associated to a linear schedule $s(t) = t/\tau$, but this restriction can be in principle removed, as one might optimize the schedule $s(t)$ appropriately\textsuperscript{[15,16,18,34]}

Given a schedule $s(t)$, the QA algorithm works as follows: first we initialize the system in the ground state of $\hat{H}_x$,

$$|\psi_0\rangle = |+\rangle^\otimes N = \left(\frac{|\uparrow\rangle}{\sqrt{2}} + |\downarrow\rangle\right)^\otimes N. \quad (3)$$

Then we let it evolve for a total annealing time $\tau$ under the action of $\hat{H}(s(t))$. We can describe the QA dynamics with a unitary quantum Schrödinger evolution\textsuperscript{25} the system’s state at any given $t$ is $|\psi(t)\rangle = \hat{U}_{\text{QA}}(t,0)|\psi_0\rangle$, where

$$\hat{U}_{\text{QA}}(t,0) = \mathcal{T}\exp\left(-\frac{i}{\hbar} \int_0^t dt' \hat{H}(s(t'))\right), \quad (4)$$

where $\mathcal{T}\exp$ denotes the time-ordered exponential.

In many situations it is meaningful, in some cases necessary, to approximate the schedule $s(t)$ by a step function $s_1, \cdots, s_P$, with $s_m \in (0,1]$, corresponding to evolution times $\Delta t_m$, with $m = 1, \cdots, P$ such that $\sum_{m=1}^P \Delta t_m = \tau$. Figure\textsuperscript{1} is a sketch of such a step-discretization starting from a smooth $s(t)$ — which we might refer to as a step-QA scheme — but the discussion below applies to any step function. The evolution operator $\hat{U}(\tau,0)$ is then given by:

$$\hat{U}_{\text{QA}}(\tau,0) \Rightarrow \hat{U}_{\text{step}} = \prod_{m=1}^{P-1} e^{-\frac{i}{\hbar} \hat{H}(s_m) \Delta t_m}. \quad (5)$$

where the arrow $\leftarrow$ denotes a time-ordered product.

A further digitalization step would be to perform a Trotter splitting of the term $e^{-\frac{i}{\hbar} \hat{H}(s_m) \Delta t_m}$. For instance, the lowest-order Trotter splitting

$$e^{-\frac{i}{\hbar} \hat{H}(s_m) \Delta t_m} \simeq e^{-i\beta_m \hat{H}_z} e^{-i\gamma_m \hat{H}_x} + O((\Delta t_m)^2) \quad (6)$$

with

$$\gamma_m = \frac{s_m \Delta t_m}{\hbar}, \quad \beta_m = (1-s_m) \frac{\Delta t_m}{\hbar} \quad (7)$$

would lead to an approximate evolution operator of the form:

$$\hat{U}_{\text{QA}}(\tau,0) \approx \hat{U}_{\text{dQA}}(\gamma,\beta) = \hat{U}(\gamma_1, \beta_1) \cdots \hat{U}(\gamma_P, \beta_P), \quad (8)$$

with

$$\hat{U}(\gamma_m, \beta_m) = \hat{U}_m = e^{-i\beta_m \hat{H}_z} e^{-i\gamma_m \hat{H}_x}. \quad (9)$$

The parameters $\gamma_m$ and $\beta_m$ are such that:

$$\sum_{m=1}^P (\gamma_m + \beta_m) = \frac{\tau}{\hbar}. \quad (10)$$

If the original scheme was a QA based on a smooth $s(t)$, then we might call this a digitized-QA (dQA)\textsuperscript{25}. A symmetric, or any higher order, Trotter splitting would lead to modified expressions for the parameters $\gamma = (\gamma_1, \cdots, \gamma_P)$ and $\beta = (\beta_1, \cdots, \beta_P)$, with identical sum rule \textsuperscript{10}.

### C. QAOA and optimal quantum control

Eq. \textsuperscript{8} describes a time evolution obtained by alternating the two Hamiltonians $\hat{H}_z$ and $\hat{H}_x$. This is the starting point of the Quantum Approximate Optimization Algorithm (QAOA) introduced in Ref. \textsuperscript{19}.

In the QAOA, we use a digital device that alternates the application of $\hat{H}_z$ and $\hat{H}_x$ to prepare the quantum variational state

$$|\psi_p(\gamma, \beta)\rangle = \hat{U}(\gamma_P, \beta_P) \cdots \hat{U}(\gamma_1, \beta_1)|\psi_0\rangle, \quad (11)$$

which depends on the $2P$ free parameters $(\gamma, \beta)$. Then, we compute the expectation value of the cost function

$$E_p(\gamma, \beta) = \langle \psi_p(\gamma, \beta) | \hat{H}_z | \psi_p(\gamma, \beta) \rangle, \quad (12)$$
by repeated measurements in the computational basis. The global minimum \((\gamma^*, \beta^*)\) of the variational parameters determines a correspondingly optimal energy \(E_{\text{opt}} = E_P(\gamma^*, \beta^*)\) which is, by construction, a monotonically decreasing function of \(P\). An approximate solution of the classical problem can be obtained by repeated measurements on the state \(|\psi_P(\gamma^*, \beta^*)\rangle\). The total evolution “time” \(\tau\), however, is no longer fixed, but rather related to the optimal parameters \((\gamma^*, \beta^*)\) by the sum rule in Eq. (10) for Boolean Satisfiability problems, where \(\hat{U}_{\text{aut}}(\gamma, \beta)\) turns out to be periodic in the variational parameters, one might still show that \(\tau < 2\pi P\). Remarkably, the QAOA approach has been shown to be computationally universal\(^{29}\), although this fact does not guarantee, by itself, efficiency or speedup\(^{29}\).

An interesting recent result\(^{26}\) concerns optimal Quantum Control\(^{29,30}\). Indeed, suppose that the total evolution time \(\tau\) is fixed, and one asks for \(a\) the optimal schedule \(s(t)\) with values bounded in the interval \([0,1]\) without any continuity or monotonicity requirement. Then, as shown by Yang et al.\(^{26}\), an application of Pontryagin’s principle shows that the optimal schedule has to be of the so-called bang-bang form, with \(s(t)\) having a square-wave form between the two extremal values 1 and 0, as sketched in Fig. 1. Denoting by \(\gamma_m\) and \(\beta_m\) the “time-lags” spent in the \(m\)-th intervals with \(s = 1\) and \(s = 0\), respectively, we recover once again the form given in Eq. (8) or (11) where, however, the total number of recursions \(P\) is no longer fixed.

These considerations point towards a crucial point that we elucidate in our paper. While, by definition, any digitized-QA schedule is of the bang-bang form, it is \(a\) priori not obvious if and when an optimal control bang-bang solution can be constructed which is also adiabatic. Here and in Ref.\(^{31}\) we shed light on the last point, by explicitly constructing an adiabatic optimal schedule for the translationally invariant quantum Ising chain case, and arguing that it is indeed computationally convenient to do so, rather than searching for an arbitrary unstructured optimal solution.

III. RESIDUAL ENERGY BOUND FOR MAXCUT ON 2-REGULAR GRAPHS

Let us turn our attention to the performance of the QAOA algorithm on MaxCut problems.

The QAOA aims at finding a variational state that minimizes \(E_P(\gamma, \beta) = \langle \psi_P(\gamma, \beta) | \hat{H}_z | \psi_P(\gamma, \beta) \rangle\), the expectation value of the cost-function Hamiltonian. To quantify how well a given variational state \(|\psi_P(\gamma, \beta)\rangle\) approximates the solution of the optimization problem, we introduce the residual energy\(^{27}\):

\[
\epsilon_P^{\text{res}}(\gamma, \beta) = \frac{E_P(\gamma, \beta) - E_{\text{min}}}{E_{\text{max}} - E_{\text{min}}}. \tag{13}
\]

With the given normalization, \(\epsilon_P^{\text{res}}(\gamma, \beta) = 0\) if and only if \(|\psi_P(\gamma, \beta)\rangle\) is a solution to the optimization problem encoded by \(\hat{H}_z\). For a generic state, \(\epsilon_P^{\text{res}}(\gamma, \beta) \in [0, 1]\) represents the relative approximation error. This quantity is related to the approximation ratio \(r_P\) considered in the context of QAOA\(^{19,31,42}\) by the simple relation \(r_P = 1 - \epsilon_P^{\text{res}}\).

By evaluating \(\epsilon_P^{\text{res}}(\gamma, \beta)\) on the output of the QAOA we get the best residual energy \((\epsilon_P^{\text{res}})^* = \epsilon_P^{\text{res}}(\gamma^*, \beta^*)\), or \(r_P = r_P(\gamma^*, \beta^*)\), a natural figure of merit for the performance of the algorithm\(^{31}\). Clearly, increasing the number of variables improves the QAOA’s performance, hence \((\epsilon_P^{\text{res}})^* \leq (\epsilon_P^{\text{res}})^*\) or, equivalently, \(r_P \geq r_P(\gamma^*, \beta^*)\). Moreover, if the Hamiltonian \(\hat{H}(s) = s \hat{H}_z + (1 - s) \hat{H}_x\) has a finite minimum gap in the interval \(s \in [0, 1]\), an arbitrarily good solution can be obtained by Trotterization of an adiabatic evolution, so that \((\epsilon_P^{\text{res}})^* \rightarrow 0\) and \(r_P \rightarrow 1\) for \(P \rightarrow \infty\).

Following Ref.\(^{19,31,43}\) we consider the MaxCut problem restricted to specific classes of graphs. The simplest cases are connected k-regular graphs, where the connectivity (or degree) \(k\), i.e., the number of edges originating from each node, is fixed and identical for all nodes.

A 2-regular graph is a closed ring. In this case, the MaxCut problem — sometimes referred to as \(r\) ring of\(^{19,33}\) — is equivalent to finding the classical ground state of an anti-ferromagnetic Ising model on a chain, a computationally “easy” problem which, physically, shows no frustration (for \(N\) even). Generic k-regular graphs with \(k \geq 3\) are frustrated and solving the associated MaxCut problem is hard. For 3-regular graphs, Ref.\(^{19}\) has shown that the \(r\) worst case value of the approximation ratio \(r_P\) is bound, for \(P = 1\), to be \(r_P = 1 \geq 0.6924\).

Here we will show that for the 2-regular case, or equivalently the antiferromagnetic Ising ring, one can prove a lower bound for the residual energy \(\epsilon_P^{\text{res}}\) or, equivalently an upper bound for \(r_P\):

\[
\epsilon_P^{\text{res}} \geq \begin{cases} 
\frac{1}{2P + 2} & \text{for } 2P < N \\
0 & \text{for } 2P \geq N 
\end{cases}. \tag{14}
\]

To prove this result, we start by considering the translational invariance of \(\hat{H}_z\), \(\hat{H}_x\) and of the initial state \(|\psi_0\rangle\). Indeed, because of translational invariance we can write the residual energy in Eq. (13) as:

\[
\epsilon_P^{\text{res}}(\gamma, \beta) = \langle \psi_P(\gamma, \beta) | \frac{\sigma_j^x \sigma_{j+1}^x + 1}{2} | \psi_P(\gamma, \beta) \rangle, \tag{15}
\]

where \(j_s\) is any site of the chain, for instance the central site \(j_s = N/2\). (We restrict ourself to even \(N\) so that the chain is unfrustrated.) As demonstrated in Ref.\(^{19}\) the application of the digitized unitary operator \(\hat{U}_{\text{aut}}(\gamma, \beta) = \hat{U}_1 \cdots \hat{U}_1 - \hat{U}_1 \cdots \hat{U}_1 - \hat{U}_1 \cdots \hat{U}_1 \cdots \hat{U}_1 \cdots \hat{U}_1\) — to link operator \(\sigma_j^x \sigma_{j+1}^x\) involves only spins which have a distance at most \(P\) from the link \((j_s, j_s + 1)\). Such an operator spreading...
We restrict our choice here to ancient. For conditions (PBC), hence recovering full translational invariance. Our claim now is that we can work with a reduced spin chain Hamiltonian. Notice the systematic absence of boundary terms in the reduced chain Hamiltonian. Hence, we are free to add an arbitrary boundary link term \( J_b \tilde{\sigma}_{t} \tilde{\sigma}_{1} \). We restrict our choice here to \( J_b = \pm 1 \). For \( J_b = +1 \) the reduced spin chain has periodic boundary conditions (PBC), hence recovering full translational invariance. For \( J_b = -1 \) we have anti-periodic boundary conditions (ABC), but an effective translation operator involving a spin-flip can still be introduced (see App. A).

Our claim now is that we can work with a reduced spin chain Hamiltonian of the form:

\[
\hat{H}_z^{(\pm)} = \sum_{j=1}^{N_R-1} (\tilde{\sigma}_j \tilde{\sigma}_{j+1} + 1) (\pm \tilde{\sigma}_{N_R} \tilde{\sigma}_{1} - 1) ,
\]

while keeping the transverse term unmodified

\[
\hat{H}_z = -\sum_{j=1}^{N_R} \tilde{\sigma}_j^z ,
\]

and show that this would not modify the expectation value we need, i.e.,

\[
e_{\text{res}}^{\gamma, \beta}(\gamma, \beta) = \langle \tilde{\psi}_P(\gamma, \beta)| \hat{H}_z^{(\pm)}| \tilde{\psi}_P(\gamma, \beta) \rangle \geq \left( \frac{E_{gs}^{\gamma, \beta}}{2(2P + 2) + 1} \right),
\]

where \( E_{gs}^{\gamma, \beta} \) is the ground state energy of \( \hat{H}_z^{(\pm)} \) and the inequality follows from the standard variational principle. Now observe that \( E_{gs}^{\gamma, \beta} = -2N_R = -2(2P + 2) \). Hence, if PBC are used in the reduced spin chain, the bound is a trivial inequality \( e_{\text{res}}^{\gamma, \beta}(\gamma, \beta) \geq 0 \). The inequality, however, becomes non-trivial if ABC are used, since \( E_{gs}^{\gamma, \beta} = -4P - 2 \) due to the frustrating boundary term \( J_b = -1 \):

\[
e_{\text{res}}^{\gamma, \beta}(\gamma, \beta) \geq \left( \frac{E_{gs}^{\gamma, \beta}}{2(2P + 2) + 1} \right) = \frac{1}{2P + 2}.
\]

This establishes the promised bounds in Eq. (14).

As a check, observe that the computation of the optimal \( \gamma_{P=1} \) carried out in Ref. [11] (Eq. (16)) and valid for triangle-free k-regular graphs, when translated into our notation would imply that:

\[
e_{\text{res}}^{\gamma, \beta}(\gamma, \beta) \geq \frac{1}{2} - \frac{(1 - \frac{1}{k})^{\frac{k-1}{2}}}{{2\sqrt{k}}},
\]

This shows that the optimal result in Eq. (24), when specialized to \( k = 2 \), coincides with Eq. (23). Later on, see Fig. 4 and accompanying discussion, we will explicitly demonstrate numerically the tightness of the bound in Eq. (23) also for larger P.

The derivation of the bound in Eq. (14) given here relies on the locality and translational invariance of the problem. It can therefore be generalized to systems in higher dimensions, as explicitly shown in Ref. [45].

**IV. JORDAN-WIGNER RESULTS: ATTAINING THE VARIATIONAL BOUND**

For the 2-regular graph case, i.e., the antiferromagnetic Ising chain case, a lot more can be said. First of
all, as discussed in Ref. [31], one can take advantage of the Jordan-Wigner transformation\textsuperscript{30} to map the problem into a free-fermion one. In particular, one can show that the system is equivalent to a set of independent two-level systems.

Let us recall, for the reader’s convenience, that if $2P + 2 > N$, then we are dealing with a standard Ising chains of length $N_\text{R} = N$ with the original (PBC) boundary conditions; otherwise, if $2P + 2 = N_\text{R} ≤ N$, the reduced spin chain discussed in the previous section can be taken to have an arbitrary boundary term. As discussed previously, using ABC leads to the bound we have derived. Hence, $N_\text{R} = \min(N, 2P + 2)$ is the effective chain length, and we will set the boundary condition appropriately.

Using a Jordan-Wigner transformation (see Ref. 31 and accompanying Supplementary Information for details), the many-body problem can be decomposed into a collection of independent two-level systems, or pseudo-spins. The set of wave-vectors labelling the pseudo-spins depends on the boundary conditions assumed for the reduced spin. For PBC and ABC, the sets of wave-vectors are respectively $K_\text{PBC} = \{ \frac{2\pi}{N_{\text{R}}} \frac{3\pi}{N_{\text{R}}} \ldots \frac{(N_{\text{R}}-1)\pi}{N_{\text{R}}} \}$ and $K_\text{ABC} = \{ \frac{2\pi}{N_{\text{R}}} \frac{4\pi}{N_{\text{R}}} \ldots \frac{(N_{\text{R}}-2)\pi}{N_{\text{R}}} \}$. The total residual energy $\epsilon_\text{res}^{\text{P}}(\gamma, \beta)$, is a sum of the contributions arising from each two-level system. For $2P < N$ (where ABC on the reduced chain are allowed) the result is:

\[
\epsilon_\text{res}^{\text{P}}(\gamma, \beta) \overset{2P < N}{=} \frac{1}{2P + 2} + \frac{1}{2P + 2} \sum_{k} \epsilon_k(\gamma, \beta), \tag{25}
\]

while for $2P \geq N$ (where only PBC are allowed) we get:

\[
\epsilon_\text{res}^{\text{P}}(\gamma, \beta) \overset{2P \geq N}{=} \frac{1}{N} \sum_{k} \epsilon_k(\gamma, \beta). \tag{26}
\]

Here, the non negative contribution arising from the two-level-system of wave-vector $k$ is

\[
\epsilon_k(\gamma, \beta) = 1 - b_k^T \left( \prod_{m=1}^{2P} \mathcal{R}_z(4\beta_m)\mathcal{R}_v(4\gamma_m) \right) \hat{z}, \tag{27}
\]

which is given in terms of 3×3 rotation matrices $\mathcal{R}$ around unit vectors $\hat{z} = (0,0,1)^T$ and $b_k = (-\sin k, 0, \cos k)^T$ by rotation angles $4\beta_m$ and $4\gamma_m$, respectively.

Eqs. (25), (26) and (27) are our starting points to discuss the properties of the QAOA landscape. The first observation is that the landscape has periodicity of $\pi/2$ in each variable $\gamma_m$ and $\beta_m$. Without loss of generality we can assume $\gamma_m, \beta_m \in [0, \frac{\pi}{2}]$.

A second observation emerges from the inspection of Eq. (25). For $2P < N$ we use ABC and therefore $N_\text{R} = 2P + 2$, which implies that $\epsilon_\text{res}^{\text{P}}(\gamma, \beta)$ is totally independent of $N$. This $N$-independence is, in retrospective, a general consequence of the spin reduction behind QAOA for translational invariant models\textsuperscript{12}, valid well beyond the Jordan-Wigner framework used to derive Eq. (25). Moreover, the optimal residual energy $\epsilon_\text{res}^{\text{P}}(\gamma^*, \beta^*)$ saturates the bound in Eq. (14), hence $\epsilon_\text{res}^{\text{P}}(\gamma^*, \beta^*) = \frac{1}{2P + 2}$, provided we are able to make the contribution from each two-level system. For $2P < N$ — which we can, as discussed below.

Finally, in the App. 19 we show how some simple transformation properties of the system translate into corresponding properties for the QAOA landscape. In particular, one can show that:

\[
\begin{align*}
\epsilon_\text{res}^{\text{P}}(\gamma, \beta) &= \epsilon_\text{res}^{\text{P}}(-\gamma, -\beta) \\
\epsilon_\text{res}^{\text{P}}(\gamma, \beta) &= \epsilon_\text{res}^{\text{P}}(\beta', \gamma'),
\end{align*}
\]

where we have defined the vectors $\beta', \gamma'$ as $\beta'_m = \beta_{m-1}$ and $\gamma'_m = \gamma_{m-1}$. In Ref. [31] it was shown that the optimal values for the parameter lies in the sub-manifold $\beta = \gamma'$ for $P \leq 10$. We have confirmed this result — which applies to the case $2P < N$ — for $P \leq 128$.

The function $\epsilon_k(\gamma, \beta)$ has a simple geometrical interpretation: it contains the scalar product of $b_k$ with the vector $\left( \prod_{m=1}^{2P} \mathcal{R}_z(4\beta_m)\mathcal{R}_v(4\gamma_m) \right) \hat{z}$ obtained by applying $2P$ successive rotations to $\hat{z}$. Therefore $\epsilon_k$ assumes its minimum value 0 when

\[
\left( \prod_{m=1}^{2P} \mathcal{R}_z(4\beta_m)\mathcal{R}_v(4\gamma_m) \right) \hat{z} = b_k. \tag{29}
\]

Eq. (29) represents a set of constrains for each wave-vector $k$. If all constrains can be satisfied simultaneously, the minimal residual value of the residual energy can be obtained by setting $\epsilon_k = 0$ in Eq. (25) and Eq. (26). We find that by the number of free variational parameters and the number of constraint equations one can get a picture of the QAOA landscape. Figure 3 illustrates the role of these counting arguments for $P = 3$. Here we observe that:

For $2P < N$: the number of constrains $2|K_\text{ABC}| = 2P$ — corresponding to P equations (25) for 3-dimensional unit vectors — and of variables $2P$ are equal. Therefore the equations have a finite set of discrete solutions. When all equations are satisfied we get, see (25), the optimal $\epsilon_\text{res}^{\text{P}}(\gamma^*, \beta^*) = (2P + 2)^{-1}$.

For $2P = N$: again the number of constrains $2|K_\text{PBC}| = N$ and of variables $2P$ are equal. Therefore the equations still have discrete solutions. When all equations are satisfied, the residual energy, see (26), is $\epsilon_\text{res}^{\text{P}}(\gamma^*, \beta^*) = 0$.

For $2P > N$: the number of constrains $2|K_\text{PBC}| = N$ is smaller than the number of variables $2P$. The equations therefore have a continuous set of solutions that define a manifold of dimension $2P - N$.

Figure 4 illustrates the minimum residual energy obtained for different values of $N$ as a function of $P$. The
typically, within 10
when the residual energy is sufficiently close — specif-
cally, within 10−7 — to our theoretical lower bound $\epsilon_{\text{res}}^{\text{lim}} = \frac{1}{2P+2}$.

The global minima returned by the BFGS routine de-
pend on the arbitrary choice of the initial guess for $\gamma$
and $\beta$. In particular, we conjecture (and have verified
numerically for $P \leq 6$) that there are $2^P$ degenerate min-
ima all sharing the same $\epsilon_{\text{res}}^{\text{lim}} = \frac{1}{2P+2}$ for $N > 2P$. Notice
that $\epsilon_{\text{res}}^{\text{lim}}$ drops to 0 when $2P \geq N$, as predicted by the
parameter counting argument presented above.

In Ref. [31] we have demonstrated that, among all these
degenerate solutions, one can single-out a rather special
regular solution which is closely related to the problem of
an optimal QA[15].

### A. Optimal schedules for $2P < N$ and digitized-QA

As discussed previously, for $2P < N$ the QAOA land-
scape is independent on the system size, and one is effec-
tively considering an infinite chain $N \to \infty$. There are
various equivalent optimal choices for the $\gamma_m$ and $\beta_m$,
most of which lack any structure or pattern. Here, we
illustrate the construction[21] of a regular schedule that
shows a well defined continuous limit when $P \to \infty$.

To specifically target the regular solution, we proceed itera-
tively in $P$. As proposed in Ref. [31] we obtain the op-
timal solution at level $P$ by using as initial guess for $\gamma, \beta$
the regular solution previously obtained at level $P' < P$.
The construction is illustrated in Fig. 5. The starting
point is a linear digitized QA schedule $(\gamma_{\text{lin}}, \beta_{\text{lin}})_{P=2}$,
which is obtained by a $P = 2$ digitalization of the QA
schedule $s(t) = t/\tau$. We use $(\gamma_{\text{lin}}, \beta_{\text{lin}})_{P=2}$ as initial
guess for a BFSG search and find the optimal parameters $(\gamma_{\text{reg}}, \beta_{\text{reg}})_{P=2}$. To visualize the optimal protocols,
we invert Eq. (7) and plot the effective parameter

$$s_m = \frac{\gamma_m}{\gamma_{\text{lin}} + \beta_{\text{lin}}}.$$  

Fig. 5 shows that, for $P = 2$ the optimal protocol is still
close to the original linear digitized QA. We next con-
sider $P = 4$ and use $(\gamma_{\text{reg}}, \beta_{\text{reg}})_{P=2}$ as initial guess for
a new BFSG search. In Fig. 5 we visualize the new op-
timal protocol $(\gamma_{\text{reg}}, \beta_{\text{reg}})_{P=2}$, which now deviates from
the linear digitized QA. Iterating this procedure leads to
the smooth optimal protocols shown in Fig. 5. On the
other hand, the inset of Fig. 5 illustrates the “irregu-
lar” values of $s_m$ resulting from a random initialization.

### FIG. 4: Optimal residual energies $\epsilon_{\text{res}}$ obtained applying the
QAOA with $P$ Trotter steps for various system sizes $N = 50, 100, 150, 200$. The symbols represent the data obtained by
numerical optimization while the dashed black line represents
the theoretical bound obtained in Eq. (23), which holds for
$2P < N$. The bound is saturated for $2P < N$ while for
$2P \geq N$ the residual energy drops to zero due to existence of
the solution described by Eq. (36).

### FIG. 5: Visualization of the optimal solutions of QAOA for $P = 3$ in the symmetric manifold $\beta = \gamma'$. Blue circles correspond
to values $\epsilon_{\text{res}}^{\text{lim}} = 0$ while red ones corresponds to the values $\epsilon_{\text{res}}^{\text{lim}} = 1/(2P + 2) = 1/8$. In (a), for $2P < N$ ($N \geq 8$), the
optimization problem has a finite set of solutions corresponding to strictly positive values of $\epsilon_{\text{res}}^{\text{lim}} = 1/8$. In (b), for $2P = N$
($N = 6$), there is a finite set of optimal solutions, now having $\epsilon_{\text{res}}^{\text{lim}} = 0$. In (c), for $2P > N$ (here $N = 4$), the manifold of
solutions attaining $\epsilon_{\text{res}}^{\text{lim}} = 0$ has dimension $2P - N = 2$: the curves shown are obtained by intersecting the solution surface with
the symmetric manifold $\beta = \gamma'$.
Remarkably, the whole regular solution shows a simple scaling of the form
\[ s_r(t) = \frac{1}{2} + \frac{1}{\tau} f \left( \frac{t}{\tau} \right) \]  
with \( \alpha = 1 \), as illustrated by the data collapse in the main plot of Fig. 5(b). Such a shape of \( s(t) \) is clearly reminiscent of the adiabatic protocols described in the context of a continuous-time QA in Ref. [16] or Ref. [33]. We will further comment on such an issue in Sec. IV C.

We now explore the connection with QAs, or more properly to a form of digital-QA. The optimal parameters of the regular solution \( (\gamma_{\text{reg}}, \beta_{\text{reg}}) \) define a candidate digitized-QA schedule, from which, by inverting Eq. (7), one can construct an associated step-QA and a continuous-time QA protocol, as illustrated in Fig. 1 for \( P = 8 \).

The iterative construction targets an optimal solution \( \gamma_{\text{reg}}, \beta_{\text{reg}} \) that varies weakly from \( P \) to \( P + 1 \). However, to explore the connection with a digitized-QA, we also need to verify and quantify the adiabaticity of the dynamics defined by \( \gamma_{\text{reg}}, \beta_{\text{reg}} \).

During the preparation of the variational state given in Eq. (11), the system undergoes a unitary discrete time evolution. The intermediate state \(|\psi_m(\gamma, \beta)\rangle\) after \( m \) steps satisfies the following discrete version of Schrödinger’s equation
\[ |\psi_0(\gamma, \beta)\rangle = |\psi_0\rangle \]
\[ |\psi_{m+1}(\gamma, \beta)\rangle = \hat{U}_m |\psi_m(\gamma, \beta)\rangle \]
where we recall that the effective discrete time evolution operator is defined to be \( \hat{U}_m = \hat{U}(\gamma_m, \beta_m) = e^{-i\beta_m \hat{H}_c e^{-i\gamma_m \hat{H}_s}} \). We can always find an orthonormal basis \( |\theta_m\rangle \) that diagonalizes \( \hat{U}_m \):
\[ \hat{U}_m |\theta_m\rangle = e^{-i\theta_m} |\theta_m\rangle \]
We say that \( (\gamma, \beta) \) defines an adiabatic dynamics if the state \(|\psi_m(\gamma, \beta)\rangle\) closely follows an eigenstate \(|\bar{\theta}_m\rangle\) of \( \hat{U}_m \). This is a natural extension[49] of the concept of adiabaticity in continuous-time dynamics. For instance, one can show that a digitized-QA schedule obtained by discretizing a continuous-QA \( (\text{e.g.}, \text{using Eq. (6)} \text{and Eq. (7)}) \) is as adiabatic as its continuous counterpart when \( P \to \infty \). Moreover this definition is further justified by the statements in Ref. [49] where a discrete version of the adiabatic theorem is given.

Let \( p_{\gamma, \beta}(\theta_m) = |\langle \theta_m | \psi_m(\gamma, \beta) \rangle|^2 \) be the probability of finding the system in a given eigenstate \(|\theta_m\rangle\). The definition of adiabatic dynamics given above, suggests to quantify the degree of adiabaticity by measuring how close the distribution \( p_{\gamma, \beta}(\theta_m) \) is to a degenerate one \( (\text{i.e., a Kronecker-delta in } \theta_m) \). The adiabaticity of the discrete dynamics with \( P \) steps, can then be quantified with the average Shannon entropy \( S_{\gamma, \beta}(P) \) of the distribution \( p_{\gamma, \beta}(\theta_m) \):
\[ S_{\gamma, \beta}(P) = -\frac{1}{P} \sum_{m=1}^{P} \sum_{\theta_m} p_{\gamma, \beta}(\theta_m) \log[p_{\gamma, \beta}(\theta_m)] \]
For an adiabatic dynamics $S_{\gamma,\beta}(P) \rightarrow 0$ as $P \rightarrow \infty$, otherwise it should remain finite. In Fig. 6 we show such Shannon entropy for three different schedules on an Ising chain with $N = 1024$ sites. We first take a look at $S_{\gamma,\beta}(P)$ for a linear digitized-QA schedule ($\Delta t_m = 1$) which is represented by red squares. Through the adiabatic theorem we know that the linear-digitized schedule is adiabatic for $P \rightarrow \infty$ and $S_{\gamma,\beta}(P)$, decaying to zero when $P$ is increased, correctly signals the emerging adiabaticity of the schedule. We then consider a generic optimal solution found by the QAOA algorithm staring from a random initialization (black triangles). We find that $4S_{\gamma,\beta}(P)/N \approx 1$ independently of $P$, signalling a non-adiabatic dynamics. Finally, the blue circles were obtained from the regular QAOA solution $\gamma_{\text{reg}}, \beta_{\text{reg}}$. The fact that $S_{\gamma_{\text{reg}},\beta_{\text{reg}}}(P)$ vanishes as $P \rightarrow \infty$ immediately conveys the message that the regular QAOA solution defines an adiabatic schedule. Moreover $S_{\gamma,\beta}(P)$ allows us to make quantitative statements: In particular, the regular QAOA solution is evidently more adiabatic than the linear digitized-QA schedule. We conclude that such optimal solution can be interpreted as an improved adiabatic digitized-QA schedule. In the App. C we discuss how a suitable effective Hamiltonian can be introduced for the digitized-QA.

B. Optimal schedules for $2P \geq N$ and Quantum Control

For $2P \geq N$ it is always possible to prepare the Ising $H_z$ ground state with a QAOA Ansatz: the system is controllable. This can be done by explicitly showing that the specific schedule

$$
\beta_m = \gamma_{P+1-m} = \begin{cases} 
\pi/8 & \text{if } m = \left[\frac{P+1}{2}\right] \\
\pi/4 & \text{otherwise}
\end{cases} \quad (36)
$$

realizes exactly $\epsilon_{P}\text{reg} = 0$. The rationale behind such a remarkably simple expression is that most of the rotations $R_z(4\beta_m)R_{\gamma_m}$ involved in Eq. (27) are rotations by $\pi$ and their combined effect leave the vector $b_k$ in the same plane as $z$ while shifting the angle between them by $2k$. The discrete nature of the $k$-vectors involved guarantees that one effectively rotates, by using the angles in Eq. (30), each $b_k$ onto $z$, as a detailed construction (not given here) shows. More generally, however, since the problem is now underdetermined (the number of variational parameters is larger than the number of constraints), one can construct a continuum of optimal solutions. In particular, using the same iterative strategy described in the previous section, we can single-out a regular solution attaining $\epsilon_{P}\text{reg}(\gamma_{\text{reg}}, \beta_{\text{reg}}) = 0$. Figure 7(a) shows the construction of such a regular schedule for $2P = N$. Concerning a collapse of the data, we verified that the Ansatz in Eq. (31) still works, but now with a modified exponent $\alpha \approx 1.75$. On the practical side, observe that the schedule becomes flatter and flatter across the quantum critical point ($s = 1/2$).

C. Comparison with other QA strategies

We have discussed how the QAOA framework can be used to construct a regular schedule that realizes an optimal digitized-QA dynamics, without relying on any knowledge of spectral information. In this section we compare the performance of such optimal regular digitized-QA schedule with the performance of other standard QA schedules for the translationally invariant Ising chain problem. Specifically, we compare the scaling of the residual energy $\epsilon_s\text{res}(\tau)$ for various continuous-time-schedules and their digitized counterparts.

The standard and most natural choice in analog QA, is a linear-schedule continuous-time QA (linear-QA), $s(t) = t/\tau$. In the translationally invariant Ising chain problem, the scaling of the residual energy for a linear-QA schedule is ruled by the Kibble-Zurek (KZ) mechanism, which predicts a power-law scaling $\epsilon_s\text{res}(\tau) \sim \tau^{-1/2}$. We can digitize the linear-QA schedule, for instance with $\Delta t_m = 1$ (in units of $h/J$). The result of this operation is a linear digitized-QA (linear-dQA) schedule, which is suitable to run on a digital quantum hardware. Figure 8 shows that the same KZ scaling $\epsilon_s\text{res}(\tau) \sim \tau^{-1/2}$ holds for both linear-QA and linear-dQA. The only visible effect of digitalization is to separate the two curves by a constant offset.

Next, we consider other optimized schedules that have been proposed in the context of continuous-time QA. One was proposed in [18], where $s(t)$ has the form:

$$
s(t) = \frac{1}{2} + \frac{1}{2} \tan \left( 2 \left( \frac{t}{\tau} - \frac{1}{2} \right) \arctan(C) \right) \quad (37)
$$

where $C$ is a parameter determining the slope at the critical point $s_c = 1/2$. In general, $C$ depends on $\tau$, and
Let us estimate how the residual energy decreases as a function of the computational cost $t_{cc}$. One of the issues is the computational cost associated with a call of the “quantum oracle”. Suppose we agree that such a cost scales with $P$, the number of units involved in preparing $|\psi_P(\gamma,\beta)\rangle$, so that $t_{cc} \propto P n_{\text{iter}}$. Then, the linear-dQA is $t_{cc} \propto P$, the random search of the optimal solution has $t_{cc} \propto n_{\text{iter}} P \propto P^3$, and the iterative search of the optimal dQA solution has $t_{cc} \propto n_{\text{iter}} P \propto P^{3/2}$. Using these estimates, we can express the residual energies in
terms of the computational cost:

\[
\begin{align*}
\epsilon^{\text{es}} &\sim P^{-\frac{2}{3}} \sim t_{cc}^{-\frac{1}{2}} \quad (\text{linear-dQA}) \\
\epsilon^{\text{es}} &\sim P^{-1} \sim t_{cc}^{-\frac{1}{2}} \quad (\text{QAOA, random}) \\
\epsilon^{\text{es}} &\sim P^{-1} \sim t_{cc}^{-\frac{2}{2}} \quad (\text{optimal-dQA, recursive})
\end{align*}
\]  

(39)

Hence the overall performance of the optimal QAOA for a random initialization, in terms of computational time, is definitely worse than plain linear-dQA. To improve over linear-dQA, one must use a recursive initialization, leading to an optimal-dQA.

V. DISCUSSION AND CONCLUSIONS

We have discussed the links between Quantum Annealing (QA), both in its continuous-time version and in its digital flavour, with the hybrid quantum-classical variational approach known as QAOA, elucidating the connection between optimal Quantum Control and the requirement of adiabaticity of the driving protocols.

Two are the main contributions we have discussed. The first is a technique to establish a variational bound on the residual energy of MaxCut problems on 2-regular periodic graphs by playing with the boundary conditions on the reduced spin problem. Such a technique can be naturally extended to higher-dimensional problems and allows, through the use of Lieb-Robinson bounds, the physical evolution time to enter the game. We will deal with these issues in a separate publication, discussing also the role of entanglement and the presence of a light-cone, associated with a local Hamiltonian. In one dimension, we have shown that the variational bound \( \epsilon^{\text{es}} \geq (2P + 2)^{-1} \) is precisely saturated by the Jordan-Wigner results, which also helps to elucidate the geometric nature of the minimization problem and the role of the variational parameters, 2P, in comparison with the number of spins, N. This, in turn, shows that the system becomes controllable, and the residual energy drops to 0, as soon as 2P \( \geq N \).

The second contribution has to do with the link between Quantum Control, which generally predicts the optimal schedule to be of the bang-bang form, hence justifying the QAOA Ansatz, and the adiabatic dynamics behind QA, or more precisely here digitized-QA. Indeed, among a large number of QAOA optimal solutions — 2P for 2P \( < N \), a continuum for 2P \( > N \) — one can iteratively single-out a smooth regular solution which can be regarded as the optimal digitized-QA schedule. Such a regular optimal solution provides a clear speed-up over linear-QA. The speed-up is quadratic — as in the Grover problem — if the computational cost for finding the solution is not considered. The speed-up still survives even when we account for the cost of searching the minimum, but only if smart iterative techniques to construct the optimal solutions are used.

One point which is worth remarking is that the smooth-regular-adiabatic digitized-QA solution that we construct does not use any prior knowledge on the location of the critical point of the problem, nor any other spectral information, at variance with alternative schedule optimization approaches, which are explicitly tailored from the known critical bottleneck of the QA evolution.

As a possible generalization, we mention that interesting results, which will be the subject of a separate publication, are obtained when the QAOA technique, in its VQCS variant, is applied to preparing the quantum ground state of \( H_T = H_x + gH_z \), again in the quantum Ising chain case. Here again, perhaps surprisingly, the critical point \( g = 1 \) appears to play a prominent role.

Applications to the infinitely connected p-spin Ising ferromagnet are also under way and will be reported elsewhere.

Having illustrated the construction of the optimal digitized-QA protocol in the transitionally invariant Ising chain, one should explore the generality and limitations of such construction. In future investigations, we will use more sophisticate tools, such as as DMRG to analyze more general systems (e.g. not integrable). However, the present work still allows us to identify some key properties of the problem Hamiltonian, that played a central role in deriving the results. The locality and the \( Z_2 \) symmetry of the Hamiltonian are key ingredients in the derivation of the variational bound on the QAOA’s performance. The infinitely connected p-spin Ising ferromagnet might serve as a good testing ground for these ideas, as locality is destroyed, the transition is second-order for \( p = 2 \), but becomes first-order for \( p \geq 3 \), and and the spin inversion symmetry is lost for odd p.
The properties of the translationally invariant Ising QAOA landscape, such as the degeneracy of optimal solutions, also facilitated the classical search for an optimal digitized QA protocol. However, the QAOA landscape of disordered systems is extremely rugged, and the search for global optimal solution in complex landscapes is itself a computationally hard problem. Machine Learning is a promising tool to cope with the complexity of QAOA landscapes [63,64]. The application of Machine Learning ideas may allow to extend the construction of optimal digital adiabatic protocols to disordered systems.
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Appendix A: Restoring translational invariance with ABC

We consider a reduced Ising chain of $N_R = 2P + 2$ spins with anti-periodic boundary conditions (ABC). As in the main text, we number the spins using their position relative to the reduced chain.

In this section we give a proof of the identity

$$\langle \tilde{\psi}_P(\gamma, \beta) | \tilde{\sigma}_j^z, \tilde{\sigma}_{j+1}^z | \tilde{\psi}_P(\gamma, \beta) \rangle = \frac{1}{N_R} \langle \tilde{\psi}_P(\gamma, \beta) | \sum_{j=1}^{N_R-1} \tilde{\sigma}_j^z \tilde{\sigma}_{j+1}^z - \tilde{\sigma}_N^z \tilde{\sigma}_1^z \rangle | \tilde{\psi}_P(\gamma, \beta) \rangle ,$$

where $j_s$ is any internal lattice site, and the expression of $| \tilde{\psi}_P(\gamma, \beta) \rangle$ (see Eq. [20]) is

$$| \tilde{\psi}_P(\gamma, \beta) \rangle = \prod_{m=1}^{P} e^{-i R x m} e^{-i H_{z}^{-1} \gamma m} | \tilde{\psi}_0 \rangle ,$$

with $| \tilde{\psi}_0 \rangle = | + \rangle^\otimes N_R$ and the reduced chain Hamiltonians given by:

$$\hat{H}_z^{-} + N_R = \sum_{j=1}^{N_R-1} \hat{\sigma}_j^z \hat{\sigma}_{j+1}^z - \hat{\sigma}_N^z \hat{\sigma}_1^z \quad (A3)$$

$$\hat{H}_x = - \sum_{j=1}^{N_R} \hat{\sigma}_j^x . \quad (A4)$$

Notice that the expression appearing on the right-hand side of Eq. (A1) coincides, apart from the constant $N_R$, with $\hat{H}_z^{-}$, the reduced spin chain Hamiltonian with ABC ($J_b = -1$) introduced in Eq. (17). In the main text we used the identity in Eq. (A1) to derive the expression for the residual energy given in Eq. (23).

The key to the proof of Eq. (A1) is showing that there exits a unitary “anti-periodic” translation transformation $\tilde{T}_{ABC}$ that is a symmetry of the Hamiltonians. Given the usual translation operator $\hat{T}_{PBC}$:

$$\hat{T}_{PBC}^\dagger \hat{\sigma}_j \hat{T}_{PBC} = \hat{\sigma}_{j+1} \quad \text{for } j \neq N_R \quad (A5)$$

$$\hat{T}_{PBC}^\dagger \hat{\sigma}_{N_R} \hat{T}_{PBC} = \hat{\sigma}_1 , \quad (A6)$$

we define the anti-periodic translation operator $\tilde{T}_{ABC}$ to be the unitary transformation obtained by composing the standard translation $\hat{T}_{PBC}$ with a flip of the first spin: $\tilde{T}_{ABC} \equiv \hat{T}_{PBC} \hat{\sigma}_1^x$. The action on the spin operators induced by $\tilde{T}_{ABC}$ is

$$\tilde{T}_{ABC}^\dagger \hat{\sigma}_j \tilde{T}_{ABC} = \hat{\sigma}_j^x \hat{\sigma}_{j+1}^x \hat{\sigma}_j^x = \hat{\sigma}_{j+1} \quad \text{for } j \neq N_R \quad (A7)$$

$$\tilde{T}_{ABC}^\dagger \hat{\sigma}_{N_R} \tilde{T}_{ABC} = \hat{\sigma}_1^x \hat{\sigma}_{N_R} \hat{\sigma}_1^x = (\hat{\sigma}_1^x, -\hat{\sigma}_1^y, -\hat{\sigma}_1^z)^T . \quad (A8)$$

Using Eq. (A7) and Eq. (A8), a straightforward computation shows that

$$\tilde{T}_{ABC}^\dagger \hat{H}_{z}^{-} \tilde{T}_{ABC} = \hat{H}_{z}^{-} \quad (A9)$$

while the invariance of $\hat{H}_x$ and of the initial state $| \tilde{\psi}_0 \rangle$ is trivial. This in turns implies the identity

$$\tilde{T}_{ABC}^\dagger | \tilde{\psi}_P(\gamma, \beta) \rangle = | \tilde{\psi}_P(\gamma, \beta) \rangle . \quad (A10)$$

Additionally, Eq. (A7) and Eq. (A8) also imply that $\hat{H}_{z}^{-} + N_R$ decomposes into a sum of terms obtained by applying powers of $\tilde{T}_{ABC}$ to $\hat{\sigma}_j^x \hat{\sigma}_{j+1}^x$:

$$\hat{H}_{z}^{-} + N_R = \sum_{n=0}^{N_R-1} \tilde{T}_{ABC}^n \hat{\sigma}_j^x \hat{\sigma}_{j+1}^x \tilde{T}_{ABC}^n . \quad (A11)$$
The desired equality is a direct consequence of Eq. (A10) and Eq. (A11). Indeed, one has that
\begin{align}
\langle \tilde{\psi}_p(\gamma, \beta) \rangle_{\tilde{H}_z^{-1}} + N_n \langle \tilde{\psi}_p(\gamma, \beta) \rangle = \langle \tilde{\psi}_p(\gamma, \beta) \rangle = \langle \tilde{\psi}_p(\gamma, \beta) \rangle \sum_{n=0}^{N_n-1} \tilde{T}_{\text{ABC}}(\gamma, \beta) \langle \tilde{\psi}_p(\gamma, \beta) \rangle = \sum_{n=0}^{N_n-1} \langle \tilde{\psi}_p(\gamma, \beta) \rangle \tilde{\psi}_p(\gamma, \beta) = N_n \langle \tilde{\psi}_p(\gamma, \beta) \rangle \tilde{\psi}_p(\gamma, \beta) ,
\end{align}
which proves Eq. (A1).

Appendix B: QAOA landscape \( \epsilon^{\text{res}}(\gamma, \beta) \)

This appendix contains additional useful material on the QAOA residual energy landscape \( \epsilon^{\text{res}}(\gamma, \beta) \), in particular concerning some of its symmetry properties.

The residual energy \( \epsilon^{\text{res}}(\gamma, \beta) \) defines a landscape for the classical optimization routine (which for our implementation is the BFGS algorithm) involved in the QAOA. Since the shape of the landscape partly determines the hardness of finding the desired optimal values \( \gamma^*, \beta^* \), in this section we discuss some of its properties.

We start by recalling that the landscape is periodic in each variable \( \gamma_m \) and \( \beta_m \), with a period of \( \pi/2 \). Therefore, as in the main text, without loss of generality we assume that \( \gamma_m, \beta_m \in [0, \pi/2] \). From the transformation properties of the Hamiltonian we get the following fundamental relations:

- As shown in Ref. [11] a direct consequence of the duality\( ^{\text{def}} \) of the Ising model, is that
  \[ \epsilon^{\text{res}}_p(\gamma, \beta) = \epsilon^{\text{res}}_p\left(\frac{\pi}{2} - \beta', \frac{\pi}{2} - \gamma'\right) , \]  
  where \( \beta' = (\beta_0, \beta_{-1}, \cdots, \beta_1)^T \) and \( \gamma' = (\gamma_0, \gamma_{-1}, \cdots, \gamma_1)^T \). This relation is specific to the model we are considering.

- By applying a spin flip on even sites \( \tilde{P} = \prod_{n=1}^{N/2} \hat{\sigma}^z_2 \) one can change the sign of the cost function Hamiltonian \( \tilde{P}(\tilde{H}_z + N\tilde{s}) = -(\tilde{H}_z + N\tilde{s}) \) — essentially mapping the antiferromagnetic couplings to ferromagnetic ones — while maintaining \( \tilde{H}_z \) unchanged. After some straightforward algebra this implies that
  \[ \epsilon^{\text{res}}_p(\gamma, \beta) = 1 - \epsilon^{\text{res}}_p\left(\frac{\pi}{2} - \gamma, \beta\right) . \]  
  This relation holds for any bipartite graph.

From Eq. (B1) and Eq. (B2) one can then derive
\[ \epsilon^{\text{res}}_p(\gamma, \beta) = \epsilon^{\text{res}}_p\left(\frac{\pi}{2} - \gamma, \frac{\pi}{2} - \beta\right) \]  
\[ \epsilon^{\text{res}}_p(\gamma, \beta) = \epsilon^{\text{res}}_p(\beta', \gamma') \]  
\[ \epsilon^{\text{res}}_p(\gamma, \beta) = \epsilon^{\text{res}}_p\left(\frac{\pi}{2} - \beta, \frac{\pi}{2} - \gamma\right) \]  
\[ \epsilon^{\text{res}}_p(\gamma, \beta) = 1 - \epsilon^{\text{res}}_p\left(\frac{\pi}{2} - \gamma, \beta\right) \]  
\[ \epsilon^{\text{res}}_p(\gamma, \beta) = 1 - \epsilon^{\text{res}}_p(\beta', \gamma') \]  
\[ \epsilon^{\text{res}}_p(\gamma, \beta) = 1 - \epsilon^{\text{res}}_p\left(\frac{\pi}{2} - \beta, \gamma\right) \]

In particular Eq. (B3) (inversion symmetry) and Eq. (B5) (duality symmetry) define two independent symmetries of the landscape. The symmetry group is isomorphic to \( \mathbb{Z}_2 \times \mathbb{Z}_2 \). However, although the landscape is symmetric, the optimal solution in general may break the symmetry. Indeed, since the only point that satisfies inversion symmetry is the origin, this must be broken by the minimization. Numerical results suggest that, instead, the duality symmetry is preserved. We extended the work in Ref. [11] and verified that global minima lie in the \( \beta' = \gamma \) manifold up to \( P = 128 \).

Appendix C: Effective Hamiltonian for digital evolution

In Sec. IVA we analyzed the adiabaticity of the digital evolution operator \( \hat{U}_m = \hat{U}(\gamma_m, \beta_m) \). To make the analogy with the continuous-time evolution stronger, we now introduce an effective Hamiltonian \( \hat{H}^{\text{eff}}_m \) and a time discretization \( \Delta t_m > 0 \) which satisfy
\[ e^{-i \Delta t_m \hat{H}^{\text{eff}}_m} = e^{-i \beta_m R_t} e^{-i \gamma_m R_z} , \]  
where an additional condition on the spectrum of \( \hat{H}^{\text{eff}}_m \) must be imposed to ensure an unambiguous definition of the logarithm (e.g. spectrum bounded in \( [-\frac{\pi h}{\Delta t_m}, \frac{\pi h}{\Delta t_m}] \)). Clearly, the definitions given in Eq. (C1) is closely related to the lowest-order Trotter decomposition in Eq. (4) of the main text. Indeed, under the assumption \( \gamma_m, \beta_m \ll \Delta t_m \),
to approximately describe the discrete dynamics of the system. Unfortunately, this assumption does not hold for a generic digital evolution and an indiscriminate application of Eq. (C2) may lead to incorrect results. In particular, the regular schedule is such that \( \gamma_m, \beta_m \approx J^{-1} \) for most values of \( m \), so that Eq. (C2) cannot be used to get \( \hat{H}_m^\text{eff} \). One must then use other methods to compute it. In Fig. 10 we show that the average Shannon entropy, \( S \) defined in Eq. (35) of the main text, when computed using the approximate effective Hamiltonian given in Eq. (C2) does not correctly signal the adiabaticity of the schedule \( (\gamma_m^\text{reg}, \beta_m^\text{reg}) \).

Although, in most cases, computing the exact expression of \( \hat{H}_m^\text{eff} \) is extremely complicated, the Jordan-Wigner pseudo-spin description allows us to derive an exact expression for \( \hat{H}_m^\text{eff} \) in the ordered Ising chain case.

In the pseudo-spin picture each \( k \)-vector Hilbert space evolves independently with an effective Hamiltonian given by

\[
\hat{H}_m^{(k)} = \frac{i\hbar}{\Delta t_m} \log \left[ e^{-i\beta_m \hat{H}_{z}^{(k)}} e^{-i\gamma_m \hat{H}_{x}^{(k)}} \right] = \frac{i\hbar}{\Delta t_m} \log \left[ (\cos 2\beta_m + i \sin 2\beta_m \hat{z} \cdot \hat{\tau}_k)(\cos 2\gamma_m + i \sin 2\gamma_m \hat{b}_k \cdot \hat{\tau}_k) \right] = \frac{i\hbar}{\Delta t_m} \log \left[ \cos(\omega_m^{(k)} \Delta t_m) + i \sin(\omega_m^{(k)} \Delta t_m) \omega_m^{(k)} \cdot \hat{\tau}_k \right] = \frac{i\hbar}{\Delta t_m} \log \left[ e^{i\Delta t_m \omega_m^{(k)} \cdot \hat{\tau}_k} \right] = -\hbar \omega_m^{(k)} \cdot \hat{\tau}_k ,
\]

where we used standard properties of the Pauli matrices, \((\mathbf{u} \cdot \hat{\tau})(\mathbf{v} \cdot \hat{\tau}) = \mathbf{u} \cdot \mathbf{v} + i(\mathbf{u} \times \mathbf{v}) \cdot \hat{\tau}\) for any two three-dimensional vectors \( \mathbf{u} \) and \( \mathbf{v} \), and we introduced an effective “magnetic field” \( \omega_m^{(k)} \)

\[
\omega_m^{(k)} \Delta t_m = \cos 2\beta_m \sin 2\gamma_m \hat{b}_k + \cos 2\gamma_m \sin 2\beta_m \hat{z} - \sin 2\beta_m \sin 2\gamma_m \hat{z} \times \hat{b}_k
\]

with associated unit vector \( \hat{\omega}_m^{(k)} = \omega_m^{(k)}/|\omega_m^{(k)}| \) and the frequency \( \omega_m^{(k)} = |\omega_m^{(k)}| \), which can also shown to be such that:

\[
\cos(\omega_m^{(k)} \Delta t_m) = \cos 2\beta_m \cos 2\gamma_m - \sin 2\beta_m \sin 2\gamma_m \hat{b}_k \cdot \hat{z} .
\]

We observe that the ambiguity in the logarithm has been transferred to the trigonometric functions.

To address the issue of the “criticality”, as seen from the digital dynamics perspective, we now look for points in parameter space where the “effective magnetic field” vanishes.

Using the fact that \( \hat{b}_k = (-\sin k, 0, \cos k)^T \), after rather simple algebra one can show that:

\[
|\omega_m^{(k)} \Delta t_m|^2 = \sin^2 2(\beta_m - \gamma_m) + (1 - \cos^2 k) \sin^2(2\beta_m) \sin^2(2\gamma_m) + \frac{(1 + \cos k)}{2} \sin(4\beta_m) \sin(4\gamma_m) ,
\]

where one should recall that the parameters \( \beta_m \) and \( \gamma_m \) can always be taken to be in the interval \([0, \pi]\). One can show that the only \( k \) for which such a quantity can possibly vanish is \( k = \pi \), and the critical parameters are such that

\[
\hat{H}_m^{\text{eff}} \approx s_m \hat{H}_z + (1 - s_m) \hat{H}_x
\]

for various schedules. The results were obtained using the second order approximation of \( \hat{H}_m^{\text{eff}} \) given in Eq. (C2).

\[ J^{-1} \text{ and } \gamma_m + \beta_m > 0, \text{ we can use} \]

\[
\Delta t_m = \hbar(\gamma_m + \beta_m) > 0 \text{ and } s_m = \frac{\gamma_m}{\gamma_m + \beta_m}
\]

\[ \hat{H}_m^{\text{eff}} = s_m \hat{H}_z + (1 - s_m) \hat{H}_x + \mathcal{O}((\Delta t_m)^2) \] (C2)
\[ \beta_m \approx \gamma_m. \] Close to such a point one can expand such a quantity as:

\[ |\omega_m^{(k)} \Delta t_m|^2 = \sin^2 2(\beta_m - \gamma_m) + (k - \pi)^2 \left( \sin^2(2\beta_m) \sin^2(2\gamma_m) + \frac{1}{4} \sin(4\beta_m) \sin(4\gamma_m) \right), \] (C7)

from which we observe that for \( \beta_m = \gamma_m \) the effective field behaves in the usual Ising-like fashion:

\[ |\omega_m^{(k)} \Delta t_m| \sim |k - \pi| \sin 2\gamma_m| + \cdots \] (C8)

This shows that the “digital criticality” is associated to \( \beta_m = \gamma_m \), which translates into \( s_m = \frac{1}{2} \) in terms of the \( s \)-parameter, precisely as for the continuous-time case.
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