Simulation of manipulation task using iRVision aided robot control in Fanuc RoboGuide software
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Abstract. The article deals with simulation of visual guided robot (VGR) in offline programming software Fanuc RoboGuide. At the beginning there is a brief description of the Fanuc RoboGuide system. The practical part contains an example of the task where the configuration and demonstration of offline programming of visual guided robot system via industrial camera is presented. The main aim of the work is to practically verify the functionality of the system usable for intelligent handling and assembly workplaces.

1. Introduction

Robotics is one of the key branches of automation not only in the mechanical engineering sector. Industrial robots and manipulators have found their application in a wide range of tasks that can perform and where can replace human operators. Modern-generation robots are highly-efficient, highly-capable and complex handling/technological devices, usually equipped by various cognitive and “intelligent” sensors which can help to navigate robots in difficult environment conditions or processes and avoid potential damage of manipulated items or robot itself [1-3]. Here we can mention especially integrated force-torque sensors, scanners, accelerometers, high performance cameras with fast pattern recognition algorithms and other cognitive sensors based on self-learning functions for advanced decision-making as an example. Assembling is one of the fields where robotics is developing at a very high pace.

Simulation and simulation tools play an increasingly important role in the design and implementation of robotic cells and robotic production and assembly lines in recent years. This is due to the ever-increasing complexity of the processes that the customer requires to automate, the effort to avoid possible collisions and thus eliminate additional material costs already in designing phase, but also the need to reduce development time to a minimum. In particular, the latter reason is becoming very topical, as there is not enough time for adequate and “comfortable” development due to strict requirements from the customers, which may result in later technical problems during implementation phase.

Therefore, the engineers try to find adequate methods, which can help to avoid such unwanted situation. One of the possible ways is the massive application of suitable simulation tools. This is also in accordance with the idea of Industry 4.0 [4-6], which seems to be the only possible alternative for modern engineering production in Europe in the future. On the other hand, even in computer simulation, there is visible constant development due to changing the capabilities of robotic and handling equipment, as well as the application of even more and more advanced sensors, conveyors and other auxiliary equipment of robotic workplaces (any robotic workplace is not just a robot itself). Finally, we can...
assume, that if we want to fully and correctly simulate these workplaces, the simulation should also include the operation of these additional devices. Due to the complexity of the tasks, intelligent types of sensors have been increasingly implemented in recent years, e.g. cameras and intelligent cognitive systems working on the basis of machine vision, possibly with the application of artificial intelligence methods [7], methods for so-called digital twin modelling [8], virtual reality / virtual commissioning [9-11], and the like. The capability of such camera or intelligent systems is nowadays almost unlimited and due to their properties we are now able to solve task, which have been considered impossible or very difficult to automate decades before. Therefore, our research in recent years has focused not only on unconventional kinematic structures of robots, but also camera systems in robotics – so-called visual guided robot (VGR) systems [9]. The output of such solutions can bring high flexibility and robustness at the same time. Such systems can perform specified tasks with high accuracy and reliability [10-14], even under extremely changing conditions. In most previous installations containing VGR robot system, we prepared the basic processes of the workplace in the offline programming mode, but some auxiliary processes (such as the detection of shapes using a camera system) were usually programmed later, already at the real workplace (i.e. using the so-called online programming methods). Such an approach had some advantages, but did not allow the full potential of the offline programming method to be exploited. Therefore, we decided to verify and test the possibilities of integrating the simulation of camera systems and whole VGR system directly in the offline programming environment of the Fanuc RoboGuide software.

2. Simulation of robotic cells without downtime
Fanuc RoboGuide is an offline simulation package that simulates both the robot’s motion and application commands, significantly reducing the time it takes to create new motion setups (FANUC). To ensure minimal impact on production, cells can be designed with imported CAD tested and modified entirely offline. Built on Virtual Robot Controllers to give you accurate motion and cycle times. Working with the software can be considered as intuitive, however for more advanced application there is necessary to have some practical skills. This was also our main motivation for such project.

The RoboGuide simulation tool from Fanuc makes it possible to simulate all the functions offered by real robotic controllers, such as handling, welding, measuring and even recognition tasks [15-20]. Similar to the mentioned competition, this software supports, in addition to text programming, also conventional programming using the virtual TeachPendant. The main advantage of the concept of Fanuc control systems (e.g. R-30iA), and thus also the RoboGuide simulation tool, is the possibility to use the integrated iRVision camera system. The configuration, learning and also the programming of iRVision takes place directly on the TeachPendant robot or in a web browser on a regular PC. The iRVision system supports two camera-based architectures for 2D applications, or a combination of camera and laser technology for 3D applications (including so-called bin-picking).

3. Configuration and programming of robot control via iRVision in software Fanuc RoboGuide
We start the Fanuc RoboGuide installation in the standard way using the setup.exe file. After confirming the installation of the missing software components and confirming the Fanuc license conditions, it is necessary to mark the required HandlingPRO process plugin. Subsequently, we get to the selection of functions that we intend to use. As we can see in the picture (figure 1), during the installation we chose to install all functions of the program. The most important and crucial for our project was the Bin Pick function. After confirming the creation of links on the desktop, we get to the selection of a virtual robotic controller, whose functions and equipment will be installed in RoboGuide. From the available we choose the latest available controller Fanuc FRVAC V9.1 9.1071.07.04. After entering the type of virtual robotic controller, the actual installation of the FANUC RoboGuide program will take place.

3.1. Initial configuration and creation of testing robot workcell model
After successfully installation of the Fanuc RoboGuide software in specific setup, we can proceed to the creation and configuration of the robotic workplace itself via so-called Workcell Creation Wizard
containing 8 steps in total. At the beginning, we proceed ordinary – firstly naming the project; choosing the method of creating the robot cell (since we are creating a new workplace, we choose the HandlingPRO config option); from the offer of robotic controllers, we will select the latest available version (in our case Virtual Robot Controller V9.1); then we select the HandlingPRO process with the default HandlingTool H552 for our application. Furthermore, the selected robot model depends on the task conditions, mainly requirements for maximum reach and payload capacity and the manipulated part required degrees of freedom (DOF). In our project we decided for industrial robot with serial kinematic structure R-2000iC/165F (H721).

![Initial setup of RobotCell][1]

**Figure 1.** Initial setup of RobotCell in Fanuc RoboGuide software.

The most important configuration step when using iRVision system is selecting the right application packages in "Robot Options" (step 7). The figure (figure 1, right) shows all the necessary application packages for the correct function of the iRVision system, these are:

- R651 FRL Params,
- R685 iRVision 2D Pkg,
- J902 iRVision 3DL,
- J909 iRVision Bin Picking,
- R697 iRVision GiGe Camera.

After completing the RobotCell configuration, we will start the RoboGuide and let the standard initialization takes place, as in the case of a real robot. For the first initialization it is necessary to select the robot flange type as obvious in the bottom of figure 1 (we chose the standard flange configuration). After that the virtual robotic controller will start and the TeachPendant will be displayed.

For our experimental project there was designed a simplified simulation model of whole robotic cell including (see figure 1, left):

- pick-up position A - where the robot will pick-up the manipulated object, in our case piston rod,
- placement position B on the pallet – where the robot releases the object after manipulation,
- 2D camera statically placed over the pick-up position A,
- part – area where the parts will be automatically generated at random position / orientation.
To remove and generate a random location of the manipulated part, we selected a standard table from the drag-and-drop menu: Cell - add Fixtures - CAD library - fixtures - table - table with legs. Other necessary configuration for part random generation will be setup later. For storage, we chose a pallet from the category of fixtures - pallets - Plt_1100X1100.

3.2. Basic configuration of robot controller with FANUC iRVision 2D

The first step in configuration of any vision system in RoboGuide software is to enable the Vision feature in the robotic controller properties. Enabling can be done in the project tree under the tab Robot Controller1 - Vision [right click] - Enable Vision Simulation (figure 2, left).

When designing a workplace, it is necessary to choose from the two types of camera location: statically placed (fixed to the main frame) or dynamically placed (mounted on the robot arm or end-effector). Since our application deals with the manipulated object picking-up from a defined zone of the worktable, which roughly corresponds to camera the field of view (FOV), it is not necessary to extend camera range by carrying it on the robot arm – so we choose a fixed location above the worktable.

The camera model can be selected from left menu: Sensor units - Add Vision Sensor Unit - Add 2D Camera - CAD Library (figure 2, left). From the model library, we select the appropriate type of camera, which we then place above the pick-up table at a sufficient height to allow the movement of the robotic arm. It is needed only to name the camera and the lens distance from the pick-up table surface in the camera properties window (figure 2, right up) at the current phase due to these data are necessary to generate Camera Data for Vision TP program. Then we will return to the camera settings.

In the Cell Browser (left menu), select following path: RobotController - Vision - Vision Properties, which will take you to the Vision system settings menu in the robotic controller (figure 2 on the right down). On the General tab, set the camera connection port Port (1): Standard Multiplexer - Port (1-1) SensorUnit1 / Camera1. On the TP Program tab, set the camera type to Fixed Camera, offset mode to Fixed Frame Offset. Select the application 1Vision Measure 1 Work Find. This application works by creating an image of the trigger signal on the camera and identifying just one match with the trained model. Basic information about the program itself, such as name, relevant robotic controller, motion group, tool and user frame are shown at the bottom of the card. As a last step, we generated the program using the Generate Vision TP Program button.

![Figure 2. Basic configuration of robot controller with FANUC iRVision 2D: Cell Browser – Enabling Vision Simulation and adding new Vision Sensor Unit from CAD library (left), Generate Camera Data tab (right up), Vision Robot Controller setup (right bottom).](image-url)
After generating the Vision TP program, we return to the camera properties, where on the CamData tab (figure 3 - a) click on the Generate Camera Data button and then get the dialog box shown in the figure. Here it is necessary to set the Calibration Type to the Robot-Generated Grid Cal option and select the Camera Setup Name, under which we will find these settings in the Vision application (we named it KAMERA). In the tab Vision should be defined the type of Vision (in our case iRVision, iRCalibration), robot Controller and Port number for communication. In the last tab, View, can be defined how the camera FOV will be displayed, as well as visibility settings, display time and working height of the camera. With these steps, we have successfully completed the addition and setting of camera properties, the creation of the Vision TP program and the generation of Camera Data. All these steps are necessary for the correct communication of the camera with the Vision application.

**Figure 3.** Basic camera setup process for “Camera1” sensor unit via three tabs: a – CamData tab, b – Vision tab, c –View tab.

### 3.3. Designing of vision application via iRVision Vision Setup – camera calibration

After performing the assignment, location and configuration of the camera, we get to the recognition and location settings for application itself. One of the Fanuc system advantage is that the application can be configured directly in the TeachPendant or via an internet browser (so-called WEBserver) on a standard computer without the need for specialized software. Fanuc requires the use of Internet Explorer, which can be started in the RoboGuide environment by selecting it from the Robot - Internet Explorer tab. For the application to function properly, it is necessary to add the address of the virtual robotic controller to the trusted sites in Internet Explorer. After the next opening of Internet Explorer in the RoboGuide environment, we will get the ROBOT Homepage.

ROBOT Homepage or otherwise also Robot browser offers us access to all vision applications, robot status, but also to programs and their diagnostics. For our application, the most important is the Vision Setup, which is located on the first selection tile. Before starting to teach the camera, it is necessary to place the manipulated part within the camera FOV (its view area).

After entering the Vision Setup procedure, we can see the Camera Data called KAMERA, which was generated in previous step (see figure 3 - a). However, some data still needs to be filled manually. By double-clicking on Camera Data, we get information about the camera settings and details of automatic calibration, which are distributed in six tabs. On the Camera Setup tab, you will find information about the camera and the calibration method. Then it is necessary to check camera type and set that we are not using a robot mounted camera. Since the camera is calibrated, there can be selected Robot-Generated Grid Cal. The corresponding User Frame aligned with our pick-up worktable should be selected from the Calibration Setup tab. With this step, the camera calibration can be considered completed.
3.4. Designing of vision application via iRVision Vision Setup – vision process tool

The Train Model card (figure 4) is the first point where the camera system is taught for our exact task. First you need to get the training image of our manipulated object with the SNAP button. Use the Teach button to get to the graphic window, in which we use the crop tool to delimit the component (figure 4 – bottom left). Use the Set Org button to get to determine the origin of the part's coordinate system via mouse click or moving by arrow keys on the keyboard (figure 4 – bottom right). The coordinates that the robot will receive from the camera system relate to this point and basically it corresponds to the touch point for gripping the component.

![Main screen of iRVision Vision Setup](image)

![Teach pattern](image)

**Figure 4.** Main screen of iRVision Vision Setup and Tech pattern process.

The next step is the so-called Vision Process Tool setup. We add the new vision process tool by clicking on the CREATE icon, fill in the process name (in our case Piston rod or "ojnica") and select the process type 2-D Single-View Vision Process. After opening it by double-clicking, it is necessary to set the
camera Offset Mode and Offset Frame in the 2-D Single-View Vision Process tab. In this tab, we also set the height of the part that we obtained by measuring (height over the worktable top surface). On the Snap Tool 1 tab, we set the Snap Window, which determines the area in which the object will be searched, the exposure time and the type of additional lighting (in our case is not applied). We have added a new GPM Locator Tool via the Add button. The GPM process doing the search for the same shape as captured in the sample image, or as was trained. In addition to this process, the Fanuc iRVision system offers a number of other processes, e.g. based on the search for colors, lines, transitions between the shadow and the illuminated part of cylindrical parts, reading texts, QR codes, etc. After assigning the GPM process, we set the Snap Tool 1 as the image source. With the TEACH button we got to the screen in which we used the mouse to set the border of the searched part to ensure part recognition. We got the exact position of the part by setting its origin point. We got this setting by pressing the Set Org button. After pressing it, we got an analogous screen to teaching phase, however with small difference. Now, we do not move the field but the axis-cross, which marks the zero point of the part. After these operations, it is necessary to return to the process settings where we get the image by the SNAP button.

![Image](image.png)

**Figure 5.** An example of real influence of Vision Process Tool parameters on part recognition (other real project - robotized screwing application): ST - Score Threshold, CT - Contrast Threshold, AO - Area Overlap, E – Elasticity, NONE - Search Window (according to Saga et al, 2020 / [1]).

Then we use the FIND function and set the RefPos Status parameter by pressing the appropriate Set button. Successfully done training and setup process is shown by the text displayed as green. There we have a number of other qualitative parameters and options that affect the recognition process sensitivity, efficiency, stability, quality and repeatability. The real influence of these parameters is shown in figure 5, where is presented an example from another our project – finding the screw heads.
We can set the following parameters:

- sensitivity of the component search with the Score Threshold (ST) parameter – level of the pixel matches between the training and current image (if the match percentage is lower than the set threshold, the image will be rejected and evaluated as non-matched),
- the Contrast Threshold (CT) parameter refers to the value of the contrast required to detect the object - this parameter is more common used in real applications where contrast effects, such as surface finishes, dust and variable lighting conditions; we do not consider any effects in the simulation and left the parameter in the basic settings,
- Area Overlap (AO) - is a parameter by which we set the threshold value of the accepted overlap of searching object by any other obstacles or objects (if there is accepted any overlap or not),
- The Elasticity (E) parameter, is the value in pixels by which the geometry of the object may differ from the learned model - in practice, this parameter makes it possible to solve problems caused by changing the distance of the object from the focus of the camera, which changes the perspective, i.e. enlargement / reduction of the object, or deformation of its apparent geometry.
- The last set parameter is the Search Window - where we determine / crop the area in which the component is searched.

After setting the parameters, we returned to the Camera Data application, performed the calibration according to the instructions on the Calibration tab, obtained the calibration points and their coordinates on the Calibration Points tab. The last tab, Calibration Results, offers summary information, among other things, for the areas of cameras against the User Frame that we use in the program.

3.5. Control program design
Prerequisite for successful implementation of the iRVision system are the general knowledge of Fanuc robot advanced programming using the Teach Pendant. Therefore, we will focus only on program blocks aimed with the vision system processing due to the range of the article. The program can be divided into several blocks that are responsible for each specific function, e.g. the first complete block is the control of the robot system and its initialization (registers initialization, testing the gripper status, User Frame and User Tool setting, etc.). The next comprehensive, and for us the most important, is the block responsible for controlling the Vision system. The last one is responsible for placing the parts on the pallet and returning the robot to the home position.

Figure 6. Control program design – detail of block responsible vision system control and obtaining the location data of the searched object.
In the picture (figure 6) we can see a listing of the program block that is responsible for the Vision function including comments. Basically we can describe its function as follows: line 22 set User Tool = 1, so upload the appropriate TCP (Tool Center Point) data for applied gripper. The following line analogously carries the settings of the coordination system of the pick-up table. The camera works in this coordination system and also the robot receives the coordinates of the position of the part. Point P[1] is the so-called home position of the robot, in which the arm of the robot is outside the search camera FOV. Line 25, the Vision Process Tool called Piston rod or “ojnica” is started. Vision tool processes run in the background while the obtained data are imported on line 26 into so-called Vision Register (VR). In case of unsuccessful identification and localization of the searched pattern, the program is stopped and the error message is announced. Line no. 27, we assign the coordinates obtained from the Vision tool to the position register. This is followed by a shift of the position in the positive direction of the Z axis by adding the position register, which has a non-zero positive value in the Z axis. It is essential to reach this position precisely due to the subsequent linear movement into the hole of the part so that no collisions occur. Since the settings of the vision system show that the origin / gripping point of the part is located on its upper surface, it was necessary to transform the pick-up position in the direction of the Z axis by the value of the part thickness. We ensured this by operating with registers on line 30. This is followed by the actual approach to the pick-up point, where the robotic outputs are set to activate the gripper. The CALL PICK_UP command is a simulation command which ensures that the part is anchored to the gripper in the visualization. This is followed by a linear movement to the point P[4], which is transformed by a position register PR[4] identical to the approach position. The subsequent two passage points serve to avoid a collision with the pick-up table and to align the sixth axis of the robot so that the position is not reached when deposited on the pallet.

4. Configuration of simulation program and practical verification in simulation space
The importance of the simulation configuration lies in defining the behavior of the part during the program running. Here we define the simulation behavior of random part generator on pick-up table. By placing a call to the PICK_UP command, we assign the part to the robot end-effector while by calling the PLACE command, we release the part in the storage location (pallet). However, it should be borne in mind that all these steps are not necessary for the real application, but only for the simulation itself.

4.1. Control program design
The simulation settings for the pick-up table are shown in figure 7 – left rear. On the Parts tab, we mark the relevant simulation object, in our case piston rod called “ojnica” / “Conrod”. We chose the number of objects per 1 piece and determined the coordinates of the object location. In the drop-down menu, we selected Robot Gripper and define object visibility at Teach Time and at Run Time. On the Simulation tab, we activate the option Allow parts to be picked and define the delay time between removal and the creation of a new object for 5 seconds. Subsequently, in the Part Random Offset section, we determined the intervals and the individual axes of the Cartesian coordination system, in the range of which there will be randomly generated new occurrences of our object (e.g. with different orientation about Z).

4.2. Robotic gripper simulation configuration
The settings for robotic gripper are shown in figure 7 – left front. In the Part Settings section, we set the delay time for removing and postponing the object to and from the gripper. In the Gripper Settings section, we can set the function to: Material Handling - Clamp, which means that the tool is designed for manipulating objects with the help of a mechanical gripper.

4.3. Stacking pallet simulation configuration
The last one are the settings for the storage pallet (figure 7 – right), where on the Parts tab we can find objects that will be stored on the pallet by the robot; in the Part Offset section we set its coordinates for each object while on the Simulation tab we activated option Allow part to be placed and set the Time for automatic part removal.
4.4. Create and use simulation control commands in the program

The simulation settings described above must be supplemented with simulation control commands placed within the program where the object is picked-up or released. These commands control the graphical interface of the software and allow dynamic graphical display of the manipulated object and change its position.

On the Teach tab, we select the Add Simulation Program command. In our simulation, we are removing only one part from the pick-up table within one cycle. Therefore, we created one pick-up command named PICK_UP and configured as follows. Firstly, we have selected the Pick-up instruction on the Inst tab and then added the attributes - the first line shows the object we are manipulating, the second one is the place of origin, which in our case is the pick-up table, the third line binds the robot tool with which we are manipulating the object, and to which the object will be assigned after the execution of this command.

Analogously, it was necessary to create a simulation command for placing an object on a storage pallet. However, the paging palette has nine different positions, so we had to create nine paging orders, one for each position. After adding the command on the Inst tab, we selected the Drop instruction and add attributes such as the manipulation object, the object origin (this time the robot's gripper), and the target location. We must pay attention to the selection of the correct position on the pallet so that the object is released from the gripper to the right position in which the robot is physically located. We have to perform this sequence of settings for each position on the pallet, so the result is nine commands to save the object - one for each position on the palette. When programming, it is necessary to ensure that a command belonging to the given position is invoked anytime the object is placing on the pallet. In our program, we solved this by a closed loop with a register, the value of which was incremented every program run. Based on its current value, the corresponding position register for storage position was used and the corresponding storage order was invoked.
5. Final simulation and practical verification

Finally, we entered the phase of practical verification of the functionality of the created simulation. The Control-Run - Run Panel is used to control the entire workplace simulation. In its upper part there are quick control buttons, the graphical representation of which allows intuitive control of the simulation. In other sections of the panel, it is possible to set attributes such as the simulation speed, the frequency of information refresh, but also the display of curves that describe the TCP movement during the simulation run. Figure 8 presented the time-lapses from final simulation and functional verification. There is obvious, how the robot detects the part via camera overtop (b), go to over the part (c), go down to fixed the part via gripper (d), manipulate the part (e) and finally go to the pallet position (f). At the end the robot completed whole loop and come back to the home position where it is waiting for new part.

![Figure 8](image.png)

Figure 8. Time-lapse from final simulation and functionality verification: a – workplace arrangement, components and starting position, b – scanning part position via camera, c – robot moving over the pick-up position A, d – gripping part, e – moving from position A to position B, f – part is placed on the pallet, position B.

6. Conclusions

The article dealt with the design, creation, configuration, programming and subsequent simulation of a robotic workcell of intelligent manipulation with the support of the Fanuc iRVision system in offline simulation software Fanuc RoboGuide. The core chapters describe the experimental research project focused on demonstration the capability of manipulation task based on visual guided robot system in Fanuc RoboGuide software, where the object of manipulation (piston rod) is detected by 2D camera, the coordinates X and Y as well as orientation about axis Z is calculated to navigate the gripper to pick-up this object. Furthermore, it can be used as a comprehensive guide for simulating a robotic application supported by the iRVision camera system as well. There were presented the following processes in this article:
• configuration of the robot workplace robot cell - from the creation of the project through the implementation of the robot and support devices to the implementation of manipulated objects
• robot configuration and vision application - setting up communication between the robot and the vision application, camera setup, training the searching pattern, teaching the application, and clarification of individual parameters influencing the process of object recognition and localization.
• programming and simulation of a robotic workplace - robot software for data processing from the iRVision application and their subsequent use for guiding the robot in space in order to achieve a random and variable position of the object. Simulation of the created workplace in order to verify the results of previous settings.

In the future work we plan to extend our task to objects randomly located not only on the two-dimensional surface but also in three-dimensional space with the help of higher-order technologies. Last but not least, we consider it a benefit for practice to apply the simulation in the laboratory on a real device and thus verify the usability and precision of off-line settings in a real environment.
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