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A simple tight-binding model is used to illustrate how the time dependence of a state vector can be obtained from all the eigenvalues and eigenvectors of the Hamiltonian. The behavior of the eigenvalues and eigenvectors is studied for various parameters and allows us to study scattering-like events, impurity states, and localization in disordered systems.

I. INTRODUCTION

For most physics students the Schrödinger representation of quantum mechanics is more appealing than the matrix or Heisenberg representation. The reason is due in part to the fact that the Schrödinger representation is more suited for visualization. Also most students are more accustomed to thinking in terms of functions rather than in terms of abstract eigenvectors.

In this article I discuss a simple but versatile tight-binding Hamiltonian whose eigenvalues, eigenvectors and dynamics can be obtained and easily visualized in the matrix representation. The solution of the physical system represented by the Hamiltonian is obtained numerically by using a short program that is given in Appendix A. The code allows for visualization of the spectrum of eigenvalues and eigenvectors and also the dynamics generated by the Hamiltonian.

The model Hamiltonian of a one-dimensional chain with nearest neighbor couplings is discussed in Sec. II and a complete set of states describing the single particle dynamics is introduced. Section III briefly describes how the Hamiltonian generates the time dependence of an initial state vector and demonstrates that the eigenvalues and eigenvectors define the dynamical behavior of the system. In Sec. IV I discuss several applications that are of pedagogical interest. In particular, the dynamics of a state initially localized on a particular site is studied. The dynamics is correlated with the spectrum of the Hamiltonian and properties of its eigenvectors (localized versus delocalized). Several aspects of the problem that are of research interest are discussed, including the problems of localization and conductance in chain-like molecules, such as DNA.

II. DEFINITION OF THE PROBLEM

Consider the Hamiltonian:

\[ H = \sum_i E_i c_i^\dagger c_i + \sum_i T_i [c_{i+1}^\dagger c_i + c_i^\dagger c_{i+1}], \tag{1} \]

where \( c_i^\dagger \) and \( c_i \) are the creation and destruction operators of a particle on site \( i \), respectively. The Hamiltonian represents a chain of sites denoted by indices \( i \); a particle can hop from one site to another due to the nonvanishing values of \( T_i \) which are often called hopping matrix elements.

We restrict our attention to a single particle (or, more generally, an excitation) propagating through the chain. The dynamics can be described in a position-occupation basis, that a basis of states denoted by \( \{|i\}, i = 1, \ldots, N \} \) such that

\[ |i\rangle = |00 \ldots 1_i \ldots 0\rangle, \tag{2} \]

where \( i \) denotes a particular site occupied by an excitation and \( N \) denotes the total number of sites. The action of \( c \)-operators in this basis is simple:

\[ c_i^\dagger |0\rangle = |i\rangle \tag{3a} \]
\[ c_i |0\rangle = |0\rangle \tag{3b} \]
\[ c_i |j\rangle = 0, \quad i \neq j, \tag{3c} \]

where we consider only singly occupied states; the vacuum is denoted by \( |0\rangle \). In the basis that is restricted to singly occupied states, we can equivalently (and without reference to creation/ destruction operators) represent the Hamiltonian as

\[ H = \sum_i E_i |i\rangle \langle i| + \sum_i T_i [|i+1\rangle \langle i| + |i\rangle \langle i+1|]. \tag{4} \]

The position-occupation basis does not diagonalize the Hamiltonian in Eq. (1), except in the trivial case of \( T_i = 0 \) for all \( i \). However, it is the basis that is simplest conceptually and most easy to visualize.

Equation (1) is a simplified tight-binding Hamiltonian and is discussed in many textbooks on condensed matter physics (see for example, Ref. 3). Its matrix representation is easy to construct. The simplest and numerically most feasible way is to consider a tridiagonal matrix in the position-occupation basis (Eqs. (2) and (3)) as

\[ H = \begin{pmatrix}
E_1 & T_1 & 0 & 0 & \cdots & 0 & 0 \\
T_1 & E_2 & T_2 & 0 & \cdots & 0 & 0 \\
0 & T_2 & E_3 & T_3 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & E_{N-1} & T_{N-1} \\
0 & 0 & 0 & 0 & \cdots & T_{N-1} & E_N \\
\end{pmatrix}. \tag{5} \]
The Hamiltonian is represented in a basis of singly occupied states; that is, we consider only this subset of states of Fock space (which includes multiply occupied states; for example, we might want to consider the dynamics of two excitations). Note that the Hamiltonian defined in Eq. 1 cannot induce transitions between the Fock subspaces corresponding to a different total number of excitations.

Periodic boundary conditions are not imposed in the matrix representation in Eq. 5. Periodic boundary conditions would require nonvanishing (1, N) and (N, 1) elements, that is, the upper right and the lower left corner of the matrix. The matrix in Eq. 5 can be easily set up and diagonalized numerically. It is enough to specify only two arrays of real numbers, one of length \( N \) which contains the diagonal values of the matrix, and the other of length \( N - 1 \) which contains the elements of the Hamiltonian matrix along its first subdiagonal.

III. TIME DEPENDENCE OF STATE VECTORS

Let us assume that all the eigenvalues \( \epsilon_k \) and eigenvectors \( |\xi_k\rangle \) of the Hamiltonian \( H \) are known (\( H |\xi_k\rangle = \epsilon_k |\xi_k\rangle \)). We further assume that the system is at time \( t = 0 \), in some known or prepared state \( |\Psi(t = 0)\rangle \). The state \( |\Psi(t = 0)\rangle \) can be projected onto the basis of eigenvectors of the full Hamiltonian:

\[
|\Psi(t = 0)\rangle = \sum_k a_k |\xi_k\rangle,
\]

where the projection coefficients \( a_k \) are given by

\[
a_k = \langle \xi_k |\Psi(t = 0)\rangle,
\]

because the \( |\xi_k\rangle \) are assumed to be orthonormal, that is,

\[
\langle \xi_m |\xi_n\rangle = \delta_{m,n}.
\]

Let us denote the time evolution operator by \( U(t) \); that is, \( U(t) \) acts on an arbitrary state \( |\Psi(t = 0)\rangle \) and evolves it to the state \( |\Psi(t)\rangle \),

\[
U(t) |\Psi(t = 0)\rangle = |\Psi(t)\rangle.
\]

The action of the time evolution operator on the eigenvectors of the problem is trivial:

\[
U(t) |\xi_k\rangle = \exp(-i\epsilon_k t/\hbar) |\xi_k\rangle,
\]

which implies that

\[
|\Psi(t)\rangle = \sum_k a_k \exp(-i\epsilon_k t/\hbar) |\xi_k\rangle
\]

\[
= \sum_k (\xi_k |\Psi(t = 0)\rangle \exp(-i\epsilon_k t/\hbar)|\xi_k\rangle.
\]

We assume that the wave function (or state vector) is initially chosen to be localized on a particular site \( l \) of the chain, that is, \( |\Psi(t = 0)\rangle = |l\rangle \). We ask about the probability that after some time \( t \) the excitation is on some other site \( m \). To obtain this information, the state vector \( |\Psi(t)\rangle \) must be projected onto the position-occupation basis, that is, we should calculate \( N \) projections \( b_{m,l}(t) \)

\[
b_{m,l}(t) = \langle m |\Psi(t)\rangle = \sum_k (\xi_k |l\rangle \langle m |\xi_k\rangle \exp(-i\epsilon_k t/\hbar)).
\] (13)

The quantity \( |b_{m,l}(t)|^2 \) is the probability that at time \( t \), the excitation initially localized on site \( l \) is found on site \( m \). A pedagogical account of the definition of probability current in tight-binding problems can be found in Ref. 3.

IV. APPLICATIONS OF THE MODEL

As mentioned, the matrix in Eq. 5 can be diagonalized numerically. One possible way of doing so is described in Appendix A, which lists a sample program to set up the Hamiltonian matrix and diagonalize it. The result of this numerical procedure is an array of \( N \) Hamiltonian eigenvalues \( \epsilon_i \) and a \( N \times N \) matrix (or 2D array) of eigenvectors \( |\xi_k\rangle \), which provides a complete solution of the problem, including its time dependence. In the following I present several applications of the code.

A. Regular chain, propagation of the initially localized state

I first consider a completely regular chain, that is, a chain in which \( E_i = E \) and \( T_i = T \) for all \( i \). The characteristic energies \( (E) \) and the hopping matrix elements \( (T) \) are set to \( E = e \) and \( T = -0.1e \), where \( e \) denotes the energy scale. Note that the chosen energy scale also fixes the characteristic time scale, which is given by \( \hbar/e \) (see Eq. 13). The results of this calculation are given in Figs. 1 and 2. It is clearly observed how the initially localized state delocalizes over many sites and eventually hits the right end of the chain, reflecting from it. The horizontal axis in the plots is the site index which is in principle unrelated to any characteristic length. The spatial dimensions are hidden in the hopping (or overlap) matrix elements \( T_i \); the more separated the atomic orbitals \( E_i \) are, the smaller their overlap and the corresponding hopping matrix element.

Figure 2 displays the eigenvalues of the Hamiltonian and three characteristic eigenvectors. Note the fast oscillatory behavior of the eigenvectors for high-energy states (insets in (c) and (d) panels of Fig. 2). The eigenvalues of the Hamiltonian are indistinguishable from the analytical solution, which is given by

\[
\epsilon_k = E + 2T \cos[k\pi/(N + 1)],
\]

(14)

where \( k \) is the eigenvalue index \( (k = 1, \ldots, N) \), that is, a cosine band of states of width \( W \approx 4T = 0.4e \). The
characterize the eigenvalues by the wavevector, that is, the eigenvalue index. In the periodic case, it makes sense to consider the degeneracy of states given by Eq. (15) for states with energy $\epsilon_k$. There is one important difference, that is, the double degeneracy of states given by Eq. (15) for states with $k_1 = l$ and $k_2 = N - l$, $l = 1, \ldots, N - 1$, which is not the case in Eq. (14).
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FIG. 3: Time dependence of the probability distribution for a regular chain with a special link inserted between the 250th and the 251st site of the chain (denoted by dashed lines in the plots). The time is measured in $\hbar/e$.

sites 250 and 251, that is, these states are related to excitations of impurity sites.

C. Anderson’s diagonal disorder Hamiltonian

We now study a case in which randomness is introduced in the Hamiltonian matrix. The orbital energies $E_i$ are given random values in a band of width $W$. Because these numbers are along the diagonal of the Hamiltonian, the model is said to have diagonal disorder. The sub-diagonal matrix elements are the same as before ($T_i = T = -0.1e$). There are a number of interesting issues related to this model, one of which is called Anderson localization. The suitably modified code in Appendix A can be used to study the Anderson’s diagonal disorder Hamiltonian. The number of sites is increased to $N = 900$ and the orbital energies along the diagonal are given uniform random values in the interval $[e, 2e]$, that is, $W = e$.

One of the features of this problem is that all the eigenstates of the Hamiltonian are localized. The eigenvalue spectrum and three characteristic eigenvectors are shown in Fig. 4. The fact that all the eigenvectors are localized has a profound influence on the propagation of an initially localized state. Figure 4 displays an evolution of a state vector initially localized on the first chain site. Occupation probabilities for the first 30 sites of the chain are presented; the site occupation probabilities are negligible beyond site 10. Note that the times shown are very long ($t = 10^{16}\hbar/e$). We conclude that the propagation of the excitation through the chain is not only slow, but is effectively blocked – the excitation remains localized in the vicinity of the site at which it was initially created. The blockage of the excitation propagation is related to the fact that the projection coefficients $(a_k$ in Eq. (6)) of the initially localized state have a significant magnitude only for several eigenstates whose localization on the first site is nonvanishing. One of those eigenvectors (the one whose maximum magnitude is on the first site) is very similar to the initial state vector, and its projection coefficient is the largest and close to 1. Thus, the initial state is almost an eigenstate and its evolution is thus slow.

Because the projection coefficients $a_k$ on eigenvectors that are localized on sites that are very distant from the first chain site are close to zero, the propagation through the chain is essentially blocked. The total number of the sites that become occupied during the evolution (about 5 to 10 as is seen in Fig. 4) is related to the typical localization width of the eigenvectors.
D. Recent research on chains in the tight-binding scheme

It is interesting to see how the possible correlations in the diagonal disorder distribution influence the nature of the eigenvectors and the spectrum of eigenvalues (see for example, Refs. 9 and 10). These effects could be studied with suitable changes of the code. The localization of electronic states due to disorder may drive a metal-insulator transition (or Anderson transition) in the system, and one-dimensional models similar to the one discussed in this article are useful in the study of random binary alloys. In this case there are only two characteristic orbital energies and their appearance in the chain is random (for example, the appearance of the A orbital occurs with probability $p$, while the appearance of the B orbital occurs with probability $1 - p$). For a random binary alloy, the system again exhibit the localization of eigenvectors, but correlations in the disorder may introduce resonant states for which there is perfect electron transmission through the system.

The electrical conduction of biological polymers, DNA in particular, has also attracted much attention. An electronic coupling induced through the overlap of $\pi_z$ orbitals perpendicular to the planes of the stacked base pairs in double-stranded DNA can be simulated using the simplified one-dimensional model in Eq. (1), although the realistic situation is much more complicated due to the influence of vibrations on the distances between the base pairs and the importance of the electronic structure of the DNA backbone. Models similar to the one studied in this article are used to study the conduction properties of DNA molecules. The model and the program in Appendix A can be easily modified to study these problems. Correlations in the diagonal disorder can be studied, as well as the introduction of disorder along the sub-diagonals (hopping matrix elements). Localization effects can be studied in cases when the width of the diagonal energy band $W$ is much smaller than the value of the hopping matrix elements $T$. The opposite limit was studied in Sec. IVC.

APPENDIX A: A PROGRAM FOR THE STUDY OF THE PROBLEM

The following code describes the numerical solution to the problem. Due to the brevity of the code, it is listed here along with comments. The source code can be compiled as `g77 -o chain1 chain1.for -llapack` or `f77 -o chain1 chain1.for -llapack` depending on the Fortran compiler installed. Note that the code should be linked to the LAPACK library of
The total number of sites in a chain \((N)\) is defined in line 5. The Hamiltonian matrix is defined between lines 7 and 14. The parameter \(\text{thresh}\) allows for the introduction of random orbital matrix elements (lines 11–13); for \(\text{thresh} = 0\) the orbitals are regular, while for \(\text{thresh} > 1\) they are totally random within the ranges defined by line 12 (between 1 and 2 energy units).

The Hamiltonian matrix is diagonalized in line 15 using the DSTEV LAPACK routine designed for the diagonalization of tridiagonal matrices. After the diagonal-

```fortran
1       program tba1d
2       double precision E(5000), T(5000), XI(5000,5000),
3            & flag, work(9998), thresh, time, ReB, ImB
4       open(1, file='eigenvalues.dat', status='unknown')
5       open(2, file='eigenvectors.dat', status='unknown')
6       N = 500
7       * Number of chain sites
8       thresh = 0.0D0
9       * Threshold for random function
10      do i=1, N
11         E(i) = 1.0
12         flag = rand()
13         T(i) = -0.1
14      endif
15      do i=1, N
16         if (flag .lt. thresh) then
17             E(i) = 1.0 + 1.0*rand()
18         endif
19      enddo
20      call DSTEV('V',N,E,T,XI,5000,work,info)
21      do i=1, N
22         write(1,*) i, ' ', E(i)
23      enddo
24      do i=1, N
25         write(2,*)'
26      enddo
27      close(1)
28      close(2)
29      l = 1
30      * Index of initially occupied site
31      print *, 'Input: time t'
32      read *, time
33      open(4, file='timedat.dat', status='unknown')
34      do j=1, N
35         ReB = 0.0D0
36         ImB = 0.0D0
37         * Real and imaginary parts
38         do i=1, N
39             ReB = ReB + XI(l,i)*dcos(E(i)*time)*XI(j,i)
40             ImB = ImB - XI(l,i)*dsin(E(i)*time)*XI(j,i)
41         enddo
42         write(4,*) j, ' ', ReB**2 + ImB**2
43      enddo
44      close(4)
45      end
```
The initial state is specified by the variable \( i \) which represents the index of the occupied chain site at \( t = 0 \).

The time dependence of the initial state vector, one of the vectors from the \( \{|i\} \) basis in Eq. (2), is implemented between lines 25 and 37. In particular, the part of the program between lines 29 and 37 implements Eq. (13). The initial state is specified by the variable \( l \) which represents the index of the occupied chain site at \( t = 0 \).

The output is written in the file `timedat.dat` which can be plotted separately. This output was used to generate Figs. 1, 3, and 6. The CPU time needed to calculate the probability distribution does not depend on the physical time input (variable time) because the program does not propagate a solution in the time domain. All the calculations needed for the evolution of the initial state vector are performed by the diagonalization of the Hamiltonian matrix. This output is used to calculate the probability distributions for arbitrary times \( t \) (see Eq. (13)).

To implement the case of regular chain discussed in subsection IV A all randomness must be eliminated, and thus, the thresh variable in line 6 is set to zero.

To simulate one special link (impurity or defect) in the middle of the chain with \( N = 500 \) sites (the case studied in subsection IV B), we introduce the following piece of code in between the lines 13 and 14,

```fortran
if (i .eq. 250) then
  T(i) = -0.2
endif
```

The rest of the lattice is in a regular state, that is, line 6 which controls the amount of randomness in the chains is still

```
thresh = 0.0D0
```

For the case of totally disordered chain with \( N = 900 \) sites studied in subsection IV C lines 5 and 6 of the code should be changed to

```
5     N = 900
6     thresh = 1.0D0
```

APPENDIX B: PERIODIC VERSION OF THE REGULAR TIGHT-BINDING CHAIN

To obtain a chain that is periodic, we have to connect the first and the \( N \)th sites by the hopping matrix elements. Hence, the Hamiltonian matrix is no longer tridiagonal because it now contains nonvanishing \((1,N)\) and \((N,1)\) elements. However, the Hamiltonian matrix is still symmetric. The periodic chain is easily programmed using techniques similar to those described in Appendix A (the code can be obtained from the author). For the periodic case the upper (or lower) triangle of the Hamiltonian matrix and not only its diagonal and main subdiagonal has to be stored.

The results for a regular periodic chain are shown in Fig. 7 and compared with the case studied in Sec. IV A. The parameters of the calculation are \( E = \epsilon, T = -0.1 e, \) and \( N = 100. \) (a) Eigenvalues of nonperiodic and periodic chain, (b) eigenvectors of the lowest energy eigenstates, and (c) eigenvectors of the highest energy eigenstates.

![Comparison of the eigenvalues and two characteristic eigenvectors for a uniform chain with non-periodic (squares) and periodic (circles) boundary conditions. The parameters are \( E = \epsilon, T = -0.1 e, \) and \( N = 100. \) (a) Eigenvalues of nonperiodic and periodic chain, (b) eigenvectors of the lowest energy eigenstates, and (c) eigenvectors of the highest energy eigenstates.](image)

The output is written in the file `timedat.dat` which can be plotted separately. This output was used to generate Figs. 1, 3, and 6. The CPU time needed to calculate the probability distribution does not depend on the physical time input (variable time) because the program does not propagate a solution in the time domain. All the calculations needed for the evolution of the initial state vector are performed by the diagonalization of the Hamiltonian matrix. This output is used to calculate the probability distributions for arbitrary times \( t \) (see Eq. (13)).
and the highest energy eigenvector in the same basis is

\[ |\xi_{\text{highest}}\rangle = \frac{1}{\sqrt{N}}|1, -1, 1, -1, \ldots\rangle \quad (B2) \]