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A low-temperature method is developed, suited for a two-dimensional two-component classical helical magnet. Four phases on the phase diagram as functions of the temperature and the helicity parameter of the Hamiltonian are found. Among the three ordered phases two show magnetic order: the usual algebraic correlations of the magnetization and the algebraic correlations of the magnetization in the frame rotating with the helical order. A chiral spin liquid phase emerges directly from the paramagnetic phase and has a scalar parity-breaking pitch of the magnetization as the order parameter. The chiral phase transition is found to be of a continuous second order type with a modified by the long-range interaction Ising universality class. All the critical exponents are calculated in the second and the third order of an $\epsilon$-expansion. A new scaling relationship replacing the Josephson’s one is found.
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I. INTRODUCTION

Magnetic systems with a broken parity and unbroken time-reversal symmetry, the chiral spin liquids, are predicted to possess excitations with unusual properties, like the anyon statistics. Spin liquids have been suggested to underpin the high-temperature superconductivity and they have been extensively searched for. On the other hand, the well known helical magnets demonstrate explicit parity violation in the ground state. The usual path for a magnetic helix to form is via a single continuous phase transition, where the chiral magnetic order develops. In two dimensions Villain has proposed that the phase transition into a helix state can be split into two phase transitions, with the chiral, parity breaking phase transition taking place at a higher temperature, while the magnetic phase transition, breaking the time-reversal symmetry, taking place at a lower temperature. In between these two phase transitions a chiral spin nematic liquid can exist.

There is a simple model on a square lattice with nearest and next nearest neighbor interaction that has a helical ground state. The original study and the follow-on study of this simple model have indeed found the two phase transitions but in a usual sequence of events, i.e. they have found (incorrectly) that the helical order develops from the already robust magnetic order when lowering the temperature, i.e. the time-reversal phase transition takes place at a higher temperature than the parity-breaking phase transition.

However, recent experiments have found the reverse sequence of the two split phase transitions in a quasi-one-dimensional magnet, thus, validating the original Villain’s picture of an intermediate chiral spin liquid. This reverse sequence was also proposed as a hypothesis, without a proof, in the context of the one-dimensional quantum spin chains. Although in the experiment the magnetic phase transition has been determined to be of the Berezinskii-Kosterlitz-Thouless type, a few interesting questions about the chiral phase transition, like the critical exponents and the universality class, remained unanswered.

The substantial uncertainty on the phase diagram of the simplest helical magnet calls for a revisit of the Garel and Doniach model. In this paper we develop an accurate low-temperature expansion method suited for this model. Applying it, we study the thermodynamic phases in the two-dimensional helical XY, two-component, magnet defined microscopically on the square lattice. The Hamiltonian depends on one parameter called helicity. For small helicity and in the long-range continuous approximation we construct an accurate phase diagram in the plane of the temperature and the helicity parameter. One thermodynamic phase found is the chiral spin liquid. It has the scalar parity-breaking pitch of the magnetization, the vector otherwise random, as the order parameter.

We find that the chiral phase transition proceeds directly from the paramagnetic phase and, using the Wilson’s renormalization group and the $\epsilon$-expansion analysis, we also find that the chiral phase transition in the Garel and Doniach model falls in the same universality class as the Ising model with long-range dipolar interactions. We calculate the critical exponent $\eta$ up to the $\epsilon^3$ power of the $\epsilon$-expansion.

This paper is organized as follows. In Section II we introduce the model of a two-dimensional two-component, XY, helical magnet. In Section III we derive the mean-field free energy density functional, which describes the helical magnet in a wide region of temperatures both below and above the chiral phase transition, except for the narrow critical region, where the fluctuations are highly developed. We prove that the long-range spin stiffness vanishes on the chiral phase transition. In Section IV we plot the phase diagram of the two-dimensional XY helical magnet as a function of the temperature and the helicity parameter of the Hamiltonian. On the phase diagram we find analytically four phases: two magnetically ordered phases, (i) with the usual algebraic correlations of the magnetization and (ii) with the algebraic correla-
tions of the magnetization in the frame rotating according with the helical order, (iii) a usual disordered paramagnetic spin liquid phase and emerging directly from it (iv) chiral spin liquid phase, which has the scalar parity-breaking chiral gradient of the magnetization, the so-called helical pitch-field order, as the order parameter. In Section IV we go beyond the mean-field approximation and study the critical behavior at the chiral phase transition via a renormalization group analysis. We calculate the critical exponents in the second and the third order of a spatially anisotropic \( \epsilon \)-expansion.

II. MODEL

Garel and Doniach have introduced a model consisting of classical XY spins: \( S_r = (\cos \phi_r, \sin \phi_r) \), at the sites \( r \) of a square lattice interacting via the following exchange Hamiltonian:

\[
H = -\frac{1}{2} \sum_{r,r'} J_{rr'} \mathbf{S}_r \cdot \mathbf{S}_{r'},
\]

where the sum is restricted to the nearest neighbors in the \( x \) and \( y \) directions (\( J_1 \)) and to the next-nearest neighbors in the \( x \) direction (\( J_2 \)). Furthermore, it is assumed that \( J_1 > 0, J_2 < 0 \) and \( |J_2| > J_1/4 \). The next-nearest-neighbor antiferromagnetic interaction introduces a substantial frustration to the spin order provided \( J_2 \approx -J_1/4 \). We study, in this paper, the properties of this model in the low-temperature region, where the spin directions change slowly on the lattice. In the continuum limit the Hamiltonian can be cast as a functional of the smooth over the lattice magnetization function \( \mathbf{m}(r) \):

\[
\mathcal{H} = \frac{J}{2} \int d^2r \left[ -\frac{\theta^2}{2} (\partial_x \mathbf{m})^2 + \frac{a^2}{4} (\partial_x^2 \mathbf{m})^2 + (\partial_y \mathbf{m})^2 \right],
\]

where \( \mathbf{m}(r) = (m_x, m_y, 0) \) is a unit vector \( \mathbf{m} \cdot \mathbf{m} = 1 \), \( a \) is the lattice constant and

\[
\theta = \arccos \frac{J_1}{4|J_2|}
\]

is the energetically preferred angle between the two adjacent spins along the \( x \) direction, the so-called helix pitch. The continuum approach is valid provided the pitch angle \( \theta \ll 1 \). Via the replacement \( m_x(r) + im_y(r) = e^{i\varphi(r)} \) the Hamiltonian (2) can be rewritten as:

\[
\mathcal{H} = \frac{J}{2} \int d^2r \left\{ \frac{a^2}{4} \left[ (\partial_x \varphi)^2 - q^2 \right]^2 + (\partial_y \varphi)^2 + \frac{a^2}{4} (\partial_y^2 \varphi)^2 \right\},
\]

where \( q = \theta/a \) is the pitch wave vector. At zero temperature the ground state of this Hamiltonian, with zero ground energy, has either of the two equivalent helical structures with \( \varphi(r) = \pm qx \):

\[
\mathbf{m} = e_x \cos qx \pm e_y \sin qx.
\]

The ground state has a broken \( Z_2 \) symmetry. At an arbitrary temperature the pitch-field order parameter of the helical state, the helix wave vector \( Q(r) \) is slowly varying in space. Casting the helical magnet model in terms of the new spin field:

\[
\psi(r) = \phi(r) - \int_{-\infty}^{x} Q(r) dx,
\]

we find the following Hamiltonian:

\[
\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_{int},
\]

\[
\mathcal{H}_0 = \frac{J}{2} \int d^2r \left\{ \frac{a^2}{4} \left( \partial_x \psi \right)^2 + \frac{a^2}{4} \left( \partial_y \psi + \int_{-\infty}^{x} \partial_y Q dx \right)^2 + \frac{a^2}{4} \left( Q^2 - q^2 \right)^2 \right\},
\]

\[
\mathcal{H}_{int} = \frac{J}{2} \int d^2r \left\{ \frac{a^2}{4} Q \left( \partial_x \psi \right)^3 + \frac{a^2}{4} \left( \partial_x \psi \right)^4 \right\},
\]

suited for the low-temperature analysis. In the ground state: \( Q(T = 0) = q = \theta/a \). The bare Green’s function at zero temperature is the propagator of the free, non-interacting spin wave Hamiltonian \( \mathcal{H}_0 \):

\[
\mathcal{G}_0^{-1}(p) = \theta^2 p_x^2 + p_y^2 + \frac{a^2}{4} p_x^4.
\]

The propagator of \( \mathcal{H}_0 \) at a finite temperature is:

\[
\mathcal{G}_0^{-1}(p) = \frac{3Q^2 a^2 - \theta^2}{2} p_x^2 + p_y^2 + \frac{a^2}{4} p_x^4.
\]

At zero temperature: \( \mathcal{G}_0(p) = G_0(p, T = 0) \). There are two spin-wave interactions in the Hamiltonian (7): the cubic and the quartic vertices. In the following sections we use the normalized temperature and a unit lattice constant:

\[
t = \frac{T}{J}, \quad a = 1.
\]

In the low-temperature limit many Fourier transformed integrals can be extended to the infinite momenta, however some ultraviolet divergent integrals need to be taken inside the Brillouin zone of the square lattice: \( p_x, p_y \in (-\pi, \pi) \). We assume the pitch field \( Q(r) \) to be uniform in the next section, whereas in the vicinity of the chiral/helical phase transition it develops into a fluctuating inhomogeneous order parameter field.

III. LOW TEMPERATURE EXPANSION

We write the free energy density of the Garel-Doniach model as the Baym-Kadanoff functional depending
on the fully dressed Green’s function. This functional is expanded perturbatively in powers of the quartic and the triple spin-wave interactions. In units of $T$, the Baym-Kadanoff functional can be conveniently arranged in terms with a growing number of triple vertices:

$$2\Omega_3/G/T = \int \left( \log \frac{G_0(p)}{G(p)} + \frac{G(p)}{G_0(p)} - 1 \right) \frac{d^2p}{(2\pi)^2} + 
\frac{1}{4t}(Q^2 - \theta^2)^2 + \frac{3}{2}(Q^2 - \theta^2) A_0[G] + \sum_{k=0}^{\infty} Q^{2k} \Omega_k[G],$$

where $G(p)$ is the variational fully dressed Green’s function. The functionals $\Omega_0[G]$, $\Omega_1[G]$ and $\Omega_2[G]$ represent a sum of all the diagrams in the first, second and third column of Table I correspondingly. The few first diagrams in each column are also shown in columns in Fig. 1.

A diagram with a number $m$ of triple and a number $n$ of quartic vertices carries a coefficient:

$$(-1)^{n+1} \frac{t^{m/2+n}}{T} Q^m,$$

in front. The number of the triple vertices is always even.

In those thermodynamic phases where the pitch field is absent: $\langle Q \rangle = 0$, only quartic vertices do contribute to the free energy. In each box of Table I is also shown the combinatorial coefficient, rational number, of the diagram, while inside the parentheses the two numbers separated by comma are the numbers of the triple and the quartic vertices in the diagram respectively. In higher orders of $Q$ and $T$ many diagrams do enter one box of the extended Table I.

There is a remarkable relationship between the combinatorial coefficients in the first two columns of this Table. Each diagram with just two triple vertices can be drawn from the diagram that includes only quartic vertices by cutting out one Green’s function. This can be done by a number of ways that is equal to the number of the Green’s functions. Therefore, the combinatorial coefficient in a given box of the second column of Table I equals to the combinatorial coefficient in the first column, one step down, by multiplying it by the number of the Green’s functions.

We will need the few first terms of the expansion of the Baym-Kadanoff functional in powers of the normalized temperature $t$ explicitly:

$$\Omega_0[G] = \frac{3t}{4} A_0[G]^2 - \frac{3t^2}{8} B_2[G] + \frac{9t^3}{8} B_3[G] - \ldots$$

and

$$\Omega_1[G] = -\frac{3t}{2} A_1[G] + \frac{27t^2}{4} A_2[G] - \ldots$$

Each functional denoted by the capital letters $A$ and $B$ represents a contribution from just one diagram, shown in Fig. 1. They are conveniently defined using the polarization operator functional:

$$\Pi[p, G] = \int k^2 (p_x + k_x)^2 G(k) G(p + k) \frac{d^2k}{(2\pi)^2},$$

in terms of the two sequences. The first sequence $n = 0, \ldots \infty$ is:

$$A_n[G] = \int p^2 G(p) \Pi^n[p, G] \frac{d^2p}{(2\pi)^2},$$

and the second sequence $n = 2, \ldots \infty$ is:

$$B_n[G] = \int \Pi^n[p, G] \frac{d^2p}{(2\pi)^2}.$$
gives the Dyson equation:

\[ \mathbf{G}^{-1}(p) = \mathbf{G}_0^{-1}(p) - \Sigma(p). \] (19)

The variation of the first three terms in the functional \( \Omega_0(p) \) gives:

\[ -\mathbf{G}^{-1}(p) + \mathbf{G}_0^{-1}(p) + \frac{3}{2}(Q^2 - \theta^2)p_z^2 \equiv -\mathbf{G}^{-1}(p) + \mathbf{G}_0^{-1}(p), \] according to the definition of \( \mathbf{G}_0(p) \) and \( \mathbf{G}_0(p) \) in Eqs. \( \text{[8, 9]} \). Now, by varying the Baym-Kadanoff functional \( \Omega_0(p) \) we find the expansion of the self-energy:

\[ \Sigma(p) = p_z^2 \left( -\frac{3t}{2} A_0[G] + \frac{9t'Q^2}{2} \Pi[p, G] + ... \right). \] (20)

The self-energy \( \Sigma(p) \) is proportional to \( p_z^2 \) in all orders. For the functional \( \Omega_0[G] \) this dependence on the momentum \( p \) is exact, whereas the triple-vertex diagrams generate an additional dependence on the momentum \( p \). The self-energy contains many more diagrams, coming from combining the two vertices: the quartic \( \partial_\theta \psi \Omega \) and the triple \( \partial_\theta \psi \psi \Omega \), in the Hamiltonian \( \text{[2]} \), corresponding to the quartic and the triple spin wave interactions. By construction the Baym-Kadanoff functional provides the same fully dressed Green’s function as in the usual perturbative expansion in powers of the interaction Hamiltonian \( H_{\text{int}} \):

\[ T \int D[r, r'] = \langle \psi(r) \psi(r') \rangle = \frac{\int D[\psi] \psi(r) \psi(r') e^{-\mathbf{H}_0/T} e^{-\mathbf{H}_{\text{int}}/T}}{\int D[\psi] e^{-\mathbf{H}/T}}. \] (21)

If the Baym-Kadanoff functional would include all the diagrams in all orders, then it would take on the same value for many different trial Green’s functions \( \mathbf{G}(p) \) and therefore the free energy could be evaluated by using a quite arbitrary Green’s function. However, if the perturbation expansion is only partial or approximate, then the minimum of the Baym-Kadanoff functional is attained on the Green’s function that is close to the true Green’s function of a given system.

Since the self-energy is proportional to \( p_z^2 \) for the Garel-Doniach model \( \Omega_0(p) \) we make the following Ansatz for the trial fully dressed Green’s function:

\[ \mathbf{G}^{-1}(p) = r_p p_z^2 + r_y^2 + \frac{1}{4} p_z^4, \] (22)

with an adjustable temperature-dependent variational parameter \( r \), which reflects the strong anisotropy in \( x \)-direction. However, one has to remember, that the variational approach with a constant parameter \( r \) does not work properly in the range of the highly developed fluctuations, whereas the standard renormalization group, developed in Section \( \text{V} \) works well. In particular, near the chiral phase transition, this parameter will acquire dependence on momenta:

\[ r = r(p_z, p_y), \] and the short series Baym-Kadanoff mean-field functional formalism will effectively transform into renormalization group parquet diagrams. The real Green’s function in the critical region has a quite different scaling dimensionality.

Using the Ansatz \( \text{[22]} \) for the fully dressed Green’s function, we reduce the Baym-Kadanoff functional \( \text{[11]} \) to a simple function:

\[ 2\Omega(r, Q)/T = \frac{1}{\pi} \left( \frac{2}{3} r^{3/2} - 2\theta^2 \sqrt{r} \right) + \frac{1}{4t}(Q^2 - \theta^2)^2 + \frac{3}{2}(Q^2 - \theta^2)A_0(r) + \left( \frac{3t}{4} A_0(r) - \frac{3t^2}{8} B_2(r) + \frac{9t^3}{8} B_3(r) - ... \right) + Q^2 \left( -\frac{3t}{2} A_1(r) + \frac{27t^2}{4} A_2(r) + ... \right) \] (23)

of the two parameters \( r \) and \( Q \), the first representing the spin stiffness and the second representing the effective helical structure pitch. In the minimum of the Baym-Kadanoff functional they both become temperature-dependent. Here the free energy satisfies the two stationary conditions:

\[ \frac{\partial \Omega}{\partial Q} = 0, \quad \frac{\partial \Omega}{\partial r} = 0. \] (24)

At zero temperature the solution of the stationary conditions can be read off directly from the Hamiltonian, Eq. \( \text{[7]} \), of the Garel-Doniach model:

\[ r = \theta^2, \quad Q = \theta, \] (25)

where \( \theta \) is the helicity of the magnet.

Let us now prove, that when the temperature is increased, the stationary conditions Eqs. \( \text{[24]} \) allow for a special solution:

\[ r = 0, \quad Q = 0. \] (26)

From outright, we neglect the diagrams in the third and further columns on the right side of Table I. Using Eq. \( \text{[23]} \), we find:

\[ 0 = \frac{\partial \Omega}{\partial Q^2} = -\theta^2 + 3tA_0 - 3t^2 A_1 + \frac{27t^3}{2} A_2 - ..., \] (27)

at \( Q = 0 \), with only the second column of diagrams present. The second stationary condition in Eq. \( \text{[24]} \) at \( Q = 0 \) involves only diagrams from the first column of Table I. Differentiating with respect to \( r \) means selecting one Green’s function and differentiating it. Using the definition Eqs. \( \text{[15, 16, 17]} \) and using the Green’s function Eq. \( \text{[22]} \), we derive the following relationships:

\[ \frac{\partial A_0(r)}{\partial r} = -\frac{1}{\pi \sqrt{r}}, \quad \frac{\partial B_k(r)}{\partial r} = -2k \frac{1}{\pi \sqrt{r}} A_{k-1}(r), \] (28)
for \( k \geq 2 \) and small \( r \), that can be checked by direct inspection. The coefficient \( 2k \) equals to the number of the Green’s functions and we find that under differentiation both the content of the diagram and the combinatorial coefficient are transferred from the first column to the second one. Thus, we find the second stationary equation for the free energy, Eq. (29):
\[
0 = -2r - \theta^2 + 3tA_0 - 3t^2A_1 + \frac{27t^3}{2}A_2 - ..., \tag{29}
\]
at \( Q = 0 \). We observe that the sequence of diagrams here is exactly the same as in the first stationary equation (27). Therefore, the two stationary equations (27, 29) have a solution Eq. (26). This solution, \( r = 0 \) and \( Q = 0 \), represents a chiral phase transition from a paramagnetic state at high temperatures to a chiral spin liquid state with \( Q \neq 0 \) at low temperatures.

The one-loop polarization operator depends on the transferred momentum \( p \). Using the definition Eq. (15), the Green’s function Ansatz (22) and taking the integral with respect to the internal momentum, we find:
\[
\Pi(p) = \frac{\sqrt{p_x^2 + 16p_y^2} + 2p_z^2}{\sqrt{p_x^2 + 16p_y^2}} - \frac{4}{\pi p_x^2} \sqrt{7}G(p), \tag{30}
\]
where the first term is the exact value of the polarization operator at \( r = 0 \), whereas the second term is an approximation valid at a large momentum \( p \) and small \( r \). To proceed further we need an approximation to the infinite series of diagrams in the first and the second columns of Table I. Since we are developing a method suited for the low temperatures, we will try to keep the three lowest order diagrams in the sequence exactly, whereas for the sum of all higher order diagrams we impose only a physical bound that they do not exceed by far the value of the low order diagrams as the temperature rises, \( T \to \infty \). These conditions can be met by using the so-called Padé approximation. For instance, the sum of all the diagrams in the second column of Table I is given by the following Padé approximation:
\[
\Omega_1(r) = -\frac{3}{2} \int \frac{t\Pi(p)}{1 + \frac{7}{2}\Pi(p)}\,p_x^2G(p)\,\frac{dp}{(2\pi)^2}. \tag{31}
\]
Thus, using the Padé approximation, we can write the stationary equations in a closed form. The first stationary equation (24) represents the condition of stability of the helical state:
\[
Q \left( Q^2 - \theta^2 + 3t \int \frac{1 + \frac{7}{2}\Pi(p)}{1 + \frac{9}{2}\Pi(p)}\,p_x^2G(p)\,\frac{dp}{(2\pi)^2} \right) = 0, \tag{32}
\]
neglecting the term of the order \( t^3Q^2 \), coming from the higher order diagrams in the third and higher columns. It always has one solution \( Q = 0 \). This stability condition reflects that at equilibrium the system chooses between the two solutions: \( \pm |Q| \neq 0 \) in the low-temperature region and \( Q = 0 \) at and above the chiral phase transition.

Next, we have to minimize the free energy with respect to the spin stiffness \( r \): \( \partial \Omega / \partial r = 0 \), which determines \( r \) as a function of the order parameter \( Q \):
\[
0 = \frac{1}{\pi}r - \frac{\theta^2}{\sqrt{r}} - 3 \frac{Q^2}{2} \frac{\partial}{\partial r} \int \frac{t\Pi(p)}{1 + \frac{7}{2}\Pi(p)}\,p_x^2G(p)\,\frac{dp}{(2\pi)^2} + \frac{3}{2} \left( Q^2 - \theta^2 + t \int \frac{1 + \frac{7}{2}\Pi(p)}{1 + \frac{9}{2}\Pi(p)}\,p_x^2G(p)\,\frac{dp}{(2\pi)^2} \right) \frac{\partial A_0}{\partial r}. \tag{33}
\]
To proceed further we need the low-temperature asymptotics of the \( \Omega_1(r) \) functional of the free energy:
\[
\int \frac{t\Pi(p)}{1 + \frac{7}{2}\Pi(p)}\,p_x^2G(p)\,\frac{dp}{(2\pi)^2} \approx \frac{2}{\sqrt{3\pi}} \frac{t}{2} \log \frac{1}{t} - \frac{5}{6\sqrt{r}}, \tag{34}
\]
and also
\[
A_0(r) \approx \frac{1}{\pi} \left( 2.30218 - 2\sqrt{r} \right), \tag{35}
\]
where the upper momentum cut-off constant comes from limiting the integration to be within the Brillouin zone: \( p_{x,y} \in (\pi, \pi) \). The system of equations (32, 33) provides the mean-field solutions for the pitch-field order parameter \( Q \) and the spin stiffness \( r \) in a wide region of temperatures, which includes both regions below and above the chiral phase transition. We find from Eq. (32) the position of the chiral phase transition line in the plane \((t, \theta)\):
\[
\theta^2(t) = \frac{3t}{\pi} \left( 2.30218 - \frac{2}{\sqrt{3}} t \log \frac{1}{t} \right), \tag{36}
\]
asymptotically for the small normalized temperature \( t = T/J \).

In the end of this Section we note that the small deviations of the pitch field \( Q \) from the equilibrium value can be described by the Ginsburg-Landau functional. Indeed, eliminating the variational spin stiffness \( r \), we obtain the free energy functional expanded in powers of the order parameter, the pitch-field \( Q \), for any given thermodynamic pair \((T, \theta)\):
\[
\Omega(Q) = \Omega_0 + \int \left( \frac{1}{2} m^2 Q^2 + \frac{1}{4} g Q^4 + ... \right) \, d^2r, \tag{37}
\]
where in the first term \( \Omega_0 \) all the short-wavelength fluctuations (of the field \( \psi \)) are summed up. The condition \( m^2(T_c) = 0, g > 0 \) determines the second-order chiral phase transition line. We will pursue the theory in the critical region along these lines in Section IV.

### IV. PHASE DIAGRAM

In the long-range limit the correlation functions of the magnetization are determined by the long-range asymptotic behavior of the critical pair \((T, \theta)\) :
The nonlinear terms form the higher order diagrams in the expansion in quartic and triple vertices contribute to the local core energy of the vortex. In the vicinity of the chiral phase transition line, where \( r \approx 0 \), the interaction between the vortices is short-range. The Berezinskii-Kosterlitz-Thouless phase transition is due to the dissociation of the vortex-antivortex pairs. The condition for the dissociation is the condition of the nulling of the vortex free energy:

\[
F_v = \left( \pi J \sqrt{r(T_{BKT}) - 2T_{BKT}} \right) \log \frac{L}{a} = 0,
\]

which gives for the Berezinskii-Kosterlitz-Thouless critical temperature:

\[
T_{BKT} = \frac{\pi J}{2 \sqrt{r(T_{BKT})}},
\]

or equivalently the critical condition: \( \sqrt{r} = 2t/\pi \).

Now, we obtain the three critical lines of the three continuous phase transitions on the phase diagram \((t, \theta)\), selecting three of the following equations:

\[
Q = 0, \quad r = 0, \quad r = \frac{4}{\pi^2}t^2, \quad 2r = \frac{3}{4}Q^2,
\]

\[
\theta^2 = \frac{7}{4}Q^2 - 2r + 3t \int \frac{1 + \frac{3}{2}dG(p)}{1 + \frac{3}{2}dG(p)} \frac{d^2p}{(2\pi)^2}.
\]

The first, second and the last one determine the chiral phase transition line. The first, third and the last one determine the Berezinskii-Kosterlitz-Thouless phase transition line above the chiral phase transition line. The three last equations together determine the Berezinskii-Kosterlitz-Thouless phase transition line below the chiral phase transition line. We evaluate the integral numerically at all temperatures and find the phase diagram, shown in Fig. 2. In the same way as the asymptotic chiral phase transition line was found in Eq. (36), we find for the two Berezinskii-Kosterlitz-Thouless phase transition lines:

\[
\theta^2_+(t) = \theta^2_- (t) - \frac{15}{\pi^2}t^2
\]

and

\[
\theta^2_- (t) = \theta^2_-(t) + \frac{11}{3\pi^2}t^2,
\]

asymptotically for the small \( t = T/J \).

We plot the phase diagram in the plane of the temperature and the helicity parameter: \((t, \theta)\), shown in Fig. 2. At the origin \((0, 0)\) we find the Lifshitz point, where all the three phase transition lines start, and in particular the second order chiral phase transition line, Eq. (36), starts. The average pitch-field order parameter vanishes on this line: \( \langle Q \rangle = 0 \). The two lines of the Berezinskii-Kosterlitz-Thouless phase transitions surround the chiral phase transition. One of the two magnetically ordered phases extends into the high temperatures, where our method provides only qualitative results.

In two dimensions there is no long-range order in systems possessing a continuous symmetry. Yet, for the two-component magnet with a continuous \( O(2) \) symmetry, the so-called XY magnet, there exists a non-local order parameter, defined as a correlation function of the magnetization at two distant points. At a low temperature, where vortices are bound in pairs, it decays weakly as a power-law function:

\[
\langle \vec{m}(\vec{x}) \cdot \vec{m}(\vec{y}) \rangle = e^{i(\phi(\vec{x}) - \phi(\vec{y}))} \sim \frac{1}{|\vec{x} - \vec{y}|^{2\Delta_\phi(T)}},
\]

with an infinite correlation length, whereas at high temperatures, when free vortices proliferate, it decays fast as an exponential function with a finite correlation length. For systems with such a non-local order parameter a natural question arises. Imagine, that a second order parameter emerges in the system, serving as a gauge connection to the fields in the first, non-local order parameter. For example, in a XY magnet a local pitch-field order \( Q(\vec{r}) \) can develop, when parity is broken in the low-temperature state of this helical magnet. The idea to consider as the order parameter not only the spin variable, but also the spin chirality, connected to the pitch of the helical ground state, belongs to Villain. If we introduce a parametrization of the XY magnetization via the phase \( \phi(\vec{r}) \), then the phase difference, that enters the definition of the non-local order parameter and the gauge connection due to the pitch field are exactly equal:

\[
\phi(\vec{r}) - \phi(\vec{r}') = \int_{\vec{r}} \nabla \phi \cdot d\vec{l}.
\]
However, for systems in the vicinity of the phase transitions of the second order the order parameter, like the pitch-field, strongly fluctuates and is in fact an average over a large spin block. This renders the above equality invalid. A new gauge transformed, in a rotating frame, non-local order parameter:

\[
\left< R^{αβ}(Q) m_β(x) \cdot R^{γα}(Q) m_γ(x') \right> = \left< \cos \left( φ(r) - φ(r') - \int_r^{r'} Q(l) \cdot d\ell \right) \right>
\]  

\[
(46)
\]

may define a new thermodynamic phase. The physical meaning of this phase can be understood if the local order parameter \( Q \) is one-component, representing a discrete \( Z_2 \) Ising order. An ordered phase with the local pitch-field order parameter \( Q(r) \), taking on two values: the first inside a percolating majority domain, \( Q(r) = +Q_0 \), and the second inside a few minority domain inclusions, \( Q(r) = -Q_0 \). For the purpose of a gauge connection in this case there exist two gauge fields: the average \( \langle Q \rangle \) and \( Q_0 \). Let us also augment the definition of the non-local order parameter, Eq. \[46\], by averaging it around points \( r \) and \( r' \) by an area larger than the pitch step \( 2π/Q \). Then, if the gauge \( Q_0 \) transformed non-local order parameter is non-zero and the gauge \( \langle Q \rangle \) transformed non-local order parameter is zero, then domain walls in the \( Z_2 \) pitch-field order are present in the system.

V. CRITICAL BEHAVIOR AT THE CHIRAL PHASE TRANSITION

In Section III we have found the Landau mean-field free energy in terms of the uniform pitch-field order parameter \( Q \). Since we will rely heavily on the universality, the gradient terms can be taken from the Hamiltonian, neglecting the entropy corrections. We introduce an auxiliary field \( ψ \), not to be confused with the field in the rotating frame in Section II, to deal with the apparent non-locality of the energy in terms of the pitch-field \( Q(r) \). Using the identity:

\[
-\frac{1}{2e} \int (\partial_y ϕ)^2 \, d\mathbf{r} = \int Dϕc - \int \left[ \frac{1}{2} (\partial_x ϕ)^2 + i \partial_x ϕ \partial_y ψ \right] \, d\mathbf{r},
\]

\[
(47)
\]

we find the local free energy functional for the spatial variations of the pitch-field \( Q(r) = \partial_x ϕ(r) \):

\[
Ω[Q] = \int \left( \frac{1}{2} (\partial_x Q)^2 + \frac{1}{2} m^2 Q^2 + \frac{1}{4} g Q^4 
+ \frac{1}{2} (\partial_x ψ)^2 + iQ \partial_y ψ \right) \, d^2 \mathbf{r}.
\]

\[
(48)
\]

There is no sign of the magnetization vector \( \mathbf{m}(r) \) in this description. Vortices, abundant in the vicinity of the chiral phase transition line, destroy the magnetization on the short scale. The description of the critical model in terms of the local pitch field \( Q(r) \), which is decoupled from its low-temperature definition:

\[
Q(r) = (\mathbf{m} \times ∂_x \mathbf{m}),
\]

\[
(49)
\]

due to abundant vortices, is therefore appropriate from the physical point of view.

We will study the critical phenomena for the above model in a higher dimension \( d = 2 - ϵ \), replicating the \( x \) coordinate up to two ones: \( dy dx \). In the same time we will keep \( Q(y, x) \) as a scalar one-component fluctuating field. In order to make a dimensional regularization and in order to develop an \( ϵ \)-expansion renormalization, we need to symmetrize the mass-term:

\[
Ω[Q] = \int \left( \frac{1}{2} (\nabla Q)^2 + \frac{1}{4} m^2 Q^2 + \frac{1}{4} g Q^4 + \frac{1}{2} (\nabla ψ)^2 + iQ \partial_y ψ + \frac{1}{4} m^2 ψ^2 \right) \, dy dx,
\]

\[
(50)
\]

where \( \nabla = ∂_x \). Anyway, the mass term will be forcibly kept at zero exactly at the critical point. In two dimensions an important question is whether vortices have an effect on the helical phase transition. A vortex is generated by the duality transformed field operator:

\[
\cos \left( m \int ∂_x ϕ \, dy \right) = \cos \left( m \int Q \, dy \right).
\]

\[
(51)
\]

The scaling dimension of the argument of the cos function is zero, while \( m \to 0 \) at the critical point. Therefore, we conclude that the vortices are unbound, free at the chiral phase transition.

We proceed using the conventional renormalization group method, that is explained in details in the Appendix. At the chiral phase transition, we find the following scaling relationships:

\[
βδ = β + γ, \quad α + 2β + γ = 2,
\]

\[
(2 - η)ν = γ, \quad (d + 2 - \frac{1}{2} η) ν = 2 - α,
\]

\[
(52)
\]

connecting the critical exponents. The last one differs from the usual Josephson scaling relationship: \( dν = 2 - α \). This deviation is due to the fact that in the chiral phase transition critical point there is no full conformal symmetry, since the spatial coordinates are nonequivalent. A reduced conformal symmetry in the higher dimensional space \( x \) probably holds. In our case of the two-dimensional helical magnet, when there is only one \( x \)-coordinate, this remnant conformal symmetry will degenerate.

The critical exponents are found approximately in terms of the \( ϵ \)-expansion as follows:

\[
ν = \frac{1}{2} + \frac{1}{12} + \frac{1}{36} \left( \log \frac{4}{3} + \frac{67}{54} \right) ϵ^2,
\]

\[
γ = 1 + \frac{1}{12} + \frac{1}{18} \left( \log \frac{4}{3} + \frac{59}{54} \right) ϵ^2,
\]
\[
\beta = \frac{1}{2} - \frac{1}{6}\epsilon + \frac{1}{36} \left( \log \frac{4}{3} - \frac{5}{27} \right) \epsilon^2,
\]
\[
\delta = 3 + \epsilon + \frac{77}{162} \epsilon^2,
\]
\[
\alpha = \frac{1}{6} - \frac{1}{9} \left( \log \frac{4}{3} + \frac{49}{108} \right) \epsilon^2,
\]
and:
\[
\eta = \frac{4}{243} \epsilon^2 - \frac{4}{19683} (94 + 108 \log 2 - 135 \log 3) \epsilon^3. \tag{54}
\]

They differ from the critical exponents of all known \(O(N)\) critical phase transitions in magnets with local exchange interactions. The critical exponents, Eq. (53), have been found\(^{10}\) in the Ising model with strong long-range dipolar interactions\(^{17,18}\), while Eq. (54) extends the known results.

VI. DISCUSSION AND CONCLUSIONS

The phase diagram of the Garel-Doniach model is found analytically in an asymptotically exact way at low temperatures. One line of the chiral phase transition is surrounded by the two lines of the Berezinskii-Kosterlitz-Thouless magnetic phase transitions. The universality class of the chiral phase transition is determined and turns out to be a special one. The existence of the chiral spin liquid phase is proven analytically at low temperatures. We find that the two-dimensional Garel-Doniach model is a rare example of a simple exchange magnet in the limit of a large on-site spin \(S\). The effects of the quantum fluctuations when the on-site spin \(S\) is small remain to be investigated. But one feature in our phase diagram, that the spin liquid phase extends all the way down to zero temperature, is promising. The Lifshitz point, where the three lines of the phase transitions originate, will be the quantum phase transition

Our method applies to a classical helical magnet only, i.e. the one in the limit of a large on-site spin \(S\). The effects of the quantum fluctuations when the on-site spin \(S\) is small remain to be investigated. But one feature in our phase diagram, that the spin liquid phase extends all the way down to zero temperature, is promising. The Lifshitz point, where the three lines of the phase transitions originate, will be the quantum phase transition point, extending its quantum criticality influence on the chiral spin liquid.

ACKNOWLEDGMENTS

We thank H. Schenck, V. L. Pokrovsky and T. Nattermann for sharing details of their ongoing investigation on the same problem.

APPENDIX: RENORMALIZATION GROUP ANALYSIS

In this Appendix we calculate the critical exponents using dimensional regularization and the analysis of renormalization of the Ginsburg-Landau free energy functional.

APPENDIX: RENORMALIZATION GROUP ANALYSIS

In this Appendix we calculate the critical exponents using dimensional regularization and the analysis of renormalization of the Ginsburg-Landau free energy functional in dimension \(d = 2 - \epsilon\). We start with writing the renormalized free energy functional:

\[
\Omega_r = \int \left( \frac{1}{2} Z(g)(\nabla Q)^2 + \frac{1}{4} Z_m(g)m^2 Q^2 + iQ \partial_y \psi \right) \tag{55}
\]

\[
+ \frac{1}{2} (\nabla \psi)^2 + \frac{Z_m(g)}{Z(g)} \left( \frac{1}{4} m^2 \psi^2 + \frac{1}{4!} m^{2-d} g Z_g(g) Q^4 \right) \right) dy dx,
\]

where we omit the index \(r\) from the fields \(Q, \psi \rightarrow Q\). The Green’s function for the pitch-field reads, assuming the factor \(Z_m = Z(g)\):

\[
G(p, p_y) = \frac{p^2 + \frac{1}{2} m^2}{Z(g) \left( p^2 + \frac{1}{2} m^2 \right)^2 + p_y^2}. \tag{56}
\]

The correction to the auxiliary field \(\psi\) is found finite and it does not renormalize. We observe that the vertex \(g\) enters the perturbation series always as a term:

\[
G(g) = \frac{Z_g(g)}{Z^{1/2}(g)} g. \tag{57}
\]

Therefore, the \(\beta\)-function is defined as follows:

\[
\beta(g) = -(2 - d) \frac{dg}{d \log G(g)}. \tag{58}
\]

The two other multiplicative renormalization constants in the renormalized free energy, Eq. (53), stand for the pitch-field: \(Z(g)\), and for the so-called \(Q^2\) insertion: \(Z_2(g)\). We use the definition of the corresponding two critical exponents:

\[
\eta(g) = \beta(g) \frac{d}{d g} \log Z(g) \tag{59}
\]
\[ \eta_2(g) = \beta(g) \frac{d}{dg} \log \frac{Z_2(g)}{Z(g)}. \]  

(60)

For the free energy, Eq. (55), the renormalization proceeds similarly as in the usual $\phi^4$-theory and is given by the diagrams (a-h), shown in Fig. 3. We find for instance the diagrams (a) = 0, (b) = 0. The diagram:

\[ \mathcal{D} = \int \frac{1}{(2\pi)^d} \frac{d^d p}{2\pi} + \frac{1}{2} m^2 \mathcal{P} G(p, p_y) G(q, q_y) \times \]

\[ \times G(p + q + s, p_y + q_y + s_y), \]

(62)

where $\mathcal{P}$ is the transferred momentum. An expansion in $s_y$ gives a finite term, therefore, we set $s_y = 0$. Integrating out $p_y$ and $q_y$:

\[ \mathcal{D} = \frac{1}{4} \int \frac{d^d p}{(2\pi)^d} \frac{d^d q}{(2\pi)^d} \frac{1}{p^2 + q^2 + (p + q + s)^2 + \frac{3}{2} m^2} \]

\[ \times e^{-t(p^2 + q^2 + (p + q + s)^2 + \frac{3}{2} m^2)}. \]

(63)

We transform the term in the exponent as:

\[ \mathcal{D} = \frac{1}{16} \frac{N_d^2 \Gamma}{4} \left( \frac{d}{2} \right)^2 \int_0^\infty dt \frac{1}{(3t^2)^{d/2}} e^{-t \left( \frac{3}{2} m^2 \right)} \]

\[ \times \frac{1}{(2\pi)^d} \frac{d^d p}{(2\pi)^d} \frac{d^d q}{(2\pi)^d} \frac{1}{p^2 + q^2 + (p + q + s)^2 + \frac{3}{2} m^2}. \]

(64)

We expand the diagram (c) in the second power of the transferred momentum $s$ and obtain the coefficient:

\[ - \frac{1}{16} \frac{N_d^2}{3^2/2 + 1} \Gamma \left( \frac{d}{2} \right)^2 \Gamma(2 - d) \left( \frac{3}{2} m^2 \right)^{2 - d} \approx - \frac{N_d^2}{144} \frac{1}{\epsilon}. \]

(66)

For the diagram (f), after integrating over $p_y$ and $q_y$, we find two terms. The first one:

\[ (f1) = \int \frac{d^d p d^d q}{8(2\pi)^d} \frac{1}{p^2 + q^2 + (p + q)^2 + \frac{3}{2} m^2}, \]

(67)

and the second one:

\[ (f2) = \int \frac{d^d p d^d q}{8(2\pi)^d} \frac{1}{p^2 + q^2 + (p + q)^2 + \frac{3}{2} m^2}. \]

(68)

In Schwinger’s proper time representation, rewriting the propagator as an integral, we get:

\[ (f2) = \frac{1}{32} \frac{N_d^2 \Gamma}{4} \left( \frac{d}{2} \right)^2 \int_0^\infty dt \frac{1}{(3t^2)^{d/2}} e^{-t \left( \frac{3}{2} m^2 \right)} \approx \frac{1}{96} \frac{N_d^2}{\epsilon}. \]

(69)

Replacing first $s \rightarrow s/3$ and then $t \rightarrow t(1 - u)$ and $s \rightarrow tu$, we have:

\[ (f1) = \frac{1}{32} \frac{N_d^2 \Gamma}{4} \left( \frac{d}{2} \right)^2 \int_0^\infty dt \frac{1}{(3t^2)^{d/2}} e^{-t \left( \frac{3}{2} m^2 \right)} \int_0^1 du \frac{dt}{(2u - w^2)^{d/2}}. \]

(70)

Calculating the integral with respect to $u$, finally gives:

\[ (f1) \approx \frac{1}{32} \frac{N_d^2}{\epsilon} \frac{1}{2} + \frac{1}{64} \left( \log \frac{4}{3} \right) \frac{N_d^2}{\epsilon}, \]

(71)

and all together:

\[ (f) \approx \frac{1}{32} \frac{N_d^2}{\epsilon} \frac{1}{2} + \frac{1}{64} \left( \log \frac{4}{3} \frac{2 \log 2}{2} \right) \frac{N_d^2}{\epsilon}. \]

(72)

We also calculate one of the three-loop diagrams (h), representing it in terms of two parts:

\[ (h1) = \frac{1}{16} \int \frac{d^d p}{(2\pi)^d} \frac{d^d q}{(2\pi)^d} \frac{d^d k}{(2\pi)^d} \frac{1}{((p + s)^2 + q^2 + (p + q)^2 + \frac{3}{2} m^2)((p + s)^2 + k^2 + (p + k)^2 + \frac{3}{2} m^2)}, \]

(73)

and
where $s$ is the transferred momentum. The two propagators we rewrite in the Schwinger’s proper time representation. Then, transforming the variables to $t = t(1 - u)$, with the Jacobian: $\frac{tdtdu}{1}$, and using the two vectors $B = (1/3, 0, 0)$ and $(p, q, k)$ and, finally, the matrix:

$$A = \frac{1}{3} \begin{pmatrix} 2 & u & 1 - u \\
1 - u & 2u & 0 \\
1 - u & 0 & 2 - 2u \end{pmatrix},$$  

(75)

we obtain:

$$\begin{align*}
(h1) &= \frac{1}{168} \left[ N_3 \Gamma \left( \frac{d}{2} \right)^3 \int_0^\infty dt \frac{t^{3d/2}}{3^{3/2}} \times 
\int_0^1 du \frac{1}{(\det A)^{d/2}} e^{-\frac{1}{2} ts^2 + tBA^{-1}Bs^2 - \frac{1}{2} tm^2} 
\right] \\
&= -\frac{1}{1152} N_3 \Gamma \left( \frac{d}{2} \right)^3 \Gamma \left( 3 - \frac{3d}{2} \right) \left( \frac{1}{2} m^2 \right)^{3d/2 - 3} \\
&\times \int_0^1 du \frac{1}{(\det A)^{d/2}}.  
\end{align*}$$  

(76)

Expanding it to the second order in the transferred momentum $s^2$ results in:

$$\begin{align*}
(h1) &= -\frac{1}{1152} N_3 \Gamma \left( \frac{d}{2} \right)^3 \left( 3 - \frac{3d}{2} \right) \left( \frac{1}{2} m^2 \right)^{3d/2 - 3} \\
&\times \int_0^1 du \frac{1}{(\det A)^{d/2}}.  
\end{align*}$$  

(77)

Evaluating this integral gives:

$$\begin{align*}
(h1) &= -\frac{1}{864} N_3 \frac{1}{c^2} + \log(9/2) \frac{N_3}{1728} \frac{1}{c^2}.  
\end{align*}$$  

(78)

In a similar way we calculate $(h2)$. Putting the two together gives the answer:

$$\begin{align*}
(h) &\approx -\frac{1}{432} N_3 g^3 \frac{1}{c^2} - \frac{1}{864} N_3 g^3 \left( 2 - \log \frac{27}{16} \right) \frac{1}{c^2}.  
\end{align*}$$  

(79)

Collecting the diagrams: $-3/2(d) + 3/4(e) + 3(f)$, and equating it to the counter-term, we find the multiplicative renormalization factor in the second order of the perturbation series:

$$\begin{align*}
Z_g(g) &= 1 + \frac{3Nag}{8} \frac{1}{c} + \frac{9N_3^2 g^2}{64} \frac{1}{c^2} - \frac{3N_3^2 g^2}{64} \left( \log \frac{4}{3} + \frac{2}{3} \right) \frac{1}{c}.  
\end{align*}$$  

(80)

In a similar way, for the $Q^2$ insertion we find from the sum of the three diagrams: $-1/2(d) + 1/2(e) + 1/2(f)$, the multiplicative renormalization factor in the second order of the perturbation series:

$$\begin{align*}
Z_2(g) &= 1 + \frac{Nag}{8} \frac{1}{c} + \frac{N_3^2 g^2}{32} \frac{1}{c^2} - \frac{N_3^2 g^2}{128} \left( \log \frac{4}{3} + \frac{2}{3} \right) \frac{1}{c}.  
\end{align*}$$  

(81)

The diagram $-1/6(c) + 1/4(h)$ gives immediately the pitch-field renormalization constant in the third order of the perturbation series:

$$\begin{align*}
Z(g) &= 1 - \frac{N_3^2 g^2}{864} \frac{1}{c} - \frac{N_3^2 g^2}{3456} \frac{1}{c^2} + \frac{N_3^2 g^2}{3456} \left( 2 - \log \frac{27}{16} \right) \frac{1}{c}.  
\end{align*}$$  

(82)

Next, using Eq. 58, we find the $\beta$-function in the second order of the perturbation series:

$$\begin{align*}
\beta(g) &= -\epsilon g + \frac{3}{8} N_3 g^2 - \frac{3}{32} \left( \log \frac{4}{3} + \frac{17}{27} \right) N_3^2 g^3.  
\end{align*}$$  

(83)

Using Eq. 59, we find in the third order of the perturbation series:

$$\begin{align*}
\eta(g) &= \frac{1}{432} N_3^2 g^2 + \frac{1}{1152} \left( \log \frac{27}{16} - \frac{2}{3} \right) N_3^3 g^3.  
\end{align*}$$  

(84)

And using Eq. 60, we find in the second order of the perturbation series:

$$\begin{align*}
\eta_2(g) &= -\frac{1}{8} N_3 g + \frac{1}{64} \left( \log \frac{4}{3} + \frac{14}{27} \right) e^2.  
\end{align*}$$  

(85)

In the critical point the free energy settles in into a fixed-point free energy. Solving the fixed-point equation: $\beta(g^*) = 0$, for the fixed point vertex $g^*$:

$$\begin{align*}
N_3 g^* &= \frac{8}{3} e^2 + \frac{16}{9} \left( \log \frac{4}{3} + \frac{14}{27} \right) e^2,  
\end{align*}$$  

(86)

we find the critical exponents $\eta$ up to the $e^3$ and $\eta_2$ up to the $e^2$ terms of the $c$-expansion:

$$\begin{align*}
\eta &= \frac{4}{243} e^2 - \frac{4}{19683} (94 + 108 \log 2 - 135 \log 3) e^3,  
\end{align*}$$  

(87)

and

$$\begin{align*}
\eta_2 &= -\frac{1}{3} e - \frac{1}{9} \left( \log \frac{4}{3} + \frac{20}{27} \right) e^2.  
\end{align*}$$  

(88)

Let us consider a rescaled Ginsburg-Landau free energy density at a renormalization group fixed point valid for large spin-blocks of size $L$:

$$\begin{align*}
\frac{1}{2} \tau L^{n+n} Q^2 + \frac{g^*}{4!} L^{3n/2+d-2} Q^4 + \frac{1}{2} L^n (\nabla Q)^2 - hQ.  
\end{align*}$$  

(89)

Comparing pairwise two terms in it on the correlation length scale and using the definition of the critical exponent $\nu$ for the correlation length: $\xi \sim 1/|\tau|^\nu$, we obtain:

$$\begin{align*}
(2 + \eta_2) \nu &= 1,  
\gamma &= 1 - (\eta_2 + \eta) \nu,  
2\beta &= 1 - (2 - d + \eta_2 - \frac{1}{2} \eta) \nu,  
\delta &= 3 + \frac{1}{2} \left( 2 - d - \frac{1}{2} \eta \right),  
\alpha &= -2\beta + 1 + (\eta_2 + \eta) \nu,  
\end{align*}$$  

(90)
where for instance the first line follows from the first and the third terms. We observe that the scaling relationships, specified in Eq. (52) in the main text, hold exactly for any value of $\eta_2$. Remembering that $d = 2 - \epsilon$, we can find the critical exponents in terms of the $\epsilon$-expansion, presented in Eq. (53). Although in the first $\epsilon$ order our critical exponents coincide with that of the 3D Ising model, in the next $\epsilon^2$ order they transform into the critical exponents of the 2D Ising model with strong dipolar interactions.\(^{16}\)
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