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Abstract: Service-oriented architecture (SOA) has emerged as a flexible software design style. SOA focuses on the development, use, and reuse of small, self-contained, independent blocks of code called web services that communicate over the network to perform a certain set of simple tasks. Web services are integrated as composite services to offer complex tasks and to provide the expected services and behavior in addition to fulfilling the clients’ requests according to the service-level agreement (SLA). Web service selection and composition problems have been a significant area of research to provide the expected quality of service (QoS) and to meet the clients’ expectations. This research paper presents a hybrid web service composition model to solve web service selection and composition problems and to optimize web services’ resource utilization using k-means clustering and knapsack algorithms. The proposed model aims to maximize the service compositions’ QoS and minimize the number of web services integrated within the service composition using the knapsack algorithm. Additionally, this paper aims to track the service compositions’ QoS attributes by evaluating and tracking the web services’ QoS using the reward function and, accordingly, use the k-means algorithm to decide to which cluster the web service belongs. The experimental results on a real dataset show the superiority and effectiveness of the proposed algorithm in comparison with the results of the state–action–reward–state–action (SARSA) and multistage forward search (MFS) algorithms. The experimental results show that the proposed model reduces the average time of the web service selection and composition processes to 37.02 s in comparison to 47.03 s for the SARSA algorithm and 42.72 s for the MFS algorithm. Furthermore, the average of web services’ resource utilization results increased by 4.68% using the proposed model in comparison to the resource utilization by the SARSA and MFS algorithms. In addition, the experimental results showed that the average number of service compositions using the proposed model improved by 26.04% compared with the SARSA and MFS algorithms.
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1. Introduction

Web services are distributed, loosely coupled software components designed to perform simple tasks and to support interoperable machine-to-machine interaction and exchange data over a network. Web services use the Web Service Definition Language (WSDL) as an interface described in a machine-processable manner to expose the web service functions using Extensible Markup Language (XML) [1]. There are two types of web services:
elementary web services, and service compositions. The elementary web services are used to perform one self-dependent task; meanwhile, the service compositions combine multiple web services connected in sequential order to perform an end-to-end complex task and to respond to users’ requests that cannot be satisfied by single elementary web services using different heuristic and non-heuristic approaches and techniques [2–7]. Integrated web services that construct the service composition can be managed, replaced, and updated and rearranged at runtime without disrupting the ongoing business processes to provide the expected services and behavior in addition to fulfilling the clients’ requests according to the service-level agreement (SLA) [2,3,8,9].

The authors of [8] stated that the Internet is the host environment of web services, and because the Internet is a highly dynamic environment, the web services’ quality of service (QoS) might be affected by various aspects and factors, such as external changes related to the host environment and network, or internal software or hardware evolution. Moreover, the authors of [4,10,11] claimed that web services’ performance and scalability might be affected by denial-of-service (DoS) or distributed denial-of-service (DDoS) attacks by flooding the service composition of the web service with a massive number of synchronous requests to overload web services’ resource capacity and prevent the clients’ SLA or the expected functionality from being fulfilled. The authors of [2,10–13] studied web services’ QoS changes, and built and reconstructed the service composition in addition to the problem of web services’ resource utilization. The authors of [4] stated that resources of the integrated web services in the service compositions are controlled by the web service with the minimum acceptable request capacity per second in the composition. While the resources of the other web services in the same service composition will be wasted and unused, the authors of [9] stated that is not a straightforward process to find the optimal number of web services required to construct the service composition in real time and provide a large-scale web service repository, especially with identical and similar web services functionally. The authors of [3,9] argue that minimizing the number of integrated web services improves the service composition maintenance and management, while also increasing the success rate of responses, minimizing costs, and saving service-composition-utilized resources. The authors of [9–11,13] argue that minimizing the number of integrated web services improves the service composition management and maintenance, as well as reducing costs and increasing the success of the rate of service compositions’ responses.

According to the above discussions and related work, there are five major research perspectives to be analyzed:

1. Design a dynamic approach to improve the process in terms of determining the optimal number of web services required to construct the service composition to satisfy a set of predefined QoS constraints specified in the clients’ SLA;
2. Upgrade the service composition; replace similar web service(s) functionality with the acceptable QoS in the service compositions to substitute the unavailable or unacceptable web service;
3. Enhance the service composition scalability;
4. Optimize the utilization of the web service resources in the service composition construction process;
5. Track the service composition requests to make sure that the clients’ SLA QoS requirements are satisfied.

To achieve our goal using the proposed model, a classification of the web services specified by the services’ action that presents the web services’ functionality is needed. Then, using the k-means clustering algorithm, the classified web services will be grouped in clusters according to the web service reward calculated using the composition reward function. The classification and the clustering processes are used to avoid exhaustive
search in the large-scale web service repository, and to speed up the search process. Later, the knapsack algorithm is used to construct the service composition, and the participating web service rewards will be used to find the service composition reward, which represents the QoS of service composition. After the construction of the service composition, if some of the participating web service resources are still available, as represented by the web service capacity, such web services can be used by other service compositions to enhance the resource utilization and provide additional service compositions that satisfy the clients’ requests and the SLA requirements. Finally, each time the service composition is invoked, the composition reward function will be used to track the service composition requests and compare the results with the clients’ SLA QoS requirements, updating the service composition knapsack whenever the minimum requirements of the clients’ SLA QoS attributes are not met.

This research presents a hybrid technique using k-means clustering and knapsack algorithms to solve the service composition construction process problem efficiently. The main contributions are:

- The proposed model has been tested on a real benchmarks dataset (QWS) to demonstrate its efficiency for optimizing the web service resource utilization, tracking the service composition QoS using the composition reward function, and in comparing the results with the requirements of clients’ SLA QoS attributes;
- The experimental results show that the proposed model reduces the average time of the web service selection and composition processes to 37.02 s in comparison to 47.03 s for the state–action–reward–state–action (SARSA) algorithm and 42.72 s for the multistage forward search (MFS) algorithm. Furthermore, the average of web services’ resource utilization results increased by 4.68% using the proposed model in comparison to the resource utilization by the SARSA and MFS algorithms. In addition, the experimental results show that the average number of the service compositions using the proposed model improved by 26.04% in comparison to the SARSA and MFS algorithms.

The proposed web service composition model using k-means clustering and knapsack algorithms is used to enhance the service composition selection and construction processes and to optimize web services’ resource utilization by maximizing the service compositions’ QoS and minimizing the number of web services integrated in the service composition knapsack.

The proposed model uses the unsupervised machine learning k-means algorithm to discover underlying patterns and to group convergent data together, where the k-means algorithm creates clusters that hold the web services with similar QoS characteristics [14,15], while the knapsack algorithm is used to determine the objects to be placed in the knapsack—where the goal is to maximize the profit of the placed objects without exceeding the knapsack capacity [9]. The proposed model uses the knapsack algorithm to construct the service compositions by choosing the web services to be integrated in the service composition knapsack to maximize the QoS value of the web services without exceeding the capacity that represents the minimum acceptable number of requests by the service composition.

The experimental results of the proposed model will be compared with the composition results of the multistage forward search (MFS) algorithm and SARSA reinforcement learning to prove the robustness and effectiveness of the proposed model.

This research paper is organized as follows: Section 2 presents published web services selection and composition research; in Section 3, the proposed model is introduced, which includes the web service selection and composition QoS attributes, as well as the reward functions, the processes of classification and clustering, and the knapsack algorithm; Section 4 discusses the experiments’ dataset, results, and evaluation; finally, Section 5 presents the research conclusions and suggestions for future work.
2. Related Work

Web service selection and composition has been addressed as one of the active research areas to improve the performance and reliability of service composition construction [3–6]. Different approaches and mechanisms have been suggested to solve the web service selection and service composition, such as ignoring the clients’ requests that exceed the service composition maximum capacity to avoid denial-of-service (DoS) and distributed denial of service (DDoS) attacks [10,11]. The authors of [4] proposed a mechanism to prioritize the clients’ requests according to their class in order to avoid DoS and DDoS attacks. Many researchers have suggested artificial intelligence (AI) algorithms to improve web service selection and service composition efficiency and effectiveness. The authors of [7] proposed a selection and composition technique using a genetic-based algorithm for combining cloud services that ensures that the services provided are working efficiently. The authors of [16] proposed an algorithm using simulated annealing and a genetic algorithm to optimize web services’ selection and composition ability.

Moreover, Ref. [13] used a Bayesian learning algorithm to estimate the true probability models involved in the Markov decision processes, where the workflow composition is modeled as a decision to find the solution that represents the best service composition. Furthermore, Ref. [2] proposed a model based on the Markov decision process to solve the problem of service composition by employing artificial and real datasets to validate the proposed approach using the iterative policy evaluation, value iteration, and policy iteration algorithms. The results of the proposed model were compared with two popular reinforcement learning algorithms: SARSA, and Q-learning. Other researchers proposed approaches focused on different graph-based algorithms to solve the service composition problem [12,17]. The authors of [18] suggested an approach using dynamic programming to generate a weighted multistage graph and to find the longest path as a solution for the web service selection problem. The authors of [19] proposed a method based on the integrated ant colony and artificial bee colony optimization algorithms to find the optimal solution for web service selection and composition using the directed workflow modeled as a directed acyclic graph used to determine the optimal feasible path that represents the best service composition. The authors of [20] presented a method to optimize the web service composition by modeling the semantic relationships between all of the web services into a directed graph to find all of the shortest paths. Moreover, Ref. [9] proposed a mechanism based on the knapsack-variant algorithm by mapping the relevant web services into items with changeable volume and cost to generate a service dependency graph. Using the generated graph, they transformed each search step on the graph into a dynamic knapsack problem and calculated the minimum composition that satisfies the client’s SLA requirements using the knapsack-variant algorithm.

Furthermore, Ref. [21] introduced the smart multistage forward search (SMFS) technique to enhance the web service selection and composition in addition to optimizing the WS resource utilization. The SMFS technique is a modified version of the SMF where the web services’ resources can be shared by different client classes to utilize the unused web services’ resources and to construct new service compositions.

Other researchers suggested using reinforcement learning methods in service composition. The authors of [22,23] proposed an adaptive and dynamic service composition using a Q-learning algorithm, while [24] suggested the use of SARSA reinforcement learning to solve the service composition problem. The authors of [25] proposed a multi-agent reinforcement learning model for web service composition by modeling the service composition as a Markov decision process using a distributed Q-learning algorithm.

According to the previous discussion, researchers are working hard to optimize the service composition process—especially during the selection—and creating procedures to minimize and utilize the web service composition and its resources effectively and efficiently. This paper introduces an efficient model using k-means clustering, knapsack, and composition reward function to optimize the web services’ selection and service composition in addition to reusing and utilizing the available web services’ resources optimally in large-scale web service repositories.
3. Proposed Web Service Composition Model

This research paper proposes a web service composition model to improve the web service selection and service composition process and to optimize the utilization of the available web services’ resources using k-means clustering and knapsack algorithms.

The proposed model consists of four processes: the first process classifies the web services into classes based on each web service action; the second process creates clusters inside each class based on the web services’ QoS attributes and the reward function; the third process constructs the services’ compositions using the knapsack algorithm; and the final process tracks and evaluates the QoS attributes related to the integrated web services that construct the service composition using the reward function, where web services’ and compositions’ QoS attributes are used to find the reward function of the service composition to evaluate and track the provided services and to upgrade the composition knapsacks according to the service-level agreement requirements.

3.1. Web Service QoS Attributes

Web service response time is the time needed by a service to successfully respond to a request. Response time is one of the important QoS attributes that is used to classify the web services and to achieve the clients’ SLA requirements. A web service’s response time can be calculated using the following equation [26]:

\[ \text{WSResTime} = \text{WSResTime(in)} + \text{WSResTime(out)} \]  

where \( \text{WSResTime(in)} \) and \( \text{WSResTime(out)} \) are the web service’s invocation round trip transmission time; \( \text{WSResTime(in)} \) represents the request time from the service invoker to the web service, and can be calculated using Equation (2):

\[ \text{WSResTime(in)} = \frac{\text{packetsize}}{\text{availablebandwidthin} - \text{inbytes}} \]  

while \( \text{WSResTime(out)} \) is the time required by the response of the web service to reach the invoker; Equation (3) is used to find \( \text{WSResTime(out)} \):

\[ \text{WSResTime(out)} = \frac{\text{packetsize}}{\text{availablebandwidthin} - \text{outbytes}} \]  

Web service Availability is the probability that the web service is accessible and ready for immediate use; it can be calculated using the following equation [26]:

\[ \text{WSava} = \frac{\text{uptime}}{\text{Total Time}} \times 100\% \]  

where:
- The up time denotes the web service’s operational time between the last web service failure to the next failure, which is known as the mean time between failure (MTBF);
- The Total Time is the overall period of the web service’s operation being investigated.

Web service throughput represents the number of requests the web service can process successfully within a defined period.

\[ \text{WSThr} = \frac{\text{Cs}}{\text{Time}} \]  

where:
- The \( \text{Cs} \) is the number of web service requests served successfully;
- Time is the period of the web service’s operation being investigated.
3.2. Service Composition QoS Attributes and Composition Reward Function

Reward function is used to find the web service’s QoS reward (R), where the R value is measures using the web service’s QoS attributes; R is calculated in the following equation proposed in [2]:

\[ R_{(WSi)} = \alpha - \beta + \gamma \]  

(6)

where:

- \( R_{(WSi)} \) is the reward value gained by the web service (i);
- \( WSi \) is the web service with state I, where \( i \in \{t, t + 1, t + 2, ..., n\} \);
- \(\alpha\) is the web service availability reward;
- \(\beta\) is the web service response time reward;
- \(\gamma\) is the web service throughput reward.

The web service availability reward (\(\alpha\)) can be calculated using:

\[ \alpha = \frac{AV^S - AV_{\text{min}}}{AV_{\text{max}} - AV_{\text{min}}} \]  

(7)

where:

- \( AV^S \): The availability value of the web service with state (i) calculated using Equation (4);
- \( AV_{\text{min}} \): The minimum value of the web service availability in the web services’ cluster;
- \( AV_{\text{max}} \): The maximum value of the web service availability in the web services’ cluster.

While the web service response time reward (\(\beta\)) can be calculated using:

\[ \beta = \frac{RespTime^S - RespTime_{\text{min}}}{RespTime_{\text{max}} - RespTime_{\text{min}}} \]  

(8)

where:

- \( RespTime^S \): The response time value of the web service with state (i) calculated using Equation (1);
- \( RespTime_{\text{min}} \): The minimum value of the web service response time in the web services’ cluster;
- \( RespTime_{\text{max}} \): the maximum value of the web service response time in the web services’ cluster.

Finally, the web service throughput reward (\(\gamma\)) can be calculated using:

\[ \gamma = \frac{Thr^S - Thr_{\text{min}}}{Thr_{\text{max}} - Thr_{\text{min}}} \]  

(9)

where:

- \( Thr^S \): The throughput value of the web service with state (i) calculated using Equation (5);
- \( Thr_{\text{min}} \): The minimum value of the web service throughput in the web services’ cluster;
- \( Thr_{\text{max}} \): The maximum value of the web service throughput in the web services’ cluster.

The sum of all integrated web services’ rewards is the service composition reward value, which can be calculated using:

\[ SCr = \sum_{i=1}^{n} R_{(WSi)} \]  

(10)

where

- \( R_{(WSi)} \) is the reward value gained by the web service (i) using Equation (6).

3.3. Proposed Model Processes

The proposed model uses several algorithms to achieve the research goals. The following steps illustrate how the processes in the proposed model work and execute:
1. Classify the web services into classes based on the web service action. Web services with the same functionality will be grouped in one class together. Moreover, if a composite service provides a certain task and also contributes the required functionality, such composite services will be treated as one service and grouped within the class according to the composite service’s action;

2. Use the classified web services to create clusters inside each class based on the web services’ QoS attributes calculated using Equations (1), (4), (5) mentioned in Section 3.1. The following steps represent the k-means clustering algorithm:

   - Step 1: Randomly generate (k) random points as initial clusters’ centers;
   - Step 2: Assign each point to the nearest cluster center using the Euclidean distance between web service \( x_i \) and cluster center \( \mu_k \) (Equation (11)):
     \[
     j(\mu_k) = \sum_{i=1}^{m} \sum_{k=1}^{K} |x_i - \mu_k|^2 
     \]
     where:
     - \( j(\mu_k) \): squared error function;
     - \( k \): index of the web services’ clusters;
     - \( i \): index of the web services;
     - \( x_i \): web service;
     - \( \mu_k \): center of the web services’ cluster.
   - Step 3: Re-compute the new cluster centers using Equation (12):
     \[
     \mu_k = \frac{1}{m} \sum_{i=1}^{m} x_i 
     \]
     where:
     - \( m \) represents the number of web services in the kth cluster;
     - \( x_i \): web services in the cluster.

Repetition step: Repeat steps 3 and 4 until convergence; the assignment of points to clusters becomes stable;

Cluster Selection step: Select the web service clusters that meet the clients’ SLA, which will be used in the service composition process.

After the algorithm’s completion, the results are the number of clusters where each cluster contains all web services with the same action and similar QoS attributes. Figure 1 demonstrates the web service classification and k-means clustering algorithms.

3. Using the knapsack algorithm, construct the service compositions according to clients’ classes and to satisfy the requirements of the SLA. Step 1: Define the knapsack volume \{\|
\}, cost, capacity, and weight for each client’s class, where the knapsack cost is the sufficient QoS value of the web services, and the knapsack volume set comprises the web services integrated in the service composition, while the knapsack capacity represents the minimum acceptable number of requests by the service composition, and the weight is the minimum QoS value of the client’s class SLA; Step 2: Generate two random numbers \( (R_1, R_2) \) where \( R_1 \in \{1, 2, 3, \ldots, N\} \) and \( R_2 \in \{1, 2, 3, \ldots, M\} \), \( N \) is the number of web services’ actions classes, \( R_2 \) is the number of clusters inside the \( R_1 \) class, and \( R_1 \) and \( R_2 \) are not in the knapsack volume set; Step 3: Search for a web service with an action that matches the random number \( R_1 \) from the cluster that matches the random number \( R_2 \), where the selected web service’s maximum capacity value is the minimum value in the \( R_2 \) cluster, and the QoS reward (Equation (6)) value is the highest value in the cluster \( R_2 \); Step 4: After the selection process, insert the selected web service in the knapsack volume set, and then use the composition reward function equation (Equation (10)) to find the service composition QoS reward value, which represents the knapsack cost; Step 5: repeat steps 3 and 4 until the knapsack is full or no more \( R_1, R_2 \) can be generated (there are no more available web services in the cluster); Step 6: After constructing the service compositions in
case one of the web services' maximum capacity is less than that of the other web services participating in the service composition, the web services' available capacity must be set to the difference between the maximum capacity of the web service and the minimum value of the maximum capacity related to the web service in the service composition. Therefore, all of the web services participating in the construction of the service composition might have available resources according to the web service with minimum value of the maximum capacity. This value is called the available capacity; Step 7: Define the composition threshold minimum (WSAVA.cap), which is the minimum number of requests that can be accepted and executed by the web services with resources that can be used to construct other service compositions; then, go to step 1.

Figure 1. Web service classification and k-means clustering algorithm.

4. After the composition process, all of the service composition requests will be tracked, and the value of service composition reward will be compared with integrating web services to make sure that all of the clients' SLA QoS attributes are satisfied. If one of the web service QoS rewards ($\alpha, \beta, \gamma$) is less than zero (negative value), this means that the web service's QoS attributes are less than the acceptable minimum value in its clusters; accordingly, it must be replaced with another web service and moved to another cluster; otherwise, the service composition will not satisfy the clients' SLA requirements. Figure 2 illustrates the knapsack algorithm implemented in the service composition process.
Figure 2. Service composition using the knapsack algorithm.

After the algorithm’s completion, the results are the number of clusters where each cluster contains all web services with the same action and similar QoS attributes. Figure 1 demonstrates the web service classification and k-means clustering algorithms.

4. Experimental Simulation, Results, and Discussion

A modified version of the hybrid service-oriented architecture simulator for web service selection and composition created by [27] was used to implement the suggested service composition paradigm. The simulator uses the QWS web service dataset proposed by [28]. QWS is a labeled dataset that contains 2508 web services. The dataset describes real-world QoS evaluation using response time, availability, throughput, and other QoS attributes, where the web services in the QWS dataset are divided into 830 excellent web services, 831 good web services, and 847 poor web services. The simulator supports the service classification and composition, in addition to the SLA gap used to simulate the behavior of the real web services and the changes in the QoS values during the service execution engine running. Hence, a modification to the simulator applies the k-means clustering and knapsack algorithms to evaluate the proposed technique. All simulation experiments were performed using an i7-3632QM processor 2.20 GHz computer with 8 GB DDR3 RAM. The initial simulator setup parameters are shown in Table 1.
Table 1. Hybrid service-oriented architecture simulator setup parameters.

| Parameter                                      | Value |
|------------------------------------------------|-------|
| Number of runs                                 | 20    |
| Number of clients/runs                        | 1000  |
| Minimum number of requests/client              | 50    |
| Maximum number of requests/client              | 5000  |
| Number of web services                         | 2509  |
| Number of clients                              | 200   |
| Minimum value of web services’ maximum capacity level | 600   |
| Maximum value of web services’ maximum capacity level | 1800  |
| Minimum number of web services in service composition | 5     |
| Maximum number of web services in service composition | 10    |

Researchers presented several algorithms and techniques using AI algorithms to handle the web service selection and composition challenge, as indicated in the related work section. This section presents results of the time required to select and construct service composition using the proposed model compared to results of the time required by the reinforcement learning algorithms SARSA and multistage forward search (MFS), as well as the comparison between the number of constructed service compositions using the proposed model, SARSA, and MFS; it also presents the comparison between the results of the web service resource utilization for the proposed model, SARSA, and MFS.

The multistage forward search algorithm [29] is one of the dynamic programming algorithms used to find the minimum cost from source to sink. The multistage forward search algorithm starts with graph construction using the relevant web services and divides the web services into a set of stages based on their actions; then, the MFS algorithm is used to find the service composition that represents the best path in the graph.

SARSA is proposed by [30] as one of the reinforcement learning algorithms used for learning a Markov decision process policy. SARSA depends on the agent interactions with the environment (states) and the rewards for the chosen actions related to states to update the Q-value.

This section shows the comparison between the proposed model and the multistage forward search and SARSA in web service selection and service composition. The QWS Dataset contains 2508 web services, which are grouped into three clusters—excellent, good, and poor—where the excellent cluster contains 830 web services, the good cluster includes 831 web services and, finally, the poor cluster holds 847 web services.

Figure 3 shows the time needed to construct the web services using the proposed model, MFS algorithm, and SARSA algorithm with different numbers of web services in each service composition, where the proposed model composition threshold minimum (WSAVA.cap) = 100 requests. Meanwhile, Figure 4 illustrates the service composition’s construction time where the composition threshold minimum (WSAVA.cap) = 200 requests. In both Figures 3 and 4, the SARSA algorithm learning rate = 0.7. Figure 3 confirms that the experimental results of the proposed model reduce the average time of web service selection and composition processes to 39.8 s, compared to 47.03 and 42.72 seconds for the SARSA and MFS algorithms, respectively.
Furthermore, Figure 4 shows that the average selection and composition time of the proposed model when the composition threshold minimum (WSAVA.cap) = 200 is reduced to 34.24 s, compared to the average SARSA and MFS selection and composition times, which are 47.03 and 42.72 s, respectively.

Figures 3 and 4 confirm that the time required by the proposed model for the selection and construction processes is less than the time needed by the SARSA and MFS algorithms, even with the extra time needed to construct the additional service compositions and share the unused and available web service resources, where the complexity time of the MFS dynamic programming algorithm is $O(n^2)$, which is less than the time needed by the SARSA algorithm to discover the state space and to build the optimal service compositions, which might require more than one iteration to find.

Figure 5 shows the number of constructed service compositions based on the number of web services integrated in the composition using the proposed model, the MFS
algorithm, and the SARSA algorithm, with different numbers of web services in each service composition, and where the proposed model composition threshold minimum (WSAVA.cap) = 100 requests. Meanwhile, Figure 6 illustrates the number of service compositions where the composition threshold minimum (WSAVA.cap) = 200 requests. In both Figures 5 and 6, the SARSA algorithm learning rate = 0.7.

Figure 5 confirms that the number of constructed service compositions using the proposed model exceeded the number created by the SARSA and MFS algorithms, where the results show that using the proposed model increased the number of service compositions by 41.61% compared to the SARSA and multistage forward search algorithms.

![Figure 5. Number of constructed service compositions with composition threshold = 100.](image)

Moreover, Figure 6 shows that using the proposed model with a composition threshold minimum (WSAVA.cap) = 200 increased the number of the constructed service compositions by 10.47% compared to the SARSA and multistage forward search algorithms. The results illustrated in Figures 7 and 8 illustrate that the proposed model raises the number of service compositions, especially when the threshold minimum (WSAVA.cap) = 100; because the minimum number of acceptable requests by web services participating in the service composition equals 100 requests, this allows the building of more service compositions by sharing additional resources between different integrated web services.

Figure 7 presents the number of used and unused web services utilized in the service compositions using the proposed model, and the MFS and SARSA algorithms. Figure 7 also shows that when the composition threshold minimum (WSAVA.cap) = 100 the average improvement of the web services’ resource utilization is around 5.6% using the proposed model compared to the other algorithms.

Figure 8 presents the number of used and unused web service resources in the services composition process using the proposed model, and the MFS and SARSA algorithms, where the web services’ resource utilization using the proposed model increased by up to 3.75% compared to resource utilization by the SARSA and MFS algorithms when the composition threshold minimum (WSAVA.cap) = 200.
Figure 6. Number of constructed service compositions when the composition threshold = 200.

Figure 7. The number of used and the unused web services when the composition threshold = 100.

As noted, the percentage of the web services’ resource utilization when the composition threshold equals 100 is better than the results when the composition threshold equals 200. This is related to the minimum number of requests allowed in the service compositions, which means that the unused web services and the web services with available resources will be utilized and reused to construct a greater number of service compositions and to provide services to clients and consumers that satisfy the SLA requirements.
The number of used and unused web services when the composition threshold = 200.

5. Conclusions

This research paper has proposed a novel model to solve the web service selection and composition problem and to enhance web service resource utilization using k-means and knapsack algorithms and composition reward function. A comparison of the results of the proposed model with the SARSA and MFS algorithms shows the reliability, soundness, and validity of our model, where the experiments were conducted using the hybrid service-oriented architecture simulator and the QWS dataset. The experiments on the benchmark QWS dataset showed significant improvement of the proposed model over the SARS and MFS algorithms in terms of the number of constructed service compositions, where the average of the additional number of service compositions constructed by the proposed model using the composition thresholds 100 and 200 is 26.04% compared to the number of created service compositions by the SARSA and MFS algorithms. Furthermore, the experimental results show that the proposed model enhances the web services’ resource utilization by 4.68% compared to the SARSA and MFS algorithms, where 4.675% is the average number of integrated web services using web service composition thresholds of 100 and 200 requests. The results also show that the proposed model’s selection and construction process time is less than the time required by the SARSA and MFS algorithms in both cases when the composition threshold equals 100 and 200 requests. The complexity time of the proposed model is O(n), where ‘n’ is the number of web services. Additionally, the classification and the clustering processes in the proposed model are used to avoid exhaustive search in the large-scale web service repository, and to speed up the search process.

On the other hand, the complexity time of the MFS algorithm is O(n2), which is less than the time for more than one iteration required by SARSA to discover the state space of the web services dataset and to construct the optimal collection of service compositions. Moreover, SARSA might stick to suboptimal solutions or end up with no solution at all. The experimental results confirm that even with the extra time needed by the proposed model to utilize the available web service resources after the first composition phase—and to create additional service compositions, which will offer more service composition to be used by clients—the proposed model reduces the average time of the web services’ selection and composition processes to 37.02 s, compared to 47.03 and 42.72 s for the SARSA and MFS algorithms, respectively, where the proposed model’s average time is calculated using
the processing time for composition thresholds of 100 and 200. For future perspectives on the subject of web service composition, it would be valuable to conduct experiments that address the process of real web service compositions that simulate the behavior of real servers, networks, and web services. Moreover, the effects of the other QoS attributes on the service compositions’ rewards or penalties should be investigated.

One of the limitations of the proposed model is the availability of web services with different functionality and diversity of QoS attributes that are required to construct an end-to-end service composition according to the SLA requirements, which is one of the major challenges related to service compositions in general. This challenge affects the process of service composition construction; when the web service with the required functionality is unavailable, it will be hard to complete the service composition, and the required SLA might not be achieved for all clients. Another limitation considered to be a challenge is the unavailability of the web service either when the integrated web service is down, or when the web service cannot either provide the service with the minimum SLA requirements or provide a substitutional web service. This will also directly affect the execution of the service composition, and will stop the provided service.
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