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ABSTRACT Recent advancements in Intelligent Transportation Systems suggest that the roads will gradually be filled with autonomous vehicles that are able to drive themselves while communicating with each other and the infrastructure. As a representative driving pattern of autonomous vehicles, the platooning technology has great potential for reducing transport costs by lowering fuel consumption and increasing traffic efficiency. In this paper, to improve the driving efficiency of autonomous vehicular platoon in terms of fuel consumption, a path planning scheme is envisioned using deep reinforcement learning on the network edge node. At first, the system model of autonomous vehicles platooning is given on the common highway. Next, a joint optimization problem is developed considering the task deadline and fuel consumption of each vehicle in the platoon. After that, a path determination strategy employing deep reinforcement learning is designed for the platoon. To make the readers readily follow, a case study is also presented with instantiated parameters. Numerical results shows that our proposed model could significantly reduce the fuel consumption of vehicle platoons while ensuring their task deadlines.

INDEX TERMS Path planning, platooning, fuel consumption, Q-learning.

I. INTRODUCTION
In recent years, with the development of economy and the advancement of urbanization, the global car ownership has gradually increased, and a series of problems such as traffic congestion, accidents, pollution, shortage of land resources have become increasingly prominent. Transportation industry is the basic need and precondition of national economic development. Road traffic has become the subject with the largest energy consumption and the fastest growth rate among all kinds of transportation modes. Transportation has accounted for more than 30% of China’s oil consumption, among which road transportation is the most energy-consuming mode (accounting for more than 70%) [1].

Novel semi-automated driving technologies, collectively referred to as Cooperative Adaptive Cruise Control (CACC) [2], enable vehicles to drive very close together as a platoon. From Figure 1, we can see that vehicles in a platoon are virtually linked and communicate with each other through wireless communication technology [3], [4]. The leading vehicle is manually driven at the first position of the platoon and automatically followed by one or more
following vehicles. This means that the following vehicles automatically brake, steer and (de)accelerate based on the actions of the leading vehicle [5]. Driving close together reduces fuel consumption as it improves the aerodynamics of all vehicles in the platoon [6]. Test vehicle experiments suggest savings of up to six percent for the leading vehicle and ten percent for the following vehicles [7].

On the other hand, using path planning to choose an optimal path for the platoon can reduce traffic congestion that directly leads to increasing fuel consumption [8]. Path planning is to find a path from the starting point to the terminal point in a particular network according to some evaluation standards (such as the shortest or the fastest, etc) [9], which is an important way to reduce fuel consumption. Traditional path planning algorithm can only solve the static shortest path problem [10], due to not considering the real-time road conditions such as traffic jams, accidents, etc., the shortest path is not the optimal path. Therefore, many scholars have carried out extensive research on the path planning problem [11], and made some progress, but mainly focused on solving the shortest path or the shortest time, the research on energy saving path planning is very little.

So it is our goal to train vehicles according to machine learning [12], so as to improve vehicle learning and judgment function, reduce the time required for judgment calculation, quickly select the optimal path [13]. Millions of vehicles are connected to the Internet, generating zillions bytes of data at the network edge. Driving by this trend, there is imperative to push the AI frontiers to the network edge so as to fully unleash the potential of the edge big data [14]. To meet this demand, edge computing [15], [16], an emerging paradigm that pushes computing tasks and services from the network core to the network edge [17], has been broadly recognized as a promising solution. In this paper, we propose integrating the edge computing and the platoon computing together, Figure 2 is a VANET model based on edge computing, and then use Q-learning algorithm for path planning. The system scheme is shown in Figure 3.

The non-platoon represents a free vehicle that is not in the platoon, and wired link means network cable, optical fiber and other channels that can transmit data.

The main contributions of our work are as follows:

- We employ the platooning technology for autonomous vehicles, which allows vehicles to electronically dock on the road and then follow completely automatically. And platooning can increase the driving stability and minimizing the waste of gasoline.
- Reinforcement learning is applied in our work to enable the vehicle to choose the optimal path at the known starting and ending points, so as to improve the driving efficiency and road utilization.
- To address the problem of limited storage and computing power of platoon, we put forward the mobile edge computing-based platoon to accelerate the planning of the optimal path.

The rest of our paper is organized as following. In Section II, some related work was reviewed. In Section III, We form platoon model according to the traffic information, and calculate the utility of platoon according to the analysis, so as to establish a model of energy saving. Section IV, we calculate the best path with reinforcement learning. In Section V, we propose a case study, in which the platoon can choose the most fuel-efficient route. Numerical results are given in Section VI with corresponding performance evaluations. Our paper is concluded in Section VII, with the frontier direction, development trend and challenges given.

For simplicity, the notations used in our paper are listed in Table 1.

II. RELATED WORK

A. INTELLIGENT PATH PLANNING

In path planning, many ways are used to study the strategy of path planning. The A* algorithm [18] is one of the most efficient algorithms for calculating a safe route with the shortest distance cost. However, the route generated by the conventional A* algorithm is constrained by the resolution of the map. Multi-agent path planning (MAPP) [19] is increasingly being used to address resource allocation problems in highly dynamic, distributed environments that involve autonomous agents. Dijkstra algorithm [20] has the defect of high search time without considering the target information in the global space. In addition, many intelligent algorithms, such as fuzzy logic [21], genetic algorithm (GA) [22], and neural network [23], [24] have been used for path planning of mobile robots [25], [26]. Among the existing methods to solve the global path optimization problem, GA shows strong robust optimization performance by simulating the natural evolution of the population. Imitation learning [27] can provide direct reference for every step of decision-making, so as to alleviate
the problem of delayed reward. Therefore, we will start the research on path planning through reinforcement learning. Q-learning is a branch of reinforcement learning, and it is mainly used to solve sequential decision-making problems and enable autonomous vehicles to learn a large number of behavioral skills with minimal human intervention.

B. PLATOONING EDGE COMPUTING

In the platoon, using reinforcement learning for path planning will inevitably lead to a large number of data for every vehicle, while the storage and computing capacity of the vehicle itself is limited. Mobile Edge Computing (MEC) is a new paradigm with potential to improve vehicular services through computation offloading in close proximity to mobile vehicles [28]. However, how to execute computing-intensive applications on resource-constrained vehicles still faces huge challenges. Ning et al. [30] and Juntao et al. construct an intelligent offloading system for vehicular edge computing by leveraging deep reinforcement learning. Vehicular edge computing (VEC) [31] is a new computing paradigm with a great potential to enhance vehicular performance by offloading applications from the resource-constrained vehicles to lightweight and ubiquitous VEC servers. Nevertheless, offloading schemes [32], where all vehicles offload their tasks to the same VEC server, can limit the performance gain due to overload. Multi-Access Edge Computing (MEC) [33] is an emerging network paradigm that can be exploited also in vehicular scenarios to foster a more effective and flexible service delivery. Therefore, we combine edge computing and Q-learning into the platoon.

### III. SYSTEM MODEL

In this section we first present the platooning model upon which the proposed controller is designed. Then, we combine the heuristic algorithm to optimize the overall fuel consumption problem. The procedure of this section is shown in Figure 4.

![FIGURE 4. Optimization process.](image1)

#### A. PLATOON MODEL

Assuming that $n$ autonomous vehicles drive at a constant speed $v$ on a highway with length $Z$, the number of vehicles on the highway, namely the traffic density, can be controlled through the entrance passage. Assuming that vehicles are in a platoon and there are $m$ platoons, with a total of $N$ vehicles. Vehicles belonging to the same platoon are numbered consecutively,

$$i = 1, \text{ starting at the head of the platoon, as shown in Figure 5. We use } v_i \text{ to represent the } i \text{th vehicle in each platoon.}$$

![FIGURE 5. Platoon system.](image2)

The distance between the two vehicles is as follows when the vehicles are in platoon as shown in Figure 5.

$$g_{i,i-1}(t) = s_{i-1}(t) - s_i(t) - L_i. \quad (1)$$

$g$ is the distance between two vehicles, $s$ is the position of the vehicle, $L$ is the length of the vehicle.

$$V(g) = \begin{cases} 
0, & g \leq g_{st} \\
\frac{v_{max}}{2} \left[ 1 - \cos \left( \pi \left( \frac{g - g_{st}}{g_{go} - g_{st}} \right) \right) \right], & g_{st} \leq g \leq g_{go} \\
v_{max}, & g \geq g_{go}
\end{cases} \quad (2)$$

Velocity range $V(g)$ gives the function relationship between expected speed and spacing. $g_{st}$ is the safe distance between vehicles in congested environment, and $g_{go}$ is the...
distance between vehicles in sparse environment, as shown in Figure 6(a).

\[
W(v_{i-1}) = \begin{cases} 
v_{i-1}, & v_{i-1} \leq v_{\text{max}} \\
v_{\text{max}}, & v_{i-1} > v_{\text{max}} 
\end{cases}
\]

Saturation function \(W(v_{i-1})\) describes the switching between \(v_{i-1}\) and \(v_{\text{max}}\) in normal cruise control mode, as shown in Figure 6(b).

When road load and road delay remain unchanged, the platooning model combined with the following driving can shorten the distance between vehicles, increase the road capacity, and improve vehicle arrival rate and passing rate.

A particularly important aspect of the optimal path is to coordinate routes so that platoon can benefit from the overlap of their routes [34]. Therefore, the route of a single vehicle includes not only the desired path, but also the position of their routes [34]. Therefore, the route of a single vehicle coordinate routes so that platoon can benefit from the overlap.

But the cars don’t necessarily go exactly as expected. If this happens, there will be two situations, one is that the motorcade arrives before the expected time, the other is that it arrives beyond the expected time. The distance the vehicle travels is

\[
\text{Din} := \sum_{i=1}^{N_e-1} Z(e[i]) + x^D - x^S = \sum_{i=1}^{N_e} v[i][\hat{t}[i+1] - \hat{t}[i])
\]

\(N_e\) is the number of intersections from the starting position to the terminal position.

When vehicles are traveling in a platoon, we ignore the size of the vehicle, so each platoon consists of a leader and followers. We use the fuel consumption model for each distance as a function of speed, and determing whether the vehicle follows the platoon. The leader of a motorcade consumes the same amount of fuel as a single vehicle, while the follower reduces fuel consumption. Assuming that vehicles are running in a platoon, we indicate that the fuel consumption for each distance is \(f : [v_{\text{min}}, v_{\text{max}}] \times \{0, 1\} \to R^+\):

\[
f(v, \text{follower}) = \begin{cases} 
f_0, & \text{if follower } = 0 \\
f_{\text{follower}}, & \text{if follower } > 0 
\end{cases}
\]

\(f_0\) is the consumption of fuel when the car is the leader in the platoon or when it drives alone. \(f_{\text{follower}}\) is the number of following vehicles, so \(\text{follower } > 0\) is the fuel consumed by the vehicle when it is a follower. Applicable data is analyzed from following functions.

\[
F_{\text{air}} = \frac{1}{2} c_D S_S v^2
\]

The main reason for reducing fuel consumption through platoon is the result of reduced air resistance. Air resistance \(F_{\text{air}}\) can be modeled as equation (6), where \(c_D\) is resistance coefficient, \(\rho\) is air density, \(S_S\) is front area of vehicle,
\( v \) is relative speed of vehicle relative to air flow. When the velocity \( v \) decreases, the air resistance can be significantly reduced.

It is necessary to reduce the speed adjustment, because the speed adjustment will lead to the increase of fuel consumption. For example, when a vehicle is required to maintain a constant 80 km/h, the air resistance of the following vehicle decreases and the required distance between vehicles can be maintained. So, the constraint on the speed of the vehicle is very important. In one experiment \([35]\), the total amount of fuel saved by vehicles running in the platoon was 1045 liters of diesel, and the carbon dioxide emission reduction was 2770 kg. The same goes for all types of vehicles. Therefore, the way to reduce the air resistance is to reduce the air resistance coefficient \( c_D \), which depends on the specific shape of the vehicle and the position of other vehicles. We know that when a vehicle travels at a certain speed, the greater the air resistance, the greater the starting power required, and the greater the fuel consumption. Therefore, reducing the resistance of vehicles in the process of driving is an important measure to reduce energy consumption.

\[
F_{\text{fuel}} = F_{\text{ins}} = p_1 F + p_2
\]

\[
F_{\text{fuel}} = \frac{1}{N_c D_m} \sum_{i=1}^{N} \int_{s_i}^{s_{i+1}} \phi_i \frac{1}{v} ds
\]

\( \phi_i \) is the instantaneous fuel consumption, \( F_{\text{fuel}} \) is the total fuel consumption per vehicle, \( p_1 \) and \( p_2 \) are the influence parameters of engine and gearbox. Specifically, \( p_2 \) is the fuel consumption when the engine idles, and \( P \) is the instantaneous power.

We set a following or leader plan for each vehicle to minimize fuel consumption. The total fuel consumption \( F(\phi_n, \pi_n) \) associated with vehicle \( n \) plan is derived from (5) fuel consumption during the journey.

\[
F(\phi_n, \pi_n) = \int_{t_n}^{t_n^A} f(\phi_n(t), \pi_n(t)\phi_n(t)) dt
\]

\( \phi_n \) is the time distribution of vehicle speed, \( \pi_n \) is the trajectory, \( t_n^A \) is the platooning time of \( n \) vehicles, \( t_n \) is the starting time.

\[
F_c = \sum_{N \in N_c} F(\phi_n, \pi_n)
\]

\( F_c \) is the fuel consumption in the target state of the minimum platoon.

\[
\Delta F(n, N_c) = F(\phi_n, \pi_n) - F(\phi_n, \pi_n, 1)
\]

When fuel savings is \( \Delta F \),

According to the vehicle routing model \( E_c = (N_c, e_c, \Delta F) \) and the team vehicle \( N_l \subset N_c \), We conclude that the total amount of the largest fuel savings is formula (12), which is the optimal state.

\[
F_w = \sum_{i \in N_l \setminus N_l} \max \Delta F(n, N_c)
\]

We can use the cluster algorithm to iterate the result until we get the result \( F_w \) which will not continue to raise. Input a directed graph, output is a group of coordination leaders \( N_c \). Initially, \( N_c \) is an empty set, and each iteration selects a node \( i \). If the target function \( \Delta F \) is added to or removed from \( N_c \), the target function \( \Delta F \) is added to the node and \( N_c \) is updated accordingly.

The clustering algorithm guarantees convergence in a limited time. This is explained by the fact that the number of vehicles in the subset of \( N_c \) is limited, so the number of assigned values is also limited. In each iteration, \( \Delta F(n, N_l) \) increases strictly, so it changes in each iteration, and the same assignment as \( N_l \) never is repeated. Therefore, in the worst case, the clustering algorithm traverses all subsets before termination.

The calculation of vehicle driving plan is divided into four stages:

- Route calculation \( n \in N_c \): Route calculation method for calculating road network is used.
- Platoon calculation for two vehicles: When calculating plans involving two vehicles, the most fuel-efficient routes in these driving processes are recorded as road network models \( E_c = (N_c, e_c) \).
- Selection of motorcade plan: A leading vehicle \( N_l \subset N_c \) is chosen as the consistent subset of the plan calculated in the previous stage, i.e. coordinating the leader. A leading vehicle \( N_l \subset N_c \) is selected in the consistent subset of the driving plan calculated in the previous stage, that is, the coordination leader.
- Joint optimization: The selected motorcade plan is optimized to reduce fuel consumption. The vehicles of platoon are calculated in step 3.

IV. ROUTING STRATEGY

Vehicles are lined up according to their driving paths. Q-learning algorithm is used to train vehicles according to their learning, so as to improve the ability of vehicle robot to learn and judge, reduce the time needed to judge the most fuel saving path, and improve the reaction efficiency. In order to achieve the goal, we generally use state income function and state - action income function as evaluation criteria. In reinforcement learning, all system and environment states are considered Markovian. This assumption simplifies the decision-making process.

When a vehicle changes from the starting state to the ending state (\( S \)), certain actions must be taken during its movement (\( A \)). Every time we take an action, we will get a certain reward. \( R \) is the reward we get after executing the action, positive reward or negative reward is determined by our action. Strategy sets \( \pi \) depend on our action sets. According to the probability of greedy algorithm \( \epsilon \) [36], the return we get will determine our value. Our task is to select strategies to maximize our value.

As shown in Figure 8, we make assumptions about the selected area that the vehicle will encounter before driving. The area in the dotted box is the path area that the vehicle
FIGURE 8. Road condition selection area.

FIGURE 9. State transition income diagram.
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will choose. Figure 9 is the state transition income diagram. We make the assumption that the conditions of arrival are the same and the length of the section is the same.

Define a function $Q(s_t, a_t) = \max R_{t+1}$, in which action $A$ can be executed in state $s_t$ to maximize the benefits after the action is completed.

$$\pi(s) = \arg\max_a Q(s, a) \quad (13)$$

$$Q_{gain}(s, a) = r + \gamma \max_{a'} Q(s', a') \quad (14)$$

$\gamma$ is learning rate.

Algorithm is as follows:

- Set the current state = the initial state;
- Starting from the current state, find the action with the highest Q value;
- Set the current state = the next state;
- Repeat steps 2 and 3 until the current state = the target state.

The above algorithm will return to the specific process of the state sequence from the initial state to the target state, as shown in Figure 10.

Feedback $r$ is the basis of evaluating behavior. The weight of the path is modeled as feedback $r_t(s, a)$, with average time feedback $r_t$. The average time feedback is designed to truly reflect the influence of road traffic conditions on vehicle path planning. With the assistance of vehicle GPS, this optimization method can be used for real-time prediction. $r_d(s, a)$ distance feedback is the inherent feedback that reinforcement learning needs to design. $r_{goal}(s, a)$ is the end-point feedback to ensure that the vehicle will eventually drive to its destination. Feedback enables the vehicle to reach its destination in the shortest time (or the shortest distance). Feedback should be able to truly reflect the impact of traffic conditions on vehicles. Traffic conditions are usually described by factors such as the average time benefit $r_t$ and distance benefit $r_d$ of roads, so the benefit is assumed to be (15) (16) (17) (18).

$$r_t = \begin{cases} 10 & t \leq M \\ 6 & M < t \leq 2M \\ 2 & t > 2M \end{cases} \quad (15)$$

$$r_d = \begin{cases} 5 & d \leq xkm \\ 0 & \text{else} \end{cases} \quad (16)$$

$$r_{goal} = \begin{cases} 5 & \text{ArriveGoal} \\ 0 & \text{else} \end{cases} \quad (17)$$

$$r_m = \rho r_t + (1 - \rho) r_d + r_{goal} \quad (18)$$

$M$ is the average passage time of all sections of the traffic network studied; $d_{ij}$ is the length of each section; $\rho$ is the proportional coefficient, which can be determined according to the way the driver expects and set to be priority. The adjustment of $\rho$ will affect the path planning. We set the learning rate $\gamma$ equal to 0.9 and the initial matrix $Q$ as a
zero matrix. In the process of modeling, intersections can be regarded as nodes, and roads can be regarded as lines connecting two nodes. The weight on the line represents the road traffic condition. When the road network model and the path selection algorithm are available, the best path can be chosen.

V. A CASE STUDY

We assume that the road network is in the selected area of the dashed line frame shown in Figure 8, the selected area that the vehicle will encounter before driving, and we assume that the road environment is ideal and static, the vehicle starts from place 1, and 5 is the target node, there are many route choices in the process of driving obviously. We can determine the optimal path according to the above path selection algorithm, this paper uses greedy algorithm combined with Q-learning algorithm for path planning.

When applying the Q-learning algorithm to the path planning problem, we need to improve the \(Q_{goal}(s, a)\) step by step through trial and error, which requires the system to test and correct every possible \((s, a)\) through the feedback information for many times, so as to get a more suitable control strategy. If the system depends on the feedback from the environment step by step to improve its actions, it means that it will experience a very long learning and training process. To solve the problem of update slow, a counting threshold \(h\) is added to the algorithm in this paper. The update of Q value is determined by the cumulative access times of \((s, a)\). When the cumulative access times reach \(h\), the Q value of \((s, a)\) is updated. It has the ability of multi-step prediction. It can take into account the influence of multiple \((s, a)\) on the Q value in the future, making the learned decision more reasonable and greatly reducing the computational complexity. In order to compare the convergence rate of the algorithm, the following Figure 11 is given for illustration.

![Figure 11. Comparison of convergence rate of Q-learning algorithm.](image)

It can be found that with the increase of training time, the probability of the improved system to find the optimal path increases significantly faster and more quickly. Before the improvement, it will not converge until about 900 seconds, and after the improvement, it will converge at about 500 seconds.

In the process of learning, the probability of randomly selected strategies at the beginning is greater than that of greedy strategies. As the number of iterations increases, the probability of greedy strategy decreases, so the agent chooses action \(a_i\) according to the probability. The formula is shown in (19):

\[
\pi(x) = \begin{cases} 
\text{an action } a' \in A, \\
\epsilon \\
\arg\max_a Q(s, a'), 1 - \epsilon 
\end{cases} \quad (19)
\]

Parameter \(\epsilon \in [0, 1]\) indicates that the probability of search action is empirical value. According to the mechanism of greedy strategy search, simple Q-learning can effectively search for the best action value, but its drawback is that it only chooses the action corresponding to the maximum Q value in the set of alternative actions, and it is impossible to determine whether the choice is the best one or not, which may lead to Q-algorithm unable to search for the optimal path. According to \(\epsilon\)− greedy strategy, we randomly select one of all actions with \(\epsilon\) probability, and select the current optimal action with \(1 - \epsilon\) probability, so that each action may be selected, and multiple sampling will produce different selection paths.

\[
Q(s, a) = \begin{cases} 
(1 - \alpha)Q(s, a) + \alpha[R(s, a) + \gamma \times \max\{Q(\text{next state, all actions})\}], & s \neq \text{goal} \\
Q(s, a) + \gamma \times \max\{Q(\text{next state, all actions})\}, & s = \text{goal}
\end{cases}
\]

where \(\alpha\) is the learning rate, \(\gamma\) is the discount rate. When the vehicle arrives at state 5 (the target), we observe its behavior. We assume that the unreachable section is \(-1\), that is, the \(R\) value of the interconnected section is greater than or equal to 0. Assuming that time and path are equally important, we set the parameter \(\rho\) to 0.5. In order to simulate the real-time changes of road conditions, the distance between road nodes and congestion conditions are randomly set up. So we can deduce from formula (15) (16) (17) (18) and Figure 9:

Because node 5 is the destination, every time to 5 is a cycle until all updates are made. Every update is a learning process. According to the results of multiple iterations, the convergent matrix \(Q_{gain}\) is:

\[
Q_{gain} = \begin{bmatrix}
0 & 40.8 & 44.2 & 41.8 & 0 \\
38.8 & 0 & 44.2 & 0 & 0 \\
40.8 & 38.8 & 0 & 0 & 45.8 \\
28.4 & 0 & 0 & 0 & 45.3 \\
0 & 0 & 44.2 & 41.3 & 0
\end{bmatrix}
\]

Because the matrix \(Q_{gain}\) is initialized to 0, the Q matrix is obtained after several iterations. When the next state 5 (target state) becomes the current state, the iteration is stopped.
After continuous learning, matrix $Q$ will eventually converge. Once the matrix $Q_{gain}$ tends to converge, the optimal path to the target state is learned, and the highest reward value can be obtained according to the sequence of the optimal state. After continuous convergence optimization, it can be concluded that when the starting point is 1 and the target is node 5, the benefit of transition state is shown in Figure 12.

![Figure 12. State transition benefits.](image)

From the graph, we can see that the $Q_{gain}(state, action)$ corresponding value of path 1-3-5 is the largest. The traditional Q-learning algorithm will choose this path, but there is contingency. If the benefits of two paths are the same, then the system will choose the path randomly. When $\epsilon$-greedy strategy is added, with $\epsilon$ probability randomly chooses one action from all actions, and with $1 - \epsilon$ probability chooses the current optimal action, different path selection tables will appear, and the optimal result will be set to the top according to the result.

Intelligent vehicles use the above algorithms to learn from experience. Each experience is equivalent to one training session. In each training session, the agent explores the environment and gets a reward once it reaches the target state. The purpose of training is to enhance the brain of an agent, expressed in matrix $Q_{gain}$. The more training, the better matrix $Q_{gain}$ will be obtained. In this case, if the matrix $Q_{gain}$ has been optimized, then the vehicle will not blindly explore everywhere, but will find the fastest route to reach the target state. When the vehicle encounters similar situations again, the trend that this strategy will be selected, i.e. the probability will increase, whereas the trend of choosing this strategy will weaken, similar to the principle of conditioned reflection. Therefore, we can get the desired strategy by combining the vehicle platoon algorithm. We choose the most fuel-efficient route, and we can get the desired results by platooning in an energy-efficient way.

VI. NUMERICAL RESULTS

In this section, python simulation is used to verify the feasibility and effectiveness of the method in vehicle routing planning and the feasibility of saving fuel. Firstly, we use vissim software to simulate the scene of a single vehicle and test each road. Then, in a simple static environment, the optimal matrix $Q_{gain}$ is obtained by using $\epsilon$-Q-learning algorithm. Finally, the optimal matrix $Q_{gain}$ is applied to path planning in different dynamic environments. Compared with Dijkstra algorithm, Q-learning can compute multiple candidate paths to avoid the failure to change strategies rapidly in case of emergency. Compared with the k-shortest algorithm, Q-learning algorithm has higher efficiency and lower cost. According to the stability comparison of the path planning algorithm in Table 2, the stability of reinforcement learning is obviously higher than that of the other two algorithms. Compared with ant colony algorithm, Q-learning is more stable and reduces the random test results. It does not need too many tests, saves costs and reduces the random selection.

| Algorithm          | Stability |
|--------------------|-----------|
| Q-learning algorithm | 0.9       |
| Dijkstra algorithm  | 0.57      |
| k-shortest algorithm | 0.77     |

Table 3 shows the path selection based on $\epsilon$-Q-learning algorithm when the road condition is like Figure 8. When $\epsilon$ increases, the probability of choosing the main path 1-3-5 decreases and that of other paths increase. As can be seen from Figure 13, minor changes in $\epsilon$ will not have a significant impact, but will highlight the results. According to the experimental results, an appropriate $\epsilon$ value should be
selected without affecting the results. $\epsilon$ should not be too large, or the advantage will be reduced, and $\epsilon$ should not be too small, otherwise it may reduce the appearance of features, so this paper chooses $\epsilon = 0.18$.

Column Figure 14 shows the times our strategy chooses the best path according to $\epsilon$ value when the number of choices is 1, 10, 50, and 100, and $\epsilon$ is 0.01, 0.1, 0.18, 0.20, respectively. It can be seen that the main choice path is provided by the maximum probability selection. Figure 15 shows the time taken by traditional Q-learning and $\epsilon$-Q-learning when the number of intersection nodes is 5, 12, and 16. The number of iterations varies according to the number of nodes. In Figure 16, the simulation results show that the more learning times, the more nodes, the longer the simulation time. In the simulation process, we found that the learning results have been stable after several times, so there is no need to learn too many times. This can improve the efficiency of calculation and reduce unnecessary calculations.

Figure 16 shows a linear relationship between learning times and simulation time. Node5, node12, and node16 in the figure respectively represent the situation that the number of nodes is 5, 12, and 16. The number of iterations varies according to the number of nodes. In Figure 16, the simulation results show that the more learning times, the more nodes, the longer the simulation time. In the simulation process, we found that the learning results have been stable after several times, so there is no need to learn too many times. This can improve the efficiency of calculation and reduce unnecessary calculations.

Figure 17 shows that the time required for K-shortest planning increases linearly with the scale of the network, while the time required for multi-path planning of $\epsilon$-Q-Learning increases with the logarithm of the scale of the network, and the larger the scale of the network, the more obvious the advantages. In addition, the reliability of Q-learning multi-path planning can be guaranteed to be 0.8, but the reliability of K-shortest planning cannot be guaranteed.

When a motorcade travels at a speed of 80 kilometers per hour, the air drag reduction varies according to the distance between vehicles. From Figure 18, we can see that $V_1$, $V_2$, and $V_3$ are the leader, the first follower, and the second follower respectively, and the car body is the same.
Distance indicates the distance between cars. Figure 18 shows that the reduced air resistance of the following vehicle varies according to the relative position of the vehicle relative to the leader and the distance between the vehicles, which will affect the fuel consumption of each vehicle in the platoon, and then affect the overall fuel consumption of the platoon.

Figure 19 shows the impact of the length of platoon on fuel savings. Under the condition that the vehicle speed is 80km/h, the random state in the graph represents the fuel consumption savings of random driving, the actual represents the fuel savings in the ideal driving process of platooning, and the platooning perfect condition represents the excellent savings in the actual driving process of platoon vehicles. As shown in the figure, when the length of platoon is small, fuel savings increase rapidly with the number of tasks. As the length of platoon increases, the trend of fuel economy will decrease or even stagnate. Ideally, assuming that the vehicles are the same, as the length of platoon tends to be infinite, it gradually approaches the maximum fuel savings, because almost every car is a follower throughout the journey. Through the joint optimization of vehicle schemes, we can see obvious fuel savings.

VII. CONCLUSION

The purpose of this paper is to reduce fuel consumption. And for that, we use the platoon mode to reduce the air resistance between vehicles. When the vehicle is traveling, the system will form a platoon with the same terminal point, then take the beginning of overlapping sections as the starting point. Using known starting point and target point combined with reinforcement learning to train platoon to form the planned route quickly. And finally we achieve the purpose of reducing the total fuel consumption with platooning technology. On the other hand, from the point of view of path planning, we should not only control platoon energy saving and emission reduction, but also take control from the general direction, so this paper proposes to use greedy algorithm combined with Q-learning algorithm for path planning, using time, distance and other factors to design combination weight to ensure the reliability of the results. In order to make the route of platoon more likely to be applied to the autonomous vehicles in the real world, the future work needs to study the path planning problem in the unknown dynamic environment.
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