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Abstract: Connections between different M2-brane theories are established via the Higgs mechanism, which can be most efficiently studied on brane tilings. This leads to several M2-brane models, with brane tilings or Chern-Simons levels which have not been considered so far. The moduli spaces of these models are identified and examined in detail. The toric diagrams are constructed using Kasteleyn matrices and the forward algorithm.
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1. Introduction and Summary

Introduction

Considerable progress in understanding theories for multiple M2-branes in various backgrounds has been taking place since the works by Bagger–Lambert [1] and Gustavsson [2]. A key role was played by 3-algebras which, at first sight, do not have a usual field theory structure. Later, it was understood that the theory could be recast as an ordinary field theory [3]. A $U(N) \times U(N)$ Chern–Simons (CS) theory at level $(k, -k)$ with bifundamental matter fields was subsequently proposed by Aharony, Bergman, Jafferis and Maldacena (ABJM) [4] as a model describing $N$ M2-branes in the $\mathbb{C}^4/Z_k$ orbifold background. The worldvolume theory of M2-branes on various backgrounds is now believed to be a $(2 + 1)$-dimensional quiver CS theory [5, 6, 7, 8, 9, 10].

It should be noted that the M2-brane models known so far are not given by the general class of quiver gauge theories; rather, they are **brane tiling** models. We emphasise that every brane tiling gives rise to a quiver but not every quiver can be recast as a brane tiling. Preceding to the developments of M2-brane theories, brane tilings have proved to be a very powerful tool in establishing the relation between $(3 + 1)$-dimensional gauge theories and their moduli spaces which are Calabi–Yau 3-folds [13, 14] (see also [15, 16, 17, 18].

---

**7. Higgsing The $Q^{1,1,1}/\mathbb{Z}_2$ Theory**

7.1 Higgsing Phase I of $Q^{1,1,1}/\mathbb{Z}_2$

7.1.1 Phase II of $(\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2$ from giving a VEV to one of $X_{12}, X_{34}$

7.1.2 The $\mathbb{F}_0 \times \mathbb{C}$ theory from giving a VEV to one of $X_{23}, X_{41}$

7.2 Higgsing Phase II of $Q^{1,1,1}/\mathbb{Z}_2$

7.2.1 Phase III of $(\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2$ from giving a VEV to one of $X_{12}, X_{41}$

7.2.2 Phase II of $(\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2$ from giving a VEV to one of $X_{31}, X_{23}, X_{31}', X_{23}'$

**8. Higgsing The $(\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2$ Theory**

A. Connections between Theories via Massive Deformation

B. M-Theory on CY$_4$ from Type IIA Theory on CY$_3$ with RR fluxes

B.1 The conifold theory with $k$ units of RR 2-form flux on $\mathbb{P}^1$

B.2 The $(\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}$ theory with $k$ units of RR 2-form flux on $\mathbb{P}^1$

B.3 The $SPP$ theory with $k$ units of RR 2-form fluxes on both $\mathbb{P}^1$’s

B.4 The $dP_0$ (or $\mathbb{C}^3/\mathbb{Z}_3$) theory with $k$ units of 4-form flux on $\mathbb{P}^2$

B.5 The $\mathbb{F}_0$ theory with $k$ units of RR 4-form flux on $\mathbb{P}^1 \times \mathbb{P}^1$
for further developments and [19, 20] for reviews). With some modifications, brane tilings have also been successfully applied to (2 + 1)-dimensional CS theories [7, 8, 9].

One of the interesting aspects of (2 + 1)-dimensional CS theories is toric duality\(^2\) [8, 9, 31, 32, 33, 34]. It corresponds to a situation in which one singular Calabi–Yau variety has more than one quiver gauge theory, which we refer to as a (toric) phase or a model, that has this manifold as its mesonic moduli space of vacua. In [9], we studied a number of toric phases and their brane tilings were presented. Subsequently, we will follow closely the presentation as well as nomenclature in [9].

In this paper, connections between different models are established via the Higgs mechanism, which can be most efficiently studied on brane tilings. This leads to several M2-brane models, with brane tilings or CS levels which have not been considered so far. In particular, a vacuum expectation value (VEV) is given to a gauge field in a known M2-brane model. Flowing to an energy scale much lower than the scale set by the VEV, we obtain a new field theory resulting from higgsing gauge groups and integrating out massive fields. This amounts to removing one of the edges that separate the corresponding faces in the brane tiling, as well as collapsing the two vertices adjacent to a bivalent vertex into a single vertex of higher valence [13, 14]. The CS levels associated with the higgsed gauge groups are added.

As a result of the Higgs mechanism, one or more points in the original toric diagram may be removed. Such cases are said to be results of partial resolutions of their original theories. The methods of partial resolutions have been studied in detail for (3+1)-dimensional theories [13, 14, 21, 22, 23, 39, 40], and recently have been discussed in the context of M2-brane theories [31, 33]. In those papers, one or more points in the toric diagram of the original theory are removed, subject to the condition that the resulting toric diagram must be a convex polygon (or a convex polyhedron), and the mesonic moduli space is then identified from the resulting toric diagram. In this paper, instead of starting from removing points from the toric diagram, a quiver field is removed from the brane tiling as a result of the Higgs mechanism, then the forward algorithm [9, 32] is applied to construct the toric diagram as well as to identify the mesonic moduli space from the resulting tiling. The method presented in this paper is clearly more efficient, especially when the original toric diagram is complicated, since the removal of points becomes a result of computations rather than a “trial-and-error” method.

In Appendix A, we discuss another type of relation between M2-brane theories via massive deformations [31, 37], where theories are connected by a renormalisation group flow triggered by adding adjoint masses. In Appendix B, we demonstrate that various theories on M2-branes can be lifted from Type IIA theory on Calabi-Yau 3-folds with RR fluxes.

Below, we summarise key results of this paper in the flow chart and diagrams.

Summary

We draw a flow chart showing the connections between various M2-brane theories in Fig-

\(^2\)Toric dualities have been also studied in detail in the setup of D3-branes at singularities [21, 22, 23, 24, 25, 26, 27, 28, 29, 30].
In the diagram, the central charges, which are inverse proportional to the volumes of the internal manifolds \([41, 42]\), are plotted against the numbers of points in the toric diagram. Note that the volumes of various internal manifolds can be found in [8]. As expected, the central charge as well as the number of points in the toric diagram of the resulting theory are less than or equal to those of the original theory.

If theory A gets higgsed to a different theory B and the number of points in the toric diagram of B is strictly less than that of the theory A, then it is said that theory B can be obtained by a method of partial resolutions of theory A. We summarise how points of the toric diagram are removed as a result of the Higgs mechanism from Figure 2 to Figure 5.

2. A Summary of The \(\mathcal{N} = 2\) Supersymmetric Chern–Simons Theory

Below, we give a brief summary of some useful results on the \((2+1)\)-dimensional CS theory.
A review can be found in [9].

It is known that field theories on the worldvolume of M2-branes probing Calabi-Yau four-fold (CY4) singularities are (2+1)-dimensional $\mathcal{N} = 2$ supersymmetric Chern–Simons
theories with gauge group $U(N)^G$ and with bi-fundamental and adjoint matter fields \cite{5,6,7}. The Lagrangian can be written in the superspace notation as

$$\mathcal{L} = -\int d^4\theta \left( \sum_{X_{ab}} X_{ab}^\dagger e^{-V_a} X_{ab} e^{V_b} - i \sum_{a=1}^{G} k_a \int_0^1 dt V_a D^a (e^{tV_a} D_a e^{-tV_a}) \right) + \int d^2\theta W(X_{ab}) + c.c. \quad (2.1)$$

where $a$ indexes the factors in the gauge group ($a = 1, \ldots, G$), $X_{ab}$ are the superfields accordingly charged, $V_a$ are the vector multiplets, $D$ is the superspace derivative, $W$ is the superpotential and $k_a$ are the CS levels which are integers; an overall trace is implicit since all the fields are matrix-valued. The superpotential $W(X_{ab})$ is assumed to satisfy the toric condition \cite{23}: each chiral multiplet appears precisely twice in the superpotential, once with a positive sign and once with a negative sign.

The vacuum equations are given by

$$\partial_{X_{ab}} W = 0 \quad ,$$

$$\mu_a(X) := \sum_{b=1}^{G} X_{ab} X_{ab}^\dagger - \sum_{c=1}^{G} X_{ca}^\dagger X_{ca} + [X_{aa}, X_{aa}^\dagger] = 4k_a \sigma_a \quad ,$$

$$\sigma_a X_{ab} - X_{ab} \sigma_b = 0 \quad . \quad (2.2)$$

The first set of equations in (2.2) is referred to as the F-term equations. The space of solutions of these equations is called the Master space \cite{45}. The others are in analogy to the D-term equations of $\mathcal{N} = 1$ gauge theories in 3+1 dimensions, with the last equation being a new addition. Note that, in the absence of CS terms, this theory can be viewed as a dimensional reduction of a (3+1)-dimensional $\mathcal{N} = 1$ supersymmetric theory. In particular, $\sigma_a$, the real scalar in the vector multiplet, arises from the zero mode of the component of the vector field in the reduced direction. We refer to the space of all solutions for (2.2) as the mesonic moduli space, and denote it as $\mathcal{M}^{\text{mes}}$.

In \cite{5,6,7}, it was shown that

$$\sum_a k_a = 0 \quad (2.3)$$
is a necessary condition for the moduli space to have a branch which is a Calabi–Yau four-fold. This branch is conjectured to coincide with the mesonic moduli space and is interpreted as the space transverse to the M2-branes.

Let us focus on the abelian case\(^3\) in which the gauge group is \(U(1)^G\). We are interested in the branch in which all the bi-fundamental fields are generically different from zero. In this case, the solutions to the first set of equations in (2.2) give the irreducible component of the Master space, \(\text{Irr}^\mathcal{F} \) \([45]\). The third equation of (2.2) sets all \(\sigma_a\) to a single field, let’s say \(\sigma\). The second set of equations in (2.2) consists of \(G\) equations. The sum of all the equations is zero, and so there are only \(G - 1\) linearly independent equations. These \(G - 1\) equations can be divided into one along the direction of the vector \(k_a\), and \(G - 2\) perpendicular to the vector \(k_a\). The former fixes the value of \(\sigma\) and leaves a \(Z_k\) action, where \(k \equiv \gcd(\{k_a\})\), by which we need to quotient out in order to obtain the mesonic moduli space. The remaining \(G - 2\) equations can be imposed by the symplectic quotient of \(U(1)^{G-2}\). Thus, the mesonic moduli space can be written as

\[
\mathcal{M}^\text{mes} = \text{Irr}^\mathcal{F} \big/ \left( U(1)^{G-2} \times Z_k \right) .
\]

(2.4)

Note that these \(G - 2\) directions are \textbf{baryonic directions} arising from the D-terms\(^4\). They are in the kernel of the matrix

\[
C = \begin{pmatrix}
1 & 1 & 1 & \ldots & 1 \\
k_1 & k_2 & k_3 & \ldots & k_G
\end{pmatrix} .
\]

(2.5)

For simplicity, in many cases \(k \equiv \gcd(\{k_a\})\) is taken to be 1. However, it is easy to generalise the result for \(k > 1\); several explicit examples are given in [7, 8, 44].

**Comments on vanishing CS levels**

In later sections, we encounter models in which all CS levels are zero, \(k_a = 0\). These models result from higgsing various \((2 + 1)\)-dimensional theories. A straightforward application of the formalism that is used in this paper suggests that the moduli space of each of these models contains a branch which is a Calabi–Yau 3-fold (CY\(_3\)). However, since the field theories studied here live on M2-branes, the mesonic moduli space (Higgs branch) is desired to be a 4-fold. Therefore, we need to add an extra complex degree of freedom. This goes as follows.

When the CS levels vanish, the field \(\sigma\) is not constrained by any equation and, therefore, can admit any value. In the presence of a gauge kinetic term, which by supersymmetry

\(^3\)We may as well consider the mesonic moduli space of the non-abelian \(U(N)^G\) theory. This is expected to be the \(N\)-th symmetric product of the moduli space for the abelian case. The Hilbert series can be obtained using the \textit{plethystic exponential} \([43, 44, 45, 46]\), even though a direct derivation is still evasive.

\(^4\)This does not imply that all possible baryonic directions of the particular Calabi-Yau 4-fold are given by these \(G - 2\) directions. It only provides a lower bound. For a given toric phase there are at least \(G - 2\) such baryonic directions and a different phase may give more or less than this number, depending on the number of gauge groups. Such a situation occurs, for example, in Phase II of the \(\mathcal{C} \times \mathcal{C}\) theory and Phase II of the \(D_3\) theory. The precise number of baryonic charges is equal to the number of external points of the toric diagram minus 4 \([9]\).
also adds a kinetic term to $\sigma$, there are two new real degrees of freedom on the moduli space: one is the $\sigma$ fields itself and the other comes from the gauge field and is given by standard Abelian duality arguments. In particular, a real periodic scalar field $\varphi$ is the dual of the centre of mass gauge field $A_0$. See, for example, §6.2 of [53]. One can start from the action

$$g^2 \int |B|^2 + \int \left( B + \sum_{a=1}^{G} k_a A_a \right) \wedge dA_0, \quad (2.6)$$

containing a dynamical vector field $B$ and a gauge coupling $g$. Integrating over $B$ yields the known action for the centre of mass gauge field:

$$- \frac{1}{4g^2} \int |dA_0|^2 + \int dA_0 \wedge \sum_{a=1}^{G} k_a A_a , \quad (2.7)$$

whereas integrating over $A_0$ yields

$$B = d\varphi - \sum_{a=1}^{G} k_a A_a , \quad (2.8)$$

and the action becomes

$$g^2 \int |d\varphi - \sum_{a=1}^{G} k_a A_a|^2 , \quad (2.9)$$

containing a kinetic term for $\varphi$. The $\sigma$ and $\varphi$ fields together can be combined to give a new complex degree of freedom, which implies that the mesonic moduli space is $\text{CY}_3 \times \mathbb{C}$.

We emphasise that this analysis is inspired by the Type IIA–M theory lift. In the Type IIA theory, there is a gauge kinetic term for the D2-brane centre of mass gauge field, with gauge coupling $g$. Note that $g^2 = g_s / l_s$ has a mass dimension 1. From the D2-brane perspective, $g$ is small (with respect to any energy scale) and this corresponds to the UV physics. Flowing to the IR, $g$ becomes large (with respect to any energy scale) and the gauge kinetic term becomes irrelevant being a dimension 4 operator. In the IR, the theory is in the large $g_s$ regime, the $l_s$ being kept small in order to avoid the stringy corrections to the gauge theory, and this is equivalent to the M-theory lift.

### 2.1 The Forward Algorithm

Given the data of the quiver diagram, the superpotential and the CS levels, we can determine the toric diagram of the mesonic moduli space. These pieces of data are encoded respectively in three matrices: the incidence matrix $d$, the perfect matching matrix $P$, and the CS level matrix $C$.

The incidence matrix $d$ contains the charges of the chiral fields under the $U(1)$ factors of the theory and can be easily obtained from the quiver diagram. The matrix $P$ is a map between the perfect matchings (gauge linear sigma model fields) and the quiver fields; it can be easily obtained from the Kasteleyn matrix of the brane tiling (see §2.2 for more details).
We summarise the process leading to the toric diagram, which is given by the $G_t$ matrix, in the flow chart (2.10) [32]. Note that the subscripts indicate the sizes of matrices, $G$ is the number of factors of the gauge group, $E$ is the number of quiver fields, $c$ is the number of perfect matchings.

**INPUT 1:**
Superpotential

$P \times E$ \rightarrow \left( \begin{array}{c} Q_F \times (c-G-2) \times c \\ \end{array} \right)$ = ker($P$)

**INPUT 2:**
Quiver

$d_G \times E$ \rightarrow \left( \begin{array}{c} Q_D \times (G-2) \times c \\ \end{array} \right)$ \rightarrow \left( \begin{array}{c} (Q_F \times (c-G-2)) \times c \\ \end{array} \right)$ = ker$(P')$

**INPUT 3:**
CS Levels

$C_{2\times G}$ \rightarrow \left( \begin{array}{c} (Q_t)_{(c-4)\times c} \\ \end{array} \right)$ \rightarrow \left( \begin{array}{c} (Q_t)_{(c-G-2)\times c} \\ \end{array} \right)$ \rightarrow \left( \begin{array}{c} (Q_t)_{(c-4)\times c} \\ \end{array} \right)$ = ker($Q_t$)

Because the columns of the $G_t$ matrix have length 4, the Calabi-Yau manifold represented by the toric diagram is a 4-fold. Since one of the rows of $G_t$, let’s say the first, can always be picked to be $(1, \ldots, 1)$, we can neglect it and consider only a $3 \times c$ matrix that we shall call $G'_t$. The columns of $G'_t$ give the coordinates of points in the toric diagram, which represent the toric 4-fold by an integer polytope in 3 dimensions.

**2.2 A Summary of Brane Tilings**

The toric condition [23] gives rise naturally to a periodic bipartite graph also known as a brane tiling. The smallest unit of repetition is called the fundamental domain and is represented in the red frame in the figures of subsequent sections. Each face of the tiling corresponds to a gauge group and each edge corresponds to a bi-fundamental field.

We will use indices $a, b, \ldots$ for faces, $i, j, \ldots$ for edges, and $\wp, \varrho, \ldots$ for nodes. The field $\Phi_i \equiv X_{ab}$ transforms under $U(1)_a$ and $U(1)_b$ gauge groups, corresponding to the two faces $a$ and $b$ sharing the edge $i$. The bipartiteness gives rise to a natural orientation of each edge $i$ corresponding to the field $\Phi_i$. This is indicated by an arrow crossing the edge from the face $a$ to the face $b$: we adopt the convention that the arrow ‘circulates’ clockwise around the white node and counterclockwise around the black nodes. The superpotential is given by

$$W = \sum_{\wp} \text{sign}(\wp) \prod_{j_{\wp}} \Phi_{j_{\wp}}$$

where the product is taken over the edges $j_{\wp}$ around the node $\wp$, and sign$(\wp)$ is +1 if $\wp$ is a white node and −1 if $\wp$ is a black node.

We may assign an integer $n_i$ to the edge $i$ such that the CS level $k_a$ of the gauge group $a$ is given by

$$k_a = \sum_i d_{ai} n_i$$

This way of representing $k_a$ is introduced in [7] and is also used in [38].
where \( d \) is the incidence matrix. Due to the bipartiteness of the tiling, we see that the relation \( \sum k_a = 0 \) is satisfied as required.

Many important properties of the tiling are governed by the Kasteleyn matrix \( K(x, y, z) \), which is defined as follows. The entry \( K_{\rho \varphi} \) of the Kasteleyn matrix is zero if there is no connection between the black node \( \rho \) and the white node \( \varphi \). Otherwise, \( K_{\rho \varphi} \) can be written as

\[
K_{\rho \varphi}(x, y, z) = \sum_{j_{\rho \varphi}} \Phi_{j_{\rho \varphi}} z^{w_{j_{\rho \varphi}}(x, y)},
\]

where \( j_{\rho \varphi} \) represents an edge connecting the black node \( \rho \) to the white node \( \varphi \), \( \Phi_{j_{\rho \varphi}} \) is the field associated with this edge, \( w_{j_{\rho \varphi}}(x, y) \) is \( x \) or \( y \) (or \( x^{-1} \) or \( y^{-1} \), depending on the orientation of the edge) if the edge \( j_{\rho \varphi} \) crosses the fundamental domain \([13, 14]\) and \( w_{j_{\rho \varphi}}(x, y) = 1 \) if it does not.

A perfect matching is a subset of edges in the tiling or, equivalently, a subset of elementary fields that covers each node exactly once. The coherent component of the Master space of a toric quiver theory is generated by perfect matchings of the associated tiling. The perfect matchings can be easily obtained from the Kasteleyn matrix as follows: the quiver fields in the \( \alpha \)-th term of the permanent\(^6\) of the Kasteleyn matrix are the elements of the \( \alpha \)-th perfect matching \( p_\alpha \),

\[
\text{perm } K = \sum_{\alpha=1}^c p_\alpha x^{u_\alpha} y^{v_\alpha} z^{w_\alpha}.
\]

We collect the correspondence between the perfect matchings and the quiver fields in an \( E \times c \) matrix (where \( E \) is the number of quiver fields and \( c \) is the number of perfect matchings), called the perfect matching matrix \( P \).

The coordinates \((u_\alpha, v_\alpha, w_\alpha)\) of the \( \alpha \)-th point in the toric diagram are given respectively by the powers of \( x, y, z \) in (2.14). These coordinates can be collected in the columns of the following matrix:

\[
G_K = \begin{pmatrix}
u_1 & u_2 & u_3 & \ldots & u_c \\
v_1 & v_2 & v_3 & \ldots & v_c \\
w_1 & w_2 & w_3 & \ldots & w_c
\end{pmatrix}.
\]

Remarks on the \( G_K \) and \( G_K' \) matrices

Since we can multiply (2.14) by a non-zero variable (with a unit power), we may extend the coordinates of the toric diagram to \((1, u_\alpha, v_\alpha, w_\alpha)\), and so the \( G_K \) matrix becomes

\[
\tilde{G}_K = \begin{pmatrix}1 & 1 & 1 & \ldots & 1 \\
u_1 & u_2 & u_3 & \ldots & u_c \\
v_1 & v_2 & v_3 & \ldots & v_c \\
w_1 & w_2 & w_3 & \ldots & w_c
\end{pmatrix}.
\]

\(^6\)The permanent is similar to the determinant: the signatures of the permutations are not taken into account and all terms come with a + sign. One can also use the determinant but then certain signs must be introduced \([13, 14]\).
There exists a $GL(4, \mathbb{Z})$ transformation $\mathcal{R}$ such that $G_t = \mathcal{R} \cdot \tilde{G}_K$. Note that since we are working on the ring $\mathbb{Z}$, whose only invertible elements are $+1$ and $-1$, it follows that $\det \mathcal{R} = \pm 1$. Equivalently, we can perform a series of elementary row operations on the $\tilde{G}_K$ matrix and end up with the $G_t$ matrix and vice versa. It can be seen that row operations can be performed such that the rows $(1\ 1\ \ldots\ 1)$ in the $\tilde{G}_K$ and $G_t$ matrices remain unchanged. Since $(1\ 1\ \ldots\ 1)$ does not appear in the coordinates of 3d toric diagram, we may omit it and $\tilde{G}_K$ and $G_t$ become respectively $G_K$ and $G'_t$. In many cases, it suffices to consider simply a $GL(3, \mathbb{Z})$ transformation $T$ such that $G_K = T \cdot G'_t$; the toric diagram is rotated or reflected under this transformation.

2.3 The Global Symmetries

As can be seen from all examples in the subsequent sections, it is possible to perform a series of elementary row operations on the $G_K$ (or $G'_t$) matrix such that the rows of the resulting matrix contain weights of non-abelian factors in the mesonic symmetry. To illustrate this, let us consider the $M^{1,1,1}$ theory (§4), whose mesonic symmetry is $SU(3) \times SU(2) \times U(1)$. The $G'_t$ matrix is given by (4.13):

$$
G'_t = \begin{pmatrix}
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0
\end{pmatrix}.
$$

(2.17)

Note that the first two rows contain weights of $SU(3)$ and the third row contains weights of $SU(2)$. Thus, we arrive at the important observation that the non-abelian mesonic symmetry is encoded in the coordinates of the toric diagram.

The existence of a non-abelian $SU(k)$ factor (with $k > 1$) in the mesonic symmetry is also implied by the number $k$ of repetitions of columns in the $Q_t$ matrix.

Since the mesonic symmetry has total rank 4, we can classify all possible mesonic symmetries according to the partitions of 4 as follows:

- $SU(4) \times U(1)$,
- $SU(3) \times SU(2) \times U(1)$,
- $SU(3) \times U(1) \times U(1)$,
- $SU(2) \times SU(2) \times SU(2) \times U(1)$,
- $SU(2) \times SU(2) \times U(1) \times U(1)$,
- $SU(2) \times U(1) \times U(1) \times U(1)$,
- $U(1) \times U(1) \times U(1) \times U(1)$.

If there is precisely one $U(1)$ factor in the mesonic symmetry, we can immediately identify it with the R-charge. Otherwise, there is a minimisation problem to be solved in order to determine which linear combination of these $U(1)$ charges gives the right R-charge.
in the IR \cite{footnote1}. In some simple cases, we can bypass this calculation using a symmetry argument.

The precise number of baryonic charges is equal to the number of external points of the toric diagram minus 4 \cite{footnote2}. The global symmetry of the theory is a product of mesonic and baryonic symmetries.

2.4 Notation and Nomenclature

We denote the $i$-th bi-fundamental field transforming in the fundamental (anti-fundamental) representation of the gauge group $a$ (gauge group $b$) by $X_{ab}^i$ and, similarly, $\phi_a^i$ denotes the $i$-th adjoint field in the gauge group $a$ (when there is only one adjoint field charged under the $a$-th gauge group the $i$-index is dropped).

We adopt the nomenclature of toric phases as in \cite{footnote2}, e.g. Phase I of the $\mathbb{C}^4$ theory refers to the ABJM theory. When necessary, a shorthand notation for the features of brane tilings as in Table 1 may be used, e.g. Phase I of the $\mathbb{C}^4$ theory is referred to as the ‘chessboard model’ and denoted by $\mathcal{C}$. However, it should be noted that this by no means specifies a unique model. In fact, in some cases we need to further specify the CS levels associated with the tiling; these will be written as subscripts, e.g. the shorthand notations for Phases III-A and III-B of $\mathbb{C} \times \mathbb{C}$ are respectively $\mathcal{D}_2 \mathcal{H}_1(0,1,-1)$ and $\mathcal{D}_2 \mathcal{H}_1(2,-1,-1)$.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Shorthand notation & Object referred to \\
\hline\hline
$\mathcal{C}$ & chessboard \\
$\mathcal{D}_n$ & $n$ double bonds \\
$\mathcal{H}_n$ & $n$ hexagons \\
$\mathcal{I}_n$ & $n$ squares \\
$\partial_n$ & $n$ diagonals \\
$\mathcal{O}_n$ & $n$ octagons \\
\hline
\end{tabular}
\caption{Shorthand notation for the nomenclature of the brane tilings used in this paper.}
\end{table}

3. Higgsing The $\mathbb{C} \times \mathbb{C}$ Theory

3.1 Higgsing Phase I of $\mathbb{C} \times \mathbb{C}$

A summary of Phase I of $\mathbb{C} \times \mathbb{C}$ (the $\mathcal{D}_1 \mathcal{C}$ model)

This model has 3 gauge groups and 5 chiral multiplets which are denoted as $X_{13}$, $X_{23}$, $X_{21}$, $X_{32}^1$, $X_{32}^2$, with a superpotential:

$$W = \text{Tr} \left( \epsilon_{ij} X_{21} X_{13} X_{32}^i X_{23} X_{32}^j \right).$$

(3.1)

The quiver diagram and tiling are given in Figure 6. We choose the CS levels to be

$$k_1 = 1, \ k_2 = -1, \ k_3 = 0.$$

(3.2)
Figure 6: [Phase I of $\mathbb{C} \times \mathbb{C}$] (i) Quiver diagram of the $D_4 C$ model. (ii) Tiling of the $D_4 C$ model.

Figure 7: [Phase I of $\mathbb{C} \times \mathbb{C}$]. The fundamental domain of the tiling for the $D_4 C$ model: assignments of the integers $n_i$ to the edges are shown in blue and the weights for these edges are shown in green.

The Kasteleyn matrix. We assign the integers $n_i$ to the edges according to Figure 7. We find that

\[
\begin{align*}
\text{Gauge group 1:} & \quad k_1 = -1 = -n_1 + n_5, \\
\text{Gauge group 2:} & \quad k_2 = 1 = -n_2 + n_1 - n_4 + n_3, \\
\text{Gauge group 3:} & \quad k_3 = 0 = -n_3 + n_2 + n_4 - n_5. 
\end{align*}
\] (3.3)

We choose

\[
\begin{align*}
n_1 = 1, & \quad n_i = 0 \text{ otherwise}.
\end{align*}
\] (3.4)

We can construct the Kasteleyn matrix, which for this case is just a $1 \times 1$ matrix and,
therefore, coincides with its permanent:

\[
K = X_{13}z^{n_5} + X_{21}z^{n_1} + X_{32}^1x^{-1}z^{n_2} + X_{23}x^{-1}y^{-1}z^{n_3} + X_{32}^2y^{-1}z^{n_4}
= X_{13} + X_{21}z + X_{32}^1x^{-1} + X_{23}x^{-1}y^{-1} + X_{32}^2y^{-1}
\quad \text{(for } n_1 = 1 \text{ and } n_i = 0 \text{ otherwise}).
\] (3.5)

The powers of \(x, y, z\) in each term of \(K\) give the coordinates of each point in the toric diagram. We collect these points in the columns of the following \(G_K\) matrix:

\[
G_K = \begin{pmatrix}
-1 & 0 & -1 & 0 & 0 \\
-1 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}.
\] (3.6)

The toric diagram is drawn in Figure 8.

![Figure 8: The toric diagram of the \(\mathcal{C} \times \mathcal{C}\) theory.](image)

**The \(G_K\) matrix and global symmetry.** The extended \(G_K\) matrix is given by

\[
\tilde{G}_K = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 \\
-1 & 0 & -1 & 0 & 0 \\
-1 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}.
\] (3.7)

We choose a \(GL(4, \mathbb{Z})\) matrix (which has a determinant \(\pm 1\))

\[
\mathcal{R} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
-1 & 1 & 1 & 1 \\
0 & 1 & 0 & -1 \\
0 & 1 & 0 & 0
\end{pmatrix}
\] (3.8)

such that the \(\tilde{G}_K\) matrix is transformed into

\[
G_t = \mathcal{R} \cdot \tilde{G}_K = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 \\
1 & 0 & 1 & 0 & 0
\end{pmatrix}.
\] (3.9)
After removing the first row, we obtain

\[ G'_t = R \cdot \tilde{G}_K = \begin{pmatrix} 1 & -1 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 \end{pmatrix} \right) \right). \tag{3.10} \]

Observe that the first and the second rows of the \( G'_t \) matrix contain weights of \( SU(2) \). These suggest that the non-abelian part of the global symmetry of the \( C \times C \) is given by \( SU(2) \times SU(2) \). Since the total rank of the mesonic symmetry is 4, this is clearly \( SU(2) \times SU(2) \times U(1) \times U(1) \) \([9]\).

Below, there is a study of the Higgs mechanism of this theory.

### 3.1.1 Phase I of \( C^4 \) from giving a VEV to \( X_{13} \)

Let us turn on a VEV to \( X_{13} \). Flowing to an energy scale much lower than the scale set by the VEV, we obtain a new field theory resulting from Higgsing gauge groups and integrating out massive fields. The quiver nodes 1 and 3 are combined into one node, which is identified as node 1. The new quiver and tiling are drawn in Figure 9. The superpotential is

\[ W = \text{Tr} \left( \epsilon_{ij} X^2_{12} X^i_{21} X_1 X^j_{21} \right) \right). \tag{3.11} \]

The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

\[ k_1 = 1, \quad k_2 = -1 \right). \tag{3.12} \]

Therefore, the resulting theory is Phase I of \( C^4 \) (the ABJM theory).

![Figure 9: Phase I of \( C^4 \) (i) Quiver diagram for the \( C \) model. (ii) Tiling for the \( C \) model.](image)

**The Kasteleyn matrix.** The Kasteleyn matrix can be obtained from (3.5) by setting \( X_{13} \) to zero and identifying subscripts 3 with 1:

\[ K = X^1_{21} z + X^1_{12} x^{-1} + X^2_{21} x^{-1} y^{-1} + X^2_{12} y^{-1} \right). \tag{3.13} \]
The powers of $x, y, z$ in each term of $K$ give the coordinates of each point in the toric diagram. We collect these points in the columns of the following matrix:

$$G_K = \begin{pmatrix} -1 & 0 & -1 & 0 \\ 0 & -1 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$  \hfill (3.14)

The toric diagram is drawn in Figure 10.

3.1.2 Phase II of $\mathbb{C}^4$ from giving a VEV to $X_{23}$

Let us turn on a VEV to $X_{23}$. Nodes 2 and 3 are combined into one node (which is identified as node 2). The new quiver and tiling are drawn in Figure 11. The superpotential is given by

$$W = \text{Tr}(X_{21}X_{12}[\phi_2^1, \phi_2^2]) .$$ \hfill (3.15)

The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

$$k_1 = 1, \quad k_2 = -1 .$$ \hfill (3.16)

Therefore, the resulting theory is Phase II of the $\mathbb{C}^4$ theory.
The Kasteleyn matrix. The Kasteleyn matrix can be obtained from (3.5) by setting $X_{23}$ to zero and identifying subscripts $3$ with $2$:

$$K = X_{12} + X_{21} z + \phi_1^4 x^{-1} + \phi_2^2 y^{-1}. \quad (3.17)$$

The powers of $x, y, z$ in each term of $K$ give the coordinates of each point in the toric diagram. We end up with the toric diagram drawn in Figure 10.

Higgsing Phase II of $\mathbb{C}^4$. Giving a VEV to $X_{12}$ or $X_{21}$ leads to the one-hexagon tiling with zero CS level. The tiling suggests that there is a branch of the moduli space which is $\mathbb{C}^3$. As discussed in §2, in the presence of a gauge kinetic term, there is an additional complex degree of freedom. In which case, the mesonic moduli space is $\mathbb{C}^4$.

3.1.3 The $\mathbb{C} \times \mathbb{C}$ theory from giving a VEV to $X_{21}$

Let us turn on a VEV to $X_{21}$. Nodes 1 and 2 are combined into one node (which is identified as node 1). Therefore, we are left with gauge groups 1 and 3. For convenience, let us relabel the gauge group 3 as 2. The new quiver and tiling are drawn in Figure 9 (with gauge groups 1 and 2 interchanged). The new superpotential is

$$W = \text{Tr} \left( \epsilon_{ij} X^1_{12} X^2_{12} X^2_{21} X^2_{21} \right). \quad (3.18)$$

The CS levels associated with the higgsed gauge groups are added, and so

$$k_1 = 0, \quad k_2 = 0. \quad (3.19)$$

The tiling suggests that there is a branch of the moduli space which is the conifold ($\mathcal{C}$). As discussed in §2, in the presence of the gauge kinetic term, an additional complex degree of freedom arises. Therefore, the mesonic moduli space is $\mathcal{C} \times \mathbb{C}$.

3.2 Higgsing Phase II of $\mathbb{C} \times \mathbb{C}$

A summary of Phase II of $\mathbb{C} \times \mathbb{C}$ (the $\mathcal{H}_2$ Model)

This model has 2 gauge groups and 6 chiral multiplets denoted as $\phi_1, \phi_2, X^1_{12}, X^2_{12}, X^1_{21}, X^2_{21}$. The quiver and toric diagrams are drawn in Figure 12. Note that in 3+1 dimensions this tiling corresponds to the $\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}$ theory. The superpotential is given by

$$W = \text{Tr} \left( \phi_1 (X^2_{12} X^1_{21} - X^1_{12} X^2_{21}) + \phi_2 (X^2_{21} X^1_{12} - X^1_{21} X^2_{12}) \right). \quad (3.20)$$

We take the Chern–Simons levels to be $k_1 = -k_2 = 1$.

The Kasteleyn matrix. We assign the integers $n_i$ to the edges according to Figure 13. We find that

Gauge group 1 : $k_1 = 1 = -n_2 + n_3 + n_4 - n_5$,

Gauge group 2 : $k_2 = -1 = n_2 - n_3 - n_4 + n_5$. \quad (3.21)
We choose

\[ n_3 = 1, \quad n_i = 0 \text{ otherwise} \]  \hspace{1cm} (3.22)

We can now construct the Kasteleyn matrix:

\[
K = \begin{pmatrix}
\frac{w_1}{b_1} & \frac{w_2}{b_2} \\
X_{12}^{-1}z^{n_5} + X_{12}^2z^{n_4} & \phi_1z^{n_6} \\
\phi_1y^{n_1} & X_{21}^2z^{n_2} + X_{12}^1z^{n_3}
\end{pmatrix}
\]  \hspace{1cm} (3.23)

The permanent of this matrix is

\[
\text{perm } K = X_{21}^1X_{21}^2z^{n_2+n_5} + X_{12}^2X_{21}^1xz^{n_2+n_4} + X_{21}^1X_{12}^1x^{-1}z^{n_3+n_5} + X_{12}^1X_{12}^2z^{n_3+n_4} + \phi_1\phi_2y^{n_1+n_6}
\]

\[
= X_{21}^1X_{21}^2 + X_{12}^2X_{21}^1x + X_{21}^1X_{12}^1x^{-1}z + X_{12}^1X_{12}^2z + \phi_1\phi_2y
\]

(for \( n_3 = 1 \) and \( n_i = 0 \) otherwise) ,

\hspace{1cm} (3.24)
where the powers of $x, y, z$ in each term give the coordinates of each point in the toric diagram. We collect these points in the columns of the following $G_K$ matrix:

$$G_K = \begin{pmatrix}
0 & 0 & 1 & -1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0
\end{pmatrix}.$$ \hfill (3.25)

Note that this $G_K$ matrix can be obtained by multiplying (3.6) on the left by the matrix

$$T = \begin{pmatrix}
-1 & 1 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{pmatrix} \in GL(3, \mathbb{Z}).$$ \hfill (3.26)

Thus, (3.6) and (3.26) are the same up to a $GL(3, \mathbb{Z})$ transformation. It is also clear that the $G'_t$ matrix of this phase coincides with (3.10), and that the mesonic symmetry is $SU(2) \times SU(2) \times U(1) \times U(1)$ \cite{9}. The toric diagram is presented in Figure \ref{fig:toric_diagram}.

Below, there is a study of the Higgs mechanism of this theory.

### 3.2.1 The $\mathbb{C}^4$ theory from giving VEV to one of $X_{12}$ or $X_{21}$

By symmetry, we see that giving a VEV to either $X_{12}$, $X_{12}'$, $X_{21}'$ or $X_{21}$ yields the same result. For definiteness, let us turn on a VEV to $X_{12}$. This amounts to removing one of the edges that separate the faces corresponding to gauge groups 1 and 2, and collapsing the two vertices adjacent to a bivalent vertex into a single vertex of higher valence (see §5 of \cite{14}). As a result, the gauge groups 1 and 2 are combined into one gauge group, which is identified as 1, and the edges corresponding to $X_{21}'$ and $\phi_1$ are removed. Hence, we are left with 3 adjoint fields transforming under gauge group 1. The resulting theory can be represented by a one-hexagon tiling. The CS levels associated with the higgsed gauge groups are added, so that the resulting CS level is

$$k = 0.$$ \hfill (3.27)

The tiling suggests that there is a branch of the moduli space which is $\mathbb{C}^3$. In the presence of the gauge kinetic term, there is an additional complex degree of freedom, and the mesonic moduli space is $\mathbb{C}^4$.

### 3.3 Higgsing Phases III-A and III-B of $\mathcal{C} \times \mathcal{C}$

#### A summary of Phases III-A and III-B of $\mathcal{C} \times \mathcal{C}$ (the $\mathcal{D}_2 \mathcal{H}_1$ model)

This model has 3 gauge groups and 5 chiral multiplets which are denoted as $X_{12}, X_{21}, X_{13}, X_{31}$ and $\phi_1$. The quiver diagram and tiling are drawn in Figure 14. The superpotential is given by

$$W = Tr (\phi_1 [X_{12} X_{21}, X_{13} X_{31}]).$$ \hfill (3.28)

There are two choices of CS levels that lead to the same toric diagram:

- $k_1 = 0, k_2 = 1, k_3 = -1$ ;
\( k_1 = 2, \ k_2 = -1, \ k_3 = -1 \).

We refer to the model with the first option as Phase III-A, and to the model with the second option as Phase III-B of \( \mathcal{C} \times \mathbb{C} \).

![Quiver diagram of the \( D_2 \mathcal{H}_1 \) model.](image1)

![Tiling of the \( D_2 \mathcal{H}_1 \) model.](image2)

**Figure 14:** [Phase III of \( \mathcal{C} \times \mathbb{C} \)] (i) Quiver diagram of the \( D_2 \mathcal{H}_1 \) model. (ii) Tiling of the \( D_2 \mathcal{H}_1 \) model.

![Fundamental domain of tiling for the \( D_2 \mathcal{H}_1 \) model: assignments of the integers \( n_i \) to the edges are shown in blue and the weights for these edges are shown in green.](image3)

**Figure 15:** [Phase III of \( \mathcal{C} \times \mathbb{C} \)] The fundamental domain of tiling for the \( D_2 \mathcal{H}_1 \) model: assignments of the integers \( n_i \) to the edges are shown in blue and the weights for these edges are shown in green.

**The Kasteleyn matrix for Phase III-A.** We assign the integers \( n_i \) to the edges according to Figure 15. We find that

\[
\begin{align*}
\text{Gauge group 1} & : \quad k_1 = 0 = n_2 - n_3 + n_4 - n_5 , \\
\text{Gauge group 2} & : \quad k_2 = 1 = -n_4 + n_5 , \\
\text{Gauge group 3} & : \quad k_3 = -1 = -n_2 + n_3 .
\end{align*}
\] (3.29)
We choose
\[ n_2 = n_5 = 1, \quad n_i = 0 \text{ otherwise} . \] (3.30)

We can construct the Kasteleyn matrix, which for this case is just a 1 × 1 matrix and, therefore, coincides with its permanent:
\[ K = \phi_1 y z^{n_1} + X_{13} z^{n_2} + X_{31} z^{n_3} + X_{12} x z^{n_4} + X_{21} x z^{n_5} . \] (3.31)

Thus, from (3.30), we find that for Phase III-A, we have
\[ K_A = \phi_1 y + X_{13} + X_{31} + X_{12} x + X_{21} x z \quad \text{(for } n_2 = n_5 = 1 \text{ and } n_i = 0 \text{ otherwise)} . \] (3.32)

The powers of \( x, y, z \) in each term of \( K_A \) give the coordinates of each point in the toric diagram. We collect these points in the columns of the following \( G_A^K \) matrix:
\[
G_A^K = \begin{pmatrix}
1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0
\end{pmatrix}.
\] (3.33)

The **Kasteleyn matrix for Phase III-B.** We now make a different choice of \( n_i \)'s:
\[ n_2 = n_4 = 1, \quad n_i = 0 \text{ otherwise} . \] (3.34)

This leads to the expected Chern-Simons levels:
\begin{align*}
\text{Gauge group 1 :} & \quad k_1 = 2 = n_2 - n_3 + n_4 - n_5 , \\
\text{Gauge group 2 :} & \quad k_2 = -1 = -n_4 + n_5 , \\
\text{Gauge group 3 :} & \quad k_3 = -1 = -n_2 + n_3 .
\end{align*}
(3.35)

Having made this particular choice on the integers \( n_i \)'s, the permanent of the Kasteleyn matrix written in (3.31) now becomes:
\[ K_B = \phi_1 y + X_{13} z + X_{31} + X_{12} x z + X_{21} x \quad \text{(for } n_2 = n_4 = 1 \text{ and } n_i = 0 \text{ otherwise)} . \] (3.36)

The powers of \( x, y, z \) in each term of \( K_B \) give the coordinates of each point in the toric diagram. We collect these points in the columns of the following \( G_K^B \) matrix:
\[
G_K^B = \begin{pmatrix}
1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0
\end{pmatrix}.
\] (3.37)

The two matrices \( G_A^K \) and \( G_K^B \) are equal and both of them can be transformed into the matrix (3.10) by interchanging the second and the third row and by multiplying the first and the new third row by \(-1\). Thus, the mesonic symmetry is \( SU(2) \times SU(2) \times U(1) \times U(1) \) [9]. The toric diagram is drawn in Figure 8.

Below, there is a study of the Higgs mechanism of this theory.
3.3.1 Phase II of $\mathbb{C}^4$ from giving a VEV to one of $X_{12}$, $X_{21}$, $X_{13}$, $X_{31}$

By symmetry, we see that giving a VEV to any of the bi-fundamental fields leads to the same field theory, up to relabelling gauge groups and fields. For definiteness, let examine the case in which $X_{13}$ acquires a VEV. From the tiling shown in Figure 14, we see that removing the edge corresponding to $X_{13}$ amounts to combining gauge group 1 and 3, so that the double bond corresponding to the gauge group 3 disappears. Thus, the resulting tiling is a double-bonded hexagon (Figure 11). Since the CS levels associated with the higgsed gauge groups are added, higgsing both Phase III-A and Phase III-B yields to the same CS levels:

$$k_1 = 1, \quad k_2 = -1.$$  \hfill (3.38)

Thus, the resulting theory is indeed Phase II of $\mathbb{C}^4$. The toric diagram is drawn in Figure 10.

4. Higgsing The $M^{1,1,1}$ Theory

A summary of the $M^{1,1,1}$ theory

The $M^{1,1,1}$ theory [7, 5, 8, 10, 11, 12] has 3 gauge groups and 9 chiral multiplets which are denoted as $X_{i12}, X_{i23}$ and $X_{i31}$ (with $i = 1, 2, 3$). The quiver diagram and tiling are given in Figure 16. Note that in $3 + 1$ dimensions, this tiling corresponds to the gauge theory living on D3-branes probing the cone over the $dP_0$ surface. Appendix B discusses how this theory arises on the world volume of a D2-brane which probes this CY$_3$ with one unit of RR 4-form flux on the $\mathbb{P}^2$. The superpotential is given by

$$W = \text{Tr} \left( \epsilon_{ijk} X^i_{12} X^j_{23} X^k_{31} \right).$$  \hfill (4.1)

The CS levels are $(k_1, k_2, k_3) = (1, -2, 1)$.

Figure 16: (i) Quiver diagram of the $M^{1,1,1}$ theory. (ii) Tiling of the $M^{1,1,1}$ theory.
The Kasteleyn matrix. We assign the integers $n_i$ to the edges according to Figure 17. Then,

- Gauge group 1: $k_1 = 1 = +n_1 - n_2 + n_5 - n_6 - n_7 + n_9$,
- Gauge group 2: $k_2 = -2 = -n_1 + n_3 + n_4 - n_5 + n_8 - n_9$,
- Gauge group 3: $k_3 = 1 = n_2 - n_3 - n_4 + n_6 + n_7 - n_8$.  

We choose:

$$ n_1 = -n_3 = 1, \quad n_i = 0 \text{ otherwise } . \quad (4.3) $$

We can now determine the Kasteleyn matrix. Since the fundamental domain contains 3 pairs of black and white nodes, the Kasteleyn matrix is $3 \times 3$:

$$ K = \begin{pmatrix} w_1 & w_2 & w_3 \\ b_1 & X_1 z^{n_2} & X_3^2 z^{n_9} & X_2^2 z^{n_4} \\ b_2 & X_3^3 z^{n_8} & X_3^2 z^{n_6} & X_1 z^{n_1} \\ b_3 & X_2^2 z^{n_5} & X_1^3 z^{n_3} & X_3 z^{n_7} \end{pmatrix} . \quad (4.4) $$

The permanent of the Kasteleyn matrix is given by

$$ \text{perm}(K) = X_{12}^1 X_{23}^1 X_{31}^1 x y^{-1} z^{n_1+n_2+n_3} + X_{12}^2 X_{23}^2 X_{31}^2 y z^{n_4+n_5+n_6} + X_{12}^3 X_{23}^3 X_{31}^3 x^{-1} z^{n_7+n_8+n_9} \\ + X_{12}^1 X_{23}^2 X_{31}^2 z^{n_1+n_5+n_9} + X_{12}^2 X_{23}^3 X_{31}^3 z^{n_3+n_4+n_8} + X_{12}^3 X_{23}^1 X_{31}^3 z^{n_2+n_6+n_7} \\ = X_{12}^1 X_{23}^1 X_{31}^1 x y^{-1} + X_{12}^2 X_{23}^2 X_{31}^2 x^{-1} + X_{12}^3 X_{23}^3 X_{31}^3 x^{-1} X_{12}^1 X_{12}^2 X_{12}^3 z \\ + X_{23}^1 X_{23}^2 X_{23}^3 z^{-1} + X_{31}^1 X_{31}^2 X_{31}^3 (\text{for } n_1 = -n_3 = 1, \ n_i = 0 \text{ otherwise}) . \quad (4.5) $$
The perfect matchings. From (4.5), we can take the perfect matchings to be
\[ p_1 = \{ X^1_{12}, X^1_{23}, X^1_{31} \}, \quad p_2 = \{ X^2_{12}, X^2_{23}, X^2_{31} \}, \quad p_3 = \{ X^3_{12}, X^3_{23}, X^3_{31} \}, \]
\[ r_1 = \{ X^1_{12}, X^2_{12}, X^3_{12} \}, \quad r_2 = \{ X^1_{23}, X^2_{23}, X^3_{23} \}, \quad s_1 = \{ X^1_{31}, X^2_{31}, X^3_{31} \}. \tag{4.6} \]
Looking at (4.5), we see that the perfect matchings \( p_1, p_2, p_3, r_1, r_2 \) correspond to external points in the toric diagram, whereas \( s_1 \) corresponds to the internal point. We can also parametrise the chiral fields in terms of perfect matchings as follows:
\[ X^1_{12} = p_1 r_1, \quad X^1_{23} = p_2 r_2, \quad X^1_{31} = p_3 s_1 \]
\[ X^2_{12} = p_2 r_1, \quad X^2_{23} = p_2 r_2, \quad X^2_{31} = p_2 s_1 \]
\[ X^3_{12} = p_3 r_1, \quad X^3_{23} = p_3 r_2, \quad X^3_{31} = p_3 s_1. \tag{4.7} \]
We can collect all these pieces of information in the perfect matching matrix:
\[
P = \begin{pmatrix}
  p_1 & p_2 & p_3 & r_1 & r_2 & s_1 \\
 X^1_{12} & 1 & 0 & 0 & 1 & 0 \\
 X^1_{23} & 1 & 0 & 0 & 0 & 1 \\
 X^1_{31} & 1 & 0 & 0 & 0 & 1 \\
 X^2_{12} & 0 & 1 & 0 & 1 & 0 \\
 X^2_{23} & 0 & 1 & 0 & 0 & 1 \\
 X^2_{31} & 0 & 1 & 0 & 0 & 1 \\
 X^3_{12} & 0 & 0 & 1 & 1 & 0 \\
 X^3_{23} & 0 & 0 & 1 & 0 & 1 \\
 X^3_{31} & 0 & 0 & 1 & 0 & 1 
\end{pmatrix}. \tag{4.8} \]

The nullspace of \( P \) is 1 dimensional and is spanned by the vector that we write in the row of the following charge matrix:
\[
Q_F = \begin{pmatrix} 1, & 1, & 1, & -1, & -1, & -1 \end{pmatrix}.
\tag{4.9} \]
Hence, the perfect matchings satisfy the relation:
\[
p_1 + p_2 + p_3 - r_1 - r_2 - s_1 = 0. \tag{4.10} \]

The toric diagram. We construct the toric diagram of this model using two methods:

- The charge matrices. Because the number of gauge groups of this model is \( G = 3 \), there is \( G - 2 = 1 \) baryonic charge coming from the D-terms. The baryonic charges of the perfect matchings are collected in the \( Q_D \) matrix:
\[
Q_D = \begin{pmatrix} 0, & 0, & 0, & -1, & -1, & 2 \end{pmatrix}. \tag{4.11} \]
The matrices (4.9) and (4.11) can be combined in a single matrix, \( Q_t \), that contains all the baryonic charges of the perfect matchings:
\[
Q_t = \begin{pmatrix} Q_D \\ Q_F \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & -1 & -1 & 2 \\ 1 & 1 & 1 & -1 & -1 & -1 \end{pmatrix}. \tag{4.12} \]
We can now obtain the $G_t$ matrix and, after removing the first row, we get a matrix whose columns represent the coordinates of the toric diagram:

$$G'_t = \begin{pmatrix} 1 & -1 & 0 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & -1 & 0 \end{pmatrix}. \quad (4.13)$$

The toric diagram is presented in Figure 18.

![Toric Diagram](image)

**Figure 18:** The toric diagram of the $M_{111}$ theory.

- **The Kasteleyn matrix.** The powers of $x, y, z$ in each term of (4.5) give the coordinates of each point in the toric diagram. We collect these points in the columns of the following $G_K$ matrix:

$$G_K = \begin{pmatrix} 1 & -1 & 0 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & -1 & 0 \end{pmatrix} = G'_t. \quad (4.14)$$

**The baryonic charges.** Since the toric diagram of this model has 5 external points, there is precisely $5-4 = 1$ symmetry, which we shall denote as $U(1)_B$. From the discussion on the charge matrices above, we understand that the baryonic charge of the perfect matchings come from the row of the $Q_D$ matrix.

**The global symmetry.** We can observe that the $Q_t$ matrix (4.12) has a pair and a ‘triplet’ of repeated columns. Since the total rank of the mesonic symmetry is 4, the mesonic symmetry of this model is $SU(3) \times SU(2) \times U(1)$. This can also be seen from the $G'_t$ matrix (4.13) by noticing that the first two rows contain weights of $SU(3)$ and the third row contains weights of $SU(2)$. Since there is precisely one factor of $U(1)$, this can be unambiguously identified with the R-symmetry of the theory. The global symmetry of this theory is a product of mesonic and baryonic symmetries: $SU(3) \times SU(2) \times (U(1)_R \times U(1)_B)$. The R-charge of each perfect matching can be determined as follows [8].

**R-charges of the perfect matchings.** In order to determine the R-charge of the perfect matching $p_1$, we must first derive the refined Hilbert series of the mesonic moduli space. Since the non-abelian fugacities do not play any role in the volume minimization, we may set them to unity. Also, since the R-charge of the internal perfect matching $s_1$ is zero, we may likewise set the corresponding fugacity to unity. We denote by $t_1, t_2, t_3$ the fugacities...
of \( p_1, p_2, p_3 \), and by \( t_4, t_5 \) the fugacities of \( r_1, r_2 \). From the \( Q_t \) matrix (4.12), the Hilbert series of the mesonic moduli space \( M^{\text{mes}} = \mathbb{C}^6 / Q_t \) is given by

\[
g^{\text{mes}}(t_\alpha; M^{1,1,1}) = \oint_{|z|=1} \frac{dz}{2\pi i z} \oint_{|b|=1} \frac{db}{2\pi i b} \frac{1}{(1 - t_1 z)(1 - t_2 z)(1 - t_3 z)(1 - \frac{t_1}{b^2})(1 - \frac{t_2}{b^2})(1 - \frac{t_3}{b^2})},
\]

(4.15)

where \( z \) is the fugacity associated with the \( Q_F \) charges, and \( b \) is the fugacity associated with the \( Q_D \) charges. The computation shows that the result of the integration depends only on a specific combination of the \( t_\alpha \)'s, namely \( t_1 t_2 t_3 t_4 t_5 \). Hence, we can define a new fugacity \( t \) such that

\[
t^{18} = t_1 t_2 t_3 t_4 t_5,
\]

(4.16)

where the power 18 is introduced for convenience. The Hilbert series of the mesonic moduli space can then be rewritten in terms of \( t \) as

\[
g^{\text{mes}}(t; M^{1,1,1}) = \frac{1 + 26 t^{36} + 26 t^{54} + t^{56}}{(1 - t^{18})^4}.
\]

(4.17)

In fact, it is not a surprise that the mesonic Hilbert series depends on a single variable, as there is only one \( U(1) \) symmetry, which is identified as the R-symmetry.

Each term in the superpotential is the product of all the external perfect matchings. Therefore, it scales like \( t^{18} \). Since the R-charge of the superpotential is 2, it follows that the R-charge associated with \( t \) is \( 1/9 \). In other words, we may write

\[
t = e^{-\mu/9},
\]

(4.18)

where \( \mu \) is the chemical potential of the R-charge associated with \( t \).

Next [8], let us compute the Hilbert series of the divisor corresponding to \( p_1 \), which we will refer to as \( D_1 \). This would be the integral over the baryonic fugacities of the Hilbert series of the space of perfect matchings multiplied by the inverse of the fugacity relative to \( p_1 \):

\[
g(D_1; t_\alpha; M^{1,1,1}) = \oint_{|z|=1} \frac{dz}{2\pi i z} \oint_{|b|=1} \frac{db}{2\pi i b} \frac{(t_1 z)^{-1}}{(1 - t_1 z)(1 - t_2 z)(1 - t_3 z)(1 - \frac{t_1}{b^2})(1 - \frac{t_2}{b^2})(1 - \frac{t_3}{b^2})},
\]

(4.19)

where, again, we have set the non-abelian fugacities to unity as they do not matter in the computation of volumes. As before, the result of the integration depends only on the product of \( t_\alpha \)'s and, therefore, it can be rewritten in terms of \( t \):

\[
g(D_1; t; M^{1,1,1}) = \frac{3 t^{18} (6 + 11 t^{18} + t^{36})}{(1 - t^{18})^4}.
\]

(4.20)

Thus, the R-charge of the perfect matching \( p_1 \) is given by

\[
R_1 = \lim_{\mu \to 0} \frac{1}{\mu} \left[ \frac{g(D_1; e^{-\mu/9}; M^{1,1,1})}{g^{\text{mes}}(e^{-\mu/9}; M^{1,1,1})} - 1 \right] = \frac{4}{9}.
\]

(4.21)
The computations for the other perfect matchings can be done in a similar way. The results, as well as the charges under the other global symmetries, are presented in Table 2:

|   | $SU(3)$ | $SU(2)$ | $U(1)_R$ | $U(1)_B$ | fugacity   |
|---|---------|---------|----------|----------|------------|
| $p_1$ | (1, 0)  | 0       | 4/9      | 0        | $t^4 y_1$  |
| $p_2$ | (-1, 1) | 0       | 4/9      | 0        | $t^4 y_2 / y_1$ |
| $p_3$ | (0, -1) | 0       | 4/9      | 0        | $t^4 / y_1$ |
| $r_1$ | (0, 0)  | 1       | 1/3      | -1       | $t^4 x / b$ |
| $r_2$ | (0, 0)  | -1      | 1/3      | -1       | $t^3 / (xb)$ |
| $s_1$ | (0, 0)  | 0       | 0        | 2        | $b^2$      |

**Table 2:** Charges of the perfect matchings under the global symmetry of the $M^{1,1,1}$ theory. Here $t$ is the fugacity of the R-charge (in the unit of 1/9), $y_1, y_2$ are the fugacities of the $SU(3)$ symmetry, $x$ is the fugacity of the $SU(2)$ symmetry and $b$ is the fugacity of the $U(1)_B$ symmetry. We have used the notation $(a, b)$ to represent a weight of $SU(3)$.

| Generators | R-charge |
|------------|----------|
| $X_{12}^1$ | 7/9      |
| $X_{23}^1$ | 7/9      |
| $X_{31}^1$ | 4/9      |

**Table 3:** R-charges of the quiver fields for the $M^{1,1,1}$ theory.

**The Hilbert series.** The coherent component of the Master space is generated by the perfect matchings, which are subject to the relation (4.10):

$$\text{Irr}^{\mathcal{F}_b}_{M^{1,1,1}} = \mathbb{C}^6//Q_F .$$  \hspace{1cm} (4.22)

It follows that the Hilbert series of the coherent component of the Master space of this model can be obtained by integrating the Hilbert series of the space of perfect matchings over the fugacity $z$:

$$g^{\text{Irr}^{\mathcal{F}_b}}(t, x, y_1, y_2, b; M^{1,1,1}) = \oint_{|z|=1} \frac{dz}{2\pi i z} \frac{1}{(1 - t^4 y_1 z) (1 - t^4 y_2 z) (1 - t^4 / b z) (1 - t^3 / x b z) (1 - b^2 / z)} .$$ \hspace{1cm} (4.23)

The unrefined version of the result of the integration can be written as:

$$g^{\text{Irr}^{\mathcal{G}}}(t, 1, 1, 1; M^{1,1,1}) = \frac{1 - 6t^{11} + 3t^{14} + 2t^{15} + 12t^{18} + 2t^{21} - 3t^{22} - 6t^{25} + t^{36}}{(1 - t^4)^3 (1 - t^7)^6} .$$ \hspace{1cm} (4.24)
Integrating (4.23) over the baryonic charge $b$ gives the Hilbert series of the mesonic moduli space:

$$g^{\text{mes}}(t, x, y_1, y_2; M^{1,1,1}) = \oint_{|b|=1} \frac{db}{2\pi ib} \frac{4.23}{g^{\text{tr}^{\text{reg}}}(t, x, y_1, y_2, b; M^{1,1,1})}$$

$$= \left(1 - \frac{t^{18}y_1}{x^2}\right) \left(1 - t^{18}x^2y_1^2\right) \left(1 - \frac{t^{18}x^2}{y_2^2}\right) \left(1 - \frac{t^{18}y_2^2}{x^2y_2}\right) \left(1 - \frac{t^{18}x^2y_2^2}{y_1^2}\right)$$

$$= \sum_{n=0}^{\infty} [3n, 0; 2n] t^{18n},$$

(4.25)

where $P_{M^{1,1,1}}(t, x, y_1, y_2)$ is a polynomial of degree 90, too long to be presented here. Instead, the last expression in (4.25) gives a more convenient representation of this Hilbert series. It is a sum over all irreducible representations of the form $[3n, 0; 2n]$, where the first two numbers are highest weights of an $SU(3)$ representation (totally symmetric $3n$ tensor), and the last number is the highest weight of an $SU(2)$ representation (of spin $n$). Indeed, this result confirms the known KK spectrum on $M^{1,1,1}$, see for example [12].

The totally unrefined mesonic Hilbert series is given by (4.15). The generators of the mesonic moduli space can be determined from the plethystic exponential of (4.25):

$$\text{PL}[g^{\text{mes}}(t, x, y_1, y_2, M^{1,1,1})] = [3, 0; 2] t^{18} - ([6, 0; 0] + [4, 1; 2] + [2, 2; 4] + [2, 2; 0] + [0, 3; 2]) t^{36} + O(t^{54}),$$

(4.26)

where the transformation laws of the relations can be computed by subtracting $[6, 0; 4]$ from the symmetric product of 2 copies of $[3, 0; 2]$. The 30 generators can be written in terms of perfect matchings as:

$$p_i p_j p_k r_l r_m s_1,$$

(4.27)

where $i, j, k = 1, 2, 3$ and $l, m = 1, 2$. As a check, we note that $p_ip_jp_k$ has $\frac{2 \times 4 \times 5}{3!} = 10$ independent components and $r_lr_m$ has $\frac{2 \times 3}{2!} = 3$ independent components, so that there are indeed 30 generators.

The lattice of generators. We can represent the generators (4.27) in a lattice (Figure 19) by plotting the powers of each monomial in the characters of the first term of (4.26). Note that the lattice of generators is the dual of the toric diagram (nodes are dual to faces and edges are dual to edges): the toric diagram has 5 nodes, which are the external points of the polytope, 9 edges and 6 faces, whereas the generators form a convex polytope that has 6 nodes, which are the corners of the polytope, 9 edges and 5 faces.

4.1 Phase II of $\mathbb{C}^4$ from giving a VEV to one of $X^i_{12}$

Let us turn on a VEV to one of the $X^i_{12}$ fields. This amounts to removing one of the edges that separate the hexagons corresponding to gauge groups 1 and 2, and collapsing the two vertices adjacent to a bivalent vertex into a single vertex of higher valence. As a result, the gauge groups 1 and 2 are combined into one gauge group (which is identified as 2), and the
edges corresponding to $X_{31}^1, X_{31}^2, X_{23}^1, X_{23}^2$ are removed. Then, the hexagon corresponding to gauge group 3 becomes a double bond. For convenience, let us relabel the gauge group 3 as 1. The quiver diagram and tiling are drawn in Figure 11. The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

$$k_1 = -1, \quad k_2 = 1 \, .$$

(4.28)

The resulting theory is indeed the one double-bonded one-hexagon ($D_1 H_1$) model (Phase II of $C^4$) whose toric diagram is given by Figure 10.

4.2 Phase II of $C^4$ from giving a VEV to one of $X_{23}^i$

Let us turn on a VEV to one of the $X_{23}^i$ fields. This amounts to removing one of the edges that separate the hexagons corresponding to gauge groups 2 and 3, and collapsing the two vertices adjacent to a bivalent vertex into a single vertex of higher valence. The resulting quiver diagram and tiling are drawn in Figure 11. The CS levels associated with the higgsed gauge groups are added, therefore the new CS levels are

$$k_1 = 1, \quad k_2 = -1 \, ,$$

(4.29)

This model is actually a parity dual of the previous model, so that it can be identified with Phase II of $C^4$.

4.3 Phase I of $(C^2/Z_2) \times C^2$ from giving a VEV to one of $X_{31}^i$

Let us turn on a VEV to one of the $X_{31}^i$ fields. This amounts to removing one of the edges that separate the hexagons corresponding to gauge groups 1 and 3, and collapsing the two vertices adjacent to a bivalent vertex into a single vertex of higher valence. The quiver diagram and tiling are given by Figure 11. The new CS levels are

$$k_1 = 2, \quad k_2 = -2 \, .$$

(4.30)

Since $\text{gcd}(k_1, k_2) = 2$, the mesonic moduli space of this new theory is a $Z_2$ quotient of that of the $D_1 H_1$ model. The $Z_2$ orbifold acts on the generators as one of the gauge groups,
let’s say \((1, -1, 0, 0)\) on \((X_{12}, X_{21}, \phi_1^1, \phi_2^2)\). The mesonic moduli space of this new theory can be written as

\[
\mathcal{M}_{\text{mes}} = \left( \mathbb{C}^2 / \mathbb{Z}_2 \right) \times \mathbb{C}^2.
\]  

(4.31)

Henceforth, we shall refer to this model as **Phase I of the \(\mathbb{C}^2 / \mathbb{Z}_2 \times \mathbb{C}^2\) theory**. The Hilbert series of this moduli space is given by

\[
g_{\text{mes}}(t) = \frac{1}{2} \left[ \frac{1}{(1-t)^2(1-t)^2} + \frac{1}{(1+t)^2(1-t)^2} \right] = \frac{1+t^2}{(1-t)^2(1-t^2)^2},
\]  

(4.32)

where \(t\) is the fugacity counting the scaling dimensions.

5. **Higgsing The \(D_3\) Theory**

5.1 **Higgsing Phase I of \(D_3\)**

**A summary of Phase I of \(D_3\) (the \(D_2C\) model)**

The quiver diagram and tiling of this model are drawn in Figure 20. The superpotential is given by

\[
W = \text{Tr} (X_{14}X_{42}X_{21}X_{12}X_{23}X_{31} - X_{14}X_{42}X_{23}X_{31}X_{12}X_{21}).
\]  

(5.1)

We choose the CS levels to be \((k_1, k_2, k_3, k_4) = (1, 1, -1, -1)\).

![Figure 20: Phase I of the \(D_3\) theory]

(i) Quiver diagram of the \(D_2C\) model. (ii) Tiling of the \(D_2C\) model.

**The Kasteleyn matrix.** We assign the integers \(n_i\) to the edges according to Figure 21. Then, we find that

\[
\begin{align*}
\text{Gauge group 1 :} & \quad k_1 = 1 = n_1 - n_2 + n_5 - n_6, \\
\text{Gauge group 2 :} & \quad k_2 = 1 = -n_1 + n_3 - n_4 + n_6, \\
\text{Gauge group 3 :} & \quad k_3 = -1 = n_2 - n_3, \\
\text{Gauge group 4 :} & \quad k_4 = -1 = n_4 - n_5.
\end{align*}
\]  

(5.2)
Figure 21: [Phase I of the $D_3$ theory] The fundamental domain of tiling for the $D_3C$ model: assignments of the integers $n_i$ to the edges are shown in blue and the weights for these edges are shown in green.

We choose

$$n_3 = n_5 = 1, \quad n_i = 0 \text{ otherwise .} \quad (5.3)$$

Since the fundamental domain contains only one white node and one black node, the Kasteleyn matrix is $1 \times 1$ and, therefore, coincides with its permanent:

$$K = X_{31}z^{n_2} + X_{23}z^{n_3} + X_{42}x^{-1}z^{n_4} + X_{14}x^{-1}y^{-1}z^{n_6} + X_{12}y^{-1}z^{n_1}$$

$$= X_{31} + X_{23} + X_{42}x^{-1} + X_{14}x^{-1}y^{-1} + X_{12}y^{-1}$$

(for $n_3 = n_5 = 1$ and $n_i = 0$) , \quad (5.4)

The toric diagram. We construct the toric diagram of this model using two methods

- The charge matrices. From (5.4), we can take the perfect matchings to be

$$p_1 = X_{23}, \quad p_2 = X_{42}, \quad p_3 = X_{12}, \quad p_4 = X_{21}, \quad p_5 = X_{31}, \quad p_6 = X_{14} . \quad (5.5)$$

Since there is a one-to-one correspondence between the perfect matchings and the quiver fields,

$$Q_F = 0 . \quad (5.6)$$

Since the number of gauge groups is $G = 4$, there are $G - 2 = 2$ baryonic charges coming from the D-terms. We find that the $Q_D$ matrix is given by

$$Q_D = \begin{pmatrix} 1 & 0 & -1 & 1 & 0 & -1 \\ 1 & 1 & 0 & 0 & -1 & -1 \end{pmatrix} . \quad (5.7)$$
Therefore, the total charge matrix $Q_t$ coincides with $Q_D$:

$$Q_t = \begin{pmatrix} 1 & 0 & -1 & 1 & 0 & -1 \\ 1 & 1 & 0 & 0 & -1 & -1 \end{pmatrix}. \quad (5.8)$$

Hence, the $G'_t$ matrix is given by

$$G'_t = \begin{pmatrix} 0 & 1 & 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 1 & 0 \end{pmatrix}. \quad (5.9)$$

Thus, we arrive at the toric diagram in Figure 22.

![Toric Diagram](toric_diagram.png)

**Figure 22:** The toric diagram of the $D_3$ theory.

- **The Kasteleyn matrix.** The powers of $x, y, z$ in each term of (5.4) give the coordinates of each point in the toric diagram. We collect these points in the columns of the following $G_K$ matrix:

$$G_K = \begin{pmatrix} 0 & -1 & 0 & -1 & 1 & 0 \\ 0 & 0 & -1 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 1 & 0 \end{pmatrix}. \quad (5.10)$$

Note that the toric diagrams constructed from $G_K$ and $G'_t$ are the same up to a transformation $T = \begin{pmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \in GL(3, \mathbb{Z})$, where we have $G_K = T \cdot G'_t$.

**The global symmetry.** Since all columns of the $Q_t$ matrix are distinct, the symmetry of the mesonic moduli space is expected to be $U(1)^3 \times U(1)_R$. Since there are 6 external points in the toric diagram, we have $6 - 4 = 2$ baryonic symmetries, under which the perfect matchings are charged according to the $Q_D$ matrix. The global symmetry of this model is the product of mesonic and baryonic symmetries: $U(1)^3 \times U(1)_R \times U(1)_{B_1} \times U(1)_{B_2}$.

Below, there is a study of the Higgs mechanism of this theory.
5.1.1 Phase I of $\mathcal{C} \times \mathbb{C}$ from giving a VEV to one of $X_{14}, X_{42}, X_{23}, X_{31}$

By symmetry, giving a VEV to any of these fields leads to the same theory. For definiteness, let us examine the case of $X_{14}$. This amounts to removing one of the edges that separate the faces corresponding to gauge groups 1 and 4. As a result, these gauge groups are combined into one gauge group, which is identified as 1. The quiver diagram and tiling are drawn in Figure 7 (up to relabelling of gauge groups). The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

$$k_1 = 0, \quad k_2 = 1, \quad k_3 = -1.$$  \hspace{1cm} (5.11)

Therefore, the resulting theory is the $\mathcal{D}_1\mathcal{C}$ model (Phase I of $\mathcal{C} \times \mathbb{C}$).

5.1.2 Phase III-B of $\mathcal{C} \times \mathbb{C}$ from giving a VEV to one of $X_{12}, X_{21}$

Let us first give a VEV to $X_{12}$. This amounts to removing one of the edges that separate the faces corresponding to gauge groups 1 and 2. As a result, the gauge groups 1 and 2 are combined into one gauge group, which is identified as 1. For convenience, we relabel gauge groups 3, 4 as 2, 3. The quiver diagram and tiling are drawn in Figure 14. The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

$$k_1 = 2, \quad k_2 = -1, \quad k_3 = -1.$$  \hspace{1cm} (5.12)

Therefore, the resulting theory is Phase III-B of $\mathcal{C} \times \mathbb{C}$.

5.2 Higgsing Phase II of $D_3$

A summary of Phase II of $D_3$ (the $\mathcal{H}_2 \partial_1$ model)

The quiver diagram and tiling of this model are given in Figure 23. The superpotential is given by

$$W = \text{Tr} \left( X_{32}X_{23}X_{31}X_{13} - X_{23}X_{32}X_{21}X_{12} - \phi_1 (X_{13}X_{31} - X_{12}X_{21}) \right).$$  \hspace{1cm} (5.13)

We choose the CS levels to be $k_1 = 1, k_2 = -1, k_3 = 0$.

The Kasteleyn matrix. We assign the integers $n_i$ to the edges according to Figure 24. We find that

- Gauge group 1: $k_1 = 1 = n_2 - n_4 - n_5 + n_7$,
- Gauge group 2: $k_2 = -1 = n_3 + n_4 - n_6 - n_7$,
- Gauge group 3: $k_3 = 0 = -n_2 - n_3 + n_5 + n_6$.  \hspace{1cm} (5.14)

We choose

$$n_4 = -1, \quad n_i = 0 \text{ otherwise}.$$  \hspace{1cm} (5.15)

The Kasteleyn matrix for this theory is

$$K = \begin{pmatrix} w_1 & w_2 \\ b_1 \phi_1 x z^{n_3} + X_{31} z^{n_5} & b_2 \phi_1 x z^{n_3} + X_{32} z^{n_6} + X_{23} z^{n_3} + X_{21} z^{n_4} + X_{12} z^{n_7} \end{pmatrix}. $$  \hspace{1cm} (5.16)
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The permanent of this matrix is given by

\[
\operatorname{perm} K = X_{31}X_{12}z^{n_5+n_7} + X_{13}X_{12}yz^{n_2+n_7} + X_{31}X_{21}yz^{n_4+n_5} + \\
+ X_{13}X_{21}y^2z^{n_2+n_4} + \phi_1X_{32}x z^{n_1+n_6} + \phi_1X_{23}xy^{-1}z^{n_1+n_3} \\
= X_{31}X_{12} + X_{13}X_{12}y + X_{31}X_{21}yz^{-1} + X_{13}X_{21}y^2z^{-1} + \phi_1X_{32}x + \\
+ \phi_1X_{23}xy^{-1} \quad \text{(for } n_4 = -1 \text{ and } n_i = 0 \text{ otherwise)}.
\]

\(5.17\)

**The perfect matchings.** From the permanent of the Kasteleyn matrix, we can write the perfect matchings as collections of fields as follows:

\[
p_1 = \{X_{31}, X_{12}\}, \quad p_2 = \{X_{21}, X_{13}\}, \quad p_3 = \{X_{23}, \phi_1\}, \\
p_4 = \{X_{32}, \phi_1\}, \quad p_5 = \{X_{31}, X_{21}\}, \quad p_6 = \{X_{12}, X_{13}\}.
\]

\(5.18\)
In turn, we find the parameterisation of fields in terms of perfect matchings:

\[ \begin{align*}
X_{31} &= p_1 p_5, & X_{12} &= p_1 p_6, & X_{21} &= p_2 p_5, \\
X_{13} &= p_2 p_6, & X_{23} &= p_3, & \phi_1 &= p_3 p_4, & X_{32} &= p_4 .
\end{align*} \] (5.19)

This is summarised in the perfect matching matrix:

\[
P = \begin{pmatrix}
X_{31} & 1 & 0 & 0 & 0 & 1 & 0 \\
X_{12} & 1 & 0 & 0 & 0 & 0 & 1 \\
X_{21} & 0 & 1 & 0 & 0 & 1 & 0 \\
X_{13} & 0 & 1 & 0 & 0 & 0 & 1 \\
X_{23} & 0 & 0 & 1 & 0 & 0 & 0 \\
\phi_1 & 0 & 0 & 1 & 1 & 0 & 0 \\
X_{32} & 0 & 0 & 0 & 1 & 0 & 0
\end{pmatrix}. \] (5.20)

Basis vectors of the null space of \( P \) are given in the row of the charge matrix:

\[
Q_F = (1, 1, 0, 0 - 1, -1) . \] (5.21)

Hence, we see that the relation between the perfect matchings is given by

\[ p_1 + p_2 - p_5 - p_6 = 0 . \] (5.22)

Since the coherent component of the Master space is generated by the perfect matchings, subject to the relation (5.22), it follows that

\[ \text{Irr}_{\mathcal{F}^a} = \mathbb{C}^6 // Q_F = \mathbb{C}^6 // (1, 1, 0, 0 - 1, -1) . \] (5.23)

Since the quotient \( \mathbb{C}^4 // (1, 1, -1, -1) \) is known to be the conifold (\( \mathbb{C} \)) and \( \mathbb{C}^2 \) is parametrised by the remaining perfect matchings with charge 0, it follows that

\[ \text{Irr}_{\mathcal{F}^a} = \mathbb{C} \times \mathbb{C}^2 . \] (5.24)

**The toric diagram.** We demonstrate two methods of constructing the toric diagram.

- **The charge matrices.** Since the number of gauge groups is \( G = 3 \), there is \( G-2 = 1 \) baryonic symmetry, which we shall denote as \( U(1)_{B_1} \), coming from the D-terms. We collect the baryonic charges of the perfect matchings in the \( Q_D \) matrix:

\[
Q_D = (1, 0, -1, 1, 0, -1) . \] (5.25)

Note that since the CS coefficient \( k_3 = 0 \), the \( Q_D \) matrix (5.25) has been chosen such that the baryonic charge of each quiver field in (5.19) coincides with the quiver charge under gauge group 3. From (5.21) and (5.25), the total charge matrix is given by

\[
Q_t = \begin{pmatrix}
1 & 0 & -1 & 1 & 0 & -1 \\
1 & 1 & 0 & 0 & -1 & -1
\end{pmatrix}. \] (5.26)

Note that this is precisely the same as the \( Q_t \) matrix (5.8) for Phase I. Thus, we obtain the same matrix \( G'_t \) as for Phase I (5.9). Therefore, toric diagram is given by Figure 22.
• The Kasteleyn matrix. The powers of $x, y, z$ in each term of (5.17) give the coordinates of each point in the toric diagram. We collect these points in the columns of the following $G_K$ matrix:

$$G_K = \begin{pmatrix}
1 & 0 & 0 & 0 & 1 & 0 \\
-1 & 1 & 1 & 2 & 0 & 0 \\
0 & 0 & -1 & -1 & 0 & 0
\end{pmatrix}.$$  \hspace{1cm} (5.27)

Note that the toric diagrams constructed from $G_K$ and $G'_t$ are the same up to a transformation $T = \begin{pmatrix}
1 & 0 & 0 \\
-1 & 1 & 1 \\
0 & -1 & 0
\end{pmatrix} \in GL(3, \mathbb{Z})$, where we have $G_K = T \cdot G'_t$.

Below, there is a study of the Higgs mechanism of this theory.

5.2.1 Phase II of $C \times C$ from giving a VEV to one of $X_{23}, X_{32}$

Let us give a VEV to either $X_{23}$ or $X_{32}$. This amounts to removing one of the edges that separate the faces corresponding to gauge groups 2 and 3. As a result, these two gauge groups are combined into one gauge group, which is identified as gauge group 2. The quiver diagram and tiling are drawn in Figure 12. The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

$$k_1 = 1, \quad k_2 = -1.$$  \hspace{1cm} (5.28)

The resulting theory is Phase II of $C \times C$. The toric diagram is drawn in Figure 8.

5.2.2 Phase I of $C^4$ from giving a VEV to one of $X_{13}, X_{31}$

For definiteness, let us turn on a VEV to $X_{31}$ (the case of $X_{13}$ can be treated in a similar way). This amounts to removing one of the edges that separate the faces corresponding to gauge groups 1 and 3, and collapsing the two vertices adjacent to a bivalent vertex into a single vertex of higher valence. As a result, the gauge groups 1 and 3 are combined into one gauge group, which is identified as 1, and the edges corresponding to $\phi_1, X_{13}$ are removed. The quiver diagram and tiling are drawn in Figure 9. The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

$$k_1 = 1, \quad k_2 = -1.$$  \hspace{1cm} (5.29)

The resulting theory is Phase I of the $C^4$ theory. The toric diagram is drawn in Figure 10.

5.2.3 The $C \times C$ theory from giving a VEV to one of $X_{12}, X_{21}$

This is similar to the previous case. The quiver diagram and tiling are drawn in Figure 9 (with the gauge group 2 being relabelled as 3). The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

$$k_1 = k_3 = 0.$$  \hspace{1cm} (5.30)

The tiling suggests that there is a branch of the moduli space which is the conifold $C$. As discussed in §2, in the presence of the gauge kinetic term, there is an additional complex degree of freedom. It follows that the mesonic moduli space is $C \times C$. 
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5.3 Higgsing Phase III of $D_3$

A summary of Phase III of $D_3$ (the $D_3 \mathcal{H}_1$ model)

The quiver diagram and tiling of this model are drawn in Figure 25. The superpotential is given by

$$W = \text{Tr} (X_{13}X_{31}[X_{14}X_{41}, X_{12}X_{21}]) .$$

(5.31)

We choose the CS levels to be $(k_1, k_2, k_3, k_4) = (1, -1, 1, -1)$.

Figure 25: [Phase III of the $D_3$ theory] (i) Quiver diagram of the $D_3 \mathcal{H}_1$ model. (ii) Tiling of the $D_3 \mathcal{H}_1$ model.

Figure 26: [Phase III of the $D_3$ theory] The fundamental domain of tiling for the $D_3 \mathcal{H}_1$ model: assignments of the integers $n_i$ to the edges are shown in blue and the weights for these edges are shown in green.

The Kasteleyn matrix. We assign the integers $n_i$ to the edges according to Figure 26.
We find that

\begin{align*}
\text{Gauge group 1 :} & \quad k_1 = 1 = n_1 - n_2 + n_3 - n_4 + n_5 - n_6 , \\
\text{Gauge group 2 :} & \quad k_2 = -1 = -n_5 + n_6 , \\
\text{Gauge group 3 :} & \quad k_3 = 1 = -n_3 + n_4 , \\
\text{Gauge group 4 :} & \quad k_4 = -1 = -n_1 + n_2 .
\end{align*}

(5.32)

We choose

\begin{align*}
n_1 = n_4 = n_5 = 1, \quad n_i = 0 \text{ otherwise} .
\end{align*}

(5.33)

Since the fundamental domain contains only one white node and one black node, the Kasteleyn matrix is $1 \times 1$ and, therefore, coincides with its permanent:

\begin{align*}
K &= X_{14}z^{n_1} + X_{41}z^{n_2} + X_{13}xz^{n_3} + X_{31}xz^{n_4} + X_{12}y^{-1}z^{n_5} + X_{21}y^{-1}z^{n_6} \\
&= X_{14}z + X_{41} + X_{13}x + X_{31}xz + X_{12}y^{-1}z + X_{21}y^{-1} \\
&\quad \text{(for } n_1 = n_4 = n_5 = 1 \text{ and } n_i = 0) ,
\end{align*}

(5.34)

where the powers of $x, y, z$ in each term give the coordinates of each point in the toric diagram. We collect these points in the columns of the following $G_K$ matrix:

\begin{align*}
G_K = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & -1 & -1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 0
\end{pmatrix}.
\end{align*}

(5.35)

The toric diagram is drawn in Figure 22.

Below, there is a study of the Higgs mechanism of this theory.

5.3.1 Phase III-A of $\mathcal{C} \times \mathbb{C}$ from giving a VEV to one of $X_{12}, X_{21}, X_{14}, X_{41}$

For definiteness, let us turn on a VEV to $X_{41}$. This amounts to removing one of the edges that separate the faces corresponding to gauge groups 1 and 4. As a result, the gauge groups 1 and 4 are combined into one gauge group, which is identified as 1. The quiver diagram and tiling are drawn in Figure 14. The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

\begin{align*}
k_1 = 0, \quad k_2 = -1, \quad k_3 = 1 .
\end{align*}

(5.36)

Therefore, the resulting theory is Phase III-A of the $\mathcal{C} \times \mathbb{C}$ theory.

From symmetries of the quiver diagram and tiling, we see that turning on a VEV to either $X_{12}$, $X_{21}$, or $X_{14}$ yields the same quiver and tiling as in Figure 14. The CS levels are respectively $(0, 1, -1)$, $(0, 1, -1)$ and $(0, -1, 1)$. Hence, it can be seen that the resulting theory is Phase III-A of the $\mathcal{C} \times \mathbb{C}$ theory, as above.

5.3.2 Phase III-B of $\mathcal{C} \times \mathbb{C}$ from giving a VEV to one of $X_{13}, X_{31}$

This is similar to the previous case. The resulting quiver diagram and tiling are Figure 14, and the new CS levels are

\begin{align*}
k_1 = 2, \quad k_2 = -1, \quad k_3 = -1 .
\end{align*}

(5.37)

The resulting theory is Phase III-B of the $\mathcal{C} \times \mathbb{C}$ theory.
6. Higgsing The $Q^{1,1,1}$ Theory

A summary of the $Q^{1,1,1}$ theory

The $Q^{1,1,1}$ theory \cite{12, 31, 33} has 4 gauge groups and 6 chiral fields: $X_{12}^1$, $X_{12}^2$, $X_{23}$, $X_{24}$, $X_{31}$ and $X_{41}$. The quiver diagram and tiling are presented in Figure 27. The superpotential is

$$ W = \epsilon_{ij} \text{Tr} \left( X_{12}^i X_{23} X_{31} X_{12}^j X_{24} X_{41} \right). \quad (6.1) $$

We choose the CS levels to be $(k_1, k_2, k_3, k_4) = (1, 1, -1, -1)$.

![Figure 27: (i) Quiver diagram of the $Q^{1,1,1}$ theory. (ii) Tiling of the $Q^{1,1,1}$ theory.](image)

![Figure 28: The fundamental domain of tiling for the $Q^{1,1,1}$ theory: assignments of the integers $n_i$ to the edges are shown in blue and the weights for these edges are shown in green.](image)
**The Kasteleyn matrix.** We assign integers $n_i$’s to the edges of the tiling as shown in Figure 28. Accordingly, the Chern-Simons levels can be written as:

- **Gauge group 1:** $k_1 = 1 = n_1 + n_4 - n_5 - n_6$, 
- **Gauge group 2:** $k_2 = 1 = -n_2 - n_3 + n_5 + n_6$, 
- **Gauge group 3:** $k_3 = -1 = n_3 - n_1$, 
- **Gauge group 4:** $k_4 = -1 = n_2 - n_4$. 

(6.2)

We choose:

$n_1 = -n_2 = 1$, $n_i = 0$ otherwise.

(6.3)

The fundamental domain contains only two nodes and, therefore, the Kasteleyn matrix coincides with its permanent:

$$K = X_{31} y z^{n_1} + X_{24} x z^{n_2} + X_{23} y z^{n_3} + X_{41} x z^{n_4} + X_{12} z^{n_5} + X_{12} x y z^{n_6}$$

$$= X_{31} y z + X_{24} x z^{-1} + X_{23} y + X_{41} x + X_{12}^{1} + X_{12}^{2} x y$$

(for $n_1 = -n_2 = 1$, $n_i = 0$ otherwise). 

(6.4)

**The perfect matchings.** From (6.4), we can take the perfect matchings to be

$p_1 = X_{31}, \; p_2 = X_{24}, \; r_1 = X_{23}, \; r_2 = X_{41}, \; s_1 = X_{12}^{1}, \; s_2 = X_{12}^{2}$. 

(6.5)

Since there is a one-to-one correspondence between the perfect matchings and the quiver fields, it follows that

$$Q_F = 0.$$ 

(6.6)

**The toric diagram.** We construct the toric diagram of this model using two methods:

- **Charge matrices.** Since the number of gauge groups is $G = 4$, there are $G - 2 = 2$ baryonic charges coming from the $D$-terms. These can be collected in the rows of the $Q_D$ matrix, which also coincides with the total charge matrix $Q_t$:

$$Q_t = Q_D = \begin{pmatrix} 1 & 1 & -1 & -1 & 0 & 0 \\ 0 & 0 & 1 & 1 & -1 & -1 \end{pmatrix}.$$ 

(6.7)

Taking the kernel of (6.7), and deleting its first row, we obtain the $G'_t$, whose columns the coordinates of the toric diagram:

$$G'_t = \begin{pmatrix} 1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & -1 & 0 \\ 0 & 0 & 0 & 1 & -1 \end{pmatrix}.$$ 

(6.8)

The toric diagram is presented in Figure 29.

- **The Kasteleyn matrix.** The powers of $x, y$ and $z$ in (6.4) give the coordinates of the toric diagram which are collected in the columns of this matrix:

$$G_K = \begin{pmatrix} 0 & 1 & 1 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 \\ 1 & -1 & 0 & 0 & 0 & 0 \end{pmatrix}.$$ 

(6.9)
The baryonic charge. From Figure 29, we can see that the toric diagram of this model has 6 external points and, accordingly, the number of baryonic symmetries is $6 - 4 = 2$. The charges of the perfect matchings under these two symmetries, which we shall refer to as $U(1)_{B_1}$ and $U(1)_{B_2}$, can be found in the rows of the $Q_D$ matrix.

The global symmetry. From (6.7), we observe that the $Q_t$ matrix has three pairs of repeated columns. Since the total rank of the mesonic symmetry is 4, this can be identified with $SU(2)^3 \times U(1)_R$. Since there is precisely one abelian factor, it can be unambiguously identified with the R-symmetry. This mesonic symmetry can also be seen from the $G'_t$ matrix by noticing that the three rows contain weights of $SU(2)$. The R-charge of each perfect matching can be computed using a symmetry argument: the perfect matchings are completely symmetric and the Calabi-Yau condition simply divides 2 equally among them. Therefore, each perfect matching has R-charge 1/3. In Table 4, we present the global charges of each perfect matching.

|       | $SU(2)_1$ | $SU(2)_2$ | $SU(2)_3$ | $U(1)_R$ | $U(1)_{B_1}$ | $U(1)_{B_2}$ | fugacity          |
|-------|-----------|-----------|-----------|----------|-------------|-------------|------------------|
| $p_1$ | 1         | 0         | 0         | 1/3      | 1           | 0           | $tx_1 b_1$       |
| $p_2$ | -1        | 0         | 0         | 1/3      | 1           | 0           | $tb_1/x_1$       |
| $r_1$ | 0         | 1         | 0         | 1/3      | -1          | 1           | $tx_2 b_2/b_1$   |
| $r_2$ | 0         | -1        | 0         | 1/3      | -1          | 1           | $tb_2/(x_2 b_1)$ |
| $s_1$ | 0         | 0         | 1         | 1/3      | 0           | -1          | $tx_3/b_2$       |
| $s_2$ | 0         | 0         | -1        | 1/3      | 0           | -1          | $t/(x_3 b_2)$    |

Table 4: Charges of the perfect matchings under the global symmetry of the $Q^{1,1,1}$ theory. Here $t$ is the fugacity of the R-charge, $x_1, x_2$ and $x_3$ are the weights of the $SU(2)$ symmetries, and $b_1, b_2$ are the fugacities associated with the baryonic symmetries $U(1)_{B_1}$ and $U(1)_{B_2}$.
The Hilbert series. Since the $Q_F$ matrix is zero, the Master space is simply
\[ F_{Q,1,1} = \mathbb{C}^6. \] (6.10)
The mesonic moduli space is given by
\[ \mathcal{M}_{Q,1,1}^{\text{mes}} = \mathbb{C}^6 / Q_D. \] (6.11)
Therefore, in order to compute the Hilbert series of the mesonic moduli space, we need to integrate the Hilbert series of the Master space over the two baryonic fugacities $b_1$ and $b_2$:
\[
\begin{align*}
g_{\text{mes}}(t, x_1, x_2, x_3; Q^{1,1,1}) &= \oint_{|b_1|=1} \frac{db_1}{2\pi i b_1} \oint_{|b_2|=1} \frac{db_2}{2\pi i b_2} \frac{1}{(1 - tx_1 b_1) (1 - tx_2 b_2) (1 - tx_3 b_2) (1 - tx_3 b_1)} \\
&= \frac{P(t, x_1, x_2, x_3; Q^{1,1,1})}{(1 - t^3 x_1 x_2 x_3) (1 - t^3 x_1 x_2 x_3) (1 - t^3 x_1 x_2 x_3)} \\
&= \sum_{n=0}^{\infty} [n; n; n] t^{3n},
\end{align*}
\] (6.12)
where $P(t, x_1, x_2, x_3; Q^{1,1,1})$ is a polynomial of degree 12 that we do not write here because of its length. The completely unrefined Hilbert series of the mesonic moduli space can be written as:
\[
g_{\text{mes}}(t, 1, 1, 1; Q^{1,1,1}) = \frac{1 + 4t^3 + t^6}{(1 - t^3)^3} = \sum_{n=0}^{\infty} (n + 1)^3 t^{3n}. \] (6.13)
The plethystic logarithm of (6.12) can be written as:
\[
\text{PL}[g_{\text{mes}}(t, x_1, x_2, x_3; Q^{1,1,1})] = [1; 1; 1]^3 - ([1; 0; 0] + [0; 1; 0] + [0; 0; 1]) t^6 + O(t^9). \] (6.14)
Therefore, the 8 generators of the mesonic moduli space can be identified with
\[ p_i r_j s_k, \] (6.15)
where $i, j, k = 1, 2$.

The lattice of generators. We can represent the generators in a lattice (Figure 30) by plotting the powers of each monomial in the character of $[1; 1; 1]$. Note that the lattice of generators is the dual of the toric diagram (nodes are dual to faces and edges are dual to edges): the toric diagram has 6 nodes, 12 edges and 8 faces, whereas the generators form a convex polytope which has 8 nodes, 12 edges and 6 faces.
Figure 30: The lattice of generators of the $Q^{1,1,1}$ theory.

The Hilbert series for higher $k$. The $Q_D$ matrix (6.7) contains the charges under $U(1)_3 - U(1)_4$ and $U(1)_2 + U(1)_4$. To construct the orbifold by a $\mathbb{Z}_k$ action it is enough to choose an action under one of the gauge groups which has a non-zero D term. A possible choice is $U(1)_1$.

The Hilbert series for $Q^{1,1,1}$ with the CS levels $(k, k, -k, -k)$ is given by

$$g_{\text{mes}}(t, Q^{1,1,1}/\mathbb{Z}_k) = \frac{1}{k} \sum_{j=0}^{k-1} \frac{1}{(2\pi i)^2} \oint_{|b_1|=1} \oint_{|b_2|=1} \frac{db_1}{b_1} \frac{db_2}{b_2} \left(1 - tb_1^3\right) \left(1 - \frac{tb_2^3}{t^3}\right) \left(1 - \frac{tb_2^3}{t^3}\right) \left(1 - \frac{tb_2^3}{t^3}\right) \frac{1}{\left(1 - t^k\right)^2}.$$

This expression can be written in a closed form as

$$g_{\text{mes}}(t, Q^{1,1,1}/\mathbb{Z}_k) = \frac{1 + t^3 + 2kt^{3k} - t^{6k} - 2kt^{3+3k} - t^{3+6k}}{(1 - t^3)^3 (1 - t^{3k})^2}.$$

(6.16)

Note that, setting $k = 1$, we recover (6.13). This particular $\mathbb{Z}_k$ action for $k > 1$ breaks the mesonic global symmetry down to $SU(2) \times U(1)^2 \times U(1)_R$, as can be seen from the charge assignments in (6.16). By taking the Plethystic Logarithm one finds the generators to be 4 at order $t^3$ carrying $R$ charge 1 and $2k + 2$ at order $t^{3k}$ carrying $R$ charge $k$ and transforming as two copies of the $[k]$ representation (of dimension $k+1$) of the $SU(2)$ factor in the mesonic global symmetry.

### 6.1 Phase III-B of $\mathcal{C} \times \mathbb{C}$ from giving a VEV to one of the $X_{12}^i$ fields

Giving a VEV to one of the fields $X_{12}^i$ amounts to removing one of the edges that separate the squares corresponding to gauge groups 1 and 2. As can be seen from Figure 27, the removal of such an edge merges the two squared tiles into an hexagonal tile. Thus, the tiling of the resulting field theory is a two double-bonded one hexagon ($D_2 \mathcal{H}_1$). For convenience, we relabel the gauge groups so that gauge group 1 corresponds to the hexagon and gauge groups 2 and 3 correspond to the double bonds. The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

$$k_1 = 2, \quad k_2 = -1, \quad k_3 = -1.$$

(6.18)
Hence, the resulting theory can be identified with Phase III-B of the $\mathcal{C} \times \mathbb{C}$ theory. The toric diagram is drawn in Figure 8.

### 6.2 Phase I of $\mathcal{C} \times \mathbb{C}$ from giving a VEV to one of $X_{23}, X_{31}, X_{24}, X_{41}$

By symmetry, turning on a VEV to one of these four fields yields the same result. For definiteness, let us give a VEV to the field $X_{24}$. This amounts to removing the edge corresponding to $X_{24}$ from the tiling in Figure 27. As a result, the double bond corresponding to the gauge group 4 disappears. Thus, the resulting tiling is a one double-bonded chessboard tiling ($\mathcal{D}_1, \mathcal{H}_2$). The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

$$k_1 = 1, \quad k_2 = 0, \quad k_3 = -1.$$  \hspace{1cm} (6.19)

Hence, the resulting theory can be identified with Phase I of the $\mathcal{C} \times \mathbb{C}$ theory.

### 7. Higgsing The $Q^{1,1,1}/\mathbb{Z}_2$ Theory

#### 7.1 Higgsing Phase I of $Q^{1,1,1}/\mathbb{Z}_2$

**A summary of Phase I of $Q^{1,1,1}/\mathbb{Z}_2$ (the $\mathcal{S}_4$ model)**

This model has 4 gauge groups and bi-fundamental fields $X_{12}^i, X_{23}^i, X_{34}^i$ and $X_{41}^i$ (with $i = 1, 2$). The quiver diagram and tiling are drawn in Figure 31. The superpotential is given by

$$W = \epsilon_{ij} \epsilon_{pq} \text{Tr}(X_{12}^i X_{23}^p X_{34}^j X_{41}^q).$$  \hspace{1cm} (7.1)

We choose the CS levels to be $k_1 = -k_2 = -k_3 = k_4 = 1$.

---

**Figure 31:** [Phase I of $Q^{1,1,1}/\mathbb{Z}_2$] (i) Quiver diagram for the $\mathcal{S}_4$ model. (ii) Tiling for the $\mathcal{S}_4$ model.
Figure 32: [Phase I of $Q^{1,1,1}/Z_2$] The fundamental domain of tiling for the $S_4$ model: assignments of the integers $n_i$ to the edges are shown in blue and the weights for these edges are shown in green.

**The Kasteleyn matrix.** We assign the integers $n_i$ to the edges according to Figure 32. We find that

- Gauge group 1: $k_1 = 1 = n_3 + n_4 - n_5 - n_7$,
- Gauge group 2: $k_2 = -1 = n_6 + n_8 - n_3 - n_4$,
- Gauge group 3: $k_3 = -1 = n_1 + n_2 - n_6 - n_8$,
- Gauge group 4: $k_4 = 1 = -n_1 - n_2 + n_5 + n_7$.  \(\text{(7.2)}\)

We choose

$$n_3 = -n_1 = 1, \quad n_i = 0 \text{ otherwise}.$$  \(\text{(7.3)}\)

We can now construct the Kasteleyn matrix. The fundamental domain contains two black nodes and two white nodes and, therefore, the Kasteleyn matrix is a $2 \times 2$ matrix:

$$K = \begin{pmatrix} w_1 & w_2 \\ b_1 X_{34}^1 z^{n_1} + X_{12}^1 x z^{n_4} + X_{23}^1 z^{n_6} + X_{41}^2 y^{-1} z^{n_7} \\ b_2 X_{23}^2 z^{n_8} + X_{41}^1 y z^{n_5} + X_{34}^2 z^{n_2} + X_{12}^1 x^{-1} z^{n_3} \end{pmatrix}.$$  \(\text{(7.4)}\)

The permanent of this matrix is given by

$$\text{perm} \ K = X_{34}^1 X_{34}^2 z^{n_1+n_2} + X_{12}^1 X_{12}^2 z^{n_3+n_4} + X_{34}^1 X_{12}^1 x^{-1} z^{n_1+n_3} + X_{34}^2 X_{12}^2 z^{n_2+n_4} + X_{11}^1 X_{23}^1 y z^{n_5+n_6} + X_{11}^2 X_{23}^2 y^{-1} z^{n_7+n_8} + X_{11}^1 X_{41}^2 z^{n_5+n_7} + X_{23}^1 X_{23}^2 z^{n_6+n_8} + X_{34}^1 X_{34}^2 z^{-1} + X_{12}^1 X_{12}^2 + X_{34}^1 X_{12}^1 x^{-1} + X_{34}^2 X_{12}^2 x + X_{41}^1 X_{23}^1 y + X_{41}^2 X_{23}^2 y^{-1} + X_{41}^1 X_{41}^1 + X_{23} X_{23}^2 \quad (\text{for} \ n_3 = -n_1 = 1, \ n_i = 0 \text{ otherwise}).$$  \(\text{(7.5)}\)
The perfect matchings. From (7.5), we write the perfect matchings as collections of fields as follows:

\[
p_1 = \{X_{34}^1, X_{34}^2\}, \quad p_2 = \{X_{12}^1, X_{12}^2\}, \quad q_1 = \{X_{34}^1, X_{12}^1\}, \quad q_2 = \{X_{34}^2, X_{12}^2\},
\]
\[
r_1 = \{X_{41}^1, X_{23}^1\}, \quad r_2 = \{X_{41}^2, X_{23}^2\}, \quad s_1 = \{X_{41}^1, X_{41}^2\}, \quad s_2 = \{X_{23}^1, X_{23}^2\}.
\] (7.6)

From (7.5), we see that the perfect matchings \(p_i, q_i, r_i\) correspond to the external points in the toric diagram, whereas the perfect matchings \(s_i\) correspond to the internal point at the origin. In turn, we find the parameterisation of fields in terms of perfect matchings:

\[
X_{34}^1 = p_1 q_1, \quad X_{34}^2 = p_1 q_2, \quad X_{12}^1 = p_2 q_1, \quad X_{12}^2 = p_2 q_2,
\]
\[
X_{11}^1 = r_1 s_1, \quad X_{23}^1 = r_1 s_2, \quad X_{41}^1 = r_2 s_1, \quad X_{23}^2 = r_2 s_2.
\] (7.7)

This is summarised in the perfect matching matrix:

\[
P = \begin{pmatrix}
p_1 & p_2 & q_1 & q_2 & r_1 & r_2 & s_1 & s_2
\end{pmatrix}
\begin{pmatrix}
X_{34}^1 \\ X_{34}^2 \\ X_{12}^1 \\ X_{12}^2 \\ X_{41}^1 \\ X_{41}^2 \\ X_{23}^1 \\ X_{23}^2
\end{pmatrix} = \begin{pmatrix}1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0
\end{pmatrix}. \] (7.8)

Basis vectors of the nullspace of \(P\) are given in the rows of the charge matrix:

\[
Q_F = \begin{pmatrix}
1 & 1 & -1 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & -1 & -1
\end{pmatrix}.
\] (7.9)

Hence, we see that the relations between the perfect matchings are given by

\[
p_1 + p_2 - p_3 - p_4 = 0,
\]
\[
p_5 + p_6 - s_1 - s_2 = 0.
\] (7.10)

Since the coherent component \(\text{Irr}_{\mathcal{J_4}}\) of the Master space is generated by the perfect matchings, subject to the relation (7.10), it follows that

\[
\text{Irr}_{\mathcal{J_4}} = \mathbb{C}^8 / Q_F = \mathcal{C} \times \mathcal{C}.
\] (7.11)

The toric diagram. We demonstrate two methods of constructing the toric diagram.

- The charge matrices. Since the number of gauge groups is \(G = 4\), there are \(G - 2 = 2\) baryonic charges coming from the D-terms. We collect these charges of the perfect matchings in the \(Q_D\) matrix:

\[
Q_D = \begin{pmatrix}
1 & 1 & 0 & 0 & -1 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & -1 & 2 & 0
\end{pmatrix}.
\] (7.12)
From (7.9) and (7.12), the total charge matrix is given by

\[
Q_t = \begin{pmatrix}
1 & 1 & 0 & 0 & -1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & -1 & 2 & 0 \\
1 & 1 & -1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & -1 & -1
\end{pmatrix}.
\] (7.13)

We obtain the matrix \( G_t \) and, after removing the first row, the columns give the coordinates of points in the toric diagram:

\[
G'_t = \begin{pmatrix}
1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0
\end{pmatrix}.
\] (7.14)

The toric diagram is drawn in Figure 33. Observe that there is an internal point

![Toric Diagram](image)

Figure 33: The toric diagram of the \( Q^{1,1,1}/\mathbb{Z}_2 \) theory.

(with multiplicity 2) in the toric diagram for this theory, whereas the toric diagram for the \( Q^{1,1,1} \) theory (Figure 29) is simply 6 corners of an octahedron without an internal point.

- **The Kasteleyn matrix.** The powers of \( x, y, z \) in each term of (7.5) give the coordinates of each point in the toric diagram. We collect these points in the columns of the following \( G_K \) matrix:

\[
G_K = \begin{pmatrix}
1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0
\end{pmatrix} = G'_t.
\] (7.15)

Thus, the toric diagrams constructed from these two methods are identical.

**The baryonic charges.** Since the toric diagram has 6 external points, this model has precisely \( 6 - 4 = 2 \) baryonic symmetries, which we shall denote by \( U(1)_{B_1} \) and \( U(1)_{B_2} \). From the above discussion, we see that they arise from the D-terms. Therefore, the baryonic charges of the perfect matchings are given by the rows of the \( Q_D \) matrix.
The global symmetry. Since the \( Q_t \) matrix has 3 pairs of repeated columns, it follows that the mesonic symmetry of this model is \( SU(2)^3 \times U(1)_R \). This mesonic symmetry can also be seen from the \( G_K \) (or \( G'_t \)) matrix by noticing that the three rows contain weights of \( SU(2) \). Since \( s_1 \) and \( s_2 \) are the perfect matchings corresponding to internal points in the toric diagram, we assign to each of them a zero R-charge. The remaining 6 external perfect matchings are completely symmetric and the requirement of R-charge 2 to the superpotential divides 2 equally among them, resulting in R-charge of 1/3 per each. The global symmetry of the theory is a product of mesonic and baryonic symmetries: \( SU(2)^3 \times U(1)_R \times U(1)_{B_1} \times U(1)_{B_2} \). In Table 5, we present a consistent way of assigning charges to the perfect matchings under these global symmetries.

| \( SU(2)_1 \) | \( SU(2)_2 \) | \( SU(2)_3 \) | \( U(1)_R \) | \( U(1)_{B_1} \) | \( U(1)_{B_2} \) | fugacity |
|-----------|-----------|-----------|-----------|-----------|-----------|--------|
| \( p_1 \) | 1         | 0         | 0         | 1/3       | 1         | 0      | \( t b_1 x_1 \) |
| \( p_2 \) | -1        | 0         | 0         | 1/3       | 1         | 0      | \( t b_1 / x_1 \) |
| \( q_1 \) | 0         | 1         | 0         | 1/3       | 0         | 0      | \( t x_2 \) |
| \( q_2 \) | 0         | -1        | 0         | 1/3       | 0         | 0      | \( t / x_2 \) |
| \( r_1 \) | 0         | 0         | 1         | 1/3       | -1        | -1     | \( t x_3 / (b_1 b_2) \) |
| \( r_2 \) | 0         | 0         | -1        | 1/3       | -1        | -1     | \( t / (x_3 b_1 b_2) \) |
| \( s_1 \) | 0         | 0         | 0         | 0         | 2         | 0      | \( b_2 \) |
| \( s_2 \) | 0         | 0         | 0         | 0         | 0         | 0      | 1      |
| \( s_3 \) | 0         | 0         | 0         | 0         | 0         | 0      | 1      |

Table 5: Charges under the global symmetry of the \( Q^{1,1,1}/\mathbb{Z}_2 \) theory. Here \( t \) is the fugacity of R-charge, \( x_1, x_2, x_3 \) are weights of \( SU(2)_1, SU(2)_2, SU(2)_3 \), and \( b_1, b_2 \) are baryonic fugacities of \( U(1)_{B_1}, U(1)_{B_2} \). Note that the perfect matching \( s_3 \) (represented in blue) does not exist in Phase I but exists in Phase II.

Below, there is a study of the Higgs mechanism of this theory.

### 7.1.1 Phase II of \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\) from giving a VEV to one of \( X_{12}^i, X_{34}^i \)

By symmetry, turning on a VEV to one of the \( X_{12}^i \), \( X_{34}^i \) fields yields the same result. For definiteness, let us give a VEV to \( X_{12}^1 \). This amounts to removing one of the edges that separate the squares corresponding to gauge groups 3 and 4. As a result, these gauge groups are combined into one gauge group, identified as 3. The quiver diagram and tiling of this model are presented in Figure 34. The superpotential is given by

\[
W = \epsilon_{ij} \text{Tr}(X_{12}^1 X_{23}^i \phi_3 X_{31}^j) - \epsilon_{kl} \text{Tr}(X_{12}^2 X_{23}^k X_{31}^l) .
\]

The CS levels associated with the higgsed gauge groups are added, and so the new CS levels are

\[
k_1 = 1, \quad k_2 = -1, \quad k_3 = 0 .
\]

We note that this model does not give rise to a consistent tiling in 3+1 dimensions and in fact is the simplest inconsistent model in the sense of [15]. It looks similar to the SPP theory but differs from it by being chiral, as opposed to the SPP quiver which is non-chiral.
Figure 34: (i) Quiver diagram of Phase II of \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\). (ii) Tiling of Phase II of \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\).

Figure 35: The fundamental domain of the tiling for Phase II of \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\): assignments of the integers \(n_i\) to the edges are shown in blue and the weights for these edges are shown in green.

**The Kasteleyn matrix.** We assign the integers \(n_i\) to the edges according to Figure 35. We find that

\[
\begin{align*}
\text{Gauge group 1:} & \quad k_1 = 1 = n_2 + n_3 - n_4 - n_6 , \\
\text{Gauge group 2:} & \quad k_2 = -1 = -n_2 - n_3 + n_5 + n_7 , \\
\text{Gauge group 3:} & \quad k_3 = 0 = n_4 - n_5 + n_6 - n_7 .
\end{align*}
\]  

(7.18)

We choose:

\[
\begin{align*}
n_3 = 1, && n_i = 0 \text{ otherwise} .
\end{align*}
\]  

(7.19)
We can now determine the Kasteleyn matrix. Since the fundamental domain contains 2 pairs of black and white nodes, the Kasteleyn matrix is $2 \times 2$:

$$K = \begin{pmatrix} b_1 & b_2 \\ w_1 & X_{12} z^{n_2} \\ w_2 & X_{23} z^{n_7} + X_{31} y z^{n_4} + \phi_3 x z^{n_1} + X_{12} z^{n_3} \end{pmatrix}.$$ \quad (7.20)

The permanent of the Kasteleyn matrix is given by

$$\text{perm} K = \phi_3 X_{12} x + X_{12} X_{12} z + X_{23} X_{23} + X_{31} X_{31} + X_{31} X_{31} y + X_{23} X_{31} y^{-1}$$

(for $n_3 = 1$, $n_i = 0$ otherwise). \quad (7.21)

**The perfect matchings.** From (7.21), we can take the perfect matchings to be:

$$p_1 = \{ \phi_3, X_{12} \}, \quad p_2 = \{ X_{12}, X_{12} \}, \quad r_1 = \{ X_{23}, X_{31} \},$$

$$r_2 = \{ X_{23}, X_{31} \}, \quad s_1 = \{ X_{23}, X_{23} \}, \quad s_2 = \{ X_{31}, X_{31} \}. \quad (7.22)$$

In turn, we find the parameterisation of fields in terms of perfect matchings:

$$\phi_3 = p_1, \quad X_{12} = p_2, \quad X_{12} = p_1 p_2, \quad X_{23} = r_1 s_1,$$

$$X_{23} = r_2 s_1, \quad X_{31} = r_1 s_2, \quad X_{31} = r_2 s_2. \quad (7.23)$$

This is summarised in the perfect matching matrix:

$$P = \begin{pmatrix} p_1 & p_2 & r_1 & r_2 & s_1 & s_2 \\ \phi_3 & 1 & 0 & 0 & 0 & 0 \\ X_{12} & 1 & 1 & 0 & 0 & 0 \\ X_{12} & 0 & 1 & 0 & 0 & 0 \\ X_{23} & 0 & 0 & 1 & 0 & 1 \\ X_{23} & 0 & 0 & 0 & 1 & 1 \\ X_{31} & 0 & 0 & 1 & 0 & 0 \\ X_{31} & 0 & 0 & 0 & 1 & 0 \end{pmatrix}. \quad (7.24)$$

The basis vector of the nullspace of $P$ is given in the row of the charge matrix:

$$Q_F = \begin{pmatrix} 0, 0, 1, 1, -1, -1 \end{pmatrix}. \quad (7.25)$$

Hence, we see that the relation between the perfect matchings is given by

$$r_1 + r_2 - s_1 - s_2 = 0. \quad (7.26)$$
The toric diagram. We construct the toric diagram of this model using two methods.

- The charge matrices. Since the number of gauge groups of this model is $G = 3$, there is $G - 2 = 1$ baryonic symmetry coming from the D-terms. The charges of the perfect matchings under this symmetry can be collected in the $Q_D$ matrix:

$$Q_D = \begin{pmatrix} 0, 0, 0, -1, 1 \end{pmatrix}. \quad (7.27)$$

Note that since the CS coefficient $k_3 = 0$, the $Q_D$ matrix (7.27) has been chosen such that the baryonic charge of each quiver field in (7.23) coincides with the quiver charge under gauge group 3. We can combine (7.25) and (7.27) in a single matrix $Q_t$:

$$Q_t = \begin{pmatrix} Q_D \\ Q_F \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & -1 & 1 \\ 0 & 1 & 1 & -1 & 1 \end{pmatrix}. \quad (7.28)$$

The $G_t$ matrix is the kernel of (7.28) and, after removing the first row, we get a matrix whose columns represent the coordinates of the toric diagram:

$$G_t' = \begin{pmatrix} 1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & -1 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{pmatrix}. \quad (7.29)$$

The toric diagram is presented in Figure 36. We see that this is the toric diagram of a $\mathbb{Z}_2$ orbifold of $\mathbb{C}^4$. The discrete symmetry $\mathbb{Z}_2$ acts only on the perfect matchings $r_1, r_2$ (but not on $p_1, p_2$) and, as a result of this action, we gain a point on one of the edges (with multiplicity 2) corresponding to the perfect matchings $s_1, s_2$. Thus, the mesonic moduli space of this model is

$$\mathcal{M}^{\text{mes}} = (\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2, \quad (7.30)$$

where the first $\mathbb{C}^2$ is parametrised by the perfect matchings $r_1, r_2$, and the second $\mathbb{C}^2$ is parametrised by the perfect matchings $p_1, p_2$. We refer to this model as Phase II of $(\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2$.

- The Kasteleyn matrix. The powers of $x, y, z$ in each term of (7.20) give the coordinates of each point in the toric diagram, which can be collected in the columns

\[ \begin{align*} 
\text{Figure 36:} \quad & \text{The toric diagram of the } (\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2 \text{ theory.} 
\end{align*} \]
of the following $G_K$ matrix:

$$G_K = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0
\end{pmatrix}. \quad (7.31)$$

Note that $G_K$ can be obtained by performing a row operation on $G'_t$; in particular, the first row of $G_K$ is derived from adding the first and the third row of $G'_t$.

The baryonic charges. From Figure 36, we can appreciate that the toric diagram of this model has 4 points on the vertices and a point (with multiplicity 2) on one of the edges. Should the point on the edge be counted as an internal point or an external point of the toric diagram? We know from the $Q_D$ matrix that there is 1 baryonic charge coming from the D-terms. Therefore, if such a point were regarded as an internal point, we would have only 4 external points and, hence, $4 - 4 = 0$ baryonic charges, which is a contradiction. Thus, the point on the edge must be regarded as an external point so that we have precisely $5 - 4 = 1$ baryonic symmetry, which we shall denote as $U(1)_B$. The charges of the perfect matchings under this $U(1)_B$ are given by the row of the $Q_D$ matrix.

The global symmetry. Since there are two pairs of repeated columns in the $Q_t$ matrix, the mesonic symmetry of this model is $SU(2)^2 \times U(1)_q \times U(1)_R$. From the $Q_t$ matrix, we see that the perfect matchings $p_1$ and $p_2$ transform as a doublet under the first $SU(2)$, and $r_1$ and $r_2$ transform as a doublet under the second $SU(2)$. The global symmetry of this model is the product of the mesonic and baryonic symmetries: $SU(2)^2 \times U(1)_q \times U(1)_R \times U(1)_B$. Recall from (7.30) that the mesonic moduli space is a $\mathbb{Z}_2$ orbifold of $\mathbb{C}^4$. Therefore, each of the external perfect matchings $p_1, p_2, r_1,$ and $r_2$ has the same R-charge $1/2$, as in the $\mathbb{C}^4$ theory, and each of the perfect matchings on the edge, $s_1, s_2$, has zero R-charge. We assign the charges to the perfect matchings under $U(1)_q$ such that the superpotential is not charged under it and the charge vectors are linearly independent. The global charges are summarised in Table 6:

|  | $SU(2)_1$ | $SU(2)_2$ | $U(1)_R$ | $U(1)_q$ | $U(1)_B$ | fugacity |
|---|---|---|---|---|---|---|
| $p_1$ | 1 | 0 | 1/2 | 1 | 0 | $tx_1q$ |
| $p_2$ | -1 | 0 | 1/2 | 1 | 0 | $tq/(x_1)$ |
| $r_1$ | 0 | 1 | 1/2 | -1 | 0 | $tx_2/q$ |
| $r_2$ | 0 | -1 | 1/2 | -1 | 0 | $t/(qx_2)$ |
| $s_1$ | 0 | 0 | 0 | 0 | -1 | $1/b$ |
| $s_2$ | 0 | 0 | 0 | 0 | 1 | $b$ |

Table 6: Charges of the perfect matchings under the global symmetry of the $(\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2$ theory. Here $t$ is the fugacity of the R-charge (in the unit of 1/2), $x_1, x_2$ are the fugacities of the $SU(2)$ charge, $q$ is the fugacity of the $U(1)$ symmetry and $b$ is the fugacity of the $U(1)_B$ symmetry.
The Hilbert series. The coherent component of the Master space is generated by the perfect matchings, which are subject to the relation (7.26):

$$\text{Irr}_F^\curlywedge = \mathbb{C}^6 / Q_F = C \times C^2.$$  \hspace{1cm} (7.32)

Thus, the Hilbert series of the coherent component of the Master space can be computed by integrating the Hilbert series of the space of perfect matchings over the fugacity $z$:

$$g^{\text{Irr}_F^\curlywedge}(t, x_1, x_2, q, b) = \int \frac{dz}{2\pi iz} \frac{1}{(1 - tx_1q)(1 - \frac{t}{q}x_2) \left(1 - \frac{tx_2}{q^s_2}\right) \left(1 - \frac{t}{q^s_2}\right) \left(1 - \frac{1}{z_2}\right) \left(1 - \frac{1}{z_1}\right)}$$

$$= \frac{1 - \frac{t^2}{q^2}}{(1 - tqx_1)(1 - \frac{tq}{x_1})(1 - \frac{tb}{q^s})(1 - \frac{1}{q^s})(1 - \frac{1}{q^s_2})}.$$  \hspace{1cm} (7.33)

The unrefined version of the result of the integration can be written as

$$g^{\text{Irr}_F^\curlywedge}(t, 1, 1, 1, 1) = \frac{1 + t}{(1 - t)^5}. \hspace{1cm} (7.34)$$

Integrating (7.33) over the baryonic fugacity $b$ gives the mesonic Hilbert series

$$g^{\text{mes}}(t, x_1, x_2, q) = \int_{|b|=1} \frac{db}{2\pi ib} g^\text{Irr}_F^\curlywedge(t, x_1, x_2, q, b)$$

$$= \frac{1 + \frac{t^2}{q^2}}{(1 - \frac{tq}{x_1})(1 - tqx_1)(1 - \frac{t^2x_2^2}{q^2}) \left(1 - \frac{t^2}{x_2^2}\right)}.$$  \hspace{1cm} (7.35)

The totally unrefined Hilbert series of the mesonic moduli space can be written as

$$g^{\text{mes}}(t, 1, 1, 1) = \frac{1 + t^2}{(1 - t)^2(1 - t^2)} = \frac{1 + t^2}{(1 - t)^4(1 + t)^2}. \hspace{1cm} (7.36)$$

This agrees with (4.32). The plethystic logarithm of (7.35) is given by

$$\text{PL}[g^{\text{mes}}(t, x_1, x_2, q)] = [1; 0]tq + [0; 2]q^2 - t^4 q^4. \hspace{1cm} (7.37)$$

Therefore, the 5 generators of the mesonic moduli space can be written in terms of perfect matchings as

$$p_i, \quad r_j s_1 s_2.$$  \hspace{1cm} (7.38)

where $i, j = 1, 2$. These generators can be represented in a lattice (Figure 37) by plotting the powers of each monomial in the characters of $SU(2) \times SU(2)$ and $U(1)_q$ in (7.37). Note that the lattice of generators is dual to the toric diagram (nodes are dual to faces and edges are dual to edges). For the $(\mathbb{C}^2 / \mathbb{Z}_2) \times \mathbb{C}^2$ theory, the lattice of generators is self-dual.
7.1.2 The $\mathbb{F}_0 \times \mathbb{C}$ theory from giving a VEV to one of $X^i_{23}, X^i_{41}$

By symmetry, turning on a VEV to either $X^i_{23}$ or $X^i_{41}$ leads to the same theory. For definiteness, let us give a VEV to $X^i_{23}$. This means that we remove the edge that separates the gauge groups 2 and 3, and merge them into one gauge group, which is identified as 3. Let us relabel the gauge groups such that 4 becomes 2. Then, the quiver diagram and tiling of the resulting theory are given in Figure 34. The superpotential coincides with (7.16). The CS levels associated with the higgsed gauge groups are added, and so

$$k_1 = 1, \quad k_2 = 1, \quad k_3 = -2. \quad (7.39)$$

The Kasteleyn matrix. The assignment of the integers $n_i$ is shown in Figure 35. In order to have the desired CS, we choose the following values of $n_i$ for (7.18):

$$n_4 = -1, \quad n_5 = 1 \quad n_i = 0 \text{ otherwise}. \quad (7.40)$$

The permanent of the Kasteleyn matrix is then

$$\text{perm} K = \phi_3 X^2_{12} x z^{n_1+n_2} + X^1_{12} X^2_{12} z^{n_2+n_3} + X^1_{23} X^2_{23} z^{n_5+n_7} + X^1_{31} X^2_{31} z^{n_4+n_6}$$

$$+ X^1_{31} X^2_{23} y^{n_4+n_5} + X^2_{23} X^2_{31} y^{-1} z^{n_6+n_7},$$

$$\text{perm} K = \phi_3 X^2_{12} x + X^1_{12} X^2_{12} + X^1_{23} X^2_{23} + X^1_{31} X^2_{31} - 1 + X^1_{31} X^2_{23} y + X^2_{23} X^2_{31} y^{-1}$$

(for $n_4 = -n_5 = -1, \quad n_i = 0$ otherwise). \quad (7.41)

The perfect matchings. From (7.41), the perfect matching matrix $P$ is

$$P = \begin{pmatrix}
\phi_3 & 0 & 0 & 0 & 0 & 1 & 0 \\
X^1_{12} & 0 & 0 & 0 & 0 & 1 & 1 \\
X^1_{23} & 0 & 0 & 0 & 0 & 1 & 0 \\
X^1_{31} & 1 & 0 & 1 & 0 & 0 & 0 \\
X^2_{12} & 0 & 1 & 1 & 0 & 0 & 0 \\
X^2_{23} & 1 & 0 & 0 & 1 & 0 & 0 \\
X^2_{31} & 0 & 1 & 0 & 1 & 0 & 0 \\
\end{pmatrix}. \quad (7.42)$$
Note that from (7.41), the perfect matching $s$ corresponds to an internal point in the toric diagram, whereas the others correspond to external points. The $Q_F$ matrix is the kernel of the $P$ matrix:

$$Q_F = \begin{pmatrix} 1, 1, -1, -1, 0, 0 \end{pmatrix}. \quad (7.43)$$

The toric diagram. We construct the toric diagram of this model using two methods.

- The charge matrices. Since the number of gauge groups of this model is $G = 3$, there is $G - 2 = 1$ baryonic symmetry coming from the D-terms. The charges of the perfect matchings under this symmetry can be collected in the $Q_D$ matrix:

$$Q_D = \begin{pmatrix} 1, 1, 0, 0, -2 \end{pmatrix}. \quad (7.44)$$

We combine the $Q_F$ and $Q_D$ matrices in the total charge matrix, $Q_t$:

$$Q_t = \begin{pmatrix} Q_D & Q_F \end{pmatrix} = \begin{pmatrix} 1 & 1 & 0 & 0 & -2 \\ 1 & 1 & -1 & -1 & 0 \end{pmatrix}. \quad (7.45)$$

We obtain the $G_t$ matrix from the kernel of (7.45) and, after removing the first row, we get a matrix with columns representing the coordinates of the toric diagram:

$$G_t' = \begin{pmatrix} 1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & -1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}. \quad (7.46)$$

The toric diagram is presented in Figure 38. We note that the perfect matching $s$ corresponds to the internal point on the base, and the others correspond to external points at the corners. Therefore, the mesonic moduli space of this model is

$$\mathcal{M} = \mathbb{F}_0 \times \mathbb{C}, \quad (7.47)$$

where $\mathbb{F}_0$, which is a $\mathbb{Z}_2$ orbifold of the conifold\textsuperscript{7}, is parametrised by $p_1, p_2, q_1, q_2, s$ (base of the pyramid in Figure 38), and $\mathbb{C}$ is parametrised by $r$ (tip of the pyramid in Figure 38).

- The Kasteleyn matrix. The powers of $x, y, z$ in each term of (7.41) give the coordinates of each point in the toric diagram. The coordinates of the toric diagram can be collected in the columns of the following $G_K$ matrix:

$$G_K = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & -1 \\ 0 & 0 & 1 & -1 & 0 \end{pmatrix}. \quad (7.48)$$

The baryonic charges. As can be seen from Figure 38, the toric diagram for this theory has 5 external and one internal points. Therefore, we have $5 - 4 = 1$ baryonic symmetry, which is referred to as $U(1)_B$. The charges of the perfect matchings under this symmetry are given by the row of the $Q_D$ matrix.

\textsuperscript{7}Note that there is another $\mathbb{Z}_2$ orbifold of the conifold which is known as $L^{222}$. The toric diagram is drawn in Figure 4a of [16]. The Hilbert series of $L^{222}$ is given by $\frac{1}{2} \left( \frac{1-t^2}{1-t^2} + \frac{1-t^2}{1-t^2} \right) = \frac{1}{2} \left( \frac{1-t^2}{1-t^2} \right)^2$. 
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The global symmetry. Since there are two pairs of repeated columns in the $Q_t$ matrix, the mesonic symmetry of this model is $SU(2)^2 \times U(1)_q \times U(1)_R$. From the $Q_t$ matrix, we can see that the perfect matchings $p_1$ and $p_2$ transform as a doublet under the first $SU(2)$, and $r_1$ and $r_2$ transform as a doublet under the second $SU(2)$. The global symmetry of this model is the product of the mesonic and baryonic symmetries: $SU(2)^2 \times U(1)_q \times U(1)_R \times U(1)_B$.

Recall from (7.47) that the mesonic moduli space is a $\mathbb{Z}_2$ orbifold of the $\mathbb{C} \times \mathbb{C}$ theory, and so the R-charges of the external perfect matchings are the same as in the $\mathbb{C} \times \mathbb{C}$ theory. The internal perfect matching $s$ has 0 R-charge. We assign the charges to the perfect matchings under $U(1)_q$ such that the superpotential is not charged under it and the charge vectors are linearly independent. The global charges are summarised in Table 6:

|       | $SU(2)_1$ | $SU(2)_2$ | $U(1)_R$ | $U(1)_q$ | $U(1)_B$ | fugacity       |
|-------|-----------|-----------|----------|----------|----------|---------------|
| $p_1$ | 1         | 0         | 3/8      | 1        | 0        | $t^3 x_1 q$   |
| $p_2$ | -1        | 0         | 3/8      | 1        | 0        | $t^3 q / x_1$ |
| $q_1$ | 0         | 1         | 3/8      | 1        | -1       | $t^3 x_2 q / b$ |
| $q_2$ | 0         | -1        | 3/8      | 1        | -1       | $t^3 q / (x_2 b)$ |
| $r$   | 0         | 0         | 1/2      | -4       | 0        | $t^4 / q^4$   |
| $s$   | 0         | 0         | 0        | 0        | 2        | $b^2$         |

Table 7: Charges of the perfect matchings under the global symmetry of the $F_0 \times \mathbb{C}$ theory. Here $t$ is the fugacity of the R-charge, $x_1, x_2$ are the fugacities of the $SU(2)$ charge, $q$ is the fugacity of the $U(1)$ symmetry and $b$ is the fugacity of the $U(1)_B$ symmetry.

The Hilbert series. The coherent component of the Master space is a symplectic quotient of the space of perfect matchings by the $Q_F$ matrix:

$$\text{Irr} F^b = \mathbb{C}^6 / \langle Q_F \rangle.$$  

(7.49)

Thus, the Hilbert series of the coherent component of the Master space can be computed by integrating the Hilbert series of the space of perfect matchings over the baryonic fugacity.
As discussed in \(\text{The plethystic logarithm of } (F \times C)\), where we note the first factor is the Hilbert series of \(g\) and \(z\):

\[ g_{\text{mes}}(t_1, t_2, x_1, x_2; F_0 \times C) = \oint_{|z|=1} \frac{dz}{2\pi i z} \frac{1}{(1 - \frac{t_1 z}{x_1})(1 - \frac{t_2 z}{x_1})(1 - \frac{t_1 z}{x_2})(1 - \frac{t_2 z}{x_2})(1 - b^2)(1 - t_2)} = \frac{1 - \frac{t_1^4}{b^2}}{(1 - \frac{t_1^2 x_1 x_2}{b})(1 - \frac{t_1^2 x_1 z}{x_2})(1 - \frac{t_1^2 x_2 z}{x_1})(1 - t_2)(1 - t_2)} \]  

(7.50)

where \(t_1 = t^3 q\) and \(t_2 = t^4/q^4\). Integrating (7.50) over the baryonic fugacity \(b\) gives the mesonic Hilbert series:

\[ g_{\text{mes}}(t_1, t_2, x_1, x_2; F_0 \times C) = \oint_{|b|=1} \frac{db}{2\pi i b} \frac{g_{\text{mes}}(t_1, t_2, x_1, x_2, b; F_0 \times C)}{(1 - \frac{t_1^2}{b})(1 + \frac{2}{x_1^2} + \frac{1}{x_1^2} + \frac{1}{x_2^2})} = \sum_{i=0}^{\infty} t_1^i \sum_{n=0}^{\infty} [2n; 2n] t_1^n \]  

(7.51)

where we note the first factor is the Hilbert series of \(C\) and the second factor is the Hilbert series of \(F_0\) \([43]\). This confirms that the mesonic moduli space of this model is \(F_0 \times C\). The totally unrefined Hilbert series of the mesonic moduli space can be written as:

\[ g_{\text{mes}}(t^3, t^4, 1; F_0 \times C) = \frac{1 + 6t^{12} + t^{24}}{(1 - t^{12})^3} \times \frac{1}{(1 - t^4)} \]  

(7.52)

The plethystic logarithm of (7.51) is given by

\[ \text{PL}[g_{\text{mes}}(t_1, t_2, x_1, x_2)] = [2; 2] t_1^4 + t_2 + O(t_1^8) \]  

(7.53)

Therefore, the 10 generators of the mesonic moduli space can be written in terms of perfect matchings as

\[ r, \ p_ip_j q_iq_j s \]  

(7.54)

where \(i, j, l, k = 1, 2\). Note that the lattice of generators is the dual of the toric diagram (nodes are dual to faces and edges are dual to edges). For the \(F_0 \times C\) theory, the lattice of generators is self-dual.

**The \(\mathbb{Z}_2\) orbifold action.** The mesonic Hilbert series of \(C \times C\) is given by (4.14) of \([9]\):

\[ g_{\text{mes}}(t_1, t_2, x_1, x_2; C \times C) = \sum_{i=0}^{\infty} t_1^i \sum_{n=0}^{\infty} [n; n] t_1^{2n} \]  

(7.55)

As discussed in \([44]\), under the \(\mathbb{Z}_2\) orbifold action (on \(C\), \(t_1^2 \rightarrow -t_1^2\)), and we need to sum over both sectors, with \(t_1^2\) and with \(-t_1^2\). Therefore, starting from (7.55) and applying the \(\mathbb{Z}_2\) action to \(t_1^2\), we are left with the terms corresponding to even \(n\), and hence we obtain (7.51).
Higgsing The $F_0 \times \mathbb{C}$ Theory

From Figure 34, it can be seen that giving a VEV to $X_{12}$ of this model leads to the two-hexagon tiling with $k_1 = -k_2 = 2$. Hence, the mesonic moduli space is a $\mathbb{Z}_2$ orbifold of $\mathbb{C} \times \mathbb{C}$. This CS orbifold acts on the generators as one of the gauge groups [7]. Therefore, the mesonic moduli space of the resulting theory is $F_0 \times \mathbb{C}$, with the fully refined Hilbert series given by (7.55)

Observe that in this example, the central charge does not vary as a result of the Higgs mechanism. This indicates that one of the models, or both, does not give rise to a SCFT in $(2 + 1)$-dimension. It can be seen that the Higgs mechanism can be used as a consistency test, and this is the first indication of the inconsistency in $(2 + 1)$-dimension.

7.2 Higgsing Phase II of $Q^{1,1,1}/\mathbb{Z}_2$

A summary of Phase II of $Q^{1,1,1}/\mathbb{Z}_2$ (the $\mathcal{S}_2\mathcal{O}_2$ model)

This model, first studied in [8], and which we shall denote as $\mathcal{S}_2\mathcal{O}_2$, has four gauge groups and bi-fundamental fields $X_{12}^{ij}$, $X_{23}^i$, $X_{23}'^i$, $X_{31}^i$ and $X_{31}'^i$ (with $i,j = 1, 2$). From the features of this quiver gauge theory, this phase is also known as the three-block model (see for example [48]). The superpotential is given by

$$W = \epsilon_{ij} \epsilon_{kl} \text{Tr}(X_{12}^{ik} X_{23}^{sl} X_{31}^{lj}) - \epsilon_{ij} \epsilon_{kl} \text{Tr}(X_{12}^{kl} X_{23}^{l} X_{31}^{j}).$$

(7.56)

The quiver diagram and tiling of this phase of the theory are given in Figure 40. Note that in 3+1 dimensions, these quiver and tiling correspond to Phase II of the $F_0$ theory [21, 30, 45]. We choose the CS levels to be $k_1 = k_2 = -k_3 = -k_3' = 1$.

**The Kasteleyn matrix.** We assign the integers $n_i$ to the edges according to Figure 41.
Figure 40: [Phase II of $Q^{1,1,1}/\mathbb{Z}_2$] (i) Quiver diagram for the $S_2 \mathcal{O}_2$ model. (ii) Tiling for the $S_2 \mathcal{O}_2$ model.

We find that

\begin{align*}
\text{Gauge group 1 :} & \quad k_1 = 1 = -n_1 - n_2 - n_5 - n_6 + n_9 + n_{10} + n_{11} + n_{12} , \\
\text{Gauge group 2 :} & \quad k_2 = 1 = n_3 + n_4 + n_7 + n_8 - n_9 - n_{10} - n_{11} - n_{12} , \\
\text{Gauge group 3 :} & \quad k_3 = -1 = n_1 + n_2 - n_7 - n_8 , \\
\text{Gauge group 4 :} & \quad k_3' = -1 = -n_3 - n_4 + n_5 + n_6. \quad (7.57)
\end{align*}

We choose

\begin{align*}
n_2 = -1, \quad n_4 = 1, \quad n_i = 0 \text{ otherwise}. \quad (7.58)
\end{align*}

We can now determine the Kasteleyn matrix. Since the fundamental domain contains 4
black nodes and 4 white nodes, the Kasteleyn matrix is a \(4 \times 4\) matrix:

\[
K = \begin{pmatrix}
  w_1 & w_2 & w_3 & w_4 \\
  b_1 X_{23}^{2}z^{n_8} & X_{31}^{1}z^{n_1} & 0 & X_{12}^{21}x^{-1}y^{-1}z^{n_{10}} \\
  b_2 X_{31}^{2}z^{n_2} & X_{31}^{1}z^{n_7} & X_{12}^{12}z^{n_{11}} & 0 \\
  b_3 0 & X_{12}^{22}xz^{n_{12}} & X_{31}^{1}z^{n_5} & X_{23}^{1}z^{n_3} \\
  b_4 X_{12}^{11}yz^{n_0} & 0 & X_{23}^{2}z^{n_4} & X_{31}^{2}z^{n_6}
\end{pmatrix}.
\] (7.59)

The permanent of this matrix is given by

\[
\begin{align*}
\text{perm } K &= X_{31}^{1}X_{31}^{2}X_{23}^{1}X_{31}^{1}z^{n_1+n_2+n_5+n_6} + X_{23}^{1}X_{23}^{2}X_{23}^{1}z^{n_3+n_4+n_7+n_8} \\
&+ X_{31}^{1}X_{23}^{1}X_{12}^{11}X_{12}^{21}x^{-1}z^{n_5+n_7+n_9+n_{10}} + X_{31}^{1}X_{23}^{2}X_{12}^{12}X_{12}^{22}z^{n_{11}+n_{12}+n_6+n_8} \\
&+ X_{31}^{1}X_{23}^{2}X_{12}^{11}X_{12}^{21}y^{n_1+n_3+n_9+n_{11}} + X_{31}^{1}X_{23}^{2}X_{12}^{12}X_{12}^{22}y^{-1}z^{n_2+n_4+n_{10}+n_{12}} \\
&+ X_{31}^{1}X_{23}^{2}X_{23}^{2}X_{23}^{1}z^{n_1+n_4+n_3+n_4} + X_{31}^{1}X_{31}^{1}X_{23}^{2}X_{23}^{1}z^{n_5+n_6+n_7+n_8} \\
&+ X_{12}^{11}X_{12}^{21}X_{12}^{12}X_{12}^{22}z^{(n_9+n_{10}+n_{11}+n_{12})}.
\end{align*}
\] (7.60)

**The perfect matchings.** We summarise the correspondence between the quiver fields and the perfect matchings in the \(P\) matrix as follows:

\[
P = \begin{pmatrix}
  p_1 & p_2 & q_1 & q_2 & r_1 & r_2 & s_1 & s_2 & s_3 \\
  X_{31}^{1} & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
  X_{31}^{2} & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
  X_{31}^{1} & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
  X_{31}^{2} & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 \\
  X_{31}^{1} & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
  X_{31}^{2} & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
  X_{31}^{1} & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 \\
  X_{31}^{2} & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
  X_{31}^{1} & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
  X_{31}^{2} & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
  X_{31}^{1} & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 \\
  X_{31}^{2} & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1
\end{pmatrix}.
\] (7.61)

From (7.60), we see that the perfect matchings \(p_i, q_i, r_i\) correspond to external points in the toric diagram, whereas the perfect matchings \(s_i\) correspond to the internal point at the origin. The basis vectors of the null space of \(P\) are given in the rows of the charge matrix:

\[
Q_F = \begin{pmatrix}
  1 & 1 & 0 & 0 & 0 & 0 & -1 & -1 & 0 \\
  0 & 1 & 1 & 0 & 0 & 0 & -1 & -1 & 0 \\
  0 & 0 & 0 & 0 & 1 & 1 & -1 & 0 & -1
\end{pmatrix}.
\] (7.62)
Hence, we see that the relations between the perfect matchings are given by

\[ p_1 + p_2 - s_1 - s_2 = 0, \]
\[ q_1 + q_2 - s_2 - s_3 = 0, \]
\[ r_1 + r_2 - s_1 - s_3 = 0. \]  

(7.63)

Since the coherent component of the Master space is generated by the perfect matchings, subject to the relations (7.63), it follows that

\[ \text{Irr}_{F_2} S_2 O_2 = C^9 // Q_F. \]  

(7.64)

The toric diagram. We demonstrate two methods of constructing the toric diagram.

- The charge matrices. Since the number of gauge groups is \( G = 4 \), there are \( G - 2 = 2 \) baryonic symmetries coming from the D-terms. We collect the baryonic charges of the perfect matchings in the \( Q_D \) matrix:

\[ Q_D = \begin{pmatrix} 1 & 1 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & -1 & 2 & 0 & 0 \\ \end{pmatrix}. \]  

(7.65)

From (7.62) and (7.65), the total charge matrix is given by

\[ Q_t = \begin{pmatrix} 1 & 1 & 0 & 0 & -1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & -1 & 2 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & -1 & -1 & 0 \\ 0 & 0 & 1 & 1 & 0 & 0 & 0 & -1 & -1 \\ 0 & 0 & 0 & 0 & 1 & 1 & -1 & 0 & -1 \\ \end{pmatrix}. \]  

(7.66)

The matrix \( G_t \) is obtained by finding the kernel of \( Q_t \) and, after removing the first row, the columns give the coordinates of points in the toric diagram:

\[ G'_t = \begin{pmatrix} 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 \\ \end{pmatrix}. \]  

(7.67)

We see that the toric diagram is given by Figure 33, with an internal point (with multiplicity 3) at the centre.

- The Kasteleyn matrix. The powers of \( x, y, z \) in each term of the permanent of the Kasteleyn matrix give the coordinates of each point in the toric diagram. We collect these points in the columns of the following \( G_K \) matrix:

\[ G_K = \begin{pmatrix} 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 \\ \end{pmatrix} = G'_t. \]  

(7.68)

Thus, the toric diagrams constructed from these two methods are indeed identical.
The baryonic charges. Since the toric diagram has 6 external points, this model has precisely $6 - 4 = 2$ baryonic symmetries, which we shall denote by $U(1)_{B_1}$ and $U(1)_{B_2}$. From the above discussion, we see that they arise from the D-terms. Therefore, the baryonic charges of the perfect matchings are given by the rows of the $Q_D$ matrix.

The global symmetry. From the $Q_t$ matrix, we notice that the charge assignment breaks the symmetry of the space of perfect matchings to $SU(2)^3 \times U(1)_R$. This mesonic symmetry can also be seen from the $G_K$ (or $G_t'$) matrix by noticing that the three rows contain weights of $SU(2)$. Since $s_1, s_2, s_3$ are the perfect matchings corresponding to the internal point in the toric diagram, we assign to each of them zero R-charge. The remaining 6 external perfect matchings are completely symmetric and the requirement of R-charge 2 to the superpotential divides 2 equally among them, resulting in R-charge 1/3 each. The global symmetry of the theory is a product of mesonic and baryonic symmetries: $SU(2)^3 \times U(1)_R \times U(1)_{B_1} \times U(1)_{B_2}$. In Table 5, we give a consistent charge assignment for the perfect matchings under the global symmetries.

Below, there is a study of the Higgs mechanism of this theory.

7.2.1 Phase III of $(\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2$ from giving a VEV to one of $X_{12}^{ij}$

By symmetry, we see that turning on a VEV to any of the $X_{12}^{ij}$ fields yields the same result. For definiteness, let us consider the case of $X_{12}^{12}$. This amounts to removing one of the edges that separate the faces corresponding to gauge groups 1 and 2, and collapsing the two vertices adjacent to a bivalent vertex into a single vertex of higher valence. As a result, the gauge groups 1 and 2 are combined into one gauge group, identified as 1, and the edges corresponding to $X_{23}, X_{31}^2, X_{31}^1$ are removed. For convenience, let us relabel gauge group 3' as 2. The quiver diagram and tiling of this model are presented in Figure 42. Let us denote the adjoint fields by $\phi_i$ (with $i = 1, 2, 3$). The superpotential can be written as

$$ W = \text{Tr} \left[ (\phi^2 - \phi^3 \phi^1) X_{12} X_{21} + (\phi^1 \phi^3 - \phi^2) X_{13} X_{31} \right] . \quad (7.69) $$

The CS levels associated with the higgsed gauge groups are added, and so

$$ k_1 = 2, \quad k_2 = -1, \quad k_3 = -1 . \quad (7.70) $$

The Kasteleyn matrix. We assign the integers $n_i$ to the edges of the tiling as shown in Figure 43. We have

- Gauge group 1: $k_1 = 2 = n_4 - n_5 + n_6 - n_7$,
- Gauge group 2: $k_2 = -1 = -n_4 + n_7$,
- Gauge group 3: $k_3 = -1 = n_5 - n_6$ . \quad (7.71)

We choose:

$$ n_4 = -n_5 = 1, \quad n_i = 0 \text{ otherwise} . \quad (7.72) $$
Figure 42: (i) Quiver diagram of Phase III of \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\). (ii) Tiling of Phase III of \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\).

Figure 43: The fundamental domain of the tiling for Phase III of \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\): assignments of the integers \(n_i\) to the edges are shown in blue and the weights for these edges are shown in green.

We can now determine the Kasteleyn matrix. Since the fundamental domain contains 2 pairs of black and white nodes, the Kasteleyn matrix is \(2 \times 2\):

\[
K = \begin{pmatrix}
    b_1 & b_2 \\
    \frac{X_{12} z^{n_4} + X_{31} z^{n_7}}{w_1} & \frac{\phi^1 y z^{n_1} + \phi^3 z^{n_3}}{w_2}
\end{pmatrix}.
\]

(7.73)
The permanent is given by
\[
\text{perm } K = \phi^1 \phi^2 y x^{-1} z^{n_1 + n_2} + \phi^2 \phi^3 x^{-1} z^{n_2 + n_3} + X_{12} X_{31} z^{n_4 + n_5} + X_{21} X_{13} z^{n_6 + n_7} \\
+ X_{12} X_{13} z^{n_4 + n_6} + X_{21} X_{31} z^{n_5 + n_7} \\
= \phi^1 \phi^2 y x^{-1} + \phi^2 \phi^3 x^{-1} + X_{12} X_{31} + X_{21} X_{13} + X_{12} X_{13} z + X_{21} X_{31} z^{-1}
\]
(for \(n_4 = -n_5 = 1, n_i = 0\) otherwise .)  
(7.74)

The perfect matchings. From (7.74), we can take the perfect matchings to be
\[
p_1 = \{ \phi^1, \phi^2 \}, \quad p_2 = \{ \phi^2, \phi^3 \}, \quad s_1 = \{ X_{12}, X_{31} \}, \quad s_2 = \{ X_{21}, X_{13} \}, \\
r_1 = \{ X_{12}, X_{13} \}, \quad r_2 = \{ X_{21}, X_{31} \} .
\]
(7.75)

In turn, we can parametrise the chiral fields in terms of perfect matchings:
\[
\phi^1 = p_1, \quad \phi^2 = p_1 p_2, \quad \phi^3 = p_2, \quad X_{31} = s_1 r_2, \quad X_{13} = s_2 r_1, \quad X_{21} = s_2 r_2 .
\]
(7.76)

We can collect all these pieces of information in the perfect matching matrix:
\[
P = \begin{pmatrix}
  p_1 & p_2 & s_1 & s_2 & r_1 & r_2 \\
  \phi^1 & 1 & 0 & 0 & 0 & 0 \\
  \phi^2 & 1 & 1 & 0 & 0 & 0 \\
  \phi^3 & 0 & 1 & 0 & 0 & 0 \\
  X_{12} & 0 & 0 & 1 & 0 & 1 \\
  X_{31} & 0 & 0 & 1 & 0 & 0 \\
  X_{13} & 0 & 0 & 0 & 1 & 1 \\
  X_{21} & 0 & 0 & 0 & 1 & 0 
\end{pmatrix} .
\]
(7.77)

Note that the perfect matching matrices (7.77) and (7.24) coincide. Thus, the \(Q_F\) matrix is given by (7.25):
\[
Q_F = \begin{pmatrix}
  0 & 0 & 1 & 1 & -1 & -1 
\end{pmatrix} .
\]
(7.78)

The toric diagram. We construct the toric diagram of this model using two methods.

- The charge matrices. Since the number of gauge groups of this model is \(G = 3\), there is \(G - 2 = 1\) baryonic symmetry coming from the D-terms. The charges of the perfect matchings under this baryonic symmetry can be collected in the \(Q_D\) matrix:
\[
Q_D = \begin{pmatrix}
  0 & 0 & 1 & -1 & 0 & 0 
\end{pmatrix} .
\]
(7.79)

We can combine (7.78) and (7.79) in a single matrix, \(Q_t\), that contains all the baryonic charges of the perfect matchings:
\[
Q_t = \begin{pmatrix}
  Q_D \\
  Q_F 
\end{pmatrix} = \begin{pmatrix}
  0 & 0 & 1 & -1 & 0 & 0 \\
  0 & 0 & 1 & -1 & -1 
\end{pmatrix} .
\]
(7.80)
Note that the $Q_t$ matrix (7.80) coincides with (7.28). Hence, the $G'_t$ matrix is given by (7.29). The toric diagram is given in Figure 36. Thus, the mesonic moduli space of this model is

$$\mathcal{M}_{\text{mes}} = \left( \mathbb{C}^2 / \mathbb{Z}_2 \right) \times \mathbb{C}^2. \quad (7.81)$$

We refer to this model as **Phase III of the** $(\mathbb{C}^2 / \mathbb{Z}_2) \times \mathbb{C}^2$ **theory**.

- **The Kasteleyn matrix.** The coordinates of each point in the toric diagram are given by the powers of $x, y$ and $z$ in each term of (7.74). We collect these points in the columns of the following $G_K$ matrix:

$$G_K = \begin{pmatrix} -1 & -1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & -1 & 0 & 0 \end{pmatrix}. \quad (7.82)$$

The toric diagrams constructed from the $G_K$ and $G'_t$ matrices are the same up to a transformation $T = \begin{pmatrix} -1 & 0 & -2 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} \in GL(3, \mathbb{Z})$, where we have $G_K = T \cdot G'_t$.

- **The baryonic charges.** Since the toric diagram of this model has 5 external points, there is exactly $5 - 4 = 1$ baryonic symmetry, which we shall denote as $U(1)_B$. The charges of the perfect matchings under this symmetry come from the row of the $Q_D$ matrix (7.79).

- **The global symmetry.** Since there are two pairs of repeated columns in the $Q_t$ matrix, the mesonic symmetry of this model is $SU(2)^2 \times U(1)_q \times U(1)_R$. The global symmetry of this model is the product of the mesonic and baryonic symmetries: $SU(2)^2 \times U(1)_q \times U(1)_R \times U(1)_B$. From the $Q_t$ matrix, we see that the perfect matchings $p_1$ and $p_2$ transform as a doublet under the first $SU(2)$, and $r_1$ and $r_2$ transform as a doublet under the second $SU(2)$. A consistent charge assignments for the perfect matchings is given in Table 6.

- **The Hilbert series.** The coherent component of the Master space is the symplectic quotient of the space of perfect matchings by the $Q_F$ matrix:

$$\text{Irr}_{F^\flat} = \mathbb{C}^6 // Q_F = \mathbb{C}^6 // (0, 0, 1, 1, -1, -1). \quad (7.83)$$

Thus, the Master space of this model is the same as that of Phase II of $(\mathbb{C}^2 / \mathbb{Z}_2) \times \mathbb{C}^2$, and its Hilbert series is given by (7.33). The mesonic moduli space is the quotient of the Master space by the $Q_D$ matrix. Since the $Q_D$ matrices of this model and that of Phase II of $(\mathbb{C}^2 / \mathbb{Z}_2) \times \mathbb{C}^2$ coincide, the mesonic moduli spaces of both models are identical. The mesonic Hilbert series is given by (7.35). The 5 generators of the mesonic moduli space written in terms of perfect matchings are presented in (7.38).

**7.2.2 Phase II of** $(\mathbb{C}^2 / \mathbb{Z}_2) \times \mathbb{C}^2$ **from giving a VEV to one of** $X^i_{31}, X^i_{23}, X^i_{3' 1}, X^i_{2' 3'}$.

By symmetry, giving a VEV to any of the $X^i_{13}, X^i_{33}, X^i_{1' 3'}$ and $X^i_{2' 3'}$ fields leads to the same theory. For definiteness, let us examine the case in which $X^2_{2' 3'}$ acquires a VEV. This
amounts to removing one of the edges separating the gauge groups 2 and 3' in Figure 40. Thus, the octagon corresponding to gauge group 2 combines with the square corresponding to gauge group 3' to form a decagon, which we shall label as 2. As a result of integrating out massive fields, the two vertices adjacent to a bivalent vertex collapse into a single vertex of higher valence. Therefore, decagons become hexagons and the remaining octagons become squares. It follows that the resulting tiling is simply two hexagons with one diagonal. The CS levels associated with the higgsed gauge groups are added, and so the new CS level is

\[ k_1 = 1, \quad k_2 = 0, \quad k_3 = -1. \]  \hspace{1cm} (7.84)

Therefore, the resulting theory is Phase II of the \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\) theory, with the quiver diagram and tiling presented in Figure 34. The toric diagram is drawn in Figure 36.

8. Higgsing The \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\) Theory

A summary. Aspects of this theory have been studied in [55, 56]. Below, we summarise important information of the three phases discussed in earlier sections.

| Section | Phase I | Phase II | Phase III |
|---------|---------|----------|-----------|
| Tiling  | \(\mathcal{D}_1\mathcal{H}_1\) (Figure 11) | \(\mathcal{H}_2\mathcal{D}_1\) (Figure 34) | \(\mathcal{D}_2\mathcal{H}_1\) (Figure 42) |
| CS levels | \(k_1 = 2, \ k_2 = -2\) | \(k_1 = 1, \ k_2 = -1, \ k_3 = 0\) | \(k_1 = 2, \ k_2 = -1, \ k_3 = -1\) |
| Global charges | Table 6 | | |
| Toric diagram | | Figure 36 | |
| Generators | | (7.38) and Figure 37 | |

Table 8: A summary of three phases of the \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\) theory.

**Higgsing Phase I of \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\).** Giving a VEV to \(X_{12}\) or \(X_{21}\) leads to the one-hexagon tiling with \(k = 0\). The tiling suggests that there is a branch of the moduli space which is \(\mathbb{C}^3\). In the presence of a gauge kinetic term, there is an additional complex degree of freedom. Therefore, the mesonic moduli space is \(\mathbb{C}^4\).

**Higgsing Phase II of \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\).** Giving a VEV to \(X_{12}^1\) leads to the two hexagon tiling with \(k_1 = k_2 = 0\). Looking at the tiling, it seems like a branch of the moduli space is \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}\). In the presence of a gauge kinetic term, there is an additional complex degree of freedom, and the mesonic moduli space is \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\).

**Higgsing Phase III of \((\mathbb{C}^2/\mathbb{Z}_2) \times \mathbb{C}^2\).** Giving a VEV to either \(X_{12}, X_{21}, X_{13}\) or \(X_{31}\) leads to a one double-bonded one-hexagon tiling with \(k_1 = -k_2 = 1\). Thus, the mesonic moduli space of the resulting theory is Phase II of \(\mathbb{C}^4\).
A. Connections between Theories via Massive Deformation

In this appendix, we consider another type of connection between M2-brane theories via massive deformation. This has previously been studied in \[31, 37\]. The starting point is an M2-brane theory with two or more adjoint fields. Let us denote the two adjoint fields of interest by \(\phi_1\) and \(\phi_2\). The renormalisation group (RG) flow is triggered by the introduction of a mass term \(\Delta W = \phi_2^2 - \phi_1^2\) in the superpotential. Integrating out \(\phi_1\) and \(\phi_2\) yields the superpotential of the resulting theory in the IR.

This process can be realised on the brane tiling as follows. The mass term gives an R-charge 1 to each of the adjoint fields. Consequently, the corresponding edges shrink to zero size \[15\]. The nodes at the ends of each edge combine into a single node of higher valence. One of the combined nodes becomes white and the other becomes black.

**Phase II of \(\mathbb{C} \times \mathbb{C}\) to Phase I of \(\mathbb{C}^4\).** We consider the adjoint fields \(\phi^1\) and \(\phi^2\) from the tiling Figure 12. As a result of the massive deformation, the end point of the RG flow is Phase I of \(\mathbb{C}^4\), whose tiling is given by Figure 9.

B. M-Theory on \(\text{CY}_4\) from Type IIA Theory on \(\text{CY}_3\) with RR fluxes

In this section, we discuss string theory origins of M2-brane theories. A theory on D2-branes probing a CY\(_3\) singularity, with non-zero RR fluxes, can be lifted to a theory on M2-branes probing a CY\(_4\) singularity \[57, 58\]. Below, we demonstrate this in various examples.

**B.1 The conifold theory with \(k\) units of RR 2-form flux on \(\mathbb{P}^1\)**

The conifold has one vanishing 2-cycle \(\mathbb{P}^1\). There are 2 nodes in the quiver diagram (Figure 9): one node corresponds to a gauge field living on a bound state of a D2-brane and a D4-brane wrapped on \(\mathbb{P}^1\), and the other node corresponds to a gauge field living on a bound state of a D2-brane and a D4-brane wrapped on \(\mathbb{P}^1\) with opposite orientation. By symmetry, the D2-brane contributes +1 unit of charge to each node, whereas the D4-brane on \(\mathbb{P}^1\) contributes +1 unit of charge to node 1 and −1 to node 2. If the flux on the D4-brane wrapped on \(\mathbb{P}^1\) is \(k\), then the fluxes on nodes 1 and 2 are \(k\) and \(-k\), respectively. These fluxes induce CS interactions.

To see the effect of the flux, let us consider the WZ interaction term on the D4-brane:

\[ \int_{D4} F_{RR} \wedge A \wedge dA , \quad (B.1) \]

where \(F_{RR}\) is the RR 2-form field strength of Type IIA and \(A\) is the gauge field on the D4-brane. The RR flux on the D4-brane wrapped on \(\mathbb{P}^1\) is given by

\[ k = \int_{\mathbb{P}^1} F_{RR} . \quad (B.2) \]

This gives rise to the CS levels \(\pm k\), as described above.
T-dualising the D2-brane on CY$^3$ with RR fluxes on compact cycles yields the Type IIB description given in [52]. T-dualising once more results in the Type IIA brane tilings [9, 38]. The CS levels become the intersection numbers between ($p,q$)-branes in Type IIB under the first T-duality, and become the 1-form field strength flux in the tiling under the second T-duality.

Thus, the Type IIA conifold theory with $k$ units of RR 2-form flux on $\mathbb{P}^1$ can be lifted to Phase I of $\mathbb{C}^4$ with the CS levels $(k, -k)$. The Hilbert series is derived in [7]:

$$g^{\text{mes}}(t, \mathbb{C}^4/\mathbb{Z}_k) = \frac{1 + t^2 + 2kt^k - 2kt^{k+2} - t^{2k} - t^{2k+2}}{(1 - t^2)^3(1 - t^k)^2}, \quad (B.3)$$

where $t$ is the fugacity for R-charges (in the unit of 1/2). In the large $k$ limit, we recover the Hilbert series for the conifold:

$$\frac{1 + t^2}{(1 - t^2)^3}. \quad (B.4)$$

The plethystic logarithm of the Hilbert series (B.3) can be written in terms of representations of $SU(2) \times SU(2) \times U(1)$ as

$$\text{PL}[g^{\text{mes}}(t, x, y; \mathbb{C}^4/\mathbb{Z}_k)] = \begin{cases} ([1; 0] + [0; 1]) t & \text{for } k = 1 \\ ([k; 0] + [0; k]) t^k + [1; 1]t^2 - t^4 + \ldots & \text{for } k > 1 \\ [1; 1] t^2 - t^4 & \text{for } k \to \infty \end{cases} \quad (B.5)$$

For any $k$, there always exist operators at order $t^k$ transforming in the $[k; 0] + [0; k]$ representation; for $k > 1$ there always exist operators at order $t^2$ in the $[1; 1]$ representation.

### B.2 The ($\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}$) theory with $k$ units of RR 2-form flux on $\mathbb{P}^1$

The Calabi-Yau ($\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}$) has one vanishing 2-cycle $\mathbb{P}^1$. The quiver diagram is presented in Figure 6. The situation is very similar to the conifold theory described above. This theory can be lifted to Phase II of $\mathbb{C} \times \mathbb{C}$ with the CS levels $(k, -k)$. The Hilbert series is derived in [7]:

$$g^{\text{mes}}(t, (\mathbb{C}/\mathbb{Z}_k) \times \mathbb{C}) = \frac{1 + t^{12} + 2k t^{6k} - t^{12k} - 2k t^{6(2+k)} - t^{12(1+k)}}{(1 - t^4)(1 - t^{12})^2(1 - t^{6k})^2}, \quad (B.6)$$

where $t$ is the fugacity for R-charges (in units of 1/8). Note that for $k = 2$, we recover the Hilbert series (7.52) for $F_0 \times \mathbb{C}$, namely

$$g^{\text{mes}}(t, F_0 \times \mathbb{C}) = \frac{1 + 6t^{12} + t^{24}}{(1 - t^4)(1 - t^{12})^3}. \quad (B.6)$$

In the large $k$ limit, we obtain the Hilbert series of the ($\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}$) theory:

$$\frac{1 + t^{12}}{(1 - t^4)(1 - t^{12})^2}. \quad (B.7)$$

---

$^8$Since we grade the chiral ring by the R-charges, the powers of $t$ appearing in the Hilbert series (B.6) are different from those in (4.11) of [7]
The fractional brane charges can be determined as follows. The toric diagram and the SPP theory has two vanishing 2-cycles, \( SU(2) \times SU(2) \times U(1) \times U(1) \). For \( k > 2 \), the plethystic logarithm can be written as

\[
\text{PL}[g^{\text{mes}}(t_1, t_2, x; (\mathbb{C}/\mathbb{Z}_k) \times \mathbb{C})] = \left\{ \begin{array}{ll}
t_2 + [1; 1]t_1^2 - t_1^4 & \text{for } k = 1 \\
t_2 + [2; 2]t_1^4 - t_1^8 + \ldots & \text{for } k = 2 \\
\end{array} \right.
\] (B.8)

where \( t_3 = t^3/q \), \( t_2 = t^4/q^4 \) (with \( q \) being the \( U(1) \) fugacity and \( t \) being the \( U(1)_R \) fugacity).

For \( k = 2 \), we recover the plethystic logarithm (7.53) for \( \mathbb{F}_0 \times \mathbb{C} \). Note that for \( k = 1, 2 \) the orbifolds preserve the mesonic global symmetry \( SU(2) \times SU(2) \times U(1) \times U(1) \). For \( k > 2 \), the plethystic logarithm becomes

\[
\text{PL}[g^{\text{mes}}(t_1, t_2, x; (\mathbb{C}/\mathbb{Z}_k) \times \mathbb{C})] = t_2 + [k] (t_1^2 x)^k + [k] (t_1^2 / x)^k + [2]t_1^4 - t_1^8 + \ldots \quad \text{(for } k > 2) \] (B.9)

It can be seen that the mesonic global symmetry is broken down to \( SU(2) \times U(1) \times U(1) \times U(1) \), where \( x \) is now regarded as a \( U(1) \) fugacity. As \( k \to \infty \), the plethystic logarithm becomes

\[
\text{PL}[g^{\text{mes}}(t_1, t_2, y; (\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C})] = t_2 + [2]t_1^4 - t_1^8 ,
\]

and the mesonic symmetry is \( SU(2) \times U(1) \times U(1) \).

### B.3 The SPP theory with \( k \) units of RR 2-form fluxes on both \( \mathbb{P}^1 \)'s

The SPP theory has two vanishing 2-cycles, \( \mathbb{P}^1_1 \) and \( \mathbb{P}^1_2 \). One vanishing \( \mathbb{P}^1 \) gives locally a conifold singularity \( \mathbb{P}^1_1 \), while the second gives locally a \( \mathbb{Z}_2 \) singularity, \( \mathbb{P}^1_2 \). Each of the 3 nodes in the quiver diagram (Figure 23) corresponds to a collection of fractional branes. The fractional brane charges can be determined as follows. The toric diagram and \((p,q)\)-web of the SPP (or \( L^{1,2,3} \)) theory are given in Figure 4 of [16]. The external legs of the \((p,q)\)-web are given by

\[
(0, -1), (1, 0), (1, 0), (1, 0) \quad \text{.}
\]

We may take linear combinations of these charges to form the \((p,q)\)-charges corresponding to the 3 nodes:

\[
(p_1, q_1) = (1, -1), \quad (p_2, q_2) = (-1, 1), \quad (p_3, q_3) = (0, 0) \quad \text{.}
\]

Then, the fractional brane charges can be obtained using the method described in [60]:

\[
\text{ch}(F_1) = (-1, 0, 0), \quad \text{ch}(F_2) = (0, 1, 0), \quad \text{ch}(F_3) = (1, -1, 1) \quad \text{,}
\]

where the 3 entries are the D4-brane charge on \( \mathbb{P}^1_1 \), the D4-brane charge on \( \mathbb{P}^1_2 \), and the D2-brane charge respectively. A flux \( k_1 \) on \( \mathbb{P}^1_1 \), and a flux \( k_2 \) on \( \mathbb{P}^1_2 \) give a contribution to the CS levels

\[
\tilde{k} = (-k_1, k_2, k_1 - k_2) \quad \text{.}
\]

Below, we see that setting \( k_1 = 1, k_2 = 0 \) (i.e. turning on only a flux on \( \mathbb{P}^1_1 \)) gives the \( \mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}^2 \) theory, whereas setting \( k_1 = 0, k_2 = 1 \) (i.e. turning on only a flux on \( \mathbb{P}^1_2 \)) gives the \( D_3 \) theory.
The $D_3$ theory or the $\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}^2$ theory? Let us consider a Type IIB setup. The relevant brane configuration is given in [61, 62], [34, 55]. There are 3 NS5-branes: two parallel branes, which are referred to as NS$_1$ and NS$_2$, along the directions 012389, and the other, which is referred to as NS$'$, along the directions 012457. These NS5-branes are separated along the compact direction 6. Also, there are $N$ D3-branes along the directions 0126. On the interval of D3-branes between two NS5-branes, there is a $U(N)$ adjoint chiral multiplet. If the two 5-branes are not parallel, the adjoint chiral field on the interval between these 5-branes becomes massive.

The distance between two NS5-branes gives the gauge coupling of each group, which is the $B$-field on the $\mathbb{P}^1$. Since there are three $\mathbb{P}^1$’s with a condition that the sum is homologically trivial, the parallel NS-branes have a $\mathbb{P}^1$ which is locally $\mathbb{Z}_2$ singularity (i.e. $\mathbb{P}^1_1$), and the NS – NS$'$ branes have a $\mathbb{P}^1$ which is locally the conifold singularity (i.e. $\mathbb{P}^1_1$).

Now let us insert $k$ D5-branes in the directions 012789 such that they intersect one of the NS-branes (let’s say NS$_2$) along 012389. The intermediate $(1, k)$-brane is along 012[37]$_6$89. Since the $(1, k)$-branes and NS$_1$-brane are parallel in the 89 direction, there is a massless adjoint chiral field on the interval between these two 5-branes. The difference between the RR-charges on $(1, k)$ and NS$_1$-branes gives the CS level $k$ (see e.g. (2.8) of [55]) for the gauge group with adjoint field. Note that this is also the flux on $\mathbb{P}^1_1$. Similarly, for the gauge groups without adjoint field, the CS levels are $-k$ and 0. Thus, the gauge theory is $D_3/\mathbb{Z}_k$.

Instead, if we add $k$ D5-branes in the directions 012457 such that they intersect the NS$'$-brane along 012345, the $(1, k)$-brane along 012[37]$_6$45 is not parallel to the NS-branes. Hence there is no massless adjoint chiral field on the intervals between these 5-branes. The $(1, k)$-brane and each of the NS-branes together induce the CS levels $-k$ and $k$ for the gauge groups without adjoint field. Note that one of these is also the flux on $\mathbb{P}^1_1$. Similarly, the CS level for the gauge group with adjoint field is 0. Therefore, the corresponding gauge theory is $(\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}^2)/\mathbb{Z}_k$.

The Hilbert series for $D_3/\mathbb{Z}_k$. Note that the $Q_D$ matrix (5.25) contains the charges under $U(1)_3$. Therefore, the $\mathbb{Z}_k$ orbifold acts on the generators like, let’s say, $U(1)_1$ and the Hilbert series can be obtained by inserting $\omega$ into appropriate places in the mesonic Hilbert series (5.15) of [9]:

$$g^{\text{mes}}(t, D_3/\mathbb{Z}_k) = \frac{1}{k} \sum_{j=0}^{k-1} \frac{1}{(1-\omega^j t^3)(1-\omega^{-j} t^3)(1-\omega^j t^2)(1-\omega^{-j} t^2)(1-t^6)} , \quad (B.15)$$

where $\omega^k = 1$ and $t$ is the fugacity of R-charge in the unit of 1/3. This can be written in a closed form as

$$g^{\text{mes}}(t, D_3/\mathbb{Z}_k) = \frac{1}{(1-t)(1-t^4)(1-t^6)} \frac{1}{(1+t)(1+t^k)(1-t^3k)} \times (1-t+t^2-t^3+$$

$$+t^4+t^k+2t^{2k}+t^{3k}+t^{4k}-t^{1+k}+t^{2+k}-t^{3+k}+t^{4+k}+2t^{2+2k}+2t^{4+2k}$$

$$-t^{1+3k}+t^{2+3k}-t^{3+3k}+t^{4+3k}-t^{1+4k}+t^{2+4k}-t^{3+4k}+t^{4+4k} . \quad (B.16)$$
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Setting $k = 1$, we obtain (5.38) of [9]. As $k \to \infty$, we recover the Hilbert series of $SPP$:

$$\frac{1 + t^5}{(1 - t^2)(1 - t^5)(1 - t^4)}.$$  \hfill (B.17)

The plethystic logarithm of the Hilbert series (B.16) can be written as

$$\text{PL}[g^{\text{mes}}(t; D_5/\mathbb{Z}_k)] = \begin{cases} 
3t^2 + 2t^3 - t^6 & \text{for } k = 1 \\
2t^2 + t^4 + 2t^5 + 2t^{2k} + 2t^{2k+1} - t^{10} + \ldots & \text{for } k > 1 \\
t^2 + t^4 + 2t^5 - t^{10} & \text{for } k \to \infty.
\end{cases} \hfill (B.18)

The Hilbert series for $(\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}^2)/\mathbb{Z}_k$. Note that the $Q_D$ matrix (7.27) contains the charges under $U(1)_3$. Therefore, the $\mathbb{Z}_k$ orbifold acts on the generators like, let’s say $U(1)_1$, namely $(0, 1, -1)$ on $(p_1, p_2, r, r_j, s_1, s_2)$ and the Hilbert series is

$$g^{\text{mes}}(t; (\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}^2)/\mathbb{Z}_k) = \frac{1}{k} \sum_{j=0}^{k-1} 1 - \omega^{-2j} t^4 \left(1 - t \right) \left(1 - \omega^j t \right) \left(1 - \omega^{-j} t^2 \right)^3$$
\begin{align}
&= \frac{1 + t^3 + t^k + 2kt^{2k} - t^{3k} - t^{4k} + t^{3+k} - 2kt^{3+2k} - t^{3+3k} - t^{3+4k} \left(1 - t \right) \left(1 - t^3 \right) \left(1 - t^2 \right)^2}{\left(1 - t^2 \right)^2} \hfill (B.19)
\end{align}

where $\omega^k = 1$ and $t$ is the fugacity of R-charge in the unit of $1/2$. Setting $k = 1$, we recover (7.36). As $k \to \infty$, we obtain

$$\frac{1 - t^6}{(1 - t)(1 - t^3)^3}.$$  \hfill (B.20)

The plethystic logarithm of the Hilbert series (B.19) can be written as

$$\text{PL}[g^{\text{mes}}(t; (\mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C}^2)/\mathbb{Z}_k)] = \begin{cases} 
2t + 3t^2 - t^4 & \text{for } k = 1 \\
t^k + (2k + 1)t^{2k} + t + 3t^3 - t^6 + \ldots & \text{for } k > 1 \\
t + 3t^3 - t^6 & \text{for } k \to \infty.
\end{cases} \hfill (B.21)

B.4 The $dP_0$ (or $\mathbb{C}^3/\mathbb{Z}_3$) theory with $k$ units of 4-form flux on $\mathbb{P}^2$

The Calabi-Yau $\mathbb{C}^3/\mathbb{Z}_3$ has one vanishing 4-cycle, $\mathbb{P}^2$, and one vanishing 2-cycle, $\mathbb{P}^1$ inside $\mathbb{P}^2$. Each of the 3 nodes in the quiver diagram (Figure 16) corresponds to a gauge field living on a bound state of D6-branes wrapped on $\mathbb{P}^2$, D4-branes wrapped on $\mathbb{P}^1$, and D2-branes. The fractional brane charges associated with these 3 nodes are given in (8.2) of [59]:

$$\text{ch}(F_1) = (2, -1, -1/2), \quad \text{ch}(F_2) = (-1, 1, -1/2), \quad \text{ch}(F_3) = (-1, 0, 0).$$  \hfill (B.22)

Let us denote the RR 4-form flux on the $\mathbb{P}^2$ by $k_4$ and the RR 2-form flux on the $\mathbb{P}^1$ by $k_2$. Thus, their contributions to the CS levels are determined by (B.22) as follows:

$$\vec{k} = (2k_4 - k_2, -k_4 + k_2, -k_4).$$  \hfill (B.23)

Setting $k_2 = 0$ and $k_4 = k$, we obtain

$$\vec{k} = (2k_4 - k, -k).$$  \hfill (B.24)

Therefore, the $\mathbb{C}^3/\mathbb{Z}_3$ background with 0 units of 2-form flux on $\mathbb{P}^1$ and $k$ units of 4-form flux on $\mathbb{P}^2$ theory can be lifted to $M^{1,1,1}/\mathbb{Z}_k$. 
The Hilbert series. From the $Q_D$ matrix (4.11), it can be seen that the D-term charges come from $U(1)_3 - U(1)_1$. Hence, the D-term corresponding to $U(1)_2$ is non-zero. Therefore, the $\mathbb{Z}_k$ orbifold acts on the perfect matchings like $U(1)_2$, namely $(0,0,0,-1,1,0)$ on $(p_1,p_2,p_3,r_1,r_2,s_1)$. The Hilbert series is given by

$$
g^{\text{mes}}(t; M^{1,1,1}/\mathbb{Z}_k) = \frac{1}{k} \sum_{j=0}^{k-1} \int_{|z|=1} \frac{dz}{2\pi iz} \int_{|b|=1} \frac{db}{2\pi|b|} \frac{1}{(1 - t^4z^3) \left(1 - t^3/\omega^{-j}\right) \left(1 - t^3/\omega^j\right) \left(1 - t^2/\tau\right)} ,
$$

(B.25)

where $\omega^k = 1$ and $t$ is the fugacity of R-charge in units of 1/9. This expression can be written in a closed form as

$$
g^{\text{mes}}(t; M^{1,1,1}/\mathbb{Z}_k; \text{odd } k) = \frac{1}{(1 - t^{18})^3 (1 - t^{18k})^3} \times (1 + 7t^{18} + t^{36} - t^{18} + 9kt^{18k} + 9k^2t^{18k} - t^{36k} - 9kt^{36k} + 9k^2t^{36k} + t^{54k} - 7t^{18+18k} - 18k^2t^{18+18k} - t^{36+18k} - 9kt^{36+18k} + 9k^2t^{36+18k} - 7t^{18+36k} - 18k^2t^{18+36k} - t^{36+36k} + 9kt^{36+36k} + 9k^2t^{36+36k} + 7t^{18+54k} + t^{36+54k}) := f(k) ,
$$

(B.26)

Setting $k = 1$, we recover (4.17), as expected. In the limit $k \to \infty$, we find the Hilbert series of the $dP_0$ theory [43]:

$$
\frac{1 + 7t^{18} + t^{36}}{(1 - t^{18})^3} .
$$

(B.27)

The fully refined plethystic logarithm of the $\mathbb{Z}_k$ CS orbifold (for $k > 2$) of $M^{1,1,1}$ can be written as

$$
\text{PL}[g^{\text{mes}}(t, x, y_1, y_2; M^{1,1,1}/\mathbb{Z}_k)] = \left\{ \begin{array}{ll}
[3k,0] (t^9x)^2k + [3k,0] (t^9/x)^2k + [3,0]t^{18} - [2,2]t^{36} + \ldots & \text{for odd } k \\
[\frac{3}{2}k,0] (t^9x)^k + [\frac{3}{2}k,0] (t^9/x)^k + [3,0]t^{18} - [2,2]t^{36} + \ldots & \text{for even } k.
\end{array} \right.
$$

(B.28)

For $k = 1, 2$ the global mesonic symmetry is $SU(3) \times SU(2) \times U(1)$, but when $k > 2$ it can be seen that this symmetry is broken down to $SU(3) \times U(1) \times U(1)$, where $x$ is now regarded as a $U(1)$ fugacity. As $k \to \infty$, the plethystic logarithm becomes

$$
\text{PL}[g^{\text{mes}}(t, y_1, y_2; dP_0)] = [3,0]t^{18} - [2,2]t^{36} + ([1,4] + [4,1] + [1,1] + [2,2])t^{54} + \ldots ,
$$

(B.29)

and the global mesonic symmetry is $SU(3) \times U(1)$.

B.5 The $\mathbb{P}_0$ theory with $k$ units of RR 4-form flux on $\mathbb{P}_1 \times \mathbb{P}_0$

The $\mathbb{P}_0$ theory has 1 vanishing 4-cycle, $\mathbb{P}_1 \times \mathbb{P}_1$, and 2 vanishing 2-cycles, $\mathbb{P}_0^1$ and $\mathbb{P}_2^1$. Each of the 4 nodes in the quiver diagram (Figure 31) corresponds to a collection of fractional branes, whose charges are given respectively as (see (4.15) of [60]):

$$
\text{ch}(F_1) = (-1,1,0,0), \quad \text{ch}(F_2) = (1,-1,1,-1), \quad \text{ch}(F_3) = (1,0,-1,0), \quad \text{ch}(F_4) = (-1,0,0,0) ,
$$

(B.30)

The plethystic logarithm for $k = 1$ is given by (4.26) and the expression for $k = 2$ is identical.
Let us denote by $k_1$ and $k_2$ the RR 2-form fluxes on $\mathbb{P}^1_1$ and $\mathbb{P}^1_2$, and by $k_4$ the RR 4-form flux on $\mathbb{P}^1 \times \mathbb{P}^1$. Then, the CS levels are

$$
\vec{k} = (-k_4 + k_1, k_4 + k_2 - k_1, k_4 - k_2, -k_4). \quad (B.31)
$$

Setting $k_1 = 0, k_2 = 0, k_4 = -k$, we obtain

$$
\vec{k} = (k, -k, -k, k). \quad (B.32)
$$

Thus, the $F_0$ theory with $-k$ units of 4-form flux on $\mathbb{P}^1 \times \mathbb{P}^1$ can be lifted to Phase I of the $Q^{1,1,1}/\mathbb{Z}_2$ with the CS levels $(k, -k, -k, k)$.

**The Hilbert series.** From the $Q_D$ matrix $(7.12)$, it can be seen that the D-term charges comes from $U(1)_1 + U(1)_3$ and $U(1)_2 + U(1)_4$. Hence, the D-term corresponding to $U(1)_2$ is non-zero. Therefore, the $Z_k$ orbifold acts on the perfect matchings like $U(1)_2$, namely $(0, -1, 0, 0, 1, 1, -1, 0)$ on $(p_1, p_2, q_1, q_2, r_1, r_2, s_1, s_2)$. Then, the Hilbert series is given by

$$
g_{\text{mes}}(t, Q^{1,1,1}/(Z_k \times Z_2)) = \frac{1}{k} \sum_{j=0}^{k-1} \left( \prod_{i=1, |z_i|=1}^{2} \frac{dz_i}{2\pi i z_i} \prod_{|k_i|=1} \frac{db_i}{2\pi ib_i} \right) \left. \frac{1}{(1-tb_1 z_1)(1-tb_1 z_1 \omega^{-j})(1-\frac{t}{z_2})^2} \right|_{\vec{k}=1}
$$

where $\omega^k = 1$ and $t$ is the fugacity of R-charge in the unit of 1/3. This expression can be written in a closed form as

$$
g_{\text{mes}}(t, Q^{1,1,1}/(Z_k \times Z_2)) = \frac{1}{(1-t^{6})^3(1-\omega t^{6})^3} \times \left( 1 + 6t^6 + t^{12} - t^{6} + 8kt^{6}k + 8k^2t^{6} - t^{12k} - 8kt^{12k} + 8k^2t^{12k} + t^{18k} - 6t^{6+6k} - 16kt^{6+6k} - t^{12+6k} - 8kt^{12+6k} + 8k^2t^{12+6k} - 6t^{6+12k} - 16kt^{6+12k} - t^{12+12k} + 8kt^{12+12k} + 8k^2t^{12+12k} + t^{18+12k} \right). \quad (B.34)
$$

Setting $k = 1$, we recover the formula (6.23) of [9]. In the limit $k \to \infty$, we obtain

$$
\frac{1 + 6t^6 + t^{12}}{(1-t^{6})^3}, \quad (B.35)
$$

which is the mesonic Hilbert series of $F_0$ (see (3.26) of [43]).

The fully refined plethystic logarithm of the $Z_k$ CS orbifold (for $k > 1$)\footnote{The formula for $k = 1$ is given in (6.24) of [9].} of $Q^{1,1,1}/\mathbb{Z}_2$ can be written as

$$
\text{PL} \left[ g_{\text{mes}}(t, x, y, z; Q^{1,1,1}/Z_k \times Z_2) \right] = [2k; 2k](t^3x)^{2k} + [2k; 2k](t^3/x)^{2k} + [2; 2] t^6 - ([0; 0] + [2; 2] + [4; 0] + [0; 4])t^{12} + \ldots. \quad (B.36)
$$
For $k = 1$ the global mesonic symmetry is $SU(2) \times SU(2) \times SU(2) \times U(1)$, but when $k > 1$ it can be seen that this symmetry is broken down to $SU(2) \times SU(2) \times U(1) \times U(1)$, where $x$ is now regarded as a $U(1)$ fugacity. As $k \to \infty$, the plethystic logarithm becomes

$$
\text{PL} [g_{\text{mes}}^\ast(t, y, z; F_0)] = [2; 2] t^6 - ([0; 0] + [2; 2] + [4; 0] + [0; 4]) t^{12} + ([2; 4] + [4; 2] + 2[2; 2] + [4; 0] + [0; 4] + [2; 0] + [0; 2]) t^{18} + \ldots, \tag{B.37}
$$

and the mesonic symmetry is $SU(2) \times SU(2) \times U(1)$.
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