I. INTRODUCTION

One of the common features of the correlated physical systems, both classical and quantum, is a configuration space whose complexity grows exponentially with the size of the system. Furthermore, by definition, the state of a correlated system is not a simple product state and these specific characteristics make the simulations of these systems extremely demanding.

When fully developed, the quantum computers will supply a better hardware match for such problems [1]. Of course, this does not imply that any correlated system will be solved with ease on these platforms. However, specific classes of correlated systems are already known to be approachable by quantum computers. One such class is that of systems affording matrix product states [2,3], which can be simulated with quantum circuits that grow linearly with the size of the systems. Many other classes have been identified in the past few years [4-15] and, definitely, the efforts on simulating correlated systems with quantum algorithms is gaining traction.

In the present work, we identify yet another class of correlated systems that are particularly good candidates for quantum simulations. These are the physical systems that afford a transfer matrix. Our main observation is that the states of these systems can be thought of as a kind of non-commutative product and products of matrices can be efficiently implemented and simulated with quantum circuits. As an example, we focus here on the classical planar vertex models, whose partition functions, expectation values of the physical observables and correlation functions can be calculated with the aid of a transfer matrix [16]. At their turn, the transfer matrices of these particular models are products of the so-called $\mathbb{R}$ matrices and this makes them special because the entire computations reduce to evaluating products of matrices. Such a product contains a number of terms that is proportional with the lateral size of the lattice. As a result, the actions of the transfer matrices can be simulated with circuits whose number of qubits and depth grow linearly with the size of the lattice. However, a challenge still persists for the quantum simulations, spurring from the non-unital character of these $\mathbb{R}$ matrices.

We will focus here exclusively on the computational aspects, leaving the actual investigation of the vertex models for the future. Specifically, we demonstrate that the action of the transfer matrix on an arbitrary vector can be simulated by circuits that grow linearly with the relevant size of the system. Let us recall that the output of a quantum measurement is a histogram of probabilities and, in order to reproduce the quantum state itself, one needs to employ quantum tomography [17], which is in general very costly. The transfer matrix of classical vertex models has real and positive entries. Since any quantum state can be decomposed as $\Psi = (\Psi_+ - \Psi_-) + i(\Psi'_+ - \Psi'_-)$, where all vectors on the right side have real and positive entries, the action of the transfer matrix can be mapped entirely by acting only on vectors with real and positive entries. If that is the case, then the result is again a vector with real and positive entries. Then the important conclusion is that the action of the transfer matrix can be read off directly from the histograms of the quantum measurements. Hence, classical vertex models are extra-special and the quantum computers could indeed supply an unprecedented boost to the research of these physical systems. For example, the investigation of possible phase transitions requires large system sizes which are prohibitive when approached with classical computers. We should acknowledge, though, that an arbitrary matrix can be always decomposed into four pieces carrying only real or purely imaginary entries with identical signs. Then the action of such matrix on a complex vector can be reconstructed from 16 independent actions of real positive matrices on real positive vectors. In the case studied in this work, these 16 independent actions are reduced to just one action.

As we already mentioned, the $\mathbb{R}$ matrices are non-unitary. Inspired by the works [22,23], we present a quantum circuit implementation that uses one global ancilla qubit and one projective measurement per $\mathbb{R}$ matrix. As such, a transfer matrix generated by an $N$ product of $\mathbb{R}$ matrices can be simulated using just one extra qubit and $N$ projective measurements. The many-qubit state of the circuit reproduces the action of the transfer matrix if and only if all projective measurement return 0. This inherently leads to a dilution of the number of shots, hence, to generate accurate histograms, our protocol re-
A. The physical model defined

We will be dealing with the generic 2-dimensional vertex model on the square lattice, which is a familiar physical system to the statistical physicists. Still, some readership might come from different backgrounds and, for this reason, we felt compelled to dedicate a section to the model itself and to introduce our notation. It can be summarized as it follows and the reader can consult Fig. 1 for guidance:

1. There exists a lattice $\mathcal{L}$ of $N$ columns and $M$ rows, perhaps generated by a trapping potential, which will play no role other than fixing the lattice.

2. At each vertex (or node) of the lattice, there is exactly one particle, just sitting (hence, no kinetics). As such, right from beginning, there are $|\mathcal{L}| (= \text{cardinal of } \mathcal{L})$ particles in the physical system.

3. The particles connect to each other, forming chemical bonds. A pair of neighboring particles can form either a strong bond, hence costing higher energy, or a weak bond, hence costing lesser energy.

4. Each particle has a neighbor in the down ($d$), up ($u$), left ($l$) and right ($r$) directions. The bonding of a particle with its neighboring particles will be specified by four indices $d, u, l, r$, which take values 0 or 1. For example

$$d = 0, \quad u = 1, \quad l = 1, \quad r = 0$$

indicate that the bond with lower neighbor is weak, with the upper neighbor is strong, with left neighbor is strong and with the right neighbor is weak.

5. Each particle contributes to the total energy of the physical system with an amount that is determined by its bondings with the neighboring particles. For the $n$-th particle, this amount is $e_{d_n}^{u_n}(l_n, r_n)$, where the indices $(u_n, d_n, l_n, r_n)$ communicate how particle $n$ is bonded with its nearest neighbors.

6. In total, there are $2^4$ possible bonding configurations for each particle, hence the input of the model consists of $2^4$ numerical values:

$$e_0^0(0,0), \quad e_1^0(0,0), \quad \ldots, \quad e_1^1(1,1).$$

7. In a particular configuration, the indices $u_n, d_n, l_n, r_n$ can vary from one particle to another, hence they depend on $n$. However, if particle $m$ happens to be to the left of particle $n$, consistency requires that $l_m = r_n$. This also applies to the right, up and down neighbors (see Fig. 1).

A bond configuration $Q$ is an assignment of 0’s and 1’s to each bond of the lattice. In Fig. 1, this assignment

II. PHYSICAL MODEL AND ITS STATISTICAL PHYSICS

This section supplies a minimal background on classical planar vertex models and introduces the key aspects that are of interest for a statistical physicist.

...
is communicated by a specific coloring of the network of bonds. If desired, one can think of \( Q \) as a point of the set
\[
\{0, 1\}^{N_b} = \{0, 1\} \times \{0, 1\} \times \ldots \times \{0, 1\},
\]
where \( N_b \) is the total number of bonds in the system. For example, if the bonds are enumerated in a particular order, then \( Q = (0, 1, 0, \ldots) \in \{0, 1\}^{N_b} \) will tell us that the first bond is weak, the second bond is strong, etc. The outstanding challenge of the problem is that \( Q \) can have an awfully large number of different configurations, \( 2^{N_b} \) to be more precise. For orientation, we indicate that, for a 5\times5\ lattice, the number of possible bond configurations is \( 2^{25} \approx 3.35 \times 10^7 \), while for a 10\times10\ lattice it is \( 2^{100} \approx 1.26 \times 10^{30} \).

Let us also mention the simple but important fact that a bond configuration \( Q \) is the total number of possible bond configurations to the complex plain. Hence the task is computing
\[
E(f) := \sum_Q f(Q) \mathbb{P}(Q) = Z_\beta^{-1} \sum_Q f(Q) e^{-\beta E(Q)}.
\]
Furthermore, if \( \{f_x\} \) is a family of physical observables such that \( f_x \) is determined by the configuration of the bonds in a small vicinity of \( x \in \mathcal{L} \), then one is interested in the correlation function of these observables, namely,
\[
C(x, y) = \mathbb{E}(f_x \cdot f_y) = Z_\beta^{-1} \sum_Q f_x(Q) f_y(Q) e^{-\beta E(Q)}.
\]
As we shall see in section \([\mathbf{V}]\) these quantities of interest can be calculated with the aid of a transfer function.

**B. Statistical mechanics considerations**

At a finite temperature, the configuration of the bonds fluctuates in time. If one takes a snapshot of the physical system at time \( t \), one could observe a pair of nearest neighboring particles forming a strong bond. However, in a snapshot taken at \( t + \Delta t \), one may observe a weak bond between the same pair of particles. For a visual picture, one can imagine Fig. 1 as a dynamical one, where the colors of the bonds change with time.

If one observes the system over a long enough period of time, one can, at least in principle, build the histogram quantifying the occurrence of each configuration within the time of observation. Statistical mechanics gives us the means to predict how this histogram will look like. Specifically, the probability for a particular configuration \( Q \) to occur is given by the Boltzmann weight
\[
\mathbb{P}_\beta(Q) = Z_\beta^{-1} e^{-\beta E(Q)}, \quad \beta = \frac{1}{kT},
\]
where \( k \) is Boltzmann’s constant, \( T \) is the temperature and \( E(Q) \) is the total energy of the system for configuration \( Q \),
\[
E(Q) = \sum_n e_{dn}(l_n, r_n),
\]
with the sum running over all particles in the system. Recall that the values of \((d, u, l, r)\) coefficients are determined by \( Q \), for any particle in the system. The constant \( Z_\beta \) assures the proper normalization of the probabilities,
\[
Z_\beta = \sum_Q e^{-\beta E(Q)}.
\]

The quantity defined in Eq. 3 is the partition function, which is central to the statistical physics of the system. It is directly related to the thermodynamic potential \( F = U - TS \) called Helmholtz free energy, where \( U \) is the internal energy and \( S \) is the entropy of the physical system:
\[
F = -\beta^{-1} \ln Z_\beta.
\]

One of the important tasks of the statistical analysis is to compute the partition function \( Z(\beta) \) for a given input of \( e^\epsilon_x(l, r) \) of bonding energies.

Another task is mapping the expected values of physical observables. In the present context, the physical observables are simply maps \( f(Q) \) from the space of bond configurations to the complex plane. Hence the task is computing
\[
\mathbb{E}(f) := \sum_Q f(Q) \mathbb{P}(Q) = Z_\beta^{-1} \sum_Q f(Q) e^{-\beta E(Q)}.
\]

C. Setting the calculation of the partition function

As we already mentioned, the sum in Eq. 5 involves an exponentially large number of terms, \( 2^{N_b} \) to be more precise. In this sub-section, we explain how to expand this sum in a manner that will naturally lead us to the concept of transfer matrix.

Henceforth, let us first take a closer look at the term \( e^{-\beta E(Q)} \) and for this we need to be more precise with the labeling of the vertices. Given the 2-dimensional nature of the lattice, we label each vertex by its specific row and column. Henceforth, a vertex labeled by \( v = (m, n) \) sits in the \( m \)-th row, counted from the bottom, and in the \( n \)-th column, counted from the left. Now, with \( E(Q) \) from Eq. 2 this term takes the form
\[
e^{-\beta E(Q)} = e^{-\beta \sum_v e_{dv}(l_v, r_v)} = \prod_v e^{-\beta e_{dv}(l_v, r_v)}.
\]

It is convenient to introduce the new quantities
\[
R_{d_v}^{u_v}(l_v, r_v) := e^{-\beta e_{dv}(l_v, r_v)}.
\]
Then
\[ e^{-\beta E(Q)} = \prod_{v} R_{dv}^{nu}(l_{v}, r_{v}) \]
and this is a very complex product. It is advisable to organize the product by rows and columns:
\[ \prod_{v} R_{dv}^{nu}(l_{v}, r_{v}) = \prod_{m=1}^{M} \prod_{l_{m,v} \in \text{row } m} R_{dv}^{nu}(l_{v}, r_{v}). \]

We now consider the sum from Eq. (3) over the bond configurations \( Q \), and notice that it can also be organized in a sum over the vertical bonds and a sum over the horizontal bonds. Then
\[ \sum_{Q} e^{-\beta E(Q)} = \sum_{d_{v},u_{v}} \prod_{m=1}^{M} \prod_{l_{m,v} \in \text{row } m} R_{dv}^{nu}(l_{v}, r_{v}). \]

In Fig. 2 we examine more closely the configurations of a single row and introduce more efficient notation. As one can see, since the row index \( m \) is fixed, we erased it entirely from the notation. It will be introduced back when the product over the rows is analyzed. Furthermore, since the bonds need to obey the constraints \( r_{m,k} = l_{m,k+1} \), we introduced the symbols \( b_{k} \)’s that carry the common values of such pairs of indices. With this notation,
\[ \sum_{l_{m,v} \in \text{row } m} \prod_{l_{m,v} \in \text{row } m} R_{dv}^{nu}(l_{v}, r_{v}) = \sum_{l_{m,v} \in \text{row } m} R_{d_{1}}^{n_{1}}(b_{0}, b_{1}) \cdot R_{d_{2}}^{n_{2}}(b_{1}, b_{2}) \cdots R_{d_{N}}^{n_{N}}(b_{N-1}, b_{N}). \]

The above expression certainly looks like the product of \( N \) matrices. In the following section, we explain how such a chain of products can be computed with the tensor calculus. We defer the discussion of the product over the row degrees of freedom to the next section.

### III. TENSOR CALCULUS FOR VERTEX MODELS

In the first two sub-sections, we introduce the system of matrix units and demonstrate its effectiveness when it comes to the tensor analysis. This has been already noticed in one of the authors previous work [24].

#### A. Matrix algebra using the matrix units

The matrix units for the space of \( K \times K \) matrices consist of the elementary matrices \( E_{ij}^{a}, i, j = 1, K \), such that \( E_{i}^{j} \) has zero entries except at position \( ij \), where the entry is 1. Another way to introduce the matrix units is by the relations
\[ V_{a}^{T} \cdot E_{i}^{j} \cdot V_{m} = \delta_{m}^{a} \delta_{jm}, \]

where \( V_{a} \) is the column matrix with \( K \) entries, of which only the entry at position \( a \) is non-zero and equal to 1. The index \( a \) takes integer values from 1 to \( K \). Hence, \( \{ V_{a} \} \) is the standard basis of \( \mathbb{C}^{K} \). Since we will deal mostly with 2 \times 2 matrices, we write out the system of units for this case:
\[ E_{1}^{1} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \ E_{2}^{1} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \ E_{1}^{2} = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}, \ E_{2}^{2} = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}. \]

Obviously, any matrix \( A = [a_{ij}]_{i,j=1,K} \) can be written as the linear combination
\[ A = a_{11}E_{1}^{1} + a_{12}E_{1}^{2} + \cdots + a_{K}E_{K}^{K}, \]

which, among other things, assures us that the system of unit matrices \( \{ E_{ij}^{a} \} \) is a basis for the space of \( K \times K \) matrices. Throughout, we will adopt Einstein’s summation convention, which says that repeating indices are summed over all their allowed values. For example, Eq. (14) simplifies to
\[ A = a_{ij}E_{i}^{j}. \]

From their very definition, one finds the following rule for the multiplication of two matrix units:
\[ E_{k}^{l}E_{m}^{n} = \begin{cases} E_{n}^{l} & \text{if } l = m, \\ 0, & \text{if } l \neq m. \end{cases} \]

As a quick application, let us compute
\[ A B = (a_{ij}E_{i}^{j})(b_{mn}E_{m}^{n}) = a_{ij}b_{mn}E_{i}^{m}E_{n}^{n} = a_{ij}b_{mn}E_{i}^{m}, \]

which reproduces the standard multiplication rule of two matrices, \( AB = C, c_{im} = a_{ij}b_{jm} \).

#### B. Tensor products of matrices

We specialize the discussion to the algebra \( M_{2}(\mathbb{C}) \) of 2 \times 2 matrices and introduce the standard qubit basis
\[ |0\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad |1\rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix}. \]
Furthermore, we will use the shorthand
\[ |i_1 i_2 \ldots i_N\rangle = |i_1\rangle \otimes |i_2\rangle \otimes \cdots \otimes |i_N\rangle, \quad i_k \in \{0,1\}, \]
for the N-th tensor product of vectors.

The tensor products of the unit matrices supply the elementary projection of the tensor space. Indeed,
\[ \langle i_1 \ldots i_N| E_{j_1}^{k_1} \otimes \cdots \otimes E_{j_N}^{k_N} |i_1 \ldots i_N\rangle \]
\[ = \delta_{i_1 j_1} \delta_{i_2 j_2} \cdots \delta_{i_N j_N} \delta_{k_1 k_2} \cdots \delta_{k_N k_N} \]
and, since this identity holds for all available values of the indices, it demonstrates that
\[ E_{j_1}^{k_1} \otimes \cdots \otimes E_{j_N}^{k_N} = |j_1 \ldots j_N\rangle \langle k_1 \ldots k_N |. \]

Any element from \( M_2(\mathbb{C})^{oN} \), that is, any linear combination of elementary products of matrices
\[ A = \sum_j A_{i}^{(j)} \otimes A_{j}^{(N)} \]
(21)
can be written in terms of the matrix units:
\[ A = A_{i}^{h \rightarrow j} E_{i}^{h} \otimes \cdots \otimes E_{j}^{h}, \]
(22)
where \( A_{i}^{h \rightarrow j} \) are numerical factors. We recall that summation over repeating indices is assumed. The rules add and multiplication of tensor products become
\[ A + B = (A_{i}^{h \rightarrow j} + B_{i}^{h \rightarrow j}) E_{i}^{h} \otimes \cdots \otimes E_{j}^{h}, \]
(24)
and
\[ A \cdot B = (A_{i}^{h \rightarrow j} E_{i}^{h} \otimes \cdots \otimes B_{j}^{h \rightarrow k}) E_{j}^{h} \otimes \cdots \otimes E_{k}^{h}. \]
(25)

C. Specialized tensor analysis

We are now ready to describe the computation of Eq. (21) using the tensor calculus. We concentrate on the left side of Eq. (21) and encode all bond configurations of the atom sitting in the \( k \)-th column in the following tensor product:
\[ \mathbf{R}_k = R_{i}^{k} (l_k, r_k) E_{i}^{h} \otimes I \otimes \cdots \otimes I \otimes E_{d_y}^{h} \otimes I \otimes \cdots \otimes I. \]
(26)

Above, there are exactly \( N + 1 \) matrices in the product, the \( E \)'s are the matrix units for \( 2 \times 2 \) matrices, \( E_{i}^{h} \) sits at position 0 and \( E_{d_y}^{h} \) sits at position \( k \) in the tensor product and summation over the repeating indices is assumed. It is instructive to compute first the following product:
\[ \mathbf{R}_0 \mathbf{R}_0 = R_{i}^{k} (l_1, r_1) R_{i}^{k} (l_2, r_2) \]
\[ (E_{i}^{h} \otimes E_{i}^{h} \otimes I \otimes \cdots \otimes I \otimes E_{d_y}^{h} \otimes I \otimes \cdots \otimes I) \]
\[ = R_{i}^{k} (l_1, r_1) R_{i}^{k} (l_2, r_2) \]
\[ (E_{i}^{h} \otimes E_{d_y}^{h} \otimes I \otimes \cdots \otimes I \otimes E_{d_y}^{h} \otimes I \otimes \cdots \otimes I) \]
(27)
Using the rule stated in Eq. (16), we must set \( r_1 = l_2 \) and we denote by \( b_1 \) the common value. Then
\[ \mathbf{R}_0 \mathbf{R}_0 = R_{i}^{k} (l_1, b_1) R_{i}^{k} (b_1, r_2) \]
\[ (E_{i}^{h} \otimes E_{d_y}^{h} \otimes E_{d_y}^{h} \otimes I \otimes \cdots \otimes I). \]
(28)

Throughout, summation over repeating indices is assumed. Then, by iteration,
\[ \mathbf{T} := \mathbf{R}_0 \mathbf{R}_0 \cdots \mathbf{R}_{0N} = R_{i}^{k} (l_1, b_1) R_{i}^{k} (b_1, b_2) \cdots R_{i}^{k} (b_{N-1}, r_N) \]
\[ (E_{i}^{h} \otimes E_{d_y}^{h} \otimes E_{d_y}^{h} \otimes \cdots \otimes E_{d_y}^{h} \otimes I). \]
(29)
The result is a \( 2^{N+1} \times 2^{N+1} \) matrix \( \mathbf{T} \), written in terms of the unit matrices and having numerical coefficients that reproduce the row products (21) we want to compute.

We proceed now with a computation of the full expansion in Eq. (21). In the numerical coefficients of Eq. (29),
\[ R_{i}^{k} (l_1, b_1) R_{i}^{k} (b_1, b_2) \cdots R_{i}^{k} (b_{N-1}, r_N), \]
(30)
the indices \( l_1, r_N, d_1, \ldots, d_N \) and \( u_1, \ldots, u_N \) are un-paired, hence these coefficients are of the form
\[ R_{i}^{k} (l_1, b_1) \cdots R_{i}^{k} (b_{N-1}, r_N) = T^{k_1 \cdots k_N} (l_1, r_N), \]
(31)
a notation we adopt in the following. Hence
\[ \mathbf{T} = T^{k_1 \cdots k_N} (l_1, r_N) (E_{i_1}^{h} \otimes E_{d_y}^{h} \otimes \cdots \otimes E_{d_y}^{h}). \]
(32)
We now compute
\[ \mathbf{T}^2 = T^{k_1 \cdots k_N} (l_1, r_N) T^{k_1' \cdots k_N'} (l_1', r_N') \]
\[ (E_{i_1}^{h} \otimes E_{d_y}^{h} \otimes \cdots \otimes E_{d_y}^{h}) \]
\[ = T^{k_1 \cdots k_N} (l_1, r_N) T^{k_1' \cdots k_N'} (l_1', r_N') \]
\[ (E_{i_1}^{h} \otimes E_{d_y}^{h} \otimes E_{d_y}^{h} \otimes \cdots \otimes E_{d_y}^{h}) \]
(33)
Using again the rules for matrix units multiplications, we see that the following constraints take place,
\[ l_1' = r_N, \quad u_1 = d_1', \ldots, \quad u_N = d_{N'} \]
(34)
The calculation becomes very suggestive if we adopt the following notation for the common value of these indices:
\[ s_1 = l_1' = r_N, \quad b_1 = u_1 = d_1', \ldots, \quad b_N = u_1 = d_{N'} \]
(35)
and use more suggestive symbols \( l_1' = l_1 \) and \( r_N^2 = r_N' \). Then
\[ \mathbf{T}^2 = T^{l_1 \cdots b_N} (l_1, s_1) T^{b_1' \cdots b_N'} (s_1, r_N') \]
\[ (E_{i_1}^{h} \otimes E_{d_y}^{h} \otimes \cdots \otimes E_{d_y}^{h}). \]
(36)
We can also change the notation from $u_i'$ to $u_i$. Then
\[
T^2 = T^{b_1 \cdots b_N}_{d_1 \cdots d_N} (l_1, s_1) T^{u_1 \cdots u_N}_{b_1 \cdots b_N} (s_1, r^2_N)
\]

\[
( E^2_{l_1} \otimes E^{u_1}_{d_1} \cdots \otimes E^{u_N}_{d_N} )
\]

The conclusion is that $T^2$ has the same structure as $T$ in Eq. (32),
\[
T^2 = 2 T^{u_1 \cdots u_N}_{d_1 \cdots d_N} (l_1, r^2_N) ( E^2_{l_1} \otimes E^{u_1}_{d_1} \cdots \otimes E^{u_N}_{d_N} )
\]
with
\[
2 T^{u_1 \cdots u_N}_{d_1 \cdots d_N} (l_1, r^2_N) = T^{b_1 \cdots b_N}_{d_1 \cdots d_N} (l_1, s_1) T^{u_1 \cdots u_N}_{b_1 \cdots b_N} (s_1, r^2_N). \tag{39}
\]

This is significant because the calculations can be easily iterated, with the result
\[
T^M = T^{u_1 \cdots u_N}_{d_1 \cdots d_N} (l_1, r^M_N) ( E^M_{l_1} \otimes E^{u_1}_{d_1} \cdots \otimes E^{u_N}_{d_N} ) \tag{40}
\]

where
\[
M T^{u_1 \cdots u_N}_{d_1 \cdots d_N} (l_1, r^M_N)
\]
\[
= T^{b_1 \cdots b_N}_{d_1 \cdots d_N} (l_1, s_1) T^{u_1 \cdots u_N}_{b_1 \cdots b_N} (s_1, s_2) \cdots
\]
\[
1 T^{b_{M-1} \cdots b_N}_{d_{M-1} \cdots d_N} (s_{M-2}, s_{M-1}) T^{u_{M-1} \cdots u_N}_{b_{M-1} \cdots b_N} (s_{M-1}, r^M_N) \tag{41}
\]

If we recall the explicit expression of $1T$ factors, supplied in Eq. (32), we see that the product (41) almost delivers the partition function of the physical system, as formulated in Eq. (11). This important conclusion is further analyzed in the following section.

IV. TRANSFER MATRIX

In this section, we supply the connection between the mathematical computation of the previous section and the statistical physics of the vertex model. We also discuss the aspects related to the boundary conditions, convergence rate to the thermodynamic limit and the asymptotic behavior of the correlation functions. The purpose here is to single out various quantities that impact the physics of the vertex lattice and, as such, are interesting to compute.

A. Bulk and boundary degrees of freedom

To fully understand the expression in Eq. (41), we reproduce in Fig. [3] the physical lattice and placed the indices appearing in Eq. (41) at their rightful place. As one can see, the indices away from the boundary, i.e. the $b_i$'s, appear in pairs in Eq. (41) hence they are all summed up. For the bonds appearing at the lateral boundaries, Eq. (41) forces the constraints $l^M_{i+1} = r^M_i = s_m$ and $s_m$'s appear in pairs, hence they are also summed up. The only indices that do not appear in pairs are the $a_i$'s, the $u_i$'s, $l_1^1$ and $r^M_N$. The conclusion is that Eqs. (41) and (11) are the same except for the contributions of the bonds located at the boundary.

In statistical mechanics, the degrees of freedom are divided into bulk and boundary degrees of freedom. Furthermore, one needs to deal with the inherent physical reality that the boundary degrees of freedom are strongly influenced by the environment. A fundamental principle of thermodynamics is that the ratio $F/|L|$ of the free energy by the particle number converges to a well defined value as $L \to \mathbb{Z}^2$, regardless of the conditions imposed on the boundary degrees of freedom. The only exception to this rule happens at the thermodynamic phase transitions. This aspects will be discussed in more details in the following sub-section.

In reality, as well as in our simulations, the physical systems are always finite. Hence, the meaningful quantities to concentrate on are:

1. The ratio
\[
f(\beta) = F/|L| := - \beta^{-1} \ln Z^b_N; \tag{42}
\]

2. Its fluctuations with respect to different boundary conditions one can impose;
3. The rate of convergence to the thermodynamic limit;
4. Expected values of physical observables;
5. Behavior of the correlation functions.

Given the discussion in the first paragraph, we can make the identification
\[
M T^{u_1 \cdots u_N}_{d_1 \cdots d_N} (l_1, r^M_N) = Z^{u_1 \cdots u_N}_{d_1 \cdots d_N} (l_1, r^M_N), \tag{43}
\]
where on the right we have the partition function of a finite $N \times M$ physical system with the top/bottom boundary degrees of freedom constraint to the $u$ and $d$ values,
as well as the corner degrees of freedom constraint at the \( l_1 \) and \( r_M \) values. Furthermore, a certain type of periodic boundary conditions are imposed on the remaining lateral degrees of freedom. Hence, relation (44) supplies the vehicle to investigate points 1, 2, and 3, above, with respect to boundary conditions on the first and last rows. To investigate the effect of the boundary conditions in the lateral sides of the sample, one can simply rotate the lattice by 90° and repeat the analysis.

B. The transfer matrix \( T \)

Given the identity in Eq. (20), one can easily establish the following identity:

\[
\langle d_N \ldots d_1 d_0 | T^M | u_1 \ldots u_N u_0 \rangle = Z^{d_1 \ldots d_0} (d, u_0).
\] (44)

This assures us that the partition functions of the physical system with various boundary conditions can all be computed from transfer matrix \( T \). As already emphasized in our introduction and further discussed below, the transfer matrix \( T \) contains much more information and, as such, our focus shifts to this object.

Let us acknowledge first that \( T \) depends entirely on the physical input \( e_{ij} (l, r) \) and is not affected by the boundary conditions, as it can be directly seen from its very definition (23). The boundary conditions come into play through the many-qubit states in Eq. (44). With this simple observation, one can give a simple explanation of why the thermodynamic quantities are insensitive to the boundary conditions \( |d_i \rangle \) and \( |u_i \rangle \). For this, we will use the spectral decomposition

\[
T = \sum_{j=0}^{2^{N/4} - 1} \Lambda_j |\Psi_j^R \rangle \langle \Psi_j^L|,
\] (45)

where \( \Psi_j^R \) and \( \Psi_j^L \) are the left and right eigen-vectors of \( T \), respectively, which are different from each other for a non-hermitian matrix. Also, the eigenvalues, which are not necessarily real, have been ordered in Eq. (45) such that \( \Lambda_0 \) has maximum absolute value. In this specific case, \( \Lambda_0 \) is always a real quantity. At this point, of course, we assume that \( T \) is diagonalizable and, since non-diagonalizable matrices form a set of measure zero in the space of matrices, this assumption is not severe at all. We also recall that the left and right eigen-vectors in Eq. (45) are normalized such that

\[
\langle \Psi_j^L | \Psi_j^R \rangle = \delta_{ij}.
\] (46)

Now, by taking powers and factoring out the largest eigenvalue,

\[
T^M = \Lambda_0^M \sum_{j=0}^{2^{N/4} - 1} (\Lambda_j / \Lambda_0)^M |\Psi_j^R \rangle \langle \Psi_j^L|,
\] (47)

one obtains the following asymptotic behavior

\[
T^M = \Lambda_0^M (|\Psi_0^R \rangle \langle \Psi_0^L| + (\Lambda_1 / \Lambda_0)^M |\Psi_1^R \rangle \langle \Psi_1^L| + \ldots).
\] (48)

If we denote by \( P_j = |\Psi_j^R \rangle \langle \Psi_j^L| \) the spectral projection of \( T \) onto the \( j \)-th eigenvalue, then all the above can be expressed as

\[
T^M = \Lambda_0^M P_0 \quad \text{as} \quad M \to \infty.
\] (49)

Of course, this is valid in general for any matrix. Nevertheless, the conclusion at this point is that

\[
\lim_{L \to \infty} \frac{\ln (\langle \Psi | T^M | \Psi \rangle)}{|L|} \approx \lim_{N \to \infty} \frac{\ln (\Lambda_0)}{N},
\] (50)

for any many-qubit states \( \Psi \) and \( \Psi' \). As one can see, the contribution of the boundary conditions, which are encoded in \( \Psi \) and \( \Psi' \), go to zero as

\[
\frac{1}{M} \ln (\langle \Psi | P_0 | \Psi \rangle),
\] (51)

when \( M \to \infty \). The conclusion is that

\[
\lim_{L \to \infty} \frac{\ln (Z^{d_1 \ldots d_0} (l_1, r_N) \chi)}{|L|} = \lim_{N \to \infty} \frac{|\Lambda_0|}{N},
\] (52)

and this explains why the boundary conditions do not have any effect in the thermodynamic limit.

An important and extremely useful piece of information is the rate of convergence of the limit (52). By examining the asymptotic behavior from Eq. (48), we see that this rate is determined by the ratio \( \Lambda_1 / \Lambda_0 \). More precisely, one expects

\[
\Lambda_0^M \langle \Psi | T^M | \Psi \rangle = \langle \Psi | P_0 | \Psi \rangle + o (\Lambda_1 / \Lambda_0)^M.
\] (53)

The conclusion is that the ratio \( \Lambda_1 / \Lambda_0 \) dictates the rate of convergence towards the thermodynamic limit with respect to the vertical size of the system. To derive similar statements for the horizontal size of the system, one can simply rotate the system by 90°, recompute the transfer matrix and map the corresponding ratio \( \Lambda_1 / \Lambda_0 \).

C. Expected values

We consider here the expected value of a physical observable \( f(Q) \), where \( f \) is a function which depends on the bond configurations inside a domain \( D \) surrounding the central vertex \( c \) of the lattice. An example of such observable is \( f(Q) = r_c \). The expected value of the observable is

\[
\mathcal{E}(f) = \sum_Q f(Q) P_{\beta} (Q) = \lim_{L \to \infty} Z_{\beta}^{-1} \sum_Q f(Q) e^{-\beta E (Q)}
\] (54)

\[
= \lim_{L \to \infty} \Lambda_0^{-M} \sum_Q f(Q) \prod_{m=1}^{M} \prod_{\text{ver in row } m} R^{d_k} (l_{\nu}, r_{\nu}).
\]
The above expression involves quantities which, just by themselves, are not stable in the thermodynamic limit (i.e. they don’t have a limit). An important observation is that, among other things, Eq. (52) says that the eigenvalue \( \Lambda_0 \) depends on the lateral size of the lattice such that the quantity \( \Lambda_0^{\frac{1}{N}} \) has a well defined limit as \( N \to \infty \). Since it is important to work with quantities that are stable in the thermodynamic limit, we normalize the transfer matrix as

\[
\overline{T} = \Lambda_0^{-1} T = \Lambda_0^{-\frac{2}{3}} R_{01} \ldots \Lambda_0^{-\frac{2}{3}} R_{0N}. \tag{55}
\]

such that the re-scaled transfer matrix has the largest eigenvalue equal to one. As one can see from Eq. (55), this amounts to re-scaling the \( R \) matrices which is equivalent to re-scaling the \( R_{d_e}^{\mu}(l_v, r_v) \) input by the same amount \( \Lambda_0^{\frac{2}{3}} \), which is stable in the thermodynamic limit. The re-scaled transfer matrix will have a stable spectral decomposition

\[
\overline{T} = \sum_{j=0}^{2^{N+1}-1} \lambda_j P_j, \quad \lambda_j = \Lambda_j / \Lambda_0. \tag{56}
\]

In particular, note that \( \lambda_0 = 1 \). In the limit \( N \to \infty \), the spectrum of \( \overline{T} \) below 1 becomes denser and denser until it degenerates into continuum spectrum. As such, \( \lambda_1 \) is not isolated, in general, hence it is useful to think of \( \lambda_1 \) as the edge of the spectrum below 1.

With this re-scaling,

\[
E(f) = \lim_{L \to \infty} \sum_Q f(Q) \prod_{m=1}^{M} \prod_{\text{row } m} \overline{R}_{d_e}^{\mu}(l_v, r_v), \tag{57}
\]

and the gain here is that each entry in the above expression is stable in the thermodynamic limit. Furthermore, the computation of Eq. (57) can proceed as

\[
E(f) = \lim_{L \to \infty} \sum_Q \prod_{m=1}^{K} \prod_{\text{row } m} \overline{R}_{d_e}^{\mu}(l_v, r_v)
\]

\[
\times f(Q) \prod_{m=K+1}^{K+P} \prod_{\text{row } m} \overline{R}_{d_e}^{\mu}(l_v, r_v)
\]

\[
\times \prod_{m=P+1}^{P+L} \prod_{\text{row } m} \overline{R}_{d_e}^{\mu}(l_v, r_v), \tag{58}
\]

where the product in the second line covers the rows that intersect with the domain \( D \). Lastly, each line can be calculated along the lines described in section III with the result

\[
E(f) = \lim_{K, L \to \infty} \langle \Psi | \overline{T}^K \Gamma_D \overline{T}^L | \Psi ' \rangle. \tag{59}
\]

The matrix \( \Gamma_D \) is to be computed from the particular expression of physical observable \( f(Q) \). However, this matrix is not needed here. Now, to avoid complications related to the boundary conditions, we can simply assume periodic conditions also in the vertical direction, in which case

\[
E(f) = \lim_{K, L \to \infty} \text{Tr} \left[ P_0 \Gamma_D P_0 \right] = \lim_{K, L \to \infty} \text{Tr} \left[ T \Gamma_D T \right]. \tag{60}
\]

D. Correlation functions

We consider here a similar physical observable \( f_c(Q) \) as before and, this time, we use the index \( c \) to indicate that it depends only on bonds close to the center of the lattice. By \( f_{c+y} \), we denote the vertical translation by \( y \) rows of this observable. Then, one is often interested in mapping the expected value

\[
E(f_c : f_{c+y}) := \sum_Q f_c(Q)f_{c+y}(Q)|P_f(Q)\tag{61}
\]

as function of \( y \). Following the same arguments as in the previous subsection, it is easy to see that such quantity can be computed as

\[
E(f_c : f_{c+y}) = \lim_{K, L \to \infty} \text{Tr} \left[ \overline{T}^K \Gamma \overline{T}^{L-1} \Gamma_{c+y} \overline{T}^{L} \right], \tag{62}
\]

where the asymptotic behaviors of the powers have been used. At this point, we have identified \( P_0 \) as one of the fundamental object worth of computing.

V. QUANTUM CIRCUIT IMPLEMENTATION

The identity in Eq. (44) seems to suggest that the partition function of the physical system, with various boundary conditions, can be coded as quantum circuits and evaluated on a quantum computer using \( N+1 \) qubits. This, however is not exactly the case because of inherent
complications spurring from the non-unital character of the transfer matrix $T$. Nevertheless, we will show that the action of $T$ on arbitrary many-qubit state can be code with quantum circuits and resolved by quantum simulators, at least. This is a step stone for the spectral analysis of $T$ \[\text{[25]},\] which eventually will deliver the quantities relevant for the convergence rate and asymptotic behavior of the correlation functions, and much more.

The goal of this section is to present the generic quantum circuits and to pin-point the constraints and the limitations, hereby to ultimately state what exactly will the quantum circuits deliver.

### A. The generic structure of the quantum circuit

As we already acknowledge above, we are interested in a circuit with a global structure

$$\begin{array}{cccc}
q_0 : & & & \\
q_1 : & T & & \\
q_2 : & T & \cdots & T \\
q_N : & & & \\
\end{array}$$

(65)

The matrix $T$ is a product of $R_{0k}$ matrices acting on specific pairs of qubits. Therefore, if $R$ is the 2-qubit gate

$$R = R^{a}_{i,l} E' \otimes E''_d,$$

(66)

the quantum circuit for $T$ takes the form

$$\begin{array}{cccc}
\begin{array}{c}
T \\
R \\
R \\
R \\
R \\
\end{array} & = & \\
\begin{array}{c}
T \\
R \\
R \\
R \\
R \\
\end{array} & \\
\begin{array}{c}
T \\
R \\
R \\
R \\
R \\
\end{array} & \\
\begin{array}{c}
T \\
R \\
R \\
R \\
R \\
\end{array} & \\
\begin{array}{c}
T \\
R \\
R \\
R \\
R \\
\end{array} &
\end{array}$$

(67)

Above, $T$ is exemplified for $N = 4$, which requires a circuit with five qubits. As advertised in our introduction, the number of qubits and the depth of the circuit grow linearly with the lateral size of the lattice. Even though the gates do not act on adjacent qubits and swap operations could be introduced by the transpiling, depending on the topology of the back end machine, the dependence of the circuit depth on the lattice size still remains linear. This can be seen directly by examining the circuit (67), but we have also verified this statement for up to $N = 50$, using the `transpile` function from the Qiskit library with the basis gates 'I', 'U' and 'CX'.

### B. The matrix $R$

We express the $R$-matrix in the 2-qubit basis $|00\rangle$, $|01\rangle$, $|10\rangle$ and $|11\rangle$, in this order, such that $R$ becomes an explicit $4 \times 4$ matrix. We recall that the entries of this matrix can be found in Eq. (8). From definition (66) and identity (21), one can see that $R^a_{i,l} E'_i \otimes E''_d$ (i) sits at position $(i, j)$ of this $4 \times 4$ matrix, with $i = 2 \cdot l + d$ and $j = 2 \cdot r + u$.

In general, the $R$ matrix will not be unitary and not even hermitean. Nevertheless, $R$ always accepts a singular value decomposition

$$R = U D V,$$

(68)

where $U$ and $V$ are unitary matrices and $D$ is a diagonal $4 \times 4$ matrix. We write $D = \text{Diag}(d_0, d_1, d_2, d_3)$ and we note that those diagonal entries are always real and positive numbers. Furthermore, the standard singular value decomposition algorithms always order these entries such that $d_0$ is the largest, hence, this will be assumed from now on. We will re-scale $R$ by its largest singular value $d_0$, $R \mapsto d_0^{-1} R$, such that the first entry of $D$ is equal to one and all the other entries are less or equal to one. Correspondingly, we re-scale the matrix $T$ as $T \mapsto d_0^{-N} T$. As we shall see below, this will make no difference. As it is well known \[\text{[22]},\] the non-unitary diagonal matrix

$$D = \text{Diag}(d_0, d_1, d_2, d_3) = \text{Diag}(\tilde{d})$$

(69)

can be implemented by a quantum circuit $C_D$ if one uses one acilla qubit $|1\rangle_a$ and performs projective measurements on the acilla. This will be amply discussed in the next section, where two solutions will be presented, the one from Ref. \[\text{[22]},\] and another one that is optimized for the problem at hand. Here, we only want to specify the actual action of the circuit,

$$C_D\left(a_0|00\rangle + \cdots + a_3|11\rangle\right) \otimes |0\rangle_a$$

$$= \mathcal{N}(\tilde{d}, \vec{a})\left(d_0 a_0|00\rangle + \cdots + d_3 a_3|11\rangle\right) \otimes |0\rangle_a.$$ 

(70)

If we look at the block inside the parenthesis, the circuit delivers what is needed, but it also inserts the constant

$$\mathcal{N}(\tilde{d}, \vec{a}) = 1/\sqrt{(\tilde{d} \cdot \vec{a})^2}$$

(71)

that keeps the 3-qubit state properly normalized.

At this point we identify one limitation, namely, that a quantum circuit can deliver the action of a diagonal matrix on qubit states only up to a multiplicative constant. This is unavoidable and its consequences are analyzed next.

### C. The $T$ matrix

Given the observations made in the previous subsection, the proposed quantum circuit (67) has the following action on a generic many-qubit state,

$$C_T|\Psi\rangle = (N_1 R_{01}) \cdots (N_N R_{0N})|\Psi\rangle$$

$$= N_1 \cdots N_N T|\Psi\rangle.$$ 

(72)
As one can see, the proposed quantum circuit delivers the matrix $T$, but only up to a multiplicative constant,
\[ C_T |\Psi\rangle = N_T T |\Psi\rangle, \quad N_T = N_1 \cdots N_N. \]  
(73)

As the notation suggests, $N_T$ depends on the many-qubit state. In fact, $N_T$ is precisely the factor that assures the normalization of the state, hence
\[ N_T = \frac{1}{\sqrt{\langle \Psi | T^\dagger T |\Psi\rangle}}, \]  
(74)

up to a phase factor. We note that the action of the circuit is not linear with respect to the input.

If $|\Psi_R^R\rangle$ are the right eigen-vectors normalized such $\langle \Psi_R^R | \Psi_R^R \rangle = 1$, then
\[ C_T |\Psi_R^R\rangle = N_{\Psi_R^R} \Lambda_j |\Psi_R^R\rangle \]  
(75)

and, since the right hand is a normalized state, we must conclude that
\[ |N_{\Psi_R^R}| = |\Lambda_j|^{-1}. \]  
(76)

As a consequence, there is no chance to compute with $C_T$ any of the eigenvalues, in particular, $\Lambda_0$. However, the other quantities singled out in section IV are within reach. Indeed, using the asymptotic behavior of the powers, for large $M$’s, we have
\[ (C_T)^M |\Psi\rangle \approx N_T N_{\Psi T} \cdots N_{T^{M-1} \Psi} (\Lambda_0)^M |\Psi_0\rangle \]  
(77)

and, since the result is a normalized many-qubit state,
\[ (C_T)^M |\Psi\rangle \rightarrow |\Psi_0^R\rangle \quad \text{as} \quad M \rightarrow \infty, \]  
(78)

for any input many-qubit state $\Psi$ that has a non-zero overlap with $\Psi_0^R$.

As we shall see, this is the case for states with real and positive coefficients. This is an important observation because, since all entries of $T$ are real and positive numbers, $\Psi_0^R$ has at its turn only real coefficients in the qubit base expansion. This is a feature that makes vertex models special because $\Psi_0^R$ can be read off directly from the histograms returned by the quantum simulator. Hence, we can avoid expensive state tomography procedures.

The important conclusion is that we have a practical way to map the right eigen-vector of $T$ corresponding to its largest eigenvalue. However, we lack the means to map the eigenvalue itself. Nevertheless, in section VII we will present a procedure and results on the computation of the ratio $\Lambda_1 = \Lambda_1/\Lambda_0$.

VI. QISKIT IMPLEMENTATION

Qiskit [26] is an open source library of Python functions and methods, which enables one to build, analyze and optimize quantum circuits, as well as interface the algorithms with genuine quantum computers or quantum simulators. In this section, we take advantage of the many features offered by Qiskit and develop the full quantum circuit $C_T$ that implements the matrix $T$, up to a multiplicative constant. The full Python code is appended at the end of the manuscript.

A. Initialization and input generation

For the purpose of testing and exemplification of the code functionalities, we need to decide first on a model for the bond energies $\epsilon^d(l, r)$. At first, we declare that each active bond contributes with an energy $\Delta$, hence,
\[ \epsilon^d_0(l, r) = (d + u + l + r)\Delta. \]  
(79)

This choice leads to a very particular $R$ matrix, which has only one non-zero singular value. Likewise, the $T$ matrix has only one eigenvalue with the corresponding eigenvector being supplied by the many-qubit state $|00\ldots0\rangle$. In order to sample more general cases, we include in our model a random perturbation:
\[ \epsilon^d_0(l, r) = c \cdot (d + u + l + r)\Delta + \text{Random}()\Delta. \]  
(80)
FIG. 5. The simulated action of a $4 \times 4$ diagonal matrix $D$ acting on a normalized 2-qubit state $V$, both generated via a pseudorandom process. The Qasm simulated action is compared with the expected action for an increasing number of shots. In all panels, the number of meaningful runs were more than a half of the total number of shots.

The parameter $c$, above, enables us to adjust the strength of the non-fluctuating part of the model. Throughout, the unit of energy will be fixed such that $\Delta = 1$.

Below is an example of $R$ matrix generated with $c = 0.4$:

$$R = \begin{bmatrix} 0.5265 & 0.1508 & 0.0963 & 0.0305 \\ 0.1941 & 0.1467 & 0.0410 & 0.0370 \\ 0.3334 & 0.2018 & 0.1079 & 0.0126 \\ 0.1506 & 0.0160 & 0.0546 & 0.0302 \end{bmatrix}.$$  

(81)

This matrix was generated with $\beta = 2$ using the following Python script:

```python
# prepares the input R
import numpy as np
beta=2.0
fact=0.4
fill="0000"
R=np.zeros((4,4)), #this stores R
d=d/d[0] # normalizes the singular values
eps=[] #this stores the energies of the bond configs
fact=0.4
beta=2.0
import numpy as np
for i in range(16):
    b=np.base_repr(i,base=2)
est=0.0
for j in b:
    eps.append(fact*s+np.random.rand())
R[ui,ui]=np.exp(-beta*eps[i])
```

Code Block 1.

As we already stressed in sub-section $\nabla$, the spectrum of the $T$ matrix dictates the rate of convergence towards the thermodynamic limit. Samples of such spectra for $T$ matrices generated with four $R$ matrices (hence $N = 4$) are shown in Fig. 4. In panel (a), the $T$ matrix was generated with $c = 10$, hence the random component is insignificant and the spectrum contains one single non-zero eigenvalue. The spectrum in panel (b) corresponds to the $T$ matrix generated with the $R$ matrix from Eq. (81), which we recall that it was generated with $c = 0.4$, hence it has a moderate random component. In panel (c), the $T$ matrix was generated with $c = 0$, hence entirely by a random process. In all cases, the first eigenvalue is significantly larger then the rest of the eigenvalues, which will assure a rapid convergence towards the thermodynamic limit. This seems to be a feature of our model.

Qiskit enables the insertion of any unitary matrix in a quantum circuit. The following line of code exemplifies the process of appending to an existing circuit a unitary operator $W$ acting on two qubits $i$ and $j$:

```python
# append a two-qubit unitary gate W
U,d,V=np.linalg.svd(R)
for i in range(16):
    b=np.base_repr(i,base=2)
    eps.append(fact*s+np.random.rand())
    R[ui,ui]=np.exp(-beta*eps[i])
```

Code Block 2.

The $R$ matrix from Eq. (81) will be used as the input for the tests presented in the following sections. As such, it is useful to have its explicit singular value decomposition.

$$U, D, V = \text{np.linalg.svd}(R)$$

As we already stressed in sub-section $\nabla$, the spectrum of the $T$ matrix dictates the rate of convergence towards the thermodynamic limit. Samples of such spectra for $T$ matrices generated with four $R$ matrices (hence $N = 4$) are shown in Fig. 4. In panel (a), the $T$ matrix was generated with $c = 10$, hence the random component is insignificant and the spectrum contains one single non-zero eigenvalue. The spectrum in panel (b) corresponds to the $T$ matrix generated with the $R$ matrix from Eq. (81), which we recall that it was generated with $c = 0.4$, hence it has a moderate random component. In panel (c), the $T$ matrix was generated with $c = 0$, hence entirely by a random process. In all cases, the first eigenvalue is significantly larger then the rest of the eigenvalues, which will assure a rapid convergence towards the thermodynamic limit. This seems to be a feature of our model.

Qiskit enables the insertion of any unitary matrix in a quantum circuit. The following line of code exemplifies the process of appending to an existing circuit a unitary operator $W$ acting on two qubits $i$ and $j$:

```
# append a two-qubit unitary gate W
U,d,V=np.linalg.svd(R)
```

Code Block 3.
B. A quantum circuit for generic diagonal matrix

We review here a quantum circuit proposed in [22] for implementing a diagonal matrix, which served as a model for the actual quantum circuit used in our work. We first recall that the singular values are scaled such that $D$ takes the form

$$D = \text{Diag}(1, d_1, d_2, d_3), \quad d_i < 1,$$

and such matrix can be always decomposed as

$$D = \text{Diag}(1, d_1, 1)\text{Diag}(1, 1, d_2)\text{Diag}(1, 1, 1, d_3).$$

Furthermore,

$$\text{Diag}(1, d_1, 1, 1) = (X \otimes I)N(d_1)(X \otimes I)$$

$$\text{Diag}(1, 1, d_2, 1) = (I \otimes X)N(d_2)(I \otimes X)$$

$$\text{Diag}(1, 1, 1, d_3) = (I \otimes I)N(d_3)(I \otimes I)$$

where

$$N(a) := \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & a \end{bmatrix}.$$  \hfill (86)

At this point one arrives at the following quantum circuit for the matrix $D$ [22]:

\[ \begin{array}{c}
\text{X} \\
N(d_1) \\
\text{X} \\
N(d_2) \\
\text{X} \\
N(d_3)
\end{array} \]

In [22], the action of $N(a)$ is generated with the help of an ancilla qubit and a projective measurement as it follows:

\[ N(a) \xrightarrow{\text{X}} 0 \xrightarrow{S(a) \otimes P(0)} 0 \]

In diagram [22], it can be seen that the main qubit is used as control node and the ancilla qubit starts in state zero and is acted by two operations, $S(a)$ and $P(0)$. $S(a)$ is a unitary gate corresponding to the following matrix

$$S(a) = \begin{bmatrix} a & \sqrt{1-a^2} \\ \sqrt{1-a^2} & -a \end{bmatrix},$$

and, since $S(a)$ is unitary, Qiskit is able to transpile it to elementary gates, as we already mentioned for the unitary matrices obtained from the single value decomposition. However, the other operation is

$$P(0) = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix},$$

hence it is a projective measurement on the zero state. There are two steps to properly integrate this gate. The first step is to add a measurement after $S(a)$ and record the measurement in a classical register. The second step is to examine the classical register after running the circuit and select only those shots that produced value 0.

To conclude, the quantum circuit for implementing the diagonal matrix $D$ proposed in [22] is:

\[ \begin{array}{c}
\text{X} \\
N(d_1) \\
\text{X} \\
N(d_2) \\
\text{X} \\
N(d_3)
\end{array} \]

For reader’s convenience, the diagram below shows a step by step progression of the circuit:

\[ \begin{array}{c}
\text{start} \\
\text{X} \\
\text{CCS} \\
\text{measurement} \\
\text{X} \\
\text{CCS} \\
\text{measurement}
\end{array} \]

\[ \begin{bmatrix} 000 & 001 & 010 & 011 & 111 \end{bmatrix} \]

Above, only the measurements that returned 0 are considered and the normalization of the many-qubit state was omitted.
C. An optimized quantum circuit for generic diagonal matrix

The circuit (91) involves three measurements and the simulation is used only if all these three measurements return the 0 state of the ancilla qubit. Since this circuit is repeated many times when assembled into the full \( C_T \) circuit, this creates a problem because a large number of shots will be discarded possibly leading to poor histograms. Thus, it is imperative to reduce the number of measurements, ideally, to just one.

This can be achieved by combining the strategy of [22] with the one proposed in [23]. Indeed, we can promote the matrix \( D \) to the \( 8 \times 8 \) unitary matrix

\[
D = \begin{bmatrix}
D & \sqrt{I_d - D^2} \\
\sqrt{I_d - D^2} & -D
\end{bmatrix}
\]

and view this matrix as a unitary operator acting on the 3-qubit states, including the ancilla, with the states expanded in the standard qubit basis

\[
|i_0i_1i_0\rangle = |i_0\rangle \cdot 2^2 + i_1 \cdot 2 + i_0, \quad i_a \in \{0, 1\}.
\]

The action of this operator on the 3-qubit states can be easily understood if we re-write such states in the following form

\[
|\psi\rangle = |0\rangle_a \otimes |\psi_{10}\rangle + |1\rangle_a \otimes |\psi_{10}'\rangle \mapsto \begin{bmatrix}
|\psi_{10}\rangle \\
|\psi_{10}'\rangle
\end{bmatrix},
\]

which, of course, can be always achieved in a unique fashion. Then the \( 2 \times 2 \) blocked matrix [23] acts naturally on this last 2-row column matrix. The observation is that, if the ancilla qubit starts in state \( |0\rangle_a \), then

\[
D|\psi_{10}\rangle = |0\rangle_a \otimes D|\psi_{10}\rangle + |1\rangle_a \otimes \sqrt{I_d - D^2}|\psi_{10}\rangle.
\]

As such, a projective measurement of the ancilla qubit with output zero will return the 3-qubit state \( |0\rangle_0 \otimes D|\psi_{10}\rangle \), up to the normalization constant \( \mathcal{N} \).

To summarize, our proposed circuit for implementing the action of the diagonal matrix \( D \) is shown below

\[
q_0 : [a]
q_1 : [D]
\begin{array}{c}
T_1 \cdot a \cdot \sqrt{c} \\
\hline
\end{array}
\]

and, as desired, it involves one single measurement of the ancilla qubit. Note that the matrix \( D \) from Eq. (93) is unitary precisely because we scaled its entries to be smaller than 1.

As a test, we used the Qasm simulator and followed the following protocol:

- The three qubits were initialized into a state \( |0\rangle_a \otimes (\alpha_0|00\rangle + \cdots + \alpha_3|11\rangle) \), with \( \alpha \)'s properly normalized, using a pseudo-random process;
- The diagonal entries of the \( D \) matrix were initialized using a pseudo-random process;
- The unitary circuit \( D \) was transpiled and executed on the Qasm simulator;
- All three qubits were measured.

The results of the tests are reported in Fig. 5. In these experiments, we used a total number of shots that ranges from \( 10^3 \) to \( 10^4 \), such that we can sample situations where the simulations are economical but the matching between the simulated and the expected outcomes is less perfect, to situations where the simulations are more demanding and the matching is much improved. The output from the simulator was processed as follows. From the counts of the occurrences of \( |0i_1i_0\rangle \), we generated a histogram and we compared this histogram with the expected result, which can be read off from Eq. (70) specifically,

\[
P_{0i_1i_0} = \frac{(\alpha_i)^2}{\mathcal{N}(\alpha^2)}, \quad i = 2i_1 + i_0.
\]

Since the hits for any of the occurrences \( |1i_1i_0\rangle \) have been discarded, the results depend on the number
The quantum circuit corresponds to $N = 4$ and, in the following, we specialize the discussion to this particular case. When applied to a many-qubit state $|0\rangle_a \otimes |j_4 \ldots j_0\rangle$, the circuit will return the state $|0\rangle_a \otimes T|j_4 \ldots j_0\rangle$ up to a multiplicative constant $N$, provided the first four digits of the classical register $c$ are $0$ at the end of the run. Hence, we have the means to reproduce the state $N|T\Psi\rangle$ and to eventually measure the state. Henceforth, we ran the circuit 99 a large number of times and access the counts. Next, by selecting the counts for the hits 0000$i_4 \ldots i_0$, $i_a \in \{0, 1\}$, we made sure that only the meaningful cases were considered, where the many-qubit state was precisely $N|0\rangle_a \otimes |T\Psi\rangle$ before measuring the qubits $q_0, \ldots, q_4$. The next step is to generate the probabilities

$$P_{i_4 \ldots i_0}^{j_4 \ldots j_0} = \frac{\text{counts}(0000i_4 \ldots i_0)}{\sum \text{counts}(0000i_4 \ldots i_0)}$$

and finally to extract the desired information

$$N(i_4 \ldots i_0|T\Psi) = \sqrt{P_{i_4 \ldots i_0}^{j_4 \ldots j_0}}.$$
FIG. 9. Convergence of the expected and simulated actions of $T$, $T^2$ and $T^3$ on the $N$-qubit state $|00\ldots0\rangle$. The Qasm simulated action was generated with the $R$ matrix from Eq. (81), corresponding to a $c = 0.4$, and with 800,000 shots. The spectrum of the corresponding $T$ matrix is reported in Fig. (b) and the ratio $\Lambda_1/\Lambda_0$ is 0.11.

FIG. 10. Convergence of the expected and simulated actions of $T$, $T^2$ and $T^3$ on a randomized $N$-qubit state. The Qasm simulated action was generated with an $R$ matrix corresponding to a $c = 0.0$ and with 800,000 shots. The spectrum of the corresponding $T$ matrix is reported in Fig. (c) and the ratio $\Lambda_1/\Lambda_0$ is 0.18.

varied the number of shots in order to display both economical and more demanding simulations. The largest number of shots was chosen such that the simulated and expected action of $T$ match exactly, up to the second significant digit. The expected action of $T$ was derived using simple Python scripts involving only the numpy library. The many-qubit state $|\Psi\rangle$ was chosen to be the eigen-vector corresponding to non-zero eigenvalue of the $T$ matrix generated with $c = 0$, namely, $|00\ldots0\rangle$. The reason for this choice is that we expect this vector to have a non-zero overlap with the eigen-vector $\Psi_0^R$ of the simulated $T$ matrix.

Similar tests for the actions $T^2|\Psi\rangle$ and $T^3|\Psi\rangle$ are reported in Figs. 7 and 8, respectively. The data in each figure was generated with quantum circuits in which the $T$ block was repeated an appropriate number of times. As expected, to achieve the same level of accuracy, the total number of shots needs to be increased with the power of the $T$ matrix. For example, to reproduce the first two significant digits of the expected action of $T^3$, we need as much as $8 \times 10^5$ shots.

An alternative way to implement the action of $T^m$ on a many-qubit state is to apply the $T$s one at a time. More precisely, compute $|\Psi_1\rangle = C_1|\Psi\rangle$ from the histogram and then use the outcome to compute $|\Psi_2\rangle = C_2|\Psi_1\rangle$, and so on. One difference between the methods is that the states $|\Psi_1\rangle$, $|\Psi_2\rangle$, etc., are passed in an exact fashion among the $T$ blocks, if the first method is used, while they are passed with certain approximation if the second method is used. The first method, which produced the data in Figs. 7 and 8, can achieve more accurate outputs but one advantage of the second method is the larger percentage of the meaningful shots for each circuit run. For example, to compute $|\Psi_2^R\rangle$ via the iterative process (78), the second method is preferable because it can handle large values of $m$ more efficiently.

B. Physical insight

As we already stated in sub-section V C, iterated applications of the $T$ matrix on any initial many-qubit state will give us access to the normalized eigen-vector $\Psi_0^R$ corresponding to the largest eigenvalue. With this in mind, we have collected in Fig. 9 the expected and the simulated results from our tests reported in Figs. 6, 7 and 8. As one can see, the convergence to the limit stated in Eq. (78) is achieved with $M = 3$, hence, at least for this particular case, we can indeed resolve the eigen-vector $\Psi_0^R$, up to two significant digits. The convergence rate...
for the limit is determined by the ratio $\lambda_1 = \Lambda_1/\Lambda_0$ and, as reported in Fig. 4, its value is 0.11 for the simulations reported in Fig. 3. As such, the fast convergence witnessed in Fig. 3 is expected.

In Fig. 4, we report on another case with a ratio $\lambda_1 = \Lambda_1/\Lambda_0 = 0.18$, hence the convergence is expected to be slower in this case. The simulations performed for this case are reported in Fig. 9 and they confirm this expectation. Nevertheless, the convergence of the first two significant digits is achieved for $M = 4$.

We now recall the discussion from sub-section IV C, where we argued that the ratio $\lambda_1 = \Lambda_1/\Lambda_0$ is stable in the thermodynamic limit. This implies, among other things, that the convergence rate should be stable when $N$ is increased. To confirm this statement, we repeated the simulations from Fig. 10 for $N = 5, 6$ and 7 and we indeed observed the similar convergence rates. The results of the simulations are reported in Fig. 11.

We now explain a simple algorithm for estimating the ratio $\lambda_1 = \Lambda_1/\Lambda_0$. The complication here is that the quantum circuit always normalizes the action of $T$ on a many-qubit state. Henceforth, we start from an arbitrary normalized many-qubit state $|\Psi\rangle$, which we decompose as:

$$|\Psi\rangle = \mathcal{N}_0 (|\Psi_0\rangle + |\Psi_+\rangle),$$

where $\mathcal{N}_0$ is a normalization constant, $\Psi_0$ is the normalized right eigen-vector of $T$ corresponding to $\Lambda_0$, denoted before by $\Psi^r_0$, and $\Psi_+^r$ is the orthogonal component of $\Psi$,

$$|\Psi_+\rangle = \mathcal{N}_0^{-1} (|\Psi\rangle - \langle\Psi_0|\Psi\rangle |\Psi_0\rangle).$$

Note that $\mathcal{N}_0$ is given by $\mathcal{N}_0 = \langle\Psi_0|\Psi\rangle$ and

$$|\Psi_0\rangle = \left[\frac{1}{\langle\Psi_0|\Psi\rangle} - 1\right]^{\frac{1}{2}}.$$ (104)

Next, we observe that, for any $m \geq 0$,

$$C_{T_m}|\Psi\rangle = \mathcal{N}_m (\Lambda_0^m |\Psi_0\rangle + T^m |\Psi_+\rangle),$$

where $\mathcal{N}_m$ is the normalization constant automatically introduced by the quantum circuit,

$$\mathcal{N}_m = \left[\Lambda_0^{2m} + ||T^m|\Psi_0\rangle||^2\right]^{-\frac{1}{2}} = \Lambda_0^{-m} \left[1 + ||T^m|\Psi_0\rangle||^2\right]^{-\frac{1}{2}}.$$ (106)

Then the action of $C_{T_m}$ on the state can be written more conveniently as

$$C_{T_m}|\Psi\rangle = \mathcal{F}_m (|\Psi_0\rangle + T^m |\Psi_+\rangle),$$

$$\mathcal{F}_m = \left[1 + ||T^m|\Psi_0\rangle||^2\right]^{-\frac{1}{2}}.$$ (107)

Furthermore, the normalization constant can be computed, in theory and practice, as

$$\mathcal{F}_m = \langle\Psi_0|C_{T_m}|\Psi\rangle,$$ (108)

which gives us access to the quantity

$$||T^m|\Psi_0\rangle|| = \left[\mathcal{F}_m^{-2} - 1\right]^{\frac{1}{2}}.$$ (109)

The interest in this quantity comes from the fact that

$$||T^m|\Psi_0\rangle|| \leq \Lambda_1^m ||\Psi_0\rangle||, \quad \forall \ m \geq 1,$$ (110)
FIG. 12. Output of the simulated estimator from Eq. (113), as applied to the $T$ matrix analyzed in Fig. 9 (left panel) and to the $T$ matrix analyzed in Fig. 10 (right panel). The markings indicate the expected value of $\lambda_1$. In both cases, the input many-qubit state $|\Psi\rangle$ was sampled 100 times via a pseudo-random process and, for each input, the estimator was evaluated using $10^5$ shots.

or

$$\lambda_1 \geq \left[\frac{||\Psi_0||^{-1}||T^m\Psi_0||_1}{2^m} \right]^{\frac{1}{2}}, \quad m \geq 1,$$

with the inequality becoming equality in the asymptotic limit $m \to \infty$. Collecting the facts, our conclusion is that $\lambda_1$ is always above the graph of the sequence

$$\left[\frac{F^{-2}_m - 1}{F^{-2}_0 - 1}\right]^{\frac{1}{2}}, \quad m \geq 1.$$  \hspace{1cm} (112)

While we did mentioned that the above sequence actually converges to $\lambda_1$ as $m \to \infty$, one needs to be aware that already from $m = 2$, we are dealing with $F_m$’s that are very close to one and, as such, are very difficult to resolve with reasonable numbers of shots. For this reason, our recommendation is to use the following estimator for $\lambda_1$:

$$\text{estimator} := \left[\frac{F^{-2}_m - 1}{F^{-2}_0 - 1}\right]^{\frac{1}{2}},$$

(113)

which should give a firm lower bound on $\lambda_1$. This is because $C_T|\Psi\rangle$ can be computed with good precision with a reasonable number of shots and similarly for $|\Psi_0\rangle$, if one uses the second method described in the subsection VII A (see the last comment of that subsection).

Fig. 12 reports the quantum simulations of the quantity in Eq. (113) for the transfer matrices analyzed in Fig. 9 and 10. In these simulations, the input state was sampled 100 times using a pseudo-random process and $\Psi_0$ was resolved using six iterations of the $C_T$ circuit. According to the above discussion and Fig. 9, the output of these simulations should be below the known values of $\lambda_1 = 0.11$ and 0.18, respectively, and this is certainly the case in Fig. 12 if we take into account the finite precision of the simulations, which involve $10^5$ shots and exclude an insignificant percentage of exceptions. The latter are associated to a poor histograms resulted from low numbers of meaningful shots.

VIII. CONCLUSIONS AND OUTLOOK

In this work, we have singled out specific characteristics of the planar vertex models that make them particularly attractive from the quantum computation point of view. To illustrate our observation, we have coded medium size models and demonstrated that we can reproduce the expected results, up to two significant digits, using quantum simulators. In the process, we supplied a generic strategy for implementing non-unitary matrices with quantum circuits containing one ancilla qubit and one projective measurement. We also pointed out that the number of qubits and the depth of the quantum circuits grows linearly with the lateral size of the lattice.

From our quantum simulations, we were able to extract the eigen-vector corresponding to the largest eigenvalue of the transfer matrix, a quantity that is paramount for computing the expected values of the physical observables. Working with two different input parameters for the model, we were also able to show that the convergence towards the thermodynamic limit corroborates with the structure of the spectra of the corresponding transfer matrices. In particular, for a variety of input parameters, we found that the thermodynamic limit with respect to the vertical size is achieved after three or four layers. Lastly, we devise a robust procedure to estimate the ratio between the second to first largest eigenvalues, a quantity that determines the asymptotic behavior of the correlation functions.

In the near future, we plan to test the circuits on real quantum computers. For this, we are currently working on optimizing the transpiling. We also plan to code and simulate the expected values of various physical observables of interest and to investigate the correlations by hard coding.

IX. APPENDIX 1
X. APPENDIX 2

Code Block 4.

```python
# implements and tests the action of a diagonal matrix on a 2-qubit state
import numpy as np

d = [np.random.rand() for i in range(2**2)]
init_state = [np.random.rand()]

for v in range(16):
    init_state = np.zeros(2**2)
    init_state[0] = 1.0
    for j in range(T_power):
        init_state = np.dot(U, init_state)
        x1 = int(init_state[0] > 0.5)
        x2 = int(init_state[1] > 0.5)
        cr = x1 + x2
        tot = x1 + x2
        print("meaningful runs", tot)

print("relevant counts")
print(x1)
print(x2)
for i in range(len(x1)):
    print("expectation", i, x1[i])
for i in range(len(x2)):
    print("relevant", i, x2[i])

d = [0, 0, 0, 0, np.sqrt(1-d[0]*d[0]), 0, 0, 0],
    [0, 0, 0, 0, np.sqrt(1-d[1]*d[1]), 0, 0, 0],
    [0, 0, 0, d[2], 0, 0, 0, np.sqrt(1-d[2]*d[2])],
    [0, 0, d[3], 0, 0, 0, np.sqrt(1-d[3]*d[3])],
    [np.sqrt(1-d[4]*d[4]), 0, 0, 0, 0, 0, 0],
    [0, np.sqrt(1-d[5]*d[5]), 0, 0, 0, 0, 0],
    [0, 0, np.sqrt(1-d[6]*d[6]), 0, 0, 0, 0],
    [0, 0, 0, np.sqrt(1-d[7]*d[7]), 0, 0, 0, 0]
```

Code Block 5.

```python
# action of T matrix to a power #

import numpy as np

beta = 2.0
fact = 8.4

d = [np.random.rand() for i in range(2**2)]
init_state = [np.random.rand()]

cr = x1 + x2

for i in range(T_power):
    init_state = np.dot(U, init_state)
    x1 = int(init_state[0] > 0.5)
    x2 = int(init_state[1] > 0.5)
    cr = x1 + x2
    tot = x1 + x2
    print("meaningful runs", tot)

print("relevant counts")
print(x1)
print(x2)
for i in range(len(x1)):
    print("expectation", i, x1[i])
for i in range(len(x2)):
    print("relevant", i, x2[i])

D = [[d[0], 0, 0, 0, np.sqrt(1-d[0]*d[0]), 0, 0, 0],
     [0, 0, 0, 0, np.sqrt(1-d[1]*d[1]), 0, 0, 0],
     [0, 0, 0, d[2], 0, 0, 0, np.sqrt(1-d[2]*d[2])],
     [0, 0, d[3], 0, 0, 0, np.sqrt(1-d[3]*d[3])],
     [np.sqrt(1-d[4]*d[4]), 0, 0, 0, 0, 0, 0],
     [0, np.sqrt(1-d[5]*d[5]), 0, 0, 0, 0, 0],
     [0, 0, np.sqrt(1-d[6]*d[6]), 0, 0, 0, 0],
     [0, 0, 0, np.sqrt(1-d[7]*d[7]), 0, 0, 0, 0]]
```
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