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We present a systematic study of projection biases in the weak lensing analysis of the first year of data from the Dark Energy Survey (DES) experiment. In the analysis we used a ΛCDM model and three two-point correlation functions. We show that these biases are a consequence of projecting, or marginalizing, over parameters like $h$, $\Omega_b$, $n_s$ and $\Omega_c h^2$ that are both poorly constrained and correlated with the parameters of interest like $\Omega_m$, $\sigma_8$ and $S_8$. Covering the relevant parameter space we show that the projection biases are a function of where the true values of the poorly constrained parameters lie with respect to the parameter priors. For example, biases in the position of the posteriors can exceed the $1.5\sigma$ level if the true values of $h$ and $n_s$ are close to the top of the prior’s range and the true values of $\Omega_b$ and $\Omega_c h^2$ are close to the bottom of the range of their priors. We also show that in some cases the 1D credible intervals can be over-specified by as much as 30% and coverage can be as low as 27%. Finally we estimate these projection biases for the analysis of three and six years worth of DES data.

I. INTRODUCTION

Since its first statistically significant observations two decades ago [1–4], weak lensing has evolved to become a powerful tool in determining the values of important cosmological parameters. The recent results of the Dark Energy Survey (DES) experiment’s first three years of data [5–9], the Hyper Suprime-Cam Subaru Strategic Program’s (HSC) first year of data [10] and the Kilo Degree Survey’s fourth data release (KiDS) [11–13], clearly show the power of weak lensing in measuring the normalization of the power spectrum $\sigma_8$, the total relative matter density $\Omega_m$, and their combination $S_8 = \sigma_8 \sqrt{\Omega_m} / 0.3$. The already strong constraining power of weak lensing will rapidly increase with the analysis of the recently released shear catalog with three years of data from HSC [10], and the upcoming analysis of the full six years of data from DES. This constraining power will increase further with the upcoming “Stage IV” surveys like the Euclid Space Telescope [14] expected to launch in 2022, the Vera Rubin Observatory (LSST) [15] expected to start operating in mid-2020s, and the Nancy Roman Space Telescope [16] expected to launch also in the mid 2020s.

All these weak lensing analysis use Bayesian methods to extract information about cosmological or physical parameters. They use the peaks, or averages, of the one or two dimensional posteriors to quote most likely values and 68% or 95% areas under the posteriors to quote credible intervals (or regions in the multidimensional case). In the KiDS publications of their fourth data release, they correctly name the Bayesian intervals extracted from the posteriors as “credible intervals” [11–13]. On the other hand both DES [5–9] and HSC [10] loosely refer to their intervals as “confidence intervals” (or C.L. when referring to the limits of the intervals). A confidence interval is a frequentist concept that is associated with the idea of coverage probability. That is, in a 68.27% confidence interval there is a 68.27% probability that the true value will be inside that interval, and if this is not the case it is said that the confidence interval doesn’t satisfy the coverage condition. Credible intervals on the other hand are interpreted as assigning a certain “degree of belief” (e.g. 68.27%) that the true value will be inside the credible interval. More often than not Bayesian statistics is the only practical way of calculating confidence intervals, and in these cases we think it is important to check the “coverage” of these intervals because the community at large usually interprets errors in a frequentist way. For example, $1.5\sigma$ discrepancies are ignored because they have a 13.4% probability of happening, while a $3\sigma$ difference between two measurements is interpreted as evidence that the discrepancy could be real because there is only a 0.26% probability for this to happen. In this paper we will address the question of coverage of the credible intervals calculated in weak lensing analysis for a wide range of cosmological parameters.

The importance of understanding any form of systematic and/or statistical biases present in weak lensing analyses cannot be overstated. And the importance of this understanding increases as the statistics and therefore the constraining power of the weak lensing experiments continues to improve. Different kinds of simulations are used to test the performance of these analyses. For example, full N-body simulations have been used to assess biases in the shear measurement of galaxies or the errors in the photometric measurements, as well as checking if the approximations made in the analysis theory, like the
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calculation of the non-linear power spectrum or the treatment of intrinsic alignment, introduces systematic errors in the measurements (see for example reference [15] for DES and [19] for KiDS). Faster simulations have been used to check, for example, the stability of the results to different aspects of the theory, or to validate covariance matrix models, or to study the effects of patchy sky coverage (see for example reference [20] for KiDS and [21] for DES).

To check the coverage probability of a confidence interval, or region, we imagine performing the same experiment an infinite, or very large, number of times and then counting how often the true values of the parameters falls inside the specified confidence intervals. Ideally we would do this generating a very large number of full N-body simulations and then running them through the analysis pipeline. Using full body simulations would tests the full set of biases, e.g. biases due to measurement errors, theory approximations, shear produced by intrinsic alignment, or biases due to the way the credible intervals are calculated. Unfortunately a program like this requires inordinate amounts a CPU time, so in a first step we will restrict ourselves to assuming that there are no measurement errors and that the analysis theory perfectly reflects nature. Furthermore we will assume that the covariance matrix used to fit the two point correlation functions in weak lensing analysis correctly represents the fluctuations arising from performing the same experiment an infinite number of times. Therefore in this paper we will study the question of coverage of weak lensing credible intervals by, 1) calculating a “synthetic data vector” using the analysis theory to generate the two-point correlation functions used in the analysis, 2) fluctuating this synthetic data vector using the data covariance matrix, 3) using this fluctuated synthetic data vector as input to the weak lensing analysis, and 4) repeating steps 2 and 3 a large number of times while checking at every iteration the measurements with the theory values. This clearly eliminates all questions about the validity of the theory and the existence of measurement errors. We will refer to every iteration as an “experiment” or “pseudo-experiment” and to the entire process as “doing ensemble tests”.

Ensemble tests have the advantage of uncovering biases both in the shift of the posterior distributions and in the width of credible intervals, but they are still very CPU intensive due to the hundreds of jobs that need to be run in order to determine biases with enough statistical significance [22]. We will show that just running the synthetic data vector (no fluctuations, just “one experiment”) gives biases in the shifts of the posteriors that are consistent with the ensemble tests. We will also show that making some reasonable extrapolations from the width of the pull distributions obtained in the ensemble tests it is possible to get very good estimates of the credible interval’s coverage for runs in which only the synthetic data vector was analyzed. As we will see this is possible because, for example, most of the under-coverage of the credible intervals is due to biases in the position of the posteriors distributions. Therefore, in this publication, we performed studies with ensemble tests for only five different combinations of cosmological parameters, or five fiducial cosmologies, and then used synthetic data vectors to explore the rest of the parameter space. Synthetic data vectors have been used, for example, to study biases in the recently released DES weak lensing analysis [23]. In this reference only one fiducial cosmology was used, but the authors correctly point out that these projection effects depend “on the parameterization and prior choices, the underlying parameter values, as well as the data’s constraining power.” In this paper we cover all the relevant parameter space and simulate an increase in the data’s constraining power, and even though we leave the priors fixed, studying the biases for different position of the parameters inside their priors gives a very good idea of what would happens if one were to change these priors.

In summary we will quantitatively show that, 1) the ”projection biases” are a consequence of projecting, or marginalizing (read “integrating” in both cases), the posterior distributions over parameters that are correlated with the parameters of interest and whose distributions are wider than the range of their priors, and 2) show that these biases are a function of where the true value of these poorly constrained parameters lie with respect to their prior intervals.

To perform the systematic study of projection biases presented in this paper, we used the publicly available code and data of the DES weak lensing analysis of their first year of data [24]. We restricted ourselves to using a ΛCDM cosmology and the so called 3x2pt analysis, which uses all three two-point correlation functions, termed galaxy clustering, galaxy-galaxy lensing, and cosmic shear. The bias studies of cosmic shear only (1x2pt), the combination of galaxy clustering and galaxy-galaxy lensing (2x2pt) and the effect of using a wCDM cosmology will be presented in a future paper.

In Section [II] we summarize the model used in the analysis and give details of the public code that we used in our studies. In Section [III] we describe a simple but very instructive example about how the projection biases arise when projecting over parameters that are not well constrained, and show our main results on the biases in the position of the posterior distributions and the width and coverage of the credible intervals. In Section [IV] we make a simple extrapolation to predict the projection bias behaviour with larger statistics, by dividing the data covariance matrix by factors corresponding to a DES analysis of three and six years worth of data. In this last section we will show that if priors are not tightened, many of the projection biases disappear with large increases in statistics, or reductions in the covariance matrix. Experimenters always face the compromise of using wide prior ranges to make independent measurements or using external data to tighten the range of poorly constrained parameters in order to reduce their error bars.
II. THE DES Y1 3x2pt WL ANALYSIS

For the projection bias studies presented in this paper, we will use the code that was developed by the DES collaboration to analyze the weak lensing (WL) data collected during the first year of observing (Y1) \cite{24}. That code and the data are publicly available in CosmoSIS \cite{25,26}. Furthermore, we will concentrate on studying the projection biases in the case in which ΛCDM is the fiducial cosmology, and the cosmological parameters are extracted by fitting to all three two-point correlation functions: 1) Galaxy clustering, which correlates the galaxy number densities along two different lines of sight (LOS), 2) Galaxy-galaxy lensing, that correlates the galaxy number density along a LOS with the galaxy shear along another LOS, and 3) Cosmic shear, which correlates galaxy shears along two different LOS. In all cases, the two-point correlations are given as a function of the angle θ separating the two LOS, and in bins of redshift along the LOS. In Subsection II A we will give a short description of how the two-point correlations are calculated. In Subsection II B we will describe the code that was used and how we selected the “true” or nominal values of the parameters for our studies.

A. The Model

In the weak lensing analysis of the data collected during the first year of running, DES used the flat sky and Limber approximations to calculate two-point correlation functions. In this section, we will give a brief account of how the two-point correlation functions were calculated and time, or redshift. The measured galaxy number densities are given by

\[ n_{g/κ}^i(χ) = \hat{n}_{g/κ}^i(z) \frac{dz}{dχ} \]  

where χ is the comoving distance along the line of sight, z is the redshift, \( \hat{n}_{g}^i(z) \) is the normalized galaxy number density for the i-th redshift bin, and \( \hat{n}_{κ}^i(z) \) is the normalized number density for galaxies that have a shear measurement, also for the i-th redshift bin. Throughout the paper, the relation between comoving distance and redshift \( z = z(χ) \) is calculated with the fiducial cosmology (ΛCDM in our case). In the DES analysis, the \( \hat{n}_{g}^i(z) \) are referred to as the lens distributions and are given in five redshift bins, and the \( \hat{n}_{κ}^i(z) \) are known as the source distributions and are given in four redshift bins. The uncertainties in the redshift measurements, for both the lens and source galaxies, are included in the analysis by shifting the original measured distribution \( \hat{n}_{PZ}^i(z) \) as

\[ \hat{n}^i(z) = \hat{n}_{PZ}^i(z - Δz^i) \]  

where the nuisance parameters \( Δz^i \) and \( Δs^i \) for the lenses and sources are allowed to float in the analysis subject to the priors given in Table II. With the number density for galaxies with shear measurements, we can calculate the lensing efficiency as

\[ \hat{q}^i(χ) = 3 H_0^2 Ω_m \int_χ^{χ_h} dχ^s n_{κ}^i(χ^s) \left( 1 - \frac{χ}{χ_h} \right) \]  

where \( H_0 \) is the Hubble constant, c the speed of light, a the scale factor, and χ_h is the comoving distance at the horizon. Note that, as expected, the lensing efficiency \( \hat{q}^i(χ) \) is zero for χ = 0, or when the source is near the horizon.
observer, it is small when $\chi$ coincides with the distance to the source galaxies, and it is maximum when $\chi$ is halfway between the observer and the sources.

The lensing efficiency has to be modified to account for the intrinsic alignment (IA) of galaxies [27, 28]. The “non-linear linear alignment” (NLA) model was used in the DES Y1 WL analyses for the IA corrections, and Eq. 3 was modified as [21, 29]

$$q^i(\chi) = \hat{q}^i(\chi) - A_{IA} \left( \frac{1 + z}{1 + z_0} \right)^{n_{IA}} \frac{0.0134 \Omega_m}{D(\chi)} n_{\kappa}(\chi) \quad (4)$$

where $z_0 = 0.62$ and $D(\chi)$ is the linear growth factor, and the nominal values and priors for the nuisance parameters, $A_{IA}$ and $n_{IA}$, are given in Table I.

In this paper, we use CAMB [31] to calculate the linear power spectrum, and then use this linear power spectrum as input to Halofit [32, 33] to calculate the nonlinear power spectrum $\tilde{P}(k, z)$ in bins of $(k, z)$. The calculation of the power spectrum uses the seven cosmological parameters listed in the first part of Table I. The two-point correlation functions are calculated along two different LOS separated by an angle $\theta$. For the galaxy-galaxy lensing two-point correlation functions are calculated along two different parameters, $A_{IA}$ and $n_{IA}$, are given in Table I.

The two-point correlation functions are calculated along two different LOS separated by an angle $\theta$. In the Limber approximation, only the modes in the power spectrum perpendicular to the LOS contribute to the two-point correlations. When oscillations along the LOS are very long, then $k_{||} \ll k_{\perp}$ which leads to $k \approx k_{\perp}$; and when the oscillations are very short, they average the contribution to the integrals to zero. Then, in the Limber approximation, only $\tilde{P}(k_{\perp}, z)$ enters in the calculation of the two-point correlations with $k_{\perp} = (l + 1)/\chi$. In the flat sky approximation, the two-point correlations are calculated with a double integration involving Bessel functions $J_n(x)$, and the three two-point (3x2pt) correlation functions used in the WL analysis fits are:

$$\tilde{w}^i(\theta) = \int \frac{dl}{2\pi} l J_0(l\theta) \int \frac{d\chi}{\chi} \left[ n^i(\chi) \right]^2 \tilde{P}(k_{\perp}, z) \quad (5)$$

for the galaxy clustering two-point correlation function,

$$\gamma_{ij}^{ij}(\theta) = \int \frac{dl}{2\pi} l J_2(l\theta) \int \frac{d\chi}{\chi} n^i(\chi) n^j(\chi) \tilde{P}(k_{\perp}, z) \quad (6)$$

for the galaxy-galaxy lensing two-point correlation function, and

$$\tilde{\xi}^{ij}_{\perp/\perp}(\theta) = \int \frac{dl}{2\pi} l J_{0/4}(l\theta) \int \frac{d\chi}{\chi^2} q^i(\chi) q^j(\chi) \tilde{P}(k_{\perp}, z) \quad (7)$$

for the cosmic shear two-point correlation function. In all cases, the indices $i, j$ label the redshift bins of the lens and source $\hat{n}(z)$ distributions. The two-point correlations calculated above need two corrections. One is due to the fact that the galaxy number density $n^i(\chi)$ only accounts for the visible matter, while light is lensed by all the matter it encounters in its path. A galaxy bias parameter $b_i$ is added to each lens redshift bin to account for that effect. DES also accounted for small biases in the galaxy shear measurements by adding a nuisance parameter $m^i$, resulting in the final forms of the two-point correlation functions given by

$$\tilde{w}^i(\theta) = b_i^2 \tilde{w}^i(\theta) \quad (8)$$

$$\gamma_{ij}^{ij}(\theta) = b_i (1 + m^i) \tilde{\gamma}_{ij}^{ij}(\theta) \quad (9)$$

$$\tilde{\xi}^{ij}_{\perp/\perp}(\theta) = (1 + m^i)(1 + m^j) \tilde{\xi}^{ij}_{\perp/\perp}(\theta) \quad (10)$$

The nominal values, intervals, and priors for the galaxy biases $b_i$ and the shear nuisance parameters $m^i$ are given in Table II.

B. DES Y1 WL Analysis Public Data and Code

As mentioned earlier, the data and the code that was used in the weak lensing analysis of the data collected by DES in the first year of running (DES Y1 WL) are publicly available in CosmoSIS [25, 26]. To select the correct versions of the CosmoSIS libraries that were used in the DES Y1 WL analysis, we used the version of CosmoSIS with the date closest to the publication of the DES Y1 WL analysis results [35]. As described below, some of the parameters in the CosmoSIS version of the DES analysis were changed to better reflect our understanding of how the analysis was done. This mostly applies to parameter values that are not well documented.

In the DES Y1 WL version stored in CosmoSIS the inner integrals in Equations 5 to 7 are calculated in the range $0.1 \leq l \leq 5 \times 10^5$ with 400 logarithmically spaced points. After checking that the differences in the analysis between using 200 or 400 points are small (see Appendix A), we decided to reduce the number of points to 200. Using 400 points would have almost doubled the five months of computing time (using 1728 CPUs) required to do the studies presented in this paper. It is worth noting that the recently released DES results using three years of data uses 100 points to calculate these integrals.

CosmoSIS offers several possibility for sampling posterior distributions, e.g. Multinest, Polychord, Emcee, etc. We used Multinest [36] because this is the sampler used in the CosmoSIS version of the DES Y1 WL analysis. Multinest searches and saves points in increasing values of the likelihood and assigns a weight to each saved point. In the early iterations the weights are essentially zero because the points are far from the peak of the likelihood, and in late iteration the weights go to zero again because the phase space near the peak of the likelihood goes to zero. The number of iterations is controlled by the tolerance parameter and we changed its value from tolerance = 0.1 to tolerance $\leq 10^{-3}$ to make sure that the number of iteration would always be large enough such that the weights would go back to zero after they peaked [37].

As it is standard practice in weak lensing analyses, we processed the output of Multinest using Chainconsumer [38]. This program uses a Gaussian Kernel Density Estimator algorithm [39] to smooth the irregularities produced by the finite number of points provided.
by posterior samplers like Multinest. The width of the Gaussian Kernel is controlled by a parameter call KDE. A marginally low value of KDE=1.0 doesn’t produce smooth 95% credible region edges in two dimensional posteriors and for wide posteriors some times it produces disconnected two dimensional contour, so we selected a value of KDE=1.5. The consequences of selecting this value are also discussed in Appendix [D].

The first four rows of Table III show the results of our analysis for different values of the KDE and the tolerance parameters. The final row shows the results of the DES Y1 WL analysis [24]. We can see that the differences only amount to a small fraction of the widths of the posteriors and are almost consistent with the inherent fluctuations of samplers like Multinest.

TABLE II. The first four rows in this table show the results of our analysis of the DES Y1 weak lensing data. The last row shows the results of the published DES Y1 WL analysis [24]. We can see that the version of CosmoSIS we will use in our studies reproduces the published results very well.

| $\Omega_m$    | $S_8$     | $\sigma_8$  | KDE tol |
|--------------|-----------|-------------|---------|
| 0.267±0.036  | 0.776±0.026 | 0.812±0.054 | 1.0 0.1 |
| 0.271±0.033  | 0.776±0.026 | 0.807±0.043 | 1.5 0.1 |
| 0.271±0.031  | 0.777±0.022 | 0.808±0.059 | 1.0 10^-3 |
| 0.272±0.032  | 0.777±0.023 | 0.810±0.056 | 1.5 10^-3 |

0.267±0.030 0.773±0.020 0.817±0.045 DES Y1 WL

FIG. 1. The solid (blue) lines in this figure shows the results of our analysis of the DES Y1 WL data using the data and programs publicly available in CosmoSIS. The plots correspond to row four of Table III. The dashed (red) line corresponds to the results of the DES Year 1 3x2pt Weak Lensing analysis (see Fig. 5 in reference [24]).

all the parameters gives a value of $\chi^2 = 0$ for the fit to the three two-point correlations functions and that the likelihood peak is lined up with the peak of the priors. This means that the peak of the overall posterior (or MAP point) exactly coincides with the true values of all the parameters. Therefore any biases observed in the 1D, or 2D, posteriors are entirely due to projection effects.

TABLE III. List of nominal or true values used for the cosmological parameters $h$, $\Omega_b$, $n_s$ and $\Omega_c h^2$. The numbers in parenthesis indicate the parameter value as a percent of the parameter’s prior range. All combinations of the values listed in the last three rows (3^4 combinations) were studied. The rest of the true values are given in Table II.

| $h$         | $\Omega_b$ | $n_s$     | $\Omega_c h^2 \times 10^3$ |
|-------------|------------|-----------|-----------------------------|
| 0.692       | 0.0504     | 0.975     | 0.615 (1.2)                 |
| 0.692       | 0.0504     | 0.975     | 4.5                         |
| 0.692       | 0.0504     | 0.975     | 9.0                         |

plus all 81 combinations of the following values

| $h$         | $\Omega_b$ | $n_s$     | $\Omega_c h^2 \times 10^3$ |
|-------------|------------|-----------|-----------------------------|
| 0.64 (25)   | 0.04 (25)  | 0.92 (25) | 0.615 (1.2)                 |
| 0.73 (50)   | 0.05 (50)  | 0.97 (50) | 4.5 (42.1)                  |
| 0.82 (75)   | 0.06 (75)  | 1.02 (75) | 9.0 (89.5)                  |

For the true values of the cosmological parameters with wide likelihood or posterior distributions, $h$, $\Omega_b$, $n_s$ and $\Omega_c h^2$, we used the values listed in Table III. The values of $h$, $\Omega_b$ and $n_s$ of the first three rows in the table cor-
respond to our first determination of those values in the analysis of the DES data. As we will see in the following section, the projection biases are a function of where the true values sit in relation to the parameter range. Therefore the previous values were paired with three different values of $\Omega_m h^2$: $0.615 \times 10^{-3}$ which corresponds to the minimum allowed by neutrino oscillation experiments, and $4.5 \times 10^{-3}$ and $9.0 \times 10^{-3}$ which sit close to the middle and the upper end of the $\Omega_m h^2$ prior range. For $h$, $\Omega_b$ and $n_s$ we also selected true values of the parameters at 25%, 50% and 75% of their prior’s range and paired all their combinations with the $\Omega_c h^2$ values described above, giving the $3^4 = 81$ combinations listed in the last three rows of Table III. These total of 84 different true values uniformly cover the volume of the four cosmological parameters with wide posteriors.

The posterior distribution for the intrinsic alignment parameter $\eta_{IA}$ is also very wide but its correlations with $\Omega_m$, $\sigma_8$ and $S_8$ are very weak so in our studies we didn’t change the true value of this parameter. Also there are parameters that are strongly correlated, like $\Omega_m$ and the galaxy biases $b_1$ to $b_5$, but all their posteriors fit comfortably within their prior ranges so we didn’t change the true values of these parameters either.

### III. PROJECTION BIASES

In this section we will describe the results of our projection bias study for the DES Y1 Weak Lensing analysis. To illustrate the origin of the projection biases, in Subsection III A we will describe a simple two dimensional example that contains all the characteristics observed in the real study. This simple example has several advantages, it is conceptually simple to visualize, it can be easily solved and it runs very fast so accumulating large statistics to reduce fluctuations is not a problem. In Subsection III B we will describe the effect that projection biases have in the most likely value of the parameters (the peak of the posteriors) and in Subsection III C we will describe how projection biases affect the coverage of the 68.27% credible intervals. For clarity, the projection bias effects in the most likely values and in the coverage of credible intervals will be presented separately, but they are clearly related. A shift of the posterior relative to the true value of the parameter will also reduce the number of times the true value falls inside the credible interval.

#### A. A Simple Example of Projection Biases

Given a data set $\mathbf{d}$ and, for a given theory (in our case always \Lambda CDM), a set of parameters $\theta$, Bayes theorem states that (see, for example, section “40-Statistics” in Ref. [40])

$$ P(\theta | \mathbf{d}) = \frac{P(\mathbf{d} | \theta) P(\theta)}{P(\mathbf{d})} $$

(11)

In the DES Y1 WL analysis the vector $\mathbf{d}$ is comprised of the 457 points that are used in the fit of the galaxy clustering, galaxy-galaxy lensing and cosmic shear two-point correlation functions. $P(\mathbf{d} | \theta)$ is the probability density function of obtaining the data set $\mathbf{d}$ given the parameters $\theta$. When $P(\mathbf{d} | \theta)$ is considered as a function of $\theta$ it is called the Likelihood, that is $\mathcal{L}(\theta) = P(\mathbf{d} | \theta)$. In WL analysis a $\chi^2$ is calculated using the data $\mathbf{d}$, the theoretical predictions calculated as a function of $\theta$ and the covariance matrix, and the Likelihood is given by $\mathcal{L} \sim e^{-\chi^2/2}$. The prior $P(\theta)$ includes knowledge external to the analysis and, for all the $\theta$ parameters used in the DES Y1 WL analysis, these priors are listed in Table I. The Bayesian evidence $Z = \int P(\mathbf{d} | \theta) P(\theta) \, d\theta$ is given by

$$ Z = \int P(\mathbf{d} | \theta) P(\theta) \, d\theta $$

(12)

The posterior $P(\theta | \mathbf{d})$ is the probability density function for obtaining the parameters $\theta$ when the data $\mathbf{d}$ is given. One and two dimensional projections of the weak lensing posteriors, for some of the cosmological parameters involved in our analysis, are shown in Figure 3. In the two dimensional projections plots, e.g. $h$ vs. $\Omega_m$, we can see clear correlations between parameters whose likelihoods fit well inside the interval, like $\Omega_m$, $\sigma_8$ and $S_8$ (the last two are not shown in the plots), and parameters for which the likelihood is wider than the specified interval, like $h$, $\Omega_b$, $n_s$ and $\Omega_c h^2$. Projections, or marginalization, over correlated parameters can introduce biases. This is especially the case when marginalizing over parameters with likelihoods wider than the range of their priors and making measurements of parameters with likelihoods narrower than their priors. In this section we will illustrate how this works with a simple two dimensional example in which the likelihood for the first and second variable is respectively narrower and wider than their respective priors. This exemplifies, for example, the 2D-plots of $h$ vs. $\Omega_m$, or $\Omega_b$ vs. $\Omega_m$, shown in Figure 3. As we will see this simple example has all the same features we will encounter in Sections III B and III C when studying the projections biases in the DES Y1 WL analysis.

For our example we will write $\theta = (x, y)$, simplify the posterior notation as $P(x) = P(\theta | \mathbf{d})$ and include the Likelihood peak $\bar{x} = (\bar{x}, \bar{y})$ in the Likelihood notation $\mathcal{L}(\theta) = \mathcal{L}(x | \bar{x})$. Then Eq. 11 in our two dimensional example is written as

$$ P(x) = \frac{1}{Z} \mathcal{L}(x | \bar{x}) \pi(y) $$

(13)

where the posterior $P(x)$, the likelihood $\mathcal{L}(x | \bar{x})$ and the prior $\pi(y)$ are each normalized to one, the prior is given by

$$ \pi(y) = \begin{cases} 1/(b - a) & \text{if } a \leq y \leq b \\ 0 & \text{otherwise} \end{cases} $$

(14)

and the likelihood is given by the two dimensional Gaussian

$$ \mathcal{L}(x | \bar{x}) = \frac{1}{2\pi \sigma_1 \sigma_2} e^{-\frac{1}{2} \chi^2}, \text{with } \chi^2 = \mathbf{u}^T \mathbf{C}^{-1} \mathbf{u} $$

(15)
The parameters $\sigma_1$, $\sigma_2$ and $\alpha$ are the semi-axis and rotation angle of the ellipse with $\chi^2 = 1$, the vector $\mathbf{u}$ is given by $\mathbf{u} = (u, v) = [(x - \bar{x})/\sigma_x, (y - \bar{y})/\sigma_y]$ with $\sigma_x = [(\cos \alpha/\sigma_1)^2 + (\sin \alpha/\sigma_2)^2]^{-1/2}$ and $\sigma_y$ obtained transposing $\sigma_1 \leftrightarrow \sigma_2$ in $\sigma$. The inverse of the correlation matrix, $C^{-1}$, is given by

$$C^{-1} = \begin{bmatrix} 1 & r \\ r & 1 \end{bmatrix}$$

with $r = \sigma_x \sigma_y \sin \alpha \cos (1/\sigma_1^2 - 1/\sigma_2^2)$.

For our studies we selected $\alpha = -20$ degrees, $\sigma_1 = 1$ and $\sigma_2 = 5$ which gives posteriors similar to the ones observed in the two dimensional plots involving $\Omega_m$ and displayed in Figure 2. Since projection biases depend on the relative position of the "True" values with respect to their prior ranges, we selected three symmetric prior intervals and three different true values in each of these intervals. The selected prior intervals are: $(a, b) = (-y_L, y_L)$, with $y_L = 7, 4$ and 2, and the selected "True" value of the parameters are: $x_T = (x_T, y_T) = (0, -R y_L)$, with $R = 0.9, 0.5$ and 0. With didn’t consider values of $R$ greater than one because we assumed that the true value of the parameters are always inside the specified prior range. Also, we only considered true negative values of $y$ because the corresponding positive values give exactly the same results but with all the distributions reflected along the vertical axis ($x = 0$).

The top row of plots in Figure 2 show the $\chi^2 = 1$ contours of the $\mathcal{L}(\mathbf{x}|x_T)$ likelihood for different values of $R$. For all plots in Figure 2 the dashed (black), dash-dotted (blue) and solid (red) lines correspond to $R = 0, 0.5$ and 0.9. The shaded areas in the top row plots indicate the values of $y$ excluded by the priors. Each column in Figure 2 corresponds to different values of the prior, with $y_L = 7, 4$ and 2 for the left, center and middle columns.

The marginalization of the posterior over the $y$ variable can be calculated exactly as

$$P(x) = \frac{1}{Z(b-a)} \int_a^b dy \mathcal{L}(\mathbf{x}|\bar{x})$$

$$= \left( \frac{1 - r^2}{2\pi \sigma_x^2} \right) e^{-\frac{1}{2} x^2(1-r^2)} \left[ \text{erf}(t_b) - \text{erf}(t_a) \right]$$

where $\text{erf}(x)$ is the error function, $t_a = [v_a + ru]/\sqrt{2}$, $v_a = (a - \bar{y})/\sigma_y$, and $t_b$ and $z_b$ are calculated replacing $a$ by $b$ in $v_a$. The results of this marginalization for $\bar{x} = x_T$ is shown in the second row of plots in Figure 2. Each dashed, dash-dotted or solid line curve corresponds to the marginalization of the dashed, dash-dotted or solid line curve two dimensional posteriors shown in the first row plots. Given that the "True" value is at $x = 0$, we can see how the marginalization, or projection, produces biases in the projected or marginalized posteriors, and how this projection biases depend on how the prior is selected relative to the unknown true value of the parameters being marginalized. In the real case these plots would correspond to the one dimensional posteriors of, for example, $\Omega_m$, $\sigma_8$ or $S_8$ when marginalized over all other variables. From the two top row plots in Figure 2 we can also see that for an ellipse with a negative or clockwise rotation the projection bias will go from maximum positive to minimum negative values when the true value of the wide likelihood parameter goes from the lower to the upper edge of the interval. The opposite is true if the ellipse has a positive rotation, that is, the bias will go from minimum to maximum values when the
true value goes from the lower to the upper edge of the interval.

Biases in the projected distribution would not be a problem if the credible interval corresponding to the 68.27% area of the posterior included the true value of the parameter 68.27% of the time. To study the coverage of the credible intervals we need to simulate doing the same experiment many times and count how often the true value falls inside the 68.27% interval. We call this process doing ensemble tests and refer to each simulated experiment as a pseudo-experiment. If we imagine performing the DES WL experiment many times, subject only to statistical fluctuations, in each new experiment we will get a new value of the data set \( \mathbf{d} \) which when fitted will lead to a new likelihood and the extraction of new parameter values \( \mathbf{x} \). If the covariance matrix used in the fit was calculated correctly then the values of \( \mathbf{x} \) will follow a distribution given by \( \mathcal{L}(\mathbf{x}|\mathbf{x}_T) \) (see Equation \( \ref{eq:posterior} \) for the two dimensional case), where nature has selected and fixed the value of \( \mathbf{x}_T \).

Then our ensemble test proceeds according to the following steps. After selecting the true parameter values \( \mathbf{x}_T \), each pseudo-experiment is generated as: 1) calculate a random value of \( \hat{\mathbf{x}} \) using the distribution \( \mathcal{L}(\hat{\mathbf{x}}|\mathbf{x}_T) \) given in Eq. \( \ref{eq:posterior} \) (notice the different arguments), 2) calculate the 1D-posterior \( P(x) \) marginalizing \( \mathcal{L}(\mathbf{x}|\hat{\mathbf{x}}) \) using Eq. \( \ref{eq:likelihoood} \) 3) calculate the peak and the minimum interval containing the 68.27% area under \( P(x) \), and 4) enter the values in the pull histogram as explained in the next paragraph and check if the true value lies inside the calculated 68.27% minimum interval. Repeat, keeping \( \mathbf{x}_T \) fixed, until reaching the desired number of pseudo-experiments (one hundred thousand in our case). The minimum interval \((A,B)\) containing a fixed value of the area under the posterior \( P(x) \) is obtained with the condition \( P(A) = P(B) \) (see Appendix \( \ref{app:coverage} \)).

Each pseudo-experiment provides the peak of the posterior \( x_p \) and two errors \( \sigma_- \) and \( \sigma_+ \) (both positive). Since in ensemble tests the true value \( x_T \) is known we can form the pull distribution as \( \ref{eq:pull} \):

\[
\begin{align*}
\text{pull} &= \frac{(x_p - x_T) / \sigma_+}{}, \text{ if } x_T > x_p \\
\text{pull} &= \frac{(x_p - x_T) / \sigma_-}{}, \text{ if } x_T \leq x_p
\end{align*}
\tag{19}
\]

For asymmetric errors the pull is defined as in the above equation because for \( x_T > x_p \) we are comparing \( x_T \) with the positive part of the posterior distribution and when \( x_T < x_p \) the comparison is with the negative part.

The pull plots are shown in rows three to five of Figure \( \ref{fig:pull} \). Each row of pull plots corresponds to different true values of the parameters \( \mathbf{x}_T = (0, -R y_L) \), with \( R = 0, 0.5 \) and 0.9 for rows three, four and five. Each column corresponds to different values of the prior \( (a, b) = (-y_L, y_L) \), with \( y_L = 7, 4 \) and 2 for the left, center and right columns. The pull histograms were fit to a Gaussian distribution, the mean and \( \sigma \) resulting from the fit, with its errors, are shown in the upper and center left legends in each plot. The lower left legend shows the probability that the 68.27% interval will include the true value of the parameter. This value was obtained by counting and its error was calculated assuming binomial statistics. The legend on the lower right shows the \( \chi^2/\nu \) of the fit.

In the absence of biases, and within statistical errors, the mean and rms of the fit to the pull plots should be zero and one and the probability should be 68.27%. We verified that this is the case by selecting very large values of \( y_L \). This test also clearly shows that when the prior widths are large in comparison to the widths of the likelihood then all biases disappear, and the pull distributions become Gaussian with mean zero and sigma equals to one. We also verified that the results are stable with respect to the parameters in the calculation, such as the number of bins used in the fit and the number of point and range in \( x \) that were used to calculate the minimum interval containing the 68.27% area of the posterior. As a double check we also verified that, within errors, there is agreement in the probability, that the true value will fall inside the credible interval, obtained by counting or by calculating it using the mean and rms of the pulls (see Appendix \( \ref{app:coverage} \)). The \( \chi^2 \) probabilities for the fits to the central and right column pull plots of Figure \( \ref{fig:pull} \) are all larger than 20%. For the left column the \( \chi^2 \) probabilities for the third, fourth and fifth rows are \( 1.2 \times 10^{-2}, 1.2 \times 10^{-16} \) and \( 1.3 \times 10^{-11} \) respectively. This indicates that in seven out of nine cases the pulls are very Gaussian.

It is clear from the pull plots that even this simple example can exhibit large projection biases depending on the position of the true value relative to the prior range. We also see that in all cases the width of the pull is smaller than one, which means that the errors calculated from the posteriors are too large. Based on the rms of the pull plots, we calculate that the credible intervals are between 5% and 15% larger than they should be. Also with these inflated intervals, we can see from the pull plots that the coverage can be as low as 58.7% due to the bias in the position of the posteriors. In the next two sections we will observe the same biases in the DES Y1 Weak Lensing analysis. We will also see that these biases can be much larger than the ones encountered in this section, the reason for this is that in the real analysis there are four correlated wide distributions that contribute to the projection biases: \( h, \Omega_b, n_s \) and \( \Omega_\Lambda h^2 \). An example of these correlations is shown in Figure \( \ref{fig:correlation} \).

### B. Biases in the Posterior Peaks

To study coverage of confidence intervals one imagines doing the same experiment a very large, or infinite, number of times. Then, in the absence of systematic errors the true value of the quantity we are trying to measure will lie inside the 68.27% confidence interval 68.27% of the time, and the proper average of the most likely values of that quantity will converge to its true value. In our case we simulated this process by fluctuating, using the covariance matrix, an exact calculation of the three two-point correlation functions and then used this fluctuated
two-point correlations as input data to the analysis. This process, which as pointed out in Section [III A] we are calling doing ensemble tests, is very CPU time intensive so for most of our studies we used a "synthetic data vector". We will show that for studying biases in the position of the posterior distributions there is good agreement between the two methods.

A synthetic data vector is composed of three two-point correlation functions, as a function of the angles used in the analysis, calculated using the true or nominal values of the parameters listed in Table III and the formalism summarized in Section [III A]. This synthetic data vector is then used to replace the input data in the DES Y1 WL analysis leaving everything else unchanged, e.g. the $n_{g/s}(z)$ distributions, covariance matrix, priors, etc. In this case the theory used in the analysis matches exactly the theory that generated the input data which eliminates all systematic errors, for example, from measurement errors or coming from discrepancies between the analysis theory and the data. Furthermore, since the true parameter values are known, this procedure allows for the study of sources of biases in the analysis that are not related to systematic errors. In this section we will discuss the results of the analysis of the 84 synthetic data vectors generated with the true values listed in Table III. The ensemble tests performed on a selection of five of the 84 synthetic data vectors will be discussed in the following section.

Figure 3 shows results of the analysis of a synthetic data vector generated with true values $h = 0.82$, $\Omega_b = 0.05$, $n_s = 0.97$ and $\Omega_m h^2 = 4.5 \times 10^{-3}$, corresponding to fractions of the parameter range of 0.75, 0.5, 0.5 and 0.421. All the other true or nominal values of the parameters are listed in Table III. To understand the behaviour of projection biases it is worth paying attention to the correlations seen in Figure 3 between $\Omega_m$, and the parameters with wide posteriors $h$, $\Omega_b$, $n_s$ and $\Omega_m h^2$. Going down the first column, we see that there is a positive, or counterclockwise, correlation with $h$, and then the correlation alternates sign for $\Omega_b$, $n_s$ and $\Omega_m h^2$. This pattern of correlations is typical and fairly independent of the true values of the parameters, except that they mostly reverse sign for $\sigma_8$ and $S_8$.

In the example given in Section [III A] we saw that the projection bias becomes positive and maximum when there is a negative, or clockwise, correlation and the true value of the parameter with the wide likelihood, or wide posterior, is at the lower end of its range. For a positive, or counterclockwise, correlation the opposite is true, the projection bias is at its maximum positive value when the true value of the parameter with the wide distribution is at the upper end of its range. For more than one parameter with wide posteriors the contributions to the projection bias will add, then we should expect that the bias in $\Omega_m$ will have a maximum positive value when the true value of $h$ is near the upper end of the range, and the true values of $\Omega_b$, $n_s$ and $\Omega_m h^2$ are respectively near the lower, upper and lower ends of their ranges. And this is exactly what we will observe. Also we would expect that the bias reaches it lowest, or negative, value when the above four parameters are at the opposite end of their ranges, and again this is what we will observe.

Figure 4 shows the $\Omega_m$, $\sigma_8$ and $S_8$ posterior distributions for the five cases in which we have results for both the synthetic data vector analysis and ensemble tests. The true values of $h$, $\Omega_b$, $n_s$ and $\Omega_m h^2$ used to calculate the plots in the figure are listed in Table IV. The rest of the true parameter values are given in Table III. The posterior distributions for the different cases in Figure 5 are given in the same vertical order as in Table IV. From left to right the columns show the posteriors for $\Omega_m$, $\sigma_8$ and $S_8$, and the shaded areas show the 68% area of the posteriors. The
Tables IV and I. The columns correspond to \( \Omega \) data vectors created with the true parameter values listed in Figure 4. Posterior distributions from the analysis of synthetic simple example studied in Section III A and exemplified the prior interval. This is the same effect observed in the true values of the parameters sit close to the middle of which is the effect of the projection biases. We can also clearly see that these biases are a function of the true parameter values \( \sigma \) and \( S \) do not agree, the vertical solid lines correspond to the true value of the parameters in the same vertical order they are listed in Table IV. The vertical solid lines flanked by dotted lines show the true values of the corresponding parameters. We can clearly see that in most cases the true values and the peaks of the posteriors do not agree, which is the effect of the projection biases. We can also clearly see that these biases are a function of the true parameter values, with the biases being smaller when the true value of the parameters sit close to the middle of the prior interval. This is the same effect observed in the simple example studied in Section III A and exemplified in the second row plots of Figure 2 in that section.

The DES collaboration recently released the weak lensing results of their analysis of the first three years of data. The results from the fit to all three two-point correlation functions (3x2pt analysis) are given in Ref. 20. The validation of the theoretical model used in the analysis is given in Ref. 21. Figure 2 of this reference shows the projection biases for the true values of \( h = 0.69 \), \( \Omega_b = 0.048 \), \( n_s = 0.97 \) and \( \Omega_m h^2 = 0.83 \times 10^{-3} \). As in our case, we can see that the biases for \( \Omega_m \) and \( S \) approach the 1 \( \sigma \) level, but these biases were studied for only one set of true values of the parameters.

The vertical solid lines flanked by dotted lines in Figure 4 show the results of the ensemble tests. The solid lines show the most likely value obtained by multiplying the posteriors of all 220 runs in each ensemble test, the flanking dotted lines show the plus and minus one sigma errors obtained in the same way. We can see that the errors in the most likely value of the ensemble tests are very small and that there is very good agreement between the peak of the posteriors calculated using a synthetic data vector and the ensemble tests. This gives us confidence that we can discuss projection biases in the peak of the posteriors using mostly synthetic data vectors.

Figure 5 shows the bias in the peak of the posteriors for all 84 combinations of true values listed in Table III. Five of these entries correspond to the peak of the posteriors shown in Figure 4. In all cases the posteriors were calculated using synthetic data vectors. The vertical scales show the pull values, that is the peak of the posterior minus the true value divided by \( \sigma \) which is the same as in the definition of the pull in Eq. 19, when the peak of the posterior is smaller than the true value we are comparing the true value with the positive side of the posterior and when the peak of the posterior is larger than the true value the comparison is with the negative part of the posterior. The horizontal scale is a case number from 1 to 84. Each group of three points joined by a line correspond to three different values of \( n_s \), and from left to right these values are 25\%, 50\% and 75\% of the prior interval. The downward pointing triangles, the circles and the upward pointing triangles correspond to values of \( \Omega_b \) of 25\%, 50\% and 75\% of the prior’s interval. The groups with background shades of light, medium and darker grey correspond to values of \( h \) of 25\%, 50\% and 75\% of the prior’s interval respectively. The large left, middle and right groups of 27 points correspond to values \( \Omega_m h^2 \) of 89.5\%, 42.1\% and 1.2\% of the prior’s interval respectively. Note that while the true values of \( n_s \), \( \Omega_b \) and \( h \) increase from left to right for \( \Omega_m h^2 \) the true values increase from right to left. Finally the three solid squares in between the larger groups of 27 points correspond to the top three cases listed in Table III.

As discussed earlier in this section, the overall pattern of the projection biases in Figure 5 can be understood with the correlations observed in the first column of Figure 5 and the simple example given in Section III A. In the top row plot of Figure 5 we see that the overall pro-
projection biases for $\Omega_m$ move towards increasing positive values with increasing values of $n_s$ and $h$, and decreasing values of $\Omega_b$ and $\Omega_\nu h^2$. At the same time from the first column in Figure 5 we can see that the correlations with $\Omega_m$ are positive (ellipse rotated counterclockwise) with $n_s$ and $h$, and negative for $\Omega_b$ and $\Omega_\nu h^2$. In our simple example we saw that for positive (negative) correlations the projection bias moves towards more positive values when the value of the parameter increases (decreases). So the projection biases for $\Omega_m$ behave as expected. Since $\sigma_8$ is anti-correlated with $\Omega_m$ we would expect the opposite behaviour for $\sigma_8$ and this is what we observe comparing the first and second row plots in Figure 5. The behaviour of the projection bias for $S_8$ follows closely that of $\sigma_8$ except for the first light grey area where the very low values of the bias for $\Omega_m$ pull down the bias for $S_8$.

Not surprisingly then, the largest projection biases in our 84 cases occurs when the true values of $n_s$, $\Omega_b$, $h$ and $\Omega_\nu h^2$ are at 75%, 25%, 75% and 1.2% of their respective ranges (seventh points from right to left). The biases in this case are close to $1\sigma$ for $\Omega_m$ and to $-1.5\sigma$ for $\sigma_8$ and $S_8$. The projection biases would actually be larger if the true values would be pushed closer to the limits of their ranges, but we have assumed that the parameter ranges are selected conservatively and for $n_s$, $\Omega_b$ and $h$ stayed within 25% of the edges of the parameter ranges. Of course for $\Omega_\nu h^2$ we selected true values very close to the lower range limit because a very low neutrino mass first eigenstate is always a real possibility. As previously discussed the opposite values of the projection biases for $\Omega_m$ and $\sigma_8$ occur at the opposite true values of $n_s$, $\Omega_b$, $h$ and $\Omega_\nu h^2$ that is at 25%, 75%, 25% and 89.5% of their respective ranges (eighth points from left to right). In this case the biases are about $-1\sigma$ for $\Omega_m$ and $0.5\sigma$ for $\sigma_8$. The highest positive bias for $S_8$ is also about $0.5\sigma$ but it is shifted due to the influence of the $\Omega_m$ biases on $S_8$ in the first light grey band.

C. Biases in the 68% Credible Intervals

Five of the 84 cases discussed in the previous section were selected for ensemble tests. The true value of the parameters for these five cases are listed in Table IV. For each of these cases, 220 input data vectors were generated fluctuating the synthetic data vector using the covariance matrix. These new data vectors were then processed using the regular DES Y1 WL analysis. Results for $\Omega_m$, 

FIG. 5. Projection bias plots for the 84 combinations of parameter true values given in Tables I and III. The vertical scales show the peak of the posterior minus the true value divided by $\sigma_8$ ($\sigma_\pm$) if the peak of the posterior is smaller (greater) than the true value. The horizontal scale is a case number from 1 to 84. The groups of three points joined by a line correspond to different values of $n_s$. The downward triangles, circles and upward triangles correspond to different values of $\Omega_b$. The shades of light, medium and darker grey correspond to different values of $h$. And the large left, middle and right groups of 27 points correspond to different values $\Omega_\nu h^2$. The values of $n_s$, $\Omega_b$ and $h$ increase from left to right taking the values of 25%, 50% and 75% of the prior’s range. $\Omega_\nu h^2$ decrease from left to right with values of 89.5%, 42.1% and 1.2% of the prior’s range. The three solid squares correspond to the top three cases listed in Table III.
FIG. 6. Ensemble test results for $\Omega_m$, $\sigma_8$ and $S_8$. Each run is represented by a dot with error bars displaying the peak of the posterior and its errors. The horizontal axis displays the run number in the ensemble test. The dashed horizontal lines show the true values (see first row in Table IV) and the three horizontal solid (red) lines show the weighted average and one sigma errors for the combination of all 220 runs. $\sigma_8$ and $S_8$ of the 220 runs corresponding to the first row of true values in Table IV are shown in Figure 6. Each dot with error bars in this figure represents the peak of the posterior and its errors for all 220 runs in this ensemble test. The dashed line represents the true value for the corresponding parameter. The weighted average ($\bar{x}_W$) and the error ($\sigma$) for the combined runs were obtained by multiplying the posteriors for all 220 runs. This weighted average minus the true or nominal value and the one sigma error are shown in the upper right side of the plots. These values were also entered as the vertical line flanked by dotted lines in the upper row plots of Figure 4. The vertical line corresponds to $\bar{x}_W$ and the flanking dotted lines to $\bar{x}_W \pm \sigma$. The vertical line with flanked dotted lines in the other four rows of the same figure were calculated in a similar way from their corresponding ensemble tests. We can see that there is consistency between the biases in the peak of the posteriors obtained using a synthetic data vector and those obtained from ensemble tests. Also shown in the upper right side of the plots in Figure 6 are the significance defined as $(\bar{x}_W - \text{true})/\sigma$ and the bias defined as $(\bar{x}_W - \text{true})/\sigma_{\text{post}}$, where $\sigma_{\text{post}} = (\sigma_{\text{post}}^+ + \sigma_{\text{post}}^-)/2$ is the average of the positive and negative errors of the posterior. We can see that 220 runs are enough to determine the biases with a high degree of significance. The upper left side of each plot shows the expected (Exp) and observed (Obs) number of times the true value falls inside the 68.27% credible interval of the posterior. The error in the expected value ($\sigma_{\text{Exp}}$) was calculated using binomial statistics. The deviation is defined as the observed minus the expected number of events divided by $\sigma$, dev = (Obs-Exp)/$\sigma$. Given the biases in the posteriors it is not surprising that for $\sigma_8$ and $S_8$ the number of observed cases where the true value falls inside the posterior’s 68.27% credible interval is substantially lower than expected with a high degree of significance.

The best way to visualize the projection biases in both the most likely values and the credible interval of the posteriors is with pull plots. The pull is defined as in Equation 19. Figure 7 shows the pull plots for the five ensemble test cases outlined in Table IV. The vertical order in the pull plots is the same as in the table. For infinity statistical samples and in the absence of biases these plots will be Gaussian distributions with mean $\bar{x}_p = 0$ and sigma equals to $\sigma_p = 1$. The solid lines in the plots show the Gaussian fit to the histograms. The interval used in the fit extends to $\pm 3.0\sigma$ from the peak of the distributions. We checked that the fit results are stable with the selection of this interval and with the selection of the bin size. From top to bottom the legends on the right show $\chi^2/ndf$, the number of degrees of freedom ($ndf$) and the $\chi^2$ probability for the fit. The value of $ndf + 3$ is equal to the number of bins used in the fit, which changes for every plot because of the $\pm 3.0\sigma$ selection criteria. The top and center legends on the left side of each plot show the average ($\bar{x}_p$) and sigma ($\sigma_p$) of the Gaussian fits. The probability that the true value will be inside the 68.27% credible interval ($P_{68}$) is given by the lower value on the left legends. $P_{68}$ was calculated by simply counting the number of times the true value was inside the 68.27% area of the posterior. We can see that overall the fits look very Gaussian, but there are large biases in both the mean and sigma of the fits. The values of $\sigma_p$ range from 0.67 to 0.94 indicating that in all cases the posterior credible intervals are too wide (the average width of the CI is 1/$\sigma_p$). This is consistent with the pulls observed in our simple example in Section III A and in Figure 2. In many cases we can also see a substantial shift in the pull distribution to the point that even with very inflated credible intervals the $P_{68}$ probability can be as low as 26.4%.

We can check the consistency of the pulls by calculating the $P_{68}$ probability from the pull parameters using the expression (see Appendix C)

$$P_{68}(\text{pull}) = \frac{1}{2} \left\{ \text{erf} \left( \frac{1 - \bar{x}_p}{\sqrt{2} \sigma_p} \right) + \text{erf} \left( \frac{1 + \bar{x}_p}{\sqrt{2} \sigma_p} \right) \right\}$$

and then comparing it with the $P_{68}$ probability obtained by counting. The $P_{68}$ probability obtained by counting is shown in the first row in each of the $\Omega_m$, $\sigma_8$ and $S_8$ groups in Table V. From left to right each column in the table corresponds to the top to bottom plots in Figure 7. The second row in each group corresponds to the $P_{68}$ probabilities calculated from the pull parameters using Equation 20 and the third row is the difference between the two calculations divided by the error in the $P_{68}$ probability obtained by counting. We can see that the two
FIG. 7. Histograms of the pull values shown in Equation 19 for the five ensemble tests with the true values given in Table IV. The vertical order is the same as in the table, the points with error bars show the number of entries in each bin with their binomial errors. From top to bottom the left side legends show the mean ($\bar{x}_p$) and sigma ($\sigma_p$) of the Gaussian fit to the histogram and the probability ($P_{0.8}$) that the true value will lie inside the 68.27% credible interval. The right legends show $\chi^2/ndf$, the number of degrees of freedom (ndf) and the $\chi^2$ probability of the Gaussian fits.

ways of obtaining $P_{0.8}$ are completely consistent with each other.

As expected from our simple example in Section IIIA, the results in this section clearly show that the posterior credible intervals can be substantially inflated. The question we may ask here is, are there contributions to the inflation of errors other than projection biases? Another source of error inflation is the Gaussian Kernel Density Estimator (KDE) algorithm [39] used by programs like Chainconsumer [38]. This program is widely used in weak lensing analysis to process the output of samplers like Multinest, Polychord or Markov chain Monte
TABLE V. Table of probabilities that the true value will fall inside the 68.27% interval. For each parameter the first row shows the values obtained by counting, the second row are the values calculated from the pull plots (see Equation 20) and the third row is the difference divided by the error in the probability obtained by counting.

|    | 1     | 2     | 3     | 4     | 5     |
|----|-------|-------|-------|-------|-------|
| $\Omega_0$ | 68.6±3.1 | 80.0±3.1 | 73.2±3.1 | 66.4±3.1 | 42.3±3.1 |
|       | 67.9±2.1 | 78.9±2.2 | 70.7±2.9 | 67.2±2.5 | 43.2±2.6 |
|       | -0.2   | -0.3   | -0.8   | 0.3    | 0.3    |
| $\sigma_8$ | 52.3±3.1 | 78.6±3.1 | 73.6±3.1 | 61.4±3.1 | 26.4±3.1 |
|       | 54.5±2.3 | 77.3±2.2 | 74.1±2.6 | 55.4±2.3 | 26.3±2.4 |
|       | 0.7    | -0.4   | 0.1    | -1.9   | 0.0    |
| $S_8$ | 53.2±3.1 | 77.7±3.1 | 78.2±3.1 | 74.5±3.1 | 31.4±3.1 |
|       | 56.4±2.5 | 77.2±2.5 | 73.1±1.9 | 72.6±2.5 | 28.8±2.3 |
|       | 1.0    | -0.2   | -1.6   | -0.6   | -0.8   |

The results in Table V clearly show that it is possible to obtain $P_{68}$ using Equation 20 and the pull parameters $\bar{x}_p$ and $\sigma_p$. So we can estimate $P_{68}$ this way for all the cases in which we calculated the projection biases using synthetic data vectors but we didn’t perform ensemble tests. The comparisons shown in Figure 4 clearly indicate that the peak of the posteriors obtained using synthetic data vectors agree very well with the peaks of the ensemble tests pull distributions. Then to a very good approximation we can calculate the peak of the pull distribution $\bar{x}_p$ as $(\text{Posterior Peak} - \text{True value})/\sigma_p$ (or $\sigma_5$) if the peak of the posterior is smaller (or greater) than the true value. These quantities have already been plotted in Figure 5 for all the combinations of parameter true values given in Tables II and III. To calculate the pull distribution width $\sigma_p$ we have to make some assumptions. Fortunately, as we will soon see, for the important case in which the Bayesian credible intervals undercover the calculation of $P_{68}$ is fairly insensitive to the value of $\sigma_p$.

The solid markers with error bars in Figure 8 show the values of $\sigma_p$ for the five case where we performed ensemble tests, ordered this time as in Figure 5. As in Figure 5 the three blocks in Figure 8 correspond to three different values of $\Omega_0 h^2$. We will assume that in each of these three blocks the behaviour of $\sigma_p$ follows an average linear behaviour similar to that of the biases in the posterior peaks observed Figure 5. We will therefore assume that $\sigma_p$ follows the dotted lines in Figure 8. For the first block we only have one ensemble test point so we assumed a horizontal line, which approximately resembles the average behaviour of the peak biases in this block. For the error in $\sigma_p$, shown by the grey error band in Figure 5 we selected the value of 0.06 which as we can see in Figure 7 is larger than the largest error in the values of $\sigma_p$ obtained doing ensemble tests.

Figure 9 shows the $P_{68}$ calculations for all the values in Figure 5 using Equation 20. The errors in this figure were calculated by adding $\pm0.06$ to $\sigma_p$ in Equation 20. We can see that when the credible intervals undercover the values of $P_{68}$ are fairly independent of the value of $\sigma_p$. This can be easily understood as follows: imagine a posterior that has a one $\sigma$ bias, then to calculate $P_{68}$ we will have to integrate between zero and two $\sigma$ and this integral will give a value very close to 0.5 independent of the width of the distribution. The results in Figure 9 show that when the value of $\Omega_0 h^2$ is in the low (middle) part of the prior’s range, then the 68.27% credible intervals mostly undercover (overcover) and therefore careful coverage studies should be done before treating the credible intervals obtained in weak lensing analysis as confidence intervals.

To summarize, the studies in Section III clearly show that for most WL analysis, 1) there could be strong biases in the peak of the posteriors, 2) that there is a strong possibility that the errors obtained from the posteriors are inflated and 3) that there could be a strong bias in the number of times the true value falls inside the 68.27% credible interval calculated using the posterior distributions. The question now is how will this change with an increase in statistics, or sky coverage, in weak lensing analysis. This is the subject of the following section.
IV. EXTRAPOLATING TO LARGER DATA SETS

In Section III we demonstrated that projection biases depend on where the true values of the parameters lie inside the prior’s intervals. But we saw in Subsection III A that the projection biases also depend on how well the likelihood fits inside the ranges specified for the priors. If the likelihood fits well inside the prior’s ranges then the projection biases essentially disappear. Then it is relevant to ask what will happen to the weak lensing analysis as the statistics, or the sky coverage and depth of the experiments increases, or the analysis methods improve. To give a first order answer to this question we simulated a factor of three and a factor of nine increase in statistics by reducing the two-point correlation covariance matrix by a factor of three and nine respectively. The factor of three increase in statistics intends to simulate the recent published results by DES using the data collected during the first three years of running as opposed to the first year analysis that we used in this paper. The factor of nine is an optimistic estimation of the increase in statistics for the final DES analysis with their six years of data taking. We have assumed that on top of the factor of six increase in statistics there will other improvements in the object reconstruction and the analysis that will produce an equivalent gain of a factor of nine increase in statistics.

Figures 10 shows the results of the projection biases in the peak of the posteriors when the two-point correlation matrix was divided by a factor of three, and Figure 11 when it was divided by a factor of nine. In both cases the studies were done using synthetic data vectors as in Section III B. An examination of Figures 6, 10 and 11 show that when the true values of $n_s$, $\Omega_b$, $h$ and $\Omega_\nu h^2$ are close to the middle of the priors range (center group of 27 points) the projection biases essentially disappear with the increase in statistics. When the true value of $\Omega_\nu h^2$ is close, or at, the minimum range (right group of 27 points) then with the increase in statistics the projection biases become more or less independent of the values of the other three parameters with biases being at or approaching the $1\sigma$ level. When the true value of $\Omega_\nu h^2$ is close the maximum range (left group of 27 points) then the pattern is more confusing, where the biases in $\Omega_m$ and $\sigma_8$ seem to become less dependent on $n_s$, $\Omega_b$ and $h$ and the biases in $S_8$ seem to be more or less the same with an increase in statistics.

We do not provide an estimate of $P_{68}$ for the simulated increase in statistics because we did not perform ensemble tests in this case and therefore we don’t have an estimate of the width of the pulls $\sigma_p$. But, based on the results in Section III C and in Figure 9 it is reasonable to assume that at least for low values of the neutrino mass the credible intervals obtained in weak lensing analysis
FIG. 10. Same set of plots as shown in Figure 5 but for an analysis reducing the covariance matrix of the fit to the three two-point correlation functions by a factor of three. The factor of three was selected to simulate the recently released DES Y3 Weak Lensing analysis.

FIG. 11. Same set of plots as shown in Figure 5 but for an analysis reducing the covariance matrix of the fit to the three two-point correlation functions by a factor of nine. The factor of nine was selected to simulate an optimistic increase in the statistics of the full analysis of the six years of DES data.

will continue to undercover.

Studies using only cosmic shear, or 1x2pt analysis, and the ones using galaxy clustering and galaxy-galaxy lensing, or 2x2pt analysis, have less constraining power than the analysis using all three two-point correlation functions, as the 3x2pt analysis used in this paper. Less constraining power means wider likelihoods which can translate into larger projection biases [43]. The same is true for weak lensing analysis in the wCDM framework. So even if the increase in statistics may soften the projection biases in 3x2pt analysis this paper shows that careful attention to projection biases is warranted even
with the increase in statistics expected in future weak lensing analysis.

V. CONCLUSIONS

Given that it is not possible to know the position of the true value of the parameters relative to their priors, in the current way of performing weak lensing analysis we should expect biases in the projected posterior distributions even when the analysis theory perfectly reflects Nature and there are no measurement errors. For example, for the DES Y3 WL analysis, and only one set of true parameters, these biases can be found in Reference [23]. In this paper we showed that these biases arise when two conditions are satisfied: 1) we are projecting, or marginalizing, over poorly constrained parameters that are correlated with the parameters we want to measure, and 2) the true value of these poorly constrained parameters is displaced from the center of their prior intervals. In our case the poorly constrained parameters are $h$, $n_s$, $\Omega_b$ and $\Omega_c h^2$, and the biased posterior distributions correspond to $\Omega_m$, $\sigma_8$ and $S_8$. Moreover we showed that, depending on how the poorly constrained parameters are correlated with the parameters we are interested in measuring, the projection biases can reinforce or weaken each others effects. For example, we showed that for the DES Y1 WL analysis the maximum reinforcement occurs when the true values of $h$ and $n_s$ are close to the top of the range of their priors and the true values of $\Omega_b$ and $\Omega_c$ are close to the bottom of the range imposed by their priors. We also showed that projection biases not only affect the shift of the posterior distributions but also their widths, and that to first order we can assume that the larger the biases in the peak of the posteriors the smaller the coverage of the credible intervals, and that this will happen even as the errors become more inflated.

We could ask now the obvious question about how to correct these projection biases. Ideally one would include run by run corrections in the analysis procedure such that ensemble tests would produce an unbiased pull distribution. In the absence of such a procedure the best we can do is to use a well informed guess for the true values of the poorly constrained parameters and apply corrections as the ones studied in this paper. For example if we use the PDG [10] compilation for our true values, that is $h = 0.674$, $n_s = 0.965$ and $\Omega_b = 0.0493$ and for $\Omega_c h^2$ we use the minimum allowed by neutrino oscillation experiments, which corresponds to (34,48,48,1.2) per cent of their ranges respectively, then we see that we should apply the corrections for the case listed in the first row of Table [11]. This case corresponds to the rightmost square symbol in Figure [4] and to the first row of plots in Figure [7]. Then the corrections for the central values of $(\Omega_m, \sigma_8, S_8)$ are $(-0.45\sigma_-, 0.78\sigma_+, 0.82\sigma_+)$ and the multiplicative factors for correcting the errors are $(0.86, 0.86, 0.77)$. These corrections apply to the values in row four of Table [11] and the corrected values are

$$\Omega_m = 0.260^{+0.028}_{-0.023}, \ \sigma_8 = 0.856^{+0.051}_{-0.048}, \ S_8 = 0.798^{+0.020}_{-0.018}$$

Even though our corrections for the analysis of DES Y3 data are estimates, a comparison of Figures [5] and [10] for the case described above indicate that these correction probably will not change much between the Y1 and Y3 weak lensing analysis. So to make corrections for the Y3 central values we can apply the corrections derived from the rightmost squares in Figure [10] and for the errors the corrections derived from the top row pull plots in Figure [7]. Then the corrections for the central values of the posteriors will be $(-0.49\sigma_-, 0.81\sigma_+, 0.86\sigma_+)$ and the correction factors for the errors will be the same as in the previous case (0.86, 0.86, 0.77). Applying these corrections to the recently published DES Y3 WL results (see Table II and Figure 7 in Reference [9]) we get

$$\Omega_m = 0.324^{+0.028}_{-0.027}, \ \sigma_8 = 0.764^{+0.034}_{-0.042}, \ S_8 = 0.791^{+0.013}_{-0.013}$$

These corrections produce smaller error bars and bring the new DES ΛCDM results to be in complete agreement with the Planck results. We should note that the reduction in the size of the error bars coming from the pull tests is not negligible. For example the largest reduction in $\sigma$ going from DES Y1 to Y3 is a factor of 0.74 for $S_8$. While from the pull tests for $S_8$ we get a reduction in $\sigma$ of $0.77 \pm 0.04$ for $\sum m_\nu = 0.06$ eV and $0.79 \pm 0.04$ for $\sum m_\nu = 0.42$ eV (see the two top rightmost plots in Figure [7]), with the current PDG limit for the sum of the neutrino masses being $\sum m_\nu < 0.12$ eV. So we see that a careful study of the coverage of the weak lensing analysis credible intervals could produce gains equivalent to almost doubling the amount of data available to the experiment.

As we saw, for example in Section [11], the projection biases disappear if the likelihood distribution is very well contained inside all of the allowed intervals specified by the priors. This may lead one to believe that given the large increase in statistics of future weak lensing experiments projection biases will cease to be a problem in the future. But the field improves as a whole, therefore the “external” information improves too and tightening priors in poorly constrained parameters usually reduces the errors in the parameters that we are interested in measuring. Therefore there will always be a push for tightening priors and most likely all future weak lensing experiment will have to consider paying close attention to the behaviour of their projection biases.

On the other hand, a combined analysis with different data sets able to constrain the wide posterior parameters present in WL analysis could ameliorate, or eliminate, the projection biases described in this paper. However, if projected distributions are combined, then possibly the best way to reduce WL projection biases would be to use the best values of $h$, $n_s$, $\Omega_b$ and $\Omega_c h^2$ provided by the other experiments, to calculate and correct before the combination the WL results for the projection biases described in this paper.
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Appendix A: Reducing the number of \( N_{\text{ell}} \) points in CosmoSIS

The default DES Y1 WL analysis version stored in CosmoSIS calculates the inner integrals in Equations 5 to 7 in the range \( 0.1 \leq l \leq 5 \times 10^5 \) using \( N_{\text{ell}} = 400 \) logarithmically spaced points. In order to reduce the amount of CPU time needed for the studies in this paper to a manageable amount (about six million CPU hours) the number of integration points was reduced from \( N_{\text{ell}} = 400 \) to \( N_{\text{ell}} = 200 \). In this Appendix we show that the effect of this change is very small.

![Graph showing the reduction in number of integration points](image)

**FIG. 12.** One and two dimensional posterior plots for the analysis of the DES Y1 weak lensing data. The solid blue (dotted red) contour corresponds to \( N_{\text{ell}} = 200 \) (400). The two cases are essentially indistinguishable.

Figure 12 shows the one and two dimensional posterior distributions for the analysis of the DES Y1 weak lensing data. The solid blue (dotted red) contour corresponds to the analysis of the data using \( N_{\text{ell}} = 200 \) (400) points in the calculation of the inner integrals in Equations 5 to 7. We can see that the two cases are essentially indistinguishable both in the one and two dimensional distributions. For a detail comparison, Table VI shows the peak values of the posteriors and their errors for \( \Omega_m, S_8 \) and \( \sigma_8 \). Again we see that the differences between the two analysis are very small.

**TABLE VI.** Results of the analysis of the DES Y1 weak lensing data with two different values of \( N_{\text{ell}} \).

| \( N_{\text{ell}} \) | \( \Omega_m \) | \( S_8 \) | \( \sigma_8 \) |
|------------------|-------------|-------------|-------------|
| 200              | 0.272\(^{+0.032}_{-0.027}\) | 0.777\(^{+0.026}_{-0.023}\) | 0.810\(^{+0.059}_{-0.056}\) |
| 400              | 0.27\(^{+0.032}_{-0.026}\)   | 0.777\(^{+0.026}_{-0.024}\) | 0.812\(^{+0.055}_{-0.058}\) |

To make sure that the small differences observed in the analysis of the data are not a fluctuation we also compared the values of \( \chi^2 \) calculated using the 457 points corresponding to the three two point correlation functions that are used in the analysis. We produced one thousand runs where the input “data” (the 3x2pt correlation functions) was generated fluctuating the theoretical calculation of the two point correlation function using the covariance matrix. Then \( \chi^2 \) was calculated using these 457 points and the theoretical predictions using \( N_{\text{ell}} = 400 \) and 200. The left plot in Figure 13 shows the \( \chi^2 \) distribution for \( N_{\text{ell}} = 200 \) and the right plot shows a run-by-run difference of \( \chi^2 \) for \( N_{\text{ell}} = 400 \) and 200. We can again see that the \( \chi^2 \) differences are very small in comparison to the width of the \( \chi^2 \) distribution, confirming that using \( N_{\text{ell}} = 200 \) points instead of 400 points to calculate the inner integrals in Equations 5 to 7 have little effect in the overall analysis.

**Appendix B: Minimum Credible Intervals**

Given a normalized posterior \( P(x) \) we want to calculate two limits \( A \) and \( B \) such that

\[
\int_A^B P(x) \, dx = a_{68}
\]

where \( a_{68} = erf(1/\sqrt{2}) \approx 0.6827 \). Equation [B1] is not enough to determine the values of \( A \) and \( B \), another condition is needed. Here we will impose the condition that the interval \( B - A \) be minimal. Then the problem we want to solve is the minimization of the interval \( B - A \) subject to condition [B1]. Using a Lagrange multiplier we need to minimize

\[
Q = B - A + \lambda \left( \int_A^B P(x) \, dx - a_{68} \right)
\]

where \( \lambda = \frac{1}{2} \). Equation [B2] is not enough to determine the values of \( A \) and \( B \), another condition is needed. Here we will impose the condition that the interval \( B - A \) be minimal. Then the problem we want to solve is the minimization of the interval \( B - A \) subject to condition [B1]. Using a Lagrange multiplier we need to minimize

\[
Q = B - A + \lambda \left( \int_A^B P(x) \, dx - a_{68} \right)
\]
Given the minimization conditions
\[ \frac{\partial Q}{\partial B} = \frac{\partial Q}{\partial A} = \frac{\partial Q}{\partial \lambda} = 0 \quad (B3) \]
we obtain
\[ 1 + \lambda P(B) = 0, \quad \text{and} \quad -1 - \lambda P(A) = 0 \quad (B4) \]
plus Equation (B1) which leads to the relation
\[ P(A) = P(B) \quad (B5) \]
If \( P(x) \) has only one peak then the previous condition also ensures that the peak is contained in the credible interval. This happens because \( P(x) \) steadily falls on both sides of the peak. If \( P(x) \) has more that one peak then both peaks could be inside of the credible interval, or condition (B3) could give rise to two credible intervals and one would select the smaller of the two.

Appendix C: Calculating \( P_{68} \) From Pull Parameters

The left plot in Figure 14 shows a conceptual posterior distribution for one experiment together with the peak of the distribution \( x_p \) and the true value \( x_T \). The true value lies inside the 68.27% credible interval if the condition \( x_p - \sigma_- \leq x_T \leq x_p + \sigma_+ \) is satisfied, which translates into the inequalities
\[ -\sigma_+ \leq x_T - x_p \leq \sigma_- \quad (C1) \]
For a very large number of experiment we can form the pull defined as in Equation 19. When \( x_T \) is close to \( \sigma_- \) we have to divide \( x_p - x_T \) by \( \sigma_- \) and the right inequality in Equation (C1) becomes pull \( \leq 1 \), and when \( x_T \) is close to \( \sigma_+ \) the left inequality in the same equation becomes pull \( \geq -1 \). Therefore for a large number of experiments the condition for finding the true value inside the 68.27% area of the posterior translates into \(-1 \leq \text{pull} \leq 1\), as illustrated in the right plot of Figure 14. Then for a Gaussian pull the probability of finding the true value inside the 68.27% area of the posterior is given by
\[ P_{68} = \frac{1}{\sqrt{2\pi\sigma_p}} \int_{-1}^{1} dx e^{-\frac{1}{2}\left(\frac{x-x_p}{\sigma_p}\right)^2} \quad (C2) \]
\[ = \frac{1}{2} \left\{ \text{erf} \left( \frac{1-x_p}{\sqrt{2} \sigma_p} \right) + \text{erf} \left( \frac{1+x_p}{\sqrt{2} \sigma_p} \right) \right\} \quad (C3) \]
where \( \bar{x}_p \) and \( \sigma_p \) are the mean and rms of the pull distribution and we have used the property \( \text{erf}(-x) = -\text{erf}(x) \). The error in \( P_{68} \) is calculated in the standard way
\[ \sigma_{P_{68}} = \sqrt{\left( \frac{\partial P_{68}}{\partial \bar{x}_p} \Delta \bar{x}_p \right)^2 + \left( \frac{\partial P_{68}}{\partial \sigma_p} \Delta \sigma_p \right)^2} \quad (C4) \]

Appendix D: KDE and Posterior Widths

The results in Section III.C and the simple example in Section III.A clearly show that the posterior credible intervals in weak lensing analysis can be substantially inflated. The question is, are there other sources that might contribute to the inflation of errors other than projection biases? Another source of error inflation is the Gaussian Kernel Density Estimator (KDE) algorithm 39 used by programs like Chainconsumer 38. This program is widely used in weak lensing analysis to process the output of samplers like Multinest or Markov chain Monte Carlo programs. In the Gaussian KDE algorithm each point is replaced by a finite width Gaussian distribution. In Chainconsumer, the width of the Gaussian is controlled by a parameter called KDE.

Figure 15 shows the comparison between two analyses of all five ensemble tests using two different values
FIG. 15. Plots of the pull mean $\bar{x}_p$ and rms $\sigma_p$ and the 68.27% probability $P_{68}$. The circles, squares and triangles correspond to $\Omega_m$, $\sigma_8$ and $S_8$ respectively. The solid markers correspond to KDE=1.5 and the open ones to KDE=1.0. The case numbers are the same as in Table IV or from left to right correspond to the top to bottom plots in Figure 7. For each case the markers have been displaced for clarity. The dashed lines respond to the top to bottom plots in Figure 7. The circles, squares and triangles correspond to $\Omega_m$, $\sigma_8$ and $S_8$ respectively. The solid markers correspond to a reanalysis of all five ensemble tests using KDE=1.0. As expected a lower value of KDE produces narrower posterior and therefore smaller credible intervals, which translates to larger values of $\sigma_p$ and smaller values of $P_{68}$. For Cases 1, 4 and 5 the changes in $\sigma_p$ are small and almost within error bars. The changes in $\sigma_p$ are larger for Case 2, but this could be a fluctuation in the Gaussian fits to the pull distribution (the fits are unstable in this case) because the changes in the more stable $P_{68}$ are the same for Case 2 as they are for all the other cases. So we see an improvement in the credible intervals going from KDE=1.5 to the marginally low value of KDE=1.0, but it is not enough to account for the inflated values of the credible intervals we observe in most of the ensemble tests.

In principle it is possible to go to lower values of KDE but this requires increasing the number of points used to calculate posterior distributions. In samplers like Multi-nest this is controlled by the number of live-points. The number used in this paper (500) is the same as that used, for example, in the recently published DES Weak Lensing analysis using the first three years of data. This number of live-points typically produces about 5,000 points with weights large enough to contribute to the posterior distributions, but this number of points is not enough to produce smooth 95% credible range edges for two dimensional posteriors using KDE values of one or lower. Increasing the live-points by a factor of $n$ (e.g. $n = 2, 4, 8, ...$) increases the number of points in the posteriors by a factor of $n$ but also increases the CPU time by the same $n$ factor. The studies presented in this paper took about five months of running, almost exclusively, on 14 computer nodes with a total of 1728 CPUs, so it is not really an option to increase the CPU time by factors of two.
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