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Abstract: Simulating groups and their behaviors have been one of the important topics recently. This paper proposes a novel velocity-based method to simulate the realistic behavior of groups moving in a specific formation in a virtual environment including other groups and obstacles. The proposed algorithm, we called “DGB—Discretionary Group Behavior”, takes advantage of ORCA (Optimal Reciprocal Collision Avoidance) half-planes for both grouping and collision avoidance strategy. By considering new half-planes for each agent, we can have more reasonable and intelligent behavior in front of challenging obstacles and other agents. Unlike recent similar works, independent members in a group do not have predefined connections to each other even though they can keep the group’s formation while moving and trying to follow their best neighbors discretionarily in critical situations. Through experiments, we found that the proposed algorithm can yield more human-like group behavior in a crowd of agents.
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1. Introduction

Group formation in crowd simulation has gotten huge attention in recent years due to its wide range of usage in virtual environments such as video games and movies. This work can be beneficial for bringing about more reasonable movements of groups in the simulation of video games. Also, this topic can be useful in training systems such as the study of human behaviors in emergency evacuation situations or common urban environments. Groups in a crowd have a significant effect on presenting a realistic simulated crowd. Thus, a realistic motion of groups in each of these situations can help to improve the quality of the training systems. This topic can easily be defined by a crowd of robots navigating in the environment while trying to maintain their specific formation as a group.

The concept of group behaviors has been well studied recently. However, they do not take into account that, usually real people in a group can individually decide how to avoid other people and obstacles while trying to keep the group’s formation. In other words, it is better to not have any pre-connection between agents to make them stay in their formation [1]. Furthermore, sometimes an agent may get out of the band or falls behind the group for some reason while it can later return to its predefined and desired spot in the group. Put it differently, people are not always following a subgroup during their motion in the entire group [1]. In this paper, we present a new method (Discretionary Group Behavior—DGB) for having more realistic group formation and behavior in front of other agents and complicated obstacles in which the behavior of agents in groups is discretionary, meaning that members do not have mandatory connections to each other. This method can be useful in human-like multi-robot navigation or group formation of crowds in video games such as the collision-free motion of armies passing through each other, keeping their uniform cohesion.
In this paper, we address a velocity-based method, implemented from Optimal Reciprocal Collision Avoidance (ORCA) half-planes [2], to make each agent move with its group members in a particular formation while avoiding collisions and having no unnecessary connection to other members. The goals of our work are as follows.

Our method presents usual and familiar scenarios for a group of agents starting from the initial position, moving to their target position. We can consider a leader and the group’s followers that try to reach themselves to their target area. There are other groups, individual agents and obstacles which are on the group’s way, simultaneously. Each agent has its unique style to avoid others, like a real human. Meanwhile, all agents try their best to keep the group’s formation and cohesion. In this context, group formation is a specific shape that can be made by aggregation of several agents together (which in our work is a specific uniform formation) and consequently, keeping the formation means that members of a group adjust their directions and positions while moving to maintain at that specific shape as a whole group. Let’s describe the two main scenarios. First, if an agent is not in its proper location, by adding two more half-planes and limiting the set of allowable velocities, the agent will change its direction toward that position. And second, if there are obstacles on the agent’s way, the agent tries to pick one of the other members of the group as its subleader and then again by producing more half-planes, the agent can follow the subleader until passes the challenging environment. After passing obstacles, agents will recover from the destroyed formation to the main formation of the group. We should notice the fact that there is no time requirement for agents to do that. However, each member will increase its speed to return to its proper location and help the group to transform into the previous formation as soon as possible.

In our case, we define the challenging or complex environment as an area with different kinds of obstacles such as walls that provide limitations and difficulty for a group to pass through. For example, one of these kinds of environments can be a narrow corridor, which we proposed in this work, in front of a large group that requires the agents to pass it while trying to keep their formation and move collision-free as much as possible.

Through our analysis from the experiments, we came to this conclusion that our approach provides smooth and realistic motion for a group of agents in a crowd. Agents can take more human-like decisions between keeping the group’s formation or changing their position to avoid colliding with the others. For a better understanding of the “human-like” expression, let’s focus on the limitations of humans’ vision. One of these constraints is the range of distance that our eyes can see and is dependent on some factors like the presence of any obstructions in our line of sight [3]. Normally, in a crowded group, the front members have a good vision for moving properly so they have this ability to guide their back neighbors who have less clear visions. Put it differently, usually, agents in a large group will rely on their front neighbors to find their path, especially in critical situations such as a tightened space that requires destruction in the group’s formation and alteration in moving direction. This process continues until the members at the last lines of the group. Therefore, in this paper, we define the “human-like group behavior” as the movement of members in a group that takes into account this characteristic of humans’ vision. In our work, we propose two common cases for simulating groups of people in a virtual environment. However, this method can be easily expanded in other scenarios.

The rest of the paper is organized as follows—Section 2 overviews related works in the concept of group formation of crowds. We confer our algorithm in Section 3. The report of the experiment results (Section 4) is before the conclusion and possible future works (Section 5).

2. Related Work

This section overviews the most related works to this paper considering avoidance strategies and focusing on group modeling. We divide related works by their collision avoidance algorithm on the subject of velocity-based approaches (Section 2.1) or other kinds of methods (Section 2.2).
2.1. Velocity-Based Avoidance Methods

Some methods \cite{4,5} use the Social Force Model (SFM) \cite{6} for their collision avoidance strategy. These methods provide an ability for the group to change its formation in critical situations. For example, Nasir et al. \cite{5} proposed the techniques for simulating group behavior in a dense crowd. According to this model, agents can switch between two formations based on the density of other agents around the group, which are the wide and narrow formation for the small and large density, respectively. The SFM is not providing a collision-free motion for agents; besides, this strategy is limited to a fixed number of agents and formations. Also, there is no path planning algorithm used for the leader to find the best way to the target position. Furthermore, with this method, agents do not have realistic and human-like behavior in front of obstacles due to their limited behavior confronting the other components in the environment (all of our claims are explicit in their provided video).

As with the previously proposed model \cite{5}, Karamouzas and Overmars \cite{7} also demonstrate specific formations for agents to make the group transform into them in crowded areas. In their approach, they introduce three basic formations for the movement of small social groups in a virtual world which are line-abreast, V-like and river shapes that are inspired by a study from Moussaïd et al. \cite{8}, stating that real people tend to walk in small groups in common situations. Also, they used a velocity-selection approach for both collision avoidance and grouping behaviors, which is inspired by their previous work \cite{9}. Qiu and Hu used two predefined matrixes for setting the member-to-member and group-to-group influences during the simulation \cite{10}.

The RVO2 \cite{2} is one of the most accepted models for the collision avoidance idea in crowd simulation and is an extension of their previous work called Reciprocal Velocity Obstacle (RVO) \cite{11}. The new method is innovative in that it aims to create ORCA half-planes in the velocity space and reduce the problem to be solved with three linear programs. Then, by picking a velocity from the intersection of all half-planes which is the nearest one to the preferred velocity, the agent can find the best and collision-free way among other agents and obstacles to go to its target position (we encourage the reader to see the referenced paper for having a better understanding of our method). Our method is built on the half-planes concept and we introduce a modified model of this work for grouping issues.

Some existing works \cite{1,12} take advantage of the velocity obstacle and some others \cite{13,14} consider the RVO2 library \cite{15} to provide collision-free motion for groups of agents. He et al. \cite{12} use the velocity obstacle to perform agent-agent and group-group collision avoidance by adding a velocity obstacle to the whole group. This method provides collision avoidance constraints for group maintenance and navigation. Park et al. allege that members in a group can keep their cohesion by communicating and adapting their behaviors in a virtual environment \cite{13}. Additionally, it aims to have several subgoals assigned on the path of each agent to help it reach the main goal. Also, agents can respond to events and scenarios during their motion. On the other hand, Zhang et al. \cite{14} use ORCA half-planes to perform the collision-free motion of small groups with equal or less than 3 members. This paper provides a method based on attraction rules and communication of agents in a group.

Another velocity-based approach for modeling groups of agents is introduced by Van Den Berg et al. \cite{1}. This model is a unified solution for diverse types of groups by modifying the Velocity Obstacle approach and having Velocity Connection for each agent which is the set of velocities that keep agents moving together while avoiding the collision. This process, by using a relation matrix, forces agents to be connected to the fixed nearby members. As a result, agents cannot have individual behavior when confronted with obstacles or other agents since real people are not always connected to specific members and can make their own decision to avoid other people while trying to maintain in their group formation. Our approach has this capability for agents to avoid others individually, maintaining in their formation.

The work by Gu et al. \cite{16} shows a user interactive freestyle group formation that allows users to control the shape of the group. By computing the distribution of target formation, the group will start moving to make that specific shape. However, this strategy does not have enough concentration on the
collision avoidance method in situations with a large density of the crowd. Furthermore, the group’s interaction with challenging obstacles which is noticeable in our method is not considered in their work. A similar method has been proposed by Zhang et al. for having user interactive freestyle formations by generating an optimum path for each individual from the initial position to the target, without any collision [17].

Some other works have benefitted from physically-based models (using velocities) to provide group maintenance and avoidance in a dense crowd. For instance, Braun et al. [18] is inspired by a method proposed by Helbing et al. [19] to simulate group behaviors. This model aims to simulate individual agents with different characteristics performing group motion in panic situations.

2.2. Other Avoidance Methods

The work by Rojas et al. [20] which has inspired by previously described methods [7,10], proposes a ray casting technique for the collision avoidance strategy of small groups. In their paper, the possible formation of a group is taken from three different shapes which are limited to abreast, U/V-like and river formations [7].

Other recent works [21–23] use Finite State Machines (FSM) to provide the avoidance feature to the agents navigating through the environment. In the first model [21], Groups are composed of five fixed agents in line formation. Rojas and Yang’s method [22] which is an extension of Reference [21], has expanded groups’ formations to not just line shape but in the three specific formations that have introduced previously [7].

Ennis et al. focus on determining the distance and orientation of a group, consists of talkers and listeners in a virtual conversation to make more realistic background groups of talkers in a virtual environment like video games and movies [24]. This work benefits from special cameras for capturing real actors’ motion.

In our paper, we demonstrate a new algorithm for simulating groups of agents not limited to the specific number of members with more believable animation in their motion toward their goals confronting with other groups or challenging obstacles.

3. Algorithm: Discretionary Group Behavior

3.1. Overview

Our simulation can handle both group-group and group-obstacle interactions. There is a preprocessing step for the leader to calculate the best path to its target position using A* pathfinding algorithm [25] due to the simplicity and ability of this method to find the minimum cost solution. In our implementation, this algorithm works in a grid space with $G_{\min}$ units (see Section 4 for more details) as the grid value that makes a smooth motion for all agents while not having large memory consumption. The proper position for each agent to follow, considering the group’s shape, will be calculated based on the leader and agents’ unit velocity. Meanwhile, in the moving direction, each agent can sense the density of obstacles around itself. If there is no obstacle in front of the agent and if the agent is not in its acceptable area, it will move toward the calculated location by adding two other half-planes toward the right direction, continuously. Finally, if the calculation of density around the agent determines the presence of obstacles, the agent will find its best neighbor which is more near to the leader and will follow the selected subleader until there is no obstacle near it (Figure 1). The stage of the flowchart that evaluates the position of agents depends on their proper locations in the group is simply done by computing the relative position for each agent (subtraction of them) and then, comparing the value with “T” as a predefined threshold (see Section 4 for more details). We clarify each step individually.
3.2. Formation Model

Depending on what kind of formation is required, this part can be easily changed while we considered a uniform formation for our approach. For example, in Figure 2, $V_L$ and $V'_L$ are the unit velocity and the reverse unit velocity of the leader, respectively. For having a three-column uniform shape, two steps are required. First, the reverse direction of the leader’s unit velocity produces the first line positions in the way that $V'_L$ will be rotated in $45^\circ$ degrees clockwise and vice versa. Second, the other locations in the formation will be calculated by the weighted sum of the reverse unit velocity of other members and the leader (Equation (1)). The final unit vector $U_{pos}$ that specifies the new position is defined by $V_{agent}$, the reverse unit velocity of the agent at the position in upper line of the formation, and $V_{leader}$, the reverse unit velocity of the leader. We considered more weight for the agents’ unit velocity ($W_1$) and it makes a more realistic motion for the whole group in orientations. This process can easily be adapted to have any other formations.

$$U_{pos} = W_1 \times V_{agent} + (1 - W_1) \times V_{leader},$$  \hspace{1cm} (1)
3.3. Sensing the Presence of Obstacles

In this part of the process, each agent can measure the density of obstacles by generating an ellipse around itself. The center of the ellipse, \((x_c, y_c)\), is determined at \(C_e\) units direction ahead of the agent’s trajectory. To expound it in more details, we placed \((x_c, y_c)\) at the \((x, y) + C_e * \text{agentUnitVelocity}\). \((x, y)\) and \(C_e\) (see Section 4 for more details) are the agent’s location and a constant coefficient for moving the ellipse’s center respectively. The reason for moving the ellipse in the lead of the agent’s position is to make the agent focuses more on its forward way for detecting obstacles. An obstacle falls into the ellipse if the condition of Equation (2) is satisfied [5]. In the equation below, \((a, b)\) are the ellipse’s major and minor radiuses through the process.

\[
\frac{(x - x_c)^2}{a^2} + \frac{(y - y_c)^2}{b^2} \leq 1. \tag{2}
\]

3.4. Maintaining in the Right Position

This section is for a situation when the calculated density is zero and the agents are forced to leave their proper area across the group to avoid other agents and obstacles from colliding. Having the right location for the agent, two half-planes will be added by rotating the vector calculated from the relative position between the agent and the right spot, with 45 degrees in two directions (Figure 3). Relative position (RP) calculates by the subtraction of the agent’s position from the proper position. The rotation of RP in two-dimensional space can simply calculate by the two matrixes for clockwise (Equation (3)) and counterclockwise (Equation (4)) rotations. For determining each half-planes, it is required to have three main vectors—the agent’s unit velocity, the normal vector of the half-plane toward the desired direction and a unit vector in one of the left or right directions of the moving path. Since in our case, the rotation degree \(\theta\) is \(45^\circ\), there is no need to calculate normal vectors because the two half-planes are perpendicular to each other. If the rotation degree changes to other values, the calculation of normal vectors is necessary.

\[
R(\theta) = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}, \tag{3}
\]

\[
R(-\theta) = \begin{bmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{bmatrix}. \tag{4}
\]
Figure 3. Producing additional half-planes in the direction of the proper location, in each time step of the algorithm.

Let $n_1$ and $n_2$ be normals of the rotated vectors (our half-planes) from RP and let $u'$ be the unit vector in the left or right directions considering the moving side. For a better understanding of how $u'$ calculates, let’s consider vector RP ($RP = pos_{valid} - pos_{agent}$) as the desired moving direction for agent A (Figure 4). So according to this direction, $u'$ will be equal to $(1, 0)$. This tactic helps the starting point of all half-planes including collision avoidance [2] and the two other half-planes created in this section be so close to each other. Therefore, it facilitates solving linear programs during the algorithm.

Figure 4. A simple method for calculating $u'$ that has been used for defining the points of the half-planes. In this special case, the moving direction of the group considers in Y coordinate.

Hence, $ORCA(A \rightarrow pos)$ is a half-plane defining a set of allowed velocities leading agent A toward its proper position. This half-plane is pointing in the direction of $n_1$ or $n_2$ starting at the point of $v_A + u'$ (Equations (5) and (6)).

$$ORCA^1_{A \rightarrow pos} = \{v| (v - (v_A + u')) \cdot n_1\}.$$  
$$ORCA^2_{A \rightarrow pos} = \{v| (v - (v_A + u')) \cdot n_2\}.$$  

The intersection of all half-planes leads the agent to move in a direction that provides both collision-free motions for all members and a well-constructed formation for the group during the movement. After calculating the two half-planes in the direction of the accurate spot in the group, the agent that is far away from its position because of the avoidance function against some contrary components can adjust (increase) its speed for being able to get back in the proper location in the group. Once the agent gets to the right place, it will change the speed to be the same as the leader. This important feature of agents that can change their speed depending on the situation, has been
used in a few methods [20,23] and is missing in some other works for simulating large groups or small groups.

3.5. Confronting with Obstacles

The situation in which the measured density expresses the existence of obstacles, makes the agent find the nearest neighbor that is closer to the leader (we will discuss further in more details) and then, changes its direction toward one unit vector of the reverse velocity behind the subleader (Figure 5). The reason for doing this is that it leads the agent in an appropriate distance from its subleader and makes a narrow formation for the group when it is necessary for being able to pass through narrow spaces easier and it can help agents to find the path through tight and challenging obstacles. For agents to find their direction toward the subleader, we simply rotate the relative position between the agent and the subleader by 45 degrees clockwise and vice versa. Except for the calculation of relative position \( \text{RP} = \text{pos}_{\text{subleader}} - \text{pos}_{\text{agent}} \), all other steps are similar to Equation (3)–(6).

Figure 5. Producing additional half-planes in the direction of the subleader. \( V'_S \) is the reverse unit velocity of the subleader.

The algorithm that finds the best neighbor as the subleader for each agent is shown in Algorithm 1. \( d_{\text{max}} \) (see Section 4 for more details) which is used in Line 9 for deciding whether to skip that neighbor or keep it as one of the subleader candidates, is remarkable. It’s a factor that helps to determine the maximum distance a good subleader can have from the main leader based on the distance of the agent from the leader. For understanding the reason, let’s consider a situation when the agent’s nearest neighbor has more or equal distance from the leader than the agent itself. So, it is obvious that this neighbor cannot be a good choice for being the subleader. In our experiment, \( d_{\text{max}} \) makes the agents choose a better neighbor. The function used in Line 1 which is called obstacleDensity, is related to the part discussed in Section 3.3. It takes the position of the agent and its unit velocity to compute the density of obstacles around that area. The purpose of Line 18 and 19 is that if no subleader is found, the agent chooses the main leader as its subleader. It happens for members in the first line of the formation.
Algorithm 1: Finding the best subleader for each agent in challenging situations.

**Input:** Agent’s Position: agentPos, Agent’s Unit Velocity: agentUnitVel, Leader’s Position: leaderPos, Leader’s ID: leaderID

**Output:** Subleader’s ID: subLeaderID

if obstacleDensity(agentPos, agentUnitVel) then

lowestDistance ← Infinity;
subLeaderID ← -1;
forall (a such that a ∈ agentNeighbors) do

if a ≠ agentID then

| dNA ← squared length of (neighborPos − agentPos); |
| dLA ← squared length of (leaderPos − agentPos); |
| dLN ← squared length of (leaderPos − neighborPos); |
| if dLA < dmax * dLN then |
| Skip this neighbor and go to the next neighbor in the loop; |
| if dNA < lowestDistance then |
| lowestDistance ← dNA; |
| subLeaderID ← a; |
| end |
| end |
| end |
| if subLeaderID = -1 then |
| subLeaderID ← leaderID; |
| end |
return subLeaderID;

4. Experiments

For a better understanding of our method, the experimental results for our simulation are available in a video which is located at the following link—https://youtu.be/2JlQ3MJ8mcw (Supplementary Materials).

For experimentation, our method has been tested on a machine with the intel core i5-8265U processor, 8 GB RAM, and 1.80 GHz. In our algorithm, we specified the values for the parameters that we have discussed in previous sections as follows: $G_{min} = 3$ (Section 3.1), $T = 3$ (Section 3.1), $W_1 = 0.75$ (Section 3.2), $C_e = 2$ (Section 3.3) and $d_{max} = 3$ (Section 3.5). However, these values might be changed for new scenarios and purposes.

We have two main demonstrations here; the first one is the agents’ effort to maintain in their position in the group to make a specific shape while moving. For this issue, based on the leader and other agents’ velocity, some positions will be computed. If an agent is not in its estimated position while moving, they will select their optimal velocities from the intersection of all half-planes consisting of half-planes for collision avoidance (ORCA) and additional half-planes that guide the agent to the right spot in the group (DGB). Agents are performing this action continuously since the leader is moving and the positions for making the group formation are updating in each time step.

The second illustration is the agents’ behavior in the face of challenging obstacles like a tightened corridor for a big group of people to pass through. In this case, first, the density of obstacles in front of the agent will be computed using an ellipse and if it shows the presence of obstacles, the agent tries to find its nearest neighbor which is more near to the leader. Then simply by adding two half-plane restricting valid velocities and guiding the agent to follow its subleader, we will have more realistic and human-like behavior in this common situation.
Experiments show that each agent’s behavior in front of other agents and obstacles is more realistic due to their independent and discretionary manner confronting avoidable components in the environment. We compare our method with one of the most related and recent works. According to Figure 6, for passing through a narrow corridor, just at the time when obstacles are visible for the agent, it will move toward its selected subleader to be able to find the best path easier; like what would happen if it was a real human. Notice the fact that the vision of humans is limited to a range of distances and it is going to be more limited when people are in groups. In our work, this characteristic of humans has been considered and agents will not change their formation unless they see some obstacles that have blocked their front path. While in Figure 7 [1], all agents in the group, at the same time, change their original formation and make a line shape before reaching to the obstacles. This event is not usual among a group of people passing through a tighten area like a doorway and can be time-consuming for a large number of agents in a group. Furthermore, their work requires changing the preprocessing step in the algorithm which is not doing automatically. Also, storing the relationship between all of the members in the group in a matrix [1] for having this transformation in the group’s shape, can make a lot of memory usage especially for large groups.

![Figure 6](image)

**Figure 6.** A demonstration of our approach in four frames. The members of a group keep their formation as much as possible: (a) A group of agents in a uniform formation approaching a narrow doorway. (b,c) Each agent, when realizes that its front path has been blocked by obstacles, will follow the selected subleader until passes that area completely (d) When the density of obstacles for agents is zero, they return to their previous formation.
Figure 7. The behavior of a group in front of a narrow space according to Reference [1]: (a) Agents in a uniform formation are approaching the corridor. (b,c) All of the agents will change their formation to the line shape at the same time for being able to pass through the narrow space. (d) They change to their previous formation all together after passing the corridor.

Another controversial feature of Reference [1] is that, in each cycle, each agent chooses some other members as its connection-agents among a predefined set called connection-neighbors. connection-agents is another subset of neighbors that the agent tries to stay close to. Making agents always being close to others yields to none-realistic avoidance behavior. In Figure 8, our method, agents have their independent manner for collision avoidance and formation maintenance. As it is noticeable, agents in one group that are far away from other avoidable agents in the opposite direction, will not disturb the group’s formation (the green rectangle). In our opinion, keeping the group’s formation should have a high priority. While in Figure 9, the marked agent (with the red circle around it) changes its direction and follows another agent although nearby its position, there are no avoidable agents in its front way and no reason to change the moving direction. Thus, there will be unnecessary movements for members in a group avoiding a small number of individual agents coming from the opposite direction. Accordingly, we can conclude that the process of keeping formation that should have a high priority for a group, has been given less attention in their work. However, in our work, groups try their best to not destroy their formation unless they have to.
Figure 8. Our model containing two groups of agents confronting each other in opposite directions. Agents remain in their formation when there is no danger of colliding with other agents. In another word, while the agents in the first lines of the group are changing their position for collision avoidance behavior, other agents in the last lines keep the group’s formation independently (agents in the green rectangle).

Figure 9. A group confronting individual agents coming from the opposite direction, according to [1]: (a) Although the agent in the red square has enough space to walk without any change in the group’s formation, it just follows its connected-agents without awareness of the surrounded area. This behavior makes unnecessary movements for all agents. (b) The big gap between the subgroups resulting from a small number of opposite agents is noticeable in this frame.

We compared the average of frames/second (fps) for the different number of agents in our two main situations separately (Figure 10). The situation in which agents are dealing with each other without any obstacles is shown in the upper (blue) graph and the lower graph is for a situation with both agents and static obstacles. Therefore, we should notice that in the second situation the fps decrease due to the presence of obstacles. In the case of using a more powerful machine for testing the algorithm, we can get higher values for fps in Figure 10. But for our simulation, it was not necessary. Also, we have made a comparison between our DGB algorithm and the most recent and relevant models (Table 1). The last two columns of the table present the main differences in our method from the others. First, for keeping any formation by members of a group, it is not always necessary that each individual has connections to his/her neighbors. In other words, having all of the members connected can make unnecessary movements, which are obvious in Figure 9. Second, in critical situations, like a narrow corridor, other methods provide one or a limited set of formations for a group to change into it/them when there is a large density of agents around the group or when the group is confronting with tough areas. However, by examining a crowd of real people more carefully, we can notice that it is rare that a group, having an original formation that is trying to keep it while moving, changes its whole shape just for passing the challenging situation. While it is usual that a group that has a goal formation tries its best to maintain in that original formation even in hard situations. To conclude, because keeping the original formation is the main goal for a group, changing formation in some specific situations can be unrealistic and might take a lot of time, especially for large groups.
Figure 10. Frame rates for the different number of agents in a group based on two main situations. Situation 1 is the confrontation of two groups or one group with individual agents (without any obstacle). Situation 2 is the group in a challenging area (with obstacles).

Table 1. Comparison between our method and the three recent similar models.

| Method                        | Avoidance Alg. | Grouping Technique | Tested on Challenging Situations | Groups’ Density | Members’ Connectivity | Formation Changes in Critical Situations |
|-------------------------------|----------------|--------------------|-----------------------------------|-----------------|-----------------------|------------------------------------------|
| Our method                    | RVO2           | Modified ORCA      | Yes                               | Small/Big       | No                    | No                                       |
| Ren et al. [1]                | RVO            | Modified Velocity obstacle | Yes                               | Small/Big       | Yes                   | Yes                                      |
| Nasir et al. [5]              | SFM            | Modified SFM       | No                                | Small           | Yes                   | Yes                                      |
| Karamouzas and Overmars [7]   | Velocity-selection approach | Velocity-selection approach | Yes                               | Small           | No                    | Yes                                      |
| Rojas et al. [20]             | Ray casting technique | Slot-locking       | Yes                               | Small           | Yes                   | Yes                                      |

5. Conclusions and Future Works

This paper has presented a new algorithm called “Discretionary Group Behavior (DGB)” for simulating more realistic group behaviors in virtual environments. We take advantage of RVO2 for the collision avoidance strategy and extend it to work for grouping purposes. We have two usual cases—firstly, the group’s attitude toward keeping its formation while moving. Secondly, the group’s effort to avoid challenging obstacles in the best way that does not have effects on the group’s shape as much as possible. In both cases, by adding computed half-planes to the list of other collision avoidance half-planes, we can have a more realistic and discretionary motion of agents in a group compared to the previous works.

While our method has shown acceptable group behaviors, there can be other tasks for possible improvements. First, A* has been used for the pathfinding algorithm. During the process, this algorithm makes a grid partition from the environment and tries to discover the best partition in each cycle to find the closest path. The problem is that it cannot return to the previous partition if the current one and its neighbors are not possible to take. Therefore, implementing other intelligent
algorithms for path planning can help the leader to not stock over obstacles in any different kinds of complicated environments.

Second, our method has been tested in two main scenarios. Thus, we have a plan to expand its usage into all possible scenarios consisting of all kinds of agents and static or dynamic obstacles.

Third, our other idea for future works is to simulate groups of agents during protests situations. In this kind of model, the formation and the number of agents are not fixed. Thus, it makes the modeling process more difficult. Imagine a person who starts the protest and, during walking, other people in that way join the group over time. Then, the group’s formation is going to change depending on the number of agents.

Finally, as mentioned by Peters C. and Ennis [26], during a more believable behavior, the group’s formation may not strictly be maintained when there are no other agents or obstacles for avoiding them. Like a situation when a group of people is walking together and some of them walk faster or slower. Hence, in our future work, we shall introduce a new version of our method which is more intelligent and human-like during groups’ movements.
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