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Abstract

We here establish the higher fractional differentiability for solutions to a class of obstacle problems with non-standard growth conditions. We deal with the case in which the solutions to the obstacle problems satisfy a variational inequality of the form

$$\int_{\Omega} \langle A(x, Du), D(\varphi - u) \rangle dx \geq 0 \quad \forall \varphi \in K_\psi(\Omega),$$

where $\Omega$ is a bounded open subset of $\mathbb{R}^n$, $\psi \in W^{1,p}(\Omega)$ is a fixed function called obstacle and $K_\psi(\Omega) = \{ w \in W^{1,p}(\Omega) : w \geq \psi \text{ a.e. in } \Omega \}$ is the class of admissible functions. Assuming that the gradient of the obstacle belongs to some suitable Besov space, we are able to prove that some fractional differentiability property transfers to the gradient of the solution.
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1 Introduction

The aim of this paper is the study of the higher fractional differentiability properties of the gradient of solutions \( u \in W^{1,p}(\Omega) \) to obstacle problems of the form

\[
\min \left\{ \int_\Omega F(x,Dw)dx : w \in K_\psi(\Omega) \right\},
\]

where \( \Omega \) is a bounded open set of \( \mathbb{R}^n, n \geq 2 \).

The function \( \psi : \Omega \rightarrow [-\infty, +\infty) \), called obstacle, belongs to the Sobolev class \( W^{1,p}(\Omega) \) and the class \( K_\psi(\Omega) \) is defined as follows

\[
K_\psi(\Omega) = \{ w \in W^{1,p}(\Omega) : w \geq \psi \text{ a.e. in } \Omega \}.
\]

Note that the set \( K_\psi(\Omega) \) is not empty since \( \psi \in K_\psi(\Omega) \).

In what follows, we assume that \( F : \Omega \times \mathbb{R}^n \rightarrow [0, +\infty] \) is a Carathéodory function such that there exists a function \( \tilde{F} : \Omega \times [0, +\infty) \rightarrow [0, +\infty] \) satisfying the following equality

\[
F(x,\xi) = \tilde{F}(x,|\xi|)
\]

for a.e. \( x \in \Omega \) and every \( \xi \in \mathbb{R}^n \).

Moreover, we also assume that there exist positive constants \( \tilde{\nu}, \tilde{L}, \tilde{l} \), exponents \( 2 \leq p < q < +\infty \) and a parameter \( \mu \in [0,1] \), that will allow us to consider in our analysis both the degenerate and the non-degenerate situation, such that the following assumptions are satisfied:

\[
\frac{1}{l}(|\xi|^2 - \mu^2)^{\frac{p}{2}} \leq F(x,\xi) \leq \tilde{l}(\mu^2 + |\xi|^2)^{\frac{p}{2}} \quad \text{(F2)}
\]

\[
\langle D_{\xi\xi}F(x,\xi)\lambda, \lambda \rangle \geq \tilde{\nu}(\mu^2 + |\xi|^2)^{p-2} |\lambda|^2 \quad \text{(F3)}
\]

\[
|D_{\xi\xi}F(x,\xi)| \leq \tilde{L}(\mu^2 + |\xi|^2)^{q-2} \quad \text{(F4)}
\]

for a.e. \( x, y \in \Omega \) and every \( \xi \in \mathbb{R}^n \).

Very recently, in \[15\] it has been proved that (F3) and (F4) imply (F2), i.e. if \( p < q \), the functional \( F \) has non-standard growth conditions of \( p,q \)-type, as initially defined and studied by Marcellini [36, 37, 38]. In recent years there has been a considerable of interest in functionals with \( p,q \)-growth, see for instance \[2, 3, 8, 9, 16\]. Other results that deserve to be quoted are \[11, 14, 17, 18, 19\], for the case of elliptic equations, and \[4, 5, 6, 39\] for the case of parabolic equations.

We remark that assumption (F1) is known in the literature as Uhlenbeck structure and it was showed in \[44\] that it prevents the irregularity phenomenon in problems with non-standard growth.

We say that function \( F \) satisfies assumption (F5) if there exist a non-negative function \( k \in L^r_{\text{loc}}(\Omega) \), with \( r > \frac{n}{\alpha} \) and \( 0 < \alpha < 1 \), such that

\[
|D_{\xi}F(x,\xi) - D_{\xi}F(y,\xi)| \leq |x-y|^\alpha(k(x) + k(y))(\mu^2 + |\xi|^2)^{\frac{q-1}{2}} \quad \text{(F5)}
\]
for a.e. \( x, y \in \Omega \) and every \( \xi \in \mathbb{R}^n \).

On the other hand, we say that assumption (F6) is satisfied if there exists a sequence of measurable non-negative functions \( g_k \in L^r_{\text{loc}}(\Omega) \) such that

\[
\sum_{k=1}^{\infty} \|g_k\|^r_{L^r(\Omega)} < \infty,
\]

and at the same time

\[
|D\xi F(x,\xi) - D\xi F(y,\xi)| \leq |x - y|^\alpha (g_k(x) + g_k(y)) (\mu^2 + |\xi|^2)^{\frac{q-1}{2}}
\]  \hspace{1cm} (F6)

for a.e. \( x, y \in \Omega \) such that \( 2^{-k} \text{diam}(\Omega) \leq |x - y| < 2^{-k+1} \text{diam}(\Omega) \) and for every \( \xi \in \mathbb{R}^n \).

It is worth observing that, in the case of standard growth conditions, i.e. \( p = q, u \in W^{1,p}(\Omega) \) is a solution to the obstacle problem in \( K_\psi(\Omega) \) if, and only if, \( u \in K_\psi(\Omega) \) solves the variational inequality

\[
\int_{\Omega} \langle A(x, D\varphi), D(\varphi - u) \rangle \, dx \geq 0
\]  \hspace{1cm} (1.3)

for all \( \varphi \in K_\psi(\Omega) \), where we set

\[
A(x, \xi) = D\xi F(x, \xi).
\]  \hspace{1cm} (1.4)

This equivalence has been proved successfully in the case non-standard growth conditions by Eleuteri and Passarelli di Napoli in [21].

From conditions (F2)–(F4), we deduce the existence of positive constants \( \nu, L, l \) such that the following \( p \)-ellipticity and \( q \)-growth conditions are satisfied by the map \( A \):

\[
|A(x, \xi)| \leq l (\mu^2 + |\xi|^2)^{\frac{q-1}{2}}
\]  \hspace{1cm} (A1)

\[
\langle A(x, \xi) - A(x, \eta), \xi - \eta \rangle \geq \nu |\xi - \eta|^2 (\mu^2 + |\xi|^2 + |\eta|^2)^{\frac{q-2}{2}}
\]  \hspace{1cm} (A2)

\[
|A(x, \xi) - A(x, \eta)| \leq L |\xi - \eta| (\mu^2 + |\xi|^2 + |\eta|^2)^{\frac{q-2}{2}}
\]  \hspace{1cm} (A3)

for a.e. \( x, y \in \Omega \), for every \( \xi, \eta \in \mathbb{R}^n \), where we recall that \( 0 < \alpha < 1 \).

Furthermore, if condition (F5) or (F6) holds, then \( A \) satisfies assumptions (A4) or (A5), respectively, that is

\[
|A(x, \xi) - A(y, \xi)| \leq |x - y|^\alpha (k(x) + k(y)) (\mu^2 + |\xi|^2)^{\frac{q-1}{2}}
\]  \hspace{1cm} (A4)

for a.e. \( x, y \in \Omega \) and every \( \xi \in \mathbb{R}^n \), or

\[
|A(x, \xi) - A(y, \xi)| \leq |x - y|^\alpha (g_k(x) + g_k(y)) (\mu^2 + |\xi|^2)^{\frac{q-1}{2}}
\]  \hspace{1cm} (A5)

for a.e. \( x, y \in \Omega \) such that \( 2^{-k} \text{diam}(\Omega) \leq |x - y| < 2^{-k+1} \text{diam}(\Omega) \) and for every \( \xi \in \mathbb{R}^n \).
The obstacle problem appeared in the mathematical literature in the work of Stampacchia \cite{13} in the special case $\psi = \chi_E$ and related to the capacity of a subset $E \subseteq \Omega$; in an earlier independent work, Fichera \cite{22} solved the first unilateral problem, the so-called Signorini problem in elastostatics.

It is usually observed that the regularity of solutions to the obstacle problems is influenced by the one of the obstacle; for example, for linear obstacle problems, obstacle and solutions have the same regularity \cite{7,10,31}. This does not apply in the nonlinear setting, hence along the years, there have been intense research activities for the regularity of the obstacle problem in this direction.

In the case of standard growth conditions, Eleuteri and Passarelli di Napoli \cite{20} proved that an extra differentiability of integer or fractional order of the gradient of the obstacle transfers to the gradient of the solutions, provided the partial map $x \mapsto A(x, \xi)$ possesses a suitable differentiability property.

Recently, Gavioli proved in \cite{25,26} that the weak differentiability of integer order of the partial map $x \mapsto A(x, \xi)$ is a sufficient condition to prove that an extra differentiability of integer order of the gradient of the obstacle transfers to the gradient of the solutions to obstacle problems with $p,q$-growth conditions. The intermediate case of higher differentiability in the setting of variable exponents case has been carried out in the paper \cite{24}. Furthermore, a higher fractional differentiability has been proved for solutions to double phase elliptic obstacle problems in \cite{45}. We remark that double phase elliptic obstacle problems can be obtained as a particular case of a functional satisfying our growth hypotheses, moreover the assumption made in \cite{45} on the coefficients of the operator $A$ is stronger with respect to ours.

Here, we continue the study of the higher differentiability properties of solutions to \eqref{eq:obstacle} in case of $p,q$-growth conditions. The novelty of this paper consists in assuming that both the gradient of the obstacle and the partial map $x \mapsto A(x, \xi)$ belong to a suitable Sobolev class of fractional order.

Our analysis comes from the fact that the regularity of the solutions to the obstacle problem \eqref{eq:obstacle} is strictly connected to the analysis of the regularity of the solutions to partial differential equations of the form

$$\text{div} D_\xi F(x, Du) = \text{div} D_\xi F(x, D\psi),$$

whose higher differentiability properties have been widely investigated (see for example \cite{1,12,28,29,40,41,42}). We also notice that previous regularity results concerning local minimizers of integral functionals of the Calculus of Variations, under the assumption (A4), have been obtained by Kristensen and Mingione \cite{34}.

In particular, our aim is to extend the higher differentiability results in \cite{20} (see Theorems 2.10 and 2.11 in Section 2) to the case of functionals with $p,q$-growth.

**Theorem 1.1.** Let $A(x, \xi)$ satisfy (A1)-(A4) for exponents $2 \leq p < q < \frac{n}{\alpha} < r$ such that

$$\frac{q}{p} < 1 + \frac{\alpha}{n} - \frac{1}{r}. \quad (1.5)$$
Let \( u \in \mathcal{K}_\psi(\Omega) \) be the solution to the obstacle problem (1.3). Then we have

\[
D \psi \in B_{2q-p,\infty,loc}^\gamma(\Omega) \Rightarrow (\mu^2 + |Du|^2)^{\frac{2n}{r}} Du \in B_{2,\infty,loc}^\alpha(\Omega), \tag{1.6}
\]

provided \( 0 < \alpha < \gamma < 1 \).

We are also able to prove the following finite case.

**Theorem 1.2.** Let \( A(x, \xi) \) satisfy \((A1)-(A3)\) and \((A5)\) for exponents \( 2 \leq p < q < \frac{n}{\alpha} < r \) such that

\[
\frac{q}{p} < 1 + \frac{\min\{\alpha, \gamma\}}{n} - \frac{1}{r}, \tag{1.7}
\]

where \( 0 < \gamma < 1 \). Let \( u \in \mathcal{K}_\psi(\Omega) \) be the solution to the obstacle problem (1.3). Then we have

\[
D \psi \in B_{2q-p,\sigma,loc}^\gamma(\Omega) \Rightarrow (\mu^2 + |Du|^2)^{\frac{2n}{r}} Du \in B_{2,\sigma,loc}^{\min\{\alpha, \gamma\}}(\Omega), \tag{1.8}
\]

provided \( \sigma \leq \frac{2n}{n - 2\min\{\alpha, \gamma\}} \).

Existence of solutions to the obstacle problem (1.3) can be easily proved through classical results regarding variational inequalities, so in this paper we will mainly concentrate on the regularity results. The proof of Theorems 1.1 and 1.2 is achieved by means of difference quotient method, that is quite natural when trying to establish higher differentiability results and local gradient estimates (see for instance [35, 38]). Here the difficulties come from the set of admissible test functions that have to take into account the presence of the obstacle. In order to overcome this issue, we consider difference quotient involving both the solution and the obstacle, so that the function satisfies the constraint of belonging to the admissible class \( \mathcal{K}_\psi(\Omega) \). Finally, we observe that the assumption (1.5) is crucial for obtaining the conclusion of Theorem 1.1. This is the natural counterpart in the fractional setting of the corresponding inequality considered for the first time in [19]. Indeed, our estimate is sharp, that is for \( \alpha = 1 \) we recover the result in [19]. In fact, when referring to \( p,q \)-growth conditions, in order to ensure the regularity of minima, the gap \( q/p > 1 \) cannot differ too much from 1 (see for instance the counterexamples [23, 27, 38]).

The structure of this paper is the following. After recalling some notation and preliminary results in Section 2, we concentrate on proving our main results, Theorems 1.1 and 1.2. In both cases, the strategy is to establish the a priori estimate for an approximating solution and then pass to the limit in the approximating problem. Therefore, we present our approximation results in Section 3 namely we are able to prove the existence of a sequence of functions with \( p \)-growth conditions that monotonically converges to our initial problems. In Section 4 we take care of Theorem 1.1. In particular, we derive the a priori estimates in Section 4.1 for an approximating problem satisfying standard growth conditions. Then, in Section 4.2 we exploit the results of Sections 3 and 4.1 and using compactness, strictly convexity and weak lower semi-continuity of functional \( F \), we are able to prove Theorem 1.1. Eventually, in Section 5 we prove Theorem 1.2, focusing on the a priori estimate, since the limit procedure works exactly in the same way as for the previous result.
2 Notations and preliminary results

In what follows, \( B(x, r) = B_r(x) = \{ y \in \mathbb{R}^n : |y - x| < r \} \) will denote the ball centered at \( x \) of radius \( r \). We shall omit the dependence on the center and on the radius when no confusion arises. For a function \( u \in L^1(B) \), the symbol
\[
\int_B u(x) dx = \frac{1}{|B|} \int_B u(x) dx.
\]
will denote the integral mean of the function \( u \) over the set \( B \).

It is convenient to introduce an auxiliary function
\[
V_p(\xi) = (\mu^2 + |\xi|^2)^{\frac{p-2}{2}} \xi
\]
defined for all \( \xi \in \mathbb{R}^n \). One can easily check that, for \( p \geq 2 \), there exists an absolute constant \( c \) such that
\[
|\xi|^p \leq c |V_p(\xi)|^2. \tag{2.1}
\]

For the auxiliary function \( V_p \), we recall the following estimate (see the proof of \cite{30} Lemma 8.3):

**Lemma 2.1.** Let \( 1 < p < +\infty \). There exists a constant \( c = c(n, p) > 0 \) such that
\[
c^{-1}(\mu^2 + |\xi|^2 + |\eta|^2)^{\frac{p-2}{2}} \leq \frac{|V_p(\xi) - V_p(\eta)|^2}{|\xi - \eta|^2} \leq c(\mu^2 + |\xi|^2 + |\eta|^2)^{\frac{p-2}{2}}
\]
for any \( \xi, \eta \in \mathbb{R}^n \).

Now we state a well-known iteration lemma (see \cite{30} for the proof).

**Lemma 2.2.** Let \( \Phi : [\frac{R}{2}, R] \to \mathbb{R} \) be a bounded nonnegative function, where \( R > 0 \). Assume that for all \( \frac{R}{2} \leq r < s \leq R \) it holds
\[
\Phi(r) \leq \theta \Phi(s) + A + \frac{B}{(s - r)^2} + \frac{C}{(s - r)^\gamma}
\]
where \( \theta \in (0, 1) \), \( A, B, C \geq 0 \) and \( \gamma > 0 \) are constants. Then there exists a constant \( c = c(\theta, \gamma) \) such that
\[
\Phi \left( \frac{R}{2} \right) \leq c \left( A + \frac{B}{R^2} + \frac{C}{R^\gamma} \right).
\]
2.1 Besov-Lipschitz spaces

Let \( v : \mathbb{R}^n \to \mathbb{R} \) be a function. As in [33, Section 2.5.12], given \( 0 < \alpha < 1 \) and \( 1 \leq p, q < \infty \), we say that \( v \) belongs to the Besov space \( B_{p,q}^\alpha (\mathbb{R}^n) \) if \( v \in L^p (\mathbb{R}^n) \) and

\[
\|v\|_{B_{p,q}^\alpha (\mathbb{R}^n)} = \|v\|_{L^p (\mathbb{R}^n)} + [v]_{B_{p,q}^\alpha (\mathbb{R}^n)} < \infty,
\]

where

\[
[v]_{B_{p,q}^\alpha (\mathbb{R}^n)} = \left( \int_{\mathbb{R}^n} \left( \int_{|h| \leq \delta} \frac{|v(x + h) - v(x)|^p}{|h|^{\alpha p}} \right)^{\frac{q}{p}} \frac{dh}{|h|^n} \right)^{\frac{1}{q}} < \infty.
\]

Equivalently, we could simply say that \( v \in L^p (\mathbb{R}^n) \) and \( \frac{\alpha}{n} v \in L^q (\mathbb{R}^n) \). As usual, if one integrates for \( h \in B(0, \delta) \) for a fixed \( \delta > 0 \) then an equivalent norm is obtained, because

\[
\left( \int_{|h| \leq \delta} \left( \int_{\mathbb{R}^n} \frac{|v(x + h) - v(x)|^p}{|h|^{\alpha p}} \right)^{\frac{q}{p}} \frac{dh}{|h|^n} \right)^{\frac{1}{q}} \leq c(n, \alpha, p, q, \delta) \|v\|_{L^p (\mathbb{R}^n)}.
\]

Similarly, we say that \( v \in B_{p,\infty}^\alpha (\mathbb{R}^n) \) if \( v \in L^p (\mathbb{R}^n) \) and

\[
[v]_{B_{p,\infty}^\alpha (\mathbb{R}^n)} = \sup_{h \in \mathbb{R}^n} \left( \int_{\mathbb{R}^n} \frac{|v(x + h) - v(x)|^p}{|h|^{\alpha p}} \right)^{\frac{1}{q}} < \infty.
\]

Again, one can simply take supremum over \( |h| \leq \delta \) and obtain an equivalent norm. By construction, \( B_{p,q}^\alpha (\mathbb{R}^n) \subset L^p (\mathbb{R}^n) \). One also has the following version of Sobolev embeddings (a proof can be found at [33, Proposition 7.12]).

**Lemma 2.3.** Suppose that \( 0 < \alpha < 1 \).
(a) If \( 1 < p < \frac{n}{\alpha} \) and \( 1 \leq q \leq p_*^* = \frac{np}{n-\alpha p} \), then there is a continuous embedding \( B_{p,q}^\alpha (\mathbb{R}^n) \subset L^{p_*^*} (\mathbb{R}^n) \).
(b) If \( p = \frac{n}{\alpha} \) and \( 1 \leq q \leq \infty \), then there is a continuous embedding \( B_{p,q}^\alpha (\mathbb{R}^n) \subset BMO (\mathbb{R}^n) \), where \( BMO \) denotes the space of functions with bounded mean oscillations ([30, Chapter 2]).

For further needs, we recall the following inclusions ([33, Proposition 7.10 and Formula (7.35)]).

**Lemma 2.4.** Suppose that \( 0 < \beta < \alpha < 1 \).
(a) If \( 1 < p < \infty \) and \( 1 \leq q \leq r \leq \infty \), then \( B_{p,q}^\alpha (\mathbb{R}^n) \subset B_{p,r}^\beta (\mathbb{R}^n) \).
(b) If \( 1 < p < \infty \) and \( 1 \leq q, r \leq \infty \), then \( B_{p,q}^\alpha (\mathbb{R}^n) \subset B_{p,r}^\beta (\mathbb{R}^n) \).
(c) If \( 1 \leq q \leq \infty \), then \( B_{p,q}^\alpha (\mathbb{R}^n) \subset B_{p,q}^{\frac{\beta}{q}} (\mathbb{R}^n) \).

Given a domain \( \Omega \subset \mathbb{R}^n \), we say that \( v \) belongs to the local Besov space \( B_{p,q}^\alpha (\mathbb{R}^n) \) if \( \varphi \in \mathcal{C}^\infty_c (\Omega) \). It is worth noticing that one can prove suitable version of Lemma 2.3 and Lemma 2.4 by using local Besov spaces.

The following Lemma can be found in [1].
Lemma 2.5. A function \( v \in L^p_{\text{loc}}(\Omega) \) belongs to the local Besov space \( B^\alpha_{p,q,\text{loc}} \) if, and only if,
\[
\left\| \frac{\tau_h v}{|h|^\alpha} \right\|_{L^q\left(\frac{dn}{|h|^{n}};L^p(B)\right)} < \infty
\]
for any ball \( B \subset 2B \subset \Omega \) with radius \( r_B \). Here the measure \( \frac{dn}{|h|^{n}} \) is restricted to the ball \( B(0,r_B) \) on the \( h \)-space.

It is known that Besov-Lipschitz spaces of fractional order \( \alpha \in (0,1) \) can be characterized in pointwise terms. Given a measurable function \( v : \mathbb{R}^n \to \mathbb{R} \), a fractional \( \alpha \)-Hajlasz gradient for \( v \) is a sequence \( \{g_k\}_k \) of measurable, non-negative functions \( g_k : \mathbb{R}^n \to \mathbb{R} \), together with a null set \( N \subset \mathbb{R}^n \), such that the inequality
\[
|v(x) - v(y)| \leq (g_k(x) + g_k(y))|x - y|^\alpha
\]
holds whenever \( k \in \mathbb{Z} \) and \( x,y \in \mathbb{R}^n \setminus N \) are such that \( 2^{-k} \leq |x - y| < 2^{-k+1} \). We say that \( \{g_k\}_k \in l^q(\mathbb{Z};L^p(\mathbb{R}^n)) \) if
\[
\|\{g_k\}_k\|_{l^q(L^p)} = \left( \sum_{k \in \mathbb{Z}} \|g_k\|^q_{L^p(\mathbb{R}^n)} \right)^{\frac{1}{q}} < \infty.
\]

The following result was proved in [32].

Theorem 2.6. Let \( 0 < \alpha < 1, 1 \leq p < \infty \) and \( 1 \leq q \leq \infty \). Let \( v \in L^p(\mathbb{R}^n) \). One has \( v \in B^\alpha_{p,q}(\mathbb{R}^n) \) if, and only if, there exists a fractional \( \alpha \)-Hajlasz gradient \( \{g_k\}_k \in l^q(\mathbb{Z};L^p(\mathbb{R}^n)) \) for \( v \). Moreover,
\[
\|v\|_{B^\alpha_{p,q}(\mathbb{R}^n)} \simeq \inf \|\{g_k\}_k\|_{l^q(L^p)},
\]
where the infimum runs over all possible fractional \( \alpha \)-Hajlasz gradients for \( v \).

2.2 Difference quotient

We recall some properties of the finite difference quotient operator that will be needed in the sequel. Let us recall that, for every function \( F : \mathbb{R}^n \to \mathbb{R} \) the finite difference operator is defined by
\[
\tau_{s,h}F(x) = F(x + he_s) - F(x)
\]
where \( h \in \mathbb{R}^n, e_s \) is the unit vector in the \( x_s \) direction and \( s \in \{1,...,n\} \).

We start with the description of some elementary properties that can be found, for example, in [30].

Proposition 2.7. Let \( F \) and \( G \) be two functions such that \( F, G \in W^{1,p}(\Omega) \), with \( p \geq 1 \), and let us consider the set

\[
\mathcal{A}(\Omega) = \{ (x,v) \mid \text{measurable } v : \Omega \to \mathbb{R}^n, |v(x)| \leq 1 \}.
\]
\[ \Omega_{|h|} = \{ x \in \Omega : \text{dist}(x, \partial \Omega) > |h| \}. \]

Then

(i) \( \tau_h F \in W^{1,p}(\Omega_{|h|}) \) and

\[ D_i(\tau_h F) = \tau_h(D_i F). \]

(ii) If at least one of the functions \( F \) or \( G \) has support contained in \( \Omega_{|h|} \), then

\[ \int_\Omega F \tau_h G dx = \int_\Omega G \tau_{-h} F dx. \]

(iii) We have

\[ \tau_h(FG)(x) = F(x+h)\tau_h G(x) + G(x)\tau_h F(x). \]

The next result about finite difference operator is a kind of integral version of Lagrange Theorem.

**Lemma 2.8.** If \( 0 < \rho < R, \ |h| < \frac{R-\rho}{2}, \ 1 < p < +\infty \) and \( F, DF \in L^p(B_R) \), then

\[ \int_{B_\rho} |\tau_h F(x)|^p dx \leq c(n,p)|h|^p \int_{B_R} |DF(x)|^p dx. \]

Moreover,

\[ \int_{B_\rho} |F(x+h)|^p dx \leq \int_{B_R} |F(x)|^p dx. \]

We conclude this subsection recalling the following Lemma (see [34]), which can be seen as a consequence of Lemmas 2.3 and 2.4.

**Lemma 2.9.** Let \( F \in L^2(B_R) \). Suppose that there exist \( \rho \in (0, R), \ 0 < \alpha < 1 \) and \( M > 0 \) such that

\[ \sum_{s=1}^n \int_{B_\rho} |\tau_{s,h} F(x)|^2 dx \leq M^2|h|^{2\alpha}, \]

for every \( h \) such that \( h < \frac{R-\rho}{2} \). Then \( F \in L^{\frac{2n}{n-2\beta}}(B_\rho) \) for every \( \beta \in (0, \alpha) \) and

\[ \|F\|_{L^{\frac{2n}{n-2\beta}}(B_\rho)} \leq c(M + \|F\|_{L^2(B_R)}), \]

with \( c = c(n,N,R,\rho,\alpha,\beta) \).
2.3 Preliminary results on standard growth conditions

For sake of clarity, we would like to recall the following regularity results (see [20] for the proof), which will be used in order to prove Theorems 1.1 and 1.2.

**Theorem 2.10.** Assume that \( A(x, \xi) \) satisfies (A1)-(A3) for an exponent \( 2 \leq p = q < \frac{n}{\alpha} \) and let \( u \in \mathcal{K}_\psi(\Omega) \) be the solution to the obstacle problem (1.3). If there exists a sequence of measurable non-negative functions \( g_k \in L^\infty_{\text{loc}}(\Omega) \) such that

\[
\sum_{k=1}^{\infty} \|g_k\|_{L^{n/\alpha}_{\text{loc}}(\Omega)} < \infty,
\]

and at the same time

\[
\left| A(x, \xi) - A(y, \xi) \right| \leq |x - y|^{\alpha}(g_k(x) + g_k(y))(\mu^2 + |\xi|^2)^{\frac{p-1}{2}},
\]

for a.e. \( x, y \in \Omega \) such that \( 2^{-k} \text{diam}(\Omega) \leq |x - y| < 2^{-k+1} \text{diam}(\Omega) \) and for every \( \xi \in \mathbb{R}^n \), then the following implication

\[
D\psi \in B^\gamma_{p,\sigma,\text{loc}}(\Omega) \Rightarrow (\mu^2 + |Du|^2)^{\frac{p-2}{2}}Du \in B^{\min\{\alpha, \gamma\}}_{2,\sigma,\text{loc}}(\Omega),
\]

holds, provided \( \sigma \leq \frac{np}{n-\gamma p} \).

In the case of a regularity of the type \( B^\alpha_{p,\infty} \), which is the weakest one in the scale of Besov spaces, both on the coefficients and on the gradient of the obstacle, we have the following

**Theorem 2.11.** Assume that \( A(x, \xi) \) satisfies (A1)-(A3) for an exponent \( 2 \leq p = q < \frac{n}{\alpha} \) and let \( u \in \mathcal{K}_\psi(\Omega) \) be the solution to the obstacle problem (1.3). If there exists a non-negative function \( k \in L^\infty_{\text{loc}}(\Omega) \) such that

\[
\left| A(x, \xi) - A(y, \xi) \right| \leq |x - y|^{\alpha}(k(x) + k(y))(\mu^2 + |\xi|^2)^{\frac{p-1}{2}},
\]

for a.e. \( x, y \in \Omega \) and for every \( \xi \in \mathbb{R}^n \), then the following implication

\[
D\psi \in B^\gamma_{p,\sigma,\text{loc}}(\Omega) \Rightarrow (\mu^2 + |Du|^2)^{\frac{p-2}{2}}Du \in B^\alpha_{2,\infty,\text{loc}}(\Omega),
\]

holds, provided \( 0 < \alpha < \gamma < 1 \).

3 Approximation results

We here collect some results which will be used to prove the passage to the limit in Theorems 1.1 and 1.2.

We first recall the following Theorem, whose complete version can be found in [13] and which will be used to prove Lemma 3.2.
Theorem 3.1. Let $F : \Omega \times \mathbb{R}^n \to [0, +\infty), F = F(x, \xi)$, be a Carathéodory function. Then, assumptions (F2) and (F3) imply that there exist $c_0(p, q, \nu, R, l, L), c_1(p, \nu) > 0$ and a Carathéodory function $g : \Omega \times \mathbb{R}^n \to [-c_0, +\infty)$ s.t. for a.e. $x \in \Omega$ and every $\xi \in \mathbb{R}^n$,

$$F(x, \xi) = c_1(\mu^2 + |\xi|^2)^{\frac{p}{2}} + g(x, \xi).$$

In the next lemma, we adapt a well known approximation result, which can be found in [13], to the case when the map $x \mapsto D_\xi F(x, \xi)$ has a Besov regularity.

Lemma 3.2. Let $F : \Omega \times \mathbb{R}^n \to [0, +\infty), F = F(x, \xi)$, be a Carathéodory function, convex with respect to $\xi$, satisfying assumptions (F1), (F2), (F3) and (F5). Then there exists a sequence $(F_j)$ of Carathéodory functions $F_j : \Omega \times \mathbb{R}^n \to [0, +\infty)$, convex with respect to the last variable, monotonically convergent to $F$, such that

(i) for a.e. $x \in \Omega$ and every $\xi \in \mathbb{R}^n$, $F_j(x, \xi) = \bar{F}_j(x, |\xi|)$,

(ii) for a.e. $x \in \Omega$, for every $\xi \in \mathbb{R}^n$ and for every $j$, $F_j(x, \xi) \leq F_{j+1}(x, \xi) \leq F(x, \xi),$

(iii) for a.e. $x \in \Omega$ and every $\xi \in \mathbb{R}^n$, we have $\langle D_\xi F_j(x, \xi) \lambda, \lambda \rangle \geq \bar{\nu}(\mu^2 + |\xi|^2)^{\frac{p-2}{2}} |\lambda|^2$, with $\bar{\nu}$ depending only on $p$ and $\nu$,

(iv) for a.e. $x \in \Omega$ and for every $\xi \in \mathbb{R}^n$, there exist $L_1$, independent of $j$, and $\tilde{L}_1$, depending on $j$, such that

$$\frac{1}{L_1}(\mu + |\xi|)^p \leq F_j(x, \xi) \leq L_1(\mu + |\xi|)^p,$$

$$F_j(x, \xi) \leq \bar{L}_1(j)(\mu + |\xi|)^p,$$

(v) there exists a constant $C(j) > 0$ such that

$$\begin{align*}
|D_\xi F_j(x, \xi) - D_\xi F_j(y, \xi)| &\leq |x - y|^n(k(x) + k(y))(\mu^2 + |\xi|^2)^{\frac{p-1}{2}}, \\
|D_\xi F_j(x, \xi) - D_\xi F_j(y, \xi)| &\leq C(j)|x - y|^n(k(x) + k(y))(\mu^2 + |\xi|^2)^{\frac{p-1}{2}}
\end{align*}$$

for a.e. $x, y \in \Omega$ and for every $\xi \in \mathbb{R}^n$.

Proof. According to Theorem 3.1, which holds under hypotheses (F2) and (F3), there exist the positive constants $c_0 = c_0(p, q, \nu, R, l, L)$ and $c_1 = c_1(p, \nu)$ and a function $g : \Omega \times \mathbb{R}^n \to [-c_0, +\infty)$ s.t.

$$F(x, \xi) = c_1(\mu^2 + |\xi|^2)^{\frac{p}{2}} + g(x, \xi) \tag{3.1}$$

with $g$ convex. Moreover there exists $\tilde{g} : \Omega \times [0, +\infty) \to [-c_0, +\infty)$ s.t. $\tilde{g}(x, |\xi|) = g(x, \xi)$ for any $\xi \in \mathbb{R}^n$. Since $n \geq 2$, for a.e. $x \in \Omega$, $t \mapsto \tilde{g}(x, t)$ is convex and increasing. For any $j \in \mathbb{N}$, we might then define $\tilde{g}_j : \Omega \times [0, +\infty) \to [-c_0, +\infty)$ as

$$\tilde{g}_j(x, t) = \tilde{g}(x, t) \quad \forall (x, t) \in \Omega \times [0, j],$$
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\[ \tilde{g}_j(x, t) = \tilde{g}(x, j) + D_t\tilde{g}(x, j)(t - j) \quad \forall (x, t) \in \Omega \times (j, \infty) \]

We notice that, by definition, for a.e. \( x \in \Omega, t \mapsto \tilde{g}_j(x, t) \) is convex and increasing in \([0, +\infty)\) and \( \tilde{g}_j(x, t) \leq \tilde{g}_{j+1}(x, t) \leq \tilde{g}(x, t) \). Combining assumption (F2), the definition of \( \tilde{g}_j(x, t) \) and (3.1), we infer

\[ \tilde{g}_j(x, t) \leq l(\mu + t)^q, \]
\[ \tilde{g}_j(x, t) \leq c(q, l, j)(\mu + t)^p. \quad (3.2) \]

We now want to show that \( D_t\tilde{g}_j \) has a (F5)-type growth. It is easy to see that \( D_t\tilde{g}_j(x, t) = D_t\tilde{g}(x, j) \) for \( t \geq j \). In particular, assumption (F5) yields \(|D_t\tilde{g}(x, j) - D_t\tilde{g}(y, j)| \leq |x - y|^\alpha(R(x) + k(y))(\mu + j)^{q-1} \). Hence, for a.e. \( x \in \Omega \) and every \( t > 0 \),

\[ |D_t\tilde{g}(x, t) - D_t\tilde{g}(y, t)| \leq |x - y|^\alpha(k(x) + k(y))(\mu + t)^{q-1}. \quad (3.3) \]

Moreover, for \( t \leq j \), according to (3.1) and (3.3), we obtain

\[ |D_t\tilde{g}(x, t) - D_t\tilde{g}(y, t)| \leq |x - y|^\alpha(k(x) + k(y))(\mu + t)^{p-1}(\mu + j)^{q-p} \]
\[ \leq |x - y|^\alpha(k(x) + k(y))(\mu + t)^{p-1}(\mu + j)^{q-p} \]
\[ \leq c(j)|x - y|^\alpha(k(x) + k(y))(\mu + t)^{p-1}. \]

On the other hand, in the same way, for \( t > j \), we get

\[ |D_t\tilde{g}(x, t) - D_t\tilde{g}(y, t)| \leq |x - y|^\alpha(k(x) + k(y))(\mu + j)^{p-1}(\mu + j)^{q-p} \]
\[ \leq |x - y|^\alpha(k(x) + k(y))(\mu + t)^{p-1}(\mu + j)^{q-p} \]
\[ \leq c(j)|x - y|^\alpha(k(x) + k(y))(\mu + t)^{p-1}. \]

Eventually, for any \( j \), we define \( g_j : \Omega \times \mathbb{R}^n \rightarrow [-c_0, +\infty) \) as

\[ g_j(x, \xi) = \tilde{g}_j(x, |\xi|). \]

Statements (i), (ii), (iii), (v) directly follow by setting \( F_j : \Omega \times \mathbb{R}^n \rightarrow [0, +\infty) \)

\[ F_j(x, \xi) := c_1(\mu^2 + |\xi|^2)^{\frac{p}{2}} + g_j(x, \xi). \]

Property (iv) is obtained combining (3.1) with (3.2) and the definition of \( F_j \).

**Remark 3.3.** It is worth noting that an analogous version of Lemma 3.2 can be proved similarly, supposing (F6) instead of (F5). In particular, statement (v) would change as follows.

(v) There exists a constant \( C(j) > 0 \) such that

\[ |D_xF_j(x, \xi) - D_xF_j(y, \xi)| \leq |x - y|^\alpha(g_k(x) + g_k(y))(\mu^2 + |\xi|^2)\frac{p-1}{2}, \]
\[ |D_xF_j(x, \xi) - D_xF_j(y, \xi)| \leq C(j)|x - y|^\alpha(g_k(x) + g_k(y))(\mu^2 + |\xi|^2)\frac{p-1}{2} \]

for a.e. \( x, y \in \Omega \) such that \( 2^{-k}\text{diam}(\Omega) \leq |x - y| < 2^{-k+1}\text{diam}(\Omega) \) and for every \( \xi \in \mathbb{R}^n \).
4 Proof of Theorem 1.1

In order to prove Theorem 1.1 in Section 4.1, we derive a suitable a priori estimate for minimizers of obstacle problems with \( p \)-growth conditions, while in Section 4.2, we conclude showing that the a priori estimate is preserved when passing to the limit.

4.1 A priori estimate

Let us consider

\[
\min \left\{ \int_{\Omega} F_j(x, Dw) \, dx : w \in \mathcal{K}_\psi(\Omega) \right\},
\]

(4.1)

where \( F_j : \Omega \times \mathbb{R}^n \to [0, +\infty), \ F_j = F_j(x, \xi), \) was set in Lemma 3.2.

Setting

\[ A_j(x, \xi) = D_\xi F_j(x, \xi), \]

one can easily check that \( A_j \) satisfies (A1)–(A4) and the following assumptions:

\[
|A_j(x, \xi)| \leq l_1(j)(\mu^2 + |\xi|^2)^{\frac{p-1}{2}} \quad (4.2)
\]

\[
|A_j(x, \xi) - A_j(x, \eta)| \leq L_1(j)|\xi - \eta|(\mu^2 + |\xi|^2 + |\eta|^2)^{\frac{p-2}{2}} \quad (4.3)
\]

\[
|A_j(x, \xi) - A_j(y, \xi)| \leq \Theta(j)|x - y|^\alpha(k(x) + k(y))(\mu^2 + |\xi|^2)^{\frac{p-1}{2}} \quad (4.4)
\]

for a.e. \( x, y \in \Omega, \) for every \( \xi, \eta \in \mathbb{R}^n. \) It is well known that \( u_j \in \mathcal{K}_\psi(\Omega) \) is a minimizer of problem (4.1) if, and only if, the following variational inequality holds

\[
\int_{\Omega} \langle A_j(x, Du_j), D(\varphi - u_j) \rangle \, dx \geq 0, \quad \forall \varphi \in \mathcal{K}_\psi(\Omega).
\]

(4.5)

The following result holds:

**Theorem 4.1.** Let \( A_j(x, \xi) \) satisfy (A1)–(A4) and (1.3)–(1.4) for exponents \( 2 \leq p < q < \frac{n}{\alpha} < r \) satisfying (1.5). Let \( u_j \in \mathcal{K}_\psi(\Omega) \) be the solution to the obstacle problem (1.1) if, and only if, the following variational inequality holds

\[
\int_{\Omega} \langle A_j(x, Du_j), D(\varphi - u_j) \rangle \, dx \geq 0, \quad \forall \varphi \in \mathcal{K}_\psi(\Omega).
\]

(4.5)

The following estimate

\[
\int_{B_{R/4}} |\nabla v_p(\partial u_j)|^2 \, dx \leq C|h|^{2\alpha}\left\{ \int_{B_R} (1 + |Du_j|^p) \, dx + \|D\psi\|_{B_{2q-\infty}(B_R)^\kappa} \right\}^\kappa, \quad (4.6)
\]

holds for all balls \( B_{R/4} \subset B_R \subset \Omega, \) for positive constants \( C := C(R, n, p, q, r, \beta), \ \kappa := \kappa(n, p, q, r, \beta), \) both independent of \( j, \) and for some \( 0 < \beta < \alpha. \)
Proof. We start by observing that, since \( p < 2q - p \), we have

\[
D\psi \in B^{\gamma}_{2q-p,\infty,\text{loc}}(\Omega) \Rightarrow D\psi \in B^{\gamma}_{p,\infty,\text{loc}}(\Omega),
\]

thus an application of Theorem 2.11 implies

\[
(\mu^2 + |Du_j|^2)^{\frac{n-2}{r}}Du_j \in B^{\alpha}_{n,\infty,\text{loc}}(\Omega),
\]

which yields, by applying Lemma 2.9,

\[
Du_j \in L^{{np \over n-2\beta}}(\Omega),
\]

for all \( 0 < \beta < \alpha \). Thus, the integral

\[
\int_{\Omega'} (1 + |Du_j|)^{\frac{np}{n-2\beta}} dx
\]

is finite, for every \( \Omega' \subset \Omega \) and \( \beta \in (0, \alpha) \).

In the sequel we will profusely use the following inequality:

\[
2q - p \leq r(2q - p) \leq \frac{np}{n-2\beta}, \tag{4.7}
\]

for \( \beta \in (\frac{\alpha r}{nr+2(nr-n)r}, \alpha) \). The first part of inequality (4.7) is trivial, while the second part comes from (1.5). Namely,

\[
\frac{r(2q - p)}{r - 2} \leq \frac{np}{n-2\beta} \iff \frac{q}{p} \leq \frac{nr - n - \beta r}{r(n-2\beta)}
\]

and

\[
1 + \frac{\alpha}{n} - \frac{1}{r} < \frac{nr - n - \beta r}{r(n-2\beta)} \iff \beta > \frac{\alpha nr}{nr+2(nr-n)r}.
\]

Fix \( 0 < \frac{R}{4} < \rho < s < t < t' < \frac{R}{2} \) such that \( B_R \subset \Omega \) and a cut-off function \( \eta \in C^1_0(B_4) \) such that \( 0 \leq \eta \leq 1 \), \( \eta = 1 \) on \( B_s \), \( |D\eta| \leq \frac{C}{r-s} \).

Now, for \( |h| < \frac{R}{4} \), we consider functions

\[
v_1(x) = \eta^2(x)[(u_j - \psi)(x+h) - (u_j - \psi)(x)]
\]

and

\[
v_2(x) = \eta^2(x-h)[(u_j - \psi)(x-h) - (u_j - \psi)(x)].
\]

Then

\[
\varphi_1(x) = u_j(x) + tv_1(x), \tag{4.8}
\]
\[ \varphi_2(x) = u_j(x) + tv_2(x) \quad (4.9) \]

are admissible test functions for all \( t \in [0, 1) \).

Inserting (4.8) and (4.9) in (4.5), we obtain

\[
\int_{\Omega} \langle A_j(x, Du_j), D(\eta^2 \tau_h(u_j - \psi)) \rangle \, dx + \int_{\Omega} \langle A_j(x, Du_j), D(\eta^2(x - h)\tau_h(u_j - \psi)) \rangle \, dx \geq 0 \quad (4.10)
\]

By means of a simple change of variable, we can write the second integral on the left hand side of the previous inequality as follows

\[
\int_{\Omega} \langle A_j(x + h, Du_j(x + h)), D(-\eta^2 \tau_h(u_j - \psi)) \rangle \, dx \quad (4.11)
\]

and so inequality (4.10) becomes

\[
\int_{\Omega} \langle A_j(x + h, Du_j(x + h)) - A_j(x, Du_j(x)), D(\eta^2 \tau_h(u_j - \psi)) \rangle \, dx \leq 0 \quad (4.12)
\]

We can write previous inequality as follows

\[
0 \geq \int_{\Omega} \langle A_j(x + h, Du_j(x + h)) - A_j(x + h, Du_j(x)), \eta^2 D\tau_hu_j \rangle \, dx
\]

\[- \int_{\Omega} \langle A_j(x + h, Du_j(x + h)) - A_j(x + h, Du_j(x)), \eta^2 D\tau_h\psi \rangle \, dx
\]

\[+ \int_{\Omega} \langle A_j(x + h, Du_j(x)) - A_j(x, Du_j(x)), 2\eta D\tau_h(u_j - \psi) \rangle \, dx
\]

\[+ \int_{\Omega} \langle A_j(x + h, Du_j(x)) - A_j(x, Du_j(x)), \eta^2 D\tau_hu_j \rangle \, dx
\]

\[- \int_{\Omega} \langle A_j(x + h, Du_j(x)) - A_j(x, Du_j(x)), \eta^2 D\tau_h\psi \rangle \, dx
\]

\[+ \int_{\Omega} \langle A_j(x + h, Du_j(x)) - A_j(x, Du_j(x)), 2\eta D\tau_h(u_j - \psi) \rangle \, dx
\]

\[=: I_1 + I_2 + I_3 + I_4 + I_5 + I_6, \quad (4.13)\]

that yields

\[ I_1 \leq |I_2| + |I_3| + |I_4| + |I_5| + |I_6| \quad (4.14)\]

The ellipticity assumption (A2) implies

\[
I_1 \geq \nu \int_{\Omega} \eta^2 |\tau_h Du_j|^2(\mu^2 + |Du_j(x + h)|^2 + |Du_j(x)|^2)^{\frac{\mu^2}{4}} \, dx \quad (4.15)
\]
From the growth condition (A3), Young’s and Hölder’s inequalities and assumption on $D\psi$, we get

$$|I_2| \leq L \int_{\Omega} \eta^2|\tau_h D u_j|(|\mu^2 + |D u_j(x + h)|^2 + |D u_j(x)|^2)^{\frac{p}{2}}|\tau_h D\psi| \, dx$$

$$\leq \varepsilon \int_{\Omega} \eta^2|\tau_h D u_j|^2(\mu^2 + |D u_j(x + h)|^2 + |D u_j(x)|^2)^{\frac{p}{2}} \, dx$$

$$+ C_\varepsilon(L) \int_{\Omega} \eta^2|\tau_h D\psi|^2(\mu^2 + |D u_j(x + h)|^2 + |D u_j(x)|^2)^{\frac{p}{2}} \, dx$$

$$\leq \varepsilon \int_{\Omega} \eta^2|\tau_h D u_j|^2(\mu^2 + |D u_j(x + h)|^2 + |D u_j(x)|^2)^{\frac{p}{2}} \, dx$$

$$+ C_\varepsilon(L) \left( \int_{B_t} |\tau_h D\psi|^{2q-p} \, dx \right)^{\frac{2q-p-2}{2q-p}} \left( \int_{B_t} (1 + |D u_j|)^{2q-p} \, dx \right)^{\frac{2q-p-2}{2q-p}}$$

$$\leq \varepsilon \int_{\Omega} \eta^2|\tau_h D u_j|^2(\mu^2 + |D u_j(x + h)|^2 + |D u_j(x)|^2)^{\frac{p}{2}} \, dx$$

$$+ C_\varepsilon(L, n, p, q)|h|^{2\gamma}|D\psi|^{2q-p}_{B_{2q-p, \infty}(B_R)} \left( \int_{B_t} (1 + |D u_j|)^{2q-p} \, dx \right)^{\frac{2q-p-2}{2q-p}}$$

$$+ C_\varepsilon(L, n, p, q)|h|^{2\gamma}|D\psi|^{2q-p}_{B_{2q-p, \infty}(B_R)} + C_\varepsilon(L, n, p, q)|h|^{2\gamma} \int_{B_t} (1 + |D u_j|)^{2q-p} \, dx.$$

Therefore, from (4.17), we infer

$$|I_2| \leq \varepsilon \int_{\Omega} \eta^2|\tau_h D u_j|^2(\mu^2 + |D u_j(x + h)|^2 + |D u_j(x)|^2)^{\frac{p}{2}} \, dx$$

$$+ C_\varepsilon(L, n, p, q)|h|^{2\gamma}|D\psi|^{2q-p}_{B_{2q-p, \infty}(B_R)} + C_\varepsilon(L, n, p, q)|h|^{2\gamma} \int_{B_t} (1 + |D u_j|)^{r(2q-p)} \, dx$$

$$\left( \int_{B_t} (1 + |D u_j|)^{r} \, dx \right)^{r^{-2}}.$$

Arguing analogously, we get

$$|I_3| \leq 2L \int_{\Omega} |D\eta| |\tau_h D u_j|(1 + |D u_j(x + h)|^2 + |D u_j(x)|^2)^{\frac{p}{2}} |\tau_h(u_j - \psi)| \, dx$$

$$\leq \varepsilon \int_{\Omega} \eta^2|\tau_h D u_j|^2(\mu^2 + |D u_j(x + h)|^2 + |D u_j(x)|^2)^{\frac{p}{2}} \, dx$$

$$+ \frac{C_\varepsilon(L)}{(l - s)^2} \int_{B_{4t}} |\tau_h(u_j - \psi)|^2(\mu^2 + |D u_j(x + h)|^2 + |D u_j(x)|^2)^{\frac{p}{2}} \, dx$$

$$\leq \varepsilon \int_{\Omega} \eta^2|\tau_h D u_j|^2(\mu^2 + |D u_j(x + h)|^2 + |D u_j(x)|^2)^{\frac{p}{2}} \, dx$$

$$+ \frac{C_\varepsilon(L)}{(l - s)^2} \int_{B_{4t}} |\tau_h(u_j - \psi)|^2(\mu^2 + |D u_j(x + h)|^2 + |D u_j(x)|^2)^{\frac{p}{2}} \, dx.$$
Using Young’s inequality and Lemma 2.8, we obtain

\[ |I_3| \leq \varepsilon \int_{\Omega} \eta^2 |\tau_h Du_j|^2 (\mu^2 + |Du_j(x+h)|^2 + |Du_j(x)|^2) \frac{R^2}{2q-p \varepsilon} \, dx \\
+ \frac{C_\varepsilon(L, n, p, q)}{(t-s)^2} |D\psi|^{2q-p} \left( \int_{B_R} (1 + |Du_j|)^{2q-p} \, dx \right)^{\frac{2q-p-2}{2q-p}} \\
+ \frac{C_\varepsilon(L, n, p, q)}{(t-s)^2} |h|^2 \left( \int_{B_R} (1 + |Du_j|)^{2q-p} \, dx \right)^{\frac{2q-p-2}{2q-p}}.
\]

Recalling the first inequality of (4.17), we can write

\[ |I_3| \leq \varepsilon \int_{\Omega} \eta^2 |\tau_h Du_j|^2 (\mu^2 + |Du_j(x+h)|^2 + |Du_j(x)|^2) \frac{R^2}{2q-p \varepsilon} \, dx \\
+ \frac{C_\varepsilon(L, n, p, q)}{(t-s)^2} |h|^2 \left( \int_{B_R} |D\psi|^{2q-p} \, dx \right) \\
+ \frac{C_\varepsilon(L, n, p, q)}{(t-s)^2} |h|^2 \left( \int_{B_{t'}} (1 + |Du_j|)^{r(2q-p)} \, dx \right)^{\frac{r-2}{r}}. \tag{4.18}
\]

In order to estimate the integral $I_4$, we use assumption (A4), and Young’s and Hölder’s inequalities as follows

\[ |I_4| \leq \int_{\Omega} \eta^2 |\tau_h Du_j| |h|^a (k(x+h) + k(x))(1 + |Du_j(x)|)^{\frac{2q-2}{2q-p}} \, dx \\
\leq \varepsilon \int_{\Omega} \eta^2 |\tau_h Du_j|^2 (\mu^2 + |Du_j(x+h)|^2 + |Du_j(x)|^2) \frac{R^2}{2q-p \varepsilon} \, dx \\
+ C_\varepsilon |h|^{2a} \int_{B_t} (k(x+h) + k(x))(1 + |Du_j|)^{2q-p} \, dx \\
\leq \varepsilon \int_{\Omega} \eta^2 |\tau_h Du_j|^2 (\mu^2 + |Du_j(x+h)|^2 + |Du_j(x)|^2) \frac{R^2}{2q-p \varepsilon} \, dx \\
+ C_\varepsilon |h|^{2a} \int_{B_t} (k(x+h) + k(x))(1 + |Du_j|)^{2q-p} \, dx.
\]
\[ \leq \epsilon \int_{\Omega} \eta^2 |\tau_hDu_j|^2(\mu^2 + |Du_j(x + h)|^2 + |Du_j(x)|^2) \frac{r-2}{r} \, dx \\
+ C \epsilon |h|^{2\alpha} \left( \int_{B_R} k^r \, dx \right)^{\frac{1}{r}} \left( \int_{B_t} \left( 1 + |Du_j| \right)^{\frac{r(2q-p)}{r-2}} \, dx \right)^{\frac{r-2}{r-1}}. \tag{4.19} \]

We now take care of \( I_5 \). Similarly as above, exploiting assumption (A4) and Hölder’s inequality, we infer
\[
|I_5| \leq \int_{\Omega} \eta^2 |\tau_hD\psi||h|^{\alpha}(k(x + h) + k(x))(1 + |Du_j|^2) \frac{r-1}{r} \, dx \\
\leq |h|^{\alpha} \left( \int_{B_{k^r}} k^r \, dx \right)^{\frac{1}{r}} \left( \int_{B_t} |\tau_hD\psi|^{\frac{r}{r-1}}(1 + |Du_j|) \frac{r(q-1)}{r-1} \, dx \right)^{\frac{r-1}{r}} \\
\leq |h|^{\alpha} \left( \int_{B_R} k^r \, dx \right)^{\frac{1}{r}} \left( \int_{B_t} |\tau_hD\psi|^{2q-p} \, dx \right)^{\frac{1}{2q-p}} \left( \int_{B_t} \left( 1 + |Du_j| \right)^{\frac{r(2q-p)}{r-2}} \, dx \right)^{\frac{r-2}{r-1}}. \tag{4.20} \]

Now, we observe
\[
\frac{r(q-1)(2q-p)}{(r-1)(2q-p) - r} \leq \frac{r(2q-p)}{r-2} \Leftrightarrow p - 2 + r(q - p) \geq 0, \tag{4.21} \]
which is true by assumption, that is \( p \geq 2, r > \frac{n}{\alpha} > 2 \) and \( q > p \). Hence
\[
|I_5| \leq |h|^{\alpha+\gamma} \left( \int_{B_R} k^r \, dx \right)^{\frac{1}{r}} |\tau_hD\psi|_{B_{2q-p,\infty}(B_R)} \left( \int_{B_t} \left( 1 + |Du_j| \right)^{\frac{r(2q-p)}{r-2}} \, dx \right)^{\frac{r-2(q-1)}{r(2q-p)}}. \tag{4.22} \]

From assumption (A4), hypothesis \( |D\eta| < \frac{C}{t-s} \) and Hölder’s inequality, we infer the following estimate for \( I_6 \).
\[
|I_6| \leq \frac{C}{t-s} |h|^{\alpha} \int_{B_t} |\tau_h\psi|((k(x + h) + k(x))(1 + |Du_j|^2) \frac{2q-1}{r} \, dx \\
+ \frac{C}{t-s} |h|^{\alpha} \int_{B_t} |\tau_hu_j|((k(x + h) + k(x))(1 + |Du_j|^2) \frac{2q-1}{r} \, dx \\
\leq \frac{C}{t-s} |h|^{\alpha} \left( \int_{B_R} k^r \, dx \right)^{\frac{1}{r}} \left( \int_{B_t} |\tau_h\psi|^{2q-p} \, dx \right)^{\frac{1}{2q-p}} \\
\cdot \left( \int_{B_t} \left( 1 + |Du_j| \right)^{\frac{r(q-1)(2q-p)}{r-1}(2q-p)} \, dx \right)^{\frac{r-1}{r-2}} \\
+ \frac{C}{t-s} |h|^{\alpha} \left( \int_{B_{k^r}} k^r \, dx \right)^{\frac{1}{r}} \left( \int_{B_t} |\tau_h\psi|^{\frac{r}{r-1}} \left( 1 + |Du_j| \right)^{\frac{r(q-1)}{r-1}} \, dx \right)^{\frac{r-1}{r}}. \tag{4.23} \]
Using once again Hölder’s inequality, we have

\[ |I_6| \leq \frac{C}{t-s} |h|^{\alpha + 1} \left( \int_{B_R} k^r \, dx \right)^{\frac{1}{r}} \left( \int_{B_R} |D\psi|^{2q-p} \, dx \right)^{\frac{1}{2q-p}} \cdot \left( \int_{B_t} (1 + |Du_j|)^{\frac{r(2q-p)}{r-2}} \, dx \right)^{\frac{r-1}{rq}} \left( \int_{B_t} (1 + |Du_j|)^{\frac{rq}{r-1}} \, dx \right)^{\frac{r}{rq}}. \]

Inserting estimates (4.15), (4.16), (4.18), (4.19), (4.21) and (4.23) in (4.14), we infer

\[ |I_6| \leq \frac{C}{t-s} |h|^{\alpha + 1} \left( \int_{B_R} k^r \, dx \right)^{\frac{1}{r}} \left( \int_{B_R} |D\psi|^{2q-p} \, dx \right)^{\frac{1}{2q-p}} \cdot \left( \int_{B_t} (1 + |Du_j|)^{\frac{r(2q-p)}{r-2}} \, dx \right)^{\frac{r-1}{rq}} \left( \int_{B_t} (1 + |Du_j|)^{\frac{rq}{r-1}} \, dx \right)^{\frac{r}{rq}}. \]

We remark that

\[
\frac{rq}{r-1} \leq \frac{r(2q-p)}{r-2} \Leftrightarrow p + r(q - p) \geq 0, \tag{4.22}
\]

which is true by assumption, that is \( p \geq 2, r > \frac{\alpha}{\alpha} > 2 \) and \( q > p \). Hence

\[ |I_6| \leq \frac{C}{t-s} |h|^{\alpha + 1} \left( \int_{B_R} k^r \, dx \right)^{\frac{1}{r}} \left( \int_{B_R} |D\psi|^{2q-p} \, dx \right)^{\frac{1}{2q-p}} \cdot \left( \int_{B_t} (1 + |Du_j|)^{\frac{r(2q-p)}{r-2}} \, dx \right)^{\frac{r-1}{rq}} \left( \int_{B_t} (1 + |Du_j|)^{\frac{rq}{r-1}} \, dx \right)^{\frac{r}{rq}}. \tag{4.23}
\]

Inserting estimates (4.15), (4.16), (4.18), (4.19), (4.21) and (4.23) in (4.14), we infer

\[
\nu \int_{\Omega} \eta^2 |\tau_h Du_j|^2 (\mu^2 + |Du_j(x + h)|^2 + |Du_j(x)|^2)^{\frac{p-2}{2}} \, dx
\leq 3 \varepsilon \int_{\Omega} \eta^2 |\tau_h Du_j|^2 (\mu^2 + |Du_j(x + h)|^2 + |Du_j(x)|^2)^{\frac{p-2}{2}} \, dx
\]
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where

Hence we get the following inequalities

We now introduce the following interpolation inequality

\[ \|Dw\|_{r_{2q-p}^{(2q-p)}} \leq \|Dw\|_{p_{\delta}}^{\|\delta\|_{\beta}} \|Dw\|_{\frac{1-\delta}{n-p}}^{1-\delta} \]

where \(0 < \delta < 1\) is defined through the condition

\[ \frac{r-2}{r(2q-p)} = \frac{\delta}{p} + \frac{(1-\delta)(n-2\beta)}{np} \]

which implies

\[ \delta = \frac{nr(p-q) - np + \beta r(2q-p)}{\beta r(2q-p)}, \quad 1-\delta = \frac{n[r(q-p)+p]}{\beta r(2q-p)} \]

Hence we get the following inequalities

\[ \left( \int_{B_{\ell'}} (1 + |Du|)^{\frac{r(2q-p)}{r-2}} dx \right)^{\frac{r-2}{r}} \leq \left( \int_{B_{\ell'}} (1 + |Du|)^p dx \right)^{\frac{\delta}{(2q-p)}} \left( \int_{B_{\ell'}} (1 + |Du|)^{\frac{nbp}{n-2\delta}} dx \right)^{\frac{(n-2\delta)(q-p)+p}{np}}, \]
\[
\left( \int_{B_t} (1 + |Du_j|)^{\frac{r(q-p)}{r-2}} \, dx \right)^{\frac{r-2(q-1)}{r-2}} \leq \left( \int_{B_t} (1 + |Du_j|)^{\frac{\delta(q-1)}{p}} \, dx \right) \cdot \left( \int_{B_t} (1 + |Du_j|)^{\frac{nq}{\beta pr}} \, dx \right)^{\frac{(n-2\delta)(q-1)p'}{p}}, \tag{4.28}
\]

\[
\left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{r(q-p)}{r-2}} \, dx \right)^{\frac{r-2(q-1)}{r-2}} \leq \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{\delta(q-1)}{p}} \, dx \right) \cdot \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{nq}{\beta pr}} \, dx \right)^{\frac{(n-2\delta)(q-1)p'}{p}}, \tag{4.29}
\]

where \( p' = \frac{r(q-p)+p}{\beta r(2q-p)} \).

Inserting (4.27), (4.28) and (4.29) in (4.24), and exploiting the bounds
\[
\frac{n[r(q-p)+p]}{\beta pr} < 1, \quad \frac{n(q-1)[r(q-p)+p]}{\beta rp(2q-p)} < 1, \quad \frac{nq[r(q-p)+p]}{\beta pr(2q-p)} < 1, \tag{4.30}
\]

which hold by assumption (1.5) and for \( \beta \in (\frac{n[r(q-p)+p]}{pr}, \alpha) \), from Young’s inequality, we infer

\[
\nu \int_{\Omega} \eta^2 |\tau h Du_j|^2 (\mu^2 + |Du_j(x+h)|^2 + |Du_j(x)|^2)^{\frac{n-2}{n}} \, dx
\]

\[
\leq 3\varepsilon \int_{\Omega} \eta^2 |\tau h Du_j|^2 (\mu^2 + |Du_j(x+h)|^2 + |Du_j(x)|^2)^{\frac{n-2}{n}} \, dx
\]

\[
+ C_\varepsilon(L, n, p, q)|h|^{2\gamma |D\psi|_{B_{2q-p},\infty(B_{R/2})}^2} + C_{\varepsilon,0}(L, n, p, q)|h|^{2\gamma \left( \int_{B_R} (1 + |Du_j|)^{p} \, dx \right)^{\frac{\delta(q-1)p}{p}}}
\]

\[
+ \theta |h|^{2\gamma \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{nq}{\beta pr}} \, dx \right)^{\frac{n-2\delta}{n}}}
\]

\[
+ C_\varepsilon(L, n, p, q)|h|^{2}\left( \int_{B_{t'}} |D\psi|^{2q-p} \, dx \right)^{\frac{n-2\delta}{n}}
\]

\[
+ \theta |h|^2 \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{nq}{\beta pr}} \, dx \right)^{\frac{n-2\delta}{n}}
\]

\[
+ C_{\varepsilon,0}(L, n, p, q)|h|^{2\alpha \left( \int_{B_R} k^r \, dx \right)^{2\alpha}}
\]

\[
\cdot \left( \int_{B_R} (1 + |Du_j|)^{p} \, dx \right)^{\frac{\delta(q-1)p}{p}}
\]

\[
\cdot \left( \int_{B_R} (1 + |Du_j|)^{p} \, dx \right)^{\frac{(n-2\delta)(q-1)p'}{p}}.
\]
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\[+ \theta h^{2\alpha} \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{np}{n-2\alpha}} \right)^{\frac{n-2\alpha}{n}} + C_\theta h^{\alpha+\gamma} \left( \int_{B_R} k^\gamma dx \right)^{\frac{\beta''}{\gamma}} \cdot [D\psi]_{B_{2q-p},\infty}^{\beta''}(B_{R/2}) \cdot \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\beta(q-1)(2q-p)p''}{p}} \]

\[= \theta h^{\alpha+1} \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{np}{n-2\alpha}} dx \right)^{\frac{n-2\alpha}{n}} + C_\theta h^{\alpha+1} \left( \int_{B_R} k^\gamma dx \right)^{\frac{\beta''}{\gamma}} \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\beta''}{p}} + \theta h^{\alpha+1} \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{np}{n-2\alpha}} dx \right)^{\frac{n-2\alpha}{n}} \]

for some constant \( \theta \in (0, 1) \), where we set \( \hat{p} = \frac{\beta p r n(r-q-p)}{\beta p r n(r-q-p) + p}; \)

\( p'' = \frac{p}{p - (1 - \delta) q} \).

For a better readability we now define

\[A = C_\epsilon(L, n, p, q)[D\psi]_{B_{2q-p},\infty}^{2q-p}(B_{R/2}) \cdot C_\epsilon,\theta(L, n, p, q) \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\beta(q-1)(2q-p)p''}{p}} + C_{\epsilon,\theta}(n, p, q) \left( \int_{B_R} k^\gamma dx \right)^{\frac{\beta''}{\gamma}} \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\beta(q-1)(2q-p)p''}{p}} \]

\[+ C_\theta \left( \int_{B_R} k^\gamma dx \right)^{\frac{\beta''}{\gamma}} [D\psi]_{B_{2q-p},\infty}^{\beta''}(B_{R/2}) \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\beta(q-1)(2q-p)p''}{p}} \]

\[B_1 = C_\epsilon(L, n, p, q) \int_{B_R} |D\psi|^{2q-p} dx, \]
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\[ B_2 = C_{\epsilon, \theta}(L, n, p, q) \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\nu(2q-p)}{p}}, \]

\[ B_3 = C_{\theta} \left( \int_{B_R} k^r dx \right)^{\frac{n\nu}{n-p}} \left( \int_{B_R} |D\psi|^{2q-p} dx \right)^{\frac{\nu}{2q-p}} \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\delta(q-1)\nu}{p}}, \]

\[ B_4 = C_{\theta} \left( \int_{B_R} k^r dx \right)^{\frac{n\nu}{n-p}} \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\nu}{p}}, \]

so that we can rewrite the previous estimate as

\[
\begin{align*}
\nu \int_{\Omega} \eta^2 |\tau_h Du_j|^2 (\mu^2 + |Du_j(x+h)|^2 + |Du_j(x)|^2)^{\frac{p-2}{2}} dx \\
\leq 3\varepsilon \int_{\Omega} \eta^2 |\tau_h Du_j|^2 (\mu^2 + |Du_j(x+h)|^2 + |Du_j(x)|^2)^{\frac{p-2}{2}} dx \\
+ \theta(|h|^{2\alpha} + |h|^{\alpha+\gamma} + |h|^{\alpha+1}) \left( \int_{B_t} (1 + |Du_j|)^{\frac{np}{n-2p}} dx \right)^{\frac{n-2\alpha}{n}} \\
+ \theta(|h|^2 + |h|^{2\gamma} + |h|^{\alpha+1}) \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{np}{n-2p}} dx \right)^{\frac{n-2\alpha}{n}} \\
+ (|h|^{2\gamma} + |h|^{2\alpha} + |h|^{\alpha+\gamma}) A + |h|^2 \frac{B_1}{(t-s)^2} + |h|^2 \frac{B_2}{(t-s)^{2\rho}} \\
+ |h|^{\alpha+1} \frac{B_3}{(t-s)^{\rho'}} + |h|^{\alpha+1} \frac{B_4}{(t-s)^{\rho'}}.
\end{align*}
\]

Choosing \( \varepsilon = \frac{\nu}{6}, \) we can reabsorb the first integral in the right hand side of the previous estimate by the left hand side, thus getting

\[
\begin{align*}
\int_{\Omega} \eta^2 |\tau_h Du_j|^2 (\mu^2 + |Du_j(x+h)|^2 + |Du_j(x)|^2)^{\frac{p-2}{2}} dx \\
\leq 3\theta |h|^{2\alpha} \left( \int_{B_t} (1 + |Du_j|)^{\frac{np}{n-2p}} dx \right)^{\frac{n-2\alpha}{n}} + 3\theta |h|^{2\alpha} \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{np}{n-2p}} dx \right)^{\frac{n-2\alpha}{n}} \\
+ |h|^{2\alpha} A + |h|^2 \frac{B_1}{(t-s)^2} + |h|^2 \frac{B_2}{(t-s)^{2\rho}} + |h|^{2\alpha} \frac{B_3}{(t-s)^{\rho'}} + |h|^{2\alpha} \frac{B_4}{(t-s)^{\rho'}}.
\end{align*}
\]

where we used the fact that \( \alpha < \gamma. \) Using Lemma 2.1 in the left hand side of the previous inequality, recalling that \( \eta = 1 \) on \( B_s, \) we get

\[
\begin{align*}
\int_{B_s} |\tau_h V_p(Du_j)|^2 dx \\& \leq |h|^{2\alpha} \left[ 3\theta \left( \int_{B_t} (1 + |Du_j|)^{\frac{np}{n-2p}} dx \right)^{\frac{n-2\alpha}{n}} + 3\theta \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{np}{n-2p}} dx \right)^{\frac{n-2\alpha}{n}} \right],
\end{align*}
\]
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\[ A + \frac{B_1}{(t-s)^2} + \frac{B_2}{(t-s)^p} + \frac{B_3}{(t-s)^{p'}} + \frac{B_4}{(t-s)^{p''}} \].

(4.32)

Lemma 2.9 and inequality (2.1) imply
\[
\left( \int_{B_s} |Du_j|^{\frac{n p}{n-2\beta}} dx \right)^{-\frac{n-2\beta}{n}} \leq 3\theta \left( \int_{B_t} (1 + |Du_j|)^{\frac{n p}{n-2\beta}} dx \right)^{-\frac{n-2\beta}{n}} + 3\theta \left( \int_{B_t'} (1 + |Du_j|)^{\frac{n p}{n-2\beta}} dx \right)^{-\frac{n-2\beta}{n}} + A + \frac{B_1}{(t-s)^2} + \frac{B_2}{(t-s)^{2p}} + \frac{B_3}{(t-s)^{p'}} + \frac{B_4}{(t-s)^{p''}},
\]

(4.33)

for all \( \beta \in (0, \alpha) \).

Setting
\[
\Phi(r) = \left( \int_{B_r} |Du_j|^{\frac{n p}{n-2\beta}} dx \right)^{-\frac{n-2\beta}{n}},
\]
we can write inequality (4.33) as
\[
\Phi(s) \leq 3\theta \Phi(t) + 3\theta \Phi(t') + A + \frac{B_1}{(t-s)^2} + \frac{B_2}{(t-s)^{2p}} + \frac{B_3}{(t-s)^{p'}} + \frac{B_4}{(t-s)^{p''}}.
\]

(4.34)

By virtue of Lemma 2.2, choosing \( 0 < \theta < 1/3 \), we obtain
\[
\Phi(\rho) \leq c \left( 3\theta \Phi(t') + A + \frac{B_1}{R^2} + \frac{B_2}{R^{2p}} + \frac{B_3}{R^{p'}} + \frac{B_4}{R^{p''}} \right),
\]

(4.35)

for some constant \( c := c(n, p, q, r, \beta, \theta) \). Then, applying Lemma 2.2 again, we get
\[
\Phi \left( \frac{R}{4} \right) \leq \tilde{c} \left( A + \frac{B_1}{R^2} + \frac{B_2}{R^{2p}} + \frac{B_3}{R^{p'}} + \frac{B_4}{R^{p''}} \right),
\]

(4.36)

with \( \tilde{c} := \tilde{c}(n, p, q, r, \beta, \theta) \).

Now, recalling the definition of \( \Phi \), we obtain
\[
\left( \int_{B_{R/4}} |Du_j|^{\frac{n p}{n-2\beta}} dx \right)^{-\frac{n-2\beta}{n}} \leq \tilde{c} \left\{ \int_{B_R} (1 + |Du_j|^p) dx + \|D\psi\|_{B_{2q-p, \infty}(B_R/2)} \right\} \kappa,
\]

(4.37)

thus, using Lemma 2.3, from inequalities (1.37) and (1.32), we deduce the a priori estimate
\[
\int_{B_{R/4}} |\tau h V_p(Du_j)|^2 dx \leq C|h|^{2\alpha} \left\{ \int_{B_R} (1 + |Du_j|^p) dx + \|D\psi\|_{B_{2q-p, \infty}(B_R/2)} \right\} \kappa,
\]

(4.38)

for some \( \beta < \alpha \), where \( C := C(R, n, p, q, r, \beta) \) and \( \kappa := \kappa(n, p, q, r, \beta) \).
4.2 Passage to the limit

Let \( u \in \mathcal{K}_\psi(\Omega) \) be a solution to (1.3), and let \( F_j \) be defined as in Lemma 3.2. From Theorem 3.1 there exists \( c_1 > 0 \) such that

\[
|\xi|^p \leq c_1 (1 + F_j(x, \xi)), \quad \forall j \in \mathbb{N}.
\]  

(4.39)

Fixed \( B_R \Subset \Omega \), let \( u_j \) be the solution of the problem

\[
\min \left\{ \int_{B_R} F_j(x, Dw) dx : w \geq \psi \text{ a.e. in } B_R, \ w \in u + W^{1,p}_0(B_R) \right\}.
\]

From (4.39), the minimality of \( u_j \) implies

\[
\int_{B_R} |Du_j|^p dx \leq c_1 \int_{B_R} (1 + F_j(x, Du_j)) dx \\
\leq c_1 \int_{B_R} (1 + F_j(x, Du)) dx \\
\leq c_1 \int_{B_R} (1 + F(x, Du)) dx,
\]

(4.40)

where in the last inequality we used Lemma 3.2 (ii). Thus, up to subsequences,

\[
u_j \rightharpoonup \tilde{u} \text{ in } u + W^{1,p}_0(B_R)
\]

(4.41)

and

\[
u_j \to \tilde{u} \text{ in } L^p(B_R).
\]

(4.42)

For any \( j \), \( F_j \) satisfies the assumptions of Theorem 4.1. Combining (1.37) and (1.40) we get

\[
\|Du_j\|_{L^\frac{np}{n-2\beta}(B_R/4)} \leq \tilde{c} \left\{ \int_{B_R} (1 + F(x, Du)) dx + \|D\psi\|_{B_2^{q-p,\infty}(B_R)} \right\}^{\tilde{k}},
\]

(4.43)

thus, by (4.41), (4.43) and weak lower semicontinuity, we infer

\[
\|D\tilde{u}\|_{L^\frac{np}{n-2\beta}(B_R/4)} \leq \liminf_{j \to \infty} \|Du_j\|_{L^\frac{np}{n-2\beta}(B_R/4)} \\
\leq \tilde{c} \left\{ \int_{B_R} (1 + F(x, Du)) dx + \|D\psi\|_{B_2^{q-p,\infty}(B_R)} \right\}^{\tilde{k}}.
\]

(4.44)

By weak lower semicontinuity of the functional \( v \to \int_{B_R} F_j(x, Dv(x)) dx \), (4.41), Lemma 3.2(ii) and minimality of the \( u_j \)'s, we have

\[
\int_{B_R} F(x, Du_j) dx \leq \liminf_{j \to \infty} \int_{B_R} F(x, Du_j) dx
\]
\[ \leq \liminf_{j \to \infty} \int_{B_R} F_j(x, Du_j) \, dx \]
\[ \leq \int_{B_R} F(x, Du) \, dx. \quad (4.45) \]

Moreover, by the weak convergence \((4.41)\), the limit function \(\tilde{u}\) still belongs to \(K_\psi(B_R)\), since this set is convex and closed. Thus, we can conclude that
\[ \tilde{u} = u \quad \text{a.e. in } B_R \quad (4.46) \]
by strict convexity of \(F\), and, recalling estimate \((4.44)\),
\[ \|Du\|_{L^{np-(2\beta)}} \leq \tilde{c} \left( \int_{B_R} (1 + F(x, Du)) \, dx + \|D\psi\|_{B^{\gamma}_{2q-p, \infty}(B/4)} \right)^{\tilde{\alpha}}. \quad (4.47) \]

Finally, we can repeat the proof of Theorem \(4.1\) obtaining \(V_p(Du) \in B^{\alpha}_{2, \infty, \text{loc}}(\Omega)\).

5 Proof of Theorem \(1.2\)

This section is devoted to the proof of Theorem \(1.2\). We here focus only on the derivation of the a priori estimate. Indeed, the limit procedure is achieved using the same arguments presented in Sections \(3\) (cnfr. Remark \(3.3\)) and \(4.2\).

We a priori assume that the map \(\mathcal{A}\) satisfies appropriate growth conditions so that the integral
\[ \int_{\Omega'} (1 + |Du_j|)^{\frac{np}{r-2}} \, dx \]
is finite, for every \(\Omega' \subset \Omega\), where we denote \(\lambda = \min\{\alpha, \gamma\}\).

Arguing analogously as in the proof of Theorem \(4.1\), we define the integrals \(I_1 - I_6\) according to \((4.13)\) and we are able to derive estimates \((4.14)\) and \((4.15)\). We need to treat differently the integrals \(I_2 - I_6\) in which the new assumptions \((A5)\) on the gradient of the obstacle and on the map \(x \mapsto \mathcal{A}(x, \xi)\) come into the play.

Similarly as we did for \((4.7)\) but using this time \((1.7)\), we get
\[ 2q - p \leq \frac{r(2q - p)}{r - 2} \leq \frac{np}{n - 2\lambda}. \quad (5.1) \]

Consider the integral \(I_2\), then according to \(L^p\) embeddings and Young’s inequality,
\[ |I_2| \leq \varepsilon \int_{\Omega} \eta^2 |\nabla Du_j|^2 (\mu^2 + |Du_j(x + h)|^2 + |Du_j(x)|^2)^{\frac{r}{2}} \, dx \]
\[ + C_ε(L) \left( \int_{B_t} |τ_h Dψ|^{2q-p} dx \right)^{\frac{2}{2q-p}} \left( \int_{B_{t'}} (1 + |Du_j|)^{2q-p} dx \right)^{\frac{2q-p-2}{2q-p}} \]

\[ \leq ε \int_{Ω} η^2 |τ_h Du_j|^2 (μ^2 + |Du_j(x + h)|^2 + |Du_j(x)|^2)^{\frac{r-2}{2}} dx \]

\[ + C_ε(L) \left( \int_{B_{t/2}} |τ_h Dψ|^{2q-p} dx \right)^{\frac{2}{2q-p}} \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{(r-2)(2q-p-2)}{r(2q-p)}} dx \right)^{\frac{r-2}{r(2q-p)}} , \quad (5.2) \]

where in the last inequality we used (5.1).

In order to take care of \( I_3 \), we are able to perform the same computations which led us to (4.18), that is

\[ |I_3| \leq ε \int_{Ω} η^2 |τ_h Du_j|^2 (μ^2 + |Du_j(x + h)|^2 + |Du_j(x)|^2)^{\frac{r-2}{2}} dx \]

\[ + \frac{C_ε(L, n, p, q)}{(t-s)^2} |h|^2 \int_{B_t} |Dψ|^{2q-p} dx \]

\[ + \frac{C_ε(L, n, p, q)}{(t-s)^2} |h|^2 \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{(r-2)(2q-p-2)}{r(2q-p)}} dx \right)^{\frac{r-2}{r(2q-p)}} . \quad (5.3) \]

Now, we estimate the integral \( I_4 \). Assumption (A5), Young’s and Hölder’s inequalities yield that

\[ |I_4| \leq \int_{Ω} η^2 |τ_h Du_j||h|^\alpha (g_k(x + h) + g_k(x))(1 + |Du_j(x)|)^{\frac{2α-1}{2}} dx \]

\[ \leq ε \int_{Ω} η^2 |τ_h Du_j|^2 (μ^2 + |Du_j(x + h)|^2 + |Du_j(x)|^2)^{\frac{r-2}{2}} dx \]

\[ + \frac{C_ε|h|^{2α}}{(t-s)^2} \int_{B_t} (g_k(x + h) + g_k(x))^2 (1 + |Du_j|)^{2q-p} dx \]

\[ \leq ε \int_{Ω} η^2 |τ_h Du_j|^2 (μ^2 + |Du_j(x + h)|^2 + |Du_j(x)|^2)^{\frac{r-2}{2}} dx \]

\[ + C_ε|h|^{2α} \left( \int_{B_{t}} (g_k(x + h) + g_k(x))^\prime dx \right)^{\frac{1}{2}} \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{(r-2)(2q-p-2)}{r(2q-p)}} dx \right)^{\frac{r-2}{r(2q-p)}} . \quad (5.4) \]

Exploiting assumption (A5) and Hölder’s inequality, we infer the following estimate for the integral \( I_5 \)

\[ |I_5| \leq \int_{Ω} η^2 |τ_h Dψ||h|^\alpha (g_k(x + h) + g_k(x))(1 + |Du_j|^2)^{\frac{α-1}{2}} dx \]

\[ \leq |h|^\alpha \left( \int_{B_{t}} (g_k(x + h) + g_k(x))^\prime dx \right)^{\frac{1}{2}} \left( \int_{B_{t'}} |τ_h Dψ|^{2q-p} dx \right)^{\frac{1}{2q-p}} . \]
\[ \left( \int_{B_t} (1 + |Du_j|)^{\frac{(r-1)(2q-p)}{r(2q-p) - r}} \right)^{\frac{r-1}{r(2q-p) - r}} \leq |h|^\alpha \left( \int_{B_{R/2}} (g_k(x + h) + g_k(x))^r dx \right)^{\frac{1}{r}} \left( \int_{B_{R/2}} |\tau_h D\psi|^{2q-p} dx \right)^{\frac{1}{2q-p}} \cdot \left( \int_{B_t} (1 + |Du_j|)^{\frac{(r-1)(2q-p)}{r(2q-p) - r}} \right)^{\frac{r-1}{r(2q-p) - r}} \]

where in the last inequality we used (4.20).

Similarly as above, from assumption (A5), (4.20), hypothesis $|D\eta| < \frac{C}{t-s}$ and Hölder’s inequality, we can estimate the integral $I_6$ as follows

\[ |I_6| \leq \frac{C}{t-s} |h|^\alpha \int_{B_t} |\tau_h \psi|(g_k(x + h) + g_k(x))(1 + |Du_j|^2)^{\frac{q-1}{2}} dx \]

\[ + \frac{C}{t-s} |h|^\alpha \int_{B_t} |\tau_h u_j|(g_k(x + h) + g_k(x))(1 + |Du_j|^2)^{\frac{q-1}{2}} dx \]

\[ \leq \frac{C}{t-s} |h|^\alpha \left( \int_{B_t} (g_k(x + h) + g_k(x))^r dx \right)^{\frac{1}{r}} \left( \int_{B_t} |\tau_h \psi|^{2q-p} dx \right)^{\frac{1}{2q-p}} \cdot \left( \int_{B_t} (1 + |Du_j|)^{\frac{(r-1)(2q-p)}{r(2q-p) - r}} dx \right)^{\frac{r-1}{r(2q-p) - r}} \]

\[ + \frac{C}{t-s} |h|^\alpha \left( \int_{B_t} (g_k(x + h) + g_k(x))^r dx \right)^{\frac{1}{r}} \left( \int_{B_t} |\tau_h u_j|^{\frac{q}{r}} dx \right)^{\frac{1}{q}} \cdot \left( \int_{B_t} (1 + |Du_j|)^{\frac{r(q-1)}{r(q-1)}} dx \right)\]

\[ \leq \frac{C}{t-s} |h|^{\alpha + 1} \left( \int_{B_{R/2}} (g_k(x + h) + g_k(x))^r dx \right)^{\frac{1}{r}} \left( \int_{B_R} |D\psi|^{2q-p} dx \right)^{\frac{1}{2q-p}} \cdot \left( \int_{B_t} (1 + |Du_j|)^{\frac{r(q-1)}{r(q-1)}} dx \right)\]

Inserting estimates (4.15), (5.2), (5.3), (5.4), (5.5) and (5.6) in (4.14), we infer

\[ \nu \int_\Omega \eta^2 |\tau_h Du|^2 (\mu^2 + |Du_j(x + h)|^2 + |Du_j(x)|^2)^{\frac{p-2}{2}} dx \leq 3\varepsilon \int_\Omega \eta^2 |\tau_h Du|^2 (\mu^2 + |Du_j(x + h)|^2 + |Du_j(x)|^2)^{\frac{p-2}{2}} dx \]
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Hence, using the interpolation inequality (5.8), from estimate (5.7), we infer

\[ \beta \]

Replacing \( \nu \) in (4.25), we get the following interpolation inequality

\[ \| Dw \| \frac{r(2q-p)}{r-2} \leq \| D\eta \|_p^\delta \| Dw \|^{\frac{1-\delta}{n-2\lambda}}, \]

where \( 0 < \delta < 1 \) is defined through the condition

\[ \frac{r-2}{r(2q-p)} = \frac{\delta}{p} + \frac{(1-\delta)(n-2\lambda)}{np}. \]

Hence, using the interpolation inequality (5.8), from estimate (5.7), we infer

\[ \frac{r-2}{r(2q-p)} = \frac{\delta}{p} + \frac{(1-\delta)(n-2\lambda)}{np}. \]
Choosing \( \varepsilon = \frac{\nu}{6} \) yields

\[
\nu \int_{\Omega} \eta^2 |\tau_h Du|^2 (\mu^2 + |Du_j(x+h)|^2 + |Du_j(x)|^2)^{\frac{2}{2q-p}} dx \\
\leq C \left( \int_{B_{R/2}} |\tau_h D\psi|^{2q-p} dx \right)^{\frac{2}{2q-p}} \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{(1-\delta)(n-2\delta)(2\alpha-\varepsilon-2)}{np}}.
\]

(5.10)
\[
\cdot \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} \right)^{\frac{(1-\delta)(n-2\lambda)(2q-p-2)}{np} (1-\delta)(n-2\lambda)(q-1)}
+ \frac{C}{(t-s)^2} |h|^2 \int_{B_t} |D\psi|^{2q-p} dx
+ \frac{C}{(t-s)^2} |h|^2 \left( \int_{B_t} (1 + |Du_j|)^{p} dx \right)^{\frac{\delta(2q-p)}{p}} \left( \int_{B_t} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} \right)^{\frac{(1-\delta)(n-2\lambda)(q-1)}{np}}
\cdot \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} dx \right)^{\frac{(1-\delta)(n-2\lambda)(q-1)}{np}}
+ C|h|^{2\alpha} \left( \int_{B_{R/2}} (g_k(x + h) + g_k(x))^r dx \right)^{\frac{1}{r}} \left( \int_{B_{R/2}} |\eta \psi D\psi|^{2q-p} dx \right)^{\frac{\delta(2q-p)}{q-1}} \left( \int_{B_{R/2}} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} \right)^{\frac{(1-\delta)(n-2\lambda)(q-1)}{np}}
\cdot \left( \int_{B_t} (1 + |Du_j|)^{p} dx \right)^{\frac{\delta(q-1)}{p}} \left( \int_{B_t} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} dx \right)^{\frac{(1-\delta)(n-2\lambda)(q-1)}{np}}
+ C \frac{|h|^{\alpha+1}}{t-s} \left( \int_{B_{R/2}} (g_k(x + h) + g_k(x))^r dx \right)^{\frac{1}{r}} \left( \int_{B_{R/2}} |D\psi|^{2q-p} dx \right)^{\frac{\delta(2q-p)}{q-1}} \left( \int_{B_{R/2}} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} dx \right)^{\frac{(1-\delta)(n-2\lambda)(q-1)}{np}}
\cdot \left( \int_{B_{t'}} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} dx \right)^{\frac{(1-\delta)(n-2\lambda)(q-1)}{np}}
\]

for a positive constant \( C := C(L, n, p, q) \).

Using Lemma [2.1] in the left hand side of previous estimate, recalling that \( \eta = 1 \) on \( B_x \) and dividing both sides by \(|h|^{2\lambda}\), we get

\[
\nu \int_{B_x} \frac{|\eta \psi D(Du_j)|^2}{|h|^{2\lambda}} dx
\]
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\[
\leq C \left( \int_{B_{R/2}} \frac{|\tau_h D\psi|^{2q-p}}{|h|^\lambda (2q-p)} \, dx \right)^{\frac{2}{2q-p}} \left( \int_{B_R} (1 + |Du_j|)^p \, dx \right)^{\frac{\delta(2q-p-2)}{p}} \\
\cdot \left( \int_{B_{R/2}} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} \, dx \right)^{\frac{(1-\delta)(n-2\lambda)(2q-p-2)}{np}} \\
+ \frac{C}{(t-s)^2} |h|^{2(1-\lambda)} \left\{ \int_{B_R} |D\psi|^{2q-p} \, dx + \left( \int_{B_R} (1 + |Du_j|)^p \, dx \right)^{\frac{\delta(2q-p)}{p}} \right\} \\
\cdot \left( \int_{B_{R/2}} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} \, dx \right)^{\frac{(1-\delta)(n-2\lambda)(2q-p-2)}{np}} \\
+ C|h|^{2(\alpha-\lambda)} \left( \int_{B_{R/2}} (g_k(x + h) + g_k(x))^p \, dx \right)^{\frac{\delta(q-1)}{p}} \left( \int_{B_{R/2}} \frac{|\tau_h D\psi|^{2q-p}}{|h|^\lambda (2q-p)} \, dx \right)^{\frac{1}{2q-p}} \\
\cdot \left( \int_{B_{R/2}} (1 + |Du_j|)^p \, dx \right)^{\frac{(1-\delta)(n-2\lambda)(q-1)}{np}} \\
\cdot \left\{ \left( \int_{B_R} (1 + |Du_j|)^p \, dx \right)^{\frac{(1-\delta)(n-2\lambda)(q-1)}{np}} \left( \int_{B_{R/2}} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} \, dx \right)^{\frac{(1-\delta)(n-2\lambda)q}{np}} \right\}. \tag{5.12}
\]

We need now to take the \(L^\alpha\) norm with the measure \(\frac{dh}{|h|}\) restricted to the ball \(B(0, R/4)\) on the \(h\)-space of the \(L^2\) norm of the difference quotient of order \(\lambda\) of the function \(V_\psi(Du_j)\). Since the functions \(g_k\) are defined for \(2^{-k} R/4 \leq |h| \leq 2^{-k+1} R/4\) we interpret the ball \(B(0, R/4)\) as

\[
B(0, R/4) = \bigcup_{k=1}^{\infty} B(0, 2^{-k+1} R/4) \setminus B(0, 2^{-k} R/4) =: \bigcup_{k=1}^{\infty} E_k.
\]

We obtain the following estimate
\[
\int_{B_R/4(0)} \left( \int_{B_t} \frac{|\tau_h V_p(Du_j)|^2}{|h|^{2\lambda}} \right)^{\frac{\sigma}{2}} \frac{dh}{|h|^n} \leq C \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\delta(2q-p-2\sigma)}{2p}} \left( \int_{B_t} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} dx \right)^{\frac{1-\delta}{n-2\lambda}} \\
\times \int_{B_R/4(0)} \left( \int_{B_{R/2}} \frac{|\tau_h D\psi|^{2q-p}}{|h|^{\lambda(2q-p)}} dx \right)^{\frac{\alpha}{2p}} \frac{dh}{|h|^n} \\
+ \frac{C}{(t-s)^{\sigma}} \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\delta(2q-p-2\sigma)}{2p}} \left( \int_{B_t} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} dx \right)^{\frac{1-\delta}{n-2\lambda}} \\
\cdot \sum_{k=1}^{\infty} \int_{E_k} |h|^{(\alpha-\lambda)\frac{\sigma}{2p}} \left( \int_{B_{R/2}} (g_k(x+h) + g_k(x)) dx \right)^{\frac{\sigma}{2p}} \frac{dh}{|h|^n} \\
+ C \sum_{k=1}^{\infty} \int_{E_k} |h|^{(\alpha-\lambda)\frac{\sigma}{2p}} \left( \int_{B_{R/2}} (g_k(x+h) + g_k(x)) dx \right)^{\frac{\sigma}{2p}} \frac{dh}{|h|^n} \\
\times \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\delta(q-1)\sigma}{2p}} \left( \int_{B_t} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} dx \right)^{\frac{1-\delta}{n-2\lambda}} \\
\cdot \left\{ \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\frac{\delta(q-1)\sigma}{2p}} \left( \int_{B_t} (1 + |Du_j|)^{\frac{np}{n-2\lambda}} dx \right)^{\frac{1-\delta}{n-2\lambda}} \right\}.
\]

(5.13)

Note that, since \(\lambda \leq \gamma\), the integral

\[
J_1 := \int_{B_R/4(0)} \left( \int_{B_{R/2}} \frac{|\tau_h D\psi|^{2q-p}}{|h|^{\lambda(2q-p)}} dx \right)^{\frac{\alpha}{2p}} \frac{dh}{|h|^n}
\]

is controlled by the norm in the Besov space \(B^\gamma_{2q-p,\sigma}\) on \(B_{R/2}\) of the gradient of the obstacle.
which is finite by assumptions. The integral
\[
J_2 := \int_{B_{R/4}(0)} |h|^{(1-\lambda)\sigma} \frac{dh}{|h|^n}
\]
can be calculated in polar coordinates as follows
\[
J_2 = C(n) \int_0^{R/4} r^{(1-\lambda)\sigma-1} dr = C(n, \alpha, \gamma, \sigma, R),
\]
since \(\lambda \in (0, 1)\).

Now, we take care of the integral
\[
J_3 := \sum_{k=1}^{\infty} \int_{E_k} |h|^{(\alpha-\lambda)\sigma} \left( \int_{B_{R/2}} (g_k(x+h) + g_k(x)) r^\tau dx \right)^{\frac{\tau}{\tau'}} dh |h|^n.
\]

Recalling that \(|h| \leq 1\) and \(\alpha \geq \lambda\), we have
\[
J_3 \leq \sum_{k=1}^{\infty} \int_{E_k} \left( \int_{B_{R/2}} (g_k(x+h) + g_k(x)) r^\tau dx \right)^{\frac{\tau}{\tau'}} dh |h|^n.
\]

We write the right hand side of the previous estimate in polar coordinates, so \(h \in E_k\) if, and only if, \(H = r\xi\) for some \(2^{-k}R/4 \leq m < 2^{-k}R/4\) and some \(\xi\) in the unit sphere \(S^{n-1}\) on \(\mathbb{R}^n\).

We denote by \(dS(\xi)\) the surface measure on \(S^{n-1}\). We infer
\[
J_3 \leq \sum_{k=1}^{\infty} \int_{E_k} \left( \int_{B_{R/2}} (g_k(x+h) + g_k(x)) r^\tau dx \right)^{\frac{\tau}{\tau'}} dS(\xi) \frac{dm}{m},
\]
where we set \(m_k = 2^{-k}R/4\). We note that for each \(\xi \in S^{n-1}\) and \(m_{k-1} \leq m \leq m_k\)
\[
\| (\tau_m g_k + g_k) \|_{L^r(B_{R/2})} \leq \| g_k \|_{L^r(B_{R/2} - m_k \xi)} + \| g_k \|_{L^r(B_{R/2})} \leq 2 \| g_k \|_{L^r(B_{R/2} + m_k \xi)},
\]

hence
\[
J_3 \leq C(n) \| \{ g_k \}_k \|_{L^r(L^r(B_R))},
\]
which is finite by assumption (F6).

Recalling that \(|h| \leq 1\), \(\alpha \geq \lambda\) and using the Young’s inequality with exponent 2, we deduce the following estimate
\[
\sum_{k=1}^{\infty} \int_{E_k} |h|^{(\alpha-\lambda)\sigma} \left( \int_{B_{R/2}} (g_k(x+h) + g_k(x)) r^\tau dx \right)^{\frac{\tau}{\tau'}} \left( \int_{B_{R/2}} |\tau_h \psi|^{2q-p} dx \right)^{\frac{\sigma}{2(2q-p)}} dh |h|^n.
\]
\[ \leq C \sum_{k=1}^{\infty} \int_{E_k} \left( \int_{B_{R/2}} (g_k(x+h) + g_k(x))^r \, dx \right) \frac{\hat{\varepsilon} h}{|h|^n} + C \int_{B_{R/4}(0)} \left( \int_{B_{R/2}} |\tau_h D\psi| |^{2q-p-2} \, dx \right) \frac{\hat{\varepsilon} h^{2q-p}}{|h|^n} \]

where the two integrals in the right hand side can be estimated as the integrals \( J_1 \) and \( J_3 \).

Similarly, we obtain

\[ \sum_{k=1}^{\infty} \int_{E_k} |h|^{(\alpha+1-2\lambda)\frac{\hat{\varepsilon}}{\hat{\varepsilon}}} \left( \int_{B_{R/2}} (g_k(x+h) + g_k(x))^r \, dx \right) \frac{\hat{\varepsilon} h}{|h|^n} \]
\[ \leq \int_{B_{R/4}(0)} |h|^{(\alpha+1-2\lambda)\sigma} \frac{dh}{|h|^n} + \sum_{k=1}^{\infty} \int_{E_k} \left( \int_{B_{R/2}} (g_k(x+h) + g_k(x))^r \, dx \right) \frac{\hat{\varepsilon} h^{\sigma}}{|h|^n}. \]

The latter term can be estimated as the integral \( J_3 \); the first integral can be calculated in polar coordinates as follows

\[ J_2 = C(n) \int_0^{R/4} \varrho^{(\alpha+1-2\lambda)\sigma-1} \, d\varrho = C(n, \alpha, \gamma, \sigma, R), \]

since \( 0 < \lambda \leq \alpha < 1 \).

Estimate (5.13) can be written in the following way

\[ \int_{B_{R/4}(0)} \left( \int_{B_{s}} \frac{|\tau_h V_p(Du_j)|^2}{|h|^{2\lambda}} \, dx \right) \frac{\hat{\varepsilon} h}{|h|^n} \]
\[ \leq \tilde{C} \left( \int_{B_R} (1 + |Du_j|)^p \, dx \right)^{\delta(2q-p-2)2p} \left( \int_{B_{R'}} (1 + |Du_j|)^{np} \, dx \right)^{\frac{(1-\delta)(n-2\lambda)(2q-p-2)\sigma}{2np}} \]
\[ + \frac{\tilde{C}}{(1 - s)^{\sigma}} \left( \int_{B_{R}} (1 + |Du_j|)^p \, dx \right)^{\delta(2q-p)2p} \left( \int_{B_{R'}} (1 + |Du_j|)^{np} \, dx \right)^{\frac{(1-\delta)(n-2\lambda)(2q-p)\sigma}{2np}} \]
\[ + \tilde{C} \left( \int_{B_{R}} (1 + |Du_j|)^p \, dx \right)^{\delta(2q-p)2p} \left( \int_{B_{R'}} (1 + |Du_j|)^{np} \, dx \right)^{\frac{(1-\delta)(n-2\lambda)(q-1)\sigma}{2np}} \]
\[ + \frac{\tilde{C}}{(1 - s)^{\sigma/2}} \left( \int_{B_{R}} (1 + |Du_j|)^p \, dx \right)^{\delta(2q-p)2p} \left( \int_{B_{R'}} (1 + |Du_j|)^{np} \, dx \right)^{\frac{(1-\delta)(n-2\lambda)(q-1)\sigma}{2np}} \]
\[ + \frac{\tilde{C}}{(1 - s)^{\sigma/2}} \left( \int_{B_{R}} (1 + |Du_j|)^p \, dx \right)^{\delta(2q-p)2p} \left( \int_{B_{R'}} (1 + |Du_j|)^{np} \, dx \right)^{\frac{(1-\delta)(n-2\lambda)(q-1)\sigma}{2np}} \]
\[ = H_1 + H_2 + H_3 + H_4 + H_5 + H_6, \quad (5.14) \]
for a constant \( \tilde{C} := \tilde{C}(L, p, q, r, n, \sigma, \alpha, \gamma, R, \|D\psi\|_{B^{\infty}_{q-\rho}}(B(B)) - \|\{g_k\}_k\|_{L^{\rho}(B(R)))} \).

We proceed estimating the various pieces arising up from (5.14).

By assumption (1.7), we have that

\[
(1 - \delta)(2q - p - 2) < 1 \quad \text{and} \quad (1 - \delta)(2q - p) < 1.
\]

Thus, using the Young’s inequality, we deduce the following estimate

\[
H_1 + H_2 + H_3 \leq \tilde{C}_\theta \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\sigma'} + \tilde{C}_\theta \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\sigma''}
+ \frac{\tilde{C}_\theta}{(t - s)^{-1/2}} \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\sigma''}
+ 2\theta \left( \int_{B_t} (1 + |Du_j|)^{np} dx \right)^{\frac{(n-2\lambda)\sigma}{2n}}
+ \theta \left( \int_{B_t} (1 + |Du_j|)^{np} dx \right)^{\frac{(n-2\lambda)\sigma}{2n}}, \tag{5.15}
\]

for \( 0 < \theta < 1 \), where we set \( \sigma' = \frac{\delta(2q-p-2)\sigma}{2pq(1-\delta)(2q-p-2)} \), \( \sigma'' = \frac{\delta(2q-p)\sigma}{2pq(1-\delta)(2q-p)} \).

According to the second inequality of (4.30) with \( \beta \) replaced by \( \lambda \), the use of Young’s inequality yields

\[
H_4 + H_5 \leq \tilde{C}_\theta \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\sigma''}
+ \frac{\tilde{C}_\theta}{(t - s)^{-1/2}} \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\sigma''}
+ 2\theta \left( \int_{B_t} (1 + |Du_j|)^{np} dx \right)^{\frac{(n-2\lambda)\sigma}{2n}}, \tag{5.16}
\]

where we set \( \sigma'' = \frac{\rho(q-1)\sigma}{2pq(1-\delta)(q-1)} \).

Similarly, recalling the third inequality of (4.30) with \( \beta \) replaced by \( \lambda \), we deduce that

\[
H_6 \leq \frac{\tilde{C}_\theta}{(t - s)^{-1/2}} \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\tilde{\sigma}}
+ \theta \left( \int_{B_t} (1 + |Du_j|)^{np} dx \right)^{\frac{(n-2\lambda)\sigma}{2n}}, \tag{5.17}
\]

where we set \( \tilde{\sigma} = \frac{\rho(\sigma-1)\sigma}{2pq(1-\delta)q} \).

For a better readability we now define

\[
A := \tilde{C}_\theta \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\sigma'} + \tilde{C}_\theta \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\sigma''},
\]
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+ \tilde{C}_\theta \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\sigma''},

B_1 := \tilde{C}_\theta \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\sigma''},

B_2 := \tilde{C}_\theta \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\sigma''},

B_3 := \tilde{C}_\theta \left( \int_{B_R} (1 + |Du_j|)^p dx \right)^{\sigma''},

\pi_1 := \frac{\sigma p}{p - (1 - \delta)(2q - p)},

\pi_2 := \frac{2[p - (1 - \delta)(q - 1)]}{\sigma p},

\pi_3 := \frac{2[p - (1 - \delta)q]}{\sigma p}.

so that, inserting estimates (5.15), (5.16) and (5.17) in (5.14), we obtain

\[ \int_{B_{R/4}(0)} \left( \int_{B_{h/2}} \frac{\eta \nu_p(Du_j)^2}{|h|^{2\lambda}} dx \right)^\frac{\sigma}{2} dh \leq 3 \theta \left( \int_{B_t} (1 + |Du_j|) \frac{\eta p}{n - 2\lambda} dx \right)^\frac{(n - 2\lambda)\pi}{2n} \]

\[ + 3 \theta \left( \int_{B_{t'}} (1 + |Du_j|) \frac{\eta p}{n - 2\lambda} dx \right)^\frac{(n - 2\lambda)\pi}{2n} \]

\[ + A + \frac{B_1}{(t - s)^{\pi_1}} + \frac{B_2}{(t - s)^{\pi_2}} + \frac{B_3}{(t - s)^{\pi_3}}. \]  (5.18)

Lemma 2.3(a) and inequality (2.1) imply

\[ \left( \int_{B_{h/2}} |Du_j|^{\frac{\eta p}{n - 2\lambda}} dx \right)^\frac{(n - 2\lambda)\pi}{2n} \]

\[ \leq 3 \theta \left( \int_{B_t} (1 + |Du_j|) \frac{\eta p}{n - 2\lambda} dx \right)^\frac{(n - 2\lambda)\pi}{2n} \]

\[ + 3 \theta \left( \int_{B_{t'}} (1 + |Du_j|) \frac{\eta p}{n - 2\lambda} dx \right)^\frac{(n - 2\lambda)\pi}{2n} \]

\[ + A + \frac{B_1}{(t - s)^{\pi_1}} + \frac{B_2}{(t - s)^{\pi_2}} + \frac{B_3}{(t - s)^{\pi_3}}. \]  (5.19)
Arguing as in the proof of Theorem 4.1, we finally obtain
\[
\left( \int_{B_{R/4}} |Du_j|^{\frac{np}{(n-2p)}^\alpha} \frac{1}{|x|^{n-2\beta}} \, dx \right)^{\frac{(n-2p)^\alpha}{2n}} \leq \tilde{c} \left\{ \int_{B_R} (1 + |Du_j|^p) \, dx + \|D\psi\|_{B^{2q-p,\sigma}_{2q-p,\sigma}(B_{R/2})} \right\}^\kappa,
\]
which implies
\[
\int_{B_{R/4}(0)} \left( \int_{B_{R/4}} \left( \frac{|\tau_h V_f(Du_j)|^2}{|h|^{2\lambda}} \right) \frac{2}{|h|^n} \, dx \right)^{\frac{\sigma}{2}} \, dh \, dx \leq C \left\{ \int_{B_R} (1 + |Du_j|^p) \, dx + \|D\psi\|_{B^{2q-p,\sigma}_{2q-p,\sigma}(B_{R/2})} \right\}^\kappa,
\]
where \( C := C(R, n, p, q, r, \sigma, \alpha, \gamma) \) and \( \kappa := \kappa(n, p, q, r, \sigma, \alpha, \gamma) \). We observe that the constants \( C \) and \( \kappa \) are in particular independent of index \( j \). Therefore, they are not an issue when passing to the limit in the approximating problem.
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