RANDOM WALK ON NONNEGATIVE INTEGERS IN BETA DISTRIBUTED RANDOM ENVIRONMENT
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ABSTRACT. We consider random walks on the nonnegative integers in a space-time dependent random environment. We assume that transition probabilities are given by independent $\text{Beta}(\mu, \mu)$ distributed random variables, with a specific behaviour at the boundary, controlled by an extra parameter $\eta$. We show that this model is exactly solvable and prove a formula for the mixed moments of the random heat kernel. We then provide two formulas that allow us to study the large-scale behaviour. The first involves a Fredholm Pfaffian, which we use to prove a local limit theorem describing how the boundary parameter $\eta$ affects the return probabilities. The second is an explicit series of integrals, and we show that non-rigorous critical point asymptotics suggest that the large deviation behaviour of this half-space random walk in random environment is the same as for the analogous random walk on $\mathbb{Z}$.
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1. INTRODUCTION AND MAIN RESULTS

Consider a random walk $X(t)$ on the integers, such that if at time $t$, $X(t) = x$, then at time $t + 1$, $X(t + 1) = x + 1$ with probability $p_{t,x}$ and $X(t + 1) = x - 1$ with probability $1 - p_{t,x}$. In the homogeneous case where the parameters $p_{t,x}$ are all equal to some fixed $p \in (0, 1)$, this is just a simple random walk, and the model is very well-understood. If the $p_{t,x}$ are disordered, for instance if the $p_{t,x}$ form an i.i.d. family of random variables in $(0, 1)$, the model is more complicated, but it is known [RAS05] that for almost every family of parameters $(p_{t,x})_{t,x \in \mathbb{Z}}$, the random walk $X(t)$ behaves at large scale as a Brownian motion, so that the disorder seems to have no influence on the model, at least at large scale.

The disorder has an effect, however, on the large deviation principle satisfied by the random walk. For instance, the large deviation rate function increases in presence of disorder [YZ10][RAS14]. Further, [BC17] studied second order corrections to the large deviation principle. As a consequence, [BC17] showed that when the $p_{t,x}$ are i.i.d. uniform, if one considers $N$ random walks $X_1, \ldots, X_N$ in the same random environment starting from $X_i(0) = 0$, and if one scales the number of walkers as $N = e^{ct}$ for some constant $c > 0$, then, at time $t$, the maximum of the random walk positions $X_i(t)$ has asymptotically Tracy-Widom GUE distributed fluctuations on the scale $t^{1/3}$. This is
radically different from the behaviour of the maximum of the same number of independent simple random walks (the fluctuations would be of order 1), and more similar to interface growth models in the Kardar-Parisi-Zhang universality class [KPZ86]. To arrive at this result, [BC17] introduced an exactly solvable model of random walk in random environment (RWRE), called the beta RWRE (defined more precisely in Definition 1.12 below).

In this paper, we introduce an integrable RWRE on the non-negative integers, which is the half-space counterpart of the beta RWRE from [BC17], and we call it the half-space beta RWRE (see Definition 1.1). Finding half-space variants of stochastic integrable models is a difficult task in general. This was accomplished for models related to Schur measures [BR01a, BR01b, BR05, BBCS18, BBNV18], for the log-gamma polymer [OSZ14], for the stochastic six-vertex model [BBCW18] (only in a specific case), and a general approach for models related to Macdonald measures [BC14] was developed in [BBC20]. The beta RWRE model, however, does not fit in the realm of Macdonald measures. Its solvability is related to the higher-spin stochastic six-vertex model [Pov13, Bor17, CP16, BP18], for which no half-space version is known (despite some progress in [ML19] on the algebraic side, see more details in Remark 1.5 below).

The integrability of the half-space beta RWRE is manifest in the existence of a simple integral formula for joint moments of the random heat kernel (Theorem 1.3). This is our main result. We show that the information contained in this moment formula can be repackaged in two ways in order to deduce asymptotics.

(1) A Fredholm Pfaffian formula, which is convenient to analyze the typical behaviour of the random walk. We demonstrate how it can be used to prove a local central limit theorem for return probabilities at 0. The analogous question has been studied for RWRE on the whole integers in several works (see the discussion in Section 1.4), but we are not aware of any previous result in the literature about half-space RWRE. We demonstrate in Corollary 1.10 that the result depends non trivially on the boundary condition.

(2) We also prove another formula, an explicit convergent series of integrals, which characterises the probability for the RWRE to start from some \( x > 0 \) and to arrive at the boundary. This formula is more suitable to taking asymptotics in the large deviation regime, that is when \( x \) is proportional to time \( t \). Under these scalings, we conjecture, based on non-rigorous critical point asymptotics, that the half-space beta RWRE follows a large deviation principle with Tracy-Widom GUE distributed second order corrections, similar to the full-space beta RWRE.

1.1. An exactly solvable RWRE on the positive integers.

**Definition 1.1 (Half-space beta RWRE).** Let \( \eta, \mu > 0 \). Let \((W_{t,x})_{x\in\mathbb{Z}_{\geq 1},t\in\mathbb{Z}}\) be a collection of independent beta distributed random variables. Recall that the beta distribution with parameters \((\alpha, \beta)\), denoted Beta\((\alpha, \beta)\), is a continuous probability distribution with density

\[
1_{x\in[0,1]} \frac{x^{\alpha-1}(1-x)^{\beta-1}}{B(\alpha, \beta)},
\]

where \( B(\alpha, \beta) = \frac{\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\alpha+\beta)} \). We assume that

\[
W_{t,x} \sim \begin{cases} 
\text{Beta}(\mu, \mu) & \text{if } x \geq 2, \\
\text{Beta}(\mu, \eta) & \text{if } x = 1.
\end{cases}
\]  

The half-space beta random walk in random environment is a discrete random walk \( t \mapsto X(t) \) in \( \mathbb{Z}_{\geq 0} \), such that for any \( x \geq 1 \),

\[
P(X(t+1) = x+1 | X(t) = x) = W_{t,x}, \\
P(X(t+1) = x-1 | X(t) = x) = 1 - W_{t,x}.
\]
We impose further the condition that if at time $t$, $X(t) = 0$, then almost-surely $X(t + 1) = 1$, so that all increments are given by $\pm 1$ and $X_t$ remains in $\mathbb{Z}_{\geq 0}$. We use the letter $\mathbb{P}$ to denote the probability measure on random walk paths, conditionally on the environment, that is the collection of random variables $W = (W_{t,x})_{x \in \mathbb{Z}_{\geq 1}, t \in \mathbb{Z}}$. The letters $\mathbb{P}, \mathbb{E}$ will denote the probability measure and expectation over the environment. The choice of weight distribution (1.1) is not arbitrary, but it will become clear only after the proof of our main result (see Remark 2.5 below).

**Remark 1.2.** Averaging over the environment, the measure on paths becomes a simple random walk $X(t)$ on $\mathbb{Z}_{\geq 0}$, with steps equal to $+1$ and $-1$ chosen with equal probability when $X(t) \geq 2$, and such that when $X(t) = 1$, it jumps to $X(t+1) = 0$ with probability $\frac{\eta}{\eta + \mu}$ and jumps to $X(t+1) = 2$ with probability $\frac{\mu}{\pi + \mu}$. Hence, the parameter $\eta$ controls the attractiveness of the boundary at 0, while the parameter $\mu$ controls the variance of the environment noise, and can be seen as the temperature in this statistical mechanical model. In the diffusive limit, $X(t)$ converges to the reflected Brownian motion (i.e. the absolute value of a standard Brownian motion).

Let us also define the random discrete heat kernel

$$P_{s,t}(x,y) = \mathbb{P}(X_t = y | X_s = x).$$

We may also characterize the distribution of the probabilities $P_{0,t}(x,0)$ from $x$ to 0. We may also characterize the distribution of the probabilities $P_{0,t}(x,0)$ from $x$ to 0, since

$$P_{0,t}(x,0) \overset{(d)}{=} W P_{0,t-1}(x,1),$$

(1.5)
where $W$ is a Beta($\eta, \mu$) distributed random variable independent from $P_{0,t-1}(x,1)$.

**Remark 1.5.** Theorem 1.3 shows that the half-space beta RWRE that we have defined in Definition 1.1 is the appropriate half-space analogue of the exactly solvable beta RWRE from \[BC17\]. The solvability of the beta RWRE can be seen as a degeneration of the integrability of the stochastic higher-spin six-vertex model \[Bor17, CPI16, BPT18\], solvable via algebraic Bethe ansatz. However, in general, finding half-space variants of integrable models is a difficult task. In the context of algebraic Bethe ansatz soluble models, finding a half-space analogue often boils down to finding a so-called $K$ matrix, which, together with the $R$ matrix solution of the Yang-Baxter equation, satisfies some $KRKR = RKRK$ type reflection relation. This question was studied in \[ML19\] for the stochastic higher-spin six-vertex model, and explicit solutions for the $K$ matrix were found. In the case that should be related to the $q$-Hahn vertex model from \[Pov13\] and the beta RWRE after a $q \to 1$ limit, a solution of the reflection equation is found in \[ML19\] modulo conjectural combinatorial identities which, to the best of our knowledge, are still unproven (see \[ML19, Eq. (5.10)\]). It would be interesting to understand better the relation between the half-space beta RWRE and these solutions to the reflection equation, but we leave this for future consideration.

In a different direction, in the special case of the stochastic spin $1/2$ six-vertex model, an exactly solvable analogue model was studied in \[BBCW18\], though the model considered there does not have a free boundary parameter.

1.2. Hankel transforms. The moment formula from Theorem 1.3 fully determines the distribution of the random variables $P_{0,t}(x,0)$ (since these random variables belong to $(0,1)$). However, to analyze asymptotically their distribution, it is convenient to obtain a compact formula for some moment generating series. Due to the Pochhammer symbol $(\mu + \eta)_k$ in front of the integral in \[1.3\], it turns out that it is not very convenient to consider the usual moment generating series, i.e. the Laplace transform, instead we use a deformed moment generating series called the Hankel transform.

**Definition 1.6.** Let

$$F_{\nu}(\zeta) = \sum_{k=0}^{\infty} \frac{\zeta^k}{k!(\nu)_k}. \tag{1.6}$$

We define the Hankel transform of order $\nu$ of a function $f(x)$ by

$$\mathcal{F}_\nu f(\zeta) = \int_0^\infty F_{\nu}(\zeta x) f(x) dx,$$

and for a nonnegative random variable $X$, $\mathbb{E}[F_{\nu}(\zeta X)]$ will be called the Hankel transform of $X$.

The Hankel transform is closely connected to the Laplace transform, and like the Laplace transform, the Hankel transform of a nonnegative random variable completely determines its distribution (Lemma 1.4). The Hankel transform also satisfies a variant of Lévy’s continuity theorem: the limit of the transforms of a sequence of random variables is the transform of the limiting distribution (Proposition 1.5). Even better, in some asymptotic regimes, it turns out that the limit of the Hankel transform of a sequence of random variables directly yields the cumulative distribution function of the limiting distribution (Lemma 1.6). More generally, the Hankel transform could be inverted explicitly, but we will eventually not need to use any inversion formula.

The Hankel transform of the random variable $P_{0,2t}(1,1)$ takes a particularly simple form and can be written as a Fredholm Pfaffian. The following proposition is proved in Section 4.2.

**Proposition 1.7.** Let $\mu, \eta > 0$. For any $\zeta \in \mathbb{C}$, we have

$$\mathbb{E}[F_{\mu+\eta}(\zeta P_{0,2t}(1,1))] = \text{Pf}(J + \zeta K)_{\mathbb{R}^2(\mathbb{R} \times \{1,2\})}, \tag{1.7}$$
where \( K \) acts on \( L^2(\mathbb{R} \times \{1, 2\}) \) via the \( 2 \times 2 \) skew-symmetric matrix kernel

\[
K_{11}(z, w) = \frac{z - w}{z + w + 1} \left( \frac{z^2}{z^2 - \mu^2} \right)^t \frac{z}{(z^2 - \mu^2)(z^2 - \eta^2)},
\]

(1.8a)

\[
K_{12}(z, w) = -K_{21}(w, z) = \frac{z + w}{z - w + 1} \left( \frac{z^2}{z^2 - \mu^2} \right)^t \frac{z}{(z^2 - \mu^2)(z^2 - \eta^2)},
\]

(1.8b)

\[
K_{22}(z, w) = \frac{w - z}{-z - w + 1} \left( \frac{w^2}{w^2 - \mu^2} \right)^t \frac{w}{(w^2 - \mu^2)(w^2 - \eta^2)}.
\]

(1.8c)

The definition of a Fredholm Pfaffian as in (1.7) is given in Appendix A, along with some additional background on Fredholm determinants and Pfaffians.

**Remark 1.8.** The way Proposition 1.7 is deduced from Theorem 1.3 is inspired by proofs of so-called “large contour formulas” in the context of ASEP [TW08] and Macdonald processes [BC14 Section 3.2.3], also termed “Cauchy-type Fredholm determinants” in [BCSL14 Section 3.2]. The occurrence of determinants in full-space models comes from symmetrizing the integrand of moment formulas. In the half-space setting, we symmetrize the integrand in (1.3) with respect to the action of the hyperoctahedral group, and this yields a Pfaffian. For the full-space Beta RWRE, Cauchy-type formulas have been derived in [TLD16].

We may also derive explicit formulas for the Hankel transform of \( P_{0,t}(x, 1) \) when \( x \) is arbitrary. The following proposition is proved in Section 3.3.

**Proposition 1.9** (Mellin-Barnes type Hankel transform). Let \( \mu, \eta > 0 \) and let \( x, t \) be positive integers so that \( x + t \) is odd. Then, for any \( \zeta \in \mathbb{C} \setminus \mathbb{R} < 0 \),

\[
\mathbb{E} \left[ F_{\mu+\eta} (-\zeta P_{0,t}(x, 1)) \right] = 1 + \sum_{\ell=1}^{\infty} \frac{1}{\ell!} \left[ \prod_{i=1}^{\ell} \frac{\pi}{\sin(\pi w_i)} \prod_{1 \leq i < j \leq \ell} \frac{\Gamma(z_i + w_j)\Gamma(w_i + z_j)}{\Gamma(w_i + w_j)\Gamma(z_i + z_j)} \right.
\]

\[
\left. \times \prod_{i=1}^{\ell} \frac{\Gamma(z_i + \mu)\Gamma(w_i + \eta)\Gamma(w_i + \mu)\Gamma(z_i - \mu)}{\Gamma(2w_i)\Gamma(z_i + \eta)\Gamma(z_i + \mu)\Gamma(z_i - \mu)} \right]
\]

\[
\times \left[ \left( \frac{\Gamma(z_i)}{\Gamma(w_i)} \right)^{x-1/2} \left( \frac{\Gamma(z_i)\Gamma(w_i)^{2}}{\Gamma(z_i + \mu)\Gamma(z_i + \mu)} \right)^{1/2} \right].
\]

(1.9)

where \( \gamma \) is a positively oriented circle around \( \mu \) with radius smaller than \( 1/4 \) (containing neither \( -\mu \) nor \( -\eta \)) and the contour \( C_{\mu+1/2}^{\pi/3} \) is defined as follows. For any \( \alpha \in \mathbb{R} \) and \( \theta \in (0, \pi) \), we define the contour \( C^\theta_\alpha \) to be an infinite curve formed by the union of two semi-infinite rays between \( \alpha \) and \( \infty e^{\pm i \pi/3} \), which leave \( a \) in directions \( \pm i \pi/3 \). The contour is oriented from bottom to top.

### 1.3. Return probability asymptotics.

The Fredholm Pfaffian formula from Proposition 1.7 characterizes the distribution of the return probability at the point \( 1 \). We can also characterize return probabilities at \( 0 \) – which may appear as a more natural quantity – since we have the equality in distribution between return probabilities

\[
P_{0,t}(0, 0) \overset{d}{=} WP_{0,t-2}(1, 1),
\]

(1.10)

where \( W \) is a Beta(\( \eta, \mu \)) distributed random variable independent from \( P_{0,t-2}(1, 1) \). Our main asymptotic result is the following local limit theorem for the return probability at the boundary.
We explain in Section 4.4 how this result is deduced from Proposition 1.7 after an asymptotic analysis of the Fredholm Pfaffian and using general properties of the Hankel transform discussed in Section 4.1.

Corollary 1.10. Assume $\mu + \eta > \frac{1}{2}$. Then we have the weak convergence

$$\sqrt{t}P_{0,t}(1,1) \xrightarrow{t \to \infty} \frac{2}{\sqrt{2\pi}} \frac{\text{Gamma}(\eta + \mu)}{2\mu},$$

where Gamma($\theta$) denotes the gamma distribution with shape parameter $\theta$, that is the continuous probability distribution with density $1_{x>0}x^{\theta-1}e^{-x}dx$.

In view of (1.10), we also have that

$$\sqrt{t}P_{0,t}(0,0) \xrightarrow{t \to \infty} \frac{2}{\sqrt{2\pi}} \frac{\text{Gamma}(\eta)}{2\mu}. \tag{1.12}$$

In (1.11) and (1.12), we have intentionally not simplified the factors of 2, because the prefactor $\frac{2}{\sqrt{2\pi}}$ should be interpreted as the density at 0 of a reflected Brownian motion. We refer to Section 1.4 and in particular Conjecture 1.15 below for a more detailed explanation.

Remark 1.11. The statement of Corollary 1.10 remains valid for any starting point $x > 1$ instead of 0 or 1. Indeed, we show in Section 4.5 that Corollary 1.10 also implies that for any fixed $x \geq 0$,

$$\sqrt{t}P_{0,t}(x,1) \xrightarrow{t \to \infty} \frac{2}{\sqrt{2\pi}} \frac{\text{Gamma}(\eta + \mu)}{2\mu}$$

and

$$\sqrt{t}P_{0,t}(x,0) \xrightarrow{t \to \infty} \frac{2}{\sqrt{2\pi}} \frac{\text{Gamma}(\eta)}{2\mu}.$$

1.4. About quenched local limit theorems and some conjectures. In this Section, we will compare Corollary 1.10 to an analogous result for RWRE on $\mathbb{Z}$, and discuss some open questions. Let us first recall the precise definition of the full-space beta RWRE, introduced in [BC17].

Definition 1.12. Let $\alpha, \beta > 0$. Let $(W_t,x)_{x,t \in \mathbb{Z}}$ be a collection of independent beta distributed random variables. We assume that for all $t, x \in \mathbb{Z}$

$$W_{t,x} \sim \text{Beta}(\alpha, \beta).$$

The (full-space) beta RWRE is a discrete time random walk $t \mapsto X(t)$ in $\mathbb{Z}$, such that for any $x \in \mathbb{Z}$,

$$P(X(t+1) = x+1|X(t) = x) = W_{t,x}, \quad P(X(t+1) = x-1|X(t) = x) = 1 - W_{t,x}.$$

We use again the letter $P$ to denote the probability measure on random walk paths, conditionally on the environment; and the letters $P, E$ to denote the probability measure and expectation over the environment. We will also consider the random heat kernel

$$P_{x,t}^\mathbb{Z}(x,y) = P(X_t = y|X_s = x).$$

We use the superscript $\mathbb{Z}$ for observables of full-space models, such as $P^\mathbb{Z}$, or $\mathbb{Z}$ below, in order to distinguish them from their half-space counterpart which have no superscript.

The following analogue of Corollary 1.10 was first derived in the physics paper [TLD16]. We provide a rigorous proof in Appendix B.
Proposition 1.13. Let \(\alpha, \beta > 0\) satisfying \(\alpha + \beta > 1/2\). Then we have the weak convergence

\[
\sqrt{t}P_{0,t}^{Z} \left( \left( \frac{\beta - \alpha}{\alpha + \beta} t - x\sqrt{t}, 0 \right) \right) \xrightarrow{t \to \infty} g_{\sigma}(x) \frac{\Gamma(\alpha + \beta)}{\alpha + \beta},
\]

where \(g_{\sigma}\) is the density of the centered Gaussian distribution with mean 0 and variance \(\sigma^{2} = \frac{4\alpha\beta}{(\alpha + \beta)^{2}}\).

Local limit theorems analogous to Proposition 1.13 have been proved in a number of references for full-space models: for a general class of random walks in space time i.i.d. environments, it is proved in [BMP97, BMP99] (see also [BMP07, DG17]) that point to point probabilities, when rescaled by \(\sqrt{t}\), converge to some functional of the noise seen from the arrival point. More precisely, assume that the variables \(W_{t,x}\) have mean 1/2 (so that the random walk is centered, for simplicity of the exposition), but may follow some arbitrary distribution satisfying mild hypotheses. Then, BMP99 Theorem 2] shows that

\[
\frac{\sqrt{t}P_{-t,0}^{Z}(-x\sqrt{t}, 0)}{g_{\sigma}(x)} \to \mathcal{D}(W),
\]

(1.13)

converges to 0 in \(L^{2}([0, 1]^{\mathbb{Z} \times \mathbb{Z}}, P)\) as \(t\) goes to infinity. Here \(\mathcal{D}\) is a deterministic functional of the environment \(W = (W_{t,x})_{x \in \mathbb{Z}}\), almost surely positive, and such that \(E[\mathcal{D}(W)] = 1\). From the result of TLD16 Eq. (5), that is Proposition 1.13 just above, we know that \(\mathcal{D}(W)\) is gamma distributed. An analogous problem was also considered in DG21 for general class of continuous stochastic flows, and in BW21 for uniform Howitt-Warren stochastic flows [HW09, SSS14, BR20], which is a continuous limit of the (full-space) beta RWRE LLL04, SSS14. We may actually guess a very explicit description of the functional \(\mathcal{D}(W)\). For fixed \(\varepsilon > 0, x \in \mathbb{R}\) and large \(t\), let us decompose the trajectory from time \(-t\) to 0 into a first part from time \(-t\) to \(-\varepsilon \sqrt{t}\) which will yield the Gaussian density factor, and a second part from time \(-\varepsilon \sqrt{t}\) to 0 which will yield the functional of the environment. We have

\[
\sqrt{t}P_{-t,0}^{Z}(-x\sqrt{t}, 0) = \sum_{y = -\varepsilon \sqrt{t}}^{\varepsilon \sqrt{t}} \sqrt{t}P_{-t,-\varepsilon \sqrt{t}}^{Z}(-x\sqrt{t}, y)P_{-\varepsilon \sqrt{t}, 0}^{Z}(y, 0)
\]

(1.14)

\[
\approx \left( \frac{1}{2\varepsilon \sqrt{t}} \right) \sum_{y = -\varepsilon \sqrt{t}}^{\varepsilon \sqrt{t}} \sqrt{t}P_{-t,-\varepsilon \sqrt{t}}^{Z}(-x\sqrt{t}, y) + O(\varepsilon) \right) \times \sum_{z = -\varepsilon \sqrt{t}}^{\varepsilon \sqrt{t}} P_{-\varepsilon \sqrt{t}, 0}^{Z}(z, 0).
\]

(1.15)

Going from (1.14) to (1.15), we have replaced the first factor by its average value over \(y \in [-\varepsilon \sqrt{t}, \varepsilon \sqrt{t}]\), modulo some \(O(\varepsilon)\) error. This approximation is based on the assumptions that (1) the process \(y \to P_{-t,-\varepsilon \sqrt{t}}^{Z}(-x\sqrt{t}, y)\) decorrelates on the \(O(1)\) scale, and (2) the process \(y \to P_{-\varepsilon \sqrt{t}, 0}^{Z}(y, 0)\) is approximately constant (for large \(t\)) when \(y\) varies on scale \(O(1)\). The latter was anticipated in TLD16, it could also be deduced from BRAS19 Theorem 2.1, or using arguments similar to those in Section 4.5 where we prove an analogous statement in the half-space case.

We do not attempt in the present paper to prove that these assumptions are valid. Nevertheless, assuming (1.15), we may use the central limit theorem proved in RAS05 (see also BMP99, Be04, BSS16 for earlier references under slightly less general assumptions) to show that this average value converges to the average value of the Gaussian density. Hence, we obtain that

\[
\sqrt{t}P_{-t,0}^{Z}(-x\sqrt{t}, 0) \approx \left( \frac{1}{2\varepsilon} \int_{x-\varepsilon}^{x+\varepsilon} g(y) dy + O(\varepsilon) \right) \times \lim_{L \to \infty} \sum_{z = -L}^{L} P_{-L,0}^{Z}(z, 0).
\]

(1.16)
Figure 1. The random variable $Z_t(x)$ corresponds to the sum of probabilities of all paths arriving at the point $(t, x)$, depicted on the left. One possible path is depicted in blue. The random variable $Z_t(x)$ corresponds to the sum of probabilities of all paths confined in $\mathbb{Z}_{\geq 0}$ arriving at the point $(t, x)$, depicted on the right.

Let us introduce the notation $Z_t^Z(x)$ to denote the same functional as in the RHS of (1.16), seen from the environment at time $t$ and space point $x$, that is

$$Z_t^Z(x) := \lim_{L \to \infty} \frac{x+L}{x-L} \sum_{z=x-L}^{x+L} P_{t-L,t}^Z(z, x). \quad (1.17)$$

In the context of directed polymers, this observable would be called a point-to-line partition function (see also Fig. 1), hence our use of the letter $Z$. Doob’s martingale convergence theorem applied to the martingale $L \mapsto \sum_{z=x-L}^{x+L} P_{t-L,t}^Z(z, x)$ shows that the limit (1.17) exists almost surely for every $x \in \mathbb{Z}$. Based on (1.16) and Proposition 1.13, we conjecture the following.

**Conjecture 1.14.** Fix $t \in \mathbb{Z}$. For the full-space Beta RWRE, the sequence $(Z_t^Z(x))_{x \in \mathbb{Z}}$ is iid with distribution

$$Z_t^Z(x) \sim \frac{1}{\alpha + \beta} \text{Gamma}(\alpha + \beta).$$

The most striking fact in the statement of Conjecture 1.14 is the spatial independence. Conjecture 1.14 is compatible with the recurrence relation (similar to (1.4)) satisfied by the heat kernel: assuming Conjecture 1.14 we have

$$Z_{t+1}^Z(x) = Z_t^Z(x-1)W_{x-1,0} + Z_t^Z(x+1)(1 - W_{x+1,0}) \overset{(d)}{=} Z_t^Z(x),$$

Indeed, if $G_1, G_2 \sim \text{Gamma}(\alpha + \beta)$, $B \sim \text{Beta}(\alpha, \beta)$ and if $G_1, G_2, B$ are independent, then $G_1B + G_2(1 - B) \sim \text{Gamma}(\alpha + \beta)$. Moreover, if Conjecture 1.14 holds at time $t$, then it may be checked that $Z_{t+1}^Z(x-1)$ and $Z_{t+1}^Z(x+1)$ are independent.

In a half-space, the situation is more delicate as the environment is not iid and is not invariant with respect to spatial translations. More complicated phenomena may occur, such as a trapping of the random walk at 0 (for large $\eta$), resulting in the return probability at 0 to be much larger.
than the return probability to a point $x\sqrt{t}$. Indeed, we see that (1.12) may be very large for large $\eta$. In particular, the expectation does not equal 1, unlike the full-space case where $\mathbb{E}[\mathcal{O}(W)] = 1$.

In the half-space case, we expect that the diffusive limit of the half-space beta RWRE should be a reflected Brownian motion almost-surely, and then, the half-space analogue of the second part in (1.15) is again an explicit functional. Define the functional (see Fig. 1)

$$Z_t(x) = \lim_{L \to \infty} \sum_{z = \max(0, x-L)}^{x+L} P_{t-L,t}(z, x).$$

(1.18)

For generic values of $\eta$, the process $L \mapsto \sum_{z=x-L}^{x+L} P_{t-L,t}(z, x)$ does not seem to be a martingale anymore. Nevertheless, we conjecture the following.

**Conjecture 1.15.** Fix $t \in \mathbb{Z}$. For the half-space Beta RWRE, the limit (1.18) exists almost surely for every $x \in \mathbb{Z}_{\geq 0}$, and the variables $(Z_t(x))_x$ are independent with distribution

$$Z_t(x) \sim \begin{cases} \frac{\mu}{2\pi} \Gamma(2\mu) & \text{if } x \geq 2, \\ \frac{\mu}{2\pi} \Gamma(\mu + \eta) & \text{if } x = 1 \\ \frac{\mu}{2\pi} \Gamma(\eta) & \text{if } x = 0. \end{cases}$$

As for Conjecture 1.14 Conjecture 1.15 is compatible with the recurrence relation (1.3) satisfied by the half-space heat kernel. It is also compatible with the quenched local limit theorem from Corollary 1.10 at the points $x = 0$ and $x = 1$. Finally, it is also compatible with the idea that as $x$ goes to infinity, the processes $Z_t(x)$ and $Z^*_t(x)$ should be similar when $\alpha = \beta = \mu$.

1.5. **Asymptotics of the Mellin-Barnes type formula.** Now we consider the asymptotics of $P_{0,t}(xt, 1)$ for some fixed $x > 0$. Going from height $xt$ to 1 in time $t$ corresponds to a large deviation event for the random walk. Thus, we expect that this quantity decays exponentially. By analogy with the full-space situation studied in [BC17, OPR21, Kor21], it is natural to expect that $\log P_{0,t}(xt, 1)$ has $t^{1/3}$ scale fluctuations. By KPZ universality, we further expect that the statistics should be essentially the same as for half-space last passage percolation, hence Tracy-Widom GUE distributed [BBCS18, Theorem 1.4], with the same scaling constants as for the full-space beta RWRE. Those scaling constants were conjectured in [BC17] for generic parameters, and proved in [OPR21], for the asymptotics of $P_{0,t}^2(-xt, \mathbb{Z}_{>0})$. The exact same limit theorem is expected to hold for point to point probabilities as well [RAS14, TLD16].

Proposition 1.9 above should, in principle, be the appropriate starting point to proving that the fluctuations of $\log P_{0,t}(xt, 1)$ are Tracy-Widom GUE distributed on the $t^{1/3}$ scale. Indeed, a pretty straightforward – but non-rigorous – critical point asymptotic analysis of the formula from Proposition 1.9 presented in Appendix C yields the following.

**Conjecture 1.16.** Let $\theta > \mu > 0$ and $\eta > 0$. Then, we have

$$\lim_{t \to \infty} \mathbb{P}\left( \frac{\log P_{0,2t}(x_0 t, 1) - a_0 t}{b t^{1/3}} \leq y \right) = F_\text{GUE}(y),$$

where $F_\text{GUE}$ is the Tracy-Widom GUE distribution function [TW94] (defined in (C.4) below) and the constants $x_0, a_0, b_0$ depend on $\theta$ as

$$x_0 = \frac{2\psi_1(\theta) - \psi_1(\theta + \mu) - \psi_1(\theta - \mu)}{\psi_1(\theta + \mu) - \psi_1(\theta - \mu)}, \quad a_0 = -G'(\theta), \quad b_0 = \left( \frac{G''(\theta)}{2} \right)^{1/4},$$

where $\psi_1$ is the trigamma function $\psi_1(z) = \partial^2_z \log \Gamma(z)$ and the function $G$ is defined by

$$G(z) = \frac{\Gamma(z + \mu)}{\Gamma(z + \mu + 2\mu)} + x(\theta) \log \left( \frac{\Gamma(z - \mu)}{\Gamma(z + \mu)} \right).$$

(1.19)
Remark 1.17. As \(\theta\) varies from \(\mu\) to \(+\infty\), \(x_0\) varies from 1 to 0. It would not make sense to consider values of \(x_0\) above 1, since, during a time interval of length \(t\), a simple random walk cannot travel a distance larger than \(t\). However, we expect that the result of Conjecture 1.16 still holds when \(\theta\) is scaled with \(t\), as long as \(b_\theta t^{1/3}\) goes to infinity as \(t\) goes to infinity. Estimates on polygamma functions show that this is the case as long as \(\theta \ll t^{1/4}\), that is when \(x_0 \gg t^{-1/4}\). This is consistent with the prediction from [BLD20] that for the full-space Beta RWRE, the statistics of \(\log P_{0,2t}(x_0,1)\) are given by the KPZ equation when \(tx_0 = O(t^{3/4})\), interpolating between Tracy-Widom GUE statistics when \(tx_0 \gg t^{3/4}\) and the Edwards-Wilkinson universality class when \(tx_0 \ll t^{3/4}\).

Remark 1.18. The presence of the cross term 

\[
\prod_{1 \leq i < j \leq t} \frac{\Gamma(z_i + w_j)\Gamma(w_i + z_j)}{\Gamma(w_i + w_j)\Gamma(z_i + z_j)}
\]

in (1.9) makes it difficult to control the convergence of the series in \(t\) uniformly as \(t\) goes to infinity, since this factor may grow as \(Ct^2\). This is the main reason why it is difficult to make completely rigorous the critical point asymptotics that we present in Appendix C. Similar issues arose in other papers in related contexts, see for instance [BBC20] about asymptotics of the half-space log-gamma polymer, which involves the same cross-term, or [NZ16] about two-point asymptotics for the log-gamma polymer, which involves a similar cross-term. It is worth mentioning that in the context of two-point asymptotics for the stochastic six-vertex model, [Dim20] succeeded in overcoming this issue, using a fine control of the problematic cross-term. Hence, we hope that it should be possible to make rigorous the asymptotics from Appendix C perhaps using a variant of the ideas introduced in [Dim20].

1.6. Further questions. A natural sequel to the present work would be to consider a continuous analogue of the half-space beta RWRE, as it was done in full-space in [BR20]. One would need to rescale diffusively the random walk paths, \(t = \varepsilon^{-2} \tilde{t}, x = \varepsilon^{-1} \tilde{x}\), and simultaneously scale \(\mu = \varepsilon \tilde{\mu}\). This would lead to a model of sticky Brownian motions that stick to the boundary. We plan to study this model in future work.

Regarding the half-space beta RWRE itself, it would be interesting to study the distribution of the random variable \(P_{0,t}(0,x)\) instead of \(P_{0,t}(x,0)\) (see (1.3) and (1.5)). Indeed, the knowledge of this random variable would provide some information on the distribution of the maximum of \(N\) half-space beta RWRE drawn independently in the same environment. Unfortunately, it is not clear to us yet if reasonably simple formulas should exist for the distribution of \(P_{0,t}(x,y)\) with arbitrary \(x,y\) (this is also unknown for other half-space solvable models).

It would also be interesting to study asymptotic regimes where varying the boundary parameter \(\eta\) induces a phase transition, as for other half-space models [BR01b] [BBCS18] [BBNV18] [BW21]. Such asymptotics could arise for the return probability at zero \(P_{0,t}(0,0)\), in a model where the random jump probabilities would be distributed as \(W_{t,x} \sim \text{Beta}(\mu_1, \mu_2)\) instead of the symmetric model that we consider where \(W_{t,x} \sim \text{Beta}(\mu, \mu)\). At the moment, it is not clear at all that such model would be integrable in the half-space setting.

Regarding the understanding of the integrability of the model, it would be useful to generalize the half-space beta RWRE by allowing the parameters \(\mu, \eta\) to depend on \(t\) and \(x\). Clearly, the dependence cannot be completely arbitrary for the model to remain solvable. However, it is proved in [Kor21] that a full-space beta RWRE model depending on three families of inhomogeneity parameters remains integrable (see also [MP20] [Pet21] for a version with only two families). Generally, integrable stochastic model depending on two families of inhomogeneity parameters (last passage
percolation, log-gamma polymer) admit a half-space version depending on one family of inhomogeneity parameters. Thus, we may hope that some generalizations of the half-space beta RWRE exists, although currently, our proofs restrict our study to homogeneous parameters.

Finally, another direction which we hope to address in future work is to design a half-space variant of the (colored) $q$-Hahn vertex model (the model was originally defined in [Pov13] in the uncolored case, though we refer the reader to [Kor21] for the vertex model formulation), which should converge, in the $q \to 1$ limit, to the half-space beta RWRE. This problem is related to the discussion in Remark 1.5 and more generally, one may wonder about the existence of an integrable half-space variant of the stochastic higher-spin six vertex model [Bor17, CP16, BP18].

1.7. Outline of rest of the paper. In Section 2, we prove Theorem 1.3. In an important part of the proof of this result, we need to show that a certain multivariate polynomial can be decomposed as sum of polynomials with certain properties. We prove this part in Section 3 by providing an effective characterization of the space of all polynomials which admits such decomposition. In Section 4, we state and prove some properties of the Hankel transform, and prove Proposition 1.7, Proposition 1.9 and Corollary 1.10. Finally, we place in Appendix some useful, but perhaps less new, additional material. In Appendix A, we provide some background on Fredholm determinants and Pfaffians. In Appendix B, we prove Proposition 1.13 (which was already non-rigorously derived in [TLD16]). In Appendix C, we explain how a critical point asymptotic analysis of the formula from Proposition 1.9 leads to Conjecture 1.16.
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2. Bethe ansatz

In this section we examine the mixed moments of the quenched transition probabilities for the half-space beta RWRE. We first write down a difference equation satisfied by mixed moments (Equation (2.4)). Then, we use an argument inspired by the coordinate Bethe ansatz (as in [Pov13, Cor15, BC17]) to rewrite this difference equation as a simpler difference equation subject to boundary conditions in Proposition 2.2. We finally show that the unique solution to this difference equation and boundary conditions is given by the integral formula for the mixed moments appearing in Theorem 1.3, thus proving the theorem.

2.1. Evolution equation. To write down difference equations satisfied by the mixed moments, we need to set up some notation.

**Definition 2.1.** Let $\mathbb{Z}^2_{\text{half}}$ be the set of points of the form $(t, x) \in \mathbb{Z} \times \mathbb{Z}_{\geq 0}$ where $t + x$ is odd. Let us define operators $\tau_{\pm}^{(i)}$ acting on a function $f : (\mathbb{Z}^2_{\text{half}})^k \to \mathbb{C}$ by

$$
\tau_{\pm}^{(i)} f([t_1, x_1], \ldots, (t_k, x_k)] = f([t_1, x_1], \ldots, (t_i - 1, x_i \pm 1), \ldots, (t_k, x_k)].
$$

When all coordinates $t_i$ are the same, we will use the simpler notation

$$
f_t(x_1, \ldots, x_k) = f([t, x_1], \ldots, (t, x_k)]
$$
The goal of this section is to characterize the function $u : (\mathbb{Z}_{half}^2)^k \to [0, 1]$ defined by

$$u([t_1, x_1], \ldots, [t_k, x_k]) := \mathbb{E}[P_{-t_1, 0}(x_1, 1) \ldots P_{-t_k, 0}(x_k, 1)].$$

We will encode the time evolution of $u_t(x_1, \ldots, x_k)$ by an operator written in terms of the $\tau^{(i)}_k$. In order to write this explicitly, let us first consider the case when $t_1 = \cdots = t_k$. Let $W \sim \text{Beta}(\mu, \mu)$ and $\bar{W} = \text{Beta}(\mu, \eta)$. When $x_1 = \cdots = x_k = y \geq 2$, the recurrence relation (1.4) implies that

$$u_t(\vec{x}) = \sum_{j=0}^{k} \left( \begin{array}{c} k \\ j \end{array} \right) \mathbb{E}[(1 - W)^j W^{k-j} P_{-t+1}(y-1, 1)^j P_{-t+1, 0}(y+1, 1)^{k-j}]$$

$$= \sum_{j=0}^{k} \left( \begin{array}{c} k \\ j \end{array} \right) \frac{(\mu)_j (\mu)_{k-j}}{(2\mu)_k} u_{t-1}(y-1, \ldots, y-1, y+1, \ldots, y+1)$$

$$= \sum_{j=0}^{k} \left( \begin{array}{c} k \\ j \end{array} \right) \frac{(\mu)_j (\mu)_{k-j}}{(2\mu)_k} \tau^{(1)}_+ \ldots \tau^{(j)}_+ \ldots \tau^{(k)}_+ u_t(\vec{x}). \quad (2.1)$$

When $x_1 = \ldots = x_k = 1$, again, the recurrence relation (1.4) implies that

$$u_t(\vec{x}) = \sum_{j=0}^{k} \left( \begin{array}{c} k \\ j \end{array} \right) \mathbb{E}[(1 - \bar{W})^j \bar{W}^{k-j} P_{-t+1, 0}(0, 1)^j P_{-t+1, 0}(2, 1)^{k-j}]$$

$$= \sum_{j=0}^{k} \left( \begin{array}{c} k \\ j \end{array} \right) \frac{(\eta)_j (\mu)_{k-j}}{(\mu + \eta)_k} \mathbb{E}[P_{-t+1, 0}(0, 1)^j P_{-t+1, 0}(2, 1)^{k-j}]$$

$$= \sum_{j=0}^{k} \left( \begin{array}{c} k \\ j \end{array} \right) \frac{(\eta)_j (\mu)_{k-j}}{(\mu + \eta)_k} \tau^{(1)}_- \ldots \tau^{(j)}_- \ldots \tau^{(k)}_- u_t(\vec{x}). \quad (2.2)$$

The third equality above uses the fact that a random walker at zero must jump to one at the next time step, i.e. $P_{-t+1, 0}(0, 1) = P_{-t+2, 0}(1, 1)$. Finally, when $x_1 = \cdots = x_k = 0$, we have

$$u_t(0, \ldots, 0) = \mathbb{E}[P_{-t+1, 0}(1, 1)^k] = u_{t-1}(1, \ldots, 1) = \tau^{(1)}_+ \ldots \tau^{(k)}_+ u_t(\vec{x}). \quad (2.3)$$

Now, we turn to the case where the $x_i$ are not necessarily equal. Divide the $x_i$ into clusters of equal coordinates as follows

$$x_1 = \ldots = x_{b_0} = 0$$

$$x_{b_0+1} = \ldots = x_{b_0+b_1} = 1$$

$$x_{b_0+b_1+1} = \ldots = x_{b_0+b_1+c_1} = y_1 > 1,$$

$$\ldots$$

$$x_{b_0+b_1+c_1+\ldots+c_{\ell-1}+1} = \cdots = x_{b_0+b_1+c_1+\ldots+c_{\ell}} = y_\ell > y_{\ell-1}.$$ 

Here $b_0$ is the number of coordinates at position 0, $b_1$ is the number of coordinates at position 1, and the $c_i$ are the size of each cluster of equal coordinates, except the clusters at 0 and 1. When considering the evolution of $u_t(\vec{x})$ from time $t-1$ to $t$, the variables $W_{-t+1, x}$ involved are independent for different values of $x$. As a result, the recurrence relation for $u_t(\vec{x})$ factorizes as a
product over clusters of equal elements in the vector $\vec{x}$,
\[ u_t(\vec{x}) = \prod_{j=1}^{\ell} \left( \sum_{i=0}^{c_j} \left( \sum_{i=0}^{c_j} \frac{(\mu)_j(\mu)_{c_j-i}}{(2\mu)_{c_j}} \prod_{s=1}^{i} \phi_{b_s+b_1+c_1+...+c_j+s} \prod_{r=i+1}^{c_j} \phi_{b_r+b_1+c_1+...+c_j+r} \right) \right) \times \prod_{s=1}^{b_1} \phi_{b_1+s} \sum_{i=1}^{b_1} \left( \frac{b_1}{i} \left( \frac{b_1(\mu)(\eta)b_{i-1}}{(\mu+\eta)b_i} \prod_{r=1}^{b_1-r} \phi_{b_1+r} \right) \right) \times (\tau_1^{(1)}...\tau_1^{(b_1)}) u_t(\vec{x}). \] (2.4)

The first line corresponds to clusters of coordinates greater than 1, the second corresponds to the cluster of coordinates equal to 1 and the third corresponds to the cluster of coordinates equal to 0. $u_t(\vec{x})$ satisfies the initial condition
\[ u_0(\vec{x}) = \prod_{i=1}^{k} 1_{x_i=1}. \] (2.5)

The function $u_t(\vec{x})$ is, by definition, symmetric in the variables $x_i$. Hence, it is enough to determine it when $0 \leq x_1 \leq ... \leq x_k$. The recurrence relations satisfied by $u_t$ are quite complicated to solve. However, we will see that we may find a function $\phi : (\mathbb{Z}_n^2)^k \to \mathbb{C}$ such that $u_t(\vec{x}) = \phi_t(\vec{x})$ when $0 \leq x_1 \leq ... \leq x_k$ and $\phi$ satisfies simpler recurrence relations which are well-suited to be solved via the coordinate Bethe ansatz. Note that $u_t$ does not solve those simpler recurrence relations.

**Proposition 2.2.** Assume that a function $\phi : (\mathbb{Z}_n^2)^k \to \mathbb{C}$ satisfies the following properties:

1. For any $1 \leq i \leq k$, on the restriction of $(\mathbb{Z}_n^2)^k$ to points $(t_1,x_1),..., (t_k,x_k)$ such that $x_i \geq 2$, we have
   \[ \phi = \left( \frac{r(i)}{\tau_+ + r(i)} \right) \phi. \]

2. For any $1 \leq i \leq k-1$, on the restriction of $(\mathbb{Z}_n^2)^k$ to points $(t_1,x_1),..., (t_k,x_k)$ such that $x_i = x_{i+1} \geq 2$ and $t_i = t_{i+1}$, we have
   \[ \frac{1}{2\mu + 1} \left( \frac{r(i)}{\tau_+} \right)^{(i+1)} - (2\mu + 1) \tau_+ \left( \frac{r(i)}{\tau_+} \right)^{(i+1)} + \tau_- \left( \frac{r(i)}{\tau_-} \right)^{(i+1)} + (2\mu - 1) \tau_- \left( \frac{r(i)}{\tau_-} \right)^{(i+1)} \phi = 0. \]

3. For any $1 \leq i \leq k$,
   \[ (1 - \tau_+^{(i)})\phi|(t_1,x_1),..., (t_k,x_k)|_{x_i=0} = 0. \]

4. For any odd $1 \leq x_1 \leq ... \leq x_k$, we have the initial condition
   \[ \phi_0(\vec{x}) = \prod_{i=1}^{k} 1_{x_i=1} = 1_{x_k=1}. \]

5. For any $1 \leq r \leq k$ and $t$ even, on the restriction of $(\mathbb{Z}_n^2)^k$ to points $(t_1,x_1),..., (t_k,x_k)$ such that $(t_1,x_1) = ... = (t_r,x_r) = (t,1)$, we have
   \[ \left( 1 - \prod_{j=1}^{r} \tau_+^{(i)} \right) \sum_{i=0}^{r} \left( \frac{r}{i} \left( \frac{b_1(\mu)(\eta)b_{i-1}}{(\mu+\eta)b_i} \prod_{j=1}^{r-i} \tau_-^{(j)} \right) \phi = 0. \] (2.6)

Then for any $0 \leq x_1 \leq ... \leq x_k$ and $t \geq 0$ such that for $t + x_i$ is odd for all $1 \leq i \leq k$, we have
\[ \phi_t(\vec{x}) = u_t(\vec{x}). \]
The proof of Proposition 2.2 uses a binomial expansion formula for noncommutative variables, whose use in the Bethe ansatz context was pioneered in [Pov13] (see also [Ros00] for another proof of this formula). The main novelty is the property (5) which is specific to the half-space setting.

**Proposition 2.3 ([Pov13]).** When \( A \) and \( B \) generate an associative algebra, such that

\[
BA = \frac{1}{2\mu + 1} (AA + (2\mu - 1)AB + BB),
\]

we have the noncommutative binomial formula

\[
\left( \frac{A + B}{2} \right)^k = \sum_{i=0}^{k} \binom{k}{i} \left( \frac{1}{(2\mu)^k} \right) (\mu)_{k-i} A^i B^{k-i}
\]

**Proof of Proposition 2.2.** To prove this proposition, we will assume \( \phi_t(\vec{x}) \) satisfies (1) -- (5) and show that it is the unique solution to (2.4) with the correct initial condition.

Comparing property (4) to (2.5) shows that the initial condition is correct. Now we consider the recursion. The solution to (2.4) is unique on \( t > 0 \) given an initial condition \( u_0(\vec{x}) \). Indeed, equation (2.4) expresses \( u_t(\vec{x}) \) as a finite weighted sum of terms of the form

\[
u[(1,t-2), \ldots, (1,t-2), (y_1, t-1), \ldots, (y_i, t-1)] = u_{t-1}(y_1, \ldots, y_i, 0, \ldots, 0),
\]

so the uniqueness follows by induction on \( t \). Since the time evolution of \( u_t(\vec{x}) \) is uniquely determined by (2.4), we need to show that this same recurrence for \( \phi_t(\vec{x}) \) is implied by properties (1) -- (5). In particular the fact that (2.3) is satisfied by \( \phi_t(\vec{x}) \) is exactly property (3), and the fact that (2.2) is satisfied is exactly property (5). The fact that (2.1) is satisfied will follow from (1) and (2) together.

To see this use Proposition 2.3 to see that when \( x_1 = \ldots = x_c = y \), we have

\[
\phi_t(\vec{x}) = \prod_{j=1}^{c} \left( \frac{\tau_+^{(j)} + \tau_-^{(j)}}{2} \right) \phi_t(\vec{x}) = \prod_{j=1}^{c} \left( \frac{\mu_j + \mu_{c-j}}{(2\mu)^j} \right) \prod_{r=1}^{j} \tau_-^{(r)} \prod_{s=j+1}^{c} \tau_+^{(s)} \phi_t(\vec{x}).
\]

Since all three of these equations are satisfied, the full recurrence (2.4) holds. This concludes the proof of Proposition 2.2.

**2.2. Proof of Theorem 1.3.** In this section we will prove Theorem 1.3. We consider the function defined by

\[
\phi(t_1, x_1), \ldots, (t_k, x_k) = \prod_{i=1}^{k} (-2)^{k} (\mu + \eta)_k \mathbb{1}_{x_i+t_i \text{ is odd}}
\]

\[
\times \int_{1\mathbb{R}} \frac{dz_1}{2\pi i} \cdots \int_{1\mathbb{R}} \frac{dz_k}{2\pi i} \prod_{1 \leq a \neq b \leq k} \frac{z_a - z_b}{z_a - z_b - 1} \frac{z_a + z_b}{z_a + z_b + 1} \prod_{i=1}^{k} \left( \frac{z_i^2}{z_i^2 - \mu^2} \right)^{t_i/2+1} \frac{1}{z_i(z_i + \eta)}
\]

when \( x_i \geq 1 \), and extended to \( x_i = 0 \) by imposing the condition

\[
(1 - \tau_+^{(i)}) \phi \big|_{x_i=0} = 0.
\]

We will show that this function satisfies the conditions (1) -- (5) of Proposition 2.2. The main difficulty will be showing property (5) is satisfied. This will require us to consider the polynomial

\[
P_k(z_1, \ldots, z_k) = \prod_{i=1}^{k} z_i^2 - \left( \prod_{i=1}^{k} (z_i - \mu) \right) \sum_{i=0}^{k} \binom{k}{i} (\mu)_{k-i} \prod_{i=1}^{k-i} (z_i + \mu) \prod_{j=k-i+1}^{k} z_j.
\]

and show that it can be decomposed as follows.
Proposition 2.4. The polynomial $P_k$ defined in (2.8) admits a decomposition of the form

$$P_k(z_1, \ldots, z_k) = (z_1 + \eta)F_1(z_1, \ldots, z_k) + \sum_{i=2}^{k}(z_{i-1} - z_i - 1)F_i(z_1, \ldots, z_k),$$

(2.9)

where

- $F_1 \in \mathbb{C}[z_1, \ldots, z_k]$ is symmetric with respect to $z_1 \leftrightarrow -z_1$ (we say that a function $f(z_1, \ldots, z_k)$ is symmetric with respect to $z_1 \leftrightarrow -z_1$ if $f(z_1, z_2, \ldots, z_k) = f(-z_1, z_2, \ldots, z_k)$).
- $F_i \in \mathbb{C}[z_1, \ldots, z_k]$ is symmetric with respect to $z_i \leftrightarrow z_{i-1}$ (we say that a function $f(z_1, \ldots, z_k)$ is symmetric with respect to $z_i \leftrightarrow z_{i-1}$ if $f(z_1, \ldots, z_{i-1}, z_i, \ldots, z_k) = f(z_1, \ldots, z_i, z_{i-1}, \ldots, z_k)$).

The main technical challenge in the proof of Theorem 1.3 is actually the proof of Proposition 2.4, which we delay to Section 3. Let us assume for now that Proposition 2.4 is true, and proceed with the proof of Theorem 1.3.

It suffices to show that the function $\phi$ defined by (2.7) satisfies properties (1)–(5) from Proposition 2.2. This will imply that $\phi_t(x) = u_t(x)$ when $0 \leq x_1 \leq \ldots \leq x_k$.

**Property (1):** To check that $\phi$ satisfies property (1) for $x_i \geq 2$, observe that applying $\tau_+^{(i)} + \tau_-^{(i)}$ to our integral formula for $\phi$ brings a factor of

$$\frac{1}{2} \left( \frac{z_i - \mu}{z_i} + \frac{z_i + \mu}{z_i} \right) = 1$$

inside the integral. So applying $\tau_+^{(i)} + \tau_-^{(i)}$ does not change $\phi$ provided $x_i \geq 2$.

**Property (2):** To check that $\phi$ satisfies property (2), observe that applying the operator

$$\frac{1}{2\mu + 1} \left( \tau_+^{(i)} \tau_+^{(i+1)} - (2\mu + 1)\tau_+^{(i)} \tau_-^{(i+1)} + \tau_-^{(i)} \tau_-^{(i+1)} - (2\mu - 1)\tau_-^{(i)} \tau_+^{(i+1)} \right)$$

to $\phi$ brings a factor into the integrand which simplifies to

$$\frac{-4\mu^2(z_i - z_{i+1} - 1)}{z_iz_{i+1}(2\mu + 1)}.$$

Notice that the factor $(z_i - z_{i+1} - 1)$ cancels a similar factor in the denominator of the integrand. After this cancellation the integrand is antisymmetric with respect to $z_i \leftrightarrow z_{i+1}$ (because $x_i = x_{i+1}$), and the contour for these two variables is identical, so the integral is zero as desired.

**Property (3):** We defined the extension of $\phi$ to $x_i = 0$ in terms of the value of $\phi$ at $x_i = 1$, so $\phi$ immediately satisfies property (3).

**Property (4):** To show property (4) we begin by examining (2.7) when $t_i = 0$ for all $i$. Note first that due to the indicator function in front, we need only consider the case where all the $x_i$ are odd. If $x_k \geq 3$, then the integrand has no poles at $z_k = \mu$, and in fact the integrand has no poles in $z_i$ with nonnegative real part. Because the integrand also has quadratic decay near $\infty$ integrating over $z_1$ gives 0.

Thus, we only need to compute the integral when $x_k = 1$, and we will do so now. Due to the ordering on $x_i$’s and the indicator function in the definition of $\phi$, the only nontrivial case is when all $x_i$ are equal to 1. It will be helpful to define

$$q(z_a, z_b) := \frac{z_a - z_b}{z_a - z_b - 1} \frac{z_a + z_b}{z_a + z_b + 1},$$

and

$$g_t(z) := \frac{z}{(z - \mu - i)(z + \mu + i)(z + \eta)}.$$
This gives the following expression (the first equality is a definition, the second is an evaluation)

\[ I_k := \frac{\phi_0(1, \ldots, 1)}{(-2)^k(\mu + \eta)_k} = \oint_{\mathbb{R}} \frac{dz_1}{2\pi i} \ldots \oint_{\mathbb{R}} \frac{dz_k}{2\pi i} \prod_{1 \leq a < b \leq k} q(z_a, z_b) \prod_{i=1}^{k} g_0(z_i). \]

We will proceed by induction. In the \( k = 1 \) case we evaluate \( I_1 = \oint_{\mathbb{R}} \frac{dz}{2\pi i} g_0(z_1) \) by deforming the contour for \( z_1 \) to a small negatively oriented circle around \( \mu \) and taking the residue at \( z_1 = \mu \). This gives

\[ I_1 = \frac{-1}{2(\mu + \eta)}, \]

as desired.

We state the \( k = 2 \) case explicitly as it contains the same idea as the general \( k \) case. For \( k = 2 \) we have

\[ I_2 = \oint_{\mathbb{R}} \frac{dz_1}{2\pi i} \oint_{\mathbb{R}} \frac{dz_2}{2\pi i} q(z_1, z_2) g_0(z_1) g_0(z_2). \]

Observe that deforming the contour for \( z_2 \) to a small negatively oriented circle around \( \mu \) does not cross any pole of \( q(z_1, z_2) \), so we can integrate out the \( z_2 \) variable by taking the residue at \( z_2 = \mu \). We obtain

\[ I_2 = I_1 \oint_{\mathbb{R}} \frac{dz_1}{2\pi i} q(z_1, \mu) g_0(z_1). \]

Simple cancellation gives

\[ q(z_1, \mu) g_0(z_1) = g_1(z_1), \]

so

\[ I_2 = I_1 \oint_{\mathbb{R}} \frac{dz_1}{2\pi i} g_1(z_1). \]

We deform the \( z_1 \) contour to a negatively oriented circle around \( \mu + 1 \) and evaluate the residue to obtain

\[ I_2 = I_1 \frac{-1}{2(\eta + \mu + 1)} = \frac{1}{4(\eta + \mu)_2} \]

as desired.

In the \( k = 2 \) case we integrated by taking the residue \( z_2 = \mu \), then taking the residue \( z_1 = \mu + 1 \). For the induction hypothesis, we assume that in the \( k - 1 \) case, the equality of the lemma holds and that the integral can be evaluated by sequentially deforming each variable \( z_{k-i} \) to a negatively oriented circle around \( \mu + i \) and taking the residue starting with \( z_k \). With this assumption we will prove the same for \( k \). Begin with

\[ I_k = \oint_{\mathbb{R}} \frac{dz_1}{2\pi i} \ldots \oint_{\mathbb{R}} \frac{dz_k}{2\pi i} \prod_{1 \leq a < b \leq k} q(z_a, z_b) \prod_{i=1}^{k} g_0(z_i). \]

Observe that no poles of \( q(z_1, z_{k-i}) \) are crossed when we deform the contour for \( z_{k-i} \) to a negatively oriented circle around \( \mu + i \). Thus by assumption we can integrate out the variables \( z_k, z_{k-1}, \ldots, z_3, z_2 \) in that order by deforming each variable \( z_{k-i} \) to a negatively oriented circle around \( \mu + i \) and taking the residue. By assumption if we ignore all terms containing \( z_1 \) this gives \( I_{k-1} \). Thus

\[ I_k = I_{k-1} \oint_{\mathbb{R}} \frac{dz_1}{2\pi i} \prod_{i=0}^{k-2} q(z_1, \mu + i) g_0(z_1). \]

Simple cancellation gives

\[ q(z, \mu + i) g_i(z) = g_{i+1}(z), \]

so (2.10) becomes

\[ I_k = I_{k-1} \oint_{\mathbb{R}} \frac{dz_1}{2\pi i} g_{k-1}(z_1). \]
The final integral is evaluated by deforming the contour for $z_k$ to a small negatively oriented circle around $\mu + k - 1$ and taking the residue to obtain

$$I_k = \frac{-1}{2(\eta + \mu + k - 1)} I_{k-1} = \left( \frac{-1}{2} \right)^k \frac{1}{(\eta + \mu)_k},$$

which proves property (4).

**Property (5):** We can apply the operator

$$\left( 1 - \left( \prod_{i=1}^r \tau_i^{(i)} \right) \sum_{i=0}^r \binom{r}{i} \frac{(\mu)_i(\eta)_{r-i}}{(\eta + \mu)_r} \prod_{j=1}^{r-i} \tau_j \right)$$

to our integral formula for $\phi_t(x)$ when $x_1 = \cdots = x_r = 1$. We obtain

$$(-2)^k(\mu + \eta) \prod_{i=1}^k \mathbb{1}_{x_i+t \text{ odd}}$$

$$\times \int_{\mathbb{R}} \frac{dz_1}{2\pi i} \cdots \int_{\mathbb{R}} \frac{dz_k}{2\pi i} \prod_{1 \leq a < b \leq k} z_a - z_b - \frac{z_a + z_b}{1 - z_a + z_b + 1} \prod_{i=1}^{r-1} \left( \frac{z_i^2 - \mu^2}{z_i^{2r} - \mu^2} \right)^{t/2} \left( \frac{z_i - \mu}{z_i + \mu} \right)^{(x_i-1)/2} \frac{1}{z_i(z_i + \eta)}$$

$$\times \left( \prod_{i=1}^r \left( \frac{z_i^2 - \mu^2}{z_i^{2r} - \mu^2} \right)^{t/2} \frac{1}{z_i(z_i + \eta)} \right) P_r(z_1, \ldots, z_r). \quad (2.11)$$

where $P_r$ was defined in (2.8). To show that property (5) is satisfied, it suffices to show that (2.11) is equal to 0. This is where Proposition 2.3 is crucial. We will show that the decomposition in Proposition 2.4 allows us to write (2.11) as a sum of $r$ terms, each of which is equal to zero.

First consider replacing $P_r(z_1, \ldots, z_r)$ by $(z_1 + \eta)F_1(z_1, \ldots, z_r)$ in (2.11), where $F_1(z_1, \ldots, z_r)$ is symmetric with respect to $z_1 \leftrightarrow -z_1$. Then, in (2.11), the integrand (with $P_r$ replaced by $(z_1 + \eta)F_1$) is antisymmetric with respect to $z_1 \leftrightarrow -z_1$, and the contour of integration is unchanged by this transformation. Thus, the integral over the variable $z_1$ equals 0.

Now consider replacing $P_r(z_1, \ldots, z_r)$ by $(z_i - z_i - 1)F_i(z_1, \ldots, z_r)$, in (2.11), where $F_i(z_1, \ldots, z_r)$ is symmetric with respect to $z_i \leftrightarrow z_{i-1}$. Then, in (2.11), this replacement cancels a factor of the form $\frac{1}{z_i(z_i + \eta)}$, and the resulting integrand is antisymmetric in $z_i \leftrightarrow z_{i-1}$. Because the contour is the same for both variables, the integral over variables $z_i$ and $z_{i-1}$ equals 0.

These observations, along with the decomposition from Proposition 2.4 imply that (2.11) is equal to zero. This proves that $\phi_t(x)$ satisfies property (5).

**Remark 2.5.** The proof of Theorem 1.3 shows that a sufficient condition for the boundary condition (2.6) to be satisfied is that the polynomial (2.8) satisfies the decomposition (2.9). A similar property is also satisfied by the moment formula for the half-space log-gamma polymer [BBC20, Eq. (4)], and this is the guiding principle that led us to the definition of the half-space beta RWRE (Definition 1.1). Initially, we considered the integral formula (1.3), inspired by moment formulas satisfied by several other models (the half-space log-gamma polymer [BBC20], the half-line KPZ equation [BCE16], and also by a Brownian limit of the full-space beta RWRE, studied in [BR20], which also admits a half-space version, to be studied in future work). Then, to determine to which discrete model the formula (1.3) could correspond to, we first postulated that, away from the boundary, the model should be similar as in full-space, that is $W_{t,x} \sim \text{Beta}(\mu, \mu)$ for $x > 1$. It remained to understand the distribution of boundary weights $W_{t,1}$. We wrote an analogue of the boundary condition (2.6), involving the moments of the random variables $W_{t,1}$. As in (2.11), it can be rewritten in terms of a polynomial $P_k$ similar as (2.8), involving the values of $E[(W_{t,1})^k]$,
and we expected that this polynomial satisfies the decomposition \((2.3)\), by analogy with the half-space log-gamma polymer moment formulas. As a consequence, this polynomial \(P_k\) must satisfy \(P_k(-\eta, -\eta - 1, \ldots, -\eta - k + 1) = 0\), which yields some recurrence relation for the moments \(E[W^k_{t,1}]\). The recurrence is readily solved, leading to \(W_{t,1} \sim \text{Beta}(\mu, \eta)\) as in Definition 1.1.

3. POLYNOMIAL DECOMPOSITION

The goal of this section is to prove Proposition 2.4, which we do by providing a general characterization of polynomials admitting a decomposition similar to the one arising in Proposition 2.4 as defined in the following definition.

**Definition 3.1.** Let \(\mathbb{C}[z_1, \ldots, z_k]_{\leq 2, \ldots, 2}\) be the subspace of polynomials in the variables \(z_1, \ldots, z_k\) over \(\mathbb{C}\) spanned by monomials \(z_1^{i_1} \cdots z_k^{i_k}\) where \(i_j \leq 2\) for all \(j\). We say that a polynomial \(p \in \mathbb{C}[z_1, \ldots, z_k]_{\leq 2, \ldots, 2}\) admits a boundary decomposition if we can write

\[
p(z_1, \ldots, z_k) = (z_1 + \eta)F_1(z_1, \ldots, z_k) + \sum_{i=2}^{k} (z_{i-1} - z_i - 1)F_i(z_1, \ldots, z_k),
\]

where

- \(F_1 \in \mathbb{C}[z_1, \ldots, z_k]\) is symmetric with respect to \(z_1 \leftrightarrow -z_1\) with \((z_1 + \eta)F_1(z) \in \mathbb{C}[z_1, \ldots, z_k]_{\leq 2, \ldots, 2}\)
- \(F_i \in \mathbb{C}[z_1, \ldots, z_k]\) is symmetric with respect to \(z_i \leftrightarrow z_{i-1}\) with \((z_{i-1} - z_i - 1)F_i(z) \in \mathbb{C}[z_1, \ldots, z_k]_{\leq 2, \ldots, 2}\).

The set of polynomials admitting a boundary decomposition is a subspace of \(\mathbb{C}[z_1, \ldots, z_k]_{\leq 2, \ldots, 2}\) which we will denote by \(\mathbb{BD}_k\).

It is clear that \(P_k(z) \in \mathbb{C}[z_1, \ldots, z_k]_{\leq 2, \ldots, 2}\) and our goal is to show that it lies in \(\mathbb{BD}_k\). For a given polynomial \(p \in \mathbb{BD}_k\), the decomposition \((3.1)\) is, in general, far from unique. Indeed, the dimension of \(\mathbb{BD}_k\) is clearly less than \(3^k\), while the space of all \(k\)-tuples of polynomials \(F_i\) satisfying the conditions of Definition 3.1 has dimension at least \(k3^{k-2}\). Partly for this reason, writing an explicit decomposition of \(P_k\) for all \(k\) ends up being quite difficult. Instead we will find a characterization of \(\mathbb{BD}_k\) that allows us to check whether \(P_k\) belongs to \(\mathbb{BD}_k\).

To build some intuition we can observe that any polynomial \(p \in \mathbb{BD}_k\) satisfies

\[
p(-\eta, -\eta - 1, \ldots, -\eta - k + 1) = 0.
\]

In addition for \(k = 1\) a polynomial \(p(z_1) \in \mathbb{C}[z_1]_{\leq 2}\) is in \(\mathbb{BD}_1\) if and only if \(p(-\eta) = 0\) and the coefficient of \(z_1^2\) in \(p(z_1)\) is 0. To describe the characterization of \(\mathbb{BD}_k\) for general \(k\) we need to introduce some notation.

**Definition 3.2.** We call \((r, k-r)\) shuffle any permutation \(\sigma \in S_k\) which satisfies \(\sigma(1) < \cdots < \sigma(r)\), and \(\sigma(r+1) < \cdots < \sigma(k)\). We denote the set of \((r, k-r)\) shuffles by \(\text{Sh}_{r,k-r}\). Define the linear map \(L_{r,k}\) by

\[
L_{r,k} : \mathbb{C}[z_1, \ldots, z_k]_{\leq 2, \ldots, 2} \rightarrow \mathbb{C}[x_1, \ldots, x_r]_{\leq 2, \ldots, 2}
\ptilde \mapsto \sum_{\sigma \in \text{Sh}_{r,k-r}} p(\sigma(\eta_1, \eta_1 - 1, \ldots, \eta_1 - r + 1, x_1, \ldots, x_r))
\]

Let \(\mathbb{SH}_k\) be the space of polynomials in \(\mathbb{C}[z_1, \ldots, z_k]_{\leq 2, \ldots, 2}\) satisfying the condition that the coefficient of \(x_1^2 \cdots x_r^2\) in \(L_{r,k}(p)\), denoted \([x_1^2 \cdots x_r^2]L_{r,k}(p)\) below, equals 0 for all \(0 \leq r \leq k\).

Note that when \(r = 0\), the condition \([x_1^2 \cdots x_r^2]L_{r,k}(p) = 0\) becomes \((3.2)\), and when \(r = k\), the condition says that the coefficient of \(z_1^{2} \cdots z_k^{2}\) in \(p(z_1, \ldots, z_k)\) is 0. Both these properties of \(\mathbb{SH}_k\) are also satisfied by \(\mathbb{BD}_k\) as a direct consequence of Definition 3.1.
Theorem 3.3. For all $k \geq 1$, we have
\[ BD_k = SH_k, \]
where $BD_k$ is defined in Definition 3.1 and $SH_k$ is defined in Definition 3.3.

Before we delve into the proof of Theorem 3.3, we show in Section 3.1 that Theorem 3.3 implies Proposition 2.4. Then we prove Theorem 3.3 in three steps. In Section 3.2, we show that $BD_k \subset SH_k$, so all that remains is to show $\dim BD_k \geq \dim SH_k$. In Section 3.3, we reduce the problem to checking that a certain list of monomials can be decomposed as a polynomial in $BD_k$ plus a polynomial in a certain subspace. In Section 3.4 and Section 3.5, we show that these monomials can indeed be decomposed in the desired way.

3.1. Proof of Proposition 2.4. We prove this proposition in two steps. First we compute the coefficient of $[x_1^2 \ldots x_r^2]L_{r,k}(P_k)$, then we use combinatorial identities to show that it is equal to 0 for all $0 \leq r \leq k$. By Theorem 3.3, these two steps will be enough to prove the proposition.

Step 1: In this step we show that $[x_1^2 \ldots x_r^2]L_{r,k}(P_k)$ is equal to $C_{r,k}$ with
\[ C_{r,k} = \binom{k}{r} (\eta)^r - (\eta + \mu)_{k-r} \sum_{i=0}^{k} \binom{k}{i} (\mu + (\eta + \mu)_{k-i}) \sum_{\ell=0}^{k-r-\ell} \binom{k-r}{\ell} (r - \ell)_{k-r-\ell}. \]

Most of the evaluation of the $x_1^2 \ldots x_r^2$ coefficient of $L_{r,k}(P_k)$ is direct, and we will only describe in detail how the term,
\[ \sum_{\ell=0}^{k-r-\ell} \binom{k-r}{\ell} (r - \ell)_{k-r-\ell} \]
arises. This term comes from specializing
\[ \prod_{\ell=1}^{k-i} (z_\ell + \mu) \prod_{j=k-i+1}^{k} z_j = (z_1 + \mu) \ldots (z_{k-i} + \mu) z_{k-i+1} \ldots z_k \]
along all $(r, k-r)$ shuffles of the composition $(-\eta, -\eta - 1, \ldots, -\eta - k + r + 1, x_1, \ldots, x_r)$. Such a shuffle will always preserve the ordering of the constants and the variables, and to determine a shuffle it suffices to determine the $k-r$ coordinates in $\{1, \ldots, k\}$ at which we have a constant.

If $\ell$ constant terms appear in the coordinates $\{k-i+1, \ldots, k\}$, then those terms are $-\eta - k + r + 1, \ldots, -\eta - k + r + \ell$, and the highest degree term of $z_{k-i+1} \ldots z_k$ is $(-\eta - k + r + 1) \ldots (-\eta - k + r + \ell) = (-1)^\ell (\eta + k - r - \ell)_i$. The remaining constant terms $-\eta - k + r + \ell + 1, \ldots, -\eta$ must appear in the coordinates $\{1, \ldots, k-i\}$, so the highest degree term of $z_1 + \mu \ldots (z_{k-i} + \mu)$ is $(-\eta + \mu) \ldots (-\eta + \mu - k + r + \ell + 1) = (-1)^{k-r-\ell}(\eta + \mu)_{k-r-\ell}$.

So altogether every way of placing the coordinates so that $\ell$ of them lie in $\{k-i+1, \ldots, i\}$ gives a term
\[ (-1)^{k-r}(\eta + k - r - \ell)_{\ell}(\eta - \mu)_{k-r-\ell}. \]

There are $\binom{k}{\ell}$ ways to choose the coordinates in $\{k-i+1, \ldots, k\}$ and $\binom{k-i}{k-r-\ell}$ ways to choose the coordinates in $\{1, \ldots, k-i\}$, so there are $\binom{k}{\ell} (k-r-\ell)$ shuffles which give this term.

Finally we note that the factor $(-1)^{k-r}$ ends up cancelling with an identical term that appears when we specialize $\prod_{i=1}^{k} (z_i - \mu)$ to get $(-1)^{k-r}(\eta + \mu)_{k-r}$, and this proves our formula for $C_{r,k}$.

Step 2: In light of Theorem 3.3, we need to show that for all $1 \leq r \leq k$, $C_{r,k} = 0$. This could be proved directly using properties of hypergeometric functions. We instead provide a probabilistic proof which bypasses some of the hypergeometric series transformations.
Notice that for \( \ell \leq i \leq k \) with \( i \leq r + \ell \),
\[
\binom{k}{i} \binom{i}{l} \binom{k - i}{k - r - \ell} = \binom{k}{r} \binom{r}{i - \ell} \binom{k - r}{\ell}.
\]
Thus, we may use the change of variables \( i = \ell + i' \) to write,
\[
C_{r,k} \frac{1}{\binom{k}{r} (\alpha)_{k-r} (\eta + \mu)_{k-r}} = \frac{(\eta)_{k-r}}{(\eta + \mu)_{k-r}} - \sum_{\ell = 0}^{k-r} \binom{k - r}{\ell} \binom{r}{\mu} \sum_{i' = 0}^{\ell} \binom{\eta - \mu - \ell}{\mu} \frac{(\eta + \mu)_{k-r-\ell}}{(\eta + \mu)_{k-r}}.
\]
Let us assume for the moment that \( \eta > \mu \) and let \( X, Y \) be two independent random variables such that \( X \sim \text{Beta}(\mu, \eta) \), \( Y \sim \text{Beta}(\eta - \mu, \mu) \). Then, we may write
\[
C_{r,k} = \frac{(\eta)_{k-r}}{(\eta + \mu)_{k-r}} - \mathbb{E} \left[ \sum_{\ell = 0}^{k-r} \binom{k - r}{\ell} \binom{r}{\mu} X^{\ell} Y^{1 - X} \right].
\]
Notice that \((1 - X)(1 - Y) \sim \text{Beta}(\mu, \eta)\). This is a well-known property of beta random variables, which can be proved by computing the moments
\[
\mathbb{E}[(1 - X)(1 - Y)^k] = \mathbb{E}[(1 - X)^k]\mathbb{E}[(1 - Y)^k] = \frac{(\eta)_{k}}{(\eta + \mu)_{k}} = \frac{(\mu)_{k}}{(\eta + \mu)_{k}}.
\]
Thus,
\[
\mathbb{E}[(1 - (1 - X)(1 - Y))^{k-r}] = \frac{(\eta)_{k-r}}{(\eta + \mu)_{k-r}}.
\]
and finally \( C_{r,k} = 0 \) for any \( \eta > \mu > 0 \). This implies that the equality \( C_{r,k} = 0 \) holds in the field of rational functions \( \mathbb{C}(\eta, \mu) \), thus in particular it also holds for any \( \eta, \mu > 0 \).

3.2. The simpler direction.

**Proposition 3.4.** For all \( k \geq 1 \), the vector spaces \( \mathbb{B}D_k \) and \( \mathbb{S}H_k \), defined in Definitions 3.1 and 3.2, satisfy
\[
\mathbb{B}D_k \subset \mathbb{S}H_k.
\]

**Proof.** Let \( p \in \mathbb{B}D_k \). Using the decomposition from Definition 3.1 we may write
\[
L_{r,k}(p) = L_{r,k}((z_1 + \eta)F_1) + \sum_{i=2}^{k} L_{r,k}((z_{i-1} - z_i - 1)F_i),
\]
where the \( F_i \) satisfy the hypotheses in Definition 3.1. We will show that the coefficient of \( x_1^2 \cdots x_r^2 \) in each term of (3.3) equals 0.

By Definition 3.1 \((z_1 + \eta)F_k(z_1, \ldots, z_k)\) has \( z_1 \) degree \( \leq 2 \) and \( F_1(z_1, \ldots, z_k) \) is symmetric with respect to \( z_1 \leftrightarrow -z_1 \) so that \( F_1(z_1, \ldots, z_k) \) has \( z_1 \) degree 0. Thus for any \( (r, k - r) \) shuffle \( \sigma \), \( p(\sigma(-\eta, -\eta - 1, \ldots, -\eta - k + r + 1, x_1, \ldots, x_r)) \), the term \((z_1 + \eta)F_1(z_1, \ldots, z_k)\) does not contribute to the coefficient of \( x_1^2 \cdots x_r^2 \). Indeed, either \( z_1 = \eta \) in which case this term is zero, or \( z_1 = x_1 \) in which case \((z_1 + \eta)F_k(z_1, \ldots, z_k)\) has degree \( \leq 1 \) in \( x_1 \).

Fix some \( i \in \{2, \ldots, k\} \). By Definition 3.1 \((z_{i-1} - z_i - 1)F_i(z_1, \ldots, z_k)\) has \( z_i \) degree \( \leq 2 \) and \( z_{i-1} \) degree \( \leq 2 \), so that \( F_i(z_1, \ldots, z_k) \) has \( z_i \) degree \( \leq 1 \) and \( z_{i-1} \) degree \( \leq 1 \). This means that in
the polynomial \((z_{i-1} - z_i - 1)F_i(z_1, \ldots, z_k)\) there is no monomial which includes \(z_i^2 z_{i-1}^2\) as a factor and has nonzero coefficient.

There are three types of shuffles to consider.

- Consider \((r, k-r)\) shuffles \(\sigma\) such that \(\sigma^{-1}(i), \sigma^{-1}(i-1) > k-r\). This means that after the substitution \(z' = \sigma(-\eta, -\eta-1, \ldots, -\eta-k+r+1, x_1, \ldots, x_r)\), the variables \(z_i, z_{i-1}\) are evaluated into the \(x'_i\)'s. Then using the observation above, the coefficient of \(x_1^2 \ldots x_r^2\) in \((z_{i-1} - z_i - 1)F_i(z_1, \ldots, z_k)\), after the substitution, equals 0.

- Consider \((r, k-r)\) shuffles \(\sigma\) such that \(\sigma^{-1}(i), \sigma^{-1}(i-1) \leq k-r\). It means that after the substitution \(z' = \sigma(-\eta, -\eta-1, \ldots, -\eta-k+r+1, x_1, \ldots, x_r)\), variables \(z_i, z_{i-1}\) are evaluated into constants of the form \(z_i = -\eta - j, z_{i-1} = -\eta - j + 1\) for some \(j\) (because \(\sigma\) is a shuffle). This implies that \((z_{i-1} - z_i - 1)F_i(z_1, \ldots, z_k)\) vanishes after the substitution.

- Consider now \((r, k-r)\) shuffles \(\sigma\) such that either \(\sigma^{-1}(i) > k-r\) and \(\sigma^{-1}(i-1) \leq k-r\), or \(\sigma^{-1}(i) \leq k-r\) and \(\sigma^{-1}(i-1) > k-r\) for which we employ the same argument. Assuming we are in the first case, this means that after the substitution \(z' = \sigma(-\eta, -\eta-1, \ldots, -\eta-k+r+1, x_1, \ldots, x_r)\), \(z_i\) is evaluated into some \(x_j\) and \(z_{i-1}\) is evaluated into some constant. Then, the coefficient of \(x_1^2 \ldots x_r^2\) in \((z_{i-1} - z_i - 1)F_i(z_1, \ldots, z_k)\) comes entirely from the term \(-z_i F_i(z_1, \ldots, z_k) \rightarrow -x_j F_i(\sigma(-\eta, -\eta-1, \ldots, -\eta-k+r+1, x_1, \ldots, x_r))\). Consider now the shuffle \(\bar{\sigma} = \sigma \circ (i, i-1)\). After the substitution \(z' = \bar{\sigma}(\cdot -\eta, -\eta-1, \ldots, -\eta-k+r+1, x_1, \ldots, x_r)\), the coefficient of \(x_1^2 \ldots x_r^2\) in \((z_{i-1} - z_i - 1)F_i(z_1, \ldots, z_k)\) comes from the term

\[
\sum_{i=1}^{z_{i-1}} F_i(z_1, \ldots, z_k) \rightarrow x_j F_i(\sigma(-\eta, -\eta-1, \ldots, -\eta-k+r+1, x_1, \ldots, x_r))
\]

where the last equality follows from the symmetry of \(F_i\). Hence, the contributions of terms corresponding to \(\sigma\) and \(\bar{\sigma}\) cancel each other.

We have shown that the coefficient \(x_1^2 \ldots x_r^2\) in \(L_{r,k}((z_{i-1} - z_i - 1)F_i)\) is 0. We conclude that \(p \in \mathbb{S}H_k\).

3.3. Dimension counting. Our aim now is to show that \(\dim \mathbb{B}D_k \geq \dim \mathbb{S}H_k\). Together with the inclusion from Proposition 3.2A, this will prove Theorem 3.3. We first show that \(\dim \mathbb{S}H_k = 3^k - k - 1\).

**Lemma 3.5.** The vector space \(\mathbb{S}H_k\) has dimension

\[
\dim \mathbb{S}H_k = 3^k - k - 1.
\]

**Proof.** \(\mathbb{S}H_k\) is a subspace of the vector space \(\mathbb{C}[z_1, \ldots, z_k]_{\leq 2, \ldots, 2}\) which has dimension \(3^k\). The \(k+1\) conditions used to define \(\mathbb{S}H_k\) are linearly independent when viewed as linear equations in the coordinates \(c_{m_1, \ldots, m_k}\) of the polynomial

\[
p(z_1, \ldots, z_k) = \sum_{(m_1, \ldots, m_k) \in C_k} c_{m_1, \ldots, m_k} z_{m_1}^{\cdot} z_{m_k}^{\cdot}.\]

Indeed, if we list the conditions from \(r = k\) to \(r = 0\), then the \(r\)th condition is the first time where the coefficient \(c_0, \ldots, 0, 2, \ldots, 2\) makes a nontrivial appearance. We conclude that

\[
\dim \mathbb{S}H_k = 3^k - k - 1.
\]

\(\square\)

Now, we need to show that \(\dim \mathbb{B}D_k \geq 3^k - k - 1\). The main result of this section is Proposition 3.8 which shows that \(\dim \mathbb{B}D_k \geq 3^k - k - 1\) provided that \(\mathbb{B}D_k\) satisfies the conditions [II] and [III] below. Verifying that these conditions are satisfied will be the subject of the following sections.
**Definition 3.6.** Define the cube $C_k = \{0,1,2\}^k$, and let $\vec{m} \mapsto z^{\vec{m}} := z_1^{m_1} \cdots z_k^{m_k}$ be the map from $\vec{m} \in C_k$ to the monomial basis of $\mathbb{C}[z_1, \ldots , z_k]_{\leq 2, \ldots , 2}$ with inner product $\langle z^{\vec{m}}, z^{\vec{n}} \rangle = \mathbf{1}_{\vec{m} = \vec{n}}$. We will often use the same notation to refer to a subset of $C_k$ and the corresponding set of monomials in $\mathbb{C}[z_1, \ldots , z_k]_{\leq 2, \ldots , 2}$ under the bijection $\vec{m} \mapsto z^{\vec{m}}$. For $i \in \{0,1,2\}$, we also define $L^i_k$ to be the set of monomials in $\mathbb{C}[z_1, \ldots , z_k]_{\leq 2, \ldots , 2}$ with exponent of $z_k$ equal to $i$. Each monomial in $C_k$ is in exactly one of $L^0_k, L^1_k$, or $L^2_k$. In the correspondence between monomials and lattice points, $L^1_k \cap C_k$ corresponds to $C_{k-1} \times \{i\}$.

In order to show that $\dim(\mathbb{B}D_k) \geq 3^k - k - 1$, we introduce a well-chosen set of monomials $V_k \subset C_k$ with $\dim(\text{span}(V_k)) = 3^k - k - 1$ and show that $\dim(\mathbb{B}D_k) \geq \dim(\text{span}(V_k))$.

**Definition 3.7.** Let $W_k \subset C_k$ be the set consisting of the point $(2, \ldots , 2)$ along with all its nearest neighbors in $C_k$ (i.e. all points with a 2 in $k-1$ coordinates and a 1 in the remaining coordinate). Let $V_k = C_k \setminus W_k$. We have that $|W_k| = k + 1$, so $|V_k| = 3^k - k - 1$.

Observe that if

Condition $(I)_k : \quad \text{span}(V_k) \subset \mathbb{B}D_k + \text{span}(W_k),$

is satisfied, then $\dim(\mathbb{B}D_k) \geq 3^k - k - 1$. Indeed, since $\text{span}(V_k)$ and $\text{span}(W_k)$ are orthogonal, the condition $(I)_k$ implies that $\text{span}(V_k) \subset \text{proj}_{\text{span}(V_k)}(\mathbb{B}D_k)$, which implies that $\dim(\mathbb{B}D_k) \geq \dim(\text{span}(V_k)) = 3^k - k - 1$.

In principle, we could prove $(I)_k$ by checking that each monomial in $V_k$ can be decomposed as an element of $\mathbb{B}D_k$ plus an element of $\text{span}(W_k)$. We will see that it is simpler to use a recurrence argument, so that we only need to work explicitly with a much smaller set of monomials. To this aim, it is useful to remark that, by the definition of $\mathbb{B}D_k$, we have the inclusions

\[
\mathbb{B}D_{k-1} \subset \mathbb{B}D_k, \quad z_k\mathbb{B}D_{k-1} \subset \mathbb{B}D_k, \quad z_k^2\mathbb{B}D_{k-1} \subset \mathbb{B}D_k. \tag{3.4}
\]

We will decompose the set of monomials $V_k$ using the inclusion

\[
V_k \subset V_{k-1} \times \{0,1,2\} \cup W_{k-1} \times \{1\} \cup W_{k-1} \times \{0\}. \tag{3.5}
\]

This motivates the definition of the following two conditions:

Condition $(II)_k : \quad W_{k-1} \times \{1\} \subset \mathbb{B}D_k + \text{span}(L^2_k \cup W_k)$

Condition $(III)_k : \quad W_{k-1} \times \{0\} \subset \mathbb{B}D_k + \text{span}(L^1_k \cup L^2_k)$.

**Proposition 3.8.** If conditions $(II)_k$ and $(III)_k$ are satisfied for every $k \geq 1$, then $\dim(\mathbb{B}D_k) \geq 3^k - k - 1$.

**Proof.** Assume that $(II)_k$ and $(III)_k$ are satisfied for every $k \geq 1$. As we have seen, it suffices to show that $(I)_k$ is satisfied for all $k$.

First, observe that in the case $k = 1$, then $V_1$ contains the monomial 1, and $W_1$ contains the monomials $z_1, z_1^2$, and it is easy to see that $\mathbb{B}D_1$ contains the monomial $\frac{1}{\eta}(z_1 + \eta)$, so that $(I)_1$ is satisfied.

Now we will show that for all $k > 1$, $(I)_{k-1}, (II)_k, (III)_k$ imply $(I)_k$. By recurrence, this will imply that $(I)_k$ is satisfied for all $k$. Thus, let us fix some $k > 1$, assume that $(I)_{k-1}, (II)_k, (III)_k$ hold, and consider the decomposition $(3.3)$. Using the condition $(I)_{k-1}$ and the inclusion $(3.4)$, we have that

\[
\text{span}(V_{k-1} \times \{0,1,2\}) \subset \mathbb{B}D_k + \text{span}(W_{k-1} \times \{0\}) + \text{span}(W_{k-1} \times \{1\}) + \text{span}(W_{k-1} \times \{2\}) \tag{3.6}
\]

Applying conditions $(II)_k$ and $(III)_k$, in $(3.6)$, and using the facts that $W_{k-1} \times \{2\} \subset W_k$ and $W_k \subset L^1_k \cup L^2_k$ we deduce that

\[
\text{span}(V_{k-1} \times \{0,1,2\}) \subset \mathbb{B}D_k + \text{span}(L^1_k \cup L^2_k), \tag{3.7}
\]
Now, using the decomposition \((3.5)\), the inclusion \((3.7)\) and conditions \((\text{II}), (\text{III})\), we also have that
\[
\text{span}(V_k) \subset \mathbb{BD}_k + \text{span}(L_k^1 \cup L_k^2).
\]
Observe now that \(L_k^1 = (V_{k-1} + W_{k-1}) \times \{1\}\) and \(L_k^2 = (V_{k-1} + W_{k-1}) \times \{2\}\), so that using again the inclusion \((3.4)\) and condition \((\text{I})_{k-1}\),
\[
\text{span}(V_k) \subset \mathbb{BD}_k + \text{span}(W_{k-1} \times \{1\}) + \text{span}(W_{k-1} \times \{2\}) \subset \mathbb{BD}_k + \text{span}(W_k) + \text{span}(W_{k-1} \times \{1\}).
\]
Using again condition \((\text{II})_k\), we obtain that
\[
\text{span}(V_k) \subset \mathbb{BD}_k + \text{span}(W_k) + \text{span}(L_k^2),
\]
where we may again use that \(L_k^2 = (V_{k-1} + W_{k-1}) \times \{2\}\) and \(W_{k-1} \times \{2\} \subset W_k\), so that
\[
\text{span}(V_k) \subset \mathbb{BD}_k + \text{span}(W_k).
\]
Hence, \((\text{I})_k\) is satisfied, and this concludes the proof. \(\square\)

3.4. **Condition II.** In this section we show that \((\text{II})_k\) is satisfied for all \(k \geq 1\). The set \(W_{k-1} \times \{1\}\) contains the monomial \(z_1^2 \cdots z_{k-1}^2 z_k\), as well as monomials \(z_1^2 \cdots z_i^2 z_{i+1}^2 \cdots z_{k-1}^2 z_k\) for \(1 \leq i \leq k-1\). We will show that all these monomials belong to \(\mathbb{BD}_k + \text{span}(L_k^2 \cup W_k)\) (Proposition 3.12). We will use a series of lemmas to build up more complex polynomials eventually culminating in Proposition 3.12

**Lemma 3.9.** For all \(1 \leq r \leq k - 1\), we have
\[
z_r z_{r+1} \cdots z_k (z_r - (k-r)) \prod_{j=1}^{r-1} z_j^i \in \mathbb{BD}_k + \text{span}(L_k^2),
\]
where we may choose \(i_j \in \{0, 1, 2\}\) arbitrarily for all \(1 \leq j \leq r - 1\).

**Proof.** By the definition of \(\mathbb{BD}_k\), \(z_r z_{r+1} (z_r - (k-r)) \prod_{j \neq i, i-1} z_j^i \in \mathbb{BD}_k\) for any \(i_j \in \{0, 1, 2\}\). In particular for \(i = r \geq 1\), \(z_r \cdots z_k (z_r - (k-r)) \prod_{j=1}^{r-1} z_j^i \in \mathbb{BD}_k\). We may sum terms of this form to get
\[
z_r \cdots z_k \sum_{j=r+1}^{k} (z_j - z_j - 1) \left( \prod_{j=1}^{r-1} z_j^i \right) = z_r \cdots z_k (z_r - z_k - (k-r)) \left( \prod_{j=1}^{r-1} z_j^i \right).
\]
By linearity, \((3.9) \in \mathbb{BD}_k\), and we see that the right hand side of \((3.9)\) is equal to the left hand side of \((3.8)\), up to some element of \(\text{span}(L_k^2)\). This concludes the proof. \(\square\)

**Lemma 3.10.** For all \(1 \leq i \leq k - 1\), and any \(\{i_j\}_{j=1}^{k-i}\) with \(i_j \in \{0, 1, 2\}\) for all \(1 \leq j \leq k - i\), we have
\[
\prod_{j=1}^{i-1} z_j^i \left( (z_i z_{i+1}^2 \cdots z_{k-1}^2 z_k - (k-i-1)! z_i z_{i+1} \cdots z_k) \right) \in \mathbb{BD}_k + \text{span}(L_k^2)
\]

**Proof.** Let us define the polynomial
\[
q_k^i(z) := \left( \prod_{j=1}^{i-1} z_j^i \right) \sum_{r=i+1}^{k-1} (k-r-1)! (z_r - (k-r)) z_i z_{i+1}^2 \cdots z_{r-1}^2 z_r \cdots z_k
\]
\[
= \left( \prod_{j=1}^{i-1} z_j^i \right) \sum_{r=i+1}^{k-1} (k-r-1)! z_i z_{i+1}^2 \cdots z_{r}^2 z_{r+1} \cdots z_k - (k-r)! z_i z_{i+1}^2 \cdots z_{r-1}^2 z_r \cdots z_k.
\]
On the one hand, each summand in the definition of \(q_k^i\) in \((3.11)\) lies in \(\mathbb{BD}_k + \text{span}(L_k^2)\) by Lemma 3.9, so \(q_k^i \in \mathbb{BD}_k + \text{span}(L_k^2)\). On the other hand, the sum \((3.12)\) telescopes to give the left hand side of \((3.10)\). \(\square\)
Lemma 3.11. For all $1 \leq i \leq k$, and any $\{i_j\}_{j=1}^{i-1}$ with $i_j \in \{0, 1, 2\}$ for all $j$, we have

$$
\left( \prod_{j=1}^{i-1} z_j^{i_j} \right) \left( z_i \ldots z_k - \frac{1}{(k-i)!} z_i^2 \ldots z_{k-1}^2 \right) \in \mathbb{B} \mathbb{D}_k + \text{span}(L_k^2).
$$

(3.13)

Proof. Let us define the polynomial

$$
r_k(z) := - \left( \prod_{j=1}^{i-1} z_j^{i_j} \right) \sum_{r=i}^{k-1} (z_r - (k-r)) \frac{z_i^2 \ldots z_r^2 z_{r+1} \ldots z_k}{\prod_{s=k-r}^{k-i} s}.
$$

(3.14)

On the one hand, each summand in the definition of $r_k$ in (3.14) lies in $\mathbb{B} \mathbb{D}_k + \text{span}(L_k^2)$ by Lemma 3.9, so $r_k \in \mathbb{B} \mathbb{D}_k + \text{span}(L_k^2)$. On the other hand, the sum (3.15) telescopes to give the left hand side of (3.13). \qed

Using Lemmas 3.10 and 3.11 we can now prove the following proposition which is a restatement of condition (II).

Proposition 3.12. We have

$$
z_i^2 \ldots z_{k-1}^2 z_k \in \mathbb{B} \mathbb{D}_k + \text{span}(L_k^2 \cup W_k),
$$

(3.16)

and for all $1 \leq i \leq k-1$, we have

$$
z_i^2 \ldots z_{i-1}^2 z_i z_{i+1}^2 \ldots z_{k-1}^2 z_k \in \mathbb{B} \mathbb{D}_k + \text{span}(L_k^2 \cup W_k).
$$

(3.17)

Proof. By definition of $W_k$, $z_i^2 \ldots z_{k-1}^2 z_k \in W_k$, so that (3.16) clearly holds. Let us turn to (3.17). Fix $1 \leq i \leq k-1$. By Lemma 3.10 choosing $i_1 = \cdots = i_{i-1} = 2$, we have that

$$
z_1^2 \ldots z_{i-1}^2 z_i z_{i+1}^2 \ldots z_{k-1}^2 z_k - (k-i-1)! z_1^2 \ldots z_{i-1}^2 z_i \ldots z_k \in \mathbb{B} \mathbb{D}_k + \text{span}(L_k^2).
$$

(3.18)

By Lemma 3.11 again choosing $i_1 = \cdots = i_{i-1} = 2$, we have that

$$
z_1^2 \ldots z_{i-1}^2 z_i \ldots z_k - \frac{1}{(k-i)!} z_1^2 \ldots z_{k-1}^2 z_k \in \mathbb{B} \mathbb{D}_k + \text{span}(L_k^2).
$$

(3.19)

Observe now that (3.18) + $(k-i+1)! \times (3.19)$ simplifies to give

$$
z_i^2 \ldots z_{i-1}^2 z_i z_{i+1}^2 \ldots z_{k-1}^2 z_k - z_1^2 \ldots z_{k-1}^2 z_k \in \mathbb{B} \mathbb{D}_k + \text{span}(L_k^2),
$$

so that using (3.16), (3.17) holds. \qed

3.5. Condition III. In this section we show that condition (III) is satisfied for all $k \geq 1$. The set $W_{k-1} \times \{0\}$ contains the monomial $z_1^2 \ldots z_{k-1}^2$ as well as the monomials $z_1^2 \ldots z_{i-1}^2 z_i z_{i+1}^2 \ldots z_{k-1}^2$ for all $1 \leq i \leq k-1$. We will show that all these monomials are contained in $\mathbb{B} \mathbb{D}_k + \text{span}(L_k^1 \cup L_k^2)$ (Proposition 3.19). We use a series of lemmas to build up more complex polynomials eventually culminating in Proposition 3.19.

Lemma 3.13. For all $1 \leq r \leq k-1$, the polynomial

$$
(z_r - (k-r)) \prod_{j=1}^{r-1} z_j^{i_j} \in \mathbb{B} \mathbb{D}_k + \text{span}(L_k^1),
$$

(3.20)

where we may choose $i_j \in \{0, 1, 2\}$ arbitrarily for all $1 \leq j \leq r-1$. 


Proof. By definition of $\mathcal{BD}_k$, $(z_{i-1} - z_i - 1) \prod_{j \neq i, i-1} z_j^{i_j} \in \mathcal{BD}_k$ for any $i_j \in \{0, 1, 2\}$. In particular, for $i - 1 \geq r$, $(z_{i-1} - z_i - 1) \prod_{j=1}^{i-1} z_j^{i_j} \in \mathcal{BD}_k$. We may sum terms of this form to get
\begin{equation}
\sum_{j=r+1}^{k} (z_{j-1} - z_j - 1) \left( \prod_{j=1}^{r-1} z_j^{i_j} \right) = (z_r - z_k - (k - r)) \left( \prod_{j=1}^{r-1} z_j^{i_j} \right). \tag{3.21}
\end{equation}
By linearity, ($3.21$) $\in \mathcal{BD}_k$, and we see that the right hand-side of ($3.21$) is equal to the left hand side of ($3.20$), up to some element of span($L_k^1$).

Lemma 3.14. We have
\[ 1 \in \mathcal{BD}_k + \text{span}(L_k^1) \]

Proof. $(z_1 + \eta)$ is in $\mathcal{BD}_k$ by definition, and $(z_1 - (k - 1))$ is in $\mathcal{BD}_k + \text{span}(L_k^1)$ by Lemma 3.13 so
\[ \frac{1}{\eta + k - 1} \left( (z_1 + \eta) - (z_1 - (k - 1)) \right) = 1 \in \mathcal{BD}_k + \text{span}(L_k^1). \]

Lemma 3.15. We have
\[ (z_1 \ldots z_{k-1} - (k - 1)!) \in \mathcal{BD}_k + \text{span}(L_k^1 \cup L_k^2). \tag{3.22} \]

Proof. Define the polynomial
\[ m_k(\bar{z}) := \sum_{r=1}^{k-1} (z_r - (k - r))z_1 \ldots z_{r-1} \prod_{j=r+1}^{k-1} (k - j) \]
\[ = \sum_{r=1}^{k-1} (k - r - 1)!z_1 \ldots z_r - (k - r)!z_1 \ldots z_{r-1} \tag{3.24} \]
On the one hand, each summand in the definition of $m_k$ in ($3.23$) lies in $\mathcal{BD}_k + \text{span}(L_k^1)$ by Lemma 3.13 so $m_k \in \mathcal{BD}_k + \text{span}(L_k^1)$. On the other hand, the sum ($3.24$) telescopes to give the left hand side of ($3.22$).

Lemma 3.16. For all $1 \leq r \leq k - 1$, we have
\[ z_r z_{r+1} \ldots z_{k-1} (z_r - (k - r)) \prod_{j=1}^{r-1} z_j^{i_j} \in \mathcal{BD}_k + \text{span}(L_k^1 \cup L_k^2), \tag{3.25} \]
where we may choose $i_j \in \{0, 1, 2\}$ arbitrarily for all $1 \leq j \leq r - 1$.

Proof. By definition of $\mathcal{BD}_k$, $z_{i-1} z_i (z_{i-1} - z_i - 1) \prod_{j \neq i, i-1} z_j^{i_j} \in \mathcal{BD}_k$ for any $i_j \in \{0, 1, 2\}$, and $(z_k - 1 + z_k)(z_k - z_k - 1) \prod_{j=1}^{k-2} z_j^{i_j}$. In particular, for $k > i > r$, $z_r \ldots z_{k-1} (z_{i-1} - z_i - 1) \prod_{j=1}^{r-1} z_j^{i_j} \in \mathcal{BD}_k$, and $z_r \ldots z_{k-1} (z_k - 1 + z_k)(z_k - z_k - 1) \prod_{j=1}^{r-1} z_j^{i_j}$. We may sum terms of this form to get
\begin{equation}
\left( z_r \ldots z_{k-2} (z_k - 1 + z_k)(z_k - z_k - 1) + z_r \ldots z_{k-1} (z_{j-1} - z_j - 1) \right) \prod_{j=1}^{r-1} z_j^{i_j} \tag{3.26}
\end{equation}
\[ = \left( (z_r \ldots z_{k-1} (z_r - (k - r)) + z_r \ldots z_{k-2} z_k(z_k - z_k - 1) - z_r \ldots z_k) \prod_{j=1}^{r-1} z_j^{i_j} \right). \tag{3.27} \]
By linearity ($3.26$) is in $\mathcal{BD}_k$, and we see that ($3.27$) is equal to the left hand side of ($3.25$) up to some element of span($L_k^1 \cup L_k^2$).
Lemma 3.17. For any $1 \leq i \leq k-1$, we have
\[
(z_1^2 \ldots z_{i-1}^2 z_i \ldots z_{k-1} - \frac{(k-1)!}{(k-i)!} z_1 \ldots z_{k-1}) \in \mathbb{B} \mathbb{D}_k + \text{span}(L^1_k + L^2_k). \tag{3.28}
\]

Proof. Define the polynomial \[w_k^i(z) := \sum_{r=1}^{i-1} (z_r - (k-r))z_1^2 \ldots z_{r-1}^2 z_r \ldots z_k - \prod_{j=r+1}^{i-1} (k-j)\] \[= \sum_{r=1}^{i-1} \frac{(k-r-1)!}{(k-i)!} z_1^2 \ldots z_{r+1}^2 \ldots z_{k-1} - (k-r)! \prod_{j=r+1}^{i} (k-j)! z_1 \ldots z_{k-1}. \tag{3.29}
\]

On the one hand, each summand in the definition of $w_k^i$ in (3.29) lies in $\mathbb{B} \mathbb{D}_k + \text{span}(L^1_k + L^2_k)$ by Lemma 3.16, so $w_k^i \in \mathbb{B} \mathbb{D}_k + \text{span}(L^1_k + L^2_k)$. On the other hand, the sum (3.30) telescopes to give the left hand side of (3.28). □

Lemma 3.18. For all $1 \leq i \leq k-1$, and for any $\{i_j\}_{j=1}^{i-1}$ with $i_j \in \{0,1,2\}$, we have
\[
\left(\prod_{j=1}^{i-1} z_{i_j}^{i_j}\right) \left(z_i z_{i+1}^2 \ldots z_{k-1}^2 - (k-i-1)! z_i \ldots z_{k-1}\right) \in \mathbb{B} \mathbb{D}_k + \text{span}(L^1_k \cup L^2_k). \tag{3.31}
\]

Proof. Let us define the polynomial
\[v_k^i(z) := \left(\prod_{j=1}^{i-1} z_{i_j}^{i_j}\right) \sum_{r=i+1}^{k-1} (k-r-1)! (z_r - (k-r)) z_{i+1}^2 \ldots z_{r-1}^2 z_r \ldots z_k - \prod_{j=r+1}^{k-2} (k-j)! z_1 \ldots z_{k-1} - (k-r)! z_{i+1}^2 \ldots z_{r-1}^2 z_r \ldots z_k. \tag{3.32}
\]

Each summand in the definition of $v_k^i$ in (3.32) lies in $\mathbb{B} \mathbb{D}_k + \text{span}(L^1_k + L^2_k)$ by Lemma 3.16, so $v_k^i \in \mathbb{B} \mathbb{D}_k + \text{span}(L^1_k + L^2_k)$. The sum (3.33) telescopes to give the left hand side of (3.31). This completes the proof. □

Now we combine Lemmas 3.16, 3.17, and 3.18 to prove the following proposition, which is a restatement of condition (III)k.

Proposition 3.19. We have \[z_1^2 \ldots z_{k-1}^2 \in \mathbb{B} \mathbb{D}_k + \text{span}(L^1_k \cup L^2_k), \tag{3.34}\]
and for all $1 \leq i \leq k-1$, we have \[z_1^2 \ldots z_{i-1}^2 z_i z_{i+1}^2 \ldots z_{k-1}^2 \in \mathbb{B} \mathbb{D}_k + \text{span}(L^1_k \cup L^2_k). \tag{3.35}\]

Proof. By Lemma 3.14 \[1 \in \mathbb{B} \mathbb{D}_k + \text{span}(L^1_k).\]

By Lemma 3.15 \[u = z_1 \ldots z_{k-1} - (k-1)! z_1 \ldots z_{k-1} \in \mathbb{B} \mathbb{D}_k + \text{span}(L^1_k \cup L^2_k)\]
By Lemma 3.17 we have that for $1 \leq i \leq k-1$, \[v_i = z_1^2 \ldots z_{i-1}^2 z_i \ldots z_{k-1} - \frac{(k-1)!}{(k-i)!} z_1 \ldots z_{k-1} \in \mathbb{B} \mathbb{D}_k + \text{span}(L^1_k \cup L^2_k).\] \[26\]
By Lemma 3.18 (choosing $i_1 = \cdots = i_{i-1} = 2$), we have that for $1 \leq i \leq k - 1$,
\[ w_i = z_1^2 \ldots z_{i-1}^2 z_i z_{i+1}^2 \ldots z_{k-1}^2 - (k - i - 1)! \sum z_1^2 \ldots z_{k-1}^2 z_i \in \mathbb{B}D_k + \text{span}(L_k^1 \cup L_k^2). \]
Observe that
\[ w_i + (k - i - 1)! v_i + \frac{(k - 1)!}{(k - i)!} u + \frac{[(k - 1)!]^2}{k - i} \in \mathbb{B}D_k + \text{span}(L_k^1 \cup L_k^2) \]
simplifies to (3.34). Similarly
\[ w_i + (k - i)! v_i + \frac{(k - 1)!}{k - i} u + \frac{[(k - 1)!]^2}{k - i} \in \mathbb{B}D_k + \text{span}(L_k^1 \cup L_k^2) \]
simplifies to (3.35).

□

Proposition 3.12 and Proposition 3.19 imply conditions (II) and (III). Together with Proposition 3.8, this completes the proof of Theorem 3.3. The proof of Proposition 2.4, assuming Theorem 3.3 is true, was given just after the statement of Theorem 3.3.

4. Hankel transforms and asymptotics

4.1. Definition and properties of Hankel transforms. In this preliminary section we prove some useful statements about the Hankel transform, see Definition 1.6. Recall that
\[ F_\nu(x) := \sum_{k=0}^{\infty} \frac{x^k}{(\nu)_k k!}. \]
It is useful to observe that
\[ F_\nu(x) = \frac{\Gamma(\nu)}{(\sqrt{-x})^{\nu+1}} J_{\nu-1} \left( 2\sqrt{-x} \right), \quad (4.1) \]
where
\[ J_\alpha(x) := \sum_{m=0}^{\infty} \frac{(-1)^m}{m! \Gamma(m + \alpha + 1)} \left( \frac{x}{2} \right)^{2m+\alpha} \]
is the Bessel function of the first kind. The two square roots appearing on the right hand side of (4.1) must have the same branch cut, but besides that the equality holds for any choice of branch cut.

Remark 4.1. The Hankel transform of a function $f$ is more commonly defined as
\[ k \mapsto \int_0^{+\infty} f(r) J_\nu(kr) r dr, \]
but in view of (4.1), our definition is essentially equivalent. Orthogonality properties of Bessel functions give an explicit inversion formula for the Hankel transform, but we will see below that this inversion formula is not needed for our purposes.

The following results in this section show that, for nonnegative random variables, and assuming $\nu > 1/2$, the Hankel transform acts very similarly to the Fourier transform. In particular, the Hankel transform determines the distribution of a nonnegative random variable, and we will show an equivalent of the Lévy continuity theorem. We start with a useful estimate.

Lemma 4.2. For $\nu > 1/2$, there exists a constant $C > 0$, so that $F_\nu(x) < C$ for all $x \leq 0$.

Proof. We will combine (4.1) with asymptotics for the Bessel function $J_\alpha(z)$. Let $r \geq 0$, then by (4.1) we have
\[ F_\nu(-r) = \frac{\Gamma(\nu)}{(\sqrt{r})^{\nu+1}} J_{\nu-1} \left( 2\sqrt{r} \right), \]
where we choose the branch cut of the square root so that $\sqrt{r} > 0$. The asymptotics of the Bessel function $J_\alpha(s)$ as $s \in \mathbb{R}_+$ goes to $+\infty$ are given by

$$J_\alpha(s) = \sqrt{\frac{2}{\pi s}} \left( \cos \left( s - \frac{\alpha \pi}{2} - \frac{\pi}{4} \right) + O \left( \frac{1}{s} \right) \right).$$

Setting $\alpha = \nu - 1$ and $s = 2\sqrt{r} > 0$, we can see that

$$|F_\nu(-r)| = \left| \Gamma(\nu) \sqrt{\frac{\nu}{\sqrt{\pi}}} \left( \cos \left( s - \frac{\alpha \pi}{2} - \frac{\pi}{4} \right) + O \left( \frac{1}{\sqrt{r}} \right) \right) \right| \leq \frac{1}{(\sqrt{r})^{\nu - \frac{1}{2}}} \sqrt{\pi} \left( 1 + O \left( \frac{1}{\sqrt{r}} \right) \right).$$

The right hand side approaches 0 as $r \to \infty$ because $\nu > 1/2$. Thus for any fixed $\nu$, $F_\nu(-r)$ is bounded on a finite interval by continuity and is bounded as $r \to +\infty$ by the asymptotics (4.1). □

The Hankel transform is closely related to the Laplace transform, in the following sense.

**Lemma 4.3.** Let $X$ be any nonnegative random variable and let $Z$ be an independent gamma distributed random variable with parameter $\nu$. For any $t \geq 0$ and $\nu > 1/2$,

$$E[F_\nu(-tZX)] = E[e^{-tX}],$$

and both sides of this equation are finite.

**Proof.** Let $h(-t) = E[F_\nu(-tX)]$, $F_\nu(x)$ is bounded for $x \leq 0$ by Lemma 4.2, so this expectation exist for $t \geq 0$. We compute

$$E_Z[h(-tZ)] = E[Z]E_X[F_\nu(-tZX)].$$

Again because $F_\nu(x)$ is bounded for $x < 0$, we can switch the expectations to obtain

$$E_Z[h(-tZ)] = E_X[E_Z[F_\nu(-tZX)] = E_X \left[ \sum_{k=0}^{\infty} \frac{(-tX)^k}{k!} \frac{Z^k}{(\nu)_k} \right].$$

The expectation over $Z$ can be switched with the summation over $k$ for any fixed value $X = x$, so

$$E_Z[h(-tZ)] = E_X \left[ \sum_{k=0}^{\infty} \frac{(-tX)^k}{k!} \frac{E[Z^k]}{(\nu)_k} \right] = E[e^{-tX}],$$

where in the last equality we use that the moments of a gamma random variable are $E[Z^k] = (\nu)_k$. □

Now we show that the Hankel transform of a nonnegative random variable uniquely determines its distribution.

**Lemma 4.4.** Let $\nu > 1/2$, and let $X$ and $Y$ be nonnegative random variables, so that for $t \geq 0$,

$$E[F_\nu(-tX)] = E[F_\nu(-tY)],$$

then $X$ and $Y$ have the same distribution.

**Proof.** Apply Lemma 4.3 to obtain $E[e^{-tX}] = E[e^{-tY}]$ for all $t \geq 0$. Now $X$ and $Y$ are nonnegative random variables whose Laplace transforms agree on the negative real line, so they are equal by [Fel08, p.430 Theorem 1]. □

The next proposition is the equivalent of Lévy’s continuity theorem. It says we can characterize weak limits by pointwise convergence of Hankel Transforms.
**Proposition 4.5.** Let \( \nu > 1/2 \) and let \( X_1, X_2, \ldots \) be nonnegative random variables. For all \( t \leq 0 \),

\[
    h_n(t) = \mathbb{E}[F_\nu(t X_n)].
\]

If \( h_n(t) \to h(t) \) pointwise for \( t \leq 0 \), with \( h \) left continuous at 0, then \( X_n \to X \) weakly, where \( X \) is the unique random variable satisfying

\[
    h(t) = \mathbb{E}[F_\nu(t X)],
\]

for all \( t \geq 0 \).

**Proof.** Let \( Z \) be a gamma distributed random variable with parameter \( \nu \) that is independent of \( X_1, X_2, \ldots \). By Lemma 4.3,

\[
    \mathbb{E}_Z[h_n(-tZ)] = \mathbb{E}_Z[e^{-tX_n}].
\]

Because \( F_\nu \) is bounded for negative arguments, so is \( h_n \), thus \( \mathbb{E}_Z[h_n(-tZ)] \to \mathbb{E}_Z[h(-tZ)] \) pointwise for \( t \leq 0 \) by dominated convergence.

To recap, we have nonnegative random variables \( X_n \) whose Laplace transforms \( \mathbb{E}[e^{-tX_n}] \) converge to a function \( \mathbb{E}_Z[h(-tZ)] \) pointwise for \( t > 0 \). Now \( h(0) = F_\nu(0) = 1 \). Left continuity and boundedness of \( h \) allow us to use dominated convergence to see \( \lim_{t \to 0} \mathbb{E}_Z[h(-tZ)] = 1 \). Now the continuity theorem \cite[p. 431 Theorem 2]{Fel08} gives that the \( X_n \) converge weakly to the unique random variable \( X \) whose Laplace transform is equal to \( \mathbb{E}_Z[h(-tZ)] \) for \( t > 0 \). \( F_\nu(x) \) is a bounded continuous function for \( x \leq 0 \), so for \( t \leq 0 \),

\[
    h(t) = \lim_{n \to \infty} \mathbb{E}[F_\nu(t X_n)] = \mathbb{E}[F_\nu(t X)].
\]

By Lemma 4.4, \( X \) is the unique random variable satisfying \( \mathbb{E}[F_\nu(t X)] = h(t) \). \( \square \)

To conclude this preliminary section about the Hankel transform, we remark that in certain asymptotic regimes, the limiting distribution of a random variable can be recovered directly from its Hankel transform, without using any explicit inversion formula. This is an analogue of a similar result about the Laplace transform that was used in \cite{BC14, BCS14} and many subsequent articles, see \cite[Lemma 4.1.39]{BC14}.

**Lemma 4.6.** Let \( \nu > 1/2 \), let \( X_t \) be a nonnegative random variable for each \( t > 0 \), let \( h_t(s) = \mathbb{E}[F_\nu(s X_t)] \), and let \( \zeta_t(y) = e^{ta-t^{1/3}c} \). If for all \( c > 0 \),

\[
    \lim_{t \to \infty} h_t(-\zeta_t(y-t^{-1/3}c)) = F(y)
\]

for some continuous cumulative density function \( F \), then we have weak convergence

\[
    \frac{\log(X_t) - at}{bt^{1/3}} \xrightarrow{t \to \infty} X
\]

where \( X \) is the random variable defined by \( \mathbb{P}(X \leq x) = F(x) \).

Heuristically, this comes from the fact that for \( \nu > 1/2 \),

\[
    F_\nu(e^{t^{1/3}x}) \xrightarrow{t \to \infty} \begin{cases} 0 & x > 0, \\ 1 & x < 0. \end{cases}
\]

so that

\[
    \lim_{t \to \infty} \mathbb{E}[F_\nu(e^{ta-t^{1/3}bx} X_t)] = \lim_{t \to \infty} \mathbb{P} \left( \frac{\log X_t + ta}{bt^{1/3}} < y \right).
\]
Proof. Let $Z$ be a Gamma distributed random variable with parameter $\nu$. Apply Lemma \[4.3\] to see that $\mathbb{E}[e^{-\zeta(y)}X_t] = \mathbb{E}_Z[h_t(-Z\zeta_t(y))]$. Use this to compute
\[
\lim_{t \to \infty} \mathbb{E}[e^{-\zeta(y)}X_t] = \lim_{t \to \infty} \int_0^\infty h_t(-z\zeta_t(y)) \frac{z^{\nu-1}e^{-z}}{\Gamma(\nu)} dz = \lim_{t \to \infty} \int_0^\infty h_t(-\zeta_t(y-t^{-1/3}b^{-1}\log(z))) \frac{z^{\nu-1}e^{-z}}{\Gamma(\nu)} dz
\]

The functions $h_t$ are bounded uniformly in $t$ for negative real arguments, so we can apply dominated convergence to obtain
\[
\lim_{t \to \infty} \mathbb{E}[e^{-\zeta(y)}X_t] = \int_0^\infty \left. \frac{z^{\nu-1}e^{-z}}{\Gamma(\nu)} \right|_{t \to \infty} h_t(-\zeta_t(y-t^{-1/3}b^{-1}\log(z))) dz = F(y).
\]

Hence, we have reduced the problem to a statement about the Laplace transform and the application of [BC14] Lemma 4.1.39 completes the proof. \qed

**Remark 4.7.** The proofs of Lemmas \[4.4\] and Proposition \[4.5\] require very little about the specific form of $F_\nu$. If we replace $F_\nu$ by any entire function, bounded on the negative reals which has the form $\sum_{k=0}^\infty \frac{\hat{f}_k}{k!}E[Z^k]$ for some nonnegative random variable $Z$, these statements will continue to hold by the same proofs.

4.2. **Simple Pfaffian formula.** In this section we prove Proposition \[1.7\] By the definition of $F_\nu$ in \[1.6\],
\[
\mathbb{E}[F_{\mu+\eta}(-\zeta P_{0,2}(x,1))] = \mathbb{E} \left[ \sum_{k=0}^\infty \frac{(-\zeta)^k}{k!(\mu+\eta)_k} P_{0,2t}(x,1)^k \right].
\]

Since $\mathbb{E} \left[ P_{0,2}(x,1)^k \right] < 1$, we may exchange the expectation with the sum and obtain that
\[
\mathbb{E}[F_{\mu+\eta}(-\zeta P_{0,2}(x,1))] = \sum_{k=0}^{+\infty} \frac{(-\zeta)^k}{k!(\mu+\eta)_k} \mathbb{E} \left[ P_{0,2}(x,1)^k \right], \tag{4.2}
\]

where we recall that the expectation is given by the integral formula in \[1.3\]. The product over $a < b$ in \[1.3\] can be written as
\[
\prod_{a < b} \frac{z_a - z_b}{z_a - z_b - 1} \frac{z_a + z_b}{z_a + z_b + 1} = \prod_{a < b} \frac{z_a - z_b}{z_a - z_b - 1} \frac{z_a + z_b}{z_a + z_b + 1} \frac{-z_a + z_b}{-z_a + z_b - 1} \frac{-z_a + z_b}{-z_a + z_b + 1} \frac{-z_a + z_b}{-z_a + z_b - 1} \frac{-z_a + z_b}{-z_a + z_b + 1} \prod_{a < b} \frac{z_b - z_a - 1}{z_b - z_a - 1} \frac{z_b + z_a - 1}{z_b + z_a} \tag{4.3}
\]

Observe that the first line is BC-symmetric (i.e invariant with respect to permutations of variables and transformations $z_j \to -z_j$ for all $1 \leq j \leq k$). Further, it can be written as a Pfaffian (see Appendix A for background on Pfaffians). Indeed,
\[
\prod_{a < b} \frac{z_a - z_b}{z_a - z_b - 1} \frac{z_a + z_b}{z_a + z_b + 1} \frac{z_a - z_b}{z_a - z_b - 1} \frac{z_a + z_b}{z_a + z_b + 1} \frac{z_a - z_b}{z_a - z_b - 1} \frac{z_a + z_b}{z_a + z_b + 1} = Pf \left[ \frac{u_i - u_j}{u_i + u_j} \right]_{i,j=1}^{2k} \prod_{i=1}^k \frac{1}{2z_i}, \tag{4.4}
\]

where $(u_1, \ldots, u_{2k}) = (z_1 - 1/2, -z_1 - 1/2, z_2 - 1/2, \ldots, -z_k - 1/2)$. Since the contours are all the same in \[1.3\], and they are invariant by the transformation $z_j \to -z_j$ for all $1 \leq j \leq k$, we may symmetrize the integrand (with respect to the action of signed permutations) and write
\[
\frac{1}{2^k(\mu+\eta)_k} \mathbb{E} \left[ P_{0,2}(x,1)^k \right] = \int_{\mathbb{R}} \frac{dz_1}{2\pi i} \cdots \int_{\mathbb{R}} \frac{dz_k}{2\pi i} Pf \left[ \frac{u_i - u_j}{u_i + u_j} \right]_{i,j=1}^{2k} \prod_{i=1}^k \frac{1}{2z_i} E(z_1, \ldots, z_k), \tag{4.5}
\]
where

\[ E(z_1, \ldots, z_k) = \frac{1}{2^k k!} \sum_{\sigma \in BC_k} \sigma \left( \prod_{a < b} \frac{z_b - z_a - 1}{z_b - z_a} \frac{z_a + z_b - 1}{z_a + z_b} \prod_{i=1}^k \left( \frac{z_i^2}{z_i^2 - \mu^2} \right)^t \left( \frac{z_i - \mu}{z_i + \mu} \right)^{(x-1)/2} \frac{z_i}{(z_i^2 - \mu^2)(z_i + \eta)} \right), \]

where for any function \( f \) and signed permutation \( \sigma \), the notation \( \sigma(f(z_1, \ldots, z_k)) \) means \( f(z_{\sigma(1)}, \ldots, z_{\sigma(k)}) \), where we follow the convention that \( z_{-j} = -z_j \) for all \( 1 \leq j \leq k \). In general, the function \( E \) does not admit a simple factorized expression. However, when \( x = 1 \), it can be simplified. Indeed, for any parameter \( A \in \mathbb{C} \) and complex variables \( (z_i)_{1 \leq i \leq n} \), we have

\[ \sum_{\sigma \in BC_k} \sigma \left( \prod_{a < b} \frac{z_b - z_a + 1}{z_b - z_a} \frac{z_a + 1}{z_a + z_b} \prod_{j=1}^k \frac{z_j + A}{z_j} \right) = 2^k k!. \]  

(4.6)

A generalization of it was proved in [Ven15, Theorem 2.6] in the context of BC analogues of Hall-Littlewood polynomials. We refer to [BBC16, Eq. (54)] for more details about how to degenerate Venkateswaran’s symmetrization identity (4.6). Thus, in the case \( x = 1 \), using (4.6) with \( A = -\eta \) we obtain that

\[ E(z_1, \ldots, z_k) = \prod_{i=1}^k \left( \frac{z_i^2}{z_i^2 - \mu^2} \right)^t \left( \frac{z_i^2}{(z_i^2 - \mu^2)(z_i^2 - \eta^2)} \right), \]

and we obtain that

\[ \frac{1}{2^k(\mu + \eta)_k} \mathbb{E} \left[ P_{0,2t}(1,1)^k \right] = \int_{\mathbb{R}} \frac{dz_1}{2i\pi} \cdots \int_{\mathbb{R}} \frac{dz_k}{2i\pi} \text{Pf} \left[ \frac{u_i - u_j}{u_i + u_j} \right]^{2k} \prod_{i,j=1}^k \left( \frac{z_i^2}{z_i^2 - \mu^2} \right)^t \frac{z_i}{2(z_i^2 - \mu^2)(z_i^2 - \eta^2)}. \]

(4.8)

We may simplify the factors of 2 in (4.8), form the generating series (4.2), and we find that

\[ \mathbb{E} \left[ F_{\mu + \eta}(-\zeta P_{0,2t}(1,1)) \right] = \text{Pf}(J - \zeta K)_{\mathbb{L}^2(\mathbb{R}^2 \times \{1,2\})}, \]

(4.9)

where \( K \) is the \( 2 \times 2 \) matrix kernel given by

\[ K_{11}(z, w) = \frac{z - w}{z + w + 1} \left( \frac{z^2}{z^2 - \mu^2} \right)^t \frac{z}{(z^2 - \mu^2)(z^2 - \eta^2)}, \]

(4.10a)

\[ K_{12}(z, w) = -K_{2,1}(w, z) = \frac{z + w}{z - w + 1} \left( \frac{z^2}{z^2 - \mu^2} \right)^t \frac{z}{(z^2 - \mu^2)(z^2 - \eta^2)}, \]

(4.10b)

\[ K_{22}(z, w) = \frac{w - z}{-z - w + 1} \left( \frac{w^2}{w^2 - \mu^2} \right)^t \frac{w}{(w^2 - \mu^2)(w^2 - \eta^2)}. \]

(4.10c)

The Fredholm Pfaffian in (4.9) is well-defined (see Lemma A.1) since there exist a constant \( C > 0 \) such that the following bounds hold for any \( z, w \in \mathbb{R} \),

\[ |K_{11}(z, w)| \leq \frac{C}{|z^2 - \mu^2|}, \]

\[ |K_{12}(z, w)| \leq \frac{C}{|z^2 - \mu^2|}, \]

\[ |K_{22}(z, w)| \leq \frac{C}{|w^2 - \mu^2|}, \]

and these bounds are clearly in \( L^2(\mathbb{R}) \).
4.3. **Mellin-Barnes type formula.** In this section we prove Proposition 1.9. We will show that for \( \mu, \eta > 0 \), for \( x, t \) being positive integers so that \( x + t \) is odd, and for any \( \zeta \in \mathbb{C} \setminus \mathbb{R}_{<0} \), we have

\[
\mathbb{E}\left[ F_{\mu+\eta}(-\zeta P_{0,t}(x,1)) \right] = 
1 + \sum_{\ell=1}^{\infty} \frac{1}{\ell!} \int_{C_{i/2}}^{\pi/3} \frac{d\lambda_1}{2\pi i} \cdot \ldots \cdot \frac{d\lambda_{\ell}}{2\pi i} \int_{C_{i/2}}^{\pi/3} \frac{dw_1}{2\pi i} \cdot \ldots \cdot \frac{dw_{\ell}}{2\pi i} \prod_{i=1}^{\ell} \frac{\pi}{\sin(-\pi \lambda_i)} I_\ell(\lambda, w; \zeta, x, t),
\]

where \( \gamma \) is a positively oriented circle around \( \mu \) with radius smaller than \( 1/4 \), and

\[
I_\ell(\lambda, w; \zeta, x, t) := \det \left[ \frac{1}{w_i + \lambda_i - w_j} \right]_{i,j=1}^{\ell} \prod_{i,j=1}^{\ell} \frac{\Gamma(w_i + w_j + \lambda_i)\Gamma(w_i + w_j + \lambda_j)}{\Gamma(w_i + w_j)\Gamma(w_i + w_j + \lambda_i + \lambda_j)} \times \prod_{i=1}^{\ell} \lambda_i \frac{\Gamma(2w_i + \lambda_i)}{\Gamma(2w_i)} \frac{\Gamma(\eta + w_i)\Gamma(\mu + w_i)\Gamma(w_i - \mu)}{\Gamma(\eta + w_i + \lambda_i)\Gamma(\mu + w_i + \lambda_i)\Gamma(w_i - \mu + \lambda_i)}.\]

The statement of Proposition 1.9 is then obtained by the change of variables \( z_i = w_i + \lambda_i \). After the change of variables, the contours need to be chosen so that the contour for variables \( w_i \) lies on the left of the contour for variables \( z_i \), while \( w_i + 1 \) lies on the right of the contour for variables \( z_i \). The contour for variables \( w_i \) can remain \( \gamma \), a circle around \( \mu \) with radius smaller than \( 1/4 \) (not containing \( -\mu \) not \( -\eta \)), and the contour for the variables \( z_i \) becomes \( C_{i/3}^{\pi/3} \mu + 1/2 \), as in the statement of Proposition 1.9.

Our starting point is the integral formula for mixed moments given in (4.3). We may deform the contours of integration in order, beginning with the \( z_k \) contour and ending with the \( z_1 \) contour, to obtain the formula

\[
\frac{1}{2^k(\mu + \eta)k} \mathbb{E}\left[ \prod_{i=1}^{k} P_{0,t}(x_i,1) \right] = \int_{\gamma_1} \frac{dz_1}{2\pi i} \ldots \int_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq a < b \leq k} \frac{z_a - z_b}{z_a - z_b - 1} \frac{z_a + z_b}{z_a + z_b + 1} \times \prod_{i=1}^{k} \left( \frac{z_i^2}{z_i^2 - \mu^2} \right)^{t/2} \left( \frac{z_i - \mu}{z_i + \mu} \right)^{(x_i-1)/2} \frac{z_i}{(z_i^2 - \mu^2)(z_i + \eta)},
\]

where the contours all enclose \( \mu \), and for \( a < b \), the contour for \( z_a \) (i.e. \( \gamma_a \)) encloses \( z_b + 1 \). In order to obtain such contours from (4.3), we start deforming the contour \( \gamma_k \) to be a small circle around \( \mu \), without crossing any singularities, and change the orientation so that the contour becomes positively oriented (this is why we have cancelled a factor \((-1)^k \) present in (4.3)). We then proceed to deform \( \gamma_{k-1} \) to be a positively oriented circle containing \( \mu \) and \( \gamma_k + 1 \), and iteratively, the other contours are nested into each other so that the above condition is satisfied, with \( \gamma_1 \) being the outermost contour.

We will now further shrink all contours to the small contour \( \gamma := \gamma_k \). This contour deformation now crosses many singularities, and we need to keep track of all residues. It turns out that the contribution of all residues can be nicely rearranged as a sum of integrals of determinants, this was originally discovered in [BC14], Proposition 3.2.1.
Proposition 4.8. Let \( \mu, \eta > 0 \), let \( t \) and the \( x_i \) be positive integers such that \( 1 \leq x_1 \leq \ldots \leq x_k \) with \( t + x_i \) odd. We have

\[
\frac{1}{2^k(\mu + \eta)k} \mathbb{E} \left[ \prod_{i=1}^k P_{0,t}(x_i, 1) \right] = \sum_{\lambda_1 = \mu_1 m_2 \ldots}^{\lambda_k = \mu_k m_2 \ldots} \frac{1}{m_1!m_2! \ldots} \oint_{\gamma} \frac{dw_1}{2\pi i} \ldots \oint_{\gamma} \frac{dw_{\ell(\lambda)}}{2\pi i} \det \left[ \frac{1}{w_i + \lambda_i - w_j} \right]_{i,j=1}^{\ell(\lambda)} \times \mathcal{E}(w_1, w_1 + 1, \ldots, w_1 + \lambda_1 - 1, \ldots, w_{\ell(\lambda)}, w_{\ell(\lambda)} + 1, \ldots, w_{\ell(\lambda)} + \lambda_{\ell(\lambda)} - 1),
\]

where \( \gamma \) is a small positively oriented circle around \( \mu \) containing no other singularity, and

\[
\mathcal{E}(z_1, \ldots, z_k) = \prod_{1 \leq a < b \leq k} \frac{z_a + z_b}{z_a + z_b + 1} \prod_{i=1}^k \left( \frac{z_i^2}{z_i^2 - \mu^2} \right)^{t/2} \frac{z_i}{(z_i^2 - \mu^2)(z_i + \eta)} \times \sum_{\sigma \in S_k} \sigma \left( \prod_{1 \leq b < A \leq k} \frac{z_A - z_B - 1}{z_A - z_B} \prod_{i=1}^k \left( \frac{z_i - \mu}{z_i + \mu} \right)^{(x_i - 1)/2} \right),
\]

where the permutation \( \sigma \) acts on the expression inside parentheses by permuting variables.

Proof. Going from (4.13) to (4.14) is almost a direct application of [BBC16, Proposition 5.1]. The only difference is that [BBC16, Proposition 5.1] deals with infinite contours, while we are working with finite contours. The structure of residues that are encountered during the contour deformations \( \gamma_i \to \gamma \) are, however, exactly the same as in the proof of [BBC16, Proposition 5.1]. Alternatively, one may use [BBC16, Proposition 7.2], which deals with finite contours, set \( y_i = q^{2i} \) there, and let \( q \) goes to 1: this yields an analogue of [BBC16, Proposition 5.1] for finite contours. \( \square \)

At this point, we notice that when the \( x_i \) are all equal, the function \( \mathcal{E} \) in (4.15) simplifies thanks to the symmetrization formula [Mac95, Chap. III, (1.3)] (see also [BBC16, Equation (53)])

\[
\sum_{\sigma \in S_k} \prod_{1 \leq b < a \leq k} \frac{z_{\sigma(a)} - z_{\sigma(b)} - c}{z_{\sigma(a)} - z_{\sigma(b)}} = k!
\]

Forming the generating series (4.2), we obtain the following.

Proposition 4.9. Let \( \mu, \eta > 0 \) and let \( x, t \) be positive integers so that \( x + t \) is odd. For any \( \zeta \in \mathbb{C} \setminus \mathbb{R}_{>0} \), we have

\[
\mathbb{E} \left[ F_{\mu + \eta} (-\zeta P_{0,t}(x, 1)) \right] = 1 + \sum_{\ell=1}^{\infty} \frac{1}{\ell!} \sum_{\lambda_1, \ldots, \lambda_\ell} \oint_{\gamma} \frac{dw_1}{2\pi i} \ldots \oint_{\gamma} \frac{dw_{\ell}}{2\pi i} I_\ell(\lambda, w; -\zeta, x, t),
\]

where the integrand \( I_\ell(\lambda, w; -\zeta, x, t) \) was defined in (4.12).

Proof. For \( x_1 = \ldots = x_k = x \), we find that

\[
\mathcal{E}(z_1, \ldots, z_k) = k! \prod_{1 \leq a < b \leq k} \frac{z_a + z_b}{z_a + z_b + 1} \prod_{i=1}^k \left( \frac{z_i^2}{z_i^2 - \mu^2} \right)^{t/2} \frac{z_i}{(z_i^2 - \mu^2)(z_i + \eta)}.
\]

This function can be explicitly evaluated into \((w_1, \ldots, w_1 + \lambda_1 - 1, \ldots, w_{\ell(\lambda)}, \ldots, w_{\ell(\lambda)} + \lambda_{\ell(\lambda)} - 1)\). Combining Proposition 4.8 with equation (4.12), we obtain that

\[
\mathbb{E} \left[ F_{\mu + \eta} (-\zeta P_{0,2t}(x, 1)) \right] = \sum_{k=0}^{\infty} \sum_{\lambda_1 = \mu_1 m_2 \ldots}^{\lambda_k = \mu_k m_2 \ldots} \frac{1}{m_1!m_2! \ldots} f(k, \lambda),
\]

with

\[
f(k, \lambda) = \oint_{\gamma} \frac{dw_1}{2\pi i} \ldots \oint_{\gamma} \frac{dw_{\ell(\lambda)}}{2\pi i} I_\ell(\lambda, w; -\zeta, x, t)
\]

(4.19)
We now reindex the sum in (4.18) to be over the variables $\ell = \ell(\lambda)$ and $\lambda_1, \ldots, \lambda_\ell$. We may further relax the condition $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_\ell$ and use the symmetry of $f$ to obtain the sum

$$
\sum_{\ell=1}^{\infty} \frac{1}{\ell!} \sum_{\lambda_1, \ldots, \lambda_\ell=1}^{\infty} f \left( \sum_{i=1}^{\ell} \lambda_i, \lambda \right),
$$

(4.20)

which is exactly the statement of Proposition 4.9.

All that remains is to show that this reordering does not change the value of the infinite sum. To do this we will bound $f(\sum_{i=1}^{\ell} \lambda_i, \lambda)$ to show that (4.20) converges absolutely. We will consider the factors appearing in (4.19) one by one. Fix some arbitrary $\mu > 0$, and assume that $\gamma$ is a circle around $\mu$ with radius less than $\min\{1/4, \mu\}$. Further assume that $|\zeta| = r < 1$. The determinant can be bounded using Hadamard’s inequality (see (4.21)), which yields

$$
\frac{1}{\ell!} \prod_{i=1}^{\ell} e^{\lambda_i} \left| \det \left[ \frac{1}{w_i + \lambda_i - w_j} \right]_{i,j=1}^{\ell} \right| \leq e^{-\ell \ell/2} \prod_{i=1}^{\ell} (2r)^{\lambda_i}.
$$

(4.21)

Observe that the right hand side of (4.21) has superexponential decay in $\ell$. Further, if some complex numbers $z_a, z_b$ have positive real part, then

$$
\left| \frac{z_a + z_b}{z_a + z_b + 1} \right| < 1,
$$

which implies the simple bound

$$
\left| \frac{\Gamma(w_i + w_j + \lambda_i)\Gamma(w_i + w_j + \lambda_j)}{\Gamma(w_i + w_j)\Gamma(w_i + w_j + \lambda_i + \lambda_j)} \right| < 1.
$$

Next, consider the factor

$$
\left| \frac{\Gamma(w_i - \frac{1}{2} + \lambda_i)\Gamma(2w_i + \lambda_i)}{\Gamma(\frac{1}{2} + w_i)\Gamma(2w_i + 2\lambda_i - 1)} \right| \leq e^{-\ell \ell/2} \prod_{i=1}^{\ell} (2r)^{\lambda_i}.
$$

This term as superexponential decay in $\lambda_i$ as $\lambda_i \to \infty$. All remaining factors in (4.19) take the form $\Gamma(a + \lambda_i)/\Gamma(b + \lambda_i)$ with $a$ and $b$ bounded (possibly raised to a fixed power $t$ or $x$). We have the asymptotics of Gamma function ratios [TE51]

$$
\frac{\Gamma(z + a)}{\Gamma(z + b)} = z^{a-b} + o(z^{a-b}), \quad \text{as } |z| \to \infty
$$

(4.22)

provided that $z$ avoids the poles of $\Gamma(z + \beta)$ and $\Gamma(z + \alpha)$, and avoids the branch cut used to define $z^{a-\beta}$. This implies that all these factors have at most polynomial growth in $\lambda_i$ (possibly raised to a fixed power $t$ or $x$). All these bound together imply that $\left| f(\sum_{i=1}^{\ell} \lambda_i, \lambda) \right|$ has superexponential decay in both $\lambda_i$ and $\ell$. Thus (4.20) is an absolutely convergent sum, which concludes the proof.

In order to prove the Mellin-Barnes type formula stated as Proposition 1.9, we will now rewrite the discrete sums over the $\lambda_i$ as integrals. Before doing this, we need some preliminary results. We recall the definition of the polygamma function

$$
\psi_n(z) = \left( \frac{d}{dz} \right)^{n+1} \Gamma(z) = (-1)^{n+1} n! \sum_{k=0}^{\infty} \frac{1}{(z + k)^{n+1}}.
$$

(4.23)

Known asymptotics of polygamma functions imply the following bound.
Lemma 4.10. Let $z = r_1e^{ir_1}$, $w = r_2e^{ir_2}$, with $r_1, r_2 \in (0, \infty)$, $\tau_1, \tau_2 \in [-\frac{\pi}{3}, \frac{\pi}{3}]$ and let $s$ be a complex number with positive real part in some compact set $S$. There exists a constant $C$, independent of $r_1, r_2, \tau_1, \tau_2, s$, such that
\[
\left| \frac{\Gamma(z + s)\Gamma(w + s)}{\Gamma(s)\Gamma(z + w + s)} \right| < C.
\] (4.24)

Proof. Taking the log of (4.24), we may write
\[
\log \Gamma(z + s) - \log \Gamma(s) - (\log \Gamma(z + w + s) - \log \Gamma(w + s)) = \int_0^z \psi_0(s + x)dx - \int_0^z \psi_0(w + s + x)dx
\]
\[
= - \int_0^z dx \int_0^w dy \psi_1(s + x + y) = - \int_0^{\tau_1} dt_1 \int_0^{\tau_2} dt_2 \psi_1(s + t_1e^{ir_1} + t_2e^{ir_2})e^{i(\tau_1 + \tau_2)}. \quad (4.25)
\]
where the integrals $\int_0^z$ should be interpreted as integrals along the straight line in the complex plane connecting 0 and $z$. Our goal is to upper bound the real part of (4.25) as $r_1, r_2, \tau_1, \tau_2$ and $s$ vary. First note that if we set $u = t_1e^{ir_1}$ and $v = t_2e^{ir_2}$, the last integrand in (4.25) has the form
\[
\psi_1(s + u + v) \frac{uw}{|uw|}. \quad \text{By Stirling approximation,}
\]
\[
\psi_1(s + u + v) = \frac{1}{s + u + v} + O\left(\frac{1}{s + u + v}\right)^2 = \frac{1}{u + v} + O\left(\frac{s}{(u + v)^2}\right) + O\left(\frac{1}{s + u + v}\right)^2.
\]
This estimate yields
\[
\psi_1(s + u + v) \frac{uw}{|uw|} = \frac{uw}{|uw|} \left[\frac{1}{u + v} + O\left(\frac{s}{(u + v)^2}\right) + O\left(\frac{1}{s + u + v}\right)^2\right].
\]
Recall that
\[
arg\left(\frac{uw}{u + v}\right) = arg(u) + arg(v) - arg(u + v). \quad (4.26)
\]
Without loss of generality, we may assume that $arg(u) < arg(v)$ and we recall that, by assumption, both arguments are in the interval $[-\frac{\pi}{3}, \frac{\pi}{3}]$. Then we have
\[
arg(u) \leq arg(u + v) \leq arg(v).
\]
Combining this with (4.26) gives
\[
\frac{-\pi}{3} \leq arg(u) \leq arg \left(\frac{uw}{u + v}\right) \leq arg(v) \leq \frac{\pi}{3}. \quad (4.27)
\]
In particular, $\frac{uw}{(u + v)|uv|}$ has positive real part. We may bound the error terms $\frac{s}{(u + v)^2}$ and $\frac{1}{s + u + v}$ purely in terms of $r_1, r_2$ and the set $S$, so that for $r_1, r_2$ outside some fixed compact set independent of all variables, we have
\[
\Re\left[\psi_1(s + u + v) \frac{uw}{|uw|}\right] \geq 0.
\]
Now (4.25) is the integral of a continuous function whose real part is negative outside a fixed compact set, and thus, it is bounded above. \qed

In order to deduce (4.11) from Proposition 4.9 all that remains is to use Mellin-Barnes type summation formula. This summation trick was first used in a similar context in [BC14, Lemma 3.2.13], and has been used many times in subsequent works.

Lemma 4.11 (Mellin-Barnes summation formula). If $g$ is a meromorphic function with no poles that have real part larger than $a < 1$, $\theta \in [-\frac{\pi}{2}, \frac{\pi}{2}]$ and for all $\tau \in [-\theta, \theta]$, $\lim_{r \to +\infty} r|g(re^{it})| = 0$ uniformly in $\tau$, then
\[
\sum_{n=1}^{\infty} (-\zeta)^n g(n) = \int_{C_a} \frac{ds}{2\pi i} \frac{\pi}{\sin(-\pi s)} \zeta^s g(s),
\]
where $C_a$ is the line $\{\zeta = a + i\tau, \text{arg} \zeta \in [-\frac{\pi}{2}, \frac{\pi}{2}]\}$. 
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where we recall that the contour \( C_\alpha^n \) is defined in the statement of Proposition 4.9.

**Proof.** This relies on the fact that the residue of \( \frac{\pi}{\sin(-\pi s)} \) at \( s = n \), where \( n \) is an integer, is \((-1)^{n+1}\).

The statement of Lemma 4.11 is essentially the same as [BC14, Lemma 3.2.13], with slightly more explicit assumptions.

Now we may prove Proposition 4.9. It suffices to show that for each \( \ell \) the summands in (4.11) and (4.17) are equal. More explicitly, we want to show that for any \( \ell \in \mathbb{Z}_{\geq 1} \),

\[
\sum_{\lambda_1, \ldots, \lambda_\ell = 1}^{\infty} \oint_{\gamma} \frac{d\lambda_1}{2\pi i} \cdot \int_{C_{\pi/2}} \frac{d\lambda_2}{2\pi i} \cdot \int_{C_{\pi/2}} \frac{d\lambda_3}{2\pi i} \cdot \cdots \int_{C_{\pi/2}} \frac{d\lambda_\ell}{2\pi i} \prod_{i=1}^{\ell} \frac{\pi}{\sin(-\pi \lambda_i)} I_\ell(\lambda; w; -\zeta, x, t) =
\int_{C_{\pi/2}} \frac{d\lambda_1}{2\pi i} \cdot \int_{C_{\pi/2}} \frac{d\lambda_2}{2\pi i} \cdot \int_{C_{\pi/2}} \frac{d\lambda_3}{2\pi i} \cdot \cdots \int_{C_{\pi/2}} \frac{d\lambda_\ell}{2\pi i} \prod_{i=1}^{\ell} I_\ell(\lambda; w; \zeta, x, t). \tag{4.28}
\]

This identity can be obtained by applying Lemma 4.11 to each sum over \( \lambda_i \). Hence, we need to show that

1. When each \( w_i \) is restricted to \( \gamma \), the integrand \( I_\ell(\lambda; w; \zeta, x, t) \) has no poles in \( \lambda_i \) that have real part larger than \( 1/2 \).
2. When each \( w_i \) is restricted to \( \gamma \), setting \( \lambda_i = r_i e^{i\theta_i} \) for any \( \tau_1, \ldots, \tau_\ell \in [-\frac{\pi}{3}, \frac{\pi}{3}] \) and any \( r_1, \ldots, r_\ell > 0 \), the integrand \( I_\ell(\lambda; w; \zeta, x, t) \) is bounded by

\[
|I_\ell(\lambda; w; \zeta, x, t)| \leq \frac{C}{r_1 r_2 \cdots r_\ell}, \tag{4.29}
\]

for some constant \( C \).

We begin by examining the poles of \( I_\ell(\lambda; w; \zeta, x, t) \). The determinant is explicitly given by Cauchy determinant identity

\[
\det \left[ \frac{1}{w_i + \lambda_i - w_j} \right]_{i,j=1}^{\ell} = \prod_{1 \leq i < j \leq \ell} (w_j - w_i + \lambda_j - \lambda_i) (w_i - w_j) / \prod_{i,j=1}^{\ell} (w_i + \lambda_i - w_j).
\]

Recall that \( \Gamma(z) \) has poles at \( z \in \mathbb{Z}_{\leq 0} \), and \( \frac{1}{\Gamma(z)} \) has no poles. Examining all possible poles and taking into account some cancellations, we see that, for fixed \( w_i \in \gamma \) (a circle around \( \mu \) with radius smaller than \( 1/4 \)), \( I_\ell \) has no poles in \( \lambda_i \) with real part larger or equal than \( 1/2 \).

Now we only need to prove equation (4.29). We will actually prove the much stronger statement that \( I_\ell \) has superexponential decay in every one of the \( r_i \). We will bound the most important factors of \( I_\ell \) first. We use Stirling approximation, along with the fact that for \( r > 0 \), \( \theta \in (-\pi/2, \pi/2) \),

\[
\left| (re^{i\theta})^{r e^{i\theta}} \right| = e^{r \log(r) \cos(\theta) - r \theta \sin(\theta)} \sim e^{r \log(r) \cos(\theta)}, \tag{4.30}
\]

so by Stirling

\[
\left| \frac{1}{\Gamma(s)} \right| = \left| \sqrt{\frac{s}{2\pi}} \left( \frac{e}{s} \right)^s \right| \sim e^{-r \log(r) \cos(\theta) + r} \to 0, \tag{4.31}
\]

for \( s = \lambda_i + \mu + w_i \) and \( s = \lambda_i + \eta + w_i \), with \( \lambda_i = r e^{i\theta} \). We see that this term has superexponential decay in \( r_i = |\lambda_i| \). Now we only need to show that we can split the rest of \( I_\ell \) into other factors each of which have at most exponential growth in any of the \( r_i \). All \( \lambda_i \) have argument with absolute value less than or equal to \( \frac{\pi}{3} \). Thus we can uniformly bound each factor of the cross-term

\[
\prod_{1 \leq i < j \leq \ell} \frac{\Gamma(w_i + w_j + \lambda_i) \Gamma(w_i + w_j + \lambda_j)}{\Gamma(w_i + w_j) \Gamma(w_i + w_j + \lambda_i + \lambda_j)},
\]
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by applying Lemma 1.10 with \( z = \lambda_i, w = \lambda_j \), and \( s = w_i + w_j \). All remaining factors are controlled using (1.22) and Stirling approximation, and can be easily shown to have at most exponential growth. This establishes (4.11) and concludes the proof of Proposition 1.9.

4.4. Return probability asymptotics. In this section we prove Corollary 1.10. We start from (1.7). Let us examine the limit of this formula for large \( t \). It is natural to expect (and we will prove) that, as for usual random walks, \( P_{0,t}(1,1) \) should be of order \( 1/\sqrt{t} \). Hence we scale \( \zeta \) as \( \bar{\zeta} = \xi \sqrt{2t} \).

In the integrals (1.8) defining the kernel \( K \), we will also scale variables as

\[
\begin{align*}
w &= \sqrt{t}/\bar{w}, \quad z = \sqrt{t}/\bar{z} \\
(4.32)
\end{align*}
\]

Let us first consider the pointwise convergence. Under this change of variables, one immediately finds that for fixed \( z \neq w \),

\[
\sqrt{2t}K_{11}(z,w)dz = O\left(1/\sqrt{t}\right), \quad \sqrt{2t}K_{12}(z,w)dz = O\left(1/\sqrt{t}\right), \quad \sqrt{2t}K_{22}(z,w)dz = O\left(1/\sqrt{t}\right).
\]

However, when \( z = w \), \( K_{11}(z,z) = K_{22}(z,z) = 0 \) and

\[
\sqrt{2t}K_{12}(z,z)dz \underset{t \to \infty}{\longrightarrow} \frac{1}{2\pi} \int_{\mathbb{R}} 2\sqrt{2}\bar{e}z^2\mu^2 d\bar{z}.
\]

The integral can be computed as

\[
\frac{1}{2\pi} \int_{\mathbb{R}} 2\sqrt{2}\bar{e}z^2\mu^2 d\bar{z} = \frac{2}{\mu} \frac{1}{\sqrt{2\pi}}.
\]

Hence, we have the pointwise convergence (probably some tildes are missing, and a \( d\bar{z} \))

\[
\sqrt{2t}K(z,w)dz \underset{t \to \infty}{\longrightarrow} K^\infty(\bar{z},\bar{w})d\bar{z} := \mathbb{P}_{\bar{z} = \bar{\bar{w}}} \frac{2}{\mu} \frac{1}{\sqrt{2\pi}} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

(4.33)

At this point, we claim that we may apply dominated convergence to conclude about the convergence of the Fredholm Pfaffian. Indeed, under the change of variables (4.32), and writing \( \bar{z} = iy \) where \( y \) is a real number,

\[
\left(\frac{z^2}{z^2 - \mu^2}\right)^t = \exp\left(-t \log\left(1 + \frac{\mu^2y^2}{t}\right)\right).
\]

Using \( t \log(1 + x/t) \geq \log(1 + x) \) for \( x > 0 \) and \( t > 1 \), we have that

\[
\left|\left(\frac{z^2}{z^2 - \mu^2}\right)^t\right| \leq \frac{1}{1 + \mu^2y^2}.
\]

Moreover, on the contour \( i\mathbb{R} \), we may bound the denominators in the kernel as \( |\pm z \pm w + 1| \geq 1 \). The remaining rational fractions have no singularity on the contour and go to 1 as \( t \) goes to infinity, after taking into account the Jacobian of the change of variables. Hence, there exist a constant \( c > 0 \) so that

\[
\left|K_{11}(z,w)\frac{dz}{d\bar{z}}\right| \leq \left|\frac{c}{1 - \mu^2\bar{z}^2}\right|, \quad \left|K_{12}(z,w)\frac{dz}{d\bar{z}}\right| \leq \left|\frac{c}{1 - \mu^2\bar{z}^2}\right|, \quad \left|K_{22}(z,w)\frac{dw}{d\bar{z}}\right| \leq \left|\frac{c}{1 - \mu^2\bar{w}^2}\right|.
\]

(4.34)

These bounds are clearly in \( L^2(i\mathbb{R}) \). Hence, by dominated convergence on each term of the Fredholm Pfaffian \( \text{Pf}(J + \xi K)_{L^2(i\mathbb{R} \times \{1,2\})} \), and using Hadamard’s bound to control the series (see Appendix A for details, in particular Lemma A.1), the Fredholm Pfaffian converges to the Fredholm Pfaffian of the limiting kernel \( K^\infty \) given in the RHS of (4.33). Using the fact that for distinct variables \( z_1, \ldots, z_j \),

\[
\text{Pf}\left(\mathbb{P}_{z_i = z_j} C \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}\right)_{i,j=1}^k = C^k,
\]
we find that
\[ \text{Pf}(J + \tilde{\zeta}K^\infty) \xrightarrow{t \to \infty} \exp \left( \frac{\tilde{\zeta}}{\mu} \frac{2}{\sqrt{2\pi}} \right). \]

Finally, using Proposition 1.7, we obtain the following limit: uniformly for \( \tilde{\zeta} \) in a compact subset of \( \mathbb{R} \), we have
\[ \mathbb{E} \left[ F_{\eta+\mu}(-2\tilde{\zeta}\sqrt{2t}P_{0,t}(1,1)) \right] \xrightarrow{t \to \infty} \exp \left( -\frac{\tilde{\zeta}}{\mu} \frac{2}{\sqrt{2\pi}} \right). \quad (4.35) \]

On the right hand side, we recognize the \( F_{\eta+\mu} \)-transform of a gamma random variable (up to a multiplicative factor). More precisely, if \( G \sim \text{Gamma}(\eta + \mu) \), then for any \( z < 0 \),
\[ \mathbb{E}[F_{\eta+\mu}(zG)] = e^z. \]

Using Proposition 4.5, we conclude that for \( \eta + \mu > 1/2 \), we have the weak convergence
\[ \sqrt{2\pi}tP_{0,t}(1,1) \xrightarrow{t \to \infty} \frac{1}{\mu} \text{Gamma}(\mu + \eta), \quad (4.36) \]
which proves Corollary 1.10.

4.5. Arbitrary starting point. In this section, we explain why \( P_{0,t}(x,1) \) and \( P_{0,t}(x,0) \) asymptotically do not depend on \( x \). In particular, for \( \eta + \mu > 1/2 \) and for any fixed \( x > 0 \), we have that
\[ \sqrt{t}P_{0,t}(x,1) \xrightarrow{t \to \infty} \frac{2}{\sqrt{2\pi}} \frac{\text{Gamma}(\eta + \mu)}{2\mu} \quad (4.37) \]
and
\[ \sqrt{t}P_{0,t}(x,0) \xrightarrow{t \to \infty} \frac{2}{\sqrt{2\pi}} \frac{\text{Gamma}(\eta)}{2\mu}. \quad (4.38) \]

By the definition of the half-space beta RWRE, (4.37) implies (4.38) (see in particular (1.5)). Since we know by Corollary 1.10 that (4.37) holds when \( x = 1 \), it suffices to show that \( \sqrt{t}(P_{0,t}(1,1) - P_{0,t}(x,1)) \) goes to zero in distribution, and for that, it suffices to show that
\[ \mathbb{E} \left[ \sqrt{t}[P_{0,t}(1,1) - P_{0,t}(x,1)] \right] \xrightarrow{t \to \infty} 0. \quad (4.39) \]

Let us fix \( x > 1 \) and for simplicity, let us assume that \( x \) is odd. Otherwise it would be more convenient to compare \( P_{0,t}(0,1) \) and \( P_{0,t}(x,1) \), using a very similar argument. Let us consider two coalescing half-space beta random walks \( X_x(t) \) starting from \( x \) at time 0 and \( X_1(t) \) starting from 1 at time 0, sampled in the same environment. The marginal distribution of each random walk is the half-space beta RWRE. Denoting by \( \mathbb{E} \) the expectation with respect to the measure on these coalescing random walks, we have
\[ P_{0,t}(1,1) - P_{0,t}(x,1) = \mathbb{E} \left[ \mathbb{1}_{X_1(t) = 1} - \mathbb{1}_{X_x(t) = 1} \right]. \quad (4.40) \]

If the random walks intersect before time \( t \), the difference of indicator functions in (4.40) will be zero since the random walks are coalescing. The coalescing random walks are weakly ordered for all time, so if \( X_x(t) = 1 \), then \( X_1(t) = 1 \). Hence, (4.40) is simply the probability that \( X_x \) and \( X_1 \) never intersect between times 0 and \( t \), and \( X_1(t) = 1 \). Averaging over the environment, we obtain that
\[ \mathbb{E} [P_{0,t}(1,1) - P_{0,t}(x,1)] = \mathbb{E} [P(X_x \text{ and } X_0 \text{ do not intersect on } [0,t] \text{ and } X_1(t) = 1)] \]
\[ = P(X_x \text{ and } X_1 \text{ do not intersect on } [0,t] \text{ and } X_1(t) = 1), \]
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The Fredholm Pfaffian of a kernel \( A \) provided the right-hand-side is a convergent series (see \[Sim05\] for a more general definition). When there exist functions \( f \) and \( g \) on a contour of the complex plane, which is the case in this paper) by the series expansion

\[
\det(I + K)_{L^2(X,d\mu)} = 1 + \sum_{k=1}^{+\infty} \frac{1}{k!} \int_X d\mu(x_1) \cdots \int_X d\mu(x_k) \det(K(x_i,x_j))_{i,j=1}^k,
\]

provided the right-hand-side is a convergent series (see \[Sim05\] for a more general definition). When proving that such expansions are bounded, one often uses Hadamard’s bound: for a \( k \times k \) matrix \( M \) such that \( |m_{i,j}| \leq a_i b_j \) for all \( 1 \leq i,j \leq k \),

\[
|\det(M)| \leq k^{k/2} \prod_{i=1}^k a_i b_i.
\]

Consider now a skew-symmetric, matrix-valued kernel

\[
K(x,y) = \begin{pmatrix}
K_{11}(x,y) & K_{12}(x,y) \\
K_{21}(x,y) & K_{22}(x,y)
\end{pmatrix}, \quad x,y \in X.
\]

The Fredholm Pfaffian of \( K \), denoted \( \text{Pf}(J + K)_{L^2(X,\{1,2\},d\mu)} \) (again, we will often omit the reference measure \( d\mu \)), is defined by the series expansion

\[
\text{Pf}(J + K)_{L^2(X,\{1,2\},d\mu)} = 1 + \sum_{k=1}^{+\infty} \frac{1}{k!} \int_X d\mu(x_1) \cdots \int_X d\mu(x_k) \text{Pf}(K(x_i,x_j))_{i,j=1}^k,
\]

provided the series converges.

**Lemma A.1.** Let \( K : X \times X \to \mathbb{R} \) be a \( 2 \times 2 \) matrix valued skew symmetric kernel. Assume that there exist functions \( f_{11}, f_{12}, f_{22} \in L^2(X,d\mu) \) such that for all \( x,y \in X \),

\[
|K_{11}(x,y)| \leq f_{11}(x), \quad |K_{12}(x,y)| \leq f_{12}(x), \quad |K_{22}(x,y)| \leq f_{22}(y).
\]

**Appendix A. Pfaffians and Fredholm Pfaffians**

In this section we provide some background on the notions of Pfaffians and Fredholm Pfaffians, and give conditions for them to be well-defined. The Pfaffian of a skew-symmetric \( 2k \times 2k \) matrix \( A = (a_{i,j})_{i,j=1}^k \) is defined by

\[
\text{Pf}(A) = \frac{1}{2^k k!} \sum_{\sigma \in S_{2k}} \prod_{i=1}^k a_{\sigma(2k-i),\sigma(2k)}.
\]
Then, the Fredholm Pfaffian expansion of $\text{Pf}(J + K)_{L^2(\mathbb{X} \times \{1,2\}, \mu)}$ in (A.4) is convergent.

Moreover, if a sequence of $2 \times 2$ matrix valued skew symmetric kernels $K^{(n)}$ converges pointwise to $K$ as $n$ goes to infinity, and for all $x, y \in \mathbb{X}$ we have the bounds (uniformly in $n$)

$$|K_{11}^{(n)}(x, y)| \leq f_{11}(x), |K_{12}^{(n)}(x, y)| \leq f_{12}(x), |K_{22}^{(n)}(x, y)| \leq f_{22}(y),$$

then

$$\lim_{n \to +\infty} \text{Pf}(J + K^{(n)})_{L^2(\mathbb{X} \times \{1,2\}, \mu)} = \text{Pf}(J + K)_{L^2(\mathbb{X} \times \{1,2\}, \mu)}. \quad (A.5)$$

**Proof.** In the series expansion (A.4), we use the fact that

$$\left| \text{Pf}(K(x_i, x_j))^k_{i,j=1} \right| = \sqrt{\left| \det(K(x_i, x_j)) \right|_{i,j=1}^k},$$

which, using Hadamard’s bound (A.3), is bounded by

$$(2k)^{k/2} \prod_{i=1}^k f_{11}(x_i) f_{12}(x_i) f_{12}(y_i) f_{22}(y_i).$$

Using Cauchy-Schwarz inequality, and the fact that $f_{11}, f_{12}, f_{13} \in L^2(\mathbb{X}, \mu)$, yields that the series expansion in (A.4) is bounded by

$$\sum_{k=0}^{\infty} \frac{1}{k!} \left( \|f_{11}\|_2^2 \|f_{12}\|_2^2 \|f_{22}\|_2^2 \right)^{k/4} (2k)^{k/2},$$

which is finite. The convergence (A.5) then follows from applying the dominated convergence theorem in the integrals and the series.

**Appendix B. Local limit theorem for the full-space beta RWRE**

Let us start by recalling a formula for the moments of $\mathbb{P}^z(x, 0)$, defined in (1.12). For $x_1 \geq \ldots \geq x_k$ with $t + x_i$ even, we have

$$\mathbb{E} \left[ \mathbb{P}^z_{0,t}(x_1, 0) \ldots \mathbb{P}^z_{0,t}(x_k, 0) \right] = (\alpha + \beta)_k$$

$$\times \int_{\gamma_1} \frac{dz_1}{2\pi i} \ldots \int_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq a < b \leq k} \frac{z_a - z_b}{z_a - z_b - 1} \left( \frac{(\alpha + z_i)^{\omega}}{z_i(\alpha + \beta)} \right)^{1/2} \left( \frac{(\alpha + z_i)}{z_i} \right)^{\omega+1} \frac{1}{(z_i + \alpha + \beta)^2}, \quad (B.1)$$

where the contours $\gamma_1, \ldots, \gamma_k$ all contain $0$, exclude $-\alpha - \beta$, and are nested in such a way that $\gamma_i$ contains $\gamma_j + 1$ for all $1 \leq i < j \leq k$. This formula is a variant of the moment formula from [BC17 Proposition 1.11], given in [TLD16], see also [CG17 (3.1)]. We may deform the contours to become a vertical line $\eta + \mathbb{R}$, with $-\alpha - \beta < \eta < 0$. Once the contours are all the same, using the symmetrization identity

$$\sum_{\sigma \in S_k} \sigma \left( \prod_{a < b} \frac{z_a - z_b - 1}{z_a - z_b} \right) = k!, \quad (B.2)$$

we obtain that

$$\mathbb{E} \left[ \mathbb{P}^z_{0,t}(x, 0)^k \right] = (\alpha + \beta)_k \int_{\eta + \mathbb{R}} \frac{dz_1}{2\pi i} \ldots \int_{\eta + \mathbb{R}} \frac{dz_k}{2\pi i} \det \left( \frac{1}{z_i - z_j - 1} \right)_{i,j=1}^k \prod_{i=1}^k f_{i,x}(z_i), \quad (B.3)$$
where
\[ f_{t,x}(z) = \left( \frac{(\alpha + z)^2}{z(z + \alpha + \beta)} \right)^{1/2} \left( \frac{z + \alpha + \beta}{z} \right)^{\frac{z+1}{2}} \frac{1}{(z + \alpha + \beta)^2}. \]

We refer to [BC14, Proposition 3.2.2] for similar type of derivations of determinantal formulas. We may now take the generating series to compute the Hankel transform, and obtain
\[ \mathbb{E} \left[ F_{\alpha+\beta}(\zeta P_{0,t}^Z(x,0)) \right] = \det(I + \zeta L)_{L^2(\eta+i\mathbb{R})}, \tag{B.4} \]
where the kernel \( L \) is given by
\[ L(z, z') = \frac{1}{z - z'} f_{t,x}(z, z'). \]

Let us consider the scalings and changes of variables
\[ \zeta = \tilde{\zeta} \sqrt{t}, \quad x = \frac{\beta - \alpha}{\beta + \alpha} t + \tilde{x} \sqrt{t}, \quad z = \frac{\sqrt{2t\alpha\beta}}{\tilde{z}}, \quad z' = \frac{\sqrt{2t\alpha\beta}}{z'}. \tag{B.5} \]

Under these scalings, we see – the computations are similar as in Section 4.4 – that we have the pointwise convergence of the kernel
\[ \sqrt{t}L(z, z') \underset{t \to \infty}{\longrightarrow} L^\infty(\tilde{z}, \tilde{z}') := \mathbb{1}_{\tilde{z} = \tilde{z}'} \frac{1}{\sqrt{2\alpha\beta}} \exp \left( \frac{\tilde{z}^2}{2} + \frac{x\tilde{z}}{\sigma} \right), \]
where \( \sigma \) is as in Proposition 1.13. Furthermore, the kernel can be bounded in a way similar as in (4.34), that is, there exist constants \( c, c' > 0 \) such that
\[ \left| L(z, z') \frac{dz}{dz} \right| \leq \left| \frac{c}{c' - \tilde{z}^2} \right|, \]
where we recall that \( g_\sigma \) is the density function of the Gaussian distribution with variance \( \sigma^2 = \frac{4\alpha\beta}{(\alpha + \beta)^2} \), as in the statement of Proposition 1.13. Thus, we may apply dominated convergence in the Fredholm determinant expansion. We find that
\[ \det(I + \zeta L)_{L^2(\eta+i\mathbb{R})} \underset{t \to \infty}{\longrightarrow} \det(I + \tilde{\zeta} L^\infty)_{L^2(\mathbb{R})} = \exp \left( \tilde{\zeta} \int_{\mathbb{R}} \frac{dz}{2\pi} L^\infty(z, z) \right) = \exp \left( \tilde{\zeta} g_\sigma(\tilde{x}) \frac{\Gamma(\alpha + \beta)}{\alpha + \beta} \right). \]

Using (B.4) and Proposition 4.5, this shows that under the scalings (B.5)
\[ \sqrt{t}P_{0,t}^Z(x, 0) \underset{t \to \infty}{\longrightarrow} g_\sigma(\tilde{x}) \frac{\Gamma(\alpha + \beta)}{\alpha + \beta}, \]
which concludes the proof of Proposition 1.13.

**Appendix C. Critical point asymptotics**

In this Section, we show that a critical point (non-rigorous) asymptotic analysis of the formula from Proposition 1.9 yields the statement from Conjecture 1.16.

All constants arising in the asymptotic analysis take the simplest possible form when they are written as functions of a real number \( \theta > \mu \), which corresponds to the location of the critical point in the asymptotic analysis below. We start with setting \( \zeta(t) = e^{t a_\theta - t^{1/3} b_\theta y} \), as in Lemma 4.6, where the constants \( a_\theta, b_\theta \) will be the same as in Conjecture 1.16 and we explain below how these
constants were determined. We may restate Proposition 1.9 gathering all factors depending on $t$, as

$$E[F_{\mu+\eta}(-\zeta(t) y) P_{0,2t}(x, x_\theta t, 1)/4] = 1 + \sum_{\ell=1}^\infty \frac{1}{\ell!} \int_{\frac{\mu+1/2+e^{1/3}t}{4+e^{-1/3}t}}^{\mu+1/2+e^{1/3}t} \frac{dz_1}{2\pi i} \cdots \int_{\frac{\mu+1/2+e^{1/3}t}{4+e^{-1/3}t}}^{\mu+1/2+e^{1/3}t} \frac{dz_{\ell}}{2\pi i}$$

$$\int_\gamma \frac{dw_1}{2\pi i} \cdots \int_\gamma \frac{dw_\ell}{2\pi i} \prod_{i=1}^\ell \frac{\pi}{\sin(\pi(w_i - z_i))} \det \left[ \frac{1}{z_i - w_j} \right]_{i,j=1}^\ell \prod_{1 \leq i < j \leq \ell} \frac{\Gamma(z_i + w_j) \Gamma(w_i + z_j)}{\Gamma(\eta + w_i) \Gamma(\eta + z_j) \Gamma(z_i + \mu) \Gamma(z_i + \mu) \Gamma(z_i + \mu) \Gamma(z_i - \mu)} e^{t(F(z_{\ell}) - F(w_{\ell})) - t/3 b y(z_i - w_i)}. \quad (C.1)$$

where $F(z) = G(z) + z a_\theta$ and the function $G$ is defined as in (1.19). Choosing

$$x_\theta = \frac{2\psi_1(\theta) - \psi_1(\theta + \mu) - \psi_1(\theta - \mu)}{\psi_1(\theta + \mu) - \psi_1(\theta - \mu)}, \quad a_\theta = -G'(\theta),$$

as in Conjecture 1.16 implies that $\theta$ is a double critical point of the function $F$, i.e. $F'(\theta) = F''(\theta) = 0$, so that by Taylor expansion,

$$F(z) = b_0^3 (z - \theta)^3 + O((z - \theta)^4), \quad (C.2)$$

where $b_0$ is defined in Conjecture 1.16. Fix some $\theta > \mu$, and let us assume that we may deform the contours for the variables $w_i$ (resp. for the variables $z_i$) to some contour $C$ (resp. some contour $D$) going through $\theta$, in such a way that $z \mapsto \Re G(z)$ attains its minimum (resp. maximum) along $C$ (resp. $D$) precisely at $z = \theta$. We further assume that $z \mapsto \Re G(z)$ grows (resp. decays) sufficiently fast as $|z - \theta|$ increases. Then, we may approximate the integrals in (C.1) by their contribution in a neighborhood of $\theta$. This is the principle of Laplace’s method/steepest descent analysis. Given the Taylor expansion (C.2), it is natural to rescale variables as

$$z_i = \theta + b_0^{-1} t^{-1/3} z_i, \quad w_i = \theta + b_0^{-1} t^{-1/3} w_i,$$

and we will call $\tilde{C}, \tilde{D}$ the rescaled contours. Under this change of variables, we have

$$t F(z_i) - t/3 b y z_i = \frac{z_i^3}{3} - \tilde{z}_i y + O(t^{-1/3}).$$

The other factors in (C.1) can be approximated as well, and taking into account some simplifications, one arrives at

$$\lim_{t \to \infty} E[F_{\mu+\eta}(-\zeta(t) y) P_{0,2t}(x, x_\theta t, 1)/4] =$$

$$1 + \sum_{\ell=1}^\infty \int_\tilde{C} \frac{d\tilde{w}_1}{2\pi i} \cdots \int_\tilde{C} \frac{d\tilde{w}_\ell}{2\pi i} \prod_{i=1}^\ell \frac{d\tilde{z}_i}{2\pi i} \cdots \int_\tilde{D} \frac{d\tilde{z}_i}{2\pi i} \det \left[ \frac{1}{\tilde{z}_i - \tilde{w}_j} \right] \prod_{i=1}^\ell \frac{1}{\tilde{w}_i - \tilde{z}_i} e^{\frac{\tilde{z}_i^3}{3} - y \tilde{z}_i}. \quad (C.3)$$

It is plausible that the contour $\tilde{C}$ (resp. $\tilde{D}$) can be deformed to become the union of two semi infinite rays going to infinity in directions $e^{\pm 2\pi i/3}$ (resp. $e^{\pm 2\pi i/3}$), in such a way that $\tilde{C}$ and $\tilde{D}$ do not intersect. Then, the right hand side of (C.3) would be exactly the Fredholm determinant expansion (see (A.2)) of the Tracy-Widom GUE distribution

$$F_{\text{GUE}}(y) := \det(I - K_{\Lambda 1})_{L^2(y, +\infty)}, \quad (C.4)$$

where the Airy kernel is defined by

$$K_{\Lambda 1}(x, y) = \int_\tilde{C} \frac{dw}{2\pi i} \int_\tilde{D} \frac{dz}{2\pi i} \frac{1}{z - w} e^{\frac{3}{2} - xz}.$$
Using Lemma 4.6, this explains why we expect that
\[
\lim_{t \to \infty} \mathbb{P} \left( \log \frac{P_{0,2t}(x \theta t, 1) - a \theta t}{b \theta t^{1/3}} \leq y \right) = F_{\text{GUE}}(y).
\]
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