ONE-DIMENSIONAL DISCRETE DIRAC OPERATORS IN A DECAYING RANDOM POTENTIAL I: SPECTRUM AND DYNAMICS
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Abstract. We study the spectrum and dynamics of a one-dimensional discrete Dirac operator in a random potential obtained by damping an i.i.d. environment with an envelope of type \( n^{-\alpha} \) for \( \alpha > 0 \). We recover all the spectral regimes previously obtained for the analogue Anderson model in a random decaying potential, namely: absolutely continuous spectrum in the super-critical region \( \alpha > \frac{1}{2} \); a transition from pure point to singular continuous spectrum in the critical region \( \alpha = \frac{1}{2} \); and pure point spectrum in the sub-critical region \( \alpha < \frac{1}{2} \). From the dynamical point of view, delocalization in the super-critical region follows from the RAGE theorem. In the critical region, we exhibit a simple argument based on lower bounds on eigenfunctions showing that no dynamical localization can occur even in the presence of point spectrum. Finally, we show dynamical localization in the sub-critical region by means of the fractional moments method and provide control on the eigenfunctions.
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1. INTRODUCTION

The emergence of two-dimensional materials and the subsequent avalanche of related studies led to significant theoretical and experimental advances in condensed matter. The experimental discovery of graphene, a two-dimensional material composed of carbon atoms arranged in a honeycomb structure, was accomplished in 2004 [57]. Due to its unusual and remarkable properties such as Klein tunnelling and finite minimal conductivity [51], graphene has attracted great attention in recent years. It has emerged as a fascinating system for fundamental studies in condensed matter physics, as well as a promising candidate material for future applications in nanoelectronics and molecular devices. The simplest model for the dynamics of charge carriers in such a structure is the discrete Laplacian on a honeycomb lattice but at low excitations energies this dynamics is actually described by a massless two-dimensional Dirac operator [23]. In particular, the Dirac cone structure gives graphene massless fermions, leading to half integer [42, 64], fractional [1, 14] and fractal [36, 45] quantum Hall Effects, in addition to ultrahigh carriers mobility [16] and many other novel phenomena and properties.

In related contexts, Dirac operators have found various applications in electronic transport [61], photonic structures [58, 59] and ultracold matter in optical lattices [7]. Dirac operators are also used to study relativistic and non-relativistic electron localization phenomena as well as in investigations of electrical conduction in disordered systems [15, 31, 60]. Further electronic and transport studies of Dirac operators are hence relevant for understanding the charge transport mechanism of a variety of physical systems.

Most of the spectral and dynamical aspects of random Dirac operators parallel well known results for the Anderson model obtained for instance in the works [2, 11–13, 17, 18, 24, 39, 41, 43, 47, 55]. Nonetheless, they require non-trivial adaptations of the proofs due to the matrix form and first order structure of the model and, in some situations, led to new behaviours. For the discrete model in an independent and identically distributed potential with a regular enough distribution, dynamical localization was obtained in [20] by means of the fractional moment method of [2] in the three classical regimes: large disorder, near the band edge, and for all energies in the one-dimensional setting. The work [31] considers the one-dimensional model with a Bernoulli potential. Dynamical localization is obtained for all energies in the massive case by means of a multiscale analysis which primary input is the positivity of the Lyapunov exponent (see [18] for the Anderson model in this situation). In the massless case, the authors observe special configurations of the atoms of the potential which lead to zero Lyapunov exponents and transport for certain energies, a phenomenon which is not encountered in the Anderson model (see also [30] and, for related phenomena in different contexts, see [25, 44]). The work [32] establishes dynamical lower bounds in one dimension in the spirit of [40]. The very recent work [6] establishes band edge localization for a continuous random Dirac-like operator under an open gap assumption.

Even though localization is well established for discrete random Dirac operators, the existence of continuous spectrum is an open question. In the Anderson model, absolutely continuous spectrum was shown to exist on tree graphs [3, 38, 48] but there are still no available results in this direction on the lattice. A delocalization-localization transition has been proved for the related random Landau Hamiltonians where non-trivial transport occurs near Landau levels [40]. To understand how the
absolutely continuous spectrum can survive the addition of disorder in the Anderson model, it has been proposed to modulate the random potential by a decaying envelope, a point of view that has been followed since at least the work [54] where extended states were obtained. Subsequent works in this direction include [8, 9, 37]. In one-dimension, the model was shown to display a rich phase diagram with different kinds of spectrum arising for different values of the parameters [26, 27, 50]. From the dynamical perspective, dynamical localization was shown in [62] for slowly decaying potentials while transport was observed for critical rate of decay in [40].

In this work, we propose to follow this perspective by studying the one-dimensional Dirac operator in a decaying random potential. In a related spirit, sparse potentials were considered in [19, 33] but the model considered here has been untouched so far. Our results include

1. the nature of the spectrum depending on the decay rate of the potential,
2. transport for critically decaying potentials, and
3. dynamical localization for slowly decaying potentials.

From the technical point of view, we follow the martingale approach of [50] to study the spectrum of the operator. This technique relies on a decomposition of the Prüfer transform including martingales terms which can be estimated by probabilistic arguments. To obtain such a decomposition, we introduce a novel Prüfer transform for the Dirac operator leading to an explicit recursion on the complex plane which is in turn suitable for a martingale analysis. This transform is closer in spirit to the one introduced in [52] for the Anderson model and differs from the one used in [33] in the context of the Dirac operator with sparse potentials. It has the advantage that the disorder variables are nicely factorized into linear and quadratic terms only.

Our proof of delocalization for critically decaying potentials is based on lower bounds on eigenfunctions and seems to be novel. It is much less quantitative than the bounds obtained in [40] for the Anderson model but has the advantage to be very simple.

We prove dynamical localization for slowly decaying potentials following the fractional moment method of [2] by relating the fractional moments of the Green’s function to estimates the norm of transfer matrices. The corresponding result for the Anderson model in a decaying random media was obtained in [62] by means of the Kunz-Souillard method [11, 12, 24, 55]. It is likely that a suitable adaptation of these techniques for Dirac operators could be applied in our context. We choose this different perspective as it relies directly on the analysis of the Prüfer transform that we developed to study the spectrum of the operator and allows us to consider random variables with unbounded densities under some mild regularity assumptions, unlike the Kunz-Souillard method which assumes bounded densities. In a related context, our approach was also successful in providing a proof of dynamical localization for the continuum Anderson model with a slowly decaying random potential [10]. In addition, the Prüfer transform analysis provides lower bounds on eigenfunctions which we use to show that certain stretched exponential moments blow up, a fact that in some sense quantifies the strength of localization.

The present article is organized as follows: in Section 3 we present the transfer matrix analysis which will be the central ingredient in our proofs. In particular, we define the Prüfer transform in Section 3.4. Section 4 contains the asymptotics of the transfer matrices obtained via martingale methods. We show absolutely continuous spectrum for the super critical regime in Section 5. The spectral transition and transport in the critical region are proved in Section 6. For the sub-critical regime, we show spectral and dynamical localization in Section 7 and 8 respectively. Finally, the appendix contains several technical estimates and some parts of the proofs which were deferred to lighten the presentation.

**Notation.** We set \(\mathbb{N}^* = \{1, 2, \cdots\}\) and let \(\mathcal{H}\) be the Hilbert space \(l^2(\mathbb{N}^*, \mathbb{C}^2)\) with its natural canonical basis \(\{\delta_n^\pm : n \in \mathbb{N}^*\}\). A vector \(\Phi = (\Phi_n)_n \in \mathcal{H}\) is given by two sequences \(\phi^\pm_n = (\phi^\pm_n) \in \mathbb{C}^2\) for \(n \in \mathbb{N}^*\).
\( \ell^2(\mathbb{N}^*, \mathbb{C}) \) such that
\[
\Phi_n = \left( \frac{\phi_n^+}{\phi_n^-} \right) \quad \text{for } n \in \mathbb{N}^*.
\]

We will occasionally denote this relation by \( \Phi = \phi^+ \otimes \phi^- \). If \( B \) is a set, we write \( \chi_B \) for its characteristic function. Constants such as \( C(a, b, \ldots) \) will be finite and positive and will depend only on the parameters or quantities \( a, b, \ldots \); they will be independent of the other parameters or quantities involved in the equation. Note that the value of \( C(a, b, \ldots) \) may change from line to line.

Given an open interval \( I \subset \mathbb{R} \), we consider \( C^\infty_{c+} \) is the class of infinitely differentiable non-negative real valued functions with compact support contained in \( H \) continuous, and singular continuous components will be denoted by quantities involved in the equation. Note that the value of \( C(a, b, \ldots) \) may change from line to line.

2. Model and Results

2.1. Dirac operator with decaying random potential. We consider the free Dirac operator \( D \) defined by
\[
D = \begin{pmatrix} m & d \\ d^* & -m \end{pmatrix} \quad \text{on } \mathcal{H},
\]
with mass \( m \geq 0 \) and where \( d \) and \( d^* \) are the finite difference operators acting on \( \ell^2(\mathbb{N}^*, \mathbb{C}) \) as \((du)_n = u_n - u_{n-1}\) and \((d^*u)_n = u_{n+1} - u_n\) for \( u = (u_n)_n \in \ell^2(\mathbb{N}^*, \mathbb{C}) \) with the convention \( u_0 = 0 \).

To define the perturbed operator, we introduce a family of integrable random variables \( \{ V_{\omega,i}(n) : n \in \mathbb{N}^*, i = 1, 2 \} \) defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). We denote the expected value with respect to \( \mathbb{P} \) by \( \mathbb{E} \). We then define the random multiplication operator \( V_\omega \) acting on the canonical vectors as
\[
V_\omega \delta_n^+ = V_{\omega,1}(n) \delta_n^+, \quad V_\omega \delta_n^- = V_{\omega,2}(n) \delta_n^-.
\]

Let \( \lambda > 0 \), \( \alpha > 0 \) and let \( (a_n)_n \) be a positive sequence such that \( \lim_{n \to \infty} n^\alpha a_n = 1 \). In most of the following, we will assume that

- \((A1)\) The random variables \( \{ V_{\omega,i}(n) : n \in \mathbb{N}^*, i = 1, 2 \} \) are independent.
- \((A2)\) \( \mathbb{E}[V_{\omega,i}(n)] = 0 \).
- \((A3a)\) \( \mathbb{E}[V_{\omega,i}(n)^2]^{1/2} = \lambda a_n \).
- \((A3b)\) \( \mathbb{E}[V_{\omega,i}(n)^4] \leq Ca_n^2 \), for some finite \( C > 0 \).
- \((A4)\) There exist a \( \mathbb{P} \)-almost surely finite constant \( C(\omega) > 0 \) and \( \varepsilon > 0 \) such that
\[
|V_{\omega,i}(n)| \leq C(\omega)n^{-\frac{2\alpha}{3} - \varepsilon},
\]
for all \( n \in \mathbb{N}^*, \omega \in \Omega \) and \( i = 1, 2 \).

More general hypothesis will be considered and clarified in due time. Notice that these assumptions can be achieved for instance by considering
\[
V_{\omega,1}(n) = \lambda a_n \omega_{1,n}, \quad V_{\omega,2}(n) = \lambda a_n \omega_{2,n},
\]
for a family of independent integrable random variables \( \{ \omega_{n,i} : n \in \mathbb{N}^*, i = 1, 2 \} \) defined on \((\Omega, \mathcal{F}, \mathbb{P})\) such that \( \mathbb{E}[\omega_{n,i}] = 0 \) and \( \mathbb{E}[\omega_{n,i}^2] = 1 \) with some suitable conditions on their moments.

Finally, the **Dirac operator in a decaying random potential** is given by
\[
D_\omega = D_{\omega,\lambda,\alpha} = D + V_\omega, \quad \text{on } \mathcal{H}.
\]
Notice that \( D_\omega \) is a non-ergodic family of bounded self-adjoint operators on \( \mathcal{H} \) for every \( \omega \in \Omega \). In particular, the existence of deterministic spectral components is not straightforward. Nonetheless, as \( V_\omega \) is compact, the essential spectra of \( D_\omega \) and \( D \) coincide.

2.2. Spectral regimes. The spectral structure of the Dirac operator \( D \) can be inferred from the simple relation

\[
D^2 = \begin{pmatrix} \Delta + m^2 & 0 \\ 0 & \Delta + m^2 \end{pmatrix},
\]

where \( \Delta \) is the discrete Laplacian defined on \( \ell^2(\mathbb{N}^*, \mathbb{C}) \) by \( (\Delta u)_n = 2u(n) - u(n+1) - u(n-1) \), with the convention \( u(0) = u(-1) = 0 \). It is well-known that the spectrum of \( \Delta \) fills the interval \([0, 4]\) and consists of purely absolutely continuous spectrum in its interior. In particular, \( \sigma(D^2) = [m^2, m^2 + 4] \) where this equality reminds the relation between momentum and energy in relativistic quantum mechanics. The spectrum of the free Dirac operator (2.1) is hence given by

\[
\Sigma := \sigma(D) = (-\sqrt{m^2 + 4}, -m) \cup (m, \sqrt{m^2 + 4}).
\]

We present our result on the nature of the spectrum of \( D_\omega \) for different values of the parameters. Let \( \lambda_m : \Sigma \to [0, \infty) \) be the function defined by

\[
\lambda_m(E)^2 = \frac{1}{2} \frac{(E^2 - m^2)(m^2 + 4 - E^2)}{m^2 + E^2}.
\]

Let \( \lambda^*(m) \) be its maximal value in \([m, \sqrt{m^2 + 4}]\) and for \( |\lambda| < \lambda^*(m) \), let \( E^*_-(\lambda, m) < E^*_+(\lambda, m) \) be the two roots of the equation \( \lambda_m(E) = |\lambda| \) in \([m, \sqrt{m^2 + 4}]\).

**Theorem 2.1.** Assume \((A1)-(A4)\). Then, the essential spectrum of \( D_\omega \) is \( \mathbb{P}\)-a.s. equal to \( \Sigma \). Furthermore,

1. **Super-critical case.** If \( \alpha > \frac{1}{2} \) then, for all \( \lambda > 0 \), the spectrum of \( D_\omega \) is almost surely purely absolutely continuous in \( \Sigma \).

2. **Critical case.** If \( \alpha = \frac{1}{2} \) then for all \( \lambda > 0 \), the a.c. spectrum of \( D_\omega \) is almost surely empty. Moreover,
   a. If \( \lambda \geq \lambda^*(m) \), then the spectrum of \( D_\omega \) is almost surely pure point in \( \hat{\Sigma} \).
   b. If \( \lambda < \lambda^*(m) \) then, almost surely, the spectrum of \( D_\omega \) is purely singular continuous in \( \{E \in \hat{\Sigma} : |E| \in (E^*_-(\lambda, m), E^*_+(\lambda, m))\} \) and pure point in the complement of this set.
(3) **Sub-critical case.** If $\alpha < \frac{1}{2}$ then for all $\lambda > 0$, the spectrum of $D_\omega$ is almost surely pure point in $\Sigma$.

**Remark 1.** The assumptions (A1)-(A4) are made in such a way that the three parts of the above theorem can be jointly proved. Nonetheless, they can be weakened in the following ways:

1. **Part 1** can be proved replacing \((A3a)\) and \((A3b)\) by
\[
\sum_{n,i} \left( E[V_{\omega,i}(n)^2] + E[V_{\omega,i}(n)^4] \right) < \infty.
\]

The hypothesis \((A4)\) is not required in this part. Furthermore, this is the only place where \((A3b)\) is used.

2. Assumption \((A4)\) can be verified under some moments conditions. For instance, if
\[
E[|V_{\omega,i}(n)|^p] \leq C n^{-\left(\frac{2\alpha}{\lambda} + \varepsilon\right)p},
\]
for some $C > 0$, $\varepsilon > 0$ and $p > 1$ such that $p > \frac{1}{\varepsilon}$, an application of Borel-Cantelli yields that for all $\varepsilon' < \varepsilon - \frac{1}{p}$, we have
\[
|V_{\omega,i}(n)| \leq n^{-\frac{2\alpha}{\lambda} - \varepsilon'},
\]
for all $n \geq \tau$, $i = 1, 2$, for some $\mathbb{P}$-almost surely finite $\tau = \tau(\omega)$, so that \((A4)\) holds.

3. If the potential has the form \((2.3)\) for independent random variables $\{\omega_{n,i} : n \in \mathbb{N}^*, i = 1, 2\}$, then \((A2), (A3a)\) and \((A3b)\) are satisfied if
\[
E[\omega_{n,i}] = 0, \quad E[\omega_{n,i}^2] = 1 \quad \text{and} \quad E[\omega_{n,i}^4] \leq C n^{-2},
\]
respectively. By Borel-Cantelli lemma, the condition \((A4)\) is satisfied if the $\omega_{n,i}$’s have finite moments of order $p > \frac{2}{\alpha}$ such that
\[
E[|\omega_{n,i}|^p] \leq C n^{\gamma p},
\]
for some $C \in (0, \infty)$ and $\gamma < \frac{2}{\alpha} - \frac{1}{p}$.

4. **Part 3** can be proved as a consequence of our dynamical localization result below which requires some moments assumptions that imply \((A4)\). However, the proof of dynamical localization requires some regularity of the law of the random variables, for instance \((A5)\). See Theorem 2.3 and its consequences in Proposition 2.4.

5. We note that our hypothesis are slightly more general than the ones stated in [50] for the Anderson model in a decaying random potential. In particular, we allow unbounded random variables. In [50], it is assumed that \((A4)\) holds with a deterministic constant. Assuming the weaker random condition requires minor adjustments. Hypothesis \((A4)\) is made in order to truncate some expansions to order 2.

**Remark 2.** The proofs of a.c. spectrum in Part 1 and absence of a.c. spectrum in Part 2 are based on general criteria of Last and Simon [50] developed for the Anderson model on $\ell^2(\mathbb{N})$. By means of the transform $\delta_n^{-} \mapsto \delta_{2n}$, $\delta_n^{+} \mapsto \delta_{2n+1}$, the operator $D_\omega$ can be seen as a finite-range operator on $\ell^2(\mathbb{N})$ to which the criteria of Last and Simon applies with minor adaptations. These criteria were already applied for Dirac operators in a sparse potential in [19].

### 2.3. Dynamical regimes

Delocalization in the regions of continuous spectrum is a consequence of the RAGE theorem [22]. The next theorem establishes the absence of dynamical localization in the critical regime even in the region of pure point spectrum.

**Theorem 2.2.** Let $\alpha = \frac{1}{2}$, $\lambda > 0$ and $I$ be a compact interval such that $I \subset \sigma_{pp}(D_\omega)$. Then, there exists $p_0 = p_0(I) > 0$ such that for $\mathbb{P}$-almost every $\omega$,
\[
\limsup_{t \to \infty} \left\| X^{p_0/2} e^{-itD_\omega} \psi \right\|^2 = \infty,
\]
(2.6)
for all \( p > p_0 \) and \( \psi \in \text{Ran}P_I(D_\omega) \).

The work [40] gives precise quantitative lower bounds on the moments for the one-dimensional Anderson model with a variety of potentials, including the critically decaying random case. This information is missing in the above theorem which proof is nonetheless elementary and robust. General lower bounds in the spirit of [40] for one-dimensional Dirac operators were obtained in [32]. It is likely that our analysis could be used as an input for their method to obtain bounds on the transport exponents.

To characterize the dynamical localization, we define the eigenfunction correlator

\[
Q_\omega(u, \sigma; n, \sigma'; I) = \sup_{f \in \mathcal{C}_c, \|f\|_\infty \leq 1} \left| \langle \delta_\sigma^u P_I(D_\omega)f \delta_\sigma'^n \rangle \right|,
\]

for \( u, n \in \mathbb{N}^* \) and \( \sigma, \sigma' \in \{+, -\} \).

**Definition 1.** We say that \( D_\omega \) exhibits dynamical localization in an interval \( I \subset \mathbb{R} \) if we have

\[
\sum_{n, \sigma'} \mathbb{E}\left[ (Q_\omega(u, \sigma; n, \sigma'; I))^2 \right] < \infty,
\]

for all \( u \in \mathbb{N}^* \) and \( \sigma \in \{+, -\} \).

Next, we state the additional hypothesis needed for the proof of dynamical localization:

(A5) There exist \( C > 0 \) and \( \varepsilon > 0 \) such that

\[
\mathbb{E}[|V_{\omega,i}(n)|^3] \leq Cn^{-(2\alpha + \varepsilon)}.
\]

(A6) There exist \( p > 1, \gamma \geq 0 \) and \( C > 0 \) such that

(A6a) For each \( n \in \mathbb{N}^* \) and \( i = 1, 2 \), the random variable \( V_{\omega,i}(n) \) admits a density \( \rho_{n,i} \) so that

\[
\int_{\mathbb{R}} \rho_{n,i}(y)p dy \leq C\lambda^{-\gamma}a_n^{-\gamma}.
\]

(A6b) For all \( n \in \mathbb{N}^* \) and \( i = 1, 2 \),

\[
\int_{\mathbb{R}} |y|^s \rho_{n,i}(y)p dy \leq C\lambda^{-\gamma}a_n^{-\gamma}, \quad \text{for all } 0 \leq s < \frac{p-1}{p},
\]

and

\[
\int_{\mathbb{R}} (1 + |y|)^s \rho_{n,i}(y)p dy \geq C\lambda^{\gamma}a_n^{\gamma}, \quad \text{for all } 0 \leq s < 1.
\]

By density, we refer to a non-negative function \( \rho_{n,i} \in L^1(\mathbb{R}) \) such that

\[
\mathbb{P}[V_{\omega,i}(n) \in A] = \int_A \rho_{n,i}(y) dy,
\]

for all Borel set \( A \subset \mathbb{R} \). Notice that we do not assume \( \rho_{n,i} \) to be bounded. Note that (A5) implies (A4) by a standard Borel-Cantelli argument.

The next theorem contains our result on dynamical localization in the sub-critical regime.

**Theorem 2.3.** Let \( 0 < \alpha < \frac{1}{2} \) and \( \lambda > 0 \). Assume (A1)-(A3a), (A5) and (A6). Then, for each \( u \in \mathbb{N}^* \) and each compact energy interval \( I \subset \tilde{\Sigma} \), there exists constants \( C = C(u, I) > 0, c(u, I) > 0 \) and \( \kappa = \kappa(I) > 0 \) such that

\[
\mathbb{E}[Q_\omega(u, \sigma; n, \sigma'; I)^2] \leq C(\lambda a_n)^{-\kappa}e^{-cn^{1-2\alpha}},
\]

for all \( n \in \mathbb{N}^* \) and \( \sigma, \sigma' \in \{+, -\} \). In particular, \( D_\omega \) almost surely exhibits dynamical localization in the interval \( I \).
Remark 3. We follow the fractional moments method [2, 3]. The analogue of Theorem 2.3 for the Anderson model in a sub-critical decaying potential was obtained in [62] by means of the Kuzn-Souillard method [55] (see also [11, 12, 24]). It is likely that this method can be adapted to our setting. However, its application in [62] requires to assume that the random variables admit a bounded density (which may grow with n). This hypothesis is not needed here. Instead, we assume (A5) which implies some regularity on their laws. Our proof can be easily adapted to the Anderson model with, in fact, some simplifications.

Remark 4. With minor modifications, we may merely assume that \( a_n \geq cn^{-\alpha} \) for some \( \alpha \in (0, \frac{1}{2}) \).

Although the lack of ergodicity of the model induces the dependence of (2.9) on the base site \( u \), it can be shown that the bound (2.8) still implies pure point spectrum and finiteness of the moments. In particular, it implies Part 3 in Theorem 2.1 paying the price of hypothesis (A5), (A6) and almost surely finite random quantities \( C_\omega \).

Proposition 2.4. Assume that dynamical localization for \( D_\omega \) holds in the sense of (2.8) in an energy interval \( I \subset \mathbb{R} \). Then the following holds

1. The spectrum of \( D_\omega \) is almost surely pure point in \( I \).
2. For all \( p > 0 \),

\[
\mathbb{E} \left( \sup_{t \in \mathbb{R}} \left\| X^\frac{p}{2} e^{-itD_\omega} P_I(D_\omega) \psi_0 \right\|^p \right) < \infty,
\]

for all \( \psi_0 \in \mathcal{H} \) with bounded support.

Our analysis provides a control on the eigenfunctions of \( D_\omega \). Let \( 0 < \alpha < \frac{1}{2} \) and denote by \( \Phi_{\omega,E} = (\Phi_{\omega,E,n})_n \) the eigenfunction of \( D_\omega \) corresponding to the eigenvalue \( E \). In Proposition 7.1 we follow [50, Theorem 8.6] to show that

\[
\lim_{n \to \infty} \frac{1}{n^{1-2\alpha}} \log \| \Phi_{\omega,E,n} \| = -\beta(E,\lambda), \quad \mathbb{P} \text{-a.s.,}
\]

for almost every fixed \( E \in \Sigma \). In particular, this shows that for almost every \( E \in \Sigma \), \( \mathbb{P} \)-almost surely, there exists a constant \( C_{\omega,E} \) such that

\[
\| \Phi_{\omega,E,n} \| \leq C_{\omega,E} e^{-\beta(E,\lambda)n^{1-2\alpha}}.
\]

It is known that certain types of decay of eigenfunctions are closely related to dynamical localization [28, 29, 11]. Such criteria usually require a control on the localization centres of the eigenfunctions, uniformly in energy intervals. This information is missing in the above bound. We provide this uniform control in the next proposition.

Proposition 2.5. Let \( 0 < \alpha < \frac{1}{2} \) and \( \lambda > 0 \). Under the hypothesis of Theorem 2.3, for all compact energy interval \( I \subset \hat{\Sigma} \), there exists two deterministic constants \( c_1 = c_1(I) \), \( c_2 = c_2(I) \) and almost surely finite random quantities \( c_\omega = c_\omega(I) \), \( C_\omega = C_\omega(I) \) such that

\[
c_\omega e^{-c_1 n^{1-2\alpha}} \leq \| \Phi_{\omega,E,n} \| \leq C_\omega e^{-c_2 n^{1-2\alpha}}, \quad \mathbb{P} \text{-a.s.,}
\]

(2.10)

for all \( E \in I \cap \sigma(D_\omega) \) and all \( n \in \mathbb{N}^* \).

This asymptotics, although less precise about the exact rate of decay, is uniform in energy intervals. The upper bound (2.10) can be seen as a stretched form of the condition SULE where the localization centres are all equal to 0 (see [28], equation (2)).

The lower bound above allows us to characterize the ‘strength’ of the localization according to the next theorem.

Theorem 2.6. Let \( 0 < \alpha < \frac{1}{2} \) and \( \lambda > 0 \). Let \( I \subset \hat{\Sigma} \). Under the hypothesis of Theorem 2.3, we have

\[
\mathbb{E} \left( \sup_{t \in \mathbb{R}} \left\| e^{X^p} e^{-itD_\omega} P_I(D_\omega) \psi_0 \right\|^2 \right) < \infty,
\]
for all $\kappa < 1 - 2\alpha$ and all $\psi_0 \in \mathcal{H}$ with bounded support, while
\[
\lim_{t \to \infty} \| e^{Xt} e^{-itD_x} \psi \|^2 = \infty, \quad \mathbb{P} - a.s.,
\]
for all $\kappa > 1 - 2\alpha$ and $\psi \in \text{Ran} P_t(D_\omega)$.

**Remark 5.** The lower bound in Proposition 2.5 and the second statement in Theorem 2.6 will be proved assuming only $(A1)$-$(A3\alpha)$.

### 3. Transfer matrices and Prüfer transform

Let $\Phi = \phi^+ \otimes \phi^-$ be a solution of the eigenfunction equation $D_\omega \Phi = E \Phi$. Then, the coordinates of $\Phi$ solve the system of equations
\[
(m + V_\omega(n))\phi^+_n + \phi^-_n = E\phi^+_n,
\phi^+_n - \phi^+_n - (m - V_\omega(n))\phi^-_n = E\phi^-_n.
\]
Let $p_1(E) = m - E$ and $p_2(E) = m + E$, and $p_{n,1} = p_1(E - V_\omega(n))$ and $p_{n,2} = p_2(E - V_\omega(n))$. Then, the system (3.1) above can be written in the more compact form
\[
p_{n,1} \phi^+_n + \phi^-_n - \phi^-_{n+1} = 0,
\phi^+_n - \phi^+_n - p_{n,2} \phi^-_n = 0.
\]

In the following, we will consider two different indexations of sequences in $(\mathbb{C}^2)^\mathbb{N}$ given by
\[
\Phi_n = \begin{pmatrix} \phi^+_n \\ \phi^-_n \end{pmatrix}, \quad \Phi'_n = \begin{pmatrix} \phi^-_{n+1} \\ \phi^+_n \end{pmatrix}.
\]

We call these the first and second coordinate system respectively. The reasons to consider these two representations will become apparent in our proof of dynamical localization.

In the following, we will assume that $p_1(E) < 0$ and $p_2(E) > 0$, which means that $E \in (m, \sqrt{m^2 + 4})$. By symmetry, the behaviour of the system in the other band of the spectrum is completely analogous. Occasionally, we will write the final result of the computations for the complementary case $p_1(E) > 0$ and $p_2(E) < 0$ to highlight the similarities.

#### 3.1. Transfer matrices.

**3.1.1. First coordinate system.** Shifting indexes in the second equation in (3.2), we obtain
\[
p_{n,1} \phi^+_n + \phi^-_n - \phi^-_{n+1} = 0,
\phi^+_{n+1} - \phi^+_n - p_{n,2} \phi^-_n = 0.
\]
which can be written in matrix form as
\[
\begin{pmatrix} 0 & 1 \\ 1 & -p_{n+1,2} \end{pmatrix} \Phi_{n+1} = \begin{pmatrix} p_{n,1} & 1 \\ 1 & 0 \end{pmatrix} \Phi_n,
\]
yielding $\Phi_{n+1} = T_{\omega,n} \Phi_n$, where
\[
T_{\omega,n} = \begin{pmatrix} p_{n,1} & p_{n+1,2} + 1 \\ p_{n,1} & 1 \end{pmatrix},
\]
is the transfer matrix. Setting the disorder to be zero, we obtain the transfer matrix of the free system. In fact, if $D \Phi = E \Phi$, then $\Phi_{n+1} = T \Phi_n$ with
\[
T = T(E) = \begin{pmatrix} p_1 p_2 + 1 & p_2 \\ p_1 & 1 \end{pmatrix},
\]
where we wrote $p_1 = p_1(E)$ and $p_2 = p_2(E)$ for simplicity. Noticing that $p_{n,1} = p_1 + V_\omega(n)$ and $p_{n,2} = p_2 - V_\omega(n+1)$, we can see that the transfer matrix admits the decomposition
\[
T_{\omega,n} = T + V_\omega(n) A_1 + V_\omega(n+1) A_2 + V_\omega(n) V_\omega(n+1) A_3,
\]
where $A_1 = A_2 = A_3 = 1$, $p_1 = 1$, $p_2 = 0$, and $\kappa < 1 - 2\alpha$. This decomposition is very similar to the one in the free case.
with
\[ A_1 = \begin{pmatrix} p_2 & 0 \\ 1 & 0 \end{pmatrix}, \quad A_2 = \begin{pmatrix} -p_1 & -1 \\ 0 & 0 \end{pmatrix}, \quad A_3 = \begin{pmatrix} -1 & 0 \\ 0 & 0 \end{pmatrix}. \tag{3.6} \]

3.1.2. Second coordinate system. The same computations applied directly to the system \((3.2)\) yield the recursion \(\Phi'_{n+1} = T'_{\omega,n} \Phi'_n\) with
\[ T'_{\omega,n} = \begin{pmatrix} p_{n,1}p_{n,2} + 1 & p_{n,1} \\ p_{n,2} & 1 \end{pmatrix}. \tag{3.7} \]

Setting the disorder to be 0, we obtain the transfer matrix for the free system
\[ T' = T'(E) = \begin{pmatrix} p_1p_2 + 1 & p_1 \\ p_2 & 1 \end{pmatrix}. \]

Once again, we see that the transfer matrix \(T'_{\omega,n}\) admits the decomposition
\[ T'_{\omega,n} = T'_{\omega,n} + V_{\omega,1}(n)A'_1 + V_{\omega,2}(n+1)A'_2 + V_{\omega,1}(n)V_{\omega,2}(n+1)A'_3, \tag{3.8} \]

with
\[ A'_1 = \begin{pmatrix} p_2 & 1 \\ 0 & 0 \end{pmatrix}, \quad A'_2 = \begin{pmatrix} -p_1 & 0 \\ -1 & 0 \end{pmatrix}, \quad A'_3 = \begin{pmatrix} -1 & 0 \\ 0 & 0 \end{pmatrix}. \tag{3.9} \]

3.2. Natural basis. Our next task consists in finding a suitable coordinate system where the transfer matrices can be written as a perturbation of the identity. These coordinate systems will be obtained by diagonalization of the free transfer matrices \(T'\) and \(T\). We detail the computations for the first coordinate system and only write the final results for the second one since the arguments are identical.

3.2.1. First coordinate system. Recall that
\[ T = T(E) = \begin{pmatrix} p_1p_2 + 1 & p_1 \\ p_2 & 1 \end{pmatrix}. \]

The starting point of our analysis is the observation that
\[ T = \frac{1}{p_1p_2} M^2 \quad \text{with} \quad M = \begin{pmatrix} p_1p_2 & p_2 \\ p_1 & 0 \end{pmatrix} \]

Let us diagonalize \(M\). The solutions of the characteric equation \(\det(M - xI) = 0\) are given by
\[ x = \frac{p_1p_2 \pm \sqrt{p_1^2p_2^2 + 4p_1p_2}}{2} = \frac{p_1p_2 \pm \sqrt{p_1p_2(p_1p_2 + 4)}}{2}. \]

Note that \(p_1p_2 + 4 = m^2 + 4 - E^2 \geq 0\) while \(p_1p_2 < 0\). Hence
\[ x = \sqrt{-p_1p_2} \left( -\frac{\sqrt{-p_1p_2}}{2} \pm \frac{i}{2} \sqrt{p_1p_2 + 4} \right) =: \sqrt{-p_1p_2} e^{\pm ik}, \]

where \(\cos k = -\frac{\sqrt{-p_1p_2}}{2}\). This shows that the eigenvalues of \(T\) are equal to \(-e^{\pm 2ik}\).

Remark 6. In particular one has \(\cos k < 0\). This still leaves us the freedom to choose the sign of \(\sin k\). Below, we will need to choose it in such a way that \(\sin 2k > 0\). Hence, we assume \(\sin k < 0\). In other words, we take \(k \in (-\pi, -\frac{\pi}{2})\). Notice that
\[ \sin(2k) = \frac{1}{2} \sqrt{(E^2 - m^2)(m^2 + 4 - E^2)}, \]

vanishes exactly on the four edges of the spectrum. Moreover, we have \(E^2 = m^2 + 4 \cos^2 k\).
The coordinates of the eigenvectors of $M$ (and hence of $T$) must satisfy the equation

\[
p_1 p_2 a + p_2 b = \sqrt{-p_1 p_2} e^{\pm ik} a
\]
\[
p_1 a = \sqrt{-p_1 p_2} e^{\pm ik} b.
\]

Recalling our assumption $p_1 < 0$ and $p_2 > 0$, we can choose them as

\[
v_\pm = \left( -\sqrt{-p_2} e^{\pm ik}, \sqrt{-p_1} \right).
\]

We can now generate our natural basis. Let $v(1) = v_+$ and $v(n + 1) = T v(n)$. We define

\[
P_n = \begin{pmatrix} \Re v(n) & \Im v(n) \end{pmatrix}.
\]

Since $v(1)$ is an eigenvector of $T$ with eigenvalue $-e^{2ik}$, we have

\[
v(n) = T^{n-1} v(1) = (-1)^{n-1} e^{2i(n-1)k} v(1) = (-1)^{n-1} \left( -\sqrt{-p_2} e^{i(2n-1)k} \sqrt{-p_1} \right).
\]

Hence, our matrix of change of basis is given by

\[
P_n = (-1)^{n-1} \begin{pmatrix} -\sqrt{-p_2} \cos((2n-1)k) & -\sqrt{-p_2} \sin((2n-1)k) \\
\sqrt{-p_1} \cos((2n-2)k) & \sqrt{-p_1} \sin((2n-2)k) \end{pmatrix},
\]

and satisfies $P_{n+1} = T P_n$.

If $p_1 > 0$ and $p_2 < 0$, the eigenvectors of $T$ can be taken as

\[
v_\pm = \left( \sqrt{-p_2} e^{\pm ik}, \sqrt{-p_1} \right),
\]

yielding the change of basis

\[
Q_n = (-1)^{n-1} \begin{pmatrix} \sqrt{-p_2} \cos((2n-1)k) & \sqrt{-p_2} \cos((2n-1)k) \\
\sqrt{-p_1} \cos((2n-2)k) & \sqrt{-p_1} \cos((2n-2)k) \end{pmatrix},
\]

which again satisfies $Q_{n+1} = T Q_n$.

3.2.2. Second coordinate system. The same analysis can be performed with the transfer matrix

\[
T' = T'(E) = \begin{pmatrix} p_1 p_2 + 1 & p_1 \\
p_2 & 1 \end{pmatrix},
\]

yielding the change of basis

\[
P'_n = (-1)^{n-1} \begin{pmatrix} \sqrt{-p_1} \cos((2n-1)k) & \sqrt{-p_1} \sin((2n-1)k) \\
\sqrt{-p_2} \cos((2n-2)k) & \sqrt{-p_2} \sin((2n-2)k) \end{pmatrix},
\]

for $p_1 < 0$ and $p_2 > 0$, and

\[
Q'_n = (-1)^{n-1} \begin{pmatrix} \sqrt{-p_1} \cos((2n-1)k) & \sqrt{-p_1} \sin((2n-1)k) \\
\sqrt{-p_2} \cos((2n-2)k) & \sqrt{-p_2} \sin((2n-2)k) \end{pmatrix},
\]

for $p_1 > 0$ and $p_2 < 0$. 
3.3. **Transfer matrices in the natural basis.** Recall the decomposition (3.5):

\[ T_{\omega,n} = T + V_{\omega,1}(n)A_1 + V_{\omega,2}(n+1)A_2 + V_{\omega,1}(n)V_{\omega,2}(n+1)A_3. \]

The objective is to write \( T_{\omega,n} \) in each of the natural basis introduced above. Let us illustrate this in the basis \( \mathcal{P}_n \). We introduce new coordinates \( \Psi_n \) in such a way that \( \Phi_n = \mathcal{P}_n \Psi_n \). Hence, the recursion for \( \Psi_n \) becomes

\[ \Psi_{n+1} = P_{n+1}^{-1} \Phi_{n+1} = P_{n+1}^{-1} T_{\omega,n} \Phi_n = P_{n+1}^{-1} T_{\omega,n} \mathcal{P}_n \Psi_n. \]

Summarizing, we write

\[ \Psi_{n+1} = M_{\omega,n} \Psi_n \quad \text{with} \quad M_{\omega,n} = P_{n+1}^{-1} T_{\omega,n} \mathcal{P}_n. \]

Note that \( P_{n+1}^{-1} T \mathcal{P}_n = P_{n+1}^{-1} \mathcal{P}_n + 1 = I. \) Hence,

\[ M_{\omega,n} = I + V_{\omega,1}(n)B_{n,1} + V_{\omega,2}(n+1)B_{n,2} + V_{\omega,1}(n)V_{\omega,2}(n+1)B_{n,3}, \]

with

\[ B_{n,1} = P_{n+1}^{-1} A_1 \mathcal{P}_n, \quad B_{n,2} = P_{n+1}^{-1} A_2 \mathcal{P}_n, \quad B_{n,3} = P_{n+1}^{-1} A_3 \mathcal{P}_n. \quad (3.11) \]

The computation of the matrices in (3.11) is lengthy but rather straightforward. However, we present some linear algebraic preliminaries which make them quicker and more elegant. We will identify vectors and complex numbers in the usual way as \( v = (v_1, v_2) = v_1 + i v_2 \). For two vectors \( v \) and \( w \), we denote by \( (v \ w) \) and \( (v \ w) \) the matrices whose rows and columns are \( v \) and \( w \) respectively. A matrix with rows \( v \) and \( w \) can be written in terms of projections as

\[ M = \begin{pmatrix} v \\ w \end{pmatrix} = \begin{pmatrix} \langle v | \langle w \mid \end{pmatrix}. \]

Noting that \( w_2 - i w_1 = -i (w_1 + i w_2) \), the inverse matrix can be represented by columns as

\[ M^{-1} = \frac{1}{\det(v \ w)} \begin{pmatrix} w_2 & -v_2 \\ -w_1 & v_1 \end{pmatrix} = \frac{i}{\det(v \ w)} (-w \ v). \]

3.3.1. **First coordinate system.** Recall the change of basis matrices (3.10). Letting

\[ v_m = \begin{pmatrix} \cos(mk) \\ \sin(mk) \end{pmatrix} = e^{i m k}, \]

allows us to represent \( \mathcal{P}_n \) as

\[ \mathcal{P}_n = (-1)^{n-1} \begin{pmatrix} -\sqrt{p_2} & (v_{2n-1}) \\ \sqrt{p_1} & (v_{2n-2}) \end{pmatrix}. \]

Now, since \( \det \mathcal{P}_n = \det(T^{n-1} \mathcal{P}_1) = \det \mathcal{P}_1 = -\sin(2k) \), the inverse of \( \mathcal{P}_n \) is given by

\[ \mathcal{P}_n^{-1} = \frac{(-1)^{n-1}i}{\sin(2k)} \begin{pmatrix} -\sqrt{p_2} & (v_{2n-1}) \\ \sqrt{p_1} & (v_{2n-2}) \end{pmatrix}. \]
Let us compute the matrices $B_{n,1}$, $B_{n,2}$ and $B_{n,3}$ following this formalism. We start with the simplest matrix which is $B_{n,3}$:

\[
B_{n,3} = \mathcal{P}_n^{-1} A_{3n} \mathcal{P}_n = (-1)^n \mathcal{P}_{n+1}^{-1} A_{3n} \mathcal{P}_n = \left( \begin{array}{cc} 0 & -\sqrt{p_2} \langle v_{2n-1} \rangle \\ \sqrt{p_1} \langle v_{2n-2} \rangle & 0 \end{array} \right)
\]

\[
= \frac{-i}{\sin(2k)} \left( \sqrt{-p_1} v_{2n} \sqrt{p_2} v_{2n+1} \right) \left( \begin{array}{cc} \sqrt{p_2} \langle v_{2n-1} \rangle \\ 0 \end{array} \right)
\]

\[
= \frac{-i}{\sin(2k)} \sqrt{-p_1 p_2} v_{2n} \langle v_{2n-1} \rangle = \frac{i}{\sin k} v_{2n} \langle v_{2n-1} \rangle,
\]

where we used the relation $\sqrt{-p_1 p_2} = -2 \cos k$. By a similar procedure, we obtain

\[
B_{n,1} = -\frac{ip_2}{\sin(2k)} (2 \cos k) v_{2n-1} \langle v_{2n-1} \rangle.
\]

At this point, we use Chebyshev’s identity $v_m = 2 \cos(k) v_{m-1} - v_{m-2}$ which yields

\[
B_{n,1} = -\frac{ip_2}{\sin(2k)} v_{2n-1} \langle v_{2n-1} \rangle.
\]

Similarly,

\[
B_{n,2} = \frac{ip_1}{\sin(2k)} v_{2n} \langle v_{2n} \rangle.
\]

3.3.2. Second coordinate system. The same computations as above yield the following matrices corresponding to the coordinate system $\mathcal{P}_n'$:

\[
B'_{n,1} = -\frac{ip_2}{\sin(2k)} v_{2n} \langle v_{2n} \rangle, \quad B'_{n,2} = -\frac{ip_1}{\sin(2k)} v_{2n-1} \langle v_{2n-1} \rangle,
\]

\[
B'_{n,3} = -\frac{i}{\sin k} v_{2n} \langle v_{2n-1} \rangle.
\]

3.4. The Prüfer transform. The matrices computed above can be represented as an explicit transformation on the complex plane. Recalling the correspondence between vectors and complex numbers, we have

\[
e^{i\alpha} e^{i\beta} |e^{i\theta}\rangle = \cos(\theta - \beta) e^{i\alpha} = \cos(\theta - \beta) e^{-i(\theta - \alpha)} e^{i\theta}.
\]

3.4.1. First coordinate system. With the representation mentioned above, the matrices $B_{n,i}$ for $i \in \{1, 2, 3\}$ can be expressed as

\[
B_{n,1} e^{i\theta} = -\frac{ip_2}{\sin(2k)} \cos \bar{\theta} e^{-i\bar{\theta}} e^{i\theta},
\]

\[
B_{n,2} e^{i\theta} = \frac{ip_1}{\sin(2k)} \cos(\bar{\theta} - k) e^{-i(\bar{\theta} - k)} e^{i\theta},
\]

\[
B_{n,3} e^{i\theta} = \frac{i}{\sin k} \cos \bar{\theta} e^{-i(\bar{\theta} - k)} e^{i\theta},
\]

where $\bar{\theta} = \theta - (2n - 1)k$.

Recall that we defined a new representation of $\Phi$ through the relation $\Phi_n = \mathcal{P}_n \Psi_n$. We write $\Psi_n$ in terms of its coordinates $\psi_n^\pm$ and introduce new variables $\zeta_n$, $R_n$ and $\theta_n$ through the relation $\zeta_n = \psi_n^+ + i \psi_n^- = R_n e^{i\theta_n}$. We also define $\theta_n = \theta_n - (2n - 1)k$. These are called the Prüfer coordinates.

Recalling that

\[
\Phi_{n+1} = \left( I + V_\omega(n) B_{n,1} + V_\omega(n+1) B_{n,2} + V_\omega(n) V_\omega(n+1) B_{n,3} \right) \Phi_n,
\]

(3.16)
the recursion for the Prüfer coordinates becomes
\[ \zeta_{n+1} = \left( 1 - \frac{ip_2}{\sin(2k)} V_{\omega,1}(n) \cos \bar{\theta}_n - 2 + i \frac{ip_1}{\sin(2k)} V_{\omega,2}(n+1) \cos(\bar{\theta}_n - k) \right) \zeta_n. \] (3.17)

**Remark 7.** Let \( \mathcal{F}_n \) be the \( \sigma \)-algebra defined by \( \mathcal{F}_n = \sigma(V_{\omega,1}(j), V_{\omega,2}(j+1) : 1 \leq j \leq n) \). The previous representation shows that the variables \( \zeta_n, R_n, \theta \) and \( \bar{\theta}_n \) are measurable with respect to \( \mathcal{F}_{n-1} \) (as a consequence, so is \( \Phi_n \), a fact that could be read from the original system of equations). In particular, they are independent of \( V_{\omega,1}(n) \) and \( V_{\omega,2}(n+1) \). This fact will be crucial in our analysis as it will turn certain objects into martingales with respect to the filtration \( (\mathcal{F}_n)_n \).

### 3.4.2. Second coordinate system

Analogously, we define \( \Psi'_n \) such that \( \Phi'_n = \mathcal{P}'_n \Psi'_n \) and introduce a new set of corresponding Prüfer variables \( \zeta'_n = R'_n e^{i\bar{\theta}_n} \). Setting \( \bar{\theta}_n = \theta'_n - (2n-1)k \), we obtain the recursion
\[ \zeta'_{n+1} = \left( 1 - \frac{ip_2}{\sin(2k)} V_{\omega,1}(n) \cos(\bar{\theta}_n - k) e^{-i\bar{\theta}_n} + i \frac{ip_1}{\sin(2k)} V_{\omega,2}(n) \cos \bar{\theta}_n e^{-i\bar{\theta}_n} \right) \zeta'_n. \] (3.18)

**Remark 8.** We can see that the new Prüfer variables fulfill the same measurability properties highlighted in Remark 7 with respect to the filtration \( \mathcal{F}'_n = \sigma(V_{\omega,1}(j), V_{\omega,2}(j) : 1 \leq j \leq n) \).

### 3.5. Equivalence of systems

The results of this section hold without any assumption on the potential. The next lemma shows that the asymptotics of the systems in the original coordinates and Prüfer coordinates are equivalent. We will write the result for the first system since the adaptation to the second system is straightforward.

**Lemma 3.1.** Let \( \Phi \in \mathcal{H} \) be expressed through its Prüfer coordinates associated to a fixed energy \( E \in \Sigma \). Then,
\[ \frac{\sin^2(2k)}{2E} R_n^2 \leq \| \Phi_n \|^2 \leq 4E^2 R_n^2. \] (3.19)

**Proof.** We assume \( E \in (m, \sqrt{m^2 + 4}) \), the other case being similar. We first note that
\[ \text{Tr}(\mathcal{P}_n^* \mathcal{P}_n) = -p_1 + p_2 = 2E \in (2m, 2\sqrt{m^2 + 4}), \]
\[ \det(\mathcal{P}_n^* \mathcal{P}_n) = \sin^2(2k). \]

Now, let \( 0 < \gamma_1 \leq \gamma_2 \) represent the eigenvalues of \( \mathcal{P}_n^* \mathcal{P}_n \). Then,
\[ \gamma_1 + \gamma_2 = 2E, \quad \gamma_1 \gamma_2 = \sin^2(2k). \]

For the lower bound, we have
\[ \gamma_1 = \frac{\sin^2(2k)}{\gamma_2} = \frac{\sin^2(2k)}{\text{Tr}(\mathcal{P}_n^* \mathcal{P}_n) - \gamma_1} \geq \frac{\sin^2(2k)}{2E}. \] (3.20)

The upper bound follows from \( \| \mathcal{P}_n \|^2 = \lambda_2 \leq 4E^2 \).

It turns out that the Prüfer radii also allow us to control the asymptotics of transfer matrices. Denote \( T_{\omega,n} = T_{\omega,n} \cdots T_{\omega,1} \) so that \( \Phi_n = T_{\omega,n-1} \Phi_1 \). We write \( R_n(\theta) \) when the recursion for \( (\Psi_n)_n \) is started from \( \Psi_1 = e^{i\theta} \).

**Lemma 3.2.** For any pair of initial angles \( \theta_1 \neq \theta_2 \), there exist constants \( c(\theta_1, \theta_2), C(\theta_1, \theta_2) \) such that
\[ c(\theta_1, \theta_2) \max\{R_n(\theta_1), R_n(\theta_2)\} \leq \| T_{\omega,n-1} \|^2 \leq C(\theta_1, \theta_2) \max\{R_n(\theta_1), R_n(\theta_2)\}, \]
for all \( n \geq 1 \).
Proof. From the relation $T_{\omega,n-1} \Phi_1 = \mathcal{P}_n \Psi_n$ and (3.20), we obtain
\[
||T_{\omega,n-1}||^2 \geq ||\mathcal{P}_n \Psi_n||^2 \geq \frac{\sin^2(2k)}{2E} R_n^2.
\]
The upper bound is more delicate and follows from a general result on unimodular matrices that we defer to the appendix.

\[\square\]

4. ASYMPTOTICS OF TRANSFER MATRICES

The results of this section are given for the transfer matrices in the first system. This will be enough for the proof of Theorem 2.1 and 2.2. Theorem 2.3 will require the corresponding estimates for both systems. Once again, the statements and proofs are identical.

To stress the dependence on the energy, we write $T_{\omega,n}(E)$ for the transfer matrix at a fixed energy $E$ and $T_{\omega,n}(E) = T_{\omega,n}(E) \cdots T_{\omega,1}(E)$. Recall that the parameters $E$ and $k$ are linked through the relation $E = \sqrt{m^2 + 4\cos^2(k)}$ for $E \in (m, \sqrt{m^2 + 4})$ and $k \in (-\pi, -\frac{3\pi}{2})$.

4.1. Almost sure asymptotics. The following theorem gives the asymptotics of transfer matrices for the critical and sub-critical regime. It will be the key to our proof of spectral transition for $\alpha = \frac{1}{2}$. For the proof of dynamical localization for $\alpha \in (0, \frac{1}{2})$, we will need an integrated version which is given in Section 1.2.

Theorem 4.1. Let $\alpha \in (0, \frac{1}{2}]$. Assume (A1)-(A3a) and (A4). For each fixed energy corresponding to a value of $k \in (-\pi, -\frac{3\pi}{2})$ different from $-\frac{5\pi}{8}$, $-\frac{7\pi}{8}$ and $-\frac{9\pi}{8}$, there exists a measurable set $\Omega_E \subset \Omega$ of full probability such that
\[
\beta = \beta(E, \lambda) := \lim_{n \to \infty} \frac{\log ||T_{\omega,n}(E)||}{\sum_{j=1}^{n} j^{-2\alpha}} = \frac{\lambda^2(p_1^2 + p_2^2)}{8\sin^2(2k)},
\]
for all $\omega \in \Omega_E$ and all $\lambda > 0$.

Proof. According to Lemma 3.2, it is enough to show that
\[
\lim_{n \to \infty} \frac{\log R_n^2}{\sum_{j=1}^{n} j^{-2\alpha}} = \frac{\lambda^2(p_1^2 + p_2^2)}{4\sin^2(2k)}.
\]
From (3.17), we obtain a recursion for the radii $(R_n)_n$ given by
\[
R_{n+1}^2 = \left(1 + \frac{p_2^2}{\sin^2(2k)} \cos^2(\tilde{\theta}_n)V_{\omega,1}(n)^2 + \frac{p_1^2}{\sin^2(2k)} \cos^2(\tilde{\theta}_n - k)V_{\omega,2}(n+1)^2 \right. \\
\left. + \frac{1}{\sin^2 k} \cos^2(\tilde{\theta}_n)V_{\omega,1}(n)^2 V_{\omega,2}(n+1)^2 \\
- \frac{p_2}{\sin(2k)} \sin(2\tilde{\theta}_n)V_{\omega,1}(n) + \frac{p_1}{\sin(2k)} \sin(2(\tilde{\theta}_n - k))V_{\omega,2}(n+1) \\
+ \frac{1}{\sin k} \cos(\tilde{\theta}_n) \sin(\tilde{\theta}_n - k)V_{\omega,1}(n)V_{\omega,2}(n+1) \right. \\
- \frac{p_1 p_2}{\sin^2(2k)} \cos k \cos(\tilde{\theta}_n) \cos(\tilde{\theta}_n - k)V_{\omega,1}(n)V_{\omega,2}(n+1) \right. \\
- \frac{p_2}{\sin k \sin(2k)} \cos k \cos^2(\tilde{\theta}_n)V_{\omega,1}(n)^2 V_{\omega,2}(n+1) \\
+ \frac{p_1}{\sin k \sin(2k)} \cos(\tilde{\theta}_n) \cos(\tilde{\theta}_n - k)V_{\omega,1}(n)V_{\omega,2}(n+1)^2 \\
\right) R_n^2 \\
= (1 + \Gamma_\omega(n)) R_n^2.
\]
Note that $R_{n+1}^2, R_n^2 > 0, \mathbb{P}$-almost surely, so that $1 + \Gamma_\omega(n) > 0, \mathbb{P}$-almost surely. Iterating this relation and using the expansion $\log(1 + \varepsilon) \simeq \varepsilon - \frac{1}{2} \varepsilon^2$, we get

$$
\log R_n^2 = \log \prod_{j=1}^{n-1} \left\{ 1 + \Gamma_\omega(j) \right\}
= \sum_{j=1}^{n-1} \left\{ \frac{p_2^2}{\sin^2(2k)} \left( \cos^2(\bar{\theta}_j) - \frac{1}{2} \sin^2(2\bar{\theta}_j) \right) V_{\omega,1}(j)^2 + \frac{p_1^2}{\sin^2(2k)} \left( \cos^2(\bar{\theta}_j - k) - \frac{1}{2} \sin^2(2(\bar{\theta}_j - k)) \right) V_{\omega,2}(j + 1)^2 \right.
+ \frac{p_2}{\sin(2k)} \sin(2\bar{\theta}_j) V_{\omega,1}(j) + \frac{p_1}{\sin(2k)} \sin(2(\bar{\theta}_j - k)) V_{\omega,2}(j + 1)
+ \frac{1}{\sin k} \cos(\bar{\theta}_n) \sin(\bar{\theta}_j - k) V_{\omega,1}(j) V_{\omega,2}(j + 1)
- \frac{2p_1p_2}{\sin^2(2k)} \cos k \cos(\bar{\theta}_j) \cos(\bar{\theta}_j - k) V_{\omega,1}(j) V_{\omega,2}(j + 1) \right\} + K_\omega(j),
$$

where $K_\omega(j)$ collects all the monomials of order higher than 3 in the disorder variables. Now we use the identity $\cos^2(\beta) - \frac{1}{2} \sin^2(2\beta) = \frac{1}{4} + \frac{1}{2} \cos(2\beta) - \frac{1}{4} \cos(4\beta)$ to rewrite $\log R_n^2$ as

$$
\log R_n^2 = \frac{p_2^2}{4 \sin^2(2k)} \sum_{j=1}^{n-1} \mathbb{E}[V_{\omega,1}(j)^2] + \frac{p_1^2}{4 \sin^2(2k)} \sum_{j=1}^{n-1} \mathbb{E}[V_{\omega,2}(j + 1)^2]
+ \sum_{k=1}^{6} M_{n,k} + Q_{n,1} + Q_{n,2} + \sum_{j=1}^{n} K_\omega(j),
$$

where

$$
M_{n,1} = \frac{p_2^2}{\sin^2(2k)} \sum_{j=1}^{n-1} \left( \frac{1}{4} + \frac{1}{2} \cos(2\bar{\theta}_j) - \frac{1}{4} \cos(4\bar{\theta}_j) \right) (V_{\omega,1}(j)^2 - \mathbb{E}[V_{\omega,1}(j)^2]),
$$

$$
M_{n,2} = \frac{p_1^2}{\sin^2(2k)} \sum_{j=1}^{n-1} \left( \frac{1}{4} + \frac{1}{2} \cos(2(\bar{\theta}_j - k)) - \frac{1}{4} \cos(4(\bar{\theta}_j - k)) \right)
\times (V_{\omega,2}(j + 1)^2 - \mathbb{E}[V_{\omega,2}(j + 1)^2]),
$$

$$
M_{n,3} = - \frac{p_2}{\sin(2k)} \sum_{j=1}^{n-1} \sin(2\bar{\theta}_j) V_{\omega,1}(j),
$$

$$
M_{n,4} = \frac{p_1}{\sin(2k)} \sum_{j=1}^{n-1} \sin(2(\bar{\theta}_j - k)) V_{\omega,2}(j + 1),
$$

$$
M_{n,5} = \frac{1}{\sin k} \sum_{j=1}^{n-1} \cos(\bar{\theta}_n) \sin(\bar{\theta}_j - k) V_{\omega,1}(j) V_{\omega,2}(j + 1),
$$

$$
M_{n,6} = - \frac{2p_1p_2}{\sin^2(2k)} \cos k \sum_{j=1}^{n-1} \cos(\bar{\theta}_j) \cos(\bar{\theta}_j - k) V_{\omega,1}(j) V_{\omega,2}(j + 1),
$$
are $\mathcal{F}_n$-martingales according to Lemma A.4 from Appendix A.2 and

$$Q_{n,1} = \frac{p_1^2}{\sin^2(2k)} \sum_{j=1}^{n-1} \left( \frac{1}{2} \cos(2\theta_j) - \frac{1}{4} \cos(4\theta_j) \right) \mathbb{E}[V_{\omega,1}(j)^2], \quad (4.4)$$

$$Q_{n,2} = \frac{p_1^2}{\sin^2(2k)} \sum_{j=1}^{n-1} \left( \frac{1}{2} \cos(2(\theta_j - k)) - \frac{1}{4} \cos(4(\theta_j - k)) \right) \mathbb{E}[V_{\omega,2}(j + 1)^2]. \quad (4.5)$$

We apply Lemma A.4 from Appendix A.2 to control the martingale terms $M_{n,i}$ with $\gamma = 2\alpha$ for $i = 1, 2, 5$ and $6$, and $\gamma = \alpha$ for $i = 3$ and $4$, showing that

$$|M_{n,i}| = o \left( \sum_{j=1}^{n} j^{-2\alpha} \right), \quad i = 1, \ldots, 6.$$

The control of $Q_{n,1}$ and $Q_{n,2}$ is rather lengthy but quite elementary and requires to take $k$ different from $-\frac{5\pi}{8}, -\frac{3\pi}{4}$ and $-\frac{3\pi}{8}$. We defer it to Lemma A.5 in Appendix A.3. Finally, to estimate the error term $\mathcal{K}_\omega(j)$, we use the bound $|\log(1 + \varepsilon) - \varepsilon + \frac{3}{2}\varepsilon| \leq C_1\varepsilon^3$ for some $C_1$ which, together with (A4), yields

$$|\mathcal{K}_\omega(j)| \leq C_1|\Gamma_\omega(j)|^3 \leq C_2n^{-(2\alpha+3\varepsilon)},$$

for some $C_2 = C_2(E,\omega) \in (0, \infty)$, $\mathbb{P}$-almost surely. This shows that

$$\sum_{j=1}^{n} |\mathcal{K}_\omega(j)| = o \left( \sum_{j=1}^{n} j^{-2\alpha} \right).$$

\[ \square \]

4.2. Averaged asymptotics. We now present the basic estimates that will be used in our proof of dynamical localization. Let $T_{\omega,u,n}(E) = T_{\omega,n-1}(E) \cdots T_{\omega,u}(E)$ be the truncated transfer matrix.

**Corollary 4.2.** Let $0 < \alpha \leq \frac{1}{2}$. Assume (A1)-(A3a) and (A5). Let $I \subset \tilde{\Sigma}$ be a compact interval. Then one has

$$\lim_{u,n \to \infty \atop u<n} \mathbb{E} \left[ \log \|T_{\omega,u,n}(E)\|_0 \right] = \frac{\lambda^2(p_1^2 + p_2^2)}{8 \sin^2 k}, \quad (4.6)$$

uniformly over $\|\varphi_0\| = 1$ and $E \in I$ corresponding to values of $k$ different from $-\frac{5\pi}{8}, -\frac{3\pi}{4}$ and $-\frac{7\pi}{8}$.

**Proof.** Observing that all the martingale terms in (4.3) have 0 expected value, we get

$$\mathbb{E} \left( \log \frac{R_n^2}{R_0^2} \right) = \frac{p_2^2}{4 \sin^2(2k)} \sum_{j=1}^{n-1} \mathbb{E}[V_{\omega,1}(j)^2] + \frac{p_1^2}{4 \sin^2(2k)} \sum_{j=1}^{n-1} \mathbb{E}[V_{\omega,2}(j + 1)^2] + \mathbb{E} [Q_{u,n,1} + Q_{u,n,2}] u + \sum_{j=u}^{n} \mathbb{E} [\mathcal{K}_\omega(j)],$$

where $Q_{u,n,1}$ and $Q_{u,n,2}$ are defined as $Q_{n,1}$ and $Q_{n,2}$ with the sum starting from $u$ instead of 1. The error terms $\mathcal{K}_\omega(j)$ can be controlled as in the proof of Proposition 4.1, there exists $C_1 > 0$ such that

$$\mathbb{E} [\mathcal{K}_\omega(j)] \leq C_1 \mathbb{E} \left[ |\Gamma_\omega(j)|^3 \right] \leq C_2 n^{-(2\alpha+3\varepsilon)},$$

for some $C_2 = C_2(I) \in (0, \infty)$ in virtue of (A5).

The control of the terms $Q_{u,n,1}$ and $Q_{u,n,2}$ is deferred to Lemma A.6 in Appendix A.3 and is uniform as well. The corollary then follows from Lemma 3.2. \[ \square \]
We collect two non-asymptotic bounds in the lemma below.

**Lemma 4.3.** Let $0 < \alpha \leq \frac{1}{2}$. Assume (A1)-(A3a) and (A5). Let $I \subset \bar{\Sigma}$ be a compact interval. Then for all $\beta'$ such that $0 < \beta' < \inf_{E \in I} \beta(\lambda, E)$, there exists $n_0 = n_0(I)$ so that one has

$$
\mathbb{E} \left[ \log \| T_{\omega,ln_0}(E) \cdots T_{\omega,(l-1)n_0+1}(E) \varphi_0 \| \right] \geq \beta' \sum_{j=(l-1)n_0+1}^{ln_0} \frac{1}{j^{2\alpha}}, \quad (4.7)
$$

for all $l \geq 1$, $\| \varphi_0 \| = 1$ and $E \in I$.

Furthermore, there exists a constant $C = C(I)$ such that

$$
\mathbb{E} \left[ \left( \log \| T_{\omega,ln_0}(E) \cdots T_{\omega,(l-1)n_0+1}(E) \varphi_0 \| \right)^4 \right] \leq C \sum_{j=(l-1)n_0+1}^{ln_0} \frac{1}{j^{2\alpha}}, \quad (4.8)
$$

for all $l \geq 1$, $\| \varphi_0 \| = 1$ and $E \in I$.

**Proof.** From Corollary 4.2, we can find $n_0$ large enough such that

$$
\mathbb{E} \left[ \log \| T_{\omega,ln_0}(E) \cdots T_{\omega,(l-1)n_0+1}(E) \varphi_0 \| \right] \geq \beta' \sum_{j=(l-1)n_0+1}^{ln_0} \frac{1}{j^{2\alpha}},
$$

for all $l \geq 1$, $\| \varphi_0 \| = 1$ and all $E \in I$ corresponding to values of $k$ different from $-\frac{5\pi}{8}$, $-\frac{3\pi}{4}$ and $-\frac{7\pi}{8}$. The bound for all energies in $I$ then follows by continuity of the left-hand-side above with respect to $E$. This proves (4.7). The estimate (4.8) is a crude $L^2$ bound and follows by an inspection of the decomposition (4.2). \qed

5. Super-critical regime: a.c. spectrum

This is based on a criterion of Last and Simon [56] that relates spectral properties to transfer matrices behavior. Let $T_n(E)$ denote the product of transfer matrices associated to a bounded Schrödinger operator $H$ on $\ell^2(\mathbb{N}^*)$ and consider an energy $E$.

**Theorem 5.1.** [56, Theorem 1.3] Suppose that

$$
\liminf_n \int_a^b \| T_n(E) \|^4 dE < \infty. \quad (5.1)
$$

Then, $(a,b) \subset \sigma(H)$ and the spectral measure is purely absolutely continuous on $(a,b)$.

The criterion is valid for any power larger than 2. There is nothing special about the power 4 except that it makes the computations easier.

In the following, we write $T_{\omega,n}(E)$, $\Psi_n(E)$ and $R_n(E)$ when we want to emphasise the dependence on the energy $E$.

**Proof of Theorem 2.1.** Part 1 (super-critical case). Let $\theta_0$ be any initial angle and let $[a,b] \subset \bar{\Sigma}$. According to Lemma 3.2, it is enough to show

$$
\liminf_n \mathbb{E} \left[ \int_a^b R_n^4(E) dE \right] < \infty, \quad (5.2)
$$

since Fatou’s lemma yields

$$
\mathbb{E} \left[ \liminf_n \int_a^b R_n^4(E) dE \right] \leq \liminf_n \mathbb{E} \left[ \int_a^b R_n^4(E) dE \right] < \infty,
$$
which implies that (5.1) holds almost surely. Squaring (4.2), we obtain
\[ R_{n+1}^4(E) = \left\{ 1 - \frac{2p_2}{\sin(2k)} \sin(2\tilde{\theta}_n) V_{\omega,1}(n) \right. \\
+ \frac{2p_1}{\sin(2k)} \sin(2(\tilde{\theta}_n - k)) V_{\omega,2}(n+1) + A_{\omega,n}(E) \right\} R_{n}^4(E), \]
where \( A_{\omega,n}(E) \) collects all the terms of degree 1, 2 and 3 in the disorder variables. An inspection at those terms shows that there exists \( c = c(a,b) \in (0,\infty) \) such that
\[ \mathbb{E} [\|A_{\omega,n}(E)\| \mathcal{F}_{n-1}] \leq c (\mathbb{E}[|V_{\omega,i}|^2] + \mathbb{E}[|V_{\omega,i}|^3] + \mathbb{E}[|V_{\omega,i}|^4]). \]
Using (A3a) and (A3b), and the simple inequality
\[ \mathbb{E}[|V_{\omega,i}|^3] \leq \mathbb{E}[|V_{\omega,i}|^2]^{\frac{1}{2}} \mathbb{E}[|V_{\omega,i}|^4]^{\frac{1}{2}}, \]
we conclude that
\[ \mathbb{E}[A_{\omega,n}(E) \mathcal{F}_{n-1}] \leq c'^{-2\alpha}, \]
for some \( c' = c'(a,b) \in (0,\infty). \)
Recalling that \( \tilde{\theta}_n \) is \( \mathcal{F}_{n-1} \)-measurable and \( V_{\omega,1}(n) \) is independent of \( \mathcal{F}_{n-1} \), centered and integrable, we get
\[ \mathbb{E} \left[ \sin(2\tilde{\theta}_n) V_{\omega,1}(n) \mathcal{F}_{n-1} \right] = \sin(2\tilde{\theta}_n) \mathbb{E} [V_{\omega,1}(n)] = 0. \]
The same argument gives
\[ \mathbb{E} \left[ \sin(2(\tilde{\theta}_n - k)) V_{\omega,2}(n+1) \mathcal{F}_{n-1} \right] = 0. \]
Hence, as \( R_n \) is \( \mathcal{F}_{n-1} \)-measurable and \( R_{n+1}^4 \) is integrable, we conclude that
\[ \mathbb{E} \left[ R_{n+1}^4(E) \mathcal{F}_{n-1} \right] = \mathbb{E} \left[ 1 + A_{\omega,n}(E) \mathcal{F}_{n-1} \right] R_{n}^4(E) \leq (1 + c' n^{-2\alpha}) R_{n}^4(E), \]
where we used the uniform bound on \( A_{\omega,n}(E) \). Integrating with respect to \( \mathbb{P} \) and iterating, we obtain
\[ \mathbb{E} \left[ R_{n+1}^4(E) \right] \leq \left(1 + \frac{c'}{n^{2\alpha}} \right) \mathbb{E} \left[ R_n^4(E) \right] \leq \prod_{j=1}^{n} \left(1 + \frac{c'}{j^{2\alpha}} \right), \]
for all \( E \in [a,b] \) and all \( n \geq 1 \). Since \( \sum_j j^{-2\alpha} < \infty \) for \( \alpha > \frac{1}{2} \), the product above is bounded uniformly in \( n \) and \( E \in [a,b] \). This finishes the proof. \( \square \)

6. Critical regime: spectral transition and transport

6.1. Spectral transition. The absence of absolutely continuous spectrum is a consequence of the following criterion of Last and Simon [56]. With the notations of the beginning of Section 5.

Theorem 6.1. [56, Theorem 1.2] Suppose \( \lim_{n \to \infty} \|T_n(E)\| = \infty \) for a.e. \( E \in [a,b] \). Then, \( \mu_{ac}([a,b]) = 0 \), where \( \mu_{ac} \) is the absolutely continuous spectral measure associated to \( H \).

It follows from Theorem 4.1 that for almost every \( |E| \in (m, \sqrt{m^2 + 4}) \), \( \lim_{n \to \infty} \|T_{\omega,n}(E)\| = \infty \) for \( \mathbb{P} \)-almost every \( \omega \). By Fubini’s theorem, we conclude that, \( \mathbb{P} \)-almost surely, \( \lim_{n \to \infty} \|T_{\omega,n}(E)\| = \infty \) for almost every \( |E| \in (m, \sqrt{m^2 + 4}) \) and we can apply the above theorem. Now, to determine the nature of the spectrum, it will be enough to determine whether the generalized eigenfunctions are \( \ell^2 \) or not. For an angle \( \vartheta \), we denote \( \hat{\vartheta} = \left( \frac{\cos \vartheta}{\sin \vartheta} \right). \)
Proposition 6.2. Let $\alpha = \frac{1}{2}$, assume (A1)-(A3a) and (A4), and let $k \neq -\frac{\pi}{2}, -\frac{3\pi}{4}, -\pi$. Then, for $\mathbb{P}$-almost every $\omega$, there exists an initial angle $\vartheta_0 = \vartheta_0(\omega)$ such that
\[
\lim_{n \to \infty} \frac{\log \| T_{\omega,n}(E) \hat{\vartheta}_0 \|}{\log n} = -\beta(\lambda, E), \quad \mathbb{P} - a.s.,
\]
for all $\lambda > 0$.

The proof of this proposition is given in details in Appendix A.1. We are now ready to prove Part (ii) in Theorem 2.1.

Proof of Theorem 2.1, Part (ii). We have just established that there is no absolutely continuous spectrum. From Proposition 6.2, we see that the generalized eigenfunction corresponding to $E$ and $\lambda$ are $\ell^2$ if and only if $\beta > \frac{1}{2}$ which can be seen to be equivalent to
\[
\lambda^2 > \frac{1}{2} \left( \frac{(E^2 - m^2)(m^2 + 4 - E^2)}{m^2 + E^2} \right) =: F(E).
\]
This function $F$ satisfies $F(m) = F(\sqrt{m^2 + 4}) = 0$ and reaches its maximum $\lambda^*(m)$ at a unique point $E^*(m) \in (m, \sqrt{m^2 + 4})$. In particular, if $\lambda > \lambda^*(m)$ then the $\ell^2$-condition (6.1) is always fulfilled and the corresponding generalized eigenvalue is a bona fide eigenvalue. If $0 < \lambda \leq \lambda^*(m)$, there exist two values $m < E^*(\lambda, m) < E^*_+ (\lambda, m) < \sqrt{m^2 + 4}$ such that the criterion (6.1) is met. Note that $E^*_+ (\lambda, m)$ are the two roots of the equation $\lambda^2 = F(E)$. The result then follows from the theory of rank one perturbations [63]. In all the cases above, the spectrum is pure point. Otherwise, it is a fortiori singular continuous.

6.2. Lower bounds on eigenfunctions and transport. The next lemma provides a lower bound on any non-trivial solution of $D_\omega \Phi = E \Phi$ for $\alpha = \frac{1}{2}$ and $\lambda > 0$, uniformly in $E$ ranging over compact intervals of $\sigma_{pp}(D_\omega)$.

Lemma 6.3. Let $\alpha = \frac{1}{2}$ and fix $\lambda > 0$. Assume (A1)-(A3a). For $E \in \sigma_{pp}(D_\omega)$, define $\Phi_{\omega,E} = (\Phi_{\omega,E,n})_n \in (C^2)^{\mathbb{N}}^*$ as the solution of $D_\omega \Phi = E \Phi$ with a possibly random initial condition $\hat{\vartheta}_0$. Then, for each compact interval $I \subset \sigma_{pp}(D_\omega)$, there exists a deterministic constant $\kappa = \kappa(I) > 0$ such that, for $\mathbb{P}$-almost every $\omega$, there exists $c_\omega = c_\omega(I) > 0$ such that
\[
\| \Phi_{\omega,E,n} \| \geq c_\omega n^{-\kappa}, \quad \forall n \in \mathbb{N}^*.
\]

Proof. We can reconstruct $\Phi_{\omega,E}$ through the recurrence $\Phi_{\omega,E,n} = T_{\omega,n-1}(E) \hat{\vartheta}_0$. This implies in particular that
\[
\| \Phi_{\omega,E,n} \| \geq \| T_{\omega,n-1}(E) \|^{-1}.
\]
Hence, using Lemma 3.2 with some $\vartheta_1 \neq \vartheta_2$,
\[
\mathbb{P} \left[ \| \Phi_{\omega,E,n} \| \leq n^{-\kappa} \right] \leq \mathbb{P} \left[ \| T_{\omega,n-1}(E) \| \geq n^\kappa \right] \leq n^{-2\kappa} \mathbb{E} \left[ \| T_{\omega,n-1}(E) \| \right] \leq C_1(\vartheta_1, \vartheta_2)n^{-2\kappa} \left( \mathbb{E} \left[ R_n^2(E, \vartheta_1) \right] + \mathbb{E} \left[ R_n^2(E, \vartheta_2) \right] \right),
\]
for some $C_1(\vartheta_1, \vartheta_2) > 0$. Keeping in mind the recursion (4.2), the argument of the proof of Part 1 of Theorem 2.1 given in Section 5 can be reproduced and yields
\[
\mathbb{E} \left[ R_n^2(E, \vartheta_1) \right] \leq \prod_{j=1}^{n} \left( 1 + \frac{b}{j} \right) \leq C_2 n^{b-2\kappa},
\]
for some constants $b = b(I)$ and $C_2 = C_2(b)$. The estimate for $R_n^2(E, \vartheta_2)$ is of course similar. Taking $b - 2\kappa < -1$, the result follows by Borel-Cantelli. \qed
Proof of Theorem 2.3. Let \( c_\omega \) and \( \kappa \) be as in Lemma 6.3. Let \((\varphi_l)_l\) be a basis of \( \text{Ran} P_l(D_\omega) \) consisting of eigenfunctions of the operator \( D_\omega \), with corresponding eigenvalues \((E_l)_l\). Define the truncated position operator \( X_N = X_{\chi_{[-N,N]}} \). Then, taking \( p > 2\kappa - 1 \),
\[
\left\| X_N \right\|_{p/2}^2 \varphi_l \right\|^2 \geq c_\omega \sum_{1 \leq n \leq N} |n|^{p-2\kappa} \geq c'_\omega N^{p-2\kappa+1},
\]
for some \( c'_\omega > 0 \) and for all \( l \). Let \( \varphi \in \text{Ran} P_l(D_\omega) \) and write \( \varphi = \sum_l a_l \varphi_l \) with \( \sum_l |a_l|^2 = 1 \). Then,
\[
\left\| X_N \right\|_{p/2}^2 e^{-itD_\omega} \varphi \right\|^2 = \sum_{l,l'} a_l a_{l'} e^{-it(E_l-E_{l'})} \langle \varphi_{l'}, X_N \rangle \left\| X_N \right\|_{p/2}^2 \varphi_l.
\]
After a careful application of the dominated convergence theorem to exchange sums and integrals, we obtain
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \left\| X_N \right\|_{p/2}^2 e^{-itD_\omega} \varphi \right\|^2 dt = \sum_l |a_l|^2 \left\| X_N \right\|_{p/2}^2 \varphi_l \geq c'_\omega N^{p-2\kappa+1}.
\]
Hence, there exists a diverging (random) sequence \((T_N)_N\) such that
\[
\frac{1}{T_N} \int_0^{T_N} \left\| X_N \right\|_{p/2}^2 e^{-itD_\omega} \varphi \right\|^2 dt \geq c'_\omega \frac{N^{p-2\kappa+1}}{2} \tag{6.3}
\]
for all \( N \geq 1 \). We can then find a diverging (random) sequence \((t_N)_N\) such that
\[
\left\| X_N \right\|_{p/2}^2 e^{-itN D_\omega} \varphi \right\|^2 \geq \frac{c'_\omega}{4} N^{p-2\kappa+1},
\]
for all \( N \geq 1 \). This finishes the proof. \( \square \)

7. Sub-critical regime: pure point spectrum

Part 3 of Theorem 2.3 follows from the theory of rank one perturbations once we establish the following Proposition which is a direct consequence of Proposition 4.1 and [56, Theorem 8.3] stated in Appendix A.1 as Theorem A.3.

**Proposition 7.1.** Let \( 0 < \alpha < \frac{1}{2} \). Assume (A1)-(A3a) and (A4), and let \( k \neq -\frac{\pi}{2}, -\frac{3\pi}{4}, -\pi \). Then, for \( \mathbb{P} \)-almost every \( \omega \), there exists an initial angle \( \vartheta_0 = \vartheta_0(\omega) \) such that
\[
\lim_{n \to \infty} \frac{\log \| T_{\omega,n}(E) \hat{\vartheta}_0 \|}{\sum_{j=1}^n j^{-2\alpha}} = -\beta(\lambda, E), \quad \mathbb{P} - a.s., \tag{7.1}
\]
for all \( \lambda > 0 \).

The next section is dedicated to the dynamical localization result.

8. Sub-critical regime: dynamical localization

We start our proof of Theorem 2.3. In Section 8.1 we present our estimates on the fractional moments of the Green’s function. We then use these estimates to show the stretched exponential decay of the correlators in Section 8.2. We prove Propositions 2.4, 2.5 and Theorem 2.6 in Section 8.3.

The reader will see that some estimates require the asymptotics for the second system of coordinates. Once again, we will give full proofs only in the cases requiring the first system, the other cases being handled in the exact same way.
8.1. Fractional moments estimates. The key tool of our proof of dynamical localization will be an estimate on the Green’s function of the operator \( D_\omega \) in boxes contained in Theorem 8.1. The organization of this section is as follows: we start with some simple results involving the resolvent identities in Section 8.1.1. Then, we use these to bound the fractional moments of the Green’s function by negative fractional moments of the norm of transfer matrices in Section 8.1.2. Finally, we show their stretched exponential decay in Section 8.1.3.

We define two collections of boxes: for \( l \geq 1 \), let

\[
\Lambda_l = \{(u, +), 1 \leq u \leq l - 1, (u, -), 1 \leq u \leq l\}
\]

\[
\Lambda'_l = \{(u, \pm), 1 \leq u \leq l\}.
\]

![Figure 2. Boxes \( \Lambda_l \) and \( \Lambda'_l \).](image)

We let \( P_l \) to be the projection on \( \Lambda_l \) and \( D_{\omega,l} = P_l D_\omega P_l \) is the restriction of \( D_\omega \) to the box \( \Lambda_l \) acting on \( l^2(\Lambda_l) \). We denote its resolvent by \( R_{\omega,l}(E) = (D_{\omega,l} - E)^{-1} \) and by \( G_{\omega,l} \) the corresponding Green’s function

\[
G_{\omega,l}(u, \sigma; n, \sigma'; E) = \langle \delta^u_{\sigma}, R_{\omega,l}(E) \delta^\sigma_{n} \rangle.
\]

We define \( P'_l, D'_{\omega,l}, R'_{\omega,l} \) and \( G'_{\omega,l} \) in the same way.

**Theorem 8.1.** Let \( 0 < \alpha < \frac{1}{2} \) and \( \lambda > 0 \). Assume (A1)-(A3a) and (A5). Then for all \( u \in \mathbb{N}^* \) and all compact energy interval \( I \subset \hat{\Sigma} \), there exist constants \( c = c(u, I) > 0 \) and \( C = C(u, I) > 0 \) such that

\[
\mathbb{E} \left[ |G_{\omega,l}(u, \pm; n, -; E)|^s \right] \leq C \lambda^{-2s} a_2^{-2s} e^{-cn^{1-2\alpha}},
\]

and

\[
\mathbb{E} \left[ |G'_{\omega,l}(u, \pm; n, +; E)|^s \right] \leq C \lambda^{-2s} a_2^{-2s} e^{-cn^{1-2\alpha}},
\]

for all \( 1 \leq u \leq L, 1 \leq n \leq L \) and \( E \in I \).

The reason to introduce two different systems of boxes comes from the fact that the estimates above require to use the first and second system of coordinates respectively. The scheme of proof in both cases is exactly the same.

8.1.1. Preliminaries. We express the full operator in terms of the canonical basis so that

\[
D_\omega = \sum_{j \geq 2} \left\{ \delta_j^+ \left( m \langle \delta_j^+ \rangle + \langle \delta_{j+1}^- \rangle \right) + \delta_j^- \left( \langle \delta_j^+ \rangle - \langle \delta_{j-1}^- \rangle + m \langle \delta_j^- \rangle \right) \right\}
\]

\[
+ \delta_1^+ \left( m \langle \delta_1^+ \rangle + \langle \delta_2^- \rangle \right) + \delta_1^- \left( \langle \delta_1^+ \rangle + m \langle \delta_1^- \rangle \right)
\]

\[
+ \sum_{j \geq 1} \left\{ V_{\omega,1}(j) \delta_j^+ \langle \delta_j^+ \rangle + V_{\omega,2}(j) \delta_j^- \langle \delta_j^- \rangle \right\}.
\]

Let \( \Phi \) be the vector obtained from \( \Phi_1 \) through the transfer matrix recurrence: \( \Phi_{n+1} = T_{\omega,n} \Phi_n \). This way, \( (D_\omega - E) \Phi = 0 \). Note that we are using the first system of coordinates. The second system will appear naturally. We begin with some identities involving \( \Phi \) and the resolvents.
Lemma 8.2. For all $n \geq 1$ and $u \in [1, n]$, we have

\begin{align*}
G_{\omega,n}(u, \pm; n, -; E) &= -\frac{\phi_u^+}{\phi_n} = \frac{\phi_u^+}{\phi_n} G_{\omega,n}(n, -; n, -; E), \quad (8.5) \\
G'_{\omega,n}(u, \pm; n, +; E) &= -\frac{\phi_n}{\phi_{n+1}} = \frac{\phi_n}{\phi_{n+1}} G'_{\omega,n}(n, +; n, +; E). \quad (8.6)
\end{align*}

Proof. Using the expansion \([8.2]\), we decompose $D_\omega$ as

\begin{align*}
D_\omega - E &= D_{\omega,n} - E P_n + \delta_n^- (\delta_n^- + P_n^+) C,
\end{align*}

for some bounded operator $C$. In particular, we have

\begin{align*}
0 &= (D_{\omega,n} - E P_n) \Phi + \phi_n^+ \delta_n^-,
\end{align*}

and

\begin{align*}
\Phi &= -\phi_n^+ R_{\omega,n}(E) \delta_n^-,
\end{align*}

which yields

\begin{align*}
\phi_u^+ &= -\phi_n^+ G_{\omega,n}(u, \pm; n, -; E)
\end{align*}

The first identity in \((8.6)\) holds in the same way from the decomposition

\begin{align*}
D_\omega - E &= D'_{\omega,n} - E P_n - \delta_n^- (\delta_{n+1}^- + (P_n^+) C',
\end{align*}

for some bounded operator $C'$. Now, observe that the restrictions $D_{\omega,n}$ and $D'_{\omega,n}$ are related by

\begin{align*}
D_{\omega,n} &= D'_{\omega,n-1} - \delta_n^- (\delta_n^- + (P_n^+) C',
\end{align*}

so that

\begin{align*}
D_{\omega,n} - E P_n &= D'_{\omega,n-1} - E P_n - \delta_n^- (\delta_n^- + (P_n^+) C',
\end{align*}

It follows from the resolvent identity that

\begin{align*}
R_{\omega,n}(E) - R'_{\omega,n-1}(E) &= R'_{\omega,n-1}(E) \left( E \delta_n^- (\delta_n^- + (P_n^+) C' \right) R_{\omega,n}(E),
\end{align*}

from where we obtain

\begin{align*}
G_{\omega,n}(u, \pm; n, -; E) &= G'_{\omega,n-1}(u, \pm; n-1, +; E) G_{\omega,n}(n, -; n, -; E)
\end{align*}

\begin{align*}
&= \phi_n^+ G_{\omega,n}(n, -; n, -; E),
\end{align*}

using first identity in \((8.6)\). The second identity in \((8.6)\) is obtained in a similar spirit. \qed

Lemma 8.3. For each $L \geq 1$, $1 \leq n \leq L$ and $u \in [1, n]$, we have

\begin{align*}
G_{\omega,L}(u, \pm; n, -; E) &= (1 - G_{\omega,L}(n, +; n, -; E)) G_{\omega,n}(u, \pm; n, -; E),
\end{align*}

\begin{align*}
G'_{\omega,L}(u, \pm; n, +; E) &= (1 + G'_{\omega,L}(n + 1, -; n, +; E)) G'_{\omega,n}(u, \pm; n, +; E).
\end{align*}
Proof. Let \( \hat{D}_{\omega,n} = P_n D_{\omega,L} P_n + P_n^\perp D_{\omega,L} P_n^\perp \) and \( \hat{R}_{\omega,n}(E) \) and \( \hat{G}_{\omega,n} \) be the corresponding resolvent and Green’s function. Then,

\[
D_{\omega,L} = \hat{D}_{\omega,n} + \delta_n^+ \langle \delta_n^- \rangle + \delta_n^- \langle \delta_n^+ \rangle
\]

By the resolvent identity, one has

\[
R_{\omega,L}(E) - \hat{R}_{\omega,n}(E) = \hat{R}_{\omega,n}(E) \left( \hat{D}_{\omega,n} - D_{\omega,L} \right) R_{\omega,L}(E)
\]

Hence,

\[
G_{\omega,L}(u, \pm; n, -; E) = \hat{G}_{\omega,n}(u, \pm; n, -; E) - \hat{G}_{\omega,n}(u, \pm; n, n; -; E) G_{\omega,L}(n, +; n, -; E)
\]

\[
= G_{\omega,n}(u, \pm; n, -; E) - G_{\omega,n}(u, \pm; n, n; -; E) G_{\omega,L}(n, +; n, -; E).
\]

For the second identity, consider \( \tilde{D}_{\omega,n} = P_n' D_{\omega,L} P_n' + (P_n')^\perp D_{\omega,L} (P_n')^\perp \) and proceed in the same way.

\[
\phi_0 = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \text{ and } \phi_L = \begin{pmatrix} 0 \\ 1 \end{pmatrix} ; \phi_0 = \phi_L = 0.
\]

**Figure 4.** Boundary conditions on \([0, L]\).

8.1.2. From Green’s functions to transfer matrices. We consider \( 1 \leq u \leq n \) and apply Lemma 8.2 and 8.3 dropping temporarily the dependence on \( E \) to lighten the notation,

\[
G_{\omega,L}(u, \pm; n, -) = (1 - G_{\omega,L}(n, +; n, -)) G_{\omega,n}(u, \pm; n, -)
\]

\[
= -(1 - G_{\omega,L}(n, +; n, -)) \frac{\phi_u^\pm}{\phi_n^+}
\]

\[
= (1 - G_{\omega,L}(n, +; n, -)) G_{\omega,n}(n, -; n, -) \frac{\phi_u^\pm}{\phi_n^-}.
\]

Hence,

\[
|G_{\omega,L}(u, \pm; n, -)| \leq (1 + |G_{\omega,L}(n, +; n, -)|) (1 + |G_{\omega,n}(n, -; n, -)|) \frac{|\phi_u^\pm|}{\max\{|\phi_n^+|, |\phi_n^-|\}}
\]

\[
\leq C (1 + |G_{\omega,L}(n, +; n, -)|) (1 + |G_{\omega,n}(n, -; n, -)|) \frac{||\Phi_u||}{||\Phi_n||},
\]

for some \( C > 0 \). Now, we note that

\[
\frac{||\Phi_u||}{||\Phi_n||} = ||T_{\omega,\{u,n\}} \hat{\Phi}_u||^{-1},
\]
where \( \hat{\Phi}_u = \frac{\Phi_u}{\|\Phi_u\|} \). Let \( s \in (0, 1) \). By subadditivity and Hölder’s inequality, we have

\[
\mathbb{E} \left[ |G_{\omega,L}(u, \pm; n, -; E)|^s \right] \leq C (1 + \mathbb{E} \left[ |G_{\omega,L}(n, \pm; n, -; E)|^s \right])^{1/4} \times (1 + \mathbb{E} \left[ |G_{\omega,n}(n, -; n, -; E)|^s \right])^{1/4} \times \mathbb{E} \left[ \|T_{\omega,[u,n]}(E)\hat{\Phi}_u\|^{-2s}\right]^{1/2}.
\]

(8.7)

The following is an a priori estimate on the moments of the Green’s function (see [4, Corollary 8.4]). The lemma requires some regularity of the law. Let \( I \subset \mathbb{R} \) be a bounded interval. Using (A6a),

\[
\mathbb{P}[V_{\omega,i}(n) \in I] = \int_I \rho_{n,i}(y) \, dy \leq \left( \int \rho_{n,i}(y)^p \, dy \right)^{\frac{1}{p}} |I|^{\frac{p-1}{p}} \leq C(\lambda a_n)^{-\gamma} |I|^{\frac{p-1}{p}},
\]

so that, in the terminology of [4, Definition 4.5] the law of \( V_{\omega,i}(n) \) is uniformly \( \gamma \)-Hölder continuous with \( \tau = \frac{p-1}{p} \) and [4, Corollary 8.4] can be applied to show that the fractional moments of the Green’s function are bounded for \( s \in (0, \frac{p-1}{p}) \). We state the result for the Green function \( G \) but the exact same bound holds for \( G' \).

**Lemma 8.4.** Assume (A1) and (A6a). For each compact energy interval \( I \subset \hat{\Sigma} \) and each \( s \in (0, \frac{p-1}{p}) \), there exists \( C = C(s, I) \in (0, \infty) \) such that

\[
\mathbb{E} \left[ |G_{\omega,L}(u, \sigma; n, \sigma'; E)|^s \right] \leq C \lambda^{-s} (a_u^{-s} + a_n^{-s}),
\]

for all \( L \geq 1, u, n \in [1, L], \sigma, \sigma' \in \{+, -\} \) and \( E \in I \).

We state the final form of estimate (8.7) as a lemma.

**Lemma 8.5.** Assume (A1) and (A6a). For each compact energy interval \( I \subset \hat{\Sigma} \) and each \( s \in (0, \frac{p-1}{p}) \), there exists \( C = C(s, I) \in (0, \infty) \) and \( \kappa = \kappa(s, \gamma) \geq 0 \) such that

\[
\mathbb{E} \left[ |G_{\omega,L}(u, \pm; n, -; E)|^s \right] \leq C(\lambda a_n)^{-\kappa} \mathbb{E} \left[ \|T_{\omega,[u,n]}(E)\hat{\Phi}_u\|^{-2s}\right]^{1/2},
\]

(8.8)

for all \( u, n \in [1, L] \) and \( E \in I \).

By similar arguments,

\[
\mathbb{E} \left[ |G_{\omega,L}(u, +; n, +; E)|^s \right] \leq C \lambda^{-\kappa} a_n^{-\kappa} \mathbb{E} \left[ \|T_{\omega,[u,n]}(E)\hat{\Phi}_u\|^{-2s}\right]^{1/2},
\]

(8.9)

\[
\mathbb{E} \left[ |G_{\omega,L}(u, -; n, +; E)|^s \right] \leq C \lambda^{-\kappa} a_n^{-\kappa} \mathbb{E} \left[ \|T_{\omega,[u-1,n]}(E)\hat{\Phi}_{u-1}\|^{-2s}\right]^{1/2}.
\]

(8.10)

### 8.1.3. Estimates on transfer matrices

The next key lemma provides the decay of the negative moments of transfer matrices needed to complete the proof of Theorem 8.1. Its proof is inspired by [18, Lemma 5.1] where exponential decay was obtained in the ergodic case and used as an input for a multi-scale analysis. Our non-ergodic case requires some finer estimates and leads to stretched exponential decay.

All the estimates in this section are stated for the first system of coordinates. Once again, the exact same bounds hold for the second system.

**Lemma 8.6.** Let \( 0 < \alpha < \frac{1}{2} \), assume (A1)-(A3a) and (A5). For each compact interval \( I \subset \hat{\Sigma} \), there exists \( n_0 = n_0(I) \geq 1, s_0 = s_0(I) \in (0, \frac{1}{2}) \) and \( c = c(I) > 0 \) such that for each \( u \in \mathbb{N}^* \), there exists \( C = C(m, I) \in (0, \infty) \) such that

\[
\mathbb{E} \left[ \|T_{[u,n]}(E)\varphi_0\|^{-\alpha} \right] \leq C e^{-cn_0^{1-2\alpha}},
\]

(8.11)

for all \( s \in (0, s_0], \|\varphi_0\| = 1, E \in I \) and \( n \geq u + n_0 \).
We start with some preliminaries. Lemma 8.7 is a simple bound on the moments of the norm of the transfer matrices. Lemma 8.8 is the initial step of the recursion in the proof of Lemma 8.6.

**Lemma 8.7.** Assume (A3a). For all compact interval \( I \subset \Sigma \), there exists a constant \( M = M(I) \in (0, \infty) \) such that

\[
E[\|T\|_{\omega,n}(E)\|s] \leq M,
\]

for all \( s \in [0, 1] \), \( E \in I \) and \( n \geq 1 \).

**Proof.** From (3.5), we can see that there exists a constant \( C = C(I) \in (0, \infty) \) such that

\[
\|T\|_{\omega,n}(E) \leq C \left( 1 + |V_{\omega,1}(n)| + |V_{\omega,2}(n+1)| + |V_{\omega,3}(n)| |V_{\omega,2}(n+1)| \right).
\]

Hence,

\[
E[\|T\|_{\omega,n}(E)\|s] \leq C^s \left( 1 + E[|V_{\omega,1}(n)|^s] + E[|V_{\omega,2}(n+1)|^s] \right.
\]

\[
+ E[|V_{\omega,3}(n)|^s] E[|V_{\omega,2}(n+1)|^s] \bigg),
\]

if \( s \in [0, 1] \). Now, we have

\[
E[|V_{\omega,1}(n)|^s] \leq 1 + E[|V_{\omega,1}(n)|] \leq 1 + E[|V_{\omega,1}(n)|^2]^{1/2} = 1 + \lambda_n,
\]

which is uniformly bounded in \( n \). The same holds for \( V_{\omega,3}(n+1) \).



**Lemma 8.8.** Let \( 0 < \alpha < \frac{1}{2} \), assume (A1)-(A3a) and (A5). Then, for all compact interval \( I \subset \Sigma \), there exist \( n_0 = n_0(I) \geq 1 \), \( s_0 = s_0(I) \in (0, \frac{1}{2}) \) and \( c = c(I) > 0 \) such that

\[
E \left[ \|T\|_{\omega,n_0}(E) \cdots T_{\omega,(l-1)n_0+1}(E)\|\|\varphi_0||^{-s} \right] \leq 1 - \frac{c}{l^{2\alpha}},
\]

for all \( s \in (0, s_0) \), \( l \geq 1 \), \( \|\varphi_0\| = 1 \) and \( E \in I \).

**Proof.** We remove \( E \) from the notation to lighten the presentation. From Lemma 4.3 we obtain

\[
n_0 = n_0(I) \geq 1, c_1 = c_1(I) > 0 \quad \text{and} \quad c_2 = c_2(I) > 0 \quad \text{such that}
\]

\[
E \left[ \log \|T\|_{\omega,n_0} \cdots T_{\omega,(l-1)n_0+1}\|\|\varphi_0|| \right] \geq c_1 \frac{n_0^{1-2\alpha}}{l^{2\alpha}},
\]

and

\[
E \left[ \left( \log \|T\|_{\omega,n_0} \cdots T_{\omega,(l-1)n_0+1}\|\|\varphi_0|| \right)^4 \right] \leq c_2 \frac{n_0^{1-2\alpha}}{l^{2\alpha}},
\]

for all \( l \geq 1 \), \( \|\varphi_0\| = 1 \) and \( E \in I \). Now, we apply the inequality \( e^y \leq 1 + y + y^2e|y| \) to \( y = -s \log \|T\|_{\omega,n_0} \cdots T_{\omega,(l-1)n_0+1}\|\|\varphi_0|| \) with \( s \in (0, 1) \) to be fixed later, so that

\[
E[\|T\|_{\omega,n_0} \cdots T_{\omega,(l-1)n_0+1}\|\|\varphi_0||^{-s}] \leq 1 - sE[\log \|T\|_{\omega,n_0} \cdots T_{\omega,(l-1)n_0+1}\|\|\varphi_0||]
\]

\[
+ s^2E \left[ \left( \log \|T\|_{\omega,n_0} \cdots T_{\omega,(l-1)n_0+1}\|\|\varphi_0|| \right)^4 \right]^{1/2} E \left[ e^{2s\log \|T\|_{\omega,n_0} \cdots T_{\omega,(l-1)n_0+1}\|\|\varphi_0||} \right]^{1/2}.
\]

Now,

\[
\log \|T\|_{\omega,n_0} \cdots T_{\omega,(l-1)n_0+1}\|\|\varphi_0|| \leq \sum_{j=(l-1)n_0+1}^{ln_0} \log \|T\|_{\omega,j}||.
\]

On the other hand,

\[
1 = \|T_{\omega,(l-1)n_0}^{-1} \cdots T_{\omega,1}^{-1} T_{\omega,n_0} T_{\omega,(l-1)n_0+1}\|\|\varphi_0||\|T\|_{\omega,n_0} \cdots T_{\omega,(l-1)n_0+1}\|\|\varphi_0||\|
\]

\[
\leq \|T_{\omega,(l-1)n_0+1}\| \cdots \|T_{\omega,n_0}\| \|T\|_{\omega,n_0} \cdots T_{\omega,(l-1)n_0+1}\|\|\varphi_0||\|\varphi_0||,
\]
since \(\|T_{\omega,j}^{-1}\| = \|T_{\omega,j}\|\), so that we have
\[
\log \|T_{\omega,l0} \cdots T_{\omega,(l-1)n0+1}\varphi_0\| \geq - \sum_{j=(l-1)n0+1}^{ln0} \log \|T_{\omega,j}\|.
\]
Piecing these bounds together, we obtain
\[
|\log \|T_{\omega,l0} \cdots T_{\omega,(l-1)n0+1}\varphi_0\|| \leq \sum_{j=(l-1)n0+1}^{ln0} \log \|T_{\omega,j}\|.
\]
Remembering \((8.12)\), we get
\[
\mathbb{E} \left[ \exp \left\{ 2s \log \|T_{\omega,l0} \cdots T_{\omega,(l-1)n0+1}\varphi_0\| \right\} \right] \leq \prod_{j=(l-1)n0+1}^{ln0} \mathbb{E}[\|T_{\omega,l}\|^{2s}] \leq e^{c3n0},
\]
for some \(c3 > 0\) for all \(s \in (0, \frac{1}{2})\). Hence,
\[
\mathbb{E} \left[ \|T_{\omega,l0} \cdots T_{\omega,(l-1)n0+1}\varphi_0\|^{-s} \right] \leq 1 - c18n0^{1-2\alpha} + c2s2e^{c3n0} \frac{n0^{\frac{1}{2} - \alpha}}{l^\alpha},
\]
for all \(l \geq 1\), \(\|\varphi_0\| = 1\) and \(E \in I\). We can now find \(s0 \in (0, \frac{1}{2})\) such that
\[
\mathbb{E} \left[ \|T_{\omega,l0} \cdots T_{\omega,(l-1)n0+1}\varphi_0\|^{-s} \right] \leq 1 - \frac{c4}{l^{2\alpha}},
\]
for some \(c4 > 0\), for all \(s \in (0, s0), \ l \geq 1\), \(\|\varphi_0\| = 1\) and \(E \in I\). \qed

We can now proceed with the proof of Lemma \(8.6\).

**Proof of Lemma \(8.6\).** Once again, we remove \(E\) from the notation to lighten the presentation. Let \(u \geq 1\), \(n \geq u + n0\) and \(s \in (0, s0)\) where \(n0 = n0(I)\) and \(s0 = s0(I)\) are taken from Lemma \(8.8\). Write \(u = l1n0 - r1\) and \(n = l2n0 + r2\) with \(0 \leq r1, r2 < n0\). Then,
\[
\|T_{\omega,l2n0} \cdots T_{\omega,u}\varphi_0\| = \|T_{\omega,l2n0+1}^{-1} \cdots T_{\omega,n}^{-1} \cdots T_{\omega,u}\varphi_0\|
\]
\[
\leq \prod_{j=l2n0+1}^{n} \|T_{\omega,j}\| \cdot \|T_{\omega,n} \cdots T_{\omega,u}\varphi_0\|.
\]
Hence,
\[
\mathbb{E}[\|T_{\omega,n} \cdots T_{\omega,u}\varphi_0\|^{-s}] \leq \prod_{j=l2n0+1}^{n} \mathbb{E}[\|T_{\omega,j}\|^s] \cdot \mathbb{E}[\|T_{\omega,l2n0} \cdots T_{\omega,u}\varphi_0\|^{-s}]
\]
\[
\leq C1 \mathbb{E}[\|T_{\omega,l2n0} \cdots T_{\omega,u}\varphi_0\|^{-s}],
\]
for some \(C1 = C1(I) \in (0, \infty)\) by \((8.12)\), (recall that \(n0\) is fixed). The rest of the proof is based on a careful conditioning that we now detail. Let
\[
\varphi_l = \frac{T_{l0} \cdots T_u\varphi_0}{\|T_{l0} \cdots T_u\varphi_0\|},
\]
an observe that \(\varphi_{l-1}\) is measurable with respect to \(\mathcal{F}_{l-1}\). Hence, Lemma \(8.8\) can be applied to obtain
\[
\mathbb{E} \left[ \left| \|T_{\omega,l0} \cdots T_{\omega,(l-1)n0+1}\varphi_{l-1}\|^{-s} \right|^{F_{l-1}} \right] \leq 1 - \frac{c4}{l^{2\alpha}},
\]
where $c_4 = c_4(I) > 0$ is the constant from Lemma 8.8. Hence,

$$
\mathbb{E} \left[ \left\|T_{\omega,n} \cdots T_{\omega,u}\varphi_0 \right\|^{-s} \right] \leq C_1 \mathbb{E} \left[ \left\|T_{\omega,l_2n_0} \cdots T_{\omega,u}\varphi_0 \right\|^{-s} \right]
$$

$$
= C_1 \mathbb{E} \left[ \left\|T_{\omega,(l_2-1)n_0} \cdots T_{\omega,u}\varphi_0 \right\|^{-s} \left\|T_{\omega,l_2n_0} \cdots T_{\omega,(l_2-1)n_0+1}\varphi_{l_2-1} \right\|^{-s} \right]
$$

$$
= C_1 \mathbb{E} \left[ \left\|T_{\omega,(l_2-1)n_0} \cdots T_{\omega,u}\varphi_0 \right\|^{-s} \mathbb{E} \left[ \left\|T_{\omega,l_2n_0} \cdots T_{\omega,(l_2-1)n_0+1}\varphi_{l_2-1} \right\|^{-s} \left| F_{l_2-1} \right| \right] \right]
$$

$$
\leq C_1 \left( 1 - \frac{c_4}{l_2^2} \right) \mathbb{E} \left[ \left\|T_{\omega,(l_2-1)n_0} \cdots T_{\omega,u}\varphi_0 \right\|^{-s} \right].
$$

Iterating,

$$
\mathbb{E} \left[ \left\|T_{\omega,n} \cdots T_{\omega,u}\varphi_0 \right\|^{-s} \right] \leq C_1 \prod_{j=l_1}^{l_2} \left( 1 - \frac{c_4}{j^2} \right) \mathbb{E} \left[ \left\|T_{\omega,m+r_1} \cdots T_{\omega,u}\varphi_0 \right\|^{-s} \right].
$$

Just as we did in the previous lemma,

$$
1 = \left\| T_{\omega,n}^{-1} \cdots T_{\omega,u+r_1}^{-1} T_{\omega,u+r_1} \cdots T_{\omega,u}\varphi_0 \right\| \leq \prod_{j=u}^{u+r_1} \left\| T_{\omega,j} \right\| \cdot \left\| T_{\omega,u+r_1} \cdots T_{\omega,u}\varphi_0 \right\|
$$

so that, by (8.12),

$$
\mathbb{E} \left[ \left\|T_{\omega,u+r_1} \cdots T_{\omega,u}\varphi_0 \right\|^{-s} \right] \leq C_2,
$$

for some $C_2 = C_2(I) > 0$. Hence,

$$
\mathbb{E} \left[ \left\|T_{\omega,n} \cdots T_{\omega,u}\varphi_0 \right\|^{-s} \right] \leq C \prod_{j=l_1}^{l_2} \left( 1 - \frac{c_4}{j^2} \right) \leq C e^{c_4 u^{1-2\alpha} e^{-cn_0^{1-2\alpha}}},
$$

for some suitable $C = C(I) \in (0, \infty)$ and $c = c(I) > 0$.

Proof of Theorem 8.1. Let $u \geq 1$ and $n \geq u + n_0$ where $n_0 = n_0(I) \geq 1$ is taken from Lemma 8.8. Lemma 8.6 can be combined with the bound (8.8) to finish the proof of the first estimate of Theorem 8.1. The second estimate can be proved using (8.9) and (8.10) instead of (8.8) and the analogue of Lemma 8.6 for the transfer matrices in the second system of coordinates. If $1 \leq n \leq u + n_0$, we just use the a priori estimate appearing in Lemma 8.4.

8.2. Correlators and dynamical localization. We follow the approach of [4] Chapter 7. Recall the definition of the correlator (2.7),

$$
Q_{\omega}(u, \sigma; n, \sigma') = \sup_{f \in C_0(I)} \left| \left\langle \delta^\sigma_n, P_I(D_\omega)f(D_\omega)\delta^\sigma'_n \right\rangle \right|.
$$

We will need to work with finite volume correlators in boxes $\Lambda_L$,

$$
Q_{\omega,L}(u, \sigma; n, \sigma'; I) = \sup_{f \in C_0(I)} \left| \left\langle \delta^\sigma_n, P_I(D_{\omega,L})f(D_{\omega,L})\delta^\sigma'_n \right\rangle \right|.
$$

Here, we allowed ourselves a slight abuse of notation where the operator $D_{\omega,L}$ coincides with the definition given at the beginning of Section 8.1 if $\sigma' = -$ but will be understood to be $D'_{\omega,L}$ if $\sigma' = +$. The argument is of course identical in both cases. Since $D_{\omega,L} \to D_\omega$ as $L \to \infty$ in the strong resolvent sense, $\mathbb{P}$-a.s, we have

$$
Q_{\omega}(u, \sigma; n, \sigma'; I) \leq \liminf_{L} Q_{\omega,L}(u, \sigma; n, \sigma'; I).
$$
By Fatou’s lemma, we get
\[ E \left[ Q_\omega(u, \sigma; n, \sigma'; I)^2 \right] \leq \liminf_{L \to \infty} E \left[ Q_{\omega,L}(u, \sigma; n, \sigma'; I)^2 \right], \tag{8.13} \]
so that it is enough to bound the correlators in boxes, uniformly in the size of the box. At this point, it is convenient to work with the interpolated eigenfunction correlator or s-correlator defined as
\[ Q_{\omega,L}(u, \sigma; n, \sigma'; I, s) = \sum_{E \in I \cap \sigma(D_{\omega,L})} |\langle \delta_u, P_E(D_{\omega,L})\delta_u \rangle|^{1-s} |\langle \delta_u, P_E(D_{\omega,L})\delta_u \rangle|^s, \tag{8.14} \]
for \( s \in [0,1] \), where \( P_E(D_{\omega,L}) \) is the projection of \( D_{\omega,L} \) on the eigenspace corresponding to \( E \). By Cauchy-Schwarz inequality for the kernel of \( -\text{correlator (8.14)} \) we can estimate in terms of the fractional moments of the Green’s function. Together with with Theorem 8.1, this will finish the proof of Theorem 2.3. We defer the details to the end of the section.

The last step consists in controlling the s-correlator \( [8.14] \) by the resolvent. Let \( D^v_{L,u,\sigma} = D_{\omega,L} + (v - V_\omega(u, \sigma))1_{u,\sigma} \) be the operator resulting from setting the disorder at site \((u, \sigma)\) to the value \( v \), where we simply denoted
\[ V_\omega(u, \sigma) = \begin{cases} V_\omega,1(u), & \text{if } \sigma = +, \\ V_\omega,2(u), & \text{if } \sigma = -. \end{cases} \]
We borrow the following identity from [4, Lemma 7.10]:
\[ Q_{\omega,L}(u, \sigma; n, \sigma'; I, s) = \int_I \left| \langle \delta^\sigma_u, (D^v_{L,u,\sigma} - E)^{-1}\delta^\sigma_{n} \rangle \right|^s |V_\omega(u, \sigma) - v|^s \mu_{\delta_u,\sigma}(dE), \tag{8.17} \]
where \( \mu_{\delta_u,\sigma} \) is the spectral measure of \( D_{\omega,L} \) on \( \delta^\sigma_u \).

We also recall the spectral averaging principle
\[ \int_\mathbb{R} \int_I \left| \langle \delta^\sigma_u, (D^v_{L,u,\sigma} - E)^{-1}\delta^\sigma_{n} \rangle \right|^s \mu_{\delta_u}(dE) \, dv = \int_I \left| \langle \delta^\sigma_u, (D^v_{L,u,\sigma} - E)^{-1}\delta^\sigma_{n} \rangle \right|^s \mu_{\delta_u}(dE), \]
where the dependence in \( v \) in the integrand on the left-hand-side is hidden in \( \mu_{\delta_u,\sigma} \).

The following is a straightforward adaptation of [4, Theorem 7.11] to the inhomogeneous potential case.

**Lemma 8.9.** Assume (A1), (A5) and (A6), and let \( q = \frac{p}{p-1}. \) For all \( s \in [0, \frac{p-1}{p}] \) there exists constants \( C = C(s) \in (0, \infty) \) and \( \kappa = \kappa(s) \geq 0 \) such that
\[ E \left[ Q_{\omega,L}(u, \sigma; n, \sigma'; I, s) \right] \leq C(\lambda_a u)^{-\kappa} \left( \int_I E \left[ |G_{\omega,L}(u, \sigma; n, \sigma'; E)|^{qs} \right] \, dE \right)^{\frac{1}{q}}, \tag{8.18} \]
for all \( L \geq 1, u, n \in [1, L], \sigma, \sigma' \in \{+, -\} \) and all interval \( I \subset \mathbb{R}. \)
Proof. Let $E_{u,\sigma}$ denote the expected value with respect to the random variable $V_\omega(u, \sigma)$ and let $\rho_{u,\sigma}$ be the corresponding density. Let $q = \frac{p}{p-1}$. Using (8.17) and H"older’s inequality,

\[
E_{u,\sigma} \left[ Q_{\omega,L}(u, \sigma; n, \sigma'; I, s) \right] = E_u \left[ \int I \left| \delta_n^u \left( D_{L,u,\sigma}^v - E \right)^{-1} \delta_n^u \right|^s \mid V_\omega(u, \sigma) - v \mid^s \mu_{\delta_{u,\sigma}}(dE) \right]
\]

\[
= \int \int \int I \left| \delta_n^u \left( D_{L,u,\sigma}^v - E \right)^{-1} \delta_n^u \right|^s \mid \tau - v \mid^s \mu_{\delta_{u,\sigma}}(dE) \rho_{u,\sigma}(\tau) d\tau
\]

\[
\leq \left( \int \mid \tau - v \mid^{ps} \rho_{u,\sigma}(\tau)^p d\tau \right)^{\frac{1}{p}} \left( \int \int \left| \delta_n^u \left( D_{L,u,\sigma}^v - E \right)^{-1} \delta_n^u \right|^{qs} \mu_{\delta_{u,\sigma}}(dE) d\tau \right)^{\frac{1}{q}}
\]

by the spectral averaging principle. Now, observe that

\[
\int \mid \tau - v \mid^{ps} \rho_{u,\sigma}(\tau)^p d\tau \leq (1 + |v|)^{ps} \int \mid \tau \mid^{ps} \rho_{u,\sigma}(\tau)^p d\tau \leq C(\lambda a_u)^{-\gamma} (1 + |v|)^{ps},
\]

for some $C \in (0, \infty)$ and $\gamma \geq 0$ thanks to (A6a). So far,

\[
E_{u,\sigma} \left[ Q_{\omega,L}(u, \sigma; n, \sigma'; I, s) \right] \leq C(\lambda a_u)^{-\frac{2\gamma}{p}} (1 + |v|)^{qs} \int \left| \delta_n^u \left( D_{L,u,\sigma}^v - E \right)^{-1} \delta_n^u \right|^{qs} dE,
\]

for all $v \in \mathbb{R}$. This can be integrated against $c_{u,\sigma}(1 + |v|)^{-qs} \rho_{u,\sigma}(v) dv$ where

\[
c_{u,\sigma}^{-1} = \int (1 + |v|)^{-qs} \rho_{u,\sigma}(v) dv \geq c(\lambda a_u)^\gamma,
\]

for some $c > 0$ thanks to (A6b), to obtain

\[
E_{u,\sigma} \left[ Q_{\omega,L}(u, \sigma; n, \sigma'; I, s) \right] \leq C(\lambda a_u)^{-\kappa} \int I E_{u,\sigma} \left[ \left| \delta_n^u \left( D_{L,u,\sigma}^v - E \right)^{-1} \delta_n^u \right|^{qs} \right] dE,
\]

for some $C \in (0, \infty)$ and $\kappa = \kappa(s, \gamma) > 0$. Finally, denoting by $\hat{E}_{u,\sigma}$ the average with respect to the remaining disorder variables, we have

\[
E \left[ Q_{\omega,L}(u, \sigma; n, \sigma'; I, s) \right] = \hat{E}_{u,\sigma} \left[ E_{u,\sigma} \left[ Q_{\omega,L}(u, \sigma; n, \sigma'; I, s) \right] \right] \geq \hat{E}_{u,\sigma} \left[ E_{u,\sigma} \left[ Q_{\omega,L}(u, \sigma; n, \sigma'; I, s) \right] \right] \geq C(\lambda a_u)^{-\kappa} \int I E \left[ \left| \delta_n^u \left( D_{L,u,\sigma}^v - E \right)^{-1} \delta_n^u \right|^{qs} \right] dE.
\]

This finishes the proof. \hfill \Box

Proof of Theorem 2.3 Fix $u \in \mathbb{N}^*$. Combining the bound (8.15) together with Lemma 8.9 we obtain

\[
E[Q_\omega(u, \pm; n, -; I)^2] \leq C a_u^{-1} \liminf \int I E[|G_\omega,L(u, \pm; n, -; E)|^s] dE.
\]

We can use Theorem 8.1 with $s$ small enough to bound this last quantity uniformly in the size of the box and over the interval $I$. This gives the bound

\[
E[Q_\omega(u, \pm; n, -; I)^2] \leq C \lambda^{-2s} a_n^{-2s} e^{-cn^{1-2s}},
\]

for some $C > 0$ and $\lambda > 0$. This completes the proof. \hfill \Box
for all \( n \), for some constants \( C = C(u, s) \in (0, \infty) \) and \( c = c(s, I) > 0 \). All the other entries \((u, \sigma)\) and \((n, \sigma')\) can be handled similarly using completely analogous estimates for the corresponding resolvents. This proves (2.9). Finally,

\[
\sum_{n, \sigma'} \mathbb{E}[Q_\omega(u, \sigma; n, \sigma'; I)^2] \leq C\lambda^{-2s} \sum_n a_n^{-2s} e^{-cn^{1-2\alpha}} < \infty,
\]

with \( C \) as above, which shows dynamical localization.

8.3. Proof of Proposition 2.4 and 2.5 and Theorem 2.6. We prove Proposition 2.4

**Proof of Proposition 2.4**. Suppose that (2.8) holds in an energy interval \( I \). We will prove that the spectrum of \( D_\omega \) is almost surely pure point in \( I \). This is a consequence of the RAGE Theorem [22]. Let \( \chi_R \) the characteric function of the box \([0, R]\). Since \( \chi_R \) converges strongly to the identity as \( R \to \infty \), it is enough to show that, \( \mathbb{P} \)-almost surely,

\[
\lim_{R \to \infty} \sup_t \left\| (1 - \chi_R) e^{-itD_\omega} P_I(D_\omega) \delta_u^\sigma \right\|^2 = 0,
\]

(8.19)

for all canonical vectors \( \delta_u^\sigma \) since this implies that the range of \( P_I(D_{\omega, \lambda}) \) is almost surely included in the point spectrum of \( D_\omega \). Now,

\[
\left\| (1 - \chi_R) e^{-itD_\omega} P_I(D_\omega) \delta_u^\sigma \right\|^2 = \sum_{|n| > R} \left| \langle \delta_n^\sigma', e^{-itD_\omega} P_I(D_\omega) \delta_u^\sigma \rangle \right|^2
\]

\[
= \sum_{|n| > R} \left| \langle P_I(D_\omega) e^{-itD_\omega} \delta_n^\sigma', \delta_u^\sigma \rangle \right|^2
\]

\[
\leq \sum_{|n| > R} Q_\omega(u, \sigma; n, \sigma'; I)^2,
\]

for all \( t \in \mathbb{R} \). By Fatou’s lemma,

\[
\mathbb{E} \left[ \lim_{R \to \infty} \sup_t \left\| (1 - \chi_R) e^{-itD_\omega} P_I(D_\omega) \delta_u^\sigma \right\|^2 \right] \leq \mathbb{E} \left[ \lim inf_{R \to \infty} \sum_{|n| > R} Q_\omega(u, \sigma; n, \sigma'; I)^2 \right]
\]

\[
\leq \lim inf_{R \to \infty} \mathbb{E} \left[ \sum_{|n| > R} Q_\omega(u, \sigma; n, \sigma'; I)^2 \right] = 0,
\]

which shows that (8.19) holds \( \mathbb{P} \)-almost surely for each \( u \) and \( \sigma \). Hence, for each \( u \) and \( \sigma \), there exists \( \Omega_{u, \sigma} \subset \Omega \) with \( \mathbb{P}(\Omega_{u, \sigma}) = 1 \) such that (8.19) holds for all \( \omega \in \Omega_{u, \sigma} \). Finally, the set \( \tilde{\Omega} := \bigcap_{u, \sigma} \Omega_{u, \sigma} \) is so that \( \mathbb{P}(\tilde{\Omega}) = 1 \) and (8.19) holds for all \( u \) and \( \sigma \) simultaneously for all \( \omega \in \tilde{\Omega} \).
We turn to the moments bounds. Let $p > 0$,

$$
\begin{align*}
\mathbb{E} \left[ \sup_t \left\| X^p e^{-it\Delta} P_t(D\omega) \delta^\sigma \right\|^2 \right] \\
= \mathbb{E} \left[ \langle X^p e^{-it\Delta} P_t(D\omega) \delta^\sigma, e^{-it\Delta} \delta^\sigma \rangle \right] \\
= \mathbb{E} \left[ \sup_t \sum_{n,\sigma'} \langle X^p e^{-it\Delta} P_t(D\omega) \delta^\sigma_n, \delta^\sigma_{n'} \rangle \langle \delta^\sigma_{n'}, e^{-it\Delta} P_t(D\omega) \delta^\sigma_n \rangle \right] \\
\leq \mathbb{E} \left[ \sup_t \sum_{n,\sigma'} |n|^p \left\| \delta^\sigma_n, e^{-it\Delta} P_t(D\omega) \delta^\sigma_n \right\|^2 \right] \\
\leq \mathbb{E} \left[ \sum_{n,\sigma'} |n|^p Q_\omega(u, \sigma; n, \sigma'; I)^2 \right],
\end{align*}
$$

which is bounded for each $u$ and $\sigma$ in virtue of (2.9). □

Finally, we provide sketches of proof for Proposition 2.5 and Theorem 2.6 as the arguments are either standard or have been developed elsewhere in this work.

**Proof of Proposition 2.5.** The upper bound is standard and follows from the estimate in Theorem 2.3 (see [22, Theorem 9.22]). The lower bound can be obtained as in Lemma 6.3 above. □

**Proof of Proposition 2.6.** The first statement is completely analogous to the bound on the moments in Proposition 2.4. The second statement can be obtained following the strategy of proof of Theorem 2.2 using the lower bound in Proposition 2.5 instead of Lemma 6.3. □

**Appendix A. Some technical estimates**

**A.1. Unimodular matrices.** The following lemmas correspond to [50, Lemma 2.2 and 8.7]. The first one allows us to establish the upper bound in Lemma 3.2. The proof of Proposition 6.2 is given after the second one. At the end of the section, we state [56, Theorem 8.3] which is used to prove pure point spectrum in the sub-critical regime.

**Lemma A.1.** Let $A$ be an unimodular matrix and let $\hat{\theta} = (\cos \theta, \sin \theta)$. Then, for all pair of angles $|\theta_1 - \theta_2| \leq \pi/2$,

$$
\|A\| \leq \sin \left( \frac{|\theta_1 - \theta_2|}{2} \right)^{-1} \max\{\|A\hat{\theta}_1\|, \|A\hat{\theta}_2\|\}.
$$

**Proof.** See [50, Lemma 2.2]. □

The following lemma is used to find eigenfunctions with the proper decay and is the key to Proposition 6.2.

**Lemma A.2.** For a unimodular matrix with $\|A\| > 1$, define $\varphi = \varphi(A)$ as the unique angle $\varphi \in (-\pi/2, \pi/2]$ such that $\|A\varphi\| = \|A\|^{-1}$. We also define $r(A) = \left\| A \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right\| \left\| A \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right\|^{-1}$.

Let $(A_n)_n$ be a sequence of unimodular matrices with $\|A_n\| > 1$ and write $\varphi_n = \varphi(A_n)$ and $r_n = r(A_n)$. Assume that

(i) $\lim_{n \to \infty} \|A_n\| = \infty$,

(ii) $\lim_{n \to \infty} \frac{\|A_{n+1}A_n^{-1}\|}{\|A_n\| \|A_{n+1}\|} = 0$.

Then,
(1) \((\vartheta_n)_n\) has a limit \(\vartheta_\infty \in (-\pi/2, \pi/2)\) if and only if \((r_n)_n\) has a limit \(r_\infty \in [0, \infty)\). If \(\vartheta_n \to \pm \pi/2\), then \(r_n \to \infty\) but, if \(r_n \to \infty\), we can only conclude that \(|\vartheta_n| \to \pi/2\).

(2) Suppose \((\vartheta_n)_n\) has a limit \(\vartheta_\infty \neq 0, \frac{\pi}{2}\). Then,

\[
\lim_{n \to \infty} \frac{\log \|A_n \tilde{\vartheta}_\infty\|}{\log \|A_n\|} = -1 \quad \text{if and only if} \quad \limsup_n \frac{\beta |r_n - r_\infty|}{\log \|A_n\|} \leq -2. \tag{A.1}
\]

**Proof.** See [50, Lemma 8.7]. \(\square\)

We apply this with \(A_n = T_{\omega,n}\) in order to prove Proposition 6.2. For positive sequences \((b_n)_n\) and \((c_n)_n\), we write \(b_n \simeq c_n\) if \(\lim_{n \to \infty} \frac{b_n}{c_n} = 1\) and denote \(b_n \lesssim c_n\) if there exists a constant \(K > 0\) such that \(b_n \leq Kc_n\) for \(n\) large enough, and \(b_n \asymp c_n\) if \(b_n \simeq c_n \lesssim b_n\).

**Proof of Proposition 6.2.** Define

\[
\Phi_n^{(1)} = \begin{pmatrix} \phi_{+n}^{(1)} \\ \phi_{-n}^{(1)} \end{pmatrix} = T_{\omega,n-1} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \Phi_n^{(2)} = \begin{pmatrix} \phi_{+n}^{(2)} \\ \phi_{-n}^{(2)} \end{pmatrix} = T_{\omega,n-1} \begin{pmatrix} 0 \\ 1 \end{pmatrix},
\]

and let \(R_n^{(i)}, \theta_n^{(i)}, n \geq 1, i = 1, 2\) be the corresponding Prüfer radii and phases. We let \(r_n = \frac{R_n^{(1)}}{R_n^{(2)}}\) and \(\vartheta_n\) be as in Lemma A.2. Recall the relation \(\Phi_n = \mathcal{P}_n \Psi_n\). In particular,

\[
\Phi_n^{(i)} = \begin{pmatrix} \phi_{+n}^{(i)} \\ \phi_{-n}^{(i)} \end{pmatrix} = (-1)^{i-1} R_n \begin{pmatrix} -\sqrt{p_2} \cos(\tilde{\theta}_n^{(i)}) \\ \sqrt{p_1} \cos(\tilde{\theta}_n^{(i)} + k) \end{pmatrix}.
\]

Thus it follows from some elementary trigonometry that

\[
\phi_{+n}^{(1)} \phi_{-n}^{(2)} - \phi_{-n}^{(1)} \phi_{+n}^{(2)} = R_n^{(1)} R_n^{(2)} \sin(2k) \sin(\theta_n^{(1)} - \theta_n^{(2)}),
\]

where \(\tilde{\theta}_n^{(i)} = \theta_n^{(i)} - (2n - 1)k\). On the other hand,

\[
\phi_{+n}^{(1)} \phi_{-n}^{(2)} - \phi_{-n}^{(1)} \phi_{+n}^{(2)} = \det \left( T_{\omega,n} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right) = 1.
\]

This, together with the convergence

\[
\lim_{n \to \infty} \frac{R_n^{(i)}}{\log n} = \beta, \quad i = 1, 2,
\]

gives

\[
\lim_{n \to \infty} \frac{\log |\sin(\theta_n^{(2)} - \theta_n^{(1)})|}{\log n} = \lim_{n \to \infty} \frac{\log |\sin(\tilde{\theta}_n^{(2)} - \tilde{\theta}_n^{(1)})|}{\log n} = -2\beta. \tag{A.2}
\]

Remember the decomposition (4.2) that we summarize as

\[
(R_n^{(i+1)})^2 = \left( 1 - \frac{p_2}{\sin(2k)} \sin(2\tilde{\theta}_n^{(i)}) V_{\omega,1}(n) \right. \left. + \frac{p_1}{\sin(2k)} \sin(2(\tilde{\theta}_n^{(i)} - k)) V_{\omega,2}(n + 1) + E_n^{(i)} \right) (R_n^{(i)})^2.
\]

We have to estimate the difference of the expansions for \(\log R_n^{(1)}\) and \(\log R_n^{(2)}\). By (A.2), one has \(|\sin(\tilde{\theta}_n^{(2)} - \tilde{\theta}_n^{(1)})| \lesssim n^{-\beta + \epsilon}\), for any \(\epsilon > 0\). Hence, there exist random sequences \((m_n)_n \subset \mathbb{N}^*\) and \((\Delta_n)_n \subset \mathbb{R}\) such that \(\tilde{\theta}_n^{(1)} - \tilde{\theta}_n^{(2)} = m_n \pi + \Delta_n\) and \(|\Delta_n| \lesssim n^{-\beta + \epsilon}\). Therefore,

\[
\sin(2\tilde{\theta}_n^{(2)}) = \sin(2\tilde{\theta}_n^{(1)} + 2\Delta_n) \simeq \sin(2\tilde{\theta}_n^{(1)}) + 2 \cos(2\tilde{\theta}_n^{(1)}) \Delta_n.
\]

This shows that

\[
\left| V_{\omega,1}(j) \left( \sin(2\tilde{\theta}_j^{(1)}) - \sin(2\tilde{\theta}_j^{(2)}) \right) \right| \lesssim j^{-\frac{1}{2} - 2\beta + \epsilon}.
\]
By means of similar arguments, one can show that
\[ \left| V_{\omega,2}(j + 1) \left( \sin(2(\bar{\theta}^{(1)}_j) - k)) - \sin(2(\bar{\theta}^{(2)}_j) - k) \right) \right| \lesssim j^{-\frac{1}{2} - 2\beta + \epsilon}. \]
and
\[ |E^{(1)}_j - E^{(2)}_j| \lesssim j^{-1 - 2\beta + \epsilon}. \]
Hence,
\[ \log r_n = -\frac{p_2}{\sin(2k)} \sum_{j=1}^{n} V_{\omega,1}(j) \left( \frac{\sin(2(\bar{\theta}^{(1)}_j) - k)}{\sin k} \right) \]
\[ + \frac{p_1}{\sin(2k)} \sum_{j=1}^{n} V_{\omega,2}(j + 1) \left( \frac{\sin(2(\bar{\theta}^{(1)}_j) - k)}{\sin k} \right) \sum_{j=1}^{n} A_j \] (A.3)
where the first two sums are convergent martingales by Lemma A.4 with \( \gamma = \frac{1}{2} + 2\beta - \epsilon \) and the last one is absolutely convergent as \( A_j = O(j^{-1 - 2\beta + \epsilon}) \). This shows that \( r_n \to r_\infty \in (0, \infty) \) almost surely which implies that \( \vartheta_n \) has a limit \( \vartheta_\infty \neq 0, \pi/2 \) by the first part of Lemma A.2.

The equivalence (A.1) in our context corresponds to
\[ \lim_{n \to \infty} \log \frac{R_n(\vartheta_\infty)}{\log n} = -\beta \quad \text{if and only if} \quad \limsup_{n} \frac{\log |r_n - r_\infty|}{\log n} \leq -2\beta. \]
Let us denote by \( \log r_n = M_n + S_n \) the decomposition (A.4) and \( \log r_\infty = M_\infty + S_\infty \), where \( M_n \) is the martingale part and \( M_\infty \) and \( S_\infty \) are the almost sure limits of \( M_n \) and \( S_n \) respectively. Then,
\[ |r_\infty - r_n| = e^{M_\infty + S_\infty} |1 - e^{M_n - M_\infty + S_n - S_\infty}| \lesssim e^{M_\infty + S_\infty} |M_n - M_\infty + S_n - S_\infty| \lesssim e^{M_\infty + S_\infty} n^{-2\beta + 2\epsilon}, \]
by the last statement of Lemma A.4 with \( \gamma = \frac{1}{2} + 2\beta - \epsilon \) and \( A_j = O(j^{-1 - 2\beta + \epsilon}) \). This finishes the proof of Proposition 6.2. \( \square \)

We state [56, Theorem 8.3] which allowed us to prove pure point spectrum in the sub-critical regime:

**Theorem A.3.** Let \((A_n)_{n \geq 1}\) be 2 \times 2 real unimodular matrices and let \( A_n = A_n \cdots A_1 \) such that
\[ \sum_{n \geq 1} \frac{\|A_{n+1}\|}{\|A_n\|} < \infty. \]
Suppose there exists a monotone increasing function \( g : \mathbb{N}^* \to (0, \infty) \) such that
\[ \lim_{n \to \infty} \frac{\log \|A_n\|}{g(n)} = 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{\log \|A_n\|}{f(n)} = 1, \]
and such that
\[ \sum_{n \geq 1} e^{-\epsilon g(n)} < \infty, \]
for all \( \epsilon > 0 \). Then, there exists an angle \( \vartheta_0 \) such that
\[ \lim_{n \to \infty} \frac{\log \|A_n \vartheta_0\|}{g(n)} = -1. \]
A.2. A martingale inequality. The following corresponds to \cite{50} Lemma 8.4. We formulate it in full generality but provide a short proof under the assumption that $V_{\omega,i}(n) = \lambda n^{-\alpha} \omega_{n,i}$ for uniformly bounded random variables $\omega_{n,i}$.

**Lemma A.4.** Let $(Z_j)_j$ be i.i.d. random variables with $\mathbb{E}[Z_n] = 0$ and $\mathbb{E}[|Z_n|^2] \leq n^{-2\gamma}$ for some $\gamma > 0$. Let $G_n = \sigma(Z_1, \ldots, Z_n)$ and let $Y_n \in G_{n-1}$ for $n \geq 1$ such that $|Y_n| \leq 1$. Define

$$M_n = \sum_{j=1}^{n} Y_j Z_j \quad \text{and} \quad s_n = \sum_{j=1}^{n} \frac{1}{j^{2\gamma}}.$$ 

Then, $(M_n)_n$ is a $G_n$-martingale and

(i) For $\gamma \leq \frac{1}{2}$ and all $\epsilon > 0$,

$$\lim_{n \to \infty} s_n^{1+\epsilon} M_n = 0, \quad \mathbb{P} - \text{a.s.}$$

(ii) For $\gamma > \frac{1}{2}$, $(M_n)_n$ converges $\mathbb{P}$-almost surely to a finite (random) limit $M_\infty$ and, for all $\kappa < \gamma - \frac{1}{2}$, we have

$$\lim_{n \to \infty} n^\kappa (M_\infty - M_n) = 0, \quad \mathbb{P} - \text{a.s.}$$

**Proof.** The reader can consult the book \cite{35} for the general properties of martingales used below. The sequence $(M_n)_n$ is a martingale thanks to our hypothesis on $(Y_n)_n$ and $(Z_n)_n$: indeed, since $M_n, Y_{n+1} \in G_n$, $Y_{n+1}$ is bounded and $Z_{n+1}$ is independent of $G_n$ and centered, we have, $\mathbb{P}$-almost surely,

$$\mathbb{E}[M_{n+1}|G_n] = \mathbb{E} \left[ Y_{n+1} Z_{n+1} + M_n \Big| G_n \right] = Y_{n+1} \mathbb{E}[Z_{n+1}] + M_n = M_n.$$ 

As stated above, we assume $Z_n = n^{-\gamma} X_n$ with $|X_n| \leq 1$ and $\mathbb{E}[X_n] = 0$ to simplify the argument. Let $\gamma \leq \frac{1}{2}$. We use Azuma’s inequality \cite{5} to let $(M_n)_n$ be a martingale such that $|M_n - M_{n-1}| \leq c_n$ for all $n \geq 1$. Then,

$$\mathbb{P} \left[ |M_n - M_0| \geq t \right] \leq 2 \exp \left\{ -\frac{t^2}{2 \sum_{j=1}^{n} c_j^2} \right\}.$$ 

In our case, $M_0 = 0$, $c_j = 2j^{-\gamma}$, and taking $t = s_n^{\frac{1+\epsilon'}{2}}$ for $0 < \epsilon' < \epsilon$, we obtain

$$\mathbb{P} \left[ |M_n| \geq s_n^{\frac{1+\epsilon'}{2}} \right] \leq 2 \exp \left\{ -C n^\epsilon' \right\},$$

for some $C > 0$. The claim (i) then follows from Borel-Cantelli’s lemma.

Now, let $\gamma > \frac{1}{2}$. Noticing that, for $i < l$,

$$\mathbb{E}[X_i Y_i X_i Y_i] = \mathbb{E}[X_i] \mathbb{E}[X_i Y_i Y_i] = 0,$$

we have

$$\sup_n \mathbb{E}[M_n^2] = \sup_n \sum_{j=1}^{n} \frac{\mathbb{E}[X^2_i Y^2_j]}{j^{2\gamma}} \leq \sum_{j=1}^{\infty} \frac{1}{j^{2\gamma}} < \infty.$$ 

Hence, $(M_n)_n$ is bounded in $L^2$ and, as a consequence, converges almost surely, i.e., there exists a random variable $M_\infty$ such that $\lim_{n \to \infty} M_n = M_\infty$, $\mathbb{P}$-a.s.. Finally, applying Azuma’s inequality to the martingale $(M_{n+i} - M_n)_{i \geq 0}$, we obtain

$$\mathbb{P} \left[ n^\kappa |M_{n+i} - M_n| \geq 1 \right] \leq 2 \exp \left\{ -C n^{2(\gamma - \frac{1}{2} - \kappa)} \right\},$$
for all \( i \geq 0 \). Choosing \( \kappa < \gamma - \frac{1}{2} \), the last claim follows from Fatou’s lemma, the convergence of \((M_n)_n\) and Borel-Cantelli.

\[ \square \]

**Remark 9.** The result above is proved in [50, Lemma 8.4] under the second moment assumption replacing our use of Azuma’s inequality by Doob’s inequality. For a short proof assuming bounded exponential moments, see [21, Lemma A.1].

### A.3. Control of the phases.

The next lemma provides the control of the Prüfer phases needed to complete the proof of Proposition 4.1. The strategy is taken from [50]. Recalling the definitions of \( Q_{n,1} \) and \( Q_{n,2} \) from (4.5).

**Lemma A.5.** Assume (A3a) and (A4). Let \( 0 < \alpha < \frac{1}{2} \). For each fixed energy corresponding to a value of \( k \in (-\pi, -\frac{\pi}{4}) \) different from \(-\frac{5\pi}{8}, -\frac{3\pi}{4} \) and \(-\frac{7\pi}{8} \),

\[
\lim_{n \to \infty} \frac{Q_{n,i}}{\sum_{j=1}^{n} j^{-2\alpha}} = 0,
\]

for \( i = 1, 2 \). Moreover, for each compact energy interval \( I \subset \tilde{\Sigma} \), the convergence is uniform over all initial values \( \theta_0 \in [0, 2\pi) \) and \( E \in I \) corresponding to values of \( k \) different from \(-\frac{5\pi}{8}, -\frac{3\pi}{4} \) and \(-\frac{7\pi}{8} \).

**Proof.** We will show that

\[
\limsup_{n \to \infty} \frac{\sum_{j=1}^{n} E[V_{\omega,j}^2] \cos 4\bar{\theta}_j}{\sum_{j=1}^{n} j^{-2\alpha}} = 0,
\]

the other terms being handled similarly. Note that the prefactor accompanying this term in the definition of \( Q_{n,1} \) is uniformly bounded over compact energy intervals. The computations below are uniform in the initial condition \( \theta_0 \) and only assume \( k \not\in \frac{\pi}{8} \mathbb{Z} \).

We begin with a simple observation: from (3.17), for any compact interval \( I \subset \tilde{\Sigma} \), there exists a constant \( C = C(I) \in (0, \infty) \) such that

\[
\left| e^{i(\theta_{n+1} - \theta_n)} - 1 \right| = \frac{\zeta_{n+1} - \zeta_n}{\zeta_n} \\
\leq C \left( |V_{\omega,1}(n)| + |V_{\omega,2}(n+1)| + |V_{\omega,1}(n)V_{\omega,2}(n+1)| \right) \leq 1,
\]

for \( n \geq n^*(\omega) \) for some \( n^*(\omega) = n^*(\omega, I) < \infty \) thanks to (A4). Hence, for \( n \geq n^*(\omega) \), \( |\theta_{n+1} - \theta_n| < \frac{\pi}{2} \) and, recalling (A4) once more, we have

\[
|\theta_{n+1} - \theta_n| \leq \frac{\pi}{2} |\sin(\theta_{n+1} - \theta_n)| \leq \frac{\pi}{2} \left| e^{i(\theta_{n+1} - \theta_n)} - 1 \right| \leq c_0(\omega) \, n^{-2\alpha},
\]

for some \( c_0(\omega) = c_0(\omega, I) \in (0, \infty) \). This can be written in the equivalent form

\[
|\bar{\theta}_{n+1} - \bar{\theta}_n + 2k| \leq c_0(\omega) \, n^{-2\alpha}, \quad (A.5)
\]

which will be more suitable for our purposes. By possibly increasing the value of \( c_0(\omega) \), we can assume that (A5) holds for all \( n \geq n^*(\omega) \) with \( c_0(\omega) \leq \infty \) \( \mathbb{P} \)-almost surely. For \( p \geq 1 \), define

\[
\mathcal{E}_p = \{ \omega : c_0(\omega) \leq p \},
\]

and observe that \( \Omega = \bigcup_{p \geq 1} \mathcal{E}_p \).

The key proof is [50, Lemma 8.5] which states the following: suppose that \( y \in \mathbb{R} \) is not in \( \pi \mathbb{Z} \). Then, there exists a sequence of integers \( q_l \to \infty \) such that

\[
\left| \sum_{j=1}^{q_l} \cos \theta_j \right| \leq 1 + \sum_{j=1}^{q_l} |\theta_j - \theta_0 - jy|, \quad (A.6)
\]
for all \((\theta_j)_{j \geq 0} \subset \mathbb{R}\). We take \(y = -8k\). Let \(p \geq 1\) and \(\omega \in \mathcal{E}_p\). Let \(n\) be large enough so that it can be written as \(n = n_0 + Kq_l\) with \(n_0 \geq q_l^2\) and \(4c_0(\omega)n_0^{-\alpha} \leq q_l^{-2}\). Then,

\[
\left| \sum_{j=n_0+1}^{n} j^{-2\alpha} \cos(4\theta_j) \right| \leq \left| \sum_{m=0}^{K} \sum_{r=1}^{q_l} (n_0 + mq_l + r)^{-2\alpha} \cos(4\theta(n_0 + mq_l + r)) \right|
\]

\[
\leq \sum_{m=0}^{K} (n_0 + mq_l)^{-2\alpha} \left| \sum_{r=1}^{q_l} \cos(4\theta(n_0 + mq_l + r)) \right|
\]

\[
+ \sum_{m=0}^{K} \sum_{r=1}^{q_l} \left| (n_0 + mq_l + r)^{-2\alpha} - (n_0 + mq_l)^{-2\alpha} \right|
\]

\[
=: A + B.
\]

We first estimate the term \(A\) using \((A.6)\) to get

\[
A \leq \sum_{m=0}^{K} (n_0 + mq_l)^{-2\alpha} \left( 1 + 4 \sum_{r=1}^{q_l} |\theta(n_0 + mq_l + r) - \bar{\theta}(n_0 + mq_l) + 2kr| \right).
\]

Now, by \((A.5)\) it follows that

\[
4 \sum_{r=1}^{q_l} |\theta(n_0 + mq_l + r) - \bar{\theta}(n_0 + mq_l) + 2kr| \leq c_0 \sum_{r=1}^{q_l} \sum_{s=0}^{r} (n_0 + mq_l + r)^{-2\alpha} \leq c_0(\omega)(n_0 + mq_l)^{-2\alpha} \sum_{r=1}^{q_l} r \leq c_0(\omega)q_l n_0^{-\frac{2\alpha}{3}} \leq 1.
\]

Thus,

\[
A \leq 2 \sum_{m=0}^{K} (n_0 + mq_l)^{-2\alpha} \leq 2q_l^{-2\alpha} \sum_{m=0}^{K} (n_0q_l^{-1} + m)^{-2\alpha} \leq c_1 q_l^{-2\alpha} \sum_{j=1}^{q_l} j^{-2\alpha},
\]

for some finite \(c_1 > 0\). To estimate \(B\), we use that

\[
\left| (n_0 + mq_l + r)^{-2\alpha} - (n_0 + mq_l)^{-2\alpha} \right| \leq c_2(n_0 + mq_l)^{-2\alpha - 1}r,
\]

for some finite \(c_2 > 0\) which allows us to write

\[
B \leq c_2 \sum_{m=0}^{K} \sum_{r=1}^{q_l} (n_0 + mq_l)^{-2\alpha - 1}r \leq c_2 q_l^2 n_0^{-1} \sum_{m=0}^{K} (1 + n_0^{-1}mq_l)^{-1}(n_0 + mq_l)^{-2\alpha}
\]

\[
\leq c_2 \sum_{m=0}^{K} (n_0 + mq_l)^{-2\alpha},
\]

where we used \(q_l^2 n_0^{-1} \leq 1\). This last sum can be estimated as above. Combining, we obtain

\[
\left| \sum_{j=1}^{n} j^{-2\alpha} \cos 4\theta_j \right| \leq \sum_{j=1}^{n} j^{-2\alpha} + c_3 q_l^{-2\alpha} \sum_{j=1}^{q_l} j^{-2\alpha},
\]

for some finite \(c_3 > 0\) and all \(\omega \in \mathcal{E}_p\). Hence,

\[
\limsup_{n \to \infty} \frac{\sum_{j=1}^{n} j^{-2\alpha} \cos 4\theta_j}{\sum_{j=1}^{n} j^{-2\alpha}} \leq c_3 q_l^{-2\alpha},
\]

for all \(\omega \in \mathcal{E}_p\). We can then let \(l \to \infty\). As the events \(\mathcal{E}_p\) exhaust \(\Omega\), this finishes the proof. \(\square\)
The next lemma provides the control of the phases needed to complete the proof of Proposition 4.2.

**Lemma A.6.** Let $0 < \alpha \leq \frac{1}{2}$. Assume (A1)-(A3a) and (A5). For each fixed energy corresponding to a value of $k \in (-\pi, -\frac{\pi}{2})$ different from $-\frac{5\pi}{8}$, $-\frac{3\pi}{4}$ and $-\frac{7\pi}{8}$,

$$\lim_{n \to \infty} \frac{\mathbb{E}[Q_{n,i}]}{\sum_{j=1}^{n} j^{-2\alpha}} = 0,$$

for $i = 1, 2$. Moreover, for each compact energy interval $I \subset \hat{\Sigma}$, the convergence is uniform over all initial values $\theta_0 \in [0, 2\pi)$ and $E \in I$ corresponding to values of $k$ different from $-\frac{5\pi}{8}$, $-\frac{3\pi}{4}$ and $-\frac{7\pi}{8}$.

**Proof.** By Borel-Cantelli,

$$|V_{\omega,i}(n)| \leq n^{-\frac{3\alpha}{2}},$$

for all $n \geq \tau$, $i = 1, 2$ for some $\mathbb{P}$-almost surely finite $\tau = \tau(\omega)$. Thanks to the uniform control of the previous lemma, we have

$$\lim_{n \to \infty} \frac{\mathbb{E} \left[ \sum_{j=\tau(\omega)}^{n} j^{-\alpha} \cos 4\bar{\theta}_j \right]}{\sum_{j=1}^{n} j^{-2\alpha}} = 0.$$

It is then enough to show that

$$\mathbb{E} \left[ \sum_{j=1}^{\tau(\omega)} j^{-2\alpha} \right] < \infty.$$

If $\alpha \neq \frac{1}{2}$, we have

$$\mathbb{E} \left[ \sum_{j=1}^{\tau(\omega)} j^{-2\alpha} \right] = \sum_{k \geq 1} \left( \sum_{j=1}^{k} j^{-2\alpha} \right) \mathbb{P}[\tau(\omega) = k] \leq C_1 \sum_{k \geq 1} k^{1-2\alpha} \mathbb{P}[\tau(\omega) = k],$$

for some finite $C_1 > 0$. We can estimate the probability inside the sum:

$$\mathbb{P}[\tau(\omega) = k] \leq \mathbb{P} \left[ |V_j| > j^{-\frac{2\alpha}{3}-\frac{\epsilon}{2}}, \forall j < k \right] = \prod_{j=1}^{k-1} \mathbb{P} \left[ |V_j| > j^{-\frac{2\alpha}{3}-\frac{\epsilon}{2}} \right] \leq \prod_{j=1}^{k-1} j^{\left(\frac{2\alpha}{3} + \frac{\epsilon}{2}\right)p \mathbb{E} [|V_j|^p]} \leq C_2^k \prod_{j=1}^{k-1} j^{-\epsilon p} \leq C_2^k e^{-c\epsilon pk \log k},$$

for some finite $C_1 > 0$ and $c > 0$. Hence,

$$\mathbb{E} \left[ \sum_{j=1}^{\tau(\omega)} j^{-2\alpha} \right] \leq C_1 \sum_{k \geq 1} k^{1-2\alpha} C_2^k e^{-c\epsilon pk \log k} < \infty.$$

The case $\alpha = \frac{1}{2}$ is similar. All the above estimates hold uniformly in $E \in I$ corresponding to values of $k$ different from $-\frac{5\pi}{8}$, $-\frac{3\pi}{4}$ and $-\frac{7\pi}{8}$. ∎
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