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ABSTRACT
Recently published attacks against deep neural networks (DNNs) have stressed the importance of methodologies and tools to assess the security risks of using this technology in critical systems. Efficient techniques for detecting adversarial machine learning helps establishing trust and boost the adoption of deep learning in sensitive and security systems.

In this paper, we propose a new technique for defending deep neural network classifiers, and convolutional ones in particular. Our defense is cheap in the sense that it requires less computation power despite a small cost to pay in terms of detection accuracy. The work refers to a recently published technique called ML-LOO. We replace the costly pixel by pixel leave-one-out approach of ML-LOO by adopting coarse-grained leave-one-out. We evaluate and compare the efficiency of different segmentation algorithms for this task. Our results show that a large gain in efficiency is possible, even though penalized by a marginal decrease in detection accuracy.
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1 INTRODUCTION
Adversarial examples were firstly introduced by Szegedy et al. who demonstrated that by applying a certain hardly perceptible perturbation to an image, one neural network is driven to misclassify the image. The reason is that deep neural networks learn input-output mappings that are fairly discontinuous to a significant extent. The attack can be performed by maximizing the network’s prediction error. In addition, the specific nature of these perturbations is transferable. The same perturbation can cause the same input to be misclassified by a different network, even when it was trained on a different dataset [19].

Most methods used to generate adversarial perturbations rely either on gradient-based information or on confidence scores such as class probabilities. For instance, DeepFool [11] relies on an iterative linearization of the classifier to generate minimal perturbations that are sufficient to change classification labels. However, black-box attacks that are solely based on the final model decision have been recently shown feasible [4]. One strategy consists in training a local model to substitute for the target network, using inputs synthetically generated by an adversary and labeled by the target network [13]. The local substitute is used to craft adversarial examples, that found to be misclassified by the targeted deep network.

Adversarial machine learning imposes a threat in real world applications concerning people’s safety. For example, an adversarial attack that fools traffic sign classification in autonomous cars may cause devastating consequences. It is risky to apply neural networks in security-critical areas today without adequate defense techniques and adversarial training. That’s why defense and detection of adversarial attacks is currently a research hotspot. Several defense mechanisms have been proposed to this date such as regularization and data augmentation. A new variant of distilled was proposed in [14] to provide for defense training. The basic idea is to smooth the network representative function by transferring knowledge encoded into soft probability vectors. The soft labels are obtained through training with the same network architecture and “Temperature” parameter.

More similar to our work is Feature Squeezing [22]. Feature squeezing coalesces samples that correspond to many different feature vectors in the original space into a single sample. This can be achieved for instance by reducing the color bit depth of each pixel or spatial smoothing. This technique aims at reducing the search space available to an adversary. By comparing the prediction of two DNN models: the original one and the input-squeezed one, adversarial examples are shown to be detected with high accuracy and few false positives. A similar idea appeared in [24] based on saliency maps and is connected to the concept of explainability in machine learning. At visual level, saliency is the regions of the image that were particularly influential to the final classification. The saliency maps of adversarial samples appear to be different than those derived from benign samples. The authors train a binary classifier benign/adversarial based on saliency maps.

Multi Layer - Leave One Out (ML-LOO) [23] proposes another idea using feature (pixel) attribution rather than saliency. Adversarially crafted samples manifest differences in feature attribution histograms when compared to those of original samples. These differences can be captured in form of Inter Quartile Range (IQR) values. A binary classifier can be further trained to flag suspicious input samples. The approach can work in black box mode where only class probabilities are used, or in white box (Multi-Layer) mode where feature attribution with respect to internal units’ values are used as well. The results of ML-LOO are promising based on an
extensive set of experiments, but we noticed a significant computational cost.

In this paper, we revisit ML-LOO and propose to support more coarse-grained features by using classical image segmentation techniques. We evaluate the segmentation techniques and compare to the original work in [23].

The rest of the paper is organized as follows: in Section 2 related work is surveyed. We revisit ML-LOO and present our implementation in Section 3. We present our “Segmentation Fault” approach in Section 4. Finally Section 5 concludes the paper and outlines future work.

2 RELATED WORK

Neural networks, deep convolutional ones in particular, are currently the best machine learning algorithms at object classification. However, these models have been shown to be vulnerable to many adversarial deceptions. By slightly changing the pixel values of an image, one can lead a convolutional neural network to make wrong predictions [19]. Attacks can be divided into model-specific (white box) and model-agnostic (black box). Model-specific assumes access to the gradients of the learning model [9]. Model-agnostic techniques transact with classifiers as black boxes and do not require internal knowledge of the model or the training data [13]. Some adversarial techniques lead to stealthy, unperceived to the human observer, samples. For example, changing only one pixel in the input image is shown to be enough in [18]. However, the feature attribution of this pixel will be significant. Recently, more interest is put on physical samples such as adversarial patches and adversarial 3D printed artifacts [2]. We showed how adversarial patches may help shoplifting smart stores in [12]. A recent review of adversarial attacks and defenses in the physical world is in [17].

A nice summary of the history of adversarial machine learning is in [3]. ML-LOO [23], a recently proposed defense technique, shows applicability over a wide set of attacks and datasets. We carry on in [3]. ML-LOO, a recently proposed defense technique, shows applicability over a wide set of attacks and datasets. We however notice that ML-LOO is not cheap in terms of computational performance as it requires \( m \times n \) forward-propagations per image. We discuss our implementation of this proposed technique and findings in this section and differ our approach to boost its computational speed to the next section.

We experimented with CIFAR10 dataset [8] consisting of 32x32 tiny images (e.g., airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck), and 60,000 examples separated into training (50,000) and testing (10,000) subsets. Our CIFAR10 pretrained classifier is a deep convolutional neural network with 26 layers and 309,290 parameters\(^1\). The model has 94% training accuracy and 89% testing accuracy. We used Foolbox [15, 16] to generate adversarial samples. Four attack algorithms have been evaluated: Fast Gradient Sign Method (FGSM) [7], PGD [10], DeepFool [11], and C&W [5]. The efficiency of these attacks for different parameters is shown in Table 1. For C&W we left epsilons as None and shorten the number of steps to 500 for lessening the generation time.

We implemented 3 flavors of ML-LOO:

1D Only taking the IQR of the predicted-class output node,

10D Taking the IQR vector for the 10 nodes of the output layer,

\(^1\)Skeleton code from https://www.kaggle.com/c/cifar-10/discussion/40237

The \( m \times n \) recorded values for a node are collected. More precisely we record the absolute difference of the LOO values and the original single value \( \phi(x)_{\text{node}} = |f(x_{\text{node}}) - f(x)| \). The original value corresponds to the value of the node taken from the forward propagation of the original image. This difference is called feature attribution. We abstract the group of these recorded differences for all pixels \( i \) and a single node \( j \) in one statistical measure, namely the Interquartile range (IQR).

\[
IQR(\phi(x)_{\text{node}}) = Q(\phi(x)_{\text{node}}) (0.75) - Q(\phi(x)_{\text{node}}) (0.25)
\]

where:

\[
Q(\phi(x)_{\text{node}}) (p) = \min \left\{ \beta : \frac{\# \{ i : \phi(x)_{\text{node}} < \beta \}}{m \times n} \geq p \right\}
\]

The IQR is useful for measuring the dispersion of feature attributions. The authors of [23] observed that adversarial samples cause a larger dispersion. The intuition is that in normal images a few “foreground” pixels have larger feature attributions compared to a majority “background” pixels. These pixels with high feature attribution serve as an explanation of the classifier decision. The feature attributions are more dispersed in adversarial images, which can be captured by a wider IQR value. We are a bit more cautious in generalizing this observation as a common effect for all adversarial techniques. Still, we postulate that in multi-dimensional IQR, interquartile values computed over neurons across the output layer and many hidden layers in the network, may serve as an interesting feature vector representation of an image. The IQR feature vectors for a large and varied labeled dataset of normal and adversarial samples can be used to train a simple machine learning binary classifier. The binary classifier task is to take an input image, as represented by its IQR feature vector, and decides whether it is benign or malicious. Experiments show that ML-LOO efficiently filters the majority of adversarial samples.

\[
\text{Skeleton code from https://www.kaggle.com/c/cifar-10/discussion/40237}
\]
Table 1: Neural Networks Model Classification Accuracy for One Random Batch of 128 Adversarial Images

| Attack | $\epsilon = 0.02$ | $\epsilon = 0.06$ | $\epsilon = 0.1$ |
|--------|------------------|------------------|------------------|
| FGSM   | 41.41%           | 13.28%           | 11.72%           |
| PGD    | 32.03%           | 1.56%            | 0.0%             |
| DeepFool | 40.62%       | 11.72%           | 10.94%           |
| C&W    | 17.19%           | -                | -                |
| No attack | -                | -                | -                |

Figure 1: IQR-1D: Adversarial images show larger IQR values in average.

4K-D The IQR vector has 4K values: 200 nodes are randomly chosen from each layer in the set of the last 20 layers of the network (since the last layer is only 10 nodes, the real number is 3810 values).

A scatter plot for a batch of 128 original images and 128 adversarial images obtained by FGSM ($\epsilon = 0.1$) is shown in Figure 1. The attack was successful in reducing the classifier accuracy to around 10% for the adversarial samples, making it no better than a random classifier with 10 classes. Scatter plots for the dimensions in IQR 10D are show in Figure 2.

Furthermore, our results for the three aforementioned IQR models, adversarial techniques and off-the-shelf binary classifiers are presented in Table 2. For each attack/experiment, we use 30 batches of benign images and their counterpart 30 batches of adversarial samples (30 * 128 = 3840 images) generated using any misclassification as criteria and multiple epsilons. Each third of adversarials (10 batches) is using a different epsilon: 0.02, 0.06, or 0.1. For C&W (10D) are show in Figure 2.

The best detection accuracies are recorded against the C&W attack. Results shows that increasing the IQR representation dimensionality improves the detection accuracy consistently when XGB is used, even though the random forest classifier and sometimes SVC badly handle the case of high dimensional 4K features. The shown numbers belong to the default parameters of the classifiers.

However, we noticed that these numbers can be significantly enhanced by a grid search for the best parameters, especially for the high-dimensional (4K) case. For example, a grid search for the best C and $\gamma$ parameters of the SVC classifier showed an improvement of 3% in detection accuracy for the FGSM attack and 4K-D features.

4 SEGMENTATION FAULT

It is worth noting that the time taken to compute the feature attribution values for a batch of 128 images is in the order of one minute for IQR-1D and IQR 4K-D. The time is a bit less for IQR-10D since no post-processing is required. This time is independent of whether the batch is benign or adversarial. We used a Tesla P100-PCIE-16GB GPU from Google Colab. At each iteration we black-out one pixel for all the images in the batch and forward propagate the batch at once. Also note the considerable memory requirements for IQR-4K-D which is in the order of BATCH_SIZE*BATCH_SIZE*4000. For CIFAR10 we need around 2GB to store the feature attribution vectors for a batch of 128 images, before reducing it to IQR vectors of size 4000 each (BATCH_SIZE*4000). Our approach consists on improving upon these processing and memory requirements by using segmentation. The idea is to simply to black out one segment at a time, reducing the number of blackouts from $w \times h$ to nb_segments, hence reducing the processing and memory requirements by a ratio of 10 to 100 in the case of CIFAR10 tiny images, and even more in the case of a larger image dataset. However, it is not clear which segmentation technique would be more successful on preserving a good detection accuracy, hence the motivation of our work.

We consider the following segmentation methods, and used their scikit-image implementation [20].

Felzenszwalb’s Segmentation [6] This algorithm has a single parameter called scale (default value = 1). Higher scale means less and larger segments. The actual segment size and number of segments can vary depending on local contrast. Some examples for random images from CIFAR10 are shown in Table 3.

Quickshift Segmentation [21] This algorithm computes a hierarchical segmentation over five dimensions (i.e. 3D color, width and height). It has two main parameters: sigma (default value = 0) controls the scale of the local density approximation, and max_dist (default value = 10) selects a level in the hierarchical segmentation that is produced. Higher max_dist and sigma means less segments. Some examples for random images from CIFAR10 and different values of max_dist ($m$) and sigma ($\sigma$) are shown in Table 4.

SLIC [1] Simple Linear Iterative Clustering (SLIC) performs K-means clustering in the 5d space of color information (3 dimensions) and image location (x,y). The main parameter is nb_segments which corresponds to the number of centroids for K-means. Some examples for random images from CIFAR10 and different values of nb_segments are shown in Table 5.

The results of experimentation with different IQR representations, different segmentation techniques and different adversarial techniques are shown in Table 6. For each attack/experiment, we use 30 batches of benign images and 30 batches of adversarial samples (30 * 128 = 3840 images) generated using any misclassification
as criteria and multiple epsilons (0.02, 0.06, and 0.1). 80% of the data were used for training the classifier and only 20% for testing. The XGB classifier is used off-the-shelf for these experiments. The values shown correspond to the XGB performance over the testing data. It can be observed that generally 4K-D improves over 10-D and 10-D improves over 1-D. In general, the accuracy values found are very similar to what can be achieved with ML-LOO, even though slightly lower. The more segments are generated, the more accuracy is obtained, yet SLIC segmentation method looks superior in the sense that it can obtain better accuracy given that equal average number of segments is generated.

The time and memory comparison of ML-LOO versus our approach is shown in Table 7. The time value corresponds to the time for extracting the feature attributions for one batch of 128
images. The size memory value is the size of the object for storing all the feature attributions for one batch of 128 images before being reduced to IQR values. The order of magnitude of the values are represented in grayscale. For time, darker cells correspond to longer processing times. For memory, darker cells correspond to larger memory space required. Results show that for most parameters, our segmentation approach requires much less memory and runs much faster than ML-LOO. We notice that 10-D is consistently the fastest to execute since it does not require any post-processing beyond forward-propagation through the classifier. 1-D has an additional step for fetching the value corresponding to the predicted class for the original image. 4K-D has to loop through the layers to fetch the values of the selected nodes. In terms of memory, 10-D requires 10 times more memory than 1-D and 4K-D requires 381 times more memory than 10-D.

Figure 3 shows an example of the performance of different segmentation techniques and their AUC scores. The scatter plot corresponds to the experiments with the C&W attack and the 10-D representation. Each point represents a segmentation technique and particular parameters. Results show that SLIC segmentation is generally better in reducing processing time while scoring AUC scores that are practically the same as those of ML-LOO.

Our ML-LOO implementation and the source code for all the experiments in this paper are available in Google Colab notebooks format at https://github.com/mnassar/segfault.

5 CONCLUSION
ML-LOO approach is a simple defense to wipe out a majority of adversarial samples that was extensively tested against different attack techniques and mixtures of parameters. Nevertheless, the computational cost and memory requirements cannot be disregarded. In this paper, we proposed a resource optimization approach based on segmentation. Our approach permits a considerable improvement in resource efficiency while maintaining the original main property of ML-LOO: a simple and efficient adversarial detection that quickly wipes out most adversarial samples. In future work, we aim at applying our approach and experiment on other datasets, image datasets with higher resolution in particular. We also want to experiment with more adversarial techniques and study the transferability properties of our approach.
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