Numerical Investigation into the Effect of Different Parameters on the Geometrical Precision in the Laser-Based Powder Bed Fusion Process Chain
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Abstract: Due to the layer-by-layer nature of the process, parts produced by laser-based powder bed fusion (LPBF) have high residual stresses, causing excessive deformations. To avoid this, parts are often post-processed by subjecting them to specially designed heat treatment cycles before or after their removal from the base plate. In order to investigate the effects of the choice of post-processing steps, in this work the entire LPBF process chain is modelled in a commercial software package. The developed model illustrates the possibilities of implementing and tailoring the process chain model for metal additive manufacturing using a general purpose finite element (FE) solver. The provided simplified computational example presents an idealised model to analyse the validity of implementing the LPBF process chain in FE software. The model is used to evaluate the effect of the order of the process chain, the heat treatment temperature and the duration of the heat treatment. The results show that the model is capable of qualitatively capturing the effect of the stress relaxation that occurs during a heat treatment at elevated temperature. Due to its implementation, the model is relatively insensitive to duration and heat treatment temperature, at least as long as it is above the relaxation temperature. Furthermore, the simulations suggest that, when post-processing, it is necessary to perform the stress relaxation before the part is removed from the base plate, in order to avoid a significant increase of the deformation. The paper demonstrates the capability of the simulation tool to evaluate the effects of variations in the process chain steps and highlights its potential usage in directing decision-making for LPBF process chain design.
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1. Introduction

Additive manufacturing (AM) allows the manufacturing of parts with high complexity. Additionally, relatively short lead times, near-net-shape production and low material waste contribute to the increasing interest in AM. Focussing on AM of metals, laser-based powder bed fusion (LPBF) currently represents the industrially most relevant process [1], but some challenges remain for tooling steels [2], for example, residual stress build-up and the need for post-processing. LPBF, sometimes called selective laser melting, starts by depositing a thin layer of powder on a solid base plate. The laser melts the powder layer in the positions corresponding to a cross-section of a slice of the desired part. The machine then lowers the build plate with an amount corresponding to the thickness of the powder layer, and the process repeats until the part is completed.
Parts produced by LPBF are subjected to different stresses [3] during the production process due to this layer-by-layer method. Before the part is released from the build plate, the stresses in the top layer are typically tensile, while the bottom layer is subjected to compressive stress [4–6]. When the part is cut from the base plate, the release of these stresses leads to excessive deformation [5–8]. Avoiding or reducing this deformation is possible by applying a stress relief heat treatment [9]. In this post-process, the part is placed in a furnace, and due to the increase in temperature, the highest stresses in the part are reduced [10]. As a result of this stress relief heat treatment, the part will deform less when the residual stresses are released upon cutting from the build plate.

Additional heat treatment steps are often required, such as aging for optimal material properties, due to the thermal dependent nature of precipitation in some of the materials used in LPBF [11]. One of these materials, namely 17-4 precipitation hardening (PH) stainless steel [12], is the subject of the current paper. Alternatively, the part can be solution treated, to homogenise the microstructure, before the aging heat treatment takes place.

Prediction of the final deformations of a part produced by AM is important due to the strict tolerance requirements from industrial end users. A commonly used approach for satisfying these restrictions is using pre-deformation, meaning that the part is deformed in the opposite direction to the resultant from the AM process. After the part is cut from the base plate, the part deforms into the desired final shape. This approach is illustrated in the work by Yaghi et al. [13].

Although this method will result in functioning parts, it does not tackle the root issue of the process, namely the relation between the process parameters, the applied post-processing, and the final deformations. For example, changing the design of the part, or any of the process parameters, will result in a change in deformation and require a new compensational pre-deformation. The present work will implement a process chain model, which will provide insight into the effects of different process settings on the aforementioned deflections, therefore allowing the design of the process and post-process to prevent these deflections in the first place.

There are several numerical studies implementing such a process model. Focussing on single track simulations allows detailed investigation of all the different mechanisms taking place, due to the smaller simulation domain. Examples of such single track studies are the work by Antony et al. [14] and Bayat et al. [15]. Multi-track, or even multi-layer, models attempt to scale these detailed simulations up to more than one track, at the expense of high computational cost [16–19]. However, the current study focusses more on reduced fidelity numerical models, which allow the simulation of an entire AM process chain within a limited time. There are different approaches to obtain this fidelity reduction. Chen et al. [20] investigated the effect of the scanning strategy on the residual stresses by resolving the laser beam in a single layer with an exposed area of 4 mm². The number of elements required for this study was high, due to the large expected cooling rate and laser spot size. Denlinger [21] used a dynamic mesh coarsening algorithm. The mesh is fine where the laser surface heat flux interacts with the part and coarser in previously built layers, which effectively smears out the temperature and stress field in these layers. This strategy results in a high resolution simulation of a single cuboid, both thermally and mechanically. Similarly, Parry et al. [22] investigated the effect of scanning strategy and geometry of the part on the final deformations. Since they need to investigate the effect of the scanning direction, the laser itself needs to be resolved. This necessitates the choice of a fine mesh and therefore a small computational domain. Bayat et al. [23] simplified the laser by bunching the real layers together in so-called meta-layers and applying flash heating—the top of the meta-layer was exposed to an aggregated heat flux. Yakout et al. [24] investigated the effect of the thermal expansion coefficient and the thermal diffusivity on the residual stress after the LPBF. To achieve this, they simulated different materials and validated the model for one of them. They show that a low thermal coefficient and high thermal diffusivity leads to a reduction of the residual stress. An experimental study by Yadroitsev et al. [25] investigated the mechanisms behind the instability in single tracks analytically.

Williams et al. [4] developed a model which does not use the laser heat flux as such. They lump a number of tracks and layers together and deposit this block at the melting temperature. Since the
goal of their model is to obtain an acceptable prediction for the stress field, the thermal calculation is coupled one-way with the stress calculation. Their high-speed simulation of the stress field shows good agreement with the more detailed investigation by Denlinger [21]. Ukar et al. [26] show a good agreement between a finite-difference-based thermal model and the measured temperature in laser polishing. More recently, Monteverchi et al. [27] and Bayat et al. [28] performed similar calculations in a finite element framework, but their investigations included the stress build-up and fluid flow respectively.

Experimentally, heat treatment of AM parts has been investigated extensively. Some examples include Vaverka et al. [29], who investigated the effect of heat treatment on the residual stress for a part produced using LPBF. The alloy they investigate is an aluminium alloy, and by matching the measured deformation with a residual stress value, they find that the stress in the cantilever changes from 30% of the yield stress to around 5%. Shiomi et al. [30] show a similar reduction of the residual stress due to a stress relaxation heat treatment. The alloy they investigated was a type of Cr-Mo steel. Mutua et al. [31] found that they could increase the hardness of a part produced in 300 grade maraging steel by aging at a lower temperature, around 460 °C.

Studies focussing on modelling the heat treatment of AM parts are scarcer in the literature. An overview of modelling of heat treatment can be found in the review article by Rohde and Jeppsson [32]. The different possible parts in modelling of heat treatment are identified there as thermal calculation, phase transformation and deformation analysis. For AM specifically, the first two types of analyses are present in literature, either for similar processes such as post-casting [33], post-welding [34,35] and even post-AM heat treatments [36], but the deformation analysis during a stress relief heat treatment remains absent. For AM, this is particularly problematic, due to the unique initial stress field and the effect of the final heat treatment on the geometrical accuracy. Denlinger and Michaleris [37] analysed the stress relaxation caused by the heating of lower layers during the AM process itself, and Tan et al. [38] analysed the temperature driven phase transformation and its effect on the final strains.

Process chain modelling of other manufacturing chains, such as welding, can be found in the work by Yan et al. [34]. They use an Arrhenius-type equation to simulate the reduction of the stress during a post-weld heat treatment. They compare numerical and experimental residual stresses after the welding process and heat treatment for Ti-6Al-4V. Zanger et al. [39] developed a novel adaptive meshing approach for simulating the cutting process, which is typically also present after the LPBF process. Additionally, their model shows promise for being able to analyse the effect of a secondary cutting edge as well. Afazov [40] integrated different software packages to model the manufacturing chain of aero components. Finally, Zaeh et al. [41] modelled a process chain for a frame consisting of a box profile attached to a tube. They include the forming of both elements, milling into shape and the joining process, which in this case is welding. They analysed the evolution of the stress and temperature fields during this process using the finite element model. However, such a process model for the LPBF process and the subsequent post-process steps is still missing in literature.

In this work, the reduced fidelity LPBF models are expanded [18,21–23,37] to include a stress relief heat treatment that follows the primary process. The main driver for choosing such a reduced fidelity model is the reduction in computational power required to solve such a model. Since the current work aims to gain insight into the effect of different sets of post-processing settings, such as the order of the different processes, the time spent at the stress relief temperature or the temperature used for heat treating, a large number of simulations needs to be performed. A model such as the one presented in the current work can be used congruently with the work by Coro et al. [42], by providing a more realistic stress field as input for their simulation of the weld stresses. This work aims to show the feasibility of such a model for evaluating the effect of the aforementioned parameters. The goal of the current paper is to evaluate the capabilities of the finite element model to assess the effect of the different process steps on the final part quality.
2. Materials and Methods

2.1. Modelling Approach

In this section, the numerical model is introduced. As mentioned in the introduction, the model in this work is a reduced fidelity model, in order to gain computational speed. The model is set up in the commercial finite element (FE) software suite ANSYS Academic Research Mechanical, release 2019 R2, using the built-in AM capabilities. The following section will go through the modelling methodology used for this module and the coupling with the subsequent heat treatment. To speed up the simulations, the elements used for this work are cubical. Features with a size smaller than the cubic element size cannot be simulated, but part-scale deformations can be simulated with relatively high resolution.

2.1.1. Thermal Model

As per usual, the basis of the thermal model used in this work is the transient heat conduction equation:

\[ \rho C_p \frac{\partial T}{\partial t} = \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right) \]  

(1)

where \( \rho \) is the density of the material, \( C_p \) the specific heat capacity and \( k \) the thermal conductivity. \( \rho, C_p \) and \( k \) are all temperature dependent.

In the model used to represent the LPBF process, the temperature is applied to the simulated part by introducing a layer of elements at an elevated temperature. Each layer of elements represents a number of real layers. This element layer is, by default, deposited at the melting temperature of the material under investigation. When cooling down, the heat from this layer is partially dissipated through the gaseous atmosphere and powder surrounding the part, and partially through underlying, earlier deposited layers, heating them up in the process. Out of these possible mechanisms, most heat will be conducted through the already completed sections of the part, since the solid material conducts more heat than the surrounding powder [18,43]. To reduce the need for simulating the powder surrounding the part, this mechanism is ignored in the presented simulations. The assumption underlying the deposition of the molten layers is that each material point in one of these new elements will have reached the melting temperature during the real process as well. This assumption will be investigated in this study.

After the LPBF process is completed, the part is allowed to cool down to room temperature, via the fixed temperature boundary conditions at the surfaces exposed to the furnace, i.e., the surfaces of the part, and the top of the base plate, on which the part is constructed.

In this work, two essential post processes are included in the process chain simulation: the cutting process and a possible stress relief heat treatment at 350 °C. The cutting process involves element death of the base plate and will be further discussed in the section on the mechanical model. In the heat treatment, the part is heated up to the heat treatment temperature in two hours, after which it is kept at this temperature for another two hours. Afterwards, the part is cooled down slowly, to ensure homogeneous cooling and no local stress build-up, which could result in new thermal stresses.

The temperature cycle is applied to the part via a fixed temperature boundary condition to the external faces of the part. This temperature profile is presented in the result section.

2.1.2. Mechanical Model

The mechanical model solves the generalised Hooke’s law in Equation (3), together with the static equilibrium in Equation (2):

\[ \sigma_{ij,j} = 0 \]  

(2)

where \( \sigma_{ij} \) is the stress, and \( i \) and \( j \) represent the x, y and z directions.

\[ \sigma_{ij} = \frac{E}{1+\nu} \left[ \frac{1}{2} (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) + \frac{\nu}{(1-2\nu)} \delta_{ij} \delta_{kl} \right] \epsilon^{el}_{kl} \]  

(3)
in which $E$ represents the elasticity modulus, $\nu$ the Poisson modulus, $\delta_{ij}$ the Kronecker delta and $\epsilon_{ij}^e$ the elastic strain component. Both Equation (2) and Equation (3) use the Einstein convention of summation over like indices. Besides the elastic strain, the total strain is also composed of contributions from the plastic and thermal strain:

$$
\epsilon_{ij}^{\text{total}} = \epsilon_{ij}^e + \epsilon_{ij}^p + \epsilon_{ij}^{th} 
$$

(4)

Equation (4) indicates that the increase in the total strain is obtained by summation of the increments of all other strain components. The plastic strain increment follows a bilinear isotropic hardening law, using the standard J2 flow theory:

$$
\epsilon_{ij}^p = \frac{9}{4\delta T} \left[ E - E_t \right] s_{ijkl} s_{ijkl} 
$$

(5)

The plastic strain increment is responsible for the permanent deformation during the LPBF process. The coupling to the temperature calculation is accomplished via the thermal strain, denoted $\epsilon_{ij}^{th}$ in Equation (4):

$$
\epsilon_{ij}^{th} = \alpha \delta_{ij} T 
$$

(6)

where $\alpha$ is the isotropic coefficient of thermal expansion, $\delta_{ij}$ is once again the Kronecker delta, while $T$ is the temperature increment.

During the LPBF process and the stress relief heat treatment, Equation (2) to (6) are solved using the temperature obtained from the thermal calculation as an input for Equation (6) and to calculate all temperature dependent parameters. During the heat treatment simulation, stress relaxation at a temperature above 300 °C is enabled.

The final simulated post-process is the removal from the base plate. For this, the elements in the base plate are killed in an order, representative of the direction in which the band saw cuts the connection between the base plate and the desired part. In order to make sure the computational speed is retained, the elements of the base plate are killed in relatively large bunches, of 10 mm each. During the deletion of each of the regions of the base plate, the stresses are relieved until static equilibrium is reached. A schematic of the entire simulation is shown in Figure 1.

**Figure 1.** Schematic of the process chain model including the laser-based powder bed fusion (LPBF) process, stress relief heat treatment and removal of the base plate. Both the thermal and mechanical part of the model are depicted.

### 2.2. Material Properties

The material used for this study is 17-4PH stainless steel. This material has a high hardness after aging [44] and can be additively manufactured [12,45]. The parameters used in Equation (1), (3), (5),
and (6) are all temperature dependent, which is of major importance for accurately predicting the stresses during LPBF due to the rapidly changing temperature during the process.

The values for the thermal conductivity and specific heat capacity are given in Figure 2A,B. The density is independent of temperature at 7790 kg m$^3$. The parameters for the mechanical model are presented as functions of temperature in Figure 3A,B.

![Figure 2. Parameters for the thermal part of the finite element (FE) model; (A) thermal conductivity as function of temperature; (B) specific heat capacity. Data from [46].](image1)

![Figure 3. Parameters for the mechanical part of the FE model; (A) Young's modulus and Poisson coefficient of 17-4 precipitation hardening (PH) stainless steel; (B) yield strength and tangent modulus as function of temperature for the bilinear hardening law used. Data from [46].](image2)

The value of the thermal expansion coefficient is given in Figure 4.

![Figure 4. Thermal expansion coefficient as functions of temperature. Data from [46].](image3)

3. Results and Discussion

3.1. Overview of the Simulations

The current study aims to evaluate the presented model in terms of heat treatment temperature and dwell time. Four sets of simulations were performed to investigate the following: mesh convergence, dwell time, temperature and an energy correction approach for the LPBF process. To simplify the
discussion on the different simulations, these are numbered according to Table 1, with associated values for the parameters. Table 1 also shows the intention of each of the simulations performed.

Table 1. Overview of all the simulations performed for this study. Note that study 1 is the simulation benchmark.

| Number | Parameters | Intentions |
|--------|------------|------------|
|        | Time       | Peak       | Deposition | Element Size |          |
|        |            | Temperature| Temperature|             |          |
| 1      | 7200 s     | 350 °C     | 1405 °C    | 5.00 × 10⁻³ m | Simulation benchmark |
| 2      | 7200 s     | 350 °C     | 1405 °C    | 6.00 × 10⁻⁴ m | Investigation of mesh convergence |
| 3      | 7200 s     | 350 °C     | 1405 °C    | 7.50 × 10⁻⁴ m | Investigation of effect of dwell time during heat treatment |
| 4      | 7200 s     | 350 °C     | 1405 °C    | 8.00 × 10⁻⁴ m | Investigation of effect of heat treatment temperature |
| 5      | 7200 s     | 350 °C     | 1405 °C    | 1.00 × 10⁻³ m | Energy correction approach |
| 6      | 3600 s     | 350 °C     | 1405 °C    | 5.00 × 10⁻⁴ m |            |
| 7      | 10800 s    | 350 °C     | 1405 °C    | 5.00 × 10⁻⁴ m |            |
| 8      | 7200 s     | 400 °C     | 1405 °C    | 5.00 × 10⁻⁴ m |            |
| 9      | 7200 s     | 300 °C     | 1405 °C    | 5.00 × 10⁻⁴ m |            |
| 10     | 7200 s     | 280 °C     | 1405 °C    | 5.00 × 10⁻⁴ m |            |
| 11     | 7200 s     | 350 °C     | 3000 °C    | 5.00 × 10⁻⁴ m |            |

3.2. Benchmark Case: Simulation 1

Simulation 1 is treated as the benchmark case in this study. The part under consideration is a cantilever beam, since the expected deformation is almost exclusively in a single plane. The plane in question is the x-z plane, where the x-direction is longitudinal, and the z-direction is perpendicular to the build plate. This allows direct comparison between the obtained results. The cantilever used in this work is shown in Figure 5a. The part presented in Figure 5a cannot be easily produced in the shown orientation. It would require support underneath the large overhangs, which have a length of 9 mm. However, for the sake of these simulations, which are mostly concerned with the deformation of the cantilever beam itself, the manufacturability of the simulated geometry was not taken into account. Moreover, an easily identifiable stress field, as present in a cantilever beam was prioritised. In addition, the FE model, as presented in the preceding section, does not include effects such as dross formation or sagging. These can be identified when performing high-fidelity simulations with the associated high computational cost.

On each simulated build plate, two different process sequences are simulated. Sequence A is the theoretically preferred sequence, where the part is heat treated to relief the residual stresses and subsequently cut from the base plate. In sequence B, the order of these post-processes is reversed, although this will result in an increase of the deflection of the cantilever tip. Moreover, cutting from the cantilever from the base plate will release the residual stresses, allowing the part to deform freely. If the stresses have been reduced during stress relaxation, this will imply a reduction in the cantilever tip deflection. However, sequence B is often preferred in industry, since after heat treatment of parts in 17-4 PH stainless steel, the hardness of the part increases, to a degree where it becomes impractical to cut the part from the base plate using a mechanical machining device (such as a band saw). Both of these sequences are schematically described in Figure 5b.
tip deflection. However, sequence B is often preferred in industry, since after heat treatment of parts in 17-4 PH stainless steel, the hardness of the part increases, to a degree where it becomes impractical to cut the part from the base plate using a mechanical machining device (such as a band saw). Both of these sequences are schematically described in Figure 5b.

Other techniques, such as electrical discharge machining (EDM) [47], will affect the stress field in a different way. EDM is an electrochemical process that can locally heat up the part and consequently locally affect the residual stresses, similar to the heat treatment itself. However, this work focusses on the aforementioned mechanical machining.

The temperature simulation during the LPBF process is summarised in Figure 6. It shows the maximum temperature in the computational domain throughout the primary LPBF process. The maximum temperature reached during the process is the melting temperature of 1405 °C. This is expected, since the initial temperature in each element layer is the melting temperature, and there is no other heat source present in the simulation, which could increase the temperature. The graph in Figure 6

Figure 5. Part geometry and process sequence; (a) the cantilever part that is used throughout this study; (b) the two different process sequences analysed in this work. In sequence A (top), the heat treatment immediately follows the primary LPBF process, before the part is removed from the base plate. Sequence B (bottom) reverses the order of the heat treatment and removal from the base plate. In the simulation, the beam simulated according to sequence A is in front, while the cantilever following sequence B is in the back.

Other techniques, such as electrical discharge machining (EDM) [47], will affect the stress field in a different way. EDM is an electrochemical process that can locally heat up the part and consequently locally affect the residual stresses, similar to the heat treatment itself. However, this work focusses on the aforementioned mechanical machining.

The temperature simulation during the LPBF process is summarised in Figure 6. It shows the maximum temperature in the computational domain throughout the primary LPBF process. The maximum temperature reached during the process is the melting temperature of 1405 °C. This is expected, since the initial temperature in each element layer is the melting temperature, and there is no other heat source present in the simulation, which could increase the temperature. The graph in Figure 6

...
also shows the peaks in temperature, which are characteristic for the LPBF process. As expected, the number of peaks corresponds to the number of deposited element layers.

![Maximum Temperature vs Time](image)

**Figure 6.** The maximum temperature in the computational domain during the primary LPBF process.

Figure 7 shows the average temperature during the heat treatment. The temperature follows the imposed boundary condition, but obviously lags behind the prescribed profile.

![Average Temperature vs Time](image)

**Figure 7.** Average temperature in the computational domain during the stress relief heat treatment.

The remainder of this section will focus on the deformations and stresses in the part. Figure 8A shows the normal stresses in the longitudinal direction before the cantilever beam is cut from the base plate. The stresses in Figure 8A are shown at the surface of the part. As predicted, the stress at the top of the cantilever is in tension, while the bottom of the cantilever is subjected to compressive stress. Figure 8B shows the same longitudinal stresses in the centre of the first support for the horizontal beam, demonstrating the evolution from compressive to tensile stress. This is also illustrated in the normal stress on the cross-section of the cantilever in Figure 8D. It shows that the transition from compression to stress only occurs relatively close to the top surface of the part. Comparing the stress in Figure 8A to the one obtained by Li et al. [5] shows a similar profile of the stress field. When looking at the left-most support, the stress is highest on the top and the bottom, while dipping in between the two maxima. However, the precise value of the stress does differ; the simulations in this work predict a maximum stress, which is about three times larger: 1026 MPa compared to 330 MPa. This is most likely due to the different choice in material: Li et al. use an aluminium-silicon alloy, with a different thermal expansion coefficient, Young’s modulus and yield strength. Similar stress profiles are shown in the works by Hodge et al. [48], Mercelis and Kruth [49], Ghosh et al. [50] or experimentally by Ganeriwala
et al. [51]. However, the work by Yakout et al. [24] indicates that this approach to model the LPBF process will result in an overprediction of the residual stress, both in the longitudinal and transversal directions. Additionally, the stresses in both beams before the post-processing are identical (illustrated in Figure 8C), allowing an easy evaluation of the effect of the change of the post-processing sequence.

![Stress profiles](image)

**Figure 8.** Stress in the cantilever after the primary LPBF process; (A) the normal stress in the x-direction (longitudinal) at the surface of the part; (B) the stresses on the left-most support of the cantilever, indicated in Figure 8D; (C) the same normal stress in longitudinal direction. The stress field is identical; (D) the same stress component as Figure 8A, but on the central cross-section of the part.

Finally, the deformation and stresses in the part after its release from the build plate are discussed. Comparing the stress before and after the part is heat treated but still attached to the build plate reveals that the maximal stress in the cantilever beam did not decrease significantly. This is illustrated in the next paragraph. When the part is first heat treated and cut afterwards in sequence A, the tip of the cantilever is displaced in the z-direction by 9.4 mm. The difference between the displacement observed in the cantilever which is treated according to sequence A and the cantilever which is subjected to the reverse sequence, B, is 19.3 mm. Both cantilevers are shown side by side in Figure 9, showing the clear difference in displacement. This benchmark simulation took 52 min and 13 s to complete on eight cores of an Intel Xeon W-2195 processor.

The origin of the difference of displacement must lie in the stress relaxation, which occurs during the stress relief heat treatment. The cantilever subjected to sequence B is free to move, and as a result, it will bend upwards under the influence of the residual stresses after the LPBF process. After the stress relaxation, the stresses in both cantilevers are an order of magnitude lower than after the primary process. However, when cooling slowly, new stresses build up. In the case of sequence A, the part is still attached to the base plate, and therefore, the stress profile is similar to the original one, but the absolute value is reduced. The part subjected to sequence B is free to deform, since it is already cut from the build plate. However, due to its curvature, it will deform non-homogeneously, leading to a new build-up of stresses. When undergoing the stress relief heat treatment, these new stresses are also reduced in magnitude, meaning that the cantilever will not bend back into its original deformed shape, since the stresses required to make this happen are no longer present. This leads to an increase in the deformation when comparing both cantilevers. The final profile of the longitudinal normal stress for both cantilevers after the post-processing is shown on the deformed geometry in Figure 10. This profile clearly illustrates the release of stress that occurs during the base-plate removal process. Comparing the stress profile in Figures 8C and 10 illustrates this reduction in the stress field.
The new model describes the total strain in the plastic region as follows:

$$ \sigma = \varepsilon \cdot E $$

where $\sigma$ is the stress, $\varepsilon$ is the strain, and $E$ is the elasticity modulus.

The stress strain curve is slightly more accurate in describing the uniaxial tensile behaviour of 17-4PH, rather than bilinear hardening, a power-law plasticity model is used. The power law description of hardening exponent is fixed at a value of 22 [55]. The curves for the bilinear hardening and power law hardening at 200 °C are shown in Figure 11. Figure 12 shows the evolution of the longitudinal stress in the left support after the LPBF process. The tensile stress at the top of the cantilever is slightly higher when using the power law and is compensated by a slightly larger compressive stress in the bulk of the support as well.

Figure 9. Vertical deformation in the two cantilevers. The cantilever which underwent sequence A is displayed on the bottom, while the one that followed sequence B is shown on the top.

Figure 10. The normal stress in x-direction after the entire process chain is completed. The cantilever which underwent sequence A is displayed on the bottom, while the one that followed sequence B is shown on the top.

These results can be compared with experimental works in which the residual stresses are measured in the part. Mugwagwa et al. [52] investigated the surface residual stresses in a cuboid fabricated in Maraging steel 300, a tool steel similar to 17-4PH stainless steel. For most scanning
The values of the stress at both surfaces are 153.3 MPa and 223.6 MPa at the top and bottom surfaces of the beam respectively. This is similar to the values displayed in Figure 10 at the top and bottom of the cantilevers. Barros et al. [54] investigated the residual stress through a part as well and found a similar profile, although the exact values differ, probably due to the use of Inconel 718.

To evaluate the effect of the choice of plasticity model, the same simulation is performed, but rather than bilinear hardening, a power-law plasticity model is used. The power law description of the stress strain curve is slightly more accurate in describing the uniaxial tensile behaviour of 17-4PH. The new model describes the total strain in the plastic region as follows:

$$\epsilon = \frac{\sigma}{E} \left( \frac{\sigma}{\sigma_y} \right)^n$$

(7)

where \(\sigma_y\) is the yield stress, \(E\) the elasticity modulus and \(n\) the hardening exponent. The hardening exponent is fixed at a value of 22 [55]. The curves for the bilinear hardening and power law hardening at 200 °C are shown in Figure 11. Figure 12 shows the evolution of the longitudinal normal stress in the left support after the LPBF process. The tensile stress at the top of the cantilever is slightly higher when using the power law and is compensated by a slightly larger compressive stress in the bulk of the support as well.

**Figure 11.** Stress strain curves at 200 °C for bilinear hardening and power law hardening plastic behaviour.

**Figure 12.** Longitudinal normal stress through the left support of the cantilever.
Even though the power law description of the stress-strain curve corresponds more closely to a traditional curve for 17-4PH, it predicts a stress which is higher in absolute value throughout almost the entire domain. Yakout et al. [24] showed that the modelling approach used for the LPBF process tends to predict residual stresses which are higher than the ones expected from measurements. Therefore, the bilinear hardening law is maintained throughout this work, since its prediction of the residual stress is lower, and this is expected to be closer to experimentally obtained values.

3.3. Mesh Sensitivity Analysis: Simulations 1–5

In order to assure that the solution of the simulation is not heavily dependent on the mesh, a mesh sensitivity analysis is performed. Five different element sizes are used, namely 1e-3 m, 8e-4 m, 7.5e-4 m, 6e-4 m and 5e-4 m. This last simulation is the previously discussed benchmark simulation. Yakout et al. [24] investigated the mesh independency of the primary LPBF process and showed that the method implemented in ANSYS Academic Research Mechanical, release 2019 R2, becomes independent for the smallest element size chosen. However, this work will evaluate the same for the two post-processing steps. The metric chosen to evaluate the mesh sensitivity is the stress in the left support at the top of the cantilever.

Table 2 shows the values of the aforementioned metric for all five simulations for process sequence A. It shows that the stress increases for a finer mesh, indicating that the longitudinal normal stress is overestimated at the top of the cantilever for a too coarse mesh. However, the values show a clear convergent behaviour, indication that a finer mesh results in a mesh-independent solution. In this work, to ensure that the simulations remain computationally inexpensive, the mesh size of the part is kept at 5e-4 m, which is the finest mesh used for the presented simulations.

Table 2. The values of the maximal longitudinal normal stress after the entire process chain (sequence A).

| Simulation Number | 1          | 2          | 3          | 4          | 5          |
|-------------------|------------|------------|------------|------------|------------|
| Element size (m)  | 5 × 10^-4  | 6 × 10^-4  | 7.5 × 10^-4| 8 × 10^-4  | 1 × 10^-3  |
| Longitudinal stress (MPa) | 841.6      | 840.5      | 835.1      | 832.8      | 825.7      |

3.4. Effect of the Duration of the Heat Treatment: Simulations 6 and 7

The following simulations attempt to evaluate the capability of the model to capture the effect of two key parameters for heat treatment of the additively manufactured part: the duration of the stress relief heat treatment and the temperature of the heat treatment. First, the duration is investigated.

In simulation 6, the dwell time of the heat treatment is reduced to one hour, while simulation 7 uses a 3-h holding time. These two simulations are compared to the original stress relief heat treatment, which has a two-hour holding time.

The short heat treatment has identical deflections and stresses compared to the benchmark, for both process sequences. This shows that the majority of the stress relaxation takes place in a span of one hour. The model predicts that a heat treatment of one hour is sufficient to relax all the stresses in the part.

For both the beam subjected to sequence A and sequence B, the deflection of the tip of the beam for simulation 7 is larger than the same deflection for simulation 3. Focussing on sequence A, the change in the deflection is found to be less than ten percent, and the change in the stress is similarly low. To find the reason for this difference, the stress at the centre of the top surface of the cantilever is plotted in Figure 13 for both simulations 1 and 7. It is clear from this plot that the stresses are reduced during the high-temperature part of the stress relaxation. On the other hand, the stress is restored upon cooling back down to room temperature, although they are more homogeneous, which can be seen by comparing Figure 11 with Figure 8A. The small difference in the deformation results from the small change in stress, which results from the reduction that follows the stress relaxation. The results also indicate that the stress relaxation is calculated from the beginning of the heat treatment and instantly applied.
which changes to tension while moving to the top of the cantilever. If the stress were not relaxed with the same amount. Contrary to all previous cases, the order of the post-process does not affect the final geometry. This also provides insight into the reason why sequence B is inferior for the geometrical accuracy. However, looking at simulation 10 reveals what happens when the stress relief heat treatment does not exceed the stress relaxation temperature. In simulation 10, both cantilevers bend upwards with the same amount. Contrary to all previous cases, the order of the post-process does not affect the final geometry. This also provides insight into the reason why sequence B is inferior for the geometrical accuracy.

The second parameter, which is important during heat treatment, is the chosen temperature. The aim from a practical point of view is to reduce the temperature. Choosing a lower temperature means that less energy is required to heat up the part and the furnace to the desired temperature, and less time is necessary to cool it down, while still retaining the same low cooling rate when cooling down, resulting in similarly homogeneous stresses. In this study, three additional temperatures are chosen for stress relaxation. To probe the model and evaluate its capability with respect to the temperature, one heat treatment is simulated at 400 °C and one at the lowest possible temperature above the relaxation temperature, which is 300 °C. Finally, a heat treatment below the relaxation temperature is simulated at 280 °C.

The results from these three simulations are collected in Table 3, using the following metrics: the displacement of the tip of the cantilever and the maximum normal stress in the longitudinal direction at the end of the entire process chain, for both sequence A and B. First, focussing on simulations 8 and 9 shows that both of these stress relaxation treatments lead to similar displacements of the free end of the cantilever. Performing stress relaxation at a lower temperature does lead to a slight increase in the normal stress, most particularly in sequence A. The increase in the stress indicates that heating to any temperature above the stress relaxation temperature will lead to a similar degree of geometrical accuracy. However, looking at simulation 10 reveals what happens when the stress relief heat treatment does not exceed the stress relaxation temperature. In simulation 10, both cantilevers bend upwards with the same amount. Contrary to all previous cases, the order of the post-process does not affect the final geometry. This also provides insight into the reason why sequence B is inferior for the geometrical accuracy.

The first parameter, which is important during heat treatment, is the dwell duration. Heat treatment with a longer dwell time results in a more homogenous stress distribution. In this study, three additional hold times are chosen for stress relaxation. To probe the model and evaluate its capability with respect to the temperature, one heat treatment is simulated at 400 °C and one at the lowest possible temperature above the relaxation temperature, which is 300 °C. Finally, a heat treatment below the relaxation temperature is simulated at 280 °C.

The results from these three simulations are collected in Table 3, using the following metrics: the displacement of the tip of the cantilever and the maximum normal stress in the longitudinal direction at the end of the entire process chain, for both sequence A and B. First, focussing on simulations 8 and 9 shows that both of these stress relaxation treatments lead to similar displacements of the free end of the cantilever. Performing stress relaxation at a lower temperature does lead to a slight increase in the normal stress, most particularly in sequence A. The increase in the stress indicates that heating to any temperature above the stress relaxation temperature will lead to a similar degree of geometrical accuracy. However, looking at simulation 10 reveals what happens when the stress relief heat treatment does not exceed the stress relaxation temperature. In simulation 10, both cantilevers bend upwards with the same amount. Contrary to all previous cases, the order of the post-process does not affect the final geometry. This also provides insight into the reason why sequence B is inferior for the geometrical accuracy.

The first parameter, which is important during heat treatment, is the dwell duration. Heat treatment with a longer dwell time results in a more homogenous stress distribution. In this study, three additional hold times are chosen for stress relaxation. To probe the model and evaluate its capability with respect to the temperature, one heat treatment is simulated at 400 °C and one at the lowest possible temperature above the relaxation temperature, which is 300 °C. Finally, a heat treatment below the relaxation temperature is simulated at 280 °C.

The results from these three simulations are collected in Table 3, using the following metrics: the displacement of the tip of the cantilever and the maximum normal stress in the longitudinal direction at the end of the entire process chain, for both sequence A and B. First, focussing on simulations 8 and 9 shows that both of these stress relaxation treatments lead to similar displacements of the free end of the cantilever. Performing stress relaxation at a lower temperature does lead to a slight increase in the normal stress, most particularly in sequence A. The increase in the stress indicates that heating to any temperature above the stress relaxation temperature will lead to a similar degree of geometrical accuracy. However, looking at simulation 10 reveals what happens when the stress relief heat treatment does not exceed the stress relaxation temperature. In simulation 10, both cantilevers bend upwards with the same amount. Contrary to all previous cases, the order of the post-process does not affect the final geometry. This also provides insight into the reason why sequence B is inferior for the geometrical accuracy.
stresses build up, which prevent the part from returning to its original shape, leading to a permanent increase in the deflection of the cantilever beam tip.

Table 3. Data from simulations 8, 9 and 10.

| Temperature  | Simulation 8 | Simulation 9 | Simulation 10 |
|--------------|--------------|--------------|---------------|
|              | Temperature  |              |               |
|              | 400 °C       | 300 °C       | 280 °C        |
| Sequence A   | 0.0102       | 0.0102       | 0.0102        |
| Sequence B   | 0.0363       | 0.0364       | 0.0103        |
| Displacement in z (m) | 0.0102       | 0.0364       | 0.0103        |
| End stress (Pa) | 1.00 × 10^9 | 1.39 × 10^9 | 1.10 × 10^9 |

3.6. Correcting the Energy Input of the Primary Process: Simulation 11

In the original implementation of the LPBF process, every layer of elements is deposited at the melting temperature of the metal, which for 17-4PH stainless steel is 1405 °C. The energy associated with elevating a layer of elements from room temperature to the melting temperature can be calculated as follows:

\[ E_{\text{simul}} = \rho V \int_{T_{\text{room}}}^{T_m} C_p dT \]  

where \( V \) is the volume of the part, and \( T_{\text{room}} \) and \( T_m \) are the room and the melting temperature respectively. For a 1e-3 m^3 cube, this energy equates to 6375 kJ. On the other hand, it is possible to calculate the total transferred energy for the actual LPBF process. The total energy is equal to

\[ E_{\text{real}} = \alpha \frac{P}{v} \rho \frac{V}{h} \delta \]  

In this equation, \( \alpha \) is the absorptivity of the powder, \( P \) the laser power, \( v \) the velocity of the laser, \( V \) the volume of the part, \( h \) the hatch spacing and \( \delta \) the thickness of a deposited layer. For the earlier cube, this results in an energy of 1.6e4 kJ. This is considerably higher than the energy from the simulation. This can be corrected by equating Equation (7) to Equation (8) and adding a correction term:

\[ E_{\text{real}} = E_{\text{simul}} + \rho C_m^m \frac{V}{h} \Delta T \]  

where the term accounts for the overheating of each element layer, in which \( C_m^m \) is the heat capacity at the melting temperature. This overheating is therefore equal to

\[ \Delta T = \frac{\alpha P}{\rho \frac{P}{v} \frac{V}{h} \delta} - \frac{1}{C_p} \int_{T_{\text{room}}}^{T_m} C_p dT \]

which is incidentally independent of the volume of the cube. The value of this overheating term is 1595 °C. Therefore, the temperature in each deposited layer is set to 3000 °C. To ensure no stresses build up in the part while it is still molten, the stress-free temperature is set to the melting temperature of the part, i.e., 1405 °C.

The results of the entire simulation when using this correction term are shown in Figure 14A. When comparing the stresses displayed in this figure with the ones from the earlier simulation, shown in Figure 8A, the stress and displacement are comparable, which reinforces the effectiveness of the stress relaxation temperature as a measure to increase reproducibility for the geometrical precision of a part. Figure 14B shows the normal stress along the cantilever for simulation 1 and 11. The stress is plotted from the bottom of the cantilever to the top. This shows that, even though the behaviour of the stress profiles are similar for both, and the compressive stress at the bottom is similar, the tensile stress at the top of the cantilever with corrected energy input is about two percent higher.
The results lead to the following conclusions. The simulations are set up in ANSYS Academic Research Mechanical, release 2019 R2, and include probed in terms of two parameters, namely the temperature of the heat treatment and the duration of the relaxation heat treatment. To analyse the effect of changing the process chain sequence, from first heat treating to first removing from the base plate, leads to an increase of the deformation of the used part. This is most likely due to the stress relaxation, which causes deformation without build-up of stresses when heating up, while causing a build-up of stress and limited deformation when cooling down.

4. Conclusions

Simulation of the AM process chain has great applicability in an industrial environment, where the goal is to achieve high quality products, and for this a holistic view of the influence of each step of the chain is required. In this study, a section of the LPBF process chain is modelled and investigated. The simulations are set up in ANSYS Academic Research Mechanical, release 2019 R2, and include the primary process and two post-processes: removal of the part from the base plate and a stress relaxation heat treatment. To analyse the effect of the order of the post-processes, two sequences are proposed: sequence A, in which the part is first heat treated and subsequently removed from the base plate, and sequence B, in which the reverse order of these operations takes place. The model is also probed in terms of two parameters, namely the temperature of the heat treatment and the duration of the same. Additionally, a procedure is proposed to improve the prediction of the primary process by using a corrected deposition temperature. The temperature is calculated by matching the energy input of a molten element layer, with the energy that is absorbed by the powder during the real process. The results lead to the following conclusions.

- The model is capable of modelling the entire process in a limited amount of time and using a limited amount of computational resources. This allows a large number of simulations to be run for estimating the effect of varying certain parameters.
- The effect of changing the process chain sequence, from first heat treating to first removing from the base plate, leads to an increase of the deformation of the used part. This is most likely due to the stress relaxation, which causes deformation without build-up of stresses when heating up, while causing a build-up of stress and limited deformation when cooling down.
- The model also illustrates the capabilities of a generic FE solver to show the effect of the different process chain steps in the additive manufacturing process chain on the part quality.
- The model is not capable of capturing the effect of the duration of the heat treatment or the used temperature accurately due to its insensitivity to these parameters. However, when heating below the melting temperature, this overheating is therefore equal to

\[ \Delta T = \sum_{i} \Delta T_{i} \]

where the term accounts for the overheating of each element layer, in which

\[ \Delta T_{i} = \gamma \alpha \Delta x \]

is the heat capacity. The results from the simulation with corrected energy by adjusting the deposition temperature; (A) shows the normal stress in the x-direction on the deformed cantilever. The cantilever which underwent sequence A is displayed on the bottom, while the one that followed sequence B is shown on the top; (B) displays the normal stress component across the cantilever going from the bottom of the cantilever to the top, for simulation 1 and simulation 11.

The results from simulation 11 are mostly relevant for modelling the LPBF process itself. For high-fidelity simulations, the energy input ought to be corrected. However, since the simulations presented in this work are reduced fidelity simulations, the correction does not significantly increase the predictive power of the model. Additionally, since the stress relaxation works as expected, namely removing high residual stresses, the difference between the two simulations becomes negligible, both in terms of the deformation of the part and the residual stresses after the entire process chain.

Figure 14. The results from the simulation with corrected energy by adjusting the deposition temperature; (A) shows the normal stress in the x-direction on the deformed cantilever. The cantilever which underwent sequence A is displayed on the bottom, while the one that followed sequence B is shown on the top; (B) displays the normal stress component across the cantilever going from the bottom of the cantilever to the top, for simulation 1 and simulation 11.
the relaxation temperature a significant difference is observed in sequence B, since the stresses are no longer relaxed when heating up the beam.

- The stress relaxation does not decrease the stresses in a cantilever beam significantly but does lead to a homogenisation of this stress.
- Correcting the energy input does lead to an improved estimate for the residual stress in the part before post-processing, but since the post-processing changes the stress, the final deflection of a cantilever beam-type part does not differ significantly.

Using a general purpose FE software package offers great flexibility in an industrial environment. This research demonstrates the capability of such software to provide reasonably reliable results, without the requirement to purchase typically expensive packages dedicated to the LPBF process. Using this FE solver also presents future opportunities to extend the simulation, covering additional post-process steps, for example milling or polishing, using only a single simulation programme [1].
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