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Abstract

Device-to-Device (D2D) communications can provide proximity based services in the future 5G cellular networks. It allows short range communication in a limited area with the advantages of power saving, high data rate and traffic offloading. However, D2D communications may reuse the licensed channels with cellular communications and potentially result in critical interferences to nearby devices. To control the interference and improve network throughput in overlaid D2D cellular networks, a novel channel assignment approach is proposed in this paper. First, we characterize the performance of devices by using Poisson point process model. Then, we convert the throughput maximization problem into an optimal spectrum allocation problem with signal to interference plus noise ratio constraints and solve it, i.e., assigning appropriate fractions of channels to cellular communications and D2D communications. In order to mitigate the interferences between D2D devices, a cluster-based multi-channel assignment algorithm is proposed. The algorithm first cluster D2D communications into clusters to reduce the problem scale. After that, a multi-channel assignment algorithm is proposed to mitigate critical interferences among nearby devices for each D2D cluster individually. The simulation analysis conforms that the proposed algorithm can greatly increase system throughput.
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1. Introduction

Local area services based on content sharing, such as live streaming, file distribution, environment monitoring, etc., have been witnessed quick growth in recent years. By adopting D2D communications in cellular networks, proximate devices are allowed to communicate directly without forwarded by the base station (BS) [1][2]. Although D2D communications bring multiple advantages, such as, shorter delay, energy saving, higher transmission rate, traffic offloading, etc., it results in complicated interference problem in a cell, which could be deteriorating network performance [3]. How to mitigate the interference among nearby devices is still a challenge to improve network performance [4].

The technology of orthogonal frequency division multiplexing (OFDM) has been applied to LTE cellular network to improve system performance. The flexible multi-channel assignment provides various QoS (Quality of Service) to different services, i.e., more than one OFDM channels can be assigned to a typical user equipment (UE) or device to satisfy the QoS requirements. This makes the channel assignment problem more complicated.

Usually, there are two categories of D2D communication in cellular networks according to spectrum allocation mode, i.e., in-band D2D and out-band D2D. For in-band D2D, the D2D communications rely on the licensed spectrum resource of network, which increases the channel reuse factor and spectrum efficiency. However, the serious interferences among nearby devices could be generated. In-band D2D can work in underlay mode if D2D communications reuse the same channels as cellular communications or in overlay mode if D2D communications and cellular communications use different fractions of system channels. The most obvious advantage of underlay D2D is the higher spectrum efficiency since a channel can be shared by both cellular communication and D2D communications. However, interferences are generated from DUEs (D2D user equipments) to CUEs (cellular user equipments) and the cellular communication may be deteriorated. When compared to underlaid cellular networks, the interference scenario in overlaid cellular networks is simpler since there is no interference generated between CUEs and DUEs. The interferences among DUEs is relatively lower due to the limited transmit power of UEs. In case of out-band D2D, the D2D link can use the unlicensed spectrum of other network, such as WiFi and Bluetooth and result in uncontrollable interference.

The interference is the most critical problem in cellular networks and attracts the attention of research communities [5][6]. Many algorithms which focus on interference mitigation and channel assignment in underlaid D2D cellular networks have been proposed [7][8][9][10][11][12][13]. Power control is the most simple and straightforward method to control the interference among devices. In [7], an optimal power control algorithm is proposed to maximize the sum-rate of devices. Although reducing transmit power can alleviate the suffered interference at a device, the communication distance is also reduced at the same time. Intelligent channel assignment is an efficient way to improve network performance by assigning appropriate channels to devices. In [8], the authors defined an interference to signal plus ratio (ISR) threshold to D2D receiver. If the ISR of a DUE greater than the threshold, the DUE cannot share any channels with CUEs and the severe interference from DUE to CUE is subsequently avoided. In order to mitigation interferences in cellular networks, some works collect some extra information (e.g., path loss, locations of UEs, shadowing, channel state
information etc.) to design channel assignment algorithms [9][10]. In these algorithms, a cellular device and a D2D device cannot share any channels according to their exact locations or the distances between devices and BS. In [11], the authors combine power allocation and mode selection design a channel assignment to satisfy the QoS requirements of devices. In [12], the authors propose a novel channel assignment algorithm which minimizes the interferences among small cells, D2D communications and cellular communications in a heterogeneous cellular network. On the other hand, there a lot of works focus on the D2D overlaid cellular network or only allow part of D2D communications share channels with cellular communications. In [13], the authors research the performance of D2D relaying cellular network using stochastic geometry. In [14], the authors propose a multi-channel based scheduling algorithm. The algorithm schedules communications according to a SINR-aware priority. Simulation results show that the proposed algorithm outperformed the single one-channel-based algorithm. In [15], the authors propose a mode selection algorithm which combines the advantages of both underlay mode and overlay mode. In the algorithm, some devices can switch to overlay mode to improve the spectrum utility. In [16], the authors propose a social-community-aware D2D resource allocation algorithm. In the algorithm, cellular communications and D2D communications with close social ties are allowed to reuse the same channels, otherwise cellular communications and D2D communication cannot share any channels. Some works focus on the cooperative transmissions based channel sharing in the overlaid/underlaid cellular networks. In [17], a contract-based cooperative channel sharing algorithm is proposed to exploit the transmission opportunities for the D2D communications and keep the maximum profit of the cellular communications. Although a lot of algorithms have been taken on interference mitigation in D2D enhanced cellular networks, there is still room for improvement. First, most of the current algorithms have high computational complexity and overhead incurred in coordination, extra information collection, etc. It is difficult to apply these algorithms to current cellular networks due to the large cost of upgrading despite their performance gain [18]. Second, some works only considered some specific cases of network, such as the fixed D2D communication distance, allowing only one cellular communication and one D2D communication reuse a channel, etc. Third, some works only mitigate the interferences within a single cell, the interferences from adjacent cells are not considered. Forth, some works only focus on the single channel assignment, which cannot be applied to multi-channel based systems, such as LTE. At last, the majority of the existing works are focus on the hexagonal grid structure, which is too simple to represent the locations of devices and BSs [19]. In the past few years, Poisson point process (PPP) model has become a universal mathematical tool to modeling the locations of base stations and devices. It has been proven to be accurate in terms of signal to interference plus noise ratio (SINR) distribution when compared to hexagonal grid model [20, 21].

Part of this work has been published in [22], where optimal spectrum allocation algorithm is proposed to maximize the network throughput on the condition that D2D communications can randomly select channels from a specific fraction of system channels. Unfortunately, the interference problem among nearby DUEs is not addressed. In this work, we propose a novel cluster-based multi-channel algorithm to further mitigate the interference from DUEs.

In this paper, a novel channel assignment approach is proposed to control interference in overlaid D2D cellular networks. Two main problems are addressed in this paper: How to assign appropriate fractions of channels to cellular communications and D2D communications? How to assign appropriate channels to D2D communications? For the first problem, we first
derive the outage probability and ergodic rate to analyze the throughput of CUE and DUE respectively. After that, a novel spectrum allocation algorithm is proposed to control network interference and improve system throughput. For the second problem, a cluster-based multi-channel assignment algorithm is proposed to mitigate the critical interferences among nearby D2D devices. The main contributions of this paper are summarized as follows:

(1) We consider a multi-channel setting in cellular communications and D2D communications. Therefore, the proposed algorithm can be applied to OFDM based cellular communication systems, such as LTE and LTE-A.

(2) We introducing a novel spectrum allocation algorithm to improve the system throughput. We first model the locations of UEs and BSs by PPP model. Then we derive the UE outage probability and ergodic rate to find the relationship between spectrum allocation and UE throughput. At last, we convert the throughput maximization problem into an optimal spectrum allocation problem with SINR constraints and assign appropriate fractions of channels to cellular communications and D2D communications.

(3) A novel cluster-based multi-channel assignment algorithm is proposed to mitigate the critical interferences among D2D devices. First, we divide D2D communications into clusters according to their potential interference relationships. Then, we present a multi-channel assignment algorithm which assigns channels to D2D communications to minimize the interference in each D2D cluster.

(4) We make extensive simulations on multi-cell scenario and the results show that the network performance is further improved.

The rest part of this paper is organized as follows. Section 2 introduces the D2D overlaid cellular network model and assumptions used throughout this paper. In section 3, we analyze the network characters by using PPP model and assign appropriate fraction channels to cellular communications and D2D communications. The proposed cluster-based multi-channel assignment algorithm is described in section 4. Simulation results and analyses are given in section 5. Finally, conclusions will be made in section 6.

2. System Model

A multi-cell overlaid cellular network is considered as shown in Fig. 1. We define CUE as the device which communication with BS and DUE as a device which direct communication with another device by D2D. Two types of links exist in our network: links between BS and CUE are direct links and links between DUEs are D2D links. A D2D communication contains two DUEs (i.e. a D2D transmitter and a D2D receiver) in which two DUEs communicate directly. The locations of BSs follow a homogeneous PPP $\Phi_b$ with density $\lambda_b$, the locations of CUEs and DUE transmitters are modeled as another PPP with density $\lambda_c$ and $\lambda_d$ that are independent of $\Phi_b$. The communication distance between two DUEs in a D2D pair follows a uniformed distribution on interval $(0, b)$. The transmit power of BS and DUEs are denoted by $P_b$ and $P_d$. $\alpha_c$ and $\alpha_d$ are the path loss exponents for direct link and D2D link. We also assume that system is full load and the system channels are always fully occupied by UEs.
As shown in Fig. 2, the overall spectrum resource are divided into $N$ orthogonal channels and the bandwidth of each channel is $k$ Hz. A spectrum allocation approach is considered in which DUE communications are active on $\eta N$ channels in the frequency domain. The rest $(1-\eta)N$ channels are occupied by cellular communications. Therefore, no interference exists between CUE and DUE. We also assume that each D2D pair randomly selects $N_0$ channels in $\eta N$ independently. Note that if it has $\eta N = N_0$, all D2D communications share the same channels. If it has $\eta N > N_0$, each DUE randomly selects $N_0$ channels from $\eta N$ channels. Then, the assigned channels of D2D communications are not always identical and the interferences between D2D communications can be reduced.

3. Optimal Spectrum Allocation

In this section, we convert the throughput maximization problem into an optimal spectrum allocation problem. To model the problem, we need to derive the expressions of outage probability and average ergodic rate for UEs.
3.1 Association probability

We assume that each CUE select BS with the maximum received power. The probability that a typical UE is associated with BS can be expressed as

\[ A_C = \frac{\lambda_c}{\lambda_c + \lambda_D} \]  

(1)

The probability that a typical link belongs to D2D communication can be expressed as

\[ A_D = \frac{\lambda_D}{\lambda_c + \lambda_D} \]  

(2)

The average number of CUEs in a BS can be calculated as

\[ N_{CUE} = \frac{\lambda_c}{\lambda_b} \]  

(3)

3.2 Outage probability

In our work, the outage probability of a typical UE is defined as the probability that the received SINR is lower than a prescribed SINR threshold on each channel.

**Lemma 1** If \( T_c \) denote the prescribed SINR threshold of CUE, the outage probability of a typical CUE can be calculated as

\[ \mathbb{P}[\text{SINR}_c < T_c] = 1 - 2\pi\lambda_b \int_0^\infty x \exp \left[ -\frac{T_c}{\text{SINR}_c} - \pi x^2 \lambda_b [1 + Z(T_c, \alpha_c, 1)] \right] dx \]  

(4)

where \( Z(T_c, \alpha_c, 1) = \frac{1}{T_c^{\frac{1}{2}}} \int_{\frac{1}{\sqrt{T_c}}}^{\infty} \frac{1}{1 + t^2} dt \).

**Proof:**

Let \( x \) be the distance between CUE and its serving BS, we have

\[ \mathbb{P}[\text{SINR}_c < T_c] = 1 - \int_0^\infty \mathbb{P}[\text{SINR}_c > T_c | f_c(x)] dx \]  

(5)

The probability density function (PDF) of \( x \) is

\[ f_c(x) = e^{-\pi x^2} 2\pi \lambda_b x \]  

(6)

This is because the locations of BSs follows homogeneous PPP \( \Phi_b \) with density \( \lambda_b \) in area \( S \), its cumulative distribution function (CDF) is \( \exp(-\lambda_b S) \).

In order calculate \( \mathbb{P}[\text{SINR}_c > T_c] \), we first calculate the suffered interferences for a typical CUE. As Fig. 3 shows, we assume that a CUE locates at the origin and its serving BS is \( b_0 \). The suffered interferences come from the BSs except \( b_0 \) which follow PPP \( \Phi_b \) with density \( \lambda_b \). Then, the suffered interferences can be expressed as

\[ I_c = P_s \sum_{\Phi_b \neq b_0} H_s d_c^{-\alpha_c} \]  

(7)
where \( d_c \) denote the distance between the typical CUE and interfering BSs. \( H_s \) represents the channel gain. According to [23], the Laplace transform of \( I_c \) can be calculated as

\[
\mathcal{L}_{I_c}(s) = E_{h_s}[\exp(-sI_c)] = E_{h_s}[\exp(-sP_h \sum_{\phi \lambda} H_s d_c^{-\alpha_c})] = \exp(-2\pi\lambda_c \int_0^\infty [1 - \mathcal{L}_{h_s}(sP_hr^{-\alpha_c})] r dr)
\]

(8)

where \( z \) denotes the distance between typical CUE and its closest interfering BS and

\[
\mathbb{P}[\text{SINR}_c > T_c] = \mathbb{P}[\frac{P_h H_s x^{-\alpha_c}}{I_c + \sigma^2} > T_c] = \mathbb{P}[H_s > x^{\alpha_c} P_h^{-1} T_c (I_c + \sigma^2)] = \exp(-\frac{T_c}{\text{SNR}_c}) \mathcal{L}_{h_s}(x^{\alpha_c} P_h^{-1} T_c)
\]

(9)

where \( \text{SNR}_c \) is the signal to noise ratio (SNR) of CUE and \( \text{SNR}_c = \frac{P_h x^{-\alpha_c}}{\sigma^2} \). Combing (8) and (9), we have

\[
\mathbb{P}[\text{SINR}_c > T_c] = \exp(-\frac{T_c}{\text{SNR}_c}) \exp(-2\pi\lambda_c \int_0^\infty \frac{r x^{\alpha_c} P_h T_c}{T_c x^{\alpha_c} + \sigma^2} dr)
\]

(10)

Let \( t = x^{\alpha_c} r T_c^{-\alpha_c} \), we get

\[
\mathbb{P}[\text{SINR}_c > T_c] = \exp(-\frac{T_c}{\text{SNR}_c} - \pi\lambda_c \mathcal{Z}(T_c, x, 1))
\]

(11)

where \( \mathcal{Z}(T_c, x, 1) = T_c^{\frac{2}{\alpha_c}} \int_0^\frac{1}{T_c} \frac{d t}{1 + \frac{t}{T_c^{\alpha_c}}} \).

Plugging (5), (6) into (11) gives the desired result in (4). Note that the outage probability is independent of \( \lambda_c \) and \( P_h \). This property is same as [24].
Lemma 2 If $T_D$ denote the prescribed SINR threshold of D2D communication, the outage probability can be calculated as

$$P[\text{SINR}_D < T_D] = 1 - \frac{1}{b} \int_0^b \exp\left(-\frac{T_D}{\text{SNR}_D} - \pi N_D \lambda_D \mathcal{Z}(\alpha_D, 1)x^2 / \eta N\right)dx$$

(12)

Proof:

Let $r$ be the distance of D2D communication, the PDF of $r$ is

$$f_d(r) = 1/b$$

(13)

This is because $r$ follows a uniformed distribution on interval $(0, b)$.

In a dense D2D overlaid cellular network, a large number of D2D communications exist in the network. When a DUE suffers multiple interferences from D2D transmitters on the same channels simultaneously, the achievable SINR can be significantly reduced. According to the network settings, the interference for a DUE receiver is from other D2D communications which share the same channel. The probability that two D2D communications occupy the same channels is $N_D/\eta N$.

The process of deriving DUE outage probability is similar to CUE. This is because a DUE suffers interferences from the D2D transmitters with density $\lambda_D N_D/\eta N$. By using a similar mathematical derivation, the access probability of D2D communications can be calculated as

$$P[\text{SINR}_D > T_D] = \int_0^b \exp\left(-\frac{T_D}{\text{SNR}_D} - \pi N_D \lambda_D \mathcal{Z}(\alpha_D, 1)x^2 / \eta N\right)dx$$

(14)

Thus, the outage probability of D2D communication can be calculated as

$$P[\text{SINR}_D < T_D] = 1 - \int_0^b P[\text{SINR}_D > T_D] f_d(x)dx$$

(15)

Combing (13), (14) and (15), we get the desired result in (12).
3.3 Average ergodic rate

**Lemma 3** If each BS assigns equal channels to cellular links (i.e. Round Robin algorithm is adopted). The average ergodic rate of CUE can be expressed as

\[
R_c = 2\pi\lambda_c \int_{0}^{\infty} \int_{0}^{\infty} \exp \left\{ -\frac{e' - 1}{SNR_c} - \pi\lambda_c \epsilon^2 \left[ Z(e' - 1, \alpha_c, 1) + 1 \right] \right\} r dr dt \tag{16}
\]

**Proof:**

The average ergodic rate of a CUE \( R_c \) is defined as the data rate average over the communication distance \( x \) when all cell channels allocated to that CUE. According to Shannon's theory, we have

\[
R_c = E_s [E_{\text{SNR}_c} [\log(1 + SNR_c(x))]] \tag{17}
\]

where

\[
E_{\text{SNR}_c} [\log(1 + SNR_c(x))] = \int_{0}^{\infty} P[\log(1 + SNR_c(x)) > t] dt
\]

Plugging (18) to (17), we have

\[
R_c = \int_{0}^{\infty} E_{\text{SNR}_c} [\log(1 + SNR_c(x))] f_c(x) dx \tag{19}
\]

By combing (6) and (19), we get (16). By following a similar mathematical derivation process, the average ergodic rate of a D2D communication can be calculated as

\[
R_D = \int_{0}^{\infty} E_{\text{SNR}_d} [\log(1 + SNR_d(x))] f_d(x) dx
\]

where \( SNR_d \) is the SNR for DUE receiver and \( SNR_p = \frac{P_x \epsilon^2}{\sigma} \). Note that the average ergodic rates of D2D communications determined by the parameter \( \eta \) which represents the number of channels assigns to D2D communications. This demonstrates that the reasonable channel allocation can increase the system performance.

3.4 Optimal spectrum allocation

In this section, we convert the throughput maximization problem into an optimal spectrum allocation problem. Our objective is maximizing the network throughput by finding an optimal parameter \( \eta \). The cell throughput can be the sum throughput of CUE and DUE which are determined by spectrum allocation parameter \( \eta \). Since the average ergodic rate of CUE has been derived in (20), the throughput of CUE can be calculated as
where \((1-\eta)N/N_{CUE}\) is the number of channels which allocated to each CUE. The throughput of D2D communications is

\[
T_{DUE} = \mathbb{P}[\text{SINR}_D > T_D] R_D N_D k .
\]

(22)

Combing (21) and (22), we can calculate the throughput which is the sum throughput of CUEs and DUEs, that is

\[
T_{total} = \lambda_C \mathbb{P}[\text{SINR}_C > T_C] R_C (1-\eta) N_C k + \lambda_D \mathbb{P}[\text{SINR}_D > T_D] R_D N_D k
\]

(23)

Finally, the throughput maximization problem is converted into an optimal spectrum allocation problem with the parameter \(\eta\). Note that \(\eta N\) must be an integer, the optimal spectrum allocation parameter \(\eta^*\) can be calculated by

\[
\eta^* = \begin{cases} 
\arg \max_{\eta} T_{total}(\lfloor \eta N \rfloor) & \text{if } T_{total}(\lfloor \eta N \rfloor) \geq T_{total}(\lceil \eta N \rceil) \\
\arg \min_{\eta} T_{total}(\lceil \eta N \rceil) & \text{if } T_{total}(\lfloor \eta N \rfloor) < T_{total}(\lceil \eta N \rceil)
\end{cases}
\]

(24)

where \(\lfloor x \rfloor\) is the smallest integer value which is larger than \(x\) and \(\lceil x \rceil\) is the biggest integer value which is smaller than \(x\).

## 4. Cluster-based Multi-channel Assignment

In the previous section, we have investigated the throughput maximization problem in the case that channels are randomly assigned to D2D communications. Unfortunately, the critical interferences between nearby DUEs are not considered. In this section, we present the detail of the cluster-based multi-channel assignment algorithm to further improve the network performance. The main idea is to avoid nearby DUEs share the same channels and the interference problem can be alleviated.

The D2D communications in cellular networks are unpredictable and the DUEs are arbitrary distributed in network. Therefore, assigning channels to D2D links is a challenging work when the network scale is extremely large and the D2D communications are very dense. DUEs that are closer to each other may generate asymmetrical critical interferences to each other when they occupy the same channel simultaneously. On the other hand, DUEs that are far away from each other cannot incur strong interferences due to high path loss and limited transmit power. Based on this idea, D2D communications can be gathered into a cluster when they generate critical interferences. As Fig. 4 shows, there is no critical interference between DUEs when they belong to different clusters. Therefore, we only need to assign channels to each D2D cluster independently rather than assigning channels to all D2D links in the whole network. Thus, the scale of the problem can be significantly reduced.

The proposed algorithm includes two steps, which are 1) D2D clustering, 2) multi-channel assignment. The aim of D2D clustering is to group D2D communications into clusters on the condition that D2D links in different clusters cannot impose critical interferences. The
multi-channel assignment algorithm is applied to each D2D cluster to avoid nearby DUEs share the same channels. Thus, the interference problem can be alleviated.

4.1 D2D Clustering

Before clustering D2D communications into clusters, we first define the interference threshold $I_u$ to characterize the critical interference or unacceptable interference between two D2D communications. The interference threshold $I_u$ in this paper is defined as the maximal acceptable interference between two DUEs which participate in different D2D communications when they share a same channel. If the interference strength between two DUEs equals or exceeds $I_u$, they cannot occupy any same channel. In what follows, we denote the set of the D2D communications as $D$, the element $D_j$ denotes a typical D2D communication link. $D_j^t$ and $D_j^r$ represent the transmitter and the receiver of D2D $D_j$ respectively. The channel gain between $D_j^t$ and $D_j^r$ is $G_{D_j^t,D_j^r}$ and the channel gain between $D_j^t$ and $D_j^r$ is $G_{D_j^t,D_j^r}'$ where $D_j^r$ is the receiver of D2D link $D_j$ ($j \neq j'$). Based on the above notations and assumptions, the interference from $D_j$ transmitter to $D_j'$ receiver can be expressed as

$$I_{D_j,D_j'} = P_o G_{D_j^t,D_j'^r}$$  \hspace{1cm} (25)

and the SINR at $D_j'$ receiver can be calculated as

$$\text{SINR}_{D_j'} = \frac{P_o G_{D_j'^t,D_j'^r}}{I_{D_j,D_j'} + \sigma^2}$$  \hspace{1cm} (26)

Since the DUE prescribed SINR threshold is $T_D$, i.e., $\text{SINR}_{D_j'} \geq T_D$. The threshold $I_u$ can be calculated as

$$I_u = I_{D_j,D_j'} = \frac{P_o G_{D_j^t,D_j'^r}}{T_D} - \sigma^2$$  \hspace{1cm} (27)
When the suffered interference at a DUE exceeds the threshold, the communication outage occurs. As a result, the critical interferences in the whole network can be expressed as a $|D| \times |D|$ matrix $I$. The element $I(j, j')$ of matrix $I$ can be calculated as

$$I(D_j, D_{j'}) = \begin{cases} 1, & \text{if } I_{D_j D_{j'}} \geq I_{th} \text{ or } I_{D'_{j} D_{j'}} \geq I_{th} \\ 0, & \text{otherwise} \end{cases}$$

The algorithm of clustering D2D communications into clusters is shown in Algorithm 1. In the algorithm, $C$ is set to hold all the D2D communication clusters and $N_c$ is a variable to record the number of clusters. The algorithm searches all the unacceptable interference in the network. If two D2D communications generate unacceptable interference, we always group them into a cluster. Note that $I_{th}$ is the maximal acceptable interference since it considers the case that there only two D2D communications share the same channel. The algorithm outputs the number of clusters $N_c$ and the set of clusters $C$ at last.

**Algorithm 1 D2D Clustering**

**Input:** $I$

**Output:** $C, N_c$

**Initialization:** $N_c = 0$

1: while $D \neq \emptyset$ do
2: for $\forall j, j' \in D$ and $j' < j$ do
3: if $I(D_j, D_{j'}) = 1$
4: if both D2D link $D_j$ and $D_{j'}$ has not been assigned to any cluster then
5: Create a new cluster and assign $D_j$ and $D_{j'}$ to the cluster,
6: $N_c = N_c + 1,$
7: $D = D \setminus \{D_j, D_{j'}\}$.
8: else if either D2D link $D_j$ or $D_{j'}$ has been assigned to a cluster then
9: Assign the unassigned D2D link to the cluster which contain the another D2D link,
10: $D = D \setminus \{D_j\}$ or $D = D \setminus \{D_{j'}\}$.
11: else
12: Merge their clusters into a cluster, // both D2D link $D_j$ and $D_{j'}$ has been assigned to two clusters,
13: $N_c = N_c - 1.$
14: end if
15: end if
16: else
17: Create a new cluster and assign $D_j$ to the cluster,
18: $N_c = N_c + 1,$
19: $D = D \setminus \{D_j\}$,
20: Create a new cluster and assign $D_j$ to the cluster,
21: $N_c = N_c + 1$,
22: $D = D \setminus \{D_j\}$.
23: end if
24: end for
25: end while

Note that as the value of $I_{th}$ increases, more elements of $I$ are equal to 1 and more clusters are merged to one. Some clusters contain only one D2D communication, i.e., DUEs of the D2D communication far away from other DUEs and cannot incur critical interference to others.

4.2 Multi-channel assignment algorithm

The proposed multi-channel assignment algorithm is applied to each D2D cluster independently which focus on the part of the network. Since each D2D link occupies $N_D$ channels which are selected from $\eta$ fraction of the system channels. It is inevitable to assign different channels to nearby two DUEs when $2N_D > \eta N$. The main idea of the proposed channel assignment algorithm is trying to assign different channels to nearby DUEs, and then the interference problem can be alleviated.

The detail of the multi-channel assignment algorithm is shown in Algorithm 2. In the algorithm, $C_m$ denote a random D2D communication cluster where $C_m \in C$, its element $C_j$ denote a D2D communication link which belongs to $C_m$. $K$ is the set of channels used by D2D communications and $|K| = \eta N$. The outcome of the algorithm is denoted by matrix $x$ with dimension $|C_m| \times \eta N$, its element is a binary variable $x_{jn}$ which denoted the channel $n$ is assigned to $C_j$ when $x_{jn} = 1$ and is not assigned to $C_j$ when $x_{jn} = 0$. The algorithm start from a randomly selected D2D communication $C_j$ and channel $n$ and then assign channel $n$ to $C_j$. $D'$ is the set of D2D communication which tries to reuse channel $n$ with $C_j$. In the beginning, $D'$ hold all the elements in $C_m$. The algorithm assigns channel $n$ to a typical D2D communication in $D'$ one by one and removes the D2D communications in $D'$ which generate unacceptable interference to that typical D2D communication until $D'$ is empty. After that, the algorithm randomly assigns channels to some D2D communications to satisfy the required number of channels $N_D$. Note that if there is only one D2D communication in a cluster, the algorithm randomly assigns channels to the D2D communication since it cannot generate critical interference to other D2D communications.

---

**Algorithm 2** Channel Assignment

Input: $C_m (1 \leq m \leq N_c), N_D, \eta N, D'$

Output: $x$

Initialization: $x = 0$

1: while $K \neq \emptyset$
2: Randomly select a channel $n$ from $K$
3: $D' = C_m$
4: while $D' \neq \emptyset$
5: Randomly select an element $C_j$ from set $D'$
6: if $\sum_{n=1}^{K} x_{j,n} < N_d$
7: $x_{j,n} = 1$ // assign channel $n$ to $C_j$
8: $D' = C_m \setminus \{C_j\}$
9: for all $C_j \in D'$
10: if $I(C_j, C_{j'}) = 1$ && $\sum_{n=1}^{K} x_{j',n} \geq N_d$
11: $D' = D' \setminus \{C_j\}$
12: end if
13: end for
14: end if
15: end while
16: $K = K \setminus \{n\}$
17: end while
18: for all $C_j \in C_m$
19: while $\sum_{n=1}^{K} x_{j,n} < N_d$
20: Randomly select a channel $n'$ such that $x_{j,n'} = 0$
21: $x_{j,n'} = 1$ // assign channel $n'$ to $C_j$
22: end while
23: end for

4.3 Computational complexity analysis

The proposed D2D clustering algorithm searches all the element $I(D_j, D_{j'})$ ($j' < j$) and groups D2D communications into clusters. The computational complexity can be calculated as $(|D|-1)+(|D|-2)+\cdots+1$, which is $O(|D|)$. For the channel assignment algorithm, if a channel has been assigned to a typical D2D communication in $D'$, the algorithm search the other D2D communications in $D'$ which cannot generate critical interference to the typical D2D communication until $D'$ is empty. Since the number of channels is $|K|$ and the number of clusters is $N_c$, the computational complexity can be calculated as $|K| \times (C_m - 1) + |C_m - 2| + \cdots + 1 \times N_c$, which is $O(|K|C_m^\frac{1}{2}N_c)$. In the worst case, all the D2D communications are gathered in a cluster and the overall computational complexity is $O(|K|C_m^\frac{3}{2})$.

5. Simulation Results and Analysis

In order to evaluate the performance of our proposed algorithms, we make simulations under different number of UEs. In our settings, the transmit powers are $P_e = 46$ dBm, $P_d = 8$ dBm, the number of system channels is 100, each with a bandwidth of $k=1000$ Hz. The BS density is $\lambda_c = 1/\pi 500^2$ m$^2$. The path loss exponents, $\alpha_c$ and $\alpha_d$, are set as 3.5 and 4.
Fig. 5 shows the relationship between outage probability and D2D communication distance \( b \) when the density of DUE is \( 5^* \lambda_b \). It is seen that at any SINR threshold, as \( b \) increases, the outage probability of D2D communication also increases due to high path loss. This demonstrated that \( b \) is an important parameter for D2D overlaid cellular network. We assume that \( b = 25 \) m in the following results, since it seems making an reasonable tradeoff between outage probability and communication distance.

![Fig. 5. The relationship between outage probability and D2D communication distance \( b \).](image)

Fig. 6 shows the outage probability under different UE density on the condition that SINR threshold \( T_c = 2 \) dB and \( T_D = 8 \) dB. The x-axis indicated the CUE density and D2D transmitter density. It can be seen that no drastic changes in CUE outage probability as CUE density is increasing. This is because adding CUEs to cellualrs cannot generates new interferences to current CUEs. This proves that the CUE density is independent to SINR distribution of CUEs. Different from CUEs, as the DUE transmitter density increases, the outage probability of D2D communications are also increases. This is because the probability of channel reusing is decreases and new interferences are generated by adding DUE to the network. This also shows that system throughput is actually limited by D2D interference in high density cellular networks.

![Fig. 6. Outage probability under different UE density.](image)
Fig. 7 shows the relationship between outage probability of D2D communications and parameter $\eta N$ on the condition that $b = 25m$ and the density of DUE is $5*\lambda_s$. It is seen that as the value of $\eta N$ increases, the outage probability of DUE decrease. This is because as $\eta N$ increases, the probability of two DUEs that reuse a same channel is decreases, and then the D2D interference is reduced. This further confirms that the interference among DUEs can greatly impact outage probability of D2D communications.

In Fig. 8, the impact of the value $\eta$ on the throughput of CUEs and DUEs is analyzed. We set the density of CUEs is $5*\lambda_s$ and the density of DUEs is $10*\lambda_s$ as an example. Note that the same conclusion can be obtained when arbitrary density values of CUEs and DUEs are adopted. It can be seen that the throughput of CUE linearly increase with $\eta$. This is because the value of $\eta$ is independent to average ergodic rate of CUE. The throughput of DUE decreases as the value of $\eta$ increases, but the rate of decrement increases. This is because new D2D interferences are generated when the number of available channel is controlled by parameter $\eta$.
Fig. 9 shows the relationship between total system throughput and UE density. The value of $\eta'$ is computed by equation (24). It is seen that the system achieves the maximum throughput when $\eta = \eta'$. The total throughput increases as $\eta$ increases on the condition that $\lambda_c = \lambda_d = \lambda_b$. When $\lambda_c = \lambda_d = 5\lambda_b$ and $\lambda_c = 5\lambda_b, \lambda_d = 10\lambda_b$, the total system throughput increases at first but then decreases. Moreover, different UE density settings result in different value of $\eta'$, i.e., the value of $\eta'$ decrease when increasing DUE density. This is because an increasing number of DUE bringing D2D interferences, which needs more channels to mitigate interference, leading to a decrease in $\eta'$.

![Fig. 9. The relationship between $\eta$ and throughput.](image)

Fig. 10 shows the number of clusters with varying density of DUEs. The y-axis indicates the number of D2D communications and D2D clusters. It is obvious that the number of D2D communications linear increases as the DUE density increases. This is due to the character of the PPP. We also observe that the number of cluster increases as the DUE density increases. Although more clusters sometimes merge to one, the more D2D cluster generated as the number of DUE increases since more DUEs generate critical interferences in the network.

![Fig. 10. The number of clusters under different density of DUE.](image)

Fig. 11 presents the CDF of the SINR of the DUEs when the density of DUE is $10*\lambda_b$. It can be seen that the proposed algorithm improves the SINR distribution when SINR is lower than 37 dB. This is because the proposed algorithm only assigns different channels to nearby DUEs and the critical interference is alleviated. However, the other DUEs which are not generate critical interference is same to the random assignment algorithm.
6 Conclusions

This paper research on the channel assignment problem in D2D overlaid cellular networks. We first derive UE outage probability and ergodic rate by using PPP model to analyze the throughput of UEs. Then, we convert the throughput maximization problem into an optimal spectrum allocation problem with SINR constraints and solve it. Moreover, a cluster-based multi-channel assignment algorithm is proposed to mitigate the critical interference among nearby DUEs. The algorithm first cluster D2D communications into clusters to reduce the scale of the problem. Then a multi-channel assignment is proposed to mitigate interference in each cluster by assigning different channels to nearby DUEs. Simulation results show that DUE density has significantly impact on system throughput due to D2D interference. Simulation results show that our algorithm optimizes the network performance and reduces the critical among DUEs.
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