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Abstract

The one-dimensional system of particles with a $1/x^2$ repulsive potential is known as the Calogero-Moser system. Its classical version can be generalised by substituting the coupling constants with additional degrees of freedom, which span the $\mathfrak{so}(N)$ or $\mathfrak{su}(N)$ algebra with respect to Poisson brackets. We present the quantum version of this generalized model. As the classical generalization is obtained by a symplectic reduction of a free system, we present a method of obtaining a quantum system along similar lines. The reduction of a free quantum system results in a Hamiltonian, which preserves the differences in dynamics of the classical system depending on the underlying, orthogonal or unitary, symmetry group. The orthogonal system is known to be less repulsive than the unitary one, and the reduced free quantum Hamiltonian manifests this trait through an additional attractive term $\sum_{i<j} -\hbar^2 \frac{1}{(x_i - x_j)^2}$, which is absent when one performs the straightforward canonical Dirac quantization of the considered system. We present a detailed and rigorous derivation of the generalized quantum Calogero-Moser Hamiltonian, we find the spectra and wavefunctions for the number of particles $N = 2, 3$, and we diagonalize the Hamiltonian partially for a general value of $N$.

1 Introduction

A one-dimensional system of $N$ mutually interacting particles described by the Hamiltonian

$$H_{CM} = \frac{1}{2} \sum_i p_i^2 + \frac{g^2}{2} \sum_{i<j} \frac{1}{(x_i - x_j)^2}, \quad (1)$$

was proposed in its quantum version, (i.e. with $p_i$ and $x_i$ as canonical momentum and position operators) in a series of papers of F. Calogero [1–3], where it was also shown that the problem is soluble (integrable) by finding explicit expressions for the spectrum. He also conjectured [3] that the classical counterpart, where $p_i$ and $x_i$ are canonical phase-space variables, is completely integrable. Soon, it was rigorously shown by Moser [4] and the system described by (1) is called the Calogero-Moser system.

The complete integrability of the considered system can be proved by exhibiting $N$ independent, involutive (i.e. with mutually vanishing Poisson brackets) integrals of motion, what was done in [4]. The classical Arnold-Liouville theorem leads then to the desired conclusion.

As shown by Kazhdan, Kostant, and Sternberg [5], the complete integrability of the Calogero-Moser system can be established by employing the technique of the symplectic reduction described in a seminal paper of Marsden and Weinstein [6]. The general idea is to start from a Hamiltonian system in some larger phase space and then using symmetries, e.g. described by some group of canonical transformations, reduce the number of variables. The Marsden-Weinstein scheme guaranties that the reduced system will be again Hamiltonian in the reduced phase-space. Complete integrability will be inherited as well. In the considered case we start form the free motion in an appropriate larger space with particular initial conditions. The reduction gives then the Calogero-Moser dynamics, which is thus obviously completely integrable since the free motion in the original phase space was such.
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The Calogero-Moser system can be generalized in a number of ways without losing the property of complete integrability (see [7] and the references cited therein). Firstly, one can add an external harmonic potential and a harmonic pair interaction potential [3]. Secondly, the pair interaction potential $x^{-2}$ can be changed to $\sin^2$ [8,9], $\sinh^{-2}$ [10] or the Weierstrass function $P(x)$ [11]. More profound change consists in upgrading the coupling constant $g$ to a set of additional dynamical variables \{\(L_{ij}\)\} in an extended phase space (to be specified below)\(^1\) with Poisson brackets

$$\{L_{ij}, L_{kl}\} = \frac{1}{2} (\delta_{kj}L_{il} - \delta_{il}L_{kj} - \delta_{jl}L_{ik} + \delta_{ik}L_{lj}),$$

or

$$\{L_{ij}, L_{kl}\} = \delta_{kj}L_{il} - \delta_{il}L_{kj}.$$

Poisson commuting with the canonical variables \(p_i, q_i, \{p_m, L_{kn}\} = \{q_m, L_{kn}\} = 0\). The resulting generalized Calogero-Moser system

$$H_{CM,L} = \frac{1}{2} \sum_i p_i^2 - \frac{1}{2} \sum_{i \neq j} \frac{L_{ij}L_{ji}}{(x_i - x_j)^2},$$

is completely integrable as can be shown by exhibiting appropriate number of integrals of motion [12] or an appropriate reduction procedure [13]. In fact, one can again apply the Marsden-Weinstein reasoning to the free motion in an extended phase-space. In the next section we will shortly show how to do it by explicit calculations without invoking general theorems. The additional variables \(L_{ij}\) can be translated into some internal degrees of freedom of individual particles [7]. Hence, (4) becomes an interesting example of an integrable system of interacting particles with some internal structure. Moreover it found applications in investigations of spectral properties of quantum chaotic systems via the so-called "level-dynamics" where \(x_i\) are interpreted as eigenvalues of a quantum Hamiltonian and some perturbation parameter controlling degree of chaoticity playing the role of time [14], [15], [16].

As mentioned above, originally the Calogero-Moser Hamiltonian (1) (to which we shall refer as to the ordinary CM system) was considered from the quantum point of view. It is appealing, thus, to look at the classical Hamiltonian of the generalized Calogero-Moser system from this point of view, i.e. to quantize it. A straightforward way to do it is to adopt the Dirac quantization procedure by upgrading the phase-space variables to operators and Poisson brackets (2) or (3). The other method is suggested by the fact that the classical Hamiltonian (4) was obtained by reduction from the extended phase space. It should be thus possible to use some analogue of the classical reduction i.e., quantize (in this case the straightforwardly quantizable classical free Hamiltonian) and "project it" to the "reduced" Hilbert space using symmetries of the original system and separating the redundant variables.

The general scheme of such reduction was described in [17]. In section 3, again without invoking general theorems, we show by explicit calculations how the reduction works for the generalized Calogero-Moser system. We will show that, to some extend astonishingly, the two quantization procedures described above, i.e. the canonical Dirac quantization and the reduction one are not exactly equivalent and the discrepancy depends on the symmetry of the system, i.e. on the structure of the set of variables \{\(L_{ij}\)\} and the resulting form of the Poisson brackets (or, respectively, commutators) (2) or (3).

\section{Classical reduction procedure}

As outlined in the introduction, the Calogero-Moser system as well as the generalized ones can be obtained as a reduction of a linear Hamiltonian system. Here we only shortly outline the whole procedure, for details we refer to the reference [7] and the literature cited therein. First, we recall that a standard setting for Hamiltonian dynamics is that of a phase space, i.e., a linear Hamiltonian system. Here we only shortly outline the whole procedure, for details we refer to the reference [7] and the literature cited therein. First, we recall that a standard setting for Hamiltonian dynamics is that of a phase space, i.e., a differentiable manifold equipped with a symplectic form (a closed and non-degenerate two-form) and a Hamiltonian function determining dynamics [18]. In the most common case the phase space is the cotangent bundle \(T^*\mathcal{M}\) of a configuration space \(\mathcal{M}\). The construction simplifies if \(\mathcal{M}\) is a linear space. Then, \(T^*\mathcal{M} = \mathcal{M} \times \mathcal{M}\).

We start by taking as a configuration space a linear space of \(N \times N\) complex Hermitian matrices: \(\mathcal{M} = \{X \in M_N(C) : X^\dagger = X\}\) and the corresponding phase space \(\mathcal{M} \times \mathcal{M} = \{(X,Y) : X^\dagger = X, Y^\dagger = Y\}\), with the canonical symplectic form,

$$\omega = \sum_{i,j} dX_{ij} \wedge dY_{ji} = \text{Tr}(dX \wedge dY),$$

The corresponding Poisson brackets [18] read,

$$\{f,g\} = \text{Tr} \left( \frac{\partial f}{\partial X} \frac{\partial g}{\partial Y} - \frac{\partial g}{\partial X} \frac{\partial f}{\partial Y} \right).$$

\(^1\)In fact the "phase-space" in not, as it is usual, a symplectic manifold, but only a Poisson one, but its sufficient for all purposes of the paper.
The evolution of an arbitrary phase-space function \( f \) generated by a Hamiltonian function \( \mathcal{H} \) is given by \( \dot{f} = \{f, \mathcal{H}\} \).

The Hamilton function \( \mathcal{H} = \frac{1}{2} \text{Tr} Y Y^\dagger = \frac{1}{2} \text{Tr} Y^2 \) generates the free motion \( \dot{X} = Y, \quad \dot{Y} = 0 \), i.e.,

\[
X(t) = X_0 + t \cdot Y_0, \quad Y(t) = Y_0.
\]

Now we choose a new time-dependent frame in which \( X(t) \) remains diagonal,

\[
U(t) \left( \begin{array}{c} X(t) \\ Y(t) \end{array} \right) U(t)^\dagger = \left( \begin{array}{c} D(t) \\ V(t) \end{array} \right),
\]

with \( D(t) \) diagonal. Denoting \( A := \dot{U} U^\dagger \) and \( L := [D, V] \) we obtain the following equations of motion

\[
\dot{D} = V + [A, D], \quad \dot{V} = [A, V], \quad \dot{L} = [A, L].
\]

Further, denoting \( x_i = X_{ii} \), and \( p_i = V_{ii} \) we arrive at the closed system of equations of motion for \( x_i, p_i, L_{ij} \) (all remaining variables separate),

\[
\dot{x}_i = p_i, \\
\dot{p}_i = \sum_{k \neq i} \frac{-2L_{ik} L_{ki}}{(x_i - x_k)^3} + \sum_{k \neq j} \frac{L_{ik} L_{kj}}{(x_i - x_k)(x_j - x_k)}, \\
\dot{L}_{ij} = \sum_{k \neq i, j} \frac{L_{ik} L_{kj}}{(x_i - x_k)^2} \left( \frac{1}{x_i - x_k} - \frac{1}{x_j - x_k} \right).
\]

Equations (10)-(12) are Hamilton equations of motion derived from the old Hamilton function, \( \mathcal{H} = \frac{1}{2} \text{Tr} Y^2 = \frac{1}{2} \text{Tr} V^2 \) expressed in the new parametrisation, which happens to be exactly (4). The Poisson brackets derived from (6) take the form (3). Since \( L \) is anti-Hermitian we have \(-L_{ij} L_{ji} = |L_{ij}|^2\), hence the interactions between particles are repulsive.

The same procedure applied to \( H(X, Y) = \frac{1}{2} \text{Tr}(X^2 + Y^2) \) leads to a similar system of repelling particles, but in an external harmonic potential [11],

\[
\mathcal{H}_{C, L} = \frac{1}{2} \sum_i (p_i^2 + x_i^2) - \frac{1}{2} \sum_{i \neq j} \frac{L_{ij} L_{ji}}{(x_i - x_j)^2}
\]

If the initial matrices \((X_0, Y_0)\) are real and symmetric they will stay such during the whole evolution (7). This case, however, can be treated independently by choosing as the phase space \( T^* \mathcal{M} = \mathcal{M} \times \mathcal{M} = \{(X, Y) : X^T = X, Y^T = Y\}, \) i.e., the cotangent bundle to the space of real symmetric matrices. The reduction procedure in this case is the same as presented above. The resulting equations are exactly (10)-(12), and the Hamilton function is the same as (4) (or (13) in the harmonic case). The only differences are that \( X(t), Y(t) \) are real, symmetric matrices, \( L(t) \) is real, antisymmetric and, instead of a unitary matrix \( U(t) \), we use an orthogonal diagonalizing matrix \( O(t) \), and the Poisson brackets take now the form (2).

## 3 Quantization of the generalized CM system

### 3.1 Canonical quantization

The simplest approach towards a quantum Calogero-Moser system is to directly quantize (4) using the Dirac prescription:

\[
L_{ij} \rightarrow \hat{L}_{ij}, \quad \{L_{ij}, L_{kl}\} \rightarrow \frac{1}{i\hbar} \left[ \hat{L}_{ij}, \hat{L}_{kl} \right],
\]

where the Poisson brackets are given by (2) or (3) for \( \alpha = 1, 2 \) respectively. Restoring the \( \frac{1}{m} \) factors for completeness, in the orthogonal setting, \( \alpha = 1 \), we will obtain:

\[
\hat{H}^{(1)}_D = -\frac{\hbar^2}{2m} \sum_{i=1}^N \frac{\partial^2}{\partial x_i^2} - \frac{1}{2m} \sum_{i \neq k} \frac{\hat{L}_{ij}^{(1)} \hat{L}_{ji}^{(1)}}{(x_i - x_j)^2},
\]

where \( \hat{L}_{ij}^{(1)}/(i\hbar), i < j \) satisfy (2) and \( \hat{L}_{ji}^{(1)} = -\hat{L}_{ij}^{(1)} \). In the unitary case we obtain:

\[
\hat{H}^{(2)}_D = -\frac{\hbar^2}{2m} \sum_{i=1}^N \frac{\partial^2}{\partial x_i^2} - \frac{1}{2m} \sum_{i \neq j} \frac{\hat{L}_{ij}^{(2)} \hat{L}_{ji}^{(2)}}{(x_i - x_j)^2},
\]
where $\hat{L}_{ij}^{(2)}/\langle i\hbar_j, i \neq j$ satisfy (3).

The $\hat{L}_{ij}$ operators can, of course, be realized by finite-dimensional matrices spanning the representations of the respective Lie algebras. This kind of models, with the corresponding Hilbert space $L^2(\mathbb{R}^N) \otimes \mathbb{C}^n$ (where $n$ is the dimension of the representation) have a somewhat unexpected property. In some cases, such as the $N$-dimensional, defining representations of $\mathfrak{so}(N)$ and $\mathfrak{su}(N)$, where:

$$\hat{L}_{ij}^{(1)} = \frac{i\hbar}{2} (\langle i| j \rangle - \langle j| i \rangle), \quad \hat{L}_{ij}^{(2)} = i\hbar|j\rangle \langle i|,$$

the two Hamiltonians coincide up to a global factor in the interacting terms. On the other hand, as we show in our upcoming paper, the classical dynamics of the $L_{ij}$ degrees of freedom depend very strongly on the type of inbuilt symmetry. This motivates us to search for a model, which manifests the distinction between $\mathfrak{so}(N)$ and $\mathfrak{su}(N)$ models on the quantum level.

### 3.2 Reduction of a free quantum system

An alternative approach towards quantization of (4), which we show to restore the difference between the $SO(N)$ and $SU(N)$ models, is based directly on the classical reduction procedure outlined in section 2. The classical generalisation of the $N$-particle Calogero-Moser model made use of the configuration space of Hermitian matrices: $\mathcal{M} = \{ X \in M_{N \times N}(\mathbb{C}) : X^\dagger = X \}$. The phase space which is generally a cotangent bundle $T^*\mathcal{M}$ here is simply $M = \mathcal{M} \times \mathcal{M}$ consisting of pairs $(X, Y)$ of Hermitian matrices. Each such pair of matrices can be identified with a point in $\mathbb{R}^{2N^2}$, where $1 \leq i < j \leq N$ in the following way:

$$X = \begin{pmatrix} x_{11} & \cdots & \cdots & x_{1j} & \cdots & \cdots & x_{ij} & \cdots & \cdots & x_{NN} \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & x_{jj} & \cdots & \cdots & x_{jj} & \cdots & \cdots & \vdots \\ \frac{x_{ij} - ix_{ij}}{\sqrt{2}} & \cdots & \cdots & \frac{x_{ij} + ix_{ij}}{\sqrt{2}} & \cdots & \cdots & \frac{x_{ij} + ix_{ij}}{\sqrt{2}} & \cdots & \cdots & \frac{x_{ij} - ix_{ij}}{\sqrt{2}} \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \frac{x_{ij} - ix_{ij}}{\sqrt{2}} & \cdots & \cdots & \frac{x_{ij} + ix_{ij}}{\sqrt{2}} & \cdots & \cdots & \frac{x_{ij} + ix_{ij}}{\sqrt{2}} & \cdots & \cdots & \frac{x_{ij} - ix_{ij}}{\sqrt{2}} \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \end{pmatrix},$$

(16)

$$Y = \begin{pmatrix} y_{11} & \cdots & \cdots & y_{1j} & \cdots & \cdots & y_{1j} & \cdots & \cdots & y_{NN} \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & y_{jj} & \cdots & \cdots & y_{jj} & \cdots & \cdots & \vdots \\ \frac{y_{ij} - iy_{ij}}{\sqrt{2}} & \cdots & \cdots & \frac{y_{ij} + iy_{ij}}{\sqrt{2}} & \cdots & \cdots & \frac{y_{ij} + iy_{ij}}{\sqrt{2}} & \cdots & \cdots & \frac{y_{ij} - iy_{ij}}{\sqrt{2}} \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \vdots \\ \end{pmatrix},$$

(17)

The symplectic form in a $(x_{ii}, x_{ij}, x_{ij}^I, y_{ii}, y_{ij}, y_{ij}^I) \in \mathbb{R}^{2N^2}$ phase space:

$$\omega_R = \sum_{i=1}^{N} dx_{ii} \wedge dy_{ii} + \sum_{i<j} dx_{ij}^R \wedge dy_{ij}^R + dx_{ij}^I \wedge dy_{ij}^I$$

(18)

coincides with $\omega = \text{Tr}(dX \wedge dY)$ for $(X, Y)$ defined with (16) and (17) (all the imaginary terms cancel). The Poisson brackets for $i < j, k < l$:

$$\{x_{ii}, y_{jj}\} = \delta_{ij}, \quad \{x_{ij}^R, y_{kl}^R\} = \delta_{ik} \delta_{jl}$$

(19)

$$\{x_{ij}^R, x_{ij}^I\} = 0, \quad \{y_{ij}^R, y_{kl}^R\} = 0$$

(20)

$$\{x_{ij}, y_{kl}\} = 0, \quad \{x_{ij}^I, y_{kl}^I\} = 0$$

(21)

are equivalent to $\{X_{ij}, Y_{kl}\} = \delta_{ik} \delta_{jl}$ in the matrix formulation. The variables $(\bar{x}, \bar{y}) \in \mathbb{R}^{2N^2}$ form a familiar ground for canonical quantisation. To each phase space variable we assign an operator acting on the Hilbert space $L^2(\mathbb{R}^{2N})$:

$$x_{ii} \rightarrow \hat{x}_{ii}, \quad y_{ii} \rightarrow -i\hbar \partial_{x_{ii}}$$

(22)

$$x_{ij}^R \rightarrow \hat{x}_{ij}, \quad y_{ij}^R \rightarrow -i\hbar \partial_{x_{ij}^R}$$

(23)

$$x_{ij}^I \rightarrow \hat{x}_{ij}^I, \quad y_{ij}^I \rightarrow -i\hbar \partial_{x_{ij}^I}$$

(24)

$$\{\ldots, \ldots\} \rightarrow \frac{1}{i\hbar} [\ldots, \ldots]$$

(25)
The operators \( \hat{x}^{R,I}_{ij} \) and their canonical conjugates can be organised into matrices \( \hat{X} \) and \( \hat{Y} \) just as in (16),(17). Using such operator-valued matrices we can efficiently define the free Hamiltonian together with its eigenfunctions:

\[
\hat{H}_F = \frac{1}{2m} \text{Tr} (\hat{Y}^2), \quad \psi_K(X) = e^{i\text{Tr}(KX)},
\]

\[
\hat{H}_F \psi_K(X) = E_K \psi_K(X), \quad E_K = \frac{\hbar^2}{2m} \text{Tr} (K^2),
\]

where \( K \) is a Hermitian matrix. Following the idea of classical reduction presented in section 2 we introduce new variables \( (D, \bar{a}) \in \mathbb{R}^{N+d} \) where \( D \) is a diagonal matrix, \( U = \exp(\bar{a} \cdot \tau) \) is unitary and \( \bar{\tau} = (\tau_1, \tau_2, ..., \tau_d) \) are the anti-Hermitian basis vectors of the Lie algebra \( \mathfrak{su}(N) \):

\[
X = U^\dagger DU = \exp(-\bar{a} \cdot \bar{\tau})D, \quad \text{Tr}(aD).
\]

In the orthogonal setting the \( (x^I, y^I) \) degrees of freedom are of-course redundant, the off-diagonal elements of the real, symmetric matrices \( (X, Y) \) are simply \( (x, y)_D^{ij} \), \( K \) is real and symmetric as well, and \( \bar{\tau} = (\tau_1, \tau_2, ..., \tau_d) \) are the anti-symmetric basis vectors of the Lie algebra \( \mathfrak{so}(N) \). In this notation most of the expressions will be valid in both orthogonal and unitary case.

The Hamiltonian and the wavefunction (26) can be re-expressed in these variables:

\[
\psi_K(D, \bar{a}) = \exp(i(\text{Tr}(\exp(\bar{a} \cdot \bar{\tau})K \exp(-\bar{a} \cdot \bar{\tau})D)) = e^{i\text{Tr}(K(a)D)},
\]

\[
\hat{H}_{D,\bar{a}} = -\frac{\hbar^2}{2m} \sum_{i,j,k=1}^{N} \sum_{l=1}^{d} \left( \frac{\partial D_i}{\partial X_{ij}} \frac{\partial \bar{a}_l}{\partial X_{ij}} + \frac{\partial a_i}{\partial X_{ij}} \frac{\partial \bar{\tau}_l}{\partial D} \right)^2,
\]

We will prove that \( H_{D,\bar{a}} \) differs by a similarity transformation from the generalized Calogero-Moser Hamiltonian with \( (D_1 - D_j)^{-2} \lambda^2_{ij} \) interacting terms, where \( \lambda_{ij} = \sum_{k=1}^{d} \lambda_{ij}^k \partial a_k \), and the commutators are the exact counterparts of the classical Poisson brackets (2) or (3). The similarity transformation depends on the symmetry, and turns out to produce additional interacting terms, which distinguish the orthogonal and unitary Hamiltonian. The last step of the reduction procedure will consist, whenever it is possible, of projecting \( \psi_K(D, \bar{a}) \) on the \( \lambda_{ij} \) eigenspaces in a way that will result in eigenfunctions of the CM Hamiltonian.

Before carrying out this programme we need to make an important remarks. As already mentioned, if we start with real, symmetric matrices \( X \) and \( K \), we have \( U \in \text{SO}(N) \) and \( \tau \) spanning the \( \mathfrak{so}(N) \) Lie algebra. In this case the configuration space \( \mathcal{M} \equiv \mathbb{R}^{N^2} \), \( N + d = N + \frac{N(N-1)}{2} \), and there are as many generators and corresponding \( (a_1, ..., a_d) \) variables as needed. On the other hand in the unitary case \( \mathcal{M} \equiv \mathbb{R}^{N^2} \) while the dimension of \( \mathfrak{su}(N) \) is equal to \( N^2 - 1 \), so it seems we have \( N + d = N^2 + N - 1 \) and \( X \rightarrow (D, a_1, ..., a_d) \) would not be a valid coordinate transformation. Fortunately we can restrict ourselves to unitary matrices with real diagonal entries due to gauge equivalence: if some matrix \( U \) diagonalises a given \( X \), so does \( U' = diag(e^{i\phi_1}, ..., e^{i\phi_N})U \), and if \( U'_i \in \mathbb{R} \), \( U' \) can be generated by \( N^2 - N \) off-diagonal generators only. Therefore we can set \( d = N^2 - N \) and stay in the off-diagonal \( \mathfrak{su}(N) \) subspace.

### 3.3 The free Hamiltonian in \( (D, a) \) variables

The \( X_{ij} \) variables can be eliminated from (30) via the following expressions:

\[
X_{ij}(D, \bar{a}) = (U^\dagger (\bar{a})DU(\bar{a}))_{ij}, \quad U = U(\bar{a}) = e^{\bar{a}\bar{\tau}}.
\]

The derivatives \( \partial_{X_{ij}} D_k \) and \( \partial_{X_{ij}} a_l \) can be found as the elements of the inverted Jacobian matrix:

\[
\frac{\partial(D, \bar{a})}{\partial X} = \begin{pmatrix}
\frac{\partial X}{\partial (D, \bar{a})}^{-1}
\end{pmatrix} = \begin{pmatrix}
\frac{\partial(U^\dagger (\bar{a})DU(\bar{a})))}{\partial(D, \bar{a})}
\end{pmatrix}^{-1},
\]

\[
\frac{\partial X}{\partial(D, \bar{a})} = \begin{pmatrix}
\frac{\partial X_{ii}}{\partial D_k} &= |U_{ki}|^2 \\
\frac{\partial X_{ii}}{\partial a_l} &= (U^\dagger \Omega U)_{ii} \\
\frac{\partial X_{ij}}{\partial D_k} &= U_{ki}U_{kj} \\
\frac{\partial X_{ij}}{\partial a_l} &= (U^\dagger \Omega U)_{ij}
\end{pmatrix},
\]
where
\[
\Omega_i = \begin{bmatrix} D, (\partial_a U) U^\dagger \end{bmatrix} = \Omega_i^1,
\]
(\partial_a U) U^\dagger = u(A)_{ik} \tau_k \in g,
\]
\[
\sum_{n=0}^\infty \frac{A^n}{(n+1)!}, \quad A_{ij} = a_k \cdot f^i_{kj}
\]
(34) (35) (36)

Now the challenging part is to invert this matrix. We can also use it to calculate the metric tensor\(^2\), as shown in the appendix A.1:
\[
g = \begin{pmatrix}
-\frac{1}{N} & 0_{N \times d} \\
0_{d \times N} & \text{Tr}(\Omega_i \Omega_k)
\end{pmatrix},
\]
and then, due to the block structure of \( g = 1_N \oplus g \), we clearly see that the Hamiltonian splits into two parts:
\[
\hat{H} = -\frac{\hbar^2}{2m} \frac{1}{\sqrt{|\text{det} g|}} \left( \sum_{k=1}^N \partial \partial_x \sqrt{|\text{det} \partial x_x|} \partial \partial_x + \sum_{i=1}^d \partial \partial_{\Omega_i} \sqrt{|\text{det} g| (g^{-1})_{lm} \partial a_{lm}} \right)
\]
\[
= -\frac{\hbar^2}{2m} (\Delta_D + \Delta_a)
\]
(37) (38)

For both orthogonal and unitary matrices we prove in (A.1) that the matrix elements of \( g \) have the form:
\[
g_{ij} = \frac{1}{2} \sum_{(pq) \in I} u_{ijpq}(D_i - D_j)^2(u^T)_{pq}(kl) = \frac{1}{2}(u \mathbf{D}^2 u^T)_{ij(kl)},
\]
and therefore
\[
g = \frac{1}{2} u \mathbf{D}^2 u^T, \quad \mathbf{D} = \text{diag}(D_i - D_j, (ij) \in I) \in M_{d \times d}
\]
(39)
where \( I \) is the set of indices appropriate for each setting. In the orthogonal case \( I = \{(ij) : 1 \leq i < j \leq N \} \) and in the unitary case \( I = \{(ij) : 1 \leq i \neq j \leq N \} \). From this it automatically follows that:
\[
\text{det} g = 2^{-d D^2 |\text{det} \partial u|}^2, \quad \mathbf{D} = \prod_{i<j} |D_i - D_j|^\alpha,
\]
\[
g^{-1} = 2(u^T)^{-1} \mathbf{D}^{-2} u^{-1}
\]
(40) (41)
where \( \alpha = \frac{2d}{N(N-1)} \), \( \alpha = 1 \) corresponds to the orthogonal and \( \alpha = 2 \) to the unitary case. The factorisation of \( g \) and \( \text{det} g \) into a purely \( D \) and \( a \)-dependent parts allows us to simplify \( \Delta_D \) (appendix A.2):
\[
\Delta_D = \frac{1}{\overline{\mathbf{D}}} \sum_{i=1}^N \frac{\partial}{\partial D_i} \left( \mathbf{D} \frac{\partial}{\partial D_i} \right)
\]
\[
\sqrt{\mathbf{D}} \Delta_D \frac{1}{\sqrt{\mathbf{D}}} = \sum_{i=1}^N \frac{\partial^2}{\partial^2 D_i} + \frac{\alpha(2-\alpha)}{2} \sum_{i<j}^N \frac{1}{|D_i - D_j|^2},
\]
(42) (43)
where (43) is a similarity transformation which eliminates the 1st order derivatives from \( \Delta_D \) (and leaves the \( \Delta_a \) part unchanged). The result is a free \( N \) particle system for the unitary and an ordinary CM for the orthogonal case\(^3\).

Before we move on to \( \Delta_a \), let us recall that the indices of the algebra degrees of freedom are ordered pairs \( (ij), (pq), (rs) \in I \), where \( I = \{(pq) : 1 \leq p < q \leq N \} \) in the orthogonal case and \( I = \{(pq) : 1 \leq p \neq q \leq N \} \) in the unitary case. Now we can write \( \Delta_a \) explicitly:
\[
\Delta_a = \frac{2}{|\text{det} u|} \sum_{(ij) \in I} \sum_{(pq) \in I} \sum_{(rs) \in I} \frac{\partial}{\partial a_{pq}} \left( \frac{|\text{det} u|^2_{ij(pq)} u_{ij(rs)}^{-1}}{|D_i - D_j|^2} \frac{\partial}{\partial a_{rs}} \right)
\]
\[
= 2 \sum_{(ij) \in I} \frac{\hat{A}_{ij}}{(D_i - D_j)^2}
\]
(44) (45)

\(^2\)i.e. the Euclidean metric tensor on \( \mathbb{R}^{N+d} \), which is the identity matrix in the \( X \) coordinates, expressed via \( (D,a) \) coordinates

\(^3\)We notice that the interaction term is attractive in this case, but this is not the full Hamiltonian, and further repulsive terms will appear.
The free Hamiltonian, after similarity transformation, in the \((D,a)\) variables:

\[
\hat{H}_F = \sqrt{D}\hat{H}_F \frac{1}{\sqrt{D}} = -\frac{\hbar^2}{2m} \left( \sum_{i=1}^{N} \frac{\partial^2}{\partial D_i^2} + \sum_{(ij) \in I} \frac{2\hat{\Lambda}_{ij} + (1 - \frac{\alpha}{2})}{(D_i - D_j)^2} \right),
\]  

(46)

has a form of a generalised Calogero-Moser Hamiltonian, where:

\[
\hat{\lambda}_{ij} = \hat{\lambda}_{ij}^2 + F_{ij}\hat{\lambda}_{ij}
\]

(47)

\[
\hat{\lambda}_{ij} = \sum_{(pq) \in I} u_{(ij)(pq)}^{-1} \frac{\partial}{\partial u_{pq}}
\]

(48)

\[
F_{ij} = \frac{1}{|\det u|} \sum_{(pq) \in I} \left( \frac{|\det u| u_{(ij)(pq)}^{-1}}{\det u} \right) = \frac{1}{|\det u|} \sum_{(pq) \in I} \left( \frac{\partial C(u)}{\partial u_{pq}} \right)_{(pq)(ij)},
\]

(49)

where \(C(u)\) is the cofactor matrix of \(u\), and the determinant \(\det u\) is positive, so the absolute value is redundant. Using the definition of a divergence of a tensor field, we can rewrite (49) as:

\[
F_{ij} = \frac{1}{\det u} \left( \nabla \cdot C(u^T) \right)_{ij}.
\]

(50)

In the appendix A.3 We prove that \(F_{ij}\) vanishes identically. This means that indeed

\[
\hat{\lambda}_{ij} = \hat{\lambda}_{ij}^2
\]

(51)

and the last step is to calculate the commutation relations between the \(\hat{\lambda}_{ij}\) operators. As shown in A.3, they turn out to be the following:

\[
[\hat{\lambda}_{ij}, \hat{\lambda}_{kl}] = -\sum_{(mn) \in I} f^{(mn)}_{(ij)(kl)} \hat{\lambda}_{mn},
\]

(52)

which means that they form a representation of the Lie algebra \(\mathfrak{so}(N)\) or \(\mathfrak{su}(N)\) depending on the setting. This result is probably as close to quantizing the generalized Calogero-Moser model as one can get. The next step is to find the eigenfunctions through appropriate integration of the plane waves (29).

Finally, since \(\text{Tr}(X^2) = \text{Tr}(D^2)\), adding an external harmonic potential to \(\hat{H}_F\) will result in the same harmonic term added to the Hamiltonian:

\[
\hat{H}'_H = \sqrt{D}\hat{H}_H \frac{1}{\sqrt{D}} = \sum_{i=1}^{N} \left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial D_i^2} + \frac{m\omega^2}{2} D_i^2 \right) - \frac{\hbar^2}{2m} \left( \sum_{(ij) \in I} \frac{2\hat{\Lambda}_{ij} + (1 - \frac{\alpha}{2})}{(D_i - D_j)^2} \right).
\]

(53)

### 3.4 The Hamiltonian and the reduced wave functions for \(N=2\)

We expect the case of \(N = 2\) particles to be equivalent to the ordinary CM system. With only one pair of interacting particles, there is by default only one operator \(\hat{L}_{12}\) whose eigenvalue should yield a constant coupling in the interaction term \(\frac{\alpha^2}{(D_1 - D_2)^2}\). This is why we will treat the \(N = 2\) (orthogonal and unitary) case separately. We shall apply the results from 3.3 and calculate the reduced wave functions in the orthogonal and unitary case.

#### 3.4.1 \(SO(2)\)

This example is not entirely an original contribution, similar considerations can be found in [19]. The \(SO(2)\) group has only one generator and it is known that its every element can be expressed as:

\[
U(\phi) = \exp \left( \phi \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \right) = \begin{pmatrix} \cos \phi & -\sin \phi \\ \sin \phi & \cos \phi \end{pmatrix}.
\]

(54)

Since there is only one generator, there are no nonvanishing structure constants, and therefore in the adjoint representation \(A = 0\) and \(u(A) = u^{-1}(A) = 1\). The single \(\Lambda\) operator at hand is \(\hat{\Lambda}_{12} = \frac{\partial^2}{\partial \phi^2}\), and the Hamiltonian (46) has a simple form:

\[
\hat{H}' = -\frac{\hbar^2}{2m} \left[ \frac{\partial^2}{\partial D_1^2} + \frac{\partial^2}{\partial D_2^2} + \frac{1}{2(D_1 - D_2)^2} \left( \frac{\partial^2}{\partial \phi^2} + 1 \right) \right].
\]

(55)
which easily translates to centre of mass and relative distance variables $R = \frac{D_1 + D_2}{2}$, $r = D_1 - D_2$ and a doubled angle $\Phi = 2\phi$:

$$\hat{H}'(R, r, \Phi) = -\frac{\hbar^2}{4m} \frac{\partial^2}{\partial R^2} - \frac{\hbar^2}{m} \left[ \frac{\partial^2}{\partial r^2} + \frac{1}{r^2} \left( \frac{\partial^2}{\partial \Phi^2} + \frac{1}{4} \right) \right]. \quad (56)$$

Now we need to express the eigenfunction of the unreduced, free system in these variables:

$$\psi_K(X) = \exp(i\text{Tr}(KX)) = \exp\left[i\text{Tr} \left( KU_T(\phi)DU(\phi) \right) \right] = \psi_K(D, \phi)$$

$$\psi_K(r, \Phi) = \exp\left[i\text{Tr}(KR)\right] \exp[i\kappa \cos(\Phi + \phi_k)r], \quad (57)$$

$$\kappa = \frac{1}{2} \sqrt{(K_1 - K_2)^2 + 2K_1^2} = \sqrt{\text{Tr}(K^2)}, \quad (58)$$

$$k = K - \frac{1}{2} \text{Tr}(K) \quad (59)$$

$$\cos \phi_k = \frac{K_1 - K_2}{2\kappa}. \quad (60)$$

Now we make use of the fact, that $\hat{H} \psi_K = E_K \psi_K$ holds no matter in which variables we express the equation in, and also if we reverse the similarity transformation $\hat{H}' = \sqrt{\tau}H\frac{1}{\sqrt{\tau}}$, we get:

$$\hat{H}'(R, r, \Phi)(\sqrt{\tau}\psi_K(R, r, \Phi)) = E_K \sqrt{\tau}\psi_K(R, r, \Phi). \quad (61)$$

The crucial step of the procedure is the integration over the $\Phi$ variable which projects $\psi_K(R, r, \Phi)$ onto an eigenspace of $\Lambda_{12} = \partial_\Phi^2$. We perform the integration of both sides of (61):

$$-\frac{\hbar^2}{m} \int e^{-i\nu \Phi} \left[ \frac{1}{4} \frac{\partial^2}{\partial R^2} + \frac{\partial^2}{\partial r^2} + \frac{1}{r^2} \left( \frac{\partial^2}{\partial \Phi^2} + \frac{1}{4} \right) \right] (\sqrt{\tau}\psi_K)d\Phi = E_K \sqrt{\tau} \int e^{-i\nu \Phi} \psi_K d\Phi$$

where the integration cuts out a Fourier component of $\psi_K(R, r, \Phi) = \sum_{\nu \in \mathbb{Z}} e^{i\nu \Phi} \psi_{\nu,K}(R, r)$. The integral $\int_0^{2\pi} e^{-i\nu \Phi} \psi_K(R, r, \Phi)d\Phi = \psi_{\nu,K}(R, r)$ commutes with the $R$ and $r$-dependent terms of $\hat{H}$, thus:

$$-\frac{\hbar^2}{m} \left[ \frac{1}{4} \frac{\partial^2}{\partial R^2} + \frac{\partial^2}{\partial r^2} + \frac{1}{r^2} \right] (\sqrt{\tau}\psi_{\nu,K}) - \frac{\hbar^2}{m\tau^2} \sqrt{\tau} \int_0^{2\pi} e^{-i\nu \Phi} \frac{\partial^2 \psi_K}{\partial \Phi^2} d\Phi = E_K \sqrt{\tau}\psi_{\nu,K},$$

where the only nontrivial term can be calculated by parts as for $\nu \in \mathbb{Z}$ the boundary terms cancel:

$$\int_0^{2\pi} e^{-i\nu \Phi} \left( \sqrt{\tau}\psi_{\nu,K} \right) d\Phi = -\nu^2 \int_0^{2\pi} e^{-i\nu \Phi} \psi_K(R, r, \Phi)d\Phi = -\nu^2 \psi_{\nu,K}(R, r). \quad (62)$$

Finally, we discover that the function $\sqrt{\tau}\psi_{\nu,K}(R, r)$ is the eigenfunction of an ordinary 2-particle Calogero-Moser Hamiltonian with $g = \nu^2 - \frac{1}{4}$:

$$-\frac{\hbar^2}{m} \left[ \frac{1}{4} \frac{\partial^2}{\partial R^2} + \frac{\partial^2}{\partial r^2} + \frac{1}{r^2} \left( \frac{1}{4} - \nu^2 \right) \right] (\sqrt{\tau}\psi_{\nu,K}(R, r)) = E_K \sqrt{\tau}\psi_{\nu,K}(R, r). \quad (63)$$

In the final step we need to compute the integral:

$$\psi_{\nu,K}(R, r) = e^{\nu \text{Tr}(K)R} \sqrt{\tau} \int_0^{2\pi} e^{-i\nu \Phi} e^{i\kappa \cos(\Phi + \phi_k)r} d\Phi = e^{i\nu \phi_k} e^{\nu \text{Tr}(K)R} \int_0^{2\pi} e^{i(\kappa r \cos \Phi - \nu \Phi)} d\Phi = e^{i\nu \phi_k} e^{\nu \text{Tr}(K)R} i \nu \sqrt{\tau J_\nu(\sqrt{\text{Tr}(K^2)r}). \quad (65)$$

As expected [1], the Calogero-Moser wave function, apart from the trivial center of mass component and some phase factors, has the form $\sqrt{\tau}J_\nu(kR)$, where $J_\nu$ is the Bessel function. Moreover, the trace of $K$ contributes to the energy of center of mass motion, $E_{CM} = \frac{\hbar^2 \text{Tr}(K)^2}{4m}$, while the traceless part $k = K - \frac{1}{2} \text{Tr}(K)$ contributes to the relative motion $E_{rel} = \frac{\hbar^2}{m} \text{Tr}(k^2)$, $E_{CM} + E_{rel} = E_K$. 
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3.4.2 SU(2)

In the unitary case two parameters are necessary to define a diagonalising matrix (the third parameter is redundant as stated in 3.2):

$$U(\theta, \phi) = \begin{pmatrix} \cos \theta & -\sin \theta e^{-i\phi} \\ \sin \theta & \cos \theta e^{i\phi} \end{pmatrix},$$

(66)

where $\theta \in [0, \pi/2]$ is a sufficient set, due to gauge symmetry. In order to find the metric tensor we need to calculate:

$$(\partial_{\theta} U)^\dagger = \begin{pmatrix} e^{i\phi} & 0 \\ 0 & e^{-i\phi} \end{pmatrix}, \quad (\partial_{\phi} U)^\dagger = \begin{pmatrix} -i \sin^2 \theta & i \sin \theta \cos \theta e^{-i\phi} \\ i \sin \theta \cos \theta e^{i\phi} & i \sin^2 \theta \end{pmatrix}$$

$$\Omega_{\theta} = r \begin{pmatrix} 0 & -e^{i\phi} \\ -e^{-i\phi} & 0 \end{pmatrix}, \quad \Omega_{\phi} = r \begin{pmatrix} 0 & i \sin \theta \cos \theta e^{-i\phi} \\ i \sin \theta \cos \theta e^{i\phi} & 0 \end{pmatrix}$$

where $r = D_1 - D_2$. The nontrivial block of the metric tensor, its determinant and inverse have the following form:

$$g = \begin{pmatrix} 2 r^2 & 0 \\ 0 & \frac{1}{2} r^2 \sin^2 (2\theta) \end{pmatrix}, \quad g^{-1} = \begin{pmatrix} \frac{1}{2 r^2} & 0 \\ 0 & \frac{1}{r^2 \sin^2 (2\theta)} \end{pmatrix}, \quad \sqrt{|\det(g)|} = r^2 \sin (2\theta).$$

(67)

The $(\theta, \phi)$ dependent part of the Laplacian, after all the simplifications, and substitution $2\theta \rightarrow \theta \in [0, \pi]$:

$$\Delta_{\theta,\phi} = \frac{1}{r^2 \sin (2\theta)} \left[ \frac{\partial^2}{\partial \theta^2} \left( \frac{\sin (2\theta)}{2} \frac{\partial}{\partial \theta} \right) + \frac{2}{\sin (2\theta)} \frac{\partial^2}{\partial \phi^2} \right]$$

$$= \frac{2}{r^2} \left[ \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2} \right] = \frac{2}{r^2} \Delta_{S^2}$$

(68)

turns out to be proportional to a familiar Laplace operator on the two-dimensional sphere. The eigenfunction $\psi_K(R, r, \theta, \phi)$ in the new variables:

$$\psi_K(R, r, \theta, \phi) = e^{i\text{Tr}(K U^\dagger DU)} = e^{i(K_1 + K_2)R} \exp [i (K_1 \cos \theta - K_2 \sin \theta) r]$$

$$K = \begin{pmatrix} K_1 & \frac{K_{11} + K_{22}}{\sqrt{2}} \\ \frac{K_{11} - K_{22}}{\sqrt{2}} & K_2 \end{pmatrix}$$

(69)

$$\kappa_1 = \frac{K_1 - K_2}{2}$$

(70)

$$\kappa_2 = \frac{K_R \cos \phi - K_I \sin \phi}{\sqrt{2}} = |K_{12}| \cos(\phi + \phi_K)$$

(71)

$$\cos \phi_K = \frac{K_R}{\sqrt{K_R^2 + K_I^2}}$$

(72)

decomposes into spherical harmonics:

$$\psi_K(R, r, \theta, \phi) = \sum_{l,m} Y_{l,m}(\theta, \phi) \psi_{l,m,K}(R, r)$$

(73)

$$\psi_{l,m,K}(R, r) = \int_{S^2} Y_{l,m}^*(\theta, \phi) \psi_K(R, r, \theta, \phi) \sin \theta d\theta d\phi.$$  

(74)

We use this decomposition in a similar way as in the orthogonal case, only this time $\sqrt{D} = r$:

$$\hat{H} \psi_K = E_K \psi_K, \quad \hat{H}'(r \psi_K) = E_K (r \psi_K), \quad \int Y_{l,m}^* \hat{H}'(r \psi_K) = E_K \int Y_{l,m}^* (r \psi_K), \quad (\Delta S^2 \psi_K) = \int (\Delta S^2 Y_{l,m}) \psi_K = -l(l+1) \int Y_{l,m}^* \psi_K,$$

(75)

and since we can integrate by parts: $\int Y_{l,m}^* (\Delta S^2 \psi_K) = \int (\Delta S^2 Y_{l,m}) \psi_K = -l(l+1) \int Y_{l,m}^* \psi_K$, we obtain a Calgero-Moser Hamiltonian with a coupling constant $l(l+1)$:

$$\left[ -\frac{\hbar^2}{4m} \frac{\partial^2}{\partial R^2} + \frac{\hbar^2}{m} \left( -\frac{\partial^2}{\partial r^2} + \frac{l(l+1)}{r^2} \right) \right] r \psi_{l,m,K} = E_K r \psi_{l,m,K}.$$  

(76)
As previously, the final step is to calculate the reduced function:
\[ \psi_{l,m,K}(R, r) = \int \int Y_{l,m}^*(\theta, \phi) \psi_K(R, r, \theta, \phi) \sin \theta d\theta d\phi = \]
\[ = e^{i\text{Tr}(K)R} \int P^m_l(\cos \theta) e^{-im\phi} \exp \left[ i \left( \kappa_1 \cos \theta - \kappa_2 \sin \theta \right) r \right] \sin \theta d\theta d\phi = \]
\[ = e^{i\text{Tr}(K)R} \int P^m_l(\cos \theta) e^{i\kappa_1 \cos \theta r} \left( \int e^{-im\phi-i|K|_{12} \sin \theta \cos (\phi+\phi_k)r} d\phi \right) \sin \theta d\theta = \]
\[ = e^{i\text{Tr}(K)R+i\kappa_1} \int P^m_l(\cos \theta) e^{i\kappa_1 \cos \theta J_m(|K|_{12} |r \sin \theta|) \sin \theta d\theta} \]

The relative factor contains the Bessel function which arises from the integration over \( \phi \). The integral over \( \theta \) looks complicated, but an analytical solution exists \([20]\), and has the form:
\[ I^m_l(K, r) \propto P^m_l \left( \frac{2\kappa_1}{\kappa} \right) j_l(\kappa r), \tag{77} \]
where \( \kappa = \sqrt{\text{Tr}(k^2)} \) and \( k \) is the traceless part of \( K \), just like in the orthogonal case, and \( j_l(x) \) is the spherical Bessel function defined as:
\[ j_l(x) = \sqrt{\frac{\pi}{2x}} J_{l+\frac{1}{2}}(x). \tag{78} \]

This means that the inverse square root from \( j_l \) and the \( r \) factor from the similarity transformation simplify, and as it should be expected from the two-particle Calogero-Moser system with \( g = \frac{\hbar^2}{4m} l(l+1) \), the relative wavefunction is \( \sqrt{\mathcal{F}_l}(Kr) \).

To summarize, for \( N = 2 \) the reduction of a free system results in ordinary Calogero-Moser systems with quantized values of coupling constants. The orthogonal setting recovers the case of \( g = \frac{\hbar^2}{4m} l(l+1) \) and the relative wavefunctions in the form of \( \psi_l(r) = \sqrt{\mathcal{F}_l}(Kr) \), and the unitary one recovers \( g = \frac{\hbar^2}{4m} l(l+1) \) and \( \psi_{l+\frac{1}{2}}(r) = \sqrt{\mathcal{F}_l}(Kr) \).

### 3.5 The Hamiltonian and reduced wavefunctions for \( N \geq 3 \)

For the simplest case of \( N = 2 \) it was possible to compute the metric tensor and the Laplace operator directly. For \( N \geq 3 \) we have the general Hamiltonian:

\[ \hat{H}'_F = -\frac{\hbar^2}{2m} \sum_{i=1}^{N} \frac{\partial^2}{\partial \mathcal{D}_i^2} + \frac{1}{2m} \sum_{(ij) \in \ell} \frac{2\hat{L}_{ij}^2 + \hbar^2 (\frac{\alpha}{2} - 1)}{(D_i - D_j)^2} \]
\[ \hat{L}_{ij} = -i\hbar \hat{x}_{ij}, \quad \left[ \hat{L}_{ij}, \hat{L}_{kl} \right] = \sum_{(mn)} i\hbar f^{(mn)}_{(ij)(kl)} \hat{L}_{mn} \]
\[ \hat{L}_{ij}^\dagger = (-i\hbar \hat{x}_{ij})^\dagger = i(-\hbar \hat{x}_{ij}) = \hat{L}_{ij}, \tag{81} \]

where, as obtained via \( N \times N \) matrix diagonalization, the \( \hat{L} \) operators are automatically, by construction, represented with \( N \times N \) matrices as well (that is in the defining representation of \( \mathfrak{so}(N) \) or \( \mathfrak{su}(N) \)). The squared operators \( \hat{L}_{ij}^2 \) present in the Hamiltonian happen to commute thus diagonalize simultaneously in this special case. On the other hand, nothing prevents us from considering the above model with the \( \hat{L} \) operators expressed in other representations of the corresponding Lie algebras. Regardless of the chosen representation, having more than one interacting pair of particles and more than a single \( \hat{L} \) operator makes it difficult to produce eigenfunctions of the above Hamiltonian from plane waves defined in the \( X \) variables. The reason for this is that if they do not commute, the spatial and internal variables will not separate, and even if they do commute, as in the case of the defining representation, they do not form a complete set of commuting observables. Thus we need a different approach than a simple projection which worked for \( N = 2 \). The wave-function, which had the form:

\[ \sqrt{\mathcal{D}} \psi_K(D, a) = \prod_{i<j} (D_i - D_j)^\alpha \cdot e^{i\text{Tr}(K(a)D)}, \tag{82} \]
\[ \hat{H}'_F(\sqrt{\mathcal{D}} \psi_K(D, a)) = E_K(\sqrt{\mathcal{D}} \psi_K(D, a)) \tag{83} \]
prior to the reduction, now will be a spinor of the appropriate dimension. Still, the resulting probability distribution,
\[ |\sqrt{D}\psi_K(D,a)|^2 = \prod_{i<j} (D_i - D_j)^{\alpha}, \]
where \( \alpha = 1, 2 \) in the orthogonal and unitary setting respectively, resembles the predictions for level repulsion in random matrix theory, and indicates that in the symplectic setting there would be \( \alpha = 4 \) contributing to stronger repulsion.

4 Spectra and wavefunctions for the defining representation

In the most general case \((79)\) has a form of a matrix acting on a multicomponent wavefunction, and the dimension of this matrix is equal to the dimension of the \( L_{ij} \) algebra representation. Serious difficulties arise when the \( L_{ij}^2 \) operators do not commute thus cannot be simultaneously diagonalized, and the degrees of freedom do not separate. This is why we will focus on the case of the defining representations of \( so(N) \) and \( su(N) \), for which the diagonalization of \((79)\) with respect to the internal degree of freedom is possible, namely the \( N \)-dimensional defining representations. In this case:
\[
\left( \hat{L}_{ij} \right)_{ab} = \begin{cases} 
\frac{\alpha}{2} (\delta_{ia}\delta_{jb} - \delta_{ja}\delta_{ib}), & i < j, \\
\frac{\alpha}{2} (\delta_{ia}\delta_{jb} + \delta_{ja}\delta_{ib}), & i > j.
\end{cases}
\]
The squared operators are diagonal and \((79)\) acts diagonally on the \( N \) components of the wavefunction (we shall drop the prime and the subscript for simplicity):
\[
\hat{H}\hat{\psi} = (\hat{H}_1\psi_1, ..., \hat{H}_N\psi_N) = E(\psi_1, ..., \psi_N) = E\hat{\psi}.
\]
The components of the Hamiltonian (together with the harmonic term taken into account in \((53)\)) have the following form:
\[
\hat{H}_I = \sum_{i=1}^{N} \left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial^2D_i} + \frac{m\omega^2}{2} D_i^2 \right) + \frac{\alpha\hbar^2}{4m} \left( \sum_{i\neq I} \frac{1}{(D_i - D_I)^2} + \sum_{i<j} \frac{\alpha - 2}{(D_i - D_j)^2} \right)
\]
The first sum of interacting terms distinguishes the \( \hat{H}_I \) Hamiltonians for different values of \( I \): it represents the repulsion between the \( I^{th} \) particle and all the others. The second one, which would not be present if we simply promoted the classical \( L_{ij} \) variables to quantum operators, represents attraction among all pairs of particles in the orthogonal setting, where \( \alpha = 1 \) and vanishes in the unitary setting with \( \alpha = 2 \).

4.1 Separation of variables for arbitrary \( N \)

The next step is to solve the stationary Schrödinger equation:
\[
\hat{H}_I\psi_I(D_1, ..., D_N) = E\psi_I(D_1, ..., D_N)
\]
Similarly as in \([2]\), two variables separate, that is the center of mass \( R = \frac{1}{N} \sum D_i \), and the classical moment of inertia of the system over mass, that is \( I = mr^2 \), where
\[
r = \sqrt{\frac{1}{N} \sum_{i<j} (D_i - D_j)^2}.
\]
The other \( N - 2 \) variables are the angles on the sphere \( S^{N-2} \). The Hamiltonian \((85)\) expressed in these variables:
\[
\hat{H}_I = \left( -\frac{\hbar^2}{2mN} \frac{\partial^2}{\partial R^2} + \frac{m\omega^2N}{2} R^2 \right) + \left[ -\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial r^2} + \frac{N - 2}{r} \frac{\partial}{\partial r} \right) + \frac{m\omega^2}{2} r^2 \right] + \frac{\hbar^2}{2mr^2} \left( \Delta_{S^{N-2}} - \frac{\alpha}{2} f_{\alpha,I}(\varphi) \right),
\]
where
\[
f_{\alpha,I}(\varphi) = \sum_{k \neq I} \left( \frac{D_I - D_k}{r} \right)^{-2} + (\alpha - 2) \sum_{i<j} \left( \frac{D_i - D_j}{r} \right)^{-2} \left( \varphi \right)
\]
is a function of the angles. The details of this change of variables are shown in the appendix B. Postulating the wavefunction in the product form \( \psi_I(R, r, \varphi) = \mathcal{R}(R)\rho(r)\Phi_I(\varphi) \), we obtain the following equations:

\[
\left( -\frac{\hbar^2}{2m} \frac{1}{N} \frac{\partial^2}{\partial R^2} + \frac{m\omega^2 N}{2} R^2 \right) \mathcal{R}(R) = E_R \mathcal{R}(R) \quad (92)
\]

\[
\left[ -\frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial r^2} + \frac{N-2}{r} \frac{\partial}{\partial r} - \frac{b^2}{r^2} \right) + \frac{m\omega^2}{2} r^2 \right] \rho(r) = E_r \rho(r), \quad (93)
\]

\[
\left( -\Delta_{S^{N-2}} + \frac{\alpha}{2} J_{\alpha,1}(\varphi) \right) \Phi_I(\varphi) = b^2 \Phi_I(\varphi), \quad (94)
\]

and the total energy \( E = E_R + E_r \). The solutions of (92) and (93) are well known:

- in the free case, \( \omega = 0 \):
  \[
  \mathcal{R}(R) = e^{iKR}, \quad E_R = \frac{\hbar^2 K^2}{2m} \quad (95)
  \]
  \[
  \rho(r) = r^{\frac{3-N}{2}} J_a(kr), \quad a = \sqrt{b^2 + \left( \frac{N-3}{2} \right)^2}, \quad E_r = \frac{\hbar^2 k^2}{2m}, \quad (96)
  \]
  \[
  \text{where } J_a(kr) \text{ are the Bessel functions.}
  \]

- in the harmonic case, where \( l = \sqrt{\frac{\hbar}{m\omega}} \):
  \[
  \mathcal{R}_n(R) = e^{-\frac{\alpha^2}{2l^2}} H^{(n)} \left( \frac{\sqrt{NR}}{l} \right), \quad E_R = \hbar\omega \left( n + \frac{1}{2} \right) \quad (98)
  \]
  \[
  \rho_{\nu}(r) = r^{\alpha - \frac{a^2}{2} - \frac{\nu+1}{2}} e^{-\frac{r^2}{2l^2}} L^a_{\nu} \left( \frac{r^2}{l^2} \right), \quad E_r = \hbar\omega (2\nu + a + 1) \quad (99)
  \]

The set of solutions is of-course discrete with \( n, \nu = 0, 1, 2,... \), functions \( H^{(n)} \) are the Hermite polynomials and \( L^a_{\nu} \) are the associated Laguerre polynomials.

Importantly, the dependence on the \( \alpha = 1, 2 \) is absent outside the angular equation, which on the other hand does not depend on \( \omega \).

### 4.2 Complete solution for \( N = 3 \)

The eigenvalue \( b^2 \) of the angular equation (94) appears in the above solutions through the square root \( a = \sqrt{b^2 + \left( \frac{N-3}{2} \right)^2} \), in particular for \( N = 3 \) we have \( a = b \). This means that the \( r \)-dependent component in the free case will be the Bessel function \( J_b(kr) \) (with no influence of \( b \) on the spectrum), while in the harmonic case \( \rho_{\nu}(r) = r^b L^b_{\nu} \left( \frac{r^2}{l^2} \right) \) and the energy contains an \( \hbar\omega b \) term. Moreover, in the three body case (94) simplifies to an ordinary differential equation on a circle and we can find its complete solution. After changing the sign and/or shifting the angular variable defined in the appendix B we obtain the following angular equations:

\[
\left( -\frac{d^2}{d\varphi^2} - \frac{1}{4\sin^2 \varphi} \right) \Phi_O(\varphi) = b^2 \Phi_O(\varphi) \quad (100)
\]

\[
\left( -\frac{d^2}{d\varphi^2} + \frac{1}{4\sin^2 \varphi} + \frac{1}{4\sin^2 (\varphi - 2\pi/3)} \right) \Phi_U(\varphi) = b^2 \Phi_U(\varphi). \quad (101)
\]

The index \( I \) is dropped, since it distinguishes only a single repulsive particle, and the different \( \Phi_I \) functions are related by shifting one of them by \( \pm 2\pi/3 \). In the first, orthogonal case the potential is purely attractive, coming from the attracting pair not containing the repulsive particle.
4.2.1 The orthogonal case

We postulate the wavefunction in a form of a Fourier series: \( \Phi_O(\phi) = \sum_{n=1}^{\infty} a_n \sin(n \phi) \), where \((a_1, a_2, ... \in \mathbb{I}^2, \sum |a_n|^2 = 1.\)

The symmetry of the \((\sin \phi)^{-2}\) potential leads to a separation of the odd and even components in the eigenequation:

\[
a_{2p-1} \left[ (2p - 1)^2 - p + \frac{1}{2} - b^2 \right] - \sum_{q \neq p} a_{2q-1} \left( \min(p, q) - \frac{1}{2} \right) = 0 \tag{102}
\]

\[
a_{2p}[(2p)^2 - p - b^2] - \sum_{q \neq p} a_{2q} \min(p, q) = 0 \tag{103}
\]

The infinite-dimensional problem is approximated by a large (dim=100), but finite matrix. The square-roots of the eigenvalues are almost evenly spaced \(b_l = l + \delta b_l\) and the norms of \(|\delta \psi_l|\), where \(\delta \psi_l = \psi_l - a_{l,l} \sin(l \phi)\).

4.2.2 The unitary case

In the unitary case the potential is repulsive and singular at \(\phi = 0, 2\pi/3, \pi, 5\pi/3\), so we may consider four orthogonal subspaces of wavefunctions: low energy subspaces in the \([0, 2\pi/3]\) and \([\pi, 5\pi/3]\) and high energy wavefunctions on the \([2\pi/3, \pi]\) and \([5\pi/3, 2\pi]\). The longer, low energy segments correspond to both non-interacting particles placed on one side of the repulsive one, and the short, high-energy segments correspond to the repulsive particle placed between the non-interacting ones. The shift \(\phi \rightarrow \phi + \pi\) corresponds to the exchange of non-interacting particles.

The low-energy solutions on the \([0, 2\pi/3]\) segment can be expanded in the following Fourier series: \(\Phi_U(\phi) = \sum_{n=1}^{\infty} a_{n,L} \sin \left( \frac{3}{2} n \phi \right) \), where again \((a_1, a_2, ... \in \mathbb{I}^2, \sum_{n=1}^{\infty} |a_{n,L}|^2 = 1.\).

The eigenproblem in the \(l^2\) space is the following:

\[
a_{n,L} \left( \left( \frac{3n}{2} \right)^2 - b^2 \right) + \frac{3}{4\pi} \sum_{m=1}^{\infty} a_{m,L} I_{m,n}^L = 0, \tag{105}
\]

where

\[
I_{m,n}^L = (1 + (-1)^{m+n}) \int_0^{2\pi/3} \frac{\sin(3m\phi/2) \sin(3m\phi/2)}{\sin^2 \phi} d\phi \tag{106}
\]
Once again the off-diagonal values vanish for $m$ and $n$ of different parity, thus odd and even subspaces separate. Let us call the diagonal integrals $I_n^L$ as a shorthand. The values of the above integrals are the following:

\[
I_n^L = \frac{3\pi n}{2} + \frac{\sqrt{3}n}{2} \left( \psi_0 \left( \frac{n}{2} + \frac{2}{3} \right) - \psi_0 \left( \frac{n}{2} + \frac{1}{3} \right) \right) = \frac{3\pi n}{2} + \frac{\sqrt{3}}{3} - |\delta_n| \\
I_{n,m}^L = I_{(n+m)/2}^L - I_{|n-m|/2}^L = \frac{3\pi}{2} \min(n,m) - |\delta_{(n+m)/2}| + |\delta_{|n-m|/2}|,
\]

where $\psi_0$ is the Digamma function, and $|\delta_n|$ decreases with $n$ as $\frac{\sqrt{3}}{3n^2} + O(n^{-4})$, and $|\delta_1| \approx 0.054$. Neglecting these small corrections, we have:

\[
a_{n,L} \left( \left( \frac{3n}{2} \right)^2 + \frac{9}{8} + \frac{\sqrt{3}}{4\pi} \right) + \frac{9}{8} \sum_{m \neq n} a_{m,L} \min(n,m) = 0
\]

where both $n$ and $m$ have the same parity.

The Fourier expansion of the high-energy solutions on the $\left[ \frac{2\pi}{3}, \pi \right]$ segment has the following form: $\Phi^H_\nu(\varphi) = \sum_{n=1}^\infty a_{n,H} \sin(3n\varphi)$, where again $(a_1, a_2, ...)_H \in \mathbb{R}$, $\sum_{n=1}^\infty |a_{n,H}|^2 = 1$. The eigenproblem in the $l^2$ space is the following:

\[
a_{n,H} \left( (3n)^2 - b^2 \right) + \frac{3}{2\pi} \sum_{n=1}^\infty a_{n,H} I_{m,n}^H = 0,
\]

where

\[
I_{m,n}^H = (1 + (-1)^{m+n}) \int_0^{\pi/3} \frac{\sin(3n\varphi) \sin(3m\varphi)}{\sin^2 \varphi} d\varphi
\]

The diagonal integrals $I_{n,n}^H$ called $I_n^H$ as a shorthand, thus the off-diagonal ones as well, can be expressed by the low energy integrals:

\[
I_n^H = 6n\pi - I_{2n}^L = 3n\pi - \frac{\sqrt{3}}{3} + |\delta_{2n}| \\
I_{n,m}^H = I_{(n+m)/2}^H - I_{|n-m|/2}^H = 3\pi \min(n,m) + |\delta_{n+m}| - |\delta_{|n-m|}|
\]

After neglecting the small corrections contained in the $\delta$ terms, we obtain the final eigenproblem, again:

\[
a_{n,H} \left( (3n)^2 + \frac{9}{2} - \frac{\sqrt{3}}{2\pi} \right) + \frac{9}{2} \sum_{m \neq n} a_{m,L} \min(n,m) = 0.
\]

The solutions of (109) and (114) on the segment $[0, \pi]$ are presented in Fig.2. The shifts $\delta b$ in the energy contributions $b_i^L = \frac{3l}{4} + \delta b_i^L$ and $b_i^H = 3l + \delta b_i^L$ and the norms of $\delta \psi_i^L$, $\delta \psi_i^H$, where $\psi_i^L = a_{l,i} \sin(3l\varphi/2) + \delta \psi_i^L$ and $\psi_i^H = a_{l,i} \sin(3l\varphi) + \delta \psi_i^H$ are presented in Tab.2. We note that (109) and (114) differ only by a factor and a shift, so they have the same eigenvectors, therefore $|\delta \psi_i^L| = |\delta \psi_i^H| = |\delta \psi_i|$.

### 5 Conclusions and outlook

We have derived the quantum Calogero-Moser Hamiltonian (79) by applying the reduction procedure directly based on the classical one. The result differs from what we would get by simply upgrading the $L_{ij}$ classical variables to operators with the commutation relations given by the Poisson brackets. The difference lies in the $\sum_{i<j} \frac{\hbar^2 (\alpha-2)}{4m(D_i - D_j)^2}$ terms with $\alpha = 1$ in the orthogonal and $\alpha = 2$ in the unitary setting. In the unitary setting these terms of course vanish, but in the orthogonal case they give raise to an attractive potential. This leads to a much richer set of eigenstates than the simple canonical quantization, even in the case as simple as $N = 2$. Moreover, the weaker repulsion is a trait of the classical orthogonal CM system as compared to the unitary one. The reduction of the free quantum system restores this difference on the quantum level, in contrast to the straightforward canonical quantization, which makes us loose this distinction. This yields the reduction method hugely advantageous.

For more than two particles the non-commutativity of the $\hat{L}_{ij}$ operators starts to play a role, and particular representations of the algebra are necessary to separate the degrees of freedom. In the defining representation, in both the orthogonal and unitary case, the $\hat{L}_{ij}^2$ operators turn out to have a common diagonalizing basis, and we have considered the Hamiltonian
given by this representation. We solved it completely for the smallest nontrivial case of $N = 3$, and shown the significant influence of the $\alpha$-dependent terms on both the spectra and the wavefunctions.

The presented results motivate further research in the following directions: 1. The search of a basis of functions on the $N - 2$ dimensional sphere, in order to solve the eigenproblem (94) for a general $N$, 2. The search of other representations of $\mathfrak{so}(N)$ and $\mathfrak{su}(N)$ algebra, for which the spatial and internal degrees of freedom in (79) will separate, 3. Extension of the reduction procedure from real ($\alpha = 1 = 2^0$) and complex ($\alpha = 2 = 2^1$) Hermitian matrices to hypercomplex numbers $\alpha = 2^\nu$, especially the symplectic $\alpha = 4$ (corresponding to quaternions), for which the classical results are known.

A Details of proofs 3

A.1 Derivation of the formulae (33)-(39)

Let us start with the entries of the Jacobian matrix (33):

$$\frac{\partial X_{ij}}{\partial D_k} = \frac{\partial}{\partial D_k} (U^\dagger DU)_{ij} = \frac{\partial}{\partial D_k} \left( \sum_{m=1}^{N} U_{im}^\dagger D_m U_{mj} \right) = U_{ki}^* U_{kj}$$

$$\frac{\partial X_{ij}}{\partial a_l} = \frac{\partial}{\partial a_l} (U^\dagger(\bar{a})DU(\bar{a}))_{ij} = (\partial_a U^\dagger DU + U^\dagger D\partial_a U)_{ij} = (U^\dagger D\partial_a U - U^\dagger(\partial_a U)U^\dagger DU)_{ij} =$$

$$= [U^\dagger (D(\partial_a U)U^\dagger - (\partial_a U)U^\dagger D)U]_{ij} = (U^\dagger [D,(\partial_a U)U^\dagger] U)_{ij} = (U^\dagger \Omega_a U)_{ij}$$

Next, we derive the expression for $(\partial_a U)U^\dagger$ stated in (34):

$$(\partial_a U)U^\dagger = -U\partial_a U^\dagger = -e^{\bar{a} \cdot \bar{\tau}} \partial_a e^{-\bar{a} \cdot \bar{\tau}} = -e^{\bar{a} \cdot \bar{\tau}} e^{-\bar{a} \cdot \bar{\tau}} \left( \frac{1 - e^{(-ad_{a,\bar{\tau}})}}{ad_{a,\bar{\tau}}} \right) \partial_a (-\bar{a} \cdot \bar{\tau}) =$$

$$= \left( \frac{e^{ad_{a,\bar{\tau}}} - 1}{ad_{a,\bar{\tau}}} \right) \tau_l = \sum_{n=0}^{\infty} \frac{(ad_{a,\bar{\tau}})^n}{(n+1)!} \tau_l =$$

$$= \sum_{n=0}^{\infty} \frac{1}{(n+1)!} \left[ \bar{a} \cdot \bar{\tau}, \bar{a} \cdot \bar{\tau}, ..., \bar{a} \cdot \bar{\tau} \right] =$$

$$= \sum_{n=0}^{\infty} \frac{1}{(n+1)!} a_k f_{km}^{m_n} ... a_l f_{km}^{m_1} a_k f_{km}^{m_1} \tau_{m_n} =$$

$$= \sum_{n=0}^{\infty} \frac{(ak f_{km})^n}{(n+1)!} \tau_{m_n} = \sum_{n=0}^{\infty} \frac{(A^n)_{lm}}{(n+1)!} \tau_{m} = u(A)_{lm} \tau_{m} \in \mathfrak{g}$$

$$(\Omega_l)_{ij} = u(A)_{lm} [D, \tau_{m}]_{ij} = u(A)_{lm} (D_i - D_j) \tau_{m} =$$
where we make use of a general formula for a smooth matrix valued function $X(t)$:

$$\frac{de^X(t)}{dt} = e^X(t) \left[ \frac{1 - e^{-\text{ad} X(t)}}{\text{ad} X(t)} \left( \frac{dX(t)}{dt} \right) \right]. \quad (115)$$

Importantly, since we use anti-Hermitian generators, the structure constants $f^k_{ij} \in \mathbb{R}$, thus $u(A)$ is a real matrix in both unitary and orthogonal case. Now we calculate the entries of the metric tensor (37):

$$g_{D_k, D_m} = \sum_{i,j} \frac{\partial X_{ij}}{\partial D_k} \frac{\partial X_{ji}}{\partial D_m} = \sum_{i,j} U^*_{kj} U_{mj} U_{mi} = \delta_{km} \quad (116)$$

$$g_{D_k, a_l} = \sum_{i,j} \frac{\partial X_{ij}}{\partial D_k} \frac{\partial X_{ji}}{\partial a_l} = \sum_{i,j} U^*_{ki} U_{lj} (U^\dagger U)_{ji} = (\Omega_{lk})_{kk} = 0 \quad (117)$$

$$g_{a_l, a_m} = \sum_{i,j} \frac{\partial X_{ij}}{\partial a_l} \frac{\partial X_{ji}}{\partial a_m} = \sum_{i,j} (U^\dagger U)_{ij} (U^\dagger U_m)_{ji} = \text{Tr}(\Omega_l \Omega_m) \quad (118)$$

We notice that the nontrivial block $g_{lm} = Tr(\Omega_l \Omega_m)$ of the metric tensor is in fact a Gram matrix of $\Omega_{1,2,...,d}$ treated as vectors in the vector space of Hermitian matrices. This means that the determinant can be expressed with the exterior product of the vectors:

$$\det g = ||\Omega_1 \wedge \Omega_2 \wedge ... \wedge \Omega_d||^2. \quad (119)$$

To continue with the proofs of (39)-(41), we need to switch the indices to ordered pair indices, as in the main text, $(ij), (pq), (rs) \in I$, where $I = \{(pq) : 1 \leq p < q \leq N\}$ in the orthogonal case and $I = \{(pq) : 1 \leq p \neq q \leq N\}$ in the unitary case, and express the $\Omega$ through matrices anti-Hermitian generators:

$$\tau_{ij} = \begin{cases} \frac{1}{2} (|i\rangle \langle j| - |j\rangle \langle i|), & i < j \\ -\frac{1}{2} (|i\rangle \langle j| + |j\rangle \langle i|), & i > j \end{cases}, \quad \text{Tr}(\tau_{ij} \tau_{kl}) = -\frac{1}{2} \delta_{ij} \delta_{kl}. \quad (120)$$

Let us note that these generators obey the commutation relations given by (2) and (3). The expressions for $\Omega_{ij}$ and $g_{(ij)(kl)}$ are as follows:

$$\Omega_{ij} = \sum_{(pq) \in I} u_{(ij)(pq)} [D, \tau_{pq}] = \sum_{(pq) \in I} u_{(ij)(pq)} (D_p - D_q) (-i \tau_{pq})$$

$$g_{(ij)(kl)} = Tr(\Omega_{ij} \Omega_{kl}) = \sum_{(pq) \in I} \sum_{(rs) \in I} u_{(ij)(pq)} (D_p - D_q) u_{(kl)(rs)} (D_r - D_s) Tr(-\tau_{pq} \tau_{rs}) = $$

$$= \frac{1}{2} \sum_{(pq) \in I} \sum_{(rs) \in I} u_{(ij)(pq)} (D_p - D_q) u_{(kl)(rs)} (D_r - D_s) \delta_{pr} \delta_{qs} = $$

$$= \frac{1}{2} \sum_{(pq) \in I} u_{(ij)(pq)} u_{(kl)(pq)} (D_p - D_q)^2 = \frac{1}{2} \sum_{(pq) \in I} u_{(ij)(pq)} (D_p - D_q)^2 (u^T)(pq)(kl) = $$

$$= \frac{1}{2} (uD^2 u^T)_{(ij)(kl)}.$$

The factorised form of $g$ given by (39) leads automatically to (40),(41) and the expressions for $\Delta_a$ and $\hat{A}_{ij}$.

### A.2 Derivation of (43)

The action of the similarity transformation (43) can be demonstrated with the use of a $C^2$ class test function $f = f(D_1, D_2, ..., D_N)$, and the fact that:

$$\frac{\partial \mathcal{D}}{\partial D_i} = \frac{\partial}{\partial D_i} \left( \prod_{k<i} (D_k - D_i) \right)^{\alpha} = \alpha \mathcal{D} \left( \sum_{k \neq i} \frac{1}{D_i - D_k} \right). \quad (121)$$
The calculations are as follows:

\[
\sqrt{\mathcal{D}} \Delta_D \left( \frac{f}{\sqrt{\mathcal{D}}} \right) = \frac{1}{\sqrt{\mathcal{D}}} \sum_{i=1}^{N} \left( \frac{\partial}{\partial D_i} \frac{f}{\sqrt{\mathcal{D}}} \right) = \sum_{i=1}^{N} \left\{ \frac{\partial^2 f}{\partial D_i^2} + a_i(D) \left( \frac{\partial f}{\partial D_i} \right) \right\} + b(D) f
\]

\[
\sqrt{\mathcal{D}} a_i(D) = \frac{\partial \sqrt{\mathcal{D}}}{\partial D_i} + \frac{\partial}{\partial D_i} \left( \frac{1}{\sqrt{\mathcal{D}}} \right) = \frac{1}{2 \sqrt{\mathcal{D}}} \frac{\partial \mathcal{D}}{\partial D_i} - \frac{1}{2 \sqrt{\mathcal{D}}} \frac{\partial \mathcal{D}}{\partial D_i} = 0
\]

\[
b(D) = \sum_{i=1}^{N} \frac{1}{\sqrt{\mathcal{D}}} \frac{\partial}{\partial D_i} \left( \frac{1}{\sqrt{\mathcal{D}}} \right) = \sum_{i=1}^{N} \sqrt{\mathcal{D}} \frac{\partial}{\partial D_i} \left[ -\mathcal{D} \left( \frac{1}{2 \sqrt{\mathcal{D}}} \frac{\partial \mathcal{D}}{\partial D_i} \right) \right] = -\frac{\alpha}{2 \sqrt{\mathcal{D}}} \sum_{i=1}^{N} \left( \frac{1}{2 \sqrt{\mathcal{D}}} \frac{\partial \mathcal{D}}{\partial D_i} \right) \left( \frac{1}{2 \sqrt{\mathcal{D}}} \frac{\partial \mathcal{D}}{\partial D_i} \right)
\]

\[
= -\frac{\alpha}{2} \sum_{1 \leq i \neq j \leq N} \frac{1}{(D_i - D_j)^2} = \frac{\alpha^2}{4} \left[ \sum_{1 \leq i \neq j \leq N} \frac{1}{(D_i - D_j)^2} \right]^2
\]

\[
= \frac{\alpha}{2} \left( 1 - \frac{\alpha}{2} \right) \sum_{1 \leq i \neq j \leq N} \frac{1}{(D_i - D_j)^2} = \frac{\alpha^2}{4} \sum_{1 \leq j \leq k} \left[ \frac{D_k - D_j + D_i - D_k + D_j - D_i}{(D_i - D_j)(D_j - D_k)(D_k - D_i)} \right]
\]

\[
= \frac{\alpha(2 - \alpha)}{2} \sum_{1 \leq i \leq j \leq N} \frac{1}{(D_i - D_j)^2} = \frac{1}{2} \sum_{(ij)} \frac{2 - \alpha}{(D_i - D_j)^2}
\]

### A.3 Derivation of (51) and (52)

Let \( M \) be a \( d \times d \) matrix of real functions: \( M_{ij} : \mathbb{R}^d \rightarrow \mathbb{R} \). At every point \( (x_1, ..., x_d) \in \mathbb{R}^d \) where \( M \) is invertible, we may say that:

\[
M^{-1} = \frac{C(M)^T}{\det M}
\]

where \( C(M) \) is the matrix of cofactors of \( M \). This means that:

\[
\det M \delta_{ij} = \sum_{l=1}^{d} M_{il} C(M)_{jl}
\]

\[
\partial_i(\det M) = \sum_{j=1}^{d} \partial_j(\det M) \delta_{ij} = \sum_{j,l=1}^{d} \partial_j(M_{il} C(M)_{jl})
\]

\[
= \sum_{j,l=1}^{d} \partial_j(M_{il}) C(M)_{jl} + M_{il} \partial_j(C(M)_{jl}).
\]

On the other hand:

\[
\partial_i(\det M) = \sum_{j,l=1}^{d} \frac{\partial \det M}{\partial M_{jl}} \frac{\partial M_{jl}}{\partial x_i} = \sum_{j,l=1}^{d} C(M)_{jl} \partial_i(M_{jl}),
\]

which means that

\[
\sum_{l=1}^{d} M_{il} \sum_{j=1}^{d} \partial_j(C(M)_{jl}) = \sum_{j,l=1}^{d} C(M)_{jl} (\partial_i M_{jl} - \partial_j M_{il}).
\]

If \( M^T \) happens to be a Jacobian matrix of some map \( m : \mathbb{R}^d \rightarrow \mathbb{R}^d \), the right-hand side of the above equation vanishes identically:

\[
\partial_i M_{jl} - \partial_j M_{il} = \partial^2_{ij} m_l - \partial_{ij}^2 m_l = 0.
\]

For the left-hand side to vanish, the sum \( F_1 = \sum_{j=1}^{d} \partial_j(C(M)_{jl}) \) must vanish identically as well. This is so, because wherever \( \det M \neq 0 \), \( M_i = (M_{i1}, M_{i2}, ..., M_{id}) \) can be treated as \( d \) linearly independent vectors and for the scalar product \( (M_i, F) = \sum_i M_i F_i \) to vanish for all of them \( F = 0 \) identically. This proof can be found for example in [21].
Let us now translate the equation (123) to the language of the \( u \) matrix and \( a_{ij} \) variables. The indices change in the following way: \( j \to pq, l \to ij, i \to ab \):

\[
(\text{det} u) \sum_{(ij) \in I} u_{(ab)(ij)} F_{ij} = \sum_{(ij),(pq) \in I} C(u)_{(pq)(ij)} \left( \frac{\partial u_{(pq)(ij)}}{\partial a_{ab}} - \frac{\partial u_{(ab)(ij)}}{\partial a_{pq}} \right).
\]  

(125)

The matrix elements of \( u \) can be derived from the definition:

\[
\frac{\partial U}{\partial a_{pq}} U^\dagger = \sum_{(ij) \in I} u_{(pq)(ij)} \tau_{ij} \implies u_{(pq)(ij)} = -2 \text{Tr} \left[ \frac{\partial U}{\partial a_{pq}} U^\dagger \tau_{ij} \right]
\]

(126)

and its derivatives have the following form:

\[
\frac{\partial u_{(rs)(mn)}}{\partial a_{pq}} = -2 \text{Tr} \left[ \left( \frac{\partial^2 U}{\partial a_{pq} \partial a_{rs}} \right) U^\dagger \tau_{mn} \right] - 2 \text{Tr} \left( \frac{\partial U}{\partial a_{rs}} \frac{\partial U^\dagger}{\partial a_{pq}} \tau_{mn} \right) =
\]

\[
-2 \text{Tr} \left[ \left( \frac{\partial^2 U}{\partial a_{pq} \partial a_{rs}} \right) U^\dagger \tau_{mn} \right] - 2 \text{Tr} \left( \frac{\partial U}{\partial a_{rs}} U^\dagger \frac{\partial U}{\partial a_{pq}} \tau_{mn} \right) =
\]

\[
-2 \text{Tr} \left[ \left( \frac{\partial^2 U}{\partial a_{pq} \partial a_{rs}} \right) U^\dagger \tau_{mn} \right] + 2 \text{Tr} \left( \frac{\partial U}{\partial a_{rs}} U^\dagger \frac{\partial U}{\partial a_{pq}} \tau_{mn} \right) =
\]

\[
+2 \sum_{(ab),(cd) \in I} u_{(rs)(ab)} u_{(pq)(cd)} \text{Tr} (\tau_{ab} \tau_{cd} \tau_{mn})
\]

(127)

(128)

where we again use the definition of \( u \) and the fact that \( \partial U U^\dagger = -U \partial U^\dagger \). The symmetric parts (127) cancel in the difference of derivatives:

\[
\frac{\partial u_{(pq)(ij)}}{\partial a_{ab}} - \frac{\partial u_{(ab)(ij)}}{\partial a_{pq}} = \sum_{(mn),(rs) \in I} 2u_{(pq)(mn)} u_{(ab)(rs)} \text{Tr} (\tau_{mn} \tau_{rs} \tau_{ij}) =
\]

\[
- \sum_{(mn),(rs) \in I} u_{(pq)(mn)} u_{(ab)(rs)} f_{ij} =
\]

\[
(u f_{ij} u^T)_{(ab)(pq)}
\]

(129)

This difference does not vanish identically, which means \( u^T \) is not a Jacobian matrix of any map, nevertheless we may apply it to the right-hand side of (125):

\[
\sum_{(ij),(pq) \in I} (u f_{ij} u^T)_{(ab)(pq)} C(u)_{(pq)(ij)} = \sum_{(ij),(pq) \in I} (u f_{ij} u^T)_{(ab)(pq)} (u^T)^{-1}_{(pq)(ij)} \text{det} u =
\]

\[
\text{det} u \sum_{(ij) \in I} (u f_{ij})_{(ab)(ij)} = 0.
\]

It turns out to be 0 due to the fact that the structure constants are antisymmetric in every pair of indices and \( f_{ij}(kl) = 0 \). Using the same arguments as for the general matrix \( M \) we conclude that for the left-hand side of (125) to vanish, the functions \( F_{ij} \) must vanish as well.

The commutator of \( \hat{\lambda} \) operators can be calculated in the following way:

\[
\left[ \hat{\lambda}_{ij} , \hat{\lambda}_{kl} \right] = \sum_{(pq),(rs) \in I} \left[ u^{-1}_{(ij)(pq)} \partial_{pq} u^{-1}_{(kl)(rs)} \right] = \sum_{(rs) \in I} \mu^{(rs)}_{(ij)(kl)} \partial_{rs} =
\]

\[
= \sum_{(mn)} \nu^{(mn)}_{(ij)(kl)} \hat{\lambda}_{mn}
\]

\[
\mu^{(rs)}_{(ij)(kl)} = \sum_{(pq) \in I} u^{-1}_{(ij)(pq)} (\partial_{pq} u^{-1}_{(kl)(rs)}) - u^{-1}_{(kl)(pq)} (\partial_{pq} u^{-1}_{(ij)(rs)})
\]

\[
\sum_{(rs)} \mu^{(rs)}_{(ij)(kl)} \partial_{rs} = \sum_{(rs)(mn),(uv)} \mu^{(rs)}_{(ij)(kl)} u^{(rs)}_{(mn)(uv)} \partial_{uv} = \sum_{(mn)} \nu^{(mn)}_{(ij)(kl)} \hat{\lambda}_{mn}
\]

\[
\nu^{(mn)}_{(ij)(kl)} = \sum_{(rs) \in I} \mu^{(rs)}_{(ij)(kl)} u^{(rs)}_{(mn)}
\]
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where $\frac{\partial}{\partial \alpha_{pq}}$ stands for $\frac{\partial}{\partial \alpha_{pq}}$ and for the final calculation of $\nu$ we use the formulae (127), (128) and (129):

\[
\nu^{(mn)}_{(ij)(kl)} = \sum_{(rs)(pq)} u^{-1}_{(ij)(pq)} (\partial_{pq} u^{-1}_{(kl)(rs)}) - u^{-1}_{(kl)(pq)} (\partial_{pq} u^{-1}_{(ij)(rs)}) u_{(rs)(mn)} = \\
= \sum_{(rs)(pq)} u^{-1}_{(ij)(pq)} \left[ \partial_{pq} (u^{-1}_{(kl)(rs)} u_{(rs)(mn)}) - u^{-1}_{(ij)(pq)} \partial_{pq} u_{(rs)(mn)} \right] + \\
- \sum_{(rs)(pq)} u^{-1}_{(kl)(pq)} \left[ \partial_{pq} (u^{-1}_{(ij)(rs)} u_{(rs)(mn)}) - u^{-1}_{(ij)(pq)} \partial_{pq} u_{(rs)(mn)} \right] = \\
= \sum_{(pq),(rs)} \left( u^{-1}_{(kl)(pq)} u^{-1}_{(ij)(rs)} - u^{-1}_{(ij)(pq)} u^{-1}_{(kl)(rs)} \right) \partial_{pq} u_{(rs)(mn)} = \\
= \sum_{(pq),(rs)} u^{-1}_{(kl)(pq)} u^{-1}_{(ij)(rs)} \left( \partial_{pq} u_{(rs)(mn)} - \partial_{rs} u_{(pq)(mn)} \right) = \\
= \sum_{(pq),(rs)} u^{-1}_{(kl)(pq)} u^{-1}_{(ij)(rs)} \left( u f^{(mn)}_{(rs)} u^T \right)_{(pq)(rs)} = \\
= \left( u^{-1} u f^{(mn)}_{(rs)} u^T (u^T)^{-1} \right)_{(kl)(ij)} = f^{(mn)}_{(kl)(ij)} = -f^{(mn)}_{(ij)(kl)}
\]

### B Details of the $(R, r, \varphi_j)$ Coordinate Transformation

After separating the center of mass coordinate of the N-body system, we can describe the relative positions with $N - 1$ Jacobi coordinates, which in the case of equal masses are (up to a proportionality constant) equal to:

\[
D_1 - D_2 = \sqrt{2x_1} \\
D_1 + D_2 - 2D_3 = \sqrt{6x_2} \\
D_1 + \ldots + D_{N-1} - (N-1)D_N = \sqrt{N(N-1)x_{N-1}}.
\]

Next, since $\sum_{i=1}^{N-1} x_i^2 = r^2$, we can use $r$ and $N - 2$ angles to describe each $(x_1, \ldots, x_{N-1})$ as a point on a sphere:

\[
(x_1, x_2, \ldots, x_{N-2}, x_{N-1}) = (r \cos \varphi_1, r \sin \varphi_1 \cos \varphi_2, \ldots, r \sin \varphi_1 \ldots \sin \varphi_{N-2} \cos \varphi_{N-2}, r \sin \varphi_1 \ldots \sin \varphi_{N-2}),
\]

and these are exactly the coordinates we need. The complete transformation, where $c_i = \cos \varphi_i$ and $s_i = \sin \varphi_i$:

\[
\begin{pmatrix}
D_1 \\
D_2 \\
\vdots \\
D_N
\end{pmatrix} =
\begin{pmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} & \ldots & \ldots & \frac{1}{\sqrt{N(N-1)}} & \frac{1}{\sqrt{N}} \\
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} & \ldots & \ldots & \frac{1}{\sqrt{N(N-1)}} & \frac{1}{\sqrt{N}} \\
0 & -\frac{2}{\sqrt{6}} & \ldots & \ldots & \frac{1}{\sqrt{N(N-1)}} & \frac{1}{\sqrt{N}} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \ldots & 0 & -\frac{N-2}{\sqrt{N-1}} & \frac{1}{\sqrt{N(N-1)}} & \frac{1}{\sqrt{N}} \\
0 & \ldots & 0 & 0 & -\frac{N-1}{\sqrt{N}} & \frac{1}{\sqrt{N}}
\end{pmatrix}
\begin{pmatrix}
r c_1 \\
r s_1 c_2 \\
\vdots \\
r s_{1:N-2} c_{N-1} \\
r s_{1:N-2} s_{N-1} \\
\sqrt{NR}
\end{pmatrix},
\]

(131)

can be written shortly as $\tilde{D} = M(r, \bar{\varphi}, R)$, where $M$ is an orthogonal matrix. The metric tensor:

\[
g =
\begin{pmatrix}
g_{RR} & g_{R\varphi_1} & \ldots & \ldots & \ldots & \ldots \\
g_{R\varphi_1} & g_{\varphi_1} & \ldots & \ldots & \ldots & \ldots \\
g_{R\varphi_2} & g_{\varphi_2} & \ldots & \ldots & \ldots & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
g_{R\varphi_{N-2}} & g_{\varphi_{N-2}} & \ldots & \ldots & \ldots & \ldots \\
g_{\varphi_1} & g_{\varphi_1} & \ldots & \ldots & \ldots & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\varphi_i = (c_1 s_1 c_2, \ldots, s_1 s_2, \ldots, N-2), \right.$

leads to the know form of the Laplacian. There is a simple expression for the harmonic term $\sum_{i=1}^{N} D_i^2 = NR^2 + r^2$, and since for all the differences $D_i - D_j = r f_{ij}(\bar{\varphi})$, the functions $f_{i\alpha, i\beta}$ depend only on the angles.
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