Neural modelling of solar radiation variability
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Abstract. Artificial neural networks are increasingly used in engineering and technical sciences, especially to solve problems under process uncertainty. The mathematical model presented in this article describes cloud variability. The application of the model can increase the efficiency of solar systems because the response time of the solar panel to changing weather conditions is crucial. The model involves an artificial neural network that serves to determine the degree of daily cloud coverage based on three data – the month, daily solar radiation sum and total harmonic distortion factor (THD). The THD factor is determined for daily solar radiation courses using a Fast Fourier Transform. Approaching the daily variability of solar radiation as a sine wave allows employing the THD factor in an unconventional and innovative way. The modelling data have been derived from the measurements of the meteorological station of the Institute of Mechanical Engineering of the Warsaw University of Life Sciences. MATLAB Software (2019a) was used for data processing and network modelling. The model is verified using the mean square error. The performed analysis provides promising results and conclusions.

1. Introduction

Modelling of objects using artificial neural networks (ANN) is used across a number of research areas including biomedical engineering, electrical engineering, mechanical engineering, materials engineering, or nutrition and food technology [1-5]. In the solar energy area, neural networks are most often used to model the efficiency of renewable energy systems [6], as well as for the individual elements of the systems, such as solar collectors [7,8], or increasingly popular in recent times, photovoltaic panels [9,10]. Also, in the literature on the subject, references can be found to forecasting techniques related to solar radiation and its impact on the design of solar systems [11-12].

More elaborate models are employed to predict solar radiation as the main impact on solar systems efficiency. In the literature, isotropic or anisotropic models of solar radiation are described [13]; however, they are quite general. In most cases, solar radiation modelling using the ANN method is associated with forecasting the daily course of total solar radiation [14] or, less frequently, diffuse solar radiation [15-16]. To this end, a range of ANN models is available: multilayer perceptron (MLP), adaptive neuro-fuzzy inference system (ANFIS), nonlinear autoregressive recurrent exogenous neural network (NARX), and generalised regression neural networks (GRNN). In the majority of the discussed models, the results relate to a specific region or country [17-18] but may be more general and also apply to forecast monthly mean daily global solar radiation [19]. The most frequently considered model variables (input data) are atmospheric conditions, such as outside temperature, sunshine duration,
humidity, or wind speed [20]. Model input data are usually built on the results from meteorological station measurements or can be alternatively determined analytically [21]. Less often, a particular matter level (PM) can be given as a model input [22]. Hybrid models that connect neural networks with other methods are also used for daily solar radiation forecasting, e.g. hybrid method coupling artificial neural network (ANN) and simulated annealing (SA), known as ANN/SA [23], whereas in other hybrid models, a convolutional neural network is used exclusively to extract features of solar radiation [24].

In this article, the output parameter is the type of day associated with the degree of cloud coverage. As input, in addition to meteorological data, the total harmonic distortion factor (THD) is presented. Our innovative proposal is to use the THD factor, which is typically found in electrical engineering to characterise the variability of solar radiation.

2. Material and methods

The neural network was created using MATLAB (R2019a) and the Neural Network Pattern Recognition app, which is part of Deep Learning Toolbox 12.1. The block diagram of the model is shown in Figure 1. The structure of the constructed neural network is shown in Figure 2.

The neural model contains an input layer, a hidden layer, and an output layer. Each layer is represented by a given number of neurons. The number of neurons in the input and output layers is directly related to the input and output signals of the model. The number of hidden neurons was determined experimentally, by evaluating the functioning of the network. The learning was performed using scaled conjugate gradient backpropagation [25]. There was no maximum number of training epochs – the network stopped the training process when the generalisation ceased to increase. The network was set up so that 80% of the data was used to train the network, 15% for assessment and 5% for testing. The network was then re-tested on the entire set of data and the obtained values were used in quality analysis. The procedure was repeated 10 times for each model and the average results were considered. The network quality analysis was assessed using two values, cross-entropy and the percentage of incorrect qualifications: the lower the cross-entropy and the percentage of misqualification, the higher the fit of the model.

The input data consist of three coefficients, further defined as subsequent factors. The measurement data have been obtained from the solar radiation research laboratory of the Fundamental Engineering and Energy Department at the Institute of Mechanical Engineering, Warsaw University of Life Sciences. The research laboratory consists of a meteorological station located at geographical coordinates 21°03'12" E, 52°09’37” N, at an altitude of 130 m above sea level, and the measured quantity was the intensity of solar radiation. The solar radiation data is archived in daily files every 60 seconds (total of
1440 data/day). The intensity of solar radiation is measured in W/m² with the Kipp&Zonen CM11 pyranometer, the highest-class device complying with the international norm, ISO 9060.

The first quantity fed into the network input is the daily total irradiation. It was calculated from direct measurement. A good practice used in the construction of neural networks is the optimisation of its coefficients. It is much easier for the network to analyse the influence of individual inputs on the desired result when all inputs take values from a similar range, rather than when one input is ranged e.g. between 0 and 1 and the other one 1000 and 5000. Therefore, from the available data, it could be seen that the maximum total daily solar radiation sum did not exceed 8.5 kWh/m². Therefore, the first \( I_{24h} \) factor (daily solar irradiance factor) is presented by the formula:

\[
I_{24h} = \frac{\sum_{i=1}^{1440} I_{min_i} \cdot 60 \text{ min}: 1000 \text{ } [\text{kWh}] }{8.5 \text{ } [\text{kWh}] / \text{m}^2}
\]  

(1)

The second quantity fed into the network input is the total harmonic distortion factor (THD). This factor is the ratio of the effective value of higher harmonics of the signal to the value of the basic component measured for a sinusoidal signal. It is used for testing disturbance levels in different types of waves and is found in various scientific fields such as acoustics or power engineering. Defining the course of daily solar radiation as a sine wave signal allows employing this factor in the research presented in the article. Subsequent harmonics were determined using a Fast Fourier Transform (FFT). To calculate the THD factor, a formula was used that does not take into account the first and second harmonics. Subsequent harmonics represent an ever-smaller period. The first harmonic is related to the season of the year and the second to the day-night cycle [23]. These harmonics do not result from the disturbances of the radiation course and are thereby omitted. The formula for the THD factor is as follows:

\[
THD = \sqrt{\frac{h_3^2 + h_4^2 + \cdots + h_n^2}{h_0 + h_1^2 + h_2^2 + \cdots + h_n^2}}
\]  

(2)

where:

- \( h_0 \) – average harmonic
- \( h_1, h_2, \ldots, h_n \) – other subsequent harmonics

As mentioned earlier, in this research, the course of solar radiation is derived from measurements taken every minute, which finally amounts to 1440 daily entries. Therefore, although many harmonics are produced, half of them are mirrored (as the main FFT property); hence, the final result is 720 harmonics used in the above formula. Due to the design of the formula, the factor takes values from 0 to 1.

The last of the quantities in the network input is the dependence of daily sums of solar irradiation on the season factor (SF). To determine this dependence, it is necessary to look at the sums of solar irradiation for individual months. The diagram below (Figure 3) shows these sums and divides them into 6 ranges (1 – from 0 to 100, 2 – from 100 to 200, 3 – from 200 to 300, 4 – from 300 to 400, 5 – from 400 to 500, 6 – from 500 to 600 MJ/m²). For example, when examining the January days, a factor of 1, or more precisely 1/6, will be taken for optimisation of the factors. Accordingly, the factor value for June days will be 6/6.

The task of the neural network is to classify the day based on 3 input data into 5 cloud classes (as a model output called day type). Cloudiness classification is difficult and complex since there is no automatic cloudiness assessment system that analyses the daily course of solar radiation. The most commonly used method of cloudiness classification are observations and manual assessment of the degree of cloud cover based on the daily course of solar radiation. For this reason, the authors have
chosen a manual method for classifying individual days into cloudiness types (graph overview, Figures 4-8). The evaluation of days was based on the analysis of the shape of the daily distribution of solar irradiation. Cloud classes were defined as follows:

1 – a fully cloudy day
2 – a mostly cloudy day
3 – a partially cloudy day
4 – a mostly sunny day
5 – a sunny day.

Figure 3. Total solar irradiation range according to month and season.

On a fully cloudy day (1) cloudiness is completely dominant and the solar radiation intensity values do not exceed 300 W/m², as shown in Figure 4. A mostly cloudy day (2) is a day with large fluctuations in radiation intensity, which is clearly visible in Figure 5. A partially cloudy day (3) is a day when the cloud cover is temporary (Figure 6). Cloudiness is most often caused by precipitation. On a mostly sunny day (4) the values of the solar radiation intensity fluctuate slightly, as seen in Figure 7. A sunny day (5) is a day when the sun is visible all day and no cloud cover is present (Figure 8).

The determination of the degree of cloudiness is quite fluent. While specifying days type 1 and 5 is rather straightforward, day type 2, which is also quite characteristic, could be misclassified as type 3. The classification difficulty increases with respect to distinguishing day types 3 and 4. In the article, measurements and rates from 1510 days are used. An example of the conversion of input data into neural network input factors is presented in Appendix A.
Figure 4. Cloud level classification example on a scale of 1.

Figure 5. Cloud level classification example on a scale of 2.
Figure 6. Cloud level classification example on a scale of 3.

Figure 7. Cloud level classification example on a scale of 4.
3. Results and discussion

Figure 9 shows how the effectiveness of the models changes depending on the number of neurons in the hidden layer. The graph shows the percentage of misqualification (confusion) and cross-entropy for models with the number of neurons in the hidden layer from 1 to 20.

Although the figure shows a decreasing trend, it was decided that the analysis of models with a larger number of hidden neurons will not comply with the simplicity principle that every mathematical model should be as simple as possible in construction. The analysis showed that the model with 20 hidden neurons provides optimum qualification skills to recognise types of a day according to cloud coverage.

Figure 10 presents an analysis of the effectiveness of the model. The diagonal cells show the number of cases that were correctly classified and the off-diagonal cells show the misclassified cases. The dark grey cell in the bottom right shows the total percentage of correctly classified cases (in green) and the total percentage of misclassified cases (in red).
Figure 10. Analysis of the effectiveness of the chosen model.

A neural network model with 20 hidden neurons is by far the best to recognise type 1 days. This good result (87.7% of correct qualifications) could be attributed to the relative ease of observation, given the most characteristic course of radiation intensity. Type 2 days are slightly more difficult to recognise, but the number of learner examples positively affects recognition. The neural network displays the greatest problem with distinguishing days type 3 and 4. Days with such cloudiness characteristics are largely similar, which results in qualification errors. Type 5 days are highly characteristic, their radiation intensity course is almost ideally sinusoidal. However, they are least frequent in the climatic zone where measurements were taken. Nevertheless, the network correctly recognises 75.2% of such days. It should be mentioned that some miscalculations are caused by the human factor, namely the manual classification of the days to neural network teaching sequence. The neural network correctly recognises 79.2% of all days, which according to the authors is a satisfactory result.

4. Conclusions
The article discusses the use of an artificial neural network to recognise the day type according to cloud cover change. The use of ANN for this purpose seems promising, but requires several changes in the model structure.

Firstly, more tests should be carried out on the use of the THD factor for testing the solar radiation course. Secondly, the number of day types should be increased. Greater variation may have a positive effect on the performance of the network. For example, an octane scale of 0-8 could be used. This would eliminate the issue of human error (manual classification) in the evaluation of days, as the data would come from documented meteorological logs. It is also possible to go beyond the scale and enter more days.

The day types could also be correlated with the THD factor, e.g. the entry of the day type 'cloudy before noon, sunny afternoon'. It would be necessary to develop and implement an automatic cloudiness assessment that provides for the daily course of solar radiation. In addition, it would be necessary to supply a division into components of the total solar radiation (i.e. diffuse and direct) to the input parameters of the neural network. Diffuse solar radiation dominates in days when cloud cover is high.

The analysed neural network model classifies days with an efficiency of approx. 80%. This is a satisfactory result, especially with the use of the THD factor, which in this application has not yet been
thoroughly tested. Undoubtedly, the result can be improved, and the use of the THD factor to evaluate cloudiness is promising.

Appendices
Appendix A. Example of converting input data into neural network input factors.

| Date (yy-mm-dd) | Daily solar radiation sum [kWh/m²] | Day type* | Daily solar irradiance factor 12th | Total harmonic distortion factor THD | Season factor SF | Requested output of the neural network |
|----------------|------------------------------------|-----------|------------------------------------|-------------------------------------|-----------------|----------------------------------------|
| 14-05-25       | 7.10                               | 4         | .8356                               | .2805                               | .8333           | 0 0 0 1 0                               |
| 14-06-10       | 8.01                               | 5         | .9428                               | .1573                               | 1.0000          | 0 0 0 0 1                               |
| 14-07-08       | 7.70                               | 5         | .9060                               | .2240                               | 1.0000          | 0 0 0 0 1                               |
| 14-08-20       | 6.36                               | 4         | .7483                               | .2371                               | .8333           | 0 0 0 1 0                               |
| 14-09-08       | 4.67                               | 4         | .5493                               | .1901                               | .6667           | 0 0 0 1 0                               |
| 14-10-19       | 2.51                               | 3         | .2959                               | .4026                               | .3333           | 0 0 1 0 0                               |
| 14-11-23       | 1.04                               | 2         | .1221                               | .3707                               | .1667           | 0 1 0 0 0                               |
| 14-12-18       | 0.40                               | 1         | .0467                               | .4732                               | .1667           | 1 0 0 0 0                               |
| 15-01-08       | 0.75                               | 1         | .0886                               | .5215                               | .1667           | 1 0 0 0 0                               |
| 15-02-02       | 1.23                               | 2         | .1445                               | .3982                               | .3333           | 0 1 0 0 0                               |
| 15-03-16       | 3.59                               | 3         | .4225                               | .4463                               | .5000           | 0 0 1 0 0                               |
| 15-04-11       | 5.19                               | 4         | .6104                               | .3735                               | .6667           | 0 0 0 1 0                               |

* manual classification
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