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In this paper, we construct pure alternative segment explicit-implicit (PASE-I) and implicit-explicit (PASI-E) difference algorithms for time fractional reaction-diffusion equations (FRDEs). They are a kind of difference schemes with intrinsic parallelism and based on classical explicit scheme and classical implicit scheme combined with alternating segment technology. The existence and uniqueness analysis of solutions of the parallel difference schemes are given. Both the theoretical proof and the numerical experiment show that PASE-I and PASI-E schemes are unconditionally stable and convergent with second-order spatial accuracy and $2 - \alpha$ order time accuracy. Compared with implicit scheme and E-I (I-E) scheme, the computational efficiency of PASE-I and PASI-E schemes is greatly improved. PASE-I and PASI-E schemes have obvious parallel computing properties, which shows that the difference schemes with intrinsic parallelism in this paper are feasible to solve the time FRDEs.

1. Introduction

Fractional differential equations can be used to describe some physical phenomena more accurately than the classical integer order differential equations. The time fractional reaction-diffusion equations (FRDEs) play an important role in dynamical systems of physics [1, 2], bioinformatics [3, 4], image processing [5], and other research areas [6, 7]. With the further application of FRDEs, the numerical solutions of FRDEs have become an urgent research work. The analytical solutions of FRDEs are difficult to give explicitly, even the analytical solution of linear fractional differential equation contains special functions, such as Mittag-Leffler function. The series corresponding to these functions converge very slowly; therefore, it is quite difficult to calculate these special functions in practical application. It makes the development of efficient numerical algorithms for FRDEs particularly important [8–10].

In recent years, many scholars have studied the numerical algorithm of the fractional diffusion model [11–13]. The finite difference method is still dominant among the existing algorithms now. Tadjeran et al. [14] examined a second-order accurate numerical method in time and in space to solve a class of initial-boundary value fractional diffusion equations with variable coefficients. Gao and Sun [15] derived a compact finite difference scheme for the subdiffusion equation, which is fourth-order accuracy compact approximate for the second-order space derivative. For time fractional subdiffusion equation with Dirichlet boundary value conditions, Luo et al. [16] established a novel collocation method via taking quadratic spline polynomials as basic functions with $O(\tau^4 + h^4)$ order accuracy, when the solution $v(x, t)$ has four-order continual derivative with respects to $x$ and $t$. Moreover, the accuracy of the proposed method does not depend on the order $\alpha$. Luo et al. [17] proposed a novel numerical approximate method for the Caputo fractional derivative by employing the piecewise linear and quadratic Lagrange interpolation functions, which convergence order is $O(\tau^{\alpha} + h^4)$ with $\alpha \in (0, 1)$. Yaseen et al. [18] proposed a finite difference scheme with a cubic trigonometric B-spline function for time fractional diffusion-wave equation with reaction term. The scheme is unconditional stable and convergent. For a class of one-dimensional and two-dimensional time FRDE with variable
coefficients and time drift term, Zhao and Gu [19] presented an implicit finite difference scheme based on the $L2 - 1,2$ formula. The unconditional stability and convergence of this scheme are proved rigorously by the discrete energy method, and the optimal convergence order in the $L2 - norm$ is $O(\tau^2 + h^2)$. For semilinear parabolic singularly perturbed systems of reaction-diffusion type, Clavero and Jorge [20] constructed a numerical method, which combined the central finite difference schemes to discretize in space and a linearized fractional implicit Euler method together with a splitting by components technique to integrate in time. The computational cost of the algorithm is considerably less than that of classical schemes. For three kinds of typical Caputo-type PDEs (including Caputo-type reaction-diffusion equation, reaction-diffusion-wave equation, and cable equation), Li and Wang [21, 22] proposed the local discontinuous Galerkin finite element methods. They studied the existence, uniqueness, and regularity of the solutions to these equations.

However, the existing implicit serial difference schemes are of relatively high computational complexity and relatively low computation efficiency. The reason is the fractional differential operators have nonlocal property [4, 11]. So, its numerical methods have full coefficient matrices, which require the storage of $O(N^2)$ and computational cost of $O(N^3)$. Even with high-performance computers, it is difficult to simulate long time or large computational domain. How to construct an effectively numerical algorithm with high precision and low computational complexity becomes an urgent problem.

In order to overcome the difficulty of numerical algorithms of fractional order differential equations which required large amount of computational cost and storage, there are two main types of solutions in the existing literature. One is the fast algorithm which needs to combine the characteristics of the algorithm for reducing computational complexity of the algorithms. The another is the parallel algorithm which makes full use of multicore and cluster devices. Parallel algorithms have been successfully applied in integer order differential equations [23, 24].

The research achievements of fast algorithms of fractional differential equations are as follows. Wang et al. [25] proposed a fast algorithm for solving the spatial fractional diffusion equation based on the special structure of difference scheme. Lu et al. [26] proposed a fast numerical difference algorithm for time fractional subdiffusion equation. For time space fractional convection-diffusion equations, Gu et al. [27] presented a new unconditionally stable implicit difference method, which converges with the second-order accuracy in both time and space variables. Then, they solved the Toeplitz-like systems of linear equations by Krylov subspace solvers with suitable circulant preconditioners. Each time level of these methods reduces the memory requirement of the proposed implicit difference scheme from $O(N^2)$ to $O(N)$ and the computational complexity from $O(N^3)$ to $O(N \log N)$ in each iterative step. Jiang et al. [28] have developed a fast algorithm for the evaluation of the Caputo fractional derivative ($0 < \alpha < 1$). The algorithm relies on an efficient sum-of-exponentials approximation for the convolution kernel $t^{-1-\alpha}$ with the absolute error over the interval $[\Delta t, T]$. The algorithm has nearly optimal complexity in both CPU time and storage. Zhao et al. [29] discussed a block lower triangular Toeplitz system arising from the time space fractional diffusion equation and applied the preconditioned biconjugate gradient stabilized method and the flexible general minimal residual method to obtain the solutions of the linear system. They developed a block bidiagonal Toeplitz preconditioner for the block lower triangular Toeplitz system, whose storage is of $O(N)$ with $N$ being the spatial grid number.

With the rapid development of multicore and cluster technology, parallel algorithms have become one of the mainstream technologies to improve computing efficiency. For integer order parabolic equation, Evans and Abdullah [30] put forward the idea of group explicit (GE), and designed the alternating group explicit (AGE) scheme, which not only guarantees the stability of numerical calculation, but also has good parallel property. Inspired by the AGE method, Zhang et al. [31] proposed the idea of constructing alternating segment implicit scheme by using Saul’yev asymmetric scheme, then established a variety of alternating segment explicit-implicit (ASE-I) and alternating segment pure implicit parallel difference formulas by appropriate use of alternating technique. The methods have been well applied to numerical solving integer partial differential equations (PDEs) [32, 33]. The existing numerical methods cannot be applied to numerically solve fractional order PDEs directly and even produce completely different numerical analysis. How to extend the existing parallel difference method of integer order PDEs to fractional order PDEs is a great challenge to the computational mathematics (physics) fields.

The research achievements of parallel algorithms for fractional differential equations are as follows. Diethelm [34] implements parallel computation for Adams-Bashforth-Moulton method of the second order of the fractional derivative and discusses the accuracy of the parallel algorithm. Gong et al. [35, 36] parallelizes the explicit difference scheme of the time fractional diffusion equation and implicit scheme of the Riesz type space FRDE. The core of parallelization is the product of matrix and vector, the addition vector and vector. Sweilam et al. [37] constructed a class of parallel Crank-Nicolson difference schemes for time fractional parabolic equations. The preconditioned conjugate gradient method was applied to solve discrete algebraic equations in parallel. Wang et al. [38] studies the parallel algorithm of the implicit difference scheme for Caputo-type FRDE. Compared with the classical schemes, the parallel algorithm has some improvements in computational efficiency. Under the principle of minimizing communication, reasonably allocating computing tasks and minimizing the change of the original serial difference format, the serial algorithm is parallelized. Biala and Khaliq [39] developed a time stepping scheme for solving nonlinear time space fractional PDEs. The schemes are implemented in parallel using the distributed (MPI), shared memory systems (OpenMP), and a combination of both (Hybrid). They discussed the advantages of the parallel algorithms over the sequential version.
Fu and Wang [40] developed a parallel finite difference scheme for space-time fractional PDEs. By exploring the structure of the stiffness matrices, they developed a matrix-free preconditioned fast Krylov subspace iterative method with significantly reduced computational work and memory requirement. Most of the parallel algorithms of fractional PDEs are from the perspective of numerical algebra.

For a long time, most of the existing parallel schemes are conditionally stable or unconditionally stable but with only first order accuracy in space. In order to obtain more accurate and unconditionally stable parallel difference schemes, we do not study parallel algorithms from the point of numerical algebra, but based on the parallelization of traditional difference schemes. When faced with long time history problem, large computational domain problem or high-dimensional problem, the amount of computation and storage of serial algorithms will increase exponentially [31]. At this point, considering the calculation accuracy and efficiency, the parallel algorithm with second-order spatial accuracy will be the good choice. In this paper, for time-FRDEs, the pure alternative segment explicit-implicit scheme for space-time fractional PDEs. By exploring the scheme for space-time fractional PDEs. By exploring the

Fu and Wang [40] developed a parallel finite difference scheme for space-time fractional PDEs. By exploring the structure of the stiffness matrices, they developed a matrix-free preconditioned fast Krylov subspace iterative method with significantly reduced computational work and memory requirement. Most of the parallel algorithms of fractional PDEs are from the perspective of numerical algebra.

For a long time, most of the existing parallel schemes are conditionally stable or unconditionally stable but with only first order accuracy in space. In order to obtain more accurate and unconditionally stable parallel difference schemes, we do not study parallel algorithms from the point of numerical algebra, but based on the parallelization of traditional difference schemes. When faced with long time history problem, large computational domain problem or high-dimensional problem, the amount of computation and storage of serial algorithms will increase exponentially [31]. At this point, considering the calculation accuracy and efficiency, the parallel algorithm with second-order spatial accuracy will be the good choice. In this paper, for time-FRDEs, the pure alternative segment explicit-implicit (PASE-I) and implicit-explicit (PASI-E) parallel difference schemes are obtained by processing the explicit and implicit difference schemes with alternating segment technique. Comparing with the existing difference schemes, this kind of schemes can greatly improve the efficiency of numerical simulation of fractional order models.

The rest of the paper is organized as follows. In Section 2, we structure the PASE-I parallel difference scheme of time FRDE. In Section 3, we prove the uniqueness, stability, and convergence of PASE-I scheme and PASI-E difference scheme. In Section 4, we present some numerical experiments to demonstrate the accuracy and efficiency of the PASE-I and PASI-E methods. Finally, some concluding remarks are presented in Section 5.

2. Parallel Intrinsic Difference Schemes for
Time Fractional Reaction-Diffusion Equation

2.1. Time Fractional Reaction-Diffusion Equation. In this section, we consider the time FRDE [1, 8]:

$$\frac{\partial^\alpha u(x, t)}{\partial t^\alpha} = \frac{\partial^2 u(x, t)}{\partial x^2} - p u(x, t) + f(x, t), \quad 0 < x < L, 0 < t \leq T,$$

$$u(x, 0) = u_0(x), \quad 0 \leq x \leq L,$$

$$u(0, t) = u(L, t) = 0, \quad 0 \leq t \leq T,$$  

(1)

where $u_0(x)$, $f(x, t)$ are given functions, $p$ is a nonnegative constant, $0 < \alpha < 1$, $\partial^\alpha u(x, t)/\partial t^\alpha$ is a fractional derivative of Caputo type:

$$\frac{\partial^\alpha u(x, t)}{\partial t^\alpha} = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{\partial u(x, \tau)}{\partial \tau} \, d\tau \left(\frac{t - \tau}{t - \tau}\right)^{\alpha},$$  

(2)

When $f(x, t) = 0$, by using the finite sinusoidal transformation and Laplace transformation, the analytic solution of equation (1) can be obtained [1, 8]:

$$u(x, t) = 2 \sum_{n=1}^{\infty} E_n \left(-\left(p + a^2 n^2 t^\alpha\right)\right) \sin(\alpha x)$$

$$\cdot \int_0^t u_0(r) \sin(\alpha x) \, dr,$$

(3)

where $E_n(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma((k/2) + 1)}$, $a = n/L$ is a special function of Mittag-Leffler, and

$$E_n(1) = \exp(-z),$$

$$E_n^{1/2}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma((k/2) + 1)} = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k!)} = \exp(z^2 - \text{erf}(z)),$$

(4)

where erf$(z)$ is error function, erf$(z) = 2/\sqrt{\pi} \int_0^z \exp(-t^2) \, dt$.

2.2. Construction of PASE-I Parallel Difference Scheme. We will divide the computational domain into mesh by taking the space step $h$ and the time step $k$. The mesh points are $(x_i, t_{nj})$, here $h = L/M$, $x_i = ih$, $i = 0, 1, 2, \ldots, M$; $k = T/N$, $t_{nj} = nk$, $n = 0, 1, 2, \ldots, N$; $M$, $N$ are positive integers. Let the value of $V^i_k$ be approximated to the value of $u(x_i, t_k)$.

The time fractional derivative term can be approximated by the following format:

$$\frac{\partial^\alpha u(x_i, t_{n+1})}{\partial t^\alpha}$$

$$= \frac{1}{\Gamma(1-\alpha)} \sum_{j=0}^{n} \int_{(j+1)k}^{(j+1)k} \frac{\partial V(x, \xi)}{\partial \xi} \left(\frac{t_{n+1} - \xi}{t_{n+1} - \xi}\right)^\alpha d\xi$$

$$= \frac{1}{\Gamma(1-\alpha)} \sum_{j=0}^{n} \left\{ V(x_{i+1}, t_{j+1}) - V(x_{i+1}, t_{j}) \right\} \frac{d\xi}{k \left(\frac{t_{n+1} - \xi}{t_{n+1} - \xi}\right)^\alpha}$$

$$= k^{-\alpha} \sum_{j=0}^{n} \int_{(j+1)k}^{(j+1)k} \left[ V(x_{i+1}, t_{n+1}) - V(x_{i+1}, t_{n+1}) \right] d\xi.$$

(5)

Let $i\partial_t^\alpha u(x_i, t_{n+1}) = k^{-\alpha} \int_{(j+1)k}^{(j+1)k} \left[ V(x_{i+1}, t_{n+1}) - V(x_{i+1}, t_{n+1}) \right] d\xi$. In order to construct PASE-I scheme of equation (1), the classical explicit and implicit schemes of equation (1) are given. Let $c = k^{\alpha} \Gamma(2-\alpha)$, $b = p$, $a = c/h^2$.

(1) The classical explicit scheme

$$\frac{\partial^\alpha u(x_i, t_{n+1})}{\partial t^\alpha} = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{\partial u(x, \tau)}{\partial \tau} \, d\tau \left(\frac{t - \tau}{t - \tau}\right)^{\alpha},$$

(6)
The classical explicit scheme (7) has ideal parallelism and is very suitable for parallel computing. However, it is conditionally stable, especially in multidimensional problems its time step is restricted severely. The classical implicit scheme (9) is unconditionally stable, and usually discrete into tridiagonal systems. The tridiagonal systems are solved in $O(N)$ complexity using the Thomas algorithm. It is inconvenient to obtain the numerical results directly and quickly. We will apply the classical explicit scheme (7) and implicit scheme (9) combining with alternating segmentation technology to construct PASE-I scheme.

We construct PASE-I scheme as follows. Let $M = 1 = B \ (B \geq 3, l \geq 3$ are integer numbers and $B$ is an odd number). On the same time level, the space grid points are divided into $B$ segments, which are recorded in the order of $S_1, S_2, \ldots, S_B$. On the odd time level, each segment is calculated according to the rule of "classical explicit-classical implicit-classical explicit" from left to right; on the even time level, each segment is calculated according to the order of "classical implicit-classical explicit-classical implicit" from left to right. For each segment, the explicit and implicit schemes are applied alternately in time. A piecewise sketch of grid points is shown in Figure 1. In Figure 1, $\hat{x}$ denotes the classical explicit format at the grid point, and $\square$ denotes classical implicit schemes, respectively. The internal boundary of each implicit segment depended on the value of the first or last point of the adjacent explicit segment.

Therefore, the PASE-I scheme of equation (1) is constructed as follows:

\[
\begin{align*}
\sum_{j=0}^{n} l_j (V_i^{n+1-j} - V_i^{n-j}) &= a(V_{i-1}^n - 2V_i^n + V_{i+1}^n) - bV_i^n + cf_i^n, \\
\sum_{j=0}^{n} l_j (V_i^{n+1-j} - V_i^{n-j}) &= a(V_{i-1}^n - 2V_i^n + V_{i+1}^n) - bV_i^n + cf_i^n, \\
\end{align*}
\]  

(7)

(8)

(9)

(10)

(11)

\[
\begin{align*}
(1 + aG_1)V^1 &= (1 - aG_2)V^0 + g^0 + l_0 V^0 + cf^0, \\
(1 + aG_2)V^{n+1} &= (c_1 I - aG_2)V^n + g^n + \sum_{j=1}^{n-1} c_{j+1} V^{n-j} + l_n V^0 + cf^n, \quad n = 1, 3, \ldots,  \\
(1 + aG_1)V^{n+2} &= (c_1 I - aG_1)V^{n+1} + g^{n+1} + \sum_{j=1}^{n} c_{j+1} V^{n+1-j} + l_{n+1} V^0 + cf^{n+1}, \\
\end{align*}
\]

(12)

where $c_j = l_j - l_{j-1} (j = 1, 2, \ldots, N)$, $V = (V_1, V_2, \ldots, V_{N-1})^T$, $V_k^T (k = 0, 1, \ldots, N)$, $f^n = (f_1^n, f_2^n, \ldots, f_{N-1}^n)^T$, $g^n = (g_0^n, 0, \ldots, g_{N}^n)^T \ (n = 0, 1, \ldots, N)$, $Q_l$ is $l \times l$ order zero matrix.
3. Numerical Analysis of PASE-I Difference Scheme

3.1. Uniqueness of PASE-I Difference Scheme’s Solution

Theorem 1. The pure alternative segment explicit-implicit (PASE-I) difference scheme (12) for the time fractional reaction-diffusion equation is uniquely solvable.

Proof. From the definition of $G_1$ and $G_2$, we can know that $G_1$ and $G_2$ are strictly diagonally dominant matrices, and the main diagonal elements of the two matrices are positive real numbers. $I + aG_1$ and $I + aG_2$ are nonsingular matrices. From that $I + aG_1$ is a nonsingular matrix, the second equation of PASE-I scheme (12) is uniquely solvable. From that $I + aG_1$ is a nonsingular matrix, the first and third equations of PASE-I scheme (12) are uniquely solvable. Therefore, Theorem 1 can be obtained.

3.2. Stability of PASE-I Difference Scheme. Using the property of the function $g(x) = x^{1-a}$ ($x \geq 1$), the following conclusions are obtained [4, 9]:

$$1 = l_0 > l_1 > l_2 > \cdots > l_n > 0, \quad l_n \to 0 (n \to \infty),$$

$$\sum_{j=1}^{n} c_j = 1 - l_n,$$

$$\sum_{j=1}^{\infty} c_j = 1.$$  \(14\)

Lemma 1. If the matrix $C$ is a nonnegative real matrix, then there is an estimation formula $\|(aI - \rho C)(I + \rho C)^{-1}\|_2 \leq 1$ for any parameter $\rho \geq 0, 0 \leq a \leq 1$.

Proof.

$$\|(aI - \rho C)(I + \rho C)^{-1}\|_2^2 = \max_{\varphi \in \mathbb{R}^n, \varphi \neq 0} \left( \frac{(aI - \rho C)(I + \rho C)^{-1}\varphi}{(aI - \rho C)(I + \rho C)^{-1}\varphi} \right)(\varphi, \varphi)$$  \(15\)

Make a transformation $\psi = (I + \rho C)^{-1}\varphi$, then

$$\|(aI - \rho C)(I + \rho C)^{-1}\|_2^2 = \max_{\psi \in \mathbb{R}^n, \psi \neq 0} \left[ (aI - \rho C)\psi, (aI - \rho C)\psi \right] \|(I + \rho C)\psi, (I + \rho C)\psi \|_2$$

$$= \max_{\psi \in \mathbb{R}^n, \psi \neq 0} \frac{a^2(\psi, \psi) - 2a\rho(\psi, \psi) + \rho^2(C\psi, C\psi)}{(\psi, \psi) + 2\rho(C\psi, \psi) + \rho^2(C\psi, C\psi)} \leq 1.$$  \(16\)
Therefore, \(\| (aI - pC) (I + pC)^{-1} \|_2 \leq 1\). That is the proof of Lemma 1.

For stability, assume that \(V^n_i\) is the numerical solution of the PASE-I difference scheme and \(\tilde{V}^n_i\) is the numerical solution of the PASE-I difference scheme from another initial value. Error \(e_1^n = V^n_i - \tilde{V}^n_i, e_0^n = e_0^n - e_0^M = 0, e_1^n = (e_1^n, e_2^n, \ldots, e_{M-1}^n)\), The error \(e_1^n\) is substituted into scheme (12) to obtain the following formula:

\[
\begin{align*}
(I + aG_1) e_1^n &= (I - aG_2) e_0^n + I_0 e_1^n, \\
(I + aG_1) e_2^{n+1} &= (c_1 I - aG_1) e_2^n + \sum_{j=1}^{n-1} c_{j+1} e^{n+1-j} + I_0 e_1^n, \\
(I + aG_1) e_2^{n+2} &= (c_1 I - aG_2) e_2^{n+1} + \sum_{j=1}^{n} c_{j+1} e^{n+1-j} + I_0 e_1^n.
\end{align*}
\]

(17)

Let \(\lambda_1, \lambda_2, \lambda_3, \lambda_4 \geq 0\) is any eigenvalue of the matrix \(aG_1\), and meet \(c_1 - \lambda_1\) takes the maximum value and \(1/(1 + \lambda_2)\) takes the minimum value. \(\lambda_3, \lambda_4, \lambda_2, \lambda_4 \geq 0\) is any eigenvalue of the matrix \(aG_2\), and meet \(c_1 - \lambda_1\) takes the maximum value and \(1/(1 + \lambda_4)\) takes the minimum value. Because the minimum eigenvalues of the matrices \(aG_1\) and \(aG_2\) are both 0, which means that \(\lambda_2 = \lambda_4 = 0\). Therefore, \(1/(1 + \lambda_3) = 1/(1 + \lambda_4) = 1\). From Lemma 1, let \(T_j = (c_1 I - aG_1) (I + aG_1)^{-1}, j = 1, 2\), we can know

\[
\| T_1 \|_2 = \| (c_1 I - aG_1) (I + aG_1)^{-1} \|_2 \\
\leq \| c_1 I - aG_1 \|_2 \| (I + aG_1)^{-1} \|_2 = \frac{|c_1 - \lambda_1|}{1 + \lambda_2} \leq 1.
\]

When \(\lambda_1 < c_1\), we have \((c_1 - \lambda_1 + l_1)/(1 + \lambda_2) = (c_1 - \lambda_1 + l_1)/(1 + \lambda_2) = (c_1 - \lambda_1)/(1 + \lambda_2) < 1\). When \(\lambda_1 \geq c_1\), let \(\lambda_1 = r_1 c_1\), here \(r_1 \geq 1\). From \(|c_1 - \lambda_1|/(1 + \lambda_2) \leq 1\), we can get \(r_1 \leq 2\) and \(c_1 \leq \lambda_1 \leq 2c_1\). \((c_1 - \lambda_1 + l_1)/(1 + \lambda_2) = (c_1 - c_1 + l_1)/(1 + \lambda_2) \leq (c_1 + l_1)/(1 + \lambda_2) \leq 1\).

When \(m = 1\),

\[
e^1 = (I + aG_1)^{-1} (I - aG_2) e_0^n,
\]

\[
\| e_1^n \|_2 = \| (I + aG_1)^{-1} (I - aG_2) e_0^n \|_2 \leq \frac{1 - \lambda_1}{1 + \lambda_2} \| e_0^n \|_2 \leq \| e_0^n \|_2.
\]

(19)

When \(m = 2\),

\[
e^2 = (I + aG_2)^{-1} [(c_1 I - aG_1) e_1^n + I_1 e_0^n],
\]

\[
\| e_2^{n+1} \|_2 = \| (I + aG_1)^{-1} [(c_1 I - aG_1) e_1^n + I_1 e_0^n] \|_2 \leq \| (I + aG_2)^{-1} [(c_1 I - aG_1) e_0^n + I_1 e_0^n] \|_2 + \| (I + aG_2)^{-1} e_1^n \|_2 \\
\leq \frac{|c_1 - \lambda_1| + l_1}{1 + \lambda_4} \| e_0^n \|_2 \leq \| e_0^n \|_2.
\]

(20)

Suppose when \(m \leq 2n\), the equation \(\| e_m^n \|_2 \leq \| e_0^n \|_2\) is established. When \(m = 2n + 1\), we have

\[
e^{2n+1} = (I + aG_1)^{-1} [(c_1 I - aG_2) e_0^{2n} + \sum_{j=1}^{2n-1} c_{j+1} e^{2n+1-j} + I_2 e_0^n],
\]

\[
\| e^{2n+1} \|_2 = \| (I + aG_1)^{-1} [(c_1 I - aG_2) e_0^{2n} + \sum_{j=1}^{2n-1} c_{j+1} e^{2n+1-j} + I_2 e_0^n] \|_2 \\
\leq \| (I + aG_1)^{-1} \|_2 \| (c_1 I - aG_2) e_0^{2n} + \sum_{j=1}^{2n-1} c_{j+1} e^{2n+1-j} + I_2 e_0^n \|_2 \\
\leq \| (I + aG_1)^{-1} \|_2 \left[ \| (c_1 I - aG_2) e_0^n \|_2 + \sum_{j=1}^{2n-1} |c_{j+1}| \| e_0^n \|_2 + \| I_2 \|_2 \| e_0^n \|_2 \right] \\
= \frac{|c_1 - \lambda_1| + \sum_{j=1}^{2n-1} c_{j+1} + I_2 e_0^n}{1 + \lambda_2} \| e_0^n \|_2 \\
= \frac{|c_1 - \lambda_1| + l_1}{1 + \lambda_4} \| e_0^n \|_2.
\]

(21)
When $\lambda_3 < \epsilon_1$, we have $(c_1 - \lambda_3 + l_1)/(1 + \lambda_4) = (c_1 - \lambda_3 + l_1)/(1 + \lambda_4) = (1 - \lambda_3)/(1 + \lambda_4) < 1$. When $\lambda_3 \geq \epsilon_1$, let $\lambda_3 = r_1 \epsilon_1$, here $r_1 \geq 1$; from $|c_1 - \lambda_3|/(1 + \lambda_4) \leq 1$, we can get $r_1 \leq 2, \epsilon_1 \leq \lambda_3 \leq 2\epsilon_1$; and $(c_1 - \lambda_3 + l_1)/(1 + \lambda_4) = (\lambda_3 - c_1 + l_1)/(1 + \lambda_4) \leq (c_1 + l_1)/(1 + \lambda_4) \leq 1$. Therefore, $\|e^{2nt}\|_2 \leq \|e^0\|_2$.

When $m = 2n + 2$,

$$e^{2nt} = (I + aG_2)^{-1} \left[ (c_1 I - aG_1)e^{2nt} + \sum_{j=1}^{2n} c_{j+1}e^{2nt-2j} + l_{2nt}e^0 \right],$$

$$\|e^{2nt}\|_2 \leq \|(I + aG_2)^{-1} \left( (c_1 I - aG_1)e^{2nt} + \sum_{j=1}^{2n} c_{j+1}e^{2nt-2j} + l_{2nt}e^0 \right)\|_2 \leq \|(I + aG_2)^{-1}\|_2 \left( \|c_1 I - aG_1\|_2 \|e^0\|_2 + \sum_{j=1}^{2n} \|c_{j+1}\|_2 \|e^0\|_2 + l_{2nt}\|e^0\|_2 \right) \leq \|e^0\|_2 \leq \|e^0\|_2.$$  \hspace{1cm} (22)

In the same way, we can get $\|e^{nt}\|_2 \leq \|e^0\|_2$.

To sum up, $\|e^\alpha\|_2 \leq \|e^0\|_2$, $n = 1, 2, 3, \ldots$, and the following theorem can be obtained. \hfill \Box

**Theorem 2.** The pure alternative segment explicit-implicit (PASE-I) difference scheme (12) for time fractional reaction-diffusion equation is unconditionally stable.

### 3.3. Convergence of PASE-I Difference Scheme

First, the accuracy of PASE-I scheme is analyzed. The PASE-I scheme is alternatively applied explicit and implicit segments, not only in the direction of space, but also in the direction of time. Examination of grid points $(x_i, t_{2n+1})$ and $(x_i, t_{2n+2})$. The classical explicit scheme is

$$C_0D_t^\alpha u(x_i, t_{2n+1}) = \frac{1}{h^2}(V_{i-1}^{2nt} - 2V_i^{2nt} + V_{i+1}^{2nt}) - pV_i^{2nt} + f_i^{2nt}, \hspace{1cm} (23)$$

$$V_i^{2nt+1} = aV_i^{2nt} + (1 - 2a - l_1 - b)V_{i-1}^{2nt} + aV_{i+1}^{2nt} + \sum_{j=1}^{2n-1} (l_j - l_{j+1})V_i^{2nt-j} + l_{2nt}V_i^0 + cf_i^{2nt}. \hspace{1cm} (24)$$

The classical implicit scheme is

$$C_0D_t^\alpha u(x_i, t_{2n+2}) = \frac{1}{h^2}(V_{i-1}^{2nt+2} - 2V_i^{2nt+2} + V_{i+1}^{2nt+2}) - pV_i^{2nt} + f_i^{2nt+2}, \hspace{1cm} (25)$$

$$= (1 - l_1)V_i^{2nt+1} + \sum_{j=1}^{2n} (l_j - l_{j+1})V_i^{2nt+1-j} + l_{2nt}V_i^0 + cf_i^{2nt+2}. \hspace{1cm} (26)$$

We expand (24) and (26) at two points $(x_i, t_{2n+1})$ and $(x_i, t_{2n+2})$ for Taylor, respectively. The truncation error is recorded as $T_2(k, \alpha) = (2n + 1)^{1-\alpha} \epsilon_i (1/k^{1-\alpha})$. It is known that the precision of $C_0D_t^\alpha u(x_i, t_{2n+1})$ is $2-\alpha$ order [4, 9]. Let $C_V = \max_{0 \leq t \leq \tau_{2n+1}} \{ |\partial^\alpha V(x, t)/\partial t^\alpha | \}$, we have
\[
\frac{\partial^{n+1}V(x_i, t_{2n+1})}{\partial t^{n+1}} = \frac{1}{\Gamma(1 - \alpha)} \int_0^{t_{2n+1}} \frac{\partial^2 V(x_i, \tau)}{\partial \tau^2} \frac{d\tau}{(t_{2n+1} - \tau)^\alpha} \\
= \frac{1}{\Gamma(1 - \alpha)} \sum_{j=0}^{2n} \int_{t_j}^{t_{j+1}} \frac{d\tau}{(t_{2n+1} - \tau)^\alpha} \\
\leq \frac{1}{\Gamma(1 - \alpha)} \max_{0 \leq t \leq t_{2n+1}} \left\{ \frac{\partial^2 V(x, t)}{\partial t^2} \right\} \sum_{j=0}^{2n} \frac{\alpha^{(j+1)\alpha}}{(t_{2n+1} - \tau)^\alpha} \\
= \frac{C_v}{\Gamma(1 - \alpha)} \sum_{j=0}^{2n} \frac{\alpha^{(j+1)\alpha}}{(t_{2n+1} - \tau)^\alpha} \\
= \frac{C_v k^{1-\alpha}}{(1 - \alpha)\Gamma(1 - \alpha)} \sum_{j=0}^{2n} \left[(2n + 1 - j)^{1-\alpha} - (2n - j)^{1-\alpha}\right] \\
\leq \frac{(2n + 1)^{1-\alpha} C_v k^{1-\alpha}}{\Gamma(2 - \alpha)}, \tag{27}
\]

The two terms \(kV_{xxtt}, pkV_t\) of \(T_1(k, h)\) have the same form as two terms \(kV_{xxtt}, pkV_t\) of \(T_2(k, h)\), but the opposite of the symbol. When the explicit format and implicit format are applied alternately, the errors of the two terms will be offset. And \(k[\partial^{n+1}V(x_i, t_{2n+1})/\partial t^{n+1}]\leq Ck^{2-\alpha}, C > 0\). When applying explicit and implicit formats alternately, the accuracy is 2 order in space direction and \(2 - \alpha\) in time direction. Similarly, the same results can be obtained when implicit and explicit formats are applied alternately. Therefore, the truncation of PASE-I scheme is \(R_i^n = O(k^{2-\alpha} + h^2)\).

When \(m = 1\), the first layer is calculated applying the explicit format:

\[
V_i^1 = aV_{i-1}^0 + (1 - 2a - b)V_i^0 + aV_{i+1}^0 + cf_i^0. \tag{28}
\]

When \(m = 2\), the second layer is calculated applying the implicit format:

\[
V_i^1 = aV_{i-1}^0 + (1 - 2a - b)V_i^0 + aV_{i+1}^0 + cf_i^0, \tag{29}
\]

\[-aV_{i-1}^2 + (1 + 2a + b)V_i^2 - aV_{i+1}^2 = c_iV_i^1 + l_iV_i^0 + cf_i^1. \tag{30}\]

Substitute (29) into (30) to eliminate \(V_i^1:\)

\[-aV_{i-1}^2 + (1 + 2a + b)V_i^2 - aV_{i+1}^2 = c_iV_{i-1}^0 + (1 - 2a - b)V_i^0 + c_iV_{i+1}^0 + c_iV_{i+1}^0 + cc_i^1 + cf_i^1. \tag{31}\]

When \(m > 2\), we substitute the explicit format (24) into the implicit format (26) to eliminate \(V_{i+1}^{2m+1}:\)

\[-aV_{i-1}^{2m+2} + (1 + 2a + b)V_i^{2m+2} - aV_{i+1}^{2m+2} = c_iV_{i-1}^{2m+1} + c_i(1 - 2a - b)V_i^{2m+1} + c_iV_{i+1}^{2m+1} + c_iV_{i+1}^{2m+1} + \sum_{j=1}^{2m-1} (c_jc_{j+1}^1 + c_jV_{i+1}^{2m-j}) + (c_j^1 + c_j^1)V_{i+1}^{2m-j} + cc_i^j + cf_i^{2m+2}. \tag{32}\]

For convenience, assume that \(V_i^0\) is the exact solution of time FRDE, and \(V_i^n\) is the numerical solution of the difference scheme, \(E_i = V_i^n - V_i^n. \) For \(n = 0, 1, 2, \ldots, N, (28), (31)\) and (32) we have
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where

\[ R^n = O(K^{2-a} + h^2), \quad E^n_0 = E^n_M = E^n_i = 0, \quad n = 0, 1, \ldots, N, \quad i = 0, 1, \ldots, M. \]

Define two grid functions as follows:

\[
E^n_i(x) = \begin{cases} E^n_i, & x \in (x_{i-1/2}, x_{i+1/2}), \quad l = 1, 2, \ldots, M - 1, \\ 0, & x \in \left[0, \frac{h}{2}\right] \cup \left(L - \frac{h}{2}, L\right), \end{cases}
\]

\[
R^n_i(x) = \begin{cases} R^n_i, & x \in (x_{i-1/2}, x_{i+1/2}), \quad l = 1, 2, \ldots, M - 1, \\ 0, & x \in \left[0, \frac{h}{2}\right] \cup \left(L - \frac{h}{2}, L\right), \end{cases}
\]

where

\[ R^n = (R^n_1, R^n_2, \ldots, R^n_{M-1}), \quad E^n = (E^n_1, E^n_2, \ldots, E^n_{M-1}), \quad n = 0, 1, 2, \ldots, N. \]

We do Fourier expansion on \( E^n(x) \) and \( R^n(x) \):

\[
E^n(x) = \sum_{j=-\infty}^{\infty} E^n_{j} e^{2j\pi x/L}, \quad (i = \sqrt{-1}),
\]

\[ n = 0, 1, \ldots, N, \quad j = 0, 1, \ldots, M, \]

\[
R^n(x) = \sum_{j=-\infty}^{\infty} R^n_{j} e^{2j\pi x/L}, \quad (i = \sqrt{-1}),
\]

\[ n = 0, 1, \ldots, N, \quad j = 0, 1, \ldots, M, \]

where

\[
\int_0^L R^n e^{2j\pi x/L} \, dx, \quad j = \pm 0, \pm 1, \ldots
\]

Define

\[
\|E^n(x)\| = \sqrt{\sum_{j=-\infty}^{\infty} |E^n_{j}|^2},
\]

\[ \|R^n(x)\| = \sqrt{\sum_{j=-\infty}^{\infty} |R^n_{j}|^2}. \]

We have the following formula:

\[
\|E^n(x)\|^2 = \sum_{j=1}^{M-1} h |E^n_{j}|^2 = L \sum_{j=0}^{\infty} |E^n_{j}|^2, \quad n = 0, 1, \ldots, N,
\]

\[
\|R^n(x)\|^2 = \sum_{j=1}^{M-1} h |R^n_{j}|^2 = L \sum_{j=0}^{\infty} |R^n_{j}|^2, \quad n = 0, 1, \ldots, N.
\]

Set \( E^n = e^{\lambda h} \), \( R^n = r^n e^{\alpha h} \) (\( \lambda = 2j/n/L \)), and substitute (33), we have

\[
\begin{align*}
E^n_i &= aE^n_{i-1} + (1 - 2a - b)E^n_{i} + aE^n_{i+1} + k^n R^n_i, \\
-\alpha E^n_{i+1} + (1 + 2a + b)E^n_{i} - \alpha E^n_{i+1} &= c_1 aE^n_{i-1} + [c_1 (1 - 2a - b) + l_1] E^n_{i} + c_1 aE^n_{i+1} + k^n R^n_i, \\
-\alpha E^n_{i+2} + (1 + 2a + b)E^n_{i+1} - \alpha E^n_{i+2} &= c_1 aE^n_{i+1} + [c_1 (1 - 2a - b) + l_2] E^n_{i+1} + c_1 aE^n_{i+2} + c_2 E^n_{i+2}, \\
+ \sum_{j=1}^{2n-1} (c_1 c_{j+1} + c_{j+2}) E^n_{i+j} &= (c_1 l_{2n} + l_{2n+1}) E^n_{i} + R^n_{i+2}.
\end{align*}
\]

Because \( \sin^2 \lambda h/2 = -1/4 (e^{-i\lambda h} - 2 + e^{i\lambda h}) \), (38) can be converted to

\[
\begin{align*}
E^n_i &= k^n r^n, \\
-\alpha e^{-i\lambda h} + (1 + 2a + b) - ae^{i\lambda h} &= k^n r^n, \\
-\alpha e^{-i\lambda h} + (1 + 2a + b) = \alpha e^{i\lambda h} c^n_{2n} + \sum_{j=1}^{2n-1} (c_1 c_{j+1} + c_{j+2}) e^{2n+j} + k^n r^{2n}.
\end{align*}
\]

Lemma 2. Let \( e^k \) be the solution of (39), \( \exists C_l > 0 \) makes

\[ |r^{2n}| \leq C_l |l_{2n+1} |^{k^n r^n}, \quad n = 0, 1, \ldots, N. \]

Proof. From

\[
R^n = O(K^{2-a} + h^2), \quad (j = 0, 1, \ldots, M, \quad n = 0, 1, \ldots, N),
\]

we know \( \exists C_2 > 0 \), makes

\[
R^n \leq C_2 (K^{2-a} + h^2).
\]

According to \( \|R^n(x)\|^2 = \sum_{j=1}^{M-1} h |R^n_{j}|^2 = L \sum_{j=0}^{\infty} |R^n_{j}|^2, \quad n = 0, 1, \ldots, N \), we have

\[
\|R^n\| \leq C_2 \sqrt{h (K^{2-a} + h^2)}.
\]

From \( R^n = r^n e^{i\lambda h} \) (\( \lambda = 2j/n/L \)) and (37), we can know

\[ |r^n| \leq |R^n| \leq C_2 |R^n| \equiv C_3 |r^n|, \quad n = 2, 3, \ldots, N, \]

where \( C_3 \) is a positive number. From (39), we have

\[
|e^n| = k^n |r^n| = l_{2n} k^n |r^n|,
\]

\[
|\|2^n| |1 + b + 4a \sin^2 \lambda h/2| \leq C_3 |r^n| = C_3 l_{2n} |r^n|.
\]
Suppose $|e^k| \leq C_1 r_{k-1}^{-1} k^\alpha |r^1| (k \leq 2n), C_1 = \max\{1, C_3\}$, we have
\[
|1 + b + 4a \sin \frac{\lambda h}{2} | e^{2n+2} |e^n| = \left| c_1^2 + c_2 - c_1 b - 4c_1 a \sin \frac{\lambda h}{2} |e^{2n+2}| \right| + \sum_{j=1}^{2n-1} \left( c_1 c_{j+1} + c_{j+2} \right) e^{2n-j} |r^{n+2}| + k^\alpha |r^{n+2}| \\
\leq \left| c_1 b + 4c_1 a \sin \frac{\lambda h}{2} |e^{2n+2}| + \sum_{j=1}^{2n} \left( c_1 c_j + c_{j+1} \right) C_1 r_{2n-j}^{-1} k^\alpha |r^1| \right| + C_2 k^\alpha |r^1| \\
\leq \left| c_1 b + 4c_1 a \sin \frac{\lambda h}{2} C_1 r_{2n-1}^{-1} k^\alpha |r^1| \right| + \sum_{j=1}^{2n} \left( c_1 c_j + c_{j+1} \right) C_1 r_{2n-j}^{-1} k^\alpha |r^1| + C_2 k^\alpha |r^1| \\
\leq \left| c_1 b + 4c_1 a \sin \frac{\lambda h}{2} \right| + \sum_{j=1}^{2n} \left( c_1 c_j + c_{j+1} \right) \left( C_1 r_{2n-j}^{-1} k^\alpha |r^1| \right) \\
\leq \left| c_1 b + 4c_1 a \sin \frac{\lambda h}{2} |e^{2n+2}| + c_1 + \sum_{j=1}^{2n} c_{j+1} + C_1 r_{2n-1}^{-1} k^\alpha |r^1| \right| \\
\leq \left| 1 + b + 4a \sin \frac{\lambda h}{2} C_1 r_{2n-1}^{-1} k^\alpha |r^1| \right|. \\
\tag{44}
\]

Therefore, we have $|e^{2n+2}| \leq C_1 r_{2n-1}^{-1} k^\alpha |r^1|$. Lemma 2 proof is complete.

Because $n^\alpha k^\alpha \leq T^n (n = 1, 2, \ldots, N)$, $\lim_{n \to \infty} n^\alpha / (n + 1)^{1-\alpha} = \lim_{n \to \infty} n^\alpha / (n + 1)^{1-\alpha} = 1/(1-\alpha)$, we have
\[
|e^{2n+2}| \leq C_1 r_{2n-1}^{-1} k^\alpha |r^1| \leq C_1 C_2 r_{2n-1}^{-1} (2n + 1)^{-\alpha} (2n + 1)^{\alpha} k^\alpha |r^1| \\
\leq \frac{C_1}{1-\alpha} (2n + 1)^{-\alpha} k^\alpha |r^1| \leq \frac{C_1}{1-\alpha} T^n |r^1|. \\
\tag{45}
\]

From (36), (37) and (41) we can get
\[
\|V^n - \bar{V}_i^n\| \leq C_1 T^n R^1 \leq \frac{C_1}{1-\alpha} C_2 \sqrt{T} (k^{2-\alpha} + h^2) \\
= C(k^{2-\alpha} + h^2). \tag{46}
\]

To sum up, the following theorem can be obtained.

**Theorem 3.** The pure alternative segmented explicit-implicit (PASE-I) scheme (12) of the time fractional reaction-diffusion equation is unconditionally convergent, and satisfying
\[
\|V^n - \bar{V}_i^n\| \leq C(k^{2-\alpha} + h^2), \quad i = 1, 2, \ldots, M, \\
n = 1, 2, \ldots, N. \tag{47}
\]

Here $C$ is a positive number.

3.4. PASI-E Scheme of Time Fractional Reaction-Diffusion Equation. Similar to the construction of PASE-I scheme, we give the PASI-E scheme of FRDE.

When solving the odd time layer, the calculation is performed according to the rules of “classical implicit-classical explicit-classical implicit”. On the even time layer, the rule of “classical explicit-classical implicit-classical explicit” is applied. Then the PASI-E scheme for solving the time FRDE is obtained as follows:
\[
\begin{align*}
(I + aG_2) V^1 &= (I - aG_1) V^0 + g^1 + l_0 V^0 + c f^1, \\
(I + aG_1) V^{n+1} &= (c_1 I + aG_2) V^n + g^{n+1} + \sum_{j=1}^n c_{j+1} V^{n-j} \\
&+ l_{n+1} V^0 + c f^{n+1}, \quad n = 1, 3, \ldots, \\
(I + aG_1) V^{n+2} &= (c_1 I - aG_1) V^{n+1} + g^{n+1} + \sum_{j=1}^n c_{j+1} V^{n+1-j} \\
&+ l_{n+1} V^0 + c f^{n+1}. \tag{48}
\end{align*}
\]

The implicit scheme of the first time layer is unconditionally stable and convergent. Starting from the second time layer, with reference to the proof analysis of the PASE-I scheme, there are the following theorems.

**Theorem 4.** The pure alternative segmented implicit-explicit (PASI-E) scheme (48) of the time fractional reaction-diffusion equation is uniquely solvable, unconditionally stable and convergent, satisfying
\[
\|V^n_i - \bar{V}_i^n\| \leq C(k^{2-\alpha} + h^2), \quad i = 1, 2, \ldots, M, \\
n = 1, 2, \ldots, N. \tag{49}
\]

Here $C$ is a positive number.

4. Numerical Experiments

The numerical examples are based on Intel Core i5-2400 CPU@3.10GHz, which is a quad-core CPU. By using the Parallel Computing Toolbox of Matlab R2014a to run the PASE-I and PASI-E parallel algorithms and complete numerical experiments.
Example 1. In equation (1) take \( p = 1, \ L = 2, \ T = 1, \)
\( u(x, 0) = 0, \) and
\[ f(x, t) = 2/\Gamma (3 - \alpha )x(2 - x) t^{2 - \alpha } + t^2 x (2 - x) + 2t^2. \]
Then, the exact solution of the equation is
\[ u(x, t) = t^2 x (2 - x) \]
[35, 41].

Take
\[ M = 81, \ N = 1000, \ \alpha = 0.7, \ B = 5, \ l = (M - 1)/B = 16. \]
Figures 2–4 give the surfaces of exact solution, the numerical solutions’ surface of PASE-I and PASI-E schemes, respectively. It can be seen that they are of the same shape and the solutions’ surface of PASE-I and PASI-E schemes are very close to the exact solution.

In order to verify the stability of PASE-I and PASI-E methods, the variation of relative error over time is investigated. The Sum of Relative Error for every Time level (SRET) is defined as
\[ \text{SRET}(j) = \sum_{i=1}^{M} \frac{|\bar{V}_j^i - V_i^j|}{\bar{V}_i^j}. \]  
(50)

As shown in Figure 5, for \( M = 81, \ N = 1000, \ \alpha = 0.7, \) it can be seen that the SRET of PASE-I and PASI-E solutions is relatively large when the number of time layers is small. But with the increase of time layers, SRET decreases rapidly and is bounded. Therefore, Figure 5 shows that the PASE-I and PASI-E methods for time FRDE are computationally stable.

At the same time, Figure 5 shows that the SRET of the numerical solution of PASE-I (PASI-E) format is large near the initial moment, which is similar to other formats. Here we will encrypt the grid near the initial moment to improve the accuracy of PASE-I (PASI-E) format. Let \( t = 1, \)
\( M = 81, \ N = 1000. \) The grids of the interval \([0, 0.2]\) are encrypted by a factor of 2 to 5, respectively. From Figure 6, we can know that with the encryption of the initial time grid, the SRET of the initial moment decreases obviously. When the local encryption grid is 3 times, the SRET of initial time decreases about from 50 to 20. The local encryption technology can improve the numerical simulation error.

As can be seen from Table 2, the computation time (CPU time) of PASE-I or PASI-E scheme increases linearly with the multiples of local grid refinement. We can choose the appropriate grid encryption multiples according to the accuracy and time requirements of the numerical simulation process. We can also see that the computation time of the two parallel difference schemes is very close.

In order to better verify the accuracy of PASE-I and PASI-E methods, the distribution of errors on spatial grid points is investigated below. The Difference Total Energy (DTE) is defined as
\[ \text{DTE}(i) = \frac{1}{2} \sum_{j=1}^{N} (\bar{V}_i^j - V_i^j)^2. \]  
(51)
Table 1: Comparison of numerical solutions and exact solution ($\alpha = 0.7$, $t = 0.4$).

| $x$   | 0.4   | 0.8   | 1.2   | 1.6   |
|-------|-------|-------|-------|-------|
| Exact solution | 0.102400 | 0.153600 | 0.153600 | 0.102400 |
| Implicit scheme | 0.102396 | 0.153750 | 0.153750 | 0.102396 |
| E-I scheme [41] | 0.102526 | 0.153343 | 0.153343 | 0.102526 |
| I-E scheme [41] | 0.102522 | 0.153580 | 0.153580 | 0.102522 |
| PASE-I scheme | 0.102339 | 0.153288 | 0.153288 | 0.102339 |
| PASI-E scheme | 0.102474 | 0.153262 | 0.153613 | 0.102356 |

Figure 5: SRET of PASE-I and PASI-E schemes’ solutions.

Figure 6: Continued.
From Figure 7, we can see that when $M \geq 81$, $N \approx 1000$, $\alpha \approx 0.7$, the DTE of PASE-I and PASI-E schemes are between 0 and 1.4e-04 on the whole spatial grid points. In other words, the numerical solutions of PASE-I and PASI-E schemes are very close to the exact solution. Figure 7 shows that that the PASE-I and PASI-E methods have good accuracy for solving time FRDE.

Because the numerical solutions of the PASE-I scheme and PASI-E scheme are very close, we only consider PASE-I scheme. The numerical experiments of the order of time convergence and the order of space convergence are given below for the implicit scheme, E-I scheme, and PASE-I scheme. Define the norm $L^2$ of error, the order of space convergence $\text{Order}_1$, and the order of time convergence $\text{Order}_2$ as follows [26, 42]:

$$E_z(h, k) = \max_{0 \leq i \leq N} \| V_i^n - V_i^n \|_2,$$

$$\text{Order}_1 = \log_2 \left[ \frac{E_z(2h, k)}{E_z(h, k)} \right],$$

$$\text{Order}_2 = \log_2 \left[ \frac{E_z(h, 2k)}{E_z(h, k)} \right].$$

First, we verify the order of spatial direction convergence order of the PASE-I scheme. Set $M = 21, 41, 81, 161, 321, N \approx M^2/4 (k \approx h^2)$, $\alpha$ was taken as 0.3, 0.5 and 0.7 respectively. Table 3 indicates that the order of spatial direction convergence of the PASE-I scheme is approximately second order. Secondly, we verify and calculate the time direction convergence order of PASE-I scheme. Set $N = 400, 800, 1600, 3200, 6400$ and space step $h = 2/81 (M = 81)$, $\alpha$ was taken as 0.3, 0.5, and 0.7 respectively. We can see that the time direction convergence order

| Grid local refinement | 1 time | 2 times | 3 times | 4 times | 5 times |
|-----------------------|--------|---------|---------|---------|---------|
| CPU time of PASE-I    | 2.54   | 2.63    | 3.08    | 3.78    | 4.51    |
| CPU time of PASI-E    | 2.40   | 2.64    | 3.10    | 3.77    | 4.55    |

Figure 6: SRET of PASE-I and PASI-E schemes when local grid refinement. (a) Local grid refinement 2 times. (b) Local grid refinement 3 times. (c) Local grid refinement 4 times. (d) Local grid refinement 5 times.

Figure 7: The distribution of DTE of two schemes in spatial grid points.
of PASE-I scheme is approximately $2 - \alpha$ order from Table 4. It is shown that the PASE-I scheme in this paper is equivalent to the existing implicit and E-I scheme in spatial and temporal accuracy, and the results of numerical experiments are consistent with theoretical analysis.

Table 3: The order of spatial convergence of implicit, E-I, and PASE-I schemes ($k = h^2$).

| $\alpha$ | $M$ | Implicit scheme | E-I scheme [41] | PASE-I scheme |
|----------|-----|----------------|----------------|--------------|
|          |     | $E_i(h, k)$    | Order1         | $E_i(h, k)$  | Order1       | $E_i(h, k)$  | Order1       |
| 2        | 21  | 7.748166e-02  | 2.563728e-02  | 1.645750e-02|
| 41       | 7.68690e-02 | 2.349588e-02  | 1.540929e-01  |
| 0.3      | 81  | 1.982738e-02  | 1.966360      | 1.960535     |
| 0.5      | 81  | 4.986066e-03  | 1.999042      | 2.159171     |
| 0.7      | 81  | 11.249155e-03 | 1.997528      | 2.135667     |
|          | 321 | 3.124381e-04  | 1.999310      | 2.121363     |

Example 2. In equation (1) take $p = 0$, $L = 2\pi$, $T = 1$, $u(x, 0) = 0$ and $f(x, t) = [t^{\alpha} + (1 + \alpha + \mu)^{\beta}]^{\alpha} \sin x$. The exact solution is $u(x, t) = t^{\alpha+\mu} \sin x$ [35, 43].

In the Example 2, we consider the time FRDE under the condition of weak regularity. We take $M = 41$, $\alpha = 0.8$, $\mu = 0.1$ and 0.5 for Example 2. For Table 5, when $\alpha + \mu > 2 - \alpha$, the orders of time convergence of PASE-I and PASE-I schemes are approximately $2 - \alpha$ order. When $\alpha + \mu < 2 - \alpha$.

Table 4: The order of time convergence of implicit, E-I, and PASE-I schemes ($h = 1/40$).

| $\alpha$ | $N$ | Implicit scheme | $e-I$ scheme [41] | PASE-I scheme |
|----------|-----|----------------|----------------|--------------|
|          |     | $E_i(h, k)$    | Order2         | $E_i(h, k)$  | Order2       | $E_i(h, k)$  | Order2       |
| 0.3      | 400 | 2.550088e-06  | —              | 9.449303e-04 | —            | —            |
| 0.5      | 1600| 7.988651e-07  | 1.647522       | 1.725658     | 9.740270e-04|
| 0.7      | 1600| 1.493009e-03  | 1.981421       | 1.998235     | 6.730069e-03|
|          | 3200| 7.761262e-08  | 1.683833       | 9.422965e-05|
|          | 6400| 2.410372e-08  | 1.687028       | 2.698082e-05|

Table 5: Order of time convergence of PASE-I and PASE-I schemes ($\alpha = 0.8$).

| $\mu$ | $N$ | PASE-I scheme | PASE-I scheme |
|-------|-----|---------------|---------------|
|       |     | $E_i(h, k)$   | Order2        | $E_i(h, k)$   | Order2        |
| 100   | 5.932488e-3 | —             | 5.924955e-3  |
| 200   | 3.200570e-3 | 0.893038     | 3.198404e-3  | 0.891076     |
| 0.1   | 400   | 1.749330e-3   | 0.871526     | 1.745987e-3  | 0.871684     |
| 0.05  | 1600  | 6.077651e-4   | 0.711191     | 6.068948e-4  | 0.710721     |

Table 5: Order of time convergence of PASE-I and PASE-I schemes ($\alpha = 0.8$).
the orders of time convergence of PASE-I and PASE-I schemes are generally lower than $2 - \alpha$ order. From Table 5, we can see that the PASE-I and PASI-E schemes have satisfactory robustness for solving time FRDEs.

Next, we consider the performance of PASE-I and PASI-E schemes in the case of $\alpha \leq 0.8, \mu \leq 0.1$. We take $M = 41, N = 100$. Figure 8 gives the absolute error of implicit scheme, E-I scheme, and PASE-I and PASI-E schemes, respectively. The absolute error is less than $8 \times 10^{-3}$. Therefore, the PASE-I and PASI-E schemes can numerically solve the time FRDEs effectively.

In order to better compare the computational efficiency of PASE-I scheme and implicit and E-I schemes, the speedup $S_p$ is defined. We define the speedup as $S_p = T_1/T_p$ ($T_1$ is the CPU time of implicit or E-I scheme, $T_p$ is the CPU time of PASE-I parallel scheme) [44]. The speedup of PASE-I scheme and implicit and E-I schemes are $S_{p1}, S_{p2}$, respectively. Set $B = 5$ and the time layer as $N = 500$, and select the number of space grids $M = 101, 301, 501, 701, 901, 1101, 1301$. The calculation results are shown in Table 6.

From Table 6, we can see that the CPU time of three kinds of difference schemes for time FRDE increases with the increase of space grid number. The speedup $S_{p1}, S_{p2}$ are greater than 1 and gradually increase. The CPU time of E-I scheme is about 60% of the implicit scheme. When number of grid points $M \leq 100$, the PASE-I scheme takes about the same CPU time as E-I scheme. The reason is the influence of data communication among different workers. Compared with the implicit scheme or E-I scheme, the PASE-I scheme has more and more advantages in computing time with the increase in the number of spatial grids. We can see the PASE-I has obvious advantages in computation time. So the PASE-I parallel scheme of time FRDE has higher computational efficiency than the serial implicit scheme, E-I scheme, especially for numerical simulation of long time history or large computational domain.

| Number of grid points | 101 | 301 | 501 | 701 | 901 | 1101 | 1301 |
|-----------------------|-----|-----|-----|-----|-----|-------|-------|
| Implicit scheme       | 0.81| 2.22| 4.88| 9.40| 18.40| 29.91 | 39.90 |
| E-I scheme [41]       | 0.69| 1.55| 3.73| 6.77| 12.18| 20.47 | 27.99 |
| PASE-I scheme         | 0.59| 0.74| 0.91| 1.28| 1.98 | 3.43  | 4.44  |
| $S_{p1}$              | 1.37| 3.00| 5.36| 7.34| 9.29 | 8.72  | 8.98  |
| $S_{p2}$              | 1.16| 2.09| 4.09| 5.28| 6.15 | 5.96  | 6.30  |
5. Conclusion
The PASE-I and PASI-E parallel difference methods for solving time FRDE are unconditionally stable and convergent. Both schemes are second order in space precision and $2 - \alpha$ order in time precision. At the same time, numerical experiments show that the PASE-I and PASI-E schemes have better computational accuracy and computational efficiency than implicit and E-I difference schemes. In particular, when the space points are large enough, PASE-I and PASI-E methods have obvious localization features in computing and communication, which are suitable for large-scale parallel computing systems with distributed storage. Compared with implicit scheme and E-I (I-E) scheme, the computational efficiency of PASE-I (PASI-E) scheme is greatly improved. PASE-I and PASI-E schemes are efficient algorithms for solving time FRDEs.
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