Gravitoelectromagnetism in metric $f(R)$ and Brans–Dicke theories with a potential
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Abstract
A Gravitoelectromagnetism formalism in the context of metric $f(R)$ theory is presented and the analogue Lorentz force law is derived. Some interesting results such as the dependence of the deviation from General Relativity (GR) on the absolute value of the scalar potential are found, it is also found that the $f(R)$ effects are only relevant at a shorter distance or when the distance is much less than the compton wavelength, and that the effects are attractive in nature. An investigation of gravitational time delay in the context of metric $f(R)$ is also presented showing that the Ricci scalar alone is responsible for the time delay effect which seems to suggest that the extra scalar degree of freedom associated to $f(R)$ does not provide any modification. Also, to generalise our results, the Lorentz force law and gravitational time delay in the case of Brans–Dicke theories with a potential are derived; it is shown that the results are consistent with those obtained in the case of metric $f(R)$ and GR in the appropriate limits.
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1 Introduction: Gravitolelectromagnetism

The parallelism between Gravitation and Electromagnetism can be traced back to the eighteenth century when Charles–Augustin de Coulomb formulated the empirical
inverse square Coloumb’s law, $F_e = K \frac{q_1 q_2}{|r|^2} \hat{r}$, [1] describing the force between two charges $q_1$ and $q_2$ at a distance $r$ where $K$ is the Coloumb’s constant. The form of the equation had a stark similarity with the Gravitational force law [2], $F_G = -G \frac{m_1 m_2}{|r|^2} \hat{r}$ where $G$ is the Gravitational constant and $m_1$ and $m_2$ are two masses. The analogy between gravity and electrodynamics also led to a postulate by Holzmüller [3] and Tisserand [4,5] that the force of gravitation exerted by the Sun on the planets has an extra magnetic force leading to the precession of orbits and hence could account for the discrepancy found by Newton in the precession of the orbit of Mercury. While a full explanation of Mercury perihelion precession was achieved only with the advent of General Relativity (GR), it is still true that the analogy with electromagnetism has been proved useful over time, at least in some regimes. Indeed, it can be further demonstrated that gravitation contains a gravitomagnetic field due to the mass current [6–10]. In fact, to bring Newton’s gravity and Lorentz invariance under the same roof, the concept of gravitomagnetic field is a must [11]. It is known that Einstein’s Relativity predicts a gravitomagnetic field due to the proper rotation of the Sun which influences the planetary orbits. This was first studied by de Sitter [12] and then in a more consistent general form by Lense and Thirring. Ciufolini offered some insights into the gravitomagnetic field of Earth by studying the motion of laser-ranged satellites LAGEOS and LAGEOS II [13]. Mashhoon et al studied the stress–energy tensor of Gravitoelectromagnetism (GEM) in [14,15] and the gravitational Larmor theorem in [16]; and a brief review of GEM in GR is given in [17]. A precession experiment to measure the Lense–Thirring precession and geodetic precession was also conducted by Gravity Probe-B [18].

2 Gravitoelectromagnetism: metric $f(R)$ gravity

General Relativity can be extended by higher than second order field equations. Such an extension will allow the graviton propagator to fall off more quickly in the UV regime and hence improve the renormalisability properties. However, it can also cause instabilities by introducing ghost degrees of freedom [19].

In $f(R)$ theories, a generic function of the Ricci scalar is allowed instead of just a linear term. The precursor of $f(R)$ were the one where additional scalar curvature invariants were added to the action instead of just the linear Ricci scalar $R$ in the action. Here, we will consider a general function of the Ricci scalar which leads to fourth-order field equations. Such theories have improved renormalisation properties [20] without ghost and could also help explaining an inflationary phase [21]. Finally, it is worth stressing that a particular $f(R)$ Lagrangian was derived as the effective classical Lagrangian which would lead to the Friedmann equations of Loop Quantum Cosmology, both within a metric and a Palatini ansatz [22,23].

For the present analysis, a linearised metric $f(R)$ theory wherein $f(R)$ is considered to be an analytic function about $R = 0$ is considered. The time-like convention of Landau–Lifschitz ($+−−−$) is used.
The choice of an analytic expansion of \( f(R) \) is made because of the following reasons:

- \( \frac{1}{R} \) models do not seem to have the correct Newtonian limit and there is no clear evidence that they pass the solar system tests as mentioned in [24].
- In [25], it was shown that \( \frac{1}{R} \) models lead to instability in the weak gravity regime.

The choice of a metric theory, instead of the Palatini one is made because in this case, even a simple polytropic equation of state would lead to a curvature singularity for a static spherically symmetric solution [25]. Moreover, the Palatini theory can be shown to be classically equivalent to a singular generalized Brans–Dicke theory as we shall see later.

Following the procedure of linearisation in [26], an analytic \( f(R) \) can be expanded around \( R = 0 \) as

\[
    f(R) = a_0 + a_1 R + \frac{a_2}{2!} R^2 + \frac{a_3}{3!} R^3 + \cdots
\]

The dimension of \( f(R) \) has to be the same as \( R \), and hence \( [a_n] = [R]^{(1-n)} \). Also, the requirement of correct GR limit implies that \( a_1 = 1 \), any rescaling will be absorbed in the definition of \( G \).

The vacuum field equations are given by

\[
    f' R_{\mu\nu} - \nabla_\mu \nabla_\nu f' + g_{\mu\nu} \Box f' - \frac{f}{2} g_{\mu\nu} = 0.
\]

Taking the trace gives us

\[
    f' R + 3 \Box f' - 2 f = 0.
\]

Note that for a flat spacetime, \( R = 0 \), this equation gives [27]

\[
    a_0 = 0,
\]

which is equivalent to saying that there is no cosmological constant. We define the following in analogy with the Einstein tensor of GR

\[
    G_{\mu\nu} = f' R_{\mu\nu} - \nabla_\mu \nabla_\nu f' + g_{\mu\nu} \Box f' - \frac{f}{2} g_{\mu\nu},
\]

such that in vacuum, we have

\[
    G_{\mu\nu} = 0.
\]

Similar to standard analysis done in GR, we will consider the perturbed metric about a Minkowski background, \( g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu} \). The linearised connection is given by

\[
    \Gamma_{\mu\nu}^{(1)} = \frac{1}{2} \eta^{\rho\lambda} (\partial_\mu h_{\lambda\nu} + \partial_\nu h_{\lambda\mu} - \partial_\lambda h_{\mu\nu}),
\]
and the linearised Riemann tensor is given by

\[
R_{\mu\nu\rho}^{(1)} = \frac{1}{2} \left( \partial_\mu \partial_\nu h^\lambda_{\rho} + \partial^\lambda \partial_\rho h_{\mu\nu} - \partial_\mu \partial_\rho h^\lambda_{\nu} - \partial^\lambda \partial_\nu h_{\mu\rho} \right),
\]

(8)

where as usual we have raised and lowered the indices using the flat metric.

The linearised Ricci tensor can be obtained by the usual self contraction of the above given linearised Riemann tensor

\[
R_{\mu\nu}^{(1)} = \frac{1}{2} (\partial_\mu \partial_\rho h^\rho_{\nu} + \partial_\nu \partial_\rho h^\rho_{\mu} - \partial_\mu \partial_\nu h - \Box h_{\mu\nu}),
\]

(9)

and a further contraction with the flat geometry gives the Ricci scalar

\[
R^{(1)} = \partial_\mu \partial_\rho h^\rho_{\mu} - \Box h.
\]

(10)

To first order in \( h_{\mu\nu} \), we can express \( f(R) \) as a Maclaurin series

\[
f(R) = a_0 + R^{(1)},
\]

(11)

\[
f' = 1 + a_2 R^{(1)},
\]

(12)

We are perturbing around a Minkowski background where the Ricci scalar vanishes, we make use of Eq. (4) to set \( a_0 = 0 \) and inserting the resulting equations in (5), we get

\[
G_{\mu\nu}^{(1)} = R_{\mu\nu}^{(1)} - \partial_\mu \partial_\nu (a_2 R^{(1)}) + \eta_{\mu\nu} \Box (a_2 R^{(1)}) - \frac{R^{(1)}}{2} \eta_{\mu\nu}.
\]

(13)

While from the linearised trace equation, (3), we obtain

\[
G^{(1)} = 3 \Box (a_2 R^{(1)}) - R^{(1)}.
\]

(14)

where \( G^{(1)} = \eta^{\mu\nu} G_{\mu\nu}^{(1)} \). This is the massive inhomogeneous Klein–Gordon equation. Setting \( G = 0 \) for a vacuum solution in \( f(R) \) at all orders of perturbations, the standard Klein–Gordon equation is recovered

\[
\Box R^{(1)} + \gamma^2 R^{(1)} = 0.
\]

(15)

where we have defined a reciprocal length as

\[
\gamma^2 = -\frac{1}{3a_2}.
\]

(16)

If we want a physically meaningful solution, we require \( \gamma^2 > 0 \) and hence we constrain \( f(R) \) such that \( a_2 < 0 \) \([28–31]\). From \( \gamma \), we define a reduced Compton wavelength associated with the scalar mode.
\[ \lambda = \frac{1}{\Upsilon}. \]  

(17)

In order to look for wave solutions, we need to express the linearised Einstein tensor and its trace in terms of the perturbation of the background geometry, \( h_{\mu\nu} \) and \( h \). As such, a quantity \( \tilde{h}_{\mu\nu} \) is required that will satisfy a wave equation and is related to \( h_{\mu\nu} \) as

\[ \tilde{h}_{\mu\nu} = h_{\mu\nu} + A_{\mu\nu}. \]  

(18)

In GR, one normally uses the trace-reversed form, where \( A_{\mu\nu} = -\frac{h}{2} \eta_{\mu\nu} \). It is evident that this will not be sufficient in this case for a wave solution but we shall look for a solution on similar lines by introducing the ansatz

\[ \tilde{h}_{\mu\nu} = h_{\mu\nu} - \frac{h}{2} \eta_{\mu\nu} + B_{\mu\nu}. \]  

(19)

where \( B_{\mu\nu} \) is a symmetric rank-2 tensor. The only rank-two tensors in our theory are \( h_{\mu\nu}, \eta_{\mu\nu}, R_{\mu\nu}^{(1)}, \) and \( \partial_{\mu} \partial_{\nu} \). Let us notice that \( B_{\mu\nu} \) needs to be first order in \( h \), and depend on \( f(R) \). This can be easily achieved by the following ansatz [26]

\[ \tilde{h}_{\mu\nu} = h_{\mu\nu} + (a_2 b R_{\mu\nu}^{(1)} - \frac{h}{2}) \eta_{\mu\nu}. \]  

(20)

where \( a_2 \) has been introduced for dimensional consistency and \( b \) is a dimensionless number. The contraction with the flat metric gives

\[ \tilde{h} = 4a_2 b R^{(1)} - h. \]  

(21)

We can hence eliminate \( h \) in (20) to give

\[ h_{\mu\nu} = \tilde{h}_{\mu\nu} + (a_2 b R_{\mu\nu}^{(1)} - \frac{\tilde{h}}{2}) \eta_{\mu\nu}. \]  

(22)

In analogy with GR, we have the freedom to perform a gauge transformation [32] given that the field equations are gauge invariant, the Lagrangian being a function of gauge invariant Ricci scalar. Following the usual treatment in GR, we assume a de Donder gauge

\[ \nabla^\mu \tilde{h}_{\mu\nu} = 0, \]  

(23)

which in flat spacetime gives

\[ \partial^\mu \tilde{h}_{\mu\nu} = 0, \]  

(24)
Now, subject to the above conditions, the Ricci tensor \( R^{(1)}_{\mu\nu} \) becomes

\[
R^{(1)}_{\mu\nu} = -\frac{1}{2} \left[ 2b \partial_\mu \partial_\nu (a_2 R^{(1)}) + \Box \left( \bar{h}_{\mu \nu} - \frac{\bar{h}}{2} \eta_{\mu \nu} \right) + \frac{b}{3} (R^{(1)} + G^{(1)}) \eta_{\mu \nu} \right].
\]  

(25)

Contraction of the above gives

\[
R^{(1)} = -\frac{1}{2} \left[ 2b \Box (a_2 R^{(1)}) - \Box \bar{h} + \frac{4b}{3} (R^{(1)} + G^{(1)}) \right].
\]  

(26)

If we replace \( G^{(1)} \) above by Eq. (14), we get the Ricci scalar

\[
R^{(1)} = -3b \Box (a_2 R^{(1)}) + \frac{1}{2} \Box \bar{h}.
\]  

(27)

Using the above expression in (13) gives

\[
G^{(1)}_{\mu\nu} = \frac{2 - b}{6} G^{(1)} \eta_{\mu \nu} - \frac{1}{2} \Box \left( \bar{h}_{\mu \nu} - \frac{\bar{h}}{2} \eta_{\mu \nu} \right) - (b + 1) \left[ \partial_\mu \partial_\nu (a_2 R^{(1)}) + \frac{1}{6} R^{(1)} \eta_{\mu \nu} \right].
\]  

(28)

The ansatz given in (20) is a convenient redefinition of the gravitational perturbations so as to simplify the resolution of the wave equation. In our ansatz (20), we have a separate dimensional coefficient \( a_2 \) and an arbitrary dimensionless rescaling by a number \( b \). Here, (28) shows that simplest form of the wave solution for the perturbed Einstein tensor is obtained by picking up the ansatz (20) with \( b = -1 \). A such, without loss of generality, we can fix \( b = -1 \), so that the last term above vanishes and Eqs. (20) and (22) becomes \([31,33]\)

\[
\bar{h}_{\mu \nu} = h_{\mu \nu} - \left( a_2 R^{(1)} + \frac{\bar{h}}{2} \right) \eta_{\mu \nu}.
\]  

(29)

\[
h_{\mu \nu} = \bar{h}_{\mu \nu} - \left( a_2 R^{(1)} + \frac{\bar{h}}{2} \right) \eta_{\mu \nu}.
\]  

(30)

From (27), the Ricci scalar becomes

\[
R^{(1)} = 3 \Box (a_2 R^{(1)}) + \frac{1}{2} \Box \bar{h}.
\]  

(31)

To be consistent with (14), we need

\[
-\frac{1}{2} \Box \bar{h} = G^{(1)}.
\]  

(32)

Inserting the above in (28) along with \( b = -1 \), we get

\[
-\frac{1}{2} \Box \bar{h}_{\mu \nu} = G^{(1)}_{\mu \nu}.
\]  

(33)
If $a_2$ is sufficiently small that it can be neglected, then Eqs. (32) and (33) drops down to that of GR.

We now add a source term $T_{\mu\nu}$, the linearised equations are found at the first order in perturbation

$$-\frac{1}{2} \Box \tilde{h} = G^{(1)} = \frac{8\pi G}{c^4} T,$$  \hspace{1cm} (34)

$$-\frac{1}{2} \Box \tilde{h}_{\mu\nu} = G^{(1)}_{\mu\nu} = \frac{8\pi G}{c^4} T_{\mu\nu},$$ \hspace{1cm} (35)

which can be rewritten as

$$\Box \tilde{h}_{\mu\nu} = -\frac{16\pi G}{C^4} T_{\mu\nu},$$ \hspace{1cm} (36)

which is the wave equation for the tensor mode. Also, for the scalar mode, using (34) in (14) and remembering (16), the following equation has to be solved

$$\Box R^{(1)} + \gamma^2 R^{(1)} = \frac{8\pi G}{c^4} \gamma^2 T.$$ \hspace{1cm} (37)

To solve the above two equations, (36) and (37) with the source, let us introduce the Green function

$$(\Box + \gamma^2) \mathcal{G}_T(x, x') = \delta(x - x')$$ \hspace{1cm} (38)

where $\Box$ acts on $x$, and $\mathcal{G}_T$ is given by

$$\mathcal{G}_T(x, x') = \frac{1}{(2\pi)^4} \int \frac{d^4 p}{\gamma^2 - p^2} \frac{\exp[-ip \cdot (x - x')]}{\gamma^2 - p^2}.$$ \hspace{1cm} (39)

The above can be solved by the method of contour integration to give

$$\mathcal{G}_T(x, x') = \begin{cases} \int \frac{d\omega}{2\pi} \exp[-i\omega (t - t')][\frac{1}{4\pi r} \exp[i(\omega^2 - \gamma^2)^{1/2} r], & \omega^2 > \gamma^2 \\ \int \frac{d\omega}{2\pi} \exp[-i\omega (t - t')][\frac{1}{4\pi r} \exp[-(\gamma^2 - \omega^2)^{1/2} r], & \omega^2 < \gamma^2 \end{cases}$$ \hspace{1cm} (40)

where we have, $t = x^0$, $t' = x'^0$ and $r = |x - x'|$.

The tensor Eq. (36) does not have an associated mass (the graviton is still massless). So, in this case, the relevant Green function is the one for $\gamma = 0$

$$\mathcal{G}_0(x, x') = \frac{\delta(t - t' - r)}{4\pi r},$$
which is the usual retarded time Green function. Using it to solve (36), one gets
\[ \bar{h}_{\mu\nu} = -\frac{16\pi G}{c^4} \int d^4x' \mathcal{G}_0(x, x') T_{\mu\nu}(x'), \]
\[ \bar{h}_{\mu\nu} = -\frac{4G}{c^4} \int d^3x' \frac{T_{\mu\nu}(t - r, x')}{r}. \]  
(41)

The scalar mode Eq. (37) is instead solved as
\[ R^{(1)}(x) = -8\pi G \Upsilon^2 \int d^4x' \mathcal{G}_\Upsilon(x, x') T(x'). \]  
(42)

Let’s go to the Newtonian limit and consider a stationary, point source mass distribution. We have
\[ T_{00} = \rho c^2, \quad T_{0i} = -c j_i, \quad \rho = M \delta(x'), \quad T_{ij} \approx 0 \]  
(43)

where \( j = \rho v \) is the mass current. And
\[ |T_{00}| \gg |T_{0i}|, \quad |T_{00}| \gg |T_{ij}|. \]

So we get,
\[ \bar{h}_{00} = -\frac{4GM}{rc^2}. \]  
(44)

In order to find \( R^{(1)} \), let’s define in the Eq. (40)
\[ f(r, \omega) = \begin{cases} \exp[i(\omega^2 - \Upsilon^2)\frac{1}{2}r], & \omega^2 > \Upsilon^2 \\ \exp[-(\Upsilon^2 - \omega^2)\frac{1}{2}r], & \omega^2 < \Upsilon^2 \end{cases} \]  
(45)

Then from Eq. (42), we get
\[ R^{(1)}(x) = -8\pi G \Upsilon^2 \int d^4x' \mathcal{G}_\Upsilon(x, x') M \delta^3(x') \]
\[ = -8\pi G \Upsilon^2 \int dt' \int \frac{d\omega}{2\pi} \exp[-i\omega(t - t')] M \frac{1}{4\pi r} f(r, \omega) \]
\[ = -8\pi G \Upsilon^2 M \frac{1}{4\pi r} f(r, 0) \]
\[ = -2G \Upsilon^2 M \frac{\exp(-\Upsilon r)}{r}. \]  
(46)

Using \( \bar{h} = \bar{h}_{00}, \) (16), (44) and (46) in (22), we get
\[ h_{00} = -\frac{2GM}{r} \left[ 1 + \frac{\exp(-\Upsilon r)}{3} \right]. \]  
(47)
We can also prove in a similar manner, that the purely space component has the following form

\[ h_{ij} = -\frac{2GM}{r} \left[ 1 - \frac{\exp(-\Upsilon r)}{3} \right] \delta_{ij}. \]  

(48)

Along with this, if we extend the result and consider a slowly rotating source with angular momentun \( J \), then we have an additional term \( \tilde{h}^{0i} = \tilde{h}^{0i} \) [34].

Then, using (41) along with (43), we get

\[ \tilde{h}_{\mu\nu} = -\frac{4G}{c^4} \int d^3x' \frac{T_{\mu\nu}(x')}{r}, \]  

(49)

\[ \tilde{h}_{00} = -\frac{4G}{c^4} \int d^3x' \frac{\rho c^2}{r}. \]  

(50)

We can now define as usual \( \tilde{h}_{00} \) as

\[ \tilde{h}_{00} \equiv -\frac{4\Phi}{c^2}, \]  

(51)

where \( \Phi \) is the scalar potential. Different authors have used different definitions for this potential. Some have taken it with an overall + sign like in [34] while [35] uses the definition with a - sign as in (51).

Comparing (50) and (51), we get

\[ \Phi = G \int d^3x' \frac{\rho}{r}. \]  

(52)

Applying the Laplacian to (52) and since \( \nabla^2 \frac{1}{r} = -4\pi \delta(r) \) [36], we get the Poisson equation

\[ \nabla^2 \Phi = -4\pi G \rho. \]  

(53)

Now, define \( \tilde{h}_{0i} \) as [34]

\[ \tilde{h}_{0i} = h_{0i} \equiv \frac{2A_i}{c^2}, \]  

(54)

where \( A \) is the vector potential. From (49) and (54)

\[ \tilde{h}_{0i} = -\frac{4G}{c^4} \int d^3x' \frac{-c_{ji}}{r} = \frac{2A_i}{c^2}, \]  

(55)

which after a trivial calculation gives

\[ A_i = \frac{2G}{c} \int d^3x' \frac{j_i}{r}, \]  

(56)
applying the Laplacian to the above expression, it yields

\[ \nabla^2 A_i = -\frac{8\pi G}{c} j_i, \tag{57} \]

Now in analogy with Electromagnetism, we define the gravitoelectric field \( \mathbf{E} \)

\[ \mathbf{E} \equiv -\nabla \Phi - \frac{1}{2c} \frac{\partial \mathbf{A}}{\partial t}, \tag{58} \]

and the gravitomagnetic field \( \mathbf{B} \)

\[ \mathbf{B} \equiv \nabla \times \mathbf{A}. \tag{59} \]

Let us use the gauge \( \partial_{\mu} \bar{h}^{\mu\nu} = 0 \), so that (51) and (54) give

\[ \frac{1}{c} \frac{\partial \Phi}{\partial t} + \frac{1}{2} \nabla \cdot \mathbf{A} = 0. \tag{60} \]

We observe that the above equation is similar to one in the Lorentz gauge in EM and is consistent with the corresponding results in GR and scalar–tensor theories [37].

Now, taking the divergence of the gravitoelectric field (58), one obtains

\[ \nabla \cdot \mathbf{E} = -\nabla^2 \Phi - \frac{1}{2c} \frac{\partial (\nabla \cdot \mathbf{A})}{\partial t}, \tag{61} \]

and using (53) in (61) along with the gauge condition (60), one gets

\[ \nabla \cdot \mathbf{E} = 4\pi G \rho. \tag{62} \]

Taking the curl of (59), yields

\[ \nabla \times \mathbf{B} = \nabla \times (\nabla \times \mathbf{A}) = \nabla (\nabla \cdot \mathbf{A}) - \nabla^2 \mathbf{A}, \tag{63} \]

and introducing (60) and (57) in the above expression, we finally obtain

\[ \nabla \times \mathbf{B} = \frac{2}{c} \frac{\partial E}{\partial t} + \frac{8\pi G}{c} j. \tag{64} \]

This ends the formalism of the analogue Maxwell equations in the context of metric \( f(R) \). Now, to make the theory complete, we look for an analogue of the Lorentz Force law.

### 2.1 Metric \( f(R) \) Gravitoelectromagnetism force law

In order to derive the Lorentz force law in metric \( f(R) \) theories we recall the expression of the metric perturbation for the purely time and space component, i.e, (47) and (48)
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\[ h_{00} = -\frac{2GM}{r} \left[ 1 + \frac{\exp(-\Upsilon r)}{3} \right], \quad (65) \]

\[ h_{ij} = -\frac{2GM}{r} \left[ 1 - \frac{\exp(-\Upsilon r)}{3} \right] \delta_{ij}. \quad (66) \]

Taking also into account expression (54), we then get for the line element

\[ ds^2 = c^2 \left\{ 1 - \frac{2\Phi}{c^2} \left[ 1 + \frac{\exp(-\Upsilon r)}{3} \right] \right\} dt^2 + \frac{4}{c} (A \cdot dr) dt 
- \left\{ 1 + \frac{2\Phi}{c^2} \left[ 1 - \frac{\exp(-\Upsilon r)}{3} \right] \right\} dr^2, \quad (67) \]

where $\Phi = \frac{GM}{r}$ is the scalar potential.

Let’s now define the following symbols

\[ \alpha \equiv \Phi \left[ 1 + \frac{\exp(-\Upsilon r)}{3} \right], \quad (68) \]

\[ \beta \equiv \Phi \left[ 1 - \frac{\exp(-\Upsilon r)}{3} \right], \quad (69) \]

so to write the line element as

\[ ds^2 = c^2 \left( 1 - \frac{2\alpha}{c^2} \right) dt^2 + \frac{4}{c} (A \cdot dr) dt - \left( 1 + \frac{2\beta}{c^2} \right) dr^2 
= dt^2 \left[ c^2 - 2\alpha + \frac{4}{c} A \cdot v - v^2 - 2\beta \frac{v^2}{c^2} \right] 
= dt^2 \left\{ c^2 \left[ 1 - \frac{v^2}{c^2} - \frac{2\alpha}{c^2} + \frac{4}{c^3} A \cdot v - 2\beta \frac{v^2}{c^4} \right] \right\} 
= dt^2 \left\{ c^2 \left[ \frac{1}{\gamma^2} - \frac{2\alpha}{c^2} + \frac{4}{c^3} A \cdot v - 2\beta \frac{v^2}{c^4} \right] \right\} 
= dt^2 \frac{c^2}{\gamma^2} \left[ 1 - \frac{2\alpha}{c^2} \gamma^2 + \frac{4}{c^3} A \cdot v \gamma^2 - 2\beta \frac{v^2}{c^4} \gamma^2 \right] \quad (70) \]

where $\gamma = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}}$ is the Lorentz factor and $v = \frac{dr}{dt}$. Taking the square root on both sides of Eq. (70) and using the binomial expansion upto first order in $\alpha$ and $\beta$, we get

\[ \frac{ds}{dt} = \frac{c}{\gamma} \left[ 1 - \frac{\alpha}{c^2} \gamma^2 + \frac{2}{c^3} A \cdot v \gamma^2 - \beta \frac{v^2}{c^4} \gamma^2 \right] \]
\[ \frac{c}{\gamma} - \frac{\alpha}{c} \gamma + \frac{2}{c^2} A \cdot v \gamma - \frac{\beta}{c^2} v^2 \gamma. \]  

(71)

The Lagrangian is given by \( \mathcal{L} = -mc \frac{ds}{dt} \), where \( m \) is the mass of the test particle, which gives

\[ \mathcal{L} = -mc^2 \left( 1 - \frac{v^2}{c^2} \right)^{\frac{1}{2}} + m \gamma \alpha + m \gamma \frac{v^2}{c^2} \beta - \frac{2m}{c} \gamma A \cdot v. \]  

(72)

Now, to find the equation of motion, we have to use the Euler–Lagrange equation,

\[ \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial v} \right) = \frac{\partial \mathcal{L}}{\partial x}, \]  

but before that we expand the Lagrangian expression (72) up to first order in \( \frac{v^2}{c^2} \) except for the first term. So, we get

\[ \mathcal{L} = -mc^2 \left( 1 - \frac{v^2}{c^2} \right)^{\frac{1}{2}} + m \alpha + m \frac{\alpha}{c^2} v^2 + \frac{m}{2} \frac{v^2}{c^2} \beta - \frac{2m}{c} m A \cdot v. \]  

(73)

The equation of motion can now be derived by just calculating the Euler–Lagrange equation from this Lagrangian. First of all, we get

\[ \frac{\partial \mathcal{L}}{\partial v} = -\gamma m v + m \alpha \frac{v}{c^2} + m \frac{v^2}{c^2} \beta - \frac{2m}{c} A. \]  

(74)

In this expression, we can safely ignore the second and third term being suppressed by \( c^2 \). Let us take the total derivative with respect to time only of the first and last term in the r.h.s of (74). We get

\[ \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial v} \right) = F - 2m c \frac{\partial A}{\partial t} - \frac{2m}{c} (v \cdot \nabla) A. \]  

(75)

where \( F \equiv \frac{dp}{dt} \) and \( p \) is the momentum given by \( p = \gamma m v \). While the last two terms are coming from the fact that

\[ \frac{dA}{dt} = \frac{\partial A}{\partial t} + \frac{\partial A}{\partial x_i} \frac{dx_i}{dt}. \]  

(76)

Equation (75) is the l.h.s of our Euler–Lagrange equation. In order to compute the r.h.s, we need to vary the Lagrangian w.r.t. space

\[ \frac{\partial \mathcal{L}}{\partial x} = m \nabla \alpha + m \frac{v^2}{2} c^2 \nabla \alpha + m \frac{v^2}{c^2} \nabla \beta - \frac{2m}{c} \nabla (A \cdot v). \]  

(77)

We shall consistently neglect again the second and third term above since they are \( \frac{v^2}{c^2} \) suppressed and hence negligible. Now, to evaluate the last term in the above expression, we break it down as
\[ \nabla (A \cdot v) = (A \cdot \nabla)v + (v \cdot \nabla)A + v \times (\nabla \times A) + A \times (\nabla \times v). \tag{78} \]

The first term vanishes because
\[ \left( A_j \frac{\partial}{\partial x_j} \right) \frac{\partial x_i}{\partial t} = A_j \frac{\partial \delta_{ij}}{\partial t} = 0. \tag{79} \]

The last term also vanishes because
\[ \nabla \times v = \nabla \times \frac{d\mathbf{r}}{dt} = \frac{d(\nabla \times \mathbf{r})}{dt} = 0. \tag{80} \]

The second term in (78) and the third term in (75) cancel each other, and so by finally equating (75) and (77), we get
\[ \mathbf{F} = -m \left( -\nabla \alpha - \frac{2}{c} \frac{\partial A}{\partial t} \right) - \frac{2m}{c} \mathbf{v} \times (\nabla \times A). \tag{81} \]

Now from (68), we have
\[ \alpha = \Phi \left[ 1 + \frac{\exp(-\Upsilon r)}{3} \right]. \]

So, from (81), we get
\[ \mathbf{F} = -m \left[ -\nabla \left( \Phi + \Phi \frac{\exp(-\Upsilon r)}{3} \right) - \frac{2}{c} \frac{\partial A}{\partial t} \right] - \frac{2m}{c} \mathbf{v} \times \mathbf{B}. \tag{82} \]

For the stationary case, \( \frac{\partial A}{\partial t} = 0 \), and using (58) the above equation reduces to
\[ \mathbf{F} = -m \left[ \mathbf{E} + \mathbf{E} \frac{\exp(-\Upsilon r)}{3} \right] - \frac{m}{3} \Phi \Upsilon \exp(-\Upsilon r) \nabla r - \frac{2m}{c} \mathbf{v} \times \mathbf{B}. \tag{83} \]

Working in spherical polar coordinates, \( \nabla r \) gives only the \( \hat{r} \) radial unit vector and hence, we have
\[ \mathbf{F}_{f(R)} = -m \mathbf{E} - \frac{2m}{c} \mathbf{v} \times \mathbf{B} - m \mathbf{E} \frac{\exp(-\Upsilon r)}{r} - \frac{m}{3} \Phi \Upsilon \exp(-\Upsilon r) \hat{r}, \tag{84} \]

where we have introduced the subscript \( f(R) \) to denote that it is the Lorentz force in the metric \( f(R) \) theory.

2.2 Discussion of the results in \( f(R) \)

- The first two terms of expression (84) reproduce the GR result for the Lorentz force law while the last two terms can be seen as an imprint of the effective higher terms of \( f(R) \) theory.
– If \( \Upsilon \rightarrow \infty \), i.e., \( a_2 \rightarrow 0 \), which means \( f(R) = a_0 + a_1 R \), we recover the case of GR as the last two terms in the expression for force go away. I.e., our result is consistent with GR.

– If \( r \ll \lambda_R \) (Compton wavelength) where \( \lambda_R = \frac{1}{\Upsilon} \), then \( f(R) \) effects are relevant. We infer that \( f(R) \) corrections are effective only at a short range in the context of our theory.

– \( f(R) \) gives only attractive corrections and is consistent with the fact that \( f(R) \) is well known to have a massless graviton plus a scalar field as propagating modes [31,33,38,39].

– The effects introduced by \( f(R) \) only affects the radial direction which is also a consequence of the consideration of a spherically symmetric solution.

– The last term is peculiar as it tells us that not only the change in potential is important but the absolute value of potential also dictates the \( f(R) \) effects. This is because of the new scale introduced by \( \Upsilon \) which has dimensions of \( \text{length}^{-1} \).

– If we rearrange the expression of the force as the following

\[
F_{f(R)} = -mE \left[ 1 + \frac{\exp(-\Upsilon r)}{3} \right] - \frac{2m}{c} v \times B - \frac{m}{3} \Phi \gamma \exp(-\Upsilon r) \hat{r}.
\]

We can say that \( f(R) \) improves upon the gravitoelectric field at short ranges.

### 2.3 Gravitational time delay

The gravitomagnetic time delay in the case of GR was studied by Ciufolini et al. in [40]. Using the same method and terminologies, the spacetime metric is again perturbed around a Minkowskian background as \( g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu} \). The propagation of electromagnetic (EM) waves in the absence of perturbing potentials, \( h_{\mu\nu}(x) \), are straight lines defined by the equation

\[
\frac{dx^i}{dt} = c \hat{k}^i.
\]  

(85)

where \( \hat{k}^i \) is the constant unit propagation vector of the signal.

For the evaluation of gravitational time delay to the first order in \( h_{\mu\nu} \), only the null condition is required [40], i.e. \( ds^2 = 0 \) or

\[
g_{\mu\nu}dx^\mu dx^\nu = 0.
\]

(86)

Here, we are investigating the consequence of the condition (86) for the propagation of a EM wave on a Minkowski background. Hence, (86) can also be rewritten as

\[
c^2 dt^2 - |dx|^2 = h_{\mu\nu} dx^\mu dx^\nu,
\]

(87)

where \( |dx|^2 = \delta_{ij} dx^i dx^j \). The bending of EM waves can be neglected in the first order perturbation and we can write \( h_{\mu\nu} dx^\mu dx^\nu = c^2 h_{\alpha\beta} k^\alpha k^\beta dt^2 \) using (85), where
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$k^\alpha = (1, \hat{k})$ such that $n_{\mu\nu}k^\mu k^\nu = 0$. Hence (87) can be written after doing a binomial expansion and considering the first order terms as

$$cdt = \left(1 + \frac{1}{2} h_{\alpha\beta} k^\alpha k^\beta\right) |dx|.$$  

(88)

Now, consider a EM wave that propagates from a point $P_1 : (ct_1, x_1)$ to a point $P_2 : (ct_2, x_2)$ in the background inertial frame, which then gives us

$$t_2 - t_1 = \frac{1}{c} |x_2 - x_1| + \frac{1}{2c} k^\alpha k^\beta \int_{P_1}^{P_2} h_{\alpha\beta}(x) dl,$$

(89)

where $dl = |dx|$ is the Euclidean length element along the straight lines that joins $P_1$ to $P_2$. Hence, the gravitational time delay $\Delta$ is given by

$$\Delta = \frac{1}{2c} k^\alpha k^\beta \int_{P_1}^{P_2} h_{\alpha\beta}(x) dl.$$  

(90)

Now, from (22), we have

$$h_{\mu\nu} = \tilde{h}_{\mu\nu} - \left( a_2 R^{(1)} + \frac{\tilde{h}}{2} \right) \eta_{\mu\nu},$$

Which we can put in (90) to get the expression for time delay in terms of $\tilde{h}_{\mu\nu}$. Taking into account the fact that the propagation vectors are null with respect to the flat metric, (90) becomes

$$\Delta = \frac{1}{2c} \int_{P_1}^{P_2} \tilde{h}_{\mu\nu} k^\mu k^\nu dl.$$  

(91)

Now, using the definition of scalar and vector potential (51) and (54), we have

$$\Delta = -\frac{2}{c^3} \int_{P_1}^{P_2} \Phi dl + \frac{2}{c^3} \int_{P_1}^{P_2} A \cdot \hat{k} dl.$$  

(92)

So, the Shapiro time delay is given by

$$\Delta_s = -\frac{2}{c^3} \int_{P_1}^{P_2} \Phi dl.$$  

(93)

And, the gravitomagnetic time delay is given by

$$\Delta_{GM} = \frac{2}{c^3} \int_{P_1}^{P_2} A \cdot \hat{k} dl.$$  

(94)
Without writing down the explicit calculations, since this is similar to the case of GR, we have the following two equations as given in [40].

\[
\Delta s = -\frac{2GM}{c^3} \int_{P_1}^{P_2} \frac{dl}{r},
\]

\[
\Delta GM = \frac{2GJ}{c^4} \left( \frac{1}{r_1} + \frac{1}{r_2} \right) \hat{J} \cdot (\hat{r}_1 \times \hat{r}_2),
\]

where \( \hat{r}_1 \) and \( \hat{r}_2 \) are unit vectors indicating the positions of \( P_1 \) and \( P_2 \), respectively from the centre of a sphere, and \( J \) is the magnitude of the angular momentum of a slowly rotating source and \( \hat{J} \) is the unit vector along it.

### 2.4 Discussion on the \( f(R) \) gravitational time delay

We notice that \( f(R) \) has no effect on the propagation of a light beam in the weak field limit provided that an analytic expansion of \( f(R) \) is considered. This seems to suggest that the extra scalar degree of freedom associated to \( f(R) \) does not modify the time delay at this order of approximation.

Also, it can be shown that in a Brans–Dicke theory, the time delay is just equal to GR multiplied by the factor \( \frac{2\omega + 3}{2\omega + 4} \), where \( \omega \) is the constant factor modulating the kinetic term of the scalar field [41].

Similarly, in scalar–tensor theory, the time delay is equal to GR one multiplied by the factor \( \frac{1}{1 + \alpha^2(\phi_0)} \) [37], where \( \alpha(\phi) \equiv \frac{\partial \ln A(\phi)}{\partial \phi} \), and \( A(\phi) \) is an arbitrary function of the scalar field \( \phi \), which is used to transform the physical metric, \( \tilde{g}_{\mu\nu} \), of scalar–tensor theory to that of a pure rank-2 tensor metric of the Einstein frame, \( g_{\mu\nu} \), by the transformation, \( \tilde{g}_{\mu\nu} = A^2(\phi)g_{\mu\nu} \).

### 3 Lorentz force law for Brans–Dicke with arbitrary potential

In previous work [42], the Brans–Dicke theory has been considered without a potential term which effectively means that it was not the most general case. However, metric \( f(R) \) can be framed as a Brans–Dicke with a vanishing parameter, \( \omega = 0 \), but with a non vanishing potential. We should hence expect that framing a metric \( f(R) \) theory as a Brans–Dicke class will allow us to consider more general versions of \( f(R) \) theories and hence do away with the a priori assumption that \( f(R) \) is an analytic function.

For that purpose, let us first see how metric \( f(R) \) can be framed as a Brans–Dicke class theory.

The action of metric \( f(R) \) theory is given by

\[
S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} f(R) + S_M(g_{\mu\nu}, \psi),
\]
where the symbols have their usual meanings and \( \kappa = \frac{8\pi G}{c^4} \). Now, one can introduce an auxiliary field, \( \chi \) and write a dynamically equivalent action [43]:

\[
S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} (f(\chi) + f'(\chi)(R - \chi)) + S_M(g_{\mu\nu}, \psi).
\] (98)

Variation with respect to \( \chi \) gives

\[
\chi = R,
\] (99)

iff \( f''(\chi) \neq 0 \).

Redefining field \( \chi \) by \( \Phi = f'(\chi) \) and setting

\[
V(\Phi) = \chi(\Phi)\Phi - f(\chi(\Phi)),
\] (100)

the action becomes

\[
S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} (\Phi R - V(\Phi)) + S_M(g_{\mu\nu}, \psi).
\] (101)

So, we immediately see that metric \( f(R) \) is the action of Brans–Dicke theory with \( \omega = 0 \) or with a vanishing kinetic term.

The Brans–Dicke action with an arbitrary potential in Jordan frame is given as

\[
S = \int d^4x \sqrt{-g} \left\{ \frac{1}{16\pi} \left[ \phi R - \frac{\omega}{\phi^2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - V(\phi) \right] + \mathcal{L}_{\text{matter}} \right\},
\] (102)

where \( \phi \) is a scalar field coupled by a dimensionless constant called the Brans–Dicke parameter, \( \omega \), and \( V(\phi) \) is an arbitrary potential. It should be noted that the scalar field \( \phi \) here does not have the canonical dimension one and instead has dimension two like the Newton’s constant.

The field equations are given by

\[
G_{\mu\nu} = \frac{8\pi}{\phi} T_{\mu\nu} + \frac{\omega}{\phi^2} \left( \nabla_\mu \phi \nabla_\nu \phi - \frac{1}{2} g_{\mu\nu} \nabla^2 \phi \right) + \frac{1}{\phi} \left( \nabla_\mu \phi \nabla_\nu \phi - g_{\mu\nu} \Box_g \phi \right) - \frac{V(\phi)}{2\phi} g_{\mu\nu},
\] (103)

and

\[
\Box_g \phi = \frac{1}{2\omega + 3} \left( 8\pi T + \phi \frac{dV(\phi)}{d\phi} - 2V(\phi) \right),
\] (104)

where \( T \) is the trace of the matter energy momentum tensor, \( T_{\mu\nu} \), and \( \Box_g \) is the d’Alembertian operator with respect to the full metric. Now we will see how the weak field equations looks like [44]. For that purpose, we consider the following expansion
\[ g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}, \quad \phi = \phi_0 + \xi, \]  

(105)

where \( \phi_0 \) is a constant value of the scalar field and \( \xi \) is the small perturbation to the scalar field and rest of the symbols have their usual meaning. Using the above, a new tensor can be defined [45]

\[ \theta_{\mu\nu} = h_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} h - \frac{\xi}{\phi_0}. \]  

(106)

and the Brans–Dicke gauge is then defined as

\[ \nabla_{\nu} \theta^{\mu\nu} = 0. \]  

(107)

The weak field equations up to second order becomes [45]

\[ \Box_\eta \theta_{\mu\nu} = -\frac{16\pi}{\phi_0} (T_{\mu\nu} + \tau_{\mu\nu}) + \frac{V_{\text{lin}}}{\phi_0} g_{\mu\nu}, \]  

(108)

and

\[ \Box_\eta \xi = 16\pi S. \]  

(109)

Here, \( \Box_\eta = \eta^{\mu\nu} \partial_\mu \partial_\nu \) is d’Alembertian of the flat spacetime, other symbols have their usual meaning and the term \( S \) is given by

\[ S = \frac{1}{4\omega + 6} \left[ T \left( 1 - \frac{\theta}{2} - \frac{\xi}{\phi_0} \right) + \frac{1}{8\pi} \left( \phi \frac{dV}{d\phi} - 2V \right)_{\text{lin}} \right] + \frac{1}{16\pi} \left( \theta^{\mu\nu} \partial_\mu \partial_\nu \xi + \frac{\partial_\nu \xi}{\phi_0} \partial^\nu \xi \right). \]  

(110)

Here, the subtext “lin” means that the terms must be properly linearised.

Note that in this derivation the relation between flat and curved spacetime d’Alembertian is used

\[ \Box_g = \left( 1 + \frac{\theta}{2} + \frac{\xi}{\phi_0} \right) \Box_\eta - \theta^{\mu\nu} \partial_\mu \partial_\nu \xi - \frac{\partial_\nu \xi}{\phi_0} \partial^\nu \xi + O(x^2). \]  

(111)

We assume that the arbitrary potential, \( V \) is a well behaved function and it is Taylor expandable around a constant value, \( \phi = \phi_0 \), such that [44]

\[ V(\phi) = V(\phi_0) + \frac{dV(\phi_0)}{d\phi} \xi + \frac{1}{2} \frac{d^2V(\phi_0)}{d\phi^2} \xi^2 + \ldots \]  

(112)

Here, \( \phi_0 \) is expected to be the minimum of the potential and hence the term \( \frac{dV(\phi_0)}{d\phi} \), vanishes. Hence, the relevant terms in the linearised equation can be written as
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\[
V(\phi)g_{\mu\nu} \approx V(\phi_0)\eta_{\mu\nu},
\]

\[
\left( \phi \frac{dV}{d\phi} - 2V \right) \approx \phi_0 \frac{d^2V(\phi_0)}{d\phi^2} \xi - 2V(\phi_0),
\]  

(113)

and hence the field Eqs. (108) and (109) become

\[
\Box_\eta \theta_{\mu\nu} = -\frac{16\pi}{\phi_0} T_{\mu\nu} + \frac{V_0}{\phi_0} \eta_{\mu\nu},
\]  

(114)

and

\[
(\Box_\eta - m_s^2)\xi = \frac{8\pi T}{2\omega + 3} - \frac{2V_0}{2\omega + 3},
\]  

(115)

where

\[
V_0 \equiv V(\phi_0), \quad m_s^2 = \frac{\phi_0}{2\omega + 3} \frac{d^2V(\phi_0)}{d\phi^2} > 0.
\]  

(116)

We consider a particle located at \( \bar{r} = 0 \), where \( \bar{r}^2 = \bar{x}^2 + \bar{y}^2 + \bar{z}^2 \), and \( T_{\mu\nu} = M\delta(\bar{r}) \).

The solution of the scalar field Eq. (115) is

\[
\xi(\bar{r}) = \frac{2M}{(2\omega + 3)} \frac{\exp(-m_s\bar{r})}{\bar{r}} - \frac{V_0}{3(2\omega + 3)} \bar{r}^2.
\]  

(117)

The solution to (114) is given by

\[
\theta_{00} = -\frac{4M}{\phi_0} \frac{1}{\bar{r}} + \frac{V_0}{6\phi_0} \bar{r}^2, \quad \theta_{xx} = -\frac{V_0}{4\phi_0} (y^2 + z^2),
\]

\[
\theta_{xx} = -\frac{V_0}{4\phi_0} (x^2 + z^2), \quad \theta_{xx} = -\frac{V_0}{4\phi_0} (x^2 + y^2).
\]  

(118)

(119)

The trace \( \theta \) is given by

\[
\theta = -\frac{4M}{\phi_0} \frac{1}{\bar{r}} + \frac{2V_0}{3\phi_0} \bar{r}^2,
\]  

(120)

and from the inverse of (106), we get the following

\[
h_{00} = -\left[ \frac{2M}{\phi_0} \frac{1}{\bar{r}} + \frac{V_0}{6\phi_0} \bar{r}^2 + \frac{\xi}{\phi_0} \right],
\]

\[
h_{ij} = -\left[ \frac{2M}{\phi_0} \frac{1}{\bar{r}} - \frac{V_0}{12\phi_0} (\bar{r}^2 + 3x_i^2) - \frac{\xi}{\phi_0} \right] \delta_{ij}.
\]  

(121)

(122)
To express the solution in isotropic coordinates, the following transformation is used
\[ \bar{x}^i = x^i + \frac{V_0}{24\phi_0} x^i^3, \] \hspace{1cm} (123)

and, then we will get the following solutions
\[
\begin{align*}
    h_{00} &= - \left( \frac{2M}{\phi_0 r} + \frac{V_0}{6} r^2 + \frac{\xi}{\phi_0} \right), \\
    h_{ij} &= - \left( \frac{2M}{\phi_0 r} - \frac{V_0}{12} r^2 - \frac{\xi}{\phi_0} \right) \delta_{ij}, \\
    \xi &= \frac{2M}{(2\omega + 3)} \frac{\exp(-m_s r)}{r} - \frac{V_0}{3(2\omega + 3)} r^2. 
\end{align*}
\] \hspace{1cm} (124-126)

The full metric components will be given by
\[
\begin{align*}
    g_{00} &= 1 - \frac{2M}{\phi_0 r} \left(1 + \frac{\exp(-m_s r)}{2\omega + 3} - \frac{V_0 r^2}{6\phi_0} \left(1 - \frac{2}{2\omega + 3}\right)\right), \\
    g_{ij} &= - \left[1 + \frac{2M}{\phi_0 r} \left(1 - \frac{\exp(-m_s r)}{2\omega + 3} - \frac{V_0 r^2}{12\phi_0} \left(1 - \frac{4}{2\omega + 3}\right)\right)\right] \delta_{ij}, 
\end{align*}
\] \hspace{1cm} (127-128)

while the scalar field takes the form
\[
\phi = \phi_0 \left(1 + \frac{2M}{(2\omega + 3)} \frac{\exp(-m_s r)}{\phi_0 r} - \frac{V_0}{3\phi_0(2\omega + 3)} r^2\right). \hspace{1cm} (129)
\]

Let us define the following symbols similarly to the previous sections
\[
\begin{align*}
    \frac{2\alpha}{c^2} &= \frac{2M}{\phi_0 r c^2} \left(1 + \frac{\exp(-m_s r)}{2\omega + 3} + \frac{V_0 r^2}{6\phi_0} \left(1 - \frac{2}{2\omega + 3}\right)\right), \\
    \frac{2\beta}{c^2} &= \frac{2M}{\phi_0 r c^2} \left(1 - \frac{\exp(-m_s r)}{2\omega + 3} + \frac{V_0 r^2}{12\phi_0} \left(1 - \frac{4}{2\omega + 3}\right)\right), 
\end{align*}
\] \hspace{1cm} (130-131)

where, \(c^2\), is for dimensional consistency. The expression (130) reduces to
\[
\alpha \equiv \frac{M}{\phi_0 r} \left(1 + \frac{\exp(-m_s r)}{2\omega + 3}\right) + \frac{V_0 r^2}{12\phi_0} \left(1 - \frac{2}{2\omega + 3}\right). \hspace{1cm} (132)
\]

Performing the same explicit steps done before for the metric \(f(R)\) case, we end up with the following expression for force similar to (81) with the newly defined \(\alpha\) (132) i.e.
\[
\mathbf{F} = -m \left(-\nabla \alpha - \frac{2}{c} \frac{\partial \mathbf{A}}{\partial t}\right) - \frac{2m}{c} \mathbf{v} \times (\nabla \times \mathbf{A}). \hspace{1cm} (133)
\]
For calculating the above let us look at how $\nabla \alpha$ looks like

\[
\nabla \alpha = -\frac{M}{\phi_0 r^2} \hat{r} - \frac{1}{(2\omega + 3)} \frac{Mm_s}{\phi_0 r} \exp(-m_s r) \hat{r} - \frac{M}{\phi_0 r^2} \frac{1}{2\omega + 3} \exp(-m_s r) \hat{r} \\
+ \frac{V_0}{6\phi_0} r \left( 1 - \frac{2}{2\omega + 3} \right) \hat{r}.
\] (134)

where $\hat{r}$ is the radial unit vector. Hence, the expression for force in the generalised Brans–Dicke theory (133) for the stationary case i.e., $\frac{\partial A}{\partial t} = 0$ becomes

\[
F_{BD} = -\frac{Mm}{\phi_0 r^2} \hat{r} - \frac{1}{(2\omega + 3)} \frac{Mm}{\phi_0 r} m_s \exp(-m_s r) \hat{r} - \frac{Mm}{\phi_0 r^2} \frac{1}{2\omega + 3} \exp(-m_s r) \hat{r} \\
+ \frac{V_0 m}{6\phi_0} r \left( 1 - \frac{2}{2\omega + 3} \right) \hat{r} - \frac{2m}{c} \mathbf{v} \times (\nabla \times \mathbf{A}),
\] (135)

where $m$ is the mass of the test particle.

Note that Palatini $f(R)$, when put in the form of a Brans–Dicke class does not give a vanishing kinetic term similar to metric $f(R)$. The kinetic term, indeed has a coupling parameter $\omega = -\frac{3}{2}$ [43].

From (135), we see that $\omega = -\frac{3}{2}$ is indeed a singular point for some of the terms, and hence, we can safely conclude that such a Lorentz force law in the case of Palatini $f(R)$ is at best ill defined and surely deserves further investigation.

### 3.1 Force for a metric $f(R)$ theory with an arbitrary function

As seen from (101), $f(R)$ can be recast as a general scalar–tensor theory with a vanishing kinetic term i.e., $\omega = 0$. Then from (135), we get

\[
F_{f(R)} = -\frac{Mm}{\phi_0 r^2} \hat{r} - \frac{1}{3} \frac{Mm}{\phi_0 r} m_s \exp(-m_s r) \hat{r} - \frac{Mm}{\phi_0 r^2} \frac{1}{3} \exp(-m_s r) \hat{r} \\
+ \frac{V_0 m}{18\phi_0} r \hat{r} \\
- \frac{2m}{c} \mathbf{v} \times (\nabla \times \mathbf{A}).
\] (136)

Which can be seen as the force law for general metric $f(R)$ theories with $\phi = f'(R)$.

We conjecture that we can use this expression for not only analytic forms of $f(R)$ but also to other models. Of course, we need to check that such models indeed have the correct Newtonian limit and if they pass the solar system constraints. Such $f(R)$ models have to be first subjected to a Legendre transformation to put them into the correct Brans–Dicke form after which we can explicitly calculate the $V_0$ potential.

It is interesting to note that, the above expression can, in principle, describe a wide range of $f(R)$ theories and hence can be used as a universal Lorentz force law in the context of $f(R)$ theories subject to the condition that a metric variation is chosen. We also make a point that this is not relevant for metric-affine theories because such
theories have torsion and non-metricity [24] and generalised Brans–Dicke cannot accommodate such features.

3.2 Force for metric \( f(R) \) (analytic)

Let us evaluate \( V_0 \), using the assumption that \( f(R) \) is an analytic function and can be expanded as

\[
f(R) = a_0 + a_1 R + \frac{a_2}{2!} R^2 \ldots \tag{137}
\]

Since, \( \chi = R \) and \( \phi = f'(\chi) = f'(R) \), we have for the expression of potential

\[
V(\phi) = R(\phi) f'(R) - f(R)
\]

\[
= R^{(1)}(1 + a_2 R^{(1)}) - (R^{(1)} + a_2 R^{(1)})^2
\]

\[
= \frac{1}{2} a_2 R^{(1)}(\phi),
\]

where we have introduced only the relevant terms of \( f(R) \) (11) and (12). Now, from Eq. (10) we know that \( R^{(1)} = \partial_\mu \partial_\rho h^{\rho\mu} - \Box h \) which is at least second order in the derivatives of the metric perturbation. Hence, we can neglect it in the expression of force which is linear in the derivatives of the metric perturbation, and hence end up with the following expression for force

\[
F_{f(R)} = -\frac{M m}{\phi_0^2} \frac{1}{r^2} \mathbf{\hat{r}} - \frac{1}{3} \frac{M m}{\phi_0 r} m_s \exp(-m_s r) \mathbf{\hat{r}} - \frac{m m}{\phi_0 \frac{1}{r^2}} \frac{1}{3} \exp(-m_s r) \mathbf{\hat{r}} - \frac{2m}{c} \mathbf{v} \times \mathbf{B}. \tag{139}
\]

Now let us compare it with the expression of force that we obtained from the linearised theory directly which is given by (84)

\[
F_{f(R)} = -m \mathbf{E} - \frac{2m}{c} \mathbf{v} \times \mathbf{B} - m \mathbf{E} \frac{\exp(-\gamma r)}{3} - m \frac{1}{3} \phi \gamma \exp(-\gamma r) \mathbf{\hat{r}}. \tag{140}
\]

where \( \mathbf{E} = \frac{GM}{r^2} \mathbf{\hat{r}} \). Immediately, we observe that for the two approaches to be equivalent, we need that \( m_s = \gamma \) (Keep in mind that in the Lorentz force law for Brans–Dicke with a potential, the gravitational constant, \( G \), is taken to be unity). So, from (116), we must have the following

\[
\frac{\phi_0}{2\omega + 3} \frac{d^2 V(\phi_0)}{d\phi^2} = m_s^2 = \gamma^2. \tag{141}
\]
From (138) and using (11), (12), i.e.,

\[ f(R) = R^{(1)} + \frac{a_2}{2!} R^{(1)2} \quad f'(R) = 1 + a_2 R^{(1)}, \tag{142} \]

we can prove (141). Indeed, one can see that 1

\[ m_s^2 = \frac{\phi_0}{3} \left( a_2 \left( \frac{dR^{(1)}(\phi)}{d\phi} \right)^2 + R^{(1)}(\phi) \frac{d^2R^{(1)}(\phi)}{d\phi^2} \right) \bigg|_{\phi_0}, \tag{143} \]

and given that

\[ \phi = f'(\chi) = f'(R), \tag{144} \]

Eq. (12), implies

\[ R^{(1)} = \frac{\phi - 1}{a_2}. \tag{145} \]

If we make use of (145) in (143), the second term in (143) goes to zero and we are left with

\[ m_s^2 = \frac{\phi_0}{3a_2}. \tag{146} \]

Now, for arguments of stability, \( \phi_0 \) is the minimum of the potential. So, let us find the minimum of (138). Let us impose

\[ \frac{dV}{d\phi} = a_2 R^{(1)} \frac{dR^{(1)}}{d\phi} \bigg|_{\phi_0} = 0. \tag{147} \]

Again, from (145), we have for the above expression

\[ a_2 \left( \frac{\phi - 1}{a_2} \right) \left. \frac{1}{a_2} \right|_{\phi_0} = 0, \tag{148} \]

which finally gives us the minimum value \( \phi_0 \), i.e.,

\[ \phi_0 = 1. \tag{149} \]

Hence, after substituting the above minimum value in (146), we get the following result

\[ m_s^2 = \frac{1}{3a_2}. \tag{150} \]

We have argued that \( a_2 \) has to be less than zero for \( \gamma^2 \) to be positive (since \( \gamma^2 = -\frac{1}{3a_2} \)) as it is required for physical solutions of the massive KG equation for the scalar mode.
Also, remember that in this theory, \( m_s^2 \) is positive as well [see (116)]. So, we have to put a minus sign in (150) and hence we get

\[
m_s^2 = -\frac{1}{3a_2},
\]

and we proved Eq. (141). This goes on to show that the two approaches, one in which we considered \( f(R) \) to be analytic a priori and the second one, where we considered a generalised Brans–Dicke theory and searched for an expression of a Lorentz force for metric \( f(R) \) is equivalent. This is also a self-consistent non-trivial sanity check for both the approaches.

### 3.3 Gravitational time delay in Brans–Dicke with a potential

We have from (90) that the gravitational time delay is given by

\[
\Delta = \frac{1}{2c} k^\alpha k^\beta \int_{p_1}^{p_2} h_{\alpha\beta}(x) dl. \tag{152}
\]

Now, from (106), we have the following

\[
\theta_{\mu\nu} = h_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} h - \frac{1}{2} \eta_{\mu\nu} \xi \frac{\xi}{\phi_0}. \tag{153}
\]

The above can be contracted to give

\[
\theta = -h - 4 \frac{\xi}{\phi_0}, \tag{154}
\]

which can than be used to eliminate \( h \) in (153) to give

\[
h_{\mu\nu} = \theta_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} \theta - \frac{1}{2} \eta_{\mu\nu} \xi \frac{\xi}{\phi_0}. \tag{155}
\]

When we insert (155) in (152), the last two terms above do not contribute to the integral as the propagation vectors are considered null with respect to the flat metric. So, the gravitational time delay in Brans–Dicke is given by

\[
\Delta = \frac{1}{2c} \int_{p_1}^{p_2} \theta_{00} dl + \frac{1}{c} \int_{p_1}^{p_2} \theta_{0i} \hat{k} dl, \tag{156}
\]

where \( \theta_{0i} \) is the additional term coming from considering a slowly rotating source with angular momentum \( J \).

Now, \( \theta_{00} \) is given by (118) as

\[
\theta_{00} = -\frac{4M}{\phi_0} \frac{1}{\hat{r}} + \frac{V_0}{6\phi_0} \hat{r}^2. \tag{157}
\]
As usual, we define $\theta_{0i}$ similar to the one in GR as

$$\theta_{0i} \equiv \frac{2A_i}{c^2}. \quad (158)$$

So, the gravitational time delay in Brans–Dicke is given by

$$\Delta = \frac{1}{2c^3} \int_{P_1}^{P_2} \left[ -\frac{4M}{\phi_0} \frac{1}{r} + \frac{V_0}{6\phi_0} \frac{r^2}{2} \right] dl + \frac{2}{c^3} \int_{P_1}^{P_2} A \cdot \hat{k} dl, \quad (159)$$

where we have introduced $c$ for dimensional consistency. Hence, the Shapiro time delay is given by

$$\Delta_s = \frac{1}{2c^3} \int_{P_1}^{P_2} \left[ -\frac{4M}{\phi_0} \frac{1}{r} + \frac{V_0}{6\phi_0} \frac{r^2}{2} \right] dl. \quad (160)$$

While the gravitomagnetic time delay is given by

$$\Delta_{GM} = \frac{2}{c^3} \int_{P_1}^{P_2} A \cdot \hat{k} dl. \quad (161)$$

or from [40]

$$\Delta_{GM} = \frac{2J}{\phi_0 c^4} \left( \frac{1}{r_1} + \frac{1}{r_2} \right) \frac{\hat{J} \cdot (\hat{r}_1 \times \hat{r}_2)}{1 + \hat{r}_1 \cdot \hat{r}_2}, \quad (162)$$

where $\hat{r}_1$ and $\hat{r}_2$ are unit vectors indicating the positions of $P_1$ and $P_2$, respectively from the centre of a sphere, and $J$ is the magnitude of the angular momentum of a slowly rotating source and $\hat{J}$ is the unit vector along it.

### 3.4 Time delay in $f(R)$ ($f$ analytic)

From Eq. (138), we have that, $V(\phi_0) = \frac{1}{2}a_2 R^{(1)}(\phi_0)$. However, we have shown that $\phi_0 = 1$ (149), which is the minimum of the potential. As a result, (145) implies, $R^{(1)}(\phi_0) = 0$, and hence $V_0 = V(\phi_0) = 0$. The second term in (160) vanishes and we are left with

$$\Delta_s = \frac{1}{2c^3} \int_{P_1}^{P_2} -\frac{4M}{\phi_0} \frac{1}{r} dl. \quad (163)$$

As we already saw that $\phi_0 = 1$, we recover the $f(R)$ result given in (95) and (96), which is also the same as the one in GR i.e

$$\Delta_s = -\frac{2GM}{c^3} \int_{P_1}^{P_2} \frac{dl}{r}, \quad (164)$$
where, $G$ is introduced for dimensional consistency.

### 3.5 Discussion on the time delay in Brans–Dicke with a potential

As expected, we indeed see a modification in the shapiro time delay after the introduction of the potential. This provides a finite correction to the time delay result we get from GR. Also, from the Brans–Dicke results of time delay, we can consistently derive our previous results for metric $f(R)$ theory with $f$ analytic, which is a non-trivial sanity check.

### 4 Discussion and outlook

We have studied a Gravitoelectromagnetism formalism for metric $f(R)$ theories. We demonstrated that our result for the expression of Lorentz force in the context of metric $f(R)$ consistently drops down to that of the GR result in the appropriate limit, i.e., when the cut-off frequency of the scalar mode is very high (or alternatively, the Compton wavelength is very low).

Our result is also in agreement with the fact that $f(R)$ theory is known to have a massless graviton plus a scalar field [31,33,38,39], as we have uncovered only attractive effects from the Lorentz force expression. The expression of the force is non-trivial and interesting because we find that not only the gradient of the potential matters but its absolute value also contributes at very short ranges. The latter is a peculiar feature because not many known forces display this behaviour. We conjecture that this behaviour is an imprint of the higher order corrections of $f(R)$ in the linearised version of the theory. Anyway, this compels us to further investigate this matter.

We then consider the gravitational time delay. In this case, the extra scalar degree of freedom associated to $f(R)$ does not contribute and we do not get a different result from GR. Of course, it is possible that higher order corrections will break the degeneracy between the two theories. However, we can safely assume that even if higher order corrections do play a role, it would be negligible or highly suppressed.

We conclude the chapter by presenting our results for the Lorentz force law in the context of Brans–Dicke theory with a potential. The only assumption considered in the theory is that the Brans–Dicke potential is an analytic function. We observe in this case that at $\omega = -3/2$ is a singular point which alludes towards the fact that a Lorentz force in the case of palatini $f(R)$ maybe ill defined, and worth further investigation which, if confirmed, it might lead to another evidence of inconsistency in this class of theories. We demonstrate that the result for Brans–Dicke theory with a potential can be consistently used to derive our previous results for metric $f(R)$ theory, a non-trivial sanity check of the results we discovered for the metric $f(R)$ case.

Along with that, we also find an expression of Lorentz force law for arbitrary function of $f(R)$. We conjecture that the obtained expression can be used not only for
analytic forms of \( f(R) \) but also for more general cases. Of course, we need to check that if such a model indeed have the correct Newtonian limit and if they pass the solar system constraints. So, in principle, our expression can describe a wide range of \( f(R) \) theories and hence can be used as a universal force law in the context of \( f(R) \) theories subject to the condition that a metric variation is chosen.

Lastly, we consider the gravitational time delay in the case of Brans–Dicke with a potential where we indeed get a correction. However, the correction factors disappears when we reduce it down to that of \( f(R) \) with \( f \) analytic.

It is also important to make the point that we did not consider metric-affine theories because such theories have torsion and non-metricity [24] and Brans–Dicke cannot accommodate such features. It would be interesting to see if one could indeed do a GEM formalism for metric-affine theories.

Anyway, if the latter is done, we can conjecture that the effect of torsion would not be there because macroscopically speaking, in theories with non propagating torsion we shall need generically spin current fluxes (fermion fluxes) to get locally non-zero torsion but if one assumes the spin to be randomly oriented and not polarized, it will typically average out to zero [24].

It is worthy to mention here that we have explicitly treated the analytic metric \( f(R) \) corrections to the Lense–Thirring effect in [47]. We have done a post-Newtonian calculation of the gyroscopic frequency in the case of metric \( f(R) \) with \( f \) analytic and then identified the Lense–Thirring and Geodetic contribution. We find that metric \( f(R) \) do not alter the GR Lense–Thirring precession at linear order but it indeed gives a finite correction to the GR Geodetic effect.
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Appendix: Evaluation of the potential term

From (138), we get for the first derivative of \( V(\phi) \) as

\[
\frac{dV(\phi)}{d\phi} = \frac{dR(\phi)}{d\phi} f'(R(\phi)) + R(\phi) \frac{df'(R(\phi))}{d\phi} - \frac{df(R)}{d\phi},
\]

and consequently the second derivative of \( V(\phi) \) can be expressed as

\[
\frac{d^2V(\phi)}{d\phi^2} = \frac{d^2R(\phi)}{d\phi^2} f'(R(\phi)) + \frac{dR(\phi)}{d\phi} \frac{df'(R(\phi))}{d\phi} + R(\phi) \frac{d^2f'(R(\phi))}{d\phi^2} + \frac{df'(R(\phi))}{d\phi} \frac{dR(\phi)}{d\phi} - \frac{d^2f(R)}{d\phi^2}.
\]

Now, using the following quantities which we encountered in the linearised metric \( f(R) \) section, i.e,

\[
f(R) = R^{(1)} + \frac{a_2}{2!} R^{(1)}^2, \quad f'(R) = 1 + a_2 R^{(1)},
\]
where $R^{(1)}$ is the linearised Ricci Scalar. In the subsequent calculation, we drop the suffix $(1)$ and introduce at the end for sake of convenience. Hence, we get the following expression after evaluating for (167)

\[
\frac{d^{2}V(\phi)}{d\phi^{2}} = \frac{d^{2}R(\phi)}{d\phi^{2}} (1 + a_{2}R(\phi)) + \frac{dR(\phi)}{d\phi} \frac{dR(\phi)}{d\phi} (1 + a_{2}R(\phi)) + R(\phi) \frac{d^{2}}{d\phi^{2}} (1 + a_{2}R(\phi)) \\
+ \frac{d}{d\phi} (1 + a_{2}R(\phi)) \frac{dR(\phi)}{d\phi} - \frac{d^{2}}{d\phi^{2}} (R(\phi) + \frac{a_{2}}{2!} R(\phi)^{2}).
\] (169)

or

\[
\frac{d^{2}V(\phi)}{d\phi^{2}} = \frac{d^{2}R(\phi)}{d\phi^{2}} + a_{2}R(\phi) \frac{d^{2}R(\phi)}{d\phi^{2}} + a_{2} \left( \frac{dR(\phi)}{d\phi} \right)^{2} + R(\phi) \frac{d^{2}R(\phi)}{d\phi^{2}} + a_{2} \left( \frac{dR(\phi)}{d\phi} \right)^{2} - \frac{d^{2}}{d\phi^{2}} \frac{dR(\phi)}{d\phi}^{2} - a_{2} R(\phi) \frac{d^{2}R(\phi)}{d\phi^{2}},
\] (170)

and hence, the expression drops to just

\[
\frac{d^{2}V(\phi)}{d\phi^{2}} = a_{2} \left( \frac{dR(\phi)}{d\phi} \right)^{2} + R(\phi) \frac{d^{2}R(\phi)}{d\phi^{2}}.
\] (171)

So, if we use the above result, from (141), we have the following expression

\[
m_{s}^{2} = \frac{\phi_{0}}{3} \left( a_{2} \left( \frac{dR^{(1)}(\phi)}{d\phi} \right)^{2} + R^{(1)}(\phi) \frac{d^{2}R^{(1)}(\phi)}{d\phi^{2}} \right)|_{\phi_{0}}
\] (172)
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