Overview of external electromagnetism and rotation in lattice QCD

Arata Yamamoto
Department of Physics, The University of Tokyo, Tokyo 113-0033, Japan

Received: 27 February 2021 / Accepted: 21 June 2021 / Published online: 28 June 2021
© The Author(s), under exclusive licence to Società Italiana di Fisica and Springer-Verlag GmbH Germany, part of Springer Nature 2021
Communicated by Carsten Urbach

Abstract This is an introductory review of lattice QCD with external fields. The study of external magnetic fields is one of the greatest achievements in modern lattice QCD. Large-scale simulations and detailed analyses have revealed intriguing properties of QCD in the magnetic fields. The study of external electric fields is more challenging because of a technical difficulty. We overview the successes and challenges of the lattice simulations with the electromagnetic fields. We also introduce a newly developing field, the lattice simulation of rotating QCD matters.

1 Introduction

Quantum chromodynamics (QCD) is the theory of the strong interaction. Lattice QCD is the most powerful method for the first-principle study of QCD, in particular, of non-perturbative aspects of QCD. In its long history, it has given us the beneficial knowledges of various phenomena: quark confinement [1,2], low-energy properties of hadrons [3], and many others [4,5]. The application of lattice QCD is not restricted to “pure” QCD. It is applicable to QCD coupled with the fields other than quarks and gluons.

Even though the electromagnetic coupling constant $e$ is much smaller than the strong coupling constant $g$, electromagnetism can be relevant for QCD physics if the field strength is so strong that $\sqrt{eE}, \sqrt{eB} \sim \Lambda_{\text{QCD}}$. Such intense electromagnetic fields appear in the early Universe, in compact stars, and in heavy-ion collision experiments. Theoretical physicists predict that the electromagnetic fields induce fascinating phenomena: the magnetic catalysis, the chiral magnetic effect, etc [6]. Are they measurable in the real world? Are they hidden by any contamination? Or do they really exist? It is not easy to answer these questions. In the physically interesting cases mentioned above, typical energy scales, the strength of the electromagnetic field, pion mass, and temperature, are comparable. All of them are unignorable. We need quantitative calculation based on the microscopic theory. Lattice QCD would be the best approach for this mission.

A magnetic field is closely related to rotation. The magnetic field induces the circular motions of charged particles, and vise versa. Indeed, the intense magnetic field and fast rotation appear in the same places, e.g., in rotating compact stars and in peripheral heavy-ion collisions. This motivates the study of rotational phenomena in QCD. The similarity between the magnetic field and rotation is ubiquitous in physics. For instance, they generate quantum vortices in superconductors or in superfluids [7]. They induce anomalous currents; the magnetic field induces the chiral magnetic effect and the rotation induces the chiral vortical effect [8]. One might expect that the same theoretical approach is possible. From the practical point of view, however, they are quite different. The difference is essential to see why the rotation is difficult in lattice QCD. Although the lattice simulation with the rotation is at an early stage of development, it is expected to help us investigate rotating QCD matters.

In this paper, we review the recent activities of lattice QCD with external electromagnetic fields and rotation. The targets of this review are not only lattice QCD researchers but also non-experts of lattice QCD. We would like to focus on the formulation and its problem, and to survey what has been done in this field, but not to go into the details of individual simulations. The readers are encouraged to visit each literature for the detail.

2 Basics of lattice QCD

Let us start with the basics of lattice QCD. In lattice field theories, all the equations in a continuous space are replaced by the counterparts on a discretized space. The notation is
different from the continuous one. In this review, we write the equations in the continuous notation. Although this might be unconventional, it would be better for the readers who are unfamiliar with lattice QCD.

Euclidean QCD is formulated in the four-dimensional spacetime $x^\mu = (x, y, z, \tau)$. The path integral is given by

$$Z = \int D\tilde{\psi} D\psi DA e^{-S_{\text{gluon}}[A]-S_{\text{quark}}[\tilde{\psi}, \psi, A]}$$

(1)

with the gluon action

$$S_{\text{gluon}} = \int d^4x \frac{1}{2} \text{tr} F_{\mu\nu} F_{\mu\nu}$$

(2)

and the quark action

$$S_{\text{quark}} = \int d^4x \bar{\psi} D\psi = \int d^4x \bar{\psi} \left[ \gamma^\mu D_\mu + m \right] \psi,$$

(3)

where $D_\mu$ is the SU(3) covariant derivative. After the Grassmannian integration, we get

$$Z = \int DA \ det \ D[A] e^{-S_{\text{gluon}}[A]}.$$  

(4)

When the theory couples to external fields, the actions are modified. When external electromagnetic fields exist, the quark action is modified. The gluon action is not modified because gluons are charge neutral. The fermion determinant depends on the Abelian gauge field $A_\mu$,

$$Z = \int DA \ det \ D[A, A_\mu] e^{-S_{\text{gluon}}[A]}.$$  

(5)

When external gravitational fields exist, the actions depend on the metric tensor $g_{\mu\nu}$. Since gravity couples to all particles, both of the gluon and quark actions are modified as

$$Z = \int DA \ det \ D[A, g] e^{-S_{\text{gluon}}[A, g]}.$$  

(6)

Since these external fields are classical backgrounds, they do not change the integral measure.

In numerical simulations, the functional integral is evaluated by the Monte Carlo sampling method. The gauge configuration $\{A^\mu_n\}$ is generated according to the probability distribution $P \propto \det \ D e^{-S_{\text{gluon}}}$, and then the statistical average is taken. The probability distribution must be semi-positive definite. When the semi-positivity is lost, the Monte Carlo method fails. This is called the sign problem. The semi-positivity is satisfied in the original from (4). The proof is easy. The gluon action is real and the fermion determinant is given by

$$\det D[A] = \prod_n (i\lambda_n + m)$$

$$= \prod_{n_{\lambda_n=0}}^m \prod_{n_{\lambda_n>0}}^{\lambda_n^2 + m^2} > 0,$$

(7)

where the Dirac eigenvalue $\lambda_n$ is defined by $\gamma^\mu D_\mu \phi_n = i\lambda_n \phi_n$. Here we used the fact that the complex conjugate pair $\pm i\lambda_n$ exist for the nonzero Dirac eigenvalues. The pairwise property holds only when the massless Dirac operator is anti-Hermitian. The semi-positivity is not necessarily satisfied when the actions are modified. A famous example is a quark chemical potential. For the nonzero quark chemical potential $\mu$, the Dirac operator becomes

$$D[A, \mu] = \gamma^k D_k + \gamma^4 (D_4 + \mu) + m$$

$$= D[A, \mu = 0] + \mu \gamma_4.$$  

(8)

The additional term breaks the anti-Hermiticity, and thus makes the fermion determinant complex. Some classes of the external fields are known to cause the sign problem. The sign problem is a major obstacle in lattice QCD with the external fields. (Strictly speaking, some lattice fermions, e.g., the Wilson fermion, are not anti-Hermitian. The single-flavor Wilson fermion has the sign problem, but this sign problem can be easily avoided by considering two flavors. The following arguments are correct even for such lattice fermions.)

### 3 Magnetic field

QCD in external magnetic fields has been intensively studied in the lattice simulations. One reason is, of course, the physical interest. Another reason is the technical simplicity. The Dirac operator is given by

$$D[A, A_\mu] = \gamma^k (D_k + i q A_k) + \gamma^4 D_4 + m,$$

(9)

where $q$ is the electric charge of a quark. The fermion determinant is semi-positive definite for any choice of $A_k$. The most commonly-used setup is the uniform magnetic field along one direction, e.g., $A_2 = B x$ and $A_1 = A_3 = 0$. (It is possible even on the lattice with periodic boundary conditions [9]). The uniform magnetic field has homogeneous effects on physical observables, so greatly simplifies theoretical analysis.

#### 3.1 Hadron property

The calculation of hadron masses is a strong area of lattice QCD. The mass shifts in the magnetic fields were investigated for many hadrons: pseudo-scalar mesons [10–17], vector mesons [11–13,15,18,19], and nucleons [20–22].
calculation is straightforward in most cases. Exceptions are the hadrons with broken quantum numbers. For example, the uniform magnetic fields break the three-dimensional spherical symmetry SO(3) down to the two-dimensional rotational symmetry SO(2). The total angular momentum $J$ is not conserved while the projected angular momentum $J_z$ is still conserved. As a consequence, unpolarized vector mesons ($J = 1, J_z = 0$) are ill-defined in the magnetic fields. They are just excited states of pions.

If hadrons were point particles, the masses could be estimated by the Landau quantization in quantum mechanics. For example, the mass of positively- and negatively-charged pions would be given by

$$m^2(B) = m^2(B = 0) + |eB|.$$  

(10)

The magnetic field dependence of the charged pion mass has been investigated in details \[10,11,14,15,17\]. One of the results is shown in Fig. 1. The point particle picture (10) is not bad when the magnetic field is weak. Apart from the weak field limit, the internal structure of hadrons is no longer negligible. A prominent case is the mass shifts of neutral hadrons. Since neutral point particles do not interact with the magnetic field, the mass shifts of neutral hadrons come from their compositeness. The neutral pion mass has small but non-vanishing dependence even if the magnetic field is weak $[11–17]$. This indicates the importance of the microscopic calculation based on QCD. We note that the pion decay constant $f_\pi$ in the magnetic field was also calculated and the Gell–Mann–Oakes–Renner relation $[17]$ and leptonic decay rate $[23]$ were discussed.

The magnetic field breaks spherical symmetry. The anisotropy can be observed as the shape deformation of charged particles. The deformation of point particles is predicted by the Landau quantization; the wave function is squeezed in the transverse plane. Since hadrons are the composites of charged quarks, the deformation is non-trivial. The shape of a charged pion, which is defined by the distribution of quark number density in the pion $[24]$, is shown in Fig. 1. The pion is spinless, so spherically symmetric in the absence of the magnetic field. When the magnetic field is switched on, the pion is elongated in the longitudinal direction. The elongation cannot be explained by the Landau quantization, and should be interpreted as a many-body effect. The anisotropy was also found in the static quark–antiquark potential $[25–28]$ (and in the gluon correlation function $[29]$). The static quark–antiquark potential is a pure gluonic observable but can be affected by the magnetic field through sea quarks. The string tension decreases in the longitudinal direction and increases in the transverse direction, which favors the elongated deformation of mesons.

Many lattice studies showed the evidence that the magnetic field plays big roles in hadron physics. At the same time, they suggested the importance of the ab-initio calculation in lattice QCD. The magnetic field has impacts on all the microscopic contents, both of the valence and sea quarks, in hadrons. None of them are negligible.

3.2 Phase diagram

QCD matters turn from hadrons to quark-gluon plasmas at a nonzero temperature, although this is not a rigorous phase transition but a crossover (at least, at a zero baryon density). The QCD phase diagram is usually discussed in terms of spontaneous chiral symmetry breaking and quark confinement $[30]$. Let us add one more axis, the axis of magnetic field strength, to the phase diagram. Does the magnetic field promote or obstruct them? The order parameter of spontaneous chiral symmetry breaking is the chiral condensate. The chiral condensate is sensitive to the magnetic field strength. According to the most renowned scenario, the magnetic catalysis $[31]$, the magnetic field catalyzes chiral symmetry breaking. Lattice studies, however, revealed that the chiral condensate in QCD is not so simple $[10,17,32–44]$. The chiral condensate is not a monotonic function of the magnetic field strength; it increases in some parameter regions but decreases in other parameter regions. The reason for the non-monotonicity is the interplay of the magnetic catalysis and the “inverse” magnetic catalysis $[36]$. The order parameter of the confinement is the Polyakov loop. The magnetic field dependence of the Polyakov loop is non-trivial. Since the Polyakov loop is a pure gluonic observable, it indirectly couples to the magnetic field through quark loop diagrams. The present lattice data suggest that the pseudo-critical temperatures of the Polyakov loop and the chiral condensate move together $[10,32,41,44]$. The emergence of the first- or second-order phase transition was not found $[45]$. Although
the phase transition might emerge in an extremely strong magnetic field, the simulation is difficult due to the technical limitation that the magnetic field strength must be smaller than the lattice cutoff scale.

There is another observable to characterize the QCD vacuum in the magnetic field. The response to the magnetic field is parametrized by the magnetization and magnetic susceptibility, the first and second derivatives of the free energy with respect to the magnetic field strength, respectively. They are sensitive to a phase of matter. The quark-gluon plasma phase is paramagnetic, where nonzero magnetization is induced along the direction of the magnetic field, while the hadron phase has very weak magnetic response [35,39,46–50].

3.3 Chiral anomaly and topological phenomena

The chiral magnetic effect is the anomalous current generation by the magnetic field in chirally imbalanced matters [51,52]. There are two approaches to study the chiral magnetic effect in lattice QCD: The first approach is to use the chiral imbalance induced by the topological charge of gluons. In the QCD vacuum, the total topological charge is zero, \( \langle Q \rangle = 0 \), because of the CP symmetry. Thus, the one-point function of the vector current is trivially zero, \( \langle \bar{\psi} \gamma^k \psi \rangle = 0 \). The chiral magnetic effect is measured as the anisotropy of the current fluctuation \( \langle (\bar{\psi} \gamma^k \psi)^2 \rangle \) induced by nonzero topological fluctuation \( \langle Q^2 \rangle \neq 0 \). This is nothing but the original proposal in heavy-ion collisions [51]. The anisotropic current fluctuation [53,54] and the correlation between electric and topological charges [55,56] were investigated in lattice simulations. The calculation of electric conductivity also supports the chiral magnetic effect [57] (see also Ref. [58]). The second approach is to use the chiral imbalance induced by a chiral chemical potential. The chiral chemical potential \( \mu_5 \) is the parameter explicitly breaking the chirality balance, and enables us to observe nonzero vector current, \( \langle \bar{\psi} \gamma^k \psi \rangle \propto \mu_5 q B_k \), of the chiral magnetic effect [52]. The chiral magnetic effect was demonstrated in the lattice simulations with the chiral chemical potential [59,60]. A closely-related effect, the chiral separation effect, was also obtained [61,62].

The magnetic fields also play important roles in dense quark matters. The lattice simulation of dense quark matters is, however, hampered by the sign problem. (There is an interesting proposal for the sign-problem-free QCD-like theory with nonzero densities and magnetic fields [63].) In the dense quark matters, such as the core of neutron stars, topological vortices are created by strong magnetic fields and rotation. While the topological vortices are universal in physics, a special type of the topological vortices, the “non-Abelian” vortices, appear in the high density limit of QCD [64]. Unfortunately, the sign problem is inevitable in QCD and even in QCD-like theories accompanied by the non-Abelian vortices. The non-Abelian vortices have been simulated only in a bosonic effective theory, the lattice non-Abelian Higgs model, coupled with the magnetic field [65].

4 Electric field

In the Euclidean path integral formalism, there is a definite difference between external magnetic fields and external electric fields. Let us consider the uniform electric field \( E \) along the \( z \) direction. The Abelian gauge field is given by \( A_0 = -Ez \) or \( E = -\partial_3 A_0 \) in the axial gauge \( A_3 = 0 \). The Dirac operator is

\[
D[A,A_0] = \gamma^k D_k + \gamma^4 (D_4 - q A_0) + m = D[A,A = 0] - q A_0 \gamma_4.
\]

This form is the same as Eq. (8), so shares the same sign problem as the quark chemical potential \( \mu \). The Abelian gauge field \( A_0 \) is mathematically equivalent to the chemical potential, except for coordinate dependence. (The axial gauge choice is just for simplicity. The sign problem cannot be eliminated by an Abelian gauge transformation [66].) The external electric field is very difficult in lattice QCD.

4.1 Weak electric field

One naive way to avoid the sign problem is the quenched or partially quenched approximation, where the effects of the electric fields on quark loops are neglected [67,68]. The approximation would be valid to some extent in the limit of weak electric field.

In the weak field limit, there is an established scheme applicable to full (i.e., unquenched) QCD. If the Abelian gauge field is imaginized as \( A_0 \rightarrow A_4 \equiv i A_0 \), the Dirac operator with \( A_4 \) is free from the sign problem. Of course, the imaginized theory is not the real world. After performing the simulation with \( A_4 \), one must extrapolate the results from the region of \( A_4^2 > 0 \) to the region of \( A_0^2 = -A_4^2 > 0 \). The extrapolation is justified for small \( A_0 \) as long as the theory has analyticity. The electric polarizability of hadrons [69–73] and the topological \( \theta \)-term [74] were studied in this scheme. (If you are familiar with the sign problem of dense QCD, you can easily understand this scheme on the analogy of the imaginary chemical potential \( \mu_I \equiv i \mu \).)

4.2 Strong electric field

A strong electric field is more interesting because it totally changes QCD physics; e.g., the perturbative vacuum is broken down by the Schwinger mechanism [75]. For the strong electric field, there is no general method to avoid the sign problem. Only one special solution is known. In two-flavor
QCD, the sign problem can be avoided if electric charges are taken as

\[ q_3 \equiv (q_u, q_d) = \left( \frac{e}{2}, -\frac{e}{2} \right), \quad (12) \]

which is called the isospin electric charge [66]. The fermion determinant of each flavor is complex, but the phase factors cancel out, and the total fermion determinant is semi-positive. The lattice simulation with \( A_0 \) is possible for any value of \( E \). Although this hypothetical combination of electric charges is different from the physical one, it is useful for the studies of non-perturbative phenomena induced by the strong electric field. (This is the analogy of the isospin chemical potential \( \mu_3 \equiv (\mu, -\mu) \) in dense QCD.)

In Fig. 2, we show the result obtained by the simulation with the isospin electric charge. In the QCD vacuum, a quark and an antiquark are bounded by the confining force \( \sigma \). If they are placed in an external electric field, they are dragged by the electric force \( qE \) in the opposite direction because they have the opposite electric charges. When the electric force is stronger than the confining force \( qE \geq \sigma \), the confinement is completely lost. The quark–antiquark potential becomes flat at long distance. Although the simulation was done with the isospin electric charge, the mechanism is universal for real quark–antiquark pairs.

5 Rotation

Numerical simulation of a rotating matter is not easy in general. Many constituents of the matter are simultaneously moving. Such collective motion is a highly excited state in the language of quantum theory. A clever way is to consider the coordinate transformation to a rotating frame. The rotating matter and its constituents are at rest in the rotating frame, so the simulation is much easier. As we learned in classical mechanics, the transformation is simple in non-relativity. The action is shifted as \( S(\Omega) = S(\Omega = 0) - \Omega L \), where \( \Omega \) is the angular velocity and \( L \) is the angular momentum of particles. The ground state has nonzero angular momentum \( \langle L \rangle \neq 0 \). In relativistic theories, the rotating frame is formulated as a curved spacetime described by a metric tensor. We need the formulation of external gravitational fields.

5.1 Lattice QCD in rotating frames

In curved spacetimes, the gluon action is

\[ S_{\text{gluon}} = \int d^4x \sqrt{\det g} \frac{1}{2} g^{\mu\nu} g^{\rho\sigma} \text{tr} F_{\mu\rho} F_{\nu\sigma} \quad (13) \]

and the quark action is

\[ S_{\text{quark}} = \int d^4x \sqrt{\det g} \bar{\psi} \left[ y^\mu (D_\mu + i \Gamma_\mu) + m \right] \psi \quad (14) \]

with the gravitational connection \( \Gamma_\mu \) [76]. In the rotating frame around the \( z \)-axis, the metric tensor is given by

\[ g_{\mu\nu} = \begin{pmatrix} 1 & 0 & 0 & -iy\Omega \\ 0 & 1 & 0 & ix\Omega \\ 0 & 0 & 1 & 0 \\ -iy\Omega & ix\Omega & 0 & 1 - r^2\Omega^2 \end{pmatrix} \quad (15) \]

where \( r = \sqrt{x^2 + y^2} \) is the distance from the rotation axis. The lattice theory was formulated by discretizing these actions and metric tensor [77]. Note that lattice field theory in curved spacetimes has been considered in various contexts [78–84]. This is one specific application of them.

The actions (13) and (14) with the metric tensor (15) are complex. Since both of the quark and gluon actions are complex, the sign problem is more severe than that of the chemical potential or the electric field. In addition, there is another difficulty. As for the electromagnetic fields, homogeneous field configurations are possible. As long as the classical theory is translationally invariant, the translational symmetry is preserved even after quantization. A renormalization constant is independent of coordinate. On the other hand, the rotation is always inhomogeneous. The schematic figure is shown in Fig. 3. The rotation axis breaks translational symmetry, which is seen as the coordinate-dependence of the metric tensor (15). Boundaries also breaks homogeneity. The boundaries must exist in the rotating frame; infinite volume is impossible because the rotational speed \( v = \sqrt{x^2 + y^2}\Omega \) must not exceed the speed of light. Once the translational symmetry is violated, the renormalization constant is no
longer independent of coordinate. The artificial inhomogeneity of the renormalization constant must be subtracted from simulation data [84].

Because of these problems, the applicability is now limited to slow rotation. The present simulations rely on the formulation of the Euclidean rotation [77]. The angular velocity in Eq. (15) is replaced as \( \Omega \rightarrow i\Omega_E \) to avoid the sign problem. One first perform the simulation with the Euclidean rotation, and then perform the analytic continuation from the Euclidean rotation \( \Omega^2 = -\Omega_E^2 < 0 \) to the Minkowski rotation \( \Omega^2 = -\Omega_E^2 > 0 \). The rotational effect on the confinement-deconfinement phase transition was analyzed in this method [85,86].

5.2 Torsion

In the above formulation, the curved spacetime is realized by the metric tensor on the lattice. There is an alternative lattice formulation of the curved spacetime, that is, changing lattice geometry from a hypercube to something else. In the second formulation, we can realize the gravitational effects that cannot be realized by the metric tensor. An example is torsion. In the spacetime with nonzero torsion, derivatives do not commute, \( [\partial_\mu, \partial_\nu]x^a \neq 0 \). The torsion is assumed to be zero in the Einstein gravity, but it is nonzero in a generalized framework of gravity theory, the so-called Einstein-Cartan gravity. The torsion can be mimicked in laboratory experiments of helical crystals [87]. The spacetime with the torsion can be simulated by the lattice with a dislocation [88]. The dislocation is a line defect to distort the lattice. One type of the dislocations, a screw dislocation, is drawn in Fig. 4. The lattice is spiral around the dislocation axis.

The rotation and torsion induce similar phenomena. The rotation induces the chiral vortical effect [89,90] and the torsion induces the chiral torsional effect [88,91,92]. They are shown in Figs. 3 and 4. The chiral vortical effect in Fig. 3 is obtained with the lattice fermion with the metric tensor (15). The constant angular velocity \( \Omega \) induces the current

\[
\langle \bar{\psi} \gamma^3 \psi \rangle \propto \mu_5 \mu \Omega
\]

in the whole space, although the current is inhomogeneous due to the rotation axis and boundary condition. The chiral torsional effect in Fig. 4 is obtained with the lattice fermion with one screw dislocation. The screw dislocation corresponds to the delta-function torsion in the continuum limit. The current is induced as

\[
\langle \bar{\psi} \gamma^3 \psi \rangle \propto \mu_5 \mu b \delta(x)
\]

only at the dislocation axis. The strength of the torsion is controlled by the parameter \( b \), the length of the Burgers vector, which is defined by how many lattice sites are dislocated.

6 Summary

The external electromagnetism is one of the active areas of lattice QCD in recent years. The hadron properties and the QCD phase diagram in the magnetic fields have been investigated at the quantitative level. It turned out that the magnetic field dependence is not simple. We need further systematic analysis at the physical point to conclude their fates in the real world. The electric fields have being less investigated because of the sign problem, but the exceptional solution was found. The further development is expected. The lattice study of the rotation has just started. The rotational effect on QCD matters is a controversial issue even at the qualitative level. There is plenty of room for lattice QCD to contribute to such a discussion.

Some of these external fields lead non-equilibrium processes; e.g., the electric field induces current flow. Although non-equilibrium systems are of great interest, the application of lattice QCD is currently restricted to equilibrium systems. If the restriction is removed in future, real-time dynamics induced by the external fields might become an active area in the next generation of lattice QCD.
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