How coherent are the vortices of two-dimensional turbulence?
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We use recent developments in the theory of finite-time dynamical systems to objectively locate the material boundaries of coherent vortices in two-dimensional Navier–Stokes turbulence. We show that these boundaries are optimal in the sense that any closed curve in their exterior will lose coherence under material advection. Through a detailed comparison, we find that other available Eulerian and Lagrangian techniques significantly underestimate the size of each coherent vortex.
I. INTRODUCTION

Coherent vortices are persistent patches of rotating fluid that are observed in experimentally and numerically generated two-dimensional turbulence (Kellay and Goldburg, 2002; Boffetta and Ecke, 2012). As opposed to a typical closed material line, the boundary of a coherent vortex is envisioned to preserve its overall shape without substantial stretching, folding or filamentation. While intuitive and simple, this material view on vortices is surprisingly challenging to formulate in rigorous and computable mathematical terms (Frisch, 1995; McWilliams, 2006).

For the detection of coherent vortices, the most natural quantity to consider is vorticity itself, which is almost invariant along fluid trajectories in high-Reynolds-number two-dimensional turbulence. Vorticity, however, can drastically differ in coordinate frames rotating relative to each other, resulting in conflicting vortex detections in different frames. Moreover, there are no well-justified thresholds over which a vortex contour could be considered coherent.

To circumvent the shortcomings of the vorticity field, a number of Eulerian scalar quantities have been developed for vortex detection (see Jeong and Hussain (1995) and Haller (2005) for a review). These methods attempt to quantify the rotation of fluid elements against the strain they experience. Simply connected regions with dominant rate of rotation are then defined as vortices. For instance, the Okubo-Weiss (OW) criterion (Okubo, 1970; Weiss, 1991) measures the difference between the instantaneous rates of rotation and strain assuming that these quantities evolve slowly in time. Later, Hua and Klein (1998) accounted for rapid changes in strain and rotation by including higher-order terms, i.e., acceleration terms.

In addition to their lack of objectivity, these Eulerian indicators are not ideal for coherent vortex detection because, unlike vorticity, they are not preserved along fluid trajectories. As a result, the detected vortex boundaries at different time instances do not evolve into each other when advected under the flow. This invariance under the flow map is desirable since our intuitive understanding of a coherent vortex as a rotating body of fluid is Lagrangian in nature.

A recent development in the theory of finite-time dynamical systems (Haller and Beron-Vera, 2013) offers an objective Lagrangian measure of coherence that can be applied to...
coherent vortices of two-dimensional turbulence. Haller and Beron-Vera (2013) show that 
an appropriately defined Lagrangian strain energy necessarily vanishes along coherent (i.e.,
non-filamenting) material lines. They develop a numerical method based on this principle to 
find closed coherent material lines in two-dimensional flows, and apply it to satellite-derived
surface velocities in the ocean.

Here, we use their method to detect the optimal boundaries of coherent vortices in a direct
numerical simulation of Navier-Stokes turbulence. We also carry out a detailed comparison
with alternative Eulerian and Lagrangian techniques. This comparison reveals that the
coherent vortices that survive for long times are significantly larger than what has been
thought so far.

In section §II, we use Lagrangian vortex detection method of Haller and Beron-Vera (2013)
to locate vortices objectively in a direct numerical simulation of Navier–Stokes turbulence.
We verify that the coherent vortex boundaries obtained in this fashion are indeed optimal.
With these optimal boundaries at hand, we find that coherent vortices are significantly larger
in enclosed surface area but also smaller in number than previously thought.

In Section §II, we briefly review the variational theory of Haller and Beron-Vera (2013).
Our results are presented in Section §III. Section §IV contains our concluding remarks.

II. PRELIMINARIES

A. Set-up

Let \( u(x, t) \) be a two-dimensional velocity field, defined over positions \( x \) in an open domain
\( U \subset \mathbb{R}^2 \) and times \( t \) ranging though a finite interval \( I = [a, b] \). The motion of passive fluid
particles under such a velocity field is governed by the differential equation

\[
\dot{x} = u(x, t),
\]

where \( x(t; t_0, x_0) \) is the position of a particle at time \( t \) whose initial position at time \( t_0 \) is
\( x_0 \in U \). For the fixed time interval \( I \), the dynamical system (1) defines the specific flow map

\[
F : U \rightarrow U
\]

\[
x_a \mapsto x_b,
\]

that takes an initial condition \( x_a \) to its time-\( b \) position \( x_b = F(x_a) := x(b; a, x_a) \).
B. Coherence principle

A typical set of fluid particles deforms significantly as advected under the flow map $F$, provided that the advection time $b-a$ is at least of the order of a few eddy turn-over times in a turbulent flow (Aref, 1984). One may seek coherent material vortices as atypical sets of fluid trajectories that defy this trend by preserving their overall shape. These shapes are necessarily bounded by closed material lines that rotate and translate, but otherwise show no appreciable stretching or folding.

Haller and Beron-Vera (2013) seek Lagrangian vortex boundaries as closed material lines exhibiting no leading order average straining. A thin material belt around a typical material line $\gamma$ experiences visible straining as advected under the flow. The material belt around a coherent material line, however, does not exhibit any noticeable strain (see figure 1).

To formulate this mathematically, let $\gamma$ be a closed material line over the time interval $[a,b]$ and let $r: s \mapsto r(s)$ be a parametrization of $\gamma$ at the initial time $t = a$. The averaged tangential strain of this material line over the time interval $I = [a,b]$ is then given by

$$Q(\gamma) = \frac{1}{\sigma} \int_0^\sigma \frac{\sqrt{\langle r'(s),C(r(s))r'(s)\rangle}}{\sqrt{\langle r'(s),r'(s)\rangle}} \, ds,$$  \hspace{1cm} (3)

where $s \in [0,\sigma]$. The Cauchy–Green strain tensor $C = DF^\top DF$ is defined in terms of the Jacobian of the flow map $DF$ with the symbol $\top$ denoting matrix transposition (Truesdell and Noll, 2004). The prime denotes the derivative with respect to the arc-length $s$ and $\langle \cdot, \cdot \rangle$ denotes the Euclidean inner product.

Consider a small perturbation to $\gamma$ given by $\gamma + \epsilon h$ where $0 < \epsilon \ll 1$ and $h: [0,\sigma] \to \mathbb{R}^2$ is a $\sigma$-periodic $\mathcal{O}(1)$ vector field orthogonal to $\gamma$. The perturbation $\gamma + \epsilon h$ represents the thin material belt of figure 1. For a typical material line, we have $Q(\gamma + \epsilon h) = Q(\gamma) + \mathcal{O}(\epsilon)$ due to the smoothness of the flow map $F$. That is $\mathcal{O}(\epsilon)$-perturbations to the material line $\gamma$ lead to a $\mathcal{O}(\epsilon)$-perturbation in the averaged tangential strain $Q$. Haller and Beron-Vera (2013) argue that for a thin material belt centered on $\gamma$ to remain coherent, it should not exhibit a leading-order change in its averaged straining. The leading order is meant with respect to the width of the material belt. In other words, $Q(\gamma + \epsilon h) = Q(\gamma) + \mathcal{O}(\epsilon^2)$ for a coherent material line $\gamma$, that is the first variation of $Q$ vanishes: $\delta Q(\gamma) = 0$.

The Euler-Lagrange equations arising from the condition $\delta Q(\gamma) = 0$ are too complicated to yield any insight. Haller and Beron-Vera (2013) show, however, that a material line
satisfies $\delta Q(\gamma) = 0$ if and only if it satisfies the pointwise condition
\[
\langle r'(s), E_\lambda(r(s))r'(s) \rangle = 0,
\]
for some constant $\lambda > 0$. The generalized Green–Lagrange strain tensor $E_\lambda$ in (4) is defined in terms of the Cauchy–Green strain tensor $C$ as
\[
E_\lambda = \frac{1}{2}[C - \lambda^2 I],
\]
where $I$ is the two-by-two identity matrix.

Solving the implicit differential equation (4) simplifies locating coherent material lines as it has the explicit solutions
\[
r' = \eta^\pm_\lambda(r) := \sqrt{\frac{\lambda_2(r) - \lambda^2}{\lambda_2(r) - \lambda_1(r)}} \xi_1(r) \pm \sqrt{\frac{\lambda^2 - \lambda_1(r)}{\lambda_2(r) - \lambda_1(r)}} \xi_2(r),
\]
in terms of the invariants of the Cauchy–Green strain tensor $C$: $0 < \lambda_1 \leq \lambda_2$ are eigenvalues of $C$ and $\{\xi_1, \xi_2\}$ are their corresponding eigenvectors. In an incompressible flow, $\lambda_1 \lambda_2 = 1$ (Arnold, 1978).
The vectors $\eta^\pm_\lambda$ and $\eta_\lambda^-$ are one-parameter families of vector fields with $\lambda$ being the parameter. In an incompressible flow, we have $\lambda_2 \geq 1$ and $\lambda_1 \leq 1$. Therefore, for $\lambda = 1$, $\eta^\pm_\lambda$ are well-defined real vector fields over the entire physical domain $U$. For $\lambda \neq 1$, the vector fields $\eta^\pm_\lambda$ are only defined over a subset $U_\lambda \subset U$ where $\lambda_2 \geq \lambda^2$ and $\lambda_1 \leq \lambda^2$. The trajectories of $\eta^\pm_\lambda$ can be computed over $U_\lambda$. We refer to these trajectories as $\lambda$-stretching material lines (or $\lambda$-lines, for short).

C. Lagrangian vortex boundaries and $\lambda$-lines

Here, we discuss some properties of the $\lambda$-lines that are of relevance for the Lagrangian coherent vortex detection in two-dimensional turbulence.

(i) Uniform stretching: $\lambda$-lines stretch uniformly by a factor of $\lambda$ as advected under the flow map $F$. To quantify this statement, let $\gamma_a$ be time-$a$ position of a $\lambda$-line parametrized by $r : s \mapsto r(s)$. Since $\gamma_a$ is a $\lambda$-line, we have $r'(s) \parallel \eta^\pm_\lambda(r(s))$. Its time-$b$ position $\gamma_b$ will be parametrized by $F \circ r : s \mapsto F(r(s))$ whose tangential vector is given by $DF(r(s))r'(s)$. It is readily verifiable that $|DF(r(s))r'(s)| = \lambda|r'(s)|$. That is each material element of $\gamma_a$ stretches by a factor of $\lambda$ as advected by the flow to time $t = b$. Consequently, the total length of the curve changes by a factor of $\lambda$, i.e. $\ell(\gamma_b) = \lambda\ell(\gamma_a)$, where $\ell$ is the length of the curve.

For $\lambda = 1$, this implies that the final length $\ell(\gamma_b)$ is equal to the initial length $\ell(\gamma_a)$ and therefore the material line is, in fact, non-stretching. This is an atypical behavior for a material line in a turbulent flow, as a typical material line will stretch (or shrink) significantly under advection. This, however, does not imply unlikelihood of the existence of non-stretching material lines. In fact, through any point in the domain $U$ there are two such material lines computable as the solution curves of $\eta^+_1$ and $\eta^-_1$.

For $\lambda \neq 1$, a similar statement holds for the subset $U_\lambda \subset U$: Passing through any point in $U_\lambda$ are two uniformly stretching material lines that stretch by a factor $\lambda$.

(ii) Existence of closed $\lambda$-lines: Although $\lambda$-lines fill the set $U_\lambda$ densely, they tend to be typically open. In general, the existence of closed $\lambda$-lines depends on the dynamical system. As shown in section §III, closed $\lambda$-lines exist in two-dimensional turbulent flows and mark the boundaries of coherent vortices. In fact, closed $\lambda$-lines always appear as a nested family of curves corresponding to different $\lambda$ values close to 1 (Haller and Beron-Vera, 2013).
(iii) **Relation to Lagrangian vortex boundaries**: Why should one expect the Lagrangian vortex boundaries to be marked by closed $\lambda$-lines? In an incompressible flow, the area enclosed by any closed curve is invariant under the flow map (Arnold, 1978). Closed $\lambda$-lines with $\lambda = 1$, in addition, preserve their arc-length. As a consequence of this dual invariance of enclosed area and arc-length, closed $\lambda$-lines cannot deform significantly as advected under the flow map $F$. This property is the hallmark of coherent vortex boundaries in two-dimensional turbulence.

(iv) **Relation to KAM tori**: In time-periodically perturbed two-dimensional Hamiltonian systems, Kolmogorov-Arnold-Moser (KAM) curves are material lines that return onto themselves after some time-period of the perturbation (Guckenheimer and Holmes, 1983). As a result, KAM curves encircle regions with coherent dynamics, usually referred to as elliptic regions. In a temporally aperiodic system, however, material lines are generally not expected to come back on themselves at any time instance. Yet, elliptic regions with coherent dynamics are known to exist even in complex, aperiodic dynamical systems such as two-dimensional turbulence. Closed $\lambda$-lines are, in this sense, the generalization of the KAM curves to aperiodic flows. In the periodic case, it has been shown that KAM curves coincide with closed $\lambda$-lines (Haller and Beron-Vera, 2012; Hadjighasem et al., 2013).

In light of the above discussion, we will seek Lagrangian coherent vortex boundaries as closed $\lambda$-lines. We refer to closed $\lambda$-lines as **elliptic Lagrangian coherent structures** (or elliptic LCSs, for short). In the case $\lambda = 1$, they are referred to as **primary elliptic LCSs**.

### D. Black-hole analogy

As pointed out in Haller and Beron-Vera (2013), elliptic LCSs are analogous to black holes in cosmology. Over the subset $U_\lambda$ of the flow domain, the bilinear form $g_\lambda : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ given by
$$g_\lambda(v, w) = \langle v, E_\lambda w \rangle,$$
defines a Lorentzian metric with signature $(-, +)$. $(U_\lambda, g_\lambda)$ is a two-dimensional Lorentzian manifold. This manifold is similar to the space-time continuum in general relativity. In that context the manifold $(U_\lambda, g_\lambda)$ is referred to as a two-dimensional space-time. Note that as opposed to Euclidean geometry, the distance between two distinct points measured by a
Lorentzian metric can be negative or zero.

In the space-time geometry, light travels along null-geodesics of the metric $g_\lambda$ which coincide with the $\lambda$-lines defined above. Near a black hole, the gravity is strong enough to trap the light on a closed orbit called a photon sphere (Beem et al., 1996). Therefore, elliptic LCSs and hence Lagrangian vortex boundaries are the fluid analogs of photon spheres.

III. RESULTS AND DISCUSSION

We will use the method described in section §II to identify coherent Lagrangian vortices in a direct numerical simulation of two-dimensional forced turbulence.

A. Numerical method

Consider the Navier–Stokes equations

$$
\partial_t u + u \cdot \nabla u = -\nabla p + \nu \Delta u + f, \quad (7a)
$$

$$
\nabla \cdot u = 0, \quad (7b)
$$

$$
u \int k^2 Z(k, t) \, dk \quad (7c)
$$

where the velocity field $u(x, t)$ is defined on the two-dimensional domain $U = [0, 2\pi] \times [0, 2\pi]$ with doubly periodic boundary conditions.

We use a standard pseudo-spectral method with 512 modes in each direction and $2/3$ dealiasing to solve the above Navier–Stokes equation with viscosity $\nu = 10^{-5}$. The time integration is carried out over the interval $t \in [0, 50]$ (approximately, three eddy-turn-over times) by a fourth-order Runge-Kutta method with variable step-size (Dormnad and Prince, 1980). The initial condition $u_0$ is the velocity field of a decaying turbulent flow. The external force $f$ is random in phase and band-limited, acting on the wave-numbers $3.5 < k < 4.5$. The forcing amplitude is time-dependent balancing the instantaneous enstrophy dissipation $\nu \int k^2 Z(k, t) \, dk$ where $Z(k, t) := \frac{1}{2} \int_{|k|=k} |\hat{\omega}(k, t)|^2 \, dS(k)$ with $\hat{\omega}(\cdot, t)$ being the Fourier transform of the instantaneous vorticity $\omega(\cdot, t) = \nabla \times u(\cdot, t)$.

In two dimensions, the energy injected into the system by the forcing is mostly transferred to larger scales through a nonlinear process (Kraichnan, 1967; Merilees and Warn, 1975). In order to prevent the energy accumulation at largest available scales over time, a linear
damping is usually added to the Navier–Stokes equation to dissipate the energy at large scales (Boffetta et al., 2002; Tsang et al., 2005). However, for the time scales considered here, the energy accumulation is not an issue and hence the linear damping will be omitted.

The theory reviewed in Section §II does not assume a particular governing equation for the velocity field \( u(x, t) \). Thus, it can be applied to any two-dimensional velocity field, given as numerical solution of a partial differential equation or by direct measurements. In particular, it can be applied to Lagrangian vortex detection for the solutions of the Navier–Stokes equation (7). To detect the Lagrangian vortex boundaries, we take the following steps:

1. Solve the Navier–Stokes equation (7) as discussed above to get the velocity field \( u(x, t) \) over the time interval \( t \in [0, 50] \) and a uniform \( 512 \times 512 \) spatial grid over the domain \( x \in U = [0, 2\pi] \times [0, 2\pi] \). The temporal resolution of the velocity field is 251 such that two consecutive time slices are \( \Delta t = 0.2 \) apart.

2. Advect each grid point according to the differential equation (1) from time \( t = 0 \) to time \( t = 50 \) to construct the flow map \( F \) such that \( F(x_a) = x_b \) for any grid point \( x_a \).

3. Construct an approximation of the flow map gradient \( DF \) by finite differences. To increase the finite difference accuracy, we use the auxiliary grid method introduced in Farazmand and Haller (2012). The chosen auxiliary grid distance is \( 10^{-3} \).

4. Construct the Cauchy–Green strain tensor \( C(x_a) = [DF(x_a)]^T DF(x_a) \) for each grid point \( x_a \). Compute the eigenvalues \( \{\lambda_1, \lambda_2\} \) and the corresponding eigenvectors \( \{\xi_1, \xi_2\} \) of the Cauchy–Green strain tensor.

5. Seek the closed orbits of the one-parameter families of vector fields \( \eta^{\pm}_\lambda \) defined in (6). For detecting these closed orbits, we use the automated algorithm developed in Haller and Beron-Vera (2013).

We detect the Lagrangian vortex boundaries as elliptic LCSs, i.e., the closed orbits of \( \eta^{\pm}_\lambda \). In the following, we present a detailed analysis of these vortex boundaries and their relation to alternative Eulerian and Lagrangian indicators.
FIG. 2: Lagrangian vortex boundaries (red) at time $t = 0$ (a) and $t = 50$ (b). The vorticity contours are shown in gray in the background. The vorticity contours are distributed as $-1 : 0.1 : 1$ at time $t = 0$ and as $-1.5 : 0.15 : 1.3$ at time $t = 50$. The coherent vortices are numbered in order to facilitate their identification at the two time-instances.

B. Lagrangian coherent vortex analysis

Figure 2a shows the boundaries (red) of Lagrangian coherent vortices superimposed on the contours of the Eulerian vorticity (gray) at time $t = 0$. The boundaries are found as the outermost elliptic LCSs, i.e., closed orbits of the vector fields $\eta^\pm_\lambda$ (see Eq. (6)). The advected image of the coherent vortex boundaries at time $t = 50$ are shown in figure 2b along with the corresponding instantaneous vorticity field. These coherent vortex boundaries resist straining and filamentation as advected under the flow. In the following, the vortex numbers refer to the numbering in figure 2.

Figure 3 shows the relative stretching $\delta \ell(t) := (\ell(t) - \ell(a))/\ell(a)$ of the primary elliptic LCSs over the time interval $t \in [0, 50]$. Here, $\ell(t)$ denotes the length of a material line at time $t$. In principle, the initial and the final lengths of a primary elliptic LCS must be exactly equal resulting in zero relative stretching at time $t = 50$. In practice, a deviation of at most 4% is observed from this ideal limit which arises from numerical errors. The inset of
FIG. 3: (a) The relative deformation as a function of time for the primary elliptic LCSs. The inset shows the relative stretching for a typical closed material line over the same time interval. (b) The Lagrangian vortex 1 in the extended phase space. The tube is created from the advection of the vortex boundary under the flow.

Figure 3 shows the relative stretching of a typical non-coherent iso-vorticity line. Unlike the coherent vortices, the relative stretching for a general material curve increases exponentially, with its final value at least an order of magnitude larger than that of a coherent vortex.

As mentioned in section §II, coherent material vortex boundaries are formed by a nested set of elliptic LCSs (i.e., closed $\lambda$-lines). Figure 4 shows two of the coherent vortices and their corresponding $\lambda$-lines. We find that for vortex 1, the secondary elliptic LCSs with $\lambda > 1$ lie in the interior of the primary elliptic LCS (i.e., the closed $\lambda$-line with $\lambda = 1$). For all other coherent vortices of figure 2, the secondary elliptic LCSs with $\lambda > 1$ lie in the exterior of the primary elliptic LCS. In all five cases, values of $\lambda$ for which an elliptic LCS exists are close to 1, ranging in the interval $0.94 \leq \lambda \leq 1.05$.

The majority of vortices appearing in figure 2a are not coherent in the Lagrangian frame, and hence no elliptic LCSs were found around them. Some of the non-coherent vortices are trapped in a hyperbolic region and experience substantial straining over time. Some others undergo a merger process where a larger vortex is created from two smaller co-rotating vortices. Each smaller vortex deforms substantially during the merger. The merged vortex may or may not remain coherent for later times.

Figure 5 focuses on one Eulerian vortex undergoing a merger process. To illustrate the
deformation of this vortex, we take three vorticity contours at time $t = 0$ near the center of the vortex. Selected vorticity contours are then advected to the final time $t = 50$, showing the resulting deformation of the vortex core. Figure 6 shows a similar analysis for a non-coherent vortex trapped in a uniformly hyperbolic region of the flow. Hyperbolicity produces stretching of vorticity gradients resulting in smearing of the vortex.

Figure 7 shows the generalized stable and unstable manifolds obtained by the geodesic theory of Lagrangian coherent structures (Haller and Beron-Vera, 2012; Farazmand et al., 2013), using the computational method described in Farazmand and Haller (2013). These stable and unstable manifolds are, respectively, the most repelling and attracting material lines that form the skeleton of turbulent mixing patterns. The exponential attraction and repulsion generated by these manifolds leads to smearing of most fluid regions that appear as vortices in instantaneous streamline and vorticity plots. By contrast, coherent vortices we identify remain immune to extensive straining.

C. Optimality of coherent vortex boundaries

Here we consider the optimality of vortex boundaries obtained as outermost elliptic LCSs. The optimal boundary of a coherent vortex can be defined as a closed material line that encircles the largest possible area around the vortex and shows no filamentation over the
FIG. 5: (a) Vortex contours at $t = 0$ for two non-coherent vortices that merge as one later in time. To demonstrate the deformation of the vortices we monitor the advection of three vorticity contours. The contour values are 0.6 (red), 0.7 (green) and 0.8 (blue). (b) The selected contours advected to time $t = 50$ and filled with their corresponding color.

observational time period. We seek to illustrate that outermost elliptic LCSs mark such optimal boundaries.

To this end, we considered a class of perturbations to the outermost elliptic LCS of vortex 1 corresponding to $\lambda = 0.998$. The perturbations are in the direction of the outer normal of the elliptic LCS. The amount of perturbation ranges between 0.01 and 0.06 (i.e., 1.5% to 10% of the diameter of the elliptic LCS). We then advect the vortex boundary and its perturbations to the final time $t = 50$ (see figure 8b). The perturbed curves visibly depart from the coherent core marked by the red elliptic LCS. Our findings are similar for all other coherent vortices (not shown here).
FIG. 6: (a) Vortex contours at $t = 0$ for a non-coherent vortex trapped in a straining field. The contours of vorticity with values 0.25 (red), 0.3 (green) and 0.35 (blue) are marked. (b) The selected contours advected to time $t = 50$ and filled with their corresponding color. Only part of the advected image is shown.

D. Comparison with Eulerian and Lagrangian vortex indicators

There are several indicators that have been previously developed to mark vortex boundaries. Among the Eulerian indicators are vorticity criterion of McWilliams (1990), Okubo-Weiss (OW) criterion (Okubo, 1970; Weiss, 1991) and the modified OW criterion of Hua and Klein (1998), to name a few. These Eulerian methods are instantaneous in nature and cannot be expected to capture long-term coherence in the Lagrangian frame. Nevertheless, they are broadly believed to be good first-order indicators of coherence in the flow.

We find that the coherent vortex boundaries obtained as outermost elliptic LCSs cannot be approximated by the instantaneous vorticity contours at the initial time $t = 0$. Figure 9 compares these vortex boundaries with the vorticity contours for two of the coherent vortices. None of the vorticity contours approximates the actual observed coherent vortex boundary of the Lagrangian frame. In fact, the nearby vorticity contours are not axisymmetric, even though that is intuitively expected for a vortex boundary (McWilliams, 1990). For instance, we mark the closest contour to the elliptic LCS in blue which notably lacks axisymmetry. Its advected image at time $t = 50$ develops filaments. On the other hand, the magenta-colored axisymmetric contour closest to the elliptic LCS preserves its overall shape. This contour would, however, significantly underestimate the true extent of the coherent fluid region.
FIG. 7: Generalized stable (red) and unstable (blue) manifolds. The coherent Lagrangian vortices (green), i.e. generalized KAM regions, are not penetrated by these manifolds. The manifolds and the KAM regions are shown at $t = 50$.

Similar observations can be made for the OW criterion. The OW parameter

$$Q = \frac{1}{2} (|S|^2 - |\Omega|^2),$$

measures instantaneous straining against instantaneous rotation. Here, $S$ and $\Omega$ are, respectively, the symmetric and anti-symmetric parts of the velocity gradient $\nabla u$. The subset of the domain where $Q > 0$ is dominated by strain, while $Q < 0$ marks the regions dominated by vorticity. As a result, the zero contour of this parameter encircling a vortex may be expected to mark the outermost boundary of the vortical region. It has been pointed out by several authors (see, e.g., Pierrehumbert and Yang (1993)), however, that the zero contours of $Q$ will not necessarily mark vortex-like structures.

We also find that the outermost elliptic LCS marking the observed material boundary of a coherent vortex is not approximated by the zero contour of the OW parameter. In fact, none of the OW contours approximate well the true coherent vortex boundary (see figure 10).
FIG. 8: (a) The outermost elliptic LCS (red) encircling vortex 1 of figure 2 and its outer normal perturbations. The perturbation parameter ranges between 0.01 and 0.06. (b) The advected image of the elliptic LCS and its normal perturbations at time $t = 50$. Each advected image is filled with its corresponding color from panel (a).

The closest OW contour (blue curve) to the outermost elliptic LCS lacks axisymmetry and develops substantial filamentation under advection. The axisymmetric contour (magenta curve) contained in the coherent vortex preserves its shape but seriously underestimates the extent of the coherent region (as do axisymmetric vorticity contours). This axisymmetric contour of the OW parameter is also the outermost contour that remains in the $Q < 0$ region over the entire time interval $t \in [0, 50]$.

We make a similar observation about other OW-type Eulerian indicators that have been developed to overcome the shortcomings of the OW criterion (see, e.g., Chong et al. (1990); Tabor and Klapper (1994); Kida and Miura (1998); Hua and Klein (1998)).

Hua and Klein (1998), for instance, consider the effect of higher-order terms due to fluid acceleration. They arrive at the indicator parameters $\lambda_\pm$ given by

$$\lambda_\pm = Q \pm \sqrt{|\dot{S}|^2 - |\dot{\Omega}|^2},$$

where $\dot{S}$ and $\dot{\Omega}$ denote, respectively, the instantaneous rate of change of strain and vorticity along fluid trajectories. The scalar $Q$ is the OW parameter, defined in (8). The positive extrema of $\lambda_+$ correspond to regions of instantaneously strong stirring and dispersion. The
FIG. 9: (a) Left: Vorticity contours (gray) and the Lagrangian vortex boundary (red) for vortex 1 at time $t = 0$. The blue curve marks the closed vorticity contour that lays entirely inside the elliptic LCS. This contour corresponds to $\omega = -0.3$. The magenta curve marks the closest axisymmetric vorticity contour to the elliptic LCS. Right: The Lagrangian vortex boundary and selected vorticity contours advected to time $t = 50$. (b) Same as (a) for vortex 3. The contour marked by the blue curve corresponds to $\omega = -0.32$.

negative extrema of $\lambda_-$, on the other hand, mark the vortex regions.

As in the case of vorticity and the OW-parameter, we find that the Lagrangian vortex boundaries cannot be inferred from the contours of the $\lambda_\pm$ parameters (see figure 11). The
FIG. 10: (a) Left: OW contours (gray) and the Lagrangian vortex boundary (red) for vortex 1 at time $t = 0$. Two contours corresponding to $Q = -0.018$ (blue) and $Q = -0.06$ (magenta) are selected for advection. Right: The Lagrangian vortex boundary and selected OW contours advected to time $t = 50$. (b) Same as (a) for vortex 2. Here, the OW contours corresponding to $Q = -0.024$ (blue) and $Q = -0.10$ (magenta) are selected for advection.

Axisymmetric contours of $\lambda_{\pm}$ remain coherent under material advection over the time interval...
FIG. 11: The contours of $\lambda_+$ (left) and $\lambda_-$ (right) around vortex 1 at time $t = 0$. The Lagrangian vortex boundary is shown with thick red line.

FIG. 12: (a) Time $t = 0$ position of the Lagrangian vortex boundary (red) for vortex 1. The background color shows the FTLE field. The black curve marks the FTLE contour with $\Lambda = 3.45 \times 10^{-2}$. The FTLE value is chosen such that the corresponding contour is the outermost, almost-axisymmetric contour encircling the vortex core. (b) Same as (a) for vortex 2. Here, the value of the FTLE contour is $\Lambda = 2.0 \times 10^{-2}$.

t \in [0, 50]. They, however, are significantly smaller (in enclosed surface area) than the true Lagrangian vortex boundary marked by the elliptic LCS.
Compared to the Eulerian criteria, there are far less Lagrangian indicators developed for quantifying coherent vortices. A widely used Lagrangian indicator is the finite-time Lyapunov exponent (FTLE) that measures the maximal local stretching of material lines (Ottino, 1989; Pierrehumbert and Yang, 1993). The FTLE corresponding to a time interval $[a, b]$ is defined as

$$\Lambda(x_a) = \frac{1}{2(b - a)} \log(\lambda_2(x_a)),$$

for any point $x_a \in U$ where $\lambda_2$ is the larger eigenvalue of the Cauchy–Green strain tensor $C$. The FTLE measures the maximum separation of nearby initial conditions over the given time interval. Therefore, its higher values mark regions with high mixing. Conversely, regions with relatively small FTLE values experience less mixing. As a result, one may expect that low-FTLE regions coincide with the coherent vortex regions identified as interiors of the outermost elliptic LCSs.

Figure 12 shows the color-coded FTLE values for vortices 1 and 2. Clearly, the Lagrangian vortex boundary (red curves) cannot be inferred from the FTLE plot. In fact, locally maximal values of FTLE spiral into the Lagrangian vortex boundary, giving the wrong impression that it will stretch significantly under advection.

In addition, FTLE contours around the vortex core lack axisymmetry. The outermost, almost-axisymmetric FTLE contours encircling the vortex cores (black curves) are clearly far from the true vortex boundary marked by the elliptic LCS.

We conclude this section with a comparison between elliptic LCSs and elliptic regions.
obtained from the Lagrangian mixing diagnostic of Mezić et al. (2010). This diagnostic classifies a trajectory starting from a point $x_a$ as *mesoelliptic* in an incompressible flow, if the eigenvalues of the deformation gradient $DF(x_a)$ lie on the complex unit circle. Mesoelliptic trajectories are expected to lie in a vortical region. In contrast, if the eigenvalues of $DF(x_a)$ are off the complex unit circle, the trajectory is classified as *mesohyperbolic* and is expected to lie in a strain-dominated region.

Figure 13 shows the mesoelliptic (blue) and mesohyperbolic (white) regions in our turbulent flow. We find that this diagnostic returns both false positives and false negatives in Lagrangian vortex detection. Indeed, a number of mesoelliptic regions appear in non-coherent, hyperbolic mixing regions (compare to figure 7), and substantial portions of each coherent vortex are misclassified as mesohyperbolic (annular white regions). Note that the actual Lagrangian coherent vortex boundaries (i.e., the outermost elliptic LCS) are shadowed by nearby thin mesoelliptic regions. These thin regions, however, occur in concentric families, and we could not establish a systematic a priori criterion for choosing a member of this family as an approximate Lagrangian vortex boundary.

IV. CONCLUSIONS

We have used the variational theory of Haller and Beron-Vera (2013) to detect the boundaries of coherent vortices in a direct numerical simulation of two-dimensional Navier–Stokes turbulence. We demonstrated that these boundaries are optimal in the sense that they are the outermost material lines enclosing a vortex and retaining their shape over long time intervals. They are also frame-independent and Lagrangian by nature.

A comparison with other Eulerian methods (vorticity contours, Okubo-Weiss criterion, $\lambda$-parameters) shows that the size of coherent vortices of turbulence is substantially larger than what has been thought before based on Eulerian indicators. At the same time, the actual number of coherent vortices is lower than what is signaled by the same indicators. This is consistent with the findings in Beron-Vera et al. (2013), who observed a similar trend for the ocean eddies in satellite-altimetry-based velocity fields of the South Atlantic. We find that the superfluous vortices suggested by Eulerian indicators are destroyed relatively quickly by the straining induced by repelling and attracting Lagrangian coherent structures present in the flow.
We also compared our results with two Lagrangian indicators: the finite-time Lyapunov exponent (FTLE) and the mesoellipticity of Mezić et al. (2010). The FTLE field indicates the approximate position of vortex cores with a relatively low FTLE value. However, it does not provide an indication of the coherent Lagrangian vortex boundary. As a rule, we have found mesoelliptic regions near the actual coherent Lagrangian vortex boundary. However, we have also identified false positives and false negatives from this diagnostic, which prevented its use in the a priori estimation of Lagrangian vortex boundaries.

Compared to instantaneous Eulerian indicators, such as Okubo-Weiss criterion, our vortex detection is clearly computationally more expensive. It requires accurate advection of a large ensemble of fluid particles, as well as, closed orbit detection in the vector fields (6). Therefore, developing cost effective computational algorithms while staying faithful to the underlying theory is of great interest (see Leung (2011); Shadden (2012); Peikert et al. (2014), for recent developments).

Future theoretical work will focus on the correlation between Lagrangian coherent vortices and the dynamical properties of the flow, e.g., the scale-by-scale transfer of energy and enstrophy (Kelley et al., 2013).
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