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ABSTRACT. In this paper we consider the modeling of opinion dynamics over time dependent large scale networks. A kinetic description of the agents’ distribution over the evolving network is considered which combines an opinion update based on binary interactions between agents with a dynamic creation and removal process of new connections. The number of connections of each agent influences the spreading of opinions in the network but also the way connections are created is influenced by the agents’ opinion. The evolution of the network of connections is studied by showing that its asymptotic behavior is consistent both with Poisson distributions and truncated power-laws. In order to study the large time behavior of the opinion dynamics a mean field description is derived which allows to compute exact stationary solutions in some simplified situations. Numerical methods which are capable to describe correctly the large time behavior of the system are also introduced and discussed. Finally, several numerical examples showing the influence of the agents’ number of connections in the opinion dynamics are reported.

1. Introduction. In recent years, the importance of large scale social networks has grown enormously and their study has raised lots of attentions, with the aim to understand how their structure and connections may influence the spread of opinions and ideas through human networks [1, 6, 8, 16, 17, 28, 29]. A major research topic is how to model the information exchange and, in particular, to understand and analyze the effects of interpersonal influence on processes such as opinion formation and creation and removal of new connections. The latter aspect is closely related to the construction of graph models for complex networks and has emerged as one of the most active research fields [2, 7, 9, 22, 30]. The empirical studies of technological and communication networks has been actively investigated thanks to a huge amount of data coming from the online platforms. From the theoretical point of view it is an unprecedented laboratory for testing the collective behavior of large populations of agents [10, 33]. The need to handle with millions, and often billions, of vertices implied a considerable shift of interest to large-scale statistical properties of graphs.
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In this context kinetic theory may play a major role in designing effective models to characterize the statistical features of the opinion dynamics over such large collection of data. In particular, it can be used to analyze the so called stylized facts of the dynamics, like the asymptotic degree distribution of the connections in the network and the large time opinion behavior. To this aim, in this paper, we extend the kinetic model of opinion formation introduced in [32] to the case where each agent possesses a certain number of connections in the network. These connections evolve accordingly to a preferential attachment dynamics for the removal and creation of new connections. In this sense, the model here proposed falls in the general class of kinetic models for socio-economic problems where the dynamics of the model is influenced by additional characteristics of the agents, like personal conviction, leadership and knowledge [5, 12, 18, 19, 25, 26, 27].

In principle, the modeling here proposed is not limited to a particular kind of opinion dynamics and one can adapt other models developed in the literature [11, 18, 31] to evolve over networks by following the ideas presented in this paper. We mention here that recently opinion models have been considered in the context of optimal control in [4, 5, 6]. In a recent note [6] we faced the solution of an optimal control problem for a model of opinion dynamics described by a system of ordinary differential equations over an evolving network. More precisely we considered a network with a fixed number of vertices and edges which modifies its configuration of connections in time through a preferential attachment rewiring process.

A further contribution of the present manuscript is the development of numerical methods which are capable to describe correctly the large time behavior of the system. In particular we will focus on finite-difference schemes for the mean-field description of the opinion model over the network inspired by the well-known Chang–Cooper method [14, 15, 21]. We remark that, at variance with the standard Chang–Cooper method, the Fokker-Planck model considered here is nonlinear. Similar schemes for nonlinear Fokker-Planck equations have been previously introduced in [13, 21].

The rest of the paper is organized as follows. In Section 2 we introduce the kinetic model and describe the evolution of the network of connections. The main properties of the network and the evolution of some macroscopic quantities, like the mean and the variance of the opinion over the network, are discussed. Next in Section 3 we derive a Fokker-Planck model for the opinion dynamics under the classical quasi-invariant scaling. This permits to compute asymptotic stationary solutions of the opinion over the graph in some simplified situations. Section 4 is devoted to the construction of numerical methods for the above problems. Monte Carlo methods for the Boltzmann model and finite difference schemes for the Fokker-Planck model which are capable to describe correctly the steady states of the system are introduced. Finally in Section 5 several numerical examples illustrate our findings and show the behavior of the model. In separate Appendices we report proofs related to the main properties of the network and to the positivity preservation property of the finite difference scheme.

2. The kinetic model. In this section we introduce a general mathematical model based on a kinetic description for the study of the opinion formation on a large evolving network.

2.1. Opinion dynamics. Let us consider a large system of agents interacting through a given network. We associate to each agent an opinion $w$, which varies
continuously in a closed subset whose bounds denote two extreme and opposite opinions, and its number of connections $c$, as a discrete variable varying between 0 and the maximum number of connections allowed by the network. Note that this maximum number typically is a fixed value which is several orders of magnitude smaller than the size the network.

We are interested in the evolution of the density function

$$f = f(w, c, t), \quad f : I \times \mathcal{C} \times \mathbb{R}^+ \to \mathbb{R}^+$$

(1)

where $w \in I, I = [-1, 1]$ is the opinion variable, $c \in \mathcal{C} = \{0, 1, 2, \ldots, c_{\text{max}}\}$ is a discrete variable describing the number of connections and $t \in \mathbb{R}^+$ denotes as usual the time variable. For each time $t \geq 0$ we can compute the following marginal density

$$\rho(c, t) = \int_I f(w, c, t) dw,$$

(2)

which defines the evolution of the number of connections of the agents or equivalently the degree distribution of the network. In the sequel we assume that the total number of agents is conserved, namely

$$\sum_{c=0}^{c_{\text{max}}} \rho(c, t) = 1.$$

(3)

The overall opinion distribution is defined likewise as the following marginal density function

$$g(w, t) = \sum_{c=0}^{c_{\text{max}}} f(w, c, t).$$

(4)

We express the evolution of the opinions by a binary interaction rule. From a microscopic point of view we suppose that the agents modify their opinion through binary interactions which depend on opinions and number of connections. If two agents with opinion and number of connections $(w, c)$ and $(w^*, c^*)$ meet, their post-interaction opinions are given by

$$\begin{align*}
 w' &= w - \eta P(w, w; c, c) (w - w^*) + \xi D(w, c), \\
 w'^* &= w^* - \eta P(w^*, w; c^*, c) (w^* - w) + \xi^* D(w^*, c^*),
\end{align*}$$

(5)

where $w, w^* \in I = [-1, 1]$ denote the pre-interaction opinions and $w', w'^*$ the opinions after the exchange of information between the two agents. Note that, in the present setting the compromise function $P(\cdot, \cdot, \cdot, \cdot)$ depends both on the opinions and on the number of connections of each agent. In [5] the nonnegative parameter $\eta$ influences the compromise rate while $\xi, \xi^*$ are centered random variables with the same distribution $\Theta$ with finite variance $\varsigma^2$ and taking values on a Borel set $B \subset \mathbb{R}$. The function $D(\cdot, \cdot)$ $\geq 0$ describes the local relevance of the diffusion for a given opinion and number of connections. We will consider by now a general interaction potential such that $0 \leq P(w, w^*, c, c^*) \leq 1$.

In absence of diffusion, $\xi, \xi^* \equiv 0$, from [5] we have

$$|w' - w'^*| = |1 - \eta(P(w, w^*; c, c) + P(w^*, w; c^*, c))||w - w^*|,$$

(6)

then the post-exchange distances between agents are still in the reference interval $[-1, 1]$ if we consider $\eta \in (0, 1)$. In agreement with [4, 5, 18, 32] we can state the following result which derives the conditions on the noise term to ensure that the post-interaction opinions do not leave the reference interval.
Proposition 1. If we assume that $0 < P(w, w_\ast; c, c_\ast) \leq 1$ and
\[ |\xi| < d, \quad |\xi_\ast| < d, \]
where
\[ d = \min_{(w, c) \in I \times C} \left\{ \left( \frac{1-w}{D(w, c)} \right) D(w, c) \neq 0 \right\}, \]
then the binary interaction rule \[ \Pi \] preserves the bounds being the post interaction opinions $w, w_\ast$ contained in $I = [-1, 1]$.

The evolution in time of the density function $f(w, c, t)$ is described by the following integro-differential equation of Boltzmann-type
\[ \frac{d}{dt} f(w, c, t) + \mathcal{N}[f(w, c, t)] = Q(f, f)(w, c, t), \tag{7} \]
where $\mathcal{N}[\cdot]$ is an operator related to the evolution of the connections in the network and $Q(\cdot, \cdot)$ is the binary interaction operator defined as follows
\[ Q(f, f) = \sum_{c_\ast = 0}^{c_{\max}} \int_{\mathbb{S}^2 \times I} \left( B' \frac{1}{f'} f(w, c) f'(w_\ast, c_\ast) - B f(w, c) f(w_\ast, c_\ast) \right) dw_\ast d\xi d\xi_\ast, \tag{8} \]
where $(w', w_\ast)$ are the pre-interaction opinions generated by the couple $(w, w_\ast)$ after the interaction. The term $J$ denotes the Jacobian of the transformation $(w, w_\ast) \rightarrow (w', w'_\ast)$ and the kernels $'B, B$ define the binary interaction. Here and in the rest of the section, for notation simplicity, the explicit dependence from the time variable is omitted.

We will consider interaction kernels of the following form
\[ B_{(w, w_\ast)\rightarrow(w', w'_\ast)} = \lambda \Theta(\xi) \Theta(\xi_\ast) \chi(|w'| \leq 1) \chi(|w'_\ast| \leq 1), \tag{9} \]
where $\lambda > 0$ is a constant relaxation rate representing the interaction frequency.

In order to write the collision operator $Q(\cdot, \cdot)$ in weak form we consider a test function $\psi(w)$ to get
\[ \int_I Q(f, f)(w, c) \psi(w) dw = \lambda \sum_{c_\ast = 0}^{c_{\max}} \left( \int_{I^2} (\psi(w') - \psi(w)) f(w_\ast, c_\ast) f(w, c) dw dw_\ast \right), \tag{10} \]
where the brackets $\langle \cdot \rangle$ denotes the expectation with respect to the random variables $\xi, \xi_\ast$. Equation (7) may be written in weak form as follows
\[ \frac{d}{dt} \int_I f(w, c, t) \psi(w) dw + \int_I \mathcal{N}[f(w, c, t)] \psi(w) dw = \lambda \sum_{c_\ast = 0}^{c_{\max}} \left( \int_{I^2} (\psi(w') - \psi(w)) f(w_\ast, c_\ast, t) f(w, c, t) dw dw_\ast \right). \tag{11} \]
An alternative form, obtained by symmetry is the following
\[ \frac{d}{dt} \int_I f(w, c, t) \psi(w) dw + \int_I \mathcal{N}[f(w, c, t)] \psi(w) dw = \lambda \sum_{c_\ast = 0}^{c_{\max}} \left( \int_{I^2} (\psi(w') + \psi(w'_\ast) - \psi(w) - \psi(w_\ast)) f(w_\ast, c_\ast, t) f(w, c, t) dw dw_\ast \right). \tag{12} \]
2.2. Evolution of the network. We introduced in the previous paragraphs the operator $\mathcal{N}[\cdot]$, characterizing the evolution of the agents in the discrete space of connections. This, of course, corresponds to the evolution of the underlying network of connections between the agents. Here we will specify the details of the model considered in the present paper, inspired by [34].

The operator $\mathcal{N}[\cdot]$ is defined through a combination of preferential attachment and uniform processes describing the evolution of the connections of the agents by removal and adding links in the network. These processes are strictly related to the generation of stationary scale-free distributions [9].

More precisely, for each $c = 1, \ldots, c_{\text{max}} - 1$ we define

$$
\mathcal{N}[f(w,c,t)] = - \frac{2V_r(f,w)}{\gamma + \beta} [(c + 1 + \beta)f(w,c + 1,t) - (c + \beta)f(w,c,t)] \\
- \frac{2V_a(f,w)}{\gamma + \alpha} [(c - 1 + \alpha)f(w,c - 1,t) - (c + \alpha)f(w,c,t)],
$$

(13)

where $\gamma = \gamma(t)$ is the mean density of connectivity defined as

$$
\gamma(t) = \sum_{c=0}^{c_{\text{max}}} c \rho(c,t),
$$

(14)

$\alpha, \beta > 0$ are attraction coefficients, and $V_r(f;w) \geq 0$, $V_a(f;w) \geq 0$ are characteristic rates of the removal and adding steps, respectively. The first term in (13) describes the net gain of $f(w,c,t)$ due to the removal of connections between agents whereas the second term represents the net gain due to the process of addition of connections.

The factor 2 has been kept in evidence since connections are removed and created pairwise.

At the boundary we have the following equations

$$
\mathcal{N}[f(w,0,t)] = - \frac{2V_r(f,w)}{\gamma + \beta} \beta f(w,1,t) + \frac{2V_a(f,w)}{\gamma + \alpha} \alpha f(w,0,t),
$$

$$
\mathcal{N}[f(w,c_{\text{max}},t)] = \frac{2V_r(f,w)}{\gamma + \beta} (c_{\text{max}} + \beta) f(w,c_{\text{max}},t) \\
- \frac{2V_a(f,w)}{\gamma + \alpha} (c_{\text{max}} - 1 + \alpha) f(w,c_{\text{max}} - 1,t),
$$

(15)

which are derived from (13) taking into account the fact that, in the dynamics of the network, connections cannot be removed from agents with 0 connections and cannot be added to agents with $c_{\text{max}}$ connections.

Remark 1. If one defines the characteristic rates as

$$
V_r(f,w) = U_r \frac{\gamma + \beta}{\gamma f + \beta g(w,t)}, \quad V_a(f,w) = U_a \frac{\gamma + \alpha}{\gamma f + \alpha g(w,t)},
$$

(16)

where

$$
\gamma(f,w,t) = \sum_{c=0}^{c_{\text{max}}} cf(w,c,t),
$$

(17)

and $U_a, U_r$ are constants, the dynamics in (13) corresponds to a combination of a preferential attachment process ($\alpha, \beta \approx 0$) and a uniform process ($\alpha, \beta \gg 1$) for each agent with opinion $w$, with respect to the probability density of connections $f(w,c,t)/g(w,t)$. 
The evolution of the network of connections can be recovered taking \( \psi(w) = 1 \) in the master equation (11). From equation (2) we have
\[
\frac{d}{dt} \rho(c, t) + \int_I N[f(w, c, t)] dw = 0. \tag{18}
\]
From the above definition of the network operator \( N[\cdot] \) it follows that
\[
\frac{d}{dt} \sum_{c=0}^{c_{\text{max}}} \rho(c, t) = 0. \tag{19}
\]
Then, for the collisional operator defined in (10) and the choice of \( N[\cdot] \) in (13), the total number of agents is conserved.

Let us take into account the evolution of the mean density of connectivity \( \gamma \) defined in (14). We can prove that, for each \( t \geq 0 \)
\[
\frac{d}{dt} \gamma(t) = -2 \int_I V_r(f; w) \frac{\gamma + \beta g(w, t)}{\gamma + \beta} dw + 2 \int_I V_a(f; w) \frac{\gamma + \alpha g(w, t)}{\gamma + \alpha} dw
+ \frac{2\beta}{\gamma + \beta} \int_I V_r(f; w) f(w, 0, t) dw - \frac{2(c_{\text{max}} + \alpha)}{\gamma + \alpha} \int_I V_a(f; w) f(w, c_{\text{max}}, t) dw. \tag{20}
\]
Therefore, \( \gamma \) is not conserved in general. Asymptotically, conservation is recovered in the case \( \beta = 0 \), if the characteristic rates are given by (16) with \( U_a = U_r \) or are constants with \( V_a = V_r \), and for a sufficiently fast decay of the density function \( f(w, c_{\text{max}}, t) \).

In Appendix A.1-A.2 we report the explicit computations of the conservation of the total number of connections (19) and of the evolution of the mean density of connectivity (20).

In the particular case where \( V_a \) and \( V_r \) are constants independent of \( f \) and \( w \), then the operator \( N[\cdot] \) is linear and will be denoted by \( \mathcal{L}[\cdot] \). In this case, the evolution of the network of connections is independent from the opinion and we get the closed form
\[
\frac{d}{dt} \rho(c, t) + \mathcal{L}[\rho(c, t)] = 0, \tag{21}
\]
where
\[
\mathcal{L}[\rho(c, t)] = -\frac{2V_r}{\gamma + \beta} [(c + 1 + \beta)\rho(c + 1, t) - (c + \beta)\rho(c, t)]
- \frac{2V_a}{\gamma + \alpha} [(c - 1 + \alpha)\rho(c - 1, t) - (c + \alpha)\rho(c, t)], \tag{22}
\]
and at the boundary
\[
\mathcal{L}[\rho(0, t)] = -\frac{2V_r}{\gamma + \beta} (\beta + 1)\rho(1, t) + \frac{2V_a}{\gamma + \alpha} \rho(0, t),
\mathcal{L}[\rho(c_{\text{max}}, t)] = \frac{2V_r}{\gamma + \beta} (c_{\text{max}} + \beta)\rho(c_{\text{max}}, t) - \frac{2V_a}{\gamma + \alpha} (c_{\text{max}} - 1 + \alpha)\rho(c_{\text{max}} - 1, t). \tag{23}
\]
Note that the dynamics described by (22) corresponds again to a combination of preferential attachment processes (\( \alpha, \beta \approx 0 \)) and uniform processes (\( \alpha, \beta \gg 1 \)) with respect to the probability density of connections \( \rho(c, t) \).
Concerning the large time behavior of the network of connections, in the linear case with $V_r = V_a$, $\beta = 0$ and now denoting by $\gamma$ the asymptotic value of the density of connectivity, it is possible to prove the following result.

**Proposition 2.** For each $c \in C$ the stationary solution to (21) or equivalently

$$(c + 1)\rho_\infty(c + 1) = \frac{1}{\gamma + \alpha} [((c(2\gamma + \alpha) + \gamma\alpha)\rho_\infty(c) - \gamma(c - 1 + \alpha)\rho_\infty(c - 1)]$$

is given by

$$\rho_\infty(c) = \left(\frac{\gamma}{\gamma + \alpha}\right)^c \frac{1}{c!} \alpha(\alpha + 1) \cdots (\alpha + c - 1)\rho_\infty(0)$$

where

$$\rho_\infty(0) = \left(\frac{\alpha}{\alpha + \gamma}\right)^\alpha. \tag{26}$$

Detailed computations are given in Appendix A.3.

Further approximations are possible in the cases $\alpha \gg 1$ and $\alpha \approx 0$. For big values of $\alpha$ the preferential attachment process, described by the master equation (22), is destroyed and the network approaches to a random network, whose degree distribution is the Poisson distribution. In fact, in the limit $\alpha \to +\infty$ we have

$$(\alpha + \gamma)^c \approx \alpha(\alpha + 1) \cdots (\alpha + c - 1)$$

and

$$\rho_\infty(c) = \lim_{\alpha \to +\infty} \left(1 + \frac{\gamma}{\alpha}\right)^{-\alpha} \gamma^c = \frac{e^{-c}}{c!} \gamma^c.$$

In the second case, for $\gamma \geq 1$ and small values of $\alpha$, the distribution can be correctly approximated with a truncated power-law with unitary exponent

$$\rho_\infty(c) = \left(\frac{\alpha}{\gamma}\right)^{\alpha} \frac{\alpha}{c}.$$
2.3. **Evolution of the moments.** In order to study the evolution of the mean opinion, defined as

$$m_w(c, t) = \int_{I} w f(w, c, t) dw,$$

we consider $\psi(w) = w$ in (12)

$$\frac{d}{dt} \int_{I} w f(w, c, t) dw + \int_{I} w N[f(w, c, t)] dw =$$

$$\frac{\lambda}{2} \sum_{c, c^* = 0}^{c_{\text{max}}} \left\langle \int_{I^2} \left[ w' + w'_* - w - w_* \right] f(w_*, c_*, t) f(w, c, t) dw dw_* \right\rangle. \tag{27}$$

We obtain

$$\frac{d}{dt} m_w(c, t) + \int_{I} w N[f(w, c, t)] dw =$$

$$\eta \lambda \sum_{c, c^* = 0}^{c_{\text{max}}} \int_{I^2} (w - w_*) \left[ P(w_*, w; c_*, c) - P(w, w_*; c, c^*) \right] f(w_*, c_*, t) f(w, c, t) dw dw_* dw. \tag{28}$$

Of course, if the compromise function $P(\cdot, \cdot, \cdot)$ is symmetric with respect to the pairs $(w, w_*)$ and $(c, c_*)$ the overall opinion on the network is conserved

$$\frac{d}{dt} \sum_{c=0}^{c_{\text{max}}} m_w(c, t) = 0.$$ 

In addition, if the operator $N[\cdot]$ is linear, the evolution of the mean opinion obeys the same closed differential equation of the network of connections

$$\frac{d}{dt} m_w(c, t) + \mathcal{L}[m_w(c, t)] = 0. \tag{29}$$

Therefore, all the conclusions of the previous section hold also for the mean opinion on the network.

More generally we will consider compromise functions $P(\cdot, \cdot, \cdot)$ with the following form

$$P(w, w_*; c, c_*) = H(w, w_*) K(c, c_*), \tag{29}$$

where $0 \leq H(\cdot, \cdot) \leq 1$ represents the positive compromise propensity and $0 \leq K(\cdot, \cdot) \leq 1$ a function taking into account the influence of number connections in the opinion exchange process. Note that, in this case, even if we consider a symmetric compromise function $H$ and a linear network operator we have

$$\frac{d}{dt} m_w(c, t) + \mathcal{L}[m_w(c, t)] =$$

$$\eta \lambda \sum_{c, c^* = 0}^{c_{\text{max}}} B(t, c, c_*) \left[ K(c_*, c) - K(c, c_*) \right]$$

$$\int_{I^2} H(w_*, w)(w - w_*) f(w_*, c_*, t) f(w, c, t) dw_* dw,$$ 

and the evolution of the mean opinion cannot be expressed in closed form due to the influence of the different connections that the agents possess. This is a fundamental difference compared to classical kinetic models of opinion [32].
In the case of the second moment of the opinion $\phi(w) = w^2$, if we assume a symmetric function $P$, by denoting

$$E_w(c, t) = \int_I w^2 f(w, c, t)dw$$

we get

$$\frac{d}{dt}E_w(c, t) + \int_I w^2 N[f(w, c, t)] dw =$$

$$\eta \lambda \sum_{c_*=0}^{c_{\text{max}}} \int_{I^2} P(w_*, w; c_*, c)^2 (w - w_*)^2 f(w_*, c_*, t) f(w, c, t) dw_* dw$$

$$+ \lambda \sigma^2 \int_I D^2(c, w) f(w, c, t) dw,$$

which, in the case of a linear operator $L[\cdot]$ with $P = 1$ and in absence of noise $D = 0$, simplifies to

$$\frac{d}{dt}E_w(c, t) + L[E_w(c, t)] =$$

$$\eta \left( E_w(c, t) + \rho(c, t) \sum_{c_*=0}^{c_{\text{max}}} E_w(c_*, t) - 2m_w(c, t) \sum_{c_*=0}^{c_{\text{max}}} m_w(c_*, t) \right).$$

Equation (32) together with (21) and (28) form a closed system for the evaluation of the second order moment of the opinion.

3. Fokker-Planck modeling. In general it is difficult to obtain analytic results on the large time behavior of the opinion for the kinetic equation introduced in the previous section. A step toward the simplification of the analysis is the derivation of asymptotic states of the Boltzmann-type equation derived from a simplified Fokker-Planck-type models [25]. Here we recall briefly the approach usually referred to as the quasi-invariant opinion limit [5, 12, 32].

3.1. Derivation of the model. The idea is to rescale the interaction frequency $\lambda$, the interaction propensity $\eta$ and the diffusion variance $\sigma^2$ at the same time, in order to maintain asymptotically the memory of the microscopic interactions. Let us introduce the scaling parameter $\varepsilon > 0$ and consider the scaling

$$\eta = \varepsilon, \quad \lambda = \frac{1}{\varepsilon}, \quad \sigma^2 = \varepsilon \sigma^2.$$ (33)

The above scaling corresponds to the case where the interaction kernel concentrates on binary interactions producing very small changes in the agents’ opinion but, at the same time, the number of interactions becomes very large. From a modeling point of view we require that the scaling (33) preserves the macroscopic properties of the kinetic system in the limit $\varepsilon \to 0$, i.e. the evolution of the mean and the variance of opinion derived in Section 2.3.

The scaled equation (11) reads

$$\frac{d}{dt} \int_I f(w, c, t) \psi(w) dw + \int_I N[f(w, c, t)] \psi(w) dw =$$

$$\frac{1}{\varepsilon} \sum_{c_*=0}^{c_{\text{max}}} \left( \int_{I^2} (\psi(w') - \psi(w)) f(w_*, c_*, t) f(w, c, t) dw_* dw \right),$$ (34)
with scaled binary interactions given by

\[ w' - w = \varepsilon P(w, w_*; c, c_*) (w_* - w) + \xi \varepsilon D(w) + O(\varepsilon^2), \]

where \( \xi \) is a centered random variable with variance \( \sigma^2 \). Since as \( \varepsilon \to 0 \) we have \( w' \to w \) we can consider the Taylor expansion of \( \psi \) around \( w \) to get

\[ \psi(w') - \psi(w) = (w' - w)\psi'(w) + \frac{1}{2}(w' - w)^2\psi''(w), \]

where for some \( \theta \in [0, 1] \)

\[ \bar{w} = \theta w + (1 - \theta)w, \]

and from (34) we obtain

\[ \frac{1}{\varepsilon} \sum_{c_*=0}^{c_{\text{max}}} \left( \int_{I^2} (w' - w)\psi'(w) + \frac{1}{2}(w' - w)^2\psi''(w) \right. \]

\[ \left. f(w_*, c_*, t)f(w, c, t)dw_*dw \right) + R(\varepsilon), \]

where \( R(\varepsilon) \) indicates the remainder, given by

\[ R(\varepsilon) = \frac{1}{2\varepsilon} \sum_{c_*=0}^{c_{\text{max}}} \left( \int_{I^2} (w' - w)^2(\psi''(\bar{w}) - \psi''(w))f(w_*, c_*, t)f(w, c, t)dw_*dw \right). \]

Therefore, the scaled binary interaction term reads

\[ \sum_{c_*=0}^{c_{\text{max}}} \int_{I^2} \left[ P(w, w_*; c, c_*) (w_* - w)\psi'(w) \right. \]

\[ \left. + \frac{\sigma^2}{2} D(w, c)^2\psi''(w) \right] f(w_*, c_*, t)f(w, c, t)dw_*dw + R(\varepsilon) + O(\varepsilon). \]

By similar arguments of [32] it can be rigorously shown that \( R(\varepsilon) \) in (38) decays to zero in the limit \( \varepsilon \to 0 \). Thus, as \( \varepsilon \to 0 \) we recover

\[ \frac{d}{dt} \int f(w, c, t)\psi(w)dw + \int N[f(w, c, t)]\psi(w)dw = \]

\[ \sum_{c_*=0}^{c_{\text{max}}} \left[ \int_{I^2} P(w, w_*; c_*) (w_* - w)\psi'(w)f(w_*, c_*, t)f(w, c, t)dw_*dw \right. \]

\[ \left. + \frac{\sigma^2}{2} \int_{I} D(w, c)^2\psi''(w)f(w, c, t)dw \right]. \]

Integrating backward by parts equation (40) we obtain the following Fokker-Planck differential equation for the evolution of the opinions’ distribution on the evolving network

\[ \frac{\partial}{\partial t} f(w, c, t) + N[f(w, c, t)] = \frac{\partial}{\partial w} \mathcal{P}[f]f(w, c, t) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial w^2} (D(w, c)^2f(w, c, t)) \]

where

\[ \mathcal{P}[f](w, c, t) = \sum_{c_*=0}^{c_{\text{max}}} \int P(w, w_*; c, c_*) (w_* - w)f(w_*, c_*, t)dw. \]
3.2. Stationary solutions. In this section we will show how in some cases it is possible to compute explicitly the steady state solution of the Fokker-Planck system \([41]\). We restrict to linear operators \(L[\cdot]\) and asymptotic solutions of the form
\[
f_\infty(w, c) = g_\infty(w)\rho_\infty(c),
\]
where \(\rho_\infty(c)\) is the steady state distribution of the connections (see Proposition \([2]\)) and
\[
\int f_\infty(w, c)dw = \rho_\infty(c), \quad \sum_{c=0}^{c_{\text{max}}} f_\infty(w, c) = g_\infty(w).
\]
From the definition of the linear operator \(L[\cdot]\) we have \(L[\rho_\infty(c)] = 0\), so stationary solutions of type \([43]\) satisfy the following equation
\[
\frac{\partial}{\partial w} \mathcal{P}[f_\infty](w, c) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial w^2}(D(w, c)^2 f_\infty(w, c)) = 0.
\]
Under some simplifications we can analytically solve equation \([45]\), as shown in \([32]\). If we assume \([29]\), i.e. \(P(w, w_*; c, c_*) = H(w, w_*)K(c, c_*)\), the operator \(\mathcal{P}[f_\infty]\) can be written as follows
\[
\mathcal{P}[f_\infty](w, c) = \left( \sum_{c_*=0}^{c_{\text{max}}} K(c, c_*)\rho_\infty(c_*) \right) \left( \int \! H(w, w_*)(w_* - w)g_\infty(w_* dw_* \right) \]
\[
=: K[\rho_\infty](c)\mathcal{H}[g_\infty](w),
\]
and if we further assume that \(K(c, c_*) = \bar{K}(c_*)\) is independent from \(c\), and \(H(w, w_*) = \bar{H}(w)\) independent from \(w_*,\) we have
\[
K[\rho_\infty] = \sum_{c_*=0}^{c_{\text{max}}} \bar{K}(c_*)\rho_\infty(c_*) =: \kappa, \quad \mathcal{H}[g_\infty] = \bar{H}(w)(w - \bar{m}_w),
\]
where \(\bar{m}_w = \sum_{c_*=0}^{c_{\text{max}}} m_w(c, t)\).

Finally, if we consider \(D(w, c) = D(w)\), equation \([45]\) reads
\[
\left( \kappa \frac{\partial}{\partial w} \bar{H}(w)(w - \bar{m}_w) g_\infty(w) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial w^2} D(w)^2 g_\infty(w) \right) \rho_\infty(c) = 0.
\]
Therefore, on the support of \(\rho_\infty(c)\), stationary solutions can be derived from the following equation
\[
\kappa \bar{H}(w)(w - \bar{m}_w) g_\infty(w) + \frac{\sigma^2}{2} \frac{\partial}{\partial w} D(w)^2 g_\infty(w) = 0,
\]
which corresponds to the solution of the ordinary differential equation
\[
\frac{dg_\infty}{dw} = 2 \left( \kappa \frac{\bar{H}(w - \bar{m}_w)}{D'} - \frac{D'}{D} \right) g_\infty.
\]
Thus, we obtain
\[
g_\infty(w) = \frac{C_0}{D(w)} \exp \left\{ \frac{2\kappa}{\sigma^2} \int_w^\infty \frac{\bar{H}(v)}{D(v)^2} (\bar{m}_w - v) dv \right\},
\]
where the constant \(C_0\) is chosen such that the total mass of \(g_\infty\) is equal to one. Some explicit examples are given below.

1. In the case \(H \equiv 1\) and \(D(w) = 1 - w^2\), the steady state solution is given by
\[
g_\infty(w) = \frac{C_0}{D(w)} \exp \left\{ -\frac{\kappa(1 - \bar{m}_w)w}{\sigma^2(1 - w^2)} \right\}.
\]
2. For $H(w, w^*) = 1 - w^2$ and $D(w) = 1 - w^2$, the steady state solution is given by

$$g_\infty(w) = C_0 (1 - w)^{-2 + (1 - \bar{m}_w) \kappa / \sigma^2} (1 + w)^{-2 + (1 + \bar{m}_w) \kappa / \sigma^2}. \tag{52}$$

In Figure 2 as an example we report the stationary solution $f_\infty(w, c) = g_\infty(w) p_\infty(c)$, where $g_\infty(w)$ is given by (51) and $p_\infty(c)$ defined by (25) for various $\alpha$.

4. Numerical methods. In this section we consider the development of numerical methods for the kinetic models studied in the previous sections. First we consider direct simulation Monte Carlo methods for the Boltzmann model (8) introduced in Section 2. Here the major difficulty is to consider a probabilistic interpretation of the dynamics induced by the network operator $\mathcal{N}[-]$, whereas the opinion interaction follows the standard binary sampling approach (see [25] for details). Next we consider the derivation of numerical schemes for the Fokker-Planck model (41), derived in Section 3. In particular we will focus on the construction of finite-difference methods which are capable to describe correctly the large time behavior of the model. To this aim we will consider a nonlinear version of the Chang–Cooper type discretization which has the nice feature of preserving the steady states and the non-negativity of the numerical solution [15, 21].

4.1. Direct simulation Monte Carlo. One of the most common approaches to solve Boltzmann-type equations is based Monte Carlo methods. Let us consider the initial value problem given by equation (7) with initial condition $f(w, c, t = 0) = f_0(w, c)$, the solution at time $t^n = n \cdot \Delta t^n$, $n \geq 1$ is obtained as a composition of the solutions of the following problems: we first integrate the network term for all $c \in \mathcal{C}$ along the time interval $[t^n, t^{n+1}/2]$

$$\begin{aligned}
\frac{d}{dt} \tilde{f}(w, c, t) + \mathcal{N}[\tilde{f}(w, c, t)] &= 0, \\
\tilde{f}(w, c, 0) &= f_0(w, c)
\end{aligned} \tag{53}$$

then we solve over $[t^{n+1}/2, t^{n+1}]$ the interaction step

$$\begin{aligned}
\frac{d}{dt} f(w, c, t) &= Q(f, f)(w, c, t), \\
f(w, c, 0) &= \tilde{f}(w, c, t^{n+1}/2).
\end{aligned} \tag{54}$$
The described process may be iterated in order to obtain the numerical solution of the initial equation at each time step. At variance with standard Monte Carlo methods for opinion dynamics, see for example [25], here we face the additional difficulty of the network evolution. In the sequel we describe the details of the Monte Carlo method for the network evolution in the simplified case $N[·] = L[·]$.

Let $f^n = f(w, c, t^n)$ the empirical density function for the density of agents at time $t^n$ with opinion $w \in [-1, 1]$ and connections $c \in C$. For a any given opinion $w$ the solution of the transport step is given for each $c > 0$ and $c < c_{\text{max}}$ by

$$f^{n+1}(w, c) = \left(1 - \Delta t \frac{V_r(c + \beta)}{\gamma^n + \beta} - \Delta t \frac{V_a(c + \alpha)}{\gamma^n + \alpha}\right) f^n(w, c) + \Delta t \frac{V_r(c + \beta)}{\gamma^n + \beta} f^n(w, c - 1) + \Delta t \frac{V_a(c + \alpha)}{\gamma^n + \alpha} f^n(w, c + 1),$$

with boundary conditions

$$f^n(w, 0) = \left(1 - \Delta t \frac{V_a(c + \alpha)}{\gamma^n + \alpha}\right) f^n(w, 0) + \Delta t \frac{V_a(c + \alpha)}{\gamma^n + \alpha} f^n(w, 1),$$

$$f^n(w, c_{\text{max}}) = \left(1 - \Delta t \frac{V_r(c + \beta)}{\gamma^n + \beta}\right) f^n(w, c_{\text{max}}) + \Delta t \frac{V_r(c_{\text{max}} + \beta)}{\gamma^n + \beta} f^n(w, c_{\text{max}} - 1),$$

and temporal discretization such that

$$\Delta t \leq \min \left\{ \frac{\gamma^n + \beta}{V_r(c_{\text{max}} + \beta)}, \frac{\gamma^n + \alpha}{V_a(c_{\text{max}} + \alpha)} \right\}. \quad (57)$$

An algorithm to simulate the above equation reads as follows

**Algorithm 4.1.**

1. Sample $(w^0_i, c^0_i)$, with $i = 1, \ldots, N_s$, from the distribution $f^0(w, c)$.

2. for $n = 0$ to $n_{\text{tot}} - 1$
   (a) Compute $\gamma^n = \frac{1}{N_s} \sum_{j=1}^{N_s} c^n_j$;
   (b) fix $\Delta t$ such that condition (57) is satisfied.
   (c) for $k = 1$ to $N_s$
      (i) compute the following probabilities rates
         $$p_k^{(a)} = \frac{\Delta t V_a(c^n_k + \alpha)}{\gamma^n + \alpha}, \quad p_k^{(r)} = \frac{\Delta t V_r(c^n_k + \beta)}{\gamma^n + \beta},$$
      (ii) set $c^*_k = c^n_k$.
      (iii) if $0 \leq c^*_k \leq c_{\text{max}} - 1$,
              with probability $p_k^{(a)}$ add a connection: $c^*_k = c^*_k + 1$;
      (iv) if $1 \leq c^*_k \leq c_{\text{max}}$,
              with probability $p_k^{(r)}$ remove a connection: $c^*_k = c^*_k - 1$;
   end for
   (d) set $c^{n+1}_i = c^*_i$, for all $i = 1, \ldots, N_s$.
end for

The collision step may be solved through a binary interaction algorithm [3, 25], where the basic idea is to solve the binary exchange of information described by (5), under the quasi-invariant opinion scaling (33).
Figure 3. Stationary solutions captured via Monte Carlo simulations, with $N_s = 2 \times 10^4$ samples. Parameters of the model are chosen as follows $\sigma^2 = 0.05$, $V_r = V_a = 1$, $\beta = 0$, $\alpha = 10$ on the right hand side and $\alpha = 0.1$ on the left hand side.

The time-discrete scheme reads

$$f^{n+1}(w,c) = \left(1 - \frac{\Delta t}{\varepsilon}\right) f^n(w,c) + \frac{\Delta t}{\varepsilon} Q_{\varepsilon}^+(f^n,f^n)(w,c), \quad (58)$$

where we have made explicit the dependence of $Q(f,f)$ on the frequency of interactions $1/\varepsilon$ and with $Q_{\varepsilon}^+(f^n,f^n)$ we denoted the gain part, namely it accounts the density of opinions gained at position $w$ after the binary interaction $[5]$. The collisional step (58) is a convex combinations of probability density under the time step constrain $\Delta t \leq \varepsilon$, which has to be coupled with (57). For further details on the algorithm we refer to [3, 25].

In Figure 3 we show the two stationary states, already presented in Figure 2, computed through the Monte Carlo procedure just described, where we use $N_s = 2 \times 10^4$ samples to reconstruct the density and scaling parameter $\varepsilon = 0.01$ and $\Delta t = \varepsilon$.

4.2. Chang–Cooper type numerical schemes. We consider the Fokker-Planck system (41) that we will rewrite in the form

$$\frac{\partial}{\partial t} f(w,c,t) + \mathcal{N}[f(w,c,t)] = \frac{\partial}{\partial w} \mathcal{F}[f] \quad (59)$$

where

$$\mathcal{F}[f] = (\mathcal{P}[f] + \sigma^2 D'(w,c)D(w,c)) f(w,c,t) + \frac{\sigma^2}{2} D(w,c)^2 \frac{\partial}{\partial w} f(w,c,t), \quad (60)$$

and $\mathcal{P}[f]$ is given by [42].

The above equation is complemented with the initial data $f(w,c,0) = f_0(w,c)$ and considered in the domain $(w,c) \in I \times \mathcal{C}$ with zero flux boundary condition on $w$. Note that in the variable $c$ the equation is in discrete form and therefore the discretization we will consider acts only on the continuous opinion variable $w \in I$.

Let us introduce a uniform grid $w_i = -1 + i\Delta w$, $i = 0, \ldots, N$ with $\Delta w = 2/N$, we denote by $w_{i\pm1/2} = w_i \pm \Delta w/2$ and define

$$f_i(c,t) = \frac{1}{\Delta w} \int_{w_{i-1/2}}^{w_{i+1/2}} f(w,c,t) \, dw.$$
Integrating equation (59) yields
\[ \frac{\partial}{\partial t} f_i(c, t) + \mathcal{N}[f_i(c, t)] = \frac{F_{i+1/2}[f] - F_{i-1/2}[f]}{\Delta w}, \] (61)
where \( F_i[f] \) is the flux function characterizing the numerical discretization.

We assume a flux function as a combination of upwind and centered discretization as in the classical Chang–Cooper flux
\[ F_{i+1/2}[f] = \left( 1 - \delta_{i+1/2} \right) P[f_{i+1/2}] + \sigma^2 D'_{i+1/2} D_{i+1/2} + \frac{\sigma^2}{2\Delta w} D_{i+1/2}^2 \right) f_{i+1} + \left( \delta_{i+1/2} P[f_{i-1/2}] + \sigma^2 D'_{i-1/2} D_{i-1/2} - \frac{\sigma^2}{2\Delta w} D_{i-1/2}^2 \right) f_i, \] (62)
where \( D_{i+1/2} = D(w_{i+1/2}, c) \) and \( D'_{i+1/2} = D'(w_{i+1/2}, c) \).

The weights \( \delta_{i+1/2} \) have to be chosen in such a way that a steady state solution is preserved. Moreover, as it is shown in Appendix B, this choice permits also to preserve nonnegativity of the numerical density.

Preservation of the steady states corresponds to assume that the numerical flux vanishes when \( f \) is at the steady state \( f^\infty \). Imposing the numerical flux equal to zero, from (62) we get
\[ \frac{f_{i+1}}{f_i} = \frac{-\delta_{i+1/2} (P[f_{i+1/2}] + \sigma^2 D'_{i+1/2} D_{i+1/2}) + \frac{\sigma^2}{2\Delta w} D_{i+1/2}^2}{(1 - \delta_{i+1/2}) (P[f_{i-1/2}] + \sigma^2 D'_{i-1/2} D_{i-1/2}) + \frac{\sigma^2}{2\Delta w} D_{i-1/2}^2}. \] (63)

Solving with respect to \( \delta_{i+1/2} \) yields
\[ \delta_{i+1/2} = \frac{\sigma^2 D_{i+1/2}^2}{2\Delta w (P[f_{i+1/2}] + \sigma^2 D'_{i+1/2} D_{i+1/2})} + \frac{1}{1 - f_i/f_{i+1}}. \] (64)

On the other hand, the same computation directly on the flux (60) gives the differential equation
\[ \frac{\sigma^2 D(w, c)^2}{2} \frac{\partial}{\partial w} f(w, c, t) = - \left( P[f] + \sigma^2 D'(w, c) D(w, c) \right) f(w, c, t), \] (65)
which in general cannot be solved, except is some special cases as discussed in the previous section, due to the nonlinear term on the right hand side. A possible way to overcome this difficulty is to consider a quasi-steady-state approximation as follows. We first integrate the previous equation in the cell \([w_i, w_{i+1}]\) to get
\[ \int_{w_i}^{w_{i+1}} \left( \frac{1}{f} \frac{\partial}{\partial w} f \right) (w, c, t) dw = - \frac{2}{\sigma^2} \int_{w_i}^{w_{i+1}} \frac{1}{D(w, c)^2} \left( P[f] + \sigma^2 D'(w, c) D(w, c) \right) dw, \]
and then
\[ \frac{f_{i+1}}{f_i} = \exp \left( - \frac{2}{\sigma^2} \int_{w_i}^{w_{i+1}} \frac{1}{D(w, c)^2} \left( P[f] + \sigma^2 D'(w, c) D(w, c) \right) dw \right). \] (66)

Next we can approximate the integral on the right hand side with a suitable quadrature formula. Because of singularities at the boundaries \( w = \pm 1 \) of the integrand...
function we can resort on open formula of Newton-Cotes type. For example, using
the simple midpoint rule a second order approximation is obtained
\[ f_{i+1} \approx \exp \left( \frac{-2 \Delta w}{\sigma^2 D_{i+1/2}^2} \left( P[f_{i+1/2}] + \sigma^2 D'_{i+1/2} D_{i+1/2} \right) \right). \]  
(67)
Now by equating (67) and (63) we recover the following expression of the weight
functions
\[ \delta_{i+1/2} = \frac{1}{\lambda_{i+1/2}} + \frac{1}{1 - \exp(\lambda_{i+1/2})}, \]  
(68)
where
\[ \lambda_{i+1/2} = \frac{2 \Delta w}{\sigma^2 D_{i+1/2}^2} \left( P[f_{i+1/2}] + \sigma^2 D'_{i+1/2} D_{i+1/2} \right). \]  
(69)
Note that here, at variance with the standard Chang–Cooper scheme [15], the
weights depend on the solution itself as in [21]. Thus, we have a nonlinear scheme
which preserves the steady state with second order accuracy. In particular, by
construction, the weight in (68) are nonnegative functions with values in [0, 1].

Higher order accuracy of the steady state can be recovered using a more general
numerical flux given by
\[ F_{i+1/2}[f] = \frac{D_{i+1/2}^2}{\Delta w} \left( 1 - \delta_{i+1/2} \right) \int_{w_i}^{w_{i+1}} \frac{P[f] + \sigma^2 D'(w, c) D(w, c)}{D(w, c)^2} \, dw + \frac{\sigma^2}{2} f_{i+1} \]
\[ + \frac{D_{i+1/2}^2}{\Delta w} \left( \delta_{i+1/2} \right) \int_{w_i}^{w_{i+1}} \frac{P[f] + \sigma^2 D'(w, c) D(w, c)}{D(w, c)^2} \, dw - \frac{\sigma^2}{2} f_i, \]  
(70)
and taking
\[ \lambda_{i+1/2} = \frac{2}{\sigma^2} \int_{w_i}^{w_{i+1}} \frac{1}{D(w, c)^2} \left( P[f] + \sigma^2 D'(w, c) D(w, c) \right) \, dw. \]  
(71)
It is easy to verify that, independently of the quadrature method used to evaluate
the integrals in (70)-(71), the weights always satisfy (68). In this way, thanks to
(66), higher order approximations of the integrals in (70)-(71) lead to higher order
evaluations of the steady state solution.

5. Numerical results. In this section we perform several numerical test to val-
idate our modeling and numerical setting. We focus on the case \( \alpha < 1 \), since it
represents the most relevant case in complex networks [2, 34]. For this case in fact
we proved in Section 2.2 the emergence of truncated power law distributions for
the network’s connectivity. Except for the first test case, where we analyze the
numerical convergence of the Boltzmann model in the quasi-invariant limit, in all
the other tests the opinion dynamics evolves according to (41). Thus, in Test 2,3,4

| Test | \( \sigma^2 \) | \( \sigma_w^2 \) | \( \sigma_z^2 \) | \( c_{\text{max}} \) | \( V_r \) | \( V_o \) | \( \gamma_0 \) | \( \alpha \) | \( \beta \) |
|------|----------------|----------------|----------------|----------------|-------|-------|-------|-------|-------|
| #1   | \( 5 \times 10^{-2} \) | \( 6 \times 10^{-2} \) | -              | 250            | 1     | 1     | 30    | \( 1 \times 10^{-1} \) | 0     |
| #2   | \( 5 \times 10^{-2} \) | \( 6 \times 10^{-2} \) | -              | 250            | -     | -     | 30    | \( 1 \times 10^{-1} \) | 0     |
| #3   | \( 5 \times 10^{-3} \) | \( 4 \times 10^{-2} \) | \( 2.5 \times 10^{-2} \) | 250            | 1     | 1     | 30    | \( 1 \times 10^{-2} \) | 0     |
| #4   | \( 1 \times 10^{-3} \) | -              | -              | 250            | 1     | 1     | 30    | \( 1 \times 10^{-1} \) | 0     |
5.1. **Test #1.** We first consider the simple test case where the opinion evolves independently of the network and we validate the Chang–Cooper type scheme \((95)\) with the flux \((70)\), comparing its convergence with respect to the DSMC method.

We simulate the dynamics with the linear compromise function \(P(w, c; w, c^*) = 1\), and \(D(w, c) = 1 - w^2\), thus we can use the results \((51)\), to compare the solutions obtained through the numerical scheme with the analytical one. The other parameters of the model are reported in Table 1 and we define the following initial data

\[
g_0(w) = \frac{1}{2\sqrt{2\pi}F^2} \left(\exp\{-(w + 1/2)^2/(2\sigma^2_F)\} + \exp\{-(w - 1/2)^2/(2\sigma^2_F)\}\right). \tag{72}
\]

In Figure 4, on the left-hand side, we report the qualitative convergence of the Monte-Carlo methods for the Boltzmann dynamics, see \([3, 26]\) for further details on the Binary Interaction algorithms, where we consider \(N_s = 10^5\) samples to reconstruct the opinion’s density \(g(w, t)\) on a grid of \(N = 80\) points. The figure shows that for decreasing values of the scaling parameter \(\varepsilon = \{0.5, 0.05, 0.005\}\), we have the convergence to the reference solutions \((51)\) of the Fokker-Planck equation. On the right we report the convergence to the stationary solution of the connectivity distribution \((24)\) for \(\alpha = 0.1\) and \(V = 1\) and with \(c_{\text{max}} = 250\). In this case we show two different qualitative behaviors for an increasing number of samples \(N_s = \{10^3, 10^5\}\) and for sufficient large times.

In Figure 5, on the left-hand side we report the qualitative solution of the Chang–Cooper type scheme integrated with the explicit Euler method, on the right-hand
side we depict the decay of the $L_1$ relative error to the reference solution \( g_\infty \) i.e.

$$\frac{\|g^N - g_\infty\|_1}{\|g_\infty\|_1},$$

(73)

with $g^N$ representing the approximated solution of the numerical scheme. We test the convergence of the scheme for different quadrature rules, and additionally we compared them with the error of the Monte-Carlo simulation. The plot on the right-hand side shows how the Chang Cooper type scheme is able to reach high order of accuracy, for high order quadrature rules in (70)-(71). For the discretization we consider the following parameters: $N = 80$, $\Delta w = 2/N$ and $\Delta t = (\Delta w)^2/(4\sigma^2)$ with a final time $T = 10$. The DSMC method (Binary Interaction algorithm) is performed with $\varepsilon = 0.0005$ and with $N_s = 10^5$ samples.

5.2. **Test #2.** Next we consider a second validation test in the full case where the opinion and the evolution of the network are coupled, again with a constant compromise function $P(w, w_*; c, c_*) = 1$ and local diffusion function $D(w, c) = 1 - w^2$. In this case we are still able to characterize the analytical solution of the model as the product of the two stationary solution for the opinion variable and the connectivity, i.e. $f_\infty(w, c) = \rho_\infty(c)g_\infty(w)$. We consider the initial data

$$f_0(w, c) = \frac{2}{3}p_0(c)g^+_0(w) + \frac{1}{3}p_0(c - c_0)g^-_0(w),$$

(74)

where

$$p_0(c) = k_0 \max\{c(c - 2\gamma_0), 0\}, \quad g^+_0(c) = \frac{1}{\sqrt{2\pi\sigma_F^2}}\exp\{-w^2\}/(2\sigma_F^2).$$

(75)

and with coefficient $c_0 = 20$ and $k_0 = 3/(20\gamma_0^3)$. The parameters are defined in Table I except for the characteristic rates, which will be defined in two different ways in the following. We want to study the decay of the $L^1$ relative error with respect to the time, as depicted in Figure 5.
Figure 6. Test #2. From left to right and from the top to the bottom: evolution of the density $f(w,c,t)$ at different time steps. The plot (a) represents the initial data $f_0(w,c)$ (74) and plot (d) the stationary solution. On the plane $(z,c)$ we depict with a blue line the marginal distribution $p(c,t)$ of the solution at time $t$, with red line we represent the reference marginal distribution of the stationary solution.

In the first case we consider constant characteristic rates, i.e. $V = V_a = V_r$, showing that for increasing values of $V$ the convergence of the numerical scheme is faster. This is not surprising, since for larger values of $V$ the dynamics of the connectivity distribution relaxes faster towards the stationary state.

We report in Figure 6 the evolution of the density $f(w,c,t)$ in the time frame $[0,T]$ with $T = 20$, where on the plane $(z,c)$ the distribution of the connections $\rho(c,t)$ is represented in order to better enlighten the convergence to the power-law like distribution.

In a second test we performed the same simulation but with characteristic rates defined as in Remark 4 thus

$$V_r(f;w) = U_r \frac{\gamma + \beta}{\gamma_f + \beta g(w,t)}, \quad V_a(f;w) = U_a \frac{\gamma + \alpha}{\gamma_f + \alpha g(w,t)}$$

with $U = U_a = U_r$, $\beta = 0$ and $\gamma_f(t) = \sum_{c=0}^{c_{\text{max}}} cf(w,c,t)$. Simulations shows that in this case the same stationary solution are obtained.

We report in Figure 7 the decay of the errors for different values of the characteristic rates, in the two different cases $V = \{10^3, 10^4, 10^5\}$ for the constant rate
and $U = \{10^3, 10^4, 10^5\}$ for the variable rates. In both cases we observe a faster convergence to the stationary solution for increasing values of the characteristic rates. Observe that, the same order of accuracy of the mid-point rule in Figure 5 is recovered, on the other hand, small differences in the decay are observed between the two cases. In Figure 8, we enlighten the different evolution of the transient solution at time $t = 1$, of the simulation in Figure 6. On the left we depict the solution with constant characteristic rates, on the right with variable characteristic rates, which shows that lower density in the opinion leads to faster spread on the connections.

5.3. **Test #3.** In this test we analyze the influence of the connections over the opinion dynamics by considering a compromise function of the type

$$P(w, w_\ast; c, c_\ast) = H(w, w_\ast)K(c, c_\ast),$$
where \( H(w, w_*) = 1 - w^2 \) and \( K(\cdot, \cdot) \), which models the influence of the connectivity on the opinion evolution, is defined as follows

\[
K(c, c_*) = \left( \frac{c}{c_{\text{max}}} \right)^{-a} \left( \frac{c_*}{c_{\text{max}}} \right)^b,
\]

for \( a, b > 0 \). This type of kernel assigns higher relevance into the opinion dynamics to higher connectivity and low influence to low connectivity. The diffusivity is weighted by \( D(w,c) = 1 - w^2 \).

We perform a first computation with initial data

\[
f_0(w, c) = C_0 \begin{cases} 
\rho_\infty(c) \exp\{- (w + \frac{1}{2})^2/(2\sigma_F^2)\}, & \text{if } 0 \leq c \leq 20, \\
\rho_\infty(c) \exp\{- (w - \frac{3}{4})^2/(2\sigma_F^2)\}, & \text{if } 60 \leq c \leq 80, \\
0, & \text{otherwise},
\end{cases}
\]

for the interaction function \( K(\cdot, \cdot) \) \(^{(77)}\). The evolution is performed through the
Fig. 10. Test #3. On the left-hand side final and initial state of the marginal distribution \(g(w,t)\) of the opinion, the green line represents the evolution of the average opinion \(\bar{m}(t)\), the red and blue dashed lines represent respectively the opinions \(\bar{w}_L = 0.75\) and \(\bar{w}_F = -0.5\), which are the two leading opinions of the initial data \((78)\).

Chang–Cooper type scheme with \(\Delta w = 2/N\) and \(N = 80\). We study the evolution of the system in the time interval \([0,T]\) with \(T = 2.5\).

In Figure 9 we report the result of the simulation. The initial configuration is split in two parts, the majority concentrated around opinion \(\bar{w}_F = -1/2\) and only a small portion concentrated around \(\bar{w}_L = 3/4\). From the upper-right and bottom-left figures we observe that, because of the anisotropy induced by \(K(c,c^*)\), the density with a low level of connectivity is immediately influenced by the small concentration of density around \(w_L\) with a large level of connectivity; the bottom-right plot shows the final configuration.

In Figure 10 we depict, on the left-hand side, the initial and final marginal density of the opinion, respectively \(g(w,0)\) and \(g(w,T)\), showing the change of the total opinion. On the right, we enlighten the change of opinion plotting the evolution of the average opinion.

5.4. Test #4. In the last test case, we consider a connection dependent Hegselmann-Krause model \((20)\), known also as bounded confidence model, where agents interact only with agents whose opinion lays within a certain range of confidence. Thus, we define the following compromise function

\[
P(w, w^*; c, c^*) = \chi_{\{|w-w^*| \leq \Delta(c)\}}(w^*),
\]

where \(\Delta(c)\) is the connection dependent confidence level. We define the initial data

\[
f_0(w,c) = \frac{1}{2} \rho_\infty(c),
\]

therefore the opinion is uniformly distributed on the interval \(I = [-1,1]\) and it decreases along \(c \in [0,c_{\text{max}}]\) following \(\rho_\infty(c)\), as in \((24)\), with parameters defined in Table 1 and \(D(w,c) = 1 - w^2\). The evolution is performed through the Chang–Cooper type scheme with \(\Delta w = 2/N\), with \(N = 80\). We consider the evolution of the system in the time interval \([0,T]\), with \(T = 100\).

We study first a confidence level independent from the number of connections, therefore we set \(\Delta(c) = \Delta = 0.25\). In Figure 11 the evolution of the initial data \((80)\) shows the classical behavior of Hegselmann-Krause model, where opinions’ clusters emerge.
Figure 11. Test #4. Evolution of the Fokker-Planck model (41) where the interaction are described by (79) with $\Delta = 0.25$, in the time frame $[0, T]$ with $T = 100$. The evolution shows the emergence of three main opinion clusters, which are not affected by the connectivity variable. (Note: In order to better show its evolution, we represent the solution as $\log(f(w, c, t) + \epsilon)$, with $\epsilon = 0.001$.)

Next, we perform a second computation where the confidence bound depends on the number of connections as follows

$$\Delta(c) = d_0 \frac{c}{c_{\max}}.$$

This choice reflects a behavior where agents with higher number of connections are prone to larger level of confidence. We report in Figure 12 the evolution of (80), where $\Delta(c)$ creates an heterogeneous emergence of clusters with respect to the connectivity level: for higher level of connectivity consensus is reached, since the bounded confidence level is larger, instead for lower levels of connectivity multiple clusters appears, up to the limiting case $c = 0$, where the opinions are not influenced by the consensus dynamics.

6. Conclusions. The construction of kinetic models and numerical methods for the spreading of opinions over time dependent large scale networks has been considered. First we have introduced a Boltzmann model for the opinion interactions.
based on a preferential attachment process for the creation of new connections between agents. If the preferential attachment is independent from the agents’ opinion the large time behavior of the network can be described analytically and originates both Poisson type distributions as well as truncated power laws. Next, we derived the corresponding mean-field approximation which permits to have a deeper understanding of the asymptotic behavior of the opinion dynamics and to compute analytically stationary states in simplified situations. Robust numerical methods, based on stochastic as well as deterministic techniques have been introduced and their property discussed. The results, for various test cases, show that the present approach is capable to reproduce realistic opinion/network distributions including the emergence of opinion clusters. In principle, the model here introduced admits various extensions. First, one may consider the case where the number of agents
in the network is not conserved, as it happens in a real social network. Moreover, control problems with the aim to force consensus over the network may be introduced. These subjects are actually under study and the results will be presented elsewhere.
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Appendix A. Properties of the network. In this section we report explicit computations concerning the properties of the network operator $\mathcal{N}[-]$. 

A.1. Conservation of the total number of agents. First we show that 

$$
\sum_{c=0}^{c_{\text{max}}} \mathcal{N}[f(w, c, t)]\, dw = 0. \tag{82}
$$

From (13) we have 

$$
\sum_{c=1}^{c_{\text{max}}-1} \mathcal{N}[f(w, c, t)] = - \frac{2V_r(f; w)}{\gamma + \beta} \sum_{c=1}^{c_{\text{max}}-1} [(c + 1 + \beta)f(w, c + 1, t) - (c + \beta)f(w, c, t)] 
$$

$$
- \frac{2V_a(f; w)}{\gamma + \alpha} \sum_{c=1}^{c_{\text{max}}-1} [(c - 1 + \alpha)f(w, c - 1, t) - (c + \alpha)f(w, c, t)] 
$$

$$
= - \frac{2V_r(f; w)}{\gamma + \beta} \left[(c_{\text{max}} + \beta)f(w, c_{\text{max}}, t) - (\beta + 1)f(w, 1, t)\right] 
$$

$$
+ \frac{2V_a(f; w)}{\gamma + \alpha} \left[(c_{\text{max}} - 1 + \alpha)f(w, c_{\text{max}} - 1, t) - \alpha f(w, 0, t)\right].
$$

Using the boundary conditions (15) we have the desired property. As a consequence we obtain the conservation of the total number of agents

$$
\frac{d}{dt} \sum_{c=0}^{c_{\text{max}}} \rho(c, t) = - \int_{I} \sum_{c=0}^{c_{\text{max}}} \mathcal{N}[f(w, c, t)]\, dw = 0. \tag{83}
$$

A.2. Mean density of connectivity. Next we consider the evolution of the mean density of connectivity $\gamma(t)$. We prove that

$$
\sum_{c=0}^{c_{\text{max}}} c\mathcal{N}[f(w, c, t)] = 2V_r(f; w) \frac{2f + \beta g(w, t)}{\gamma + \beta} - 2V_a(f; w) \frac{\gamma f + \alpha g(w, t)}{\gamma + \alpha} 
$$

$$
- \frac{2V_r(f; w)}{\gamma + \beta} \beta f(w, 0, t) + \frac{2V_a(f; w)}{\gamma + \alpha} (c_{\text{max}} + \alpha)f(w, c_{\text{max}}, t).
$$

In fact, thanks to (13), in the internal points we have

$$
- \sum_{c=1}^{c_{\text{max}}-1} c\mathcal{N}[f(w, c, t)] = \frac{2V_r(f; w)}{\gamma + \beta} \sum_{c=1}^{c_{\text{max}}-1} c[(c + 1 + \beta)f(w, c + 1, t)
$$
and assuming

\[ -(c + \beta)f(w, c, t) \]
\[ + \frac{2V_a(f; w)}{\gamma + \alpha} \sum_{c=1}^{c_{\text{max}}-1} c[(c - 1 + \alpha)f(w, c - 1, t) \]
\[ - (c + \alpha)f(w, c, t)]. \]

We observe that the first sum in (85) is equal to

\[
\frac{2V_r(f; w)}{\gamma + \beta} \sum_{c=1}^{c_{\text{max}}-1} [c(c + 1)f(w, c + 1, t) - c^2f(w, c, t)]
\]
\[ + \frac{2V_r(f; w)}{\gamma + \beta} \sum_{c=1}^{c_{\text{max}}-1} [cf(w, c + 1, t) - cf(w, c, t)], \quad \text{(86)} \]
\[ = \frac{2V_r(f; w)}{\gamma + \beta} [c_{\text{max}}(c_{\text{max}} + \beta)f(w, c_{\text{max}}, t) - (\gamma_f + \beta g(w, t)) + \beta f(w, 0, t)]. \]

Similarly the second sum in (85) is equal to

\[
\frac{2V_a(f; w)}{\gamma + \alpha} \sum_{c=1}^{c_{\text{max}}-1} [c(c - 1)f(w, c - 1, t) - c^2f(w, c, t)]
\]
\[ + \frac{2V_a(f; w)}{\gamma + \alpha} \sum_{c=1}^{c_{\text{max}}-1} [cf(w, c - 1, t) - cf(w, c, t)], \quad \text{(87)} \]
\[ = \frac{2V_a(f; w)}{\gamma + \alpha} [\gamma_f(w, t) - c_{\text{max}}(c_{\text{max}} - 1)f(w, c_{\text{max}} - 1, t) - c_{\text{max}}f(w, c_{\text{max}}, t)]
\]
\[ + \frac{2V_a(f; w)}{\gamma + \alpha} [g(w, t) - c_{\text{max}}f(w, c_{\text{max}} - 1, t) - f(w, c_{\text{max}}, t)]. \]

Using the boundary condition for \( c = c_{\text{max}} \) (since the one at \( c = 0 \) does not play any role here) we have

\[-c_{\text{max}}N[f(w, c_{\text{max}}, t)] = -c_{\text{max}} \frac{2V_r(f; w)}{\gamma + \beta} (c_{\text{max}} + \beta)f(w, c_{\text{max}}, t)
\]
\[ + c_{\text{max}} \frac{2V_a(f; w)}{\gamma + \alpha} (c_{\text{max}} - 1 + \alpha)f(w, c_{\text{max}} - 1, t), \quad \text{(88)} \]

which together with the above computations yields (84).

As a consequence we have

\[
\frac{d}{dt} \gamma(t) = -2 \int_I V_a(f; w) \frac{2g(w, t)}{\gamma + \alpha} dw + 2 \int_I V_a(f; w) \frac{\gamma_f + \alpha g(w, t)}{\gamma + \alpha} dw
\] 
\[ + \frac{2\beta}{\gamma + \beta} \int_I V_r(f; w) f(w, 0, t) dw - \frac{2(c_{\text{max}} + \alpha)}{\gamma + \alpha} \int_I V_a(f; w) f(w, c_{\text{max}}, t) dw \]
\[ \quad \text{(89)} \]

A.3. Asymptotic behavior. In the following we compute the explicit stationary solution \( \rho_{\infty}(c) \) for the evolution of \( \rho(c, t) \) in the linear case with \( V_a = V_r, \beta = 0 \) and assuming

\[ \sum_{c=0}^{c_{\text{max}}} \rho_{\infty}(c) = 1, \quad \sum_{c=0}^{c_{\text{max}}} c\rho_{\infty}(c) = \gamma_{\infty}. \]

Note that in the sequel, for notation simplicity, we denote by \( \gamma = \gamma_{\infty} \) the asymptotic stationary value reached by the mean density of connectivity.
Proposition 3. For each $c \in C$ the stationary solution to (21) or equivalently

$$(c + 1)\rho_{\infty}(c + 1) = \frac{1}{\gamma + \alpha} \left[ (c(2\gamma + \alpha) + \gamma \alpha)\rho_{\infty}(c) - \gamma(c - 1 + \alpha)\rho_{\infty}(c - 1) \right]$$  \hfill (90)

is given by

$$\rho_{\infty}(c) = \left( \frac{\gamma}{\gamma + \alpha} \right)^c \frac{1}{c!} \alpha(\alpha + 1) \cdots (\alpha + c - 1)\rho_{\infty}(0)$$  \hfill (91)

where

$$\rho_{\infty}(0) = \left( \frac{\alpha}{\alpha + \gamma} \right)^\alpha.$$  \hfill (92)

Proof. Let us show (91) by induction. First, from the boundary condition (23) at $c = 0$ we immediately have

$$\rho_{\infty}(1) = \frac{\gamma}{\gamma + \alpha} \alpha \rho_{\infty}(0).$$  \hfill (93)

Now let us assume that (91) holds true for $c$, we want to prove that

$$\rho_{\infty}(c + 1) = \left( \frac{\gamma}{\gamma + \alpha} \right)^{c+1} \frac{1}{(c + 1)!} \alpha(\alpha + 1) \cdots (\alpha + c)\rho_{\infty}(0).$$  \hfill (94)

From (90) we have

$$(c + 1)\rho_{\infty}(c + 1)$$

$$= \frac{1}{\gamma + \alpha} \left[ (c(2\gamma + \alpha) + \gamma \alpha)\left( \frac{\gamma}{\gamma + \alpha} \right)^c \frac{1}{c!} \alpha(\alpha + 1) \cdots (\alpha + c - 1)\rho_{\infty}(0) \right.$$\n
$$- \gamma(c - 1 + \alpha)\left( \frac{\gamma}{\gamma + \alpha} \right)^{c-1} \frac{1}{(c - 1)!} \alpha \cdots (\alpha + c - 2)\rho_{\infty}(0) \right]$$

$$= \left( \frac{\gamma}{\gamma + \alpha} \right)^c \frac{1}{(c + 1)!} \alpha \cdots (\alpha + c - 1) \left[ \frac{c(2\gamma + \alpha) + \gamma \alpha}{c(\gamma + \alpha)} - 1 \right] \rho_{\infty}(0)$$

$$= \left( \frac{\gamma}{\gamma + \alpha} \right)^{c+1} \frac{1}{c!} \alpha \cdots (\alpha + c - 1)(\alpha + c)\rho_{\infty}(0).$$

By direct inspection one verifies that also the boundary condition (23) at $c = c_{\text{max}}$ is verified.

Appendix B. Properties of the implicit-explicit scheme. Let us consider the following implicit-explicit discretization of (41)

$$\frac{f_i^{n+1} - f_i^n}{\Delta t} + N[f_i^{n+1}] = \frac{F_i^{n+1/2} - F_i^{n-1/2}}{\Delta w},$$  \hfill (95)

where $f_i^n = f_i^n(c)$, endowed with a positive initial condition $f_i^0(c) = f_i(c, 0)$. The main motivation for the time discretization above is related to the severe stability constraints of an explicit scheme applied to the network operator which would require the time step to be $O(1/c_{\text{max}})$ where $c_{\text{max}} \gg 1$. 

B.1. **Positivity.** In order to study the nonnegativity property of scheme \([95]\) it is convenient to rewrite it as a sequence of two steps

\[
\begin{align*}
    f_{i+1/2}^n &= f_i^n + \frac{\Delta t}{\Delta w} \left( \frac{f_{i+1/2}^n - f_i^{n+1/2}}{\Delta w} \right) \\
    f_{i+1}^n &= f_{i+1/2}^n - \Delta t \mathcal{N}[f_{i+1}^n].
\end{align*}
\]  

(96)

The first step involves the Chang–Cooper type scheme and reads

\[
\begin{align*}
    f_{i+1/2}^n &= f_i^n + \frac{\Delta t}{\Delta w} \left[ (1 - \delta_{i+1/2}) B_{i+1/2}^n + \frac{1}{\Delta w} C_{i+1/2} \right] f_{i+1}^n \\
    &\quad - \left( (1 - \delta_{i-1/2}) B_{i-1/2}^n - \delta_{i-1/2} B_{i+1/2}^n \right) f_i^n - \frac{1}{\Delta w} \left( C_{i+1/2} + C_{i-1/2} \right) f_{i-1}^n \\
    &\quad - \left( \delta_{i-1/2} B_{i-1/2}^n - \frac{1}{\Delta w} C_{i-1/2} \right) f_{i+1}^n \right],
\end{align*}
\]

(97)

where \(B_{i+1/2}^n, C_{i+1/2}\) are given by

\[
\begin{align*}
    B_{i+1/2}^n(c) &= \frac{D^2}{\Delta w} \int_{w_i}^{w_{i+1}} \frac{1}{D(w, c)} (\mathcal{P}[f](w, c, t^n) + \sigma^2 D'(w, c) D(w, c)) dw, \\
    C_{i+1/2} &= \frac{\sigma^2}{2} D^2_{i+1/2} \geq 0.
\end{align*}
\]

(98)

From the definition of the weight functions \(\delta_{i+1/2}\) in (68), the coefficients of \(f_{i+1}^n, f_{i-1}^n\), satisfy

\[
\begin{align*}
    (1 - \delta_{i+1/2}) B_{i+1/2}^n + \frac{1}{\Delta w} C_{i+1/2} \geq 0, \\
    -\delta_{i-1/2} B_{i-1/2}^n + \frac{1}{\Delta w} C_{i-1/2} \geq 0.
\end{align*}
\]

(99)

In fact, setting \(x = B_{i+1/2}^n \Delta w / C_{i+1/2}, y = B_{i-1/2}^n \Delta w / C_{i-1/2}\) the two inequalities are equivalent to show that \(\forall x, y \in \mathbb{R}\)

\[
x \left( 1 - \frac{1}{1 - e^x} \right) \geq 0, \quad \frac{y}{e^y - 1} \geq 0,
\]

(100)

which follow from the properties of the exponential function.

Then, in order to ensure the nonnegativity of the scheme the time step must satisfy the restriction

\[
\Delta t \leq \frac{\Delta w}{\nu^n},
\]

(101)

where

\[
\nu^n = \max_i \left\{ (1 - \delta_{i-1/2}) B_{i-1/2}^n - \delta_{i+1/2} B_{i+1/2}^n + \frac{1}{\Delta w} C_{i+1/2} + \frac{1}{\Delta w} C_{i-1/2} \right\}.
\]

(102)

Now, since the functions \(D(w, c), \mathcal{P}(w, w_x; c, c_*)\) are bounded for all \(w \in I, c \in \mathcal{C}\) we have that

\[
|B_{i+1/2}^n| \leq 2 + \sigma^2 M, \quad C_{i+1/2} \leq \sigma^2 / 2
\]

where \(M = \max_i |D'_{i+1/2}|\), and the condition (101) simplifies to

\[
\Delta t \leq \frac{1}{2} \left( \frac{\Delta w}{2 + \sigma^2 M + \sigma^2 / 2 \Delta w} \right).
\]

(103)
Therefore, we have shown

**Proposition 4.** Under the time step restriction \[105\] the first step in \[96\] preserves nonnegativity, namely \(f_i^{n+1/2}(c) \geq 0\) if \(f_i^n(c) \geq 0\), \(i = 1, \ldots, N\), \(c \in \mathbb{C}\).

Typically when \(\sigma^2\) is large this will originate a parabolic stability condition that requires \(\Delta t = O(\Delta u^2)\). This can be avoided taking the diffusive part implicitly, however, since we were mostly interested in the case of small values of \(\sigma^2\) we will not pursue this direction here.

Next, we consider the second step

\[
f_i^{n+1}(c) = f_i^{n+1/2}(c) - \Delta t \mathcal{N}[f_i^{n+1}(c)].
\]

(104)

Note that in general the fully implicit evaluation of \(\mathcal{N}[]\) would require the use of a suitable iterative solver due to the nonlinearity in \(f_i^{n+1}\). We therefore will consider a semi-implicit linearized version of the operator.

The scheme can be written as

\[
\left[1 + d_i^{n+1/2}(c) + a_i^{n+1/2}(c) + b_i^{n+1/2}(c)\right]f_i^{n+1}(c) - a_i^{n+1/2}(c)f_i^{n+1}(c) - b_i^{n+1/2}(c)f_i^{n+1}(c) = f_i^{n+1/2}(c),
\]

(105)

where

\[
a_i^{n+1/2}(c) = \Delta t v_r^{n+1/2}(c + 1 + \beta), \quad c = 0, \ldots, \ell_{\text{max}} - 1
\]

\[
b_i^{n+1/2}(c) = \Delta t v_a^{n+1/2}(c - 1 + \alpha), \quad c = 1, \ldots, \ell_{\text{max}}
\]

\[
d_i^{n+1/2}(c) = -\Delta t v_r^{n+1/2} + \Delta t v_a^{n+1/2}, \quad c = 1, \ldots, \ell_{\text{max}} - 1
\]

\[
a_i^{n+1/2}(\ell_{\text{max}}) = 0, \quad b_i^{n+1/2}(0) = 0,
\]

\[
d_i^{n+1/2}(0) = b_i^{n+1/2}(1) - a_i^{n+1/2}(0),
\]

\[
d_i^{n+1/2}(\ell_{\text{max}}) = -b_i^{n+1/2}(\ell_{\text{max}}) + a_i^{n+1/2}(\ell_{\text{max}} - 1),
\]

(106)

and we have set \(v_r^{n+1/2} = 2V_r^{n+1/2}/(\gamma^{n+1/2} + \beta)\) and \(v_a^{n+1/2} = 2V_a^{n+1/2}/(\gamma^{n+1/2} + \alpha)\). Since all quantities \(a^{n+1/2}(\cdot), b^{n+1/2}(\cdot)\) defined in \(106\) are non-negative, equations \(105\)-\(106\) define a diagonally dominant matrix of size \((\ell_{\text{max}} + 1) \times (\ell_{\text{max}} + 1)\) if

\[
\Delta t \leq \frac{1}{v_r^{n+1/2} - v_a^{n+1/2}}, \quad \frac{v_r^{n+1/2}}{v_a^{n+1/2}} > 1,
\]

\[
\Delta t \leq \frac{1}{v_r^{n+1/2}(1 + \beta) - v_a^{n+1/2}/\alpha}, \quad \frac{v_r^{n+1/2}}{v_a^{n+1/2}} > \frac{\alpha}{(1 + \beta)},
\]

\[
\Delta t \leq \frac{1}{v_a^{n+1/2}(\ell_{\text{max}} - 1 + \alpha) - v_r^{n+1/2}(\ell_{\text{max}} + \beta)}, \quad \frac{v_r^{n+1/2}}{v_a^{n+1/2}} > \frac{(\ell_{\text{max}} + \beta)}{(\ell_{\text{max}} - 1 + \alpha)}.
\]

(107)

Note that when the above conditions on \(v_r^{n+1/2}\) and \(v_a^{n+1/2}\) are not satisfied, no time step restriction occurs. Conditions \(107\) are not restrictive since in practice \(\gamma^{n+1/2} \gg 1\) and so \(v_a^{n+1/2} \ll 1\) and \(v_r^{n+1/2} \ll 1\). Thus, we have

**Proposition 5.** Under the time step restriction \(107\) the second step in \(96\) preserves nonnegativity, namely \(f_i^{n+1}(c) \geq 0\) if \(f_i^{n+1/2}(c) \geq 0\), \(i = 1, \ldots, N\), \(c \in \mathbb{C}\).
Remark 2. In particular, in the case where the rates are defined by (16) since
\[ g_{i}^{n+1} = \sum_{c=0}^{c_{\text{max}}} f_{i}^{n+1}(c) = \sum_{c=0}^{c_{\text{max}}} f_{i}^{n+1/2}(c) = g_{i}^{n+1/2}, \]
the previous arguments applies to the fully implicit evaluation of \( V_{\alpha}^{n+1} = V_{\alpha}(f_{i}^{n+1}; w_{i}) \) and \( V_{r}^{n+1} = V_{r}(f_{i}^{n+1}; w_{i}). \)

B.2. Conservations and stability. Let us consider the conservation properties of the scheme with respect to the variable \( w. \) Let us observe that from scheme (95) we get
\[ \sum_{i=0}^{N} f_{i}^{n+1}(c) = \sum_{i=0}^{N} f_{i}^{n}(c) - \Delta t \sum_{i=0}^{N} N[f_{i}^{n+1}] + \Delta t \sum_{i=0}^{N} \left( f_{i+1/2}^{n} - f_{i-1/2}^{n} \right). \] (108)
Now since
\[ \sum_{i=0}^{N} \left( f_{i+1/2}^{n} - f_{i-1/2}^{n} \right) = \sum_{i=0}^{N} f_{i+1/2}^{n} - \sum_{i=1}^{N} f_{i-1/2}^{n} + f_{N+1/2}^{n} - f_{1/2}^{n}, \]
by imposing no-flux boundary conditions, i.e.
\[ f_{N+1/2}^{n} = 0, \quad f_{-1/2}^{n} = 0, \] (109)
we obtain that for all \( n \geq 0 \) the following conservation equation for the density of connections is satisfied
\[ \rho^{n+1}(c) = \rho^{n}(c) - \Delta t \sum_{i=0}^{N} N[f_{i}^{n+1}]. \] (110)
Summing over \( c \) in the above equation yields the conservation of the total number of agents
\[ \sum_{c=0}^{c_{\text{max}}} \rho^{n+1}(c) = \sum_{c=0}^{c_{\text{max}}} \rho^{n}(c). \] (111)
From this identity we have

**Proposition 6.** Under the time step restrictions (103) and (107), the numerical scheme defined by (95) is stable in the discrete \( L_{1} \)-norm.
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