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Abstract—Robot gait optimization is the task of generating an optimal control trajectory under various internal and external constraints. Given the high dimensions of control space, this problem is particularly challenging for multi-legged robots walking in complex and unknown environments. Existing literatures often regard the gait generation as an optimization problem and solve the gait optimization from scratch for robots walking in a specific environment. However, such approaches do not consider the use of pre-acquired knowledge which can be useful in improving the quality and speed of motion generation in complex environments. To address the issue, this paper proposes a transfer learning-based evolutionary framework for multi-objective gait optimization, named Tr-GO. The idea is to initialize a high-quality population by using the technique of transfer learning, so any kind of population-based optimization algorithms can be seamlessly integrated into this framework. The advantage is that the generated gait can not only dynamically adapt to different environments and tasks, but also simultaneously satisfy multiple design specifications (e.g., speed, stability). The experimental results show the effectiveness of the proposed framework for the gait optimization problem based on three multi-objective evolutionary algorithms: NSGA-II, RM-MEDA and MOPSO. When transferring the pre-acquired knowledge from the plain terrain to various inclined and rugged ones, the proposed Tr-GO framework accelerates the evolution process by a minimum of 3-4 times compared with non-transferred scenarios.

Index Terms—gait optimization, transfer learning, multi-objective optimal problem, evolutionary computation

I. INTRODUCTION

Multi-legged robots have attracted a wide range of researchers’ interests due to their superior capability to maintain balance and walk in rugged terrains [1]. However, this ability can only be accomplished with the appropriate motions, so the quick and accurate generation of gaits for a multi-legged robot has become one of the most important prerequisites to complete its tasks. Different approaches have been proposed to solve the problem of gait generation. For example, in [2], the authors proposed a motion controller for a biped robot that optimized different push recovery strategies, and the method can generate appropriate gaits by determining how the robot should respond to an external push. In [3], the authors proposed a fully connected recurrent neural network (FCRNN) for solving the multi-objective gait generation. The FCRNN can be considered as a central pattern generator and is optimized to produce angles of different degrees of freedom (DOFs). In [4], the authors quantified leg capabilities and then proposed leg utility for coordinating adaptive lift-off and touch-down of stance legs.

However, generating high-quality poses for multi-legged robots still remains a challenging task for two reasons. First, due to the large number of DOFs of multi-legged robots, it is difficult to quickly determine a feasible trajectory from the huge search space. Second, the trajectory to be executed should satisfy multiple requirements which are potentially contradictory. For example, the robot should not only be able to navigate through dangerous areas as quickly as possible (speed), but also remain upright and avoid falling over (stability); in addition, we want the robot to function for as long as possible given a limited amount of power consumption (energy).

Among the existing methods, the gait generation algorithms based on population optimization techniques have unique advantages [5]. The reason is that gait generation is often transformed into the task of solving multi-objective, multi-constraint optimization problems. The traditional analytical methods are rarely effective when applied to such problems, while the population-based optimization method can produce multiple candidate motions simultaneously, allowing the controller to select the appropriate solution and complete specific tasks. For example, in [6], the authors proposed an evolutionary approach to optimize forward gaits of quadruped robots; this method is more robust than the previous algorithms and also significantly increases the speed of problem solving. In [7], [8], the authors proposed a Bayesian optimization algorithm for controller parameter optimization in order to reduce the need for human expertise and time-consuming design processes. In [9], the authors proposed to use a particle swarm algorithm for gait learning. To decrease learning time, the authors used the best 20 particles across all generations from a previous optimization to initialize the particle population. Experiments have shown that this simple strategy can be effective in helping robots learn new motion skills.

Multi-objective evolutionary algorithms (MOEAs) are often computationally-intensive and thus time-consuming. An ill-initialized population could lead to a prolonged evolution process. However, most of the existing population-based optimization methods [5], [10], [11] do not have an effective mechanism to generate a high-quality initial population. It should be noted that the previous method [9] directly copied the individuals with the best past performances to initialize a new population, based on the assumption that the pre-obtained actions and the actions to be learned share the...
identical distribution. Unfortunately, in many real situations, the actions that have been learned are not the same as the actions that will be learned. For example, walking on the ground and walking on a slope full of obstacles are not exactly the same, although there is a certain level of implicit similarity between the two. If we directly use the individuals with the best past performances to obtain the initial population, the optimization will likely be led in the wrong direction, and thus, the solution speed will be slower. Similar problems, namely, training and testing samples do not follow the independent and identical distribution [12], are also of considerable concern in the field of machine learning. Meanwhile, in order to solve these problems, different transfer learning methods [13], [14] have been proposed and proven to be powerful tools.

In this paper, we consider the problem of robot gait generation as a multi-objective optimization problem (MOP), and on this basis, we propose a method to solve this problem by combining transfer learning with the population-based optimization algorithm. Specifically, we propose an algorithm framework to obtain an initial population in a new environment by re-using the obtained optimal gaits from an old one. Through this initial population, any evolutionary multi-objective optimization algorithm can be used to obtain new motions to meet multiple design specifications (e.g., speed, stability). The advantage of the proposed method is to generate optimal gait patterns that can satisfy multiple requirements simultaneously.

The contribution of this research is that we consider the gait generation problem as an MOP, and propose a solution framework combining transfer learning and MOEAs to solve this problem. This framework not only enables the obtained motion to satisfy the requirements of multiple objective functions simultaneously, but also significantly improves the solving speed by reusing latent knowledge obtained in the past to solve problems in the current environment. Our Tr-GO framework accelerates the evolution process by a minimum of 3-4 times compared with non-transferred scenarios.

The rest of this paper is organized as follows: Sec. II will present the preliminary information and existing relevant work. In Sec. III, we will introduce the robot model, two optimization goals and transfer learning modular. Subsequently, we will propose an algorithm framework for robot gait optimization based on transfer learning. Sec. IV presents the experimental results of our framework combined with three MOEAs in three different terrain environments. Sec. V summarizes our work and proposes directions for future research.

II. PRELIMINARY AND RELATED WORKS

A. Multi-Objective Optimization

A general multi-objective optimization problem (MOP) is defined as follows:

\[
\begin{align*}
\text{Minimize} & \quad \mathbf{F}(\mathbf{x}) = [F_1(x), F_2(x), \ldots, F_k(x)]^T \\
\text{subject to} & \quad g_j(x) \leq 0, j = 1, 2, \ldots, m, \\
& \quad h_l(x) = 0, l = 1, 2, \ldots, e,
\end{align*}
\]  

where \( k \) is the number of objective functions, \( m \) is the number of inequality constraints \( g(x) \), and \( e \) is the number of equality constraints \( h(x) \). \( x \in E^n \) is a vector of decision variables, where \( n \) is the number of independent variables \( x \). \( F(x) \in E^k \) is a vector of objective functions \( F_i(x) : E^n \rightarrow E^1 \). \( F_i(x) \) are also called objectives, criteria, payoff functions, cost functions, or value functions [15].

**Definition 1.** [Decision Vector Domination] A decision vector \( x_1 \) Pareto dominates another vector \( x_2 \), denoted by \( x_1 \triangleright x_2 \), if and only if:

\[
\begin{align*}
\forall i = 1, \ldots, k, \quad F_i(x_1) \leq F_i(x_2) \\
\exists i = 1, \ldots, k, \quad F_i(x_1) < F_i(x_2)
\end{align*}
\]

**Definition 2.** [Pareto Optimal Set] Both \( x \) and \( x^* \) are decision vectors, and if a decision vector \( x^* \) is said to be non-dominated if and only if there is no other decision vector \( x \) such that \( x \triangleright x^* \). The Pareto optimal set (POS) [16], [17] is the set of all Pareto optimal solutions, that is:

\[
POS = \{x^* | \exists x, x \triangleright x^* \}
\]

**Definition 3.** [Dynamic Pareto-optimal Front] The function space representation of all the solutions in the Pareto optimal set is the Pareto optimal front (POF).

\[
POF = \{F(x^*) | x^* \in POS\}
\]

When there are two, three or more objectives, the POF is represented as a curve, surface or hyper-surface respectively. Take a two-objective optimization as an example. Two different decision variables are related to each other in two possible ways: either one dominates the other, or none of them is dominated [18]. This creates a partially-ordered search space and a challenging optimization landscape.

B. Related Work

Gait generation is important in the field of robotics research. Even with viable controller parameterization, finding the optimal parameter values is difficult. This parameter optimization often requires specific expert knowledge and a large number of robot experiments. Most of the existing methods follow two strategies to obtain the natural and effective gait of legged robots [5]. The first strategy is bio-inspired in that it takes advantage of the biological heuristics of human and animal to complete the tasks of gait optimization for robots. This view follows the Darwinian theory of evolution: human and animal’s viability consistently enforces their activities to follow the principle of minimizing metabolic costs [19]–[21]. However, the reality is that due to the inconsistency in kinematics and dynamics between humans/animals and robots, there is still a large gap to directly apply bio-motion data to robots. The second strategy is based on a heuristic optimization method, since the search for the desired gait parameters can be defined as an optimization problem. When combined with appropriate optimization methods, the problem is converted into an automatic search process for optimal gait parameters. At present, different methods [5], [22]–[24] have been proposed for automatic gait optimization. As a branch of the evolutionary robot (ER) field [25], gait evolution with the heuristic evolutionary algorithm has attracted much attention.

The field of ER studies the automatic synthesis of robot control and/or hardware based on the principle of natural
evolution. This process is similar to its real equivalence in that it uses evolutionary computation to generate robots that adapt to the environment [26]. Many researchers have applied evolutionary computation (EC) to the field of gait generation and optimization [27]. Previous methods used EC to optimize the four-legged Sony AIBO robot [6], [28], or to solve the problem of recovery and optimization of the gait after the loss of the legged robot [29]. The most commonly-used EC method for solving gait optimization is the genetic algorithm (GA). It can be applied to optimization problems for specific gaits [30], [31]. Especially in the research field of biped robots, GA is often used for solving optimization problems with dynamic objective functions [32]. Researchers used GA to generate an energy-efficient trajectory for the compliant link biped, enabling it to complete tasks including walking with different step lengths and on variable slopes [33]. Other successful applications of GAs included generating energy-efficient walking motion for 3-DOF robots [34] and stair-climbing movements for a 12-DOF biped robot [35]. Other EC methods are also widely used in the motion optimization process of robots. Among them, the particle swarm optimization (PSO) algorithm was applied to identify the optimal control pattern for fast swimming [36], and realized the speed of movement beyond their previous work. The distributed estimation algorithm (EDA) was used to solve the motion generation optimization problem of multi-legged robots and other tasks in complex environments [37], [38]. In this paper, we propose a framework that is based on multi-objective optimization and can be combined with any population-based algorithms mentioned above to solve the gait generation problem.

The gait optimization process requires a reasonable trade-off between performance metrics (e.g., speed of motion, stability criteria, actuation force, and energy consumption) in order to complete the desired task. Therefore, the gait generation problem can be formulated as an MOP by defining multiple specifically-designed objective functions [5]. Different from the single-objective optimization problem, MOP is more suitable for more complex tasks of robot gait generation. In [39], researchers used a high-level controller that concurrently optimizes two objectives of speed and stability to achieve a series of robust gaits for quadruped robots. Another work [40] proposed a motion selection algorithm that is capable of autonomously selecting the best motion to improve overall mobility. Based on this method, two strategies were proposed, namely gait selection and adaptive movement speed. These enhanced the robot’s ability to maintain a fast moving speed in an unstable environment. Through the trade-off between the two goals, the performance of MOP on physical robots is better than that of single-objective optimization. [41] proposed a new analysis method to optimize the trade-off stability and energy function of the biped robot. The author used a Real Coded Genetic Algorithm (RCGA) [42] to optimize the walking function of the robot to produce a set of optimal walking parameters. MOEA was used to optimize parameters of the walking pattern and improved the energy efficiency and stability of NAO robots by 67.05% and 75%, respectively. Another work [43] compared the performance of two MOEAs: Lexicase selection and NSGA-II [44] in solving the task of gait evolution of quadruped robots. The objective functions include traveling distance, efficiency, and vertical torso movement. For comparison, a baseline is optimized solely on a single objective: traveling distance. The results showed that the NSGA-II algorithm significantly outperforms Lexicase selection in all three functions, while Lexicase selection significantly outperforms the baseline in two of the three functions.

Traditional evolution techniques typically optimized for specific motion modes (such as forward motion). Recently, studies have shown that quality diversity [45] can generate a variety of motion behaviors for complex robots in each evolutionary operation [46]–[48]. The goal of a mass diversity algorithm is to create a solution archive that shows different behaviors or characteristics. Researchers also proposed Behavior Repertoire (BR) Evolution [46] to learn a large number of actions without the need to test each action individually. However, this algorithm lacks the possibility of autonomous exploration and proxy capabilities. Furthermore, a transferability-based BR-Evolution [47] algorithm proposed a new evolutionary scheme that can simultaneously discover simple walking controllers that contain multiple directions. The algorithm uses a novel strategy with local competition to search for high-performance and diversified solutions, while retaining potential solutions that are usually discarded during evolution, so that the algorithm can quickly obtain more actions in the reachable space. Despite their success in tasks such as moving the robot forward, these quality diversity evolutionary algorithms still face great challenges when solving more complex tasks or adapting to more complex terrains. From motion control to task-oriented control, it is necessary to coordinate all the motion parameters, and adapt to the robot’s sensory input and task goals. To enable ER technology to be used in complex robots beyond simple motion tasks, an evolutionary library-based control (EvoRBC) method was proposed [49]. EvoRBC uses the diversity-driven algorithm to develop a complete function table of low-level primitives. At the same time, the neural evolution algorithm NEAT is used to evolve a high-level controller. The EvoRBC algorithm allows the robot to flexibly cope with complex tasks in real-world scenarios. Since the evolution performance of the algorithm is directly related to the design dimensionality of the evolutionary neural network, it is inevitable to increase time and calculation cost.

Although the application of evolutionary algorithms to robots has been successful to some extent, using these methods when dealing with new and complex tasks often require excessive time and computational costs in order to perform the necessary evolutionary steps. In contrast, human learners quickly adapt to new problems by transferring knowledge from relevant tasks in previous experiences. This is known as transfer learning. In the domain of evolving gait patterns for multi-legged robots, little consideration is given to improving optimization efficiency by reusing the pre-acquired knowledge and reducing unnecessary computational overhead during the experiment. Therefore, it is the goal of this work to introduce transfer learning to accelerate optimization in a new environment [50]–[53].
A. Multi-Legged Robot Model

III. THE PROPOSED ALGORITHM FRAMEWORK

B. Optimization Objectives

We consider the gait optimization for a multi-legged robot as a multi-objective problem. Two objective functions, walking velocity ($W_v$) and stability ($St$), are the metrics for evaluating the performance of robot gait. Therefore, this problem is formulated as a two-objective optimization problem.

Walking velocity is an indicator that combines the speed and direction of the multi-legged robot. It is also suitable as an evolutionary fitness function. Speed can be calculated by capturing the Euclidean distance between the robot’s start and end positions within a motion cycle, and the motion direction reflects the robot’s ability to move straight in a specified direction. The specific definition is given as follows:

$$W_v = \left\{ \begin{array}{ll}
\zeta^s \cdot f_s + \zeta^q \cdot f_q, & \text{if } \Delta X \cdot V^* > 0 \\
-1, & \text{otherwise}
\end{array} \right. \quad (6)$$

$
\zeta^s$ and $\zeta^q$ are weight coefficients, $f_s$ indicates the speed in a motion cycle, $\Delta X$ is the motion vector of the robot and $V^*$ is a unit vector specifying the desired movement direction. We hope that the robot can move straight along the specified direction. Therefore, the walking efficiency is set to $-1$ if the robot moves in the opposite direction during walking, and all normal values of $W_v$ are considerably greater than $0$. The second term $f_q = \exp(-\Delta \theta^2)$ reflects the deviation angle $\Delta \theta$ between the actual walking direction and the preset target direction. In the experiment we set the weight coefficients $\zeta^s$ and $\zeta^q$ to 0.5. Since the optimizer aims to minimize the objective function, the final objective of the velocity component is set as the reciprocal of $W_v$.

Stability is critical for robots to maintain balance and avoid hardware damage. Accurate and efficient evaluation of stability is an important but non-trivial problem. A standard solution is to directly use the stability score from the inertial measurement unit (IMU) as an indicator of the robot stability. However, researchers revealed that the use of the IMU readings only fails to accurately reflect the robot stability. Here,
we propose an objective function \( S(t) \), combining the information of linear acceleration and body orientation \([39]\). Specifically, it is defined as:

\[
F_j = \frac{1}{N} \sum_{i=1}^{N} (\text{acc}_i^2 - \text{acc}_j^2)
\]

\[
G = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \text{roll}_i^2} + \sqrt{\frac{1}{N} \sum_{i=1}^{N} \text{pitch}_i^2}
\]

\[
St = \frac{F_x + F_y + F_z}{\text{scaling\_factor}} + G
\]

where \( \text{acc, acc} \) are the current and average accelerations in a motion cycle, \( i \) is the index of the sampling point (sampled at 100hz), and \( j \in \{x, y, z\} \) is the axis. \( \text{roll} \) and \( \text{pitch} \) are the orientation values that are read from the sensor on the robot. \( \text{roll} \) is the orientation angle defined on the plane of \( x, y \) axes, and \( \text{pitch} \) is the orientation angle defined on the plane of \( x, z \) axes. The orientation component \( G \) indicates that smaller values of \( \text{roll} \) and \( \text{pitch} \) reflect a preferred upright robot posture with higher stability. The integrative stability objective function shown in Eq. 9 is the sum of the linear acceleration and orientation components, as shown in Eq. 7 and Eq. 8 respectively. \( \text{scaling\_factor} \) is used to balance the acceleration and direction so that they can evenly affect the fitness value, which is set to 50 in the experiment.

\section{C. Transfer Learning Modular}

We can use different transfer learning methods to achieve our goals. In this research, we use Transfer Component Analysis (TCA) \([59]\) to conduct the experiments. The TCA method attempts to learn a set of potential common components that can be transferred among different domains. Therefore, the difference in data distribution between domains can be significantly reduced by mapping data from different domains to a latent space represented by the set of transferred components. The optimization problem of the TCA algorithm can be converted into a matrix trace maximization problem. This problem can be solved by generalized eigenvalue decomposition (GED), in which the solution consists of the first \( d \) eigenvectors sorted by the eigenvalue in a descending order \([61]\). The TCA process is given in Algorithm 1.

\begin{align*}
\hat{K}_{X,Y} & \text{ denotes the kernel matrix, its elements are } \\
\kappa_{i,j} = \kappa(x_i, y_j) = \phi(x_i)^T \phi(y_j), \quad \kappa(\cdot, \cdot) \text{ denotes the kernel function, } \\
\phi(\cdot) \text{ denotes the feature mapping function. } \hat{K}_{X,Y} \text{ represents the data similarity in the domains } X \text{ and } Y. \quad \text{The matrix} \\
L & \text{contains the coefficients of the measurement matrix, the elements of which are as follows:}
\end{align*}

\[
L(i, j) = \left\{ \begin{array}{ll}
\frac{1}{m \times n}, & x_i, x_j \in X \\
0, & \text{otherwise}
\end{array} \right.
\]

The optimization problem of the TCA algorithm can be written as:

\[
\arg\min_{W} \mu \cdot \text{tr}(W^T W) + \text{tr}(W^T K L K W)
\]

subject to \( W^T K H K W = I \)

where in the case of \( H = I - \frac{1}{m+n}11^T \), \( I \) refers to the \((m+n) \times (m+n)\) identity matrix, \( W^T W \) is a regularization term, and \( I \) is a \((m+n) \times 1\) matrix whose elements are all 1, and \( \mu \) is the trade-off coefficient. The problem of solving the dimensionality reduction matrix \( W \) of the TCA algorithm can be converted into a matrix trace maximization problem.

\section{D. Gait Transfer Algorithm Framework}

In this part, we propose an algorithm framework for robot gait optimization based on transfer learning, Tr-GO. We formulate the problem of robot gait generation as an MOP task and solve this by evolutionary computation. The technology of transfer learning uses existing experiences from the previous optimizations to improve the sampling quality of the initial population in new scenarios. In this way, we hope that the algorithm framework can help us achieve better gait optimization results with less computational time and fewer resources. Meanwhile, the framework is universal and can be combined with most (if not any) population-based gait evolution algorithm.

\textbf{The motivation of this approach:} From the perspective of transfer learning, we believe that there is a certain correlation between gait optimization tasks in simple environments (such as flat ground) and those in more complex environments (such as rugged terrain or inclined slopes). The gait trained in...
simple and complex environments are regarded as the source and target domains, respectively. The robot gait optimizations in simple and unknown complex environments are regarded as the source and target tasks, respectively. These two tasks are similar in that they both attempt to generate a gait that maximally optimizes performance metrics given a specific environment. In the previous works, more attention was paid to the gait optimization task in a specific environment, and few works investigated how to utilize the correlation of the gait generation in different environments. This implies that by reusing the knowledge that had been learned in the past, the existing methods have significant room for performance boosting and reducing the consumption of computational resources.

The pipeline of the proposed algorithm framework is shown in Fig. 3. Step 1 indicates that the robot gait is optimized by the EA in the source domain, and the optimized gait population set $POP_0$ in the source domain can be obtained. Our goal is to solve the task of gait generation and optimization in the new target environment (such as $E_1$), which requires random gait sampling in the new environment through Step 2. This step is closely related to the construction of the initial population of the EA. The diversity and quality of the initial population determine the number of accessible features and eventually the success of gait optimization. Our work introduces transfer learning to use the set $POP_0$ in the source domain to assist the construction of the initial gait in the target domain. In the gait transfer module (Step 3), we choose transfer component analysis (TCA) [59] as the transfer learning tool of the algorithm framework. TCA maps different gait patterns in source and target domains to a hidden space with common transfer components, which can significantly reduce the difference of data distribution between domains. Through Step 4, we search for the population from the target domain in the hidden space to ensure that it is as close as possible to the population from the source domain. In Step 5, we generate an initial population for gait evolution in the target domain. This population retains the advantages of the optimized gait patterns from the source domain through transfer learning, and applies the knowledge gained from the source domain to the target task. Compared with the initial individuals generated by random sampling, the ones generated by our method are expected to be closer to the Pareto front and shorten the evolution process. Furthermore, we will train the optimized population through the EA. Finally, in Step 6, we apply the optimized gait to the target environment.

Algorithm 2: Tr-GO: Gait Optimization based on Transfer Learning

| Input: | The optimized gait population of source domain $POP_S = \{x_1, \ldots, x_m\}$, Gait population sampled from the target domain $X_T^E$ in environment $E$; Optimization functions $F_S(\cdot)$ and $F_T(\cdot)$; A kernel function $k(\cdot, \cdot)$ |
| Output: | Optimized gait sequences $POP_T$ |
| 1 | Initialize; |
| 2 | while a change occurred in target environment $E$ do |
| 3 | $InitPOP_T = Tr$-GIGP($POP_S, X_T^E, k(\cdot, \cdot)$); |
| 4 | $InitPOP_T \leftarrow \frac{MOP(F_T(z))}{EAs} \rightarrow POP_T$; |
| 5 | return $POP_T$; |
| 6 | end |

The pseudo-code for the Tr-GO framework is shown in Algorithm 2. $POP_S$ is the optimized gait population in the source domain. $X_T^E$ is gait population sampled from the target domain in environment $E$. Let $|POP_S| = n_s$ and $|X_T^E| = n_t$ represent the number of samples. $F_S(\cdot), F_T(\cdot)$ are the performance evaluation functions of the current robot gait. The Tr-GIGP algorithm outputs a population with no specialized constraints, so we can combine Tr-GIGP with most (if not
all) population-based evolution algorithms (EAs). Similarly, we can replace TCA with other transfer methods in Tr-GIGP. From the perspective of EC, the robot gait generation in a specific environment is equivalent to solving an MOP problem and finding the ultimate evolved population [62]. When the task space is transferred to an unknown new environment, the optimization may be improved if it can reuse the optimized gait population (POP) in other similar scenarios. When an environment change is detected, the algorithm triggers the transfer process.

Algorithm 3: Tr-GIGP: Generate Initial Gait Population by using Transfer Learning

1. Initialization;
2. Calculate the \( F_S(POP_S) \) and \( F_T(X^E_T) \);
3. \( W \leftarrow \text{TCA}(F_S(POP_S), F_T(X^E_T), \kappa) \);
4. \( POP_\varphi \leftarrow \emptyset \);
5. for every \( p \in POP_S \) do
   6. \( \kappa_p \leftarrow [\kappa(F_S(POP_S(1)), p), \cdots, \kappa(F_T(X^E_T(n_t)), p)]^T \);
   7. \( \varphi(p) \leftarrow W^T \kappa_p \); 
   8. \( POP_\varphi \leftarrow POP_\varphi \cup \{\varphi(p)\} \);
6. end
7. for every \( p_\varphi \in POP_\varphi \) do
   8. \( x \leftarrow \arg\min_x \|\varphi(F_T(x)) - p_\varphi\| \);
   9. \( InitPOP_T \leftarrow InitPOP_T \cup \{x\} \);
8. end
9. return \( InitPOP_T \);

As the major part of the framework, Tr-GIGP (Algorithm 3) uses the optimized source gaits \( POP_S \) and transfer learning to generate the initial gaits \( InitPOP_T \) that can be applied to the target task. The initial phase (Line 1) efficiently evaluates the sampled population and removes some outliers, such as those that cannot enable the robot to maintain balance in the new environment. In Line 3 of Tr-GIGP algorithm, the data in the source and target domains are mapped to a common latent space using the TCA method, and in this space, the difference between the two distributions becomes as small as possible. Thus, we can use the \( POP_S \) found in the simple environment \( (E_0) \) (source domain) to generate the initial population in complex environments \((E_{1, 2, \ldots, n})\) for the evolutionary search of robot gait generation tasks. Note that the inputs to TCA are robot walking gait samples in a known simple environment \((E_0)\) and complex environments \((E_{1, 2, \ldots, n})\). The output of TCA is the transformation matrix \( W \). We can use the matrix \( W \) to construct the latent space. In Line 4 of Tr-GIGP, \( POP_\varphi \) represents the set of particles in the latent space after mapping, which can be adjusted as a set of mapping solutions in the subsurface space. In Lines 10 to 13, we find \( x \) such that \( \varphi(F_T(x)) \) is the nearest neighbor to \( p_\varphi \in POP_\varphi \). This indicates the demand to solve the single-objective optimization problem here, and we can apply any single-objective optimization algorithm to solve the problem. In this paper, we used the interior point algorithm provided by MATLAB to solve this problem. The calculated \( x \) is the initial population \( InitPOP_T \) to be used for gait evolution in the target environment.

IV. RESULTS & DISCUSSIONS

A. Experimental Settings

The experiment in this work runs on the robot simulation platform, Webots [54]. The hexaped robot Mantis is provided by Micromatic Robot Laboratory. The detailed geometry and physical parameters of the robot are shown in Table I. The initial values and the corresponding ranges of the joint angles are shown in Table II.

| Parameter | Body | Leg |
|-----------|------|-----|
| Mass(kg)  | 5.2  | 0.9 |
| Length(m) | 0.72 | 0.05|
| Width(m)  | 0.42 | 0.05|
| Height(m) | 0.1  | 0.1 |

| Range       | Initial |
|-------------|---------|
| \( \theta_1 \) | \(-60^\circ \leq \theta_1 \leq 20^\circ \) (except Leg 3, 4 is \( 0^\circ \)) |
| \( \theta_2 \) | \(-20^\circ \leq \theta_2 \leq 40^\circ \) |
| \( \theta_3 \) | \(-140^\circ \leq \theta_3 \leq -85^\circ \) |

We simulate four types of terrain environments that robots may encounter. Gait optimization on the flat ground \( E_0 \) (Fig. 4(a)) is regarded as the source domain. We verify our method by transferring the knowledge gained from \( E_0 \) to three complex terrain environments, which were denoted as \( E_1, E_2, E_3 \). Fig. 4(b) shows a grass terrain with inclined hills. This environment is complex in that the robot is prone to roll over and slip on the slope. It may be forced to turn when it fails to climb the hillside and keep straight walking. Fig. 4(c) shows that the obstacles are randomly placed on the ground to simulate rugged terrain, and the robot is prone to be tripped by an obstacle. Therefore, a gait is considered to be successful when it enables the robot to traverse the rugged terrain without being obstructed. The terrain in Fig. 4(d) is similar to that in Fig. 4(b), except for varying slope inclinations and shapes. For each target environment, the ability of navigating through the terrain to the target points specified in advance is regarded as success of robot motion generation. The surface inclination in
the simulator is controlled by Berlin noise algorithm, where PerlinNoctaves (the number of octaves of the perlin noise) parameters corresponding to Fig. 3(b) and Fig. 3(d) are 3 and 5 respectively. The height of the rocks in Fig. 4(c) is set to between 0 and 0.5.

The Tr-GO framework proposed in this paper is compatible with any population-based optimization algorithm suitable for robot gait generation. As a case study, three representative multi-objective EAs - GA (NSGA-II) [44], EDA (RM-MEDA) [63], PSO (MOPSO) [64] - were selected in the experiment. The balance factor in the TCA algorithm is set to 0.5, the number of dimensions in the latent space is 20, and the Gaussian kernel function is used.

B. Experimental Result

We validate the effectiveness of our method in three target environments \( (E_1, E_2, E_3) \) and three different evolution algorithms (NSGA-II, RM-MEDA, MOPSO) in each environment.

1) Experimental Results in Environment \( E_1 \)

First, the Tr-GO algorithm framework is tested using the NSGA-II algorithm. In Environment \( E_0 \), the NSGA-II algorithm iterates for 100 generations with an initial population of 200 randomly generated individuals. After the optimization, the best 100 individuals are selected by the non-dominated sorting as the source domain. In Environment \( E_1 \), the motion generation task can be divided into three cases, each using a different multi-objective evolutionary algorithm. The first case (Random-NSGAII), as in Environment \( E_0 \), randomly samples 200 initial individuals in a complex terrain environment. In the second case (PlatData-NSGAII), the final gait optimization result \( POP_S \) of the flat environment \( E_0 \) is directly used as the initial population for the robot motion evolution in Environment \( E_1 \). In the third case (Tr-GO), the output after processing \( POP_S \) with our Tr-GO algorithm framework serves as the initial population in Environment \( E_1 \). After that, 100 evolutionary iterations are performed for each of the three cases, and the top 100 individuals are selected according to the non-dominated sorting.

Fig. 5(a) shows the final vector distribution of the objective function obtained under three scenarios. The individuals colored in red, black and green are generated by Random-NSGAII, PlatData-NSGAII and Tr-GO, respectively. The intertwined distributions of red and black circles indicate that the robot gait performance obtained by Random-NSGAII and PlatData-NSGAII does not present significant difference after 100 iterations. Although the black and red circles represent different situations, the reason for the similar performance of the final optimization evaluation may be that the robot motion optimization from the flat terrain situation cannot be directly applied to the complex environment. Without the process of domain transfer learning, direct use of samples from the source domain is not different from randomly generating the initial population. The Pareto front of green circles is distinct from the distribution of the previous two, which means that the evaluation of the robot gait obtained by Tr-GO is significantly better than the other two. It confirms that the Tr-GO framework based on transfer learning can help NSGA-II to obtain the solution closer to the theoretical optimal boundary.

Similarly, we also test the effect of the Tr-GO framework using the RM-MEDA and MOPSO algorithms in the \( E_1 \) environment. The experiment is also divided into three cases for comparison. The final vector distribution of the objective function is shown in Fig. 5(b) and Fig. 5(c). The results show that the performance obtained by using the Tr-Go framework (colored in green) is better than the other two cases (colored...
in black and red, respectively).

In addition to the quantitative evaluation in Fig. 5, we visually compare the walking performance of the robot in Environment $E_1$. Fig. 6(a) and (b) show that without the proposed Tr-GO algorithm framework, the robot fails to perform straight-line walking or climb over the hill when encountering the slopes. Fig. 6(c) demonstrates that the Tr-GO algorithm framework generates the optimal gait pattern and enables the robot to successfully climb over the hillside. This comparison confirms that the proposed Tr-GO framework improves the quality of individuals in the evolutionary computation.

2) Experimental Results in Environment $E_2$

The experimental results in Environment $E_2$ (Fig. 7) show that the performance of our Tr-GO framework (labeled as green circles) consistently outperforms that under the other two conditions (black and red circles). This advantage is consistent across all three choices of EAs. This robust performance confirms the merits of our method in producing high-quality initial population.

The difference from Environment $E1$ is that the direct use of the optimal solution in $E_0$ (PlatData-**) is slightly better than the standard strategy of random sampling (Random-*) (using NSGA-II Fig. 7(a) and RM-MEDA Fig. 7(b)). This indicates that in Environment $E_2$, using the optimization results from the flat terrain as the initial gait achieves a better performance than random gait generation. The reason for this may be due to the fact that the $E_2$ environment has a direct correlation with the flat environment $E_0$ to some extent. An explanatory case is that the robot may repeatedly yet coincidentally step on an obstacle without falling into the gap between obstacles, creating an illusion of walking on the flat terrain. This ideal example shows the direct similarities between walking on the flat terrain and traversing across the stacked obstacles. Thus, the direct use of the optimization results of gait from the flat terrain can also improve the evolution result in the complex terrain $E_2$ to a minor extent.

When using the MOPSO algorithm (Fig. 7(c)), the strategy of random gait generation even slightly outperforms that of the direct use of the optimal solution from $E_0$. We attribute this to the shortcomings of the MOPSO algorithm, such as its inability to maintain the diversity of solution sets and its tendency to fall into local optimal. The strategy of random gait generation may produce more diverse population, while the optimal solution from $E_0$ only represents a small sub-space of the complete sampling space.

3) Experimental Results in Environment $E_3$

Fig. 8 presents the results from Environment $E_3$. Similarly, based on the three EA algorithms, the experimental results show that the Tr-GO framework can help to achieve better robot gaits, in terms of the metrics of stability and velocity. This advantage is consistent regardless of the exact choice of EA.

It is worth noting that the direct use of optimization results as the initial population from the flat terrain in complex environments is not always better than using a randomly generated population. For example, in Fig. 8(b) in which the RM-MEDA algorithm is used, the evaluation result indicates that the black circles do not present a significant advantage over the red ones. One possible reason is that the difference between two environments, $E_0$ and $E_3$ does not offer the direct transfer between the two optimal populations. This is consistent with the results from Environment 1. This reveals
that the optimal posture used in slope terrains is different from that used in the flat ground, and presents larger deviations from that in the rugged ground (Environment 2).

4) Evolutionary Efficiency

We further investigate the influence of transfer learning on the evolution iteration in more details. Fig. 9 plots the average values of the two objective functions in Environment $E_1$, under the three conditions mentioned above. The vertical axis is the average value of the objective functions among the whole population. We use the value from our proposed Tr-GO framework after ten generations as the benchmark and compare the value with that of the other two conditions. This benchmark is highlighted with a dashed horizontal line colored in blue. The results show that Tr-GO possesses a performance advantage from the early stages of evolution and consistently maintains this advantage throughout the evolution process. We also compare the number of iterations to achieve the performance of the $10^{th}$ iteration using our Tr-GO framework. It can be seen that in (a)-(f), the other two conditions (Random-* and PlatData-*) require more evolutionary iterations to reach the same level of the performance metrics.

We further compare the running time required to achieve the same performance (Table IV). Specifically, we take the objective function values obtained after ten generations of the Tr-GO framework as the benchmark, and then record the time-cost for all three conditions to achieve this benchmark. The time required by Tr-GO evolution for ten generations is far less than that required by the other two conditions to achieve the same performance value. Our Tr-GO framework accelerates the evolution process by a minimum of 3-4 times compared with non-transferred scenarios. For some cases, the baseline conditions never reach the benchmark, and we use “---” notation to indicate these failure cases. In other words, our method initializes the evolution population with a high quality and is capable of shortening the evolution process in an unknown new environment.

C. Limitation & Failure Case

While transfer learning in our framework improves the evolution performance of EC, they also present new challenges to our algorithms. When transfer learning techniques do not successfully construct the mapping between the source and target domains, they may even lead to negative transfer. The similarity between the source and target environments is the key factor in determining the effectiveness of the gait transfer. We conducted further experiments by introducing a larger difference from Environment $E_0$, such as setting PerlinNoctaves (defines the number of octaves of the perlin noise) parameters values in $E_1$ and $E_3$ to 6 to 11 (the higher the value, the more rugged the terrain is), or setting the height of rocks in $E_2$ to $\geq 0.6$. The results show that our algorithm framework could not bring significant improvement in performance (Table [IV]). The reason may be that the difference between the target and source domains in these scenarios is too large to achieve effective gait transfer, which is a challenge to be solved in the future.

V. CONCLUSION AND FUTURE WORKS

Multi-legged robots have unique advantages in maintaining stability, but due to the high degrees of freedom, it is challenging to find a suitable gait pattern. This paper transforms the gait generation problem into a multi-objective optimization problem, and proposes an evolutionary multi-objective optimization framework based on transfer learning to solve this problem. The advantage of this solution is that the generated gait can not only adapt to different environments or tasks, but also meet multiple requirements simultaneously. As such, these gaits can help a multi-legged robot better adapt to the environment and complete the specified tasks. This strategy of combining transfer learning and evolutionary algorithms can more effectively use the pre-acquired knowledge to generate an initial high-quality population. Any kind of population-based optimization algorithms can be integrated into this framework without any further modification. This significantly improves the efficiency during the process of evolution computation and reduces the time cost to find the optimal Pareto front in the new environment.

There are a couple of directions for our future research. The proposed recipe of combining transfer learning and evolutionary computation not only can be used to solve the problem of gait generation, but also can be a promising solution in a larger scope. Therefore, one of the future directions is to explore the application of this approach to the related problems in the field of robotics or even a wider range of domains. We will further consider the integration of online transfer learning into this framework and enable the adaptation to achieve online transfer.
Fig. 9. The objective functions of stability (left column) and velocity (right column) during the evolution process. We compare the performance of these two metrics when using different algorithms. The blue line segment indicates the performance function value reached by the Tr-GO framework after the first ten generations of evolution.

### TABLE III

|                | NSGA-II | RM-MEDA | MOPSO |
|----------------|---------|---------|-------|
|                | Random  | PlatData | Tr-GO |
| Stability      | 60.41   | ∞       | 7.04  |
|                | 31.22   | 34.29   | 6.24  |
|                | 53.28   | 22.86   | 7.61  |
|                | 28.42   | 42.26   | 7.68  |
|                | ∞       | ∞       | 6.81  |
|                | 21.97   | 32.98   | 7.33  |

1. We take the objective functions values obtained after the Tr-GO algorithm framework has evolved for 10 generations as a standard.
2. The "∞" in the table indicates that the specified performance index cannot be reached.
TABLE IV
EVOLUTION PERFORMANCE OF DIFFERENT PELIN NOISE PARAMETER VALUES IN A GA ALGORITHM

| Perlin noise | Random | PlatDatas | Tr-GO | Random | PlatDatas | Tr-GO | Random | PlatDatas | Tr-GO |
|--------------|--------|-----------|-------|--------|-----------|-------|--------|-----------|-------|
| Stability    | 15.57  | 15.21     | 16.32 | 19.98  | 20.34     | 26.33 | -1     | -1        | -1    |
| Velocity     | 2.23   | 2.12      | 2.17  | 2.38   | 2.45      | 3.63  | -1     | -1        | -1    |

1 The “-1” in the table indicates that the robot rolls over or reverses walking, and normal forward walking cannot be achieved.

TABLE V
EVOLUTION PERFORMANCE OF DIFFERENT HEIGHT PARAMETER VALUES IN A GA ALGORITHM

| Height | Random | PlatDatas | Tr-GO | Random | PlatDatas | Tr-GO | Random | PlatDatas | Tr-GO |
|--------|--------|-----------|-------|--------|-----------|-------|--------|-----------|-------|
| Stability | 29.34  | 31.98     | 32.33 | 43.33  | -1        | -1    | -1     | -1        | -1    |
| Velocity | 2.93   | 3.05      | 3.16  | 4.45   | -1        | -1    | -1     | -1        | -1    |

1 The “-1” in the table indicates that the robot rolls over or reverses walking, and normal forward walking cannot be achieved.

performance. This could enable the robot to learn agile gait patterns when the environment is dynamically changing.
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