FLUCTUATIONS OF PARTITION FUNCTIONS OF DIRECTED POLYMERS IN WEAK DISORDER BEYOND THE $L^2$-PHASE
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Abstract. We study the directed polymer model in a bounded environment in weak disorder without $L^2$-boundedness, specifically the speed of homogenization for the field $(W_n^x)_{x \in \mathbb{Z}^d}$, where $W_n^x$ denotes the associated martingale for the polymer starting from $x$. We show that a suitably re-centered spatial average over a set of diameter $n^{1/2}$ convergence to zero at rate $n^{-\xi+o(1)}$, where the exponent is an explicit function of the inverse temperature $\beta$.

1. Introduction

1.1. Motivation. The directed polymer model describes random paths, called polymers in this context, in a medium with random impurities. Much information about the long-term behavior of the polymer is encoded in an associated martingale $(W_n^x)_{n \in \mathbb{N}}$. Specifically, it is known that the movement is diffusive if and only if the almost sure limit $W_\infty := \lim_{n \to \infty} W_n$ is positive, which occurs in spatial dimension $d \geq 3$ at high enough temperatures. This situation is referred to as weak disorder and it is the focus of the present article.

The $L^2$-weak disorder phase refers to a subset of the weak disorder phase characterized by $L^2$-boundedness of $(W_n^x)_{n \in \mathbb{N}}$. In contrast to the implicit condition $W_\infty > 0$ used to define weak disorder, $L^2$-boundedness is straightforward to check since the second moment can be expressed in terms of the moment generating function of the overlap $\mathbb{P}(\text{sum of overlap} n)$ between two independent random walks $(X_n)_{n \in \mathbb{N}}$ and $(Y_n)_{n \in \mathbb{N}}$. This observation greatly simplifies calculations and, as a result, there are many more papers that analyze this regime than the more general weak disorder phase. It is, however, known that $L^2$-boundedness only holds in a subset of the weak disorder phase.

A number of results first proved under this condition have later been extended to the whole weak disorder phase, most notably the central limit theorem for the polymer endpoint, but our understanding of the $L^2$-weak disorder phase is much more complete. For example, it is known that $W_\infty$ is an analytic function of the inverse temperature $\beta$ and the rate of convergence of $W_n$ to $W_\infty$ can be computed explicitly [10, Theorem 1.1]. It is natural to wonder whether such results can be extended to the whole weak disorder phase with different techniques. At present, it is not clear whether the gap in knowledge between the two regimes is due to the limitations of our current methods or whether a quantifiable change in behavior occurs between weak disorder and $L^2$-weak disorder.

In this paper, we give some evidence for the latter hypothesis. Namely, our main result concerns the speed of homogenization of the field $(W_n^0,x)_{n \in \mathbb{N}, x \in \mathbb{Z}^d}$, where $x$ indicates the starting point of the polymer. After taking a spatial average over a set of diameter $\sqrt{n}$ and re-centering, we show that the speed of convergence is $n^{-\xi+o(1)}$, where the exponent $\xi$ is different from the corresponding exponent in the $L^2$-weak disorder phase.

1.2. Definition of the model. A recent survey of the model can be found in [7]. Let $((\omega_{t,x})_{(t,x) \in \mathbb{N} \times \mathbb{Z}^d}, \mathcal{F}, \mathbb{P})$ be an i.i.d. family of real-valued weights, called environment, satisfying

$$\mathbb{E}[e^{\beta|\omega_{0,0}|}] < \infty \quad \text{for all } \beta \geq 0.$$ (1)
We write \( \mathcal{F}_k := \sigma(\omega_{1:t} : t \leq k) \) for the natural filtration of \( \omega \). The energy of a path \( \pi \) in time-interval \( I \subset \mathbb{R}_+ \) is defined by
\[
H_I(\omega, \pi) := \sum_{i \in I \cap \omega_i \pi_i},
\]
with \( H_n := H_{[1,n]} \). For a parameter \( \beta \geq 0 \), called the inverse temperature, the polymer measure \( \mu_{\omega,n}^{\beta} \) is defined by
\[
\mu_{\omega,n}^{\beta}(dX) := (Z_n^{\beta})^{-1} e^{\beta H_n(\omega,X)} P_{\text{SRW}}(dX),
\]
where \( (X, P_{\text{SRW}}) \) denotes the simple random walk and \( Z_n^{\beta} := E_{\text{SRW}}[e^{\beta H_n(\omega,X)}] \) denotes the normalizing constant, called the partition function. That is, \( \mu_{\omega,n}^{\beta} \) is a perturbation of \( P_{\text{SRW}} \) such that paths are attracted by sites with positive weight and repelled by negative ones. Next, we introduce the associated martingale \( (W_n^{\beta})_{n \in \mathbb{N}} \) mentioned in Section 1.1,
\[
W_n^{\beta} := \frac{Z_n^{\beta}}{E[Z_n^{\beta}]} = E_{\text{SRW}}[e^{\beta H_n(\omega,X) - n \lambda(\beta)}],
\]
where \( \lambda(\beta) := \log E[e^{\beta \omega_0,0}] \).

In view of (1), it is not hard to see that the almost sure limit \( W_\infty^{\beta} := \lim_{n \to \infty} W_n^{\beta} \) satisfies a zero-one law, \( \mathbb{P}(W_\infty^{\beta} > 0) \in \{0,1\} \), and we distinguish between weak disorder \( \text{(WD)} \) and strong disorder \( \text{(SD)} \) accordingly,
\[
\mathbb{P}(W_\infty^{\beta} > 0) = 1, \quad \text{(WD)}
\]
\[
\mathbb{P}(W_\infty^{\beta} = 0) = 1, \quad \text{(SD)}
\]
In the following theorem, we collect some known results about the transition from \( \text{(SD)} \) to \( \text{(WD)} \) as well as some basic information about the behavior within those regimes.

**Theorem A.**

(i) In dimensions \( d = 1 \) and \( d = 2 \), \( \text{(SD)} \) holds for all \( \beta > 0 \). In dimensions \( d \geq 3 \), there exists \( \beta_{\text{cr}} = \beta_{\text{cr}}(d) \in (0, \infty) \) such that \( \text{(WD)} \) holds for \( \beta \in [0, \beta_{\text{cr}}) \) and \( \text{(SD)} \) holds for \( \beta \in (\beta_{\text{cr}}, \infty) \).

(ii) In dimensions \( d \geq 3 \), there exists \( \beta_{\text{cr}}^2 \in (0, \beta_{\text{cr}}) \) such that \( (W_n^{\beta})_{n \in \mathbb{N}} \) is \( L^2 \)-bounded if and only if \( \beta \in [0, \beta_{\text{cr}}^2) \).

(iii) Weak disorder \( \text{(WD)} \) implies that \( (W_n^{\beta})_{n \in \mathbb{N}} \) is uniformly integrable and that the polymer measure satisfies a central limit theorem in probability, i.e., for every \( f : \mathbb{R}^d \to \mathbb{R} \) bounded and continuous,
\[
\sum_{x \in \mathbb{Z}^d} f(x/\sqrt{n}) \mu_{\omega,n}^{\beta} (X_n = x) \xrightarrow{P} \frac{1}{\sqrt{n}} \int_{\mathbb{R}^d} f(x) \varphi(x) \, dx,
\]
where \( \varphi \) is the standard normal density.

(iv) Strong disorder \( \text{(SD)} \) implies that the polymer measure localizes, i.e., there exists \( c > 0 \) such that \( \limsup_{n \to \infty} I_n \geq c \) almost surely, where
\[
I_n := \sum_{x \in \mathbb{Z}^d} \mu_{\omega,n-1} (X_n = x)^2.
\]

Parts (i) and (iii) are proved in [9]. The \( L^2 \)-phase \( [0, \beta_{\text{cr}}^2) \) was introduced in [5, 17]. The inequality \( \beta_{\text{cr}}^2 \leq \beta_{\text{cr}} \) is clear, whereas the proof for the strict inequality was given in a number of papers, see [7, Remark 5.2] for the precise references. Finally, part (iv) was first proved in a Brownian environment in [6] and later extended to stochastic linear evolution in [30], which generalizes the current setting.

An important characteristic of the model will be the critical exponent,
\[
p^*(\beta) := \sup \left\{ p \geq 1 : (W_n^{\beta})_{n \in \mathbb{N}} \text{ is } L^p \text{ bounded} \right\}.
\]
Clearly \( p^*(\beta) = 1 \) in strong disorder and \( p^*(\beta) \geq 2 \) in \( L^2 \)-weak disorder, \( \beta < \beta_{\text{cr}}^2 \). Beyond that, we note that even though \( (W_n^{\beta})_{n \in \mathbb{N}} \) is uniform integrability in weak disorder by Theorem A(iii),
it may still be the case that \( p^*(\beta) = 1 \). The following extra assumption guarantees that this does not occur: we say that the environment is upper bounded if
\[
\mathbb{P}(\omega_{t,x} \in (-\infty, K]) = 1 \quad \text{for some } K > 0. \tag{U-bd.}
\]
The necessity of this assumption for our result is discussed in the beginning of Section 1.5.

**Theorem B.** Assume \((\text{U-bd.}) \). Then \((\text{WD})\) implies \( p^*(\beta) > 1 \). Moreover for \( \beta > \beta^L_{cr} \) and any \( t > 1 \), it holds that
\[
\mathbb{P}\left( \sup_n W_n^\beta > t \right) \geq c_1^{-p^*},
\]
where \( c_1 := e^{-2\beta K}/2 \).
Theorem B follows from [19, Theorem 2.1]. The proof can be found in the appendix.

### 1.3. Main result and related literature.

For \( x \in \mathbb{Z}^d \), we define the partition function started at time \( t \) from \( x \) in the time interval \((s,t]\) by
\[
W_{t,x} := W_{t-x} \circ \theta_{s,x},
\]
where \( \theta_{t,x} \) denotes the space-time shift acting on the environment. For a compactly supported function \( f : \mathbb{R}^d \to \mathbb{R} \), we consider
\[
X_n^f := n^{-d/2} \sum_{x \in \mathbb{Z}^d} f(x/n)(W_n^{0,x} - 1).
\]
We recall some results about homogenization of \((W_n^{0,x})_{x \in \mathbb{Z}^d}\) in weak disorder.

**Theorem C.** Assume \( d \geq 3 \) and \([1]\).

(i) Assume \((\text{WD})\). For every continuous, compactly supported \( f : \mathbb{R}^d \to \mathbb{R} \),
\[
X_n^f \xrightarrow{L^1} 0. \tag{7}
\]

(ii) Assume \( \beta < \beta^L_{cr} \). For every continuous, compactly supported \( f : \mathbb{R}^d \to \mathbb{R} \),
\[
\int_{\mathbb{R}^d} f(x) \text{GFF}^\gamma(x)dx = e^{\lambda(2\beta) - 2\lambda(\beta)} - 1 \quad \mathbb{E}\left[ W_\beta^2 \right]. \tag{8}
\]

Part (i) has been proved in a continuous setting in [11, Theorem 2.1] and for completeness we give a short proof for the discrete setting in the appendix. Part (ii) is proved in [11, Theorem 2.5] in the continuous setting and in [21, Theorem 1.1] in our discrete setting. We also mention the earlier works [23, 15, 8] on (8) in the continuous setting under stronger assumptions on \( \beta \).

By Theorem C(ii), the field \((W_n^{0,x})_{x \in \mathbb{Z}^d}\) homogenizes upon taking a spatial average on the diffusive scale and the rate of convergence is \( n^{-(d-2)/4} \). The exponent is independent of \( \beta \) but the intensity \( \gamma(\beta) \) of the limiting Gaussian free field diverges as \( \beta \) approaches \( \beta^L_{cr} \), which suggests that the rate of convergence is slower in the remainder of the weak disorder phase. Our main result confirms this.

**Theorem 1.1.** Assume \((\text{U-bd.}), (\text{WD})\) and \( \beta > \beta^L_{cr} \). Let
\[
\xi(\beta) := \frac{d}{2} - \frac{2 + d}{2p^*(\beta)}
\]
and let \( f : \mathbb{R}^d \to \mathbb{R} \) be continuous and compactly supported with \( f \neq 0 \). For every \( \varepsilon > 0 \),
\[
\lim_{n \to \infty} \mathbb{P}\left( n^{-\xi(\beta) - \varepsilon} \leq |X_n^f| \leq n^{-\xi(\beta) + \varepsilon} \right) = 1. \tag{9}
\]

**Remark 1.2.** From Proposition 2.1(iv), we see that \( p^*(\beta) < 2 \) under the assumptions of Theorem 1.1 and therefore \( \xi(\beta) < \frac{2}{4} \). On the other hand, it may be the case that \( \xi(\beta) = 0 \).
We now give a heuristic explanation for the change in the exponent outside of the $L^2$-phase. As will become clear in the next section, the correlation between $W_n^{0,x}$ and $W_n^{0,y}$ is proportional to the probability that the polymers from $x$ and $y$ meet before time $n$. If we presume that a so-called local limit theorem is valid, then the probability of meeting in a space-time point $(t, z)$ should be comparable to $n^{-d}(\bar{W}_\infty^{t,z})^2$, where $n^{-d}$ comes from the hitting probability under the simple random walk and $(\bar{W}_\infty^{t,z})_{t,z\in[0,n]\times[-n^{1/2},n^{1/2}]}$ is a family of independent copies of $W_\infty$. The latter contribution encodes the effect of the environment around the common endpoint $(t, z)$. Thus, the correlation can be approximated as

$$|W_n^{0,x}W_n^{0,y} - 1| \approx n^{-d}\sum_{t,z\in[0,n]\times[-n^{1/2},n^{1/2}]}(\bar{W}_\infty^{t,z})^2,$$

see also [15] below. The difference between the $L^2$-regime and the remainder of the weak disorder phase is whether this sum satisfies a law of large numbers or not. In the first case, the correlation is comparable to the number of summands (which recovers the exponent from Theorem C(ii)), otherwise the sum is dominated by a few large terms, which corresponds to the existence of space-time sites whose hitting probability is $\gg n^{-d/2}$. Note that the local limit theorem, which we used to justify this approximation, is only known for the $L^2$-phase, see [27, 28] for the precise statement.

We also record the following consequence of Theorem 1.1.

**Corollary 1.3.** Assume U-bd. and (WD). Then $p^*(\beta) \geq 1 + \frac{2\beta}{d}$. In particular, $\beta \mapsto p^*(\beta)$ is discontinuous at $\beta_{cr}$.

**Proof.** By Theorem C(i) and Theorem 1.1 we must have $\xi(\beta) \geq 0$ in weak disorder and thus $p^*(\beta) \geq 1 + \frac{2\beta}{d}$. On the other hand, it is clear that $p^*(\beta) = 1$ in strong disorder. \hfill \Box

Corollary 1.3 seems surprising at first sight, but in fact the same value turns out to be critical for a related polymer model, called directed polymers in $\gamma$-stable random environment. We now briefly explain this connection.

The model can be defined similarly to our setup, but instead of (1) one assumes that $\mathbb{E}[e^{\beta H_{u,x}}] = \infty$ for some finite $\beta > 0$. It is then convenient to re-parametrize the model and replace the exponential weight $e^{\beta H_{u,x}}$ by $\prod_{i=1}^n(1 + \beta \eta_{u,x}(t_i))$, where $\beta \in [0, 1]$ and where the random environment $(\eta_{u,x})_{t,x}$ is centered, supported on $(-1, \infty)$ and satisfies $\mathbb{P}(\eta_{0,0} \geq u) \sim u^{-\gamma}$ as $u \rightarrow \infty$, for some $\gamma > 0$. This representation actually goes back to the earliest works on directed polymers but has recently reappeared in [29], where it was shown that the model exhibits a non-trivial phase transition in $\beta$ if and only if $\gamma > 1 + \frac{2\beta}{d}$, see [29] Theorems 1.4–1.6.

It is interesting to note that the lower bound from Corollary 1.3 matches the critical value from for heavy-tailed environment even though our environment is bounded. One can guess that the heavy-tailed model can be recovered from our model by a rescaling argument. That is, we consider the simple random walk evaluated at times $0, \ell_n, 2\ell_n, \ldots, n\ell_n$ for some suitable timescale $\ell_n$ and assign to a path $X_0, X_{\ell_n}, \ldots, X_{n\ell_n}$ a weight $\approx \prod_{i=1}^{n/\ell_n} W_{(i+1)\ell_n}^{\ell_n,x}$, where $W_{i\ell_n}^{\ell_n,x}$ was defined in [6]. In view of (5), the field $(W_{i\ell_n}^{\ell_n,x})_{i\in\mathbb{N},x\in\mathbb{Z}^d}$ should behave, up to some short-range dependence, like an i.i.d. field of $p^*$-stable random variables and, if $\ell_n$ grows sufficiently slowly, $(X_0, X_{\ell_n}, X_{2\ell_n}, \ldots)$ should behave like a random walk with finite range, so we would recover the setup of [29].

Furthermore, the comparison with the $\gamma$-stable random environment suggests that the lower bound from Corollary 1.3 might be sharp.

One interesting question for future research is whether such an approximation can be used to construct an intermediate disorder regime for the directed polymer in dimensions $d \geq 3$. In dimensions $d = 1$ and 2, it is by now well-understood that the polymer measure has a non-trivial scaling limit if we choose a time-dependent inverse temperature $\beta = \beta_*$ that decays to zero at the appropriate rate, but to the best of our knowledge it is not known whether a similar phase appears in dimension $d \geq 3$ as $\beta_n \downarrow \beta_{cr}$. In the heavy-tailed setup, the existence of an
intermediate disorder phase has recently been proved in \cite{2} and successive works, where they study the case of strong disorder, $\gamma < 1 + \frac{2}{d}$, and inverse temperature

$$\beta_n = n^{-\frac{1}{2d}} \beta (1 + \frac{2}{d} - \gamma) + o(1).$$

1.4. Strategy. Here and in the rest of the paper, we simplify the notation by replacing index sets over space, time or space-time with continuous sets, with the understanding that an intersection with $\mathbb{Z}^d$, $\mathbb{N}$ or $\mathbb{N} \times \mathbb{Z}^d$ has to be taken, for example in (13) below.

The idea for the lower bound is that $\mathcal{X}^f_n$ behaves approximately like a sum of $N_n$ independent random variables, each of which has a decent probability of taking a value larger than $n^{-\xi(\beta) - o(1)}$ in absolute value. The sequence $(N_n)_{n \in \mathbb{N}}$ satisfies $\lim_{n \to \infty} N_n = \infty$, so the claim follows from existing results about the anti-concentration of independent random variables. More precisely, we show that on an event with large probability, $\mathcal{X}^f_n$ can be decomposed as

$$\mathcal{X}^f_n = A + B + \sum_{i=1}^{N_n} Z_i,$$

where $B$ is negligibly small, $A$ is measurable with respect to some sigma field $\mathcal{G}$ and $Z_0, \ldots, Z_{N_n}$ are independent conditionally on $\mathcal{G}$. See Proposition 2.7 for the exact statement. To establish anti-concentration, we need to know that the $Z_i$ are sufficiently dispersed, i.e., there exists some deterministic $c > 0$ such that, almost surely,

$$\sup_{\lambda \in \mathbb{R}} \mathbb{P} \left( \left. Z_i \in \left[ \lambda, \lambda + n^{-\xi(\beta) - o(1)} \right] \right| \mathcal{G} \right) \leq 1 - c.$$  \(10\)

To construct the decomposition (10), we first show the existence of so-called exceptional sites, i.e. space-time sites $(t, x) \in [0, n] \times [-n^{1/2}, n^{1/2}]^d$ that have probability at least $n^{-\xi(\beta) - o(1)}$ of being visited by a polymer started from $(0) \times [-n^{1/2}, n^{1/2}]^d$. Given such an exceptional site $(t, x)$, we let $Z_i$ be the contribution to $\mathcal{X}^f_n$ from paths visiting $(t, x)$. In that way, modifying $\omega_{t,x}$ changes the value of $Z_i$ by an amount proportional to the weight of $(t, x)$, and hence (11) holds with $\mathcal{G}$ the sigma-field generated by the environment outside of $\omega_{t,x}$. At this point, we do not go into further details, but we note that the actual construction ensures that we can choose the same $\mathcal{G}$ for all $Z_i$ simultaneously and that modifying the environment at the exceptional site corresponding to $Z_i$ does not influence $(Z_j)_{j \neq i}$. For the purpose of this introduction, we ignore these technical difficulties and focus on the existence of the exceptional sites.

The main idea is that the probability that a polymer starting from $(0) \times [-n^{1/2}, n^{1/2}]^d$ visits $(t, x)$ depends mostly on the environment close to $(t, x)$, specifically on the value of the backward partition function $\tilde{W}^{t,x}_{t-\ell_n}$, where $\ell_n$ is a small time-scale and, for $0 \leq s \leq t$,

$$\tilde{W}^{t,x}_{s} := \tilde{E}^{t,x} \left[ e^{\beta H_{[s, t]}(\omega, X) - (t-s) \lambda(\beta)} \right].$$  \(12\)

Here, $(X = (X_k)_{k=t,\ldots,0}, \tilde{P}^{t,x})$ denotes the simple random walk running backward in time, starting from space-time site $(t, x)$. We will choose $\ell_n$ small enough that we can extract $n^{1+d/2-o(1)}$ independent copies of $W_{\ell_n}$ from the family

$$\left( (\tilde{W}^{t,x}_{t-\ell_n})_{(t,x) \in [0,n] \times [-n^{1/2}, n^{1/2}]^d} \right).$$  \(13\)

The exceptional sites correspond to near-maximizers in (13), the order of which can be determined with the help of extreme value statistics. To do so, we need a lower tail bound on $W_{\ell_n}$. Such a result is usually proved by large deviation methods and we therefore introduce the logarithmic moment generating function of $(\log W_n)_{n \in \mathbb{N}},$

$$a^\beta(p) := \lim_{n \to \infty} \frac{1}{n} \log \mathbb{E} \left[ (W_n^\beta)^p \right],$$  \(14\)

and the critical exponent for exponential growth of moments,

$$q^*(\beta) := \inf \left\{ p \geq 1 : a^\beta(p) > 0 \right\}.$$  \(15\)
The existence of the limit \([14]\) is proved in Proposition 2.1. The Gärtner-Ellis theorem shows that if \(\ell_n \geq c \log n\), then
\[
\mathbb{P}\left( W_{\ell_n} \geq n^{1+d/2} \right) \geq n^{-1-d/2+o(1)},
\]
hence
\[
\max_{(t,x) \in [0,n] \times [-n^{1/2}, n^{1/2}]^d} \langle \hat{W}_{t-x} t_{-\ell_n} \rangle \geq n^{(1+d/2)/q^*}
\]
with high probability. We call \((t,x)\) a exceptional site if \(\hat{W}_{t-x} t_{-\ell_n} \geq n^{(1+d/2)/q^*-o(1)}\). A number of technical estimates based on (WD) and the central limit theorem, Theorem [A(iii)], are necessary to see that this definition satisfies the property outlined above, i.e., that \(\langle X_t = x \rangle\) has large probability under the polymer measure starting from \(\{0\} \times [-n^{1/2}, n^{1/2}]^d\) in the time-horizon \([0,n]\).

Regarding the upper bound, it is natural to use the \(L^p\)-bound from Theorem [13]. We thus consider the martingale \((M_{n,k})_{k=0,\ldots, n}\) defined by
\[
M_{n,k} := n^{-d/2} \sum_{x \in \mathbb{Z}^d} f(\varepsilon \sqrt{n})(W_{n,k} x - 1),
\]
whose quadratic variation \(k \mapsto \langle M_{n,k} \rangle_k\) can be approximated by
\[
\langle M_{n,k} \rangle_n \approx n^{-d} \sum_{(t,x) \in [1,n] \times [-n^{1/2}, n^{1/2}]^d} \langle \hat{W}_{t-x} t \rangle^2,
\]
see Proposition [3.1]. If we assume \(p^* > 1\), then a straightforward argument based on decomposing the summands in [18] according to their size yields \(\langle M_{n,k} \rangle_n \lesssim n^{-d+(2+d)/p^*}\), which we then combine with the general relation \(\langle M_{n,k} \rangle_n \approx \langle M_{n,k} \rangle_n^{1/2}\). We refer to Section 3.2 for a detailed description and summarize the above outline in the following theorem.

**Theorem 1.4.** Assume \(d \geq 3\), (WD), and let \(f\) be as in Theorem 1.1.

(i) **Lower bound:** Recall [15]. For every \(\varepsilon > 0\),
\[
\lim_{n \to \infty} \mathbb{P}\left( \left| \mathcal{X} f_{n}^1 \right| \leq n^{-\frac{d+2}{2} + \frac{d+2}{2}} \varepsilon \right) = 0.
\]

(ii) **Upper bound:** Recall [4]. If \(p^*(\beta) > 1\), then, for every \(\varepsilon > 0\),
\[
\lim_{n \to \infty} \mathbb{P}\left( \langle M_{n,k} \rangle_n \geq n^{-d+(2+d)/p^*+\varepsilon} \right) = 0,
\]
\[
\lim_{n \to \infty} \mathbb{P}\left( \langle \mathcal{X} f_{n}^1 \rangle \geq n^{-\frac{d+2}{2} + \frac{d+2}{2}} + \varepsilon \right) = 0.
\]

Note that it is possible to obtain a lower bound for the quadratic variation complementing (20), which was done in an earlier version of this paper [18]. We also emphasize that the assumptions (U-bd.) and \(\beta > \beta_{cr}^{L^2}\) from Theorem 1.1 are not necessary up to this point. They are, however, necessary for the final part of the argument, which is to show that the two bounds agree, i.e., that \(p^* = q^*\).

**Theorem 1.5.** Assume \(d \geq 3\), (WD), \(\beta > \beta_{cr}^{L^2}\) and (U-bd.). For every \(\varepsilon > 0\), there exist \(c_2 > 1\) and \(c_3 > 0\) such that, for all \(n\) large enough,
\[
\mathbb{E}[W_{n}^{p^*+\varepsilon}] \geq n^{c_2}.
\]

In particular, \(p^* = q^*\).

Now the main result, Theorem [1.1], follows from Theorems 1.4 and 1.5 together with Theorem [B]. The method used to prove Theorem 1.5 is quite interesting in its own right and gives new insight into the weak disorder phase without \(L^2\)-boundedness, but we postpone this discussion to the beginning of Section 4.
1.5. Limitations and extensions. We first discuss the necessity of the assumptions in Theorem 1.1. Concerning the behavior at $\beta_{cr}^{L^2}$, it is natural to conjecture that in this case the decay rate is the same as in the $L^2$-bounded case, $|x_n| \approx n^{-d/2 + o(1)}$, with a subpolynomial correction. In fact, this would follow from Theorem 1.4 if we knew that $q^*(\beta_{cr}^{L^2}) = p^*(\beta_{cr}^{L^2}) = 2$. On the one hand, the argument in [3, 24] for the inhomogeneous pinning model shows that, for all $\varepsilon \in (0, \varepsilon_0)$,

$$\sup_n \mathbb{E} \left[ \left( W_n^{\beta_{cr}^{L^2}} \right)^{2-\varepsilon} \right] < \infty$$

and hence $p^*(\beta_{cr}^{L^2}) = 2$. However, we cannot exclude the possibility that $q^*(\beta_{cr}^{L^2}) > 2$, so it is not clear that the bounds in Theorem 1.4 agree. Our proof of $p^*(\beta) = q^*(\beta)$ cannot be extended to $\beta \leq \beta_{cr}^{L^2}$, see Remark 4.2, although one would naturally expect that this equality is true in the whole weak disorder phase.

The assumption (U-bd.) is not necessary for the lower bound, Theorem 1.4(i), and for the upper bound we only need to assume $p^*(\beta) > 1$. Recently, the conclusion of Theorem B has been extended to a large class of unbounded environments in [13] and Theorem 1.4(ii) thus continues to hold if the environment satisfies [13, Condition 1]. On the other hand, it seems difficult to remove the assumption (U-bd.) in our proof of Theorem 1.5.

In another direction, Theorem 1.1 only reveals the rate of convergence in (7) up to an error of order $n^{o(1)}$ and we hope that a more precise statement similar to Theorem C(ii) can be proved in the future. The argument in this paper strongly suggests that the limiting object would be a suitable stable version of the Gaussian Free field, see also the discussion at the beginning of Section 3. However, it seems to be quite difficult to even define such a “stable free field”, see [11, Open Problem 6.3].

There are essentially two steps of the argument where new ideas seem necessary in order to obtain a more precise result:

1. First, for the construction of exceptional sites we want to treat [13] as an i.i.d. family, but this is only true if the index set is replaced by $G_n \subseteq [0, n] \times [-n^{1/2}, n^{1/2}]^d$, where $G_n$ satisfies $|(t, x) - (s, y)|_{\infty} \gg \ell_n$ for distinct $(t, x), (s, y) \in G_n$. This thinning introduces an error of poly-logarithmic size. To improve upon it, one would need to show that if $1 \ll |(t, x) - (s, y)|_{\infty} \ll \ell_n$, then the probability that $\bar{W}_{t-x}^{2, y}$ and $\bar{W}_{s+t}^{\ast, y}$ are both large is much smaller than the probability that only one of them is large.

2. In addition, we would need a better error control in the large deviation lower bound [16], which would in turn require a better understanding of $a$. In this work, we can learn enough about $a$ from general principles, but to go beyond the $n^{o(1)}$ precision it would be helpful to understand where $a$ is differentiable and whether the rate of convergence can be improved from $\mathbb{E}[W_{\ast}^{p}] = e^{n(a(p) + o(1))}$ to $\mathbb{E}[W_{\ast}^{p}] = e^{n(a(p)(1 + o(1)))},$ for $p > p^*$. Note that the last assertion is known for the special case $p = 2$, since $\mathbb{E}[W_{\ast}^{2}]$ is equivalent to the partition function of the homogeneous pinning model, see [14, Theorem 2.2(1)].

Finally, we note that in $L^2$-weak disorder there is a result analogous to Theorem C(ii) for the log-partition functions, see [11, Corollary 2.11] and [21, Theorem 1.2], which in particular shows

$$n^{-d/2} \sum_{x \in [-n^{1/2}, n^{1/2}]^d} (\log W_{n,x}^{0} - \mathbb{E}[\log W_n]) \approx n^{-(d-2)/4}.$$  \hspace{1cm} (23)

We refer to [11, 21] for the motivation due to the connection between $\log W_n$ and the KPZ equation.

In the $L^\infty$-regime, it is known that $W_{\ast}^\infty$ has all negative moments, see [22, Proposition 1], and thus $\mathbb{E}[\log Z_n]$ is bounded as $n \to \infty$. This result has recently been extended to the full weak disorder phase in [19, Theorem 1.1(iv)] and it is therefore natural to wonder what one can say about the left-hand side of (23) without $L^2$-boundedness. Note that, a priori, there is no reason to expect the rate of convergence to be the same as in Theorem 1.1, since $(W_{n,x}^{0})_{x \in \mathbb{Z}^d}$ are dominated, respectively, by the upper and the lower tail of $W_{n,x}^{3}$. To illustrate
that our methods do not easily apply to this question, let us try to repeat the analysis for the upper bound using the quadratic variation in the case \( f = \mathbb{1}_{[-1,1]^d} \). Namely, we write
\[
n^{-d/2} \sum_{x \in [-n^{1/2}, n^{1/2}]} \log W_n^0 \frac{\log W_n}{\log W_{n-1}} = M_{n,n} - M_{n,0},
\]
where \((M_{n,m})_{m=0,\ldots,n}\) is defined by \(M_{n,m} := n^{-d/2} \sum_{x \in [-n^{1/2}, n^{1/2}]} \mathbb{E} \left[ \log W_n^0 | \mathcal{F}_m \right] \). Its quadratic variation \( \langle M_{n,m} \rangle \) equals
\[
n^{-d} \sum_{m=1}^n \mathbb{E} \left[ \left( \sum_{x \in [-n^{1/2}, n^{1/2}]} \mathbb{E} \left[ \log W_n^0 | \mathcal{F}_m \right] - \mathbb{E} \left[ \log W_n^0 | \mathcal{F}_{m-1} \right] \right)^2 | \mathcal{F}_{m-1} \right],
\]
but this formula is much more complicated than \((18)\) and we do not know how to analyze it.

1.6. Outline and conventions. Section 2 contains the proof of the lower bound, Theorem 1.4(i). We obtain a lower tail bound for \( W_n^\beta \) in Section 2.1 and define a sequence of exceptional sites in Section 2.2, which we then use in Section 2.3 to prove the lower bound. The proof of the upper bound, Theorem 1.4(ii), can be found in Section 3. We first compute the quadratic variation (Section 3.1), then obtain an upper bound on it (Section 3.2) and obtain the conclusion in Section 3.3. Finally, Section 4 contains the proof of Theorem 1.5. In the appendix, we provide the reference for Theorem B and give a short proof of Theorem C(i).

In addition to the convention about index sets mentioned at the start of Section 1.4 we follow the convention that constants \( c_1, c_2, \ldots \) are fixed throughout the article, while constants \( c, c', c'\prime, \ldots \) are only used within a proof. All constants are positive.

We will occasionally refer to times \( t \in \mathbb{R} \) or to intervals \( I \subseteq \mathbb{R}_+ \), with the understanding that an integer part should be taken, i.e., they should be interpreted as \([t]\) and \(I \cap \mathbb{N} \). A similar convention is applied to sites \( x \in \mathbb{R}^d \) and sets \( A \subseteq \mathbb{R}_d \).

2. Proof Theorem 1.4: Lower bound

2.1. Tail bounds. In this section we prove the lower tail bound \((16)\) for \( W_n^\beta \). First, we check some easy properties of the logarithmic moment generating function \( \mathfrak{a} \). The results in this section are valid in any dimension and regardless of whether \((\text{WD})\) holds.

Proposition 2.1. Recall the definitions of \( \mathfrak{a} \), \( p^* \) and \( q^* \) in \((14),(4)\) and \((15)\).

(i) The limit in \((14)\) is well-defined and \( \mathfrak{a}(p) \in [0, \lambda(p^*) - p\lambda(\beta)] \).

(ii) The function \( p \mapsto \mathfrak{a}(p) \) is non-decreasing, convex and continuous.

(iii) It holds that \( p^* \leq q^* \).

(iv) If \( d \geq 3 \) and \( \beta > \beta_{cr}^{L_2} \), then \( q^* < 2 \).

Proof. The existence of the limit \((14)\) for \( p \geq 1 \) follows from subadditive Lemma. Indeed, by Jensen’s inequality,
\[
\mathbb{E}[W_{n+m}^p] = \mathbb{E} \left[ W_m^p \mathbb{E} \left[ \left( \sum_x \mu_{\omega,m}^\beta(X_m = x)W_n \circ \theta_{m,x} \right)^p | \mathcal{F}_m \right] \right] 
\leq \mathbb{E} \left[ W_m^p \mathbb{E} \left[ \sum_x \mu_{\omega,m}^\beta(X_m = x)(W_n \circ \theta_{m,x})^p | \mathcal{F}_m \right] \right] = \mathbb{E}[W_m^p] \mathbb{E}[W_n^p].
\]

For \( p \in [0,1] \) the inequality is reversed and we apply the superadditive Lemma instead. Moreover, for \( p > 1 \) Jensen’s inequality implies
\[
1 = \mathbb{E}[W_n^p]^p \leq \mathbb{E}\left[ (W_n^\beta)^p \right] \leq \mathbb{E}\left[ e^{\sum_{k=1}^n p^\beta \omega_k \cdot x_k - p\lambda(\beta)} \right] = e^{p \lambda(p^*) - p\lambda(\beta)},
\]
which completes the proof of (i). For (ii), we again apply Jensen’s inequality we get \( \mathfrak{a}(q) \geq \frac{q}{p} \mathfrak{a}(p) \) for \( q \geq p \), hence \( \mathfrak{a} \) is non-decreasing in \( \mathbb{R}_+ \) and strictly increasing in \((q^*, \infty)\). The convexity (and hence continuity) of \( \mathfrak{a} \) follows easily from Hölder’s inequality,\[
\mathbb{E}[W_n^{p+1(1-\lambda)}] \leq \mathbb{E}[W_n^p]^{\lambda} \mathbb{E}[W_n^{1-\lambda}] \quad \text{for } \lambda \in [0,1],
\]
and \( p^* \leq q^* \) is clear from the definition. Finally, assume that \( d \geq 3 \) and \( \beta > \beta_{cT}^L \), which is equivalent to \( \lambda(2\beta) - 2\lambda(\beta) > -\log(p_{\text{return}}(d)) \), where \( p_{\text{return}}(d) \) is the probability that two independent simple random walks in \( \mathbb{Z}^d \) meet after time 1 (see [17, Theorem 3.3] and references therein). We can choose \( T \in \mathbb{N} \) and \( \varepsilon > 0 \) such that

\[
\lambda(2\beta) - 2\lambda(\beta) \geq -\log(p_{\text{return},T}(d)) + \log(1+\varepsilon),
\]

where \( p_{\text{return},T}(d) := P_{\text{SRW},\mathbb{S}^2}(X_1^d = X_n^d \text{ for some } n \in \{1, \ldots, T\}) \). Thus, by Fubini’s theorem,

\[
E[(W_k^\beta)^2] \geq E_{\text{SRW},\mathbb{S}^2}(e^{\lambda(2\beta) - 2\lambda(\beta)p_{\text{return},T}(d)})^k \geq (1 + \varepsilon)^k
\]

and therefore \( a(2) \geq \frac{1}{2} \log(1+\varepsilon) > 0 \). By continuity, we get \( a(p) > 0 \) for some \( p < 2 \). \( \square \)

Next, we obtain a lower tail bound from the Gärtner-Ellis theorem.

**Proposition 2.2.** For every \( \delta > 0 \) there exist \( x > 0 \) and \( t_0 \) such that, for all \( t \geq t_0 \),

\[
P\left(W_t^\beta \geq e^{tx}\right) \geq e^{-\text{tx}q^*(1+\delta)}.
\]  

**Proof.** Fix \( \eta > 0 \) to be chosen later. Let \( a^*(x) := \sup_{q \geq 0} \{qx - a(q)\} \) denote the Legendre transform of \( a \) and recall from [12, Definition 2.3.3] the definition of an exposed point of \( a^* \). Since the function \( a \) is convex, it is differentiable except for at most countably many points. Thus, we find \( q \in [q^*(1 + \eta), q^*(1 + 2\eta)] \) such that \( a \) is differentiable at \( q \). Moreover, \( q > q^* \) implies that \( a(q) > 0 \) and \( a'(q) > 0 \). By [12, Lemma 2.3.9], \( a'(q) \) is an exposed point with exposing hyperplane \( q \) and

\[
a^*(a'(q)) = qa'(q) - a(q) \leq qa'(q) \leq q^* a'(q)(1 + 2\eta).
\]

Let \( x := a'(q)(1 - \eta) \) and note that, by [12, Theorem 2.3.6],

\[
\liminf_{t \to \infty} \frac{1}{t} \log P(\log W_t > tx) \geq -\inf_{y \in F: y > a^*(1 - \eta)} a^*(y) \geq -q^* a'(q)(1 + 2\eta) = -q^* x \frac{1 + 2\eta}{1 - \eta},
\]

where \( F \) denotes the set of exposed points of \( a^* \). We now choose \( \eta > 0 \) small enough that \( \frac{1 + 2\eta}{1 - \eta} < 1 + \delta \), so that [24] holds for \( t \) large enough. \( \square \)

Before stating the next lemma, we introduce notation for the restricted partition function,

\[
W_n[A] = E[e^{\beta H_n(\omega, X) - n\lambda(\beta)}\mathbb{1}_A(X)],
\]  

where \( A \) is measurable with respect to the sigma field of the simple random walk \( (X_m)_{m \in \mathbb{N}} \). Similar notation will be used for the shifted partition function \( \tilde{W}_t^{a,x} \) and the backward partition function \( \tilde{W}_t^{a,x} \).

The following lemma is similar to the argument used in [19, Theorem 1.1(i)].

**Lemma 2.3.** For every \( m, n \in \mathbb{N} \), \( a > 0 \) and \( A \subseteq \mathbb{Z}^d \), almost surely,

\[
P\left(\frac{W_{m+n}[1_{X_m+n \in A}]}{W_m} > a\right) \geq \min_{|x|_1 \leq m} 2P(W_n[1_{X_n \in A-x} > 2a] > 1 - 2P(W_n[1_{X_n \in A-x} > 2a] > 1).
\]

**Proof.** Consider the concave function \( g_a(x) := (x/a - 1) \wedge 1 \) and note that, on \( \mathbb{R}_+ \),

\[
1_{(a, \infty)} \geq g_a \geq 21_{(2a, \infty)} - 1.
\]  

(26)
Finally, we choose from introduced in Section 1.4, i.e., space-time areas that are likely to be visited by polymers starting from Lemmas 2.5 and 2.6. Intuitively, they guarantee the existence of $\hat{\varphi}$ and $\hat{f}$. The elements of $T$ are non-trivial, hence $\hat{\varphi}$ is again Gaussian and in particular non-zero everywhere, while $\hat{f}$ is rather technical. Only need the environment everywhere else to behave in a typical manner, but the formal proof is not destroyed by the remainder of the environment. This is intuitively believable, since we only need the environment everywhere else to behave in a typical manner, but the formal proof is rather technical.

We start the construction by defining some constants that depend on $f$. The purpose of these is to define a set of time-space sites $T_n \times S_n$ such that the expectation of $f(X_0/\sqrt{n})$ under the backward polymer measure started from $(t, x)$ (see (38)) can be controlled uniformly in $(t, x) \in T_n \times S_n$, see the proof of Lemma 2.6 for details. First, there exists $z \in \mathbb{R}^d$ such that

$$f \ast \varphi(z) := \int_{\mathbb{R}^d} f(x) \varphi(z - x) dx \neq 0,$$

where $\varphi$ denotes the density of the standard normal distribution. Indeed, the Fourier transform $\hat{\varphi}$ of $\varphi$ is a again Gaussian and in particular non-zero everywhere, while $f$ is by assumption non-trivial, hence $\hat{f} \neq 0$. It is well-known that the Fourier transform of $f \ast \varphi$ is the product of $\hat{f}$ and $\hat{\varphi}$. In particular, $\hat{f} \hat{\varphi}$ and consequently $f \ast \varphi$ are non-trivial, which yields (27). Next, we note that since $f$ is uniformly continuous, we find $\eta_1 \in (0, 1)$ such that, for all $x, y \in \mathbb{R}^d$,

$$|x - y| \leq 2\eta_1 \implies |f(x) - f(y)| \leq |f \ast \varphi(z)|/8.$$  

Finally, we choose $\eta_2 > 0$ such that

$$\max \left\{ |1 - \sqrt{1 - \eta_2}|, \frac{1}{\sqrt{1 - \eta_2}} \right\} < \frac{\eta_1}{\max\{L, \|z\|_\infty\}},$$

where $L$ is large enough that the support of $f$ is contained in the interior of $[-L, L]^d$. Proceeding with the construction, let $\ell_n := \lfloor \log^2(n) \rfloor$ and consider the grid $T_n \times S_n$, where

$$T_n := (\ell_n + 1)\mathbb{Z},$$

$$S_n := (2\ell_n + 1)\mathbb{Z}^d \cap (zn^{1/2} + [-\eta_1 n^{1/2}, \eta_1 n^{1/2}]^d).$$

The elements of $T_n \times S_n$ constitute the starting locations and the purpose of “$\ell_n$” in (30) is to ensure that the field $(W_{t,x}(t,x))_{(t,x) \in T_n \times S_n}$ is independent (see Figure 1), so that we can study the extreme values. More precisely, for $k = 1, \ldots, \eta_2 n^{2\delta}/2$, we write

$$T_n(k) := T_n \cap \left( (1 - \eta_2)n + [(2k - 1)n^{1-2\delta}, 2kn^{1-2\delta}] \right).$$

We used (26) in the first and last inequality while the second inequality is Jensen’s inequality. □

2.2. Construction of exceptional sites. In this section, we prove two technical estimates, Lemmas 2.5 and 2.6. Intuitively, they guarantee the existence of $n^{\eta(1)}$ exceptional sites, as introduced in Section 1.4, i.e., space-time areas that are likely to be visited by polymers starting from $\{0\} \times [-n^{1/2}, n^{1/2}]^d$. The definition of such an area is local, i.e. it depends on a space-time area of diameter $n^{\eta(1)}$, which means that we have independence between areas that are far apart and we can thus apply extreme value statistics, as explained in Section 1.4.

A drawback of the local construction is that we need to ensure that our notion of “exceptional” is not destroyed by the remainder of the environment. This is intuitively believable, since we only need the environment everywhere else to behave in a typical manner, but the formal proof is rather technical.

We proceed with the construction, let

$$P \left( \frac{W_{m+n}[\mathbb{I}_{X_m+n \in A}] - a}{W_m} > \theta \right) = \mathbb{E} \left[ \mathbb{I}_{(a, \infty)} \left( \sum_{|x| \leq m} \mu_\omega |X_m - x| \mathbb{I}_{X_m \in A - x} \right) \right] \geq \mathbb{E} \left[ g_\varphi \left( \sum_{|x| \leq m} \mu_\omega |X_m - x| \mathbb{I}_{X_m \in A - x} \right) \right] \geq \mathbb{E} \left[ \sum_{|x| \leq m} \mu_\omega |X_m - x| g_\varphi \left( \mathbb{I}_{X_m \in A - x} \right) \right] \geq \min_{|x| \leq m} \mathbb{E} \left[ g_\varphi \left( \sum_{|x| \leq m} \mu_\omega |X_m - x| \mathbb{I}_{X_m \in A - x} \right) \right] \geq \min_{|x| \leq m} 2\mathbb{P} \left( \mathbb{I}_{X_m \in A - x} > 2a \right) - 1.$$

We used (26) in the first and last inequality while the second inequality is Jensen’s inequality. □
and introduce the time $T_k$ where $(W^t_x)_{(t,x)\in T_n(k)\times S_n}$ achieves a near-maximum,

$$T_k := \max \left\{ t \in T_n(k) : \exists y \in S_n \text{ s.t. } \tilde{W}_{t-\ell_n}^t y \geq n^{\frac{2+d}{2^q} - \frac{\theta}{2}} \right\}.$$  

The maximum of the empty set is defined to be $-\infty$. On $T_k > -\infty$, we define $Y_k$ as the location of the near-maximizer. This definition may however not be unique and, for technical reasons, it is convenient to choose $Y_k$ uniformly at random among the candidates, see Figure 1. More precisely, we slightly enlarge the probability space to include an i.i.d. sequence $(U_k)_{k \in \mathbb{N}}$ whose marginals are uniformly distributed on $[0,1]$ and which is independent of everything else. Then, if there are $N$ sites $y \in S_n$ such that $W_{T_k,y}^t - \ell_n \geq n^{\frac{2+d}{2^q} - \frac{\theta}{2}}$, we define $Y_k$ to be the $\lceil NU_k \rceil$-largest such site in the lexicographical order on $S_n$. Let also

$$E_n := \left\{ T_k > -\infty \text{ for all } k = 1, \ldots, \eta_2n^{2\delta}/2 \right\}.$$  

**Figure 1.** Illustration for the construction of exceptional sites in $d = 1$. The black dots represent the grid $T_n \times S_n$ and the shaded areas indicate the area accessible for the partition functions $(W^t_x)_{(t,x)\in T_n(k)\times S_n}$. By definition, the cones are disjoint and the partition functions are thus independent. The dark cones are the sites $(t, x)$ with $W_{t-\ell_n}^t x \geq n^{(2+d)/2^q - \theta/2}$. The middle row illustrates the case where there more than one such maximizer and $Y_2$ is thus chosen at random among the three candidates. Note that no such draw occurs in the bottom row, since the maximizers have different time-coordinates and in this case the latest one is chosen.
Note that on $E_n$ we have $n^{O(1)}$ sites $(T_i, Y_i)$ with $\tilde{W}^{T_x}_{t, -\ell_n} = \frac{2+\delta}{2q} - o(1)$. Except for the sub-polynomial error-term, this is the same order one can expect for an independent family of random variables with tail exponent $q^*$. Some technical consequences of the construction are summarized in the next lemma:

**Lemma 2.4.** The above construction satisfies the following properties:

(i) For $t \in T_n$, $\{T_k \geq t\}$ is measurable with respect to

$$F_{\{t-\ell_n, \infty\}|T_n} := \sigma(\omega_{s,x} : s \in [t-\ell_n, \infty) \setminus T_n).$$

(ii) Conditional on $\sigma(T_1, \ldots, T_{n_2n^{2^k}/2}, Y_1, \ldots, Y_{n_2n^{2^k}/2})$, on $E_n$, the sequence

$$(\omega_{T_1, Y_1}, \ldots, \omega_{T_{n_2n^{2^k}/2}, Y_{n_2n^{2^k}/2}})$$

has the same law as the unconditioned environment, i.e., it is i.i.d. with law $P(\omega_{0,0} \in \cdot)$.

(iii) Conditional on $E_n$, $(Y_1, \ldots, Y_{n_2n^{2^k}/2})$ is independent and uniformly distributed on $S_n$.

**Proof.** Recall from the definition (12) that $H_{[t-\ell_n, t)}$ does not include the environment at time $t$, hence $W^{t,x}_{t-\ell_n}$ is measurable with respect to $\sigma(\omega_{s,y} : s \in [t-\ell_n, t), |x-y| \leq \ell_n)$. Property (i) is now clear. This measurability, together with the extra “+1” in the definition of $T_n$, also ensures that $\{(T_k, Y_k) = (t, y)\}$ is independent of $\omega_{t,y}$, and hence $\omega_{T_n, Y_n}$ has the same law as $\omega_{0,0}$. To complete the proof of Property (ii), note that the coordinates of the sequence (32) are defined from disjoint blocks of the environment, and hence independent. For Property (iii), it is enough to note that the definition of $S_n$ ensures that $\tilde{W}^{t,x}_{t-\ell_n}$ and $\tilde{W}^{t,y}_{t-\ell_n}$ are defined from disjoint parts of the environment for $x \neq y \in S_n$. Thus the field $(W^{t,x}_{t-\ell_n}, x \in S_n)$ is independent, and in particular exchangeable. \hfill $\square$

Note that the above definitions depend on $\delta$, even though our notation does not reflect it. In the next lemma we choose $\delta$.

**Lemma 2.5.** Assume $d \geq 3$ and (WD). For every $\varepsilon > 0$ there exists $\delta > 0$ such that

$$\lim_{n \to \infty} P(E_n^\varepsilon) = 0.$$  \hfill (33)

**Proof.** For $\delta > 0$ to be chosen later, let

$$\ell_n := \left\lfloor \frac{1+d/2 - 3\delta}{\log n} \right\rfloor$$

where $x$ is the value from Proposition 2.2 corresponding to $\delta$. Then, for $n$ large enough,

$$P\left(\tilde{W}^{t,y}_{t-\ell_n} \geq n^{d/2-\frac{3\delta}{1+\delta}} e^{-x}\right) \geq P\left(W^{t,y}_{t_n} \geq e^{-\ell_n x}\right) \geq n^{1-d/2+3\delta}.$$ \hfill (34)

Moreover, by (WD) we can choose $a > 0$ small enough that $P(\inf_{m \in \mathbb{N}} W_m > 2a) > \frac{1}{2}$, hence

$$P\left(\tilde{W}^{t,y}_{t-\ell_n} \geq n^{d/2-\frac{3\delta}{1+\delta}} e^{-x} \mid \tilde{W}^{t,y}_{t-\ell_n}, W^{t,y}_{t-\ell_n} \geq n^{1-d/2-\frac{3\delta}{1+\delta}} e^{-x}\right)$$

$$\geq P\left(\frac{\tilde{W}^{t,y}_{t-\ell_n}}{W^{t,y}_{t-\ell_n}} \geq a \mid \tilde{W}^{t,y}_{t-\ell_n} \geq n^{1-d/2-\frac{3\delta}{1+\delta}} e^{-x}\right) \geq 2P(W_{\ell_n-\ell_n} \geq 2a) - 1 \geq \frac{1}{2}.$$ \hfill (35)
where we have used Lemma \[2.3\] in the second inequality. Combining \([34, \text{and } 35]\), we have
\[
\Pr(T_k > -\infty) \geq 1 - \left(1 - \frac{1}{2}n^{-1-d/2+3\delta}\right)^{\lceil T_n(k) \times 3 \rceil}
\geq 1 - \left(1 - \frac{1}{2}n^{-1-d/2+3\delta}\right)n^{1+d/2-2\delta}t^{1+d/2}
\geq 1 - e^{-cn^{\delta/2}}
\]
(36)

If we choose \(\delta > 0\) such that \(\frac{1+d/2-2\delta}{2} > 2\delta - \varepsilon/2\), then \(n^{1+d/2-3\delta}a^{-n} \geq n^{2\delta - \varepsilon/2}\) holds for all \(n\) large enough and thus \(33\) follows from \(36\) and the union bound.

The next lemma shows that our notion of an exceptional site has high probability to be visited by polymers of length \(n\) starting from \(\{0\} \times \mathbb{Z}^d\). Recall the definitions of \(W_{t,s,x}^k\) and \(W_{s,x}^k\) from \([10, 12]\). We introduce notation similar to \([25]\) for a reverse partition function and reverse polymer measure,
\[
\bar{W}_{t,s,x}^k[f(X_0/\sqrt{n})] := E^{t,x} \left[ e^{\beta H_{t,s}(X)-(t-s)\lambda} f(X_0/\sqrt{n}) \right],
\]
\[
\bar{W}_{s,x}^k[f(X_0/\sqrt{n})] := \bar{W}_{t,s,x}^k[f(X_0/\sqrt{n})].
\]
(37)

\(38\)

**Lemma 2.6.** Assume \(d \geq 3\) and \([\text{WD}]\) and let \(f\) be as in Theorem \([\text{1,1}]\). There exists \((p_n)_{n \in \mathbb{N}}\) with \(\lim_{n \to \infty} p_n = 0\) such that, for all \(n\) large enough and \(k = 1, \ldots, \eta_n\),
\[
\Pr\left(W_{t_k}^k \leq n^{-\varepsilon/4}, T_k > -\infty \right) \leq p_n
\]
(39)

and for all \(t \in T_n(k)\), almost surely on \(T_k = t\),
\[
\Pr\left(\bar{W}_{t_k}^k[f(X_0/\sqrt{n})] \leq n^{2+d-d/2} \varepsilon x \|f\|_{\infty} |F_{t-t_n,\infty}\right) \leq p_n.
\]
(40)

**Proof.** Recall the definitions of \(\eta_1, \eta_2, \varepsilon, \beta, \gamma, \lambda, L\) in the beginning of Section \([2,2]\) and let \(p \in (1, p^*)\). We define an auxiliary quantity
\[
p_n := \sup_{t \in [1, n]} \Pr\left(\bar{W}_{t}^k[f(X_0/\sqrt{n})] - f * \varphi(z) > \frac{|f * \varphi(z)|}{\epsilon} \right) \leq 2 p_n.
\]
(41)

where the supremum is over \((t, x) \in \{(1 - \eta_2)n, n\} \times \{(2n^{1/2} + [2\eta_1 n^{1/2}, 2\eta_1 n^{1/2}]\}^2\), and
\[
p_n := \sup_{t \in [1, n]} \Pr\left(W_{t}^k \leq 2 \left(4(p_n + n^{-\varepsilon/8}) \right) \right) + \sup_{t \in [1, n]} \Pr\left(W_{t}^k \leq 2n^{-\varepsilon/8}\right)
\]
(42)

Let us check that indeed \(\lim_{n \to \infty} p_n = 0\). For the first term, we estimate
\[
\Pr\left(W_{t}^k \leq 2n^{-\varepsilon/8}\right) \leq \Pr\left(W_{t}^k \leq 2n^{-\varepsilon/8}\right) + \Pr\left(W_{t}^k \leq 2n^{1-n^{1/2}} \{X_s > n^{(1-\delta)/2}\} > n^{-\varepsilon/8}\right).
\]

In the second term we apply the Markov inequality to get
\[
\Pr\left(W_{t}^k \leq 2n^{1-n^{1/2}} \{X_s > n^{(1-\delta)/2}\} > n^{-\varepsilon/8}\right) \leq n^{\varepsilon/8} \sum_{s=0, \ldots, t} |X_s| > n^{(1-\delta)/2})
\]
\[
\leq n^{1-2\delta + \varepsilon/8} \sup_{s=0, \ldots, t} P\left(|X_s| > n^{(1-\delta)/2}\right)
\]

By standard moderate deviation estimates, see \([12, \text{Theorem 3.7.1}]\), we see that the probability in the final line decays at a stretched exponential rate.
In view of (WD), to prove \( \lim_{n \to \infty} p_n = 0 \) it is now enough to show \( \lim_{n \to \infty} p'_n = 0 \). By Theorem \( \text{A(iii)} \), we know that

\[
\sup_{t,x} \mathbb{P} \left( |\hat{\mu}^{t,x}_1[f(X_0/\sqrt{t} + z - x/\sqrt{t})] - f \ast \varphi(z) | > |f \ast \varphi(z)|/4 \right) = \sup_{t \in [(1 - \eta_2)n,n]} \mathbb{P} \left( |\mu_{t-1}[f(X_t/\sqrt{t})] - f \ast \varphi(z) | > |f \ast \varphi(z)|/4 \right) \to 0 \quad (n \to \infty).
\]

It is thus enough to show that, almost surely for all \( t, x \) that appear in the supremum in (41),

\[
|\hat{\mu}^{t,x}_1[f(X_0/\sqrt{n})] - \hat{\mu}^{t,x}_1[f(X_0/\sqrt{t} + z - x/\sqrt{t})]| \leq |f \ast \varphi(z)|/4. \tag{43}
\]

Indeed, for all such \((t, x)\) and all \( y \in \mathbb{Z}^d\),

\[
|f(y/\sqrt{n}) - f(y - xz/\sqrt{n})| \leq |f(y - xz/\sqrt{n}) - f(y - xz/\sqrt{n} + x)| + |f \ast \varphi(z)|/8 \leq |f \ast \varphi(z)|/4,
\]

where we have used (29) and (28) in the first inequality and again (28) in the second inequality. Next, since \( f \) vanishes outside of \([-L, L]^d\), we can use (29) to get that, for all \( t \in [(1 - \eta_2)n, n] \) and \( y \in \mathbb{Z}^d \),

\[
|f(y/\sqrt{n}) - f(y/\sqrt{t})| \leq |f \ast \varphi(z)|/8.
\]

Together with the previous display, we obtain (43).

We continue with the proof of (40). The difficulty in this step is that in the sum in the third line of the following display, we do not know the sign of the summands. Thus, the sum may be small because all summands are small, or because they are large and cancel each other out. We have to consider both cases. On \( T_k = t, Y_k = y \), we have

\[
\{ |\hat{W}^{t,y}_1[f(X_0/\sqrt{n})]| \leq n^{\frac{2d}{2d - 5} - \frac{5}{8}} \} 
\subseteq \left\{ \begin{array}{l}
\{ |\hat{W}^{t,y}_1[f(X_0/\sqrt{n})]| \leq n^{-\varepsilon/8} \\
|X_{t-\ell_n} - x| \leq \ell_n
\end{array} \right\}
\subseteq \left\{ \begin{array}{l}
\{ \sum_{|x - y| \leq \ell_n} \hat{\mu}^{t,y}_1(X_{t-\ell_n} = x) |\hat{W}^{t,y}_1[f(X_0/\sqrt{n})]| \leq n^{-\varepsilon/8} \} \\
|X_{t-\ell_n} - x| \leq \ell_n
\end{array} \right\}
\subseteq \left\{ \begin{array}{l}
\{ \sum_{|x - y| \leq \ell_n} \hat{\mu}^{t,y}_1(X_{t-\ell_n} = x) |\hat{W}^{t,y}_1[f(X_0/\sqrt{n})]| \leq n^{-\varepsilon/8} \} \\
|X_{t-\ell_n} - x| \leq \ell_n
\end{array} \right\}
\cup \left\{ \begin{array}{l}
\{ \sum_{|x - y| \leq \ell_n} \hat{\mu}^{t,y}_1(X_{t-\ell_n} = x) |\hat{W}^{t,y}_1[f(X_0/\sqrt{n})]| \leq n^{-\varepsilon/8} \} \\
|X_{t-\ell_n} - x| \leq \ell_n
\end{array} \right\}
\subseteq \left\{ \begin{array}{l}
\sum_{|x - y| \leq \ell_n} \hat{\mu}^{t,y}_1[X_{t-\ell_n} \leq A_{t-\ell_n,x}] \|A_{t-\ell_n,x} \| \geq p'_n \\
|X_{t-\ell_n} - x| \leq \ell_n
\end{array} \right\}
\tag{44}
\]

where \( A_{t,x} := \{ |\hat{\mu}^{t,x}_1[f(X_0/\sqrt{n})] - f \ast \varphi(z) | \leq \frac{1}{2} |f \ast \varphi(z)| \} \). We have used the elementary observation that, for any \( a, b \in \mathbb{R} \) and \( \varepsilon, \delta > 0 \),

\[
|a + b| \leq \varepsilon \implies |a| \leq \varepsilon + \delta \quad \text{or} \quad |b| \geq \delta.
\tag{45}
\]

To bound the probability of the second event, note that the terms

\[
\hat{W}^{t,x}_1[f(X_0/\sqrt{n})] \|A_{t-\ell_n,x} \| = \hat{W}^{t,x}_1 \hat{\mu}^{t,x}_1[f(X_0/\sqrt{n})] \|A_{t-\ell_n,x} \|
\]
that appear in the sum all have the same sign, so we can interchange the sum with the absolute value. Moreover, it holds that \(|\tilde{W}_{1}^{tx} \mathbb{1}_{A_{t-i,n}}| \geq W_{1}^{tx} \mathbb{1}_{A_{t-i,n}}|f \ast \varphi(z)|/2\), so we further get
\[
\left\{ \sum_{|x-y| \leq \ell_{n}^{i}, \ell_{n}^{j}} (X_{t-i} = x) \tilde{W}_{1}^{tx} \mathbb{1}_{A_{t-i,n}} |f(X_{0})/\sqrt{n}| \mathbb{1}_{A_{t-i,n}} \right\} \leq p'_{n} + n^{-\varepsilon/8},
\]
\[
\leq \left\{ \sum_{|x-y| \leq \ell_{n}^{i}, \ell_{n}^{j}} (X_{t-i} = x) \tilde{W}_{1}^{tx} \mathbb{1}_{A_{t-i,n}} \right\} \leq 2(p'_{n} + n^{-\varepsilon/8})/|f \ast \varphi(z)|,
\]
\[
\leq \left\{ \sum_{|x-y| \leq \ell_{n}^{i}, \ell_{n}^{j}} (X_{t-i} = x) \tilde{W}_{1}^{tx} \mathbb{1}_{A_{t-i,n}} \right\} \geq 2p'_{n}/|f \ast \varphi(z)|,
\]
\[
\cup \left\{ \sum_{|x-y| \leq \ell_{n}^{i}, \ell_{n}^{j}} (X_{t-i} = x) \tilde{W}_{1}^{tx} \mathbb{1}_{A_{t-i,n}} \right\} \leq 2(2p'_{n} + n^{-\varepsilon/8})/|f \ast \varphi(z)|.
\]
Equation (46)

We have again used the second inclusion. Using the Markov inequality and then the Hölder inequality, we see that the probability of the event in (46) is bounded by
\[
\frac{|f \ast \varphi(z)|}{2p'_{n}} \sup_{t,x} E[|W_{1}^{tx} \mathbb{1}_{A_{t,i,x}}|] \leq \frac{|f \ast \varphi(z)|}{2p'_{n}} \sup_{t,x} E[W_{1}^{tx}]^{1/p} \sup_{t,x} p(E_{t,x})^{1-1/p}.
\]
By definition of \(p'_{n}\), the last quantity is equal to \(1/2|f \ast \varphi(z)| \sup_{t} E[W_{1}^{tx}]^{1/p} p'_{n}\). Using Jensen's inequality and \(|W_{1}^{tx}| = |f(X_{0})/\sqrt{n}|\), we can similarly show that the probability of the event in (44) is bounded by \(1/2|f| \sup_{t} E[W_{1}^{tx}]^{1/p} p'_{n}\). Finally, by Lemma 2.3, the probability of the event in (47) is bounded by
\[
\sup_{t,x} 2p\left(W_{1}^{tx} \leq 4(2p'_{n} + n^{-\varepsilon/8})/|f \ast \varphi(z)|\right).
\]
Equation (47)

We turn to (39). Here, we have to deal with the difficulty that \(W_{1}^{tx} \mathbb{1}_{(1-\eta_{2})n+2kn^{1-2\delta}}\) is, conditionally on \(T_{k} = t, Y_{k} = y\), stochastically smaller than the unconditioned martingale, since we know that
\[
W_{s}^{tx} \leq n^{2\delta}\varepsilon/2
\]
Equation (48)
cannot hold for any \(s \in (t, (1-\eta_{2})n + 2kn^{1-2\delta}) \cap T_{n}, x \in S_{n}\). The bound (39) essentially says that the conditioning can be disregarded. Intuitively, this is because we can restrict the partition function \(W_{1}^{tx} \mathbb{1}_{(1-\eta_{2})n+2kn^{1-2\delta}}\) to the area \(\{t, (1-\eta_{2})n + 2kn^{1-2\delta}\} \times \{y + [-n(1-2\delta)/2, n(1-2\delta)/2]\}\), which is much smaller than the area used to define (39). Therefore, starting from \((t, y)\) with high probability we will not find \((s, x)\) satisfying (48) and \(|x - y| \leq n(1-\delta)^{2}/2\), regardless of whether we condition on \((T_{k}, Y_{k}) = (t, y)\) or not.

To make this precise, we fix \(k\) and write \(T_{n}(k) = \{t_{1}, \ldots, t_{2}, t_{1}\}\) and \(S_{n} = \{x_{1}, x_{2}, \ldots, x_{|S_{n}|}\}\), where \(i \mapsto t_{i}\) is decreasing. The proof of (39) is divided into two steps, the first of which is to take care of the contribution in \([T_{k}, (1-\eta_{2})n + 2kn^{1-2\delta}]\). Since \(W_{1}^{tx} \mathbb{1}_{(1-\eta_{2})n+2kn^{1-2\delta}}\) is independent of \(\sigma(\omega_{s}: s \in (t_{i} - \ell_{n}, t_{i}))\), we have
\[
\mathbb{P}\left(W_{1}^{tx} \mathbb{1}_{(1-\eta_{2})n+2kn^{1-2\delta}} \leq n^{-\varepsilon/8} \mathbb{1}_{T_{k} = t, Y_{k} = x}\right)
\]
\[
= \mathbb{P}\left(W_{1}^{tx} \mathbb{1}_{(1-\eta_{2})n+2kn^{1-2\delta}} \leq n^{-\varepsilon/8} W_{1}^{tx} \mathbb{1}_{t-a - \ell_{n} < n^{2\varepsilon}/2} \forall a < i, 1 \leq b \leq |S_{n}|\right)
\]
\[
\leq \mathbb{P}\left(W_{1}^{tx} \mathbb{1}_{(1-\eta_{2})n+2kn^{1-2\delta}} \mathbb{1}_{A_{t,i}} \leq n^{-\varepsilon/8} W_{1}^{tx} \mathbb{1}_{t-a - \ell_{n} < n^{2\varepsilon}/2} \forall a < i, 1 \leq b \leq |S_{n}|\right),
\]
Equation (49)

where
\[
A_{t,i,x} := \{X_{s} \in x + [-n(1-\delta)^{2}/2, n(1-\delta)^{2}/2] \text{ for all } s = t_{i}, \ldots, (1-\eta_{2})n + 2kn^{1-2\delta}\}.
\]
In particular, the conditioning in (49) is empty if \(i = 1\). Note that \(W_{1}^{tx} \mathbb{1}_{(1-\eta_{2})n+2kn^{1-2\delta}} \mathbb{1}_{A_{t,i}}\) only depends on the environment in
\[
(t_{i}, (1-\eta_{2})n + 2kn^{1-2\delta} \times (x_{j} + [-n(1-\delta)^{2}/2, n(1-\delta)^{2}/2])\),
\]
whereas \(W_{1}^{tx} \mathbb{1}_{t-a - \ell_{n}}\) depends on the environment in \([t_{a} - \ell_{n}, t_{a}) \times (x_{b} + [-\ell_{n}, \ell_{n}]\). Consequently, we can drop all \(a, b\) from the conditioning except those with \(|x_{b} - x_{j}| \leq n(1-\delta)^{2}/2 + \varepsilon\). There
are at most $3dn(1-\delta)/2(i-1)$ such indices $a,b$ in the conditioning in (19), so by applying the definition of the conditional probability we obtain the following bound:

$$
\mathbb{P}\left(W^{t_i,x_j}_{(1-\eta_2)n+2kn_{1-2\delta}} \leq n^{-\epsilon/8} \left| T_k = t_i, Y_k = x_j \right. \right) \leq \tilde{p}_n q_n 3dn(1-\delta)/2(i-1),
$$

where $q_n := \mathbb{P}(W^{t_i,x_j}_{t_i-\epsilon_n} < n^{2+4\delta-\epsilon/2})$ and

$$
\tilde{p}_n := \sup_{i,j} \mathbb{P}(W^{t_i,x_j}_{(1-\eta_2)n+2kn_{1-2\delta}} [I A_{t_i,x_j}] \leq n^{-\epsilon/8}).
$$

By combining the previous bound with $\mathbb{P}(T_k = t_i) = (1 - q_n^{|S_n|}) q_n^{|S_n|}(1-1), i = 1, \ldots, M,$ we obtain

$$
\mathbb{P}\left(W^{T_k,Y_k}_{(1-\eta_2)n+2kn_{1-2\delta}} \leq n^{-\epsilon/8}, T_k > -\infty \right)
\leq \tilde{p}_n' \sum_{i=1}^{M} \mathbb{P}(T_k = t_i) q_n^{3dn(1-\delta)/2(i-1)}
\leq \tilde{p}_n' (1 - q_n^{|S_n|}) \sum_{i=1}^{M} q_n^{|S_n|}(1-1) - 3dn(1-\delta)/2(i-1)
\leq \tilde{p}_n' (1 - q_n^{|S_n|}) \sum_{i=1}^{M} q_n^{|S_n|}(1-1)/2
\leq 2\tilde{p}_n'.
$$

Now, to conclude, we can write

$$
\mathbb{P}\left(W^T_{n,Y_k} \leq n^{-\epsilon/4}, T_k > -\infty \right) \leq 2\tilde{p}_n' + \mathbb{P}\left(W^T_{n,Y_k} \leq n^{-\epsilon/8}, T_k > -\infty \right)
\leq 2\tilde{p}_n' + \sup_{j=1,\ldots,|S_n|} \sup_{|x-x_j| \leq 2n^{1-2\delta}} \mathbb{P}(W^{(1-\eta_q)n+2kn_{1-2\delta},x} \leq 2n^{-\epsilon/8})
\leq p_n,
$$

where we have again applied Lemma 2.3 in the second inequality. \hfill \Box

2.3. **Proof of Theorem 1.4(i).** Using the results obtained so far, one can show that each exceptional time has a positive probability of leading to a large jump of the martingale $(M^f_{n,k})_{k \in \mathbb{N}}$ defined in (17), i.e.,

$$
\mathbb{P}\left( |M^f_{n,T_k+1} - M^f_{n,T_k}| > n^{-\xi(\beta)-\epsilon} \right) > 0,
$$

from which we can conclude that $\sup_k |M^f_{n,k}| \geq n^{-\xi(\beta)-\epsilon}$ with high probability. However, the jumps are not independent, so even a large number of such jumps does not guarantee that the same lower bound applies to the endpoint, i.e. that $|\mathcal{A}'_n| = |M^f_{n,n}| \geq n^{-\xi(\beta)-\epsilon}$. Indeed, it is not hard to construct a martingale with large excursions but whose jumps sizes are chosen such that it is always steered back to the initial value. We refer to [16] and [20] for a more in-depth discussion of this phenomenon, and specifically to the example from [16] Theorem 1.2].

As explained in Section 1.4, we overcome this complication by reducing to the simpler situation of a sum of independent centered jumps, a sufficient proportion of which is large. More precisely, we show that $M^f_{n,n}$ can be written as a sum of $n^{o(1)}$ summands that are independent conditionally on a sigma-field $\mathcal{G}$, each of which is larger than $n^{-\xi(\beta)-\omega(1)}$ with positive probability, plus a $\mathcal{G}$-measurable term and a negligible error-term.

Recall that the *concentration function* of a real-valued random variable $X$ is defined by

$$
Q_X(\lambda) := \sup_{x \in \mathbb{R}} \mathbb{P}(X \in [x, x + \lambda]). \quad (50)
$$

The proof of Theorem 1.4(i) is based on the following result.
Theorem D ([25, Theorem 1]). There exists $c_4 > 0$ such that, for all $N \in \mathbb{N}$, all $\lambda > 0$ and all independent, real random variables $X_1, \ldots, X_N$,

$$Q_{\sum_{i=1}^{N} X_i}(\lambda) \leq \mathbb{E}\left(\sum_{i=1}^{N} (1 - Q_{X_i}(\lambda))\right)^{-1/2}. \quad (51)$$

In our application the summands are only conditionally independent, so we introduce the conditional concentration function $Q_{X|\mathcal{G}}(\lambda)$, which is defined as in (50) with $\mathbb{P}(\cdot)$ replaced by $\mathbb{P}(\cdot|\mathcal{G})$. Note that $Q_{X|\mathcal{G}}(\lambda)$ is random. The following result proves the desired decomposition.

Proposition 2.7. Assume $d \geq 3$, (WD) and let $f$ be as in Theorem 1.4. For every $\varepsilon > 0$ there exists $c_5 \in (0, 1)$ and a sequence $(N_n)_{n \in \mathbb{N}}$ with $\lim_{n \to \infty} N_n = \infty$ such that the following hold for all $n \in \mathbb{N}$: there exist a sigma-field $\mathcal{G}$, an event $\hat{E}_n$ and random variables $A$, $B$, $Z_1, \ldots, Z_{N_n}$ such that, on $\hat{E}_n$,

$$n^{-d/2} \sum_{x \in \mathbb{Z}} f(x/\sqrt{n}) W_n^{0,x} = A + B + \sum_{i=1}^{N_n} Z_i, \quad (52)$$

such that

- $A$ and $\hat{E}_n$ are $\mathcal{G}$-measurable,
- $Z_1, \ldots, Z_{N_n}$ are independent under $\mathbb{P}(\cdot|\mathcal{G})$, on $\hat{E}_n$,

and such that

$$\lim_{n \to \infty} \mathbb{P}(\hat{E}_n) = 0, \quad (53)$$

$$\lim_{n \to \infty} \mathbb{P}(\{B > n^{-d}, \hat{E}_n\}) = 0, \quad (54)$$

$$\lim_{n \to \infty} \sup_{i=1,\ldots,N_n} \mathbb{P}\left(\frac{Q_{Z_i|\mathcal{G}}(4n^{-\xi(\beta)-\varepsilon}) \geq 1 - \epsilon}{\hat{E}_n}\right) N_n = 0. \quad (55)$$

Let us first see how Proposition 2.7 yields the desired conclusion:

Proof of Theorem 1.4(i) using Proposition 2.7. We have

\[
\mathbb{P}\left(\{M_{n,\lambda} \leq n^{-\xi(\beta)-\varepsilon}\right) \\
\leq P(\hat{E}_n^c) + \mathbb{P}\left(A + B + \sum_{i=1}^{N_n} Z_i \in A' + [-n^{-\xi(\beta)-\varepsilon}, n^{-\xi(\beta)-\varepsilon}], \hat{E}_n\right) \\
\leq P(\hat{E}_n^c) + \mathbb{P}(\{|B| \geq n^{-\xi(\beta)-\varepsilon}, \hat{E}_n\}) \\
+ \mathbb{P}\left(A + \sum_{i=1}^{N_n} Z_i \in A' + [-2n^{-\xi(\beta)-\varepsilon}, 2n^{-\xi(\beta)-\varepsilon}], \hat{E}_n\right),
\]

where $A' = n^{-d/2} \sum_{x} f(x/\sqrt{n})$. The first two terms converge to zero by (53) and (54), together with the fact that $\xi(\beta) < d$. For the third term, we write, for any $a \in (0, 1)$,

\[
\mathbb{P}\left(A + \sum_{i=1}^{N_n} Z_i \in A' + [-2n^{-\xi(\beta)-\varepsilon}, 2n^{-\xi(\beta)-\varepsilon}], \hat{E}_n\right) \\
= \mathbb{E}\left[\mathbb{P}\left(A + \sum_{i=1}^{N_n} Z_i \in A' + [-2n^{-\xi(\beta)-\varepsilon}, 2n^{-\xi(\beta)-\varepsilon}]|\mathcal{G}\right) 1_{\hat{E}_n}\right] \\
\leq \mathbb{E}\left[Q_{A+\sum_{i=1}^{N_n} Z_i|\mathcal{G}}(4n^{-\xi(\beta)-\varepsilon}) 1_{\hat{E}_n}\right] \\
= \mathbb{E}\left[Q_{\sum_{i=1}^{N_n} Z_i|\mathcal{G}}(4n^{-\xi(\beta)-\varepsilon}) 1_{\hat{E}_n}\right] \\
\leq a + \mathbb{P}\left(Q_{\sum_{i=1}^{N_n} Z_i|\mathcal{G}}(4n^{-\xi(\beta)-\varepsilon}) > a, \hat{E}_n\right).
\]

The two equalities are due to the fact that $\hat{E}_n$ and $A$ are $\mathcal{G}$-measurable and the first inequality follows directly from the definition of the concentration function $Q$. Since $Z_1, \ldots, Z_{N_n}$ are
conditionally independent, we can apply Theorem D to bound the second term by
\[ P \left( \sum_{i=1}^{N_n} \left( 1 - Q_{Z_i|\mathcal{G}}(4n^{-\xi(\beta) - \varepsilon}) \right) < \frac{\alpha}{a^2} \hat{E}_n \right) \]
\[ \leq P \left( \exists i \in \{1, \ldots, N_n\} : Q_{Z_i|\mathcal{G}}(4n^{-\xi(\beta) - \varepsilon}) > 1 - \frac{\alpha}{N_n a^2} \hat{E}_n \right) \]
\[ \leq \sum_{i=1}^{N_n} P \left( Q_{Z_i|\mathcal{G}}(4n^{-\xi(\beta) - \varepsilon}) > 1 - \frac{\alpha}{N_n a^2} \hat{E}_n \right) \]
\[ \leq N_n \sup_{i=1, \ldots, N_n} P \left( Q_{Z_i|\mathcal{G}}(4n^{-\xi(\beta) - \varepsilon}) > 1 - \frac{\alpha}{N_n a^2} \hat{E}_n \right). \]

The claim follows from (55) by choosing \( a := N_n^{-1/4} \). \( \square \)

**Proof of Proposition 2.7** Recall the construction from the beginning of Section 2.2. Let \( \delta \) be as in Lemma 2.5 (\( p_n \), \( n \in \mathbb{N} \)) as in Lemma 2.6 and set
\[ N_n := \left\lfloor \frac{p_n^{-1/2} \wedge n^{\delta/6}}{\varepsilon} \right\rfloor, \]
\[ \hat{E}_n := \{ T_k > -\infty \text{ for all } k = 1, \ldots, N_n \}. \]

Now (53) follows from Lemma 2.5 and \( \hat{E}_n \subseteq E_n \). Let \( \mathcal{I} := \{(T_1, Y_1), \ldots, (T_{N_n}, Y_{N_n})\} \) and \( \mathcal{G} := \sigma(T_k, Y_k : k = 1, \ldots, N_n, \omega_{t,x} : (t, x) \notin \mathcal{I}) \).

Now \( \hat{E}_n \) is \( \mathcal{G} \) measurable by definition. To define the decomposition (52), we introduce a truncated path-energy, which disregards the environment in \( \mathcal{I} \),
\[ H_{1,t}^\beta(\omega, X) := \sum_{i=1}^{t} (\beta \omega_i, X_i - \lambda(\beta)) \mathbb{1}_{(i, X_i) \notin \mathcal{I}}, \quad (56) \]
We also consider, for \( K \subseteq \{1, \ldots, N_n\} \), the event that a path visits all sites \( \{ (T_k, Y_k) : k \in K \} \),
\[ V(K) := \{ X_{T_k} = Y_k \text{ for all } k \in K \}, \quad (57) \]
and similarly, for \( K, K' \subseteq \{1, \ldots, N_n\} \),
\[ V(K, K') := \{ X_{T_k} = Y_k \text{ for all } k \in K, X_{T_k} \neq Y_k \text{ for all } k \in K' \}. \quad (58) \]
On \( \hat{E}_n \), we decompose according to which of the sites \( (T_1, Y_1), \ldots, (T_{N_n}, Y_{N_n}) \) are visited,
\[
W_n^{0,x} = \sum_{K \subseteq \{1, \ldots, N_n\}} E^{0,x} \left[ e^{H_{1,t}^\beta(\omega, X) - n\lambda(\beta)} \mathbb{1}_{V(K, K')} \right]
\]
\[
= \sum_{K \subseteq \{1, \ldots, N_n\}} E^{0,x} \left[ e^{H_{1,t}^\beta(\omega, X) - n\lambda(\beta)} \right] \prod_{k \in K} e^{\beta \omega_{T_k} Y_k - \lambda(\beta)} \mathbb{1}_{V(K, K')} \]
\[
= \sum_{K \subseteq \{1, \ldots, N_n\}} \sum_{K' \subseteq K} E^{0,x} \left[ e^{H_{1,t}^\beta(\omega, X) - n\lambda(\beta)} \right] \prod_{k \in K'} (e^{\beta \omega_{T_k} Y_k - \lambda(\beta)} - 1) \mathbb{1}_{V(K, K')} \]
\[
= \sum_{K' \subseteq \{1, \ldots, N_n\}} E^{0,x} \left[ e^{H_{1,t}^\beta(\omega, X) - n\lambda(\beta)} \right] \prod_{k \in K'} (e^{\beta \omega_{T_k} Y_k - \lambda(\beta)} - 1) \mathbb{1}_{V(K')} \]
\[
= \sum_{K' \subseteq \{1, \ldots, N_n\}} W_n^{0,x}(K'). \]
Now we define, on $\hat{E}_n$,
\begin{align}
A & := n^{-d/2} \sum_{x \in \mathbb{Z}^d} f(x/\sqrt{n}) W_n^{0,x}(\emptyset), \\
B & := n^{-d/2} \sum_{x \in \mathbb{Z}^d} f(x/\sqrt{n}) \sum_{K \subseteq \{1,\ldots,N_n\}, |K| \geq 2} W_n^{0,x}(K), \\
Z_k & := n^{-d/2} \sum_{x \in \mathbb{Z}^d} f(x/\sqrt{n}) W_n^{0,x} \{k\}.
\end{align}

Since $(T_1, Y_1), \ldots, (T_{N_n}, Y_{N_n})$ are $\mathcal{G}$-measurable and $W_n^{0,x}(\emptyset)$ does not depend on $\omega_{T_1, Y_1}, \ldots, \omega_{T_{N_n}, Y_{N_n}}$, we see that $A$ is $\mathcal{G}$-measurable. Moreover, on $\hat{E}_n$, $(T_1, Y_1), \ldots, (T_{N_n}, Y_{N_n})$ are all distinct and therefore $W_n^{0,x}(K_1)$ and $W_n^{0,x}(K_2)$ are independent whenever $K_1 \cap K_2 = \emptyset$, conditionally on $\mathcal{G}$. In particular, $Z_1, \ldots, Z_{N_n}$ are conditionally independent.

It remains to show that (54) and (55) are satisfied, which we prove below.

\textbf{Proof of (55).} On $\hat{E}_n$, we have
\[ Z_k = \hat{Z}_k(e^{\beta \omega_{T_k,Y_k}} - \lambda(\beta) - 1), \]
where
\[ \hat{Z}_k = n^{-d/2} \sum_{x \in \mathbb{Z}^d} f(x/\sqrt{n}) E^{0,x} \left[ e^{\beta_n x} \right]_{\lambda} 1_{X_{T_k} = Y_k}. \]

Since $e^{\omega_{\tau,Y} - \lambda(\beta)} - 1$ is not constant and has expectation zero, we find $c, c' > 0$ such that
\[ \mathbb{P}(e^{\beta_n x} - \lambda(\beta) < c) \wedge \mathbb{P}(e^{\beta_n x} - \lambda(\beta) > c) > c'. \]

Moreover, $\hat{Z}_k$ is $\mathcal{G}$-measurable and $\omega_{T_k,Y_k}$ has law $\mathbb{P}$ and is independent of $\mathcal{G}$, therefore $\mathbb{P}(Q_{Z_k} | \mathcal{G}(2c\hat{Z}_k) < 1 - c' \wedge \hat{E}_n) \leq \mathbb{P}(\hat{Z}_k < 2n^{-\xi(\beta) - \varepsilon}/c, \hat{E}_n)$

To show get a lower bound for $\hat{Z}_k$, we compare $\hat{Z}_k$ to $\hat{W}_{T_k,Y_k} [f(X_0/\sqrt{n}) W_{T_k,Y_k}$, which amounts to undoing the truncation from (56), except for the site $(T_k, Y_k)$. To justify this, we first observe that the truncation $\mathcal{I}_x$ in $\hat{Z}_k$ can be ignored if $\mathcal{I}$ is visited only at $(T_k, Y_k)$, i.e.,
\[ e^{H^0_{n,T_k}(\omega,X)} = e^{\beta H_{n,T_k}(\omega,X) - (n-1)\lambda(\beta)} \]

for all paths $\pi \in V(\{k\}, \{1, \ldots, N_n\} \setminus \{k\})$, where we recall the definition of the event $V(K, K')$ in (58) and the notation (2). Hence, we observe that
\[ |\hat{Z}_k - n^{-d/2} \hat{W}_{T_k,Y_k} [f(X_0/\sqrt{n}) W_{T_k,Y_k}| \]
\[ = n^{-d/2} \sum_{x} f(x/\sqrt{n}) E^{0,x} \left[ e^{H^0_{n,T_k}(\omega,X) - (n-1)\lambda(\beta)} 1_{X_{T_k} = Y_k} \right] \]
\[ \leq B_k, \]

where the error-term $B_k$ is defined by
\[ B_k := n^{-d/2} \|f\|_{\infty} \sum_{K \subseteq \{1,\ldots,N_n\}, \{k\} \neq K} \sum_{x \in [-L_n^{1/2},L_n^{1/2}]} E^{0,x} \left[ e^{H^0_{n,T_k}(\omega,X)} \left( \prod_{i \in K \setminus \{k\}} e^{\beta \omega_{T_i,Y_i} - \lambda(\beta) - 1} 1_{V(K)} \right) \right], \]

where $L$ is as defined in the beginning of Section 2.2. This term is similar to $B$ and in the process of proving (54), we will also prove that there exists $c > 0$ such that, for all $n \in \mathbb{N}$ and $k = 1, \ldots, N_n$,
\[ \mathbb{P}(B_k > n^{-d}, \hat{E}_n) \leq cn^{-\delta/3}. \]
Assuming (54'), we can now conclude: for any \( k = 1, \ldots, N_n \),
\[
\mathbb{P}(Q_{Z_k} \cap \left( 4n^{-\xi(\beta)-\varepsilon} \right) \geq 1 - c', \hat{E}_n)
\]
\[
\leq \mathbb{P} \left( \hat{Z}_k \leq 2n^{-\xi(\beta)-\varepsilon}/c, \hat{E}_n \right)
\]
\[
\leq \mathbb{P} \left( B'_k > n^{-d}, \hat{E}_n \right) + \mathbb{P} \left( n^{-d/2} |\hat{W}_1^{T_k} Y_k| f(X_0/\sqrt{n})| W_n^{T_k} Y_k \leq 3n^{-\xi(\beta)-\varepsilon}/c, \hat{E}_n \right)
\]
\[
\leq \mathbb{P} \left( B'_k > n^{-d}, \hat{E}_n \right) + \mathbb{P} \left( n^{-d/2} |\hat{W}_1^{T_k} Y_k| f(X_0/\sqrt{n})| \leq 3n^{-\xi(\beta)-\varepsilon/2}/c, \hat{E}_n \right)
\]
\[
+ \mathbb{P} \left( W_n^{T_k} Y_k \leq n^{-\varepsilon/2}, \hat{E}_n \right)
\]
\[
\leq 2p_n + cn^{-\delta/3}
\]
\[
\leq c' N_n^{-2},
\]
where the last inequality follows from the definition of \( N_n \). \( \square \)

**Proof of (54) and (54').** We start with (54) and then described the modifications necessary for (54'). The idea is that, by construction, the spatial distance between \( Y_k \) and \( Y_l \) is typically \( \geq n^{1/2(1-\delta)} \) whereas the separation in time satisfies
\[
|T_k - T_l| \leq T_{N_n} - T_1 \leq n^{1-2\delta+\delta/6} \ll n^{1-\delta}.
\]
Hence the probability for simple random walk to visit more than one such area decays stretched exponentially. This rapid decays dominates any gains from visiting favorable areas, which are of polynomial order.

To make this precise, we introduce two events that ensure that the spatial separation of \((Y_k)_{k=1,\ldots,N_n} \) as well as the gains from the environment are typical,
\[
F_1 \defeq \left\{ \hat{W}_{t-l}^{t',t} \leq n^{2+d/2} \text{ for all } (t', t) \in T_n \times (zn^{1/2} + [-2\eta n^{1/2}, 2\eta n^{1/2}]^d) \right\}
\]
\[
F_2 \defeq \left\{ |Y_k - Y_l| \geq n^{1/2(1-\delta)} \text{ for all } k, l = 1, \ldots, N_n, k \neq l \right\}.
\]
Since \( \mathbb{E}[\hat{W}_{t-l}^{t',t}] = 1 \), we can use Markov inequality and the union bound to get
\[
\mathbb{P}(\mathbb{C}(F_1) \mathcal{C}_n) \leq \sum_{(t', t) \in T_n \times (zn^{1/2} + [-2\eta n^{1/2}, 2\eta n^{1/2}]^d)} \mathbb{P}(\hat{W}_{t-l}^{t',t} > n^{2+d/2}) \leq 4n^{-1}.
\]
Moreover, by Lemma 2.4(ii), conditionally on \( \hat{E}_n \), \((Y_k)_{k=1,\ldots,N_n} \) are i.i.d. and uniformly distributed on \( \mathcal{S}_n \). We thus have
\[
\mathbb{P}(\mathbb{C}(F_2) \mathcal{C}_n | \hat{E}_n) \leq \sum_{k,l=1,\ldots,N_n, k \neq l} \mathbb{P}(|Y_k - Y_l| \geq n^{1/2(1-\delta)} | \hat{E}_n)
\]
\[
\leq \left( \eta^{d/6} \right) \frac{\mathcal{Z} \cap [-n^{1/2(1-\delta)}, n^{1/2(1-\delta)}]^d}{|\mathcal{S}_n|}
\]
\[
\leq cn^{\delta/3 - dd/2}\eta^d
\]
\[
\leq cn^{-\delta/3}.
\]
On \( \hat{E}_n \cap F_1 \cap F_2 \), we will now bound the first moment of \( B \). More precisely, we estimate
\[
\mathbb{P}(|B| \geq n^{-d}, \hat{E}_n) \leq \mathbb{P}(\mathbb{C}(F_1 \cap F_2) \mathcal{C}_n) + \mathbb{P}(|B| \geq n^{-d}, \hat{E}_n \cap F_1 \cap F_2)
\]
and by the Markov inequality the second term is bounded by
\[
n^d \mathbb{E}[|B| | \hat{E}_n \cap F_1 \cap F_2]
\]
\[
\leq \|f\|_\infty n^{d/2} \sum_{x \in [-L n^{1/2}, L n^{1/2}]^d} \sum_{K' \subseteq \{1, \ldots, N_n\}, |K'| \geq 2} \mathbb{E}[1_{\hat{E}_n \cap F_1 \cap F_2} W_n^0 x(K')], \quad (63)
\]
where \( L \) is chosen large enough that the support of \( f \) is contained in the interior of \([-L, L]^d \). To bound the last expectation, we have to consider not just how often a path visits \( \mathcal{I} \), but also
how often it comes close to $I$. We introduce the events $\hat{V}(K)$ and $\hat{V}(K, K')$, which are defined as in (57) and (58) with "$X_{T_k} = Y_k$" replaced by "$|X_{T_k} - Y_k| \leq \ell_n$" and "$X_{T_k} \neq Y_k$" replaced by "$|X_{T_k} - Y_k| > \ell_n$". For $x \in \mathbb{Z}^d$,

$$
\mathbb{E}\left[ \mathbb{1}_{E_n \cap F_n^1 \cap F_n^2} |W_n^0| (K') \right] \\
\leq \mathbb{E}\left[ \mathbb{1}_{E_n \cap F_n^1 \cap F_n^2} E_{0, x} \left[ e^{H_{|1, n|, z} (\omega, X) \prod_{k \in K'} e^{\beta \omega_{T_k, X_{T_k}} - \lambda(\beta)} - 1} \mathbb{1}_{\hat{V}(K')} \right] \right] \\
\leq \mathbb{E}\left[ \mathbb{1}_{E_n \cap F_n^1 \cap F_n^2} E_{0, x} \left[ e^{H_{|1, n|, z} (\omega, X) \prod_{k \in K'} e^{\beta \omega_{T_k, X_{T_k}} - \lambda(\beta)} - 1} \mathbb{1}_{\hat{V}(K')} \right] \right] \\
= \sum_{K' \subseteq K} \mathbb{E}\left[ \mathbb{1}_{E_n \cap F_n^1 \cap F_n^2} E_{0, x} \left[ e^{H_{|1, n|, z} (\omega, X) \prod_{k \in K'} e^{\beta \omega_{T_k, X_{T_k}} - \lambda(\beta)} - 1} \mathbb{1}_{\hat{V}(K, K')} \right] \right],
$$

where $c' := \mathbb{E}[|e^{\beta \omega_{T_k, X_{T_k}} - \lambda(\beta)} - 1| \vee 1]$. In the final line, we used that $\omega_{T_k, Y_k}, \ldots, \omega_{T_n, Y_n}$ are independent of $\hat{E_n}$, $F_n^1$ and $F_n^2$ (recall Lemma 2.4(i)). Taking now a sum over $K'$ and using that there are at most $2^{K'}$ subsets of $K$, we obtain

$$
\sum_{K' \subseteq \{1, \ldots, N_n\}, |K'| \geq 2} \mathbb{E}\left[ \mathbb{1}_{E_n \cap F_n^1 \cap F_n^2} |W_n^0| (K') \right] \\
\leq \sum_{K' \subseteq \{1, \ldots, N_n\}, |K'| \geq 2} (2c')^{|K|} \mathbb{E}\left[ \mathbb{1}_{E_n \cap F_n^1 \cap F_n^2} E_{0, x} \left[ e^{H_{|1, n|, z} (\omega, X) \prod_{k \in K'} e^{\beta \omega_{T_k, X_{T_k}} - \lambda(\beta)} - 1} \mathbb{1}_{\hat{V}(K, K')} \right] \right].
$$

Next, we integrate out the environment in $([1, n] \setminus \bigcup_{k \in K} [T_k - \ell_n, T_k)) \times \mathbb{Z}^d$, which yields

$$
\mathbb{E}\left[ \mathbb{1}_{E_n \cap F_n^1 \cap F_n^2} E_{0, x} \left[ e^{H_{|1, n|, z} \mathbb{1}_{\hat{V}(K, K')} \prod_{k \in K} e^{\beta H_{|1, n|, z} - \ell_n \lambda(\beta)} \mathbb{1}_{\hat{V}(K, K')} \right] \right] \\
\leq \mathbb{E}\left[ \mathbb{1}_{E_n \cap F_n^1 \cap F_n^2} E_{0, x} \left[ \prod_{k \in K} e^{\beta H_{|1, n|, z} - \ell_n \lambda(\beta)} \mathbb{1}_{\hat{V}(K, K')} \right] \right].
$$

This step will be justified in detail below. Now, we have $\ell_n = \lfloor \log^2(n) \rfloor$ and, on $\hat{E_n} \cap F_n^2$ for $k, l = 1, \ldots, N_n, k \neq l$,

$$
T_k \in [(1 - \eta_2)n, n], \\
|T_l - T_k| \in [n^{1 - 2\delta}, 2n^{1 - 2\delta + \delta/6}], \\
|Y_l - Y_k| \in [n^{1/2(1 - \delta)}, n^{1/2}].
$$

Thus, by the local central limit theorem for the simple random walk, for $k < l \in \{1, \ldots, N_n\},$

$$
\sup_{|x - Y_k| \leq \ell_n, |z - Y_l| \leq \ell_n, |y - z| \leq \ell_n} \frac{P(X_{T_l - \ell_n} = y | X_{T_k} = x, X_{T_l} = z)}{P(X_{T_l - \ell_n} = y | X_{T_l} = z)} \leq c'', \\
\sup_{|x| \leq Ln^{1/2}, |z - Y_k| \leq \ell_n, |y - z| \leq \ell_n} \frac{P(X_{T_k - \ell_n} = y | X_{0} = x, X_{T_k} = z)}{P(X_{T_k - \ell_n} = y | X_{T_k} = z)} \leq c''.
$$
Hence, on $\hat{E}_n \cap F_n^1 \cap F_n^2$, we can further bound the integrand in (65) by

$$E^{0,x} \left[ \prod_{k \in K} e^{\beta H_{[T_k-\ell_n,T_k]} - \ell_n \lambda(\beta)} 1_{\bar{V}(K)} \right]$$

$$= \sum_{(x_k,x'_k) \in \mathcal{K} : |Y_k - x_k| \leq \ell_n} E^{0,x} \left[ \prod_{k \in K} e^{\beta H_{[T_k-\ell_n,T_k]} - \ell_n \lambda(\beta)} 1_{X_{T_k} = x_k, X_{T_k-\ell_n} = x'_k} \right]$$

$$\leq (c''')^{|K|} \sum_{(x_k,x'_k) \in \mathcal{K} : |Y_k - x_k| \leq \ell_n} P^{0,x}(X_{T_k} = x_k \text{ for all } k \in K) \prod_{k=1}^{N_n} \hat{W}_{T_k,x_k}^{T_k-\ell_n}$$

$$\leq (c''')^{K |K| n |K| (2 + d/2)} \sum_{i=2}^{K} \left( n^{-d/2(T_k - T_{k-1})} e^{-c'''(|Y_k - Y_{k-1}|)^2 / T_k - T_{k-1}} \right)$$

$$\leq (c''')^{K n^d |K| (2 + d/2)} e^{-c'''}(|K| - 1) n^\delta \beta,$$

where we write $K = \{ k_1, \ldots, k_{|K|} \}$. The second inequality is due to the local central limit theorem, the first inequality uses the definition of $F_n^1$, and the final inequality uses the bounds (67)–(68). Note that there are at most $n^r$ sets $K \subseteq \{ 1, \ldots, N_n \}$ of cardinality $r$, so obtain, for every $x \in [-Ln^{1/2}, Ln^{1/2}]^d$,

$$\sum_{K \subseteq \{ 1, \ldots, N_n \}, |K| \geq 2} E\left[ 1_{\hat{E}_n \cap F_n^1 \cap F_n^2} |W_n^{0,x}(K')| \right] \leq \sum_{r=2}^{N_n} (c''')^{K n^d |K| (2 + d/2)} e^{-c'''(r-1) n^\delta \beta}$$

$$\leq 2(c''')^{K n^d |K| (2 + d/2)} e^{-c'''}n^\delta \beta.$$

The final line is bounded by $n^{-d/2-1}$ for $n$ large enough, so (64) follows from (63). It remains to prove (64). We repeat the arguments leading up to (65) with $|B|$ replaced by $B_k$. The main difference is that $\prod_{i \in K \setminus \{ k \}} e^{\beta \omega_{T_i} y_i - \lambda(\beta)} - 1$ in (64) is replaced by $| \prod_{i \in K \setminus \{ k \}} e^{\beta \omega_{T_i} y_i - \lambda(\beta)} - 1 \right|$. We thus obtain a similar bound,

$$n^d E\left[ 1_{\hat{E}_n \cap F_n^1 \cap F_n^2} |B_k| \right]$$

$$\leq \|f\|_\infty \sum_{|x| \leq Ln^{1/2}} \sum_{K \subseteq \{ 1, \ldots, N_n \}, |K| \geq 2} (c')^{K |K| n |K| (2 + d/2)} E\left[ 1_{\hat{E}_n \cap F_n^1 \cap F_n^2} E^{0,x} [e^{H_{[1,n]} x \bar{V}(K, K')} \right],$$

where $c' := E[e^{\beta \omega_{T_i} y_i - \lambda(\beta)}]$. By the same argument as above we obtain, for $n$ large enough,

$$P(B_k > n^{-d}, \hat{E}_n) \leq 5n^{-1} + cn^{-\delta/3}.$$  

**Proof of (65).** To simplify the notation, we will use bold symbols, e.g., $\mathbf{t}$ and $\mathbf{T}$, for vector-valued quantities $t_1, \ldots, t_{N_n}$ and $T_1, \ldots, T_{N_n}$. By interchanging the order of integration in (65), we see that it is enough to show that for all $\mathbf{t} = (t_1, \ldots, t_{N_n})$ and $\mathbf{y} = (y_1, \ldots, y_{N_n})$ such that $(\mathbf{T}, \mathbf{Y}) = (\mathbf{y}, \mathbf{y}) \subseteq F_n^2 \cap \hat{E}_n$ and all paths $\pi \in \hat{V}(K, K')$, it holds that

$$E\left[ 1_{(\mathbf{T}, \mathbf{Y}) = (\mathbf{t}, \mathbf{y}), F_n^1} e^{H_{[1,n]} x \bar{V}(\omega, \pi \pi')} \right] \leq E\left[ 1_{(\mathbf{T}, \mathbf{Y}) = (\mathbf{t}, \mathbf{y}), F_n^1} \prod_{k \in K} e^{\beta H_{[k-\ell_n, k]} x \bar{V}(\omega, \pi \pi')} \right],$$

where $\mathbf{F}_k := \sigma(\omega_{t,x} : t \in \bigcup_{k \in K} [t_k - \ell_n, t_k])$. Recall that the exceptional sites $Y_1, \ldots, Y_{N_n}$ have been defined with the help of an auxiliary sequence of random variables $U_1, \ldots, U_{N_n}$ in the beginning of Section 2.2. Integrating out this randomness gives

$$E\left[ 1_{(\mathbf{T}, \mathbf{Y}) = (\mathbf{t}, \mathbf{y})} |\sigma(\omega)| \right] = \prod_{k=1}^{N_n} \{ W_{t,k}^{x} \leq n^\frac{2d}{\delta} \} \text{ for all } t \in T_n \cap \{ t, 2k(n^{1-2\delta}) \}, x \in S_n \}$$

$$\{ x \in S_n : W_{t,k,x} > n^\frac{2d}{\delta} \}.$$

By assumption, $\pi$ does not visit $\bigcup_{k \in K} [t_k - \ell_n, t_k] \times [y_k - \ell_n, y_k + \ell_n]^d$, therefore this expression is a non-increasing function of $(\omega_{t,x})_{t \in [1,n]} \bigcup_{k \in K} [y_k - \ell_n, t_k]$. In addition, $1_{F_n^1}$ is non-increasing in all coordinates. Thus $E\left[ 1_{(\mathbf{T}, \mathbf{Y}) = (\mathbf{t}, \mathbf{y}), F_n^1} \mathbf{F}_k \right]$ is also a non-increasing function of $(\omega_{t,x})_{t \in [1,n]} \bigcup_{k \in K} [t_k - \ell_n, t_k]$, where $\mathbf{F}_k := \sigma(\omega_{t,x} : t \in \bigcup_{k \in K} [t_k - \ell_n, t_k] \text{ or } x = \pi t)$.  
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On the other hand, it is clear that $e^{H_{[1,n],\omega}(\omega,\pi)}$ is $\mathcal{F}_t^\pi$-measurable and non-decreasing in $(\omega_t,\pi_t)_{t \in [1,n]} \cup_{k \in \mathbb{N}} [t_k-t_{n,k},t_k]$. The claim follows from the FKG inequality. \cite[Theorem 3]{24}:

\[
\mathbb{E}[e^{H_{[1,n],\omega}(\omega,\pi)} | (T,Y)=(t,y), F_t^\pi] = \mathbb{E}[e^{H_{[1,n],\omega}(\omega,\pi)} | (T,Y)=(t,y), F_t^\pi] 
\leq \mathbb{E}[e^{H_{[1,n],\omega}(\omega,\pi)} | F_t^\pi] \mathbb{E}[e^{\mathcal{I}(T,Y)=(t,y), F_t^\pi} | F_t^\pi]
\leq \prod_{k \in \mathbb{N}} e^{\beta H_{[1,n],\omega}(\omega,\pi)-\epsilon_n \lambda(\beta)} \mathbb{E}[e^{\mathcal{I}(T,Y)=(t,y), F_t^\pi} | F_t^\pi].
\]

Note that the “lattice condition”, \cite[first display of Theorem 3]{24}, is always satisfied for product measures. \hfill \Box

3. Proof of Theorem \cite{14}. Upper Bound

3.1. The quadratic variation. We compute the quadratic variation of the martingale introduced in \cite{17}. This calculation does not rely on \cite{WD}. Recalling the notation from \cite{47}, we can define the quadratic variation of $(M_{n,m})_{m=0,...,n}$ by

\[
\langle M_{n,m}^f \rangle_m := c_6^{-d} \sum_{(t,x) \in [1,m] \times \mathbb{Z}^d} \left( \sum_{y \in \mathbb{Z}^d} f(y/\sqrt{n}) W_{t-1}^0, y [1_{X_t=x}] \right)^2
\]

\[
= c_6^{-d} \sum_{(t,x) \in [1,m] \times \mathbb{Z}^d} \left( \tilde{W}_{t,x}^1 [f(X_0/\sqrt{n})] \right)^2
\]

(69)

where $c_6 := e^{\lambda(2\beta)-2\lambda(\beta)} - 1$. Note that $\langle M_{n,m}^f \rangle_m$ is $\mathcal{F}_{m-1}$-measurable.

Proposition 3.1. Let $f: \mathbb{R}^d \to \mathbb{R}$ be compactly supported and recall \cite{17} and \cite{69}. Then $((M_{n,m})^2 - \langle M_{n,m}^f \rangle_m)_{m=0,...,n}$ is a martingale.

Proof. Using the reversibility of the simple random walk, we have

\[
W_{t-1}^0 - W_{t-1}^0 = \sum_{x \in \mathbb{Z}^d} E^0, y \left[ e^{\beta H_{[1,n]}(\omega,X) - \epsilon_n \lambda(\beta)} - e^{\beta H_{[1,t-1]}(\omega,X) - (t-1) \lambda(\beta)} \right] 1_{X_t=x}
\]

\[
= \sum_{x \in \mathbb{Z}^d} (e^{\beta \omega_t,x - \lambda(\beta)} - 1) E^0, y \left[ e^{\beta H_{[1,t-1]}(\omega,X) - (t-1) \lambda(\beta)} 1_{X_t=x} \right]
\]

\[
= \sum_{x \in \mathbb{Z}^d} (e^{\beta \omega_t,x - \lambda(\beta)} - 1) \hat{E}^t, x \left[ e^{\beta H_{[1,t-1]}(\omega,X) - (t-1) \lambda(\beta)} 1_{X_t=x} \right],
\]

so that

\[
\sum_{y \in \mathbb{Z}^d} f(y/\sqrt{n}) (W_{t-1}^0 - W_{t-1}^0) = \sum_{x \in \mathbb{Z}^d} (e^{\beta \omega_t,x - \lambda(\beta)} - 1) \hat{W}_{t,x}^1 \left[ f(X_0/\sqrt{n}) \right].
\]

Hence

\[
\langle M_{n,m}^f \rangle_m = \sum_{l=1}^m \mathbb{E} \left[ (M_{n,l}^f - M_{n,l-1}^f)^2 | F_{l-1} \right]
\]

\[
= n^{-d} \sum_{l=1}^m \mathbb{E} \left[ \left( \sum_{y \in \mathbb{Z}^d} f(y/\sqrt{n}) (W_{t-1}^0 - W_{t-1}^0) \right)^2 | F_{l-1} \right]
\]

\[
= \mathbb{E} \left[ (e^{\beta \omega_{t,x} - \lambda(\beta)} - 1) (e^{\beta \omega_{t,x'} - \lambda(\beta)} - 1) \right] = c_6^2 1_{x=x'} \hfill \Box
\]
3.2. Upper bound on the corrector. In this section we prove the first part of Theorem 1.4(ii), namely (20), according to the following strategy.

To obtain an upper bound for the sum in (69), we argue that the index set can be changed to $\omega(t, x) \in [0, n] \times [-n^{1/2+\alpha(1)}, n^{1/2+\alpha(1)}]d^n$, and then drop the term “$f(X_0/\sqrt{n})$”, which leads to (18). For the remaining sum, we group the summands into levels depending on the value of $W_t^t,t,x$. For each level, there is a competition between the number of sites $(t, x)$ containing this level and the contribution from each site.

For $p^* \in (1, 2)$, it turns out that the dominant contribution to (18) is from the highest level set, $W_t^t,t,x = n^{(1+d/2)/p^* - \alpha(1)}$, which is attained by $n^{O(1)}$ terms. Heuristically, $(W_t^t,t,x)_t,x$ behaves like an i.i.d. sequence of random random variables whose tail decays like $u^{-p^*/2}$ for $u \to \infty$, so $p^* < 2$ means that the sum (18) does not satisfy a law of large numbers. Recall also the discussion following Theorem 1.1. Since the scaling limit of such a sum is a stable random variable, we expect that a potential scaling limit analog to Theorem 1(ii) for $\beta > \beta_{CR}^2$ should be a suitable stable analog of the Gaussian Free Field.

**Proof of (20).** Choose $L > 0$ such that the support of $f$ is contained in the interior of $[-L, L]^d$ and fix $\delta > 0$ to be chosen later. We start by taking care of the contribution to (69) from $(t, x)$ that are far from the origin, i.e., $|x|_\infty \geq n^{1/2+\delta}$. Note that

$$W_t^t,t,x \mathbb{I}_{X_0 \in [-Ln^{1/2}, Ln^{1/2}]} = \mathcal{W}_{t-1} \mathbb{I}_{X_t \in x + [-Ln^{1/2}, Ln^{1/2}]} \mathcal{W}_{t-1}$$

There exists $c > 0$ such that, for all $n \in \mathbb{N}$, $A > 0$ and $(t, x) \in [1, n] \times [-n^{1/2}, n^{1/2}]$ with $|x|_\infty > n^{1/2+\delta}$,

$$\mathbb{P} \left( |\mathcal{W}_{t-1} \mathbb{I}_{X_t \in x + [-Ln^{1/2}, Ln^{1/2}]} | \geq \|f\|_\infty A \right) \leq A^{-1} \mathbb{P} \left( |\mathcal{W}_{t-1} \mathbb{I}_{X_t \in x + [-Ln^{1/2}, Ln^{1/2}]} | \geq \|f\|_\infty A \right)$$

where we used the moderate deviation bound for $P^{SRW}$ from [12] Theorem 3.7.1 in the final inequality. Thus by applying the above bound with $A := c e^{-cn^{2\delta/2}}$ together with the union bound we obtain

$$\mathbb{P} \left( \exists (t, x) \in [1, n] \times [-n^{1/2}, n^{1/2}] : |x|_\infty > n^{1/2+\delta} : \left( \mathcal{W}_{t-1} \mathbb{I}_{X_t \in x + [-Ln^{1/2}, Ln^{1/2}]} \right) \geq c e^{-cn^{2\delta}} \right) \leq c' n 1^{n+1} e^{-cn^{2\delta/2}}.$$

On the other hand, on the complement of the above event, we have

$$\sum_{(t, x) \in [1, n] \times [-n^{1/2}, n^{1/2}] : |x|_\infty > n^{1/2+\delta}} \left( \mathcal{W}_{t-1} \mathbb{I}_{X_t \in x + [-Ln^{1/2}, Ln^{1/2}]} \right)^2 \leq n^{1+\delta} e^{-cn^{2\delta}}.$$

It remains to control the contribution from the bulk, i.e., the above sum with $|x|_\infty \leq n^{1/2+\delta}$. To this end, let $K := \left[ \frac{n^{1+\delta} (1/2+\delta)}{\alpha_0 (1-\delta)} \right]$ and consider the levels

$$I_0(n) := [0, n^\delta),$$
$$I_{K+1}(n) := [n^{(K+1)\delta}, \infty),$$
$$I_k(n) := [n^{k\delta}, n^{(k+1)\delta}) \text{ for } k = 1, \ldots, K,$$
For the most part, we will drop the dependence on $n$ to simplify the notation. Note that $P(A_0) = 1$ and, for $k = 1, \ldots, K$,

$$P(A_k^c) \leq n^{-1-d(1/2+\delta)+p^* k\delta(1-\delta)-\delta} E[|A_k|]$$

$$\leq n^{p^* k\delta(1-\delta)-\delta} \max_{(t,x) \in \mathbb{R}^d} P(\hat{W}_{1,t}^{t,x} \in I_k)$$

$$\leq n^{p^* k\delta(1-\delta)-\delta} \max_{t=1,\ldots,n} P(W_t \geq n^{k\delta})$$

$$\leq n^{-\delta} \sup_k E[W_k^{p(1-\delta)}].$$

We have assumed $p^*(\beta) > 1$, so the supremum in the final line is finite. Similarly,

$$P(A_{K+1}^c) \leq n^{-p^* \delta(1-\delta)} \sup_k E[W_k^{p(1-\delta)}].$$

From the definition of $p^*$ and the union bound, we conclude that

$$\lim_{n \to \infty} P(A_0(n) \cap \cdots \cap A_{K+1}(n)) = 1. \quad (72)$$

On that event, we have

$$\sum_{(t,x)} \left(\hat{W}_{1,t}^{t,x} \left[f(X_0/\sqrt{n})\right]\right)^2 \leq \|f\|_\infty^2 \sum_{(t,x)} \left(\hat{W}_{1,t}^{t,x}\right)^2$$

$$\leq \|f\|_\infty^2 \sum_{k=0}^K |A_k| n^{2(k+1)\delta}$$

$$\leq \|f\|_\infty^2 \sum_{k=0}^K n^{1+d(1/2+\delta)-p^* k\delta(1-\delta)+\delta} n^{2(k+1)\delta}$$

$$= \|f\|_\infty^2 \sum_{k=0}^K n^{1+d(1/2+\delta)+3\delta} n^{k\delta(1-\delta)+2}, \quad (73)$$

where in the first line we sum over $(t,x) \in \mathbb{R}^d$. If $p^* \in (1, 2]$, the exponent is increasing in $k$, so each summand in the final line is bounded by $n^{1+d(1/2+\delta)+3\delta} n^{\left(\frac{1+d(1/2+\delta)}{p^*(1-\delta)} + 1\right)\delta(1-\delta)+2} \leq n^{2+d(1+2\delta)\delta/\left(p^*(1-\delta)^2\right)}$.

The claim follows by choosing $\delta > 0$ small enough that $\frac{2+d(1+2\delta)\delta}{p^*(1-\delta)^2} < \frac{2+d}{p^*} + \epsilon$ and combining the above bound with (71), (72) and (70). On the other hand, if $p^* > 2$, then we choose $\delta \in (0, 1/3)$ small enough that $p^*(1-\delta) > 2$. Thus the exponent in the final line of (73) is decreasing in $k$ and the sum is bounded by

$$\sum_{(t,x) \in \mathbb{R}^d} \left(\hat{W}_{1,t}^{t,x} \left[f(X_0/\sqrt{n})\right]\right)^2 \leq \|f\|_\infty^2 n^{2+d(1/2+\delta)}.$$  \qed

### 3.3. Proof of Theorem 1.4(ii)

To complete the proof of Theorem 1.4(ii), we need to translate the bound on the corrector, (20), into a bound on $\mathcal{X}^f$. In contrast to the lower bound in Section 2.3, the translation from the quadratic variation to the martingale itself is rather standard for the upper bound.
Proof of (21) using (20). We use the stopping time

\[ \tau_n := \inf \{ t \geq 0 : (M'_{n,t})_{t+1} \geq n^{-d+\frac{2+4d}{np^\beta}+\epsilon} \} \in \{0, \ldots, n-1\} \cup \{\infty\}. \]

Note that \((M'_{n,t})_{t+1}\) is \(\mathcal{F}_t\)-measurable. Hence \((M'_{n,k\wedge \tau_n})^2 - (M'_{n,r})_{k=0,\ldots,n}\) is a martingale and therefore

\[ \mathbb{E}[(M'_{n,n\wedge \tau_n})^2] = \mathbb{E}[(M'_{n,n\wedge \tau_n})] \leq n^{-d+\frac{2+4d}{np^\beta}+\epsilon}. \quad (74) \]

Now

\[ \mathbb{P}\left(M'_{n,n} \geq n^{-d/2+\frac{2+4d}{np^\beta}+\epsilon}\right) \leq \mathbb{P}(\tau_n \leq n) + \mathbb{P}\left(M'_{n,n} \geq n^{-d/2+\frac{2+4d}{np^\beta}+\epsilon}, \tau_n = \infty \right) \]

\[ \leq \mathbb{P}(\tau_n \leq n) + \mathbb{P}\left(M'_{n,n\wedge \tau_n} \geq n^{-d/2+\frac{2+4d}{np^\beta}+\epsilon}\right). \]

The first term converges to zero by (20) whereas for the second term, by (74),

\[ \mathbb{P}\left(M'_{n,n\wedge \tau_n} \geq n^{-d/2+\frac{2+4d}{np^\beta}+\epsilon}\right) \leq \frac{\mathbb{E}[(M'_{n,n\wedge \tau_n})^2]}{n^{-d+\frac{2+4d}{np^\beta}+2\epsilon}} \leq n^{-\epsilon}. \quad \square \]

4. Equality of \(p^*\) and \(q^*\): Proof of Theorem 1.5

Throughout this section, the assumptions of Theorem 1.5 are in place.

In the following, we show that \(\mathbb{E}[W_n' + \epsilon]\) diverges exponentially fast for any \(\epsilon > 0\). The main idea is to show “strong localization conditional on \(W_n\) attaining a large value”, where strong localization refers to a phenomenon in strong disorder, see Theorem A(iv). Namely, we show that there exists \(c = c(\beta) > 0\) such that for all \(u\) large enough,

\[ \mathbb{P}(W_n > u) \approx \mathbb{P}\left(W_n > u, \max_{x \in \mathbb{Z}^d} \mu^\beta_{\omega,n}(X_n = x) > c\right). \quad (75) \]

To explain how that bound is useful, let \(\tau(u) := \inf\{k : W_k > u\}\) and recall from Theorem B that for some \(c'\) and all \(u > 1\),

\[ \mathbb{P}(\tau(u) < \infty) \geq c'u^{-p^*}. \]

On the other hand, we have, on \(\{\tau(u) \leq n, \mu^\beta_{\omega,\tau(u)}(X_{\tau(u)} = x) > c\}\),

\[ W_n \geq uc W_{n-\tau(u)} \circ \theta_{\tau(u)},x \]

and, moreover, \(W_{n-\tau(u)} \circ \theta_{\tau(u)},x \overset{d}{=} W_{n-\tau(u)}\). Repeating this argument \(n\) times and recalling (75), we get \(W_n T \geq (uc)^n\) with probability \(\approx \mathbb{P}(\tau(u) \leq T)^n \approx (c'u^{-p^*})^n\). Since \(u\) is arbitrary, we obtain an exponential lower bound by choosing \(u\) such that \(u^c > 1/\epsilon^{p^*+c'}\).

We now proceed to explain the strategy for proving (75), which is strongly influenced by the argument used to prove that (SD) is equivalent to strong localization, i.e.,

\[ \limsup_{n \to \infty} \max_{x \in \mathbb{Z}^d} \mu_{\omega,n}(X_n = x) > 0 \quad \text{almost surely.} \]

Recall the definition (3) of the replica overlap \(I_n\). We quickly summarize the argument from [30], which is a variation of the earlier work [10] in a related setup. The idea is to study a cleverly defined stochastic process \((X_n)_{n \in \mathbb{N}}\). From its Doob decomposition, one sees that \(X_n\) is bounded from below by \(\lambda_1 \sum_{k=1}^n I_k - \lambda_2 \sum_{k=1}^n 1_{I_k > c}\), where \(\lambda_1, \lambda_2 > 0\) and \(c > 0\) is explicit. In strong disorder, it is known that the cumulative replica overlap \(\sum_{k=1}^n I_k\) diverges, see Theorem A(iv), so from the fact that \((X_n)_{n \in \mathbb{N}}\) is bounded they can conclude that \(\sum_{k=1}^n 1_{I_k > c}\) must diverge as well.

Despite working with weak disorder, we can adapt this construction for our purposes (Lemma 1.4 because the definition of \(X_n\) and its Doob decomposition only require the assumption [30] display (1.31)], which corresponds to \(\beta > \beta^{L^2}_{cr}\) in our setup. Of course, the final part of their argument does not apply since we know that \(\sum_{k=1}^n I_k\) is almost surely bounded in weak disorder. Instead, we show in Lemma 1.4 that \(\sum_{k=1}^n I_k\) is large conditional on \(\{W_n \gg 1\}\), from which we can then conclude that \(\sum_{k=1}^n 1_{I_k > c}\) must also be large conditional on \(\{W_n \gg 1\}\).
This allows us to conclude that $I_k > c$ must hold for some $k \leq n$, and an addition argument (Lemma 4.7) ensures that we can choose $k \approx n$.

Remark 4.1. Our result (75), formally proved in (95) below, thus shows that the strong localization phenomenon still plays a role in weak disorder with $\beta > \beta_{cr}^L$, namely that it occurs on the tail-event $W_n \gg 1$. This is in contrast to the fact that the polymer measure is delocalized in weak disorder, i.e. $\max_x \mu_{\omega,n}^\beta(X_n = x)$ converges to zero almost surely. Since the latter result is a statement about the typical behavior of $\mu_{\omega,n}^\beta$, there is no contradiction.

Remark 4.2. It is an intriguing question whether (75) is still valid for $\beta \leq \beta_{cr}^L$. The constant $c(\beta)$ obtained from our proof degenerates as $\beta \downarrow \beta_{cr}^L$, which suggests (but does not prove) that this phenomenon does not extend further into the weak disorder phase.

Turning now to the proof, we first show that $\sup_n W_n > u$ implies that the cumulative replica overlap $\sum_{m = \tau(\sqrt{u})}^{\tau(u)} I_m$ is at least of order $\log(u)$. To put the result into perspective, recall that $\mathbb{P}(\tau(\alpha^{2k}) < \infty) \approx \alpha^{-2k} \gg \alpha^{-4k}$.

**Lemma 4.3.** Recall (3) and let $\alpha := 2e^{\beta K}$. There exists $c_7 > 0$ such that, for any $k \in \mathbb{N},$

$$\mathbb{P}\left(\sum_{n = \tau(\alpha^{2k})}^{\tau(\alpha^{2k+1})} I_n \leq c_7 k, \tau(\alpha^{2k}) < \infty\right) \leq \alpha^{-4k}.$$  (76)

Recall from (U-bd.) that $K$ is the upper bound on the environment. The constant $c_7$ (as well as $c_8$ and $c_9$ below) depends on $\alpha$, and hence on $K$ and $\beta$.

**Proof.** We define $H_n := \alpha^{-\left\lfloor \log_\alpha W^*_n \right\rfloor}$, where $W^*_n := \sup_{m \leq n} W_m$, and consider the discrete stochastic integral

$$((H \cdot W)_n) := \sum_{m=1}^{n} H_m(W_m - W_{m-1}).$$  (77)

Since $(H_m)_{m \in \mathbb{N}}$ is previsible, $((H \cdot W)_n)_{n \in \mathbb{N}}$ is a martingale with bounded increments,

$$((H \cdot W)_{n+1} - (H \cdot W)_n = H_{n+1}(W_{n+1} - W_n) \begin{cases} \leq e^{\beta K} - 1, \\
\geq -\alpha^{-1}. \end{cases}$$

For the upper bounded, we have used (U-bd.) to guarantee that, almost surely,

$$W_{n+1} - W_n \leq (e^{\beta K} - 1) W_n.$$
Next, we bound the quadratic variation as follows
\[
\langle H \cdot W \rangle_{n \wedge \tau(2^k)} - \langle H \cdot W \rangle_{\tau(2^k) \wedge n} \\
\quad = \sum_{m=(\tau(2^k) \wedge n)+1}^{\tau(2^k) \wedge n} E \left[ \left( (H \cdot W)_m - (H \cdot W)_{m-1} \right)^2 \middle| F_{m-1} \right] \\
\quad = \sum_{m=(\tau(2^k) \wedge n)+1}^{\tau(2^k) \wedge n} \alpha^{-2} \left[ \log_n(W_{m-1}^\alpha) \right] E \left[ (W_m - W_{m-1})^2 \middle| F_{m-1} \right] \\
\quad = \sum_{m=(\tau(2^k) \wedge n)+1}^{\tau(2^k) \wedge n} \alpha^{-2} \left[ \log_n(W_{m-1}^\alpha) \right] W_m^2 \\
\quad \times E \left[ \left( \sum_x \mu_{m-1}(X_m = x) \left( e^{\beta w_m x - \lambda(\beta)} - 1 \right) \right)^2 \middle| F_{m-1} \right] \\
\quad = \sum_{m=(\tau(2^k) \wedge n)+1}^{\tau(2^k) \wedge n} \alpha^{-2} \left[ \log_n(W_{m-1}^\alpha) \right] W_m^2 I_m \\
\quad \leq c \sum_{m=(\tau(2^k) \wedge n)+1}^{\tau(2^k) \wedge n} I_m,
\]
where we recall that \( c = e^{\lambda(2\beta - 2\lambda(\beta)) - 1} \). Moreover, on \( \{ \tau(2^k) \leq n \} \),
\[
(H \cdot W)_{\tau(2^k) \wedge n} - (H \cdot W)_{\tau(2^k) \wedge n} = \sum_{i=k+1}^{2k} \left( (H \cdot W)_{\tau(2^k) \wedge n} - (H \cdot W)_{\tau(2^k) \wedge n} \right) \\
\quad \geq \sum_{i=k+1}^{2k} \alpha^{-i} \left( W_{\tau(2^k) \wedge n} - W_{\tau(2^k) \wedge n} \right) \\
\quad \geq c' k.
\]
In the last inequality, we have used (U-bd.) and the definition of \( \alpha \) to ensure that, almost surely, \( W_{\tau(2^k) \wedge n} \leq e^{\beta K} \alpha^{t-1} = \alpha^t/2 \). Combining (79) and (78), we thus have, for any \( c > 0 \),
\[
\begin{align*}
\{ & \tau(2^k) \wedge n \\
& \sum_{m=(\tau(2^k) \wedge n)+1}^{\tau(2^k) \wedge n} I_m \leq e^{\lambda(2\beta - 2\lambda(\beta)) - 1} \}
\end{align*}
\]
\[
\subseteq \left\{ \begin{array}{l}
(H \cdot W)_{\tau(2^k) \wedge n} - (H \cdot W)_{\tau(2^k) \wedge n} \\
(H \cdot W)_{\tau(2^k) \wedge n} - (H \cdot W)_{\tau(2^k) \wedge n} \leq c' k
\end{array} \right\}.
\]
Let \( \lambda > 0 \). By [26] Chapter VII §3 Lemma 1, there exists \( \psi(\lambda) > 0 \) such that the discrete stochastic exponential \( E_n^\lambda \) is a non-negative supermartingale, where
\[
E_n^\lambda := e^{\lambda((H \cdot W)_{\tau(2^k) \wedge n} - (H \cdot W)_{\tau(2^k) \wedge n}) - \psi(\lambda)((H \cdot W)_{\tau(2^k) \wedge n} - (H \cdot W)_{\tau(2^k) \wedge n})}.
\]
Hence, using the Markov inequality and \( \mathbb{E}[E_n^\lambda] \leq \mathbb{E}[E_0^\lambda] = 1 \),
\[
\mathbb{P} \left( (H \cdot W)_{n \wedge \tau(2^k)} - (H \cdot W)_{n \wedge \tau(2^k)} \geq c' k, \right) \\
\mathbb{P} \left( (H \cdot W)_{n \wedge \tau(2^k)} - (H \cdot W)_{n \wedge \tau(2^k)} \leq c' k \right) \\
\leq \mathbb{P} \left( E_n^\lambda \geq e^{\lambda c' - \psi(\lambda)c_0} \right) \\
\leq e^{-k(\lambda c' - \psi(\lambda)c_0)}.
\]
We thus choose \( \lambda := (4 \log(\alpha) + 1)/c' \) and \( c := \frac{1}{c' \psi(\lambda)} \). The claim follows from (80) after taking the limit \( n \to \infty \).

Next, we show that strong localization occurs in \( [\tau(\sqrt{u}), \tau(u)] \) conditional on \( \sup_n W_n > u \).

**Lemma 4.4.** There exist \( c_8, c_9 > 0 \) such that, for all \( k \geq c_8 \),

\[
\mathbb{P} \left( \max_{n=\tau(\alpha^k), \tau(\alpha^k)+1, \ldots, \tau(\alpha^{2k})-1} \max_{x \in \mathbb{Z}^d} \mu_{\omega,n}(X_n = x) < c_9 \tau(\alpha^{2k}) < \infty \right) \leq 2 \alpha^{-4k}.
\]

**Proof.** We adapt the proof from [30, Section 3], which is in turn an adaption of the proof from [6] to the discrete-time setting. There, they consider a slightly different notion of replica overlap, namely

\[
\mathcal{R}_n := \sum_x \mu_{\omega,n}(X_n = x)^2.
\]

In fact, this notion is practically equivalent to \( I_n \), since, almost surely,

\[
\frac{1}{4d^2} I_m \leq \mathcal{R}_{m-1} \leq 4d^2 I_m.
\]  

(81)

We also note that \( \mathcal{R}_n \leq \max_{x \in \mathbb{Z}^d} \mu_{\omega,n}(X_n = x) \). Let \( g \in [0, \infty)^\mathbb{Z}^d \) be the quantity from [30] display (3.3). We consider the process

\[
X_n := \begin{cases} 
\mu_{\omega,n} \cdot (\mu_{\omega,n} * g) - \mu_{\omega,\tau(\alpha^k)} \cdot (\mu_{\omega,\tau(\alpha^k)} * g) & \text{if } n \geq \tau(\alpha^k), \\
0 & \text{else.}
\end{cases}
\]

Here, \( \cdot \) refers to the scalar product in \( \mathbb{R}^\mathbb{Z}^d \) and \( * \) to the convolution operator on \( \mathbb{R}^\mathbb{Z}^d \). We consider the Doob decomposition \( X_n = A_n + M_n \), with \( (A_n)_{n \in \mathbb{N}} \) previsible and \( (M_n)_{n \in \mathbb{N}} \) a martingale. The next lemma collects results from [30] and will be proved further below.

**Lemma 4.5.** There exist \( c, c', c'' \) and \( c''' > 0 \) such that, almost surely for all \( n \in \mathbb{N} \),

\[
|X_n| \leq c.
\]  

(82)

\[
A_n \geq c' \sum_{m=\tau(\alpha^k) \wedge n+1}^{n} \mathcal{R}_{m-1} - c'' \sum_{m=\tau(\alpha^k) \wedge n+1}^{n} \mathcal{R}_{m-1}^{3/2}.
\]  

(83)

\[
\langle M \rangle_n \leq c''' \sum_{m=\tau(\alpha^k) \wedge n+1}^{n} \mathcal{R}_{m-1}^2.
\]  

(84)

To conclude, we introduce the following events

\[
B_1 := \left\{ A_n > c' \sum_{m=\tau(\alpha^k) \wedge n+1}^{\tau(\alpha^{2k})} \mathcal{R}_{m-1} \right\},
\]

\[
B_2 := \left\{ \sum_{m=\tau(\alpha^k)+1}^{\tau(\alpha^{2k})} \mathcal{R}_{m-1} > \frac{c''}{4d^2} \right\},
\]

\[
B_3 := \left\{ -M_{\tau(\alpha^{2k})} < c' \sum_{m=\tau(\alpha^k)+1}^{\tau(\alpha^{2k})} \mathcal{R}_{m-1} \right\},
\]

\[
R_{\delta} := \left\{ \max_{m=\tau(\alpha^{2k})+1, \ldots, \tau(\alpha^{2k})} \mathcal{R}_{m-1} \leq \delta \right\},
\]
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We claim that, for $k$ large enough,
\[ B_1 \cap B_2 \cap B_3 \cap \{ \tau(\alpha^{2k}) < \infty \} = \emptyset, \tag{85} \]
\[ B_1' \cap R_{(\epsilon'/4\epsilon'')^2} \cap \{ \tau(\alpha^{2k}) < \infty \} = \emptyset, \tag{86} \]
\[ \mathbb{P}(B_1', \tau(\alpha^{2k}) < \infty) \leq \alpha^{-4k}; \tag{87} \]
\[ \exists \varepsilon \in (0, 1) \text{ s.t. } \mathbb{P}(B_2', \tau(\alpha^{2k}) < \infty) \leq \alpha^{-4k}. \tag{88} \]

If we set $[\text{85}] := (\epsilon'/\epsilon'')^2 \land \epsilon/\epsilon''$, then the conclusion follows from these claims, since
\[ R_{(\epsilon'/\epsilon'')^2} \subseteq \bigl( B_1 \cap B_2 \cap B_3 \bigr) \cup \bigl( B_1' \cap R_{(\epsilon'/\epsilon'')^2} \bigr) \cup B_2' \cup \bigl( B_2' \cap R_{\epsilon/\epsilon''} \bigr). \]

For [85], we note that, on $B_1 \cap B_3 \cap \{ \tau(\alpha^{2k}) < \infty \},$
\[ \frac{c'}{2} \sum_{m=\tau(\alpha^k)+1}^{\tau(\alpha^{2k})} \mathcal{R}_{m-1} < A_n = X_n - M_n \leq c + \frac{c'}{4} \sum_{m=\tau(\alpha^{2k})+1}^{\tau(\alpha^{2k})} \mathcal{R}_{m-1}. \]

In particular, [85] holds for $k > \frac{c'\alpha^k}{\epsilon''} =: m_0$. For [86], we use the fact that $x^{3/2} \leq 1_{x \geq \varepsilon} + \sqrt{\varepsilon x}$ for $x, \varepsilon \in [0, 1]$ to get
\[ B_1' \cap \{ \tau(\alpha^{2k}) < \infty \} \]
\[ \subseteq \left\{ \frac{c'}{2c'd'} \sum_{m=\tau(\alpha^k)+1}^{\tau(\alpha^{2k})} \mathcal{R}_{m-1} \leq \frac{c'}{4c'd'} \sum_{m=\tau(\alpha^k)+1}^{\tau(\alpha^{2k})} \mathcal{R}_{m-1}^3 \right\}. \]

Since $\mathcal{R}_{m-1}$ is almost surely positive, [86] follows. For [87], [81], and Lemma 4.3 show
\[ \mathbb{P}(B_2', \tau(\alpha^{2k}) < \infty) \leq \mathbb{P}\left( \sum_{m=\tau(\alpha^{2k})+1}^{\tau(\alpha^{2k})} I_m \leq 1, \tau(\alpha^{2k}) < \infty \right) \leq \alpha^{-4k}. \]

Finally, to prove [88], we use [84] to obtain that, on $\{ \tau(\alpha^{2k}) < \infty \} \cap R_{\epsilon/\epsilon''},$
\[ \langle M \rangle_{\tau(\alpha^{2k})} \leq \varepsilon \sum_{m=\tau(\alpha^k)+1}^{\tau(\alpha^{2k})} \mathcal{R}_{m-1}. \tag{89} \]

For $\lambda > 0$, let
\[ E_\lambda^\psi := e^{-\lambda M_{\tau(\alpha^{2k})} \wedge \psi(\lambda)(M_{\tau(\alpha^{2k})})} \]

denote the discrete exponential supermartingale defined in [20] Chapter VII §3, Lemma 1]. We note that the result applies because $(X_n)_{n \in \mathbb{N}}$, and hence $(M_n)_{n \in \mathbb{N}}$, has bounded increments. By Ville’s inequality, we have
\[ \mathbb{P}\left( B_3', \tau(\alpha^{2k}) < \infty \right) \leq \mathbb{P}\left( \sup_m E_m^\psi \geq e^{\psi(\lambda)(M_{\tau(\alpha^{2k})})}, B_2', \tau(\alpha^{2k}) < \infty \right) \]
\[ \leq \mathbb{P}\left( \sup_m E_m^\psi \geq e^{\langle \lambda/4-\epsilon\psi(\lambda) \rangle \sum_{m=\tau(\alpha^k)+1}^{\tau(\alpha^{2k})} \mathcal{R}_{m-1}, B_2 \rangle \right) \]
\[ \leq \mathbb{P}\left( \sup_m E_m^\psi \geq e^{k_4 \langle \lambda/4-\epsilon\psi(\lambda) \rangle /4d^2} \right) \]
\[ \leq e^{-k_4 \langle \lambda/4-\epsilon\psi(\lambda) \rangle /4d^2}. \]
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We have used \(89\) in the second inequality. Now \(88\) follows with \(\lambda := 4\left(\frac{16d^2\log(\alpha)}{\varepsilon} + 1\right)/c\) and \(\varepsilon := 1/\psi(\lambda) \wedge \frac{1}{2}\).

It remains to justify the claims taken from \(30\) in Lemma 4.5.

**Proof of Lemma 4.5.** In Section 3 of \(30\), they consider the process

\[ \tilde{X}_n := \mu_{\omega,n} \cdot (\mu_{\omega,n} \ast g), \]

Recalling \((77)\), we observe that \(X\) can be written as a stochastic integral of \(\tilde{X}\),

\[ X_n = \tilde{X}_n - \tilde{X}_{n\wedge (a^k)} = \sum_{m=1}^{n} H_m(\tilde{X}_m - \tilde{X}_{m-1}) = (H \cdot \tilde{X})_n, \]

where \(H_n := 1_{(a^k) < n}\). Let \(\tilde{A}_n + \tilde{M}_n\) be the Doob decomposition of \(\tilde{X}_n\). Since \(H_n\) is previsible, it is easy to check that

\begin{align*}
A_n &= \sum_{m=1}^{n} H_m(\tilde{A}_m - \tilde{A}_{m-1}) = \sum_{m=(a^k) \wedge n+1}^{n} (\tilde{A}_m - \tilde{A}_{m-1}), \quad (90) \\
M_n &= \sum_{m=1}^{n} H_m(\tilde{M}_m - \tilde{M}_{m-1}) = \sum_{m=(a^k) \wedge n+1}^{n} (\tilde{M}_m - \tilde{M}_{m-1}), \quad (91)
\end{align*}

By \(30\) display (3.4), it holds that \(|\tilde{X}_n| \leq |g| \leq \infty\), so \(82\) follows. Next, we recall that by \(30\) last display on p.17 and \(30\) display (3.9) there exist \(c', c'' \geq 0\) such that, almost surely for all \(m \in \mathbb{N}\),

\[ \tilde{A}_m - \tilde{A}_{m-1} \geq c'R_{m-1} - c''R_{m-1}^{3/2}. \]

Thus \(83\) follows from \(90\). Moreover, by \(30\) Section 3.3, displays 2) and 3)\), almost surely for all \(m \in \mathbb{N}\),

\[ \langle M \rangle_m - \langle M \rangle_{m-1} \leq 8|g|^2 \left( \mathbb{E}[R_m^2 | F_{m-1}] + R_{m-1}^2 \right) \]

Using \(91\), it is thus enough to show that, almost surely for all \(m \in \mathbb{N}\),

\[ \mathbb{E}[R_m^2 | F_{m-1}] \leq (2d)^{7/2}e^{\frac{1}{2}\lambda(8\beta) + \frac{1}{2}\lambda(-2\beta)}R_{m-1}^2 \]

Indeed, using the inequality \(\sum_{i \in I} a_i^2 \leq |I| \sum_{i \in I} a_i^2\), we obtain

\begin{align*}
\sum_{y \in \mathbb{Z}^d} W_m[\mathbbm{1}_{X_m=y}]^2 &= \sum_{y \in \mathbb{Z}^d} \left( \sum_{|x-y|=1} W_m[\mathbbm{1}_{X_{m-1}=x,X_m=y}] \right)^2 \\
&\leq \sum_{x \in \mathbb{Z}^d} W_{m-1}[\mathbbm{1}_{X_{m-1}=x}]^2 A(x), \quad (92)
\end{align*}

where \(A(x) := 2d \sum_{|y|=1} e^{2\beta\omega_m,x+y-2\lambda(\beta)}\). We introduce the probability measure

\[ \nu(x) := \frac{W_{m-1}[\mathbbm{1}_{X_{m-1}=x}]^2}{\sum_{y \in \mathbb{Z}^d} W_{m-1}[\mathbbm{1}_{X_{m-1}=y}]^2} \]

and observe that, by \(92\),

\[ \left( \sum_{y \in \mathbb{Z}^d} W_m[\mathbbm{1}_{X_m=y}]^2 \right)^2 \leq \left( \sum_{y \in \mathbb{Z}^d} W_{m-1}[\mathbbm{1}_{X_{m-1}=y}]^2 \right)^2 \left( \sum_{x \in \mathbb{Z}^d} \nu(x) A(x) \right)^2 \]

and therefore

\[ R^2_m \leq R^2_{m-1} \frac{\left( \sum_{x \in \mathbb{Z}^d} \nu(x) A(x) \right)^2}{\left( \sum_{x \in \mathbb{Z}^d} \mu_{\omega,m-1}(X_m = x)e^{\beta\omega_m,x-\lambda(\beta)} \right)^{-1}}. \]
Both $\nu$ and $\mu_{\omega,m-1}$ are $\mathcal{F}_{m-1}$-measurable. Thus, using Cauchy-Schwarz and Jensen’s inequality,

$$
\mathbb{E}\left[ \left( \sum_{x} \nu(x)A(x) \right)^2 \right] \leq \mathbb{E}\left[ \left( \sum_{x} \nu(x)A(x) \right) \mathbb{I}_{\mathcal{F}_{m-1}} \right] \leq \mathbb{E}\left[ \left( \sum_{x} \nu(x)A(x) \right)^4 \mathbb{I}_{\mathcal{F}_{m-1}} \right]^{1/2} \mathbb{E}\left[ \left( \sum_{x} \nu(x)A(x) \right)^2 \mathbb{I}_{\mathcal{F}_{m-1}} \right]^{1/2}
$$

Next, we record a simple upper tail bound:

**Lemma 4.6.** Almost surely for any $t \in \mathbb{N}$, $A > 0$ and $\lambda > 1$,

$$
\mathbb{P}\left( \sup_{n} \sum_{x} \mu_{\omega,t}(X_t = x)W_n \circ \theta_{t,x} \geq A \mathbb{I}_{\mathcal{F}_t} \right) \leq A^{-\lambda} \mathbb{E}\left[ \sup_{n} W_n^\lambda \right].
$$

**Proof.** Writing $\mu_{\omega,t}(x)$ instead of $\mu_{\omega,m}(X_t = x)$, we have

$$
\mathbb{P}\left( \sup_{n} \sum_{x} \mu_{\omega,t}(x)W_n \circ \theta_{t,x} \geq A \mathbb{I}_{\mathcal{F}_t} \right) \leq A^{-\lambda} \mathbb{E}\left[ \left( \sup_{n} \sum_{x} \mu_{\omega,t}(x)W_n \circ \theta_{t,x} \right)^\lambda \mathbb{I}_{\mathcal{F}_t} \right]
$$

where the third inequality is Jensen’s inequality.

Proof of Lemma 4.7. For every $\eta \in (0,1)$, there exist $\delta = \delta(\eta) > 0$ and $c_{10} = c(\eta) > 0$ such that, for all $k \in \mathbb{N},$

$$
P\left( \exists i \in \{k, \ldots, 2k-1\} : \min_{m=\tau(\alpha^i),\tau(\alpha^{i+1}),\ldots,\tau(\alpha^{2k})} W_m \leq \alpha^{-k\eta}, \tau(\alpha^{2k}) < \infty \right) \leq 10k\alpha^{-2k(p^*+\delta)}.
$$

and note that (93) is bounded by $k \max_{i=k,\ldots,2k-1} \mathbb{P}(\sigma_i < \infty)$. Using Lemma 4.6, we get

$$
P(\sigma_i < \infty) = \sum_{s \leq t} \mathbb{E} \left[ \mathbb{I}_{\tau(\alpha^i)=s} \mathbb{I}_{\mathcal{F}_s} \mathbb{E} \left[ \left. \sup_{n} \sum_{x} \mu_{\omega,t}(x)W_n \circ \theta_{t,x} \geq \alpha^{2k-i+k\eta} \mathbb{I}_{\mathcal{F}_s} \right| \mathcal{F}_s \right] \right]
$$

We set $\lambda = p^*(1 - \eta/2)$, so that (93) holds with $\delta := \eta^2 p^*/2$ and $c_{10} := \mathbb{E}[\sup_n W_n^\lambda]^2$. \(\square\)
Finally, we prove $p^* = q^*$ by following the idea outlined at the beginning of this section.

**Proof of Theorem 1.5.** Let $\eta := \frac{\varepsilon}{2(p^* + \varepsilon + 1)}$. For $i \in \{k, \ldots, 2k - 1\}$, we define

$$A(i) := \{ \exists m \in \{ \tau(\alpha^i), \tau(\alpha^i) + 1, \ldots, \tau(\alpha^i) + 1 \} : \max_x \mu_{\omega,m}(X_m = x) \geq q, W_m \geq \alpha^{-kn} \}.$$ 

By Lemmas 4.7 and 4.4, for all $k \geq q$, we have

$$P\left( \left( \bigcup_{i=k}^{2k-1} A(i) \right)^c, \tau(\alpha^2k) < \infty \right) \leq 2\alpha^{-4k} + q\eta k\alpha^{-2k(p^* + \delta(\eta))}.$$ 

Comparing with (95), we see that there exists $k_0 \geq q$, such that, for all $k \geq k_0$,

$$P\left( \left( \bigcup_{i=k}^{2k-1} A(i) \right), \tau(\alpha^2k) < \infty \right) \geq q\alpha^{-2kp^*/2}.$$ 

Thus there exists $l = l(k) \in \{k, \ldots, 2k - 1\}$ such that

$$P\left( A(l), \tau(\alpha^2k) < \infty \right) \geq q\alpha^{-2kp^*/2}. \tag{94}$$

We define a stopping time $\sigma$ by

$$\sigma := \inf \left\{ n \in \{ \tau(\alpha^l), \ldots, \tau(\alpha^{l+1}) \} : \max_x \mu_{\omega,n}(X_n = x) \geq q, W_n \geq \alpha^{l-kn} \right\}.$$ 

Using (94) and Lemma 4.6, we have, for any $\lambda > 1$,

$$q\alpha^{-2kp^*/2k} \leq \sum_{m} \mathbb{E} \left[ 1_{\sigma = m} P\left( \tau(\alpha^2k) < \infty \middle| \mathcal{F}_m \right) \right] \leq \sum_{m} \mathbb{E} \left[ 1_{\sigma = m} P\left( \sup_{x} \sum_{n} \mu_{\omega,m}(x) W_n \circ \theta_{m,x} \geq \alpha^{2k-l} \middle| \mathcal{F}_m \right) \right] \leq \alpha^{-(2k-l)\lambda} \mathbb{E} \left[ \sup_{n} W_n^\lambda \right] P(\sigma < \infty).$$

We have used that, by construction, $\sigma < \tau(\alpha^{l+1})$. Setting $\lambda := p^* - \eta$, we get

$$P(\sigma < \infty) \geq c\alpha^{-p^* - (2k-l)\eta} / k, \tag{95}$$

where $c$ is independent of $k$. With this estimate in hand, we now consider the following renewal construction: On $\sigma < \infty$, let $Z \in \mathbb{Z}^d$ be such that $\mu_{\omega,\sigma}(X_{\sigma} = Z) \geq q$. We set $\sigma_0 = 0$, $Z_0 := 0$ and then, recursively given $\sigma_i < \infty$ and $Z_i$,

$$\sigma_{i+1} := \sigma \circ \theta_{\sigma_i, Z_i}, \quad Z_{i+1} := Z \circ \theta_{\sigma_i, Z_i} \quad (\text{if } \sigma_{i+1} < \infty).$$

Let $T = T(k) \in \mathbb{N}$ be such that

$$P(\sigma \leq T) \geq P(\sigma < \infty) / 2 \tag{96}$$

and $R := \inf\{ i : \sigma_i - \sigma_{i-1} > T \}$. Clearly, $R$ is geometrically distributed with success parameter $P(\sigma > T)$. On the event

$$\left\{ R > \left\lfloor \frac{n}{T} \right\rfloor \right\} \cap \left\{ \inf_{m \in \mathbb{N}} W_m \circ \theta_{\sigma_i, Z_i} > a \right\}$$

we have

$$W_n \geq W_n[1_{X_{\sigma_i} = Z_i} \text{ for all } i = 1, \ldots, \left\lfloor \frac{n}{T} \right\rfloor] = W_{n - \sigma_i, Z_i} \circ \theta_{\sigma_i, Z_i} \prod_{i=1}^{\left\lfloor \frac{n}{T} \right\rfloor} W_{\Delta \sigma_i \circ \Delta Z_i} \circ \theta_{\sigma_i - 1, Z_i - 1} \geq a(\alpha^{l-kn}) \left\lfloor \frac{n}{T} \right\rfloor, \tag{97}$$

where

$$W_n := \prod_{i=1}^{\left\lfloor \frac{n}{T} \right\rfloor} W_{\Delta \sigma_i \circ \Delta Z_i} \circ \theta_{\sigma_i - 1, Z_i - 1} \circ \theta_{\sigma_i, Z_i}.$$
where $\Delta \sigma_i = \sigma_i - \sigma_{i-1}$ and $\Delta Z_i = Z_i - Z_{i-1}$. Choosing $a > 0$ small enough that $\mathbb{P}(\inf_k W_k > a) = 1$, we have
\[
\mathbb{E}
\begin{bmatrix}
W_n^{a^\gamma+\epsilon}
\end{bmatrix}
\geq \mathbb{P}\left( R > \left[ \frac{n}{T}, \inf_{m \in \mathbb{N}} W_m \circ \theta_n \right] \frac{Z_n}{T} > a \right) \left( \mathbb{E} \left[ W_n^{a^\gamma+\epsilon} \right] \right)
= \mathbb{P}(\inf_{m \in \mathbb{N}} W_m > a) \mathbb{P}(\sigma \leq T) \mathbb{E} (Q \left( \frac{Z_n}{T} \right) a^\gamma+\epsilon
\geq \frac{1}{2} \left( \frac{c \mathbb{E} (Q \left( \frac{Z_n}{T} \right))}{2k} \right) a^\gamma+\epsilon
\leq \frac{1}{2} \left( \frac{c \mathbb{E} (Q \left( \frac{Z_n}{T} \right))}{2k} \right) a^\gamma+\epsilon
\leq \frac{1}{2} \left( \frac{c \mathbb{E} (Q \left( \frac{Z_n}{T} \right))}{2k} \right) a^\gamma+\epsilon.
\]
We have used (77) in the first line, (95) and (96) in the third line, the inequality $l \geq k \geq (2k-l)$ for the fifth line and the definition of $\eta$ in the last line. Finally, we can choose $k$ large enough that the quantity in brackets in the last line is at least 2, which shows that (22) holds with $\epsilon \leq 2^{1/(k^2)} > 1$ and (3) $\leq \frac{1}{2} (\mathbb{E} (Q \left( \frac{Z_n}{T} \right)) a^\gamma+\epsilon$.

\[\square\]

REFERENCES FOR THEOREMS B AND C

First, we provide the reference for Theorem B.

Proof of Theorem B. The first claim is proved in [19, Theorem 1.1(ii)], where it is also shown that $\sup_n \mathbb{E}[W_n^{p^\gamma}] = \infty$. On the other hand, by [19] display (20), for any $t > 1$,
\[
\mathbb{E}\left[(W_n^\beta)^{p^\gamma}\right] \leq t^{p^\gamma} + (te^{\beta K})^{p^\gamma} \mathbb{P}(\sup_{k=1}^{\infty} W_k^\beta > t) \mathbb{E}\left[(W_n^\beta)^{p^\gamma}\right].
\]
If (5) fails for some $t > 1$, then (98) can be rearranged to
\[
\mathbb{E}\left[(W_n^\beta)^{p^\gamma}\right] \leq 2t^{p^\gamma}.
\]
Since $n$ is arbitrary, we have $\sup_n \mathbb{E}[W_n^{p^\gamma}] < \infty$, which is a contradiction. \[\square\]

Next, we prove homogenization in the whole weak disorder phase.

Proof of Theorem C(i). Fix $M > 1$ and set $N := \lfloor n^{1/3} \rfloor$. We decompose
\[
\mathcal{X}_n^f = Y_n + Z_{n}^{\leq M} + Z_{n}^{> M},
\]
where
\[
Y_n := -d/2 \sum_{x \in \mathbb{Z}^d} f(x/\sqrt{n})(W_{N}^{0,x} - W_{N}^{0,x})
\]
\[
Z_{n}^{\leq M} := -d/2 \sum_{x \in \mathbb{Z}^d} f(x/\sqrt{n})(W_{N}^{0,x} \mathbbm{1}_{W_{N}^{0,x} \leq M} - 1)
\]
\[
Z_{n}^{> M} := -d/2 \sum_{x \in \mathbb{Z}^d} f(x/\sqrt{n})W_{N}^{0,x} \mathbbm{1}_{W_{N}^{0,x} > M}.
\]
Recall that $f$ is bounded and compactly supported. By Theorem A(iii), $(W_n)_{n \in \mathbb{N}}$ is uniformly integrable, hence $\sup_n \|Z_{n}^{\geq M}\|_1 < \epsilon$ for $M$ large enough. In addition, we have $W_n \rightarrow W_\infty$ in $L^1$ and hence $\|Y_n\|_1 < \epsilon$ for $n$ large enough. Finally,
\[
\|Z_{n}^{\leq M}\|_2^2 = n^{-d} \sum_{x,y \in \mathbb{Z}^d} f(x/\sqrt{n})f(y/\sqrt{n}) \mathbb{E}\left[(W_{N}^{0,x} \mathbbm{1}_{W_{N}^{0,x} \leq M} - 1)(W_{N}^{0,y} \mathbbm{1}_{W_{N}^{0,y} \leq M} - 1)\right]
\]
\[
\leq c\mathbb{E}[W_{N} \mathbbm{1}_{W_{N} \leq M} - 1] + c'M^2(2N + 1)^d n^{-d/2},
\]
where we have split the sum depending on whether $|x - y| \leq 2N$ or $|x - y| > 2N$ and used that $W_{N}^{0,x}$ and $W_{N}^{0,y}$ are independent in the latter case. Hence $\lim_{M \rightarrow \infty} \lim_{n \rightarrow \infty} \|Z_{n}^{\leq M}\|_1 = 0$. \[\square\]
We are grateful to Shuta Nakajima for introducing us to the question. We are also very grateful to Ryoki Fukushima for many interesting discussions about the topic, for carefully reading this manuscript and for many helpful suggestions. We thank Shuta Nakajima, Simon Gabriel, Quentin Berger and Rongfeng Sun for valuable feedback on an earlier version of this manuscript and Rongfeng Sun for pointing out a mistake in that version. Finally, we thank an anonymous referee whose careful reading and helpful comments greatly improved the current article.
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