Abstract

This paper presents Dimensioned Particle Swarm Optimization (DPSO) algorithm for solving Reactive power optimization (RPO) problem. Dimensioned extension is introduced to particles in the particle swarm optimization (PSO) model in order to overcome premature convergence in interactive optimization. In the performance of basic PSO often flattens out with a loss of diversity in the search space as resulting in local optimal solution. Proposed algorithm has been tested in standard IEEE 57 test bus system and compared to other standard algorithms. Simulation results reveal about the best performance of the proposed algorithm in reducing the real power loss and voltage profiles are within the limits.
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1. Introduction

Reactive power optimization (RPO) problem is one of the difficult optimization problems in power systems. The sources of the reactive power are the generators, synchronous condensers, capacitors, static compensators and tap changing transformers. The problem that has to be solved in a reactive power optimization is to determine the required reactive generation at various locations so as to optimize the objective function. Here the reactive power dispatch problem involves best utilization of the existing generator bus voltage magnitudes, transformer tap setting and the output of reactive power sources so as to minimize the loss and to enhance the voltage stability of the system. It involves a non linear optimization problem. Various mathematical techniques have been adopted to solve this optimal reactive power dispatch problem. These include the gradient method [1-2], Newton method [3] and linear programming [4-7]. The gradient and Newton methods suffer from the difficulty in handling inequality constraints. To apply linear programming, the input- output function is to be expressed as a set of linear functions which may lead to loss of accuracy. Recently Global Optimization techniques such as genetic algorithms have been proposed to solve the reactive power flow problem [8, 9]. This paper presents Dimensioned Particle Swarm Optimization...
(DPSO) for solving Reactive power optimization problem. Dimensioned extension is introduced to particles in the particle swarm optimization (PSO) model in order to overcome premature convergence in interactive optimization. In the performance of basic PSO [10-13] often flattens out with a loss of diversity in the search space as resulting in local optimal solution. Proposed algorithm has been tested in standard IEEE 57 test bus system and compared to other standard algorithms. Simulation results reveal about the best performance of the proposed algorithm in reducing the real power loss and voltage profiles are within the limits.

2. Problem Formulation

The objective of the reactive power optimization problem is to minimize the active power loss in the transmission network as well as to improve the voltage profile of the system. Adjusting reactive power controllers like generator bus voltages, reactive power of VAR sources and transformer taps performs reactive power scheduling.

Min \( P_L = \sum_{i=1}^{NB} P_i(X,Y,\delta) \) \( \ldots \) \( (1) \)

Subject to

i) The control vector constraints

\[ X_{\text{min}} \leq X \leq X_{\text{max}} \] \( \ldots \) \( (2) \)

ii) The dependent vector constraints

\[ Y_{\text{min}} \leq Y \leq Y_{\text{max}} \] \( \ldots \) \( (3) \)

And

iii) The power flow constraint

\[ F(X,Y,\delta) = 0 \] \( \ldots \) \( (4) \)

Where

\( X = [V_G, T, Q_C] \) \( \ldots \) \( (5) \)

\( Y = [Q_g, V_L, I] \) \( \ldots \) \( (6) \)

\( \text{NB} \) - number of buses in the system.

\( \delta \) - Vector of bus phase angles

\( P_i \) - real power injection into the \( i^{th} \) bus

\( V_G \) - vector of generator voltage magnitudes

\( T \) - Vector of tap settings of on load transformer tap changer.

\( Q_C \) - vector of reactive power of switchable VAR sources.
V_L - vector of load bus voltage magnitude.
I - vector of current in the lines.
P_L - vector of power loss in the transmission network.

3. Basic Particle Swarm Optimization (PSO) Model

Particle Swarm Optimization (PSO) has been developed through simulation of simplified social models. The features of the method are as follows:

1) The method is based on researches about swarms such as fish schooling and a flock of birds.
2) It is based on a simple concept. Therefore, the computation time is short and it requires few memories.

According to the research results for a flock of birds, birds find food by flocking (not by each individual). The observation leads the assumption that every information is shared inside flocking. Moreover, according to observation of behavior of human groups, behavior of each individual (agent) is also based on behavior patterns authorized by the groups such as customs and other behavior patterns according to the experiences by each individual. The assumption is a basic concept of PSO. PSO is basically developed through simulation of a flock of birds in two-dimension space. The position of each agent is represented by XY-axis position and the velocity (displacement vector) is expressed by vx (the velocity of X-axis) and vy (the velocity of Y-axis).

Modification of the agent position is realized by using the position and the velocity information.

Searching Procedure of PSO

Searching procedures by PSO based on the above concept can be described as follows: a flock of agents optimizes a certain objective function. Each agent knows its best value so far (pbest) and its XY position. Moreover, each agent knows the best value in the group (gbest) among pbests, namely the best value so far of the group. Figure 1 shows the above concept of modification of searching points. The modified velocity of each agent can be calculated using the current velocity and the distance from pbest and gbest as shown below:

\[ v_{i}^{k+1} = w_{i} v_{i}^{k} + c_{1} rand \times (pbest_{i} - s_{i}^{k}) + c_{2} rand \times (gbest - s_{i}^{k}) \]  

(7)

Where,
- \( V_{i}^{k} \): current velocity of agent \( i \) at iteration \( k \),
- \( V_{i}^{k+1} \): modified velocity of agent \( i \),
- \( rand \): random number between 0 and 1,
- \( s_{i}^{k} \): current position of agent \( i \) at iteration \( k \),
- \( pbest_{i} \): pbest of agent \( i \),
- \( gbest \): gbest of the group,
- \( W_{i} \): weight function for velocity of agent \( i \),
- \( C_{i} \): weight coefficients for each term.
Using the above equation, a certain velocity that gradually gets close to pbests and gbest can be calculated. The current position (searching point in the solution space) can be modified by the following equation:

\[ S_{i}^{k+1} = S_{i}^{k} + V_{i}^{k+1} \]  

(8)

Figure 1: shows the above concept of modification of searching points

- \( S^{k} \): current searching point,
- \( S^{k+1} \): modified searching point,
- \( V_{k} \): current velocity,
- \( V^{k+1} \): modified velocity,
- \( V_{\text{pbest}} \): velocity based on pbest
- \( V_{\text{gbest}} \): velocity based on gbest

### 4. PSO Model with Dimensioned Particle Extension

The main motivation for giving the particles an extension in space is that the particles in the basic PSO tend to cluster too closely. When an optimum (local or global) is found by one particle the other particles will be drawn towards it. If all particles end up in this optimum, they will stay at this optimum without much chance to escape. This simply happens because of the way the basic PSO (in particular the velocity update formula) works. If the identified optimum is only local it would be advantageous to let some of the particles explore other areas of the search space while the remaining particles stay at this optimum to fine tune the solution. In our spatial particle extension model, we tried to increase the diversity when particles started to cluster. For this we added a radius \( r \) to each particle in order to check whether two particles would collide. If they collide, action can be taken to make them bounce off to avoid the collision and thus the clustering. An important issue is to determine the direction in which the particles should bounce away and at what speed. We investigated three strategies: 1) Random bouncing, where the particles are sent away from the collision in a random direction preserving the old speed. 2) Realistic physical bouncing. 3) Simple velocity-line bouncing in which the particles continue to move in the direction of their old velocity-vector, but with a scaled speed. This gives the particle the possibility of making an U-turn and return to where it came from (by scaling with a negative bounce-factor). Particles can be slowed down (bounce-factor between 0 and 1) or speeded up to avoid the collision (bounce-factor greater than 1). A particle collision avoidance with velocity-line bouncing is illustrated in figure 2.
The proposed Dimensioned Particle Swarm Optimization (DPSO) algorithm for solving reactive power optimization problem is given below.

**Step 1** Initial searching points and velocities of agents are generated using the above-mentioned state variables randomly.

**Step 2** Ploss to the searching points for each agent is calculated using the load flow calculation. If the constraints are violated, the penalty is added to the loss (evaluation value of agent).

The fitness function of each particle is calculated as:

\[
 f_n = P^n_L + \alpha \sum_{j=1}^{NG} Q^n_{G,j} + \beta \sum_{j=1}^{NL} V^n_{L,j} ; \ n = 1, 2, \ldots, N_n 
\]  

(9)

\[
\alpha, \beta = \text{penalty factors} 
\]

\[
P^n_L = \text{total real power losses of the } n^{th} \text{ particle} 
\]

\[
Q^n_{G,j} = \begin{cases} 
Q^n_{G,j} - Q^n_{G,j} & \text{if } Q^n_{G,j} < Q^n_{G,j} \\
Q^n_{G,j} - Q^n_{G,j} & \text{if } Q^n_{G,j} > Q^n_{G,j} 
\end{cases} 
\]  

(10)

And

\[
V^n_{L,j} = \begin{cases} 
|V^n_{L,j} - V^n_{L,j}| & \text{if } |V^n_{L,j}| > V^n_{L,j} \\
0 & \text{otherwise} 
\end{cases} 
\]  

(11)
Step 3 Pbest is set to each initial searching point. The initial best evaluated value (loss with penalty) among pbests is set to gbest.

Step 4 New velocities are calculated using (7). The continuous equations are utilized for continuous variables and the discrete equations for discrete variables.

Step 5 New searching points are calculated using (8). The continuous equations are utilized for continuous variables and the discrete equations for discrete variables.

Step 6 $P_{\text{loss}}$ to the new searching points and the evaluation values are calculated.

Step 7 Radius $r$ is allotted to each particle in order to check whether two particles collide and if collusion means bounce factor added to avoid collusion.

Step 8 If the evaluation value of each agent is better than the previous pbest, the value is set to pbest. If the best pbest is better than gbest, the value is set to gbest. All of gbests are stored as candidates for the final control strategy.

Step 9 If the iteration number reaches the maximum iteration number, then stop. Otherwise, go to Step 4. If the voltage and power flow constraints are violated, the absolute violated value from the maximum and minimum boundaries is largely weighted and added to the objective function as a penalty term.
5. Simulation Results

Dimensioned Particle Swarm Optimization (DPSO) algorithm has been tested in standard IEEE-57 bus power system. The reactive power compensation buses are 18, 25 and 53. Bus 2, 3, 6, 8, 9 and 12 are PV buses and bus 1 is selected as slack bus. The system variable limits are given in Table 1.

The preliminary conditions for the IEEE-57 bus power system are given as follows:

\[ P_{\text{load}} = 12.008 \text{ p.u.} \quad Q_{\text{load}} = 3.016 \text{ p.u.}\]

The total initial generations and power losses are obtained as follows:

\[ \sum P_G = 12.112 \text{ p.u.} \quad \sum Q_G = 3.3090 \text{ p.u.} \]

\[ P_{\text{loss}} = 0.25436 \text{ p.u.} \quad Q_{\text{loss}} = -1.2010 \text{ p.u.} \]

Table 2 shows the various system control variables i.e. generator bus voltages, shunt capacitances and transformer tap settings obtained after optimization which are within the acceptable limits. In Table 3, shows the comparison of optimum results obtained from proposed methods with other optimization techniques. These results indicate the robustness of proposed approaches for providing better optimal solution in case of IEEE-57 bus system.
Table 1: Variable Limits

| Reactive Power Generation Limits |  |  |  |  |  |  |
|----------------------------------|---|---|---|---|---|---|
| Bus no                           | 1 | 2 | 3 | 6 | 8 | 9 | 12 |
| Qgmin                            | -1.4 | -0.15 | -0.02 | -0.04 | -1.3 | -0.03 | -0.4 |
| Qgmax                            | 1 | 0.3 | 0.4 | 0.21 | 1 | 0.04 | 1.50 |

| Voltage And Tap Setting Limits   |  |  |  |  |  |  |
|----------------------------------|---|---|---|---|---|---|
| vgmin                            | 0.9 | 1.0 | 0.91 | 1.05 | 0.9 | 1.0 |
| Vgmax                            | 1.0 | 0.91 | 1.05 | 0.9 | 1.0 |
| Vpqmin                           | 1.05 | 0.9 | 1.0 |
| Vpqmax                           | 1.05 | 0.9 | 1.0 |
| tkmin                            | 0.9 | 1.0 |
| tkmax                            | 0.9 | 1.0 |

| Shunt Capacitor Limits           |  |  |  |  |  |
|----------------------------------|---|---|---|---|---|
| Bus no                           | 18 | 25 | 53 |
| Qcmin                            | 0 | 0 | 0 |
| Qcmax                            | 10 | 5.2 | 6.1 |

Table 2: Control variables obtained after optimization

| Control Variables | DPSO |
|-------------------|------|
| V1                | 1.1  |
| V2                | 1.022|
| V3                | 1.020|
| V6                | 1.018|
| V8                | 1.012|
| V9                | 1.000|
| V12               | 1.010|
| Qc18              | 0.0621|
| Qc25              | 0.100|
| Qc53              | 0.0210|
| T4-18             | 1.000|
| T21-20            | 1.000|
| T24-25            | 0.804|
| T24-26            | 0.802|
| T7-29             | 1.004|
| T34-32            | 0.800|
| T11-41            | 1.010|
| T15-45            | 1.030|
| T14-46            | 0.910|
| T10-51            | 1.010|
| T13-49            | 1.010|
| T11-43            | 0.910|
| T40-56            | 0.900|
| T39-57            | 0.950|
| T9-55             | 0.950|
Table 3: Comparison results

| S.No. | Optimization Algorithm | Finest Solution | Poorest Solution | Normal Solution |
|-------|------------------------|-----------------|-----------------|-----------------|
| 1     | NLP [14]               | 0.25902         | 0.30854         | 0.27858         |
| 2     | CGA [14]               | 0.25244         | 0.27507         | 0.26293         |
| 3     | AGA [14]               | 0.24564         | 0.26671         | 0.25127         |
| 4     | PSO-w [14]             | 0.24270         | 0.26152         | 0.24725         |
| 5     | PSO-cf [14]            | 0.24280         | 0.26032         | 0.24698         |
| 6     | CLPSO [14]             | 0.24515         | 0.24780         | 0.24673         |
| 7     | SPSO-07 [14]           | 0.24430         | 0.25457         | 0.24752         |
| 8     | L-DE [14]              | 0.27812         | 0.41909         | 0.33177         |
| 9     | L-SACP-DE [14]         | 0.27915         | 0.36978         | 0.31032         |
| 10    | L-SaDE [14]            | 0.24267         | 0.24391         | 0.24311         |
| 11    | SOA [14]               | 0.24265         | 0.24280         | 0.24270         |
| 12    | LM [15]                | 0.2484          | 0.2922          | 0.2641          |
| 13    | MBEP1 [15]             | 0.2474          | 0.2848          | 0.2643          |
| 14    | MBEP2 [15]             | 0.2482          | 0.283           | 0.2592          |
| 15    | BES100 [15]            | 0.2438          | 0.263           | 0.2541          |
| 16    | BES200 [15]            | 0.3417          | 0.2486          | 0.2443          |
| 17    | Proposed DPSO          | 0.22054         | 0.23038         | 0.22266         |

6. Conclusion

In this paper Dimensioned Particle Swarm Optimization (DPSO) algorithm successfully solved Reactive power optimization (RPO) problem. Dimensioned extension is introduced to particles in the particle swarm optimization (PSO) model in order to overcome premature convergence in interactive optimization. In the performance of basic PSO often flattens out with a loss of diversity in the search space as resulting in local optimal solution. Proposed algorithm has been tested in standard IEEE 57 test bus system and compared to other standard algorithms. Simulation results reveal about the best performance of the proposed algorithm in reducing the real power loss and voltage profiles are within the limits.
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