Theory and particle tracking simulations of a resonant radiofrequency deflection cavity in TM$_{110}$ mode for ultrafast electron microscopy
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Abstract

We present a theoretical description of resonant radiofrequency (RF) deflecting cavities in TM$_{110}$ mode as dynamic optical elements for ultrafast electron microscopy. We first derive the optical transfer matrix of an ideal pillbox cavity and use a Courant-Snyder formalism to calculate the 6D phase space propagation of a Gaussian electron distribution through the cavity. We derive closed, analytic expressions for the increase in transverse emittance and energy spread of the electron distribution. We demonstrate that for the special case of a beam focused in the center of the cavity, the low emittance and low energy spread of a high quality beam can be maintained, which allows high-repetition rate, ultrafast electron microscopy with 100 fs temporal resolution combined with the atomic resolution of a high-end TEM. This is confirmed by charged particle tracking simulations using a realistic cavity geometry, including fringe fields at the cavity entrance and exit apertures.

1. Introduction

Since the introduction of the Ultrafast (Transmission) Electron Microscope (U(T)EM) by Ahmed Zewail [1], the dynamics of various sorts of material properties have been studied using ultrafast electron techniques such as imaging [2,3], diffraction [4] and electron energy-loss spectroscopy (EELS) [5,6] with picosecond to femtosecond temporal resolution. The research described in these references is all based on a pump-probe scheme in which the probing electron pulses are created from a flat photo-cathode using a fs laser system. This causes two limitations: First, the average current of the UTEM is limited by the repetition rate of the fs laser system, although long relaxation times of dynamical processes, or slow thermal diffusion, can also limit the maximal repetition rate.
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times that can be used. Second, the relatively large area of the flat-photocathode limits
the peak brightness of the generated electron pulses, hence the maximally achievable
spatial resolution. A significant improvement in the peak brightness of laser-triggered
electron sources has been achieved by sideways laser illumination of a nano-tip. The
reduced dimensions of the photo-field emitter have resulted in a working UTEM with
200 fs electron pulses with a peak brightness comparable to continuous Schottky sources
[7]. This technique has resulted in very impressive results [8] [9] [10].

An alternative approach requiring no laser at all, involves the chopping of a continuous
beam of a high-end TEM into ultrashort electron pulses using a fast blanker in
combination with a slit. Apart from the lack of need for an amplified laser system to
create electron pulses, further advantages are that no alterations are needed to the gun
and the fact that it allows easy switching between continuous mode and pulsed mode.
The principle of chopping an electron beam has been realized in Scanning Electron Mi-
croscopes (SEMs) many years ago [11] [12] in the form of electrostatic blanking capacitors
[13] [14] and cavity resonators [15] [16]. More recently, the use of a photo-conducting
switch was proposed to create a laser-triggered, electrostatic beam blanker which can be
used for pump-probe experiments in a SEM [17]. In parallel, advanced RF-laser synchro-
nization techniques [18] [19] have reduced the timing jitter between electron pulses and
laser pulses to levels below 100 fs [20] and even 5 fs [21], making RF cavity-based pulsed
beams also suitable for pump-probe experiments.

RF cavities or resonators are specifically tailored metallic structures, in which elec-
tromagnetic energy can be stored in standing waves or modes. Because of resonant
effectiveness, RF cavities can be used to generate EM fields of high amplitudes with
relatively low input power. Various types of RF cavities have been important elements
of the standard toolbox for particle accelerators for many years. For example, a cavity in
TM_{010}-mode supports an oscillating, electric field pointing along the beam axis, which is
commonly used for the acceleration of relativistic charged particle pulses. Synchronized
to a mode-locked laser system, a cavity in TM_{010} mode can be used to for the compres-
sion of electron pulses in ultrafast electron diffraction experiments, resulting in pulses
shorter than 100 fs [22]. A cavity in TM_{110} mode supports a magnetic field oscillating
perpendicular to the beam axis, transversely deflecting the beam. This mode has been
used to chop the continuous beam of a 30 kV SEM into ultrashort pulses [23] and record
time-of-flight electron energy loss spectra [24]. Synchronized to a mode-locked laser, a
cavity in TM_{110} mode can be used for pulse length measurements [22], for example of
non-relativistic, ultracold electron pulses extracted from laser cooled gases [25]. Note
the same principles of pulse compression and metrology have also been applied with
single-cycle THz fields instead of RF cavities [26].

In 2012, Lassise et al. showed that using a miniaturized RF cavity in TM_{110} mode, it
is possible to chop a 30 kV electron beam while fully maintaining the peak brightness [27].
Moreover he proposed to use this technique to chop the beam of a high-quality beam of
a 200 kV TEM, also conserving the peak brightness of the Schottky field emission source
[27]. Since then, such an RF cavity-based UTEM has been built at Eindhoven University
of Technology (TU/e) and is currently operational [28]. Furthermore, alternative TEM
beam chopping schemes involving multiple RF cavities are being investigated elsewhere
[29]. For successful implementation of an RF cavity in a charged particle beam line, a
thorough understanding of its effect on the beam dynamics is essential. If not used
properly, the rapidly oscillating non-uniform and strong EM fields in RF cavities can have
a detrimental effect on the beam quality. However, with proper settings of experimental parameters, such as the RF phase and the position of the beam crossover, the quality of the original beam can be fully maintained, essential for applications such as electron microscopy.

In this paper we present the theoretical background of a resonant RF cavity in TM\textsubscript{110} mode as a dynamic optical element for UTEM. In section 2 we explain the principle of deflection and chopping by calculating the trajectories of a charged particle propagating through an ideal TM\textsubscript{110} pillbox cavity. From these trajectories, we derive the optical transfer matrix of the cavity in section 3 and apply this in a Courant-Snyder formalism to calculate the 6D phase space propagation of a Gaussian electron distribution in section 4. In section 5 we apply our findings to study the special case of a focused beam inside a 200 kV TEM column. We derive closed, analytic expressions for the increase in transverse emittance and energy spread. We show that using proper experimental parameter settings, the growth in transverse emittance can be fully eliminated and also the increase in energy spread can be minimized. In section 6 we present charged particle tracking simulations using a realistic cavity geometry, including fringe fields at the cavity entrance and exit apertures, and a realistic electron beam. The simulations confirm our theoretical findings that an RF cavity in TM\textsubscript{110} mode can be used to chop an electron beam with negligible increase in both transverse emittance and energy spread. This property makes it a very interesting alternative for photo-emission based UTEM, especially in the light of the ever increasing brightness of continuous electron sources.

2. Charged particle trajectories

2.1. Beam brightness and emittance

First, we define a beam as a distribution of charged particles (charge \(q\) and mass \(m\)) with a collective motion along the \(z\)-axis with average speed \(v_z\), for which each individual particle also has a small relative velocity \(\delta v = (v_x, v_y, \delta v_z)\), with

\[
  v_x, v_y, \delta v_z \ll v_z,
\]

see also figure 1.

![Figure 1: A charged particle beam traveling in the z-direction. The velocity of any single particle is the sum of the mean velocity \(v_z \hat{z}\) and a small velocity \(\delta v = (v_x, v_y, \delta v_z)\) for which \(v_x, v_y, \delta v_z \ll v_z\).]
We describe the motion of each particle in the distribution by the 6D trace space coordinates \(x, x', y, y', z\) and \(z'\), in which \(x' \equiv \frac{v_x}{v}\) and \(y' \equiv \frac{v_y}{v}\) are the angles of the particle trajectory with respect to the mean trajectory of the total distribution. Analogously, \(z' \equiv \frac{v}{mc} \gamma \approx \frac{v}{c}\) represents the relative difference in longitudinal velocity of an individual particle with respect to the mean velocity of the beam. Note that we have used the paraxial approximation of equation (1). The 6D trace space volume occupied by this distribution is a measure for the quality of the beam. In accelerator physics, this is often expressed in terms of the root-mean-squared (rms) geometrical emittance in the \(j = x, y, z\) direction

\[
\epsilon_j \equiv \sqrt{\langle j^2 \rangle \langle j^\prime 2 \rangle - \langle jj^\prime \rangle^2}.
\]

Here the brackets indicate averaging over the entire distribution. The emittance \(\epsilon_j\) is proportional to the area of the projection of the 6D trace-space density on the \((j, j')\)-plane and is a measure for the focusability of the beam in the \(j\)-direction, given that the beam energy is fixed. The geometrical emittance \(\epsilon_j\) is not a Lorentz-invariant quantity and therefore is not conserved during acceleration. To compare beams of different energy, the Lorentz-invariant rms normalized emittance in the \(j = x, y, z\) direction is defined as

\[
\epsilon_{n,j} \equiv \frac{\sqrt{\langle j^2 \rangle \langle j^2 \rangle - \langle jj^\prime \rangle^2}}{mc} \approx \beta \gamma \epsilon_j,
\]

in which \(p_j = \gamma mv_j\) is the momentum in the \(j\)-direction, \(\gamma = 1/\sqrt{1 - \beta^2}\) is the relativistic Lorentz factor and \(\beta = v/c\) is the normalized speed. In a beam waist, there are no correlations between \(x\) and \(x'\), hence the normalized transverse emittance is simply given by

\[
\epsilon_{n,x}^{\text{waist}} \equiv \beta \gamma \sigma_x \sigma_x',
\]

in which \(\sigma_x = \sqrt{\langle x^2 \rangle}\) and \(\sigma_x' = \sqrt{\langle x'^2 \rangle}\) are the rms beam radius and rms semi-divergence angle in the beam waist. The quality of the beam in the \(z\)-direction is determined by the normalized longitudinal emittance \(\epsilon_{n,z}\). For an charged particle bunch with no chirp \(\langle zp_z \rangle = 0\), so the normalized longitudinal emittance \(\epsilon_{n,z}\) can be written as

\[
\epsilon_{n,z} = \frac{\sigma_z \sigma_{p_z}}{mc} \approx \frac{\sigma_z \sigma_U}{mc},
\]

in which \(\sigma_t\) is the rms pulse duration and \(\sigma_U\) is the rms energy spread.

Electron microscopists often describe the quality of the beam in terms of the reduced brightness, which is locally defined as

\[
B_r \equiv \frac{1}{V^*} \frac{d^2I}{dAd\Omega}.
\]

The reduced brightness is proportional to the local current density \(\frac{dI}{dA} = \frac{d^2I}{dxdy}\) per unit solid angle \(d\Omega = d\theta' d\phi'\). By dividing by the relativistically corrected beam potential \(V^* \equiv (1/2 + \gamma/2)V\) with \(qV = (\gamma - 1)mc^2\), this quantity is also Lorentz-invariant. To define a measure for the overall quality of a charged particle beam, the practical reduced brightness was introduced by Bronsgeest et al. \[31\]

\[
B_{\text{pract}} \equiv \frac{1}{V^*} \frac{I}{A_{\text{pract}} \Omega} = \frac{1}{V^*} \frac{I}{\pi \left( \frac{d\phi'}{2} \right)^2 \pi \theta^2}.
\]
It defines the amount of current $I$ that can be focused into a waist with an area $A_{\text{pract}} = \pi \left( \frac{d_{50}}{2} \right)^2$, in which $d_{50}$ is the full width spot diameter in which 50% of the current is focused. Furthermore, it assumes a uniform angular distribution with semi divergence angle $\theta_x$. We can now express the practical brightness in terms of the rms normalized transverse emittance $\epsilon_{n,x} = \beta\gamma\sigma_x\sigma_x'$. By assuming a uniform, angular distribution so that $\sigma_x' = \theta_x/2$, and a Gaussian, spatial distribution in the beam waist so that $\sigma_x = d_{50}/2\sqrt{2}\ln 2$, the practical reduced brightness can be expressed in terms of the rms, normalized transverse emittance as

$$B_{\text{pract}} = \frac{q}{mc^2} \frac{I}{4\ln 2 \cdot \pi^2 \epsilon_{n,x}^2}. \quad (8)$$

### 2.2. Framework and assumptions

Consider an ideal, cylindrical cavity in TM$_{110}$ mode of length $L$, aligned along the $z$-axis of a cartesian coordinate system, and with the entrance aperture positioned at $(x, y, z) = (0, 0, 0)$. Close to the $z$-axis:

$$k_x, k_y \ll 1, \quad (9)$$

with $k$ the wavenumber of the RF field, the magnetic field $B$ and the electric field $E$ of a cavity in TM$_{110}$ mode can be approximated by

$$\begin{align*}
B &= B_0 \cos(\phi_0 + \omega t)\hat{y} \\
E &= -B_0 \omega x \sin(\phi_0 + \omega t)\hat{z}
\end{align*} \quad \text{for } 0 < z < L, \quad (10)$$

in which $B_0$ is the magnetic field amplitude, $\omega = ck$ is the cavity resonance frequency and $\phi_0$ is the phase of the RF field at $t = 0$.[27] The word ‘ideal’ refers to the top-hat profile of the magnetic field amplitude $B_0(z) = B_0$ as a function of $z$ and the lack of fringe fields around the cavity apertures $z = 0$ and $z = L$. The effect of both these non-ideal features are studied using particle tracking simulations in section [6].

The motion of a charged particle described by position vector $r(t) = (x, y, z)$ and velocity vector $v(t) = (v_x, v_y, v_z) \equiv (\dot{x}, \dot{y}, \dot{z})$ will be affected by the Lorentz force $F = q(E + v \times B)$ as the particle travels through the cavity. This is described by the equations of motion

$$\begin{align*}
\frac{dp}{dt} &= F = -qB_0 \begin{pmatrix} v_z \cos(\phi_0 + \omega t) \\ 0 \\ -v_x \cos(\phi_0 + \omega t) + \omega x \sin(\phi_0 + \omega t) \end{pmatrix} \\
\frac{dr}{dt} &= v = \frac{p}{\gamma m}, \text{ with } \gamma = \frac{1}{\sqrt{1 - |v|^2/c^2}}.
\end{align*} \quad (11)$$

Now consider a 6D charged particle trace space distribution traveling along the $z$-axis with an average velocity $v_0\hat{z}$. Figure [2] shows the moment $t = 0$ at which the center of the distribution enters the cavity, which is indicated by the dashed lines. The black dot in figure [2] indicates a test particle that enters the cavity with trajectories

$$\begin{align*}
v(t) &\equiv v_0(x', y', 1 + z_t) \\
r(t) &\equiv (x, y, z_t) + v_0(x'_t, y'_t, 1 + z_t)t.
\end{align*} \quad (12)$$
Here we define \((x_i, y_i, z_i)\) as the \(t = 0\) position of the test particle with respect to the bunch center, and we define \(x'_i \equiv \frac{d r_i}{d \tau}, y'_i \equiv \frac{y_i}{v_0}, z'_i \equiv \frac{\delta v_z}{v_0}\) as small deviations in propagation angles at \(t = 0\) in the frame of the traveling bunch center. Furthermore we define the 6D trace space coordinate \(\mathbf{x}_i = (x_i, x'_i, y_i, y'_i, z_i, z'_i)\) at \(t = 0\).

![Figure 2: The situation at \(t = 0\) and the definition of \(\mathbf{r}_i = (x_i, y_i, z_i)\) and \(\mathbf{r}'_i = (x'_i, y'_i, z'_i)\). At \(t = 0\) the center of the electron bunch enters the cavity at \(z = 0\) and the test particle is positioned at \(\mathbf{r}_i\) and propagates with an angle \(\mathbf{r}'_i \equiv \frac{d \mathbf{r}_i}{d \tau}\) with respect to the bunch center.](image)

To obtain an approximate solution of the equations of motion (11) for the test particle of which the original motion is described by expression (12), we use a perturbative approach based on the following two assumptions:

- First, the charged particle gyrates only a small fraction of a full cyclotron orbit during one oscillation period of the EM field, hence

\[
\frac{\omega_c}{\omega} \ll 1, \quad (13)
\]

in which

\[
\omega_c \equiv \frac{q B_0}{\gamma_0 m} \quad (14)
\]

is the cyclotron frequency with \(\gamma_0 = \frac{1}{\sqrt{1-v_0^2/c^2}}\) the Lorentz factor of the incident beam. This ensures that the charged particles remain close to the \(z\)-axis and we can use the paraxial approximation throughout the paper.

- Secondly, the distances over which the individual particles move with respect to the bunch center are small compared to the length scales of the collective motion of the bunch, i.e.

\[
x'_i, y'_i, z'_i, \frac{x_i}{L}, \frac{y_i}{L}, \frac{z_i}{L} \ll \frac{\omega_c}{\omega}. \quad (15)
\]

### 2.3. Transverse trajectories of the bunch center

Based on assumption (15), we first consider the motion of the bunch center, hence \(x_i = 0\). Therefore we substitute \(v_z = v_0\) and \(v_x, x = 0\) in equation (11) and integrate from \(t = 0\) to \(t\). The momentum of the bunch center calculated to first order in \(\frac{1}{\gamma_0}\) is then given by

\[
P^{(1)}(t) = \begin{pmatrix} \frac{B_0 \gamma_0 m v_0}{\omega} (\sin \phi_0 - \sin(\phi_0 + \omega t)) \\ 0 \\ \gamma_0 m v_0 \end{pmatrix}. \quad (16)
\]
Equation (16) says that to first order, the bunch center is periodically deflected in the transverse direction while the longitudinal motion is unaffected. Because the transverse deflection is caused by the magnetic field, the kinetic energy remains unchanged, so that

\[ v(1)(t) = p(1)(t) = \gamma_0 m \left( \frac{v_0}{\omega} (\sin \phi_0 - \sin(\phi_0 + \omega t)) \right) \]  

(17)

and

\[ r(1)(t) = \left( \frac{v_0}{\omega} \left( -\cos \phi_0 + \cos(\phi_0 + \omega t) + \omega t \sin \phi_0 \right) \right) \]  

(18)

in which we have substituted equation (14). The deflection angle at which the pulse exits the cavity is given by

\[ \alpha = \frac{v_x}{v_z} = \frac{\omega_c}{\omega} (\sin \phi_0 - \sin(\phi_0 + \Lambda)) \]  

(19)

where we have introduced the dimensionless cavity length parameter

\[ \Lambda \equiv \frac{\omega L}{v_0}. \]  

(20)

When a small aperture of diameter \(d\) is placed at a distance \(l \gg d\) behind the cavity, centered along the cavity symmetry axis, only the electrons go through for which \(|\alpha(\phi_0)| < \frac{d}{2l} \ll 1\), ignoring a small offset in \(x\). This condition is satisfied for values of the RF phase close to

\[ \phi_0 = \pi - \frac{\Lambda}{2}. \]  

(21)

In this regime, the deflection of the charged particles by the cavity can be considered as a linear function of the RF phase

\[ \alpha \approx \frac{\omega_c}{\omega} \left( \phi_0 - \frac{\pi - \Lambda}{2} \right) \cdot 2 \sin \frac{\Lambda}{2}, \]  

(22)

and the acceptance window of the slit in terms of the RF phase is given by

\[ -\frac{\omega d}{4\omega_c l \sin(\Lambda/2)} < \phi_0 - \frac{\pi - \Lambda}{2} < \frac{\omega d}{4\omega_c l \sin(\Lambda/2)}. \]  

(23)

The range of phases \(\Delta \phi_0\) for which equation (23) is satisfied, determines the pulse length \(\tau\) of the charged particle bunch behind the slit. Hence, an ideal continuous beam of charged particles is chopped up in temporally uniform pulses of pulse length

\[ \tau = \frac{\Delta \phi_0}{\omega} = \frac{\gamma_0 m d}{2 \omega l q B_0 \sin(\Lambda/2)}. \]  

(24)

Equation (24) shows that the pulse length of the resulting bunches for a given magnetic field amplitude can be minimized by choosing the cavity length parameter \(\Lambda = \pi\), or \(L = \frac{\pi v_0}{\omega}\). For such a cavity length the transit time of the charged particle traveling...
through the cavity equals half an oscillation period of the RF field. For 200 kV electrons traveling through a cavity with a typical resonance frequency of $\omega = 2\pi \cdot 3$ GHz, this corresponds to a cavity length of $L = 35$ mm. In combination with a $d = 10 \mu m$ slit, positioned a distance $l = 10$ cm behind the cavity and with a typical magnetic field strength of $B_0 = 3$ mT [27], this results in $\tau = 100$ fs pulses.

The first order trajectories of the bunch center described by equations (17) and (18) for this situation are plotted in figure 3 for various values of the RF phase $\phi_0$. The red curve in figure 3 shows the charged particles that have experienced RF phase $\phi_0 = 0$, or more generally $\phi_0 = (\pi - \Lambda)/2$. These particles exit the cavity with zero deflection angle, but with a small shift in transverse position $x$. To chop these particles of the beam, the chopping slit would have to be positioned slightly off-axis. However, for easy switching between pulsed mode and continuous mode, in practice the chopping slit is placed on the optical axis. As a result, the created electron pulses that go through the slit have a finite transverse momentum. Standard TEM deflection coils can be used to redirect the pulses back to the optical axis.

As a final remark, note that the spread in RF phase $\Delta \phi_0$ that defines the final pulses, also results in a spread of transverse momentum. Consequently, the transverse emittance is increased which reduces the focusability of the beam. In section 5 it is shown how this can be prevented.

2.4. Longitudinal trajectories of the bunch center

Due to the acquired motion in the $x$-direction, the bunch center now also starts to experience a Lorentz force in the $z$-direction. To calculate these second order effects, the first order expressions for $v_z$, $v_x$, and $x$ of equations (17) and (18) are substituted back into the equation of motion (11). The momentum of the bunch center calculated to second order in $\omega/c$ is then given by

$$
p^{(2)}(t) = \gamma_0 m v_0 \begin{pmatrix}
\frac{\omega}{c} \left( \sin \phi_0 - \sin(\phi_0 + \omega t) \right) \\
0 \\
1 + \frac{\omega^2}{c^2} \cos(\phi_0 + \omega t) \left( -\cos \phi_0 + \cos(\phi_0 + \omega t) + \omega t \sin \phi_0 \right)
\end{pmatrix}.
$$

(25)
The work done by the electric field in the cavity results in a change in Lorentz factor
\[
\Delta \gamma = \frac{1}{m c^2} \int q E \cdot d\mathbf{r}
\]
\[
\Delta \gamma = \gamma_0 \frac{\omega^2 v_0^2}{c^2}
\left[ 1 - \cos \omega t + \omega t \cos (\phi_0 + \omega t) \sin \phi_0 + \frac{\cos (2(\phi_0 + \omega t)) - \cos 2\phi_0}{4} \right],
\] (26)
in which we also have substituted the expression for \( x \) of equation (18). With this change in Lorentz factor \( \gamma \) the second order longitudinal velocity and position are given by
\[
v_z^{(2)}(t) = \frac{p_z^{(2)}(t)}{m(\gamma_0 + \Delta \gamma)} \approx \frac{p_z^{(2)}(t)}{\gamma_0 m} \left( 1 - \frac{\Delta \gamma}{\gamma_0} \right)
\]
\[
v_z^{(2)}(t) = v_0 + v_0 \frac{\omega^2}{2} \left[ \cos (\phi_0 + \omega t) (\cos \phi_0 + \cos (\phi_0 + \omega t) + \omega t \sin \phi_0) \right.
\]
\[
- \frac{v_0^2}{c^2} \left[ 1 - \cos \omega t + \omega t \cos (\phi_0 + \omega t) \sin \phi_0 - \frac{\cos 2\phi_0 - \cos (2(\phi_0 + \omega t))}{4} \right] \}
\] (27)
and
\[
z^{(2)}(t) = v_0 t + \frac{v_0 \omega}{\omega^2} \left\{ \omega t \sin \omega t + \omega t \sin (\omega t + \phi_0) \sin (\phi_0 + \omega t) + \frac{\sin (2(\phi_0 + \omega t)) - \sin 2\phi_0}{4} \right\} + \]
\[
- \frac{v_0^2}{c^2} \left[ \sin \phi_0 (\cos \phi_0 + \cos (\phi_0 + \omega t) + \omega t \sin (\phi_0 + \omega t)) \right.
\]
\[
- \omega t \sin 2\phi_0 (1 - \cos (2\phi_0 + \omega t)) \sin \omega t \right\}
\] (28)
in which we have assumed \( \frac{\Delta \gamma}{\gamma_0} \ll 1 \), and have omitted terms proportional to \( (\frac{\omega}{c})^3 \) and higher, based on assumption (13).

Figure 4: (a) Relative change in longitudinal velocity \((v_z - v_0)/v_0\) and (b) resulting change in longitudinal position \(z - v_0 t\) of the bunch center traveling through a TM_{110} cavity with respect to a frame traveling with its initial velocity \(v_0\hat{z}\), for various values of the RF phase \(\phi_0\). The electron energy is 200 keV, the cavity length is optimized to \(L = 35\) mm, the angular frequency is \(\omega = 2\pi \cdot 3\) GHz and the magnetic field amplitude is \(B_0 = 3\) mT. The vertical, dashed lines indicate the extent of the cavity.

Figure 4 shows the longitudinal trajectories of equations (27) and (28) relative to a co-moving frame traveling with the initial velocity of the bunch \(v_0\hat{z}\), for various values
of the RF phase $\phi_0$. In other words, figure 4a shows the relative change in longitudinal velocity of the bunch $(v_z - v_0)/v_0$ as a function of longitudinal position $z$ in the cavity. Figure 4b shows the resulting deviation in longitudinal position relative to the moving frame. Again, the red curve shows the charged particles that have experienced RF phase $\phi_0 = 0$, or more generally $\phi_0 = (\pi - \Lambda)/2$. Figure 4 shows that these particles are first decelerated and subsequently accelerated. The spread in RF phase $\Delta \phi_0$ experienced in the bunch results in an increased energy spread. This is also addressed in section 5.

3. Optical transfer matrix

To derive the optical transfer matrix of a RF cavity in TM$_{110}$ mode we follow the same perturbative approach as in section 2 to calculate the trajectories of particles with $x_i \neq 0$, see figure 2. Because of assumptions (13) and (15), the additional coupling between the $x_i$ terms and the fields in the cavity is regarded as a second order effect. Therefore, the first step is to solve the equation of motion for the test particle described by initial trajectories (12), while substituting $x_i = 0$ in the expression for the Lorentz force. Note that now the equations of motions must be integrated from $t_b \equiv -z_i v_0 (1 + z_i')$ (29) to $t$, because the test particle no longer enters the cavity at $t = 0$. With this, the first order trajectories of the test particle are given by

$$v^{(1)}(t) = \begin{pmatrix} v_0 x_i' + v_0 \frac{\omega}{v_0} \left( \sin(\phi_0 + \omega t_b) - \sin(\phi_0 + \omega t) \right) \\ v_0 y_i' \\ v_0 (1 + z_i') \end{pmatrix}$$

and

$$r^{(1)}(t) = \begin{pmatrix} x_i + v_0 x_i' t + v_0 \frac{\omega}{v_0} \left( \cos(\phi_0 + \omega t) - \cos(\phi_0 + \omega t_b) + \omega(t - t_b) \sin(\phi_0 + \omega t_b) \right) \\ y_i + v_0 y_i' t \\ z_i + v_0 (1 + z_i') t \end{pmatrix}.$$

Subsequently, the first order expressions for $v_z$, $v_x$, and $x$ of equation (30) are substituted back in equation (11) to calculate the second order trajectories. This results in lengthy expressions for $v^{(2)}(t)$ and $r^{(2)}(t)$ with many cross-terms of the various initial particle coordinates $x_i$. However because of assumptions (13) and (15), only effects that are linearly dependent on initial particle coordinates $x_i$ and up to second order in $\frac{\omega}{v_0}$ are taken into account. This allows the definition of the optical transfer matrix $M_{\text{opt}}$ via

$$x_f = M_{\text{opt}} x_i,$$

as the linear transformation that maps the initial 6D trace space coordinate $x_i$ at $t = 0$ onto the final 6D trace space coordinate $x_f = (x_f, x'_f, y_f, y'_f, z_f, z'_f)$, defined at the time $t_e$ at which the test particle exits the cavity:

$$t_e = \frac{L - z_i}{v_0 (1 + z_i')},$$

(32)
More specifically, we define
\[
\begin{pmatrix}
  x_f \\
y_f \\
z_f
\end{pmatrix}
\equiv
\begin{pmatrix}
x_f^{(2)}(t_e) \\
y_f^{(2)}(t_e) \\
z_f^{(2)}(t_e) - \nu_0 t_e
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
x'_f \\
y'_f \\
z'_f
\end{pmatrix}
\equiv
\frac{1}{\nu_0}
\begin{pmatrix}
v_x^{(2)}(t_e) \\
v_y^{(2)}(t_e) \\
v_z^{(2)}(t_e) - \nu_0
\end{pmatrix}
\tag{33}
\]
as the position and propagation angle of the test particle at time \( t_e \) in the frame of the traveling bunch center. Note that in this step we have assumed the longitudinal velocity of the charged particle remains constant while traversing the cavity.

After calculating the second order trajectories for the test particle, evaluating them at time \( t = t_e \) and expanding them to first order in \( x_i \), we obtain the optical transfer matrix for a TM\(_{110}\) cavity
\[
M_{\text{cov}} = \begin{pmatrix}
1 & L & 0 & 0 & C_1 & C_2 \\
0 & 1 & 0 & 0 & C_3 & C_4 \\
0 & 0 & 1 & L & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
C_5 & C_6 & 0 & 0 & 1 + C_9 & L + C_{10} \\
C_7 & C_8 & 0 & 0 & C_{11} & 1 + C_{12}
\end{pmatrix},
\tag{34}
\]
in which the cavity constants \( C_1 \) through \( C_{12} \) are given by
\[
C_1 = \frac{-\omega_c}{\omega} (\Lambda \cos \phi_0 + \sin \phi_0 - \sin (\Lambda + \phi_0)),
\tag{35}
\]
\[
C_2 = \frac{L}{\Lambda} \frac{\omega_c}{\omega} (\cos(\Lambda + \phi_0) - \cos \phi_0 + \Lambda \sin(\Lambda + \phi_0)),
\tag{36}
\]
\[
C_3 = -\frac{\Lambda}{L} \frac{\omega_c}{\omega} (\cos \phi_0 - \cos (\Lambda + \phi_0)),
\tag{37}
\]
\[
C_4 = \frac{\omega_c}{\omega} (\Lambda \cos(\Lambda + \phi_0) + \sin \phi_0 - \sin(\Lambda + \phi_0)),
\tag{38}
\]
\[
C_5 = \frac{C_1}{\gamma_0},
\tag{39}
\]
\[
C_6 = \frac{L}{\Lambda} \frac{\omega_c}{\omega} \left[ (1 - 2\beta_0^2) (\cos(\Lambda + \phi_0) - \cos \phi_0) - \beta_0^2 \Lambda \sin \phi_0 + \frac{\Lambda}{\gamma_0} \sin(\Lambda + \phi_0) \right],
\tag{40}
\]
\[
C_7 = \frac{C_3}{\gamma_0},
\tag{41}
\]
\[
C_8 = \frac{\omega_c}{\omega} \left( \frac{\Lambda}{\gamma_0} \cos(\Lambda + \phi_0) + \beta_0^2 (\sin(\Lambda + \phi_0) - \sin \phi_0) \right),
\tag{42}
\]
\[
C_9 = \frac{\omega_c^2}{\omega^2} \left[ \left( \frac{1}{2} - \frac{5}{4} \beta_0^2 \right) \cos(2\phi_0) + \left( -\frac{1}{2} + \frac{\beta_0^2}{4} \right) \cos(2(\Lambda + \phi_0)) \right. \\
\left. + \beta_0^2 (\cos(\Lambda + 2\phi_0) + \frac{\Lambda}{2} \sin(2\phi_0)) - \frac{\Lambda}{\gamma_0} \sin(\Lambda + 2\phi_0) \right],
\tag{43}
\]
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\[ C_{10} = \frac{\omega^2}{\omega_c^2} \left[ \frac{1}{2} \left( 1 - 4\beta_0^2 \right) \cos \Lambda + \frac{\beta_0^2}{4} \cos 2\phi_0 + \frac{1}{2} \left( 1 - \frac{\beta_0^2}{2} \right) \cos(2(\Lambda + \phi_0)) \right. \]
\[ + \frac{1}{2} \left( 1 + \beta_0^2 \right) [\cos(\Lambda + 2\phi_0) - 1] + \left( \frac{3\beta_0^2}{\Lambda} + \frac{\Lambda}{2\gamma_0} \right) \sin \Lambda \]
\[ + \frac{5\beta_0^2}{4\Lambda} \sin 2\phi_0 - \frac{\beta_0}{4\Lambda} \sin(2(\Lambda + \phi_0)) \right], \]
\[ C_{11} = \frac{\omega^2}{\omega_c^2} \frac{\Lambda}{L} \left[ \sin(2(\Lambda + \phi_0)) - \sin(\Lambda + 2\phi_0) - \left( \frac{\Lambda}{\gamma_0} + \beta_0^2 \sin \Lambda \right) \cos(\Lambda + 2\phi_0) \right] \]

and
\[ C_{12} = \frac{\omega^2}{\omega_c^2} \left[ \Lambda \{ \sin(2(\Lambda + \phi_0)) - \sin(\Lambda + 2\phi_0) + \Lambda \sin \phi_0 \sin(\Lambda + \phi_0) \} \right. \]
\[ - \beta_0^2 (\cos(\Lambda + \phi_0) - \cos \phi_0 + \Lambda \sin \phi_0) \Lambda \sin(\Lambda + \phi_0) \]
\[ - 2\beta_0^2 \left( 1 - \cos \Lambda + \Lambda \cos(\Lambda + \phi_0) \sin \phi_0 + \frac{1}{4} \left[ \cos(2(\Lambda + \phi_0)) - \cos 2\phi_0 \right] \right) \]

with
\[ \beta_0 \equiv \frac{v_0}{c} \]

the normalized initial speed of the bunch center.

Note that cavity constants $C_1$-$C_8$ are proportional to the magnetic field amplitude and therefore scale linearly with $\omega_c$. The cavity constants $C_9$-$C_{12}$ represent second order effects scaling with $(\omega_c^2)^2$. In the limit where the fields are turned off ($\omega_c \to 0$), all the cavity constants vanish and the matrix $M_{\text{cav}}$ simply reduces to a drift over a distance $L$. The determinant of the transfer matrix is unity to first order in $\omega_c^2$, which means that the 6D trace space density of a charged particle distribution is conserved during cavity transit. Furthermore, note that the transfer matrix $M_{\text{cav}}$ simplifies significantly for an optimized cavity length of $L = \frac{\pi v_0}{\omega_c}$, i.e. $\Lambda = \pi$.

4. Courant-Snyder trace-space transformation

Now we have the optical transfer matrix of the TM110 cavity, we use the Courant-Snyder formalism \cite{32} to calculate the propagation of an entire 6D trace-space distribution of charged particles. For this purpose, we describe the distribution in terms of its rms ellipsoidal contours in trace space, of which the projections on the $(j,j')$ planes ($j = x,y,z$) are given by the ellipses
\[ \epsilon_j = \hat{\epsilon}_j j^2 + 2\hat{\alpha}_j j j' + \hat{\beta}_j j'^2 \text{ with } \hat{\alpha}_j \hat{\beta}_j - \hat{\gamma}_j^2 = 1. \]  

Figure 5 shows how the Courant-Snyder parameters $\hat{\alpha}_j, \hat{\beta}_j, \hat{\gamma}_j$ are related to initial beam properties such as rms radius $\sigma_j$ and rms angular divergence $\sigma_{j'}$. The rms area of the ellipse is given by $\pi \epsilon_j$, where $\epsilon_j$ is the (initial) projected rms emittance in the $j,j'$-plane.

We can write equations (48) in matrix notation
\[ x^T A^{-1} x = 1, \]
\[ \sigma_j' = \sqrt{\hat{\beta}_j \epsilon_{ij}} \]

\[ \sigma_j = \sqrt{\hat{\gamma}_j \epsilon_{ij}} \]

Area \( = \pi \epsilon_i j \)

\[ \tan 2\phi = \frac{2\hat{\alpha}_j}{\hat{\alpha}_j - \hat{\beta}_j} \]

**Figure 5:** Trace space distribution of charged particles projected on the \( j, j' \)-plane \((j = x, y, z)\) with an indicative, elliptical contour of equal trace space density, described by equation (48). The area occupied by the ellipse is given by \( \pi \epsilon_i j \). All calculations are done for rms quantities for \( \sigma_j, \sigma_j' \) and \( \epsilon_{ij} \).

with \( A \) the real, positive definite, \( 6 \times 6 \) beam matrix at \( t = 0 \) given by

\[
A = \begin{pmatrix}
\Delta_{xx'} & 0 & 0 \\
0 & \Delta_{yy'} & 0 \\
0 & 0 & \Delta_{zz'}
\end{pmatrix}
\]

with \( \Delta_{jj'} = \epsilon_{ij} (\hat{\beta}_j - \hat{\alpha}_j - \hat{\gamma}_j) \).

Here we assume no correlations between spatial degrees of freedom. Note that \( \epsilon_j' = \sqrt{\det(A_{jj'})} \) because of equation (48). We can now propagate this charged particle distribution through an ideal TM\(_{110}\) cavity. The beam matrix that describes the distribution at the exit of the cavity \( t = t_e \) is given by

\[
B = M_{\text{cav}} A M_{\text{cav}}^T \equiv \begin{pmatrix}
B_{xx'} & 0 & \text{cross terms} \\
0 & B_{yy'} & 0 \\
\text{cross terms} & 0 & B_{zz'}
\end{pmatrix}
\]

The \( x, z \)-correlations are introduced by the non-zero, off-diagonal matrix elements of \( M_{\text{cav}} \) and will cause an exchange between the transverse and longitudinal emittance, hence energy spread. Both will decrease the focusability of the beam.

The final normalized transverse emittance is calculated by

\[
\epsilon_{n,x} = \beta_0 \gamma_0 \sqrt{\det(B_{xx'})}
\]

while the rms energy spread of the beam after cavity transit is given by

\[
\sigma_{U} = \gamma_0^3 m v_0 \sigma_{v_y}^f
\]

with \( \sigma_{v_y}^f \) the rms spread in velocity along the propagation vector \( \mathbf{v}^f \) of the deflected beam. To find \( \sigma_{v_y}^f \) we consider the 2D beam ellipse that describes the final trace space distribution projected on the \((x', z')\)-plane

\[
B_{x',z'} = \begin{pmatrix}
B_{(2,2)} & B_{(2,6)} \\
B_{(6,2)} & B_{(6,6)}
\end{pmatrix}
\]

(54)
The diagonal matrix elements $B_{(2,2)}$ and $B_{(6,6)}$ are related to the velocity spread of the bunch in the $x$ and $z$ directions, via $\sigma_{v_x} = v_0 \sqrt{B_{(2,2)}}$ and $\sigma_{v_z} = v_0 \sqrt{B_{(6,6)}}$ respectively.

Next, we consider this beam matrix in the $(\xi', \zeta')$-coordinate system as illustrated in figure 6, which is rotated with respect to the $(x', z')$-coordinate system about the final propagation angle at which the bunch center exits the cavity

$$\alpha_f \equiv \frac{v_f^x}{v_f^z} = \frac{x_f'}{1 + z_f'}$$

$$= \frac{\omega_f}{\omega} (\sin \phi_0 - \sin(\Lambda + \phi_0)) \sqrt{1 + \omega_f^2 \left[ \cos(\Lambda + \phi_0) \left( \cos(\Lambda + \phi_0) + \frac{\Lambda}{2} \sin \phi_0 - \cos \phi_0 \right) - \frac{v_0^2}{c^2} \left( 1 - \cos \Lambda + \Lambda \cos(\Lambda + \phi_0) \sin \phi_0 - \frac{\sin \Lambda \sin(\Lambda + 2 \phi_0)}{2} \right) \right]}.$$  \hfill (55)

In this coordinate system, the $\xi'$ and $\zeta'$ axes are perpendicular and parallel to the final velocity vector $v_f$ of the bunch, respectively. The final beam matrix in the rotated coordinate system is given by

$$B_{\xi' \zeta'}^{\text{rot}} \equiv M_{\xi' \zeta'} M_{\xi' \zeta'}^T$$

with

$$M_{\xi' \zeta'} \equiv \begin{pmatrix} 1 - \alpha_f^2 & -\alpha_f \\ \alpha_f & 1 - \alpha_f^2 \end{pmatrix},$$

of which the diagonal matrix elements $B_{(2,2)}^{\text{rot}}$ and $B_{(6,6)}^{\text{rot}}$ are related to the velocity spread parallel and perpendicular to $v_f$, via $\sigma_{v_{\parallel}}^f = v_0 \sqrt{B_{(2,2)}^{\text{rot}}}$ and $\sigma_{v_{\perp}}^f = v_0 \sqrt{B_{(6,6)}^{\text{rot}}}$ respectively.

Now the final energy spread of the bunch after propagating through the cavity is given by

$$\sigma_{U_f}^f = \gamma_0^3 m v_0 \sigma_{v_{\parallel}}^f = \gamma_0^3 m v_0^2 \sqrt{B_{(2,2)}^{\text{rot}}}. \hfill (57)$$

So, using the Courant-Snyder formalism, we can derive analytical expressions for the final normalized transverse emittance (equation (52)) and final energy spread (equation
of the beam after traversing an ideal TM$_{110}$ cavity. Moreover these expressions are derived as function of the initial transverse emittance and energy spread of the incident beam. To our knowledge, this is not possible in any other way.

5. Application: focused beam in a 200 kV TEM

Now we apply the Courant-Snyder model to the special case of a focused beam in a 200 kV TEM. More specific, we calculate the increase in normalized transverse emittance and energy spread of a 200 kV 6D Gaussian charged particle distribution with a finite initial geometrical emittance and energy spread, focused to a crossover inside a TM$_{110}$ cavity. We are aware that Gaussian distributions are not realistic in electron microscopes, but they result in easy calculations for the rms quantities, required for the Courant-Snyder model. Furthermore, the functional dependencies in the final expressions are independent of the shape of distribution, the only difference is a proportionality factor. In section 6 we use charged particle tracking simulations to calculate actual numbers. Furthermore, the Courant-Snyder model obliges us to choose a finite initial pulse length, although in the experiment the initial beam is continuous. However, we are not interested in the electrons that are not part of the final (chopped) pulse. So by choosing an initial pulse length equal to the expected final pulse length we simply leave out the electrons of which we already know they will collide into the chopping aperture. In section 6 we use charged particle tracking simulations to test the validity of this approach.

Figure 7 shows an electron beam with initial geometrical emittance $\epsilon_i^x$ that is focused to a crossover at $z = z_0$ inside a TM$_{110}$ cavity of length $L$, indicated by the vertical dashed lines. The rms divergence angle of the beam is $\sigma_x'$ and the rms beam radius in the crossover $z = z_0$ is $\epsilon_i^x/\sigma_x'$. Therefore the rms radius of the beam in the crossover $z = z_0$ is given by $\sigma_x = \sqrt{\left(\frac{\epsilon_i^x}{\sigma_x'}\right)^2 + (\sigma_x'z_0)^2}$. Furthermore the distribution has an initial rms pulse duration $\sigma_t$, initial rms energy spread $\sigma_iU$ and no initial chirp.

The beam matrix $A$ that describes this distribution at $t = 0$ is defined by the Courant-Snyder parameters: $\beta_x = \frac{\sigma_t^2}{\sigma_x'^2}$, $\gamma_x = \frac{\sigma_t^2}{\sigma_x'^2}$, $\alpha_x = \sqrt{\beta_x\gamma_x} - 1$, $\epsilon_i^z\beta_z = (v_0\sigma_t)^2$, $\epsilon_i^z\gamma_z = \left(\frac{\sigma_t}{\sqrt{v_0^2\sigma_0^2}}\right)^2$ and $\alpha_z = 0$. The beam matrix $B$ that describes the beam at the exit of the
cavity may be calculated using equation (51). Then using equations (52) and (57) we can calculate the final normalized transverse emittance and energy spread of the beam.

Figure 8 shows (a) the final normalized transverse emittance $\epsilon_{f,n,x}$ and (b) the final energy spread $\sigma_U^f$ of the 200 keV electron beam directly behind the TM$_{110}$ cavity as a function of the cavity RF phase $\phi_0$ and the position of the crossover $z_0$ for typical beam parameters of a 200 kV (pulsed) TEM: $\epsilon_{n,x} = 3$ pm rad, $\sigma_x = 0.15$ mrad, $\sigma_t = 200$ fs, $\sigma_U^i = 0.5$ eV; and cavity parameters: $\omega = 2\pi \cdot 3$ GHz, $B_0 = 3$ mT and an optimized length of $L = 35$ mm. The white dashed curve is described by equation (60), the black dashed lines are described by equation (63).

5.1. Transverse emittance

The expression for the final transverse normalized emittance $\epsilon_{f,n,x}$ that is calculated by equation (52) and is plotted in figure 8a, is lengthy and does not provide much insight. However, if we assume an ideal incident electron beam: hence no initial transverse emittance $\epsilon_{i,n,x} = 0$ and energy spread $\sigma_U^i = 0$, equation (52) reduces to a closed, analytic expression for the final, normalized transverse emittance:

$$\epsilon_{f,n,x} = \beta_0 \gamma_0 \sigma_x \sigma_t \frac{\omega_c}{\omega} \left[ \frac{z_0}{L} \cos \phi_0 - \left( \frac{z_0}{L} - 1 \right) \Lambda \cos (\Lambda + \phi_0) + \sin \phi_0 - \sin (\Lambda + \phi_0) \right].$$

Note that the right-hand side of equation (58) is zero for

$$\frac{z_0}{L} = \frac{\Lambda \cos (\Lambda + \phi_0) - \sin (\Lambda + \phi_0) + \sin \phi_0}{\Lambda (\cos (\Lambda + \phi_0) - \cos \phi_0)},$$

(59)
and for a cavity with optimized cavity length $\Lambda = \pi$, this reduces to

$$\frac{z_0}{L} = \frac{1}{2} \tan \phi_0 \frac{\pi}{\pi}.$$  (60)

Equation (60) describes the white dashed curve in figure 8a. It describes a region in parameter space where propagation of an ideal beam through an RF cavity in TM$_{110}$ mode results in zero increase in transverse emittance. In the situation of entrance phase $\phi_0 = \frac{1}{2}(\pi - \Lambda)$, for which the shortest pulses are obtained, equation (59) reduces to

$$\frac{z_0}{L} = \frac{1}{2},$$

hence focusing the electron beam in the center of the cavity.

Figure 9 explains the principle of conjugate blanking for $\phi_0 \approx (\pi - \Lambda)/2$ in more detail. It shows the real $(x, z)$-space (top), $(x', x)$ phase-space (middle) and transverse emittance $\epsilon_x$ (bottom) as a function of longitudinal coordinate $z$ for both a collimated and a focused beam propagating through a TM$_{110}$ cavity. The color coding shows the correlation with time, for which blue indicates the front and red indicates the back of the pulse. Furthermore, note that the transverse emittance is proportional to the $(x, x')$ trace-space area.

When a bunch of charged particles enters the cavity at $z = 0$, the particles suddenly feel a force in the transverse direction, which results in a transverse deflection. This force varies with time, hence the front of the pulse feels a slightly different force than the back of the pulse. This results in an angular spread and therefore an increase in transverse emittance. The fields in the cavity are homogeneous along the $z$-axis, so during transit through the cavity, all the particles in the bunch experience the same forces and the emittance is unaffected. However, when the bunch arrives at the exit aperture, again there is a sharp step in the experienced Lorentz force, that changes in amplitude while the bunch travels past this gradient. Figure 9a shows that for a collimated beam, this results in a second increase in angular spread, hence a second emittance growth. Note that the increase in emittance at the apertures is not an effect of fringe fields.
However, by focusing the beam in the center of the cavity (figure 9b) the angular spread that is obtained at the entrance aperture, can be canceled by the forces at the exit aperture. This is seen best in the $(x,x')$ trace space plot. By focusing, an additional correlation is applied between $x$ and $x'$. During passage through the cavity, the $(x,x')$ trace space distribution is sheared parallel to the $x$-axis in such a way that at the exit of the cavity the trace space distribution is collapsed onto a line, thus canceling the emittance growth at the entrance of the cavity. This is called conjugate blanking.

For an on-axis slit, hence $\phi_0 = (\pi - \Lambda)/2$, the focus point for conjugate blanking lies exactly in the center of the cavity ($z_0 = L/2$). However, for any other phase than $\phi_0 = (\pi - \Lambda)/2$ the experienced Lorentz forces at the entrance and exit of the cavity are not symmetric. By focusing the beam at a different position given by equation (59) the emittance growth at the entrance of the cavity can still be fully canceled at the exit.

5.2. Pulse length

Focusing the electron beam in the center of the cavity significantly increases the size of the beam at the position of the slit. As a result, the expression for the pulse length of equation (24), which was done for an infinitely small beam, is no longer valid. The actual temporal profile of the pulses behind the slit is now proportional to the convolution of the tophat distribution of the chopping aperture and the approximately tophat distribution of the electron beam at the position of the chopping aperture.

In a TEM, the rms divergence angle $\sigma_{x'}$ is defined by the diameter of the C2-aperture and its distance to the center of the cavity. In the special case that the cavity is placed exactly in between the C2-aperture and a circular chopping aperture; and both apertures have the same diameter, the resulting rms pulse length is given by

$$\sigma_t = \frac{\sqrt{2} \gamma_0 m \sigma_{x'} q B_0 \sin(\Lambda/2)}{L \Lambda \cos(\phi_0) - \left( \frac{z_0}{L} - 1 \right) \Lambda \cos(\Lambda + \phi_0) + \sin \phi_0 - \sin(\Lambda + \phi_0)}.$$

Equation (61) shows that to maintain short pulses while focusing in the cavity, is it important to select the divergence angle as small as possible. Therefore, is it not only important to choose a small chopping aperture, but also a small C2-aperture, preferably of the same diameter.

5.3. Energy spread

The expression for the final energy spread $\sigma_U^f$ that describes figure 8 is obtained by evaluating equation (57) and is even more complicated than the general expression for the final transverse emittance $\epsilon_{t,x}^f$. To gain insight in the different parameters contributing to a growth in energy spread, we consider three different situations in which we substitute three different sets of assumptions in equation (57).

- We start by assuming an ideal, focused beam, i.e. substituting $\epsilon_{i,x} = \sigma_{i,x}^U = \sigma_t = 0$ in equation (57). We find

$$\sigma_U^f = \gamma_0 m v_0 \sigma_{x'} \frac{\omega_c}{\omega} \frac{z_0}{L} \Lambda \cos \phi_0 - \left( \frac{z_0}{L} - 1 \right) \Lambda \cos(\Lambda + \phi_0) + \sin \phi_0 - \sin(\Lambda + \phi_0) \right|.

This contribution is plotted in figure 8 as the white dashed curve. It has the same functional dependence on $\phi_0$ and $z_0$ as the increase in transverse emittance.
in equation (58), and can be fully eliminated using the same conjugate blanking scheme of equation (59).

• However, the energy spread also increases with the initial pulse duration $\sigma_t \neq 0$. By substituting $\sigma_x' = 0$, $\Lambda = \pi$ and $z_0 = L/2$ into equation (57), instead of $\sigma_t = 0$, we find
  \[
  \sigma_f' = \gamma_0 m v_0^2 \pi \frac{\omega^2}{\omega} \omega \sigma_t \sqrt{\cos(2\phi_0^2)}, \quad (63)
  \]
  This contribution describes the black dashed lines in figure 8b, and explains the minima in $\sigma_f'$ at $\phi_0 = \pm \frac{\pi}{4}$. At the intersection points of the black dashed lines and the white dashed curve, both the increase in transverse emittance and energy spread are eliminated simultaneously. In principle, we can exploit these 'sweet spots' by placing the slit off-axis such that phase $\phi_0 = \pm \frac{\pi}{4}$ is chopped out of the beam, see also figure 3b, followed by choosing the correct position of the crossover. In practice, the deflection coils in a TEM could be used to redirect the beam back to the optical axis.

• However, for easy switching between pulsed mode and continuous mode; and to obtain the shortest pulses, we choose to place the slit on-axis. For a beam with zero initial energy spread $\sigma_i' = 0$ and the chopping slit placed on-axis, hence $\phi_0 = \frac{1}{2} (\pi - \Lambda)$, the final energy spread is given by

  \[
  \sigma_f' = \gamma_0 m v_0^2 \sqrt{\omega_c^2 \left[ 4\sigma_x' \left( \frac{z_0}{L} - \frac{1}{2} \right)^2 \Lambda^2 + \frac{k^2 (\epsilon_i')^2}{\beta_0^2 \sigma_x'} \right] \sin^2 \left( \frac{\Lambda}{2} \right) + \omega_c^2 \sigma_t^2 \frac{(\Lambda - \sin \Lambda)}{\gamma_0^2}}. \quad (64)
  \]

Equation (64) shows three terms:

- The first term is proportional to the angular divergence $\sigma_x'$ and can be eliminated by focusing in the center of the cavity, i.e. $z_0 = \frac{L}{2}$.

- The second term scales with $k^2 \sigma_x'$ and describes the sampling of small, off-axis electric fields due to the finite size of the beam in the crossover $z = z_0$. It can be minimized by decreasing the transverse emittance of the incident beam, for instance by using a smaller C2-aperture at the expense of average current.

- The third term can be reduced by decreasing the cavity length parameter $\Lambda$. However, according to equation (24), this goes at the expense of the pulse length. When we decrease the cavity length parameter from $\Lambda = \pi$ to $\Lambda = \Lambda'$ while we simultaneously increase the magnetic field by a factor

  \[
  \frac{\omega_c'}{\omega_c} = \frac{\sin(\pi/2)}{\sin(\Lambda'/2)}, \quad (65)
  \]
  the growth in energy spread can be decreased by a factor

  \[
  \frac{\Delta \sigma_f'(\omega_c', \Lambda')}{\Delta \sigma_f(\omega_c, \pi)} = \frac{\Lambda' - \sin \Lambda'}{\pi \sin^2 \left( \frac{\Lambda'}{2} \right)} < 1, \quad \text{for } \Lambda' < \pi \quad (66)
  \]
while the short pulse length is fully maintained. Of course, the increased magnetic field in the cavity requires a higher input power. A second way to decrease the third contribution to $\sigma_f$ is to decrease the pulse length $\sigma_t$ by decreasing the divergence $\sigma_x'$ of the incident beam, see equation (61). Figure 10a shows the final energy spread $\sigma_f$ of equation (64) for a beam with no initial energy spread focused in the center of the cavity ($z_0 = L/2$) as a function of divergence angle $\sigma_x'$, for varying cavity length parameter $\Lambda$ and initial emittance $\epsilon_{n,x}$. Here we have increased the magnetic field accordingly to keep the rms pulse length $\sigma_t = 100$ fs. This is done by solving equation (61) for $B_0$ and substituting that in equation (64). The magnetic field $B_0$ required to create $\sigma_t = 100$ fs pulses for decreasing cavity length parameter $\Lambda$ is plotted in figure 10b for varying rms divergence angle $\sigma_x'$. 

Figure 10: Final energy spread $\sigma_f$ of equation (64) for a beam focused in the center of the cavity ($z_0 = L/2$) as function of divergence angle $\sigma_x'$, for varying values of cavity length and initial emittance (a). To keep the pulse length fixed at $\sigma_t = 100$ fs, the magnetic field amplitude $B_0$ in the cavity is altered accordingly (b).

Figure 10 demonstrates two methods that can be used to minimize the final energy spread of the chopped pulses. First, the final energy spread can be reduced significantly by decreasing the cavity length while simultaneously increasing the magnetic field $B_0$ to maintain short pulses. This is an effective strategy down to a cavity length parameter of $\Lambda \approx \pi/2$, below which decreasing the cavity length further becomes very expensive in terms of $B_0$, see figure 10b. Secondly, decreasing the divergence angle $\sigma_x'$ can reduce the remaining growth in energy spread even further. This is effective down to the point where the transverse emittance of the incident beam $\epsilon_{n,x}$ limits the minimum achievable final energy spread.

6. Particle tracking simulations

In the previous sections, we have used an analytical approach to show that an ideal cylindrical cavity in TM$_{110}$ mode can be used to chop a relativistic electron beam into
ultrashort electron pulses while maintaining the quality of the original beam. At this point, we want to investigate the limits of this technique in a scenario as realistic as possible. Therefore, we first implement the actual cavity geometry used in the TU/e UTEM in CST Microwave Studio \cite{33} and numerically calculate the realistic $B_y$-field and the $E_x$-field along the cavity axis. The diameters of both the entrance and the exit aperture are 3 mm.

![Graphs showing $B_y/B_0(z)$ and $E_x/B_0$](image)

Figure 11: Scatter: CST Microwave Studio simulations of the $B_y(r = 0, z)$-field (a) and $E_x(r = 0, z)$-field (b) for a realistic TM$_{110}$ cavity geometry. Solid line: double error-function fit (a) and double Gaussian fit (b).

Figure 11 shows that the actual cavity geometry results in fringe fields near the entrance and exit apertures. Figure 11a shows the on-axis $B_y$-field, which is fitted with a double error-function

$$B_y(r = 0, z) = \frac{B_{y,0}}{\text{erf}\left(\frac{L}{s}\right)} \left( \frac{1}{2} \text{erf}\left(\frac{z}{s}\right) - \frac{1}{2} \text{erf}\left(\frac{z - L}{s}\right) \right).$$

Here $B_{y,0}$ is the maximum field strength at the center of the cavity and $s$ is a fit-parameter that describes how the $B_y$-field falls off near the apertures of the cavity. Figure 11b shows the on-axis $E_x$-field, which is fitted with two Gaussians of opposite sign. When we substitute these fits into a fifth order power expansion of the solution of a cylindrical cavity, see equation (68) in appendix A, we can reconstruct all the other ($r, \varphi, z$) components of the EM field close to the cavity axis. To investigate whether the fringe fields near the cavity apertures affect the beam quality, we implement the obtained field expansions of equation (68) in the GPT-code \cite{34} for realistic particle tracking simulations. These simulations also allow us to chop a continuous electron beam using the combination of a cavity and a slit, rather than ab initio assuming a Gaussian temporal distribution. Furthermore, we can simulate a more realistic initial beam with uniform spatial and angular distributions, rather than Gaussian distributions.

In the simulations, we apply the practical lessons we learned from the Courant-Snyder model in the particle tracking simulations:
• We select RF phase $\phi_0 = \frac{1}{2}(\pi - \Lambda)$ by placing the slit on-axis to obtain the shortest pulses.

• We focus in the center of the cavity $z_0 = L/2$ to reduce the growth in transverse emittance and energy spread.

• We choose the cavity length parameter $\Lambda = \pi/2$ to reduce the remaining growth in energy spread even further while still being able to make short pulses with a realistic cavity field amplitude.

For the electron source we choose a typical 200 kV Schottky field-emission gun with a practical reduced brightness $B_r = 10^8$ A/m$^2$ sr V and rms energy spread $\sigma_U^f = 0.5$ eV. A DC current of $I = 10$ nA then results in an initial normalized transverse emittance $\epsilon_{i,n,x} = 3$ pm rad (rms). To test the validity of our theory for applications with higher currents, we also add a simulation series for $\epsilon_{i,n,x} = 100$ pm rad (rms). Furthermore, we vary the magnetic field amplitude from $B_0 = 1$ mT to $B_0 = 10$ mT in steps of 1 mT and we vary the diameter of the C2- and chopping apertures between $d = 30$ $\mu$m and $d = 10$ $\mu$m. For these parameter settings, we measure the final rms pulse length $\sigma_t$, the rms normalized transverse emittance $\epsilon_{f,n,x}$ and rms energy spread $\sigma_U^f$.

Figure 12 shows both the results of these particle tracking simulations and the results of the Courant-Snyder model. The latter have been obtained by substituting the simulated rms values for $\sigma_x$ and $\sigma_t$ in the non-simplified version of equation (64). First of all we find excellent agreement between the theoretical model and the particle tracking simulations. This gives good confidence that the derived expressions for the optical transfer matrix correctly describe the actual particle trajectories, and therefore justifies the perturbative approach of describing a TM$_{110}$ cavity as a linear optical element for electrons based on the assumptions in section 2.2. Furthermore it shows that the fringe fields due to a non-idealized cavity geometry do not significantly affect the beam dynamics. Secondly, figure 12 shows that there is a trade off between the final energy spread of the electron beam and the final pulse length. The amplitude of the magnetic field in the cavity can be used to shape the final time-energy phase space distribution, depending on the application. However above all, figure 12 demonstrates the enormous potential for RF cavity based ultrafast electron microscopy. Especially when 10 $\mu$m apertures are used in combination with a low emittance input beam of 3 pm rad, extremely short pulses can be generated with hardly any increase in energy spread. Pulses of 200 fs (rms) with $\sigma_U^f = 0.5$ are expected even for a magnetic field amplitude of only $B_0 = 1$ mT, which has already been realized at TU/e [28]. Ultimately, pulse lengths down to 20 fs (rms), combined with rms energy spread of $\sigma_U^f = 0.70$ eV are expected for $B_0 = 10$ mT. Finally, we didn’t observe any increase in normalized transverse emittance in any of the simulations in figure 12.

As for any pulsed beam, a short pulse length results in a low average current of the pulsed beam. Although the 3 GHz repetition rate of an RF cavity based UEM is several orders of magnitude higher than in conventional UEMs based on photo-emission, the low charge per pulse: 0.006 e/pulse at $I = 10$ nA for $\tau = 100$ fs, limits the average current. However, because the peak brightness of the original beam is conserved after chopping with an RF cavity, any future improvements on the continuous source will directly improve a cavity-based pulsed source as well. For example, the recent developments of new LaB$_6$-emitters which promise a brightness up to $B_r = 10^{10}$ A/m$^2$sr eV [35] are
Figure 12: GPT-simulations (○, ◦, □) and results of the Courant-Snyder model (×, ⋆, +) of the final rms energy spread $\sigma_{f}$ and final rms pulse length $\sigma_{t}$ of a spatially and temporally uniform electron beam (initial normalized rms emittance $\epsilon_{n,x}$ and initial rms energy spread $\sigma_{i} = 0.5$ eV) focused in the center of a TM$_{110}$ cavity and chopped by an on-axis aperture of diameter $d$, for various values of the cavity field amplitude $B_0 = 1, 2, ..., 10$ mT.
worth mentioning. Provided that they can be operated at sufficient current, the combination of such sources with an RF cavity could result in ultrafast electron microscopy with unprecedented spatial and temporal resolution at the average current of present-day continuous electron microscopes.

7. Conclusions

We have developed a theoretical description of resonant radiofrequency deflecting cavities in TM$_{110}$ mode as dynamic optical elements for ultrafast electron microscopy. We have derived the optical transfer matrix of an ideal pillbox cavity and have calculated the 6D phase space propagation of a Gaussian electron distribution using a Courant-Snyder formalism. We have derived closed, analytic expressions for the increase in transverse emittance and energy spread that have resulted in practical insight that can be applied directly in an experiment. We have shown that the beam quality of the incident electron beam can be maintained by proper settings of the RF phase and the position of the crossover inside the cavity. In particular, we have explained the concept of conjugate blanking for fully eliminating increase in transverse emittance. The growth in energy spread can be minimized by decreasing the cavity length and the divergence angle. The correctness of our model and the potential of RF cavities for UEM are confirmed by charged particle tracking simulations using a realistic cavity geometry, that take into account fringe fields at the cavity entrance and exit apertures. In conclusion, RF cavities in TM$_{110}$ mode allow high-repetition rate, ultrafast electron microscopy with 100 fs temporal resolution combined with the atomic resolution of a high-end TEM.
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Appendix A: Fifth order power expansion of EM fields in a cylindrical cavity in TM\(_{110}\) mode

The fifth order power expansion of the \((r, \phi, z)\) components of the EM field in a cylindrical cavity TM\(_{110}\) mode are given by:

\[
E_r = \frac{1}{192} \left\{ (192 - 24k^2r^2 + k^4r^4)E_z(0, z) + (-72r^2 + 6k^2r^4)\frac{\partial^2 E_z(0, z)}{\partial z^2} + 5r^4\frac{\partial^4 E_z(0, z)}{\partial z^4} \\
+ (-48r^2 + 4k^2r^4)k_c\frac{\partial B_y(0, z)}{\partial z} + 4r^4k_c\frac{\partial^3 B_y(0, z)}{\partial z^3} \right\} \cos \phi \cos \omega t
\]

\[
E_\phi = \frac{1}{192} \left\{ (192 - 72k^2r^2 - 5k^4r^4)E_z(0, z) + (24r^2 - 6k^2r^4)\frac{\partial^2 E_z(0, z)}{\partial z^2} - r^4\frac{\partial^4 E_z(0, z)}{\partial z^4} \\
+ (-48r^2 + 4k^2r^4)k_c\frac{\partial B_y(0, z)}{\partial z} + 4r^4k_c\frac{\partial^3 B_y(0, z)}{\partial z^3} \right\} \sin \phi \cos \omega t
\]

\[
E_z = \frac{1}{192} \cos \phi \cos \omega t \left\{ (192r - 24k^2r^3 + k^4r^5)\left( \frac{\partial E_x(0, z)}{\partial z} + k_cB_y(0, z) \right) \\
+ (-24r^4 + 2k^2r^6) \left( \frac{\partial^3 E_x(0, z)}{\partial z^3} + \frac{k_c\partial^2 B_y(0, z)}{\partial z^2} \right) + r^5 \left( \frac{\partial^5 E_x(0, z)}{\partial z^5} + k_c\frac{\partial^4 B_y(0, z)}{\partial z^4} \right) \right\}
\]

\[
B_r = \frac{1}{192} \left\{ (192 - 24k^2r^2 + k^4r^4)B_y(0, z) + (-72r^2 + 6k^2r^4)\frac{\partial^2 B_y(0, z)}{\partial z^2} + 5r^4\frac{\partial^4 B_y(0, z)}{\partial z^4} \\
+ (48r^2 - 4k^2r^4)k\frac{\partial E_x(0, z)}{c\partial z} - 4r^4k\frac{\partial^3 E_x(0, z)}{c\partial z^3} \right\} \sin \phi \sin \omega t
\]

\[
B_\phi = \frac{1}{192} \left\{ (192 - 72k^2r^2 + 5k^4r^4)B_y(0, z) + (-24r^2 + 6k^2r^4)\frac{\partial^2 B_y(0, z)}{\partial z^2} + r^4\frac{\partial^4 B_y(0, z)}{\partial z^4} \\
+ (-48r^2 + 4k^2r^4)k\frac{\partial E_x(0, z)}{c\partial z} + 4r^4k\frac{\partial^3 E_x(0, z)}{c\partial z^3} \right\} \cos \phi \sin \omega t
\]

\[
B_z = \frac{1}{192} \sin \phi \sin \omega t \left\{ (192r - 24k^2r^3 + k^4r^5)\left( \frac{\partial B_y(0, z)}{\partial z} - \frac{k}{c}E_x(0, z) \right) \\
+ (-24r^4 + 2k^2r^6) \left( \frac{\partial^3 B_y(0, z)}{\partial z^3} - \frac{k}{c}\frac{\partial^2 E_x(0, z)}{\partial z^2} \right) + r^5 \left( \frac{\partial^5 B_y(0, z)}{\partial z^5} - \frac{k}{c}\frac{\partial^4 E_x(0, z)}{\partial z^4} \right) \right\},
\]

in which \(E_z(0, z)\) and \(B_y(0, z)\) are the on-axis electric and magnetic field amplitudes. Describing the cavity using these field expansions rather than a 6D field map results into 10-20 times faster particle tracking simulations.