Abstract
This paper is a tutorial for eigenvalue and generalized eigenvalue problems. We first introduce eigenvalue problem, eigen-decomposition (spectral decomposition), and generalized eigenvalue problem. Then, we mention the optimization problems which yield to the eigenvalue and generalized eigenvalue problems. We also provide examples from machine learning, including principal component analysis, kernel supervised principal component analysis, and Fisher discriminant analysis, which result in eigenvalue and generalized eigenvalue problems. Finally, we introduce the solutions to both eigenvalue and generalized eigenvalue problems.

1. Introduction
Eigenvalue and generalized eigenvalue problems play important roles in different fields of science, including machine learning, physics, statistics, and mathematics. In eigenvalue problem, the eigenvectors of a matrix represent the most important and informative directions of that matrix. For example, if the matrix is a covariance matrix of data, the eigenvectors represent the directions of the spread or variance of data and the corresponding eigenvalues are the magnitude of the spread in these directions (Jolliffe, 2011). In generalized eigenvalue problem, these directions are impacted by another matrix. If the other matrix is the identity matrix, this impact is canceled and we will have the eigenvalue problem capturing the directions of the maximum spread.

In this paper, we introduce the eigenvalue problem and generalized eigenvalue problem and we introduce their solutions. We also introduce the optimization problems which yield to the eigenvalue and generalized eigenvalue problems. Some examples of these optimization problems in machine learning are also introduced for better illustration. The examples include principal component analysis, kernel supervised principal component analysis, and Fisher discriminant analysis.

2. Introducing Eigenvalue and Generalized Eigenvalue Problems
In this section, we introduce the eigenvalue problem and generalized eigenvalue problem.

2.1. Eigenvalue Problem
The eigenvalue problem (Wilkinson, 1965; Golub & Van Loan, 2012) of a symmetric matrix $A \in \mathbb{R}^{d \times d}$ is defined as:

$$A\phi_i = \lambda_i \phi_i, \quad \forall i \in \{1, \ldots, d\}, \quad (1)$$

and in matrix form, it is:

$$A\Phi = \Phi \Lambda, \quad (2)$$

where the columns of $\mathbb{R}^{d \times d} \ni \Phi := [\phi_1, \ldots, \phi_d]$ are the eigenvectors and diagonal elements of $\mathbb{R}^{d \times d} \ni \Lambda := \text{diag}([\lambda_1, \ldots, \lambda_d]^T)$ are the eigenvalues. Note that $\phi_i \in \mathbb{R}^d$ and $\lambda_i \in \mathbb{R}$.

Note that for eigenvalue problem, the matrix $A$ can be non-symmetric. If the matrix is symmetric, its eigenvectors are orthogonal/orthonormal and if it is non-symmetric, its eigenvectors are not orthogonal/orthonormal.
The Eq. (2) can be restated as:

$$A \Phi = \Phi \Lambda \Rightarrow A \Phi \Phi^T I = \Phi \Lambda \Phi^T I$$

$$\Rightarrow A = \Phi \Lambda \Phi^T = \Phi \Lambda \Phi^{-1},$$

(3)

where $\Phi^T = \Phi^{-1}$ because $\Phi$ is an orthogonal matrix. Moreover, note that we always have $\Phi^T \Phi = I$ for orthogonal $\Phi$ but we only have $\Phi \Phi^T = I$ if “all” the columns of the orthogonal $\Phi$ exist (it is not truncated, i.e., it is a square matrix). The Eq. (3) is referred to as “eigendecomposition”, “eigen-decomposition”, or “spectral decomposition”. Note that the eigendecomposition is completely related to the singular value decomposition. This relation is discussed in Appendix A.

2.2. Generalized Eigenvalue Problem

The generalized eigenvalue problem (Parlett, 1998; Golub & Van Loan, 2012) of two symmetric matrices $A \in \mathbb{R}^{d \times d}$ and $B \in \mathbb{R}^{d \times d}$ is defined as:

$$A \phi_i = \lambda_i B \phi_i, \quad \forall i \in \{1, \ldots, d\},$$

(4)

and in matrix form, it is:

$$A \Phi = B \Phi \Lambda,$$

(5)

where the columns of $\mathbb{R}^{d \times d} \ni \Phi := [\phi_1, \ldots, \phi_d]$ are the eigenvectors and diagonal elements of $\mathbb{R}^{d \times d} \ni \Lambda := \text{diag}([\lambda_1, \ldots, \lambda_d]^T)$ are the eigenvalues. Note that $\phi_i \in \mathbb{R}^d$ and $\lambda_i \in \mathbb{R}$.

The generalized eigenvalue problem of Eq. (4) or (5) is denoted by $(A, B)$. The $(A, B)$ is called “pair” or “pencil” (Parlett, 1998). The order in the pair matters. The $\Phi$ and $\Lambda$ are called the generalized eigenvectors and eigenvalues of $(A, B)$. The $(\Phi, \Lambda)$ or $(\phi_i, \lambda_i)$ is called the “eigenpair” of the pair $(A, B)$ in the literature (Parlett, 1998).

Comparing Eqs. (1) and (4) or Eqs. (2) and (5) shows that the eigenvalue problem is a special case of the generalized eigenvalue problem where $B = I$.

3. Eigenvalue Optimization

In this section, we introduce the optimization problems which yield to the eigenvalue problem.

3.1. Optimization Form 1

Consider the following optimization problem with the variable $\phi \in \mathbb{R}^d$:

$$\text{maximize} \quad \phi^T A \phi,$$

$$\text{subject to} \quad \phi^T \phi = 1,$$

(6)

where $A \in \mathbb{R}^{d \times d}$. The Lagrangian (Boyd & Vandenberghe, 2004) for Eq. (6) is:

$$\mathcal{L} = \phi^T A \phi - \lambda (\phi^T \phi - 1),$$

where $\lambda \in \mathbb{R}$ is the Lagrange multiplier. Equating the derivative of Lagrangian to zero gives us:

$$\mathbb{R}^d \ni \frac{\partial \mathcal{L}}{\partial \phi} = 2 A \phi - 2 \lambda \Phi = 0 \Rightarrow A \phi = \lambda \phi,$$

which is an eigenvalue problem for $A$ according to Eq. (1). The $\phi$ is the eigenvector of $A$ and the $\lambda$ is the eigenvalue.

As the Eq. (6) is a maximization problem, the eigenvector is the one having the largest eigenvalue. If the Eq. (6) is a minimization problem, the eigenvector is the one having the smallest eigenvalue.

It is noteworthy that in Eq. (6) or the next optimization forms which will be discussed, the constraint can be set to any constant and it should not be necessarily 1. The reason is that when we take derivative of the Lagrangian with respect to the optimization variable and set it to zero, the derivative of constant becomes zero regardless of its value.

3.2. Optimization Form 2

Consider the following optimization problem with the variable $\Phi \in \mathbb{R}^{d \times d}$:

$$\text{maximize} \quad \text{tr}(\Phi^T A \Phi),$$

$$\text{subject to} \quad \Phi^T \Phi = I,$$

(7)

where $A \in \mathbb{R}^{d \times d}$, the $\text{tr}(\cdot)$ denotes the trace of matrix, and $I$ is the identity matrix. Note that according to the properties of trace, the objective function can be any of these: $\text{tr}(\Phi^T A \Phi) = \text{tr}(\Phi \Phi^T A) = \text{tr}(A \Phi \Phi^T)$.

The Lagrangian (Boyd & Vandenberghe, 2004) for Eq. (7) is:

$$\mathcal{L} = \text{tr}(\Phi^T A \Phi) - \text{tr}(\Lambda^T (\Phi^T \Phi - I)),$$

(8)

where $\Lambda \in \mathbb{R}^{d \times d}$ is a diagonal matrix whose entries are the Lagrange multipliers. See Appendix B for proof of why the Lagrange multiplier matrix is diagonal.

Equating derivative of $\mathcal{L}$ to zero gives us:

$$\mathbb{R}^{d \times d} \ni \frac{\partial \mathcal{L}}{\partial \Phi} = 2 A \Phi - 2 \Phi \Lambda \Rightarrow 0 \Rightarrow A \Phi = \Phi \Lambda,$$

(9)

which is an eigenvalue problem for $A$ according to Eq. (2). The columns of $\Phi$ are the eigenvectors of $A$ and the diagonal elements of $\Lambda$ are the eigenvalues.

As the Eq. (7) is a maximization problem, the eigenvalues and eigenvectors in $\Lambda$ and $\Phi$ are sorted from the largest to smallest eigenvalues. If the Eq. (7) is a minimization problem, the eigenvalues and eigenvectors in $\Lambda$ and $\Phi$ are sorted from the smallest to largest eigenvalues (see Appendix C).
3.3. Optimization Form 3

Consider the following optimization problem with the variable \( \phi \in \mathbb{R}^d \):

\[
\begin{align*}
\min_{\phi} & \quad \|X - \phi \phi^T X\|_F^2, \\
\text{subject to} & \quad \phi^T \phi = 1,
\end{align*}
\]

(10)

where \( X \in \mathbb{R}^{d \times n} \) and \( \| \cdot \|_F \) denotes the Frobenius norm of matrix.

The objective function in Eq. (10) is simplified as:

\[
\begin{align*}
\|X - \phi \phi^T X\|_F^2 &= \operatorname{tr}((X - \phi \phi^T X)^T (X - \phi \phi^T X)) \\
&= \operatorname{tr}((X^T - X^T \phi \phi^T)(X - \phi \phi^T X)) \\
&= \operatorname{tr}(X^T X - 2X^T \phi \phi^T X + X^T \phi \phi^T \phi^T X) \\
&= \operatorname{tr}(X^T X - X^T \phi \phi^T X) \\
&= \operatorname{tr}(X^T X) - \operatorname{tr}(X^T \phi \phi^T X) \\
&= \operatorname{tr}(X^T X) - \operatorname{tr}(XX^T \phi \phi^T),
\end{align*}
\]

which \((a)\) is because of the cyclic property of trace. The Lagrangian (Boyd & Vandenberghe, 2004) is:

\[
\begin{align*}
\mathcal{L} &= \|X - \phi \phi^T X\|_F^2 - \lambda (\phi^T \phi - 1) \\
&= \operatorname{tr}(X^T X) - \operatorname{tr}(XX^T \phi \phi^T) - \lambda (\phi^T \phi - 1),
\end{align*}
\]

where \(\lambda\) is the Lagrange multiplier. Equating the derivative of \(\mathcal{L}\) to zero gives:

\[
\mathbb{R}^d \ni \frac{\partial \mathcal{L}}{\partial \phi} = 2XX^T \phi - 2\lambda \phi \overset{\text{set}}{=} 0
\]

\[
\implies XX^T \phi = \lambda \phi \overset{(a)}{=} A \phi = \lambda \phi,
\]

where \((a)\) is because we take \(\mathbb{R}^{d \times d} \ni A = XX^T\). The \(A \phi = \lambda \phi\) is an eigenvalue problem for \(A\) according to Eq. (1). The \(\phi\) is the eigenvector of \(A\) and the \(\lambda\) is the eigenvalue.

3.4. Optimization Form 4

Consider the following optimization problem with the variable \( \Phi \in \mathbb{R}^{d \times d} \):

\[
\begin{align*}
\min_{\Phi} & \quad \|X - \Phi \Phi^T X\|_F^2, \\
\text{subject to} & \quad \Phi^T \Phi = I, \quad \Phi \neq 0
\end{align*}
\]

(11)

where \( X \in \mathbb{R}^{d \times n} \).

Similar to what we had for Eq. (10), the objective function in Eq. (11) is simplified as:

\[
\|X - \Phi \Phi^T X\|_F^2 = \operatorname{tr}(X^T X - XX^T \Phi \Phi^T)
\]

The Lagrangian (Boyd & Vandenberghe, 2004) is:

\[
\begin{align*}
\mathcal{L} &= \|X - \Phi \Phi^T X\|_F^2 - \operatorname{tr}(A^T (\Phi^T \Phi - I)) \\
&= \operatorname{tr}(X^T X) - \operatorname{tr}(XX^T \Phi \Phi^T) \\
&\quad - \operatorname{tr}(A^T (\Phi^T \Phi - I)),
\end{align*}
\]

where \(A \in \mathbb{R}^{d \times d}\) is a diagonal matrix (see Appendix B) including Lagrange multipliers. Equating the derivative of \(\mathcal{L}\) to zero gives:

\[
\mathbb{R}^{d \times d} \ni \frac{\partial \mathcal{L}}{\partial \Phi} = 2XX^T - 2\Phi \Lambda \overset{\text{set}}{=} 0
\]

\[
\implies XX^T \Phi = \Phi \Lambda \implies A \Phi = \Phi \Lambda,
\]

which is an eigenvalue problem for \(A\) according to Eq. (2). The columns of \(\Phi\) are the eigenvectors of \(A\) and the diagonal elements of \(\Lambda\) are the eigenvalues.

3.5. Optimization Form 5

Consider the following optimization problem with the variable \( \phi \in \mathbb{R}^d \):

\[
\begin{align*}
\max_{\phi} & \quad \phi^T A \phi, \\
\text{subject to} & \quad \phi^T \phi = 1,
\end{align*}
\]

(12)

According to the Rayleigh-Ritz quotient method (Coot, 2005), this optimization problem can be restated as (see Appendix D):

\[
\begin{align*}
\max_{\phi} & \quad \phi^T A \phi, \\
\text{subject to} & \quad \phi^T \phi = 1,
\end{align*}
\]

(13)

The Lagrangian (Boyd & Vandenberghe, 2004) is:

\[
\begin{align*}
\mathcal{L} &= \phi^T A \phi - \lambda (\phi^T \phi - 1),
\end{align*}
\]

where \(\lambda\) is the Lagrange multiplier. Equating the derivative of \(\mathcal{L}\) to zero gives:

\[
\begin{align*}
\frac{\partial \mathcal{L}}{\partial \phi} &= 2A \phi - 2\lambda \phi \overset{\text{set}}{=} 0 \\
\implies 2A \phi &= 2\lambda \phi \implies A \phi = \lambda \phi,
\end{align*}
\]

which is an eigenvalue problem for \(A\) according to Eq. (1). The \(\phi\) is the eigenvector of \(A\) and the \(\lambda\) is the eigenvalue.

As the Eq. (12) is a maximization problem, the eigenvector is the one having the largest eigenvalue. If the Eq. (12) is a minimization problem, the eigenvector is the one having the smallest eigenvalue.

4. Generalized Eigenvalue Optimization

In this section, we introduce the optimization problems which yield to the generalized eigenvalue problem.
4.1. Optimization Form 1

Consider the following optimization problem with the variable \( \phi \in \mathbb{R}^d \):

\[
\begin{align*}
\text{maximize} & \quad \phi^\top A \phi, \\
\text{subject to} & \quad \phi^\top B \phi = 1,
\end{align*}
\]

where \( A \in \mathbb{R}^{d \times d} \) and \( B \in \mathbb{R}^{d \times d} \). The Lagrangian (Boyd & Vandenberghe, 2004) for Eq. (14) is:

\[
\mathcal{L} = \phi^\top A \phi - \lambda (\phi^\top B \phi - 1),
\]

where \( \lambda \in \mathbb{R} \) is the Lagrange multiplier. Equating the derivative of Lagrangian to zero gives us:

\[
\mathbb{R}^d \ni \frac{\partial \mathcal{L}}{\partial \phi} = 2A\phi - 2\lambda B\phi \quad \Rightarrow \quad A\phi = \lambda B\phi,
\]

which is a generalized eigenvalue problem \((A, B)\) according to Eq. (4). The \( \phi \) is the eigenvector and the \( \lambda \) is the eigenvalue for this problem.

As the Eq. (14) is a maximization problem, the eigenvector is the one having the largest eigenvalue. If the Eq. (14) is a minimization problem, the eigenvector is the one having the smallest eigenvalue.

Comparing Eqs. (6) and (14) shows that eigenvalue problem is a special case of generalized eigenvalue problem where \( B = I \).

4.2. Optimization Form 2

Consider the following optimization problem with the variable \( \Phi \in \mathbb{R}^{d \times d} \):

\[
\begin{align*}
\text{maximize} & \quad \text{tr}(\Phi^\top A \Phi), \\
\text{subject to} & \quad \Phi^\top B \Phi = I,
\end{align*}
\]

where \( A \in \mathbb{R}^{d \times d} \) and \( B \in \mathbb{R}^{d \times d} \). Note that according to the properties of trace, the objective function can be any of these: \( \text{tr}(\Phi^\top A \Phi) = \text{tr}(\Phi A \Phi^\top) = \text{tr}(A \Phi \Phi^\top) \).

The Lagrangian (Boyd & Vandenberghe, 2004) for Eq. (15) is:

\[
\mathcal{L} = \text{tr}(\Phi^\top A \Phi) - \text{tr}(A^\top (B \Phi - I)),
\]

where \( A \in \mathbb{R}^{d \times d} \) is a diagonal matrix (see Appendix B) whose entries are the Lagrange multipliers. Equating derivative of \( \mathcal{L} \) to zero gives us:

\[
\mathbb{R}^{d \times d} \ni \frac{\partial \mathcal{L}}{\partial \Phi} = 2A\Phi - 2B\Phi \Lambda \quad \Rightarrow \quad A\Phi = B\Phi \Lambda,
\]

which is an eigenvalue problem \((A, B)\) according to Eq. (5). The columns of \( \Phi \) are the eigenvectors of \( A \) and the diagonal elements of \( \Lambda \) are the eigenvalues.

As the Eq. (15) is a maximization problem, the eigenvalues and eigenvectors in \( \Lambda \) and \( \Phi \) are sorted from the largest to smallest eigenvalues. If the Eq. (15) is a minimization problem, the eigenvalues and eigenvectors in \( \Lambda \) and \( \Phi \) are sorted from the smallest to largest eigenvalues (see Appendix C).

4.3. Optimization Form 3

Consider the following optimization problem (Parlett, 1998) with the variable \( \phi \in \mathbb{R}^d \):

\[
\begin{align*}
\text{maximize} & \quad \phi^\top A \phi, \\
\text{subject to} & \quad \phi^\top B \phi = 1,
\end{align*}
\]

According to the generalized Rayleigh-Ritz quotient method (Croot, 2005), this optimization problem can be restated as (see Appendix D):

\[
\begin{align*}
\text{maximize} & \quad \phi^\top A \phi, \\
\text{subject to} & \quad \phi^\top B \phi = 1,
\end{align*}
\]

The Lagrangian (Boyd & Vandenberghe, 2004) is:

\[
\mathcal{L} = \phi^\top A \phi - \lambda (\phi^\top B \phi - 1),
\]

where \( \lambda \) is the Lagrange multiplier. Equating the derivative of \( \mathcal{L} \) to zero gives:

\[
\frac{\partial \mathcal{L}}{\partial \phi} = 2A\phi - 2\lambda B\phi \quad \Rightarrow \quad 2A\phi = 2\lambda B\phi \quad \Rightarrow \quad A\phi = \lambda B\phi,
\]

which is a generalized eigenvalue problem \((A, B)\) according to Eq. (4). The \( \phi \) is the eigenvector and the \( \lambda \) is the eigenvalue.

As the Eq. (16) is a maximization problem, the eigenvector is the one having the largest eigenvalue. If the Eq. (16) is a minimization problem, the eigenvector is the one having the smallest eigenvalue.

5. Examples for the Optimization Problems

In this section, we introduce some examples in machine learning which use the introduced optimization problems.

5.1. Examples for Eigenvalue Problem

5.1.1. Variance in Principal Component Analysis

In Principal Component Analysis (PCA) (Pearson, 1901; Friedman et al., 2009), if we want to project onto one vector (one-dimensional PCA subspace), the problem is:

\[
\begin{align*}
\text{maximize} & \quad u^\top S u, \\
\text{subject to} & \quad u^\top u = 1,
\end{align*}
\]
where \( u \) is the projection direction and \( S \) is the covariance matrix. Therefore, \( u \) is the eigenvector of \( S \) with the largest eigenvalue.

If we want to project onto a PCA subspace spanned by several directions, we have:

\[
\begin{align*}
\text{maximize} & \quad \text{tr}(U^\top S U), \\
\text{subject to} & \quad U^\top U = I,
\end{align*}
\]

(19)

where the columns of \( U \) span the PCA subspace.

5.1.2. RECONSTRUCTION IN PRINCIPAL COMPONENT ANALYSIS

We can look at PCA with another perspective: PCA is the best linear projection which has the smallest reconstruction error. If we have one PCA direction, the projection is \( u^\top X \) and the reconstruction is \( uu^\top X \). We want the error between the reconstructed data and the original data to be minimized:

\[
\begin{align*}
\text{minimize} & \quad ||X - uu^\top X||_F^2, \\
\text{subject to} & \quad u^\top u = 1.
\end{align*}
\]

(20)

Therefore, \( u \) is the eigenvector of the covariance matrix \( S = XX^\top \) (the \( X \) is already centered by removing its mean).

If we consider several PCA directions, i.e., the columns of \( U \), the minimization of the reconstruction error is:

\[
\begin{align*}
\text{minimize} & \quad ||X - UU^\top X||_F^2, \\
\text{subject to} & \quad U^\top U = I.
\end{align*}
\]

(21)

Thus, the columns of \( U \) are the eigenvectors of the covariance matrix \( S = XX^\top \) (the \( X \) is already centered by removing its mean).

5.2. Examples for Generalized Eigenvalue Problem

5.2.1. KERNEL SUPERVISED PRINCIPAL COMPONENT ANALYSIS

Kernel Supervised PCA (SPCA) (Barshan et al., 2011) uses the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \text{tr}(\Theta^\top K_x H K_y H K_x \Theta), \\
\text{subject to} & \quad \Theta^\top K_x \Theta = I,
\end{align*}
\]

(22)

where \( K_x \) and \( K_y \) are the kernel matrices over the training data and the labels of the training data, respectively, the \( H \) := \( I - (1/n)11^\top \) is the centering matrix, and the columns of \( \Theta \) span the kernel SPCA subspace.

According to Eq. (15), the solution to Eq. (22) is:

\[
K_x H K_y H K_x \Theta = K_x \Theta \Lambda,
\]

(23)

which is the generalized eigenvalue problem \( (K_x H K_y H K_x, K_x) \) according to Eq. (5) where the \( \Theta \) and \( \Lambda \) are the eigenvector and eigenvalue matrices, respectively.

5.2.2. FISHER DISCRIMINANT ANALYSIS

Another example is Fisher Discriminant Analysis (FDA) (Fisher, 1936; Friedman et al., 2009) in which the Fisher criterion (Xu & Lu, 2006) is maximized:

\[
\begin{align*}
\text{maximize} & \quad w^\top S_B w / w^\top S_W w, \\
\text{subject to} & \quad w^\top S_B w = 1,
\end{align*}
\]

(24)

where \( w \) is the projection direction and \( S_B \) and \( S_W \) are between- and within-class scatters:

\[
\begin{align*}
S_B & = \sum_{j=1}^c \sum_{i=1}^{n_j} (\mu_i - \mu)(\mu_i - \mu)^\top, \\
S_W & = \sum_{j=1}^c \sum_{i=1}^{n_j} (x_{j,i} - \mu)(x_{j,i} - \mu)^\top,
\end{align*}
\]

(25)

(26)

\( c \) is the number of classes, \( n_j \) is the sample size of the \( j \)-th class, \( x_{j,i} \) is the \( i \)-th data point in the \( j \)-th class, \( \mu_i \) is the mean of the \( i \)-th class, and \( \mu \) is the total mean.

According to Rayleigh-Ritz quotient method (Coot, 2005), the optimization problem in Eq. (24) can be restated as:

\[
\begin{align*}
\text{maximize} & \quad w^\top S_B w, \\
\text{subject to} & \quad w^\top S_W w = 1.
\end{align*}
\]

(27)

The Lagrangian (Boyd & Vandenberghe, 2004) is:

\[
\mathcal{L} = w^\top S_B w - \lambda(w^\top S_W w - 1),
\]

where \( \lambda \) is the Lagrange multiplier. Equating the derivative of \( \mathcal{L} \) to zero gives:

\[
\frac{\partial \mathcal{L}}{\partial w} = 2S_B w - 2\lambda S_W w \overset{\text{def}}{=} 0
\]

\[
\implies 2S_B w = 2\lambda S_W w \implies S_B w = \lambda S_W w,
\]

which is a generalized eigenvalue problem \( (S_B, S_W) \) according to Eq. (4). The \( w \) is the eigenvector with the largest eigenvalue and the \( \lambda \) is the corresponding eigenvalue.

6. Solution to Eigenvalue Problem

In this section, we introduce the solution to the eigenvalue problem. Consider the Eq. (1):

\[
A \phi_i = \lambda_i \phi_i \implies (A - \lambda_i I) \phi_i = 0,
\]

(28)

which is a linear system of equations. According to Cramer’s rule, a linear system of equations has non-trivial solutions if and only if the determinant vanishes. Therefore:

\[
\text{det}(A - \lambda_i I) = 0,
\]

(29)

where \( \text{det}(\cdot) \) denotes the determinant of matrix. The Eq. (29) gives us a \( d \)-degree polynomial equation which has \( d \)
roots (answers). Note that if the $A$ is not full rank (if it is a singular matrix), some of the roots will be zero. Moreover, if $A$ is positive semi-definite, i.e., $A \succeq 0$, all the roots are non-negative.

The roots (answers) from Eq. (29) are the eigenvalues of $A$. After finding the roots, we put every answer in Eq. (28) and find its corresponding eigenvector, $\phi_i \in \mathbb{R}^d$. Note that putting the root in Eq. (28) gives us a vector which can be normalized because the direction of the eigenvector is important and not its magnitude. The information of magnitude exists in its corresponding eigenvalue.

7. Solution to Generalized Eigenvalue Problem

In this section, we introduce the solution to the generalized eigenvalue problem. Recall the Eq. (16) again:

$$\maximize \phi \; \frac{\phi^\top A \phi}{\phi^\top B \phi}.$$ 

Let $\rho$ be this fraction named Rayleigh quotient (Croot, 2005):

$$\rho(u; A, B) := \frac{u^\top A u}{u^\top B u}, \quad \forall u \neq 0. \quad (30)$$

The $\rho$ is stationary at $\phi \neq 0$ if and only if:

$$(A - \lambda B) \phi = 0, \quad (31)$$

for some scalar $\lambda$ (Parlett, 1998). The Eq. (31) is a linear system of equations. This system of equations can also be obtained from the Eq. (4):

$$A \phi_i = \lambda_i B \phi_i \implies (A - \lambda_i B) \phi_i = 0. \quad (32)$$

As we mentioned earlier, eigenvalue problem is a special case of generalized eigenvalue problem (where $B = I$) which is obvious by comparing Eqs. (28) and (32).

According to Cramer’s rule, a linear system of equations has non-trivial solutions if and only if the determinant vanishes. Therefore:

$$\det(A - \lambda_i B) = 0. \quad (33)$$

Similar to the explanations for Eq. (29), we can solve for the roots of Eq. (33). However, note that the Eq. (33) is obtained from Eq. (4) or (16) where only one eigenvector $\phi$ is considered.

For solving Eq. (5) in general case, there exist two solutions for the generalized eigenvalue problem one of which is a quick and dirty solution and the other is a rigorous method. Both of the methods are explained in the following.

7.1. The Quick & Dirty Solution

Consider the Eq. (5) again:

$$A \Phi = B \Phi \Lambda.$$ 

If $B$ is not singular (is invertible), we can left-multiply the expressions by $B^{-1}$:

$$B^{-1} A \Phi = \Phi \Lambda \implies C \Phi = \Phi \Lambda, \quad (34)$$

where $(a)$ is because we take $C = B^{-1} A$. The Eq. (34) is the eigenvalue problem for $C$ according to Eq. (2) and can be solved using the approach of Eq. (29).

Note that even if $B$ is singular, we can use a numeric hack (which is a little dirty) and slightly strengthen its main diagonal in order to make it full rank:

$$(B + \varepsilon I)^{-1} A \Phi = \Phi \Lambda \implies C \Phi = \Phi \Lambda, \quad (35)$$

where $\varepsilon$ is a very small positive number, e.g., $\varepsilon = 10^{-5}$, large enough to make $B$ full rank.

7.2. The Rigorous Solution

Consider the Eq. (5) again:

$$A \Phi = B \Phi \Lambda.$$ 

There exists a rigorous method to solve the generalized eigenvalue problem (Wang, 2015) which is explained in the following.

Consider the eigenvalue problem for $B$:

$$B \Phi_B = \Phi_B \Lambda_B, \quad (36)$$

where $\Phi_B$ and $\Lambda_B$ are the eigenvector and eigenvalue matrices of $B$, respectively. Then, we have:

$$B \Phi_B = \Phi_B \Lambda_B \implies \Phi_B^{-1} B \Phi_B = \Phi_B^{-1} \Phi_B \Lambda_B = \Lambda_B \quad \overset{(a)}{\implies} \Phi_B^\top B \Phi_B = \Lambda_B, \quad (37)$$

where $(a)$ is because $\Phi_B$ is an orthogonal matrix (its columns are orthonormal) and thus $\Phi_B^{-1} = \Phi_B^\top$.

We multiply $\Lambda_B^{-1/2}$ to equation (37) from left and right hand sides:

$$\Lambda_B^{-1/2} \Phi_B^\top B \Phi_B \Lambda_B^{-1/2} = \Lambda_B^{-1/2} \Lambda_B \Lambda_B^{-1/2} = I, \quad \overset{(a)}{\implies} \Phi_B^\top B \Phi_B = I,$$

where:

$$\Phi_B := \Phi_B \Lambda_B^{-1/2}. \quad (38)$$

We define $\tilde{A}$ as:

$$\tilde{A} := \Phi_B^\top A \Phi_B. \quad (39)$$
The $\tilde{A}$ is symmetric because:

$$\tilde{A}^\top = (\tilde{\Phi}_B A \tilde{\Phi}_B)^\top \overset{(a)}{=} \tilde{\Phi}_B A \tilde{\Phi}_B = \tilde{A},$$

where $(a)$ notices that $A$ is symmetric.

The eigenvalue problem for $\tilde{A}$ is:

$$\tilde{A} \Phi_A = \Phi_A \Lambda_A,$$

where $\Phi_A$ and $\Lambda_A$ are the eigenvector and eigenvalue matrices of $\tilde{A}$. Left-multiplying $\Phi_A^{-1}$ to equation (40) gives us:

$$\Phi_A^{-1} \tilde{A} \Phi_A = \Phi_A^{-1} \Phi_A \Lambda_A \overset{(a)}{=} \Phi_A^{-1} A \Phi_A = \Lambda_A$$

(41)

where $(a)$ is because $\Phi_A$ is an orthogonal matrix (its columns are orthonormal), so $\Phi_A^{-1} = \Phi_A^\top$. Note that $\Phi_A$ is an orthogonal matrix because $\tilde{A}$ is symmetric (if the matrix is symmetric, its eigenvectors are orthogonal/orthonormal). The equation (41) is diagonalizing the matrix $\tilde{A}$.

Plugging equation (39) in equation (41) gives us:

$$\Phi_A^\top \tilde{\Phi}_B A \Phi_B \Phi_A = \Lambda_A$$

$$\overset{(38)}{=} \Phi_A^\top \Phi_B A \Phi_B \Lambda_B^{-1/2} \Phi_A = \Lambda_A$$

$$\implies \Phi_A^\top A \Phi_A = \Lambda_A.$$  

(42)

where:

$$\Phi := \tilde{\Phi}_B \Phi_A = \Phi_B \Lambda_B^{-1/2} \Phi_A.$$  

(43)

The $\Phi$ also diagonalizes $B$ because ($I$ is a diagonal matrix):

$$\Phi^\top B \Phi \overset{(43)}{=} (\Phi_B \Lambda_B^{-1/2} \Phi_A)^\top B (\Phi_B \Lambda_B^{-1/2} \Phi_A)$$

$$= \Phi_A^\top \Lambda_B^{-1/2} (\Phi_B^\top B \Phi_B) \Lambda_B^{-1/2} \Phi_A$$

$$\overset{(37)}{=} \Phi_A^\top \Lambda_B^{-1/2} \Lambda_B \Lambda_B^{-1/2} \Phi_A = \Phi_A^\top \Phi_A$$

$$\overset{(a)}{=} \Phi_A^{-1} \Phi_A = I,$$

(44)

where $(a)$ is because $\Phi_A$ is an orthogonal matrix. From equation (44), we have:

$$\Phi^\top B \Phi = I \implies \Phi^\top B \Phi \Lambda_A = \Lambda_A$$

$$\overset{(42)}{=} \Phi^\top B \Phi \Lambda_A = \Lambda_A \Phi \Phi^\top$$

$$\overset{(a)}{=} B \Phi \Lambda_A = \Lambda_A \Phi,$$

(45)

where $(a)$ is because $\Phi \neq 0$.

Comparing equations (5) and (45) shows us:

$$\Lambda_A = \Lambda.$$  

(46)

To summarize, for finding $\Phi$ and $\Lambda$ in Eq. (5), we do the following steps (note that $A$ and $B$ are given):

1. From Eq. (36), we find $\Phi_B$ and $\Lambda_B$.
2. From Eq. (38), we find $\Phi_B$. In case $\Lambda_B^{1/2}$ is singular in Eq. (38), we can use the numeric hack $\Phi_B \approx \Phi_B (\Lambda_B^{1/2} + \epsilon I)^{-1}$ where $\epsilon$ is a very small positive number, e.g., $\epsilon = 10^{-5}$. large enough to make $\Lambda_B^{1/2}$ full rank.
3. From Eq. (39), we find $\tilde{A}$.
4. From Eq. (40), we find $\Phi_A$ and $\Lambda_A$. From Eq. (46), $\Lambda$ is found.
5. From Eq. (43), we find $\Phi$.

The above instructions are given as an algorithm in Algorithm 1.

Algorithm 1: Solution to the generalized eigenvalue problem $A \Phi = B \Phi \Lambda$.

1. From Eq. (36), we find $\Phi_B$ and $\Lambda_B$.
2. From Eq. (38), we find $\Phi_B$. In case $\Lambda_B^{1/2}$ is singular in Eq. (38), we can use the numeric hack $\Phi_B \approx \Phi_B (\Lambda_B^{1/2} + \epsilon I)^{-1}$ where $\epsilon$ is a very small positive number, e.g., $\epsilon = 10^{-5}$. large enough to make $\Lambda_B^{1/2}$ full rank.
3. From Eq. (39), we find $\tilde{A}$.
4. From Eq. (40), we find $\Phi_A$ and $\Lambda_A$. From Eq. (46), $\Lambda$ is found.
5. From Eq. (43), we find $\Phi$.

8. Conclusion

This paper was a tutorial paper introducing the eigenvalue and generalized eigenvalue problems. The problems were introduced, their optimization problems were mentioned, and some examples from machine learning were provided for them. Moreover, the solution to the eigenvalue and generalized eigenvalue problems were introduced.

A. Relation of Eigenvalue and Singular Value Decompositions

Consider a matrix $A \in \mathbb{R}^{n \times n}$. Singular Value Decomposition (SVD) (Stewart, 1993) is one of the most well-known and effective matrix decomposition methods. It has two different forms, i.e., complete and incomplete. There are different methods for obtaining this decomposition, one of which is Jordan’s algorithm (Stewart, 1993). Here, we do not explain how to obtain SVD but we introduce different forms of SVD and their properties.

The “complete SVD” decomposes the matrix as:

$$\mathbb{R}^{n \times n} \ni A = U \Sigma V^\top,$$

(47)

$$U \in \mathbb{R}^{n \times n}, \ V \in \mathbb{R}^{n \times n}, \ \Sigma \in \mathbb{R}^{n \times n},$$

where the columns of $U$ and the columns of $V$ are called “left singular vectors” and “right singular vectors”, respectively. In complete SVD, the $\Sigma$ is a rectangular diagonal
matrix whose main diagonal includes the “singular values”. In cases $\alpha > \beta$ and $\alpha < \beta$, this matrix is in the forms:

$$\Sigma = \begin{bmatrix}
\sigma_1 & 0 & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_\beta \\
0 & \cdots & 0 \\
0 & \cdots & 0 \\
0 & \cdots & 0
\end{bmatrix}$$

and

$$\Sigma = \begin{bmatrix}
\sigma_1 & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & \sigma_\beta & \cdots & 0 \\
0 & \cdots & 0 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & 0
\end{bmatrix},$$

respectively. In other words, the number of singular values is $\min(\alpha, \beta)$.

The “incomplete SVD” decomposes the matrix as:

$$\mathbb{R}^{\alpha \times \beta} \ni A = U\Sigma V^T,$$

where (Golub & Reinsch, 1970):

$$k := \min(\alpha, \beta),$$

and the columns of $U$ and the columns of $V$ are called “left singular vectors” and “right singular vectors”, respectively. In incomplete SVD, the $\Sigma$ is a square diagonal matrix whose main diagonal includes the “singular values”. The matrix $\Sigma$ is in the form:

$$\Sigma = \begin{bmatrix}
\sigma_1 & 0 & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_k
\end{bmatrix}.$$

Note that in both complete and incomplete SVD, the left singular vectors are orthonormal and the right singular vectors are also orthonormal; therefore, $U$ and $V$ are both orthogonal matrices so:

$$U^T U = I,$$

$$V^T V = I.$$  \hfill (50, 51)

If these orthogonal matrices are not truncated and thus are square matrices, e.g., for complete SVD, we also have:

$$U U^T = I,$$

$$V V^T = I.$$  \hfill (52, 53)

Proposition 1. In both complete and incomplete SVD of matrix $A$, the left and right singular vectors are the eigenvectors of $AA^T$ and $A^T A$, respectively, and the singular values are the square root of eigenvalues of either $AA^T$ or $A^T A$.

Proof. We have:

$$AA^T = (U \Sigma V^T)(U \Sigma V^T)^T = U \Sigma V^T V^T \Sigma U^T,$$

which is eigen-decomposition of $AA^T$ where the columns of $U$ are the eigenvectors and the diagonal of $\Sigma^2$ are the eigenvalues (see Eq. (3)) so the diagonal of $\Sigma$ are the square root of eigenvalues. We also have:

$$A^T A = (U \Sigma V^T)^T (U \Sigma V^T) = V \Sigma U^T U \Sigma V^T = V \Sigma \Sigma V^T = V \Sigma^2 V^T,$$

which is the eigenvalue decomposition of $A^T A$ where the columns of $V$ are the eigenvectors and the diagonal of $\Sigma^2$ are the eigenvalues so the diagonal of $\Sigma$ are the square root of eigenvalues. Q.E.D.

B. Proof of Why the Lagrange Multiplier is Diagonal in the Eigenvalue Problem

In both eigenvalue and generalized eigenvalue problems, the Lagrange multiplier matrix is diagonal. For example, consider Eq. (8), i.e. $L = \text{tr}(\Phi^T A \Phi) - \text{tr}(A^T (\Phi^I \Phi - I))$, in which $\Lambda$ is a diagonal matrix. Here, we prove and discuss why this Lagrange multiplier matrix is diagonal. A similar proof can be provided for the Lagrange multiplier in the generalized eigenvalue problem.

B.1. Discussion on the Number of Constraints

First note that the orthogonality constraint $\Phi^T \Phi = I$ embeds $d \times d$ constraints but, as some of them are symmetric, we only have $d(d - 1)/2 + d$ constraints. In other words, $d$ constraints are for the $d$ columns of $\Phi$ to have unit length and $d(d - 1)/2$ constraints are for every two columns of $\Phi$ to be orthogonal. Let $\{\lambda_1, \ldots, \lambda_d\}$ be the Lagrange multipliers for columns of $\Phi$ to have unit length and let $\{\lambda^1, \ldots, \lambda^{d(d-1)/2}\}$ be the Lagrange multipliers for the columns of $\Phi$ to be orthogonal. Then, the Lagrangian is:

$$L = \text{tr}(\Phi^T A \Phi) - \lambda_1 (\phi_1^T \phi_1 - 1) - \cdots - \lambda_d (\phi_d^T \phi_d - 1) - \lambda^1 (\phi_1^T \phi_2 - 0) - \lambda^1 (\phi_2^T \phi_1 - 0) - \cdots - \lambda^{d(d-1)/2} (\phi_{d-1}^T \phi_d - 0) - \lambda^{d(d-1)/2} (\phi_d^T \phi_{d-1} - 0),$$

where each $\lambda^i$ is repeated twice because of the symmetry of inner product between two columns. We can gather the terms having the dual variables together using trace to obtain Eq. (8). Setting derivative of this equation to zero gives Eq. (9) which is in the form of an eigenvalue problem (see Eq. (2)). Therefore, one of the possible solutions is the eigenvalue problem of $\Phi$ in which the eigenvalue matrix $\Lambda$ is diagonal; hence, in one of the solutions, the Lagrange multiplier matrix must be diagonal.

In fact, this problem can have many solutions\(^1\). If $\Phi$ is the optimal solution for Eq. (7), any matrix $M := \Phi V$ is also a solution if $V$ is an orthogonal matrix. Consider Eq.

\(^1\)We thank Sebastian Ciobanu for helping in this part.
(9). As the matrix $\Lambda$ is symmetric, we can have its own eigenvalue decomposition as (see Eq. (3)):

$$\Lambda = V \Omega V^T,$$

(54)

where $V$ and $\Omega$ are the eigenvectors and eigenvalues of $\Lambda$. The eigenvectors are orthonormal so the matrix $V$ is a non-truncated orthogonal matrix; hence:

$$V^TV = VV^T = I.$$  

(55)

Hence, Eq. (9) can be stated as:

$$A\Phi = \Phi \Lambda \xRightarrow{(54)} \Phi V \Omega V^T \xRightarrow{(a)} A\Phi V = \Phi V \Omega.$$  

(56)

where $(a)$ is because of right multiplication by the matrix $V$. Eq. (56) is an eigenvalue problem for $A$ and shows that $\Phi V$ is also a solution for this eigenvalue problem.

B.2. Proof of Being Diagonal

Now, we prove that why the Lagrange multiplier in the Lagrangian, i.e. Eq. (8), a diagonal matrix\(^2\). Assume that $\Lambda$ is not necessarily diagonal but we know it is symmetric because of the discussions in Section B.1. We can diagonalize this symmetric matrix orthogonally using its eigenvalue decomposition as we have done in Eq. (54). We can restate the Lagrangian (Eq. (8)) as:

$$L = \text{tr}(\Phi^T A \Phi) - \text{tr}(A^T (\Phi^T \Phi - I))$$

$$\xRightarrow{(54)} \text{tr}(\Phi^T A \Phi) - \text{tr}(\Omega V V^T (\Phi^T \Phi - I))$$

$$\xRightarrow{(a)} \text{tr}(\Phi^T A \Phi) - \text{tr}(\Omega V^T (\Phi^T \Phi - I)V)$$

$$= \text{tr}(\Phi^T A \Phi) - \text{tr}(\Omega (V^T \Phi V - V^T V))$$

$$\xRightarrow{(b)} \text{tr}(\Phi^T A \Phi) - \text{tr}(\Omega (M^T M - I))$$

$$\xRightarrow{(c)} \text{tr}(\Phi^T A \Phi) - \text{tr}(\Omega (M^T M - I)),$$  

(57)

where $(a)$ is because of the cyclic property of trace, $(b)$ is because of Eq. (55) and our definition $M := \Phi V$, and $(c)$ is because the matrix $\Omega$ is diagonal (see Eq. (54)) so it is equal to its transpose.

We have:

$$M = \Phi V \implies MV^T = \Phi VV^T \xRightarrow{(55)} \Phi \implies \Phi^T = VM^T.$$  

Hence, Eq. (57), which is the Lagrangian, can be stated as:

$$L = \text{tr}(M^T A M) - \text{tr}(\Omega^T (M^T M - I)),$$  

(58)

Comparing Eqs. (8) and (58) shows that we can have a change of variable $M = \Phi V$ and state the Lagrange multiplier as a diagonal matrix (because $\Omega$ is diagonal in Eq. (58)). As both $\Lambda$ and $\Omega$ are dummy variables and can have any name, we can initially assume that $\Lambda$ is diagonal.

C. Discussion on the Sorting of Eigenvectors and Eigenvalues

We know that the second derivative shows the curvature direction of a function. Consider Eq. (7) with the Lagrangian in Eq. (8). The second derivative of the Lagrangian is:

$$\mathbb{R}^{d \times d} \ni \frac{\partial^2 L}{\partial \Phi^2} = 2A^T - 2\Lambda^T = 2(A - \Lambda)^T \xRightarrow{\text{set}} 0$$

$$\implies A = \Lambda.$$  

Hence, for the second derivative, the matrix $A$ is equal to the eigenvalues $\Lambda$. The matrix $A$ is in the objective function of Eq. (7). Therefore, if the optimization problem (7) is maximization (resp. minimization), the eigenvalues, and their corresponding eigenvectors, should be sorted from largest to smallest (resp. from smallest to largest). Likewise, Consider Eq. (15) for generalized eigenvalue problem. The second derivative of the Lagrangian is:

$$\mathbb{R}^{d \times d} \ni \frac{\partial^2 L}{\partial \Phi^2} = 2A^T - 2B^T A^T = 2(A - \Lambda B)^T \xRightarrow{\text{set}} 0$$

$$\implies A = \Lambda B.$$  

Hence, for the second derivative, the matrix $A$ is related the eigenvalues $\Lambda$ and a similar analysis holds. We can also have a similar analysis for other forms of optimization for eigenvalue and generalized eigenvalue problems.

D. Rayleigh-Ritz Quotient

D.1. Rayleigh-Ritz Quotient

The Rayleigh-Ritz quotient or Rayleigh quotient is defined as (Parlett, 1998; Croot, 2005):

$$\mathbb{R} \ni R(A, x) := \frac{x^T A x}{x^T x},$$  

(59)

where $A$ is a symmetric matrix and $x$ is a non-zero vector:

$$A = A^T, \quad x \neq 0.$$  

(60)

One of the properties of the Rayleigh-Ritz quotient is:

$$R(A, cx) = R(A, x),$$  

(61)

\(^2\)We thank Ali Saheb Pasand for helping in this part.
where $c$ is a scalar. The proof is that:

$$R(A, cx) = \frac{(cx)^\top A cx}{(cx)^\top cx} \overset{(a)}{=} \frac{cx^\top A cx}{cx^\top cx} \overset{(b)}{=} \frac{c^2 x^\top A x}{c^2 x^\top x} \overset{(59)}{=} R(A, x),$$

where $(a)$ and $(b)$ are because $c$ is a scalar.

Because of the Eq. (61), the optimization of the Rayleigh-Ritz quotient has an equivalent (Croot, 2005):

$$\begin{align*}
\text{minimize/maximize} & \quad R(A, x) \\
\text{subject to} & \quad ||x||_2 = 1
\end{align*} \overset{(a)}{=} \begin{align*}
\text{minimize/maximize} & \quad x^\top A x \\
\text{subject to} & \quad ||x||_2 = 1
\end{align*} \overset{(b)}{=} \begin{align*}
\text{minimize/maximize} & \quad R(A, x) \\
\text{subject to} & \quad ||x||_2 = 1, \quad (62)
\end{align*}$$

where $(a)$ is because if we define $y := (1/||x||_2) x$, the Rayleigh-Ritz quotient is:

$$R(A, y) = \frac{y^\top A y}{y^\top y} = \frac{1/||x||_2^2}{1/||x||_2^2} x^\top A x \frac{x^\top x}{x^\top x} = R(A, x), \quad (63)$$

and:

$$||y||_2^2 = \frac{1}{||x||_2^2} \times ||x||_2^2 = 1 \implies ||y||_2 = 1. \quad (64)$$

Thus, we have $R(A, y)$ subject to $||y||_2 = 1$. Changing the dummy variable $y$ to $x$ gives the Eq. (62). The $(b)$ notices $x^\top x = 1$ because of the constraint $||x||_2 = 1$.

Note that the constraint in Eq. (62) can be equal to any constant which is proved similarly. Moreover, note that the value of constant in the constraint is not important because it will be removed after taking derivative from the Lagrangian in optimization (Boyd & Vandenberghe, 2004).

### D.2. Generalized Rayleigh-Ritz Quotient

The **generalized Rayleigh-Ritz quotient** or **generalized Rayleigh quotient** is defined as (Parlett, 1998):

$$R(A, B; x) := \frac{x^\top A x}{x^\top B x}, \quad (65)$$

where $A$ and $B$ are symmetric matrices and $x$ is a non-zero vector:

$$A = A^\top, \quad B = B^\top, \quad x \neq 0. \quad (66)$$

If the symmetric $B$ is positive definite:

$$B > 0, \quad (67)$$

it has a Cholesky decomposition:

$$B = CC^\top, \quad (68)$$

where $C$ is a lower triangular matrix. In case $B \succ 0$, the generalized Rayleigh-Ritz quotient can be converted to a Rayleigh-Ritz quotient:

$$R(A, B; x) = R(D, C^\top x), \quad (69)$$

where:

$$D := C^{-1} AC^{-\top}. \quad (70)$$

The proof is:

$$\text{RHS} = R(D, C^\top x) \overset{(59)}{=} (C^\top x)^\top D (C^\top x) \underset{(60)}{=} x^\top CC^{-1} A (CC^{-1})^\top x \overset{(a)}{=} x^\top A x \underset{(65)}{=} R(A, B; x)$$

where RHS and LHS are short for right and left hand sides and $(a)$ is because of Eq. (68) and $CC^{-1} = I$ because $C$ is a square matrix.

Similarly, one of the properties of the generalized Rayleigh-Ritz quotient is:

$$R(A, B; cx) = R(A, B; x), \quad (71)$$

where $c$ is a scalar. The proof is that:

$$R(A, B; cx) = \frac{(cx)^\top A cx}{(cx)^\top B cx} \overset{(a)}{=} \frac{cx^\top A cx}{cx^\top B cx} \overset{(b)}{=} \frac{c^2 x^\top A x}{c^2 x^\top B x} \overset{(65)}{=} R(A, B; x),$$

where $(a)$ and $(b)$ are because $c$ is a scalar.

Because of the Eq. (71), the optimization of the generalized Rayleigh-Ritz quotient has an equivalent:

$$\begin{align*}
\text{minimize/maximize} & \quad R(A, B; x) \\
\text{subject to} & \quad x^\top B x = 1
\end{align*} \overset{x}{=} \begin{align*}
\text{minimize/maximize} & \quad x^\top A x \\
\text{subject to} & \quad x^\top B x = 1, \quad (72)
\end{align*}$$

for a similar reason that we provided for the Rayleigh-Ritz quotient. the constraint can be equal to any constant because in the derivative of Lagrangian, the constant will be dropped.

### D.3. Rayleigh-Ritz Quotient for Matrix

The variable can be a matrix $X$ rather than vector $x$. The Rayleigh-Ritz quotient and generalized Rayleigh-Ritz quo-
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tient for matrix $X$ are:

$$\mathbb{R} \ni R(A, X) := \frac{\text{tr}(X^\top AX)}{\text{tr}(X^\top X)},$$

(73)

$$\mathbb{R} \ni R(A, B; X) := \frac{\text{tr}(X^\top AX)}{\text{tr}(X^\top BX)},$$

(74)

respectively, where $\text{tr}(\cdot)$ denotes the trace of matrix.

For matrix variable, Eqs. (62) and (72) are approximately, and not exactly, true. These equations are exact for vector variable, as were proved. For matrix variable, we approximately have:

$$\minimize_{x} \frac{\text{tr}(X^\top AX)}{\text{tr}(X^\top X)} \cong$$

$$\minimize_{x} \text{tr}(X^\top AX)$$

subject to $\text{tr}(X^\top X) = 1,$

(75)

and:

$$\minimize_{x} \frac{\text{tr}(X^\top AX)}{\text{tr}(X^\top BX)} \cong$$

$$\minimize_{x} \text{tr}(X^\top AX)$$

subject to $\text{tr}(X^\top BX) = 1.$

(76)

References

Barshan, Elnaz, Ghodsi, Ali, Azimifar, Zohreh, and Jahromi, Mansoor Zolghadri. Supervised principal component analysis: Visualization, classification and regression on subspaces and submanifolds. Pattern Recognition, 44(7):1357–1371, 2011.

Boyd, Stephen and Vandenberghe, Lieven. Convex optimization. Cambridge university press, 2004.

Croot, Ernie. The Rayleigh principle for finding eigenvalues. Technical report, Georgia Institute of Technology, School of Mathematics, 2005. Online: http://people.math.gatech.edu/~ecroot/notes_linear.pdf, Accessed: March 2019.

Fisher, Ronald A. The use of multiple measurements in taxonomic problems. Annals of eugenics, 7(2):179–188, 1936.

Friedman, Jerome, Hastie, Trevor, and Tibshirani, Robert. The elements of statistical learning, volume 2. Springer series in statistics New York, NY, USA:, 2009.

Golub, Gene H and Reinsch, Christian. Singular value decomposition and least squares solutions. Numerische mathematik, 14(5):403–420, 1970.

Golub, Gene H and Van Loan, Charles F. Matrix computations, volume 3. The Johns Hopkins University Press, 2012.

Jolliffe, Ian. Principal component analysis. Springer, 2011.

Parlett, Beresford N. The symmetric eigenvalue problem. Classics in Applied Mathematics, 20, 1998.

Pearson, Karl. LIII. on lines and planes of closest fit to systems of points in space. The London, Edinburgh, and Dublin Philosophical Magazine and Journal of Science, 2(11):559–572, 1901.

Stewart, Gilbert W. On the early history of the singular value decomposition. SIAM review, 35(4):551–566, 1993.

Wang, Ruye. Generalized eigenvalue problem. http://fourier.eng.hmc.edu/e161/lectures/algebra/node7.html, 2015. Accessed: January 2019.

Wilkinson, James Hardy. The algebraic eigenvalue problem, volume 662. Oxford Clarendon, 1965.

Xu, Yong and Lu, Guangming. Analysis on Fisher discriminant criterion and linear separability of feature space. In 2006 International Conference on Computational Intelligence and Security, volume 2, pp. 1671–1676. IEEE, 2006.