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ABSTRACT

SuperSpec is a novel on-chip spectrometer we are developing for multi-object, moderate resolution ($R = 100 − 500$), large bandwidth ($\sim 1.65:1$) submillimeter and millimeter survey spectroscopy of high-redshift galaxies. The spectrometer employs a filter bank architecture, and consists of a series of half-wave resonators formed by lithographically-patterned superconducting transmission lines. The signal power admitted by each resonator is detected by a lumped element titanium nitride (TiN) kinetic inductance detector (KID) operating at 100 − 200 MHz. We have tested a new prototype device that is more sensitive than previous devices, and easier to fabricate. We present a characterization of a representative $R = 282$ channel at $f = 236$ GHz, including measurements of the spectrometer detection efficiency, the detector responsivity over a large range of optical loading, and the full system optical efficiency. We outline future improvements to the current system that we expect will enable construction of a photon-noise-limited $R = 100$ filter bank, appropriate for a line intensity mapping experiment targeting the [CII] 158 $\mu$m transition during the Epoch of Reionization.
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1. INTRODUCTION

Over the history of the Universe, much of the radiation generated by stars and black holes at ultraviolet through near-infrared (IR) wavelengths has been absorbed by dust, and reradiated in the far-IR. This process produced the cosmic far-IR background (CFIRB) which has an integrated intensity comparable to that of the cosmic optical background, demonstrating that obscured star formation and black hole growth were important in the history of galaxies. Understanding the nature of this obscured activity is a key goal of galaxy evolution studies.

Surveys at far-IR through millimeter wavelengths are revealing the sources that created this background. Most are likely at redshifts $z < 3$, but selection based on far-IR colors can identify objects as high as $z \gtrsim 6$. Spectroscopic follow-up of these sources at optical wavelengths is challenging, due to the significant extinction that may be present in the galaxy. A more reliable approach is to target atomic and molecular line emission emitted in the rest-frame far-IR through millimeter wavelengths, where dust extinction is minimized. Detection of these lines in high-redshift systems has been achieved using both direct-detection grating spectrometers and heterodyne receivers. However, due to the large size of grating spectrometers, and the limited bandwidth and field of view of millimeter-wave interferometers, a new approach is required to efficiently conduct broadband spectroscopy of large samples.
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Development of a millimeter-wave multi-object spectrometer will also enable the construction of line intensity mapping experiments for studies of large-scale structure. In particular, the [CII] 158 µm fine-structure line is redshifted into the 1 millimeter telluric window for \( z = 5 - 9 \), providing a probe of the Epoch of Reionization (EoR). Crucially, the galaxies producing the bulk of the reionizing photons during this epoch are expected to be small, low luminosity systems, and difficult to detect individually. However, the power spectrum obtained from a 3-D spatial/spectral map of the [CII] line traces the aggregate emission from all sources at this epoch, providing a measure of the galaxy clustering, and constraints on the galaxy luminosity function. A cross-correlation of the [CII] map with a map of the HI 21-cm line emission additionally probes the detailed physics of reionization, including the evolution of ionizing bubble sizes and the mean ionization fraction.

To address these needs we are developing SuperSpec, a broadband, on-chip millimeter-wave spectrometer. Its small size, large spectral bandwidth, and highly multiplexed readout will enable construction of powerful multi-beam spectrometers for high-redshift observations. We are currently developing this technology with \( R \gtrsim 250 \) spectrometers operating in the 190 – 310 GHz band, with the aim of deploying a future wide-band survey spectrometer for the 25 meter CCAT telescope. The proposed instrument will employ tens of thousands of detectors in tens of beams covering the 190 – 510 GHz band, and will be optimized for measuring the bright atomic fine-structure and molecular rotational lines from interstellar gas in galaxies at \( z \approx 3 - 9 \) (C. M. Bradford et al., these proceedings). A lower resolution (\( R \sim 100 \)) spectrometer is also a candidate technology for an EoR line intensity mapping experiment, such as the proposed TIME (A. Crites et al., these proceedings). In this paper we describe recent progress in the development of this technology.

2. SUPERSPEC CONCEPT AND CIRCUIT DESIGN

The SuperSpec design follows the concept of a filter bank spectrometer presented by Kovács et al. (see also R. O’Brient et al., these proceedings). Radiation propagating down a transmission line encounters a series of tuned resonant filters, each of which consists of a section of transmission line of length \( \lambda_i/2 \), where \( \lambda_i \) is the resonant wavelength of channel \( i \). These half-wave resonators are coupled to the feedline and to power detectors with adjustable coupling strengths, described by quality factors \( Q_{\text{feed}} \) and \( Q_{\text{det}} \), respectively. Accounting for additional sources of dissipation in the circuit with a coupling factor \( Q_{\text{loss}} \), the spectrometer resolving power \( R \) is equal to the net filter quality factor \( Q_{\text{filt}} \), and is given by:

\[
\frac{1}{R} = \frac{1}{Q_{\text{filt}}} = \frac{1}{Q_{\text{feed}}} + \frac{1}{Q_{\text{det}}} + \frac{1}{Q_{\text{loss}}}. \tag{1a}
\]

The filter bank is formed by arranging a series of channels monotonically decreasing in frequency, with a spacing between channels equal to an odd multiple of \( \lambda_i/4 \). The oversampling factor \( \Sigma \) is defined as the ratio of channel width to channel spacing. For a single isolated channel the maximum detection efficiency occurs when \( Q_{\text{feed}} = Q_{\text{det}} \), and is 50% on-resonance for the case of no additional loss. Increasing the oversampling factor \( \Sigma \) such that the passbands of adjacent channels overlap will increase the total in-band absorption efficiency. For example, a simulated 540 channel, \( R = 600 \) filter bank covering 195 – 310 with \( \Sigma = 1.95 \) has greater than 80% absorption in band.

The SuperSpec concept is implemented with thin-film superconducting circuits (Figure 1), and described more fully elsewhere. Free space radiation is coupled into the feedline from a broadband antenna. Both the feedline and the resonators are inverted microstrip, consisting of Nb traces on Si substrate beneath an amorphous silicon-nitride dielectric and Nb ground plane. The signal power admitted by each resonator is dissipated in a segment of lossy meander formed from titanium nitride (TiN). Radiation at frequencies above the superconducting gap in the TiN film (\( f \sim 73 \text{ GHz for } T_c \sim 1 \text{ K} \)) breaks Cooper pairs and generates quasiparticles, resulting in a perturbation of the complex impedance.

The TiN meander is connected in parallel to an interdigitated capacitor (IDC) made from the same TiN film to form a lumped element kinetic inductance detector (KID). Perturbations to the complex impedance of the meander translate into changes in the dissipation and resonant frequency of the KIDs, which operate in the 100 – 200 MHz range. Each KID is coupled to a coplanar waveguide readout feedline (CPW) by a small coupling
Figure 1: (top left) Simulation showing the time-averaged magnitude of the current in a subsection of an 8-channel Gen 1 SuperSpec filter bank, when driven at a single frequency. Millimeter-wave radiation incident from the left along the central feedline couples to U-shaped half-wave resonators, which in turn excite currents in the TiN meanders. (top right) Total power absorbed for the 8-channel filter bank with two different oversampling factors, compared with the response of a single isolated channel. (bottom center) Millimeter-wave portion of a single channel, showing the Nb microstrip feedline and half-wave resonator (green), and the TiN meander and top portion of the TiN IDC (amber). (bottom left) Wider view showing several nearby channels. Below the KID IDC, a second, smaller IDC couples the KID to the microwave readout line. (bottom right) Image of a dark Gen 1 chip. The 81 channel circuit is visible in the middle, with test structures on the top and bottom of the chip. The waveguide probe was not patterned in this chip.
capacitor, formed by TiN on the KID side, and Nb on the readout side. The KIDs are coupling-Q limited with $Q_r > 10^5$, where the low readout frequency and high $Q_r$ are designed to minimize the readout bandwidth per channel, thereby maximizing the multiplexing density. The chip is cooled by a $^3$He sorption refrigerator to 220 mK, sufficiently below the TiN $T_c$ to keep the thermal quasiparticle density low, while also as high as possible to minimize two-level system (TLS) noise.

3. FIRST GENERATION PROTOTYPE

We previously reported on the design and characterization of a first generation (Gen 1) SuperSpec prototype and here we briefly review these results. The optical coupling into the Gen 1 chip was provided by a direct-drilled, profiled horn. The circular waveguide output of the horn is converted to a single-mode oval waveguide and fed with a planar probe, fabricated from the 25 µm thick device layer of a SOI wafer that supports the spectrometer chip. The probe couples through a CPW transition segment to the microstrip that forms the spectrometer feedline.

The Gen 1 filter bank included 73 spectral channels with a range of $Q_{\text{feed}}$ and $Q_{\text{det}}$ values, as well as 8 broadband detectors included for diagnostic purposes. In tests of several dies, the median yield for operable KIDs was 78 of the 81 channels, with no array-disabling critical flaws, while the readout $Q_r$ values were consistently close to the design value of $2 \times 10^5$. The $T_c$ of the best-characterized device was $\approx 2$ K.

A swept coherent source was used to characterize the profiles of the spectral channels (Figure 2). The measured linewidths for channels with targeted widths of $Q_{\text{filt}} \lesssim 400$ were close to the designed values, while the quality factors for higher-$Q$ channels were worse than designed. A comparison of the measured and designed $Q_{\text{filt}}$ for a large sample of channels suggested the presence of a loss mechanism characterized by $Q_{\text{loss}} \approx 1440$, likely the silicon-nitride dielectric layer in the microstrip. Measurements using a Fourier Transform Spectrometer indicated high spectral purity, with a typical out of band response $\sim 30$ dB below the peak response (Figure 2).

The measured fractional frequency noise in these devices was typically $(1-2) \times 10^{-17}$ Hz$^{-1}$ at a demodulated frequency of 1 Hz, and was consistent with TLS noise. The response of the spectral channels to a beam-filling thermal source placed outside of the cryostat was lower than expected, based on comparison to Mattis-Bardeen theory or to scaled measurements from detectors in the MAKO camera. The relative contributions of poor optical coupling and low intrinsic TiN responsivity in generating this low response were not immediately clear.
4. SECOND GENERATION PROTOTYPE

4.1 Filter Bank Design

The results from the Gen 1 chip characterization confirmed the basic functionality of the filter bank, but also demonstrated a need for improved sensitivity. In the second generation (Gen 2) design we made several changes to the chip in order to improve the detector response, reduce TLS noise, enable better characterization of the spectrometer efficiency, and simplify fabrication of prototypes.

The primary change was to reduce the TiN inductor volume by a factor of 4.4, by shrinking the length of the meander, while keeping the previous trace width and film thickness (Figure 3). A fixed amount of signal power coupling in to the smaller volume meander will produce a larger change to the quasiparticle density, and generate a correspondingly larger response. This was accompanied by a 90° rotation of the resonator with respect to the feedline. This rotated geometry increases the coupling between the resonator and feedline, increasing the size of the gap and thus relaxing fabrication tolerances for a given value of $Q_{\text{feed}}$. To partially compensate for the smaller inductance, the largest capacitor was increased by a factor of 2.4. The lowest readout frequency increased by 35%. The measurements presented below were obtained using a chip with a TiN $T_c \approx 1.65$ K.

The new KID inductor geometry includes two additional enhancements. First, the distribution of millimeter-wave current in the TiN meander, and thus deposited power, is more uniform. The responsivity of the TiN is expected to decrease with increasing local power densities. Thus, non-uniformities in power dissipation on scales larger than the quasiparticle diffusion length reduce the total response compared to what one would predict if the same power were distributed uniformly in the inductor. (If on the other hand the responsivity is independent of power density under our operating conditions, as we report in section 4.3 then a more uniform current distribution should not offer any improvement in response.) Second, in the new design the inductor is arranged such that neighboring segments of meander are equidistant from the capacitor, minimizing inductive coupling to the environment.

The IDC feature spacing was increased in order to reduce TLS noise. The Gen 1 chip had IDCs with either 1µm line widths and 1µm gaps between fingers, or 2µm feature widths and gaps. For the Gen 2 design we adopted 1µm finger widths and 3µm spacing. To accommodate the increased physical size of the capacitors, the spacing between filter bank channels on the feedline was increased from $\lambda/4$ to $3\lambda/4$.

The Gen 2 filter bank contains 10 spectral channels, well isolated in optical and readout frequency space. In addition, the Gen 2 device also includes six broadband absorbers, two placed between the antenna and the filter bank, two placed at the end of the filter bank, and two incorporated into the lossy terminator at the end of the line. These absorbers consist of a meander of TiN placed 1.5µm from the millimeter-wave feedline and connected to an IDC. Proximity coupling deposits approximately 1% of the total power on the feedline in each broadband absorber meander in a wide spectral band. Each broadband absorber couples to a region of feedline longer than a wavelength, and pairs of absorbers are offset by approximately 1/4 wavelength, providing robust measurement of power on the feedline even in the presence of standing waves.

To simplify the optical train and prototype fabrication, the probe-coupled feed horn used in the Gen 1 design was replaced by a dual-slot antenna. This antenna provides less bandwidth, but has a history of demonstrated high efficiency, and does not require the complicated backside processing needed for the SOI probe. We glue a 1.0 cm diameter hyperhemispherical silicon lens on the back of the wafer to produce a Gaussian beam with $\sim 27$dB directivity.

An image of a Gen 2 chip is shown in Figure 4. After adhering the lens to the back of the wafer, we mount the chip in a light-tight copper box. The lens pokes through a slightly oversized hole, with carbon-loaded Stycast around the hole to make the immediate environment black. A one inch diameter metal cylinder with a rough blackened interior surface supports a metal-mesh low pass filter and prevents reflected stray light at glancing angles from reaching the silicon. The KIDs and microwave readout features are placed offset from the lens footprint, in order to further minimize direct stimulation by stray light.
4.2 Spectrometer Efficiency

The Gen 2 prototype device was tested in an optical cryostat cooled by a commercial pulse tube cooler and a $^3$He sorption refrigerator, providing a 220 mK base temperature. A series of plastic filters and low-pass metal mesh filters in the cryostat provide IR-blocking and band definition. We probe the optical response of the spectrometer using a commercial amplifier/multiplier chain, which provides a ×18 multiplication of an RF tone, and an output tunable over 220 – 330 GHz. This local oscillator (LO) chain is coupled to a feed horn, and radiates directly into the cryostat. Frequency sweeps of a spectral channel and pairs of broadband absorbers located before and after the filter bank are used to fully characterize the spectral response. Here we present the characterization of a representative moderate resolution ($R \sim 250$) channel centered at $f = 236$ GHz.

The results of an LO sweep of this channel are shown in Figure 5. For each optical frequency we use a VNA sweep to measure the complex transmission $S_{21}(f)$ of the spectrometer and broadband KIDs, and for each KID estimate the resonant frequency. The left panel of Figure 5 shows the frequency shift of the spectral channel normalized by the average frequency response of the pair of broadband KIDs at the front of the filter bank. This ratio provides a measurement of the normalized spectral response function of the spectrometer channel, which is well characterized by a Lorentzian with $Q_{\text{filt}} = 282$.

The right panel of Figure 5 shows the mean frequency response of the pair of broadband KIDs at the end of the filter bank divided by the mean response of the broadband KIDs at the start of the filter bank. An additional scaling is applied to account for variations in the absolute response among these KIDs, and to force this ratio to unity well away from the spectrometer channel passband. This ratio displays a minimum at the central frequency of the spectral channel, consistent with the expectation that the spectral channel is absorbing and reflecting a significant fraction of the incident power. A simple microwave circuit model shows that, on
On resonance, the scattering parameters of the optical circuit are $S_{21} = 1 - Q_{\text{filt}}/Q_{\text{feed}}$, and $S_{11} = S_{21} - 1$. The ratio shown in the right panel of Figure 5 is approximately $|S_{21}|^2$ of this circuit, with a correction for the contribution of a reflected component on the power detected by the first pair of broadband channels. Accounting for this reflection, the depth of this feature is determined by the ratio $Q_{\text{filter}}/Q_{\text{feed}}$, and the measured depth indicates $Q_{\text{filter}}/Q_{\text{feed}} \approx 0.25$. The channel was designed to have $Q_{\text{feed}} = Q_{\text{det}} = 500$, and for $Q_{\text{loss}} = 1440$ we expect $Q_{\text{filter}}/Q_{\text{feed}} \approx 0.43$. This measurement then suggests that, even accounting for the $Q_{\text{loss}}$ term, the channel is under-coupled.

On resonance, the fraction of the power on the feedline terminated in the detector is:

$$\eta_{\text{det}} = \frac{2 Q_{\text{filt}}}{Q_{\text{feed}}} \left[ 1 - \frac{Q_{\text{filt}}}{Q_{\text{feed}}} - \frac{Q_{\text{filt}}}{Q_{\text{loss}}} \right]. \quad (2)$$

Assuming $Q_{\text{loss}} = 1440$, $Q_{\text{filter}}/Q_{\text{feed}} = 0.25$ yields $\eta_{\text{det}} = 0.28$. This detection fraction may be increased for somewhat stronger coupling. For fixed $Q_{\text{filt}}$ and $Q_{\text{loss}}$, the detected power is maximized for $Q_{\text{filter}}/Q_{\text{feed}} = 0.5(1 - Q_{\text{filt}}/Q_{\text{loss}})$, which yields

$$\eta_{\text{det,max}} = \frac{1}{2} \left[ 1 - \frac{Q_{\text{filt}}}{Q_{\text{loss}}} \right]^2. \quad (3)$$

For $Q_{\text{loss}} = 1440$ this maximum detection efficiency is $0.34 \rightarrow 0.43$ for $Q_{\text{filt}} = 250 \rightarrow 100$, achieved with $Q_{\text{filter}}/Q_{\text{feed}} = 0.41 \rightarrow 0.47$. 

Figure 4: Gen 2 die and packaging. (top left) A Gen 2 prototype with mounted lens; devices are on the bottom of the die. (top right) The optical test package, with the lens of a mounted die visible in the center. An additional blackened cylinder and a metal mesh low-pass filter (not shown) attach to the top surface. (bottom left) The interior of the optical housing with a device in place. (bottom right) The device layout and lens position. The millimeter-wave feedline extends from the twin slot antenna at the center of the lens footprint horizontally to the right, past a series of filter bank coupled channels on alternating sides of the feedline.
Figure 5: (left) Spectral profile of an \( R = 282 \) channel (black), after normalizing by the summed response of two broadband KIDs positioned prior to the filter bank (red). (right) Ratio of the summed response of two broadband KIDs positioned after the filter bank to the summed response of two broadband KIDs positioned at the start of the filter bank, normalized to an off-resonance value of unity (blue). Also shown are models obtained by inverting the normalized spectral response shown in the left panel, with on-resonance minima obtained from theoretical calculations for \( Q_{\text{filt}}/Q_{\text{feed}} = 0.15, 0.25, \) and 0.50, moving from top to bottom (black).

4.3 Responsivity vs Optical Loading

It is of interest to measure the dependence of the responsivity on optical loading, both from the standpoint of better understanding the properties of the TiN film, and to understand how best to engineer more sensitive devices. We have probed the response of our spectrometer channel to a large range of optical loading provided by our LO. The LO can produce up to \( \sim 2 \) mW of power in a narrow band, significantly larger than the \( \sim 0.3 \) pW of thermal power absorbed by the detector from the ambient 293 K background. However, the coupling efficiency between the spectrometer beam and the LO beam is low and difficult to estimate solely from the geometry of the optical setup. Calibrating the absolute power absorbed by the LO therefore requires additional measurement, and is ultimately grounded in observations of beam-filling thermal sources.

The LO contains a built-in, DC voltage-controlled RF attenuation. We have measured the attenuation as a function of applied voltage for several RF frequencies by coupling the LO to an Erickson Power Meter. The attenuation is repeatable, and attenuations of at least \( \approx 3 \) dB can be applied without corrupting the final narrowband signal (for attenuations \( \geq 7 \) dB the LO output can send power to multiple harmonics of the input RF tone). Use of this voltage-controlled attenuation then allows us to measure the response of our KID to fractional changes in the power coupled in from the LO, for fractional changes up to \( \approx 3 \) dB.

To extend the dynamic range of this approach, we measure the response of the spectrometer with the LO operating at multiple frequencies distributed over the spectrometer passband. This approach is illustrated in Figure 6. The left hand panel of Figure 6 shows the resonator frequency shift as a function of LO frequency, starting at the peak response at \( f = 236.16 \) GHz, and moving into the wings of the spectrometer response at lower frequencies. The response at four optical frequencies \( (f_1 - f_4) \) distributed over \( \sim 1 \) GHz is highlighted. The right hand panel of Figure 6 shows the resonator frequency shift at each of these highlighted frequencies for various values of the voltage-controlled attenuation, from no attenuation to a maximum attenuation of \( \approx 2.2 \) dB. These four optical frequencies were chosen such that resonator frequency shift with maximum attenuation for \( f_1 \) is the same as that for no attenuation at \( f_2 \), and a similar relation holds for the pairs \( f_2/f_3 \) and \( f_3/f_4 \). The plot of \( \Delta f \) vs relative power for \( f_2 \) can then be scaled in the horizontal direction to match and extend the same curve for \( f_1 \). The curves for \( f_3 \) and \( f_4 \) can be similarly scaled, and stitching these four curves together yields a relation spanning 8 dB in relative power. This approach can be expanded to a yet larger range in optical loading by blocking a portion of the beam to reduce the loading by 3 – 6 dB, and repeating this measurement. Repeating this procedure with three values of the bulk attenuation yields a measure of \( \Delta f \) vs relative power spanning 14 dB in relative power.
This approach extends to a minimum frequency shift of \( \approx 4 \) kHz. The frequency response to a beam-filling piece of AN-72 Eccosorb cooled from 293K to 78K is \( \Delta f = 6.3 \) kHz. We use this cold load calibration to assign an effective beam-filling radiation temperature to the LO measurements, by matching the slope of the \( \Delta f/\Delta P \) relation for low LO loadings to that for the cold load. The result is shown in Figure 7. With this calibration, the power delivered by the LO corresponds to effective radiation temperatures 400 – 12000 K, referenced to the cryostat window. A conversion from \( T_{\text{eff}} \) to power absorbed by the KID is shown for a system optical efficiency of \( \eta_{\text{sys}} = 0.059 \) (see Section 4.4), and assuming no additional loading from within the cryostat.

The responsivity \( \delta f/\delta P \) implied by the slope of the relation shown in Figure 7 varies little with loading. Linear fits to subsets of the data at \( T_{\text{eff}} = 400 – 600 \) K and \( T_{\text{eff}} = 6000 – 12000 \) K yield slopes of \( \Delta f/\Delta T_{\text{eff}} = -28 \) and \(-21 \) Hz/K, respectively, corresponding to \( \delta f/\delta P \propto P^{-0.1} \) over the full range. In the limit that photon generated quasiparticles dominate the quasiparticle population, the quasiparticle density is expected to scale as the product of optical power and quasiparticle lifetime: \( n_{\text{qp}} \propto \tau_{\text{qp}} P \). For large optical loadings and hence large values of \( n_{\text{qp}}, \tau_{\text{qp}} \propto 1/n_{\text{qp}}, \) and \( n_{\text{qp}} \propto P^{1/2} \). The resonator frequency shift is proportional to \( \delta n_{\text{qp}}, \) and the responsivity then scales as \( \delta f/\delta P \propto P^{-1/2} \). The relatively power-insensitive responsivity we find here runs counter to this model. However, similar power-independent responsivities for TiN KIDs have been reported elsewhere, suggesting the TiN response may require a modified model.

### 4.4 Responsivity and System Efficiency

We estimate the intrinsic responsivity of our detectors, and the optical efficiency of the entire instrument, by measuring the scaling of photon noise with optical loading. For each of a number of optical loadings, we begin by making a frequency sweep using a standard homodyne measurement (Figure 8). Fits to the complex transmission \( S_{21}(f) \) yield estimates of the resonant frequency \( f_r \) and the resonator quality factor \( Q_r \). We then obtain a noise trace at the frequency that maximizes \( \delta S_{21}/\delta f \), thereby minimizing the contribution of amplifier noise to the measured frequency noise. We project the raw \( S_{21} \) measurements into deviations in the frequency and dissipation directions, and compute the fractional frequency noise \( S_{xx} \). At bifurcation, the power on the line is \( \approx -116 \) dBm. We use a SiGe amplifier with a noise temperature of \( T_n \approx 6 \) K, and even at bifurcation the amplifier noise makes a non-negligible contribution to the total frequency noise. To minimize this contribution, we make our noise measurements \( \approx 3 \) dB below bifurcation. At this power level, the frequency maximizing \( \delta S_{21}/\delta f \) is lower than the resonant frequency \( f_r \).

In operating so close to bifurcation we may be subject to non-linear effects in the KID, the most important of which is expected to be the power-dependent kinetic inductance. Specifically, reactive feedback has been shown...
Figure 7: (a) Resonator frequency shift $f_r - f_{r,0}$, where $f_{r,0}$ is the frequency with the cryostat exposed to beam-filling 293 K radiation. Black points show the frequency shift with added loading from the LO, and blue points show the shift when the ambient radiation temperature is reduced from 293 K to 78 K. Lower x-axis is the effective beam-filling radiation temperature at the front of the cryostat, and upper x-axis is the total loading at the detector. Red line is a linear fit to the full set of LO-controlled loading points shown in both panels, green line is a fit to the subset of the data at $\Delta f \geq -0.010$ MHz, or $T_{eff} = 400 - 600$ K. (b) Same as panel a), with the green line a fit to the subset of the data at $\Delta f \leq -0.12$ MHz, or $T_{eff} = 6000 - 12000$ K.

to increase the fractional frequency noise in a TiN KID as the generator power is increased to the bifurcation level, and the KID is operated with negative detuning (as is done here)\textsuperscript{25} We have attempted to minimize any changes in the effects of nonlinearities on the device noise by increasing the generator power for measurements taken at higher optical loadings and lower $Q_r$, so as to keep the nonlinearity parameter $a$ approximately constant. In the measurements presented here, $Q_r$ decreases from 77,000 to 49,000 from lowest to highest loading, the generator power is increased by 4 dB over the same range, and $a$ varies non-monotonically between 0.28 and 0.49. Additionally, for each measurement we have verified that dropping the generator power by 3 dB results in only small changes to the measured device noise. This suggests the scaling of device noise with optical loading measured below is not strongly influenced by nonlinear effects in the KID.

The optical loading on the device is provided by nearly beam-filling Eccosorb at 293 K, with additional loading from our coherent source. In Figure\textsuperscript{9} we show $S_{xx}$ measured with the LO off, and with the LO tuned to provide an additional 2200 K loading. With the LO off, at $f \lesssim 200$ Hz $S_{xx}$ is consistent with TLS noise with $S_{xx,\text{TLS}} \propto f^{-0.25}$. This component rolls off at higher frequencies due to the finite resonator bandwidth, and at $f \gtrsim 3000$ Hz $S_{xx}$ is dominated by white amplifier noise. With the LO turned on the device noise increases, and the resonator roll-off shifts to higher frequencies as $Q_r$ decreases. Additionally, a 1/f component becomes apparent. The amplitude of this component ($\sqrt{S_{xx}}$) is approximately proportional to the optical loading, and measurement of the noise in multiple channels in parallel confirms it is highly correlated across the chip. The source of this 1/f component is likely drift in the LO power output, or in the transmission of some other element in the optical system.

We estimate the device noise at 200 Hz in two ways. First, we simply average the measured $S_{xx}$ from $f = 150 - 250$ Hz. Second, we fit $S_{xx}$ to a function of the form:

$$S_{xx}(f) = \frac{Af^{-1} + Bf^{-p}}{1 + (2\pi f \tau)^2} + C,$$

where $Af^{-1}$ represents the 1/f component, $Bf^{-p}$ the device noise, $\tau$ parameterizes the roll-off, and $C$ is the amplifier noise. The intrinsic device noise at 200 Hz is then estimated as $S_{xx,\text{device}} = B(200 \text{ Hz})^{-p}$. The estimated device noise, after subtracting the fitted amplifier and 1/f contributions, is shown in Figure\textsuperscript{9}. There is tentative
Figure 8: Magnitude of the microwave transmission, $|S_{21}|^2$, as a function of frequency for a range of optical loadings. From right to left the loading corresponds to an effective radiation temperature increasing from 293 K to 3540 K, when referenced to the cryostat entrance window. The solid points (red) show the locations maximizing $\delta S_{21}/\delta f$ at each loading, where the noise was measured.

evidence that the spectral shape of the device noise flattens at higher optical loadings, as would be expected if the noise is becoming increasingly dominated by white photon and generation-recombination noise. However, the contamination from the $1/f$ component precludes a robust determination of the spectral slope.

In Figure 10 we show the two estimates of the device noise at 200 Hz as a function of the fractional frequency shift $x = (f_r - f_{r,0})/f_{r,0}$, where $f_{r,0}$ is the resonator frequency with the LO off, and 293 K loading. The intrinsic device noise estimated through the multiple component decomposition of $S_{xx}$ is consistent with having a linear dependence on $x$ for $|x| \lesssim 4.6 \times 10^{-4}$. For larger values of $|x|$ the contributions from the rising $1/f$ noise component can no longer be reliably subtracted.

The total device noise is the sum of photon noise, generation-recombination noise, and TLS noise:

$$S_{xx,\text{device}} = S_{xx,\text{LO}} + S_{xx,\text{amb}} + S_{xx,\text{GR}} + S_{xx,\text{TLS}},$$  \hspace{1cm} (5)

where the photon noise resulting from the loading provided by the LO is $S_{xx,\text{LO}}$, and loading from the 293 K background and from within the cryostat produces a photon noise term $S_{xx,\text{amb}}$. The photon noise produced by the LO emission is pure shot noise:

$$S_{xx,\text{LO}} = R^2 (2P_{LO} h\nu),$$  \hspace{1cm} (6)

where $P_{LO}$ is the absorbed power sourced by the LO, and $R = (dx/dP)$ is the fractional frequency responsivity for absorbed power $P$. Assuming the quasiparticle production is dominated by photon absorption, the generation-recombination noise can be written as:

$$S_{xx,\text{GR}} = R^2 \frac{2P\Delta}{\eta_{pb}},$$  \hspace{1cm} (7a)

$$= R^2 \frac{2(P_{LO} + P_{\text{amb}})\Delta}{\eta_{pb}}.$$  \hspace{1cm} (7b)
Figure 9: Fractional frequency noise spectra for optical loadings corresponding to effective radiation temperatures of 293 K (black) and 2500 K (blue). Solid lines show the raw noise, and dashed lines show the estimated device noise, obtained by subtracting off the fitted contributions from the amplifier and 1/f components, and binning the residuals. Red points show the device noise estimated at 200 Hz by either averaging the raw noise over $f = 150 - 250$ Hz (open points), or using the results of a multiple component fit to isolate the intrinsic device noise (filled points; see text).

where $P_{\text{amb}}$ is the power received from all sources other than the LO, $\Delta$ is the superconducting energy gap, and $\eta_{pb}$ is the pair-breaking efficiency. The TLS noise is expected to depend on the resonator internal power $P_{\text{int}}$, and hence on the resonator quality factor $Q_r$ and the microwave generator power $P_g$ as:

$$S_{xx,\text{TLS}} \propto P_{\text{int}}^{-1/2} \propto (Qr^2 P_g)^{-1/2}. \quad (8a)$$

For the measurements described here we increase the generator power at higher loadings and lower $Q_r$, and as a result $S_{xx,\text{TLS}}$ is expected to vary by no more than $\pm 10\%$ over the full range of optical loading. Neglecting this variation, and noting that the photon noise and quasiparticle recombination noise associated with absorption of ambient power $P_{\text{amb}}$ is independent of $P_{\text{LO}}$, the change in device noise with fractional frequency shift can be written as:

$$\frac{\partial S_{xx,\text{device}}}{\partial x} = \frac{\partial}{\partial x} \left[ R^2 (2P_{\text{LO}} h\nu) + R^2 \frac{2P_{\text{LO}} \Delta}{\eta_{pb}} \right] \quad (9a)$$

$$= R(2h\nu) \left[ 1 + \frac{\Delta}{h\nu \eta_{pb}} \right], \quad (9b)$$

where we ignore any variation in responsivity with power. For an optical frequency of 236 GHz we have $h\nu/\Delta \approx 3.9$, and we use $\eta_{pb} = 2\Delta/(h\nu)$ in Equation (9) valid for $h\nu/\Delta \leq 4$.27

The linear fit to $S_{xx,\text{device}}$ shown in Figure 11 is done for $|x| \leq 4.6 \times 10^{-4}$, corresponding to an effective radiation temperature of $T_{\text{eff}} = 293 - 3200$ K. For $R \propto P^{-0.1}$ the responsivity changes by $\pm 10\%$ over this range, and the assumption of a power-independent responsivity used in Equation (9) is a reasonable approximation.
Comparing the fitted slope with Equation 9 then yields a responsivity $R = -1.5 \times 10^8 \text{W}^{-1}$. A calibrated cold load measurement then yields a full system optical efficiency of $\eta_{sys} = 5.9\%$. Accounting for the finite transmission of the blocking and band-defining filters, the cold truncation of the edges of the antenna beam, Fresnel loss at the front of the bare silicon lens, and a 28\% spectrometer efficiency (Section 4.2), we expect a total system efficiency of 11\%. This is a factor of $\sim 1.9$ larger than measured, indicating an additional source of loss in the system.

5. SUMMARY

SuperSpec is an on-chip spectrometer we are developing for broadband, multi-object survey spectroscopy at submillimeter and millimeter wavelengths. We have presented the design and characterization of a new prototype device that delivers an improved sensitivity over the previous design. Our characterization of this device includes first measurements of the spectrometer efficiency, detector responsivity, and net optical efficiency of the full instrument.

For a representative $R = 282$ channel centered at $f = 236$ GHz, we measure an instrument NEP of $5.2 \times 10^{-16}$ W Hz$^{-1/2}$, referenced to the front of the cryostat. This is a factor of $\sim 10$ worse than the background-limited sensitivity of an $R = 100$ spectrometer operating at the Caltech Submillimeter Observatory, with a single polarization system transmission of 25\%. However, we have identified a number of ways to improve our current sensitivity with only moderate changes to the spectrometer design. The optical efficiency of the system may be increased by applying an anti-reflection coating to the silicon lens, optimizing the coupling factors $Q_{\text{feed}}$ and $Q_{\text{det}}$ to maximize the spectrometer detection efficiency, and identifying and removing the source of the additional factor of $\sim 1.9$ reduction in system transmission (Section 4.4). We will increase the responsivity in future devices by reducing the TiN inductor volume, and decreasing the $T_c$ from 1.65 K to 1.2 K. We are also exploring options to reduce the TLS noise with modifications to the layout of the KID IDC. The net sensitivity gain from these changes is expected to provide the requisite factor of $\sim 10$ reduction in NEP that will enable the construction of an $R = 100$ background-limited filter bank spectrometer. This resolving power is sufficiently high for a line intensity mapping experiment targeting [CII] 158 $\mu$m emission during the Epoch of Reionization.
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