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Abstract—WiFi-based smart human sensing technology enabled by Channel State Information (CSI) has received great attention in recent years. However, CSI-based sensing systems suffer from performance degradation when deployed in different environments. Existing works solve this problem by domain adaptation using massive unlabeled high-quality data from the new environment, which is usually unavailable in practice. In this article, we propose a novel augmented environment-invariant robust WiFi gesture recognition system named AirFi that deals with the issue of environment dependency from a new perspective. The AirFi is a novel domain generalization framework that learns the critical part of CSI regardless of different environments and generalizes the model to unseen scenarios, which does not require collecting any data for adaptation to the new environment. AirFi extracts the common features from several training environment settings and minimizes the distribution differences among them. The feature is further augmented to be more robust to environments. Moreover, the system can be further improved by few-shot learning techniques. Compared to state-of-the-art methods, AirFi is able to work in different environment settings without acquiring any CSI data from the new environment. The experimental results demonstrate that our system remains robust in the new environment and outperforms the compared systems.

Index Terms—Gesture recognition, channel state information, domain generalization, deep neural network, few-shot learning

1 INTRODUCTION

With the increasing popularity of WiFi technology and wide availability of WiFi infrastructure, WiFi-based smart human sensing is receiving more attention and plays an important role in Internet of Things (IoT) systems. It has many applications in health care, security, entertainment and tailored services [1], [2], [3], [4].

WiFi-based sensing technology is enabled by Channel State Information (CSI) [3], [6], [7] which is a fine-grained measurement at the physical layer from a subcarrier channel. It can reflect the complex multipath effect caused by human motion due to its frequency diversity and capture multipath propagation of WiFi signal from transmitters to receivers over multiple subcarriers, which reveals various influences of human motion. As a result, different human behaviors can be detected and recognized by observing the variations of CSI data. Compared with other existing smart human sensing technologies using either vision-based sensing techniques or wearable sensor based techniques, WiFi-based smart sensing has many advantages. It does not require either line of sight or illumination. Besides, it leverages the existing WiFi infrastructure in buildings and at homes, which reduces the additional cost of wearable devices and is more user-friendly. It also provides better privacy protection than camera based solutions.

Though existing CSI-based smart human sensing systems have achieved decent performances in some applications, many of them still suffer from serious performance degradation under multiple environments. A high-accuracy system trained in one environment cannot be readily deployed in another environment due to the performance degradation caused by the different environment setting.

There are currently two main methods to address this problem: model based method and learning based method. Model based method aims to build a signal model using extracted signal parameters that suffer the least perturbation under changing environment dynamics [8], [9], [10], [11]. However, it requires expert knowledge for parameter selection. Instead of using deep learning networks to learn the data features directly from the CSI data, model based methods manually select signal parameters from received signal data to construct system models. However, to decide which parameters to choose requires expert knowledge in signal transmission fields. It increases the difficulty of CSI based human behavior recognition system design. Meanwhile, by selecting only parts of the signal information from the complete CSI sequences, it may cause loss of some important features. Most importantly, it is hard for model based methods to recognize complex human behaviors,
such as gestures due to their weak fitting ability. Recently learning based method has drawn increasing attention with the development of deep learning techniques. One popular technique applied in the CSI-based human behavior recognition is Domain Adaption (DA) [12], [13], [14]. DA is able to transfer a CSI-based sensing system trained in one environment (source domain) to another environment (target domain). But the DA based CSI human behavior sensing systems require a large number of CSI samples from the new environment to perform domain adaption, which is not practical in many scenarios. In [15], simulated fake data is used to solve this issue, however, an adequate amount of CSI data from the new environment are still needed to generate fake data. In order to address this problem, we aim to use the CSI data from multiple training environments to train a generalized system so that the model can be applied to a new testing environment without collecting any CSI data from the testing environment.

In this paper, we propose a novel Augmented environment-Invariant Robust WiFi gesture recognition system AirFi that aims to solve the performance degradation of a CSI-based smart sensing system in unseen environments. In our scenario, CSI data from the testing environment is not available. AirFi addresses this issue by generalizing its system model to the testing environment. We are inspired by the idea of Domain Generalization (DG) [16], [17], [18]. AirFi is trained using CSI data from multiple training environmental settings in such a way that the model can generalize well to a new environment setting. First, AirFi uses an encoder to extract feature codes from CSI data collected in several training environment settings. Then with the extracted features mapped on the feature space, AirFi minimizes the distribution differences between feature codes from different environment settings. Finally, the feature codes are used to train the classifier. In this way, AirFi is able to generalize its model to unseen environment settings. Besides, in order to enhance the system model training, an additional random prior distribution is introduced to the feature extraction process in an adversarial manner. It reduces the dependency between the model and training CSI data. Data augmentation and feature augmentation techniques are also applied to improve the system training. Experiments show that AirFi achieves decent performance and outperforms the benchmarking reference systems.

The contributions of the paper are summarized as follows:

- **We propose a CSI-based gesture recognition system AirFi that can generalize to a new environment without any new data by domain generalization.** To the best of our knowledge, the AirFi is the first work that deals with the environment dependency issue without collecting new data or adapting the model in the new environment.

- **For better generalization, we augment the CSI data and feature codes to improve their representativity.** Unlike previous works which augment CSI data and features randomly, in this paper the augmentation is designed to be more aggressive on the domain direction while less aggressive on the class-wise direction using a label dependent regularizer.

- **In the new environment, by applying the few-shot learning technique the performance of our proposed system AirFi can be further improved with a few CSI data from the testing environment setting.**

- **Experiments show that our proposed system gives decent performances across different environments.** With few-shot learning techniques, the performances are further improved.

The rest of the paper is organized as follows: Section 2 discusses related works. Section 3 provides the detail of AirFi system design. Section 4 shows experimental results and comparisons with existing works. Section 5 concludes the paper and provides recommendations for some future research topics.

## 2 RELATED WORKS

In this section, we are going to review some previous works on CSI-based behavior recognition and their methods to overcome the environmental dynamics. Besides, we will also review some related works on DA and DG. Finally, some few-shot learning works will be reviewed.

### 2.1 CSI Based Human Behavior Recognition

Human behavior recognition has been receiving great attention in recent years [19], [20], [21]. Using large number of CSI samples, an accurate human behavior recognition system can be built. Reference [22] proposes a system that uses the CSI to recognize human gestures. In [23], the system model is further improved with an environmental noise removal mechanism to mitigate the effect of signal dynamics due to environment changes. Reference [24] proposes a deep learning-based approach which is called attention based bi-directional long short-term memory (ABLSTM), for passive human activity recognition using WiFi CSI signals. WiGrus leverages the CSI to recognize a set of hand gestures using software defined radio [25]. In [26], the authors propose a novel deep Siamese representation learning architecture for one-shot gesture recognition.

While the issue of environmental dynamics is becoming one of the most critical challenges faced by existing CSI-based human behavior sensing systems, many research works have studied this problem. Existing methods can be categorized into two main categories, model based methods and learning based methods.

Model based method manages to use signal parameters to build a signal model which suffers the least perturbation under changing environment dynamics. References [8] and [9] use Fresnel Zone for human respiration and walking detection. Carm [10] uses both CSI-speed model and CSI-activity model to quantify the correlation between the movement speeds of different human body parts and specific human activities. Doppler shifts are measured and used for determining the directions of human motions in WiSee [11]. A movement towards the receiver causes a positive Doppler shift, while a movement away from the receiver results in a negative shift. WiAnti, a CSI-based activity recognition system that addresses the issue of co-channel interference by using adaptive subcarrier selection is proposed in [27]. Reference [28] proposes a location-free activity recognition system using Angle Difference of Arrival (ADoA). Widar3.0 [29]
combines both physical model and DNN learning to achieve the cross-domain gesture recognition. It builds the body coordinate profile for gesture recognitions. It requires the location and orientation of the person to calculate the domain-independent BVP which is not usually available in the real world situation. The system WiFiH proposes [30] a very interesting idea that one user tends to perform one specific gesture in the same way across different environments. It mentions that the performance of gesture recognition is improved when the user identity tasks and gesture recognition tasks are treated as a combined tasks. It uses the information of users’ identification to help the training process of gesture recognitions. Though model based methods achieve good performances in these aforementioned works, they have some limitations. First, expert knowledge is required for parameter selection. Besides, selecting only parts of the signal information may cause some important features missing. Lastly, it is hard for model based methods to recognize different kinds of human activities due to their weak fitting ability.

Learning based methods have received great attention in recent years [21], [24], [26]. With the development of computer vision and deep learning algorithms, some works on CSI-based human sensing are highly inspired by some novel deep learning research topics. Some recent works apply the idea of DA from deep learning research. Reference [31] proposes a novel scheme for CSI-based behavior recognition tasks that uses an activity filter-based deep learning network with enhanced correlation features to achieve robustness under different environmental settings. In [32], an environment-robust CSI-based human behavior sensing system is proposed. It leverages the properties of a matching network and enhanced features to create an environment-robust behavior recognition. Reference [33] adapts the idea of the generative adversarial network to perform the domain adaption for model transfer. Reference [34] applies a roaming model which is also able to transfer the system model to a new environment using labeled data from the target environment. [35] also utilizes data from both source and target domains to train the system model. It achieves good results with limited amount of unlabelled CSI data from the target domain. DA transfers the system model trained in one environment (source domain) to be applied in a new different environment (target domain). DA, however, requires a large number of CSI samples from the new environment, which is not practical in many scenarios. MCBAR [15] and CSIGAN [33] use simulated fake data to mitigate this issue, however, an adequate amount of CSI data from the new environment is still needed to perform the domain transfer of the trained model. In this paper, we study the problem of human activity recognition with limited or no data from the target domain with the idea of using CSI data from multiple training environments to train the system so that the system model can be better generalized to a new testing environment.

2.2 Domain Adaption and Generalization

In the last few years, great success has been achieved by machine learning. The corresponding works have benefited many real-world applications including the CSI-based human sensing field [13]. However, it takes a lot of resources to collect and annotate each dataset for new tasks. Especially when the number of samples and domains are very large, it can be an extremely resource-consuming and time-consuming process. Besides, sufficient data samples will not always be available in certain circumstances. For example, it is not user-friendly to collect large numbers of data from users when the systems are deployed in users’ places. This motivates the research works on reusing a trained model in a new domain. DA is one of the methods proposed to achieve this goal.

Recent works focus on transferring network representations from the source domain where labeled data datasets are easy to acquire to a target domain where labeled data is sparse or even non-existent [36]. Reference [37] proposes a new CNN architecture that introduces an adaptation layer and an additional domain confusion loss, to learn a representation that is both semantically meaningful and domain invariant. In [38], a new Deep Adaptation Network architecture is proposed which generalizes deep convolutional neural network to the domain adaptation scenario. Reference [39] makes a shared-latent space assumption and proposes an unsupervised image-to-image translation framework based on Coupled GANs. In [40], a multimodal unsupervised image-to-image translation framework is proposed by assuming that the image representation can be decomposed into a content code that is domain-invariant, and a style code that captures domain-specific properties. Both [39] and [40] can provide the ability that data from one domain can be transferred into another domain without changing the categories of the data samples. In [41], the CoGAN learns a joint distribution of images in the two domains from images drawn separately from the marginal distributions of the individual domains by enforcing a simple weight-sharing constraint. The main strategy is to guide feature learning by minimizing the difference between the source and target feature distributions. Some other methods also manage to minimize the Maximum Mean Discrepancy (MMD) loss for this purpose [42]. DA has achieved great success and benefited many systems and applications. However, the limitation of DA is that it still needs many data samples from the target domain in order to perform the domain transfer of system models. In many other scenarios, there may not be any data of the target domain during the training phase, but the system is still needed to build a precise model for a totally new target domain. To address this problem, domain generalization is proposed.

DG leverages the labeled data from multiple source domains to learn a universal representation, which is expected to generalize well for an unseen target domain [18]. DG is first introduced in [43]. They identify an appropriate reproducing kernel Hilbert space and optimize a regularized empirical risk over the space. Then in [44], a discriminative framework is used to directly exploit dataset bias during training. In [45], they propose a new framework for estimating generative models via an adversarial process using a generative model and a discriminative model. Reference [46] utilizes MMD, which leads to a simple objective that can be interpreted as matching all orders of statistics between datasets and samples from the model. Reference [47] leverages deep neural networks for domain-invariant
representation learning and achieves end-to-end conditional invariant deep domain generalization. The above works inspire us to use several environments where data is relatively easier to collect as source domains. Then we generalize and apply the trained model into a new environment which is regarded as the target domain. As it is difficult to collect large numbers of CSI data to train a generalized system model in our research problem, we utilize the data and feature augmentation techniques to improve the model generalization.

2.3 Few-Shot Learning

Machine learning has been highly successful in data-intensive applications, but is often hampered when the data set is small [48]. It reduces its scalability to new classes. To address this problem, few-shot learning is proposed to tackle this problem. Few-shot learning aims to train a system model using very few labeled samples.

Rather than traditional convolutional neural networks which need a large number of data to train the network layers, few-shot learning techniques manage to build a model with only a limited amount of data.

In references [49], [50], [51], [52], neighborhood component analysis is applied. They optimize the K Nearest Neighbor accuracy in the feature space with limited amounts of data to build their models. In [53], a non-linear embedding is learned in an end-to-end manner. By minimizing the distance between different feature codes and their label-dependent central points, a non-linear classifier is constructed.

Siamese network [54] uses a shared feature extractor to generate feature embeddings for both the support and query images. Based on this, relation networks [55] parameterizes and learns the classification metric using a Multi-Layer Perceptron (MLP). In [56], task-specific support images are used to fine-tune the feature extractor network. In [57], the authors demonstrate that a simple class-covariance-based distance metric, namely the Mahalanobis distance, leads to a significant performance improvement.

In our work, though AirFi can give decent performances without any CSI data from the new environment settings, we found that by adding on the few-shot learning techniques the performance can be further improved with a few CSI data from the deployed environment setting.

3 SYSTEM OVERVIEW

We illustrate our system AirFi in Fig. 1. AirFi is composed of four stages: data augmentation, feature extraction & augmentation, domain generalization and classifier training. In order to generalize the trained model, a basic assumption is that there exists a feature space underlying different domains. In [15], it is proved that there is a common feature space between CSI samples of different human behavior from different environment settings. As shown in Fig. 1, we collect data from N different environments which are referred to as source environments. Then we augment our collected CSI samples by adding an arbitrary Gaussian noise, which helps to generate more simulated CSI samples. AirFi uses an encoder to encode the collected data and simulated data and extract the down-sampled features. The extracted feature codes are also augmented to improve their diversity and projected onto the hidden codes space for further training. To avoid the issue of overfitting, we take the advantage of Adversarial Autoencoders [58]. We introduce a prior distribution to regularize the distribution of the feature codes using an adversarial training approach. The decoder is used to decode the feature codes back to source environment CSI data, which helps unify the extracted feature codes. The feature codes are mapped onto the feature space underlying all source environments. AirFi minimizes the distribution variance among different training environments based on the MMD [42]. Finally, a classifier is trained to recognize different human gestures using the feature codes and their corresponding label information. We will present each part of AirFi in detail in the following sections.

3.1 Data Augmentation

CSI samples of human gestures are collected from N source environments where CSI data are relatively easier to acquire. These environments are referred to as training environments. To have more representative CSI data collections for a better generalization result, data from more domains should be collected if possible. However, due to limited time and human resources, it is very difficult and expensive to collect CSI data from all different environment settings. Furthermore, each environment is generally dynamic as well. In some previous works [15], [33], [59], Gaussian noise is widely used for data augmentation purpose. In [15], they build a multimodal CSI model for simulated CSI data generation. They found that by adding an arbitrary Gaussian noise to the collected CSI data, they are able to generate fake CSI data. The introduced Gaussian noise will not change the label of the CSI data, moreover, these fake CSI data can be used to approximate the distribution of the related CSI data in other environment settings.

We denote the collected CSI data pairs from N different environments as \((X^N, Y)\) where \(X\) is the collection of CSI samples and \(Y\) is the collection of gesture labels. To augment the datasets and improve its diversity, an arbitrary Gaussian noise is added to each CSI data sequence. By combining the original collected CSI data sequence and the Gaussian noise, a new simulated CSI data sequence is generated. As explained above, the introduction of Gaussian noise does not change the label of the CSI data. As in wireless signal transmission perspective, the received signal can be modeled as a combination of the transmitted signal multiplying the transmission channel matrix and the Gaussian noise. By combining Gaussian noise with the CSI data, it will not change the class label of the data in terms of gesture recognition purposes [15], [33], [40]. The new generated CSI datasets can help us to approximate the CSI data distribution in other environment settings, which improves the diversity of our CSI datasets and benefits the system training.

3.2 Feature Extraction via Adversarial Learning

Given the augmented CSI data, an encoder is used for feature extraction. For CSI data \((X^N, Y)\) from \(N\) source environments, AirFi uses the same encoder \(Q\) to extract feature codes \(Z\) from them. The encoder is an adversarial autoencoder.
When the input CSI data pass through each convolutional layer in the encoder, they are downsampled and feature codes are extracted.

As AirFi utilizes CSI data from all source environments to train its model, it may cause the overfitting issue during the training phase. The model trained may follow too closely to the given training data and has a strong dependency on the source environment CSI datasets. This will harm model generalization. Unless this issue is addressed, the training process of AirFi would be like a supervised learning with all source domains. It is important that the model is trained using all source domain data, meanwhile it does not have a strong dependency on the training data. Only in this way can the model learn the common feature space of CSI data from different environments and be generalized to other unseen environments. To address this issue, a prior distribution $H$ is imposed as an additional domain besides the data source environment domains. Whenever the feature codes are extracted, a regularization code is also generated from the prior distribution. Both of them are sent to the discriminator $D$ that is used to distinguish between the feature code and regularization code. This process is similar to the generative adversarial network. The adversarial loss $L_{ad}$ is given by

$$L_{ad} = E_{h \sim p(h)}[\log D(h)] + E_{z \sim p(z)}[\log (1 - D(Q(x)))]$$ (1)

By minimizing the adversarial loss, we impose the dependency of the feature codes extraction on the prior distribution. This can reduce the dependency of the system model on the training CSI data. With the introduction of the prior distribution, we expect that the issue of overfitting to the source domains data can be addressed. In theory, the prior distribution can be any arbitrary distribution [42]. It is introduced to enable the adversarial encoder to extract feature code with less dependency on original CSI data distribution. Therefore the trained model can generalize better to the testing environment. We use the Laplace distribution as the prior distribution in AirFi. We compare between several popular distribution used in related works [42] and [45], such as Laplace distribution, Gaussian distribution and Uniform distribution, and the Laplace distribution performs the best. Besides, a decoder $P$ is also applied to decode the feature code back to the source domain CSI data form. The reconstruction loss $L_{re}$ is given by

$$L_{re} = \sum_{n=1}^{N} \|P(z_n) - X_n\|_2^2.$$ (2)

The reconstruction process can unify the content of feature codes encoded from different training environments and improve the level of generalization to other unseen environments.

### 3.3 Label Dependent Feature Augmentation

To further enhance the generalization ability of AirFi, we augment the feature codes. As shown in [60], besides data augmentation, feature augmentation is also able to improve the model generalization by improving the diversity of feature codes. Given the collection of feature code $Z$, which is extracted from the input CSI data $X$ using the encoder $Q$. We have

$$z = Q(x).$$ (3)

Then we input the feature codes into the augmentation layers $A$. In [60], the feature codes are augmented by scaling and adding bias in their networks. The scaling changes the absolute difference between elements in the feature codes, while the bias changes the absolute mean value of the feature codes. In AirFi, after the feature extractor, the sampled CSI feature codes $z$ are multiplied and added with random variables sampled from normal distributions. The collection of augmented feature codes is denoted as $Z'$ given by

$$z' = A(z) = \alpha \ast z + \beta,$$ (4)
where $\alpha$ and $\beta$ are the scale and bias hyperparameters, and sampled from two Gaussian distributions,

$$\alpha \sim N(1, \sigma_1),$$  \hspace{1cm} (5)

$$\beta \sim N(0, \sigma_2),$$  \hspace{1cm} (6)

where $\sigma_1$ and $\sigma_2$ are two scalar hyperparameters. We set $\sigma_1 = \sigma_2$ to reduce the number of hyperparameters. The perturbation introduced improves the diversity of feature codes and benefits the model generalization. However, one of the limitations brought by the feature augmentation is that the perturbation caused by the random noise may not follow the class-preserving direction [60], [61], [62], [63]. The augmented feature codes may lose some properties of their own behavior classes and are embedded with some new properties of other behavior classes. This will affect the model training and performances. In order to augment the feature codes to improve their diversity meanwhile preserving those feature properties of their own behavior classes, we add a label dependent regularizer $\epsilon$ to the augmentation layer in AirFi. The augmentation process becomes

$$z' = A(z) = \alpha \ast z + \beta + \epsilon.$$ \hspace{1cm} (7)

The regularizer $\epsilon$ is sampled from a class-wise normal distribution $N(0, \Sigma_c)$, $c \in [1, C]$, where $c$ is the gesture class index, $C$ is the total number of gesture classes and $\Sigma_c$ is the class-wise covariance. $\Sigma_c$ is estimated and updated from every mini-batch of training data in a moving average manner

$$\Sigma_c = \lambda \ast \Sigma_c + (1 - \lambda) \ast Cov(z'|y = c),$$ \hspace{1cm} (8)

where $\lambda$ is the discount factor. The corresponding $\Sigma_c$ is only updated when the label $y$ of CSI data belongs to its own class $c$. During the training phase, AirFi calculates the class-wise covariances of data from each class and update the $\Sigma_c$ of each class. Then the elements of $\epsilon$ are sampled as,

$$\epsilon_c \sim N(0, \Sigma_c).$$ \hspace{1cm} (9)

With the additional regularizer, the feature codes are augmented more aggressively along the cross domain direction instead of the class-wise direction. Though the feature code is augmented with random variables, it is added with the covariance $\epsilon_c$ of its own gesture class $c$ to preserve key properties of that particular class. As a result the augmented feature codes are similar to those original feature codes of their own classes and have some perturbation introduced by the random variables $\alpha$ and $\beta$. This improves the diversity of feature codes from different gesture classes and leads to better performances of AirFi. We perform an ablation study to test it in our experiments.

### 3.4 Domain Generalization

The feature codes are mapped onto the feature space for domain generalization. Denote the augmented feature codes $z'$ from $n_{th}$ source environment as $Z_n$ with the distribution $P_n$ of CSI data. To perform the mapping, a mean map operation $\mu(\cdot)$ is required to map the feature codes to a reproducing kernel Hilbert space [64], which is given as

$$\mu_P = E_{z \sim P}[k(z')],$$ \hspace{1cm} (10)

where $k$ is the kernel function. For AirFi, we use the Radial Basis Function (RBF) kernel, which is a well-known and commonly used characteristic kernel [42].

To achieve domain generalization of the system model, the mapped feature codes from different domains are supposed to be clustered together on the feature space. AirFi fulfills this purpose by minimizing the MMD between different distributions. The MMD between feature codes from two source environments can be measured by

$$MMD(Z_i, Z_j) = \|\mu_{P_i} - \mu_{P_j}\|.$$ \hspace{1cm} (11)

By extending it from two source environments to multiple environments, the distribution variances between different feature domains are calculated as

$$\frac{1}{N} \sum_{i=1}^{N} \|\mu_{p_i} - \mu_{P}\| = \frac{1}{N} \sum_{i=1}^{N} \|\mu_{P_i} - \frac{1}{N} \sum_{j=1}^{N} \mu_{P_j}\| \leq \frac{1}{N^2} \sum_{1 \leq i \neq j \leq N} MMD(Z_i, Z_j),$$ \hspace{1cm} (12)

where $\mu_P$ is the mean distribution for all training environments. The indices of any two source environments are denoted by $i$ and $j$. As shown in the equation, the distribution variances are upper bounded. Therefore we use the distribution regularization loss $L_{MMD}$

$$L_{MMD}(Z_1, \ldots, Z_n) = \frac{1}{N^2} \sum_{1 \leq i \neq j \leq N} MMD(Z_i, Z_j).$$ \hspace{1cm} (13)

By minimizing $L_{MMD}$, the distribution variances between each source domain are also reduced. As a result, the model trained can be generalized between different domains.

### 3.5 Classifier Optimization

With the features identified, a classifier is added at the end of AirFi. The classifier consists of three fully connected layers $F$. With the generalized feature codes on the feature space and corresponding gesture labels, AirFi trains its classifier in a supervised learning manner. AirFi uses the cross-entropy loss to measure classification errors $L_{ce}$:

$$L_{ce} = -E_{y \sim P}[\log p(y|z)].$$ \hspace{1cm} (14)

### 3.6 Few-Shot Learning

In our study, we find that though AirFi can achieve a decent performance without any training CSI samples from the target environments, a few CSI samples from the target environment can indeed help to further improve its performances. It is possible that the feature codes encoded from testing environment CSI data may not be mapped closely to the distribution of source environment feature codes. To address this issue, a few labeled CSI samples from the testing environment can be very helpful. After AirFi is trained using the source domain data from the training environment, we input the testing environment CSI data and minimize the distribution difference between the source environment and testing...
environment CSI data with the new distribution regularizer loss $L'_{MMD}$:

$$L'_{MMD} = \text{MMD}(Z_{\text{training}}, Z_{\text{testing}})$$

(15)

We retrain the system with the source environment, target environment distribution loss and classification cross-entropy loss $L'_{ce}$, which also includes the testing environment labeled data $X_t$.

$$L'_{ce} = -E_{(x_t, y_t)} \log [p(y_t|x_t)].$$

(16)

Then the total few shot learning loss $L_f$ is given by

$$L_f = L'_{MMD} + L'_{ce}$$

(17)

After the few-shot learning is added, the trained model has a better generalization ability on the target environment. We show the improvement in Section 4.

4 EXPERIMENT

To be applied in a different environment, AirFi does not require any CSI data from the target environments as in the case for most existing systems. Using CSI data from several training environments, AirFi aims to build a generalized system model. In this section, we conduct multiple experiments to evaluate AirFi under different environments. First, we introduce the experimental setup. Then we do an overall evaluation to compare AirFi with other CSI-based smart human sensing systems. Third, we do an ablation study to investigate the impacts of different components in AirFi. Besides, we test AirFi with few-shot learning added on and observe how it improves the performances. Finally, we use the T-SNE plots to show the distribution of hidden features with different system designs.

4.1 Environment Setup and Data Collection

AirFi is designed to be generalizable to different environment settings. In order to test its ability, our experiments are performed in four different environment settings: lab, cubic office, meeting room and tutorial room. We select them as their layouts and furniture are very different from each other, which can be used to test the performances of compared systems in different environments. Their layouts are shown in Fig. 2. In each location, two routers are used. One router is the transmitter (one antenna), and the other router is the receiver (three antennas). We have upgraded the firmware of both routers to our CSI enabled platform for data collection. The transmitter is operated in 802.11n AP mode at 5 GHz with a 40 MHz bandwidth and the receiver is connected to the transmitter in client mode. The detail of the environments is as follows.

1) Environment A (lab environment). The furniture in the lab is mainly lab benches and chairs. The routers are placed on two opposite lab benches with a distance of 2.3 meters. The volunteer performs different human gestures, while sitting in the middle between the two lab benches.

2) Environment B (cubic office environment). The furniture in the cubic office is mainly cubical desks and chairs. The two routers are placed on two different
desks as shown in the layout figure with a distance of 2.3 meters. The volunteer performs different gestures in the middle area.

3) Environment C (tutorial room environment). The furniture is mainly round table and chairs. There is also one big screen on the wall. The two routers are placed on two tables with a distance of 2.2 meters. The volunteer performs different gestures in the testing area.

4) Environment D (meeting room environment). There is a big table in the center of the room. Chairs are put around the table. We place two routers at one side of the table with a distance of 2.2 meters, and the volunteer performs different gestures beside the table.

We have selected 8 volunteers aging from 19 to 27 to participate in our experiments. 5 of them are males and 3 of them are females. Our experiments involve 8 categories of human gestures including up & down, left & right, back & forward, clap, fist, circling, throw, zoom. We provide the CSI visualization for these gestures in Fig. 3. Each volunteer performs different gestures while the transmitter sends signal packets to the receiver. The CSI enabled platform measures and stores the CSI data.

For each gesture, 200 CSI samples are recorded at each experimental location. In total, each gesture has 800 CSI samples collected. AirFi only uses CSI amplitude information for gesture recognition. There are 114 subcarriers of each CSI sample received by our router platform during the collection. Each sample consists of 2000 CSI packets, then we downsample the data to 500 packets. The input size of our CSI data is $114 \times 3 \times 500$.

4.2 Overall Evaluation

We compare the system AirFi with state-of-the-art CSI-based gesture recognition systems. For the compared systems, we select WiGr, WGRDTL and Wi-Multi [65], [66], [67]. The compared systems are selected as they also have the ability to adapt to the new environment by taking the advantage of domain transfer. Besides, we remove the generator components of MCBAR [15] and only keep the feature extractor and classifier components which are basically convolutional neural networks (CNN). The remaining CNN is able to perform accurate human behavior recognition within one environment. Actually the CNN structure is widely used for classification purpose in many CSI-based human sensing systems. However, it does not have fitting ability to adapt into an unseen environment. We train the CNN to have over 90% accuracy in the training environment, then we deploy it in the testing environment together with other compared systems. To test the ability of each method in adapting to a new environment, we use the CSI data from three environments as the source environment data and the CSI data from the left environment as the testing environment data. For example, when environment A, B, C are used as training environment, D will be used as the testing environment, and denote the setting as ABC-D. All four different combinations are tested in the experiment. The testing environment data are not available for any systems including AirFi during the training phase.

The experiments results are shown in Table 1. As shown in the table, AirFi outperforms all other compared systems in all testing environments with an accuracy of around 90%. The obvious performance degradation of CNN demonstrates that there are large variations of collected CSI data from different environment settings. Though the compared systems are also designed to adapt to the a environment, they need a large number of testing environment data to perform the domain adaption. As in our scenario, all systems are not able to acquire the testing domain data, their models are not able to be functional as they should be. WiGr has the second best performance with an overall accuracy of over 80%. In order for it to adapt to a new environment better, it requires CSI data from the target environment. However, this is not provided in the experiment. AirFi takes the advantage of domain generalization. It manages to extract the common feature codes from these source environment data and generalize them on the feature space by minimizing the feature codes distribution differences. The training of AirFi does not need any CSI data from the testing environment.
### 4.3 Impacts of TX-RX Distances

During the experiments, we have fixed the distances between the two routers from 2.2 meters to 2.3 meters as indicated in the scenario specifications. In fact, the distances between them also affect the system performances. When the distances between the two routers increase, the signal power will decrease and SNR (Signal-Noise Ratio) also becomes lower. This can lead to performance degradation of AirFi.

We examine the impacts of TX-RX distances on performances. We collect CSI data in each scenario with three different sets of distance range: 1.8 to 1.9 meters, 2.2 to 2.3 meters, 2.6 to 2.7 meters. Then we use these samples to train AirFi separately and observe the result variations. We found that no obvious performance degradation can be observed between the first two sets. They are both within the functional range of the routers. While for the second and third distance sets, the results of average accuracy of all involved gestures drop about 3%. When TX-RX distances increase, the performances of AirFi remain stable within the functional range. However, if the distances get further, the performance will degrade.

### 4.4 Ablation Study

In order to equip the system AirFi with the ability to generalize to new environment settings, we take the advantage of domain generalization. We also augment our CSI datasets and feature codes to improve the performance. We use an ablation test to study how each component contributes to the system AirFi. We compare the performances between the pure CNN, AirFi without data augmentation, AirFi without feature augmentation and complete AirFi. The experiments setups are the same as the previous overall evaluation. In each test, three of them are used as the training environments and the remaining one as the testing environment.

The testing results are shown in Table 2. CNN performs worst among the compared systems, while AirFi is still able to generalize its system model which is the most important ability of AirFi. To generalize the system model of AirFi, it needs the CSI data from different training environments. Both CSI data and feature augmentation are used to further enhance the generalization ability. Without these two techniques, the remaining parts of AirFi can still generalize its model and outperform the CNN which does not have any ability to adapt to a new environment. For AirFi without either data augmentation or feature augmentation, their accuracies all get worse compared to the complete AirFi. In other words, both augmentation techniques contribute to the performances of AirFi. It is observed that after removing either data augmentation or feature augmentation, the performance degradation of the two compared systems are very close to each other, which is about 4% to 6%. The missing feature augmentation affects AirFi slightly more than data augmentation. In fact, both augmentation techniques make the feature codes of training to be more representative. With diverse feature codes, AirFi is able to generalize better on the feature space. The data augmentation improves the diversity of CSI training datasets. It generates more simulated CSI data so that more feature codes can be extracted from these generated CSI data. On the other hand, the feature augmentation works directly on the feature codes. It makes the feature codes more representative. With the help of these two augmentation techniques, the feature codes generalized on feature space are more diverse and AirFi has a higher possibility to generalize to a new environment setting.

| Systems     | Up&Down     | Left&Right  | Front&Back | Clap | Fist | Waving | Throw | Zoom | Environment Index |
|-------------|-------------|-------------|------------|------|------|--------|-------|------|------------------|
| CNN Only [15] | 31.23% | 29.57% | 36.55% | 32.48% | 29.63% | 34.11% | 30.86% | 28.99% |                  |
| WiGr [65]   | 80.67% | 81.44% | 79.38% | 82.04% | 80.78% | 78.63% | 79.81% | 80.52% |                  |
| WGRDTL [66] | 70.85% | 73.93% | 73.47% | 74.01% | 72.14% | 70.65% | 71.46% | 69.19% |                  |
| Wi-Multi [67] | 72.15% | 71.89% | 69.94% | 71.28% | 70.58% | 72.23% | 70.18% | 70.63% |                  |
| AirFi       | 89.32% | 91.02% | 89.47% | 91.66% | 90.85% | 88.97% | 92.37% | 89.61% |                  |
| CNN Only [15] | 35.95% | 39.11% | 37.49% | 46.24% | 40.18% | 41.79% | 39.85% | 40.43% |                  |
| WiGr [65]   | 76.39% | 79.20% | 80.71% | 78.58% | 81.84% | 79.98% | 79.34% | 80.86% |                  |
| WGRDTL [66] | 73.97% | 73.55% | 71.11% | 73.16% | 71.74% | 70.06% | 70.21% | 72.63% |                  |
| Wi-Multi [67] | 74.14% | 71.08% | 70.83% | 70.92% | 69.71% | 70.57% | 69.24% | 73.26% |                  |
| AirFi       | 87.48% | 91.25% | 91.28% | 90.75% | 92.02% | 90.79% | 89.31% | 90.63% |                  |
| CNN Only [15] | 31.01% | 40.42% | 34.15% | 32.68% | 36.76% | 37.91% | 35.31% | 37.82% |                  |
| WiGr [65]   | 79.38% | 82.57% | 83.61% | 79.99% | 82.52% | 81.64% | 77.24% | 80.36% |                  |
| WGRDTL [66] | 71.13% | 74.10% | 76.97% | 74.45% | 75.23% | 72.28% | 70.34% | 70.46% |                  |
| Wi-Multi [67] | 73.69% | 71.25% | 70.98% | 72.89% | 74.35% | 72.47% | 74.84% | 71.06% |                  |
| AirFi       | 88.16% | 89.72% | 92.78% | 91.06% | 90.34% | 89.47% | 88.32% | 90.30% |                  |
| CNN Only [15] | 38.44% | 37.98% | 32.17% | 30.19% | 31.74% | 32.68% | 32.48% | 36.37% |                  |
| WiGr [65]   | 76.52% | 79.63% | 80.46% | 81.09% | 76.87% | 79.68% | 80.50% | 80.72% |                  |
| WGRDTL [66] | 72.54% | 73.71% | 70.38% | 72.02% | 73.44% | 72.18% | 71.51% | 72.43% |                  |
| Wi-Multi [67] | 71.84% | 72.93% | 74.42% | 77.59% | 73.28% | 73.80% | 72.17% | 74.67% |                  |
| AirFi       | 91.73% | 90.86% | 87.26% | 88.67% | 89.42% | 89.76% | 90.92% | 87.58% |                  |

The table above shows the overall performance evaluation of different systems and augmentation techniques. The performance is measured in terms of accuracy. The systems include CNN Only, WiGr, WGRDTL, Wi-Multi, and AirFi. The augmentation techniques include WiGr, CNN Only, Wi-Multi, and AirFi. The systems are evaluated in different environments, and the performance is measured in terms of accuracy. The table shows that the performance of AirFi is significantly better than the other systems, especially when feature augmentation is used. This is because AirFi is able to generalize to new environment settings, while the other systems are limited by the training data. The table also shows that data augmentation and feature augmentation are both important for improving the performance of AirFi.
CSI data from the testing domain environments are used for system training. As for the compared systems, they use domain adaption techniques which require a large number of CSI data to transfer their model to the new environment. We improve AirFi with a few-shot learning technique added on so that the generalized model can be further enhanced using a few labeled CSI samples. For the evaluation, this time, 10 CSI samples from the testing domain environments are available during the training phase for all systems. The environment settings and compared systems are the same as they are in the overall evaluation.

The results are shown in Table 3. Obvious improvement of performances can be observed for all systems. AirFi still outperforms the other compared systems. As the amount of the given CSI data is very small, the compared systems do not have enough CSI data to fully retrain their models. As WiGr is also equipped with the few-shot learning property in their prototypical model, it performs the second best among the compared systems. While for AirFi, its system model is already generalized to different environments. By applying the few shot learning techniques, AirFi is able to improve its performances with a limited amount of data and generalize even better to the testing environment. AirFi manages to minimize the distribution difference between the given CSI data from the testing environments and the training environments, which can be achieved with small amounts of CSI data.

4.6 Distribution Visualization

To better understand how AirFi can generalize its model to different environments, we use the T-SNE plotting to visualize the distribution of feature codes [69]. We plot the hidden features of CSI data from four environments, which are environment A to D.

| Systems               | Up&Down | Left&Right | Front&Back | Clap   | Fist    | Waving  | Throw  | Zoom  | Environment Index |
|-----------------------|---------|------------|------------|--------|---------|---------|--------|-------|-------------------|
| CNN Only              | 39.57%  | 41.08%     | 47.11%     | 34.95% | 43.89%  | 41.97%  | 43.44% | 37.96%|                  |
| WiGr [65]             | 86.94%  | 87.28%     | 87.43%     | 87.62% | 86.15%  | 84.60%  | 89.37% | 90.07%|                  |
| WGRDTL [66]           | 80.19%  | 78.88%     | 76.58%     | 79.78% | 80.67%  | 81.85%  | 79.54% | 78.27%|                  |
| Wi-Multi [67]         | 78.95%  | 79.52%     | 77.91%     | 81.49% | 78.18%  | 80.56%  | 80.02% | 78.49%|                  |
| AirFi                 | 94.63%  | 95.21%     | 93.55%     | 93.17% | 91.68%  | 96.14%  | 95.24% | 93.54%|                  |
| CNN Only              | 45.93%  | 41.08%     | 35.12%     | 40.58% | 38.94%  | 44.42%  | 37.01% | 43.18%|                  |
| WiGr [65]             | 85.99%  | 87.19%     | 86.38%     | 86.92% | 87.37%  | 88.96%  | 88.00% | 87.25%|                  |
| WGRDTL [66]           | 79.63%  | 81.71%     | 78.45%     | 78.93% | 79.48%  | 80.16%  | 81.04% | 71.67%|                  |
| Wi-Multi [67]         | 78.59%  | 78.61%     | 79.38%     | 79.11% | 81.07%  | 77.86%  | 80.19% | 82.93%|                  |
| AirFi                 | 93.89%  | 93.61%     | 94.29%     | 93.28% | 93.47%  | 93.68%  | 94.78% | 94.13%|                  |
| CNN Only              | 48.15%  | 34.18%     | 42.69%     | 39.48% | 41.56%  | 42.00%  | 38.14% | 40.82%|                  |
| WiGr [65]             | 84.60%  | 84.47%     | 89.15%     | 90.81% | 89.39%  | 90.82%  | 89.49% | 87.30%|                  |
| WGRDTL [66]           | 81.98%  | 82.19%     | 79.58%     | 77.14% | 82.84%  | 80.14%  | 78.92% | 83.86%|                  |
| Wi-Multi [67]         | 78.49%  | 79.18%     | 77.39%     | 74.81% | 80.18%  | 81.44%  | 78.68% | 80.49%|                  |
| AirFi                 | 92.69%  | 92.11%     | 94.27%     | 95.34% | 93.74%  | 95.08%  | 94.18% | 94.57%|                  |
| CNN Only [15]         | 41.33%  | 47.86%     | 42.17%     | 39.68% | 39.42%  | 43.71%  | 43.62% | 44.76%|                  |
| WiGr [65]             | 86.07%  | 86.32%     | 88.95%     | 87.60% | 87.23%  | 90.20%  | 89.08% | 88.81%|                  |
| WGRDTL [66]           | 79.31%  | 82.18%     | 83.86%     | 79.41% | 80.99%  | 79.47%  | 78.86% | 81.10%|                  |
| Wi-Multi [67]         | 75.89%  | 77.21%     | 82.12%     | 82.63% | 80.76%  | 81.97%  | 79.55% | 81.83%|                  |
| AirFi                 | 94.58%  | 93.89%     | 94.79%     | 92.88% | 93.75%  | 95.86%  | 95.33% | 94.17%|                  |

TABLE 3
Few-Shot Learning Test in Lab

4.6 Distribution Visualization

To better understand how AirFi can generalize its model to different environments, we use the T-SNE plotting to visualize the distribution of feature codes [69]. We plot the hidden features of CSI data from four environments, which are environment A to D.
As shown in Fig. 4a, for a trained system without domain generalization (DG) which can be a convolutional neural network, the hidden features of CSI data from one environment are gathered together while they are away from those of other different environments. When it is applied to a new environment, its model cannot recognize CSI data as the distribution between them is very large. For AirFi which is equipped with the ability of domain generalization, feature codes from different environment settings are gathered together as their distribution differences are minimized during the training phase. This is shown in Fig. 4b. As a result, the model trained has a high probability to generalize to the new environment. CSI features visualizations are also provided for the ablation study. Fig. 4c illustrates the feature visualization for AirFi without data augmentation and Fig. 4d is for AirFi without feature augmentation. Both of them achieve worse generalization results than the complete AirFi. Data augmentation affects the AirFi less, while feature augmentation affects the performance more.

### 4.7 Public Dataset Evaluation

To further evaluate the performances of AirFi in different environments and CSI platforms, we use the public datasets of Widar 3.0 [29] collected by Intel 5300 devices. It includes CSI data of human gestures from 3 different environments which are an empty classroom (E), a spacious hall (F) and an office room (G). As AirFi needs multiple environments as the source environments, we select two environments as source domains and the remaining environment is used as the target domain for each round of environments. In order to use the Widar 3.0 datasets, we modify the sizes of the convolutional neural network in the feature extractor to fit the data size. Then the hyperparameters in the model training are kept as same as the experiments on our own datasets, without extra tuning. AirFi uses the feature extractor to extract feature code from the source environment CSI data and use them to train the generalized system model. Then the model is applied in the target environment directly to test its performances. The same set of compared systems in the overall evaluation is used. As shown in Table 4, our AirFi achieves significant improvement against existing methods. It learns the common features from CSI data from the two source environments and builds a generalized gesture recognition model which can be applied to the target environment and different subject in Widar 3.0. This demonstrates that the AirFi can be utilized in multiple WiFi sensing platforms, i.e., Atheros CSI Tool and Intel 5300 NIC, and multiple human sensing tasks, i.e., gesture and activity recognition.

### 5 Conclusion

This article has investigated the problem that a CSI-based human sensing system suffers from serious performance degradation under different environments. To deal with this problem, we proposed AirFi which takes the advantage of domain generalization to train a generalized model that can be applied to different environments. Moreover, the training of AirFi does not require CSI data from the testing environment which is more suitable for the real-world situation. The experimental results show that AirFi outperforms the state-of-the-art in this field. For future research direction, we may explore on improve the training efficiency of AirFi. AirFi requires CSI data from multiple source environments to train its generalized model. However, CSI data from different environments may not always be available. We want to reduce the dependency on the number of source environments and train the generalized system model with fewer data domains. Besides, AirFi only explores on using amplitude information for gesture recognition. We will also investigate on how phase information can contribute to the CSI-based smart human sensing.
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