A Open Source Software and Datasets

In this supplement, we review open source entity resolution software (Appendix A.1) and entity resolution datasets (Appendix A.2).

A.1 Open Source Software

This section reviews open source entity resolution software. We focus on libraries available in R or Python software packages, however, we cover a few recent packages that are available in Julia, Java, and Apache Spark. Other software is reviewed in [196] 5] 6]

Available in Python  The python library dedupe [197], available on PyPI and on GitHub, implements the Fellegi-Sunter framework together with active learning to select threshold weights. Based on this probabilistic record linkage step, it allows clustering records in coreferent groups using hierarchical agglomerative clustering with a centroid linkage. The library recordlinkage [198], available on PyPI and on GitHub, implements the Fellegi-Sunter framework, k-means clustering and a number of fully supervised classifiers (logistic regression, support vector machines, etc). The Freely Extensible Biomedical Record Linkage FEBRL library [199], available on SourceForge, provides a graphical user interface and implements the Fellegi-Sunter framework as well as supervised classifiers and clustering algorithms. Also, the library py-entitymatching [200] (part of the Magellan project [201]), available on PyPI and GitHub, provides tools to facilitate the development of entity resolution models. It implements rule-based systems as well as a number of supervised machine learning classifiers. Finally, the package fasthash available on Github implements the work of [54].

Available in R  The RecordLinkage package on CRAN [202] implements the Fellegi-Sunter framework and a number of supervised algorithms (logistic regression, support vector
machines, random forests, and others). It also contains the two datasets RLdata500 and RLdata10000 which have been widely used in the literature as benchmark datasets. [14] extended the work of [95] and provided efficient open source software on CRAN and GitHub known as fastLink. The BRL package on GitHub implements the bipartite record linkage approach of [31]. The blink package on CRAN and GitHub implements the work of [149]. The fedmatch package on CRAN implements exact, fuzzy, and probabilistic matching based on the Fellegi-Sunter framework [204].

**Available in Julia** [13] provide a Julia package to perform blocking and Bayesian Fellegi-Sunter called BayesianRecordLinkage.jl on GitHub.

**Available in Apache Spark** [48] provide a joint blocking and entity resolution package on GitHub, which is provided in Apache Spark with a Java and Scala back-end. The splink library [205] implements the Fellegi-Sunter framework in Spark, using the same model as fastLink. The SparkER library [206] provides an entity resolution framework for Spark.

**Available in Java** The Serf library implements the R-swoosh algorithm [86] for matching and merging. The JedAI library [207] provides end-to-end entity resolution with an user-friendly gui.

### A.2 Entity Resolution Datasets

In this section, we review entity resolution datasets that are publicly available.

#### A.2.1 Synthetic datasets

First we review synthetic datasets that are publicly available. For all of these datasets, a unique identifier is available to evaluate entity resolution performance.
**RLdata**  This package contains two synthetic data sets — RLdata500 and RLdata10000 from the RecordLinkage package in R. Attribute information available is first name, last name, and full date of birth.

**GeCo Tool**  One is able to create a synthetic dataset using the GeCo Tool [208], where features can consist of first name, last name, and birth date. Distortions can be included as to emulate the effect of optical character recognition, keyboard errors, phonetic errors, and common misspellings.

**FEBRL**  The FEBRL datasets [199] consist of comparison patterns from an epidemiological cancer study in Germany (https://recordlinkage.readthedocs.io/en/latest/ref-datasets.html).

**ABSEmployee**  The ABSEmployee synthetic dataset was constructed to mimic real data from the Australian Bureau of Statistics (ABS), which cannot be released due to privacy reasons. [48] simulated three data sources from the ABS that results in 666,000 total records, with 400,000 unique entities. The three data sources are a supplementary survey of permanent employees (source A), a supplementary survey of all employees (source B), and a census of all employees (source C). The size of source A is 120,000; the size of source B is 180,000; the size of source C is 360,000. Duplication occurs across and within the three data sources.

Feature information available is statistical area level of the employee, mesh block, birth day, birth year, gender (binary), industry, whether employment is on a casual basis (binary), whether employment is full-time, hours worked per week, payrate, average weekly earnings. In all sources, there are missing variables, which are explained further at https://github.com/cleanzr/dblink-experiments/tree/master/data
A.2.2 Real Datasets (Publicly Available)

In this section, we review datasets from the literature which arise from real applications and which are publicly available. For all of these datasets, except for the 1901 and 1911 Irish Census, unique identifiers are available to evaluate entity resolution performance. However, the reliability of these unique identifiers vary. In some cases, these unique identifiers were obtained as the result of extensive record linkage efforts involving expert clerical review of the data. In other cases, the unique identifiers were obtained using external information which is not provided in these datasets.

**Cora**  The cora dataset consists of citations and is hosted on the RIDDLE repository [209]. Features include title, author, and year of publication. This dataset needs some pre-processing steps before a record linkage method can be applied, such as removing punctuation.

**SHIW**  The Italian Survey on Household and Wealth (FWIW) is a survey that was conducted in 2008 and 2010. Attributes available are branch of activity, employment status, gender, geographical area of birth, highest educational level obtained, town size, year of birth, whether or not Italian national, and working status. The data set can be obtained at [https://github.com/ngmarchant/shiw](https://github.com/ngmarchant/shiw).

**NLTCS**  The National Long Term Care Survey (NLTCS) is a publicly available longitudinal survey conducted at Duke University, consisting of six waves. The goal of the survey is to study the health and well being of those older than sixty-five years old across the six waves of the survey. Unfortunately, only three waves are appropriate for record linkage due to issues with the survey design. Thus, only a subset can be utilized, which are waves 1982, 1989 and 1994. The features available for linking are all categorical and are: gender (SEX), full date of birth
(DOB), location of the patient (STATE) and office location of the physician (REGOFF). The provided unique identifier is based upon the social security number. The data is available at https://www.icpsr.umich.edu/web/NACDA/studies/9681.

**CD**  The CD dataset includes information about 9,763 CDs randomly extracted from freeDB. This dataset can be found at [https://hpi.de/naumann/projects/repeatability/datasets/cd-datasets.html](https://hpi.de/naumann/projects/repeatability/datasets/cd-datasets.html) There are a total of 299 duplicate records. Attribute information consists of 106 total features such as artist name, title, genre, among others.

**Restaurant**  The Restaurant dataset contains duplications of restaurants from Fodor’s and Zagat’s. Attribute information contains name, address, city, and cuisine.

**NCSBE**  The North Carolina State Board of Elections (NCSBE) releases an online publication of North Carolina voter registration snapshot data. Records are updated temporally, resulting in voters being duplicated within this dataset. While the NCSBE provides each voter with an identifier in each of the snapshots, they do not provide any public information regarding how duplicate records are removed. In addition, the reliability of the NCSBE “unique” voter identifiers has been recently been questioned [114]. Feature information consists of first and last name, age, gender, race, place of birth, age, political affiliation, telephone number, and full address.

**USPTO**  In 2015, PatentsView ([https://www.patentsview.org/](https://www.patentsview.org/)) organized a competition aiming to develop an inventor disambiguation algorithm for the USPTO patents records. Five datasets of inventor-disambiguated patent records were provided as training data to help develop proposed algorithms and can be downloaded from [https://patentsview.org/events/workshop-2015](https://patentsview.org/events/workshop-2015).
**SDS** The Social Diagnosis Survey (SDS) is a longitudinal survey regarding households in Poland. The data set is publicly available at [http://www.diagnoza.com/index-en.html](http://www.diagnoza.com/index-en.html). Feature information available is complete date of birth, gender, residence (province), and level of education.

**SIPP** The Survey of Income and Program Participation (SIPP) is a longitudinal survey of local, state, and federal programs in the United States that collects information about individuals every few years. Specifically, individuals are sampled within panels. The data set is publicly available from the Census Bureau website at [https://www.census.gov/programs-surveys/sipp/data/datasets.html](https://www.census.gov/programs-surveys/sipp/data/datasets.html). Feature information available is year of birth, month of birth, gender, and the state where an individual resides.

**1901 and 1911 Irish Census** These are two publicly available censuses from Ireland in 1901 and 1911. The census of 1901 occurred on March 31, where the those residing (full name) in a household were recorded in addition to visitors. Additional information was collected such as age, gender, relationship to head of household, religion, occupation, marital status, county of birth (unless born abroad, in which case only the country was recorded), ability to read or write, ability to speak Irish, English, both, or none. The census of 1911 was slightly different. The head of household completed and signed the form. In addition, disability status information was collected. Full information on both censuses can be found at [http://www.census.nationalarchives.ie/](http://www.census.nationalarchives.ie/) and [https://www.irish-genealogy-toolkit.com/census-forms.html](https://www.irish-genealogy-toolkit.com/census-forms.html).

**A.2.3 Real Sata Sets (Private)**

In this section, we review datasets that are not available in the public domain, but have an important place in the literature.
**El Salvador**  Between 1980 and 1991, the Republic of El Salvador witnessed a civil war between the central government, the left-wing guerrilla Farabundo Marti National Liberation Front (FMLN), and right-wing paramilitary death squads. There are three databases available for this conflict, where duplications occur within and across each of the databases. The first two databases were collected *during the conflict*, whereas the third database was collected *after the conflict*. The first two databases contain reports on documented identifiable victims. The first source, **El Rescate** (ER-TL), a nongovernmental organization (based out of Los Angelos, CA), collected electronic data from published reports during the civil war [49]. The second source, **Comision de Derechos Humanos de El Salvador** (CDHES), collected testimonials on violations from 1979 — 1991 [50]. The third source contains reports on documented identifiable victims after the civil war. After the peace agreement in 1992, the United Nations created a **Commission on the Truth** (UNTC), which invited citizens to report war-related human rights violations. As such, victims can be duplicated in these data sets. Further information regarding these datasets is summarized in [31].

**Syria**  One case study that has been of interest is the ongoing Syrian conflict. To our knowledge, the Human Rights Data Analysis Group (HRDAG) provided the first published work in this domain. There are four sources that collected data during the same time period — Syrian Center for Statistics and Research (CSR-SY), Syrian Network for Human Rights (SNHR), Syria Shuhada website (SS), and the Violation Documentation Centre (VDC). Each source provides documented identifiable deaths in the conflict. Attributes available are full full Arabic name, gender, death location, and date of death. HRDAG has labelled the data set, as outlined in their paper [51].

**Decennial Census and Administrative Records**  One important and timely topic is one that faces the United States Census Bureau each decade when they attempt to count all the individuals
in the population. This enumeration is used to allocate resources for roads, schools, projects, and apportion representation of legislators. Unfortunately, it has been shown difficult to accurate enumerate such a population using an optional census, and response rates are often quite low. Furthermore, some individual may be counted multiple times. For example, an individual that owns three houses might accidentally fill out three census forms. As another example, individuals in group quarters (such as universities, prisons, etc) are often double counted by their “group” and a family member/parent/guardian [47]. De-duplication is thus needed to obtain an accurate enumeration, with new methodology from the machine learning and statistical literature being recently proposed to this end [48]. This methodology is scalable, while providing exact error propagation throughout the blocking and the entity resolution task [48].

**California Great Registers**   Starting in 1900, each country in California (CA) printed and bound voter lists in each election year, which contained the following feature information of each voter: name, address, party registration, and occupation [210, 13]. This became known as the California Great Registers dataset, and was used as the county’s form of book keeping on election day. These original voter lists have now been digitized using ancestry.com and optical character recognition, however, this can cause errors in the data. The entire dataset can be viewed as a panel dataset, where it may be possible to track partisan change during certain time periods. This dataset spans 1908 — 1968. It is possible to potentially match voters from this time period with individuals from three decennial censuses from 1920, 1930, and 1940, which are publicly available. To our knowledge, the California registers database is not publicly available. Together, the three decennial censuses and the California Great Registers dataset combine to form a dataset of 57 million records of Californians.
A.3 Benchmark and Research Data sets for Inventor and Author Disambiguation

In this section, we review some benchmark data sets for author disambiguation that have been recently utilized in the literature.

First we review benchmark data sets that have been used in the literature. AMINER contains many author disambiguation data sets used in [211]. As it pertains to this review, the most relevant data set contains author names and ground truth. This data set is publicly available. Authority 2009 is a Pubmed author data set [212]. DBLP is a computer science bibliography data sets, where the full data is publicly available. Groups within the computer science community have created subsets of the DBLP, which are available at PSU-DBLP and Naumann-DBLP. INSPIRE is an author disambiguation data set from a digital library for scientific literature in high-energy physics [213]. The data set is publicly available. Rexa is a data set on scientific author records derived from bibliographic data, which has been blocked according to unique first initial and last name, which is publicly available. S2AND is a union of eight existing author name disambiguation (AND) datasets, described in [36]. Open source software is available.

Now, we review some research data sets, which typically do not have unique identifiers or went through an intensive and well-documented manual labelling process.

KDD 2013 is a challenge data set created by the Microsoft Corporation for author disambiguation, where there are no unique identifiers to our knowledge that are error free. [141] discusses a private data set of 98,762 labeled USPTO records corresponding to inventors of optoelectronics patents. The authors have released various sample pairwise comparisons datasets that are publicly available. The USPTO provides many publicly available research data sets, which have been mostly unexplored from a purely research point of view to our knowledge. IJCAI 2021 provides papers with authors that have same names, which is publicly available.
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