Abstract—Automatic brain tumor segmentation from Magnetic Resonance Imaging (MRI) data plays an important role in assessing tumor response to therapy and personalized treatment stratification. Manual segmentation is tedious and subjective. Deep-learning based algorithms for brain tumor segmentation have the potential to provide objective and fast tumor segmentation. However, the training of such algorithms requires large datasets which are not always available. Data augmentation techniques may reduce the need for large datasets. However, current approaches are mostly parametric and may result in suboptimal performance. We introduce two non-parametric methods of data augmentation for brain tumor segmentation: the mixed structure regularization (MSR) and shuffle pixels noise (SPN). We evaluated the added value of the MSR and SPN augmentation on the brain tumor segmentation (BraTS) 2018 challenge dataset with the encoder-decoder nnU-Net architecture as the segmentation algorithm. Both MSR ans SPN improve the nnU-Net segmentation accuracy compared to parametric Gaussian noise augmentation. Mean dice score increased from 80% to 82% and p-values=0.0022, 0.0028 when comparing MSR to non parametric augmentation for the tumor core and whole tumor experiments respectively. The proposed MSR and SPN augmentations has the potential to improve neural-networks performance in other tasks as well.

Index Terms—Brain Tumor Segmentation, Medical Image Segmentation, Data Augmentation, nnU-Net.

I. INTRODUCTION

Primary brain tumors originate from brain cells while secondary tumors stem from other organs. Brain tumors are usually discovered by Magnetic Resonance Imaging (MRI) data including T1-weighted, Contrast-enhanced T1-weighted, T2-weighted, and Fluid Attenuation Inversion Recovery (FLAIR) sequences [1]. Early diagnosis of brain tumors plays an important role in improving treatment possibilities and increases the survival rate of the patients [2]. Segmentation of the tumor and its subregions from the MRI data is necessary for tumor initial grading, response to therapy assessment and personalized treatment stratification.

Manual segmentation of the tumor from the multi-modal MRI data by radiologist/technologist is time-consuming and subjective [3]. In contrast automatic segmentation has the potential to provide objective and reproducible measurements of the tumor. Further, automatic methods can integrate information from the various MRI sequences rather than relying upon a single sequence. Therefore, it can significantly improve analysis accuracy, quality of care, and treatment by supporting optimal therapy, surgical planning, and monitoring.

Neural networks are the state of the art for automatic segmentation in many fields, especially the encoder-decoder architectures which were first introduced by the U-Net [4], and recently improved by the nnU-Net [5]. However, these methods require large amounts of data which are not always available for medical imaging tasks. A common approach to overcome this obstacle, is to apply data augmentation techniques such as random Gaussian noise to increase the variety of the training dataset and improve the robustness of the model.

However, adding such parametric noise may not enlarge the data variety as the neural networks may learn how to denoise it rather than improve its segmentation capabilities.

In this work we introduce the mixed structure regularization (MSR) in [6], and shuffle pixels noise (SPN) for brain tumor segmentation. These augmentations are non-parametric and thus have the potential to encourage the network to generalize better by increasing the variety of the training dataset rather than learning to denoise the data. Therefore, the methods have the potential to improve the robustness of our brain tumor segmentation model.

We demonstrated the added value of the MSR and SPN augmentation on the brain tumor segmentation (BraTS) 2018 challenge dataset [7] with the encoder-decoder nnU-Net architecture as the segmentation algorithm. Both MSR ans SPN improve the nnU-Net segmentation accuracy compared to parametric Gaussian noise augmentation. Our results suggest that MSR and SPN can improve neural networks accuracy and reduce the need for large databases, especially for medical image analysis tasks.

II. METHOD

A. CNN based segmentation

We trained our model with the dynamic U-Net (DynUNet) neural network implemented with Pytorch and MONAI, which is based on the nnU-Net described in [5].

The DynUNet is based on a 3D U-Net encoder-decoder model, with five downsampling operations and five upsampling operations. Downsampling is performed with strided...
convolutions, and upsampling is performed with transposed convolution as described in [8].

The model used Leaky ReLU nonlinearities activation function and batch normalization for feature map normalization. We trained the model for 300 epochs, with an input patch size of 128X128X128 and a batch size equal to 5.

A stochastic gradient descent based pyTorch was used with an initial learning rate of 0.01 and Nesterov momentum of 0.99. The learning rate was decreased by a polynomial schedule:

\[ lr = lr_0 \left( 1 - \frac{\text{epoch}}{\text{epoch}_{\text{max}}} \right)^{0.9} \]  

A gradient-based learning optimization process is challenging due to gradient vanishing effects, which make the loss back-propagation ineffective in early layers [9]. To overcome this challenge, an auxiliary segmentation output is added to increase the robustness of our model, data augmentations were applied. Our baseline transformations were implemented with MONAI and included:

- Random flipping of the images and labels along the z axes with probability of 0.3 of flipping.
- Random elastic deformation and a 3D affine transformation with a probability of 0.3. The random offsets on the grid were generated from a Uniform[0,1,0,3], as well as the standard deviation of a Gaussian kernel which was used to smooth the random offset grid and the shear range.

We compared the baseline model with other models which included those transforms with an addition of MSR, SPN or Gaussian-noise separately.

C. Mixed structure regularization (MSR):

We corrupted the input data by randomly adding different brain images from our training set, as described by [6]. We can represent this data augmentation with the function:

\[ MSR(x) = (1 - \alpha) \ast x + \alpha \ast x_r \]  

Where \( x \) is the original image, and \( x_r \) is a randomly selected image.

We applied this augmentation multiple times with a different magnitude = \( \alpha \) and different probability. We saw that the best probability and magnitude for our dataset is: \( p = 0.5, \alpha = 1 \times 10^{-4} \).

D. Shuffle pixels noise (SPN):

A random permutation of the pixels is chosen and then the same permutation is applied to all the images in the training set [10]. We applied this augmentation multiple times with a different magnitude = \( \alpha \).

\[ SPN(x) = (1 - \alpha) \ast x + \alpha \ast x_r \]  

Where \( x \) is the original image, and \( x_r \) is the image after shuffling pixels on the x,y axis. We saw that the best probability and magnitude for our dataset is: \( p = 1, \alpha = 1 \times 10^{-7} \).

III. RESULTS

A. BraTS database:

We used the BraTS 2018 challenge dataset, which contains 285 multimodal scans - a) native (T1) and b) post-contrast T1-weighted (T1Gd), c) T2-weighted (T2), and d) T2 FLAIR volumes. All images were manually segmented by one to four raters and the segmentations were approved by experienced neuro-radiologists [7].
We randomly split our database into a training, validation, and testing set (80%, 10%, 10% respectively), while maintaining a ratio between the high-grade gliomas (HGG) and low-grade (LGG) tumors according to the existing ratio in the entire dataset. Our training set contains 229 images, and the validation and testing sets contain 28 images each.

The tumor’s regions are ‘edema’, ‘non-enhancing tumor and necrosis’, and ‘enhancing tumor’. However, we segment three partially overlapping regions, as performed in the BraTS challenge and described in [8]: whole tumor (WT) – consisting of all 3 regions; tumor core (TC) – consisting of the non-enhancing tumor and necrosis, and the enhancing tumor (ET) as shown in “Fig. 4.” The dice score was then calculated on the validation set for each label separately. Also, we calculated the mean dice of the 3 labels.

We evaluated our different models on the same test set which contains 27 GBM MRI images.

### B. Test results

| Augmentation Type | WT     | TC     | ET     | Mean   |
|-------------------|--------|--------|--------|--------|
| Baseline          | 0.80959| 0.68795| 0.78975| 0.88811|
| Gaussian noise    | 0.80775| 0.69871| 0.77113| 0.8918 |
| SPN               | 0.81987| 0.70344| 0.79351| 0.89983|
| MSR               | 0.82396| 0.69705| 0.80732| 0.90404|

Comparisons were done with repeated measures ANOVA statistical tests. Paired comparisons were made between the MSR, non parametric augmentation, and the basic parametric augmentation. These statistical tests showed a significant advantage to MSR (p=0.0022, 0.0028 for the TC, WT respectively).

We visualize our data using box plot to analyze the distribution of our augmentations. The whole tumor dice box plot shows that the variance for SPN and MSR is smaller than the other augmentations variance. A smaller variance indicates higher confidence level of the neural network results.
D. Results

We saw an improvement in the dice score when using the MSR and the SPN non-parametric augmentations. By using parametric or Gaussian augmentations the overall dice score achieved was about 80%. Meaning that if two doctors examine a patient’s MRI scanned image, both will agree that there is a tumor at a confidence level of 80%. By using the MSR or SPN augmentation we improved the latter figure to about 82% of confidence level. The classification edges that were previously mistakenly suspected to be a tumor are now properly classified as normal tissue. The augmentations we applied in order to enhance the segmentation quality achieved a statistically significant improvement. We can conclude that these non-parametric models are more accurate.

E. Discussion

We improved the capacity of the nnU-net to segment brain tumors by introducing the non-parametric MSR and SPN data augmentation techniques. Automatic segmentation for brain tumors from multi-modality MRI data plays a critical role in assessing tumor aggressiveness and response to therapy and in stratifying treatment protocols. While deep-neural-networks have the potential to provide accurate, reliable, and objective segmentation, the training of such algorithms requires large data-sets which are not always available in the medical imaging domain. The non-parametric MSR and SPN data augmentation techniques demonstrated a statistically significant improvement in the accuracy of nnU-net for brain tumor segmentation from multi-modality MRI data using the publicly available Brats 2018 challenge database. The proposed non-parametric augmentations may be further extended to achieve additional improvements in deep-neural-networks algorithms for various biomedical imaging tasks.
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