Tensor Embedding: A Supervised Framework for Human Behavioral Data Mining and Prediction
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I. INTRODUCTION

Rapid improvements in sensor technology have made continuous, unobtrusive sensing of individuals practical, by providing temporal streams of individual physiological and psychological states, physical activity, and social and environmental contexts [6], [16], [31], [43], [44]. Such data has, in turn, created opportunities for enhanced understanding of factors contributing to mental health and well being, including in the workplace. Several past studies collected multimodal data from individuals in real-world settings in order to infer psychological and health states. For example, the 10-week StudentLife study of Dartmouth students used passive and mobile sensor data to study well being, academic performance and behavioral trends [43], [44]. SNAPSHOT, a 30-day study on MIT undergraduates, used mobile sensors and surveys to understand sleep, social interactions, affect, performance, stress and health [34]. RealityMining, a 9-month study of 75 MIT Media Laboratory students, used mobile sensor data to track the social interactions and networking [10], and the friends-and-families study collected data from 130 adult members of a young family community to study fitness intervention and social incentives [2]. In contrast, our work focuses on individuals in the workplace. Specifically, the present paper is based on a study that examines the complex interplay between individual differences, job performance, and well being in jobs with varying cognitive, affective and social demands, measured both at the workplace (and to some extent, complemented, outside the workplace). More than 50 clinical and other hospital staff were instrumented and assessed with a variety of wearable and environmental sensors during their work shift for a duration of 1 month.

Sensors data are typically collected from participants in their natural settings, continuously and over extended time periods. One challenge in multivariate time series classification/regression tasks is designing the desire features. The data is noisy, with missing values, and comes from multiple sensors, usually with different sampling rate. Aggregation of data across the time dimension may cause loss of temporal patterns [22], [45].

Feature engineering also quickly becomes burdensome, especially when there is more than one target variable to model in human behavioral studies, e.g., five personality traits, stress, depression, performance etc. Deep learning has recently been successfully used for feature extraction and classification/regression [49] from audio, images, social networks and other spatio-temporal data [26], [29], [42]. However,
these models require many samples (instances) for training the models, which is not often feasible in some longitudinal studies.

Another approach is using higher-order decomposition methods, and the latent features obtained from unsupervised factorization [5], [19], [20] can be used as features with any conventional regression method to predict target variables. However, it is unlikely that these new features will have predictive power for all the target variables of interest.

With the increasing demands of problems that involve higher-order data, classification and regression methods which predict the target variable from N-way input have been receiving increasing attention [11]–[13], [21], [23], [24], [40], [41], [48], [52], [53]. These methods have been widely applied in neural signal processing, image and video processing, and computational chemistry. However, data collected from multiple sources may consist of both higher-order tensors (e.g., heart rate time series) and matrices (e.g., demographic information such as gender, job, etc.), and coupling different dimensionality of data sources is a challenge for these methods. [1] proposed unsupervised joint decomposition of tensors and matrices when they have at least one common mode, while there is no guarantee that the extracted latent features have predictive power for different dependent variables. Other higher-order regression methods can not accept inputs in such format [50], [52]. While previous works have focused on prediction of one or few aspects of human behavior [16], with hand crafted feature engineering, we are interested in proposing an automated method to find most relevant features for a set of different prediction tasks.

In order to address this challenge, we would like to identify the relevant latent factors using a supervised higher-order decomposition method. It is possible to combine latent features from data sources of varying dimensions with supervised embedding, in which case any regression function may be used for the prediction task. As opposed to models and features that address a limited number of human dimensions, our method provides an overall estimation of predictability. Additionally, we define the importance of features for higher-order data, which may assist in the reduction of dimensions and enhancement of performance. Latent features and temporal trends that may provide insight into human behavior can facilitate the development of effective interventions.

**Contributions of this work**

In this paper, we propose the following contributions:

- A novel tensor embedding algorithm for high dimension multi-way noisy data.
- A flexible framework for fusion of data with different number of modes.
- Feature selection using components’ activation is integrated with supervised regression.
- We validate recovered latent patterns via prediction performance of 29 different tasks on two real-world multimodal behavioral datasets including our recent “in the wild” experimental study that collected bio-behavioral data from subjects in challenging cognitive, social, and effective demands in their natural hospital workplace (and outside work) settings.

### Significance of our results

Extracting insights from human-generated behavioral data is computationally challenging, as data can be noisy, incomplete, and originate from multiple sources with different biases and sampling rates. Under these conditions, feature engineering and data fusion quickly become burdensome. To deal with these challenges, we propose a supervised tensor embedding method that extracts latent features from multivariate time series of bio-behavioral data. Validation on two longitudinal human-subject studies show that the method can robustly estimate various aspects of human behavior.

## II. RELATED WORK

Tensor regression/classification algorithms can be categorized into two general settings. The first group extent the conventional supervised methods and directly fit a model on N-way data. For example, supervised tensor learning (STL) extends support vector machines (SVM) and minimax probability machines (MPM) to N-way data for classification problems [39]. Another body of work runs linear regression on tensor data $X$, proposing a variety of solutions for efficient estimation of parameters of the model [18], [21], [48], [50]. These methods have been mostly applied on image data, [18], [48].

The second group of methods perform simultaneous decomposition of independent variables and prediction of dependent variable. One of the widely used methods for higher-order regression problems is N-way Partial Least Square (NPLS) [3], a natural multi-way extension of Partial Least Square (PLS) [15], which finds the latent features with a joint canonical/parallel (CP) decomposition [20] of input and target variables [3]. Some methods [24], [51] perform joint decomposition of higher-order independent variable and higher-order dependent variable, where the dependent variable can be matrix or higher-order tensor.

In this paper, we are interested in second group of methods, because of the interpretability of extracted components over the user, time and feature dimensions. We propose a supervised decomposition, which finds the latent factors with joint CP decomposition of independent tensor and dependent target variable. While NPLS simultaneously decompose independent variable and fit a linear model for estimation of dependent variable, we are interested in supervised extraction of a set of rank-1 latent components, highly correlated with target variable, which then can be combined with any regression/classification function for subsequent estimation task. In this setting, latent components obtained from N-way data can be merged with any other features in 2-dimensional space, e.g., latent features extracted from temporal daily behavior can be joined with age, or gender of the participants in a longitudinal study.
A. Notation and Definitions

A convenient mathematical representation of multimodal data is a tensor (also known as multi-way/N-way array), $\mathcal{X} \in \mathbb{R}^{I_1 \times \cdots \times I_N}$, where $N$ is the order, or the number of ways/modes of the tensor. Table I summarizes the notation used throughout this paper. The d-mode vector product of a tensor $\mathcal{X}$ with vector $y$ is defined as: $\mathcal{Z} = \mathcal{X} \times_d y$, where $z_{i_1 i_2 \ldots i_d \ldots i_N} = \sum_{i_d=1}^{I_d} x_{i_1 i_2 \ldots i_d \ldots i_N} y_{i_d}$. The rank-$R$ CP model, will decompose the tensor $\mathcal{X} \in \mathbb{R}^{I_1 \times \cdots \times I_N}$ into sum of rank-1 tensors, called components:

$$\mathcal{X} = \sum_{r=1}^{R} \mathcal{A}^{(1)} \circ \mathcal{A}^{(2)} \circ \ldots \circ \mathcal{A}^{(N)} = \sum_{r=1}^{R} \mathcal{A}^{(1)} \cdot \mathcal{A}^{(2)} \cdot \ldots \cdot \mathcal{A}^{(N)} = \sum_{r=1}^{R} [\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(N)}] \cdot r,$$

where the outer product $\mathcal{A}^{(1)} \circ \mathcal{A}^{(2)} \circ \ldots \circ \mathcal{A}^{(N)}$ corresponds to the $r^{th}$ component of rank-$R$ estimation, and $\mathcal{A}^{(n)}$'s, $n = 1, \ldots, N$ are factor matrices. Given a tensor $\mathcal{X} \in \mathbb{R}^{I_1 \times I_2 \times I_3}$ and vector $y$, the covariance matrix $C \in \mathbb{R}^{I_1 \times I_2}$ is defined as:

$$C = \mathcal{X}^\top y = \mathcal{X}^\top \mathcal{X},$$

where $c_{i_1 i_2} = \sum_{i_3=1}^{I_3} x_{i_1 i_2 i_3} y_{i_3}$.

B. Supervised Tensor Embedding

We are interested in finding the latent user factors of the multivariate time series in longitudinal data, such that they can be of good predictive ability of the target variables of interest. Decomposition of the collected data in an unsupervised way can help to find underlying structure, however these latent user factors may not necessarily have high correlation with all different human behavior aspects and may only explain a subset. By applying supervised decomposition for each target variable, we would like to find the latent factors which correlate with it the most. Then we can use any regression function $g(.)$ on the obtained user latent matrix $U$ to estimate $\mathbf{y}$.

Our work builds upon the idea of NPLS regression, where the algorithm constructs a model of both $\mathcal{X}$ and $\mathbf{y}$ for each component simultaneously. We are interested in extracting rank-1 models from $\mathcal{X}$, and finding the latent factors highly correlated with $\mathbf{y}$, without fitting a prediction model at the time.

We will present a multivariate time series as tensor $\mathcal{X} \in \mathbb{R}^{M \times I \times J}$ for $M$ individuals, with $I$ time units and $J$ features, and a dependent vector $\mathbf{y} \in \mathbb{R}^{M}$. Entry $x_{mij}$ of this tensor...
corresponds to the value of \( j \)th feature of \( n \)th individual at the \( t \)th time unit. The goal is finding latent feature matrices of \( \mathcal{X} \approx [U, T, F] \) in a joint decomposition with \( y \). For a rank-1 model, it means finding \( u, t \) and \( f \), when minimizing \( \sum_m \sum_i \sum_j (x_{mij} - u_m t_i f_j)^2 \) such that \( u \) has maximum correlation with \( y \), or maximizing \( \sum u_m y_m \).

For this purpose we start with building the cross-covariance matrix \( C = \langle X', y \rangle \), where \( c_{ij} = \sum_m x_{mij} y_m \), (line 7, algorithm 1). The least square solution of \( \sum_m \sum_i \sum_j (x_{mij} - u_m t_i f_j)^2 \) is \( u_m = \frac{\sum_i \sum_j x_{mij} t_i f_j}{t_i r_i f_j} \). Then \( \sum_m u_m y_m = \sum_m \sum_i \sum_j (x_{mij} t_i f_j) \), which is equal to:

\[
\max_{t, f} \sum_{i=1}^{J} \sum_{j=1}^{I} c_{ij} t_i f_j = \max_{t, f} ||t^T C f||^2
\]

The answer for this problem is the first set of normalized vectors from a singular value decomposition on \( C \):

\[
t, f = \text{SVD}(C),
\]

When \( t \) and \( f \) are extracted, we can find \( u = \mathcal{X}' \times t \times f \). From the three latent factors, we can reconstruct the rank-1 model \( \mathcal{X}_{\text{model}} \). This process will be repeated \( R \) times, when at each iteration a rank-1 component will be extracted and \( \mathcal{X}_{rem} \) will be updated \( \mathcal{X}_{rem} = \mathcal{X} - \mathcal{X}_{\text{model}} \), cf. Fig. 1(left).

**Algorithm 1** Supervised Tensor Embedding

1: input: \( \mathcal{X} \) independent tensor, \( y \) dependent variable
2: parameters: \( R \) - decomposition rank
3: output: \( U, T, F \)
4: Center \( \mathcal{X} \) and \( y \)
5: \( \mathcal{X}_{rem} = \mathcal{X} \)
6: for \( r = 1:R \) do
7: \( C = \mathcal{X}_{rem} \times t \times f \)
8: \( t, f \leftarrow \text{SVD}(C) \)
9: \( t_r \leftarrow t_r / ||t_r||, f_r \leftarrow f_r / ||f_r|| \)
10: \( u_r \leftarrow \mathcal{X}_{rem} \times t_r \times f_r \)
11: \( \mathcal{X}_{model} \leftarrow u_r \circ t_r \circ f_r \)
12: \( \mathcal{X}_{rem} = \mathcal{X}_{rem} - \mathcal{X}_{model} \)

1) **Feature Selection**: Given different target variables for the same input, not all the features are equally informative for different targets. Therefore, a proper feature selection can improve prediction performance. Although the STE model down-weights the irrelevant features, it does not discard them. As a result, it is possible that a large number of irrelevant features can still contaminate the predictions. Here, we use feature activation in the feature latent components and drop the uninformative features.

The feature activation vector defines the importance of each feature for the specific prediction task. We use the latent feature factor matrix \( F \) and extract the feature importance as

\[
FI_j = \sum_{r=1}^{R} f_{rj}^2, \quad j = 1, 2, ..., J
\]

Given the feature importance score, any desired technique can be applied for feature selection. For presented results in this paper, we have chosen filter methods and we pick top \( K \) features and discard the others.

2) **Regression model**: In previous section we introduced our supervised decomposition (STE) algorithm to obtain the user latent factors with high correlation with target variable of interest and then defined feature importance to discard irrelevant features. The latent factors can be used for exploration of active features, temporal trends and similar users given a certain target variable. Furthermore, we can apply any regression function \( g(.) \) for inference of dependent variable. To evaluate the effectiveness of supervised embedding and feature selection in higher-order data, we perform a regression task, using features extracted via STE. The parameter of our model would be number of features to keep \( K \), number of components \( R \), and parameters of the regression function \( g(.) \) cf. Algorithm 2.

**Algorithm 2** Supervised Tensor Regression (STR)

1: input: independent variable \( \mathcal{X} \), dependent variable \( y \)
2: parameters: number of features \( K \), number of factors \( R \), regression model \( g(.) \)
3: output: \( y \)
4: Compute feature importance score for each feature using STE
5: Form a reduced data tensor \( \mathcal{X}_{\text{reduced}} \) consisting of only time series whose feature importance score is among top \( K \)
6: Compute latent factors using STE
7: Use user latent matrix \( U \) in a regression model to predict outcome \( \hat{y} = g(U) \)
8: Pick \( R, K \) and parameters of model \( g(.) \) by cross-validation

**IV. RESULTS**

Our goal is to understand whether supervised decomposition can find the low-dimensional structure of daily life from wearable devices that better correlates with target behavioral constructs. We test our models along with CP plus a regression function, NPLS and PLS on two real-world datasets described below. STR, CP, and NPLS were used to model the data in a tensor form, where PLS was used on a mode-1 matricized version of the same tensor. To compare the predictability, we compare \( R^2 \) and Pearson correlation \( \rho \) obtained from each method. We use the general definition of

\[
R^2 = 1 - \frac{\sum (\hat{y}_i - y_i)^2}{\sum (y_i - \bar{y})^2},
\]

which ranges from \(-\infty \) to 1. In this definition, \( R^2 = 1 \) would be equivalent to perfect prediction, \( R^2 = 0 \) is equivalent to the same performance of estimating \( \hat{y} = \bar{y} \), i.e., the average of target variable, and negative \( R^2 < 0 \) would mean worse performance than estimating the average. Different target variables have different ranges: we use these metrics instead of RMSE to be able to compare the performance among targets within the same model too. Because we have a small number of samples, we perform a nested cross-validation, when in the
train-validation set we tune the parameter of the model and then we present the result on test set (10-fold in the inner loop and Leave-2-out in the outer loop). We have repeated each experiment 20 times and have reported mean value for $R^2$ and $\rho$. In the bar graphs standard deviation is also reported. For STE method, we test different regression functions, with and without feature selection and we present the best result. Later in Fig. 4 and Tables VI and VII, we investigate the effect of feature selection, choice of regression function, and coupling with static data. In both datasets, we have stream of data with different sampling rate, e.g., 1-min, 5-min, per day. We have create tensors with 1-day resolution and have aggregation over 6 hours time-bins. More details is provided for each dataset.

A. StudentLife Data

StudentLife is a 10-week study conducted during 2013 spring semester on 48 Dartmouth students (30 undergraduate and 18 graduate students), [43]. Psychometric data were collected from students via a pre-assessment and post-assessment Survey. GPA was also collected at the end of the semester, which will be used as a measure of students academic performance. The other surveys include Big Five Inventory (BFI) [37], Positive Affect and Negative Affect Schedule (PANAS) [46], Perceived Stress scale [8], UCLA loneliness scale [33], Depression (PHQ9) [27], Perceived Stress [7], flourishing scale [9], VR-12 as a measure of students’ health [25], and Pittsburgh Sleep Quality Index (PSQI) [4], Table II.

Using the raw sensor data collected from students, physical activity (stationary, walk, run and unknown) and audio activity (conversation, silence, audio, noise and unknown) have been inferred and made available publicly [43]. To create our tensor, each time unit comprises one day worth of data, and is divided into four time-bins, bedtime (midnight-6 am), morning (6 am-12 pm), afternoon (12 pm-6 pm), and evening (6 pm-midnight). We extract duration (minutes) of running, walking, stationary, silence, voice, noise, and dark, per time-bin in each day. Frequency and number of changes in each behavior (e.g. from walking to running) for each time-bin has been also captured. From GPS and WiFi, the number of unique locations visited, and from Bluetooth, the number of unique nearby devices per time-bin are added to the variable set. We normalize all the variables across time dimension per user to have the same range to avoid variables with large values (e.g. duration in minutes) dominate the analysis. At the end, we organize our data as tensor $X$ with $M = 46$ individuals, $I = 108$ features and $J = 63$ days. Missing values are imputed by filling them with the mean value of the time series. Numbers of samples for different targets varies from 30 to 46, as not every participant had answered all the surveys. A summary of time series available from StudentLife dataset is provided in Table III.

### Table II: StudentLife dataset dependent variables

| Dimension | GPA |
|-----------|-----|
| Performance | Personality |
|   | Neuroticism | Conscientiousness | Extraversion | Agreeableness | Openness |
| Affect | Positive Affect (PANAS) | Negative Affect (PANAS) | Stress | Depression (PHQ9) | Loneliness |
| Health | Sleep quality (PSQI) | Health (VR-12) | Flourishing |

Fig. 2: StudentLife – Prediction performance (top: $R^2$, bottom: Pearson correlation $\rho$) using STR, NPLS, PLS, CP methods.
Fig. 2 presents the results for StudentLife dataset (in both plots the y-axis is limited to -0.2). For some of the target variables, e.g. negative effect, openness and sleep quality, $R^2$ has improved significantly. Also it is worth mentioning that we are using only passively collected data for all prediction tasks, without using any EMA or self-report values by the participants as the features.

B. WorkPlace Data

WorkPlace\footnote{This is a fictitious, anonymized project name for review purpose} is an ongoing research study of workplace performance which measures physical activity and physiological state of employees (such as nurses) in a large university hospital setting. For this research, over 50 full-time employees of a large urban hospital were volunteered. Participants were 27\% (n = 14) male and 73\% (n = 47) female and ranged in age from 25 years to 65 years.

The dataset includes passively collected sensor values, psychometrics and job performance measures. Sensory data were collected from garment-based wearable sensors (OMsignal) and wristbands (Fitbit). OMsignal is a Biometric Smartwear company that produces smart under shirts and bras.

Wearable sensors have been used passively in clinical applications to serve patients who need a long-term personal care with continuous monitoring. The establishment of mobile health has extended the usage of wearable sensors into daily life that benefits individuals and society as a whole in health promotion.

The OMsignal garments include health sensors embedded into the fabric that measure biometric data in real-time and can relay this information to the participant’s smartphone. OMsignal sensor provides information such as heart rate, heart rate variability (HRV), breathing, and accelerometry (to provide sitting position, foot movement and more). Fitbit collects heart rate, steps, sleep and cardio information. Participants were asked to wear their Fitbit 24/7. However, they were instructed to wear OMsignal sensors only during their work shifts. It is worth mentioning that clinical staff in this study work a minimum of 3 days per week (in 12 hour shifts), which can be any day during weekdays or weekend. Also some belong to day shift and others to night-shift, which would be 7am-7pm, 12pm-6pm, and evening (6pm-12am), respectively.

Psychometric data were collected from participants via pre- and post study surveys. These surveys measured job performance, cognitive ability, personality, affect, and health state and are used as our ground truth in the model. More specifically, the target variables we predict in this dataset include the In-Role Behavior Scale [47], Individual Task Proficiency Scale [17], Shipley abstraction and vocabulary (cognitive abilities) [36], Big Five Inventory (BFI), Positive Affect and Negative Affect Schedule (PANAS), State-Trait Anxiety Inventory (STAI) [38], Alcohol use Disorders Identification Test (AUDIT) [35], International Physical Activity Questionnaire (IPAQ) [30], and Pittsburgh Sleep Quality Index (PSQI), TableV.

For the experiments reported in this paper, we use the pre-survey scores provided by the participants as the target variables for WorkPlace dataset. Similar to the previous dataset each time unit comprises one day’s worth of data. Fitbit sleep and cardio summary have 1-day resolution. For other variables with 5-min resolution, each day is divided into four time bins: bedtime (midnight-6 am), morning (6 am-12 pm), afternoon (12 pm-6 pm), and evening (6 pm-midnight). We extract a set of statistics such as mean, standard deviation, kurtosis, etc. from each time series with continues values, in each time-bin. For categorical features we calculated frequency of each category. We organize the data as tensor $X$ with $M = 51$ individuals, $I = 1225$ features and $J = 30$ days. Each time series is normalized to have mean zero and standard deviation equal to one. About 60\% of the sensor is missing, which we imputed by filling them with average of time series. We tested our model for 15 different target variables in comparison with PLS, NPLS and CP. Similar to StudentLife dataset, we divided the data into train, validation and test set, and performed nested cross validation and report the result on test set, cf. Fig. 3 (in both plots the y-axis is limited to -0.2).

C. Analysis

Looking at 29 different predictions across two datasets, STR has higher $R^2$ in 21 tasks than the other three methods. Some of the constructs were not predictable with any of approaches which can be due to the lack of appropriate features, or inadequate feature engineering. Also it is possible tensor tri-linear models are not suitable for modeling those constructs, as by applying the no-free-lunch idea to all sorts of scientific problems it has been shown that different type of algorithms may work well for different type of problems, [32]. The improvement in performance by STR comes from 1) supervised embedding, 2) choice of regression function or 3) feature selection. In order to understand the effect of supervised embedding, we use a simple ordinary least square
model as regression function of STR with no feature selection on the time series and compare it with NPLS. For 10 target variables out of 29 total, both $R^2$ and $\rho$ improved. As another contribution, by separating the embedding and regression steps in STR model, the latent features can be tested and paired with the most appropriate regression function to improve the performance. For example, for negative affect from StudentLife dataset and shipley abstraction from WorkPlace, we have applied Ridge and linear SVR (Support Vector Machine-Regression) as two different regression models, which we can see SVR will lead to 4% improvement in both $R^2$ and $\rho$, cf. Table VI.

Parameter selection effect has been demonstrated in Fig. 4, presenting $R^2$ and $\rho$ versus number of components and number of selected features. The best result for flourishing from StudentLife dataset is obtained at $K = 70$ and $R = 6$. Physical activity score (IPAQ) prediction reaches its best performance at around $K = 500$ and $R = 5$.

Compared to multi-way regression methods, another benefit of supervised embedding is the flexibility to add relevant static features, such as demographic, cf. Fig. 1. In the WorkPlace study, we use participant’s age, gender, commute time to work, and job related data such as nurse vs. non-nurse, shift, supervisory role, income, extra hours, having other jobs. In StudentLife, we don’t have access to such data. Next, we present results for prediction performance of two constructs from WorkPlace. First, we only use temporal data and extract latent features. In another experiment, we add the above mentioned metadata to the feature list, cf. Table VII.

One interesting property of using tensor methods for the extraction of latent features is interpretability for all modalities, e.g., activated sensors in the feature space, and temporal group behavior in the time mode. In this section, we look at the temporal patterns obtained from two different supervised

---

**Table V: WorkPlace dataset dependent variables.**

| Dimension       | Construct                        |
|-----------------|----------------------------------|
| Job Performance | In-Role Behavior                 |
|                 | Individual Task Proficiency      |
| Cognitive Ability| Shipley Abstraction              |
|                 | Shipley Vocabulary               |
| Personality     | Neuroticism                      |
|                 | Conscientiousness                |
|                 | Extraversion                     |
|                 | Agreeableness                    |
|                 | Openness                         |
| Affect          | Positive Affect                  |
|                 | Negative Affect                  |
|                 | Anxiety                          |
| Health          | Alcohol usage                    |
|                 | Physical activity                |
|                 | Sleep quality                    |

---

**Table VI: Using different regression models is present by two examples; StudentLife: negative affect, WorkPlace: shipley abstraction**

|               | Negative affect | Shipley abstraction |
|---------------|-----------------|--------------------|
|               | $R^2$ | $\rho$ | $R^2$ | $\rho$ |
| SVR           | 0.31  | 0.57  | 0.19  | 0.44  |
| Ridge         | 0.27  | 0.33  | 0.15  | 0.39  |

---

**Table VII: Coupling latent features with metadata**

|               | Alcohol usage | Agreeableness |
|---------------|---------------|---------------|
|               | $R^2$ | $\rho$ | $R^2$ | $\rho$ |
| Metadata      | 0.04  | 0.19  | 0.09  | 0.32  |
| Latent features| 0.07  | 0.27  | 0.09  | 0.33  |
| Latent features+metadata | 0.15  | 0.39  | 0.11  | 0.37  |
decomposition tasks from StudentLife. This dataset has high-
level features, e.g. conversation, activity, and information of
temporal events over the course of semester. One interesting
observation is that GPA’s first latent temporal factor increases
towards end of the semester and depression’s first latent
temporal factor start decreasing around after mid-semester.
The duration of being physically stationary in the afternoon,
evening and midnight, the duration of audio silence, and
the number of detected on-campus wifi locations are among
the top features of the first latent factor of GPA. This
inferred latent component can be an indicator of studying
in a quiet environment (the studying factor). To obtain a
better understanding of the correlation between depression and
performance, we also looked at depression latent factor. The
top activated features include running, walking during evening,
duration of conversation in the morning, and the number of on-
campus wifi locations. This latent behavior has features related
to school engagement activity. We name it as ”diminished
interest in activities”, as the temporal trend decreases over the
second half of the semester, Fig. 5, red graph. For the
students that have higher value in this latent factor, there
was a higher chance of depression. The user latent factor of ”diminished interest in activities” has a correlation of -0.9
with the studying user latent factor. It can mean that students
who grow depressive symptoms over the semester have lower
performance at the end of the semester. Recently in another
study [44], it has been observed that depression has negative
correlation with the slope of the duration of time students spent
in study places during the semester on-campus.

V. CONCLUSIONS AND FUTURE WORK

Rich multimodal data collected from wearable sensors (e.g.
Fitbit), mobile phones, online social networks, etc is be-
coming increasingly available to reconstruct digital trails and
study human behavior. In this paper, we use two real-world
datasets–WorkPlace and StudentLife–collected using passive
and mobile sensors, with the goal of inferring well being,
performance, and personality traits. We developed a learning
framework based on supervised tensor embedding to find latent
features that are highly correlated with target variables of
interest. This type of decomposition can uncover latent user
factors which are strong predictors of target variables. In
addition, in our setting static features can be coupled with
extracted user latent matrix. One limitation of our work is
that the framework captures only linear structure. Another
limitation is using prediction performance as a metric for
selection of best rank \( R \) and \( K \) (number of top features).
We plan to use kernel methods for nonlinear projection and
defining information theoretic metrics for best embedding.
Feature selection can be extended to be applied on latent
features too. Also, as WorkPlace study is an ongoing project,
we plan to implement supervised predictions of individuals’
performance and personality directly from different modalities,
such as social media activity, location, audio.
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