Bode-based speed Proportional Integral and notch filter tuning of a Permanent Magnet Synchronous Machine driven flexible system
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Abstract—A resonance and an antiresonance peak characterize many industrial mechanisms dynamics driven by a Permanent Magnet Synchronous Motor (PMSM). The presence of the resonance peak can lead to vibrations and instability of the system. On that account, advanced methods exist to tune the speed Proportional Integral (PI) controller based on adaptive or fuzzy theory. However, those methods require expertise in control theory and are not available in commercial drives. For that, this paper proposes a Bode-based method for PI parameters selection in combination with a notch filter that can be easily set in any industrial drive. The proposed method is compared with conventional tuning methods in a physical setup.

I. INTRODUCTION

Permanent Magnet Synchronous Motors (PMSM) are extensively used in industrial motion control applications due to their high efficiency, accuracy, and fast dynamics. However, flexible coupling, shafts, and gearboxes are used to connect the load to the motor. Such couplings give rise to antiresonance and resonance frequencies. These can lead to torsional vibrations that can be transmitted to the load and cause damage to the structure or undesirable velocity and position errors that limit the tracking task’s accuracy.

On that account, tracking a velocity or position reference becomes challenging because the controller action must be reduced to avoid vibrations, leading to lower bandwidth and poor performance. In literature, the most relevant control strategies are adaptive fractional order Proportional Integral Derivative (PID) [1] and Proportional Integral (PI) [2], PI with H -infinity optimization of a modal model of the system [3], fuzzy logic-based PI controller [4],[5], two degrees of freedom PI controller based on generalized predictive control [6], optimal PID control [7] and PI controller combined with a disturbance observer and jerk feedforward [8]. Even though the addressed methods are robust and efficient, their implementation is complex, especially in commercially common industrial drives. Moreover, the techniques [2], [3], [6], [4], [8] still require the application of specific tuning by the control engineer.

On the contrary, if the system’s inertia is fixed, a more straightforward control algorithm that utilizes a notch filter in the loop to compensate the resonance frequency in combination with a PI controller is valuable. Authors in [9], [10], [11] proposed an adaptive notch filter through different methods for estimation of the resonance frequency but did not focus on tuning the PI parameters. Besides, adaptive algorithms require extra computational effort and are not available in the conventional cascade loop of industrial drivers for PMSM. In this paper, a deterministic method to tune a PI controller and notch filter combination that can be used in any industrial drive is proposed to improve the performance compared to conventional tuning methods. It determines the controller gains based on a nonparametric identification of the system in the frequency domain that only required measurement data from the PMSM encoder. The paper is structured as follows; In Section II, the modeling and identification of the system are explained. Section III presents the control law formulation and simulation. Finally, in Section IV implementation results on an actual setup with two different structural flexibilities will be presented to compare the performance of conventional methods with the proposed controller.

II. MODELING OF THE SYSTEM DYNAMICS

Most motion control applications consist of a mechanism driven by a motor through a mechanical coupling. The system exhibits some structural flexibility that depends on the stiffness and damping coefficients of the coupling. Furthermore, many of the mechanisms to be controlled in motion control applications consist of multiple components, and the mathematical model using physical laws can be hard to obtain. For that reason, the main idea with the proposed tuning method is to use a nonparametric model of the system that can be computed efficiently with experimental data. The input is white noise applied to the torque of the PMSM, and the output is the motor’s shaft velocity through the attached encoder. This configuration is the so-called the collocated case [12] because the sensor and actuator are located in the same place. Then, the Bode diagram is estimated using Welch’s averaged modified periodogram method.

Even though the proposed controller does not need a mathematical model to be obtained, in Section III-A simulations are used to justify the selection of the notch filter’s depth. On that account, a rotatory two-mass spring-damper system [13], [14], [15] is used to represent the model, and for simplification, the friction is considered linear [14]. In order to validate the theoretical model, its Bode diagram is compared with the Bode diagram of the setup used for implementation in Section IV as depicted in Fig. [1]. The coherence in Fig. [1] is a frequency dependant function with values between 0 and 1 that indicate how correlated the input and the output are at each frequency [16].
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III. CONTROLLER FORMULATION

The conventional control loop of motion control applications implemented in the lion’s share of the industrial driver’s software like Siemens S120 and Beckhoff AX series is depicted in Fig. 2. The current controller is usually tuned by the supplier of the motor, based on exact knowledge of the motor coil characteristics. However, the optimal velocity and position control settings strongly depend on the dynamics of the load. The system’s dynamic characteristics to control consist of an antiresonance and a resonance peak (Fig. 1). The presence of that resonance peak limits the controller’s bandwidth. An increase in the proportional gain can lead to an unstable condition based on the simplified Nyquist criterion [17], and the system’s performance is poor. The rest of this section introduces the proposed tuning procedure step by step.

A. Tuning Procedure

The proposed procedure consists of six steps, as shown in Fig. 3. The initial step requires the system’s Bode diagram, which is the only necessary input for this method. The open-loop Bode diagram that relates the motor’s torque or current to the velocity of the PMSM shaft as an output can be obtained as mentioned in section [17].

The second step of the method is the implementation of a notch filter. This tool is crucial for the proper setting of the controller. Indeed, the main functionality of the filter is to suppress the effect of the resonance frequency of the mechanical system. Compensating for the resonance peak allows an aggressive control action and better performance, as demonstrated in section [18] with the real system. The notch filter is a narrow-band filter that can be implemented as a second-order difference equation.

However, setting up the filter can be done by selecting three parameters, as depicted in Fig. 4. Those parameters (Fig. 4) are the notch frequency $f_N$, bandwidth $BW$, and notch depth $N_d$. The notch frequency can be identified from the Bode diagram as it must have the same frequency as the resonance peak. On the other hand, the bandwidth is not that straightforward to select, but based on the authors’ recommendation in [18], choosing between $BW = f_N$ to $BW = 2f_N$ of the notch frequency is ideal.

Finally, the depth of the filter plays an important role, and its selection is analyzed here in detail because there are two main options. Either an infinite depth or half the difference between resonance and antiresonance peak $(A_T)$ from Fig. 1 as suggested in [18]. The first option simplified setting up the...
The sensitivity function reveals that the system with infinite depth is more sensitive to uncertainties for the frequencies in the vicinity of the notch and can lead to unstable behavior. Meanwhile, the finite depth allows the system to have better robustness to changes in the system that are not modeled and keep a better stability condition proven by the lower sensitivity compared with the infinite depth counterpart. Thus, the advantage of the finite depth’s notch filter is considered a better solution in this paper.

\[
C(s) = K_p \left( \frac{T_i s + 1}{T_i s} \right) \quad (1a) \\
C(j\omega) = K_p \left( \frac{T_i j\omega + 1}{T_i j\omega} \right) \quad (1b) \\
|C(j\omega)| = 20\log_{10} |K_p| + 20\log_{10} \left| \frac{j\omega T_i + 1}{j\omega T_i} \right| \quad (1c) \\
\angle C(j\omega) = \tan(\omega T_i) - 90 \quad (1d)
\]

The next step in the method’s flow diagram is identifying the necessary parameters to compute the PI gains denoted as \(K_p\) and \(T_i\). The PI controller is formulated as (1b), which becomes (1b) in the frequency domain. Equation (1b) can be denoted as the amplitude (1c) and phase (1d). After including the Notch filter, the PI settings are based on the Bode diagram from notch input to speed output, and its selection is based on the desired amplitude margin (AM) and phase margin (PM). The amplitude and phase margin play an essential role in the system’s stability and robustness. Furthermore, the phase margin is associated with the system’s transient behavior. Indeed, the higher the phase margin, the better the transient response because of the relation \(\zeta = PM/180^\circ\) [19], where \(\zeta\) refers to the damping coefficient. Even though the previous assumption is only valid for second-order systems, higher-order dynamics can be approximated as a second-order system. In this case, the amplitude margin must be at least \(10dB\) as advised in [18] so that the system is stable and the control action can still be powerful enough.

Regarding the phase margin, a value between \([30^\circ \ldots 60^\circ]\) is suitable for ensuring an acceptable transient response [20]. However, if the required \(\zeta\) is specified, the authors in [21] proposed to compute the desired phase margin as in (2).

\[
\phi_{PM_{des}} = \tan^{-1} \left( \frac{2\zeta}{\sqrt{1 + 4\zeta^2 - 2\zeta^2}} \right) \quad (2)
\]

The initial amplitude margin \(AM_0\) must be read on the magnitude plot at the frequency where the phase crosses \(-180^\circ\) (\(f_c\) in Fig. 6). Then, the frequency denoted as \(f_c\) for which the system has an amplitude equal to the initial amplitude margin plus the desired one \((AM_0 + AM_{des})\) must be identified on the amplitude plot. Finally, the phase \(\phi_{PM}\) at the frequency \(f_c\) must be read from the phase plot. The open-loop frequency response can be shaped by adding a PI controller. The PI controller is designed so that the magnitude of the open-loop is 0 dB at this \(f_c\) based on the principle that the Nyquist curve can be moved to an arbitrary desired point [20].

\[
A_c = AM_{des} + AM_0
\]

In that case, the desired amplitude margin \(AM_{des}\) will be obtained. This is the case if the following condition is met:

\[
20\log_{10} |K_p| + 20\log_{10} \left| \frac{j \cdot 2\pi f_c T_i + 1}{j \cdot 2\pi f_c T_i} \right| + A_{fc} = 0 \quad (3)
\]
under the assumptions from (4).

\[
\angle \left( \frac{2\pi f_c T_i + j 2\pi}{j 2\pi T_i} \right) f = f_{-180} = 0
\]

(4)

Moreover, to obtain the required phase margin, an additional requirement is added:

\[
\phi_f - 90 + \tan(2\pi f_c T_i) = -180 + \phi_{PMdes}
\]

(5)

Equation (5) leads to the gain from (6), and then replacing this value in (3), the \( K_p \) from (7) is obtained.

\[
T_i = \frac{\tan(-180 + \phi_{PMdes} - \phi_f + 90)}{2\pi f_c}
\]

(6)

\[
K_p = 10^{\frac{A_{fc} + 20 \log_{10} \left| \frac{2\pi f_c T_i + j 2\pi}{j 2\pi T_i} \right|}{20}}
\]

(7)

The last step of the proposed method is to verify that the system satisfies the design criteria with the addition in the loop of the PI controller with the assessed gains. The Bode diagram of the open-loop, including the plant, notch filter, and controller, is required for that purpose. Suppose the system does not fulfill the requirements. In that case, the procedure must be repeated from the third step but adding an offset to the desired phase margin (\( \sim 3^\circ \)) to compensate for the added error by the controller’s phase graph. The above mention occurs because the phase of the PI controller goes asymptotically to zero for high frequencies but is not precisely zero at \( f_{-180} \), adding an error to the system [19].

### IV. Implementation and Results

To validate the approach of the previous section, a Siemens set up with a PMSM \( 1FK7042 - 2AF71 - 1QG0 \) as controlled motor, an Asynchronous motor \( 1LE1003 - 0DA22 - 2AB4 \) as load, a control unit \( 6SL3040 - 1MA010A0 \) as the PMSM controller, and a Rotex coupling \( GS - 19AL - H/GS - 24AL - H \) is used.

The coupling (Fig. 7) consists of two aluminum hubs held together through a flexible spider made of polyurethane. In this section, the performance of the speed PI controller tuned as in Section [II] is compared with controllers design according to other conventional frequency-based methods like Ziegler and Nichols based on relay feedback [20], antiresonance frequency [22], and the autotune function available in the controller software [18]. Two different types of spiders will be tested to modify the stiffness and damping of the coupling. The spiders will be referred to as rigid and flexible. The system dynamics for the rigid and flexible spider can be observed in Fig. 8.

![Fig. 8. Open-loop Bode diagram for the rigid and flexible system](image_url)

From this Bode diagram and the application of the mathematical formulas described in [18], the calculated stiffness and damping coefficients for the rigid system are \( k = 5118 \text{ Nms/\text{rad}}, b = 0.117 \text{ Nm/\text{rad}}, \) and \( k = 1828 \text{ Nms/\text{rad}}, b = 0.049 \text{ Nm/\text{rad}} \) for the flexible system.

For the rigid system controller design, the autotune method results in an amplitude margin of (5.4 dB), also used as a design criterion for the proposed method. Regarding phase margin, a value of 65° is selected. For the experiment, only the finite notch depth variant is considered due to its advantage in the sense of stability. The controller gains, notch filter, and performance parameters obtained by the tuning methods are listed in Table 1. The notation (PrM) refers to the proposed method, (AR) to antiresonance, (RF) to relay feedback, and (AT) to autotune. Furthermore, the Bode diagram including the PI controller for validation of the proposed controller is depicted in Fig. 9, and the step velocity response is shown in Fig. 10, respectively.

First, from Fig. 9 and Table 1, the proposed controller fulfills the design criteria with some errors for the phase margin (0.3°) that can be neglected. The overshoot, settling time (2%
criterion), and Integral of Time multiplied by the Absolute Error (ITAE) index [23] indicate the performance of each tuning method. The latter shows that the AR method produces the worst results, especially for the overshoot and ITAE with 7.1% and 480.6, respectively. In addition, the RF method presents an acceptable overshoot of 5.4%, but the settling time and ITAE index are significantly longer compared to AT.

Finally, PrM and AT achieve a short settling time and similar ITAE index. However, the best performance can be attributed to PrM since it has almost no overshoot (0.3%), as depicted in Fig. [10]. As mentioned in section III the phase margin plays a vital role in the transient response, but also, the bandwidth of the closed-loop (BWc) is relevant for the settling time. PrM achieves the highest phase margin and has a high bandwidth ensuring a low overshoot and fast response. However, in the case of RF, even though the bandwidth is the highest, the phase margin is too low, producing oscillatory behavior.

On the other hand, AT generates a controller that makes the system unstable for the flexible spider. Thus, the comparison will be performed between PrM, AR, and RF. In Table [II] the relevant results for all controllers are summarized. Finally, Fig. [11] depicts the Bode diagram with the inclusion of the designed controller for verification of design parameters' fulfillment, and Fig. [12] shows the velocity step response with the control alternatives.

The designed controller fulfills the design criteria for the flexible system. Furthermore, it is observed that PrM has the highest bandwidth. Consequently, it achieves the shortest settling time (16.1 ms) and the lowest ITAE index (391.8) and overshoot (1.35 %) compared to its counterparts, as observed in Fig. [12].

Regarding AR and RF alternatives, similar results as with the rigid system are evidenced, showing a slight difference for the overshoot. Besides, AR takes longer to reach the steady state than RF, but RF achieves a lower ITAE index than AR, so both methods have similar performance. In this case, AR has the highest phase margin, but the system’s bandwidth is too low, affecting the performance.

### TABLE I

**Performance Criteria and Setting Parameters for the Rigid System**

|          | PrM  | AR   | RF   | AT   |
|----------|------|------|------|------|
| $K_p$ [Nms/rd] | 0.992 | 0.369 | 0.494 | 1.05 |
| $T_i$ [ms]    | 24.58 | 4.69  | 1.02  | 8.39 |
| $N_p$ [H2]    | 750   | 750   | -     | 753  |
| $BW$ [H2]     | 750   | 750   | -     | 761  |
| $N_d$ [dB]     | 20    | 20    | -     | $\infty$ |
| PM [%]        | 65.3  | 55.5  | 11.62 | 57   |
| AM [dB]      | 5.57  | 13.78 | 5.6   | 5.4  |
| BWc [Hz]      | 169   | 86.4  | 155   | 179  |
| Overshoot [%] | 0.3   | 7.1   | 3.4   | 1.2  |
| Settling time [ms] | 15.8  | 27.7  | 28.6  | 15.66 |
| ITAE index    | 362.1 | 480.6 | 543.3 | 356.8 |

![Bode plot for controller validation for the rigid system](image1)

**Fig. 9.** Bode diagram for controller validation for the rigid system

![Velocity Step Response](image2)

**Fig. 10.** Velocity step response of the rigid system with the four different controllers

### TABLE II

**Performance Criteria and Setting Parameters for Flexible System**

|          | PrM  | AR   | RF   |
|----------|------|------|------|
| $K_p$ [Nms/rd] | 0.538 | 0.236 | 0.235 |
| $T_i$ [ms]    | 26.36 | 7.79  | 1.345 |
| $N_p$ [H2]    | 450   | 450   | -    |
| $BW$ [H2]     | 900   | 900   | -    |
| $N_d$ [dB]     | 23.5  | 23.5  | -    |
| PM [%]        | 65.3  | 77    | 24   |
| AM [dB]      | 9.97  | 16.8  | 3.34 |
| BWc [Hz]      | 86.2  | 49.7  | 88   |
| Overshoot [%] | 1.35  | 16    | 14   |
| Settling time [ms] | 16.1  | 57.1  | 48   |
| ITAE index    | 391.8 | 739.6 | 766.7 |

![Bode plot](image3)

**Fig. 11.** Bode diagram with the inclusion of the designed controller for verification of design parameters’ fulfillment.

![Velocity Step Response](image4)

**Fig. 12.** Shows the velocity step response with the control alternatives.
In addition, the peak’s effect from Fig. 5 can be analyzed for the AT controller. In this case, the algorithm tries to compute the controller’s gains with a lower amplitude margin, as evidenced in the rigid system case. However, reducing the amplitude margin to have a more aggressive control action with better performance can lead to instability for the flexible system, as demonstrated in Fig. 13 through the velocity step response. The system’s response is considered unstable because it does not achieve the steady state introduced by the 2% criterion. Instead, the speed oscillates with a high frequency and growing envelope, generating noise in the real setup.

V. CONCLUSIONS

The proposed method in this paper only requires reading four parameters from a nonparametric frequency-based model to tune a notch filter and PI controller. The design is deterministic and achieves the desired amplitude and phase margin. The experimental results of implementing the proposed controller in industrial hardware corroborate the theoretical controller formulation and its low error assumptions in the obtained desired phase margin. Furthermore, improved system performance is achieved compared to conventional frequency-based PI methods, reducing the overshoot up to 95%, settling time to 44%, and ITAE index 33% for the rigid case. Similarly, overshoot’s reduction of 91%, 71% for the settling time, and 49% for the ITAE index are achieved for the flexible case. Moreover, the proposed method performs similarly to the autotune method for the rigid system. The difference relies on the advantage of overshoot’s reduction of around 75%. Lastly, the presented method is an interesting alternative when autotune routines generate unstable parameters, as in the case of the flexible system.

REFERENCES

[1] W. Yu, Y. Luo, Y. Q. Chen, and Y. G. Pi, “Frequency domain modelling and control of fractional-order system for permanent magnet synchronous motor velocity servo system,” IET Control Theory and Applications, vol. 10, no. 2, pp. 136–143, 2016.
[2] Y. Xie, X. Tang, S. Zheng, W. Qiao, and B. Song, “Adaptive Fractional Order PI Controller Design for a Flexible Swing arm System Via Enhanced Virtual Reference Feedback Tuning,” Asian Journal of Control, vol. 20, no. 3, pp. 1221–1240, 2018.
[3] F. Bendrat and C. Sourkounis, “Speed controller design utilizing H-infinity optimization and a modal drive train model for torsional oscillation damping,” in IECN 2019-45th Annual Conference of the IEEE Industrial Electronics Society, vol. 1. IEEE, 2019, pp. 1362–1368.
[4] T. Orlowska-Kowalska and K. Szabat, “Optimization of fuzzy-logic speed controller for DC drive system with elastic joints,” IEEE Transactions on Industry Applications, vol. 40, no. 4, pp. 1138–1144, 2004.
[5] L. Mokrani and R. Abdessemed, “A fuzzy self-tuning PI controller for speed control of induction motor drive,” in Proceedings of 2003 IEEE Conference on Control Applications, 2003. CCA 2003., vol. 2. IEEE, 2003, pp. 785–790.
[6] S. Lu, X. Tang, B. Song, and S. Zheng, “Gpc-based self-tuning pi controller for speed servo system of pmslm,” *Asian Journal of Control*, vol. 15, no. 5, pp. 1325–1336, 2013.

[7] B. Sencer and A. Dumanli, “Optimal control of flexible drives with load side feedback,” *CIRP Annals - Manufacturing Technology*, vol. 66, no. 1, pp. 357–360, 2017. [Online]. Available: [http://dx.doi.org/10.1016/j.cirp.2017.04.049](http://dx.doi.org/10.1016/j.cirp.2017.04.049)

[8] S.-L. Chen, X. Li, C. S. Teo, and K. K. Tan, “Composite jerk feedforward and disturbance observer for robust tracking of flexible systems,” *Automatica*, vol. 80, pp. 253–260, 2017.

[9] S. M. Yang and S. C. Wang, “The detection of Resonance frequency in motion control systems,” *IEEE Transactions on Industry Applications*, vol. 50, no. 5, pp. 3423–3427, 2014.

[10] W. Bahn, T. I. Kim, S. H. Lee, and D. I. Cho, “Resonant frequency estimation for adaptive notch filters in industrial servo systems,” *Mechatronics*, vol. 41, pp. 45–57, 2017. [Online]. Available: [http://dx.doi.org/10.1016/j.mechatronics.2016.11.004](http://dx.doi.org/10.1016/j.mechatronics.2016.11.004)

[11] P. Schmidt and T. Rehm, “Notch filter tuning for resonant frequency reduction in dual inertia systems,” *Conference Record - IAS Annual Meeting (IEEE Industry Applications Society)*, vol. 3, no. 1, pp. 1730–1734, 1999.

[12] G. F. Franklin, M. L. Workman, and D. Powell, *Digital Control of Dynamic Systems*, 3rd ed. USA: Addison-Wesley Longman Publishing Co., Inc., 1997.

[13] A. Yucesan and A. Mugan, “Development and control of an active torsional vibration damper for vehicle powertrains,” *Proceedings of the Institution of Mechanical Engineers, Part K: Journal of Multi-body Dynamics*, vol. 235, no. 3, pp. 452–464, 2021. [Online]. Available: [https://doi.org/10.1177/14644193210109943](https://doi.org/10.1177/14644193210109943)

[14] F. Vanbeccelaere, S. Derammelaere, N. Nevaranta, J. De Viaene, F. Verbeelen, K. Stockman, and M. Monte, “Online tracking of varying inertia using a SDFT approach,” *Mechatronics*, vol. 68, p. 102361, 2020.

[15] P. Li, L. Wang, B. Zhong, and M. Zhang, “Linear active disturbance rejection control for two-mass systems via singular perturbation approach,” *IEEE Transactions on Industrial Informatics*, 2021.

[16] R. Pintelon and J. Schoukens, *System identification: a frequency domain approach*. John Wiley & Sons, 2012.

[17] R. C. Dorf and R. H. Bishop, *Modern control systems*. Pearson Prentice Hall, 2008.