Average clock times for scattering through asymmetric barriers
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Abstract. The reflection and transmission Salecker-Wigner-Peres clock times averaged over the post-selected reflected and transmitted sub-ensembles, respectively, are investigated for the one dimensional scattering of a localized wave packet through an asymmetric barrier. The dwell time averaged over the same post-selected sub-ensembles is also considered. The emergence of negative average reflection times is examined and we show that while the average over the reflected sub-ensemble eliminates the negative peaks at resonance for the clock time, it still allows negative values for transparent barriers. The saturation of the average times with the barrier width (Hartman effect) is also addressed.

PACS. 03.65.Xp Tunneling, traversal time, quantum Zeno dynamics – 03.65.Ta Foundations of quantum mechanics; measurement theory – 03.65.Nk Scattering theory

1 Introduction

The search for a sensible definition of quantum tunneling times is one of the most enduring problems in quantum mechanics, despite numerous efforts in the last few decades (see, e.g., [1,2,3,4,5,6,7,8,9,10] and references therein).

The difficulty in obtaining a time scale for the tunneling problem lies in the well-known impossibility of defining a self-adjoint time operator canonically conjugated to the (bounded from below) Hamiltonian. Attempts to use a “tempus” operator that is canonically conjugated to the Hamiltonian but not given by the time evolution of the system, have lead to complex stationary times [11,12] (also see [13] for a review of methods attempting to define time operators).

A more common approach to this problem is to obtain operational definitions of a parameter with the dimensions of time and investigate its properties. These attempts have rendered several definitions of time that, while useful in specific situations, are generally not considered the definitive answer to the question of how long it takes for a particle to tunnel through a potential barrier. Among the most common (and useful) stationary time scales considered in the literature are the much studied phase time [14,15], dwell time [16,17], Larmor time [17,18,19] (also see [20,21]) and the Salecker-Wigner-Peres (SWP) clock times [22,23,24,25].

Recently, the SWP clock has been reconsidered and it was shown that, contrary to previous claims in the literature, it can be directly applied to interacting particles (i.e., without the need for “calibration” [26,27]) provided that one follows Peres’ [23] approach to associate the clock’s hand with the peak of the clock’s wave function [24]. In particular, this approach allowed the derivation, directly from Schrödinger’s equation, of a relationship between the dwell time and the SWP clock reflection and transmission times without an interference term [24], thus ending the controversy about the compatibility of such relationship with standard quantum mechanics (see, e.g., [1,2,3,4] and references therein).

The SWP clock has also been used to treat the scattering of a wave packet by a potential and to obtain, by making use of a post-selection of the final state, a definition for an average traversal (reflection) time [28]. It was shown that, for wave packets of finite width, such average transmission time does not saturate in the limit of opaque barriers for symmetric potentials, which is an important result associated with the Hartman effect [15]. One must notice, however, that the absence of saturation is not enough to prevent apparent superluminal speeds in the relativistic case [29] – but, as pointed by Davies [30], the SWP clock times can be interpreted as weak values [31,32], and such results are not unexpected for weak values when they are associated with small probabilities.
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The results in [28, 29] were obtained considering symmetric potentials, in which case the average transmission (reflection) SWP times coincide with the average of the dwell time over the transmitted (reflected) sub-ensemble [28] (as a consequence of the identity between the stationary SWP and dwell times for such potentials). Therefore, in order to better understand the properties of the average SWP clock times introduced in [28], it is necessary to analyze a situation in which they differ from the dwell time averaged over the corresponding sub-ensemble, such as for asymmetric potentials.

Tunneling through asymmetric potentials has important applications in semiconductor heterostructures (see [33] and references therein) and it has been investigated due to the possibility of negative reflection times. In this context, the authors of [34, 35] show that the asymmetry of the potential can give rise to negative reflection times. In [36] an investigation involving asymmetric photonic band gaps. A partial analysis of the stationary SWP clock times for an asymmetric barrier appeared in [37], in which the authors considered a comparison between phase, dwell and the Büttiker (or Larmor) times – the stationary SWP clock time coincides with one of Büttiker’s characteristic times (namely, \( \tau_B \) in [37]).

In this work, we extend the approach introduced in [28] and investigate the properties of the average reflection and transmission SWP times for a non-relativistic particle tunneling through an asymmetric potential barrier. The particle is represented by a gaussian wave packet (in a fully time-dependent treatment), and for comparison we also consider the average of the dwell time over the post-selected transmitted and reflected sub-ensembles.

This paper is organized as follows. In Section 2 we briefly review the essentials of the SWP clock to measure reflection and transmission times for a wave packet scattered by a potential barrier, introducing the modifications necessary to deal with the asymmetric potential that interest us here. Section 3 presents our results for the average clock times and the comparison with the dwell time averaged over a final sub-ensemble. Finally, Section 4 is reserved to our concluding remarks.

## 2 SWP clock and average reflection and transmission times

The Salecker-Wigner-Peres clock [22,23] is essentially an external quantum rotor coupled to a particle, which measures the time interval spent by the particle in a certain region of interest. This is accomplished by introducing an interaction between the clock and the particle given by \( H_{\text{int}} = \mathcal{T}(z) \left( -i e^{i \omega \theta} \right) \), where \( 0 \leq \theta < 2\pi \) and \( \omega = 2\pi / (N\tau) \). The parameter \( \tau \) corresponds to the clock’s resolution and \( N = 2j + 1 \) is the Hilbert’s space dimension (\( j \) is a non-negative integer or half-integer); \( \mathcal{T}(z) = 1 \) if \( z \in (z_1, z_2) \) and zero otherwise. It can be shown [28] that the effect of this coupling to the stationary state of a particle with energy \( E \) interacting (in one dimension) with a potential \( V(z) \) is the addition of a potential barrier \( V_m = m\hbar \omega \) in the region \( z \in (z_1, z_2) \), with \( m = -j, \ldots, +j \).

Restricting ourselves to potentials \( V(z) \) with constant (but not necessarily equal) values in the regions \((-\infty, z_1), (z_1, z_2), \) and \((z_2, \infty)\), which will be named respectively as regions I, II and III, and assuming the particle to be incident from the left of \( z_1 \), the solution of the time-independent Schrödinger equation with potential \( V^{(m)}(z) \equiv V(z) + V_m \mathcal{T}(z) \)

\[
\psi_I^{(m)}(z) = e^{ik_1z} + B^{(m)}(k)e^{-ik_1z};
\]

\[
\psi_{II}^{(m)}(z) = C^{(m)}(k)e^{ik_2z},
\]

where \( \psi_I \) and \( \psi_{II} \) indicate the wave function in regions I and III, respectively. In [1] we defined \( k \equiv (k_1, k_2, k_3) \), with \( k_1, k_2, \) and \( k_3 \) being the respective wave numbers in regions I, II, and III.

The transmission time measured by the SWP clock in the stationary case is then [23,24]

\[
t^\tau_T(k) = -\frac{h}{\partial V_m} \varphi_T^{(m)}(k)|_{V_m=0},
\]

where \( \varphi_T^{(m)} \) is the phase of the amplitude \( C^{(m)}(k) \) in the presence of the perturbation. A similar expression is obtained for the stationary reflection time by using the phase of the reflection amplitude \( B^{(m)}(k) \).

In [23] it was shown that, as a consequence of Schrödinger equation, the stationary SWP clock times and the dwell time (\( \tau_D \)) satisfy the following relationship

\[
\tau_D(k) = T(k)t^\tau_T(k) + R(k)t^\tau_R(k),
\]

which will prove useful in what follows. In this expression \( T(k) \) is the weak perturbation limit \( (V_m \rightarrow 0) \) of \( T^{(m)}(k) = \kappa_3 / \kappa_1 |\varphi_T^{(m)}(k)|^2 \), which is the transmission coefficient in the presence of the clock’s perturbation. In the same way, \( R \equiv \lim_{V_m \rightarrow 0} R^{(m)} \), with \( R^{(m)} \) being the reflection coefficient in the presence of the clock.

\[
\text{Notice that in [23], } T \text{ and } R \text{ refer to transmission and reflection amplitudes instead of coefficients as here. This slight change in notation is convenient in order that } (3) \text{ applies immediately also to asymmetric potentials.}
\]
In this work we will be mainly concerned with the average tunneling times for localized incident particles represented by a wave packet of the form

$$\Phi(z,t) = \int \frac{dk_1}{\sqrt{2\pi}} A(k_1) e^{ik_1 z - E(k_1) t/\hbar}.$$  

The initial wave function representing the particle-clock system is given by $$\Psi_{in}(z,t,\theta) = \Phi(z,t) v_0(\theta),$$ where the clock is chosen to be in a state $$v_0(\theta)$$ strongly peaked at $$\theta = 0$$ \cite{23}. The wave function transmitted to the right of the potential will have the clock and the particle in an entangled state which, assuming a weak coupling between the clock and the potential, is given by \cite{28}

$$\Psi_{tr}(z,t,\theta) = \int \frac{dk_1}{\sqrt{2\pi}} A(k_1) C(k) e^{ik_1 z - \frac{E(k_1) t}{\hbar}} v_0(\theta - \omega k_1).$$

The average transmission time can be obtained by post-selecting $$\Psi_{tr}$$ as the final state, in addition to the above pre-selection of the initial state, tracing out the the particle’s degrees of freedom long after the interaction has occurred and, finally, taking the expectation value of the operator giving the peak of the clock’s eigenfunctions (for details see \cite{28}). The resulting average transmission time is

$$\langle \tau_{tr}^2 \rangle = \int \frac{dk_1}{\sqrt{2\pi}} \rho_{tr}(k) \frac{1}{2} T^2(k),$$

where $$\rho_{tr}(k)$$ is the probability density that a particle with wave number $$k_1$$ be found in the ensemble of transmitted particles, which is given by

$$\rho_{tr}(k) = \frac{|A(k_1)|^2 T(k)}{\int \frac{dk_1}{\sqrt{2\pi}} |A(k_1)|^2 T(k)}.$$  

The corresponding expression for the average reflection time can be obtained through a similar procedure, in which one post-select the reflected asymptotic sub-ensemble, and the probability density that the particle of wave number $$k_1$$ be found in this ensemble is obtained from \cite{5} by making the change $$T \rightarrow R$$.

It should be noticed that an analysis of the Larmor clock for wave packets leads to a result similar to \cite{1} \cite{38} as one of the possible time scales. Similarly, \cite{1} is the real part of the complex average time obtained in \cite{39}. Other formalisms exist leading to complex stationary times whose real part coincides with \cite{2} such as the one presented by Fertig in \cite{40} (in fact, the complex time scale obtained in \cite{40} is the same introduced in \cite{11}) – these approaches presumably would also lead to \cite{1} as the real part of a complex average time when applied to wave packets. The advantage of the SWP clock formalism when compared with those is that it provides a simple way to obtain a unique (real) average time scale.

It is important to mention that other approaches exist in the literature to treat the tunneling of wave packets through a potential barrier that lead to average times not directly related to the above mentioned averages. In \cite{42} the authors formally develop the center-of-mass clock, which to leading order leads to the phase time for a wave packet narrow in the $$k$$-space. A method developed in \cite{13,14} by using Green functions and which renders a complex stationary time similar to Büttiker’s (but with sensitivity to the energy $$E$$ rather than to the potential) was extended in \cite{15} to treat wave packets, with the result of obtaining an average of the phase time. The latter result is similar to the results obtained in \cite{38}, with the main difference that in \cite{15} the authors adopt a cutoff in energy at $$V_0$$ – such a cutoff poses difficulties with respect to the localization of the tunneling particle \cite{28,38,12}. For an analysis of the phase time averaged over the transmitted wave packet for symmetric potentials, see \cite{40} (we know of no such analysis for asymmetric potentials).

As it is well-known, for symmetric potentials the stationary SWP transmission and reflection times coincide \cite{17,38}, and from \cite{3} both these times coincide with the dwell time. As a consequence, for symmetric potentials the above average transmitted (reflected) time is just the dwell time averaged over the transmitted (reflected) sub-ensemble \cite{28}. However, the fact that for asymmetric potentials the stationary SWP clock times are different from the dwell time \cite{38} has important consequences for the sub-ensemble averages above defined. Thus, in order to fully understand the properties of the average SWP clock times, it is important to investigate how they deviate from an average of the dwell time over the same sub-ensembles, namely

$$\langle \tau_D \rangle_{T(R)} = \int \frac{dk_1}{\sqrt{2\pi}} \rho_{T(R)}(k) \tau_D(k).$$

For symmetric potentials these average dwell times coincide with the average times defined in \cite{3,5} (and the corresponding for the reflected sub-ensemble), but in the case considered here (asymmetric potentials) they have different properties (see next section). In particular, the average times defined in \cite{6} are also good candidates to be interpreted as transmission (reflection) times, since they clearly distinguish between the transmitted and reflected particles through the post-selection of the final state.
Ensemble averages similar to (4)-(6) can, in principle, be obtained for any well defined stationary time scale (see, e.g., Ref. [35]). Finally, it is worth noticing that in the limit of spatially very wide wave packets the averages (4)-(6) tend to the corresponding stationary times.

### 3 Average times for asymmetric barriers

Let us consider the scattering of a non-relativistic particle of mass $\mu$ and energy $E(k_1) \equiv \hbar^2 k_1^2 / 2\mu$ by an asymmetric potential of the form $V(z) = V_0 \Theta(z) \Theta(a-z) + V_1 \Theta(z-a)$, where $V_0$ is assumed to be a positive constant and $V_0 > |V_1|$, with $V_1$ also constant (see Fig. 1). We consider that the particle is incident from the left and that the SWP clock runs only while the particle is in the region $(0,a)$ — in this case, the derivative with respect to $V_m$ in (2) coincides with the derivative with respect to $V_0$. Also, as it is well known, for this potential the transmission and reflection coefficients are $T(k) = |C(k)|^2$ and $R(k) = |B(k)|^2$, respectively; the wave numbers in the potential and transmitted regions are related to $k_1$ by $k_2 = \frac{1}{\hbar} \sqrt{2\mu [E(k_1) - V_0]}$ and $k_3 = \frac{1}{\hbar} \sqrt{2\mu [E(k_1) - V_1]}$.

The transmission and reflection amplitudes for the asymmetric potential above are easily calculated and can be found, for example, in Ref. [35]. The phase $\varphi_T(k)$ of the transmission amplitude can be obtained from $C(k) = |C(k)|e^{i\varphi_T(k)} - k_3a|$ and, for propagating modes, it is given by

$$
\varphi_T(k) = \tan^{-1} \left[ \frac{(k_2^2 + k_1 k_3)}{k_2(k_1 + k_3) \tan(k_2a)} \right]. \tag{7}
$$

Following a notation similar to that in Ref. [35], the reflection amplitude can be written as $B = CGe^{ik_3a}$ and, if $\varphi_0(k)$ indicates the phase of $G(k)$, it follows that $B(k) = |C(k)||G(k)|e^{i\varphi_R(k)}$, where the reflection phase is given by $\varphi_R(k) = \varphi_T(k) + \varphi_0(k)$. The explicit expression for $\varphi_0$ is obtained from (7) by substituting $k_3 \to -k_3$. From (2) and (7) it follows that the stationary SWP transmission time for propagating energies is given by

$$
t^T_\infty(k) = \frac{\hbar (k_1 + k_3)}{\hbar k_2} \left[ \frac{k_2 a(k_2^2 + k_3) \sec^2(k_2a) + (k_2^2 - k_1 k_3) \tan(k_2a)}{k_2^2(k_1 + k_3)^2 + (k_2^2 + k_1 k_3)^2 \tan^2(k_2a)} \right]. \tag{8}
$$

The corresponding expressions for evanescent modes can be obtained from the above equations by making the substitution $k_2 \to i q_2$, with $q_2 = \frac{1}{\hbar} \sqrt{2\mu [V_0 - E(k_1)]}$, as usual, provided that $E(k_1) > V_1$. If $V_1 > 0$ and $E(k_1) < V_1$ the transmission time is not defined, since there is no transmitted wave at $z > a$.

The SWP clock reflection time can be obtained by defining $t_0(k) \equiv -\hbar \frac{\partial \varphi_0}{\partial k_3}$ and noticing that

$$
t^R_\infty(k) = t^T_\infty(k) + t_0(k). \tag{9}
$$

The auxiliary time $t_0(k)$, which can be obtained from (8) by making $k_3 \to -k_3$, vanishes in the symmetric case and allows the separation of the contributions to $t^R_\infty(k)$ due to the asymmetry of the potential (analogous to what happens for the phase time Ref. [35]). In addition, from (3) and conservation of probability, one can write the dwell time as

$$
\tau_D(k) = t^T_\infty(k) + R(k) t_0(k) = t^R_\infty(k) - T(k) t_0(k), \tag{10}
$$

which makes clear that the dwell and SWP clock times differ only in the asymmetric case.
The SWP clock provides a “residence” time, i.e., it reads the time spent by particle under the potential, similarly to the dwell time. However, while the dwell time averages over the reflected and transmitted channels, eqs. (9)-(10) show that the SWP clock has the advantage of distinguishing between the final channels in the stationary case — evidently, such distinction can only occur for asymmetric potentials, since by symmetry the two channels must give the same results for symmetric potentials.

It is interesting to notice that a relationship can be established between the dwell time and \( \nu(E) \), the average electronic density of energy per unit length \( \frac{d\nu}{dI} \). Temporarily indicating the explicit dependence of amplitudes and times in terms of the energy and making use of (3), such relationship can be generalized as

\[
2\pi \hbar \nu(E) = 2T(E)T_{c}^{R}(E) + R_{-}(E)T_{c}^{R}(E) + R_{+}(E)T_{c}^{R}(E),
\]

where the \(- (+)\) indicates incidence from the left (right) and we used the fact that the transmission amplitude is not affected by the incidence direction. For symmetric potentials the above expression clearly reduces to \(T_{c}^{R}(E) = \tau_{D}(E) = \pi \hbar \nu(E)\).

A partial analysis of the stationary SWP times for asymmetric potentials appears in [37], which only considers the equivalent to \(T_{c}^{R}(k)\), as one of the time scales associated with the Larmor time. Hence, before considering the average times introduced in the previous section it is important to complement those investigations by analyzing the properties of \(T_{c}^{R}(k)\).

Figure 2 displays typical plots of the stationary SWP reflection and dwell times; in addition, the coefficient of reflection \(R(k)\) is also shown. Figure 2(a) considers a propagating energy and Fig. 2(b) shows a detail of 2(a) for transparent barriers. We observe that the time scale associated with the Larmor time. Hence, before considering the average times introduced in the previous section it is important to complement those investigations by analyzing the properties of \(T_{c}^{R}(k)\).

Figure 2 displays typical plots of the stationary SWP reflection and dwell times; in addition, the coefficient of reflection \(R(k)\) is also shown. Figure 2(a) considers a propagating energy and Fig. 2(b) shows a detail of 2(a) for transparent barriers. We observe that the time scale associated with the Larmor time. Hence, before considering the average times introduced in the previous section it is important to complement those investigations by analyzing the properties of \(T_{c}^{R}(k)\).

In fact, at the resonance \(T_{c}^{R}(k) = -2\hbar k_{1a}/h^{2}k_{2}^{2}V_{0} - V_{1})/V_{1}\) and we see that the peak has the opposite sign of \(V_{1}\). Figure 2(c) shows a plot for evanescent energies and, as expected, \(T_{c}^{R}(k)\) and \(\tau_{D}(E)\) saturate to the same value for opaque barriers regardless of the sign of \(V_{1}\) [see (10)]. In the limit of transparent barriers, \(k_{2}a \ll 1\), the SWP reflection time behaves as \(T_{c}^{R}(k) \sim 2\hbar k_{1a}/V_{1}\), and it is negative for \(V_{1} < 0\), for both propagating and evanescent modes, as it is clearly shown in Figs. 2(b) and 2(c) (it is worth noticing that this is exactly the opposite of what happens with the phase time, which is negative for transparent barriers only if \(V_{1} > 0\) [35]). We observe that both for propagating and evanescent modes the SWP reflection time differs significantly from the dwell time only when the reflection coefficient
It is observed that for a finite dispersion \( \sigma \) the tunneling region. The corresponding stationary times evaluated at the central wave number, \( k_0 \), are shown to provide a reference as to the saturation width and we also show the total transmission probability \( P_T \) and \( \tau_D (k_0) \).

In Fig. 3 we compare the behavior of the average clock transmission time, \( \langle t^c \rangle \), and the dwell time averaged, \( \langle \tau_D \rangle T \), with respect to the barrier width \( a \). The stationary times \( t^c (k_0) \) and \( \tau_D (k_0) \), corresponding to the central wave number \( k_0 \), and the total probability of transmission of the wave packet \( P_T \), are also shown. All quantities are expressed in atomic units: \( \sigma = 10 \), \( z_0 = -8 \sigma \), \( V_0 = 0.30 \) and \( |V_1| = 0.15 \). (a) \( E(k_0) = 0.22 \), \( V_1 > 0 \). (b) \( E(k_0) = 0.22 \), \( V_1 < 0 \). (c) \( E(k_0) = 0.41 \), \( V_1 > 0 \). (d) \( E(k_0) = 0.41 \), \( V_1 < 0 \).

is small [equivalently, large \( T(k) \)], i.e., for transparent barriers and close to resonances – this is, of course, a direct consequence of \( (10) \).

Let us turn to the main subject of this work and focus on the average times and consider a right-moving Gaussian wave packet centered around a tunneling wave number \( k_0 > 0 \) with spatial width characterized by \( \sigma \), and which at \( t = 0 \) is spatially centered around \( z_0 < 0 \). The k-space representation of such wave packet is given by \( A(k_1) = (2a^2/\pi)^{1/4} \exp \{-iz_0(k_1 - k_0) - a^2(k_1 - k_0)^2 \} \).

In Fig. 3 we compare the behavior of the average clock transmission time, \( \langle t^c \rangle \), and the dwell time averaged over the transmitted sub-ensemble, \( \langle \tau_D \rangle T \). Figures 3(a) and 3(b) refer to a wave packet with central energy \( E_0 \) in the tunneling region. The corresponding stationary times evaluated at the central wave number, \( t^c (k_0) \) and \( \tau_D (k_0) \), are shown to provide a reference as to the saturation width and we also show the total transmission probability \( P_T = \int \frac{dk}{E} |A(k_1)|^2 T(k) \) associated with the wave packet. It can be seen that \( \langle t^c \rangle \) and \( \langle \tau_D \rangle T \) behave qualitatively in very similar ways, with small quantitative differences, especially for thin barriers (in which case, their behavior is also very close to the corresponding stationary times). It is observed that for a finite dispersion \( \sigma \) neither \( \langle t^c \rangle \) nor \( \tau_D (k_0) \) are shown to provide a reference as to the saturation width and we also show the total transmission probability \( P_T = \int \frac{dk}{E} |A(k_1)|^2 T(k) \) associated with the wave packet. It can be seen that \( \langle t^c \rangle \) and \( \tau_D (k_0) \) are shown to provide a reference as to the saturation width and we also show the total transmission probability \( P_T \), with respect to the barrier width \( a \) and, in fact, both average times tend to behave linearly with the barrier width \( a \) but, in fact, both average times tend to behave linearly with the barrier width \( a \) but, in fact, both average times tend to behave similarly over the whole range of barrier widths and tend to coincide for thin barriers.

Fig. 3. Behavior of the average transmission clock time, \( \langle t^c \rangle \), and the average dwell time, \( \langle \tau_D \rangle T \), with respect to the barrier width \( a \). The stationary times \( t^c (k_0) \) and \( \tau_D (k_0) \), corresponding to the central wave number \( k_0 \), and the total probability of transmission of the wave packet \( P_T \), are also shown. All quantities are expressed in atomic units: \( \sigma = 10 \), \( z_0 = -8 \sigma \), \( V_0 = 0.30 \) and \( |V_1| = 0.15 \). (a) \( E(k_0) = 0.22 \), \( V_1 > 0 \). (b) \( E(k_0) = 0.22 \), \( V_1 < 0 \). (c) \( E(k_0) = 0.41 \), \( V_1 > 0 \). (d) \( E(k_0) = 0.41 \), \( V_1 < 0 \).
Fig. 4. Behavior of $\langle t^R_c \rangle$ and $\langle \tau_D \rangle_R$ with respect to the barrier width $a$ for an initial wave packet centered on a tunneling energy $E(k_0)$. Except for the dispersion $\sigma$, all the parameters are the same as in Figs. 3(a) and 3(b). (a) $\sigma = 10$, $V_1 > 0$. (b) $\sigma = 20$, $V_1 > 0$. (c) $\sigma = 10$, $V_1 < 0$. (d) $\sigma = 20$, $V_1 < 0$. (e) detail of the behavior of $\langle t^R_c \rangle$ for thin barriers and $V_1 < 0$, for several values of the dispersion $\sigma$. In (a)-(d) we also plotted the total probability $P_R$ for the particle reflection (scaled by a factor 4) and the stationary times $t^R_c(k_0)$ and $\tau_D(k_0)$.

For $|V_1| < V_0$ and $|V_1| < E_0$ the sign of $V_1$ has little influence and the averages $\langle t^R_c \rangle$ and $\langle \tau_D \rangle_R$ are virtually identical, as one would expect from the fact that in the symmetric case the SWP transmission time and the dwell time coincide [see eq. (10) and notice that $t_0(k) \rightarrow 0$ for symmetric potentials].

Figure 3 displays typical plots for the behavior of $\langle t^R_c \rangle$ and $\langle \tau_D \rangle_R$ with respect to the barrier width $a$, for an initial wave packet peaked on a tunneling energy [the central energy $E(k_0)$ is such that $V_0 > E(k_0) > V_1$]. Figures 3(a) and 3(b) correspond to $V_1 > 0$, and in this case we observe that both $\langle t^R_c \rangle$ and $\langle \tau_D \rangle_R$ are non-negative, as expected since they consist of an average over non-negative stationary times; for thin barriers both these average times are close to the respective stationary times evaluated at the central wave number, because in this case the relative wave number composition of the reflected wave packet does not change significantly. For opaque barriers it follows from (10) that the stationary times coincide ($T \sim 0$), and as a consequence $\langle t^R_c \rangle$ and $\langle \tau_D \rangle_R$ also coincide. Figures 3(c) and 3(d) assume $V_1 < 0$, and their most striking feature is that $\langle t^R_c \rangle$ in general assumes negative values for transparent barriers. This follows from the fact that, as mentioned above, for thin barriers the average time $\langle t^R_c \rangle$ closely resembles the stationary time, $t^R_c(k_0)$, which is negative for very thin barriers whenever $V_1 < 0$. Notice that the region in which the average clock reflection time can be negative is characterized by relatively small probabilities of reflection.
We considered the one dimensional scattering of a wave packet through a static asymmetric potential and investigated the behavior of the average transmission and reflection SWP clock times, which were compared to the behavior of the dwell time averaged over the transmitted and reflected sub-ensembles, respectively.

We evaluated the average transmission time for an initial wave packet centered on a tunneling energy, $E(k_0)$, $\langle t^R \rangle$, in the extreme opaque limit, a result similar to the one obtained for symmetric potentials. We observed that $\langle t^R \rangle$ increases linearly with the barrier width in the extreme opaque limit, a result similar to the one obtained for symmetric potentials. We observed that $\langle t^R \rangle$ behaves qualitatively in a very similar way to $\langle \tau_D \rangle_T$, the dwell time averaged over the transmitted sub-ensemble, for wave packets centered on both evanescent and propagating energies – both these average times provide good scales for the particle transmission across an asymmetric barrier.

The clock’s reflection time was also investigated. In the stationary case it allows for negative values in two situations: for $V_1 < 0$ and very thin barriers (in both the propagating and evanescent cases), and for $V_1 > 0$ at resonances (in the propagating case). This is in contrast with the stationary dwell time, which is always non-negative. We considered the average time $\langle t^R \rangle$ for a localized wave packet and concluded that the negative values persist in the average time for thin barriers, because in this case the average behaves very similarly to the stationary time (such a result is associated with a relatively small probability of reflection). On the other hand, $\langle t^R \rangle$ behaves well at the vicinities of resonances of its central component; in fact, the average has the effect of smoothing out the (positive or negative) peaks found in the stationary case. This can be understood by observing that resonant modes have a very small probability of reflection, and then do not contribute significantly to such an average.

In general, for non-transparent barriers, the average clock time of reflection behaves in a (qualitatively) similar way to the dwell time averaged over the reflected sub-ensemble (although, of course, there are quantitative differences which could only be settled one way or the other on an experimental basis). Thus, based on the properties described...
in the previous section, both $\langle t_R \rangle$ and $\langle \tau_D \rangle_R$ are potentially good time scales to describe the reflection of well localized particles by asymmetric barriers. The fact that $\langle t_R \rangle$ may lead to negative values for transparent barriers, depending on the parameters, does not discard it as a good scale since these values are in general associated with relatively low probabilities and may be explained using the weak measurement theory – it is well known that the stationary SWP times are weak values; however, an in-depth study of the SWP clock for wave packets in the context of the weak measurement theory is still necessary to clarify this point. Finally, $\langle t_{c(T)} \rangle$ has the advantage (with respect to $\langle \tau_D \rangle_R(T)$) that in the stationary limit the SWP clock times do distinguish between the reflected and transmitted channels, while the dwell time is an average over these channels.

The authors would like to thank two anonymous referees for several references and suggestions to improve the manuscript. This work was partially supported by NASA Minnesota Space Grant Consortium (B.A.F. and L.A.M.) and NSF STEP grant #0969568 (L.A.M).

References

1. H. G. Winful, New J. Phys. 8, (2006) 101.
2. H. G. Winful, Phys. Rep. 436, (2006) 1.
3. R. Landauer and Th. Martin, Rev. Mod. Phys. 66, (1994) 217.
4. E. H. Hauge and J. A. Stovneng, Rev. Mod. Phys. 61, (1989) 917.
5. J. T. Lunardi and L. A. Manzoni, Phys. Rev. A 76, (2007) 042111.
6. S. De Leo and V. Leonardi, J. Phys. A: Math. Theor. 44, (2011) 085305.
7. N. G. Kellkar, H. M. Casta˜neda and M. Nowakowski, Europhys. Lett. 85, (2009) 20006.
8. D. Sokolovski and E. Akhmatshaya, Phys. Rev. A 84, (2011) 022104.
9. Ph. Grossel, Ann. Phys. 330, (2013) 74.
10. Y. Choi and A. N. Jordan, arXiv:1309.1710v1.
11. D. H. Kobe and V. C. Aguilera-Navarro, Phys. Rev A 50, 933 (1994).
12. D. H. Kobe, H. Iwamoto, M. Goto and V. C. Aguilera-Navarro, Phys. Rev A 64, 022104 (2001)
13. V. S. Olikhovski, Adv. Math. Phys. (2009) 859710.
14. E. P. Wigner, Phys. Rev. 98, (1955) 145.
15. T. E. Hartman, J. Appl. Phys. 33, (1962) 3427.
16. F. T. Smith, Phys. Rev. 118, (1960) 349.
17. M. Büttiker, Phys. Rev. B 27, (1983) 6178.
18. A. I. Baz’ Sov. J. Nucl. Phys. 4, (1967) 182; 5, (1967) 161;
19. V. F. Ribchenko, Sov. J. Nucl. Phys. 5, (1967) 635.
20. S. Kudaka and S. Matsumoto, Phys. Lett. A 376, (2012) 3038.
21. C.-S. Park, Phys. Lett. A 377, (2013) 741.
22. H. Salecker and E. P. Wigner, Phys. Rev. 109, (1958) 571.
23. A. Peres, Am. J. Phys. 48, (1980) 552.
24. M. Calçada, J. T. Lunardi and L. A. Manzoni, Phys. Rev. A 79, (2009) 012110.
25. C.-S. Park, Phys. Rev. A 80, (2009) 012111.
26. C. R. Leavens, Solid State Commun. 86, (1993) 781.
27. C. R. Leavens and W. R. McKinnon, Phys. Lett. A 194, (1994) 12.
28. J. T. Lunardi, L. A. Manzoni and A. T. Nystrom, Phys. Lett. A 375, (2011) 415.
29. J. T. Lunardi, L. A. Manzoni, A. T. Nystrom and B. M. Perreau, J. Russ. Laser Res. 32, (2011) 431.
30. P. C. W. Davies, Am. J. Phys. 73, (2005) 23.
31. Y. Aharonov, D. Z. Albert and L. Vaidman, Phys. Rev. Lett. 60, (1988) 1351.
32. Y. Aharonov and L. Vaidman, Phys. Rev. A 41, (1990) 11.
33. D. Dragoman, IEEE J. Quantum Electron. 35, (1999) 1887.
34. C.-F. Li and H. Spieler, Opt. Commun. 259, (2006) 158.
35. X. Chen and C.-F. Li, Eur. Phys. J. B 46, (2005) 433.
36. S. Lounhi, Phys. Rev. A 64, (2001) 037601.
37. J. C. Martinez and E. Poladtemir, Physica Scripta 68, (2003) 108.
38. J. P. Falck and E. H. Hauge, Phys. Rev. B 38, (1988) 3287.
39. C. R. Leavens and G. C. Aers, Phys. Rev. B 40, (1989) 5387.
40. H. A. Fertig, Phys. Rev. Lett. 65, (1990) 2321;
41. H. A. Fertig, Phys. Rev. B 47, (1993) 1346.
42. D. Sokolovski and L.M. Baskin, Phys. Rev. A 36 (1987) 4604;
43. D. Sokolovski and J.N.L. Connor, Phys. Rev. A 42 (1990) 6512.
44. E. H. Hauge, J. P. Falck and T. A. Fjeldly, Phys. Rev. B 36, (1987) 4203.
45. V. Gasparian, and M. Pollak, Phys. Rev.B 47, (1993) 2038.
46. V. Gasparian, M. Ortuño, J. Ruiz, E. Cuevas and M. Pollack, Phys. Rev. B 51, (1995) 6743.
45. O. del Barco, M. Ortuño and V. Gasparian, Phys. Rev. A 74, (2006) 032104.
46. S. Brouard, R. Sala and J. G. Muga, Phys. Rev. A 49, (1994) 4312.
47. V. Petrillo and V. S. Olkhovsky, Cent. Eur. J. Phys. 3, (2005) 339.
   V. Petrillo and V. S. Olkhovsky, Europhys. Lett. 74, (2006) 327.
48. V. Gasparian, M. Ortuño, E. Cuevas and J. Ruiz, Solid St. Commun. 97, 791 (1996).
49. G. Iannaccone, Phys. Rev. B 51, 4727 (1995).
50. A. M. Steinberg, Phys. Rev. Lett. 74, (1995) 2405;
    A. M. Steinberg, Phys. Rev. A 52, (1995) 32.
51. G. Iannaccone, arXiv:quant-ph/9611018.