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Abstract The policies of Third National Energy Efficiency Action Plan for the Netherlands, regarding the reduction of household energy consumption (HEC), were made based on the unwritten presumption that the stimuli of HEC are similar in each and every location of the Netherlands, and that it therefore is possible to formulate an identical set of incentives and regulations that are optimally suitable in all the locations of the country. The objective of this study is to examine the validity of this presumption by formulating two research questions: what are the national determinants of HEC, i.e. the stimuli that trigger the same response across the whole country? What are the local determinants of HEC, i.e. the stimuli which trigger different responses across the country? To identify local and national determinants of HEC, the impact of nine determinants of HEC in 2462 neighbourhoods of the Netherlands is assessed by employing the geographical variability test. The results show that two of the determinants are national: (1) the number of frost-days, (2) wind speed. The results indicate that seven of the determinants are local: (1) income, (2) household size, (3) building age, (4) surface-to-volume ratio, (5) population density, (6) number of summer days, and (7) land surface temperature. By employing a semi-parametric geographically weighted regression analysis, the impact of the local and global determinants of HEC is estimated and mapped.
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Introduction

The policies of Third National Energy Efficiency Action Plan for the Netherlands (Ministry of Economic Affairs 2014) regarding the reduction of household energy consumption (HEC) were developed based on a one-size-fits-all approach: in the policy document, as it is reported to the European commission, the “geographical area” of all the proposed incentives and regulations is specified as “the Netherlands”, without any differentiation according to location-specific circumstances, i.e. socioeconomic patterns, climate, level of urbanisation, land cover, and housing stock (see Table 1). In this respect, the policy is made based on an unwritten presumption: that the stimuli of HEC are similar in
each and every location of the Netherlands, and that it therefore is possible to formulate an identical set of incentives and regulations that is optimally suitable in all locations of the country. This presumption is not valid. The presumption, however, reflects a gap in the existing body of literature on HEC. Almost all the previous studies are based on the assumption that the determinants of HEC are identical across all areas, and almost all have tried to discover the universally applicable rules that explain the level of HEC. A small portion of previous studies, in contrast, has presumed that all determinants of HEC are location-specific. These studies, however, have failed to prove whether or not that is the case for each and every determinant of HEC.

The objective of this study is bridge the knowledge gap by seeking answers to two research questions: what are the national determinants of HEC, i.e. the stimuli that trigger the same response across the whole country? What are the local determinants, i.e. the stimuli that trigger different responses across the country? This study analyses annual energy consumption per capita within dwellings (HEC) in the neighbourhood units—a rough translation of the Dutch wijk—of the Netherlands in 2014. The level of HEC is studied against nine independent variables that have previously been considered effective determinants of HEC: income, household size, building age, surface-to-volume ratio of buildings, population density, degree days (i.e. number of summer days and number of frost days), wind speed, and land surface temperature. The methodology of this study is twofold. First, by employing the geographical variability test (Nakaya et al. 2009), the local and national determinants of HEC are identified. Second, by employing a semi-parametric geographically weighted regression (SGWR) analysis, the impact of national and local determinants of HEC is estimated and mapped. In the next parts, the previous studies are briefly reviewed, and the methodology and data of this study are described. Results and conclusions are presented at the end.

### Previous studies on local and global determinants of household energy consumption

Subsequent to the publication of the two seminal papers on modelling spatial associations (Brunsdon et al. 1996; Fotheringham et al. 1996), and the follow-up book by Fotheringham et al. (2003), two new concepts went viral among scholars conducting geographic analysis: (1) local determinants, i.e. the insight that the impact of a phenomenon is spatially non-

| Table 1 | Third National Energy Efficiency Action Plan for the Netherlands (2014) regarding the reduction of residential energy use—all of the listed measures are applicable to the Netherlands as a whole |
|---|---|
| **Policy measure** | |
| 1. Tightening of energy performance standards (EPC) of buildings | |
| 2. Lente Agreement on energy-efficient new buildings | |
| 3. More with Less: agreement for energy saving in existing residential and other buildings | |
| 4. Changes to the Home Valuation System: link maximum rent of a dwelling to its energy label | |
| 5. Reduced VAT rate for the maintenance and renovation of residential buildings | |
| 6. Block-by-block approach (large-scale approach to improve existing housing stock) | |
| 7. Acceleration (facilitating investments in improving the energy efficiency of residential buildings) | |
| 8. Revolving fund for energy saving (encouraging investment in the energy efficiency of existing buildings) | |
| 9. Energy-saving agreement for the rental sector (corporations, landlords, tenants) | |
| 10. Subsidy available for landlords in the social rental sector to improve the energy efficiency of buildings | |
| 11. Energy tax (tax levy on energy tariffs) | |
| 12. EIA: Energy Investment Allowance (tax reduction for the purchase of energy-efficient equipment) | |
| 13. Green Investment and Finance (tax incentive for investment in environmental friendly projects) | |
| 14. Green Deal (support for investment in energy-saving and renewable energy measures) | |
stationary and thus varies from one location to another; (2) global determinants, i.e. the stimuli of a phenomena that provoke the same response in all locations of interest. This new perspective sharply contrasted with the presumption that underlies studies prior to that date—which merely searched for global explanations for different spatial phenomena—and left a profound impact on the studies in different fields; scholars in different disciplines have disclosed the local determinants of a variety of geographic phenomena, e.g. violent crime (Stein et al. 2016), regional development (Yu 2014), poverty (Vaziri et al. 2018), residential burglary (Zhang and Song 2014), and utilisation of prenatal care (Shoff et al. 2012). It has also raised a new and fundamental question for scholars in different disciplines: what are the local and global determinants of the phenomenon in question? A variety of studies have shown that the best understanding of a range of phenomena—e.g. hedonic house price (Geniaux and Napoléone 2008), academic performance (Figueroa et al. 2018), soil organic matter (Zeng et al. 2016)—is achieved only when global and local determinants are distinguished.

In the last two decades, while the local and global determinants of the phenomena of interest have been explored in a variety of disciplines, HEC studies have significantly lagged behind in the application of the new methods of geographic analysis. Previous empirical studies on HEC could be categorised into two groups according to their methodology. The first group, accounting for the vast majority of previous studies on HEC, neglects the possibility that determinants of HEC could be local. These studies are based on an underlying presumption that all determinants of HEC are global, i.e. they presume that there are some generic rules applicable to all locations. A variety of the studies following this presumption have cited global rules to explain levels of HEC, such as the following examples: the higher the income level, the higher the HEC (Druckman and Jackson 2008; Joyeux and Ripple 2007); per capita HEC drops in larger households (Kowsari and Zerriffi 2011; Isaac and Van Vuuren 2009); the older a building, the higher the HEC (Belaïd 2016; Steemers and Yun 2009); the higher the surface-to-volume ratio of the buildings, the higher the HEC (Steemers and Yun 2009; Druckman and Jackson 2008); HEC drops in areas with a higher population density (Porse et al. 2016; Pachauri and Jiang 2008); the more cooling and heating degree days there are, the higher the level of consumption (Wiedenhofer et al. 2013; Reinders et al. 2003); the impact of wind-speed on the heat loss of buildings is substantial enough to change the level of HEC (Sanaieian et al. 2014; van Moekeste et al. 2005); land surface temperature affects HEC in all urban areas (Azevedo et al. 2016; Lee and Lee 2014).

The second group of the earlier studies is based on the underlying assumption that all determinants of HEC are local. Bouzarovski and Simcock (2017, p. 640) state that “there are clear geographic patternings associated with [household] energy [consumption and] poverty, as well as a geographically embedded and contingent nature of … underlying causes.” Yu (2012) concludes that in eastern China, the intensity of energy use of a province is strongly associated with that of its neighbouring provinces, and that there is a “convergence [between] provincial energy intensity.” (2012, p. 583). Robinson et al. have observed that “vulnerabilities [to energy poverty] associated with disability or illness … is stronger … in some southern cities [of England] including London, Luton and Southampton.” (2018, pp. 12–13). An analysis of the carbon emissions related to HEC in north-west China conclude that the determinants of pollution vary from one region to another: “income indicates a greater influence,” for instance, “in northern Ningxia and northern Shaanxi” (Li et al. 2016, p. 183). A study on HEC in California (Sultana et al. 2018) estimated that the aging of the population has a significant impact on increasing HEC in north-eastern areas, whereas no significant effect is expected in the north-western areas. Two studies on HEC in the Randstad region in the Netherlands show that building age, as a proxy for buildings’ energy efficiency, has a greater impact in rural areas than in urban areas (Mashhoodi 2018), and the main determinant of households’ gas consumption—i.e. building age, household size, income, and population density—vary across neighbourhoods of the region (Mashhoodi and van Timmeren 2018).

There is a knowledge gap in the previous studies on HEC. Most of the earlier studies presumed that the determinants of HEC are global, while some studies presumed that all determinants of HEC are local. A central and fundamental question, however, has never been posed: what are the local and global determinants of HEC?
Methodology

This study aims at estimating the local and global determinants of HEC. In the first step of the analysis, a convectional linear regression model, OLS, which holds all the determinants as global determinants of HEC, is employed:

\[ y_i = \beta_0 + \sum_k \beta_k x_{ik} + \varepsilon_i \]  

(1)

where \( y_i \) denotes the estimated value of HEC in the location \( i \), \( \beta_0 \) denotes the intercept, and \( \beta_k \) shows the coefficient slope of the \( k \)th independent variable. \( x_{ik} \) and \( \varepsilon_i \) show the values of independent variables and random error term in location \( i \). In the second step of the analysis, the GWR model, all the independent variables are held as local determinants of HEC:

\[ y_i = \beta_0(\mu_i, v_i) + \sum_k \beta_k(\mu_i, v_i)x_{ik} + \varepsilon_i \]  

(2)

where \((\mu_i, v_i)\) shows the \( x-y \) coordinate of location \( i \). \( \beta_k(\mu_i, v_i) \) and \( \beta_0(\mu_i, v_i) \) are the local coefficient and intercept of \( k \)th independent variable in location \( i \). A fixed Gaussian function is used to weight the instances around location \( i \):

\[ W_{ij} = \begin{cases} \exp\left(-d_{ij}^2 / \theta_{ik}^2\right), & \text{if } d_{ij} < 0 \\ 0, & \text{otherwise} \end{cases} \]  

(3)

where \( W_{ij} \) is the weight assigned to the instance observed at location \( j \) for the estimation of local coefficients at location \( i \), \( d_{ij} \) is the geodesic distance between \( i \) and \( j \) in metres, and \( \theta_{ik} \) is the fixed bandwidth. Using the golden selection function of the GWR 4.0 tool (Nakaya et al. 2009), the optimal \( \theta_{ik} \), which minimises the AICc (Akaike information criterion) value of the GWR model, is determined. To identify local and national determinants of HEC, for each of the \( k \) independent variables in Eq. 2, a geographical variability test is applied. The third session, a semi-parametric geographically weighted regression, SGWR, estimates the effect of global and local determinants of HEC:

\[ y_i = \beta_0(\mu_i, v_i) + \sum_m \beta_m(\mu_i, v_i)x_{im} + \sum_n \gamma_n z_{ni} + \varepsilon_i \]  

(4)

where \( \beta_m(\mu_i, v_i) \) denotes the coefficient of the \( m \)th local determinant at location \( i \), and \( \gamma_n \) shows the coefficient of the \( n \)th national determinant. A fixed Gaussian function is used. The optimal bandwidth for the SGWR model is estimated by the golden selection function of GWR 4.0.

The performance of the OLS, GWR, and SGWR models is compared by means of four tests: adjusted R\(^2\), AICc (corrected Akaike information criterion), cross-validation (CV), and randomness of the spatial distribution of the residuals (assessed by Moran’s I).

Data and case study

Case study

The case study of this research is comprised of the neighbourhood units, wijken in Dutch, of the Netherlands. The neighbourhoods are spatial divisions defined by the Dutch central bureau of statistics (CBS). The CBS divides all areas of the Netherlands into 2 836 neighbourhood units. The reason for the use of the neighbourhood units is the availability of data: the CBS annually publishes data on a variety of socioeconomic characteristics of the neighbourhoods. This study is carried out on 2462 out of the 2836 neighbourhoods of Netherlands. The neighbourhoods excluded from the study, accounting for 15% of the total, are of six types: (1) water bodies; (2) the neighbourhoods that are not covered by the satellite image of 17 September 2014 (which is used to calculate land surface temperature); (3) the neighbourhoods covered by cloud in the satellite image; (4) the neighbourhoods of the three isolated islands of Texel, Terschelling and Nes; (5) non-residential neighbourhoods; (6) neighbourhoods identified as an outlier based on an abnormally low level of HEC per capita. The reason for excluding the latter is that the CBS database on households’ gas and electricity consumption merely reports the consumption supplied from the distribution grid of gas and electricity in the neighbourhoods. The supply from district-heating systems or solar panels, however, is not reported by the CBS database. It is likely that a neighbourhood with an abnormally low level of consumption in the CBS database is provided with district-heating or a large number of solar panels. In this case, the neighbourhoods with an abnormally low values (z-score < 2.5) are excluded from this study (Fig. 1).
Dependent variable

The dependent variable of this study is annual expenditure per capita, on gas and electricity, within dwellings in 2014 (Fig. 1). The data on gas and electricity is provided by the CBS (Centraal Bureau voor de Statistiek 2013). The average gas and electricity price for domestic use in the Netherlands, in 2014, is provided by Eurostat (2015).

Independent variables

This study is conducted on nine independent variables (see Table 2). Income shows annual disposable income per capita. Household size shows the average household size in the neighbourhoods in question. Building age shows the median age of the buildings. Surface-to-volume shows the ratio of buildings’ external surfaces to their volume. Population density denotes the number of inhabitants per square kilometre. Following the definitions of degree days provided by the Royal Netherlands Meteorological Institute (KNMI), the air temperature in neighbourhoods is measured by two variables: Summer days, the number of days with a maximum temperature higher than 25 degrees Celsius, and Frost days, the number of days with a minimum temperature lower than 0 degrees Celsius. To obtained the variables, based on KNMI guidelines (Sluiter 2012), the number of summer days and frost days in the KNMI’s 28 meteorological stations is interpolated—universal kriging with external drift of log distance to shore.

Wind-speed shows the speed of the wind blowing at a height of 10 m above ground. The variable is obtained based on a two layer model of the planetary boundary layer (for a detailed description see Stepek and Wijnant 2011). To conduct the calculations three datasets are used: wind speed at KNMI meteorological stations in 2014 (KNMI 2018); the CORINE land-cover database (European Environment Agency 2016) and the roughness length classifications of the CORINE land-cover classes (Silva et al. 2007); and

Fig. 1 Case study and dependent variables of the study
finally the land surface temperature (LST) on 17 September 2014. The variable is used as a proxy for the average LST in different seasons. The choice of the date was due to two facts. First, there are few days in which the Landsat-8 satellite image of the Netherlands is available and a large part of the country the areas is not covered by cloud. Secondly, most of the vegetation and trees are green in September, therefore miscalculation of the NDVI (Normalized Difference Vegetation Index), which is used as the basis for calculating LST, could be avoided. To obtain LST, the atmosphere spectral radiance is first calculated:

\[ L_i = M_L Q_{cal} + A_L \]  

(5)

where \( L_i \) is the top of the atmosphere spectral radiance, \( M_L \) is the band 10 multiplicative rescaling factor from metadata (3.3420E–04), \( Q_{cal} \) is the band 10 value in the Landsat-8 image, and \( A_L \) is the band 10 additive rescaling factor from metadata (0.1). Subsequently the satellite brightness temperature is calculated:

\[ T = K_2/(\ln(K_1/L_i + 1)) \]  

(6)

where \( T \) is the satellite brightness temperature and \( K_2 \) (1321.08) and \( K_1 \) (774.89) are thermal conversion constants for band 10. To correct \( T \) for land-cover emissivity, the emissivity-corrected surface temperature, LST, is corrected as follows:

\[ LST = T / \left( 1 + \left( \frac{\lambda T}{\rho} \right) \cdot \ln(\varepsilon) \right) \]  

(7)

\[ \varepsilon = 0.004 P_V + 0.986 \]  

(8)

\[ P_V = \left( \frac{NDVI - NDVI_{min}}{NDVI_{max} - NDVI_{min}} \right)^2 \]  

(9)

\[ NDVI = \frac{NIR - Red}{NIR + Red} \]  

(10)

where LST is the emissivity-corrected surface temperature, \( \lambda \) is the wavelength of emitted radiance (11.5), \( \varepsilon \) is emissivity, \( P_V \) is vegetation proportion, NIR is near infrared (band 5), and Red is band 4 in the Landsat-8 image (USGS 2018a; Stathopoulou and Cartalis 2007; Kim 2013).

The data on Income, Household size and Population density are provided by the Wijk-en-buurt-kaart 2014 (Centraal Bureau voor de Statistiek 2013). The data used to calculate Building age and Surface-to-volume are obtained by use of the building height database—3D BAG (Esri Netherlands 2016). Data of meteorological stations—used to calculate Summer days, Frost days and Wind speed—are provided by Royal Netherlands Meteorological Institute (KNMI 2018). Data on land-cover—used to calculate surface roughness length to obtain Wind speed—is provided by the CORINE database (European Environment Agency 2016). The Landsat-8 satellite images—used to calculate LST—is taken from the USGS website (USGS 2018b).

### Results

The identification of local and national determinants of HEC

The geographical variability test, formulated by Nakaya et al. (2009), is used for the identification of
local and national determinants. The test is based on a comparison between performance of multiple GWR models. To assess geographical variability of the $k$th independent variable a model comparison between two models is carried out: first, a GWR model which holds all variables as local and the $k$th variable as national; second, a GWR model which holds all the variables as a local variable. A comparison between AICc of the two models determines whether the $k$th variables are local or national determinants of HEC: if the AIC of the second model is lower than that of the first model, the “DIFF of Criterion” measure is smaller than zero, then the $k$th variable is a local determinant of HEC; if not, the $k$th is a national determinant. The application of the geographical variability test shows that two of the variables are national: Frost days, and Wind speed. The results indicate that seven of determinants are local: Income, Household size, Building age, Surface-to-volume, Population density, Summer days, and LST (Table 3).

In order to check for multicollinearity between the nine determinants, an OLS model is applied. The results show that the Variance Inflation Factor (VIF) of all the independent variables is well below the maximum threshold of 2.5. This implies that the effect of the variables is fairly unique and therefore there is no multicollinearity bias (Table 3).

Comparison between the performance of the SGWR model and that of the GWR and OLS models

Subsequent to the identification of the local and global determinants of HEC, a SGWR model is employed. The model estimates the impact of the determinants of HEC by simultaneously holding two of the variables as global determinants and seven of the variables as local determinates (Table 4).

The comparison between the performance of the SGWR model and that of the OLS model (which holds all variables as global determinants) and the GWR model (which holds all variables as local determinants), shows that the former model provides the best understanding of HEC in the neighbourhoods of the Netherlands: the SGWR model has the lowest level of AIC, AICc and CV, the highest value of the adjusted R-square, and the most random spatial distribution of residuals—assessed by Moran’s Index (Table 5).

Estimates of the local and national determinants of HEC

The results of the SGWR model show that the estimated coefficient of one of the two national determinants, Frost days, is significant at the $p$ value < 0.01 level. The coefficient is larger than the estimated effect of the local determinants of HEC

---

**Table 3** Geographical variability test and estimates of OLS and GWR models

| Variable              | OLS results | GWR results | Geographical variability test |
|-----------------------|-------------|-------------|-------------------------------|
|                       | $\beta$     | VIF         | $\beta$ mean | $\beta$ min | $\beta$ max | $\beta$ SD | DIFF of criterion | Determinant type |
| Intercept             | 0.000**     | 0.032       | -17.568 | 15.424 | 2.315 | -1078.42 |
| Income                | 0.271**     | 1.1         | 0.406 | -0.958 | 0.839 | 0.129 | -16.96 | Local |
| Household size        | -0.098**    | 1.63        | -0.042 | -0.795 | 0.555 | 0.205 | -60 | Local |
| Building age          | 0.340**     | 1.36        | 0.336 | 0.019 | 0.761 | 0.125 | -18.79 | Local |
| Surface-to-volume     | 0.061**     | 1.34        | -0.015 | -0.277 | 0.256 | 0.101 | -8.62 | Local |
| Population density    | -0.532**    | 1.76        | -0.528 | -1.271 | -0.027 | 0.216 | -48.36 | Local |
| Summer days           | 0.043*      | 1.81        | 0.53 | -11.497 | 11.805 | 1.668 | -97.16 | Local |
| Frost days            | 0.173**     | 1.78        | -0.184 | 5.603 | 4.36 | 1.001 | 3.84 | National |
| Wind speed            | 0.003       | 1.14        | -0.016 | -0.515 | 0.184 | 0.059 | 42.79 | National |
| LST                   | -0.097**    | 2.06        | -0.058 | -0.435 | 0.547 | 0.152 | -11.89 | Local |

$\beta$ standardized regression coefficient

*p value < 0.05; **p value < 0.01
in almost all neighbourhoods of the Netherlands. This result implies that the number of frost days is the most influential determinant of HEC, and this statement could be generalised for all neighbourhoods. The estimated coefficient of the other national determinant, \(\text{Wind speed}\), is not significant at the \(p\) value \(< 0.05\) level. Wind speed, therefore, is not an effective factor of HEC in the neighbourhoods of the country. In the case of the estimated local coefficients, it is found that, \(\text{Income}\) and \(\text{Building age}\) have a substantial impact on increasing HEC levels. \(\text{Population density}\) has a considerable impact on decreasing the HEC levels of most neighbourhoods. In the case of \(\text{Summer days}\), \(\text{LST}\) and \(\text{Household size}\), the local impact of the determinate could vary in nature across the neighbourhoods, i.e. in some neighbourhoods they contribute to mitigate levels of HEC, whereas in others they boost the levels of HEC (Fig. 2).

### Table 4 Estimates of the SGWR model

| Variable               | National coefficients | Local coefficients |
|------------------------|-----------------------|--------------------|
|                        | \(\beta\)  | SE       | \(\beta\) mean | \(\beta\) min | \(\beta\) max | \(\beta\) SD  |
| Intercept              | -0.451     | -13.240  | 3.247     | 0.995        |
| Income                 | 0.410      | -0.803   | 0.946     | 0.155        |
| Household size         | -0.047     | -0.969   | 0.729     | 0.217        |
| Building age           | 0.336      | -0.038   | 0.906     | 0.138        |
| Surface-to-volume      | -0.011     | -0.389   | 0.293     | 0.113        |
| Population density     | -0.547     | -1.605   | -0.016    | 0.255        |
| Summer days            | -0.316     | -7.809   | 2.236     | 0.688        |
| Frost days             | 0.623**    | 0.170    |           |              |
| Wind speed             | -0.017     | 0.014    |           |              |
| LST                    | -0.048     | -0.567   | 0.618     | 0.175        |

\(\beta\) standardized regression coefficient

\(*p\) value < 0.01

### Table 5 Diagnostics of the OLS, GWR and SGWR models

|                         | OLS   | GWR   | SGWR  |
|-------------------------|-------|-------|-------|
| AIC                     | 5394.08 | 4711.53 | 4645.60 |
| AICc                    | 5394.19 | 4788.57 | 4733.63 |
| CV                      | 0.5251 | 0.4349 | 0.4311 |
| \(R^2\)                 | 0.481  | 0.686  | 0.699  |
| Adjusted \(R^2\)        | 0.479  | 0.626  | 0.638  |
| Residuals Moran’s I     | 0.1718 | 0.0211 | 0.0163 |
| Bandwidth (m)           | NA    | 12,867.58 | 11,070.30 |

Fig. 2 The box plot illustrates the variability of the coefficients of local determinants of HEC. The solid red line shows the coefficient of the significant national determinant (\(\text{Frost days}\)). The dashed red line shows that of the not-significant national determinant (\(\text{Wind speed}\)). (Color figure online)

The distribution of local coefficients across the neighbourhoods of the Netherlands shows that more than 93% of the local coefficients of \(\text{Income}\) are significant at the \(p\) value < 0.05 level, which are all positively associated with HEC. A pocket of high
values is observed in the north-east of the country between the cities of Groningen, Emmen, Zwolle and Leeuwarden (Fig. 3a).

Some 37% of the local coefficients of Household size are significant at the $p$ value $< 0.05$ level. The sign of almost 71% of the significant coefficients is negative, where that of 29% is positive. Most of the negative coefficients are observed in the areas of The Hague, Rotterdam and the area north and west of Amsterdam, i.e. Haarlem and Zaanstad. The largest positive coefficients are observed in vicinity of Tilburg and Breda. Also, in some neighbourhoods Amsterdam and Utrecht a modest positive coefficient is observed (Fig. 3b).

In the majority (89%) of neighbourhoods, the local coefficient of Building age is significant at the $p$ value $< 0.05$ level, which is positively associated with HEC. The magnitude of the association is remarkably lower in the case of the most urbanised part of Netherlands, the so-called Randstad, comprised of the four main Dutch cities of Amsterdam, Utrecht, Rotterdam and The Hague (Fig. 3c).

In merely 13% of the neighbourhoods the local coefficient of Surface-to-volume is significant at the $p$ value $< 0.05$ level. The majority of the significant coefficients, nearly 78%, are positive. The largest pockets of positive values are observed in the areas enclaved between the Markmeer lake and the North sea, as well as on the banks of the river Nieuwe Maas. The areas with negative local coefficients are dispersed (Fig. 3d). In a majority of the neighbourhoods, nearly 91%, coefficients of Population density are significant at the $p$ value $< 0.05$ level, which is associated with lower levels of HEC. The magnitude of the effect is lower in the more urbanised area—eminently the Randstad (Fig. 3e).

In the case of Summer days, almost in 39% of the neighbourhoods local coefficients are significant ($p$ value $< 0.05$). Distribution of the coefficient value shows a clear geographical pattern: there is a gradual change from largest negative coefficients in the north-
west to large positive coefficients in the south-east. Almost 84% of the significant coefficients are negative (Fig. 3f). Some 26% of the local coefficients of LST are significant at the \( p \) value < 0.05 level. Most of the negative coefficient values are concentrated in the vicinity of Westland, The Hague, Rotterdam and south of Utrecht. About one fourth of the positive local coefficients are located in the vicinity of Tilburg and Breda (Fig. 3g).

**Discussion**

The results show that most of the determinants of HEC are local, i.e. their impact varies across the neighbourhoods of the country. Merely two of the nine determinants of HEC are identified as national determinants: Frost days and Wind speed. The results show that the impact of merely one of the national determinants, Frost days, is statistically significant. The impact is remarkably large; in most of the neighbourhoods, Frost days is the most decisive determinant of HEC. This national-scale impact could be explained by the substantial share of heating-related consumption of total HEC in the Netherlands. The data on end-use of energy in the Netherlands published by Eurostat shows that 63% of total energy consumed by the households is related to space heating and nearly 17% is related to water heating (Eurostat 2018). In short, there is just one national-scale explanation for HEC in all neighbourhoods of Netherlands: the higher the number of frost days, the higher the level of HEC. The impact of the rest of the determinants of HEC, however, is highly variable across the neighbourhoods of the Netherlands. In the next paragraphs the local determinants of HEC and their spatial variability across the country are discussed.

The results reveal a strong association between levels of Income and HEC. The strongest association is observed in the north-east of the country. Given that the neighbourhoods in the north-east of the country are among the most energy intensive neighbourhoods of the Netherlands, presumably the associations between Income and HEC increases at the upper end of the consumption spectrum. This could be explained from a behavioural point of view: the life-style of a heavy user is constructed such that (s)he increases the level of consumption if and when it is affordable to do so (similar to conclusions drawn by Kaza 2010).

The results show that Household size could have an opposite impact on the HEC of different neighbourhoods. In most of the neighbourhoods, a larger Household size is associated with lower levels of HEC. This is in line with the conclusions drawn by a variety of previous studies (e.g. O’Neill and Chen 2002) which explain a similar observation by referring to economies of scale in large households. Unexpected results are observed in some neighbourhoods of Amsterdam and Utrecht where larger Household size is found to be associated with higher levels of HEC. This is presumably due to higher HEC per capita in households with young children compares to young single-person-households. Amsterdam and Utrecht are cities with a relatively large young population and known for their lively urban life. A large portion of small households accounts for young people who are less bounded to indoor activities, do not parent children, and possess a smaller number of appliances. The HEC in such a household could be significantly lower than in a larger household with young children in which energy consumption for cooking and water heating is higher (Weber and Perrels 2000); the motivation for energy saving is lower (Abrahamse and Steg 2009; Barr et al. 2005); and the possession of a variety of appliances is more common.

The results show that a higher Building age, as a proxy for buildings’ energy inefficiency, is associated with higher levels of HEC. This is no unexpected discovery. However, what is special to the results of this study is that this association is weaker in the more urbanised areas, specifically in the Randstad region. In other words, the more urbanised the areas, the less important the energy efficiency of the buildings. This result opens a new dimension for studies focused on the relation between urbanisation and energy consumption. A variety of previous studies have examined the effect of urbanisation on the total amount of energy consumption (e.g. Wang 2014); however possible changes to the determinants of HEC in response to the level of urbanisation has barely been studied.

In most of the neighbourhoods no significant association between HEC and Surface-to-volume is found. In the areas with a scattered pattern of urbanisation and exposure to the sea breeze from the North Sea, Surface-to-volume is found to be associated with a higher level of HEC. As suggested by various previous studies, presumably this is due to higher heat
loss of the dwellings. Higher Surface-to-volume has an opposite impact on HEC of some neighbourhoods in the east and south of the Netherlands. In the latter a higher surface-to-volume is associated with lower levels of energy consumption. Considering the warmer weather in these areas, presumably a larger building surface decreases the energy used for ventilation.

The results show that, in almost all areas of the Netherlands, a higher Population density is associated with lower levels of HEC. The association is remarkably higher in less urbanised areas, e.g. the neighbourhoods located in the south of Friesland and Zeeland provinces. Presumably, this is due to a marked difference between the life-styles of residents of more urbanised neighbourhoods and to those in adjacent rural neighbourhoods: urbanites tend to be more engaged in outdoor activities and spend less time at home; this can result in a substantial decrease in levels of HEC (similar to the conclusions drawn by Heinonen et al. 2013; Yu et al. 2013).

The number of Summer days could have a different impact in different neighbourhoods. In the neighbourhoods toward the north-west, where Summer days are less frequent, an increase in the number of Summer days is associated with lower HEC. This is presumably due to less energy consumed for water heating and more outdoor activities. In contrast, in the south-east, with more frequent heat waves in summer, the factor is associated with higher HEC. Presumably, the increase in the number of Summer days boosts electricity consumption for space cooling in these neighbourhoods.

In areas in the vicinity of Rotterdam, the Hague and Utrecht, higher values of LST are associated with lower levels of HEC. Higher levels of LST could result in an increase in air temperature. Presumably, this contributes to a decreased amount of energy consumed for space heating in these areas. An opposite association is observed in some southern neighbourhoods—with a warmer climate—where higher levels of LST is associated with higher HEC. Presumably, the higher air temperature consequent to higher levels of LST results in higher energy consumption for space-cooling in these neighbourhoods (similar to what is suggested by Lee and Lee 2014; Ewing and Rong 2008).

Conclusion and policy implications

The core objective of this study was to examine the validity of an unwritten presumption underlying the policies regarding HEC in the Netherlands: that the stimuli of HEC are similar in each and every location of the Netherlands, and that it is therefore possible to formulate an identical set of incentives and regulations that is optimally suitable in all locations of the country. The results show that the validity of such a presumption is questionable. It is established that the determinants of HEC in the Netherlands could be categorised in two types: national determinants and local determinants. The effect of national determinants (Frost days and Wind speed) on HEC could be generalised across all the neighbourhoods of the country, whereas the effect of local determinants (Income, Household size, Building age, Surface-to-volume, Population density, Summer days, and LST) vary from one neighbourhood to another. In this case the most effective way to reduce HEC could be related to a variety of factors that could vary from one neighbourhood to another. These findings have two major policy implications: first, one-size-fits-all policies need to be completed with location-specific strategies; secondly, in order to properly address the local determinants of HEC, the policies need to be enriched by the addition of socioeconomic, morphological and climate-related angles to their approach. The two policy implications are elaborated in the next paragraphs.

It is established that the nature and magnitude of local determinants’ impact vary across the neighbourhoods of the Netherlands. In the most eminent cases, an increase in Household size and Summer days can have an opposite impact on the HEC of different neighbourhoods. In the case of other local determinants, though the nature of the effect is similar in all the neighbourhoods, their magnitude differs vastly from one neighbourhood to another. For instance, though it is established that a higher Building age, as a proxy for buildings’ energy efficiency, is associated with higher levels of HEC, such an effect is substantially smaller in highly-urbanised neighbourhoods. In this respect, a rigid set of policies would not optimally suit the different local circumstances in various parts of the country. As the energy efficiency of buildings is more crucial in less urbanised areas, for instance, building regulations could be tightened up in suburban
and rural neighbourhoods, and additional incentives for building renovation could be introduced.

Most of the incentives and regulations introduced by the policies are related to buildings’ energy efficiency. The results of this study, however, show that energy consumption within dwellings is affected by a variety of factors such as income, household type, urban morphology, population density and urbanisation, land surface temperature and urban heat islands. It is established that in some neighbourhoods the effect of such factors outnumbers that of buildings’ energy efficiency. Presumably, this is the reason that the actual energy consumption of the labelled dwellings in the Netherlands does not necessarily match to their theoretical energy consumption (Majcen et al. 2013). This calls for a shift in the approach of the current policies regarding the reduction of HEC in the Netherlands—in which energy efficiency of buildings is the cornerstone of introduced incentives and regulations (see Table 1). Policies need to break through the narrow perspective of building energy efficiency and take a more multidimensional approach. This is eminently necessary in order to properly adapt to ongoing trends in the Netherlands: the projected changes in household type towards smaller and more aged households—see population projections by the CBS (2011); the planned construction of half a million new dwellings in the Randstad region which will transform morphologies of the cities—see the Randstad structural vision for 2040 (Rijksoverheid 2008); the expected change of climate in terms of temperature, wind speed, precipitation, solar radiation and cloudiness—see the climate scenarios by the KNMI (2015); the growing concerns about the urban heat island effect in Dutch urban environments and its effects on the urban microclimate—see, e.g. the study on urban heat islands in Amsterdam and Rotterdam (van der Hoeven and Wandl 2015a, b). Energy policies should not pass all these trends unnoticed. Household energy consumption within dwellings is not just about dwellings; policies shouldn’t be either.
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