New family of time series models and its Bayesian analysis

Synoptic Abstract
A new family of time series models, called the Full Range Autoregressive model, is introduced which avoids the difficult problem of order determination in time series analysis. Some of the basic statistical properties of the new model are studied. Further, the paper describes the Bayesian inference and forecasting as applied to the Full Range Autoregressive model. The Canadian lynx data is used to compare the efficiency of the predictive power of the new model with those of some of the existing models in the time series literature.
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Introduction
The early days of time series analysis, most of the models fitted to the real life data were restricted to low orders because of availability of high speed computers and other facilities. However, now with the availability of high speed computers, there is no need for this type of restriction on the order determination and estimation of the fitted models. Further, most of the work in time series analysis are concerned with series having the property that the degree of dependence between observations, separated by a long time span, is zero or highly negligible. However, the empirical studies by Lawrance and Kotugoda reveal, particularly in cases arising in economics and hydrology, that the degree of dependence between observations a long time span apart, though small, is by no means negligible. Therefore, there is still a need for a family of models which can fully depict the properties of stationarity, linearity and long range dependence.

Moreover, the existing theory of autoregressive models assume that the coefficients of the model are not connected in any way among each other. Therefore, it would be useful, from practical point of view, to propose new models, called the Full Range Auto Regressive model and denoted as FRAR model for short, which can accommodate long range dependence and have the property that the coefficients of the past values in the model are functions of a limited number of parameters.

Thus, the chief objective of this paper is to introduce a family of new models which would involve only a few parameters and at the same time incorporate long range dependence, which would be an acceptable alternative to the current models representing stationary time series.

A family of models, introduced in this paper, called Full Range Auto Regressive model and denoted as FRAR model for short, are defined in such a way that they possess the following basic features.

i. The models should be capable of representing long term persistence. This is justified by the fact that the future may not depend on the present and a few past values alone, but may depend on the present and the whole past.

ii. The parameters of the model, which are likely to be large in number due to (1), should exhibit some degree of dependence among themselves.

The full range autoregressive model
The model
We define a family of models by a discrete-time stochastic process \( \{ X_t \}, \ r=0,1,2, \ldots, \) called the Full Range Auto Regressive (FRAR) model, by the difference equation

\[
X_t = \sum_{r=1}^{n} a_r X_{t-r} + e_t
\]

where \( a_r = k \sin(r\theta) \cos(r\phi) / \alpha' \), \( (r=1, 2, 3, \ldots) \), \( k \), \( \alpha \), \( \theta \), and \( \phi \) are parameters, \( e_1, e_2, e_3, \ldots \) are independent and identically distributed normal random variables with mean zero and variance \( \sigma^2 \).

The initial assumptions about the parameters are as follows:

It is assumed that \( X \) will influence \( X_{t+n} \) for all positive \( n \) and the influence of \( X \) on \( X_{t+n} \) will decrease, at least for large \( n \), and become insignificant as \( n \) becomes very large, because more important for the recent observations and less important for an older observations. Hence \( a_r \) must tend to zero as \( n \) goes to infinity. This is achieved by assuming that \( \alpha > 1 \). The feasibility of \( X \) having various magnitudes of influence on \( X_{t+n} \), when \( n \) is small, is made possible by allowing \( k \) to take any real value. Because of the periodicity of the circular functions sine and cosine, the domain of \( \theta \) and \( \phi \) are restricted to the interval \([0, 2\pi]\).

Thus, the initial assumptions are \( \alpha > 1 \), \( k \in \mathbb{R} \), and \( \theta, \phi \in [0, 2\pi] \). i.e., \( \Theta = (\alpha, k, \theta, \phi) \in S^* \), where
$S^* = \{\alpha, k, \theta, \phi \mid k \in R, \alpha > 1, \theta, \phi \in [0, 2\pi)\}$. Further restrictions on the range of the parameters are placed by examining the identifiability of the model.

**Identifiability condition**

Identifiability ensures that there is a one to one correspondence between the parameter space and set of associated probability models. Without identifiability it is meaningless to proceed to estimate the parameters of a model using a set of given data. In the present context, identifiability is achieved by restricting the parameters space in such a way that no two points in the parameter space could produce the same time series model.

The coefficients $a_n$ in (1) are functions of $k$, $\alpha$, $\theta$, $\phi$ as well as $n$. That is, $a_n = a_n(k, \alpha, \theta, \phi) = k \sin(\theta) \cos(\phi) / \alpha^n$, $\theta \in S^*$, $n = 1, 2, 3, \ldots$

Define $A = \{\alpha, k, \theta, \phi \mid \alpha > 1, k \in R, \pi \leq \theta, \phi < 2\pi\}$, 
$B = \{\alpha, k, \theta, \phi \mid \alpha > 1, k \in R, 0 \leq \theta < \pi, \pi \leq \phi < 2\pi\}$, 
$C = \{\alpha, k, \theta, \phi \mid \alpha > 1, k \in R, 0 < \theta \leq \pi, 2\pi < \phi \leq 2\pi\}$, 
$D = \{\alpha, k, \theta, \phi \mid \alpha > 1, k \in R, 0 < \theta \leq \pi, 0 < \phi < \pi\}$.

Since $a_n = a_n(k, \alpha, \theta, \phi) = a_n(-k, \alpha, 2\pi - \theta, 2\pi - \phi)$, $\theta \in S^*$

which each $(k, \alpha, \theta, \phi)$ belonging to $A$ there is a $(k, \alpha, \theta', \phi') (\theta' = 2\pi - \theta \text{ and } \phi' = 2\pi - \phi)$ belonging to $D$ such that $a_n(-k, \alpha, \theta', \phi') = a_n(k, \alpha, \theta, \phi)$. So $A$ is omitted. Similarly, it can be shown that $B$ and $C$ can also be omitted.

Define $D_1 = \{\alpha, k, \theta, \phi \mid \alpha > 1, k \in R, \pi / 2 \leq \theta, \phi < \pi\}$, 
$D_2 = \{\alpha, k, \theta, \phi \mid \alpha > 1, k \in R, 0 \leq \theta < \pi / 2, \pi / 2 \leq \phi < \pi\}$, 
$D_3 = \{\alpha, k, \theta, \phi \mid \alpha > 1, k \in R, 0 < \theta < \pi / 2, \pi < \phi \leq 2\pi\}$, 
$D_4 = \{\alpha, k, \theta, \phi \mid \alpha > 1, k \in R, \pi / 2 \leq \theta \leq \pi, 0 \leq \phi < \pi / 2\}$.

Since $a_n(k, \alpha, \theta, \phi) = a_n(-k, \alpha, \pi - \theta, \pi - \phi)$ for $k \in R, \alpha > 1, 0 \leq \theta, \phi < \pi$

where $A_1 = 2 + 4d_1 + 2k_1c_2 = 2 \left[1 - \sin(\phi)(4 \sin(\theta) - k \cos(\phi))\right]$, and $S = B / \alpha$.

This equation (degree 4) reduces to $Z^2 - A_1Z + (A_2 - 2) = 0$ where $Z = S + (1/S)$.

The roots of this equation are, say $r_1$ and $r_2$, are given by $Z = (1/2) \left[ A_1 \pm \sqrt{(A_1^2 - 4A_2 + 8)} \right]$. Since $Z = S + (1/S)$, finally one gets the roots of the equation (4), as $R_1 = (1/2) \left[ r_1 + \sqrt{r_1^2 - 4} \right]$, $R_2 = (1/2) \left[ r_1 - \sqrt{r_1^2 - 4} \right]$, $R_3 = (1/2) \left[ r_2 + \sqrt{r_2^2 - 4} \right]$ and $R_4 = (1/2) \left[ r_2 - \sqrt{r_2^2 - 4} \right]$.

The equation (5) implies that, if $S_{\alpha}$ is a root of the equation (5) then $1/S_{\alpha}$ is also a root. This implies that $a S_{\alpha}$ and $(\alpha/S_{\alpha})$ are roots of equation (4). Therefore the process is stationary for sufficiently large values of $\alpha$. But when $\alpha$ is small it seems difficult to examine the stationarity of the process by this approach. Hence, it is proposed to study the asymptotic stationarity of the process in the following section.
Asymptotic stationarity of the FRAR process

In this section we derive the asymptotic stationarity of the FRAR process. For which one has to solve the difference equation (1), so as to obtain an expression for \( X_t \) in terms of \( e_1, e_{-1}, e_{-2}, \ldots \). The precise solution of this equation depends on the initial conditions. So, if one assumes that \( X_t = 0 \) for \( t < -N \), \( N \) being the number of observations in the time series. Then solving (1) by repeated substitutions one obtains

\[
X_t = e_1 + a_1 X_{t-1} + a_2 X_{t-2} + \ldots + a_N X_{t-N} + a_{N+1} X_{t-N-1} + \ldots
\]

where \( a_j = a_{j-N} = a_j \) with \( j = 2, 3, 4 \ldots \). Therefore, all

\[
X_t = e_1 + a_1 X_{t-1} + a_2 X_{t-2} + \ldots + a_N X_{t-N} + a_{N+1} X_{t-N-1} + \ldots
\]

Similarly, proceeding one finally gets

\[
X_t = e_1 + a_1 X_{t-1} + a_2 X_{t-2} + \ldots + a_N X_{t-N} + a_{N+1} X_{t-N-1} + \ldots
\]

The precise solution of this equation depends on the initial conditions. Theorem 1: The Full Range Auto Regressive (FRAR) process \( \{X_t\} \) is asymptotically stationary and identifiable. This is given by

\[
X_t = e_1 + a_1 X_{t-1} + a_2 X_{t-2} + \ldots + a_N X_{t-N} + a_{N+1} X_{t-N-1} + \ldots
\]

The joint probability density of \( X_{t_1}, X_{t_2}, \ldots, X_N \) is given by

\[
P(X_t) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \sum_{i<j} (x_i - k \sum_{i<j} a_i x_j)^2 \right)
\]

Asymptotic stationarity of the FRAR model

The posterior analysis

The Bayesian approach to the analyses of the new model consists in determining the posterior distribution of the parameters of the FRAR model and the predictive distribution of future observations. From the former, one makes posterior inferences about the parameters of the FRAR model including the variance of the white noise. From the latter, one may forecast future observations. All these techniques are illustrated by Broemeling [4] for autoregressive models.

We shall consider the FRAR model and assume that it is asymptotically stationary and identifiable.

The problem is to estimate the unknown parameters \( k \), \( \alpha \), \( \theta \), and \( \sigma^2 \), using the Bayesian methodology on the basis of a past random realization of \( \{X_t\} \) say \( x = (x_1, x_2, \ldots, x_N) \).

The joint probability density of \( X_{t_1}, X_{t_2}, \ldots, X_N \) is given by

\[
P(X_t) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \sum_{i<j} (x_i - k \sum_{i<j} a_i x_j)^2 \right)
\]

where \( x = (x_1, x_2, \ldots, x_N) \), \( \Theta = (k, \alpha, \theta, \sigma^2) \) and

\[
a_j = (1/\alpha^2) \sin(\alpha \theta) \cos(\theta j)
\]

The notation \( P \) is used as a general notation for the probability density function of the random variables given within the parentheses following \( P \) and \( X_{t_1}, X_{t_2}, \ldots \) are the past realizations on \( X \) which are unknown. Following Priestley [2] and Broemeling [3], these are assumed to be zero for the purpose of deriving the posterior distribution of \( \Theta \). Therefore, the range for the index \( r \), viz., \( 1 \) through \( \infty \), reduces to 1 through \( N \) and so, in the joint probability density function of the observations given by (6), the range of the summation 1 through \( \infty \) can be replaced by 1 through \( N \). By expanding the square in the exponent and simplifying, one gets

\[
P(X_t) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \sum_{i<j} (x_i - k \sum_{i<j} a_i x_j)^2 \right)
\]

where \( a_j = (1/\alpha^2) \sin(\alpha \theta) \cos(\theta j) \) and

\[
a_j = (1/\alpha^2) \sin(\alpha \theta) \cos(\theta j)
\]

The notation \( P \) is used as a general notation for the probability density function of the random variables given within the parentheses following \( P \) and \( X_{t_1}, X_{t_2}, \ldots \) are the past realizations on \( X \) which are unknown. Following Priestley [2] and Broemeling [3], these are assumed to be zero for the purpose of deriving the posterior distribution of \( \Theta \). Therefore, the range for the index \( r \), viz., \( 1 \) through \( \infty \), reduces to 1 through \( N \) and so, in the joint probability density function of the observations given by (6), the range of the summation 1 through \( \infty \) can be replaced by 1 through \( N \). By expanding the square in the exponent and simplifying, one gets

\[
P(X_t) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \sum_{i<j} (x_i - k \sum_{i<j} a_i x_j)^2 \right)
\]

where \( a_j = (1/\alpha^2) \sin(\alpha \theta) \cos(\theta j) \) and

\[
a_j = (1/\alpha^2) \sin(\alpha \theta) \cos(\theta j)
\]

The notation \( P \) is used as a general notation for the probability density function of the random variables given within the parentheses following \( P \) and \( X_{t_1}, X_{t_2}, \ldots \) are the past realizations on \( X \) which are unknown. Following Priestley [2] and Broemeling [3], these are assumed to be zero for the purpose of deriving the posterior distribution of \( \Theta \). Therefore, the range for the index \( r \), viz., \( 1 \) through \( \infty \), reduces to 1 through \( N \) and so, in the joint probability density function of the observations given by (6), the range of the summation 1 through \( \infty \) can be replaced by 1 through \( N \). By expanding the square in the exponent and simplifying, one gets

\[
P(X_t) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \sum_{i<j} (x_i - k \sum_{i<j} a_i x_j)^2 \right)
\]

where \( a_j = (1/\alpha^2) \sin(\alpha \theta) \cos(\theta j) \) and

\[
a_j = (1/\alpha^2) \sin(\alpha \theta) \cos(\theta j)
\]
distributed over their domain.

Thus, the joint prior density function of \( \Theta = (\Theta \in S) \) is given by

\[
P(\Theta) \propto \beta \exp\left(-\beta (\alpha - 1) - \sqrt{\alpha}^2 \right)^{(\alpha, \theta)}
\]

(8)

Using (7), (8), and Bayes’ theorem, the joint posterior density of \( k, \alpha, \theta, \phi \) and \( \sigma^2 \) is obtained as

\[
P(\Theta | X) \propto \left( \sigma^2 \right)^{-\nu/2} \exp\left(-\nu/2 \sigma^2 \right) \exp\left(-\beta (\alpha - 1) - \sqrt{\alpha}^2 \right)^{(\alpha, \theta)}
\]

(9)

\[
x \exp\left[-\beta (\alpha - 1) \right] \left[ \left( Q + Q_0 + 2 \nu \right) \left( N + 1 \right) \right]^{\nu/2} \sigma^{-\nu/2}
\]

(10)

Integrating \( \sigma^2 \) out of this joint posterior distribution, we obtain the joint posterior distribution of \( k, \alpha, \theta \) and \( \phi \),

\[
P(k, \alpha, \theta, \phi | X) \propto \left( \sigma^2 \right)^{-\nu/2} \exp\left(-\nu/2 \sigma^2 \right) \exp\left(-\beta (\alpha - 1) - \sqrt{\alpha}^2 \right)^{\alpha, \theta}
\]

(11)

Practically, to perform four dimensional numerical integration is very difficult and therefore to reduce the dimensions of the joint posterior density one may substitute the estimators, posterior means, \( \bar{\alpha}, \bar{\theta}, \bar{\phi} \) respectively in the place of \( \alpha, \theta \) and \( \phi \) and then perform one dimensional numerical integration to find the conditional mean of \( X_{N+1} \). That is, one may eliminate the parameters as much as possible by analytical methods and then use the conditional estimates for the remaining parameters to compute the marginal posterior mean of the future observation.

One-step-ahead prediction

In order to forecast \( x_{N+1} \) using the random realization \( x_1, x_2, ..., x_N \) on \( X_1, X_2, ..., X_N \), one must find the conditional distribution of \( X_{N+1} \) given the past observations. This is the predictive distribution of \( X_{N+1} \) and will be derived by multiplying the conditional density of \( X_{N+1} \) given \( X_1, X_2, ..., X_N, \Theta \) and the posterior density of \( \Theta \) given \( X_1, X_2, ..., X_N \) and then integrating with respect to \( \Theta \). That is,

\[
P(X_{N+1} | X_1, X_2, ..., X_N) = \int \mathcal{P}(x_{N+1} | X_1, X_2, ..., X_N, \Theta) \mathcal{P}(\Theta | X_1, X_2, ..., X_N) \mathcal{d}\Theta.
\]

Thus, we obtain

\[
P(x_{N+1} | X_1, X_2, ..., X_N) \propto \left( \sigma^2 \right)^{-1/2} \exp\left[-\frac{1}{2 \sigma^2} \left( x_{N+1} - k \sum_{i=1}^N a_i x_{N+1,i} \right)^2 \right],
\]

(13)

The square in the exponents in the above expression, say \( Q \), can be rewritten, after expanding the square, as

\[
Q = N + 2 \sum_{i=1}^N a_i^2 + 2 \sum_{i,j=1, j \neq i}^N a_i a_j P_i P_j .
\]

Now multiplying (13) by the joint posterior density of \( \Theta \) and integrating over the parameter space \( \Theta \), we obtain

\[
P(x_{N+1} | x_1, x_2, ..., x_N) \propto \exp\left[-\beta (\alpha - 1) \right] \left[ \left( Q + Q_0 + 2 \nu \right) \left( N + 1 \right) \right]^{\nu/2} \sigma^{-\nu/2}
\]

(14)

First, integrating out \( \sigma^2 \) in (14), one gets the joint distribution of \( X_{N+1}, k, \alpha, \theta, \phi \) as

\[
P(x_{N+1}, k, \alpha, \theta, \phi | x_1, x_2, ..., x_N) \propto \exp\left[-\beta (\alpha - 1) \right] \left[ \left( Q + Q_0 + 2 \nu \right) \left( N + 1 \right) \right]^{\nu/2} \sigma^{-\nu/2}
\]

(15)

where

\[
d_i = \sum_{j=1}^N a_i a_j T_{ij} + 2 \sum_{j=1}^N a_i a_j T_{ij}, \quad d_0 = \sum_{j=1}^N a_i^2 P_j + 2 \sum_{j=1}^N a_i a_j P_j.
\]

Thus,

\[
P(x_{N+1}, k, \alpha, \theta, \phi | x_1, x_2, ..., x_N) \propto \exp\left[-\beta (\alpha - 1) \right] \left[ \left( Q + Q_0 + 2 \nu \right) \left( N + 1 \right) \right]^{\nu/2} \sigma^{-\nu/2}
\]

(16)

where

\[
C_1 = \left( k^2 (d_1 + d_2) - 2 \bar{d}_1 \right) \left( d_1 + d_2^2 \right) \left( d_1 + d_2 \right) - \left( d_1 + d_2^2 \right)^3 / C_1.
\]

Further, integrating out \( k \) from (16) we get

\[
P(x_{N+1}, k, \alpha, \theta, \phi | x_1, x_2, ..., x_N) \propto \exp\left[-\beta (\alpha - 1) \right] \left[ \left( Q + Q_0 + 2 \nu \right) \left( N + 1 \right) \right]^{\nu/2} \sigma^{-\nu/2}
\]

(17)

with \( d = (\nu+1)/2 \) which is the conditional predictive distribution of \( X_{N+1} \) given \( \alpha, \theta, \phi \). Further elimination of the parameters \( \alpha, \theta, \phi \) from (17) is not possible analytically. So the marginal posterior density of \( X_{N+1} \) cannot be expressed in a closed form. Since the distribution in (17) is analytically not tractable, a complete Bayesian analysis is possible by numerical integration technique or simulation based approach, viz., MCMC technique.

Suppose one wants a point estimate (posterior mean) of \( x_{N+1} \), then one should compute the marginal posterior density of \( x_{N+1} \) from (17) and use it to calculate the marginal posterior mean of \( x_{N+1} \). Thus four dimensional numerical integration is necessary in order to estimate \( x_{N+1} \). But it is a very difficult problem.

Practically, to perform four dimensional numerical integration is very difficult and therefore to reduce the dimensions of the numerical integration one may substitute the estimators, posterior means, \( \bar{\alpha}, \bar{\theta}, \bar{\phi} \) respectively in the place of \( \alpha, \theta, \phi \) and then perform one dimensional numerical integration to find the conditional mean of \( X_{N+1} \). That is, one may eliminate the parameters as much as possible by analytical methods and then use the conditional estimates for the remaining parameters to compute the marginal posterior mean of the future observation.

Numerical example - canadian lynx data

A numerical example is considered for illustrating the one-step ahead predictive analysis of a future observation from the Canadian Lynx data. This data consists of the annual record of the numbers of lynx trapped in the Mackenzie River district of North-West Canada for the period 1821–1934 (both years inclusive) giving a total of 114 observations. Brockwell and Davis’ (page 501) have transformed these data using the log transformation for the purpose of statistical analysis. These transformed data are used in our Bayesian predictive analysis.

Bayesian predictive distribution of the \((r+1)\)th observation, using the \( r \) observation, is obtained. The mean of this distribution is taken to be the \((r+1)\)th predicted value of the Lynx data. Since the direct evaluation of the mean of the one-step ahead predictive distribution...
involves four dimensional numerical integration, instead of the marginal predictive distribution of $X_{N+1}$, the conditional predictive distribution of $X_{N+1}$ given by (17) got by fixing the parameters $k$, $\alpha$, $\theta$, and $\phi$ at their estimates, is used and the mean (posterior mean) is calculated using FORTRAN language. The posterior mean of the predictive distribution is computed numerically after fixing the parameters at their respective estimated values. The prediction is done for the cases $r=11, 12, \ldots, 114$ by taking first 10 observations as initial observations to estimate the parameters of the model and are given in the Table 1 which contains both the true values and the one-step ahead predicted values for the transformed data and the figure 1 represent graphically, the original data and one step-ahead predicted values of the same. Figure 2 represent graphically, the original data for the last 14 observations and predicted values of the same through different methods, using FORTRAN program.

A comparison of the one-step ahead predicted values using FRAR model with other models relating to this data available in the literatures are discussed in the following Section.

Comparative study

Lin has studied the Canadian lynx data through various time series models and Nicholls and Quinn have used the Canadian lynx data to compare the quality of the predicted values obtained by several methods, viz., (1) Moran-1 (2) Tong (3) NQ-1 (4) Moran-2 and (5) NQ-2 as presented above.

| S. No. | $Y$   | $\hat{Y}$ |
|-------|-------|--------|
| 1     | 2.430 | -      |
| 2     | 2.506 | -      |
| 3     | 2.767 | -      |
| 4     | 2.940 | -      |
| 5     | 3.169 | -      |
| 6     | 3.450 | -      |
| 7     | 3.594 | -      |
| 8     | 3.774 | -      |
| 9     | 3.695 | -      |
| 10    | 3.411 | -      |

| S. No. | $Y$   | $\hat{Y}$ |
|-------|-------|--------|
| 41    | 2.373 | 2.283  |
| 42    | 2.389 | 2.360  |
| 43    | 2.742 | 2.726  |
| 44    | 3.210 | 3.292  |
| 45    | 3.520 | 3.569  |
| 46    | 3.828 | 3.856  |
| 47    | 3.628 | 3.542  |
| 48    | 2.837 | 2.656  |
| 49    | 2.406 | 2.252  |
| 50    | 2.675 | 2.614  |
| 81    | 2.880 | 2.963  |
| 82    | 3.115 | 3.143  |
| 83    | 3.540 | 3.633  |
| 84    | 3.845 | 3.881  |
| 85    | 3.800 | 3.713  |
| 86    | 3.579 | 3.494  |
| 87    | 3.264 | 3.249  |
| 88    | 2.538 | 2.306  |
| 89    | 2.582 | 2.547  |
| 90    | 2.907 | 2.917  |

Moran-1 refers to the linear predictor obtained from the second order autoregressive model, Tong refers to the linear predictor from autoregressive model of order eleven, NQ-1 denotes the linear predictor obtained from the second order random coefficient model while Moran-2 and NQ-2 denotes the non-linear predictors for the lynx data. The models and other details can found in the Nicholls and Quinn.

Nicholls and Quinn have used these methods to predict the last 14 values of the Canadian lynx data and calculated the error sum of squares (refer Table 8.1 in page 146). To compare the efficiency of prediction of the new FRAR model developed in this paper with those of the others stated above, the Table cited above is reproduced in Table 2 wherein the values predicted by the FRAR model are given as an additional column. The error sum of squares for the last 14 predicted values is 0.0637 under the FRAR model whereas they are 0.2531, 0.2541, 0.2561, 0.2070 and 0.1887 respectively under the other methods. So, at least in the above context the superiority of the FRAR model is established beyond doubt.

Summary and conclusion

The Full Range Autoregressive model provides an acceptable alternative to the existing methodology. The main advantage associated with the new method is that one is completely avoiding the problem of order determination of the model as in the existing methods.
Table 2: One-Step ahead predictors of the transformed lynx data.

| S. No | Year | Lynx data | Moran-I | Tong | NQ-1 | Moran-2 | NQ-2 | FRAR |
|-------|------|-----------|---------|------|------|---------|------|------|
| 1     | 1921 | 2.3598    | 2.4448  | 2.4559| 2.4596| 2.3835  | 2.3842| 2.4390|
| 2     | 1922 | 2.6010    | 2.7971  | 2.8088| 2.8173| 2.6271  | 2.6232| 2.6210|
| 3     | 1923 | 3.0538    | 2.8850  | 2.8991| 2.8989| 3.1193  | 3.0955| 3.1080|
| 4     | 1924 | 3.3860    | 3.3285  | 3.2306| 3.3474| 3.3883  | 3.3971| 3.4090|
| 5     | 1925 | 3.5532    | 3.4471  | 3.3879| 3.4571| 3.4955  | 3.4999| 3.5280|
| 6     | 1926 | 3.4676    | 3.4289  | 3.3321| 3.4296| 3.4787  | 3.4781| 3.4540|
| 7     | 1927 | 3.1867    | 3.1859  | 3.0060| 3.1759| 3.2683  | 3.2555| 3.1500|
| 8     | 1928 | 2.7335    | 2.8628  | 2.6875| 2.8468| 2.6405  | 2.6587| 2.5180|
| 9     | 1929 | 2.6857    | 2.4348  | 2.4286| 2.4153| 2.3747  | 2.3650| 2.6460|
Thus, it is not unreasonable to claim the FRAR model proposed and its Bayesian analysis presented above certainly provides a viable alternative to the existing time series methodology, completely avoiding the problem of order determination.
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