MEAN-FIELD BOUNDS FOR POISSON-BOOLEAN PERCOLATION

VIVEK DEWAN\(^1\) AND STEPHEN MUIRHEAD\(^2\)

Abstract. We establish the mean-field bounds \(\gamma \geq 1\), \(\delta \geq 2\) and \(\Delta \geq 2\) on the critical exponents of the Poisson-Boolean continuum percolation model under a moment condition on the radii; these were previously known only in the special case of fixed radii (in the case of \(\gamma\)), or not at all (in the case of \(\delta\) and \(\Delta\)). We deduce these as consequences of the mean-field bound \(\beta \leq 1\), recently established under the same moment condition \([8]\), using a relative entropy method introduced by the authors in previous work \([7]\).

1. Introduction

The behaviour of critical statistical physics models is believed to be described by a set of critical exponents which govern the scaling of macroscopic observables at, or near, criticality (see, e.g., \([13\) Chapter 9\) for an introduction to critical exponents for Bernoulli percolation). In general these exponents depend on the dimension of the ambient space, but they are expected to assume a mean-field value if the dimension exceeds the upper-critical dimension, conjectured to be \(d_c = 6\) for percolation. For many of the critical exponents, but not all, the low-dimension values are bounded by their mean-field value; these are known as mean-field bounds.

In this paper we consider mean-field bounds for the Poisson-Boolean model, a continuum percolation model introduced in \([11, 14]\) that is defined as the union of Euclidean balls centred at the points of a Poisson point process on \(\mathbb{R}^d\) with intensity \(\lambda > 0\), whose radii are independently drawn from a radius distribution \(\mu\) supported on \(\mathbb{R}_+\). Equivalently, we can define Poisson-Boolean percolation as

\[
O = \bigcup_{(x,r) \in \eta} \{x + B_r\},
\]

where \(\eta\) is a Poisson point process on \(\mathbb{R}^d \times \mathbb{R}_+\) with intensity \(\lambda dx \otimes d\mu\), \(dx\) is the Lebesgue measure on \(\mathbb{R}^d\), and \(B_r \subset \mathbb{R}^d\) denotes the Euclidean ball of radius \(r\) centred at 0. We think of the radius distribution \(\mu\) as being fixed and the intensity \(\lambda\) as variable, and write \(\mathbb{P}_\lambda\) for the law of \(O\) with intensity \(\lambda\), with corresponding expectation \(E_\lambda\). We refer to \([27, 24]\) for background on this model, and see \([1, 8]\) for a selection of recent results.

We say two sets \(X, Y \subset \mathbb{R}^d\) are connected if there exists a path in \(O\) between \(X\) and \(Y\), and we denote this event by \(\{X \leftrightarrow Y\}\) (with the standard abuse of notation if \(X\) or \(Y\) are singletons). The infinite cluster density of the model is defined as

\[
\theta(\lambda) = \mathbb{P}_\lambda[0 \leftarrow \infty] = \lim_{R \to \infty} \mathbb{P}_\lambda[0 \leftarrow \partial B_R],
\]

and the critical parameter of the model is

\[
\lambda_c = \lambda_c(\mu) = \inf\{\lambda \geq 0 : \theta(\lambda) > 0\} \in [0, \infty].
\]
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Although a priori one could have $\lambda_c \in \{0, \infty\}$, it is known that the integrability condition
\begin{equation}
\int r^d d\mu(r) < \infty
\end{equation}
is both necessary and sufficient for $\lambda_c \in (0, \infty)$ \cite{4, 12}. We assume (1.2) for the remainder of the paper; this is without loss of generality, since if (1.2) is violated then $\mathcal{O} = \mathbb{R}^d$ almost surely so the model is trivial.

1.1. Critical exponents. As mentioned above we are interested in the critical exponents of the model which we now define. We denote by $\mathcal{C}$ the connected component (or ‘cluster’) of $\mathcal{O}$ that contains the origin (setting $\mathcal{C} = \emptyset$ if $0 \notin \mathcal{O}$), with $\text{Vol}(\mathcal{C})$ its volume. It is believed that both the density $\theta(\lambda)$, $\lambda > \lambda_c$, and the susceptibility $\chi(\lambda) = \mathbb{E}_\lambda[\text{Vol}(\mathcal{C})]$, $\lambda < \lambda_c$, have power law behaviour as, respectively, $\lambda \downarrow \lambda_c$ and $\lambda \uparrow \lambda_c$, and also that the cluster volume $\text{Vol}(\mathcal{C})$ has a power law tail at $\lambda = \lambda_c$. Hence it is natural to define critical exponents $\beta$, $\gamma$ and $\delta$ via
\begin{align*}
\theta(\lambda) &= (\lambda - \lambda_c)^{\beta + o(1)}, \quad \lambda \downarrow \lambda_c, \\
\chi(\lambda) &= (\lambda_c - \lambda)^{-\gamma + o(1)}, \quad \lambda \uparrow \lambda_c,
\end{align*}
and
\begin{equation}
\mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) > y] = y^{-1/\delta + o(1)}, \quad y \to \infty,
\end{equation}
whenever these exponents exist. It is further expected that, for each $k \in \mathbb{N}$,
\begin{equation}
\mathbb{E}_\lambda[\text{Vol}(\mathcal{C})^k] = (\lambda_c - \lambda)^{-\gamma - \triangle(k-1) + o(1)}, \quad \lambda \uparrow \lambda_c,
\end{equation}
and we define the ‘gap exponent’ $\triangle$ whenever it exists.

By analogy with Bernoulli percolation, it is natural to expect that these critical exponents exist and satisfy the mean-field bounds
\begin{equation}
\beta \leq 1, \quad \gamma \geq 1, \quad \delta \geq 2 \quad \text{and} \quad \triangle \geq 2,
\end{equation}
and that these bounds are saturated above the upper-critical dimension $d \geq d_c = 6$. In the case of Bernoulli percolation the bounds (1.3) are classical \cite{5, 3, 2, 9}, and the fact that they are saturated in sufficiently high dimension has also been established \cite{3, 15, 10}.

For Poisson-Boolean percolation much less is known about the critical exponents. It was recently shown \cite{8} that under the stronger moment condition
\begin{equation}
\int r^{5d-3} d\mu(r) < \infty,
\end{equation}
the mean-field density lower bound
\begin{equation}
\theta(\lambda) \geq c(\lambda - \lambda_c)
\end{equation}
holds for some $c = c(\mu) > 0$ and all $\lambda > \lambda_c$ sufficiently close to $\lambda_c$. This implies $\beta \leq 1$ if this exponent exists, and extends previous results that established (1.3) in the case of bounded radii \cite{21, 28}. The mean-field bounds on $\gamma$, $\delta$ and $\triangle$ have not yet been established at this level of generality. Indeed to our knowledge only the inequality $\gamma \geq 1$ is known, and only for fixed radius \cite{16} (note however that \cite{16} used a slightly different definition of $\gamma$; see the discussion in Section 1.3 below). In the fixed radius case it is further known that $\gamma = 1$ in sufficiently high dimension \cite{16}.

1.2. Main results. Our main result establishes the mean-field bounds (1.3) under the assumption (1.4):

**Theorem 1.1** (Mean-field bounds). Assume (1.4) and suppose that the exponents $\gamma$, $\delta$ and $\triangle$ exist. Then
\begin{equation}
\gamma \geq 1, \quad \delta \geq 2 \quad \text{and} \quad \triangle \geq 2.
\end{equation}
The mean-field bounds stated above are conditional in the sense that they assume the existence of the critical exponents $\gamma, \delta$ and $\Delta$. We next present unconditional versions of these bounds, which also demonstrate that Theorem 1.1 is a consequence of the mean-field bound (1.5) in full generality. In the following results we do not assume (1.4) (this condition is relevant to us only as a sufficient condition to ensure (1.5)).

**Theorem 1.2** (Bounds on the susceptibility). For every $\lambda_0 \in (0, \lambda_c)$ there exists $c = c(\mu, \lambda_0)$ such that, for all $\lambda \in (\lambda_0, \lambda_c)$,

$$\chi(\lambda) \geq c(\lambda_c - \lambda)^{-2} \theta(2\lambda_c - \lambda)$$

and

$$\chi(\lambda) \geq c(\lambda_c - \lambda)^{-2} P_{\lambda_c}[\text{Vol}(C) \geq (\lambda_c - \lambda)^{-2}].$$

**Theorem 1.3** (Bounds on the critical cluster volume). Suppose there exist $c_0, \beta_0 > 0$ and $\lambda_1 > \lambda_c$ such that

$$\theta(\lambda) \geq c_0(\lambda - \lambda_c)^{\beta_0}, \quad \text{for all } \lambda \in (\lambda_c, \lambda_1).$$

Then there exists a $c = c(\mu, c_0, \beta_0, \lambda_1)$ such that, for all $y \geq 1$,

$$P_{\lambda_c}[\text{Vol}(C) \geq y]^{2/\beta_0 - 1} \int_0^y P_{\lambda_c}[\text{Vol}(C) \geq u] du \geq c.$$

Moreover for every $\lambda_0 \in (0, \lambda_c)$ there exists a $c = c(\mu, \lambda_0)$ such that, for all $\lambda \in (\lambda_0, \lambda_c)$ and $y \geq 1$,

$$\log \frac{P_{\lambda_c}[\text{Vol}(C) \geq y]}{P_{\lambda_c}[\text{Vol}(C) \geq y]} \geq -1 - c(\lambda_c - \lambda)^2 (P_{\lambda_c}[\text{Vol}(C) \geq y])^{-1} \int_0^y P_{\lambda_c}[\text{Vol}(C) \geq u] du.$$

To state the final set of unconditional bounds we introduce the (critical) magnetisation

$$M(\rho) = \mathbb{E}_{\lambda_c}[1 - e^{-\rho \text{Vol}(C)}], \quad \rho > 0,$$

following the pioneering approach to Bernoulli percolation in [2]. One can define an associated critical exponent $\delta_M$ via

$$M(\rho) = \rho^{1/\delta_M + o(1)}, \quad \rho \downarrow 0,$$

if such an exponent exists, and by general properties of the Laplace transform one can verify that $\delta = \delta_M$ if both exponents exist.

**Theorem 1.4** (Bounds on the magnetisation). For every $\lambda_0 < \lambda_c$ there exists a $c = c(\mu, \lambda_0)$ such that, for all $\lambda \in (\lambda_0, \lambda_c)$,

$$\chi(\lambda) \geq c(\lambda_c - \lambda)^{-2} M(\lambda_c - \lambda)^2).$$

Suppose in addition there exist $c_0, \beta_0 > 0$ and $\lambda_1 > \lambda_c$ such that

$$\theta(\lambda) \geq c_0(\lambda - \lambda_c)^{\beta_0}, \quad \text{for all } \lambda \in (\lambda_c, \lambda_1).$$

Then there exists a $c = c(\mu, c_0, \beta_0, \lambda_1)$ such that, for all $\rho \in (0, 1)$,

$$M(\rho) \geq c\rho^{\beta_0/2}.$$

**Remark 1.5.** If we assume the existence of the exponents $\beta, \gamma$ and $\delta$, the results in Theorems 1.2, 1.4 imply the inequalities

$$\gamma \geq 2 - \beta, \quad \gamma \geq 2 - 2/\delta \quad \text{and} \quad \delta \geq 2/\beta,$$

which can be deduced, respectively, from (1.6), (1.7) (or alternatively (1.9) or (1.10)) and (1.8) (or alternatively (1.11)); these inequalities are saturated if the exponents take their mean-field values $\beta = \gamma = 1$ and $\delta = 2$. While the inequalities (1.12) are classical in the context of Bernoulli percolation [25, 26, 2], to our knowledge they were not yet known for any dependent percolation model in general dimension $d \geq 2$. Even for Bernoulli percolation, our method to obtain these inequalities is novel and quite different from classical methods, since it does not rely on the analysis of differential inequalities.
Interestingly, to our knowledge the bound \(1.9\) is new even in the context of Bernoulli percolation. Under the assumption that the exponent \(\delta\) exists, this bound takes the form (see \(1.15\) for a precise statement)

\[
\mathbb{P}_\lambda[\text{Vol}(C) \geq y] \gtrsim y^{-1/\delta} \exp(-c(\lambda - \lambda_c)^2 y),
\]

and under the standard percolation near-critical scaling hypothesis (see [13] Chapter 9) it is natural to expect that this bound is sharp, up to constants in the exponent, for \(d > d_c = 6\) (this has recently been proven in sufficiently high dimension [17], and see also [4, 19] for related ‘near-critical scaling’ results for Bernoulli percolation in sufficiently high dimension).

To finish the section we verify that Theorem 1.1 is a consequence of the above bounds:

**Proof of Theorem 1.1 assuming Theorems 1.2–1.4.** Since we assume \(1.4\), the bound on the density \(1.5\) is available. Hence \(1.6\) implies that \(\chi(\lambda) \geq c(\lambda - \lambda_c)^{-1}\) for some \(c > 0\) and \(\lambda_c\) sufficiently close to \(\lambda_c\), from which \(\gamma \geq 1\) follows.

To prove \(\delta \geq 2\) we observe that if \(\delta\) exists then, for every \(\varepsilon > 0\) and \(y \geq y_0 = y_0(\varepsilon) \geq 1\),

\[
y^{-1/\delta - \varepsilon} \leq \mathbb{P}_\lambda[\text{Vol}(C) \geq y] \leq y^{-1/\delta + \varepsilon}.
\]

Hence \(1.8\) implies that (taking \(\delta_0 = 1\) since \(1.5\) is available), for \(y \geq y_0\),

\[
c \leq \mathbb{P}_\lambda[\text{Vol}(C) \geq y] \int_0^y \mathbb{P}_\lambda[\text{Vol}(C) \geq u] \, du \leq y^{-1/\delta + \varepsilon} \left( \int_{y_0}^y u^{-1/\delta + \varepsilon} \, du + y_0 \right).
\]

If \(\delta < 1\) then taking \(\varepsilon < 1/\delta - 1\) the right-hand side of \(1.14\) tends to zero as \(y \to \infty\), which is a contradiction. On the other hand if \(\delta \geq 1\) then the right-hand side of \(1.14\) is at most, for sufficiently large \(y\),

\[
y^{-1/\delta + \varepsilon} \left( (1-1/\delta + \varepsilon)^{-1} y^{-1/\delta + \varepsilon} + y_0 \right) \leq (1-1/\delta + \varepsilon) (1-1/\delta + \varepsilon) y^{-1/\delta + 2\varepsilon}.
\]

Sending \(y \to \infty\) we deduce that \(1 - 2/\delta + 2\varepsilon \geq 0\), and sending \(\varepsilon \to 0\) yields that \(\delta \geq 2\).

To establish \(\Delta \geq 2\) we assume that \(\delta \geq 2\) exists and use the bounds \(1.13\) to deduce from \(1.9\) that, for every \(\varepsilon > 0\), \(\lambda_0 < \lambda_c\), \(\lambda \in (\lambda_0, \lambda_c)\), and \(y \geq y_0\) for some \(y_0 = y_0(\varepsilon) \geq 1\),

\[
\mathbb{P}_\lambda[\text{Vol}(C) \geq y] \geq c_1 y^{-1/\delta - \varepsilon} \exp\left( - c_2 (\lambda_c - \lambda)^2 y^{1/\delta + \varepsilon} y^{-1/\delta + \varepsilon} \right)
\]

\[
= c_1 y^{-1/\delta - \varepsilon} \exp\left( - c_2 (\lambda_c - \lambda)^2 y^{1 + 2\varepsilon} \right),
\]

for constants \(c_1, c_2 > 0\) depending only on \(\mu\) and \(\lambda_0\). Then for every \(k \in \mathbb{N}\), \(\lambda \in (\lambda_0, \lambda_c)\), and \(\varepsilon > 0\),

\[
\mathbb{E}_\lambda[\text{Vol}(C)^k] = k \int_0^\infty y^{k-1} \mathbb{P}_\lambda[\text{Vol}(C) \geq y] \, dy \geq k c_1 \int_y^\infty y^{(k-1)-1/\delta - \varepsilon} \exp\left( - c_2 (\lambda_c - \lambda)^2 y^{1+2\varepsilon} \right) \, dy.
\]

Changing variables to \(y' = (\lambda_c - \lambda)^2 y^{1+2\varepsilon}\), we deduce that

\[
\mathbb{E}_\lambda[\text{Vol}(C)^k] \geq k c_1 (\lambda_c - \lambda)^{-2(1+2\varepsilon)/(1-1/\delta)} \int_{y_0}^\infty (y')^{1/(1+2\varepsilon)} e^{-c_2 y'^{1+2\varepsilon}} \, dy'
\]

\[
= c_3 (\lambda_c - \lambda)^{-2(1+2\varepsilon)/(1-1/\delta)}
\]

for all \(\varepsilon > 0\), some \(c_3 = c_3(\mu, \lambda_0, \delta, \varepsilon, k)\), and all \(\lambda \in (\lambda_0, \lambda_c)\). On the other hand, since we assume that the exponents \(\gamma\) and \(\Delta\) also exist, for each \(k \in \mathbb{N}\),

\[
\mathbb{E}_\lambda[\text{Vol}(C)^k] = (\lambda_c - \lambda)^{-\gamma - \Delta(k-1) + o(1)}, \quad \lambda \uparrow \lambda_c.
\]

Sending \(\lambda \uparrow \lambda_c\) in \(1.16\), comparing with \(1.17\), and then sending \(\varepsilon \to 0\), shows that

\[
\gamma + \Delta(k-1) \geq 2 - 2/\delta + 2(k-1),
\]

which gives a contradiction for sufficiently large \(k\) unless \(\Delta \geq 2\).  \(\square\)
1.3. **Other possible definitions of the exponents.** In certain applications it may be more natural to consider other definitions of the critical exponents $\gamma$, $\delta$ and $\Delta$. Our proof can be adapted in some cases but not all.

1.3.1. **Interpreting ‘volume’ as the number of balls that comprise the cluster.** If the Poisson-Boolean model is considered as a random graph on the projection of $\eta$ onto $\mathbb{R}^d$ with connections induced by intersecting balls, it could be more natural to define the exponents relative to the number of balls that comprise the cluster of the origin, $\#C = \{x,r \in \eta : x \in C\}$, rather than the Euclidean volume $\text{Vol}(C)$; this is how the exponent $\gamma$ is defined in the work [16] mentioned above. In the case that the radius distribution $\mu$ is bounded it is straightforward to adapt our proof to show that the mean-field bounds hold for the exponents $\gamma$, $\delta$ and $\Delta$ defined in this way – essentially this is due to the universal volume comparison $\#C \geq c\text{Vol}(C)$ for some $c = c(\mu) > 0$. However this comparison is no longer valid if $\mu$ is unbounded, and we do not know whether the mean-field bounds hold in full generality in that case.

1.3.2. **Percolation of the vacant set.** One could also consider the dual percolation problem associated with the *vacancy set* $V$ (the closure of the complement of $O$) and define the associated critical exponents $\gamma$, $\delta$ and $\Delta$ relative to the volume of the component of $V$ that contains the origin. Once again, in the case that $\mu$ is bounded we believe that our proof can be adapted to establish the mean-field bounds on $\gamma$, $\delta$ and $\Delta$, but in general there are additional complications (again the issue lies in establishing the relevant ‘volume comparison’, analogous to Section 5.1). We leave the general case as an open problem.

1.4. **About the proof.** The proof of Theorems 1.2–1.4 makes use of a ‘relative entropy method’ that can be summarised as follows. Combining exploration arguments with properties of the relative entropy, one can efficiently bound from above the relative entropy, for different $\lambda$, between the laws of certain well-chosen observables of $O$ (such as $\text{Vol}(C)$). By applying this to $\lambda$ ranging between slightly subcritical to slightly subcritical, and combining with general entropic bounds (e.g. Pinsker’s inequality), one can deduce information on critical exponents.

This strategy was introduced by the authors in a previous work [7], where it was used to give bounds on the one-arm exponent for Bernoulli percolation and other Gaussian dependent percolation models. It was subsequently exploited in [18] where it used to show, in the context of Bernoulli percolation, that mean-field behaviour of the susceptibility implies mean-field behaviour of the infinite cluster density and critical cluster volume.

In this paper we show how to adapt this method to the Poisson-Boolean model, where certain extra technical difficulties arise. As well as the applications in the current paper, we expect that similar applications to those developed in [7] [18] could also be implemented for the Poisson-Boolean model using this approach. We expect this method can also be adapted to other models in the Bernoulli universality class, such as Poisson-Voronoi percolation.

1.5. **Acknowledgements.** The second author was supported by the Australian Research Council (ARC) Discovery Early Career Researcher Award DE200101467. The authors thank Tom Hutchcroft for helpful comments, and also an anonymous referee for valuable and detailed feedback on an earlier version of this paper.

2. **The entropic bounds**

In this section we establish the main entropic bounds (see Proposition 2.1) that will underpin the proof of Theorems 1.2–1.4. These are similar to bounds proven in [7] in the setting of Bernoulli and Gaussian percolation.

Recall that the Poisson-Boolean model $O$ can be defined via (1.1) as a function of the Poisson point process $\eta$ on $\mathbb{R}^d \times \mathbb{R}_+$ with intensity $\lambda dx \otimes d\mu$. We now introduce the concept of a *randomised algorithm* for the point process $\eta$. Let $C = (C_i)_{i \in \mathbb{Z}^d \times \mathbb{Z}_+}$ denote the set of hypercubes $C_i = i + [0,1]^d \times [0,1]$ which partition $\mathbb{R}^d \times \mathbb{R}_+$ up to boundaries. A *(randomised) algorithm* $A$ is an adapted procedure which sequentially reveals $\eta|_{C_i}$ for a random sequence...
of hypercubes \((C_{ij})_{j \in \mathbb{N}},\) terminates at a (possibly infinite) stopping time \(\tau \in \mathbb{N} \cup \{\infty\},\) and upon termination returns a value in \(\{0, 1\}.\) We denote by \(\mathcal{W}_A = \bigcup_{1 \leq j \leq \tau} C_{ij}\) the union of the hypercubes revealed by \(A.\)

For an event \(A\) measurable with respect to \(\eta,\) an algorithm is said to \textit{locally determine} \(A\) if, for every \(\lambda > 0,\) the following hold almost surely:

- For every \(n \in \mathbb{N}\) there exists a (deterministic) finite subset \(D_n \subset \mathbb{Z}^d \times \mathbb{Z}_+,\) independent of \(\lambda > 0,\) such that \(\cup_{1 \leq j \leq n} C_{ij} \subset D_n;\)
- If the algorithm terminates in finite time, it returns the value \(1_A;\)
- On the event \(A,\) the algorithm terminates in finite time.

In words, this means that the algorithm has only a bounded number of choices at each step, and if the event \(A\) occurs the algorithm must verify this in finite time. Note that this allows the algorithm to never terminate if \(A\) does not occur, which is convenient in our setting since to determine \(O\) on any set requires determining \(\eta\) on an infinite number of hypercubes.

For a Borel subset \(S \subset \mathbb{R}^d \times \mathbb{R}_+,\) we write \(\widetilde{\text{Vol}}(S)\) to denote its ‘Poisson-Boolean volume’

\[
\widetilde{\text{Vol}}(S) = \int_S dx \otimes d\mu.
\]

Note that \(\widetilde{\text{Vol}}(\mathcal{W}_A)\) may be finite even if \(A\) does not terminate.

**Proposition 2.1** (Entropic bounds). Let \(A\) be an event and let \(A\) be an algorithm that locally determines \(A.\) Then for all \(\lambda_1, \lambda_2 > 0,\)

\[
|P_{\lambda_1}[A] - P_{\lambda_2}[A]| \leq \frac{|\lambda_2 - \lambda_1|}{\sqrt{\lambda_2}} \sqrt{2\max(P_{\lambda_1}[A], P_{\lambda_2}[A])E_{\lambda_1}[\widetilde{\text{Vol}}(\mathcal{W}_A)]},
\]

and if \(P_{\lambda_1}[A]\) and \(P_{\lambda_2}[A]\) are both non-zero then

\[
\log P_{\lambda_1}[A] - \log P_{\lambda_2}[A] \leq \frac{\lambda_2^{-1}(\lambda_2 - \lambda_1)^2 E_{\lambda_1}[\widetilde{\text{Vol}}(\mathcal{W}_A)]}{P_{\lambda_1}[A]} + 1.
\]

**Remark 2.2.** Our definition of an algorithm that ‘locally determines’ an event is analogous to the notion of \textit{Borel computation} introduced in [18, Section 3] in the context of Bernoulli percolation.

**Remark 2.3.** The bounds in Proposition 2.1 are in terms of the Poisson-Boolean volume \(\text{Vol}(\mathcal{W}_A)\) of the revealed set, rather than volume in the ambient space \(\mathbb{R}^d.\) In Section 3 we show that, for the events we consider, we can convert between these two volumes up to multiplicative constants outside an event of negligible probability.

Related to this, instead of exploring \(\eta\) restricted to unit hypercubes, one might try to work with \(\varepsilon\)-scale hypercubes and take the limit \(\varepsilon \to 0\) so as to explore \(\eta\) in the continuum’. While Proposition 2.1 itself does not depend on \(\varepsilon,\) a difficulty arises when translating the bound in terms of volume in the ambient space, where the conversion degenerates with \(\varepsilon.\)

To analyse the magnetisation \(M(\rho)\) we need to extend these bounds slightly. For \(\rho > 0,\) let \(\mathcal{G}\) denote a Poisson point process on \(\mathbb{R}^d\) with intensity \(\rho,\) independent of \(O,\) with \(P_{\lambda, \rho}\) and \(E_{\lambda, \rho}\) denoting the joint law of \((O, \mathcal{G})\) and corresponding expectation; we refer to \(\mathcal{G}\) as the \textit{ghost field}. The relevance of \(\mathcal{G}\) to the magnetisation is that, by conditioning on \(O\) and using the independence of \(\mathcal{G}\) and \(O,\)

\[
P_{\lambda, \rho}[0 \leftrightarrow \mathcal{G}] = E_{\lambda, \rho}[P_{\lambda, \rho}[|\mathcal{C} \cap \mathcal{G}| \geq 1 \mid \mathcal{O}]] = E_{\lambda, \rho}[1 - e^{-\rho \text{Vol}(\mathcal{C})}]] =: M(\rho).
\]

In the presence of \(\mathcal{G},\) a (randomised) algorithm \(A\) is an adapted procedure which first reveals \(\mathcal{G}\) and then sequentially reveals \(\eta\) for a random sequence of hypercubes \((C_{ij})_{1 \leq j \leq \tau},\) with \(\mathcal{W}_A\) defined as before. We extend the definition of the algorithm ‘locally determining’ an event in the natural way.
Proposition 2.4 (Entropic bounds with the ghost field). Let $A$ be an event that depends on $(\mathcal{G}, \eta)$ and let $\mathcal{A}$ be an algorithm that locally determines $A$. Then for all $\lambda_1, \lambda_2 > 0$ and $\rho > 0$, the conclusion of Proposition 2.1 holds with $\mathbb{P}_{\lambda_i}$ and $\mathbb{E}_{\lambda_i}$ replaced by $\mathbb{P}_{\lambda_i, \rho}$ and $\mathbb{E}_{\lambda_i, \rho}$ respectively.

The remainder of the section is devoted to proving Propositions 2.1 and 2.4. For this we first recall some basic properties of the relative entropy, and then present a ‘stopping time lemma’ that is the main ingredient in the proof.

2.1. Basic properties of the relative entropy. Let $P$ and $Q$ be probability measures defined on a common measurable space. The relative entropy (or Kullback-Leibler divergence) from $P$ to $Q$ is defined as

$$D_{KL}(P||Q) := \int \log \left(\frac{dP}{dQ}\right) dP$$

if $P$ is absolutely continuous with respect to $Q$, and $D_{KL}(P||Q) := \infty$ otherwise; $D_{KL}(P||Q)$ is non-negative by Jensen’s inequality. If $X$ and $Y$ are random variables taking values in a common measurable space, with respective laws $P$ and $Q$, we also write $D_{KL}(X||Y)$ for $D_{KL}(P||Q)$. We recall two basic properties of the relative entropy (see e.g [20, Theorem 2.2 and Corollary 3.2] and [7] Theorem D.13.2):

1. (Chain rule) Let $X = (X_1, X_2)$ and $Y = (Y_1, Y_2)$ be random variables on a common product of Borel spaces. Then

$$D_{KL}(X||Y) = D_{KL}(X_1||Y_1) + \mathbb{E}_{x \sim X_1} \left[ D_{KL}((X_2|X_1 = x)|| (Y_2|Y_1 = x)) \right].$$

If particular if $X_2$ and $Y_2$ are identically distributed and independent of $X_1$ and $Y_1$ respectively, then

$$D_{KL}(X||Y) = D_{KL}(X_1||Y_1).$$

2. (Contraction) Let $X$ and $Y$ be random variables taking values in a common measurable space and let $F$ be a measurable map from that space. Then

$$D_{KL}(F(X)||F(Y)) \leq D_{KL}(X||Y).$$

We shall also make use of the following general bounds involving the relative entropy:

Lemma 2.5. Let $P$ and $Q$ be probability measures on a common measurable space and let $A$ be an event. Then

$$|P(A) - Q(A)| \leq \sqrt{2 \max\{P(A), Q(A)\} D_{KL}(P||Q)},$$

and if $P[A]$ and $Q[A]$ are both non-zero then

$$\log P[A] - \log Q[A] \leq \frac{D_{KL}(P||Q)}{P[A]} + 1.$$

Proof. The first statement is a variant of Pinsker’s inequality, and is proven in [7] Lemma 2.12. For the second statement, by Jensen’s inequality

$$-D_{KL}(P||Q) = \int \log \frac{dQ}{dP} dP = \int_A \log \frac{dQ}{dP} dP + \int_{A^c} \log \frac{dQ}{dP} dP \leq P[A] \left( \log \frac{Q[A]}{P[A]} + \frac{P[A^c]}{P[A]} \log \frac{Q[A^c]}{P[A^c]} \right) \leq P[A] \left( \log \frac{Q[A]}{P[A]} + 1 \right),$$

where the last inequality is since $Q[A^c] \leq 1$ and $\sup_{x \in [0,1]} \frac{1-x}{x} \log \frac{1}{1-x} = 1$, which is easily verified. Rearranging gives the result.

Finally we need a bound for the relative entropy between Poisson point processes with proportionate intensities:
Lemma 2.6. Let \((D, \mathcal{A}, \mu)\) be a finite Borel space, and let \(X\) and \(Y\) be Poisson point processes on \(D\) with respective intensities \(\lambda_X \, d\mu\) and \(\lambda_Y \, d\mu\) with \(\lambda_X, \lambda_Y > 0\). Then
\[
D_{KL}(X||Y) \leq \mu(D) \frac{(\lambda_Y - \lambda_X)^2}{\lambda_Y}.
\]

Proof. Let \(U\) and \(V\) be Poisson random variables with respective parameter \(\lambda_X \mu(D)\) and \(\lambda_Y \mu(D)\), and let \(S = (S_i)_{i \geq 1}\) be an i.i.d. sequence of random variables in \(D\) with distribution proportional to \(\mu\). Then \(X \overset{d}{=} \sum_{i \in U} S_i\) and \(Y \overset{d}{=} \sum_{i \in V} S_i\), where \(\delta\) is a unit Dirac mass, so that \(X\) (resp. \(Y\)) is a measurable function of \((U, S)\) (resp. \((V, S)\)). Further, \(U\) (resp. \(V\)) and \(S\) are both defined on Borel spaces. Hence by the contraction property (2.4) and the chain rule (2.3),
\[
D_{KL}(X||Y) \leq D_{KL}((U, S)||\{(V, S)\}) = D_{KL}(\text{Pois}(\lambda_X \mu(D))||\text{Pois}(\lambda_Y \mu(D))).
\]
A simple computation shows that
\[
D_{KL}(\text{Pois}(\lambda_1)||\text{Pois}(\lambda_2)) = \lambda_2 - \lambda_1 + \lambda_1 \log(\lambda_1 / \lambda_2)
\]
for any \(\lambda_1, \lambda_2 > 0\). Hence using the bound \(\log x \leq x - 1\), valid for all \(x > 0\), we have
\[
D_{KL}(X||Y) \leq \mu(D) \left( \lambda_Y - \lambda_X + \lambda_X \left( \frac{\lambda_X - \lambda_Y}{\lambda_Y} \right) \right) = \mu(D) \frac{(\lambda_Y - \lambda_X)^2}{\lambda_Y}.
\]
\(\square\)

2.2. The stopping time lemma. The proof of Proposition 2.1 relies on an exact formula for the relative entropy between stopped sequences of independent random variables; this is a generalisation of [7, Lemma 2.11] which considered the i.i.d. case.

Fix \(n \geq 1\) and a collection \((E_i)_{1 \leq i \leq n}\) of Borel spaces, and consider the product space \(E = E_1 \times \cdots \times E_n\). A decision tree \(\sigma\) with stopping time \(\tau\) is a measurable mapping \(x \overset{\text{def}}{=} (\sigma_i(x))_{1 \leq i \leq \tau}\), \(\tau \in \{1, \ldots, n\}^n \times \{1, \ldots, n\}\) such that (i) \(\sigma_k(x)\) and \(\{\tau(x) \geq k\}\) are determined by \((x_{\sigma_i(x)})_{i \leq k-1}\), and (ii) \(\sigma_i(x) \neq \sigma_j(x)\) for all \(j < i\). We define the corresponding stopped sequence \(x^\tau\) as \(x^\tau_i = x_{\sigma_i(x)}\) for \(i \leq \tau\), and \(x^\tau_i = \dagger\) for \(i > \tau\), where \(\dagger\) is an arbitrary symbol.

Lemma 2.7. Let \(X = (X_i)_{1 \leq i \leq n}\) and \(Y = (Y_i)_{1 \leq i \leq n}\) be sequences of independent random variables such that \(X_i\) and \(Y_i\) take values in \(E_i\) with respective laws \(\nu_{X,i}\) and \(\nu_{Y,i}\) which are mutually absolutely continuous. Let \(\sigma\) be a decision tree with stopping time \(\tau\), and let \(X^\tau\) and \(Y^\tau\) be the corresponding stopped sequences. Then
\[
D_{KL}(X^\tau||Y^\tau) = \mathbb{E} \left[ \sum_{k \leq \tau(X)} d(\sigma_k(X)) \right],
\]
where \(d(i) = D_{KL}(\nu_{X,i}||\nu_{Y,i})\).

Proof. Define \(X^{k\wedge \tau} = (X^\tau_i)_{1 \leq i \leq k}\) and analogously for \(Y\). By the chain rule (2.2), for each \(k \geq 1\),
\[
D_{KL}(X^{k\wedge \tau}||Y^{k\wedge \tau}) = D_{KL}(X^{(k+1)\wedge \tau}||Y^{(k+1)\wedge \tau}) + \mathbb{E}_{x \sim (X^\tau_i)_{1 \leq k}} \left[ D_{KL}(X^{k\wedge \tau}||Y^{k\wedge \tau}) \right] = D_{KL}(X^{(k+1)\wedge \tau}||Y^{(k+1)\wedge \tau}) + \mathbb{E}_{x \sim (X^\tau_i)_{1 \leq k}} \left[ D_{KL}(X^{k\wedge \tau}||Y^{k\wedge \tau}) \right]
\]
\[
+ \mathbb{E}_{x \sim (X^\tau_i)_{1 \leq k}} \left[ \mathbb{I}_{\tau(X) \geq k+1} D_{KL}(X^{k\wedge \tau}||Y^{k\wedge \tau}) \right].
\]
Since \(\sigma_{k+1}(x) \neq \sigma_j(x)\) for all \(j \leq k\), \(X_{\sigma_{k+1}(X)}\) depends on \((X^\tau_i)_{1 \leq k}\) only through \(\sigma_{k+1}(X)\). Hence
\[
D_{KL}(X^{k\wedge \tau}||Y^{k\wedge \tau}) = \mathbb{E} \left[ \mathbb{I}_{\tau(X) \geq k} d(\sigma_k(X)) \right] = \mathbb{E} \left[ \sum_{k \leq \tau(X)} d(\sigma_k(X)) \right].
\]
\(\square\)
2.3. Proof of Propositions [2.1] and [2.4]. First we prove Proposition [2.1]. It is convenient to work with a truncation of the algorithm $A$ and the event $A$. Precisely, for $n \in \mathbb{N}$, we define $A_n$ to be the algorithm that explores the same hypercubes as $A$ except terminates at $\tau_n = \min\{\tau, n\}$ and returns value 0 if $\tau > n$, and define also the event $A_n = A \cap \{\tau \leq n\}$. Since $A$ locally determines $A$, the truncated algorithm and event satisfies the following properties for every $\lambda > 0$:

- For every $n \in \mathbb{N}$, $A_n$ explores a subset of a deterministic finite set $D_n \subset \mathbb{Z}^d \times \mathbb{Z}_+$ of hypercubes and terminates in bounded time $\tau_n \leq n$ with value $\mathbb{I}_{A_n}$;
- $\mathbb{P}_{\lambda}[A_n] \to \mathbb{P}_{\lambda}[A]$ as $n \to \infty$; and
- For every $n \in \mathbb{N}$, $\mathbb{E}_{\lambda}[\tilde{\text{Vol}}(W_{A_n})] \leq \mathbb{E}_{\lambda}[\tilde{\text{Vol}}(W_A)]$.

Now let $X = (X_i)_{i \in D_n}$ and $Y = (Y_i)_{i \in D_n}$ be sequences of independent point processes such that $X_i$ and $Y_i$ are distributed as $\eta \mid C_i$ under $\mathbb{P}_{\lambda_1}$ and $\mathbb{P}_{\lambda_2}$ respectively. Since $X_i \equiv \sum_{j \leq N_i} \delta_{S_i^j}$, where $N_i \equiv \text{Pois}(\eta(C_i))$ and $(S_i^j)$, is an i.i.d. sequence of random variables on $C_i$ with distribution proportional to $\eta \mid C_i$, we can view $X_i$ as a random variable taking values in a Borel space. In particular, the results in Section [2.1] apply to $X$ and $Y$.

The algorithm $A_n$ defines a decision tree $\sigma$ and stopping time $\tau$ for the sequences $X$ and $Y$, and since $A_n$ determines the value of $\mathbb{I}_{A_n}$, by the contraction property [2.4] the relative entropy between the law of $\mathbb{I}_{A_n}$ under $\mathbb{P}_{\lambda_1}$ and $\mathbb{P}_{\lambda_2}$ is at most $D_{KL}(X_\tau \mid Y_\tau)$. By Lemma [2.6] we have, for any $i \in D_n$,

$$d(i) = D_{KL}(X_i \mid Y_i) \leq \frac{(\lambda_2 - \lambda_1)^2}{\lambda_2} \tilde{\text{Vol}}(C_i).$$

Applying Lemma [2.7] and (2.5) we have

$$D_{KL}(X_\tau \mid Y_\tau) = \mathbb{E}_{\lambda_1} \left[ \sum_{k \leq \tau(X)} d(\sigma_k(X)) \right] \leq \mathbb{E}_{\lambda_1} \left[ \sum_{k \leq \tau(X)} \frac{(\lambda_2 - \lambda_1)^2}{\lambda_2} \tilde{\text{Vol}}(C_{\sigma_k(X)}) \right]$$

$$= \frac{(\lambda_2 - \lambda_1)^2}{\lambda_2} \mathbb{E}_{\lambda_1} \left[ \tilde{\text{Vol}}(\bigcup_{k \leq \tau(X)} C_{\sigma_k(X)}) \right] = \frac{(\lambda_2 - \lambda_1)^2}{\lambda_2} \mathbb{E}_{\lambda_1} \left[ \tilde{\text{Vol}}(W_{A_n}) \right].$$

Combining with Lemma [2.5] yields the bounds

$$|\mathbb{P}_{\lambda_1}[A_n] - \mathbb{P}_{\lambda_2}[A_n]| \leq \frac{|\lambda_2 - \lambda_1|}{\sqrt{\lambda_2}} \sqrt{2 \max(\mathbb{E}_{\lambda_1}[\tilde{\text{Vol}}(W_{A_n})])} \mathbb{E}_{\lambda_1}[\tilde{\text{Vol}}(W_{A_n})]$$

and

$$\log \mathbb{P}_{\lambda_1}[A_n] - \log \mathbb{P}_{\lambda_2}[A_n] \leq \frac{\lambda_2^{-1}(\lambda_2 - \lambda_1)^2 \mathbb{E}_{\lambda_1}[\tilde{\text{Vol}}(W_{A_n})]}{\mathbb{P}_{\lambda_1}[A_n]} + 1,$$

and taking $n \to \infty$ establishes Proposition [2.1].

For Proposition [2.4] we redefine $X = (X_i)_{i \in D_n \cup \{0\}}$ and $Y = (Y_i)_{i \in D_n \cup \{0\}}$ where $X_0$ and $Y_0$ are independent point processes distributed as $G$ under $\mathbb{P}_{\lambda_1, \rho}$ and $\mathbb{P}_{\lambda_2, \rho}$. Since $d(0) = D_{KL}(X_0 \mid Y_0) = 0$,

the same argument that led to (2.6) gives

$$D_{KL}(X_\tau \mid Y_\tau) \leq \mathbb{E}_{\lambda_1, \rho} \left[ \sum_{k \leq \tau(X)} \mathbb{I}_{\sigma_k(X) \neq 0} \frac{(\lambda_2 - \lambda_1)^2}{\lambda_2} \tilde{\text{Vol}}(C_{\sigma_k(X)}) \right]$$

$$= \frac{(\lambda_2 - \lambda_1)^2}{\lambda_2} \mathbb{E}_{\lambda_1, \rho}[\tilde{\text{Vol}}(W_{A_n})].$$

Combining with Lemma [2.3] and taking $n \to \infty$ completes the proof as before.
3. Volume comparison

In this section we establish volume comparison results which allow us to convert Poisson-Boolean volume, as appears in the entropic bounds from the previous section, into volume in the ambient space which is relevant for the main results.

3.1. From the percolation volume to the number of intersecting cubes. We first compare the volume of a subset of the Poisson-Boolean percolation $O$ to the number of unit cubes that it intersects.

Let $S = (S_i)_{i \in \mathbb{Z}^d}$ denote the set of cubes $S_i = i + [0, 1]^d$ which partition $\mathbb{R}^d$ up to boundaries (we call these ‘cubes’ to distinguish them from the ‘hypercubes’ $C_i \subset \mathbb{R}^d \times \mathbb{R}_+$ that were introduced in Section 2). For a subset $D \subset \mathbb{R}^d$, possibly random, denote by $S_D$ the collection of cubes that intersect $D$.

We introduce the collection $\mathcal{D} = \{ \cup_{(x,r) \in \eta} \{ x + B_r \} : \eta' \subset \eta \}$ of all possible subsets of balls which comprise the Poisson-Boolean percolation $O$. In particular $C \in \mathcal{D}$.

Proposition 3.1. For every $\lambda_1 > 0$ there exists $\delta > 0$ and a sequence of events $(G_n)_{n \in \mathbb{N}}$ such that, for every $\lambda \leq \lambda_1$ and $n \in \mathbb{N}$,

$$\mathbb{P}_\lambda[G_n] \geq 1 - e^{-\delta n},$$

and moreover on the event $G_n$, for every connected $O' \in \mathcal{D}$ with $|S_{O'}| \geq n$,

$$(3.1) \quad \delta|S_{O'}| \leq \text{Vol}(O') \leq |S_{O'}|.$$

The non-trivial content of Proposition 3.1 is the lower bound; roughly speaking the intuition is that since $O'$ is connected it is unlikely to contain too many balls of very small radius, which means that $O'$ must have volume comparable to the number of cubes $|S_{O'}|$ that it intersects. Note that if the radius distribution $\mu$ were bounded away from zero then (3.1) would hold even without the event $G_n$, but we do not wish to assume this.

Before proceeding we deduce two corollaries which will be used in the next section. The first states that the density $\theta(\lambda)$ could equivalently be defined as $\theta(\lambda) = \mathbb{P}_\lambda[\text{Vol}(C) = \infty]$, and the second shows that the probabilities of the cluster exceedence and magnetisation events $\{\text{Vol}(C) \geq y\}$ and $\{0 \leftrightarrow G\}$ are continuous functions of $\lambda$.

Corollary 3.2. For every $\lambda > 0$, almost surely

$$\{0 \leftrightarrow \infty\} = \{|S_C| = \infty\} = \{\text{Vol}(C) = \infty\}.$$

Moreover, for every $y, \rho > 0$ the maps

$$\lambda \mapsto \mathbb{P}_\lambda[\text{Vol}(C) \geq y] \quad \text{and} \quad \lambda \mapsto \mathbb{P}_{\lambda,\rho}[0 \leftrightarrow G]$$

are continuous functions of $\mathbb{R}_+$.

Proof. For subsets $X, Y, Z \subset \mathbb{R}^d$ define the connectivity relation

$$\{X \leftrightarrow Y\} = \{\text{there exists a path in } Z \text{ between } X \text{ and } Y\}.$$

For $R > 0$ define

$$O_R = \bigcup_{(x,r) \in \eta \text{ such that } \{x + B_r\} \cap B_R \neq \emptyset} \{x + B_r\} \quad \text{and} \quad C_R = \{x \in \mathbb{R}^d : 0 \leftrightarrow x\},$$

which are, respectively, the union of all balls in the Poisson-Boolean percolation which intersect $B_R$ and the cluster of the origin in this set. For later use we note that, due to the integrability of (1.2), $O_R$ is generated by a Poisson point process of finite total intensity, and hence $\lambda \mapsto \mathbb{P}_\lambda[A]$ is continuous for any event $A$ measurable with respect to $O_R$. 

Let $\lambda_1 > 0$ be given, and let $\delta > 0$ and $(G_n)_{n \in \mathbb{N}}$ be defined as in the statement of Proposition 3.1. Notice that the event $\{0 \leftarrow \hat{C}_R \partial B_R\}$ implies that $|\mathcal{S}_R| \geq \lfloor R/2 \rfloor$. Applying Proposition 3.1 to $C_R \in \mathcal{O}$ we deduce that, for all $\lambda \leq \lambda_1$ and $R > 0$,

$$
\mathbb{P}\{0 \leftarrow \hat{C}_R \partial B_R\} \setminus \{\text{Vol}(C_R) \geq \delta R/2\} \leq 1 - \mathbb{P}_\lambda[G_{\lfloor R/2 \rfloor}] \leq e^{-\delta R/2}.
$$

We will show that all statements in Corollary 3.2 follow from (3.2).

For the first statement, by (3.2) and the Borel-Cantelli lemma there almost surely exists an $R_0 > 0$ such that, for all natural numbers $R \geq R_0$,

$$
\{0 \leftarrow \hat{C}_R \partial B_R\} \subset \{\text{Vol}(C_R) \geq \delta R/2\}.
$$

Hence almost surely

$$
\{0 \leftarrow \infty\} = \cap_{R \geq R_0} \{0 \leftarrow \hat{C}_R \partial B_R\} \subset \cap_{R \geq R_0} \{\text{Vol}(C_R) \geq \delta R/2\} = \{\text{Vol}(C) = \infty\},
$$

which completes the proof since trivially $\{\text{Vol}(C) = \infty\} \subset \{|\mathcal{S}_R| = \infty\} = \{0 \leftarrow \infty\}$.

For the second statement, we proceed by local approximation of the events $\{\text{Vol}(C) \geq y\}$ and $\{0 \leftarrow \mathcal{G}\}$. Let $y, \rho > 0$ be given. We claim that, by (3.2), there exists a $c = c(y, \rho) > 0$ such that, for every $\lambda \leq \lambda_1$ and $R \geq 1$,

$$
\mathbb{P}_\lambda\{0 \leftarrow \hat{C}_R \partial B_R\} \setminus \{\text{Vol}(C_R) \geq y\} \leq e^{-cR}
$$

and

$$
\mathbb{P}_{\lambda, \rho}\{0 \leftarrow \hat{C}_R \partial B_R\} \setminus \{0 \leftarrow \hat{C}_R \mathcal{G}\} \leq e^{-cR}.
$$

Indeed (3.3) follows directly from (3.2) by taking $R$ sufficiently large such that $\delta R/2 \geq y$ and adjusting constants. For (3.4), we have by (3.2)

$$
\mathbb{P}_{\lambda, \rho}\{0 \leftarrow \hat{C}_R \partial B_R\} \setminus \{0 \leftarrow \hat{C}_R \mathcal{G}\} \leq \mathbb{P}_{\lambda, \rho}\{\{\text{Vol}(C_R) \geq \delta R/2\} \setminus \{0 \leftarrow \hat{C}_R \mathcal{G}\}\} + e^{-\delta R/2}.
$$

On the other hand, by conditioning on $\mathcal{O}$ and using the independence of the ghost field $\mathcal{G}$,

$$
\mathbb{P}_{\lambda, \rho}\{\{\text{Vol}(C_R) \geq \delta R/2\} \setminus \{0 \leftarrow \hat{C}_R \mathcal{G}\}\} = \mathbb{E}_\lambda[\mathbb{I}_{\text{Vol}(C_R) \geq \delta R/2} \mathbb{E}_{\lambda, \rho}\{\{|\mathcal{S}_R| = 0\} | \mathcal{O}\}] \\
\leq \mathbb{E}_\lambda[\mathbb{I}_{\text{Vol}(C_R) \geq \delta R/2} e^{-\rho \text{Vol}(C_R)}] \leq e^{-\rho \delta R/2},
$$

which gives the result.

Given (3.3), the continuity of $\lambda \mapsto \mathbb{P}_\lambda[\text{Vol}(C) \geq y]$ follows by noticing that $\{\text{Vol}(C_R) \geq y\} \subset \{\text{Vol}(C) \geq y\}$ and

$$
\{\text{Vol}(C) \geq y\} \setminus \{\text{Vol}(C_R) \geq y\} \subset \{0 \leftarrow \hat{C}_R \partial B_R\} \setminus \{\text{Vol}(C_R) \geq y\}.
$$

Together with (3.3) we deduce that, for $\lambda \leq \lambda_1$,

$$
\mathbb{P}_\lambda[\text{Vol}(C) \geq y] \geq \mathbb{P}_\lambda[\text{Vol}(C_R) \geq y] \geq \mathbb{P}_\lambda[\text{Vol}(C) \geq y] - e^{-cR},
$$

and since $\lambda \mapsto \mathbb{P}_\lambda[\text{Vol}(C_R) \geq y]$ is continuous (recall that the event $\{\text{Vol}(C_R) \geq y\}$ is measurable with respect to $\mathcal{O}_R$), the desired continuity follows from the uniform limit theorem by taking $R \to \infty$.

Similarly, since $\{0 \leftarrow \hat{C}_R \mathcal{G}\} \subset \{0 \leftarrow \mathcal{G}\}$ and

$$
\{0 \leftarrow \mathcal{G}\} \setminus \{0 \leftarrow \hat{C}_R \mathcal{G}\} \subset \{0 \leftarrow \hat{C}_R \partial B_R\} \setminus \{0 \leftarrow \hat{C}_R \mathcal{G}\},
$$

by (3.4) we deduce that

$$
\mathbb{P}_{\lambda, \rho}[0 \leftarrow \mathcal{G}] \geq \mathbb{P}_{\lambda, \rho}[0 \leftarrow \hat{C}_R \mathcal{G}] \geq \mathbb{P}_{\lambda, \rho}[0 \leftarrow \mathcal{G}] - e^{-cR}
$$

and we again deduce the continuity of $\lambda \mapsto \mathbb{P}_{\lambda, \rho}[0 \leftarrow \mathcal{G}]$ by taking $R \to \infty$. \qed
We move on to the proof of Proposition 3.1. Since the upper bound is trivial, it remains to prove the lower bound.

A collection of cubes \( S \subset S \) is connected if its index set in \( \mathbb{Z}^d \) is connected (i.e. connectivity is induced by cubes sharing a \((d - 1)\)-dimensional face rather than intersection); a connected \( S \) is an animal if it contains \( S_0 = [0, 1]^d \). For a cube \( S_i \) denote by \( S_i^+ \) its union with its neighbours.

The events \((G_n)_{n \in \mathbb{N}}\) in Proposition 3.1 will be defined by introducing a notion of ‘good’ cube. For \( \varepsilon > 0 \) and a cube \( S_i \in S \), define \( G_\varepsilon(S_i) \) to be the event that \( S_i \) does not intersect any ball in \( O \) with radius less than \( \varepsilon \), i.e.

\[
G_\varepsilon(S_i) = \left\{ S_i \cap \left( \bigcup_{x,r \in \mathbb{N}, r \leq \varepsilon} \{ x + B_r \} \right) = \emptyset \right\}.
\]

For \( \varepsilon, \delta > 0 \) and a finite collection \( S = (S_i)_{j=1,...,k} \) of cubes, let \( G_{\varepsilon, \delta}(S) \) denote the event that at least \( \delta |S| \) of the cubes in \( S \) verify \( G_\varepsilon(S_i) \). Finally, for \( n \in \mathbb{N} \) define the event \( G_{n,\varepsilon, \delta} \) that \( G_{\varepsilon, \delta}(S) \) is satisfied for every animal \( S \) with \( n \leq |S| < \infty \).

**Lemma 3.3.** Fix \( \varepsilon \in (0, 1/2), \delta > 0 \), and \( n \in \mathbb{N} \), and let \( c_d > 0 \) denote the volume of the unit ball in \( \mathbb{R}^d \). On the event \( G_{n,\varepsilon, \delta} \), for every connected \( O' \in \mathcal{O} \) with \( |S_{O'}| \geq n \),

\[
(3.5) \quad \text{Vol}(O') \geq c_d 3^{-d} \varepsilon^d \delta |S_{O'}|.
\]

If \( |S_{O'}| = \infty \), (3.5) is interpreted as \( \text{Vol}(O') = \infty \).

**Proof.** First consider the case that \( n \leq |S_{O'}| < \infty \). We use the simple geometric fact that if \( \varepsilon \in (0, 1/2) \) then any ball of radius larger than \( \varepsilon \) that intersects a cube \( S_i \) has volume at least \( c_d \varepsilon^d \) contained in \( S_i^+ \) (see Figure 1). Now since \( O' \) is connected, \( S_{O'} \) is an animal, so the event \( G_{n,\varepsilon, \delta} \) implies that there exist at least \( \delta |S_{O'}| \) cubes in \( S_{O'} \) which only intersect balls in \( O \) of radius larger than \( \varepsilon \). For each such cube \( S_i \), using the geometric fact mentioned above we have

\[
\text{Vol}(S_i^+ \cap O') \geq c_d \varepsilon^d.
\]

Summing over \( S_i \in S_{O'} \), and since each cube of \( S_{O'} \) contributes to the sum at most \( 3^d \) times, we have

\[
3^d \text{Vol}(O') \geq \delta |S_{O'}| c_d \varepsilon^d.
\]

as required. On the other hand, if \( |S_{O'}| = \infty \) then for any \( n' \in \mathbb{N} \) we can find a subset \( O'' \subset O' \) such that \( O'' \in \mathcal{O} \) and \( S_{O''} \) is an animal with \( |S_{O''}| \geq n' \). Taking \( n' \to \infty \) and using the same argument as before we deduce that

\[
\text{Vol}(O') \geq \text{Vol}(O'') \geq c_d 3^{-d} \varepsilon^d n' \to \infty
\]

as required. \( \square \)
Lemma 3.4. For every \( \lambda_1 > 0 \) there exists a \( \delta_0 > 0 \), such that for any \( \lambda \leq \lambda_1 \) and \( n \in \mathbb{N} \),
\[
\mathbb{P}_\lambda [G_{n,\delta_0,\delta_0}] \geq 1 - e^{-\delta_0 n}.
\]

The proof will make use of a result of Lee on lattice animals. Abusing notation slightly, we will call a subset \( \xi \subset \mathbb{Z}^d \) an animal if it is connected in \( \mathbb{Z}^d \) and contains the origin.

Proposition 3.5 ([22] Theorem 5)). Let \( (Y_v)_{v \in \mathbb{Z}^d} \) be i.i.d non-negative random variables with \( \mathbb{P}[Y_0 = 0] < p_c(d) \), where \( p_c(d) > 0 \) is the critical parameter of Bernoulli site percolation on \( \mathbb{Z}^d \). Then there exist \( \delta_0, c > 0 \) such that, for every \( n \in \mathbb{N} \),
\[
\mathbb{P} \left[ \text{there exists an animal } \xi \subset \mathbb{Z}^d \text{ such that } |\xi| \geq n \text{ and } \sum_{v \in \xi} Y_v \leq \delta_0 n \right] \leq 4 e^{-cn}.
\]

Proof of Lemma 3.4. For \( \lambda \leq \lambda_1 \) and \( i \in \mathbb{Z}^d \), we define the random variable \( Y_i^\varepsilon \) to be the indicator of the event that \( S_i^\varepsilon \) does not intersect \( \{(x, r) \in \eta : r \leq \varepsilon\} \). Now for every \( \lambda > 0, i \in \mathbb{Z}^d \), and \( \varepsilon > 0 \), we have
\[
\mathbb{P}_\lambda [Y_i^\varepsilon = 0] = \mathbb{P} \left[ \text{Pois}(3^d \lambda \mu([0, \varepsilon])) \geq 1 \right] = 1 - e^{-3^d \lambda \mu([0, \varepsilon])},
\]
and so for \( \varepsilon = \varepsilon(\lambda_1) > 0 \) sufficiently small,
\[
(3.6) \quad \mathbb{P}_\lambda [Y_i^\varepsilon = 0] < p_c(d)
\]
for every \( \lambda \leq \lambda_1 \) and \( i \in \mathbb{Z}^d \).

We cannot directly apply Proposition 3.5 to the random variables \( (Y_i^\varepsilon)_{i \in \mathbb{Z}^d} \) since they are not independent. Nevertheless, they are finite-range dependent since \( Y_i^\varepsilon \) and \( Y_j^\varepsilon \) are independent unless \( S_i \) and \( S_j \) have a common neighbour, and so by a classical result of Liggett, Schonmann and Stacey [23, Theorem 0.0], for sufficiently small \( \varepsilon = \varepsilon(\lambda_1) > 0 \) there exists a family \( (Z_i)_{i \in \mathbb{Z}^d} \) of i.i.d. Bernoulli random variables which is stochastically dominated by \( (Y_i^\varepsilon)_{i \in \mathbb{Z}^d} \) for every \( \lambda \leq \lambda_1 \) and also verifies \( \mathbb{P}[Z_i = 0] < p_c(d) \) for every \( i \in \mathbb{Z}^d \).

Applying Proposition 3.5 to \( (Z_i)_{i \in \mathbb{Z}^d} \) yields constants \( \delta_0, c > 0 \), depending only on \( \mu \) and \( \varepsilon \), such that, for every \( \lambda \leq \lambda_1 \) and \( n \in \mathbb{N} \),
\[
\mathbb{P}_\lambda \left[ \text{there exists an animal } S = (S_i) \text{ with } n \leq |S| < \infty \text{ such that } \right.
\]
\[
\left. \text{at most } \delta_0 n \text{ of the cubes in } S \text{ verify } \{Z_i = 1\} \right] \leq 4 e^{-cn}.
\]
By stochastic domination, the same is true for \( Y_i^\varepsilon \) replacing \( Z_i \). Since for \( \varepsilon < 1/2 \) we have
\[
Y_i^\varepsilon = 1 \implies G_\varepsilon(S_i) \text{ holds,}
\]
we deduce that
\[
\mathbb{P}_\lambda \left[ \text{for every animal } S = (S_i) \text{ with } n \leq |S| < \infty \text{ at least } \delta_0 n \text{ of the cubes verify } G_\varepsilon(S_i) \right]
\]
\[
\geq 1 - 4 e^{-cn}.
\]
Since
\[
\bigcap_{m \geq n} \left\{ \text{for every animal } S = (S_i) \text{ with } |S| = m \text{ at least } \delta_0 m \text{ of the cubes verify } G_\varepsilon(S_i) \right\}
\]
is contained in \( G_{n,\varepsilon,\delta_0} \), this implies that, for every \( \lambda \leq \lambda_1 \) and \( n \in \mathbb{N} \),
\[
\mathbb{P}_\lambda [G_{n,\varepsilon,\delta_0}] \geq 1 - 4 \sum_{m \geq n} e^{-cm} = 1 - 4 e^{-cn} \frac{1}{1 - e^{-c}}
\]
and we deduce the result by adjusting constants. \( \square \)

Proof of Proposition 3.4. Let \( \lambda_1 > 0 \) be given and let \( \delta_0 > 0 \) be the constant appearing in Lemma 3.4. Then by combining Lemmas 3.3 and 3.4 the result follows for the constant \( \delta = \min \{c_3 3^{-d} \delta_0^{d+1}, \delta_0 \} \) and the events \( G_n = G_{n,\delta_0,\delta_0} \). \( \square \)
3.2. From the number of intersecting cubes to the Poisson-Boolean volume. The next lemma shows that, up to multiplicative constants, we may neglect the extra dimension of Poisson-Boolean space.

For a point \( x \in \mathbb{R}^d \), we define the cone above \( x \) to be the set defined by
\[
\text{Cone}(x) = \bigcup_{y \geq 0} (B_y + x, y) = \{(x', y) \in \mathbb{R}^d \times \mathbb{R}_+ : \text{dist}(x', x) \leq y\} \subseteq \mathbb{R}^d \times \mathbb{R}_+,
\]
and for \( D \subset \mathbb{R}^d \), define \( \text{Cone}(D) = \bigcup_{x \in D} \text{Cone}(x) \) to be the cone above \( D \) (see Figure 2).

**Lemma 3.6.** There exists a constant \( c_\mu > 0 \) such that, for every finite collection of cubes \( S = (S_{ij})_{j=1,\ldots,k} \),
\[
|S| \leq \text{Vol}(\text{Cone}(\cup_j S_{ij})) \leq c_\mu |S|.
\]

**Proof.** Fix a collection \( S = (S_{ij})_{j=1,\ldots,k} \). For the lower bound,
\[
\text{Vol}(\text{Cone}(\cup_j S_{ij})) \geq \text{Vol}(\cup_j S_{ij} \times (0, \infty)) = |S|,
\]
where we used that \( \mu \) is a probability measure. For the upper bound, we write
\[
\text{Vol}(\text{Cone}(\cup_j S_{ij})) = \text{Vol}(\cup_j \text{Cone}(S_{ij})) \leq \sum_j \text{Vol}(\text{Cone}(S_{ij})) = c_\mu |S|,
\]
where \( c_\mu \) is the Poisson-Boolean volume of the cone above a single cube. Both arguments are illustrated in Figure 3. \( \square \)
4. Proof of the main results

In this section we complete the proof of Theorems 1.2–1.4 which will consist of applying the entropic bounds from Section 2 to well-chosen algorithms.

4.1. The template algorithm. We wish to define algorithms which verify the events (recall that $\mathcal{G}$ is the ghost field introduced in Section 2)

\[ (4.1) \quad \{0 \leftrightarrow \partial B_R\}, \quad \{\text{Vol}(\mathcal{C}) \geq y\} \quad \text{and} \quad \{0 \leftrightarrow \mathcal{G}\}, \]

and it will be convenient to base these on a single template.

Recall that an algorithm is an adapted procedure which sequentially reveals $\eta|_{C_{ij}}$ for a random sequence of hypercubes $(C_{ij})_{j \in \mathbb{N}}$. For such an algorithm, define $\eta_n = \cup_{j \leq n} \eta|_{C_{ij}}$ to be the points that are revealed by the algorithm up to step $n$, and similarly define the revealed portion of the Poisson-Boolean model and the cluster of the origin in this set

\[ \mathcal{O}_n = \bigcup_{(x,r) \in \eta_n} \{x + B_r\} \quad \text{and} \quad \mathcal{C}_n = \{x \in \mathbb{R}^d : 0 \leftrightarrow_{\mathcal{C}_n} x\}. \]

Template algorithm $\mathcal{T}$ for an event $A$.

- Initialise $n = 0$ and the revealed set $\mathcal{R} = \emptyset$, and define the active set $\mathcal{A}$ to be the collection of hypercubes which intersect $\text{Cone}(0)$, the cone above 0.
- Iterate the following:
  - Increment $n \to n + 1$.
  - If $\mathcal{A}$ is empty skip to the end of the iteration (and thus enter an infinite loop).
  - Assuming $\mathcal{A}$ is non-empty, define $C_{in}$ to be the hypercube in $\mathcal{A}$ whose index $i \in \mathbb{Z}^d \times \mathbb{Z}^+$ has smallest sup-norm, breaking ties arbitrarily.
  - Add $C_{in}$ to the revealed set $\mathcal{R}$ and update the active set

\[ \mathcal{A} = \left\{ C_i : C_i \cap \text{Cone}(\mathcal{S}_n) \neq \emptyset \right\} \setminus \mathcal{R}. \]

In words, the active set consists of all unrevealed hypercubes which are in the cone above the cubes that intersect the cluster of the origin in the revealed portion of the model.
- If $\{\mathcal{O}_n \in A\}$ holds, terminate and return value 1.

See Figure 4 below for an illustration of $\mathcal{T}$ for the event $A = \{0 \leftrightarrow \partial B_R\}$.

We also define a magnetic version of $\mathcal{T}$ in the setting where we have a ghost field $\mathcal{G}$ and the event $A$ may depend on $\mathcal{G}$; in this case, $\mathcal{T}$ first reveals $\mathcal{G}$ before proceeding as before, and terminates if $\{(\mathcal{O}_n, \mathcal{G}) \in A\}$.

For the entropic bounds in Section 2 to apply, we need conditions guaranteeing that $\mathcal{T}$ ‘locally determines’ the event $A$. We say that $A$ is increasing if $\{\mathcal{O} \in A\} \subset \{\mathcal{O}' \in A\}$ for any $\mathcal{O} \subset \mathcal{O}'$. We say that $A$ is a local cluster event if it is almost-surely witnessed by $\{x \in D : 0 \leftrightarrow_{\mathcal{C}_n} x\}$ for some (random) compact $D \subset \mathbb{R}^d$ (or witnessed by $\{(x \in D : 0 \leftrightarrow_{\mathcal{C}_n} x\}, \mathcal{G}\)$ in the magnetic case); clearly the events in (4.1) are local cluster events.

**Lemma 4.1.** Suppose $A$ is an increasing local cluster event. Then $\mathcal{T}$ locally determines $A$.

**Proof.** We need to verify the three conditions of the definition of ‘locally determines’. By definition, the hypercube $C_{in}$ that $\mathcal{T}$ reveals at step $n$ is in $\text{Cone}(\mathcal{S}_n) \subset \text{Cone}(\{S_j : \|j\|_{\infty} \leq n\})$. Also, since $C_{in}$ is chosen among the active hypercubes with lowest sup-norm, and the hypercubes above $S_0$ are all initially active, the $(d + 1)$-coordinate of $C_{in}$ is at most $n$. Hence $C_{in} \in \{C_j : \|j\|_{\infty} \leq 2n\}$, and the first condition holds.

Next observe that, due to the integrability [1,2], the cone $\text{Cone}(D)$ above a compact $D \subset \mathbb{R}^d$ has finite Poisson-Boolean volume, and so almost surely $\eta|_{\text{Cone}(D)}$ is finite. Further, define

\[ S' = \{C_i \text{ intersecting } \text{Cone}(\{x \in D : 0 \leftrightarrow_{\mathcal{C}_n} x\}) : C_i \cap \eta \neq \emptyset\}, \]
and let $M$ be the maximal sup-norm of the indices in $S'$. By definition, $T$ reveals at most $(2M + 1)^{d+1}$ hypercubes before revealing all the hypercubes in $S'$ (since if $S'$ is not yet revealed and $T$ is yet to terminate then there is at least one hypercube in $S'$ which is active), and if all the hypercubes in $S'$ are revealed, the whole of $\{x \in D : 0 \not\in D \cap x\}$ is known. Hence, for every compact $D \subset \mathbb{R}^d$, $T$ eventually reveals the set $\{x \in D : 0 \not\in D \cap x\}$ unless it terminates before doing so. We have assumed that $A$ is a local cluster event, thus we consider $D$ to be its witness compact set. The previous argument justifies that if $A$ occurs then it will eventually be witnessed by $O_n$, for $n$ smaller or equal to $(2M + 1)^{d+1}$. At that point $T$ will terminate and return 1. On the other hand, if $A$ does not occur then, since $A$ is increasing, $\{O_n \in A\}$ never holds and $T$ does not terminate by definition. Together these verify the second and third conditions.

4.2. Bounds on the volume of the revealed set. Recall that the entropic bounds in Section 3 are stated in terms of the Poisson-Boolean volume of the revealed set. The next proposition bounds this in terms of the ambient volume:

**Proposition 4.2.** For every $0 < \lambda_0 < \lambda_1$ there exists a $c > 0$ such that, for every $\lambda \in [\lambda_0, \lambda_1]$, $\rho > 0$, and event $A$, the algorithm $T$ satisfies

$$E_{\lambda, \rho}[\widetilde{\text{Vol}}(W_T)] \leq cE_{\lambda}[\text{Vol}(C)],$$

where we recall that $W_T$ is the union of the hypercubes revealed by $T$. Moreover, if $y \geq 1$ and $A = \{\text{Vol}(C) \geq y\}$, then

$$E_{\lambda}[\widetilde{\text{Vol}}(W_T)] \leq c\int_0^y \mathbb{P}_\lambda[\text{Vol}(C) \geq u] du.$$

Finally, for every $0 < \lambda_0 < \lambda_1$ and $\rho_0 > 0$ there exists a $c > 0$ such that, for every $\lambda \in [\lambda_0, \lambda_1]$ and $\rho \in (0, \rho_0)$, if $A = \{0 \leftrightarrow G\}$, then

$$E_{\lambda, \rho}[\widetilde{\text{Vol}}(W_T)] \leq c\rho^{-1}E_{\lambda}[1 - e^{-\rho\text{Vol}(C)}].$$

**Proof.** For the first statement we separate the cases (i) $\widetilde{\text{Vol}}(W_T)$ is infinite with positive probability, and (ii) $\widetilde{\text{Vol}}(W_T)$ is finite almost surely.

In the first case it suffices to show that $\{\widetilde{\text{Vol}}(W_T) = \infty\} \subset \{\text{Vol}(C) = \infty\}$. Recall that $S_C \subset S$ denotes the collection of cubes which intersect $C$, which is necessarily an animal. Since $T$ always reveals, at step $n$, a hypercube in $\text{Cone}(S_n) \subset \text{Cone}(S_C)$, it follows that $W_T \subset \text{Cone}(S_C)$. Hence by using the upper bound in Lemma 3.6 and then Corollary 3.2 for every $\lambda, \rho > 0$, almost surely

$$\{\text{Vol}(W_T) = \infty\} \subset \{\text{Vol}(\text{Cone}(S_C)) = \infty\} \subset \{|S_C| = \infty\} = \{\text{Vol}(C) = \infty\}$$

as required.

We turn to the second case. Fix the constant $\delta > 0$ and the events $(G_n)_{n \geq N}$ guaranteed to exist by Proposition 3.1 (applied to $\lambda_1$), and also the constant $c_\mu > 0$ defined by Lemma 3.6. For $s > 0$ define $n = n_s = \left\lceil s/c_\mu \right\rceil \in \mathbb{N}$. Recalling that $W_T \subset \text{Cone}(S_C)$ and then using the upper bound in Lemma 3.6 and the lower bound in Proposition 3.1 (applied to $C \in \mathcal{D}$), for every $\lambda \leq \lambda_1$ and $s > 0$,

$$\{\text{Vol}(W_T) \geq s\} \cap G_n \subset \{\text{Vol}(\text{Cone}(S_C)) \geq s\} \cap G_n \subset \{|S_C| \geq s/c_\mu\} \cap G_n \subset \{\text{Vol}(C) \geq \delta s/c_\mu\}.$$

Hence we have

$$\mathbb{P}_{\lambda, \rho}[\widetilde{\text{Vol}}(W_T) \geq s] \leq \mathbb{P}_\lambda[\text{Vol}(C) \geq \delta s/c_\mu] + e^{-\delta s/c_\mu}.$$

Integrating over $s \in (0, \infty)$ (recall that we assume $\widetilde{\text{Vol}}(W_T)$ is finite almost surely), we have

$$E_{\lambda, \rho}[\widetilde{\text{Vol}}(W_T)] \leq \frac{c_\mu}{\delta}E_{\lambda}[\text{Vol}(C)] + c_\mu/\delta.$$

Since $\lambda \mapsto E_{\lambda}[\text{Vol}(C)]$ is increasing, and so bounded away from zero over $\lambda \geq \lambda_0$, this implies the first statement by adjusting constants.
For the second statement, recall that $\tau$ denotes the (possibly infinite) stopping time of $T$, and define $\hat{\tau} = \tau - 1_{\tau < \infty}$. The crucial observation is that $\text{Vol}(C_\tau) < y$ since otherwise $T$ would have verified the event $A = \{\text{Vol}(C) > y\}$ prior to step $\hat{\tau}$ and terminated. On the other hand $W_T \subset \text{Cone}(S^+_C)$, where $S^+_C = \bigcup_{s \in S^+_C}$ is the union of $S^+_C$ with its neighbours. Noticing that $|S^+_C| \leq 3^d |S_C|$, redefining $n = n_s = 3^{-d}s/c_\mu$, and using similar reasoning as before (this time applying Proposition 3.1 to $C_\tau$), for every $\lambda \leq \lambda_1$ and $s > 0$,

$$\{\text{Vol}(W_T) \geq s\} \cap G_n \subset \{\text{Vol}(\text{Cone}(S^+_C)) \geq s\} \cap G_n \subset \{|S^+_C| \geq s/c_\mu\} \cap G_n \subset \{|S^+_C| \geq 3^{-d}s/c_\mu\} \cap G_n \subset \{|\text{Vol}(C_\tau) \geq \delta 3^{-d}s/c_\mu\}.$$ 

Since $\text{Vol}(C_\tau) < y$, the latter event is empty if $s \geq c_\mu 3^d y/\delta$. Hence

$$\mathbb{P}_\lambda[\text{Vol}(W_T) \geq s] \leq \left\{ \begin{array}{ll} \mathbb{P}_\lambda[\text{Vol}(C_\tau) \geq \delta 3^{-d}s/c_\mu] + e^{-\delta 3^{-d}s/c_\mu} & \text{if } s \leq c_\mu 3^d y/\delta, \\ e^{-\delta 3^{-d}s/c_\mu} & \text{if } s \geq c_\mu 3^d y/\delta. \end{array} \right.$$ 

Using that $\text{Vol}(C) \geq \text{Vol}(C_\tau)$, and integrating over $s \in (0, \infty)$, gives

$$\mathbb{E}_\lambda[\text{Vol}(W_T)] \leq (c_\mu 3^d/\delta) \int_0^\infty \mathbb{P}_\lambda[\text{Vol}(C) \geq u] du + c_\mu 3^d/\delta,$$

and since $\int_0^\infty \mathbb{P}_\lambda[\text{Vol}(C) \geq u] du$ is bounded away from zero over $\lambda \geq \lambda_0$ and $y \geq 1$, the result follows by adjusting constants.

For the third statement. Defining $\hat{\tau}$ as before, this time the crucial observation is that $|C_\tau \cap G| = 0$ since otherwise the algorithm would have verified the event $A = \{0 \rightarrow G\}$ prior to step $\hat{\tau}$ and terminated. Hence conditioning on $O$ and using the independence of $G$, for any $\lambda, \rho, s > 0$,

$$\mathbb{P}_{\lambda,\rho}[\text{Vol}(C_\tau) \geq s] = \mathbb{E} \left[ 1_{\text{Vol}(C_\tau) \geq s} \mathbb{P}_{\lambda,\rho}[\text{Vol}(C_\tau) \geq s \mid O] \right] \leq e^{-\rho s} \mathbb{P}_\lambda[\text{Vol}(C) \geq s]$$

where we used that $\text{Vol}(C) \geq \text{Vol}(C_\tau)$ in the first step. To justify the second step, recall that $\mathbb{P}_{\lambda,\rho}[\text{Vol}(C_\tau) \geq s \mid O]$ is a measurable function of $O$. And for any fixed configuration $O$ of $O$ such that $C$ has volume larger than $s$, $\mathbb{P}_{\lambda,\rho}[\text{Vol}(C_\tau) \geq s \mid O = O]$ is the probability of there being no point of the ghost field in a deterministic set of volume larger than $s$, thus the value of the function is smaller than $e^{-\rho s}$. Arguing as in the proof of the second statement we deduce that, for every $\lambda \leq \lambda_1$ and $\rho, s > 0$,

$$\mathbb{P}_{\lambda,\rho}[\text{Vol}(W_T) \geq s] \leq \mathbb{P}_{\lambda,\rho}[\text{Vol}(C_\tau) \geq \delta 3^{-d}s/c_\mu] + e^{-\delta 3^{-d}s/c_\mu} \leq e^{-\rho 3^{-d}s/c_\mu} \mathbb{P}_\lambda[\text{Vol}(C) \geq \delta 3^{-d}s/c_\mu] + e^{-\delta 3^{-d}s/c_\mu}.$$ 

Integrating over $s \in (0, \infty)$ we obtain

$$\mathbb{E}_{\lambda,\rho}[\text{Vol}(W_T)] \leq (c_\mu 3^d/\delta) \int_0^\infty e^{-\rho u} \mathbb{P}_\lambda[\text{Vol}(C) \geq u] du + c_\mu 3^d/\delta$$

$$= (c_\mu 3^d/\delta) \rho^{-1} \mathbb{E}_\lambda[1 - e^{-\rho \text{Vol}(C)}] + c_\mu 3^d/\delta,$$

where in the last step we used that, for every $\rho > 0$ and non-negative random variable $X$,

$$\int_0^\infty e^{-\rho u} \mathbb{P}[X \geq u] du = \mathbb{E} \left[ \int_0^\infty e^{-\rho u} 1_{X \geq u} du \right] = \mathbb{E} \left[ \int_0^X e^{-\rho u} du \right] = \rho^{-1} \mathbb{E}\left[ 1 - e^{-\rho X} \right].$$

Finally, since $\rho^{-1} \mathbb{E}_\lambda[1 - e^{-\rho \text{Vol}(C)}]$ is bounded away from zero over $\lambda \geq \lambda_0$ and $\rho \in (0, \rho_0)$, the result follows by adjusting constants.
Some early steps (i.e. the first two points discovered) and the final step of algorithm $T$ in determining the event $\{0 \leftrightarrow \partial B_R\}$ in the case $d = 1$. The red and blue points are points of $\eta$ corresponding to balls which contribute to the cluster $C$. Their projection onto $\mathbb{R}$ is represented in matching colour. The dashed lines represent the boundaries of the successive cones that are active. The algorithm reveals the set of unit hypercubes intersecting these cones one by one starting with those closest to the origin.

4.3. Proof of Theorem 1.2. It is enough to prove the result for $\lambda < \lambda_c$ sufficiently close to $\lambda_c$. We begin with (1.6). Fix $\lambda < \lambda_c$ and consider the algorithm $T$ for the event $A = \{0 \leftrightarrow \partial B_R\}$ (illustrated by Figure 4). By the first statement of Proposition 2.1 (with $\lambda_1 = \lambda$ and $\lambda_2 = 2\lambda_c - \lambda > \lambda_c$),

$$P_{2\lambda_c - \lambda}[0 \leftrightarrow \partial B_R] - P_\lambda[0 \leftrightarrow \partial B_R] \leq (2/\lambda_c)^{1/2}(\lambda_c - \lambda)\sqrt{P_{2\lambda_c - \lambda}[0 \leftrightarrow \partial B_R]\text{Vol}(W_T)].$$

The first statement of Proposition 4.2 gives that $E_\lambda[\text{Vol}(W_T)] \leq c_1E_\lambda[\text{Vol}(C)]$ for a constant $c_1 > 0$, for all $R$ and all $\lambda$ sufficiently close to $\lambda_c$. Thus we have

$$P_{2\lambda_c - \lambda}[0 \leftrightarrow \partial B_R] - P_\lambda[0 \leftrightarrow \partial B_R] \leq (2/\lambda_c)^{1/2}(\lambda_c - \lambda)\sqrt{c_1P_{2\lambda_c - \lambda}[0 \leftrightarrow \partial B_R]\text{Vol}(C)].$$

Taking $R \to \infty$, this gives

$$\theta(2\lambda_c - \lambda) \leq (2/\lambda_c)^{1/2}(\lambda_c - \lambda)\sqrt{c_1\theta(2\lambda_c - \lambda)E_\lambda[\text{Vol}(C)]}$$

and hence

$$E_\lambda[\text{Vol}(C)] \geq c_1^{-1}(\lambda_c/2)(\lambda - \lambda_c)^{-2}\theta(2\lambda_c - \lambda),$$

which is (1.6).

On to (1.7). Fix $\lambda < \lambda_c$, abbreviate $y = (\lambda_c - \lambda)^{-2}$, and consider the algorithm $T$ for the event $A = \{\text{Vol}(C) \geq y\}$. Similarly to as before, by applying Proposition 2.1 (with $\lambda_1 = \lambda$ and $\lambda_2 = \lambda_c$) and then using Proposition 4.2, we deduce that, for a constant $c_2 > 0$ and all $\lambda$ sufficiently close to $\lambda_c$,

$$P_\lambda[\text{Vol}(C) \geq y] - P_\lambda[\text{Vol}(C) \geq y] \leq c_2(\lambda_c - \lambda)\sqrt{P_\lambda[\text{Vol}(C) \geq y]\chi(\lambda)}.$$

Applying Markov’s inequality to $P_\lambda[\text{Vol}(C) \geq y]$, this gives

$$P_\lambda[\text{Vol}(C) \geq (\lambda_c - \lambda)^2\chi(\lambda)] \leq c_2(\lambda_c - \lambda)\sqrt{P_\lambda[\text{Vol}(C) \geq y]\chi(\lambda)}.$$

There are two cases to consider:
1. If \((\lambda_c - \lambda)^2 \chi(\lambda) \geq \frac{1}{2} \mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y]\), then by rearranging we have
\[
\chi(\lambda) \geq \frac{1}{2} (\lambda_c - \lambda)^{-2} \mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y].
\]

2. If \((\lambda_c - \lambda)^2 \chi(\lambda) \leq \frac{1}{2} \mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y]\), then returning to (4.3),
\[
\frac{1}{2} \mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y] \leq c_2 (\lambda_c - \lambda) \sqrt{\mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y]} \chi(\lambda),
\]
so that
\[
\chi(\lambda) \geq \frac{1}{4c_2^2} (\lambda_c - \lambda)^{-2} \mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y].
\]

Inequality (1.7) is thus established with \(c = \min\left(\frac{1}{2}, \frac{1}{4c_2^2}\right)\).

### 4.4. Proof of Theorem 1.3

We begin with the proof of (1.8). First we recall from Corollary 3.2 that \(\theta(\lambda) = \mathbb{P}_\lambda[\text{Vol}(\mathcal{C}) = \infty]\) for every \(\lambda > 0\); hence we may assume \(\theta(\lambda_c) = 0\) because otherwise (1.8) holds trivially. It also suffices to prove the result for \(y\) sufficiently large, by adjusting constants.

For \(y > 0\) define \(\lambda = \lambda(y) > \lambda_c\) such that
\[
\mathbb{P}_\lambda[\text{Vol}(\mathcal{C}) \geq y] = 2 \mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y],
\]
which exists by the continuity of \(\lambda \to \mathbb{P}_\lambda[\text{Vol}(\mathcal{C}) \geq y]\) (see Corollary 3.2). We claim that \(\lambda(y) \to \lambda_c\) as \(y \to \infty\). Indeed if \(\limsup_{y \to \infty} \lambda(y) = \lambda_0 > \lambda_c\), then along a subsequence \(y_k \to \infty\),
\[
2 \mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y_k] = \mathbb{P}_\lambda[\text{Vol}(\mathcal{C}) \geq y_k] \geq \mathbb{P}_{\lambda_0}[\text{Vol}(\mathcal{C}) = \infty] = \theta(\lambda_0) > 0,
\]
whereas we assume that, as \(y \to \infty\),
\[
\mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y] \to \theta(\lambda_c) = 0,
\]
a contradiction. Hence, in particular, there exist \(y_0, c_0, \beta_0 > 0\) such that \(\theta(\lambda) \geq c_0 (\lambda - \lambda_c)^{\beta_0}\) for all \(y \geq y_0\).

Now fix \(y \geq y_0\) and consider the algorithm \(\mathcal{T}\) for the event \(A = \{\text{Vol}(\mathcal{C}) \geq y\}\). Applying the first statement of Proposition 2.1 (with \(\lambda_1 = \lambda_c\) and \(\lambda_2 = \lambda\)) we have
\[
\mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y] = \mathbb{P}_\lambda[\text{Vol}(\mathcal{C}) \geq y] - \mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y]
\leq (2/\lambda)^{1/2}(\lambda - \lambda_c) \sqrt{\mathbb{P}_\lambda[\text{Vol}(\mathcal{C}) \geq y] \mathbb{E}_{\lambda_c}[\text{Vol}(\mathcal{W}_{\lambda_c})]}
\leq 2\lambda_c^{-1/2}(\lambda - \lambda_c) \sqrt{\mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y] \mathbb{E}_{\lambda_c}[\tilde{\text{Vol}}(\mathcal{W}_{\lambda_c})]}
\]
and hence
\[
\mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y] \leq (4/\lambda_c)(\lambda - \lambda_c)^2 \mathbb{E}_{\lambda_c}[\tilde{\text{Vol}}(\mathcal{W}_{\lambda_c})].
\]
Combining with
\[
2 \mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y] = \mathbb{P}_\lambda[\text{Vol}(\mathcal{C}) \geq y] \geq \mathbb{P}_\lambda[\text{Vol}(\mathcal{C}) = \infty] = \theta(\lambda) \geq c_0 (\lambda - \lambda_c)^{\beta_0},
\]
yields
\[
\mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y] \geq \theta(\lambda) \geq c_0 (\lambda - \lambda_c)^{\beta_0},
\]
The result then follows by the second statement of Proposition 4.2.

For (1.9) we fix \(\lambda \leq \lambda_c\) and \(y \geq 1\) and again consider the algorithm \(\mathcal{T}\) for the event \(A = \{\text{Vol}(\mathcal{C}) \geq y\}\). This time applying the second statement of Proposition 2.1 (with \(\lambda_1 = \lambda_c\) and \(\lambda_2 = \lambda\)) and combining with the second statement of Proposition 4.2 there exists a constant \(c = c(\lambda_0) > 0\) such that, for all \(\lambda \in [\lambda_0, \lambda_c]\),
\[
\log \mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y] - \log \mathbb{P}_\lambda[\text{Vol}(\mathcal{C}) \geq y] \leq \frac{\lambda^{-1}(\lambda_c - \lambda)^2 \mathbb{E}_{\lambda_c}[\tilde{\text{Vol}}(\mathcal{W}_{\lambda_c})]}{\mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y]} + 1
\leq \frac{c(\lambda_c - \lambda)^2 \int_0^y \mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq u] du}{\mathbb{P}_{\lambda_c}[\text{Vol}(\mathcal{C}) \geq y]} + 1
\]
as required.

4.5. **Proof of Theorem 1.4** We start with the proof of (1.10), which is similar to the proof of (1.7). By adjusting constants, it is enough to prove the result for \( \lambda < \lambda_c \) sufficiently close to \( \lambda_c \). Recall from [2.1] that the magnetisation can be defined as \( M(\rho) = \mathbb{P}_{\lambda_c,\rho}[0 \leftrightarrow G] \).

Fix \( \lambda < \lambda_c \) and consider the algorithm \( T \) for the event \( A = \{0 \leftrightarrow G\} \). Applying the first statement of Proposition 2.4 (with \( \lambda_1 = \lambda, \lambda_2 = \lambda_c, \) and \( \rho = (\lambda_c - \lambda)^2 \)), and then using the first statement of Proposition 4.2, gives that

\[
M((\lambda_c - \lambda)^2) - \mathbb{P}_{\lambda_c,\lambda_c}(\lambda)^2[0 \leftrightarrow G] \leq \sqrt{2/\lambda_c(\lambda_c - \lambda)} \sqrt{M((\lambda_c - \lambda)^2)\mathbb{E}_\lambda[\text{Vol}(\mathcal{W}_A)]}
\]

\[
\leq c_1(\lambda_c - \lambda)\sqrt{M((\lambda_c - \lambda)^2)\chi(\lambda)}
\]

for some constant \( c_1 > 0 \) and \( \lambda \) sufficiently close to \( \lambda_c \). By Markov’s inequality and using the independence of the ghost field \( G \),

\[
\mathbb{P}_{\lambda_c,\lambda_c}(\lambda)^2[0 \leftrightarrow G] = \mathbb{P}_{\lambda_c,\lambda_c}(\lambda)^2[\mathcal{C} \cap G] \leq \mathbb{E}_{\lambda_c,\lambda_c}(\lambda^2[\mathcal{C} \cap G]) = (\lambda_c - \lambda)^2\mathbb{E}_\lambda[\text{Vol}(\mathcal{C})] = (\lambda_c - \lambda)^2\chi(\lambda).
\]

Combining gives

\[
M((\lambda_c - \lambda)^2) - (\lambda_c - \lambda)^2\chi(\lambda) \leq c_1(\lambda_c - \lambda)\sqrt{M((\lambda_c - \lambda)^2)\chi(\lambda)}
\]

and applying the same disjunction as in the proof of (1.7) (with \( M((\lambda_c - \lambda)^2) \) replacing \( \mathbb{P}_{\lambda}([\text{Vol}(\mathcal{C}) \geq y]) \) ) gives the result.

Next, the proof of (1.11), which is similar to the proof of (1.8). First observe that we may assume \( \lim_{\rho \to 0} M(\rho) = 0 \), since otherwise the result is trivial. Also, by adjusting constants, it is enough to prove the result for sufficiently small \( \rho \). Define \( \lambda(\rho) > \lambda_c \) such that

\[
\mathbb{P}_{\lambda(\rho),\rho}[0 \leftrightarrow G] = 2\mathbb{P}_{\lambda_c,\rho}[0 \leftrightarrow G]
\]

which exists by the continuity of \( \lambda \to \mathbb{P}_{\lambda}([0 \leftrightarrow G]) \) (see Corollary 3.2). We claim that \( \lambda(\rho) \to \lambda_c \) as \( \rho \to 0 \). Indeed if \( \lim_{\rho \to 0} \lambda(\rho) = \lambda_0 > \lambda_c \) then along a subsequence \( \rho_k \to 0 \)

\[
2M(\rho_k) \geq 2\mathbb{P}_{\lambda_c,\rho_k}[0 \leftrightarrow G] = \mathbb{P}_{\lambda(\rho_k),\rho_k}[0 \leftrightarrow G].
\]

Recall from Corollary 3.2 that \( \theta(\lambda) = \mathbb{P}_\lambda([\text{Vol}(\mathcal{C}) = \infty]) \), which by the independence of the ghost field \( G \) implies that

\[
\mathbb{P}_{\lambda,\rho}[0 \leftrightarrow G] \geq \theta(\lambda)
\]

for all \( \lambda, \rho > 0 \). Hence (4.4) violates our assumption that \( M(\rho) \to 0 \). In particular, there exist \( \rho_0, c_0, \beta_0 > 0 \) such that \( \mathbb{P}_{\lambda(\rho),\rho}[0 \leftrightarrow G] \geq \theta(\lambda(\rho)) \geq c_0(\lambda(\rho) - \lambda_c)^{\beta_0} \) for all \( \rho \in (0, \rho_0) \).

Now fix \( \rho \in (0, \rho_0) \) and consider the algorithm \( T \) for the event \( A = \{0 \leftrightarrow G\} \). As in the proof of (1.8), applying the first statement of Proposition 2.4 (in its entropic form in Proposition 2.4) with \( \lambda_1 = \lambda_c \) and \( \lambda_2 = \lambda(\rho) \) we have

\[
\mathbb{P}_{\lambda_c,\rho}[0 \leftrightarrow G] = \mathbb{P}_{\lambda(\rho),\rho}[0 \leftrightarrow G] - \mathbb{P}_{\lambda_c,\rho}[0 \leftrightarrow G]
\]

\[
\leq (2/\lambda(\rho))^{1/2}(\lambda(\rho) - \lambda_c)\sqrt{\mathbb{P}_{\lambda(\rho),\rho}[0 \leftrightarrow G]\mathbb{E}_{\lambda_c,\rho}[\text{Vol}(\mathcal{W}_A)]}
\]

\[
\leq 2\lambda_c^{-1/2}(\lambda(\rho) - \lambda_c)\sqrt{\mathbb{P}_{\lambda_c,\rho}[0 \leftrightarrow G]\mathbb{E}_{\lambda_c,\rho}[\text{Vol}(\mathcal{W}_A)]}
\]

and hence

\[
\mathbb{P}_{\lambda_c,\rho}[0 \leftrightarrow G] \leq (4/\lambda_c)(\lambda(\rho) - \lambda_c)^2\mathbb{E}_{\lambda_c,\rho}[\text{Vol}(\mathcal{W}_A)]
\]

Combining with

\[
2\mathbb{P}_{\lambda_c,\rho}[0 \leftrightarrow G] = \mathbb{P}_{\lambda(\rho),\rho}[0 \leftrightarrow G] \geq \theta(\lambda(\rho)) \geq c_0(\lambda(\rho) - \lambda_c)^{\beta_0}
\]

yields

\[
\mathbb{P}_{\lambda_c,\rho}[0 \leftrightarrow G]^{2/\beta_0 - 1}\mathbb{E}_{\lambda_c}[\text{Vol}(\mathcal{W}_A)] \geq (\lambda_c/4)(2/c_0)^{2/\beta_0}.
\]
Applying the third statement of Proposition 4.2, we deduce the existence of a constant \( c_2 > 0 \) such that, for all \( \rho \) sufficiently small,
\[
P_{\lambda, \rho}(0 \leftrightarrow \mathcal{G})^{2/\beta_0 - 1} \rho^{-1} E_{\lambda, \rho}\left[ 1 - e^{-\rho \text{Vol}(C)} \right] \geq c_2.
\]
Recalling from (2.1) that
\[
M(\rho) = E_{\lambda, \rho}\left[ 1 - e^{-\rho \text{Vol}(C)} \right] = P_{\lambda, \rho}(0 \leftrightarrow \mathcal{G})
\]
we conclude that
\[
M(\rho)^{2/\beta_0 - 1} \geq c_2
\]
as required.
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