How quantization of gravity leads to a discrete space-time
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Abstract. The idea that the Planck length is the smallest unit of length, and the Planck time the smallest unit of time, is natural, and has been suggested many times. One can, however, also derive this more rigorously, using nothing more than the fact that black holes emit particles, according to Hawking’s theory, and that these particles interact gravitationally. It is then observed that the particles, going in and out, form quantum states bouncing against the horizon. The dynamics of these microstates can be described in a partial wave expansion, but Hawking’s expression for the entropy then requires a cut-off in the transverse momentum, in the form of a Brillouin zone, and this implies that these particles live on a lattice.

1. Introduction
During the second half of the 20th century, a quite detailed understanding was acquired of how to reconcile Einstein’s theory of special relativity with quantum mechanics. Starting with various types of fields that obey Lorentz covariant field equations, one identifies the Poisson brackets and the Hamiltonian for such field systems, after which one can apply standard procedures to turn a classical system into a quantum system, where the Poisson brackets are replaced by commutators. The energy quanta of these fields then represent the elementary particles, which automatically obey Lorentz invariance if the fields do. Since many of the equations of this theory contain the speed of light $c$ and Planck’s constant $\hbar$, units are usually chosen in such a way that $c = \hbar = 1$, so that only one dimensionful unit remains: a unit of energy ($eV$), which now corresponds to a frequency or an inverse length scale.

This theory, which successfully unites special relativity with quantum mechanics, is called quantum field theory (QFT). Second quantization is an essential ingredient of the theory. Here, we shall argue that this will no longer be the case when general relativity is used as a starting point.

One first notices that there is one more dimensionful constant, Newton’s constant for gravity, $G$, so that, when that is normalized to one, natural units for mass, length and time emerge. Since

$$c = 2.99792458 \times 10^{-8} \text{ m/sec},$$
$$\frac{\hbar}{2\pi} = \hbar = 1.0546 \times 10^{-34} \text{ kg m}^2 \text{ sec}^{-1},$$
\[ G = 6.674 \times 10^{-11} \text{ m}^3 \text{ kg}^{-1} \text{ sec}^{-2} , \] (1.1)

these natural units are

\[ M_{\text{Planck}} = \sqrt{\frac{\hbar c}{G}} = 21.76 \mu \text{g} , \]
\[ E_{\text{Planck}} = M_{\text{Planck}} c^2 = 1.221 \times 10^{28} \text{ eV} , \]
\[ L_{\text{Planck}} = \sqrt{\frac{\hbar G}{c^3}} = 1.616 \times 10^{-33} \text{ cm} , \]
\[ T_{\text{Planck}} = L_{\text{Planck}}/c = 5.391 \times 10^{-44} \text{ sec} . \] (1.2)

However, a properly unified theory combining quantum mechanics with general relativity is notoriously difficult to formulate. Although superstring theory [1] is often acclaimed to be “the prime candidate” for being such a theory, it appears to leave quite a few gaps and mysteries. It is widely suspected that more theoretical understanding will be needed. Ideally, a future all-embracing theory should be simple and straightforward, but we are still very much in the dark as for the fundamental axioms on which such a theory should be based.

Realising that the Planck length is some 19 orders of magnitude smaller than the length scale of the Standard Model of the sub-atomic particles, one may have reasons to doubt whether the ultimate theory should be based on the same principles at all. For one, we have quantum mechanics. Will the rather mysterious logic on which Standard Model quantum mechanics is based, also apply to this completely different domain of physics?

2. Hidden variables

The idea that quantum mechanics might find its roots in a classical theory – the “hidden variable theory”, is old and well-known. It is also well-known that there are very powerful arguments against such an idea. It appears to be impossible to account for the fact that quantum mechanics violates the Bell inequalities [2], unless one makes two assumptions: the assumption of superdeterminism and that of conspiracy.

Superdeterminism [3] is here taken to mean that observers cannot decide out of ‘free will’ which property of a system they should measure. If there is a choice between two observable quantities that do no commute with one another, the decision which of the two (or more) should be determined, must be rooted in the distant past. By itself, such an assumption is obviously not crazy; of course, in a deterministic theory, everything we do is rooted in phenomena that happened in the distant past. A way to phrase this in physical terms is that there could be delicate correlations between the settings chosen by distantly separated observers, and the polarisations of the quantum-entangled particles that they might be observing. Several researchers pointed this out as being a ‘loophole’ around Bell’s no-go theorem [4]. However, this loophole is often dismissed as being physically untenable.[5]

This is because there is a more disturbing aspect in this loophole, which is that we should also assume some form of ‘conspiracy’, which is that, somehow, the entangled particles that the two observers, Alice and Bob, decide to study, behave in a way that depends, in advance, on how Alice and Bob will choose their settings. The photons are correlated to these settings. How can such a thing ever happen? Any theory based on classical, that is, non-quantum mechanical probability distributions, must answer this question. The issue is often rejected rather emotionally: *Alice and Bob have free will, why should they choose settings that are correlated with the particles yet to be observed?*
The author’s position in this dispute, which is admitted to be a minority’s view, is extensively reviewed in Ref. [6]. Here, we give a very brief summary of the ‘Cellular Automaton Interpretation of Quantum Mechanics’ (CAI). First, the conspiracy objection should be rephrased in such a way that the emotional overtones are replaced by a purely mathematical definition of free will. Secondly, a physical mechanism is suggested that can accommodate for the kind of correlations needed. Correlations occur everywhere in physics, so what we need is a credible scenario explaining where the ‘conspiracy’ can come from. The basic idea worked out in [6], is that there exists a simple, physical conservation law that indeed applies to the ways Alice and Bob decide to choose their settings, simply because this conservation law affects the entire world, even if, under normal circumstances, it is hardly noticeable.

It was found, in addition, that the assumption of a classical hidden variable scenario can not only explain the quantum mechanical nature of today’s experiences with the physical laws, it also takes away several of the mysteries quantum mechanics appears to confront us with:

- The CAI theory provides a very natural description and explanation of what is called the "collapse of the wave function", whenever a measurement or observation is done. This collapse does not require any modification in Schrödinger’s equation.
- It gives a natural explanation of Max Born’s probability interpretation of the absolute squares of the wave function coefficients, $|\langle \vec{x} | \psi \rangle|^2$, where $\vec{x}$ is a quantity, or set of quantities, that is observed or measured.
- The theory ensures the exact validity of quantum mechanical mathematical calculations over the full range between sub-microscopic and classical scales.

The conservation law associated with superdeterminism emerges when we make our distinction between quantum states that are ontological, or “ontic”, and states that we use as “templates”. Ontic states are states that describe things “really going on”, called ‘beables’. Whenever we consider superpositions of different ontic states, we have no ontic state anymore but a template. Today’s quantum physics is all about templates. The novelty that is absolutely essential for our understanding is that ontic states continue to evolve into ontic states. So, the ‘ontology’ of a wave function is absolutely conserved in time. Alice and Bob can never replace the state of their detectors by templates; this would violate the ontology conservation law.

Having made all these statements, we admit that the only proof that these ideas are correct could come from models that reproduce non-trivial quantum systems from classical underlying physics, but this turns out to be extremely difficult. What needs to be understood better is not only how nature could behave as an information processing machine, but also how these principles can be implemented.

An important observation is that to reproduce today’s quantum mechanics in a deterministic theory, one has to reproduce quantum field theory. QFT is based on second quantization. Second quantization works very well in practice, but only when we perform perturbation expansions for small couplings. The apparent contradictions between quantum mechanics and locality may be due to the fact that these expansions are formally non convergent, even though they work very well in practice [6].

3. Lorentz invariance

There are some very tough obstacles. One is that there is strong evidence that the number of distinct ontic states building up the fabric of space, time and matter, within a given volume, is finite, and involves the Planck scale. In modelling this, one has to realise that we do wish to maintain local Lorentz invariance: whenever there is a domain with a vacuum in it – to some
reasonable approximation\(^1\) – the Lorentz group should relate particles entering that domain, to particles entering at a different velocity, by means of local Lorentz transformations, see Fig. 1.

Many schemes of space-time lattice structures have been considered \([7][8][9]\), but this demand, the existence of a local, Lorentz invariant vacuum, did not often receive the attention that it would deserve. There is a proposal that is formally correct: F. Dowker e.a. \([10]\) observed that the only distribution of points in space-time that is Lorentz invariant is the random distribution (obtained by some random sprinkling procedure). One could add that these points are still allowed to have non-trivial correlations in their distributions, as long as these correlations are Lorentz invariant.

Consider some sprinkling of points \(x_1, \ldots, x_n\). Define the space-time distribution function \(\phi(x)\), a probability variable \(\varrho\), and a 2 point distribution \(F(x - y)\) as

\[
\phi(x) = \sum_n \delta^4(x - x_n), \quad \langle \phi(x) \rangle = \varrho > 0, \\
\langle \phi(x) \phi(y) \rangle = F(x - y) = F((x - y)^2) > 0 ; \quad (3.1)
\]

If \(F(x - y) - \varrho^2 \neq 0\) then we have non-trivial correlations.

A proposal not yet fully explored is that the physical features in our world could all be reduced to aspects of these correlation functions. In any case, it will be very difficult to produce and understand the laws of physics that reproduce a quantum field theory resembling that of the Standard Model along such lines.

As stated before, discretized theories for quantum gravity should incorporate the condition mentioned above that the dominant distribution of lattice points should reproduce the metric of the vacuum state, allowing for local Lorentz transformations.

The easiest thing to introduce will then be the dilaton field, for which the density field \(\varrho(x)\) in Eq. (3.1) is the obvious candidate:

\[
g_{\mu\nu}(x) \equiv g(x)^{1/4} \hat{g}_{\mu\nu}(x), \quad g = \det(g_{\mu\nu}) = \varrho^8(x) . \quad (3.2)
\]

An interesting feature of such a scheme would be that, by construction, there is no structure at all at distance scales tinier than one unit of volume in terms of the metric \(g_{\mu\nu}\).

4. Conformal gravity

There are various reasons to suspect that, at distance scales comparable to the Planck scale, conformal invariance may be an important symmetry. Usually, conformal symmetry is thought of

\(^1\) Remember: the exact vacuum state is not locally, but only globally defined.
Figure 2. space-time near a black hole. matter falling in causes the pattern of Hawking particles to shift over a distance that varies over the angular coordinates $\theta$ and $\varphi$.

as an approximate, accidental symmetry that could be used as a simplifying approximation, while it is broken by various types of anomalies, particularly when we try to quantize a theory [11]. However, the dilaton could also be a much more elementary ingredient of a theory, if local conformal symmetry is merely \emph{spontaneously} broken [12][13]. One might argue that the dilaton field, which could be introduced as a common factor for all components of the metric field $g_{\mu\nu}(x)$, settles for a non-vanishing expectation value in the vacuum. In this case, it could be the only field that defines the absolute length and time scales for the vacuum. By introducing such principles in a theory, it may be a lot easier to understand the huge scale differences in nature, while the Planck scale might emerge as the final distance scale.

For the quantization of gravity, it is crucial to understand the role of (real as well as virtual) black holes. The region in the immediate vicinity of the horizon, is characterised by the fact that time translations are substituted by Lorentz transformations. This means that observables near the horizon are undergoing unlimited processes of Lorentz contraction.

Light rays are essential for defining the exact location of a black hole horizon: it is the boundary that separates regions from which escape to the outside universe by light rays is still possible, from the domain where all light rays are trapped. We shall now show how to use light rays to describe the back reaction of Hawking particles upon the presence of matter entering the black hole.

The \emph{density matrix}, that is, the probability distribution, of Hawking particles basically only depends on mass, charge and angular momentum of the black hole, but the \emph{actual} configuration of the out-going particles characterises the microstate of the black hole, of which we have a large number ($\approx e^{4\pi M^2}$ in natural units) of distinct elements\footnote{The number $4\pi M^2$, corresponding to the black hole entropy, also represents the total number of Hawking particles emitted by a black hole in its life time [14].}. Whenever a particle enters the hole from outside, transitions to different microstates take place. This happens because a particle entering a black hole interacts with what comes out. The most disruptive interaction is the gravitational one, in spite of its apparent weakness. We calculate this as follows.
The gravity field surrounding a particle causes a very slight Shapiro effect: a passing light beam is slowed down and dragged towards the particle [15]. For a particle at rest, this effect is very small, but when the particle is Lorentz boosted, its gravity field increases in strength. At the black hole horizon, this Lorentz boost enhances its energy exponentially in time.

Let \( p^\mu_{in}(\Omega) \) be the momentum distribution of the in-going particles at the spot \( \Omega = (\theta, \varphi) \) on the horizon, and \( \delta x^\mu_{out}(\Omega) \) the Shapiro displacement for the Hawking particles going out. An elementary calculation shows that

\[
\delta x^\mu_{out}(\Omega) = 8\pi G \int d^2\Omega' f(\Omega, \Omega') p^\mu_{in}(\Omega'),
\]

where \( f(\Omega, \Omega') \) is a Green function, defined by \( \Delta_S f(\Omega, \Omega') = -\delta^2(\Omega, \Omega') \), and here, the angular operator \( \Delta_S \) is defined by

\[
\Delta_S = \Delta_\Omega - 1 = -\ell(\ell + 1) - 1.
\]

Often, we ignore the \(-1\). It was further assumed that the momentum \( p^\mu_{in} \) is dominated by the radial component \( p^-_{in} \), so that, also, its derivatives w.r.t. \( \theta \) and \( \varphi \) are small.

Thus, whatever the positions \( x^\mu_{out}(\Omega) \) of the Hawking particles in the original microstate were, they are now replaced by the displaced positions, and since the particles emerge with a trajectory that separates itself from the horizon exponentially in Schwarzschild time, the significance of this displacement also increases exponentially in time. This is how information regarding in-going particles is imprinted in the out-going ones. In Ref [17], a formal expression for the ensuing unitary evolution matrix is derived, to be summarised in the next section. One important feature is seen to emerge: the effect is purely geometrical. Only the momentum distribution \( p^\mu_{in}(\Omega) \) (mainly the minus component) enters. Consequently, unitarity of this evolution (scattering) matrix implies that these in-going particles are to be entirely characterised by their momenta.

We do use approximations, however. Other long-range forces may affect this result, in particular electro-magnetism. Thus, besides the momentum distribution, also the electric charge distribution (and eventually also other local gauge charges) are allowed for the characterisation of the in-going particles. In turn, also the out-going particles are characterised geometrically, by their positions \( x^\mu_{out}(\Omega) \), and their electro-magnetic charge distributions.

5. Formal expression of the black hole scattering matrix

The following sections of this contribution had been sent to the Archive earlier [16]. The question is now, how to deduce the black hole microstates from this evolution matrix. Let us simplify the situation a bit by replacing the Schwarzschild black hole metric by Rindler space. This implies that the angular coordinates \( \Omega = (\theta, \varphi) \) are replaced by two transverse, flat coordinates \( \tilde{x} = (x, y) \), and the angular Laplacian operator \( \Delta_S \) by \( \tilde{\Delta} = \delta^2 \). The Green function \( f(\Omega, \Omega') \) becomes

\[
f(\tilde{x}, \tilde{x}') = -\frac{1}{2\pi} \log(|\tilde{x} - \tilde{x}'|).
\]

Reserving the symbol \( z^- \) for the radial component of the positions, we write the displacement (4.1) due to the Shapiro shift as

\[
\delta z^-_{out}(\tilde{x}) = -4G \delta p^-(\tilde{x}') \log(|\tilde{x} - \tilde{x}'|/C).
\]

The constant \( C \) will soon drop out. Assume now that a black hole produced by one given initial state \( |\text{in}_0\rangle \), upon its final explosion leads to a given final state \( |\text{out}_0\rangle \). We then
calculate the final state when a slight modification\textsuperscript{3} is brought about to the state $|\text{in}\rangle$. Let the modification consist of adding one light particle with momentum $\delta p^-$ entering the Rindler horizon at the transverse position $\tilde{x}$. All particles at the transverse position $\tilde{x}'$ in the final state $|\text{out}\rangle$ are then dragged along such that their out-coordinate $z^-$ is modified by an amount given by Eq. (5.2).

We write this modification as a property of the black hole scattering matrix:

$$S |\text{in}_0\rangle = |\text{out}_0\rangle \rightarrow S |\text{in}_0 + \delta p^-(\tilde{x})\rangle = e^{-i\int d\tilde{x}\, p^-_{\text{out}}(\tilde{x}) \delta z^-} |\text{out}_0\rangle ,$$

(5.3)

where we used the displacement operator $e^{-i p^+_{\text{out}}(\tilde{x}')}$ to describe a displacement of the out-going particles at the transverse position $\tilde{x}'$.

The modification (5.3) can be repeated as many times as we wish, either by adding, or by removing amounts of momenta $\delta p^-(\tilde{x})$ at positions $\tilde{x}$, and this means that now we can reach any other initial state $|\text{in}\rangle$, when described by the distribution of the total momentum going in. $p^-_{\text{out}}(\tilde{x})$ (as compared to the original initial state $|\text{in}_0\rangle$), to find the new final state $|\text{out}\rangle$ as a displacement of the original finite state $|\text{out}_0\rangle$:

$$\langle \text{out}|S|\text{in}\rangle = \langle \text{out}_0|S|\text{in}_0\rangle e^{4iG \int d\tilde{x}' \log(|\tilde{x}' - \tilde{x}|/C) p^-_{\text{out}}(\tilde{x}') p^+_{\text{in}}(\tilde{x})} .$$

(5.4)

Note that, here, the operators $p^-_{\text{in}}(\tilde{x})$ and $p^+_{\text{out}}(\tilde{x}')$ both describe the total momenta of all in- and out going particles as distributions on the Rindler horizon. The important step to be taken now is to postulate that the entire Hilbert space of the in-particles is spanned by the function $p^-_{\text{in}}(\tilde{x})$, and the black hole scattering matrix maps that Hilbert space onto the space of all particles going out, spanned by the function $p^+_{\text{out}}(\tilde{x}')$. We arrive at the unitary scattering matrix $S$:

$$\langle p^+_{\text{out}}|S|p^-_{\text{in}}\rangle = \mathcal{N} e^{4iG \int d\tilde{x}' \log(|\tilde{x}' - \tilde{x}|/C) p^-_{\text{out}}(\tilde{x}') p^+_{\text{in}}(\tilde{x})} .$$

(5.5)

This procedure leads to one common factor $\mathcal{N}$, which now can be fixed (apart from an insignificant overall phase) by demanding unitarity.

Since we only take their gravitational interactions into account in describing the back reaction, particles can only be distinguished by their mass distributions. If other interactions are added, such as electro-magnetism, we will also be able to differentiate particles further, for instance by their electric charges. Therefore, Eq. (5.5) must be regarded as an approximation. Concerns were expressed in Ref. [19] that some particles are also bent sideways so that these fall back into the horizon. In principle, this does not affect our analysis, since these particles do not occur in the final state at all, so that they are excluded in our picture. In any case this happens only at small transverse distance scales. We do expect that the transverse components of the gravitational force will invalidate our calculations at very high values of the transverse momenta.

6. Algebra

From Eq. (5.3) and the expression (5.5) for the scattering matrix, we can now deduce the relations and commutation rules between the operators $p^-_{\text{in}}(\tilde{x})$, $p^+_{\text{out}}(\tilde{x})$, $z^-_{\text{in}}(\tilde{x})$ and $z^+_{\text{out}}(\tilde{x})$, where the latter can be regarded as the coordinates of in- and out-going particles relative to the Rindler horizon:

$$z^-_{\text{out}}(\tilde{x}) = -4G \int d\tilde{x}' p^-_{\text{in}}(\tilde{x}') \log(|\tilde{x} - \tilde{x}'|/C) ,$$

(6.1)

\textsuperscript{3} I registered a complaint that this absolutely crucial step was not sufficiently emphasised in previous papers.
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\[ \text{Note that the waves (7.1) on Rindler space should not be interpreted as particles; they each} \]

The operators \( z^\pm (\tilde{x}) \) and \( p^\pm (\tilde{x}) \) form a linear set. Let us therefore consider plane waves in transverse space:

\[ p^\pm (\tilde{x}) = \frac{1}{2\pi} \int d^2 \tilde{k} \tilde{p}^\pm (\tilde{k}) e^{i\tilde{k} \cdot \tilde{x}} , \quad z^\pm (\tilde{x}) = \frac{1}{2\pi} \int d^2 \tilde{k} \tilde{z}^\pm (\tilde{k}) e^{i\tilde{k} \cdot \tilde{x}} , \]  

(7.1)

to find that the \( \tilde{k} \)-waves indeed decouple:

\[ \tilde{k}^2 \tilde{z}_\text{out} (\tilde{k}) = 8\pi G \tilde{p}_\text{in} (\tilde{k}) , \quad \tilde{k}^2 \tilde{z}_\text{in} (\tilde{k}) = -8\pi G \tilde{p}_\text{out} (\tilde{k}) , \]  

(7.2)

\[ [z_\text{out} (\tilde{k}), p_\text{out} (\tilde{k}')] = [z_\text{in} (\tilde{k}), p_\text{in} (\tilde{k}')] = i\delta^2 (\tilde{k} - \tilde{k}') , \]  

(7.3)

etc. Eqs. (7.2) can be seen as boundary conditions on the horizon; the waves moving in are transformed into waves going out.

Note that the waves (7.1) on Rindler space should not be interpreted as particles; they each may consist of many particles, and we should only consider their real parts as physical objects. A single physical particle is typically represented by a Dirac delta distribution, see Eq. (5.2), where we have \( p_\text{in} (\tilde{x}') = \delta p \cdot \delta^2 (\tilde{x}' - \tilde{x}) \). Thus, at this stage of our presentation, the momenta \( p^\pm \) are to be interpreted quite differently from the transverse wave number variables \( \tilde{k} \) on Rindler space. The waves \( \tilde{z}^\pm (\tilde{k}) \) should be split into sines and cosines, which each describe a wavy displacement operator on the horizon.

The above boundary equations are not very intuitive. This is because the time evolution of the free waves are in the form of scaling equations. In terms of the Rindler time coordinate \( \tau \) we have: \( p_\text{in} (\tau) = e^\tau p_\text{in} (0) \), \( p_\text{out} (\tau) = e^{-\tau} p_\text{out} (0) \), etc. Also, \( p^\pm \) and \( z^\pm \) are operators, not amplitudes.

What happens becomes more transparent if we replace the Rindler space coordinates \( z \) and the momenta \( p \) by tortoise (Eddington-Finkelstein) coordinates \( \varrho \) and \( \omega \). Then, however, we
must take into account that both the $z$ and the $p$ coordinates may be positive or negative. Therefore, we also introduce signs $\alpha = \pm 1$ and $\beta = \pm 1$:

$$z_{\text{in}}^+ \equiv \alpha e^\theta, \quad p_{\text{in}}^- \equiv \beta e^{\omega}. \quad (7.4)$$

How are the operators $\beta$ and $\omega$ related to $\alpha$ and $\theta$? This should be easy. The transformations (7.4) imply for the wave functions,

$$\psi(\alpha e^\theta) = e^{-\frac{1}{2} \theta} \varphi(\alpha, \vartheta), \quad (7.5)$$

where $\psi$ is the amplitude in the variable $z_{\text{in}}^+(k)$ for some fixed $\tilde{k}$, while $\varphi$ is a wave function in the new tortoise coordinate $\vartheta$; and $\psi$ is normalized in the $z$ variable while $\varphi$ is normalized in the $\vartheta$ variable, which required the factor $e^{-\theta/2}$. Similarly, we write in momentum space,

$$\hat{\psi}(\beta e^{\omega}) = e^{-\frac{1}{2} \omega} \check{\varphi}(\beta, \omega) \quad (7.6)$$

(Note, that the caret ($) is now used for Fourier transformation in $z^+$ space, as the caret in Eqs. (7.2) and (7.3) is no longer needed; from now on we look at just one value for the transverse wave number $\tilde{k}$).

Now, the relation between the wave function $\psi$ and its Fourier transform $\hat{\psi}$ is

$$\varphi(\alpha, \vartheta) = \frac{1}{\sqrt{2 \pi}} e^{\frac{1}{2} \vartheta} \int_{-\infty}^{\infty} dp_{\text{in}}^- e^{ip_{\text{in}}^- z_{\text{in}}^+} \hat{\psi}(p_{\text{in}}^-) =$$

$$\frac{1}{\sqrt{2 \pi}} \sum_{\beta=\pm} \int_{-\infty}^{\infty} e^{\frac{1}{2} (\vartheta + \omega)} d\omega e^{i\beta \vartheta} e^{i\beta e^{\vartheta} + \omega} \check{\varphi}(\beta, \omega) =$$

$$\frac{1}{\sqrt{2 \pi}} \sum_{\beta=\pm} \int_{-\infty}^{\infty} du A(\alpha \beta, u) \check{\varphi}(\beta, u - \vartheta) ; \quad A(\sigma, u) = e^{\frac{1}{2} u} + i e^{\vartheta} \quad (7.7)$$

We see the emergence of a matrix $A(\alpha, \beta) = (A^{(+)}(+) A^{(-)}(-))$, which is easy to diagonalise; simply write for $\varphi$,

$$\varphi(+, \omega) + \varphi(-, \omega) = \varphi_1(\omega), \quad \varphi(+, \omega) - \varphi(-, \omega) = \varphi_2(\omega), \quad (7.8)$$

and similarly for $\check{\varphi}(\beta, \omega)$ and $A(\sigma, u)$, to find the diagonalised expressions

$$\varphi_i(\vartheta) = \int_{-\infty}^{\infty} du A_i(u) \check{\varphi}_i(u - \vartheta) \quad (i = 1, 2), \quad (7.9)$$

$$A_1(u) = \sqrt{\frac{2}{\pi}} e^{\frac{1}{2} u} \cos(e^u), \quad A_2(u) = i \sqrt{\frac{2}{\pi}} e^{\frac{1}{2} u} \sin(e^u). \quad (7.10)$$

Similarly,

$$\check{\varphi}_i(\omega) = \int_{-\infty}^{\infty} du A_{i}^*(u) \varphi_i(u - \omega). \quad (7.11)$$

We can write the boundary conditions (7.2) as

$$z_{\text{out}}^- = \lambda p_{\text{in}}^-, \quad p_{\text{out}}^+ = -\frac{1}{\lambda} z_{\text{in}}^+ \quad (7.12)$$
where we take for granted that we are dealing with the Fourier coefficient with Rindler wave vector \( \hat{k} \), and define \( \lambda = 8\pi G/\hat{k}^2 \). And now consider \( p^- \) as the Fourier variable to \( z^+ \). Applying Eqs. (7.9) and (7.11) then gives

\[
\varphi_i^{\text{out}}(\varrho) = \int_{-\infty}^{\infty} du \, A_i^*(u) \varphi_i^{\text{in}}(u + \log \lambda - \varrho) .
\]  
(7.13)

In the tortoise coordinates \( \varrho \) and \( \omega \), we see that the waves move in and out with velocity one. This means that an in-going wave \( \Psi_i^{\text{in}} \) and an out-going wave \( \Psi_i^{\text{out}} \) can be written in terms of plane waves as

\[
\Psi_i^{\text{in}}(\varrho, \tau) = \int d\kappa \tilde{\Psi}_i^{\text{in}}(\kappa) e^{i\kappa(-\varrho - \tau)} ,
\]
(7.14)

\[
\Psi_i^{\text{out}}(\varrho, \tau) = \int d\kappa \tilde{\Psi}_i^{\text{out}}(\kappa) e^{i\kappa(\varrho - \tau)} ,
\]
(7.15)

where \( \tau \) is the Rindler time variable, \( \kappa \) the Fourier parameter in the tortoise coordinates, and \( \tilde{\Psi} \) now denotes the Fourier coefficient in the tortoise coordinates (we use the tilde (\( \tilde{\cdot} \)) rather than the caret because, again, this is a different Fourier transformation than the one in Eqs. (7.6)—(7.11)).

This then yields the final part of our diagonalization process, since these plane waves also diagonalise Eq. (7.13):

\[
\tilde{\Psi}_i^{\text{out}}(\kappa) = \tilde{A}_i^{*}(\kappa)e^{-i\kappa \log \lambda} \tilde{\Psi}_i^{\text{in}}(\kappa) .
\]
(7.16)

The coefficients \( \tilde{A}_i(\kappa) \) are the Fourier coefficients of \( A_i(u) \) and can be given in closed form. By contour integration, one derives:

\[
\tilde{A}_1(\kappa) = \frac{1}{\sqrt{\pi}} \Gamma\left(\frac{1}{2} + i\kappa\right) \left(\cosh\frac{\pi\kappa}{2} + i \sinh\frac{\pi\kappa}{2}\right) ,
\]
(7.17)

\[
\tilde{A}_2(\kappa) = \frac{1}{\sqrt{\pi}} \Gamma\left(\frac{1}{2} + i\kappa\right) \left(\sinh\frac{\pi\kappa}{2} + i \cosh\frac{\pi\kappa}{2}\right) .
\]
(7.18)

These coefficients have norm one. This is verified using

\[
\cosh^2(x) + \sinh^2(x) = \cosh(2x) \quad \text{and} \quad \Gamma\left(\frac{1}{2} + i\kappa\right)\Gamma\left(\frac{1}{2} - i\kappa\right) = \frac{\pi}{\cosh\pi\kappa} .
\]
(7.19)

This completes our diagonalization process. We see that Eqs. (7.13) and (7.16) can be seen as a real bounce against the horizon. The information is passed on from the in-going to the out-going particles. We do emphasise that in- and out-going particles were not assumed to affect the metric of the horizon, which is fine as long as they do not pass by one another at distances comparable to the Planck length or shorter; in that case, the gravitational effect of the transverse momenta must be taken into account. For the rest, no other assumptions have been made than that the longitudinal components of the gravitational fields of in- and out-going particles should not be ignored. This must be accurate as long as we keep the transverse distances on the horizon large compared to the Planck length.

It is also important to emphasise that, even though we describe modes of in-going matter that “bounce back against the horizon”, these bounces only refer to the information our particles are carrying, while the particles will continue their way falling inwards as seen by a co-moving observer. In accordance with the notion of Black Hole Complementarity [20], an observer falling in only sees matter going in all the way, and nothing of the Hawking matter being re-emitted, since that is seen as pure vacuum by this observer. Rather than stating that this would violate no-cloning theorems, we believe that this situation is asking for a more delicate quantum formalism.
8. The black hole entropy

One could try to compute the black hole entropy from the contributions of these reflecting modes. For each mode, the result is finite. The entropy is found from the free energy $F$, which is defined by

$$e^{-\beta F} = \sum_{\text{states}} e^{-\beta E} = \sum_{\kappa_n} e^{-\beta \kappa_n},$$

(8.1)

where $\beta$ is now taken to be the inverse of the Hawking temperature, later to be substituted by its (presumable) value $2\pi$.

The energy modes $\kappa_n$ are derived by assuming that Eq. (7.16) provides for the proper boundary condition near the horizon; the wave bounces at the value $\varrho_0$ of $\varrho$ where $\Psi^\text{out}_i(\varrho, \tau) = \Psi^\text{in}_i(\varrho, \tau)$, which is where

$$e^{i\kappa(\varrho - \tau)} \tilde{A}^\kappa_i(\kappa) = e^{i\kappa(-\varrho - \tau)}, \quad \text{so that}$$

$$i\kappa(2\varrho_0 - \log \lambda) - i\alpha_i(\kappa) = 0,$$

(8.2)

where the angles $\alpha_i(\kappa)$ are the arguments of the coefficients $\tilde{A}_i(\kappa)$:

$$\tilde{A}_i(\kappa) \equiv e^{i\alpha_i(\kappa)}.$$

Assuming a box with outer edge $\varrho = \varrho_1 = \log \Lambda$, one finds that the values for $\kappa_n$ must obey

$$\pi n = \kappa_n(\varrho_1 - \varrho_0) = \kappa_n(\log \Lambda - \frac{1}{2} \log \lambda) - \frac{1}{2} \alpha_i(\kappa_n).$$

(8.4)

A rough estimate for $\alpha_i(\kappa)$ is obtained by applying Stirling for large $\kappa$:

$$\tilde{A}_i(\kappa) = e^{i\alpha_i(\kappa)} \to e^{i\kappa(\log \kappa - 1) + \pi i/4}.$$

(8.5)

Taking $L$ sufficiently large, we elaborate Eq. (8.1):

$$e^{-\beta F} = \sum_{i=1}^{2} \int_0^\infty \frac{dn}{\kappa} e^{-\beta \kappa_n} = \sum_{i=1}^{2} \int_0^\infty e^{-\beta \kappa} \frac{dn}{d\kappa} \approx$$

$$\approx \frac{2}{\pi} \int_0^\infty e^{-\beta \kappa} d\kappa (\log \Lambda - \frac{1}{2} \log \lambda - \frac{1}{2} \log \kappa) =$$

$$= \frac{1}{\pi \beta}(2 \log \Lambda + \log \beta + \gamma - \log \lambda),$$

(8.6)

where $\gamma$ is Euler’s constant. The cut-off $\Lambda$ refers to the edges of the box in which we keep the black hole, so $\log \Lambda$ in Eq. (8.6) merely refers to the contribution of Hawking radiation in the empty space far from the black hole.

Using the thermodynamical equations

$$U = \frac{\partial}{\partial \beta}(\beta F) , \quad S = \beta(U - F),$$

(8.7)

one can derive the contribution of each mode with transverse wave number $\tilde{k}$ to the total entropy.
9. Discreteness

The expression we obtained must now be summed over the values $\tilde{k}$. If we take these to describe a finite part of the black hole horizon area, we see that the summed expression will be proportional to the area, as expected, but the sum diverges quadratically for large $\tilde{k}$. Since $\lambda = 8\pi G/\tilde{k}^2$, Eq. (8.6) does depend on $\tilde{k}$, but too weakly, even slowly increasing for large $\tilde{k}$.

The explanation for this divergence is that, as noted at the end of section 7, our expressions are inaccurate at very large $\tilde{k}$, where transverse gravitational forces should be taken into account.

It is not easy to correct for this shortcoming, but we can guess how one ought to proceed. It was remarked already in Refs. [18], that the algebraic expressions we obtain on the 2-dimensional horizon, take the form of functional integrals very much resembling those of string theory. We did treat the transverse position variables $\tilde{x}$ and wave number variables $\tilde{k}$ very differently from the longitudinal variables $z$ and $p$, but it is clear that we are dealing with the full expressions of an $S^2$ sphere. This sphere should be given two arbitrary coordinates $\tilde{\sigma} = (\sigma^1, \sigma^2)$, after which these should be fixed by a gauge condition relating them to the transverse coordinates $\tilde{x}$.

We took $\tilde{\sigma} = \tilde{x}$, but apparently this fails when the longitudinal variables fluctuate too wildly.

As long as a more precise procedure has not been found, we can simply insert a cut-off for the transverse wave numbers $\tilde{k}$, or equivalently, the angular momentum quantum numbers $\ell$ for a finite-size black hole. The divergence is quadratic. The expected expression, Hawking’s entropy $S = 4\pi M^2$, comes about of we introduce a sharp cut-off at $|\tilde{k}| \approx M_{\text{Planck}}$. Such wave number cut-offs imply that the conjugate variables, $\tilde{x}$, or equivalently, $\Omega = (\theta, \varphi)$, form a discrete lattice [21].

Finally, we add a note in proof, not discussed in the conference: the careful reader may have been wondering about the signs $\alpha$ and $\beta$ in our expressions (7.4)–(7.18). They refer to the two asymptotic regions at both sides of the horizon, conventionally labelled as universe $I$ and $III$ in the Penrose diagram. Our bounce would not be unitary if we omitted the region $III$. What does this mean physically?

This is not totally obvious. Evidently, we have to be dealing here with two asymptotic regions, both referring to observable states of the black hole, while one is a CPT image of the other. The only suggestion that we can make here is, that these are two different spots on the horizon, related by a $\mathbb{Z}_2$ symmetry. The most natural implementation is that these refer to antipodal points on the horizon:

In 3-space, the regions $I$ and $III$ form a wormhole connecting antipodal points on the horizon.

The micro-states at the antipodal points are correlated! This is by far a more natural and a more likely interpretation than suggestions made long ago that regions $I$ and $III$ refer to different universes, or to different space-time locations in the same universe.4

10. Discussion

Note, that we did not apply second quantization, such as in Ref. [17], since now we are not dealing with a quantum field theory. At every value of $\tilde{k}$, there are exactly two wave functions $\Psi(\pm, q, \tau)$ (one at each side of the horizon, which mix). Second quantization would fail here, since the microstates appear to be determined by a single function such as $p^- (\tilde{x})$.

4 Stories about interstellar travel using the wormholes inside black holes abound in the popular press, but scientific references supporting such ideas are difficult to find. Even the idea that individual particles could make such a trip appears not to be strongly supported by serious physicists.
It was observed that the in-going and out-going particles with which we started, produce vertex insertions as in a string world sheet, as if all particles considered should be regarded as closed string loops. It all takes the form of a string theory. Strings were not put in, however, rather, they come out as inevitable objects! But beware, these are not “ordinary” strings. The black hole horizon is the string world sheet \[18\]. If ordinary strings were to be Wick rotated to form space-like string world sheets, all factors \(i\) would disappear from the action, whereas our expressions are still in the complex plane, as if the string slope parameter \(\alpha'\) should have the purely imaginary value \(4Gi\). In most string treatments of black holes, the string world sheets are assumed to be in the longitudinal direction, that is, the world sheets are taken to be orthogonal or dual to the horizon.

Our analysis appears to be closely related to ideas using the BMS approach \[22\], although there, the emphasis seems to be specially on the in- and out-going gravitational waves, while we focus on all particle types entering or leaving the black hole. Secondly, although it is clearly of importance to consider measurements made at \(\mathcal{J}^+\) and \(\mathcal{J}^-\), we attribute the black hole properties to the immediate surroundings of the future and past event horizon. Also, one may note that both approaches now focus on light-like geodesics, which justifies attempts to employ conformally invariant (or covariant) descriptions of quantum gravity.
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