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Abstract—As an edge intelligence algorithm for multi-device collaborative training, federated learning (FL) can protect data privacy but increase the computing load of wireless devices. In contrast, split learning (SL) can reduce the computing load of devices by model splitting and assignment. To take advantage of FL and SL, we propose a hybrid federated split learning (HFSL) framework for wireless networks in this paper, which combines the multi-worker collaborative training of FL and the flexible splitting of SL. To reduce the computational indelness in model splitting, we design a parallel computing scheme for model splitting without label sharing and conduct a theoretical analysis of the impact of the delayed gradient on the convergence. Aiming to obtain the trade-off between the training time and energy consumption, we model the joint optimization problem of splitting decisions, the bandwidth, and computing resources as a multi-objective problem. As such, we propose a predictive generative adversarial network (GAN)-powered multi-objective optimization algorithm to obtain the Pareto front of the problem, which utilizes the discriminator to guide the training of the generator to predict promising solutions. Experimental results demonstrate that the proposed algorithm outperforms the considered baselines in finding Pareto optimal solutions, and the solutions obtained from the proposed HFSL framework can dominate the solution of FL.
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I. INTRODUCTION

With the rapid growth of Internet of things (IoT), a large amount of data is generated by IoT devices every day [1]. To take advantage of the distributed data, edge machine learning algorithms are being developed to realize intelligent applications in wireless networks [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11]. Federated learning (FL) [12] is proposed as a method to collaboratively train a machine learning algorithm with the local data of many wireless devices. Compared with traditional centralized learning that transmits large amounts of raw data to the cloud server for training, FL can effectively protect data privacy without exchanging the local data. However, the IoT devices, also called workers, need to perform the local update of the training model with their computing power in FL. It can greatly increase the computation burden of the workers, especially for training deep neural networks with high computational complexity. When workers have low computing power, the FL training time can be significantly prolonged, which can impede the practical application of FL. In addition, local updating entirely by the own computing power of workers increases their energy consumption.

Split learning (SL), also known as model splitting, can split a deep neural network into multiple parts and deliver them to different computational nodes for processing [13], [14], [15], [16], such as workers and edge servers. It can significantly reduce the computing burden and energy consumption of a single node. SL can jointly update the parameters of the training model with the computing resources of many workers by splitting the model and transmitting the intermediate results (output feature and gradient) of the model across workers. In SL, the parameters locally updated by a worker need to be aggregated with the parameters of other workers to obtain global information. Therefore, training frameworks combining FL and SL are proposed [16], [17], [18], [19], [20], [21] to integrate the multi-worker collaborative training of FL and the low computational load on workers of SL.

In the learning system that combines FL and SL, the splitting decisions and resource allocation result in many trade-offs between the training time and energy consumption of workers required to achieve the desired performance. The hybrid federated split learning (HFSL) framework considered in this paper is shown in Fig. 1, which combines SL without label sharing [14]. In SL without label sharing, the model is split into three parts (part a, part b and part c) to protect label privacy, as shown by worker k in Fig. 1. Specifically, part b is offloaded to the server for processing, while the other two parts are executed on the worker. In SL with label sharing, the model is split into two parts, where the worker side executes the first part, and the server executes the other one.
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Because the output size and computational load of different layers in a neural network can vary, different splitting decisions (whether to split the model and which two layers to split the model in) can affect the computational load offloaded to the server as well as the communication load of transmitting intermediate results between the server and the worker. If the local execution time of part b exceeds the combined time of transmitting intermediate results and executing part b by the server, offloading the execution of part b to the server can reduce the time consumption of parameter updating. If the energy consumption for a worker to execute part b locally exceeds that of uploading the intermediate results to the server, utilizing model splitting and offloading part b to the server can save the energy of the worker. The specific values of these time and energy consumption are determined not only by system parameters including the training model size (output size and computational load of each layer of the neural network) and wireless channel status, but also by the splitting decisions, allocated bandwidth and server computing resources for workers. Therefore, it is necessary to adaptively optimize the splitting decisions and resource allocation based on the training model (e.g., MobileNetV3 [22]) and other system parameters using the multi-objective algorithm to achieve a balance between the time and energy consumption.

A. Related Work

For utilizing the multi-worker parallel update of FL and the low computational requirement for workers of SL, the combination of FL and SL has been considered in many works [16], [17], [18], [19], [20], [21]. In [16], all the workers split the neural network into the worker-side and the server-side part. The server updates the parameters of the server-side part in parallel after receiving the intermediate output of the worker-side part from the workers, while the parameters of the worker-side part need to be transmitted to the server for global averaging. For the learning system with large-scale workers, the workers are divided into multiple groups in [17]. To reduce the frequent communication between the workers and the server, an auxiliary light-weight neural network is applied to update the parameters of the worker-side part without the participation of the server-side part [18], [19]. FL and SL are combined to train a large natural language processing model in [20], where the model can be split and distributed to multiple workers and then updated one by one for sequentially partitioned data. The combination of FL and SL is extended to multi-task learning in [21] with the shared server-side part and task-specific worker-side part. However, existing works [16], [17], [18], [19], [20], [21] split the training model of all workers in the same manner, instead of flexibly splitting the models of different workers based on heterogeneous computing and communication resources as shown in Fig. 1.

As shown in Fig. 2, due to the inherent execution sequence of the layer-by-layer computation as well as the forward and backward propagation for neural networks, the computing resource of the worker is idle while waiting for the intermediate results from the server. When updating the model parameter, the gradient of the current parameter is calculated using a minibatch of data through the forward and backward propagation in each iteration. Different colors in Fig. 2 are used to represent different iterations. To reduce the computational idleness, an effective way is to move part of the computation in the next iteration to the idleness of the previous iteration [23], [24]. For example, when the worker finishes the computing of part a in the first iteration (blue solid-line box marked with a in Fig. 2), it can start the computing of part a (green solid-line box marked with a) in the second iteration while uploading the output feature. By this method, several iterations can be performed in parallel rather than serially as shown in Fig. 2. By subtly arranging the computation of the split parts in different iterations for parallel computing, some related works have effectively reduced the computational idleness [23], [24]. However, these parallel mechanisms [23], [24] are designed for SL with label sharing [14], which means data labels can be shared with others. In the SL system comprising a worker and a server, the model is split into two parts if data labels are shared, where the first part is executed by the worker and the other part is executed by the server, as depicted in Fig. 2(b). As shown in Fig. 2, the execution flow of SL without label sharing is more complex than that of SL with label sharing, because the number of parts executed by the worker changes from one to two and the two parts...
follow the inherent execution sequence. Therefore, we need to design a parallel training mechanism for SL without label sharing.

To obtain a trade-off solution for a multi-objective problem, a traditional method is to transform the multi-objective problem into a single-objective problem by optimizing the weighted sum of the objectives, which requires prior information about the objective preference to determine the weights. Besides, many classic multi-objective evolutionary algorithms (MOEAs) are proposed, such as multi-objective evolutionary algorithm based on decomposition (MOEA/D) [25] and non-dominated sorting genetic algorithm III (NSGA-III) [26]. Moreover, numerous model-based MOEAs are proposed using the decision variable clustering [27], Gaussian process-based inverse modeling [28], dominance relationship classification [29], Pareto rank learning [30], etc. In general, the performance of these model-based MOEAs degrades as decision variables increase due to the increase of computational complexity and data requirement [31]. Because the generative adversarial network (GAN) can approximate high-dimensional data distribution through adversarial learning [32], GAN is applied to multi-objective optimization by approximating the distribution of dominating solutions [31], [33]. In the GAN-powered algorithm [31], [33], the training and solution generation of GAN are performed alternately with the solution selection to improve the quality of generated solutions. Furthermore, multi-objective reinforcement learning algorithms [34] are proposed to deal with multi-objective optimization problems with sequential decision-making. In this paper, the GAN-powered algorithm can be performed by the base station (BS) in the considered HFLS system. The workers only need to upload the information including their computing power and channel state to the BS. The BS can use the collected information to calculate the optimization objectives, and use its computing resource to perform the algorithm. The training of the GAN-powered algorithm hardly consumes the energy of workers, because the energy consumed by uploading the above information to the BS can be ignored compared with uploading the model parameters in HFLS. The training of the HFLS starts after obtaining the splitting decisions and resource allocation with the GAN-powered algorithm, so performing the algorithm introduces the delay in solving the optimization problem.

B. Contributions and Outline

Motivated by the above, we propose a hybrid federated split learning (HFLS) framework in wireless networks, which uses SL to reduce the computational load of workers and implements multi-worker collaborative learning through the multi-worker parallel training and parameter aggregation of FL. Then we jointly optimize the model splitting decisions and communication-computing resource allocation for the HFLS system to reduce the training time and energy consumption of workers. The main contributions are summarized as follows:

- We propose a HFLS framework to combine the advantage of FL and SL. Different from existing works [16], [17], [18], [19], [20], [21] that take the same splitting decision for all workers, the proposed framework allows workers to make different splitting decisions based on their heterogeneous communication and computing capabilities to adjust the communication and local computing burden, resulting in better trade-offs between training time and energy consumption.
- We design a parallel computing scheme for model splitting without label sharing to reduce the computational idleness of workers. The core idea is to move part of the computation in the n-th iteration to the idle time in the \((n-1)\)-th iteration. In the n-th iteration, the gradient is calculated based on the parameter \(w^{n-2}\) that has been obtained by the \((n-2)\)-th iteration, because the parameter \(w^{n-1}\) is not obtained by the start of the n-th iteration. When the gradient of \(w^{n-2}\) is obtained in the n-th iteration, the \((n-1)\)-th iteration is completed and \(w^{n-1}\) is obtained, so the gradient of \(w^{n-2}\) is used to update \(w^{n-1}\) to obtain the parameter \(w^n\). Unlike the standard algorithm, \(w^{n-1}\) is updated by the delayed gradient (the gradient of \(w^{n-2}\)) in the n-th iteration. We theoretically analyze the impact of the delayed gradient on the convergence and derive the number of global rounds required for HFLS to achieve the desired performance.
- We propose a predictive GAN-powered multi-objective optimization algorithm to obtain the set of Pareto-dominating splitting decisions and resource allocation. Specifically, we design a method to find dominance pairs from the current solutions, which is a pair of solutions and one of them dominates the other. With the dominance pairs, the discriminator is trained to learn features from the difference between the dominating solution and the dominated solution. Then the generator can be trained with the discriminator to predict solutions that dominate the current dominating solutions. Experimental results show that the Pareto front found by the proposed algorithm outperforms NSGA-III [26] and GMOA [31].

The rest of this paper is organized as follows. The system model and the problem formulation are introduced in Section II. The convergence analysis of the hybrid federated split learning is presented in Section III. The detail of the proposed algorithm for multi-objective optimization is introduced in Sections IV. Finally, extensive experimental results are presented in Section V, and conclusions are drawn in Section VI.

II. SYSTEM MODEL

We consider a hybrid federated split learning system as shown in Fig. 1, which consists of a base station (BS) and a set of workers \(K = \{1, 2, \ldots, K\}\). Each worker \(k \in K\) has its local dataset \(\{(x_{k,1}, y_{k,1}), \ldots, (x_{k,D_k}, y_{k,D_k})\}\) with the size \(D_k\), where \(x_{k,1}, \ldots, x_{k,D_k}\) are the raw data and \(y_{k,1}, \ldots, y_{k,D_k}\) refer to the corresponding label. The total amount of data for all workers is \(D = \sum_{k \in K} D_k\). By multi-worker collaborative learning, this system aims to find the optimal vector \(W^* \in \mathbb{R}^{1 \times d}\) that minimizes the global
loss function

\[ F(W) = \frac{\sum_{k \in K} D_k F_k(W)}{D} = \frac{\sum_{k \in K} \sum_{d=1}^{D_k} f(x_{k,d}; y_{k,d}; W)}{D}, \]

(1)

where \( F_k(\cdot) \) is the local loss function of worker \( k \). \( f(\cdot) \) is the task-specific loss function, such as cross-entropy. To deal with the non independent and identically distributed (non-IID) data of workers, the proximal term proposed in [35] is added to the local loss function \( F_k(\cdot) \) for limiting the difference between the locally updated parameter \( w \) and the initial global model \( w^0 \). The surrogate local loss function is

\[ h(w; w^0) = F_k(w) + \frac{\mu}{2} || w - w^0 ||^2, \]

(2)

where \( \mu \geq 0 \). So the gradient of the local update is \( \nabla h(w; w^0) = \nabla F_k(w) + \mu (w - w^0) \).

A. Hybrid Federated Split Learning

In the hybrid federated split learning system, if a worker has poor computing power or heavy computing load, the deep neural network trained on the worker can be split to offload part of the computation to the edge server. As shown in Fig. 1, the DNN can be split into three parts, namely the input layer to the \( S_k \)-th layer, the \( (S_k + 1) \)-th layer to the \( H_k \)-th layer, and the \( (H_k + 1) \)-th layer to the output layer, which are denoted as part \( a \), part \( b \) and part \( c \), respectively. User privacy is protected by keeping the raw data and the corresponding label on the worker. Therefore, part \( a \) and part \( c \) are executed on the worker, while part \( b \) can be offloaded to the server. Let \( S_k \) and \( H_k \) be the split decision of the worker \( k \). In particular, we have \( S_k = H_k \) when the DNN is not split, such as the worker 1 in Fig. 1. Let \( I_k \) be the indicator for model splitting, which is defined as

\[ I_k = \begin{cases} 1, & \text{if } S_k = H_k \\ 0, & \text{if } S_k \neq H_k. \end{cases} \]

(3)

In the hybrid federated split learning mechanism, the global aggregation of FL and the device-edge synergy of SL are combined. The execution flow of this mechanism is shown in Fig. 3. Before the training begins, the splitting decisions of all workers are made based on the computing power and channel conditions, and they are fixed throughout the global rounds. At the beginning of the \( t \)-th round, the workers need to download the global aggregated model parameters \( W_{t-1} \) obtained in the \((t - 1)\)-th round from the server. The initial parameter of the worker \( k \) in the \( t \)-th global round is \( w^0_{k,t} = W_{t-1} \). Specifically, the workers without model splitting download the whole \( w^0_{k,t} \). For workers with splitting, \( w^0_{k,t} \) can be rewritten as \( \{w^0_{k,t,a}, w^0_{k,t,b}, w^0_{k,t,c}\} \), and only the parameters of part \( a \) and part \( c \) are downloaded to workers, i.e., \( \{w^0_{k,t,a}, w^0_{k,t,c}\} \). Secondly, the worker \( k \) performs \( N_k \) iterations to update the received parameters. The local model obtained by worker \( k \) after the \( n \)-th iteration of the \( t \)-th global round is denoted as \( w^n_{k,t} \). As shown by worker 1 in Fig. 3, workers without splitting use their own computing resources to compute the whole gradient \( \nabla F_k(w^{n-1}_{k,t}) + \mu(w^{n-1}_{k,t} - w^0_{k,t}) \) by performing the forward and backward propagation in each iteration. As shown by worker \( k \) in Fig. 3, the parameter update for workers with splitting is performed as the vanilla SL without label sharing. \( w^{n-1}_{k,t} \) can be rewritten as \( \{w^{n-1}_{k,t,a}, w^{n-1}_{k,t,b}, w^{n-1}_{k,t,c}\} \), where \( w^{n-1}_{k,t,b} \) is stored and updated by the server. In the forward propagation of model splitting, part \( a \) is executed locally and the output feature of part \( a \) is uploaded to the server for the calculation of part \( b \), then the output of part \( b \) is downloaded for the execution of part \( c \). In the backward propagation, the gradient of part \( c \), part \( b \) and part \( a \) are calculated in order, i.e., \( \nabla F_k(w^{n-1}_{k,t,c}) + \mu(w^{n-1}_{k,t,c} - w^0_{k,t,c}), \nabla F_k(w^{n-1}_{k,t,b}) + \mu(w^{n-1}_{k,t,b} - w^0_{k,t,b}) \) and \( \nabla F_k(w^{n-1}_{k,t,a}) + \mu(w^{n-1}_{k,t,a} - w^0_{k,t,a}) \). The gradient calculation of \( w^{n-1}_{k,t,b} \) is performed separately for different workers in the server, because \( w^{n-1}_{k,t,b} \) is different across workers with different splitting decisions. As the complete gradient of \( w^{n-1}_{k,t} \) is obtained, the update equation for all workers is

\[ w^{n}_{k,t} = w^{n-1}_{k,t} - \eta_n \nabla h(w^{n-1}_{k,t}; w^0_{k,t}) = w^{n-1}_{k,t} - \eta_n (\nabla F_k(w^{n-1}_{k,t}) + \mu(w^{n-1}_{k,t} - w^0_{k,t})), \]

(4)

for \( n = 1, 2, \ldots, N_k \), where \( \eta_n \) is the learning rate in the \( n \)-th iteration of the \( t \)-th global round. Thirdly, the worker \( k \) uploads the locally executed part of \( w^{N_k}_{k,t} \) to the server after completing \( N_k \) iterations. The whole \( w^{N_k}_{k,t} \) is uploaded for workers without model splitting. For workers with splitting, because \( w^{N_k}_{k,t,b} \) is stored in the server, \( w^{N_k}_{k,t,a} \) and \( w^{N_k}_{k,t,c} \) are uploaded. At the end of the \( t \)-th round, the edge server
performs the global aggregation by
\[
W_t = \sum_{k \in K} \frac{D_k}{D} w_{k,t}^N.
\] (5)

Many global rounds are performed to obtain the desired learning performance.

### B. Parallel Computing for Model Splitting

The inherent execution sequence of layer-by-layer computation as well as forward and backward propagation for training neural networks leads to the computational idleness of workers in the vanilla model splitting as shown by worker \( k \) in Fig. 3. This idleness causes the inefficient execution of model splitting. To mitigate it, we design a parallel computing mechanism as shown in Fig. 4(a) to replace the sequential parameter update process of the vanilla model splitting (forward and backward propagations between the parameter download and upload of worker \( k \) in Fig. 3). In Fig. 3 and Fig. 4, we use different colors to represent different iterations, and solid and dashed lines to represent the forward and backward propagation flow respectively. In the vanilla model splitting shown by worker \( k \) in Fig. 3, the \( n \)-th iteration begins when the \((n-1)\)-th iteration ends, and the gradient is calculated based on the parameter \( \hat{w}_{k,t}^{n-1} \) obtained after the \((n-1)\)-th iteration. In the proposed parallel computing scheme shown in Fig. 4(a), part of computation in the \( n \)-th iteration is moved to the idle time in the \((n-1)\)-th iteration. For example, when the worker finishes the computing of part \( a \) in the first iteration (blue solid-line box marked with \( a \) in Fig. 4(a)), it can start the computing of part \( a \) of the second iteration (green solid-line box marked with \( a \)). When the output of part \( b \) of the first iteration is downloaded to the worker, the worker starts to upload the output of part \( a \) of the second iteration while starting to calculate the forward and backward propagation of part \( c \) of the first iteration. Subsequent iterations follow a similar arrangement, resulting in the stage 1 to 4 in Fig. 4(a).

In each stage, a forward and a backward propagation of part \( a \) or part \( c \) is calculated locally. Each stage starts with the uploading to the server and ends with the completion of downloading from the server or local computing.

Applying the proposed parallel computing scheme, the delayed gradient \( \nabla h(\hat{w}_{k,t}^{n-2}; \hat{w}_{k,t}^n) \) is used to update the model parameter at the \( n \)-th iteration. The update equation of workers with splitting changes from the formula (4) to the following equation.

\[
\hat{w}_{k,t}^n = \hat{w}_{k,t}^{n-1} - \eta_t^{n-1} \nabla h(\hat{w}_{k,t}^{n-2}; \hat{w}_{k,t}^0) = \hat{w}_{k,t}^{n-1} - \eta_t^{n-1}(\nabla F_k(\hat{w}_{k,t}^{n-2}) + \mu(\hat{w}_{k,t}^{n-2} - \hat{w}_{k,t}^0)),
\] (6)

for \( n = 1, 2, \ldots, N_k \). If the model of worker \( k \) is split, we use \( \hat{w}_{k,t}^n \) to denote the local model of worker \( k \) obtained after the \( n \)-th iteration of the \( t \)-th global round. This notation can distinguish the parameters obtained by the delayed gradient in the formula (6) from those obtained by the normal gradient in the formula (4). Specifically, \( \hat{w}_{k,t}^{n-1} = \hat{w}_{k,t}^0 = W_{t-1} \). \( \hat{w}_{k,t}^n \) can be written as \([\hat{w}_{k,t}^{n,a}, \hat{w}_{k,t}^{n,b}, \hat{w}_{k,t}^{n,c}]\), where \( \hat{w}_{k,t}^{n,b} \) is stored and updated in the server. In the proposed parallel computing scheme, when starting the \( n \)-th iteration, the \((n-1)\)-th iteration is not completed, so the parameter \( \hat{w}_{k,t}^{n-2} \) obtained by the \((n-2)\)-th iteration is used to calculate gradient in the \( n \)-th iteration. When the complete gradient \( \nabla F_k(\hat{w}_{k,t}^{n-2}) = \nabla F_k(\hat{w}_{k,t}^{n-2,a}) + \mu(\hat{w}_{k,t}^{n-2,a} - \hat{w}_{k,t}^{0,a}) \), \( \nabla F_k(\hat{w}_{k,t}^{n-2,b}) \), \( \nabla F_k(\hat{w}_{k,t}^{n-2,c}) \), \( \nabla F_k(\hat{w}_{k,t}^{n-2,c}) \), \( \nabla F_k(\hat{w}_{k,t}^{n-2,e}) \) is calculated with a minibatch of data in the \( n \)-th iteration, the \((n-1)\)-th iteration is finished and the parameter \( \hat{w}_{k,t}^{n-1} \) is obtained, so the gradient of \( \hat{w}_{k,t}^{n-2} \) is used to update the parameter \( \hat{w}_{k,t}^{n-1} \). For example, the first and the second iteration in Fig. 4(a), i.e., the blue and the green flow, are based on the parameter \( \hat{w}_{k,t}^{n-1} \) and \( \hat{w}_{k,t}^{n-2} \) respectively. When the first iteration is completed, i.e., \( \hat{w}_{k,t}^{n-1} = \hat{w}_{k,t}^0 \), \( \nabla F_k(\hat{w}_{k,t}^{n-2}) \) is obtained, the third iteration (the orange flow) starts with the parameter \( \hat{w}_{k,t}^0 \).

Using the parallel computing mechanism, workers with splitting iterate with the equation (6), while workers without splitting use the equation (4). To integrate the normal gradient and the delayed gradient, we modify the global aggregation equation (5) with the splitting decision indicator \( I_k \) as follows.

\[
W_t = \sum_{k \in K} \frac{D_k}{D} (I_k \hat{w}_{k,t}^N + (1 - I_k) \hat{w}_{k,t}^N).
\] (7)

### C. Adaptive Local Computing Frequency of Parallel Computing for Model Splitting

As shown in Fig. 4(a), the mismatch between the time consumption of worker computing and edge computing in each stage causes the worker to be idle or waiting. For example, in the stage 1 of Fig. 4(a), the time cost of uploading the output of part \( a \), calculating part \( b \) and downloading the output of part \( b \) is larger than that of the forward and backward propagation of part \( c \). In this case, the CPU frequency of the worker is too high, resulting in idleness. We can reduce the CPU frequency of the worker to avoid idleness. Reducing the CPU frequency can also save unnecessary energy consumption, because the computing power of workers is proportional to the cubic of the CPU frequency [36] and the computing delay is inversely proportional to the CPU frequency. In another case, such as stage 3 of Fig. 4(a), the CPU frequency of the worker is too low, causing the worker to wait for the completion of the worker-side computing to enter stage 4 after receiving the gradient from the server. So the CPU frequency of the worker...
can be increased to reduce the waiting time. Considering these
two cases, we adopt the adaptive local computing frequency as shown in Fig. 4 (b).
Mathematically, let \( C_I^F \) and \( C_B^F \) be the number of floating point operations (FLOPs) required by the \( l \)-th layer in the forward and backward propagation of processing each data respectively. \( L \) is the total number of layers of the trained neural network. Denote the batch size of worker \( k \) as \( b_k \). The local computing frequency (in cycle/s) of stage 1 is adaptively set by
\[
T_{k,t}^1 = \max \left\{ T_{k,t}^{UF} + T_{k,t}^{EF} + T_{k,t}^{DF} , \sum_{l=H_k+1}^{L} b_k (C_I^F + C_B^F) / f_{k,n_k}^{\text{max}} \right\},
\]
where \( n_k \) is the number of FLOPs per cycle. The duration of stage 1 is given by
\[
T_{k,t}^1 = \max \left\{ T_{k,t}^{UF} + T_{k,t}^{EF} + T_{k,t}^{DF} , \sum_{l=H_k+1}^{L} b_k (C_I^F + C_B^F) / f_{k,n_k}^{\text{max}} \right\}.
\]

D. Time and Energy Consumption

Denote the parameter size (in bit) of the \( l \)-th layer as \( P_l \). The time consumption of downloading and uploading the parameters that need to be updated locally are respectively given by
\[
T_{k,t}^{P_{\text{ParD}}} = \sum_{l=I_1+1}^{L} \frac{P_l}{B_k \log(1 + \frac{\rho_s g_{k,t}}{B_k N_0})},
\]
\[
T_{k,t}^{P_{\text{ParU}}} = \sum_{l=I_1+1}^{L} \frac{P_l}{B_k \log(1 + \frac{\rho_s g_{k,t}}{B_k N_0})},
\]

where \( O_l^F \) denotes the size (in bit) of the intermediate feature output by the \( l \)-th layer in the forward propagation of each data. \( B_k \) is the bandwidth allocated to the worker \( k \). \( p_k \) and \( \rho_s \) are the transmit power of worker \( k \) and the edge server respectively. \( g_{k,t} \) is the channel gain between the worker \( k \) and the server, which is assumed to constant in each global round. \( N_0 \) is the spectral density of the additive white Gaussian noise (AWGN). In (9), \( T_{k,t}^{EF} \) is the time cost of the forward propagation of part \( b \) at the server, which is given by
\[
T_{k,t}^{EF} = \frac{\sum_{l=H_k+1}^{L} b_k (C_I^F + C_B^F) f_{k,n_k}^{\text{EF}}}{f_{k,n_k}^{\text{EF}}}.
\]

where \( f_{k,n_k}^{\text{EF}} \) is the computing frequency assigned to worker \( k \) by the server, and \( f_{k,n_k}^{\text{EF}} \) is the number of FLOPs per cycle for the server.

Obviously, worker \( k \) calculates with \( f_{k,n_k}^{\text{max}} \) to reduce wait time in stage 1 when
\[
\sum_{l=H_k+1}^{L} b_k (C_I^F + C_B^F) f_{k,n_k}^{\text{max}} / T_{k,t}^{max} \geq (T_{k,t}^{UF} + T_{k,t}^{EF} + T_{k,t}^{DF}).
\]
Otherwise worker \( k \) calculates in a lower frequency to save energy. Similarly, the local computing frequency in stages 2, 3 and 4 can be obtained by
\[
f_{k,t}^{2} = \sum_{l=H_k+1}^{L} b_k (C_I^F + C_B^F) / T_{k,t}^{DF} f_{k,n_k}^{DF},
\]
\[
f_{k,t}^{3} = \sum_{l=H_k+1}^{L} b_k (C_I^F + C_B^F) / T_{k,t}^{EF} f_{k,n_k}^{EF},
\]
\[
f_{k,t}^{4} = \sum_{l=H_k+1}^{L} b_k (C_I^F + C_B^F) / T_{k,t}^{max} f_{k,n_k}^{max},
\]
respectively. The duration of stages 2, 3 and 4 are
\[
T_{k,t}^{2} = \max \left\{ T_{k,t}^{UB} + T_{k,t}^{EB} + T_{k,t}^{DB} , \frac{\sum_{l=H_k+1}^{L} b_k (C_I^F + C_B^F) f_{k,n_k}^{DF}}{T_{k,t}^{max}} \right\},
\]
\[
T_{k,t}^{3} = \max \left\{ T_{k,t}^{UB} + T_{k,t}^{EB} + T_{k,t}^{DB} , \frac{\sum_{l=H_k+1}^{L} b_k (C_I^F + C_B^F) f_{k,n_k}^{EF}}{T_{k,t}^{max}} \right\},
\]
\[
T_{k,t}^{4} = \max \left\{ T_{k,t}^{UB} + T_{k,t}^{EB} + T_{k,t}^{DF} , \frac{\sum_{l=H_k+1}^{L} b_k (C_I^F + C_B^F) f_{k,n_k}^{max}}{T_{k,t}^{max}} \right\},
\]
respectively. The time consumption of uploading the intermediate gradient output by part \( c \) and downloading the gradient output by part \( b \) in backward propagation are
\[
T_{k,t}^{UB} = \frac{b_k O_{b_k}^B}{B_k \log(1 + \frac{\rho_s g_{k,t}^{ UF} }{B_k N_0})},
\]
\[
T_{k,t}^{DB} = \frac{b_k O_{b_k}^B}{B_k \log(1 + \frac{\rho_s g_{k,t}^{ DF} }{B_k N_0})}.
\]
Here, \( O_{b_k}^B \) denotes the size (in bit) of the intermediate gradient output by the \( l \)-th layer in the backward propagation of each data. The time cost of the backward propagation of part \( b \) at the server is
\[
T_{k,t}^{EB} = \frac{\sum_{l=H_k+1}^{L} b_k C_B^F f_{k,n_k}^{EB}}{T_{k,t}^{max}}.
\]

1We can adjust \( e_k \) and \( b_k \) to make \( N_k \) be even.
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where $T_i^{\text{max}}$ is the time consumption of the $i$-th global round, that is, the maximum time required for the workers to complete parameter download, local update and parameter upload, i.e.,

$$
T_i^{\text{max}} = \max\{(1 - I_k)T_{k,t}^{\text{sp}} + I_k\left(\frac{E_{k}D_k}{f_k^{\max}}\sum_{l=1}^{L} (C_{l}^P + C_{l}^D) + T_{k,t}^{\text{ParD}} + T_{k,t}^{\text{ParU}}\right)\} k \in K.
$$

(17)

Based on the local computing frequency set by (16), the energy consumption of workers without splitting can be given by

$$
E_{k,t}^{\text{sp}} = \epsilon_k\left(\frac{\tau_{k,t}^{\text{sp}}}{f_k}\right)^3(\tau_k^{\text{max}} - T_{k,t}^{\text{ParD}} - T_{k,t}^{\text{ParU}}) + p_kT_{k,t}^{\text{ParU}}. \quad (18)
$$

The total energy consumption of all workers in $t$-th global round is given by

$$
E_t^{\text{system}} = \sum_{k \in K}\left((1 - I_k)E_{k,t}^{\text{sp}} + I_kE_{k,t}^{\text{nsP}}\right). \quad (19)
$$

E. Problem Formulation

Denote $\varphi \triangleq [S_1, H_1, f_k^P, B_1, \ldots, S_K, H_K, f_K^P, B_K]$ be the optimization variables. By optimizing the model splitting decisions and the allocation of bandwidth and server computing resources, we can minimize the time consumption $V_1(\varphi) = \sum_{t=1}^{T_i^{\text{max}}} T_{k,t}^{\text{max}}$ and the energy consumption $V_2(\varphi) = \sum_{t=1}^{T_i^{\text{max}}} E_t^{\text{system}}$ required for the entire training process. $\tau$ is the number of global rounds required to achieve the desired performance. Therefore, the optimization problem is formulated as

$$
\min_{\varphi} V(\varphi) = [V_1(\varphi), V_2(\varphi)]
$$

s.t. \sum_{k \in K}(1 - I_k)f_k^E \leq f^{E,\text{max}}, \quad (20)

$$
\sum_{k \in K}B_k \leq B^{\text{max}}, \quad (21)

$$
1 \leq S_k \leq H_k < L, \forall k \in K, S_k, H_k \in \mathbb{Z}. \quad (22)

The constraints (20) and (21) denote the feasible regions of allocated server computing frequency and bandwidth, respectively. The constraint (22) indicates that the input and output layer should be kept on the worker to protect privacy. Besides, the decisions $S_k$ and $H_k$ are integers.

We consider the optimization variables $\varphi$ are the same in each global round. This is because optimizing these variables in each round requires full knowledge of the channel conditions in each round, which is difficult in the practical system. In this paper, we consider that the server has the large-scale fading coefficients of all workers and the channel gain changes independently and identically over rounds. In the HFSL system, uploading and downloading cannot be performed at the same time. So we use the same bandwidth for both uplink and downlink, which can simplify the optimization without affecting the splitting decisions.

The optimization problem is multi-objective, which is based on the trade-off between time and energy consumption. Increasing the number of workers with model splitting can reduce the energy consumption of the splitting workers, but it can reduce the server computing power allocated to one worker and increase the training time. Thus, we aim to find a set of Pareto optimal solutions, instead of a single optimal solution. The optimization problem is non-convex, and it is generally hard to obtain the set of Pareto optimal solutions for such a problem. Therefore, a predictive GAN powered multi-objective optimization algorithm is proposed to approximate the set of Pareto optimal solutions.

III. CONVERGENCE ANALYSIS OF THE PROPOSED HFSL

In this section, we analyze the convergence of the proposed HFSL because the delayed gradient may affect the convergence. Although the existing convergence analyses [37], [38] consider the delayed gradient, the cause of their delayed gradient is different from this paper. In [37], workers start the next round of local update concurrently with the global averaging, causing a delay between the arrival of the averaged gradient to workers and the local update. In [38], gradients uploaded by workers to the server can be delayed due to asynchronous parameter aggregation. In this paper, the parameter of workers with splitting is updated by the gradient calculated with the previous parameter. We need to analyze the impact of the delayed gradient on the parameter update compared with the normal gradient. Because the workers with splitting update with the delayed gradient while the others update with the normal gradient, we have to analyze the impact of splitting decisions on the convergence.

A. Assumptions

Assumption 1: (L-smoothness) The local loss function $F_k(\cdot)$ is $L$-smoothness with $L > 0$, i.e., for $\forall w_1, w_2$

$$
F_k(w_2) - F_k(w_1) \leq \langle \nabla F_k(w_1), w_2 - w_1 \rangle + \frac{L}{2}\|w_2 - w_1\|^2. \quad (23)
$$

Assumption 2: (Bounded gradients) There exits a constant bound $G > 0$ on the second moment of the gradient:

$$
\mathbb{E}[\|\nabla F_k(w)\|^2] \leq G^2, \forall w_k. \quad (24)
$$

These assumptions are standard for convergence analysis [37], [39]. L-smoothness is satisfied for most neural networks with smooth activation functions, but not for neural networks with non-smooth components. The convergence analysis can be extended from the smooth case to the non-smooth case based on the subgradient [40]. In this paper, we aim to analyze the effect of the delayed gradient on the convergence of HFSL, and the L-smoothness is assumed for illustrative purposes. Many methods are used to avoid gradient explosion in neural network training, such as gradient clipping [41], which ensures that the second moment of the gradient can be bounded.

B. Analysis of Convergence Bound

To analyze the convergence, we first derive the difference between the parameter $w_{k,t}^o$ and $w_{k,t}^n$ using the equations (4) and (6) in Lemma 1. Then we use the result in Lemma 1 and the smoothness assumption of the loss
function to derive the relationship between $E[||\nabla F(W_{t-1})||^2]$ and $E[F(W_{t-1}) - F(W_t)]$, which is averaged to obtain the convergence result.

**Lemma 1:** The difference between the locally updated parameter $w_{k,t}^n (\hat{w}_{k,t}^n)$ and the initial parameter $w_{k,t}^0$ is bounded by

$$E[||w_{k,t}^n - \hat{w}_{k,t}^0||^2] \leq \alpha_t^n, \quad E[||w_{k,t}^n - w_{k,t}^0||^2] \leq \alpha_t^n,$$

for $n = 1, 2, \ldots, N_{\max}$. Here $\alpha_t^n = n_t^2 \sum_{n=0}^{n_{\max}}(\eta_{t}^{n-1})^2 + \sum_{n=0}^{n_{\max}}(\eta_{t}^{n-1})^2$, and $\alpha_t^n = n_t^2 \sum_{n=0}^{n_{\max}}(\eta_{t}^{n-1})^2 + \sum_{n=0}^{n_{\max}}(\eta_{t}^{n-1})^2$. Thus, $\alpha_t^n$ and $\alpha_t^n$ are the intermediate variables introduced when deriving the expression of $\hat{\alpha}_t^n$. They satisfy $0 \leq \hat{\alpha}_t^n \leq 1$, $0 \leq \tilde{\alpha}_t^n \leq 1$, and $\hat{\eta}_t^n = 1$.

**Theorem 1:** Under Assumption 1 and 2, by setting the learning rate $\eta_t^n = \hat{\eta}_t^n \leq \frac{1}{\tau}$ as a constant, $\eta_t^n \leq \frac{1}{\tau n_{\max}}$ for $n = 1, 2, \ldots, N_{\max} - 1$, we have

$$\frac{1}{\tau} \sum_{t=1}^{T} \left(1 + \sum_{n=2}^{N_{\max}} \eta_t^n \right) E[||\nabla F(W_{t-1})||^2] \leq E[F(W_0)] + \phi(\tau),$$

where $\phi(\tau) = \frac{L^2 + 2L\eta}{2\tau(1-L\eta)} \sum_{t=1}^{T} \sum_{n=2}^{N_{\max}} \eta_t^n \sum_{k=1}^{K} \frac{D_k}{\tau}$.

**Proof:** Please refer to Appendix B. \square

IV. PREDICTIVE GAN-POWERED MULTI-OBJECTIVE OPTIMIZATION ALGORITHM

To obtain the Pareto front of the optimization problem, a predictive GAN-powered multi-objective optimization algorithm is proposed in this section. Unlike GMOEA [31] that uses GAN to approximate the distribution of dominating solutions, the proposed algorithm uses GAN to predict solutions that dominate the current dominating solutions, which can improve the speed of searching for promising candidate solutions. We use the discriminator to learn features from the difference between the dominating and the dominated solutions with the defined dominance pairs, and train the generator with the parameter of discriminator frozen to search for solutions that dominate the current dominating solutions.

A. Preliminary

1) Generative Adversarial Network: GAN [32] is a powerful generative model capable of synthesizing realistic data, such as images and text. The basic architecture of GAN consists of a generator network and a discriminator network, which play a zero-sum game during training. With the generator $G$, the input random noise vector $z$ sampled from the distribution $P_z$ is mapped to the generated data distribution $P_{G(z)}$. The optimization of the generator is to make the difference between the generated data distribution $P_{G(z)}$ and the real data distribution $P_{data}$ as small as possible. Commonly used metrics to measure the difference between different distributions include KL divergence [43], JS divergence [44], and Wassertein distance [45]. The discriminator $D$ can predict the probability that the input is real data, and it is used to distinguish the real data and the generated fake data. The optimization objective of the discriminator is to make the output $D(G(z))$ close to 0 when the input is the generated data $G(z)$, and close to 1 when the input is real data. Specifically, the generator and discriminator are trained with the following min-max function

$$\min_{G} \max_{D} E_{x \sim P_{data}}[\log D(x)] + E_{z \sim P_z}[\log(1-D(G(z)))]$$

where $x \sim P_{data}$ represents that $x$ follows the distribution $P_{data}$. The generator tries to fool the discriminator by maximizing $D(G(z))$. After many rounds of training, the discriminator cannot distinguish the real and fake data, which indicates that the data $G(z)$ generated by the generator is close to the real data.
2) Solution Selection of NSGA-III: NSGA-III [26] is a classic multi-objective evolutionary algorithm (MOEA). Similar to many MOEAs, NSGA-III generally has three steps: offspring generation, solution evaluation and solution selection. To generate offspring solutions, genetic operators (i.e., crossover and mutation) are used based on the parent solutions. Then the offspring solutions are evaluated with the optimized function. After evaluation, the parent and offspring solutions are combined to select new parent solutions for the next generation. These steps are repeated for many generations until the termination criterion is satisfied. To select new parent solutions, the definition of Pareto dominance is necessary.

Definition 1: (Pareto dominance) For any two candidate solutions \( \varphi \) and \( \varphi' \) with the optimized two-objective function \( V(\varphi) \), we have

- \( \varphi \prec \varphi' \) indicates that the solution \( \varphi' \) is strictly dominated by \( \varphi \). Specifically, the two function values obtained by \( \varphi \) are both not greater than that of \( \varphi' \), i.e., \( V_1(\varphi) \leq V_1(\varphi') \) and \( V_2(\varphi) \leq V_2(\varphi') \). Meanwhile, at least one of the two function values obtained by \( \varphi \) is strictly smaller than the corresponding value of \( \varphi' \).
- When one element of \( V(\varphi) \) is strictly larger than that of \( V(\varphi') \) and the other one is strictly smaller than that of \( V(\varphi') \), the solutions \( \varphi \) and \( \varphi' \) are incomparable.
- If there is no solution \( \varphi' \) that satisfies \( \varphi' \prec \varphi \), the solution \( \varphi \) is Pareto optimal. The set of function values achieved by the Pareto optimal solutions is called the Pareto front.

Denote the set of parent and offspring solutions at the \( j \)-th generation as \( P_j \) and \( Q_j \), respectively. Let \( |P_j| \) denote the size of the set \( P_j \), and we have \( |P_j| = |Q_j| = R \). Then we need to select \( R \) elites from the set \( P_j \cup Q_j \) as the parent solution of the next generation, i.e., \( P_{j+1} \). Specifically, the non-dominated solutions in \( P_j \cup Q_j \) are selected into the first non-domination level \( X_1 \). In general, the \( r \)-th non-domination level \( X_r \) consists of the non-dominated solutions in \( (P_j \cup Q_j)/\cup_{r=1}^{r-1} X_r \). This selection step is carried out sequentially from \( X_1 \) to \( X_r \), where the size \( |\cup_{r=1}^{r} X_r| \geq R \) is satisfied for the first time. If \( |\cup_{r=1}^{r} X_r| = R \), we have \( P_{j+1} = \cup_{r=1}^{r} X_r \). If \( |\cup_{r=1}^{r} X_r| > R \), the first level to the \((r+1)\)-th level are first selected to \( P_{j+1} \), and then the remaining \( R - |\cup_{r=1}^{r} X_r| \) solutions are chosen from \( X_r \). In the remaining selection process of NSGA-III [26], the distance to the reference line is considered to ensure the diversity of obtained solutions.

B. Overall Framework

The overall framework of the proposed algorithm is shown in Fig. 5, and the proposed algorithm is outlined in Algorithm 1. Firstly, a hybrid solution generation method is applied to generate the set of offspring solutions \( Q_j \) with the parent solutions \( P_j \). Secondly, the solution selection method of NSGA-III is used to choose \( R \) solutions from \( P_j \cup Q_j \) to obtain the parent solutions of the next generation \( P_{j+1} \). Then the dominance pairs between \( P_{j+1} \) and \( Y_j \cup ((P_j \cup Q_j)/P_{j+1}) \) are searched with Algorithm 2. \( Y_j \) is a set to keep the worse solutions that are close to the parent solutions. Next, the discriminator is trained to learn the relationship between the dominated solutions and the dominating solutions using the dominance pairs. Finally, the generator is trained with the parameters of discriminator frozen to produce better solutions based on the dominating solutions. These steps are repeated until the termination criterion is satisfied. The details about the dominance pair and the training of GAN are introduced in the following subsections.

The proposed algorithm can be used to approximate the set of Pareto optimal solutions for the problem formulated in Section II-E. By selecting Pareto-dominating solutions from the set of candidate solutions in each generation, the obtained solutions can gradually approach the Pareto optimal solutions.

In this paper, the proposed algorithm can be performed by the BS in the HFSL system. The BS can collect information including computing power and channel state of workers to calculate the optimization objectives, and use its computing resource to perform the algorithm. After performing
Algorithm 1 Predictive GAN-Powered Multi-Objective Optimization Algorithm
1: Initialize the parameter of GAN
2: Initialize $R$ candidate solutions as the parent set $P_1$
3: Calculate the mean and variance of $P_1$ as $\mu_1$ and $\sigma_1$, respectively
4: Initialize $R$ candidate solutions as the set being compared $Y_1$
5: for $j = 1$ to $J$ do
6: Randomly sample a value $\delta$ from a uniform distribution between 0 and 1
7: if $\delta \geq 0.5$ then
8: Generate $R$ offspring solutions as $Q_j$ with genetic operators based on $P_j$
else
10: Generate $R$ offspring solutions as $Q_j$ using the generator with the mean and variance of input noise set as $\mu_j$ and $\sigma_j$, respectively
11: end if
12: Select $R$ solutions from $P_j \cup Q_j$ as $P_{j+1}$ using the solution selection of NSGA-III
13: Calculate the mean and variance of $P_{j+1}$ as $\mu_{j+1}$ and $\sigma_{j+1}$, respectively
14: Search for dominance pairs between $P_{j+1}$ and $Y_j \cup ((P_j \cup Q_j)/P_{j+1})$, and obtain $Y_{j+1}$ with Algorithm 2
15: for $m = 1$ to $M$ do
16: Train the discriminator with the loss function (28)
17: end for
18: for $m = 1$ to $M$ do
19: Generate $R$ solutions using the generator with the mean and variance of input noise set as $\mu_{j+1}$ and $\sigma_{j+1}$, respectively
20: Train the generator with the loss function (30)
21: end for
22: end for

Output: The set of approximated Pareto optimal solutions $P_J$.

Algorithm 1, we can obtain the set $P_J$, which contains many approximated Pareto optimal solutions. According to the requirements for training time and energy consumption of HFSL, we can choose an appropriate solution $\varphi = [S_1, H_1, f_1^E, B_1, \ldots, S_K, H_K, f_K^E, B_K]$ from $P_J$. Then the splitting decisions and resource allocation of all workers can be obtained based on the components of $\varphi$. For example, $P_j$ contains two solutions, i.e., $P_j = \{\varphi, \varphi'\}$, and $V_1(\varphi) > V_1(\varphi')$, $V_2(\varphi) < V_2(\varphi')$. If we want the energy consumption $V_2$ of workers to be as small as possible, we choose $\varphi'$ as the solution.

C. Dominance Pair and Training of Discriminator

Dominance pair is a pair of solutions $(\varphi, \varphi')$ in the proposed algorithm, which is used to train the discriminator to learn the dominance relationship between solutions. In the dominance pair, we require that the solution $\varphi'$ is strictly dominated by the other. We hope to learn features from the difference between the dominating solution and the dominated solution, thus guiding the generation of offspring solutions. Intuitively, when the distance between the values of the two solutions is very large, the two solutions may be very different, and the guiding effect on the direction may be very small. So we limit the distance $\|V(\varphi) - V(\varphi')\|_2 \leq \gamma$ to $\|Z_{\varphi}\|$. In the proposed algorithm, dominance pairs are searched between the $P_{j+1}$ and $Y_j \cup ((P_j \cup Q_j)/P_{j+1})$ using the above two requirements. As shown in Fig. 6, let the solution corresponding to the brown point be the dominating solution $\varphi$ of a dominance pair, then the value of the other solution is distributed in the fan-shaped area enclosed by the green dotted line. Here, the set of dominated solutions $Y_j \cup ((P_j \cup Q_j)/P_{j+1})$ is composed of half of the solutions in $P_j \cup Q_j$ with poor performance and the set being compared $Y_j$. As the solutions in $(P_j \cup Q_j)/P_{j+1}$ may be far away or very close to the solution in $P_{j+1}$, we add an extra set $Y_j$ to keep some close to solutions, improving the stability of training.

We can observe that there are many points in the fan-shaped area of Fig. 6, which can form dominance pairs with the brown point. To ease the training burden by reducing training data, we use the reference point to avoid too many dominance pairs formed by one dominating point. Specifically, the coordinates of the reference point are the minimum values of $V_1$ and $V_2$ in all current solutions as shown in Fig. 6, which is denoted by $\psi$. The reference point is connected to the brown
function is defined as discriminator is trained in a supervised method, and the loss strictly dominates the other. Specifically, the output of the discriminator represents the probability that one input \( D(\phi) \) is expected to be 1, while \( \phi' \) of two inputs in the proposed algorithm, i.e., the dominating the discriminator. As shown in Fig. 5, the discriminator has obtained a set of dominance pairs \( Z \). The details of searching and selecting dominance pairs are dominanted solutions with the smallest distance are retained. The dominated solutions in the dominance pairs is calculated. The dominance pairs is calculated. The

\[
F_D = -\frac{1}{|Z|} \sum_{(\phi, \phi') \in Z} \left( \ln(D(\phi)||\phi')) + \ln(1-D(\phi'||\phi)) \right).
\]

(28)

D. Training of Generator and Solution Generation

With the trained discriminator, we can train the generator to predict solutions with better performance than the current dominating solutions as shown by the red arrow in Fig. 6. As shown in Fig. 5, the input of the generator is a random noise vector \( z \), which is sampled from a multivariate normal Gaussian distribution \( P_{z,j} \). The mean vector and covariance matrix of the Gaussian distribution are obtained from the current set of dominating solutions

\[
\mu_j = \frac{1}{|P_j|} \sum_{\phi \in P_j} \phi, \quad \sigma_j = \frac{1}{|P_j|} \sum_{\phi \in P_j} (\phi - \mu_j)(\phi - \mu_j)^T.
\]

(29)

This setting is helpful to generate solutions that approximate the given dominating solutions and reduce the training difficulty [31]. The output of the generator is the generated solution \( \mathcal{G}(z) \), which is expected to be better than the solutions in \( P_j \). The loss function of the generator is

\[
F_G = -\frac{1}{|P_j|} \sum_{\phi \in P_j} \ln \mathcal{D}(\mathcal{G}(z)||\phi), \phi \sim P_{z,j}.
\]

(30)

which is minimized by gradient descent methods. We can see that the probability \( \mathcal{D}(\mathcal{G}(z)||\phi) \) is maximized to make the generated solution \( \mathcal{G}(z) \) strictly dominate the solutions in \( P_j \).

For the solution generation, we adopt the hybrid generation method [31]. To avoid the mode collapse [46] in the training of GAN, genetic operations and the generator are used to generate offspring solutions with the same probability.

V. SIMULATION RESULTS

In this section, we present the detail of the simulation and evaluate the performance of the proposed HFSL based on the predictive GAN-powered multi-objective optimization algorithm.

A. Simulation Setup

1) Simulation Environment: A circular network with a BS at the center is considered in the simulation, serving for \( K = 16 \) workers. The distance \( d_k \) between the worker \( k \) and the BS is distributed uniformly within 2 to 50 meters. The channel gain \( g_{k,l} \) follows the Rayleigh distribution with the mean \( -PL(d_k)/20 \) which we consider the path loss \( PL(d_k)(dB) = 32.4 + 20 \log_{10}(f_k^{\text{carrier}}) + 20 \log_{10}(d_k) \) and we use \( f_{\text{carrier}} = 2.6 \) GHz. The simulation parameters of the HFSL system is summarized in Table I. In particular, the maximum CPU frequency of workers is randomly selected from \{0.8, 1, 1.2\} GHz, and the number of training data of workers is randomly selected from \{2400, 3200, 4000\}. The training dataset is CIFAR-10 [47], and the size of each image is \( 32 \times 32 \times 3 \). The trained neural network is MobileNetV3-Large [22], which is a well-performing and lightweight convolutional neural network.

2) Hyper-Parameters of the Proposed Algorithm: In the proposed multi-objective optimization algorithm, the generator is a fully connected neural network (FCNN) with \( L_G = 3 \) layers, and the number of nodes is \( \xi^l_G = 64 \) for layer \( l = 0, 1, 2, 3 \). The discriminator is a FCNN with \( L_D = 2 \) layers, and the number of nodes is \( \xi^l_D = \xi^l_G = \xi^l_S = [128, 128, 128] \). The learning rates of generator and discriminator are both \( \eta = 4 \times 10^{-4} \). The number of iterations is \( M = 10 \). The losses are optimized with the Adam optimizer [48]. The number of generated solutions is \( R = 100 \). The distance limitation of dominance pairs is \( \gamma = 0.8 \). The number of dominance pairs corresponding to one dominating solution cannot exceed \( \kappa = 6 \).
B. Performance Comparison

To evaluate the performance of the proposed multi-objective optimization algorithm, we compare it with the NSGA-III [26] and GMOEA [31]. For a fair comparison, the generator of GMOEA has the same number of nodes as the proposed algorithm. The discriminator of GMOEA is also a two-layer FCNN with the number of nodes set as \([\xi_0, \xi_1, \xi_2] = [64, 64, 1]\). The solution selection method of NSGA-III is applied to classify solutions in GMOEA. For the NSGA-III, the SBX [49] and the polynomial mutation (PM) [50] are used to generate offspring solutions with the distribution index of crossover and mutation both set as 20. These three algorithms are performed for 5000 generations.

Fig. 7 (a) shows the Pareto fronts obtained by different algorithms. The performance of the Pareto front obtained by the proposed algorithm is better than the other two algorithms, which is reflected in the less energy consumption for the same training time, and less training time for the same energy consumption. Moreover, we compare the Pareto dominating solutions of the designed HFSL and the solution with no model splitting, i.e., FL. The point without splitting is dominated by some solutions obtained from the HFSL framework.

In Fig. 7 (b), we calculate the hypervolume [51] of the Pareto fronts obtained in different generations, and thus obtain the convergence curve of the multi-objective algorithm. The hypervolume indicator refers to the area dominated by the point of Pareto front \(\Omega\) and bounded above by a reference point \(\omega^*\)

\[
HV(\Omega, \omega^*) = \Lambda(\{\omega \in \mathbb{R}^2 | \exists \omega' \in \Omega : \omega' \preceq \omega \text{ and } \omega \preceq \omega^*\})
\]

where \(\Lambda(\cdot)\) is the Lebesgue measure. Note that a bigger value of hypervolume indicates better performance. With the reference point \(\omega^* = [36000, 10000]\), we obtain the convergence curves of different multi-objective algorithms in Fig. 7 (b). We can find that the proposed algorithm converges faster than GMOEA and NSGA-III, and finally achieves a bigger hypervolume.

As for the learning performance of HFSL, we compare the training accuracy and train loss of HFSL with no model splitting and HFSL with all splitting, as shown in Fig. 8. The workers in HFSL with no splitting update the model with normal gradient, i.e., equation (4). In contrast, all workers in HFSL with all splitting update with the delayed gradient (6). The training accuracy curves of HFSL with no splitting and HFSL with all splitting almost coincide, which verifies that the effect of splitting decisions on the convergence of HFSL can be ignored.
Fig. 9. (a) Pareto fronts of different CPU frequency \( f^{E, \text{max}} \) obtained by the proposed algorithm. (b) Averaged number of FLOPs and layers offloaded to the server per worker with different CPU frequency \( f^{E, \text{max}} \).

Fig. 10. The sum of FLOPs offloaded by all workers corresponding to different solutions.

C. Pareto Front Versus the CPU Frequency \( f^{E, \text{max}} \) of Edge Server

The impact of computing resource \( f^{E, \text{max}} \) on Pareto fronts is shown in Fig. 9 (a) with \( B^{\text{max}} \) = 3 MHz. Increasing computing frequency of edge server can also reduce training time and energy consumption. In Fig. 9 (b), we calculate the averaged number of FLOPs and layers offloaded to the server per worker for different \( f^{E, \text{max}} \), i.e.,

\[
\frac{1}{|P_j|} \sum_{p \in P_j} \sum_{k=1}^{K} e_k D_k \sum_{l=S_k+1}^{H_k} (C^F_l + C^B_l) \quad \text{and} \quad \frac{1}{|P_j|} \sum_{p \in P_j} \sum_{k=1}^{K} (H_k - S_k),
\]

which are directly determined by the splitting decisions. As shown in Fig. 9 (b), when the bandwidth is sufficient, the number of FLOPs offloaded to the server increases with the increase of \( f^{E, \text{max}} \). Besides, the increase of \( f^{E, \text{max}} \) can reduce the computation delay of the server, thereby decreasing the training time.

To observe different splitting decisions on one Parent front, we sort all the solutions on the blue curve in Fig. 9 (a) from small to large according to the training time, and take the index of the solutions as the horizontal axis of Fig. 10. Then we calculate the sum of FLOPs offloaded by all workers corresponding to each solution as the vertical axis, i.e.,

\[
\sum_{k=1}^{K} e_k D_k \sum_{l=S_k+1}^{H_k} (C^F_l + C^B_l).
\]

As shown in Fig. 10, the sum of offloaded FLOPs increases with the increase of training time, which also indicates that the energy consumption of workers decreases. Therefore, we can increase the number of offloaded FLOPs to reduce the energy consumption of workers, but this can increase the computing load of the server and result in an increase of training time with the limited server computing resource.

D. Pareto Front Versus the Bandwidth \( B^{\text{max}} \)

The impact of bandwidth \( B^{\text{max}} \) on Pareto fronts is shown in Fig. 11 (a) with \( f^{E, \text{max}} = 6 \) GHz. Increasing bandwidth can greatly reduce training time and energy consumption. On the one hand, the increase of \( B^{\text{max}} \) can reduce the transmission delay of parameters and intermediate results, while reducing the energy cost of the upload. On the other hand, with sufficient computing power of the edge server, increasing the bandwidth can increase the offloaded computing load, as shown in Fig. 11 (b), thereby reducing the energy consumption of workers.

E. Comparison of Algorithm Complexity

The major computational cost of the proposed algorithm is contained in the solution selection of NSGA-III, the search of dominance pairs, and the training of GAN. The complexity of solution selection is \( O(R^2) \) [26] in each generation. Because the set \( Y_j \cup (P_j \cup Q_j)/P_j+1 \) contains at most \((\kappa+1)R\) solutions, searching for dominance pairs requires \( O(\kappa R^2) \) computations in each generation. The complexity of training the discriminator and the generator is \( O(M(\sum_{l=1}^{L_g} c_l^{-1} - c_l^{-1}) + \sum_{l=1}^{L_D} c_l^{-1} - c_l^{-1})) \) in each generation. The total computational complexity of the proposed algorithm is \( O(J(R^2 + M(\sum_{l=1}^{L_g} c_l^{-1} - c_l^{-1}) + \sum_{l=1}^{L_D} c_l^{-1} - c_l^{-1})) \), GMOEA [31] does not need to search for dominance pairs, so its complexity is \( O(J(R^2 + M(\sum_{l=1}^{L_g} c_l^{-1} - c_l^{-1}) + \sum_{l=1}^{L_D} c_l^{-1} - c_l^{-1}))) \). The computational complexity of NSGA-III [26] is \( O(JR^2) \).

The complexity of the proposed algorithm is close to that of GMOEA, but it is bigger than that of NSGA-III.

Compared with traditional multi-objective algorithms, such as NSGA-III, the proposed multi-objective algorithm trains the GAN to predict promising solutions, which increases the delay in solving the optimization problem. However, since this paper focuses on the HFSL system, where the workers have low computing capabilities or the training model is large, the training time of the GAN may be significantly shorter than that of the HFSL. The model complexity of the GAN can...
be much smaller than that of the training model in HFSL. Under the simulation settings in Section V-A, the FLOPs of the generator and the discriminator to process one input data are $1.24 \times 10^4$ and $8.4 \times 10^3$ respectively. In contrast, the FLOPs of MobileNetV3-Large for processing one $32 \times 32 \times 3$ image is $7.31 \times 10^6$. The total FLOPs of training the GAN for 5000 generations is at most $9.63 \times 10^{11}$. With the server CPU frequency $f^E = 6$GHz and $n^E = 2$, the time consumption of training the GAN is 80.25s. As shown in Fig. 7, using the splitting decisions and resource allocation obtained by the proposed algorithm, the minimum training time that HFSL can achieve is 6782.46s, which is much greater than 80.25s. Moreover, under the condition that the energy consumption of HFSL is close, the training of HFSL achieved by the proposed algorithm can save 10146.53-7637.61 = 2508.92s compared with that achieved by NSGA-III. The HFSL training delay reduced by the proposed algorithm is greater than the GAN training delay.

VI. CONCLUSION

In this paper, we proposed a hybrid federated split learning framework to utilize the multi-worker parallel update of FL and the low computational requirement for workers of SL to reduce the training time and energy consumption. To reduce the computational idleness of workers with model splitting, we designed a parallel computing scheme for model splitting without label sharing. Convergence analysis shows that the delayed gradient update introduced by the parallel computing scheme does not affect the convergence rate. Then we formulated a multi-objective optimization problem to find the Pareto-optimal splitting decisions and resource allocation for the proposed HFSL. To solve the problem, we proposed a predictive GAN-powered multi-objective optimization algorithm. Experimental results show that the proposed HFSL enables various trade-offs between training time and energy consumption, and the solutions of HFSL can dominate the solution of FL. Moreover, the Pareto front found by the proposed multi-objective algorithm outperforms the considered baselines.

\section*{APPENDIX A}

\textbf{PROOF OF \textit{LEMMA 1}}

\begin{equation}
\begin{aligned}
\mathbf{w}_{k,t}^0 - \mathbf{w}_{k,t}^n &= - \sum_{n' = 0}^{n-1} \eta_{t'}^{n'} (\nabla F_k(\mathbf{w}_{k,t}^{n'}) + \mu(\mathbf{w}_{k,t}^{n'} - \mathbf{w}_{k,t}^0)) \\
&= (1 - \eta_{t}^{n-1}) \mu(\mathbf{w}_{k,t}^{n-1} - \mathbf{w}_{k,t}^0) - \eta_{t}^{n-1} \nabla F_k(\mathbf{w}_{k,t}^{n-1}).
\end{aligned}
\end{equation}

(32)

The following relation can be derived by applying the equation (32) recursively.

\begin{equation}
\begin{aligned}
E[|w_{k,t}^n - w_{k,t}^0|^2] &= E[|\eta_t^{n-1}\nabla F_k(w_{k,t}^{n-1})|] \\
&+ \sum_{n' = 0}^{n-2} \eta_{t}^{n'} (\prod_{n'' = n'+1}^{n-1} (1 - \eta_{t''}^{n''}) \mu) \nabla F_k(w_{k,t}^{n''})|^2]] \\
&\leq n((\eta_t^{n-1})^2 E[|\nabla F_k(w_{k,t}^{n-1})|^2] \\
&+ \sum_{n' = 0}^{n-2} (\eta_{t}^{n'})^2 (\prod_{n'' = n'+1}^{n-1} (1 - \eta_{t''}^{n''}) \mu) E[|\nabla F_k(w_{k,t}^{n''})|^2]]) \\
&\leq nG^2((\eta_t^{n-1})^2 + \sum_{n' = 0}^{n-2} (\eta_{t}^{n'})^2 (\prod_{n'' = n'+1}^{n-1} (1 - \eta_{t''}^{n''}) \mu)^2)),
\end{aligned}
\end{equation}

(33)

for $n = 1, 2, \ldots, N^\text{max}$. (a) is obtained by the inequality $\|\sum_{n'=1}^{n} w'^n\|^2 \leq n \sum_{n'=1}^{n} \|w'^n\|^2$ for any vectors $w'^n$. (b) is obtained with the Assumption 2.

\begin{equation}
\begin{aligned}
\hat{w}_{k,t}^n - \hat{w}_{k,t}^0 &= - \sum_{n'=1}^{n-2} \eta_{t'}^{n'+1} (\nabla F_k(\hat{w}_{k,t}^{n'}) + \mu(\hat{w}_{k,t}^{n'} - \hat{w}_{k,t}^0)) \\
&= (\hat{w}_{k,t}^{n-1} - \hat{w}_{k,t}^0) - \eta_{t}^{n-1} \mu(\hat{w}_{k,t}^{n-2} - \hat{w}_{k,t}^0) \\
&- \eta_{t}^{n-1} \nabla F_k(\mathbf{w}_{k,t}^{n-2}).
\end{aligned}
\end{equation}

(34)

Letting $0 \leq \theta_t^n \leq 1$ and $0 \leq \hat{\theta}_{t}^n \leq 1$ satisfy the conditions $\theta_t^n + \hat{\theta}_{t}^n = 1$ and $\theta_t^{n-1} \hat{\theta}_{t}^n = \eta_{t}^{n-1} \mu$ for $n = 0, 1, \ldots, N^\text{max} - 1$,
the equation (34) can be reformulated as follows.
\[
\langle \hat{\omega}^0_{t,t} - \hat{\omega}^0_{k,t} \rangle - \theta^0_{t,t} - \theta^0_{k,t} = \hat{\theta}^n_{k,t}((\hat{\omega}^n_{t,t} - \hat{\omega}^n_{k,t}) - \theta^0_{k,t} - \hat{\omega}^n_{k,t} - \hat{\omega}^0_{t,t})
\]
(35)
The following relation can be derived by applying the equation (35) recursively.
\[
\mathbb{E}[\|\hat{\omega}^n_{t,t} - \hat{\omega}^n_{k,t}\|^2] = \mathbb{E}[\|\hat{\omega}^{n-1}_{t,t} - \hat{\omega}^{n-1}_{k,t}\|^2 + \sum_{n'=1}^{n} \eta_t^{n'+1} (\sum_{n''=0}^{n'-2} \hat{\theta}^{n''}_{k,t} + \sum_{n''=1}^{n'-2} \hat{\theta}^{n''}_{k,t} + \|\nabla F_k(\hat{\omega}^{n'}_{t,t})\|^2)]
\]
(36)
for \(n = 1, 2, \ldots, N_{\text{max}}\).

**APPENDIX B**

**PROOF OF THEOREM 1**

Based on the \(L\)-smoothness of \(F_k(\cdot)\), it can be proved that \(F(\cdot)\) is also \(L\)-smooth, i.e.,
\[
\mathbb{E}[F(W_t)] \leq \mathbb{E}[F(W_{t-1}) + \langle \nabla F(W_{t-1}), W_t - W_{t-1} \rangle + \frac{L}{2}\|W_t - W_{t-1}\|^2].
\]
(37)
The last term on the right-hand side of the inequality (37) can be rewritten as
\[
\mathbb{E}[\|W_t - W_{t-1}\|^2] = \mathbb{E}[\|\sum_{k=1}^{K} \frac{D_k}{D} (I_k(\hat{\omega}^n_{k,t} - \hat{\omega}^{n-1}_{k,t})) + (1 - I_k)(\hat{\omega}^n_{k,t} - \hat{\omega}^{n-1}_{k,t})\|^2]
\]
(38)
where the terms with \(\eta_0^k\) are extracted in (a) because
\[
\sum_{k=1}^{K} \frac{D_k}{D} (I_k(\hat{\omega}^n_{k,t} - \hat{\omega}^{n-1}_{k,t})) = -\eta_0^k \nabla F(W_{t-1}).
\]
(b) holds because that \(\sum_{n'=0}^{n} w^{n'} \leq n \sum_{n'=1}^{n} \|w^{n'}\|^2\) for any vectors \(w^{n'}\).

The second term on the right-hand side of the inequality (37) can be rewritten as
\[
\mathbb{E}[\langle \nabla F(W_{t-1}), \sum_{k=1}^{K} \frac{D_k}{D} (I_k(\hat{\omega}^n_{k,t} - \hat{\omega}^{n-1}_{k,t})) + (1 - I_k)(\hat{\omega}^n_{k,t} - \hat{\omega}^{n-1}_{k,t})\rangle]
\]
(39)
where the terms with \(\eta_0^k\) are extracted in (a). (b) holds because that \(\sum_{n'=0}^{n} w^{n'} \leq n \sum_{n'=1}^{n} \|w^{n'}\|^2\) for any two vectors \(w_1\) and \(w_2\) of the same size.

The second term in the equation (39) can be rewritten as
\[
\mathbb{E}[\|\nabla F(W_{t-1}) - \frac{1}{\eta_t} \sum_{k=1}^{K} \frac{D_k}{D} (I_k(\hat{\omega}^n_{k,t} - \hat{\omega}^{n-1}_{k,t}))
+ (1 - I_k)(\hat{\omega}^n_{k,t} - \hat{\omega}^{n-1}_{k,t}))\|^2]
\]
(40)
where \(\alpha^n = nG^2((\eta_1^n)^2 + \sum_{n'=0}^{n-2} (\eta_1^n)^2 \sum_{n''=n'+1}^{n-1} (1 - \eta_1^n)^2)\), and \(\alpha^n = nG^2((\eta_1^n)^2 + \sum_{n'=0}^{n-2} (\eta_1^n)^2 \sum_{n''=n'+1}^{n-1} (1 - \eta_1^n)^2)\).
The following relation can be obtained by combining the formulas (37), (38), (39) and (40).

\[
\mathbb{E}[F(W_t)] \leq \sum_{n=2}^{N_{\text{max}}} \eta_n^{n-1} \frac{1}{2} \left\| \nabla F(W_{t-1}) \right\|^2 + \sum_{n=2}^{N_{\text{max}}} \left( L \eta_n^{n-1} \right) + \sum_{n=2}^{N_{\text{max}}} \left( \eta_n^{n-1} \right) \left( \sum_{k=1}^{K} \frac{D_k}{D} \right) \left( I_k \alpha_k^{n-1} + (1-I_k) \alpha_k^{n-2} \right)
\]

(41)

By setting the learning rate \( \eta_n^0 = \hat{\eta} \leq \frac{1}{2} \) as a constant, \( \eta_n^0 \leq \frac{1}{2L\eta_n} \) for \( n = 1, 2, \ldots, N_{\text{max}} - 1 \), rearranging (41) and calculating the average, we have

\[
\frac{1}{\tau} \sum_{t=1}^{\tau} \left( \eta(1-L\eta) + \sum_{n=2}^{N_{\text{max}}} \frac{\eta_n^{n-1}}{2} \right) \left\| \nabla F(W_{t-1}) \right\|^2 \leq \mathbb{E}[F(W_0)] + \frac{1}{\tau} \sum_{t=1}^{\tau} \sum_{n=2}^{N_{\text{max}}} \eta_n^{n-1} \left( L^2 + \mu^2 \right) \sum_{k=1}^{K} \frac{D_k}{D} \left( I_k \alpha_k^{n-1} + (1-I_k) \alpha_k^{n-2} \right)
\]

(42)
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