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(Book Chapter Draft 10/2021) As a technical sub-field of artificial intelligence (AI), explainable AI (XAI) has produced a vast collection of algorithms, providing a toolbox for researchers and practitioners to build XAI applications. With the rich application opportunities, explainability has moved beyond a demand by data scientists or researchers to comprehend the models they are developing, to become an essential requirement for people to trust and adopt AI deployed in numerous domains. However, explainability is an inherently human-centric property and the field is starting to embrace human-centered approaches. Human-computer interaction (HCI) research and user experience (UX) design in this area are becoming increasingly important. In this chapter, we begin with a high-level overview of the technical landscape of XAI algorithms, then selectively survey our own and other recent HCI works that take human-centered approaches to design, evaluate, provide conceptual and methodological tools for XAI. We ask the question "what are human-centered approaches doing for XAI" and highlight three roles that they play in shaping XAI technologies by helping navigate, assess and expand the XAI toolbox: to drive technical choices by users’ explainability needs, to uncover pitfalls of existing XAI methods and inform new methods, and to provide conceptual frameworks for human-compatible XAI.

1 INTRODUCTION

In everyday life, people seek explanations when there is a gap of understanding. Explanations are sought for many goals that this understanding is meant to serve, such as predicting future events, diagnosing a problem, resolving cognitive dissonance, assigning blame, and rationalizing one’s action. In interactions with computing technologies, an appropriate understanding of how the system works, often referred to as the user’s "mental model" [78], is the foundation for users to correctly anticipate system behaviors and interact effectively. A user’s understanding is constantly being shaped by what they see and experience with the system, and can be refined by being directly explained how the system works.

With the increasing adoption of AI technologies, especially popular inscrutable “opaque-box” machine learning (ML) models such as neural networks models, understanding becomes increasingly difficult. Meanwhile, the need for stakeholders to understand AI is heightened by the uncertain nature of ML systems and the hazardous consequences they can possibly cause as AI is now frequently deployed in high-stakes domains such as healthcare, finance, transportation, and even criminal justice. Some are concerned that this challenge of understanding will become the bottleneck for people to trust and adopt AI technologies. Others have warned that a lack of human scrutiny will inevitably lead to failures in usability, reliability, safety, fairness, and other moral crises of AI.

It is with this overwhelming challenge of modern AI that the term explainable AI (XAI) has made its way into numerous academic works, industry efforts, as well as public policy and regulatory requirements. For example, the European Union General Data Protection Regulation (GDPR) now requires that “meaningful information about the logic involved” must be provided to people who are affected by automated decision-making systems. However, despite a vast collection of XAI algorithms produced by the AI research community and a recent emergence of off-the-shelf toolkits (e.g. [1–4, 12]) for AI developers to incorporate state-of-the-art XAI techniques in their own models, successful examples of XAI are still relatively scarce in real-world AI applications.
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Developing XAI applications is challenging because explainability, or the effectiveness of explanation, is not intrinsic to the model but lies in the perception and reception of the person receiving the explanation. Making a model completely transparent to its nuts and bolts does not guarantee that the person at the receiving end can make sense of all the information, or is not overwhelmed. What makes an explanation good—to provide appropriate information that can be understood and utilized—is contingent on the receiver’s current knowledge and their goal for receiving the explanation, among other human factors.

Therefore, developing XAI applications requires human-centered approaches that center the technical choices around people’s explainability needs, and define success by human experience and well-being. It also means that XAI presents as much of a design challenge as an algorithmic challenge. Hence there are rich opportunities for HCI researchers and design practitioners to contribute insights, solutions, and methods to make AI more explainable. A research community of human-centered XAI [33, 35, 99] has emerged, which bring in cognitive, sociotechnical, design perspectives, and more. We hope this chapter serves as a call to engagement in this inter-disciplinary endeavor by presenting a selected overview of recent AI and HCI work on the topic of XAI. While the growing collection of XAI algorithms offer a rich toolbox for researchers and practitioners to build XAI applications, we highlight three ways that human-centered approaches can help navigating, assessing and expanding this toolbox:

• There is no one-fits-all solution in the growing collection of XAI techniques. The technical choice should be driven by users’ explainability needs, for which HCI and user research can offer insights to characterize the space and methodological tools (Section 3).

• Empirical studies with real users can reveal pitfalls of existing XAI methods. To overcome the pitfalls requires both design efforts to fill the gaps and reflectively challenging fundamental assumptions in techno-centric views (Section 4).

• Theories of human cognition and behaviors can offer conceptual tools to inspire new computational and design frameworks for XAI. However, this is still a nascent area and relevant theories in social science, behavioral science, and information science are yet to be explored (Section 5).

Before getting to these points, we will start with a brief overview of the technical landscape of XAI to ground our discussions (Section 2). For interested readers, we suggest several recent papers that provided deeper technical surveys [6, 11, 20, 44].

2 WHAT IS EXPLAINABLE AI AND WHAT ARE THE TECHNIQUES?

The definitions of explainability and related terms such as transparency, interpretability, intelligibility, and comprehensibility, are in a bit of flux. Scholars sometimes disagree on their scopes and how these terminologies intersect. However, XAI work often shares a common goal of making AI understandable by people. By adopting this pragmatic, human-centered definition in the chapter, we consider XAI as broadly encompassing all technical means to this end of understanding, including direct interpretability, generating an explanation or justification, providing transparency information, etc. (and avoid the philosophical question “what is or is not an explanation” altogether [80]). We note a distinction between a narrow scope of XAI focusing on explaining the model processes or internals, versus a broad scope that covers all explanatory information about the model, also including the training data, performance, uncertainty, and so on [63, 96]. Since our focus is on XAI applications, we believe a broad view is necessary as users are often interested in a holistic understanding of the system. However, technical challenges are commonly presented in the inscrutability of the model internals, so the XAI techniques we review in this section are within the narrower scope of XAI.
It is worth mentioning that while the majority of XAI work focuses on ML models, and so does this chapter, there are emerging areas of other types of XAI including explainable planning, multi-agent systems, robotics, etc. In fact, the term XAI was coined half a century ago in the context of expert systems. We are currently in its second wave spurred by the popularity of ML.

At a high level, XAI techniques falls into two camps [44, 66]: 1) choosing a directly interpretable model, such as simpler models like decision trees, rule-based models, and linear regression; 2) choosing an “opaque-box” model such as deep-neural networks and large tree ensembles, and then using a post-hoc technique to generate explanations. The choice between the two is sometimes discussed under the term “performance-interpretability tradeoff”, as complex opaque-box models tend to perform better in many tasks. However, this tradeoff is not always true. Research has shown that in many contexts, especially with well-structured datasets and meaningful features, directly interpretable models can reach comparable performance than opaque-box models [90]. Moreover, an active research area of XAI focuses on developing new algorithms that possess both performance advantages and interpretability properties. For example, decision sets [58], generalized linear rule models [101], GA2Ms [19], and CoFrNets [84] are recent algorithms that have more advanced computational properties than simple rule-based or linear models, but the model behaviors are still represented in meaningful rules or coefficients that can be understood relatively easily.

However, opaque-box models are often chosen in practice because of their performance advantage for a given dataset, often lower requirement for human effort (e.g., feature engineering), or the availability of off-the-shelf solutions. In these cases, one will have to use a post-hoc XAI technique. Based on their purpose, Guidotti et al. [44] categorize post-hoc XAI techniques into global explanation on the overall logic of the model, local explanation on a particular prediction, and counterfactual inspection that supports understanding how the model would behave with alternative input. Within these categories, XAI techniques commonly generate either feature-based explanations to elucidate the model internals, or example-based explanations to support case-based reasoning.

Note the three categories also apply to directly interpretable models. For example, a shallow decision-tree can be presented directly as a global explanation, highlighted of a particular path to locally explain a prediction, or traced in alternative paths to perform counterfactual inspection. It is, however, much less straightforward with opaque-box models, which require separate post-hoc techniques, as we will give some examples below.

Examples of global explanation. Since it is impossible to understand the complex internals of an opaque-box model, the goal of global explanation is to provide an approximate overview of how the model behaves. This is often done by training a simple directly interpretable model such as decision tree, rule sets or regression with the same training data, and performing optimization to make the simple model behaving more closely to the original model. For example, a technique called distillation changes the learning objective of the interpretable model to matching the original model’s predictions [95]. SRatio reweighs the training data based on the original model’s predictions and then re-trains the interpretable model [27]. With these approaches, depending on the choice of the approximate model, global explanations can take the form of a decision-tree, a set of rules the model follows, or feature weights.

Examples of local explanation. To explain a prediction made on an instance, a number of algorithms can be used to estimate the importance of each feature of this instance for the model’s prediction. For example, LIME (local interpretable model-agnostic explanations) [86] starts by adding a small amount of noise to the instance to create a set of neighbor instances, with them it fits a simple linear model that mimics the original model’s behavior in the local region. The linear model’s weights can then be used as the feature importance to explain the prediction. Another popular algorithm SHAP (Shapley additive explanations) [70] defines feature importance based on Shapley values, inspired by cooperative game theory, to assign credit to each feature. Feature-importance explanations can be shown to users by visualizing the
importance, or simply describing the most important features for the prediction. To explain deep neural networks, many other algorithms can be used to identify important parts of input features based on gradient [91], propagation [13], occlusion [62], etc. They are sometimes referred to as saliency methods and, when applied to image data, generate saliency maps. Example-based methods are useful to explain a prediction as well. For example, with some notion of similarity, finding similar instances in the training data with the same predicted outcome can be used to justify the prediction [45, 55].

**Examples of counterfactual inspection.** Different from local explanations that describe the model’s prediction process for a given instance, counterfactual explanations—“counter to the facts” are sought when people are interested in how the model would behave when the current input changes. In other words, people are interested in the “why not a different prediction” or “how to change to get a different prediction” questions rather than a descriptive “why” question. Such explanations are especially sought when seeking recourse to a current, often undesirable, prediction, such as ways to improve a patient’s predicted high risk of disease. Several algorithms can be used to generate counterfactual explanations by identifying changes, often with some notion of minimum changes, needed for an instance to receive a different prediction [26, 67]. They are sometimes referred to as contrastive explanations for a counterfactual outcome (differentiated from other kinds of counterfactuals such as counterfactual causes). Example-based methods can also be used to generate counterfactual examples—instances with minimum difference from the original one but having a different outcome [76, 97]. In other situations, people may want to zoom in on a specific feature and explore how its changes impact the model’s prediction, i.e. asking a “what if” question. For this purpose, feature inspection techniques such as partial dependence plot (PDP) [47] and individual conditional expectation (ICE) can be used [42].

Most post-hoc techniques make some approximations. Distillation and LIME approximate the complex model’s behaviors with a simpler model’s. PDP leaves out interactions between features. Example-based methods explain by samples in the data. There is a long-standing debate regarding the potential risk of using approximate post-hoc techniques to explain instead of a directly interpretable model, as approximation will inevitably leave out some corner cases or even be unfaithful to what the original model computes [90].

However, in addition to the practical reasons mentioned earlier to opt for an opaque-box model, there is a pragmatic argument to be made about the diverse communication devices people use to reach “sufficient understanding” to achieve a given objective. For example, if one is to make precise diagnosis of a problem, they may need explanations that describe a causal chain; whereas if one’s goal is to predict future events, following approximate rules or case-based reasoning could be sufficient and less cognitively demanding. One can also argue that when the model and the person have different epistemic access, approximation can be seen as a form of translation necessary to bridge the two. There is an emerging area of XAI research on generating human-consumable explanations with supervision of human explanations [34, 50, 56], which essentially translates model reasoning into meaningful human explanations applied to the same prediction. This kind of explanation is a complete approximation but could be especially useful for lay people who have difficulty understanding how ML models work, but want to get a sense of the reasonability of a prediction. We further highlight this objective and user dependent nature of the choice of explanation methods in the next sections.

That being said, developers of AI have a responsibility to understand, mitigate, and transparently communicate the limitations of approximate explanations to stakeholders. For example, an explainability metric known as faithfulness can be used to detect faulty post-hoc explanations [7]. This is an actively researched topic and there is still a lack of principled approaches to identify and communicate the limitations of post-hoc explanations.
3 DIVERSE EXPLAINABILITY NEEDS OF AI STAKEHOLDERS

It is easy to see that there is no “one-fits-all” solutions from this vast, and still rapidly growing, collection of XAI algorithms, and the choice should be based on target users’ explainability needs. The challenge here are twofold: First, users of XAI are far from a uniform group and their explainability needs can vary significantly depending on their goals, backgrounds, usage contexts, etc. Second, XAI algorithms were often not developed with specific usage contexts in mind, or were developed primarily to help model developers or AI researchers inspect the model [74]. Hence their appropriateness to support an end users’ explainability needs can be unclear.

A starting point to address these challenges is to map out the design space of XAI and develop frameworks that account for people’s diverse explainability needs. Many have summarized common user groups that demand explainability and what they would use AI explanations for [11, 49, 83]:

- **Model developers**, to improve or debug the model.
- **Business owners or administrators**, to assess an AI application’s capability, regulatory compliance, etc. to determine its usage.
- **Decision-makers**, who are direct users of AI decision support applications, to form appropriate trust in the AI and make informed decisions.
- **Impacted groups**, whose life could be impacted by the AI, to seek recourse or contest the AI.
- **Regulatory bodies**, to audit for legal or ethical concerns such as fairness, safety, privacy, etc.

While useful for considering different personas interacting with XAI, this kind of categorization lacks granularity to characterize people’s explainability needs. For example, a doctor using a patient risk-assessment AI (i.e., a decision-maker) would want to have an overview of the system during the onboarding stage, but delve into AI’s reasoning for a particular patient’s risk assessment when they treat the patient. Also, people in any of these groups may want to assess model capabilities or biases at certain usage points.

In a recent HCI paper, Suresh et al. define stakeholder’s *knowledge* and their *objectives* as two components that cut across to determine one’s explainability needs [93]. The authors characterize stakeholders’ knowledge by formal, instrumental, and personal knowledge and how it manifests in the contexts of machine learning, data domain, and general milieu. For stakeholders’ goals and objectives, the authors propose a multi-level typology, ranging from long-term goals (building trust and understanding the model), immediate objectives (debug and improve, ensure compliance with regulations, take actions based on model output, justify actions influenced by a model, understand data usage, learn about a domain, contest model decisions), and specific tasks to perform with explanations (assess reliability of a prediction, detect mistakes, understand information used by the model, understand feature influence, understand model strengths and limitations).

While these efforts can be seen as top-down approaches to characterize the overall space of explainability needs, a complementary approach is to follow user-centered design and start with user research to identify application or interaction specific explainability needs. For example, Eiband et al. proposed a participatory design method that starts with analyzing users’ current mental model and gaps with how the system should be understood, based on an appropriate mental model prescribed by experts, to identify what needs to be explained [37].

In our own research with collaborators, we proposed to identify users’ explainability needs by eliciting user questions to understand the AI [63]. This notion is based on prior HCI work using prototypical questions to represent “intelligibility types” [65], and social science literature showing that people’s explanatory goals can be expressed in different kinds of
questions [48]. By interviewing 20 designers, we collected common questions users ask across 16 ML applications and developed an XAI Question Bank, with more than more than 50 detailed user questions organized in 9 categories:

- **How** (global model-wide): asking about the general logic or process the AI follows to have a global view.
- **Why** (a given prediction): asking about the reason behind a specific prediction.
- **Why Not** (a different prediction): asking why the prediction is different from an expected or desired outcome.
- **How to be That** (a different prediction): asking about ways to change the instance to get a different prediction.
- **How to Still Be This** (the current prediction): asking what change is allowed for the instance to still get the same prediction.
- **What if**: asking how the prediction changes if the input changes.
- **Performance**: asking about the performance or of the AI.
- **Data**: asking about the training data.
- **Output**: asking what can be expected or done with the AI's output.

These questions demonstrate that XAI should be defined broadly, not limited to explaining model internals, as users are also interested in explanatory information about the performance, data, and scope of output, among other dimensions.

This XAI question bank maps out the space of common explainability needs and can be used as a tool to identify applicable questions in user research. In a follow-up work [64], we propose a question-driven user centered design method that starts with identifying key user questions with user research, using them to guide the choice of XAI techniques and iterative design. To facilitate this process and foreground users’ explainability needs, we suggest reframing the technical space of XAI by the user question that each XAI method can address. For example, a feature-importance local explanation technique can answer the **Why** question, while a counterfactual explanation can answer the **How to be That** question. We provide a suggested mapping between the question categories and example XAI methods in Table 1, focusing on post-hoc methods that are available in current open-source XAI toolkits accessible for practitioners [1–4].

In short, a growing collection of XAI techniques offer a rich toolbox for researchers and practitioners to build XAI applications. Making effective and responsible choices from this toolbox should be guided by users’ explainability needs. HCI research not only offers means to understand user needs for specific applications, but also insights about real-world user needs to better frame and organize this toolbox, as well as methodological tools to help navigating the toolbox. In the next section, we discuss how HCI research can also inform limitations of the current technical XAI toolbox.

4 PITFALLS OF XAI: MINDING THE GAPS BETWEEN ALGORITHMIC EXPLANATIONS AND ACTIONABLE UNDERSTANDING

With so many XAI algorithms developed, one must ask: do they work? The answer is complicated because of the diverse contexts that XAI is sought for. The answer is also difficult because it requires understanding how people perceive, process, and use AI explanations. HCI research, and more broadly human-subject studies, are key to evaluating XAI in the context of use [30], identifying where it falls short, and informing human-centered solutions. While many studies showed positive results that XAI techniques can improve people’s understanding of models [46, 59, 68, 87], in this section we draw attention to a few pitfalls of XAI based on recent HCI research.

---

1The difference between **Why Not** and **How to Be That** can be subtle and context-dependent. User may ask **Why Not** when seeing an unexpected prediction and interested in comparing what gets the counterfactual outcome. User may ask **How to Be That** when seeking recourse so the explanation should more specifically focus on minimum or actionable changes they can make to the current input.
Ways to explain

| Question | Ways to explain | Example XAI methods |
|----------|----------------|---------------------|
| How (global model-wide) | • Describe the general model logic as feature impact\(^\ast\), rules\(^\dagger\) or decision-trees\(^\ddagger\) | ProfWeight\(^{\ast+\dagger}\) [28], Global feature importance\(^\ast\) [69, 102], Global feature inspection plots\(^\ast\) (e.g. PDP [47]), Tree surrogates\(^\ddagger\) [24] |
| Why (a given prediction) | • Describe how features of the instance, or what key features, determine the model’s prediction of it\(^\ast\) | LIME\(^\ast\) [86], SHAP\(^\ast\) [70], LOCO\(^\ast\) [61], Anchors\(^\dagger\) [87], ProtoDash\(^\ddagger\) [45] |
| Why Not (a different prediction) | • Describe what features of the instance determine the current prediction and/or with what changes the instance would get the alternative prediction\(^\ast\) | CEM\(^\ast\) [26], Counterfactuals\(^\ast\) [67], ProtoDash\(^\dagger\) (on alternative prediction) [45] |
| How to Be That (a different prediction) | • Highlight feature(s) that if changed (increased, decreased, absent, or present) could alter the prediction to the alternative outcome, with minimum effort required\(^\ast\) | CEM\(^\ast\) [26], Counterfactuals\(^\ast\) [67], Counterfactual instances\(^\dagger\) [97], DiCE\(^\ddagger\) [76] |
| How to Still Be This (the current prediction) | • Describe features/feature ranges\(^\ast\) or rules\(^\dagger\) that could guarantee the same prediction | CEM\(^\ast\) [26], Anchors\(^\dagger\) [87] |
| What if | • Show how the prediction changes corresponding to the inquired change of input | PDP [47], ALE [9], ICE [42] |
| Performance | • Provide performance information of the model | Precision, Recall, Accuracy, F1, AUC; Communicate uncertainty of each prediction\(^\ast\) [40]; See examples in FactSheets [10] and Model Cards [75] |
| Data | • Provide comprehensive information about the training data, such as the source, provenance, type, size, coverage of population, potential biases, etc. | See examples in FactSheets [10] and DataSheets [38] |
| Output | • Describe the scope of output or system functions. If applicable, suggest how the output should be used for downstream tasks or user workflow | See examples in FactSheets [10] and Model Cards [75] |

Table 1. A mapping between categories of user questions in XAI question bank [63] and example XAI methods to answer these questions, with descriptions of their output in “Ways to explain” column. XAI methods are selected based on what are available in current open-source XAI toolkits [1–4]. The last three rows (in italic) are broader XAI needs not limited to explaining model processes.

We start with the position that users’ goal with XAI is not an understanding defined in a vacuum, but an actionable understanding that is sufficient to serve the objective that they seek explanations for. As discussed above, these objectives are diverse and dynamic. One common pitfall and overall obstacle for the current XAI field is that, despite growing efforts, there is still a disconnect between technical XAI approaches and their effectiveness in supporting different user objectives in downstream deployment. A recent study by Buçinca et al. points out that “proxy tasks” widely used by AI researchers to evaluate their proposed XAI techniques can be misleading [16]. A common example of proxy task is...
Fig. 1. Model LineUpper, an example XAI tool that supports ML developers to compare multiple candidate models by comparing their feature-importance explanations at multiple levels (by selecting an instance, a region of instances, or viewing all from the right-side Scatterplot Matrix panel) from Narkar et al. [77].

"simulation test", which asks people to predict the model’s output based on an input and explanation. Such tests to assess people’s understanding without a specific end goal can fail to predict the success of using XAI in real tasks that people seek explanations for, such as debugging models [54] or improving decision-making [16, 100].

There can be a multitude of reasons for this divide between effectiveness in proxy tasks and deployment. As Bućinca et al. point out, performing proxy tasks in a controlled setting could induce a different cognitive process from a realistic setting, such as granting more attention to the explanations [16]. Moreover, the ability to simulate a model prediction may simply not match the need for a user to perform a realistic task. For instance, in the context of decision-making, the key to success of a human-AI team is appropriate reliance—knowing when to trust the AI’s recommendation and when to be cautious. An actionable understanding for appropriate reliance requires not only knowing how the model makes predictions, but also how to judge if the reasoning is flawed. Filling this gap of understanding may necessitate a different kind of transparency. For example, recent HCI studies repeatedly found that showing uncertainty information of individual predictions is more effective than local explanations to help people achieve the objective of appropriate reliance on AI [14, 105].

To close this gap between technical XAI and user experiences will require both studying user interactions with XAI in the contexts of use, and better operationalizing human-centered perspectives in algorithmic work of XAI, including developing evaluation methods that can account for more fine-grained user needs and downstream usage contexts.

For the first part, recent HCI research provides useful insights for XAI user experiences in some common usage contexts. For model development or debugging, research suggests that users often need a range of explanations for different levels of the model behaviors to perform comprehensive diagnosis [51, 52, 77]. For example, Figure 1 shows Model LineUpper [77], an XAI tool that we designed with our collaborators to support data scientists to compare multiple models (in the context of choosing candidate models generated by AutoML) by comparing their feature-importance explanations. This comparison can happen at different levels: for a global view, for a input region they select on the
Scatterplot Matrix on the right, and down to individual instances. For decision-makers, such as users of an AI system supporting medical diagnosis [18, 63, 104], they may need upfront global explanations about the properties of the model during the on-boarding stage, but local explanations particularly when they get unexpected or suspicious model output. When it comes to auditing for model fairness or biases, our work with collaborators compared the effectiveness of four types of explanation (shown in Figure 2) and found that contrastive explanations can effectively help people identify concerns of individual fairness, where similar individuals are treated differently by the model [29].

Empirical research also brings to light a set of pitfalls resulted from a disconnect between assumptions underlying technical approaches to XAI and people’s cognitive processes. A pitfall robustly found in recent work is that explanations can lead to unwarranted trust or confidence in the model. In a controlled experiment where an ML model was used to assist participants to predict apartment sales prices, Poursabzi-Sangdeh et al. found that, contrary to the hypothesis, showing people an explainable model with feature importance hindered their ability to detect model mistakes [82]. By conducting contextual inquiry with data scientists using popular XAI techniques (e.g. SHAP) during model development, Kauer et al. found that the existence of explanations could mistakenly lead to over-confidence that the model is ready for deployment [54]. In the context of a nutrition recommender, Eiband et al. showed that even placebic explanations, which did not convey useful information, invoked a similar level of trust as real explanations do [36]. In addition, there is the concern of illusory understanding, with which one subjectively over-estimates the understanding they gain from XAI [22]. Explanations can also create information overload and distract people from forming a useful mental model of how a system operates [92].

These observations highlight the danger of deploying technologies without a clear understanding of how people interact with them. One way to move the field forward is to connect with theories and insights about human behaviors and cognition. For example, dual-process theories [53, 81] provide a critical lens to understand how people process XAI and inform new means to make AI more understandable and actionable to users. The central thesis of dual-process theories is that people can engage in two different systems to process information and make decisions. System 1 is intuitive thinking, often following mental shortcuts and heuristics; System 2 is analytical thinking, relying on careful reasoning of information and arguments. Because System 2 is slower and more cognitively demanding, people often
resort to System 1 thinking, which, when applied inappropriately, can lead to cognitive biases and sub-optimal decisions. Through this theoretical lens, there is an increasing awareness [16, 32, 79, 85, 99] that while XAI techniques make an implicit assumption that people can and will attend to every bit of explanations, in reality people are more likely to engage in System 1 thinking.

However, it remains an open question what kind of heuristics can be triggered by XAI with System 1 thinking. It is possible that people associate the ability to provide explanations directly with competence, and therefore form unwarranted trust and confidence. Heuristics are developed through past experiences, and can evolve as people experience new technologies or domains. Nourani et al. demonstrated that when interacting with XAI, people were vulnerable to common cognitive biases such as anchoring bias after observing model behaviors early on [79]. A recent study by Ehsan et al. uncovered diverse heuristics people follow in response to AI explanations, such as associating explanations with affirmation, diagnostic support, and social presence, and associating a specific presentation of explanation, such as numerical numbers, with intelligence and algorithmic thinking [32].

Another critical implication with dual-process theories is that people do not equally engage in System 1 or System 2 thinking in all contexts. People are generally inclined to engage in System 1 thinking when they lack either the ability or motivation to perform analytical thinking [81]. This difference can lead to another pitfall of XAI—potential inequalities of experience including risks subject to mistrust and misuse of AI. For example, a study found that AI novices, compared to experts, not only had less performance gain from XAI but were also more likely to have illusory satisfaction [94]. Other studies suggest that in time and cognitive resource constraint settings people are less able to process explanations effectively [89, 104]. In our own work with collaborators [39], we showed that adding explanations in an active learning setting (i.e. label instances requested by the model) decreased satisfaction for people scored low in Need for Cognition, a personality trait reflecting one’s general motivation to engage in effortful cognitive activities.

Research has begun to address this mismatch between people’s cognitive processes and current assumptions underlying XAI. One way is to provide interventions to nudge people to engage deeper in System 2 thinking. Buçinca et al. introduced cognitive forcing functions as design interventions for that purpose [17], including asking users to make decisions before seeing the AI’s recommendations, slowing down the process, and letting users choose when to see the AI recommendation. In our own work with collaborators [85], we saw that increasing the time for the users to interact with the ML system mitigated some System 1 biases. Another path is to seek technical and design solutions that reduce the cognitive workload imposed by XAI, by reducing the quantity and improving consumability of information. For example, studies suggest that multi-modalities (text, visual, audio, etc.) can be leveraged to aid attention and understanding of XAI [89, 94]. Progressive disclosure [92], starting with simplified or high-level transparency information and revealing details later or upon user requests, is another effective approach to reduce cognitive workload. Technical approaches that optimize for a balance between explanation accuracy and conciseness have also been explored [5].

We must note that heuristics are an indispensable part of people’s decision-making process. If applied appropriately, they can aid people to make more efficient and optimal decisions. In fact, they may be key to closing the inequality gaps for people with different levels of ability or motivation to process information about AI. For example, we may envision a quality endorsement feature through some authorized third-party inspecting a model with explanations. This could allow lay people to apply a reliable “authority heuristic”. Understanding what heuristics are involved in interactions with XAI and AI in general, and how to leverage reliable heuristics to improve human-AI interaction, are important open questions for the field.

We close this section with an optimistic note that by centering our analysis on people, on how they interact with and process information about AI, and whether they can achieve their objectives, we can move away from a techno-centric
focus on generating algorithmic explanations. We can begin to identify opportunities to improve user experiences in the currently under-developed space between algorithmic explanations and actionable understanding, and appreciate explainable AI as much of a design problem as a technical problem. The design solutions may be concerned with how to communicate algorithmic explanations, such as choosing the right modalities, level of abstraction, work-arounds for privacy or security constraints, and so on. They may also come in the form of interventions to influence how people process XAI, such as providing cognitive forcing functions or checklists that help people better assess information [88]. Furthermore, it is necessary to fill the knowledge or information gaps for users to achieve actionable understanding beyond algorithmic explanations, such as providing necessary domain knowledge (e.g. what a feature means) and general notions of how AI works.

While we discussed the pitfalls of XAI mostly through a cognitive lens, implicit in supporting actionable understanding is a requirement to approach XAI as a sociotechnical problem [33], especially given that consequential AI systems are often embedded in socio-organizational contexts with their own history, shared knowledge and norms. On the one hand, for XAI technology developers, to understand the "who" in XAI and articulate their needs and objectives requires situating "who" in the sociotechnical context. On the other hand, for XAI users, an actionable understanding is often a socially situated understanding, which enables them to make sense of not only the technical component but also the sociotechnical system as a whole. Motivated by this sociotechnical perspective, with collaborators we proposed the concept of social transparency—making visible the social-organizational factors that govern the use of AI systems [31]. Operationalized in a design framework to present past users' interactions and reasoning with the AI (see a design in Figure 3), we demonstrated that such information could help users make more informed decisions and improve the collective experience with AI as a sociotechnical system.

5 THEORY-DRIVEN HUMAN-COMPATIBLE XAI

Previously we gave an example of using dual-process theories to retrospectively understand how people interact with XAI. In this section we discuss another important human-centered approach to XAI, by performing theoretical analysis
of human explanations, as well as broader cognitive and behavioral processes, to inspire new computational and design frameworks to make XAI more human compatible.

Such work is best represented by Miller’s seminal paper that brings insights from social sciences about fundamental properties of human explanations to common awareness of the AI community [73]. By surveying a large volume of prior work on how people seek, generate, and evaluate explanations in philosophy, psychology, and cognitive science, Miller summarized four major properties of human explanations: 1) Explanations are often contrastive, sought in response to some counterfactual cases. This is because a Why question is often triggered by “abnormal or unexpected” events, not asked to understand the cause for an event per se, but the cause of an event relative to some other event that did not occur. In other words, the Why question is often an implicit Why not question. 2) Explanations are selected, often in a biased manner. People rarely give an actual or complete cause of event, but select a small number of causes based on some criteria or heuristics. 3) Explanations are social, as a transfer of knowledge, often part of a conversation or interaction, and thus presented relative to the explainer’s beliefs about the explainee’s beliefs. 4) Using probabilities or statistical information to explain is often ineffective and unsatisfying. Explicitly referring to causes is more important. Published in 2019, in just two years, this work has made significant impact on the XAI field. For instance, the point about explanations being contrastive has inspired many to work on counterfactual explanations to answer the Why Not or How to be That questions, as we reviewed in Section 2. From a user-interaction point of view, the points of explanations being selected and social have profound implications. Miller reviewed several useful theories about how people generate and present explanations to others, which we believe can provide conceptual ground to frame XAI as interaction problems. One of them is Malle’s theory of explanation [72], which breaks the generation of explanations into two distinct and co-influencing groups of psychological processes: 1) Information processes for the explainer (i.e. AI in the case of XAI) to devise explanations, which are determined by what kind of information the explainer has access to. 2) Impression management processes that govern the social interactions with the explainee (i.e., users in the case of XAI), which are driven by the pragmatic goal of the explainer, such as transferring knowledge, generating trust in an explainee, assigning blame, etc.

While currently under-explored, framing communication of explanations as an impression management process can inspire computational and design methods to make XAI effectively selected (and social), which can then mitigate the cognitive load and make XAI more consumable. A useful set of resources to inform XAI work on this topic, as Miller suggested, is to look at the cognitive processes for people to select explanations from available causes. Besides formal models of abductive reasoning, Miller also reviewed common heuristics people follow, such as abnormality (selecting the abnormal cause), intentionality (select intentional actions), necessity, sufficiency, and robustness (selecting causes that would hold in many situations). The choice highly depends on the explainer’s goal, which again highlights the importance of specifying the objective of explaining. Further, we point to broader social science research on impression management [41, 60], on influencing other’s perception by regulating information in social interactions, as well as ethics discussions around it, to draw inspiration from.

The social nature of explanation also maps to an essential requirement for interactivity in XAI applications [57]. User interactions do not end at receiving an XAI output, but continue until an actionable understanding is achieved. In other words, as users’ explainability needs are expressed in questions, they will keep asking follow-up questions until satisfied and thus engage in a back-and-forth conversation. Therefore, conversational models of explanation, as well as general principles of conversations and communication (e.g., Grice’s maxims that a speaker follows to optimize for the desired social goal [43]; Theory of grounding in communication [23]), hold promises for informing technologies and design for interactive XAI. Miller reviewed several relevant theories including Hilton’s conversational model of
explanations [48], which postulates that a good explanation must be relevant to the focus of a question and present a topology of different causal questions. Antaki and Leudar extended this model to a wider class of argumentative dialogue for the common pattern of claim-backing in explanations [8]. Walton further extended this line of work into a formal dialogue model of explanation [98], including a set of speech act rules. This kind of theories offer appealing grounds to build computational models, and recent XAI has begun to explore dialogue models for interactive XAI [71]. Outside XAI, work in dialogue systems frequently builds on formal models of human conversational and social interactions (e.g. [15]), including systems that generate explanatory dialogues [21].

Theories can also inform design frameworks that guide researchers and practitioners to investigate the design space and make design choices. For example, Wang et al. preformed a comprehensive analysis on the theoretical underpinning of human reasoning and decision-making to derive a conceptual framework that allows linking XAI methods to users’ reasoning needs [99]. This framework includes four dimensions that describe a normative view of how people should reason with explanations, including explanation goals, reasoning process, causal explanation type, and elements in rational choice decisions. It also separately describes people’s natural decision-making, and the errors and limitations they subject to, based on dual-process theories. Designers can use the framework to perform a conceptual analysis to understand, e.g., based on user research, users’ reasoning goals and potential errors, to identify what XAI methods can support their goals, or to investigate gaps in current XAI methods. The authors further provided a mapping between elements under these human-reasoning dimensions and existing XAI approaches, and guidelines on how to use XAI methods to mitigate common cognitive biases.

While hugely promising, theory-driven XAI is still a nascent area. Many areas of cognitive, social, and behavioral theories are yet to be explored. For example, if we center on users of XAI as information seekers to achieve actionable understanding, theories in information science such as models of sense-making [25] and information seeking behaviors [103] (how people’s information needs drive their behaviors and information use) can offer useful theoretical lenses to formalize and anticipate user behaviors. However, the major challenge lies in how to operationalize theoretical insights and formal behavioral models into computational and design frameworks, which may require, as many have already argued [30, 73, 96], collaboration across the research disciplines of AI, HCI, social sciences and more.

6 SUMMARY

Explainable AI is one of the fastest-growing areas of AI in several directions: a rapidly expanding collection of techniques, substantial industry effort to produce open-source XAI toolkits for practitioners to use, and widespread public awareness and interest in the topic. It is also a fast-growing area for human-centered ML, which can be seen in a proliferation of XAI research published in HCI and social science venues in recent years. Adopting human-centered approaches to XAI is inevitable given that explainability is a human-centric property and XAI must be studied as an interaction problem. However, different from some other topics in this book, HCI work on XAI currently resides in, and often needs to challenge, a techno-centric reality given that the technical AI community have made large strides already. A research community of human-centered XAI [33, 35, 99] has emerged. In this chapter we provide a selected survey on work from this emerging community to encourage future research to continue bridging design practices and state-of-the-art XAI techniques, uncovering pitfalls of and challenging algorithmic assumptions, and building human-compatible XAI from theoretical grounds. We also hope these practiced approaches will inspire work to address broader challenges in human-centered ML.
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