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Abstract

The spoofing-aware speaker verification (SASV) challenge was designed to promote the study of jointly-optimised solutions to accomplish the traditionally separately-optimised tasks of spoofing detection and speaker verification. Jointly-optimised systems have the potential to operate in synergy as a better performing solution to the single task of reliable speaker verification. However, none of the 23 submissions to SASV 2022 are jointly optimised. We have hence sought to determine why separately-optimised sub-systems perform best or why joint optimisation was not successful. Experiments reported in this paper show that joint optimisation is successful in improving robustness to spoofing but that it degrades speaker verification performance. The findings suggest that spoofing detection and speaker verification sub-systems should be optimised jointly in a manner which reflects the differences in how information provided by each sub-system is complementary to that provided by the other. Progress will also likely depend upon the collection of data from a larger number of speakers.

Index Terms: spoofing-aware speaker verification, joint optimisation, anti-spoofing, automatic speaker verification

1. Introduction

Solutions to reliable biometric voice recognition often comprise a pair of independent sub-systems, namely separately-optimised automatic speaker verification (ASV) and spoofing countermeasure (CM) classifiers. The role of the ASV sub-system is to verify whether or not the voice in test and enrolment utterances corresponds to the same speaker. That of the CM is to differentiate between bona fide and manipulated or artificially fabricated utterances and hence to protect the ASV from being spoofed by an adversary.

ASV and CM systems are generally learned using different databases. State-of-the-art ASV systems [1–4] are typically trained to capture speaker-discriminative characteristics from massive datasets containing a huge number of utterances captured from a large number of speakers [5–9]. ASV databases contain bona fide speech data. Those used for the development of CMs necessarily contain utterances of both bona fide and spoofed speech. To help marginalise speaker-related influences, they too are collected from a large number of speakers, though usually far fewer than ASV. To promote the learning of generalised countermeasures which perform reliably in the face of previously unseen attacks, CM databases should contain spoofed data generated with a diverse range of spoofing attack algorithms [10–12]. With two separate sub-systems, each designed to solve a different, specific problem, there is then the question of how the two sub-systems function in tandem together to solve the single task of reliable ASV.

CMs have the potential both to reject spoofed utterances, but also to falsely reject bona fide utterances. CMs can hence impact upon ASV performance. While not its role, the ASV sub-system also has potential to reject spoofing attacks, e.g. the ASV sub-system can decide in favour of a non-target hypothesis in the case that a spoofed test utterance does not reflect well the characteristics of the targeted speaker. The influences of the two sub-systems are hence not independent, implying a potential benefit for their joint optimisation.

In contrast to the fusion of separately trained ASV and CM systems, joint optimisation has the potential to exploit the synergy between each sub-system so that the strengths of one can compensate for the weaknesses of the other. By way of an example, the optimisation of CMs to reject poorer quality spoofing attacks that will in any case be rejected by the ASV sub-system might be a needless waste of discrimination capacity. Instead, CM optimisation should prioritise the reliable rejection of more potent attacks that would otherwise be successful in spoofing the ASV sub-system [13].

The Spoofing-Aware Speaker Verification (SASV) challenge [14, 15] was designed, in part, to promote the study of jointly-optimised ASV and CM solutions to protect against text-to-speech (TTS) and voice conversion (VC) spoofing attacks. The work described in this paper aims to shed light on why, despite the apparent merits, joint-optimisation was absent from submissions to the inaugural edition; all of the top-performing systems combine separately optimised sub-systems which are fused at either score [16–19] or embedding [19–21] levels. Perhaps joint-optimisation was unsuccessful, or simply not explored. We aim to show whether the SASV task is best solved using separately optimised CM and ASV sub-systems, or if joint-optimisation merits attention in the future.

2. Related work

Two different, general approaches can be found among the submissions to the inaugural SASV challenge. The first involves the fusion of separately-optimised, i.e. pre-trained and fixed CM and ASV sub-systems at decision, score or embedding levels. Decision-level fusion can be realised from the cascaded combination of ASV and CM sub-systems such that decisions are combined in the form of a logical-AND operation [22]. Such systems accept only utterances that are labelled by the CM as bona fide and by the ASV system as a target trial; all others are rejected. CM and ASV sub-systems can also be combined in parallel using score [23] or embedding [24] level fusion or classification. In contrast to cascaded combination, parallel combination exploits information provided by both sub-systems for every single utterance. Fusion and classification are efficient approaches to combine pre-trained, fixed CM and ASV sub-systems as a solution to the SASV task and typify all of the top-performing submissions to the first SASV challenge [16–21].
More closely integrated systems have also been explored. These solutions discriminate between bona fide target trials and non-target or spoofed trials using a single model or classifier. Such SASV solutions involve either the fine-tuning of pre-trained ASV systems [25] to improve robustness to spoofing, or multi-task learning (MTL) techniques [26] in which spoofing detection and speaker verification functionalities are learned using composite loss functions [27–32]. While they can be more efficient, single-classifier systems tend to be outperformed by solutions that combine separately-optimised CM and ASV sub-systems.

3. Optimisation framework

The meaningful comparison of SASV solutions comprising CM and ASV sub-systems that are optimised either separately or jointly depends upon the use of an architecture in which all other components are common to both approaches. The architecture designed specifically for this work is illustrated in Fig. 1. It operates upon stacked embeddings extracted from an ASV sub-system (bottom left) and a CM sub-system (bottom right). These are fed to a back-end classifier (top left), the output of which is an SASV score for the bona fide target class.

3.1. ASV sub-system

The ASV sub-system is the model described in [33], namely a ResNet34 model with squeeze-and-excitation (SE) blocks [34] (ResNetSE34). Compared to all other tested alternatives, including an ECAPA-TDNN system [35], we found this particular system to give better results when combined with a spoofing detection system. A feature extraction layer is first used to decompose input waveforms into spectro-temporal representations. Four convolutional layers with SE blocks are then used to extract compact, deep features. After a flattening operation, attentive statistics pooling (ASP) [36] is used to capture long-term speaker characteristics and to project the variable length input to a fixed-length embedding vector. Embeddings are extracted in the same way for both the enrolment utterance \( e_{\text{enr}}^{\text{ASV}} \) and the test utterance \( e_{\text{tst}}^{\text{ASV}} \). The extracted representation is then fed to a back-end classifier through an OC softmax layer such that higher values indicate support for the deep representation. Using a one class (OC) softmax loss function [42], we output one final score to reflect support for the positive bona fide, target class, as opposed to the negative spoofed target and non-target bona fide classes. Aggregated information is mapped to the score using two linear layers and one OC softmax layer such that higher values indicate support for the bona fide target class.

3.2. CM sub-system

The CM sub-system is the state-of-the-art SASV 2022 baseline CM named AASIST [38]. AASIST uses a RawNet2-based encoder [39,40] to extract high-dimensional spectro-temporal features directly from waveform inputs. A spectro-temporal graph attention network (RawGAT-ST) [41] with heterogeneous graph attention layers and max graph operations are then used to integrate temporal and spectral representations. CM output scores are generated using a readout operation and a hidden linear output layer comprising two classes, with CM embeddings \( e_{\text{CM}}^{\text{tst}} \) being extracted from the penultimate layer. The AASIST model is trained with a weighted cross-entropy loss function.

3.3. Back-end classifier

A convolutional neural network with adaptive average pooling is used as a back-end classifier to learn discriminative information from ASV and CM embeddings [21]. The lower-dimension CM embedding \( e_{\text{CM}}^{\text{tst}} \) extracted from the test utterance is first transformed using a linear layer to have the same dimension as the pair of ASV embeddings \( e_{\text{enr}}^{\text{ASV}} \) and \( e_{\text{tst}}^{\text{ASV}} \). The extracted embeddings are stacked along a new dimension. Three 1D convolutional layers are used to expand this dimension and to capture the variance between enrolment and test ASV embeddings, in addition to that between ASV and CM embeddings. 1D adaptive average pooling is then used to aggregate information from the deep representation. Using a one class (OC) softmax loss function [42], we output one final score to reflect support for the positive bona fide, target class, as opposed to the negative spoofed target and non-target bona fide classes. Aggregated information is mapped to the score using two linear layers and one OC softmax layer such that higher values indicate support for the bona fide target class.

4. Experimental setup

Described in this section are the database, protocols, evaluation metrics and implementations used in this work.

4.1. Databases and protocols

The ASV sub-system (ResNetSE34, Sec. 3.1) is trained using the development partition of the VoxCeleb2 database [7]. Data augmentation is applied using additive noise recordings in the MUSAN corpus [43] and simulated room impulse response (RIR) filters [44]. The VoxCeleb1 [6] test partition is used to select the best ASV model. The CM sub-system (AASIST, Sec. 3.2) is trained using the training partition of the ASVspoof 2019 logical access (LA) database [13]. The development partition is used to select the best CM model. The SASV system is trained using the same training partition, but with specific SASV rather than CM protocols.

All experiments reported in this paper were performed using the SASV 2022 protocols1 [14, 15]. SASV protocols involve three trial classes: (i) target, bona fide trials uttered by the same speaker as that of the enrolment utterance(s); (ii) bona fide, non-target trials uttered by a different speaker as that of the enrolment utterance(s); (iii) spoofed, non-target trials containing speech which is either synthesised or converted in order to resemble the voice of the speaker of the enrolment utterance(s).

1https://github.com/sasv-challenge/SASVC2022_Baseline/tree/main/protocols
Table 1: Trial types used for estimation of each EER. “+” indicates the positive class and “-“ indicates the negative class.

| Bona fide target | Bona fide non-target | Spoofed non-target |
|------------------|----------------------|--------------------|
| SV-EER           | +                    | -                  |
| SPF-EER          | +                    | -                  |
| SASV-EER         | +                    | -                  |

4.2. Metrics

As depicted in Tab. 1, there are three evaluation metrics, all equal error rate (EER) estimates. The speaker verification EER (SV-EER) is estimated using target and bona fide non-target trials and reflects a traditional approach to estimate ASV performance in the absence of spoofing attacks. The spoofing EER (SPF-EER) is estimated using target and spoofed non-target trials and reflects the vulnerability of the ASV system when non-target trials are replaced with spoofing attacks. The spoofing-aware speaker verification EER (SASV-EER) is estimated using trials involving all three classes: target, bona fide non-target and spoofed non-target. Tab. 1 shows that all three metrics estimate the performance of binary classifiers in which the positive class consists in bona fide target trials only whereas the negative class is different for each metric. The SASV-EER is estimated with the union of the negative class trials used to estimate the SV-EER and SPF-EER.

4.3. Implementation details

The ASV sub-system is pre-trained using a random selection of 2-second waveforms extracted from the VoxCeleb2 development set. Waveforms are first pre-emphasised before the extraction of 64-dimensional log Mel-filterbank features using a hamming window of 25 ms with a 10 ms frame shift. Discriminative speaker information extracted from the input feature is then compacted into a 512-dimensional embedding. Inputs to the CM sub-system are raw waveforms of ~4 seconds duration (64600 samples). The dimension of the extracted CM embedding is set to 160. Further details can be found in [33] and [38].

The SASV system is trained using enrolment and test utterances both of ~4 seconds duration (64600 samples). Stacked embeddings of dimension [3,512] are then expanded to 64 channels, then 128, and finally 256 channels using 1D convolutional layers. A 1D adaptive average pooling layer is then applied to aggregate the stacked, deep representation of dimension [256,512] to dimension [256,4]. After flattening to dimension [1024,1], a pair of linear layers are used to reduce the dimension to [512,1] and then [256,1]. An OC Softmax layer [42] is then applied to map the 256-dimensional representation to a single score using a scale factor of 10. Empirically optimised margins are 0.8 for the positive class (target bona fide) and 0.2 for the negative class (spoofed target and non-target bona fide).

4.4. SASV training

The SASV system is trained in the same manner as the SASV Baseline 2 solution [45] but we make modest changes to the inference phases. Instead of extracting embeddings from each utterance and then averaging, which is more computationally demanding, a single ASV enrolment embedding is extracted from the concatenation of the set of enrolment utterances for each speaker. This approach accelerates the inference processes which then involve the extraction of comparatively fewer embeddings. Concatenated enrolment utterances are fixed to a duration of 60 seconds for the development set and to 90 seconds for the evaluation set (only because they tend to be of greater duration). Impacts upon performance using concatenated enrolment utterances were found to be negligible.

Both separately-optimised (pre-trained, then fixed) and jointly-optimised systems are trained with the same database. They share the same, common architecture illustrated in Fig. 1 and the same training hyper-parameters. Only under joint optimisation are all network parameters updated during training, including those for CM and ASV sub-systems. Otherwise, only those of the back-end classifier are updated, with fixed CM an ASV parameters. In all cases, trainable parameters are updated for 20 epochs with a batch size of 20 and an initial learning rate of 5e-5. The learning rate is decayed by a factor of 0.95 for every 200 mini-batches following an exponential scheduler. The best model is selected as that which gives the lowest SASV-EER for the development set.

All models are trained once with the same random seed on a single NVIDIA GeForce RTX 3090 GPU. Results are reproducible with the same random seed and GPU environment using the implementation available online.4

5. Results

Results in columns 2 and 3 of Tab. 2 show SASV-EERs for the SASV 2022 development and evaluation partitions. The pre-trained, fixed system gives the lowest SASV-EERs of 0.81% for the development partition and 1.15% for the evaluation partition, whereas those for the jointly-optimised system are 1.15% and 1.53% respectively. While both systems outperform both baselines, these results rebut the initial hypothesis that joint optimisation stands to better exploit the complementarity between CM and ASV sub-systems; at the SASV-level, better results are achieved using pre-trained, fixed systems.

Corresponding spoofing detection results in terms of SPF-EERs shown in columns 4 and 5 of Tab. 2 paint a more favourable picture. Results for joint optimisation of 0.27% and 0.75% for the development and evaluation partitions respectively, are substantially better than those for the pre-trained, fixed system of 0.54% and 1.12%. Lower SPF-EERs suggests that the ASV-system is complementary to the CM sub-system in terms of spoofing detection performance. Of course, this finding might just be the result of fusing two different sub-systems. It might also suggest that use of information in both test and enrolment utterances contributes to more reliable spoofing detection performance. This in turn suggests a level of speaker-dependence in the cues used to detect spoofing. By
acting to marginalise speaker-related artefacts while emphasizing spoofing-related artefacts, access to both the test utterance, which is either bona fide or spoofed, in addition to the enrolment utterance, which is always bona fide, might also account for improvements in performance.

Speaker verification results in terms of the SV-EER are shown in the two right-most columns of Tab. 2. The results show why, despite improved SPF-EERs, SASV-EERs degrade. SV-EERs under joint optimisation of 2.15% and 2.44% are substantially higher than those for the pre-trained, fixed system of 1.73% and 1.38%. From one angle, the finding that the CM does not contribute to improved ASV performance is unsurprising. The CM has access only to the test utterance and not the enrolment utterance; no new speaker-related information is provided by combining CM and ASV embeddings. This finding, though, does not explain why performance degrades.

6. Discussion and further analysis

The results show that joint optimisation succeeds in improving robustness to spoofing, but fails to improve overall reliability. This may simply be the result of training a more complex system in which all three components (CM, ASV sub-systems and the back-end classifier) are all trained using the same data that is otherwise used to train each sub-system separately.

Our initial suspicion was that over-fitting is caused by the lack of speakers in the SASV training dataset. Among the SASV 2022 submissions, we noticed one [31] that uses a pre-trained, fixed ASV sub-system without fine tuning, despite fine tuning being applied to the CM sub-system. This is likely because fine tuning of the ASV sub-systems was not beneficial. ASV sub-systems are typically pre-trained using data collected from thousands of speakers, whereas the SASV 2022 training data is collected from only 20 speakers. The use of such speaker-sparse training data for fine tuning hence stands to reduce generalisation, i.e. increase over-fitting.

Indications of over-fitting at the speaker-level can be seen in the SV-EER results in Tab. 2. Contrary to usual trends, we notice that the SV-EER for the evaluation partition is almost always lower than that for the development partition. We observe this trend for both baseline systems, the pre-trained, fixed system as well as almost all other SASV 2022 submissions, e.g. [18, 19, 21], for which both development and evaluation results are available. This consistent finding shows that the evaluation data is somehow easier than the development data. Curiously, though, results for the jointly-optimised system are inconsistent with this trend; it over-fits to the speakers in the training and/or development data.

We designed a set of experiments to test this hypothesis in which we reduced (we could not increase it) the number of speakers in the SASV training data to observe the dependence on SV-EER performance. Results are illustrated in Fig. 2. For the pre-trained, fixed system, the SV-EER is stable at around 2%. SV-EER results for the jointly-optimised system decrease as the number of speakers increases. Whether or not the use for joint-optimisation of training data containing more speakers will produce SV-EERs below 2%, or converge to the same level, we cannot say. But, even if it only converges, joint optimisation will still result in improved overall reliability with a lower SASV-EER since it successfully reduces the SPF-EER. Our expectation is nonetheless that lower SV-EERs will be achieved through fine tuning since it can mitigate the domain mis-match between VoxCeleb and SASV data.

7. Conclusions

We explored the potential of using joint optimisation to improve the reliability of a spoofing-aware speaker verification (SASV) system. Results show that, using the SASV 2022 database and protocol, joint optimisation is successful in improving robustness to spoofing attacks by making complementary use of additional information contained within an enrolment utterance. This additional information is either speaker-related or helps to provide a reliable reference, in the form of the enrolment utterances, which are always bona fide. Analysis indicates the potential for joint optimisation also to improve speaker verification performance given the availability of training data collected from a greater number of speakers. Aside from the collection of new data from a far larger number of speakers, future work should investigate new architectures and loss functions which better exploit the complementarity between spoofing detection and speaker verification systems, as well as use of enrolment utterances to assist with spoofing detection. Other directions include the design of optimisation strategies which better reflect the differences in how information provided by each sub-system is complementary to that provided by the other.

Last, we acknowledge that results reported in this paper are behind those of other competing systems reported in other cited works. We note that most of these employ CM and ASV sub-system ensembles whereas we restricted our work to the consideration of single CM and single ASV classifier sub-systems (no fusion at the CM or ASV sub-system level). This choice was made deliberately to focus on and not complicate unnecessarily the assessment of joint optimisation. Even if single-classifier systems are desirable in some practical application scenarios in the interests of computational efficiency and memory footprint, the exploration of, and comparisons to joint optimisation with multiple CM and multiple ASV sub-systems is of interest and another direction for future work.
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