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Abstract

Multivariate polynomials arise in many different disciplines. Representing such a polynomial as a vector of univariate polynomials can offer useful insight, as well as more intuitive understanding. For this, techniques based on tensor methods are known, but these have only been studied in the exact case. In this paper, we generalize an existing method to the noisy case, by introducing a weight factor in the tensor decomposition. Finally, we apply the proposed weighted decoupling algorithm in the domain of system identification, and observe smaller model errors.

1 Introduction and notations

The starting point in this paper is a multivariate vector function $f : \mathbb{R}^m \rightarrow \mathbb{R}^n$, where $f_i (1 \leq i \leq n)$ is a polynomial in $m$ variables of degree at most $d$. The variables of $f$ will be denoted as $u = (u_1, \ldots, u_m)$ and the values as $f(u) = y = (y_1, \ldots, y_n) = (f_1(u), \ldots, f_n(u))$. This function may contain cross terms of monomials, for example $c_1 u_1 u_2$ or $c_2 u_2^2 u_3^2$, where $c_1, c_2 \in \mathbb{R}$, in which case it is called coupled.

The principal goal of this article is to find a decoupled representation of $f$ as illustrated in Fig. 1. Given $f$, we wish to find transformation matrices $V \in \mathbb{R}^{m \times r}$ and $W \in \mathbb{R}^{n \times r}$ and a vector $g(x) = (g_1(x_1), \ldots, g_r(x_r))$ of univariate polynomials, such that,

$$f(u) \approx Wg(V^T u),$$

Figure 1: The decoupling process: given $f$, find the matrices $V$ and $W$ and the univariate functions $g_1, \ldots, g_r$. 
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Weighted tensor decompositions

for all inputs \(u\). The first internal variable is denoted as \(x = V^T u\), and the second as \(z = g(V^T u)\). Furthermore, the number \(r\) of internal branches is assumed to be predefined. This decoupled representation offers a way to study \(f\) without cross terms, which can be an advantage for certain applications, as it helps its physical or intuitive understanding.

To our knowledge, [8] and [19] offer a solution to this problem under the special assumption that an exact decomposition with \(r\) branches exists. Under the extra condition of homogeneous polynomials, this has also been studied in [21]. Section 1.2 of [8] also refers to the related Waring problem. In the case of state-space models, this problem is addressed in [22]. Because the solution of [8] seems to be computationally easier, we have chosen to use and generalize this algorithm, which is based on the first-order derivative information of \(f\). At its core, tensor decompositions are used and the method is outlined in Algorithm 1. Fig. 2 shows a graphical representation. An overview of tensor decompositions can be found in [5], [6], [11] and [7].

\[
\begin{align*}
J &= W \oplus V \\
&= h_1 \oplus \ldots \oplus h_r \\
&= w_1 \otimes v_1 + \ldots + w_r \otimes v_r \\
\end{align*}
\]

Figure 2: Graphical representation of the core of Algorithm 1.

**Algorithm 1.** Decomposing a multivariate polynomial \(f\) having an exact decomposition. In this section, we shortly introduce the algorithm of [8].

1. Evaluate the Jacobian matrix of \(f\)

\[
J(u) = \begin{bmatrix}
\frac{\partial f_1}{\partial u_1}(u) & \ldots & \frac{\partial f_m}{\partial u_1}(u) \\
\vdots & \ddots & \vdots \\
\frac{\partial f_1}{\partial u_m}(u) & \ldots & \frac{\partial f_m}{\partial u_m}(u)
\end{bmatrix}
\]

in \(N\) randomly chosen points \(u^{(1)}, \ldots, u^{(N)}\). The number \(N\) of sampling points is chosen by the user. The equality \(f(u) = Wg(V^T u)\) implies for the Jacobians that

\[
J(u) = W \begin{bmatrix}
g'_1(v_1^T u) & \cdots & 0 \\
0 & \cdots & g'_r(v_r^T u)
\end{bmatrix} V^T,
\]

where the matrix of derivatives is zero outside of the diagonal and \(v_1, \ldots, v_r\) denote the columns of \(V\), and \(g'_i\) denote the derivative of the \(i\)-th component of \(g\).

2. Stack the Jacobians into a three-way tensor \(J\) of dimensions \(n \times m \times N\). Here, the \(k\)-th frontal slice of \(J\) consists of the first-order information of \(f\) evaluated in the sampling point \(u^{(k)}\), i.e., \(J(:,:,k) = J(u^{(k)})\) (where \(1 \leq k \leq N\)). Here, the MATLAB-notation \(J(:,:,k)\) is used for the \(k\)-th frontal slice of \(J\).

3. Compute the Canonical Polyadic Decomposition (CPD) of

\[
J = \sum_{i=1}^{r} w_i \circ v_i \circ h_i.
\]
Here, the vectors \( \mathbf{w}_i \) (respectively \( \mathbf{v}_i \)) define the columns of the matrix \( \mathbf{W} \) (respectively \( \mathbf{V} \)) of the decoupled representation. Furthermore, the vectors \( \mathbf{h}_1, \ldots, \mathbf{h}_r \) contain the first-order information of the internal univariate functions \( g_1(x_1), \ldots, g_r(x_r) \) evaluated in the \( N \) sampling points, after transformation by \( \mathbf{V}^T \), i.e., \( \mathbf{x}^{(k)} = \mathbf{V}^T \mathbf{u}^{(k)} \). We thus have \( h_{ij} = g'_j(\mathbf{v}_i^T \mathbf{u}^{(i)}) \).

4. Starting from the vectors \( \mathbf{h}_1, \ldots, \mathbf{h}_r \), reconstruct the internal univariate functions \( g_1(x_1), \ldots, g_r(x_r) \). This works by fitting the derivatives \( g'_j \) using the vectors \( \mathbf{h}_1, \ldots, \mathbf{h}_r \), and then to recover the functions \( g_j \) with an integration step. This method is described in Section II.C of [9]. Since we focus our attention to noisy coefficients of \( f \), it seems reasonable to use all the information available in the vectors \( \mathbf{h}_1, \ldots, \mathbf{h}_r \), instead of the method proposed in Section 2.4 of [8].

In [8], it is shown that Algorithm 1 works well in case that the function \( f \) admits an exact decomposition. In this paper, we generalize the method to the noisy case: here, it is not assumed that an exact decoupling of \( f \) exists, and instead, we will search for an approximated decoupling. In this regard, the coefficients of \( f \) are thus considered “noisy”: \( f = f_0 + \mathbf{v}_f \), where \( f_0 \) has an exact decoupling and \( \mathbf{v}_f \) is zero-mean noise.

In order to decouple this noisy coupled function \( f \), the covariance matrix \( \Sigma_f = \text{cov}(\mathbf{v}) \) of \( f \) will be assumed to be known throughout this paper. Because this matrix is easy to approximate when doing numerical experiments or measurements, this seems a reasonable assumption. The matrix \( \Sigma_f \) contains the variances of and covariances between the different coefficients. This will lead to the creation of a weight matrix to be used during the decoupling process. This weight matrix will be defined, as common in a weighted least squares approximation problem, as the (pseudo) inverse of a covariance matrix. In conclusion, returning to the outline of the decoupling method, the attention in this paper will be focused on step 3 of Algorithm 1: the CPD will be generalized to a weighted CPD.

This paper is organized as follows: in Section 2, the “covariance” matrix \( \Sigma_J \) of the Jacobian elements will be constructed as a linear transformation of the matrix \( \Sigma_f \). In Section 3, the generalization of the CPD with weights will be discussed. Finally, Section 4 summarizes the numerical experiments of the weighted CPD and shows an application of the results in the domain of system identification, while Section 5 contains the conclusion and ideas for future work.

## 2 Constructing the covariance matrix \( \Sigma_J \)

In order to create a weighted CPD, the covariance matrix \( \Sigma_J \) of the Jacobian elements will be constructed as a linear transformation of \( \Sigma_f \), the covariance matrix of the coefficients of \( f \), except the constant terms. Because \( J \) contains \( mnN \) elements, \( \Sigma_J \) will have dimensions \((nmN) \times (nmN)\).

In practice, three different matrices (and hence, three different weight matrices) will be discussed in Section 3: (1) only the variances of each Jacobian element will be taken into account while the other covariances will be set to 0, (2) the slice-wise covariances will be taken into account as well, keeping the rest as 0, and (3) all the covariances of \( J \) will be used, forming a dense covariance matrix. This way, even though the element-wise and slice-wise defined matrices are approximations of the full covariance matrix, and are not by themselves well-defined covariance matrices, we will still use this term to denote them. Furthermore, we will denote them respectively \( \Sigma^J \), \( \Sigma^J_s \) and \( \Sigma^J_d \), and will use \( \Sigma_J \) if we wish to denote any one of them.

For ease of reading, we will often illustrate dimensions and values for the special case where \( m = n = d = 2 \). The number \( \ell \) of monomials of degree at most \( d \), given by \((m+d)_m\), is in this case 6, and the coupled function \( f \) can be written as

\[
\begin{align*}
\mathbf{f}(u_1, u_2) = \\
\begin{bmatrix}
f_1(u_1, u_2) \\
f_2(u_1, u_2)
\end{bmatrix} = \\
\begin{bmatrix}
c_1 + c_2u_1 + c_3u_2 + c_4u_1^2 + c_5u_1u_2 + c_6u_2^2 \\
d_1 + d_2u_1 + d_3u_2 + d_4u_1^2 + d_5u_1u_2 + d_6u_2^2
\end{bmatrix},
\end{align*}
\]

where we use \( c_i \) and \( d_i \) (\( 1 \leq i \leq 6 \)) for the coefficients of the first and second output of \( f \), respectively. The covariance matrix \( \Sigma_f \) of these coefficients is assumed to be known, and this is a \( 10 \times 10 \) matrix.
It is defined as follows:

\[
\Sigma_f = \begin{bmatrix}
  \text{var}(c_2) & \cdots & \text{cov}(c_2, c_6) & \text{cov}(c_2, d_2) & \cdots & \text{cov}(c_2, d_6) \\
  \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
  \text{cov}(c_6, c_2) & \cdots & \text{var}(c_6) & \text{cov}(c_6, d_2) & \cdots & \text{cov}(c_6, d_6) \\
  \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
  \text{cov}(d_6, c_2) & \cdots & \text{cov}(d_6, c_6) & \text{cov}(d_6, d_2) & \cdots & \text{var}(d_6) \\
  \vdots & \ddots & \vdots & \vdots & \ddots & \vdots 
\end{bmatrix}.
\]

Because the first-order information of \( f \) will be used, the information about the constant terms is not included in the matrix \( \Sigma_f \). In general, the dimensions of \( \Sigma_f \) are \( ((\ell - 1)n) \times ((\ell - 1)n) \).

### 2.1 Constructing the element-wise covariance matrix \( \Sigma^e_J \)

Using the notations of the previous section, it is possible to write the first Jacobian element evaluated at a point \( u^{(k)} \) \((1 \leq k \leq N)\) as follows:

\[
J_{11}(u^{(k)}) = \frac{\partial f_1}{\partial u_1}(u^{(k)}) = \begin{bmatrix} 1 & 0 & 2u_1^{(k)} & u_2^{(k)} & 0 \end{bmatrix} \begin{bmatrix} c_2 \\ \vdots \\ c_6 \end{bmatrix}.
\]

Derivatives of polynomials do not depend of the constant term \( c_1 \). It then follows for the variance of the element \( J_{11}(u^{(k)}) \) of \( J \) that

\[
\text{var}(J_{11}(u^{(k)})) = \begin{bmatrix} 1 & 0 & 2u_1^{(k)} & u_2^{(k)} & 0 \end{bmatrix} \Sigma_c \begin{bmatrix} 1 \\ 0 \\ 2u_1^{(k)} \\ u_2^{(k)} \\ 0 \end{bmatrix},
\]

where

\[
\Sigma_c = \begin{bmatrix}
  \text{var}(c_2) & \cdots & \text{cov}(c_2, c_6) \\
  \vdots & \ddots & \vdots \\
  \text{cov}(c_6, c_2) & \cdots & \text{var}(c_6) 
\end{bmatrix}
\]

is the portion of \( \Sigma_f \) consisting of the variances of and covariances between the coefficients \( c_2, \ldots, c_6 \).

When repeating this in a similar way for the other Jacobian elements, one finds all the variances of the elements of \( J \), which, once collected into a matrix, give the element-wise matrix \( \Sigma^e_J \):

\[
\Sigma^e_J = \begin{bmatrix}
  \text{var} J_{11}^{(1)} & \text{var} J_{21}^{(1)} & \text{var} J_{12}^{(1)} & \text{var} J_{22}^{(1)} & \cdots & \text{var} J_{11}^{(N)} & \text{var} J_{21}^{(N)} & \text{var} J_{12}^{(N)} & \text{var} J_{22}^{(N)} \\
  \text{var} J_{21}^{(1)} & \text{var} J_{12}^{(1)} & \text{var} J_{22}^{(1)} & \cdots & \text{var} J_{11}^{(N)} & \text{var} J_{21}^{(N)} & \text{var} J_{12}^{(N)} & \text{var} J_{22}^{(N)} \\
  \text{var} J_{12}^{(1)} & \text{var} J_{22}^{(1)} & \cdots & \text{var} J_{11}^{(N)} & \text{var} J_{21}^{(N)} & \text{var} J_{12}^{(N)} & \text{var} J_{22}^{(N)} \\
  \vdots & \ddots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \text{var} J_{11}^{(N)} \\
  \text{var} J_{11}^{(N)} & \text{var} J_{21}^{(N)} & \text{var} J_{12}^{(N)} & \cdots & \text{var} J_{22}^{(N)} 
\end{bmatrix}.
\]

Here, \( J_{11}^{(k)} \) is used as shorthand notation for \( J_{11}(u^{(k)}) \), and all empty spaces in the matrix denote zero. Hence, the covariance matrix obtained when considering solely at the variances of Jacobian elements is diagonal. Implementing the weighted CPD decomposition using an element-wise weight has been described in [1] or in [3] (in the case of incomplete data). In the following two sections, this will be generalized to covariance matrices with more cross-covariances taken into account.
2.2 Constructing the slice-wise covariance matrix $\Sigma_{J}^{s}$

As a next step, the covariances between Jacobian elements evaluated at a single sampling point $u^{(k)}$ are taken into account for the construction of the matrix $\Sigma_{J}$. But the covariances over several $u^{(k)}$ are neglected. This is done by noting that the Jacobian elements of sampling point $u^{(k)}$ can be written as linear combinations of the monomials of degree at least one:

$$
\begin{bmatrix}
J_{11}(u^{(k)}) \\
J_{21}(u^{(k)}) \\
J_{12}(u^{(k)}) \\
J_{22}(u^{(k)})
\end{bmatrix} = 
\begin{bmatrix}
1 & 0 & 2u_{1}^{(k)} & u_{2}^{(k)} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 2u_{1}^{(k)} & u_{2}^{(k)} & 0 \\
0 & 1 & 0 & u_{1}^{(k)} & 2u_{2}^{(k)} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & u_{1}^{(k)} & 2u_{2}^{(k)}
\end{bmatrix} \begin{bmatrix}
c_{2} \\
\vdots \\
c_{6} \\
d_{2} \\
d_{6}
\end{bmatrix},
$$

This can be denoted shortly as

$$
\text{vec}(J(u^{(k)})) = A(u^{(k)}) \begin{bmatrix}
c_{2} \\
\vdots \\
c_{6} \\
d_{2} \\
d_{6}
\end{bmatrix},
$$

where, the matrix $A \in \mathbb{R}^{4 \times 10}$ (in general, $A \in \mathbb{R}^{(mn) \times ((\ell-1)n)}$) contains the linear relationships between coefficients of the monomials and Jacobian elements. In the case that $d > 2$, the matrix $A$ may of course contain higher powers of the $u_{i}^{(k)}$. It follows that the covariance matrix of the Jacobian elements of sampling point $u^{(k)}$ is given by $A(u^{(k)}) \Sigma_{T} A(u^{(k)})^T \in \mathbb{R}^{(mn) \times (mn)}$. When we repeat this for all the sampling points, we obtain the slice-wise covariance matrix $\Sigma_{J}^{s}$

$$
\Sigma_{J}^{s} = \begin{bmatrix}
A(u^{(1)}) \Sigma_{T} A(u^{(1)})^T & \cdots & A(u^{(N)}) \Sigma_{T} A(u^{(N)})^T
\end{bmatrix},
$$

which is a block-diagonal matrix. Once again, the empty spaces in this matrix denote zero.

2.3 Constructing the dense covariance matrix $\Sigma_{J}^{d}$

Finally, we generalize the slice-wise covariance matrix to the dense case, considering the (co)variances in all the elements of $J$. With the same definition for the matrix $A$ as in Equation (4), the dense covariance matrix $\Sigma_{J}^{d}$ is defined as

$$
\Sigma_{J}^{d} = \begin{bmatrix}
A(u^{(1)}) \\
\vdots \\
A(u^{(N)})
\end{bmatrix} \Sigma_{T} \begin{bmatrix}
A(u^{(1)})^T & \cdots & A(u^{(N)})^T
\end{bmatrix}.
$$

It follows immediately from this definition that, since $\Sigma_{J}^{d} \in \mathbb{R}^{(mnN) \times (mnN)}$ and $\Sigma_{T} \in \mathbb{R}^{((\ell-1)n) \times ((\ell-1)n)}$, $\Sigma_{J}^{d}$ is rank-deficient whenever $N > \frac{\ell-1}{m}$: its rank is then bounded by $(\ell-1)n$. This will lead to two different weighted CPD decompositions. On the one hand, decompositions using element-wise or slice-wise weights will be discussed in Section 3.1 because the covariance matrix (and hence the weight matrix) has full rank; on the other hand, the dense-weight decompositions with a rank-deficient weight matrix will be discussed in Section 3.2.
3 Computing the weighted CPD

Given the $n \times m \times N$-tensor $\mathbf{J}$ of Jacobian elements, it is possible to (approximately) write it as a sum of $r$ rank-one tensors

$$\mathbf{J} \approx \sum_{i=1}^{r} \mathbf{w}_i \circ \mathbf{v}_i \circ \mathbf{h}_i. \quad (7)$$

Here, the notation $\circ$ is used to denote the so-called outer product and it is defined as follows. Given vectors $\mathbf{a} = (a_1, \ldots, a_{n_a})$, $\mathbf{b} = (b_1, \ldots, b_{n_b})$ and $\mathbf{c} = (c_1, \ldots, c_{n_c})$, the outer product $\mathbf{a} \circ \mathbf{b} \circ \mathbf{c}$ is the $n_a \times n_b \times n_c$ tensor whose element in position $(i, j, k)$ ($1 \leq i \leq n_a$, $1 \leq j \leq n_b$, $1 \leq k \leq n_c$) is given by

$$(\mathbf{a} \circ \mathbf{b} \circ \mathbf{c})_{i,j,k} = a_ibjc_k.$$

The outer product $\mathbf{a} \circ \mathbf{b} \circ \mathbf{c}$ is said to have rank one. In expression (7), the tensor $\mathbf{J}$ is said to be approximated by a sum of rank one tensors. We will use the same notation as in [11] and will denote this sum as $[\mathbf{W}, \mathbf{V}, \mathbf{H}]$.

Finding the matrices $\mathbf{V}$, $\mathbf{W}$ and $\mathbf{H}$ leads to optimizing the following non-linear cost function

$$\min_{\mathbf{V}, \mathbf{W}, \mathbf{H}} \| \mathbf{J} - [\mathbf{W}, \mathbf{V}, \mathbf{H}] \|^2_F$$

$$= \min_{\mathbf{V}, \mathbf{W}, \mathbf{H}} \left( \text{vec}(\mathbf{J}) - \text{vec}([\mathbf{W}, \mathbf{V}, \mathbf{H}]) \right)^T \left( \text{vec}(\mathbf{J}) - \text{vec}([\mathbf{W}, \mathbf{V}, \mathbf{H}]) \right),$$

where $\text{vec}(\mathbf{X})$ denotes the vectorization of the matrix or tensor $\mathbf{X}$ to a column vector. While this optimization problem is used for computing the unweighted CPD decomposition, the weighted CPD can be computed using a weighted norm $\| \cdot \|_\Omega$ in the cost function, which includes a weight matrix $\Omega$ as follows,

$$\min_{\mathbf{V}, \mathbf{W}, \mathbf{H}} \| \text{vec}(\mathbf{J}) - \text{vec}([\mathbf{W}, \mathbf{V}, \mathbf{H}]) \|^2_\Omega$$

$$= \min_{\mathbf{V}, \mathbf{W}, \mathbf{H}} \left( \text{vec}(\mathbf{J}) - \text{vec}([\mathbf{W}, \mathbf{V}, \mathbf{H}]) \right)^T \Omega \left( \text{vec}(\mathbf{J}) - \text{vec}([\mathbf{W}, \mathbf{V}, \mathbf{H}]) \right). \quad (8)$$

Optimizing this expression is described in the next sections, once for the element-wise and slice-wise weight, and once for the dense weight matrix. Naively, the weight matrix $\Omega$ can be intuitively seen as the (pseudo-) inverse of the covariance matrix $\Sigma_\mathbf{J}$. This will be detailed in the following sections.

3.1 Using element-wise and slice-wise weights

In order to optimize the nonlinear cost function (8), we will use the workhorse method for computing the (unweighted) CPD: the Alternating Least Squares method described in [4], [10] and [11]. This works by optimizing only one of the factors $\mathbf{V}$, $\mathbf{W}$ and $\mathbf{H}$ at a time, while keeping the two others fixed. Then, by alternating the optimized factor iteratively, a solution of the optimization problem can be found. Optimizing one factor (in the unweighted case) leads to three different least squares optimizations:

$$\min_{\mathbf{W}} \| \mathbf{J}^T_{(1)} - (\mathbf{H} \odot \mathbf{V}) \mathbf{W}^T \|^2_F, \quad (9)$$

$$\min_{\mathbf{V}} \| \mathbf{J}^T_{(2)} - (\mathbf{H} \odot \mathbf{W}) \mathbf{V}^T \|^2_F,$$

and

$$\min_{\mathbf{H}} \| \mathbf{J}^T_{(3)} - (\mathbf{V} \odot \mathbf{W}) \mathbf{H}^T \|^2_F.$$

Here, $\odot$ denotes the Khatri-Rao product (see, among others, [12]), and $\mathbf{J}_{(1)}, \mathbf{J}_{(2)}, \mathbf{J}_{(3)}$ denote the matricizations of the tensor $\mathbf{J}$ to the first, second and third mode, respectively. For this, we use the matricization order described in [11].

In order to take the weight matrix $\Omega$ into account, these (unweighted) least squares problems will be generalized to a set of weighted least squares optimizations, leading to a Weighted Alternating
When updating the matrix $W$

3.1.2 Updating the matrices $V$ and $H$

The optimization problem in (9) is a least-squares problem with multiple right-hand sides. It can be rewritten as follows as a problem with a single right-hand side:

$$
\min_w \| {J}_{(1)}^T - (H \otimes V)W^T \|^2_F \\
= \min_w \| \text{vec}({J}_{(1)}^T) - \text{vec}((H \otimes V)W^T) \|^2 \\
= \min_w \| \text{vec}({J}_{(1)}^T) - (I_n \otimes (H \otimes V))\text{vec}(W^T) \|^2
$$

(10)

Here, $I_n \in \mathbb{R}^{n \times n}$ is the identity matrix and we denote the Kronecker product as $\otimes$. If we denote $B_1 = I_n \otimes (H \otimes V)$, so

$$
B_1 = \begin{bmatrix}
H \otimes V \\
\vdots \\
H \otimes V
\end{bmatrix}_{n \text{ repetitions}}
$$

then the minimization problem in (10) can be rewritten as

$$
\min_w \| \text{vec}({J}_{(1)}^T) - B_1\text{vec}(W^T) \|^2.
$$

(11)

On this level, the permuted weight $\Omega_{(1)}$ is included as an extra factor in the cost function, namely

$$
\min_w \| \text{vec}({J}_{(1)}^T) - B_1\text{vec}(W^T) \|^2_{\Omega_{(1)}}
$$

(12)

$$
= \min_w (\text{vec}({J}_{(1)}^T) - B_1\text{vec}(W^T))^T \Omega_{(1)} (\text{vec}({J}_{(1)}^T) - B_1\text{vec}(W^T)).
$$

The weighted least squares solution is then given by

$$
\text{vec}(W^T) = (B_1^T \Omega_{(1)} B_1)^{-1} B_1^T \Omega_{(1)} \text{vec}({J}_{(1)}^T).
$$

(13)

Here, care should be taken as the weight matrix $\Omega$ should be permuted to $\Omega_{(1)}$ using the same permutation that permutes $\text{vec}(J)$ to $\text{vec}({J}_{(1)}^T)$. If we denote the permutation matrix as $P_1$, then we have

$$
P_1 \text{vec}(J) = \text{vec}({J}_{(1)}^T)
$$

and

$$
\Omega_{(1)} = P_1 \Omega P_1^T.
$$

Using MATLAB, the permutation matrix $P_1$ is found by the following instructions:

```matlab
T = reshape(1:m*n*N, [n, m, N]); I = eye(m*n*N);
P_1 = I(vec(reshape(T, [n, m*N])'), :);
```

Finally, reshaping the solution vector of Equation (13) to the dimensions of $W^T$ gives after transposition the updated matrix $W$.

3.1.2 Updating the matrices $V$ and $H$

When updating the matrix $V$, the permutations from $\text{vec}(J)$ to $\text{vec}({J}_{(2)}^T)$ and $\text{vec}({J}_{(3)}^T)$ should also be updated. This is done similarly as in Section 3.1.1. FIG. 3 shows a graphical representation of the permuted matrices $\Omega_{(1)}$, $\Omega_{(2)}$ and $\Omega_{(3)}$. 

---

Least Squares method for finding the weighted CPD. Because this is done in a similar way for the three factors, more attention will be given to the update of $W$ and only the differences with the two other factor updates will be emphasized.
3.2 Using dense weights

As mentioned earlier, the dense covariance matrix $\Sigma^j$ is rank-deficient and does not have an inverse, which could be used as weight matrix. Although the pseudo-inverse of $\Sigma^j$ could be computed, it does not yield enough equations in order to solve the problem (8) uniquely: the system (8) is in fact undetermined. That is why the following technique will be used in order to incorporate the weight matrix into the CPD decomposition. It consists of two parts: Section 3.2.1 describes the first set of equations, and Section 3.2.2 contains the second set of equations.

3.2.1 Using the singular values of $\Sigma^j$

Let $\tau = \text{rank}(\Sigma^j)$ denote the rank of the covariance matrix, then we can decompose the matrix $\Sigma^j$ using the singular value decomposition (SVD), and obtain

$$
\Sigma^j = U^j_\Sigma \, D^j_\Sigma \, U^T_\Sigma = \underbrace{\begin{bmatrix} U^{(1)}_\Sigma & U^{(2)}_\Sigma \end{bmatrix} \begin{bmatrix} D^{(1)}_\Sigma & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} U^{(1)}_\Sigma^T \\ U^{(2)}_\Sigma^T \end{bmatrix}}_{mN \times (mN - \tau)} = U^{(1)}_\Sigma \, D^{(1)}_\Sigma \, (U^{(1)}_\Sigma)^T.
$$

Here, $U_\Sigma$ is an orthogonal matrix and $D_\Sigma$ is a diagonal matrix containing the singular values of $\Sigma^j$. We call $U^{(1)}_\Sigma$ the submatrix of $U_\Sigma$ containing the first $\tau = \text{rank}(\Sigma^j)$ columns of $U_\Sigma$, and $D^{(1)}_\Sigma$ the submatrix of $D_\Sigma$ containing the non-zero singular values.

As in Section 3.1.1, every factor during the Alternating Least Squares algorithm uses a permuted version of $\Sigma^j$. For example, at the update of the factor $W$, we define

$$
\Sigma^{(i)} = P_i \, \Sigma^j \, P_i^T,
$$

(14)
Weighted tensor decompositions

where $P_1$ is the permutation matrix, as defined in Section 3.1. It follows that the SVD of $\Sigma_{(1)}$ is given by

$$\Sigma_{(1)} = V_{\Sigma_{(1)}} D_{\Sigma_{(1)}} V_{\Sigma_{(1)}}^T = (P_1 U_{\Sigma_{(1)}}^{(1)} D_{\Sigma_{(1)}}^{(1)} ((U_{\Sigma_{(1)}}^{(1)})^T P_1^T)$$

Let $Q_1$ denote the $\tau \times mnN$-matrix

$$Q_1 = \sqrt{(D_{\Sigma_{(1)}}^{(1)})^{-1}} (U_{\Sigma_{(1)}}^{(1)} P_1^T,$$

such that $Q_1^T Q_1 = \Omega_{(1)}$. Then the solution of the minimization problem (12) is given by

$$(Q_1 B_1)^\dagger (Q_1 \text{vec}(J_{(1)}))^T,$$

(15)

where $B_1$ is the block-matrix of Khatri-Rao products and $X^\dagger$ denotes the pseudo-inverse of $X$. In Appendix A, a derivation for solution (15) is shown. Similar expressions are found for the other factors being updated. The following table shows how the matrix $B_i$ changes, depending on the updated factor:

| $i$ | Updating factor | Matrix $B_i$ | Dimensions of $B_i$ | Dimensions of $Q_i B_i$ |
|-----|-----------------|--------------|---------------------|------------------------|
| 1   | W               | $\begin{bmatrix} H \odot V \\ \vdots \\ H \odot V \end{bmatrix}$ | $mnN \times rn$ | $\tau \times rn$ |
| 2   | V               | $\begin{bmatrix} H \odot W \\ \vdots \\ H \odot W \end{bmatrix}$ | $mnN \times rm$ | $\tau \times rm$ |
| 3   | H               | $\begin{bmatrix} V \odot W \\ \vdots \\ V \odot W \end{bmatrix}$ | $mnN \times rN$ | $\tau \times rN$ |

As we can see from this table, the dimensions of the systems being solved in (15) depend on the factor being updated. We note that if the number $N$ of operating points is too large, then the system with coefficient matrix $Q_3 B_3$ is underdetermined, whereas the two other systems are not, as long as $\tau > \max\{rn, rm\}$. To remedy this, the $U_{\Sigma_{(2)}}$-part of the $U_{\Sigma}$-matrix will be used to add extra constraints to the current systems of equations. These extra conditions will also be used for updating the matrices $W$ and $V$.

### 3.2.2 Adding more equations to the existing set

If the covariance matrix $\Sigma_{\mathcal{J}}$ of the noise $v$ is not of full rank, there exist linear relations $L$ between the noise disturbances $v$, such that $Lv = 0$. In Appendix B, it is shown how these can be retrieved from $\Sigma_{\mathcal{J}}$.

In order to find the extra equations for the update of the current factor, we reconsider the minimization problem (12) for the updating factor $W$:

$$\min_{\text{vec}(W^T)} \| \text{vec}(J_{(1)}^T) - B_1 \text{vec}(W^T) \|^2_{\Omega_{(1)}}$$

Rewriting this expression as $\text{vec}(J_{(1)}^T) = B_1 \text{vec}(W^T) + v$, where $v$ is correlated noise with $\Sigma_{(1)}$ as in Equation (14), Appendix B can be used in order to add extra equations to the existing set in (15).
We remark that the noise \( \nu \) is correlated, due to the linear relations between the covariance matrices \( \Sigma_f \) and \( \Sigma_f \).

Using the notations in Equation (14), the orthogonal factor of the singular value decomposition of \( \Sigma_{(1)} \) is given by

\[
P_1 U_{\Sigma} = \left[ P_1 U_{\Sigma}^{(1)} \right] \left[ P_1 U_{\Sigma}^{(2)} \right].
\]

In Appendix B, it is proven that the extra conditions are then given by

\[
\left( (U_{\Sigma}^{(2)})^T P_1 B_1 \right) ( (U_{\Sigma}^{(2)})^T P_1 \nu \left( J_{(1)}^T \right) ) = 0.
\]

Similar expression can be found for the other two updating factors.

In general, we conclude that the following system of equations must be solved for every updated factor \( 1 \leq i \leq 3 \):

\[
\begin{bmatrix}
Q_i B_i \\
(U_{\Sigma}^{(2)})^T P_1 B_i \\
(U_{\Sigma}^{(2)})^T \nu \left( J_{(i)}^T \right)
\end{bmatrix} = 0.
\]

### 3.3 Stopping criteria for the CPD algorithm

By iterating the presented algorithm, a sequence of updated factors is obtained

\[
W^{(1)}, V^{(1)}, H^{(1)}, W^{(2)}, V^{(2)}, H^{(2)}, W^{(3)}, V^{(3)}, H^{(3)}, \ldots
\]

We have the following two stopping criteria for this iteration algorithm:

1. When the relative step size between two iterations is below a given tolerance, then the algorithm is stopped. The relative step size at iteration step \( j \geq 2 \) is given as

\[
\frac{\sqrt{\|W(j) - W(j-1)\|_F^2 + \|V(j) - V(j-1)\|_F^2 + \|H(j) - H(j-1)\|_F^2}}{\sqrt{\|W(j)\|_F^2 + \|V(j)\|_F^2 + \|H(j)\|_F^2}},
\]

or

2. when an upper bound on the number of iterations is reached, then the algorithm is stopped. This takes care of possible divergence.

### 3.4 Summary of the proposed algorithm

In this section, we summarize the proposed weighted CPD algorithm and incorporate it into the larger decoupling problem of the noisy multivariate polynomial function \( f \). We assume the covariance matrix \( \Sigma_f \) of the coefficients of \( f \) to be known and the same notations as in Section 1 will be used.

**Algorithm 2.** Decomposition of the noisy multivariate polynomial \( f \), given \( \Sigma_f \).

1. Evaluate the Jacobian matrix \( J(u) \) of \( f \) in \( N \) randomly chosen sampling points \( u^{(1)}, \ldots, u^{(N)} \).
2. Stack the Jacobians into a three-way tensor \( \mathcal{J} \).
3. Transform the covariance matrix \( \Sigma_f \) of \( f \) into the matrix \( \Sigma_f \). Here, three choices are possible: the element-wise as discussed in (3), slice-wise as discussed in (5) or dense covariance matrix discussed in (6).
4. Compute the Weighted Canonical Polyadic Decomposition (WCPD) of \( \mathcal{J} \equiv \sum_{i=1}^{r} w_i \circ v_i \circ h_i \). In the element- and slice-wise case, use (13), in the dense case, use (17). Iterate until one of the stopping criteria in Section 3.3 is satisfied.
5. Starting from the vectors \( h_1, \ldots, h_r \), reconstruct the internal univariate functions \( g_1(x_1), \ldots, g_r(x_r) \) with an integration step, as in Algorithm 1.
4 Numerical experiments

In this section, results of the methods suggested in this paper will be discussed.

4.1 Correlations of the errors of the CPD

In this section, we demonstrate that the weighted CPD decomposition works as expected. For this, we set $m = n = N = 2$ and start with a given $8 \times 8$ positive definite weight matrix

$$\Omega = \begin{bmatrix}
0.74 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1.67 & 0 & 0 & 0.87 & 0 & 0 & 0 \\
0 & 0 & 0.96 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.63 & 0 & 0 & 0 & 0 \\
0 & 0.87 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.11 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.77 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.31 & 0
\end{bmatrix}. \quad (18)$$

This matrix is chosen to be almost diagonal, and has two extra nonzero covariance elements. The tensor $T$ to be decomposed has eight elements indexed as follows:

$$T_1 = \begin{bmatrix} t_1 & t_3 \\ t_2 & t_4 \end{bmatrix} \quad \text{and} \quad T_2 = \begin{bmatrix} t_5 & t_7 \\ t_6 & t_8 \end{bmatrix}, \quad (19)$$

where $T_1$ and $T_2$ denote the first and second frontal slices of $T$ respectively. Elements $t_2$ and $t_5$ are correlated with cross-covariance 0.87, which is shown in blue in Equation 18, while elements $t_3$ and $t_8$ are uncorrelated, and are shown in red.

Starting from a uniform random $2 \times 2 \times 2$ tensor $T$, it is decomposed using the weight matrix $\Omega$ and Step 4 of Algorithm 2. This sum of rank-one tensors is denoted $\hat{T}$. In the left plot of Fig. 4, we plot the differences $t_5 - \hat{t}_5$ on the vertical axis, and the differences $t_2 - \hat{t}_2$ on the horizontal axis. When repeating this experiment 500 times with random tensors $T$ and uniform random initialization points, we see that the errors are correlated, as expected.

In the right plot of Fig. 4, the differences between $T$ and $\hat{T}$ are shown, but between the uncorrelated elements $t_3$ and $t_8$. We see that here, the scatter plot shows uncorrelated errors between the corresponding elements of the tensor and its decomposition.

Figure 4: The left plot shows the correlated errors between the elements 2 and 5 between the original tensor and the decomposed using the weighted CPD. The right plot shows the uncorrelated errors between elements 3 and 8.
This behaviour is what is expected from the weight matrix and is discussed in the following. The weight matrix imposes extra conditions on the cost function (8) by assigning weights to the elements to be optimized. A diagonal element of $\Omega$ gives a weight to a single element, while an off-diagonal element of $\Omega$ gives a correlation between two elements. The latter implies that the errors are also correlated, which is precisely what is shown in Fig. 4.

### 4.2 System identification example

In order to gain an understanding of how much impact the weight has for the CPD, the problem is examined from a distance using system identification (see [13] and [14]). This can be done by surrounding the nonlinear function by linear low-pass filters and looking at how this system behaves with signals. Fig. 5 gives a graphical representation of the interconnection of the linear and nonlinear parts of this system. This system, with the coupled nonlinearity, comes as the result of the identification method for so-called parallel Wiener-Hammerstein system proposed in [15] and [20]. As the name suggests, a parallel Wiener-Hammerstein system consists of parallel branches of so-called Wiener systems and Hammerstein systems. Identification methods for the latter are discussed in [17] and [18] and for the former in [16].

![Diagram](image.png)

Figure 5: Surrounding the nonlinear polynomial function $f$ by linear dynamic low-pass filters, shown by dashed lines. These operators are assumed to be known and are used when analyzing the weighted CPD on $f$. In this example, we assume the left filters $L_1$ and $L_2$ (resp. the right filters $R_1$ and $R_2$) to behave similarly and have similar transfer functions.

For this example, we wish to decouple the multivariate polynomial given by

$$f(u) = \begin{cases} 0.09u_1^2 - 3.3u_1^2u_2 + 0.22u_1 + 5.0u_1u_2^2 - 0.44u_1u_2 - 0.25u_1 - 2.2u_2^2 + 0.41u_2^2 + 0.84u_2 \\ -0.42u_1^2 + 3.2u_1^2u_2 - 0.21u_1^2 - 4.9u_1u_2^2 + 0.45u_1u_2 - 0.053u_1 + 2.3u_2^2 - 0.12u_2^2 - 0.27u_2 \end{cases}$$

Also, we assume that the coefficients of $f$ are correlated with the covariance matrix $\Sigma_f$ given at the top of page 12. In this matrix, the element on position $(i,j)$ contains the covariance between the $i$-th and $j$-th coefficient of $f$. Finally, the graphical representations of the low-pass input and output filters are given in Fig. 6.
The decoupling is done four times, in order to compare the effect of the different kinds of weights to the CPD:

1. Decoupling without any weight, using the method of [8],
2. Decoupling with the element-wise weight,
3. Decoupling with the slice-wise weight,
4. Decoupling with the dense weight.

In order to compare the results, a validation signal is sent through the original coupled system of Fig. 5 and also through the four different decouplings. This validation signal is a random-phase multisine (see [14]), as shown in Fig. 7.

The output signal and the errors between the different decouplings are plotted in Fig. 8. This plot shows the magnitude of the output and output errors, in dB, with respect to the frequency of the signals. From this plot, it is clear that a slice-wise or dense weight reduces the errors significantly with respect to no weight or element-wise weight.

Next to these numerical experiments, extensive simulations were done with multiple different systems and several coupled multivariate polynomials. From these, general observations can be made: the slice-wise and dense weight decompositions are at least as good as the decomposition with no weight described in [8]. Overall, the element-wise weight does not incorporate enough information to improve [8] and has comparable results. Finally, for difficult decomposition problems where [8] does not work well, we observe improvements with the slice-wise or dense weighted decomposition.
Figure 7: A graphical representation of the validation signal, in the frequency domain. The left plot shows the magnitude of the signal (in dB), the right plot shows the phase. The frequency axis is normalized.

Figure 8: The errors between the the original output signal and the output by the different decoupling methods. Plotted in the frequency domain; the vertical axis is in dB of the magnitude of the signals.

5 Conclusion and future work

In this paper, our starting point is a coupled representation of a multivariate polynomial $f$, which does not have an exact decomposition with the prespecified number of branches. It is assumed, however, that the covariance matrix $\Sigma_f$ of the coefficients of $f$ is known before the decoupling process. We have then generalized the decoupling algorithm described in [8] to this noisy case, by considering a weight factor in the Canonical Polyadic Decomposition. Three weight factors have been considered, based on three different covariance matrices: (1) an element-wise covariance matrix, (2) a slice-wise covariance matrix and (3) a dense covariance matrix. In cases (1) and (2), the matrices are of full rank, while the matrix in case (3) is rank-deficient. That is why extra equations are found for the third case, based on a SVD of the dense covariance matrix.

The results are promising and at least as good as the unweighted decoupling method described in [8]. When considering the decoupling problem inside the framework of linear filters, improvements are observed and discussed.

As future work, we would like to investigate how to make approximations of polynomials with a
A Derivation of (15)

In this section, we show the derivations for finding the solution (15). This will be done in a more general case, where we consider the following weighted least squares problem:

$$\min_x |y - Ax|^2_{\Omega}. \quad (20)$$

The weight matrix $\Omega$ is defined as the pseudo-inverse of the rank-deficient covariance matrix $\Sigma \in \mathbb{R}^{mnN \times mnN}$ of rank $\tau$. Let $D_1$ and $U_1$ be defined as in Section 3.2.1, starting from the singular value decomposition of $\Sigma = U D U^T$:

$$U = \begin{bmatrix} U^{(1)} & U^{(2)} \end{bmatrix}_{mnN \times (mnN - \tau)} \quad \text{and} \quad D = \begin{bmatrix} D^{(1)} & 0 \\ 0 & 0 \end{bmatrix}. \quad (21)$$

We then define

$$Q = (\sqrt{D^{(1)}})^{-1} (U^{(1)})^T,$$

such that $Q^T Q = \Omega$.

We note that minimizing expression (20) can be rewritten as

$$\min(e^T \Omega e),$$

where $e = Ax - y$ is the error between modeled output and real output. If we denote the transformed error by $\tilde{e} = Q e = QA x - Q y$, then this minimization becomes

$$e^T \Omega e = \tilde{e}^T \tilde{e}.$$

This implies that the weighted least squares solution from (20) can be transformed as the (unweighted) least squares solution of $\tilde{e}^T \tilde{e}$. This is given by

$$\hat{x} = (QA)^\dagger (Q y).$$

This is precisely the form used in the expression (15) and is what we wanted to prove.

B Derivation of (16)

The equations of Appendix A depend on the $U^{(1)}$ part of the matrix $U$. Here, we will find extra equations using $U^{(2)}$. For this, we assume that the noise $v$ added to the model

$$y = Ax + v \quad (22)$$

is correlated, such that $v = T v_{uncor}$. Here, $v_{uncor}$ is independent, identically distributed noise with $\text{var}(v_{uncor}) = \sigma^2$ and $T \in \mathbb{R}^{N \times M}$ creates correlations between elements of $v_{uncor}$. Finally, we assume that $N > M$.

With these notations, we compute the covariance matrix $\Sigma$ of $v$

$$\Sigma = \text{cov}(v) = E[vv^T] = \sigma^2 T T^T.$$

Because the rank of $\Sigma$ is at most $M$, then $\Sigma$ is rank-deficient. Using the same notations as in the equations (21), it follows that

$$(U^{(2)})^T v = (U^{(2)})^T T v_{uncor} = 0. \quad (23)$$
This follows from the that fact $U^{(2)} \perp U^{(1)}$ and thus that $U^{(2)} \perp T$. Finally, substituting Equation (22) in Equation (23) gives

$$(U^{(2)})^T y - (U^{(2)})^T A x = 0,$$

which has as approximated solution for $x$:

$$\hat{x} = ((U^{(2)})^T A)^\dagger ((U^{(2)})^T y).$$

This approximation is used for finding extra equations in Section 3.2.2.
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