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Abstract

Startups often represent newly established business models associated with disruptive innovation and high scalability. They are commonly regarded as powerful engines for economic and social development. Meanwhile, startups are heavily constrained by many factors such as limited financial funding and human resources. Therefore, the chance for a startup to eventually succeed is as rare as “spotting a unicorn in the wild”. Venture Capital (VC) strives to identify and invest in unicorn startups during their early stages, hoping to gain a high return. To avoid entirely relying on human domain expertise and intuition, investors usually employ data-driven approaches to forecast the success probability of startups. Over the past two decades, the industry has gone through a paradigm shift moving from conventional statistical approaches towards becoming machine-learning (ML) based. Notably, the rapid growth of data volume and variety is quickly ushering in deep learning (DL), a subset of ML, as a potentially superior approach in terms of capacity and expressivity. In this work, we carry out a literature review and synthesis on DL-based approaches, covering the entire DL life cycle. The objective is a) to obtain a thorough and in-depth understanding of the methodologies for startup evaluation using DL, and b) to distil valuable and actionable learning for practitioners. To the best of our knowledge, our work is the first of this kind.
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1 Introduction

A “startup” has many variants of definitions; up until this date there is no consensus on the standard definition. Santistebean and Mauricio [2] synthesized many popular definitions, and discovered some common labels such as “new”, “small”, “rapid growth”, “high risk”, where “small” is often approximated by limited financial funds and human resources [3]. Much of the literature, e.g., [4], associates startups with disruptive innovation and high scalability. As a result,

“A startup is a dynamic, flexible, high risk, and recently established company that typically represents a reproducible and scalable business model. It provides innovative products and/or services, and has limited financial funds and human resources.” [2–4]

Since startups stimulate growth, generate jobs and tax revenues, and promote many other socioeconomically beneficial factors [5], they are commonly regarded as powerful engines for economic and social development, especially after economic, environment, and epidemic crisis such as COVID-19 [6]. As the startups continue to develop, they often increasingly rely on external funds (as opposed to internal funds from founders and co-founders), from either domestic or foreign capital markets, to unlock a high rate of growth that usually corresponds to a “hockey stick” growth curve (i.e. a linear line on a log scale) [7].

Startups may receive funds from multiple sources like Venture Capital (VC) and debt financing; up till this date, the dominating source has been VC. As an industry, VC seeks opportunities to invest in startups with great potential (in the sense of financial returns) to grow and successfully exit. The risk-return trade-off tells us that the potential return rises with a corresponding increase in risk [2].

---

1 Coronavirus disease 2019 (COVID-19) is a contagious disease caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). The first case was identified in 2019.

2 Statistics revealing the high risk of funding startups: on average, only around 60% of the startups survive for more than 3 years since founded [8]; top 2% of VC funds receive 95% of the returns in the entire industry [9]; VC typically has only 10% rate of achieving an ROI (return on investment) of 100% or more [10][11].
As a consequence, VC firms usually strive to mitigate this risk by improving their 1) deal sourcing and screening and 2) value-add process [12]. In this survey, we will focus on the published work around the former approach, i.e. finding the startup unicorn as accurately as possible during the deal sourcing phase.

Finding the unicorn from candidate startups is a complex task with great uncertainty because of many factors such as vague and prone-to-change business ideas, no proof-of-concept prototype when applicable, no organic revenue. This creates a low information situation, where VC firms often have to make investment decisions based on insufficient information (e.g. lack of financial data) [14]. Therefore a VC’s deal sourcing process traditionally turns out to be manual and empirical, leaving estimations of the ROI (return on investment) heavily dependent on the human investors’ decisions. As pointed out in [15], human investors are inherently biased and intuition alone cannot consistently drive good decisions. A better approach should leverage big data to

- debias the decisions, so that the individual investment decision made for a particular startup is expected to drive lower risk and higher ROI;
- enable automation, so that more startups can be evaluated without requesting extra amount of time.

To that end, over the past two decades, data driven approaches have been dominating the research around startup success prediction (i.e. identifying startups that eventually turn into unicorns). However, the majority is analytical and statistical as opposed to ML (machine learning) approaches. Conventional statistical work (e.g. [2][16][33]) mostly starts with defining some hypotheses followed

---

3Deal sourcing is the process by which investors identify investment opportunities.  
4Unicorn and near-unicorn startups are private, venture-backed firms with a valuation of at least $500 million at some point [13].  
5Hypothesis often assumes certain impact of some factors to startup success. For example “the founder’s past entrepreneurial experience influences the likelihood of success [32]”.

---
by testing them using statistical tools; the outcome of these work is often conclusions around correlation and/or causality between some factors and the success likelihood of startups.

In conventional statistical research, good research hypotheses need to be simple, concise, precise, testable; and most importantly, they should be grounded in past knowledge, gained from the literature review or from theory [34]. Therefore, it is not a easy task to come up with good hypotheses. Over the last few years, researchers have started investigating the possibility to perform hypothesis mining from data using ML algorithms to avoid manually defining hypotheses upfront. Hypothesis mining aims to summarize (instead of manually define) hypotheses by carrying out explainability analysis (cf. Section 9) on the trained ML models [35]. For example, with a labeled (i.e. knowing which startups eventually become unicorns) dataset containing many attributes for many companies; one can directly start off with training an ML model to predict unicorns (i.e. prediction target) using the entire dataset (all companies and attributes). By explaining and quantifying how the change of certain attributes would change the prediction target, one may distil hypothesis that describes the relation between the attributes in scope and the prediction target. In comparison to exploratory data analysis, hypothesis mining is a much more structured procedure that trains an ML model using the entire dataset at hand. As illustrated in Figure 1, the ML-based approaches [35-55] require practitioners to define the input data \( x \) and annotation \( y \) (labeling good or bad investment according to some criteria) before training a model \( f(\cdot) \) that maps \( x \) to \( y \), i.e. \( y = f(x) \). There are already a
few survey papers [31, 56] about ML-based work.

With the rapid growth of dataset size and diversity (origin and modality), traditional ML models sometimes struggle to directly and fully fit the big-and-raw dataset due to lack of model capacity and expressivity. Most recently, DL (deep learning) algorithms caught the eyes of increasing number of researchers hunting for unicorns. DL, by definition, represents a subset of ML methods [57], and is implemented (entirely or partly) with ANNs (artificial neural networks) that utilize at least two hidden layers of neurons as shown in Figure 2b. The capacity of DL can be controlled by the number of neurons (width) and layers (depth) [58]. Deep ANNs are exponentially expressive with respect to their depth [59], making ANNs universal function approximators [8, 60]. As a well-known international investment firm practicing data-driven approaches to find startup unicorns, we strive to

---

6Traditional ML models that are frequently applied: decision tree (e.g. [44]), random forest (e.g. [40]), logistic regression (e.g. [50]), gradient boosting (e.g. [53]), SVM (support vector machine, e.g. [38]), k-means clustering (e.g. [52]), Bayesian network (e.g. [36]).

7Expressivity describes the classes of functions a model can approximate, while capacity measures how much “brute force” ability the model has to fit the data.

8Simply speaking, ANN containing a specific number of neurons in the hidden layer(s) can approximate almost any known function.
• obtain a thorough and in-depth understanding of the methodologies for startup evaluation using DL, and

• distil important and actionable learning for practitioners in this domain.

To achieve these goals, we carry out a comprehensive literature survey on using DL to evaluate startups (mostly for investment deal sourcing) \[6, 9, 14, 61–86\]. To the best of our knowledge till this date, our work is the first of this kind. According to our high-level synthesis, most DL based approaches comprise nine consecutive key tasks listed below.

• Define the prediction problem, i.e. what specific question do we expect the model to answer?

• Define the startup success criteria, so that the data can be annotated accordingly to train the model.

• Gather the data to be used as model input; it is inevitable to make decisions around the source, category, modality and size of the data.

• Process the data, e.g. normalize, augment, debias, balance and densify the data to drive better performance of DL models.

• Split the data, i.e. divide the dataset into non-overlapping training, evaluation and testing sets.

• Select the DL model variants: there are many DL model variants, thus one can only pick a limited number of variants for experimentation.

\[The literature include 29 peer-reviewed English papers/theses addressing startup success prediction using DL methods. We do not apply any restrictions on publication years, geo-location of study, or publication type. The papers/theses are sourced using a combination of three approaches: (1) recommendation by investment professionals and researchers, (2) keywords searching in Google Search (google.com), Google Scholar (scholar.google.com), IEEE (ieee.org), ACM (acm.org), Scopus (scopus.com), Wiley (wiley.com), Springer (springer.com) and Web of Science (clarivate.com); (3) cross reference among papers/theses.\]
• **Evaluate the trained DL model**: the performance of each trained (using the training set) DL model is evaluated over the evaluation set to find the best hyper-parameters.

• **Explain the predictions from the trained DL model**: DL models are commonly regarded as “black-box” models, hence explainability is required to promoting transparency, build trust, and capture feedback.

• **Deploy the trained DL model**: in applied scenarios, the trained DL model with satisfying test results will be productized\(^{10}\) to answer investors’ questions on demand.

In the rest of this paper, we will consecutively discuss the key aspects to accomplish these nine tasks (corresponds to nine sections that follows). In each section, we present a literature synthesis and practical learnings to facilitate a successful application of DL to “unicorn hunting”. The practical learning is synthesized from both the literature and our industrial experiences. For the sake of clarity, the headline of each section is made concrete to reflect the key learning.

### 2 Avoid Predicting Success and Compatibility Simultaneously

The DL model is generally expected to suggest whether funding a certain startup is likely to fulfill the investment goal (cf. Figure [1]). As a matter of fact, the common investment goal usually embodies two components:

• **Success**: the startup-in-scope eventually achieves a *successful outcome* after the decision of investing; and the different ways of defining that *successful outcome* will be introduced in Section [3]

---

\(^{10}\)Model productization, a.k.a. model deployment, is the procedure by which practitioners integrate a machine learning model into an existing production environment to make practical business decisions based on input data. It is one of the last stages in the DL engineering life cycle and can be one of the most cumbersome.
Using Deep Learning to Find the Next Unicorn: A Practical Synthesis

Cao et al.

Figure 3: **Two ways of addressing the probability of startup success and compatibility.**

Most DL-based work do not explicitly consider startup success and compatibility at the same time. Two feasible solutions are presented here. We recommend solution (b) over (a) due to its simplicity, flexibility, and closer approximation to real use cases.

- Compatibility: the startup matches the preference of the investment intention, which originates from many practical requirements such as geographical emphasis, sector focus, portfolio conflict, investment mandate, and exit opportunities [67].

The vast majority of the surveyed research does not explicitly distinguish predicting the success and compatibility; they either implicitly address both simultaneously (e.g. [64]), or simply ignore the compatibility part (e.g. [72]). In practice, VC investors are restricted to funding startups that meet the compatibility requirement. Ideally, we wish to split the output in Figure 1 into two outputs as shown in Figure 3a.

However, training one single DL model to predict both success and compatibility is more challenging than predicting merely one of them. Moreover, when engineering an applied solution\(^\text{11}\) to facilitate VC operations, we observe that the compatibility definition is prone to change when time, context, or the actual user changes. Inspired by [67, 74, 85], we propose to perform compatibility filtering before the DL model prediction, as demonstrated in Figure 3b. The compatibility filtering essentially removes the startups that are regarded as incompatible with the preference of investment professionals or the fund specifications, resulting in a set of “feasible” startups for consideration. This is mostly achieved by defining some filters using factors like geo-location (e.g. EU and

\(^\text{11}\)There are a few VC funds who try to develop and commercialize DL-based startup evaluation models, such as the Motherbrain platform from EQT Ventures (eqtventures.com) [87].
US), business sector (e.g. Fintech and Biotech), customer focus (e.g. B2B/B2C/B2B2C\footnote{B2B: business-to-business. B2C: business-to-consumer. B2B2C: business-to-business-to-consumer, where businesses access customers through a third party.}) and development stage (e.g. approximated by the total funding received by the startup in scope).

Applying compatibility filtering before DL model (cf. Figure 3b) simplifies the DL model, makes it flexible to use, and adapts the model better to investment preferences. An additional benefit of doing so is that a model trained on a subset of successful startups relevant to a given VC fund will, by nature, produce more relevant predictions for that VC fund.

3 Clearly Define the Success Criteria of Startups

Identifying potential unicorns relies on accurate prediction of startup success. So far there is no universally agreed definition of ”true success”; most of the existing definitions commonly focus on “growth” which can be measured from different perspectives like revenue, employees, and valuation, to name a few. We summarize the adopted definitions from the reviewed literature \[6,9,14,61–86\] in Figure 4, showing each criterion’s popularity among researchers. All success criteria are quantities in relation to a predefined duration since the time point of evaluation.

1. **Fulfill the preset fundraising goal** \[62,63,66,69–71,77,83,85\]: the goal (the expected amount of money) of the fund-raise campaign or plan is reached or surpassed, which is common among crowdfunding projects. The readers should be cautious not to confuse with the fund-raise goal of investors.

2. **Future funding** \[64,65,74,75,78,80,86\]: any future funding raised above a low-bar amount.

3. **Acquired** \[67,72,75,80,81,84\]: one company purchases and takes over the operations and assets of the startup.
### Success Criteria

| Percentage (%) | Criteria               |
|----------------|------------------------|
| 0              | Fulfill fundraising    |
| 5              | Future funding         |
| 10             | Acquired               |
| 15             | IPO                    |
| 20             | Series A               |
| 25             | N-year survival        |
| 10             | Experts view           |
| 15             | Upround                |
| 20             | VC-backed              |
| 25             | Total raised fund      |
| 30             | Competition nomination |
| 35             | Team growth            |
| 40             | Third party score      |

Figure 4: **Summary of the adopted criteria to evaluate startup success.**

(a) shows the percentage of each success criterion sorted by their occurrences. (b) shows the percentage of combining different numbers of criteria together.

4. **IPO** (initial public offering) [72, 75, 80, 81, 84]: it offers shares to the public in a new stock issuance for the first time; IPO allows the company to raise equity capital from public investors.

5. **Series A** [6, 14]: the startup receives the first VC funding round after the seed and angel rounds.

6. **N-year survival** [68, 75]: the firm is still operating after \(N\) years.

7. **Experts view** [9, 76]: the quantified review from human experts.

8. **Upround** [84]: the (post-money) valuation after a future funding round is higher than the current valuation.

9. **VC-backed** [73]: the startup is funded by one or more VC firms.

10. **Total raised funding** [61]: the accumulated amount of funding received (the higher the better), which is often used as a regression target.
11. **Competition nomination** [68]: the idea of the startup wins (or nominated by the committee) a entrepreneurial competition.

12. **Team growth** [79]: whether the team size has experienced a fast growth or not, such as “a minimum of $x\%$ increase from at least 10 initial employees”.

13. **Third party score** [82]: some data sources provide certain firm evaluation scores, such as the “trend score” from Crunchbase [13].

While the first twelve criteria are intuitively sound, we question the effectiveness of the last criterion of taking the 3rd-party (algorithmic) scores as ground truth to train the DL model, because it is guaranteed to obtain a model inferior to the 3rd-party method (often unknown). Additionally, there is no financial based success criteria [14] adopted in the DL-based work, which is a consequence of missing rich operating data [29] before exiting the startup phase and entering the growth phase [3]. Although the definition of a successful startup has many versions, for investors, it is relatively straightforward: a profitable exit, often in the form of acquisition or IPO, which incur high ROI [84]. However, if you ask an investment professional, short-term events like funding rounds have a higher adoption rate than longer-term acquisition/IPO; the reason is twofold: 1) acquisition/IPO is extremely scarce as very few startups achieve these milestones; and 2) it occurs very late in startup’s trajectory, hence potentially weakening the correlation between early data and late success [78]. Finally, the choice of success criteria also depends on whose perspectives we take.

- **Investor**’s perspective: the investors’ view of success, which typically include high ROI exit events such as acquisition and IPO [65, 84].

---

[13] www.crunchbase.com

[14] A few ML-based (instead of DL-based) work [16, 20] have investigated using financial based success criteria.
• **Founder**’s perspective: what results do founders regard as a successful entrepreneurial outcome? Examples of this kind are competition nomination, series A, and profitable operation \(^{[27,84]}\).

• **Policy maker**’s perspective: the view of the entities (e.g., governments or authorities) who set the plan pursued by a government or business; the policy maker usually considers a broad socio-economic impact, such as job creation and patentability \(^{[30,79]}\).

In most cases, different success criteria do not conflict with each other, implying the possibility to combine multiple criteria; but this kind of **criteria mixture** is still under-investigated as illustrated in Figure\[4b\] Generally speaking, one can combine multiple criteria with logical AND operators (e.g. \(^{[80,84]}\)), or use each criterion separately in a **multi-task training** (cf. Section\[7\]) setup \(^{[77]}\). It is theoretically proved that multi-task training can reduce the risk of overfitting\(^{15}[88]\). Based on the discussions above, we highlight some key recommendations from an investor’s perspective, when defining the success criteria of startups.

• Start with interviewing the users and stakeholders of your model to find out their definition of startup success.

• Avoid adopting success criteria that are mostly valued by non-investors like founders and policy makers.

• Whenever possible, assemble the success criteria that lead to more annotated (labeled) data, allowing bigger model capacity.

• Prioritize the short-term event over longer-term ones for the sake of stronger data-label correlation.

\(^{15}\)Overfitting happens when a DL model has an overly high capacity so that it is able to fit the entire dataset (including the noise), hence the model performs poorly on unseen data.
• Consider experimenting a mixture of criteria to incorporate more perspectives and possibly preventing overfitting the DL model.

4 Use Multi-modal, Unstructured, Free and Extrinsic Data

DL models need data input to make predictions. Before we start gathering input data for model, we might be able to benefit from understanding what input(s) humans use to make decisions. When investment professionals (i.e. humans) try to forecast the success of early stage startups, they make use of two cognitive modes: intuitive and analytical. The intuitive mode is characterized by processing “soft” signals (e.g. innovativeness and personality of entrepreneur) that are mostly qualitative; and humans are still the “golden standard” for this mode \cite{89}. The analytical mode, on the other hand, deals with “hard” facts (e.g. industry and team size) that are often quantitative \cite{14}. The majority of the work we reviewed \cite{6, 9, 14, 61–86} incorporate both modes into the model input, but they have to quantify the “soft” information via either approximation or questionnaire. Data is often fed into DL model in the form of features. Feature (a.k.a. “factor” in the scope of financial research) is an individual measurable property or characteristic of a phenomenon, which is sometimes aggregated from raw data. When we try to map out the large number of features used in \cite{6, 9, 14, 61–86}, we found that features tend to cluster into different categories, describing different aspects of the startup in scope. We identified 15 natural categories (termed funding, product/service, meta information, founder/owner, team, investor, web, context, connection, operation/planning, IP and R&D, customer, financial, M&A and data) and visualize their adoption percentage in Figure 5. We hereby walk through each category following the order of popularity.

\footnote{M&A (merger and acquisition) refers to a business transaction in which the ownership of companies (or their operating units) are transferred to or consolidated with another company.}
Figure 5: **Summary of the used categories of input data by surveyed work.**
(a) shows the percentage of each data category (detailed in Section 4.1) sorted by their occurrences. (b) shows a snapshot (to the date when this paper is written) of the utilized data modalities: numerical, categorical, text, graph, time-series, image, video and audio.

### 4.1 A detailed walk-through of each data category

Historical **funding** is direct evidence of recognition from other early investors, thus it is the most popular category in the literature. Frequently seen features in this category are total number of funding rounds and total amount raised \( [14, 64, 65, 75, 78, 82, 84] \), funding types (e.g. angel, series A/B/C, debt financing, etc.) \( [14, 64, 65, 69, 73, 75, 78, 84] \), elapsed time since latest funding \( [64, 65, 73, 78, 84, 86] \), size and type of the latest funding \( [65, 75, 84, 86] \), size and type of seed funding \( [9, 14, 81] \), average per-round statistics \( [73, 84, 86] \), average time between consecutive rounds \( [64, 73, 75] \), the raw time-series of funding rounds \( [74, 78, 79] \), accumulated amount for different funding types \( [64, 75] \), amount raised from VC \( [14, 75] \), and the actual received amount of money \( [64, 86] \). There are also some less common factors: max/min round \( [86] \), raised amount in different currencies, information of the undisclosed rounds, elapsed time from seed funding \( [64] \), post-money valuation of rounds \( [73] \), and alliance via M&A \( [75] \).

The core value that early startups have to offer is reflected in the **product/service** they aim to
create, which makes this category of data widely adopted. The top-3 features are industry/sector/sub-sector \([14, 63, 64, 68, 70, 75, 77, 78, 81, 84, 85]\), textual description \([61, 62, 66, 68, 71, 74, 76, 85]\), and project specification on crowdfunding platforms \([61, 63, 66, 69, 70, 77, 85]\). DL models are also suited well for learning representations from image, video and audio \([66, 70, 71, 77, 83]\). The rest of the features describing product/service include technology maturity \([14, 82]\), customer focus (e.g. B2B/B2C/B2B2C) \([14, 78]\), time to market \([14, 64]\), novelty and differentiation \([9, 14]\), quality measure (e.g. simplicity and usability), market penetration and traction \([9]\), business scalability, business models (e.g. subscription centric, freemium, cross selling, hidden revenue, no frills, layer player) \([14]\), the number of product varieties \([64]\), textual product review and comment \([62]\), and idea rating by experts \([68]\).

Meta information refers to the general attributes about startups, which seldomly changes since creation/registration of the firm. Most work use factors of elapsed time since founded, textual description, and geographical location \([14, 63-65, 70, 73, 75, 77, 81, 83, 84, 86]\). Whether a startup has Facebook/Linkedin/Twitter account \([14, 61, 75, 77, 86]\) is also a common factor. Other less frequently seen factors include domain name or homepage URL \([61, 70, 75]\), company name and aliases \([70, 75]\), office count and age \([64, 86]\), registered address, current status (e.g. operating, closed, zombie), official email and phone number \([75]\), and incubator or accelerator support \([14]\).

The traits of a startup’s founder/owner (i.e. the entrepreneur or the founding team) are so important that the founder(s) with relevant management experiences can improve the company performance \([87, 90]\). The attributes of founding teams and the individuals that comprise them contribute to their short-term success and longer-term survival \([68]\), and are also generally available from many data sources and entrepreneurial competitions. The founding team size (number of co-founders) and founders’ (successful) founding/industry experience \([9, 14, 64, 65, 67, 69, 70, 73, 75, 77, 80]\) are most widely used, followed by founder IDs from data sources \([64, 69, 70]\), gender/ethnicity \([30, 64, 75, 81]\).
and social capital\footnote{Social capital is a positive product of human interactions, which comprises two aspects: bonding (intra group) and bridging (inter groups). Nowadays, it is increasingly represented by activities on social media and applications \cite{77}.} \cite{70,77}. Additionally, some researchers \cite{9,31,43,68} try to quantify the founders’ skill (e.g. leadership, research, development, product management, sales, law, consulting, finance, marketing, creativity and investment), and use it as model input. The rest of the factors in this category include years between graduation and founding, education institute and major \cite{43,68,87}, founders’ biography and photo \cite{61,70}, and finally indications of founders’ entrepreneurial vision \cite{14}, capability of work (dedication) \cite{9}, and 3rd-party score \cite{64,77}.

Complementary to founder data, team related factors are used in many research papers. The common factors are team size of all or different functions \cite{14,67,73,75,84,86}, the time-series of team size \cite{78,79}, statistics of new hire or leavers \cite{64,73}, completeness and capability of managers \cite{9,73}, and team composition (e.g. diversity and gender) \cite{64,75}. The less common ones are time of involvement, board member statistics, person IDs from data sources \cite{64}, vocational skill and experience \cite{73}, technical team size and quality, employees from renowned organizations \cite{74}, educational degrees of employees \cite{75}, team constellation \cite{14}, balance/empowerment/competence of project team \cite{69}, and 3rd-party team score \cite{68}.

Closely related to funding data, statistics of the existing investor(s) provide useful information about the startup. We observe that number of total/distinct investors \cite{63–65,67,72,74,75,84} is the most heavily used factor in this category. Authors of \cite{64,72,78,80} try to rank investors by their reputation, experience, IPO/M&A performance. Moreover, the concept of VC syndicate (e.g. advantage, diversity, centrality and foreignness of VC) is also investigated in \cite{18,19,45,65}. In DL-based work, share and involvement time of each investor \cite{64} is also used.

Web category embodies information of web pages about the startup. The literature has mentioned several factors: rank/count/duration/bounce rate (aggregated or time-series) of website visit \cite{14,64,78,79,86}, news count \cite{64,65,73,80}, topics of news/articles \cite{64,67,86}, Twitter statistics (e.g. followers, tweets and sentiment) \cite{14,73,86}, and count of websites, pages and domain names that
Using Deep Learning to Find the Next Unicorn: A Practical Synthesis Cao et al.

Figure 6: Illustration of connection data category where a graph is can be constructed. The graph comprises nodes (denoting company/person/investor) and edges (representing investing/employment/founding relations between nodes). To understand the example graph in (b), refer to the color coding in (a) as a legend.

mentioned the firm [14, 64, 86].

So far, we have only touched upon the factors that are intrinsic to the startup in consideration, but more and more researchers have realized the importance of extrinsic factors [18]. In this paper, we put each extrinsic factor into one of the two categories: context and connection. The top-3 context features are the number of direct competitors [9, 14, 36, 64, 65, 67, 82, 91], funding raised by competitors [65, 78], and per-industry prosperity of the hosting geo-location [65, 80]. Besides, there are other context factors, such as market/industry size and growth rate, exchange rate, inflation level, governmental regulation, tax policy [82], sector performance, country/state economy [75], financing environment [80], and current month/week [79]. The connection features are usually extracted from a graph (cf. Figure 6b) that encodes connections between different entities: startup, person and investor, as illustrated in Figure 6a. The DL approaches [6, 65, 74, 81] often directly feed the graph into ANNs, while ML-based methods (e.g. [18, 38, 49]) always pre-calculate some graph features.

18While intrinsic factors act from within a company, extrinsic factors wield their influence from the outside. The former can be controlled (to some extent) by the startup-in-scope, but the latter can not, since they represent external contexts that may be (but not limited to) competition, environmental, cultural, economical and tax-based.
such as betweenness/closeness/degree centrality, shortest paths, common neighbors, etc.

**Operation/planning** typically involves operational matters such as sales, localization (e.g. [31, 91]), marketing (e.g. [9, 28]), supply chain [31, 92], digitization [37], advisory [36], company culture (e.g. [2, 35]) and legal regulation [3, 37]. However, the DL-based methods have only a few mentions of factors in this category: planned revenue model [9, 14, 82], global exposure and internationalization [64], market positioning and go-to-market strategy [9], and technological surveillance [82]. For early startups, IP (intellectual property) and R&D (research and development) are two of the aspects that are examined by investors. As a result, we make **IP and R&D** its own category (out of the operational factors), which contains number of patents, patent growth, patent category [67, 72, 75, 76] and university partnership [14].

The **customer**, **financial** and **M&A** data is, most of the time, unavailable publicly, which resonates with their scarce occurrence in Figure 5a. For **customer** category, we have seen customer satisfaction/loyalty [74] and the number of pilot customers [14]. The most common **financial** factor turns out to be revenue and turnover [67, 93]. In **M&A** category, [75] calculated the the number of acquisitions as an input feature to their model. Finally, the **data** category contains statistics that are specific to the chosen data source, such as the total number of events/records [67] in Crunchbase.

### 4.2 Several noticeable trends in data selection

The surveyed literature reflects several trend concerning selecting the input data for DL models. We summarize these trends as a guidance for investment practitioners.

- **Single-modal→multi-modal**\(^1\) although the tabular (aggregated numerical/categorical data) form still dominates, we see other emerging data modalities: **text, graph, time-series, image**.

---

\(^1\)Modality refers to the way in which data is generated or presented, and a research is characterized as multi-modal when it includes multiple modalities such as text and image.
video and audio. The relative adoption of different modalities is shown in Figure 5b. Especially, a few recent work [66, 71, 77–79] has looked into combining multiple input modalities (i.e. multi-modal).

- **Structured (aggregated) → unstructured (raw)**: the modalities excluding “tabular” in Figure 5b are all unstructured, which become increasingly important as a complement to the structured data (e.g. [65, 74, 78, 79, 81]), or as a standalone input to the model (e.g. [6, 83]). Since raw, unstructured data often has a large scale and contains intact-yet-noisy signal, it may bring forward superior performance as long as a proper DL approach is applied [86].

- **Proprietary → paid → free**: all data sources utilized in DL-based methods are sorted in Figure 7a according to their occurrences. The traditional proprietary sources are not favored any more due to the limitation of scale and shareability. Paid data sources (e.g. Crunchbase and Pitchbook) are still very popular, because they are mostly quite affordable and well organized. However, neither paid or proprietary data is up-to-date or fine-grained, which contributes to the increasing adoption of free data sources, such as web page scraping [86].

- **Gather at least 35k samples**: to understand how many samples (often correlated with the number of companies) researchers use for training their DL models, we plot the distribution/histogram of dataset size in Figure 7b. It shows a median and average size of 35,621 and 107,694 respectively. It has been discussed previously that DL model generally require more data to match with its big capacity 7, thus we recommend to collect at least 35k samples.

- **Intrinsic (independent) → extrinsic (contextual)**: classically, most elements driving investors’ decisions would seem to be only independent and intrinsic 18 to the startup in scope, most

---

20 Unstructured data, such as image and timeseries, is a collection of many varied types that maintains their native and original form, while structured data is aggregated from original (raw) data and is usually stored in a tabular form.
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Figure 7: Statistics about datasets: (a) occurrences and (b) the number of samples.
In (a), paid data sources are Crunchbase (crunchbase.com), Pitchbook (pitchbook.com), Tianyancha (tianyancha.com), Linkedin (linkedin.com), Mattermark (mattermark.com), Dealroom (dealroom.co); free sources are Kickstarter/Indiegogo/scraping (webrobots.io), Twitter API (developer.twitter.com), search engines (e.g. google.com), USPTO (United States Patent and Trademark Office: uspto.gov), Facebook (only the pages about startups); proprietary data are usually only accessible from investment firms (in “Other” category), governmental/administrative departments or survey/questionnaire. In (b), we plot the distribution (probability density), histogram, median, mean, maximum (776,273) and minimum (100) of dataset size (i.e. the number of records).

notably at the expense of extrinsic and contextualized\(^\text{18}\) features [65]. The community has realized this, and steers towards using more context and connection (cf. Figure 6) data to complement the intrinsic features.

5 Address the Problems of Data Imbalance and Sparsity

During the process of preparing the training data for DL models, one is almost certain to encounter two problems: data imbalance and sparsity. Therefore we will discuss the causes of these two problems and present some effective solutions.
Figure 8: **Re-balance the dataset by augmenting the minority samples.**

For the sake of visualization, we assume the dataset only has two dimensions (feature 1 and 2). The minority group (e.g. success startups) is indicated with red color in (a). SMOTE randomly sample new points **on** the lines between existing minority samples, and AdaSyn allows sampling of new points **off** those lines from a Gaussian distribution.

### 5.1 Balance the dataset with augmentation or PU-learning

The purpose of clearly defining the startup success criteria (Section 3) is to assign a label (either positive/successful or negative/unsuccessful) for each sample/record in the dataset. Since successful startups are inherently rare, the number of positive samples [e.g. the red points in Figure 8(a)] is significantly less than the negative ones. Another common formality of data imbalance concerns the drastically different population size in different groups (by sector, customer focus, country, etc.), for example, a dataset which contains mostly fintech companies mixed with only a few biotech companies [cf. the red points in Figure 8(a)]. Without special treatment, DL models will exhibit bias towards the majority class, and in extreme cases, may ignore the minority class altogether [94].

The literature [11, 35, 43, 46, 54, 72, 75, 80, 86] mentioned three approaches to “rebalance” an imbalanced dataset.

- **SMOTE** (synthetic minority oversampling technique) [11, 35, 43, 46, 75, 80, 95]: As demonstrated in Figure 8(b), random samples are drawn along the lines connecting the pairs of minority samples.
Figure 9: **High-level illustration of (a) dataset splitting and (b) training procedure.**
The entire dataset $x$ should be randomly divided into three splits: $x_{\text{train}}$, $x_{\text{eval}}$ and $x_{\text{test}}$. The training subset $x_{\text{train}}$ is used for training the DL model, where a loss calculated to measure the prediction error (the deviation from the ground-truth label). The loss will guide the optimization of the model parameters.

- **AdaSyn** (adaptive synthetic) [11, 46, 54, 72, 96]: Different from SMOTE, AdaSyn allows the newly sampled points [the red circles filled with gray color in Figure 8(c)] to deviate (obeying a Gaussian distribution) from the lines between existing minority samples.

- **PU-learning** (positive unlabeled learning) [86, 97]: Instead of generating additional synthetic samples, PU-learning modifies the loss function [cf. Figure 9(b)] so that it 1) allows unlabeled samples to participate in the training, and 2) focuses more on the minority samples throughout the optimization.

It is worth mentioning that SMOTE and AdaSyn can merely augment tabular (numeric) features. More advanced techniques are required to augment unstructured raw data (e.g. text and images). For instance, text can be augmented with synonym replacement, insertion, swap, deletion [98], and summarization [99].
Figure 10: **An illustration of dense data vs. sparse data.**
A row denotes an individual sample, data record or company, while a column represents a certain feature or factor. A white-colored cell indicates a missing or zero value.

### 5.2 Densify sparse input with simple imputation techniques

Sparsity and density describe the amount of features/factors (columns in Figure [10]) in a dataset that are “empty” (sparse) and filled with information (dense), though “empty” could also mean zero-valued. Since early-stage startup companies do not have much data available to the public, the resulting dataset (for startup success prediction) is typically sparse as exemplified in Figure [10](b). While some ML algorithms are sparse-aware (e.g. XGBoost) [80], DL models (ANNs) rely on spatial or sequential correlations to learn and highly sparse input will break these correlations. As a result, ANNs are not sparsity agnostic.

A straightforward way to avoid sparse input is to remove the entire sample/record (row in Figure [10]) or feature/factor (column in Figure [10]) that contain “empty” cell(s). But a drastically reduced dataset scale prohibits its adoption in reality. To match the dataset scale with model capacity, we need to keep as many rows and/or columns (Figure [10]) as possible. Imputation is widely utilized to achieve that goal. Although there exist complex imputation methods based on DL models like autoencoders, there is no guarantee (e.g. [100]) that they outperform simpler ones. Instead, literature suggests to use simple methods, such as **mean/mode/zero imputation** [43, 78], **latest-value imputation** [79], **Soft-Impute** [26, 101], and **k-NN (k nearest neighbor) imputation** [80].
6 Split the Dataset with an Investor-Centric View

Splitting the dataset is a mandatory step before training any ML/DL model, yet it is often discussed very lightly (sometimes even neglected) in the literature on startup success prediction. It is generally recommended to divide the dataset into non-overlapping training ($x_{\text{train}}$), evaluation ($x_{\text{eval}}$) and test ($x_{\text{test}}$) subsets, as shown in Figure 9(a). The model will be trained solely on the training set, during which the model parameters will be optimized. But as illustrated in the left part of Figure 9(b), the DL model also has hyper-parameters\(^{21}\) to be tuned in a process called hyper-parameter search. In the simplest form, the training will be run for $N$ times with different hyper-parameters, resulting in $N$ trained models, each of which is evaluated on $x_{\text{eval}}$. The best performing model on $x_{\text{eval}}$ should be used for further testing and production. The test set $x_{\text{test}}$ should not be exposed to the hyper-parameter tuning process; it is used to report the performance of the chosen model. Section 8 (Figure 14) can be referred to for more details of the evaluation and testing processes.

6.1 Company-centric vs. investor-centric

To predict the success of startups, the appropriate way to split the dataset is not as straightforward as it appears in ML/DL researches for other domains. We visualize a minimal example in Figure 11 to facilitate our discussion; there are three startups (A, B and C) founded at different dates over the timeline. According to some predefined success criteria (Section 3), A and B are labeled as positive (i.e. promising investing targets: $y^{(A)} = y^{(B)} = 1$) some time after they are founded. The majority become unfavourable (e.g. the label of C is $y^{(C)} = 0$) to VC firms, if no sign of success some years after their founding dates.

\(^{21}\text{Hyper-parameters are parameters controlling the learning process, hence also indirectly determining the values of model parameters. After the model is trained, hyper-parameters will not participate the model inference, thus they are not a part of the model parameters.}\)
A startup (A/B/C) obtains a positive/negative label on a certain date, before which several feature snapshot dates are picked. For each snapshot date, a sample is computed using data available up till that date. In this manner, A generates three \( \langle \text{sample-label} \rangle \) pairs: \( \langle x_1^{(A)}, y_1^{(A)} \rangle, \langle x_2^{(A)}, y_2^{(A)} \rangle \) and \( \langle x_3^{(A)}, y_3^{(A)} \rangle \); B produces two pairs: \( \langle x_1^{(B)}, y_1^{(B)} \rangle \) and \( \langle x_2^{(B)}, y_2^{(B)} \rangle \); C also spawns two pairs: \( \langle x_1^{(C)}, y_1^{(C)} \rangle \) and \( \langle x_2^{(C)}, y_2^{(C)} \rangle \). The global timeline is fragmented into training, evaluation and test periods. The period that the label (in the \( \langle \text{sample-label} \rangle \) pairs) belongs determines the particular training/evaluation/test set each pair should go to.

With a company-centric view, one could choose some event types (e.g. seed and pre-A rounds), the dates of which are called feature snapshot dates. We can then compute one sample using data before each snapshot date. As shown in Figure 11, there are three snapshot dates on the timeline of startup A, leading to three samples (i.e. \( x_1^{(A)}, x_2^{(A)} \) and \( x_3^{(A)} \)) that are all labeled positive (i.e. \( y_1^{(A)} = y_2^{(A)} = y_3^{(A)} = 1 \)). In a sense, A is augmented by generating three \( \langle \text{sample-label} \rangle \) pairs: \( \langle x_1^{(A)}, y_1^{(A)} \rangle, \langle x_2^{(A)}, y_2^{(A)} \rangle \) and \( \langle x_3^{(A)}, y_3^{(A)} \rangle \). Similarly, B and C produce another four pairs: \( \langle x_1^{(B)}, y_1^{(B)} \rangle, \langle x_2^{(B)}, y_2^{(B)} \rangle, \langle x_1^{(C)}, y_1^{(C)} \rangle \) and \( \langle x_2^{(C)}, y_2^{(C)} \rangle \). The company-centric
split [14, 62, 63, 65, 67, 69, 71, 73, 77, 84] will randomly allocate those pairs into one of the sets (training, evaluation or test).

With an investor-centric view [66, 72, 74, 80, 81, 85, 86], the feature snapshot dates are randomly sampled (before the corresponding label date), therefore they do not represent any event(s). More importantly, the global timeline is fragmented (from earliest startup founding date to now) into three periods, i.e. training, evaluation and test period, as illustrated in Figure 11. For a startup, the period that its label belongs determines the dataset split it should go to. Using this rule, we can see (cf. Figure 11) that the three ⟨sample-label⟩ pairs from A should go to the training set; the two pairs from B belong to the test set; and lastly, the two pairs from C will head to the evaluation set. The investor-centric view is generally preferred, because it better resembles the real-world scenario of how investment professionals predict the success of startup candidates [64].

6.2 Understand the data generation process

When assembling the samples (i.e. $x_i^{(t)}$ in Figure 11) using data up till the snapshot dates, one should make sure that no future information is leaked into $x_i^{(t)}$. This requires in-depth understanding of not only the data itself (know-what) but also the data generation process (know-how), which we found is seldomly addressed by the literature. We hereby give a concrete example out of many: a startup in the dataset has an annual revenue data point (from BvD) with a timestamp 2020-12-31; but this data point should be ignored when predicting on 2021-06-01. The reason is that fiscal reports (the source of revenue data) often have a delay of more than 12 months, causing the 2020-12-31 data point unavailable until (earliest) 2021-12-31. Without carefully examining the risk of information leakage of features/factors from the perspective of data generation process, the model performance in production may fail catastrophically.
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Figure 12: **The adopted DL model categories and hyper-architectures.**  
The main DL model categories (backbones) are ANN-based (ANN/DNN/MLP), recurrent based (LSTM/GRU), deep attention [102], graph based (GNN/GCN/GAT) and convolution based (CNN). These common models can be used either directly (off-the-shelf) or as basic building blocks to form different hyper-architectures: combinatory, ensemble or sequential.

7 Model Selection: Occam’s Razor and No-Free-Lunch

Based on the experimental results from [6][9][14][61–86], this section intends to provide insights to the choice of best-performing DL model category and hyper-architecture. The model category refers to the basic backbone of the DL model, which include ANN/DNN/MLP [9, 14, 63, 64, 68–72, 74, 76, 78, 80, 84–86], LSTM (long short term memory) [72, 77, 79, 81, 82, 85], GRU (gated recurrent unit) [62, 74, 78], GNN (graph neural network) [6, 85], GCN (graph convolutional network) [65, 74], GAT (graph attention network) [81, 85], CNN (convolutional neural network) [61, 66, 70, 72, 77] and deep attention [62, 74, 83, 102]. In Figure 12a we group similar model categories (i.e. LSTM/GRU and GNN/GCN/GAT) together. It can be seen that over 40% of the surveyed papers adopt an ANN/DNN/MLP backbone due to its wide applicability to many data types. LSTM/GRU almost dominates the cases when time-series are used. Deep attention and graph based models (GNN/GCN/GAT) have a rising trend of adoption due to increasing introduction of text and graph input modalities. Lastly, images and videos are relatively least used (cf. Figure 5b), leading to only

---

23In this paper, ANN, DNN (deep neural network) and MLP (multi-layer perceptron) all refer to a neural network with at least two hidden layers, as introduced in Section 2b.
Oftentimes, as shown in Figure 12b, off-the-shelf models (i.e. specific implementation of a certain model category in Figure 12a) are used in research such as [9, 63, 68, 73, 76, 81, 82, 84, 86]. Some work manages to propose new architectures using existing (off-the-shelf) models as building blocks. The particular way to “glue” these basic blocks together is termed hyper-architecture, which has three forms (cf. Figure 13):

- **Combinatory** [6, 61, 62, 66, 72, 74–79, 85]: the basic building blocks interact with (sometimes even embody) one another to achieve the same goal collaboratively;

- **Ensemble** [14, 64, 69, 75]: each block still works independently, and their results will be aggregated to produce the final output.

- **Sequential (step-wise)** [67, 71]: a block can only start working when the previous block completes.

From the literature, it is almost impossible to draw a solid conclusion of which DL model works the best, because each work is often unique in sense of data sources, data modalities, data splitting, around 10% adoption rate for CNN.
data processing, feature engineering, startup success criteria, evaluation metrics, and so on [31, 92]. Unfortunately, the situation that each practitioner faces will continue to differ.

According to the No-Free-Lunch (NFL) theory [103], there is no such model that works the best in every situation: the model assumptions might fit for one situation yet fail to hold true for another. As a result, search for the optimal model for a particular setup (mainly the data and success definition) is important. However, it is simply infeasible to attempt many model categories and hyper-architectures. It is a common practice is to evaluate multiple models (cf. Section 8) and pick the best-performing one, which is also reflected in the literature [6, 9, 14, 61–86]. Moreover, the data modality can sometimes imply the range of feasible DL model; for example, LSTM/GRU is best suited to handle time-series data.

Finally, during this selection process, one should respect the principle of Occam’s Razor [104], which implies that one should prioritize the model with least complexity and best explainability. This principle explains Figure 12 where the simple off-the-shelf ANN/DNN/MLP model dominates. Some work (e.g. [86]) conclude that DL models do not necessarily yield better results than much simpler ML methods. As a consequence, we recommend to start with testing simpler suitable model (even a pure random one); and then progressively increase the model complexity until the pre-allocated resources (e.g. man hour and GPU/CPU quota) are exhausted.

8 Evaluate Model with Precision-First and Simulation Mindset

The decision of productizing any trained model is often made by looking at the evaluation results. To achieve this goal, some evaluation metrics, as shown in Figure 14, are employed to measure the quality of predictions (i.e. $y$) by comparing to the ground-truth labels (i.e. $\hat{y}$). The metric values computed over the evaluation set (i.e. $x_{eval}$) are used to determine which model (among many
Figure 14: **The Evaluation (hyper-parameter search) and Testing process.**

The evaluation/test data is fed into the trained model (hence the asterisk “*” beside the “model parameters”), producing success prediction $y$. The evaluation metric estimates the prediction quality by comparing to the ground-truth labels $\hat{y}$. The calculated metric values from the evaluation set ($x_{eval}$) are used to guide selecting the best hyper-parameters.

Trained using different hyper-parameters will be deployed for production eventually. This process also fulfills the objective of searching for optimal hyper-parameters (i.e. hyper-parameter search). It has been discussed previously, in Section 6, that the evaluation metrics for the test set (i.e. $x_{test}$) are merely reported as an indication of the model’s generalization capability.$^{24}$

The evaluation metrics adopted in the DL literature include (ordered by their occurrences as shown in Figure 15) precision $^{[6,64-66,70-72,75-81,83]}$, recall $^{[65,66,70-72,75-77,79,80,83]}$, F1 score $^{[6,65,66,70-72,76,77,80,83]}$, ROC-AUC (area under the receiver operating characteristics) $^{[6,63-66,68,70,77-79,86]}$, accuracy $^{[6,9,14,62,63,69-71,75,83]}$, FPR (false-positive rate) $^{[68,79,80,86]}$, TPR (true-positive rate) $^{[68,79,86]}$, hit rate $^{[74,82]}$, NDCG (normalized discounted cumulative gain) $^{[74,82]}$, portfolio simulation $^{[75,80]}$, RMSE (root mean square deviation) $^{[73,85]}$, AUPR (area under the precision-recall curve) $^{[6]}$, average precision $^{[81]}$, confusion matrix $^{[75]}$, F0.1 score $^{[64]}$, MAE (mean absolute error) $^{[85]}$, MCC (Matthews correlation coefficient) $^{[14]}$, PR curve (precision-recall curve) $^{[78]}$, $R^2$ or “R squared” $^{[73]}$, and sensitivity/specificity $^{[92]}$. To measure prediction quality, these evaluation metrics are formally similar to loss functions used

$^{24}$Generalization capability describes a model’s ability to adapt properly to new, previously unseen data, drawn from the same distribution as the one used to train the model.
Figure 15: **The distribution of adopted evaluation metrics in the surveyed DL literature.**

All metrics are quantitative indication of model performance. The notation “@N” implies the corresponding metric is calculated over a top-N list. Precision, hit rate, and F0.1 score are popular metrics with a focus of high-precision. Portfolio simulation suited particularly well to the domain of startup success prediction, while others are general-purpose metrics for evaluating ML/DL models.

Most trained models are expected to act as a decision-support system for VC deal sourcing. Realistically, human investors are only able to assess a limited amount of startups. Further, because of fund size limitation, investors can only fund a very small fraction of startups. As a result, the evaluation metric should aim for high-precision (corresponding to high-certainty and low-recall), which explains the popularity of precision, true/false-positive rate, hit rate and F0.1 score in Figure 15.

There are four key questions to answer concerning any model trained to facilitate VC deal sourcing: **Q1** What is the expected success ratio (or ROI) of the portfolio (with different sizes) constructed according to model predictions? **Q2** How will the model-driven portfolio perform in training [cf. Figure 9(b)], therefore some evaluation metrics (e.g. RMSE) can be used as loss functions too.

---

25In the scope of VC deal sourcing, high-precision means the rate of “correct” prediction within the top-N list (i.e. TPR: true-positive rate) should be high. According to the typical precision-recall curve, precision tends to be higher for smaller N; yet recall suffers from a small value of N.
in relation to the historical records of renowned investment firms? Q3 Is the model significantly superior than a brainless random policy? Q4 How far does the model fall behind a theoretical perfect portfolio with 100% success ratio? Answering all questions simultaneously using any single general-purpose ML/DL metric is challenging and sometimes far-fetched. To that end, some recent works [75, 80] (though still far from a wide adoption according to Figure 15) have emerged proposing to evaluate via portfolio simulations. Recall that in Section 6, we recommended the investor-centric dataset split illustrated in Figure 11. With that split, we make the trained models to predict the conditional success probability of each startup in evaluation/test set, using the last date of training period as the feature snapshot date. Then, we construct an investment portfolio of size $k$ by selecting top-$k$ startups with the highest predicted probabilities. As an indication of portfolio performance, we count the number of startups that eventually obtain a positive label. The portfolio size $k$ should be varied, so that we can plot one performance curve (the three colored curves in Figure 16) for each model. To answer Q1, a steeper curve corresponds to a better model. The performance of a perfect model is a diagonal line, implying all portfolio startups will be successful. To address Q2, one just needs to measure the angular distance to diagonal. The simplest possible model is a randomly policy, the performance of which is represented by the flattest straight line in Figure 16; the angular distance between this “random” line to any model’s curve answers Q3. Finally, the historical fund performance of investment firms can be easily plotted as individual points, the vertical distances from which to models’ curves give insights for Q4. Practically, the investment firms are more constrained than simulation: they can not invest in any startup due to many reasons like founders preference, portfolio conflict and investment mandate. This constraint becomes more prominent when investors compete to invest in startups with great success potential.
Figure 16: **Evaluate model performance using simulated portfolios of different sizes.**

The trained DL model is used to form portfolios of different sizes $k \in \{20, 40, 60, 80, 100, 120\}$ (x-axis); the number of eventually successful startups is plotted against the corresponding $k$, resulting in a model performance curve (i.e. the three colored curves). The perfect and random case are also plotted as straight lines showing the high and low performance boundary, respectively. The historical performance of real-world investment firms can be plotted as standalone points (red circles) for comparison. This chart is adapted from [80].

9 **Resort to Model-Agnostic and Instance-Level Explainability**

ANNs typically have thousands (often millions) of parameters, leading to extremely complicated nonlinear relationship between the input features/factors and output predictions. As a result, DL models suffer from the criticism that they are mysterious black-boxes, as opposed to some white-box ML models like logistic regression. However, explaining why a DL model comes up with certain predictions for startups (especially diverging predictions for comparable startups) is crucial for investment professionals [75]. This requirement has been driving the application of Explainable AI
(XAI) solutions in the field of startup success forecasting. Practically, XAI helps to increase trust in DL models, enable hypotheses-mining, simplify model troubleshooting, and bust potential AI potholes like biases. Specifically, XAI aims to quantify the importance of every input feature/factor across all observations (global-level explainability), or for one specific observation (instance-level explainability) in the data.

For global-level explainability, the contribution of any input feature is easily understood in the likes of regression models whose coefficients are directly associated with features: an increase of a feature by one unit increases the outcome by the amount of the corresponding coefficient. But this approach does not apply to DL models, since there is no one-to-one relationships between model parameters and input features. One solution is to simply aggregate the learned weights (weights aggregation) associated with a feature to approximate the impact of that feature. For example, to measure the impact of feature $x_1$ in Figure 2b, we may average all four weights connected to it. This weight aggregation solution will fail quickly upon polarized weights or overly deep ANNs. Ablation analysis, instead, generalizes better to various scenarios, where it investigates the model performance by removing certain input feature(s) to understand the contribution of the removed feature(s) to the overall system. While feature importance here can be interpreted globally, it is not specific to any particular startup.

The instance-level explainability is a little less straightforward due to the black-box nature of DL models; but it is perhaps the most valuable problem to address, since it provides fine-grained insight into why each individual prediction is made. It should also help explaining how the influence of a feature may vary with different observations that are fed to a DL model. Given drastically different DL model categories and hyper-architectures in Figure 12, model-agnostic approaches are called for. Our survey suggests two popular methods:

- **LIME** (Local Interpretable Model-agnostic Explanations), as illustrated in Figure 17.
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Figure 17: **LIME quantifies instance-level feature importance by examining local space.**
For simplicity, we assume each startup has merely two features (i.e. Feature 1 and 2). The positive (successful) and negative (unsuccessful) startups are color coded differently, and separated by a squigly classification boundary. To explain the prediction for a startup (represented by a red polygon), LIME examines the local space around this startup. In this example, the local separation boundary (linear approximation) turns out to be rather steep (i.e. a slope larger than 1.0), implying a much bigger impact from Feature 1.

examines the feature space local to an observation, and then applies a locally interpretable linear function $g(x)$ to approximate the model’s black box function $f(x)$.

- **SHAP** (SHapley Additive exPlanations) [65, 75, 80, 86], as naïvely shown in Figure 18, measures the contribution of a certain feature $x_1$ by permutating other features. In each permutation, the model will output one value with $x_1$ (in the input), and output another without $x_1$; the difference between these two values represents the contribution for that permutation. Aggregating contributions from all permutations gives estimation for $x_1$. The authors of SHAP [107] propose a way to approximate this permutation procedure so that it scales to large number of input features.

SHAP is fast and deterministic, making it generally more attractive to researchers. However, neither LIME nor SHAP is perfectly suited to explain extremely unstructured and high-dimensional modalities (e.g. texts and graphs in Figure 5b). This is why novel and tailored methods are being invented recently for explaining specific feature modalities such as text [108] and graph [109].
Contribution of \(x_1\)  
Contribution of \(x_2\)  
Contribution of \(x_3\)  

Figure 18: A naïve illustration of how SHAP thinks about instance-level explainability.

For simplicity, we assume that each startup is represented by a feature vector \(x\) with three features \(x_1, x_2\) and \(x_3\). The model’s prediction \(f(x)\) can be viewed as a compound of contributions from \(x_1, x_2\) and \(x_3\). To measure contribution of \(x_1\), permutations of other features (\(x_2\) and \(x_3\)) are created. For each permutation, the output difference between the two cases (with and without \(x_1\) in the input) are calculated. Aggregating these differences for all permutations gives the final estimation for \(x_1\). SHAP [107] proposes a way to efficiently approximate this permutation procedure so that it scales to high-dimension input.

10 Keep Humans in the Loop of Model Serving

The end of model development is just the beginning of paying back the technical debts[107][110] incurred from model productization[10], during which humans (i.e. the consumer of the model predictions) play a critical role in perceiving the prediction and providing feedback. Because of this, a few works [9,14,33] have attempted to shed lights on this topic. We hereby briefly touch upon three most important aspects:

- **Collective intelligence:** humans and DL models have advantage over one another and can make a unique contribution to informed investment decisions. Human decisions are intuitive, subjective, and sometimes bias-prone due to bounded rationality and mental shortcuts [111]. However, they also have highly distilled domain knowledge that enables them to recognize and interpret very rare information. this leads to outcomes that are difficult to predict and
would rather represent outliers in ML/DL models [112]. To that end, collective intelligence is suggested (by e.g. [14][13][14]) to complement the model prediction by assessing unknowable risk that can not be explained through data prior distribution.

• **Performance monitoring:** the model performance in production might be drastically different from evaluation/testing results (cf. Section 8) due to the drift of input data and users’ contexts. As a result, monitoring users’ feedback over prediction quality in a timely (if not real-time) manner is mandatory. For example, on weekly basis, each user (investment professional) is asked to assess a few startups (e.g. 5 to 10) that are highly likely to succeed according to the model. Since precision is prioritized over other metrics (cf. Figure 15), we can monitor weekly precision as a gate keeper of model quality.

• **Model iteration:** degradation of the monitored metrics (e.g. precision) is expected at a certain time point, which is discussed in some industrial research such as [115]. It is mostly caused by either drift of data distribution or change of user context. While data drift could be corrected by retraining the model periodically using recent data, user context is much harder to compensate. Here, user context refers to his/her way of defining the criteria of startup success or failure; and the perturbation of such definition is hard to capture with additional heuristics as discussed in Section 3. However, this problem may be relieved if we retrain the model using new assessments (both positive and negative) from users as additional labels.

### 11 Conclusion

Finding the rare unicorn startups is inherently challenging, hence often regarded as the holy grail for early-stage investors like Venture Capital (VC) firms. Among the data driven approaches to help reaching that goal, deep learning (DL) has recently attracted more and more attention due
to its superior model capacity and expressivity. However, there has not been any comprehensive synthesis of the existing DL based research. This leaves many practitioners uninformed, and also vulnerable to some pitfalls hidden in nine key tasks – problem scoping, success definition, data gathering, data processing, data split, model selection, model evaluation, model explanation, and model productization. As a result, we carry out this literature synthesis on DL based methods with a practical lens. The key statistics and learnings are presented from nine perspectives corresponding to the aforementioned nine tasks. The authors’ outlook of DL adoption in startup success prediction is three fold: (1) more easy-to-use software tools will be developed to promote good practices and lower the barrier to entry; (2) the majority of the available data is unlabeled and small scaled, hence more data/label efficient DL models will be proposed; (3) data privacy and model security will gain more emphasis in the coming years.
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