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Abstract

Large scale neural recommender models play a critical role in modern search and recommendation systems. To model large-vocab sparse categorical features, typical recommender models learn a joint embedding space for both queries and items. With millions to billions of items to choose from, the quality of learned embedding representations is crucial to provide high quality recommendations to users with various interests. Inspired by the recent success in self-supervised representation learning research in both computer vision and natural language understanding, we propose a multi-task self-supervised learning (SSL) framework for sparse neural models in recommendations. Furthermore, we propose two highly generalizable self-supervised learning tasks: (i) Feature Masking (FM) and (ii) Feature Dropout (FD) within the proposed SSL framework. We evaluate our framework using two large-scale datasets with 500M and 1B training examples respectively. Our results demonstrate that the proposed framework outperforms baseline models and state-of-the-art spread-out regularization techniques in the context of retrieval. The SSL framework shows larger improvement with less supervision compared to the counterparts.

1 Introduction

In the last few years, neural network based models have emerged to the main stage of modern recommendation systems throughout the industry (see, e.g., Covington et al. (2016); Cheng et al. (2016); He et al. (2017); Naumov et al. (2019); Zhao et al. (2019); Yi et al. (2019); Amatriain and Basilico (2016), and academia (Christakopoulou and Karypis (2018); Niu et al. (2018)). Compared to conventional approaches like matrix factorization [Koren et al. (2009); Herlocker et al. (2004); Koren and Bell (2015); Beutel et al. (2017)], gradient boosted decision trees [Chen and Guestrin (2016); Ke et al. (2017); Mehrotra et al. (2019)], and logistic regression based recommenders [He et al. (2014)], these deep models handle categorical features more effectively, enable more complex data representations, and introduce more non-linearity to better fit the complex data for recommenders.

A typical recommendation task identifies the most relevant items given a query. Depending on the type of the query, a recommendation task could be: (i) personalized recommendation, when the query is a user; (ii) item to item recommendation, when the query is an item; and (iii) search, when the query is a piece of free text. In existing literature, the recommendation task is often formulated as a supervised learning problem. The supervision comes from the collected label (e.g., click) between a pair of query and item. The recommendation task could be defined as either a regression or a classification task depending on the label.

Training deep models typically requires huge amount of parameters, for two major reasons: 1. Models often rely on high-dimensional embeddings to represent high cardinality sparse features (e.g., words,
topics, and item IDs); 2. The interaction between queries (e.g., users) and items are highly nuanced, requiring large model capacity to model the interactions well. The large number of parameters naturally require a large amount of data and labels to make sure the models are properly trained. In addition, there are many challenges building effective and efficient recommendation systems. To list a few:

- **Highly-skewed data distribution**: The interaction between queries and items are often highly skewed in a power-law distribution \[\text{(Milojević, 2010)}\], meaning only a small percentage of the items get most of the interactions.

- **Gigantic corpus**: The catalogue of items is often in the order of millions (e.g., songs, apps) \[\text{(Mark Levy, 2010)}\] to billions (e.g., posts in Facebook, videos on YouTube) \[\text{(Covington et al., 2016)}\].

- **Lack of explicit user feedback**: Although modern recommendation systems in the industry collect hundreds of billions of implicit user actions like clicks and thumb-ups, these systems still lack high quality user explicit feedback like item ratings, feedback for user happiness, and relevance scores.

Self-supervised learning (SSL) offers a different angle to learn deep representation via unlabeled data. The basic idea is to extract additional information, construct objectives from the unsupervised data itself, and use supervised loss functions to model the newly introduced auxiliary tasks. Self-supervised learning has been widely used in the areas of Compute Vision (CV) \[\text{Larsson et al., 2016\text{; Noroozi and Favaro, 2016\text{; Gidaris et al., 2018\text{; and Natural Language Understanding (NLU) Devlin et al., 2019\text{; Lan et al., 2020. An example work Larsson et al., 2016 in CV proposed to rotate images at random, and train a model to predict how each augmented input image was rotated. In NLU, masked language task was introduced in the BERT model, to help improve pre-training of language models. Similarly, other pre-training tasks like predicting surrounding sentences and linked sentences in Wikipedia articles have also been used in improving dual-encoder type models in NLU Chang et al., 2020. Compared to conventional supervised learning, self-supervised learning provides complementary objectives eliminating the pre-requisite of collecting labels by human raters. In addition, SSL enables autonomous discovery of good semantic representations by exploiting the internal relationship of input features.}}\]

Despite the wide adoption in computer vision and natural language understanding, the application of self-supervised learning in the field of recommendation systems is less well studied. The closest line of research studies a set of regularization techniques \[\text{(Zhang et al., 2017\text{; Krichene et al., 2019\text{; Guo et al., 2019. They were designed to force learned representations (i.e., output layer (embeddings) of a multi-layer perception), of different examples to be farther away from each other, and spread out in the entire latent embedding space. Although sharing similar spirit with SSL, these techniques do not explicitly construct SSL tasks. In contrast to CV or NLU applications, recommendation model is often highly sparse as it deals with lots of categorical features such as item IDs with large vocabulary Naumov et al., 2019. These features are typically represented as learnable embedding vectors in deep models. As most models in computer vision and NLU deal with dense input, existing methods for creating SSL tasks are not directly applicable to the sparse models in recommendation systems.}}\]

In this paper, we conduct research of self-supervised learning in training deep models for recommenders. In particular, we consider the case where input examples have a set of categorical features, and the goal of using SSL is to improve model performance for the final task which might only have scarce training labels. We propose a new SSL framework for such sparse models in the context of two-tower (a.k.a., dual-encoder) Deep Neural Net (DNN) architecture. Briefly speaking, we propose different data augmentation tasks to learn representations of training example representations, and then rely on a contrastive loss to make sure same examples after different augmentation could still be recognized as exactly same examples. The contrastive loss also pushes irrelevant examples farther away in the embedding space.

We propose to feed augmented example features to each tower, and use a contrastive prediction task to identify the pair of augmented examples from the same original before data augmentation.

Our detailed contributions are four-folds:
We present a self-supervised learning framework for sparse neural models that are widely used in recommendations. The auxiliary SSL loss and the primary supervised loss are jointly optimized via a multi-task learning framework.

We propose two generalizable approaches to construct auxiliary tasks, namely (i) Feature Masking and (ii) Feature Dropout.

On one public dataset and one industry-scale dataset for recommendation systems, we demonstrate that introducing SSL as an auxiliary task can significantly improve model performance, especially when labels are scarce.

Comparing to the state-of-art non-SSL regularization techniques (Zhang et al., 2017; Krichene et al., 2019; Guo et al., 2019), we demonstrate that SSL consistently performs better, and improves model performance even when non-SSL regularization does not bring any additional gains.

2 Related Work

Self-supervised Learning and Pre-training Various unsupervised / self-supervised learning tasks have been studied in the computer vision community (Kolesnikov et al., 2019). Popular SSL tasks include: (i) predicting image rotations (Gidaris et al., 2018); (ii) predicting relative patch locations (Noroozi and Favaro, 2016); (iii) predicting next video frames (Srivastava et al., 2015); and (iv) leveraging contrastive loss (Dosovitskiy et al., 2014) etc. In natural language understanding, SSL like pre-training tasks such as next sentence/word prediction and masked-LM have been widely used (Devlin et al., 2019). We have also seen success from the domain of drug safety research, that weak supervision framework proposed by (Ratner et al., 2017) demonstrated significant gains.

Chang et al. (2020) shows that for dual-encoder type network models, pre-training tasks better aligned with the final task are more helpful than generic tasks such as next sentence prediction and masked-LM. The pre-training tasks are designed to leverage large-scale public NLU content, such as Wikipedia. In our paper, we also use two-tower models as the model architecture. Different from the above, the proposed self-supervision tasks do not require the use of a separate data source.

Spread-out and Instance-based Discriminative Learning Zhang et al. (2017) and Wu et al. (2018) use spread-out regularization for improving generalization of deep models. Specifically, in Zhang et al. (2017), a regularization promoting separation between random instances is shown to improve training stability and generalization. In Wu et al. (2018), one objective is to train a classifier treating each instance as its own class, therefore promoting large instance separations in the embedding space. Both the above approaches are studied for computer vision applications.

Neural Recommender Deep learning has led to many successes in building industry-scale recommender systems such as video suggestion (Covington et al., 2016), news recommendation (Okura et al., 2017), and visual discovery in social networks (Liu et al., 2017; Zhai et al., 2017). To handle the challenge of scoring a large number of items, many recommender systems follow a two-stage design that first relies on a candidate generation (retrieval) model to find thousands of relevant items given a query, and then uses a finer-granularity ranking model to identify the best items to show to the user. For instance, the work in Cheng et al. (2016) introduces a wide-n-deep framework for app ranking, the work in [Zhao et al., 2019] introduces a multi-task learning framework for video ranking. On the retrieval side, factorized architecture with query and item embeddings are widely used due to its scalability for scoring a large catalogue of items. The item scores are typically dot product of query and item embeddings so that finding top-k items can be converted to MIPS problem (Cohen and Lewis, 1997) which can be solved in sublinear time. One popular factorized structure is softmax-based multi-class classification model. The work in [Covington et al., 2016] treats the retrieval task as an extreme multi-class classification trained with multi-layer perceptron (MLP) model using sampled softmax as loss function. Such models leverages item ID as the only item feature, and thus might suffer from cold-start issue. More recently, a line of research (Krichene et al., 2019; Yi et al., 2019) considers applying two-tower DNNs on retrieval problems, which is also known as dual-encoder (Gillick et al., 2018; Yang et al., 2018), where item embeddings are constructed by a MLP from ID and metadata features. See Figure 2 for an illustration. The self-supervised approach proposed is applicable to both ranking and retrieval models. In this paper we focus on using SSL for retrieval models, particularly, on improving item representations in two-tower DNNs.
We consider a batch of training examples \( x_1, \ldots, x_N \), where \( x \in \mathcal{X} \) represents a set of features for example \( i \). In the context of recommenders, an example indicates a query, an item or a query-item pair. Suppose there are a pair of transform function \( h, g : \mathcal{X} \rightarrow \mathcal{X} \) that augment \( x_i \) to be \( y_i, y'_i \) respectively,

\[
y_i \leftarrow h(x_i), \quad y'_i \leftarrow g(x_i).
\]

Given the same input of example \( i \), we want to learn different representations \( y_i, y'_i \) after augmentation to make sure the model still recognizes that both \( y_i \) and \( y'_i \) represent the same input \( i \). In other words, the contrastive loss learns to minimize the difference between \( y_i, y'_i \). In the mean time, for different example \( i \) and \( j \), the contrastive loss maximizes the difference between the representations learned \( y_i, y'_j \) after data different augmentations. Let \( z_i, z'_i \) denote the embeddings of \( y_i, y'_i \) after encoded by two neural networks \( H, G : \mathcal{X} \rightarrow \mathbb{R}^d \), that is

\[
z_i \leftarrow H(y_i), \quad z'_i \leftarrow G(y'_i).
\]

We treat \( (z_i, z'_i) \) as positive pairs, and \( (z_i, z'_j) \) as negative pairs for \( i \neq j \). Let \( s(z_i, z'_j) = \langle z_i, z'_j \rangle / (\|z_i\| \cdot \|z'_j\|) \). To encourage the above properties, we define a loss function for each example in a way similar to the widely used softmax cross entropy:

\[
L_{self}(H, G) := -\frac{1}{N} \sum_{i \in [N]} \log \frac{\exp(s(z_i, z'_i)/\tau)}{\sum_{j \in [N]} \exp(s(z_i, z'_j)/\tau)}.
\]

where \( \tau \) is a tunable hyper-parameter for the softmax temperature. The above loss function learns a robust embedding space such that similar items are close to each other after data augmentation, and random examples are pushed farther away. The overall framework is illustrated in Figure 1.

3 Self-supervised Learning Framework for Recommenders

In this section, we present our framework of self-supervised learning for deep neural net models for recommenders using large-vocab categorical features. Particularly, a general self-supervised learning framework is introduced in Section 3.1. In Section 3.2, we present two methods to construct SSL tasks and elaborates on their connections to spread-out regularization. Finally, in Section 3.3, we describe how to use SSL to improve factorized models (i.e., two-tower DNNs as shown in Figure 2), via a multi-task learning framework.

3.1 Framework

Inspired by the SimCLR framework [Chen et al., 2020] for visual representation learning, we adopt similar contrastive learning algorithms for learning representations of categorical features. The basic idea is two folds: first, we apply different data augmentation for the same training example to learn representations; and then use contrastive loss function to encourage the representations learned for the same training example to be similar. Contrastive loss was also applied in training two-tower DNNs (see e.g., Krichene et al. (2019); Yi et al. (2019)), although the goal there was to make positive item agree with its corresponding queries.

We consider a batch of \( N \) training examples \( x_1, \ldots, x_N \), where \( x \in \mathcal{X} \) represents a set of features for example \( i \). In the context of recommenders, an example indicates a query, an item or a query-item pair. Suppose there are a pair of transform function \( h, g : \mathcal{X} \rightarrow \mathcal{X} \) that augment \( x_i \) to be \( y_i, y'_i \) respectively,

\[
y_i \leftarrow h(x_i), \quad y'_i \leftarrow g(x_i).
\]

Given the same input of example \( i \), we want to learn different representations \( y_i, y'_i \) after augmentation to make sure the model still recognizes that both \( y_i \) and \( y'_i \) represent the same input \( i \). In other words, the contrastive loss learns to minimize the difference between \( y_i, y'_i \). In the mean time, for different example \( i \) and \( j \), the contrastive loss maximizes the difference between the representations learned \( y_i, y'_j \) after data different augmentations. Let \( z_i, z'_i \) denote the embeddings of \( y_i, y'_i \) after encoded by two neural networks \( H, G : \mathcal{X} \rightarrow \mathbb{R}^d \), that is

\[
z_i \leftarrow H(y_i), \quad z'_i \leftarrow G(y'_i).
\]

We treat \( (z_i, z'_i) \) as positive pairs, and \( (z_i, z'_j) \) as negative pairs for \( i \neq j \). Let \( s(z_i, z'_j) = \langle z_i, z'_j \rangle / (\|z_i\| \cdot \|z'_j\|) \). To encourage the above properties, we define a loss function for each example in a way similar to the widely used softmax cross entropy:

\[
L_{self}(H, G) := -\frac{1}{N} \sum_{i \in [N]} \log \frac{\exp(s(z_i, z'_i)/\tau)}{\sum_{j \in [N]} \exp(s(z_i, z'_j)/\tau)}.
\]

where \( \tau \) is a tunable hyper-parameter for the softmax temperature. The above loss function learns a robust embedding space such that similar items are close to each other after data augmentation, and random examples are pushed farther away. The overall framework is illustrated in Figure 1.
Encoder Architecture  For input examples with categorical features, $\mathcal{H}, \mathcal{G}$ are typically constructed with an input layer and a multi-layer perceptron (MLP) built on top of it. The input layer is often a concatenation of normalized dense features and multiple sparse feature embeddings. Different from computer vision and language models, the input layer is already a learned representation of the training example. In order to make SSL facilitate the supervised learning task, we share the embedding table of sparse features for both neural networks $\mathcal{H}, \mathcal{G}$. Depending on the technique for data augmentation $(h,g)$, the MLPs of $\mathcal{H}, \mathcal{G}$ could also be fully or partially shared.

Connection with Spread-out Regularization  In the special case where $(h,g)$ are identical map and $\mathcal{H}, \mathcal{G}$ are the same neural network, loss function in equation (3) is then reduced to $-\frac{1}{N-1} \sum_i \log \frac{\exp(1/\tau)}{\sum_j \exp(s(z_i, z_j)/\tau)}$, encouraging learned representations of different examples to have small cosine similarity. The loss is similar to the spread-out regularization in Zhang et al. (2017), except that the original proposal uses square loss, i.e., $\frac{1}{N-1} \sum_i \sum_{j \neq i} \langle z_i, z_j \rangle^2$, instead of softmax. Spread-out regularization has been proven to improve generalization of large-scale retrieval models. In Section 4, we show that by introducing specific data augmentations, using SSL-based regularization can further improve model performance compared to spread-out regularization.

3.2 Self-supervised Learning Tasks

The most critical question to answer is how to design the transformation functions $h$ and $g$. A good transformation and data augmentation should make minimal amount of assumptions on the data such that it can be applicable to a large variety of tasks. Inspired by masked-LM used in pre-training for NLU models (e.g. BERT Devlin et al. (2019)), we present two approaches to construct the auxiliary SSL task. Note that in the rest of this paper, we focus on applying the self-supervised learning tasks on the item side, although the tasks can also be applied on the queries. These tasks can be easily applied to all scenarios where there are multiple features per item.

- **Feature Masking Task**: $(h,g)$ are designed to mask a subset of input features, so that they would only use partial inputs to learn representations. For example, for movie recommendations with movie features $\{\text{movie}_\text{id}, \text{genre}, \text{category}\}$, one set of feature could be $\{\text{genre}, \text{category}\}$, and another set could be $\{\text{movie}_\text{id}\}$. By masking through feature splitting, this approach aims to learn the internal relationship between two sets of features. The learned feature embeddings or intermediate representations in neural network can then be shared with down-stream tasks for retrieval and ranking. Note that it’s possible to split the whole feature set into $k$ groups, and optimize $k(k-1)/2$ SSL loss functions like Equation (3). With feature masking, as input layer sizes of network $\mathcal{H}, \mathcal{G}$ are no longer same, we use different MLP parameters, but share the input feature embeddings between $\mathcal{H}$ and $\mathcal{G}$.

- **Feature Dropout Task**: As demonstrated in Volkovs et al. (2017), randomly dropping out features during training time can improve cold-start recommendation by learning not to overly rely on certain input features. Following this idea, we propose to apply random feature dropout as feature augmentation, i.e., $(h,g)$ randomly retain each categorical feature with certain probability. This is essentially stochastic feature selection. By applying two independent dropout processes, the SSL task aims to use a random set of input features to predict another random set. This method can avoid manual design with prior knowledge used in the first approach proposed above. When a categorical feature is dropped out, it is treated as missing value, and represented by a default out-of-vocab embedding. In this case,
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Figure 3: Model architecture: Two-tower Model with feature masking (FM) SSL task. In the FM task, we mask the item features by two separate sets $\Theta_A$ and $\Theta_B$. The masked item features are used to learn the item embeddings in the FM task. The feature embeddings are shared with the supervised task.
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Figure 4: Model architecture: Two-tower model with feature dropout (FD) SSL task. In the FD task, we randomly dropout item feature values to learn item embeddings. The whole item tower (in red) is shared with the supervised task.

we use the same network for $H, G$. This network can be also shared with the main task in multi-task training as introduced below.

3.3 Multi-task Training

To enable SSL learned representations to help improve the learning for the main supervised task such as regression or classification, we leverage a multi-task training strategy where the main supervised task and the auxiliary SSL task are jointly optimized. Intuitively, a linear weighted sum approach is applied:

$$L = L_{main} + \alpha \cdot L_{self},$$

(4)

where $L_{main}$ is the loss function from main task, and $\alpha$ controls to what extent SSL regularization is applied. An alternative training strategy could be a two-phase training plan where the model firstly pre-trains on $L_{self}$, and then fine tunes by the main task $L_{main}$. We leave the experimentation of this method to future work.

As mentioned in Section 2, we focus on improving retrieval models built with two-tower DNNs. We consider a batch of positive query-item pairs $\{(q_i, c_i)\}_{i=1}^N$ and the goal is to retrieve the top K most relevant items from a large corpus. We use two neural networks to map query and item to embedding vectors $\{(q_i, c_i)\}_{i=1}^N$ respectively. Similar to the contrastive loss in (3), the loss for main task is

$$L_{main} := - \frac{1}{N} \sum_{i \in [N]} \log \frac{\exp(s(q_i, c_i)/\tau)}{\sum_{j \in [N]} \exp(s(q_i, c_j)/\tau)}.$$  

(5)

It is worth noting that the SSL task can be applied on either query or item side. Figure 3 and Figure 4 demonstrate the model architecture for both feature masking and feature dropout tasks to facilitate item representation learning.

4 Experiments

In this section, we provide empirical results to demonstrate the effectiveness of our proposed self-supervised framework. The experiments are designed to answer the following research questions.
• **RQ1:** We have seen the successes of SSL in both computer vision and natural language understanding. Does the proposed SSL Framework improve deep models in recommendations?

• **RQ2:** SSL is designed to improve primary supervised task by learning representations from unlabeled examples. What is the impact of the amount of training data on the improvement from SSL?

• **RQ3:** Under the multi-task learning framework, how does the self-supervised loss interact with the supervised loss? Specifically, how does weight \( \alpha \) on the SSL loss in Equation (3) affect model quality?

• **RQ4:** Which SSL approach works better? How does SSL compare with non-SSL regularization such as spread-out?

• **RQ5:** For feature dropout, how does dropout rate affect the model quality?

The above questions are addressed in order from Section 4.3 - 4.7.

### 4.1 Datasets

We conduct experiments on two large-scale datasets that both come with rich set of item metadata features. We formulate their primary supervised task as an item-to-item recommendation problem to study the effects of SSL on training recommender (in this case, retrieval) models. Table 1 shows some basic stats for the two datasets. We use 500M and 1B training examples from the two datasets respectively to train and evaluate our models.

**Wikipedia Foundation (n.d.).** The first dataset focuses on the problem of link prediction between Wikipedia pages. It consists of pairs of pages \((x, y) \in \chi \times \chi\), where \(x\) indicates a source page, and \(y\) is a destination page linked from \(x\). The goal is to predict the set of pages that are likely to be linked to a given source page from the whole corpus of web pages. Each page is represented by a feature vector \(x = (x_{id}, x_{ngrams}, x_{cats})\), where all the features are categorical. Here, \(x_{id}\) denotes the one-hot encoding of the page URL, \(x_{ngrams}\) denotes a bag-of-words representation of the set of n-grams of the page’s title, and \(x_{cats}\) denotes a bag-of-words representation of the categories that the page belongs to. We partitioned the dataset into training and evaluation using a \((90\%, 10\%)\) split, following the same treatment in Krichene et al. (2019) and Yi et al. (2019).

**App-to-App Install (AAI).** The AAI dataset was collected on the app landing pages from a commercial mobile app store. On a particular app’s (seed app) landing page, the app installs (candidate apps) from the section of recommended apps were collected. Each training example represents a pair of seed-candidate pairs denoted as \((x_{seed}, x_{candidate})\) and their metadata features. The goal is to recommend highly similar apps given a seed app. This is also formulated as an item-to-item recommendation problem via a multi-class classification loss. Note that we only collect positive examples, i.e., \(x_{candidate}\) is an installed app from the landing page of \(x_{seed}\). All the impressed recommended apps with no installs are all ignored since we consider them more like weak positives instead of negatives for building retrieval models. Each item (app) is represented by a feature vector \(x\) with the following features:

- **id:** App id.
- **developer_name:** Name of the app developer. There could be multiple apps associated with the same developer.
- **categories:** A multi-valent feature that represents the semantic categories of the app.
- **title_unigram:** Uni-grams of the app title.
- **popularity:** A dense feature that represents the app popularity.
- **quality:** A dense feature that represents the app quality.

Figure 5 shows the CDF of most frequent items for the two datasets, indicating a highly skewed data distribution. For example, the top 50 items in the AAI dataset collectively appeared roughly 10% in the training data. If we consider a naive baseline (i.e., TopPopular recommender [Dacrema et al. (2019)]) that recommends the most frequent top-K items for every query, the CDF of the K-th
Dataset   # queries   # items   # examples
Wikipedia  5.3M       5.3M     490M
AAI        2.4M       2.4M     1B

Table 1: Corpus sizes of the Wikipedia and the AAI datasets.

Figure 5: CDF of most frequent items in the Wikipedia and AAI datasets.

frequent item essentially represents the Recall@K metric of such baseline. This suggests a naive TopPopular recommender achieves Recall@50 \approx 0.1 for AAI and Recall@50 \approx 0.05 for Wikipedia. We present that all the proposed methods outperform this baseline by a large margin in Section 4.

4.2 Experiment Setup

Backbone Network For the main task that predicts relevant items given the query, we use the two-tower DNN to encode query and items features (see Figure 2) as the backbone network. The item-to-item recommendation problem is formalized as a multi-class classification problem, using the batch softmax loss presented in Equation (5) as the loss function. Note that the training batch size in batch softmax is critical for model quality as it determines the number of negatives used for each positive item. Throughout this section, we use batch sizes 1024 and 4096 for Wikipedia and AAI respectively. We find that by further increasing batch size, the quality improvement becomes marginal. We then fine-tuned the number of hidden layers, hidden layer sizes and softmax temperature \( \tau \) for the baseline models. Specifically, for Wikipedia dataset, we end up with a softmax temperature \( \tau = 0.07 \), and hidden layers with sizes \([1024, 128]\). For AAI, we use \( \tau = 0.06 \) and hidden layers \([1024, 256]\). Note that the dimension of last hidden layer is also the dimension of final query and item embeddings.

SSL Networks and Tasks We fix the backbone network architecture in training with SSL tasks. For each of the SSL tasks, we have:

1. FeatureMasking: The SSL item encoders have the same final embedding dimensions with the primary task as plotted in Figure 3. For Wikipedia, we have hidden_layers = [128]; for AAI, hidden_size = [256]. We use a fixed set of features as mask \( \Theta_A \) and the rest features as another set of mask \( \Theta_B = \Theta_A' \). For Wikipedia, we have \( \Theta_A = \{url\} \); for AAI, we have \( \Theta_A = \{id, developer\_name\} \).

2. FeatureDropout: The SSL item encoders are identical to the item tower (red boxes in Figure 4). We randomly drop out values at the same dropout rate for all features.

Training and Evaluation For model training, we use Adagrad [Duchi et al., 2011] optimizer with learning rate 0.01. To evaluate the recommendation performance given a seed item, we compute and find the top \( K \) items with the highest cosine similarity from the whole corpus and evaluate the quality based on the \( K \) retrieved items. Note this is a relatively challenging task, given the sparsity of the dataset and large number of items in the corpus. We adopt popular standard metrics Recall@K and mean average precision (MAP@K) to evaluate recommendation performance [He et al., 2017]. For each configuration of experiment results, we ran the experiment 5 times and report the average and standard deviation.
4.3 Impact on Recommendation Quality

To answer RQ1, we first evaluate the impact on model quality for a combination of SSL tasks within the proposed framework. For the baseline method, besides using the task without SSL, we also consider the main task trained with feature dropout (DO), and spread-out regularization (SO). Note that DO is a popular regularization technique in industrial-size recommendation systems to enable more generalization. We include it as a baseline for the feature dropout task to isolate the potential improvement from using dropout only. These SSL techniques are also complementary to each other, and can also be added on top of the baseline methods. In our experiments, we also evaluate the performance of these mixed methods. It’s worth noting that, although SSL techniques are applicable to improve both query and item representation learning, in our experiments, we only add SSL tasks on the item towers. Specifically, we compare:

- **Baseline**: Backbone two-tower MLP model.
- **DO**: Volkovs et al. (2017): Backbone model with random feature dropout training on the item tower (no SSL task) for regularization.
- **SO**: Zhang et al. (2017): Backbone model with spread-out regularization on the item tower.
- **FM**: Backbone model with Feature Masking (FM) as the SSL task.
- **FD**: Backbone model with Feature Dropout (FD) as the SSL task.
- **FD+FM**: Backbone model with FD and FM used together as two SSL tasks.
- **FD+SO**: Backbone model with spread-out regularization on the item tower, with FD as the SSL task.
- **FM+SO**: Backbone model with spread-out regularization on the item tower, with FM as the SSL task.
- **FD+FM+SO**: Backbone model with spread-out regularization on the item tower, with FD and FM as the SSL tasks.
We conduct a large scale study to evaluate the effectiveness of the proposed framework. For each of the above methods, we experiment with different choices of SSL weights $\alpha \in \{0.1, 0.3, 1.0, 3.0\}$, and report the best results. In Section 4.5, we show the effect of different weights. For the methods that combines multiple SSL tasks such as $FM + FD$, the loss function of each side task is equally weighted. For methods with random dropout rate including $FD$ and $DO$, we fix the dropout rate to be 0.3. In Section 4.7, we show the effect of different dropout rates on $FD$ and $DO$.

We report the results for Wikipedia and AAI in Table 2 and Table 3 respectively. For each method, we report the mean and standard deviation of five runs. The best two results are highlighted in bold.

We observe that with full datasets:

- Both FD and FM, when used as single SSL task, improve outperforms baseline and DO. This helps answer RQ1 that the proposed SSL framework and tasks indeed improves model performance for recommenders.
- FD consistently outperforms spread-out regularization (SO) in both datasets. FM outperforms SO on the AAI. Our hypothesis is that the way we construct these auxiliary SSL-based tasks adds additional supervised information to the model training. And could be why we are seeing that they outperform spread-out regularization (SO) approach that does not use additional information.
- By only applying dropout (DO) on the backbone network, we find that model performance on both datasets is not improved. It demonstrates that the gain of FD is from using SSL task with dropout, instead of from using feature dropout itself.
- We also see encouraging results when combining both tasks together, and with spread-out regularization (SO). Furthermore, on AAI dataset, the best performance comes from a hybrid approach that combines both FD and FM, showing good complementary between the two SSL tasks. To partially address RQ4, we observe that FD consistently outperforms FM, and we have seen cases that hybrid approach that combines both FD and FM could potentially outperform FD only.

4.4 Data Sparsity

We study the effectiveness of SSL tasks with decreased amount of training data to address RQ2. For AAI, we repeat the experiments in section 4.3 after down-sampling the original dataset to 10% and 1%. For Wikipedia dataset, we only down-sample it to 10% as the absolute values of retrieval metrics become too small to draw any conclusions when we just use 1% data.

Table 4 and Table 5 show the model performance on the aforementioned sparser datasets for Wikipedia and AAI respectively. SSL tasks do see larger improvement when sparsity increases. In particular, the best SSL approach ($FD$) on the full Wikipedia dataset improves Recall@10 by 22.7% compared to the baseline, while the relative improvement is 57.4% on the 10% dataset. Similar trend is observed for the AAI dataset as shown in Table 3 especially on the 1% dataset although not as obvious as the gains on the Wikipedia dataset. One hypothesis is that the AAI dataset is even more skewed towards popular items as illustrated in Figure 5. In addition, it also includes lots of duplicated pairs of $(query, item)$, where the pairs in Wikipedia are all unique. When we down-sample the AAI dataset to 10%, many of the $(query, item)$ pairs are still preserved due to duplication, so the information is still well kept. When the data is down-sampled to 1%, the remaining data is truly sparse of the original supervised information, and thus leads to more obvious improvements from SSL. As a summary, these findings answer research questions raised in RQ2 that SSL further improves model performance with even less supervision.

4.5 Effect of SSL weight $\alpha$

To address RQ3, we study the effect of SSL regularization strength $\alpha$ presented in equation (3). We perform a line search of $\alpha$ in $\{0.1, 0.3, 1.0, 3.0\}$ to study the SSL tasks’ sensitivity to $\alpha$.

Figure 4.5 summarizes the Recall@50 evaluated on the Wikipedia and AAI dataset w.r.t. various SSL tasks and $\alpha$. We observe that with increasing $\alpha$, the model performance is worse than the baseline after certain threshold. This is expected, since large SSL weight $\alpha$ leads to the multitask loss $L$ dominated by $\alpha \cdot L_{self}$ in Equation 4. In future work, we plan to reduce the tuning of $\alpha$ by either
| Method | Recall@10 | Recall@50 | MAP@10 | MAP@50 |
|--------|-----------|-----------|--------|--------|
| Baseline | 0.0237 ± 1.3e-3 | 0.0924 ± 4.5e-3 | 0.0077 ± 4.6e-4 | 0.0105 ± 5.7e-4 |
| DO | 0.0272 ± 7.0e-4 | 0.1046 ± 2.1e-3 | 0.0089 ± 2.6e-4 | 0.0120 ± 3.2e-4 |
| SO | 0.0254 ± 2.0e-4 | 0.0978 ± 2.2e-3 | 0.0083 ± 1.0e-4 | 0.0112 ± 1.0e-4 |
| FD | **0.0373 ± 1.3e-3** | **0.1294 ± 2.4e-3** | **0.0125 ± 5.4e-4** | **0.0164 ± 5.6e-4** |
| FM | 0.0261 ± 1.1e-3 | 0.1023 ± 3.7e-3 | 0.0084 ± 3.4e-4 | 0.0115 ± 4.6e-4 |
| FD+SO | 0.0360 ± 6.8e-4 | 0.1294 ± 1.6e-3 | **0.0120 ± 2.4e-4** | **0.0159 ± 2.8e-4** |
| FM+SO | 0.0272 ± 7.4e-4 | 0.1037 ± 2.8e-3 | 0.0089 ± 2.6e-4 | 0.0120 ± 3.3e-4 |
| FD+FM | 0.0345 ± 1.8e-3 | 0.1243 ± 4.9e-3 | 0.0115 ± 7.1e-4 | 0.0153 ± 8.4e-4 |
| FD+FM+SO | **0.0342 ± 1.5e-3** | **0.1232 ± 4.1e-3** | **0.0114 ± 5.3e-4** | **0.0151 ± 6.4e-4** |

Table 4: Experiment results on 10% of the Wikipedia dataset.

| Method | Recall@10 | Recall@50 | MAP@10 | MAP@50 |
|--------|-----------|-----------|--------|--------|
| Baseline | 0.2827 ± 0.0107 | 0.4993 ± 0.0153 | 0.1274 ± 0.0050 | 0.1379 ± 0.0052 |
| DO | 0.2642 ± 0.0080 | 0.4810 ± 0.0087 | 0.1173 ± 0.0046 | 0.1276 ± 0.0046 |
| SO | 0.2879 ± 0.0188 | 0.5061 ± 0.0238 | 0.1308 ± 0.0098 | 0.1413 ± 0.0100 |
| FD | 0.2987 ± 0.0107 | 0.5202 ± 0.0119 | 0.1364 ± 0.0058 | 0.1471 ± 0.0059 |
| FM | 0.2995 ± 0.0078 | 0.5235 ± 0.0076 | 0.1369 ± 0.0048 | 0.1470 ± 0.0047 |
| FD+SO | **0.3088 ± 0.0056** | **0.5363 ± 0.0079** | **0.1420 ± 0.0028** | **0.1529 ± 0.0029** |
| FM+SO | 0.3060 ± 0.0304 | 0.5319 ± 0.0384 | 0.1408 ± 0.0165 | 0.1516 ± 0.0169 |
| FD+FM | 0.3023 ± 0.0082 | 0.5281 ± 0.0094 | 0.1379 ± 0.0048 | 0.1487 ± 0.0049 |
| FD+FM+SO | 0.3024 ± 0.0106 | 0.5222 ± 0.0127 | 0.1384 ± 0.0060 | 0.1490 ± 0.0061 |

1% Dataset

| Method | Recall@10 | Recall@50 | MAP@10 | MAP@50 |
|--------|-----------|-----------|--------|--------|
| Baseline | 0.2600 ± 0.0127 | 0.4357 ± 0.0155 | 0.1201 ± 0.0063 | 0.1287 ± 0.0064 |
| DO | 0.2616 ± 0.0143 | 0.4357 ± 0.0155 | 0.1194 ± 0.0070 | 0.1285 ± 0.0073 |
| SO | 0.2836 ± 0.0126 | 0.4838 ± 0.0134 | 0.1305 ± 0.0070 | 0.1402 ± 0.0071 |
| FD | 0.2832 ± 0.0069 | 0.4858 ± 0.0137 | 0.1308 ± 0.0036 | 0.1406 ± 0.0039 |
| FM | 0.2733 ± 0.0222 | 0.4756 ± 0.0327 | 0.1254 ± 0.0113 | 0.1352 ± 0.0118 |
| FD+SO | **0.3072 ± 0.0118** | **0.5120 ± 0.0193** | **0.1439 ± 0.0063** | **0.1539 ± 0.0066** |
| FM+SO | 0.2992 ± 0.0168 | 0.4971 ± 0.0174 | 0.1333 ± 0.0095 | 0.1435 ± 0.0095 |
| FD+FM | **0.3071 ± 0.0060** | **0.5128 ± 0.0071** | **0.1430 ± 0.0034** | **0.1531 ± 0.0034** |
| FD+FM+SO | 0.3022 ± 0.0067 | 0.5095 ± 0.0102 | 0.1405 ± 0.0040 | 0.1506 ± 0.0040 |

Table 5: Experiment results on 10% and 1% of AAI Dataset.

Figure 6: Impact of SSL regularization weight $\alpha$. The vertical dash line indicates the baseline model’s metric.
providing a prior or exploring the alternative training schedule where query and item representations are first pre-trained with SSL tasks, and then fine-tuned with primary supervised task.

4.6 Comparison of Different SSL Tasks

To address RQ4, we compare the performances of different SSL tasks and their combinations. As mentioned in section 4.3, Table 2 and 3 show that FD consistently outperforms SO and DO in all experiments. This indicates that by introducing the feature variants from training-time feature dropout, it facilitates learning more robust item representations. Furthermore, we observe FD + SO outperforms other combined methods in both datasets. For an ablation experiment with SO, combining SO with either FD or FM will improve the quality. As SO is a popular regularization in large scale retrieval system, this suggests future area of quality improvement by co-training with SSL tasks FM or FD.

4.7 Dropout Rate

In this subsection, we discuss the effect of the dropout rate on the Feature Dropout (FD) task, to tackle research question RQ5. Recall that in Table 2-5 we report results with fixed dropout rate 0.3. Now we show the results with varied dropout rates. In particular, we experiment with SSL weight \( \alpha = 1.0 \) and vary the dropout rate from 0.1 to 0.9. Results are reported in Figure 7. We observe that, as we increase the dropout rate, the model performance for the baseline model with dropout applied on the hidden networks continues to deteriorate. For the SSL task with FD, the model performance peaks when dropout rate is around 0.3 and then deteriorates when we further improve dropout rate. The model starts to under-perform the baseline when we have a dropout rate over 0.7. This observation aligns with our expectation, since when we have dropout rate equal to 0, the FD task becomes SO; when we have dropout rate equal to 1.0, FD task is trained with no features, and thus hurts main task.

4.8 Efficiency

With the additional SSL tasks, training is expected to slow down due to additional computation in the SSL tasks. We here empirically evaluate the average number of training steps per second as a proxy for efficiency. Results are summarized in Table 6. We observe that SO is as efficient as the baseline, since the forward and backward pass is identical. FM is slightly faster than FD. With more SSL tasks added, the training speed decreases as expected.
|    | Name | Baseline | DO | SO | FD | FM | FD+SO | FM+SO | FD+FM | FD+FM+SO |
|----|------|----------|----|----|----|----|-------|-------|-------|----------|
| #steps/s | 345.2 | 340.8  | 338.5  | 142.1  | 183.5  | 125.7  | 138.0  | 126.4  | 113.5  |

Table 6: Number of steps per second for each method.

5 Conclusion

In this paper, we proposed a self-supervised learning (SSL) framework for large-scale neural recommender models. Within the SSL framework, we also proposed two SSL tasks: (i) Feature Masking (FM), and (ii) Feature Dropout (FD).

For future works, we plan to investigate how different training schemes impact the model quality. One direction is to first pre-train on SSL task to learn query and item representations and then fine-tune on primary supervised tasks. Alternatively, it would be interesting to look at SSL with multi-task learning with additional data source with significantly different data distribution. Furthermore, for the two proposed tasks Feature Masking and Feature Dropout, we plan to explore non-parametric based approaches in order to reduce the human intervention in designing feature selection and masking.
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