Investigation of metamagnetism and crystal-field splitting in pseudo-hexagonal CeRh$_3$Si$_2$
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CeRh$_3$Si$_2$ has been reported to exhibit metamagnetic transitions below 5 K, a giant crystal field splitting, and anisotropic magnetic properties from single crystal magnetization and heat capacity measurements. Here we report results of neutron and x-ray scattering studies of the magnetic structure and crystal-field excitations to further understand the magnetism of this compound. Inelastic neutron scattering (INS) and resonant inelastic x-ray scattering (RIXS) reveal a $J_\perp = 1/2$ ground-state for Ce when considering the crystallographic $a$ direction as quantization axis, thus explaining the anisotropy of the static susceptibility. Furthermore, we find a total splitting of 78 meV for the $J = 5/2$ multiplet. The neutron diffraction study in zero field reveals that on cooling from the paramagnetic state, the system first orders at $T_{N_\perp} = 4.7$ K in a longitudinal spin density wave with ordered Ce moments along the $b$-axis (i.e. the [0 1 0] crystal direction) and an incommensurate propagation vector $\mathbf{k} = (0, 0.43, 0)$. Below the lower-temperature transition $T_{N_\parallel} = 4.48$ K, the propagation vector locks to the commensurate value $\mathbf{k} = (0, 0.5, 0)$, with a so-called lock-in transition. Our neutron diffraction study in applied magnetic field $H \parallel b$-axis shows a change in the commensurate propagation vector and development of a ferromagnetic component at $H = 3$ kOe, followed by a series of transitions before the fully field-induced ferromagnetic phase is reached at $H = 7$ kOe. This explains the nature of the steps previously reported in field-dependent magnetization measurements. A very similar behaviour is also observed for the $H \parallel [0 1 1]$ crystal direction.

I. INTRODUCTION

In cerium-based intermetallic compounds, the interplay between crystal-field effects, hybridization, magnetic ordering and Kondo screening is responsible for many electronic and magnetic properties that continue to challenge our understanding. In particular, compounds of the CeT$_3$X$_2$ family (T = Rh, Ir; X = B, Si) have short Ce-Ce distances and extremely large crystal-field splittings (which gained them the name giant crystal-field compounds), which are accompanied by some very unusual magnetic behaviors. The best known compound in that series is CeRh$_3$B$_2$, which crystallizes in an hexagonal (P6/mmm) structure characterized by chains of Ce ions along the hexagonal $c$-axis, with extremely short intra-chain distances of 3.09 Å [1]. It orders ferromagnetically (with the cerium moments lying in the hexagonal plane) below $T_C = 115$ K, a record-high Curie temperature among cerium intermetallics, but the saturation magnetic moment of 0.4$\mu_B$/formula unit is strongly reduced compared to what would be expected for a Ce$^{3+}$ ion in a hexagonal crystal field [2–4]. Tentative explanations of such properties have focused on unusually strong hybridization of Ce 4$f$ electrons with the neighboring Rh 4$d$ or Ce 5$d$ states [3], and/or unusually large crystal-field effect that mixes the $J = \frac{5}{2}$ and $J = \frac{7}{2}$ multiplets [5].

The isoelectronic compound CeIr$_3$B$_2$, hexagonal at 473 K, adopts a slightly distorted monoclinic $C2/m$ structure at room temperature [6], and is in the valence fluctuating regime, where strong hybridization causes loss of the localized moments [7].

CeRh$_3$Si$_2$ and CeIr$_3$Si$_2$, on the other hand, crystallize in an orthorhombic (Imma) structure, which is also a slightly distorted version of that of the hexagonal CeRh$_3$B$_2$, if their crystallographic direction $a$ is taken as the (pseudo-) hexagonal quantization axis (see Fig. 1). Both compounds order antiferromagnetically at low $T < 5$ K, and both show complex behavior that indicates a rearrangement of the moments below $T_N$ at zero
applied magnetic field and a cascade of metamagnetic transitions in applied field.

Given the variety of properties arising from similar crystal structures, the CeT$_3$X$_2$ family is a valuable testing ground to study the interplay between unusually large crystal-field effects, hybridization, and magnetic interactions. In particular, it is important to understand (i) the origin of the giant crystal field and its effects on the resulting local Ce states, (ii) the relevant states and mechanisms responsible for the hybridization, and (iii) ultimately the interactions determining the different magnetic structures.

The first step in that direction is the characterization of the electronic states and magnetically ordered phases of Ce. Motivated by this goal, we present microscopic measurements of the 4f crystal-field transitions and magnetic structures in CeRh$_3$Si$_2$. Its crystal structure and macroscopic magnetic properties were determined by Pikul et al. [1]. It crystallizes in the orthorhombic ErRh$_3$Si$_2$-type structure with lattice constants $a = 7.133$ Å, $b = 9.734$ Å, and $c = 5.606$ Å at 293 K. According to Cenzual et al. [9], the structure can be treated as a deformed hexagonal structure with lattice constants $a_h$ and $c_h$ defined by the relations: $a = c_h$, $b = \sqrt{3}a_h$, and $c = a_h$. Figure 1 shows that the Ce ions in CeRh$_3$Si$_2$ are surrounded by a distorted hexagonal environment with the hexagonal axis perpendicular to the $bc$ plane, and with zigzag chains of Ce atoms along the orthorhombic $a$ axis. The interchain Ce–Ce distances (3.58 Å) are fairly short among the intermetallic Ce compounds [10]. The magnetic properties of the system are strongly anisotropic, with moments confined in the orthorhombic $bc$ plane with a small in-plane anisotropy that favors $b$ as the easy axis [1]. The 4f electrons are localized, and the effective magnetic moment at high $T$ is close to that calculated for a free Ce$^{3+}$ ion. Analysis of the experimental magnetic susceptibility curves in terms of a crystal-field model suggests splittings as large as 60 meV for the groundstate $J = \frac{5}{2}$ multiplet, and 240 meV for the higher $J = \frac{7}{2}$ multiplet.

In zero field, CeRh$_3$Si$_2$ orders antiferromagnetically at $T_{N_1} = 4.7$ K with a subsequent first-order phase transition at $T_{N_2} = 4.48$ K, which was ascribed to a rearrangement of the antiferromagnetic structure [1]. In the presence of applied magnetic field, these transitions split and evolve independently with temperature [11], and in addition a broad ferromagnetic-like hump appears in the susceptibility plots below $T_{N_2} = 4.48$ K. The complex magnetic behavior manifests itself in the isothermal magnetization curves at $T < T_{N_2}$ with field in the $bc$ plane as a sequence of distinct steps, which suggests the presence of a cascade of metamagnetic transitions, with a saturation moment of 1.16 $\mu_B$ per Ce ion [1].

To fully understand the nature of the magnetic ground state and obtain direct information on the magnetic structure and crystal-field energy levels in CeRh$_3$Si$_2$ we performed neutron and x-ray scattering experiments. Neutron diffraction gives insight into the size and direction of the ordered magnetic moment as a function of temperature and magnetic field, and the combination of inelastic neutron scattering (INS) and high-resolution resonant inelastic X-ray scattering (RIXS) provides a complete picture of the crystal-field split multiplet scheme of the Ce$^{3+}$ configuration [12–18]. The results obtained from the present study will allow direct comparison with the existing data on CeRh$_3$B$_2$ (Ref. 19) and CeIr$_3$Si$_2$ (Refs. 20 and 21).

II. EXPERIMENT

A. Sample Preparation

The polycrystalline samples of CeRh$_3$Si$_2$ and LaRh$_3$Si$_2$ used for inelastic neutron scattering and neutron powder diffraction studies were prepared by conventional arc melting of stoichiometric amounts of the constituents Ce (3N purity, Ames Laboratory), Rh ingot (3N purity, Chempur), and Si chips (6N purity, Chempur). A single crystal of CeRh$_3$Si$_2$ was grown by the Czochralski pulling method employing a tetra-arc furnace under protective ultrapure argon atmosphere for RIXS and single crystal neutron diffraction. The polycrystalline melt was prepared as mentioned above. The pulling rate was 10 mm/h and the copper heart’s rotation speed was 3 rpm. The final ingot of CeRh$_3$Si$_2$ was about 4 mm in diameter and 40 mm in length. The single crystal as well as the polycrystalline samples were wrapped in Ta foil, sealed in an evacuated silica tube, and annealed at 900°C for 2 weeks. From this single-crystalline rod, a fragment of about 4 mm length, 3 mm width and 2 mm thickness was cut for neutron diffraction experiments. The quality of the product was verified by means of X-ray powder-diffraction measurements and single crystal Laue diffraction measurements.
FIG. 2. Inelastic neutron scattering data of CeRh$_3$Si$_2$ (black symbols) and LaRh$_3$Si$_2$ (light blue) measured with 100 meV incident energy at 6 K with (a) small and (b) large momentum transfers $Q$. (c) Temperature dependence of the crystal-field excitation at 57.5 meV. (d) Magnetic scattering from CeRh$_3$Si$_2$ at low-$Q$ (panel) and high-$Q$ (inset) obtained after subtraction of the phonon contribution estimated from the spectrum of LaRh$_3$Si$_2$. The red lines show the crystal-field calculation in the pseudo-hexagonal approximation (see below) taking into account the dipole and quadrupole cross-sections.

**B. Inelastic Neutron Scattering (INS)**

Inelastic neutron scattering measurements on 6.5 g polycrystalline samples of CeRh$_3$Si$_2$ and LaRh$_3$Si$_2$ were performed on the high flux time-of-flight (TOF) spectrometer MERLIN [22] at the ISIS Facility, UK. The samples were placed in an annular geometry thin-wall Al-can with outer diameter 40 mm and height 40 mm. A closed-cycle refrigerator (CCR) with helium exchange gas was used to cool the samples down to 5 K. A sloppy chopper was used to select the incident neutron energies of $E_i = 100$ meV with 350 Hz frequency, and 600 meV with 600 Hz frequency. The elastic resolution (FWHM) for $E_i = 100$ meV is $\Delta E = 6.5$ meV (and $\Delta E = 3.3$ meV at $E_i = 57.0$ meV energy transfer) and for $E_i = 600$ meV is $\Delta E = 51$ meV (and $\Delta E = 24.0$ meV at $E_i = 350$ meV).

We measured a standard vanadium sample under identical conditions to normalize the samples data in absolute units of mb/sr/meV/f.u.

**C. Resonant Inelastic X-ray Scattering (RIXS)**

The RIXS experiment was performed at the state-of-the-art soft X-ray beamline ID32 at the European Synchrotron Radiation Facility (ESRF) in Grenoble, France [23]. The experiment was performed at the Ce $M_5$ edge detecting the $3d \rightarrow 4f \rightarrow 3d$ process, with resonant energy around 882 eV [15]. The combined beamline resolution during the experiment varied between 30 meV and 37 meV and was monitored before and after each acquisition by measuring the (non-resonant) elastic signal from conductive carbon adhesive tape placed close to the sample. The carbon tape elastic signal was also used to determine the zero energy loss position for each spectrum, with an accuracy of $\pm 2$ meV. The spectra were acquired in the single photon centroiding mode and treated with the RIXSToolBox [24]; the energy step size was set to 6.2 meV, corresponding to splitting each 15 $\mu$m-pixel of the Andor iKon-L CCD detector in 2.7 points, a value tuned to maximize the performance of the centroiding algorithm [25, 26]. The scattering geometry, the incident photon polarization, and the incident photon en-
energies were varied for each acquisition to gain more information by exploiting the cross-section dependence of the different RIXS excitations. The incident photon energy was fixed at the central energy of the Ce M₄ edge ($E_i = 882.2$ eV) for most acquisitions, and some spectra (see Appendix) were measured with 1 eV higher photon energies, halfway down the high energy tail. A total of 22 RIXS spectra were acquired with various experimental settings on three samples. The samples were post-cleaved in the cleaving chamber (10⁻⁹ mbar) shortly before being transferred to the main measuring chamber with a base pressure of $\approx 10^{-9}$ mbar. 18 spectra were acquired at the sample temperature of 20 K, and 4 more at 300 K, to search for temperature dependencies of the features and to search for excitations from thermally populated low-lying excited states. The full set of acquired spectra is shown in the Supplemental Material [27].

D. Neutron Diffraction (ND)

Neutron powder diffraction measurements in zero field and neutron single crystal diffraction measurements in applied magnetic field on CeRh₃Si₂ were carried out using the time-of-flight (TOF) neutron diffractometer WISH [28] at the ISIS Facility, UK. In order to reduce the absorption from Rh, an annular vanadium can of 8 mm outer diameter was used. 6.5 g of powder sample was placed in the annular can with thickness of 1 mm. The sample was cooled to a base temperature of 1.5 K using a so-called orange cryostat under helium exchange gas to thermalize the sample. Data were collected at several temperatures between 1.5 and 6 K. Rietveld refinements of the crystal and magnetic structures were performed with the Fullprof program [29] on the data measured in detector banks at average 29 values of 58°, 90°, 122° and 154°, each covering 32° of the scattering plane.

For single crystal neutron diffraction measurements on the WISH diffractometer in applied magnetic field, the CeRh₃Si₂ crystal (with dimension of 4 mm × 3 mm × 2 mm and a mass of 90 mg) was mounted on an aluminum holder with the b-axis vertical and the field was applied parallel to the b-axis. The single crystal data at 1.5 K were collected with 5 orientations of the a-axis of the crystal with respect to the incident beam and then projected in the reciprocal plane to identify the magnetic Bragg peaks. We collected data with applied magnetic fields of 0, 3, 4, 6 and 7 kOe. Further, we performed field-dependent neutron diffraction measurements with magnetic fields applied parallel to the [0 1 1] crystal direction (i.e. field in the bc-plane) using the thermal neutron single crystal instrument ZEBRA at SINQ, PSI, Switzerland. The experiment was performed with neutron wavelength 2.3 Å in the normal beam geometry. We also performed neutron powder diffraction measurements between 2 and 300 K with wavelength 2.41 Å on the D20 diffractometer at Institut Laue–Langevin, Grenoble, to investigate the temperature dependence of the lattice parameters of CeRh₃Si₂ (Appendix C).

E. Crystal-field model used for the analysis

The spin–orbit interaction splits the 14-fold degenerate energy levels of Ce³⁺ $f^1$ configuration into the six-fold degenerate Hund’s rule ground state $^2F_{7/2}$ and the eight-fold degenerate $^2F_{5/2}$ multiplet at about 280 meV above the ground state. The crystal field lifts the remaining degeneracies further by splitting the ground state multiplet into three and the excited multiplet into four Kramers doublets. Since the crystal-field potential must reflect the point symmetry of the Ce ion site, it is convenient to express the crystal-field Hamiltonian as a sum of tensor operators $C_n^m$, which transform in the same way as the (renormalized) spherical harmonics, $C_n^m(\theta, \phi) = \sqrt{\frac{4\pi}{2n+1}} Y_n^m(\theta, \phi)$, with parameters $A_n^m$, that are coefficients of $C_n^m + (-1)^m C_n^{-m}$ and have the same normalization as that used by Wybourne in Ref. 30 (see also Refs. 31 and 32 for more information about the conversion between different crystal field conventions). For the orthorhombic Cs₃ point symmetry of Ce in CeRh₃Si₂, nine parameters ($A_2^0, A_4^2, A_4^4, A_4^6, A_6^0, A_6^2, A_6^4, A_6^6$ and $A_8^0$) have to be determined experimentally, and the resulting crystal-field wave functions are given by linear combinations of the $\{J, J_z\}$ components that fulfill $\Delta J_z = 2$ and $\Delta J_z = 4$.

The crystal field analysis can be simplified considerably when treating the structure as pseudo-hexagonal, as described above (see Fig. 1). Treating the CeRh₃Si₂ as an hexagonal system implies that the a axis, with its pseudo-sixfold rotational symmetry, is used as the quantization axis. We, therefore, express the new coordinate system as $(x', y', z') = (-z, y, x)$ (where the minus can be neglected thanks to the mirror symmetry about the hexagonal plane) in order to avoid confusion with the usual reference system that uses the c axis as quantization axis (e.g. Ref. 1). The hexagonal crystal field only mixes $|J, J_z\rangle$ basis functions that fulfill $\Delta J_z = 6$, so that the eigenfunctions are the pure $J_z$ states $|\frac{3}{2}, \pm \frac{3}{2}\rangle, |\frac{5}{2}, \pm \frac{5}{2}\rangle$ for the lowest $^2F_{7/2}$ multiplet, and $|\frac{7}{2}, \pm \frac{1}{2}\rangle, |\frac{7}{2}, \pm \frac{3}{2}\rangle, \alpha |\frac{7}{2}, \pm \frac{5}{2}\rangle + \beta |\frac{7}{2}, \pm \frac{7}{2}\rangle$ and $\beta |\frac{7}{2}, \pm \frac{5}{2}\rangle - \alpha |\frac{7}{2}, \pm \frac{7}{2}\rangle$ for the excited $^2F_{5/2}$ multiplet. The active crystal-field parameters are reduced to $A_2^0, A_4^0, A_6^0$, and $A_8^0$. The $A_6^0$ parameter determines the $\alpha$ parameter of the mixed $J_z$ states and is known to have a minor effect on the splitting scheme and on the measurable properties so that it can often be neglected. This further reduces the number of crystal-field parameters to 3. We used inelastic neutron scattering (INS) and resonant inelastic x-ray scattering (RIXS) to determine the $A_n^m$ parameters experimentally.
III. RESULTS

A. Crystal-Field Scheme

Figure 2 shows the INS data of CeRh\textsubscript{3}Si\textsubscript{2} and of the non-magnetic reference sample LaRh\textsubscript{3}Si\textsubscript{2}, taken just above the magnetic ordering transition. The spectrum of CeRh\textsubscript{3}Si\textsubscript{3} at small momentum transfers, Fig. 2(a), exhibits one sharp excitation at 57.5 meV, which is not visible in the La data nor at large momentum transfer, Fig. 2(b), and must therefore be attributed to a crystal-field excitation. The narrow line width (≈ 3.87 meV) is resolution-limited and in agreement with the localized character of the \textit{f} electrons in CeRh\textsubscript{3}Si\textsubscript{2}. Fig. 2(c) shows the temperature dependence of that crystal-field excitation: its intensity decreases, the excitation broadens, and its energy moves towards 55.5 meV as the temperature is increased up to 300 K. These changes are reversed when cooling the sample back down to 6 K. Figure 2(d) shows the data in Fig. 2(a) after subtracting the phonon and background scattering, both estimated from the non-magnetic reference compound LaRh\textsubscript{3}Si\textsubscript{2}. There is tentative evidence for a magnetic peak near 78 meV (see inset to Fig. 2(d)), and also for a magnetic signal between 250 and 450 meV where transitions between the $J = 5/2$ and $J = 7/2$ multiplets are expected (see Appendix D). These weak signals in the INS data have insufficient strength to be interpreted conclusively. This is due to limitations of the INS cross-section, as discussed below and in Appendix D.

RIXS, which has recently proved its ability to overcome the cross-section limitations of INS [17] can measure the crystal-field splitting scheme of both the $J = 5/2$ and the $J = 7/2$ multiplets of Ce$^{3+}$ multiplets [16, 17], provided the splittings are comparable or larger than the experimental resolution that currently amounts to about 30 meV at state-of-the-art beamlines. A selection of three RIXS spectra acquired at sample temperature of 20 K with various scattering geometries and photon polarizations are shown in Fig. 3 (a)–(c) (black dots). Excitations from the ground state at zero energy transfer into both multiplets are clearly visible: at first glance one peak at about 60 meV, and more than one excitation around 300 meV. Fig. 3 (d) shows a spectrum acquired in the same geometry as that in (c), but at the higher temperature of 300 K.
The hexagonal crystal-field potential splits the $^2F_{7/2}$ multiplet into three doublets, one of which will be the ground state, and the $^2F_{5/2}$ multiplet, centered at about 300 meV, into four doublets, hence we expect to see two excitations from the ground state into the low energy multiplet, and four into the higher multiplet. After fitting Voigt profiles to the 18 RIXS spectra measured at 20 K, we found that the transition energies cluster at 59 meV, 78 meV, 265 meV, 308 meV and 353 meV (see Appendix A and Fig. 8 for details). We could not find the sixth transition, which must either be buried under another close-lying excitation or it must have a next-to-zero cross-section. Comparing the spectrum at 300 K with the corresponding one at 20 K [Fig. 3 (c) and (d)] only minor differences are visible in the positive energy loss side, while an anti-Stokes peak appears at about 59 meV negative energy loss. This confirms that the state at 59 meV is the first excited crystal-field state because, if present, the lower lying states would have been significantly populated at 300 K, thus, leading to additional excitations from the excited states. In RIXS we cannot study the temperature dependence of the excitation energies observed in our INS data due to the experimental accuracy of about ±2 meV on the determination of the peak positions.

Having determined the crystal-field transition energies, we now describe the RIXS spectra with a full multiplet RIXS calculation using the Quanty code [33], including the hexagonal crystal-field approximation. Details about the calculations (reduction factors, optimization of the crystal-field parameters, etc.) can be found in Appendix B. The following crystal-field parameters best describe the majority of the RIXS spectra: $A^0_6 = -135$ meV, $A^0_4 = -172$ meV, $A^0_2 = 30$ meV and $A^0_0 = 0$ meV, with a spin-orbit constant $\zeta_{SO} = 76.56$ meV, obtained by reducing the Hartree-Fock atomic parameter to 88% of its value. The resulting crystal-field energy levels and wave functions are listed in Table I. The ground state is a virtually pure $|J_z\rangle = |\frac{5}{2}\rangle$, followed by the almost pure states $|J_z\rangle = |\frac{3}{2}\rangle$ and $|J_z\rangle = |\frac{1}{2}\rangle$. The mixing between the two $J = \frac{5}{2}$ and $J = \frac{7}{2}$ multiplets was found to be very small. For example, the squared amplitudes of the $(\frac{7}{2}, J_z)$ components in the first three crystal-field wave functions amount to 0.0018 for the ground state, 0.02 for the first excited state and 0.00015 for the second excited state, respectively (see Table IV in Appendix B). We recall that the notation $J_z$ indicates that the pseudo-hexagonal axis $z\parallel a$ is the quantization axis used to express the crystal field, while previous literature as Ref. [1] expressed the crystal field scheme along $z\parallel c$ (see Fig. 1 and Supplemental Material [27] for further details). The vertical lines in Figs. 3 (a)–(c) represent the peak position and intensities obtained from the crystal-field fits, and the red lines show the calculated crystal-field excitation spectra convoluted with the Voigt lineshape. The expected excitation at 345 meV corresponds to the transition $|\frac{3}{2}, \frac{3}{2}\rangle \rightarrow |\frac{5}{2}, \frac{1}{2}\rangle$ i.e. it is forbidden by the RIXS selection rules $\Delta J_z = 0, \pm 1, \pm 2$ and therefore not observable. The elastic intensity (i.e. the difference between the full red line and the dashed red line), being affected by other parameters not included in the calculation (such as the surface roughness), was tuned to best fit the data. The effect of the surface roughness can be clearly seen as an increase in the elastic intensity in the spectrum in Fig. 3 (a), which was acquired on a cleaved surface different from that of the spectra in the other panels. The same crystal-field model used to fit the spectra at 20 K also describes very well the data at 300 K, including the anti-Stokes intensity, further confirming the validity of our analysis, see Fig. 3 (d).

The proposed crystal-field scheme (Table I) also agrees well with the INS data. The red line in Fig. 2(d) shows the calculated INS cross-section including both dipole and quadrupole contributions [34, 35], using the same crystal-field scheme obtained by the RIXS analysis. The calculation reproduces the shape of the spectrum, with only one clearly visible peak at 58 meV, but the calculated intensity had to be scaled down by a factor of 2.5 to be comparable with the measured spectrum. This discrepancy in the intensity is due to sample attenuation effects, caused mainly by the relatively large neutron absorption by Rh.

The state at 78 meV has a negligible neutron cross-section at low-Q because it corresponds to a $|J = \frac{5}{2}, J_z\parallel a = \pm \frac{3}{2}\rangle \rightarrow |J = \frac{3}{2}, J_z\parallel a = \pm \frac{3}{2}\rangle$ transition for the assumed hexagonal point symmetry, and such a transition is dipole-forbidden [36]. Therefore, the small but non-zero signal at energies around 78 meV in the low-Q INS spectrum (see Fig. 2(c)) must be due to the imperfect subtraction of the non-magnetic (phonon) background, or because the true point-symmetry is orthorhombic, and therefore some $J_z\parallel a$ mixing of the states could connect this excitation to the ground state via the dipole interaction. At the same time, the low intensity at 78 meV confirms the validity of the hexagonal approximation for the crystal-field analysis, meaning that the orthorhombic $J_z\parallel a$ mixing, if present, is small. To further compare with the RIXS crystal-field scheme, we show INS data at larger momentum transfer (see the inset to Fig. 2(d)), at which quadrupole transitions are expected to gain intensity in INS. The 78 meV transition appears in the beyond-dipole INS simulations (red line in the inset), while it is just barely detectable in the experimental data due to the relatively large noise and background (see Appendix D for more details).

### B. Magnetic Structure

The powder neutron diffraction patterns collected above $T_{N_1} = 4.7$ K can be satisfactorily fitted in the orthorhombic structural model proposed by Cenzual, Chabot and Parthe for ErRh$_3$Si$_2$ [9]. Below $T_{N_1}$, a set of additional diffraction peaks appears, indicating the onset of a long-range magnetic ordering in agreement with the magnetization and specific heat data [4]. The mag-
TABLE I. Calculated crystal-field eigenenergies and eigenfunctions in the hexagonal crystal-field approximation with quantization axis $z' \parallel c_\parallel \| a$. The state at 345 meV is in parenthesis because it has zero or negligible intensity in the RIXS calculations and is not visible in the experimental spectra.

| $|J, J_z\rangle$ | Energy (meV) |
|----------------|-------------|
| $|\frac{5}{2}, \pm \frac{1}{2}\rangle$ | 0           |
| $|\frac{5}{2}, \pm \frac{3}{2}\rangle$ | 59          |
| $|\frac{7}{2}, \pm \frac{1}{2}\rangle$ | 78          |
| $|\frac{7}{2}, \pm \frac{3}{2}\rangle$ | 265         |
| $|\frac{7}{2}, \frac{3}{2}\rangle$ | 308         |
| $|\frac{7}{2}, \frac{5}{2}\rangle$ | 353         |

magnetic peaks can be indexed using an incommensurate propagation vector $\mathbf{k} = (0, k_y, 0)$ with $k_y \sim 0.439(3)$ at $T = 4.5$ K. A quantitative magnetic structure refinement revealed that the Ce moments are aligned along the $b$-axis forming amplitude modulated longitudinal spin density waves with ferromagnetic coupling along the $a$- and $c$-directions (Fig. 4(b)). The structure is associated with the two-dimensional $m\Delta_2(\eta, \eta^*)$ irreducible representation of the paramagnetic $Imma$ space group, where $\eta$ and $\eta^*$ are components of the order parameter in the representation space. In the present case, the order parameter is the long-range ordering of magnetic moments localized on the Ce sites and described by a Fourier series as specified below. The symmetry of the magnetic structure is described by the $Immm1'((0,0,1)ss0s)$ superspace group with the basis vectors and origin related to the paramagnetic structure as $(0,0,-1,0)$, $(1,0,0,0)$, $(0,-1,0,0)$, $(0,0,1,0)$ and $(-1/4,1/4,1/4,1/4)$, respectively. Below the second magnetic transition at $T_{N_2} = 4.48$ K, the propagation vector locks to the commensurate value $\mathbf{k} = (0, 1/2, 0)$ (Fig. 4(a)) giving rise to an equal-moment magnetic structure with up-up-down-down (UUDD) stacking of the ferromagnetic $(ac)$ planes as shown in Fig. 4(c). The moment size refined at $T = 1.5$ K is $1.23(3) \mu_B$. This value of the moment along the $b \parallel y'$ axis is in good agreement with the value $1.286 \mu_B$ calculated for a pure $|\frac{5}{2}, \pm \frac{1}{2}\rangle$ ground state (the expectation value of the magnetic moments along the $b$ axis in presence of a magnetic or exchange field that aligns the moments along $b \parallel y' \perp z'$ is $\frac{3}{2}g_J$ for a $|J = \frac{5}{2}, J_z\parallel a = \pm \frac{1}{2}\rangle$ ground state doublet). This value is further reduced to about $1.26 \mu_B$ if the small intermultiplet mixing is taken into account. The magnetic space group corresponding to the magnetic structure found is $P_{a1nna}$. This space group appears with the basis vectors and origin related to the paramagnetic $Imma$ structure as $(0, 2, 0)$, $(0, 0, 1)$, $(1, 0, 0)$ and $(0, 1/2, 0)$, respectively, in the list of $k = (0, 1/2, 0)$, generated by the ISODISTORT [37] and MAXSYM [38] software. The low temperature transition from the incommensurate to commensurate magnetic order is a so-called lock-in transition associated with free-energy terms activated at specific values of propagation vectors. In particular, in the present case with the propagation vector along the $\Delta$-line of symmetry of the $Imma$ space group, the free-energy term, $\eta^4 + \eta^4$ is allowed when the $k_y$ component takes the commensurate value 1/2. The invariance of this term can be verified using the matrix operators for the generating symmetry elements of the paramagnetic $Imma$ space group, listed in Table II. This type of magnetic phase transitions has also been observed in some other Ce-based intermetallic compounds such as CeIrGe$_3$ [39] and CeRhGe$_3$ [40].

To explore the origin of the magnetization steps reported by Pikul et al. [1], we performed single-crystal neutron diffraction measurements in magnetic field applied along the $b$-axis. The $(0, k, l)$ reciprocal plane demonstrating the field evolution of magnetic satellites is shown in Fig. 5 (top and middle). In agreement with the powder diffraction data, the zero-field magnetic structure is characterized by the $\mathbf{k} = (0, 1/2, 0)$ propagation vector. The corresponding UUDD magnetic structure with the unit cell twice as big as the nuclear one (see the bottom of Fig. 5) can be presented as a Fourier series $M_{jk} = \sum_k S_{jk} e^{-2\pi i(kx+\phi_{jk})}$ with special choice of the magnetic phases $\phi_{jk}$ as shown in Table III. The series specifies a magnetic moment, $M_{jk}$, localized on $j$-th Ce ion in a unit cell with the lattice translation $t$. This is the standard way to describe magnetic ordering in crystalline solids [42] and it is a convenient way to discuss the field-induced magnetic structures. Application of the magnetic field $H = 3$ kOe results in a change of the magnetic satellites (Fig. 5). The new satellites reveal the presence of two commensurate propagation vectors $k_1 = (0, 2/5, 0)$ and $k_2 = 2k_1 = (0, 4/5, 0)$. The corresponding magnetic ordering can be interpreted as a UUUD structure whose Fourier decomposition involves these two propagation vectors along with the $k = 0$ ferromagnetic component (see Table III). Increasing the field up to $H = 4$ kOe re-establishes the $k = (0, 1/2, 0)$ propagation vector but in addition the second harmonic $k_2 = 2k_1 = (0, 1, 0)$, which violates the $l$-centring lattice condition, is also observed. This experimental result reveals another unusual magnetic structure with UUUD stacking of the ferromagnetic layers (Fig. 5). Further increasing the field results in a reappearance of the magnetic satellites with the $k_1 = (0, 2/5, 0)$ and $k_2 = 2k_1 = (0, 4/5, 0)$ propagation vectors and roughly the same intensity at $H = 6$ kOe. The Fourier analysis indicates that these two components, combined with equal amplitudes and an additional $k = 0$ ferromagnetic moment, constitute a UU- UUUD magnetic structure (Table III) with the magnetic unit cell five times bigger than the nuclear one (Fig. 5). Finally, increasing the field up to $H = 7$ kOe results in the disappearance of the magnetic satellites, and only a ferromagnetic contribution to the fundamental nuclear
The deviation from the hexagonal approximation for the crystal field, which would allow some \( J_z \) mixing in all crystal field levels, must be small. This can be inferred from (i) the quality of the fits shown in Fig. 3 and in the Supplemental Material [27], (ii) the fact that the 78 meV excitation is barely visible in the INS spectra (Fig. 2), and (iii) the non-observability of the sixth transition in RIXS spectra (see Appendix A). Furthermore, the proposed crystal-field scheme is in very good agreement with the magnetic susceptibility \( \chi(T) \) data from Pikul et al. [1] (Fig. 7(a)). It is interesting to note that the orthorhombic crystal-field scheme proposed in that study, once rotated onto the \( \{ |J,J_z| \} \) basis, corresponds to a 98.2% pure \( |\frac{5}{2}, \pm \frac{1}{2}\rangle \) ground state, meaning that the same almost pure ground state was found independently.

**TABLE II.** Matrices of the \( m \Delta_2(\eta, \eta^\prime) \) irreducible representation of the \( \text{Imma} \) space group, associated with the \( k = (0,1/2,0) \) propagation vector [41]. \( T \) is the time-reversal operator.

| \(|2_z|0,1/2,0\rangle\) | \(|2_y|0,1/2,0\rangle\) | \(|-1|0,0,0\rangle\) | \(|1|1/2,1/2,1/2\rangle\) | \(|1|0,1,0\rangle\) | \(T\) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( 0 \ e^{i \frac{\pi}{2}} \) | \( e^{i \frac{\pi}{4}} \ 0 \) | \( 0 \ 1 \) | \( e^{i \frac{\pi}{4}} \ 0 \) | \( -1 \ 0 \) | \(-1 \ 0\) |
| \( e^{i \frac{\pi}{2}} \ 0 \) | \( 0 \ e^{-i \frac{\pi}{4}} \) | \( 1 \ 0 \) | \( 0 \ e^{-i \frac{\pi}{4}} \) | \( 0 \ -1 \) | \(0 \ -1\) |

Reflections satisfying the \( I \)-centring condition is observed.

The observed sequence of the field-induced transitions indicates progressive flipping of the ferromagnetic layers initially aligned antiparallel to the field direction. The number of layers with the moments polarized up becomes bigger, increasing the magnetization along the field direction and resulting in the magnetization steps [1]. The presence of the four distinct field-induced phases with large magnetic unit cells points to the fact that exchange interactions stabilizing these exotic phases have a long-range nature, far beyond the nearest and next nearest neighbour interactions.

The same sequence of magnetic phases were also observed for the field applied along the \([011]\) direction (see Fig. 6), although the critical fields were slightly higher. The orthorhombic structure is a distorted version of the hexagonal lattice shown in Fig. 1(a) with the \( bc \) plane of the orthorhombic cell corresponding to the \( ab \) plane of the hexagonal one. The two studied field directions correspond to the \([120]\) and \([100]\) directions of the hexagonal lattice and it is not surprising that the response of the crystal is qualitatively similar in both cases.

**IV. DISCUSSION**

Our crystal-field analysis of the RIXS and INS spectra found rather large splitting of the low energy \( ^2\text{E}_{5/2} \) multiplet and a pure \( |J = \frac{1}{2}, J_z^\prime = \frac{1}{2}\rangle \) ground state with the pseudo-hexagonal \( a \) axis as the quantization direction (see Supplemental Material [27] for the comparison of the two reference systems, \( z^\prime \parallel a \) in the present work, and \( z \parallel c \) in Ref. [1]). Our INS spectra show a resolution-limited crystal-field excitation (Fig. 2) indicating the absence of hybridization of the \( 4f \) states, in agreement with previous core-level photoemission data [1]. The small temperature dependence of the crystal-field excitation at 58 meV that has been observed with INS is well explained with the thermal expansion of the lattice, as further discussed in Appendix C.

The inset shows the specific \( d \)-spacing range where strong magnetic Bragg peaks are observed. (b) Incommensurate magnetic structure above the lock-in transition. (c) Commensurate magnetic structure below the lock-in transition. The arrows denote the ordered \( \text{Ce}^{3+} \) magnetic moment directions.
TABLE III. Fourier decomposition $M_{jt} = \sum_k S_{jk} e^{-2\pi i (k \cdot t + \phi_{jk})}$ of the magnetic structures in zero and applied magnetic fields, where $S_{jk}$ is the amplitude of the Fourier component with propagation vector $k$, localized on the $j$-th Ce atom ($j = 1, 2$), $\phi_{jk}$ is the magnetic phase and $t$ is a lattice translation.

| Field (kOe) | Propagation vector | Ce1(0, 1/4, 0.78644) | Ce2(0, 3/4, 0.21356) |
|------------|--------------------|----------------------|----------------------|
| 0          | $k_1 = (0, 1/2, 0)$ | $S_{1k_1} = 1.75 \mu_B$ | $S_{2k_1} = 1.75 \mu_B$ |
|            | $\phi_{1k_1} = 1/4$ | $\phi_{2k_1} = -1/4$ |
| 3          | $k_1 = (0, 2/5, 0)$ | $S_{1k_1} = 1.59 \mu_B$ | $S_{2k_1} = 1.59 \mu_B$ |
|            | $S_{1k_2} = -0.61 \mu_B$ | $S_{2k_2} = -0.61 \mu_B$ |
|            | $\phi_{1k_1} = 0$ | $\phi_{2k_1} = 1/5$ |
|            | $\phi_{1k_2} = 0$ | $\phi_{2k_2} = 2/5$ |
|            | $S_{1k_3} = 0.25 \mu_B$ | $S_{2k_3} = 0.25 \mu_B$ |
|            | $\phi_{1k_3} = 0$ | $\phi_{2k_3} = 0$ |
| 4          | $k_1 = (0, 1/2, 0)$ | $S_{1k_1} = 1.23 \mu_B$ | $S_{2k_1} = 1.23 \mu_B$ |
|            | $S_{1k_2} = -0.62 \mu_B$ | $S_{2k_2} = -0.62 \mu_B$ |
|            | $\phi_{1k_1} = 0$ | $\phi_{2k_1} = 1/4$ |
|            | $\phi_{1k_2} = 0$ | $\phi_{2k_2} = 1/4$ |
|            | $S_{1k_3} = 0.62 \mu_B$ | $S_{2k_3} = 0.62 \mu_B$ |
|            | $\phi_{1k_3} = 0$ | $\phi_{2k_3} = 0$ |
| 6          | $k_2 = 2k_1 = (0, 4/5, 0)$ | $S_{1k_2} = -0.98 \mu_B$ | $S_{2k_2} = -0.98 \mu_B$ |
|            | $\phi_{1k_2} = 0$ | $\phi_{2k_1} = 1/5$ |
|            | $S_{1k_3} = 0.74 \mu_B$ | $S_{2k_3} = 0.74 \mu_B$ |
|            | $\phi_{1k_3} = 0$ | $\phi_{2k_3} = 0$ |
| 7          | $k_1 = 0$ | $S_{1k_1} = 1.23 \mu_B$ | $S_{2k_1} = 1.23 \mu_B$ |
|            | $\phi_{1k_1} = 0$ | $\phi_{2k_1} = 0$ |

and without making the hexagonal approximation.

The $|\frac{5}{2}, \pm \frac{1}{2}\rangle$ state is spatially elongated along the quantization axis $z' \parallel a$ as shown in Fig. 1(b) and, in the hexagonal approximation, is symmetric about that axis. Such a ground state explains the strong magnetocrystalline anisotropy that constrains the moments in the $bc$ easy magnetization plane and is in good agreement with the value of the in-plane moment of $1.23 \mu_B$ measured with neutron diffraction and $1.16 \mu_B$ estimated from the bulk properties studies [1]. The value calculated based on our crystal-field model is $1.26 \mu_B$. The good agreement of the measured and crystal-field only moment confirms the absence of Kondo screening and also the absence of frustration that potentially could play a role in a pseudo-hexagonal lattice.

It is worth noting that the same almost pure $|\frac{5}{2}, \pm \frac{1}{2}\rangle$ ground state is found along the pseudo-hexagonal quantization axis in CeIr$_3$Si$_2$, which has a similar structure and similar magnetic behavior [20, 21] and in the strongly hybridized hexagonal ferromagnet CeRh$_3$B$_2$ [43, 44]. The crystal-field scheme resulting from our spectroscopic analysis does not support strong effects due to multiplet intermixing in CeRh$_3$Si$_2$, contrary to the expectation from the crystal-field analysis of the static susceptibility [1].

Our neutron diffraction data revealed the appearance of an incommensurate (amplitude modulated) antiferromagnetic structure below $T_{N1}$, with moments aligned
along the orthorhombic $b$ axis, followed by a so-called lock-in of the propagation vector to $k = (0, 1/2, 0)$ below $T_{N_2}$, with a UUDD stacking of the ferromagnetic $ac$ layers. Upon increasing the magnetic field at $T = 1.5$ K, we observe a series of different magnetic structures, alternating between $k = (0, 1/2, 0)$ and $k_1 = (0, 2/5, 0) + k_2$ with $k_2 = 2k_1 = (0, 4/5, 0)$, with, for each structure, a progressive flip of the layers aligned antiparallel to the field direction. These different structures correspond each to a different step seen in the magnetization measurement, explaining the origin of the stair-like shape up to the highest field measured in our experiment. The ratio between the values of the magnetization calculated on the basis of the disproportion between moments pointing “up” and “down” for the different structures at each field value ($0$ at $0$ kOe, $1/5$ at $3$ kOe, $2/4$ at $4$ kOe, $3/5$ at $6$ kOe and $1$ at $7$ kOe), perfectly agrees with the ratio between the steps in the magnetization reported in literature[1] (see Fig. 7 (b)). The crystal structure was found to be rigid across all the transitions.

Various rare-earth based systems have been reported to show similar magnetic behavior, with incommensurate antiferromagnetism in the proximity of the Néel temperature, and/or metamagnetic transitions upon changing field strength [45–55]. These phenomena can originate from: strong magnetocrystalline anisotropy, competition between long-range ferromagnetic and antiferromagnetic interactions, energy crossing of crystal-field levels upon increasing fields, locking of the moments in intermediate easy directions, or frustration. Recently, the metamagnetic transitions in the famous metamagnetic compound CeSb have been linked to a reorganization of the electronic structure [56].

Based on our data, we can make some considerations on the mechanisms ruling the magnetism in CeRh$_3$Si$_2$. The crystal-field ground state explains the strong magnetic anisotropy. The large crystal-field splitting, on the other hand, excludes crossing or depopulation of crystal-
field states upon cooling or applying a magnetic field to be responsible for the metamagnetic transitions. The collinearity of the magnetism at all temperatures and fields further excludes the locking of the moments in several intermediate easy directions while rotating towards the field.

Having stacks of collinear ferromagnetic planes, and no in-plane propagation vector, one can reduce the problem to a one dimensional Ising chain (along the normal to the planes) with oscillating exchange interactions between nearest and next-nearest neighbor planes, and possibly extending even farther. If limited to the next-nearest neighbors, the model is reduced to the so-called axial next nearest-neighbor Ising model (ANNNI), which was shown able to generate, depending on the parameters, a series of commensurate and incommensurate phases, resulting in the so-called devil’s staircase shape of the magnetisation and in the incommensurate propagation vector near the paramagnetic transition [57–59].

Interestingly, the ANNNI model yields, for a wide range of its parameters, an up-up-down-down ordered ground state at low temperature [57, 59, 60], i.e. the same magnetic structure found here for CeRh$_3$Si$_2$. Therefore, the metamagnetism is most likely related to oscillating long range exchange interactions, which in rare-earth based compounds can naturally be explained with the Ruderman–Kittel–Kasuya–Yosida interaction.

**V. CONCLUSION**

We have investigated the electronic and magnetic structure of CeRh$_3$Si$_2$. Inelastic neutron scattering and resonant inelastic X-ray scattering allowed us to fully characterize the crystal-field scheme of the Ce$^{3+}$ ions, and measured rather large crystal-field splittings of about 58 meV and 78 meV for the Hund’s rule ground state multiplet. The INS and RIXS spectra can be well reproduced by simulations using an hexagonal approximation for crystal-field potential (with quantization axis $z' \parallel a$). The details of the spectra have been explained on the basis of the cross-section and its selection rules. The resulting crystal-field scheme with a $J_z = \pm \frac{1}{2}$ ground state explains the strong planar anisotropy previously reported in susceptibility measurement, and provides a good agreement with those data and with the measured value of the saturated moment of about 1.23 $\mu_B$ along b. The residual in-plane anisotropy must be due to the ad-
dential orthorhombicity of the system, not considered in our crystal-field analysis.

Neutron diffraction in zero field revealed an incommensurate antiferromagnetic structure below $T_{N_1} = 4.7$ K, followed by a locking of the propagation vector below $T_{N_2} = 4.48$ K, resulting in an up-up-down-down alternation of the moments, aligned along the $b$ axis. In applied field, we identified four different magnetic structures, each corresponding to a step in the field-dependent magnetization. The size of the moment measured is in agreement with the single-ion crystal-field ground state, further confirming the absence of hybridization and/or frustration.

VI. APPENDIX

A. Finding transition energies in RIXS spectra

In order to determine the crystal-field splittings from the RIXS data, the position of the peaks were determined from a Voigt fit using the fitgk program for data fitting [63]. Each of the 18 spectra acquired at 20 K (the full set of spectra is shown in the Supplemental Material [27]) was fitted independently using 5 Voigt peaks for the crystal-field excitation, plus one Gaussian function located at 0 meV to account for the elastic signal. The fit was constrained by assuming the same linewidth for all five peaks, with a Gaussian contribution given by the width of the elastic peak. Two peaks were restricted to energies lower than 150 meV, representing the two excited $^2F_{5/2}$ levels, and the other 3 peaks were assigned in the 150–450 meV region, representing the 3 visible excitations in the $^2F_{7/2}$ multiplet.

Figure 8 shows the peak positions obtained from all these fits, and their relative heights normalized to the sum of the peak heights in each spectrum. The size of the circles is proportional to the absolute intensity of the peaks, to give more importance to the fits of spectra with better statistics. The five inelastic peaks are at about the same positions for all the fitted spectra, their intensity-weighted average positions being: 0 meV, 59 meV, 78 meV, 265 meV, 308 meV and 353 meV. The yellow dots in Fig. 8 refer to transitions into the $^2F_{5/2}$ multiplet and the blue ones to transitions into $^2F_{7/2}$. We can observe that independently on the experimental configuration (geometry, polarization, incident photon energy) the first inelastic peak at 59 meV is stronger than the peak at 78 meV, while the last peak at 353 meV has always very low intensity. As discussed in Appendix B, the comparison between these observations and the peak ratios in the calculated RIXS spectra can ease the identification of the crystal field excitations associated to those peaks.

B. Full multiplet calculation of RIXS process including crystal-field model

We performed full-multiplet calculations using the Quanty code by Maurits Haverkort [33]. In the calculations, the Slater integrals for the electron–electron interactions in the intermediate 3d$^9$4f$^2$ RIXS state, as well as the 3d and 4f spin-orbit parameters, were obtained from the Robert D. Cowan’s Atomic Structure Code [64]. To best reproduce the peak positions, the 4f spin-orbit parameter was reduced to 88% of the value calculated for an isolated ion ($\zeta_{SO} = 0.88 \times 0.087 \text{eV} = 0.07656 \text{eV}$). The $F_{ff}$ integrals for the intermediate RIXS state were scaled to 55% and the $F_{df}$ and $G_{df}$ integrals to 75% of their calculated value, having been tuned by fitting the isotropic XAS spectrum.

We searched in the phase space $(A_0^6, A_0^0, A_0^6, A_0^6)$ for sets of crystal-field parameters which correspond to the observed splittings. The parameters were varied in a fine grid of steps and the regions of the phase space compatible with the crystal-field splittings observed in our data are highlighted in Fig. 9. In particular, the $A_0^0, A_0^0, A_0^6$ and $A_0^6$ parameters were each varied in the region $[-0.8,+0.8] \text{eV}$ in steps of 0.01, 0.02, 0.03 and 0.05 eV, respectively. The brown spheres in Fig. 9 represent the solutions compatible with a $|J = \frac{5}{2}, J_z = |\pm \frac{3}{2} \rangle$ ground state as determined by magnetic susceptibility studies, [1] (once rotated in the $x’, y’, z’$ reference system used in this work, see Supplemental Material [27] for more details), and the measured splittings, allowing for a ±7 meV error on the position of the crystal-field levels, in order to be sure to take into account all the sets of parameters that yield similar splittings. This region can be further reduced by noticing that in the RIXS calculations the $|\frac{5}{2}, \pm \frac{3}{2} \rangle \rightarrow |\frac{5}{2}, \pm \frac{1}{2} \rangle$ excitation always has higher intensity than the $|\frac{3}{2}, \pm \frac{1}{2} \rangle \rightarrow |\frac{5}{2}, \pm \frac{1}{2} \rangle$ one, and that the excita-
TABLE IV. Full crystal-field wave functions and energy levels calculated with the crystal-field parameters given in the text, considering the pseudo-hexagonal quantization axis \( z' \parallel c_h \parallel a \).

Note that the \( A_6^6 \) parameter was not determined and kept zero. In case of finite \( A_6^6 \), the \( J_{z'} = \pm \frac{5}{2} \) and \( J_{z'} = \pm \frac{3}{2} \) components are allowed to mix.

| \(| J, J_{z'} \)|                  | Energy (meV) |
|-------------------------------|--------------|
| \( 0.9991|\frac{5}{2}, \pm \frac{5}{2}\| + 0.0426|\frac{5}{2}, \pm \frac{1}{2}\| \) | 0            |
| \( 0.9899|\frac{5}{2}, \pm \frac{5}{2}\| + 0.1415|\frac{5}{2}, \pm \frac{3}{2}\| \) | 59           |
| \( 0.9999|\frac{5}{2}, \pm \frac{5}{2}\| \pm 0.0122|\frac{5}{2}, \pm \frac{3}{2}\| \) | 78           |
| \( 0.9991|\frac{5}{2}, \pm \frac{5}{2}\| \mp 0.0426|\frac{5}{2}, \pm \frac{3}{2}\| \) | 265          |
| \( 0.9899|\frac{5}{2}, \pm \frac{5}{2}\| \mp 0.1415|\frac{5}{2}, \pm \frac{3}{2}\| \) | 308          |
| \( |\frac{5}{2}, \pm \frac{3}{2}\| \) | 345          |
| \( 0.9991|\frac{5}{2}, \pm \frac{5}{2}\| \mp 0.0122|\frac{5}{2}, \pm \frac{3}{2}\| \) | 353          |

In order to understand the origin of the temperature dependence of the crystal-field peak positions of CeRh\(_3\)Si\(_2\), we have measured the temperature dependence of lattice parameters with neutron diffraction on the D20 diffractometer at the Institut Laue–Langevin (ILL), Grenoble, France. The results for the temperature dependence of the lattice parameters and unit cell volume are presented in Fig. 10. All lattice parameters decrease with decreasing temperature from 300 K. Below 20 K, the \( a \) lattice parameter is nearly temperature-independent, while the \( b \) parameter exhibits a small upturn. A smaller upturn was also observed in the \( c \) lattice parameter below 10 K. The unit cell volume decreases with temperature from 300 K and becomes temperature-independent below 20 K. Considering there is no obvious anomaly observed in the lattice parameters and unit cell volume with temperature, the temperature dependence of the INS peak position could be associated with gradual changes in the lattice and the volume expansion with increasing temper-
FIG. 11. (a) Simulated crystal-field excitation spectrum including multipole interactions beyond the dipole interaction. The spectrum is averaged over a $Q$ range extending from $Q_{\text{min}}$ to 10 Å$^{-1}$, where $Q_{\text{min}}$ is determined by the neutron kinematics and the lowest scattering angle in the experiment (about 4°). The integrated intensity of each crystal-field transition is written in red above the peak. (b) Comparison between the experimental data (5 K, filled symbols) from MERLIN and the simulated crystal-field spectrum (solid line).

The temperature. In order to estimate the change in the crystal-field peak position, we have used point charge model to calculate the crystal-field energy using the lattice parameters at 7 K and 300 K. We used the McPhase program for this calculation. Although the first excited crystal-field level estimated from the point-charge model is very high (412.64 meV at 7 K and 410.72 meV at 300 K), the difference between 7 K and 300 K is 1.92 meV, which is in good agreement with the experimental results.

D. Details of Inelastic Neutron Scattering cross-section and calculations

In Fig. 11 we report the INS spectrum acquired with an incident neutron energy of $E_i = 600$ meV, and a calculation of the spectrum from the crystal-field model presented in this work. The calculation includes all relevant multipoles in the neutron–4$f$ scattering potential [32], and the cross-section is averaged over the same range of $Q$ as the data. The calculation predicts four excitations into the $J = 7/2$ multiplet between 250 and 450 meV, which are only barely visible in our INS data due to low counting statistics, see Fig. 11(b). The detectability of this part of the spectrum is strongly suppressed by the magnetic form factor and by the broadening given by the resolution, which at these energies transfers is about 28 meV. However, our calculation shows that with larger samples and longer counting time, it is in principle possible to observe these $J = 5/2$ to $J = 7/2$ excitations by INS.

As discussed in the main text, the excitation near 78 meV is a quadrupolar transition, and, therefore, it is not expected to be visible in the experimental data at the low $Q$ values ($Q < 4$ Å$^{-1}$) of the data in Fig. 2(d), or in the calculation of the dipole cross-section using the hexagonal CEF approximation, also shown in Fig. 2(d). For larger momentum transfers, quadrupole excitations gain intensity and the structure factor (or form factor) has a maximum at $Q \approx 8$ Å$^{-1}$ for Ce$^{3+}$. To compare with the RIXS results we have plotted the INS data at higher momentum transfers, averaged from $Q = 6$ to 11 Å$^{-1}$, and calculated the neutron scattering cross-section going beyond the dipole approximation (Fig. 2(d), inset). The calculation shows how these excitations with $\Delta J_z = \pm 2$ are accessible at these values of $Q$, and some extra intensity is indeed detected in the experiment around 78 meV, although it is near the detection threshold due to the noise.

E. Gaussian fits of neutron diffraction data

In Fig. 12 are shown the 1D cuts of the 2D neutron diffraction intensity map (Fig. 6 the main text) used to determine the magnetic propagation vectors.
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FIG. 12. Neutron diffraction scans in the [0 0 K 1] reciprocal direction as a function of magnetic field ($H$) applied parallel to the [011] direction of CeRh$_3$Si$_2$. The measurements were made on the Zebra diffractometer at $T = 1.5$ K. It is to be noted that the [011] direction is at 30° to the $b$-axis.
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\section*{VIII. SUPPLEMENTAL MATERIAL}

\subsection*{A. Experimental RIXS spectra and crystal field calculation}

We show here in Figs 13, 14, 15 and 16 the full set of experimental RIXS spectra of CeRh$_3$Si$_2$ acquired on ID32 at ESRF (black circles) The red dots indicate the transition intensities resulting from our crystal-field analysis presented in the main text, and the full red line is the calculated spectrum with the present experimental resolution The elastic intensity at 0 eV, not obtainable with simulations, was adjusted to fit the spectra.

\subsection*{B. Crystal field scheme in different reference systems and comparison with previous literature}

Tables V, VI, VII and VIII contain energies, wave functions, and moments for all states as obtained from the crystal-field calculations based on the two different quantization axis ($z' \parallel a$ and $z \parallel c$), for the present set of crystal-field parameters obtained from fits to RIXS and INS data, and for the parameters obtained by Pikul \textit{et al.} [1] from the fit of the static susceptibility From the tables it is evident that the two works find essentially the same crystal field ground state, which expressed in the reference system of this work ($x' \parallel c$, $y' \parallel b$, $z' \parallel a$, see Tables V and VII) is an almost pure $|J = \frac{5}{2}, J_z = \pm \frac{1}{2}\rangle$ doublet It is to be noted that the choice of quantization axis does not change the energy eigenvalues (i.e the energy of crystal field levels), but it changes the eigenvectors, because the basis functions change.
[1] A. P. Pikul, D. Kaczorowski, Z. Gajek, J. Stępień-Damm, A. Ślebarski, M. Werwiński, and A. Szajek, Giant crystal-electric-field effect and complex magnetic behavior in single-crystalline CeRh$_3$Si$_2$, PhysRevB 81, 174408 (2010).
FIG. 13. Set of RIXS spectra for various experimental settings (on the same row two spectra with different incident polarizations) and corresponding simulations.
FIG. 14. Other RIXS spectra with various experimental settings, and corresponding simulations.
FIG. 15. Temperature dependence of RIXS spectra (20 K in the left panels, 300 K in the right panels), acquired with different scattering geometries.
FIG. 16. Collection of RIXS spectra acquired with higher incident photon energy: $E_c + 1\ eV$
| Energy (meV) | |J, Jz||a) components | Moments | |μ_a||x' | μ_b||y' | μ_c||z' |
|---|---|---|---|---|---|
| 0 | 0 | 0 | 0 | 0.9991 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | -0.0426 | 0.0 | 0.0 | 0.0 | -0.47 | -1.26 | -1.26 |
| 59.7 | 692 | 0 | 0 | 0.99899 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | -0.1415 | 0.0 | 0.0 | 0.0 | -1.42 | 0.0 | 0.0 |
| 78.1 | 906 | 0.9999 | 0 | 0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0122 | 0.0 | 0.0 | 0.0 | -2.13 | 0.0 | 0.0 |
| 87.1 | 906 | 0 | 0 | 0 | 0.9999 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | -0.0122 | 0.0 | 0.0 | 0.0 | -2.13 | 0.0 | 0.0 |
| 265.7 | 3082 | 0 | 0 | 0.0426 | 0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.9991 | 0.0 | 0.0 | 0.0 | -0.53 | -2.26 | -2.26 |
| 304.9 | 3537 | 0 | 0 | 0 | -0.0426 | 0 | 0.0 | 0.0 | 0.0 | 0.9991 | 0.0 | 0.0 | 0.0 | 0.53 | 2.26 | 2.26 |
| 304.9 | 3537 | 0 | 0 | 0 | 0.1415 | 0 | 0.0 | 0.0 | 0.0 | 0.9899 | 0.0 | 0.0 | 0.0 | -1.58 | 0.0 | 0.0 |
| 344.7 | 3999 | 0 | 0 | 0 | 0 | -0.1415 | 0 | 0.0 | 0.0 | 0.9899 | 0.0 | 0.0 | 0.0 | 1.58 | 0.0 | 0.0 |
| 344.7 | 3999 | 0 | 0 | 0 | 0 | 0 | -0.1415 | 0 | 0.0 | 0.0 | 0.9899 | 0.0 | 0.0 | 0.0 | -1.58 | 0.0 | 0.0 |
| 352.9 | 4094 | -0.0122 | 0 | 0 | 0 | 0 | 0 | 0.0 | 0.9999 | 0.0 | 0.0 | 0.0 | -2.87 | 0.0 | 0.0 |
| 352.9 | 4094 | 0 | 0 | 0 | 0 | 0 | 0.0122 | 0 | 0.0 | 0.0 | 0.9999 | 0.0 | 0.0 | 0.0 | 2.87 | 0.0 | 0.0 |

**TABLE V.** Crystal field scheme corresponding to the crystal field parameters determined in this work, expressed in the reference system with the quantization axis $z' || a$ ($x' || b$ and $y' || c$).

Crystal field parameters:

$A_0^J$: -135 meV (-1566 K), $A_0^{1J}$: -172 meV (-1995 K), $A_0^0$: 30 meV (348 K), $\zeta SO$: 76.6 meV (888 K).
| Energy (meV) | $|J, J_z|/c$ components | Moments $\mu_{a/x}$ $\mu_{b/y}$ $\mu_{c/z}$ |
|---|---|---|
| 0 | 0 | 0.000 0.000 0.000 |
| 0 | 0 | 0.000 0.000 0.000 |
| 692 | 0.742 | -0.350 |
| 692 | -0.553 | 0.740 |
| 906 | 0.559 | 0.791 |
| 906 | 0.250 | 0.791 |
| 3082 | 0.034 | 0.015 |
| 3537 | -0.079 | 0.106 |
| 3537 | -0.106 | 0.050 |
| 3999 | 0 | 0.031 |
| 3999 | 0 | 0.031 |
| 4095 | 0.007 | 0.010 |
| 4095 | -0.003 | 0.000 |

TABLE VI. Crystal field scheme corresponding to the crystal field parameters determined in this work, expressed in the reference system with the quantization axis $z || (x || a \text{ and } y || b)$, the same reference system used in Ref [1]).

Crystal field parameters:
- $A_{2}^{6}$: 67.5 meV (783 K), $A_{2}^{7}$: -82.6 meV (-959 K), $A_{2}^{8}$: -64.5 meV (-748 K), $A_{2}^{9}$: 68 meV (788 K), $A_{2}^{10}$: -90 meV (-1043 K), $A_{2}^{11}$: -9.4 meV (-109 K), $A_{2}^{12}$: 9.6 meV (112 K), $A_{2}^{13}$: -10.5 meV (-122 K), $A_{2}^{14}$: 14.2 meV (165 K), $\zeta_{SD}$: 76.6 meV (888 K).
| Energy (meV) | $|J, J_{x'}||a'||c'||y'||b'||c'|$ components | Moments |
|-------------|---------------------------------|---------|
| 0           | 0.09 0 0.91 0 -0.09 0 0.01 0 0.02 0 -0.02 0 0.04 0 0.05 0.08 0.04 | $\mu_a|_{x'}$ $\mu_b|_{y'}$ $\mu_c|_{z'}$ |
| 0           | 0 0 -0.09 0 0.91 0 0.09 -0.05 0 -0.42 0 0.24 0 -0.02 0 0.43 0.3 0.19 |
| 56.4        | 655 -0.06 -0.39 0 0.69 0 0.29 0 0.02 0 0.05 0 0.24 0 -0.24 0.21 0.7 |
| 56.4        | 655 0 0.74 0 -0.05 0 0.69 0 0.29 0 -0.05 0 0.24 0 -0.24 0.21 0.7 |
| 59.7        | 693 0.69 0 -0.05 0 0.69 0 0.29 0 -0.05 0 0.24 0 -0.24 0.21 0.7 |
| 267.1       | 3099 0.01 0 0.02 0 -0.03 0.37 0 0.34 0 0.84 0 -0.24 0.21 0.7 |
| 300.4       | 3485 -0.05 0 -0.04 0 0.02 0 0.08 0 -0.38 0 -0.48 0 0.73 0 0.25 0.25 0.25 |
| 300.4       | 3485 0 -0.02 0 0.04 0 0.05 0.24 0 0.73 0 -0.48 0 -0.38 0 0.25 0.25 0.25 |
| 471.8       | 5473 0 -0.16 0 0.06 0 -0.36 0.67 0 -0.53 0 -0.22 0 -0.29 0 -0.5 0.77 |
| 471.8       | 5473 0.36 0 -0.06 0 0.16 0 -0.29 0 -0.21 0 -0.29 0 0.67 0.57 0.77 |
| 507.7       | 5889 0.08 0 -0.03 0 -0.28 0 0.78 0 -0.07 0 0.29 0 0.49 0.63 0.21 1.94 |
| 507.7       | 5889 0.08 0 -0.03 0 -0.28 0 0.78 0 -0.07 0 0.29 0 0.49 0.63 0.21 1.94 |

TABLE VII. Crystal field scheme corresponding to the crystal field parameters from reference [1], expressed in the reference system with quantization axis $z' || a (x' || c$ and $y' || b$).

Crystal field parameters:

$A_2^0$: -190.5 meV (-2210 K), $A_2^1$: 15.3 meV (177 K), $A_2^2$: -278.3 meV (-3229 K), $A_2^3$: -101.3 meV (-1175 K), $A_2^4$: 83.2 meV (965 K), $A_2^5$: 78.4 meV (910 K), $A_2^6$: 73.5 meV (853 K), $A_2^7$: 457 meV (5302 K), $A_2^8$: -364.8 meV (-4323 K), $\zeta_{SO}$: 80.5 meV (934 K).
### Table VIII. Crystal field scheme corresponding to the crystal field parameters from reference [1], expressed in the reference system with the quantization axis $z \parallel c$ ($x \parallel a$ and $y \parallel b$)

| Energy (meV) | $|J, J_z||e\rangle$ components | Moments |
|--------------|----------------------------------|---------|
| 0            | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | $\mu_{a||x}$ | $\mu_{b||y}$ | $\mu_{c||z}$ |
| 0            | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0.081   | 0   | -0.427 | 0   | 0.408 | 0   | 0.046 | 0   | 0.028 | 0   | 0.080 | 0   | 0.027 | -0.43 | -1.3 | -1.19 |
| 0            | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | 0.408 | 0   | -0.427 | 0   | 0.801 | -0.027 | 0   | -0.080 | 0   | -0.028 | 0   | -0.046 | 0   | 0.43 | 1.3 | 1.19 |
| 56.5         | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | 0.239 | 0   | 0.874 | 0   | 0.08 | 0   | -0.126 | 0   | -0.255 | 0   | -0.083 | -0.12 | -0.75 | -0.64 |
| 56.5         | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | 0.874 | 0   | 0.239 | 0   | -0.290 | 0.083 | 0   | 0.255 | 0   | 0.126 | 0   | -0.080 | 0   | 0.12 | 0.75 | 0.64 |
| 59.7         | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | 0.783 | 0   | -0.077 | 0   | 0   | -0.061 | 0   | -0.334 | 0   | 0.014 | 0   | 0.223 | -0.15 | -0.54 | -0.87 |
| 59.7         | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | -0.077 | 0   | 0.783 | 0   | 0.464 | -0.223 | 0   | -0.014 | 0   | 0.334 | 0   | 0.061 | 0   | 0.15 | 0.54 | 0.87 |
| 267.1        | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | 0.016 | 0   | 0.035 | 0   | 0   | 0.237 | 0   | 0.510 | 0   | -0.313 | 0   | 0.764 | -0.11 | -0.48 | -2.21 |
| 267.1        | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | -0.018 | 0   | -0.035 | 0   | 0.016 | 0.764 | 0   | -0.313 | 0   | 0.510 | 0   | 0.237 | 0   | 0.11 | 0.48 | 2.21 |
| 300.4        | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | 0.071 | 0   | 0.011 | 0   | 0   | -0.035 | 0   | 0.218 | 0   | -0.247 | 0   | 0.940 | 0   | -0.67 | -1.33 | -2.51 |
| 300.4        | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | -0.036 | 0   | -0.011 | 0   | -0.071 | 0   | 0.940 | 0   | -0.247 | 0   | 0.218 | 0   | -0.035 | 0.67 | 1.33 | 2.51 |
| 471.8        | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | 0.133 | 0   | 0.381 | 0   | 0.056 | 0   | 0.139 | 0   | 0.742 | 0   | 0.228 | 0   | -0.461 | -1.56 | -0.5 | -0.77 |
| 471.8        | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | -0.056 | 0   | -0.381 | 0   | -0.133 | -0.461 | 0   | 0.228 | 0   | 0.742 | 0   | 0.139 | 0   | 1.56 | 0.5 | 0.77 |
| 507.7        | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | -0.201 | 0   | 0.013 | 0   | 0.233 | 0   | -0.170 | 0   | 0.017 | 0   | 0.855 | 0   | 0.381 | -0.65 | -0.21 | -1.94 |
| 507.7        | $|\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}\rangle$ | 0   | -0.233 | 0   | -0.013 | 0   | 0.201 | 0.381 | 0   | 0.855 | 0   | 0.017 | 0   | -0.170 | 0   | 0.63 | 0.21 | 1.94 |

Crystal field parameters:
- $A_0^1$: 114 meV (1322 K), $A_2^1$: -109 meV (-1265 K), $A_4^1$: 63 meV (727 K), $A_2^2$: 114 meV (1327 K), $A_2^3$: -202 meV (-2345 K), $A_0^4$: -645 meV (-7478 K), $A_4^4$: -190 meV (-2197 K), $A_4^6$: 264 meV (3060 K), $A_0^8$: 193 meV (2239 K), $\zeta_{SO}$: 80.5 meV (934 K)