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Abstract: We introduce two new graphical-level relations among possible contributions to the four-point correlation function and scattering amplitude in planar, maximally supersymmetric Yang-Mills theory. When combined with the rung rule, these prove powerful enough to fully determine both functions through ten loops. This then also yields the full five-point amplitude to eight loops and the parity-even part to nine loops. We derive these rules, illustrate their applications, compare their relative strengths for fixing coefficients, and survey some of the features of the previously unknown nine and ten loop expressions. Explicit formulae for amplitudes and correlators through ten loops are available at: http://goo.gl/JH0yEc.

Keywords: Scattering Amplitudes, AdS-CFT Correspondence, Duality in Gauge Field Theories

ArXiv ePrint: 1609.00007
1 Introduction

Among all four-dimensional quantum field theories lies a unique example singled out for its remarkable symmetry and mathematical structure as well as its key role in the AdS/CFT correspondence. This is maximally supersymmetric (N = 4) Yang-Mills theory (SYM) in the planar limit [1]. It has been the subject of great interest over recent years, and the source of many remarkable discoveries that may extend to much more general quantum field theories. These features include a connection to Grassmannian geometry [2–6], extra simplicity for planar theories’ loop integrands [7–9], the existence of all-loop recursion relations [10], and the existence of unanticipated symmetries [11–14] and related dualities between observables in the theory [15–24]. Of these, the duality between scattering amplitudes and correlation functions, will play a fundamental role throughout this work.

Much of this progress has been fueled through concrete theoretical data: heroic efforts of computation are made to determine observables (with more states, and at higher orders of perturbation); and this data leads to the discovery of new patterns and structures that allow these efforts to be extended even further. This virtuous cycle — even when applied merely to the ‘simplest’ quantum field theory — has taught us a great deal about the structure of field theory in general, and represents an extremely fruitful way to improve our ability to make predictions for experiments.
In this paper, we greatly extend the reach of this theoretical data by computing a particular observable in this simple theory to ten loops — mere months after eight loops was first determined. This is made possible through the use of powerful new graphical rules described in this work. The observable in question is the four-point correlation function among scalars — the simplest operator that receives quantum corrections in planar SYM. This correlation function is closely related to the four-particle scattering amplitude, as reviewed below. But the information contained in this single function is vastly more general: it contains information about all scattering amplitudes in the theory — including those involving more external states (at lower loop-orders). As such, our determination of the four-point correlator at ten loops immediately provides information about the five-point amplitude at nine loops, the six-point amplitude at eight loops, etc. [25].

Before we review this correspondence and describe the rules used to obtain the ten loop correlator, it is worth taking a moment to reflect on the history of our knowledge about it. Considered as an amplitude, it has been the subject of much interest for a long time. The tree-level amplitude was first expressed in supersymmetric form by Nair in ref. [26]. It was computed using unitarity to two loops in 1997 [27] (see also [28]), to three loops in 2005 [29], to five loops in 2007 — first at four loops [30], and five quickly thereafter [31] — and to six loops around 2009 [32] (although published later). The extension to seven loops required significant new technology. This came from the discovery of the soft-collinear bootstrap in 2011 [8]. Although not known at the time, the soft-collinear bootstrap method (as described in ref. [8]), would have failed beyond seven loops; but luckily, the missing ingredient would be supplied by the duality between amplitudes and correlation functions discovered in [18, 19] and elaborated in [22–24, 33]. The determination of the four-point correlator in planar SYM followed a somewhat less linear trajectory. One and two loops were obtained soon after (and motivated by) the AdS/CFT correspondence between 1998 and 2000 [34–38]. But despite a great deal of effort by a number of groups, the three loop result had to wait over 10 years until 2011 — at which time the four, five, and six loop results were found in quick succession [25, 39–41]; seven loops was reached in 2013 [25].

The breakthrough for the correlator, enabling this rapid development, was the discovery of a hidden symmetry [39, 40]. On the amplitude side, the extension of the above methods to eight loops also required the exploitation of this symmetry via the duality between amplitudes and correlators. This hidden symmetry (reviewed below) greatly simplifies the work required to extend the soft-collinear bootstrap, making it possible to determine the eight loop functions in 2015 [42].

While the eight loop amplitude and correlator were determined (the ‘hard way’), using just the soft-collinear bootstrap and hidden symmetry, we had already started exploring alternative methods to find these functions which seemed quite promising. These were mentioned in the conclusions of ref. [42] — the details of which we describe in this note. This new approach, based not on algebraic relations but graphical ones, has allowed for a watershed of new theoretical data similar to that of 2007: within a few short months, we were able to fully determine both the nine and ten loop correlation functions. The reason for this great advance — the (computational) advantages of graphical rules — will be discussed at the end of this introduction.
Our work is organized as follows. In section 2 we review the representation of amplitudes and correlation functions, and the duality between them. This will include a summary of the notation and conventions used throughout this paper, and also a description of the way that the terms involved are represented both algebraically and graphically. We elaborate on how the plane embedding of the terms that contribute to the correlator (viewed as graphs) allow for the direct extraction of amplitudes at corresponding (and lower) loop-orders — including amplitudes involving more than four external states — in section 2.2. The three graphical rules sufficient to fix all possible contributions (at least through ten loops) are described in section 3. We will refer to these as the triangle, square, and pentagon rules.

The triangle and the square rules relate terms at different loop orders, while the pentagon rule relates terms at a given loop-order. While the square rule is merely the graphical manifestation of the so-called ‘rung’ rule [27, 40] (generalized by the hidden symmetry of the correlator), the triangle and pentagon rules are new. We provide illustrations of each and proofs of their validity in section 3. These rules have varying levels of strength. While the square rule is well-known to be insufficient to determine the amplitude or correlator at all orders (and the same is true for the pentagon rule), we expect that the combination of the square and triangle rules do prove sufficient — but only after their consequences at higher loop-orders are taken also into account. (For example, the pentagon rule was not required for us to determine the nine loop correlator — but the constraints that follow from the square and triangle rules at ten loops were necessary.) In section 4 we describe the varying strengths of each of these rules, and summarize the expressions found for the correlation function and amplitude through ten loops in section 4.1. The explicit expressions for the ten loop correlator and amplitude have been made available at http://goo.gl/JH0yEc. Details on how this data can be obtained and the functionality provided (as part of a bare-bones Mathematica package) are described in appendix A.

Before we begin, however, it seems appropriate to first describe what accounts for the advance — from eight to ten loops — in such a short interval of time. This turns out to be entirely a consequence of the computational power of working with graphical objects over algebraic expressions. The superiority of a graphical framework may not be manifest to all readers, and so it is worth describing why this is the case — and why a direct extension of the soft-collinear bootstrap beyond eight loops (implemented algebraically) does not seem within the reach of existing resources.

Why graphical rules? It is worth taking a moment to describe the incredible advantages of graphical methods over analytic or algebraic ones. The integrands of planar amplitudes or correlators can only meaningfully be defined if the labels of the internal loop momenta are fully symmetrized. Only then do they become well-defined, rational functions. But this means that, considered as algebraic functions, even evaluation of an integrand requires summing over all the permuted relabelings of the loop momenta (not to mention any cyclic or dihedral symmetrization of the legs that is also required). Thus, any analysis that makes use of evaluation will be rendered computationally intractable beyond some loop-order by the simple factorial growth in the time required by symmetrized evaluation.
This is the case for the soft-collinear bootstrap as implemented in ref. [42]. At eight loops, the system of equations required to find the coefficients is a relatively straight-forward problem in linear algebra; and solving this system of equations is well within the limits of a typical laptop computer. However, setting up this linear algebra problem requires the evaluation of many terms — each at a sufficient number of points in loop-momentum space. And even with considerable ingenuity (and access to dozens of CPUs), these evaluations required more than two weeks to complete. Extending this method to nine loops would cost an additional factor of 9 from the combinatorics, and also a factor of 15 from the growth in the number of unknowns. This seems well beyond the reach of present-day computational resources.

However, when the terms involved in the representation of an amplitude or correlator are considered more abstractly as graphs, the symmetrization required by evaluation becomes irrelevant: relabeling the vertices of a graph clearly leaves the graph unchanged. And it turns out that graphs can be compared with remarkable efficiency. Indeed, Mathematica has built-in (and impressive) functionality for checking if two graphs are isomorphic (providing all isomorphisms that may exist). This means that relations among terms, when expressed as identities among graphs, can be implemented well beyond the limits faced for any method requiring evaluation.

We do not yet know of how the soft-collinear bootstrap can be translated as a graphical rule. And this prevents its extension beyond eight loops — at least at any time in the near future. However, the graphical rules we describe here prove sufficient to uniquely fix the amplitude and correlator through at least ten loops, and reproduce the eight loop answer in minutes rather than weeks. The extension of these ideas — perhaps amended by a broader set of analogous rules — to higher loops seems plausible using existing computational resources. Details of what challenges we expect in going to higher orders will be described in the conclusions.

2 Review of amplitude/correlator duality

Let us briefly review the functional forms of the four-particle amplitude and correlator in planar maximally supersymmetric ($\mathcal{N} = 4$) Yang-Mills theory (SYM), the duality that exists between these observables, and how each can be represented analytically as well graphically at each loop-order. This will serve as a casual review for readers already familiar with the subject; but for those less familiar, we will take care to be explicit about the (many, often implicit) conventions.

The most fundamental objects of interest in any conformal field theory are gauge-invariant operators and their correlation functions. Perhaps the simplest operator in planar SYM is $\mathcal{O}(x) \equiv \text{Tr}(\varphi(x)^2)$, where $\varphi$ is one of the six scalars of the theory and the trace is taken over gauge group indices (in the adjoint representation). This is a very special operator: it is related by (dual) superconformal symmetry to both the stress-energy tensor and the on-shell Lagrangian, is dual to supergravity states on $\text{AdS}_5$, protected from renormalization, and annihilated by half of the supercharges of the theory. Moreover, its two- and three-point correlation functions are protected from perturbative corrections.
The four-point correlator involving $\mathcal{O}(x)$,

$$\mathcal{G}_4(x_1, x_2, x_3, x_4) \equiv \langle \mathcal{O}(x_1) \mathcal{O}(x_2) \mathcal{O}(x_3) \mathcal{O}(x_4) \rangle,$$  

(2.1)
is therefore the first non-trivial observable of interest in the theory. This correlator, computed perturbatively in loop-order and divided by the tree-level correlator is related to the four-particle amplitude (also divided by the tree) in a simple way [18, 19]:

$$\lim_{\text{light-like}} \frac{\mathcal{G}_4(x_1, x_2, x_3, x_4)}{\mathcal{G}_4^{(0)}(x_1, x_2, x_3, x_4)} = \mathcal{A}_4(x_1, x_2, x_3, x_4)^2,$$  

(2.2)

where the amplitude is represented in dual-momentum coordinates, $p_a \equiv x_{a+1} - x_a$, and the light-like limit corresponds to taking the four (otherwise generic) points $x_a \in \mathbb{R}^{3,1}$ to be light-like separated: defining $x_{ab} \equiv x_b - x_a$, this corresponds to the limit where $x_{12}^2 = x_{23}^2 = x_{34}^2 = x_{41}^2 = 0$. Importantly, while the correlator is generally finite upon integration, the limit taken in (2.2) is divergent; however, the correspondence exists at the level of the loop integrand — both of which can be uniquely defined in any (planar) quantum field theory upon symmetrization in (dual) loop-momentum space.

As a loop integrand, both sides of the identity (2.2) are rational functions in $(4 + \ell)$ points in $x$-space — to be integrated over the $\ell$ additional points, which we will (suggestively) denote as $x_{4+1}, \ldots, x_{4+\ell}$. While the external points $x_1, \ldots, x_4$ would seem to stand on rather different footing relative to the loop momenta, it was noticed in ref. [39] that this distinction disappears completely if one considers instead the function (appropriate for the component of the supercorrelator in (2.1)),

$$\mathcal{F}^{(\ell)}(x_1, \ldots, x_4, x_5, \ldots, x_{4+\ell}) \equiv \frac{1}{2} \left( \frac{\mathcal{G}_4^{(\ell)}(x_1, x_2, x_3, x_4)}{\mathcal{G}_4^{(0)}(x_1, x_2, x_3, x_4)} \right) / \xi^{(4)} ,$$  

(2.3)

where $\xi^{(4)}$ is defined to be $x_{12}^2 x_{23}^2 x_{34}^2 x_{41}^2 (x_{13} x_{24})^2$. As the attentive reader may infer, we will later have use to generalize this — yielding $\xi^{(4)}$ as a particular instance of,

$$\xi^{(n)} \equiv \prod_{a=1}^{n} x_{aa+1}^2 x_{aa+2}^2 ,$$  

(2.4)

where cyclic ordering on $n$ points $x_a$ is understood (as well as the symmetry $x_{ab}^2 = x_{ba}^2$). With this slight modification, it was discovered in ref. [39] that the function $\mathcal{F}^{(\ell)}$ is fully permutation invariant in its arguments. This hidden symmetry is quite remarkable, and is responsible for a dramatic simplification in the representation of both the amplitude and the correlator. Because of the close connection between $\mathcal{F}^{(\ell)}$ and the correlation function defined via (2.3), we will frequently refer to $\mathcal{F}^{(\ell)}$ as ‘the $\ell$ loop correlation function’ throughout the rest of this work; we hope this slight abuse of language will not lead to any confusion to the reader.

### 2.1 f-graphs: their analytic and graphical representations

Considering the full symmetry of $\mathcal{F}^{(\ell)}$ among its $(4 + \ell)$ arguments, we are led to think of the possible contributions more as graphs than algebraic expressions. Conformality requires
that any such contribution must be weight $-4$ in each of its arguments; locality ensures that only factors of the form $x^2_{ab}$ can appear in the denominator; analyticity requires that there are at most single poles in these factors (for the amplitude — for the correlator, analysis of OPE limits); and finally, planarity informs us that these factors must form a plane graph. The denominator of any possible contribution, therefore, can be encoded as a plane graph with edges $a \leftrightarrow b$ for each factor $x^2_{ab}$. (Because $x^2_{ab} = x^2_{ba}$, these graphs are naturally undirected.)

We are therefore interested in plane graphs involving $(4 + \ell)$ points, with valency at least $4$ in each vertex. Excess conformal weight from vertices with higher valency can be absorbed by factors in the numerator. Conveniently, it is not hard to enumerate all such plane graphs — one can use the program CaGe [43], for example. Decorating each of these plane graphs with all inequivalent numerators capable of rending the net conformal weight of every vertex to be $-4$ results in the space of so-called ‘$f$-graphs’. The enumeration of the possible $f$-graph contributions that result from this exercise (through eleven loop-order) is given in table 1. Also in the table, we have listed the number of (graph-inequivalent) planar, (dual-)conformally invariant (‘DCI’) integrands that exist. (The way in which these contributions to the four-particle amplitude are obtainable from each $f$-graph is described below.)

(To be clear, table 1 counts the number of \textit{plane} graphs — that is, graphs with a fixed plane embedding. The distinction here is only relevant for graphs that are not 3-vertex connected — which are the only planar graphs that admit multiple plane embeddings. We have found that no such graphs contribute to the amplitude or correlator through ten loops — and we strongly expect their absence can be proven. However, because the graphical rules we describe are sensitive to the plane embedding, we have been careful about this distinction in our analysis — without presumptions on their irrelevance.)

When representing an $f$-graph graphically, we use solid lines to represent every factor in the denominator, and dashed lines (with multiplicity) to indicate the factors that appear

---

| $\ell$ | number of plane graphs | number of graphs admitting decoration | number of decorated plane graphs ($f$-graphs) | number of planar DCI integrands |
|-------|------------------------|--------------------------------------|---------------------------------|---------------------------------|
| 1     | 0                      | 0                                    | 0                               | 1                               |
| 2     | 1                      | 1                                    | 1                               | 1                               |
| 3     | 1                      | 1                                    | 1                               | 2                               |
| 4     | 4                      | 3                                    | 3                               | 8                               |
| 5     | 14                     | 7                                    | 7                               | 34                              |
| 6     | 69                     | 31                                   | 36                              | 284                             |
| 7     | 446                    | 164                                  | 220                             | 3,239                           |
| 8     | 3,763                  | 1,432                                | 2,709                           | 52,033                          |
| 9     | 34,662                 | 13,972                               | 43,017                          | 1,025,970                       |
| 10    | 342,832                | 153,252                              | 900,145                         | 24,081,425                      |
| 11    | 3,483,075              | 1,727,655                            | 22,097,035                      | 651,278,237                     |

\textbf{Table 1.} Statistics of plane graphs, $f$-graphs, and DCI integrands through $\ell = 11$ loops.
in the numerator. For example, the possible $f$-graphs through four loops are as follows:

\[ f^{(1)}_1 = \quad f^{(2)}_1 = \quad f^{(3)}_1 = \]
\[ f^{(4)}_1 = \quad f^{(4)}_2 = \quad f^{(4)}_3 = \]

(2.5)

In terms of these, the loop-level correlators $F^{(\ell)}$ would be expanded according to:

\[ F^{(1)} = f^{(1)}_1, \quad F^{(2)} = f^{(2)}_1, \quad F^{(3)} = f^{(3)}_1, \quad F^{(4)} = f^{(4)}_1 + f^{(4)}_2 - f^{(4)}_3. \]  

(2.6)

(Notice that $f^{(1)}_1$ in (2.5) is not planar; this is the only exception to the rule; however, it does lead to planar contributions to $G^{(1)}_4$ and $A^{(1)}_4$ after multiplication by $\xi^{(4)}$.)

In general, we can always express the $\ell$ loop correlator $F^{(\ell)}$ in terms of the $f$-graphs $f^{(\ell)}_i$ according to,

\[ F^{(\ell)} = \sum_i c^\ell_i f^{(\ell)}_i, \]  

(2.7)

where the coefficients $c^\ell_i$ (indexed by the complete set of $f$-graphs at $\ell$ loops) are rational numbers — to be determined using principles such as those described below. At eleven loops, for example, there will be 22,097,035 coefficients $c^{11}_i$ that must be determined (see table 1).

Analytically, these graphs correspond to the product of factors $x^2_{ab}$ in the denominator for each solid line in the figure, and factors $x^2_{ab}$ in the numerator for each dashed line in the figure. This requires, of course, a choice of the labels for the vertices of the graph. For example,

\[ \frac{x^2_{16}x^2_{37}}{x^2_{12}x^2_{13}x^2_{14}x^2_{15}x^2_{17}x^2_{23}x^2_{27}x^2_{28}x^2_{34}x^2_{36}x^2_{38}x^2_{45}x^2_{46}x^2_{56}x^2_{57}x^2_{67}x^2_{68}x^2_{78}}. \]  

(2.8)

But any other choice of labels would have corresponded to the same graph, and so we must sum over all the (distinct) relabelings of the function. Of the $8!$ such relabelings, many
leave the corresponding function unchanged — resulting (for this example) in 8 copies of each function. Thus, had we chosen to naïvely sum over all permutations of labels, we would over-count each graph, requiring division by a compensatory ‘symmetry factor’ of 8 in the analytic expression contributing to the amplitude or correlation function. (This symmetry factor is easily computed as the size of the automorphism group of the graph.) However, we prefer not to include such symmetry factors in our expressions, which is why we write the coefficient of this graph in (2.6) as ‘+1’ rather than ‘+1/8’.

And so, to be perhaps overly explicit, we should be clear that this will always be our convention. Contributions to the amplitude or correlator, when converted from graphs to analytic expressions, should be symmetrized and summed; but we will always (implicitly) consider the summation to include only the distinct terms that result from symmetrization. Hence, no (compensatory) symmetry factors will appear in our coefficients. Had we instead used the convention where \( f \)-graphs’ analytic expressions should be generated by summing over all terms generated by \( \mathfrak{S}_{4+\ell} \), the coefficients of the four loop correlator, for example, would have been \{+1/8, +1/24, −1/16\} instead of \{+1, +1, −1\} as written in (2.6).

2.2 Four-particle amplitude extraction via light-like limits along faces

When the correlation function \( F^{(\ell)} \) is expanded in terms of plane graphs, it is very simple to extract the \( \ell \) loop scattering amplitude through the relation (2.2). To be clear, upon expanding the square of the amplitude in powers of the coupling (and dividing by the tree amplitude), we find that:

\[
\lim_{4\text{-point \ light-like}} (\xi^{(4)} F^{(\ell)}) = \frac{1}{2} \left( (A_4^{(\ell)})^2 \right) = \left( A_4^{(\ell)} + A_4^{(\ell-1)} A_4^{(1)} + A_4^{(\ell-2)} A_4^{(2)} + \ldots \right). \tag{2.9}
\]

Before we describe how each term in this expansion can be extracted from the contributions to \( F^{(\ell)} \), let us first discuss which terms survive the light-like limit. Recall from equation (2.4) that \( \xi^{(4)} \) is proportional to \( x_1^2 x_2^2 x_3^2 x_4^2 \) — each factor of which vanishes in the light-like limit. Because \( \xi^{(4)} \) identifies four specific points \( x_a \), while \( F^{(\ell)} \) is a permutation-invariant sum of terms, it is clear that these four points can be arbitrarily chosen among the \((4 + \ell)\) vertices of any \( f \)-graph; and thus the light-like limit will be non-vanishing iff the graph contains an edge connecting each of the pairs of vertices: \( 1 \leftrightarrow 2, 2 \leftrightarrow 3, 3 \leftrightarrow 4, 1 \leftrightarrow 4 \). Thus, terms that survive the light-like limit are those corresponding to a 4-cycle of the (denominator of the) graph.
Any $n$-cycle of a plane graph divides it into an ‘interior’ and ‘exterior’ according to the plane embedding (viewed on a sphere). And this partition exactly corresponds to that required by the products of amplitudes appearing in (2.9). We can illustrate this partitioning with the following example of a ten loop $f$-graph (ignoring any factors that appear in the numerator):

$$\sum_{\text{cyclic}} A_4^{(10)} A_4^{(9)} A_4^{(1)} A_4^{(5)} A_4^{(5)} A_4^{(5)}$$

These three 4-cycles would lead to contributions to $A_{4}^{(10)} A_4^{(9)} A_4^{(1)}$, and $A_4^{(5)} A_4^{(5)}$, respectively. Notice that we have colored the vertices in each of the examples above according to how they are partitioned by the cycle indicated. The fact that the $\ell$ loop correlator $F^{(\ell)}$ contains within it complete information about lower loops will prove extremely useful to us in the next section. For example, the square (or ‘rung’) rule follows immediately from the requirement that the $A_4^{(\ell-1)} A_4^{(1)}$ term in the expansion (2.9) is correctly reproduced from the representation of $F^{(\ell)}$ in terms of $f$-graphs.

The leading term in (2.9) is arguably the most interesting. As illustrated above, these contributions arise from any 4-cycle of an $f$-graph encompassing no internal vertices. Such cycles correspond to faces of the graph --- either a single square face, or two triangular faces which share an edge. This leads to a direct projection from $f$-graphs into planar ‘amplitude’ graphs that are manifestly dual conformally invariant (`DCI'). Interestingly, the graphs that result from taking the light-like limit along each face of the graph can appear surprisingly different.

Consider for example the following five loop $f$-graph, which has four non-isomorphic faces, resulting in four rather different DCI integrands:

$$\text{Here, we have drawn these graphs in both momentum space and dual-momentum space --- with black lines indicating ordinary Feynman propagators (which may be more familiar to many readers), and grey lines indicating the dual graphs (more directly related to the $f$-graph). We have not drawn any dashed lines to indicate factors of } s \equiv x_{13}^2 \text{ or } t \equiv x_{24}^2 \text{ in numerators that would be uniquely fixed by dual conformal invariance. Notice that one of the faces --- the orange one --- corresponds to the ‘outer’ four-cycle of the graph as}$$
drawn; also, the external points of each planar integrand have been colored according to the face involved. As one further illustration of this correspondence, consider the following seven loop $f$-graph, which similarly leads to four inequivalent DCI integrands (drawn in momentum space):

\[
\begin{align*}
&
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{f-graph}
\end{array}
\Rightarrow
\begin{array}{c}
\includegraphics[width=0.7\textwidth]{DCI-integrands}
\end{array}
\end{align*}
\]

Before moving on, it is worth a brief aside to mention that these projected contributions are to be symmetrized according to the same convention discussed above for $f$-graphs — namely, when considered as analytic expressions, only distinct terms are to be summed. This follows directly from our convention for $f$-graphs and the light-like limit, without any relative symmetry factors required between the coefficients of $f$-graphs and the coefficients of each distinct DCI integrand obtained by taking the light-like limit.

### 2.3 Higher-point amplitude extraction from the correlator

Remarkably enough, although the correlation function $F^{(\ell)}$ was defined to be closely related to the (actual) four-point correlation function $G_4^{(\ell)}$ in planar SYM, which accounts for its relation to the four-particle scattering amplitude $A_4^{(\ell)}$, it turns out that interesting combinations of all higher-point amplitudes can also be obtained from it [22, 24, 25]. Perhaps this should not be too surprising, as $F^{(\ell)}$ is a symmetrical function on $(4 + \ell)$ points $x_n$; but it is an incredibly powerful observation: it implies that $F^{(\infty)}$ contains information about all scattering amplitudes in planar SYM!

The way in which higher-point, lower-loop amplitudes are encoded in the function $F^{(\ell)}$ is a consequence of the fully supersymmetric amplitude/correlator duality [18, 19, 22–24, 33] which was unpacked in ref. [25]:

\[
\lim_{{n \to \infty}} (\xi^{(n)} F^{(\ell)}) = \frac{1}{2} \sum_{k=0}^{n-4} \mathcal{A}_n^k \mathcal{A}_n^{n-4-k} / (\mathcal{A}_n^{n-4,0}).
\]  

Here, we have used the notation $\mathcal{A}_n^{k,\ell}$ to represent the $\ell$-loop $n$-particle $N^k$MHV amplitude divided by the $n$ particle MHV tree-amplitude. We should point out that division in (2.13) by the $N^{n-4}$MHV (MHV) tree-amplitude is required to absorb the Grassmann $\eta$ weights — resulting in a purely bosonic sum of terms from which all amplitudes can be extracted.

It is worth mentioning that while for four particles, the $\ell$ loop amplitude can be directly extracted from $F^{(\ell)}$, and for five-points one can also extract the full amplitude, for higher-point amplitudes it is not yet clear if or how one can obtain full information about amplitudes from the combination on the left-hand side of (2.13). Elaboration of how this works in detail is beyond the scope of our present work, but because the case of $n = 5$ will play an important role in motivating (and proving) the ‘pentagon rule’ described in the next section, it is worth illustrating at least this case in some detail.
The pentagonal light-like limit. In addition to being the simplest example of how higher-point amplitudes can be extracted from $\mathcal{F}(\ell)$ via (2.13), the case of five particles will prove quite useful to us in our discussion of the pentagon rule described in the next section. Therefore, let us briefly summarize how this works in practice.

In the case of five particles, the right-hand side of (2.13) is simply the product of the MHV and MHV amplitudes divided by the MHV tree-amplitude (with division by $\mathcal{A}_{0}^{5}$ left implicit, as always). Conventionally defining $\mathcal{M}_{5}^{\ell} = \mathcal{A}_{5}^{\ell}/\mathcal{A}_{5}^{0}$ and $\overline{\mathcal{M}}_{5}^{\ell} = \mathcal{A}_{5}^{\ell}/\mathcal{A}_{5}^{1}$, and expanding each in powers of the coupling, the relation (2.13) becomes more symmetrically expressed as:

$$\lim_{\text{5-point light-like}} (\xi^{(5)} \mathcal{F}(\ell+1)) = \sum_{m=0}^{\ell} \mathcal{M}_{5}^{(m)} \overline{\mathcal{M}}_{5}^{(\ell-m)}.$$  

(2.14)

Moreover, because the parity-even contributions to the loop integrands $\mathcal{M}_{5}^{(\ell)}$ and $\overline{\mathcal{M}}_{5}^{(\ell)}$ are the same, it is further convenient to define:

$$\mathcal{M}_{\text{even}}^{(\ell)} \equiv \frac{1}{2} \left( \mathcal{M}_{5}^{(\ell)} + \overline{\mathcal{M}}_{5}^{(\ell)} \right) \quad \text{and} \quad \mathcal{M}_{\text{odd}}^{(\ell)} \equiv \frac{1}{2} \left( \mathcal{M}_{5}^{(\ell)} - \overline{\mathcal{M}}_{5}^{(\ell)} \right).$$

(2.15)

Because any integrand constructed out of factors $x_{ab}^{2}$ will be manifestly parity-even, it is not entirely obvious how the parity-odd contributions to loop integrands should be represented. Arguably, the most natural way to represent parity-odd contributions is in terms of a six-dimensional formulation of dual momentum space (essentially the Klein quadric) which was first introduced in this context in ref. [44] following the introduction of momentum twistors in ref. [45]. Each point $x_{a}$ is represented by a (six-component) bi-twistor $X_{a}$. The (dual) conformal group SO(2, 4) acts linearly on this six-component object and so it is natural to define a fully antisymmetric epsilon-tensor, $\epsilon_{abcdef} \equiv \det\{X_{a}, \ldots, X_{f}\}$, in which the parity-odd part of the $\ell$ loop integrand can be represented [25]:

$$\mathcal{M}_{\text{odd}}^{(\ell)} \equiv i\epsilon_{12345\ell} \overline{\mathcal{M}}_{\text{odd}},$$

(2.16)

where $\overline{\mathcal{M}}_{\text{odd}}$ is a parity-even function, directly expressible in terms of factors $x_{ab}^{2}$.

Putting everything together, the expansion (2.14) becomes:

$$\lim_{\text{5-point light-like}} (\xi^{(5)} \mathcal{F}(\ell+1)) = \sum_{m=0}^{\ell} \left( \mathcal{M}_{\text{even}}^{(m)} \mathcal{M}_{\text{even}}^{(\ell-m)} + \epsilon_{123456} \epsilon_{12345(m+6)} \mathcal{M}_{\text{odd}}^{(m)} \mathcal{M}_{\text{odd}}^{(\ell-m)} \right).$$

(2.17)

The pentagon rule we derive in the next section amounts to the equality between two different ways to extract the $\ell$-loop 5-particle integrand from $\mathcal{F}(\ell+2)$, by identifying, as part of the contribution, the one loop integrand. As such, it is worthwhile to at least quote these contributions. They are as follows:

$$\mathcal{M}_{\text{even}}^{(1)} \equiv \quad \text{and} \quad \mathcal{M}_{\text{odd}}^{(1)} \equiv$$

(2.18)
where the circled vertex in the right-hand figure indicates the last argument of the epsilon-tensor. When converted into analytic expressions, these correspond to:

\[
\begin{align*}
\epsilon_{123456} & \equiv \frac{x^2_{12} x^2_{24}}{x^2_{16} x^2_{26} x^2_{24} x^2_{46}}, \\
\epsilon_{123456} & \equiv \frac{i x^2_{12} x^2_{24} x^2_{26} x^2_{36} x^2_{46}}{x^2_{16} x^2_{26} x^2_{36} x^2_{46} x^2_{56}},
\end{align*}
\]

where the cyclic sum of terms involves only the 5 external vertices.

### 3 (Graphical) rules for bootstrapping amplitudes

As described above, the correlator \( \mathcal{F}(\ell) \) can be expanded into a basis of \( \ell \) loop \( f \)-graphs according to (2.7). The challenge, then, is to determine the coefficients \( c^\ell_i \). We take for granted that the one loop four-particle amplitude integrand may be represented in dual momentum coordinates as:

\[
\mathcal{A}^{(1)}_4 \equiv \frac{x^2_{13} x^2_{24}}{x^2_{15} x^2_{25} x^2_{35} x^2_{45}},
\]

with which we expect most readers will be familiar. This formula in fact defines the one loop \( f \)-graph \( f^{(1)}_1 \) — as there does not exist any planar graph involving five points each having valency at least 4. As such, it is defined so as to ensure that equation (2.9) holds:

\[
f^{(1)}_1 \equiv \mathcal{A}^{(1)}_4 / \xi^{(4)} \equiv \frac{1}{x^2_{12} x^2_{13} x^2_{14} x^2_{15} x^2_{23} x^2_{24} x^2_{25} x^2_{34} x^2_{35} x^2_{45}}.
\]

This effectively defines \( \mathcal{F}^{(1)} \equiv f^{(1)}_1 \), with a coefficient \( c^1_1 \equiv +1 \). Given this seed, we will see that consistency among the products of lower-loop amplitudes in (2.9) — as well as those involving more particles (2.13) — will be strong enough to uniquely determine the coefficients of all \( f \)-graphs in the expansion for \( \mathcal{F}(\ell) \) in terms of lower loop-orders.

In this section we describe how this can be done in practice through three simple, graphical rules that allow us to ‘bootstrap’ all necessary coefficients through at least ten loops. To be clear, the rules we describe are merely three among many that follow from the self-consistency of equations (2.9) and (2.13); they are not obviously the strongest or most effective of such rules; but they are necessary conditions of any representation of the correlator, and we have found them to be sufficient to uniquely fix the expansion of \( \mathcal{F}(\ell) \) into \( f \)-graphs, (2.7), through at least ten loops.
Let us briefly describe each of these three rules in qualitative terms, before giving more detail (and derivations) in the following subsections. We refer to these as the ‘triangle rule’, the ‘square rule’, and the ‘pentagon rule’. Despite the natural ordering suggested by their names, it is perhaps best to start with the square rule — which is simply a generalization of what has long been called the ‘rung’ rule [27].

The square (or ‘rung’) rule. The square rule is arguably the most powerful of the three rules, and provides the simplest constraints — directly fixing the coefficients of certain $f$-graphs at $\ell$ loops to be equal to the coefficients of $f$-graphs at $(\ell - 1)$ loops.

Roughly speaking, the square rule follows from the requirement that whenever an $f$-graph has a contribution to $A_4^{(\ell-1)} A_4^{(1)}$, this contribution must be correct. It simply reflects the translation of what has long been known as the ‘rung’ rule [27] into the language of the correlator and $f$-graphs [40]; however, this translation proves much more powerful than the original, as described in more detail below. As will be seen in the section 4, for example, the square rule fixes $\sim 95\%$ of all $f$-graph coefficients at eleven loops — the only coefficients not fixed by the square rule are those of $f$-graphs which do not contribute any terms to $A_4^{(\ell-1)} A_4^{(1)}$.

The triangle rule. Simply put, the triangle rule states that shrinking triangular faces at $\ell$ loops is equivalent to shrinking edges at $(\ell - 1)$ loops. By this we mean simply identifying the three vertices of any triangular face of an $f$-graph at $\ell$ loops and identifying two vertices connected by an edge of an $f$-graph at $(\ell - 1)$ loops, respectively. The result of either operation is never an $f$-graph (as it will not have correct conformal weights, and will often involve vertices connected by more than one edge), but this does not prevent us from implementing the rule graphically. Typically, there are many fewer inequivalent graphs involving shrunken faces/edges, and so the triangle rule typically results in relations involving many $f$-graph coefficients. This makes the equations relatively harder to solve.

As described in more detail below, the triangle rule follows from the Euclidean short distance [40, 46] limit of correlation functions. We will prove this in the following subsection, and describe more fully its strength in fixing coefficients in section 4. But it is worth mentioning here that when combined with the square rule, the triangle rule is sufficient to fix $F^{(\ell)}$ completely through seven loops; and the implications of the triangle rule applied at ten loops is sufficient to fix $F^{(\ell)}$ through nine loops (although the triangle and square rules alone, when imposed at nine loops, would not suffice).

The pentagon rule. The pentagon rule is the five-particle analog of the square rule — following from the requirement that the $M^{(\ell-1)} M^{(1)}$ terms in the expansion (2.14) are correct. Unlike the square rule, however, it does not make use of knowing lower-loop five-particle amplitudes; rather, it simply requires that the odd contributions to the amplitude are consistent. We will describe in detail how the pentagon rule is derived below, and give examples of how it fixes coefficients.

One important aspect of the pentagon rule, however, is that it relates coefficients at a fixed loop-order. Indeed, as an algebraic constraint, the pentagon rule always becomes
the requirement that the sum of some subset of coefficients \( c_i^\ell \) is zero (without any relative factors ever required).

Before we describe and derive each of these three rules in detail, it is worth mentioning that they lead to mutually overlapping and individually over-constrained relations on the coefficients of \( f \)-graphs. As such, the fact that any solution exists to these equations — whether from each individual rule or in combination — strongly implies the correctness of our rules (and the correctness of their implementation in our code). And of course, the results we find are consistent with all known results through eight loops, which have been found using a diversity of other methods.

3.1 The square (or ‘rung’) rule: removing one loop squares

Recall from section 2.2 that, upon taking the 4-point light-like limit, an \( f \)-graph contributes a term to \( A_4^{(\ell-1)} A_4^{(1)} \) in the expansion (2.9) if (and only if) there exists a 4-cycle that encloses a single vertex. See, for example, the second illustration given in (2.10). Because of planarity, the enclosed vertex must have valency exactly 4, and so any such cycle must form a face with the topology:

\[
\begin{array}{c}
  \text{(3.3)} \\
\end{array}
\]

Whenever an \( f \)-graph has such a face, it will contribute a term of the form \( A_4^{(\ell-1)} A_4^{(1)} \) in the light-like limit. If we define the operator \( S(\mathcal{F}) \) to be the projection onto such contributions, then the rung rule states that \( S(\mathcal{F}(\ell))/A_4^{(1)} = A_4^{(\ell-1)} \). Graphically, division of (3.3) by the graph for \( A_4^{(1)} \) in (3.1) would correspond to the graphical replacement:

\[
\begin{array}{c}
  \Rightarrow \left( \begin{array}{c}
    \text{(3.4)} \\
  \end{array} \right) \\
\end{array}
\]

(Here, we have illustrated division by the graph for \( A_4^{(1)} \) — shown in (3.1) — as multiplication by its inverse.)

Importantly, the image on the right hand side of (3.4) resulting from this operation is not always planar! For it to be planar, there must exist a numerator factor connecting any two of the vertices of the square face — to cancel against one or both of the ‘new’ factors in the denominator appearing in (3.4). When the image is non-planar, however, the graph cannot contribute to \( A_4^{(\ell-1)} \), and thus the coefficient of such an \( f \)-graph must vanish. For example, consider the following six loop \( f \)-graph which has a face with the topology (3.3),

\[\text{There is an exception to this conclusion when } \ell = 2 \text{ — because } f_1^{(1)} \text{ is not itself planar.}\]
and so its contribution to $\mathcal{F}^{(6)}$ would be constrained by the square rule:

\begin{equation}
(3.5)
\end{equation}

In this case, because there are no numerator factors (indicated by dashed lines) connecting the vertices of the highlighted 4-cycle, its image under (3.4) would be non-planar, and hence this term cannot appear in $\mathcal{A}_4^{(5)}$. Therefore, the coefficient of this $f$-graph must be zero. (In fact, this reasoning accounts for 8 of the 10 vanishing coefficients that first appear at six loops.) As discussed in ref. [42], this immediately implies that there are no possible contributions with ‘$k = 4$’ divergences.

More typically, however, there is at least one numerator factor in the $\ell$ loop $f$-graph that connects vertices of the one loop square face (3.3) in order to cancel one or both of the new denominator factors in (3.4). When this is the case, the image is an $(\ell - 1)$ loop $f$-graph, and the square rule states that their coefficients are identical. For example, the coefficient of the five loop $f$-graph shown in (2.11) is fixed by the square rule to have the same coefficient as $f_3^{(4)}$ shown in (2.5):

\begin{equation}
(3.6)
\end{equation}

In summary, the square rule fixes the coefficient of any $f$-graph that has a face with the topology (3.3) directly in terms of lower-loop coefficients. And this turns out to constrain the vast majority of possible contributions, as summarized in table 2. And it is worth emphasizing that the square rule described here is in fact substantially stronger than what has been traditionally called the ‘rung’ rule [27] for two reasons: first, the square rule unifies collections of planar DCI contributions to amplitudes according to the hidden symmetry of the correlator — allowing us to fix coefficients of even the ‘non-rung-rule’ integrands such as those appearing in (2.11); secondly, the square rule allows us to infer the vanishing of certain coefficients due to the non-existence of lower-loop graphs (due to non-planarity).
### 3.2 The triangle rule: collapsing triangles and edges

The triangle rule relates the coefficients of $f$-graphs at $\ell$ loops to those at $(\ell - 1)$ loops. Simply stated, collapsing triangles (to points) at $\ell$ loops is equivalent to collapsing edges of graphs at $(\ell - 1)$ loops. More specifically, we can define an operation $T$ that projects all $f$-graphs onto their triangular faces (identifying the points of each face), and another operation $E$ that collapses all edges of $f$-graphs (identifying points). Algebraically, the triangle rule corresponds to,

$$T(F^{(\ell)}) = 2E(F^{(\ell - 1)}).$$

(3.7)

Under either operation, the result is some non-conformal (generally) multi-graph with fewer vertices, with each image coming from possibly many $f$-graphs; thus, (3.7) gives a linear relation between the $\ell$ loop coefficients of $F^{(\ell)}$ — those that project under $T$ to the same image — and the $(\ell - 1)$ loop coefficients of $F^{(\ell - 1)}$. (It often happens that an image of $F^{(\ell)}$ under $T$ is not found among the images of $F^{(\ell - 1)}$ under $E$; in this case, the right-hand side of (3.7) will be zero.)

One small subtlety that is worth mentioning is that we must be careful about symmetry factors — as the automorphism group of the pre-image may not align with the image. To be clear, $T$ acts on each triangular face of a graph (not necessarily inequivalent), and $E$ acts on each edge of a graph (again, not necessarily inequivalent); each term in the image is then summed with a factor equal to the ratio of symmetry factor of the image to that of the pre-image. In both cases, this amounts to including a symmetry factor that compensates for the difference between the symmetries of an ordinary $f$-graph and the symmetries of $f$-graphs with a decorated triangle or edge.

Let us illustrate this with an example from the seven loop correlation function. The image of $F^{(7)}$ under $T$ includes 433 graph-inequivalent images — each resulting in one identity among the coefficients $c_7^1$ and $c_6^1$. One of these inequivalent images results in the identity:

$$\begin{align*}
T &\left( c_7^1 + c_7^2 + c_7^3 + \ldots \right) \\
&= 2E \left( c_6^1 + \ldots \right) \implies (c_1^7 + 2c_2^7 + c_3^7) \\
&= 2c_1^6 \implies c_1^7 + 2c_2^7 + c_3^7 = 2c_1^6.
\end{align*}$$

(3.8)
While not visually manifest, it is not hard to check that shrinking each highlighted triangle/edge in the first line of (3.8) results in graphs isomorphic to the one shown in the second line. And indeed, the coefficients of the six and seven loop correlators (obtained independently) satisfy this identity: \(c_7^1, c_7^2, c_7^3, c_7^6 = \{+1, +1, -1, +1\}\). (The coefficient of 2 appearing in front of \(c_7^2\) results from the fact that the symmetry factor of the initial graph is 1, while its image under \(T\) has a symmetry factor of 2.)

**Proof and origins of the triangle rule.** The triangle rule arises from a reformulation of the Euclidean short distance limit of correlation functions discussed in refs. [40, 46]. In the Euclidean short distance limit \(x_2 \to x_1\), the operator product expansion dictates that the leading divergence of the logarithm of the correlation function is proportional to the one loop divergence. More precisely,

\[
\lim_{x_2 \to x_1} \log \left( 1 + \sum_{\ell \geq 1} a^\ell F^{(\ell)} \right) = \gamma(a) \lim_{x_2 \to x_1} F^{(1)} + \ldots,
\]

where ‘\(a\)’ refers to the coupling, \(F\) is defined by,

\[
F^{(\ell)} = \frac{G^{(\ell)}(x_1, x_2, x_3, x_4)}{G^{(0)}(x_1, x_2, x_3, x_4)},
\]

and where the dots in (3.9) refer to subleading terms in this limit. The proportionality constant \(\gamma(a)\) here is the anomalous dimension of the Konishi operator, and the factor 3 in (3.10) also has a physical origin — ultimately arising from the tree-level three-point function of two stress-energy multiplets and the Konishi multiplet.\(^2\)

The important point for us from (3.9) is that the logarithm of the correlator has the same divergence as the one loop correlator, whereas the correlator itself at \(\ell\) loops diverges as the \(\ell\)th power of the one loop correlator \(\lim_{x_2 \to x_1} (G^{(\ell)}) \sim \log^\ell (x_{12}^2)\). At the integrand level this divergence arises from loop integration variables approaching \(x_2 = x_1\). The only way for a loop integral of this form — with symmetrized integration variables — to be reduced to a single log divergence is if the integrand had reduced divergence in the simultaneous limit \(x_5, x_2 \to x_1\), where we recall that \(x_5\) is one of the loop integration variables.\(^3\)

More precisely then, defining the relevant perturbative logarithm of the correlation function as \(g^{(\ell)}\):

\[
\sum_{\ell \geq 1} a^\ell g^{(\ell)} \equiv \log \left( 1 + \sum_{\ell \geq 1} a^\ell F^{(\ell)} \right),
\]

then at the integrand-level (3.9) implies:\(^4\)

\[
\lim_{x_5, x_2 \to x_1} \left( \frac{g^{(\ell)}(x_1, \ldots, x_{4+\ell})}{g^{(1)}(x_1, \ldots, x_5)} \right) = 0, \quad \ell > 1.
\]

\(^2\)See refs. [40, 46] for details. There, the double coincidence limit was taken \(x_2 \to x_1, x_4 \to x_3\), but due to conformal invariance this is in fact equivalent to the single coincidence limit we consider.

\(^3\)The weaker requirement that the integrand only had a reduced divergence in the limit where two integration variables both approach \(x_1 = x_2\) would result in a divergence of at most \(\log^2\), etc.

\(^4\)In this section we are using the same notation for both integrated functions and integrands.
This equation gives a clean integrand-level consequence of the reduced divergence; however, it is phrased in terms of the logarithm of the integrand rather than the integrand itself, and this does not translate directly into a graphical rule. However, notice the relation between the log-expansion $g$ and the correlator $F$,

$$g^{(\ell)} = F^{(\ell)} - \frac{1}{\ell} g^{(1)}(x_5) F^{(\ell-1)} - \sum_{m=2}^{\ell-1} \frac{m}{\ell} g^{(m)}(x_5) F^{(\ell-m)}.$$  \hfill (3.13)

This formula can be read at the level of the integrand, and we write the dependence of the loop variable $x_5$ explicitly, the dependence on all other loop variables is completely symmetrized.\footnote{Note that although not manifest, the loop variable $x_5$ also appears completely symmetrically in the above formula. For example, consider terms of the form $F^{(1)} F^{(\ell-1)}$. One such term arises from the second term in (3.13), giving $1/\ell \times F^{(1)}(x_5) F^{(\ell-1)}$. Other such terms arise from the sum with $m = \ell - 1$, giving $(\ell - 1)/\ell \times F^{(1)}(x_5) F^{(\ell-1)}$. We see that the integration variable appears with weight 1 in $F^{(1)}$ and weight $\ell - 1$ in $F^{(\ell-1)}$ — i.e. completely symmetrically.} From equation (3.13), it is straightforward to see (using an induction argument) that (3.12) is equivalent to

$$\lim_{x_2,x_5 \to x_1} \frac{F^{(\ell)}(x_1, \ldots, x_{4+\ell})}{g^{(1)}(x_1, x_2, x_3, x_4, x_5)} = \frac{1}{\ell} \lim_{x_2 \to x_1} F^{(\ell-1)}(x_1, \ldots, x_5),$$  \hfill (3.14)

where the variable $x_5$ is missing in the right-hand side. This is now a direct rewriting of the reduced divergence at the level of integrands and as a relation for the loop level correlator (rather than the more complicated logarithm).

Note that everything in the discussion of this section so far can be transferred straightforwardly onto the soft/collinear divergence constraint; and indeed, a rephrasing of the soft/collinear constraint similar to (3.14) was conjectured in ref. [47], with the relevant limit being

$$\lim_{x \to \infty} \frac{\partial F}{\partial m}(x_1, \ldots, x_5) = \frac{1}{\ell} \lim_{x \to \infty} \frac{\partial F^{(\ell-1)}}{\partial m}(x_1, \ldots, x_5).$$  \hfill (3.15)

The final step in this rephrasing of the coincidence limit is to view (3.15) graphically. Clearly the limit on the left-hand side will only be non-zero if the corresponding term in the labelled $f$-graph contains the triangle with vertices $x_1, x_2, x_5$. The limit then deletes this triangle and shrinks it to a point. On the right-hand side, we similarly choose terms in the labelled $f$-graphs containing the edge $x_1 \leftrightarrow x_2$, delete this edge and then shrink to a point. The equation has to hold graphically and we no longer need to consider explicit labels. Simply shrink all inequivalent (up to automorphisms) triangles of the linear sum of graphs on the left-hand side and equate it to the result of shrinking all inequivalent (again, up to automorphisms) edges of the linear sum of graphs on the right-hand side. The different (non-isomorphic) shrunk graphs are independent, and thus for each shrunk graph we obtain an equation relating $\ell$ loop coefficients to $(\ell - 1)$ loop coefficients. There are six different labelings of the triangle and two different labelings of the edge which all reduce to the same expression in this limit, thus the factor of 6 in the algebraic expression (3.15) becomes the factor of 2 in the equivalent graphical version (3.7).
3.3 The pentagon rule: equivalence of one loop pentagons

Let us now describe the pentagon rule. It is perhaps the hardest to describe (and derive), but it ultimately turns out to imply much simpler relations among coefficients than the triangle rule. In particular, the pentagon rule will always imply that the sum of some subset of coefficients \( \{ c_i \} \) vanishes — with no relative factors between terms in the sum. Let us first describe operationally how these identities are found graphically, and then describe how this rule can be deduced from considerations of 5-point light-like limits according to (2.17).

Graphically, each pentagon rule identity involves a relation between \( f \)-graphs involving the following topologies:

\[
\begin{array}{c}
\text{Each pentagon rule identity involves an } f \text{-graph with a face with the topology on the left-hand side of the figure above, (3.16). This sub-graph is easily identified as having the structure of } M_{\text{even}}^{(1)} \text{ — see equation (2.18). (This is merely suggestive: we will soon see that it is the role these graphs play in } M_{\text{odd}}^{(1)} \text{ that is critical.) Importantly, these } f \text{-graphs may involve any number of numerators of the form } x_{ab}^2 \text{ — including some that are ‘implicit’: any points } x_b \text{ separated from } x_a \text{ by a face (not connected by an edge), because for such points } x_b, \text{ multiplication by } x_{ab}^2 \text{ would not affect planarity of the factors in the denominator. The graphs on the right-hand side of (3.16), then, are the collection of those } f \text{-graphs obtained from that on the left-hand side by multiplication by a simple cross-ratio:}
\end{array}
\]

\[
f_i^{(\ell)}(x_a, x_b, x_c, x_d) \mapsto f'_i^{(\ell)}(x_a^2 x_{bc}^2 x_{ad}^2 x_{cd}^2). \tag{3.17}
\]

There is one final restriction that must be mentioned. The generators of pentagon rule identities — \( f \)-graphs including subgraphs with the topology shown on the left-hand side of (3.16) — must not involve any numerators connecting points on the pentagon other than between \( x_a \) and \( x_d \) (arbitrary powers of \( x_{ad}^2 \) are allowed).

While the requirements for the graphs that participate in pentagon rule identities may seem stringent, each is important — as we will see when we describe the rule’s proof. But the identities that result are very powerful: they always take the form that the sum of the coefficients of the graphs involved (both the initial graph, and all its images in (3.16)) must vanish.

Let us illustrate these relations with a concrete example from seven loops. Below, we have drawn an \( f \)-graph on the left, highlighting in blue the three points \( \{ x_b \} \) that satisfy requirements described above; and on the right we have drawn the three \( f \)-graphs related
to the initial graph according to (3.17):

\[
\begin{array}{c}
\text{Initial Graph} \quad \Rightarrow \quad \text{Final Graphs}
\end{array}
\]

Notice that two of the three points \(x_5\) are ‘implicit’ in the manner described above. Labeling the coefficients of the \(f\)-graphs in (3.18) from left to right as \(\{c_1^7, c_2^7, c_3^7, c_4^7\}\), the pentagon rule would imply that \(c_1^7 + c_2^7 + c_3^7 + c_4^7 = 0\). And indeed, these coefficients of terms in the seven loop correlator turn out to be: \(\{c_1^7, c_2^7, c_3^7, c_4^7\} = \{0, 0, +1, -1\}\), which do satisfy this identity.

As usual, there are no symmetry factors to consider; but it is important that only \textit{distinct} images are included in the set on the right-hand side of (3.16). As will be discussed in section 4, the pentagon rule is strong enough to fix all coefficients but one not already fixed by the square rule through seven loops.

**Proof of the pentagon rule.** The pentagon rule (3.16) arises from examining the 5-point light-like limit of the correlator and its relation to the five-particle amplitude (just as the square rule arises from the 4-point light-like limit and its relation to the four-particle amplitude explained in section 3.1). As described in section 2.3, in the pentagonal light-like limit the correlator is directly related to the five-particle amplitude as in (2.17).

In particular let us focus on the terms involving one loop amplitudes in (2.17): \(\mathcal{F}^{(\ell+1)}\) contains the terms,

\[
\frac{1}{\xi^{(5)}} \left( \mathcal{M}_{\text{even}}^{(1)} \mathcal{M}_{\text{even}}^{(\ell-1)} + \epsilon_{123456} \epsilon_{12345(m+6)} \tilde{\mathcal{M}}_{\text{odd}}^{(1)} \tilde{\mathcal{M}}_{\text{odd}}^{(\ell-1)} \right).
\]

Indeed any term in the correlator which graphically has a plane embedding with the topology of a 5-cycle whose ‘inside’ contains a single vertex and whose ‘outside’ contains \(\ell - 1\) vertices has to arise from the above terms [25].

Inserting the one loop expressions (2.18) and the algebraic identity (valid only in the pentagonal light-like limit),

\[
\frac{\epsilon_{123456} \epsilon_{123457}}{x_{12}^2 x_{23}^2 x_{34}^2 x_{45}^2 x_{15}^2} = 2 x_{67}^2 + \left[ \frac{x_{16}^2 x_{27}^2 x_{35}^2 + x_{17}^2 x_{26}^2 x_{35}^2}{x_{13}^2 x_{25}^2} - \frac{x_{17}^2 x_{36}^2 + x_{16}^2 x_{37}^2}{x_{13}^2} - \frac{x_{16}^2 x_{17}^2 x_{24}^2 x_{35}^2}{x_{13}^2 x_{14}^2 x_{25}^2} \right],
\]

then (3.19) becomes the following contribution to \(\mathcal{F}^{(\ell+1)}\)

\[
\begin{aligned}
\frac{1}{x_{12}^2 x_{23}^2 x_{34}^2 x_{45}^2 x_{15}^2} &\left( \frac{2}{x_{16}^2 x_{26}^2 x_{36}^2 x_{16}^2 x_{26}^2} \tilde{\mathcal{M}}^{(\ell-1)}_{\text{odd}} + \left\{ \frac{1}{x_{16}^2 x_{26}^2 x_{36}^2 x_{16}^2} \right\} \right) \\
&+ \left( \frac{x_{17}^2 x_{24}^2}{x_{14}^2 x_{25}^2} + \frac{x_{27}^2 x_{13}^2}{x_{14}^2 x_{25}^2} - \frac{x_{27}^2}{x_{25}^2} - \frac{x_{27}^2 x_{13}^2 x_{24}^2}{x_{25}^2 x_{35}^2 x_{14}^2} \right) \mathcal{M}^{(\ell-1)}_{\text{even}} + \text{cyclic} \right).
\end{aligned}
\]
We wish to now consider all terms in $\mathcal{F}^{(\ell+1)}$ containing the structure occurring in the pentagon rule, namely a ‘pentawheel’ with a spoke missing.

![Diagram of pentawheel](image.png)

(3.22)

with numerators (if present at all within this subgraph) allowed only between the vertex with the missing spoke and the marked point (as shown). A term in $\mathcal{F}^{(\ell+1)}$ containing this subgraph inevitably contributes to the pentagonal light-like limit and by its topology it has to arise from the $\mathcal{M}^{(1)} \times \mathcal{M}^{(\ell-1)}$ terms, i.e. somewhere in (3.21). We now proceed to investigate all seven terms in (3.21) to show that this structure of interest can only arise from the fifth and sixth terms.

We start with the second term of (3.21)

$$
\frac{1}{x_{12}^2 x_{23}^2 x_{34}^2 x_{45}^2 x_{51}^2} \frac{1}{x_{16}^2 x_{26}^2 x_{36}^2 x_{46}^2} \frac{1}{x_{14}^2 x_{25}^2 x_{35}^2} \mathcal{M}_{\text{even}}^{(\ell-1)},
$$

(3.23)

arising from the even part of the amplitude, which is the most subtle one. Graphically, this term can be displayed as:

![Diagram of second term](image.png)

(3.24)

In order for this to yield the structure (3.22) in a planar $f$-graph, the amplitude $\mathcal{M}_{\text{even}}^{(\ell-1)}$ must either contain a numerator $x_{14}^2$ (to cancel the corresponding propagator above) or alternatively it must contain the numerator terms $x_{25}^2$ and $x_{35}^2$ in order to allow the edge $x_{14}^2$ to be drawn outside the pentagon without any edge crossing. Analyzing these different possibilities one concludes that this requires all three numerators $x_{14}^2, x_{25}^2, x_{35}^2$ to be present in a term of $\mathcal{M}_{\text{even}}^{(\ell-1)}$. Now using the amplitude/correlator duality again in a different way note that such a contribution to $\mathcal{M}_{\text{even}}^{(\ell-1)}$ must also contribute to the lower-loop correlator $\mathcal{F}^{(\ell)}$ through (2.17)

$$
\lim_{\text{5-point light-like}} \left( \xi^{(5)} \mathcal{F}^{(\ell-1)} \right) = \mathcal{M}_{\text{even}}^{(\ell-1)} + \ldots .
$$

(3.25)

So a term in $\mathcal{M}_{\text{even}}^{(\ell-1)}$ with numerators $x_{14}^2 x_{25}^2 x_{35}^2$ contributes a term with topology,

![Diagram of topology](image.png)

(3.26)
(Here the numerators \(x^2_{14}x^2_{25}x^2_{35}\) cancel three of the denominators of \(1/\zeta^{(5)}\), but they leave the pentagon and two further edges attached to the pentagon as shown.)

We see that this term can never be planar (this term in \(\mathcal{M}^{(\ell-1)}_{\text{even}}\) has to be attached to all five external legs by conformal invariance so one cannot pull one of the offending edges outside the pentagon) unless there is a further numerator term, either \(x^2_{24}\) or \(x^2_{13}\) to cancel one of these edges. But in this case inserting this back into (3.23) we obtain the required structure (3.22) but with this further numerator which is of the type explicitly disallowed from our rule.

Having ruled out the second term, we consider the other terms of (3.21). The first term can clearly never give a pentawheel with a spoke missing. The contribution of the third term of (3.21) has the diagrammatic form:

\[
\begin{align*}
\text{(3.27)}
\end{align*}
\]

and so could potentially give a contribution of the form of a pentawheel with a spoke missing if \(\tilde{\mathcal{M}}^{(\ell-1)}_{\text{odd}}\) has a numerator \(x^2_{14}\) to cancel the corresponding edge. However in any case such a term would also contain the numerator \(x^2_{24}\) which we disallow in (3.22). The third and last terms are similarly ruled out as a source for the structure in question. So we conclude that the fifth and sixth terms are the only ones which can yield the structure we focus on in the pentagon rule.

Given this important fact, we are now in a position to understand the origin of the pentagon rule. Every occurrence of the structure (3.22) arises from the fifth or sixth terms in (3.21), namely from \(x^2_{37}/x^2_{35} \times \tilde{\mathcal{M}}^{(\ell-1)}_{\text{odd}}\) (where \(x_3\) is the marked point of the pentagon). But we also know [25] that \(\tilde{\mathcal{M}}^{(\ell-1)}_{\text{odd}}\) is in direct one-to-one correspondence with pentawheel structures of \(f^{(\ell+1)}\) (the first term in (3.21)). Thus there is a direct link between the pentawheel structures and the structure (3.22) and this link appears with a sign due to the sign difference between the first and fifth/sixth terms in (3.21). To get from the first term of (3.21) to the fifth term, one multiplies by \(x^2_{37}x^2_{56}/(x^2_{35}x^2_{67})\) — that is, deleting the two edges, \(x^2_{37}\) and \(x^2_{56}\), and deleting the two numerator lines \(x^2_{67}, x^2_{35}\). This is precisely the operation involved in the five-point rule described in more detail above (see (3.17)).

4 Bootstrapping amplitudes/correlators to many loops

In this section, we survey the relative strengths of the three rules described in the previous section, and then some of the more noteworthy aspects of the forms found for the correlator through ten loops. Before we begin, however, it is worth emphasizing that the three rules we have used are only three among many which follow from the way in which lower loop (and higher point) amplitudes are encoded in the correlator \(F^{(\ell)}\) via equations (2.9) and (2.13). The triangle, square, and pentagon rules merely represent those we implemented first,
and which proved sufficient through ten loops. And finally, it is worth mentioning that we expect the soft-collinear bootstrap criterion to continue to prove sufficient to fix all coefficients at all loops, even if using this tool has proven computationally out of reach beyond eight loops. (If it were to be translated into a purely graphical rule, it may prove extraordinarily powerful.)

The square rule. As described in the previous section, the square rule is undoubtedly the most powerful of the three, and results in the simplest possible relations between coefficients — namely, that certain \( \ell \) loop coefficients are identical to particular \((\ell - 1)\) loop coefficients. As illustrated in table 2, the square rule is strong enough to fix \( \sim 95\% \) of the 22,097,035 \( f \)-graphs coefficients at eleven loops. The role of the triangle and pentagon rules, therefore, can be seen as tools to fix the coefficients not already fixed by the square rule.

The triangle rule. Similar to the square rule, the triangle rule is strong enough to fix all coefficients through three loops, but will leave one free coefficient at four loops. Conveniently, the relations required by the triangle rule are not the same as those of the square rule, and so the combination of the two fix everything. In fact, the square and triangle rule together immediately fix all correlation functions through seven loops, and all but 22 of the 2,709 eight loop coefficients. (This fact was known when the eight loop correlator was found in ref. [42], which is why we alluded to these new rules in the conclusions of that Letter.)

Interestingly, applying the triangle and square rules to nine loops fixes all but 3 of the 43,017 new coefficients, including 20 of those not already fixed at eight loops. (To be clear, this means that, without any further input, there would be a total of 3 + 2 unfixed coefficients at nine loops.) Motivated by this, we implemented the triangle and square rules at ten loops, and found that these rules sufficed to determine eight and nine loop correlators uniquely. At ten loops, we found the complete system of equations following from the two rules to fix all but 1,570 of the coefficients of the 900,145 \( f \)-graphs.

Table 3. Statistics of coefficients fixed by the square & triangle rules through \( \ell = 10 \) loops.

| \( \ell \) | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---|---|---|---|---|---|---|---|---|----|
| number of \( f \)-graph coefficients: | 1 | 3 | 7 | 36 | 220 | 2,709 | 43,017 | 900,145 |
| unknowns remaining after square rule: | 0 | 0 | 1 | 1 | 5 | 22 | 293 | 2,900 | 52,475 |
| unknowns after square & triangle rules: | 0 | 0 | 0 | 0 | 0 | 22 | 3 | 1,570 |

These facts are summarized in table 3. Notice that the number of unknowns quoted in that table for \( \ell \) loops are the number of coefficients given the lower loop correlator. If the coefficients at lower loops were not assumed, then there would be 5 unknowns at nine loops rather than 3; but the number quoted for ten loops would be the same — because all lower loop coefficients are fixed by the ten loop relations.

The pentagon rule. The pentagon rule is not quite as strong as the others, but the relations implied are much simpler to implement. In fact, there are no instances of \( f \)-graphs for which the pentagon rule applies until four loops, when it implies a single linear relation among the three coefficients. This relation, when combined with the square rule...
Table 4. Statistics of coefficients fixed by the square & pentagon rules through $\ell = 9$ loops.

| $\ell$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|-------|---|---|---|---|---|---|---|---|
| number of $f$-graph coefficients: | 1 | 1 | 3 | 7 | 36 | 220 | 2,709 | 43,017 |
| unknowns remaining after square rule: | 0 | 0 | 1 | 1 | 5 | 22 | 293 | 2,900 |
| unknowns after square & pentagon rules: | 0 | 0 | 0 | 0 | 1 | 0 | 17 | 64 |

fixes the four loop correlator, and the same is true for five loops. However at six loops, the two rules combined leave 1 (of the 36) $f$-graph coefficients undetermined. The reason for this is simple: there exists an $f$-graph at six loops which neither contributes to $A_4^{(5)}A_4^{(1)}$ nor to $\mathcal{M}_5^{(4)}\mathcal{M}_5^{(1)}$. This is easily seen by inspection of the $f$-graph in question:

![f-graph](image)

We will have more to say about this graph and its coefficient below. There is one graph at seven loops related to (4.1) by the square rule that is also left undetermined, but all other coefficients (219 of the 220) are fixed by the combination of the square and pentagon rules.

The number of coefficients fixed by the square and pentagon rules through nine loops is summarized in table 4. As before, only the number of new coefficients are quoted — assuming that the lower loop coefficients are known.

4.1 Aspects of correlators and amplitudes at high loop-orders

While no two of the three rules alone prove sufficient to determine the ten loop correlation function, the three in combination fix all coefficients uniquely — without any outside information about lower loops. As such, the reproduction of the eight (and lower) loop functions found in ref. [42] can be viewed as an independent check on the code being employed. Moreover, because the three rules each impose mutually overlapping (and individually over constrained) constraints on the coefficients, the existence of any solution is a source of considerable confidence in our results.

One striking aspect of the correlation function exposed only at high loop-order is that the (increasingly vast) majority of coefficients are zero: while all possible $f$-graphs contribute through five loops, only 26 of the 36 graphs at six loops do; by ten loops, 85% of the coefficients vanish. (At eleven loops, at least 19,388,448 coefficients vanish (88%) due to the square rule alone.) This pattern is illustrated in table 5, where we count all contributions — both for $f$-graphs, and planar DCI integrands.

The two principle novelties discovered for the eight loop correlator [42] also persist to higher loops. Specifically, we refer to the fact that there are contributions to the amplitude that are finite (upon integration) even on-shell, and contributions to the correlator that
Table 5. Statistics of $f$-graph and DCI integrand contributions through $\ell = 10$ loops.

| $\ell$ | number of $f$-graphs | no. of $f$-graph contributions (%) | number of DCI integrands | no. of integrand contributions (%) |
|--------|-----------------------|-----------------------------------|--------------------------|-----------------------------------|
| 1      | 1                     | 1                                 | 1                        | 100                               |
| 2      | 1                     | 1                                 | 1                        | 100                               |
| 3      | 1                     | 1                                 | 2                        | 100                               |
| 4      | 3                     | 3                                 | 8                        | 100                               |
| 5      | 7                     | 7                                 | 34                       | 100                               |
| 6      | 36                    | 26                                | 284                      | 229                               | 81|
| 7      | 220                   | 127                               | 3,239                    | 1,873                             | 58|
| 8      | 2,709                 | 1,060                             | 39                       | 52,033                            | 19,949 | 38|
| 9      | 43,017                | 10,525                            | 24                       | 1,025,970                         | 247,856 | 24|
| 10     | 900,145               | 136,433                           | 15                       | 24,081,425                        | 3,586,145 | 15|

are (individually) divergent even off-shell. The meaning of the finite integrals remains unclear (although they would have prevented the use of the soft-collinear bootstrap without grouping terms according to $f$-graphs): but the existence of divergent contributions imposes an important constraint on the result: because the correlator is strictly finite off-shell, all such divergences must cancel in combination. (Moreover, these contributions impose an interesting technical obstruction to evaluation, as they cannot be easily regulated in four dimensions — such as by going to the Higgs branch of the theory [48].)

At eight loops there are exactly 4 $f$-graphs which lead to finite DCI integrands, and all 4 have non-vanishing coefficients. At nine loops there are 45, of which 33 contribute; at ten loops there are 1,287, of which 570 contribute. For the individually divergent contributions, their number and complexity grow considerably beyond eight loops. The first appearance of such divergences happened at eight loops — with terms that had a so-called ‘$k = 5$’ divergence (see [42] for details). Of the 662 $f$-graphs with a $k = 5$ divergence at eight loops, only 60 contributed. At nine loops there are 15,781, of which 961 contribute; at ten loops, there are 424,348, of which 21,322 contribute. Notice that terms with these divergences grow proportionally in number — and even start to have the feel of being ubiquitous asymptotically. We have not enumerated all the divergent contributions for $k > 5$, but essentially all categories of such divergences exist and contribute to the correlator. (For example, there are 971 contributions at ten loops with (the simplest category of) a $k = 7$ divergence.)

While the coefficients of $f$-graphs are encouragingly simple at low loop-orders, the variety of possible coefficients seems to grow considerably at higher orders. The distribution of these coefficients is given in table 6. While all coefficients through five loops were $\pm 1$, those at higher loops include many novelties. (Of course, the increasing dominance of zeros among the coefficients is still rather encouraging.)

Interestingly, it is clear from table 6 that new coefficients (up to signs) only appear at even loop-orders. The first term with coefficient $-1$ occurs at four loops, and the first appearance of $+2$ at six loops. At eight loops, we saw the first instances of $\pm \frac{1}{2}$, $\pm \frac{3}{2}$, and also $-5$. And there are many novel coefficients that first appear at ten loops.
Table 6. Statistics of $f$-graph coefficients in the expansion of $F^{(\ell)}$ through $\ell = 10$ loops.

While most of the ‘new’ coefficients occur with sufficient multiplicity to require further consideration (more than warranted here), there is at least one class of contributions which seems predictably novel. Consider the following six, eight, and ten loop $f$-graphs:

![Feynman diagrams](image)

These graphs all have the topology of a $(\ell/2 + 2)$-gon anti-prism, and all represent contributions with unique (and always exceptional) coefficients. In particular, these graphs contribute to the correlator with coefficients $+2$, $-5$ and $+14$, respectively. (Notice also that the four loop $f$-graph $f_3^{(4)}$ shown in (2.5) is an anti-prism of this type — and is the first term having contribution $-1$ — as is the only two loop $f$-graph (the octahedron), which also follows this pattern.) Each of the $f$-graphs in (4.2) contribute a unique DCI integrand to the $\ell$ loop amplitude,

![Diagrams](image)

with each drawn in momentum space as Feynman graphs for the sake of intuition. From these, a clear pattern emerges — leading us to make a rather speculative guess for the coefficients of these terms. It seems plausible that the coefficients of anti-prism graphs are given by the Catalan numbers — leading us to predict that the coefficient of the octagonal...
The only other term that contributes at ten loops with a unique coefficient is the following, which has coefficient +4:

\[ \text{anti-prism } f\text{-graph at twelve loops, for example, will be } -42. \text{ Testing this conjecture — let alone proving it — however, must await further work.} \]

5 Conclusions and future directions

In this work, we have described a small set of simple, graphical rules which prove to be extremely efficient in fixing the possible contributions to the \( f \) loop four-point correlation function in planar maximally supersymmetric (\( N = 4 \)) Yang-Mills theory (SYM). And we have described the form that results when used to fix the correlation function through ten loop-order. While clearly this is merely the simplest non-trivial observable in (arguably) the simplest four-dimensional quantum field theory, it exemplifies many of the features (and possible tools) we expect will be applicable to more general quantum field theories. And even within the limited scope of planar SYM, this single function contains important information about higher-point amplitudes.

It is important to reiterate that the rules we have described are merely necessary conditions — and not obviously sufficient to all orders. But these three rules are merely three among many that follow from the consistency of the amplitude/correlator duality. Even without extension beyond ten loops, it would be worthwhile (and very interesting) to explore the strengths of the various natural generalizations of the rules we have described.

Another important open direction would be to explore the systematic extraction of higher-point (lower loop) amplitudes from the four-point correlator. This has proven exceptionally direct and straightforward for five-point amplitudes, but further work should be done to better understand the systematics (and potential difficulties) of this procedure for higher multiplicity. (Even six-particle amplitude extraction remains largely unexplored.)

Finally, it is natural to wonder how far this programme can be extended beyond ten loops. Although the use of graphical rules essentially eliminates the challenges of setting up the linear algebra problem to be solved, solving the system of equations that result (with millions of unknowns) rapidly becomes rather non-trivial. However, such problems of linear algebra (involving (very) large systems of equations) arise in many areas of physics and computer science, and there is reason to expect that they may be surmounted through
the use of programmes such as that described in ref. [49] (an impressive implementation of Laporta’s algorithm). At present, it is unclear where the next computational bottle-neck will be, but it is worth pushing these tools as far as they can go — certainly to eleven loops, and possibly even twelve.

Acknowledgments

The authors gratefully acknowledge helpful discussions with Zvi Bern, Simon Caron-Huot, JJ Carrasco, Dmitry Chicherin, Burkhard Eden, Gregory Korchemsky, Emery Sokatchev, and Marcus Spradlin. This work was supported in part by the Harvard Society of Fellows, a grant from the Harvard Milton Fund, by the Danish National Research Foundation (DNRF91), and by a MOBILEX research grant from the Danish Council for Independent Research (JLB); by an STFC studentship (VVT); and by an STFC Consolidated Grant ST/L000407/1 and the Marie Curie network GATIS (https://gatis.desy.eu) of the European Union’s Seventh Framework Programme FP7/2007-2013 under REA Grant Agreement No. 317089 (PH). PH would also like to acknowledge the hospitality of Laboratoire d’Annecy-le-Vieux de Physique Théorique, UMR 5108, where this work was completed.

A Obtaining and using the explicit results in MATHEMATICA

Our full results, including all contributions to the amplitude and correlator $F^{(\ell)}$ through ten loops, have been made available at the site http://goo.gl/JH0yEc. These can be obtained by downloading the compressed file multiloop_data.zip, or by downloading each data file individually (which are encoded somewhat esoterically). These files include a MATHEMATICA package, consolidated_multiloop_data.m, and a notebook multiloop_demo.nb. The demonstration notebook illustrates the principle data defined in the package, and examples of how these functions are represented. Also included in the package are several general-purpose functions that may be useful to the reader — for example, a functions that compute symmetry factors and check if two functions are isomorphic (as graphs). Principle among the data included in this package are the list of all $f$-graphs at $\ell$ loops with non-vanishing coefficients for $\ell = 1, \ldots, 10$, and the corresponding coefficients. Also included is a list of all $\ell$ loop DCI integrands obtained from each $f$-graph in the light-like limit.

Importantly, we have only included terms with non-vanishing coefficients — in order to reduce the file size of the data. The complete list of $f$-graphs at each loop order can be obtained by contacting the authors.

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References

[1] N. Arkani-Hamed, F. Cachazo and J. Kaplan, *What is the Simplest Quantum Field Theory?*, *JHEP* **09** (2010) 016 [arXiv:0808.1446] [INSPIRE].

[2] N. Arkani-Hamed, F. Cachazo, C. Cheung and J. Kaplan, *A Duality For The S-Matrix*, *JHEP* **03** (2010) 020 [arXiv:0907.5418] [INSPIRE].
[3] N. Arkani-Hamed, J. Bourjaily, F. Cachazo and J. Trnka, *Local Spacetime Physics from the Grassmannian*, JHEP 01 (2011) 108 [arXiv:0912.3249] [inSPIRE].

[4] N. Arkani-Hamed, J. Bourjaily, F. Cachazo and J. Trnka, *Unification of Residues and Grassmannian Dualities*, JHEP 01 (2011) 049 [arXiv:0912.4912] [inSPIRE].

[5] N. Arkani-Hamed, J.L. Bourjaily, F. Cachazo, A.B. Goncharov, A. Postnikov and J. Trnka, *Scattering Amplitudes and the Positive Grassmannian*, arXiv:1212.5605 [inSPIRE].

[6] N. Arkani-Hamed, J.L. Bourjaily, F. Cachazo, A.B. Goncharov, A. Postnikov and J. Trnka, *Grassmannian Geometry of Scattering Amplitudes*, Cambridge University Press (2016).

[7] N. Arkani-Hamed, J.L. Bourjaily, F. Cachazo and J. Trnka, *Local Integrals for Planar Scattering Amplitudes*, JHEP 06 (2012) 125 [arXiv:1012.6032] [inSPIRE].

[8] J.L. Bourjaily, A. DiRe, A. Shaikh, M. Spradlin and A. Volovich, *The Soft-Collinear Bootstrap: \( N = 4 \) Yang-Mills Amplitudes at Six and Seven Loops*, JHEP 03 (2012) 032 [arXiv:1112.6432] [inSPIRE].

[9] J.L. Bourjaily and J. Trnka, *Local Integrand Representations of All Two-Loop Amplitudes in Planar SYM*, JHEP 08 (2015) 119 [arXiv:1505.05886] [inSPIRE].

[10] N. Arkani-Hamed, J.L. Bourjaily, F. Cachazo, S. Caron-Huot and J. Trnka, *The All-Loop Integrand For Scattering Amplitudes in Planar \( N = 4 \) SYM*, JHEP 01 (2011) 041 [arXiv:1008.2958] [inSPIRE].

[11] J.M. Drummond, J. Henn, G.P. Korchemsky and E. Sokatchev, *On planar gluon amplitudes/Wilson loops duality*, Nucl. Phys. B 795 (2008) 52 [arXiv:0709.2368] [inSPIRE].

[12] J.M. Drummond, J. Henn, G.P. Korchemsky and E. Sokatchev, *Dual superconformal symmetry of scattering amplitudes in \( N = 4 \) super-Yang-Mills theory*, Nucl. Phys. B 828 (2010) 317 [arXiv:0807.1095] [inSPIRE].

[13] A. Brandhuber, P. Heslop and G. Travaglini, *A Note on dual superconformal symmetry of the \( N = 4 \) super Yang-Mills S-Matrix*, Phys. Rev. D 78 (2008) 125005 [arXiv:0807.4097] [inSPIRE].

[14] J.M. Drummond, J.M. Henn and J. Plefka, *Yangian symmetry of scattering amplitudes in \( N = 4 \) super Yang-Mills theory*, JHEP 05 (2009) 046 [arXiv:0902.2987] [inSPIRE].

[15] L.F. Alday and J.M. Maldacena, *Gluon scattering amplitudes at strong coupling*, JHEP 06 (2007) 064 [arXiv:0705.0303] [inSPIRE].

[16] J.M. Drummond, G.P. Korchemsky and E. Sokatchev, *Conformal properties of four-gluon planar amplitudes and Wilson loops*, Nucl. Phys. B 795 (2008) 385 [arXiv:0707.0243] [inSPIRE].

[17] A. Brandhuber, P. Heslop and G. Travaglini, *MHV amplitudes in \( N = 4 \) super Yang-Mills and Wilson loops*, Nucl. Phys. B 794 (2008) 231 [arXiv:0707.1153] [inSPIRE].

[18] L.F. Alday, B. Eden, G.P. Korchemsky, J.M. Maldacena and E. Sokatchev, *From correlation functions to Wilson loops*, JHEP 09 (2011) 123 [arXiv:1007.3243] [inSPIRE].

[19] B. Eden, G.P. Korchemsky and E. Sokatchev, *From correlation functions to scattering amplitudes*, JHEP 12 (2011) 002 [arXiv:1007.3246] [inSPIRE].

[20] L.J. Mason and D. Skinner, *The Complete Planar S-Matrix of \( N = 4 \) SYM as a Wilson Loop in Twistor Space*, JHEP 12 (2010) 018 [arXiv:1009.2225] [inSPIRE].

[21] S. Caron-Huot, *Notes on the scattering amplitude/Wilson loop duality*, JHEP 07 (2011) 058 [arXiv:1010.1167] [inSPIRE].
[22] B. Eden, P. Heslop, G.P. Korchemsky and E. Sokatchev, The super-correlator/super-amplitude duality: Part I, *Nucl. Phys. B* 869 (2013) 329 [arXiv:1103.3714] [inSPIRE].

[23] T. Adamo, M. Bullimore, L.J. Mason and D. Skinner, A Proof of the Supersymmetric Correlation Function/Wilson Loop Correspondence, *JHEP* 08 (2011) 076 [arXiv:1103.4119] [inSPIRE].

[24] B. Eden, P. Heslop, G.P. Korchemsky and E. Sokatchev, The super-correlator/super-amplitude duality: Part II, *Nucl. Phys. B* 869 (2013) 378 [arXiv:1103.4353] [inSPIRE].

[25] R.G. Ambrosio, B. Eden, T. Goddard, P. Heslop and C. Taylor, Local integrands for the five-point amplitude in planar \( N = 4 \) SYM up to five loops, *JHEP* 01 (2015) 116 [arXiv:1312.1163] [inSPIRE].

[26] V.P. Nair, A Current Algebra for Some Gauge Theory Amplitudes, *Phys. Lett. B* 214 (1988) 215 [inSPIRE].

[27] Z. Bern, J.S. Rozowsky and B. Yan, Two loop four gluon amplitudes in \( N = 4 \) super Yang-Mills, *Phys. Lett. B* 401 (1997) 273 [hep-ph/9702424] [inSPIRE].

[28] C. Anastasiou, Z. Bern, L.J. Dixon and D.A. Kosower, Planar amplitudes in maximally supersymmetric Yang-Mills theory, *Phys. Rev. Lett.* 91 (2003) 251602 [hep-th/0309040] [inSPIRE].

[29] Z. Bern, L.J. Dixon and V.A. Smirnov, Iteration of planar amplitudes in maximally supersymmetric Yang-Mills theory at three loops and beyond, *Phys. Rev. D* 72 (2005) 085001 [hep-th/0505205] [inSPIRE].

[30] Z. Bern, M. Czakon, L.J. Dixon, D.A. Kosower and V.A. Smirnov, The Four-Loop Planar Amplitude and Cusp Anomalous Dimension in Maximally Supersymmetric Yang-Mills Theory, *Phys. Rev. D* 75 (2007) 085010 [hep-th/0610248] [inSPIRE].

[31] Z. Bern, J.J.M. Carrasco, H. Johansson and D.A. Kosower, Maximally supersymmetric planar Yang-Mills amplitudes at five loops, *Phys. Rev. D* 76 (2007) 125020 [arXiv:0705.1864] [inSPIRE].

[32] Z. Bern, J.J.M. Carrasco, L.J. Dixon, M.R. Douglas, M. von Hippel and H. Johansson, \( D = 5 \) maximally supersymmetric Yang-Mills theory diverges at six loops, *Phys. Rev. D* 87 (2013) 025018 [arXiv:1210.7709] [inSPIRE].

[33] B. Eden, G.P. Korchemsky and E. Sokatchev, More on the duality correlators/amplitudes, *Phys. Lett. B* 709 (2012) 247 [arXiv:1009.2488] [inSPIRE].

[34] F. Gonzalez-Rey, I.Y. Park and K. Schalm, A Note on four point functions of conformal operators in \( \mathcal{N} = 4 \) super Yang-Mills, *Phys. Lett. B* 448 (1999) 37 [hep-th/9811155] [inSPIRE].

[35] B. Eden, P.S. Howe, C. Schubert, E. Sokatchev and P.C. West, Four point functions in \( \mathcal{N} = 4 \) supersymmetric Yang-Mills theory at two loops, *Nucl. Phys. B* 557 (1999) 355 [hep-th/9811171] [inSPIRE].

[36] B. Eden, P.S. Howe, C. Schubert, E. Sokatchev and P.C. West, Simplifications of four point functions in \( \mathcal{N} = 4 \) supersymmetric Yang-Mills theory at two loops, *Phys. Lett. B* 466 (1999) 20 [hep-th/9906051] [inSPIRE].

[37] B. Eden, C. Schubert and E. Sokatchev, Three loop four point correlator in \( \mathcal{N} = 4 \) SYM, *Phys. Lett. B* 482 (2000) 309 [hep-th/0003096] [inSPIRE].
[38] M. Bianchi, S. Kovacs, G. Rossi and Y.S. Stanev, *Anomalous dimensions in $\mathcal{N} = 4$ SYM theory at order $g^4$*, *Nucl. Phys. B* **584** (2000) 216 [hep-th/0003203] [inspire].

[39] B. Eden, P. Heslop, G.P. Korchemsky and E. Sokatchev, *Hidden symmetry of four-point correlation functions and amplitudes in $\mathcal{N} = 4$ SYM*, *Nucl. Phys. B* **862** (2012) 193 [arXiv:1108.3557] [inspire].

[40] B. Eden, P. Heslop, G.P. Korchemsky and E. Sokatchev, *Constructing the correlation function of four stress-tensor multiplets and the four-particle amplitude in $\mathcal{N} = 4$ SYM*, *Nucl. Phys. B* **862** (2012) 450 [arXiv:1201.5329] [inspire].

[41] J.M. Drummond, C. Duhr, B. Eden, P. Heslop, J. Pennington and V.A. Smirnov, *Leading singularities and off-shell conformal integrals*, *JHEP* **08** (2013) 133 [arXiv:1303.6909] [inspire].

[42] J.L. Bourjaily, P. Heslop and V.-V. Tran, *Perturbation Theory at Eight Loops: Novel Structures and the Breakdown of Manifest Conformality in $\mathcal{N} = 4$ Supersymmetric Yang-Mills Theory*, *Phys. Rev. Lett.* **116** (2016) 191602 [arXiv:1512.07912] [inspire].

[43] G. Brinkmann, O.D. Friedrichs, S. Lisken, A. Peeters and N. Van Cleemput, *GaGe: a Virtual Environment for Studying Some Special Classes of Plane Graphs — An Update*, MATCH Commun. Math. Comput. Chem. **63** (2010) 533.

[44] L.J. Mason and D. Skinner, *Dual Superconformal Invariance, Momentum Twistors and Grassmannians*, *JHEP* **11** (2009) 045 [arXiv:0909.0250] [inspire].

[45] A. Hodges, *Eliminating spurious poles from gauge-theoretic amplitudes*, *JHEP* **05** (2013) 135 [arXiv:0905.1473] [inspire].

[46] B. Eden, P. Heslop, G.P. Korchemsky, V.A. Smirnov and E. Sokatchev, *Five-loop Konishi in $\mathcal{N} = 4$ SYM*, *Nucl. Phys. B* **862** (2012) 123 [arXiv:1202.5733] [inspire].

[47] J. Golden and M. Spradlin, *Collinear and Soft Limits of Multi-Loop Integrands in $\mathcal{N} = 4$ Yang-Mills*, *JHEP* **05** (2012) 027 [arXiv:1203.1915] [inspire].

[48] L.F. Alday, J.M. Henn, J. Plefka and T. Schuster, *Scattering into the fifth dimension of $\mathcal{N} = 4$ super Yang-Mills*, *JHEP* **01** (2010) 077 [arXiv:0908.0684] [inspire].

[49] A. von Manteuffel and R.M. Schabinger, *A novel approach to integration by parts reduction*, *Phys. Lett. B* **744** (2015) 101 [arXiv:1406.4513] [inspire].