Non-gaussian signatures of general inflationary trajectories
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Abstract. We carry out a numerical calculation of the bispectrum in generalised trajectories of canonical, single-field inflation. The trajectories are generated in the Hamilton-Jacobi (HJ) formalism based on Hubble Slow Roll (HSR) parameters. The calculation allows generally shape and scale dependent bispectra, or dimensionless $f_{\text{NL}}$, in the out-of-slow-roll regime. The distributions of $f_{\text{NL}}$ for various shapes and HSR proposals are shown as an example of how this procedure can be used within the context of Monte Carlo exploration of inflationary trajectories. We also show how allowing out-of-slow-roll behaviour can lead to a bispectrum that is relatively large for equilateral shapes.
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1 Introduction

The recent results from Planck satellite have confirmed that the universe is well described by the ΛCDM model [1, 2]. A cornerstone of this model is the behaviour of the primordial perturbations to the background homogeneous model which seed the formation of structure in the observed universe. The model assumes the perturbations are almost Gaussian and very close to but not exactly independent of scale. The latter statement following from the observational bounds on the scalar-spectral index $n_s = 0.9603 ± 0.0073$ [2].

A period of accelerated expansion in the very early universe driven by the potential energy of a slowly evolving scalar field, the inflaton, [3–14] is the most commonly accepted explanation for the near scale invariance of the primordial perturbations on scales larger than the Hubble length. The inflation scenario also explains why the universe is very homogeneous, isotropic and devoid of monopoles. Inflation has been criticised on the grounds of requiring fine tuning [15–18] and alternatives have been proposed (see e.g. [19–23]), however none are as simple as the basic inflation scenario involving a single scalar field.

This statement is simultaneously Inflation’s greatest strength and weakness since the observational bounds on $n_s$ can be satisfied easily by a large selection of potentials defining even the simplest single field model. To pin down the exact model of inflation more precise observations that can constrain higher order statistics of the perturbations will be required. This is particularly important if even more complicated models requiring multiple fields are to be constrained.

A wealth of information could be gained by measuring the non-Gaussianity of the perturbations. If Inflation did occur then the deviations from scale-independence and a pure Gaussian distribution are inherently linked. In the simplest cases both are small and of order the slow-roll parameter $\epsilon$, representing deviations from pure de-Sitter space [24, 25]. Non-Gaussianity is encoded in the bispectrum, or 3-point function of the perturbations. The bispectrum has a much richer structure than the power spectrum as it is, in principle, a function of three different scales and therefore contains a lot more information. It may therefore be a very effective tool for breaking the degeneracy of inflationary models. The bispectrum is often parametrised by the dimensionless quantity $f_{\text{NL}}$ [26]. Most often $f_{\text{NL}}$ is quoted in
some limit for the configuration of the mode triangle involved in the 3-point function and in addition it is usually assumed to be very nearly scale invariant. Thus $f_{NL}$ is usually regarded as a single amplitude for a particular configuration of the 3-point function.

The calculation of $f_{NL}$ from inflationary models has received a lot of attention in recent years [27]. In particular much focus has been placed on models which generate a large value of $f_{NL}$ yet retain the near scale invariance of the observed power spectrum [28–32]. It was hoped that a large $f_{NL}$ could be observed, potentially confirming any theory matching the amplitude and shape dependence of $f_{NL}$, or at the very least, ruling out all the models which do not. Unfortunately, this did not happen with the Planck satellite results which showed that $f_{NL}$, as measured from Cosmic Microwave Background (CMB) anisotropies, is consistent with zero with standard deviation of $O(10)$ in all “types” of $f_{NL}$ [33]. This means the simplest models of inflation are still perfectly consistent with observations.

Despite this, an accurate calculation of $f_{NL}$ will still be valuable in future as bounds get stronger and stronger. This is particularly important for comparisons with future Large Scale Structure (LSS) surveys that may constrain $f_{NL} \sim O(1)$ (see e.g. [34, 35]). Obtaining accurate estimates of the bispectrum and its scale dependence for generic inflationary solutions will be important for these comparisons. This work will require a numerical evaluation of the primordial bispectrum arising from higher-order correlations of the curvature perturbations. The full numerical treatment of the bispectrum has received little attention over the years, most calculations being analytical and relying on various approximations. Most numerical work carried out so far has been concerned only with specific potentials with features that are known to result in large non-Gaussianity and still rely on slow-roll approximations to simplify the calculations [36–39].

This paper describes the full numerical calculation of non-Gaussianity for inflationary, single-field trajectories generated in the Hamilton-Jacobi (HJ) formulation [40]. Initial results from this treatment were reported in [41]. The numerical treatment allows the calculation of non-Gaussianity in cases where the field is not in the slow-roll regime, but still in the perturbative regime where the higher-order interaction couplings are still $\ll 1$. It also allows us to calculate the contribution to all possible “shapes” and “types” of non-Gaussianity.

In this framework large ensembles of inflating solutions, or trajectories, can be generated. These are related to a large class of single field potentials and can, in principle, be compared to observations without restrictions on the the model of inflation [52]. Here we examine the resulting distribution in various shapes of local type non-Gaussianity and verify the well-known consistency relation for squeezed, single-field inflation [25, 42]. We also confirm that the equilateral configuration of the bispectrum follows a similar distribution.

The paper is organised as follows. In section 2 we outline the HJ approach and the analytical framework we are using for our computations. In section 3 we describe our computational method, recap the calculation of the power spectrum, followed by the subtleties involved in the calculation of the bispectrum. In section 4 we outline the main results of the paper and verify them through some simple consistency checks. We discuss our results in section 5.

2 Hamilton Jacobi approach to inflationary trajectories

We start by briefly reviewing the HJ approach to inflationary trajectories where we consider the Hubble-Slow-Roll (HSR) parameters to be the fundamental quantities of interest, as opposed to the frequently used Potential-Slow-Roll (PSR) parameters. This is certainly not
a new approach. The HJ formalism was first introduced in [40], the HSR parameters are well described in [44, 45] and their applications to constraining inflation have been examined in [43, 46].

If $\phi$ is a monotonic function of time, we can change the independent variable in the Friedmann equations from $t$ to $\phi$ and consider all quantities as functions of $\phi$. The Friedmann equation and the inflaton’s equation of motion then take on the following form

$$\dot{\phi} = -2M_{pl}^2H'(\phi), \quad (2.1)$$

$$[H'(\phi)]^2 - \frac{3}{2M_{pl}^2}H(\phi)^2 = -\frac{1}{2M_{pl}^2}V(\phi), \quad (2.2)$$

where over dots and primes denote a derivative with respect to $t$ and $\phi$ respectively, $H$ is the Hubble rate, and $M_{pl}^2 = (8\pi G)^{-1}$. One of the advantages of performing this change of variable is that one can merely pick a function $H(\phi)$ and this will correspond to an exact solution of a corresponding potential $V(\phi)$. It is straightforward to verify that inflation will occur if the following condition holds

$$\epsilon = 2M_{pl}^2 \left[ \frac{H'(\phi)}{H(\phi)} \right]^2 = -\frac{\dot{H}}{H^2} = \frac{\ddot{\phi}^2}{2M_{pl}^2H^2} < 1. \quad (2.3)$$

This relation is exact, unlike the equivalent expression for the PSR parameter $\epsilon_V \propto (V'/V)^2 < 1$ which is only approximate.

We can define an infinite hierarchy of HSR parameters labeled by index $l$

$$l\lambda = (2M_{pl}^2)^l \left( \frac{H'}{H} \right)^{-1} \frac{d^{(l+1)}H}{d\phi^{(l+1)}}. \quad (2.4)$$

From these we can define $\eta \equiv 1\lambda = -(\ddot{\phi}/H\dot{\phi})$ and $\xi \equiv 3\lambda$. The last ingredient required is the number of $e$-foldings $N$ specifying the change in scale factor $a$ during the inflationary phase $\ln(a) = N$. It is useful to relate this to the Hubble rate as

$$\frac{dN}{dt} = H. \quad (2.5)$$

Combining all of these equations produces the following set of differential equations dictating the evolution of the background

$$\frac{dH}{dN} = -\epsilon H,$$

$$\frac{d\epsilon}{dN} = 2\epsilon(\epsilon - \eta), \quad (2.6)$$

$$\frac{d^l\lambda}{dN} = (\epsilon - (l - 1)\eta)\lambda^{-l+1} \lambda.$$ 

This is the most natural set of variables to use when describing a general inflationary trajectory. These equations will be the starting point of our $f_{\text{NL}}$ calculation. The HSR parameters will evolve in time and each particular inflation model with a particular set of initial conditions will correspond to a distinct trajectory in HSR-space. In other words, specifying the HSR parameters at some particular time and solving the system (2.6) is precisely equivalent to specifying $\phi(t_0)$, $\dot{\phi}(t_0)$, and $V(\phi)$ and solving the Friedmann equations.
The HJ system (2.6) is an infinite hierarchy of equations that describe all possible background solutions. For the purpose of computing observables the system is usually truncated by fixing $l \lambda = 0$ for $l \geq l_{\text{max}}$. The truncated system still describes exact solutions for the background quantities but restricts the space of solutions to a subset of the infinite system. [47]

Relating the HSR picture to a specific model is straightforward for the simplest cases. For example if we set $l \lambda = 0$ for all $l > 1$ the only remaining non-zero HSR parameters are $\epsilon$ and $\eta$. This implies $H(\phi) = a\phi^2 + b\phi + c$ is a quadratic function and hence $V(\phi)$ is quartic. If one specifies an initial condition $H_0$ this fixes the potential $V(\phi)$ up to a constant shift $\phi \rightarrow \phi + C$. This shift will have no impact on observations because the energy scale is specified by $H_0$. We can use this symmetry to remove the linear term in $H(\phi)$ and write the potential as

$$V(\phi) = \frac{\lambda}{4!}\phi^4 + \frac{m^2}{2}\phi^2 + \Lambda. \quad (2.7)$$

If one specifies $\epsilon_0$ and $\eta_0$ at the same time as $H_0$ this is then equivalent to solving for the model parameters and initial conditions

$$\phi_0 = \pm \sqrt{\frac{2\epsilon_0}{\eta_0}} M_{\text{pl}},$$
$$\dot{\phi}_0 = \mp \sqrt{\frac{2\epsilon_0}{\eta_0}} H_0 M_{\text{pl}},$$
$$\lambda = \frac{3H_0^2\eta_0^2}{16M_{\text{pl}}^2}, \quad (2.8)$$
$$m^2 = \frac{H_0^2}{2}\left(3\eta_0 - \frac{2\epsilon_0 - \eta_0^2}{2}\right),$$
$$\Lambda = \frac{2}{27}\frac{\lambda M_{\text{pl}}^4}{M_{\text{pl}}^2}\left(1 + \frac{27}{2}\frac{m^2}{\lambda M_{\text{pl}}^2}\right)^2.$$ 

Note that although we have three degrees of freedom we cannot specify $\lambda$, $m^2$, and $\Lambda$ independently. This is simply because we have used our freedom in initial condition $\phi_0$ to write $H$ as $H(\phi) = a\phi^2 + c$. This leaves two degrees of freedom to specify $\lambda$, $m^2$ and $\Lambda$. In practice, if one only requires the shape of the potential $V(\phi)$ it is much simpler to solve for $\phi(N)$, $H(N)$, and $\epsilon(N)$ and use the relation

$$V(\phi) = 3M_{\text{pl}}^2H^2\left(1 - \frac{\epsilon}{3}\right). \quad (2.9)$$

The only remaining information that needs to be specified in the model above is the total number of e-foldings $\Delta N$. When integrating the Friedmann equations for a given potential $V(\phi)$ there is no clear way of ensuring inflation ends, or if it provides enough inflation. Inflation ends exactly when $\epsilon = 1$. The only constraint on the length of inflation is that it must last at least roughly 60 e-foldings [2] in order for all scales up to the present Hubble scale to have been inflated to super horizon scales before the deceleration phase of the standard Big Bang picture. Converting this into some length in time necessarily requires some knowledge of $H$ (which may vary significantly over the whole of inflation) so $N$ is clearly the most natural time variable to use. These constraints on inflation are then easy to implement using the HSR parameter system - to ensure inflation ends we choose the initial condition $\epsilon(N_{\text{tot}}) = 1$. To ensure inflation provides enough e-foldings we integrate back in
time from \( N_{\text{tot}} \to N = 0 \) where \( N_{\text{tot}} \approx 60 \). In practice the exact value of \( N_{\text{tot}} \) is not known due to uncertainties in the physics of reheating. When generating random trajectories \( \Delta N \) can be drawn from a proposal density distribution to account for this uncertainty.

To generate large ensembles of random inflationary trajectories we can then draw the remaining HSR parameters \( l^l \lambda \) at the end of inflation from proposal densities. In the following the proposal densities are uniform over a specified range in each HSR but could also take different forms e.g. normal distribution. The choice of proposal shape and where the boundary conditions are drawn can lead to significant differences in the distributions of the final observable quantities. A number of different choices have been made in the literature [45, 48–50].

It is important to emphasise that the evolution of these trajectories need not have anything to do with inflationary dynamics as \( H(\phi) \) can be completely decoupled from the system. One is perfectly able to solve for \( \epsilon(N), \eta(N) \ldots \) without mentioning inflation. The key ingredients to connect with inflation are \( H(N) \) and \( V(\phi) \) or (2.9), both of which only require an input function \( \epsilon(N) \). The HSR parameters themselves, along with their differential equations, only provide an efficient tool for generating valid functions \( \epsilon(N) \) which may then be correctly interpreted as inflationary models [50].

2.1 Monte Carlo generation of HJ trajectories

The generation of large ensembles of consistent inflationary trajectories in the HJ formalism lends itself to Monte Carlo Markov Chain (MCMC) comparisons of the inflationary model space with observations such as the Planck CMB measurements. The HSR definition is particularly useful since in the slow roll limit the proposal parameters are closely related to the observables such as \( n_s \), the tensor-to-scalar ratio \( r \) [51], running \( dn_s/d\ln k \) etc. For example, at second order in HSR parameters

\[
\begin{align*}
    n_s &= 1 - 4 \epsilon + 2 \eta - 2 (1 + C) \epsilon^2 - \frac{1}{2} (3 - 5C) \epsilon \eta + \frac{1}{2} (3 - C) \xi, \\
    r &= 16 \epsilon [1 + 2C(\epsilon - \eta)], \\
    n_t &= -2 \epsilon + (3 + C) \epsilon^2 + (1 + C) \epsilon \eta,
\end{align*}
\]

(2.10–2.12)

where \( C = 4(\ln 2 + \gamma) - 5 \) and \( \gamma \) is the Euler-Mascheroni constant [24]. As described below we calculate all observables numerically and use (2.10)–(2.12) for comparison.

Here, we explore the proposal densities for observables resulting from the HJ formalism and including non-Gaussianity. The use of the proposal densities for comparison with the data will be explored in [52]. As a simple assumption for the proposal densities from which to draw HSR boundary conditions we use uniform distributions in the range

\[
l^l \lambda = [-1, 1] e^{-sl},
\]

(2.13)

for \( l > 0 \) and where \( s \) is a suitable suppression factor. Our boundary conditions will be imposed at the end of inflation so \( \epsilon = 1 \) and \( N_{\text{tot}} \) is also drawn from a uniform distribution \( N_{\text{tot}} = [60, 80] \). In our formulation \( N \) increases with time so \( N \sim 0 \) represents the time at which the largest scales observable today were exiting the horizon and \( N = N_{\text{tot}} \) is the end of inflation. Even though this prior allows quite large values of the HSR parameters, the corresponding values at the time of horizon crossing will be much smaller due to the non-linear nature of the HSR flow equations. The observable window spanned by e.g. CMB observations corresponds approximately to the interval \( N \sim 0 \to N \sim 10 \). Note that the normalisation of \( H \) does not affect the evolution of the parameters so we may specify the initial condition for
Figure 1. The evolution of $\zeta$ and $f_{\text{NL}}$ as a function of $e$-fold $N$ for a typical random trajectory. The curves are normalised arbitrarily for the purpose of visualisation. The green (solid) line shows the real part of $\zeta$ for a mode that crosses the horizon at $N \sim 6$. $\zeta$ converges to a constant shortly after horizon crossing as expected. The blue (dotted) and red (dashed) curves show the evolution of the real and imaginary parts of the integral in (3.34). Only the imaginary part that converges after horizon exit contributes to the value of $f_{\text{NL}}$ whilst the real, diverging component is discarded.

$H$ at any time in order to correctly normalise the amplitude of perturbations. In practice we have to truncate the HSR series for some finite value of $l = l_{\text{max}} - 1$ (so $l_{\text{max}} = 3$ implies $\epsilon$, $\eta$, $\xi$ are non-zero).\footnote{An alternative “model-independent” method is to parametrise the potential via a Taylor expansion of a certain order as done in [2]. The two methods are complementary.}

3 Computational method

3.1 Computation of the power spectrum

We introduce a comoving curvature perturbation $\zeta(t, x)$ and work in a gauge where the spatial part of the perturbed metric is given by $g_{ij} = a^2(t) e^{2\zeta(t, x)} \delta_{ij}$ and the inflaton perturbation vanishes everywhere $\delta \phi(t, x) = 0$. The primordial power spectrum of the curvature perturbations is related to the variance of the Fourier expanded mode $\zeta_k$

$$\langle \zeta_{k_1} \zeta^*_{k_2} \rangle = (2\pi)^3 \delta^{(3)}(k_1 + k_2) P_\zeta(k_1) ,$$

where $k$ is the Fourier wavevector and $k \equiv |k|$. The mode $\zeta_k(t)$ satisfies the Mukhanov-Sasaki equation [14, 53]. Expressed in terms of $N$ instead of $t$ this equation becomes

$$\frac{d^2 \zeta_k}{dN^2} + (3 + \epsilon - 2\eta) \frac{d \zeta_k}{dN} + \frac{k^2}{a^2 H^2} \zeta_k = 0 .$$

In this form it is trivial to see that outside the horizon the derivative of $\zeta_k$ decays exponentially with respect to $N$ or as $a^{-2}$ so $\zeta_k$ quickly goes to a constant. The power spectrum of interest is then related to the freeze-out value of $\zeta_k$ on scales $k \ll aH$

$$P_\zeta(k) = |\zeta_{k \ll aH}|^2 .$$
Figure 2. This figure shows how \( f_{NL} \) for different shape parameter \( \beta \) depends on the integration start scale parameter \( A \). Each of the curves is generated from the same HSR trajectory for comparison. The parameter \( A \) represents how deep inside the horizon the mode smallest \( k \) in the triangle was at the start of the integration. \( f_{NL} \) converges for all shapes as \( A \) becomes large, signifying earlier start times with respect to horizon exit. Note that, as expected, \( f_{NL} \) peaks at roughly \( \beta \sim 1 \). Typically when \( A \sim 400 \) \( f_{NL} \) has converged with only residual numerical noise at the a level of \( \lesssim 1\% \). The source of the residual noise is the early-time oscillatory integral approximation (see below).

The initial conditions for the solutions to (3.2) can be set when the mode is much smaller than the horizon \( k \gg aH \) and takes on the Bunch-Davies form [54]

\[
\zeta_k \rightarrow \frac{1}{M_{\text{pl}}} \frac{e^{-ik\tau}}{2a\sqrt{k\epsilon}},
\]

where \( \tau \) is conformal time defined by \( dN/d\tau = aH \). From (3.2) the phase of \( \zeta_k \) is irrelevant and we only need its rate of change for the initial condition on \( d\zeta_k/dN \) so we never need to explicitly evaluate \( \tau \).

For our \( f_{NL} \) calculation we are interested in solving this equation for an observable range of \( 10^{-5} < k < 10^{-1} \) in units of \( (\text{Mpc})^{-1} \) for each inflationary trajectory obtained via the HJ system. Each background model is completely defined from the solutions of (2.6) up to an overall normalisation of \( H \). To choose this normalisation we need to look at our calculation of \( \zeta_k \) more closely.

We integrate (3.2) from a time satisfying \( k = A aH \) to \( k = B aH \) where \( A \gg 1 \) and \( B \ll 1 \) representing sub and super-horizon times respectively. Whatever units we wish to work in, we can fix the normalisation of \( a \) so that at \( N = 0 \) the following condition is satisfied

\[
k_{\min} = A aH.
\]

Here \( k_{\min} \) represents the smallest \( k \) of interest, in practice the mode corresponding to the largest scales observable today. For this particular mode one can then approximate the time of horizon crossing as \( N_c \approx \ln A \) (this is exact if \( H \) is exactly constant and is the only time we use this approximation). The initial condition on \( H \) will have a direct effect on the amplitude of the power spectrum. Therefore during the background integration of the flow parameters
we fix the initial condition on $H$ to be

$$H(N_c) = 4\pi\sqrt{2\pi\epsilon(N_c)M_{pl}A_s},$$  \hspace{1cm} (3.6)$$

where $A_s$ is the normalisation of the canonical form of the dimensionless primordial curvature perturbation

$$k^3 P_\zeta(k) = A_s k^{n_s-1},$$  \hspace{1cm} (3.7)$$

and is typically of the order of $10^{-5}$ to reproduce typical density fluctuations amplitudes.

We also need to increase the total number of e-folds $N_{\text{tot}} \to N_{\text{tot}} + \ln A$. If this was ignored, as $A$ increases the mode would start deeper inside the horizon but the initial

Figure 3. Left Panel: Dependence of $f_{NL}$ on the position of the integral split point parameter $X$. The ten lines are for $f_{NL}$ from 10 “equilateral” shape configurations ($\beta = [0.95, 1.05]$) for the same HSR trajectory. If the split point is too late, $X = k/aH \to 1$ then the WKB approximation used to calculate the early contribution from the diverging, oscillating integrand breaks down. If the split point is too early then inaccuracies in the numerical integration of the oscillatory function start to dominate. The optimal value of the split point is found to be $\ln X = 4 \to 5$ where the total noise is $\ll 1\%$. Right panel: same but for the ten most “squeezed” triangles (i.e. with $\beta = [0.1 - 0.2]$). The optimal value for $X$ is slightly lower in this case but still small for the choice $\ln X = 4 \to 5$.

Figure 4. Shape (left) and scale (right) dependence of $f_{NL}$ for a selection of trajectories from the “end-of-inflation” boundary condition ensemble. The curves have been normalised with respect to their value at $\beta = 1$ and $k_\star = 10^{-5} \text{(Mpc)}^{-1}$ respectively.
conditions on the HSR parameters would remain constant. This would effectively change
the trajectory so the HSR values at horizon crossing would be different. Shifting the total e−folds
by \( \ln A \) and enforcing (3.6) ensures that \( H \) and the HSR parameters, evaluated at horizon
crossing, are independent of \( A \) (how deep the modes start inside the horizon). Neglecting
these effects would affect the convergence of the power spectrum as \( A \to \infty \).

A simpler way of normalising \( H \) would be to specify the initial condition at the end of
inflation (with all the other HSR parameters) but that choice is not as physically transparent.
In addition, \( H \) may vary by orders of magnitudes during the approximately 60 e-foldings of
evolution. This can lead to a large variation in the overall normalisation of the primordial
power which can lead to numerical problems if one wishes to use the results as the input to
standard boltzmann codes such as \textsc{Camb} [55].

To be consistent we require (3.4) to be satisfied for each \( k \). Therefore in order for each
mode to start “equally deep” inside the horizon we integrate the background forward in time
(from \( N = 0 \)) until \( k = A aH \) for every mode of interest. Applying (3.4) we integrate the
background and (3.2) until each mode crosses the horizon and satisfies \( k = B aH \). This
ensures the modes have sufficiently converged to their super-horizon values. In practice it
was found that, for the calculation of the bispectrum, the solutions converged for \( A \approx e^6 \)
and \( B \approx 0.1 \). Larger values of \( A \) significantly added to computational time due to the erratic
early time behaviour of \( \zeta_k \) with no real benefit.

This completely determines the mode evolution and hence their value on super-horizon
scales. We can then calculate physical observables such as \( n_s \) and \( r \) from their definitions
directly without resorting to any approximations

\[
n_s(k_{\star}) = 1 + \frac{d \ln \left[ k^3 P_\zeta(k_{\star}) \right]}{d \ln k},
\]

\[
r(k_{\star}) = 2 \frac{P_h(k_{\star})}{P_\zeta(k_{\star})},
\]

where we evaluate the quantities at a scale \( k_{\star} \) normally chosen to be the largest mode in the
system. \( P_h \) is the power spectrum of either the tensor mode polarisations \( h_+ \) and \( h_\times \). The
factor of 2 accounts for the fact that in parity invariant models both polarisations contribute
the same exact power. Solutions for both gravitational wave polarisations can be obtained
by integrating an equation similar to (3.2)

\[
\frac{d^2 h_k}{dN^2} + (3 - \epsilon) \frac{dh_k}{dN} + \frac{k^2}{a^2 H^2} h_k = 0,
\]

with initial condition

\[
h_k \to \frac{1}{M_{\text{pl}}} \frac{e^{-ik\tau}}{a \sqrt{2k}},
\]
in the limit where \( k \gg aH \).

It is worth noting that choosing \( B = 1 \) (terminating exactly at horizon crossing) pro-
duces the the best agreement between equations (3.8) and (2.10)–(2.12) and for very small
values of \( B \) the results can disagree by \( O(\epsilon) \). This is purely because the slow-roll parameters
\textit{evolve} while the power spectrum remains constant and so the slow-roll formula (which
is specified at horizon-crossing) ceases to be valid for sufficiently small \( B \). This gives us
confidence in our numerical results.

It is important to stress that our choice of priors (in particular our choice of \textit{location} for
the priors) typically generates trajectories where the HSR parameters become small during
the time we calculate $P_k$. But the method outlined above works for arbitrary values of these parameters. We could specify the initial conditions at the beginning of inflation to begin with, easily breaking slow roll, but we cannot guarantee the trajectory will provide enough inflation.

### 3.2 Computation of the bispectrum

The non-Gaussianity of the primordial curvature perturbations is encoded in the third order moment of $\zeta_k$ which, in the isotropic limit, is a function of the wavenumbers of three wavevectors forming closed triangles in momentum space

$$\langle \zeta_{k_1}\zeta_{k_2}\zeta_{k_3} \rangle = (2\pi)^3\delta^{(3)}(k_1 + k_2 + k_3)B(k_1, k_2, k_3). \quad (3.11)$$

For convenience the bispectrum $B$ is re-written in a dimensionless form $f_{NL}(k_1, k_2, k_3)$ by dividing it by different combinations of the squares of the power spectra of the three modes. $f_{NL}$ is defined in terms of the bispectrum [26]

$$f_{NL}(k_1, k_2, k_3) = \frac{5}{6}B(k_1, k_2, k_3) / (|\zeta_{k_1}|^2|\zeta_{k_2}|^2 + |\zeta_{k_1}|^2|\zeta_{k_3}|^2 + |\zeta_{k_2}|^2|\zeta_{k_3}|^2), \quad (3.12)$$

and the 5/6 factor has been introduced by convention.

The weighting introduced in (3.12) is often called the “local” type and others have also been used when motivated by the expected signal-to-noise of different shaped triangles in the observations. In particular [33] analysed the data with respect to two additional weightings - equilateral and orthogonal. The limits reported in [33] are $f_{NL}^{\text{local}} = 2.7\pm 5.8$, $f_{NL}^{\text{ortho}} = -42\pm 75$, $f_{NL}^{\text{eqi}} = -25\pm 39$.

The $f_{NL}$ function is normally reduced to a single, scale invariant amplitude for a particular shaped triangle, as above. This motivates the different choice of weightings in analysing observations and reporting results. In our case we will consider the $k_1$, $k_2$, $k_3$ dependence of $f_{NL}$ explicitly and the choice of weighting in relating the bispectrum to the dimensionless $f_{NL}$ is irrelevant. Throughout this work we use (3.12) as the definition of $f_{NL}$ even when we take the limit of different shaped triangles.

In order to calculate $f_{NL}$, the third order correlator of (3.11) needs to be calculated at late times in the super-horizon limit. To do this we consider the expansion of the action for $\zeta$ at third order which in terms of the HSR parameters can be written as [25, 29, 30]

$$S_3 = M_{pl}^2 \int d^4x \left[ a^3\epsilon^2 \zeta^2 + a^2\zeta(\partial\zeta)^2 - 2a^3\epsilon^2 \left( 1 - \frac{\epsilon}{4} \right) \zeta \partial_i \zeta \partial_j \partial^{-2}\zeta + \frac{a^3\epsilon^3}{4} \partial^2 \zeta \partial_i \partial_j \partial^{-2} \zeta \partial_i \partial_j \partial^{-2} \zeta + a^3\epsilon \frac{d}{dt}(\epsilon - \eta) \zeta^2 + 2f(\zeta) \partial^2 \zeta \right],$$

where $\partial_i \equiv \partial/\partial x_i$, $\partial^2$ and $\partial^{-2}$ are the Laplacian and inverse Laplacian operators respectively, and $\delta L/\delta \zeta$ is the equation of motion (3.2)

$$\frac{\delta L}{\delta \zeta} = a \left( \frac{d}{dt}(a^2\epsilon \zeta) + Ha^2\epsilon \zeta - \epsilon \partial^2 \zeta \right). \quad (3.13)$$

The function $f(\zeta)$ is

$$f(\zeta) = \frac{\epsilon - \eta}{2} \zeta^2 + \frac{1}{H} \zeta \dot{\zeta} + \frac{1}{4a^2H^2} \left( -(\partial \zeta)^2 - \partial^{-2} \left( \partial_i \partial_j (\partial_i \zeta \partial_j \zeta) \right) \right) + \frac{\epsilon}{2H} \left( \partial \zeta \partial^2 \dot{\zeta} - \partial^{-2} \left( \partial_i \partial_j (\partial_i \zeta \partial_j \partial^{-2} \zeta) \right) \right). \quad (3.14)$$
which gathers terms proportional to the equation of motion \(\delta L/\delta \zeta\) that do not contribute to the third order action.

In analytical estimates of \(f_{\text{NL}}\) it is helpful to introduce a number of field redefinitions that simplify the calculations by suppressing the terms proportional to \(\delta L/\delta \zeta\) explicitly and isolate the dominant contributions to (3.13) \([25, 30]\). The redefinitions are not strictly required when calculating the contributions numerically and introduce slow-roll approximations which are against the approach being taken here. The approach described below is equivalent but avoids making some assumptions inherent in the slow-roll limit.

We are interested in calculating the bispectrum using the “in-in” formalism. At tree-level this requires the calculation of \([25, 30, 56]\)

\[
\langle \zeta^3(t) \rangle = -i \int_{-\infty}^{t} dt' \langle [\zeta^3(t), H_{\text{int}}(t')] \rangle ,
\]

(3.15)

where \(H_{\text{int}}\), the interaction Hamiltonian, is essentially \(S_3\) without the integral over time. Each of the terms in \(S_3\) contribute separately to the correlation (3.15) and can be considered individually. We are treating \(\zeta\) as a quantised curvature perturbation that is expanded in terms of a time dependent amplitude and standard momentum space creation and annihilation operators

\[
\zeta(t, x) = \int \frac{d^3p}{(2\pi)^3} \left( \zeta_p(t) a_p + \zeta_p^*(t) a_p^\dagger \right) e^{ip \cdot x} .
\]

(3.16)

Here \(\zeta_p(t)\) is by definition the solution of equation (3.2) or (3.13) in Fourier space. Therefore any interaction term proportional to (3.13) will necessarily vanish and give no contribution because we are expanding in terms of the solutions to that equation.

Since \(\zeta\) on super-horizon scales converges at late times we should expect both power spectra and bispectra to converge too. This is not obvious from the form of the action (3.13) as it requires all terms in \(S_3\) to converge fast enough at late times. After horizon crossing \(\dot{\zeta} \propto a^{-2}\) therefore the \(a^3 \dot{\zeta}^2\) terms in \(S_3\) decay like \(a^{-3}\) and \(a^{-1}\) at late times respectively. The same is true for the terms involving \(\partial^2 \zeta\). The \(a(\partial \zeta)^2 \rightarrow a k^2 \dot{\zeta}_k\) term grows like \(a\) at late times however. This appears problematic but it will turn out that this divergence gives no contribution to \(f_{\text{NL}}\) and will ultimately be discarded.

The final term \(a^3 \dot{\zeta}^2\) is problematic. It grows like \(a\) at late times and unlike the \(a(\partial \zeta)^2\) term we are not be able to disregard it. One may neglect this term if one assumes certain conditions\(^2\) on \(\epsilon - \eta\) but this goes against the spirit of the HSR approach.

The HSR approach also requires a more thorough treatment of boundary terms that have previously been assumed to vanish. Several total derivatives arise from integration by parts during the derivation of the action in the form of (3.13) and while all the total spatial derivatives can be safely ignored, one total time derivative may give a non-vanishing contribution \([57]\). The contribution, in terms of HSR parameters, is

\[
- \int d^4x \frac{d}{dt} \left[ (\epsilon - \eta) ea^3 \dot{\zeta}^2 \right] ,
\]

(3.17)

Noting the similarity between the boundary term, the apparently divergent \(a^3 \dot{\zeta}^2\) term, and the first term in \(f(\zeta)\), we write the final line in (3.13) as

\[
\int d^4x \left[ a^3 \frac{d}{dt} (\epsilon - \eta) \dot{\zeta}^2 + a(\epsilon - \eta) \frac{\delta L}{\delta \zeta} - \frac{d}{dt} \left( a^3 (\epsilon - \eta) \right) + f'(\zeta) \frac{\delta L}{\delta \zeta} \right] .
\]

(3.18)

\(^2\)For example if \(\epsilon - \eta\) is sufficiently constant as assumed in analytical approximations or if it decays rapidly enough at late times as done in \([36, 37]\).
Here the function $f'(\zeta)$ contains only derivatives of $\zeta$. It is then straightforward to verify that several cancellations occur in the first three terms resulting in

$$-2a^3(\epsilon - \eta)\zeta^2 - a\epsilon(\epsilon - \eta)\zeta^2 \partial^2 \zeta.$$  \hfill (3.19)

The divergent $\zeta^2 \dot{\zeta}$ disappears in exchange of $\zeta^2 \partial^2 \zeta$ which can be dealt with in the same manner as the $\zeta(\partial \zeta)^2$ term as described below.\(^3\) We can then finally write the action as

$$S_3 = \int d^4x a^3 \epsilon \left[ (2\eta - \epsilon) \zeta^2 + \frac{1}{a^2}\epsilon \zeta(\partial \zeta)^2 - (\epsilon - \eta)\zeta^2 \partial^2 \zeta - 2\epsilon \left( 1 - \frac{\epsilon}{4} \right) \zeta \partial_i \zeta \partial_i \partial^{-2} \zeta ight. +$$

$$+ \frac{\epsilon^2}{4} \partial^2 \zeta \partial_i \partial^{-2} \zeta \partial_i \partial^{-2} \zeta \left. \right] ,$$  \hfill (3.20)

where we have dropped terms proportional to the first order equation of motion.

3.2.1 Numerical calculation of $f_{NL}$

Using (3.20) to define the interaction Hamiltonian one can use equations (3.15) and (3.16) to calculate the bispectrum. It can be written in the general form

$$B(k_1, k_2, k_3) = I \left[ \zeta_1^* \zeta_2^* \zeta_3^* \int_{N_0}^{N_2} dN Z(N) \right] ,$$  \hfill (3.21)

where $I[z]$ distinguishes the imaginary part of $z$, $N_2$ and $N_0$ are defined $e$-folds (times) defined such that all modes are deep inside and far outside the horizon respectively (using the previously defined $A$ and $B$ parameters), $\zeta_i = \zeta_{k_i}$. There is a contribution to $Z(N)$

\(^3\)Note also that the remaining terms proportional to the equation of motion contain only derivatives of $\zeta$ and can be disregarded exactly at the boundary (late times) in the approach taken by [25].
for each term in the action. For example, the $\zeta(\partial \zeta)^2$ and $\zeta^2 \partial^2 \zeta$ terms give the following contribution
\begin{equation}
\frac{10}{3H} \left[ a e^2 (k_1 \cdot k_2 + k_1 \cdot k_3 + k_2 \cdot k_3) + a e (\eta - \epsilon) (k_1^2 + k_2^2 + k_3^2) \right] \zeta_1 \zeta_2 \zeta_3.
\end{equation}

From (3.20), these are the only terms which do not obviously converge. However, we know at late times $\zeta_k \to A_k + \frac{\delta_k}{a H}$ for some $k$-dependent constants. Considering the case $k = k_1 = k_2 = k_3$ for simplicity
\begin{equation}
\zeta_k^3 \int dN a \zeta_k^3 \approx |A|^6 \int dN a + \ldots ,
\end{equation}
where $\ldots$ denote terms that converge at late times like $a^{-1}$. Only the real part of this expression diverges and we are only interested in the imaginary part for the bispectrum. Therefore these terms cause no issues at late times, unlike the $a^3 \zeta^2 \dot{\zeta}$ term.

We now specialise to the case where $k_1 = k_2 = k$ and $k_3 = \beta k$. This allows us to parametrise most shapes of interest via the parameter $\beta$ separately from the overall scale dependence given by wavenumber $k$. Squeezed, equilateral and folded limits correspond to $\beta = 0, 1$ and 2 respectively. In terms of this classification we can write down our full expression for $f_{NL}$ as
\begin{equation}
f_{NL} = \frac{1}{|\zeta|^2 (|\zeta|^2 + 2|\zeta| \dot{\zeta})^2} \times \mathcal{I} \left[ \zeta \dot{\zeta} \int_{N_0}^{N_2} dN f_1 \zeta \zeta_\beta + f_2 \zeta' \zeta_\beta + f_3 \zeta_\beta \zeta' \right],
\end{equation}
where $\zeta = \zeta_k, \zeta_\beta = \zeta_{\beta k}$ and $\zeta' = d\zeta/dN$. The functions $f_i$ are given by
\begin{equation}
f_1 = \frac{5k^2 a e (2 + \beta^2) (2\eta - 3\epsilon)},
\end{equation}
\begin{equation}
f_2 = -\frac{10H a^3 \epsilon}{3} \left[ 4\eta + (1 - \beta^2) \epsilon + \left( \frac{\beta^2}{4} - 1 \right) \epsilon \right],
\end{equation}
\begin{equation}
f_3 = -\frac{5H a^3 \epsilon}{3} \left[ 4\eta + 2(\beta^2 - 1) \epsilon + \left( \frac{\beta^2}{4} - 1 \right) \beta^2 \epsilon \right].
\end{equation}

The last remaining difficulty lies with the early time behaviour of the integrand. At very early times ($N_0 \to -\infty, a \to 0, A \to \infty$) $\zeta$ oscillates very rapidly and has a growing amplitude, but the $f_{NL}$ integral formally converges. At early times the integrand becomes proportional to
\begin{equation}
\int_{-\infty}^{N} dN f(H, \epsilon, \ldots) \left( \frac{k}{a H} \right)^n e^{-i(2 + \beta \delta)(k/a H)},
\end{equation}
for some integer $n$. By rotating slightly into the imaginary plane, $(k/a H) \to (1 - i\delta)(k/a H)$ one can obtain a finite answer independent of the cut-off time. Numerically one cannot integrate to infinity and in it's present form the integral does not converge numerically. To resolve this one can add a damping factor to the integrand (similar to the above procedure) however this tends to systematically underestimate the final integrals and the optimum damping factor $\delta$ differs from mode to mode [36, 37].

A better method is to use the early time approximation for $\zeta$ and then integrate by parts. We are interested in calculating an integral of the form
\begin{equation}
I = \int_{-\infty}^{N} dN \zeta(N) \zeta_\beta.
\end{equation}
Using (3.4) we can write $\zeta^2 \zeta_\beta$ at early times as

$$\zeta^2 \zeta_\beta \rightarrow \frac{1}{\Gamma} \frac{d}{dN} (\zeta^2 \zeta_\beta), \quad (3.28)$$

where

$$\Gamma = -\left[ i(2 + \beta) \frac{k}{aH} + 3(1 + \epsilon - \eta) \right]. \quad (3.29)$$

Inserting this into (3.27) and integrating by parts yields

$$I \rightarrow \left[ \frac{f(N)}{\Gamma} \zeta^2 \zeta_\beta \right]_{N=-\infty}^{N} - \int_{-\infty}^{N} dN \frac{d}{dN} \left( \frac{f(N)}{\Gamma} \right) \zeta^2 \zeta_\beta. \quad (3.30)$$

The resulting integral is now more convergent than before as $1/\Gamma \rightarrow aH/k$. One can repeat the process until the final integrand converges in the limit $a \rightarrow 0$ and all divergences are transferred to the boundary term. These divergences can be removed by using the same contour as before, but now the terms vanish for any finite $\delta$. The boundary term evaluated at $N = -\infty$ can then be safely ignored.

To apply this procedure to the calculation of $f_{NL}$ we first split the integral into two parts

$$\int_{N_0}^{N_2} dN = \int_{N_0}^{N_1} dN + \int_{N_1}^{N_2} dN, \quad (3.31)$$

where $N_0$ and $N_2$ are times when $k = A aH$ and $k = B aH$ respectively with $A \gg 1$ and $B \ll 1$. $N_1$ is any time when (3.4) is a good approximation for both modes. The late time contribution remains unchanged and we perform the “approximate then integrate by parts” procedure to the early time contribution. The early time contribution, $E$, then takes the form

$$E = \frac{5Ha^3\epsilon}{3(2 + \beta)^3} \left[ B_1 \Gamma + \cdots + B_{-4} \Gamma^4 \right] \zeta^2 \zeta_\beta \bigg|_{N_1} - \int_{N_0}^{N_1} dN \frac{5Ha^3\epsilon}{12(2 + \beta)^3} \left[ A_{-2} \Gamma^2 + \cdots + A_{-6} \Gamma^6 \right] \zeta^2 \zeta_\beta, \quad (3.32)$$

where $A_i$ and $B_i$ are polynomials of the HSR parameters and $\beta$. For example

$$B_1 = (2 + \beta)^2 \left[ (4 + \beta(2\beta - 3)) \epsilon - 2(2 + \beta)\eta + \beta \left( 1 - \frac{\beta^2}{4} \right) \epsilon^2 \right]. \quad (3.33)$$

We omit the full list of the complicated polynomials for brevity. The second term in (3.32) gives a completely negligible contribution to the final value of $f_{NL}$ as it is roughly a factor of $\Gamma^3$ smaller and we are in the regime where $\Gamma \gg 1$. The early time contribution is therefore given completely by the boundary term in (3.32).

This method was first used in [37]. However the authors choose to focus on particular inflation models such as those with a feature whereas this paper takes a much more general approach. Dealing with the late time divergence from $\zeta^2 \zeta'$ also received little attention. The best explanation on how to deal with this is in [38] where the authors demonstrate a fortunate cancellation between the troublesome term and the field redefinition.

Here we explicitly keep all terms to all orders in slow-roll. Most of the computational effort is spent dealing with the oscillatory nature of $\zeta$ so not much is gained by a slow-roll approximation. This allows a much broader range of models to be analysed which in turn leads to Monte Carlo treatment in the next section. We do drop the early time integration.
in (3.32) but this is an approximation relying on the behaviour of $\zeta$ in the limit $k \gg aH$, not an explicit slow-roll approximation. Finally, to our knowledge, this is the first time the third order action has been presented in the form of (3.20) and used in a calculation. This form provides a much more efficient way to perform the numerical calculation without having to rely on fortuitous cancellations of terms after the integration.

In summary $f_{NL}$, to a good approximation with respect to the early time oscillatory integral, is given by the following expression

$$f_{NL} = \left[ \left. |\zeta|^2 \left( |\zeta|^2 + 2 |\zeta_{\beta}|^2 \right) \right|_{N_2} \right]^{-1} \times \text{Tr} \left[ \zeta^2 \zeta_{\beta} \right|_{N_2} \int_{N_1}^{N_2} dN \left( f_1 \zeta^2 \zeta_{\beta} + f_2 \zeta \zeta' \zeta_{\beta} + f_3 \zeta_{\beta} \zeta'^2 \right) + \zeta^2 \zeta_{\beta} \right|_{N_2} \frac{5H a^3 \epsilon}{3(2+\beta)^3} \left( B_1 \Gamma + \cdots + \frac{B_1}{F^4} \right) \zeta^2 \zeta_{\beta} \bigg|_{N_1} \right] . \quad (3.34)$$

4 Results

As a check of our method we have verified that our results converge on super-horizon scales and with respect to early-time integration limits. The first condition is illustrated in figure 1 for a typical random trajectory drawn from the ensemble generated by our method using the end-of-inflation random boundary conditions on the HSRs. A typical trajectory in these ensembles will be deep in the slow-roll regime when modes of interest cross the horizon. The green line is the real part of $\zeta$ while the red and blue lines represent the real and imaginary parts of $f_{NL}$ as a function of $N$. $f_{NL}$ oscillates roughly three times quicker than $\zeta$ as it is proportional to $\zeta^3$. The real part diverges due to the $k^2 a^3 \zeta / H$ term discussed previously however it does not contribute to the amplitude of the correlator in the in-in formalism and can be safely ignored. The imaginary part (the value of interest) converges when the mode exits the horizon. The results shown in figure 1 does not include the contribution of the boundary term in (3.34) as it contributes only a constant.

The next step is to verify our results do not depend sensitively on the early time cut-off. Figure 2 shows the dependence of $f_{NL}$ as the integration is started at earlier and earlier times.
The color represents the value of $\beta$, our shape parameter for the $k_1+k_2+k_3$ triangle. The value of $f_{\text{NL}}$ converges for all shapes when the parameter $A$, which sets how much smaller than the horizon the mode with the smallest $k$ in the triangle $k_1+k_2+k_3$ has to be at the start of integration, is approximately $400$. This is larger than what would be required for an accurate calculation of the corresponding power spectrum statistic due to the diverging oscillatory behaviour of the terms contributing to the $f_{\text{NL}}$ integration.

It is also important to verify convergence with respect to the choice of integration split point $N_1$, or cut-off time, introduced in (3.31). The choice is parametrised by the variable $X$ defined by $X = k/aH$, again this condition is imposed on the smallest $k$ in the triangle $k_1+k_2+k_3$. $f_{\text{NL}}$ as a function of $X$ is shown in figure 3. If $X$ is too small, the split point is too close to the time of horizon exit and the early time approximation used in (3.28) will not be valid. If $X \sim A \to \infty$, this is equivalent to (3.24) i.e. doing no regularisation procedure at all. Therefore if $X$ is too large relative to $A$ one would expect the early time contribution to be unable to compensate for the increasingly divergent integral. This is the origin of the noise seen in figure 3. There is an optimal region for the value of $X$ which minimises the combined contribution from both sources of numerical error. From figure 3 it can be seen that $\ln X \approx 4 - 5$ is a good choice for “folded” shapes $\beta \to 2$ (left-panel). There optimal position for the split-point is somewhat shape dependent as shown in the right-panel of figure 3 which shows ten “squeezed” cases for the same HSR trajectory but in both cases for $\ln A \sim 4$ the inaccuracies are very small ($\ll 1\%$). For the following we chose the values $\ln A = 6$, $\ln X = 5$, and $B$, the parameter that sets the required size of the largest $k$ in the $k_1+k_2+k_3$ triangle with respect to the horizon at the end of the integration, is set to 0.01.

We generate ensembles of trajectories for two different HSR boundary conditions. The first is the “end-of-inflation” setup where the HSR are drawn from uniform distributions with a given range at the end of inflation defined by the time when $\epsilon = 1$. The second, “early-time” case is one where the HSR, including $\epsilon$ in this case, are drawn from uniform distributions at the time when the largest scale of interest is crossing the horizon. For this case $\epsilon$ is drawn from the range $[0,0.4]$ and the system is evolved back $\ln A = 6$ $\epsilon$-folds to the start of the mode integration and then forward for the required number of total $\epsilon$-folds to cover horizon exit of all observables scales.

For both cases we used $l_{\text{max}} = 4$ and $s = 1.5$ as defined in (2.13) to impose a hierarchical prior. For the “end-of-inflation” ensemble this choice is wide enough to give a proposal distributions in the observables $n_s$, $r$, etc. that are wider than the current, parametric constraints obtained from the recent Planck analysis [2]. For each trajectory the number of $\epsilon$-folds was chosen from a uniform distribution in the range be $N_{\text{tot}} = [60,80] + \ln A$. The factor of $\ln A$ is important to maintain convergence in the limit of $A \to \infty$ as discussed previously. Each ensemble includes some $O(10^5)$ trajectories.

In figure 4 we show $f_{\text{NL}}$ as a function of shape parameter $\beta$ and overall scale $k$ for a selection 30 trajectories from the “end-of-inflation” ensemble. For this ensemble we expect that at the time when observable quantities are evaluated the HSRs are going to be in the deep slow-roll limit with $\lambda \ll 1$. This is due to the fact that the system is evolved back from the wide proposal at the end of inflation towards a slow-roll attractor at early times when the observable scales are exiting the horizon. The results for this ensemble should therefore agree with the slow-roll approximations and consistency conditions. Figure 4 shows that the scale dependence is very mild and that for trajectories where there is shape dependence $|f_{\text{NL}}|$ peaks close to the equilateral configuration $\beta = 1$. It is also known that $f_{\text{NL}}$ should be near scale-invariant in the slow-roll limit and peak in the equilateral configuration. In addition,
Figure 7. Histogram of $f_{NL}$ values equilateral bispectra for the large scale mode $k_\ast = 10^{-5} (\text{Mpc})^{-1}$ in both “end-of-inflation” (top) and “early-time” (bottom) ensembles. Both ensembles have been filtered such that all trajectories have $0.946 < n_s < 0.976$ at the smaller scale $k = 10^{-2} (\text{Mpc})^{-1}$ in order to agree roughly with observations at the 2$\sigma$ level. The “early-time” proposal of HSR parameters allows for significant variation in the parameters while the largest scales are crossing the horizon leading to $f_{NL}$ about an order of magnitude larger than in the other case.

$f_{NL}$ must also satisfy the well known consistency condition in the squeezed limit given by $f_{NL} \approx (5/12)(n_s - 1)$ [25, 42].

As a consistency check we also make scatter plots for the ensembles in the $n_s$ vs $r$ and $n_s$ vs $f_{NL}$ planes. We do this by plotting the values of $n_s$, $r$, and $f_{NL}$ from the largest scale for each trajectory in the ensembles. In the slow-roll limit the $n_s$ vs $r$ plane should show a clear “inflationary” attractor [40, 44]. The $f_{NL}$ consistency condition should also appear as a strong attractor in the squeezed $\beta \sim 0$ shape case.

Figure 5 shows the “end-of-inflation” ensemble scatter plot for $n_s$ vs $r$. The inflationary attractor is clearly visible. The colour coding in the figure depicts the difference between the numerical $n_s$ and second order slow-roll approximation $\bar{n}_s$ given by (2.10) and defined $\delta n_s = |(n_s - \bar{n}_s)/n_s|$. This shows that the numerical and slow-roll results for $n_s$ agree very well when the trajectory lies close to the attractor.

The equivalent of the slow-roll expressions (2.10)–(2.12) for $f_{NL}$ is

\[
\hat{f}_{NL} = \frac{5}{12} (\bar{n}_s - 1 + f(\beta) \bar{n}_t) ,
\]  

(4.1)

where $\bar{n}_t$ is the slow-roll approximation for the tensor spectral index and $f(\beta)$ is a function of the shape with $f(\beta) \to 0$ as $\beta \to 0$ and $f(\beta) = 5/6$ when $\beta = 1$. Even though this formula was derived only at first order in $\epsilon$, $\eta$ we used the second order formulae for $n_s$
and \( n_t \). Figure 6 shows the trajectories in the \( n_s \) vs \( f_{NL} \) plane for both the squeezed and equilateral. The 5/12 \( n_s \) dependence is clear in both cases but the equilateral case has an additional dependence on \( n_t \) which dominates when \( n_s \rightarrow 1 \) in analogy with figure 5. The figure also shows the difference between the slow-roll approximation for \( f_{NL} \) and the value obtained numerically. The two agree to within a few percent except when \( f_{NL} \ll 10^{-2} \).

Figure 7 shows what happens to the equilateral \( f_{NL} \) distributions in the case where the trajectories are generated using the “early-time” priors on the HSR parameters. In this case, if the proposal ranges for the HSR are wide enough, the largest scales considered will be crossing the horizon when the trajectory is typically still in the out-of-slow-roll regime. At later times the trajectory will typically end up in a slow-roll attractor and the situation will revert to a picture much closer to that seen in figure 6. The squeezed distribution remains unchanged but the equilateral case can have \( f_{NL} \) values much larger than that allowed by the 5/12 \( n_s \) scaling. Typically the value of \( n_s \) for the scale where we are sampling \( f_{NL} \) is also large but we have filtered the trajectories to include only ones where 0.946 < \( n_s \) < 0.976 at the smaller scale \( k = 10^{-2} \text{(Mpc)}^{-1} \) where observational constraints are much tighter. The filter imposes a severe cut on the trajectories with only a fraction \( \sim 10^{-3} \) of trajectories satisfying the constraint on \( n_s \) on smaller scales. For this subset of trajectories the power spectrum, on the largest scales, has a strong scale dependence. This may be preferred by observations of the CMB where there are indications of lower than expected power on the largest scales.

5 Discussion

We have outlined a full numerical calculation of the bispectrum of primordial curvature perturbations arising from generalised inflationary trajectories. The bispectrum has been evaluated in terms of a scale dependent \( f_{NL}(k_1, k_2, k_3) \). The calculation is valid in the out-of-slow-roll regime as long as the weak coupling limit is maintained. This is of interest in models where there is significant evolution of slow-roll parameters during inflation that can lead to observational features in both power spectrum and bispectrum.

We have explored the generation of inflationary ensembles via the HJ formalism using HSR parameters and calculated the distribution of the bispectrum \( f_{NL} \) for various configurations of the \( k_1 + k_2 + k_3 \) triangle. In doing so we have verified the consistency relation for the squeezed limit and the equilateral configurations in the slow-roll regime. We have shown that, in the out-of-slow-roll limit, \( f_{NL} \) equilateral has a much wider distribution due to the scale dependence of the perturbations and has values that are typically an order of magnitude larger than in the slow-roll limit. These types of trajectories can be viable with respect to observations since on smaller scales the perturbations become near scale invariant due to the HSR asymptoting to small values.

The generation of inflationary ensembles including the calculation of the bispectrum will be useful for HSR parameter explorations using future data. \( f_{NL} \) observational constraints are currently far from the regime where they can affect the shape of trajectories and consequently add to our knowledge of the shape of the inflaton potential. However future observations may probe a regime that could constrain any out-of-slow-roll features in the trajectories. This would in turn constrain any significant feature in the single field inflation scenario. Even if features do not exist, probing \( f_{NL} \) to \( \mathcal{O}(10^{-2}) \) by a combination of future LSS observations would be a powerful probe of inflationary physics, particularly in scenarios where no tensor perturbations are detected.
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