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Abstract

Voice Conversion (VC) emerged as a significant domain of research in the field of speech synthesis in recent years due to its emerging application in voice-assisting technology, automated movie dubbing, and speech-to-singing conversion to name a few. VC basically deals with the conversion of vocal style of one speaker to another speaker while keeping the linguistic contents unchanged. VC task is performed through a three-stage pipeline consisting of speech analysis, speech feature mapping, and speech reconstruction. Nowadays the Generative Adversarial Network (GAN) models are widely in use for speech feature mapping from source to target speaker. In this paper, we propose an adaptive learning-based GAN model called ALGAN-VC for an efficient one-to-one VC of speakers. Our ALGAN-VC framework consists of some approaches to improve the speech quality and voice similarity between source and target speakers. The model incorporates a Dense Residual Network (DRN) like architecture to the generator network for efficient speech feature learning, for source to target speech feature conversion. We also integrate an adaptive learning mechanism to compute the loss function for the proposed model. Moreover, we use a boosted learning rate approach to enhance the learning capability of the proposed model. The model is trained by using both forward and inverse mapping simultaneously for a one-to-one VC. The proposed model is tested on Voice Conversion Challenge (VCC) 2016, 2018, and 2020 datasets as well as on our self-prepared speech dataset, which has been recorded in Indian regional languages and in English. A subjective and objective evaluation of the generated speech samples indicated that the proposed model elegantly performed the voice conversion task by achieving high speaker similarity and adequate speech quality.
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I. INTRODUCTION

In recent years Voice Conversion (VC) or Vocal Style Transfer (VST) is an emerging area of research in the field of speech synthesis. It is widely in use for many real-time applications such as audio assistive devices for speech disorder patients [1], voice over in movie dubbing [2], speech-to-singing conversion [3] etc. VC deals with the artificial generation of human speech by transferring the vocal tone of source speaker to target speaker’s speech, without altering the content of the speech. Transformation of Vocal style from source speaker to target speaker is achieved by modifying speech features such as, fundamental frequency ($F_0$), spectral envelop, formant structure etc for generating natural sounding speech. A traditional VC process involves mainly three components [4]: speech analysis, speech feature mapping and speech reconstruction. The VC components are illustrated in Fig. 1. The speech analysis component is responsible for decomposing the input speech sample into the features which are represented in the form of supra-segmental and segmental information. The speech feature mapping component treated as a mapping function from source speaker to target speaker’s vocal features. This component plays an important role in any VC system for efficient mapping of speech characteristics from source speaker to target speaker. Finally, the speech reconstruction component is responsible for reconstruction of audible speech from the converted speech features.

Fig. 1. Workflow of traditional VC system
GAN model is the most impressive and promising one among the deep generative models [39]. A typical GAN model is an objective to derive a loss function which is formulated as a linear combination of Least Absolute Deviation ($L_1$) and Least Square Error ($L_2$) loss in our model. Both the $L_1$ and $L_2$ losses are computed by taking a minimum of the difference between the normalized output values of Mel-Cepsral Coefficient (MCEP) features and the target variables iteratively. The normalized MCEPs are determined with multiple activation functions such as ReLU, ELU, SELU, Leaky ReLU, and Sigmoid. Finally, a boosted learning rate approach is used to enhance the proposed ALGAN-VC model’s learning capability. The ALGAN-VC model is trained using both forward and inverse mapping simultaneously for one to one VC.

The proposed model is experimented on Voice Conversion Challenge (VCC) 2016 [36], 2018 [37], 2020 [38] datasets and our self prepared speech dataset which are recorded in English language as well as in Indian regional languages (Bengali, Hindi, Assamese, Odia, Malayalam). One-to-one speech-to-speech strategy is considered in our experiments for VC. Subjective and objective performance evaluations stated the proposed model’s effectiveness in terms of speaker similarity and adequate speech quality. The Experimental results exhibited satisfactory improvement by transferring the vocal texture of a source speaker to a particular target speaker without changing the linguistic contents compared to state-of-the-art CycleGAN-based VC.

The main contributions to the proposed ALGAN-VC model are summarized as follows:

1) A dense residual network (DRN) like architecture is incorporated in the generator network of the proposed model to enhance the feature learning ability of the model. An adaptive learning mechanism is proposed with an objective to derive a loss function which is formulated as a linear combination of Least Absolute Deviation ($L_1$) and Least Square Error ($L_2$) loss in our model. Both the $L_1$ and $L_2$ losses are computed by taking a minimum of the difference between the normalized output values of Mel-Cepsral Coefficient (MCEP) features and the target variables iteratively. The normalized MCEPs are determined with multiple activation functions such as ReLU, ELU, SELU, Leaky ReLU, and Sigmoid. Finally, a boosted learning rate approach is used to enhance the proposed ALGAN-VC model’s learning capability.

2) An adaptive learning approach is proposed for efficient feature learning concerning loss computation, and activation function is selected adaptively.

3) A boosted learning rate approach is used to enhance the proposed model’s learning capability.

4) A speech dataset is prepared by ourself which are recorded in the English language as well as in the Indian regional languages for the evaluation of the proposed model.

The rest of the paper is organized as follows. Section II includes the overview of GAN model and related works on GAN-based VC models. The proposed ALGAN-VC model briefly presented in Section III. Section IV provides the details of the experimental setups and used speech datasets. Results and discussion with evaluation metrics are presented in Section V. Finally, Section VI includes conclusions and some promising future research directions on GAN based VC.

II. BACKGROUND AND RELATED WORK

A. Generative Adversarial Network (GAN)

In recent years, deep generative models are widely used for synthetic data generation in various applications [4]. The GAN model is the most impressive and promising one among the deep generative models [39]. A typical GAN model is
consists of a generator and a discriminator which are denoted by $G$ and $D$. The generator generates synthetic data from a prior input information where the discriminator discriminates the generated synthetic data from the original training data. The basic framework of a GAN model is depicted in Fig. 2. The set of model parameters of a generator and a discriminator are represented by $\Theta_G$ and $\Theta_D$, respectively. Given an input data $x$, the generator generates synthetic or fake data $\hat{y}$ with a probability distribution denoted as $p_{\hat{y}}$. On the other hand, the discriminator is trained with the original or real data $y$ whose probability distribution is $p_y$. Hence, the generator tries to match $x$ with $y$ using a mapping function which is represented by $G_{x\rightarrow y}$. For the real data $y$ discriminator gives a probability value $D_y$ which indicates the probability of belongingness of $y$ to real data distribution. Similarly, for the generated fake data $\hat{y}$ the discriminator gives a probability value $D_{\hat{y}}$ which indicates the probability of belongingness of fake data to the real data distribution. The objective of the generator in GAN is to deceive the discriminator by generating real like synthetic data. On the other hand, discriminator’s objective is to enhance its accuracy of classifying fake sample $\hat{y}$ as fake and real sample $y$ as real. Thus, both the discriminator and the generator learns in an adversarial manner [7] by maximizing and minimizing the objective function or loss function defined as

$$L_{CEL}(y, \hat{y}) = \min_G \max_D \left[ \mathbb{E}_{y \sim p_y}(\log D_y) + \mathbb{E}_{\hat{y} \sim p_{\hat{y}}}(\log (1 - D_{\hat{y}})) \right].$$

(1)

Where CEL represent Cross-Entropy Loss and $\mathbb{E}$ is expectation. The model parameter sets $\Theta_G$ and $\Theta_D$ are updated during the process of minimization and maximization of the loss function. This competitive nature of learning is known as min-max game or zero-sum game. After a certain period of learning, probability distribution, $p_{\hat{y}}$ becomes similar to $p_y$ that resulted in an equilibrium state known as Nash-equilibrium state. In this situation, the discriminator provides a probability value of 0.5, which implies the generated synthetic samples have 50% probability of being fake or real. Therefore, the generator network, discriminator network, and the loss-function plays an essential role in the GAN model to achieve an equilibrium state.

In GAN models, it is nearly intractable to explicitly trace the evidence of probability distribution of generated and original data samples. Loss function provides an indirect estimation of the difference between generated and target data samples’ underlying probability distribution. Hence, loss function has a significant impact on the study of GAN research to various problems. Recent studies reveal that the appropriate selection of loss function in GAN models is an emerging and promising research direction for generating high-quality synthetic data [40]–[42].

B. Voice Conversion (VC) using GAN

Recent studies revealed that GAN models are the most promising one for VC task as compare to traditional models [4]. The basic framework for VC using a typical GAN model is shown in Fig. 3.
In Fig. 3, vocoders are used for speech feature extraction from a source and a target speakers’ speech data. The extracted speech features of the source speaker and the target speaker are then fed to the generator and the discriminator interns of speech feature vectors, respectively. The generator converts the source speaker’s speech features $x$ into a particular target speaker’s speech features represented by $\hat{y}$. On the other hand, the discriminator is trained with the target speaker’s real speech features represented by $y$. The discriminator distinguishes the converted speech features ($\hat{y}$) from real speech features ($y$) with the help of loss function. In general, Cross Entropy Loss (CEL) is used to train a GAN model. The parameters of the generator and the discriminator are updated during the training process through maximization and minimization of the loss function. After achieving equilibrium state of the GAN model, the vocoder reconstructs the audible speech from the converted speech features without changing the linguistic contents.

C. Related Work

The proposed ALGAN-VC model mainly focused on one-to-one VC task. The related work includes the kinds of literature that rely on GAN-based approaches for one-to-one VC. Kaneko and Kameoka [22] implemented original CycleGAN [43] framework for non_parallel one-to-one VC task. They considered MCEP features for speech feature conversion and WORLD vocoder [44] for the reconstruction of audible speech. The model is equipped with a residual connection-based 1D gated CNN for the generator network and a 2D gated CNN for the discriminator network and similar loss components as in the CycleGAN. But the model generates buzzy sounding speech in case of inter gender VC for over smoothing problem. Seshadri et al. [25] incorporated PML vocoder [45] as the first approach in CycleGAN-VC framework for both speech feature extraction and speech reconstruction. This resulted nominal improvement of the generated speech samples. The Improved version of CycleGAN-VC was proposed in CycleGAN-VC2 [23]. Here, a two step adversarial loss is used to deal with the over smoothing problem as observed in CycleGAN-VC. Moreover, an improved generator and a PatchGAN discriminator is incorporated to enhance the effectiveness of the model. Their model performed well for intra-gender VC with less naturalness. In CycleGAN-VC-GP [35], zero-centered gradient penalties and combined fundamental frequency with the spectrum are considered to ensure the convergence of GAN model and improvement of the prosody conversion in CycleGAN-VC2 framework. In CycleGAN-VC3 [24], mel-spectrogram conversion introduced instead of MCEP conversion as speech feature conversion. In this method, time-frequency adaptive normalization is used to adjust the scale and bias of the converted features. They validated their models performance on mono-lingual intra and inter gender VC. In MelGAN-VC [15], spectrogram conversion incorporated with siamese network. In the model, travel loss is combined with adversarial loss and identity loss for preserving speech information. They also used Griffin-Lim algorithm [46] for audible speech reconstruction from spectrograms. Du et. al [27] proposed Spectrum-Prosody-CycleGAN framework for cross-lingual VC. The model incorporated continuous wavelet transform (CWT) decomposition technique for $F_0$ modeling instead linear transformation of $F_0$.

The above mentioned studies are mainly focused on the effectiveness of architectural modifications of GAN and different speech features to improve speaker similarity and speech quality on mono-lingual speech data. However, there is a scope to explore other components of GAN models such as loss function, activation function, and learning rate for both cross-lingual and mono-lingual speech data.

III. PROPOSED ALGAN-VC MODEL

In this section, framework of the proposed ALGAN-VC model is described in detail. The proposed model consists of two generators $G_{x\rightarrow y}$ and $G_{y\rightarrow x}$, and two discriminators $D_x$ and $D_y$, where $x$ and $y$ represent speech feature vectors extracted from two different speakers speech sample. The overall process of ALGAN-VC depicted in Fig. 4.

The proposed model learned both forward and inverse mapping simultaneously. In forward mapping $x \rightarrow y$, a generator ($G_{x\rightarrow y}$) served a transformation from a source speakers’ speech features $x$ to a particular target speaker’s speech features $y$. The mapping function $G_{x\rightarrow y}$ converted the source speech features $x$ into speech features $\hat{y}$ (i.e $G_{x\rightarrow y}(x)$) in order to match the target speaker’s speech features $y$. Then, the discriminator $D_y$ is trained with target speaker’s speech features $y$ and distinguished the converted speech features $\hat{y}$ from $y$. Similarly, in inverse mapping $y \rightarrow x$, a generator ($G_{y\rightarrow x}$ served a transformation from source speaker’s speech features $y$ to target speaker’s speech features $x$. The mapping function $G_{y\rightarrow x}$ converted the speech features $y$ into speech features $\hat{x}$ (i.e $G_{y\rightarrow x}(y)$) inorder to match the target speaker’s speech features $x$. Then, the discriminator $D_x$ is trained with target speaker’s speech features $x$ and distinguished the converted speech features $\hat{x}$ from $x$.

Moreover, the proposed model includes three main components where we make some contributions to enhance speech feature learning ability for efficient and effective voice conversion. Firstly, a dense residual network (DRN) like architecture is proposed in the generator network of the ALGAN-VC model. This architecture improves residual speech feature mapping ability from source speaker to target speaker. Secondly, the total loss of our model is obtained as the summation of three losses such as adversarial loss, reconstruction loss, and identity-tracing loss. An adaptive learning mechanism is proposed for computing adversarial loss, a linear combination of $L_1$ and $L_2$ loss functions. Reconstruction loss is calculated using $L_1$ loss between reconstructed speech features $\hat{R}_x$ (i.e $G_{y\rightarrow x}(G_{x\rightarrow y}(x))$) and speech feature vector $x$, and $\hat{R}_y$ (i.e $G_{x\rightarrow y}(G_{y\rightarrow x}(y))$) and $y$. Furthermore, identity-tracing loss is also calculated using $L_1$ loss between identity-traced $\hat{I}_x$ (i.e $G_{y\rightarrow x}(x)$) and $x$, and
Fig. 4. Schematic diagram of the proposed ALGAN-VC model. Here, identity of the loss functions are represented by uniquely coloured arrows.

\( \mathcal{L}_Y \) (i.e. \( G_{x \rightarrow y}(y) \)) and \( y \), respectively. Thirdly, a boosted learning rate strategy is proposed for updating the learning rate of the generator and the discriminator to enhance the feature learning ability of the proposed model.

The Details of DRN like architecture, adaptive learning approach and boosted learning rate strategy for the proposed ALGAN-VC model are described below.

### A. Dense Residual network architecture

In residual connection based CNN models (ResNets) [47], layers outputs are aggregated via a summation operation and feed-forward to the succeeding layers as inputs for enhancing the performance of the models. It has the potential ability to improve the gradient flow and prevent the model from vanishing gradient and exploding gradient problems due to the presence of skip connections as residual links while backpropagation is performed [48], [49]. Whereas, densely connected CNN (DenseNet) [50] model consists of the dense aggregation of layers that provide direct feature re-usage as deeper layers can access the outputs of shallower layers. Therefore, merging the advantages of both the ResNets and DenseNets can improve feature learning ability and the whole training process of a model. With these benefits, a Dense Residual Network (DRN) like architecture is incorporated into the generator network in our proposed model.

The generator network of the proposed ALGAN-VC model consists of three blocks such as sequential downsampling blocks, dense residual blocks and sequential upsampling blocks as shown in Fig. 5.

1) **Sequential Downsampling Blocks:** Sequential downsampling blocks are consists of several convolution units termed as downsampling block. It can be expressed as composite function, \( h^d(\cdot) \) (\( d \) represent downsampling block) of three operations: 1D convolution (Conv), instance normalization (IN), and gated linear unit (GLU). Hence, the \( i \)-th downsampling block can be expressed mathematically as

\[
h^d_i(x) = IN(GLU(Conv(x))),
\]

where \( x \) represent the input feature vector.

2) **Dense Residual Blocks:** The output of the last sequential downsampling block flows to the dense residual blocks in DRN architecture as input. Moreover, the proposed DRN architecture consists of several dense residual blocks. So, each dense residual block can represent a composite function, \( H^r(\cdot) \) (\( r \) for residual block) of two convolution units (i.e \( h^r \) and \( h^{r'} \)) and mathematically expressed as

\[
H^r_j(x) = h^{r'}_j(h^r_j(x)),
\]
where $H_r^j$ represent the $j$-th dense residual block. $h_r^j$ and $h_r'^j$ represent the first and second convolution unit of the $j$-th block. Additionally, each convolution unit of dense residual block performs the three operations the same as in sequential downsampling block. Therefore, the convolution unit, $h_r^j(\cdot)$ of the $j$-th block over input feature vector $x$ can be formulated as

$$h_r^j(x) = \text{IN}(\text{GLU}(\text{Conv}(x))).$$

Therefore, the output of the $j$-th residual block is defined as

$$O_j = H_r^j(x),$$

Now, the output of the $1$-st block can be written explicitly as

$$O_1 = H_r^1(x), \quad \text{where} \quad H_r^1 = h_r'^1(h_r^1(x)).$$

The $O_1$ is added with the first convolution unit output, $h_r^1$ and skip connection $x$ and collectively treated as an input to 2-nd residual block to produce output $O_2$. Therefore, the output $O_2$ is expressed as

$$O_2 = H_r^2(O_1 + h_r^1(x) + x) = H_r^2(I_1) = O_1 + h_r^1(x) + x \quad \text{and} \quad H_r^2 = h_r'^2(h_r^2(I_1)).$$

Here, $I_1$ represent the 1-st residual summation. It indicates that the input and the output of a particular dense residual block of the DRN architecture depend on all preceding block’s output. Therefore, output of the $n$-th residual block can be expressed recursively as

$$O_n = H_r^n(I_{n-1}) \quad \text{and} \quad H_r^n = h_r'^n(h_r^n(I_{n-1})), \quad I_{n-1} = O_{n-1} + h_{n-1}^r(I_{n-1}) + \sum_{s=1}^{n-2} I_s + x.$$ 

The residual summation ($I_{n-1}$) exhibits cumulative feature flow, enhancing the feature learning ability of the generator network in the proposed ALGAN-VC model.

3) Sequential Upsampling Blocks: The output of the final residual summation is feed to sequential upsampling blocks as input. Each of the block represent a composite function, $h_u^u(\cdot)$ ($u$ for upsampling) of four operations such as 1D convolution ($\text{Conv}$), pixel shuffler ($\text{PS}$), instance normalization ($\text{IN}$), and gated linear unit ($\text{GLU}$). So, the $k$-th downsampling block for the input feature vector $x$ is expressed mathematically as

$$h_u^k(x) = \text{IN}(\text{PS}(\text{GLU}(\text{Conv}(x)))).$$

The use of downsampling and upsampling blocks in the proposed model helps us to make the model computationally less expensive and provides high-quality style transfer from source to target speech features.
B. Adaptive learning approach

An adaptive learning approach is proposed for the efficient training of our model. It aims to compute the adversarial loss adaptively. This section mainly focuses on the computation of the adversarial loss function in the ALGAN-VC model. Furthermore, reconstruction loss and identity-tracing loss are also discussed, respectively.

1) Adversarial loss: The adversarial loss is formulated as a linear combination of $L_1$ and $L_2$ loss, computed using a normalization technique based on multiple activation functions. It is well known that different loss functions provide unlike underlying distributions in GAN models [51]. To owing these benefits, a linear combination of loss functions is considered in our study for better aspect of tracing underlying distribution of input data. Both $L_1$ and $L_2$ losses are calculated based on the difference between the normalized output and the respective target label. The normalized outputs are obtained by using multiple activation functions [52] from the output layer of the discriminator. The target labels are derived mathematically with the difference between the normalized output and the respective target label. The normalized outputs are obtained by using normalization respectively. Each unique color code represents respective blocks’ identity.

$$\mathcal{L} = \alpha \times L_1 + \beta \times L_2, \quad \alpha + \beta = 1.$$  
(10)

Where, $\alpha$ and $\beta$ are two constants. The minimization of adversarial loss maximizes the similarity between normalized outputs and target labels. For the simplicity, the output of the discriminators and their corresponding target label are denoted as $D_{\hat{x}}(x)$, $D_{\hat{y}}(y)$ and $b$ in case of real speech data samples $x$ and $y$. Similarly, for the converted (fake) speech data samples $\hat{x}$ and $\hat{y}$, the output of the discriminators and their corresponding target label are denoted as $D_{\hat{x}}(\hat{x})$, $D_{\hat{y}}(\hat{y})$ and $a$. Therefore, the adversarial loss, $\mathcal{L}_{D_x}$ and $\mathcal{L}_{D_y}$ for the discriminator, $D_{\hat{x}}(x)$ and $D_{\hat{y}}(y)$ are formulated as

$$\mathcal{L}_{D_x} = \frac{1}{2} E_{x \sim p_{\text{data}}(x)}[\alpha L_1 + \beta L_2](\text{for real data})$$
$$+ \frac{1}{2} E_{y \sim p_{\text{data}}(y)}[\alpha L_1 + \beta L_2](\text{for fake data}).$$

$$\mathcal{L}_{D_x} = \frac{1}{2} E_{x \sim p_{\text{data}}(x)}[\alpha \|D_{x}(x)\|_1 + \beta \|D_{x}(x)\|_2]$$
$$+ \frac{1}{2} E_{y \sim p_{\text{data}}(y)}[\alpha \|D_{x}(x)\|_1 + \beta \|D_{x}(x)\|_2]$$
$$= \frac{1}{2} E_{x \sim p_{\text{data}}(x)}[\alpha \|D_{x}(G_{y \rightarrow x}(y))\|_1 + \beta \|D_{x}(G_{y \rightarrow x}(y))\|_2]$$
$$+ \frac{1}{2} E_{y \sim p_{\text{data}}(y)}[\alpha \|D_{x}(G_{y \rightarrow x}(y))\|_1 + \beta \|D_{x}(G_{y \rightarrow x}(y))\|_2].$$

$$\mathcal{L}_{D_y} = \frac{1}{2} E_{y \sim p_{\text{data}}(y)}[\alpha \|D_{y}(y)\|_1 + \beta \|D_{y}(y)\|_2]$$
$$+ \frac{1}{2} E_{y \sim p_{\text{data}}(y)}[\alpha \|D_{y}(\hat{y})\|_1 + \beta \|D_{y}(\hat{y})\|_2].$$

Discriminator

Fig. 6. Discriminator network of the ALGAN-VC model. In each blocks ch, k, s and IN represents the number of channels, kernel size, stride and instance normalization respectively. Each unique color code represents respective blocks’ identity.
\[ \begin{align*}
&= \frac{1}{2} \mathbb{E}_{y \sim p_y(y)}[\alpha||D_y(y) - b||_1 + \beta||D_y(y) - b||_2] \\
&+ \frac{1}{2} \mathbb{E}_{x \sim p_x(x)}[\alpha||D_y(G_{x \rightarrow y}(x)) - a||_1 \\
&+ \beta||D_y(G_{x \rightarrow y}(x)) - a||_2].
\end{align*} \]

Similarly, the adversarial loss for the generators, \( G_{x \rightarrow y} \) and \( G_{y \rightarrow x} \) can be formulated as
\[
\mathcal{L}_{G_{x \rightarrow y}} = \frac{1}{2} \mathbb{E}_{y \sim p_y(y)}[\alpha||D_x^*(y) - c||_1 + \beta||D_x^*(y) - c||_2] \\
+ \frac{1}{2} \mathbb{E}_{y \sim p_y(y)}[\alpha||D_y(G_{x \rightarrow y}(x)) - c||_1 \\
+ \beta||D_y(G_{x \rightarrow y}(x)) - c||_2],
\]
\[
\mathcal{L}_{G_{y \rightarrow x}} = \frac{1}{2} \mathbb{E}_{x \sim p_x(x)}[\alpha||D_x^*(x) - c||_1 + \beta||D_x^*(x) - c||_2] \\
+ \frac{1}{2} \mathbb{E}_{y \sim p_y(y)}[\alpha||D_x^*(y) - c||_1 \\
+ \beta||D_x^*(y) - c||_2],
\]

where \( c \) is the target data label.

The values of \( a, b, \) and \( c \) can be determined by using either forward or inverse mapping. In the forward mapping \( (x \rightarrow y) \), the optimal discriminator, \( D_y^* \) is determined by taking the derivative of Eq. (12) with respect to \( D_y \) and \( \frac{dL_{D_y}}{dD_y} = 0 \) keeping the fixed generator \( G_{x \rightarrow y} \). Therefore, the optimal discriminator, \( D_y^* \) is
\[
D_y^*(y) = \frac{(b - 0.5\alpha)p_y(y) + (\beta - 0.5\alpha)p_y(y)}{\beta(p_y(y) + p_y(y))}.
\]

After putting \( D_y^* \) in Eq. (13), it is reformulated as
\[
\mathcal{L}_{G_{x \rightarrow y}} = \frac{1}{2} \mathbb{E}_{y \sim p_y(y)}[\alpha||D_y^*(y) - c||_1 + \beta||D_y^*(y) - c||_2] \\
+ \frac{1}{2} \mathbb{E}_{y \sim p_y(y)}[\alpha((bp_y(y) + ap_y(y)) - c) - c] \\
+ \beta((bp_y(y) + ap_y(y)) - c)^2] \\
+ \frac{1}{2} \mathbb{E}_{y \sim p_y(y)}[\alpha((bp_y(y) + ap_y(y)) - c) - c] \\
+ \beta((bp_y(y) + ap_y(y)) - c)^2].
\]

Eq. (16) is obtained by ignoring the constants associated in Eq. (15). Therefore, minimization of the adversarial loss \( \mathcal{L}_{G_{x \rightarrow y}} \) is defined as
\[
\min_{G_{x \rightarrow y}} \mathcal{L}_{G_{x \rightarrow y}} = \frac{1}{2} \int y p_y(y)[\alpha((bp_y(y) + ap_y(y)) - c) - c]dy \\
+ \beta((bp_y(y) + ap_y(y)) - c)^2]dy \\
+ \frac{1}{2} \int y p_y(y)[\alpha((bp_y(y) + ap_y(y)) - c) - c]dy \\
+ \beta((bp_y(y) + ap_y(y)) - c)^2]dy,,
\]
It is to be noted that we have used multiple activation functions in the output layer of the discriminator network to obtain in this paper to assign the target label values. Therefore, the equations between (\chi_{\text{pearson}}) divergence of original samples and generated samples. The Chi-Square Pearson (\chi_{\text{pearson}}) divergence between (p_y + p_\hat{y} \parallel 2p_\hat{y})

\[ \chi_{\text{pearson}}(p_y + p_\hat{y} \parallel 2p_\hat{y}) \]

(17) Usually, 0–1 encoding scheme has been used for the target labels in classification algorithms. So, we used this encoding scheme in this paper to assign the target label values. Therefore, the equations (b - c = 1 and (b - a = 2 must satisfy the 0–1 encoding scheme and the target label values are determined as b = 1, c = 0 and a = 1. Finally, minimization of the adversarial loss (L_{G_{x\rightarrow y}}) for the generator using forward mapping is expressed as two terms. First term corresponds to the difference between the probability density function of original samples and generated samples. The Chi-Square Pearson (\chi_{\text{pearson}}) divergence between (p_y + p_\hat{y} \parallel 2p_\hat{y}) and (2p_\hat{y}) corresponds by the second term.

The above adversarial losses are computed based on a particular activation function in the output layer of the discriminator. It is to be noted that we have used multiple activation functions in the output layer of the discriminator network to obtain the normalized output. Hence, the discriminator outputs D_x(x), D_x(G_{y\rightarrow x}(y)), D_y(y), and D_y(G_{x\rightarrow y}(x)) are normalized using multiple activation functions such as ReLU, ELU, SELU, LReLU, Sigmoid in parallel and taking their minimum for computing the L1 and L2 loss. This computation procedure is depicted in Fig. 6. The mentioned activation functions are considered in our study because of their non-linear transformation nature and broad applications perspective [56]. Therefore, the adversarial loss of the generator or the discriminator is formalized mathematically using the multiple activation functions as

\[ \mathcal{L} = \min\{a||a(f) - O_t||_1 + \beta||a(f) - O_t||_2\}. \]

Where, a(\cdot) \in \{ReLU, ELU, SELU, LReLU, Sigmoid\} is the activation function, f \in \{D_x(x), D_x(G_{y\rightarrow x}(y)), D_y(y), D_y(G_{x\rightarrow y}(x))\} is the discriminator output and O_t \in \{a, b, c\} is the target label output.

Therefore, the adversarial loss for forward mapping is written as

\[ \mathcal{L}_{x\rightarrow y} = \mathcal{L}_{G_{x\rightarrow y}} + \mathcal{L}_{D_y}. \]

Similarly, the adversarial loss for inverse mapping is written as

\[ \mathcal{L}_{y\rightarrow x} = \mathcal{L}_{G_{y\rightarrow x}} + \mathcal{L}_{D_x}. \]
Thus, the total adversarial loss for ALGAN-VC model is
\[ \mathcal{L}_{\text{Total}} = \mathcal{L}_{x \rightarrow y} + \mathcal{L}_{y \rightarrow x} \] (23)

2) **Reconstruction loss:** Despite the similarity measure between the two distributions, it is also necessary to preserve the contextual information of speech data during voice conversion task. For this purpose, reconstruction loss is considered in our model with the form of \( L_1 \) loss function. The reconstruction losses, \( \mathcal{R}_{\text{rec}(x)} \) and \( \mathcal{R}_{\text{rec}(y)} \) of speech samples \( x \) and \( y \) are defined as

\[
\mathcal{R}_{\text{rec}(x)} = \mathbb{E}_{x \sim p_x(x)}[||\mathcal{I}_x - x||_1]
\]
\[
= \mathbb{E}_{x \sim p_x(x)}[||G_{y \rightarrow x}(G_{x \rightarrow y}(x)) - x||_1],
\]
\[
\mathcal{R}_{\text{rec}(y)} = \mathbb{E}_{y \sim p_y(y)}[||\mathcal{I}_y - y||_1]
\]
\[
= \mathbb{E}_{y \sim p_y(y)}[||G_{x \rightarrow y}(G_{y \rightarrow x}(y)) - y||_1],
\]
\[
\mathcal{R}_{\text{Total}} = \mathcal{R}_{\text{rec}(x)} + \mathcal{R}_{\text{rec}(y)}. \] (24)

3) **Identity-tracing loss:** Linguistic information of speakers plays a vital role in a voice conversion task. Identity-tracing loss is adopted to preserve linguistic information. This loss can enhance similarity measure between the generated speech samples and the target speech samples. So, the identity-tracing losses for the speech samples \( x \) and \( y \) in terms of \( L_1 \) loss are defined as

\[
\mathcal{I}_{\text{trace}(x)} = \mathbb{E}_{x \sim p_x(x)}[||\mathcal{I}_x - x||_1]
\]
\[
= \mathbb{E}_{x \sim p_x(x)}[||G_{y \rightarrow x}(x) - x||_1],
\]
\[
\mathcal{I}_{\text{trace}(y)} = \mathbb{E}_{y \sim p_y(y)}[||\mathcal{I}_y - y||_1]
\]
\[
= \mathbb{E}_{y \sim p_y(y)}[||G_{x \rightarrow y}(y) - y||_1],
\]
\[
\mathcal{I}_{\text{Total}} = \mathcal{I}_{\text{trace}(x)} + \mathcal{I}_{\text{trace}(y)}. \] (25)

4) **Full loss-function of our model:** The overall loss function of a model is the summation of the adversarial loss, the reconstruction loss and the identity-tracing loss. Finally, the full loss function of the proposed model denoted as \( \mathcal{L}_{\text{Full}}(ALGAN-VC) \) and expressed as

\[
\mathcal{L}_{\text{Full}}(ALGAN-VC) = \mathcal{L}_{\text{Total}} + \mathcal{R}_{\text{Total}} + \mathcal{I}_{\text{Total}} \] (26)

**C. Boosted learning rate strategy (BLRS)**

For the efficient and effective training purpose of our model, boosted learning rate strategy is proposed in this study. Mostly, continuous occurrence of large gradient restricts gradient-based parameter optimization process in many DNN model [57]. It provides difficulty in choosing the appropriate learning rate in parameter update rule during training of a model. To overcome this issue, the learning rate is updated adaptively (called as boosted) throughout the training of ALGAN-VC model. The pseudo code of the proposed boosted learning rate strategy is presented in Algorithm 1.

**Algorithm 1:** Boosted Learning Rate Strategy

**Initialization:** Input samples: \( \mathbf{X} \) and \( \mathbf{Y} \), Learning rate for the generator and discriminator: \( \eta_g \) and \( \eta_d \), Generator loss scale factor: \( \lambda \), constants: \( c_1 \), \( c_2 \) and maximum epochs: \( N \)

while \( i \leq N \) do
    if \( i = 1 \) then
        \( G_{\text{Loos}}, D_{\text{Loos}} \leftarrow \text{ALGAN-VC (X, Y, } \eta_g, \eta_d) \)
    else
        \( G_{\text{Loos}}, D_{\text{Loos}} \leftarrow \text{ALGAN-VC (X, Y, } \eta_g, \eta_d) \)
        \( \Delta G_{\text{Loos}} = \text{abs}(G_{\text{Loos}} - G_{\text{Loos, } i-1}) \)
        \( \Delta D_{\text{Loos}} = \text{abs}(D_{\text{Loos}} - D_{\text{Loos, } i-1}) \)
        if \( \lambda \times \Delta G_{\text{Loos}} > \Delta D_{\text{Loos}} \) then
            \( \eta_g = \eta_g - c_1, \eta_d = \eta_d + c_2 \)
        else if \( \lambda \times \Delta G_{\text{Loos}} < \Delta D_{\text{Loos}} \) then
            \( \eta_g = \eta_g + c_2, \eta_d = \eta_d - c_1 \)
        else
            \( \eta_g = \eta_g, \eta_d = \eta_d \)
    end
    \( i = i + 1 \)
end

Algorithm 1 start with generator loss \( G_{\text{Loos}} \) and discriminator loss \( D_{\text{Loos}} \) which are obtained from ALGAN-VC model using the initial learning rates \( (\eta_g \text{ and } \eta_d) \) of the generator and discriminator along with initial samples \( \mathbf{X} \) and \( \mathbf{Y} \) in the first epoch. From the second epoch, the rate of change of losses in both the generator and discriminator \( (\Delta G_{\text{Loos}} \text{ and } \Delta D_{\text{Loos}}) \) are
speech features. The generator network architecture settings are presented in Table II.

In our study, eight dense residual blocks are used with five downsampling blocks, sequential downsampling and upsampling blocks, sequential upscaling and downscaling of channel numbers are used for capturing fine distribution of data more explicitly. In our study, eight dense residual blocks are used with five downsampling blocks, sequential downsampling and upsampling blocks, sequential upscaling and downscaling of channel numbers are used for capturing fine distribution of data more explicitly. Furthermore, inspired from the effective use of downsampling blocks, residual blocks and upsampling blocks as well as instance normalization (IN) in image style transfer [43], [64], similar block sequence is employed in ALGAN-VC generator for adequate speech features transfer. In the proposed ALGAN-VC model, the network architecture framework is adopted from a GAN model used in image style transfer [43]. The overall network architecture of ALGAN-VC can be visualized in Fig. 4. The generator network initially consists of both monolingual and crosslingual speech data. The monolingual speech dataset of the VCC 2020 is divided into 20 parallel and 50 nonparallel utterances, collected from 4 source and 4 target speakers in English. For the crosslingual speech dataset of the VCC 2020, English, Finnish, German and Mandarin languages are considered with 70 nonparallel utterances. Moreover, we prepared a set of non-parallel datasets of 15 speakers, each containing 20 instances with 1715 utterances. Among them, 10 speakers’ speeches are recorded in the English language, and the remaining 5 speakers’ speeches in 5 different Indian regional languages such as Bengali, Hindi, Assamese, Odia, and Malayalam in both male and female voice. The summary of the experimented datasets are presented in Table I.

### IV. Experimental Setups

#### A. Dataset Description

For evaluating the performance of the proposed ALGAN-VC model, the Voice Conversion Challenge (VCC) 2016 [58], VCC 2018 [59], VCC 2020 speech dataset [60] and our self prepared nonparallel Indian multilingual datasets are used in the experiment. The VCC 2016 parallel speech dataset was recorded by 8 speakers in US English and segmented into 216 utterances. The whole dataset is divided into source and target speakers’ data contained 2 male and 2 female speakers in each division. The VCC 2018 speech data is recorded by 12 US English speakers and divided into parallel and non-parallel datasets with total 116 utterances. Both the parallel and non-parallel divisions of the VCC 2018 dataset are grouped into source and target speaker’s data with 2 male and 2 female speakers. Unlike the VCC 2016 and the VCC 2018 monolingual dataset, the VCC 2020 consists of both monolingual and crosslingual speech data. The monolingual speech dataset of the VCC 2020 is divided into 20 parallel and 50 nonparallel utterances, collected from 4 source and 4 target speakers in English. For the crosslingual speech dataset of the VCC 2020, English, Finnish, German and Mandarin languages are considered with 70 nonparallel utterances. Moreover, we prepared a set of non-parallel datasets of 15 speakers, each containing 20 instances with 1715 utterances. Among them, 10 speakers’ speeches are recorded in the English language, and the remaining 5 speakers’ speeches in 5 different Indian regional languages such as Bengali, Hindi, Assamese, Odia, and Malayalam in both male and female voice. The summary of the experimented datasets are presented in Table I.

| Dataset     | Type    | Language          | Utterances | Time interval (in seconds) |
|-------------|---------|-------------------|------------|----------------------------|
| VCC 2016    | Parallel| US English        | 216        | 3-7                        |
| VCC 2018    | Parallel| US English        | 116        | 3-9                        |
|             | Non Parallel | US English        | 116        | 3-9                        |
| VCC 2020    | Parallel| US English        | 20         | 4-7                        |
|             | Non Parallel | US English, German, Finnish, Mandarin | 120        | 3-7                        |
| Self-prepared | Non Parallel | Indian accent of English and Indian regional languages (Bengali, Assamese, Hindi, Odia, Malayalam) | 1715        | 5-9                        |

Finally, speech features are reconstructed using the WORLD vocoder system.

#### B. Feature Extraction

For the experimental purpose, each dataset is downsampled to 16KHz with a bit depth of 16 bits, respectively. The three widely used important speech features such as Mel-cepstral coefficient (MCEP), Aperiodicities (AP), and Logarithmic fundamental frequency ($\log F_0$) are considered in our study for voice conversion task. These features are extracted with the help of the WORLD [44] vocoder feature analysis system. The MCEP features are used in the generator network for speech feature mapping from source speaker to target speaker while $F_0$ conversion is performed using logarithm Gaussian normalized transformation [61]. Additionally, AP features are converted directly from source speaker to target speaker without any modification [62]. Finally, speech features are reconstructed using the WORLD vocoder system.

#### C. Network Architecture of ALGAN-VC

In the proposed ALGAN-VC model, the network architecture framework is adopted from a GAN model used in image style transfer [43]. The overall network architecture of ALGAN-VC can be visualized in Fig. 4. The generator network initially connected with two consecutive convolution blocks, each of block consists 1D CNN and GLU activation function. Here, 1D CNN is used because it can capture the overall relationship among the input features and the gated mechanism of GLU allows selective propagation of information that depends on the previous layers outputs. Furthermore, inspired from the effective use of downsampling blocks, residual blocks and upsampling blocks as well as instance normalization (IN) in image style transfer research [63], [64], similar block sequence is employed in ALGAN-VC generator for adequate speech features transfer. In the sequential downsampling and upsampling blocks, sequential upsampling and downsampling of channel numbers are used for capturing fine distribution of data more explicitly. In our study, eight dense residual blocks are used with five downsampling and upsampling blocks in the generator network. Additionally, due to the effectiveness of pixel shuffler for high-resolution image generation task [65], it is incorporated in upsampling blocks. Finally, the generator network produced output as converted speech features. The generator network architecture settings are presented in Table II.

1 Self prepared dataset is available at https://tinyurl.com/sjyjzebk
TABLE II
ALGAN-VC GENERATOR NETWORK ARCHITECTURE

| Conv Blocks     | Channel | Kernal | Stride | Output |
|-----------------|---------|--------|--------|--------|
| Input Conv      | 24      | 1x5    | 1x1    | 24     |
| Input Conv      | 64      | 1x5    | 1x1    | 64     |
| Downsampling    | 64      | 1x5    | 1x2    | 1024   |
| Downsampling    | 128     | 1x5    | 1x2    | 1024   |
| Downsampling    | 256     | 1x5    | 1x2    | 1024   |
| Downsampling    | 512     | 1x5    | 1x2    | 1024   |
| Downsampling    | 1024    | 1x5    | 1x2    | 1024   |
| Dense Residual blocks | 1024 | 1x5    | 1x1    | 1024   |
| Upsampling      | 64      | 1x5    | 1x1    | 1024   |
| Upsampling      | 128     | 1x5    | 1x1    | 1024   |
| Upsampling      | 256     | 1x5    | 1x1    | 1024   |
| Upsampling      | 512     | 1x5    | 1x1    | 1024   |
| Upsampling      | 1024    | 1x5    | 1x1    | 1024   |
| Output Conv     | 24      | 1x5    | 1x1    | 24     |

TABLE III
ALGAN-VC DISCRIMINATOR NETWORK ARCHITECTURE

| Conv Blocks     | Channel | Kernal | Stride | Output |
|-----------------|---------|--------|--------|--------|
| Input Conv      | 24      | 4x4    | 1x2    | 24     |
| Input Conv      | 64      | 4x4    | 1x2    | 64     |
| Downsampling    | 64      | 4x4    | 1x2    | 1024   |
| Downsampling    | 128     | 4x4    | 1x2    | 1024   |
| Downsampling    | 256     | 4x4    | 1x2    | 1024   |
| Downsampling    | 512     | 4x4    | 1x2    | 1024   |
| Downsampling    | 1024    | 4x4    | 1x2    | 1024   |

The discriminator network of the ALGAN-VC is a 2D CNN model comprise of two input convolution blocks and five downsampling blocks. The advantage of 2D CNN is, it can capture the details of time-frequency representation (i.e., spectral texture) and thus widely used for spectral classification [66]. The details of the discriminator network architecture such as channel number, kernel size, stride and output are given in Table III.

D. Training Details

All the experiments are conducted by considering 24 MCEPs. The initial learning rate of the generator and the discriminator are set as 0.0002 and 0.0001, respectively. In Algorithm 1, the constants $c_1$ and $c_2$ are set as $1 \times 10^{-6}$ and $1 \times 10^{-5}$. It is observed in boosted learning rate strategy that $\Delta_{G_{loss}} \gg \Delta_{D_{loss}}$ in consecutive epochs. Thus, a scale factor $\lambda$ is used to scale $\Delta_{G_{loss}}$ and set the value as $5 \times 10^{-2}$. The Adam optimizer is used to trained our proposed ALGAN-VC model. The momentum term for this optimizer is 0.5. Throughout the experiment, the batch size is considered as 1 while mini-batches are constructed from 128 randomly selected frames. In our study, the termination condition is the maximum number of epochs which is set as $1.5 \times 10^4$ epochs.

E. Experimental Setup

The ALGAN-VC model and all the experiments are implemented in Python 3.6.9 using two libraries as Tensorflow 1.15.0 and Keras 2.3.1. Audio data is prepossessed by using Librosa 0.7.2 and Pyworld 0.2.8. All the speech features are stored in the form of .npz format using the library Numpy 1.15. Finally, the whole processes is executed in Dell precision 7820 workstation configured with ubuntu 18.04 64 bit Operating System, Intel Xeon Gold 5215 2.5GHz processor, 96GB RAM and Nvidia 16GB Quadro RTX5000 graphics.
in case of parallel speech data. Moreover, the confidence scores for M-M and F-F are relatively higher than M-F and F-M. The similarity score is more for parallel voice conversion than the non parallel voice conversion as the feature mapping is simpler. The performance of the proposed ALGAN-VC model is assessed with subjective evaluations and objective evaluations. Our results are compared with CycleGAN-VC [22], CycleGAN-VC2 [23], and Spectrum-Prosody-CycleGAN (SP-CycleGAN) [27] with respect to (w.r.t) two evaluations to measured the effectiveness of the proposed model. Additionally, ablation study is performed for the ALGAN-VC model w.r.t DRN blocks, learning rate and loss functions.

### A. Subjective Evaluations

The ABX test [67] and Mean Opinion Score (MOS) [68] are used for subjective evaluations to measured the speaker similarity and speech quality for the converted speech samples. These scores are collected by employing 20 volunteers for both intra gender and inter gender converted speech samples of our experimental datasets. The ABX test and MOS results of the proposed model and the compared models as well as the ablation study over the datasets are presented in Table IV and Table V.

ABX test score or confidence score is collected based on eight randomly selected converted speech samples provided to each of the volunteers. For evaluating the speaker similarity, score is assigned by the values 1 and 0 for correct and incorrect identification of speakers. Table IV shown the average of the collected scores for each of the models in percentage. The confidence score of intra gender is denoted as M-M (male to male) or F-F (female to female) while inter gender is denoted as M-F (male to female) or F-M (female to male) for their converted speech data. For VCC 2016 parallel speech data, ALGAN-VC scored highest with 69.37% speaker similarity score which reflects the effectiveness of the proposed model for mono lingual parallel voice conversion. Moreover for VCC 2018, VCC 2020 mono lingual non parallel speech data, exhibited the superiority of our proposed model with 63.75% and 61.87% speaker similarity score compared to other models. Although, CycleGAN-VC2 and SP-CycleGAN placed second position with 59.50% and 60.62% speaker similarity score for VCC 2018 and VCC 2020 mono lingual non parallel speech conversion (without considering the ablation study results), respectively. Moreover, it can be observed that ALGAN-VC performed well for cross lingual voice conversion in case of VCC 2020 cross lingual speech data compared to CycleGAN-VC, CycleGAN-VC2 and SP-CycleGAN. ALGAN-VC also showed better results compared to other models over the self-prepared speech data besides the standard speech data. From Table IV, it can be noticed that the speaker similarity score is more for parallel voice conversion than the non parallel voice conversion as the feature mapping is simpler in case of parallel speech data. Moreover, the confidence scores for M-M and F-F are relatively higher than M-F and F-M.

### V. Results and Discussion

The performance of the proposed ALGAN-VC model is assessed with subjective evaluations and objective evaluations. Our results are compared with CycleGAN-VC [22], CycleGAN-VC2 [23], and Spectrum-Prosody-CycleGAN (SP-CycleGAN) [27] with respect to (w.r.t) two evaluations to measured the effectiveness of the proposed model. Additionally, ablation study is performed for the ALGAN-VC model w.r.t DRN blocks, learning rate and loss functions.

#### Table IV

| Dataset Type of data | Type of data | CycleGAN-VC | CycleGAN-VC2 | SP-CycleGAN | ALGAN-VC without DRN | ALGAN-VC without BLRS | ALGAN-VC without L1 loss | ALGAN-VC without L2 loss |
|----------------------|--------------|-------------|--------------|-------------|-----------------------|-----------------------|------------------------|------------------------|
| VCC 2016 parallel data | Intra gender M-M | 67.50 | 72.50 | 70.00 | 77.50 | 65.50 | 65.50 | 70.00 | 65.50 |
|                      | F-F confidence score | 65.00 | 70.00 | 70.00 | 72.50 | 67.00 | 62.50 | 67.50 | 67.50 |
|                      | Inter gender M-F | 55.50 | 61.87 | 57.00 | 62.50 | 52.50 | 55.50 | 62.50 | 52.50 |
|                      | F-F confidence score | 55.50 | 55.50 | 55.00 | 65.00 | 55.00 | 50.00 | 55.50 | 52.50 |
|                      | Average confidence score | 60.87 | 64.96 | 63.12 | 69.37 | 60.00 | 58.25 | 63.87 | 60.75 |
| VCC 2018 non parallel data | Intra gender M-M | 60.00 | 65.00 | 65.00 | 70.00 | 67.50 | 60.00 | 67.50 | 60.00 |
|                      | F-F confidence score | 65.00 | 65.00 | 67.50 | 67.50 | 65.00 | 57.50 | 67.50 | 65.00 |
|                      | Inter gender M-F | 47.50 | 55.50 | 52.50 | 57.50 | 50.00 | 47.50 | 55.50 | 50.00 |
|                      | F-F confidence score | 50.00 | 50.50 | 52.50 | 60.00 | 55.50 | 50.00 | 55.50 | 55.50 |
|                      | Average confidence score | 55.62 | 59.50 | 59.37 | 63.75 | 59.50 | 53.75 | 61.50 | 57.62 |
| VCC 2020 mono lingual non parallel data | Intra gender M-M | 60.00 | 65.00 | 65.00 | 67.50 | 65.00 | 62.50 | 67.50 | 62.50 |
|                      | F-F confidence score | 55.00 | 50.00 | 55.00 | 55.00 | 50.00 | 55.50 | 55.00 | 50.00 |
|                      | Inter gender M-F | 50.00 | 55.50 | 55.00 | 57.50 | 50.00 | 45.00 | 50.00 | 47.50 |
|                      | F-F confidence score | 50.00 | 55.50 | 55.00 | 57.50 | 50.00 | 45.00 | 50.00 | 47.50 |
|                      | Average confidence score | 55.00 | 57.62 | 60.62 | 61.87 | 56.25 | 55.62 | 60.00 | 53.75 |
| VCC 2020 cross lingual non parallel data | Intra gender M-M | 55.00 | 55.00 | 55.00 | 62.50 | 57.50 | 55.00 | 60.00 | 55.00 |
|                      | F-F confidence score | 50.00 | 60.00 | 65.00 | 67.50 | 65.00 | 60.50 | 62.50 | 60.00 |
|                      | Inter gender M-F | 45.00 | 50.00 | 50.00 | 50.00 | 47.50 | 47.50 | 47.50 | 50.00 |
|                      | F-F confidence score | 47.50 | 47.50 | 50.00 | 50.00 | 55.00 | 47.50 | 50.00 | 45.00 |
|                      | Average confidence score | 49.37 | 53.12 | 52.50 | 55.62 | 55.00 | 52.50 | 55.62 | 53.75 |
| Self prepared non parallel english language data | Intra gender M-M | 55.00 | 60.00 | 65.00 | 67.50 | 65.00 | 62.50 | 67.50 | 62.50 |
|                      | F-F confidence score | 60.00 | 65.00 | 65.00 | 67.50 | 67.50 | 65.00 | 62.50 | 62.50 |
|                      | Inter gender M-F | 50.00 | 50.00 | 55.00 | 55.50 | 50.00 | 50.00 | 55.00 | 50.00 |
|                      | F-F confidence score | 50.00 | 50.00 | 55.00 | 55.50 | 50.00 | 50.00 | 55.00 | 50.00 |
|                      | Average confidence score | 53.75 | 56.25 | 59.35 | 61.25 | 58.75 | 55.50 | 60.00 | 55.50 |
| Self prepared non parallel regional language data | Intra gender M-M | 50.00 | 60.00 | 65.00 | 65.00 | 63.00 | 62.50 | 60.00 | 60.00 |
|                      | F-F confidence score | 55.00 | 55.00 | 65.00 | 65.00 | 65.00 | 50.00 | 65.00 | 60.00 |
|                      | Inter gender M-F | 47.50 | 50.00 | 50.00 | 50.00 | 50.00 | 50.00 | 55.00 | 50.00 |
|                      | F-F confidence score | 50.00 | 50.00 | 55.00 | 55.50 | 50.00 | 50.00 | 55.00 | 50.00 |
|                      | Average confidence score | 50.62 | 53.75 | 57.50 | 58.75 | 56.25 | 52.50 | 57.50 | 55.00 |
On our self prepared non parallel English speech data with lingual and cross lingual non parallel data and self prepared non parallel regional language data as compared to other models. In case of VCC 2018 non parallel data, both ALGAN-VC and SP-CycleGAN are shown in Table V. From Table V, it can be observed that proposed model scored highest MOS score with the value 1.41. In a similar manner like ABX test, randomly selected speech samples are presented to each of the volunteers for scoring the speech samples. In MOS score, each volunteer is asked to score the speech samples with in a range between 1 to 5. The average of the collected MOS for the proposed model and the compared models over the various complex speech datasets are shown in Table V. From Table V, it can be observed that proposed model scored highest MOS score with the value 1.94 for the VCC 2016 parallel speech data. In case of VCC 2018 non parallel data, both ALGAN-VC and SP-CycleGAN are attain the same MOS score value 1.64. Though, ALGAN-VC model exhibited competitive performance for VCC 2020 mono lingual and cross lingual non parallel data and self prepared non parallel regional language data as compared to other models. Only SP-CycleGAN achieved higher MOS score from ALGAN-VC on our self prepared non parallel English speech data with negligible difference 0.04. Finally, the over all performance of the proposed model is superior than the other models in terms of speaker similarity score results as compared to the main ALGAN-VC model. So, L2 loss is very important for the higher confidence score.
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(a) Speaker similarity measure of ALGAN-VC generated speech samples w.r.t original speech samples

Fig. 7. Objective evaluation between ALGAN-VC generated speech data and SP-CycleGAN generated speech data w.r.t original speech data in terms of speaker similarity

(b) Speaker similarity measure of SP-CycleGAN generated speech samples w.r.t original speech samples

of speech quality for the experimental datasets.

In the ablation study of ALGAN-VC model in terms of speech quality it is noticeable that ALGAN-VC without DRN performed significantly well. Moreover for VCC 2020 mono lingual non parallel speech data it obtained highest MOS. Although from Table V it can be well observed that ALGAN-VC without DRN also showed significant performance. Although the overall speech quality scores for all the models as well as ALGAN-VC is considerably less. This turns out to be as models’ limitation.

B. Objective Evaluation

The objective evaluation of the generated speech samples responsible about the modest detection of fake speech by comparing the similarity of utterances against the ground truth reference audio data. This evaluation is done by using Rresemblyzer [69]. In resemblyzer, a pre-trained vocoder is used to classify real and converted or generated speech samples w.r.t the original speech samples of corresponding speakers treated as ground truth. Based on the outcomes of subjective evaluations, SP-CycleGAN performed second best model compared to other models in terms of speaker similarity and speech quality. So, we performed the objective evaluations of our proposed model in comparison with SP-CycleGAN. The objective evaluations of ALGAN-VC and SP-CycleGAN is shown in Fig. 7. For our experiment, six randomly selected real and generated speech samples are considered and the threshold is set to a standard vale 0.80. The real and generated speech samples are represented with green and red colour in Fig. 7, respectively. It can be observed that the converted speech samples of ALGAN-VC are identified as more real (read colour speeches are above or very closer to 0.80) than SP-CycleGAN model generated speech samples. This reflects that the generated speech samples using our model is more similar in terms of speaker similarity than SP-CycleGAN model.

Moreover, the objective evaluation is performed by projecting speaker embeddings. The projection of the speaker embeddings for the two models ALGAN-VC and SP-CycleGAN is presented in Fig. 8, where each point represents an utterance and the
legend indicates different speakers. For ALGAN-VC model, the utterances from the same speakers for both real and generated speech samples are very similar and form a tight cluster while the overlapping clusters signify high similarity between real speech samples and the generated speech samples for the same speakers. The widely scattered clusters of utterances imply the speaker embeddings of different speakers. In case of SP-CycleGAN model, the wider clusters of utterances for the same speakers indicate the vast dissimilarity between the two categories of samples. Also, it can be observed that ALGAN-VC speaker embeddings for original and converted speech samples of respective speakers (denoted as A, B, C, D, E) appeared closer as compare to SP-CycleGAN model. This visualization confirmed that the proposed model can generate better speaker-invariant linguistic representations.

Finally, visual inspection is discussed with the help of Mel-spectrograms. The Mel-spectrograms of the original speech considered for SP-CycleGAN and ALGAN-VC as well as the Mel-spectrograms of the corresponding converted speech, generated by SP-CycleGAN and ALGAN-VC are shown in Fig. 9. Here original speech is considered for male speaker and the converted speech is considered for female speaker. From the visual inspection of Mel-spectrograms, the distortion of frequency components can be seen in case of the converted speech samples of SP-CycleGAN (Fig. 9b). On the other hand, the Mel-spectrogram of the converted speech for ALGAN-VC is quite similar with the original speech. This implies better similarity of converted speech with the original speech for the ALGAN-VC model.

VI. CONCLUSION

In this paper, an adaptive learning based ALGAN-VC model is proposed for one-to-one voice conversion. The model is incorporated with three components such as DRN architecture based generator network, linear combination of $L_1$ and $L_2$ loss functions, and a boosted learning rate strategy. The proposed model well performed the voice conversion task in terms of speaker similarity and speech quality. All the experiments are carried out over the VCC 2016, VCC 2018, VCC 2020 and our self prepared speech datasets. The experimental results of the subjective and objective evaluations revealed that our proposed model showed better performance for both mono lingual and cross lingual voice conversion as well as for intra gender and inter gender voice conversion compared to other models. Moreover, ablation study of the proposed model demonstrated the utility of $L_1$ and $L_2$ loss in the linear combination of these losses. In future, the model will be investigated in many-to-many voice conversion task. Further, speech-to-speech based and text-to-speech based GAN architectures will be developed for improving speaker similarity and speech quality of converted speech samples.
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