**Abstract:** Proper analysis of changes in brain structure can lead to a more accurate diagnosis of specific brain disorders. The accuracy of segmentation is crucial for quantifying changes in brain structure. In recent studies, UNet-based architectures have outperformed other deep learning architectures in biomedical image segmentation. However, improving segmentation accuracy is challenging due to the low resolution of medical images and insufficient data. In this study, we present a novel architecture that combines three parallel UNets using a residual network. This architecture improves upon the baseline methods in three ways. First, instead of using a single image as input, we use three consecutive images. This gives our model the freedom to learn from neighboring images as well. Additionally, the images are individually compressed and decompressed using three different UNets, which prevents the model from merging the features of the images. Finally, following the residual network architecture, the outputs of the UNets are combined in such a way that the features of the image corresponding to the output are enhanced by a skip connection. The proposed architecture performed better than using a single conventional UNet and other UNet variants.
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**1. Introduction**

Semantic segmentation assigns a specific class label to each pixel for localization in image processing [1]. In medical image processing, magnetic resonance imaging (MRI) is the most used non-invasive technology to study the brain, which produces a contrast image in the tissue for the features of interest by repeating different excitations [2]. MRI can detect diseases that affect the brain, such as Alzheimer’s disease (AD) and multiple sclerosis [3]. Tissue atrophy is a commonly used biomarker to diagnose Alzheimer’s disease. When diagnosing diseases such as Alzheimer’s disease, accurate identification and categorization of the diseased tissue and its surrounding healthy structures are crucial. A large number of data are required for a more accurate diagnosis. However, manually analyzing large and complicated MRI datasets and extracting essential information can be difficult for physicians. Furthermore, manual analysis of MRI images of the brain is time-consuming and error-prone [4]. As a result, an automatic segmentation technique needs to be developed to provide accurate and reliable results. Recently, large datasets have been used to test computer assisted MRI segmentation to help physicians make a qualitative diagnosis. MRI segmentation of the brain at different time points is also used to evaluate structural changes in the brain. Normal brain structure segmentation includes four classes: white matter (WM), gray matter (GM), cerebrospinal fluid (CSF), and background, as shown in Figure 1.
Before convolutional neural network (CNN), conventional methods such as clustering and thresholding were used for image segmentation by locating object boundaries with low-level features [5]. A variety of graphical models have been used for localizing scene labels at the pixel level [5]. These methods fail in segmenting adjacent class labels. However, graphical models such as Conditional Random Forest (CRFs) [6] continue to be used as refinement layers to improve performance. Early deep learning approaches have fine-tuned fully connected layers of classification [7]. These studies used a refinement process to overcome unsatisfactory results due to overfitting and insufficient depth for creating abstract features [7,8]. In recent studies, CNN has been widely used in many segmentation tasks [9]. CNN has overcome the limitations of traditional pixel classification. The ability to automatically learn features in deep convolutional neural networks has been effective in achieving better performance [10]. Previous CNN approaches to image segmentation are based on patches, sliding windows, and fully connected CRFs, etc. These approaches are unable to learn global features and have redundant computations [11]. Avoiding the limitations of earlier approaches, a fully convolutional network (FCN) architecture for supervised pixel-wise prediction with a marginal number of weights in the convolution layers was considerably faster in the absence of the fully connected layers from CNN [12]. This architecture allowed generating segmentation maps for images with any resolution and it was revolutionary in segmentation research [5]. FCN along with “Skip” architecture allows the combination of information from different filter layers [12].

UNet follows the architecture consisting entirely of convolutional layers, as in FCN and SegNet [1]. UNet has a symmetric architecture, and it comprises an encoder and decoder [13]. The encoder uses pooling layers to reduce the spatial dimension while the decoder restores the spatial dimension [14]. The skip connections allow passing information from the encoder to the feature map of the decoder at the same level. Recently, there have been many studies that have proposed different UNet variants to improve the performance of medical image segmentation [15–19]. Most of the studies used single UNet architectures with various modifications such as batch normalization, data augmentation, and patch-wise segmentation [20–23]. In recent years, few architectures have been presented using more than one UNet. A two parallel UNet approach was proposed for identification and localization in X-ray images [24]. Another variant, Multi-Inputs UNet (MI-UNet), consists of multiple inputs containing parcellation information in brain MRI [25]. The use of multiple UNet leads to the non-trivial task of combining the output or layers within them. In one approach, the output of one of the parallel UNet is fed to the watershed algorithm as a seed to segment the output of another UNet [26]. For exploitation of multi-modal data, inputs were contracted individually and combined before decoding that provides single output [27]. TMD-UNet includes modified node structures with three parallel sub-UNet models [28]. Unlike the traditional UNet model, TMD-UNet utilizes all the output features of the convolutional units and uses them as input for the next nodes.
As the depth of the neural network increases, the accuracy becomes saturated and later deteriorates. Residual network introduced a framework to solve the degradation problem [29]. The shortcut connections in this approach perform identity mapping, and the outputs of these connections are added to the outputs of the stacked layer. Without additional parameters and computational complexity, identity shortcut connections can be easily implemented and trained end-to-end with backpropagation [29]. ResUnet-a presented an idea to replace the building blocks of the UNet architecture with modified residual blocks [30]. The modification enabled the labeling of high-resolution images for the task of semantic segmentation.

For 2D segmentation of MRI images of the brain, most of the previous works used a single input image. Data augmentation and patch-wise methods have generally been used for the different UNet variants. Since the network runs each patch individually, these networks are time-consuming, and the selection of the size of the patches either results in reduced localization accuracy or leaks only in smaller contexts [13]. Some studies on video segmentations use a single frame as input [31,32]. Using multiple frames in video segmentation and images with multiple modalities in medical image segmentation has improved the performance of the model [33]. In a unique approach of using multiple slices as input to use neighboring slices for segmentation using UNet, the input was referred to as pseudo-3D with an odd number of slices for predicting the central layer [33]. Medical images do not change over time, as is the case with real-world video data. However, even if the brain MRI images are time-invariant, adjacent slices can be extracted from 3D data. The neighboring images still have similarity and can be treated and used as video data.

Motivated by using multiple frames to achieve coherent results and multi-path parallel architecture to model highly complex relationships between neighboring slices, we propose a novel architecture for the segmentation of brain MRI images. In this work, instead of single slice as input, we used three consecutive 2D slices denoted as ‘early’, ‘middle’, and ‘late’, where the central ‘middle’ slice is predicted as illustrated in Figure 2. We hypothesize that the neighboring slices ‘early’ and ‘late’ comprised the spatial information correlated with the ‘middle’ slice. The three slices were passed through three different conventional UNets and fused later to predict the ‘middle’ slice. The late fusion of multi-paths in the model was motivated by Nie et al., which found that better performance is achieved using late fusion [34]. In addition, we also propose a novel method for the fusion of parallel UNets using a residual network at the end. We added outputs of UNet for the ‘middle’ slice to the stacked outputs residual network. This allows the model to learn from neighboring layers as well as reinforce and preserve the features of the middle slice to achieve better performance.

![Figure 2. Illustration of SIP-UNet](image)

Figure 2. Illustration of SIP-UNet (a) input comprises three consecutive slices where (n – 1)th slice represents the early slice, nth slice represents the central slice, and (n + 1)th slice represents the later slice, (b) the proposed SIP-UNet model, and (c) output of the proposed model which generates the segmented result of nth slice.

The contributions of this paper are summarized as follows:
1. We propose to use multiple slices as input that include neighboring slices, to extract correlated information from them.
2. We introduce a novel parallel UNet to preserve individual spatial information of each input slice.
3. We propose integration of the outputs of parallel Unets using a residual network with late fusion to improve the performance.
4. We experiment with resizing images from OASIS data. Apart from resizing the 2D images, the proposed method does not use any augmentation, patch-wise method, pre- or post-processing of skull-stripped images.
5. We also experiment with the latest state-of-the-art methods, typical UNet, and modified Unet that takes three slices. The proposed method outperforms rest of these methods.

The rest of the paper is organized as follows: Section 2.1 presents the dataset, and the evaluation criteria are shown. The proposed parallel Unet architecture is presented in detail in Section 2.2. The evaluation and the results of our novel architecture are presented in Section 3. Finally, we present discussion points, and then draw a conclusion for this work in Section 4.

2. Materials and Methods

2.1. Data

We evaluated our proposed model using the Open Access Series of Imaging Studios (OASIS) dataset [35]. There were 413 subjects and 20 non-demented subjects included in OASIS. Of the 436 subjects, we randomly selected 50 subjects for training and the remaining 386 subjects for testing the model. Each subject’s MRI scan and its segmented 3D image had dimensions of 176 × 208 × 176. We extracted 2D images for three different planes: axial, coronal, and sagittal. When converting each image to the 2D data, there were some empty images that did not contain information about the brain in all planes. We selected only slices from 15 to 145 for the axial plane, 30 to 180 slices for the coronal plane, and 25 to 145 slices for the sagittal plane to exclude empty 2D images. Because these 2D slices varied in size across different dimensions and different planes, we resized all images to the dimensions of 256 × 256. To create an input for our model, we concatenated three consecutive images after resizing them. After concatenation, the size was 256 × 256 × 3. The third dimension represented different slices instead of channels because we were using colorless images. The first slice represented the ‘early’ slice, the second slice represented the ‘central’ slice, and finally, the third slice represented the ‘late’ slice.

We used 50 subjects from the OASIS dataset for training. The same subjects were used to train the models for the different planes. From each subject, 130 2D slices (from 15 to 145) were extracted in the axial plane. Similarly, 150 2D slices (from 30 to 180) and 120 2D slices (from 25 to 145) in the coronal and sagittal planes, respectively, were extracted from each individual subject. Overall, we obtained 6500, 7500, and 6000 images from the axial, coronal, and sagittal planes, respectively. While training, we used 20% of data for the validation, which gave us 1300, 1500, and 1200 images from axial, coronal, and sagittal plane, respectively, for the validation. The models were trained and tested separately for each individual plane. For testing, we used the remaining 386 subjects and extracted the images in the same way as for the training. In total, we obtained 50,180, 57,900, and 46,320 images from the axial, coronal, and sagittal planes, respectively, as test data.

2.2. Method

The ability to utilize and extract features from neighboring slices or images distinguishes SIP-UNet from typical UNet. In a typical UNet, only a single corresponding image is used as input in a typical UNet. However, in SIP-UNet two neighboring slices (‘early’ and ‘later’) are also used to obtain the segmentation result of the central slice. We visualized and compared the sequential slices. We found that the slices next to the central slice have common regions or similar structure. While comparing with the neighboring slices, the
regions seemed like regions that were projected from or to the central slice. But when we considered more than three slices (5 or more), the slices that were far from the central slice by two or more slices had no common regions or structures. In some cases, they were totally different if we took slices from the lower end or upper end of the brain. Therefore, we concluded that considering more slices only increases the computational time and reduces the performance of the model. Hence, we considered only three slices, where two of them were neighboring slices. For each subject, MRI images were sliced for input data containing three consecutive slices and then jointly fed into SIP-UNet. Figure 3 shows the difference between the input for typical UNet and the proposed SIP-UNet. Figure 4 shows the architecture of conventional UNet and the one of the UNet structure used in the SIP-UNet. The proposed SIP-UNet consisted of two main parts: the parallel UNet and the late fusion using a residual network. The model was trained and tested individually for axial, sagittal, and coronal views of brain MRI.

**Figure 3.** Illustration of procedure for: (a) typical UNet and (b) proposed SIP-UNet.

**Figure 4.** Architecture of single UNet for: (a) typical conventional segmentation and (b) one of the three parallel Unets which encodes and decodes one of the three slices in SIP-UNet.
2.2.1. Parallel UNet

The parallel UNet consisted of three typical UNet that were identical to each other. Each of the slices from the input data was forwarded to a different individual UNet. The architecture of an each individual UNet that built the parallel structure in Figure 3b is shown in Figure 4b. The UNet architecture consisted of an encoder path and a decoder path. Both the encoder and decoder followed a fully convolutional network architecture. In the encoder path, a 3 × 3 convolution was repeated twice and was followed by a 2 × 2 max pooling operation that doubles the number of feature channels at each down-sampling step. Alternatively, the decoder path consisted of a 2 × 2 up-convolution that resulted in halving the number of the feature channels, followed by concatenation with the corresponding encoder path feature map and then performing two 3 × 3 convolutions. In the end, a feature map with 32 layers was obtained. Each convolutional operation in both the encoder and decoder sections was followed by a ReLU [36] activation. The structural details of typical UNet are shown in Table 1. The last convolution block which was followed by softmax function was removed in the building block of the parallel UNet. Later, the feature maps from the different UNet paths were fused using a proposed residual network.

2.2.2. Proposed Fusion Using Residual Network

In this paper, we propose a new method to combine the features of parallel UNet architectures using a residual network. First, 32 feature maps from each UNet were concatenated as shown in Figure 5. As shown in Figure 5, two 3 × 3 convolutions were performed on the concatenated feature maps as shown in Figure 5. The output of the stacked layers was then added to the central slice’s feature maps. The skip connection was used only for the feature maps of the central slice. We hypothesize that using the skip connection only for the ‘central’ slice feature maps will preserve and strengthen the information and will not let the model learn unnecessary features from the neighboring slices.

![Figure 5](image)

*Figure 5.* The proposed building block of residual learning for merging the three parallel Unets. $x_c$ denotes output features from the UNet for the central slice, $x_l$ denotes output features from the UNet for the later slice, and $x_e$ denotes output features from UNet for the early slice, which is used in the skip connection for residual learning.
Table 1. Architecture of the single UNet.

| Layer Name          | Output Shape | Connected to                |
|---------------------|--------------|-----------------------------|
| Input_1             | 256 × 256 × 1|                             |
| Conv2d              | 256 × 256 × 32 | Input_1                     |
| Conv2d_1            | 256 × 256 × 32 | Conv2d                      |
| Max_pooling2d       | 128 × 128 × 32 | Conv2d_1                    |
| Conv2d_2            | 128 × 128 × 64 | Max_pooling2d               |
| Conv2d_3            | 128 × 128 × 64 | Conv2d_2                    |
| Max_pooling2d_1     | 64 × 64 × 64  | Conv2d_3                    |
| Conv2d_4            | 64 × 64 × 128 | Max_pooling2d_1             |
| Conv2d_5            | 64 × 64 × 128 | Conv2d_4                    |
| Max_pooling2d_2     | 32 × 32 × 128 | Conv2d_5                    |
| Conv2d_6            | 32 × 32 × 256 | Max_pooling2d_2             |
| Conv2d_7            | 32 × 32 × 256 | Conv2d_6                    |
| Max_pooling2d_3     | 16 × 16 × 256 | Conv2d_7                    |
| Conv2d_8            | 16 × 16 × 512 | Max_pooling2d_3             |
| Conv2d_9            | 16 × 16 × 512 | Conv2d_8                    |
| Conv2d_transpose    | 32 × 32 × 256 | Conv2d_9                    |
| Concatenate         | 32 × 32 × 512 | Conv2d_transpose, Conv2d_7  |
| Conv2d_10           | 32 × 32 × 256 | Concatenate                 |
| Conv2d_11           | 32 × 32 × 256 | Conv2d_10                   |
| Conv2d_transpose_1  | 64 × 64 × 128 | Conv2d_11                   |
| Concatenate_1       | 64 × 64 × 256 | Conv2d_transpose_1, Conv2d_5 |
| Conv2d_12           | 64 × 64 × 128 | Concatenate_1               |
| Conv2d_13           | 64 × 64 × 128 | Conv2d_12                   |
| Conv2d_transpose_2  | 128 × 128 × 64 | Conv2d_13                   |
| Concatenate_2       | 128 × 128 × 128 | Conv2d_transpose_2, Conv2d_3 |
| Conv2d_14           | 128 × 128 × 64 | Concatenate_2               |
| Conv2d_15           | 128 × 128 × 64 | Conv2d_14                   |
| Conv2d_transpose_3  | 256 × 256 × 32 | Conv2d_15                   |
| Concatenate_3       | 256 × 256 × 64 | Conv2d_transpose_3, Conv2d_1 |
| Conv2d_16           | 256 × 256 × 32 | Concatenate_3               |
| Conv2d_17           | 256 × 256 × 32 | Conv2d_16                   |
| Conv2d_18           | 256 × 256 × 4  | Conv2d_17                   |

All “conv2d” corresponds to a 3 × 3 convolution block followed by ReLU activation function except for the last convolution block, which is followed by the softmax function. In case of SIP-UNet, the final convolution block is removed. Output of “Conv2d_16” is concatenated with features from same convolution layer of other two Unets; namely “Conv2d_33” and “Conv2d_50” as shown in Figure 6.
Table 2. Architecture of the proposed residual network for merging the parallel Unets.

| Layer Name       | Output Shape       | Connected to                      |
|------------------|--------------------|-----------------------------------|
| Concatenate_12   | 256 × 256 × 96    | Conv2d_16, Conv2d_33, Conv2d_50  |
| Conv2d_51        | 256 × 256 × 64    | Concatenate_12                    |
| Conv2d_52        | 256 × 256 × 64    | Conv2d_51                         |
| Conv2d_53        | 256 × 256 × 64    | Conv2d_33                         |
| Add              | 256 × 256 × 64    | Conv2d_52, Conv2d_53              |
| Conv2d_54        | 256 × 256 × 32    | Add                               |
| Conv2d_55        | 256 × 256 × 32    | Conv2d_54                         |
| Conv2d_56        | 256 × 256 × 32    | Add                               |
| Add_1            | 256 × 256 × 32    | Conv2d_55, Conv2d_56              |
| Conv2d_57        | 256 × 256 × 4     | Add_1                             |

Two convolution blocks: conv2d_51 and conv2d_54 are followed by ReLU activation function. Similarly, two addition blocks: add and add_1 are also followed by ReLU activation function. The final convolution block “conv2d_57” is followed by softmax function and generates segmented output.

Formally, we denote the feature maps from ‘early’, ‘central’, and ‘later’ slices as \( x_e \), \( x_c \), and \( x_l \) respectively, and concatenated layers as \( x' \), and let the concatenated layers fit another mapping of \( F(x') \). The underlying mapping \( H(x') \) is defined as:

\[
H(x') = F(x') + x_c
\]  

(1)

Figure 6. Illustration of the proposed network for the fusion of the filters from parallel Unets. The corresponding layer names that are input for the concatenation are from the Table 2. The output features of Conv2d_16, Conv2d_33, and Conv2d_50 are the input for the concatenation before the residual network as shown in the figure.

As the dimension of \( x_c \) and \( F \) must be equal, a linear projection \( W_c \) is performed during skip connections. The building block considered in this paper is defined as:

\[
y = F(x', \{W_i\}) + W_ix_c
\]  

(2)
Here, $x'$ and $y$ are the input and output vectors of the considered building block, respectively. The residual mapping to be learned is represented as a function $F(x', \{W_i\})$. In Figure 5, to omit biases for simplification of notations, we get $F = W_2\sigma(W_1 x')$, where $\sigma$ denotes the ReLU [36]. In this paper, the flexible residual function $F$ has two layers. Even more layers are possible, but while using a single layer, it will be similar to a linear layer. For the linear layer: $y = W_1 x' + W_s x_c$ there are no observed advantages in the residual network [29]. Even though the notations used are generally about fully connected layers, convolutional layers can also be represented using these notations [29]. The function $F(x', \{W_i\})$ in Equation (2) represents convolutional layers. The structure detail of the proposed residual block is shown in Table 2. There are two skip connections in this block. The final convolution block is followed by a softmax activation function.

2.3. Loss Function

The objective of this study is to classify of brain MRI images at the pixel level. We trained our model to predict each pixel to be a member of one of the four classes. For the multi-class prediction model, we used the softmax activation function after the final convolution layer. The truth labels in our ground truth were integer encoded: 0 for background, 1 for CSF, 2 for GM, and 3 for WM. For this kind of multi-class segmentation task, the most commonly used loss function is the sparse categorical cross-entropy loss function. This cross-entropy is defined as:

$$L = -\frac{1}{|P|} \sum_{p \in P} y_i \log(\sigma_i)$$

where $\sigma_i$ is the softmax probability for $i^{th}$ class for all pixels $P$ and $y_i$ is the actual distribution. The above pixel-wise categorical cross-entropy is the total loss term. For each class, it will compute the average difference between the actual and expected probability distributions [37].

2.4. Training and Testing Schemes

Our model is for the 2D segmentation task. In our 3D medical image data, we have different views/planes: (i) axial, (ii) sagittal, and (iii) coronal. We trained the model individually for each plane and used it to make predictions and tested with it. From 3D data, we extracted 2D slices first and then concatenated three consecutive slices. From these three slices, the ‘central’ slice was predicted. Hence, we used the ground truth of the ‘central’ slice as the output for training. The input dimension for our model is $255 \times 255 \times 3$.

We trained our SIP-UNet using the early stopping method. In the early stopping method, we used a patience value of 20. Validation data which is 20% of the training data were used to monitor the validation loss during the early stopping process. The early stopping method determines the epochs and best weight during the training. Epochs determined by the early stopping method are listed in Table 3 for all training processes. We want our model to predict all the slices of the brain. We fed all slices of each training subject into the model, except for the slices that did not contain any brain parts. The selection of these concatenated slices for training was random. First, all the valid slices (containing brain information/parts) of the training subject were converted into the desired shape and stored in a training folder in NumPy array format. A random selection from this data, with batch size of five, was used for training purposes.

During testing, the plane corresponding to the training plane was extracted and predicted. For example, if we trained a model using an axial plane, the data related to the axial plane were tested. Similar to the training data, the test input consisted of three consecutive 2D slices and was fed to the model. The ground truth of the ‘central’ slice was also stored, which was later used to evaluate the model by comparing it with the result.
Table 3. Segmentation result comparison between the Multiresnet, SegNet, single-slice input UNet, multi-slice UNet, and the proposed SIP-UNet.

| Methods          | Input Slices | Epochs | WM DSC | WM JI | GM DSC | GM JI | CSF DSC | CSF JI |
|------------------|--------------|--------|--------|-------|--------|-------|---------|--------|
| Multiresnet [21] | 1            | 38     | 0.670 ± 0.180 | 0.538 ± 0.172 | 0.750 ± 0.073 | 0.605 ± 0.084 | 0.725 ± 0.079 | 0.574 ± 0.090 |
| SegNet [20]      | 1            | 72     | 0.857 ± 0.087 | 0.758 ± 0.110 | 0.873 ± 0.050 | 0.778 ± 0.076 | 0.848 ± 0.041 | 0.738 ± 0.060 |
| Unet             | 1            | 82     | 0.948 ± 0.075 | 0.908 ± 0.090 | 0.954 ± 0.027 | 0.914 ± 0.068 | 0.942 ± 0.032 | 0.893 ± 0.052 |
| Unet (modified)  | 3            | 69     | 0.948 ± 0.075 | 0.908 ± 0.091 | 0.956 ± 0.027 | 0.917 ± 0.042 | 0.947 ± 0.030 | 0.900 ± 0.050 |
| Proposed method  | 3            | 67     | 0.951 ± 0.074 | 0.912 ± 0.089 | 0.954 ± 0.026 | 0.923 ± 0.041 | 0.951 ± 0.074 | 0.912 ± 0.089 |

Coronal plane

| Methods          | Input Slices | Epochs | WM DSC | WM JI | GM DSC | GM JI | CSF DSC | CSF JI |
|------------------|--------------|--------|--------|-------|--------|-------|---------|--------|
| Multiresnet [21] | 1            | 50     | 0.737 ± 0.090 | 0.590 ± 0.101 | 0.762 ± 0.050 | 0.617 ± 0.063 | 0.736 ± 0.056 | 0.585 ± 0.068 |
| SegNet [20]      | 1            | 70     | 0.889 ± 0.048 | 0.803 ± 0.073 | 0.886 ± 0.032 | 0.796 ± 0.049 | 0.861 ± 0.039 | 0.758 ± 0.058 |
| Unet             | 1            | 64     | 0.959 ± 0.027 | 0.924 ± 0.044 | 0.954 ± 0.022 | 0.912 ± 0.035 | 0.941 ± 0.031 | 0.881 ± 0.049 |
| Unet (modified)  | 3            | 101    | 0.962 ± 0.028 | 0.928 ± 0.046 | 0.958 ± 0.022 | 0.919 ± 0.036 | 0.948 ± 0.030 | 0.902 ± 0.048 |
| Proposed method  | 3            | 82     | 0.962 ± 0.027 | 0.928 ± 0.044 | 0.959 ± 0.022 | 0.921 ± 0.035 | 0.951 ± 0.028 | 0.907 ± 0.046 |

Sagittal plane

| Methods          | Input Slices | Epochs | WM DSC | WM JI | GM DSC | GM JI | CSF DSC | CSF JI |
|------------------|--------------|--------|--------|-------|--------|-------|---------|--------|
| Multiresnet [21] | 1            | 42     | 0.720 ± 0.127 | 0.576 ± 0.134 | 0.761 ± 0.041 | 0.616 ± 0.050 | 0.738 ± 0.049 | 0.587 ± 0.060 |
| SegNet [20]      | 1            | 73     | 0.830 ± 0.086 | 0.748 ± 0.118 | 0.868 ± 0.035 | 0.769 ± 0.053 | 0.845 ± 0.037 | 0.733 ± 0.054 |
| Unet             | 1            | 78     | 0.951 ± 0.038 | 0.909 ± 0.060 | 0.954 ± 0.022 | 0.912 ± 0.035 | 0.944 ± 0.027 | 0.894 ± 0.043 |
| Unet (modified)  | 3            | 102    | 0.954 ± 0.040 | 0.915 ± 0.062 | 0.957 ± 0.022 | 0.919 ± 0.036 | 0.949 ± 0.028 | 0.903 ± 0.044 |
| Proposed method  | 3            | 75     | 0.955 ± 0.038 | 0.916 ± 0.060 | 0.959 ± 0.021 | 0.921 ± 0.034 | 0.953 ± 0.026 | 0.911 ± 0.041 |

The training epochs mentioned in the table are not defined manually. We used early stopping features of the Keras library to determine the epochs.

2.5. Evaluation Metrics

For the performance evaluation, we used the Dice Similarity Coefficient (DSC), the Jaccard Index (JI), Volumetric Overlap Error (VOE) [38], and Relative Volume Difference (RVD) [39]. The JI is the ratio of the overlapping area between the predicted and the ground-truth images to the union area between them. Another metric, the DSC is the ratio of two times the overlapping area between ground truth and the predicted images to the total number of pixels. The VOE is the ratio between intersection and union of the predicted and the ground truth images. Similarly, the RVD gives us the absolute size difference of the images, as a fraction of the size of the reference.

For the ground truth segmentation map $I$ and the predicted segmentation map $I'$, the JI and the DSC are defined in Equations (4) and (5), respectively.

$$JI = \frac{|I \cap I'|}{|I \cup I'|}$$  \hspace{1cm} (4)

$$DSC = \frac{2|I \cap I'|}{|I| + |I'|}$$  \hspace{1cm} (5)

$$VOE = 1 - \frac{|I \cap I'|}{|I \cup I'|}$$  \hspace{1cm} (6)

$$RVD = \pm \frac{|I| - |I'|}{|I|}$$  \hspace{1cm} (7)

Because there are four classes in our segmentation, the JI and the DSC were calculated for each class separately. Among the four classes, performance on the background segmentation was not evaluated. The background segmentation can also be performed with simpler models. We compared the performance of the models for the remaining three classes: CSF, GM, and WM. In multi-class segmentation, the evaluation metrics were calculated for each class separately. For example, if we wanted to calculate the JI for CSF, then pixels related to CSF were assigned to the value of 1, and the value of 0 was assigned to the rest of the pixels. The same procedure was followed for GM and WM.
3. Results

In Section 3.1, we perform a study based on the input of a single slice and multiple slices in a simple UNet model and show the improvement by using SIP-UNet in segmentation. We then evaluate and compare the segmentation performance with various current models in Section 3.2.

3.1. Analysis and Comparison with Single-Slice and Multiple-Slice Input UNet

UNet has better performance in segmenting biomedical images. We first tested the UNet with a single-slice input for segmentation. The investigation purpose of testing with a single-slice input was to compare it with the multi-slices input to see whether the results are better with or without the neighboring slice’s features. Later the same UNet was modified in the input layer to make it suitable for processing inputs containing neighboring slices. The input in this UNet contained three 2D planes. The planes comprised the neighboring slices. Most of the previous studies [10,14,40] used only a certain number of slices. In [14,40], the slices were selected alternately or only one slice was selected from a few slices. The purpose of predicting and training only a selected number of slices was to avoid repeating information from the neighboring slices since the 2D slices are similar to each other. However, these methods are insufficient to quantify changes in the brain because they do not consider the entire set of brain. In this study, we have included all of the slices that comprise parts of the brain. This helps in quantifying changes in each layer and will later lead to matching results in the 3D quantification.

The evaluation of UNet with single and multiple slices with the proposed SIP-UNet is shown in Table 3 based on the DSC and the JI scores. The scores are average scores from the test images of the corresponding plane. From the table, it can be observed that the DSC score in the SIP-UNet is slightly improved for the single-slice and multi-slice UNet. Considering only the axial plane, the DSC score using simple UNet is 0.948, 0.954, and 0.942 for WM, GM, and CSF, respectively, whereas the DSC scores obtained using the SIP-UNet are 0.951, 0.954, and 0.951 for WM, GM, and CSF, respectively. The UNet with single input has an almost identical DSC score as the UNet with multi-slices input. From the Table 3, we can see that the DSC score of WM and CSF in axial plane is higher than the UNet and multi-slice input UNet. Moreover, the JI score for all tissues in the axial plane is higher than the other two UNets. In the coronal plane, the JI score of the GM and the DSC score of the CSF are higher than other two models. Moreover, in sagittal plane, the JI score of both GM and CSF along with the DSC score of the CSF is higher than the UNet and multi-slice input UNet. Our proposed model has higher scores in the case of CSF than the other UNets. CSF is a colorless liquid. It is very difficult to segment. But our proposed model performed better in case of CSF. With higher scores for CSF in all three planes, higher DSC and JI scores for WM in axial plane, and finally higher JI scores for GM in all three planes, our model outperformed typical UNet and the multi-slice input UNet.

To investigate the improvement in the result of the SIP-UNet result, we visually compared the results of specific slices of a random subject. The comparison of the specific tissue segmentation was easier with the binary mapping of the corresponding tissue. We created a binary map of WM, GM, and CSF separately and then compared it with the results of the different models and the ground truth. Figure 7 shows the result for the axial plane. The column represents the ground truth and the results of the following: the one slice input UNet, the multi-slice input UNet, and the proposed SIP-UNet respectively. The row represents a binary map of the different tissues: WM, GM, and CSF from top to bottom. The binary map shown in Figure 7 is a 70th slice in the axial plane from the randomly selected subject. The difference observed in the pattern of the binary map of the different models is highlighted with a red box in the figures. In the first row of WM, the binary map of the multi-slice UNet output has a false prediction in a region highlighted by the red box at the top of the image. However, there is no such false prediction in the other two models. In the same row, the box in the middle shows the false prediction in all of the three models’ outputs. In this case, in the ground truth, there is no such tissue in the area covered by the
middle red box, but we can see the false prediction in all of the outputs. However, if we analyze it and take a clear look at it, we can see that the area of the false predicted tissue in the middle box in the SIP-UNet result is much smaller. Thus, even in the region of the false prediction, the result of the proposed SIP-UNet is closer to the ground truth than the other two models. The last red box from the top in the first row shows the region where the single-slice UNet failed to predict the presence of tissue in that region, whereas the other two models were successful. Among the three highlighted regions in the first row, the proposed SIP-UNet gives a result closer to the ground truth.

![Figure 7](image_url)

Figure 7. Illustration of segmentation results for axial plane for existing methods and SIP-UNet for WM, GM, and CSF (top to bottom): (a) ground truth (binary map), segmented binary maps generated by (b) single-slice input UNet, (c) multi-slice input UNet, and (d) proposed SIP-UNet.

The second row of Figure 7 compares the binary map of GM. The first highlighted area shows the region where the multi-slices input UNet has predicted false. In the remaining three highlighted regions, all of the three models were successful but the shape and edge of the predicted result in these regions differ in the single-slice and multi-slice input UNet. The proper edge and area of the tissues in these regions are correct with the proposed SIP-UNet model. The third row contains the results for the CSF. Similar to GM in the second row, the single-slice and multi-slice UNet models predicted the tissues in the highlighted regions but could not provide the result with the same area and edge as in the ground truth. In contrast, the SIP-UNet predicted the tissues in this region with an edge and shape similar to the ground truth.

Figure 8 shows the segmentation results for the coronal plane. The subject was randomly chosen and the 30th slice in the coronal plane of this subject segmented with different models is presented in columns. The first row contains the WM binary map, where we can see that the result of SIP-UNet (last column) is able to predict a very small region consisting of WM, whereas the rest of the other two UNets with a single-slice and multi-
slice are unable to predict this part. From the lower two rows of GM and CSF, a region is highlighted in the top left corner that was incorrectly predicted. This misprediction in GM resulted in no CSF in that region as shown in the last row. However, this misclassification appeared in all three models. Although the proposed model is not perfect, we can see the improvement in the remaining highlighted regions. In the remaining highlighted regions, the single-slice and multi-slice UNets are unable to predict the presence of smaller tissues. The two highlighted regions to the right of the GM predicted results (second row) show that the classical UNet cannot detect smaller details. However, the SIP-UNet performed well in these smaller regions and also maintained the edges of the tissues close to the ground truth.

Figure 8. Architecture Illustration of segmentation results for coronal plane for existing methods and SIP-UNet for WM, GM, and CSF (top to bottom): (a) ground truth (binary map), segmented binary maps generated by (b) single-slice input UNet, (c) multi-slice input UNet, and (d) proposed SIP-UNet.

Similar to the axial and coronal planes, the SIP-UNet also performed better in the sagittal plane. In Figure 9, the segmented results of the different models are arranged in different columns and the rows represent the different tissues as before. We can see the miss prediction of tissue segmentation in the top highlighted region in the first row (WM binary map). All models have the wrong segmented output in this region, but if we look closely, the segmented WM in this region is comparatively lower in the result of SIP-UNet, so it is close to the ground truth. The bottom highlighted region in the first row shows how well the edge is predicted in the SIP-UNet. The same region in the multi-slice input UNet has disconnected tissue, while the SIP-UNet has a region that is close to the ground truth. Similarly, in the top left highlighted region in the last row (CSF binary map) of Figure 9, both the single-slice and multi-slice input UNet has disconnected tissue, whereas the SIP-UNet result has a connected tissue that matches the ground truth. In the rest of the highlighted regions in the second and third rows in Figure 9, we can see how well the
SIP-UNet performs in the regions where the typical UNet fails. In summary, the proposed architecture can extract smaller details and edges of the tissue than the other implemented models and the typical UNets. Although the DSC scores of the typical UNets are almost identical to those of the proposed methods, the JI score of the proposed method is increased, indicating better performance.

Figure 9. Illustration of segmentation results for sagittal plane for existing methods and SIP-UNet for WM, GM, and CSF (top to bottom): (a) ground truth (binary map), segmented binary maps generated by (b) single-slice input UNet, (c) multi-slice input UNet, and (d) proposed SIP-UNet.

3.2. Comparisons with Other Methods

Table 3 compares the performance of Multiresnet (Available online: https://github.com/nibtehaz/MultiResUNet/blob/master/MultiResUNet.py, accessed on 14 December 2021), SegNet (Available online: https://github.com/divamgupta/image-segmentation-keras/blob/master/keras_segmentation/models/segnet.py, accessed on 20 December 2021), the typical UNet, and the proposed UNet on the same dataset. We implemented all the models listed in Table 1 and trained and tested them on the same data. In this table, we implement Multiresnet and SegNet using the code available on GitHub. The multi-slice input UNet is the modification of the single-slice input UNet, where the input layer of the model is changed from one 2D input at a time to three 2D inputs simultaneously.

In terms of the DSC score, the proposed model has the highest mean score compared to Multiresnet and SegNet. The DSC score of the proposed method is between 95% and 96% for all three classes in all planes. Our goal is to extract information from the neighboring slices without data augmentations and without any additional pre- or post-processing other than resizing the image to fit in the model. Without any additional processing, the Multiresnet only achieved a DSC score between 67% and 76%, and SegNet achieved an average DSC value between 83% and 88%. All the models listed in Table 3 have a lower DSC value than the proposed method. Additionally, the JI score of the proposed method
is the highest among the implemented Multiresnet and SegNet. The average JI score of the proposed method is in the range of 90% to 92% whereas the average JI score of Multiresnet is in the range of 53% to 61% and that of SegNet is in the range of 73% to 80%. In the implemented models, the output for all slices of the brain and all three planes has a lower performance for both evaluation matrices. This indicates that the proposed model is significantly better.

In Table 4, we compared the VOE and RVD scores of the models for the different planes. The RVD scores are given in percentage, which means the scores are multiplied by 100 because the scores were too small to be shown in the table. From the table, the VOE of the proposed method is less than the other methods for tissues in all planes, which means the error is less in the proposed method. In case of the RVD scores, the scores in percentage are also smaller with respect to the rest of the model. This helps to interpret that the output of the proposed model has relatively less difference volume than the ground truth. Hence, from the VOE and the RVD scores, we can conclude that the result of the proposed method is close to the ground truth and performs better than the other models.

We would like to mention that all the results used for comparison in Table 5 for comparison are directly used from the published papers. We have not implemented four of the methods in this table. In Table 5, three of the methods (CNN, FCN, and SegNet) are obtained from Khagi et al. [10]. The result of patch-wise UNet is obtained from Lee et al. [41]. The DSC score for each tissue is in Lee et al. [41] and the proposed method is calculated using the average score of the three different planes for the corresponding tissue. The scores for the patch-wise Mnet are taken directly from Yamanakkanavar et al. [42].
Table 5. Comparison of different approaches for brain structure segmentation.

| Authors              | Methods     | DSC Score |
|----------------------|-------------|-----------|
|                      |             | WM       | GM       | CSF       |
| Zhang et al. [43]    | CNN         | 86.4%    | 85.2%    | 83.5%     |
| Nie et al. [34]      | FCN         | 88.7%    | 87.3%    | 85.5%     |
| Khagi et al. [10]    | SegNet      | 81.9%    | 74.6%    | 72.2%     |
| Lee et al. [41]      | Patch-wise UNet | 94.33%  | 93.33%   | 92.67%    |
| Yamanakkanavar et al. [42] | Patch-wise Mnet | 95.17%  | 94.32%   | 93.60%    |
| Proposed method      | SIP-UNet    | 95.6%    | 95.73%   | 95.2%     |

From Table 5, it can be seen that the UNet-based deep learning architectures outperform other segmentation models. In terms of the DSC score, the proposed SIP-UNet has the highest mean score of 95.6%, 95.73%, and 95.2% for the WM, GM, and CSF, respectively. The performance of patch-wise UNet is higher than other methods and is close to the proposed method. But according to Lee et al. [41], only slices with an interval of three are used, which includes 48 slices per subject. The result for all of the slices using the patch-wise method is unknown, and although only 48 slices per subject were used in that paper, the DSC score is lower than the proposed method. Similar to the patch-wise UNet method, another method using patch-wise Mnet also uses 48 slices per subjects. All the deep learning-based methods have relatively lower DSC scores than the UNet-based deep learning architectures. In summary, the proposed strategy can achieve significantly higher segmentation performance for all three planes regardless of the number of slices and the selected plane.

4. Discussion and Conclusions

Brain tissue segmentation plays a crucial role in quantifying changes in the brain. In this work, we presented a fully automated brain tissue segmentation method that uses the neighboring slices to extract correlated information.

In contrast to typical deep learning models where only one slice serves as the input, the proposed SIP-UNet benefits from neighboring slices by extracting additional information from them. SIP-UNet can achieve a better segmentation result for axial, coronal, and sagittal 2D planes. Both qualitative analysis by visual comparison and quantitative analysis indicate that our segmentations are reliable. The proposed method can significantly improve the performance in all three planes, and the average DSC and JI scores outperform the existing deep learning-based segmentation models. The average DSC scores for the testing OASIS dataset was 95.6%, 95.73%, and 95.2% for the WM, GM, and CSF respectively. Similarly, the average JI scores for the testing OASIS dataset were 91.87%, 92.16%, and 91.00% for WM, GM, and CSF respectively. The proposed method achieved a comparatively better JI score than the typical UNets. The CSF is a colorless liquid, and it is very difficult to segment it in medical imaging. Most of the methods and models perform poor in the case of CSF. But the proposed model is better than the typical UNet in the case of segmenting CSF. However, in terms of the DSC score, the proposed method is comparable to others and there is still room for improvement.

To prepare 2D data for training and testing, we extracted 2D slices for each plane separately and then stacked the neighboring slices on the top and at the bottom of the middle slice that was to be predicted. The evaluation matrix was computed from the average of the scores since we wanted to compare the performance of the model regardless of the subject and the number of slices.

Our goal was to extract information from the neighboring slices for improvement. Our model consisted of parallel UNets that were later merged with a residual network. The purpose of this approach was to extract features from each slice separately without mixing or suppressing the features of the middle/current slice. From the scores of the evaluation matrix and visual comparison of the results, we can conclude that the model has succeeded in extracting features from neighboring slices, which leads to an improvement in
the segmentation result. The proposed method was comparatively successful in extracting minute details about the edges and detecting smaller tissue regions.

Since most MRI brain data is in 3D and includes multiple slices, this method can be extended to other tasks related to segmentation. In the case of videos, a 2D frame also has neighboring slices. If the video data has a high number of frames per second, then the successive frames have similar information that can improve results. The proposed method can also be useful for other segmentation works such as in video data.

A potential limitation of this work is that the proposed model requires more memory and computation time than the typical UNet. But the proposed method has shown promising segmentation performance. In our future work, we will modify the UNet used in parallel to improve the computational efficiency of the proposed SIP-UNet architecture. In addition, we aim to further improve the segmentation performance by using a different approach to merge the features from the parallel UNets. A possible solution is to increase the skip connections and create a deeper residual network for merging the features from the parallel UNets.
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