A NOTE ON PATHWISE STABILITY AND POSITIVITY OF
NONLINEAR STOCHASTIC DIFFERENTIAL EQUATIONS

I. S. STAMATIOU

Abstract. We use the semi-discrete method, originally proposed in Halidias (2012), Semi-discrete approximations for stochastic differential equations and applications, International Journal of Computer Mathematics, 89(6), to reproduce qualitative properties of a class of nonlinear stochastic differential equations with nonnegative, non-globally Lipschitz coefficients and a unique equilibrium solution. The proposed fixed-time step method preserves the positivity of solutions and reproduces the almost sure asymptotic stability behavior of the equilibrium with no time-step restrictions.

1. Introduction

We are interested in the following class of scalar stochastic differential equations (SDEs),

\[ x_t = x_0 + \int_0^t x_s a(x_s)ds + \int_0^t x_s b(x_s)dW_s, \]

where \(a(\cdot), b(\cdot)\) are non-negative functions with \(b(u) \neq 0\) for \(u \neq 0, x_0 \geq 0\) and \(\{W_t\}_{t \geq 0}\) is a one-dimensional Wiener process adapted to the filtration \(\{\mathcal{F}_t\}_{t \geq 0}\). We want to reproduce dynamical properties of (1.1). We use a fixed-time step explicit numerical method, namely the semi-discrete method, which reads

\[ y_{n+1} = y_n \exp \left\{ \left( a(y_n) - \frac{b^2(y_n)}{2} \right) \Delta + b(y_n) \Delta W_n \right\}, \quad n \in \mathbb{N}, \]

with \(y_0 = x_0\), where \(\Delta = t_{n+1} - t_n\) is the time step-size and \(\Delta W_n := W_{t_{n+1}} - W_{t_n}\) are the increments of the Wiener process. For the derivation of (1.2) see Section 4.

The scopes of this article are two. Our main goal is to reproduce the almost sure (a.s.) stability and instability of the unique equilibrium solution of (1.1), i.e. for the trivial solution \(x_t \equiv 0\). The positivity of the drift pushes the solution to explosive situations and the diffusion stabilizes this effect in a way we want to mimic.

On the other hand, SDE (1.1) has unique positive solutions when \(x_0 > 0\). The semi-discrete method (1.2) preserves positivity by construction.

Explicit fixed-step Euler methods fail to strongly converge to solutions of (1.1) when the drift or diffusion coefficient grows superlinearly [1, Theorem 1]. Tamed Euler methods were proposed to overcome the aforementioned problem, cf. [2, (4)], [3, (3.1)], [4] and references therein; nevertheless in general they fail to preserve positivity. We also mention the method presented in [5] where they use the Lamperti-type transformation to remove the nonlinearity from the diffusion to the drift part of the SDE. Moreover, adaptive time-stepping strategies
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applied to explicit Euler method are an alternative way to address the problem and there is an ongoing research on that approach, see [6], [7] and [8]. However, the fixed-step method we propose reproduces the almost sure asymptotic stability behavior of the equilibrium with no time-step restrictions, compare Theorems 2.2 and 2.3 with [8, Theorem 4.1 and 4.2] respectively.

Our proposed fixed-step method is explicit, strongly convergent, non-explosive and positive. The semi-discrete method was originally proposed in [9] and further investigated in [10], [11], [12], [13], [14] and [15]. We discretize in each subinterval (in an appropriate additive or multiplicative way) the drift and/or the diffusion coefficient producing a new SDE which we have to solve and not an algebraic equation as all the standard numerical methods. The way of discretization is implied by the form of the coefficients of the SDE and is not unique.

Let us now assume some minimal additional conditions for the functions \( a(\cdot) \) and \( b(\cdot) \). In particular, we assume locally Lipschitz continuity of \( a(\cdot) \) and \( b(\cdot) \), which in turn implies the existence of a unique, continuous \( \mathcal{F}_t \)-measurable process \( x \) (cf. [16, Ch. 2]) satisfying (1.1) up to the explosion time \( \tau_{x_0}^e \), i.e. on the interval \([0, \tau_{x_0}^e)\), where

\[
\tau_{x_0}^e := \inf\{t > 0 : |x_t^{x_0}| \notin [0, \infty)\}.
\]

Denoting \( \theta_{x_0}^e \) the first hitting time of zero, i.e.

\[
\theta_{x_0}^e := \inf\{t > 0 : |x_t^{x_0}| = 0\},
\]

it was shown in [17, Section 3] that in the case

\[
(1.3) \quad \sup_{u \neq 0} \frac{2a(u)}{b^2(u)} = \beta < 1,
\]

then \( \tau_{x_0}^e = \theta_{x_0}^e = \infty \), i.e. there exist unique positive solutions. The equilibrium zero solution of (1.1) is a.s. stable if (see again [17, Section 3])

\[
(1.4) \quad \lim_{u \to 0} \frac{2a(u)}{b^2(u)} < 1,
\]

i.e. for all \( x_0 > 0 \)

\[
\mathbb{P}(\{\omega : \lim_{t \to \infty} x_t(\omega) = 0\}) > 0.
\]

Condition (1.4) shows how condition (1.3) is close to being sharp. Furthermore, the presence of a sufficiently intense stochastic perturbation (because of the positivity of the function \( a(\cdot) \)) is necessary for the existence of a unique global solution and stability of the zero equilibrium.

The outline of the article is the following. In Section 2 we present our main results, that is Theorems 2.2 and 2.3, the proofs of which are deferred to Section 4. Section 3 provides a numerical example.

2. Main results

**Assumption 2.1** The functions \( a(\cdot) \) and \( b(\cdot) \) of (1.1) are non-negative with \( b(u) \neq 0 \) for \( u \neq 0 \). □
The following result provides sufficient conditions for solutions of the semi-discrete scheme (1.2) to demonstrate a.s. stability.

**Theorem 2.2 [a.s. stability]** Let \( a(\cdot) \) and \( b(\cdot) \) satisfy Assumption 2.1 and (1.3), i.e. there exists \( \beta < 1 \) such that

\[
\sup_{u \neq 0} \frac{2a(u)}{b^2(u)} = \beta.
\]

Let also \( \{y_n\}_{n \in \mathbb{N}} \) be a solution of (1.2) with \( y_0 = x_0 > 0 \). Then for all \( \Delta > 0 \),

\[
\lim_{n \to \infty} y_n = 0, \quad \text{a.s.} \quad \blacksquare
\]

The following result provides sufficient conditions for solutions of the semi-discrete scheme (1.2) to demonstrate a.s. instability.

**Theorem 2.3 [a.s. instability]** Let \( a(\cdot) \) and \( b(\cdot) \) satisfy Assumption 2.1 and there exists \( \gamma > 1 \) such that

\[
\lim_{u \to 0} \frac{2a(u)}{b^2(u)} = \gamma.
\]

Let also \( \{y_n\}_{n \in \mathbb{N}} \) be a solution of (1.2) with \( y_0 = x_0 > 0 \). Then for all \( \Delta > 0 \),

\[
P(\{\omega : \lim_{n \to \infty} y_n(\omega) = 0\}) = 0.
\]

\[\blacksquare\]

Note that there is no time-step restriction in the results of Theorems 2.2 and 2.3, i.e. (2.2) and (2.4) hold for all \( \Delta > 0 \).

### 3. Numerical illustration

We will use the numerical example of [8, Section 5], that is we take \( a(x) = x^2 \) and \( b(x) = \sigma x \) and \( x_0 = 1 \) in (1.1), i.e.

\[
x_t = 1 + \int_0^t (x_s)^3 ds + \sigma \int_0^t (x_s)^2 dW_s, \quad t \geq 0.
\]

(3.1)

Note that the value of \( \sigma \) determines the value of the ratio \( 2a(u)/b^2(u) = 2/\sigma^2 \). The semi-discrete method (1.2) reads

\[
y_{n+1} = y_n \exp \left\{ \left(1 - \frac{\sigma^2}{2}\right) y_n^2 \Delta + \sigma y_n \Delta W_n \right\}, \quad n \in \mathbb{N},
\]

with \( y_0 = 1 \). First we examine the case of stability, that is when \( \beta < 1 \) or \( \sigma > \sqrt{2} \). Figure 1 displays a trajectory of the semi-discrete method (3.2) for the cases \( \sigma = 2 \) and \( \sigma = 3 \) accordingly. We observe the asymptotic stability in each case as well as the positivity of the paths. There is no need for time step restriction as in [8, Fig. 2].

Figures 2 and 3 displays the case when \( \gamma > 1 \) or \( \sigma < \sqrt{2} \). We consider the cases \( \sigma = 0 \) and \( \sigma = 1 \) accordingly. Now, we observe instability and an apparent finite-time explosion. The apparent explosion time in the ordinary differential equation (case \( \sigma = 0 \)) is very close to the computed one

\[
\tau_e^1 := \int_1^\infty u^{-3} du = 0.5,
\]
and becomes closer as we lower the step-size $\Delta$. In the case $\sigma = 1$ we observe again the apparent explosion time for the SDE which is now random.

4. Proofs

In this section we first discuss about the derivation of the semi-discrete scheme (1.2) and then we provide the proofs of Theorems 2.2 and 2.3.
Given the equidistant partition $0 = t_0 < t_1 < \ldots < t_N = T$ with step size $\Delta = T/N$ we consider the following process

\begin{equation}
y_t = y_{t_n} + \int_{t_n}^{t} \underbrace{a(y_n)}_{f(y_n,y_s)} y_s \, ds + \int_{t_n}^{t} \underbrace{b(y_n)}_{g(y_n,y_s)} y_s \, dW_s, \tag{4.1}
\end{equation}

in each subinterval $[t_n, t_{n+1}]$, with $y_0 = x_0$ a.s. By (4.1) the form of discretization becomes apparent. We discretized the drift and diffusion coefficient in a multiplicative way producing

(A) Trajectory for (3.2) with $\sigma = 0$ and $\Delta = 0.01$.

(B) Trajectory for (3.2) with $\sigma = 0$ and $\Delta = 0.001$.

**Figure 2.** Trajectories of (3.2) for $\sigma = 0$ and different values of $\Delta$. 
a new SDE at each subinterval with the unique strong solution

$$y_t = y_{t_n} \exp \left\{ \left( a(y_{t_n}) - \frac{b^2(y_{t_n})}{2} \right) (t - t_n) + b(y_{t_n})(W_t - W_{t_n}) \right\}. $$

The first variable of the auxiliary functions $f(\cdot, \cdot)$ and $g(\cdot, \cdot)$ in (4.1) denote the discretized part. In case $a(\cdot)$ and $b(\cdot)$ are locally Lipschitz so are $f(\cdot, \cdot)$ and $g(\cdot, \cdot)$ and as a consequence we have a strong convergence result of the type (see [10, Theorem 2.1])

$$\lim_{\Delta \to 0} \mathbb{E} \sup_{0 \leq t \leq \tau} |y_t - x_t|^2 = 0,$$
in the case of finite moments of the original SDE and the approximation process, that is
when $\mathbb{E}|x_t|^p \vee \mathbb{E}|y_t|^p < A$ for some $p > 2$ and $A > 0$. However, the strong convergence of the method does not hold in all cases considered here since the moments of $(x_t)$ are bounded only up to an explosion time $\tau_{\epsilon \to 0}$ which may be finite in case (1.3) does not hold. The main focus here is the preservation of the dynamics in the discretization as shown in Section 3.

The stability behavior of the equilibrium solution of (1.2) is an easy task since we have an analytic expression of the solution process. Nevertheless, we discuss the steps below.

Take a $p > 0$ to be specified later on and rewrite (1.2) as

$$|y_{n+1}|^p = |y_n|^p \exp \left\{ \frac{pb^2(y_n)}{2} \left( \frac{2a(y_n)}{b^2(y_n)} - 1 + p \right) \Delta \right\} \exp \left\{ -\frac{p^2b^2(y_n)}{2} \Delta + pb(y_n)\Delta W_n \right\}
$$

where we used the notation $y_n$ for $y_{t_n}$, the exponential function $\mathcal{E}(\cdot)$ reads

$$\mathcal{E}(u) = \exp \left\{ \frac{pb^2(u)}{2} \left( \frac{2a(u)}{b^2(u)} - 1 + p \right) \Delta \right\}
$$

and for $t \in (t_n, t_{n+1}]$ we consider the SDE

$$d\xi_t = pb(y_n)dW_t
$$

with $\xi_n = |y_n|^p$. Therefore $\mathbb{E}\xi_{n+1} = \mathbb{E}|y_n|^p$ and choosing $0 < p < 1 - \beta$, where $\beta$ is as in Theorem 2.2, we get that $\mathcal{E}(u) \leq 1$ for any $\Delta > 0$ implying on the one hand the boundness of the moments of $y_{n\in\mathbb{N}}$ and on the other hand the $p, h$ moment exponential stability of the trivial solution of $y_t^{\infty}$. This in turn implies the a.s. exponential stability of the trivial solution (see [16, Theorem 4.4.2]) and consequently (2.2). As a result we also now the rate of (2.2) which is exponential and determined by the function $\mathcal{E}(\cdot)$. The result of Theorem 2.3 follows by analogue arguments where now we consider the representation

$$|y_{n+1}|^{-p} = |y_n|^{-p} \exp \left\{ \frac{pb^2(y_n)}{2} \left( \frac{-2a(y_n)}{b^2(y_n)} + 1 + p \right) \Delta \right\} \exp \left\{ -\frac{p^2b^2(y_n)}{2} \Delta - pb(y_n)\Delta W_n \right\}
$$

for $0 < p < \gamma - 1$ where $\gamma$ is as in the statement of Theorem 2.3 and

$$\mathcal{E}^*(u) = \exp \left\{ \frac{pb^2(u)}{2} \left( \frac{-2a(u)}{b^2(u)} + 1 + p \right) \Delta \right\}
$$

and for $t \in (t_n, t_{n+1}]

$$d\xi^*_t = -pb(y_n)dW_t.
$$
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