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I. INTRODUCTION

In recent years, room-temperature ionic liquids (RTILs) have emerged as promising electrolytes for synthetic chemistry and electrochemical energy storage [1–5]. In the absence of solvent molecules, strong electrostatic interactions limit the applicability of classical mean-field approximations, such as the ubiquitous Poisson-Boltzmann (PB) theory [6] for dilute solutions. Extensions are available for steric effects [7–11], short-range ion-ion forces [12–17], ion-solvent interactions [18,19], and Gaussian perturbations beyond mean field [20], but no theory can fully describe the solvent-free limit of RTILs.

At electrified interfaces, ionic liquids share similarities with dilute electrolytes, and some aspects can be described by modified continuum models. Direct surface force measurements reveal a diffuse electric double-layer (EDL) structure, akin to that of a dilute aqueous solution [21], although the extent of this analogy is debated [22]. Nevertheless, there have been some successful applications of mean-field continuum models to RTILs [1,11,23]. Additionally, strong electrostatic correlations, which induce charge ordering and oscillations [24], can be captured surprisingly well by higher-order PB-type equations [25–31].

Strong charge correlations imply a nonlocal dielectric response, similar to that of polar solvents [32,33]. Bazant, Storey, and Kornyshev (BSK) extended the PB free-energy functional to include both correlations and crowding effects and introduced the concept of a dielectric permittivity operator to approximate the nonlocal ionic polarization [27]. The BSK framework was subsequently used to describe a wide variety of structural [34–37] and dynamical [38–42] properties of ionic liquids and concentrated electrolytes. Continuum models continue to extend their predictive power to capture aspects of both long-range underscreening and overscreening [15,17,43–45], yet they remain incomplete in their description of complex many-body correlation effects. Other phenomena, such as charge-driven three-dimensional (3D) structures of the double layer [46–49], are not well explained with a mean-field approach, and coarse-grained charge profiles generally obscure correlated nanostructures [50–52].

In this paper, we use molecular dynamics (MD) simulations to reveal an essential and overlooked mechanism that determines the charge profile in ionic liquids: geometrical frustration. Given the network of neighboring ionic positions in a symmetric binary mixture, we show that the charge distribution corresponds to the ground state of an effective spin-glass Hamiltonian [53]. We propose a minimization scheme based on a modified Goemans-Williamson (GW) algorithm [54] and perform spin-glass reconstructions of MD simulations of four materials: 1-Ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide (EMIM-TFSI), a commonly studied aprotic RTIL [55–58], protic RTIL trimethylammonium-triflate (TMA-OTF), molten sodium chloride, and so-called water-in-salt electrolytes (WiSE), recently introduced for Li-ion batteries [59–61]. Finally, we consider turbulence in bacterial suspensions [62] and illustrate how spin-glass ordering emerges in any strongly interacting antiferromagnetic disordered system.

II. THEORY

The partition function of ionic liquids (neglecting nonidealities) can be written as a sum over all spatial configurations (\(|\mathbf{r}_i\)|) and valencies (\(z_i\)):

\[
Z = \int \prod_{i=1}^{N} d\mathbf{r}_i \left[ \sum_{\{z_i\}} \exp \left( -l_B \sum_{i \neq j} \frac{z_i z_j}{|\mathbf{r}_i - \mathbf{r}_j|} \right) \right] = \int \prod_{i=1}^{N} d\mathbf{r}_i Z_{z_i}[|\mathbf{r}_i|],
\]

where...
where $l_B = \beta e^2/\varepsilon$ is the Bjerrum length, $e$ is the elementary charge, $\beta = (k_B T)^{-1}$ is the inverse temperature, and $\varepsilon$ is the dielectric constant of the medium. $Z_i$ is a reduced partition function that depends on the ionic positions. We emphasize that Eq. (1) is purposely simplified, excluding any nonelectrostatic physics, such as asymmetric molecular shapes, sizes, and/or interactions, which are vital in inducing positional disorder in the fluid [63,64]. We may exclude such effects because once the positions are given, as in this framework, nonelectrostatic physics play only a minor role in charge ordering.

The reduced partition function is similar to a spin glass, with the following Hamiltonian:

$$H = \frac{1}{2} \sum_{i \neq j} J_{ij} z_i z_j, \quad \text{where} \quad J_{ij} = -\frac{l_B}{|\mathbf{r}_i - \mathbf{r}_j|}.$$  \hspace{1cm} (2)

In the dilute limit ($l_B \to 0$), the Debye-Hückel mean-field approximation becomes valid, at rather small salt concentrations (<100 mM) for aqueous solutions ($l_B \approx 7 \text{ Å}$). In the opposite limit ($l_B \to \infty$) relevant for ionic liquids, when the Bjerrum length is large compared to the ionic spacing, temperature-induced charge fluctuations around the ground state are negligible, and the charge distribution is better approximated by minimizing the Coulomb energy.

Minimizing a spin-glass Hamiltonian is a well-known NP-complete problem [65] that cannot be solved exactly. The difficulty lies in the “Ising-like” constraint on the charges: $z_i = \pm 1$, which can be expressed efficiently via a matrix, $Z_{ij} = z_i z_j$. By construction, the rank of $Z$ equals 1 and its diagonal is $Z_{ii} = 1$. The Hamiltonian, in terms of $Z$, is simply $\text{Tr}(Z J)$. Relaxing the constraint on the rank of $Z$, and letting it take a full rank, greatly simplifies the problem and allows for a polynomial time solution. This is the celebrated Goemans-Williamson (GW) max-cut algorithm [54]. In the context of spin glasses, the GW algorithm can be interpreted as letting the spins rotate in an $N$-dimensional space, where $N$ is the total number of spins in the system [66].

The GW algorithm steps are as follows: (1) Minimize $\text{Tr}(Z J)$ subject to $Z_{ii} = 1$; (2) find the Cholesky decomposition of $Z$ ($Z = S S^T$); and (3) choose a plane in the $N$-dimensional space and assign the $i$th Ising spin a sign (charge) according to the side of the plane where the $N$-dimensional spin $S_{iN}$ lies. To solve the minimization problem, we use CVX, a package for specifying and solving convex programs [67,68].

The GW algorithm can be applied to any pairwise interaction and, interestingly, we find that fully connected systems yield poor results. Instead, a dramatic improvement is achieved by considering an effective Hamiltonian with only short-range interactions, such as the following (empirical) interaction between an ion and its $n^{th}$-nearest neighbor:

$$J^n_{nf} = \begin{cases} e^{-n}, & n = 1 \ldots 5 \\ 0, & n > 5. \end{cases}$$  \hspace{1cm} (3)

Due to screening, ion-ion interactions are thus limited to only a handful of nearest-neighbor pairs. We further update the results of the GW algorithm according to a “local electro-neutrality” condition, until convergence,

$$z_i = -\text{sign} \left( \sum_{j \neq i} \frac{z_j l_B}{|\mathbf{r}_i - \mathbf{r}_j|} \right).$$  \hspace{1cm} (4)

Finally, the algorithm is accelerated by selecting the bisecting plane perpendicular to the first principal component of $S$.

### III. RESULTS

Let us now apply the modified GW algorithm to test our main hypothesis, i.e., the charge distribution is determined by the ground state of a spin-glass Hamiltonian, given the positional configuration. A useful starting point is to examine systems in complete disorder by simulating hard-sphere liquids with different packing fractions (see details in the Supplemental Material [69]). Figure 2(b) shows the charge distribution around a central ion in the ground state. We notice an interesting trade-off between the distance of closest approach and overscreening. When ions are free to approach each other, it is almost always favorable for the nearest neighbor to be of opposite charge, regardless of other ions in the environment. Neighbors further away are much less correlated. As ionic radii increase, ions tend to be more evenly spaced and screening is shared by several neighbors; a longer-range oscillatory structure emerges.

#### A. Ionic liquids

Ionic liquids display a much longer correlation length. Data from scattering experiments as well as MD simulations
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**FIG. 1.** Illustration of the reconstruction procedure. (1) The input is a full MD simulation of the ionic liquids. (2) The first step is to take a single snapshot, calculate the position of each molecule (as an average over its atomic positions), and delete the molecule identity. (3) Based on molecular positions, we construct a connectivity network by connecting each molecule to its nearest neighbors. (4) Minimizing the spin-glass Hamiltonian for the network yields identities for the molecules, marked by orange and blue in the figure. The minimization is carried for each snapshot separately.
reveal complicated nanostructures [17,29,50,52] with oscillations that span many neighbors. We simulate an EMIM-TFSI ionic liquid to study these structures (see Supplemental Material for simulation details [69]). As illustrated in Fig. 1, the Hamiltonian is constructed from ionic positions extracted from MD simulation snapshots. The minimization scheme is carried separately for each snapshot and the results shown are averaged over all snapshots. Despite the complexity of the full atomistic MD simulations, the spin-glass model actually captures all the necessary physics: ionic valency almost exactly minimizes the Coulomb interactions. No other non-electrostatic ingredient is needed to recover the charge density long-range correlations.

Figures 2(c) and 2(d) compares results from MD simulations to the spin-glass reconstruction process. In bulk simulations, we recover the exact charge of almost 98% of the ions. Consequently, the predicted charge distribution is almost indistinguishable from the simulated one [Fig. 2(c)]. This exceptional match hints towards a unique ground state and a high degree of order in the ionic positions. The reconstructed double-layer structure [Fig. 2(d)] fits reasonably well with the simulated EDL, despite completely neglecting the interaction with the electrode. For weak surface charges, this interaction is only a secondary effect, but will have to be considered as electrode charge increases. A weakly charge electrode also exhibits a dramatic screening. The first layer can have a charge that is, surprisingly, up to 15 times greater than the electrode charge. For comparison, BSK predicts an overscreening of only a few percent, which is more realistic for larger surface charges.

The spin-glass ground state aims to create long-range structures of alternating signs. Given the chance, a true long-range charge order would appear. Yet, this requires a high degree of order in the ionic positions. Even slight deviations from a perfect crystal structure lead to geometric frustrations: the pattern of alternating signs has to be broken in some direction [see Fig. 2(a) for illustration]. The positional disorder can be traced back to the particular size and shape of the ions [63,64]. Simple ions favor positional ordering and form ionic solids at room temperature, or long-range ordered liquids beyond the melting point, which are well captured by the spin-glass model (see below). This coupling of density and charge ordering has been extensively studied in the context of a solid-liquid phase transition [70–72]. Conversely, in complete disorder, correlations are limited to a few neighbors only [Fig. 2(b)]. In ionic liquids and especially near charged surfaces, partial disorder facilitates the large correlation lengths [Figs. 2(c) and 2(d)].

The order (or disorder) in ionic positions can take different forms: from short-range ion clusters to hydrogen-bond (H-bond) networks and micelle-like morphologies [73]. In some protic (H-bonding) ionic liquids, for example, complex nanostructures may be formed by the interplay of Coulomb forces and strong H-bond interactions [73]. However, this type
of behavior is not just unique to protic RTILs. For example, aprotic C₄mim[PF₆] ionic liquids tend to break into polar and nonpolar nanoregions [74]. In both cases, nonelectrostatic forces play an important role in determining the type of bulk nanostructures. We cannot rule out that these mechanisms affect charge ordering as well, but to demonstrate the generality of our method, we performed an additional simulation of trimethylammonium-triflate or TMA-OTF. TMA-OTF is an example of a protic ionic liquid, where H bonds play a major role. Proton and aprotic ionic liquids are the two main classifications of ionic liquids, and EMIM-TFSI is an example of the latter. The reconstruction results are shown in Fig. 4: despite the formation of H bonds, once the positions are known the charge ordering exactly followed the spin-glass minimization.

B. Water-in-salt electrolyte

Let us now examine MD simulations of the LiTFSI “water-in-salt electrolyte” (WiSE) at varying concentrations of salt. WiSEs have emerged as promising candidates to replace organic electrolytes in lithium-ion batteries [59–61]. They exhibit much shorter correlation lengths, even when the solvent concentration is small (Fig. 3). For moderate to high salt concentrations (>5 mol/Kg), where ionic spacing is small compared to the Bjerrum length, our spin-glass framework is applicable.

Due in large part to ion size asymmetry, the spin-glass reconstruction only semiquantitatively matches the simulations. The high molality limit (21 m) is best reproduced by the minimization process, with about 80% of ionic charges recovered. Similarly to RTIL, the hidden positional order stands behind this unique and easily accessible ground state. With increasing water content (21 m → 7 m), the order gradually disappears and we are only able to capture the general structure of the screening cloud. Upon decreasing ionic concentration further (7 m and especially 2 m), thermal fluctuations become predominant and the spin-glass model breaks down. Yet, traditional mean-field models are unsuitable for that regime as well, and ion-specific effects determine the correlation function.

When ionic positions are disordered, the charge distribution matches the random hard-sphere model (dashed blue lines in Fig. 3). Similarities are even more pronounced when only considering ordering relative to neighbor number [69]. The reason for this high degree of disorder, compared with the RTIL, is twofold. First, there is a large positional entropy associated with small lithium ions, which is costly to suppress. Second, the solvent molecules weaken the electrostatic interactions. Maintaining a positional order is therefore unfavorable and the WiSE resembles a hard-sphere liquid.

C. Molten salts

The origin of disorder in high-temperature molten salts is the increased temperature. Due to their structure, simple salts form ionic solids at room temperature and keep a high degree of order even after their melting point. Molten salts have been extensively studied by restrictive primitive models (charged hard spheres) and their charge distribution is well described by integral equations methods [70]. We performed an MD simulation for a NaCl-like molten salt at a temperature of 1500 K. The simulation was performed using the same protocol as for the EMIM-TFSI, TMA-OTF, and LiTFSI electrolytes (see Supplemental Material for simulation details [69]). Our reconstruction scheme exactly reproduced the charge distribution around a central ion (Fig. 4). This excellent match is even better than the one found for ionic liquids or
water-in-salts and exemplifies how positional ordering of the molten salts generates an easily accessible ground state for the corresponding spin-glass Hamiltonian.

The success of our reconstruction scheme in capturing charge ordering for the variety of ionic systems displayed above demonstrates the potential of our method to apply to other ionic liquid systems, as well.

D. Turbulence in bacterial suspensions

Our analysis is not restricted to ionic liquids or a Coulombic system. Disordered systems with strong antiferromagnetic interactions are expected to show similar behavior. We demonstrate the generality of the spin-glass reconstruction scheme by considering turbulence in bacterial suspensions. A bacterial colony of *Bacillus subtilis* self-organizes into collective movement and forms vortices under confinement [62]. To minimize drag forces and reduce friction, adjacent vortices prefer to rotate in opposite directions. The details of this interaction follow complicated hydrodynamic equations, but as long as the antiferromagnetic interaction is strong, “spin” ordering is expected to dominate the emerging structure. We study the system with an effective spin-glass Hamiltonian, where the vortex directionality plays the role of spin and the positions of the vortices’ cores are extracted from simulations. We use simulation data of swimming bacteria, adapted from [62]. Here, 23 positions of the vortices’ core were extracted manually from a snapshot image of the simulated flow field [Fig. 5(a)].

We arbitrarily choose the same form of local interactions as the effective RTIL Hamiltonian [Eq. (4)], but restrict connectivity only to vortices that are in physical contact via Delaunay triangulation. The minimization process was carried out using the modified GW algorithm, omitting the last stage of requiring electroneutrality. Out of the 23 vortices, the directionality of 19 of them was reconstructed correctly [Fig. 5(b)]. To illustrate the reconstructed vorticity [Fig. 5(c)], we superimpose a Lamb-Oseen (Gaussian) vortex at each core location, with angular velocity \( \Omega(r) \propto \left(1 - \exp\left(-r/r_m\right)\right)/r^2 \) and a radius of \( r_m = 25 \mu m \). The nice qualitative match illustrates the universality of our approach. The emerging structures in disordered antiferromagnetic systems are governed by the geometry and are insensitive to details of their physical origin.

IV. DISCUSSION

The spin-glass model is a strong-coupling theory. It simplifies the complex interactions in ionic liquids and water-in-salt electrolytes to a minimization of a Hamiltonian with only local interactions (though corrections for electroneutrality are required).

The correlation length is governed by geometric frustrations and increases with positional order. Such structures would emerge in any binary liquid with strong “antiferromagnetic” interactions and are not limited to Coulomb forces. Other examples include 2D vortex patterns that arise in superfluids or bacterial turbulence [75,76]. This is markedly different from the typical Debye-Huckel behavior, where electrostatic attraction competes with entropic “repulsion.”

Interestingly, the positional order may not be apparent at first sight and does not significantly affect the density-density pair-correlation function. Nevertheless, as we show via the minimization process, long-range charge ordering is a manifestation of the hidden positional ordering. The ionic positions, as disordered as they may seem, carry all the information about the ionic identities. It is not surprising that charge and density ordering are coupled: ionic positions are determined by the charges, and vice versa. However, our analysis offers a different way to understand the charge distribution in the bulk and reveals its intimate link to the positional configurations.

For solvent-free ionic liquids, the ground state of the spin-glass Hamiltonian is easily accessible and correlations are long range. This might be the onset of a true long-range order in ionic crystals. Room-temperature ionic crystals have much stronger interactions due to their small size, but we speculate that a similar regime of hidden positional order must exist and play a role in the thermodynamics of melting. As solvent content increases, the energy landscape becomes more rugged, yet the system is still described well by its ground state and nonidealities are safely neglected. Eventually, in the moderately concentrated electrolyte regime (<7 m),
thermal fluctuations as well as ion- and solvent-specific effects are dominating, and the spin-glass approach is no longer valid.

While further exploration is needed to determine the generality of our approach, we have shown it to work well for four classes of Coulombic liquids: protic ILs, a-protic ILs, molten salts, and water-in-salt electrolytes. In each case, the positional ordering was different, but the charge ordering was shown to be uniquely determined via spin-glass minimization. We note, however, that we only focus on the nanometer length scale, which is suitable for atomistic simulations. Longer-range phenomena, such as extremely long-range charge correlations, are beyond the scope of this work. Interestingly, we were not able to observe underscreening [43], despite its emergence in the relevant length scales.

Another important limitation of our model is that it is inherently symmetric in size and shape. In many cases, it is the asymmetry of the ions that favors disordered structures and makes them good ionic liquids in the first place. Remarkably, even in extremely asymmetric cases such as LiTFSI, the spin-glass Hamiltonian qualitatively correctly captures the charge distribution. This is in part due to a universal behavior of complete disorder, which does not depend on the details of the materials.

Though we do not offer a general theory of ionic liquids and concentrated electrolytes, we believe our observations highlight the important physics. The close interplay between the positional configurations and charge ordering, which plays an important role in long-range ordering near phase transitions, is observed to be significant even in partial or complete disorder. Geometric frustrations and positional ordering determine the correlations lengths and might be considered as some of the underlying microscopic driving forces to include for accurate continuum models.
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