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We propose an effect called information constraint which is characterized by the existence of different decay rates of signal strengths propagating along opposite directions. It is an intrinsic property of a type of open quantum systems, which does not rely on boundary conditions. We define the value of information constraint ($I_C$) as the ratio of different decay rates and derive the analytical representation of $I_C$ for general quadratic Lindbladian systems. Based on information constraint, we can provide a simple and elegant explanation of chiral and helical damping, and get the local maximum points of relative particle number for the periodical boundary system, consistent with numerical calculations. Inspired by information constraint, we propose and prove the correspondence between edge modes and damping modes. A new damping mode called Dirac damping is constructed, and chiral/helical damping can be regarded as a special case of Dirac damping.

PACS numbers:

\section{I. INTRODUCTION}

Many open quantum systems can be effectively described by non-Hermitian matrix or Hamiltonian, e.g., the short time evolution of the Lindblad master equation $\dot{\rho} = \mathcal{L}[\rho] = -i[H,\rho] + \sum_{\mu} \mathcal{L}_\mu \rho \mathcal{L}_\mu^\dagger$ before the occurrence of first quantum jump\textsuperscript{12}--\textsuperscript{14}. Essentially, the Lindblad master equation can be mapped to a non-Hermitian “Schrödinger equation” even with quantum jump term after using a basis to represent the density matrix\textsuperscript{15}--\textsuperscript{17}, and the calculating the Lindbladian spectrum of the superoperator can always be viewed as a non-Hermitian eigenvalue problem. Particles with finite lifetime can also be effectively described by non-Hermitian Hamiltonian\textsuperscript{10}--\textsuperscript{11}. Non-Hermitian systems have been unveiled to possess some unique features, such as non-Hermitian skin effect (NHSE)\textsuperscript{15}--\textsuperscript{27}, exceptional points\textsuperscript{28}--\textsuperscript{34}, and amplified symmetry classes\textsuperscript{35}--\textsuperscript{40}. These unique features produce significant influence on the time evolution of the system and give rise to some peculiar dynamical phenomena, such as chiral/helical damping for non-Hermitian skin effect\textsuperscript{34}--\textsuperscript{36} and amplifying sensors for exceptional points\textsuperscript{35}--\textsuperscript{37}.

The NHSE relies on the boundary condition, and no NHSE and non-Bloch wave can be observed for systems under the periodic boundary condition (PBC), while Bloch’s theorem is valid under the PBC. Similarly, the phenomena of chiral and helical damping in open quantum systems occur only under the open boundary condition (OBC). An important issue is to extract the intrinsic property\textsuperscript{12} for systems exhibiting NHSE and get a unique feature which is not sensitive to boundary conditions. We expect that this feature can explain chiral/helical damping without resorting to NHSE.

In this work, we propose an effect called information constraint characterized by the existence of different decay rates of signal strengths propagating along opposite directions, which induces the information propagation being constrained in one of directions. The ratio of strengths propagating along opposite directions, or equivalently the ratio of local two-point Green functions along opposite directions, defines the value of information constraint $I_C$. Since $I_C$ is a local quantity, its value should not rely on boundary condition, which allows us to derive $I_C$ by using arbitrary boundary condition. Under the PBC, we are able to analytically calculate local maximum points of relative particle number via information constraint, which show obviously different distributions along different propagation directions and are consistent with numerical results. Based on information constraint, we get a simple and elegant explanation of chiral and helical damping, and deduct naturally the helical damping model supporting the helical tunneling effect\textsuperscript{20}--\textsuperscript{24}. Inspired by information constraint, we propose and prove the correspondence between edge modes and damping modes. A new damping mode called Dirac damping is constructed as an example, with chiral/helical damping as a special case of one-dimensional (1D) Dirac damping.

\section{II. INFORMATION CONSTRAINT}

To illustrate the concept of information constraint, we study the particle transport in open 1D chains and demonstrate that the information constraint is an intrinsic property of a type of open quantum systems. Consider the open Markovian quantum systems described by the Lindblad master equation

$$\frac{d\rho}{dt} = \mathcal{L}[\rho] = -i[H,\rho] + \sum_{\mu} (2L_\mu \rho L_\mu^\dagger - \{L_\mu^\dagger L_\mu, \rho\}) , \quad (1)$$

where $\rho$ is the density matrix, $L_\mu$ are Lindblad operators describing quantum jump processes, and $H$ is the Hamiltonian. To make concrete, we consider the Su-Schrieffer-Heeger (SSH) model with the Hamiltonian in
The momentum space given by

\begin{equation}
    h(k) = [t_1 + t_2 \cos(k)]\sigma_x + t_2 \sin(k)\sigma_y,
\end{equation}

where \( t_1 \) and \( t_2 \) represent the hopping amplitude in and between the unit cells, respectively, and there are two \((A \text{ and } B)\) sublattices in each cell. \( \sigma_0 \) denotes a \( 2 \times 2 \) identity matrix, \( \sigma_x, \sigma_y \) and \( \sigma_z \) represent Pauli matrices. The coupling to the environment is described by the Lindblad operators given by

\begin{equation}
    L^I_x = \sqrt{\frac{\gamma}{2}}(c_{xA} - ic_{xB}),
\end{equation}

where \( c_{xA} \) and \( c_{xB} \) are fermion annihilation operators on the site \( xA \text{ and } xB \), respectively, and \( x \) is the cell index\[^{18}\]. The dynamics of

\begin{equation}
    \Delta_{mn} = Tr(\rho c_m^D c_n)
\end{equation}

with \( m, n \in \{xA, xB\} \) is governed by\[^{50-51,112}\]

\begin{equation}
    \dot{\Delta} = \Delta - \Delta_x = e^{Xt}\tilde{\Delta}(0)e^{Xt},
\end{equation}

where \( \Delta_x \) is the steady value of \( \Delta \) (\( \Delta_x = 0 \) for this model) and \( X \) is a damping matrix with the matrix in the momentum space given by

\begin{equation}
    X(k) = ih^T(-k) + \frac{\gamma}{2}\sigma_y - \frac{\gamma}{2}\sigma_0.
\end{equation}

The diagonal elements of \( \tilde{\Delta} \) give the relative particle number defined by \( \tilde{n}_x(t) = \Delta_{x,A,xA} + \Delta_{x,B,xB} \).

Suppose that a particle is initially prepared at the site \( 25B \) and the system size is 50, and we have \( \Delta_{25B,25B}(0) = 1 \) and \( \Delta_{m,n}(0) = 0 \) when \( m \) or \( n \neq 25B \). It can be recognized as a signal initially input at site 25B. We numerically calculate \( ln[\tilde{n}_x(t)] \) versus \( t \) or \( ln(t) \) under both OBC and PBC in Figs.\[^{1}1\)(a1)\[^{1}1\)(b1) and \[^{1}1\)(a2)\[^{1}1\)(b2). Figures\[^{1}1\)(a1) and \[^{1}1\)(b1) show the evolution of \( ln[\tilde{n}_x(t)] \) at \( x = 10, 20, 30 \) and 40 under OBC. For a fixed \( x \), \( \tilde{n}_x(t) \) increases in a power-law to the maximum value \( max(\tilde{n}_x) \) at \( t_{max}(x) \) (In the main text, \( max(\cdot) \) is the label of \( max_x(t) \), which is the maximum over all possible time interval), and exponentially decreases after \( t_{max}(x) \). The \( t_{max}(x) \) can be recognized as the time when the signal reaches \( x \) (the location of wave front), and \( max(\tilde{n}_x) = \exp(max(ln[\tilde{n}_x])) \) is the signal strength for the case of OBC\[^{29}\]. As \( max(ln[\tilde{n}_x]) \) is a single-value function of \( x \), we illustrate it in Figs.\[^{1}1\)(c1) and \[^{1}1\)(d1) for OBC and Figs.\[^{1}1\)(c2) and \[^{1}1\)(d2) for PBC. While the signal strength decreases exponentially when propagating along the \(-x \) direction (\( x \rightarrow x - 1 \)), it exhibits a power-law decay along the \(+x \) direction (\( x \rightarrow x + 1 \)). The signal strength has different decay rate in the opposite direction, and we dub this phenomenon as information constraint, since the information propagation is constrained in one of directions. A quantitative definition of information constraint by using local Green function will be
Due to the signal along the +x direction, the information constraint can provide a simple and elegant way to understand the chiral and helical damping. Thus, chiral damping occurs in α1 and α2 channels with wave fronts having opposite propagation directions. The combination of α1 and α2 channels gives rise to chiral damping. In the helical damping case, there are two channels labeled as α1 and α2. In the α1 channel, particle propagating along the −x direction is exponentially decaying, and particle propagating along +x direction exhibits a power-law decay behavior. On the other hand, the decay behavior of the α2 channel is opposite to that of α1 channel since it fulfills time-reversal symmetry. Thus, chiral damping occurs in α1 and α2 channels with wave fronts having opposite propagation directions. The combination of α1 and α2 channels gives rise to helical damping.

With the increase in time, the evolution of $ln|\hat{n}_x(t)|$ (or $|\hat{n}_x(t)|$) has many local maximum points under the PBC in Fig. 1(a2). For $x = 10$ or 20, the local maximum points are found at $t_{locmax} = 25 - x$ and $x + 25 + 50N$, respectively, where $N \geq 0$ is an integer. For $x = 30$ and 40, the local maximum point is at $t_{locmax} = x - 25 + 50N$. This can be understood in terms of information constraint: If $x \in [1, 25]$, the signal propagating along the −x direction reaches $x$ at time $t_- = \frac{25 - x + 50N}{v}$, where $v$ is the maximum Fermi velocity of iX(k). Meanwhile, the signal along the +x direction reaches $x$ at time $t_+ = \frac{x + 25 + 50N}{v}$. The signal strength at $x$ is dominated by the signal from the −x direction after $t_0 = t_+ |N = 0 = \frac{x + 25}{v}$. Since the strength of signal from the +x direction exhibits a power-law decay whereas from the −x direction an exponential decay. We analytically calculate the maximum Fermi velocity of iX(k) and get $v = 1$. The local maximum points of $ln|\hat{n}_x(t)|$ in Fig. 1(a2) come from the signals arriving in $x$. Taking account of $v = 1$ and the fact that the signal from the +x direction is dominated after $t_0$, we get the local maximum points at $t_{locmax} = 25 - x$ and $x + 25 + 50N$ for $x = 10$ or 20.

If $x \in [25, 50]$, the signal propagating along the −x direction reaches $x$ at time $t_- = \frac{75 - x + 50N}{vN}$, whereas the signal along the +x direction reaches $x$ at time $t_+ = \frac{x + 25 + 50N}{v}$. The signal strength at $x$ is dominated by the signal from the +x direction after $t_0 = t_+ |N = 0 = \frac{x + 25}{v}$. But in $v = 1$, we get the local maximum point at $t_{locmax} = x - 25 + 50N$. The results are consistent with Fig. 1(a2).

The information constraint can provide a simple and elegant way to understand the chiral and helical damping. For a system under the OBC with size $L$ and $\forall x' \in [1, L]$, suppose that the system is fully filled at the initial time and $v = 1$, the particle propagating along the −x direction decays exponentially, whereas the particle propagating along the +x direction decays in power-law. The particles which always propagating along the +x direction will arrive in the cell $x'$ at time $t \in (0, x')$, and these particles contribute a power-law decay factor of $\hat{n}_x$. Thus, for $t \in (0, x')$, $\hat{n}_x$ decays in a power law. After $t = x'$, no particle always propagating from the +x direction will arrive at $x'$, and the decay behavior follows a usual relaxation law:

$$\hat{n}_{x'}(t) \propto e^{-|\Lambda_g|t},$$

where $\Lambda_g$ is the largest non-zero eigenvalue of open boundary Liouvillian superoperators (Liouvillian gap).
in the absence of disorder. We numerically calculate \( \max(\langle \hat{n}_z \rangle) \) under the OBC, which is illustrated in Fig.2(a) and Fig.2(b). It is shown that the information constraint exists for both \( W = 1 \) and \( W = 10 \). Then we consider random disorder in the chemical potential with the Hamiltonian described by

\[
H = \sum_{i=1}^{N} [t_1 c_{i,A}^\dagger c_{i,B} + t_2 c_{i,B}^\dagger c_{i+1,A} + h.c. + W r_i c_{i,A}^\dagger c_{i,A}] \tag{7}
\]

and the Lindblad operators are the same as Eq.3. Similarly, we numerically illustrate \( \max(\langle \hat{n}_z \rangle) \) under the OBC in Fig.2(c) and 2(d). The information constraint exists for \( W = 1 \). With the increase of \( W \), the information constraint is suppressed, but there still exists signature of different decaying rates in different propagating directions even for \( W = 100 \). Our results indicate that the information constraint is robust against the disorder.

We note that information constraint also exists in the open spin systems. An example of 1D open Heisenberg XX spin chain is given in the Appendix B, where we show the existence of information constraint by transforming the spin model to a quadratic fermion model.

### III. CORRESPONDENCE BETWEEN EDGE MODES AND DAMPING MODES

The information constraint not only exists in the quadratic Lindbladian system and leads to chiral and helical damping, it also exists in the anomalous edge modes of topological insulators, e.g., the chiral edge modes of integer quantum Hall effect. It is natural to ask whether there exists a relation between edge modes in topological insulators/superconductors and damping modes in the quadratic Lindbladian system. Here, we give a correspondence between them.

**Proposition II:** For a \( d \)-dimensional anomalous boundary state of a \((d+1)\)-dimensional Hermitian system (topological insulators/superconductors) in symmetry class \( s \), there exists a \( d \)-dimensional quadratic Lindbladian system with damping matrix multiplying \( i \) belonging to class \( s^d \), and its damping wave front has the same structure as the dispersion relation of the anomalous boundary state. Here, the damping wave fronts are defined as the boundary of two regions with different decay or gain rates, and is a \( d \)-dimensional surface in \((d+1)\)-dimensional space-time \((x,t)\). The dispersion relation is a \( d \)-dimensional surface in \((d+1)\)-dimensional momentum-energy \((k,E)\), and \( s \) \((s^d)\) is a label of 10-fold AZ (AZ\(^d\)) class (See the Appendix C for the introduction of Hermitian and non-Hermitian symmetry class).

Next we give proof of this proposition. Consider a \( d \)-dimensional anomalous boundary state of a \((d+1)\)-dimensional Hermitian system in symmetry class \( s \). Suppose that the boundary state is characterized by the following Dirac Hamiltonian,

\[
H_D(k) = k_1 \Gamma_1 + k_2 \Gamma_2 + \ldots + k_d \Gamma_d, \tag{8}
\]

where \( \{ \Gamma_i, \Gamma_j \} = \delta_{ij} \) and \( k = (k_1, k_2, \ldots, k_d) \). We can construct the damping matrix of the corresponding quadratic Lindbladian system (damping matrix multiply \( i \) belongs to the symmetry class \( s^d \)) as,

\[
iX(k) = [\sin(k_1) \Gamma_1 + \sin(k_2) \Gamma_2 + \ldots + \sin(k_d) \Gamma_d + i[\cos(k_1) + \cos(k_2) + \ldots + \cos(k_d) + E_B]]^\dagger, \tag{9}
\]

where \( E_B \leq -d \) is a constant, \( I \) is an identity matrix and \( X(k) \) is the damping matrix. Assume that the dimension of \( \Gamma_i \) and \( \Pi \) is \( n_0 \). Let \( E_B = -d \), the corresponding quadratic Lindbladian system is described by the Hamiltonian

\[
h(k) = \sin(k_1) \Gamma_1 + \sin(k_2) \Gamma_2 + \ldots + \sin(k_d) \Gamma_d \tag{10}
\]

and the Lindblad operators

\[
L_{(x_1,x_2,\ldots,x_d)dp_1p_2\ldots p_{n_0}} = 2^{-n_0/2} \left\{ (-1)^{p_1} c_{(x_1,x_2,\ldots,x_d)} + (-1)^{p_2} c_{(x_1,x_2,\ldots,x_d)} + \ldots + (-1)^{p_{n_0}} c_{(x_1,x_2,\ldots,x_d)} \right\}, \tag{11}
\]

where \( c_{(x_1,x_2,\ldots,x_d)} \) are annihilation operators, \( x = (x_1, x_2, \ldots, x_d) \) is cell index, and \( 1,2,\ldots,n_0 \) are the indexes labeling the degree of freedom in the cell. In the Lindblad operators \( L_{(x_1,x_2,\ldots,x_d)dp_1p_2\ldots p_{n_0}}, m = 1,2,\ldots, p_1 = 0 \) and \( p_2, p_3, \ldots, p_{n_0} = 0 \) or 1. Thus, there are total \( d \times 2^{n_0-1} \) Lindblad operators for fixed \((x_1,x_2,\ldots,x_d)\).

Now we prove that this model satisfies proposition II. Assume that \( E_\alpha(k) \) is the eigenvalue of \( iX(k) \), \( \alpha \) is the band index and \( E_\alpha(k) \) satisfies \( Im(E_\alpha(k)) \leq 0 \). The dynamic of this model is dominated by the longest life-time \((\text{maximum imaginary eigenvalue}) \) mode. At \( k_0 = (0,0,\ldots,0) \), \( Im(E_\alpha(k)) \) takes the maximum value. Expanding Eq.9 at \( k_0 \), we get

\[
iX_{\text{eff}}(k) = k_1 \Gamma_1 + k_2 \Gamma_2 + \ldots + k_d \Gamma_d + i(d + E_B)]^\dagger. \tag{12}
\]
The effective theory is the same as Eq. [8]. And the damping wave front should have the same behavior as Eq. [8].

To display this more explicitly, we consider this model with infinite system size (infinite system size means that the system size is large enough that we do not need to consider the boundary effect at the considered time scale), and it is fully filled in d-dimensional disk $D^d$. (x_1^2 + x_2^2 + ... + x_d^2 < R^2$, where $x = (x_1, x_2, ..., x_d)$ is the coordinate and $R$ is the radius) and empty in $x_1^2 + x_2^2 + ... + x_d^2 > R^2$. $E_{eff}^i$ is the eigenvalue of $iX_{eff}(k)$. We only consider the damping behavior in the $D^d$, and there are two possible cases to be considered:

(1) $iX_{eff}(k) \neq k_1 \mathbb{I} + i(d + E_B) \mathbb{I}$. If $iX_{eff}(k) \neq k_1 \mathbb{I} + i(d + E_B) \mathbb{I}$, we have

$$v_{eff} = \left( \frac{\partial (Re(E_{eff}^i(k)))}{\partial k_1}, \frac{\partial (Re(E_{eff}^i(k)))}{\partial k_2}, ..., \frac{\partial (Re(E_{eff}^i(k)))}{\partial k_d} \right)$$

$$= \pm \left( \frac{k_1}{\sqrt{k_1^2 + k_2^2 + ... + k_d^2}}, \frac{k_2}{\sqrt{k_1^2 + k_2^2 + ... + k_d^2}}, ..., \frac{k_d}{\sqrt{k_1^2 + k_2^2 + ... + k_d^2}} \right).$$

Substituting it and Eq. [12] into the equation as follows

$$\hat{\Delta}(t) \approx e^{X_{eff}^t} \hat{\Delta}(0)e^{X_{eff}^t},$$

we get that the wave front after time $t_0$ is a sphere $S^{d-1}$ with radius $|R - t_0|$ and center at $x_0 = (0, 0, ..., 0)$. The wave front has a Dirac cone structure in $(d + 1)$-dimensional space-time $(x, t)$ with the damping wave front equation given by $x_1^2 + x_2^2 + ... + x_d^2 = (R - t)^2$ and $t \geq R$. We note that the Dirac cone in this article means a complete Dirac cone or a half Dirac cone.

(2) $iX_{eff}(k) = k_1 \mathbb{I} + i(d + E_B) \mathbb{I}$. If $iX_{eff}(k) = k_1 \mathbb{I} + i(d + E_B) \mathbb{I}$, we have $d = 1$ and

$$v_{eff} = \frac{\partial (Re(E_{eff}^i(k_1)))}{\partial k_1} = 1.$$

Substituting this into Eq. [13], we get that the wave front after time $t_0$ is a point $-R + t_0$. The wave front has a Dirac cone structure in $(1 + 1)$-dimensional space-time $(x, t)$ (damping wave front equation: $x_1 = -R + t$).

Combining cases 1 and 2, we get that the damping wave front equation has the same structure as the dispersion relation of Eq. [8] (substitute $(x, t)$ with $(k, E)$ in the damping wave front equation). Q.E.D.

It is worth asking that: if a quadratic Lindbladian system has a finite system size, e.g., a d-dimensional disk $D^d$ $(x_1^2 + x_2^2 + ... + x_d^2 < R^2$, $x = (x_1, x_2, ..., x_d)$ is the coordinate and $R$ is the radius) which is fully filled at the initial time, whether the proposition is also true? For some 1D dispersion relation of Eq. (8) (substitute $(i$ is a corresponding 1D helical damping whose damping quantum spin Hall insulator of Hermitian class AII, there exists a corresponding 1D helical damping whose damping matrix multiplying $i$ belongs to class AII (2)). For 1D helical edge states of 2D quantum spin Hall insulator of Hermitian class AII, there is a corresponding 1D helical damping whose damping matrix multiplying $i$ belongs to class AII (2). For general dimension and classes, it is still an open question.

Here we provide a general method to construct the quadratic Lindbladian system which has the corresponding damping modes. For the 1D chiral (helical) edge states of a 2D Chern insulators (quantum spin Hall insulator) in symmetry class A (AII), the damping matrix of 1D quadratic Lindbladian system multiplying $i$ belongs to the class A' (AII'). It has been uncovered that the damping wave front has chiral (helical) structure. Furthermore, in the Appendix C, we construct models with new damping modes called the 2D (3D) Dirac damping in the class DIII (A''). A d-dimensional Dirac damping is characterized by the existence of damping wave front having a d-dimensional Dirac cone structure in space-time $(x, t)$. As a special case, the chiral (helical) damping is a 1D chiral (helical) Dirac damping.

IV. THE VALUE OF INFORMATION CONSTRAINT

In order to describe information constraint quantitatively, we define the value of information constraint as

$$I_C(j_1, j_2, t) = \frac{I_+(j_1, j_2, t)}{T(j_1, j_2, t)},$$

where $I_+$ ($I_-$) represents the strength of information propagating along the + (−) direction. It is defined as

$$I_+(j_1, j_2, t) = \langle \langle j_2 | e^{X^t} | j_1 \rangle \rangle \langle \langle j_1 | e^{X^t} | j_2 \rangle \rangle,$$

$$I_-(j_1, j_2, t) = \langle \langle j_1 | e^{X^t} | j_2 \rangle \rangle \langle \langle j_2 | e^{X^t} | j_1 \rangle \rangle.$$

where $X$ denotes the damping matrix, $j_1 = x_1 q_1, j_2 = x_3 q_2, x_1, x_2 \in \{1, 2, ..., L\}$ is the cell index, $L$ is the system size, and $q_1, q_2 \in \{A, B\}$. We choose $t$ and $|x_1 - x_2| \sim O(1) \ll L$ to preserve the locality of $I_+$. Here $|j_1\rangle$ and $|j_2\rangle$ are $2L \times 1$ matrices, which are matrix representations of $|j_1\rangle$ and $|j_2\rangle$ in the single particle basis.
where the density matrix does not evolve in this picture. Corresponding to Eq. (5), the damping matrix under OBC can be represented as

$$X = S(-\frac{\gamma}{2}I + iH_{SSH})S^{-1},$$

where $H_{SSH}$ is the matrix representation of the SSH Hamiltonian under OBC with two hoping parameters $t_1 = \sqrt{(t_1 - \frac{\gamma}{2})(t_1 + \frac{\gamma}{2})}$ and $t_2 = t_2$ in the single particle basis $\{|1A\rangle, |1B\rangle, ..., |LB\rangle\}$, and

$$S = \text{diag}[1, \beta, \beta^2, ..., \beta^{m-1}, \beta^m, ..., \beta^{L-1}, \beta^L]$$

with

$$\beta = \sqrt{\frac{t_1 + \gamma/2}{t_1 - \gamma/2}}.$$

Substituting $j_1 = x_1B$, $j_2 = x_1 + mB$ ($m > 0$ is an integer) and $X = S(-\frac{\gamma}{2}I + iH_{SSH})S^{-1}$ into Eq. (15), we get that

$$I_+ = e^{2\ln(\beta)m - \gamma t_1}|<(x_1 + mB|e^{iH_{SSH}t}|x_1B)>|^2,$$
$$I_- = e^{-2\ln(\beta)m - \gamma t_1}|<(x_1B|e^{iH_{SSH}t}|x_1 + mB)>|^2$$

and

$$I_C \approx \beta^{4m} \approx e^{1.69m}.$$

For Fig. 1c1), we numerically obtain

$$\frac{\text{max}(n_{x_1} + m)}{\text{max}(n_{x_1} - m)} \approx e^{1.72m}$$

under OBC, and it is approximately equal to $I_C$. It illustrates that $I_C$ can describe the different decay rates of signal strengths propagating along opposite directions.

We find that $I_C$ can be alternatively defined as

$$I_+ = |G_{j_1,j_2}(t)|^2 = |\text{Tr}\left[\left\{c_{j_2}(t), c_{j_1}^\dagger(0)\right\}_{\text{NESS}}\right]|^2,$$
$$I_- = |G_{j_2,j_1}(t)|^2 = |\text{Tr}\left[\left\{c_{j_1}(t), c_{j_2}^\dagger(0)\right\}_{\text{NESS}}\right]|^2,$$

where $G_{j_1,j_2}(t)$ is the two-point Green function, and $\rho_{\text{NESS}}$ is the density matrix of the non-equilibrium steady state (NESS). A proof of the equivalence of definitions (15) and (16) is given in Appendix D. Here we choose $\epsilon_t$, $|x_1 - x_2| \sim O(1) \ll L$ (where $L$ is the system size) to preserve the locality of the Green function. The creation and annihilation operators $c_{j_1}^\dagger(0)$ and $c_{j_2}(t)$ satisfy the Lindblad equation in the Heisenberg picture:

$$\frac{dO}{dt} = L^\dagger[O] = i[H, O] + \sum_\mu (2L^\dagger_\mu OL_\mu - \{L^\dagger_\mu L_\mu, O\}),$$

where $O$ can be any operator (for example, $c_{j_2}(t)$), and the density matrix does not evolve in this picture. $I_\pm$ represent the square of the absolute value of Green function. The definition of $I_C$ given by Eqs. (14) and (15) requires the system to be a quadratic Lindbladian system with NESS in order to make the $X$ matrix be well defined. The definition of $I_C$ given by Eqs. (14) and (16) only need the existence of a NESS. Thus, the definition of $I_C$ given by Eqs. (14) and (16) is more general than Eqs. (14) and (15), despite the fact that they are equivalent for some specific models.

In the quantum viewpoint, $|G_{j_1,j_2}(t)|^2$ is the probability creating a particle at space-time $(j_1, 0)$ and annihilating at $(j_2, t)$, and $G_{j_1,j_2}(t)$ contains all dynamical information of the system. Thus,

$$I_C(j_1, j_2, t) = \frac{|G_{j_1,j_2}(t)|^2}{|G_{j_2,j_1}(t)|^2}$$

can represent the ratio of decay rates of signal strengths along the $+x$ direction and $-x$ direction.

We derive the analytical representation of Eq. (14) for a general $d$ dimensional quadratic Lindbladian system in the Appendix E, which is represented as

$$I_C(j_1, j_2, t) = \frac{|T(j_1, j_2, t)|^2}{|T(j_2, j_1, t)|^2}$$

with

$$T(j_1, j_2, t) = \langle \langle j_2|e^{Xt}|j_1 \rangle \rangle_{\text{OL}} \langle \langle \psi(k, \alpha)|q_1 \rangle \rangle_e e^{i(k_1t + ik_2x_2 - x_1)},$$

where $X(k)$ is the damping matrix in momentum space, $j_1 = x_1q_1, j_2 = x_2q_2$, the $d$-dimensional vectors $x_1$ and $x_2$ label the location of cells, $q_1$ and $q_2$ label the degree of freedom in the cell. Here $k$ is the $d$-dimensional momentum, $\alpha$ is the band index of $X(k)$, and $\langle \langle k|, \psi(k, \alpha) \rangle \rangle_R$ and $\langle \langle k|, \psi(k, \alpha) \rangle \rangle_L$ are the eigenvalues, right eigenvectors and left eigenvectors of $X(k)$, respectively. We denote $\langle \langle k|, \psi(k, \alpha) \rangle \rangle_R$ and $\langle \langle k|, \psi(k, \alpha) \rangle \rangle_L$, $\langle \langle k| \otimes L \langle \langle \psi(k, \alpha)|, |x_1q_1 \rangle \rangle \otimes |q_1 \rangle \rangle$ and $\langle \langle x_2q_2 \rangle \rangle = \langle \langle x_2| \otimes \langle \langle \psi(k, \alpha)|, |x_1q_1 \rangle \rangle \otimes |q_1 \rangle \rangle$ and $\langle \langle \psi(k, \alpha)| \rangle R \otimes \langle \langle \psi(k, \alpha)| \rangle L$, $\langle \langle \psi(k, \alpha)| \rangle L \otimes \langle \langle \psi(k, \alpha)| \rangle R$, $\langle \langle \psi(k, \alpha)| \rangle L \otimes \langle \langle \psi(k, \alpha)| \rangle R$ and $\langle \langle \psi(k, \alpha)| \rangle L \otimes \langle \langle \psi(k, \alpha)| \rangle R$ belong to the Hilbert space in the unit cell, and $\langle \langle k|, \psi(k, \alpha) \rangle \rangle_R$ and $\langle \langle k|, \psi(k, \alpha) \rangle \rangle_L$ belong to the Hilbert space of cell index. In the Appendix E, we use Eqs. (15) and (16) to calculate $I_C$ for the model described by Eqs. (2) and (3), and get $I_C \approx e^{1.69m}$, which is consistent with our previous result $I_C \approx e^{1.69m}$ obtained under OBC. Here we note that the result $I_C \approx e^{1.69m}$ under PBC is obtained analytically after taking some approximations. A more accurate numerical calculation gives that $I_C \approx e^{1.69m}$ even under PBC. We also give an analytical derivation of chiral damping and helical damping via information constraint in the Appendix F.

The value $I_C = 1$ means the vanishing of information constraint. For a quadratic Lindbladian system, if the damping matrix $X$ satisfies that $X^T = X$, then $I_C = 1$. The proof is given in the Appendix G. In general, if there is no symmetry constraint, $I_C \neq 1$. 
In summary, we propose an effect coined information constraint which is an intrinsic property of a type of open quantum systems independent of the boundary condition. We define the value of information constraint \( I_C \) and illustrate that it can effectively describe the ratio of different decay rates of signal strengths propagating along opposite directions. We derive the analytical representation of \( I_C \) for general quadratic Lindbladian systems. Based on information constraint, we can get a simple and elegant explanation for the chiral and helical damping, and also get the local maximum points of \( \ln |\tilde{h}_x(t)| \) of the periodic system, which is consistent with the numerical calculation. The model with the helical damping is predicted to have the helical tunneling effect. Inspired by information constraint, we propose and prove the correspondence between \( d \)-dimensional anomalous edge modes of \((d+1)\)-dimensional close quantum system and \( d \)-dimensional damping modes of quadratic Lindbladian systems. A new damping mode called Dirac damping is constructed.
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Appendix A: Derivation of tunneling amplitude for the helical damping model and demonstration of helical tunneling behavior.

Consider the model discussed in Ref\[42\]. For convenience, here we write this model explicitly with the Hamiltonian described by

\[
h_k = t_1 \sigma_x + (t_2 \sigma_y + \delta \tau_x) \sin k + t_2 \sigma_x \cos k.
\] (A1)

and the Lindblad operators

\[
L^{\dagger}_x = \frac{\gamma}{2} (c_{xA}^\dagger - i c_{xB}^\dagger), \quad L^g_x = \frac{\gamma}{2} (c_{xA}^\dagger + i c_{xB}^\dagger),
\]
\[
L^{\dagger}_x = \frac{\gamma}{2} (c_{xA} + i c_{xB}), \quad L^g_x = \frac{\gamma}{2} (c_{xA}^\dagger - i c_{xB}^\dagger).
\] (A2)

Here \( A, B \) represent the orbit and \( \uparrow, \downarrow \) represent the spin, \( \sigma_x, \sigma_y, \sigma_z \) act on orbit degree of freedom, and \( \tau_x, \tau_y, \tau_z \) act on spin degree of freedom. The damping matrix is

\[
X = \begin{bmatrix}
H_{nSSH}(k) + \frac{\gamma}{2} \\
\sigma_1 \sin k \\
\frac{\gamma}{2} \\
\delta \sin k
\end{bmatrix}
\]
\[
= \begin{bmatrix}
(-\gamma + it_1 \sigma_x + \frac{\gamma}{2} \sigma_y \tau_z) + it_2 \sigma_y + \delta \tau_x \\
+ it_2 \sigma_x \cos k,
\end{bmatrix}
\] (A3)

where \( \gamma = \gamma_l + \gamma_g \) and

\[
H_{nSSH}(k) = (t_1 + t_2 \cos k) \sigma_x + (t_2 \sin k - i \frac{\gamma}{2}) \sigma_y.
\]

It fulfills

\[
CX(-k)^T = X(k)C
\] (A4)

with \( C = i \tau_y \).

Next we define \( T_{(x_1, s_1, o_1)}(x, s, o) \) and \( T_{(x_1, s_1, o_1)}(x, s, o, k + i \kappa) \) as

\[
T_{(x_1, s_1, o_1)}(x, s, o) = \langle \langle (x, s, o) | e^{X} | (x_1, s_1, o_1) \rangle \rangle
\] (A5)

and

\[
T_{(x_1, s_1, o_1)}(x, s, o, k + i \kappa) = \langle \langle (x, s, o) | e^{X(k + i \kappa)} | (x_1, s_1, o_1) \rangle \rangle.
\] (A6)

where \( T_{(x_1, s_1, o_1)}(x, s, o) \) is the tunneling amplitude from \((x_1, s_1, o_1)\) to \((x, s, o)\) and \( T_{(x_1, s_1, o_1)}(x, s, o, k + i \kappa) \) is the \( k + i \kappa \) component of this tunneling amplitude. Here all \( z = e^{k + i \kappa} \) constitute the GBZ of damping matrix \( X \), \( \kappa \) is a function of \( k \) and \( \omega \), and \( \alpha \) denotes the band index of \( X(k + i \kappa) \). For convenience, we use \( \kappa \) to represent \( \kappa(k, \alpha) \) and \( \langle \langle (x, s, o) \rangle \rangle \) to denote matrix representation of \((x, s, o)\) and \((x_1, s_1, o_1)\) in the single particle basis \( \{|1, \uparrow, A\}, \{|1, \uparrow, B\}, \{|1, \downarrow, A\}, \{|1, \downarrow, B\}, \{|L, \uparrow, A\}, \{|L, \uparrow, B\}, \{|L, \downarrow, A\}, \{|L, \downarrow, B\}\} \) and \( s \in \{\uparrow, \downarrow\} \) and \( o \in \{A, B\} \) to represent the spin and orbit degree of freedom, respectively. According to non-Bloch band theory, \( T_{(x_1, s_1, o_1)}(x, s, o, k + i \kappa) = \sum_{k, \alpha} T_{(x_1, s_1, o_1)}(x, s, o, k + i \kappa) \). Before deducing the formula of \( T_{(x_1, s_1, o_1)}(x, s, o) \), some notions or formulas should be introduced: \( E(k + i \kappa), \langle \langle (k + i \kappa, \alpha) \rangle \rangle_R \) and \( \langle \langle (k + i \kappa, \alpha) \rangle \rangle_L \) are the eigenvalues, right eigenvectors and left eigenvectors of \( X(k + i \kappa) \), respectively, where

\[
\langle \langle (k + i \kappa, \alpha) \rangle \rangle R = \langle \langle (k + i \kappa, \alpha) \rangle \rangle_R \otimes |(s, o)\rangle.
\]

Here \( |(x, s, o)\rangle \) belong to the Hilbert space inside the unit cell, and \( \langle \langle (k + i \kappa, \alpha) \rangle \rangle_R \) and \( \langle \langle (k + i \kappa, \alpha) \rangle \rangle_L \) belong to the Hilbert space of cell index. And we have

\[
\langle \langle (x, s, o) | (k + i \kappa, \alpha) \rangle \rangle_R = e^{i(k + i \kappa)x}.
\]

\[
\langle \langle (x, s, o) | (k + i \kappa, \alpha) \rangle \rangle_L = e^{i(k + i \kappa)x}.
\]

\[
\langle \langle (x, s, o) | (k + i \kappa, \alpha) \rangle \rangle_R = e^{i(k + i \kappa)x}.
\]

\[
\langle \langle (x, s, o) | (k + i \kappa, \alpha) \rangle \rangle L = \langle \langle (k + i \kappa, \alpha) \rangle \rangle L \otimes |(s, o)\rangle.
\]

\[
\sum_{k', \alpha'} |(k' + i \kappa', \alpha')\rangle_R \langle \langle (k + i \kappa, \alpha) | \rangle \rangle = \mathbb{I}.
\]
Taking these into account, from Eq. (A5), we have

\[ T_{(x_1,s_1,o_1)\rightarrow(x,s,o)} = \sum_{k,\alpha} T_{(x_1,s_1,o_1)\rightarrow(x,s,o),k+ik} \]

\[ = \sum_{k,\alpha} \left( \langle \langle (x,s,o) | e^{X(x+ik)t} | (x_1,s_1,o_1) \rangle \rangle \right) R \times \]

\[ L(\langle \langle k' + ik', \alpha | (x_1,s_1,o_1) \rangle \rangle) \times \]

\[ = \sum_{k,\alpha} \left( \langle \langle (s,o) | \psi(k + ik, \alpha) \rangle \rangle \right) R \times \]

\[ L(\langle \langle (k + ik, \alpha) | (s_1,o_1) \rangle \rangle) e^{i(k+ik)(x-x_1)-E(k+ik)t}. \]

Consider the case that the real part of the continuous spectrum of X under OBC approximately equals \( \gamma/2 \) (it can be represented as \( Re(E(k + ik)) \approx \gamma/2 \)). In fact, if \( \gamma < t_1, t_2 \) or \( t_1 = t_2 = 1, \gamma = 0.4, \delta_1 = 0.1 \) or \( t_1 = 1.2, t_2 = 1, \gamma = 0.2, \delta_1 = 0.1 \), we can get that \( Re(E(k + ik)) \approx \gamma/2 \). Thus, the three situations all fall into this case.

Assume that we have \( \kappa = \text{maximum}(\kappa) = \kappa_{\text{max}} \) at point \( k = k_1 \) and \( \alpha = \alpha_1 \), and \( \kappa = \text{minimum}(\kappa) = \kappa_{\text{min}} \) at point \( k = k_2 \) and \( \alpha = \alpha_2 \). Because of the symmetry of Eq. (A4), the spin-orbit components \( \alpha_1 \) and \( \alpha_2 \) have opposite spins and correspondingly \( \kappa_{\text{max}} = -\kappa_{\text{min}} = \kappa_0 > 0 \). Together with \( Re(E(k + ik)) \approx \gamma/2 \), if \( x_1 > x \), \( |T_{(x_1,s_1,o_1)\rightarrow(x,s,o)}| \) is dominated by \( k = k_1 \) and \( \alpha = \alpha_1 \) component:

\[ |T_{(x_1,s_1,o_1)\rightarrow(x,s,o)}| \approx |\langle \langle (s,o) | \psi(k + ik, \alpha) \rangle \rangle| R \times \]

\[ L(\langle \langle (k + ik, \alpha) | (s_1,o_1) \rangle \rangle) e^{i\kappa_{\text{max}}(x-x_1)-\frac{\gamma}{2}t}, \]

\[ = |\langle \langle (s,o) | \psi(k + ik, \alpha) \rangle \rangle| R \times \]

\[ L(\langle \langle (k + ik, \alpha) | (s_1,o_1) \rangle \rangle) e^{i\kappa_0(x-x_1)-\frac{\gamma}{2}t}. \]

If \( x > x_1 \), \( |T_{(x_1,s_1,o_1)\rightarrow(x,s,o)}| \) is dominated by \( k = k_2 \) and \( \alpha = \alpha_2 \) component:

\[ |T_{(x_1,s_1,o_1)\rightarrow(x,s,o)}| \approx |\langle \langle (s,o) | \psi(k + ik, \alpha) \rangle \rangle| R \times \]

\[ L(\langle \langle (k + ik, \alpha) | (s_1,o_1) \rangle \rangle) e^{i\kappa_{\text{min}}(x-x_1)-\frac{\gamma}{2}t}, \]

\[ = |\langle \langle (s,o) | \psi(k + ik, \alpha) \rangle \rangle| R \times \]

\[ L(\langle \langle (k + ik, \alpha) | (s_1,o_1) \rangle \rangle) e^{-i\kappa_0(x-x_1)-\frac{\gamma}{2}t}. \]

Eq. (A8) shows that the \( \alpha_1 \) component tends to tunneling through the “-” direction (from \( x_1 \) to \( x \) and \( x_1 > x \)). Eq. (A9) shows that the \( \alpha_2 \) component tends to tunneling through the “+” direction (from \( x_1 \) to \( x \) and \( x_1 < x \)). Since the spin-orbit components \( \alpha_1 \) and \( \alpha_2 \) have opposite spins, the model shows a helical tunneling behavior.

Appendix B: Open Heisenberg XX spin chain with information constraint

The information constraint also exists in the Heisenberg XX spin chain. Consider the Lindblad master equation with the Hamiltonian described by

\[ \dot{h} = \sum_{j=1}^{N} J_1 (\sigma_{2j-1}^{x} \sigma_{2j}^{x} + \sigma_{2j-1}^{y} \sigma_{2j}^{y}) \]

\[ + \sum_{j=1}^{N-1} J_2 (\sigma_{2j}^{x} \sigma_{2j+1}^{x} + \sigma_{2j}^{y} \sigma_{2j+1}^{y}) \]

and the Lindblad operators given by

\[ L_j = \sqrt{g} (\sigma_{2j-1}^{z} - i \sigma_{2j}^{z}). \]

If we omit the quantum jump term in the master equation, the evolution of density matrix is governed by

\[ \rho(t) = e^{-iH_{\text{NH}}t} \rho(0) e^{iH_{\text{NH}}t} \]

with \( H_{\text{NH}} = h - i \sum_{j} L_j^\dagger L_j \). After the Jordan-Wigner transformation, we get

\[ H_{\text{NH}} = \sum_{j=1}^{2N} -i g a_j^\dagger a_j + \sum_{j=1}^{N} [(2J_1 - g) a_{2j-1}^\dagger a_{2j} + \]

\[ + (2J_1 + g) a_{2j}^\dagger a_{2j-1}] + \sum_{j=1}^{N-1} [2J_2 a_{2j}^\dagger a_{2j+1} + h.c.]. \]

Here \( H_{\text{NH}} \) plays a similar role as the damping matrix \( X \) in the main text (If we expand \( H_{\text{NH}} \) in the invariant subspace spanned by \( |1, 2, \ldots, 2N \rangle, H_{\text{NH}} \) and \( X \) have the same formula). It has been shown that the model in the main text has information constraint, and thus we can get that information constraint exists in the open Heisenberg XX spin chain.

Appendix C: Correspondence between damping modes and edge modes

The section includes two subsections. In the first subsection, we introduce the Hermitian and non-Hermitian symmetry class. In the second subsection, we present some examples of the proposition II.

1. Hermitian and non-Hermitian symmetry class

Altland-Zirnbauer class. The Hermitian system is described by Altland-Zirnbauer (AZ) class. There are three types of symmetries: time-reversal symmetry (\( T \),
TABLE I: AZ class. $U_TU_T^* = 0$, $U_TU_P^* = 0$ and $U_S^2 = 0$ represent that there is no $T$, $P$ and $S$ symmetry, respectively.

| $s$ | AZ class $U_TU_T^* U_PU_P^* U_S^2$ Classifying Space |
|-----|-----------------------------------------------------|
| 0   | A 0 0 0 $C_0$                                        |
| 1   | AIII 0 0 1 $C_1$                                     |

Real case

| 0   | AI 1 0 0 $R_0$                                      |
| 1   | BDI 1 1 1 $R_1$                                     |
| 2   | D 0 1 0 $R_2$                                       |
| 3   | DIII $-1$ 1 1 $R_3$                                 |
| 4   | AII $-1$ 0 0 $R_4$                                  |
| 5   | CII $-1$ $-1$ 1 $R_5$                               |
| 6   | C 0 $-1$ 0 $R_6$                                    |
| 7   | CI $1$ $-1$ 1 $R_7$                                 |

Complex case

$U_TH^*(-k)U_T^{-1} = H(k), U_TU_P^* = \eta_T\mathbb{I}$ T sym. (C1)
$U_PH^*(-k)U_P^{-1} = -H(k), U_PU_P^* = \eta_P\mathbb{I}$ P sym. (C2)
$U_SH(k)U_S^{-1} = -H(k), U_S^2 = \mathbb{I}$ S sym. (C3)

where $\eta_T, \eta_P = \pm 1$ and $S = TP$. These symmetries can constitute tenfold AZ classes. The tenfold AZ classes include two complex classes ($s = 1, 2$) and eight real classes ($s = 1, 2, ..., 8$) which are shown in Table I.

**Bernard-LeClair class.** The non-Hermitian system is described by 38-fold Bernard-LeClair (BL) classes for point gap systems and 54-fold generalized Bernard-LeClair (GBL) classes for line gap systems. There are four types of symmetries: $P$, $Q$, $C$ and $K$, which fulfill that,

$H(k) = \epsilon_k kH(k)^*k^{-1}$, $kk^* = \eta_k\mathbb{I}$, $K$ sym. (C4)
$H(k) = \epsilon_q qH(k)^*q^{-1}$, $q^2 = \mathbb{I}$, $Q$ sym. (C5)
$H(k) = \epsilon_c cH(k)^*c^{-1}$, $cc^* = \eta_c\mathbb{I}$, $C$ sym. (C6)
$H(k) = -pH(k)p^{-1}$, $p^2 = \mathbb{I}$, $P$ sym. (C7)

with $c = \epsilon_p p^T$, $k = \epsilon_pk^p k^T$, $c = \epsilon_q q^T$, $p = \epsilon_p p\eta_p$. (C8)

For point gap systems, $H \rightarrow iH$ is an equivalent transformation. Due to $\epsilon_k, \epsilon_q = 1$ and $\eta_k, \epsilon_c, \eta_c, \epsilon_p, \epsilon_p, \epsilon_q, \epsilon_q = \pm 1$, these symmetries can constitute 38-fold BL class. For line gap systems, $H \rightarrow iH$ is not an equivalent transformation. Due to $\epsilon_k, \epsilon_q, \eta_k, \epsilon_c, \eta_c, \epsilon_p, \epsilon_p, \epsilon_q, \epsilon_q = \pm 1$, these symmetries can constitute 54-fold GBL class.

**AZ$^\dagger$ class.** AZ$^\dagger$ class is a subset of the BL or GBL class. If we substitute the time-reversal symmetry with $C$ symmetry ($\epsilon_c = 1, \eta_c = \pm 1$), the particle-hole symmetry with $K$ symmetry ($\epsilon_k = -1, \eta_k = \pm 1$) and the sublattice symmetry with $Q$ symmetry ($\epsilon_q = -1$) in the AZ class, we can get AZ$^\dagger$ class.

Three types of symmetries of AZ$^\dagger$ classes, which fulfill that

$cH^*(-k)c^{-1} = H(k), cc^* = \eta_c\mathbb{I}$ (C9)
$kH^*(-k)k^{-1} = -H(k), kk^* = \eta_k\mathbb{I}$ (C10)
$qH^*(-k)q^{-1} = -H(k), q^2 = \mathbb{I}$ (C11)

where $\eta_c, \eta_k = \pm 1$. These symmetries can constitute 10-fold AZ$^\dagger$ classes. The 10-fold AZ$^\dagger$ classes include two complex classes ($s = 1, 2$) and eight real classes ($s = 1, 2, ..., 8$) which are shown in Table II.

TABLE II: AZ$^\dagger$ class. $cc^* = 0$, $kk^* = 0$ and $q^2 = 0$ represent that there is no $C$, $K$ and $Q$ symmetry, respectively.

| $s^\dagger$ | AZ$^\dagger$ class $cc^* kk^* q^2$ |
|-------------|-----------------------------------|
| 0$^\dagger$ | A$^\dagger$ 0 0 0                 |
| 1$^\dagger$ | AIII$^\dagger$ 0 0 1              |

Real case

| 0$^\dagger$ | AI$^\dagger$ 1 0 0                 |
| 1$^\dagger$ | BDI$^\dagger$ 1 1 1               |
| 2$^\dagger$ | D$^\dagger$ 0 1 0                  |
| 3$^\dagger$ | DIII$^\dagger$ $-1$ 1 1            |
| 4$^\dagger$ | AII$^\dagger$ $-1$ 0 0              |
| 5$^\dagger$ | CII$^\dagger$ $-1$ $-1$ 1          |
| 6$^\dagger$ | C$^\dagger$ 0 $-1$ 0               |
| 7$^\dagger$ | CI$^\dagger$ 1 $-1$ 1              |

2. Examples

In this section, we discuss some examples which have the corresponding damping modes.

**1D A$^\dagger$ class.** According to the classification, there exits a 1D surface half Dirac cone for the topologically non-trivial 2D Hermitian A class. The 1D surface Dirac cone is characterized by

$H_{1DA}(k) = k$. (C12)

According to Eq. (C12), we construct the damping matrix as,

$X_{1DA}(k) = -i\sin(k) + [\cos(k) - 1]$. (C13)

We can verify that $iX_{1DA}$ belongs to class A$^\dagger$. According to Eq. (C13), we construct the quadratic Lindbladian system described by

$h(k) = \sin(k)$. (C14)

$L_x = \frac{1}{\sqrt{2}}(-c_x + c_{x+1})$. (C15)
where $c_x$ is an annihilation operator at cell $x$. Consider this model with the infinite boundary condition, and it is fully filled in a 1D disk $D^1$ ($0 < x < R$, where $R$ is constant) and empty in $x < 0$ and $x > R$. To get the longest life-time effective theory, we expand $iX_{1DA} (k)$ at $k = 0$, which gives rise to

$$iX_{1DA}^{eff}(k) = k. \quad (C16)$$

It follows $v_{eff} = \frac{\partial \text{Re}(E^eff_{\alpha}(k))}{\partial k} = 1$, where $E^eff_{\alpha}$ is the eigenvalue of $iX_{1DA}^{eff}(k)$.

According to Eq. (C16), we construct the damping matrix as

$$\alpha X D III \alpha$$

Substituting Eq. (C16) into Eq. (13) and focusing on the points in the $D^1$, we get that the wave front after time $t_0$ is a sphere $S^0$ with radius $|R - t_0|$ and center at 0. The wave front has a half Dirac cone structure in $1 + 1$ dimensional space-time $(x, t)$ (damping wave front equation: $x = t$). The damping behavior is chiral damping.

1D DIII class. According to the classification, there is a 1D surface Dirac cone for the topologically non-trivial 2D Hermitian DIII class. The 1D surface Dirac cone is characterized by

$$H_{1DIII}(k) = k \sigma_x. \quad (C17)$$

It fulfills

$$\sigma_x H_{1DIII}^{-1}(-k) \sigma_x = -H_{1DIII}(k)$$

and

$$i \sigma_y H_{1DIII}^*(-(-k))(-i \sigma_y) = H_{1DIII}(k).$$

According to Eq. (C17), we construct the damping matrix as

$$X_{1DIII}(k) = -i \sin(k) \sigma_x + [\cos(k) - 1] \sigma_0. \quad (C18)$$

We can verify that $iX_{1DIII}$ belongs to the class DIII, i.e.,

$$\sigma_x [iX_{1DIII}(-k)]^* \sigma_x = -iX_{1DIII}(k)$$

and

$$i \sigma_y [iX_{1DIII}(-k)]^T(-i \sigma_y) = iX_{1DIII}(k).$$

According to Eq. (C18), we construct the quadratic Lindbladian system as

$$h(k) = \sin(k) \sigma_x, \quad (C19)$$

$$L_{x1} = \frac{1}{2} (c_{x, \uparrow} + c_{x, \downarrow} - c_{x+1, \uparrow} - c_{x+1, \downarrow}), \quad (C20)$$

$$L_{x2} = \frac{1}{2} (c_{x, \downarrow} - c_{x, \uparrow} - c_{x+1, \uparrow} + c_{x+1, \downarrow}),$$

where $c_{x, \uparrow}$ is an annihilation operator at the cell $x$ for spin $\uparrow$. Consider this model with the infinite system size, and it is fully filled in a 1D disk $D^1$ ($-R < x < R$, where $R$ is radius) and empty in $|x| > R$. To get the longest life-time effective theory, we expand $X_{1DIII}$ at $k = 0$, which gives rise to

$$iX_{1DIII}^{eff}(k) = k \sigma_x. \quad (C21)$$

It follows $v_{eff} = \frac{\partial \text{Re}(E^eff_{\alpha}(k))}{\partial k} = \pm 1$, where $E^eff_{\alpha}$ is the eigenvalues of $iX_{1DIII}^{eff}(k)$.

Substituting Eq. (C21) into Eq. (13) and focusing on the points in the $D^1$, we get that the wave front after time $t_0$ is a sphere $S^0$ with radius $|R - t_0|$ and center at 0. The wave front has a Dirac cone structure in the $1 + 1$ dimensional space-time $(x, t)$ (damping wave front equation: $x = |R - t|$ and $t \geq R$). The damping behavior is helical damping.

2D DIII class. According to the classification, there is a surface Dirac cone for the topologically non-trivial 2D Hermitian DIII class. The surface Dirac cone is characterized by

$$H_{2D}(k) = k_x \sigma_x + k_y \sigma_y, \quad (C22)$$

where $k = (k_x, k_y)$. It fulfills $\sigma_x H_{2D}(k) \sigma_x = -H_{2D}(k)$ and $\sigma_y H_{2D}^*(-(-k))(-i \sigma_y) = H_{2D}(k)$. According to Eq. (C22), we construct the damping matrix as

$$X_{2D}(k) = -i[\sin(k_x) \sigma_x + \sin(k_y) \sigma_y] + [\cos(k_x) + \cos(k_y) - 2] \sigma_0. \quad (C23)$$

We can verify that $iX_{2D}$ belongs to the class DIII as it fulfills

$$\sigma_x [iX_{2D}(k)]^T \sigma_x = -iX_{2D}(k)$$

and

$$\sigma_y [iX_{2D}(-(-k))]^T(-i \sigma_y) = iX_{2D}(k).$$

According to Eq. (C23), we construct the quadratic Lindbladian system as

$$h(k) = \sin(k_x) \sigma_x + \sin(k_y) \sigma_y, \quad (C24)$$

$$L_{(x,y)1} = \frac{1}{2} (c_{(x,y)A} + c_{(x,y)} B - c_{(x+1,y)A} - c_{(x+1,y)B}),$$

$$L_{(x,y)2} = \frac{1}{2} (c_{(x,y)A} + c_{(x,y)} B - c_{(x,y+1)A} - c_{(x,y+1)B}),$$

$$L_{(x,y)3} = \frac{1}{2} (c_{(x,y)A} - c_{(x,y)} B - c_{(x+1,y)A} + c_{(x+1,y)B}),$$

$$L_{(x,y)4} = \frac{1}{2} (c_{(x,y)A} - c_{(x,y)} B - c_{(x,y+1)A} + c_{(x,y+1)B}), \quad (C25)$$

where $c_{(x,y)A}$ is an annihilation operator at the cell $(x, y)$ and sublattice $A$ ($B$). Consider this model with the infinite system size, and it is fully filled in a 2D disk $D^2$ ($x^2 + y^2 < R^2$, where $x = (x, y)$ is the coordinate and $R$ is the radius) and empty in $x^2 + y^2 > R^2$. To get
the longest life-time effective theory, we expand $X_{2D}$ at $k = (0, 0)$, which gives rise to

$$iX_{2D}^{eff}(k) = k_x \sigma_x + k_y \sigma_y. \tag{C26}$$

It follows

$$v_{eff} = \left( \frac{\partial Re(E_{\alpha}^{eff}(k))}{\partial k_x}, \frac{\partial Re(E_{\alpha}^{eff}(k))}{\partial k_y} \right) = \pm \left( \frac{k_x}{\sqrt{k_x^2 + k_y^2}}, \frac{k_y}{\sqrt{k_x^2 + k_y^2}} \right),$$

where $|v_{eff}| = 1$ and $E_{\alpha}^{eff}$ is the eigenvalues of $iX_{2D}^{eff}(k)$.

Substituting Eq. (C26) into Eq. (13) and focusing on the points in the $D^2$, we get that the damping wave front after time $t_0$ is a sphere $S^1$ with radius $|R - t_0|$ and center at $(0, 0)$. The damping wave front has a Dirac cone structure in the $(d+1)$-dimensional space-time $(x, t)$ (damping wave front equation: $x^2 + y^2 = (R - t)^2$ and $t \geq R$). We dub this damping behavior as a 2D Dirac damping since the damping wave front has a Dirac cone structure.

**3D A† class.** According to the classification, there is a surface Dirac cone for the topologically non-trivial 3D Hermitian A class. The surface Dirac cone is characterized by

$$H_{3D}(k) = k_x \sigma_x + k_y \sigma_y + k_z \sigma_z, \tag{C27}$$

where $k = (k_x, k_y, k_z)$. According to Eq. (C27), we construct the damping matrix as

$$X_{3D}(k) = -i[\sin(k_x) \sigma_x + \sin(k_y) \sigma_y + \sin(k_z) \sigma_z] + [\cos(k_x) + \cos(k_y) + \cos(k_z) - 3] \sigma_0. \tag{C28}$$

We can verify that $iX_{3D}$ belongs to the class A†. According to Eq. (C28), we construct the quadratic Lindbladian system as

$$h(k) = \sin(k_x) \sigma_x + \sin(k_y) \sigma_y + \sin(k_z) \sigma_z, \tag{C29}$$

and

$$L(x,y,z) = \frac{1}{2}(c_{(x,y,z)A} + c_{(x,y,z)B} - c_{(x+1,y,z)A} - c_{(x+1,y,z)B}),$$

$$L(x,y,z) = \frac{1}{2}(c_{(x,y,z)A} + c_{(x,y,z)B} - c_{(x,y+1,z)A} - c_{(x,y+1,z)B}),$$

$$L(x,y,z) = \frac{1}{2}(c_{(x,y,z)A} + c_{(x,y,z)B} - c_{(x,y,z+1)A} - c_{(x,y,z+1)B}),$$

$$L(x,y,z) = \frac{1}{2}(c_{(x,y,z)A} - c_{(x,y,z)B} - c_{(x,y+1,z)A} + c_{(x,y+1,z)B}),$$

$$L(x,y,z) = \frac{1}{2}(c_{(x,y,z)A} - c_{(x,y,z)B} + c_{(x,y,z+1)A} - c_{(x,y,z+1)B}),$$

where $c_{(x,y,z)A}$ $(c_{(x,y,z)B})$ is an annihilation operator at the cell $(x, y, z)$ and sublattice $A$ $(B)$. Consider this model with the infinite system size, and it is fully filled in a 3D disk $D^3 (x^2 + y^2 + z^2 < R^2)$, where $x = (x, y, z)$ is the coordinate and $R$ is the radius) and empty in $x^2 + y^2 + z^2 > R^2$. To get the longest life-time effective theory, expanding $X_{3D}$ at $k = (0, 0, 0)$, we get

$$iX_{3D}^{eff}(k) = k_x \sigma_x + k_y \sigma_y + k_z \sigma_z. \tag{C31}$$

It then follows

$$v_{eff} = \left( \frac{\partial Re(E_{\alpha}^{eff}(k))}{\partial k_x}, \frac{\partial Re(E_{\alpha}^{eff}(k))}{\partial k_y}, \frac{\partial Re(E_{\alpha}^{eff}(k))}{\partial k_z} \right) = \pm \left( \frac{k_x}{\sqrt{k_x^2 + k_y^2 + k_z^2}}, \frac{k_y}{\sqrt{k_x^2 + k_y^2 + k_z^2}}, \frac{k_z}{\sqrt{k_x^2 + k_y^2 + k_z^2}} \right),$$

where $|v_{eff}| = 1$ and $E_{\alpha}^{eff}$ is the eigenvalues of $iX_{3D}^{eff}(k)$.

Substituting Eq. (C31) into Eq. (13) and focusing on the points in the $D^3$, we get that the wave front after time $t_0$ is a sphere $S^2$ with radius $|R - t_0|$ and center at $(0, 0, 0)$. The wave front has a Dirac cone structure in the $(3 + 1)$-dimensional space-time $(x, t)$ (damping wave front equation: $x^2 + y^2 + z^2 = (R - t)^2$ and $t \geq R$). We dub this damping behavior as a 3D Dirac damping since the damping wave front has a Dirac cone structure.

**Appendix D: Prove the equivalence of Eq. (15) and Eq. (16)**

In this appendix, we prove the equivalence of Eq. (15) and Eq. (16). In Schrödinger picture, the operators do not evolve with time and the density matrix satisfies Eq. (1). The solution of Lindblad equation can be formally represented as

$$\rho(t) = e^{Lt}[\rho],$$

where

$$e^{Lt} = \sum_{n=0}^{\infty} \frac{(Lt)^n}{n!}.$$
is the density matrix without any particle.

From Eq. (16), we have

\[ I_+ = |\langle c_{j_2}(t) c_{j_1}(0) + c_{j_1}(0) c_{j_2}(t) \rangle|^2 = |\langle c_{j_2}(t) c_{j_1}(0) \rangle|^2 = |\langle e^{\mathcal{L}^+ t_j} c_{j_2}(0) \rangle|^2 = |\text{Tr} \left\{ \langle j_1 \rangle \langle 0 | e^{\mathcal{L}^+ t_j} c_{j_2}(0) \rangle \right\}|^2 = \text{Tr} \left\{ \langle j_1 \rangle \langle 0 | c_{j_2}(0) \rangle \right\}^2 \]

\[ = |\text{Tr} \left\{ \langle j_1 \rangle \langle 0 | e^{\mathcal{L}^+ t_j} c_{j_2}(0) \rangle \right\}^2 = |\text{Tr} \left\{ \langle j_1 \rangle \langle 0 | c_{j_2}(0) \rangle \right\}^2 = |\text{Tr} \left\{ e^{-iH_{eff} f t} \langle j_1 \rangle \langle 0 | c_{j_2}(0) \rangle \right\}^2 = |\text{Tr} \left\{ e^{-iH_{eff} f t} \langle j_1 \rangle \langle j_2 \rangle \right\}^2 = |\langle j_2 | e^{-iH_{eff} f t} \rangle|^2. \]

Similarly,

\[ I_- = |\langle j_1 \rangle \langle 0 | e^{-iH_{eff} f t} \rangle|^2, \]

where \( H_{eff} = H - i \sum_{x=1}^{L} L_i^{\dagger} L_i \), \( L \) is the system size, and \( L_i \) is the Lindblad operator. In the single particle basis \(|1A\rangle, |1B\rangle, |2A\rangle, |2B\rangle, \ldots, |LA\rangle, |LB\rangle\), Eqs. (D1) and (D2) are equivalent to Eq. (15). (By expanding Eq. (15) in real space and taking complex conjugate on the two sides of Eq. (15), it can be verified.) In the derivation of Eq. (D1), we have used two relations:

\[ \text{Tr}[\hat{P} e^{\mathcal{L}^+ t_j} \hat{Q}] = \text{Tr}[e^{\mathcal{L}^+ t_j} \hat{P} \hat{Q}], \]

and

\[ e^{\mathcal{L}^+ t_j} \langle j_1 \rangle \langle 0 | = e^{-iH_{eff} f t} \langle j_1 \rangle \langle j_0 \rangle. \]

Proof of Eq. (D3): It is easy to verify that \( \text{Tr}[\hat{P} \mathcal{L}^n \hat{Q}] = \text{Tr}[\mathcal{L}^n \hat{P} \hat{Q}] \), then we have \( \text{Tr}[\hat{P} \mathcal{L}^n \hat{Q}] = \text{Tr}[e^{\mathcal{L}^+ t_j} \hat{P} \hat{Q}] \). It follows

\[ \text{Tr}[\hat{P} e^{\mathcal{L}^+ t_j} \hat{Q}] = \sum_{n=0}^{\infty} \frac{i^n}{n!} \text{Tr}[\hat{P} \mathcal{L}^n \hat{Q}] = \sum_{n=0}^{\infty} \frac{i^n}{n!} \text{Tr}[e^{\mathcal{L}^+ t_j} \hat{P} \hat{Q}] = \text{Tr}[e^{\mathcal{L}^+ t_j} \hat{P} \hat{Q}]. \]

Proof of Eq. (D4): We begin with

\[ \mathcal{L} \langle j_1 \rangle \langle 0 | = -i[H, \langle j_1 \rangle \langle 0 |] + \sum_{x} (2L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 | L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 | + \langle j_1 \rangle \langle 0 | L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 |) \]

\[ = (-iH - \sum_{x} L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 |). \]

Here we have used \( \langle 0 | H = 0 \) and \( \langle 0 | L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 | = 0 \). Assume that

\[ \mathcal{L}^n \langle j_1 \rangle \langle 0 | = (-iH - \sum_{x} L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 |)^n \langle j_1 \rangle \langle 0 |, \]

then we get

\[ \mathcal{L}^{n+1} \langle j_1 \rangle \langle 0 | = \mathcal{L}(-iH - \sum_{x} L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 | \]

\[ = -i[H, (-iH - \sum_{x} L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 | + \sum_{x} (2L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 | L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 | + \langle j_1 \rangle \langle 0 | L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 | + \langle j_1 \rangle \langle 0 | L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 |)

\[ = (-iH - \sum_{x} L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 |)^{n+1} \langle j_1 \rangle \langle 0 |. \]

(D8)

Combining Eqs. (D6), (D7) and (D8), we conclude that Eq. (D7) holds true for any \( n \). Finally we get

\[ e^{\mathcal{L}^+ t_j} \langle j_1 \rangle \langle 0 | = \sum_{n=0}^{\infty} \frac{i^n}{n!} \mathcal{L}^n \langle j_1 \rangle \langle 0 | \]

\[ = \sum_{n=0}^{\infty} \frac{i^n}{n!} (-iH - \sum_{x} L_i^{\dagger} L_i \langle j_1 \rangle \langle 0 | \]

\[ = e^{-iH_{eff} f t} \langle j_1 \rangle \langle 0 |. \]

(D9)

Appendix E: The analytical representation of \( I_C \) for general models

In this section, we derive the analytical representation of

\[ I_C(j_1, j_2, t) = \frac{I_+}{I_-} \]

for a general 1D quadratic Lindbladian system. And we also give the analytical representation of Eq. (E1) for a general d-dimensional quadratic Lindbladian system.

The Green function \( \Delta_{ij} = \text{Tr}(\rho c_i^\dagger c_j) \) of the system is governed by

\[ \hat{\Delta} = -i \Delta_{ij}. \]

\[ \hat{\Delta} = \Delta - \Delta_{ij}, \]

where \( \Delta_{ij} \) is the steady value of \( \Delta \) and \( X \) is the damping matrix of a general 1D model with the matrix in the momentum space given by \( X(k) \). In our main text, \( X \) is effectively described by a non-Hermitian SSH model. To get the analytical representation of Eq. (E1), we should derive the analytical representation of \( (j_2 | e^{X_{eff} f t} | j_1) \), where \( j_1, j_2 = 1, 2, \ldots, 21, 22, \ldots, P, Q \), \( P \) is the number of cells and \( Q \) is the total inner degrees of freedom in the cell. For convenience, we denote

\[ T(j_1, j_2, t) = \langle j_2 | e^{X_{eff} f t} | j_1 \rangle \]

(E2)

with \( j_1 = x_1 q_1, j_2 = x_2 q_2 \), where \( x_1, x_2 = 1, 2, \ldots, P \) is the cell index and \( q_1, q_2 = 1, 2, \ldots, Q \) is the index of the inner degree of freedom in the cell. We will derive its analytical representation of \( T(j_1, j_2, t) \) and Eq. (E1) under both PBC and OBC.
1. PBC case

Assume that $E_\alpha(k)$, $|k, \alpha\rangle_R$ and $|k, \alpha\rangle_L$ are the eigenvalues, right eigenvectors and left eigenvectors of $X(k)$, where $\alpha$ is the band index and $k$ is the momentum, $|k, \alpha\rangle_R = |k\rangle \otimes |\psi(k, \alpha)\rangle_R$, $L \langle \langle k, \alpha | = \langle \langle k\otimes_L \langle \langle \psi(k, \alpha) || x_1 q_1 \rangle = |x_1\rangle \otimes |q_1\rangle$ and $|x_2 q_2\rangle = |x_2\rangle \otimes |q_2\rangle$. While $|\psi(k, \alpha)\rangle_R$, $|\psi(k, \alpha)\rangle_L$, $|q_2\rangle$ and $|q_2\rangle$ belong to the Hilbert space in the unit cell, $|k\rangle$, $|x_1\rangle$ and $|x_2\rangle$ belong to the Hilbert space of cell index. We have $\langle \langle x_1 | k\rangle = e^{ik}, \langle \langle x_1 | k\rangle = \langle \langle x_1 | \langle \langle \psi(k, \alpha) || q_1 \rangle = \langle \langle \psi(k, \alpha) || q_1 \rangle$ and $\sum_{k', \alpha'} |k', \alpha\rangle_R \langle \langle k', \alpha | = 1$. It follows

$$T(j_1, j_2, t) = \sum_k \langle \langle j_2 | e^{X(k)t} | j_1 \rangle \rangle = \sum_{k, k', \alpha', \alpha} \langle \langle j_2 | e^{X(k)t} | k', \alpha'\rangle \rangle_{RL} \langle \langle k', \alpha' | j_1 \rangle \rangle = \sum_{k, \alpha} \langle \langle q_2 | \psi(k, \alpha)\rangle \rangle_{RL} \langle \langle \psi(k, \alpha) | q_1 \rangle \rangle e^{E_k(t) t + i k x_2 - i k x_1}.$$  

(E3)

Substituting $x_2 - x_1 = v_0(t) t$ with $v_0(t) = \frac{\partial Re[E_k(k)]}{\partial k}$ into the above expression, we get

$$T(j_1, j_2, t) = \sum_{k, \alpha} \langle \langle q_2 | \psi(k, \alpha)\rangle \rangle_{RL} \langle \langle \psi(k, \alpha) | q_1 \rangle \rangle e^{(E_\alpha(k) t + i k x_2 - i k x_1)}.$$  

(E4)

Substituting Eqs. (E2) and (15) into Eq. (E1), we get the analytical representation of Eq. (E1):

$$I_C(j_1, j_2, t) = T(j_1, j_2, t) T^\dagger(j_2, j_1, t) T(j_1, j_2, t) T^\dagger(j_2, j_1, t)$$

(E5)

$$= |T(j_1, j_2, t)|^2 / |T(j_2, j_1, t)|^2.$$  

General $d$-dimensional model. Similarly, for a general $d$-dimensional model, we can get the analytical representation of Eq. (E1):

$$I_C(j_1, j_2, t) = |T(j_1, j_2, t)|^2 / |T(j_2, j_1, t)|^2$$  

(E6)

with

$$T(j_1, j_2, t) = \sum_k \langle \langle j_2 | e^{X(k)t} | j_1 \rangle \rangle = \sum_{k, \alpha} \langle \langle q_2 | \psi(k, \alpha)\rangle \rangle_{RL} \langle \langle \psi(k, \alpha) | q_1 \rangle \rangle e^{E_k(t) t + i k x_2 - i k x_1},$$  

(E7)

where $j_1 = x_1 q_1, j_2 = x_2 q_2, x_1$ and $x_2$ are $d$-dimensional vectors which label the location of cells, $q_1$ and $q_2$ label the degree of freedom in the cell, $k$ is a $d$-dimensional momentum, and $\alpha$ is the band index of $X(k)$. $E_\alpha(k)$, $|k, \alpha\rangle_R$ and $|k, \alpha\rangle_L$ are the eigenvalues, right eigenvectors and left eigenvectors of $X(k)$, respectively. $|k, \alpha\rangle_R = |k\rangle \otimes |\psi(k, \alpha)\rangle_R$, $L \langle \langle k, \alpha | = \langle \langle k\otimes_L \langle \langle \psi(k, \alpha) || x_1 q_1 \rangle = |x_1\rangle \otimes |q_1\rangle$ and $|x_2 q_2\rangle = |x_2\rangle \otimes |q_2\rangle$. While $|\psi(k, \alpha)\rangle_R$, $|\psi(k, \alpha)\rangle_L$, $|q_2\rangle$ and $|q_2\rangle$ belong to the Hilbert space in the unit cell, $|k\rangle$, $|x_1\rangle$ and $|x_2\rangle$ belong to the Hilbert space of cell index.

Example: Here, we apply this formula to the model discussed in the main text. For this model, the damping matrix is given by

$$X(k) = i[t_1 + t_2 \cos(k)] \sigma_x + it_2 \sin(k)] \sigma_y + \frac{\gamma}{2} \sigma_y - \frac{\gamma}{2} \sigma_0,$$

(E8)

and we have

$$E_\pm(k) = -\frac{\gamma}{2} \pm i \sqrt{t_2^4 + t_2^2 + 2t_1 t_2 \cos(k) - \frac{\gamma^2}{4} - i \gamma t_2 \sin(k)}.$$  

(E9)

and $v_\alpha(k) = \partial(Re[E_\alpha(k)]) / \partial k$. For the parameter set the same as in the main text, it can be verified that $\max(Re(E)) \approx Re(E_\pm(\pi)) = 0, \min(Re(E)) \approx Re(E_\pm(\pi)) = -0.8, \min(v) \approx v_\alpha(\pi) = -1$.

Substituting $t = j_2 - j_1 = m$ and $j_1 = 25B$ into Eq. (E4), we get

$$|T(j_1, j_2, t)|_{t = j_2 - j_1} \approx (\langle B|\psi(\pi, -)\rangle_{RL} |\langle \psi(\pi, -) | B\rangle| e^{E_\pm(\pi) t + i \gamma v(\pi) t}).$$

(E10)

Here we have used that $x_2 - x_1 = t v_\alpha(k) = (x_2 - x_1) t \approx 1$. We can get that $\alpha = -$ and $k \approx \pi$. Similarly, for $|T(j_2, j_1, t)|_{t = j_2 - j_1} = |T(j_2, j_1, t)|_{t = j_2 - j_1}$, we have

$$|T(j_2, j_1, t)|_{t = j_2 - j_1} \approx (\langle B|\psi(\pi, +)\rangle_{RL} |\langle \psi(\pi, +) | B\rangle| e^{E_\pm(\pi) t + i \gamma v(\pi) t}).$$

(E11)

Here we have used that $x_1 - x_2 = t v_\alpha(k) = (x_1 - x_2) t \approx 1$. We can get that $\alpha = +$ and $k \approx \pi$.

Substituting Eqs. (E10) and (E11) into Eq. (E5), we get

$$I_C(j_1, j_2, t)_{t = j_2 - j_1} \approx \left| (\langle B|\psi(\pi, -)\rangle_{RL} |\langle \psi(\pi, -) | B\rangle| e^{1.6 t}) \right|^2 \approx e^{1.6 t}.$$

(E12)

It is consistent with the result in the main text. (For this special model we get $I_C$ for the system under OBC in the main text).
2. OBC case

In this subsection, the non-Bloch band theory is applied to get the analytical representation of Eq. (E1). Assume that the GBZ of $X$ is $z = e^{ik(2\pi)}$, where $z$ and $\kappa$ is a function of $k$ and the band index $\alpha$ (see Ref. [22] for methods to obtain the GBZ of 1D systems). For convenience, we use $\kappa$ representing $\kappa(k, \alpha)$, and $E(k + ik), |k + ik, \alpha\rangle_R$ and $R(k + ik, \alpha)\rangle_L$ denoting the eigenvalues, right eigenvectors and left eigenvectors of $X(k + ik)$, respectively. Here, $|k + ik, \alpha\rangle_R = |k + ik\rangle_R \otimes |\psi(k + ik, \alpha)\rangle_R$, $R(k + ik, \alpha)\rangle_L = (E(k + ik)q_1)|x_1(q_1)\rangle = |x_1\rangle \otimes |q_1\rangle$ and $|x_2(q_2)\rangle = |x_2\rangle \otimes |q_2\rangle$. While $|\psi(k + ik, \alpha)\rangle_R$, $|\psi(k + ik, \alpha)\rangle_L$, $|q_2\rangle$ and $|q_2\rangle$ belong to the Hilbert space of the unit cell, $|k + ik\rangle_R, |k + ik\rangle_L, |x_1\rangle$ and $|x_2\rangle$ belong to the Hilbert space of cell index. We have $(|x_1|k + ik\rangle)_R = e^{i(k + ik)}, \langle x_1|k + ik\rangle_L = e^{i(k - ik)}, \langle x_1|k + ik, \alpha\rangle_R = \langle x_1|k + ik\rangle_R \langle \psi(k + ik, \alpha)\rangle_R = e^{i(k + ik)}x_1 \langle \psi(k + ik, \alpha)\rangle_R R(k + ik, \alpha)\rangle_R |x_1\rangle = 1$. Under OBC, $(|x_2|q_2\rangle e^{\lambda t}|q_1\rangle)$ can be decomposed to each GBZ modes $(|x_2|q_2\rangle e^{i\lambda t}|q_1\rangle)$, i.e., $(|x_2|q_2\rangle e^{i\lambda t}|q_1\rangle) = \sum_{\lambda} (|x_2|q_2\rangle e^{i\lambda t}|x_1\rangle|q_1\rangle)$. Taking account into these and substituting $\lambda_1 = x_1 q_1$, $\lambda_2 = x_2 q_2$ into Eq. (E2), we get

$$T(j_1, j_2, t) = \sum_\lambda \langle x_2|q_2\rangle e^{i\lambda t}|x_1\rangle \langle q_1\rangle \times$$

$$\sum_{k, k', \alpha'} (|x_2|q_2\rangle e^{i\lambda t}|k + ik', \alpha'\rangle)_R \times$$

$$L(|k' + ik', \alpha'\rangle|q_1\rangle) \times$$

$$\sum_{k, \alpha} \langle q_2|\psi(k + ik, \alpha)\rangle_R \times$$

$$L(|\psi(k + ik, \alpha)\rangle|q_1\rangle) e^{E(k + ik)t}$$

$$\sum_{k, \alpha} \langle q_2|\psi(k + ik, \alpha)\rangle_R \times$$

$$L(|\psi(k + ik, \alpha)\rangle|q_1\rangle) e^{E(k + ik)t + i(x_2 - x_1)(k + ik)}$$

Substituting it into Eq. [E1], we get

$$T(j_1, j_2, t) |t = j_2 - j_1, t \approx \langle \langle B|\psi(\pi - 0.42i, -)\rangle\rangle_{RL} \times$$

$$L(|\psi(\pi - 0.42i, -)\rangle|B\rangle) e^{E_{RL}(\pi - 0.42i)t + i(m(\pi - 0.42i)).$$

(E14)

Here we use that $x_2 - x_1 = t v_o(k - 0.42i)$, thus $v_o(k - 0.42i) = (x_2 - x_1)/t = 1$. We can get that $\alpha = -$ and $k \approx \pi$. Similarly, for $T(j_2, j_1, t), t = j_2 - j_1 = x_2 - x_1 = m$ and $j_1 = 25B$, we have

$$T(j_2, j_1, t)|_{t = j_2 - j_1, t} \approx \langle \langle B|\psi(\pi - 0.42i, +)\rangle\rangle_{RL} \times$$

$$L(|\psi(\pi - 0.42i, +)\rangle|B\rangle) e^{E_{RL}(\pi - 0.42i)t - i(m(\pi - 0.42i)).$$

(E15)

Here we use that $x_2 - x_1 = t v_o(k - 0.42i)$, thus $v_o(k - 0.42i) = (x_2 - x_1)/t = -1$. We can get that $\alpha = +$ and $k \approx \pi$.

Substituting Eqs. (E14) and (E15) and Re($E_\pm(k - 0.42i)) = -0.4$ into Eq. (E5), we have

$$I_C(j_1, j_2, t)|_{t = j_2 - j_1, t} \approx \langle \langle B|\psi(\pi - 0.42i, -)\rangle\rangle_{RL} \langle \psi(\pi - 0.42i, -)|B\rangle \rangle^2 e^{1.68m} \approx e^{1.68m}. (E16)$$

It is consistent with the result in the main text.

Appendix F: Analytical derivation of chiral damping and helical damping via information constraint

In this section, we give the analytical derivation of chiral damping and helical damping via information constraint.

1. Chiral damping

We have given the analytical representation of $I_C$ for the general $d$-dimensional quadratic Lindbladian system in the previous appendix. For the model in the main text with parameters set as $t_1 = t_2 = 1$ and $\gamma = 0.8$, we get that $I_C(j_1, j_2, t)$ takes the following form

$$I_C(j_1, j_2, t) = \frac{|G_{j_1,j_2}(t)|^2}{|G_{j_2,j_1}(t)|^2} \approx e^{1.6(x_2 - x_1)},$$

(F1)

where $j_1 = x_1 q_1, j_2 = x_2 q_2, x_1$ and $x_2$ are the cell indexes with $1 \leq x_1 \leq x_2 \leq L, q_1, q_2 \in \{A, B\}$ label the degree of freedom in the cell, and $L$ is the size of system. Considering the case with fully filled initial state, here we derive the analytical representation of the Green function. From previous section, we know...
that $|G_{j_{1}j_{2}}(t)|^2 = |T(j_{1}, j_{2}, t)|^2$. According to Eq. (E4), $|G_{j_{1}j_{2}}(t)|^2$ is dominated by the term with largest real part of $E_{\alpha}(k)$. Here $E_{\alpha}(k)$ is the eigenvalues of $i\mathbf{X}(k)$, where $\alpha$ is the band index, $k$ is the momentum and $i$ is the imaginary unit. Eq. (E3) is the expression of $E_{\alpha}(k)$. Noticing that $\max(\text{Re}(E_{\alpha}(k))) = \text{Re}(E_{-}(\pi)) = 0$, we have

$$
|G_{j_{1}j_{2}}(t)|^2 = |T(j_{1}, j_{2}, t)|^2 = \sum_{k, \alpha} \langle \psi(k, \alpha) | RL \langle \psi(k, \alpha)|q_1\rangle e^{E_{\alpha}(k)t + ikv_{\alpha}(k)t}|^2

\approx |\langle \psi(k, \alpha)|q_1\rangle|_{\alpha = -, k = \pi} e^{E_{\alpha}(\pi)t + ikv_{\alpha}(\pi)t}|^2,
$$

(F2)

where $v_{\alpha}(k) = \partial(\text{Re}[iE_{\alpha}(k)])/\partial k$, and $v_{\alpha}(k)$ also satisfies the constraint $x_2 - x_1 - v_{\alpha}(k)t = 0$. Substituting $v_{\pi}(\pi) = 1$ and $x_2 - x_1 - v_{\alpha}(k)t = 0$ into Eq. (F2), we get that

$$
|G_{j_{1}j_{2}}(t)|^2 \approx f_{q_1q_2}\delta(x_2 - x_1 - t),
$$

(F3)

where $f_{q_1q_2} = \langle \langle \psi(k, \alpha)|RL \langle \psi(k, \alpha)|q_1\rangle \rangle|_{\alpha = -, k = \pi}$, $\delta(0) = 1$ and $\delta(x) = 0$ when $x \neq 0$. Substituting Eq. (F3) into Eq. (F1), we get

$$
|G_{j_{1}j_1}(t)|^2 = f_{q_1q_2}\delta(x_2 - x_1 - t)e^{-\frac{1}{6}(x_2 - x_1)}.
$$

(F4)

According to the definition of Green function, $|G_{j_{1}j_{2}}(t)|^2$ is the probability for creating a particle at the space-time $(j_{1}, 0)$ and annihilating at $(j_{2}, t)$. Thus, we get $n_{xA}(t)$ under the OBC ($n_{xA}(t)$ is the total particle number at $x$ cell and $A$ site):

$$
n_{xA}(t) \approx \sum_{x_3=1}^L \sum_{q_3=\mathbb{Z}, A, B} |G_{x_3q_3,xA}|^2

+ \sum_{x_3=1}^L \sum_{q_3=\mathbb{Z}, A, B} \int_0^t dt_1 |G_{x_3q_3,1A}(t_1)|^2 |G_{1A,xA}(t - t_1)|^2

+ \sum_{x_3=1}^L \sum_{q_3=\mathbb{Z}, A, B} \int_0^t dt_1 |G_{x_3q_3,1B}(t_1)|^2 |G_{1B,xA}(t - t_1)|^2
$$

(F5)

where the first term is the contribution of reflectionless wave (zero order), and the second and third terms are the contributions of primary scattering wave (first order) at left and right boundary, respectively. We consider the case $t < \frac{L}{v}$ ($v = \max(v_{\alpha}(k)) = 1$ is the maximum velocity), and thus there is no contribution of high-order scattering waves. Substituting Eq. (F3) and Eq. (F4) into Eq. (F5), we get

$$
n_{xA}(t) \approx \Theta_1(x - 1 - t)(f_{AA} + f_{BA})

+ \Theta_1(L - x - t)(f_{AB} + f_{AA})e^{-\frac{1}{6}t}

+ \Theta_2(t - x + L)(f_{AB} + f_{AA})f_{BA}e^{-\frac{1}{6}(t-x)}

+ \Theta_2(t - L)(f_{AB} + f_{BB})f_{BA}e^{-\frac{1}{6}(t-x)}

+ \Theta_2(t - x + L)(f_{AB} + f_{BB})f_{BB}e^{-\frac{1}{6}L-x},
$$

(F6)

where $\Theta_1(y)$ and $\Theta_2(y)$ are Heaviside step functions, $\Theta_1(y) = 1$ for $y \geq 0$ and $\Theta_1(y) = 0$ for $y < 0$, $\Theta_2(y) = 1$ for $y > 0$ and $\Theta_2(y) = 0$ for $y \leq 0$. Thus, the damping wave-front equation is $x - 1 - t = 0$. The damping wave-front is of a 1D chiral Dirac fermion structure.

2. Helical damping

We consider the model discussed in Ref. [22] with parameters set as $t_1 = t_2 = 1$, $\gamma_1 = 0.8$, $\gamma_0 = 3$ and $\delta_1 = \delta_2 = 0$, and the system is initially fully filled. This model is a combination of two decoupled models in the main text with opposite propagating directions. Using the above conclusions for chiral damping, we get

$$
I_C(j_1 \uparrow, j_2 \uparrow, t) = \frac{|G_{j_{1}j_{2}1}(t)|^2}{|G_{j_{1}j_{2}1}(t)|^2} \approx e^{\frac{1}{6}(x_2 - x_1)},
$$

(F7)

$$
|G_{j_{1}j_{2}1}(t)|^2 \approx f_{q_1q_2}\delta(x_2 - x_1 - t),
$$

(F8)

$$
|G_{j_{2}j_{1}1}(t)|^2 = f_{q_1q_2}\delta(x_2 - x_1 - t)e^{-\frac{1}{6}(x_2 - x_1)},
$$

(F9)

$$
I_C(j_1 \downarrow, j_2 \downarrow, t) = \frac{|G_{j_{1}j_{2}1}(t)|^2}{|G_{j_{1}j_{2}1}(t)|^2} \approx e^{-\frac{1}{6}(x_2 - x_1)},
$$

(F10)

$$
|G_{j_{1}j_{2}1}(t)|^2 \approx f_{q_1q_2}\delta(x_2 - x_1 - t)e^{-\frac{1}{6}(x_2 - x_1)},
$$

(F11)

and

$$
n_{xA}(t) = n_{xA\uparrow}(t) + n_{xA\downarrow}(t)

= n_{xA\uparrow}(t) + n_{(L-x)A\uparrow}(t)

\approx \Theta_1(x - 1 - t)(f_{AA} + f_{BA})

+ \Theta_1(L - x - t)(f_{AB} + f_{AA})e^{-\frac{1}{6}t}

+ \Theta_2(t - x + 1)(f_{AB} + f_{AA})f_{BA}e^{-\frac{1}{6}(t-x)}

+ \Theta_2(t - x + L)(f_{AB} + f_{BB})f_{BA}e^{-\frac{1}{6}(t-x)}

+ \Theta_2(t - L)(f_{AB} + f_{AA})f_{BA}e^{-\frac{1}{6}(t-x)}

+ \Theta_2(t - L + x + 1)(f_{AB} + f_{AA})f_{AA}e^{-\frac{1}{6}(x+L-x)}

+ \Theta_2(t - x)(f_{AB} + f_{BB})f_{BB}e^{-\frac{1}{6}x},
$$

(F13)

where $n_{xA\uparrow}(t) (n_{xA\downarrow}(t))$ is the total spin up (down) particle number at the $x$ cell and $A$ site. The wave-front equations are $x - 1 - t = 0$ and $L - x - 1 - t = 0$. The damping wave-front is of a 1D helical Dirac fermion structure.
Appendix G: Proof of “If $X^T = X$, then $I_C = 1$”

Proposition: For a quadratic Lindbladian system, if the damping matrix $X$ satisfies $X^T = X$, then $I_C = 1$.

Here we give the proof of this proposition. For a general $d$-dimensional quadratic Lindbladian system, assume that $j_1 = x_1 q_1, j_2 = x_2 q_2, x_1$ and $x_2$ are $d$-dimensional vectors labeling location of cells, $q_1$ and $q_2$ are the indexes that label the degree of freedom in the cell. $|j_1⟩$ is a matrix representation of $|j_1⟩$ in the single particle basis $|$11⟩, $|$12⟩, ..., $|$1Q⟩, $|$21⟩, $|$22⟩, ..., $|$2Q⟩, ..., $|$L1⟩, $|$L2⟩, ..., $|$LQ⟩$, where $Q$ is the total degree of freedom in the cell and $L$ is the system size. Without loss of generality, we can let $|j_1⟩^* = |j_1⟩$ and $|j_2⟩^* = |j_2⟩$. There exist real numbers $θ_1$ and $θ_2$ so that $|j_1⟩$ and $|j_2⟩$ can be real matrices after a gauge transformation $|j_1⟩ → e^{iθ_1}|j_1⟩$ and $|j_2⟩ → e^{iθ_2}|j_2⟩$.

Substitute $X^T = X$, $|j_1⟩^* = |j_1⟩$ and $|j_2⟩^* = |j_2⟩$ into Eq. (E2). Since $T(j_1, j_2, t)$ is a number, we can take transpose on both sides of Eq. (E2), and thus we have

$$T(j_1, j_2, t) = [T(j_1, j_2, t)]^T = (⟨j_1| e^{X^T}|j_2⟩) = (⟨j_1| e^{X^T}|j_2⟩) = T(j_2, j_1, t).$$

Substituting Eq. (G1) into Eq. (E5), we have $I_C = 1$.  
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