HPiP: an R/Bioconductor package for predicting host–pathogen protein–protein interactions from protein sequences using ensemble machine learning approach
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Abstract

Motivation: Despite arduous and time-consuming experimental efforts, protein–protein interactions (PPIs) for many pathogenic microbes with their human host are still unknown, limiting our understanding of the intricate interactions during infection and the identification of therapeutic targets. Since computational tools offer a promising alternative, we developed an R/Bioconductor package, HPiP (Host–Pathogen Interaction Prediction) software with a series of amino acid sequence property descriptors and an ensemble machine learning classifiers to predict the yet unmapped interactions between pathogen and host proteins.

Results: Using severe acute respiratory syndrome coronavirus 1 (SARS-CoV-1) or the novel SARS-CoV-2 coronavirus-human PPI training sets as a case study, we show that HPiP achieves a good performance with PPI predictions between SARS-CoV-2 and human proteins, which we confirmed experimentally in human monocyte THP-1 cells, and with several quality control metrics. HPiP also exhibited strong performance in accurately predicting the previously reported PPIs when tested against the sequences of pathogenic bacteria, Mycobacterium tuberculosis and human proteins. Collectively, our fully documented HPiP software will hasten the exploration of PPIs for a systems-level understanding of many understudied pathogens and uncover molecular targets for repurposing existing drugs.

Availability and implementation: HPiP is released as an open-source code under the MIT license that is freely available on GitHub (https://github.com/BabuLab-UofR/HPiP) as well as on Bioconductor (http://bioconductor.org/packages/devel/bioc/html/HPiP.html).

Contact: mohan.babu@uregina.ca

Supplementary information: Supplementary data are available at Bioinformatics Advances online.

1 Introduction

Changes in the patterns of microbial infections, as well as the emergence of multidrug-resistant strains (superbugs) among pathogens, have deteriorated the efficacy of existing therapeutics and limited current treatment options (Larsson and Flach, 2022). This necessitates the perpetual identification and refinement of host–pathogen protein–protein interactions (HP-PPIs), which is vital for understanding the molecular basis of underlying protein functions, interactions that result in infection outcomes and how pathogens infect and subvert host functions by recruiting their own cellular activities (Nicod et al., 2017). Given their importance in disease, detecting HP-PPIs, both computationally and experimentally, has gained importance as one of the key contributors for the development of therapeutic interventions to combat infectious diseases (Jean Beltran et al., 2017; Rahmatbakhsh et al., 2021). Performing biochemical and genetic experimental methods to detect PPIs between all proteins of a pathogen and their host is time-consuming and labor-intensive due to their genomic complexity. Even for well-studied pathogens, experimentally derived PPIs between the pathogens and host proteins cover only a fraction of the projected interaction space in the network. This highlights the need for less time-consuming and affordable computational methods such as protein sequence, structure or domain information, coexpression profiles, genome sequences, functional similarity and gene neighborhood to predict undetected and biologically relevant HP-PPIs which can complement experimentally identified datasets to formulate hypotheses. Yet, these PPI descriptors are not always available, limiting their application.

While querying protein pairs using 3D structures is limited by low proteome coverage, computational approaches using protein...
sequence information are more amenable to investigating PPI networks due to the advancements in next-generation sequencing data of pathogens in recent years. However, there are a few shortcomings. First, only a small selection of physicochemical descriptors such as amino acid composition (i.e. di- or tri-peptide), as well as k-Spaced amino acid pairs and Conjoint Triad have been considered, but combining these with other descriptors can detect de novo PPIs based on the primary sequences of proteins. Second, continuously running iterations by sequence-based computational methods can become cumbersome due to sizeable runtime required to train a scoring model, and when handling large number of sequences. Third, while HP-PPI predictions using sequence-based methods are available through a few web server platforms, such as PredHPI, they lack programming interfaces and are not designed to analyze a sizeable number of sequences in a single batch. Also, in such web applications, it is often unclear the type of reference interactions used to evaluate HP-PPI predictions, especially when PPIs are unavailable for many host-pathogen systems.

Conversely, progress in machine learning (ML)-based methods using supervised learning algorithms such as Support Vector Machine (SVM), Random Forest (RF) and Logistic Regression (LR) is emerging as an alternate approach to predict PPIs based on physicochemical properties of amino acid sequences, and discern interacting from non-interacting protein pairs using known interactors as a training set. Nevertheless, most studies reported only the results of cross-validation (CV), with no reference to the evaluation of test prediction results on a new set of data using rigorous experimental or external validations. While these issues may challenge the interpretability of prediction performance in deciphering genuine interactions, with an ensemble ML methods and experimental evaluation, prediction accuracy and coverage of PPIs can be enhanced. However, current ML approaches that predict HP-PPIs are not automated, and therefore end-user must obtain suitable training or test datasets, and needs in-depth ML knowledge.

In this study, we address the aforesaid gaps by introducing an R/Bioconductor software package, HPiP (Host-Pathogen Interaction Prediction), built on an ensemble approach with three (SVM, RL and LR) different ML classifiers, and a pipeline to either automatically or manually upload the training dataset, and predict PPIs based on more than a dozen amino acid sequence property descriptors of pathogen and host proteins. As a case study, using SARS-CoV-1 or the SARS-CoV-2-human PPI training set, HPiP achieved a good performance with PPI prediction between SARS-CoV-2 and human proteins using ensemble ML method. Besides verifying PPIs with 10-fold CV, published data on known interactions were experimentally confirmed. In this study, we predict SARS-CoV-2-human host PPIs in two ways. In the first method (referred as ‘prediction 1’), 1562 interactions were gathered for training from the closely related SARS-CoV-1 coronavirus with human host proteins (Gordon et al., 2020). In the second method (referred as ‘prediction 2’), 4648 SARS-CoV-2-human PPIs from the BioGRID database were compiled, and we randomly withheld 70% of these PPIs for training, while the remaining 30% for testing. In prediction 1 method, we considered 1562 interactions measured using MiST (MS interaction statistics) algorithm with a scoring threshold greater than 0.5 (Gordon et al., 2020) as a positive training set. For negative set, we generated 40 124 non-interacting pairs from a random pairing of human and SARS-CoV-1 proteins in the positive dataset. To avoid prediction bias, we chose an equal number (i.e. 1562) of positive and negative PPI pairs for training (Supplementary Table S2).

Evaluation of sequence descriptors by 10-fold CV in training showed a robust performance of 0.76 area under the receiver operating characteristic curve (auROC) can be achieved when all the descriptors were combined compared to 0.75 average training accuracy for each descriptor (Supplementary Fig. S1b). Assessment of three ML classifiers, individually and collectively, against our training dataset showed that ensemble classifier outperformed with a highest composite score (auROC = 0.82; Fig. 1b) than the individual ML model (average auROC = 0.70) for predicting HP-PPIs. Similar performance was attained against the test dataset [i.e. amino acid sequences retrieved from 242 experimentally derived known SARS-CoV-2-human PPIs (Gordon et al., 2020)] (Supplementary Table S3), where ensemble classifier achieved the best performance (auROC = 0.76; Fig. 1c) by capturing 75% (182 of 242) of test interactions. This suggests that by using physical interactions identified in a pathogen that share similar protein sequences in other species with unmapped interactions, our ensemble classifier can provide higher PPI prediction accuracy.

Next, we examined whether our ensemble classifier can predict new human protein associations with SARS-CoV-2 proteins that were previously undetected by experimental approaches. To do so, we followed Steps 2–5 of the HPiP workflow and chose an ensemble classifier cutoff score ≥0.6 (Fig. 1d), which is significant (P-value ≤10⁻⁵) by random sampling. These filtered associations tend to decrease gradually as ensemble classifier score was elevated (Fig. 1d), suggesting interactions passing the chosen threshold might be reliable with adequate specificity. In total, the selected score threshold led us to predict 27 411 high-confidence HP-PPIs among 3599 humans and 15 SARS-CoV-2 proteins.
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(Nearly one-tenth (~8%, 2108 of 27 411) of these PPIs were confirmed by several independent experimental assessments (Supplementary Table S4). This includes: (i) 1138 host factors interacting with SARS-CoV-2 protein in THP-1 monocytes by AP/MS (Supplementary Methods), (ii) 841 host protein interactions with SARS-CoV-2 proteins were captured in BioGRID based on AP/MS and BioID/MS (i.e. proximity-dependent biotinylation-MS) and (iii) 129 were detected in both BioGRID and AP/MS datasets (Fig. 1e). Confirmed high-confidence protein interaction pairs by AP/MS in THP-1 include SARS-CoV-2 non-structural (NSP2/5/12), structural (nucleocapsid, N) and accessory (ORF3A) proteins with Ras superfamily of small GTPases (Supplementary Fig. S1c) such as Rabs (RAB1B, 4A, 8B, 11B, 35) and class II ADP-ribosylation (ARF4, 5) human factors that are crucial for virus replication, including SARS-CoV-2 (Daniloski et al., 2021; Wang et al., 2021). Also, SARS-CoV-2 proteins bridged human mitochondrial proteins (TIMM13, COX5A, NDUFV1; Supplementary Fig. S1c), implying the virus may evade mitochondrial-mediated immune response to proliferate (Burtscher et al., 2020).

One-fifth (21%; 5373 of 25 303) of the remaining interacting proteins colocalized to the same cellular compartment (Fig. 1f), while 198 human host factors (Fig. 1g) that were physically interacting with SARS-CoV-2 were vital for infections by SARS-CoV-2 or common cold coronaviruses (Daniloski et al., 2021; Gordon et al., 2020; Wang et al., 2021). However, the reliability of the left-over predicted interactions increased as Ensemble score was decreased, indicating these faithfully recapitulated associations failed to pass through because of the set stringent score threshold (Fig. 1h). Assessment on the 27 411 putative SARS-CoV-2-human protein assemblies further revealed significant (Q-value ≤ 0.01) enrichment for a number of cellular process or pathways important for SARS-CoV-2 (Supplementary Fig. S1d and Table S5). This includes neutrophil activation, autophagy, inflammatory immune responses, NF-kB signaling and innate immunity, among others, suggesting that our prediction 1 strategy provides candidate host factors for ensuing validation or host-direction inhibition of viral infection.

Given the possibility that interspecies protein interactions for model training may not be optimal for less conserved understudied pathogens, we employed our prediction 2 approach by making use of the aforesaid known SARS-CoV-2-human PPIs for training and the holdout set for testing (Supplementary Tables S6 and S7) to evaluate ML classifiers. In contrast to other models, the ensemble classifier performed well with our training set based on 10-fold CV (auROC = 0.71, Supplementary Fig. S1e) with 78% (703 of 903; auROC = 0.75; Supplementary Fig. S1f) accuracy to correctly
capture the test interactions. Using a similar cutoff strategy as in prediction 1 method (Fig. 1d), we found one-tenth (30%, 8937 of 30 094) of the newly predicted SARS-CoV-2-human protein associations that have not been reported previously was supported by our AP/MS method in THP-1 cells, and/or reported in BioGRID database (Supplementary Fig. S1g and Table S8), and colocalize to the same compartment (Fig. 1f). However, as with prediction 1 method, the number of interactions from prediction 2 markedly increased below the stringent threshold, but agreeing favorably with AP/MS and/or BioGRID datasets (Supplementary Fig. S1h). Conversely, we found poor overlap (6.3%, 12 of 192) of PPIs predicted from PredHPI tool against THP-1 cells by AP/MS, and/or reported associations from BioGRID database (Supplementary Fig. S2a), emphasizing the need for developing new software toolkit such as HPiP to predict HP-PPIs with improved performance. In fact, this was the case, where HPiP maximized the coverage and accuracy for half of the interactions (52%; 17 879 of 34 497) from both prediction methods and/or experimental data (Supplementary Fig. S5i and ), underscoring the reproducibility for native physical associations.

The remaining high-confidence SARS-CoV-2-human protein assemblies not detected in other studies represent a rich source of potentially undiscovered PPIs to spur further exploration and for gaining new mechanistic insights.

Since SARS-CoV-1 is related to SARS-CoV-2, we inquired whether HPiP can uncover human host protein interactions with low sequence similarity between these coronaviruses. We thus examined the similarity between sequences of the trained SARS-COV-1 and the predicted SARS-COV-2 interacting human host proteins using a pairwise sequence alignment. Strikingly, HPiP detected the human interacting proteins at both high and low sequence similarity (i.e. Supplementary Fig. S2b). This suggests that HP-PPIs can be predicted by HPiP even for pairs of genomes belonging to phylogenetically distant genera with low sequence identity.

Lastly, to showcase that HPiP can predict PPIs for other pathogens at similar precision and accuracy as coronaviruses, we compiled 1118 M. tuberculosis-human PPIs involving 45 secreted M. tuberculosis proteins using MiST score >0.5 (Penn et al., 2018). As with our prediction methods for SARS-CoV-2-human PPIs, for training, we withheld randomly 70% (767 of 1118; 390 as positive and 377 as negative set) of the PPIs, while the other 30% (351 of 1118; 161 as positive and 190 as negative) for testing. In comparison to other ML classifiers, ensemble classifier performed well with the training set based on 10-fold CV (auROC = 0.78) and with 83% (135 of 161; auROC = 0.82) accuracy to capture the test PPIs (Supplementary Fig. S2c and d) akin to other metrics used to measure the performance of ensemble classifier (Supplementary Fig. S2c and f).

4 Conclusion

We have developed an open-source HPiP software to facilitate prediction of PPIs from the sequences of host and pathogen proteins using several amino acid sequence descriptors and an ensemble ML classifier to address the current gap of the unmapped physical interactions that remains limited for many understudied or emerging pathogens. HPiP is interfaced with an optimized computational workflow and does not require programming skills to run the automated data analysis pipeline. While HPiP allows users to train ML models using their own curated dataset, as a case study, we show that using known SARS-CoV-1 (prediction 1) or SARS-CoV-2 (prediction 2)-human protein interaction training set, an ensemble learning approach can predict previously unreported SARS-CoV-2-human PPIs with high accuracy from protein sequences, which we confirmed by orthogonal methods. Yet, HPiP performance depends largely on the sequence similarity between host and pathogens, and thus the quality of experimental training dataset is vital to train ML classifier. In summary, we expect HPiP to interrogate changes in HP-PPIs which is vital for understanding complex infectious diseases, as well as prompt new testable hypotheses about the function of interacting proteins and their role in disease mechanisms. Extending HPiP to residue–residue coevolution (Cong et al., 2019) across host–pathogen protein interfaces to predict HP-PPIs can further be beneficial to build structural models of protein interactions, and uncover new HP-PPIs that existing computational methods might fail to predict.

Acknowledgements

M.R. conducted the computational workflow. M.T.M. performed AP/MS; and A.G. provided suggestions, materials and supplies for conducting experiments. M.R. and M.B. wrote the article, with input from coauthors.

Funding

This work was supported by grants from the Natural Sciences and Engineering Research Council of Canada (DG-20234), and Canadian Institutes of Health Research (CIHR, VR2-172717) COVID-19 Rapid Research response funding to M.B. M.T.M. and A.G., are recipients of CIHR Fellowship. M.B. is a Chancellors Research Chair in Network Biology, and a CIHR New Investigator (MSH-130178) award recipient.

Conflict of Interest: none declared.

References

Burscher,J. et al. (2020) Mitochondria: in the cross fire of SARS-CoV-2 and immunity. iScience, 23, 101631.

Cong,Q. et al. (2019) Protein interaction networks revealed by proteome coevolution. Science, 365, 185–189.

Daniloski,Z. et al. (2021) Identification of required host factors for SARS-CoV-2 infection in human cells. Cell, 184, 92–105.e16.

Gordon,D.E. et al.; QCRG Structural Biology Consortium. (2020) Comparative host-coronavirus protein interaction networks reveal pan-viral disease mechanisms. Science, 370, eabf9403.

Jean Beltran,P.M. et al. (2017) Proteomics and integrative omic approaches for understanding host-pathogen interactions and infectious diseases. Mol. Syst. Biol., 13, 922.

Larsson,D.G.J. and Flach,C.F. (2022) Antibiotic resistance in the environment. Nat. Rev. Microbiol., 20, 257–269.

Nicod,C. et al. (2017) Elucidation of host-pathogen protein-protein interactions to uncover mechanisms of host cell rewiring. Curr. Opin. Microbiol., 39, 7–15.

Penn,R.H. et al. (2018) An Mb h-human protein-protein interaction map identifies a switch between host antiviral and antibacterial responses. Mol. Cell, 71, 637–648.

Rahmatbakhsh,M. et al. (2021) Bioinformatic analysis of temporal and spatial proteome alterations during infections. Front. Genet., 12, 667936.

Wang,R. et al. (2021) Genetic screens identify host factors for SARS-CoV-2 and common cold coronaviruses. Cell, 184, 106–119.