A branch and bound algorithm for a fractional 0-1 programming problem
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Abstract. We consider a fractional 0-1 programming problem arising in manufacturing. The problem consists in clustering of machines together with parts processed on these machines into manufacturing cells so that intra-cell processing of parts is maximized and inter-cell movement is minimized. This problem is called Cell Formation Problem (CFP) and it is an NP-hard optimization problem with Boolean variables and constraints and with a fractional objective function. Because of its high computational complexity there are a lot of heuristics developed for it. In this paper we suggest a branch and bound algorithm which provides exact solutions for the CFP with a variable number of cells and grouping efficacy objective function. This algorithm finds optimal solutions for 21 of the 35 popular benchmark instances from literature and for the remaining 14 instances it finds good solutions close to the best known.
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1 Introduction

The first work on the Group Technology in manufacturing was written by Flanders (1925). In Russia the Group Technology was introduced by Mitrofanov (1933). The main problem in the Group Technology (GT) is to find an optimal partitioning of machines and parts into manufacturing cells, in order to maximize intra-cell processing and minimize inter-cell movement of parts. Maximization of the so-called grouping efficacy is accepted in literature as a good objective combining these two goals (Kumar & Chandrasekharan, 1990). This problem is called the Cell Formation Problem (CFP) (Goldengorin et al., 2013). CFP with grouping efficacy objective function is a fractional 0-1 programming problem.

Burbidge developed Product Flow Analysis (PFA) approach to this problem and described the GT and the CFP in his book (Burbidge, 1961). Ballakur & Steudel (1987) have shown that the CFP is an NP-hard problem for different objective functions. That is why there have been developed a lot of heuristic
approaches (Goncalves & Resende, 2004; James et al., 2007; Bychkov et al., 2013; Paydar & Saidi-Mehrabad, 2013) and almost no exact ones for the CFP with a variable number of cells and grouping efficacy objective function.

Kusiak et al. (1993) consider one of the most simple variants of the CFP called the machine partitioning problem in which it is necessary to partition only machines into the specified number of cells minimizing the total Hamming distance between machines inside the cells. The authors present an exact A* algorithm for this variant of the CFP. They also develop a branch and bound algorithm for the CFP with a variable number of cells, a limit on the number of machines inside each cell, and maximization of the size of so-called mutually separable cells as an objective function. Spiliopoulos & Sofianopoulou (1998) and Arket et al. (2012) also present branch and bound algorithms for the machine partitioning problem.

One of the recent exact approaches for the CFP with the grouping efficacy objective function is suggested by Elbenani & Ferland (2012). These authors suggest to reduce the fractional programming CFP problem to a number of ILP problems by means of Dinkelbach approach and to solve each ILP problem with CPLEX solver. Unfortunately they consider the CFP with a fixed number of cells which is much easier. They solve 27 of the 35 popular benchmark instances, but only for a fixed number of cells. The same simplified formulation of the CFP is considered by Brusco (2015). The author develops a branch and bound algorithm and solves 31 of the 35 instances, but again only for some fixed numbers of cells. For example problem 26 is solved only for 7 cells and it requires more than 15 days of computational time.

To the best of our knowledge the only existing exact approach to the CFP with a variable number of cells and grouping efficacy objective function is by Bychkov et al. (2014) who suggested a new approach to reduce the CFP problem to a small number of ILP problems and for the first time solved to optimality 14 of the 35 popular benchmark instances from literature using CPLEX software. Zilinskas et al. (2015) considered the CFP with a variable number of cells as a bi-objective optimization problem and developed an exact algorithm which finds Pareto frontier.

In this paper we suggest an efficient branch and bound algorithm for the CFP with a variable number of cells and grouping efficacy objective function. We are able to find optimal solutions for 21 of the 35 benchmark instances. Note also that the CFP is a biclustering problem in which we simultaneously cluster machines and parts into cells. So the suggested approach can be also applied to biclustering problems arising in data mining (Busygin et al., 2008).

2 Formulation

The objective of the CFP is to find an optimal partitioning of machines and parts into groups (production cells, or shops) in order to minimize the inter-cell movement of parts from one cell to another and to maximize intra-cell processing operations. The input data for this problem is matrix $A$ which contains zeroes
and ones. The size of this matrix is $m \times p$ which means that it has $m$ machines and $p$ parts. The element $a_{ij}$ of the input matrix is equal to one if part $j$ should be processed on machine $i$. The objective is to minimize the number of zeroes inside cells and the number of ones outside cells. There have been suggested several objective functions which combine these two goals. The objective function which provides a good combination of these goals and is widely accepted in literature is the grouping efficacy suggested by Kumar & Chandrasekharan (1990):

$$f = \frac{n_{1_{in}}}{n_1 + n_{0_{in}}} \rightarrow \max,$$

where $n_1$ is the number of ones in the input matrix, $n_{1_{in}}$ is the number of ones inside cells, $n_{0_{in}}$ is the number of zeroes inside cells.

The mathematical programming model for the CFP is the following (see also Bychkov et al. (2014)).

Decision variables:

$$x_{ik} =\begin{cases} 1 & \text{if machine } i \text{ is assigned to cell } k \\
0 & \text{otherwise} \end{cases}$$

$$y_{jk} =\begin{cases} 1 & \text{if part } j \text{ is assigned to cell } k \\
0 & \text{otherwise} \end{cases}$$

Objective function:

$$\max \frac{n_{1_{in}}}{n_1 + n_{0_{in}}}$$

Constraints:

$$n_{1_{in}} = \sum_{k=1}^{c} \sum_{i=1}^{m} \sum_{j=1}^{p} a_{ij} x_{ik} y_{jk}$$

$$n_{0_{in}} = \sum_{k=1}^{c} \sum_{i=1}^{m} \sum_{j=1}^{p} (1 - a_{ij}) x_{ik} y_{jk}$$

$$\sum_{k=1}^{c} x_{ik} = 1 \quad \forall i = 1, \ldots, m$$

$$\sum_{k=1}^{c} y_{jk} = 1 \quad \forall j = 1, \ldots, p$$

$$\sum_{i=1}^{m} \sum_{j=1}^{p} x_{ik} y_{jk} \geq \sum_{i=1}^{m} x_{ik} \quad \forall k = 1, \ldots, c$$

$$\sum_{i=1}^{m} \sum_{j=1}^{p} x_{ik} y_{jk} \geq \sum_{j=1}^{p} y_{jk} \quad \forall k = 1, \ldots, c$$
Here $c = \min(m, p)$ is the maximum possible number of cells. Constraints (7) and (8) require that every machine and every part is assigned to exactly one cell. Constraints (9) and (10) require that there are no cells having only machines without parts or only parts without machines.

3 Branch and bound algorithm

3.1 Branching

Because of the biclustering structure of the CFP our branching goes by two parameters. The suggested algorithm has branching on machines and parts sequentially changing each other: machines-parts-machines-... We use vectors $M(1 \times m)$ and $P(1 \times p)$ for this purpose. Element $M_i$ contains the cell to which machine $i$ is assigned and element $P_j$ contains the cell to which part $j$ is assigned. For example $M = [1231]$ and $P = [11321]$ mean that cell 1 contains machines 1, 4 and parts 1, 2, 5, cell 2 contains machine 2 and part 4, and cell 3 contains machine 3 and part 3.

Branching on machines makes changes in vector $M$. It starts from assigning the first machine to cell 1. Let $k$ be the number of cells in the current partial solution. When the algorithm branches on machines, it takes the first machine which is not assigned to any cell and tries to assign it to the existing cells with numbers from 1 to $k$ or creates a new cell ($k + 1$) for this machine.

Branching on parts makes changes in vector $P$. It starts with all zeroes inside $P$ which means that no parts are assigned to any cell. When the algorithm branches on parts it takes the first part which is not assigned to any cell and tries to assign it to the existing cells from 1 to $k$ or to a new cell ($k + 1$) (star means that the number of the cell can be $k + 1$ or greater) if there are some unassigned machines which can be also added later to this new cell. We assume that the number of parts is greater than the number of machines.

The algorithm branches on parts and machines successively. It starts with $M = [100...0]$ and $P = [00...0]$. Next it changes vector $P$, then - vector $M$ and so on. This way the algorithm builds the search tree. The leaves of the search tree contain complete solutions and other nodes contain partial solutions. The complete search tree depends only on the number of machines and parts. It contains all feasible solutions as its leaves.

To provide an efficient branching, before choosing a branch we calculate an upper bound for each branch and choose the branch with the greatest value of the upper bound. This branching strategy allows us to find good solutions earlier.

3.2 Upper bound

To obtain an upper bound for a given partial solution we relax the original CFP problem and suggest a polynomial algorithm to calculate an optimal solution or an upper bound for the relaxed problem. The relaxed problem is formulated as
follows. We are given a partial solution in which some of the machines and parts are already assigned to some cells. For example in Table 1 machines 1, 2 with parts 1, 2, 3, 4 are assigned to cell 1, and machine 3 with part 5 is assigned to cell 2. The objective is to assign the remaining machines independently on each other to the existing cells or to a new cell, and assign the remaining parts to the existing cells taking into account only the rows already assigned in the given partial solution. In the relaxed problem we allow an independent assignment of machines and parts to cells. In this case the best assignment for machine 4 will be to put it to cell 1 with parts 1, 2, 3, 4, 7. This will bring 4 ones and 1 zero inside cells. The best assignment for machine 5 will be to put it to a new cell 3 with parts 7, 8. This will bring 2 ones and 0 zeroes inside cells. The best assignment for parts 6 and 7 which takes into account only rows 1, 2, 3 will be to put it to cell 2 (with machine 3). The best assignment for part 8 which takes into account only rows 1, 2, 3 will be to put it to cell 1 (with machines 1, 2).

This optimal solution for the relaxed problem is shown in Table 2. This solution is infeasible for the original CFP problem because independent assignment of machines and parts is allowed and as a result we obtain non-rectangular cells which can also intersect by columns. Since it is an optimal solution to the relaxed problem it provides an upper bound to the original problem. In our example for the partial solution we have $f = \frac{8+10}{21+1} \approx 0.36$ and the solution of the relaxed problem gives us an upper bound to the complete solution of the CFP equal to $UB = \frac{8+10}{21+1} \approx 0.82$.

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---|---|---|---|---|---|---|---|---|
| 1 | 1 | 1 | 1 | 0 | 0 | 1 |   |   |
| 2 | 1 | 1 | 0 | 1 | 0 | 0 | 1 |   |
| 3 | 0 | 0 | 1 | 0 | 1 | 1 | 0 |   |
| 4 | 1 | 0 | 1 | 1 | 0 | 1 | 0 |   |
| 5 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |

Table 1: A partial solution for the CFP

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---|---|---|---|---|---|---|---|---|
| 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 |   |
| 2 | 1 | 1 | 0 | 1 | 0 | 0 | 1 |   |
| 3 | 0 | 0 | 1 | 0 | 1 | 1 | 0 |   |
| 4 | 1 | 0 | 1 | 1 | 0 | 1 | 0 |   |
| 5 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |

Table 2: Optimal solution for the relaxed CFP

In our example from Table 1 it is not obvious whether the chosen alternative $(a_1, b_1) = (4, 1)$ (putting 4 ones and 1 zero inside cells) is better than alterna-
tive \((a_2, b_2) = (1, 0)\) for machine 3. To choose between two alternatives we use \texttt{COMPAREALTERNATIVES} function (see Algorithm 1). It returns the index (1 or 2) of the best alternative among two ones, -1 if it cannot choose between these alternatives, or 0 if these two alternatives are equivalent. We do not provide the proof of its correctness in this short paper.

**Algorithm 1** Algorithm to choose between two alternatives

```python
function \texttt{COMPAREALTERNATIVES}(a_1, b_1, a_2, b_2, n_1, n_0, \bar{n}_1, \bar{n}_0, n_1^{\text{out}}, n_0^{\text{out}}, n_1, n_0) \\
\Delta a \leftarrow a_2 - a_1, \Delta b \leftarrow b_2 - b_1 \quad \triangleright \Delta b \text{ should be non-negative}\\nif (\Delta b = 0) then\\n\quad if (\Delta a < 0) then\\n\quad \quad return 1\\n\quad else if (\Delta a > 0) then\\n\quad \quad return 2\\n\quad else\\n\quad \quad return 0\\n\quad a_c \leftarrow n_1, b_c \leftarrow n_1 + n_0, b_l \leftarrow b_c, b_u \leftarrow n_1 + n_0 - \bar{n}_0^{\text{out}} - n_0^{\text{out}}, l \leftarrow \frac{\Delta a}{\Delta b}, u \leftarrow \frac{n_1 - n_0^{\text{out}} - n_0^{\text{in}}}{b_c}\\n\quad if b_l (l - \frac{\Delta a}{\Delta b}) \geq b_l \frac{\Delta a}{\Delta b} - a_1 then\\n\quad \quad return 1\\n\quad if b_u (u - \frac{\Delta a}{\Delta b}) \leq b_u \frac{\Delta a}{\Delta b} - a_1 then\\n\quad \quad return 2\\n\quad return -1
```

Below we present a polynomial algorithm of calculating the suggested upper bound as an optimal solution of the relaxed CFP problem, if we can always choose the best alternative for every machine and part, or as an upper bound to this solution otherwise. We illustrate the algorithm on the instance shown in Table 3.

**Table 3:** Example for upper bound calculation

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|---|---|---|---|---|---|---|---|---|---|
| 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 2 | 1 | 1 | 1 | 0 | 0 | 0 | 1 |   |   |
| 3 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |   |
| 4 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 1 |   |
| 5 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 |   |

1. Calculate the number of ones \(n_1^{\text{in}}\) and zeroes \(n_0^{\text{in}}\) inside the cells of the given partial solution and the number of ones \(\bar{n}_1^{\text{out}}\) and zeroes \(\bar{n}_0^{\text{out}}\) which cannot get inside cells in any solution (see gray area (the gray area with black zeroes on black-and-white printing) in Table 3). The total number of ones \(n_1\) and zeroes \(n_0\) are constant. From these values we get the numerator.
Table 4: Solution providing the upper bound

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|---|---|---|---|---|---|---|---|---|---|
| 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 9 |
| 2 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 0 |
| 3 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 4 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 |
| 5 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 |

\[ a_c = n_1^{in} \] and the denominator \( b_c = n_1 + n_0^{in} \) for the efficacy \( f = a_c/b_c \) of the current partial solution. For the example in Table 3 we have: \( n_1^{in} = 11, n_0^{in} = 1, n_1^{out} = 0, n_0^{out} = 9, n_1 = 19, n_0 = 26, a_c = 11, b_c = 20 \).

2. For every unassigned machine (row) using Algorithm 1 we compare all possible alternatives of adding it to one of the existing cells or to a new cell. For our example we have 3 alternatives for machine \( i = 4 \): 1) \((4, 3)\) - add it to cell 1 with parts 1, 2, 3, 4, 5, 8, 9 putting 4 ones and 3 zeroes inside this cell; 2) \((2, 2)\) - add it to cell 2 with parts 6, 7, 8, 9 putting 2 ones and 2 zeroes inside; 3) \((2, 0)\) - add it to a new cell 3 with parts 8, 9 putting 2 ones and 0 zeroes inside. Obviously alternative 3 is better than alternative 2. So we need to compare only two alternatives \((a_1, b_1) = (2, 0)\) and \((a_2, b_2) = (4, 3)\). We have:

- \( n_i = 4, n_0 = 5, \Delta a = 2, \Delta b = 3, l = a_c/b_c = 11/20, u = (n_1 - n_1^{out} - n_1^{in})/b_c = 15/20, b_l = 20, b_u = n_1 + n_0 - n_0^{out} - n_0^{in} = 31 \).

And the values we need to apply Algorithm 1 are:

- \( b_1 \frac{\Delta a}{\Delta b} - a_1 = -2, \quad b_1 \left( l - \frac{\Delta a}{\Delta b} \right) = -7/3, \quad b_u \left( u - \frac{\Delta a}{\Delta b} \right) = 31/12 \)

So neither of the conditions in Algorithm I is satisfied and we cannot determine which alternative is better (Algorithm I returns \(-1\)). In this case we build an alternative \((\max(a_1, a_2), \min(b_1, b_2))\), which is better than both incomparable alternatives, and use it to obtain an upper bound on the solution of the relaxed CFP problem. In our example it is alternative \((4, 0)\).

Now for machine \( i = 5 \) we have: \( n_1 = 3, n_0 = 6, l = 11/20, u = 16/20, b_l = 20, b_u = 30 \). There are 3 alternatives \((2, 4)\), \((2, 1)\), and \((1, 0)\). It is clear that alternative \((2, 4)\) is worse than \((2, 1)\). For \((a_1, b_1) = (1, 0)\) and \((a_2, b_2) = (2, 1)\) we have:

- \( b_1 \frac{\Delta a}{\Delta b} - a_1 = -1, \quad b_1 \left( l - \frac{\Delta a}{\Delta b} \right) = -9, \quad b_u \left( u - \frac{\Delta a}{\Delta b} \right) = -6 \)

So \( b_u \left( u - \frac{\Delta a}{\Delta b} \right) \leq b_1 \frac{\Delta a}{\Delta b} - a_1 \) and Algorithm I returns alternative \((a_2, b_2) = (2, 1)\). Thus \((2, 1)\) is the best alternative for machine 5.

3. For every unassigned part (column) in the same way using Algorithm I we compare all possible alternatives of adding it to one of the existing cells or leaving it unassigned. However in this case we take into account only ones and zeroes which lie in the rows already assigned in the given partial solution.
In our example part 8 has only zeroes in this area and so it is better not to add it to any cell. For part 9 \((j = 9)\) we have 3 alternatives: 1) \((1, 1)\) - add it to cell 1 putting 1 one and 1 zero inside; 2) \((0, 1)\) - add it to cell 2 putting 0 ones and 1 zero inside; 3) \((0, 0)\) - do not add it to any cell. It is clear that \((0, 1)\) is a bad alternative and we need to compare only \((a_1, b_1) = (0, 0)\) and \((a_2, b_2) = (1, 1)\). We have \(n_1^j = 1, n_0^j = 2, l = a_c/b_c = 11/20, u = (n_1 - \bar{n}_0^\text{out} - n_1^j)/b_c = 18/20, b_l = 20, b_u = n_1 + n_0 - \bar{n}_0^\text{out} - n_0^j = 34\). The values needed to apply Algorithm 1 are:

\[
\frac{b_1}{\Delta b} - a_1 = 0, \quad b_l \left( l - \frac{\Delta a}{\Delta b} \right) = -9, \quad b_u \left( u - \frac{\Delta a}{\Delta b} \right) = -3.4
\]

So \(b_u \left( u - \frac{\Delta a}{\Delta b} \right) \leq b_1 \frac{\Delta a}{\Delta b} - a_1\) and Algorithm 1 returns alternative \((a_2, b_2) = (1, 1)\) as the best alternative for part 9.

4. We calculate the upper bound by putting inside all the ones and zeroes corresponding to the best alternatives chosen for all unassigned machines and parts. For our example the corresponding solution which gives an upper bound to the relaxed CFP problem (and thus to the original CFP problem also) is shown in Table 4. For this example we have \(UB = \frac{11 + 4 + 2 + 1}{19 + 0 + 1 + 1} = 18/21 \approx 0.86\).

4 Results

The suggested branch and bound algorithm has been able to solve 21 of 35 popular benchmark instances from the literature exactly and to find good solutions for the remaining 14 instances. The results are presented in Table 5. All computations were run on Intel Core i7 with 16Gb RAM. Note that the algorithm was run without any initial solution while in the results reported by Bychkov et al. (2014) the best-known solutions were used as initial. The results show that the developed algorithm is more efficient than the approach suggested by Bychkov et al. (2014).
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