Eliminating spin contamination in auxiliary-field quantum Monte Carlo: realistic potential energy curve of $F_2$
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The use of an approximate reference state wave function $|\Phi_r\rangle$ in electronic many-body methods can break the spin symmetry of Born-Oppenheimer spin-independent Hamiltonians. This can result in significant errors, especially when bonds are stretched or broken. A simple spin-projection method is introduced for auxiliary-field quantum Monte Carlo (AFQMC) calculations, which yields spin-contamination-free results, even with a spin-contaminated $|\Phi_r\rangle$. The method is applied to the difficult $F_2$ molecule, which is unbound within unrestricted Hartree-Fock (UHF). With a UHF $|\Phi_r\rangle$, spin contamination causes large systematic errors and long equilibration times in AFQMC in the intermediate, bond-breaking region. The spin-projection method eliminates these problems, and delivers an accurate potential energy curve from equilibrium to the dissociation limit using the UHF $|\Phi_r\rangle$. Realistic potential energy curves are obtained with a cc-pVQZ basis. The calculated spectroscopic constants are in excellent agreement with experiment.

PACS numbers: 71.15.-m, 02.70.Ss, 31.25.-v, 31.15.Ar

I. INTRODUCTION

A standard approach in many-body electronic structure methods is to obtain ground and excited state energies from an approximate reference state wave function $|\Phi_r\rangle$. For example, the coupled-cluster (CC) approximation with single, double, and perturbative triple excitations [CCSD(T)], which is widely available in quantum chemistry computer codes, typically uses a Hartree-Fock (HF) single-determinant $|\Phi_r\rangle$. Ground state quantum Monte Carlo (QMC) stochastic methods, which are exact in principle, use projection from any $|\Phi_r\rangle$ that has non-zero overlap with the ground state wave function (WF). In practice, however, the Fermionic sign problem must be controlled to achieve accurate results. Diffusion QMC (DMC) uses a single- or multi-reference WF to impose approximate Fermionic nodal boundary conditions in real space and also includes a Jastrow factor to reduce the stochastic variance. The recently developed phaseless auxiliary-field quantum Monte Carlo (AFQMC) method is an alternative and complementary QMC approach, which samples the many-body wave function with random walkers in the space of Slater determinants. AFQMC provides a different route to controlling the sign problem, using the complex overlap of the walkers with $|\Phi_r\rangle$, which is frequently just a single HF determinant. Like the CC method, the AFQMC method works in a chosen single-particle basis, and it has been successfully applied using Gaussian and plane wave basis sets.

While these correlated methods are generally quite accurate near equilibrium geometries, the use of an approximate $|\Phi_r\rangle$ can introduce uncontrolled errors as bonds are stretched or broken. The main reason for this is that correlation effects become increasingly important in the transition region where a system begins to dissociate into its fragments, which are themselves often open shell systems. The quality of $|\Phi_r\rangle$ typically degrades in this region, since it is derived from a simple level of theory. A second reason is the breaking of spin or spatial symmetries in these simple reference WFs.

In previous applications, phaseless AFQMC with an unrestricted Hartree-Fock (UHF) single-determinant $|\Phi_{UHF}\rangle$ was found to often give better overall and more uniform accuracy than CCSD(T) in mapping the potential-energy curve (PEC) [10,12,13]. In some cases, however, such as the BH and N$_2$ molecules, achieving quantitative accuracy of a few mE$_h$ for the entire PEC required multi-determinant $|\Phi_r\rangle$. In these cases, spin contamination did not appear to be a major source of the error seen in the calculations with UHF reference states. In this paper, we show that, with a single-determinant $|\Phi_{UHF}\rangle$, the AFQMC potential energy curve of the difficult $F_2$ molecule is qualitatively incorrect in the intermediate dissociation region. Spin contamination of $|\Phi_{UHF}\rangle$ is found to be the dominant factor for this error. We describe a simple spin-projection method to effectively remove spin-contamination effects.

With $|\Phi_{UHF}\rangle$ and the spin-projection method, the AFQMC results of $F_2$ are shown to be accurate (within a few mE$_h$ of the near-exact CCSDTQ result) across the entire PEC. One of the main appeals of QMC methods is that the computational cost typically scales with systems size as a low power. Using larger basis sets (cc-pVTZ and cc-pVQZ), we then obtain realistic PECs and spectroscopic constants and compare them with experimental results.

The remainder of the paper is organized as follows. Section II discusses the difficulties in calculating accurate $F_2$ PECs. In Section III a simple method is described that removes spin-contamination effects in AFQMC calculations. Realistic $F_2$ potential energy curves and spectroscopic constants are presented in Section IV. Finally, Section V summarizes and discusses our principal results.

II. SPIN CONTAMINATION EFFECTS IN THE DISSOCIATION OF THE $F_2$ MOLECULE

The difficulty in treating the dissociation of the $F_2$ molecule is already evident at the mean-field level of theory. The upper panel of Fig. I shows PECs from HF and density functional theory (DFT). UHF does not predict a bound molecule [21,22].
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For the small (cc-pVDZ) basis set related methods, is illustrated in the bottom panel of Fig. 1. The poor results in this regime are due to spin contamination of the UHF reference state WF (see text).

The AFQMC PEC calculated with $|\Phi^{\text{UHF}}_r\rangle$ (labeled AFQMC/UHF) shows good agreement with RCCSDTQ near equilibrium and in the dissociation limit, as seen in Fig. 2. In the intermediate regime, however, AFQMC/UHF shows deviations of more than 20 mE_h. The poor results in this regime are due to the AFQMC phase-free approximation when it is applied to a walker population that is spin-contaminated. The approximation, which depends on the accuracy of $|\Phi_r\rangle$, is analogous to that in the fixed node DMC method, whose performance depends on the accuracy of the $|\Phi_{r\sigma}\rangle$ nodal hypersurface. In view of the inability of $|\Phi^{\text{UHF}}_r\rangle$ to even bind F_2 and its poor quality in the intermediate regime, the inaccurate AFQMC results are perhaps not too surprising.

A brute force approach to improve the AFQMC PEC is to use a better $|\Phi_r\rangle$, through the use of a multi-determinant reference wave function. Indeed, using a generalized valence bond (GVB) or complete active space self consistent field (CASSCF) in AFQMC (labeled AFQMC/GVB and AFQMC/CASSCF, respectively) eliminates most of the error, as shown in Fig. 3. The GVB WF is a perfect-pairing GVB(1/2) wave function, where the electron pair responsible for the chemical bonding in F_2 (those in the $2p_z\sigma_{\text{orbital}}$ in RHF) now occupy a pair of nonorthogonal, $2p_z$-atomic-like orbitals. The GVB WF has the proper dissociation limit.
The CASSCF(10,12) is for 10 active electrons and an active space of 12 molecular orbitals. The CASSCF WF is truncated, retaining only those determinants whose weights (the square of the configuration-interaction coefficients) are greater than $4 \times 10^{-4}$. (The adequacy of this cutoff was tested by performing additional calculations including determinants with weights larger than $10^{-4}$ in the trial WF. Within statistical errors, QMC energies similar to those with the higher weight cutoff were obtained.) The computational cost in AFQMC with a multi-determinant $|\Phi_r\rangle$ scales linearly with the number of determinants, although the real cost is typically less since a better $|\Phi_r\rangle$ reduces statistical errors. In the next section, we show that the improved AFQMC/GVB and AFQMC/CASSCF PECs are largely due to the elimination of errors from spin contamination.

III. ELIMINATING SPIN CONTAMINATION IN AFQMC: SPIN PROJECTION METHOD

While the exact eigenstates of a spin-independent non-relativistic electronic Hamiltonian are eigenstates of the total spin operator $S^2$ and its $z$ component $S_z$, approximate wave functions may not be eigenstates of $S^2$ unless special care is taken. Such approximate wave functions are called spin contaminated. For simplicity, we restrict the discussion in this section to the case where the reference state wave function is given by $|\Phi_r^{\text{UHF}}\rangle$ with $S_z = 0$, approximating the exact singlet ground state $|\Phi_0^s\rangle$. In this case $|\Phi_r^{\text{UHF}}\rangle$ will generally be spin contaminated, i.e., containing triplet $|\Psi^t\rangle$ and higher spin states:

$$|\Phi_r^{\text{UHF}}\rangle = c_s|\Psi^s\rangle + c_t|\Psi^t\rangle + \ldots,$$

where $|\Psi^s\rangle$ is a linear combination of the ground and excited singlet states. In the UHF result of Fig. 1 the expectation value of the total electronic spin operator $S^2$ in $|\Phi_r^{\text{UHF}}\rangle$ is 0.362, 0.978, and 1.004 at $R/R_e = 1.0, 1.5$, and 3.0, respectively, indicating a high level of spin contamination in which the triplet component grows as the molecule is stretched. Ideally, AFQMC projection of $|\Phi_r^{\text{UHF}}\rangle$ would lead to the exact spin-contamination-free ground state, since

$$\left( e^{-\tau \hat{H}} \right)^n |\Phi_r^{\text{UHF}}\rangle \rightarrow C_0|\Phi_0^s\rangle + C_1 e^{-n \tau (E_0^s-E_0^t)}|\Phi_1^t\rangle,$$

where $|\Phi_1^t\rangle$ is the exact first excited state, $\tau$ is the time-step parameter, and as $n \rightarrow \infty$, all components except $|\Phi_0^s\rangle$ become vanishingly small. The use of the phase-free approximation however, effectively modifies this projection so that a triplet component can survive. Thus, the population of AFQMC random walkers will be spin contaminated if it was initialized with $|\Phi_r^{\text{UHF}}\rangle$. In F$_2$, the presence of a nearby triplet state at bond lengths $R/R_e \gtrsim 1.4$ exacerbates this, and this is where the AFQMC/UHF PEC shows the largest error.

In the previous section, spin contamination in AFQMC was eliminated through the use of a (nearly) spin-pure multi-determinant $|\Phi_r\rangle$, which effectively filters the population of random walkers, retaining only the spin-pure component regardless of how the population was initialized. The GVB $|\Phi_r\rangle$ is spin-contamination-free by design, and the truncated CASSCF $|\Phi_r\rangle$ is nearly free of spin contamination. The elimination/reduction of spin contamination in the GVB and truncated CASSCF $|\Phi_r\rangle$ is a main factor in the improvement of the corresponding QMC results. A strong clue to this is seen in the case with GVB $|\Phi_r\rangle$, where the GVB WF has only two determinants and has a variational energy within $\sim 1$ m$E_h$ that of the UHF at $R/R_e = 1.5$ (see Table III), and yet QMC/GVB greatly improves over QMC/UHF.

A simpler way to eliminate spin contamination in AFQMC...
components of local energy. Table I tabulates the energies for all methods. PEC is in excellent agreement with the RCCSDTQ result, using the cc-pVDZ basis. We see that the sp-AFQMC/UHF is initialized to a spin-pure Slater determinant with each walker in the population.

Here we use a spin-pure state to initialize the walkers. Since higher spin states have no effect on either the AFQMC projection curves which preserve spin symmetry, this of course does not have to be the case. Here we use a spin-pure state to initialize the walkers. Since each walker in the population \{ | \phi_s \rangle \} remains spin-pure, the local energy \( E_L[| \phi_s \rangle] \) projects out the triplet and higher components of \(| \Phi_{\mathrm{UHF}} \rangle\):

\[
E_L[| \phi_s \rangle] = \frac{\langle \Phi_{\mathrm{UHF}} | \hat{H} | \phi_s \rangle}{\langle \Phi_{\mathrm{UHF}} | \phi_s \rangle}.
\]

The mixed estimator for the ground state energy is determined by the local energy, so it too is spin-uncontaminated. Thus, higher spin states have no effect on either the AFQMC projection, the phase-free approximation, or the ground state energy estimation.

The spin-projected AFQMC (sp-AFQMC) method described above shows a dramatic improvement over the spin-contaminated AFQMC/UHF in \( E_\text{h} \), as seen in Fig. 4. In the sp-AFQMC/UHF calculations, the walker population is initialized with the RHF solution \(| \phi_s \rangle = | \text{RHF} \rangle\), but \(| \Phi_{\mathrm{UHF}} \rangle\) is used to implement the phase-free constraint and to calculate the local energy. Table I tabulates the energies for all methods using the cc-pVDZ basis. We see that the sp-AFQMC/UHF PEC is in excellent agreement with the RCCSDTQ result, with a maximum discrepancy of \( \sim 3 \text{ m}E_\text{h} \). This accuracy is in fact slightly better than that of either AFQMC/CASSCF or AFQMC/GVB

In addition to removing spurious spin contamination effects in the calculated AFQMC energy, sp-AFQMC can sometimes also reduce the imaginary time [see Eq. (2)] needed to obtain energy equilibration. This is illustrated in Fig. 5 for the BH molecule. The spin-contaminated AFQMC/UHF has an equilibration time \( n \tau \sim 10 \text{ a.u.} \) about an order of magnitude larger than the spin-contamination-free sp-AFQMC/UHF \( (n \tau \sim 10 \text{ a.u.}) \). For comparison, the curve from AFQMC using \(| \Phi_{\mathrm{RHF}} \rangle\) is also shown. Starting from the same initial state, the sp-AFQMC/UHF has a shorter equilibration time similar to sp-AFQMC/UHF, but the converged result has a larger systematic error, because of the poorer quality of \(| \Phi_{\mathrm{RHF}} \rangle\) as the constraining WF in the phase-free constraint.

![Energy equilibration](image)

**TABLE I:** Comparison of computed \( F_2 \) PEC for various methods, using the cc-pVDZ basis. The RCCSDT and RCCSDTQ results are from Ref. [21]. Energies are in \( E_\text{h} \), QMC statistical errors are on the last digit and are shown in parentheses.

| \( R/R_\text{e} \) | \( \text{RHF} \) | \( \text{UHF} \) | \( \text{GVB} \) | \( \text{CASSCF}(10,12) \) | \( \text{AFQMC/CASSCF}(10,12) \) | \( \text{RCCSD(T)} \) | \( \text{RCCSD(T)} \) | \( \text{RCCSDTQ} \) | \( \text{AFQMC/UHF} \) | \( \text{AFQMC/GVB} \) |
|---|---|---|---|---|---|---|---|---|---|---|
| 1.0 | \(-198.685670\) | \(-198.695746\) | \(-198.761466\) | \(-198.886738\) | \(-199.101152\) | \(-199.100100\) | \(-199.101417\) | \(-199.102961\) | \(-199.10124(2)\) | \(-199.1024(2)\) |
| 1.25 | \(-198.612171\) | \(-198.735754\) | \(-198.748618\) | \(-198.874892\) | \(-199.079790\) | \(-199.060126\) | \(-199.064493\) | \(-199.067145\) | \(-199.0642(9)\) | \(-199.06932(3)\) |
| 1.5 | \(-198.527711\) | \(-198.750892\) | \(-198.743801\) | \(-198.850284\) | \(-199.081058\) | \(-199.059302\) | \(-199.056170\) | \(-199.058153\) | \(-199.0599(4)\) | \(-199.06193(5)\) |
| 2.0 | \(-198.419839\) | \(-198.750597\) | \(-198.743650\) | \(-198.849831\) | \(-199.090213\) | \(-199.058784\) | \(-199.055755\) | \(-199.058023\) | \(-199.06107(3)\) | \(-199.06157(3)\) |
| 2.5 | \(-198.374025\) | \(-198.750518\) | \(-198.743750\) | \(-198.849732\) | \(-199.090213\) | \(-199.058784\) | \(-199.055755\) | \(-199.058023\) | \(-199.06107(3)\) | \(-199.06157(3)\) |
| 3.0 | \(-198.355748\) | \(-198.750518\) | \(-198.743650\) | \(-198.849732\) | \(-199.090213\) | \(-199.058784\) | \(-199.055755\) | \(-199.058023\) | \(-199.06107(3)\) | \(-199.06157(3)\) |
less approximation. The different behaviors of the equilibration time can be understood by comparing with FCI-derived RHF and UHF projections, which are shown in Fig. 5. We calculate the “exact” projection results by expanding the UHF and RHF initial WFs in terms of a truncated set of the FCI eigenstates (the first 80 eigenstates, obtained with GAMESS). With a UHF initial WF, the long equilibration time is due to the presence of low-lying triplet components [see Eq. (1)], which results in smaller effective gap $(E_1 - E_0)$ in Eq. (2). The RHF WF, on the other hand, has no overlap with any triplet state, and consequently the effective gap is larger and the equilibration time shorter.

### IV. REALISTIC $F_2$ POTENTIAL ENERGY CURVE: BASIS-SET CONVERGED SPIN-PROJECTED AFQMC RESULTS

We have shown that the sp-AFQMC PEC is accurate at the double zeta cc-pVTZ level, where near-exact CCSDTQ coupled-cluster results are available for comparison. As a function of bond stretching, sp-AFQMC delivers more uniform accuracy than RCCSD(T) and UCCSD(T) for the difficult $F_2$ molecule, with absolute errors of a few $mE_h$ or less. In this section, we employ large basis sets to obtain a realistic PEC. We also compute $F_2$ spectroscopic constants and compare them with experimental results.

Figure 6 presents the PECs of $F_2$ computed using sp-AFQMC/UHF for cc-pVTZ and cc-pVQZ basis sets. For comparison, PECs from B3LYP, RCCSD(T) and UCCSD(T) are also shown, representing the best current theoretical results. (The B3LYP curves were shifted to agree with sp-AFQMC/UHF at $R/R_e = 3$.) The sp-AFQMC/UHF energies corresponding to Fig. 6 are also tabulated in Table III.

Computed spectroscopic constants are given in Table III together with those from the many-body RCCSD(T) and UCCSD(T), and the independent-electron LSDA, GGA/PBE, and B3LYP methods. The spectroscopic constants were obtained by fitting the calculated PECs in the range $0.8 \leq R/R_e \leq 1.25$ to a three-term extended Morse curve

$$E(r) = E_0 + \sum_{n=2}^{4} \frac{C_n}{a^n} \left[ 1 - e^{-a(r-r_e)} \right]^n.$$  

The fitting procedure yields the molecular electronic energy, $E_0 = E(r_e)$, equilibrium bond length $r_e$, and the harmonic frequency $\omega_0 = \sqrt{C_2/2\mu}$, where $\mu$ is the reduced mass of the $F_2$ molecule. The dissociation energy is given by $D_e = E(3R_e) - E(r_e)$. For comparison, $D_e$ calculated from $2E(\text{atom}) - E(r_e)$, where $E(\text{atom})$ is a well-converged energy for the isolated atom, is also shown for the many-body results in the TZ and QZ basis sets.

The values of sp-AFQMC/UHF $r_e$ and $\omega_0$ in Table III are in excellent agreement with experiment. The dissociation energy $D_e = E(3R_e) - E(r_e)$ is overestimated, however. This is due to the overestimation of the total energy at large $R/R_e = 3$, which reflects the deficiency of a simple UHF $|\Psi_r\rangle$ in AFQMC for open-shell systems, as previously noted. To obtain a more accurate $D_e$, an AFQMC calculation was performed for the isolated F atom with a truncated CASSCF(7,13) $|\Psi_r\rangle$. The 2s through 3d orbitals were included in the active space of the CASSCF WF. The truncation retains determinants with weight greater than $2 \times 10^{-4}$, resulting in $|\Psi_r\rangle$ with 47 determinants. In cc-pVQZ, the atomic energy thus calculated is $E(\text{atom}) = -99.6811(5) E_h$, while the corresponding RCCSD(T) and UCCSD(T) values are $-99.681704$ and $-99.681576 E_h$, respectively. The dissociation energy obtained with $D_e = 2E(\text{atom}) - E(r_e)$ is in excellent agreement with experiment.

The variations in the results from the TZ to the QZ basis sets are still visible but quite small (especially in $r_e$ and $\omega_0$). It is thus reasonable to expect the residual finite basis set error to be small in the QZ basis. A simple extrapolation to the infinite basis limit increases $D_e$ by only $0.02 \text{ eV} (0.7 mE_h)$ from the cc-pVQZ value. The shape of the sp-AFQMC PEC should thus be very close to that at basis set convergence. (In contrast, the residual error of the cc-pVQZ absolute molecular energies is approximately $110 mE_h$, estimated using nonrelativistic energies published in the literature.)

Compared to the sp-AFQMC/UHF PEC, the RCCSD(T) and UCCSD(T) PECs in Fig. 6 show the same shortcomings as seen with the cc-pVDZ basis in Fig. 1. While the RCCSD(T) PEC near equilibrium is in good agreement with sp-AFQMC/UHF, it is very poor in the dissociation limit. For this reason, the RCCSD(T) dissociation energy $D_e$ shown in Table III is computed only from $D_e = 2E(\text{atom}) - E(r_e)$. The UCCSD(T) PEC is accurate in the dissociation limit, but its shape is significantly distorted near equilibrium. Consequently, the UCCSD(T) spectroscopic constants are not in as good agreement with experiment. The RCCSD(T) $r_e$ and $\omega_0$ are also in excellent agreement with experiment, while the UCCSD(T) $\omega_0$ is $13\%$ too large. This is consistent with
As expected, LSDA, GGA/PBE, and B3LYP show more rapid convergence with basis set size than the correlated methods. The B3LYP $D_e$ is good, but since the shape of its PEC is incorrect, $\omega_0$ is $\sim 20\%$ too large and the equilibrium bond length is too small. (The large discrepancy here underscores the difficult nature of F$_2$; in other molecules, B3LYP results are typically found to be in good agreement with experiment.) Both LSDA and GGA/PBE have poor $\omega_0$ and $D_e$, while their equilibrium bond lengths $r_e$ are within $\sim 2\%$ of experiment.

### V. SUMMARY AND DISCUSSION

The accuracy of AFQMC depends on the reference wave function $|\Phi_r\rangle$, which is used to implement the phase-free constraint. This is analogous to DMC, which uses a reference $|\Phi_r\rangle$ to impose the fixed-node approximation to control the sign problem. In previous applications, AFQMC was found to have less reliance on the quality of $|\Phi_r\rangle$, and frequently a single-determinant $|\Phi_r\rangle$ was found adequate. In these cases, the best results were obtained using the best variational single-determinant reference state, namely the HF solution when RHF and UHF are the same (e.g., in the H$_2$O molecule at equilibrium), or the UHF solution $|\Phi_{UHF}\rangle$ when the two differ. Moreover, the AFQMC method seemed relatively insensitive, within the spin unrestricted framework, to whether a HF,
DFT, or hybrid B3LYP Slater determinant was used as $|\Phi_r\rangle$. In some cases, however, such as the BH and N$_2$ molecules, achieving quantitative accuracy of a few m$E_h$ for the entire PEC required multi-determinant $|\Phi_r\rangle$.

It is shown here that, with $|\Phi_{r,\text{UHF}}\rangle$, the AFQMC PEC of the difficult F$_2$ molecule is qualitatively incorrect in the intermediate dissociation region. Spin-contamination is identified as the primary source of the error. We have introduced a simple scheme, sp-AFQMC, that effectively removes spin-contamination effects, regardless of the choice of $|\Phi_r\rangle$. It is also illustrated how spin projection can often shorten the AFQMC equilibration time. F$_2$ calculations with sp-AFQMC/UHF were shown to give a PEC whose accuracy is better than a few m$E_h$ across the entire curve in the cc-pVDZ basis. To our knowledge, these are the most accurate results were found to be in excellent agreement with experiment.

The full PEC curves from equilibrium to the dissociation limit were then calculated with cc-pVTZ and cc-pVQZ basis sets. Spectroscopic constants with the cc-pVTZ basis were found to be in excellent agreement with experiment.

The sp-AFQMC results with a single determinant $|\Phi_{r,\text{UHF}}\rangle$ are comparable to those obtained with a multi-determinant $|\Phi_r\rangle$ trial WF from GVB or CASSCF. The spin-projection method thus further reduces the reliance of AFQMC on the choice of $|\Phi_r\rangle$, which is one of its most desirable features.

While the focus has been mainly on AFQMC using a single determinant $|\Phi_{r,\text{UHF}}\rangle$ reference wave function, the method may also prove useful with multi-determinant $|\Phi_r\rangle$ with significant spin contamination. This could arise, for example, in treating correlated transition metal systems with truncated CASSCF wave functions.
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