Resource theories provide a general framework for the characterization of properties of physical systems in quantum mechanics and beyond. Here, we introduce methods for the quantification of resources in general probabilistic theories (GPTs), focusing in particular on the technical issues associated with infinite-dimensional state spaces. We define a universal resource quantifier based on the robustness measure, and show it to admit a direct operational meaning: in any GPT, it quantifies the advantage that a given resource state enables in channel discrimination tasks over all resourceless states. We show that the robustness acts as a faithful and strongly monotonic measure in any resource theory described by a convex and closed set of free states, and can be computed through a convex optimization problem.

Specializing to continuous-variable quantum mechanics, we obtain additional bounds and relations, allowing an efficient computation of the measure and comparison with other monotones. We demonstrate applications of the robustness to several resources of physical relevance: optical nonclassicality, entanglement, genuine non-Gaussianity, and coherence. In particular, we establish exact expressions for various classes of states, including Fock states and squeezed states in the resource theory of nonclassicality and general pure states in the resource theory of entanglement, as well as tight bounds applicable in general cases.

I. INTRODUCTION

The success of quantum mechanics in fields such as computation, communication, and information processing owes to the fact that certain properties of quantum systems, dubbed resources, can be exploited to enable significant advantages over purely classical methods in practical tasks. A central aim in the investigation of such properties is their quantification, that is, the development of ways to measure and compare the resources contained in quantum systems [1]. This can be done in two seemingly different ways. On the one hand, we can identify tasks of particular importance and ask: how useful is the given state in performing this task? [1–4] On the other hand, we can approach resource quantification from a very general, abstract perspective, and establish resource measures which apply to broad classes of resources [1, 5–10]. The latter approach is attractive as it can reveal common features connecting very different physical phenomena and is immediately applicable in a variety of settings, but it often lacks a direct relation with the operational significance of resources. The recent years have seen remarkable progress in connecting the two approaches, showing that resource measures which directly quantify practical advantages can be defined in broad classes of resource theories [3, 4, 9, 11–19].

In the search for a universal axiomatic characterization of resources, it is then appealing to ask whether these general quantitative methods can apply even in physical theories beyond quantum mechanics [5, 6]. The framework of general probabilistic theories (GPTs) [20–23] provides a formalism which encompasses both quantum and classical probability theory among a myriad of more general theories, and indeed resources can be studied also in this setting [8, 9, 24–28]. In particular, Ref. [9] extended the connection between resource quantification and advantages in operational tasks also to resource theories in GPTs.

A major issue with the aforementioned approaches is that they typically apply only to finite-dimensional state spaces, or they place significant restrictions on the resources in consideration. This prevents us from being able to use them in the description of some of the most fundamental physical settings, such as quantum optical systems or GPTs in general Banach spaces. An extension of the known results is non-trivial: the previously studied methods explicitly make use of the simplified topological structure of finite-dimensional spaces, and the optimization problems which define the relevant resource measures have not been characterized in the considerably more complex infinite-dimensional setting.

In this work, we develop a general method of quantifying resources in infinite dimensions, applicable both to quantum mechanics and broader GPTs, and directly connected with the performance advantage in practical tasks. The framework is based on a measure called the robustness, which found use in a variety of finite-dimensional settings in quantum mechanics [4, 7, 9, 11, 14, 15, 17, 29–31] and in GPTs [9], but hitherto has not been considered in infinite-dimensional spaces. In particular, we introduce a variant of the robustness applicable to infinite-dimensional theories and show that it directly quantifies the maximal advantage that a given state provides in a family of channel discrimination tasks. This extends from the finite-dimensional cases a deep connection between resource
quantification and the fundamental operational tasks of discrimination. The results apply to any resource theory described by a convex and closed set of states in any GPT, ensuring immediate applicability to the vast majority of physical settings of interest. Our methods rely on a novel extension of the optimization methods which underlie the robustness measure to arbitrary Banach spaces, explicitly considering in detail the issues which arise in such a generalization, and obtaining a characterization of properties such as strong duality. We further use our results to show that the robustness satisfies all of the requirements commonly desired from a valid resource measure [1, 32], including faithfulness and strong monotonicity.

Specializing to continuous-variable quantum mechanics, we introduce methods to simplify the evaluation of the robustness in several cases, and show that the measure can be computed analytically for some of the most relevant examples of states in resource theories of nonclassicality, entanglement, coherence, and genuine non-Gaussianity. We in particular establish exact expressions or tight bounds for: Fock states, squeezed states, and cat states in the resource theory of nonclassicality, as well as all pure states and an important mixed state based on the Hilbert operator in the resource theories of entanglement and coherence. We compare the robustness to a related resource measure often employed in finite dimensions, the standard robustness, diverging to infinity, and show in particular that this behavior is finite and well-behaved but the standard robustness measure is finite and well-behaved in important continuous-variable resource theories such as entanglement, nonclassicality, and coherence. We compare the robustness to a related resource quantifier in general resource theories, satisfying desirable properties and computable in many cases.

Specifically, we provide examples of states where our robustness behaves monotone in important continuous-variable resource measures which underlie the robustness measure to arbitrary Banach spaces, explicitly considering in detail the issues which arise in such a generalization, and obtaining a characterization of properties such as strong duality. We further use our results to show that the robustness satisfies all of the requirements commonly desired from a valid resource measure [1, 32], including faithfulness and strong monotonicity.

Finally, in Section VII we explicitly apply the robustness to the resource theories of nonclassicality (Sec. VII A), entanglement (Sec. VII B), genuine non-Gaussianity (Sec. VII C), and coherence (Sec. VII D), obtaining a multitude of resource-specific results.

II. PRELIMINARIES

We first introduce some basic notation that will be used throughout the paper.

Given a real topological vector space $\mathcal{V}$, we will use $\mathcal{V}^*$ to denote its continuous dual space, that is, the space of continuous linear functionals $F: \mathcal{V} \rightarrow \mathbb{R}$. We write $\langle F, x \rangle = F(x)$ for any $x \in \mathcal{V}, F \in \mathcal{V}^*$.

A set $\mathcal{S}$ is called convex if $tx + (1 - t)y \in \mathcal{S}$ for any $x, y \in \mathcal{S}$ and $t \in [0, 1]$, and it is called a cone if $x \in \mathcal{S} \Rightarrow \lambda x \in \mathcal{S}$ for all $\lambda \in \mathbb{R}_+$. We will use $\text{conv}(\mathcal{S}) = \left\{ \sum_{i=1}^n c_i x_i | x_i \in \mathcal{S}, c_i \in \mathbb{R}_+, \sum c_i = 1 \right\}$ to denote the convex hull of $\mathcal{S}$, that is, the smallest convex set which contains $\mathcal{S}$; analogously, $\text{cone}(\mathcal{S}) = \left\{ \lambda x | x \in \mathcal{S}, \lambda \in \mathbb{R}_+ \right\}$ will denote the conic hull of $\mathcal{S}$, and $\text{cl}(\mathcal{S})$ the closure of $\mathcal{S}$, that is, the smallest closed set which contains $\mathcal{S}$. For two sets $\mathcal{S}, \mathcal{R}$, we use $\mathcal{S} + \mathcal{R} = \left\{ s + r | s \in \mathcal{S}, r \in \mathcal{R} \right\}$ to denote their Minkowski sum. Given a set $\mathcal{S} \subseteq \mathcal{V}$, its dual cone $\mathcal{S}^* \subseteq \mathcal{V}^*$ is given by $\left\{ y \in \mathcal{V}^* | \langle y, x \rangle \geq 0 \forall x \in \mathcal{S} \right\}$.

As is standard in optimization theory, we will take $\inf \emptyset = \infty$ and $\sup \emptyset = -\infty$. We will allow algebraic operations involving infinity whenever it leads to no ambiguities, with $c + \infty = \infty$ and $\infty \cdot c = \text{sgn}(c)\infty$ for any $c \in \mathbb{R}$. We use log to denote the logarithm to the base 2 and $\ln$ for the natural logarithm.

A. General probabilistic theories

We provide a brief introduction to the formalism of GPTs based on standard references [20, 22, 34]; see also [23, Ch. 1-2] for a modern rigorous introduction to the concepts. GPTs can be thought of a generalization of the formalism of quantum mechanics, aiming to recover a characterization of the probabilistic and statistical aspects of the manipulation of physical systems in an axiomatic manner. While some literature considers only the technically more elementary finite-dimensional case, here we set out to describe the GPT machinery in full generality. The universality of the formalism described below rests upon a result by Ludwig [20, Ch. IV, Thm. 3.7], which deduced it from first principles — we expand on that below.

Our setting will be a base norm Banach space, namely, a type of ordered Banach space in which the order and the norm structures are intimately related with each other. To understand this notion better, let us discuss how a base norm space can be constructed. The basic object of interest is an ordered vector space $\mathcal{V}$, equipped with the positive cone $\mathcal{C}$, which induces a partial order on $\mathcal{V}$ according to $x \preceq y \iff y - x \in \mathcal{C}$. For $(\mathcal{V}, \preceq)$ to be an ordered vector space, we need $\mathcal{C}$ to be a convex cone (i.e., $\lambda \mathcal{C} + \mu \mathcal{C} \subseteq \mathcal{C}$ for all $\lambda, \mu \geq 0$) that is also...
pointed (i.e., $C \cup (-C) = \{0\}$). In what follows, we will also assume that $C$ is spanning (i.e., $C - C = \mathcal{V}$).

The (algebraic) dual $\mathcal{V}^*$ of an ordered vector space $\mathcal{V}$ can itself be turned into an ordered vector space by the choice of the dual cone $C^*$ as the positive cone of $\mathcal{V}^*$. To define a GPT we also need to single out a strictly positive functional $U \in C^*$ called the unit effect. Here, strict positivity means that $\langle U, x \rangle \geq 0$ for all $x \in C$, with equality if and only if $x = 0$. The order unit can be used to construct the state space $\Omega := \{ x \in C \mid \langle U, x \rangle = 1 \}$ as well as the function $\| \cdot \|_\Omega : \mathcal{V} \to [0, 1]$ defined by

$$
\|x\|_\Omega := \inf \left\{ \lambda_+ + \lambda_- \mid x = \lambda_+ \omega_+ - \lambda_- \omega_-, \lambda_+ \in \mathbb{R}_+, \lambda_- \in \Omega \right\} = \inf \{ \langle U, x_+ - x_- \rangle \mid x_+ - x_- \in C \}.
$$

In the above setting, it is not difficult to verify that $\| \cdot \|_\Omega$ is always at least a seminorm. For $\mathcal{V}$ to be a Banach space, $\| \cdot \|_\Omega$ needs to be a norm which makes $\mathcal{V}$ complete\(^1\), in which case we refer to $\mathcal{V}$ as a base norm Banach space with base $\Omega$. We can then, without loss of generality, assume that $C$ and $\Omega$ are both closed sets with respect to the topology induced by the base norm $\| \cdot \|_\Omega$.

Hereafter, we will always assume that $\mathcal{V}$ is a base norm Banach space, and we will use the topology induced by the norm $\| \cdot \|_\Omega$ unless stated otherwise.

In order to axiomatically define the concept of a measurement, we need to consider linear functionals $E : \Omega \to \mathbb{R}$ whose values correspond to the probability of obtaining a certain measurement outcome. Under the so-called no restriction hypothesis $[20, 36, 37]$, which we will take as an axiom, the set of physically implementable measurement functionals is then formed by all possible continuous linear functionals $E : \Omega \to [0, 1]$, which is precisely the set of functionals $E$ such that $0 \leq E \leq U$. Any such functional is called an effect, and a collection of effects $\{E_i\}$ such that $\sum_i E_i = U$ will be called a measurement, since its outcomes sum up to a valid probability distribution.

With the above notation, the base norm can be recast into the following dual form:

$$
\|x\|_\Omega = \sup \left\{ \langle E, x \rangle \mid -U \leq E \leq U \right\}.
$$

The dual norm on $\mathcal{V}^*$ is known as the order unit norm

$$
\|Y\|_\Omega = \sup \left\{ \langle Y, x \rangle \mid \|x\|_\Omega \leq 1 \right\} = \sup \{ |\langle Y, \omega \rangle| \mid \omega \in \Omega \}.
$$

Accordingly, we will refer to $\mathcal{V}^*$ as an order unit Banach space.

Before we move on, let us devote a moment to look at quantum theory from this new perspective. Given a Hilbert space $\mathcal{H}$, we can consider the base norm Banach space of all trace class operators on $\mathcal{H}$, ordered by the cone of positive semidefinite operators. Choosing the unit effect to be simply the trace, we see that the corresponding state space is formed by all density operators, i.e., positive semidefinite operators with trace 1. The base norm turns out to coincide with the trace norm $\| \cdot \|_1$, and the dual space with the order unit space of all bounded operators on $\mathcal{H}$, equipped with the operator norm $\| \cdot \|_\infty$. It can be noticed that measurements in the GPT sense generalize the concept of positive operator-valued measure (POVM) elements from quantum mechanics, and that a quantum measurement is simply identified with any valid POVM.

The final component of any GPT are the physical transformations, or channels, between states. This issue is typically more difficult to approach in an axiomatic way $[38, 39]$, making it dependent on the particular setting under consideration. However, we will not need to assume anything about the set of physical transformations save for two of the weakest assumptions: first, that the identity transformation is physical (i.e., doing nothing is allowed), and second, that any physical transformation $\Lambda : \mathcal{V} \to \mathcal{V}'$ always maps a state $\omega \in \Omega$ into a valid state $\Lambda(\omega) \in \Omega'$ in the output state $\mathcal{V}'$. These general assumptions guarantee that our results apply to any physical GPT in consideration.

To consider probabilistic state transformations, we will employ the general notion of an instrument $[22]$. This corresponds to a collection of transformations $\{ \Lambda_i \}$ which are unnormalized channels, in the sense that each $\Lambda_i$ maps a state $\omega$ to another state $\omega'$ with some probability $p_i$, and thus the post-selected output of the transformation can be written as $\Lambda_i(\omega) = p_i \omega'$. To ensure that the overall transformation is physical, we will consider an instrument to be any set $\{ \Lambda_i \} : \mathcal{V} \to \mathcal{V}'$ such that $\Lambda_i(\omega) \in C'$ for all $\omega \in \Omega$, and $\sum_i \Lambda_i$ is a normalization-preserving transformation, i.e., $\langle U, \sum_i \Lambda_i(\omega) \rangle = \langle U, \omega \rangle$. This allows us to treat $\langle U, \Lambda_i(\omega) \rangle$ as the probability of the $i$th transformation occurring.

As already anticipated, the GPT formalism, which may at first glance look as an ad-hoc generalization of quantum mechanics to a broader setting, can be actually deduced from first principles. Namely, the so-called Ludwig embedding theorem $[20, \text{Ch. IV, Thm. 3.7}]$ guarantees that any physical theory that obeys some basic requirements is equivalent to a GPT. Here, a physical theory is intended as a map that associates with every preparation procedure $\omega$ of a fixed physical system and every measurement setting and outcome, together described as $E$, a number $\mu(E, \omega) \in [0, 1]$ that represents the probability of obtaining the outcome $E$ when measuring the system prepared according to the procedure $\omega$. Among the axioms required for the Ludwig embedding theorem to apply, the only less intuitive one is the no-restriction hypothesis $[23, \text{Ch. 1}]$.

B. Resource theories

A resource theory is concerned with the description of the manipulation of physical systems under a set of constraints that single out a specific property of states as a “resource” which — within the given setting — is expensive to generate or preserve.

---

1 Namely, such that all Cauchy sequences converge. Here, a sequence $(x_n)$ of elements of $\mathcal{V}$ is said to be Cauchy if for all $\varepsilon > 0$ one can find an integer $N$ such that $\|x_n - x_m\|_\Omega \leq \varepsilon$ for all $n, m \geq N$, and to converge if there exists $x \in \mathcal{V}$ such that $\lim_{n \to \infty} \|x_n - x\|_\Omega = 0$. 

One then defines the set of free states $F \subseteq \Omega$ as the states which do not possess a given resource, and the free operations $O$ as the channels which can be implemented without using any resource. Any state $\omega \notin F$ and any channel $\Lambda \notin O$ is considered resourceful, and is not allowed to be used for free within the physical constraints of the theory. In its general formulation, the formalism can describe virtually any aspect of manipulating physical states in any desired setting. However, making meaningful statements about general resources and their practical applications can be difficult, since different resources are built upon very different physical constraints, which means that they can have very different sets of free states and admit a variety of different classes of free operations. Our aim will therefore be to remain as general as possible in our investigation, only making very weak assumptions about resources in consideration, so that the results immediately apply to broad classes of resources.

We thus begin with two basic assumptions about the set $F$: that it is closed with respect to the topology induced by the base norm $\|\cdot\|_\Omega$, and that it is convex.

The assumption of closedness is a very natural one in any GPT. It can be understood as a consequence of the fact that the base norm distance $\|\omega - \sigma\|_\Omega$ quantifies the distinguishability of two different states [34, 40–42]. That is, if a sequence of states $\{\omega_n\}$ satisfies $\|\omega_n - \omega\|_\Omega \to 0$, the states in the sequence become indistinguishable from $\omega$ by any measurement. As a consequence, performing any experiment on states in the sequence should yield results consistent with the results one would obtain by performing the experiment on $\omega$ directly. In this sense, we can assume that a resource cannot be generated by simply taking a sequence of resourceless states, as this would contradict their indistinguishability.

Convexity, as we have mentioned, is a ubiquitous feature of GPTs. It relies only on the fundamental assumption that, having access to a preparation procedure which outputs a state $\sigma_1$ with probability $p$ and another state $\sigma_2$ with probability $1 - p$, we are allowed to erase the information about which of the states was prepared, resulting in the probabilistic mixture $p\sigma_1 + (1 - p)\sigma_2$. In most physical contexts, it is then intuitive to expect that simply mixing two states without any resource cannot result in a resourceful state.

While the vast majority of physically relevant resources are convex by definition, in some contexts the free states can form a non-convex set — the most common example being the resource theory based on the set of Gaussian states [43]. However, when considered in an operational setting, it is often easy to prepare mixtures of such states [44, 45], meaning that such convex combinations can also be considered free as they are not able to provide practical advantages when manipulated by free operations. Motivated by this, we will thus take convexity as a basic axiom of the considered resources, and we will call any theory satisfying this property a convex resource theory for clarity.

As for the free operations, we only make the weakest possible assumption: that no free operation can generate any resource from a resourceless state. That is, any free channel $\Lambda$ must satisfy $\sigma \in F \Rightarrow \Lambda(\sigma) \in F$. This class of maps is known as the maximal free operations [1], as any physical class of free operations should be a subset of $O$. In a very similar way, we deem a probabilistic instrument $\{\Lambda_i\}$ to be free whenever $\sigma \in F \Rightarrow \Lambda_i(\sigma) \in \text{cone}(F)$ for all $i$, that is, each $\Lambda_i$ preserves the set of free states up to normalization.

C. Resource monotones

There are many, in general inequivalent, ways to quantify and compare the resource content of a state [1, 7]. An axiomatic characterization of the conditions necessary for a function $M : \Omega \to \mathbb{R}_+ \cup \{\infty\}$ to constitute a valid resource measure has been considered in various works [1, 32, 46]. For simplicity, we will assume that the measure is suitably normalized and shifted so that its minimal value is 1; another common option is to consider 0 as the baseline value. The minimal requirements can then be formulated as follows.

1a) Minimality on the set of free states. That is, $\omega \in F \Rightarrow M(\omega) = 1$.

This is a natural requirement, since free states have less resources than resourceful ones by definition. However, a problem with this definition is that it does not ensure that only free states minimize the given measure. Therefore, a stronger constraint is often imposed:

1b) Faithfulness. That is, $M(\omega) = 1 \iff \omega \in F$.

The condition (1b) is sometimes eschewed in favor of ease of evaluation, as non-faithful monotones can be easier to compute than faithful ones. However, it can be seen that faithfulness is required for any monotone which precisely characterizes a given resource, since any such measure needs to be able to distinguish a free state from a non-free state.

The next condition concerns the behavior of the measure under free operations.

2a) Monotonicity under free operations. That is, $M(\Lambda(\omega)) \leq M(\omega)$ for any $\Lambda \in O$.

This is another natural requirement, since a free operation cannot generate any resources by definition. However, this condition does not capture the fact that state transformations can be performed probabilistically, where — with some nonzero probability — it might actually increase the resource [32]. To account for this, a stronger requirement is often imposed.

2b) Strong monotonicity under free operations. That is, $\sum_i p_i M\left(\frac{\Lambda_i(\omega)}{p_i}\right) \leq M(\omega)$ for any free probabilistic protocol $\{\Lambda_i\}$ where $p_i = \langle U, \Lambda_i(\omega) \rangle$.

We remark that, within quantum mechanics, a weaker notion of strong monotonicity based on the Kraus operators of a channel is often employed [1, 32].

Additionally, in all convex resource theories, a natural property that we previously discussed is that probabilistically mixing states should not increase the resource. This leads to the next condition.
(3) Convexity. That is, \( M(\sum_i c_i \omega_i) \leq \sum_i c_i M(\omega_i) \) for any convex combination \( \sum_i c_i \omega_i \).

Our final requirement concerns the continuity properties of the monotones. Although various notions of continuity are sometimes used in the description of finite-dimensional resource measures [1, 46], such requirements are often too strong in infinite dimensions [47], and even in finite dimensions many useful resource monotones are not continuous [48]. However, a fundamental property of a resource that we discussed is its closedness. It is then natural to require that a resource cannot be increased by simply taking a limit of less resourceful states. This property is reflected by the lower semicontinuity of the function.

(4) Lower semicontinuity. That is, \( M(\omega) \leq \liminf_{n \to \infty} M(\omega_n) \) for any sequence such that \( \{\omega_n\}_n \to \omega \).

Having established these basic criteria, we can introduce a general definition of a bona fide resource measure.

**Definition 1.** A resource measure (or resource monotone) is a function \( M : \Omega \to \mathbb{R}_+ \cup \{\infty\} \) which satisfies the conditions of faithfulness (1b), strong monotonicity (2b), convexity (3), and lower semicontinuity (4).

Although these axiomatic requirements are often employed in the characterization of resources, they can be insufficient to ensure that a given function is useful as a quantifier. Take, for instance, the indicator function

\[
M(\omega) := \begin{cases} 1 & \omega \in \mathcal{F} \\ \infty & \omega \notin \mathcal{F} \end{cases}.
\] (4)

Such a function satisfies all of the criteria (1)-(4), but clearly is useless in benchmarking and comparing the resource content of different states. This issue becomes even more troublesome in infinite dimensions, where the existence of infinitely resourceful states is a physical possibility [47, 49] — since any reasonable monotone will indeed be infinite for such states, it becomes necessary to distinguish between states which are truly infinitely resourceful and states for which a given measure diverges simply because it is not sufficiently well-behaved.

Although more difficult to formalize, we can then add an intuitive condition: \( M(\omega) \) should not assign an infinite value to states which are not infinitely resourceful. We stress that this condition depends on the given resource and on what exactly “infinitely resourceful” means; nevertheless, we will find it useful to consider the condition in several cases explicitly, through comparison with other resource quantifiers.

D. Robustness measures

Having established the basic properties which can be expected from a measure of a resource, we now consider a general type of quantifier in any resource theory: the so-called robustness measures. Defined first for quantum entanglement [29] and later generalized to other finite-dimensional resources in quantum theory [3] and GPTs [9], the measures are defined through the basic concept of convex combinations of states. Intuitively, to quantify how robust the resources contained in a state \( \omega \) are to noise, one can ask: how much noise in the form of statistical mixing with some suitable noisy state \( \tau \), i.e.

\[
\frac{1}{1 + \lambda} \omega + \frac{\lambda}{1 + \lambda} \tau.
\] (5)

can \( \omega \) withstand before it becomes a free state? Two common types of robustness are then defined by optimizing over the noise states \( \tau \). The (generalized) robustness can be defined for any state \( \omega \) as

\[
R_F(\omega) := \inf \left\{ 1 + \lambda \left| \frac{\omega + \lambda \tau}{1 + \lambda} \in \mathcal{F}, \tau \in \Omega \right. \right\}.
\] (6)

Note that our definition differs by a constant term 1 from the commonly used terminology [9, 29] which defines robustness as \( R_F(\omega) - 1 \) (or, generally, \( R_F(x) - (U, x) \)). This inconsequential change in notation is employed because it will make the measure more straightforward to apply also to unnormalized elements of \( \mathcal{V} \).

The other common type of robustness is the standard robustness (also known as free robustness), for which the noise states are also free:

\[
R_F^s(\omega) := \inf \left\{ 1 + \lambda \left| \frac{\omega + \lambda \sigma}{1 + \lambda} \in \mathcal{F}, \sigma \in \mathcal{F} \right. \right\}.
\] (7)

Both of the robustness measures find a plethora of applications in finite-dimensional resource theories, including quantum resource distillation and dilution [14, 15, 48, 50], simulation of quantum circuits [17, 51, 52], as well as channel discrimination problems in quantum mechanics [4, 53] and broader GPTs [9].

However, such results do not immediately generalize to infinite-dimensional resource theories, even within quantum mechanics. The first problem being that, in general, the definitions in Eq. (6)–(7) do not even guarantee lower semicontinuity, so the measures defined in this way can fail to satisfy condition (4) that we considered in the previous section. Additionally, the methods required to characterize robustness monotones and their operational applications — mathematical tools like convex duality, various bounds and relations with other monotones, resource-theoretic properties — were explicitly developed only in finite-dimensional theories. Their extension to infinite-dimensional spaces is non-trivial due to the considerably richer and more complex structure of infinite-dimensional theories.

Crucially, we will see that the definition of the generalized robustness \( R_F^s \) can indeed be suitably adapted to general resource theories in infinite-dimensional GPTs, extending most of the useful properties of the measure familiar from finite-dimensional spaces. The case of the standard robustness \( R_F^s \) becomes more troublesome. Even in finite dimensions, it is known that there exist resource theories for which the standard robustness is not well-behaved and takes an infinite value for most resourceful states [14, 15, 31], which prevents it from being a useful quantifier. In the infinite-dimensional case, the measure suffers from this problem for even more resources — notably, the theories of nonclassicality and entanglement,
which are perhaps the two most important continuous-variable resources in quantum mechanics. This suggests that $R^F_\omega$ is not actually suited to be a universal resource quantifier. Although we will also study the properties of $R^F_\omega$ when relevant, our focus from now on will be mainly on $R^F_\omega$.

### III. DEFINING ROBUSTNESS MEASURES IN INFINITE DIMENSIONS

In our investigation, it will be useful to consider the optimization problems $R^F_\omega$, $R^F_\omega$ in the form of inequalities with respect to convex cones. To this end, we notice that by defining $\tau' = \lambda \tau \in C$ in Eq. (6), we can write

$$R^F_\omega(\omega) = \inf \left\{ 1 + \lambda \mid \rho + \tau' = (1 + \lambda) \sigma, \tau' \in C, \sigma \in F \right\}
= \inf \left\{ \langle U, \sigma' \rangle \mid \rho \leq C \sigma', \sigma' \in \text{cone}(F) \right\}. \quad (8)$$

In a similar way, we write

$$R^F_\omega(\omega) = \inf \left\{ \langle U, \sigma' \rangle \mid \mathcal{P} \leq \mathcal{B}, \mathcal{P} \in \text{cone}(F) \right\} \quad (9)$$

where we use $\mathcal{A} \leq \mathcal{B} \iff \mathcal{B} - \mathcal{A} \in \text{cone}(F)$ to denote inequality with respect to the conic hull of $F$. We will take the above to be the definitions of $R^F_\omega(\tau)$ and $R^F_\omega(\tau)$ when $\tau \in \mathcal{V}$ is not a state.

In this section, we will use the tools of convex optimization to investigate the properties of these quantities and to define variants of the measures which are more suited to infinite-dimensional spaces. Before progressing with the study of the robustness explicitly, we will consider general optimization problems of this type.

#### A. Convex duality in Banach spaces

Let $\mathcal{K}_1 \subseteq \mathcal{K}_0 \subseteq C$ be two closed convex cones. Define the **primal problem** $P$ as the optimization problem whose optimal value is given by

$$P(\omega) := \inf_{\sigma} \left\{ \langle U, \sigma \rangle \mid \sigma - \omega \in \mathcal{K}_0, \sigma \in \mathcal{K}_1 \right\}. \quad (10)$$

The generalized robustness $R^F_\omega$ is obtained when $\mathcal{K}_0 = C$, $\mathcal{K}_1 = \text{cone}(F)$, and the standard robustness $R^F_\omega$ when $\mathcal{K}_0 = \mathcal{K}_1 = \text{cone}(F)$. We then define the corresponding **dual problem** $D$ as

$$D(\omega) := \sup_{W} \left\{ \langle W, \omega \rangle \mid W \in \mathcal{K}_0^*, U - W \in \mathcal{K}_1^* \right\}. \quad (11)$$

Notice that the optimal values are homogeneous functions of $\omega$ (i.e., $P(k \omega) = k P(\omega)$). The primal problem is called feasible if there exists a choice of $\sigma$ which satisfies the constraints in Eq. (10), and infeasible otherwise; the dual is always feasible since one can choose $W = U$.

A commonly used property of such optimization problems, particularly in finite-dimensional spaces, is the strong duality: under certain conditions, it can be guaranteed that $P(\omega) = D(\omega)$ [54, 55]. However, this is generally much more difficult to ensure in infinite-dimensional spaces [56, 57], motivating an alternative approach.

We will say that the primal problem $P$ is **subfeasible** [58] with subfeasible value $\lambda$ if there exists sequences $\{\sigma_n\}_n \in \mathcal{K}_1$, $\{\tau_n\}_n \in \mathcal{K}_0$ such that $\{\sigma_n - \tau_n\}_n \to \omega$ in the base norm topology, and $\{\langle U, \sigma_n \rangle\}_n \to \lambda$ in the standard topology on $\mathbb{R}$. Intuitively, this means that the choices of $\{\sigma_n, \tau_n\}$ — although not necessarily feasible for the primal problem $P$ — approach feasibility. The **optimal subfeasible value** is then defined as

$$P'(\omega) := \inf \left\{ \lambda \mid \lambda \text{ subfeasible for } P(\omega) \right\}. \quad (12)$$

We now establish a general form of duality between the optimal primal subfeasible value and the optimal dual value. The result is based on general properties of linear and conic optimization, and many formulations of this principle can be found in the literature [58–62]. We include a self-contained proof in Appendix A.

**Proposition 2.** For any $\omega \in \Omega$ it holds that

$$P'(\omega) = D(\omega). \quad (12)$$

Furthermore, the primal problem is subfeasible if and only if there exists a dual solution $W$ which achieves the optimal value, with $\langle W, \omega \rangle = D(\omega) = P'(\omega)$.

In addition to the above duality result, it is of course of interest to ask: under what conditions is full strong duality achieved, that is, when do the values of the primal and dual problems satisfy $P(\omega) = D(\omega)$? There are several ways to establish sufficient conditions for such a property based on so-called generalized interior conditions [56, 63, 64], which require the existence of points in the interior (or various generalized notions thereof) of the cones $\mathcal{K}_0$ or $\mathcal{K}_1$. Such properties are very non-trivial requirements in infinite-dimensional spaces, and they are out of scope of this work.

To derive a simpler condition, often possible to verify in practice, we establish several equivalent formulations of the optimization problems $P, P'$, clarifying the definitions and the convergence requirement of the subfeasible solutions. Since $\mathcal{K}_0 \subseteq \mathcal{K}_1 \subseteq C$, each of the cones admits a bounded, closed, convex base $\mathcal{B}_0, \mathcal{B}_1 \subseteq \Omega$ — in the case of the robustness $R^F_\omega$, the cones are $C$ with the base $\Omega$ and cone $(F)$ with the base $F$.

We then have the following.

**Lemma 3.** For any $\omega \in \Omega$ it holds that

$$P(\omega) = \inf \left\{ \lambda \mid \omega = \lambda \sigma - (\lambda - 1) \tau, \tau \in \mathcal{B}_0, \sigma \in \mathcal{B}_1 \right\} \quad (13)$$

$$P'(\omega) = \inf \left\{ \lambda \mid \exists \{\xi_n\}_n \to \omega: \xi_n = \lambda \sigma_n - (\lambda - 1) \tau_n, \tau_n \in \mathcal{B}_0, \sigma_n \in \mathcal{B}_1 \right\}. \quad (14)$$

In particular, it suffices to look at sequences of normalized elements $\xi_n \in \mathcal{V}$ such that $\langle U, \xi_n \rangle = 1$ when considering subfeasibility.
Alternatively, we can write
\[
P(\omega) = \inf \left\{ \lambda \mid \omega \in \lambda(\mathcal{B}_1 - \mathcal{K}_0) \right\}
\]
\[
P'(\omega) = \inf \left\{ \lambda \mid \omega \in \lambda \text{cl}(\mathcal{B}_1 - \mathcal{K}_0) \right\}.
\] (15)

The proof follows straightforwardly by manipulating the definitions of the optimization problems, and we include it in Appendix A for completeness.

Stemming from the above characterization, we obtain a sufficient condition for strong duality as follows.

**Proposition 4.** If either \( \text{conv}(\mathcal{B}_1 \cup (-\mathcal{B}_0)) \) or \( \mathcal{B}_1 - \mathcal{K}_0 \) is a closed set, then \( P(\omega) = P'(\omega) = D(\omega) \) holds for all \( \omega \in \Omega \).

In the case of the robustness \( R_F \), the condition requires that \( \text{conv}(\mathcal{F} \cup (-\Omega)) \) is closed.

We will later see that the condition can be used to show strong duality in several relevant cases. In particular, we will use it in Sec. VI.A to establish the strong duality of the robustness \( R_F \) in many continuous-variable quantum resources.

### B. Lower semicontinuous robustness

As mentioned before, the definition of the robustness \( R_F \) is not guaranteed to satisfy lower semicontinuity (l.s.c.) — a property which reflects the fact that, if a state can be approximated by a sequence of states \( \{\omega_n\} \) with \( R_F(\omega_n) \leq \lambda \), then we should also have \( R_F(\omega) \leq \lambda \). Mathematically, this corresponds to the fact that each set \( \left\{ \omega \mid R_F(\omega) \leq \lambda \right\} \) should be closed.

We thus define the l.s.c. robustness \( R_F \) as the l.s.c. hull (also known as closure) of \( R_F \); that is, the largest function which is lower semicontinuous and upper bounded by \( R_F \) (see e.g. [56]). Specifically, we have the following.

**Definition 5.** The lower semicontinuous robustness \( R_F \) is defined as
\[
R_F(\omega) \coloneqq \lim_{\varepsilon \to 0^+} \inf \{ \xi \mid \xi \leq_{\Omega} \omega \}
\]
\[
R_F(\omega) = \lim_{\varepsilon \to 0^+} \inf_{\|\xi - \omega\|_{\Omega} \leq \varepsilon} R_F(\xi).
\] (16)

We will often refer to \( R_F \) simply as the robustness, since we shall see that it is the most natural extension of \( R_F \) applicable to general infinite-dimensional resource theories and satisfying all desirable properties.

Recall that the value of the robustness can be identified with the optimal value of the optimization problem
\[
R_F(\omega) = \inf \left\{ \langle U, \sigma \rangle \mid \omega \geq_{C} \sigma, \sigma \in \text{cone}(\mathcal{F}) \right\}.
\] (17)

Consider then the so-called epigraph of \( R_F \), defined as the set
\[
\text{epi} R_F \coloneqq \left\{ (\omega, \lambda) \mid R_F(\omega) \leq \lambda \right\}
\]
\[
= \left\{ (\sigma - \tau, \langle U, \sigma \rangle) \mid \sigma \in \text{cone}(\mathcal{F}), \tau \in C \right\}.
\] (18)

in the space \( \mathcal{V} \times \mathbb{R} \). The l.s.c. robustness \( R_F \) can be understood as the function whose epigraph corresponds to the closure of \( \text{epi} R_F \) [65, 2.1.3]. It is then not difficult to show that \( R_F \) is precisely the optimal subfeasible value of the optimization problem (17) as we have considered in the previous section. This argument allows us to use the duality relation in Prop. 2 to identify the value of the l.s.c. robustness with the optimal value of the dual problem. We thus obtain several equivalent definitions of this measure, which we summarize in the following.

**Corollary 6.** Let \( \mathcal{F} \subseteq \Omega \) be any closed and a convex set. For any state \( \omega \) it holds that
\[
R_F(\omega) = \lim_{\varepsilon \to 0^+} \inf_{\|\xi - \omega\|_{\Omega} \leq \varepsilon} R_F(\xi)
\]
\[
= \inf_{\{\xi_n\}_n} \left\{ \lambda \mid \xi_n + \lambda \tau_n \in \mathcal{F}, \tau_n \in \Omega, \xi_n \to \omega \right\}
\]
\[
= \inf \left\{ \lambda \mid \omega \in \text{cl}(\lambda \mathcal{F} - C) \right\}
\]
\[
= \sup \left\{ \langle W, \omega \rangle \mid W \in C^*, \langle W, \sigma \rangle \leq 1, \forall \sigma \in \mathcal{F} \right\}
\] (19)

and the supremum in the last line is achieved whenever \( R_F(\omega) < \infty \).

In other words, the function \( R_F(\omega) \) can be understood in three different ways: (1) as the tightest lower semicontinuous approximation to \( R_F(\omega) \); (2) as the least value of \( R_F \) achievable by sequences of points converging to \( \omega \); (3) as the optimization over dual witnesses, which generalizes an equivalent definition of finite-dimensional robustness [7, 9, 66].

We will show in the following section that \( R_F \) satisfies requirements (1)-(4) from Sec. II.C to be considered a bona fide resource measure. We will thus regard \( R_F(\omega) \) as the proper definition of the robustness in infinite-dimensional GPTs. Within quantum mechanics, we will later show that the functions \( R_F \) and \( R_F \) are actually equal in many of the practically relevant cases.

One might wonder why extra care with the definition of the robustness is required here, but the distinction between \( R_F \) and \( R_F \) is not necessary in finite-dimensional theories. This is a consequence of a very strong property of finite-dimensional spaces: all closed sets of states in such theories are compact. Compactness significantly simplifies the considered optimization problems, and in particular we have the following condition for equality of the two definitions.

**Proposition 7.** If \( \mathcal{F} \) is compact, then \( R_F(\omega) = R_F(\omega) \) for all \( \omega \).

**Proof.** Recalling our characterization in Lemma 3 and Prop. 4, we have that
\[
R_F(\omega) = \inf \left\{ \lambda \mid \omega \in \lambda \mathcal{F} - (\lambda - 1)\Omega \right\},
\]
\[
R_F(\omega) = \inf \left\{ \lambda \mid \omega \in \text{cl}(\lambda \mathcal{F} - (\lambda - 1)\Omega) \right\}.
\] (20)

We will then show that \( \omega \in \lambda \mathcal{F} - (\lambda - 1)\Omega \iff \omega \in \text{cl}(\lambda \mathcal{F} - (\lambda - 1)\Omega) \) for all \( \lambda \). To this end, consider a convergent sequence \( \{\lambda \sigma_n - (\lambda - 1)\tau_n\} \to \omega \) with \( \sigma_n \in \mathcal{F}, \tau_n \in \Omega \). Compactness of \( \mathcal{F} \) gives that there exists a subsequence \( \{\sigma_n\}_n \), which
converges to some \( \sigma \in \mathcal{F} \). Noting that \( \{ \lambda \sigma_n - (\lambda - 1) \tau_n \}_n \) is a subsequence of a convergent sequence and therefore must converge to the same limit \( \omega \), we have that the sequence

\[
\{ \lambda \sigma_n - (\lambda - 1) \tau_n \}_n - \{ \lambda \sigma_n \}_n = -(\lambda - 1) \{ \tau_n \}_n
\]

is a sum of two convergent sequences and thus is convergent itself, hence \( \{ \tau_n \}_n \to \tau \in \Omega \) by the closedness of \( \Omega \). Altogether, this gives

\[
\{ \lambda \sigma_n - (\lambda - 1) \tau_n \}_n \to \lambda \sigma - (\lambda - 1) \tau
\]  

(21)

and so \( \omega = \lambda \sigma - (\lambda - 1) \tau \in \lambda \mathcal{F} - \mathcal{C} \).

We remark that a lower semicontinuous variant of \( R^* \) can be defined in full analogy with the results above:

\[
R^*_F(\omega) = \lim_{\varepsilon \to 0^+} \inf_{\| \xi - \omega \|_\Omega \leq \varepsilon} R^*_F(\xi)
\]

\[
= \inf_{\{\varepsilon_n\}_n \in \mathcal{V}} \left\{ 1 + \lambda \frac{\varepsilon_n + \lambda \delta n}{1 + \lambda} \in \mathcal{F}, \delta_n \in \mathcal{F}, \{\varepsilon_n\}_n \to \omega \right\}
\]

\[
= \sup \left\{ \langle W, \omega \rangle \mid 0 \leq \langle W, \sigma \rangle \leq 1 \forall \sigma \in \mathcal{F} \right\}.
\]

(23)

An analogous compactness condition clearly suffices for the equality \( R^*_F(\omega) = R^*_F(\omega) \) as well.

IV. ROBUSTNESS AS A RESOURCE MONOTONE

In order to fully motivate the use of \( R_F \) as a resource quantifier, we now characterize its properties in the axiomatic framework of resource monotones discussed in Sec. II C.

For completeness, we describe the properties of both the usual definition of the robustness \( R_F \) as well as the lower semicontinuous robustness \( R^*_F \).

Lemma 8. For any closed and convex set \( \mathcal{F} \subseteq \Omega \), the robustness \( R_F \) is:

(i) convex,

(ii) faithful, i.e., any \( \omega \in \Omega \) satisfies \( R_F(\omega) \geq 1 \) and \( R_F(\omega) = 1 \iff \omega \in \mathcal{F} \),

(iii) monotonic on average under free operations, i.e., for any probabilistic protocol \( \{ \Phi_i \}_i \) consisting of subchannels which map \( \omega \to \Phi_i(\omega) \) with corresponding probability \( p_i = \text{Tr} \Phi_i(\omega) \) and each \( \Phi_i \) satisfying \( \Phi_i[\mathcal{F}] \subseteq \text{cone}(\mathcal{F}) \), we have

\[
R_F(\omega) \geq \sum_i p_i R_F \left( \frac{\Phi_i(\omega)}{p_i} \right).
\]

(24)

Proof. Point (i) is obvious from convexity of \( \mathcal{F} \). To show faithfulness in point (ii), write

\[
R_F(\omega) = \inf \left\{ \langle U, \sigma' \rangle \mid \omega \leq_C \sigma', \sigma' \in \text{cone}(\mathcal{F}) \right\}.
\]

(25)

Clearly, if \( \omega \in \mathcal{F} \), then \( \omega \) itself is a feasible solution and thus \( R_F(\omega) \leq 1 \); the fact that \( R_F(\omega) \geq R_F(\omega) \geq 1 \) follows by taking \( U \) as a feasible solution in the dual (19). Conversely, \( R_F(\omega) = 1 \) means that there exists a sequence \( \{ \sigma'_k \}_k \in \text{cone}(\mathcal{F}) \) satisfying \( \sigma'_k - \omega \geq_C 0 \) such that

\[
\lim_{k \to \infty} \langle U, \sigma'_k \rangle = 1.
\]

(26)

But since \( \langle U, \sigma'_k - \omega \rangle = \langle U, \sigma'_k \rangle - 1 \), we have that

\[
0 = \lim_{k \to \infty} \langle U, \sigma'_k - \omega \rangle = \lim_{k \to \infty} \| \sigma'_k - \omega \|_\Omega
\]

(27)

where the last equality follows since \( \sigma'_k - \omega \in C \) and \( \Omega \) is a base for \( C \) (cf. [23,1.37]). We conclude that \( \omega \in \text{cone}(\mathcal{F}) \), which can only be the case when \( \omega \in \mathcal{F} \).

For (iii), consider any \( \sigma' \in \text{cone}(\mathcal{F}) \) such that \( \omega \leq \sigma' \). For any \( \Phi_i \) as in the Theorem, we have that

\[
\Phi_i(\omega) \leq \Phi_i(\sigma') \in \text{cone}(\mathcal{F})
\]

(28)

due to the fact that each \( \Phi_i \) preserves the state cone \( C \). Then,

\[
R_F \left( \frac{\Phi_i(\omega)}{p_i} \right) \leq \frac{\langle U, \Phi_i(\sigma') \rangle}{p_i}
\]

(29)

which gives

\[
\sum_i p_i R_F \left( \Phi_i(\omega) \right) \leq \sum_i \left( \frac{\langle U, \Phi_i(\sigma') \rangle}{p_i} \right)
\]

(30)

\[
= \sum_i \langle U, \Phi_i(\sigma') \rangle = \langle U, \sigma' \rangle,
\]

where the last equality follows from the fact that \( \sum \Phi_i \) must be normalization-preserving for the whole protocol to constitute a valid physical transformation. Since this lower bound on \( \langle U, \sigma' \rangle \) holds for any feasible \( \sigma' \), it must also hold for the the greatest lower bound \( R_F(\omega) \), which concludes the proof.

We proceed to show that the l.s.c. robustness \( R_F^* \) also satisfies the resource-theoretic requirements, in addition to the desirable property of lower semicontinuity.

Theorem 9. For any closed and convex set \( \mathcal{F} \subseteq \Omega \), the l.s.c. robustness \( R_F^* \) is:

(i) convex,

(ii) lower semicontinuous, i.e., \( R_F^*(\omega) \leq \liminf_{n \to \infty} R_F^*(\omega_n) \) for any sequence \( \{ \omega_n \}_n \to \omega \),

(iii) faithful,

(iv) monotonic on average under free operations.

Proof. (i) Convexity follows from the convexity of \( R_F \), or can be straightforwardly shown using the dual formulation of \( R_F \). Lower semicontinuity (ii) follows by definition.

To see that faithfulness (iii) holds, notice that the existence of a sequence \( \{ \sigma_n - \tau_n \}_n \to \omega \) with \( \sigma_n \in \mathcal{F}, \tau_n \in C \) and \( \langle U, \sigma_n \rangle \to \langle U, \omega \rangle \) means that \( 0 = \lim_{n \to \infty} \langle U, \tau_n \rangle = \lim_{n \to \infty} \| \tau_n \|_\Omega \), so \( \{ \tau_n \}_n \to 0 \). This gives that, in fact,
\( (\sigma_n)_n = (\sigma_n - \tau_n)_n + (\tau_n)_n \rightarrow \omega \). We thus have that 
\( R_{\mathcal{F}}(\omega) = 1 \Rightarrow \omega \in \mathcal{F}, \) and the other direction follows directly from the faithfulness of \( R_{\mathcal{F}} \).

To establish the strong monotonicity (iv) of \( R_{\mathcal{F}} \), take any feasible \( \lambda \) such that \( \omega \in \text{cl}(\lambda \mathcal{F} - C) \), which means that there exists a sequence \( \{\lambda \sigma_k - \tau_k\}_k \rightarrow \omega \) with \( \sigma_k \in \mathcal{F}, \tau_k \in C \). Now, since \( \Phi_i \) preserves the state cone and necessarily satisfies \( \langle U, \Phi_i(x) \rangle \leq \langle U, x \rangle \) due to the normalization of \( \sum_i \Phi_i \), each \( \Phi_i \) cannot increase the base norm. This can be seen by taking any feasible \( a_x \) in \( \|x\|_\Omega = \inf \{ \langle U, a_x \rangle + \langle U, a_{-} \rangle \mid x = a_x - a_{-}, a_{\pm} \in \mathcal{C} \} \) and noticing that
\[
\|\Phi_i(x)\|_\Omega \leq \langle U, \Phi_i(a_+) \rangle + \langle U, \Phi_i(a_-) \rangle \leq \langle U, a_x \rangle + \langle U, a_\omega \rangle .
\] (31)

Then
\[
0 = \lim_{k \to \infty} \|\omega - \lambda \sigma_k + \tau_k\|_\Omega \\
\geq \lim_{k \to \infty} \|\Phi_i(\omega) - \lambda \Phi_i(\sigma_k) + \Phi_i(\tau_k)\|_\Omega \\
= \lim_{k \to \infty} \left\| \Phi_i(\omega) - \lambda \langle U, \Phi_i(\sigma_k) \rangle \frac{\Phi_i(\sigma_k)}{\langle U, \Phi_i(\sigma_k) \rangle} + \Phi_i(\tau_k) \right\|_\Omega \\
\geq 0
\] (32)

which means that, for each \( \Phi_i(\omega) \) there exists a sequence \( \{\lambda_k' \sigma_k' - \tau_k'\}_k \) converging to \( \Phi_i(\omega) \) with \( \lambda_k' = \lambda \langle U, \Phi_i(\sigma_k) \rangle \).

We then get
\[
\sum_i p_i R_{\mathcal{F}} \left( \frac{\Phi_i(\omega)}{p_i} \right) = \sum_i R_{\mathcal{F}}(\Phi_i(\omega)) \\
\leq \sum_i \lim_{k \to \infty} R_{\mathcal{F}}(\lambda_k' \sigma_k' - \tau_k') \\
\leq \sum_i \lim_{k \to \infty} \lambda \langle U, \Phi_i(\sigma_k) \rangle \\
\leq \lim_{k \to \infty} \sum_i \lambda \langle U, \Phi_i(\sigma_k) \rangle \\
= \lambda
\] (33)

where the first inequality is due to the lower semicontinuity of \( R_{\mathcal{F}} \), the second inequality follows since \( R_{\mathcal{F}}(\lambda_k' \sigma_k' - \tau_k') \leq R_{\mathcal{F}}(\lambda_k' \sigma_k' - \tau_k'') \leq \lambda_k' \), the third inequality is a straightforward consequence of the definition of \( \text{lim inf} \), and the last equality follows since each \( \sigma_k \) is a normalized state and \( \sum_i \Phi_i \) preserves normalization.

We remark that the (strictly weaker) notion of strong monotonicity under selective measurements, often considered in quantum theory [1, 32], can be recovered as a special case of our result by identifying each subchannel \( \Phi_i \) with a single Kraus operator \( K_i \cdot K_i^\dagger \).

V. ROBUSTNESS AS THE ADVANTAGE IN DISCRIMINATION TASKS

The task of state discrimination forms the foundation of the operational aspects of quantum theory [41, 42, 67–73] as well as GPTs [20, 21, 26, 40, 74]. The setup of the problem is as follows: after a state is randomly chosen from an ensemble \( \{p_i, \omega_i\} \), where \( \omega_i \in \Omega \) and each \( p_i \) denotes the corresponding probability, the goal is to correctly guess which of the states has been selected by performing a measurement \( \{M_j\} \) on the output state. As the figure of merit, we consider the expected probability of successfully distinguishing the states,

\[ p_{\text{succ}}(\{p_i, \omega_i\}, \{M_j\}) = \sum_i p_i \langle M_j, \omega_i \rangle . \] (34)

To characterize the optimal guessing probability, the quantity \( p_{\text{succ}} \) can then be maximized over all choices of \( \{M_j\} \in \mathcal{M}_n \), where \( \mathcal{M}_n \) denotes the set of all \( n \)-effect measurements on the given space. Importantly, state discrimination reveals a fundamental relation between the base norm of the given GPT and state distinguishability — for a fixed ensemble of two states, the base norm distance quantifies the maximal probability of successfully discriminating the states [34, 40]:

\[ \sup_{\mathcal{M}_n} p_{\text{succ}}(\{p_i, \omega_i\}_{i=1}^n, \mathcal{M}) = \frac{1}{2}(\|p_1 \omega_1 - p_2 \omega_2\|_\Omega + 1) . \] (35)

However, the discrimination of more than two states is much less well understood, and there are no general quantitative results which describe it as concisely.

Channel discrimination is a related task, where the goal is to distinguish between channels sampled from an ensemble \( \{p_i, \Lambda_i\} \) with \( \Lambda_i : \mathcal{V} \rightarrow \mathcal{V}' \). Here, one can use a fixed state \( \omega \) as a probe system, which is sent through the randomly chosen channel and afterwards measured with a measurement \( \{M_j\} \). Hence, the average probability of success for a given channel ensemble, input state, and output measurement is given by

\[ p_{\text{succ}}(\{p_i, \Lambda_i\}, \{M_j\}, \omega) = \sum_i p_i \langle M_j, \Lambda_i(\omega) \rangle . \] (36)

We remark that this can be regarded as a state discrimination of the ensemble \( \{p_i, \Lambda_i(\omega_i)\} \). In addition to the fundamental applications of state discrimination tasks, infinite-dimensional channel discrimination finds use in applications such as quantum illumination [75, 76] and sensing [77].

It is therefore important to characterize the advantages achievable in channel discrimination tasks in various constrained settings motivated by different physical considerations. The resource-theoretic framework lends itself well to such investigations, and we will thus ask a general and broadly applicable question: how much better can we discriminate channels by using a resourceful probe state \( \omega \notin \mathcal{F} \), compared to a restricted setting in which we are limited to using only the free states \( \sigma \in \mathcal{F} \)?
the advantage provided by a given state over resourceless states. We quantify this through the ratio

\[ \frac{p_{\text{succ}}(\mathcal{A}, \mathcal{M})}{\sup_{\sigma \in \mathcal{F}} p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \sigma)}. \]  

(37)

We then obtain a characterization of the l.s.c. robustness as follows.

**Theorem 10.** For any \( \omega \in \Omega \) and any closed and convex set \( \mathcal{F} \) it holds that

\[ \sup_{\mathcal{M} \in \mathcal{M}_n} \frac{p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \omega)}{\sup_{\sigma \in \mathcal{F}} p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \sigma)} = R_F(\omega), \]  

(38)

where the maximization is over all possible channel discrimination tasks. If \( R_F(\omega) < \infty \), there exists a choice of \( \mathcal{M} \in \mathcal{M}_2 \), \( \mathcal{A} \in T_2 \) which achieves the outermost supremum on the left-hand side.

**Proof:** Consider any sequence \( \{\lambda \sigma_k - \tau_k\} \rightarrow \omega \) such that \( \sigma_k \in \mathcal{F}, \tau_k \in \mathcal{C} \). Then, for any \( n \in \mathbb{N} \), any \( \mathcal{M} \in \mathcal{M}_n \), and any \( \mathcal{A} \in T_n \), it holds that

\[ p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \omega) = \sum_{i=1}^{n} p_i \langle M_i, \Lambda_i(\omega) \rangle \]

\[ = \lim_{k \to \infty} \sum_{i=1}^{n} p_i \langle M_i, \Lambda_i(\lambda \sigma_k - \tau_k) \rangle \]

\[ \leq \sup_{\sigma' \in \mathcal{F}} \sum_{i=1}^{n} p_i \langle M_i, \Lambda_i(\sigma') \rangle \]

\[ \leq \lambda \sup_{\sigma' \in \mathcal{F}} p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \sigma') \]  

(39)

where in the second line we used the continuity of \( p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \cdot) \) for fixed \( \mathcal{A} \) and \( \mathcal{M} \), and in the third line we used that \( \omega \in \mathcal{C} \Rightarrow \Lambda_i(\omega) \in \mathcal{C}^* \) and each \( M_i \in \mathcal{C}^* \), hence \( \langle M_i, \Lambda_i(\lambda \sigma_k - \tau_k) \rangle \leq \langle M_i, \Lambda_i(\lambda \sigma_k) \rangle \) \( \forall k \). Since this holds for any feasible \( \lambda \), we have

\[ p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \omega) \leq \inf_{\sigma' \in \mathcal{F}} \left\{ \lambda \sup_{\sigma' \in \mathcal{F}} p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \sigma') \mid \omega \in \text{cl}(\lambda \mathcal{F} - \mathcal{C}) \right\} \]

\[ = R_F(\omega) \sup_{\sigma' \in \mathcal{F}} p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \sigma') \]  

(40)

by definition of the robustness. This gives an upper bound on \( p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \omega) \) for any \( n, \mathcal{M} \), and \( \mathcal{A} \), which means that the least upper bound obeys

\[ \sup_{\mathcal{M} \in \mathcal{M}_n} \sup_{\sigma' \in \mathcal{F}} p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \omega) \leq R_F(\omega). \]  

(41)

For the other inequality, let \( W \in \mathcal{V}^* \) be any feasible dual solution such that \( W \in \mathcal{C}^* \) and \( \langle W, \sigma \rangle \leq 1 \forall \sigma \in \mathcal{F} \). Consider then the measurement \( \mathcal{M}' \in \mathcal{M}_2 \) defined as \( \| W \|_{\mathcal{C}^*}^2, U - W / \| W \|_{\mathcal{C}^*}^2 \) and the channel ensemble \( \mathcal{A}' \) given by the probability distribution \( \{ 1, 0 \} \) and channels \( \{ \id, \Lambda \} \) with \( \Lambda' \) arbitrary. This gives

\[ \sup_{\mathcal{M} \in \mathcal{M}_n} \sup_{\sigma' \in \mathcal{F}} p_{\text{succ}}(\mathcal{A}, \mathcal{M}, \omega) \geq \sup_{\sigma' \in \mathcal{F}} p_{\text{succ}}(\mathcal{A}' \mathcal{M}', \omega) \]

\[ \geq \frac{1}{\| W \|_{\mathcal{C}^*}^2} \sup_{\sigma' \in \mathcal{F}} \langle W, \omega \rangle \]

(42)

Optimizing over all feasible \( W \), we have that the supremum on the left-hand side must equal \( R_F(\omega) \). Furthermore, from Prop. 2 we know that when \( R_F(\omega) < \infty \), there exists an optimal choice of \( W \) such that \( \langle W, \omega \rangle = R_F(\omega) \), which allows us to construct the measurement \( \mathcal{M}' \) achieving this value. \( \square \)

The result establishes the l.s.c. generalized robustness \( R_F \) as a precise quantifier of the advantage provided by a given state over all resourceless states \( \sigma \in \mathcal{F} \). This gives the measure a direct operational application, elevating \( R_F \) from a monotone defined through geometric considerations to a physically meaningful quantity, and revealing a general connection between discrimination tasks and resource quantifiers based on conic optimization problems. This not only extends the previous relations of this type found in general finite-dimensional resource theories of states [4, 9], but adds to an increasing list of discrimination settings in which robustness-based quantifiers play a vital role [9, 12, 53, 78–82].

Several extensions of the result in Thm. 10 can be considered. In some settings in quantum mechanics, entanglement can be employed to increase the probability of success in discrimination tasks — by only sending part of an entangled probe system \( \omega \) through the channel, the correlations at the output can be exploited to distinguish channels more effectively [67]. In order to single out the resource theory corresponding to the set \( \mathcal{F} \) as the source of all advantages, we have not considered possible trade-offs between entanglement and other resources here. Furthermore, the advantage provided by a given state \( \omega \) could change if one allows different measurements to be used in the discrimination of \( \{ \Lambda_i(\omega) \} \) and in the discrimination of \( \{ \Lambda_i(\sigma) \} \). Again, we do not consider this explicitly here in order to maintain full generality of our results. Interestingly, for some finite-dimensional resources, the robustness measure \( R_F \) was shown to remain the figure of merit — that is, the maximal advantage provided by a given state — in both of these extended settings. This holds in particular for discrete-variable quantum entanglement [4, 83]. It would be an interesting question to investigate such extensions of our results also in the infinite-dimensional regime.

**VI. QUANTUM MECHANICS**

We will now fix a separable Hilbert space \( \mathcal{H} \). Let \( \mathcal{T}(\mathcal{H}) \) be the Banach space of trace-class operators on \( \mathcal{H} \), and \( \mathcal{B}(\mathcal{H}) \) its
continuous dual, the Banach space of bounded linear operators on $\mathcal{H}$. Let $\mathcal{D}(\mathcal{H}) \subseteq \mathcal{T}(\mathcal{H})$ be the subset of density operators. Here the cone $\mathcal{C}$ corresponds to the cone of positive operators in $\mathcal{T}(\mathcal{H})$, while $\mathcal{C}^*$ is the cone of positive operators in $\mathcal{B}(\mathcal{H})$; we will use $\preceq$ to denote inequality with respect to either of these. The base norm is given by the trace norm $\|\cdot\|_1$. We use the notation $\langle A, B \rangle$ for the Hilbert–Schmidt inner product $\text{Tr}(A^*B)$. Given a state $|\psi\rangle \in \mathcal{H}$, we will write $\psi$ for $|\psi\rangle \langle \psi|$. This section complements the dedicated paper [33], in which we focus on the case of continuous-variable quantum resources. In particular, the discussion below constitutes a technical companion to Ref. [33], providing a detailed derivation and several extensions of the results mentioned there. Since all of our results for general GTPs immediately apply to quantum mechanics as a special case, the results of previous sections already serve as proofs of some of the results of [33]. In particular, Thm. 1 in [33] is Thm. 10 here; Thm. 2 in [33] is Thm. 9 here; Thm. 3 in [33] is a consequence of our characterization in Sec. III and in particular the duality result in Prop. 2. The other results will be established below.

A. Strong duality

Returning to our discussion in Sec. III A, it is of interest to ask when strong duality holds, that is, when the two optimization problems $R_F(\omega)$ and $R_F^*(\omega)$ have the same optimal value. This would allow one to simplify the application of the robustness, as the optimization over sequences $\{e_n\}_n \to \omega$ in the definition of $R_F^*$ (see Cor. 6) would no longer be necessary.

First, we remark that insight from finite-dimensional spaces does not easily generalize here. In finite-dimensional theories, the existence of a single state $\sigma \in \text{int}(\mathcal{C}) \cap \mathcal{T}$ is a necessary and sufficient condition to ensure that the robustness $R_F$ remains finite for all states [84], and indeed also ensures the strong duality of the measure [9]. In infinite-dimensional spaces, the conditions become more complicated, and one can easily see that an analogous requirement cannot be fulfilled.

Lemma 11. If $\mathcal{H}$ is infinite dimensional, there is no state $\sigma$ for which it holds that $\forall \rho \in \mathcal{D}(\mathcal{H}) \exists \lambda \in \mathbb{R}, \text{ s.t. } \rho \preceq \lambda \sigma$.

Proof. This is a consequence of the fact that a choice of $\lambda \geq 0$ such that $\rho \preceq \lambda \sigma$ exists if and only if $\text{ran}(\rho^{1/2}) \subseteq \text{ran}(\sigma^{1/2})$ [85], but since each $\sigma^{1/2}$ is a compact operator, its range cannot be the whole space $\mathcal{H}$ [86, p. 177].

To see this more explicitly, assume such a state $\sigma$ exists. Clearly, its support must be the whole $\mathcal{H}$. Let $\sigma = \sum_{n=0}^{\infty} p_n |e_n\rangle \langle e_n|$ be its spectral decomposition, with $p_n > 0$ for all $n$ and $\{ |e_n\rangle \}$ an orthonormal set. Set $|\psi\rangle := \sum_{n=0}^{\infty} \sqrt{p_n} |e_n\rangle$, and for $N \in \mathbb{N}$ consider the truncated states $|\phi_N\rangle := \left( \sum_{n=0}^{N} p_n \right)^{-1/2} \sum_{n=0}^{N} p_n^{-1/2} |e_n\rangle$. If $|\psi\rangle |\psi\rangle \preceq \lambda \sigma$ were to hold for some real $\lambda$, then evaluating this on $|\phi_N\rangle$ would yield $N \leq \lambda$. Since this would need to hold for all $N \in \mathbb{N}$, we arrive at a contradiction. □

As a consequence, one might expect the robustness $R_F^*$ to be infinite for some states — indeed, the existence of infinitely resourceful states is often a natural property for infinite-dimensional systems [47, 49], so it is not a surprising fact.

The non-existence of interior points of $\mathcal{C}$ motivates us to study alternative approaches to strong duality. In order to establish a useful sufficient condition for this property, recall that the space $\mathcal{T}(\mathcal{H})$ of trace-class operators can be regarded as the Banach dual space of $\mathcal{K}(\mathcal{H})$, the space of compact operators on $\mathcal{H}$. Regarding the spaces as the dual pair $\mathcal{K}(\mathcal{H}), \mathcal{T}(\mathcal{H})$, trace-class operators can then be endowed with the weak* topology induced by the seminorms of the form $|\langle c, K \rangle|$ for all $K \in \mathcal{K}(\mathcal{H})$. This gives us the following condition.

Theorem 12. If the conic hull $\text{cone}(\mathcal{F})$ is closed in the weak* topology, then strong duality holds and we have $R_F(\rho) = R_F^*(\rho)$ and $R_F^*(\rho) = R_F(\rho)$ for all $\rho \in \mathcal{D}(\mathcal{H})$.

Proof. We will show that $\mathcal{B} := \text{conv}(\mathcal{F} \cup (-\mathcal{D}(\mathcal{H})))$ is closed in the trace norm topology and invoke Prop. 4 to prove that strong duality for $R_F$ is satisfied. To this end, define the subnormalized sets $\mathcal{F}_\leq := \left\{ \lambda \sigma \mid \lambda \in [0, 1], \sigma \in \mathcal{F} \right\}$ and $\mathcal{D}_\leq := \left\{ \lambda \sigma \mid \lambda \in [0, 1], \rho \in \mathcal{D}(\mathcal{H}) \right\}$. Recall that the unit ball $\mathcal{U} = \left\{ X \in \mathcal{T}(\mathcal{H}) \mid \|X\|_1 \leq 1 \right\}$ is weak*-compact by the Banach–Alaoglu theorem. Noting that $\text{cone}(\mathcal{F})$ is weak*-closed by assumption and $\mathcal{C} = \text{cone}(\mathcal{D}(\mathcal{H}))$ is readily verified to be weak*-closed, we have that $\mathcal{F}_\leq = \text{cone}(\mathcal{F}) \cap \mathcal{U}$ and $\mathcal{D}_\leq = \mathcal{C} \cap \mathcal{U}$ are both intersections of a weak*-compact and a weak*-closed set, meaning that they are both weak*-compact. But then $\mathcal{B} = \text{conv}(\mathcal{F}_\leq \cup (-\mathcal{D}_\leq))$ is the convex hull of a union of two convex, weak*-compact sets, and is thus weak*-compact itself, which in particular implies that it is weak*-closed. As the weak* topology is coarser than the norm topology on $\mathcal{T}(\mathcal{H})$, we have that $\mathcal{B}$ is norm-closed as desired.

An analogous statement holds for $\text{conv}(\mathcal{F} \cup (-\mathcal{F}))$, showing that also $R_F^*$ satisfies strong duality. □

Using the above result and our previously established conditions, we will see that most resources of practical relevance do indeed satisfy strong duality. Examples are:

(i) Nonclassicality theory (see Sec. VII A). Here, the cone $\text{cone}(\mathcal{F})$ was recently shown to be weak*-closed in Ref. [87], so we immediately get strong duality using Thm. 12.

(ii) Entanglement theory. We will explicitly show this using Thm. 12 in Sec. VII B.

(iii) Coherence theory. We will explicitly show this using Thm. 12 in Sec. VII D.

(iv) Athermality (thermodynamics). Here, the set $\mathcal{F}$ consists of a single state (the Gibbs state), which is clearly compact in any of the considered topologies, with strong duality following by Prop. 7 or Thm. 12.

(v) Energy-constrained resource theories. Specifically, for a general closed and convex set $\mathcal{F} \subseteq \mathcal{D}(\mathcal{H})$, one can define the restriction $\mathcal{F}' = \left\{ \sigma \in \mathcal{F} \mid \langle H, \sigma \rangle \leq \bar{E} \right\}$ where $H$ is
Let \( \lambda \) be such that \( \langle \psi | \sigma^{-1/2} \rangle \leq \lambda \sigma \). In fact, on the one hand, by the Cauchy–Schwartz inequality for every vector \( |x\rangle \) we have that

\[
|\langle x | \psi \rangle|^2 = \langle x | \sigma^{1/2} \sigma^{-1/2} |\psi \rangle|^2 \\
\leq \|\sigma^{1/2} |x\rangle\|^2 \|\sigma^{-1/2} |\psi \rangle\|^2 \\
= \langle x | \sigma^{-1/2} |\psi \rangle \langle |\sigma^{-1/2} |\psi \rangle |x\rangle \\
= \langle x | \langle \psi | \sigma^{-1/2} |\psi \rangle \sigma^{-1/2} |\psi \rangle |x\rangle,
\]

implying that \( \langle x | \psi \rangle \leq \langle x | \sigma^{-1/2} |\psi \rangle \sigma^{-1/2} |\psi \rangle \). On the other hand, diagonalize \( \sigma \) as \( \sigma = \sum_{n=0}^\infty p_n |e_n\rangle \langle e_n| \), where \( p_n > 0 \) for all \( n \) without loss of generality, and set \( |\phi_N\rangle := \left( \sum_{n=0}^{N-1} p_n^{-1} |e_n\rangle |e_n\rangle \right) |\psi\rangle \).

Let \( \lambda \) be such that \( \langle x | \psi \rangle \leq \lambda \sigma \). Taking the overlap of both sides with the vector \( |\phi_N\rangle \) yields

\[
\langle x | \psi \rangle^2 = \langle |\phi_N\rangle |\psi\rangle = \langle \phi_N | \sigma |\phi_N\rangle \\
\leq \lambda \langle \phi_N | \sigma |\phi_N\rangle \\
= \lambda \langle \psi | \left( \sum_{n=0}^{N-1} p_n^{-1} |e_n\rangle \langle e_n| \right) |\psi\rangle.
\]

Note that since \( |\psi\rangle \in \text{dom} \left( \sigma^{-1/2} \right) \) we must have that \( \langle e_n | \psi \rangle \neq 0 \) for some \( n \), in turn implying that \( \langle \psi | \left( \sum_{n=0}^{N-1} p_n^{-1} |e_n\rangle \langle e_n| \right) |\psi\rangle > 0 \). By simplifying we obtain that \( \lambda \geq \langle \psi | \left( \sum_{n=0}^{N-1} p_n^{-1} |e_n\rangle \langle e_n| \right) |\psi\rangle = \sum_{n=0}^{N-1} p_n^{-1} |\langle \psi | e_n\rangle|^2 \).

Taking the limit \( N \to \infty \) yields \( \lambda \geq \langle \psi | \sigma^{-1/2} |\psi \rangle \), completing the proof. \( \square \)

**Lemma 14.** For any states \( \rho, \omega \in D(\mathcal{H}) \), it holds that

\[
R_F(\rho) \geq \frac{\langle \rho, \omega \rangle}{\sup_{\sigma \in \mathcal{F}} \langle \sigma, \omega \rangle}.
\]

In particular,

\[
R_F(\rho) \geq \frac{1}{\sup_{\sigma \in \mathcal{F}} \langle \psi | \sigma |\psi \rangle^2}
\]

for any pure state \( |\psi\rangle \in \mathcal{H} \).

**Proof.** The first claim is easily proved by noting that any \( \omega \) is a feasible dual solution in (19). The second claim follows by taking \( \omega = |\psi\rangle \). \( \square \)

An interesting property of the pure-state bound in Eq. (47) is that it can relate the robustness \( R_F \) to the minimal relative entropy distance from the set of free states. Indeed, the robustness always provides an upper bound to the minimal relative entropy as [80, 84]

\[
\inf_{\sigma \in \mathcal{F}} D(\rho || \sigma) \leq \log R_F(\rho).
\]

where \( D(\rho || \sigma) = \langle \rho, \log \rho - \log \sigma \rangle \) is the quantum (Umegaki) relative entropy. In certain cases, this bound can be tight.

**Corollary 15.** Whenever \( R_F(\psi) \) equals \( \frac{1}{\sup_{\sigma \in \mathcal{F}} \langle \psi | \sigma |\psi \rangle^2} \), it holds that

\[
\inf_{\sigma \in \mathcal{F}} D(\psi || \sigma) = \log R_F(\psi).
\]

**Proof.** The result follows since the condition is equivalent to

\[
\inf_{\sigma \in \mathcal{F}} \frac{1}{\langle \psi, \sigma \rangle} = \inf_{\sigma \in \mathcal{F}} D_{\text{min}}(\psi || \sigma) = \inf_{\sigma \in \mathcal{F}} D_{\text{max}}(\psi || \sigma) := \log R_F(\psi),
\]

and \( D_{\text{min}}(\psi || \cdot) \) (sandwiched Rényi relative entropy of order 0) and \( D_{\text{max}}(\psi || \cdot) \) (sandwiched Rényi relative entropy of order \( \infty \)) provide, respectively, a lower and upper bound to the Umegaki relative entropy [84]. \( \square \)

In finite-dimensional spaces, the condition of the Corollary is always satisfied for maximally resourceful states in any convex resource theory [14, 15], and can also hold for broader classes of states obeying certain symmetries [17, 92]. Although it is unclear if states of this kind can always be found in infinite-dimensional theories, we will find such examples for relevant resources.
Many resources of practical relevance have a structure defined by free pure states and convex combinations thereof. Examples include the resource theory of entanglement, nonclassicality, non-Gaussianity, and coherence. Although the results we considered above apply to more general theories, it will be useful to study additional properties that this class of resources enjoys.

We then consider a norm-closed set \( f \subseteq \mathcal{H} \) of free pure states in the underlying Hilbert space, and define the set of free states \( \mathcal{F}_f \) to consist of convex combinations of such free states:

\[
\mathcal{F}_f := \text{cl conv} \left\{ |v\rangle\langle v| \mid |v\rangle \in f \right\}.
\] (50)

Here, the closure can be taken either in the weak topology or the norm topology, as the two coincide for convex sets. This definition is equivalent to [93]

\[
\mathcal{F}_f = \left\{ \int_f |v\rangle\langle v| \text{d}\mu(|v\rangle\langle v|) \right\}.
\] (51)

where \( \mu \) is the set of Borel probability measures supported on the closed set \( \{ |v\rangle\langle v| \mid |v\rangle \in f \} \).

**Remark 16.** Taking the closure is, in general, necessary. In particular, when \( f \) denotes the set of product states on the tensor product of two infinite-dimensional Hilbert spaces, Holevo, Shirokov, and Werner [93] showed the existence of states \( \sigma \in \mathcal{F}_f \) which cannot be written as a convex combination \( \sum_{k=1}^{\infty} P_k \left| v_k \right\rangle \left\langle v_k \right| \) with \( \sum_{k=1}^{\infty} P_k = 1 \) and \( |v_k\rangle \in f \), even when one allows infinite discrete combinations with \( r = \infty \).

We will assume without loss of generality that \( f \) is balanced, i.e., \( |v\rangle \in f \Rightarrow \lambda |v\rangle \in f \) for any \( \lambda \in \mathbb{C} \) s.t. \( |\lambda| = 1 \). This condition can be easily fulfilled for any non-balanced set \( f' \) by defining \( f = \{ |\lambda\rangle | v\rangle \mid |\lambda| = 1, |v\rangle \in f' \} \), since the corresponding sets \( \mathcal{F}_f \) are the same.

Given any such set, define the seminorm \( \|\cdot\|_f^p : \mathcal{H} \rightarrow \mathbb{R}_+ \) by

\[
\|x\|_f^p := \sup \left\{ |\langle v|x\rangle| \mid |v\rangle \in f \right\},
\] (52)

and \( \|\cdot\|_f : \mathcal{H} \rightarrow \mathbb{R}_+ \cup \{\infty\} \) by

\[
\|x\|_f := \sup \left\{ |\langle v|x\rangle| \mid \|x\|_f^p \leq 1 \right\}.
\] (53)

Arveson [94] characterized this function and explicitly showed that it is convex, absolutely homogeneous, and lower semicontinuous. In fact, it corresponds to the gauge function (Minkowski functional) of the set \( \text{cl conv} f \), i.e.,

\[
\|y\|_f = \inf \left\{ \mu > 0 \mid |y\rangle \in \mu \text{ cl conv} f \right\}.
\] (54)

However, although we follow [94] in using norm-like notation for both functions, \( \|\cdot\|_f \) defines a valid norm on \( \mathcal{H} \) only if \( \text{cl conv} f \) has nonempty interior, which is generally not the case. Indeed, we will later see that \( \|\cdot\|_f \) can be infinite in some cases.

Ref. [94] then extends \( \|\cdot\|_f^p \) to a seminorm on \( \mathcal{B}(\mathcal{H}) \):

\[
\|Z\|_f^p := \sup \left\{ |\langle v|Z|u\rangle| \mid |v\rangle, |u\rangle \in f \right\}.
\] (55)

With a slight modification of what was done in [94], we define a function \( T(\mathcal{H}) \rightarrow \mathbb{R}_+ \cup \{\infty\} \) as

\[
\|X\|_f := \sup \left\{ |\langle Z, X\rangle| \mid \|Z\|_f^p \leq 1 \right\},
\] (56)

where the optimization is over operators \( Z \in \mathcal{B}(\mathcal{H}) \). The optimization can be restricted to self-adjoint \( Z \) whenever \( X \) is self-adjoint.

We will now relate this function with the robustness.

**Proposition 17.** For any \( \rho \in \mathcal{D}(\mathcal{H}) \), it holds that

\[
R_f(\rho) \leq \|\rho\|_f.
\] (57)

For any rank-one state \( \psi = |\psi\rangle\langle \psi| \), it further holds that

\[
R_f(\psi) = \|\psi\|_f = \|\psi\|_f^2.
\] (58)

**Proof.** We begin by noticing that, for any positive self-adjoint operator \( Z \in \mathcal{B}(\mathcal{H}) \) and pure states \( |u\rangle, |v\rangle \), the Cauchy-Schwarz inequality for the inner product on \( \mathcal{H} \) gives

\[
|\langle u|Z|v\rangle|^2 = \left| \left( \sqrt{Z} |u\rangle, \sqrt{Z} |v\rangle \right) \right|^2
\leq \left| \sqrt{Z} |u\rangle \right|^2 \left| \sqrt{Z} |v\rangle \right|^2
= |\langle u|Z|v\rangle|^2
\] (59)

where \( \sqrt{Z} \) is the positive square root of \( Z \). This implies that, for any \( Z \geq 0 \), we get

\[
\|Z\|_f^p = \sup \left\{ |\langle v|Z|v\rangle| \mid |v\rangle \in f \right\}
\] (60)

since optimizing over \( |u\rangle, |v\rangle \in f \) cannot achieve a higher value of \( |\langle u|Z|v\rangle| \). This gives

\[
\|\rho\|_f = \sup \left\{ |\langle Z, \rho\rangle| \mid \|Z\|_f^p \leq 1 \right\}
\geq \sup \left\{ \langle Z, \rho\rangle \mid Z \geq 0, \|Z\|_f^p \leq 1 \right\}
= \sup \left\{ \langle Z, \rho\rangle \mid Z \geq 0, \langle v|Z|v\rangle \leq 1 \forall |v\rangle \in f \right\}
= R_f(\rho).
\] (61)

where the last equality follows from the dual formulation of the robustness (see Cor. 6).

Using an argument based on [94, 7.2], we can then relate \( \|\psi\|_f \) with \( \|\psi\|_f^2 \) for any pure state. Notice that for any \( \psi \) we have \( \psi \right\|_f \in \text{cl conv} f \), so for all \( Z \in \mathcal{B}(\mathcal{H}) \) it holds that

\[
\left| \frac{\langle \psi |Z| \psi \rangle}{\|\psi\|_f \|Z\|_f^p} \right| \leq \|Z\|_f^p.
\] (62)

This then implies that

\[
\|\psi\|_f = \sup_{\|Z\|_f^p \leq 1} \left| \langle \psi |Z| \psi \rangle \right| \leq \|\psi\|_f^2.
\] (63)
Together with Eq. (61) we have thus shown that \( R_\mathcal{F}(\psi) \leq \|\psi\|^2 _\mathcal{F} \), and so it remains to show the other inequality. To this end, consider any feasible \( |x\rangle \in \mathcal{H} \) such that \( \||x\rangle\|^2 _\mathcal{F} \leq 1 \). The operator \( W = |x\rangle\langle x| \) is then clearly positive, and

\[
\sup_{\sigma \in \mathcal{F}} \langle W, \sigma \rangle = \sup_{|\psi\rangle \in \mathcal{F}} \langle \psi | W | \psi \rangle = (\||x\rangle\|^2 _\mathcal{F}) \leq 1
\]

which means that \( R_\mathcal{F}(\psi) \geq \langle W, \psi \rangle = (\|\psi\|^2 _\mathcal{F}) \). Optimizing over all feasible \( |x\rangle \) gives \( R_\mathcal{F}(\psi) \geq \|\psi\|^2 _\mathcal{F} \). \( \square \)

The Theorem extends a general relation from finite-dimensional spaces [7], which includes several well-known correspondences: the generalized robustness of entanglement was previously shown to equal the squared sum of Schmidt coefficients of a pure state [29, 30, 95] (which is indeed the norm \( \|\cdot\|_\mathcal{F} \) in this case [96]), and the generalized robustness of coherence was shown to equal the \( l^1 \) norm for pure states [53].

A useful way to view the result of the Theorem is as follows: for any rank-one state \( \psi \), it suffices to optimize over rank-one witnesses in the dual formulation of Eq. (19).

VII. EXAMPLES AND APPLICATIONS

We now consider explicit applications of our results in the characterization of several important quantum resources: optical nonclassicality, entanglement, coherence, and genuine non-Gaussianity.

A. Nonclassicality

Coherent states [97–100] and their probabilistic mixtures are widely recognized as the most classical among all quantum states of a quantum harmonic oscillator, and hence defined as classical states. From a resource theory perspective, the identification of this particular set of states is motivated by the fact that they can be easily produced and manipulated with standard techniques in quantum optical settings. Moreover, states which are nonclassical according to this distinction can be exploited to obtain operational advantages in applications such as linear optical quantum computation [101], quantum metrology [102, 103] and entanglement generation [104–107].

Formally, we consider the quantum theory of a single harmonic oscillator. The corresponding Hilbert space is then \( \mathcal{H}_1 := L^2(\mathbb{R}) \), i.e., the space of square-integrable functions on the real line. The annihilation and creation operators, denoted with \( a, a^\dagger \), respectively, satisfy the commutation relations \([a, a^\dagger] = 1\). Fock states are defined by \(|n\rangle := (a^\dagger)^n |0\rangle / \sqrt{n!} \), where \(|0\rangle \) is the vacuum state. For a complex number \( \alpha \in \mathbb{C} \), the corresponding coherent state is given by \(|\alpha\rangle := e^{-|\alpha|^2 / 2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle \) = \( D_\alpha |0\rangle \), where \( D_\alpha := e^{a^\dagger \alpha - \alpha a} \) is a displacement operator. We deem free all the so-called classical states [102, 108]. Mathematically, we set \( \mathcal{F} = \mathcal{C} := \text{cl conv } \{ |\alpha\rangle \langle \alpha| : \alpha \in \mathbb{C} \} \); this can equivalently be understood as the set of states whose Glauber–Sudarshan \( P \) representation yields a valid probability distribution [99, 100, 108]. Among the simplest and most useful classical state is undoubtedly the thermal state with mean photon number \( N \in [0, \infty) \), defined by

\[
\tau_N := \frac{1}{N + 1} \sum_{n=0}^{\infty} \left( \frac{N}{N + 1} \right)^n |n\rangle\langle n|.
\]

Notable examples of nonclassical states, instead, include the Fock states themselves, as well as the so-called squeezed states, obtained by letting a squeezing operations act on the vacuum, i.e.,

\[
S(r) := \exp \left[ \frac{r}{2} (a^\dagger)^2 - a^2 \right],
\]

\[
|\zeta_r\rangle := S(r) |0\rangle = \frac{1}{\sqrt{\cosh(r)}} \sum_{n=0}^{\infty} \frac{1}{\sqrt{2n!}} \tan^r(n) |2n\rangle,
\]

where we assume that \( r \geq 0 \) [109, Eq. (3.7.2) and (3.7.5)].

Recalling from the result in Sec. VI A that strong duality holds in this resource theory, we have \( R_C(\rho) = R_\mathcal{F}(\rho) \) as well as \( R_C^\infty(\rho) = R_\mathcal{F}^\infty(\rho) \) for all states.

1. Infinite standard robustness

We begin by establishing that the standard robustness \( R_\mathcal{F}^\infty \) is in fact infinite for most physically accessible states in this resource theory.

Lemma 18. Any \( m \)-mode state \( \rho \) with finite standard robustness \( R_\mathcal{F}^\infty(\rho) < \infty \) has a bounded normal-ordered characteristic function \( \chi^\infty_\mathcal{F}(\alpha) := \text{Tr}[\rho D_\alpha] \).

Specifically,

\[
\|\chi^\infty_\mathcal{F}\|_{L^\infty} \leq 2R_\mathcal{F}(\rho) - 1,
\]

where \( \|\chi^\infty_\mathcal{F}\|_{L^\infty} := \sup_{\alpha \in \mathbb{C}} |\chi^\infty_\mathcal{F}(\alpha)| \).

Proof. If \( r := R_\mathcal{F}^\infty(\rho) = R_\mathcal{F}^\infty(\rho) < \infty \), for every \( \epsilon > 0 \) there exists a free state \( \sigma \in \mathcal{F} \) such that \( \omega := \frac{\epsilon}{2(\epsilon + 1)} \in \mathcal{F} \). Both \( \sigma \) and \( \omega \) have positive \( P \)-functions, and hence their Fourier transform, i.e., \( \chi^\infty_\mathcal{F}(\alpha) \) and \( \chi^\infty_\mathcal{F}(\alpha) \), are positive-definite [110–112]. In this context, a function \( f : \mathbb{C} \to \mathbb{C} \) is called positive definite if the matrix \( (f(\alpha_\mu - \alpha_\nu))_{\mu=1,...,N} \) is positive semidefinite for all collections \( \alpha_1, \ldots, \alpha_N \in \mathbb{C} \). This in turn implies \( |f(\alpha)| \leq |f(0)| \), and in particular that \( f \) is bounded. The relation which defines the characteristic functions is linear, and hence

\[
\chi^\infty_\mathcal{F}(\alpha) = \chi^\infty_\mathcal{F}(\alpha) + (r + \epsilon - 1) \chi^\infty_\mathcal{F}(\alpha) \frac{r + \epsilon}{r + \epsilon}.
\]

Hence, also \( \chi^\infty_\mathcal{F}(\alpha) \) has to be bounded, and moreover

\[
\|\chi^\infty_\mathcal{F}\|_{L^\infty} \leq (r + \epsilon) \|\chi^\infty_\mathcal{F}\|_{L^\infty} + (r + \epsilon - 1) \|\chi^\infty_\mathcal{F}\|_{L^\infty} = (r + \epsilon) |\chi^\infty_\mathcal{F}(0)| + (r + \epsilon - 1) |\chi^\infty_\mathcal{F}(0)| = 2(r + \epsilon) - 1,
\]

where we have used that \( |\chi^\infty_\mathcal{F}(\alpha)| \leq |\chi^\infty_\mathcal{F}(0)| \leq 2R_\mathcal{F}(\rho) - 1 \).
Examples of states with unbounded $\chi_1$ functions (and hence infinite standard robustness of nonclassicality) comprise Fock, squeezed and cat states. The next Proposition proves that a large class of pure states have indeed unbounded $\chi_1$ functions.

**Proposition 19.** Let $|\psi\rangle$ be a nonclassical pure state having a vanishing overlap with a finite (possibly empty) set of coherent states. Then, $R^\chi_C(|\psi\rangle) = \infty$.

**Proof.** Let us write $|\psi\rangle = \sum_n c_n |n\rangle$. The function $f(a) = e^{i|a|^2/2} \langle a | \psi \rangle = \sum_n \frac{c_n^*}{\sqrt{n!}} a^n$ is a complex entire function of order at most $2$ (otherwise, $|\langle \psi | a \rangle|$ would diverge). If $N < \infty$ is the number of zeros of $f(a)$, its Hadamard factorization [113] becomes $f(a) = e^{a^2+ba} P_N(a)$, where $P_N(a)$ is a polynomial of degree $N$ and $|a| < \frac{1}{2}$ in order for $|\langle \psi | a \rangle|$ to be bounded. The Husimi Q-function is then

\[ Q^\psi(a) = e^{-|a|^2} |f(a)|^2 = e^{-|a|^2} e^{2\Re[a^2+ba]} |P_N(a)|^2 \]

(71)

with

\[ r(a) = \begin{pmatrix} \Re a \\ \Im a \end{pmatrix}, \quad A = \begin{pmatrix} 1 - 2\Re a & 25a \\ 25a & 1 + 2\Re a \end{pmatrix}, \quad \beta = \begin{pmatrix} 25b \\ -25b \end{pmatrix}. \]

It is easy to see that the matrix $A$ has eigenvalues $1 \pm 2|a|$. The Fourier transform of a function in the form (71) has again the same structure, but with $A^{-1}$ in place of $A$. Now, let us suppose for the moment that $a > 0$. In this case, $A$ has an eigenvalue strictly bigger than $1$, and hence $A^{-1}$ has one strictly smaller than $1$. Thus, $\chi^\psi_1 = e^{a^2} \chi^{-1}_1$, where $\chi^{-1}_1$ is the Fourier transform of $Q^\psi$, is necessarily unbounded and, by virtue of Lemma 18, we conclude that $R^\chi_C(|\psi\rangle) = \infty$. If instead $a = 0$, we have $A = A^{-1}$. At this point, we have to make a subsequent distinction: if $P_N$ is the trivial polynomial, $\psi$ is a coherent state and hence is obviously classical; if $P_N$ is not trivial we end up once again with a divergent $\chi^\psi_1$ (in this case the divergence is polynomial instead of exponential). \qed

Among the states which fulfill the hypothesis of the last result there are e.g. any finite superposition of Fock states and any nonclassical Gaussian state. It is worth noticing that the celebrated cat state $|\alpha_+\rangle \propto |\alpha\rangle + |\beta\rangle$ is a pure state with vanishing overlap with infinite coherent states, but with unbounded $\chi_1$ and hence infinite standard robustness of nonclassicality.

Let us briefly clarify an apparent similarity between the standard robustness of nonclassicality and the notion of Glauber–Sudarshan P representation [99, 100]. Specifically, recalling that any state $\sigma \in C$ can be written as $\int_C |\alpha\rangle \langle \alpha | d\mu(\alpha)$ for some Borel probability measure $\mu$ on the set $C' := \{|\alpha\rangle \langle \alpha | : \alpha \in \mathbb{C} \}$, we can write the standard robustness $R^\chi_C$, as the least coefficient $\lambda$ such that

\[ \rho = \lambda \int_{C'} |\alpha\rangle \langle \alpha | d\mu(\alpha) - (\lambda - 1) \int_{C'} |\alpha\rangle \langle \alpha | d\mu(\alpha) \]

(72)

for some two probability measures $\mu_+, \mu_-$. Notice that any two measures $\mu_\pm$ give rise to a signed measure (i.e., one allowing negative values) $\mu' = \mu_+ - \mu_-$. Conversely, one can use the Hahn–Jordan decomposition theorem to write any signed measure on $C'$ as the difference of two non-negative measures $\mu_\pm$. This shows that the standard robustness (or, specifically, $R^\chi_C$) admits a natural interpretation as the negativity of the resource (cf. [114]), in the sense that it quantifies the minimal negative part of a signed measure $\mu'$ such that

\[ \rho = \int_{C'} |\alpha\rangle \langle \alpha | d\mu'(\alpha). \]

(73)

An important difference between this expression and the Glauber–Sudarshan P representation is that the latter is based on quasiprobability distributions over the set $C'$, which are a strictly more general concept than signed Borel measures. In particular, we can see from Prop. 19 that there exist states which cannot be written as in (73) for any signed measure $\mu$, even though it is known that any state admits a representation in terms of a quasiprobability distribution on $C'$ in the form of the P representation [99, 100].

2. Fock states

**Proposition 20.** For any $n > 0$,

\[ R^\chi_C(|n\rangle \langle n|) = e^n \frac{n^n}{n^n}. \]

(74)

**Proof.** Define

\[ \gamma_n := \sup_{\alpha \in \mathbb{C}} |\langle \alpha | n \rangle|^2 = \sup_{a \geq 0} e^{-a} a^n \frac{n^n}{n^n}. \]

(75)

Lemma 14 then immediately gives

\[ R^\chi_C(|n\rangle \langle n|) \geq \gamma^{-1}_n. \]

(76)

Inspired by the methods used to compute the nonclassical trace distance of Fock states [115, 116], consider now the phase-randomized coherent state

\[ \sigma_n := \frac{1}{2\pi} \int_0^{2\pi} |\sqrt{n} e^{i\theta}\rangle \langle \sqrt{n} e^{i\theta}| d\theta = e^{-n} \sum_{k=0}^\infty \frac{n^k}{k!} |k\rangle \langle k|. \]

(77)
Using Lemma 13, we get
\[
\mathcal{R}_C(|n\rangle\langle n|) \leq \langle n | \sigma_n^{-1} | n \rangle
\]
\[
= e^{n \frac{1}{n}}
\]
\[
= \gamma_n^{-1}. \tag{78}
\]
The upper and lower bounds thus coincide, and we have \( \mathcal{R}_C(|n\rangle\langle n|) = \gamma_n^{-1} \) for any \( n > 0 \).

We note that the bound from Lemma 14 that we employed in the proof can be rephrased in terms of a geometric measure of nonclassicality based on the Husimi Q function, which was previously studied in several works [116–119]. In particular, we have \( \mathcal{R}_C(\rho) \geq \frac{\langle \rho, \omega \rangle}{\pi Q_{\max}(\omega)} \) for any state \( \rho, \omega \), where \( Q_{\max}(\omega) = \sup_{\alpha \in C} Q_{\omega}(\alpha) \) with \( Q_{\omega}(\alpha) = \frac{1}{\pi} \langle \alpha | \omega | \alpha \rangle \) being the Husimi Q-function.

We also have from Cor. 15 that the above immediately implies
\[
\inf_{\sigma \in C} D(|n\rangle\langle n| || \sigma) = \log \mathcal{R}_C(|n\rangle\langle n|) = -\log \gamma_n. \tag{79}
\]
This expression for the relative entropy of nonclassicality has been independently shown in [87].

We can furthermore compute the robustness for the noisy Fock state
\[
\rho_{n,t} := t | n \rangle \langle n | + (1-t) \sigma_n. \tag{80}
\]
On the one hand, convexity of \( \mathcal{R}_C \) gives
\[
\mathcal{R}_C(\rho_{n,t}) \leq t \gamma_n^{-1} + (1-t), \tag{81}
\]
and on the other hand using the feasible dual solution \( W = |n\rangle\langle n| \gamma_n \) gives
\[
\mathcal{R}_C(\rho_{n,t}) \geq \langle W, \rho_{n,t} \rangle
\]
\[
= t \gamma_n^{-1} + (1-t) \frac{\langle n | \sigma_n | n \rangle}{\gamma_n}
\]
\[
= t \gamma_n^{-1} + (1-t). \tag{82}
\]

In a similar way, we can bound the robustness of the mixed state
\[
\rho_{n,q} := q | n \rangle \langle n | + (1-q) | 0 \rangle \langle 0 | \tag{83}
\]
as
\[
q \gamma_n^{-1} \leq \mathcal{R}_C(\rho_{n,q}) \leq q \gamma_n^{-1} + (1-q). \tag{84}
\]

3. Squeezed states

Proposition 21. The robustness of nonclassicality of the squeezed states (67) is given by
\[
\mathcal{R}_C(\xi_r) = e^{r} \tag{85}
\]
for all \( r \geq 0 \).

Proof. For any squeezed state \( |\xi_q\rangle \) with \( q \geq 0 \), we have
\[
\sup_{\alpha \in C} |\langle \alpha | \xi_q \rangle|^2 = \sup_{\alpha \in C} \frac{1}{\cosh(q)} e^{-(\alpha^2 + \tanh(q) R(\alpha^2))} = \frac{1}{\cosh(q)}. \tag{86}
\]
Employing the lower bound from Lemma 14 with the choice \( \omega = \xi_q \) then gives
\[
\mathcal{R}_C(\xi_q) \geq |\langle \xi_q | \xi_q \rangle|^2 \cosh(q)
\]
\[
= \frac{\cosh(q)}{\cosh(q-r)} \tag{87}
\]
for any \( q \), where we used the well-known expression for the overlap of two squeezed states (see e.g. [109, 3.7]). In the limit \( q \to \infty \), this gives
\[
\mathcal{R}_C(\xi_q) \geq e^r. \tag{88}
\]

We now move on to the proof of the upper bound. For \( s \geq 0 \), let us construct the state
\[
\sigma_s := S(s) \tau_{N(s)} S(S(s)) \tag{89}
\]
where \( S \) and \( \tau_{N(s)} \) are defined by (66) and (65), respectively. Note that \( \sigma_s \) is a Gaussian state with quantum covariance matrix
\[
V_{\sigma_s} = \begin{pmatrix} \frac{1}{2} & \frac{i s}{2} \\ \frac{i s}{2} & \frac{1}{2} \end{pmatrix}. \tag{90}
\]
Since \( V_{\sigma_s} \geq 1 \) the state \( \sigma_s \) is classical. In fact, one can check that
\[
\sigma_s = \sqrt{\frac{2}{\pi (e^{2s} - 1)}} \int_{-\infty}^{+\infty} dt e^{-\frac{2t^2}{e^{2s} - 1}} |it\rangle\langle it|, \tag{91}
\]
where \( |it\rangle \) is a coherent state.

We now employ this state as an ansatz for Lemma 13. Using the identity \( \sum_{n=0}^{\infty} \frac{1}{n!} (\frac{2n}{\sqrt{\pi}})^n = \frac{1}{\sqrt{e}} \) for \( t \in [0,1) \), which in turn can be easily retrieved from the fact that the squeezed state (67) is normalized, we find that
\[
\mathcal{R}_C(\xi_r) \leq g(r,s), \tag{92}
\]
where
\[
g(r,s) := \langle \xi_r | \sigma_s^{-1} | \xi_r \rangle
\]
\[
= \langle 0 | S(r) S(s) \tau_{N(s)}^{-1} S(S(s)) S(r) | 0 \rangle
\]
\[
= \langle \xi_{r-s} | \tau_{N(s)}^{-1} \xi_{r-s} \rangle
\]
\[
= \frac{\sinh(s)}{(1 - \tanh(s)) \sqrt{\sinh(r) \sinh(2s-r)}}, \tag{93}
\]
where to obtain a finite result we assumed that \( 2s > r \). A lengthy yet straightforward calculation shows that, for a fixed \( r \), the above function achieves the minimum in \( s \) for \( s = s_0(r) := \frac{r}{2} + \frac{1}{2} \ln(2 - e^{-2r}) \). Note that \( 2s_0(r) > r \) as long as \( r > 0 \). A remarkable simplification occurs when we plug this value of \( s \) inside the function \( g \). Namely, upon elementary manipulations one obtains that \( g(r,s_0(r)) = e^r \). \hfill \Box

\footnote{The quantum covariance matrix of an \( m \)-mode state \( \rho \) is given by \( (V_{\rho})_{ij} := \text{Tr} \left[ \rho (R_i - r_i, R_j - r_j) \right] \), where \( R \equiv (x_1, \ldots, x_m, p_1, \ldots, p_m)^T \) is the vector of canonical operators, and \( r \equiv \text{Tr}[\rho R] \in \mathbb{R}^{2m} \) is the vector of first moments of the state [120].}
4. Photon-added and photon-subtracted squeezed states

We define single-mode single-photon-added and single-photon-subtracted squeezed vacuum states as
\[
|\zeta_r,0\rangle_+ := a^\dagger |\zeta_r,0\rangle / \sqrt{\langle \zeta_r,0|a^\dagger a|\zeta_r,0\rangle} = a^\dagger |\zeta_r,0\rangle / \cosh(r),
\]
(92)
\[
|\zeta_r,0\rangle_- := a |\zeta_r,0\rangle / \sqrt{\langle \zeta_r,0|a^\dagger a|\zeta_r,0\rangle} = a |\zeta_r,0\rangle / \sinh(r),
\]
(93)
where $|\zeta_r,0\rangle = R(\theta)S(r)|0\rangle$ with $R(\theta) = e^{ia_1a_0}$ is the phase rotation unitary. Since $R(\theta)$ is a passive Gaussian unitary, it does not affect the degree of nonclassicality. Thus, we take $\theta = 0$ and define $|\zeta_r\rangle_+ := |\zeta_r,0\rangle_+$. Next, we note that $|\zeta_r\rangle_+$ and $|\zeta_r\rangle_-$ are actually identical. To see this, let us express these in the number representation.

\[
|\zeta_r\rangle_+ = \frac{1}{\cosh^{3/2}(r)} \sum_{n=0}^{\infty} \sqrt{\frac{2^n}{2n}} \tanh^{n}(r) |2n+1\rangle
\]
(94)
\[
|\zeta_r\rangle_- = \frac{1}{\sinh(r)\cosh(r)} \sum_{n=1}^{\infty} \sqrt{\frac{2^{n+1}}{2n}} \tanh^{n}(r) |2n-1\rangle.
\]
(95)
Then, (95) may be further computed as
\[
|\zeta_r\rangle_- = \frac{1}{\sinh(r)\cosh(r)} \sum_{n=0}^{\infty} \sqrt{\frac{2n}{2n+1}} \sqrt{\frac{2^{n+1}}{2n+1}} \tanh^{n+1}(r) |2n+1\rangle
\]
\[
\times \tanh^{n-1}(r) |2n-1\rangle,
\]
(96)
which is identical to $|\zeta_r\rangle_+$. Hence, it suffices to only consider photon-added states. Then, we have the following bounds for the robustness for this class of states.

**Proposition 22.** Let $|\zeta_r\rangle_\pm$ be single-photon-added/subtracted squeezed vacuum states as defined above. Then,
\[
e^{-r+1} \cosh^2(r) \leq R_C(|\zeta_r\rangle_\pm) \leq \frac{4e^{2r}}{3\sqrt{3} \sinh(r)}
\]
(97)
for all $r \geq 0$.

A tighter lower bound can be obtained for $r \leq \ln \sqrt{2} \approx 0.35$ as $R_C(|\zeta_r\rangle_\pm) \geq e \cosh(r)^{-3}$ and for $r \geq \ln \sqrt{2}$ as $R_C(|\zeta_r\rangle_\pm) \geq 4/27 e^{1+2r} \sinh(r)^{-1}$.

**Proof.** We sketch the proof here. Since the exact calculations are lengthy, we defer the complete details to Appendix B.

The lower bounds all follow from Lemma 14 with suitable choices of $\alpha = |\zeta_q\rangle_\pm, |\zeta_q\rangle_\pm$ in Eq. (46). In particular, we compute
\[
\sup_{\alpha \in C} \langle \alpha |\zeta_q\rangle_\pm |^2 \leq \frac{e^{-q+1} \cosh^2(q)}{\cosh^2(r-q)}.
\]
(98)
The general lower bound in Eq. (97) follows by choosing $q = r$. For $r \leq \ln \sqrt{2}$, we get a tighter bound with the choice of $q = 0$, and for $r \geq \ln \sqrt{2}$ we can choose $q = \frac{1}{2} \ln \left(2e^{2r} - 3\right)$.

To obtain the upper bound, we consider the ansatz in Eq. (89). Computing
\[
g_{\text{PA}}(r,s) := \langle \zeta_r |\sigma_+^{-1} |\zeta_r\rangle_+ = \frac{\cosh(s) \sin^2(s)}{(1-\tanh(s))(\sinh(r)\sinh(2s-r))^{3/2}},
\]
(99)
we see that this expression is minimized for $s = \frac{1}{2} \ln(4e^{2r} - 3)$. Plugging this value of $s$ into the above function yields the claimed bound. □

5. Cat states

**Proposition 23.** For the cat states $|\alpha\rangle_\pm = \frac{1}{\sqrt{2\alpha^\pm}}(|\alpha\rangle \pm |-\alpha\rangle)$, where $\alpha > 0$ and $c_\pm = 1 \pm e^{-2\alpha^2}$, we have
\[
R_C(|\alpha\rangle_\pm) \leq \frac{2}{c_\pm}
\]
(100)
and corresponding lower bounds give $R_C(|\alpha\rangle_\pm) \to 2$ as $\alpha \to \infty$.

In the low $\alpha$ regime, we can furthermore obtain improved analytical bounds. For the even cat state $|\alpha\rangle_{\pm}$, it holds that
\[
R_C(|\alpha\rangle_\pm) \geq \frac{\cosh(\alpha^2)}{\cosh(\alpha^2)}/
\]
(101)
For the odd cat state $|\alpha\rangle_\pm$, we have
\[
\frac{a^2 e}{\sinh(\alpha^2)} \leq R_C(|\alpha\rangle_\pm) \leq \frac{a^2 e}{(1 - a^4) \sinh(\alpha^2)},
\]
(102)
where the upper bound applies only to $\alpha < 1$. The lower bound is tight for $\alpha = 1$.

**Proof.** Defining the state $\sigma_\alpha := \frac{1}{\sqrt{2}}(|\alpha\rangle \langle \alpha| + |\alpha\rangle \langle -\alpha|) \in C$, one can notice that each $|\alpha\rangle_\pm$ is an eigenvector of this operator with eigenvalue $\frac{\alpha^2}{2\sqrt{2}}$, respectively. Lemma 13 then gives
\[
R_C(|\alpha\rangle_\pm) \leq \langle \alpha_\pm |\sigma_\alpha^{-1} |\alpha_\pm\rangle = \frac{2}{c_\pm},
\]
(103)
This can be alternatively noticed by recalling from Prop. 17 that $R_C(|\alpha\rangle_\pm) = |||\alpha\rangle_\pm||_f^2$ and using that
\[
|||\alpha\rangle_\pm||_f = \frac{1}{\sqrt{2c_\pm}} |||\alpha\rangle \pm || \leq \frac{1}{\sqrt{2c_\pm}} \left( |||\alpha\rangle||_f + || -\alpha\rangle||_f \right)
\]
(104)
\[
= \sqrt{\frac{2}{c_\pm}}.
\]
Now, from Lemma 14 we have that
\[
R_C(\alpha_+) \geq \inf_{\beta \in C} \frac{1}{\beta_1^2} \frac{1}{|\beta_1\alpha_+|^2} \\
= \inf_{\beta > 0} \frac{1}{\cosh(\beta_1^2)},
\]
(105)
\[
R_C(\alpha_-) \geq \inf_{\beta > 0} \frac{e^{\alpha_2^2} \sinh(\beta_1^2)}{\sinh(\alpha_2^2)}.
\]
Although the bounds do not seem amenable to an analytical expression in general, they can be verified to approach 2 in the large \(a\) limit (cf. [116, 118]).

Alternatively, for the even cat state \(|\alpha_+\rangle\) we can take the cat state \(|\gamma_+\rangle\) with parameter \(\gamma = 1\) as an ansatz to the lower bound in Lemma 14. For this state, we compute \(\sup_{\beta \in C} \langle 1 | \beta_1 | \beta_2 \rangle^2 = \cosh(1)^{-1}\). Using that \( \langle \alpha | \gamma \rangle = \frac{\cosh(\alpha_1^2)}{\cosh(\alpha_2^2)\cosh(\gamma_2^2)} \), we get
\[
R_C(\alpha_+) \geq \frac{\cosh(\alpha_2^2)}{\cosh(\alpha_1^2)}.
\]
For the odd cat state \(|\alpha_-\rangle\) we can choose the Fock state \(|1\rangle\) as an ansatz to Lemma 14, giving
\[
R_C(\alpha_-) \geq \frac{\alpha_2^2 e}{\sinh(\alpha_2^2)}.
\]
(107)

The upper and lower bounds then coincide for \(\alpha = 1\), in which case we have \(R_C(1) = \frac{2e^2}{e^2 - 1}\). For an alternative upper bound, we can choose the phase-randomized state \(\sigma_1\) (see Eq. 77). Since for all \(0 < \alpha < 1\), \(|\alpha_-\rangle \in \text{ran}(\sigma_1^{1/2})\), Lem. 13 gives
\[
R_C(\alpha_-) = \langle \alpha_- | \sigma_1^{-1} | \alpha_- \rangle = \frac{\alpha_2^2 e}{(1 - \alpha^4) \sinh(\alpha_2^2)}.
\]
(108)

We note that the lower bounds in Eq. (105) can be easily evaluated numerically — we visualize this in Fig. 1. In particular, the convergence of the lower bound to 2 is fast, and already for \(\alpha = 2\) we obtain
\[
1.9990 \approx \frac{1}{\sup_{\beta \in C} \langle \alpha_+ | \beta \rangle^2} \leq \frac{1}{\alpha_+^2} \approx 1.9993
\]
\[
2.0003 \approx \frac{1}{\sup_{\beta \in C} \langle \alpha_- | \beta \rangle^2} \leq \frac{1}{\alpha_-^2} \approx 2.0007.
\]

An interesting property emerges by performing an explicit numerical optimization over the choices of even cat states \(|\gamma_+\rangle\) in the bound from Lemma 14,
\[
R_C(\alpha_+) \geq \sup_{\gamma \in C} \frac{|\langle \alpha_+ | \gamma_+ \rangle|^2}{\sup_{\beta \in C} \langle \beta_1 | \gamma_+ \rangle^2},
\]
(110)
as we see in Fig. 1, the bound actually matches the upper bound \(\frac{2}{\alpha_+^2}\) perfectly for all \(\alpha\). In a similar way, we obtain an exact match of the analytical upper and numerical lower bound for \(|\alpha_-\rangle\) for all \(\alpha \geq 1\).

For the odd cat state \(|\alpha_-\rangle\), we additionally plot a bound obtained from numerically optimizing the parameter \(x\) in the phase-randomized state \(\sigma_x\) over \(x > \alpha^2\), which can provide a slight improvement over the bound from \(\sigma_1\). As \(\alpha \to 0\), all of the bounds approach \(R_C(|1\rangle |1\rangle) = e\).

6. Multi-mode nonclassicality

The Hilbert space modelling \(m\) harmonic oscillators (or modes) is \(\mathcal{H} = L^2(\mathbb{R}^m)\), which can be written as a tensor product of the single-mode spaces \(\mathcal{H} = L^2(\mathbb{R}) \otimes \cdots \otimes L^2(\mathbb{R})\). The theory of multi-mode nonclassicality admits a remarkably simple structure, in the sense that any \(m\)-mode coherent state is of the form \(|\alpha\rangle = |\alpha_1\rangle \otimes \cdots \otimes |\alpha_m\rangle\) with \(\alpha = (\alpha_1, \ldots, \alpha_m) \in \mathbb{C}^m\). This leads to the property that the robustness of nonclassicality is, in fact, multiplicative for products of single-mode states.

**Proposition 24.** Let \(|\rho_i\rangle_{i=1}^m\) be a collection of single-mode quantum states \(\rho_i \in \mathcal{D}(L^2(\mathbb{R}))\). Then
\[
R_C\left(\bigotimes_{i=1}^m \rho_i\right) = \prod_{i=1}^m R_C(\rho_i).
\]
(111)

**Proof.** We will use \(C_i\) to denote the set of classical states of the given mode. Let \(\sigma_i \in C_i\) be feasible states such that \(\rho_i \leq \lambda_i \sigma_i\). Then, \(\bigotimes_i \rho_i \leq \left(\bigotimes_i \lambda_i \right) \bigotimes_i \sigma_i\) — this can be seen for \(m = 2\) from the fact that
\[
0 \leq (\lambda_1 \sigma_1 - \rho_1) \otimes \lambda_2 \sigma_2 + \rho_1 \otimes (\lambda_2 \sigma_2 - \rho_2) = \lambda_1 \lambda_2 (\sigma_1 \otimes \sigma_2) - \rho_1 \otimes \rho_2
\]
(112)

where we used that the tensor product of positive operators is positive, and an extension to arbitrary \(m\) is immediate. Since \(\bigotimes_i \sigma_i \in C\), this shows in particular that feasible solutions for \(R_C(\rho_i) = R_C(\rho_i)\) can be used to construct a feasible solution for \(R_C\left(\bigotimes_i \rho_i\right)\), leading to \(R_C\left(\bigotimes_i \rho_i\right) \leq \prod_i \lambda_i \sigma_i\). As this holds for any feasible choice of \(\lambda_i\), it must also hold for their infimum, which implies the desired relation \(R_C\left(\bigotimes_i \rho_i\right) \leq \prod_i R_C(\rho_i)\).

Let \(W_i\) be feasible dual solutions for \(R_C(\rho_i)\), with each \(W_i \geq 0\) and \(\sup_{\alpha \in C} \langle W_i | \alpha \rangle \leq 1\). Then \(\bigotimes_i W_i \geq 0\) and
\[
\sup_{\alpha \in C} \left\langle \bigotimes_i \rho_i, \alpha \right\rangle = \sup_{\alpha \in C} \left\langle \bigotimes_i W_i, |\alpha \rangle \langle \alpha | \right\rangle
\]
(113)
\[
= \sup_{\alpha_1 \in C_1} \left( \bigotimes_i W_i, |\alpha_i \rangle \langle \alpha_i | \right) \leq 1,
\]
where in the first line we used that the supremum of a continuous linear functional over a set \(S\) is equal to its supremum over \(cl \conv S\), and in the second line we used that every \(m\)-mode coherent state is a product of single-mode coherent states. This means that \(\bigotimes_i W_i\) is a feasible witness for \(R_C\left(\bigotimes_i \rho_i\right)\). Therefore \(R_C\left(\bigotimes_i \rho_i\right) \geq \left\langle \bigotimes_i \rho_i, \bigotimes_i W_i, |\alpha_i \rangle \langle \alpha_i | \right\rangle = \prod_i \langle W_i, |\alpha_i \rangle \rangle\), and since this holds for any feasible \(W_i\), it must also hold for their least upper bounds \(\prod_i R_C(\rho_i)\).
One can notice that the submultiplicativity of the robustness \( R_F \) in fact holds in any resource theory such that \( \sigma_1 \in \mathcal{T}(\mathcal{H}_1), \sigma_2 \in \mathcal{T}(\mathcal{H}_2) \Rightarrow \sigma_1 \otimes \sigma_2 \in \mathcal{T}(\mathcal{H}_1 \otimes \mathcal{H}_2) \), but the full multiplicativity relies on the particular structure of pure states in the theory of nonclassicality.

**B. Entanglement**

The foremost example of a quantum resource theory is entanglement theory [121–124] (cf. [1, Sec. IV.A]). In spite of its historical importance, comparatively little is known on the properties of entanglement in infinite-dimensional systems [47, 87, 93, 125, 126]. Throughout this section, we will specialize our results to this case, and establish the corresponding robustness as a valid entanglement measure in the infinite-dimensional setting.

We consider a tensor product of two separable Hilbert spaces \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \). The set of free pure states is defined to consist of product vectors:

\[
f = \left\{ |\phi \rangle \otimes |\tau \rangle \left| |\phi \rangle \in \mathcal{H}_A, |\tau \rangle \in \mathcal{H}_B, \langle \phi |\phi \rangle = 1 = \langle \tau |\tau \rangle \right. \right\}.
\]

The closure of all convex combinations of such states defines the set of separable states \( S = \text{cl} \text{conv} \left\{ |\psi \rangle \langle \psi | \left| |\psi \rangle \in f \right. \right\} \).

**1. Strong duality**

We start our investigation by showing that Thm. 12 applies, thus implying that \( R_S = R_S^* \) holds in this case as well.

**Lemma 25.** The cone \( \text{cone}(S) \) of separable operators is closed in the weak* topology. Thus, for all states \( \rho \in \mathcal{D}(\mathcal{H}_A \otimes \mathcal{H}_B) \) it holds that \( R_S(\rho) = R_S^*(\rho) \).

Proof. Let \( \{|n\}_A \) and \( \{|m\}_B \) be orthonormal bases of the local Hilbert spaces \( \mathcal{H}_A \) and \( \mathcal{H}_B \). For \( N \in \mathbb{N} \), consider the subspaces \( \mathcal{H}_A^N = \text{span}\{|0\}_A, \ldots, |N\}_A \) and \( \mathcal{H}_B^N = \text{span}\{|0\}_B, \ldots, |N\}_B \), with corresponding projectors \( P_A^N \) and \( P_B^N \). Define the mappings \( \mathcal{P}_N : \mathcal{T}(\mathcal{H}_A \otimes \mathcal{H}_B) \rightarrow \mathcal{T}(\mathcal{H}_A^N \otimes \mathcal{H}_B^N) \) given by

\[
\mathcal{P}_N(\cdot) = P_A^N \otimes P_B^N(\cdot) P_A^N \otimes P_B^N,
\]

and construct the sets

\[
f^N = \left\{ |\phi \rangle \otimes |\tau \rangle \left| |\phi \rangle \in \mathcal{H}_A^N, |\tau \rangle \in \mathcal{H}_B^N, \langle \phi |\phi \rangle = 1 = \langle \tau |\tau \rangle \right. \right\},
\]

\[
S^N = \text{conv} \left\{ |\psi \rangle \langle \psi | \left| |\psi \rangle \in f^N \right. \right\}.
\]

Now, it is not difficult to verify that

\[
\text{cone}(S) = \bigcap_{N \in \mathbb{N}} \mathcal{P}_N^{-1}(\text{cone}(S_N)).
\]

In fact, on the one hand any \( X \in \text{cone}(S) \) clearly satisfies that \( \mathcal{P}_N(X) \in \text{cone}(S_N) \). On the other, let \( X \) be a non-zero trace-class operator such that \( \mathcal{P}_N(X) \in \text{cone}(S_N) \subseteq \text{cone}(S) \) for all \( N \in \mathbb{N} \). First, it is elementary to see that \( X \geq 0 \) is in fact positive semidefinite. Second, it holds that \( \lim_{N \rightarrow \infty} \text{Tr}[\mathcal{P}_N(X)] = \text{Tr}[X] \), because \( X \) is trace-class. Incidentally, since \( X \geq 0 \) and \( X \neq 0 \), we have that \( \text{Tr}X > 0 \). Therefore, we can apply the gentle measurement lemma [127, Lemma 9] and conclude that \( X_N := \frac{\mathcal{P}_N(X)}{\text{Tr}[\mathcal{P}_N(X)]} \in S_N \subset S \) satisfies that

\[
\lim_{N \rightarrow \infty} \frac{\mathcal{P}_N(X)}{\text{Tr}[\mathcal{P}_N(X)]} = \frac{X}{\text{Tr}[X]},
\]

where the limit is with respect to the trace norm topology. Since \( S \) is closed, we deduce that \( \frac{X}{\text{Tr}[X]} \in S \) and hence that \( X \in \text{cone}(S) \), as claimed.
Having established (117), let us see why this ensures that cone$(S)$ is weak*-closed. Note that the range of the map $\mathcal{P}_{N}$ is finite-dimensional and the entries of $\mathcal{P}_{N}(X)$ are weak*-continuous functions of $X$ for a fixed $N$, so that the map $\mathcal{P}_{N}$ is itself weak*-continuous. Since cone$(S_{N})$ is closed, it follows that $\mathcal{P}_{N}^{-1}$ (cone$(S_{N})$) is weak*-closed as well. Being an intersection of weak*-closed sets, cone$(S)$ is itself weak*-closed. Thus, an application of Thm. 12 concludes the proof. □

2. Pure states

Having established the equality between the robustness and its lower semicontinuous version for the case of entanglement, we turn to the problem of computing the resulting function for pure states. Recall that, for any pure state $|\psi\rangle$, there exist orthonormal bases $\{|i\rangle\}_{i=1}^{\infty} \in \mathcal{H}_{A}$, $\{|i\rangle\}_{i=1}^{\infty} \in \mathcal{H}_{B}$ such that $|\psi\rangle$ can be written as

$$|\psi\rangle = \sum_{i=0}^{\infty} \mu_{i} |ii\rangle$$

(119)

where $\{|\mu_{i}\rangle\}_{i=1}^{\infty}$ is a monotonically non-increasing, square-summable sequence in $\mathbb{R}_{+}$, referred to as the Schmidt coefficients of $|\psi\rangle$. When at least one of $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$ is finite-dimensional, there are at most $d = \min\{\dim \mathcal{H}_{A}, \dim \mathcal{H}_{B}\}$ non-zero Schmidt coefficients, and we have [96]

$$\||\psi\rangle\|_{f} = \sum_{i=0}^{d} \mu_{i}$$

(120)

We will extend the above also to the infinite-dimensional case, leading to a computable expression for the robustness $R_{S}(\psi)$ of any pure state.

The case of entanglement theory is peculiar because for pure states this same expression yields also the standard robustness $R_{S}^{e}(\psi)$. While this has been established by Vidal and Tarrach [29] for the finite-dimensional case, we now extend their result to our general infinite-dimensional setting.

**Proposition 26.** Consider any pure state $|\psi\rangle \in \mathcal{H}_{A} \otimes \mathcal{H}_{B}$ and let $\{\mu_{i}\}_{i=0}^{\infty} \in \ell^{2}(\mathbb{R})$ be the sequence of its Schmidt coefficients. Then

$$R_{S}^{e}(\psi) = R_{S}(\psi) = \left(\sum_{i=0}^{\infty} \mu_{i}\right)^{2}.$$  

(121)

In particular, a pure state has $R_{S}(\psi) < \infty$ if and only if the sum $\sum_{i} \mu_{i}$ converges.

**Proof.** Set $\mu := \sum_{i=0}^{\infty} \mu_{i}$. Since the inequality $R_{S}(\psi) \leq R_{S}^{e}(\psi)$ holds by construction, we need to show that $R_{S}(\psi) \geq \mu^{2}$ and $R_{S}^{e}(\psi) \leq \mu^{2}$. To prove the latter inequality, define the family of vectors $|w_{\xi}\rangle := \sum_{i=0}^{\infty} \xi^{i} |ii\rangle$, where $\xi \in (0, 1)$. Note that $(\xi^{i})_{i=0}^{\infty} \in \ell^{1}(\mathbb{R})$, and consider the positive bounded operator $W_{\xi} = |w_{\xi}\rangle\langle w_{\xi}|$. The fact that $\|W_{\xi}\|_{S}^{0} \leq 1$ can be shown from a result by Shimony [128], but we will prove this explicitly for completeness. Since any product state can be written as $|v\rangle = |v_{A}\rangle \otimes |v_{B}\rangle := \left(\sum_{i=0}^{\infty} a_{i} |i\rangle\right) \otimes \left(\sum_{i=0}^{\infty} b_{i} |i\rangle\right)$ with $|||v_{A}\rangle|| = |||v_{B}\rangle|| = 1$ using the Schmidt bases of $|\psi\rangle$, for any $|v\rangle \in f$ we have

$$\langle W_{\xi}, v \rangle = \langle v|W_{\xi}|v\rangle$$

$$= \sum_{i,j=0}^{\infty} \xi^{i} a_{i} a_{j}^{*} b_{i} b_{j}^{*}$$

$$= \left(\sum_{i=0}^{\infty} \xi^{i} a_{i} b_{i}^{*}\right) \left(\sum_{i=0}^{\infty} \xi^{i} a_{i} b_{i}\right)^{*}$$

(122)

$$= \|\Delta(W_{\xi})|v_{B}\rangle\langle v_{A}|\|^{2}$$

$$\leq \|\Delta(W_{\xi})\|_{\infty}^{2} |||v_{A}||^{2} |||v_{B}||^{2}$$

$$\leq 1$$

where we used $\Delta(W_{\xi})$ to denote the positive operator $\sum_{i=0}^{\infty} \xi^{i} |ii\rangle\langle i|$, and in the last line we used that $\xi^{i} \leq 1 \forall i$. This shows that $\|W_{\xi}\|_{S}^{0} \leq 1$ and hence we can take $W_{\xi}$ as a feasible solution for the robustness $R_{S}$, giving $R_{S}(\psi) \geq \langle W_{\xi}, \psi \rangle$ for any $\xi \in (0, 1)$. This then gives

$$R_{S}(\psi) \geq \lim_{\xi \to 1} \langle W_{\xi}, \psi \rangle$$

$$= \left(\lim_{\xi \to 1} \sum_{i=0}^{\infty} \xi^{i} \mu_{i}\right)^{2}$$

(123)

$$= \left(\sum_{i=0}^{\infty} \mu_{i}\right)^{2}$$

where in the third line we used Abel’s theorem, which extends also to the case when the series of $\{\mu_{i}\}_{i=0}^{\infty}$ diverges to infinity.

We conclude that $R_{S}(\psi) \geq \mu^{2}$, which means in particular that $R_{S}(\psi) = \infty$ when $\{\mu_{i}\}_{i=0}^{\infty} \notin \ell^{1}(\mathbb{R})$.

It remains to show that $R_{S}^{e}(\psi) = R_{S}^{e}(\psi) \leq \mu^{2}$, where we shall now assume that $\mu < \infty$. To this end, for $\theta \in [0, 2\pi)$, define

$$|\psi_{\theta}\rangle := \frac{1}{\mu^{1/2}} \sum_{j=0}^{\infty} \xi^{j/2} \theta^{j/2} \langle j|$$

(124)

in either $\mathcal{H}_{A}$ or $\mathcal{H}_{B}$, where the basis employed here is the Schmidt basis of $|\psi\rangle$ (Eq. (119)). The state

$$\omega := \int_{0}^{2\pi} \frac{d\theta}{2\pi} |\psi_{\theta}\rangle \otimes |\psi_{\theta}^{*}\rangle$$

(125)

is separable by construction. For indices $j, k, \ell, m \in \mathbb{N}$, we compute

$$\langle j|k\omega|lm\rangle$$

$$= \frac{1}{\mu^{2}} \int_{0}^{2\pi} \frac{d\theta}{2\pi} \sqrt{|\ell|} \mu_{k} \mu_{\ell} \mu_{m} e^{i2\theta} e^{-i2\theta} e^{-2m\theta} e^{2\theta} e^{2\theta}$$

$$= \frac{1}{\mu^{2}} \sqrt{|\ell|} \mu_{k} \mu_{\ell} \mu_{m} \int_{0}^{2\pi} \frac{d\theta}{2\pi} \exp \left( i \left( 2j^{2} + 2m^{2} - 2k^{2} - 2\ell^{2} \right) \theta \right).$$

(126)
Since the binary representation of any integer is unique, $2^j + 2^m \neq 2^k + 2^\ell$ unless either $j = k$ and $\ell = m$ or $j = \ell$ and $k = m$. Therefore,

$$\langle j|\omega|lm\rangle = \frac{\mu_j \mu_m}{\mu^2} (\delta_{j,k}\delta_{\ell,m} + \delta_{j,\ell}\delta_{k,m} - \delta_{j,k,\ell,m}),$$  \hspace{1cm} \text{(127)}

where $\delta_{j,k,\ell,m} = 1$ if $j = k = \ell = m$, and $\delta_{j,k,\ell,m} = 0$ otherwise. The last state we need to define is

$$\sigma := \frac{1}{\mu^2 - 1} \sum_{j,m=0,1,...} \mu_j \mu_m |jm\rangle \langle jm|,$$

which is also separable by construction. Now, consider that

$$\psi + (\mu^2 - 1) \sigma = \sum_{j,m} \mu_j \mu_m |j\rangle \langle mm| + \sum_{j,m} \mu_j \mu_m |jm\rangle \langle jm|$$

$$= \sum_{j,k,\ell,m} \mu_j \mu_m (\delta_{j,k}\delta_{\ell,m} + \delta_{j,\ell}\delta_{k,m} - \delta_{j,k,\ell,m})$$

$$\times |jk\rangle \langle lm| = \mu^2 \omega.$$  \hspace{1cm} \text{(129)}

Therefore, thanks to (7) we immediately see that $R^S_\sigma(\psi) \leq \mu^2$, concluding the proof. \hfill $\Box$

We note that $\ell^1$ is dense in $\ell^2$; more generally, it can be shown that the set of states with $R^S_\sigma(\rho) < \infty$ is dense in $\mathcal{D}(\mathcal{H})$ with the trace norm topology.

3. Comparison with standard robustness

The fact that the two robustnesses $R_S$ and $R^S_\sigma$ coincide for pure states prompts the natural question of whether there exist states that satisfy $R_S(\rho) < R^S_\sigma(\rho)$. To better understand and compare these two measures, we will now construct an extreme example of this behavior. To this end, let us start by recalling the definition of negativity, an entanglement measure given by [129]

$$N(\rho) := \frac{1}{2} \left( \|\rho^T\|_1 - 1 \right),$$

where $\Gamma$ denotes partial transposition with respect to either of the subsystems [130]. For a pure state $|\psi\rangle$ as in (119), one finds that $2N(\psi) + 1 = R_S(\psi) = R^S_\sigma(\psi)$ coincides with the two robustnesses, and its value is given by Prop. 26. In general, using the fact that separable states have a positive partial transpose, it is not difficult to show that

$$R^S_\sigma(\rho) \geq N(\rho) + 1$$  \hspace{1cm} \text{(131)}

for all states $\rho \in \mathcal{D}(\mathcal{H}_A \otimes \mathcal{H}_B)$ [129].

Our example is based on a famous operator first constructed and studied by Hilbert [131]. Let $\ell^2(\mathbb{C})$ be the Hilbert space of square-summable complex sequences $(a_n)_{n \in \mathbb{N}}$ (with index starting from 1), and denote by $\{|n\rangle\}_{n \in \mathbb{N}}$ its canonical basis. Construct the Hilbert operator $H_{-1}$ on $\ell^2(\mathbb{C})$ with matrix representation

$$\left( H_{-1} \right)_{n,m} := \begin{cases} 0, & \text{if } n = m, \\ \frac{1}{n-m}, & \text{if } n \neq m. \end{cases}$$  \hspace{1cm} \text{(132)}

It has been shown by Hilbert himself in his lectures [131] that $H_{-1}$ is bounded. Schur [132] later proved that in fact

$$\|H_{-1}\|_\infty = \pi.$$  \hspace{1cm} \text{(133)}

For an excellent account of this and related topics, see the book by Hardy, Littlewood and Pólya [133, Sec. 8.12], and by Steele [134, Ch. 10], and the set of lecture notes by Jameson [135].

**Proposition 27.** There exist a density operator $\omega$ over $\ell^2(\mathbb{C})$ such that the corresponding maximally correlated state

$$\rho[\omega] := \sum_{n,m=1}^\infty \omega_{nm} |n,m\rangle \langle n,m|$$

on $\ell^2(\mathbb{C})$ satisfies that

$$R_S(\rho) \leq 2, \quad R^S_\sigma(\rho) = N(\rho) = +\infty. $$  \hspace{1cm} \text{(135)}

**Proof.** Note that $H_{-1}^T = -H_{-1}$, so that $iH_{-1}$ is self-adjoint. We proceed by setting

$$\omega := \frac{1}{c} D \left( \mathbb{1} \pm \frac{i}{\pi} H_{-1} \right) D, $$

$$D := \sum_{n=1}^\infty d_n |n\rangle \langle n|,$$

$$d_n := \frac{1}{\sqrt{n \ln(n + 1)}},$$

$$c := \sum_{n=1}^\infty d_n^2 < \infty.$$  \hspace{1cm} \text{(139)}

We now verify that the state $\rho[\omega]$ constructed as in (134) with $\omega_{\pm}$ given by (136) satisfies all desired properties. First, thanks to (133) we have that $\omega_{\pm} \geq 0$. By definition of $c$, we also see that $\text{Tr} \omega_{\pm} = 1$, so that $\omega_{\pm}$ are both valid density operator on $\mathcal{H}$. The associated states $\rho_{\pm} := \rho[\omega_{\pm}]$ then satisfy that

$$R^S_\sigma(\rho_{\pm}) \geq N(\rho_{\pm}) + 1$$

$$= \frac{1}{2} \left( \|\rho_{\pm}^T\|_1 + 1 \right)$$

$$= \frac{1}{2} \left( \|\omega_{\pm}\|_1 + 1 \right),$$

where $\|X\|_\ell^1 := \sum_{n,m=1}^\infty |X_{nm}|$. Note that

$$\|\omega_{\pm}\|_\ell^1 = \frac{1}{c} \sum_{n,m=1}^\infty d_n d_m \left( \delta_{nm} + \frac{1}{\pi} \left| (H_{-1})_{nm} \right| \right)$$

$$= \frac{1}{\pi c} \sum_{n,m=1}^\infty d_n d_m \left| (H_{-1})_{nm} \right| + 1$$

$$= +\infty,$$
where the last equality is proved in [133, Sec. 8.12, p. 214]. Therefore,
\[ R^t_S(\rho_\pm) = N(\rho_\pm) = +\infty. \]  
(141)

It remains to prove that \( R_S(\rho_\pm) \leq 2 \). This follows immediately by observing that
\[ \rho_\pm \leq \rho_+ + \rho_- = \sum_{n=1}^{\infty} d_{n}^2 |nn\rangle\langle nn|, \]
(142)
and the latter operator is clearly separable. This concludes the proof.

The above example shows that our measure \( R_S \) and the standard robustness \( R^t_S \) behave in general very differently, with the latter sometimes assigning an infinite value to states that have a finite amount of entanglement according to the former.

C. Non-Gaussianity

Non-Gaussianity is another type of quantum resource characterizing nonclassical features of quantum states defined in continuous-variable systems. In particular, it is known that non-Gaussian states are required for a number of quantum information processing tasks [136–140], motivating its rigorous quantification in a resource-theoretic formulation that considers the set of Gaussian states free [43, 141, 142]. On the other hand, another operational standpoint where free resources should be what can be easily accessible in experiments leads to a resource theory of genuine non-Gaussianity [44, 45], which includes classical postprocessing and feedforwarded operations in its free operations and entails the closed convex hull of the set of Gaussian states as its free states. Genuine non-Gaussian states provide advantages in protocols such as continuous-variable universal quantum computation [44, 143], secure quantum communication [144], and channel discrimination [4]. The robustness measure established here can then be used to provide a quantitative account of the operational power of genuine non-Gaussianity. Here, we provide formulas for the robustness of genuine non-Gaussianity for Fock states and single-photon-added/subtracted states.

Let \( |\alpha, \xi\rangle := D_{\alpha,\xi} |0\rangle \) with \( \alpha = |\alpha|e^{i\phi}, \xi = |\xi|e^{i\theta} \) denote a single-mode Gaussian state where \( S(\xi) = \exp \left[ \frac{1}{2} (\xi^2 - \xi^* \xi ') \right] \) is a (rotated) squeezing operator, which reduces to (66) when \( \phi = 0 \) and \( |\xi| = r \). We take the set of single-mode states without genuine non-Gaussianity as our set of free states, i.e., \( \mathcal{F} = \mathcal{G} := \text{cl conv} \left\{ |\alpha, \xi\rangle \langle \alpha, \xi| \mid \alpha, \xi \in \mathbb{C} \right\} \), as in [44].

Although it is not clear whether the two expressions of robustness, \( R_G \) and \( R_{\mathcal{G}} \), coincide for the theory of genuine non-Gaussianity in general, we show in the following that they indeed coincide for the Fock states, and the inequality (47) is achieved.

**Proposition 28.**

\[ R_G(\rho_\pm) = R_{\mathcal{G}}(\rho_\pm) = \frac{1}{\sup_{\alpha, \xi \in \mathcal{F}} |\langle \alpha, \xi| \rho_\pm |\alpha, \xi\rangle|^2} \]
\[ = \left[ \sup_{|\alpha|, r \geq 0, \theta \in [0, \pi]} P_{\eta}(|\alpha|, r, \theta) \right]^{-1} \]
(143)

where
\[ P_{\eta}(|\alpha|, r, \theta) = \left( \frac{\tanh r}{n! \cosh r} \right)^n \exp \left[ -|\alpha|^2 (1 + \cos \theta \tanh r) \right] \]
\[ \times \left| H_n \left| |\alpha| \left( \cosh r + e^{i\theta} \sinh r \right) \left( e^{i\theta} \sinh(2r) \right)^{-1/2} \right|^{2} \right|^2 \]
(144)

with \( H_n(x) \) being the (physicists’) Hermite polynomials satisfying the recursion relation \( H_{n+1}(x) = 2xH_n(x) - 2nH_{n-1}(x) \).

As a result, the min-relative entropy, relative entropy, max-relative entropy measures all collapse to log \( R_G(\rho_\pm) \) (see Cor. 15).

**Proof.** Take an arbitrary single-mode Gaussian state \( |\alpha, \xi\rangle = \sum_{n=0}^{\infty} c_n |n\rangle \) where \( c_n := \langle n|\alpha, \xi\rangle \) is a coefficient for the number basis representation. Application of a random phase shift to this state gives the phase randomized state \( |\alpha, \xi\rangle \) written as
\[ \sigma_{\alpha, \xi} = \frac{1}{2\pi} \int_{0}^{2\pi} d\theta e^{i\alpha^* \theta} |\alpha, \xi\rangle \langle \alpha, \xi| e^{-i\alpha \theta} \]
\[ = \sum_{n=0}^{\infty} |c_n|^2 |n\rangle\langle n|, \]
(145)

which in particular implies
\[ \frac{1}{|\langle n|\alpha, \xi\rangle|^2} = \langle n| \sigma^{-1}_{\alpha, \xi} |n\rangle, \forall \alpha, \xi \in \mathbb{C}. \]
(146)

Since \( e^{i\alpha^* \theta} \) is a Gaussian unitary, which maps Gaussian states to Gaussian states, we always have \( \sigma_{\alpha, \xi} \in \mathcal{F} \), noting the equivalence between (50) and (51). Thus, considering a sequence of Gaussian states \( \{|\alpha_i, \xi_i\rangle\} \) such that \( \lim_{i \to \infty} |\langle n|\alpha_i, \xi_i\rangle|^2 = \sup_{\alpha, \xi \in \mathcal{F}} |\langle n|\sigma|n\rangle| \), we have
\[ \lim_{i \to \infty} \frac{1}{|\langle n|\alpha_i, \xi_i\rangle|^2} \leq R_{\mathcal{G}}(\rho_\pm) \leq R_G(\rho_\pm) \]
\[ \leq \lim_{i \to \infty} |\langle n|\sigma^{-1}_{\alpha_i, \xi_i}|n\rangle|. \]
(147)

where the first inequality is due to (47) and the third inequality is due to (43). Then, the first two equalities in (143) follow by combining (146) and (147). The third equality in (143) is obtained by an explicit expression for the photon statistics of \( |\alpha, \xi\rangle \) as a function of \( \alpha = |\alpha|e^{i\phi} \) and \( \xi = r e^{i\theta} \) [145], as well as by observing that the fidelity between two single-mode pure states can be computed by the overlap of their Wigner functions [44] and that the Wigner functions of number states are symmetric under phase rotations, allowing us to fix \( \phi = 0 \) and just optimize over \( \theta \). Moreover, \( \theta \) only needs to be optimized over \( [0, \pi] \) because of the symmetry \( P_{\eta}(|\alpha|, r, \theta) = P_{\eta}(|\alpha|, r, 2\pi - \theta) \), which can also be seen by the symmetry of the Wigner functions. \( \square \)
Although it appears difficult to further simplify the expression in (143), numerical investigations suggest that the supremum is achieved at \( \theta = 0 \), as well as \(|\alpha| \) and \( r \) satisfying \( \langle \alpha, \xi \rangle a^\dagger a \langle \alpha, \xi \rangle = |\alpha|^2 + \sin^2(r) = n; \) this has been numerically checked for \( n \leq 10 \), while analytical proof for general Fock states is left for future work. For the case of single-photon state, we obtain the following analytical solution.

**Proposition 29.**

\[
R_G(|1\rangle\langle 1|) = R_G(|1\rangle\langle 1|) = \frac{4e}{3\sqrt{3}} \quad (148)
\]

**Proof.** For \( n = 1 \), (144) becomes

\[
P_1(|\alpha|, r, \theta) = \frac{|\alpha|^2 |\cosh(r) + e^{i\theta} \sinh(r)|^2}{\cosh^3(r)} \exp \left[ -|\alpha|^2 (1 + \cos \theta \tan(r)) \right] \tag{149}
\]

By differentiating this with respect to \(|\alpha|^2\), we get that \( P_1(|\alpha|, r, \theta) \) achieves its maximum at \(|\alpha|^2 = (1 + \cos \theta \tan(r))^{-1}\) for any \( r \geq 0, \theta \in [0, \pi) \) with

\[
P_1(|\alpha|, r, \theta) = \frac{|\cosh(r) + e^{i\theta} \sinh(r)|^2}{(1 + \cos \theta \tan(r)) \cosh^3(r)} e^{-1}
\]

\[
= \frac{\cosh(2r) + \sinh(2r) \cos \theta}{(1 + \cos \theta \tan(r)) \cosh^3(r)} e^{-1}. \tag{150}
\]

Then, we get

\[
\frac{\partial}{\partial \cos \theta} P_1(|\alpha|, r, \theta) \geq 0,
\]

implying that the maximum is achieved at \( \theta = 0 \). We are left to maximize \( P_1(|\alpha|, r, \theta = 0) \) over \( r \geq 0 \), which is found to give the result with the choice \( r = \ln \sqrt{3} \). \( \square \)

We can further obtain the robustness for photon-added/subtracted states defined in (94) and (95).

**Proposition 30.** For single-mode photon-added/subtracted squeezed vacuum states \(|\gamma\rangle_{i\pm}\), we have for any \( r \geq 0 \),

\[
R_G(|\gamma\rangle_{i\pm}) = R_G(|\gamma\rangle_{i\pm}) = \frac{4e}{3\sqrt{3}}. \tag{152}
\]

**Proof.** Recall that \(|\gamma\rangle_{i\pm} = |\gamma\rangle_{i\pm}^S\) so we only consider \(|\gamma\rangle_{i\pm}^S\). We first note that \(|\gamma\rangle_{i\pm}^S = S(r)|1\rangle\). To see this, observe that

\[
\left( (a^\dagger)^2 - a^2 \right)^k a^\dagger \langle 0 | \cong a^\dagger \left( (a^\dagger)^2 - a^2 \right)^k | 0 \rangle \tag{153}
\]

for any \( k \in \mathbb{Z}_+ \), implying \( S(r)a^\dagger |0 \rangle \cong a^\dagger S(r) |0 \rangle \) and thus \(|\gamma\rangle_{i\pm}^S = S(r)|1\rangle\) taking into account the normalization. Since \( S(r) \) is a Gaussian unitary which does not affect the degree of non-Gaussianity, we get \( R_G(|\gamma\rangle_{i\pm}) = R_G(|1\rangle\langle 1|) = 4e/(3\sqrt{3}) \). \( \square \)

We further note that, since all coherent states \(|\alpha\rangle\) are Gaussian, the robustness of non-Gaussianity is always upper bounded by the robustness of nonclassicality \( R_{G\gamma} \). Thus, we can employ our results obtained in Sec. VII A as useful bounds. For instance, we immediately have from Prop. 23 that the robustness of non-Gaussianity of a cat state \(|\alpha_\pm\rangle\) is bounded above by \( 2 \) as \( \alpha \to \infty \). Since \( \log R_G(|\alpha_\pm\rangle) \) upper bounds the minimal relative distance from the set of genuine Gaussian states, we then have that the relative distance is bounded as

\[
\inf_{\sigma \in \mathcal{G}} D(|\alpha_\pm\rangle || \sigma) \leq 1 \tag{154}
\]

in the limit of large \( \alpha \). This constitutes a significant qualitative and quantitative difference from the relative entropy quantifier of non-Gaussianity considered in Ref. [45], which grows to infinity as \( \alpha \to \infty \).

**D. Quantum coherence**

The operational aspects of the principle of superposition have recently been formalized in a resource-theoretic framework as the resource theory of coherence [146, 147], with an extension to the infinite-dimensional case considered explicitly in [148]. Due to superposition being a basis-dependent concept, the study of coherence begins by identifying a countable orthonormal basis for the Hilbert space \( \mathcal{H} \), denoted by \( \{|i\rangle\}_{i=1}^{\infty} \), as the set of free pure states. We stress here the difference from the theory of nonclassicality (Sec. VII A), where the classical states \(|\alpha\rangle\rangle_{\alpha \in \mathbb{C}} \) do not form a mutually orthogonal set. The mixed free states — called incoherent states — are then states diagonal in the given basis, \( \mathcal{F} = \mathcal{I} := \text{cl conv} \{|i\rangle\langle i|\}_{i=1}^{\infty} \). For any operator with matrix representation \( X = \sum_{i,j=1}^{\infty} X_{ij} |i\rangle\langle j| \), the \( \ell^1 \) norm is defined as \( \|X\|_{\ell^1} = \sum_{i,j=1}^{\infty} |X_{ij}| \), which can be understood as the norm \( \|\cdot\|_{\mathcal{F}} \) for this resource theory (see Sec. VI C). It is already known that the standard robustness \( R^*_F \) does not provide a meaningful quantifier of this resource, but the generalized robustness \( R_F \) has been successfully employed in finite dimensions [31].

The characterization of the robustness of coherence in infinite dimensions is very similar to our previous findings in the resource theories of entanglement and nonclassicality. We start by noticing that also in this case the cone of free states is closed with respect to the weak* topology, which makes it possible to apply Thm. 12 and conclude that the lower semicontinuous robustness coincides with its simplified version.

**Lemma 31.** The cone \( \text{cone}(\mathcal{I}) \) is closed in the weak* topology. Thus, for all states \( \rho \in \mathcal{D}(\mathcal{H}) \) it holds that \( R_F(\rho) = R_I(\rho) \).

**Proof.** For \( i,j \in \mathbb{N} \), define the functionals \( \varphi_{i,j} : \mathcal{T}(\mathcal{H}) \to \mathbb{C} \) given by \( \varphi_{i,j}(X) := \langle i | X | j \rangle \). Note that \( \varphi_{i,j} \) is weak*-continuous, essentially because the operator \( |i\rangle\langle j| \) is of finite rank and thus compact. Clearly, denoting by \( \mathcal{C} \) the cone of positive semidefinite operators on \( \mathcal{H} \), it holds that

\[
\text{cone}(\mathcal{I}) = \mathcal{C} \cap \bigcap_{i \neq j} \varphi_{i,j}^{-1}(0). \tag{155}
\]
Since $C$ is weak*-closed, and so are the sets $\varphi_{i,j}^{-1}(0)$ because the functionals $\varphi_{i,j}$ are weak*-continuous, also $\mathrm{cone}(I)$ must be weak*-closed. An application of Thm. 12 completes the proof. \hfill \square

We can then obtain a number of results in a very similar way to the preceding sections.

**Corollary 32.** Any pure state $|\psi\rangle = \sum_{i=1}^{\infty} |\psi_i\rangle_i$ satisfies

$$R_F(\psi) = \|\psi\|_{\ell^1} = \left(\sum_{i=1}^{\infty} |\psi_i|\right)^2.$$  \hfill (156)

In particular, a pure state has finite robustness of coherence if and only if the sum $\sum_{i=1}^{\infty} |\psi_i|$ converges.

**Proof.** The fact that $R_F(\psi) = \|\psi\|_{\ell^1}$ is an immediate consequence of Prop. 17. Alternatively, it can be explicitly shown using a similar approach to our proof of Prop. 26, generalizing a construction from [53, Thm. 4]. \hfill \square

The pure-state formula generalizes the finite-dimensional expression [53].

**Corollary 33.** For the states $\omega_{\pm}$ defined in Prop. 27, we have that

$$R_F(\omega_{\pm}) \leq 2, \quad \|\omega_{\pm}\|_{\ell^1} = \infty.$$  \hfill (157)

The result shows that coherence constitutes another example of a theory where the robustness $R_F$ can be a more well-behaved quantifier than some of the commonly used measures — in this case, the $\ell^1$ norm of coherence — whose value diverges for states which are not necessarily infinitely resourceful.

**Corollary 34.** Let $\mathcal{H}_1, \ldots, \mathcal{H}_m$ be separable Hilbert spaces, each $\mathcal{H}_k$ with an incoherent orthonormal basis $\{|i^{(k)}\rangle_i\}_{i=1}^{\infty}$. Taking $\bigotimes_{k=1}^{m} |i^{(k)}\rangle_i$ as the incoherent basis of $\bigotimes_{k=1}^{m} \mathcal{H}_k$, we have that the robustness of coherence is multiplicative, in the sense that for any collection of states $\{\rho_k\}_{k=1}^{m}$ with $\rho_k \in \mathcal{H}_k$ it holds that

$$R_F\left(\bigotimes_{k}^{m} \rho_k\right) = \prod_{k=1}^{m} R_F(\rho_k).$$  \hfill (158)

**Proof.** Follows in the same way as the proof of Prop. 24. \hfill \square

This fact also generalizes a property known from finite dimensions [149].

**VIII. DISCUSSION**

We introduced a general method of quantifying convex resources in infinite-dimensional probabilistic theories through the robustness measure $R_F$, which provides a non-trivial extension of a finite-dimensional quantifier. We showed that such a measure not only satisfies the properties desired from a finite resource monotone — faithfulness, strong monotonicity, lower semicontinuity — but it also admits a direct operational interpretation as a figure of merit in a class of channel discrimination tasks. By studying the conic optimization problems underlying the robustness, we showed that the measure enjoys a useful dual formulation and can always be computed by measuring a single, suitably chosen effect.

We investigated the robustness further in the case of continuous-variable quantum mechanics, establishing a number of results which include more robust strong duality relations as well as lower and upper bounds which aid the quantification of quantum resources. We used our results to compute the robustness exactly for a variety of states in the resource theories of nonclassicality, entanglement, coherence, and genuine non-Gaussianity. By comparing the robustness $R_F$ with the related standard robustness $R_{F^*}$, we showed that the former can remain a useful resource quantifier even in cases when the latter diverges to infinity.

Our contribution here is twofold. First, we established a unified view of the quantification of infinite-dimensional resources and their practical applications in discrimination tasks, laying the foundations for a systematic operational investigation of general resource theories in infinite-dimensional GPTs. Second, together with Ref. [33], we provided readily applicable methods for benchmarking important continuous-variable quantum resources which underlie practical technological applications. We expect the robustness to find use as a meaningful and accessible tool in the study of resources in quantum mechanics and beyond.

Interesting follow-up developments would be to further improve on the characterization of the robustness in settings of interest, in particular through comparison with other common resource measures as well as evaluation of the robustness for larger classes of states. Another question is to consider whether the quantification of the robustness simplifies in restricted settings, such as for Gaussian states or energy-constrained sets of states. Open questions also remain in the characterization of strong duality for the robustness in infinite-dimensional spaces.
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Appendix A: Proof of results in Sec. IIIA

Proposition 2. For any \( \omega \in \Omega \) it holds that
\[
P'(\omega) = D(\omega).
\] (A1)
Furthermore, the primal problem is subfeasible if and only if there exists an optimal dual solution \( W \).

Proof. Letting \( \lambda = P'(\omega) \), we consider two cases.

(Case \( \lambda \leq \infty \)). Defining the set
\[
Q = \left\{ (\sigma - \tau, (U, \sigma)) \mid \sigma \in \mathcal{K}_1, \tau \in \mathcal{K}_0 \right\} \in \mathcal{V} \times \mathbb{R},
\] (A2)
subfeasibility with optimal value \( \lambda \) is then equivalent to \((\omega, \lambda) \in \text{cl } Q\), where we consider the product topology on \( \mathcal{V} \times \mathbb{R} \), and in particular \(\langle (A, B), (c, d) \rangle = \langle A, c \rangle + \langle B, d \rangle\). By the Hahn–Banach theorem, we can therefore strictly separate \((\omega, \lambda - \epsilon)\) from \(\text{cl } Q\) for any \(\epsilon > 0\), which means that there exist a choice of \(Z \in \mathcal{V}^*\) and \(q \in \mathbb{R}\) such that
\[
\langle Z, \omega \rangle + q(\lambda - \epsilon) > \langle Z, \sigma - \tau \rangle + q \langle U, \sigma \rangle \quad \forall \sigma \in \mathcal{K}_1, \tau \in \mathcal{K}_0.
\] (A3)
First, notice that \(q < 0\): were this not the case, we would have
\[
\langle Z, \omega \rangle + q \lambda > \langle Z, \sigma - \tau \rangle + q \langle U, \sigma \rangle
\] (A4)
which would imply that \((\omega, \lambda)\) can be strictly separated from \(\text{cl } Q\), a contradiction. Assume now that \(\langle Z, \tau \rangle < 0\) for some \(\tau \in \mathcal{K}_0\). We can then take \(\mu \in \mathbb{R}_+\) large enough so that
\[
-\langle Z, \mu \tau \rangle > \langle Z, \omega \rangle + q(\lambda - \epsilon),
\] (A5)
which contradicts Eq. (A3) since \(\mu \tau \in \mathcal{K}_0\) and \(0 \in \mathcal{K}_1\). Therefore, we must have \(Z \in \mathcal{K}_0^*\). Similarly, assume that \(\langle Z + qU, \sigma \rangle > 0\) for some \(\sigma \in \mathcal{K}_1\). Taking \(\mu \in \mathbb{R}_+\) sufficiently large, we get
\[
\langle Z + qU, \mu \sigma \rangle > \langle Z, \omega \rangle + q(\lambda - \epsilon)
\] (A6)
which contradicts Eq. (A3) since \(\mu \sigma \in \mathcal{K}_1\) and \(0 \in \mathcal{K}_0\), so it must hold that \(Z + qU \in -\mathcal{K}_1^*\).

Defining \(W = -Z/\rho\) we then see that \(W \in \mathcal{K}_0^*\) and \(U - W \in \mathcal{K}_1^*\), so that \(W\) is a feasible solution to the dual problem. Choosing \(\sigma = \tau = 0\) in Eq. (A3), we obtain
\[
D(\omega) \geq \langle W, \omega \rangle > \lambda - \epsilon,
\] (A7)
and since \(\epsilon > 0\) was arbitrary, we deduce that \(D(\omega) \geq \lambda\). We will now verify that this solution is optimal. Suppose that there exists a choice of feasible \(W' \in \mathcal{K}_0^*\) with \(U - W' \in \mathcal{K}_1^*\) such that \(\langle W', \omega \rangle > \lambda\). It then holds that
\[
\langle W', \omega \rangle - \lambda > 0 \geq \langle W' - U, \sigma \rangle - \langle W', \tau \rangle \quad \forall \sigma \in \mathcal{K}_1^*, \tau \in \mathcal{K}_0^*,
\] (A8)
so that the hyperplane \((W', -1)\) strictly separates \((\omega, \lambda)\) from \(\text{cl } Q\), a contradiction. Thus we prove that \(\lambda\) is the optimal value of the dual problem \(D\).

(Case \(\lambda = \infty\)). This case occurs when there are no subfeasible solutions, which means that \((\omega, \mu)\) can be strictly separated from \(\text{cl } Q\) for any \(\mu \in \mathbb{R}\). Taking \(\mu > 0\) arbitrarily large, by the Hahn–Banach theorem we have a \(Z \in \mathcal{V}^*\) and \(q \in \mathbb{R}\) such that
\[
\langle Z, \omega \rangle + q \mu > \langle Z, \sigma - \tau \rangle + q \langle U, \sigma \rangle \quad \forall \sigma \in \mathcal{K}_1, \tau \in \mathcal{K}_0.
\] (A9)
If \(q \geq 0\), a reasoning analogous to the above shows that \(Z \in \mathcal{K}_0^*\) and \(Z + qU \in -\mathcal{K}_1^*\). But since \(U \in \mathcal{C}^* \subseteq \mathcal{K}_1^*\), we have
\[
\langle Z, \sigma \rangle \leq \langle Z + qU, \sigma \rangle \leq 0 \quad \forall \sigma \in \mathcal{K}_1
\] (A10)
which shows that \(Z \in -\mathcal{K}_1^*\). Now, as \(\mathcal{K}_1 \subseteq \mathcal{K}_0\), the inclusion \(Z \in \mathcal{K}_0^* \cap (-\mathcal{K}_1^*)\) can only hold when \(\langle Z, \sigma \rangle = 0 \forall \sigma \in \mathcal{K}_1\). But we also have that \(Z + qU \in \mathcal{K}_0^* \cap (-\mathcal{K}_1^*)\), which implies that we must have \(q = 0\) since \(\langle U, \rho \rangle > 0 \forall \rho \in \mathcal{C} \setminus \{0\}\). We then have that \(\eta Z\) is a feasible dual solution for any \(\eta \in \mathbb{R}_+\), and since Eq. (A9) implies that \(\langle Z, \omega \rangle > 0\), we can make the dual value arbitrarily large.

If, instead, \(q < 0\) in Eq. (A9), then we simply follow the steps that we considered in the case \(\lambda < \infty\) to obtain a feasible dual solution \(W\) such that \(\langle W, \omega \rangle > \mu\). Taking \(\mu \to \infty\), we have that the dual problem is unbounded with \(D(\omega) = \infty\), and so no dual optimal solution can exist. \(\square\)
Lemma 3. For any $\omega \in \Omega$ it holds that

\[
P(\omega) = \inf \left\{ \lambda \mid \omega = \lambda \sigma - (\lambda - 1) \tau, \ \tau \in \mathcal{B}_0, \ \sigma \in \mathcal{B}_1 \right\}
\]

(A11)

\[
P'(\omega) = \inf \left\{ \lambda \mid \exists \{\xi_n\}_n \rightarrow \omega: \xi_n = \lambda \sigma_n - (\lambda - 1) \tau_n, \ \tau_n \in \mathcal{B}_0, \ \sigma_n \in \mathcal{B}_1 \right\}.
\]

(A12)

In particular, it suffices to consider sequences of normalized elements $\xi_n \in \mathcal{V}$ such that $\langle U, \xi_n \rangle = 1$ when considering subfeasibility. Alternatively, we can write

\[
P(\omega) = \inf \left\{ \lambda \mid \omega \in \lambda (\mathcal{B}_1 - \mathcal{K}_0) \right\}
\]

(A13)

\[
P'(\omega) = \inf \left\{ \lambda \mid \omega \in \lambda \text{cl}(\mathcal{B}_1 - \mathcal{K}_0) \right\}.
\]

Proof. The expression for $P(\omega)$ is obtained in the same way as for $R_C$ in Eqs. (6) and (8).

For $P'(\omega)$, consider any subfeasible sequence $\{\sigma_n - \tau_n\}_n \in \mathcal{K}_1 - \mathcal{K}_0$ converging to $\omega$ with $\langle U, \sigma_n \rangle \rightarrow \lambda$. Notice that the fact that $\langle U, \omega \rangle = 1$ requires that $\langle U, \tau_n \rangle \rightarrow \lambda - 1.$ Assuming that $\tau_n \neq 0$ (with the case of $\tau_n = 0$ proceeding similarly), we define

\[
\xi_n := \lambda \sigma_n - (\lambda - 1) \tau_n \quad \text{(A14)}
\]

This gives

\[
\|\xi_n - \omega\|_\Omega = \|\xi_n - (\sigma_n - \tau_n) + (\sigma_n - \tau_n) - \omega\|_\Omega
\]

\[
\leq \|\xi_n - (\sigma_n - \tau_n)\|_\Omega + \|\sigma_n - \tau_n\|_\Omega - \|\omega\|_\Omega
\]

\[
\leq \left| \lambda - \frac{\langle U, \sigma_n \rangle - 1}{\langle U, \sigma_n \rangle - \langle U, \tau_n \rangle} \right| \|\sigma_n - \tau_n\|_\Omega + \|\sigma_n - \tau_n\|_\Omega - \|\omega\|_\Omega
\]

\[
= |\lambda - (\langle U, \sigma_n \rangle) + |\langle U, \tau_n \rangle - (\lambda - 1)| + \|\sigma_n - \tau_n\|_\Omega\|\Omega
\]

\[
\rightarrow 0,
\]

where in the fourth line we used that $\|\xi\|_\Omega = \langle U, \xi \rangle$ for any $\xi \in \mathcal{C}$ [21], and in the last line we used that $\{\sigma_n - \tau_n\}_n$ is subfeasible with subfeasible value $\lambda$, so each of the terms must converge to 0. We have thus shown the existence of a sequence of the form in (A12); since any such sequence is also a valid subfeasible sequence, the two statements of the problem are equivalent.

The characterization in Eq. (A13) is immediate by writing any $\sigma' \in \mathcal{K}_1$ as $\lambda \sigma$ with $\sigma \in \mathcal{B}_1$ and $\lambda = \langle U, \sigma' \rangle$. \hfill \square

Remark 37. We note an alternative formulation which can be easier to characterize. The set $\mathcal{B}_1 - \mathcal{K}_0$ is in fact equivalent to $\mathcal{B}_{1\leq} - \mathcal{K}_0$ where $\mathcal{B}_{1\leq}$ denotes subnormalized states in the cone $\mathcal{K}_1$, i.e., $\mathcal{B}_{1\leq} := \left\{ \sigma \in \mathcal{K}_1 \mid \langle U, \sigma \rangle \leq 1 \right\}.$ Indeed, the inclusion $\supseteq$ is obvious; for $\subseteq$, consider that any $x \in \mathcal{B}_{1\leq} - \mathcal{K}_0$ can be written as $x = \mu \sigma - \tau$ for some $\mu \in [0, 1], \sigma \in \mathcal{B}_1, \tau \in \mathcal{K}_0$. Since $\sigma \in \mathcal{K}_1$ and $\mathcal{K}_1 \subseteq \mathcal{K}_0$, we can then define $\tau' = \tau + (1 - \mu) \sigma$ and write $x = \sigma - \tau' \in \mathcal{B}_{1\leq} - \mathcal{K}_0$.

Appendix B: Details of computations in Sec. VII A

Proposition 22. Let $|\zeta_r\rangle_\pm$ be single-photon-added/subtracted squeezed vacuum states. Then,

\[
e^{-r+1} \cosh^2(r) \leq R_C(|\zeta_r\rangle_\pm) \leq \frac{4e^{2r}}{3\sqrt{3} \sinh(r)}
\]

(B1)

for all $r \geq 0$.

A tighter lower bound can be obtained for $r \leq \ln \sqrt{2} \approx 0.35$ as

\[
R_C(|\zeta_r\rangle) \geq e \cosh(r)^{-3},
\]

(B2)

and for $r \geq \ln \sqrt{2}$ as

\[
R_C(|\zeta_r\rangle) \geq \frac{4e^{1+2r}}{27 \sinh(r)}.
\]

(B3)
Proof. The lower bounds all follow from (46) with suitable choices of $\omega = |\zeta_q|$, $\langle \zeta_r |$. Note that

$$
\sup_{\alpha \in \mathbb{C}} \left| \langle \alpha | \zeta_q \rangle^+ \right|^2 = \sup_{\alpha \in \mathbb{C}} \frac{\left| \langle \alpha | a^\dagger | \zeta_q \rangle \right|^2}{\cosh^2(q)} = \sup_{\alpha \in \mathbb{C}} \frac{1}{\cosh^3(q)} |\alpha|^2 e^{-|\alpha|^2 + \tanh(q) / \Re(\alpha^2)} = \sup_{|\alpha| \in [0, \infty)} \frac{1}{\cosh^3(q)} |\alpha|^2 e^{-|\alpha|^2 + \tanh(q) |\alpha|^2} = e^{q-1} / \cosh^2(q) \tag{B4}
$$

where in the last equation we used that the supremum is achieved at $|\alpha|^2 = (1 - \tanh(q))^{-1}$ and noting that $\cosh^3(q)(1 - \tanh(q)) = \cosh^2(q)e^{-q}$. We also have

$$
\left| + \langle \zeta_q | \zeta_r \rangle^+ \right|^2 = \frac{\left| \langle \zeta_q | a a^\dagger | \zeta_r \rangle \right|^2}{\cosh^2(q) \cosh^2(r)} = \frac{1}{\cosh^3(r-q)} \tag{B5}
$$

where we used

$$
\left| \langle \zeta_q | a a^\dagger | \zeta_r \rangle \right|^2 = \frac{1}{\cosh(r) \cosh(q)} \left( \sum_{n=0}^{\infty} \frac{2n + 1}{4^n} \left( \frac{2n}{n} \right) (\tanh(r) \tanh(q))^n \right)^2 = \frac{1}{\cosh(r) \cosh(q)(1 - \tanh(r) \tanh(q))^2} = \frac{\cosh^2(r) \cosh^2(q)}{\cosh^3(r-q)}. \tag{B6}
$$

This gives

$$
\sup_{\alpha \in \mathbb{C}} \left| \langle \alpha | \zeta_q \rangle^+ \right|^2 = \frac{e^{q-1} \cosh^2(q)}{\cosh^3(r-q)} \tag{B7}
$$

The general lower bound in Eq. (B1) follows by choosing $q = r$. For $r \leq \ln \sqrt{2}$, we get a tighter bound with the choice of $q = 0$, and for $r \geq \ln \sqrt{2}$ we can choose $q = \frac{1}{2} \ln \left(2e^{2r} - 3\right)$. To obtain an upper bound, let us consider the ansatz in (89).

$$
g_{PA}(r, s) := + \langle \zeta_r | \sigma_x^{-1} | \zeta_r \rangle^+, \tag{B8}
$$

where $|\zeta_r \rangle^+ = a^\dagger |\zeta_r \rangle^+$ and $|\zeta_r \rangle^-$ are unnormalized single-photon added and subtracted states. Since $|\zeta_r \rangle^+ = |\zeta_r \rangle^-$ and thus $|\zeta_r \rangle^+ = \tanh(r-s) |\zeta_r \rangle^+$, we have

$$
g_{PA}(r, s) = \left( \frac{\cosh(s) + \sinh(s) \tanh(r-s)}{\cosh(r)} \right)^2 + \langle \zeta_r^+ | \tau_{N(s)}^{-1} \zeta_r^- \rangle^+ = \frac{1}{\cosh^3(r-s)} + \langle \zeta_r^+ | \tau_{N(s)}^{-1} \zeta_r^- \rangle^+ \tag{B9}
$$
Using $\tau_{(s)}^{-1} = \sum_{n=0}^{\infty} \left( \frac{e^{s}}{\cosh(s)} \tanh^n(s) \right)^{-1} |n\rangle\langle n|$, we get

$$+ \langle \xi_{r-s} | \tau_{(s)}^{-1} | \xi_{r-s} \rangle_{+} = \frac{e^s \cosh(s)}{\cosh(r-s) \tanh(r-s)} \sum_{n=0}^{\infty} \frac{2n+1}{4^n} \left( \frac{2n}{n} \right) \left( \frac{\tanh(r-s)}{\tanh(s)} \right)^{2n+1} \tanh(r-s) \tan(h(r-s)) \tan(h(s)) \left( 1 - \left( \frac{\tanh(r-s)}{\tanh(s)} \right)^2 \right)^{3/2}$$

where in the second equality we used $\sum_{n=0}^{\infty} \frac{2n+1}{4^n} \left( \frac{2n}{n} \right) x^{2n+1} = x \left( \sum_{n=0}^{\infty} \frac{1}{3^n} x^{2n+1} \right)' = x \left( x/\sqrt{1-x^2} \right)' = x/(1-x^2)^{3/2}$ for $|x| < 1$. Then, we get

$$g_{PA}(r, s) = \frac{e^s \cosh(s)}{\cosh(r-s) \tanh(r-s)} \frac{\tan^2(s)}{(1 - \tanh(s))(\sinh(r) \sinh(2s-r))^2} \left( \frac{\cosh(s) \sinh^2(s)}{\tanh^2(s) - \tanh^2(r-s)} \right)^{3/2}$$

$g_{PA}(r, s)$ achieves its minimum at $s = s_0(r) := \frac{1}{4} \ln \left( 4e^{2r} - 3 \right)$ and it can be checked (after tedious calculation) that $g_{PA}(r, s_0(r)) = \frac{4e^{2r}}{3\sqrt{3} \sinh(r)}$, which gives the upper bound. \qed
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