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Abstract

We give the first polynomial-time, polynomial-sample, differentially private estimator for the mean and covariance of an arbitrary Gaussian distribution $N(\mu, \Sigma)$ in $\mathbb{R}^d$. All previous estimators are either nonconstructive, with unbounded running time, or require the user to specify a priori bounds on the parameters $\mu$ and $\Sigma$. The primary new technical tool in our algorithm is a new differentially private preconditioner that takes samples from an arbitrary Gaussian $N(0, \Sigma)$ and returns a matrix $A$ such that $A\Sigma A^T$ has constant condition number.
1 Introduction

All useful statistical estimators have the side effect of revealing information about their sample, which leads to concerns about the privacy of the individuals who contribute their data to the sample. In this work we study statistical estimation with the constraint of differential privacy (DP) \cite{DMNS06}, a rigorous individual privacy criterion well suited to statistical estimation and machine learning.

As in classical statistical estimation, it is impossible to privately estimate even basic statistics like the mean and covariance without some restrictions on the distribution, although the assumptions made in the private setting are typically stronger both qualitatively and quantitatively. To provide some intuition for the assumptions required for private estimation, consider the simple problem of privately estimating the mean of a distribution $\mathcal{D}$ over $\mathbb{R}^d$ from a set of $n$ samples $X_1, \ldots, X_n \sim \mathcal{D}$. The standard way to solve this problem is by computing a noisy empirical mean

$$\hat{\mu} = \frac{1}{n} \sum_{i=1}^{n} X_i + Z,$$

where $Z$ is a suitable random variable—typically Gaussian or Laplacian. The magnitude of $Z$ must be proportional to the sensitivity of $\frac{1}{n} \sum_{i=1}^{n} X_i$, which measures how much its value can change if a single point $X_i$ is modified arbitrarily. Without further information about the underlying distribution, the sensitivity is infinite, rendering this naïve approach ineffective.

To facilitate using a low-sensitivity mean estimator, we generally make two types of assumptions on the underlying distribution $\mathcal{D}$:

1. The distribution $\mathcal{D}$ is somehow well-behaved. For example, we assume $\mathcal{D}$ is a Gaussian distribution $\mathcal{N}(\mu, \Sigma)$, while other works have assumed weaker moment bounds \cite{BD14, BS19, KSU20}.

2. The analyst has some prior knowledge about the parameters of the distribution $\mathcal{D}$. The standard assumption in this setting is that the analyst knows parameters $R > 0$ and $K > 0$ such that $\|\mu\|_2 \leq R$ and $I \preceq \Sigma \preceq K I$.

These assumptions ensure that we can identify a finite subset of the domain that contains all the samples with high probability, which we can use to find a proxy for the empirical mean with finite sensitivity.

The first style of assumption is common and generally necessary to provide non-trivial guarantees even in the non-private setting. The second style of assumption however is particular to the private setting, and forces the analyst to input some prior knowledge about the location and shape of their data. This may be a minimal burden to place on the user when the domain is familiar, but can be unreasonable for unfamiliar, high-dimensional domains. In that case the analyst may only be able to give extremely loose bounds, corresponding to very large values of $R$ and $K$. This leads to a degradation of the accuracy of the final output.

For these reasons, a key goal in private algorithm design is minimizing the sample complexity’s dependence on the prior knowledge in the form of the parameters $R$ and $K$. Naïve algorithms limit the empirical estimator’s sensitivity by simply clipping the data based on the analyst’s prior knowledge, incurring an undesirable linear dependence on $R$ and $K$. More clever approaches iteratively refine the analyst’s knowledge of the shape and location of the distribution. That is, we start by finding a weak estimate of the parameters $\mu$ and $\Sigma$, which allows us to rescale the data and thereby reduce the
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parameters $R$ and $K$ for the next steps. This approach results in improved sample complexity compared to the naive strategy outlined above: For the univariate case, it can be used to eliminate the dependence on $R$ and $K$ entirely [KV18]. For the multivariate case, existing approaches yield a polylogarithmic dependence on $R$ and $K$ [KLSU19]—an exponential improvement—but do not eliminate the need for a priori bounds.

Despite exponential improvements, it is natural to wonder whether a dependence on $R$ and $K$ is necessary at all. For more restrictive special cases of differential privacy, such as pure or concentrated differential privacy, packing lower bounds imply that a polylogarithmic dependence is the best possible [BS16, BKSW19]. However, these lower bounds do not apply to the most general notion of approximate differential privacy, and in this model we can often eliminate the need for any a priori bounds on the distribution, which is clearly an appealing feature of an estimator.

For mean estimation, it is relatively easy to eliminate the need for a priori bounds on the mean (the parameter $R$), but the rich geometric structure of covariance matrices makes it much more challenging to eliminate the need for bounds on the covariance (the parameter $K$), even without requiring computational efficiency. Recently, building on a cover-based technique of [BKSW19], [AAK21] show the existence of an estimator that doesn’t require any bounds on the covariance matrix, but their argument is non-constructive and does not give an estimator with polynomial, or even finite running time.

1.1 Results

Our main result is a polynomial-time algorithm for Gaussian estimation which requires no prior knowledge about the distribution parameters.

**Theorem 1.1** (Informal). There is a polynomial-time $(\epsilon, \delta)$-differentially private estimator $M$ with the following guarantee: For every $\mu \in \mathbb{R}^d$ and positive semidefinite $\Sigma \in \mathbb{R}^{d \times d}$, if $X_1, \ldots, X_n \sim \mathcal{N}(\mu, \Sigma)$ and

$$n \geq \tilde{O}\left(\frac{d^2}{\alpha^2} + \frac{d^2 \cdot \text{polylog}(1/\delta)}{\alpha \epsilon} + \frac{d^{5/2} \cdot \text{polylog}(1/\delta)}{\epsilon}\right),$$

then, with high probability, $M(X_1, \ldots, X_n)$ outputs $\hat{\mu} \in \mathbb{R}^d$ and $\hat{\Sigma} \in \mathbb{R}^{d \times d}$ such that

$$\|\hat{\Sigma} - \Sigma\|_F := \|\Sigma^{-1/2} \hat{\Sigma} \Sigma^{-1/2} - I\|_F \leq \alpha$$

and

$$\|\hat{\mu} - \mu\|_\Sigma := \|\Sigma^{-1/2} \hat{\mu} - \Sigma^{-1/2} \mu\|_2 \leq \alpha.$$

In particular, this guarantee implies that $\mathcal{N}(\hat{\mu}, \hat{\Sigma})$ and $\mathcal{N}(\mu, \Sigma)$ are $O(\alpha)$-close in total variation distance.

The main advantage of our result compared to prior work is that our estimator both runs in polynomial time and requires no prior bounds on $\Sigma$, whereas all estimators from prior work lack at least one of these properties. The best known sample complexity is the result of [AAK21], which is $n = O\left(d^2/\alpha^2 + d^2/\alpha \epsilon + \log(1/\delta)/\epsilon\right)$. Our estimator has a slightly worse dependence on the dimension $d$, but our running time is polynomial instead of unbounded, and it remains open to find a polynomial-time estimator with information-theoretically optimal sample complexity. Their bound is conjectured to be tight, but matching lower bounds under $(\epsilon, \delta)$-DP are only known for the first and third terms. A lower bound of $\Omega(d^2/\alpha \epsilon)$ has only been proven under $(\epsilon, 0)$-DP. See Section 1.1.1 of [AAK21] for more discussion on lower bounds. See Table 1 for more information on prior upper bounds.

Several concurrent works have appeared after the preprint of our work, which also achieve similar results. See the discussion of Simultaneous and Subsequent Work in Section 1.3.

---

3Though we later define the various relevant notions of DP, we remind the reader that pure $(\epsilon, 0)$-DP is stronger than concentrated DP, which in turn is stronger than approximate $(\epsilon, \delta)$-DP.
1.2 Overview of Techniques

Our algorithm builds on the private preconditioning framework introduced in [KLSU19]. Here our goal is to privately obtain a matrix $A$ such that, after rescaling, $I \leq A \Sigma A^T \leq O(1) \cdot I$. The preceding statement implicitly assumes that $\Sigma$ is full rank, which is useful to simplify the discussion, but our methods also handle the more general case of a degenerate covariance matrix $\Sigma$. Given such a matrix $A$, we can perform the invertible transformation of replacing each sample $X_i$ with $AX_i$ and then apply the naïve private estimator to these transformed samples and finally invert the transformation to obtain our estimates $\hat{\mu}$ and $\hat{\Sigma}$. Since $X \sim N(\mu, \Sigma)$ implies $AX \sim N(A\mu, A\Sigma A^T)$, we now have a good a priori bound on the covariance $A\Sigma A^T$ and, hence, the naïve estimator will have small sample complexity.

The main technical ingredient in our estimator is a new private preconditioner that takes samples of the form $X \sim N(0, \Sigma)$, for an arbitrary $\Sigma$, and outputs a matrix $A$ so that $A\Sigma A^T$ is well conditioned.$^4$

**Theorem 1.2** (Informal). There is a polynomial-time $(\epsilon, \delta)$-differentially private algorithm $M$ with the following guarantee: For every positive-semidefinite, rank-$k$ matrix $\Sigma \in \mathbb{R}^{d \times d}$, if $X_1, \ldots, X_n \sim N(0, \Sigma)$ and

$$n \geq \frac{d^3}{\epsilon} \left( \frac{\text{polylog}(1/\delta)}{\epsilon} \right),$$

then, with high probability, $M(X_1, \ldots, X_n)$ outputs $A \in \mathbb{R}^{d \times d}$ such that $\frac{\lambda_1(A\Sigma A^T)}{\lambda_k(A\Sigma A^T)} = O(1)$, where we write $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d$ for the sorted eigenvalues of the matrix.

To contrast Theorem 1.2 with that of [KLSU19], their work gave a polynomial-time algorithm that takes samples from a Gaussian $N(0, \Sigma)$ such that $I \leq \Sigma \leq KI$ and returns a matrix $A$ such that $I \leq A\Sigma A^T \leq \frac{K}{2} I$. Thus, iteratively applying their preconditioner $O(\log K)$ times and using composition bounds for differential privacy gives a result similar to Theorem 1.2, but with a $(\log K)^{1/2}$ term in the sample complexity. In contrast, very informally, our preconditioner is able to find a good estimate of $\Sigma$ one direction at a time, no matter how poorly conditioned $\Sigma$ is, so the number of iterations depends only on the dimension $d$ and not on any assumptions about $\Sigma$ itself.

$^4$Without loss of generality, we can restrict our attention to the case where the data is drawn from $N(\mu, \Sigma)$ with $\mu = 0$. If we are given two independent samples $X, X' \sim N(\mu, \Sigma)$, then $(X - X')/\sqrt{2}$ has the distribution of $N(0, \Sigma)$.  

---

**Table 1:** Comparing $(\epsilon, \delta)$-differentially private covariance estimators for $N(0, \Sigma)$. Here, $d$ is the dimension, $K$ is an a priori bound such that $I \leq \Sigma \leq KI$, and the accuracy guarantee is $\|\hat{\Sigma} - \Sigma\|_2 \leq \alpha$. The sample-complexity bounds suppress polylogarithmic factors in $d, \frac{1}{\alpha}$, and $\frac{1}{\epsilon}$.
Since the preconditioner of [KLSU19] can already handle the case where the condition number $K$ is small or moderately large, the main technical hurdle that our work must overcome is the case where the condition number is very large, specifically exponential: $\lambda_d(\Sigma)/\lambda_1(\Sigma) \leq \exp(-\text{poly}(d))$. When the eigenvalues of $\Sigma$ are so spread out, there must be a large eigenvalue gap where $\lambda_{k+1}(\Sigma)/\lambda_k(\Sigma)$ is very small, at most inverse-polynomial in $d$. Thus, the key technical ingredient we need is a private algorithm that can output an approximation to the $k$-dimensional subspace of $\Sigma$ containing the directions of large variance. Given such a subspace, we can partition the space into a $k$-dimensional subspace where the covariance is well conditioned and a lower-dimensional subspace, and then recur on the lower-dimensional subspace. This private subspace recovery problem has been investigated before, originally by [DTTZ14], and, recently [SS21] gave an algorithm for this problem that gives dimension-independent sample complexity under the assumption of a large eigenvalue gap between the top-$k$ subspace and its complement. In order to apply their algorithm in our setting, we give a different analysis, and along the way we make other modifications that, for our application, reduce the sample complexity by polynomial factors in the dimension.

**Theorem 1.3** (Informal, extension of [SS21]). There is a polynomial-time $(\varepsilon, \delta)$-differentially private algorithm $M$ with the following guarantee: Let $\Sigma \in \mathbb{R}^{d \times d}$ such that $\lambda_{k+1}(\Sigma)/\lambda_k(\Sigma) < \gamma^2$ for some $1 \leq k < d$ and $0 < \gamma \leq 1$, and let $\Pi \in \mathbb{R}^{d \times d}$ be the matrix that projects onto the subspace spanned by the top-$k$ eigenvectors of $\Sigma$. If $0 < \psi \leq 1$ and $X_1, \ldots, X_n \sim \mathcal{N}(0, \Sigma)$ and

$$n \geq \tilde{O}\left(\frac{d^{3/2}k^{1/2} \cdot \text{polylog}(1/\delta)}{\psi^2 \varepsilon}\right),$$

then with high probability, $M(X_1, \ldots, X_n)$ outputs a projection matrix $\hat{\Pi} \in \mathbb{R}^{d \times d}$ such that $\|\hat{\Pi} - \Pi\|_2 \leq \psi \gamma$.

The subspace recovery algorithm of [SS21] is tailored to allow a dimension-independent sample complexity, which is something that our modifications no longer achieve. However, in our setting, a direct application of their algorithm would be inefficient in terms of the sample complexity. Here, we are free to pick poly($d$) samples, which gives us the option to use more accurate methods in the subspace recovery algorithm – we trade poly($d$) sample complexity for improved accuracy. In particular, we incorporate the ball-finding algorithm of [NSV16]. Roughly speaking, if the eigengap is $\gamma^2$, then to get an error proportional to $\gamma$, [SS21] would require $O(d^2 k^2)$ samples, while our modifications reduce this cost to $O(d^{3/2} k^{1/2})$.

### 1.3 Related Work

Differentially private statistical inference has been an active area of research for over a decade (e.g. [DL09, VS09, WZ10, Smi11]), and the literature is too broad to fully summarize here. Our work fits into two more recent trends that we survey below—designing private estimators without the need for strong prior bounds and pinning down the minimax sample complexity for differentially private estimation.

**Private Estimation without Prior Knowledge.** The influential work [KV18] focused attention on minimizing the need for prior knowledge as a key issue for obtaining practical private estimators, providing both algorithms and lower bounds for univariate Gaussian mean and variance estimation. In particular, they designed pure DP estimators with a logarithmic dependence on the bounding parameters using a general recipe based on private histograms, and estimators with approximate DP with no dependence on these parameters. Subsequent works gave other pure DP or concentrated DP algorithms for the univariate case with a similar logarithmic dependence, based on techniques such as the exponential mechanism [DFMBG20], iteratively shrinking confidence intervals [BDKU20], the trimmed mean.
[BS19], and quantile estimation [HLY21]. Other techniques have been employed to deal with the bounding parameters for univariate median estimation [AB19, TVZ20], including propose-test-release [DL09] and efficient Lipschitz extensions [CD20, TVZ20].

All the above techniques for univariate mean estimation extend to multivariate mean estimation with known covariance, simply by applying a univariate estimator to each coordinate, however extending to multivariate covariance estimation is significantly more challenging. [KLSU19] gave the first algorithm for this setting which satisfies concentrated DP or approximate DP, and incurs only a logarithmic dependence on the bounding parameters, which was subsequently refined into a more practical variant [BDKU20]. [BKSW19] provides a cover-based approach which leads to pure DP algorithms for more general settings with logarithmic dependence on the bounding parameters, but the estimators have exponential running time or worse. They further provide an approach for proving approximate DP sample complexity bounds which require no bounding parameters, contingent on the construction of a locally-sparse cover. As they describe it, their method has an infinite running time, and they are also only able to construct such a cover for multivariate Gaussians with known covariance, as the rich geometric structure makes the unknown covariance case hard to reason about. [AAK21] extends this approach to require only a collection of sparse local covers, allowing them to prove a bound on the sample complexity of covariance estimation with no bounding parameters. Again, their approach does not provide even a finite-time algorithm, and our result is the first polynomial-time algorithm for covariance estimation with no dependence on the bounding parameters. Recent work [BGSUZ21] provides an approach for Gaussian mean estimation with unknown covariance, which bypasses the problem of covariance estimation to obtain better sample complexity. Specifically, they provide a computationally-inefficient approximate DP algorithm which requires no parameter knowledge. Since our goal is to estimate the covariance, their results are inapplicable to our setting.

**Minimax Sample Complexity.** Our work also falls into a broader line of work on minimax sample complexities for differentially private statistical estimation. See [KU20] for a partial survey of this line of work. The first minimax sample complexity bounds to show an asymptotic separation between private and non-private estimation for private mean estimation were proven in [BUV14], and subsequently sharpened and generalized in several respects [DSSUV15, BSU17, SU17a, SU17b, KLSU19]. More recently, [CWZ19] extended these bounds to sparse estimation and regression problems. [ASZ21] provides an alternative, user-friendly approach to proving sample complexity bounds, which is directly analogous to the classical approaches for proving minimax lower bounds in statistics. These approaches are less powerful in general, but yields tight bounds for certain statistical estimation tasks.

There are a wide variety of results pinning down the minimax sample complexity for estimation under a variety of distributional assumptions, including settings with heavy-tailed data [BD14, BS19, KSU20, WXDX20, KLZ21, HKM22], mixtures of Gaussians [KSSU19, AAL21], graphical models [ZKKW20], and discrete distributions [DHS15]. Additionally, [LKKO21, LKO21, HKM22] give algorithms for mean estimation which are simultaneously private and robust. Some recent works [LSYKR20, LSACKMS21] focus on estimation in a setting where a single person may contribute multiple samples (but privacy must still be provided with respect to all of a person’s records). One work [ADK19] studies mean estimation in a hybrid model where some users require the more stringent local DP property, while other are content with central DP.

**Simultaneous and Subsequent Work.** The initial online posting of this work was accompanied by a flurry of simultaneous and independent papers featuring results on private covariance estimation. Most directly comparable with our work are the simultaneous and independent results of Ashtiani and Liaw [AL21], and Kothari, Manurangsi, and Velingker [KMV21], which obtain computationally-efficient algorithms for private estimation of unbounded Gaussians. Both are also robust to adversarial corrup-
tions. The techniques of all three works differ from each other, and thus offer multiple perspectives on how to address this problem. While our work employs ideas from private subspace recovery, [AL21] uses a framework based on privately checking whether the results of several non-private estimates resemble each other (a la Propose-Test-Release [DL09]), and [KMV21] privately adapts convex relaxations which have recently seen use in robust statistics. Focusing on the dependence on the dimension $d$, our algorithm has sample complexity $\tilde{O}(d^2\delta^2)$, while [AL21] is $O(d^2)$ and [KMV21] is $\tilde{O}(d^3)$.

Also simultaneous to all these works, Tsfadia, Cohen, Kaplan, Mansour, and Stemmer [TCKMS21] provided a framework similar to that of Ashtiani and Liaw’s [AL21], and applied it to the problem of mean estimation. In a subsequent update, [TCKMS21] showed that their approach too can give an efficient (non-robust) private algorithm for estimation of unbounded Gaussian covariances.

Finally, simultaneous and independent to our work, Liu, Kong, and Oh [LKO21] give a framework for designing private estimators via connections with robustness. For the specific case of Gaussian covariance estimation, they give a computationally inefficient algorithm with similar guarantees as the work of Aden-Ali, Ashtiani, and Kamath [AAK21].

1.4 Organization of the Paper

We start by giving standard background on differential privacy and concentration-of-measure in Section 2. After that, we present the algorithm for private eigenvalue estimation in Section 3. It is followed by our extended subspace-recovery algorithm in Section 4. Next is our main procedure, which performs private preconditioning, in Section 5. Finally in Section 6, we put all our results together to present an algorithm to learn Gaussian covariance. We describe the remaining subroutine for our main algorithms, the naïve estimator, in Appendix A.

2 Preliminaries

2.1 Differential Privacy Preliminaries

A dataset $X = (X_1, \ldots, X_n) \in \mathcal{X}^n$ is a collection of elements from some universe. We say that two datasets $X, X' \in \mathcal{X}^n$ are neighboring if they differ on at most a single entry, and denote this by $X \sim X'$.

**Definition 2.1 (Differential Privacy (DP) [DMNS06]).** A randomized algorithm $M : \mathcal{X}^n \rightarrow Y$ satisfies $(\epsilon, \delta)$-differential privacy ($(\epsilon, \delta)$-DP) if for every pair of neighboring datasets $X, X' \in \mathcal{X}^n$,

$$\forall Y \subseteq Y \quad \mathbb{P}(M(X) \in Y) \leq e^\epsilon \mathbb{P}(M(X') \in Y) + \delta.$$

This definition is closed under post-processing

**Lemma 2.2 (Post-Processing [DMNS06]).** If $M : \mathcal{X}^n \rightarrow Y$ is $(\epsilon, \delta)$-DP and $P : Y \rightarrow Z$ is any randomized function, then the algorithm $P \circ M$ is $(\epsilon, \delta)$-DP.

A crucial property of all the variants of differential privacy is that they can be composed adaptively. By adaptive composition, we mean a sequence of algorithms $M_1(X), \ldots, M_T(X)$ where the algorithm $M_t(X)$ may also depend on the outcomes of the algorithms $M_1(X), \ldots, M_{t-1}(X)$.

**Lemma 2.3 (Composition of DP [DMNS06, DRV10, BS16]).** If $M$ is an adaptive composition of differentially private algorithms $M_1, \ldots, M_T$, then the following all hold:

1. If $M_1, \ldots, M_T$ are $(\epsilon_1, \delta_1), \ldots, (\epsilon_T, \delta_T)$-DP then $M$ is $(\epsilon, \delta)$-DP for $\epsilon = \sum_t \epsilon_t$ and $\delta = \sum_t \delta_t$
2. If $M_1, \ldots, M_T$ are $(\varepsilon_0, \delta_1), \ldots, (\varepsilon_0, \delta_T)$-DP for some $\varepsilon_0 \leq 1$, then for every $\delta_0 > 0$, $M$ is $(\varepsilon, \delta)$-DP for

$$
\varepsilon = \varepsilon_0 \cdot \sqrt{6T \log(1/\delta_0)} \quad \text{and} \quad \delta = \delta_0 + \sum_t \delta_t
$$

Note that the first property says that $(\varepsilon, \delta)$-DP composes linearly—the parameters simply add up. The second property says that $(\varepsilon, \delta)$-DP actually composes sublinearly—the parameter $\varepsilon$ grows roughly with the square root of the number of steps in the composition, provided we allow a small increase in $\delta$.

### 2.1.1 Useful Differentially Private Mechanisms

Our algorithms will extensively use the well known and standard Gaussian mechanism to ensure differential privacy.

**Definition 2.4 ($\ell_2$-Sensitivity).** Let $f : X^n \to \mathbb{R}^d$ be a function, its $\ell_2$-sensitivity is

$$
\Delta_f = \max_{X, X' \in X^n} \| f(X) - f(X') \|_2
$$

**Lemma 2.5 (Gaussian Mechanism).** Let $f : X^n \to \mathbb{R}^d$ be a function with $\ell_2$-sensitivity $\Delta_f$. Then the Gaussian mechanism

$$
M(X) = f(X) + \mathcal{N}\left(0, \frac{2\Delta_f^2 \ln(2/\delta)}{\varepsilon^2} \cdot I_{d \times d}\right)
$$

satisfies $(\varepsilon, \delta)$-DP.

Next, we describe a tool to privately estimate histograms.

**Lemma 2.6 (Stability-based Histograms [KKMN09, BNS16, Vad17]).** Let $(X_1, \ldots, X_n)$ be samples in some data universe $U$, and let $\Omega = \{h_u\}_{u \subseteq U}$ be a collection of disjoint histogram buckets over $U$. Then we have an $(\varepsilon, \delta)$-DP histogram algorithm with the following guarantees:

- With probability at least $1 - \beta$, the $\ell_\infty$ error is $O\left(\frac{\log(1/\delta \beta)}{\varepsilon}\right)$.

- The algorithm runs in time $\text{poly}(n, \log\left(\frac{1}{\varepsilon^2}\right))$.

Finally, we provide a tool to find an approximately smallest ball that contains all the points in the dataset with high probability.

**Theorem 2.7 (GoodCenter from [NSV16]).** Let $X = (X_1, \ldots, X_n) \in \mathbb{R}^D$ be the dataset such that

$$
n \geq O\left(\frac{\sqrt{d} \cdot \text{polylog}(D, \frac{1}{\varepsilon}, \frac{1}{\delta}, \frac{1}{\beta})}{\varepsilon}\right).
$$

Suppose the smallest ball in $\mathbb{R}^D$ that contains all the points in $X$ has radius $R_{\text{opt}}$. Then for all $\varepsilon, \delta, \beta > 0$, there exists an $(\varepsilon, \delta)$-DP algorithm (GoodCenter) that takes $X, R_{\text{opt}}$ as input, and outputs a point $c \in \mathbb{R}^D$, such that $B_{cR_{\text{opt}}} \sqrt{\log n}(c)$ (for a universal constant $C$) contains at least $\frac{1}{\beta} n$ points from $X$ with probability at least $1 - \beta$. 


2.2 Distribution Estimation Preliminaries

In this work, our goal is to estimate some underlying distribution in total variation distance. We will achieve this by estimating the parameters of the distribution, and we argue that a distribution from the class with said parameters will be accurate in total variation distance. For a vector \( x \), define \( \|x\|_\Sigma = \|\Sigma^{-1/2}x\|_2 \). Similarly, for a matrix \( X \), define \( \|X\|_{\Sigma} = \|\Sigma^{-1/2}X\Sigma^{-1/2}\|_F \). With these two norms in place, we have the following lemma, which is a combination of Corollaries 2.13 and 2.14 of [DKKLMS16].

**Lemma 2.8.** Let \( \alpha \geq 0 \) be smaller than some absolute constant. Suppose that \( \|\mu - \hat{\mu}\|_{\Sigma} \leq \alpha \), and \( \|\Sigma - \hat{\Sigma}\|_{\Sigma} \leq \alpha \), where \( N(\mu, \Sigma) \) is a Gaussian distribution in \( \mathbb{R}^d \), \( \hat{\mu} \in \mathbb{R}^d \), and \( \Sigma \in \mathbb{R}^{d \times d} \) is a PSD matrix. Then \( d_{TV}(N(\mu, \Sigma), N(\hat{\mu}, \hat{\Sigma})) \leq O(\alpha) \).

### 2.2.1 Useful Inequalities

We will need several facts about Gaussians and Gaussian matrices. Throughout this section, let \( \text{GUE}(\sigma^2) \) denote the distribution over \( d \times d \) symmetric matrices \( M \) where for all \( i \leq j \), we have \( M_{ij} \sim \mathcal{N}(0, \sigma^2) \) i.i.d.. From basic random matrix theory, we have the following guarantee.

**Theorem 2.9** (see e.g. [Tao12] Corollary 2.3.6). For \( d \) sufficiently large, there exist absolute constants \( C, c > 0 \) such that

\[
\Pr_{M \sim \text{GUE}(\sigma^2)}(\|M\|_2 > A\sigma \sqrt{d}) \leq C \exp(-cAd)
\]

for all \( A \geq C \).

We also require the following, well known tail bound on quadratic forms on Gaussians.

**Theorem 2.10** (Hanson-Wright Inequality (see e.g. [LM00])). Let \( X \sim \mathcal{N}(0, I) \) and let \( A \) be a \( d \times d \) matrix. Then, for all \( t > 0 \), the following two bounds hold:

\[
\Pr(X^TAX - \text{tr}(A) \geq 2\|A\|_F \sqrt{t} + 2\|A\|_2t) \leq \exp(-t) \tag{1}
\]

\[
\Pr(X^TAX - \text{tr}(A) \leq -2\|A\|_F \sqrt{t}) \leq \exp(-t) \tag{2}
\]

As a special case of the above inequality, we also have the following.

**Fact 2.11** ([LM00]). Fix \( \beta > 0 \), and let \( X_1, \ldots, X_m \sim \mathcal{N}(0, \sigma^2) \) be independent. Then

\[
\Pr\left(\left\| \frac{1}{m} \sum_{i=1}^{m} X_i^2 - \sigma^2 \right\| > 4\sigma^2\sqrt{\frac{\log(1/\beta)}{m} + \frac{2\log(1/\beta)}{m}} \right) \leq \beta
\]

Now, we state an inequality bounding the eigenvalues of sum of two matrices.

**Lemma 2.12** (Weyl’s Inequality). Let \( M, N, R \) be \( d \times d \) Hermitian matrices, such that \( M = N + R \). Then for each \( 1 \leq i \leq d \),

\[
\lambda_i(N) + \lambda_d(R) \leq \lambda_i(M) \leq \lambda_i(N) + \lambda_1(R).
\]

In order to prove accuracy, we will use the following standard tail bounds for Gaussian random variables.

**Lemma 2.13.** If \( Z \sim \mathcal{N}(0, \sigma^2) \) then for every \( t > 0 \), \( \Pr(|Z| > t\sigma) \leq 2e^{-t^2/2} \).
2.2.2 Deterministic Regularity Conditions for Gaussians

We will rely on certain regularity properties of i.i.d. samples from a Gaussian. These are standard concentration inequalities, and a reference for these facts is Section 4 of [DKKLMS16].

**Fact 2.14.** Let $X_1, \ldots, X_n \sim \mathcal{N}(0, \Sigma)$ i.i.d. for $\kappa_1 I \preceq \Sigma \preceq \kappa_2 I$. Let $Y_i = \Sigma^{-1/2}X_i$ and let

$$\hat{\Sigma}_Y = \frac{1}{n} \sum_{i=1}^{n} Y_i Y_i^\top$$

Then for every $\beta > 0$, the following conditions hold except with probability $1 - O(\beta)$.

$$\forall i \in [n] \quad \|Y_i\|_2^2 \leq O(d \log(n/\beta))$$

$$\left(1 - O\left(\sqrt{\frac{d + \log(1/\beta)}{n}}\right)\right) \cdot I \leq \hat{\Sigma}_Y \leq \left(1 + O\left(\sqrt{\frac{d + \log(1/\beta)}{n}}\right)\right) \cdot I$$

$$\|I - \hat{\Sigma}_Y\|_F \leq O\left(\sqrt{\frac{d^2 + \log(1/\beta)}{n}}\right)$$

We now note some simple consequences of these conditions. These inequalities follow from simple linear algebra and we omit their proof for conciseness.

**Lemma 2.15.** Let $Y_1, \ldots, Y_n$ satisfy (3)–(5). Fix $M > 0$, and for all $i = 1, \ldots, n$, let $Z_i = M^{1/2}Y_i$, and let $\hat{\Sigma}_Z = \frac{1}{n} \sum_{i=1}^{n} Z_i Z_i^\top$. Let $\kappa'$ be the top eigenvalue of $M$. Then

$$\forall i \in [n] \quad \|Z_i\|_2^2 \leq O(\kappa' d \log(n/\beta))$$

$$\left(1 - O\left(\sqrt{\frac{d + \log(1/\beta)}{n}}\right)\right) \cdot M \leq \hat{\Sigma}_Z \leq \left(1 + O\left(\sqrt{\frac{d + \log(1/\beta)}{n}}\right)\right) \cdot M$$

$$\|M - \hat{\Sigma}_Z\|_M \leq O\left(\sqrt{\frac{d^2 + \log(1/\beta)}{n}}\right)$$

3 Eigenvalue Estimation

In this section, we present an algorithm that estimates the eigenvalues of a covariance matrix of a Gaussian distribution up to a constant factor, under the constraint of approximate differential privacy. This algorithm’s function is important for the following sections, since it helps us overcome the issue that we have no prior bounds on the eigenvalues, as well as identify gaps between them. The algorithm performs a subsample-and-aggregate process. The samples are split into $t$ subsets and for each of them, the eigenvalues of the empirical covariance are computed. Denoting the $i$-th eigenvalue (in decreasing order of magnitude) of the $j$-th subsample by $\lambda_j^i$, for each $i$, we construct stability-based histograms.
and output an estimate of $\lambda_i$ based on the bucket where $\lambda_i^j$ tend to concentrate most.

| Algorithm 1: Differentially Private EigenvalueEstimator$_{\epsilon,\delta,\beta}(X)$ |
| --- |
| **Input:** Samples $X_1, \ldots, X_n \in \mathbb{R}^d$. Parameters $\epsilon, \delta, \beta > 0$. |
| **Output:** Noisy eigenvalues of $X$: $(\hat{\lambda}_1, \ldots, \hat{\lambda}_d) \in \mathbb{R}^d$. |
| Set parameters: $t \leftarrow \frac{C_1 \log(d/\delta)}{\epsilon}$, $m \leftarrow \lfloor n/t \rfloor$. |
| Split $X$ into $t$ datasets of size $m$: $X^1, \ldots, X^t$. |
| // Estimate the eigenvalues via DP Histograms. |
| **For** $i \leftarrow 1, \ldots, d$ |
| **For** $j \leftarrow 1, \ldots, t$ |
| Let $\lambda_i^j$ be the $i$-th eigenvalue of $X_i^T X_i$. |
| Divide $[0, \infty)$ into $\Omega \leftarrow \{\ldots, [1/\sqrt{2}, 1/2^{1/4}], [1/2^{1/4}, 1], [1, 2^{1/4}], [2^{1/4}, \sqrt{2}], \ldots \} \cup \{[0, 0]\}$. |
| Run $\left(\frac{\epsilon}{\sqrt{6\log(1/\delta)}} \cdot \delta \right)$-DP histogram on all $\lambda_i^j$ over $\Omega$. |
| If no bucket is returned |
| **Return** $\bot$. |
| Let $[l, r]$ be a non-empty bucket returned. |
| Set $\tilde{\lambda}_i \leftarrow l$. |
| Sort $(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_d)$ to get $\hat{\lambda}_1, \ldots, \hat{\lambda}_d$. |
| **Return** $(\hat{\lambda}_1, \ldots, \hat{\lambda}_d)$ |

**Theorem 3.1.** For every $\epsilon, \delta, \beta > 0$, there exists an $(\epsilon, \delta)$-DP algorithm, that takes

$$n = O\left(\frac{d^{3/2} \cdot \text{polylog}(d, 1/\delta, 1/\epsilon, 1/\beta)}{\epsilon}\right)$$

samples from $N(0, \Sigma)$, for an arbitrary symmetric, positive-semidefinite $\Sigma \in \mathbb{R}^{d \times d}$, and outputs $\hat{\lambda}_1 \geq \cdots \geq \hat{\lambda}_d$, such that with probability at least $1 - O(\beta)$, $\hat{\lambda}_i \in \left[\frac{\lambda_i(\Sigma)}{\sqrt{2}}, \sqrt{2}\lambda_i(\Sigma)\right]$ for all $i$.

**Proof.** We show this by proving privacy and accuracy guarantees of Algorithm 1.

Fix an $i \in [d]$. Then by changing one sample in $X$, only one subsample of $X$ (say, $X^j$) gets changed, hence, only one $\lambda_i^j$ gets affected. This can change at most two histogram buckets, leading to sensitivity $2$. Therefore, by the privacy of private histograms Lemma 2.6, we have $\left(O\left(\frac{\epsilon}{\sqrt{6\log(1/\delta)}}\right), O\left(\frac{\delta}{\epsilon}\right)\right)$-DP for this fixed $i$. Applying Lemma 2.3 gives us the final privacy guarantee.

Now, we move on to the accuracy guarantees. It is sufficient to show that with probability at least $1 - O(\beta/d)$, for each $1 \leq i \leq d$, $\hat{\lambda}_i \in \left[\frac{\lambda_i(\Sigma)}{\sqrt{2}}, \sqrt{2}\lambda_i(\Sigma)\right]$. Fix an $i$. Now, by Lemma 2.15, with probability at least $1 - O(\beta/d)$, the non-private estimates of $\lambda_i(\Sigma)$ must be within a factor of $2^{1/8}$ of $\lambda_i(\Sigma)$ due to our sample complexity. Therefore, at most two consecutive buckets would be filled with $\lambda_i^j$’s. Due to our sample complexity and Lemma 2.6, those buckets are released with probability at least $1 - O(\beta/d)$. Since they are built at a multiplicative width of $2^{1/4}$, they approximate the non-private estimate to within a factor of $2^{1/4}$. Therefore, the total multiplicative error is at most a factor of 2. Taking the union bound over all $i$, we get the required result. □
4 Subspace Recovery

We improve the guarantees of the subspace algorithm from [SS21] for our problem, where we are willing to pay $\text{poly}(d)$ in the sample complexity. In our version, the algorithm’s aggregation step uses the ball-finding algorithm from [NSV16], followed by noisy mean estimation, instead of using high-dimensional stability-based histograms as in [SS21]. For completeness, we restate the entire algorithm, but just point out the differences in the proof of the final accuracy lemma from [SS21].

**Algorithm 2:** DP Subspace Estimator $\text{SubspaceRecovery}_{\varepsilon, \delta, \alpha, y, k}(X)$

| Input: | Samples $X_1, \ldots, X_n \in \mathbb{R}^d$. Parameters $\varepsilon, \delta, \alpha, y, k > 0$. |
|-------|------------------------------------------------------------------------------------------------|
| Output: | Projection matrix $\Pi \in \mathbb{R}^{d \times d}$ of rank $k$. |

Set parameters: $t \leftarrow \frac{C_4 \sqrt{d \varepsilon} \text{polylog}(d, k, \frac{1}{\sqrt{\delta}})}{\varepsilon \sqrt{\ln(kt)}}$, $m \leftarrow \lfloor n/t \rfloor$, $q \leftarrow C_4 k$.

Sample reference points $p_1, \ldots, p_q$ from $N(\vec{0}, I)$ independently.

// Subsample from $X$, and form projection matrices.

For $j = 1, \ldots, t$

Let $X' = (X_{(j-1)m+1}, \ldots, X_{jm}) \in \mathbb{R}^{d \times m}$.

Let $\Pi_j \in \mathbb{R}^{d \times d}$ be the projection matrix onto the subspace spanned by the eigenvectors of $X'(X')^\top \in \mathbb{R}^{d \times d}$ corresponding to the largest $k$ eigenvalues.

For $i = 1, \ldots, q$

$p_i' \leftarrow \Pi_j p_i$

// Aggregate using a ball-finding algorithm.

For $i \in [q]$

Let $P_i \in \mathbb{R}^{d \times t}$ be the dataset, where column $j$ is $p_i'$.

Set $c_i \leftarrow \text{GoodCenter} \frac{t}{\sqrt{q \ln(1/\delta)}}, \hat{p}_i(P_i)$.

Set $R \leftarrow C_3 r \sqrt{\log(t)}$

// Return the subspace.

Let $\sigma \leftarrow \frac{4R \sqrt{\ln(1/\delta)}}{\sqrt{q \ln(1/\delta)}}$.

For each $i \in [q]$

Truncate all $p_i'$'s to within $B_R(c_i)$.

Let $\hat{p}_i \leftarrow \sum_{j=1}^t p_i' + N(0, \sigma^2 I_{d \times d})$.

Let $\hat{P} \leftarrow (\hat{p}_1, \ldots, \hat{p}_q)$.

Let $\hat{\Pi}$ be the projection matrix of the top-$k$ subspace of $\hat{P}$.

Return $\hat{\Pi}$.

Lemma 4.1. Algorithm 2 is $(2\varepsilon, 2\delta)$-DP.

Proof. The first aggregation step of finding $c_i$ is $(\varepsilon, \delta)$-DP by Theorem 2.7 and Lemma 2.3. In the mean estimation step, because we are restricting all the $p_i'$'s to within $B_R(c_i)$, the sensitivity is $2R$, since by changing one point in $X$, we can change exactly one $p_i'$ by $2R$ in $l_2$ norm. Therefore, by Lemmata 2.5 and 2.3, this step is $(\varepsilon, \delta)$-DP. The final privacy guarantee follows from Lemma 2.3. \hfill $\square$
Lemma 4.2 (Lemma 4.9 of [SS21] Modified). Let \( \hat{\Pi} \) be the projection matrix as defined in Algorithm 2, \( n \) be the total number of samples, and \( 0 < \psi < 1 \). If

\[
t \geq O\left(\frac{\sqrt{dk} \cdot \text{polylog}(d, k, \frac{1}{\varepsilon}, \frac{1}{\beta})}{\varepsilon}\right) \quad \text{and} \quad m \geq O\left(\frac{d \cdot \text{polylog}(d, k, \frac{1}{\varepsilon}, \frac{1}{\beta})}{\psi^2}\right),
\]

which implies that

\[
n \geq O\left(\frac{d^{1.5} \sqrt{k} \cdot \text{polylog}(d, k, \frac{1}{\varepsilon}, \frac{1}{\beta})}{\varepsilon \psi^2}\right),
\]

then \( \|\Pi - \hat{\Pi}\| \leq \psi \gamma \) with probability at least 0.7.

Proof. For each \( i \in [q] \), let \( p_i^* \) be the projection of \( p_i \) on to the subspace spanned by \( \Sigma_k \), \( \hat{p}_i \) be as defined in the algorithm, and \( p_i^j \) be the projection of \( p_i \) on to the subspace spanned by the \( j \)-th subset of \( X \). From the analysis in [SS21], we know that for a fixed \( i \), all \( p_i^j \)'s are contained in a ball of radius \( r \). Therefore, all points in \( P_i \) lie in a ball of radius \( r \). Therefore, by the guarantees of GoodCenter (Theorem 2.7), \( B_R(c_i) \) contains all of \( p_i^j \)'s, such that \( R \in O(\sqrt{\ln(t)}) \). This implies that \( p_i^* \) is also contained within \( B_R(c_i) \).

Now, let \( P = (p_1^*, \ldots, p_q^*) \). Suppose \( \hat{P} = (\hat{p}_1, \ldots, \hat{p}_q) \) as defined in the algorithm. Then by above, \( \hat{P} = P + E \) for some \( E \in \mathbb{R}^{d \times q} \). The goal is to show that \( \|\Pi - \hat{\Pi}\| \leq O\left(\frac{\|E\|}{\sqrt{k}}\right) \leq O(\gamma \psi) \). We set \( E = E_0 + E_1 \), where \( E_0 \) is the sampling error, and \( E_1 \) is the error due to privacy. In other words, let \( \overline{P}_i = \frac{1}{t} \sum_{j=1}^{t} p_i^j \) and \( \overline{P} = (\overline{p}_1, \ldots, \overline{p}_q) \); then \( E_0 = \overline{P} - P \) and \( E_1 = \hat{P} - \overline{P} \).

We first analyse \( \|E_0\| \). Let \( \Pi^j \) be the subspace spanned by the \( j \)-th subsample. We know that the subspaces spanned by \( P^j = (p_1^j, \ldots, p_q^j) \) and the \( j \)-th subsample are the same. Therefore, \( \|\Pi - \Pi^j\| \in \Theta\left(\frac{\|P^j - P\|}{\sqrt{k}}\right) \leq \gamma \sqrt{\frac{d}{m}} \) by Lemmata 2.4 and 4.5, and Corollary 2.7 of [SS21]. Therefore,

\[
\frac{\|E_0\|}{\sqrt{k}} \leq O\left(\frac{\|\overline{P} - P\|}{\sqrt{k}}\right) = O\left(\frac{\left\|\frac{1}{t} \sum_{j=1}^{t} p_i^j - P\right\|}{\sqrt{k}}\right) \leq O\left(\frac{\frac{1}{t} \sum_{j=1}^{t} \|P^j - P\|}{\sqrt{k}}\right) \leq O\left(\frac{1}{t} \cdot \sum_{j=1}^{t} \gamma \sqrt{d/m}\right) \leq O\left(\gamma \sqrt{d/m}\right) \in O(\gamma \psi). \quad \text{(By our sample complexity.)}
\]
Next, we analyse $\|E_1\|$. $E_1$ is a matrix with i.i.d. entries from $\mathcal{N}(0, \sigma^2)$. Therefore, by Lemma 2.4 of [SS21], we have

$$\frac{\|E_1\|}{\sqrt{k}} \in O\left(\frac{\sigma \sqrt{d}}{\sqrt{k}}\right) \in O\left(\frac{r \sqrt{\log(k) d \log(k/\delta)}}{et \sqrt{k}}\right) \in O\left(\frac{r}{\sqrt{k}}\right) \in O\left(\frac{d}{m}\right) \in O(\sqrt{\psi}).$$

(By our sample complexity.)

Therefore, we have $\|E\| \in O(\sqrt{\psi})$.

Let $E = EP + EP'$, where $EP$ is the component of $E$ in the subspace spanned by $P$, and $EP'$ be the orthogonal component. Let $P' = P + EP$. We will be analysing $P'$ with respect to $P'$.

As before, we will try to bound the distance between the subspaces spanned by $P'$ and $P$. The quantities $a, z_{12}$ remain unchanged, but $b, z_{21}$ change.

$$b \leq \|E_P\| \quad z_{21} \leq \|E_P\|$$

Therefore, we get the final error:

$$\|\Pi - \hat{\Pi}\| \leq \frac{a z_{21} + b z_{12}}{a^2 - b^2 - \min\{z_{12}^2, z_{21}^2\}} \leq \sqrt{\psi}. $$

This completes our proof. $\square$

This gives us the following theorem about Algorithm 2.

**Theorem 4.3.** Let $\Sigma \in \mathbb{R}^{d \times d}$ be a symmetric, PSD matrix, such that for $1 \leq k < d$ and $\gamma < 1$, $\frac{\lambda_{k+1}(\Sigma)}{\lambda_k(\Sigma)} < \gamma^2$. Suppose $\Pi$ is the subspace spanned by the top $k$ eigenvectors of $\Sigma$. Then for all $\varepsilon, \delta, \beta, \psi > 0$, there exists an $(\varepsilon, \delta)$-DP algorithm, that takes

$$n \geq O\left(\frac{d^{1.5} \sqrt{k} \cdot \text{polylog}(d, k, \frac{1}{\varepsilon}, \frac{1}{\delta}, \frac{1}{\beta})}{\varepsilon \psi^2}\right)$$

samples from $\mathcal{N}(0, \Sigma)$, and outputs a projection matrix $\hat{\Pi}$, such that with probability at least $1 - O(\beta)$, $\|\Pi - \hat{\Pi}\| \leq \sqrt{\psi} \gamma$.

**Proof.** The claim, but with error probability $0.35$, is guaranteed from Lemma 4.2. Now, we just have to boost the success probability. This can be done using Theorem 4.10 of [SS21]. $\square$
5 Private Preconditioning

In this section, we develop a preconditioning technique that does not rely on knowledge of a priori bounds on the eigenvalues of the covariance matrix of the underlying distribution. It is the main pre-processing step that makes the Gaussian covariance almost spherical. For the following, we assume that the eigenvalues of the covariance matrix $\Sigma$ are examined in non-increasing order $\lambda_1 \geq \cdots \geq \lambda_d > 0$.

5.1 Coarse Preconditioning

We describe here the function of the “coarse” preconditioner which, along with Algorithm 2, constitutes the main technical novelty of our approach. The purpose served by this subroutine is to reduce gaps between consecutive eigenvalues (say $\lambda_k$ and $\lambda_{k+1}$). Observe that, our only assumptions are that the ratio $\frac{\lambda_{k+1}(\Sigma)}{\lambda_k(\Sigma)}$ is below some threshold and that the eigenvalues that come before exhibit no significant gaps ($\frac{\lambda_i}{\lambda_1}$ is lower bounded appropriately, implying that it is larger than some absolute constant). The first condition essentially prohibits us from using the preconditioning technique from [KLSU19], since we do not know how large the gap between $\lambda_k$ and $\lambda_{k+1}$ may be. Instead, the algorithm uses our adaptation of the subspace algorithm of [SS21] (see Algorithm 2) in order to approximate the subspace that corresponds to the eigenvalues that come before the gap. Specifically, we obtain projection matrices $\Pi_V$ onto a subspace $V$ and $\Pi_{V^\perp} = I - \Pi_V$ onto its complement $V^\perp$, such that these matrices are close in spectral norm to the projections onto the top $k$ eigenspace of $\Sigma$ and its complement. Rescaling our data by a matrix of the form $A = x\Pi_V + y\Pi_{V^\perp}$ roughly results in the eigenvalues of the covariance matrix corresponding to $V$ and $V^\perp$ being rescaled by $x^2$ and $y^2$, respectively. Setting the scalars $x$ and $y$ appropriately will reduce the eigenvalue gap, even if the subspace $V$ is not perfectly aligned with the top $k$ eigenvalues. Interestingly, if the eigengap is large (i.e., the ratio $\frac{\lambda_{k+1}(\Sigma)}{\lambda_k(\Sigma)}$ is small), then our algorithm works just as well as when it is small. This is because the subspace recovery subroutine will become more accurate in this setting as it outputs a projection matrix, whose error scales with this gap. Note that this step reduces the eigengap to a large extent, but does not exactly get us in the range that we would desire, that is, the gap between the $1$-st and the $(k+1)$-th eigenvalues is greatly reduced, but it is still not small enough to maintain the loop invariant of Algorithm 5, which says that in iteration $i$, the gap between the $1$-st and the $i$-th eigenvalues is bounded. We address this issue in Section 5.2.

Having described the algorithm above, we now present the corresponding pseudocode, followed by its analysis.

| Algorithm 3: Differentially Private CoarsePreconditioner$_{\epsilon,\delta,\beta,k,\hat{\gamma}}(X)$ |
|---|
| **Input:** Samples $X_1, \ldots, X_n \in \mathbb{R}^d$. Parameters $\epsilon, \delta, \beta, k > 0$, $\hat{\gamma} \geq 0$. |
| **Output:** Matrix $A \in \mathbb{R}^{d \times d}$. |
| Set $1 - \eta \leftarrow \hat{\gamma}$. |
| Set $\hat{\Pi}_{1:k} \leftarrow$ SubspaceRecovery$_{\epsilon,\delta,\beta,k,\hat{\gamma}}(X)$ and $\hat{\Pi}_{k+1:d} \leftarrow I - \hat{\Pi}_{1:k}$. |
| Set $A \leftarrow (1 - \eta)\hat{\Pi}_{1:k} + \hat{\Pi}_{k+1:d}$. |
| **Return** $A$. |

**Theorem 5.1** (Coarse Preconditioner). Let $0 < \gamma_1 \leq 1$ and $0 < \hat{\gamma} < 1$ be arbitrary parameters. Then for all $\epsilon, \delta, \beta > 0$ and

$$n \geq O\left(\frac{d^2 \cdot \text{polylog}(d, \frac{1}{\epsilon}, \frac{1}{\delta}, \frac{1}{\beta}, \frac{1}{\gamma_1}, \frac{1}{\hat{\gamma}})}{\epsilon \gamma_1}\right),$$
there exists an \((\varepsilon, \delta)\)-DP algorithm, such that the following holds. Let \(X = (X_1, \ldots, X_n)\) be i.i.d. samples from \(\mathcal{N}(0, \Sigma)\), where, for some \(1 \leq k < d\), \(\frac{\lambda_k(\Sigma)}{\lambda_1(\Sigma)} \geq \gamma^2\), and \(\gamma^2 := \frac{\lambda_{k+1}(\Sigma)}{\lambda_k(\Sigma)} \in \left[\frac{1}{4}, 4\right]\). Then with probability at least \(1 - O(\beta)\), the algorithm takes \(X\) and \(\hat{y}\) as input, and outputs \(\Lambda \in \mathbb{R}^{d \times d}\) that satisfies \(\frac{\lambda_{k+1}(A \Lambda A^\top)}{\lambda_1(A \Lambda A^\top)} \geq \frac{\gamma^2}{10}\).

Proof. We prove the privacy and accuracy guarantees of Algorithm 3. Privacy follows from the privacy guarantees of SubspaceRecovery (Theorem 4.3) and post-processing of DP (Lemma 2.2).

Now, we prove the accuracy guarantees. Suppose \(\Sigma = U \Lambda U^\top\) and \(U, \Lambda, \Sigma \in \mathbb{R}^{d \times d}\), where \(U^\top U = I\) and \(\Lambda\) is diagonal with entries \(\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \geq 0\).

We know that there is a large eigengap – i.e., \(\lambda_{k+1} = \gamma^2 \cdot \lambda_k\) for some \(k \in [d]\) and \(0 < \gamma \ll 1\). Consider the subspace spanned by the eigenvectors corresponding to \(\lambda_1, \ldots, \lambda_k\) and let \(\Pi_{1:k}\) be the corresponding projection matrix. We then run the subspace algorithm SubspaceRecovery [SS21] with parameters \(\varepsilon, \delta, \beta, \gamma\) to obtain \(\hat{\Pi}_{1:k} \in \mathbb{R}^{d \times d}\) satisfying \(\|\hat{\Pi}_{1:k} - \Pi_{1:k}\| \leq \phi \iff \|\hat{\Pi}_{k+1:d} - \Pi_{k+1:d}\| \leq \phi\) with probability at least \(1 - O(\beta)\), where, because of our sample complexity \(\phi \leq \frac{\gamma \sqrt{d}}{100}\).

Now let \(y_i = [(1 - \eta)\hat{\Pi}_{1:k} + \hat{\Pi}_{k+1:d}]X_i\) for all \(i \in [n]\). Here, \(0 \leq \eta = 1 - \gamma\). Then \(y_1, \ldots, y_n \in \mathbb{R}^d\) are \(n\) independent draws from \(\mathcal{N}(0, \Sigma)\), where
\[
\hat{\Sigma} = (\hat{\gamma}\hat{\Pi}_{1:k} + \hat{\Pi}_{k+1:d})\Sigma(\hat{\gamma}\hat{\Pi}_{1:k} + \hat{\Pi}_{k+1:d}).
\]

We set \(\xi_1 = \hat{\Pi}_{1:k} - \Pi_{1:k}\) and \(\xi_2 = \hat{\Pi}_{k+1:d} - \Pi_{k+1:d} = -\xi\) where \(\|\xi\| \leq \phi\). We have for \(\hat{\Sigma}\):
\[
\|\hat{\Sigma}\| \leq \|\hat{\xi}_1 + \xi_2\|^2\|\Sigma\| + 2\hat{\gamma}\|\Pi_{1:k}\Sigma\|\|\hat{\xi}_1 + \xi_2\|^2 + 2\|\Pi_{k+1:d}\|\|\hat{\xi}_1 + \xi_2\|^2
\]
\[
+ \hat{\gamma}^2\|\Pi_{1:k}\Sigma\|\|\Pi_{k+1:d}\| + \|\Pi_{k+1:d}\|\Sigma\|\|\Pi_{1:k}\Sigma\|\|\Pi_{k+1:d}\|
\]
\[
\leq (1 - \hat{\gamma})^2 \frac{\gamma^2}{1000}\lambda_1(\Sigma) + 2(1 - \hat{\gamma}) \frac{\gamma^2}{100}\lambda_k(\Sigma) + 2(1 - \hat{\gamma}) \frac{\gamma^2}{100}\lambda_{k+1}(\Sigma)
\]
\[
+ \hat{\gamma}^2\lambda_1(\Sigma) + \lambda_{k+1}(\Sigma)
\]
\[
\leq \frac{\gamma^2}{2500}\lambda_k(\Sigma) + \frac{2\gamma^2}{25}\lambda_k(\Sigma) + 2(1 - \hat{\gamma}) \frac{\gamma^2}{100}\lambda_{k+1}(\Sigma) + \frac{4\gamma^2}{\gamma^2}\lambda_k(\Sigma) + \lambda_{k+1}(\Sigma)
\]
\[
\leq \frac{\gamma^2}{2500}\lambda_{k+1}(\Sigma) + \frac{2}{25}\lambda_{k+1}(\Sigma) + 2(1 - \hat{\gamma}) \frac{\gamma^2}{100}\lambda_{k+1}(\Sigma) + \frac{4\gamma^2}{\gamma^2}\lambda_{k+1}(\Sigma) + \lambda_{k+1}(\Sigma)
\]
\[
\leq \frac{\gamma^2}{\gamma^2}\lambda_{k+1}(\Sigma).
\]

Now, we prove a lower bound on \(\lambda_{k+1}(\hat{\Sigma})\).
\[
\lambda_{k+1}(\hat{\Sigma}) \geq \lambda_{k+1}(\hat{\gamma}^2\Pi_{1:k}\Sigma\Pi_{1:k} + \Pi_{k+1:d}\Sigma\Pi_{k+1:d})
\]
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1 + (1 − ̃η)^2 \lambda_d(ξΣξ) − ̃η(1 − ̃η)\lambda_d(Π_{1:k}Σξ) - (1 − ̃η)\lambda_d(Π_{k+1:d}Σξ) - (1 − ̃η)\lambda_d(ξΠ_{1:k}) - (1 − ̃η)\lambda_d(ξΠ_{k+1:d}) \tag{Lemma 2.12}

\geq \frac{\hat{\lambda}_{k+1}}{4} - 2\hat{\eta}(1 - \hat{\eta})\|\xi\|\|\Pi_{1:k}\Sigma\| - 2(1 - \hat{\eta})\|\xi\|\|\Sigma\Pi_{k+1:d}\|

\geq \frac{\hat{\lambda}_{k+1}}{4} - \frac{\hat{\eta}^2\bar{\eta}^2}{50}\lambda_1(\Sigma) - \frac{\hat{\eta}^2}{50}\lambda_{k+1}(\Sigma)

\geq \frac{\hat{\lambda}_{k+1}}{4} - 2\frac{\lambda_1(\Sigma)}{25} - \frac{\lambda_{k+1}(\Sigma)}{50}

\geq \frac{\hat{\lambda}_{k+1}}{8}

Therefore, \frac{\hat{\lambda}_{k+1}(\hat{\eta})}{\lambda_1(\Sigma)} \geq \frac{\bar{\eta}}{40}.

\square

5.2 Fine Preconditioning

In this section, we present our second preconditioning constituent (the “fine” preconditioner) that is used in the presence of small cumulative gaps. This component of our preconditioning process is similar to the one that appears in [KLSU19]. It first uses the naive estimator (i.e., clipping data based on the covariance matrix’s spectrum and noising the empirical covariance, Algorithm 7) to get a rough estimate of the covariance. This gives us enough information about the top k + 1 eigenvectors and eigenvalues to operate (approximately) within the top-(k + 1) subspace, allowing us to shrink down the top k eigenvalues by a small multiplicative factor. We initially assume that the gap between the 1-st and the (k + 1)-th eigenvalues is large, but not too large, essentially the setting that we will be in after running the coarse preconditioner described in Section 5.1. In other words, when the gap between the 1-st and the (k + 1)-th eigenvalues is loosely bounded, the fine preconditioner tightens that gap. We now present our algorithm and its analysis.

Algorithm 4: Differentially Private FinePreconditioner_{ε,δ,β,k,\bar{η},κ}(X)

\textbf{Input:} Samples \(X_1, \ldots, X_n \in \mathbb{R}^d\). Parameters \(ε, δ, β, k, \bar{η}, κ > 0\).

\textbf{Output:} Matrix \(A \in \mathbb{R}^{d \times d}\).

Set \(Z \leftarrow \text{NaiveEstimator}_{ε,δ,β,k}(X)\).

Let \(S \leftarrow \{i : \hat{λ}_i(Z) \geq \frac{\hat{λ}_{k+1}(Z)}{16\bar{eta}}\}\).

Let \(g_i \leftarrow \sqrt{\frac{\hat{λ}_i(Z)}{\hat{λ}_{k+1}(Z)}}\).

Let \(v_i\) be the i-th eigenvector of \(Z\).

Set \(Π_S \leftarrow \sum_{i \in S} \frac{v_i v_i^\top}{400\bar{η}}\) and \(Π_{\Sigma} \leftarrow \sum_{i \notin S} v_i v_i^\top\).

Set \(A \leftarrow Π_S + Π_{\Sigma}\).

\textbf{Return} \(A\).

Theorem 5.2 (Fine Preconditioner). Let \(X = (X_1, \ldots, X_n)\) be i.i.d. samples from \(N(0, Σ)\), such that for some \(1 \leq k < d\), \(\frac{\hat{λ}_{k+1}(\hat{η})}{λ_1(Σ)} \geq \bar{η}^2\) for \(\bar{η} \leq 1\). Then for all \(ε, δ > 0\), there exists an (ε, δ)-DP algorithm, such that if

\[\begin{align*}
n \geq O\left(\frac{d^{3/2} \cdot \text{polylog}(d, \frac{1}{ε}, \frac{1}{δ}, \frac{1}{\bar{η}})}{ε\bar{η}^2}\right)\end{align*}\]
then with probability at least $1 - \Omega(\beta)$, it takes $X$ as input, and outputs a matrix $A$ that satisfies $rac{\hat{\lambda}_{k+1}(A\Sigma A)}{\lambda_{k}(A\Sigma A)} \geq \frac{1}{p'}$.

Proof. We prove the privacy and accuracy guarantees of Algorithm 4. Privacy follows from the guarantees of Lemma A.1.

Now, we prove the accuracy. Let $\hat{\Pi}_S$ and $\hat{\Pi}_T$ be matrices as defined in Algorithm 4. We first show an upper bound on $\|A\Sigma A\|$. For this, by Lemma 2.15, it is enough to prove an upper bound on $\|A(Z-N)A\|$.

$$\|A(Z-N)A\| \leq \|AZA\| + \|ANA\|$$

$$\leq \|\hat{\Pi}_S Z \hat{\Pi}_S + \hat{\Pi}_T Z \hat{\Pi}_T\| + \|N\|$$

$$\leq \frac{\lambda_{k+1}(Z)}{16p^2} + \frac{\lambda_{k+1}(Z)}{16p^2}$$

$$= \frac{\lambda_{k+1}(Z)}{8p^2}$$

In the above, the third inequality comes from Corollary A.2 and our sample complexity. This shows that $\|A\Sigma A\| \leq \frac{\hat{\lambda}_{k+1}(Z)}{4p}$.

Now, we show a lower bound on $\lambda_{k+1}(A\Sigma A)$. As before, by Lemma 2.15, it is enough to show a lower bound on $\lambda_{k+1}(A(Z-N)A)$.

$$\lambda_{k+1}(A(Z-N)A) \geq \lambda_{k+1}(AZA) - \|ANA\|$$

(Lemma 2.12)

$$\geq \lambda_{k+1}(\hat{\Pi}_S Z \hat{\Pi}_S + \hat{\Pi}_T Z \hat{\Pi}_T) - \|N\|$$

$$\geq \lambda_{k+1}(Z) - \frac{\lambda_{k+1}(Z)}{2}$$

$$\geq \frac{\lambda_{k+1}(Z)}{2}$$

In the above, the third inequality again follows from Corollary A.2 and our sample complexity. This gives us $\lambda_{k+1}(A\Sigma A) \geq \frac{\hat{\lambda}_{k+1}(Z)}{4p}$.

Therefore, $\frac{\lambda_{k+1}(A\Sigma A)}{\lambda_{k}(A\Sigma A)} \geq \frac{1}{p'}$. \hfill \square

5.3 Putting Everything Together

We are now ready to present our overall preconditioning algorithm (Algorithm 5). The algorithm essentially relies on a dynamic programming approach. In particular, the $i$-th iteration always starts under the assumption that the cumulative gap of the eigenvalues $\lambda_1 \geq \cdots \geq \lambda_i$ is (relatively) small, so the focus is on the gaps involving the eigenvalue $\lambda_{i+1}$, namely the ratios $\frac{\lambda_{i+1}}{\lambda_i}$ and $\frac{\lambda_{i+1}}{\lambda_{i+1}}$. Based on how small these ratios are, the algorithm may use either the coarse or the fine preconditioner, or both. Doing so, it ensures that, at the start of the next iteration, the loop’s invariant will be preserved. At the end of a run of this algorithm, we get a linear transformation that reduces the multiplicative gap between the 1-st and the $d$-th eigenvalues of $\Sigma$ to $\Omega(1)$. The algorithm and its analysis follow.
**Theorem 5.3 (DP Preconditioner).** Let $\Sigma \in \mathbb{R}^{d \times d}$ be a symmetric, positive-definite matrix. There exists an $(\epsilon, \delta)$-DP algorithm, such that if $X = (X_1, \ldots, X_n) \sim N(0, \Sigma)$ and

$$n \geq O \left( \frac{d^{2.5} \cdot \text{polylog}(d, \frac{1}{\epsilon}, \frac{1}{\delta}, \frac{1}{\beta})}{\epsilon} \right),$$

then with probability at least $1 - \beta$, the algorithm outputs a matrix $A$ that satisfies $\frac{\hat{\lambda}_i(A \Sigma A)}{\lambda_1(A \Sigma A)} \geq \Omega(1)$.

**Proof.** We prove the theorem by proving the privacy and accuracy of Algorithm 5. Privacy follows from Theorems 5.1, 5.2, and 3.1, Lemma A.1, and composition of DP (Lemma 2.3).

For the accuracy argument, it is enough to show that at the beginning of each iteration $1 \leq i \leq k$,

$$\frac{\hat{\lambda}_i(A \Sigma A)}{\lambda_1(A \Sigma A)} \geq O(\sqrt{\gamma}).$$

We prove this via induction on $i$. 

**Algorithm 5: Differentially Private Preconditioner, r, δ, β(X)**

| **Input:** | Samples $X_1, \ldots, X_n \in \mathbb{R}^d$. Parameters $\epsilon, \delta, \beta > 0$. |
|---|---|
| **Output:** | Matrix $A \in \mathbb{R}^{d \times d}$. |

Set parameter: $\tau^2 \leftarrow \frac{1}{10000}$, $\gamma^2 \leftarrow \frac{40}{10000}$

Let $A \leftarrow \mathbb{I}$.

$\hat{\lambda}_1, \ldots, \hat{\lambda}_d \leftarrow \text{EigenvalueEstimator}_{r, \delta, \beta}(X)$.

Set $i \leftarrow 1$.

**While** $i < d$

**If** $\frac{\hat{\lambda}_i}{\lambda_i} < 4\tau^2$

$\hat{B} \leftarrow \text{CoarsePreconditioner}(X)$.

$A \leftarrow BA$.

$X \leftarrow AX$.

$Z \leftarrow \text{NaiveEstimator}(X)$.

If $\frac{\hat{\lambda}_i(Z)}{\lambda_i(Z)} < 4\gamma^2$

$C \leftarrow \text{FinePreconditioner}(X)$.

$A \leftarrow CA$.

$X \leftarrow AX$.

**elif** $\frac{\hat{\lambda}_i}{\lambda_i} < 4\gamma^2$

$D \leftarrow \text{FinePreconditioner}(X)$.

$A \leftarrow DA$.

$X \leftarrow AX$.

$Z \leftarrow \text{NaiveEstimator}(X)$.

$\hat{\lambda}_1, \ldots, \hat{\lambda}_d \leftarrow \text{EigenvalueEstimator}(X)$.

$i \leftarrow i + 1$.

**Return** $A$. 

---
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For the basis step, it is trivial because $A \Sigma A = \Sigma$. Therefore, the ratio equals 1.

Now, we move on to the inductive step. Suppose for $i > 1$, the claim holds for all $j < i$. Let the matrix $A$ be equal to $A_{i-1}$ at the beginning of iteration $i - 1$. This implies that for iteration $i - 1$,

$$\frac{\lambda_{i-1}(A_{i-1} \Sigma A_{i-1})}{\lambda_1(A_{i-1} \Sigma A_{i-1})} \geq \bar{y}^2. \quad (6)$$

According to the If-block, if the privately estimated eigenvalue ratio is less than $4\tau^2$, then it must be the case that with high probability (Theorem 3.1),

$$\frac{\lambda_{i}(A_{i} \Sigma A_{i})}{\lambda_1(A_{i} \Sigma A_{i})} < 16\tau^2. \quad \text{Theorem 5.1, and Corollary A.2,} \quad \text{it must be the case that with probability 1} - O(\beta/d), \quad \text{at the beginning of the nested If-block},$$

$$\frac{\lambda_{i}(BA_{i-1} \Sigma (BA_{i-1})^T)}{\lambda_1(BA_{i-1} \Sigma (BA_{i-1})^T)} \geq \frac{\bar{y}^2}{40}. \quad \text{Theorem 5.1, and Corollary A.2,} \quad \text{it must be the case that with probability 1} - O(\beta/d), \quad \text{at the beginning of the nested If-block},$$

Now, if $\frac{\lambda_{i}(Z)}{\lambda_1(Z)} < 4\tau^2$, then by Corollary A.2,

$$\frac{\lambda_{i}(BA_{i-1} \Sigma (BA_{i-1})^T)}{\lambda_1(BA_{i-1} \Sigma (BA_{i-1})^T)} < 16\tau^2. \quad \text{Theorem 5.1, and Corollary A.2,} \quad \text{it must be the case that with probability 1} - O(\beta/d), \quad \text{at the end of the nested If-block (hence, at the end of the loop and the starting of the i-th iteration)},$$

Suppose, the algorithm skips the first If-block. Then with high probability, it must be the case that

$$\frac{\lambda_{i}(A_{i-1} \Sigma A_{i-1})}{\lambda_1(A_{i-1} \Sigma A_{i-1})} \geq \tau^2. \quad \text{If it enters the ElIf-block, then it mean that with high probability,}$$

$$\frac{\lambda_{i}(A_{i-1} \Sigma A_{i-1})}{\lambda_1(A_{i-1} \Sigma A_{i-1})} < 16\tau^2. \quad \text{Theorem 5.1, and Corollary A.2,} \quad \text{it must be the case that with probability 1} - O(\beta/d), \quad \text{at the end of the iteration},$$

This proves the inductive step. If neither of the If or ElIf-blocks are entered, it would mean that the ratio is already at least $\bar{y}^2$. Applying the union bound over all $i$, we get the required result. $\square$

6 Our Estimator

In this section, we combine the techniques described thus far, including the DP Preconditioner (Algorithm 5) and the Naive Estimator (Algorithm 7), and provide our new estimator for Gaussian covariances, which we call, "GaussianCovarianceEstimator". The algorithm first makes the Gaussian well-conditioned using the preconditioner, followed by estimating it using the naive estimator, and then it applies the inverse transformation of the preconditioning matrix. The following is the main result of the section. Then using that and Lemma 2.8, we would be able to conclude that $d_{TV}(\mathcal{N}(\mu, \Sigma), \mathcal{N}(\hat{\mu}, \hat{\Sigma})) \leq \alpha$.

**Theorem 6.1.** Let $\Sigma \in \mathbb{R}^{d \times d}$ be a symmetric, PSD matrix and $\mu \in \mathbb{R}^d$. Then for all $\varepsilon, \delta, \alpha, \beta > 0$, there exists an $(\varepsilon, \delta)$-DP algorithm that takes

$$n \geq \tilde{O}\left(\frac{d^2}{\alpha^2} + \frac{d^2}{\varepsilon \alpha} + \frac{d^{2.5}}{\varepsilon}\right)$$
samples from $\mathcal{N}(\mu, \Sigma)$, and outputs a symmetric, PSD matrix $\Sigma' \in \mathbb{R}^{d \times d}$ and $\mu' \in \mathbb{R}^d$, such that with probability at least $1 - O(\beta)$,
\[ \|\Sigma - \Sigma'\|_\Sigma \leq \alpha \quad \text{and} \quad \|\mu - \mu'\|_\Sigma \leq \alpha. \]

In the above, $\tilde{O}$ hides factors of $\text{polylog}(d, \frac{1}{\epsilon}, \frac{1}{\delta}, \frac{1}{\beta})$.

**Proof.** In our estimator, Algorithm 6 is one of the main components that is used to estimate the covariance of the Gaussian. The other component is the approximate DP version of the private mean estimation algorithm (PME) from [KLSU19]. We replace the preconditioning matrix in PME by our DP preconditioner that we obtain from running Algorithm 6. To prove the theorem, it is enough to show the privacy and accuracy guarantees of Algorithm 6.

Privacy follows from the privacy guarantees of Algorithm 7 (Lemma A.1), Algorithm 5 (Theorem 5.3), and the approximate DP version of PME [KLSU19], followed by composition (Lemma 2.3) and post-processing (Lemma 2.2).

Now, we prove the first accuracy statement. Let $Y$ be the original dataset with $2n$ samples chosen i.i.d. from $\mathcal{N}(\mu, \Sigma)$. We construct the dataset $X$ as follows: for each $i \in [n]$, set $X_i = \frac{Y_i - Y_{i-1}}{\sqrt{2}}$. Then each $X_i$ is an independent sample from $\mathcal{N}(0, \Sigma)$. We then supply the dataset $X$ to Algorithm 6. Note that $AX$ contains points from $\mathcal{N}(0, \Sigma A)$ by construction. This means that $\frac{\lambda_\text{min}(\Sigma A)}{\lambda_\text{max}(\Sigma A)} \geq \Omega(1)$. Thus, by the accuracy guarantees of NaiveEstimator (Theorem A.3), we have $\|\Sigma' - A\Sigma A\|_{A\Sigma A} \leq O(\alpha)$. However, $\|\Sigma' - A\Sigma A\|_{A\Sigma A} = \|\Sigma - \Sigma\|_{\Sigma}$. This gives us the first result.

The mean estimation result follows from the accuracy guarantees of PME, to which we supply the dataset $Y$. Note that PME is designed to provide zCDP [BS16] and has a polylogarithmic dependence on the range parameter $R$ that bounds the magnitude of the true mean. The goal is to eliminate that dependence, which is only possible under approximate DP. The approximate DP version of this that doesn’t have any dependence on $R$ can be obtained by using the approximate DP version of [KV18] that utilises stability based histograms. With a multiplicative cost in the sample complexity in terms of $\text{polylog}(1/\delta)$, this would establish the result that we need. \qed

### Algorithm 6: Differentially Private GaussianCovarianceEstimator$\epsilon, \delta, \alpha, \beta(X)$

**Input:** Samples $X_1, \ldots, X_n \in \mathbb{R}^d$. Parameters $\epsilon, \delta, \alpha, \beta > 0$.

**Output:** Matrix $\Sigma' \in \mathbb{R}^{d \times d}$.

/\ Precondition the covariance.
Set $A \leftarrow \text{Preconditioner}_{\epsilon, \delta, \beta}(X)$.

/\ Estimate the transformed covariance.
Set $\Sigma' \leftarrow \text{NaiveEstimator}_{\epsilon, \delta, \beta}(AX)$.

/\ Revert to the original space.
Set $\Sigma \leftarrow A^{-1}\Sigma' A^{-1}$.

**Return** $\Sigma$.

#### 6.1 Handling the Degenerate Case

So far, we have implicitly assumed that all the eigenvalues of $\Sigma$ are strictly greater than 0. Here, we talk about the case where some of the eigenvalues of $\Sigma$ could be 0. Let $k \in [d]$ be the largest number such that the $k$-th eigenvalue of $\Sigma$ is non-zero. Then we can use Algorithm 2 to exactly recover the top $k$ subspace, and project onto that subspace, and run GaussianCovarianceEstimator within that
subspace. To elaborate, this can be done in three steps: (1) detecting the non-zero eigenvalues of $\Sigma$ using Algorithm 1; (2) finding the true subspace of $\Sigma$ using Algorithm 2, which can exactly recover the subspace at a cost of $\tilde{O}(d^2/\epsilon)$ in the sample complexity; and (3) running Algorithm 6 on the points projected on to that subspace.
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Proof. We prove the lemma by proving the privacy and accuracy guarantees of Algorithm 1.

\[ \text{Algorithm 7: Naive Private Gaussian Covariance Estimation NaiveEstimator}_{\epsilon, \delta, \beta}(X) \]

**Input:** A set of \( n \) samples \( X_1, \ldots, X_n \) from an unknown Gaussian. Parameters \( \epsilon, \delta, \beta > 0 \)

**Output:** A covariance matrix \( M \).

1. Set \( \lambda_1, \ldots, \lambda_d \leftarrow \text{EigenvalueEstimator}_{\epsilon, \delta, \beta}(X) \).
2. Set \( \kappa = 4\lambda_1 \).
3. Let \( S \leftarrow \{ i \in [n] : \|X_i\|^2_2 \leq O(d\kappa_2 \log(n/\beta)) \} \).
4. Let \( \sigma \leftarrow \Theta \left( \frac{d\kappa_2 \log(\frac{\kappa_2}{\delta}) \sqrt{\log(1/\delta)}}{\kappa \log(n/\beta)} \right) \).
5. Let \( M' \leftarrow \frac{1}{n} \sum_{i \in S} X_i X_i^\top + N \) where \( N_{ij} \sim \mathcal{N}(0, \sigma^2) \).
6. Let \( M \) be the Euclidean projection of \( M' \) on the PSD cone.

**Return** \( M \).

**Lemma A.1** (Analysis of NaiveEstimator). For every \( \epsilon, \delta, \beta, \kappa_1, \kappa_2, n \), NaiveEstimator\( _{\epsilon, \delta, \beta}(X) \) satisfies \((\epsilon, \delta)\)-DP, and if \( X_1, \ldots, X_n \) are sampled \textit{i.i.d.} from \( \mathcal{N}(0, \Sigma) \) for \( \kappa_1 \Sigma \leq \Sigma \leq \kappa_2 \Sigma \) and satisfy (3)–(5), then with probability at least \( 1 - O(\beta) \), it outputs \( M \) so that:

1. \( \| \Sigma - M \|_\Sigma \leq O \left( \frac{\kappa_2 d^2 \log(n/\beta) \log(1/\delta) \sqrt{\log(1/\delta)}}{\kappa \log(n/\beta)} \right) + \sqrt{\frac{d^2 \log(1/\delta)}{n}} \).
2. \( \| \Sigma - M \|_2 \leq O \left( \frac{\kappa_2 \sqrt{d^2 \log(1/\delta)}}{n} + \frac{\kappa_2 d^{2/3} \log(n/\beta) \log(1/\delta) \sqrt{\log(1/\delta)}}{\kappa \log(n/\beta)} \right) \).

Proof. We prove the lemma by proving the privacy and accuracy guarantees of Algorithm 7. We first prove the privacy guarantee. Given two neighboring data sets \( X, X' \) of size \( n \) which differ in that one contains \( X_i \) and the other contains \( X'_i \), the truncated empirical covariance of these two data sets can change in Frobenius norm by at most

\[
\frac{1}{n} \left\| \left( X_i X_i^\top - X'_i (X'_i)^\top \right) \right\|_F \leq \frac{1}{n} \| X_i \|_2^2 + \frac{1}{n} \| X'_i \|_2^2 \leq O \left( \frac{d\kappa_2 \log(n/\beta)}{n} \right) .
\]
Thus the privacy guarantee follows immediately from Lemma 2.5.

We now prove correctness. First, we have:

\[
\|\Sigma - M\| \leq M - M' \| + M' - \Sigma \|
\]

\[
\leq \| M - M' \|_F \| \Sigma^{-1} \|_2 + \| M' - \Sigma \|
\]

\[
\leq \sqrt{d} \kappa_1^{-1} \| M - M' \|_2 + \| M' - \Sigma \|
\]

\[
\leq \sqrt{d} \kappa_1^{-1} \| N \|_2 + \| M' - \Sigma \|
\]

\[
\leq \sqrt{d} \kappa_1^{-1} \| N \|_2 + \left( \frac{1}{n} \sum_{i=1}^{n} X_i X_i^\top - \Sigma \right) \| + \| N \|_2
\]

\[
\leq \sqrt{d} \kappa_1^{-1} \| N \|_2 + \left( \frac{1}{n} \sum_{i=1}^{n} X_i X_i^\top - \Sigma \right) \| + \frac{1}{\kappa_1} \| N \|_F
\]

\[
\leq \left( \frac{\kappa_2 d^2 \log(n/\beta) \log(1/\beta) \sqrt{\log(1/\delta)}}{\kappa_1 n \varepsilon} \right) + O \left( \frac{\kappa_2 d^2 \log(n/\beta) \log^{1/2}(1/\beta) \sqrt{\log(1/\delta)}}{n \kappa_1 \varepsilon} \right)
\]

\[
= O \left( \frac{\kappa_2 d^2 \log(n/\beta) \log(1/\beta) \sqrt{\log(1/\delta)}}{\kappa_1 n \varepsilon} \right) + \sqrt{\frac{d^2 + \log(1/\beta)}{n}}.
\]

where (a) holds because \( \frac{1}{n} \sum_{i \in \mathcal{S}} X_i X_i^\top \) is PSD, and \( M \) is the projection of \( M' = \frac{1}{n} \sum_{i \in \mathcal{S}} X_i X_i^\top + N \) onto the PSD cone, so by Weyl’s inequality, the zeroed out eigenvalues have to be at most \( \| N \|_2 \); (b) is by the inequality \( \| B^\top AB^\top \|_F \leq \| B \|_2 \| A \|_F \) and the fact that \( \Sigma \geq \kappa_1 I \); and (c) is due to Facts 2.14 and 2.11.

Additionally, we have:

\[
\| \Sigma - M \|_2 \leq \| \Sigma - M' \|_2 + \| M' - M \|_2
\]

\[
\leq \left( \frac{1}{n} \sum_{i=1}^{n} X_i X_i^\top - \Sigma \right) \| + \| N \|_2
\]

\[
\leq \left( \frac{1}{n} \sum_{i=1}^{n} \left( \Sigma^{-1/2} X_i \right) \left( \Sigma^{-1/2} X_i \right)^\top - 1 \right) \| + 2 \| N \|_2
\]

\[
\leq \left( \frac{\kappa_2 \sqrt{d + \log(1/\beta)}}{n} \right) + 2 \| N \|_2
\]

\[
\leq \left( \frac{\kappa_2 \sqrt{d + \log(1/\beta)}}{n} + \frac{\kappa_2 d^{3/2} \log(n/\beta) \sqrt{\log(1/\delta)}}{n \varepsilon} \right).
\]

where (c) is by the sub-multiplicative property of the spectral norm, (d) is by Fact 2.14 and (e) is by Theorem 2.9.

\[
\n \geq O \left( \frac{d^{3/2} \cdot \text{polylog}(1/\beta, 1/\delta)}{\varepsilon \sqrt{d}} \right).
\]

Corollary A.2. Suppose \( X_1, \ldots, X_n \) are sampled i.i.d. from \( N(0, \Sigma) \) for \( \kappa_1 I \leq \Sigma \leq \kappa_2 I \) and satisfy (3)–(5). Let \( 1 \leq k \leq d \) be the largest number, such that \( \lambda_k(\Sigma) \geq \gamma^2 \lambda_1(\Sigma) \) for \( 0 < \gamma \leq 1 \). If

\[
n \geq O \left( \frac{d^{3/2} \cdot \text{polylog}(1/\beta, 1/\delta)}{\varepsilon \sqrt{d}} \right).
\]
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then with probability at least $1 - O(\beta)$, NaiveEstimator$_{\epsilon, \delta, \beta, \kappa}(X)$ outputs $M$ so that for each $1 \leq i \leq k$, $\lambda_i(M) \in \left[ \frac{\lambda_i(\Sigma)}{2}, 2\lambda_i(\Sigma) \right]$.

Proof. By Lemma 2.15 and our sample complexity, each eigenvalue of $\Sigma$ is estimated correctly by the empirical covariance up to a factor of $\sqrt{2}$. Now, by Lemma 2.9 and our sample complexity, $\|N\|_2 \in \tilde{O}(\kappa_2 \gamma^2)$. By applying Weyl’s inequality (Lemma 2.12) for each eigenvalue $1 \leq i \leq k$, the claim follows. Note, that the eigenvalues corresponding to $i > k$ may not be estimated accurately, but because $\|N\|_2$ is bounded, the corresponding estimates in $Z$ cannot be more than $2\lambda_k(\Sigma)$ by Weyl’s inequality. □

The following is an immediate consequence of Lemma A.1.

**Theorem A.3.** For every $\epsilon, \delta, \alpha, \beta > 0, \kappa_2 \geq \kappa_1 > 0$, the algorithm NaiveEstimator$_{\epsilon, \delta, \beta}$ is $(\epsilon, \delta)$-DP, and when given

\[ n \geq O \left( \frac{d^2 \log(1/\beta)}{\alpha^2} + \frac{\kappa_2 d^2 \log(n/\beta) \log(1/\beta) \sqrt{\log(1/\delta)}}{\kappa_1 \alpha \epsilon} \right), \]

samples from $\mathcal{N}(0, \Sigma)$ satisfying $\kappa_1 I \leq \Sigma \leq \kappa_2 I$, with probability at least $1 - O(\beta)$, it returns $M$ such that $\|\Sigma - M\|_2 \leq O(\alpha)$.