Deep-3D Microscope: 3D volumetric microscopy of thick scattering samples using a wide-field microscope and machine learning
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Abstract: Confocal microscopy is the standard approach for obtaining volumetric images of a sample with high axial and lateral resolution, especially when dealing with scattering samples. Unfortunately, a confocal microscope is quite expensive compared to traditional microscopes. In addition, the point scanning in a confocal leads to slow imaging speed and photobleaching due to the high dose of laser energy. In this paper, we demonstrate how the advances in machine learning can be exploited to “teach” a traditional wide-field microscope, one that’s available in every lab, into producing 3D volumetric images like a confocal. The key idea is to obtain multiple images with different focus settings using a wide-field microscope and use a 3D Generative Adversarial Network (GAN) based neural network to learn the mapping between the blurry low-contrast image stack obtained using wide-field and the sharp, high-contrast images obtained using a confocal. After training the network with widefield-confocal image pairs, the network can reliably and accurately reconstruct 3D volumetric images that rival confocal in terms of its lateral resolution, z-sectioning and image contrast. Our experimental results demonstrate generalization ability to handle unseen data, stability in the reconstruction results, high spatial resolution even when imaging thick (~ 40 microns) highly-scattering samples. We believe that such learning-based-microscopes have the potential to bring confocal quality imaging to every lab that has a wide-field microscope.
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1. Introduction

High-throughput, high-resolution, high-contrast microscopy techniques, that do not damage tissue are critical for multiple domains including scientific imaging, pathology, medical imaging, and in-vivo imaging. The current workhorse of microscopy is a wide-field microscope and every science lab, pathologist’s office and hospital/clinic in every corner of the globe likely has access to one. While wide-field microscopes have truly been democratized, they are for the most part only suited to image the surface of thin samples. 3D volumetric imaging, especially with scattering tissue samples is a rapidly growing need that wide-field microscopes cannot address.

Existing techniques for 3D volumetric imaging in scattering samples such as confocal microscopy [1, 2], two-photon microscopy [3–8], and light-sheet microscopy [9–14] all rely on more complex optics and illumination designs that end up being prohibitively expensive for many parts of the world. The question we ask in this paper is "Can the revolutionary advances in machine learning over the last decade be exploited to turn the data acquired from conventional wide-field microscopes to rival 3D volumetric data acquired using confocal microscopes — even when imaging thick scattering samples?"
Fig. 1. **Sharpness analysis for thin/thick samples.** The sharpness of the signal region and background noise at different axial depths are plotted. a) The sharpness curves for the wide-field and confocal images of a 3-microns MCF10A thin sample. b) The sharpness curves for the wide-field and confocal images of a 38-microns neuron thick sample. In the thin sample, the molecular structure is clear in the focus plane and less influenced by background noise, while the structures in the thick sample is severely deteriorated by background and scattering noise.

**AI-enhanced fluorescence microscopy.** Machine learning and artificial intelligence have made revolutionary advances in the last decade and have completely transformed a variety of applications all the way from autonomous vehicles to medical diagnostics. These revolutionary advances have been the result of (a) new deep neural network architectures that are highly over-parameterized, (b) datasets acquired to "teach" these networks, and (c) efficient algorithms both for training and for testing. This AI revolution has also begun to have significant impacts on microscopy, biological and scientific imaging. The key advantage is that, with no or little modification to conventional microscopes, AI techniques can provide additional capabilities such as high resolution [15–17], high SNR [18,19], fast acquisition [20–22], autofocusing [23,24], and cross-modality [25–28].

Over the last few years researchers have developed early examples of deep convolutional neural networks to enhance axial resolution and imaging contrast of wide-field images [29–33]. Specifically, Zhang et al. [29] first successfully transformed wide-field images to background reduced Structured Illumination Microscopy (SIM) images using a 2D neural network. However, their only demonstration was limited to samples with relatively simple structures. Although they subsequently demonstrated more complicated mouse whole-brain images reconstruction in [31], the 2D convolutional structure confined the application of the network to physically sectioned tissue samples. Wu et al. proposed two more sophisticated Generative Adversarial Network (GAN) based deep networks to predict confocal images from a single in-focus wide-field input [28] and sparse wide-field scans [33], respectively. However, they only testified this idea using 2.4 microns thickness BPAEC sample or a limited z-span of C-Elegans sample (about 4 microns).

Here, in our paper, we take a significant leap compared to these related works. While all of the above approaches were limited in the sample thickness/simple structures, we aim to perform true three dimensional reconstructions in thick scattering samples (demonstrating 10x thicker samples than prior work) with more complex structures. In the thick scattering sample, the images captured by a wide-field microscope are more severely deteriorated by the scattering background and noise than a thin sample. As show in Figure 1, the contrast (sharpness ratio between signal region and background region) of wide-field images captured at different axial layers in a 38-microns neuron slice can be as much as 5× lower than the contrast in a 3-microns MCF10A thin sample. Molecular structures are submerged in the noisy background of thick sample, which brings us more difficulties on wide-field to confocal predictions using deep neural networks. The key technical insight that allows us to move from thin scattering samples to thick samples, is the idea that in thick samples there is a lot of information cross-talk between and
across sections (z-stack) and 2D neural networks are sub-optimal for capturing the structure of these complex interactions. We develop a 3D convolutional neural network structure that allows us to learn statistical relationships across the entire thick sample, allowing high-resolution, high-contrast 3D reconstructions over the entire volume.

In particular, we propose a GAN-based three-dimensional (3D) convolutional neural network (WFCON-Net) that can digitally predict confocal z-stack images from measurements of a wide-field microscope. We believe this technology will allow widely accessible wide-field microscopes to capture 3D volumetric imaging datasets of thick scattering samples – with a quality comparable to (but slightly worse than) a confocal microscope. Our work is inspired and motivated by the recent work [28] but with three significant contributions. First, we propose a 3D convolutional network to leverage the inter-layer connections other than recurrent blocks, to utilize the stronger crosstalks between different layers in thick/dense tissue samples. This strengthens the learning power to successfully recover fine structures under high magnification with stronger scattering backgrounds. Second, we add a photo-realistic VGG loss to preserve image high-frequency details. Third, we propose a 3D tailored registration technique – point spread function (PSF) based registration to accurately align cross-modality wide-field and confocal image pairs under high noise disturbance. Furthermore, WFCON-Net can estimate dense confocal z-stacks from fewer wide-field z-scans, and thereby has the potential for further reducing the sample acquisition time. Also, we show that WFCON-Net has a good generalization ability to unseen sample data. Therefore, with the proposed method we can digitally obtain high-resolution confocal z-stacks using a typical wide-field microscope, without sacrificing the imaging depth, speed, resolution, or field of view (FOV). In summary, by using the GAN-based 3D convolutional neural network, together with the VGG loss and the 3D tailored registration techniques, we succeeded in recovering true 3D confocal fluorescence of thick scattering samples from enormously degraded wide-field input.

2. Methods

Consider a wide-field microscope imaging a thick scattering tissue sample. Typically the images obtained will suffer from low-contrast and blur associated with both in-plane and out-of-plane scattering making images (especially beyond the first 10 microns of tissue) practically unusable. Even so, there are significant degrees of freedom in a wide-field microscope that one can take advantage of. The focus setting of the microscope can be slowly changed from the top to the bottom of the tissue sample to obtain a low-contrast image stack. Regardless, each image contains a different but known linear combination of light from the entire 3D tissue sample. The question we ask, is whether this is sufficient information to de-multiplex and recover a sharp, high-contrast volumetric image of the sample. In particular, we wish to leverage deep learning techniques and use a deep generative adversarial network to learn a mapping between the blurry, low-contrast z-stack obtained using a wide-field microscope and a sharp, high contrast 3D volume imaged using a confocal microscope.

WFCON-Net architecture. WFCON-Net is a 3D GAN-based deep neural network, whose architecture is shown in Figure 2. The input to the network is a stack of wide-field images obtained using a wide-field microscope. The output of the network is the prediction of what the corresponding sharp, high-contrast 3D volumetric image obtained using a confocal microscope would be. The network consists of two parts: a generator and a discriminator. The generator takes 3D stacked wide-field fluorescence images as input and outputs corresponding confocal z-stack images in a single inference. During training, the discriminator similar to [28] is learned to distinguish confocal ground truths from the predictions. The use of the discriminator encourages the generator to predict confocal z-stacks with high accuracy, together with appropriate loss function, providing a good match to ground truth images.
Fig. 2. Overview. a) The WFCON-Net is a 3D GAN-based deep neural network, consisting of a generator and a discriminator. The generator takes 3D stacked wide-field fluorescence images as input, and outputs corresponding confocal z-stack images in a single inference. During training, the discriminator is learned to distinguish confocal ground truths from the predictions. The use of the discriminator encourages the generator to predict confocal z-stacks with high accuracy, providing a good match to ground truth images. b) and c). Network architectures of generator and discriminator.

The generator is a modified 3D convolutional U-net [34], consisting of an encoder path followed by a decoder path. The encoder path contains four down-sampling blocks: a max-pooling layer, two 3x3 3D convolutional layers, an instance normalization layer [35] and a Relu activation layer [36]. The use of the normalization layer makes the training of thick samples with diversely distributed signals and strong scattering backgrounds stable. In the decoder path, the max-pooling layer is symmetrically replaced by a nearest neighbor interpolation layer followed by a convolution layer with stride 1. The nearest neighbor interpolation layer, in our case, encourages the upsampling with fewer checkerboard artifacts than transpose convolutions. Moreover, residual mappings are performed between each convolutional layer to guarantee the gradient flow. All the convolution and normalization operations are implemented in a 3D manner to explore the inter-layer relation of the volumetric z-stack data. During training, the loss of the generator and the discriminator are defined as:

$$
L_{\text{loss}}^G = [D(G(x)) - 1]^2 + \lambda L_{L1}(G(x), y) + \xi L_{VGG}(G(x), y)
$$

$$
L_{\text{loss}}^D = [D(G(x))]^2 + [D(y) - 1]^2
$$

(1)

where $x$ refers to the wide-field z-stack images, $y$ refers to the corresponding sharp images captured by a confocal microscope, considered as the ground truth. $G$ and $D$ denote the generator and the discriminator. The generator loss contains a least-square GAN loss [37] (with an additional L1 regularizer) and a perceptual VGG loss [38], where $\lambda$ and $\xi$ are the corresponding weights. The use of the perceptual loss encourages high-quality, high-resolution predicted
confocal images. In this paper, we set $\lambda = 2$, $\zeta = 0.01$ for all the experiments.

**Training and testing data acquisition.** To train/test our network, we captured 39 pairs of wide-field and confocal z-stacks images (with the lateral size of $2048 \times 2048$), using a developed setting of Andor Dragonfly spinning-disk confocal microscope that contains both wide-field fluorescence image capture mode and confocal fluorescence image capture mode. These image pairs of different regions of interest (ROIs) were randomly selected with different structures and neuron densities, covering the characteristics of different part of the tissue slice, and are split into 'training' (31 pairs) and 'testing' (8 pairs) sets. As a similar remark to [34], more data cannot significantly enhance reconstruction quality but at the price of computational burden. The z-stacks are scanned with a step size of 0.5$\mu m$. The number of scans varies from 35 to 76, depending on the distribution of fluorescent signals along the z-axis. The same objective (60x/1.4NA oil, Nikon) was used for both wide-field and confocal imaging, and the resulting pixel size (in the image plane) is 108.3nm.

During training, the z-stacks were randomly cropped into $256 \times 256 \times 12$ 3D data patches. The data patches were then augmented with random flips and rotations, and normalized to $\approx 0$–1 before inputting to the network. We trained our network for 6000 iterations (equivalent to 60 epochs) using NVIDIA TitanXp GPU and it takes 3 days for training.

**Accurate image registration.** To ensure the reconstruction quality of thick samples under high magnification, accurate image registration is indispensable. However, severe background and decreased contrast in wide-field images make commonly used cross-correlation registration (or calculate SSIM value) prone to error. Therefore, we proposed a new registration method tailored for 3D that calculates the PSF between confocal and wide-field image stacks, which can learn the physical connections between two stacks that is more robust to noise. Then we use this PSF to determine the lateral and axial shifts. We termed three-dimensional confocal images as $x$, wide-field images as $y$. For simplicity, we treat the confocal images as ground-truth of sample distribution, then $y = f * x + n$, where $f$ is the PSF of wide-field images and noise $n$ results from non-uniform system/model errors and randomness of measurement. To robustly recover PSF, we add standard TV constraints on the gradients of the recovered PSF. Therefore, we can formulate the objective function as:

$$f_{opt} = \arg \min_f \|f x - y\|^2_2 + \lambda \|\nabla f\|_1 + \mu \|T f - 1\|^2_2$$  

(2)

where the first term is the least-squares data fitting term, the second term is TV gradients penalty, the last term enforces the energy conservation constraint, i.e., $\sum_{m,n} f(m,n) = 1$. In this experiment, $\lambda$ is set to 1 and $\mu$ is set to 10. We use optimal first-order primal-dual framework [39,40] to optimize this objective function to get optimal $f$:

$$g_{n+1} = \text{Prox}_{\sigma F^*}(g_n + \sigma K f_n)$$

$$f_{n+1} = \text{Prox}_{\tau G}(f_n + \tau K^* g_{n+1})$$

$$\tilde{f}_n = f_{n+1} + \theta(f_{n+1} - f_n)$$  

(3)

Where $\sigma$, $\theta$ and $\tau$ are hyper-parameters, $K$ is gradient operator, $*$ denotes the convex conjugate, $\text{Prox}_{f^*}$ and $\text{Prox}_G$ are proximal operators for function $F^*$ and $G$, exact formula of these two operators can be found in [39]. Once $f$ has been determined, the relative shift between wide-field and confocal image can be accurately calculated by the shift of maximal intensity point of PSF $f$. Accurate image registration can substantially enhance the reconstruction quality.

**Sample preparation of Immuno-fluorescent staining mouse brain slices.** We demonstrated the performance of WFCON-Net on 40$\mu m$-thick C57/B6 mouse brain slices obtained from Prof.
Yichang Jia’s lab, Tsinghua University. The neuron body and microglia of the brain slice are immune-fluorescent stained and the procedures are described as followed.

First, the brain slices were freshly obtained from Leica vibrating microtome 7000 (after perfusion-fixed with 4% paraformaldehyde in 1X PBS), and then incubated with permeate-blocking buffer (0.3% Triton-X100, 3%BSA in 1X PBS) at room temperature for 2 hours. After that, the slices were gently washed 5 times (5 min per wash) with washing buffer (0.05%Tween-20, 3%BSA in 1X PBS), incubated with NeuN antibody (Cell Signaling #94403, 200X dilution in washing buffer) and Iba1 antibody (Cell Signaling #17198, 100X dilution in washing buffer) at 4°C for 24 hours, protected from light. On the next day, the slices were gently washed 5 times again with washing buffer, then incubated with Alexafluor-488 labeled goat-anti-mouse antibody (Cell Signaling #4408, 200X dilution in washing buffer) and Alexafluor-555 labeled goat-anti-rabbit antibody (Cell Signaling #4413, 200X dilution in washing buffer) at 4°C overnight in the dark. On the third day, the slices were gently washed 5 more times with washing buffer, transferred on Superfrost™ Plus slides, mounted with 22 mm No.1.5 square coverslips, and ProLong Gold antifade mountant containing 2 µg/mL DAPI. These prepared slices were protected from light and stored at 4°C before imaging. All the reagents, coverslips, and tissue slides were purchased from ThermoFisher if mentioned otherwise.

3. Results

3D confocal imaging of mouse brain slices using WFCON-Net. We first demonstrate our method on a mouse brain slice, as shown in Figure 3a. The model is trained on 31 pairs of the registered wide-field and confocal z-stack images and tested on the other 8 pairs. The prediction results, as well as the wide-field inputs, the corresponding confocal ground truths, and the difference images of the selected region of interest (ROI) with different neuron densities/structures are shown in Figure 3b. We make use of the root mean square error (RMSE, the lower the better) and the structural similarity index measure (SSIM, the higher the better) to quantitatively evaluate the prediction accuracy. The average RMSE and SSIM of the testing datasets are 0.0575 and 0.7673. As we can see from the figure, the mice brain sample we applied is a thick scattering sample (~ 40 micron), that the details of the wide-field images are completely overwhelmed by the scattering background. The predictions of such highly-scattering samples are significantly challenging than thinner samples (~ several microns) [28,31]. Our proposed GAN-based WFCON-Net, with 3D convolutional operations, can successfully reconstruct the high-contrast, high-resolution z-stack images from the wide-field captures, matching the confocal images well at the corresponding planes. The magnified y-z, x-z cross-sections of the image stacks (span 12µm in the z-direction, the full-stack results (over 38µm) are shown in video 1 and 2 in the supplementary), in Figure 3c and d, demonstrate the reconstruction accuracy across z-axis. The performance for the areas with denser neuron accumulation (such as ROI2) degrades slightly because of the more rigorous scattering background, leading to a larger reconstruction RMSE and a lower SSIM.

Our network also shows good generalization ability to unseen data. Without retraining, we tested model with images captured from another two neuron slices, which have obviously different levels of background and scattering. Images of one slice have less background (fig. 4a,b) while another suffer from more severe background (fig. 4c,d)). The images are shown in grayscale to clarify the level of background noise. The reconstructed images show good background suppression capability with acceptable artifacts. Images of green channel(fig. 4a,c), GFP) exhibit higher accuracy than blue channel(fig. 4b,d), DAPI) as the same channel used for the training. As images with more severe background share more similarities with the training set, their inference results are better than those images with less background. The average RMSE and SSIM of the testing datasets are 0.0695/0.7153 and 0.0544/0.7501 for green channel and 0.1106/0.6712 and
The image quality of inputs together with outputs are affected by the thickness of sample. As axial depth increases, the sharpness of confocal ground-truth images and the reconstructions are both deteriorated. However, as shown in Figure 5a, the learning to the confocal ground-truth remains stable with different depth, which confirms the learning robustness of the proposed network. Furthermore, we measure the sharpness by calculating the gradient of image patches of size 32x32 by $\Delta I = |\Delta I_x| + |\Delta I_y|$. In each depth, we take the patch with largest gradient as a sharpness measurement of signal, and the smallest one as a measurement of background noise. As shown in Figure 5b, the sharpness of the background keep almost constant while the sharpness of confocal images is degraded along with depth. Although in superficial layers the confocal images outperform the network outputs, but they continuously lost superiority when image deeper because the network can take advantage of a priori knowledge learned from shallower layer, which is a great advantage of our Deep learning enabled confocal microscope.

**WFCON-Net outperforms 2D convolutional networks for thick-sample prediction.** Next, we compare our method with other 2D convolutional GAN-based networks. The prediction results for DeepZ+ [28], the 2D version of WFCON-Net and our 3D WFCON-Net are shown in Figure 6. We implemented the DeepZ+ propagation algorithm as proposed in [28], which takes the single-layer wide-field image as input. The algorithm propagates the single wide-field image to predict multi-layer confocal z-stacks. Such propagation works well on the thin/sparse BPAEC microtubule structures, but fails to generate accurate propagation for thick/dense mice brain samples as shown in Figure 6b. We also investigated the 2D WFCON-Net by replacing the 3D convolutional blocks with 2D convolutions. Figure 6c and d display the predicted confocal images of 2D WFCON-Net and 3D WFCON-Net. The yellow boxes show a magnified view of the cell body and the insets mark the intensity profile of specific regions. Our 3D convolutional WFCON-Net benefits from the stronger representation ability and inter-layer correlation information, outperforming the 2D methods in confocal predictions with less blur, richer details and higher accuracy.

**Training with GAN and VGG loss.** Moreover, we introduce the perceptual VGG loss together with GAN loss to train our network. VGG loss is prevalent in natural image super-resolution as it can enhance the high frequency details that are filtered in low-resolution images, making the image more realistic [41]. On the contrary, conventional PSNR oriented loss tends to smooth the reconstruction result [38]. As shown in Figure 7, by adding the VGG loss, the reconstruction details are well preserved (especially in the overexposed area) and the background noises are well suppressed. The use of the perceptual loss encourages high-quality, high-resolution predictions, matching the corresponding confocal images well. The result also demonstrates that different image generation tasks share some feature similarities.

**PSF-based registrations.** Image registration is one of the main issues for learning-based cross-modality image reconstruction. The greater the degree of scattering and noise, the higher the difficulty for registration. As shown in (fig8.a)), fluorescent structures in the thick sample are more ambiguous than the thin sample, resulting in the decrease of the accuracy of registration and the degradation of the reconstruction performance. We can observe that the cross-correlation curve along the z-axis is flatter than the PSF curve (fig8.b), especially in thick samples. This flatness causes difficulty identifying the actual shift between image pairs. By calculating the PSF between 3D wide-field and confocal image pairs, we find the physical connection between two modalities and the registration process becomes more accurate, and reconstructed details are thus well preserved (fig8.c). The registration error of the PSF estimation method occurs only when the shift between wide-field and confocal images falls in the middle of two integer numbers,
corresponding to two peaks with approximate height as shown in the left plot of (fig 8.b). Hence, the maximum theoretical error is nearly half of the minimum z-step size. The PSF registration error can be further reduced with a smaller z-step size.

**Ablation study on the number of wide-field input layers.** Our method requires capturing the whole stack of wide-field images by scanning along the z-direction. To accommodate the applications that demand faster data acquisition, we investigated the performance of our network trained with whole dataset but tested with fewer images as input. Specifically, we subsample the layers of captured z-stacks at an interval of 2 layers (downsample 2x) and 4 layers (downsample 4x), and interpolated the missing layers to the original size before feeding them into the network. The downsampled z-stacks come with an equivalent z-step of $1\mu m$ and $2\mu m$, respectively (original $z$-step $\sim 0.5\mu m$). Figure 9 shows the reconstruction results with 2x downsampling, 4x downsampling, and without downsampling (without retraining the network). We can see that the model trained for the original data (without downsampling) works well for the 2x downsampling, and is slightly degraded for 4x downsampled z-stacks. The spacing of 4x downsampled images in z-axis is comparable to the spacing Huang et al. demonstrated [33], but we show good results on samples with much more complicated structures and unwanted backgrounds. The degradation is mainly caused by the gap between captured input layers and the interpolated layers. Higher reconstruction quality can be obtained if we retrain the network with the interpolation process included in the pipeline. The average RMSE and SSIM of the testing dataset for without/2x/4x downsampling are 0.0575/0.0598/0.0657 and 0.7673/0.7343/0.6652, respectively.

4. **Discussion**

We provide a GAN-based 3D improved U-Net neural network to generate the confocal images from the wide-field images. To the best of our knowledge, we are the first to deal with wide-field images of a thick and complex sample, in which input image quality is severely degraded by scattering and background noise. By using GAN-based 3D U-Net with additional residual mapping, normalization layer and VGG loss, together with accurate image registration, the reconstructed details are repaired from wide-field images. Our model has shown good generalization ability, either channel generalization or sample generalization, and can also be used with z-downsampled inputs. Our experimental results demonstrate generalization ability to handle unseen data, stability in the reconstruction results, high spatial resolution even when imaging thick (40 microns) highly-scattering samples. We believe that such learning-based-microscopes have the potential to democratize scientific imaging bringing confocal quality imaging to every lab that has a wide-field microscope.

Our method is currently limited by the requirement of the training dataset to achieve the best performance. In some scenarios, like in-vivo neuron activity imaging of moving mice, the ground truth confocal or two-photon images are hard to acquire and register to the wide-field inputs. If we using the model trained on another sample, the inference result will be degraded. To deal with this problem, we can generate images from simulations as in [42] or explore variants of transfer learning/domain adaptation.
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Fig. 3. **3D confocal imaging of mouse brain slices using WFCON-Net.** a) The full field of view (FOV) axial fluorescence image of a mouse brain slice. The full image is stitched together from 15 sub-images (for different parts of the slice) captured using a 4x/0.2 objective lens. b) Digital confocal predictions using WFCON-Net for 4 different ROIs with different neuron densities/structures. The wide-field inputs and confocal ground truths are also shown for comparison. The predicted confocal images match the ground truths (scanned using a confocal microscope) very well at corresponding x-y planes. The root mean square error (RMSE, the lower the better) and the structural similarity index measure (SSIM, the higher the better) are used here to quantitatively evaluate the prediction accuracy. The cross-sectional images span 12μm in the z-direction (with a step size of 0.5μm). The error maps [output-GT] show that the reconstruction qualities are slightly degraded with the increased neuron aggregation. c) Magnified view of y-z cross sections in 4 ROIs same to b show accurate three-dimensional confocal image reconstruction. The z-axis spans of those images are explicitly labeled. d) Magnified view of x-z cross sections in 4 ROIs same to b.
Fig. 4. Ablation study on model generalization ability. a,b) The green channel (GFP) and blue channel (DAPI) of wide-field fluorescence images are captured from another neuron slice with less background. The results show good background noise suppression capability with acceptable artifacts. c,d) The same setting but using another slice with more scattering and background than training data. As these images are more similar to the training data, their inference results are better than those images with less background.
Fig. 5. Quantitative analysis of network reconstruction along with depth a) The average RMSE of wide-field images and recovered images referring to confocal ground-truth images along with depth. b) The average sharpness curve of neuron slice wide-field images, confocal images, reconstruction images and the corresponding backgrounds.
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Fig. 6. **Comparison with other wide-field to confocal cross-modality methods.**

a). Wide-field input images of two ROIs. b). Propagated 3D confocal images using DeepZ+ [28]. The DeepZ+ takes the single-layer wide-field image (e.g., layer $z = 20\, \mu m$) as input, and outputs the propagated 3D confocal $z$-stacks (only layer $z = 24.5\, \mu m$ is shown). The propagation fails to generate accurate predictions for thick samples (due to the distributed fluorescence signals in multiple layers and the strong scattering background). c). Predicted confocal images using WFCON-Net2D. The WFCON-Net2D (with 2D Conv blocks) takes the wide-field $z$-stacks as input, and predicts the corresponding confocal images in a layer-to-layer manner. d). Predicted confocal images using WFCON-Net. The WFCON-Net (with 3D Conv blocks) benefits from the stronger representation ability and inter-layer correlation information, and thus surpasses 2D methods in confocal predictions with higher accuracy and richer details, which can be verified by the line profile marked by two triangular arrows in the insets of images. e). Confocal ground truth images. For all the images, the x-y images at $z = 20\, \mu m$, $24.5\, \mu m$ and their corresponding x-z cross-sections are shown.
Fig. 7. **Training with GAN and VGG loss.** We use the sum of L1 loss, VGG loss and GAN loss as our loss function during training. The use of perceptual loss (VGG loss) encourages predictions with higher quality and richer details. 
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c). Predicted confocal images of the network trained with L1 loss and GAN loss [28].
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