Studying the role of named entities for content preservation in text style transfer
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Abstract. Text style transfer techniques are gaining popularity in Natural Language Processing, finding various applications such as text detoxification, sentiment, or formality transfer. However, the majority of the existing approaches were tested on such domains as online communications on public platforms, music, or entertainment yet none of them were applied to the domains which are typical for task-oriented production systems, such as personal plans arrangements (e.g. booking of flights or reserving a table in a restaurant). We fill this gap by studying formality transfer in this domain.

We noted that, the texts in this domain are full of named entities, which are very important for keeping the original sense of the text. Indeed, if for example, someone communicates destination city of a flight is must not be altered. Thus, we concentrate on the role of named entities in content preservation for formality text style transfer.

We collect a new dataset for the evaluation of content similarity measures in text style transfer. It is taken from a corpus of task-oriented dialogues and contains many important entities related to realistic requests that make this dataset particularly useful for testing style transfer models before using them in production. Besides, we perform an error analysis of a pre-trained formality transfer model and introduce a simple technique to use information about named entities to enhance the performance of baseline content similarity measures used in text style transfer.
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1 Introduction

Text style transfer (TST) systems are designed to change the style of the original text to alternative one, such as more informal \cite{25}, more positive \cite{17}, or even more Shakespearean \cite{11}. Such systems have gained significant popularity in the NLP within the last few years. They could be applied to many purposes: from diversifying responses of dialogue agents to creating artificial personalities.

More formally, TST system is a function \( \alpha : S \times S \times D \to D \) that, given a source style \( s^{src} \), a target style \( s^{dst} \), and an input text \( d^{src} \), produces an output text \( d^{dst} \) such that:
The style of the text changes from the source style $s^{src}$ to the target style $s^{dst}$: $\sigma(d^{src}) \neq \sigma(d^{dst})$, $\sigma(d^{dst}) = s^{dst}$;

The content of the source text is saved in the target text as much as required for the task: $\delta(d^{src}, d^{dst}) \geq t^\delta$;

The fluency of the target text achieves the required level: $\psi(d^{dst}) \geq t^\psi$,

where $t^\delta$ and $t^\psi$ are task-specific thresholds for the content preservation ($\delta$) and fluency ($\psi$) functions.

To measure if the content of the source text $d^{src}$ is preserved in the target text $d^{dst}$, a **content similarity measure** is used. This is a specific similarity measure $\text{sim}$ which quantifies semantic relatedness of $d^{src}$ and $d^{dst}$: $\text{sim}(d^{src}, d^{dst})$. The measure $\text{sim}$ yields high score for the pairs with similar content and low score for ones with different content.

In the majority of recent TST papers [24,5,27], BLEU [21] is still the main way to evaluate the content similarity. More recent approaches as cosine similarity calculation between averaged word vectors [20], BLEURT [28] (which is a BERT [7] fine-tuned for semantic similarity evaluation task in cross-encoder manner on synthetic data) [14] and BERTScore [30] (F1-score over BERT-embeddings between tokens from initial and target sentences) [15] are also gaining popularity.

To the best of our knowledge, none of the newly proposed TST techniques have been tested in the domain of the personal plan. We consider the step towards such a domain in TST research valuable because it makes its application in the real world even more likely. One of the main distinguishing properties of this domain is a large number of named entities (NE). NEs are real-world objects, such as a person, location, organization, etc. Indeed, when a client wants to order a taxi or book a flight, and a dialogue agent’s reply is modified to, for example, a more informal style to make a conversation more natural, it is crucial to keep all significant details of the client’s request, as a destination of a taxi ride or a name of the departure airport.

We assume that if a NE is lost during TST, then some important parts of the original content are lost. For example, in [19] authors exploited a similar assumption and used the information about NEs and some other categories of words to improve measures like BLEU or METEOR [1] for question answering task. Thus, we dedicate our work to studying the role of named entities and other linguistic objects in the process of TST and, in particular, in content similarity scoring.

The contributions of our paper are as follows:

- We create and release[3] the first benchmark dataset for evaluating content similarity measures in style transfer in the task-oriented dialogue domain (Section 2);
- We perform an error analysis of a SOTA pre-trained text style transfer system in terms of content preservation (Section 3);
- We perform an error analysis of SOTA content similarity measures used in text style transfer (Section 4);

[3] https://github.com/skoltech-nlp/SGDD-TST
Do these two sentences tell the same thing?

| Make it at evening 8:30.                          |
| Make it at night 5pm.                          |

1. The texts mean the same or have minor differences
2. The texts are similar, but have significant differences
3. The texts are completely different

Fig. 1. The interface of the content similarity crowdsourcing task.

- We introduce a simple technique for enriching the content similarity measures with information about named entities, which increases the quality of strong baseline measures used in text style transfer (Section 5).

2 Dataset collection

In this section, we describe the process of collection of SGDD-TST (Schema-Guided Dialogue Dataset for Text Style Transfer) – a dataset for evaluating the quality of content similarity measures for text style transfer in the domain of the personal plans. We use a pre-trained formality transfer model to create style transfer paraphrases from the task-oriented dialogue dataset. The obtained sentence pairs are then annotated with similarity labels by crowd workers.

2.1 Generation of parallel texts

One of the core contributions of our work is the new TST dataset annotated with content similarity labels. The topics of most of the existing TST formality datasets are mostly related to common discussion of entertainment or family affairs, so it could be more useful to calculate content similarity for TST applied to real-world tasks, such as booking hotels or purchasing tickets.

The initial data for the dataset was collected from SGDD (Schema-Guided Dialogue Dataset) [26]. This dataset consists of 16,142 task-oriented dialogues, which are naturally full of NEs related to real-life tasks (booking of hotels, flights, restaurants). If a NE is lost or corrupted during TST the overall sense of the initial sentence is most probably lost as well. This makes the style transferred pairs particularly interesting for the task of content preservation control.

As far as SGDD is not originally related to TST, we use a base T5 model fine-tuned for 3 epochs with learning rate $1e^{-5}$ with Adam optimizer on parallel GYAFC formality dataset [25] to generate style transferred paraphrases.

4 https://huggingface.co/ceshine/t5-paraphrase-paws-msrp-opinosis
2.2 Annotation setup

The crowdsourcing report is performed according to recommendations by [4], where the authors propose a standardized way to open-source the details of collected TST datasets.

We need to choose the scale to evaluate the semantic similarity. For example in [29] 5 labels were used, but the final agreement by Krippendorf’s alpha [12] coefficient is rather low: 0.34. Thus we use only three labels. An example of a crowdsourcing task interface can be found in Figure 1.

The annotation is performed with the Yandex.Toloka [5] platform. To prepare the workers we use training tasks (with pre-defined answers and explanations) and control tasks (with pre-defined answers and without explanations). Workers are admitted to the real tasks after solving training and control tasks with acceptable grades. These tasks are also merged with the real ones. If the workers fail to pass them, they are banned and all their annotations are discarded.

2.3 Dataset statistics

The final size of the dataset is 10,287 text pairs. The final similarity score for each pair was obtained by simply averaging the votes, where 1 point stands for “The texts are completely different”, 2 stands for “The texts are similar but have significant differences”, and 3 stands for “The texts mean the same or have minor differences”. The distribution of the scores in the collected dataset can be found in Figure 2. Some samples from the dataset are shown in Table 1.

The dataset was annotated by 1,214 workers (3 to 6 workers per sample). Krippendorf’s alpha agreement score is 0.64. The average task annotation time is 15.7 seconds. The average percentage of right answers to control and training tasks merged with real tasks is 0.65.

[5] https://toloka.yandex.com
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| Original text | Generated text | #Different | #Similar | #Same | Sim |
|---------------|----------------|------------|----------|-------|-----|
| Where are you planning to leave from? | Where are you from and where is your plane? | 3 | 0 | 0 | 1 |
| I will depart from Vancouver. | I'll go to Vancouver and get out of there. | 2 | 0 | 1 | 1.66 |
| I have found 3 restaurants for you, one of which is called Locanda Positano which is located in Lafayette. | I have found three restaurants for you, one is called Locanda Positano. | 0 | 3 | 0 | 2 |
| I need a roundtrip flight departing from LAX please on any airline. | I need a roundtrip flight departing from Los Angeles, please. | 0 | 1 | 2 | 2.66 |
| Yes, I'd like to book the tickets. | Yes i wanna book the tickets | 0 | 0 | 3 | 3 |

Table 1. Samples from the collected SGDD-TST dataset. Columns from third to fifth indicate the number of votes for one of the answers to the crowdsourcing task: #Different - “The texts are completely different”, #Similar - “The texts are similar, but have significant difference”, and #Same -“The texts mean the same or have minor difference”. Sim shows the averaged human scores.

| Name          | Size | Task                      | Domain                               |
|---------------|------|---------------------------|--------------------------------------|
| xformal-FoST  | 2,458| Formality transfer        | Online communication about recreational topics |
| Yam. GYAFC    | 6,000| Detoxification            | Service review                       |
| STRAP         | 684  | Sentiment transfer        | Personal plans                       |
| Tox600        | 600  | Task oriented formality transfer |                                       |
| Yam. Yelp     | 2,000|                           |                                       |
| SGDD-TST      | 10,287|                          |                                       |

Table 2. Comparison of our SGDD-TST dataset with other TST datasets.

There are similar datasets with human annotation about content similarity collected for different TST tasks: detoxification (Tox600 [6]), sentiment transfer (Yam.Yelp [29]), and formality transfer (xformal-FoST [3], STRAP [13], and Yam.GYAFC [29]). To the best of our knowledge, our dataset is the biggest TST dataset with human annotations of content similarity (see Table 2). Moreover, while the existing formality transfer datasets are based on GYAFC collected by formal rewrites of phrases from Yahoo Answers L6 corpus, our dataset is the first one based on task-oriented dialogues, which allows making another step towards applying TST, in particular formality transfer, to real-world tasks.

3 Error analysis of the pre-trained text style transfer system

In this section, we try to understand what kind of errors occur when a large TST model pre-trained on parallel data generates a new utterance that is considered different from the initial one by most human annotators.

https://webscope.sandbox.yahoo.com/?guccounter=1
3.1 Experimental setting

We annotate 400 random pairs from the collected dataset which are annotated as not semantically equal by crowd workers. We use the following categories for annotation, which in most cases are mutually exclusive:

- **Named entities** We check whether the loss or corruption of NEs yields the content loss. In SGDD NEs are mostly related to time, places, and other objects used in different kinds of services;
- **Lost parts of speech** We check whether loss or corruption of some specific parts of speech (POS) not related to NEs affect the content of generated sentence;
- **Corrupted sentence type** We check whether the original sentence is related to one sentence type (declarative, imperative, interrogative, and exclamatory) and the newly generated one becomes related to another one.

3.2 Results

**Fig. 3.** Statistics of different reasons of content loss in TST.

**Fig. 4.** Frequency of the reasons for the change of content between original and generated sentences: named entities (NE), parts of speech (POS), named entities with parts of speech (NE+POS), and other reasons (Other).

We show main results of the analysis in Figures 3 and 4. Loss or corruption of NEs is present in the vast majority of cases when the content is lost.
Moreover, the loss of significant verbs or prepositions or skipping several words which change the type of sentence (e.g. from imperative to declarative) could also change the final sense of the original utterance and spoil a client’s experience with a dialogue agent. See Table 3 for examples.

4 Error analysis of content similarity measures

In this section, we analyze the failures of SOTA text similarity measures.

4.1 Content similarity measures used in our study

We use both commonly used and recently proposed SOTA content similarity measures based on different calculation logic:

- Word and character ngrams-based (*ngram*): BLEU, METEOR [1], ROUGE based on unigrams/bigrams/trigrams/longest common sequence (ROUGE-1/2/3/L) [16], chrF [22];
- Averaged word vectors similarity (*vect-sim*): Word2vec [18], Fasttext [2];
- Large pre-trained models (*pre-trained*): BERTScore (modifications based on DeBERTa [9], RoBERTa [31] and BERT [7]), BLEURT 7

4.2 Experimental setting

We produce two rankings of sentences: a ranking based on their automatic scores and another one based on the manual scores, then sort the sentences by the absolute difference between their automatic and manual ranks, so the sentences scored worse with automatic measures are at the top of the list. We manually annotate the top 35 samples for a subset of the measures described in Section 4.1 based on various calculation logic. The annotation setup is similar to the Section 3.1.

7 [https://huggingface.co/Elron/bleurt-large-512](https://huggingface.co/Elron/bleurt-large-512)
4.3 Results

We plot the results of manual annotation in Figure 5. The loss or corruption of NEs take a significant part in the failure of all measures. The loss of POS also takes part in the content loss, however, it looks much less significant. We don’t report sentence type change here because this kind of change is almost absent in the analyzed samples. We also report the statistics of whether the measures scored a definite pair higher or lower than humans (to check this we apply a linear transformation to both automatic measures and human judgments so that their values are distributed between 0 and 1). In most cases of poor performance, measures assign higher scores than human annotators.

The examples of different types of content loss are shown in Table 3. In the most cases of worst measures performance, the original and generated sentences look almost the same but loss or corruption of NEs or POS play a significant role in the general meaning of the original sentence, which can be properly captured by human annotators and is hard to be captured with automatic measures.

![Fig. 5. Errors statistics of the analyzed measures. BertScore/DeBERTa is referred as BertScore here.](image)

5 Named entities based content similarity measure

In this section, we show how to use NEs for improving SOTA similarity measures.

5.1 Baseline named entities based approach

Our findings in Sections 3 and 4 show that NEs play a significant role in the content loss, thus we try to improve existing measures with NE-based signals. To make the results of this analysis more generalizable we use the simple open-sourced Spacy NER-tagger to extract entities from the collected dataset. These entities are processed with lemmatization and then used to calculate the Jaccard index [10] over the intersection between entities from original and generated sentences. This score is used as a baseline NE-based content similarity measure. We use Spearman Rank Correlation Coefficient between human judgments and automatic scores to check the quality of content similarity measures.
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| Similarity measure | Measure type | without NE | with NE | Improvement |
|--------------------|--------------|------------|--------|-------------|
| BLEURT             | pre-trained  | 0.56       | 0.56   | 0.00        |
| BertScore/DeBERTa  | pre-trained  | 0.47       | 0.45   | -0.02       |
| BertScore/RoBERTa  | pre-trained  | 0.39       | 0.37   | -0.02       |
| BLEU               | ngram        | 0.35       | 0.38   | +0.03       |
| ROUGE-1            | ngram        | 0.29       | 0.36   | +0.07       |
| BertScore/BERT     | pre-trained  | 0.28       | 0.36   | +0.08       |
| ROUGE-L            | ngram        | 0.27       | 0.35   | +0.08       |
| chr                | ngram        | 0.27       | 0.30   | +0.03       |
| w2v_cossim         | vect-sim     | 0.22       | 0.33   | +0.11       |
| fasttext_cossim    | vect-sim     | 0.22       | 0.32   | +0.10       |
| ROUGE-2            | ngram        | 0.15       | 0.22   | +0.07       |
| METEOR             | ngram        | 0.10       | 0.25   | +0.15       |
| ROUGE-3            | ngram        | 0.09       | 0.14   | +0.05       |

Table 4. Spearman correlation of automatic content similarity measures with human content similarity scores with and without using auxiliary NE-based measure on the collected SGDD-TST dataset.

5.2 Merging named entities based measure with other measures

The baseline NE-based measure has a low Spearman correlation with human scores – 0.06, so we use it as an auxiliary signal by merging two signals using the following formula: \( M_{\text{weighted}} = M_{\text{strong}} \times (1 - p) + M_{\text{NE}} \times p \), where \( p \) is a percentage of NE tokens within all tokens in both texts, \( M_{\text{strong}} \) is an initial measure and \( M_{\text{NE}} \) is a NE-based signal. The intuition behind the formula is that the NE-based auxiliary signal is useful in the proportion equal to the proportion of NEs tokens in the text. Thus, the score of the main measure is not changed if there are no NEs in the text, and at the same time, the more NEs are in the text the more significantly the NE-based signal will affect the main score. We apply such merging to all measures presented in Section 4.1.

5.3 Results

The results of the proposed approach are in Table 3. All baseline measures (BLEU, ROUGE, METEOR) and some recent approaches (e.g. similarity between averaged embeddings) gain significant improvement from using this kind of auxiliary signal (the significance is measured with Williams test [8]). The most probable reason for this is that neither ngram-based measures nor vectors similarity-based measures process the information about the specific role of the NEs. However, the most modern trained measures like BLEURT and BertScore do not get any improvement from this approach. These approaches are based on large pre-trained models, so it is very likely that during training the models learned the concept of NEs and additional information can be not useful or in some cases even decrease the performance. Even though the research performed in Section 4 shows that the failures of top-performing measures are mostly related to loss or corruption of NEs, it seems that such a straightforward approach to enriching these measures with NE-related signal is not effective.
6 Conclusion

In this work, we collect the dataset for content similarity evaluation in text style transfer for the task-oriented dialogue domain. During the manual analysis of the collected dataset, we show that named entities play an important role in the problem of content loss during text style transfer.

We show that such baseline content similarity measures as BLEU, METEOR, and ROUGE and even more recent approaches like cosine similarity between word2vec or fasttext embeddings fail to track perturbations of such entities, thus enriching these measures with named entities-based signal significantly improves their correlation with human judgments. At the same time, with the most recent approaches such as BLEURT or BERTScore, this kind of enrichment does not yield any improvement, and the correlations of these measures with human judgments are much higher than that of baseline approaches.

However, even the top-performing measures are still far from perfect in terms of the absolute value of correlation with human labels. Thus, the collected dataset with annotated human judgments about content similarity could foster future research supporting the development of novel similarity measures.
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