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Abstract

The ability to deal with systems parametric uncertainties is an essential issue for heavy self-driving vehicles in unconfined environments. In this sense, robust controllers prove to be efficient for autonomous navigation. However, uncertainty matrices for this class of systems are usually defined by algebraic methods which demand prior knowledge of the system dynamics. In this case, the control system designer depends on the quality of the uncertain model to obtain an optimal control performance. This work proposes a robust recursive controller designed via multiobjective optimization to overcome these shortcomings. Furthermore, a local search approach for multiobjective optimization problems is presented. The proposed method applies to any multiobjective evolutionary algorithm already established in the literature. The results presented show that this combination of model-based controller and machine learning improves the effectiveness of the system in terms of robustness, stability and smoothness.
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1. Introduction

The past few years have seen a fast development of technologies regarding autonomous heavy vehicles. Applications of these technologies include mining, freight transportation (Alam et al., 2015), and urban driving (Held et al., 2018). In these contexts, such vehicles perform many tasks related to, for instance, path following (Barbosa et al., 2019), path planning and optimization, trajectory generation (Oliveira et al., 2018), speed control (Held et al., 2018), platooning (Alam et al., 2015), and fuel consumption optimization (Rodriguez & Fathy, 2018). Even though many advances concerning self-driving vehicles have recently emerged, the development of heavy autonomous vehicles remains a challenging subject. For instance, the payload of trucks may be much greater than the vehicle’s weight itself (Kati et al., 2016). Therefore, payload variations introduce severe changes in the vehicle dynamics and, consequently, strongly affect the accuracy of any modeling and control schemes.

Robust control methods are paramount to handle the extreme dynamic changes associated with time-varying vehicle mass. In this sense, a steering control for an autonomous vehicle subject to uncertain lateral disturbances, that combines fuzzy logic and model-based control to achieve robustness against external
steering input was proposed in Nguyen et al. (2020). The authors solved the control problem as linear matrix inequalities, which have to be solved in a batch and, therefore, lack the properties of recursiveness. A robust event-triggered fault tolerant automatic steering control strategy for autonomous land vehicles was developed by Zhang et al. (2021). The authors proposed an approach that encompasses uncertainties related to the parameters, time delay, and actuator fault in a robust controller. However, they suppose that the uncertainties’ measures are contained in a certain polytopic region determined by known values of its vertices.

Furthermore, a robust lateral control approach based on immersion and invariance control theorem was proposed in Mohammadzadeh & Taghavifar (2020). The robustness of the proposed control method was analyzed under parametric uncertainties, disturbances and weather-related conditions. However, these authors assumed that the uncertainties are associated to specific sources, such as cornering stiffness and forward speed, instead of a general-purpose uncertainty that affects the whole system without an identifiable source. Therefore, these considerations demonstrate that robust control techniques often require some modeling or estimation of the system’s uncertainties, which is not an easy task. Consequently, the accurate estimation of these uncertainties relies on the expertise of the control system designer, which may result in suboptimal control system performance.

Thus, associating control design with optimization methods to avoid human dependence in the formulation of control plants is a possible solution for enhancing performance of robust control applications (de Morais et al., 2020). Physical models, or white-box models, reflect the dynamics of the system and, in general, are represented by blocks that can be mathematically analyzed. However, in order to achieve such models, a deep knowledge of the system is necessary. On the other hand, machine learning methods are highly flexible and adaptable structures, which generally do not require prior knowledge (black-box approach) or mathematical analysis of the system (Moe et al., 2018; Barbosa et al., 2019). Therefore, although mathematical formulations of control systems and machine learning algorithms are uncorrelated, one can enhance performance in both methods by combining them.

Furthermore, robust control design can be commonly assigned as a multiobjective optimization problem (MOP). A MOP is defined as a problem involving two or more conflicting objectives to be optimized simultaneously, and engineering problems related to several objectives often appear in many real-world design applications (Zhou et al., 2011), such as data mining (Zhang & Rockett, 2011; Alatas et al., 2008), bioinformatics (Shin et al., 2005; Koduru et al., 2008), artificial neural networks (Delgado et al., 2008; Qasem & Shamsuddin, 2011), manufacturing (Weinert et al., 2009), system identification (Barbosa et al., 2011; Aguirre et al., 2017), and pattern recognition (Guedes et al., 2016). MOPs present a set of trade-off solutions, called Pareto optimal solutions, where an objective function cannot be optimized without decreasing performance in at least one other objective function (He et al., 2017). Therefore, multiobjective evolutionary algorithms (MOEAs) are promising optimizers for MOPs, due to their high capability of finding a set of trade-off solutions in a nonlinear search domain, especially considering MOPs with non-differentiable objective functions or without defined mathematical properties (Zhou et al., 2019).

Since uncertainties values are constantly presented in a variety of problems, other approaches for robust optimization and MOP have been presented in the literature for different research fields besides control applications. An optimization model for medical service performance in post-disasters rescue activities to decrease the effect of the uncertainties in the number of casualties was proposed by Sun et al. (2021). Also, approaches for robust optimization for home health care, dealing with the uncertainties presented in service and travel time, in addition to conflict objectives, were proposed (Shahnejat-Bushehri et al., 2021; Deceerle et al., 2019). Other applications for robust optimization were also presented for data envelopment analysis with input and output data subject to uncertainty (Arabmaldar et al., 2021), and cash logistics operations in bank branches (Lázaro et al., 2018), showing that this research method can be applied to a variety of fields.

Furthermore, some authors have proposed promising works involving applications of MOEAs in MOPs represented by control system designs. For example, Wu et al. (2018) accomplished the multiobjective $H_2/H_\infty$ fuzzy control design for nonlinear mean-field jump diffusion systems, since the optimal $H_2$ control design and optimal $H_\infty$ robust control design performances are usually in conflict. Another application was proposed by Mallikopoulos (2015), where the authors developed a multiobjective optimization framework to
determine an optimal control policy for power management control problems within a stochastic formulation applied to hybrid electric vehicles. Besides, to design a robust Proportional-Integral-Derivative (PID) controller, a multiobjective optimization method was presented by Zhao et al. (2011), where the objectives were to minimize integral squared error and balance robust performance criteria.

In this sense, one motivation of this work is to design a robust control MOP for path-following and lateral control of a heavy vehicle subject to parametric uncertainties. Some works already proposed robust recursive methods for this task, as presented by Barbosa et al. (2019), where the authors obtained satisfactory results using algebraic manipulations. However, a major issue within this approach is to determine the matrices used to model the parametric uncertainties (Terra et al., 2014). Thus, defining these parameters by means of MOEAs represents a promising solution.

The MOEAs are classified into three different categories, based on their selection strategies (Zhou et al., 2019): (i) Pareto dominance-based, where the algorithms modify the Pareto dominance relationship among the results, by dividing them in different fronts and modifying front dominance using diversity metrics (Deb et al., 2002); (ii) decomposition-based, represented by algorithms that convert a MOP into multiple single-objective optimization problems to solve them collaboratively (Deb & Jain, 2013); and (iii) indicator-based, formed by algorithms that use performance indicator-based approaches to specify different solutions depending on their quality values (Hernández Gómez & Coello Coello, 2015; Tian et al., 2016). Also, many techniques can be applied to enhance performance of MOEAs in highly complex MOPs, as hybridizing these algorithms with global and local search methods.

As an improved local search technique for single-objective problems, de Morais et al. (2019) proposed a new evolutionary algorithm, named Evolutionary Algorithm with Numerical Differentiation (EAND), for nonlinear single-objective optimization search domain. This method is composed of two main mutation processes: Global Search Procedure (GSP) and Local Search Procedure (LSP). The GSP drives the optimization process according to a dynamic parametrization based on the principles of numerical differentiation among the individuals. It intensifies the mutation process as the population becomes homogeneous, avoiding a premature convergence (de Morais et al., 2019). Next, the LSP performs a search around the 20% fittest individuals of the population obtained during the GSP, and a performance improvement of the algorithm is achieved by applying this second mutation process.

This work proposes an adaptation of the LSP for multiobjective optimization environments, named Multiobjective Local Search Procedure (MO-LSP), that can be applied to any MOEA already established in the literature with few changes to its structure. The MO-LSP algorithm is applied at the end of the MOEA, performing a local search around the best values obtained so far, and outperforming the results for the robust control applications discussed. To evaluate the method’s efficiency, the MO-LSP was compared to ten MOEAs within two robust control MOPs, namely, NSGA-II (Deb et al., 2002), NSGA-III (Deb & Jain, 2013), θ-DEA (Yuan et al., 2015a), MOMBII (Hernández Gómez & Coello Coello, 2015), MOEA/IGD-NS (Tian et al., 2016), EFR-RR (Yuan et al., 2015b), MaOEA-DDFC (Cheng et al., 2015), SPEA/R (Jiang & Yang, 2017), SPEA2+SDE (Li et al., 2013) and BiGE (Li et al., 2015).

The main contributions of this paper are summarized as:

- A robust path-following and lateral control is here designed as a MOP to improve different objective functions of tracking performance, while maintaining robustness for different series of time-varying loads.
- A case study for control modeling without mathematical formulation of the parametric uncertainties is presented. A multiobjective optimization approach to adjust the uncertainty variables is used in order to reduce the vehicle’s lateral displacement and yaw rate, lateral velocity and displacement errors.
- The model’s parametric uncertainties are estimated by MOEAs. The proposed approach is adaptable to different performance functions, as well as to different scenarios involving autonomous vehicles.
- Ultimately, this work proposes a novel adaptation of the LSP for multiobjective optimization environments, named Multiobjective Local Search Procedure (MO-LSP), which can be applied to any MOEA already established in the literature with minor adjustments to its structure.
To verify the effectiveness of this method, two experiments representing a generic and an applied robust control design were carried out. The MO-LSP algorithm was applied to ten MOEAs where the respective performances, before and after applying the proposed approach, were evaluated. Then, the robust control approach proposed was compared with three different control strategies for autonomous vehicles. The first comparison study was performed with the robust Linear Quadratic Regulator (RLQR) proposed by Barbosa et al. (2019). The second comparison was performed with the standard $\mathcal{H}_\infty$ controller (Hu et al., 2016), widely used in automotive applications (Li et al., 2018; Zhao et al., 2018). The third was performed with the Linear Quadratic Regulator presented in (Bertsekas et al., 2000). These comparisons were made by simulating the path-following task of heavy vehicle and varying the mass in four different cases. That is, increasing the nominal payload of the vehicle in 0, 100, 200 and 300%.

This paper is organized as follows: Section 2 presents the motivations of the problem, where the robust control problem is presented and mathematically formulated as a MOP. Section 3 explains the proposed MO-LSP algorithm in detail. Section 4 describes the experimental setup, where the generic and the applied robust control models are defined. Finally, Section 5 shows the conclusions.

2. Motivation and problem description

The main purpose of this work is to enhance the performance of a path-following control of a vehicle via multiobjective optimization. With this aim, a state-space description of the vehicle’s lateral motion and the equations of a robust controller will be provided. The former demands information of a series of vehicle parameters, while the latter demands the solution of a control engineering problem.

The continuous time state-space equation was obtained by arranging the vehicle’s parameters in a mathematical description of the laws of motion that govern the vehicle’s movement. This motion equation is then discretized, as it is associated to discrete-time MOPs. In parallel, a series of MOPs was solved using the state-space equations to pursue uncertainty matrices, which optimize control performance, i.e., minimize path-following error for realistic values of steering. In order to estimate uncertainty, a MOP novel formulation is applied. Lack of information is precisely what defines an uncertain value and, consequently, hinders any estimation problems. Using MOP, this work presents an alternative to numerical estimation, based solely on the performance of the results, regardless of any physical meaning they must convey related to the control plant. The innovation in the optimization problem (i.e., the adaptation as a MO-LSP) further improves its performance.

The next subsections present the state-space model of a non-articulated truck, as well as a free body diagram describing the physical meaning of its parameters. Then, the RLQR is presented, which results in the controller to be used for path-following.

2.1. Vehicle model

A mathematical modeling of the vehicle is necessary to describe its lateral behavior. To this end, Fig. 1 shows a general free-body diagram of the vehicle and Table 1 details its parameters. This behavior is furthermore represented in $x = [\dot{y}, \dot{\psi}, \rho, \theta]^T$ and described in the state-space form as:

$$\begin{bmatrix}
m & 0 & 0 & 0 \\
0 & J & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 1
\end{bmatrix} \dot{x} = \begin{bmatrix}
-c_1 \dot{c}_2 & bc_1 - ac_1 - mx^2 & 0 & 0 \\
-bc_1 - a \dot{c}_2 & v & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix} x + \begin{bmatrix}
c_1 \\
0 \\
0 \\
0
\end{bmatrix} \alpha,
$$

(1)

where $c_1$, $c_2$ are the cornering stiffness coefficients of the vehicle’s front and rear axles, respectively.

Equation (1) was obtained by combining the linear single-track model and the path-following equations presented by Van de Molengraft-Luijten et al. (2012) and Skjetne & Fossen (2001), respectively. A similar procedure was used by Barbosa et al. (2019) to obtain the lateral model of an articulated vehicle.
In order to perform the vehicle path-following, a robust recursive regulator was used and is now briefly presented.

2.2. Robust Linear Quadratic Control

The aim of the RLQR is to minimize a given cost function, subject to the maximum influence of parametric uncertainties. Thus, it gives an optimal feedback gain $K_i$, generating an optimal feedback law $u_i = K_i x_i$. This section briefly describes the robust recursive regulator presented by Terra et al. (2014) and in Cerri et al. (2009), which is used to evaluate the novel method.

Now, consider the following discrete-time linear system subject to parametric uncertainties

$$x_{i+1} = (F_i + \delta F_i)x_i + (G_i + \delta G_i)u_i,$$

where $i = 0, \ldots, N$, $x_i \in \mathbb{R}^n$ is the state vector, $u_i \in \mathbb{R}^m$ is the control input, and $F_i \in \mathbb{R}^{n \times n}$ and $G_i \in \mathbb{R}^{n \times m}$ are known nominal model matrices. Moreover, the parametric uncertainties are represented by the uncertainty matrices $\delta F_i$ and $\delta G_i$ and modeled as

$$[\delta F_i \delta G_i] = H_i \Delta_i [E_{F_i} E_{G_i}],$$

for all $i = 0, \ldots, N$, where $H_i \in \mathbb{R}^{n \times p}$; $E_{F_i} \in \mathbb{R}^{l \times n}$ and $E_{G_i} \in \mathbb{R}^{l \times m}$ are known matrices; and $\Delta_i \in \mathbb{R}^{p \times l}$ is a contraction matrix such that $||\Delta|| \leq 1$. 

Table 1: Description of vehicle parameters

| Parameter | Meaning                                      | Unit          |
|-----------|----------------------------------------------|---------------|
| $a$       | Distance from the front axle to the vehicle center of gravity | m             |
| $b$       | Distance from the vehicle rear axle to the tractor center of gravity | m             |
| $l$       | Vehicle wheelbase                            | m             |
| $v$       | Forward velocity                             | m/s           |
| $\dot{y}$ | Lateral velocity                             | m/s           |
| $m$       | Vehicle mass                                 | kg            |
| $J$       | Vehicle moment of inertia                    | kg m$^2$      |
| $\psi$    | Vehicle yaw                                  | rad           |
| $\alpha$  | Steering angle                               | rad           |
Then, the RLQR results from the solution of the optimization problem (Terra et al., 2014):

$$\min_{x_{i+1}, u_i} \max_{\delta F_i, \delta G_i} J_i^\mu(x_{i+1}, u_i, \delta F_i, \delta G_i),$$

(4)

where $J_i^\mu$ is the cost function, defined as

$$J_i^\mu(x_{i+1}, u_i, \delta F_i, \delta G_i) =$$

$$\begin{bmatrix} x_{i+1} \\ u_i \end{bmatrix}^T \begin{bmatrix} P_{i+1}^r & 0 \\ 0 & R_i \end{bmatrix} \begin{bmatrix} x_{i+1} \\ u_i \end{bmatrix} + \Phi \begin{bmatrix} Q_i \\ 0 \end{bmatrix} \Phi^T \begin{bmatrix} 0 & \mu I \end{bmatrix} \Phi,$$

(5)

with fixed penalty parameter $\mu > 0$, weighing matrices $Q_i > 0$, $R_i > 0$, $P_{i+1} > 0$ and

$$\Phi = \begin{bmatrix} 0 & 0 \\ I & -G_i - \delta G_i \end{bmatrix} \begin{bmatrix} x_{i+1} \\ u_i \end{bmatrix} - \begin{bmatrix} -I \\ F_i + \delta F_i \end{bmatrix} x_i.$$

The solution of the optimization problem (4)-(5), as solved by Terra et al. (2014) and applied by Barbosa et al. (2019), is presented below.

Thus, with the purpose of calculating the optimal cost function, control input and state trajectory, the following theorem shows a framework given in terms of an array of matrices.

**Theorem 1.** For each $\mu > 0$ in the optimization problem (4)-(5), the optimal solution is given by

$$\begin{bmatrix} x_{i+1}^* \\ u_i^* \end{bmatrix} = \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix}^T \begin{bmatrix} L_{i,\mu} & K_{i,\mu} \\ P_{i,\mu} & R_i \end{bmatrix} x_i,$$

(6)

where the closed-loop system matrix $L_i$ and the feedback gain $K_i$ result from the recursion

$$\begin{bmatrix} L_{i,\mu} \\ K_{i,\mu} \\ P_{i,\mu} \end{bmatrix} = \begin{bmatrix} 0 & 0 & -I \\ 0 & 0 & 0 \\ 0 & 0 & I \end{bmatrix} \Xi^{-1} \begin{bmatrix} 0 \\ -I \\ 0 \end{bmatrix},$$

(7)

with

$$\Xi = \begin{bmatrix} P_{i+1}^{-1} & 0 & 0 & 0 \\ 0 & R_i^{-1} & 0 & 0 \\ 0 & 0 & Q_i^{-1} & 0 \\ 0 & 0 & 0 & \Sigma_{i,\mu}\lambda \end{bmatrix} \begin{bmatrix} I \\ 0 \\ 0 \\ 0 \end{bmatrix},$$

$$\Sigma_{i,\mu}\lambda = \begin{bmatrix} \mu^{-1}I - \lambda^{-1}H_iH_i^T & 0 \\ 0 & \lambda^{-1}I \end{bmatrix},$$

$$\mathcal{I} = \begin{bmatrix} I \\ 0 \end{bmatrix}, \quad \mathcal{G}_i = \begin{bmatrix} G_i \\ E_i \end{bmatrix}, \quad \mathcal{F}_i = \begin{bmatrix} F_i \\ E_i \end{bmatrix},$$

where $P_{i+1}$ is the solution of the associated Riccati Equation and $\lambda > \|\mu H_i^T H_i\|$ (Sayed, 2001). Furthermore, alternatively one has

$$P_{i,\mu} = \mathcal{L}_{i,\mu}^T P_{i+1} \mathcal{L}_{i,\mu} + \mathcal{K}_{i,\mu} \mathcal{R}_{i,\mu} + Q_i +$$

$$(\mathcal{I} \mathcal{L}_{i,\mu} - \mathcal{G}_i \mathcal{K}_{i,\mu} - \mathcal{F}_i)^T \Sigma_{i,\mu}^{-1} (\mathcal{I} \mathcal{L}_{i,\mu} - \mathcal{G}_i \mathcal{K}_{i,\mu} - \mathcal{F}_i) > 0.$$

(8)
Algorithm 1: The Robust Linear Quadratic Regulator

Uncertain model: Consider the model (2)-(3) and criterion (4)-(5) with known $F_i, G_i, E_F, E_G, Q_i, R_i > 0$, and $R_i > 0$ for all $i$.

Initial conditions: Define $x_0$ and $P_{i,N} \geq 0$.

Step 1: (Backward) For all $i = N - 1, \ldots, 0$, compute

$$
\begin{bmatrix}
L_i \\
K_i \\
P_i
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -I \\
0 & 0 & 0 \\
0 & 0 & E_{F_i} \\
I & 0 & 0 \\
0 & I & 0
\end{bmatrix}^T \begin{bmatrix}
P_{i+1}^{-1} & 0 & 0 & 0 & I & 0 \\
0 & R_i^{-1} & 0 & 0 & 0 & I \\
0 & 0 & Q_i^{-1} & 0 & 0 & 0 \\
0 & 0 & 0 & I & -G_i \\
0 & 0 & 0 & 0 & -E_{G_i} & E_{F_i} \\
I & 0 & 0 & I & 0 & 0 \\
0 & I & 0 & 0 & -G_i^T & -E_{G_i}^T
\end{bmatrix}^{-1} \begin{bmatrix}
0 \\
0 \\
-I \\
F_i \\
E_{F_i} \\
0 \\
0
\end{bmatrix}.
$$

Step 2: (Forward) For each $i = 0, \ldots, N - 1$, obtain

$$
\begin{bmatrix}
x_{i+1}^* \\
u_i^*
\end{bmatrix} = \begin{bmatrix}
L_i \\
K_i
\end{bmatrix} x_{i}^*.
$$

with the total cost given by $J_{i}^* = x_{0}^* P_0 x_0$.

In every iteration of (8), the matrix $P_{i,\mu}$ is finite and $\mathcal{L} L_{i,\mu} - G_i K_{i,\mu} - F_i \to 0$ when $\mu \to \infty$ (Terra et al., 2014). Thus,

$$
L_{i,\infty} = F_i + G_i K_{i,\infty},
$$

$$
E_{F_i} + E_{G_i} K_{i,\infty} = 0,
$$

and a sufficient condition that satisfies (9) is

$$
\text{rank} \left( \begin{bmatrix} E_{F_i} & E_{G_i} \end{bmatrix} \right) = \text{rank} \left( E_{G_i} \right).
$$

Convergence and stability analysis of the RLQR are performed by direct identification with the standard optimal regulator problem for systems not subject to uncertainties. As in the standard LQR, the stability is directly related to the positiveness of the solution of the Riccati equation (Terra et al., 2014). The reader is referred to Terra et al. (2014) for further details on convergence and stability.

Notice that the formulation of the RLQR in Algorithm 1 demands information on the matrix uncertainties $E_{F_i}$ and $E_{G_i}$. This information is not readily available. Thus, this shortcoming is circumvented in Barbosa et al. (2019) by calculating $E_{F_i}$ and $E_{G_i}$ via an algebraic equation. For the path-following control problem in this paper, these matrices aim to model the maximum weight variation, relating it to the rows of the state-space matrices which are most affected by maximum variations in a parameter (in this case, the maximum variation in the truck payload). Despite being effective, the method presented by Barbosa et al. (2019) lacks any optimality criteria, which may lead to suboptimal performance of the controller. In order to overcome this, this paper proposes an uncertainty estimation method based on multiobjective problems, which is presented in the following section.

3. The proposed method

This section discusses the proposed MO-LSP algorithm. For the sake of clarity, a brief formulation of the multiobjective problem is described. Next, the MO-LSP formulation is presented in detail. Lastly, the application of the MO-LSP in robust control optimization domain is analyzed.

3.1. Multiobjective problem formulation

The continuous-time MOP is mathematically represented as:

$$
\min \mathbf{F}(\mathbf{z}) = (f_1(\mathbf{z}), f_2(\mathbf{z}), \ldots, f_m(\mathbf{z}))^T
$$

Subject to $\mathbf{z} \in \Omega$,

$$
\text{(11)}
$$
where $\mathbf{F} : \Omega \to \mathbb{R}^m$ constitutes a set of $\mathbf{m}$ objective functions, $\mathbb{R}^m$ represents the feasible objective space, and $\mathbf{z} = (z_1, z_2, \ldots, z_n)^T$ is the $\mathbf{n}$-dimensional decision vector from the search region $\Omega \in \mathbb{R}^n$. For the MOP formulation applied to the RLQR, the decision vector represents the uncertainty matrices and the penalty parameter, as $\mathbf{z}_i = [E_{F_i}, E_{G_i}, (\log_{10}(\mu_i))^2]^T$, while $\mathbf{F}(\mathbf{z}_i)$ denotes the regulation errors associated to the control design.

The concept of dominance is applied to evaluate the solutions of the optimization problem, where $\mathbf{z}^*$ dominates any decision vector $\mathbf{z}$, denoted as $\mathbf{z}^* \prec \mathbf{z}$, iff $\forall i \in \{1, \ldots, \mathbf{m}\}$, $f_{\mathbf{i}}(\mathbf{z}^*) \leq f_{\mathbf{i}}(\mathbf{z})$, and at least for one index $i = 1, \ldots, \mathbf{m}$, $f_{\mathbf{i}}(\mathbf{z}^*) < f_{\mathbf{i}}(\mathbf{z})$. A $\mathbf{z}^*$ value is defined as a Pareto optimal, and the set of all Pareto optimal solutions compose the Pareto set (PS), as:

$$PS = \{\mathbf{z} \in \Omega \mid \mathbf{z} \text{ is Pareto optimal}\}. \quad (12)$$

Finally, the composition of the objective vectors of the PS define the Pareto front (PF):

$$PF = \{\mathbf{F}(\mathbf{z}) \in \mathbb{R}^m \mid \mathbf{z} \in PS\}. \quad (13)$$

A MOEA aims to define the optimal PF in optimization problems and several algorithms can be applied to search the decision vectors in nondominated search problems. In order to enhance the MOEAs convergence, this work proposes the MO-LSP algorithm.

### 3.2. Multiobjective Local Search Procedure

The MO-LSP algorithm is proposed as an adaptation of the LSP, applied to enhance performance in MOEAs that are already established in the literature. For this method, a MOEA main structure is preserved and after each iteration of mutation and selected procedures, the MO-LSP performs a local search around the $\tilde{K}$ individuals that compose the two best evaluated PF. Thus, the $\tilde{K}$ fittest values are stored in $\tilde{\mathbf{y}}_j \in \mathbb{R}^m$, $j = 1, \ldots, \tilde{K}$, where $\tilde{\mathbf{y}}_j = (f_{j_1}, \ldots, f_{j_m})$, and their respective decision vectors are stored in $\tilde{\mathbf{z}}_j \in \Omega$, where $\tilde{\mathbf{z}}_j = (\tilde{z}_{j_1}, \ldots, \tilde{z}_{j_m})$.

Since a PF is usually composed of more than one solution, the proposed algorithm selects a single decision vector from the $\tilde{K}$ individuals to lead the local search. To this end, the MO-LSP evaluates the $m$-dimensional Lebesgue measure, denoted as $\Gamma_m$. It calculates the area between each $j$ fitness value from $\tilde{\mathbf{y}}_j$ and an established and unchanged reference vector $\mathbf{r} \in \mathbb{R}^m$, defined by the user, such that $\tilde{\mathbf{y}}_j \prec \mathbf{r}$. The individual with greater $\Gamma_m$ value is removed from $\tilde{\mathbf{z}}_j$ and is stored in the variable $\tilde{\mathbf{d}}$ that will lead the local search operation.

Fig. 2 shows the selection of the leader variable $\tilde{\mathbf{d}}$ in a minimization MOP with two objective functions. In this problem, matrix $\tilde{\mathbf{y}}$ is composed of $\tilde{K} = k_1 + k_2$ individuals from the first two PF, represented by PF$_1$ and PF$_2$, respectively. The search reference vector $\mathbf{r}$ delimits the $\Gamma_m$ value from each $\tilde{\mathbf{y}}$ member, where the $\tilde{\mathbf{y}}_{k_1-1}$ individual has the highest $\Gamma_m$ value and, therefore, $\tilde{\mathbf{d}} = \tilde{\mathbf{z}}_{k_1-1}$.

Afterwards, the algorithm defines the $\Lambda_h$ operator to delimit the local search space as:

$$\Lambda_h = \tilde{\mathbf{d}} - \tilde{\mathbf{z}}_h,$$

with $h = 1, \ldots, \tilde{K} - 1$. If any of the independent variables $w = 1, \ldots, n$ from $\tilde{\mathbf{z}}_h$ and $\tilde{\mathbf{d}}$ have the same value, the algorithm applies the following restriction constraint condition to preserve search initiative:

$$\text{if } \Lambda_{h,w} = 0, \text{then } \Lambda_{h,w} = 1. \quad (15)$$

For the last steps, the MO-LSP uses the same procedure proposed by de Morais et al. (2019) to the LSP, wherein the mutated values $\tilde{\mathbf{m}}_j \in \Omega$, with $\tilde{\mathbf{m}}_j = (\tilde{m}_{j_1}, \ldots, \tilde{m}_{j_m})$, are calculated in two independent stages. In the first one, the algorithm calculates the $\tilde{\mathbf{m}}_1$ value by performing a local search around the region defined by $\tilde{\mathbf{d}}$. Following this, the second stage defines the $\tilde{\mathbf{m}}_{j+1}$ values around the region delimited by $\tilde{\mathbf{z}}$ and $\Lambda$, as described by:

$$\tilde{\mathbf{m}}_{1,w} = \tilde{\mathbf{d}}_{1,w} + \tilde{\mathbf{d}}_{1,w} \times \kappa \times (-1)^\phi,$$

$$\tilde{\mathbf{m}}_{j+1,w} = \tilde{\mathbf{d}}_{j+1,w} + \tilde{\mathbf{d}}_{j+1,w} \times \kappa \times (-1)^\phi,$$

$$\tilde{\mathbf{m}}_{j,w} = \tilde{\mathbf{d}}_{j,w} + \tilde{\mathbf{d}}_{j,w} \times \kappa \times (-1)^\phi,$$
Figure 2: Selection of the leader variable $\hat{d}$ in a two-dimensional minimization problem.

$$\hat{z}_h^w + \Lambda_h^w \times \kappa \times (-1)^\phi,$$

where $\kappa$ is a random number between 0 and 1, and $\phi$ is a random integer number that can be 1 or 2.

The MO-LSP in a two-dimensional optimization problem is presented in Fig. 3, with three decision vectors $\hat{z}$ from the $\hat{y}_j$ matrix. In this situation, the individual $\hat{y}_{k_{-1}}$ presents the highest $\Gamma_m$ value, thus its respective decision vector, $\hat{z}_{k_{-1}}$, leads the local mutation procedure. First, the dimensions of the $\hat{z}_{k_{-1}}$ vector defines the search space $A_1$ using (16). Next, the $\Lambda_h$ values are calculated using the difference of the reference decision vector and vectors $\hat{z}_{k_{1}}$ and $\hat{z}_{1}$ (14), and search spaces $A_2$ and $A_3$ are defined by (17).

Figure 3: The MO-LSP in a two-dimensional optimization problem. Source: adapted from de Morais et al. (2019).

Subsequently to the mutation step, the algorithm performs a constraint handling procedure to ensure that each independent variable $w$ belongs to the search limits proposed in the problem. In case the mutated value is higher than the upper limit $U_{w}$, this value is replaced by a random number chosen between 75 to 100% of the search value. Similarly, if the mutated value is smaller than the lower limit $L_{w}$, this value will be replaced by a random number chosen among the 25% minor numbers from the feasible search space. This
procedure can be summarized as:

\[
\text{if } \hat{m}_{jw} < L_w, \text{ then } \\
\hat{m}_{jw} = f_r(0.25ss_w) \\
\text{if } \hat{m}_{jw} > U_w, \text{ then } \\
\hat{m}_{jw} = f_r(0.25ss_w) + 0.75ss_w,
\]

where \(ss_w\) represents the range of the feasible search space and \(f_r\) is a function that yields a random number between 0 and the input value. In conclusion, the algorithm uses the original MOEA function-based selection operator where all decision vectors from \(d, \hat{z}\) and \(\hat{m}\) are ranked together, and the final selected individuals are returned to the main population. The multiobjective optimization procedure with MO-LSP is summarized in Algorithm 2, where the variable \(c_{\text{max}}\) is the total number of iterations to fulfill the termination criterion defined by the user.

Algorithm 2: Multiobjective Local Search Procedure

| Input: | \(N\) (population size), \(M\) objectives |
| Output: | \(P\) (final population) |
| Initialize a random population; |
| while \(c < c_{\text{max}}\) |
| 1. Execute MOEA; |
| 2. Define \(\hat{z}\) and \(\hat{y}\) from PF\(_1\) and PF\(_2\); |
| 3. Select \(d\) using \(\Gamma_t\); |
| 4. Remove \(d\) from \(\hat{z}\) population; |
| 5. Calculate \(\Lambda\) using (14); |
| 6. Verify condition defined by (15); |
| 7. Calculate \(\hat{m}_1\) using (16); |
| 8. Calculate \(\hat{m}_{(h+1)}\) using (17); |
| 9. Verify boundary constraints proposed in (18); |
| 10. Perform selection technique; |
| 11. Return the best individuals to the main population; |
| 12. \(c = c + 1;\) |

3.3. MO-LSP for robust control optimization

The MO-LSP algorithm limits the search space around highly qualified solutions. This way, the method enhances performance and is suitable for large size problems, such as the design of robust control methods based on input and output measurements. To illustrate this procedure, an optimization loop is shown in Fig. 4.

First, an individual \(z_i\) is randomly chosen in the feasible search space, as presented in Subsection 3.1. The gain \(K_i\) for each \(z_i\) value is calculated with the matrices \(Q, R, F\) and \(G\) of the RLQR, as presented in
Subsection 2.2. Then, the vehicle’s performance is evaluated in a simulation environment with the calculated gain. This evaluation returns $m$ errors associated with the objective functions $f_1(z_i), f_2(z_i), \ldots, f_m(z_i)$, as in (11). Finally, a MOEA performs an optimization procedure to decrease the associated errors, and the MO-LSP algorithm adjusts the values returned by the MOEA to define the $z_i$ configuration (i.e., uncertainties matrices $E_F$ and $E_G$, and $(\log_{10}(\mu_i))^2$ value) for the best set of solutions in the formulation of control design until the stop criterion is met.

4. Experiments and results

This section presents the numerical results and discusses the efficiency of the MO-LSP in optimizing the RLQR performance. Thus, the MO-LSP was evaluated in two different situations: using a generic robust control model and an applied control model. Furthermore, the final system’s response and performance are discussed in this section. To validate the performance of the proposed MO-LSP, 10 well established and competitive MOEAs are considered for comparison. This implementation considered 50 independent simulations in the statistical analysis. Furthermore, all experimental designs were carried using the MATLAB platform for evolutionary multiobjective optimization (Tian et al., 2017), on Ubuntu 16.04 OS with an Intel core i7–7700 processor 4.2 GHz. The MOEAs used to validate the effectiveness of the proposed approach are first introduced, then the parameter settings are given and finally the metrics used to evaluate their performance are described.

4.1. Experimental design

4.1.1. Comparative algorithms

1. NSGA-II (Deb et al., 2002) is an improved version of NSGA (Srinivas & Deb, 1994), with a fast non-dominated sorting procedure, an elitist strategy, a parameter-less approach and a simple yet efficient constraint-handling method. The algorithm uses a crowded-comparison approach to replace the well-known sharing function approach used by the NSGA, which decreases overall complexity and does not require parameter definition by the user.

2. NSGA-III (Deb & Jain, 2013) is a version of NSGA-II with significant changes in its selection operator. For NSGA-III, diversity among population members is maintained by supplying and adaptively updating a number of direction vectors, where the algorithm proposes a systematic analysis of new population members based on the supplied reference points.

3. $\theta$-DEA (Yuan et al., 2015a) is an algorithm that combines the advantages of two models, NSGA-III and MOEA/D (Zhang & Li, 2007). A new $\theta$-dominance operation is proposed to enhance the convergence, by keeping the strength of NSGA-III in diversity preservation while it explores the fitness evaluation scheme in MOEA/D.

4. MOMBI-II (Hernández Gómez & Coello Coello, 2015) is an improved version of MOMBI (Gómez & Coello, 2013) that overcomes the loss of diversity for high dimensionality. MOMBI-II is an R2 indicator-based optimizer, that uses achievement scalar function values and population statistical information for ranking procedure.

5. MOEA/IGD-NS (Tian et al., 2016) is an algorithm that considers Inverted Generational Distance (IGD) metric and noncontributing solutions (NS) for selection procedures. NS are non-dominated individuals that do not represent the nearest neighbor of any reference point from Pareto optimal front, and they are ignored on IGD calculation. Thus, MOEA/IGD-NS considers IGD to keep diversity and convergence, and the sum of the minimum distance from each NS, to enhance IGD values with few NS individuals.

6. EFR-RR (Yuan et al., 2015b) is an enhanced version of the EFR (Yuan et al., 2014) with a ranking restriction scheme to promote convergence and maintain the diversity and the distribution of solutions during the evolutionary process. This algorithm evaluates the perpendicular distance from a solution to a weight vector and considers to rank only the fitness functions with close corresponding weight vectors in the objective space.
7. MaOEA-DDFC (Cheng et al., 2015) is an algorithm based on measures on directional diversity (DD) and favorable convergence (FC). The convergence performance is measured based on the Chebyshev function and favorable weight, and the environmental selection considers diversity and convergence in a tournament-like manner to select the most promising convergence performance individual.

8. SPEA/R (Jiang & Yang, 2017) is a SPEA (Zitzler et al., 1999) version that adopts a diversity-first-and-convergence-second selection strategy to keep a balance between diversity and convergence. The algorithm evaluates a set of reference directions to delimit independent subregions in the objective space and perform the search procedure. After the genetic operators, SPEA/R uses an objective normalization strategy to merge the parent and offspring population, and each individual is associated to a respective subregion.

9. SPEA2+SDE (Li et al., 2013) is a SPEA2 (Zitzler et al., 2001) variant that uses a shift-based density estimation (SDE) strategy that covers the distribution and convergence information of individuals, and to make Pareto-based algorithms suitable for many-objective optimization. Considering density estimators, SDE allocates poor convergence individuals into crowded sparse regions, assigning them with a high-density value and easily eliminating them during the evolutionary process.

10. BiGE (Li et al., 2015) is a model that considers the individuals’ proximity and crowding degree to convert a many-objective optimization problem into a bi-goal (objective) optimization problem, and perform the genetic operators using Pareto dominance in a bi-goal domain. BiGE performs individual comparison strategies in the mating and environmental selection, where the proximity and crowding degree are considered to estimate individuals’ performance.

4.1.2. Parameter settings

The same population size was addressed for all MOEAs. This value is controlled by division parameters and cannot be arbitrarily specified (Yuan et al., 2015a). Then the divisions \((H_1, H_2)\) were set to \((12, 0)\), and each MOEA was initialized with a random population with 92 individuals. The reproduction parameters were set as crossover probability \(p_c = 1.0\), mutation probability \(p_m = 0.5\), distribution index of polynomial mutation \(\eta_m = 20\), and all the other parameters were set as suggested by their corresponding references. To define the termination criterion, an experimental analysis was performed to find a relation between performance and computational cost, and a good balance was obtained by 10000 executed evaluations functions per simulation.

4.1.3. Measures of performance

The performance metrics used to evaluate the quality of non-dominated values obtained by the MOEAs, known as PF approximations (García & Trinh, 2019), can be classified into indicators of cardinality, convergence, distribution and spread (Audet et al., 2018). These metrics consider the PF approximations obtained by the search algorithms, defined as \(\mathcal{P}\) values, the optimal PF, represented by \(\mathcal{P}^*\), and \(|\mathcal{P}|\) and \(|\mathcal{P}^*|\) as the number of elements from \(\mathcal{P}\) and \(\mathcal{P}^*\), respectively. Also, the MOP defined in Section 2 has an unknown optimal PF solution. Consequently, it is necessary to specify a set of points in the objective space and use it as \(\mathcal{P}^*\) for all MOEAs (Audet et al., 2018). In this sense, this paper considers five popular performance indicators, based on the previous classification. They are described as follows.

1. Inverted Generational Distance (IGD) (Coello & Cortés, 2005): is a popular convergence indicator used to evaluate the distance between \(\mathcal{P}\) and \(\mathcal{P}^*\):

\[
IGD(\mathcal{P}, \mathcal{P}^*) = \frac{1}{|\mathcal{P}^*|} \sum_{k \in \mathcal{P}^*} d_k, \tag{19}
\]

where \(d_k\) is the minimal Euclidian distance between \(k \in \mathcal{P}^*\) and all the \(i \in \mathcal{P}\) non-dominated points from \(\mathcal{P}\):

\[
d_k = \min_{i \in \mathcal{P}} \left( \sum_{j} \left( \mathcal{P}_{i,j} - \mathcal{P}_{k,j} \right)^2 \right)^{\frac{1}{2}}, \tag{20}
\]
and \( j = 1, \ldots, m \), with \( m \) objectives functions. More proximity between \( P \) and the optimal PF is desired. Consequently, lower IGD values represent better evaluated populations.

2. Spacing (SP) (Schott, 1995): is a distribution and spread indicator that aims to evaluate the arrangement of the members in \( P \). It is calculated as:

\[
SP(P) = \sqrt{\frac{1}{|P| - 1} \sum_{i \in P} (d - d_i)},
\]

where \( d_i \) is the Euclidean distance between a point \( i \in P \) and its closest neighbor \( h \in P \) from the same obtained non-dominated set \( P \) as:

\[
d_i = \min_{(i, h) \in P, i \neq h} \left( \sum_j (P_{ij} - P_{ih})^2 \right)^{\frac{1}{2}},
\]

with \( \overline{d} \) as the mean value of \( d_i \). SP metric evaluates according to the spacing between the values.

3. Hypervolume (HV) (While et al., 2006): is a measure of convergence and distribution properties, that calculates the volume of the region between a reference point \( \hat{r} \in \mathbb{R}^m \) and \( P \), such that \( P \prec \hat{r} \). The HV metric is defined as:

\[
HV(P, \hat{r}) = \Gamma_m \left( \bigcup_{i \in P} [P_i; \hat{r}] \right),
\]

with \( \Gamma_m \) as the \( m \)-dimensional Lebesgue measure. Large values of HV represent better convergence of the algorithms. The reference point is fixed for all the MOEAs, and it is set to \([25, 25, 25]\) and to \([5000, 10000, 5000, 5000]\) for the generic and the applied control models, respectively.

4. Pure Diversity (PD) (Wang et al., 2016): is a metric inspired by a measure of biodiversity that calculates an accumulation of the dissimilarity in the population, represented by:

\[
PD(P) = \max_{i \in P} \left( PD(P - i) + d_s(i, P - i) \right),
\]

where \( d_s \) represents the dissimilarity of an individual \( \sigma_i \) to a population \( \Upsilon \) as:

\[
d_s(\sigma, \Upsilon) = \max_{\sigma_i \in \Upsilon} \left( \text{dissimilarity}(\sigma, \sigma_i) \right),
\]

where the dissimilarity measures the different degrees of \( \sigma \) to other individuals from the population \( \Upsilon \). Non-dominated solutions of \( P \) with good diversity should provide the maximal degree of dissimilarity and, consequently, maximum amount of information (Wang et al., 2016). Hence, large values of PD are desired.

5. Spread (Wang et al., 2010): this metric reflects the variance of the distances between neighboring Pareto solutions (Zhou et al., 2019), and it is defined as:

\[
\text{Spread}(P) = \frac{\sum_{i=1}^m d(e_i, P) + \sum_{\chi \in P} |d(x, P) - \overline{d}|}{\sum_{i=1}^m d(e_i, P) + |P| \cdot \overline{d}},
\]

where \( e_i \) represents the \( i \)-th extreme solution in \( P^* \), \( d(e_i, P) \) is the minimal Euclidian distance between \( e_i \) and all the non-dominated points from \( P \), as defined in (20), and \( d(\chi, P) \) is the Euclidian distance between a point \( \chi \in P \) and its closest neighbor, as represented in (22). Finally, \( \overline{d} \) is defined as:

\[
\overline{d} = \frac{1}{|P^*|} \sum_{\chi \in P^*} d(\chi, P).
\]

Lower Spread values are desired, which better represent a non-dominated set uniformly distributed.
4.2. Generic control model

In this section, an application involving a generic control defined by a continuous test model with known nominal matrix is presented as a MOP. The evolutionary search aims to propose the best controller terms of average and standard deviation in 9 out of 10 performance evaluations, 8 results being significantly proposed MOI-LSP algorithm. For IGD metric, the proposed MOEA/MO-LSP had better performance in Table 2: The average and (±) the standard deviation over the measures of performance of the MOEAs in their original versions and when applying the MO-LSP. This comparison was implemented using Tukey’s honestly significant difference criterion, based on the Studentized range distribution (confidence level of 95%).

Table 2: The average and (±) the standard deviation over the measures of performance of the MOEAs' in their original versions and with addition of the MO-LSP algorithm are shown in Table 2. To analyze the proposed algorithm results, a one-way analysis of variance (ANOVA) is performed for the multiple comparison of the results of each MOEA in its original version and also when applying the MO-LSP. This comparison was used to evaluate the performance of the MO-LSP algorithm in the generic control design.

| MOEA | IGD | SP | HV | PD | Spread |
|------|-----|----|----|----|--------|
| NSGA-II/MO-LSP | 2.6514E+1 ± 2.67E-1 | 1.815E+1 ± 3.73E-2 | 1.364E+1 ± 1.23E+1 | 2.294E-3 ± 2.23E-4 | 9.688E-1 ± 4.57E-3 |
| NSGA-H | 2.687E+1 ± 2.84E-1 | 2.825E+1 ± 3.16E-1 | 1.928E+1 ± 8.22E-1 | 2.195E-3 ± 4.23E-4 | 9.696E-1 ± 4.58E-3 |
| NSGA-II/MO-LSP | 3.607E+1 ± 5.54E-1 | 1.380E+1 ± 5.73E-2 | 1.362E+1 ± 5.32E-1 | 1.657E-3 ± 2.39E-4 | 9.785E-1 ± 6.11E-3 |
| MOMBI-II/MO-LSP | 2.669E+1 ± 1.08E-1 | 1.356E+1 ± 5.72E-2 | 1.572E+1 ± 2.73E-1 | 1.664E-1 ± 1.61E-4 | 9.789E-1 ± 4.91E-3 |
| MOMBI II | 2.702E+1 ± 4.3E-1 | 9.632E+1 ± 2.91E-1 | 1.376E+1 ± 2.35E-1 | 1.556E-3 ± 2.45E-4 | 9.795E-1 ± 4.57E-3 |
| SPEA-R/MO-LSP | 2.698E+1 ± 3.59E-1 | 1.540E+1 ± 6.74E-2 | 1.359E+1 ± 3.77E-1 | 1.320E+1 ± 2.80E-4 | 9.327E-1 ± 7.03E-3 |
| SPEA-R | 2.740E+1 ± 3.39E-1 | 1.635E+1 ± 5.58E-2 | 1.359E+1 ± 3.77E-1 | 1.139E+1 ± 3.68E-4 | 9.322E-1 ± 3.91E-3 |
| SPEA2-NS/MO-LSP | 2.658E+1 ± 2.50E-1 | 1.267E+1 ± 4.76E-2 | 1.362E+1 ± 2.13E-1 | 1.859E+0 ± 1.53E+1 | 9.079E-1 ± 3.87E-3 |
| SPEA2-NS | 2.684E+1 ± 2.77E-1 | 9.455E+0 ± 3.72E-2 | 1.362E+1 ± 2.13E-1 | 1.859E+0 ± 1.53E+1 | 9.079E-1 ± 3.87E-3 |
| SPEA2-SS/MO-LSP | 2.659E+1 ± 2.88E-1 | 1.921E+1 ± 6.90E-2 | 1.363E+1 ± 1.33E+1 | 1.706E+1 ± 1.64E+1 | 9.657E-1 ± 7.06E-3 |
| SPEA2-SS | 2.692E+1 ± 3.09E-1 | 1.612E+1 ± 5.94E-2 | 1.363E+1 ± 1.33E+1 | 1.706E+1 ± 1.64E+1 | 9.657E-1 ± 7.06E-3 |
| SPEA2-SS/MO-LSP | 2.650E+1 ± 3.01E-1 | 1.521E+1 ± 6.09E-2 | 1.363E+1 ± 1.41E+1 | 1.833E+1 ± 2.24E+1 | 9.487E-1 ± 6.76E-3 |
| SPEA2-SS | 2.675E+1 ± 3.78E-1 | 1.432E+1 ± 3.14E-2 | 1.363E+1 ± 1.41E+1 | 1.833E+1 ± 2.24E+1 | 9.487E-1 ± 6.76E-3 |
| SPEA4/MO-LSP | 3.616E+1 ± 5.34E-1 | 1.449E+1 ± 4.84E-2 | 1.363E+1 ± 1.86E+1 | 1.823E+1 ± 1.64E+1 | 9.104E-1 ± 4.03E-3 |
| SPEA4 | 3.616E+1 ± 5.34E-1 | 1.449E+1 ± 4.84E-2 | 1.363E+1 ± 1.86E+1 | 1.823E+1 ± 1.64E+1 | 9.104E-1 ± 4.03E-3 |
| SPEA4-MO-LSP | 3.616E+1 ± 5.34E-1 | 1.449E+1 ± 4.84E-2 | 1.363E+1 ± 1.86E+1 | 1.823E+1 ± 1.64E+1 | 9.104E-1 ± 4.03E-3 |
| SPEA4 | 3.616E+1 ± 5.34E-1 | 1.449E+1 ± 4.84E-2 | 1.363E+1 ± 1.86E+1 | 1.823E+1 ± 1.64E+1 | 9.104E-1 ± 4.03E-3 |

From Table 2, one can notice a significant improvement in the algorithm's performance by applying the proposed MOI-LSP algorithm. For IGD metric, the proposed MOEA/MO-LSP had better performance in terms of average and standard deviation in 9 out of 10 performance evaluations, 8 results being significantly better with respect to Tukey’s test. Only the SPEA/R algorithm had no improvement with MO-LSP on IGD.
metric, but the results had no difference using Tukey’s criterion. Following this, the SP metric presented better results for all MOEA/MO-LSP models when compared to their original versions, and the proposed method showed honestly statistical difference by 9 algorithms’ results.

The proposed method provided better results with Tukey’s honestly statistical difference in seven algorithms for the HV metric, where for the $\theta$-DEA, MOMBI-II and SPEA/R algorithms the MO-LSP did not improve performance, but no difference using Tukey’s criterion was obtained. Subsequently, the MO-LSP algorithm showed better performance for all the MOEAs in PD metric, and only for the SPEA/R algorithm the proposed model did not present honestly statistical difference over the results.

Using the Spread metric, the MO-LSP had better performance in terms of average for 7 algorithms, and only in NSGA-III/MO-LSP the model presented statistical difference. These results are consistent, since a local search procedure is limited by the front individuals and this may not change or decrease the uniformity of the non-dominated distribution set.

Moreover, as indicated in Table 2, the NSGA-II/MO-LSP algorithm had the best overall results for IGD, HV and PD metrics, while EFR-RR/MO-LSP presented the best SP values. For the the Spread metric, the best overall results were achieved by the MOEA/IGD-NS algorithm. To investigate the influence of the MO-LSP, Fig. 5 shows the evolution of the HV metric over the evaluation functions for the NSGAII/MO-LSP and NSGAII. As presented, the MO-LSP enhanced the MOEA’s performance and convergence, by obtaining competitive PF values for the generic control optimization method.

![Figure 5: HV values returned by the NSGAII/MO-LSP and NSGAII algorithms for the generic control model over the optimization procedure.](image)

The NSGA-II/MO-LSP was used to generate a PF to the generic control application due to its improved results. The parameters selection procedure is presented next.

### 4.2.1. Uncertain matrix definition

The search performed by the NSGA-II/MO-LSP algorithm resulted in a PF composed of 92 decision vectors. In order to select the global optimal value, represented by $z_*$, a comparison was performed considering 94 control designs (92 decision vectors, one nominal control model and a design with random uncertainty variables). To select the fitness value, an evaluation with 1000 independent simulations was carried out, each one with $\Delta$ randomly varying between $-1$ and $1$. The control design with less cumulative error is assigned as the winner for each simulation, and the individual performances are shown in Fig. 6.

The performance of the individuals represented in Fig. 6 was measured with $\Delta$ randomly varying for each test case. Then, one control loop is performed for each individual in the optimal set delivered by the NSGA-II/MO-LSP. The performance of each individual is evaluated in terms of the total mean square regulation.
error (i.e., the accumulated state-space variable error until the control system regulates them to zero). The histogram shows how many times each individual was the best performer. This demonstration serves two purposes: first, it shows that the individuals in the optimal set outperform both the randomly generated uncertainties and the zero uncertainties (nominal case); second, as the control algorithm demands one single individual to attribute value to the matrix uncertainties, the selection criterion is to choose the individual that performs the best in most cases (i.e., the most frequent individual in the performance histogram).

As presented in Fig. 6, the 49th PF decision vector represented the most competitive values, finding the best results in 222 simulations. The random model achieved the best performance in just a single simulation, whilst the nominal did not yield competitive results in any of the simulations. The best uncertainty vector (individual 49th) is represented as

\[
\mathbf{z}_* = \begin{bmatrix} E_T^{E} & E_T^{G} \\ \log_{10}(\mu)^2 \end{bmatrix} = \begin{bmatrix} 19.933888 \\ 19.99998 \\ 20.00000 \\ 16.339275 \\ 20.00000 \end{bmatrix}.
\]

4.3. Applied control model

This section explores the applied control model presented in Section 2, discretized at a sampling time of 0.1s. The uncertainty matrices \(E_f\) and \(E_g\) are represented by decision vectors with \(n = 7\) independent variables, and the optimization problem aims to minimize \(m = 4\) objective functions, as

\[
\min \mathbf{F}(\mathbf{z}) = (f_1(\mathbf{z}), \ldots, f_4(\mathbf{z}))^T
\]

\[
\mathbf{z} = (z_1, z_2, \ldots, z_7)^T,
\]

where \(f_1\) is the error of lateral displacement, \(f_2\) is the regulation error of yaw rate, \(f_3\) is the regulation error of lateral velocity, and \(f_4\) is the regulation error of vehicle orientation.
The parameters of this RLQR design cannot be equal to zero, otherwise the controller would already be initialized in the solution. Therefore, \( z \) independent variables were initialized by random real numbers, such as \( z \in \mathbb{R} \) and \( z \in (0, 500) \). Table 3 shows the vehicle’s parameters and the method used to calculate the system matrices is similar to the one used in Barbosa et al. (2019), as shown in Appendix A. The resulting uncertainty system matrices are:

\[
H = \begin{bmatrix}
1 \\
1 \\
1 \\
1
\end{bmatrix},
E_F = \begin{bmatrix}
6.85718E - 4 & -8.6201E - 4 & 0 \\
-6.66666E - 3 & -6.66666E - 3 & T
\end{bmatrix},
E_G = \begin{bmatrix}
-6.66666E - 3 & -6.66666E - 3 & T
\end{bmatrix}
\]

Table 3: Vehicle parameters values

| Parameter | Value |
|-----------|-------|
| a | 3.1870 m |
| b | 1.6180 m |
| l | 4.8050 m |
| v | 16.6667 m/s |
| m | 16030 kg |
| Payload | 12550 kg |
| J | \(2.1572 \times 10^5 \text{ kg m}^2\) |
| c_1 | \(1.0645 \times 10^5 \text{ N/rad}\) |
| c_2 | \(5.4042 \times 10^5 \text{ N/rad}\) |

Table 4 presents the statistical results of the PF, obtained by MOEAs over the presented performance measures, which considers their original versions and the proposed approach (MOEA/MO-LSP). To ensure the significant difference of the proposed application, the table presents an ANOVA test to multiple comparison procedures using Tukey’s honestly significant difference criterion (confidence level of 95%).

From Table 4 it is possible to conclude that the proposed application enhanced the MOEAs convergence (rate) to the applied control model. The MOEA/MO-LSP improved the results in terms of average and standard deviation in all applications for IGD, SP, HV and PD metrics.

For the HV metric, the proposed application presented Tukey’s honestly statistical difference in 9 out of 10 results, only the \( \theta \)-DEA results had no statistical significance level. Furthermore, the proposed application had no difference using Tukey’s criterion in SP metric in 5 applications. It shows that a local search optimization may not significantly affect the spread of individuals in the applied control application for some MOEAs. However, decreases on the IGD metric proved the non-dominated values were improved. Also, for the PD metric, the proposed MOEA/MO-LSP obtained honestly statistical difference for all control applications.

Considering the \textit{Spread} metric, the MO-LSP could not improve the algorithms performance, presenting only for the better results NSGA-II and NSGA-III algorithms, with no statistical significance level. In general, the comparisons showed no difference when using Tukey’s criterion for 5 algorithms. As previously presented, the front individuals limit a local search procedure, which may decrease the uniformity of the non-dominated distribution set. It is interesting to observe that MO-LSP led the uncertain matrices elements to increase the HV value, by adjusting the values to the better prepared individual and, in this case, this procedure decreased the \textit{Spread} performance.

From Table 4, one can conclude that the best overall result for the IGD metric was presented by the BiGE/MO-LSP algorithm, the MaOEA-DDFC/MO-LSP algorithm showed the best result for the SP metric, the best HV result was defined by the NSGA-II/MO-LSP algorithm, and the best overall PD and Spread metrics were proposed by the EFR-RR/MO-LSP and EFR-RR algorithms, respectively.
Table 4: The average and (±) the standard deviation over the measures of performance of the MOEAs’ on their original versions and with addition of the proposed MO-LSP, on the MOP for the applied control design.

| MOEA                  | IGD       | SP         | HV         | PD         | Spread    |
|-----------------------|-----------|------------|------------|------------|-----------|
| NSGA-II/MO-LSP        | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| NSGA-II               | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| NSGA-III              | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| SDEA/MO-LSP           | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| SDEA                  | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| MOMBI-II/MO-LSP       | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| MOMBI-II              | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| MOEA/IGD-NS/MO-LSP    | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| MOEA/IGD-NS           | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| EPRI-B+R/MO-LSP       | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| EPRI-B+R              | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| MDEA/DDFC/MO-LSP      | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| MDEA/DDFC             | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| SPEA/B+R/MO-LSP       | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| SPEA/B+R              | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| SPEA2+3D/MO-LSP       | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| SPEA2+3D              | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| BiGE/MO-LSP           | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |
| BiGE                  | 1.035E+0  | 1.38E-2    | 1.38E-2    | 1.38E-2    | 1.38E-2   |

a: the model is significantly better (95%).
*: best overall result.

In addition, Fig. 7 presents the evolution of the HV metric over the evaluation functions for the NSGA-II/MO-LSP and NSGA-II algorithms for the applied control optimization method, where the MO-LSP algorithm provides improved PF values. To perform an experimental analysis, the NSGA-II/MO-LSP algorithm was also used to generate a PF to the applied control application, and the parameters selection procedure is presented as follows.

4.3.1. Uncertain matrix definition

In order to verify the global optimal value $z_k$ to the applied control model, an optimization search was performed by the NSGA-II/MO-LSP algorithm, resulting in a PF with 92 decision vectors. Additionally, a comparison procedure was carried out considering 95 control designs, being the first 92 defined by the PF decision vectors, the 93rd is a nominal control design, the 94th is the algebraic manipulation proposed by Barbosa et al. (2019) and, finally, the 95th design represented an uncertainty matrix composed of random values.

Analogically to what was previously done, the performance of the individuals represented in Fig. 8 is considered in the same way as in the generic example, where an evaluation with 1000 independent simulations with $\Delta$ randomly varying between $-1$ and $1$ was performed to select the control design with less cumulative error in all states as the fitness value.

The control design with the best results is proposed by the 31st decision vector, which presented improved performance in 319 simulations. Also, the 41st decision vector had a similar performance, with enhanced performance in 310 simulations. Furthermore, the algebraic manipulation control design outperformed the others in 205 simulations, while the nominal and random models did not achieve any competitive results in the simulations. The optimal $z_k$ value to the uncertainty matrix (individual 31st) is defined as:

$$z_k = 1.0312E+0 ± 1.38E-2$$
Figure 7: HV values returned by the NSGA-II/MO-LSP and NSGA-II algorithms for the applied control model over the optimization procedure.

\[ z_a = \begin{bmatrix} E_T^P \\ E_T^G \\ (\log_{10}(\mu))^2 \end{bmatrix} = \begin{bmatrix} 4.45032 \\ 57.84300 \\ 21.90069 \\ 455.67736 \\ 48.05012 \\ 44.98551 \\ 280.28421 \end{bmatrix}. \]

4.3.2. System response and performance of the applied control model

The performance of the robust recursive controller for the vehicle model, shown in Fig. 1 and represented in the state-space Equation (1), was evaluated to minimize the path-following error, given a reference path and smoother commands for realistic steering values. This comparison took into account the performance of four different control approaches for path following. First, the multiobjective approach optimized by the NSGA-II/MO-LSP algorithm (RLQR\textsuperscript{MOP}) (see Subsection 4.3.1). Second, the method used by Barbosa et al. (2019) (RLQR\textsuperscript{A}). Third, the standard $H_\infty$ controller subject to uncertainties on the payload of the vehicle (Hu et al., 2016). And lastly, the standard LQR controller.

The lateral displacement ($f_1$), the regulation error of yaw rate ($f_2$), the regulation error of lateral velocity ($f_3$) and the regulation error of vehicle orientation ($f_4$) were evaluated in four different vehicle payload conditions:

- The first case considers the nominal payload of the vehicle. The performances of the controllers related to global positions and steering angles are shown in Fig. 9, and those related to the objective functions are shown in Fig. 10.

- The second case takes into account twice (100% overload) the nominal payload of the vehicle. The performances of the controllers can be seen in Fig. 11 and Fig. 12.

- The third case evaluates three times (200% overload) the nominal payload of the vehicle. The results provided by the controllers are shown in Fig. 13 and Fig. 14.

- Finally, the last case considers four times (300% overload) the nominal payload of the vehicle. The performances of the controllers are detailed in Fig. 15 and Fig. 16.
Figure 8: Individual performance of the 95 control designs to the applied control model, being the first 92 values composed of $PF$ decision vectors values, the 93rd is a nominal control model, the 94th the configuration proposed by Barbosa et al. (2019), and the 95th considers the uncertainty matrix formed by random values.

Furthermore, the Mean Square Error (MSE) values of the 4 performance metrics ($f_1$, $f_2$, $f_3$ and $f_4$), obtained by the controllers in the path-following simulations, are displayed in Table 5.

Table 5: MSE values for $RLQR^{MOP}$, $RLQR^A$, $H_\infty$ and LQR controllers in the four objective problems: $f_1$ lateral displacement ($\rho$); $f_2$ yaw rate ($\dot{\psi}_1$) error; $f_3$ lateral velocity ($\dot{y}_1$); and $f_4$ orientation error ($\theta$).

| Objective function | Controller | Overload |
|--------------------|------------|----------|
|                    |            | 0%       | 100%     | 200%     | 300%     |
| $f_1$              | $RLQR^{MOP}$ | 2.72161E-3 | 9.52776E-3 | 2.92679E-2 | 3.46455E-2 |
|                    | $RLQR^A$   | 6.72252E-3 | 1.29370E-2 | 2.66950E-2 | 3.00461E-2 |
|                    | $H_\infty$ | 0.83135E-3 | 1.08787E-3 | 1.09022E-2 | 4.19582E-2 |
|                    | LQR        | 3.92518E-3 | 6.95036E-3 | 1.10944E-2 | 1.61736E-2 |
| $f_2$              | $RLQR^{MOP}$ | 1.44405E-3 | 1.67467E-3 | 1.85903E-2 | 1.99537E-3 |
|                    | $RLQR^A$   | 1.84585E-3 | 3.01635E-3 | 4.09464E-3 | 4.98721E-3 |
|                    | $H_\infty$ | 1.85683E-3 | 1.03793E-2 | 4.69690E-3 | 5.18353E-3 |
|                    | LQR        | 5.54885E-3 | 1.01415E-2 | 1.56832E-2 | 2.02958E-2 |
| $f_3$              | $RLQR^{MOP}$ | 1.17762E-2 | 3.07187E-2 | 5.65872E-2 | 8.72447E-2 |
|                    | $RLQR^A$   | 1.67254E-2 | 6.45166E-2 | 1.34078E-1 | 2.15567E-1 |
|                    | $H_\infty$ | 1.09090E-1 | 7.74970E-2 | 9.98572E-2 | 1.95922E-1 |
|                    | LQR        | 4.54013E-2 | 1.71043E-1 | 3.76471E-1 | 6.23971E-1 |
| $f_4$              | $RLQR^{MOP}$ | 7.35717E-5 | 1.00885E-4 | 1.44767E-4 | 2.02602E-4 |
|                    | $RLQR^A$   | 2.42387E-4 | 4.22745E-4 | 6.48997E-4 | 8.95945E-4 |
|                    | $H_\infty$ | 8.74106E-5 | 1.94354E-4 | 3.50360E-4 | 1.29590E-3 |
|                    | LQR        | 4.59179E-4 | 1.02236E-3 | 1.82643E-3 | 2.72205E-3 |

The first case (nominal payload of the vehicle) is presented in Fig. 9, where the $H_\infty$ controller yielded the best performance in terms of maximum deviation from the reference path. Nevertheless, it presented the worst performance for the control action, with an oscillatory behavior and higher energy expenditure. Also, the control signal of the $H_\infty$ controller saturated at $-0.45$ radians, which is harmful for actual applications.
The RLQR\textsuperscript{A} and LQR controllers also yielded some level of oscillation, mainly until the 5 seconds of operation. The RLQR\textsuperscript{MOP} outperformed the other controllers in terms of control signals, it expended less energy to efficiently stabilize the system. Details of the controller performances can be seen in Fig. 10 and Table 5, respectively, for four objective functions. The $\mathcal{H}_\infty$ controller yielded the smallest error with respect to $f_1$, followed by RLQR\textsuperscript{MOP}, LQR and RLQR\textsuperscript{A} controllers. Considering $f_2$ and $f_3$, the RLQR\textsuperscript{MOP} presented the best performance, followed by the RLQR\textsuperscript{A}, LQR and $\mathcal{H}_\infty$ controllers. The RLQR\textsuperscript{MOP} outperformed the other controllers regarding $f_4$, followed by the $\mathcal{H}_\infty$, RLQR\textsuperscript{A} and LQR controllers.

The second case (100% overload) is presented in Fig. 11. In this case the $\mathcal{H}_\infty$ yielded less deviation from the reference path. However, it presented an oscillatory control input with the highest energy expenditure, which saturated at $-0.45$ radians. Also, the RLQR\textsuperscript{A} and LQR presented oscillatory behaviors around the reference, while the RLQR\textsuperscript{MOP} yielded a control signal with less energy expenditure. The objective functions were detailed in Fig. 12 and Table 5, where the $\mathcal{H}_\infty$ yielded the best performance in $f_1$, followed by LQR, RLQR\textsuperscript{MOP} and RLQR\textsuperscript{A} controllers. Regarding $f_2$ and $f_3$, the best results are presented by the RLQR\textsuperscript{MOP}, followed by the RLQR\textsuperscript{A}, $\mathcal{H}_\infty$ and LQR controllers. Regarding $f_4$, the RLQR\textsuperscript{MOP} yielded the best performance followed by the $\mathcal{H}_\infty$, RLQR\textsuperscript{A} and LQR controllers.

The third case (200% overload) is presented in Fig. 13. It shows that the $\mathcal{H}_\infty$ controller presented the best performance in terms of deviation from the reference path in the first 100 seconds of the simulation. However, it lost the ability to follow the reference after 400 seconds, approximately. In addition, the $\mathcal{H}_\infty$ controller yielded the worst oscillatory control actions, with saturation at $-0.45$ radians until 1 second of the simulation. The RLQR\textsuperscript{A} and LQR also yielded equivalent levels of oscillatory behaviors for path-following and control signals. The RLQR\textsuperscript{MOP} outperformed the other controllers regarding reference following, and presented control action with less energy expenditure, considering $f_2$, $f_3$ and $f_4$ objective functions. A detailed explanation is displayed in Fig. 14 and Table 5. Even though $\mathcal{H}_\infty$ controller presented an unstable behavior at the end of the simulation, it yielded the best performance in $f_1$, followed by LQR, RLQR\textsuperscript{MOP} and RLQR\textsuperscript{A} controllers.

The fourth case (300% overload) is presented in Fig. 15. The $\mathcal{H}_\infty$ lost stability at the end of the simulation and yielded the worst control action in terms of oscillation. The objective functions for this case
are presented in Fig. 16 and Table 5. The LQR yielded the best performance in $f_1$, followed by the RLQR$^A$, RLQR$^{MOP}$ and $H_\infty$. The RLQR$^{MOP}$ outperformed the other controllers for the metrics $f_2$, $f_3$ and $f_4$.

5. Conclusions

This work has proposed a self-adaptative robust recursive procedure via multiobjective optimization for lateral control applied to autonomous heavy vehicles. For this method, the system’s dynamic is defined as discrete-time MOP and the uncertainty matrices are adjusted in order to enhance the control performance, based on the measured input variables and path-following errors, regardless of any system’s physical meaning about the uncertainty matrices. In addition, this paper has proposed the MO-LSP algorithm as a new local search procedure to enhance the performance of MOEAs.

The experiments were carried out in a generic and an applied robust control models, the former being with five uncertainty parameters variables and three objective functions, and the latter with seven uncertainty parameters variables and four objective functions. The optimization method aimed to decrease the errors associated with lateral displacement, yaw rate regulation, lateral velocity and the regulation of vehicle orientation. For both the generic and the applied models discussed in Subsection 4.2 and Subsection 4.3, respectively, the combination of the MO-LSP algorithm with a MOEA is compared with 10 state-of-art MOEAs for the control designs in 5 performance metrics.

As shown in Table 2 and discussed in Subsection 4.2, the generic model optimized using the MO-LSP obtained: (i.) 9 better results, 8 being statistically different, in IGD metric; (ii.) 10 better results, 9 being statistically different, in $SP$ metric; (iii.) 7 statistically better results in HV metric; (iv.) better solutions in all the cases in PD metric, 9 being statistically different; (v.) and, finally, 7 better results, with 1 statistically different solution, in Spread metric. Furthermore, Table 4 details the applied control model performance discussed in Subsection 4.3, where the MO-LSP provided: (i.) better results for all the cases in IGD metric, 9 being statistically different; (ii.) better results for all the cases in $SP$ metric, 5 being statistically different; (iii.) 9 better results, with 1 result statistically different, in HV metric; (iv.) all the cases with statistically better results in PD metric; (v.) and 2 better cases not statistically different in Spread metric. Though the
The proposed local search algorithm affects the spread of the individuals for the applied control, it significantly improves the performance in all the other metrics for the generic and applied control model.

The RLQR controller provides better performance for the vehicle’s lateral dynamic regulator, improving robustness, stability, smoothness and safety (Barbosa et al., 2019). By applying robust control optimization as a MOP in RLQR design, a performance improvement was noticed when compared to the standard algebraic manipulations of the model presented in (1). Comparing to the original breakthrough RLQR, the standard LQR and $H_{\infty}$ controllers, the proposed approach had better performance in 3 out of 4 independent measures of performance.

The main advantages of the proposed approach include the fact that (i.) the MO-LSP can be added for any MOEA already established in literature with few changes in the main code; (ii.) the proposed algorithm is useful for large size problems and applications; (iii.) a control method defined by MOP is less dependent on mathematical formulation for the parameters design; (iv.) with a multiobjective formulation, different objective functions can be easily added to the problem; and (v.) a control designer can choose a parameter configuration that best optimizes a specific objective.

On the other hand, the presented method has some limitations: (i.) The MO-LSP uses the individuals presented in the PF to define a local search area and perform the mutation procedure presented in (16) and (17). Since the size of the PF can be equal or similar to the size of the total population, the number of executed mutation operations can be equal on both processes (MOEA main search and MO-LSP local search). Thus, the MO-LSP can significantly increase the processing time in cases with large PF. This can result in poor performance, as a local search method is expected to have minimal influence on code processing time and maximum influence on the resulting performance. (ii.) The classical mathematical formulation of a robust control design needs a defined number of encoding operations to return a valid result. However, since MO-LSP is a search method operation, the training time to return the best control setting is usually longer than the previous mathematical formulation. (iii.) As with other machine learning methods, the MO-LSP cannot guarantee an optimal configuration in just one training process. Therefore, several training procedures must be performed to define the best set of variables.

To overcome these limitations, an optimization method including parallel computing will be explored to
decrease training time. For future work, the MO-LSP will be applied to a real heavy vehicle, where the local search method will also define the restriction conditions presented in the control plant together with parameter optimizations. In addition, we intend to apply the MO-LSP in planning optimization, motion coordination and real-time state and parameter estimation of autonomous driving systems.
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Appendix A. Uncertainties matrices

To estimate the uncertainties matrices $E_F$, $E_G$ and $H$ in (3), consider the inertia uncertainties related to maximum and minimum values of payload, which result, respectively, in $m_{p_{\text{max}}}$ and $m_{p_{\text{min}}}$. Once these values of mass are determined, the maximum variations of the matrices $F$ and $G$ are calculated according to:

$$\Gamma_F = F_{m_{p_{\text{min}}}} - F_{m_{p_{\text{max}}}},$$  \hspace{1cm} (A.1)  

$$\Gamma_G = G_{m_{p_{\text{min}}}} - G_{m_{p_{\text{max}}}},$$  \hspace{1cm} (A.2)
where $F_{m_{p_{	ext{min}}}}$, $G_{m_{p_{	ext{min}}}}$, $F_{m_{p_{	ext{max}}}}$ and $G_{m_{p_{	ext{max}}}}$ are the discretized state-space matrices in (1) corresponding to $m_{p_{\text{max}}}$ and $m_{p_{\text{min}}}$. Next, select the row in $\Gamma_F$ that is most affected by mass variations (in this example, it is the first row).

Notice that $m_{p_{\text{min}}}$ and $m_{p_{\text{min}}}$ values correspond to the unloaded and 100% of overload vehicle operation. Therefore, this range of uncertainty may cause large $E_F$ and $E_G$ values, denoted as $E_{F100\%}$ and $E_{G100\%}$. By choosing these values during the control design, robustness and stability are ensured within such range of mass variability. On the other hand, this decreases the performance of the nominal case. Therefore, lower $E_F$ and $E_G$ values were taken into account to overcome this problem. This method is capable of improving the robustness of the proposed scheme without jeopardizing the system performance during nominal operation.

Thus, the matrices $E_F$ and $E_G$ are calculated as:

\[
E_F = \begin{bmatrix}
1 & 1 & 1 & 0.1
\end{bmatrix}^T \begin{bmatrix}
\arg \left( |\Gamma_{F_{1,1}}| \right) & 0 & 0 & 0 \\
0 & \arg \left( |\Gamma_{F_{1,2}}| \right) & 0 & 0 \\
0 & 0 & \arg \left( |\Gamma_{F_{1,3}}| \right) & 0 \\
0 & 0 & 0 & \arg \left( |\Gamma_{F_{1,4}}| \right)
\end{bmatrix}
\]  

(A.3)

and $H_i = [1, 1, 1, 1]^T$. Then, the uncertainties matrices are obtained through (3) as

\[
[\delta F_i \ \delta G_i] = H_i \Delta_i \begin{bmatrix} E_F & E_G \end{bmatrix},
\]

where $\Delta_i$ is a scalar represented by the mass variation.

Figure 13: Global position and steering angle for 200% of overload.
Figure 14: Controller performances for 200% of overload.
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