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ABSTRACT Due to the increase in complexity in autonomous vehicles, most of the existing control systems are proving to be inadequate. Reinforcement Learning is gaining traction as it is posed to overcome these difficulties in a natural way. This approach allows an agent that interacts with the environment to get rewards for appropriate actions, learning to improve its performance continuously. The article describes the design and development of an algorithm to control the position of a wheeled mobile robot using Reinforcement Learning. One main advantage of this approach concerning traditional control algorithms is that the learning process is carried out automatically with a recursive procedure forward in time. Moreover, given the fidelity of the model for the particular implementation described in this work, the whole learning process can be carried out in simulation. This fact avoids damages to the actual robot during the learning stage. It shows that the position control of the robot (or similar specific tasks) can be done without the need to know the dynamic model of the system explicitly. Its main drawback is that the learning stage can take a long time to finish and that it depends on the complexity of the task and the availability of adequate hardware resources. This work provides a comparison between the proposed approach and traditional existing control laws in simulation and real environments. The article also discusses the main effects of using different controlled variables in the performance of the developed control law.

INDEX TERMS Mobile robot, position control, reinforcement learning.

I. INTRODUCTION

Robotics has been very popular over the last few years. Today it is very common to find robots performing different tasks in many areas of our daily lives including social environments, agriculture [1], logistics [2], manufacturing [3], medicine [4], and education [5], just to mention a few of them.

In this context, mobile robots deserve a special mention because of their importance in performing useful tasks. In these kinds of applications, the robot has to navigate in different environments by controlling its own position [6]. This experiment is known as point stabilization or position control of a nonholonomic mobile robot. It deals with the problem of carrying a robot from its current position to a known destination point [7]. It has been addressed in many ways by using different traditional control techniques, such as nonlinear model predictive control [8], back-stepping control with asymptotic stability [9], continuous time-varying adaptive controllers [10], PID controllers [11], etc.

Currently, many efforts are dedicated to improving the existing algorithms by optimizing the trajectories described by the robot when it goes from a starting point to a destination point. With the traditional control approaches in general, a controller is designed by using the model of the system and obtaining its parameters. These parameters can be adjusted using different current techniques. The result is an algorithm, often called control law, that takes the inputs and calculates the action to make the control most efficiently.
On the other hand, Machine Learning (ML) methods in general, obtain a control law from data, or an agent learns how to solve a specific problem adjusting the internal parameters automatically. Most of these algorithms need a learning stage, where the agent learns to solve the problem. Recently, these new paradigms have been applied instead of traditional ones. Using ML technique, this problem can be solved in a different way, and the results can be interesting. See, for example, the application of genetic algorithms [12], neural networks [13], and fuzzy logic [14], among others.

Recently, the authors have published [15], which is an improvement of an existing control law [16] using traditional techniques. The motivation of the present article is to improve the results of the previous work by using artificial intelligence methods, such as Reinforcement Learning (RL) [17]. RL is an area of ML where an agent interacts with the environment to get some rewards for its actions. From this interaction, the agent must learn how to make a specific task finding a balance between the new information obtained from the environment and its current accumulated knowledge [18].

Some works can be found in the literature that apply RL to mobile robots with different applications. For example, in [19], the authors present the control of a two-wheeled mobile robot when its dynamical model is not available. The algorithm builds a performance evaluation function by using its own artificial neural networks to learn online. The simulation results demonstrate that it can successfully achieve self-learning balance control of two-wheeled robot system in a short time. Moreover, in [20], the authors propose an algorithm based on a reinforcement learning agent, for self-adapting multiple low-level PID controllers in mobile robots. For the formulation of the artificial expert agent, they developed an incremental model-free algorithm version of the double Q-Learning algorithm for fast on-line adaptation of multiple low-level PID controllers.

Furthermore, in [21], the authors propose an approach using deep reinforcement learning for the navigation of mobile robots in an unknown environment. With this algorithm, the robot can learn from the environment gradually, and it can navigate to the target destination autonomously using an RGB-D camera. The simulation results show that the mobile robot can reach the desired targets without colliding with any obstacles. Also, in [22] the authors present an approach based on a learning system to control the navigation of a nonholonomic mobile robot in an unknown environment. In this algorithm, the robot learns how to navigate and build a map of the environment. The results are shown with virtual and real experiments.

In [23] the authors provide several approaches to develop trajectory tracking based on ML for a wheeled mobile robot in simulation. In particular, they apply some techniques from RL together with the use of dynamic inversion for the cancellation of nonlinearities, and neural networks as universal approximators for the estimation of the vehicle’s dynamics. Stability of the closed loop system was achieved by the use of an additional supervisory line in the control law. Finally, in [24], the authors present the application of deep reinforcement learning algorithms for mobile robots and formation path planning with a specific focus on reliable obstacle avoidance in constrained maritime environments. The designed RL path planning algorithm is able to solve other complex issues such as the compliance with vehicle motion constraints.

In our case, the robot must implement the point stabilization problem with RL by learning how to reach a target point from its current position. This method is divided into two phases: 1) the learning stage, and 2) operational stage. During the first stage, the robot is trained in simulation to obtain the learning matrix. During the second stage, the robot uses this matrix to carry out the control of its position. The main advantage of this approach with respect to the traditional control algorithms is that the learning process is carried out automatically in a recursive process in a computer. This process is carried out by trial and error, but learning has shown that the system converges to increasingly better behaviour, if the reward function is adequate. The case of using RL is taking a step further and aiming for optimal control, which does not depend on any model. It learns an optimal control law for the plant itself and the current environment. The downside is the time needed for the learning stage, but eventually, it delivers the best possible controller.

The result is a controller that can make a specific task, and no dynamic model of the system is needed. As the learning is carried out online in simulation, the implemented control law allows its continuous improvement even in the real environment. If the model of the robot in simulation is well-adjusted, the controller is directly implemented in the real robot for operation with excellent results. In this way, the damages to the robot can be avoided during the learning stage. Its main drawback is that the learning stage can take a long time to finish, depending on the complexity of the task to solve, and the hardware resources of the computer used to train and obtain the model.

The main goal of this paper is the design, development, and implementation of an algorithm to control the position of a wheeled mobile robot using an RL approach. A summarised list of contributions from this work is as follows: 1) the design and implementation of a control law for point stabilization of a mobile robot based on RL, 2) the implementation of the proposed algorithm in simulation and real environments, including obstacles, 3) the comparison of the results of the new approach with traditional existing control laws, 4) the evaluation of the performance of the proposed control law using performance indexes, and 5) the evaluation of the effect of different controlled variables in the performance of the developed control law.

The remainder of the paper is organized as follows: Section II presents some theoretical aspects about the Reinforcement Learning approach; Section III describes its application to mobile robot position control; Section IV shows and discusses some simulation and experimental results of this research, and Section V presents the main conclusions and future works.
II. REINFORCEMENT LEARNING

Due to the increase in complexity in autonomous vehicles, most of the existing control systems are proving to be inadequate. Reinforcement Learning is gaining traction as it is poised to overcome these difficulties natively. As part of machine learning, RL allows the agent to learn an optimal policy by interacting directly with the environment. The policy has the ability to learn how this particular robot deals with the surroundings, by memorizing combinations of states and actions that deliver higher rewards, defined by a reward function, providing a controller that upon convergence it is an optimal one. In the present work, the robot has two inputs and two outputs, imposing a challenge for the multivariable interactions. This condition limits the performance that classical controllers can achieve. The interaction between the learning algorithm and the system and the flow of the signals involved is depicted in Figure 1.

In this interaction, the Agent that encompasses the learning algorithm, generates the action delivered to the Environment, generally based on a combination purely random values, and values that reflect the learning degree. The system, which is part of the Environment together with the external world, changes its states upon reception of the action. This new state is sent back to the Agent where it is fed into the learning algorithm, and processed using the associated reward, who is an essential part of the algorithm ([17], [18], and [25]).

Based on the principles of Dynamic Programming (MDP), RL assumes that the system can be modeled as a Markov Decision Process, characterized by the relation \( x_{k+1} = f(x_k, u_k) \), and the reward \( r_{k+1} = \rho(x_k, u_k) \), where \( x_k \) is the state of the system, and \( u_k = l(x_k) \) is the control law to be determined in a recursive way. In the present case, both relations, the MDP and the reward function are known or given by the designer. An infinite-horizon return is defined by:

\[
Q(x_0, u_0) = \rho(x_0, u_0) + \sum_{k=1}^{\infty} \gamma^k \rho(x_k, l(x_k)) \\
= \rho(x_0, u_0) + \gamma \sum_{k=0}^{\infty} \gamma^k \rho(x_{k+1}, l(x_{k+1})), \quad (2)
\]

This function captures the degree of goodness for the system to perform the action \((u_0)\) from the state \(x_0\), and then following the policy \(l\). The optimal results is obtained by the maximization of the future reward with \(l^*(x) = \gamma \max_v Q(x, v)\), giving an optimal action-value function \(Q^*(x, v)\). Written recursively, gives:

\[
Q^*(x_k, u_k) = \rho(x_k, u_k) + \gamma \max_v Q^*(x_{k+1}, u_k) \\
= \rho(x_k, u_k) + \gamma \max_v Q^*(f(x_k, u_k), v), \quad (3)
\]

These relations capture the Optimally Principle by showing that future optimal control values are not defined by past optimal control values, but only by the current state. As in Dynamic Programming, this equation solves the optimal problem by conducting recursive computations backward in time. The optimal action \(u\) while in state \(x\) corresponds to the summation of an immediate reward, and the optimal value obtained by the best action in the state reached by using \(u\) previously, under the discount factor. A major breakthrough in these calculations allowed the inversion of the backward-in-time marching to a forward-in-time iterative algorithm, called Q-learning, that asymptotically converges to \(Q^*\), as time \(k\) goes to infinity, replacing any system’s model by the model itself [27] and [28].

As this process is developed in time during the operation of the system, the action-value function is constantly being updated without the need for any backward computation, or the requirement of a mathematical model function \(f\) to predict the behavior of the system. This is done by the system itself while it is interacting with the surroundings. Using \(u_k\), and the transition from \(x_k\) to \(x_{k+1}\), the action-value function is updated as following, with \(0 < \alpha < 1\) a learning rate:

\[
Q^{i+1}(x_k, u_k) = Q^i(x_k, u_k) + \alpha(\rho(x_{k+1}, u_k) \\
+ \gamma \max_v Q^i(x_{k+1}, v) - Q^i(x_k, u_k)) \quad (4)
\]

The Q-learning recursive equation has a familiar interpretation, representing a discrete filter, computing a weighted average between the accumulated knowledge \(Q^i(x_k, u_k)\) and the new data, encapsulated into the temporal-difference \(t^i_D(x_k, u_k)\) by:

\[
Q^{i+1}(x_k, u_k) = \alpha t^i_D(x_k, u_k) + (1 - \alpha)Q^i(x_k, u_k) \quad (5)
\]

with \(t^i_D(x_k, u_k) = \rho(x_{k+1}, u_k) + \gamma \max_v Q^i(x_{k+1}, v) - Q^i(x_k, u_k)\). The initial condition of \(Q\) is either set to zero, i.e. \(Q^0 = 0\) reflecting no prior knowledge, or to the reward function.
Cartesian coordinates is the following \[6\], \[30\] : steering motion to turn. The kinematic model of the robot in rotation between the wheels, so it does not need an additional The robot can change its direction by varying the relative some restrictions known as nonholonomic constraints [29].

are assumed to roll without slipping. These conditions impose perpendicular vectors to the wheels axis. Furthermore, the wheels \(L\) side of its body. The two drive velocities (\(v_L\), \(v_R\)) are the following [6], [30]:

\[ \begin{align*}
\dot{x}_c &= v \cos(\theta) \\
\dot{y}_c &= v \sin(\theta) \\
\dot{\theta} &= \omega,
\end{align*} \]

where \(\theta\) is the heading direction angle of the robot and it is perpendicular to the turning radius (R). The instant linear velocity \(v = (v_L + v_R)/2\) is the average of the linear velocities of the left and right wheels, \(v_L\) and \(v_R\), respectively. The angular velocity \(\omega = (v_L - v_R)/L\) is defined with respect to the \(ICC\) (Instantaneous Center of Curvature), where \(L\) is the distance between the wheels. Naturally, the mobile robot has a maximum linear velocity \(v_{\text{max}}\) and, usually, also a minimum turning radius \(R_{\text{min}}\), i.e., it cannot freely rotate [15].

### B. POSITION CONTROL PROBLEM

This experiment consists of driving a mobile robot from point \(C\) (current position of the robot) to point \(Tp\) (target point), by manipulating its angular (\(\omega\)) and linear (\(v\)) velocities. Note that these velocities are then transformed into speeds for the left and right motors as the robot is a double wheeled one. Figure 2 shows the variables involved in this experiment.

This problem has been widely studied in recent years. Although the kinematic behavior of these robots may seem simple, the nonholonomic constraints introduce a challenging problem when designing a control law. This has been explained in more detail in some of the author’s previous works, [15], [31], and [32]. In regular motion, the differential robot describes a circular trajectory of radius \(R\) with center \(ICC\). The position control algorithm seeks to minimize the orientation error, \(\theta_e = \alpha - \theta\), where \(\alpha\) is the current angle to the target point and \(\theta\) is the current orientation of the robot. At the same time, the robot tries to reduce the distance to the target point (\(d \to 0\)).

Figure 3 shows the block diagram of the control algorithm for this experiment, where the inner dashed square represents the controller and the outer dashed square represents the robot. Note that the Position Sensor is an IPS (Indoor Positioning System), which provides the absolute position and orientation of the robot [5], [33].

Equation (7) calculates the distance \((d)\) and equation (8) calculates the angle to the target point \((\alpha)\). In both cases, the values used for the calculation are the coordinates of \(Tp(x_p, y_p)\) and \(C(x_c, y_c)\). Note that both equations are implemented in the block \(\text{Compute}\).

\[
\begin{align*}
   d &= \sqrt{(y_p - y_c)^2 + (x_p - x_c)^2} \\
   \alpha &= \tan^{-1}\left(\frac{y_p - y_c}{x_p - x_c}\right)
\end{align*}
\]

Taking the time derivative of Eq. 7, 8 and after some mathematical manipulations, the following dynamical system is obtained [15]:

\[
\begin{align*}
   \dot{d} &= -v \cos(\theta_e) \\
   \dot{\theta}_e &= \frac{v}{d} \sin(\theta_e) - \omega.
\end{align*}
\]

With the distance and angle to the destination point, the algorithm must obtain the corresponding angular and linear velocities to reach it, using the implementation of the block \(\text{Control Law}\). This control law can be designed in different ways: see, for example, a traditional approach called here \(Villela\) [16] for short, or the one developed previously by the authors named \(IPC\) [15]. This latter control law is described by Eq. 10.

\[
v = \min \left\{ K_i p(\theta_e) d, v_{\text{max}} \right\},
\]

\[
\omega = K_p \sin(\theta_e) + K_i \int_0^t \theta_e dt,
\]

where, \(p(\theta_e) = 1 - |\theta_e|/\pi\), for \(\theta_e \in [-\pi, \pi]\) and \(K_i\), \(K_p\), and \(K_i\) are tuning parameters of the control law.

### C. MOBILE ROBOT POSITION CONTROL WITH RL

The main idea is to control the mobile robot using RL instead of a traditional control algorithm. To this end, the block \(\text{Control Law}\) has to be replaced with a trained RL model. During the training stage, this algorithm learns how to obtain
the velocities \((v, \omega)\) using distance \((d)\) and angle \((\alpha)\) to the destination point.

For simplicity, the model is trained initially to manipulate only the angular velocity \((\omega)\) depending on the angle error \((\theta_e)\). This means that the linear velocity \((v)\) can be held constant, at a maximum value, while the robot is outside of the docking area. The case that considers the manipulation of both velocities \((v \text{ and } \omega)\) at the same time is also studied here.

As was mentioned before, the process to build the RL control law is divided into two stages. During the first stage, the learning matrix \(Q\) is built. The entries to this matrix are composed of pairs (state, action), which are the states of the robot and its corresponding actions. The state, in this case, is the angle error \((\theta_e)\), and the action (control signal) can be the angular velocity \((\omega)\) of the robot. The other state, distance \(d\), is not presently used in the algorithm. Each pair (state, action) generates the rewards that comprise the matrix \(Q\). These rewards depend on the criterion that wants to be applied for the specific task to solve. In this approach, the criterion is to negatively penalize the absolute deviations of the controlled signal, which are any changes in the error angle of the robot, i.e. \(\rho(x_k, u_k) = -|\theta_e|\).

At the beginning of this stage, the algorithm finds in the matrix \(Q\) the current state of the robot using the current angle error. From this state the robot determines if it advances randomly or if it advances taking into account the principle of switching between exploration (uncharted territory) and exploitation (of current knowledge). The outcome is a value of the angular velocity selected from the actions set, which is then executed by the robot. This process is repeated until a value defined by the user indicates the end of the search. The number of iterations depends on the obtained results and it is adjusted by trial and error. Note that the implementation of the algorithm considers the inclusion of disturbances by the modification of the distance and angle error to the target point after each trial. The idea is to cover different scenarios to improve learning. These disturbances are supplied at the end of each learning run. At this time the accumulated rewards are rewritten into the matrix \(Q\) using equation 4. Figure 4 shows an example of this stage after 5 million iterations.

The blue line represents the trajectory followed by the robot and the red crosses represent the destination points. The red arrow represents the initial position \((0;0)\) and orientation of the robot. As can be seen, when the process starts, the robot has to reach point number 1 from its initial position at the origin. In this part of the learning process, its behavior is mostly random because it is building the matrix \(Q\) using aleatory actions without prior knowledge of the environment. After a big number of trials, the first target is reached.

From point number 1 to point number 2, the built matrix \(Q\) is used to reach this destination point, which means that the robot uses the current knowledge to make that task. For the rest of the target points \((3, 4, 5, 6 \text{ and } 7)\), the process is repeated. Note that for these last targets the behavior of the robot is much more precise, which means that the robot has learned how to go from its current position to a predefined target. Figure 5 shows the resulting matrix \(Q\) after the learning stage of this example for 5 million iterations.

In the case of the use of artificial neural networks for the implementation of RL, i.e. the mapping of the policy function and of the value function, stability is to be achieved upon convergence to the optimal fixed points (\([17]\) and \([23]\)). The present case is based on the Q-learning approach, where an \(n\)-dimensional matrix is obtained during the learning method, so no direct stability analysis is made.

IV. SIMULATION AND EXPERIMENTAL RESULTS

This section shows the results of the application of the Reinforcement Learning algorithm in simulation and experimental environments. The results are compared with the application of the Villela and IPC algorithms for the position control problem. Note that all the experiments are performed with the same initial conditions.

A. SIMULATION RESULTS

This subsection shows the results of the simulation for different tests on various iterations to build the matrix \(Q\). The matrix \(Q\) is obtained in MATLAB during the learning stage, and it is exported to Python (Spyder-Anacoda IDE). The V-REP software is connected to Spyder via Remote API, making it compatible for Python programming. Simulation tests are carried out in V-REP using the KH4VREP VOLUME 8, 2020
library, which has been developed by the authors [33]–[35]. Figure 6 shows a view of the GUI of the library.

In the learning stage, the algorithm builds the matrix $Q$ to learn how to reach the destination point. To this end, the angle error ($\theta_e$) is used to obtain the angular velocity ($\omega$) in order to control the position of the robot. Note that initially, the linear velocity ($v$) is kept constant at its maximum value until the robot reaches the docking area.

The matrix $Q$ is composed of the sets (state, action), where the state is the angle error ($\theta_e$), and the action is the angular velocity ($\omega$). The criterion for obtaining the rewards of matrix $Q$ is to penalize the significant changes in the angle error of the robot and the little changes in the angular velocity of the robot. The states have been divided into 126 regularly spaced values between $-180^\circ$ and $180^\circ$. The actions have been divided into 20 regularly spaced values between $-\pi/2$ and $\pi/2$ in radians per second. Thus, the matrix $Q$ is 2-dimensional, and its size is $126 \times 20$. The procedure to populate the matrix $Q$ (i.e. the learning stage) in MATLAB takes around 20 minutes. Note that, the discretization interval can be reduced arbitrarily. However, it should be considered that the more values the speed and error have, the more complex the Q-matrix becomes, and the training time can increase considerably, with no guarantee that this will result in better system performance.

Figure 7 shows the results of the position control experiment for different algorithms (Villela, IPC, and RL). The lines describe the trajectories followed by the robot for each control law. The initial position of the robot is represented by the black circle at ($-0.4; -0.4$), and the target point is represented by the black cross located at ($0.4; -0.4$).

The initial orientation of the robot is represented by the black arrow and its value is $180^\circ$. In all cases, the initial conditions are the same, which means that the angle error between the initial position of the robot and the target point is $180^\circ$. Note that, the parameters used in the IPC algorithm were finely tuned, then closely giving the best response possible for that kind of controller ($K_v = 0.15$, $K_p = 1.5$ and $K_i = 10^{-5}$).

The continuous blue line represents the control algorithm of Villela. This control law shows the longer trajectory of all the algorithms. On the other hand, the shortest trajectory is shown by the IPC control law, which is represented by the continuous red line. The rest of the dashed lines are the results of the implementation of the RL algorithm for different numbers of iterations of the matrix Q learning stage. For example, RLw2M represents the performance of the implemented control law with the matrix Q after 2 million iterations, and the line RLw8M describes the results of the RL algorithm for 8 million iterations on the learning stage.

As can be seen, when the number of iterations is increased, the trajectory to the destination point is improved, which means that the robot describes a shorter path to reach the target point. Note that all RL trajectories show shorter paths than the Villela algorithm but, all of them are larger than the IPC control law.

Figure 8 shows the distance to the destination point for these experiments. The y-axis represents the distance in meters and the x-axis represents the time in seconds. As can be seen, the distance that takes more time (around 20s) to reach the destination point is the Villela algorithm (continuous blue line).
On the other hand, the IPC distance (continuous red line) needs a shorter period of time (around 13s) to reach the destination. The remaining distances (dashed lines) depict the expected behavior for the RL algorithms. The more iteration has the matrix $Q$, the less time to reach the target point is needed. These results show that the improvements of the trajectories are not only in terms of distance, but also in time. Note that, the difference between the best and the worst trajectory is around 8s, while the difference between the IPC and RLw8M is only 0.05s. Table 1 shows the time to reach the target point for all experiments.

The quality of each control algorithm can be evaluated by using performance indexes. These indexes use the integral of the error, which is, in our case, the distance to the target point. The performance indexes considered in this work are the following: 1) Integral Square Error (ISE), 2) Integral Absolute Error (IAE), 3) Integral time Squared Error (ITSE), and 4) Integral time Absolute Error (ITAE). Note that the last two also include the time in the analysis [36]. Table 2 shows the performance indexes to compare the results of each algorithm. Note that a lower value of the index implies a shorter path.

As can be seen, the IPC algorithm shows the lower value for all indexes, which means that this algorithm has better performance because the trajectory is the shortest. While the RL algorithm shows good performance indexes, they never improve the IPC results mainly due to the RL algorithm only manipulates the angular velocity ($\omega$). That is the reason it never surpasses the IPC algorithm performance no matter the number of iteration in the calculation of the matrix $Q$.

A way to improve the results of the RL algorithm is to include the linear velocity of the robot ($v$) in the learning stage. As in the previous case, the robot learns how to reach the destination point, but in this case, by manipulating the angular velocity ($\omega$) and also, the linear velocity ($v$).

To this end, the matrix $Q$ is composed of the sets $(state, action1, action2)$, and it is also built in the learning stage. In this case, the state is the angle error ($\theta_e$), and the actions are linear ($v$) and angular ($\omega$) velocities. The criterion for obtaining the rewards of matrix $Q$ is to penalize the significant changes in the error angle of the robot and the little changes in the velocities of the robot.

The state is divided into 126 regularly spaced values between $-180^\circ$ and $180^\circ$. The actions have been divided into 20 regularly spaced values between $-\pi/2$ and $\pi/2$ for $\omega$, and divided into 27 regularly spaced values between 0 and 0.08 for $v$. Thus, the matrix $Q$ is 3-dimensional, and its size is $126 \times 20 \times 27$. The procedure of completing the matrix $Q$ in MATLAB is very complicated, and that increases the training time up to two hours.

As can be seen, the IPC algorithm shows the lower value for all indexes, which means that this algorithm has better performance because the trajectory is the shortest. While the RL algorithm shows good performance indexes, they never improve the IPC results mainly due to the RL algorithm only manipulates the angular velocity ($\omega$). That is the reason it never surpasses the IPC algorithm performance no matter the number of iteration in the calculation of the matrix $Q$.

A way to improve the results of the RL algorithm is to include the linear velocity of the robot ($v$) in the learning stage. As in the previous case, the robot learns how to reach the destination point, but in this case, by manipulating the angular velocity ($\omega$) and also, the linear velocity ($v$).

To this end, the matrix $Q$ is composed of the sets $(state, action1, action2)$, and it is also built in the learning stage. In this case, the state is the angle error ($\theta_e$), and the actions are linear ($v$) and angular ($\omega$) velocities. The criterion for obtaining the rewards of matrix $Q$ is to penalize the significant changes in the error angle of the robot and the little changes in the velocities of the robot.

The state is divided into 126 regularly spaced values between $-180^\circ$ and $180^\circ$. The actions have been divided into 20 regularly spaced values between $-\pi/2$ and $\pi/2$ for $\omega$, and divided into 27 regularly spaced values between 0 and 0.08 for $v$. Thus, the matrix $Q$ is 3-dimensional, and its size is $126 \times 20 \times 27$. The procedure of completing the matrix $Q$ in MATLAB is very complicated, and that increases the training time up to two hours.

Figure 9 shows the results of the simulation for the position control of the robot using IPC and RL. For this latter algorithm, the RL considers two cases: RLw (i.e. manipulating only $\omega$), and RLwV (i.e. manipulating both velocities $v$ and $\omega$). As in the previous case, the initial position of the robot is represented by the black circle at ($-0.4; -0.4$). The target point is represented by the black cross located at ($0.4; 0.4$). The initial orientation of the robot is represented by the black arrow and its value is $180^\circ$. The lines describe the trajectories followed by the robot for each algorithm. In the figure, RLw is represented by the black dashed line, RLwV is represented by the red dashed line and the IPC is represented by the solid blue line.

For the RL algorithms, the simulation was performed with the Q matrix of 100 million iterations in both cases. As can be seen, the IPC algorithm shows the shortest trajectory (but not necessarily the fastest) to the target point. As in the previous case, table 3 shows the performance indexes obtained for the IPC algorithm and the RL algorithms.

As can be seen, the performance indexes are very similar. However, the performance indexes IAE, ITSE, and ITAE show better results in the case of RLVw in comparison to the IPC algorithm.
Figure 10 shows the distance to the destination point for these experiments. The y-axis represents the distance in meters and the x-axis represents the time in seconds. The solid blue line represents the control algorithm IPC and the dashed lines represent the RL algorithms.

As can be seen, the RLVw algorithm shows the fastest performance, reaching the target point at 12.85s. The IPC algorithm takes 13.10s to reach the target point. Finally, the longest duration corresponds to RLw with 13.25s. Note that, the maximum peaks of the distance belong to the RL algorithms, even RLVw arrives a few moments before the IPC algorithm. This is because the IPC algorithm has a small delay at the beginning, when it is turning to get the right orientation. Due to the integral action of the IPC controller, the linear speed increases slowly until the robot can modify its orientation.

Once the position of the robot is controlled, it is interesting to add obstacles in the trajectory of the robot and try to avoid them. This problem can be addressed in different ways. In this case, due to the type of proximity sensors of the Khepera IV robot, the well-known Braitenberg algorithm [39] was selected. This algorithm creates a weighted matrix that converts the sensor inputs into motor speeds. This matrix is a two-dimensional array with the number of columns corresponding to the number of obstacle sensors (8) and the number of rows corresponding to the number of motors (2). The weights of the matrix are determined empirically depending on the location of the sensors in the robot [33]. Note that the obstacles avoidance algorithm can be considered as a disturbance in the motors speeds for the control position problem (see figure 3).

Figure 11 shows the obstacle avoidance experiment using the control laws involved in this research. The configuration shows one obstacle in grey color. The robot (solid small circle) starts the motion from position (-0.4; -0.4) with −180° of orientation (represented by the black arrow). The dotted circle represents the vision margin of the object detection sensors used in the Braitenberg algorithm. The robot must reach the target point, which is represented by the black cross situated at (0.4; -0.4).

Figure 12 shows the overall block diagram of the control architecture. The images obtained by the camera are processed by the SwisTrack software (block 3), which obtains the current position and orientation of the robot. After that, the distance and angle error are calculated. The control action (velocities \(v\) and \(\omega\)) are then obtained by applying the RL algorithm (block 5). Finally, these velocities are sent by the WI-FI network to the robot, which updates the left and right motor speeds (block 2).

Figure 13 shows the position control experiment. The initial conditions of the experiments results are the same as in simulation. The blue line represents the Villela algorithm and the brown line represents the IPC control law. The rest of the lines are the results for the implementation of the RLw.
algorithm for different numbers of iterations in the calculation of the matrix Q.

As expected, when the number of iterations is increased, the trajectory to the destination point is improved, which means that the robot describes a shorter trajectory to reach the target point. The experimental results on the increase in the number of iterations of the RL algorithm confirm the results obtained in simulation. The Villela algorithm shows a better performance than the RLw algorithms with few iterations (less than 5 millions of iterations), but RLw cases with higher iterations (5 and 8 millions of iterations) show better results.

Figure 14 shows the results for the distance to the target point. The y-axis represents the distance to the target in meters and the x-axis represents the time in seconds. As can be seen, the results confirm that the best performance corresponds to the IPC algorithm, where the robot reaches the destination point in 18s. In the case of the Villela algorithm, the robot reaches the destination in 25s.

Table 5 shows the time to reach the destination for the algorithms represented in figure 14. As expected, the IPC algorithm shows the best results reaching the destination point in 18.74s. While the RLw2M, RLw5M and RLw8M show better results than Villela algorithm.

Finally, table 6 shows the performance indexes for experimental results with the Villela, IPC and RLw algorithms. As can be seen in the last column, the IPC algorithm has the best performance, showing the lowest values for all errors indexes. The results also show that when increasing the number of iterations for the RLw algorithm, the trajectories are improved. As expected, the RLw algorithm never surpassed the IPC results, due to the reasons exposed in previous section.

V. CONCLUSION

In this paper, an algorithm to control the position of a wheeled mobile robot using Reinforcement Learning has been tested in simulation and experimentally. The proposed algorithm is compared with traditional control approaches.

The results show that the proposed controller is able to perform the point stabilization problem successfully. The trajectories of the robot to the destination point are improved with the increase in the iterations on the learning stage. However, manipulating only the angular velocity (ω), it is not enough to overpass the performance of the IPC algorithm. In order to improve the results, the linear velocity (v) was also included in the RL algorithm. This modification makes the learning process more complex and it also increases the training time, but in turn, it is able to get a better performance than the IPC control law in simulation. The implementation in the experimental environment in the lab shows similar results as in simulation.

| Algorithm | Villela | RLw1M | RLw2M | RLw3M | RLw4M | RLw5M | RLw8M | IPC |
|-----------|---------|-------|-------|-------|-------|-------|-------|-----|
| Time (s)  | 24.58   | 43.21 | 24.49 | 32.50 | 27.16 | 23.51 | 21.84 | 18.74 |

| Algorithm | Villela | RLw1M | RLw2M | RLw3M | RLw4M | RLw5M | RLw8M | IPC |
|-----------|---------|-------|-------|-------|-------|-------|-------|-----|
| IAE       | 13.99   | 12.36 | 20.43 | 12.74 | 11.28 | 5.3   | 8.82  |
| ISE       | 9.99    | 7.77  | 15.3  | 8.7   | 7.34  | 5.3   |
| ITSE      | 73.06   | 53.33 | 167.71| 60.12 | 46.3  | 27.16 |
| ITAE      | 124.12  | 108.53| 256.31| 107.48| 87.97 | 57.61 |
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Future works include the implementation of different control problems in mobile robot using this approach, such as, larger and complex obstacles avoidance, trajectory tracking, master-slaves formation control and consensus algorithm.
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