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Abstract—Machine learning-based methods have achieved successful applications in machinery fault diagnosis. However, the main limitation that exists for these methods is that they operate as a black box and are generally not interpretable. This paper proposes a novel neural network structure, called temporal logic neural network (TLNN), in which the neurons of the network are logic propositions. More importantly, the network can be described and interpreted as a weighted signal temporal logic. TLNN not only keeps the nice properties of traditional neuron networks but also provides a formal interpretation of itself with formal language. Experiments with real datasets show the proposed neural network can obtain highly accurate fault diagnosis results with good computation efficiency. Additionally, the embedded formal language of the neuron network can provide explanations about the decision process, thus achieve interpretable fault diagnosis.

I. INTRODUCTION

In the past few decades, there is a trend that modern equipments are becoming more intelligent, sophisticated, and integrated. The increasing complexity of these equipments demands fault diagnosis of these crucial components to guarantee their safety and reliability [1]. For instance, rolling element bearings are widely used components in modern rotary machines. Their faults may lead to the fatal breakdown of modern machines. Therefore, intelligent fault diagnosis for rolling element bearings is urgently needed to prevent catastrophic failures, enhance safety and reliability, and reduce maintenance costs.

Nowadays, with the increasing volume of industrial data and the rapid development of artificial intelligence (AI) and machine learning (ML) techniques, fault diagnosis for bearings with machine learning algorithms is receiving more and more attention [2]. Compared with traditional fault diagnosis methods, which need human experts to manually extract features or interpret the collected data, fault diagnosis with machine learning algorithms are data-driven. These methods use ML algorithms to learn the features automatically from the collected data, which replaces the tedious feature extraction procedure by experts. Especially in recent years, deep learning (DL) methods have achieved great success in pattern recognition [3], and have attracted intensive attention in the field of fault diagnosis for bearings [4]. Many kinds of neural network structures have been proposed and applied to fault diagnosis, such as deep belief network (DBN) [5], convolutional neural network (CNN) [6], and autoencoder (AE) [7]. Tested on some open-source fault diagnosis datasets, DL-based fault diagnosis methods can usually outperform other methods.

Although the DL-based methods have achieved many successes in fault diagnosis, there are still some remaining issues needed to be tackled associated with them. Usually, these methods consist of three main steps: 1) sensor signal acquisition; 2) feature extraction and selection; 3) fault classification. The DL neural networks are used for steps 2) and 3). The main limitation of these methods in fault diagnosis is that they operate as a black box and are not interpretable, i.e., they do not provide the explanations about how and why they make a decision and reveal the fault mechanism. However, in practice, such interpretations are important since they are useful not only for the trustworthiness of the decision itself but also for further active maintenance.

Many scholars have tried to propose interpretable neural networks to equip the fault diagnosis results with interpretability [8]. Interpretability means understanding and explaining neural network models. However, to the best of our knowledge, there is neither complete theory and method of pure mathematical analysis nor formal mathematical definition for interpretability, at least in the context of DL-based fault diagnosis [9]. To devise an interpretable neural network for intelligent fault diagnosis, most existing works use visualization to connect key explainable features to the decision process and provide a visual and empirical explanation for users. The goal of the interpretation is to obtain trust from the users, by making the users feel the decision made by the network is in line with their understanding of the physical process.

Visualization-based DL can provide initial interpretations, but the interpretations are empirical and not formal, where the users need many numerical experiments and background knowledge to check the relationship between visualization and physical process and approach an interpretation of the results. Moreover, such interpretations are mostly based on only one layer feature of the DL, which cannot provide an explanation about how the decision is made formally. To address these issue, interpretable fault diagnosis based on formal languages has attracted much attention in the field of monitoring [10], [11]. Formal language-based fault diagnosis methods try to use a neural network to learn a formal language, e.g., temporal logic [12] and spectral
temporal logic [10], to describe the fault behaviours among the signals. The learned formal languages can classify the faults, be understood by users, and give an explanation about the results, where the faulty and normal signals can be easily described by a formal but human readable sentences.

Fault diagnosis with formal language has been widely used in monitoring tasks [11] in the past decade, which has achieved great success. However, there are many challenges to apply formal language to interpretable fault diagnosis tasks for existing methodologies. Firstly, many methods assume the structure of formal languages are given or assume the formal languages are constructed with a set of given atomic words, usually defined by experts, but with unknown parameters. As such neural network is used to learn the optimal parameters for the languages, which is not applicable and too conservative for modern complex equipment. Secondly, learning a formal language with neural network only focuses on fault diagnosis performance with testing dataset. Even though the formal language is interpretable, the learning process itself is also a black-box process, which is not fully interpretable as the visualization-based methods, thus cannot provide a formal guarantee for the performance.

To address the aforementioned issues, this paper proposes a new framework to infer formal languages for fault diagnosis of rolling element bearings. In the proposed framework, we do not learn the formal language directly, but the language is embedded in the neural network and encoded by the parameters of the neural network. The proposed neural network is called temporal logic neural network (TLNN). After the network is trained with training data, we can formally map the parameters of the network to a temporal logic formula. Moreover, the activation function of the network is related to the semantics of a formal language, which provides an explanation for the overall network with the formal language. Compared with state-of-the-art methods, our contributions are as follows.

1) We propose a new neural network and its parameters learning method, called TLNN, whose structure can be mapped to a formal language, thus it is interpretable with formal languages.

2) We apply the proposed neural network to fault diagnosis with real data sets, and the results show the proposed neural network can learn temporal logic formulas for fault diagnosis and the network itself can be interpreted with the formulas.

II. PRELIMINARIES

A. Weighted Signal Temporal Logic

Denote $A$ and $B$ to be two sets, and $\mathcal{F}(A, B)$ to be the set of all functions from $A$ to $B$. Denote a time domain to be $\mathbb{D} := \{kT_\tau | k \in \mathbb{Z}_{\geq 0}\}$, then a discrete-time, continuous-valued signal is a function $x \in \mathcal{F}(\mathbb{D}, \mathbb{R}^n)$. For example, $x(t)$ denotes the value of signal $x$ at time $t$. Moreover, we use the terms “signal” and “time series” interchangeably.

**Definition 1.** Signal temporal logic (STL) is a temporal logic defined over signals [11]. Its syntax is defined recursively as:

$$\varphi := \mu | \varphi_1 \land \varphi_2 | \varphi_1 \lor \varphi_2 | \Diamond_{[\tau_1, \tau_2]} \varphi | \Box_{[\tau_1, \tau_2]} \varphi,$$

where $\tau_1 \leq \tau_2$ and $\tau_1, \tau_2 \in \mathbb{Z}_{\geq 0}$ are indexes for time, and $\mu$ is a predicate over a signal, defined as $f(x(t)) \sim c$ with $f \in \mathcal{F}(\mathbb{R}^n, \mathbb{R})$ being a function, $\sim \in \{=, \times\}$, and $c \in \mathbb{R}$ being a constant. The Boolean operators $\lor$ and $\land$ are disjunction (“or”) and conjunction (“and”), respectively. The temporal operators before STL formula $\varphi$, $\Diamond_{[\tau_1, \tau_2]} \varphi$ and $\Box_{[\tau_1, \tau_2]} \varphi$, stand for “eventually” (to be true at least once) formula $\varphi$ being true between time interval $[\tau_1, \tau_2]$ and “always” (to be true all the time) formula $\varphi$ being true between time interval $[\tau_1, \tau_2]$, respectively.

In practice, using temporal logic to describe the behaviors of a system involves using a set of sub-specifications with different importance or priorities. The expressiveness of traditional STL with the quantitative semantic defined in [13] does not allow for specifying such priorities, since all the sub-specifications are equally important. Moreover, the satisfaction status of traditional STL depends on critical points of the signal under investigation, caused by min and max operators, which is sensitive to noise and not differentiable, thus restricting the application of STL to dynamical systems in noisy environments. To address these issues, assigning different weights to different sub-specifications has been proposed in [14]–[17]. These extensions of STL can be generalized as weighted STL (wSTL), the syntax of which can be defined as follows.

**Definition 2.** (wSTL Syntax [14]) The syntax of wSTL is modified from that of the traditional STL as follows:

$$\varphi := \mu | \neg \varphi \land w_{i=1:N} \varphi_i | \lor w_{i=1:N} \varphi_i | \Diamond^{w_i}_{[\tau_1, \tau_2]} \varphi | \Box^{w_i}_{[\tau_1, \tau_2]} \varphi,$$

where the predicate $\mu$ and all the Boolean and temporal operators have the same semantics as in STL, except that there exists a weight $w_i$ assigned to each sub-formula $\varphi_i$ and $w = [w_i]_{i=1:N} \in \mathbb{R}_{\geq 0}^n$.

wSTL is also equipped with quantitative semantics as STL, which are defined as follows.

**Definition 3.** Given a wSTL formula $\varphi$ and a signal $x$, the weighted robustness degree $\rho^w(x, \varphi, t)$ at time $t$ is recursively defined as follows:

$$\rho^w(x, f(x), c, t) := \frac{\mu}{\varphi} f(x(t)) - c,$$

$$\rho^w(x, f(x), c, t) := \frac{\mu}{\varphi} (c - f(x(t))),$$

$$\rho^w(x, \neg \varphi, t) := -\rho^w(x, \varphi, t),$$

$$\rho^w(x, \lor \varphi_1, \varphi_1, t) := g^w(w_i | \rho^w(x, \varphi_1, \varphi_1, t)|_{i=1:N}),$$

$$\rho^w(x, \land \varphi_1, \varphi_1, t) := g^w(w_i | \rho^w(x, \varphi_1, \varphi_1, t)|_{i=1:N}),$$

$$\rho^w(x, \Box^{w_i}_{[\tau_1, \tau_2]} \varphi, t) := g^w(w_i | \rho^w(x, \varphi, t)|_{t \in [t+\tau_1, \tau_2]}),$$

$$\rho^w(x, \Diamond^{w_i}_{[\tau_1, \tau_2]} \varphi, t) := g^w(w_i | \rho^w(x, \varphi, t)|_{t \in [t, t+\tau_1]}),$$

where $g^w : \mathbb{R}_{\geq 0} \times \mathbb{R}^N \rightarrow \mathbb{R}$, $g^v : \mathbb{R}_{\geq 0} \times \mathbb{R}^N \rightarrow \mathbb{R}$, $g^\Box : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \times \mathbb{R}^N \rightarrow \mathbb{R}$, $g^\Diamond : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \times \mathbb{R}^N \rightarrow \mathbb{R}$, are activation functions associated with $\land, \lor, \Box$ and $\Diamond$ operators, respectively. The activation functions $Y = (g^\land, g^\lor, g^\Box, g^\Diamond)$ define the robustness degree of wSTL and determine the properties of wSTL, e.g., soundness as defined in [14].
III. TEMPORAL LOGIC NEURAL NETWORK

This section introduces the structure of a multiple-input single-output temporal logic neural network (TLNN). Fig. 1 shows the proposed five-layer TLNN structure. The proposed TLNN maps a signal $x = x(0), \cdots, x(t), \cdots, x(n)$ to a weighted robustness degree with the wSTL formula embedded in the neural network. The detailed mathematical functions of each layer are introduced hereinafter.

**Layer 1 (Input layer):** This layer contains $n$ neurons, where $n$ is the length of the signal. Each neuron has $M$ output values, where $M$ is the number of predicates encoded by the neural network. The $i$th output value for the neuron $t$, denoted as $o_i(t)$ and defined as:

$$o_i(t) = x(t), i = 1, 2, \cdots, M, t = 0, 1, \cdots, n$$

where the input signal is $x = x(0), x(1), \cdots, x(n)$.

**Layer 2 (Predicate layer):** Each neuron in this layer is a mapping function that generates a predicate in (2), which is defined as:

$$\mu_i(t) = f(x(t)) - W_i^1(t)$$

where $W_i^1(t)$ is the weight assigned to the $i-th$ output of neuron $t$. In this paper, based on the syntax and semantics of wSTL, the weight vector $W_i^1 = [W_i^1(1), W_i^1(2), \cdots, W_i^1(M)]$ for each neuron to be the same, i.e., $W_i^1(1) = W_i^1(2), \cdots, W_i^1(n)$.

**Layer 3 (Atomic formula layer):** This layer defines M atomic formulas (sub-formulas) that construct the final wSTL formula. This layer consists of four types of neurons, i.e., “always” neuron, “eventually”, “eventually always” neuron, and “always eventually”, respectively. Each neuron defines a formula with the form $\square_{[\tau_1, \tau_2]} \varphi^i$, $\Diamond_{[\tau_1, \tau_2]} \varphi^i$, $\square_{[0, \tau_0]} \Diamond_{[\tau_1, \tau_2]} \varphi^i$ or $\Diamond_{[0, \tau_0]} \square_{[\tau_1, \tau_2]} \varphi^i$. The activation functions are chosen from $(g^a, g^v, g^u, g^d)$ as defined in the weighted robustness degree definition and their combinations. The encoder maps the inputs from layer 2 to a temporal interval $[\tau_1, \tau_2]$, and the decoder maps the interval to a matrix $W$ that will be used by the activation function, which will be described in detail next.

(1) $\square_{[\tau_1, \tau_2]} \varphi^i$: In this case, the encoder is a two-layer feed-forward neuron network followed by a quantization operator. Denote the input to the encoder for the $i-th$ neuron in layer 3 as $\rho_2^2 \in \mathbb{R}^{1 \times n}$, then the output of this neuron is

$$\left[ \begin{array}{c} h_1 \\ h_2 \end{array} \right] = E(\theta_e, \rho_2^2)$$

where $\theta_e$ is the parameter of the encoder, $h_1, h_2 \in \mathbb{R}$ are the two values that encode the time interval and $\rho_2^2$ is the robustness from Layer 2. Since we assume discrete time values, the time interval should be quantized into integer values with the quantization operator $Q_Z(h)$ defined in [18]. Given the bit width $b$ and the real value $h$, which is in the range $(l, u)$, the complete quantization process can be defined as:

$$Q_Z(h) = \text{round}(\frac{h}{\Delta})$$

where the original range $(l, u)$ is divided into $2^b - 1$ intervals $P_i, i \in [0, 1, \cdots, 2^b - 1]$, and $\Delta = \frac{u - l}{2^b - 1}$. The derivative of the quantization function is zero almost everywhere, which makes the training process unstable and decreases the learning accuracy. To address this issue, the soft quantization is used during training process as follows.

$$Q(x) = \begin{cases} l, x < l \\ u, x > u \\ l + \Delta(i + \frac{x(u + 1)}{2}), x \in P_i \end{cases}$$

where $l$ and $u$ are the lower and upper bounds of the quantization. $P_i$ is a quantitative interval and $\kappa(h)$ is a differentiable asymptotic function that has good approximation performance, defined as

$$\kappa(x) = \frac{1}{\tanh(0.5k\Delta)} \tanh(k(x - l - (i + 0.5)\Delta))$$

where $k$ is a coefficient that determines the shape of the asymptotic function. Then the time interval is defined as $\tau_1 = Q_Z(h_1)$ and $\tau_2 = Q_Z(h_1) + Q_Z(h_2)$, where the lower and upper bounds are set to 0 and $n$, respectively.

The decoder is also a two-layer feed-forward neural network followed by a mapping. The output of the decoder is a vector $W^2 \in \mathbb{R}^{n \times 1}$, and the $j-th$ element of is defined as

$$W_j^2 = D(\theta_d, [\tau_1, \tau_2])_j$$

where $D(\theta_d, [\tau_1, \tau_2])$ is the output of the feed-forward neural network and $\theta_d$ is the parameters of the decoder network.

With the output of layer 2 and the output of the autoencoder, the activation function can be defined as:

$$g^a(\rho^2, W^2) = \rho^w(x, \square_{[\tau_1, \tau_2]} \rho^2_i, t)$$

where $\rho^w(x, \square_{[\tau_1, \tau_2]} \rho^2_i, t)$ is defined in (15), which is inspired by the arithmetic-geometric integral mean robustness in
[17]. In (15), \([q]^+ = q, q > 0\)
\(0\) otherwise and \([q]^− = −[−q]^+\),
where \(q : \mathbb{R}^n \rightarrow \mathbb{R}\) is a real function and \(q = \cdots \) denotes the weight between the \(i\)-th neuron in layer
3 to the \(j\)-th neuron in layer 4, where \(i \in 1, \ldots, M\) and

\[
\rho^w(x, \partial_{[r_1, r_2]} W^2) = \rho^w(x, \partial_{[r_1, r_2]} W^2)_{\mu^i}, t)
\]

(11)
where \(\rho^w(x, \partial_{[r_1, r_2]} W^2)_{\mu^i}, t)\) is defined in (15).

(3) \(\partial_{[0, \tau_0]} \partial_{[r_1, r_2]} \mu^i\): In this case, the decoder maps the
time interval \([r_1, r_2]\) to a vector \(W^2 \in \mathbb{R}^{n \times 1}\), and the \(j\)-th element can be defined as:

\[
W^2_j = D(\theta_d, [r_1, r_2])_j
\]

Then the activation function can be defined as:

\[
g_\Box(\rho^w_2, W^2) = \rho^w(x, \partial_{[0, \tau_0]} \partial_{[r_1, r_2]} \mu^i, t),
\]

(13)
where \(\rho^w(x, \partial_{[r_1, r_2]} W^2)_{\mu^i}, t)\) is recursively defined in (15) and \(I \in \mathbb{R}^{n + 1}\) is a vector whose entities are 1.

(4) \(\partial_{[0, \tau_0]} \partial_{[r_1, r_2]} \mu^i\): In this case, the decoder also maps the
time interval to a matrix \(W^2\) as the case in

\[
g_\Box(\mu^i, W^2) = \rho^w(x, \partial_{[0, \tau_0]} \partial_{[r_1, r_2]} \mu^i, t),
\]

(14)
where \(\rho^w(x, \partial_{[r_1, r_2]} W^2)_{\mu^i}, t)\) is recursively defined in (15) and \(I \in \mathbb{R}^{n + 1}\) is a vector whose entities are 1.

Layer 4 (Formula reduction layer): This layer includes an “and” neuron and an “or” neuron. The “and” neuron performs a logic “and” operation of its inputs, and the “or” neuron performs a logic “or” operation of its inputs, respectively. Denote the output from Layer 3 is a vector \(\rho^3 = [\rho_1^3, \ldots, \rho^3_M]\), the activation function for the “and” neuron is defined as:

\[
g_\Box(\rho^3, W^3) = \left\{ \begin{array}{ll}
\sqrt[2]{\sum_{i=1, \ldots, N} [W^3_i \rho^3_i^+]} - 1, & \forall i, o_i > 0 \\
\frac{1}{2} \sum_{i=1, \ldots, N} [W^3_i \rho^3_i^-], & \text{otherwise}
\end{array} \right.
\]

where \(W^3\) is the parameter for the connections between Layer 3 and Layer 4, and \(W^3_i\) is the \(i\)-th element of \(W^3\).

Then the activation function for “or” neuron can be defined accordingly as:

\[
g_\Box(\rho^4, W^4) = \left\{ \begin{array}{ll}
\sqrt[2]{\sum_{i=1, \ldots, N} [W^4_i \rho^4_i^+]} - 1, & \forall i, o_i > 0 \\
\frac{1}{2} \sum_{i=1, \ldots, N} [W^4_i \rho^4_i^-], & \text{otherwise}
\end{array} \right.
\]

Layer 5 (Output layer): The output layer has only one “and” neuron and performs a logic “and” of the two outputs of layer 4. The activation function of this layer can be defined as:

\[
g_\Box(\rho^4, W^4) = \left\{ \begin{array}{ll}
\sqrt[2]{\sum_{i=1, \ldots, N} [W^4_i \rho^4_i^+]} - 1, & \forall i, o_i > 0 \\
\frac{1}{2} \sum_{i=1, \ldots, N} [W^4_i \rho^4_i^-], & \text{otherwise}
\end{array} \right.
\]

where \(W^4\) is the parameters for the connections between Layer 4 and Layer 5. With the definitions of the activation function, we have the following theorem.

\[
\rho^w(x, \partial_{[0, \tau_0]} \partial_{[r_1, r_2]} \phi, t) \quad : \quad \left\{ \begin{array}{ll}
\sqrt[2]{\sum_{i=1, \ldots, N} [W^0_i \rho^w(x, \phi, t)]} & \forall \tau \in [t_r, t_f] \ni \rho^w(x, \phi, t) > 0 \\
\frac{1}{2} \sum_{i=1, \ldots, N} [W^0_i \rho^w(x, \phi, t)] & \text{otherwise}
\end{array} \right.
\]

(15)

(Soundness): Denote the embedded wSTL formula of the
TLNN to be \(\varphi\) and the output of the network to be
\(\text{TLNN}(\Theta, x)\), where \(\Theta\) is the set of parameters for the
network, then we have

\[
\text{TLNN}(\Theta, x) \geq 0 \Leftrightarrow \rho^w(x, \varphi, t) \geq 0 \Rightarrow x \models \varphi,
\]

\(\text{TLNN}(\Theta, x) < 0 \Leftrightarrow \rho^w(x, \varphi, t) < 0 \Rightarrow x \not\models \varphi.
\]

Proof: (sketch) Note that the weights are not directly
applied to the signals, but combined with the robustness of
predicates or atomic formulas, thus the weights soundness
property of traditional STL. Thus the soundness property is
preserved.

IV. TLNN LEARNING

This section introduces the learning method of TLNN.
Initially, there exists only one neuron in layer 3. More
neurons can be added based on simultaneous structure and
parameter learning. The python code of TLNN can be found
at https://github.com/datagangchen/TLNN.

A. Structure Learning

The online structure learning is based on the importances
of the neurons. The output of layer 5 and weights of layer
4 are used to determine whether a new neuron should be
generated. The structure-learning algorithm for the TLNN
can be described in two steps: neuron reduction and increase.

Neuron reduction: Neuron reduction is performed in layer
4, where we define a threshold \(w_{th}\) for the weights between
layer 3 and layer 4. Denote the weight vector is \(W^3\) and
\(W^3_{i,j}\) denotes the weight between the \(i\)-th neuron in layer
3 to the \(j\)-th neuron in layer 4, where \(i \in 1, \ldots, M\) and
Then the neuron reduction step can be described as follows:

\[
W_{3,j}^i = \begin{cases} 
0, & \text{if } W_{3,j}^i < w_{th} \\
W_{3,j}^i, & \text{if } W_{3,j}^i \geq w_{th}
\end{cases}
\]

(17)

**Neuron increase:** It is possible that the neural network cannot approach a good result with the current neurons. In this case, we need to add more neurons to the network to increase its expressiveness. Here we define a threshold for the cost function defined over the output result of layer 5. The cost function is defined as:

\[
C = \frac{1}{|D|} \sum_{(x,y,y_d) \in D} (y - y_d)^2
\]

where \(D\) represents the data set, which has the form \((x, y, y_d)\). \(x\) denotes the signal, \(y\) denotes the output from the TLNN at layer 5, and \(y_d\) denotes the desired output, respectively. Given a threshold \(c_{th}\), when \(C > c_{th}\), a new neuron will be added to layer 3. The type of which is randomly chosen from four kinds of atomic formula.

**B. Parameter Learning**

The parameter learning step is performed simultaneously to the structure-learning step. The gradient descent algorithm is used to train the parameters of the network at each time when an incoming sample is given, which is suitable for a supervised method. The aim of the learning process is to minimize the error function

\[
L = \frac{1}{2} (y - y_d)^2
\]

Next, we describe the antecedent parameter learning for TLNN based on the gradient descent algorithm as follows. Let \(\theta\) denote the antecedent parameter that need to be trained, then \(\theta\) should be updated at \(k - th\) step as

\[
\theta(k + 1) = \theta(k) - \eta \frac{\partial L}{\partial \theta(k)}
\]

(20)

where \(\eta\) is a learning coefficient in the range \([0, 1]\) and \(\theta\) can be any parameter of the network. The network can be trained with stochastic gradient decent (SGD).

**V. CASE STUDIES**

In this section, we will evaluate the performance of our TLNN for fault diagnosis and interpretation with experimental data over a set of rolling element bearings. The rotational machine under study is a rolling-element bearing test-rig, which has been used in [19]. To collect the faulty signals of rolling element bearings, the electrical-discharge machining method was used to introduce single pitting faults. The faults are added to the surface of the race or the rolling body of a series of rolling element bearings (one type of fault for each). The signals are collected with the shaft speed being fixed and the sampling rate is 12 kHz.

During the experiment, we introduce three kinds of faults to the bearings, i.e., rolling element fault, inner race fault, and outer race fault. Then we collect data for four conditions of the bearings, i.e., rolling element fault, inner race fault, outer race fault, and normal bearing. After all the data has been collected, 220 signal samples with length 1024 for each condition were used for demonstration (880 pieces in all). To obtain the input signals for TLNN, we first decompose the signals with wavelet package transform at level two, then we calculate the second temporal moment with the Matlab embedded function for each piece of the signals. With the second temporal moment for each decomposed signal, we connect the decomposed signals into one and sample the obtained signals to get a shorter signal, which has a length of 128. Therefore, we have 220 samples for each bearing condition. Then we construct the labelled training and testing set. The positive training set for inner fault includes 110 samples from inner fault signals. The labels of which are 1, and the negative set includes 90 samples from the other three conditions (30 samples for each). The labels of which are −1. Then the training set for the other two conditions is constructed accordingly. The positive testing set for inner fault includes the rest of 110 samples from inner fault signals, and the negative testing set includes 90 samples from the other three conditions (30 samples for each). We construct the training and testing sets for each fault independently and accordingly.

![Fig. 2. Average robustness degree and its variance obtained for each training epoch among testing data sets with the TLNN.](image)

Table I shows the learning results of the TLNN for the four conditions, where the weights are omitted since they do not help interpret the faults. The formulas can be seen as the interpretation of the faults. For example, for the inner race fault, the formula \(\phi_1\) can be read “eventually within \([0, 5]\), always within \([58, 66]\), the signals should be larger than or equal to 0.05, and always within \([14, 31]\), the signals should be smaller than 0.3, and always within \([45, 52]\), the signals should be smaller than 0.04.” The other faults can be interpreted in the same way. The visualization of these formulas can be found in Fig. 3-6, where the blue signals are positively labelled, and red signals are negatively labelled, and the blue signals should avoid the yellow regions but reach the green regions. Note that the trajectories are not time series, but spectral of the signals. Here we can consider the frequency as time and use index values to map the signals to values, such that the TLNN can be applied. Moreover, Fig. 3-6 only show a portion of the data set for better visuals.
### Table I

| Fault Type         | Interpretation                                                                 | Robustness Degree | Error Rate |
|--------------------|-------------------------------------------------------------------------------|-------------------|------------|
| Inner Race         | $\varphi_I = \Diamond_{[0.5]} \Diamond_{[01,31]}(x < 0.05) \land \Diamond_{[14,31]}(x < 0.3) \land \Diamond_{[45,52]}(x < 0.04)$ | Training: 0.0012  | Testing: 0.0082 |
| Outer Race         | $\varphi_O = \Diamond_{[0.68]}(x < 0.1) \land \Diamond_{[44,50]}(x < 0.08) \land \Diamond_{[18,20]}(x < 0.3)$ | Training: 0.0022  | Testing: 0.0030 |
| Rolling Element    | $\varphi_R = \Diamond_{[0.5]} \Diamond_{[20,25]}(x < 0.1) \land \Diamond_{[0.5]}(x < 0.3)$ | Training: 0.0022  | Testing: 0.0045 |
| Normal             | $\varphi_N = \Diamond_{[0.5]}(x < 0.1) \land \Diamond_{[0.1]}(x < 0.12)$ | 0.043             | 0.011      |

The learned wSTL formulas have some components denoting the signals that are larger than some values within some time intervals, and showing that the occurring of fault conditions will lead to a larger value for the energy at the time within these intervals. Moreover, different faults will have different concentration patterns in the frequency domain. Namely, the wSTL formulas denote a sequence of impulse energies. Since the fault mechanism of rolling-element bearing is that the impulse energy comes from the strikes of rollers on the fault surface and excites the striking response of the bearing system, which means our wSTL formula reveals the same knowledge of the fault mechanism. With this knowledge, human maintainers know that avoiding energy concentration by adding lubrication will reduce the risk of system failure.

Table I also shows the average faults diagnosis results for the experimental data with the learned wSTL formulas among 10 trails, in which the robustness and error rate are used as the metrics. Note that a formula with a positive robustness indicates it diagnoses the fault correctly. On the contrary, a formula with negative robustness may lead to misdiagnosis. For example, the outer race has a negative robustness among the testing data sets, therefore leading to the misdiagnosis in Table I, which may be caused by the noise or the differences of fault patterns or distribution between training and testing data. Our results not only show that our method can find the wSTL formulas that are in line with the failure mechanisms of rolling element bearing, but also achieve a fault diagnosis error that is less than 5% with the test data set. Moreover, the increase of robustness may not lead to a decrease in error rate, since we can only guarantee that positive robustness leads to a zero error rate.
In the second experiment, we further investigate the properties of our method by conducting a comparison experiment with the state-of-the-art formal logic-based methods, in which we compare the performance between our method and the temporal logic-based method in [20] and frequency temporal logic method (FTL) in [10] over the rolling element fault case. In this experiment, we check the performance of these methods at 20, 40, 60, and 80 minutes during the training process. The results are shown in Table II, which shows that our method and the method in [20] can achieve zero miss-classification rate within 40 minutes, while the method in [10] cannot fully diagnose the faults correctly. [20] can obtain a good performance since it searches along with a predefined order for the optimal formulas. When the length of the formula is small, it can obtain a good performance. The method in [10] tries to use a Gaussian Process to approximate the robustness degree function, which is a hard task due to the non-convex and non-smooth properties of the robustness degree function. Therefore, [10] cannot reach a good performance within a limited time. Moreover, the robustness degree obtained with the proposed method is usually larger than the other two, since the TLNN tried to approximate the target value, which is 1, while the other methods tried to find a positive robustness. In the other word, the robustness obtained in this paper does not reveal how much the signals satisfy the wSTL formula. However, we can ignore the weights in wSTL, which leads to an STL formula, and calculate the robustness for the obtained STL formula to find how much the signals satisfy the formula.

| Method | Time (min) | Error Rate | Robustness |
|--------|-----------|------------|------------|
|        | 20        | 40         | 60         | 80         |
| Proposed Method | 0.005/0.0014 | 0.0000/241 | 0.000/0.412 | 0.000/0.552 |
| FTL [10] | 0.31/0.312   | 0.135/0.213 | 0.050/0.0016 | 0.015/0.0003 |
| Temporal Logic [20] | 0.329/0.343   | 0.250/0.115 | 0.010/0.012 | 0.000/0.023 |

TABLE II

VI. CONCLUSIONS

This paper introduces a novel neural network, the TLNN, designed for interpretable fault diagnosis of rolling element bearings. The TLNN retains the powerful characteristics of traditional neural networks while embedding a formal temporal logic structure, making it both accurate and interpretable. The experiments with real-world datasets demonstrate that TLNN achieves high diagnostic accuracy and computational efficiency. Moreover, the formal language embedded in the network provides a transparent and explainable decision-making process.

The proposed method bridges the gap between performance and interpretability, which is crucial in safety-critical applications. Given the widespread use of formal language in safety-critical systems, the framework laid out in this paper opens avenues for future advancements in system monitoring and control. Future work can further explore extending the network to more complex systems and refining the formal logic structure to enhance both accuracy and interpretability.

REFERENCES

[1] G. Chen, J. Yuan, Y. Zhang, H. Zhu, R. Huang, F. Wang, and W. Li, “Enhancing reliability through interpretability: A comprehensive survey of interpretable intelligent fault diagnosis in rotating machinery,” IEEE Access, 2024.

[2] H. Jiang, H. Zhu, J. Yuan, Q. Zhao, and J. Chen, “A dual-level adaptation framework for multichannel cross-condition fault diagnosis,” IEEE Transactions on Instrumentation and Measurement, 2024.

[3] I. Goodfellow, Y. Bengio, A. Courville, and Y. Bengio, Deep learning. MIT press Cambridge, 2016, vol. 1, no. 2.

[4] M. He and D. He, “Deep learning based approach for bearing fault diagnosis,” IEEE Transactions on Industry Applications, vol. 53, no. 3, pp. 3057–3065, 2017.

[5] H. Shao, H. Jiang, H. Zhang, and T. Liang, “Electric locomotive bearing fault diagnosis using a novel convolutional deep belief network,” IEEE Transactions on Industrial Electronics, vol. 65, no. 3, pp. 2727–2736, 2017.

[6] D. Zhao, T. Wang, and F. Chu, “Deep convolutional neural network based planet bearing fault classification,” Computers in Industry, vol. 107, pp. 59–66, 2019.

[7] Z. Chen and W. Li, “Multisensor feature fusion for bearing fault diagnosis using sparse autoencoder and deep belief network,” IEEE Transactions on Instrumentation and Measurement, vol. 66, no. 7, pp. 1693–1702, 2017.

[8] B. Zhao, C. Cheng, G. Tu, Z. Peng, Q. He, and G. Meng, “An interpretable denoising layer for neural networks based on reproducing kernel hilbert space and its application in machine fault diagnosis,” Chinese Journal of Mechanical Engineering, vol. 34, no. 1, pp. 1–11, 2021.

[9] Z.-b. Yang, J.-p. Zhang, Z.-b. Zhao, Z. Zhai, and X.-f. Chen, “Interpreting network knowledge with attention mechanism for bearing fault diagnosis,” Applied Soft Computing, vol. 97, p. 106829, 2020.

[10] G. Chen, M. Liu, and J. Chen, “Frequency-temporal-logic-based bearing fault diagnosis and fault interpretation using bayesian optimization with bayesian neural networks,” Mechanical Systems and Signal Processing, vol. 145, p. 106951, 2020.

[11] G. Chen, P. Wei, H. Jiang, and M. Liu, “Formal language generation for fault diagnosis with spectral logic via adversarial training,” IEEE Transactions on Industrial Informatics, DOI: 10.1109/TII.2020.3040743, 2020.

[12] J. V. Deshmukh, A. Donzé, S. Ghosh, X. Jin, G. Juniwala, and S. A. Seshia, “Robust online monitoring of signal temporal logic,” Formal Methods in System Design, vol. 51, no. 1, pp. 5–30, 2017.

[13] G. Chen, M. Liu, and Z. Kong, “Temporal-logic-based semantic fault diagnosis with time-series data from industrial internet of things,” IEEE Transactions on Industrial Electronics, vol. 68, no. 5, pp. 4393–4403, 2020.

[14] N. Mehdipour, C.-I. Vasile, and C. Belta, “Specifying user preferences using weighted signal temporal logic,” IEEE Control Systems Letters, vol. 5, no. 6, pp. 2006–2011, 2020.

[15] P. Varnai and D. V. Dimarogonas, “On robustness metrics for learning STL tasks,” in 2020 American Control Conference (ACC). IEEE, 2020, pp. 5394–5399.

[16] Y. Gilpin, V. Kurtz, and H. Lin, “A smooth robustness measure of signal temporal logic for symbolic control,” IEEE Control Systems Letters, vol. 5, no. 1, pp. 241–246, 2020.

[17] N. Mehdipour, C.-I. Vasile, and C. Belta, “Arithmetic-geometric mean robustness for control from signal temporal logic specifications,” in 2019 American Control Conference (ACC). IEEE, 2019, pp. 1690–1695.

[18] J. Gong, X. Liu, S. Jiang, T. Li, P. Hu, J. Lin, F. Yu, and J. Yan, “Differentiable soft quantization: Bridging full-precision and low-bit neural networks,” in Proceedings of the IEEE/CVF International Conference on Computer Vision, 2019, pp. 4852–4861.

[19] H. Jiang, J. Chen, G. Dong, T. Liu, and G. Chen, “Study on hankel matrix-based svd and its application in rolling element bearing fault diagnosis,” Mechanical Systems and Signal Processing, vol. 52, pp. 338–359, 2015.

[20] Z. Kong, A. Jones, and C. Belta, “Temporal logics for learning and detection of anomalous behavior,” IEEE Transactions on Automatic Control, vol. 62, no. 3, pp. 1210–1222, 2016.