Abstract—It is common to have continuous streams of new data that need to be introduced in the system in real-world applications. The model needs to learn newly added capabilities (future tasks) while retaining the old knowledge (past tasks). Incremental learning has recently become increasingly appealing for this problem. Task-incremental learning is a kind of incremental learning where task identity of newly included task (a set of classes) remains known during inference. A common goal of task-incremental methods is to design a network that can operate on minimal size, maintaining decent performance. To manage the stability-plasticity dilemma, different methods utilize replay memory of past tasks, specialized hardware, regularization monitoring etc. However, these methods are still less memory efficient in terms of architecture growth or input data costs. In this study, we present an effective Simple Adjustment Network (SAN) for task incremental learning that achieves near state-of-the-art performance while using minimal architectural size without using memory instances compared to previous state-of-the-art approaches. We investigate this approach on both 3D point cloud object (ModelNet40) and 2D image (CIFAR10, CIFAR100, MiniImageNet, MNIST, PermutedMNIST, notMNIST, SVHN, and FashionMNIST) recognition tasks and establish a strong baseline result for a fair comparison with existing methods. On both 2D and 3D domains, we also observe that SAN is primarily unaffected by different task orders in a task-incremental setting.

I. INTRODUCTION

Task-incremental learning is a brain-inspired process to incrementally learn a set of tasks without forgetting previously known knowledge. Each task includes several classes, and task identities remain known during the testing stage. For example, a vehicle detection system may need to adapt itself to detect pedestrians, trees, buildings, etc., as a new task in addition to vehicles. Instead of training from scratch, task-incremental learning augments the new knowledge without compromising the past experience. It is an active research area in continual or lifelong learning. This paper proposes a simple yet effective method for task-incremental learning that can serve as a strong baseline while developing any technique.

The main challenge of task-incremental learning is to maintain a reasonable performance using a small model size (i.e., less trainable parameters). In doing so, recent approaches apply different strategies for task-incremental learning. (1) Replay memory: Methods like [1], [2], [3], [4], [5], [6] store multiple samples from previous tasks while learning a new task to control catastrophic forgetting. It increases the architecture size because the memory grows exponentially with the number of tasks upraises. (2) Specialized architectures: Some methods increase the capacity of the network by employing specialized architectures like autoencoders. For example, [7] uses autoencoders during testing to examine representations of previous tasks and select experts for specific tasks. It requires a significant amount of time to train, and it also increases the inference time. (3) Regularization based methods [8], [9], [10] adapt the new incremental data by regularizing changes to parameters for upcoming tasks. Although this method does not require additional replay memory, it requires continuous parameter observation and the learning rate adjustment that is computationally expensive and time-consuming. This paper addresses the accuracy and model size trade-off using a Simple Adjustment Network (SAN), bypassing the complex strategies used in earlier work. Fig. 1 provides an accuracy vs. model size comparison among existing methods. SAN (Ours) attains a perfect accuracy-size trade-off even without reply memory examples.

Fig. 1: Accuracy vs. model size comparison among existing and SAN (Ours) method on the 20-split Minilimagenet dataset. SAN (Ours) attains a perfect accuracy-size trade-off even without reply memory examples.
has three main components: the backbone, simple adjustment network, and classifier. For the first task, we train the entire network using the training data of the first task. The following incremental tasks use the trained backbone and classifier on the first task and only learn the adjustment layers for all upcoming tasks. Freezing the rest of the network makes the training process simple, efficient, and compact. Moreover, SAN does not require any episodic memory or examples to revise previous data to avoid forgetting. As task-incremental learning allows using task identity during inference time, the model selects a specific adjustment network trained for that task. Despite its simplicity, this approach can compete with the most complex works of task incremental learning. Hence, in terms of performance, architecture size, runtime and catastrophic forgetting, SAN can serve as the baseline for task-incremental learning. We validate our proposal using both 2D image and 3D point cloud datasets. Our experiments show consistent results beating many state-of-the-art methods (PNN [11], HAT [10], ER-RES [2], A-GEM [12], ACL [13] and UCB [9]) of task-incremental learning. In summary, the contributions are:

- We propose a novel and simple yet effective baseline approach for task-incremental learning that promises less model size maintaining superior performance than state-of-the-art methods.
- Our proposed method can work without replay memory or exemplar data of previous tasks.
- To the best of our knowledge, we are the first to test task-incremental learning on 3D point cloud objects (ModelNet40 [14]). We have also performed extensive experiments on 2D image data (CIFAR10, CIFAR100 [15], MiniImageNet [16], MNIST [17], PermutedImageNet [18], SVHN [19] and FashionMNIST [20]).

II. RELATED WORKS

Task-incremental learning: Continual learning addresses learning progressively from an endless sequence of tasks while avoiding catastrophic forgetting. Many methods [21], [22], [23], [24] have been proposed to overcome the challenges of continual learning. We solely consider task-incremental learning as continual learning because of its simplicity. There are three bodies of work for task-incremental learning: memory-, architecture-, and regularization-based methods. Memory-based methods [1], [2], [3], [4], [5], [6], [25] use rehearsal or pseudo rehearsal strategy to mitigate catastrophic forgetting. To maintain knowledge of previous tasks, the rehearsal strategy [26], [1], [2] employs a set of old input exemplars stored in memory and replayed throughout incremental task training. In contrast, pseudo rehearsal strategy [27], [28] uses a generative model to synthesize the old inputs. However, the disadvantages of memory-based approaches are that they are primarily reliant on knowledge from previous tasks and are less memory efficient, reduce model plasticity, and cannot capture the whole dataset distribution. In our work, we do not store any samples as reply memory. Architecture-based methods [11], [29], [7], [10], [12], [30], [13] employ ways for sequentially acquiring new knowledge from new tasks by expanding the size of the deep learning model. The advantage of this method is not to use any exemplar memory. Rusu et al. [11] proposed Progressive Neural Network (PNN) that grows the model statistically while lateral connections are learned to mitigate the effect of catastrophic forgetting. Yoon et al. [31] introduced dynamically expandable networks (DEN), which may increase the scale of the architecture based on the interdependency of knowledge across tasks. However, the key difficulty of these methods is to optimize the impact of model growth, maintaining decent performance. Regularization-based methods [32], [33], [34], [35], [36], [8], [37], [9], [21] reduce memory requirements while introducing a regularization term in loss function or controlling the parameters of the model. Li et al. [21] proposed to use a knowledge distillation loss to retain old task’s knowledge while learning new task’s knowledge. However, this method suffers when data shift occurs. In EWC [35], Kirkpatrick et al. introduced a new penalty term in loss function to calculate essential parameters using the diagonal of the Fisher information matrix. Aljundi et al. [38] suggested an unsupervised method for estimating the significance of weights in the model. The main challenge of the aforementioned methods is to avoid the stability-plasticity dilemma of the model if the sequence of tasks is long.

Task incremental learning baselines: Different approaches choose different baseline techniques to evaluate their findings. Regularization-based methods such as UCB [9] use finetuning, joint training, and feature extraction methods as baselines. Finetuning method trains a new set of data with the initialization of previously learned parameters. Joint training combines all datasets and trains them as a single model. Feature extraction freezes all layers except the last layer after training to the first task. HAT [10] compares their results with SGD [39] and a modified version of SGD. On the other hand, memory- and architecture-based methods like Growing a Brain [29], PNN [11], ER-RES [2], MEGA [3] use finetuning as their primary baseline. Also, these methods consider EWC [35], LFW [21], and VAN as other baseline methods. A-GEM considered GEM [26] as baseline since A-GEM is build upon it. Although finetune is the most prominent transfer learning method, this method suffers from catastrophic forgetting and is not suitable for incremental learning. The feature extraction method does not learn anything after the first task. ECW and LFW follow an incremental manner but cannot overcome the forgetting issue. This paper proposes a simple baseline method for incremental tasks using previous knowledge with bare minimum architecture growth and no memory dependency.

Incremental learning on 3D point cloud: This is a relatively unexplored area in the context of incremental learning. Recent efforts, [40], [41] applied incremental learning on 3D point cloud data. Liu et al. [40] used memory attention mechanism during incremental learning of 3D point cloud data. Chowdhury et al. [41] proposed to use semantic information alongside feature representations of 3D point cloud data to minimize catastrophic forgetting in incremental learning. However, none of the methods addressed task-incremental learning.
Fig. 2: (a) Baseline model. New classifier $C_t$ (FC layers) is added every time when new tasks arrive. It creates new decision boundaries (in blue) in latent space. Newer decision boundaries may not be as good as the first one (in black) because the backbone $B_1$ remains frozen during incremental steps. (b) Our proposed SAN model. New adjustment network $F_t$ (conv. layers) is added at each incremental step keeping the classifier $C_1$ fixed after the first incremental step. $F_t$ supports the backbone, $B_1$ to produce better features and align new features (arrow) with previously built classifier, $C_1$.

III. TASK-INCREMENTAL LEARNING

Problem formulation: Assume, a set of tasks, $\mathcal{T} = \{\tau_1, \tau_2, ..., \tau_{|\mathcal{T}|}\}$, where $|\mathcal{T}| \geq 1$ has been introduced to a model $\mathcal{M}$ sequentially. Each task $\tau_i$ consists of input set $\mathcal{X}_i$ with label set $\mathcal{Y}_i$, where $\mathcal{X}_i = \{x_i^k\}_{k=1}^{n_i}$, $x_i^k$ is the $i$-th instance with class label $y_i^k \in \mathcal{Y}_i$ and $n_i$ is the total number of instances included in task $\tau_i$. There is no overlap among the classes of different tasks, i.e., $\forall i, j, \mathcal{Y}_i \cap \mathcal{Y}_j = \emptyset$. We design an object classification model $\mathcal{M}$ using the source data i.e., input set $\mathcal{X}_1$ with corresponding label set $\mathcal{Y}_1$ from task $\tau_1$ and termed this model as base model. Our aim is to incrementally build this model $\mathcal{M}$ and train with target data i.e., non-overlapped inputs from the task, $\{\tau_1, \tau_2, ..., \tau_{|\mathcal{T}|}\} \in \mathcal{T}$, while retaining all knowledge from previous tasks. An important consideration for task-incremental learning is that the task identity, $\tau_i$, remains known during testing the classes related to the task $t$.

A. Solution overview

We first discuss a common/naive baseline method usually used in literature. After that, by mentioning the issues related to this baseline, we outline our proposed approach, which could serve as a more robust baseline.

Common baseline: The model consists of a baseline network, $B_1$ (convolutional layers) and task specific classifiers, $C_t$ (fully connected layers). A softmax activation is placed at the end of $C_t$. At every $t^{th}$ incremental step, a new classifier $C_t$ is added parallel to $C_{t-1}$ as a new classification head for the prediction score of classes related to task $t$. The first incremental training begins from scratch with $B_1$ and $C_1$ using base task (Task 1) data, $(\mathcal{X}_1, \mathcal{Y}_1)$. Only at this step, the full network remains trainable. Later, at $t>(1)^{th}$ incremental step, backbone, $B_1$ remains frozen but classifier $C_t$ receives training using target data, $(\mathcal{X}_t, \mathcal{Y}_t)$. As the task identity is known during testing, the network can choose the corresponding classifier $C_t$ in addition to the common backbone, $B_1$ for prediction. The overall calculation to obtain the prediction scores ($\hat{y}_i^t$) for an instance $x_i^t$ belonging to $t^{th}$ task can be summarized as:

$$\hat{y}_i^t = C_t(B_t(x_i^t; \theta_b; c_t))$$

where, $\theta_b$ and $c_t$ are the parameters of $B_1$ and $C_t$, respectively. Fig 2 (a) illustrates this model and its feature space. At every incremental step newer class boundaries are created based on the number of class added in $C_t$.

Key challenges: Task 1 training at $t = 1$ generates well-separated and regularized class boundaries because full network i.e., both $B_1$ and $C_1$ are jointly trained with Task 1 data. However, for the tasks $t > 1$, $B_1$ is not updated with the target data. Therefore, only updating $C_t$, the class boundaries related to task $t > 1$ could not perfectly generalize on training data. It results in a good performance for Task 1 but related less performance for task $t$ where $t > 1$.

Our proposal: We show our proposal in Fig. 2 (b). We propose a simple adjustment network (SAN), $F_t$ (implemented as a few conv. layer) placed in between the backbone, $B_1$ and classifier, $C_1$. In this design, $B_1$ and $C_1$ receive training using source data at Task 1 and remain fixed in other incremental steps. Unlike the common baseline, here, a $F_t$ is added to the model in each incremental step and receives training with individual tasks’ data. During Task 1 training, as it trains the full network, it finds well-separated and regularized class boundaries for Task 1 classes. As no new classifier is added in other incremental steps, target class data only align itself
(by training \( F_t \)) to the class boundaries formed during Task 1. The overall calculation can be summarized as:

\[
\hat{y}_t^{(i)} = C_1(F_t(B_1(x_i^t; \theta_b); \theta_t); \theta_1)
\]

(2)

where, \( \theta_b, \theta_t \) and \( c_1 \) are the parameters of \( B_1, F_t \) and \( C_1 \), respectively. This design has several benefits over the common baseline: (1) SAN incrementally adds convolutional layers, \( F_t \) instead of fully connected layers of the common baselines. Training \( F_t \) in each incremental step helps to learn class-specific features, which eventually contributes to better intermediate task performance (\( t > 1 \)) than common baselines (see Fig. 3). Using the same classifier, \( C_1 \) (formed using Task 1 classes) for every incremental step does not create any problem because \( C_1 \) is already sufficiently distinctive, and other class instances only need to align the data to cluster under the boundaries of \( C_1 \). (2) Being convolutional layers, \( F_t \) has less trainable parameters than fully connected layers, which reduces the model size. (3) This solution can still support a different number of classes in successive incremental steps. If the number of classes to be added in any incremental steps is less than that of Task 1, some part of the classifier \( C_1 \) will remain unused (or pruned). In the opposite case, new neurons could be added in \( C_1 \) to support exceed number of classes. Newly added weights have to be trained using new data.

### B. Case study 1: With Image data

**Architecture:** For 2D images, we use a convolutional neural network architecture shown in Fig. 4(a). As input, the network takes an image of shape \( 3 \times 32 \times 32 \) and passes it to the backbone \( B_1 \). The backbone consists of 3 convolution layers and a maxpool layer. After that, features are passed through a feature encoder, denoted as \( F_t \) containing 4 convolution layers and a maxpool layer. Finally, the flattened feature embedding \( f \) is fed through a fully-connected classifier layer \( C_1 \). As an activation function, all layers utilize ReLU.

**Training:** A batch size of 64 is used during training with a learning rate of \( 10^{-3} \) for 30 epochs. Adam is used for optimizing the network during the training procedure based on the cross-entropy loss \( L_{CE} \) elaborated in Eq. 3.

\[
L_{CE} = -\frac{1}{N} \sum_{i=1}^{N} y_{i}^{(t)} \log(\hat{y}_{i}^{(t)})
\]

(3)

As task-incremental learning requires task identity \( t \) at inference, the model switches the feature encoder \( F_t \) based on \( t \) and utilizes \( B_1 \) and \( C_1 \) for prediction as described in Eq. 2.

### C. Case study 2: With 3D point cloud data

**Architecture:** We utilize PointNet [42] as a 3D point cloud architecture, shown in Fig. 4(b). The model takes \( n \) points of a point cloud as input and passes it to the backbone, \( B_1 \) of the model. The backbone is composed of an input transformer \( (T_i) \), shared multi-layer perceptron layers (MLP) of size \( 3 \times 64 \), and a feature transformer \( (T_F) \). Both input and feature transformers have the same architecture and provide pose normalization to any geometric transformations of a point cloud object. The backbone outputs a \( 64 \times 64 \) feature transformation matrix, \( A \), which is sent into the feature encoder, \( F_t \). The feature encoder is a shared MLP network of size \( 64 \times 128 \times 1024 \) combined with a max-pooling layer that generates the feature embedding, \( f \) of the point cloud object. This feature embedding is then passed through two fully connected layers of size \( 512 \) and \( 256 \), denoted as the classification layer, \( C_1 \). Here, batch normalization with ReLU is used on all layers.

**Training:** Like the training of image data in Sec. III-B, the training procedure is same for 3D data except the loss function. The overall loss to train this model is:

\[
L = L_{CE} + \alpha L_R
\]

(4)

where, a regularization loss, \( L_R = \| I - AA^T \|^2_F \) (with a fixed \( \alpha = 10^{-3} \)) is added to a softmax cross-entropy loss, \( L_{CE} \). \( L_R \) aids in the approximation of the feature transformation matrix, \( A \) to orthogonality and prevents overfitting of transformers.

### IV. Experiments

#### A. Setup

**2D image datasets:** We conduct experiments on five different arrangements. We performed the experiments on 20-split CIFAR100 [15], 20-split MiniImageNet [16], 5-split MNIST, and 10 split Permuted MNIST. We also run the experiment on a more challenging dataset, a sequence of 5 datasets consisting of MNIST, CIFAR10, notMNIST, SVHN, and Fashion MNIST, to understand the performance of a complex task. Here we describe some statistics of those datasets: (1) MNIST [17] and FashionMNIST [20], PermutedMNIST [18] comprises 60,000 training images and 10,000 test images of \( 28 \times 28 \) pixels grayscale images from 10 classes. (2) The MiniImageNet dataset contains 100 classes randomly chosen
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### Experiments
- 20 Split CIFAR-100
- 20 Split MiniImageNet
- 5-Split MNIST
- Permuted MNIST
- Sequence of 5 Datasets
- 4 split ModelNet40

### Model Details
- **Baseline**: Fine-tune, ACL, UCB, ER-RES, PNN, HAT
- **Independent**: Independent

### Comparison Methods
- PNN [11], HAT [10], ER-RES [2], A-GEM [12], ACL [13], UCB [9] etc.

### Implementation Details
- We used a small convolutional Neural Network for all our experiments except 5-split MNIST and 10-split Permuted MNIST. The backbone comprises three convolution layers, the adjustment network consists of 4 convolution layers, and the classifier is composed of a three-layer perceptron. However, the backbone consists of one convolution layer for 5-split MNIST and 10-split Permuted MNIST. The classification layer contains three fully connected layers with ReLU activation in between, and the adjustment network consists of only a single convolution layer. Adam optimizer is used for all experiments, and we used categorical cross-entropy as the loss function.

### Evaluation metrics
- For every incremental task, we measure the accuracy (in percent) to analyze the performance of each task. Finally, we report the mean accuracy.

### Validation strategy
- We randomly split the training set into two sets. Following [13], the first set contains 85% of the training data to train the model, and the rest 15% is used as validation data for all the datasets mentioned above.

### Code and modes
- https://github.com/apurba-nsu-rnd-lab/SAN

---

### Table I: Accuracy (model size) comparison of different methods

| Method     | 20 Split CIFAR-100 | 20 Split MiniImageNet | 5-Split MNIST | Permuted MNIST | Sequence of 5 Datasets | 4 split ModelNet40 |
|------------|---------------------|-----------------------|--------------|----------------|-------------------------|------------------|
| Baseline   | 78.08 (25.1)        | 62.07 (113.8+8.5)     | 99.76 (1.6)  | 98.03 (2.4)   | 78.55 (16.5)            |                  |
| ACL [13]   | 78.08 (25.1)        | 62.07 (113.8+8.5)     | 99.76 (1.6)  | 98.03 (2.4)   | 78.55 (16.5)            |                  |
| Baseline (Ours) | 71.73 (26.2)    | 62.60 (108.27)        | 99.65 (1.58) | 98.72 (2.2)   | 89.37 (16.24)           | 83.31 (15.33)    |
| Independent | 69.53 (197.6)       | 63.02 (343.6)         | 99.78 (1.9)  | 98.91 (3.0)   | 89.60 (31.2)            | 93.22 (53.10)    |

---

### From the ImageNet [43] dataset, and each class includes 600 sample images of 84×84 color images. (3) NotMNIST dataset comprises 28×28 grayscale images. The dataset is divided into 18,265 training samples and 459 test samples of alphabet ‘A’ to ‘J’, a total of 10 classes. (4) SVHN [19] dataset contains 99,289 real color images of size 32×32 pixels collected from Google Street View. Each image represents a number from 0 – 9. The dataset is divided into 73,257 train samples and 26,032 test samples. (5) CIFAR10 is a 10 class dataset that contains 60,000 images of different real-world objects. All images of the dataset are three channels and 32×32 pixels. 50,000 data is allotted for the training set, and the rest 10,000 images are used for the test set. Each class contains a total of 6,000 images. (6) CIFAR100 is a similar dataset to CIFAR10, and it contains a total of 60,000 color 32×32 pixel images distributed to 100 classes. Every class has 500 training and 100 test images.

### Incremental settings
- In this paper, we follow the setting proposed by [13]. In this setting, for MiniImageNet and CIFAR100, we split the datasets into 20 subsets. Each subset contains five classes and an equal number of training and validation samples. In the 5-split MNIST experiment, we divided the dataset into five tasks, and every task contains two classes. The Permuted MNIST dataset is partitioned into ten tasks. Finally, the sequence of 5 datasets comprises CIFAR10, MNIST, Fashion-MNIST, SVHN, and NotMNIST datasets. Each dataset contains 10 class labels. The distribution of the classes with tasks is randomly chosen during the run-time.

### Beyond 2D data
- We conduct 3D experiments with 40 classes of ModelNet40 [14] using PointNet [42] as the 3D architecture. The dataset contains 9,843 training and 2,468 test 3D models. Based on the class names’ ascending alphabetical order, we divide all 40 classes into four groups representing Class ID(1-10), Class ID(11-20), Class ID(21-30), and Class ID(31-40).

### Evaluation metrics
- For every incremental task, we measure the accuracy (in percent) to analyze the performance of each task. Finally, we report the mean accuracy.

### Validation strategy
- We randomly split the training set into two sets. Following [13], the first set contains 85% of the training data to train the model, and the rest 15% is used as validation data for all the datasets mentioned above.

---

1. Code and modes: https://github.com/apurba-nsu-rnd-lab/SAN

---
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for 3D task incremental learning. Table I also shows that the Independent model represents the average upper bound accuracy of 93.22% with the arch. size of 53.10 MB for 4 splits of ModelNet40 [14] dataset. The Baseline model’s size is 15.65 MB, with an average accuracy of 82.13%. Finally, SAN outperforms the Baseline model attaining 83.31% average accuracy with a smaller architecture of size 15.33 MB.

C. Ablation studies

Impact of the order of incremental tasks: Since our model trains the backbone and classifier only on the first task, the data used in Task 1 may impact overall performance. In Table II, we show the impact of the order of incremental tasks in both 2D and 3D domains. Unlike CIFAR10, using the MNIST dataset as Task 1 training decreases the average accuracy for the Sequence of 5 datasets. This is because MNIST is a handwritten text dataset, whereas CIFAR10 is a dataset of natural images. Natural images seem to train the backbone better than handwritten text. On the other hand, we observe that the task order does not influence the 3D dataset because all tasks contain 3D models from the same dataset. The average accuracy does not decrease considerably when Class ID (11-20) or Class ID (21-30) are utilized for Task 1 training.

Varying the model size: In Fig. 5, we manipulate the adjustment network, $F_2$ to vary the model size and record the impact of varying architecture size. To alter the model size, we bring variations on the kernel size of the convolutional layers. Hence, the Backbone, $B_1$ and the classifier, $C_1$ remain unchanged. For 20 split MiniImagenet, starting with a smaller size of 73.07 MB, we experimented with larger models up to 166MB. The model achieves 56.47% accuracy with the minor architecture, and the performance increases until it finds a sweet spot of 108.27 MB achieving 63.08% accuracy. After this point, the model starts dropping performance. For permuted MNIST, we see a high slope until it reaches a size 2.2 MB with 98.72% accuracy, and then the rise of performance becomes slow. This experiment tells that SAN can compete for state-of-the-art results by tweaking the model size.

Visualization: Fig. 6 shows the latent space of the common baseline and SAN method. For the baseline case (Fig. 6 (left)), after the first incremental step with Task 1, data orange and green dot clusters are created. In the second incremental step, new clusters of instances are created (blue and red dot) in the latent space. One can notice there are some inter-mixing of the same task instances (especially for Task 2) which creates confusion during test time. It happens because the backbone did not get a chance to update itself for new tasks. On the contrary, after training the first incremental step, SAN (Fig. 6 (right)) does not create any more clusters. It only adjusts newer task instances (blue and red dot) to previously computed decision boundaries (orange and green dot). One can notice there is almost no overlap between same task instances which eventually helps to improve the performance. This becomes possible because of conv. layers of adjustment network that creates better features helpful for the previously built classifiers.

Use of memory instances: SAN is not prone to forgetting issues. Even without using any memory instances, SAN can compete with memory-based task-incremental methods like [1], [2], [3], [4], [5], [6].
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