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Nowadays, as cameras are rapidly adopted in our daily routine, images of documents are becoming both abundant and prevalent. Unlike natural images that capture physical objects, document-images contain a significant amount of text with critical semantics and complicated layouts. In this work, we devise a generic unsupervised technique to learn multimodal affinities between textual entities in a document-image, considering their visual style, the content of their underlying text and their geometric context within the image. We then use these learned affinities to automatically cluster the textual entities in the image into different semantic groups. The core of our approach is a deep optimization scheme dedicated for an image provided by the user that detects and leverages reliable pairwise connections in the multimodal representation of the textual elements in order to properly learn the affinities. We show that our technique can operate on highly varying images spanning a wide range of documents and demonstrate its applicability for various editing operations manipulating the content, appearance and geometry of the image.
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1 INTRODUCTION

We, as humans, commonly view natural images as those that contain physical objects, such as people, cars or flowers. However, a significant portion of the images uploaded to the internet capture documents. This calls for automated generic methods to understand, organize and manipulate text in images, and specifically in
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document-images. A fundamental ability useful for this type of tasks is the automatic clustering of text in images, where each cluster corresponds to a unique “category” of words, similar in meaning and context within the document. For example, for the infographic depicted in Figure 1, possible text categories could be species names, Latin names, species size, gender, or age (juvenile vs. adult).

Documents come in large variety. However, while there are countless datasets of images capturing groundable objects which include various granularities such as per-pixel segmentation maps, datasets of document-images are sparse and semantically labeling new documents is prohibitively expensive. Therefore, in this work, we propose a generic unsupervised method to learn meaningful affinities among textual elements in document-images, allowing to cluster them into (implicit) categories, whose number is not given in advance. Our method processes the image in several steps. First, it obtains text entities from the image using an off-the-shelf OCR technique, and extracts several types of high-dimensional features which represent the visual style of these entities, geometric context within the document, and semantic content of the underlying words. As it turns out, clustering in this high-dimensional feature space does not yield good results, as the affinities among textual elements are noisy and some of the semantic groups are intermixed. As we show, this also holds true for features originating from a single modality (see, e.g., the style-based features visualized in Figure 2).

Thus, we devise a constraint-based optimization scheme, which generates a low-dimensional representation for the words in the document, especially suitable for clustering purposes (see Figure 3). This optimization scheme is our main technical contribution; for each image provided by the user, it leverages reliable pairwise connections extracted automatically from the initial representation of the textual entities and optimizes the learned affinities. During training, the latent representations of pairs that constitute “must-link” constraints are drawn closer together, while “cannot-link” pairs are pushed towards far-away parts of the latent space. With the learned affinity, one can group close-by entities in the latent space. Furthermore, if needed, our pair-based approach enables augmenting the information with labeled pairs to constitute a semi-supervised framework, allowing the user to refine the affinity space with several user-drawn scribbles that describe pairs of words that should or should not be grouped together.

The ability to learn meaningful textual affinities in images can have a multitude of applications, such as document editing, similarity analysis, or locality sensitive hashing of document-images. To practically demonstrate one useful application of our framework, we show how the cluster-based representation can very easily accelerate text editing tasks in images, even when one does not have access to the source code of the document (for example, when a graphic designer wishes to generate a slightly modified version of a text layout found on the web).

Editing textual content in document-images can be a tedious task, especially if the amount of text entities is large, as the editing operations are repetitive in many cases. Some examples of such potentially repetitive tasks include changing the font type, size, or color for all content of a given type, updating all occurrences of date and time in a schedule sheet, aligning the names of all dishes in a menu to be in the same column, or removing content of a certain type (see Figure 1). Efficiently propagating a sparse set of user edits in an image has received considerable attention in the context of color and tonal editing [Chen et al. 2012; Farbman et al. 2010; Li et al. 2008]. Typically, editing operations are propagated to pixels of similar appearance, bypassing the need to perform a careful region selection and matting. In our setting, we propagate textual edits in the document-image by simply applying an edit performed on a single text entity to its whole cluster.

We supplement our clustering and edit propagation approach for document-images with a new publicly available dataset of 50 document-images spanning multiple types of infographics, including menus, schedules, brochures, and maps, as well as dense documents which we quantitatively evaluate our approach on. Explicitly stated, our main contributions are:

- A constraint-based optimization scheme for learning affinities among words in document-images, taking into account multimodal features of the words.
- A generic unsupervised approach to group textual elements in documents by similarity, without the need to define semantic
categories (e.g. title, paragraph, caption) in advance, useful for textual editing in images.

- A new dataset of document-images of various types, useful as a baseline for future works on document-image analysis.

2 RELATED WORK

In what follows, we elaborate on the most closely related work.

2.1 Textual Analysis in Images

Automated structural analysis of document-images has been of interest for more than thirty years [Kasturi et al. 2002]. Earlier works relied on predetermined logical rules and heuristics to solve either high level global tasks such as layout and hierarchy analysis, and skew detection, or local tasks such as high-accuracy OCR detection; see e.g. [Akiyama and Hagita 1990; O’Gorman 1993] and the references within, as well as the comprehensive book of Baird et al. [1992]. However, due to their reliance on heuristics with which it is hard to capture all possible end-cases, these classical approaches typically experience difficulties when performing global analysis of documents with complex layouts. Breuel [2002; 2003] proposes efficient and exact geometric algorithms for some tasks typically arising in document layout analysis, thus overcoming the need for heuristics in these tasks.

Recent works have used neural networks to conduct global analysis of document images in a more robust and nuanced manner. Most notably, Yang et al. [2017] follow a multimodal approach to extract the semantic structure from document images. The structure extraction is viewed as a pixel-wise segmentation task -- i.e., as the task of segmenting the pixels of the document image into several type of predefined labels, with examples such as “paragraph”, “list”, and “section heading”. To train their network, they devise a suitable synthetic document generation process. Their work shows that joint textual and visual embeddings of pixels in a document image aids in segmentation tasks. While our work also uses a multimodal embedding for the textual elements in the image, it significantly diverges from [Yang et al. 2017] in that it is unsupervised, and performs grouping without the need for pre-defined labels, allowing to flexibly group the words in the document into an unknown number of clusters, whose characteristics are not known in advance.

Many of the examples of documents we consider in this paper are infographics; these are documents which present information or data visually, in a way that is effective and easy to digest for the reader. Unlike dense documents, which typically admit a more standard and unified structure, infographics come in a variety of visual structures and automatically extracting information from them requires specialized machinery. There has been a multitude of works on parsing and understanding infographics. Kembhavi et al. [2016] propose Diagram Parse Graphs, a novel logical representation for diagrams, and use them for question-answering on diagrams; Bylinski et al. [2017; 2018] extract predictive visual information from infographics by studying connections between the textual and the visual elements; Poco and Heer [2017] automatically parse and analyze visual encodings in charts and graphs; Chen et al. [2020] devise a deep learning based approach for designing timeline infographics. Lu et al. [2020] analyze infographics following the Visual Information Flow, the implicit semantic structure in which graphic elements are organized so as to convey information to the reader. Common to all of these works is that they analyze the role of textual elements in infographics as part of the general visual structure. However, none of them directly addresses the task of clustering “similar” text entities, discussed in this paper.

Other previously investigated tasks that were shown to benefit from a joint visual and textual representation include, e.g., visual question answering [Agrawal et al. 2018; Antol et al. 2015; Goyal et al. 2018] and image captioning [Donahue et al. 2017; Karpathy and Fei-Fei 2017]. Detection and understanding of text in the wild – recognizing text in natural scene images – has also been thoroughly investigated, see e.g. [Jaderberg et al. 2016].

2.2 Image Editing and Edit Propagation

Image editing is a central application in computer graphics and has significantly advanced over the past several decades. One of the first works in automatic image editing [Pérez et al. 2003] presents a method to seamlessly edit regions in images, based on Poisson equations. Patch-based approaches have also shown to be useful throughout the years (e.g., [Barnes et al. 2009]). In recent years, most of the computer graphics image editing techniques have been based on deep neural networks. Specifically, various works have shown that training generative models using a GAN framework [Goodfellow et al. 2014] is effective for image generation and manipulation. As an example, [Liu et al. 2018] recently achieved remarkable results for image completion.

Our work adds to the long line of works that develop automated editing procedures aiming at reducing human effort within the editing process. Specifically, there have been various works on propagating visual image editing. For example, Li et al. [2008] show that the combination of edge-aware interpolations with a classification step is effective for speeding up editing of image regions via user scribbles. An and Pellacini [2008] show that edit propagation can be viewed as a linear problem, where a sparse set of user edits combined with structural observations on the underlying linear system suffice to robustly propagate edits between different entities. Xu et al. [2009] show that adaptive clustering with the help of k-d trees can significantly speed up the approach of [An and Pellacini 2008] without affecting the visual quality of the resulting edits. Farbman et al. [2010] observe that, for the sake of evaluating the similarity between pixels for editing purposes, it is helpful to replace the usual Euclidean distance between pixels with so-called diffusion distances. Chen et al. [2012] consider a different approach for edit propagation, which seeks to maintain the topology of the image through preservation of its manifold structure. Xing et al. [2014] devise a system that automatically completes repeated patterns while painting, allowing the user to avoid repetitive drawing tasks. Finally, a recent work of Meyer et al. [2018] presents an intriguing deep learning framework to propagate color changes along videos, combining local and global approaches to ensure the stability and consistency of the solution.
2.3 Document Editing

While we mainly target document-images and are only provided with an image of a document, our approach can also be used to analyze documents in their raw format. Commercial software products for creating and managing documents with highly complex layouts include, e.g., Adobe InDesign\(^1\) and FrameMaker\(^2\), and Microsoft Publisher\(^3\), among many others. [Saund et al. 2003] propose a content-aware toolkit to perform various editing operations on documents, relying on local grouping of the text elements. To this end, Project Naptha\(^4\) is a popular OCR-based Google Chrome extension allowing the user to perform multiple basic editing operations in web-pages, including copying, highlighting, editing and translation of text. While the above systems and works provide numerous sophisticated tools for high-quality editing of documents with complex layouts, we are not aware of any product and/or previous work that allows automatic global similarity analysis and grouping as is done in our work. Incorporating our global similarity analysis capabilities into existing solutions for document analysis might serve as an interesting venue for future research, making these solutions more similar to the way humans perceive documents.

2.4 Affinities and Clustering in Images

Our approach aims to learn an affinity, i.e., a measure of similarity, between (textual) objects in (document-)images. Analysis of similarity in images has been a widely studied task. For example, [Garces et al. 2014] devise a style-based similarity measure for objects in clip-art images, relying only on visual features (and not on content): specifically, on color, shading, texture, and stroke features.

At the core of our approach is a deep optimization scheme for clustering textual data into an unknown number of clusters. Data clustering is one of the most fundamental problems in data analysis, highly applicable to different fields of science, and is especially essential in an unsupervised learning scenario. Traditionally, clustering techniques focused on the grouping task and assumed a representation is provided as input. However, recently, clustering methods have coupled the feature learning and the grouping stages into one unified deep optimization scheme. [Xie et al. 2016] use a stacked autoencoder to learn a deep representation which is easier to group onto a known number of cluster centroids. Later works (e.g., [Dizaji et al. 2017; Yang et al. 2016]) have been able to boost performance for images using convolutional networks. More closely related to our work, Shah and Koltun [2018] and Fogel et al. [2018] use pairwise constraints to learn a cluster-friendly representation without prior knowledge on the number of clusters in the data. These works operate on the images directly, leveraging a reconstruction loss to learn an initial embedding space. In our work, we are interested in learning semantic affinities between words in the image and thus initialize the latent space using multimodal features that encode both the style and the content of the extracted words.

3 Overview

In this work, we consider the problem of learning affinities for clustering textual elements in an image, and demonstrate the use of this clustering primitive for edit propagation purposes. Our underlying assumption is that we do not have access to any meta-data on the analyzed document, and so our learned affinities and resulting clustering are based purely on the information extracted from the image of the document. The existence of such meta-data, however, would significantly ease the clustering task as it would provide additional constraints which can be leveraged for learning the textual affinities.

Our solution first extracts multimodal features for any textual element in the image; then, it learns a suitable notion of affinity for the elements within the document in an unsupervised manner; and finally, the affinity notion is leveraged to cluster words into the desired groups. In more detail, our solution constitutes of the following steps.

Identifying basic elements. The main challenge in our context is the understanding of text semantics. Thus, while the basic elements in previous works have usually been pixels, here we use words as the basic elements. As OCR-related works have essentially solved the challenge of word-level identification, we first use an off-the-shelf OCR method to extract words and other symbols in the image, and use these as our basic textual elements. Then, as basic elements located very close to each other tend to be semantically related, we group our basic elements into contextual-lines (see Section 4).

Extracting multimodal features. To be able to devise an affinity measure for the basic elements in our context, we need a suitable representation that will capture their “essence”. The representation, described in detail in Section 5, captures multimodal features of the textual elements, which can be divided into three families:

- Style-based features, which refer to the visual appearance of words. Using a pre-trained classifier, we extract visual features related to font characteristics for each word.
- Content-based features of words capturing the semantic meaning of the word in a broader context, considering its enclosing contextual-line.
- Geometric features, concerned with the size and location of the words within the document.

Constraint-based affinity learning. Our next main challenge is to learn an affinity measure for our multimodal space.

Pairwise constraints. As our approach is unsupervised, to guide the learning we extract pairwise constraints, which are reliable pairwise connections between words in the document. We derive several types of pairwise connections in two categories: must-link constraints that correspond to pairs that are very similar according to our analysis (the training process will pull such pairs towards each other in the affinity space), and cannot-link constraints, corresponding to pairs of “very different” words that should be far apart in the affinity space (see Section 6.1).

Affinity Space Optimization. Our objective now is to learn an affinity measure. Formally, suppose that the multimodal representations obtained above are given as $D$-dimensional vectors. We consider
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a low-dimensional latent space \( \mathbb{R}^d \) coupled with an affinity measure \( \sigma \) for vectors in \( \mathbb{R}^d \), which outputs 1 for “similar” vectors and close-to-0 values for “very different” vectors. In practice, \( d \ll D \).

Our objective is to train a network \( f_\theta : \mathbb{R}^D \rightarrow \mathbb{R}^d \) with the goal of having \( \sigma(f_\theta(Z_i), f_\theta(Z_j)) \approx 1 \) (high affinity value) for pairs of similar words with representations \( Z_i, Z_j \), and a much smaller affinity value when \( Z_i \) and \( Z_j \) are not similar. For training, we use a Siamese architecture, feeding pairs of must-link/cannot-link words to two identical copies of the network along the training process; roughly speaking, the loss we aim to minimize during training “punishes” us for must-link constraint pairs \( Z_i, Z_j \) with \( \sigma(f_\theta(Z_i), f_\theta(Z_j)) \ll 1 \) and for cannot-link pairs when \( \sigma(f_\theta(Z_i), f_\theta(Z_j)) \approx 1 \). See Section 6.2 for more details (and Section 9 for further implementation details).

**Clustering in affinity space.** Finally, we use our now trained network \( f_\theta \) and the learned affinities in order to obtain the desired groups for edit propagation (see Section 7).

### 4 BASIC TEXTUAL AND CONTEXTUAL ELEMENTS

We first extract the basic textual elements in the input image. To do so, we use standard techniques to detect word bounding boxes and recognize the words within these bounding boxes [Smith 2007]. Isolated words are not sufficient to effectively analyze natural language. Thus, we augment our basic textual elements with a contextual notion by grouping close-by words and associating a contextual-line to each extracted word.

We follow classical approaches in the literature (see e.g. [Baird et al. 1992]) and pick the contextual-lines as the connected components of a suitable sparse graph representation of the document-image. We obtain contextual-lines by grouping horizontally adjacent words that contain similar geometric attributes. Specifically, we construct an edge-weighted graph of word boxes, where the weight between a pair of words is the horizontal space-to-height ratio between them, normalized by the aspect ratio (image width divided by image height). Formally, given two word bounding boxes \( B_i \) and \( B_j \) whose \( y \)-coordinates have a sufficiently large overlap, denote the heights of the boxes \( B_i, B_j \) by \( h_i, h_j \) respectively, the horizontal space between them by \( s \), and the aspect ratio of the image by \( r \). We then define the weight of the corresponding edge by

\[
  w(B_i, B_j) = \frac{s \cdot r}{\max(h_i, h_j)}.
\]

We then define a sparse graph representation by removing edges whose weights are above a predefined threshold (empirically set to 0.1). The connected components in this sparse graph form our contextual-lines.

It should be noted that we deliberately avoid more sophisticated approaches to extract lines and paragraphs (e.g., [Breuel 2002, 2003]). Indeed, we seek to group words into contextual-lines as conservatively as possible, so as to avoid grouping words with different contexts into the same contextual-line at all costs. We then use a neural network, described in the next sections, to learn the non-local affinities.

### 5 AFFINITY SPACE INITIALIZATION

As described in the previous section, the basic textual element we consider is a word unit, henceforth denoted by \( U_w \), which can be described visually by its associated image region or semantically by its underlying content. To augment words with a contextual notion, each word is associated with a contextual-line, henceforth denoted by \( U_l \). We initialize our affinity space by extracting multimodal features for each word in the image and concatenating them to obtain our aggregated word representation \( Z(U_w, U_l) \). Explicitly stated, our initial representation \( Z \) is defined as

\[
  Z(U_w, U_l) = [f_v(U_w), f_s(U_w, U_l), f_g(U_w)],
\]

where \( f_v(U_w) \) encodes the visual style, \( f_s(U_w) \) encodes the semantic content and \( f_g(U_w) \) encodes geometric attributes. Next, we describe these multimodal encoders in more detail.
5.1 Style Encoder

The style encoder \( f_s(U_w) \) aims to extract the visual appearance of a word \( U_w \). In our setting, visual appearance can roughly be estimated using font characteristics. Therefore, we pre-train a classifier to distinguish between multiple font characteristics such as font-family, font-weight (regular/bold) and style (regular/italics). Specifically, we employ a Residual Network (ResNet) architecture [He et al. 2016] as a visual feature extractor trained on a synthetic dataset we generate using an open source synthetic data generator.5

Figure 5 illustrates samples belonging to three different classes (out of the 138 classes used during training). As illustrated in the figure, a unique configuration of font-family, font-weight and style is determined for each class. The content, background, color, and font-size vary for each sample, to encourage invariance to these properties. Note that while the text color could be considered part of its style, we noticed that in many cases the color may vary (even within the same contextual element), making it an unreliable cue.

At test-time we use the last layer of the trained classifier (that is, the input to the last fully connected layer in the ResNet architecture) as a visual feature representation for each basic unit in the document-image.

5.2 Content Encoder

The content encoder \( f_c(U_w, U_l) \), captures semantic language features of a word \( U_w \). Contextualized language-model encoders are recently gaining increasing popularity, as they capture the semantic meaning of the word in a broader context, considering its enclosing phrase. Thus, we employ a contextualized language-model encoder which operates on a word \( U_w \) and its enclosing contextual-line \( U_l \), thereby capturing the word meaning in the context of that phrase.

In our work, the content encoder \( f_c(U_w, U_l) \) is a concatenation of the state-of-the-art forward and backward models detailed in Akbik et al. [2018]. The implementation we used was pre-trained on a large corpora of unlabeled data, and no additional tuning was performed. Please refer to [Akbik et al. 2018] for further details on the model architecture and training.

5.3 Geometry Encoder

Lastly, as document entities tend to follow aligned patterns, we employ a simple descriptor to capture geometric attributes. Specifically, for each word \( U_w \) with associated image coordinates (normalized to \([0, 1]\)), the geometry encoder \( f_g(U_w) \) is defined as follows:

\[
f_g(U_w) = [x, y, w, h],
\]

where \((x, y)\) is the top-left corner of the bounding box of \( U \), and \( w \) and \( h \) are the width and height of the bounding box, respectively.

6 CONSTRAINT-BASED LEARNING OF AFFINITIES

Our approach crucially relies on learning an appropriate affinity measure between the multimodal representations of words in the document. In this section we describe how to learn such a measure. The goal is that pairs of words with high similarity in terms of style, content, and geometry will be close by according to the learned affinity, whereas pairs of words that are not similar will be far apart in this affinity space.

Our setting is unsupervised; to learn a suitable affinity measure, we must be able to automatically generate constraints, which will then serve as a basis for the learning process. To this end, we generate two types of pairwise constraints (i.e., constraints between pairs of words) in which we are relatively confident: must-link constraints, indicating that a pair of words are highly similar, and should have a small distance between them; and cannot-link constraints, for pairs of words that are “very different”, implying that the distance between them should be high. The constraints are described in-depth below, in Subsection 6.1; see Figure 6 for a visualization. They are then fed to a Siamese network, which outputs an affinity measure (a real number between zero and one) given any pair of word units, see Subsection 6.2.

6.1 Generating Pairwise Constraints

We employ three different types of constraints: intra-contextual must-link constraints of words that reside within the same contextual-line, inter-contextual must-link constraints and inter-contextual cannot-link constraints. To generate inter-contextual constraints, we examine high-confidence pairs using a set of rules combining the different modalities and consolidate the results over the multiple domains (i.e. by taking constraints which do not violate any of the modalities). Finally, we balance the set of constraints by downsampling the constraints such that must-link constraints constitute 60% of the total number of constraints. Next, we describe our intra- and inter-contextual constraints.

Intra-Contextual Constraints. In Section 4, we defined the concept of a contextual-line as a basic unit that captures the context of a word. We conservatively grouped only horizontally close-by words with similar geometric properties. Thus, to encourage words within the same contextual-line to output a similar representation, we define intra-contextual must-link constraints, which connect pairs of words belonging to the same contextual-line.

---
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Must-link Constraints

Cannot-link Constraints

Fig. 6. Generating intra- and inter- contextual constraints. Above we illustrate the various constraint types in our framework. Left: We consider must-link constraints between words which either share the same context (marked with light blue arrows) or are highly similar in terms of all the criteria detailed in Section 6.1 (marked with pink arrows). Right: Cannot-link constraints are defined between pairs of words that are different according to visual-style (marked with a yellow arrow), language-syntax (marked with a green arrow), language-semantics (marked with a red arrow) or geometry (marked with a blue arrow). Original image © Demco, Inc.

Inter-Contextual Constraints. In addition to the local intra-contextual must-link constraints, we would like to encourage high affinity pairs, which are not necessarily spatially close, to be pulled closer together. Likewise, to avoid the trivial solution that would collapse all words to a single point, we would like to encourage words that are clearly different to be pushed further apart.

Following the human understanding of what is perceived as close on a document, we define a set of rules spanning the multiple modalities we consider. Inter-contextual must-link constraints are defined conservatively between pairs of words which are considered similar in all aspects. In contrast, inter-contextual cannot-link constraints are defined between pairs of words that are different in at least one aspect, as a significant difference in even one criterion suggests that these words should not be close in the learned affinity space. To this end, we consider the following criteria:

Visual-style similarity. To extract pairs that are highly similar (or different) in style, we extract pairwise similarities between all visual feature representations, which are described in Section 5.1. Pairs of points are considered visually close if they are connected on a mutual-kNN graph. In other words, two points are visually close only if they are both among each other’s k-nearest neighbors. Likewise, pairs of points are considered visually different if they are mutually far. In both cases, we empirically set $k = 6$.

Language-syntax criterion. Words are sorted into three bins according to the types of characters that compose them: entirely uppercase, entirely lowercase, and mixed. Words belonging to the same bin are considered similar in syntax and words belonging to different bins are considered different in syntax.

Language-semantics criterion. Named-entity recognition (NER) is a common task in language processing. In this task, words representing semantic entities may be tagged according to some predefined categories such as ordinals, percentages, time-expressions, person-names, organizations, and so on. To encourage semantically based constraints, we employ a NER tagger over word tokens per contextual line. Then, we carefully look at the tagged words and characterize their respective contextual lines, that is, according to the named entities contained within them. Contextual lines defined by multiple types of named entities are considered semantically “noisy” and therefore their words do not yield constraints. Instead, we generate constraints only for words that characterize their associated contextual-line. Standalone words which are tagged similarly are considered similar in semantics, while standalone words that are tagged differently are considered different in semantics. We use the NER implementation provided by Akbik et al. [2018].

Geometric considerations. We use the bounding-box height dimension to deduce whether two words are similar or not in terms of geometry. Denote the respective bounding-box heights as $h_1$ and $h_2$. Assuming $h_1 > h_2$, we consider the bounding-box height ratio $h_1/h_2$. If the ratio is below a predetermined threshold (1.25 in our implementation), the words are considered similar in terms of size. Otherwise, they are considered different.

6.2 Affinity Space Optimization

Next, we wish to use the constraints to learn a continuous affinity measure for words. We solve an optimization problem over soft (possibly contradicting) constraints by employing a Siamese network, that learns a suitable embedding of the words into a latent
low-dimensional affinity space; see, for example, the visualized affinity space in Figure 3. The value outputted by the network given a pair of words will then serve as our affinity measure between these words.

Formally, let \( \{U_0^w, \ldots , U_N^w\} \) denote the word units in the document-image, and for each word \( U_i^w \), let \( Z_i \) denote its aggregated representation as defined in Section 5. We view these representations as \( D \)-dimensional real vectors, i.e., \( Z_i \in \mathbb{R}^D \), where the dimensionality \( D \) is determined by the aggregated representations. The latent low-dimensional affinity space is defined as \( (\mathbb{R}^D, \sigma) \), i.e., its dimensionality is set to \( d \). The value of \( d \) is chosen to address the following two issues: On one hand, it should be low enough to avoid the inherent complexities of clustering in high dimensions as much as possible (the so-called “curse of dimensionality”). On the other hand, recall that our end-goal is to perform a clustering on the latent affinity space, so that each cluster represents a group of similar elements. Conceptually speaking, each pair of clusters might have a different semantic “reason” as to why these clusters are different from each other. Thus, to be able to separate each pair of clusters in the latent affinity space, it makes sense that this space might have a different semantic “reason” as to why these clusters are different from each other. Thus, to be able to separate each pair of clusters in the latent affinity space, it makes sense that this space should be at least \( d = \frac{k}{2} \).

The affinity function \( \sigma : \mathbb{R}^d \times \mathbb{R}^d \to [0, 1] \) is defined, given \( u, u' \in \mathbb{R}^d \), by

\[
\sigma(u, u') = \exp \left( - \|u - u'\|^2_2 \right),
\]

approximating the similarity function suggested by [Fathi et al. 2017]. To this end, a larger affinity value between a pair of words corresponds to “higher similarity” between these words.

Our objective is now to optimize the parameters of a network \( f_\theta : \mathbb{R}^D \to \mathbb{R}^d \), so that given two word units \( U_i^w, U_j^w \) whose corresponding representations are \( Z_i \) and \( Z_j \), the affinity between the embeddings, which equals

\[
\sigma(f_\theta(Z_i), f_\theta(Z_j)),
\]

would be a good estimate for the actual similarity between these two words. We use a Siamese architecture to train the network (see Section 9 for implementation details). We pick pairs of words \( Z_i, Z_j \) satisfying one of the constraints defined in the previous subsection, and feed them to two identical copies of the network. We use the function \( \sigma \) for its probabilistic interpretation, as \( \sigma(f_\theta(Z_i), f_\theta(Z_j)) \) in a sense predicts the likelihood that the two points \( (U_i^w, U_j^w) \) belong to the same “category” in the data. For a pair of points whose embeddings \( f_\theta(Z_i), f_\theta(Z_j) \) are almost identical, we have \( \sigma(f_\theta(Z_i), f_\theta(Z_j)) = 1 \). On the other hand, when the embeddings are different, \( \sigma(f_\theta(Z_i), f_\theta(Z_j)) = 0 \). This function is also numerically stable for training using a cross-entropy classification loss. Explicitly stated, we train our Siamese network to minimize the following loss:

\[
L = - \sum_{(i,j) \in E_{\text{must-link}}} \log (\sigma(f_\theta(Z_i), f_\theta(Z_j)))
- \sum_{(i,j) \in E_{\text{cannot-link}}} \log (1 - \sigma(f_\theta(Z_i), f_\theta(Z_j))),
\]

where \( E_{\text{must-link}} \) is the set of all pairs \((i,j)\) for which a must-link constraint was added for the pair \((U_i^w, U_j^w)\), and \( E_{\text{cannot-link}} \) is defined similarly with respect to cannot-link constraints.

7 AFFINITY SPACE CLUSTERING

In order to demonstrate how the learned affinities can be used, in this work we are interested in propagating textual edits. Edit propagation frameworks typically aim at propagating color and tonal edits according to the user scribbles. Thus, previous works use the affinities between pairs of pixels to output the blending weights associated with the different user edits. Unlike the continuous color and tonal edits, in our setting, we seek a binary decision per word. For each word the user selects to edit, we propagate the edit onto all the words that are highly “similar” to it, where similarity can be measured in the affinity space described in previous sections.

Thus, we wish to group the words into several clusters of highly similar elements; this would allow us to simultaneously perform editing operations on all words in a given cluster. To obtain such clusters, we group the contextual-lines according to a mean likelihood estimate that the words within these contextual-lines should be grouped together, where the likelihood estimate corresponds to the notion of affinity obtained in the previous section. Explicitly stated, for a pair of contextual-lines \( U_l \) and \( U_l' \), we compute the likelihood that \( U_l \) and \( U_l' \) belong in the same cluster in the data by leveraging a voting mechanism. Specifically, consider the trained network \( f_\theta : \mathbb{R}^D \to \mathbb{R}^d \) and the affinity function \( \sigma \) defined in Equation (2). Given each pair of word units \( (U_i^w, U_j^w) \) with multimodal represenatations \( Z_i, Z_j \), where \( U_i^w \) belongs to \( U_l \) and \( U_j^w \) belongs to \( U_l' \), we estimate the affinity of \( Z_i \) and \( Z_j \) using Equation (3), and then average all such estimates to obtain a likelihood that the two contextual-lines \( U_l \) and \( U_l' \) should be grouped together.

We then construct an edge-weighted graph of contextual-lines, where the edge connecting a pair of contextual-lines is weighted according to the likelihood estimates. The graph is further pruned by disregarding edges between incompatible contextual-lines (whose bounding box heights are above a constant ratio of 1.25) and whose weights correspond to a likelihood below a predetermined threshold of 0.75. The words within the connected components of our contextual-lines graph form our final clusters.

8 EXTENSION TO AN INTERACTIVE FRAMEWORK

Our optimization scheme can naturally be extended to an interactive framework, allowing one to incorporate user inputs in order to refine the affinity space, if needed. To do so, we first run our algorithm offline, and proceed to augment our automatically obtained pairwise constraints with user-supplied ones.

Our interactive tool supports a lasso selection tool. In the case of must-link constraints, pairwise constraints are generated among all words in the selection group. For cannot-link constraints, we offer a similar mechanism requiring two clicks for selecting the disjoint groups. We follow up with cannot-link constraints between all pairwise elements from both groups. We keep all pairwise constraints and do not sub-sample the user constraints. Furthermore, we remove automatically-generated constraints which violate the
user-specified ones. Please refer to our accompanying video for a demonstration of our interactive system.

9 IMPLEMENTATION DETAILS

To learn the semantic affinities among words in an image, we use a multimodal encoder neural-network (see Figure 7 for a visualization of the network architecture). Throughout the evaluation of our method in the experiments described below, the method was run as follows: During train time, we employ the network as a Siamese encoder with shared weights for each pair of words in the image. To tune the network, we train it using artificial labels originating from our own generated auto-constraints ($y_c = 1$ for constraint $c \in \mathcal{F}_{must-link}$, and similarly $y_c = 0$ for constraint $c \in \mathcal{F}_{annot-link}$) as detailed in section 6.2. For loss function, we employ cross-entropy loss over the affinity function $\sigma$, also described in the aforementioned section. In addition we perform clipping for gradients of magnitude larger than 5, to increase training robustness.

Our network architecture draws inspiration from [Xie et al. 2016] with slight pruning to the depth of the network, to ensure faster training. Specifically, let $D$ represent the dimensionality of $Z(U_w, U_l)$. Thus the network dimensions are $D = 50 - 2000 - d$, where $D$ is determined by the dimensionality of the style, content and geometry encoders, typically set to 512, 4096 and 4 respectively. In our work we set $d = 20$, which is low enough to avoid intricacies involved with clustering of high-dimensional data, yet high enough to contain information required for proper separation to clusters on typical documents.

For the initialization of the network, we follow the practice of [Xie et al. 2016] and draw random weights for a zero-mean normal distribution, with standard deviation of 0.01. For training, we freeze the embedding layers weights, and train the network for 100 epochs, with learning rate of $1e^{-4}$ and batch size of 32, using an Adam Optimizer [Kingma and Ba 2015]. For all our encoder blocks, we use a dropout of 0.2. Furthermore, to speed up the training on denser documents, we allow a maximum of 1000 must-link constraints, randomly-sampling the constraints if needed. Doing so allows us to cap the training runtime at up to one minute on a machine equipped with a single Tesla V100-SXM2 GPU.

Our method is implemented in Pytorch, and can be further optimized. Our experiments show that the entire pipeline converges within 35 seconds on average documents of 200 words, when allowing refinement to run for 60 epochs. Most of the pipeline time is spent on embeddings optimization. In the interactive mode, where the user marks additional constraints to improve the given clusters, we only re-run the Siamese network part of the pipeline, for a smaller amount of epochs. The refinement phase is tunable for a speed-accuracy tradeoff, and each optimization epoch takes about 0.5 seconds. For a common document of 300 words, a refinement of 10 epochs, which we found was sufficient for convergence, would take up to 5 seconds. We include a detailed latency report in our supplementary material.

10 RESULTS AND EVALUATION

We evaluated our technique on a new public dataset that we provide, of 50 highly varying images that have complicated layouts and span a wide range of documents, including menus, schedules, brochures and maps. To quantitatively evaluate the quality of our propagation results, we conducted a user study. Additionally, we performed a comparison between our approach and previous works in document-image analysis, clarifying the gap between the objectives of these works and our objective. We also performed a qualitative ablation study, demonstrating the importance of the multimodal approach and the optimization scheme. Finally, we demonstrate generalization capabilities onto nearby domains. In what follows, we elaborate on each of these experiments. We then conclude by discussing limitations of our presented approach.

10.1 User Study

We conducted a user study to quantitatively evaluate the quality and efficiency of our edit propagation system. As a semantic grouping is not entirely a well-defined task in the general case, we defined known categories and asked users to mark manual constraints and re-run the optimization until these known categories are grouped correctly. We quantitatively compare the number of manual constraints defined by the user against manual approaches, counting
the number of selections users would need to mark without our framework.

We collected three sets of images capturing (i) menus, (ii) simple and (iii) dense document-images, where each set contains 10 images in total. We defined two categories of interest in each set: items and item descriptions. In the case of menus, these are the items offered at the restaurant, and the corresponding item descriptions. Simple document-images are relatively sparse and for the most part contain these two categories only. Dense document-images capture mostly academic manuscripts or magazines, and in this case, the items are defined to be the paragraph titles and the item descriptions are defined to be the paragraphs of text. See Figure 8 for a few samples presented in our study, along with our corresponding automatic grouping result. For the full image sets used in the study, please refer to the supplementary material.

The participants were first presented with instructions on how to select must-link and cannot-link constraints in our interactive system. Thirty users in the age range 26-50 participated in the study (with a 1.14 male to female ratio). Each participant was provided with 10 images belonging to one specific set and asked to evaluate the grouping of only one of the two categories. They were asked to add constraints and re-run the optimization until the grouping of that category was perfect. In other words, the users marked constraints until all the items/item descriptions were selected in a single group and no other words were included in that group.

We evaluated the quality of our automatically obtained result and of our interactive system by counting the number of user scribbles selected as constraints. By definition, a must-link constraint requires at least one scribble and specifies a group of words which should be clustered together, and a cannot-link constraint requires at least two scribbles and specifies two groups of words which should not be clustered together. To demonstrate that our system provides a more efficient way to propagate edit operations over simple counting mechanisms, we compared the number of manual constraints needed to three baselines that count the number of selections needed to group the words in the category. The most naive baseline counts the number of words in the category. The second baseline counts
In Figure 9, we compare our results to the segmentation results obtained by Yang et al. [2017].

As the figure illustrates, a segmentation technique which learns a predefined set of labels cannot allow for a fine-partitioning of the words within the image. See, for example, the names and job titles on the top row of Figure 9. They are both marked as “caption”, although semantically and visually these regions are not the same.

10.3 Qualitative Ablation Results

To demonstrate the importance of the various stages in our pipeline, we provide qualitative ablation results and demonstrate that removing components from our solution decreases its quality substantially for various use cases. To further assess the results, please refer to the supplementary materials where we provide interactive ablation results for dozens of document-images, spanning a wide range of categories as well as results obtained in a supervised setting, training on multiple documents.

Affinity space optimization. We illustrate the importance of the optimization stage in our algorithm, which includes the training process of the Siamese Neural Network. To assess the quality of the grouping results without the optimization stage, we perform the following modifications to our pipeline: we use Kernel-PCA to project the high-dimensional representation to a lower dimensional space (setting the output dimensionality to $d_{out}$). To cluster the projected representations, we use an edge-weighted graph as described in Section 7. However, as the neural net is unavailable, we employ a different predicate for the edge weights, using normalized Euclidean distance between pairs of words. For each pair of contextual lines, all pairwise distances of the enclosed words are averaged to yield the final affinity weight.

In Figures 2, 3 and 4 we visualize the non-learned affinity space. As the figures illustrate, unlike the learned affinity space, the non-learned affinity space is not tightly clustered. As the examples in the supplementary material illustrate, the clustering distance threshold for this case is unstable, and the quality is significantly lower compared to our constraint-based affinity learning approach.

Multimodal representations. Both the space of word representations in our work, as well as the constraints we employ in order to map this space into clusters, rely on a multitude of embedding types, namely: style, content and geometry. We recognize that for some document domains, specific embedding types may be more useful than others, and therefore demonstrate some use cases showing the effect of removing the aforementioned information from our representations and constraints. Not surprisingly, the visual style seems to be the most effective cue, and in some cases, a visual analysis is sufficient in correctly grouping the words in the document-image. In Figure 10, we demonstrate results obtained using only visual style, style and content, style and geometry, and our full multimodal configuration.

In general, we argue that content embeddings enable our algorithm to differentiate between clusters sharing similar style traits, and yet have separate distinctive semantic properties. See, for example, the prices on the top of Figure 10, which is grouped together with the item names when the content information is missing. We also show that geometric attributes (size and location of words) are
Fig. 10. Ablation analysis of our multimodal approach. We illustrate our grouping result with various multimodal configurations: only style (second to left), style and geometry (center), style and content (second to right), and our full multimodal configuration (left). Please refer to the supplementary materials for many more examples. Original images due to (top to bottom): © Felipe Menegaz, © City of SACRAMENTO, © Karl Musser.

Fig. 11. Ablation analysis of our constraint-based affinity learning approach. We illustrate our grouping result with and without our optimization scheme. As the figure illustrates, without our optimization scheme only some of the words are grouped correctly. Please refer to the supplementary materials for many more examples. Original image © Double–M, Menu de la journée Sarah Bernhardt, le 9 décembre 1896.

Fig. 12. Our presented technique is also applicable for images captured in the wild, which contain only a small set of textual elements. Image courtesy Ron Shawley.

useful to complement the visual description, in particular for the scenario where titles, headers and footers should be separated from other visually akin document elements harboring notably different functions. See, also, the map on the bottom of 10, where the configuration without geometry yields a grouping where the seas and some of the countries and cities are grouped together. In this example, our full configuration best separates the seas, countries and cities into distinct clusters.
10.4 Generalization Capabilities

Next, we show results on more input types, without finetuning any parameters mentioned above, to demonstrate the generalization capabilities of our approach.

We examine our method on images in the wild that contain text (see Figure 12). While our propagation approach can more significantly boost performance in images that contain dozens of words, the editing operations can be performed on these images as well. It is important to note that, as our focus is on document-images, our solution is restricted for a 2D planar scenario. This implies, for instance, that our method will not cluster together text elements on two billboards at different depths in an image.

We also demonstrate results on scanned documents, that contain various artifacts, including blur, distortions, etc. (see Figure 13). These types of images are not only visually challenging, but also semantically, as the transcription is often erroneous. Nonetheless, our method is able to detect most of the unique clusters.

Furthermore, while our work focuses mostly with input images, containing rasterized documents, in the supplementary material we also demonstrate results of our algorithm on PDF documents, due to the proximity of this domain. The space of typical PDF documents can be roughly classified to documents with embedded images, which behave in a similar way to the document-images we process (text localization and transcription is not available in the input), as is usually the case with scanned documents. The other common group is PDF documents containing text elements. The latter renders the OCR step of our algorithm unnecessary, as the text information can be extracted directly from the input. Although the representation of basic units may be further enriched with meta-data excavated from the digital document, meaningful clusters must still be inferred by sophisticated means, which in turn makes the remainder of our pipeline necessary.

10.5 Limitations

As a first step, our approach extracts the content and geometry of words using an off-the-shelf OCR solution. Thus, we are bounded by the accuracy of the OCR solution: errors from the OCR extraction phase are not fixed in later phases. OCR-related errors are evident in most figures, e.g., in Figure 12. While our algorithm is robust to these errors in most cases, in some cases, entire clusters are missed. For instance, as demonstrated in Figure 11, our OCR engine fails at recognizing curved text. However, as available OCR solutions scale up to these more challenging scenarios, they will immediately be handled by the rest of our pipeline.

To augment the word affinities with a contextual notion, we defined contextual-lines in the image (Section 4). Throughout our analysis, the contextual-lines serve as a basic building block, which we leverage multiple times. As we demonstrate, the contextual-lines allow for strengthening the initial multimodal representation. Furthermore, we use these lines to extract reliable pairwise connections from words within them in our optimization scheme, and ultimately propagate edits by grouping them.

Clearly, mistakes in the contextual-lines will lead to significant mistakes in the propagation result, which can only be corrected by user intervention. While our contextual-lines are defined conservatively and we deliberately avoid using any pretrained features in their selection, such mistakes are unavoidable. In Figure 14 we highlight an example, where the contextual-lines yield an undesirable grouping result as it merges two distinct regions.

Another notable limitation of our approach is that we analyze only the textual regions in the images, but in fact, a lot of documents contain regions of interest such as arrows, image sketches, or nested natural images. These may also assist in learning the affinities between the textual elements, and can even be considered as basic elements on their own right.

11 APPLICATIONS

In this section, we demonstrate the usefulness of our approach, presenting several novel text editing applications based on our grouping technique. The edit operations are propagated to textual elements all
We manipulate the style and the content of the our global textual elements (colored in unique colors on the left). Style manipulations include modifications to font characteristics and font color (second image to the right), and content manipulations include mathematical operations. On the rightmost image, we modify the schedule by adding $+1$ to all time entities; note the left column of this image.

Fig. 16. **Emphasizing textual elements in the image.** Our technique enables propagating edits that emphasize textual elements of a certain type. For the extracted input image and the grouping result illustrated in Figure 15, the user can click a single word to emphasize a particular category of textual elements within the image.

We use standard image filters, including sharpness, contrast and brightness to create a highlighting effect on the selected group. To manipulate the stylistic parameters of the textual elements, we first need a mechanism to delete content within an image. For this purpose, we use a publicly available implementation of a standard image inpainting technique [Liu et al. 2018] to delete content within a given bounding box region. To keep the font family parameter fixed, we use the full classifier model described in Section 11 to select the best matching font for editing. In Figure 15, we illustrate manipulation results of the font parameters (second image to the right). This tool can also be used to emphasize (or de-emphasize) regions of interest.

Fig. 17. **Structure Modifications.** Our technique enables manipulating the structure of global elements. Above, we modify the horizontal location of the group that is colored in blue (on the leftmost figure) by indenting the text within this textual element. Image courtesy: Altimeter @ Prophet.
Interactive Document-images. Document-images may contain excessive information, that may disturb the viewer’s focus. To reduce the visual load, we can use the mechanism previously described to delete certain content in the image, and bring it back interactively as the user hovers the mouse over a nearby textual region. This allows for a dynamic image, where the user can digest the content in a gradual manner, unlike a still image where the content appears all at once. See the accompanying video for a demonstration of an interactive document-image which can be quickly generated using our edit propagation technique.

12 CONCLUSIONS AND FUTURE WORK

We have presented an unsupervised method to learn affinities between words in a document-image, where the affinity reflects not only closeness in visual appearance, but also in the semantics of the underlying text. We optimized a multimodal affinity space by leveraging reliable pairwise connections in the data. Our pairs-based approach allows for the integration of additional supervised pairs which further enhances the affinity space. Technically, to learn an appropriate affinity using the pairwise connections, we represented the textual elements in the image in a multimodal manner that captures the style, content, and geometry of each word; and then optimized our affinity space with the help of a Siamese network, which embeds our multimodal word representation to a low dimensional affinity space.

In a sense, our technique of grouping via unsupervised affinity learning can be seen as a way to categorize the textual elements in the image into several groups, or categories, that are learned in an unsupervised manner. This diverges significantly from most of the previous works on document analysis that usually partition the documents into categories labeled in advance, such as title, paragraph title, paragraph, and caption. The fact that our categories are learned in an unsupervised manner is essential to deal with various types of documents without prior knowledge on the document type and characteristics, and indeed, we show that our method performs well on many document types, including dense text documents, menus, calendars, maps, and brochures. The unsupervised grouping is shown to be useful in accelerating edit propagation, but in fact, it might serve as a new, generic way to represent and perceive documents of any type in a way that is similar to the human perception, and useful for document understanding applications.

In the future, we would like to further explore the relations and hierarchy between grouped textual elements in the image, tackling the problem of reconstructing text layout and re-flowing text from an input image. Another interesting avenue for future research is a multimodal image retrieval methodology, used to obtain document-images with similar style and content.

One application where our approach might be particularly useful is in digitization of documents with complex layouts. Digitization is the process of converting “real-world” information into a reliable computer-readable format. Substantial efforts have been dedicated to digitization of dense documents like books [Coyle 2006] and newspapers or journals [Clauser et al. 2017]. However, we are not aware of any generic digitization tool that can extract the textual content from any document while preserving the information encapsulated in the structure of the document. Such a tool would need to understand high level relations between entities that are not necessarily co-located, and our embedding and grouping techniques might readily serve as a useful building block for tasks of this type.
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