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Abstract

Articulated robots such as manipulators increasingly must operate in uncertain and dynamic environments where interaction (with human coworkers, for example) is necessary. In these situations, the capacity to quickly adapt to unexpected changes in operational space constraints is essential. At certain points in a manipulator’s configuration space, termed singularities, the robot loses one or more degrees of freedom (DoF) and is unable to move in specific operational space directions. The inability to move in arbitrary directions in operational space compromises adaptivity and, potentially, safety. We introduce a geometry-aware singularity index, defined using a Riemannian metric on the manifold of symmetric positive definite matrices, to provide a measure of proximity to singular configurations. We demonstrate that our index avoids some of the failure modes and difficulties inherent to other common indices. Further, we show that our index can be differentiated easily, making it compatible with local optimization approaches used for operational space control. Our experimental results establish that, for reaching and path following tasks, optimization based on our index outperforms a common manipulability maximization technique and ensures singularity-robust motions.
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1. Introduction

Articulated robots are often required to perform tasks in which operational space movement is constrained, due to safety considerations or for other reasons. The constraints may also be altered during task execution as a result of unexpected changes in the environment (such as a human coworker pushing the robot, for example). Depending on the link and joint geometry, certain joint configurations can lead to a loss of operational space mobility or to hazardous joint movements, potentially resulting in task failure. Such configurations are known as singularities \cite{1} and singularity avoidance is an important part of most control and motion planning algorithms for articulated robots. Identifying and avoiding singularities has thus been the focus of significant research efforts within the robotics community \cite{2}. Moreover, geometrically intuitive optimization criteria that encode the proximity of a configuration to one or more singular or near-singular regions have found a variety of applications, ranging from control and motion planning to kinematic synthesis.

A majority of articulated robots are comprised of revolute joints, and nearly all relevant tasks can be represented by sets of nonlinear constraints that are a function of the joint positions. When these constraints are defined in operational space, robots are especially vulnerable to kinematic singularities \cite{3, 4, 5}. Kinematic singularities inhibit the robot’s ability to generate end-effector velocities in certain directions in operational space. They can be identified by observing the conditioning of the Jacobian matrix of the robot, which maps configuration space velocities to operational space velocities \cite{6}. This concept forms the basis of several kinematic sensitivity indices proposed in literature \cite{7, 8}. Many such indices can be interpreted geometrically through the notion of the manipulability ellipsoid \cite{9}, whose axis lengths correspond to the singular values of the Jacobian matrix and indicate the overall sensitivity to actuator displacements. Perhaps the most common index is the dexterity index \cite{9} proposed by Yoshikawa, which is proportional to the volume of the manipulability ellipsoid \cite{10}. Salisbury and Craig suggest a dexterity index in \cite{11} that provides an upper bound for the relative error amplification, which is a function of the ratio between the longest and shortest manipulability ellipsoid axes. A geometry-aware similarity measure between two manipulability ellipsoids is formulated by Rozo et al. in \cite{12} using the Stein divergence.

In this paper, we introduce a geometry-aware singularity index based on a differential geometric characterization of the ma-
The contributions of this paper are as follows: using a variety of manipulators. In summary, the main contribution method [25] for reaching and path following tasks proposed approach outperforms a similar manipulability maximization method [25] for reaching and path following tasks with an effective singularity avoidance criterion.

Most operational space tracking schemes for robotic manipulators are feedback-based formulations that use a linearized kinematic model—this approach has been successfully applied to control, planning, and inverse kinematics [6]. Such methods use the local mapping of joint motions to spatial displacements (i.e., the Jacobian) of the robot to produce the desired end-effector movement [15, 16]. For inverse kinematics, local joint displacements calculated in this manner can be applied iteratively until convergence, with the end-effector pose error serving as the feedback signal [5, 17]. Null-space optimization techniques [18] have proven to be very effective when resolving kinematic redundancies by using the extra DoFs for optimizing secondary objectives. These redundancy resolution schemes [18, 19] have long been relied upon for singularity avoidance, however they are subject to algorithmic singularities [20] caused by contradictory objectives and hence are commonly used only for simple task hierarchies. Methods based on quadratic programming (QP) [21] can easily be extended to include a variety of additional constraints and objectives [22, 23]. Recently, these formulations have been explored as an efficient method for singularity avoidance in constrained inverse kinematics solvers [24, 25, 26]. We integrate our geometry-aware singularity index within such a QP formulation and show through experimental evaluation that our proposed approach outperforms a similar manipulability maximization method [25] for reaching and path following tasks using a variety of manipulators. In summary, the main contributions of this paper are as follows:

1. We introduce a singularity index based on the length of the geodesic between the current manipulability ellipsoid and a reference ellipsoid.

2. Using a result from computational matrix analysis, we show that this index can be easily differentiated with respect to joint values and used for singularity avoidance.

3. We analyze the geometric interpretation of our index for two distinct choices of reference ellipsoid and demonstrate that, through these choices, we avoid typical failures associated with common, related indices.

The remainder of the paper is organized as follows. We begin by presenting the requisite background material on kinematics and kinematic singularities in Section 2. In Section 3 we describe the manifold of SPD matrices and derive our geometry-aware singularity index. We then define two index parameterizations that have clear geometric interpretations and that can be used to avoid singularities in operational space tracking applications. Next, in Section 4, we show how our proposed index is integrated in a QP-based operational space tracking formulation and explain the gradient computation process. Finally, in Section 5, we review our experimental results.

2. Background

Consider a serial robotic manipulator comprised of $n$ actuated joints, which we use as a model mechanism in the remainder of the paper. We begin by defining the configuration of a manipulator as any set of joint positions $q \in Q$, while $\dot{q} \in \mathbb{R}^n$ are the joint velocities at some time $t$. Conversely, the inverse mapping $\textbf{f}^{-1}: \mathcal{X} \to \mathcal{Q}$ defines the inverse kinematics of the manipulator. Taking the gradient of $\textbf{f}$ with respect to the joint values $\textbf{q}$, we arrive at the manipulator Jacobian matrix

$$\textbf{J} = \frac{\partial \textbf{f}}{\partial \textbf{q}} \in \mathbb{R}^{\text{pose}}.$$  

The kinematic relationship between configuration space and operational space velocities is defined by the linear equation

$$\dot{x} = \textbf{J}_0 q,$$

where $\textbf{J}_0$ is the manipulator Jacobian matrix computed at a particular configuration $q_0$, while $\dot{q} \in \mathbb{R}^n$ and $\dot{x} \in \mathbb{R}^p$ are the joint and operational space velocities (at some time $t$), respectively [6]. In the remainder of the paper, we omit explicit references to linearization points and assume that $\textbf{J}$ represents the Jacobian computed at the current joint configuration, where applicable.

The problem of operational space tracking involves computing the joint motions required to move the end-effector in some
direction in the operational space. When the operational space reference being tracked is a desired end-effector velocity \( \mathbf{x} \), this computation can be stated in the form of a QP

\[
\min_{\mathbf{q}} \quad \frac{1}{2} \mathbf{q}^T \mathbf{W} \mathbf{q} + \mathbf{w}^T \mathbf{q} \\
\text{s.t.} \quad \mathbf{J} \mathbf{q} = \mathbf{x} \\
\quad \mathbf{q}_{\text{min}} \leq \mathbf{q} \leq \mathbf{q}_{\text{max}}.
\]

(2)

The cost function in Eq. (2) serves to minimize joint velocities with respect to the symmetric weighting matrix \( \mathbf{W} \), and the linear term \( \mathbf{w} \) is commonly used to encode secondary objectives. Joint velocity is limited by the linear inequality constraints \( \mathbf{q}_{\text{min}} \) and \( \mathbf{q}_{\text{max}} \). Finally, the linear equality constraint enforces a desired end-effector velocity. Taking \( \mathbf{w} = 0 \) and dropping the joint velocity constraints, elementary matrix calculus leads to the closed-form solution

\[
\mathbf{q} = \mathbf{W} \mathbf{J}^{-1} \mathbf{x},
\]

(3)

that can be applied to control the end-effector movement. Moreover, this formulation can be used sequentially to solve the inverse kinematics problem [23]. However, the Jacobian inverse \( \mathbf{J}^{-1} \) is generally numerically unstable and may result in prohibitively large and incorrect joint velocities. Most approaches instead resort taking the pseudoinverse or manually modifying the lowest singular values of the Jacobian matrix, sacrificing tracking accuracy for numerical stability [5]. In Section 2.1, we show how the numerical stability of the manipulator Jacobian matrix can be characterized and geometrically interpreted, allowing us to develop a more principled method for achieving robust tracking.

2.1. The Manipulability Ellipsoid

Consider an \( n \)-dimensional unit sphere in the space of joint velocities \( |\mathbf{q}|^2 = 1 \). Observing Eq. (3) and assuming without loss of generality that \( \mathbf{W} = \mathbf{I} \), we obtain a mapping of this sphere to the operational velocity space

\[
\mathbf{q}^T \mathbf{q} = \mathbf{x}^T (\mathbf{J} \mathbf{J}^T)^{-1} \mathbf{x}.
\]

(4)

From Eq. (4), it is obvious that the scaling of operational space velocities to the joint space is determined by the matrix

\[
\mathbf{M}(\mathbf{q}) = \mathbf{J} \mathbf{J}^T,
\]

(5)

whose eigenvalues correspond to the squared singular values \( \sigma^2 \) of the Jacobian matrix \( \mathbf{J} \). Consequently, configurations in which one or more eigenvalues of \( \mathbf{M} \) become zero correspond to cases where the Jacobian matrix is badly conditioned and non-invertible. That is, for any configuration \( \mathbf{q} \), we can use Eq. (5) to compute a symmetric positive semidefinite matrix \( \mathbf{M} \) that contains information about the operational space mobility of the manipulator.

Notably, there exists an isomorphism between the set of \( p \times p \) symmetric positive semidefinite matrices and the set of centered ellipsoids of dimension \( \leq p \). For this reason, the matrix \( \mathbf{M} \) is also known as the manipulability ellipsoid of the end-effector [9]. The principal axes \( \sigma_0 \mathbf{u}_0, \sigma_1 \mathbf{u}_1, \ldots, \sigma_p \mathbf{u}_p \) of this ellipsoid can be determined through singular value decomposition of \( \mathbf{J} = \mathbf{U} \Sigma \mathbf{V}^T \). The lengths and orientations of these axes indicate directions in which greater operational space velocities can be generated. This is illustrated in Fig. 1, where the operational space consists of the end-effector position of a three DoF manipulator. Conversely, directions admitting higher mobility are also directions in which the manipulator is more sensitive to perturbations.

2.2. Singularity Indices

Following the geometric interpretation described above, it can be concluded that all configurations for which the Jacobian matrix cannot be inverted have an associated manipulability ellipsoid with one or more degenerate (i.e., zero-length or near zero-length) axes, rendering Eq. (3) numerically unstable. The detection and avoidance of these configurations, known as singularities, requires careful interpretation of the Jacobian’s singular values. Moreover, end-effector movements that begin from configurations in close proximity to singularities also tend to result in high joint velocities and undesirable dynamic characteristics [7, 8]. Consequently, many indicators have been developed that are used for singularity avoidance and to improve the kinematic sensitivity of operational space control and inverse kinematics algorithms.

A common indicator used to detect the proximity of a configuration to a singularity is known as the manipulability index, expressed as

\[
m = \sqrt{\det(\mathbf{J} \mathbf{J}^T)}.
\]

(6)

The manipulability index also admits a geometric interpretation, since the index value is proportional to the volume of the manipulability ellipsoid. Because singularities involve manipulability ellipsoids with one or more axes of zero length, and therefore zero volume, the manipulability index can be used to detect such configurations. The differentiability of Eq. (6) has resulted in many approaches for singularity avoidance that optimize the manipulability index in order to maximize the volume of the manipulability ellipsoid [25, 27]. Manipulability is not as effective in detecting configurations in close proximity to singularities due to scenarios such as the one shown in Fig. 2a, where the volume of the ellipsoid remains relatively large despite the lengths of certain axes being close to zero.

Another common index used to detect and avoid singularities...
which forms a convex cone in $\mathbb{R}^K$, where $K = p(p + 1)/2$. As shown in Fig. 3, a straight line in $\mathbb{R}^K$ does not represent the shortest path between points on the $S_{++}^p$ manifold. This means that we cannot rely on the Euclidean metric to induce a distance that is useful when reasoning about the similarity of ellipsoids. Fortunately, the field of Riemannian geometry equips us with the tools necessary to establish an alternative, Riemannian metric on the set $S_{++}^p$, forming a Riemannian manifold. In turn, we are able to define a geometrically-appropriate distance on this manifold.

**Definition 1** (Riemannian manifold [28]). A Riemannian manifold $M$ is a smooth manifold equipped with a positive-definite inner product $\langle \cdot, \cdot \rangle_M$ on the tangent space $T_M$ of each point $\Sigma \in M$ that varies smoothly from point to point.

As shown in Fig. 3, the tangent space of elements in $\Sigma \equiv S_{++}^p$ is the space of symmetric matrices $T_{\Sigma}M \equiv \text{Sym}_p$, which is a vector space in $\mathbb{R}^K$. The positive-definite inner product $\langle Z_1, Z_2 \rangle_\Sigma$ defined on this tangent space is also known as the Riemannian metric.

**Definition 2** (Riemannian metric on $S_{++}^p$ [14]). For some $\Sigma \in M$, a positive-definite inner product of two elements $Z_1, Z_2 \in T_{\Sigma}M$ can be defined as

$$\langle Z_1, Z_2 \rangle_\Sigma = \text{Tr}(\Sigma^{-\frac{1}{2}} Z_1 \Sigma^{-1} Z_2 \Sigma^{-\frac{1}{2}}),$$

and is called the Riemannian metric on $M$.

An important property of this metric is its invariance to affine transformations [14]: for any $A \in \text{GL}_p$ with the group action $A \ast \Sigma = A \Sigma A^T$ on the space $\text{Sym}_p$, we have

$$\langle A \ast Z_1, A \ast Z_2 \rangle_{A \ast \Sigma} = \langle Z_1, Z_2 \rangle_\Sigma.$$

This property will be useful when considering how the manipulability ellipsoid varies depending on configuration.

The Riemannian metric allows us to determine the lengths of curves on the manifold. When considering the similarity of ellipsoids, we are particularly interested in geodesic curves.

**Definition 3** (Geodesic [28]). Consider a parametric curve $\gamma(t)$ on $M$ and its velocity vector $\dot{\gamma}(t)$ that lies on $T_{\gamma(t)}M$. The length of this curve over $t \in [0, T]$ is computed as:

$$L(\gamma) = \int_0^T \left\langle \dot{\gamma}(t), \dot{\gamma}(t) \right\rangle_{\gamma(t)} \, dt.$$  

The shortest path between two elements $\Sigma, A \in M$ corresponds to the locally length-minimizing curve

$$d(\Sigma, A) = \min_{\gamma(0) = \Sigma, \gamma(T) = A} L(\gamma),$$

called the geodesic.

The length of the geodesic connecting two elements of a Riemannian manifold is known as the Riemannian distance.
Definition 4 (Riemannian distance on $S^n_{++}$ [14]). For $M$ equipped with the Riemannian metric of Eq. (9), the Riemannian distance between $\Sigma, \Lambda \in M$ is defined as

$$d(\Sigma, \Lambda) = \| \log (\Sigma^{-\frac{1}{2}} \Lambda \Sigma^{-\frac{1}{2}}) \|_F.$$  

(12)

In fact, this is the length of the geodesic connecting two non-singular manipulability ellipsoids [13].

3.2. Riemannian Distance as a Singularity Index

In Section 3.1 we showed that the Riemannian distance between the manipulability ellipsoid $M$ and a reference ellipsoid $\Sigma$ can be obtained using Eq. (12). If we assume a geometrically appropriate $\Sigma$ is chosen, we can apply Eq. (12) to obtain a notion of proximity of a given configuration to a singularity. Consider the manipulability ellipsoid $M(q) = J J^T$ of a robot in some configuration $q \in Q$ and some reference ellipsoid $\Sigma$. We define the squared length of the geodesic of the geometry-aware singularity index, which follows directly from Eq. (13).

$$\xi = \frac{1}{2} \log^2 \left( \frac{\Sigma^{-1} M \Sigma^{-1}}{\Lambda} \right),$$  

(13)

which follows directly from Eq. (12). In the context of singularity detection and avoidance, we refer to the scalar $\xi$ in Eq. (13) as the geometry-aware singularity index.

As a robot moves and changes its configuration, the manipulability ellipsoid varies in shape, size, and orientation. In Section 2.2 we noted that conventional indices such as dexterity and manipulability generally represent only one particular property of the manipulability ellipsoid (i.e., volume or axis length ratio). In contrast, $\xi$ is a function of all axis lengths, as well as the ellipsoid’s shape and orientation. This presents an opportunity to avoid many of the issues that are common when applying the conventional indices; the problems arise because one property (e.g., the ellipsoid volume) may remain constant while the ellipsoid itself changes. Importantly, the affine-invariance property of the underlying Riemannian metric described in Section 3.1 guarantees that the value of our index is always determined by the relative difference between two ellipsoids. It is therefore crucial that our choice of reference ellipsoid reflects the goal of singularity avoidance.

3.3. Choosing the Reference Ellipsoid $\Sigma$

The utility of the geometry-aware singularity index in Eq. (13) clearly depends on an appropriate choice of the reference ellipsoid $\Sigma$, which must be selected with the goal of singularity avoidance in mind. In this section, we propose two possible choices that help to avoid some of the degeneracies that may occur when using other common indices.

3.3.1. Choosing $\Sigma = k I$

Consider selecting a reference ellipsoid $\Sigma$ that has a spherical shape with a radius greater or equal to the length of the longest possible manipulability ellipsoid axis, as shown in Fig. 4. Formally, this class of ellipsoids can be expressed as

$$\Sigma = k I, \ k \geq \sigma^2_{\max}.$$  

(14)
inside of the matrix logarithm evaluates to

\[ \Sigma \]

Figure 5: Performance of our geometry-aware singularity index \( \xi \) for \( \Sigma = \operatorname{Tr}(M)I \) in cases where the manipulability index \( m \) (top) and dexterity index \( \kappa \) (bottom) are ambiguous. The top plot corresponds to the constant volume scenario shown in Fig. 2a, while the bottom plot represents the constant shape scenario from Fig. 2b.

3.3.2. Choosing \( \Sigma = kM \)

As described in Section 2, control and planning algorithms of the form in Eq. (2) commonly integrate criteria such as singularity avoidance by directly making use of the gradient of the relevant indices. This reveals an interesting instance of our proximality avoidance by directly making use of the gradient of the form in Eq. (2) commonly integrating criteria such as singularity avoidance, whereas maintaining sufficient Jacobian conditioning is key. Therefore, we directly optimize the squared affine-invariant distance between the current manipulability ellipsoid \( M \) and a reference ellipsoid \( \Sigma \), reflected in the geometry-aware singularity index \( \xi \). Our index can be added to the cost function of a common nonlinear programming formulation of the inverse kinematics problem

\[
\min_q \quad (q - q_0)^TW(q - q_0) + \alpha \xi(q)
\]

s.t. \( f(q) = T_{\text{goal}} \in SE(3) \),

where \( W \) is a weighting matrix used to prioritize certain joints, \( T_{\text{goal}} \) is the goal end-effector pose, and \( \alpha \) is a gain parameter. A solution to Eq. (19) can be found by iteratively solving a sequence of quadratic programs obtained by linearizing the cost and constraints. This sequential quadratic programming (SQP) approach was previously shown to be effective when designing singularity-robust kinematic controllers [25, 30]. By adding at each operating point. While it is clear that our index evaluates identically at every operating point, we can gain additional insight by considering the gradient of the index.

In Section 4.1, we explain that analytical gradient computation for our index is generally non-trivial due to the requirement that the elementwise derivative of \( \Sigma^{-\frac{1}{2}} M \Sigma^{-\frac{1}{2}} \) be commutative with its inverse. However, it follows from Eq. (17) that the identity in Eq. (23) holds at the operating point, and we are able to obtain the partial derivative

\[
\frac{\partial \xi}{\partial q_i} = -2 \log(k) \operatorname{Tr} \left( \frac{\partial J}{\partial q_i} J^\top \right),
\]

where \( J^\top \) is the Jacobian pseudo-inverse. As shown in Fig. 6, this gradient, constructed from partial derivatives in Eq. (18), gives a direction in which \( M \) expands along all of its axes. Interestingly, Eq. (18) is proportional to the gradient of the manipulability index [29], revealing a differential-geometric generalization of manipulability maximization approaches commonly used in kinematic control. In fact, our results in Section 5.1 confirm that this instance of our index performs similarly to manipulability maximization in compatible operational space tracking algorithms. Performance for this choice of \( \Sigma \) hinges on the rate at which \( M_0 \) is updated, as all the above properties are lost outside the neighborhood of the operating point.

4. Singularity Avoidance

In this section, we show how the geometry-aware singularity index defined by Eq. (12) can be used for singularity avoidance in a common family of operational space control and inverse kinematics algorithms. The formulation used herein can be seen as an extension of that in [13], where a Jacobian-based approach is employed to follow reference directions in the tangent space of SPD matrices in order to obtain a specific, desired ellipsoid. Reaching a specific orientation and shape of the manipulability ellipsoid is not important in general for ensuring singularity avoidance, whereas maintaining sufficient Jacobian conditioning is key. Therefore, we directly optimize the squared affine-invariant distance between the current manipulability ellipsoid \( M \) and a reference ellipsoid \( \Sigma \), reflected in the geometry-aware singularity index \( \xi \). Our index can be added to the cost function of a common nonlinear programming formulation of the inverse kinematics problem

\[
\min_q \quad (q - q_0)^TW(q - q_0) + \alpha \xi(q)
\]

s.t. \( f(q) = T_{\text{goal}} \in SE(3) \),

where \( W \) is a weighting matrix used to prioritize certain joints, \( T_{\text{goal}} \) is the goal end-effector pose, and \( \alpha \) is a gain parameter. A solution to Eq. (19) can be found by iteratively solving a sequence of quadratic programs obtained by linearizing the cost and constraints. This sequential quadratic programming (SQP) approach was previously shown to be effective when designing singularity-robust kinematic controllers [25, 30]. By adding
a velocity-minimizing term to the cost and joint velocity constraints, we arrive at the following QP

$$\begin{align*}
\min_q & \quad q^T W q + \sigma(\nabla_\xi (q_i)) q \\
\text{s.t.} & \quad J q = x \\
q_{\min} & \leq q \leq q_{\max},
\end{align*}$$

(20)

which is exactly the operational space tracking formulation shown in Eq. (2). In both control and inverse kinematics applications, this QP is redefined at each time instance or iteration and new \(\nabla_\xi \) and \(J\) are calculated to reflect the current configuration. The joint velocity limits serve the additional purpose of enforcing joint position limits, as the velocity limits can be changed at each iteration to reflect the space of locally feasible joint motions. Depending on the choice of the gain parameter \(\alpha\), the robot will be guided in a direction in which the overall distance from singularities increases or decreases. Note that problems of the form in Eq. (20) have been shown to allow for a wide variety of additional constraints, such as collision avoidance [23] and manipulability maximization [25].

4.1. Gradient Computation

Optimization methods used in control and kinematic synthesis require the gradient \(\nabla_\xi\) to produce joint displacements that avoid singularities. The gradient can be expressed as a concatenation of partial derivatives of \(\xi\) with respect to the joint positions \(q_i\)

$$\nabla_\xi = \begin{bmatrix} \frac{\partial \xi}{\partial q_0} & \cdots & \frac{\partial \xi}{\partial q_n} \end{bmatrix} \in \mathbb{R}^n.$$

These partial derivatives can be obtained using elementary matrix calculus as

$$\frac{\partial \xi}{\partial q_i} = 2 \text{Tr} \left( \frac{\partial \log (\sigma)}{\partial q_i} \log (\sigma)^T \right),$$

(21)

where

$$\sigma = \Sigma^{-\frac{1}{2}} M \Sigma^{-\frac{1}{2}}.$$

(22)

The partial derivative of \(\log (\sigma)\) admits the closed form solution

$$\frac{\partial \log (\sigma)}{\partial q_i} = \sigma^{-1} \frac{\partial \sigma}{\partial q_i},$$

(23)

only if the matrices \(\sigma^{-1}\) and \(\frac{\partial \sigma}{\partial q_i}\) commute. Unfortunately, the matrices in Eq. (23) are generally not commutative and the identity is therefore invalid when considering \(\Sigma\) of an arbitrary shape. Instead of finding the partial derivatives analytically, we can evaluate them numerically by leveraging a result from computational matrix analysis. We begin with a lemma showing that Eq. (23) can be expressed using directional derivatives:

**Lemma 1** ([31]). The partial derivatives of \(\log (\sigma)\) with respect to individual elements of \(q\) can be defined as

$$\frac{\partial \log (\sigma)}{\partial q_i} = L_{\log (\sigma)} \left( \sigma, \frac{\partial \sigma}{\partial q_i} \right),$$

(24)

where \(L_{\log (\sigma)}(g, E)\) is the directional derivative of \(f\) at \(g\) in the direction \(E\).

**Proof.** Using the chain rule for matrix-valued functions, the partial derivative of \(f(g(x)) : \mathbb{R}^n \rightarrow \mathbb{R}^{K \times K}\) with respect to \(x \in \mathbb{R}^n\) is expressed as

$$\frac{\partial f}{\partial x_i} = \nabla_g f \cdot \frac{\partial g}{\partial x_i}. $$

(25)

The product definition of the directional derivative of \(f\) at \(g\) in the \(E\) direction is given by

$$L_f(g, E) = \nabla_g f \cdot E. $$

(26)

The equivalence of Eq. (25) and Eq. (26) is self-evident. \(\square\)

From Lemma 1, it follows that the partial derivative of the logarithm in Eq. (21) can be computed using Eq. (24). We first take the derivative along the direction \(\frac{\partial \sigma}{\partial q_i}\), which has a closed form expression

$$\frac{\partial \sigma}{\partial q_i} = \Sigma^{-\frac{1}{2}} \left( \frac{\partial J}{\partial q_i} J^T + J \frac{\partial J}{\partial q_i} \right) \Sigma^{-\frac{1}{2}}.$$ 

(27)

Once the direction is obtained, the directional derivative can be accurately and efficiently computed using the identity introduced in [32], which we formalize in the following proposition:

**Proposition 1.** The partial derivatives of \(\log (\sigma)\) with respect to individual elements of \(q\) can be computed using the identity

$$\log \left( \begin{bmatrix} \sigma & \frac{\partial \sigma}{\partial q} \\ 0 & \sigma \end{bmatrix} \right) = \log (\sigma) - \frac{\partial \log (\sigma)}{\partial q}.$$ 

(28)

**Proof.** (Theorem 3.6 in [32]) Let \(f\) be a differentiable matrix function and \(X(t) \in \mathbb{R}^{n \times n}\) be a symmetric matrix differentiable at \(t = 0\). Let

$$X(t) = X + t E,$$

and we have the identity

$$f \left( \begin{bmatrix} X & E \\ 0 & X \end{bmatrix} \right) = f(X) + L_f(X, E),$$

where \(L_f(X, E)\) is the directional derivative of \(f\) at \(X\) in direction \(E\). From Eq. (22) and Eq. (27) it is clear that for \(X = \sigma\) and \(E = \frac{\partial \sigma}{\partial q_i}\), the symmetry assumptions hold, completing the proof. \(\square\)

Since the size of the matrix representing the manipulability ellipsoid is generally at most \(6 \times 6\), computing the matrix in Eq. (28) remains computationally tractable and the overall computation time negligible. This result allows us to explore arbitrary choices of the reference ellipsoid \(\Sigma\) in Eq. (22), enabling the adaptation of \(\xi\) to both the structure of the robot and the task.

4.2. Limitations

There are several limitations that should be considered when using the approach presented herein for singularity avoidance. First, it is crucial that the reference ellipsoid \(\Sigma\) encapsulates all manipulability ellipsoids that can be reached by the robot. This can be accomplished by defining a large ellipsoid beforehand, either empirically or analytically, as described for the spherical reference ellipsoid in Section 3.3.1. In Section 3.3.2 we
have shown that the reference ellipsoid can also be re-defined at each iteration and its lengths modified to ensure it remains larger than the manipulability ellipsoid. This option may provide greater numerical stability, assuming that the $\Sigma$ is updated at an adequate rate. Another problematic scenario may occur when the initial manipulator configuration is itself singular, since the manifold geometry described in Section 3 holds only for non-singular ellipsoids. This situation is easily detected either by directly observing the singular values of the Jacobian or noting that matrix logarithm has failed—a small perturbation can be applied to the joint configuration to leave the singular region.

5. Experimental Results

In this section we present experimental results for the proposed geometry-aware singularity avoidance index $\xi$ when implemented within the QP-based operational space control formulation defined by Eq. (20). Specifically, we consider the two index variants with reference ellipsoids $\Sigma$ defined in Section 3.3.1 (labeled s-IK) and Section 3.3.2 (labeled s-IK2). In order to validate the benefits of using a Riemannian metric, we also evaluate a singularity index derived from the use of the standard Euclidean metric

$$\xi_k = \|M - \Sigma_k\|^2_F,$$  

(29)

where a spherical $\Sigma$ is selected as described in Section 3.3.1. As for our proposed approach, the gradient of this index is integrated into the cost Eq. (2) in place of the linear term; the resulting formulation is labeled e-IK. We also compare our index to the manipulability maximization method from [25], where a manipulability gradient term is again added as the linear component of the cost in Eq. (2); the resulting formulation is labeled m-IK. As a baseline, we use a standard approach to operational space tracking obtained by setting $\alpha = 0$ in Eq. (20); this last formulation is labeled IK.

In our evaluation, we perform two benchmark experiments involving a pair of common tasks: reaching and path following. First, in Section 5.1 we demonstrate how our method performs in a simple reaching task, where a goal end-effector position must be attained while maximizing the overall distance from singular regions. Next, in Section 5.2 we demonstrate how our method can be used to guide the manipulator away from singularities while following a circular end-effector path. All experiments were performed on a laptop computer with an Intel i7-8750H CPU running at 2.20 GHz and with 16 GB of RAM.

5.1. Reaching Task

We begin by examining how the formulation given in Eq. (20) can be used to solve reaching tasks, where the end-effector needs to reach a desired goal position. In our analysis, we consider the class of planar kinematic chains with an increasing number of DoF, as well as three robotic manipulators commonly used in collaborative, assistive, and research robotics. We purposely avoid specifying a goal orientation in order to induce kinematic redundancy that can be used to optimize the singularity avoidance indices being tested. The overall performance is determined by comparing the minimal and maximal singular values of the Jacobian in the final configuration, as these values provide a definitive indicator of singularity robustness for a given configuration. We make the assumption that the joint limits and dynamic effects are accounted for by the velocity constraints at each iteration, making this problem similar to a standard inverse kinematics problem. The experiment consists of performing 200 random (and randomly initialized) reaching tasks, while respecting upper and lower limits on joint velocities.

First, we examine the results for three, six, and nine DoF planar kinematic chains with joint velocities limited to $\frac{\pi}{3}$ rad/s; the results are summarized by the box plots in Fig. 7. For methods s-IK, s-IK2, and m-IK, we chose $\alpha = 1$, since it produced good singularity avoidance results with a similar number of successes across the board. The gradient of Eq. (29), used in the e-IK formulation, generally has a larger magnitude and so we use $\alpha = 0.1$ to ensure numerical stability. Examining the top row of Fig. 7, we see that the method labeled s-IK, corresponding to the reference ellipsoid $\Sigma = kI$ with $k = \text{Tr}(M) \geq \sigma_{\text{max}}$ (updated at each iteration), achieves the highest median minimal singular value $\sigma_{\text{min}}$. Moreover, increasing the number of DoF further amplifies this effect, as there is a larger space of solutions that can be explored due to the higher degree of redundancy. This result is highly desirable from the perspective of singularity avoidance, since we are trying to avoid situations where the Jacobian is non-invertible. However, minimizing $\xi$ in this case also results in $M$ adopting a more spherical shape. This can be seen in the bottom row of Fig. 7, where s-IK produces a lower median maximal singular value $\sigma_{\text{max}}$ than s-IK2 or m-IK, reflecting the spherical shape of the reference ellipsoid. We posit that the spherical shape results in a more uniform mobility profile for the end-effector, while not affecting the proximity to singular configurations. Alternatively, by choosing $\Sigma = kM$ with $k = 2$ (s-IK2), we achieve an overall increase of both the minimal and maximal singular values, very similar to that of m-IK. Intuitively, choosing $k = 2$ means that, at every iteration, we attempt to reach an ellipsoid that is twice the size of the current ellipsoid. The results can be interpreted by observing that the gradient in this case has the form of Eq. (18), which is very similar to the manipulability gradient [29] used in m-IK. The m-IK method from [25] maximizes $\text{det}(M)$, which translates to maximizing the overall volume of the manipulability ellipsoid. While this method outperforms the baseline IK approach, the minimal median singular value obtained using this method is noticeably smaller than that of s-IK. Finally, the e-IK method outperforms only the baseline in terms of the minimal singular value, as it appears to prioritize maximizing the largest singular value.

We have also performed the same experiment using common six and seven DoF robots: the Universal Robots UR10, the Kinova Jaco manipulator, and the KUKA IIWA 14. All joint velocities were again limited to at most $\frac{\pi}{3}$ rad/s in either direction and the gain value was increased to $\alpha = 10$ for s-IK, s-IK2, e-IK, and m-IK. Examining the results in Fig. 8, we
Figure 7: Results of solving 200 random inverse kinematics (IK) problems; each column corresponds to IK solutions for a planar manipulator with a different number of DoF. The plots in the top row show the minimal singular values $\sigma_{\text{min}}$ of the manipulator Jacobian in the final configuration, while the plots in the bottom row show the maximal singular values $\sigma_{\text{max}}$. The two leftmost boxes in each plot, labeled s-IK and s-IK2, represent our method with different choices of $\Sigma$. The box labeled m-IK corresponds to the method in [25], while the box labeled IK shows the results without optimizing for singularity avoidance. Finally, the box labeled e-IK shows the results obtained when using a Euclidean metric.

Figure 8: Results of solving 200 random inverse kinematics (IK) problems; each column corresponds to IK solutions for a different common manipulator. The plots in the top row show the minimal singular values $\sigma_{\text{min}}$ of the manipulator Jacobian in the final configuration, while the plots in the bottom row show the maximal singular values $\sigma_{\text{max}}$. The two leftmost boxes in each plot, labeled s-IK and s-IK2, represent our method with different choices of $\Sigma$. The box labeled m-IK corresponds to the method in [25], while the box labeled IK shows the results without optimizing for singularity avoidance. Finally, the box labeled e-IK shows the results obtained when using a Euclidean metric.
IK or IK, since the m-IK maximizes the overall manipulability produces a trajectory closer to the first singularity than for s-
that the arm is passing near a singularity. The m-IK method of the manipulator in Fig. 9a shifts significantly in order to con-
lar path with the end-e

gularity avoidance formulation in an operational space control
5.2. Circular Path Tracking
the maximum singular values are similar in all scenarios for all
IK2 coming in as a close second. In the bottom row, we see that
first three joints, further exacerbating this phenomenon. The
top row of Fig. 8 again shows that the s-IK method, using a
planar mechanisms in two dimensions. Moreover, the majority
of the translational mobility in these robots is produced by the
first three joints, further exacerbating this phenomenon. The
time of this experiment, we evaluated the performance of our sin-
gularity avoidance formulation in an operational space control
scenario for several different manipulators by tracking a circu-
lar path with the end-effector. All manipulators used in this
experiment have six or more DoF, while the task required only
the position of the end-effector to remain on the defined path
at all times. We are able to use the available kinematic redund-
dancy to optimize the movement of each manipulator such that
singular and near-singular configurations are avoided. Again,
the formulation in Eq. (20) is used to produce a locally optimal
joint displacement at each iteration, and we compare the s-IK,
m-IK, e-IK, and IK methods.

In Fig. 10 we see that the maximal and minimal singular values of the Jacobian vary throughout the trajectory (as
executed by the chosen methods). In the leftmost column, the
regular IK method produces two nearly-singular configurations for the UR10, whereas all other methods avoid these singularities. The singularities are indicated by two dips in $\sigma_{\text{min}}$ for the
IK method, corresponding to the top and bottom of the circular
path shown in Fig. 9a. At these points, the wrist configuration of the manipulator in Fig. 9a shifts significantly in order to con-
tinue to follow the position reference—this is a clear indicator
that the arm is passing near a singularity. The m-IK method
produces a trajectory closer to the first singularity than for s-
IK or IK, since the m-IK maximizes the overall manipulability
ellipsoid volume by prioritizing the increase of the two larger
singular values. Our method outperforms both the IK and m-
IK methods by maintaining a $\sigma_{\text{min}}$ that is approximately two
times larger than that produced by m-IK. The trade-off can be
seen by observing the bottom row, where it is clear that the
$\sigma_{\text{max}}$ achieved by s-IK is somewhat lower than by m-IK or e-
IK, while still outperforming IK. The e-IK method performs
surprisingly very well in this scenario, maintaining a $\sigma_{\text{min}}$ that
is only slightly lower than that produced by s-IK, while achiev-
ing higher $\sigma_{\text{max}}$. Fig. 9b shows the trajectories generated by s-
IK; note the smaller variations in wrist movement, which sug-
gests a better joint-to-operational space mapping in terms of
end-effector position change compared to Fig. 9a.

Results for the same task performed by the Kinova Jaco arm
are shown in the middle column of Fig. 10 and offer a con-
trasting example. The performance of e-IK no longer matches s-IK in terms of singularity avoidance, as our method maintains
a significantly higher $\sigma_{\text{min}}$ throughout the trajectory. Interest-
gingly, $\sigma_{\text{min}}$ and $\sigma_{\text{max}}$ reach a similar value for s-IK, which cor-
responds to the spherical shape of the reference ellipsoid used
by this method. The rightmost column of Fig. 10 shows that
results for the KUKA-IIWA confirm the observed trend. For all
the robots, the baseline IK method is outperformed by all other
methods, demonstrating that even using a ‘geometrically im-
proper’ criterion based on the Euclidean metric helps to avoid
singularities. Surprisingly, the performance of m-IK and e-IK
is similar across all examples.

Finally, we have evaluated how all four methods perform
when the path-following task also requires the end-effector or-
ientation to remain fixed. We perform this task with the seven
DoF KUKA IIWA 14 robot, since it has the redundancy needed
to optimize for singularity avoidance when tracking the full
end-effector pose reference. A visualization of the task can be
seen in Fig. 11, while the changes of all Jacobian singular values
are shown in Fig. 12. Our results indicate that using the
baseline IK method results in a significant drop in $\sigma_{\text{min}}$ around
t = 0.6, signaling that the robot is near a singularity. This sin-
gularity is avoided by the s-IK and m-IK methods, which produce
similar changes of the lowest singular value. On the other hand,
the performance of e-IK is arguably worse than that of the base-
line IK method, with the manipulator configuration remaining
nearly singular from from $t = 0.3$ to $t = 0.55$. We see that
s-IK also results in larger $\sigma_{\text{max}} = \sigma_1$ and $\sigma_2$ than all the other
methods.

6. Conclusion and Future Work

In this paper, we described a novel method for singularity
avoidance that uses a well-known Riemannian metric on
the manifold of SPD matrices to formulate a computationally
tractable optimization criterion based on geodesic length. We
proved that our geometry-aware singularity index can be differ-
etiated by computing directional derivatives using an identity
from computational matrix analysis. Moreover, we showed that
various and geometrically distinct criteria can be derived from
this formulation by changing a single parameter (i.e., reference
ellipsoid) and that some choices result in robustness to failure
Figure 10: Jacobian conditioning throughout the circular trajectory, parameterized by $t = [0, 1]$. Minimal singular values $\sigma_{\text{min}}$ are displayed in the top row and maximal singular value $\sigma_{\text{max}}$ are displayed in the bottom row.

Figure 11: Visualization of the circular path followed by the KUKA IIWA 14 manipulator. The end effector orientation is constrained to remain constant throughout the task.

modes that are common for other indices. We demonstrated that the proposed index can be integrated into a common optimization formulation of operational space reference tracking. The experimental results indicate that our index consistently achieves the largest minimal singular values among all of the methods compared. Moreover, we justified the use of the Riemannian metric by performing a comparison to an instance of our index that uses the standard Euclidean metric, which yields less consistent results and worse performance in terms of singularity avoidance. Finally, it is important to note that there may be other choices of the reference ellipsoid suitable for singularity avoidance, as well as choices specifically tailored to a given task or kinematic structure. We consider this one of the key advantages of our approach—our method can be tailored to a specific task to a greater degree than other indices such as the manipulability index.

As an avenue for future work, we note that the formulation presented herein can easily be integrated into existing control and planning pipelines and that it would be interesting to benchmark their performance. We have previously integrated a manipulability maximization term into the trajectory optimization framework of [29]; we plan to integrate the proposed index into a similar formulation that is better suited for nonlinear objectives [33]. From a theoretical point of view, we are exploring possible equivalences between certain choices for the reference ellipsoid and existing singularity avoidance criteria. Further, determining how a reference ellipsoid should be selected for a specific task may elucidate further advantages over more conventional methods.

References

[1] J. Duffy, Analysis of mechanisms and robot manipulators, Edward Arnold London, 1980.
[2] V. D. Tourassis, M. H. Ang Jr, Identification and analysis of robot manipulator singularities, The International Journal of Robotics Research 11 (3) (1992) 248–259.
[3] L. Beiner, Singularity avoidance for Scara robots, Robotics and autonomous systems 10 (1) (1992) 63–69.
[4] L. Beiner, Singularity avoidance for articulated robots, Robotics and autonomous systems 20 (1) (1997) 39–47.
[5] S. R. Buss, Introduction to inverse kinematics with Jacobian transpose, pseudoinverse and damped least squares methods, IEEE Journal of Robotics and Automation 17 (1-19) (2004) 16.
[6] L. Sciavicco, B. Siciliano, Modeling and Control of Robot Manipulators, Advanced Textbooks in Control and Signal Processing, Springer, 2012.
Figure 12: Jacobian conditioning throughout the execution of a circular trajectory with constant end-effector orientation for the KUKA IIWA 14 robot. The trajectory is parameterized by $\tau = [0, 1]$. Plots show how the Jacobian singular values $\sigma_i$ change as the robot follows the path. Singular values are indexed as follows: $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_6$.

[7] P. Cardou, S. Bouchard, C. Gosselin, Kinematic-sensitivity indices for dimensionally nonhomogeneous Jacobian matrices, IEEE Transactions on Robotics 26 (1) (2010) 166–173.

[8] S. Patel, T. Sobh, Manipulator performance measures—a comprehensive literature survey, Journal of Intelligent & Robotic Systems 77 (3-4) (2015) 547–570.

[9] T. Yoshikawa, Manipulability of robotic mechanisms, The International Journal of Robotics Research 4 (2) (1985) 5–9.

[10] A. A. Maciejewski, C. A. Klein, The singular value decomposition: Computation and applications to robotics, The International journal of robotics research 8 (6) (1989) 63–79.

[11] J. K. Salisbury, J. J. Craig, Articulated hands: Force control and kinematic issues, The international journal of robotics research 1 (1) (1982) 4–17.

[12] L. Rozo, N. Jaquier, S. Calinon, D. G. Caldwell, Learning manipulability ellipsoids for task compatibility in robot manipulation, in: IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2017, pp. 3183–3189.

[13] N. Jaquier, L. Rozo, D. G. Caldwell, S. Calinon, Geometry-aware manipulability learning, tracking, and transfer, The International Journal of Robotics Research (2020). doi:10.1177/0278364920946815.

[14] X. Pennec, P. Fillard, N. Ayache, A Riemannian framework for tensor computing, International Journal of computer vision 66 (1) (2006) 41–66.

[15] B. Xian, M. S. de Queiroz, D. Dawson, I. Walker, Task-space tracking control of robot manipulators via quaternion feedback, IEEE Transactions on Robotics and Automation 20 (1) (2004) 160–167.

[16] H.-L. Pham, V. Perdeware, B. V. Adorno, P. Fraisse, Pose and orientation control of robot manipulators using dual quaternion feedback, in: IEEE/RSJ International Conference on Intelligent Robots and Systems, 2010, pp. 658–663.

[17] P. Beeson, B. Ames, Trac-ik: An open-source library for improved solving of generic inverse kinematics, in: IEEE-RAS 15th International Conference on Humanoid Robots (Humanoids), 2015, pp. 928–935.

[18] Y. Nakamura, H. Hanafusa, T. Yoshikawa, Task-priority based redundancy control of robot manipulators, The International Journal of Robotics Research 6 (2) (1987) 3–15.

[19] G. Marani, J. Kim, J. Yuh, W. K. Chung, A real-time approach for singularity avoidance in resolved motion rate control of robotic manipulators, in: IEEE International Conference on Robotics and Automation, Vol. 2, 2002, pp. 1973–1978.

[20] S. Chiaverini, Singularity-robust task-priority redundancy resolution for real-time kinematic control of robot manipulators, IEEE Transactions on Robotics and Automation 13 (3) (1997) 398–410.

[21] M. Frank, P. Wolfe, et al., An algorithm for quadratic programming, Naval research logistics quarterly 3 (1-2) (1956) 95–110.

[22] F.-T. Cheng, T.-H. Chen, Y.-S. Wang, Y.-Y. Sun, Obstacle avoidance for redundant manipulators using the compact QP method, in: IEEE International Conference on Robotics and Automation, 1993, pp. 262–269.

[23] J. Schulman, J. Ho, A. X. Lee, I. Awwal, H. Bradlow, P. Abbeel, Finding locally optimal, collision-free trajectories with sequential convex optimization., in: Robotics: Science and Systems, Vol. 9, 2013, pp. 1–10.

[24] Y. Zhang, D. Guo, K. Li, J. Li, Manipulability-maximizing self-motion planning and control of redundant manipulators with experimental validation, in: IEEE International Conference on Mechatronics and Automation, 2012, pp. 1829–1834.

[25] K. Dufour, W. Suleiman, On integrating manipulability index into inverse kinematics solver, in: IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2017, pp. 6967–6972.

[26] L. Jin, S. Li, H. M. La, X. Luo, Manipulability optimization of redundant manipulators using dynamic neural networks, IEEE Transactions on Industrial Electronics 64 (6) (2017) 4710–4720.

[27] F. Marić, I. Jurin, I. Marković, Z. Kalatafić, I. Petrović, Robot arm teleoperation via RGBD sensor palm tracking, in: 39th International Convention on Information and Communication Technology, Electronics and Microelectronics (MIPRO), IEEE, 2016, pp. 1093–1098.

[28] J. M. Lee, Introduction to Riemannian manifolds, Graduate texts in mathematics, Springer, 2018. doi:10.1007/978-3-319-91755-9.

[29] F. Marić, O. Limoyo, L. Petrović, T. Ablett, I. Petrović, J. Kelly, Fast manipulability maximization using continuous-time trajectory optimization, in: IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), IEEE, 2019, pp. 8258–8264.

[30] Y. Zhang, X. Yan, D. Chen, D. Guo, W. Li, QP-based refined manipulability-maximizing scheme for coordinated motion planning and control of physically constrained wheeled mobile redundant manipulators, Nonlinear Dynamics 85 (1) (2016) 245–261.

[31] J. Datortor, Convex optimization & Euclidean distance geometry (2005).

[32] N. J. Higham, Functions of matrices: theory and computation, Vol. 104, Siam, 2008.

[33] L. Petrović, J. Peršić, M. Seder, I. Marković, Cross-entropy based
stochastic optimization of robot trajectories using heteroscedastic continuous-time Gaussian processes, Robotics and Autonomous Systems 133 (2020) 103618.