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Abstract: This paper studies the random optimization algorithm to reorganize the leapfrog algorithm. The big data challenge requires an effective optimization algorithm to explore potential data structures using deep neural networks. At first, we introduce the neural network classifier and compare it with the support vector machine. Neural networks are suitable for large data sets and have the complex ability to extract high-level abstract data. And then we have to introduce a large dataset covering cancer data and voice data. Both datasets have large numbers of samples with complex low-level variance. At last we have to use the reorganized leapfrog algorithm to optimize neural network parameters. The random leapfrog algorithm is efficient and robust to a local minimum. The experimental results show that the algorithm has extensive application prospects and is suitable for the classification of big dataset. The neural network parameters can effectively optimized by the improved shuffled frog leaping algorithm.

1. Introduction
The neural network method has attracted more and more research attention and has been widely used in classification of many real-scenario data problems [1-5]. Classification of large dataset is very different from small dataset. Traditional algorithms for classification such as Support Vector Machines (SVM) etc are only effective on small datasets [6,7].

SVM are known for training and modeling with small samples, but on large datasets, their generalization ability is limited. In addition, deep neural networks can be able to build meaningful advanced functions for large datasets. It needs a lot of data for training. So it’s important to search the optimization algorithms that can efficiently deal with random searches on low-level original data by optimizing the neural network structure at the same time.

The use of large datasets will change the performance of the support vector machine classifier because the training process must deal with more parameters so the speed of convergence become slow. Nowadays the Shuffled Frog Leaping Algorithm (SFLA) [8-13] is receiving more and more attention in project optimization. SFLA has a powerful global optimal search capability and is more efficient than existing optimization algorithms. In our article, we suggest using the improved SFLA to configure neural networks parameters, and use the BP algorithm to compare with support vector machines and basic neural networks. We also recommend using the improved shuffled frog leaping algorithm to find out the global optimal value to initialize the neural networks classifier. The whole system flow chart is shown as in Fig. 1.

The rest of our article is arranged below:
Part 2 gives a basic and brief introduction to deep neural networks. Part 3 describes the reorganized leapfrog algorithm. Part 4 is a concise introduction to the dataset used in the experiment, the experimental results are demonstrated in Part 5. Finally, we provide conclusions in Part 6.

Figure 1. Flowchart of the training recognition system.

2. Experimental method
The flow chart of the training recognition system is shown in Fig. 1. It shows that classification algorithm based on basic NN trains parameters from a small database by using shallow structure, and Deep Neural Network (DNN) learns from a big data by using deep network structure [14-17]. However, it often has the problem of parameter convergence. In speech recognition and target recognition, it outperforms many of the most advanced machine learning algorithms. An ideal characteristic of NN is that it can express high-level features and improve modeling accuracy. It’s much more robust to the variability of data.

2.1 neural network
DNN comes from multilayer neural network. It consists of many hidden layers, as shown in Figure 2.

Figure 2. Deep neural network structures for classification of big database
DNN is a kind of supervised learning algorithm, which helps in modeling the posterior probability:

$$ p_{y|x}(y = s | x) $$ (1)

Note that $s$ represents the category, $x$ represents the observation vector and $y$ represents the outputs of the neural networks.

We let the first one $L$ level as a vector $v^l$, where $l$ is the node index. The hidden binary vector is written as $h^l$. Set $h^l_m$ as the hidden unit and $m$ is the unit index. The hidden units total number is $N^l$. The formula of posterior probability calculation is [18]:

$$ p^l(h^l | v^l) = \prod_{m=1}^{N^l} \frac{e^{z^l_m(v^l)h^l_m}}{e^{z^l_m(v^l)} + 1} \text{ (2)} $$

where $z^l(v^l) = (W^l)^T v^l + a^l$. $W$ is the weight and $a$ is the deviation vector. The output layer calculates the posterior probability as:

$$ p_{y|x}(y = s | x) = \sum_{y} e^{z^l_s(v^l)} \text{ (3)} $$

The neural network is initialized by using the Restricted Boltzmann Machine. The multi-layer structure is able to powerfully model the nonlinear relationship in the input signal. However, the backpropagation algorithm doesn’t always converge to the training sets. Initialization is very important for the convergence and successful training of multi-layer neural networks. Therefore, Restricted Boltzmann Machine (RBM) is an effective method to implement unsupervised clustering in every layers, and it also provides a preferable initial position for starting the backpropagation algorithm. Figure 3 shows the relationship between Restricted Boltzmann Machine clustering and backpropagation training.

The neural network structure usually set by means of observation and experience. For general image and speech data modeling, four to six layers of neural network is enough. The number of each layer nodes is related to the characteristics of the input data. The larger the characteristics size, the bigger the number of nodes in hidden layers. When choosing the size of the neural network, we also have to consider the capacity of data storage and cost of computation. The typical setting for the learning rate is about $0.00001$ to $0.005$ for the specific problems. In traditional back propagation iterations, the parameters in every NN layers are optimized.
and they will easily converge with good RBM initialization. It is very important for us to find out more effective DNN training optimization algorithms.

With a well-trained Restricted Boltzmann Machine, we assume that the weight matrix as $W$:

$$ W = \begin{bmatrix} w_{1,1} & w_{2,1} & \cdots & w_{M,1} \\
 w_{1,2} & w_{2,2} & \cdots & w_{M,2} \\
 \vdots & \vdots & \ddots & \vdots \\
 w_{1,N} & w_{2,N} & \cdots & w_{M,N} \end{bmatrix} \tag{4} $$

Where $M$ and $N$ is the number of visible unit and the hidden unit respectively. For any input feature vector:

$$ x = (x_1, x_2, \cdots, x_M) \tag{5} $$

According to Restricted Boltzmann Machine, hidden nodes will be activated or not. The formula to calculate activation is given below:

$$ h = Wx \tag{6} $$

The calculation formula for the open state (value 1) is:

$$ P(h_j = 1) = \sigma(h_j) = \frac{1}{1 + e^{-h_j}} \tag{7} $$

This function takes the form of logistic function:

$$ f(x) = \frac{1}{1 + e^{-x}} \tag{8} $$

Define every hidden nodes and calculate value 0 probability as:

$$ P(h_j = 0) = 1 - P(h_j = 1) \tag{9} $$

Whether to activate the node finally depends on the uniform distribution:

$$ u \sim U(0,1) \tag{10} $$

$$ h_j = \begin{cases} 1, & P(h_j = 1) \geq u \\ 2, & P(h_j = 1) < u \end{cases} \tag{11} $$

The RBM training is based on G. Hinton.’s Contrastive Divergence (CD) algorithm. For each item in training sets, the probability of activating relevant hidden units is calculated by:

$$ P(h_j^{(0)} = 1 \mid v^{(0)}) = \sigma(W_j v^{(0)}) \tag{12} $$

Select a random sample from P:

$$ h^{(0)} \sim P(h \mid v^{(0)}) \tag{13} $$

Use $h^{(0)}$ to rebuild the visible layer:

$$ P(v_i^{(1)} = 1 \mid h^{(0)}) = \sigma(W_i^T h^{(0)}) \tag{14} $$

Randomly select a visible sample:

$$ v^{(1)} \sim P(v \mid h^{(0)}) \tag{15} $$

Finally, hidden units activation probability can be calculated as:

$$ P(h_j^{(1)} = 1 \mid v^{(1)}) = \sigma(W_j v^{(1)}) \tag{16} $$

The weight matrix is updated to:
\[ W \leftarrow W + \lambda (P(h^{(0)}) = 1\mid v^{(0)})v^{(0)T} - P(h^{(1)}) = 1\mid v^{(1)})v^{(1)T} \] (17)

2.2 Shuffled frog leaping algorithm

SFLA is a meta-heuristic optimization algorithm inspired by swarm intelligence which has become a popular topic and is increasingly attracting many research attentions. We adopt the modified shuffled frog leaping algorithm [19,20] in our article to optimize parameters of NN.

The modified shuffled frog leaping algorithm consists of the following steps which is shown in Figure 4:

1) Initial frog population as candidate parameters: the number of frogs ‘N’, the dimension ‘d’ of a single frog, the number of frogs in the subpopulation ‘m’, the number of subpopulations ‘n’, the number of iterations ‘g’, the basic temperature \( T_b \), temperature coefficient ‘c’.

2) We calculate the fitness by using different parameter settings for each frog individual.

3) Implement the immune vaccination operation for each individual frog and this is the difference between our algorithm to the original shuffled frog leaping algorithm operation.

4) N frogs were divided into n sub populations according to their fitness from good to bad.

5) According to the fitness level from high to low, N frogs are divided into n sub populations.

a) For each subgroup, perform the following steps g times.

b) Renew the best individual \( X_{w} \) in each sub-population;

c) Renew \( X_{w} \) using the basic shuffled frog leaping algorithm strategy, \( X'_{w} = X_{w} + \Omega \), where \( \Omega = \text{rand}(N) (X_{b} - X_{w}) \);

d) Execute Gaussian mutation on individuals;

e) Execute Tent chaotic mapping on individuals.

6) After the basic depth search is completed and if the reference temperature \( T_{b} \) is reached then output the global optimum and end the iteration otherwise, let \( T = c \times T_{b} \) and go to 3).

Shuffled frog leaping algorithm based parameter optimization can replace the traditional initialization method and the initialized NN will use sufficient training data for retraining to achieve fine adjustment of parameters.

![Figure 4. Algorithm flowchart of modified SFLA](image-url)
The random leapfrog algorithm can jump out of the local optimum and find the global optimum. Although generations of mutations, random search methods can normally approximate the target function.

Table 1 shows the mapping between immune principle and computational optimization. Its remarkable advantages are high efficiency of searching and easy to implement. Through combine the 4 operations, the ability to avoid local optima is enhanced. As suggested in the past research report [21,22], it is suitable to optimize the NN parameters and can effectively avoid local optimization.

| Immune Principles | Computational Optimization |
|-------------------|---------------------------|
| Antigen           | Optimization Problem      |
| B Cell            | Candidates                |
| Memory Cell       | Preferable Solution       |
| Antibody          | Target Function           |
| Clone Selection   | Selection among population|

2.3 the dataset

The big dataset used in our article includes three main data sets, namely breast cancer dataset, wine dataset and vowel dataset. From a classification perspective, these datasets contain a lot of training and test samples, so they are suitable for evaluating classification algorithms [23-26]. It also covers varieties of different samples and is appropriate for verifying the generalization ability of the algorithm.

UCI big datasets are used for training the network and testing it. This is one of the three fields provided by the Institute of Oncology, which has repeatedly appeared in the machine learning literature. The dataset includes 2000 instances of one category and 800 instances of another category. These instances are described by nine attributes, some of which are nominal and some are linear.

The dataset is composed of image, acoustic and medical data samples. So, our proposed system is verified by extending it to different fields. Because our optimization method does not depend on specific data structure so it shows good generalization ability in practical application.

3. Experimental results

In the experiment, the datasets are divided into training dataset and test dataset. Through cross validation experiments, we can obtain reliable results. Use tenfold cross-validation, 90% of the data is used for training networks and the rest 10% is used for test. The platform based one 1.5GHz CPU and 4GB RAM [27,28].

Tables 2 to 4 shows the classification results below. The NN, SVM and SFLA algorithm based on NN are compared. From the test results, we can observe that the shuffled frog leaping algorithm based classifier gives the best results. The random optimization algorithm is appropriate for classifying big datasets. Verified by the cross-validation method, the NN parameters are optimized, and the generalization ability is acceptable. To avoid overfitting we used 10 fold cross validation to demonstrate this capability.

| Recognition Rate | Convergence Speed | Generalization Ability |
|------------------|------------------|------------------------|
| NN 88.1%         | 42.3s            | Poor                   |
| SVM 89.2%        | -                | Poor                   |
| SFLA 93.3%       | 30.2s            | Good                   |

| Recognition Rate | Convergence Speed | Generalization Ability |
|------------------|------------------|------------------------|
| NN 82.3%         | 33.4s            | Poor                   |
| SVM 87.1%        | -                | Good                   |
| SFLA 94.1%       | 29.3s            | Good                   |
4. Conclusions
This article studies the latest stochastic optimization algorithm and applies the parameter optimization method based on SFLA to the classifier based on neural network. Experiments on large datasets show that the results are advantageous and superior to traditional SVM and NN.

The improved SFLA algorithm has powerful random search ability and suits NN modeling. Additionally, SVM is limited to smaller datasets and more dependent on kernel selection. Our experimental results show that the optimization method has great potential in mining the big data. In future research, we will study more datasets and compare SFLA with other algorithms of random search.
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