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Abstract—Motivated by theoretical advancements in dimensionality reduction techniques we use a recent model, called Block Markov Chains, to conduct a practical study of clustering in real-world sequential data. Clustering algorithms for Block Markov Chains possess theoretical optimality guarantees and can be deployed in sparse data regimes. Despite these favorable theoretical properties, a thorough evaluation of these algorithms in realistic settings has been lacking.

We address this issue and investigate the suitability of these clustering algorithms in exploratory data analysis of real-world sequential data. In particular, our sequential data is derived from human DNA, written text, animal movement data and financial markets. In order to evaluate the determined clusters, and the associated Block Markov Chain model, we further develop a set of evaluation tools. These tools include benchmarking, spectral noise analysis and statistical model selection tools. An efficient implementation of the clustering algorithm and the new evaluation tools is made available together with this paper.

Practical challenges associated to real-world data are encountered and discussed. It is ultimately found that the Block Markov Chain model assumption, together with the tools developed here, can indeed produce meaningful insights in exploratory data analyses despite the complexity and sparsity of real-world data.

1 Introduction

Modern data often consists of observations that were obtained from some complex process, and that became available sequentially. The specific order in which the observations occur often matters: future observations correlate typically with past observations. By identifying a relation between subsequent observations within sequential data one may hope to gain insight into the underlying complex process. The high-dimensional nature of modern data however can make understanding the sequential structure difficult. Many algorithms which one may want to apply to the data namely slow down to an infeasible degree in a high-dimensional regime. Further, human interpretation of the data may become tedious. To avoid these issues it is desirable to identify a latent structure which respects the sequential structure but has reduced dimensions.

In this paper we are concerned with uncovering lower-dimensional structures within sequential data when this latent structure is hidden from the observer but still detectable from the specific sequence of observations. Practical tools for the discovery, evaluation, and presentation of the low-dimensional structures from real-world sequential data are developed and applied. The term “real-world data” is here in contrast to synthetic data. For synthetic data one namely often has prior knowledge concerning a ground-truth latent structure, and this facilitates evaluation of latent structures which are output by an algorithm. Such prior knowledge is not available for real-world data, complicating the evaluation.

We focus on a popular class of methods for discovering latent structure in datasets: clustering algorithms. Clustering algorithms work by clustering together data points from a dataset that are “similar” in some sense. If for instance data has a geometric structure for which a notion of distance is applicable then one may call two points similar if their distance is small. This distance-based notion of similarity can be leveraged with the well-known K-means algorithm for clustering point clouds. If instead the data has a graph structure then it is natural to call two vertices of the graph similar if they connect to other vertices in similar ways. This connection-based notion is made rigorous in the Stochastic Block Model for random graphs.

A natural notion of similarity for sequential observations, whose order matters, may similarly be given by the following informal criterion: “two observations are similar if and only if they transition into other observations in similar ways.” This transition-based notion is made formal in Block Markov Chains (BMCs). Specifically, the BMC-model assumes that the observations are the states of a Markov Chain (MC) in which the state space can be partitioned in such a manner that the transition rate between two states only depends on the parts of the partition (clusters) in which these two states lie.

The problem of clustering the observations in a single sequence of observations of a BMC was recently investigated theoretically [1], [2]. For example, given a sample path generated by a BMC, the authors of [2] provide information-theoretic thresholds below which exact clustering is impossible because insufficient data is available. The authors also provide a clustering algorithm which can provably recover the underlying clusters whenever these conditions are satisfied. The clustering algorithm consists of two steps. First, an initial guess for the underlying cluster structure is found by means of a spectral initialization. Here the term spectral refers to the fact that singular vectors of a random matrix associated to the sample path are employed. These singular vectors are used to construct a low-rank approximation of the random matrix after which a K-means algorithm is applied. Second, the initial guess for
the cluster structure is refined by means of an improvement algorithm that reconsiders the sequence of observations and performs a greedy, local maximization of the log-likelihood function of the BMC model.

A broad study on the performance of this clustering algorithm for sequential data obtained from real-world processes was however not provided. We tackle this problem by investigating the clustering algorithm under a variety of scenarios, and thus demonstrating its applicability in real-world data. This is the main contribution of the present paper. Evaluating the actual performance of such clustering algorithm in a real-world scenario is however a nontrivial task since the latent cluster structure is unknown, as opposed to a scenario where data is generated synthetically. Hence, we also propose a set of tools used for evaluation of the quality of the clusters and the BMC model. We go, therefore, a step beyond clustering benchmark evaluation and use statistical tools to assess the validity of the BMC assumption in the data.

Our goal is here not to compare the performance of the BMC clustering algorithm relative to other algorithms. A comparison would namely only be fair if both algorithms have access to the same amount of training data. Now remark that the BMC algorithm is explicitly designed to manage in sparse regimes where the amount of data is small. On the other hand most model-free algorithms, such as those based on deep learning, perform optimally in a regime where one has access to large amounts of training data. A comparison would consequently be vacuous; its outcome mainly being determined by the choice of the amount of training data. Our goal is rather to supplement the theoretical understanding of the BMC-based algorithm with a practical viewpoint.

In order to practically evaluate the clustering algorithm for BMCs, we investigate the following questions:

- How can the BMC model practically aid in data exploration of nonsynthetic sequential data obtained from real-world data?
- How can one statistically decide whether the BMC model is an appropriate model for the sequence of observations?
- Can the quality of the found clusters be evaluated when no ground-truth clustering is known?
- How can one estimate the number of clusters?
- Can the algorithm be expected to give meaningful results despite the sparsity and complexity of real-world data? Are the clustering algorithms robust to model violations?
- How can the algorithm be expected to give meaningful results despite the sparsity and complexity of real-world data? Are the clustering algorithms robust to model violations?

To obtain insight into these questions, we develop practical tools for evaluating the merit of a detected clustering, which we then apply to several data sets. These evaluation tools are designed to cope with the aforementioned fact that ground-truth clusters are not known to us. The datasets which we consider are diverse as they come from the fields of microbiology, natural language processing, ethology, and finance. Specifically, we investigate sequences of:

a. Codons in human Deoxyribonucleic Acid (DNA).
b. Words in Wikipedia articles.
c. Global Positioning System (GPS) data describing the movement of bison in a field.
d. Companies in the Standard and Poor’s 500 (S&P500) with the highest daily return.

On each dataset we apply the BMC clustering algorithm to uncover underlying clusters, and we evaluate these clusters using the collection of tools which are developed in the present paper. It is here found that the BMC model indeed aids in exploratory data analyses of real-world sequential data.

For example, in DNA the algorithm leads us to rediscover phenomena which are known in the biological community as codon–pair bias and dinucleotide bias. In the text-based sequential data we find that the BMC-based improvement algorithm improves performance on downstream natural language processing tasks. The model evaluation tools of the present paper are here found to be informative. They namely uncover some model violations which are suggestive for future methodological expansion. Our findings in the GPS data are particularly striking. There, a scatter plot of the data gives rise to a picture which is difficult to interpret. After clustering, a picture can be displayed which provides significantly more insight; compare Figure 3 and Figure 6. It is further notable that the sequential structure of the data gives rise to geographical features which would have been difficult, if not impossible, to extract based on solely a distance-based notion of similarity as is employed in $K$-means. The S&P500 dataset gives the least clear conclusions out of the four datasets but is a good illustrative example for our evaluation tools in a difficult setting. The difficulty of this dataset is due to the combination of sparsity and a nuisance factor. With these different examples, along with the evaluation tools developed, we answer positively the highlighted questions posed previously, and we conclude that the BMC-based clustering can be successfully applied to real-world sequential data.

Let us finally contemplate the practical implication of our findings as it pertains to using clustering within sequential data as a method to speed up a subsequent optimization procedure. Consider that canonical machine learning algorithms that one would like to apply to sequential data, such as $Q$-learning or SARSA-learning, slow down to an impractical degree if the observations are from a high-dimensional state space. By solving such learning problems on an accurate lower-dimensional representation of the state space, the numerical complexity can be reduced dramatically [3], [4]. The present paper suggest that future integration of clustering in sequential data applications such as natural language processing and machine learning is indeed practically feasible.

Structure of this paper

We introduce the problem of clustering in sequential data in Section 2. We describe the BMC as well as other models that appear in our experiments in Section 3, and briefly discuss the advantages of a model-based approach. Next, we give an overview of related literature in Section 4, and we introduce the clustering algorithm in Section 5. We describe there also our C++ implementation of this clustering algorithm, which we made publicly available as a Python library. Section 6 describes practical tools to evaluate clusters found in datasets in the absence of knowledge on the underlying ground truth. Section 7 introduces the datasets and explains our preprocessing procedures; Sections 8, 9 then extensively evaluate the clusters. Finally, Section 10 concludes with a brief summary.
2 Problem formulation

We suppose that we have obtained an ordered sequence of \( \ell \in \mathbb{N}_+ \) discrete observations

\[
X_{1: \ell} := X_1 \rightarrow X_2 \rightarrow \cdots \rightarrow X_\ell
\]

from some complex process. The observations can be real numbers (one- or higher-dimensional) or abstract system states; as long as the observations come from a finite set. We assume specifically that there exists a number \( n \in \mathbb{N}_+ \) such that the sequence satisfies \( X_t \in [n] := \{1, \ldots, n\} \) for \( t \in [\ell] \). Here, \( n \) can be interpreted as the number of distinct, discrete observations that are possible.

Given such ordered sequence of observations, we wonder whether there exists a map \( \sigma_n : [n] \rightarrow [K] \) with \( 1 \leq K \leq n \) an integer, such that the ordered sequence

\[
\sigma_n(X_{1: \ell}) := \sigma_n(X_1) \rightarrow \sigma_n(X_2) \rightarrow \cdots \rightarrow \sigma_n(X_\ell)
\]

(2)

captures dynamics of the underlying complex process. Observe that the map \( \sigma_n \) defines \( K \) clusters:

\[ V_k := \{ i \in [n] \mid \sigma_n(i) = k \} \quad (3) \]

for \( k \in [K] \). Furthermore, \( V_k \cap V_l = \emptyset \) whenever \( k \neq l \) and \( \bigcup_{k=1}^K V_k = [n] \).

The clusters \( V_1, \ldots, V_K \) are particularly interesting when \( K \ll n \). In such a case the clustered process \( \{\sigma_n(X_t)\}_t \)

does not provide any further information about the precise element in \( V_{\sigma_n(X_t)} \).

If the MC associated to \( p \) is ergodic, then the BMC has a unique \textit{state equilibrium distribution} \( \Pi \in [0,1]^n \). This state equilibrium distribution moreover has the symmetry property that \( \Pi_j \) only depends on the cluster assignment \( \sigma_n(j) \) for any \( j \in [n] \).

That is, for any initial value \( i_0 \in [n] \)

\[
\Pi_j := \lim_{t \to \infty} \mathbb{P}[X_t = j \mid X_0 = i_0]
\]

(6)

\[
= \frac{1}{\# V_{\sigma_n(j)}} \lim_{t \to \infty} \mathbb{P}[\sigma_n(X_t) = \sigma_n(j) \mid \sigma_n(X_0) = \sigma_n(i_0)]
\]

\[
= \frac{\pi_{\sigma_n(j)}}{\# V_{\sigma_n(j)}}.
\]

\[
\text{Note that } \pi \in [0,1]^K \text{ is here the cluster equilibrium distribution of the MC on } [K] \text{ which is associated to the cluster transition matrix } p. \text{One can characterize } \pi \text{ as the unique column vector satisfying } \pi^T p = \pi \text{ and } \sum_{k=1}^K \pi_k = 1.
\]

3 Models

3.1 Main model: BMC

The main model in this paper is given by BMCS. Formally, a 1st-order BMC is a discrete-time stochastic process \( \{X_t\}_{t \geq 0} \) on a state space \( \mathcal{V} := [n] \) that satisfies not only the MC property

\[
\mathbb{P}[X_{t+1} = j \mid X_t = i, X_{t-1} = i_{t-1}, \ldots, X_0 = i_0] = \mathbb{P}[X_{t+1} = j \mid X_t = i] \quad \forall j, i, i_{t-1}, \ldots, i_0 \in [n];
\]

(4)

but also that there exists a cluster assignment map \( \sigma_n : [n] \rightarrow [K] \) such that there exists a stochastic matrix \( p \in \mathbb{R}^{K \times K} \) with

\[
P_{i,j} := \mathbb{P}[X_{t+1} = j \mid X_t = i] = \frac{p_{\sigma_n(i),\sigma_n(j)}}{\# V_{\sigma_n(i)}}.
\]

(5)

Here \( V_k \) is defined as in (3). The \( p_{k,l} \in [0,1] \) are called the \textit{cluster transition probabilities} and satisfy \( \sum_{k=1}^K p_{k,l} = 1 \) for \( k \in [K] \).

The BMC model can be viewed as an ideal case for the setup of (2). The reduced process \( \{\sigma_n(X_t)\}_t \) namely not only captures some part of the dynamics of the true process but rather all of the order-dependent dynamics. Indeed, observe that for any \( t > 1 \) it holds that conditional on \( \sigma_n(X_{t-1}) = k \) the observation \( X_t \) is chosen uniformly at random in the cluster \( V_k \).

3.2 Other models for experimentation

Recall that one of our goals is to develop tools which aid in evaluating whether the BMC model is an appropriate model. In this setting it is oftentimes useful to have some alternative models to compare with. The models that we have used are collected here for easy reference.

3.2.1 0th-order BMCS

Let \( K \in [n] \) and consider an arbitrary probability distribution \( \eta : [K] \rightarrow [0,1] \). A 0th-order BMC is then a BMC with cluster transition matrix \( p_{k,l} := \eta_l \) for all \( k,l \in [K] \).

The 0th-order BMC will serve as a benchmark to assert whether the structures we find are actually due to the sequential nature of the process and do not admit a simpler explanation.

Namely, observe that in a 0th-order BMC each next sample \( X_{t+1} \) is independent of the previous sample \( X_t \). A 0th-order BMC therefore generates sequences of independent and identically distributed random variables. This is contrary to a 1st-order BMC, which generates a sequence of dependent random variables. The probability of a specific observation does depend on the cluster of the observation, and specifically is identical for every observation within that cluster.

3.2.2 r-th-order MCs

Conversely, one can also consider models with higher-order dependencies than the 1st-order BMC has.

Consider a discrete-time stochastic process \( \{Y_t\}_{t=1} \) (not necessarily a MC) that satisfies \( Y_t \in [n] \) for some \( n \in \mathbb{N}_+ \).
We find that clustering worsens performance when clustering improves performance. This is because the reduction a BMC-kernel. On the other hand, when 

\[ P(\mathbf{Y}_{t+1} = j \mid \mathbf{Y}_t = i_r, Y_{t-1} = i_{r-1}, \ldots, Y_{t-r+1} = i_1) = P_{r,j}^{\ell} \]

for some transition matrix \( P^{\ell} \in [0,1]^{n \times n} \).

3.2.3 Perturbed BMCS

Finally, we consider an alternative model which concerns the scenario where a BMC captures the dynamics only partially. Specifically, a perturbed BMC mixes a 1st-order BMC on \([n]\) that has transition matrix \( P_{\text{BMC}} \) with a generic 1st-order MC on \([n]\) that has transition matrix \( \Delta \) by consideration of the MC with transition matrix

\[ P_{\text{Perturbed}} := (1 - \varepsilon)P_{\text{BMC}} + \varepsilon \Delta. \]

The parameter \( \varepsilon \in [0,1] \) measures how many transitions are affected by the non-BMC part \( \Delta \).

Concretely: let \( \{B_t\}_{t \geq 0} \) denote a sequence of independent, identically distributed Bernoulli random variables, each taking the value 1 with probability \( \varepsilon \). The perturbed BMC corresponds to the MC \( \{X_t^\varepsilon\}_{t \geq 0} \) whose conditional transition probabilities are given by

\[ P[X_{t+1}^\varepsilon = j \mid X_t^\varepsilon = i, B_t = b] = \begin{cases} \Delta_{ij} & \text{if } b = 0, \\ P_{\text{BMC}}^{ij} & \text{otherwise.} \end{cases} \]

In other words, a sequence \( X_0^\varepsilon \rightarrow \cdots \rightarrow X_{t}^\varepsilon \) from the perturbed BMC is generated by randomly selecting either the transition matrix \( P_{\text{BMC}} \) of a 1st-order BMC, or the transition matrix \( \Delta \) of some other 1st-order MC, for each transition. Whenever we use a perturbed BMC, we specify \( \Delta \) on the spot.

3.3 Concerning model misspecification

It is unlikely that the complex process \( \{X_t\}_t \) in (1) is exactly a BMC. One may consequently wonder about the dangers of model misspecification:

(a) Is the clustering algorithm robust to violations of the model assumption?

(b) When concerned with executing a downstream task on \( X_{1:t} \), does the BMC model assumption provide any benefit compared to models with fewer assumptions?

In this regard we would like to point out that the data which we consider is not only complex but sometimes also sparse. Let us illustrate the principle by a numerical experiment whose precise setup may be found in Supplement 12.

To model a violation of the model assumptions while retaining a sensible notion of ground-truth communities we considered the perturbed BMC model as defined in Section 3.2.

Concerning (a), we find that for small perturbation levels \( \varepsilon \) it is still possible to exactly recover the underlying clusters based on the construction of the algorithm; see Figure 2(a).

Concerning (b), we consider the scenario where the goal is to estimate the underlying transition kernel \( P \) of a Markovian process based on a sample path of length \( \ell \); see Figure 2(b). We find that clustering worsens performance when \( \ell \) is large because a lack of expressivity: the true kernel \( P \) is not exactly a BMC-kernel. On the other hand, when \( \ell \) is small, the clustering improves performance. This is because the reduction in the number of parameters makes the algorithm less prone to overfitting. The answer to (b) is thus that it can be advantageous to rely on the BMC model assumption when data is sparse.

4 Related literature

This section provides references that theoretically study the problem of clustering in BMCS and MCs, which have taken inspiration from references on the problem of community detection in random graphs. We also provide related references on clustering and time-series, as well as on state space reduction in decision theoretical problems. Finally, we give references on statistical tools that we employ.

Clustering in BMCS and MCs

Cluster detection in BMCS was studied theoretically in [1], [2]. This research has yielded an algorithm that provably detects clusters from the shortest sample paths whenever possible [2]. As evident from the proofs, studying the spectrum of BMC can yield sharp bounds for recoverability [2]. Spectral properties of the random matrices constructed from sample paths of BMCS were investigated further in [6], [5]. The more recent paper [5] proves convergence of a bulk of singular values to a limiting distribution in the dense regime \( \ell = \Theta(n^2) \); a result that we use and refine in our experiments (see Section 6.4).

Other related clustering algorithms that also use spectral decompositions to learn low-rank structures from trajectories of MCs are studied in [7], [8]. Finally, for scenarios in which observations of a dynamical system are switched by a MC with low-rank structure, [9] provides a method for the problem of recovering a latent transition model. A similar objective is considered in [10] for long sample paths.

Community detection in random graphs

Community detection in random graphs, such as those produced by the Stochastic Block Model, is an active area of research. The distinction with clustering in BMCS is that the vertices within a single observation of a random graph are clustered, instead of the observations within sequential data. We refer the reader to [11] for an extensive overview on cluster recovery within the context of the Stochastic Block Model, and to [12] for an overview on community detection in graphs.

Other clustering of sequential data

In the reviews [13], [14], research that relates to both clustering and time-series/sequential data is divided into three categories. Clustering between different time-series is called “whole-time-series clustering.” Survey papers include [14], [15]. Another category is clustering of subsequences of a time-series, where individual time-series are extracted via a sliding window. In 2003 [16] it was shown that the algorithms present at that time extracted essentially random and therefore meaningless clusters, because they relied on assumptions unlikely to be met by non-synthetic data. The papers [17], [18] are contributions to seeking to obtain meaningful subsequence time-series clustering. Finally, there is clustering states of within a time-series, which is called “time-point clustering,” under which for example problems like segmenting an n-element sequence into k segments, which can come from h different sources, fall; see e.g., [19]. Other examples referenced in this category are [20], [21]. This category is closest to the clustering algorithm that we employ.
State space reduction in decision theoretical problems

Studying clustering in MCs is motivated by the necessity for effective state space reduction techniques in decision theoretical problems, for example in Reinforcement Learning, Markov Decision Process, and Multi-Armed Bandit problems. It is for example known that learning a latent space reduces regret in Multi-Armed Bandit problems [22], [23]. State aggregation and low rank approximations methods have been studied for Markov Decision Processes as well as Reinforcement Learning, see [24] and [25], [26], [27], respectively. The idea to cluster states in Reinforcement Learning based on the process’ trajectory was first explored in the seminal papers [3], [4].

A few related experiments from the fields of microbiology, natural language processing, ethology, and finance

The first application of a MC model was by Andrei Markov, as he investigated a sequence of 20000 letters in A. S. Pushkin’s poem “Eugeny Onegin” [28]. Since, MCs and hidden Markov models have been used in natural language processing [29].

Clustering in DNA, specifically clustering the sequence of nucleotides or the sequence of codons as a MC has been demonstrated [30], [31], [32], the current paper is the first time that a BMC was used for this task.

Using similar means as in the animal movement data in this paper, GPS coordinate sequences for New York City taxi trips are investigated in [1], [8], [5]. For both examples the low-dimensional representation reveals insights into taxi customer and animal movement behavior, respectively. The taxi trip data is however of quite different nature compared to the animal movement data, because in the taxi trip data far away entrance and drop-off locations can constitute a transition, while in the animal movement the transitions between states are only due to an animal moving from one area to another in a time intervals of roughly not more than an hour.

In [33] the transition between the Dow Jones closing prices are described as a MC close to equilibrium. Further references for MC models in finance include [34], [35]. Other Markovian models, like Hidden Markov Models, are also often used in the analysis of financial data; see for example [36].

Related statistical tools

Based on a likelihood ratio test statistic and a chi-square test statistic, [37] tests if two MCs on the same state space have the same transition matrix. The same problem is considered in [38] by considering a divergence test statistic. Further results are discussed in [39, §3.4.2].

Testing for the order of a MC can be done by the chi-square- and likelihood ratio-test statistic [37] and using φ-divergence test statistics [40]. Further hypothesis tests for Markovian models with random time observations are considered in [41] and specifically a goodness-of-fit test on the distribution is described. For selection of the order of a MC, general information criteria may also be used [42], [43], [44].

5 Clustering algorithm

In this section we describe the clustering algorithm from [2] which was designed to infer the map σn from the sample path of a BMC. The reason we use this particular clustering algorithm is that it has a mathematical guarantee that it can recover the clusters of BMCs accurately even if the number of observations ℓ is small compared to the number of possible transitions n². This is useful for our purposes because observations are generally noisy and few in practice.

The clustering algorithm in [2] first constructs an empirical frequency matrix \( \hat{N} \) element-wise from the sequence of observations \( X_{1:T} \): for \( i, j \in [n] \),

\[
\hat{N}_{ij} := \sum_{t=1}^{T-1} \mathbf{1}[X_t = i, X_{t+1} = j].
\]

Depending on the sparsity of the frequency matrix characterized by the ratio \( \ell/n^2 \), regularization is applied by trimming: all entries of rows and columns of \( \hat{N} \) corresponding to a desired number of states with the largest degrees, which we denote by \( \Gamma \), are set to zero. The clustering algorithm then executes two steps on the resulting trimmed frequency matrix \( \check{N} \): 

**Step 1.** Initialize with a spectral clustering algorithm.

**Step 2.** Iterate with a cluster improvement algorithm.

We provide pseudocode for these algorithms in Supplement 11.

Given some initial guess, here provided by a spectral algorithm, the cluster improvement algorithm consists of local
optimization of a log-likelihood function by a hill climbing procedure. The state space $[n]$ and the number of clusters $K$ are kept fixed which means that the free parameters are the cluster transition matrix $p \in \{g \in [0,1]^{K \times K} : \forall k, \sum q_{k,l} = 1\}$ and the cluster assignment map $\sigma_n : [n] \to [K]$. Given an observation sequence $X_{1:t}$, the log-likelihood of the BMC-model is given by

$$\hat{L}(X_{1:t} | p, \sigma_n) := \sum_{t=1}^{t-1} \ln \frac{p_{X_t, X_{t+1}}}{\#V_{\sigma_n(X_{t+1})}}. \quad (11)$$

The reason that this two-step procedure is used instead of directly maximizing (11), is that finding the global maximizer of (11) is numerically infeasible. Indicative of this numerical complexity is the fact that the number of possible partitions $\sigma_n$, given by the partition function $\zeta(n)$, grows exponentially as $n$ increases

$$\zeta(n) \sim (4n\sqrt{3})^{-1} \exp(\pi \sqrt{2n/3}). \quad (12)$$

The fact that the hill climbing procedure, which is computationally tractable, succeeds at exactly (resp. accurately) recovering the true underlying parameters when initialized with a spectral clustering is formally established in [2] in the asymptotic regime where $\ell = \omega(n \log n)$ (resp. $\ell = \omega(n)$).

5.1 BMCToolkit: A C++ library and Python module

We have programmed a Dynamic-link library (DLL) in C++, called BMCToolkit, that can simulate and analyse trajectories of BMCs. Among other functionalities, the DLL is able to calculate both cluster and state variants of the equilibrium distribution, frequency matrix, and transition matrix of a BMC; to compute the difference between two clusters and the spectral norm; to estimate the parameters of a BMC from a sample path; to execute the spectral clustering algorithm and the cluster improvement algorithm; to generate sample paths and trimmed frequency matrices; and to relabel clusters according to the size or the equilibrium probability of a cluster.

The DLL utilizes Eigen, a high-level DLL for linear algebra, matrix, and vector operations; and the Sparse Eigenvalue Computation Toolkit as a Redesigned ARPACK, a DLL for large-scale eigenvalue problems built on top of Eigen. The mathematical components of BMCToolkit were validated through functional testing using Microsoft’s Native Unit Test Framework. The performance of the numerical components of BMCToolkit were finally benchmarked using Benchmark, Google’s microbenchmark support library. Our source code can be found at https://gitlab.tue.nl/acss/public/detection-validation. We also created a Python module called BMCToolkit, and made it available at https://pypi.org/project/BMCToolkit/. This Python module distributes the DLL mentioned above and includes an easy-to-use Python interface. When compiling BMCToolkit, we made sure to instruct the Microsoft Visual C++ compiler to activate the OpenMP extension to parallelize the simulation across Central Processing Units and so that Eigen could parallelize matrix multiplications (/openmp); to apply maximum optimization (/O2); to enable enhanced Central Processing Unit instruction sets (/arch:AVX2); and to explicitly target 64-bit x64 hardware.

This approach of interfacing with a DLL written in C++, and careful parallelization and compilation, outperformed earlier versions of the module written entirely in Python considerably. Ultimately, this enables us to tackle larger sequences of observations with more distinct observations.

6 Methods for evaluating clusters and models

We next discuss methods which can aid in evaluating clusters and models for sequential data obtained from real-world processes. These methods have to account for the fact that, since we are dealing with real-world nonsynthetic data, we do not know the true process which generated the data. In particular, we do not have access to a ground-truth clustering.

6.1 Performance on a downstream task

One reason to cluster observations of sequential data, is that the clusters provide a tool for dimensionality reduction in subsequent statistical analyses or optimization procedures. For instance, the running time of a numerical method which aims to execute some computational task on a sequence of observations may grow considerably with the number of distinct observations $n$. In such a case it is clear that one has to reduce $n$ or otherwise use a different algorithm. Reducing $n$ can furthermore reduce issues associated with overfitting, and aid in human interpretability.

On the other hand, clustering naturally removes some information from the dataset. Thus, in a good clustering, the data should retain as much useful information as possible. The meaning of “amount of useful information” is here ambiguous and depends on the context.

There are cases, however, in which the amount of useful information can be made concrete. Suppose for instance that one has a measure of quality $Q_{\text{pre-reduction}} := Q(T)$, evaluating performance of a downstream task $T := T(X_{1:t})$ applied to the sequence of observations. For example, if the algorithm is estimating parameters of some parametric model, then $Q_{\text{pre-reduction}}$ may be the accuracy of prediction on a validation dataset. One can now use this measure of quality $Q_{\text{pre-reduction}}$ as a proxy for the notion of useful information in a clustering. Given a clustering $\sigma_n : [n] \to [K]$ that reduces the number of distinct observations to some $1 \leq K \ll n$, one can apply the numerical solution method to obtain a solution $\tilde{T} := T(\sigma_n(X_{1:t}))$. The quantity $Q_{\text{reduced}} := Q(\tilde{T})$ then allows us to determine the quality of the clusters.

Using $Q$ to determine the amount of useful information in clusters can help compare the quality of a number of different clusters which are output by different clustering algorithms. It can also happen that $Q_{\text{reduced}} > Q_{\text{pre-reduction}}$ due to the reduction of noise within the sequence of grouped observations. In fact, this effect may occur regardless of whether the task is numerically challenging. In the scenario where the task is numerically challenging, then the dimension reduction (from $n$ to $K$) by the map $\sigma_n$ still means that we can expect improved performance over methods that do not cluster data when fixing the computational budget.

In the following Sections 6.2 to 6.4 we discuss methods which can also reveal whether the BMC model is appropriate, and do not require some data-specific measure of quality.

6.2 Model selection with validation data

Section 6.1 mentioned that prediction of a validation dataset can serve as a measure of quality $Q$. We now expand on this idea.
6.2.1 Rescaled log-likelihood ratio

Assume we observe sequential data $X_{1:t}$ generated by some ground-truth probability distribution $T$ on $[n]^{t+1}$. The law $T$ can in principle be arbitrarily complex; for example, the Markov property need not be satisfied. Note that, for nonsynthetic data, we typically do not have access to the ground-truth $T$. Suppose however that we do have two candidate models $P$ and $Q$ which are also defined on $[n]^{t+1}$. We then want to determine whether $P$ or $Q$ is a better model based on the observed sequential data $X_{1:t}$.

For this purpose, we consider a log-likelihood ratio. Namely, given $x_{1:t} \in [n]^{t+1}$, consider the quantity

$$\hat{D}(x_{1:t}; P, Q) := \frac{1}{t} \ln \frac{P[X_{1:t} = x_{1:t}]}{Q[X_{1:t} = x_{1:t}]}$$

and its expectation

$$D(T; P, Q) := \mathbb{E}_T[\hat{D}(X_{1:t}; P, Q)].$$

Then, if $D(T; P, Q) > 0$ we consider $P$ to be a better approximation of the ground truth $T$ and if $D(T; P, Q) < 0$ we consider $Q$ to be a better approximation. In practice we cannot compute the expectation $\mathbb{E}_T$ and instead consider the sign of the empirical estimator $\hat{D}(X_{1:t}; P, Q)$.

In our experiments it is often the case that $P$ and $Q$ are MCs on $[n]$ whose transition matrices $P, Q \in [0,1]^{n \times n}$ are known. In this case one can alternatively express (13) as

$$\hat{D}(x_{1:t}; P, Q) = \frac{1}{t} \sum_{\ell=1}^{t-1} \ln \frac{P_{x_{\ell}, x_{\ell+1}}}{Q_{x_{\ell}, x_{\ell+1}}}.$$  \hspace{1cm} (15)

Confidence bounds for the estimation of $D(T; P, Q)$ by $\hat{D}(X_{1:t}; P, Q)$ in this MC-setting are provided in Supplement 13. It is there additionally assumed that $T$ is a, possibly time-inhomogeneous, MC whose mixing time is known.

6.2.2 Information-theoretic interpretation for $D(T; P, Q)$

Let us briefly note that (14) has an information-theoretic interpretation. Namely, observe that

$$D(T; P, Q) = \frac{1}{t} \left( \text{KL}(T; Q) - \text{KL}(T; P) \right).$$

where KL denotes the Kullback–Leibler (KL) divergence

$$\text{KL}(T; P) := \mathbb{E}_{Z_{1:t} \sim T} \left[ \ln \left( \frac{T(Z_{1:t} = Z_{1:t})}{P(Z_{1:t} = Z_{1:t})} \right) \right].$$

One can interpret the quantity $\text{KL}(T; P)$ as the expected amount of discriminatory information revealing that $P$ is not quite the ground-truth probability distribution underlying the sample path $X_{1:t}$; see [45]. In many cases, such as when the ground-truth $T$ is an ergodic Markov chain, it further holds that (17) grows linearly in terms of amount of data $t$.

Correspondingly, by (16), one can view $D(T; P, Q)$ as measuring the rate of growth for discriminatory information revealing that $P$ is a better approximation for the ground truth $T$ than $Q$. To emphasize this perspective we will refer to $\hat{D}(X_{1:t}; P, Q)$ as the KL divergence rate difference estimator.

6.2.3 Estimation when the models are inferred from the data

Our experiments routinely determine two different candidate models that we wish to compare, from the same one sample sequence available to us. Let us emphasize this fact by referring to these candidate models as

$$\hat{P}_{X_{1:t}} \text{ and } \hat{Q}_{X_{1:t}}.$$  \hspace{1cm} (18)

Observe now that these two candidate models are a function of the observed data $X_{1:t}$. Substituting (18) into (13) could consequently result in a biased estimator and typically favor models with many parameters; the "optimal" model would be the degenerate probability distribution assigning probability 1 to the observed $X_{1:t}$.

To reduce the bias, we will use a holdout method. Specifically, we will split the trajectory into two parts: the first half $X_{1:t/2}$ will be used for training, and the second half $X_{t/2+1:t}$ for validation. The quantity

$$D(X_{t/2+1:t}; \hat{P}_{X_{1:t/2}}, \hat{Q}_{X_{1:t/2}})$$  \hspace{1cm} (19)

will likely still be a biased estimator of $D(T; P, Q)$ due to the dependence in the sequential data. The amount of bias should however be significantly reduced when compared to the estimator obtained when combining (18) into (13).

Note that (19) can be viewed as a measure of quality in the language of Section 6.1. Eq. (19) namely compares whether $\hat{P}_{X_{1:t/2}}$ or $\hat{Q}_{X_{1:t/2}}$ better predicted the validation data.

6.3 Model selection with only training data

As discussed in Section 6.2, the KL-divergence rates can provide a good rule-of-thumb for assessing what models are most interesting but are biased towards models with more parameters if one does not split the data into training and validation data. Splitting the data is however sometimes undesirable. Namely, if the data is sparse, the estimated models will become even less accurate. In order to overcome this issue, we will use information criteria that compensate the bias incurred and use it to assess the order of the cluster process.

6.3.1 Problem setting: order of a BMC

Suppose that a sequence $X_{1:t}$ was in fact generated by some $r$th-order BMC, but that the order $r \in \{0, 1, \ldots \}$ is unknown. We will use techniques for model selection to try and determine $r$ from the cluster sequence $Y_{1:t} = \sigma_n(X_{1:t})$.

There are two reasons for using $Y_{1:t}$ instead of $X_{1:t}$. First, the parametric models for higher order MCs without clusters have a comparable number of free parameters as the sequence length $t$ itself, so estimators for the order will behave poorly. If we look at the cluster chain instead, the number of degrees of freedom will depend on the cluster number $K$ instead of the number of states $n$, and fortunately $K \ll n$. Secondly, we can also study the robustness of the model selection procedure depending on the clustering algorithm.

6.3.2 Order selection by minimizing an information criterion

The parameter that determines the $r$th-order BMC model for $Y_{1:t}$ is a transition matrix $Q'_{r}$; recall (7). Note here that the chain $Y'_{1:t-r+1}$ will be constructed from the chain of clusters $Y_{1:t} = \sigma_n(X_{1:t})$ for a fixed cluster assignment $\sigma_n$.

To estimate $Q'$ one can consider the log-likelihood

$$L(Y_{1:t} \mid Q') := \sum_{t=r}^{t-1} \ln Q'_{Y_{1:t-r+1}, Y_{t+1}}.$$  \hspace{1cm} (20)
The maximum-likelihood estimator associated with (20) is namely given by

\[
\hat{Q}^{r,\text{MLE}} \triangleq \begin{cases}
\sum_{t=r}^{\ell-r-1} \left( 1 - Y_{t-r+1:t+r} = i' \right) i' \text{ otherwise.}
\end{cases}
\]  

(21)

Here \( i', j \) run over all possible sequences in \([K]^r\) and \([K]^r\) respectively. We denote \( \hat{Q}^{r,\text{MLE}} \) for the law of an \( r \)-th order MC with \( K \) states and transition matrix \( \hat{Q}^{r,\text{MLE}} \).

To determine what order \( r \) is the true underlying order of the data one would like to compare \( \hat{Q}^{r,\text{MLE}} \) and \( \hat{Q}^{s,\text{MLE}} \) for some \( s \neq r \). As has been remarked in Section 3.2, using (13) for this purpose would give a biased estimator. Problems with bias in model selection are well-known in the statistics literature and to avoid this issue, the so-called information criteria were developed [42], [43], [44], [46], where to a log似然性の理由により、これら前々の結果はノイズであることに理解できる。

In our setting we need a penalty term that is sensitive to sparse data and is also consistent. For this purpose, we have chosen the Consistent Akaike Information Criterion (CAIC) [43]: for model \( \hat{Q}^{r,\text{MLE}} \),

\[
\text{CAIC}(\hat{Q}^{r,\text{MLE}}) = -2 \ln \left( \mathcal{L}(Y_{1:}\ell | \hat{Q}^{r,\text{MLE}}) \right) + 2 \text{DF}(K, r) \left( 1 + \ln (\ell - r) \right). 
\]

(22)

Here, \( \text{DF}(K, r) \) the degrees of freedom in an \( r \)-th order MC constrained to have fixed parameters \( K \) and \( r \). Specifically,

\[
\text{DF}(K, r) = K^r (K - 1)
\]

(23)

where the factor \((K - 1)\) is due to the fact that the rows of \( Q^r \) are constrained to add up to one. We will utilize the CAIC to select the right order as follows. From the collection of models \( \hat{Q}^{0,\text{MLE}}, \hat{Q}^{1,\text{MLE}}, \hat{Q}^{2,\text{MLE}}, \ldots \), we may determine the order \( r_{\text{CAIC}} \) that minimizes the CAIC:

\[
r_{\text{CAIC}} := \arg\min_{r \in \{0, 1, 2, \ldots\}} \text{CAIC}(\hat{Q}^{r,\text{MLE}}).
\]

(24)

Note that lower-dimensional models are favored since the degrees of freedom \( \text{DF}(K, r) \), and thus the penalty terms in (22), increase exponentially in \( K, r \).

In order to evaluate how robust the CAIC criterion is, we will estimate the over- and underfit error probabilities with error models and draw conclusions on the selected orders.

6.4 The shape of spectral noise for identification of alternative models

The methods in Sections 6.1 to 6.2 allow us to compare a BMC to alternative models. The selection of a good alternative can however be difficult when a more complex model than a BMC is desirable. The method described here can aid in the selection of an alternative model.

The method is based on a result from [5] which describes the histogram of the singular values of \( \tilde{N} \) in the asymptotic regime \( n \to \infty \) under the condition that \( \ell = \Theta(n^2) \). The results in [6] can further be interpreted as the statement that the \( K \) nonzero singular values of \( \mathbb{E}[\tilde{N}] \) correspond to the \( K \) largest singular values of \( \tilde{N} \). In other words, all singular values except these leading few may be interpreted as being due to the noise \( \tilde{N} - \mathbb{E}[\tilde{N}] \). The histogram of the nonleading singular values may thus be interpreted as the shape of the spectral noise.

These results and their interpretation can guide the selection of a good model. One can namely identify clusters in the data and visually compare the associated BMC-prediction with the observed histogram. If there is a good match, then this may indicate that a BMC suits the data well. If there is a discrepancy, then the nature of the discrepancy can be informative of the properties that the alternative model should have. It will for instance be shown in Supplement 14.4 that a long tail can sometimes be explained using a heavy-tailed perturbation.

We have, however, found that a strongly inhomogeneous equilibrium distribution in the data can dominate the spectral noise in \( \tilde{N} \). So long as the clustering respects the equilibrium distribution it then follows that the observations will indeed resemble the theory. This is an issue since it follows that, in the case of an inhomogeneous equilibrium distribution, the spectral noise of \( \tilde{N} \) may not be particularly informative. In such a case one can consider a different random matrix.

The empirical normalized Laplacian \( \hat{L} \) associated to the observation sequence is element-wise given by

\[
\hat{L}_{ij} := \begin{cases} \frac{\tilde{N}_{ij}}{\sqrt{\sum_{s=1}^{n} \tilde{N}_{is}} \sqrt{\sum_{s=1}^{n} \tilde{N}_{js}}} \text{ if } \tilde{N}_{ij} \neq 0, \\ 0 \quad \text{otherwise.} \end{cases}
\]

(25)

We argue in Supplement 14.3 that the variance of the entries of \( \tilde{L} \) is approximately independent of the equilibrium distribution. Consequently, we expect that the spectral noise of \( \tilde{L} \) will not be dominated by a possibly inhomogeneous equilibrium distribution. A proposition describing the limiting histogram of singular values is proved in Supplement 14.3. The precise statement is technical but a summary may be found in Proposition 1.

Proposition 1. Let \( X_{1:}\ell \) be a sample path of a BMC. If \( \ell = \Theta(n^2) \), then for almost every \( a, b \in \mathbb{R} \) the fraction of singular values in \([a, b]\), i.e., \( n^{-1} \# \{ i : s_i(\sqrt{n}\tilde{L}) \in [a, b] \} \) converges in probability as \( n \to \infty \). The limit may be computed explicitly in terms of the parameters of the BMC.

With Proposition 1, we can characterize the spectral noise of \( \tilde{L} \) in a BMC and use the spectrum as a tool for data exploration, expectedly even in the presence of an inhomogeneous equilibrium distribution.

7 Data sets and preprocessing

We are going to apply the clustering algorithm described in Section 5 to different data sets. First, however, we will introduce the data sets, specify the sequence \( X_{1:}\ell \), and describe any preprocessing that we have conducted. The results of clustering can be found in Section 8.

7.1 Sequence of codons in DNA

We will consider the OCA2 gene in human DNA, and source the data from [47]. The OCA2 gene provides instructions for making a protein located in melanocytes, which are specialized cells that produce a pigment called melanin. It must be noted that the clustering algorithms can be applied to any gene. We expect similar results in other human DNA; the OCA2 gene serves here merely as an example.

A typical string of DNA can be viewed as a sequence composed of four possible nucleotides denoted by A, T, C and
G. These nucleotides are moreover naturally clustered together in three-letter words called codons which are processed in protein synthesis within a cell. For instance, the codon ACG corresponds to the addition of the amino acid threonine as the next building block of a protein. From a sequence of nucleotides such as

\[
\text{TTT GTA GTT AGA TCT CTA TCC et cetera,}
\]
we thus identify the sequence of codons

\[
X_1 = \text{TTT} \rightarrow \cdots \rightarrow X_8 = \text{TCC} \rightarrow \text{et cetera}.
\]
The empirical frequency matrix in (10) is calculated, and found to have \( \ell = 16 \times 10^4 \) transitions and a state space of size \( n = 64 \).

### 7.2 Sequence of words in texts

A cleaned corpus, based on the Wikipedia datadump of October 2013, was downloaded from [48]. This cleaned corpus filters on popularity to exclude a large amount of robot-generated pages. Further preprocessing was standard: we removed all punctuation and numbers, reduced all words to lower case and reduced all words to a root word with the Natural Languages Toolkit’s `PorterStemmer.stem()` [49, Section 3.6]. The 100 most visited words were pruned from the data as well as all words with fewer than 1000 visits. This results in a vocabulary of \( n = 16994 \) words. For example, a paragraph such as

> Clustering observations can be very useful!

is converted into the sequence

\[
X_1 = \text{cluster} \rightarrow X_2 = \text{observ} \rightarrow \cdots \rightarrow X_6 = \text{use}.
\]

Each \( st \)th Wikipedia page results in a sequence \( X_{1:t} \), say that is relatively short when compared to \( n \). The corresponding frequency matrix \( \hat{N}^s \), recall (10), is consequently sparse. We therefore compute and work instead with

\[
\hat{N} := \sum_s \hat{N}^s.
\]

The diagonal of the summed empirical frequency matrix in (26) is set to zero. Self-transitions are namely common and not particularly informative for the purposes of clustering. The remaining total number of transitions is found to be \( \ell \approx 2 \times 10^8 \).

### 7.3 Sequence of animal positional data

GPS animal movement data, at its core, is a set \( Y = \{ y_1, \ldots, y_n \} \) of observation tuples \( y_i = (y_{i1}, y_{i2}, y_{i3}) \), in which the elements \( y_{i1}, y_{i2}, y_{i3} \) correspond to a latitude, a longitude, and a timestamp, respectively. We presume that the latitude and longitude are measured in decimal degrees.

If we were to assume that every distinct GPS coordinate \( (y_{i1}, y_{i2}) \) of the observation tuple corresponds to a distinct state of a BMC, then the clustering problem will turn out to be infeasible. The reason is that there would be nearly as many states as there are observations. We must therefore combine GPS coordinates into states during preprocessing. Specifically, we divide the two-dimensional region in which all GPS points lie (a manifold) into a two-dimensional grid of squares with width \( x \) km. The number \( x \) is to be chosen according to the considered data, leading to a desired amount of states. Details on this step can be found in Supplement 15.2.

For this investigation we (arbitrarily) choose data from the “Dunn Ranch Bison Tracking Project,” freely accessible through [50, #8019591]. The data is displayed in Figure 3. The area is approximately rectangular with length \( l \approx 3.2 \) km and width \( w \approx 1.7 \) km. For example, the tracking data of one animal starts with the following observations:

\[
(40.4749, -94.1129, 21:00), (40.4748, -94.1130, 21:15), \\
(40.4749, -94.1129, 21:30), (40.4751, -94.1130, 21:45), \\
(40.4749, -94.1130, 22:00), (40.4749, -94.1129, 22:15), \quad \text{et cetera.}
\]

These observations for this particular animal were registered on October 24, 2012. The study includes movement data from 24 animals, and we concatenate all of the movement data to create a single long observation sequence.

Some registered GPS coordinates are outside the piece of land that we consider. This was most likely caused by some malfunction of the GPS tracking device. We therefore exclude all observation tuples \( y_i \) for which \( y_{i1} \notin (40.47, 40.4861) \) or \( y_{i2} \notin (-94.1183, -94.079121) \). After this pre-processing, the single observation sequence that we obtain is of length 337003. After preprocessing with grid size \( x = 0.04 \) km (chosen by ad hoc parameter tuning), we identify the start of the sequence:

\[
X_1 = \text{Bin 0} \rightarrow X_2 = \text{Bin 1} \rightarrow X_3 = \text{Bin 0} \rightarrow X_4 = \text{Bin 0} \rightarrow X_5 = \text{Bin 0} \rightarrow \text{et cetera}.
\]

We finally eliminated self-jumps such that resting animals do not disturb our findings. From this sequence of states, the empirical frequency matrix defined in (10) is calculated. Ultimately, we were working with \( n = 3155 \) states and an observation sequence of length \( \ell = 193134 \) when the self-jumps were excluded. This gives us quite a short path: \( \ell/n^2 \approx 0.0194 \).

### 7.4 Sequence of companies with the highest daily return

Using Alpha Vantage’s API [51], we downloaded 20 years of daily pricing data for every company within the S&P500 index. The S&P500 index is a gauge for the performance of large market capitalization U.S. equities. The index includes 500 companies and covers approximately 80% of available market capitalization. The top constituents by index weight currently include, for example, AAPL (Apple), MSFT (Microsoft), AMZN (Amazon), TSLA (Tesla), and GOOGL (Alphabet).

The pricing data of the constituents turned out to not span the same one time range. We therefore sorted the pricing data
files of the different constituents by file size and kept the data for the 300 companies with the most complete data. A list of these constituents can be found in Supplement 16.3. Next, we determined for each constituent \( i \in [300] \) when the first data entry happened, \( t^i_0 \), and when the last data entry happened, \( t^i_\ell \). We finally restricted our analysis to the time range

\[
\max_{i \in [300]} t^i_\ell =: t_0, t_0 + 1, \ldots, t_0 + \ell := \min_{i \in [300]} t^i_+ \tag{28}
\]

for these 300 companies. It turned out that \( t_0 \equiv 2001–07–26 \) and \( t_0 + \ell \equiv 2021–10–22 \). Days without any pricing data were ignored, which include the weekends when the stock market is closed. Ultimately, for every remaining day with some pricing data, the data was in fact complete: we have all daily opening and closing prices for each of these 300 constituents.

For \( t = t_0, \ldots, t_0 + \ell \), let \( O^i_t \) denote the opening price of company \( i \)'s stock on day \( t \) and \( C^i_t \) the closing price of company \( i \)'s stock on day \( t \). We then considered the \textit{daily return} of company \( i \)'s stock on day \( t \),

\[
R^i_t = \frac{C^i_t}{O^i_t} - 1 \quad \text{and let } \quad X_t \in \arg \max_{i \in [300]} R^i_t \tag{29}
\]

be a company with the highest daily return on day \( t \). Ties are broken uniformly at random. For example, the preprocessing output's start looks like:

\begin{itemize}
  \item On 2001–07–26, maximizer ADI had return 0.12517.
  \item On 2001–07–27, maximizer AES had return 0.08905.
  \item On 2001–07–30, maximizer PVH had return 0.04478.
  \item On 2001–07–31, maximizer HUM had return 0.09852.
  \item On 2001–08–01, maximizer NTAP had return 0.15665.
\end{itemize}

\textit{Et cetera.}

so that the sequence of observations starts with

\[
X_{t_0} = \text{ADI}, \quad X_{t_0+1} = \text{AES}, \quad X_{t_0+2} = \text{PVH}, \quad X_{t_0+3} = \text{HUM}, \quad X_{t_0+4} = \text{NTAP}, \quad \text{et cetera.} \tag{30}
\]

We again eliminate self-jumps, this time to reduce the effect of profitable runs by companies that temporarily dominated the market. That is, we remove any consecutive appearance of a single constituent in the sequence. Note that this preprocessing only gives us one sequence, that is furthermore relatively short \((\ell/n^2 \approx 0.027)\). Finally, we calculate the empirical frequency matrix in (10) and proceed with the clustering algorithm.

8 Detected clusters within the data

In this section, we evaluate how well the BMC model can approximate the structure of the different sequential data introduced in Section 7 and if it can yield useful insights.

8.1 Sequence of codons in DNA

We consider the sequence of codons occurring in the gene OCA2 in human DNA. Clustering on this sequence extracts an interesting pattern displayed in Figure 4(a). The detected clusters were:

- \( V_1 = \) AAA, AAG, TGT, AGT, CCT, TCT, ACT, CAG, ATT, ATG, CAT, TAT, AAT, TTG, CTT, TGA, CTG, CAA, TGG, ATA, TTA, AGG, TAA, ACA, TCA, CCA, AGA
- \( V_2 = \) CAC, GCC, CCC, TCC, ACC, GTC, CTC, TTC, ATC, TGC, AGC, TAC, AAC, GGC, TAG, CTA, GAC
- \( V_3 = \) GTG, GAG, GTG, GCA, GAA, GTA, GGA, GAT, GGG, GTT, GCT

\( V_4 = \) CGA, CGC, ACG, TCG, CCG, GCG, CGT, CGG

\( V_5 = \) TTT

8.1.1 Possible detection of codon–pair bias

We observe that all rows and columns associated with the second-to-last community \( V_4 \) have low density. This means that community \( V_4 \) has a small equilibrium distribution. More interesting is the low-density block in the rows and columns corresponding to the transitions from the second community \( V_2 \) to the third community \( V_3 \). It appears we have rediscovered a phenomenon known as \textit{codon–pair bias} in biology [52], [53], [54]. A brief examination of biology literature suggests that there is a link between codon–pair bias and gene expression, which has been used to engineer weakened viruses which could potentially be used as a vaccine [55], [56], [53].

There is some evidence that codon–pair bias is nothing more than a consequence of \textit{dinucleotide bias} [54]. Here, the dinucleotide bias refers to the fact that the two-letter pair CG is only used infrequently regardless of its position. This dinucleotide bias can also explain the clusters observed in Figure 4(a). Indeed, inspection of the clusters \( V_1, \ldots, V_5 \) reveals that nearly all codons in \( V_4 \) end with the nucleotide C whereas all codons in community \( V_3 \) begin with nucleotide G. There are a few exceptions, namely the codons TAG and CTA in \( V_2 \), but visual inspection of the matrix \( \hat{N} \) seems to suggest that these two codons may have been misclassified. Thus, transitions from \( V_2 \) to \( V_3 \) would give rise to the two nucleotides CG on the interface. Also remark that the two leftmost vertical low-density streaks in the block associated with \( V_2 \) corresponds to the codons GCC and GTC which simultaneously begin with a G and end with a C. Finally, all codons in community \( V_4 \) contain the two nucleotides CG. It thus appears that all low-density regions in the figure could be explained as being due to dinucleotide bias. We refer to [57] and the references therein for further discussions concerning codon–pair bias, dinucleotide bias and their applications.

8.1.2 Comparing the histogram of singular values to the limiting distribution of singular values of the inferred BMC

It appears from the reasonable clusters in Figure 4(a) that a BMC could be an appropriate model for this dataset. Let us now additionally verify whether the shape of the spectral noise is consistent with a BMC. Note that the matrices \( \hat{N} \) and \( \hat{L} \) are only \( 64 \times 64 \). Consequently, they only have 64 singular values. To get a clearer picture we split the observation sequence into ten equally sized pieces and for each subpath we compute the singular values. The averaged histogram over these ten observations is compared to the theoretical BMC-prediction associated to the clusters in Figure 4(b).

We observe a good match between the theory and the bulk of the distribution for both \( \hat{N} \) and \( \hat{L} \). Particularly interesting is that the peak near zero and the triangular tail in the interval \([4, 5]\). The theoretical there matches the observed distribution for \( \sqrt{N} / \sqrt{\pi} \). Such features would not be predicted in a simpler model without communities such as a matrix with i.i.d. entries. One would then instead expect a quarter-circular law whose density is proportional to \( I(x \in (0, c)]/\sqrt{c^2 - x^2} \) for some constant \( c > 0 \). This quarter-circular law is observed in the empirical Laplacian \( \hat{L} \) suggesting that the main feature in the spectral noise of \( \hat{N} \) is due to the equilibrium distribution. There are also some rescaled singular values which escape the support.
of the limiting singular value distribution. These are most-likely associated to the signal $E[N]$ and should consequently not be viewed as a part of the spectral noise.

8.1.3 Conclusion
It appears that the clustering algorithm was able to detect the phenomena of dinucleotide bias in DNA. The spectral noise is also consistent with that in a BMC. Moreover, a simpler model generating a random matrix with independent and identically distributed entries would not have sufficed to make the prediction associated to $N$’s distribution of singular values.

8.2 Sequence of words on Wikipedia
We consider the sequence of words obtained after the preprocessing described in Section 7. The clustering algorithm discussed in Section 5 was executed for $K = 50, 100, 200, 400$ clusters, both with and without the improvement algorithm. Ten improvement iterations were done whenever we also used the improvement algorithm. A complete list of the clusters for $K = 200$ with improvement may be found in Supplement 16.2.

8.2.1 Subjective evaluation
At a first glance, the clusters that the clustering algorithm determines appear to be good. For instance, a small cluster with six elements has a distinctly football-related theme: $\mathcal{V}_{125}$ contains the words champion, cap, premier, coach, football and championship. The medium-sized clusters $\mathcal{V}_{50}$, $\mathcal{V}_{51}$, and $\mathcal{V}_{52}$ respectively contain words related to public professions, units, and warfare. That is, $\mathcal{V}_{50}$ includes stemmed words such as founder, deputi, formeli, mayor, bishop, meanethil, successor, $\mathcal{V}_{51}$ includes toim, usa, capita, lb, and $\mathcal{V}_{52}$ includes cavalri, jet, helicoptor, rif, warfar, battalion, and raid. The second-largest cluster $\mathcal{V}_{2}$ predominantly contains names; these include alexandr, albrecht, gideon, and jarrett.

We further observe that the improvement algorithm yields more balanced clusters: before the improvement algorithm the largest three clusters have size 9192, 1279 and 1126 respectively while after improvement the sizes are 2848, 1943 and 1600.

8.2.2 Performance on a downstream task
To evaluate the quality of the clusters more objectively, we investigate the performance achieved on a downstream task as discussed in Section 6. We specifically consider the accuracy achieved by a document classification algorithm.

The goal in document classification is to predict the label $l(d)$ of a document $d$ given some training dataset $\{(d', l(d'))\}$. The document datasets that we investigate are described in Supplement 16.2.1. For instance, the AG News dataset contains news articles with four possible labels: World, Sports, Business, and Sci/Tech.

Given a clustering, one can translate each document into an $K$-dimensional vector by counting the number of occurrences of each cluster in the document; see Supplement 15.1. Thereafter, a logistic regression model is trained to learn a mapping from the $K$-dimensional vectors to the labels. Aside from spectral and improvement clusters we also consider a random clustering in which every word was assigned a cluster uniformly at random. There were some datasets in which neither spectral nor improvement clustering significantly outperformed the random clustering. We consider these tests inconclusive, but still report them in Table 4 for completeness. The performance on the remaining datasets is displayed in Table 1.

Observe that improvement clustering typically outperforms plain spectral clustering. Further note that in the AG News, Yahoo! and Wiki datasets the performance increases with the dimensionality. The gain in performance from spectral and improvement clustering as opposed to random clustering is there comparable with an increase of dimensionality by a factor 4. On the other hand, for Books and CMU it appears that the performance decreases with the dimensionality although this pattern is less clear. A possible explanation is that Books and CMU have less training data so that overfitting may occur when the dimensionality is large.
8.2.3 Comparing the histogram of singular values to the limiting distribution of singular values of the inferred BMC

One may be tempted to deduce from the reasonable clusters and the performance reported in Table 4 that the BMC is an appropriate model for this dataset. The structure in the spectral noise is however not as one would expect in a BMC. Consider Figure 5 for a comparison of the empirical singular value distribution with the theoretical predictions. Observe that there is a good match for $\hat{N}$ but a discrepancy for $\hat{L}$.

The fact that $\hat{N}$ yields a good match can be explained as being due to a strongly inhomogeneous equilibrium distribution from Zipf’s law. The empirical Laplacian $\hat{L}$ removes this dominant effect after which it may be observed that the empirical distribution has a heavy tail which is not present in the BMC-based prediction. In Supplement 14.4 we demonstrate by a numerical example that the discrepancy which is observed in Figure 5 agrees precisely with the type of discrepancy which is observed for a heavy-tailed perturbation of the BMC. The fact that the entries of the matrices $\hat{N}$ and $\hat{L}$ are heavy-tailed may also be verified by direct inspection.

8.2.4 Conclusion

The clustering algorithm was able to detect clusters which we subjectively judge to be interesting. The performance on the downstream task of document classification further indicated that the improvement algorithm which is based on the BMC-assumption improved the quality of the clusters. The spectral noise indicated that there is some heavy-tailed component in the matrix which can not be accounted for in the BMC assumption. It is correspondingly conceivable that a different model could incorporate the heavy-tailed nature of the entries and extract even better clusters.

8.3 Animal movement data

We investigate now the GPS animal movement data from the Dunn Ranch Bison Tracking Project; recall Section 7.

8.3.1 Subjective evaluation

The results of the clustering algorithm are depicted in Figure 6. It is subjectively evident that the clusters give more insight than the scatter plot in Figure 3.

Observe that the clustering algorithm picks up on geographical features: all clusters are connected regions, except for the largest two clusters 1 (black dots) and cluster 2 (orange c’s), however the individual components are connected. Clusters 1 and 2 contain the low degree states which explains their geographical spread. For the other clusters geographical boundaries are visible. For example, cluster 3 is bounded from below by creeks and cluster 4 lies between two creeks. On satellite imagery one can see a fence north of 7 and the part of 2 (orange c’s) that is bordering 7 and in fact, the northern border of these two clusters follows that line.

We briefly want to address that the average rate of transitions within each cluster is 0.79. The transitions that are shown on the map are thus not representing the majority of transitions, but only the transitions between different clusters that occur with probability of at least 0.01. The cluster transitions matrix is given in Supplement 16.1.

We summarize the findings: regions where the animals stay or pass through are determined; barriers such as rivers, lakes and fences can be seen; and average movement patterns of the animals are deduced. This is actually surprising, because the clustering algorithm identifies states by numbers and does not use geographical information on the state labeling. The labels of the states are in fact arbitrary to the algorithm, states labeled e.g. 10 and 11 need not be close to each other geographically. We remark that geographically mixed clusters would have been a valid outcome of the algorithm. Instead, we see that the clustering algorithm clusters states in such a manner that their geographical positions correspond to connected regions with clear borders.

In short: the algorithm detects geographical features and movement patterns, and the algorithm does so based on the sequential data alone, i.e., it captures behavior of the animals.

8.3.2 Comparing the histogram of singular values to the limiting distribution of singular values of the inferred BMC

Figure 7 next compares the spectral noise of (10) and (25) to the theoretical predictions for BMCs (recall Proposition 2). Observe that with $K = 15$ clusters, the theoretical prediction captures the general shape of the distribution, but is inaccurate.

### Table 1

| $K$ | Algorithm | AG News | Yahoo! | Wiki | Book | CMU |
|-----|-----------|---------|--------|------|------|-----|
| 50  | Random    | 48.3%   | 27.4%  | 56.9%| 31.0%| 67.4%|
| 50  | Spectral  | 66.0%   | 39.8%  | 71.1%| 44.4%| 69.5%|
| 50  | Improved  | 68.5%   | 40.1%  | 71.5%| 44.7%| 71.8%|
| 100 | Random    | 55.5%   | 33.3%  | 68.4%| 30.0%| 67.4%|
| 100 | Spectral  | 72.7%   | 47.2%  | 81.8%| 45.2%| 70.0%|
| 100 | Improved  | 76.8%   | 49.0%  | 80.1%| 46.3%| 70.7%|
| 200 | Random    | 64.0%   | 41.7%  | 80.8%| 28.2%| 66.8%|
| 200 | Spectral  | 78.2%   | 51.7%  | 85.6%| 44.4%| 68.7%|
| 200 | Improved  | 80.7%   | 54.7%  | 86.5%| 43.4%| 69.0%|
| 400 | Random    | 72.8%   | 49.4%  | 87.8%| 28.9%| 66.8%|
| 400 | Spectral  | 81.5%   | 56.3%  | 88.0%| 42.1%| 67.9%|
| 400 | Improved  | 83.1%   | 58.6%  | 89.0%| 44.4%| 68.4%|

![Fig. 5. Density-based histogram of singular values for $\sqrt{nL}$ for the words sequential data in blue bars and the theoretical predictions associated with the improvement clustering with $K = 200$ as the red line. Not visible in this figure is that both empirical distributions have long tails. Still 9% of the singular values of $\hat{N}/\sqrt{n}$ exceed 10 and 1% of the singular values of $\sqrt{nL}$ exceed 30.](image-url)
for the smallest and largest singular values especially. With more clusters, $K = 100$, the theoretical prediction for the distribution of singular values is found to predict the distribution of singular values better across the entire range. The prediction however remains imperfect. The peak at zero is probably linked to the fact that there are many states with a low degree.

For example, the distribution of singular values depicted in Figure 7 is not predicted perfectly. This is likely caused by the symmetry assumption between states within a BMC, which is at odds with the geographical structure of the data. Indeed, if we cut the region into more but smaller clusters and thus reduce the amount of symmetry within the BMC modeling the observation sequence, the BMC’s prediction of the distribution of singular values improves.

8.4 Companies with the highest daily returns
We turn now to the last analyzed dataset: the sequence of companies with the highest daily returns. The analysis for this dataset was particularly delicate to conduct and we ultimately arrive at the conclusion that a 0th-order BMC could already be sufficient to explain the found clusters. This conclusion may appear disappointing; it namely means that the clusters may not encode any order-dependent dynamics of the process. It is however important for a practitioner to be able to arrive at this conclusion when appropriate. The fact that the evaluation methods from Section 6 are able to suggest a 0th-order BMC is correspondingly a good feature of the methods: the comparison method would not be informative in the alternative scenario where one always concludes in favor of the 1st-order BMC.

The main goal of this section is hence to demonstrate how the methods of Section 6 can be used for the comparison of different models; even in a difficult, sparse, regime. Let us note that there are two main reasons why this dataset is difficult to analyse. First, the data is sparse. It namely holds that $\ell/n^2 \approx 0.027$. The sparsity can also be observed by direct inspection of $\hat{N}$; see Figure 12 in Supplement 16.3.3. This sparsity makes recovery of the clusters a hard problem, even if the data-generating-process is truly a BMC, and moreover makes evaluation of the found clusters more difficult since the associated confidence bounds are large. Second, it turns out that the data contains a strong 0th-order BMC component. This strong 0th-order component could potentially serve as a nuisance factor and could conceal a 1st-order BMC component.
even if it exists. This second factor may explain why the animal movement data in Section 8.3 did not suffer from a difficult analysis despite it being even sparser; \( \ell_{\text{animal}}/n_{\text{animal}}^2 \approx 0.0194 \).

8.4.1 Subjective evaluation of the clusters
After some ad hoc experimentation, we fix \( K = 3 \).

The S&P500’s factsheet labels every constituent with a sector. The sector breakdown within the dataset is shown in Table 5 in Supplement 16.3.1. We can use this labeling to obtain “fingerprints” of clusters, and to compare the labeling of the clustering algorithm against.

Such comparisons are plotted in Figure 8 for the three largest clusters. The black bars show the relative percentages of constituents in each sector within the clusters detected by the spectral algorithm followed by the cluster improvement algorithm. Observe the absence of most utilities constituents within the 2nd and 3rd cluster; more than twice as many are assigned to the 1st cluster than may be expected from a random assignment. Industrial and health care constituents are also mostly absent within the 3rd cluster. Similarly, note the negligible number of consumer discretionary constituents within the 1st cluster; most are assigned to the 2nd and 3rd cluster. Finally, consider that the 3rd cluster consists for 29% out of information technology constituents. These contents suggest that the clusters are not entirely random. The subsequent experimentation aims to determine what type of information has been encoded in the clusters.

As a subjective way to evaluate the meaning of the clusters, let us inspect the relative cluster sizes \( \hat{\alpha}_k := \#\hat{\gamma}_k/n \), cluster equilibrium distribution \( \hat{\pi} \), and cluster transition matrix \( \hat{\rho} \) of the associated BMC:

\[
\hat{\alpha}^T \approx \begin{pmatrix} 0.45 \\ 0.45 \\ 0.10 \end{pmatrix}, \quad \hat{\pi}^T \approx \begin{pmatrix} 0.49 \\ 0.10 \\ 0.41 \end{pmatrix}, \quad \hat{\rho} \approx \begin{pmatrix} 0.50 & 0.10 & 0.40 \\ 0.54 & 0.11 & 0.35 \\ 0.46 & 0.10 & 0.44 \end{pmatrix}.
\]

Note that the rows of \( \hat{\rho} \) are close to but not quite equal; it namely holds that \( \rho_{kl} \approx \hat{\pi}_l \) for every \( k, l \). This observation may suggest a strong 0th-order BMC component. One can however not immediately conclude that all the deviations from constant columns are due to noise: the data is sparse relative to \( n^2 \) but not when compared to \( K^2 = 9 \).

8.4.2 Comparing against alternative models
Recall that, using validation data, we can compare the performance of different models by the KL divergence rate difference estimator (19). Consider the following models:

- \( \hat{\mathbb{P}} \): A 1st-order BMC with \( m = 3 \) clusters determined by the spectral algorithm followed by the improvement algorithm.
- \( \hat{\mathbb{Q}}_1 \): A 1st-order BMC with \( m = 11 \) clusters given by the constituents’ sector labels.
- \( \hat{\mathbb{Q}}_2 \): A 1st-order BMC with \( m = 3 \) clusters, determined by the spectral algorithm.
- \( \hat{\mathbb{Q}}_3 \): A 0th-order BMC with \( m = 3 \) clusters, determined by sorting according to the state’s sample equilibrium distribution and determining clusters of equal probability mass.
- \( \hat{\mathbb{Q}}_4 \): A 0th-order BMC with \( m = 3 \) clusters, determined by the spectral algorithm followed by an improvement algorithm (appropriately modified for a 0th-order BMC).

One may also wonder about the relevancy of the number of parameters. By keeping the number of clusters fixed it namely also follows that the 0th-degree models \( \hat{\mathbb{Q}}_2, \hat{\mathbb{Q}}_3 \) have fewer parameters than the 1st-degree models \( \hat{\mathbb{P}}, \hat{\mathbb{Q}}_1 \). To this end, consider for any positive integer \( k \geq 1 \) the following model:

\[
\hat{\mathbb{Q}}_{3,k} \quad \text{A 0th-order BMC with } k \text{ clusters, determined by sorting according to the state’s sample equilibrium distribution and determining } k \text{ clusters of equal equilibrium probability.}
\]

Note that the degrees of freedom \( DF_1(n, K) \) within a 1st-order BMC constrained to have fixed parameters \( (n, K) \) equals \( DF_1(n, K) = n + K(K - 1) \), whereas the degrees of freedom \( DF_0(n, K) \) within a 0th-order BMC constrained to have fixed parameters \( (n, K) \) equals \( DF_0(n, K) = n + K - 1 \). The model \( \hat{\mathbb{P}} \) therefore has \( n + n \) degrees of freedom whereas \( \hat{\mathbb{Q}}_{3,k} \) has \( n + k - 1 \) degrees of freedom. In terms of number of degrees of freedom, \( \hat{\mathbb{P}} \) is thus comparable to \( \hat{\mathbb{Q}}_{3,7} \). Observe furthermore that \( \hat{\mathbb{P}} \) allows for more inhomogeneity within the columns of the transition matrix and less in the rows, whereas \( \hat{\mathbb{Q}}_{3,7} \) allows for no inhomogeneity within the columns but more in the rows.

Observe in Figure 9(a) that the difference in KL divergence rate on the validation data is positive when comparing \( \hat{\mathbb{P}} \) against \( \hat{\mathbb{Q}}_1, \hat{\mathbb{Q}}_2 \), barely positive when comparing against \( \hat{\mathbb{Q}}_3 \), and near-zero when comparing against \( \hat{\mathbb{Q}}_4 \). The 0th-degree models \( \hat{\mathbb{Q}}_3, \hat{\mathbb{Q}}_4 \) perform comparable to the 1st-degree model \( \hat{\mathbb{P}} \).

Regarding the comparison with \( \hat{\mathbb{Q}}_{3,k} \) we may observe in Figure 9(b) that the sign of the KL divergence rate difference is probably positive for \( k = 1, 2, 4 \), possibly positive for \( k = 3, 11, 12 \) but not much, possibly negative for \( k = 6, 7, 8 \) but not much, and inconclusive for \( k = 5, 9, 10 \). The downward trend for small \( k \) suggests that a strictly positive number of free parameters in the cluster transition matrix are necessary to accurately represent the data. Judging from the KL divergence rate difference at \( k = 7 \), in which case the number of degrees of freedom in both models are equal, it appears that the specific freedoms allowed in \( \hat{\mathbb{P}} \) give a performance comparable to that attained by the specific freedoms allowed in \( \hat{\mathbb{Q}}_{3,7} \).

8.4.3 Comparing the histogram of singular values to the limiting distribution of singular values of the inferred BMC
Figure 9(c) depicts histograms of singular values, and the models \( \hat{\mathbb{P}}, \hat{\mathbb{Q}}_1, \hat{\mathbb{Q}}_2, \hat{\mathbb{Q}}_3, \hat{\mathbb{Q}}_4 \)’s corresponding theoretical predictions. All theoretical predictions were calculated from the training data, while the histograms of singular values were calculated from the validation data.

Observe that all theoretical predictions give a fair description of the laws. Models \( \hat{\mathbb{P}}, \hat{\mathbb{Q}}_4 \) outperform models \( \hat{\mathbb{Q}}_1, \hat{\mathbb{Q}}_2, \hat{\mathbb{Q}}_3 \) when it comes to describing the distribution of singular values of \( \hat{N}_{\text{validation}}/\sqrt{n} \). Observe that the empirical observations for \( \sqrt{n}L_{\text{validation}} \) as well as the predictions associated to \( \hat{\mathbb{P}}, \hat{\mathbb{Q}}_1, \hat{\mathbb{Q}}_2, \hat{\mathbb{Q}}_3, \hat{\mathbb{Q}}_4 \) all appear to be quarter-circular. This quarter-circular law is consistent with our suspicion of a strong 0th-degree model component: in a 0th-degree BMC, the limiting law of \( \sqrt{n}L \) is known to be quarter-circular. The peak at zero in the empirical observations is likely due to the sparsity.

8.4.4 Conclusion
In all considered performance measures we saw that the 1st-degree BMC model \( \hat{\mathbb{P}} \) performed approximately equally well as the 0th-degree models \( \hat{\mathbb{Q}}_3, \hat{\mathbb{Q}}_4 \). The consideration of the models \( \hat{\mathbb{Q}}_{3,k} \) suggested that one further requires a certain number of parameters to achieve sufficient model expressivity.

The sparsity of the data makes it difficult to come to a definitive conclusion since the confidence bounds remain rather
9 Detected orders within the data

In this section, we consider the sequence of clusters \( Y_{1:t} = \sigma_n(X_{1:t}) \) provided by the clustering algorithm and select the order of the MC that best fits the data. We look at model selection described in Section 6.3 for the order in the chain using an information criterion. We will focus on the DNA, GPS, and the S&P500 dataset. The Wikipedia dataset is not considered due to its impractical size, and because it does not consist of a single sample path but rather a number of small sample paths. We compute information criteria for all datasets, except for when we study the power of the test. For this task we then focus just on the DNA dataset and the S&P500 dataset.

9.1 Results

We compute (22) for \( r = 0, 1, 2, 3, 4 \) of the following models: \( \hat{Q}^{r \text{-MLE}} \), The Maximum-Likelihood Estimator of an \( r \)-th-order MC estimated from the observation sequence \( Y_{1:t} \).

The result are in Table 2. We see that the magnitude of the CAIC in Table 2 depends strongly on the observation sequence and the number of clusters. In particular, for the GPS dataset the differences are notable for most orders due to the large number of clusters \( K = 15 \), where higher orders become highly penalized. For the DNA dataset, the criterion suggests that orders \( r \in \{1, 2\} \) best approximate the data. For the S&P500 dataset, on the other hand, orders \( r \in \{0, 1\} \) appear to be the best. We expect that there is a large variance in Table 2 and some over or underfitting the order is possible. The criterion indicates nonetheless that the transitions of the found clusters, except maybe for the S&P500 dataset, can be large. Still, one generally prefers models with fewer parameters. Hence, in our opinion, a 0th-order BMC would be a suitable model for this dataset.

![Fig. 8](image-url) The relative percentages of constituents in each sector within the 300 constituents under consideration for models \( \hat{P} \) and \( \hat{Q}_1 \) to \( \hat{Q}_2 \) corresponding to the black, blue and orange bars respectively. The left, middle, and right plots correspond to the 1st largest, 2nd largest, and 3rd largest detected cluster, respectively. A bar’s color is more saturated when the difference in relative percentage exceeds 5% when compared to the black bars. Observe for instance that for the black bars representing \( \hat{P} \) the absence of consumer discretionary in the 1st cluster is noteworthy, just like the absence of most utilities constituents in the 2nd and 3rd cluster, as well as the absence of industrial and health care constituents in the 3rd cluster.

![Fig. 9](image-url) (a) The KL divergence rate difference estimator \( \hat{D}(X_{1:(t/2)+1:((t/2)+h)}, \hat{P}_X^{1:((t/2)+h)}, \hat{Q}_k^{1:((t/2)+h)}) \) on the validation data. The 95% confidence bounds were estimated using (44) in Supplement 13. The mixing time was (somewhat arbitrarily) guessed to be 20 market days. (b) The KL divergence rate difference estimator \( \hat{D}(X_{1:(t/2)+1:((t/2)+h)}, \hat{P}_X^{1:((t/2)+h)}, \hat{Q}_k^{1:((t/2)+h)}) \) for different sample path lengths \( h \in \mathbb{N} \), and as a function of \( k \). The 95% confidence bounds were estimated using (44) in Supplement 13. The mixing time was (somewhat arbitrarily) guessed to be 20 market days. (c) The top and bottom figures display the singular values of the Laplacian \( \sqrt{N}L \) and the empirical frequency matrix \( \hat{N}/\sqrt{r} \) respectively. Both figures were calculated from all \( n = 300 \) constituents and exclude the \( K = 3 \) leading singular values.

| r   | DNA incr. (%) | GPS \( \times 10^4 \) incr. (%) | S&P500 incr. (%) |
|-----|---------------|---------------------------------|-----------------|
| 0   | 432650 n.a.   | 960.63 n.a.                     | 9853 n.a.       |
| 1   | 431502 -0.27  | 626.54 -34.8                    | 9860 +0.07      |
| 2   | 431263 -0.06  | 571.49 -40.5                    | 9940 +0.81      |
| 3   | 431228 +0.69  | 1121.90 +16.8                   | 10253 +3.1      |
| 4   | 458512 +5.3   | 9789.27 +1019                   | 11162 +8.9      |

**TABLE 2**

The CAIC in (22) for the different datasets. Note that the relative difference between the values pertaining to different orders is often small. For example, the differences are less than 0.1% between orders 1, 2 for the DNA data, and between orders 0, 1 for the stock market data. This is not the case, however, with the animal data.
better approximated by a nonzero order Markovian process. We will now support this conclusion empirically with the error models for the DNA and S&P500 datasets.

9.2 Evaluation of the CAIC criterion

In order to probe how significant the information criteria are, we will use the empirical transition law \( \hat{P}^{r,MLE} \) from the original data \( X_{1:t} \), which we remark is on the full state space \([n]\). With \( \hat{P}^{r,MLE} \) for \( r \in \{0, 1\} \) we will consider two data-generating models with errors determined by a parameter \( \varepsilon \in [0, 1) \), and then look at the clustered process \( Y^\varepsilon_{1:t} \) generated by these models. The models are:

\[ W^1_{\varepsilon} \]: A perturbed 1st-order BMC with probability distribution \( \hat{P}^{1,MLE} \) and a perturbation given by a heavy-tailed 0th-order perturbation defined in Section 3.2. In contrast to the perturbed models described in Section 3.2, the perturbation here is assumed to be a 0th-order MC.

\[ W^0_{\varepsilon} \]: A perturbed 0th-order BMC with probability distribution \( \hat{P}^{0,MLE} \) and a perturbation given by a heavy-tailed 1st-order MC defined in Section 3.2.

Assume that we are interested in a particular criterion \( C : [K]^{t+1} \times [0, 1]^K \times K \rightarrow \mathbb{R} \) such as the CAIC. Denote \( Y^\varepsilon_{1:t} = \sigma_{\varepsilon}(X^\varepsilon_{1:t}) \) the cluster process if \( X^\varepsilon_{1:t} \sim W^\varepsilon_{\varepsilon} \). We will study the robustness of the criterion by examining how often it over- and underfits when selecting \( s \) for the models \( \hat{P}^{s,MLE} \) with the clustered sequence \( Y^r_{1:t} \). To study this aspect, we will consider two targets for the CAIC and restrict to the orders \( r \in \{0, 1\} \).

The first target is the overfit error probability

\[ e_{over}(\varepsilon) := P_{X^\varepsilon_{1:t} \sim W^\varepsilon_{\varepsilon}}(\arg\min_{r \in \{0, 1\}} \text{CAIC}(Y^\varepsilon_{1:t}) = 1), \tag{31} \]

that is, the probability that the criterion selects a 1st-order process for the chain of cluster transitions when the underlying generating process is \( \hat{P}^{0,MLE} \) and the only higher order contributions come from perturbations. The second target is the underfit error probability defined as

\[ e_{under}(\varepsilon) := P_{X^\varepsilon_{1:t} \sim W^\varepsilon_{1:0}}(\arg\min_{r \in \{0, 1\}} \text{CAIC}(Y^\varepsilon_{1:t}) = 0), \tag{32} \]

that is, the probability that the criterion selects a 0th-order process as the best-candidate while \( \hat{P}^{1,MLE} \) is the actual underlying data-generating process.

We will look at parameters retrieved from the DNA and S&P500 datasets. Because the S&P500 dataset is the least clear dataset, we also consider a synthetic observation sequence. This synthetic observation sequence is generated using the same model \( W^\varepsilon_{\varepsilon} \) as is obtained for the stock market, but will be five times as long; \( 5\ell_{SM} \), where \( \ell_{SM} \) is the length of the path of the S&P500 dataset. We will refer to this synthetic observation sequence as the “extended stock market model.” In this manner we can see the effect of sparsity on the criterion robustness as if we could have access to more data.

In Figure 10, the error probabilities as well as centered CAIC values can be seen. We see that both the underfit \( e_1(\varepsilon) \) and overfit error \( e_2(\varepsilon) \) are usually small for small \( \varepsilon \). The overfit error is, however, considerable larger for the DNA dataset than for the S&P500 dataset. This supports the claim that the CAIC chooses the model with fewest parameters for the same amount of information, that is, the criterion is less prone to overfit when the data is sparse. The underfit error is on the contrary small for the DNA dataset, also for \( \varepsilon \in [0.1, 0.2] \). This suggests that order selection via information criteria is robust to misclassification error.

The case of the S&P500 dataset is especially interesting. In Table 2, the criterion chooses \( r = 0 \) whereas in the \( W^1_{\varepsilon} \) model in Figure 10(a)–(b), the criterion selects \( r = 1 \) up to \( \varepsilon \sim 0.1 \). Afterwards, deviating from the BMC model by just 1 out of 10 jumps in the S&P500 dataset will make the criterion behave similarly as in Table 2. This is also supported by Figure 10(b), where the difference between the criterion for \( r = 0 \) and \( r = 1 \) in the S&P500 dataset takes values in \([0, 10]\), which we coincidentally also see in Table 2. This suggests that there may be a 1st-order Markovian structure in the S&P500 dataset but also a strong degree dependence (or 0th-order process). Alternatively, the data may simply be too sparse for the CAIC to select a suitable order. This hypothesis is also supported by the stock market extended dataset, where model selection with five times more data has fewer such problems.

We finally remark that looking at information criteria for the unclustered observation sequences \( X_{1:t} \) provides no useful insights due to the large dimensionality of the models. In particular, the CAIC criteria for the unclustered observation sequences for order \( r \in \{0, 1\} \) can be seen in Table 3. As the data shows, the CAIC criteria just picks the model with smallest number of parameters. This is even more extreme in the GPS and S&P500 datasets, where on top of large model dimension we have sparse data.

| \( r \) | DNA | GPS | S&P500 |
|---|---|---|---|
| 0 | 1339.5 \( \times 10^3 \) | 2943 \( \times 10^3 \) | 54.27 \( \times 10^3 \) |
| 1 | 1361.9 \( \times 10^3 \) | \( \approx 1 \times 10^8 \) | 882 \( \times 10^3 \) |

The CAIC in (22) for the sequence \( X_1, \ldots, X_t \) for different datasets.

9.3 Conclusion

The main takeaways of this section are as follows:

- Model selection is feasible if we use the clustered sequence \( X_{1:t} = \sigma_0(X_{1:t}) \) obtained after the clustering algorithm. This namely reduces the amount of free parameters of the models considerably.
- For the DNA and GPS datasets, the CAIC selects a nonzero order MCs.
- For the S&P500 dataset the CAIC shows that the data is too sparse for selecting a specific order with certainty.

However, there are indications that the values obtained in the CAIC for the S&P500 dataset are consistent with a 1st-order BMC model with a strong 0th-order MC baseline.

10 Conclusions

We have found that using a BMC model for exploratory data analysis in unlabeled observation sequences does in fact produce useful insights. Although there is no guarantee that there are clusters or that a cluster structure is actually revealing of a ground truth model we can still evaluate the clusters and associated models. The DNA example uncovered known, nontrivial and biologically relevant structure. In the text-based example, the improvement algorithm enhanced performance on down-stream tasks and the spectral noise...
identified the heavy-tailed nature of some model violations. The animal movement example uncovered features which could not have been extracted from only the GPS coordinates. For the daily best performing stocks in the S&P500, we saw that a 0th-order BMC can describe its statistical aspects, but there are indications that a 1st-order BMC is also a suitable model.
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11 Pseudo-code describing the clustering procedure

**Algorithm 1:** Spectral clustering algorithm.

**Input:** $n$, $K$ and $\hat{N}$.

**Output:** Cluster assignment $\hat{V}_1, \ldots, \hat{V}_K$

1. $\hat{N}_\Gamma \leftarrow \text{Trim}(\hat{N})$;
2. $\hat{R} \leftarrow K$-rank approximation of $\hat{N}_\Gamma$;
3. $\hat{V}_1, \ldots, \hat{V}_K \leftarrow K$-means($\hat{R}, \hat{R}^T$);

The spectral clustering in Algorithm 1 is used to obtain a good initial estimate for the clusters. A k-means algorithm is used along a $K$-rank approximation of $\hat{N}$ (or $\hat{N}_\Gamma$ for the trimmed version of $\hat{N}$) to yield an initial guess for the clusters. It can be proved, however, that this step yields a number of misclassified states that is sublinear in $n$ but not of constant order [69]. A second step is then required to attain exact recovery. In Algorithm 2, we see that a procedure similar to a likelihood ratio maximization is used to improve the cluster assignment. With this extra step it can be proven that the misclassified states will be order constant in expectation.

**Algorithm 2:** Cluster improvement algorithm (for 1st-order BMCs)

**Input:** $n$, $K$, $\ell$, $\hat{N}$ and initial cluster assignment guess $\hat{V}_1, \ldots, \hat{V}_K$.

**Output:** New cluster assignment $\hat{V}_1, \ldots, \hat{V}_K$

1. for $a \leftarrow 1$ to $K$ do
2. $\hat{\pi}_a \leftarrow \hat{N}_{v_a} / n$; 
3. $\hat{V}_a \leftarrow \emptyset$;
4. for $b \leftarrow 1$ to $K$ do
5. $\hat{p}_{a,b} \leftarrow \hat{N}_{v_a,v_b} / \hat{N}_{v_a}$;
6. end
7. end
8. for $x \leftarrow 1$ to $n$ do
9. $c \leftarrow \arg\max_{k \in [K]} \sum_{k=1}^K (\hat{N}_{x,v_k} \ln(\hat{p}_{x,k}) + \hat{N}_{v_k,x} \ln(\hat{p}_{k,x}/\hat{\pi}_a)) - \ell \hat{\xi}_a/n$;
10. $\hat{V}_x \leftarrow \hat{V}_c \cup \{x\}$;
11. end

12 Robustness of the clustering procedure to model violations

Recall that the asymptotic consistency of the clustering procedure has been theoretically studied in [69] under the assumption that the data-generating process is a BMC. In this section we aim to study the robustness of the clustering procedure to violations of this model assumption. That is, we investigate the performance of the clustering procedure when the data-generating process is not actually a BMC. We study two main measures of performance. First, in Supplement 12.1, we consider the number of misclassified states. Second, in Supplement 12.2, we consider the approximation error in a parameter estimation problem where the objective is to estimate the true transition matrix $P$ of a Markovian data-generating process which need not be a BMC.

The first measure of performance requires that the notion of misclassification is sensible even though the data-generating process is not a BMC. To this end we restrict ourselves to models where communities are still well-defined. More precisely, we consider the perturbed BMC model which was defined in Section 3.2 and assign as ground-truth communities those of the BMC kernel which was used to construct the perturbed model. Recall that the definition of a perturbed BMC requires to specify the nature of the perturbation kernel $\Delta$. The following kernels are used for this purpose to model different types of model violations:

(i) **Uniform Stochastic:** The matrix $\Delta$ is sampled uniformly at random in the set of stochastic matrices. This is accomplished by sampling each row independently from a Dirichlet$(1/n, \ldots, 1/n)$ distribution.

(ii) **Degree 0:** Fix some $\pi_1, \ldots, \pi_n > 0$ with $\sum_{i=1}^n \pi_i = 1$ and let $\Delta_{ij} = \pi_j$ for all $i, j \in [n]$. We construct the $\pi_i$ by sampling independent exponential random variables $e_1, \ldots, e_n \sim \text{Exponential}(1)$ and normalizing $\pi_i = e_i/(\sum_{j=1}^n e_j)$.

(iii) **Heavy Tailed:** Let $X$ be a random matrix whose entries $X_{ij}$ are i.i.d. positive random variables with a heavy-tailed distribution. The kernel $\Delta$ is then found by normalizing the rows in order to achieve a stochastic matrix $\Delta := \text{diag}((\sum_{j=1}^n X_{ij})^{-1})_{i=1}^n X$. We sample the heavy-tailed entries $X_{ij}$ from a Zipf distribution with exponent $s = 3/2$.

(iv) **Sparse:** Consider constants $d > 0$ and $c > 0$ and construct a random matrix $X = A + cJ$ where $A$ is the adjacency matrix from a directed Erdős–Rényi random graph with average outgoing degree $d$ and $J$ is a constant matrix $J_{ij} = 1/n$. The
kernel $\Delta$ is then found by rescaling the rows in order to achieve a stochastic matrix $\Delta = \text{diag}((\sum_j X_{ij})^{-1})_{i=1}^n X$. We take $d = 5$ and $c = 0.1$.

In our subsequent experimentation we take $n = 2m$ to be an even integer. The BMC which is perturbed is chosen to have two equally-sized clusters ($K = 2$) and cluster transition matrix given by

$$p = \begin{pmatrix} 0.6 & 0.4 \\ 0.4 & 0.6 \end{pmatrix}.$$  

12.1 Misclassification ratio for perturbed BMCs

This section concerns the number of misclassified states when clustering on a perturbed BMC model. Recall that we chose the BMC model to have two equally-sized clusters which means that we may pick the cluster assignment map to be given by $\sigma_n(i) = 1 + 1[i > n/2]$. Let $\hat{\sigma}_n : [n] \rightarrow \{1, 2\}$ be an estimated cluster assignment which is output by the clustering procedure. Then, the misclassification ratio $E$ is defined as

$$E := \frac{1}{n} \min_{\rho \in S_2} \#\{v \in [n] : \sigma_n(v) \neq (\rho \circ \sigma_n)(v)\}.  \quad (33)$$

Here $S_2$ denotes the set of permutations of $\{1, 2\}$.

Recall from (9) that the parameter $\varepsilon$ of the perturbed BMC measures the fraction of transitions which are affected by the perturbation. In other words, $\varepsilon$ measures the strength of the perturbation. The estimated expected misclassification ratio $E[E]$ is displayed as a function of the perturbation level $\varepsilon$ for a numerical experiment in Figure 2(a). Up to $\varepsilon \approx 0.1$ the algorithm succeeds in recovering the exact cluster assignment for all four models. The exact number will naturally depend on the parameters of the BMC which was perturbed and will consequently be different in different contexts. At any rate, we conclude from this experiment that the algorithm appears to be robust with regards to small to medium-sized model violations.

The observation that some model violations can be tolerated may be understood theoretically in terms of the construction of the algorithm. This robustness is namely natural at the level of the spectral step of the algorithm. Consider that in a perturbed BMC one has the following decomposition:

$$\hat{N}_{\text{Perturbed}} = E[\hat{N}_{\text{BMC}}] + (E[\hat{N}_{\text{Perturbed}}] - E[\hat{N}_{\text{BMC}}]) + (\hat{N}_{\text{Perturbed}} - E[\hat{N}_{\text{Perturbed}}]) =: E[\hat{N}_{\text{BMC}}] + E_{\text{Perturbation}} + E_{\text{Noise}}.$$  

The sampling noise $E_{\text{Noise}}$ is small in operator norm relative to $E[\hat{N}_{\text{BMC}}]$ when the sample path is sufficiently long. It may further be expected that $E_{\text{Perturbation}}$ is small in operator norm whenever the perturbation level $\varepsilon$ is small. Now recall that spectral step in the algorithm relies on singular value decomposition to compute a rank-$K$ approximation. The purpose of this rank-$K$ approximation, when the process is truly a BMC, is to separate the sampling noise $E_{\text{Noise}}$ from the low-rank signal $E[\hat{N}_{\text{BMC}}]$. In a small perturbation of a BMC the singular value decomposition will however also regard $E_{\text{Perturbation}}$ as an error term. Consequently, for small perturbations, the spectral step has the beneficial effect that it separates the perturbative error $E_{\text{Perturbation}}$ from the low-rank signal $E[\hat{N}_{\text{BMC}}]$.

12.2 Bias–variance tradeoff for parameter estimation in a perturbed BMC

It may occur in some cases that one is not interested in the clusterings themselves but rather views them as a means to an end. Consider the scenario where one desires to estimate the transition kernel of a Markovian process which need not be a BMC. Assume that one has prior reason to suspect that there could be some underlying clusters in the data but also that there could be parts of the dynamics which do not respect the clusters. In such a case a perturbed BMC would be a suitable model for the data. Let us emphasize that one is here not intrinsically interested in the BMC-component $P_{\text{BMC}}$ but rather desires to estimate the ground-truth $P_{\text{True}} := (1 - \varepsilon)P_{\text{BMC}} + \varepsilon \Delta$. It could however be the case that one can exploit the underlying clusters to improve the performance of estimation.

Assume that one knows the number of underlying clusters $K$ and has access to a sample path $X_{\ell}, \ldots, X_{\ell}^\varepsilon$ of length $\ell$ of a perturbed BMC. Let $\hat{N}$ also denote the associated empirical frequency matrix. A natural general-purpose estimator for the transition matrix, which does not rely on the existence of clusters, is given by the empirical transition matrix $\hat{P}(\ell)$. The entries of the empirical transition matrix are given by

$$\hat{P}_{\text{Empirical}}(\ell)_{ij} := \begin{cases} \frac{N_{ij}}{\sum_{k=1}^n N_{ik}}, & \text{if } \hat{N}_{ij} \neq 0 \\ 0, & \text{if } \hat{N}_{ij} = 0. \end{cases} \quad (34)$$

Another estimator may be found by first computing a clustering $\hat{V}_1, \ldots, \hat{V}_K$. One can then hope that, since $P_{\text{True}} \approx P_{\text{BMC}}$ for $\varepsilon \approx 0$, it would be sufficient to consider an estimator $\hat{P}_{\text{BMC}}$ for $P_{\text{BMC}}$ whose entries are given by

$$\hat{P}_{\text{BMC}}(\ell)_{ij} := \begin{cases} \frac{1}{\#\hat{V}_{\ell}(j)} \sum_{x \in \hat{V}_{\ell}(j)} \frac{N_{x,y}}{\sum_{m=1}^K \sum_{x \in \hat{V}_{\ell}(j)} y \in V_m N_{x,y}}, & \text{if } \sum_{x \in \hat{V}_{\ell}(j)} y \in V_m \hat{N}_{x,y} \neq 0 \\ \sum_{x \in \hat{V}_{\ell}(j)} y \in V_m \hat{N}_{x,y}, & \text{if } \sum_{x \in \hat{V}_{\ell}(j)} y \in V_m \hat{N}_{x,y} = 0. \end{cases} \quad (35)$$
Finally, for comparison we also consider the following trivial estimator which does not even use the data
\[ \hat{P}_{\text{Uniform}}(t)_{ij} = \frac{1}{n}. \]
We measure the performance of these estimators as a function of the length of the sample path using the expected estimation error:
\[ R_{e}(t) := \mathbb{E}[\| P_{\text{True}} - \hat{P}_{e}(t) \| ] \quad \text{where} \quad e \in \{ \text{Empirical, BMC, Uniform} \}. \]  
(36)
Here, \( \| \cdot \| \) denotes the operator norm \( \| M \| = \sup_{\| v \| = 1} \| M v \| /2 \).

We conduct a numerical experiment with a state space of size \( n = 1000 \) and a heavy-tailed perturbation model of perturbation strength \( \varepsilon = 0.05 \). Figure 2(b) displays estimated values of the expected estimation error \( R_{e}(\cdot) \) as a function of the length \( t \) of the sample path. A number of different regimes may be identified. First, the regime where the sample path is very short meaning that \( t \approx 10^4 \). Here the empirical estimator \( \hat{P}_{\text{Empirical}} \) and the BMC estimator \( \hat{P}_{\text{BMC}} \) are both unable to outperform the trivial estimator \( \hat{P}_{\text{Uniform}} \). The empirical estimator even performs significantly worse than the trivial estimator in this regime. Second, the regime where sample path is medium-sized meaning that \( t \approx 10^5 \). Here the clustering procedure succeeds and \( \hat{P}_{\text{BMC}} \) becomes the best-performing estimator. Finally, the regime where the sample path grows long meaning that \( t > 10^6 \). Here the empirical estimator becomes the best-performing estimator. These different regimes can be understood in terms of a bias–variance tradeoff. Namely, consider that for short to medium-sized sample paths the BMC estimator \( \hat{P}_{\text{BMC}} \) has significantly less variance than the empirical estimator \( \hat{P}_{\text{Empirical}} \) depending on fewer parameters. This decreased variance is the dominant consideration for the approximation error in this regime. On the other hand, for long sample paths both estimators \( \hat{P}_{\text{BCM}} \) and \( \hat{P} \) have low variance and the bias incurred by the approximation \( \hat{P}_{\text{True}} \approx \hat{P}_{\text{BMC}} \) becomes dominant.

13 Confidence bounds when estimating \( D(T; P, Q) \)
We here state a concentration inequality from which we deduce the confidence interval in (45). Recall that these confidence intervals are used in Figure 9. The proof is based on a result from [67] whose assumptions we first verify.

Assume that the true process \( \{X_{t}\}_{t \geq 0} \) generating the sequential data \( X_1, \ldots, X_{\ell} \) is a MC, which need not be time-homogeneous. Let us refer to \( \{X_{t}\}_{t \geq 0} \)'s law as \( T \). The mixing time of \( \{X_{t}\}_{t \geq 0} \) is defined as
\[ \tau_{\text{mix}} := \min \{ t \geq 1 : \bar{d}(t) \leq \frac{1}{2} \}, \]
(37)
where
\[ \bar{d}(t) := \max_{1 \leq i \neq j \leq \ell-t} \sup_{x,y \in [n]} \text{d}_{\text{TV}}(T[X_{i+t} = \cdot | X_{i} = x], T[X_{i+t} = \cdot | X_{i} = y]). \]
(38)
Here, \( \text{d}_{\text{TV}} \) denotes the total variation distance:
\[ \text{d}_{\text{TV}}(T[X_{i+t} = \cdot | X_{i} = x], T[X_{i+t} = \cdot | X_{i} = y]) := \frac{1}{2} \sum_{z \in [n]} | T[X_{i+t} = z | X_{i} = x] - T[X_{i+t} = z | X_{i} = y]|. \]
(39)
We claim that the MC of transitions \( \{E_{X,t}\}_{t \geq 0} \) where \( E_{X,t} := (X_{t}, X_{t+1}) \), then has mixing time at most \( \tau_{\text{mix}} + 1 \). Indeed, observe that for any \( t \geq \tau_{\text{mix}} + 1 \), \( x_1, x_2, y_1, y_2 \in [n] \) and \( 1 \leq i \leq \ell - t - 1 \),
\[ \frac{1}{2} \sum_{z_1, z_2 \in [n]} | P[E_{X,i+t} = (z_1, z_2) | E_{X,i} = (x_1, x_2)] - P[E_{X,i+t} = (z_1, z_2) | E_{X,i} = (y_1, y_2)] | \]
\[ = \frac{1}{2} \sum_{z_1, z_2 \in [n]} | P[E_{X,i+t+1} = (z_1, z_2) | E_{X,i} = (z_1, z_1)] - P[E_{X,i+t+1} = (z_1, z_1) | E_{X,i} = (x_1, x_2)] | \]
\[ = \frac{1}{2} \sum_{z_1 \in [n]} | P[E_{X,i+t} = z_1 | E_{X,i+1} = x_2] - P[E_{X,i+t} = z_1 | E_{X,i+1} = y_2] | \]
\[ \leq \frac{1}{2}. \]
(40)
Here, the Markov property was used to conclude (40). The fact that \( P(E_{X,i+1} = z_1 | E_{X,i} = (z_1, z_1)) \) defines a probability distribution, together with the assumption that \( t \geq \tau_{\text{mix}} + 1 \) and the property that \( \bar{d}(t) \) is nonincreasing in \( t \), was used to arrive at (41).

Now suppose that we are given two MCs with fixed transition matrices \( P \) and \( Q \), whose laws we will refer to as \( P \) and \( Q \), respectively. Assume furthermore that \( \max_{i,j \in [n]} \| \ln(P_{i,j}/Q_{i,j}) \| \leq \delta \) for some \( \delta > 0 \). For any two sample paths \( X_1, \ldots, X_{\ell} \) and \( Y_1, \ldots, Y_{\ell} \), it then holds that
\[ \| \hat{D}(X_1, \ldots, X_{\ell}; P, Q) - \hat{D}(Y_1, \ldots, Y_{\ell}; P, Q) \| \leq \frac{2\delta}{\ell} \sum_{t=1}^{\ell-1} 1[E_{X,t} \neq E_{Y,t}]. \]
(42)
Consequently, [67, Corollary 2.10] applied to the MC \( \{E_{X,t}\}_{t \geq 0} \) yields the desired concentration inequality:
\[ \mathbb{P}( \| \hat{D}(X_0, \ldots, X_{\ell}; P, Q) - D(T; P, Q) \| > t ) \leq 2 \exp \left( \frac{-t^2 / 2}{184\delta^2(\tau_{\text{mix}} + 1)} \right). \]
(43)
In conclusion: if we are given two MCs with fixed transition matrices $P$ and $Q$ for which $\max_{i,j}\ln|P_{i,j}/Q_{i,j}| > 0$, together with an estimate for $\tau_{\text{mix}}$, we can then construct for $z \in [0, 1]$ a $100(1 - z)%$ confidence intervals of size

$$c_z := \frac{1}{\ell} \max_{i,j} |\ln P_{i,j}/Q_{i,j}| \sqrt{18(\tau_{\text{mix}} + 1) \ln \frac{2}{z}}. \quad (44)$$

This is to say that

$$\mathbb{P}\left[ D(T; P, Q) \in \left[ D(X_0, \ldots, X_\ell; P, Q) - c_z, D(X_0, \ldots, X_\ell; P, Q) + c_z \right] \right] \geq 1 - z. \quad (45)$$

### 14 Shape of the spectral noise

Recall that it was stated in Section 6.4 that the spectral noise in $\hat{N}$ can be dominated by an inhomogeneous equilibrium distribution. It was further claimed that the Laplacian $\hat{L}$ does not suffer from this issue. The main goal in this section is to argue that this claim is true.

Some preliminary notation and concepts are introduced in Supplement 14.1 after which a theoretical result concerning the limiting singular value distribution of $\hat{L}$ is established in Supplement 14.2. A model with an inhomogeneous equilibrium distribution is introduced in Supplement 14.3. The claim that $\hat{L}$ can also detect violations to the model assumptions in the presence of an inhomogeneous equilibrium distribution is verified in Supplement 14.4 by a simulation experiment.

#### 14.1 Preliminaries

The empirical singular value distribution $\nu_M$ of a matrix $M \in \mathbb{R}^{n \times n}$ with singular values $s_1(M) \geq \ldots \geq s_n(M)$ is the probability measure on $\mathbb{R}_{\geq 0}$ defined by

$$\nu_M(A) := \frac{1}{n} \# \{ i \in [n] : s_i(M) \in A \} \quad (46)$$

for every measurable set $A \subseteq \mathbb{R}$. A sequence of random probability measures $\{ \mu_n \}_{n \geq 1}$ on the real line is said to converge weakly in probability to a probability measure $\mu$ if for every continuous bounded function $f : \mathbb{R} \to \mathbb{R}$ it holds that $\int f \, d\mu_n$ converges weakly in probability to $\int f \, d\mu$. The symmetrization of a probability measure $\mu$ on the positive real line $\mathbb{R}_{\geq 0}$ is the probability measure $\mu_{\text{sym}}$ on $\mathbb{R}$ given by

$$\mu_{\text{sym}}(A) := \frac{1}{2} \left( \mu(\{ a : a \in A, a \geq 0 \}) + \mu(\{ -a : a \in A, a \leq 0 \}) \right) \quad (47)$$

for any measurable $A \subseteq \mathbb{R}$. Note that $\mu$ can be recovered from its symmetrization since for any measurable $A \subseteq \mathbb{R}_{\geq 0}$ it holds that

$$\mu(A) = 2\mu_{\text{sym}}(A \setminus \{ 0 \}) + \mu_{\text{sym}}(\{ 0 \}). \quad (48)$$

The Stieltjes transform of a probability measure $\mu$ is the analytic function $s : \mathbb{C}^+ \to \mathbb{C}^-$ given by $s(z) = \int \frac{1}{z - x} \, d\mu(x)$. Here, $\mathbb{C}^+ := \{ z \in \mathbb{C} : \text{Im}(z) > 0 \}$ denotes the upper half-plane and $\mathbb{C}^- := \{ z \in \mathbb{C} : \text{Im}(z) < 0 \}$ denotes the lower half-plane. The Stieltjes inversion formula [59, Theorem B.8] allows one to recover $\mu$ from its Stieltjes transform: for any continuity points $a < b$ of $\mu$,

$$\mu([a, b]) = -\frac{1}{\pi} \lim_{\varepsilon \to 0^+} \int_a^b \text{Im}(s(x + \sqrt{-1}\varepsilon)) \, dx. \quad (49)$$

#### 14.2 Limiting law of singular value distribution of the Laplacian $\hat{L}$

Fix some positive integer $K \geq 1$ and a transition matrix $p \in \mathbb{R}^{K \times K}$ of an ergodic MC on $[K]$. Denote $\pi \in [0, 1]^K$ for the equilibrium distribution of the MC associated to $p$. For every $n \geq 1$ consider a partition $\mathcal{V}_1 \cup \ldots \cup \mathcal{V}_K = [n]$ of the state space into $K$ nonempty groups $\mathcal{V}_i$. The subsequent results are concerned with the asymptotic regime where $n \to \infty$. We here assume that there are $a_1, \ldots, a_K > 0$ such that $\#\mathcal{V}_i = a_i n + o(n)$ and $\sum_{i=1}^K a_i = 1$.

**Proposition 2.** Let $\hat{L}$ be the empirical normalized Laplacian associated to a sample path $X_1, \ldots, X_\ell$ of the above BMC. Assume that as $n$ tends to infinity it holds that $\ell = \lambda n^2 + o(n^2)$. Then, the empirical singular value distribution $\nu_{\hat{L}}$ converges weakly in probability to a compactly supported probability measure $\nu$ on $\mathbb{R}_{\geq 0}$. Moreover, the symmetrization $\nu_{\text{sym}}$ has Stieltjes transform $s(z) = \sum_{i=1}^K a_i a_i(z) + a_{K+1}(z))/2$ where $a_1, \ldots, a_{2K}$ are the unique analytic function from $\mathbb{C}^+$ to $\mathbb{C}^-$ such that the following system of equations is satisfied

$$a_i(z) - z = -\sum_{j=1}^{K-1} \lambda^{-1} \pi(j) \alpha_j p_{ij} a_{K+j}(z), \quad (50)$$

$$a_i(z) - z = -\sum_{j=1}^{K} \lambda^{-1} \pi(i) \alpha_j p_{ji} a_j(z) \quad (51)$$

for $i = 1, \ldots, K$. 


The proof of Proposition 2 is similar to the proof of [70, Theorem 1.2] which is there given below [70, Proposition 4.7]. The intermediate [70, Lemma 4.4(ii)] should however be replaced by Lemma 1 below, and the role of [70, Equation (22)] is taken over by Lemma 2 below.

**Lemma 1.** Let Π_X ∈ [0, 1]^n denote the equilibrium distribution of the BMC, and define

\[ Q := \text{diag}((\ell + 1)\Pi_X)^{-1/2}(\tilde{N} - E[\tilde{N}]) \text{diag}((\ell + 1)\Pi_X)^{-1/2}. \]

Assume that \( \sqrt{n\hat{Q}} \) converges weakly in probability to some probability measure \( \nu \) on \( \mathbb{R}_{\geq 0} \). Under the assumptions of Proposition 2, it then holds that \( \nu \sqrt{n\hat{L}} \) converges weakly in probability to \( \nu \).

**Proof.** Consider the following notation:

\[ C_n := \text{diag}((\ell + 1)\Pi_X)^{-1/2}E[\tilde{N}] \text{diag}((\ell + 1)\Pi_X)^{-1/2}, \]

\[ D_{n,t} := \text{diag}\left(\left(\sum_{k=1}^n \hat{N}_{ik}\right)_{i=1}^n\right)^{-1/2} \text{diag}((\ell + 1)\Pi_X)^{1/2}, \]

\[ D_{n,r} := \text{diag}((\ell + 1)\Pi_X)^{1/2} \text{diag}\left(\left(\sum_{k=1}^n \hat{N}_{kj}\right)_{j=1}^n\right)^{-1/2}. \]

Observe that \( \hat{L} = D_{n,t}\hat{Q}D_{n,r} + C_n \). Furthermore, \( \max_{i=1}^n |(\ell + 1)^{-1}\Pi_X^{-1} \sum_{k=1}^n \hat{N}_{ik} - 1| \) converges to zero in probability by [70, Corollary 6.11]. Since \( x \mapsto 1/\sqrt{x} \) is continuous in the neighborhood of 1 and the operator norm of a diagonal matrix is the maximal value on its diagonal, it follows that \( \|D_{n,t} - \text{Id}\|_{\text{op}} \) converges to zero in probability.

Note that transitions coming into state \( i \) are almost in bijection with the outgoing transitions out of state \( i \). The only possible exceptions occur when \( i = X_1 \) or \( i = X_{\ell} \). This is to say that for every \( i \)

\[ \left| \sum_{k=1}^n \hat{N}_{ik} - \sum_{k=1}^n \hat{N}_{kj} \right| \leq 2. \]

Hence, using that \( (\ell + 1)\Pi_X \in \Theta(n) \) and the fact that we already know that \( \max_{i=1}^n |(\ell + 1)^{-1}\Pi_X^{-1} \sum_{k=1}^n \hat{N}_{ik} - 1| \) converges to zero in probability, it follows that \( \max_{i=1}^n |(\ell + 1)^{-1}\Pi_X^{-1} \sum_{k=1}^n \hat{N}_{ki} - 1| \) converges to zero in probability. By the continuity of \( 1/\sqrt{x} \) near 1 we may now also conclude that \( \|D_{n,r} - \text{Id}\|_{\text{op}} \) converges to zero in probability.

By two applications of [70, Lemma 6.8.(iii)] we conclude that \( \nu \sqrt{n\hat{D}_{n,t}Q\hat{D}_{n,r} + C_n} \) converges weakly in probability to \( \nu \).

Further, by the fact that the BMC starts in equilibrium it holds that \( \text{rank}(E[\tilde{N}]) \leq K \). Hence, using the general fact that \( \text{rank}(AB) \leq \text{rank}(A) \) for any two matrices \( A, B \) of compatible size, we find that

\[ \text{rank}(\sqrt{nC_n}) \leq \text{rank}(E[\tilde{N}]) \leq K. \]

An application of [70, Lemma 6.8.(ii)] now yields the desired result, since \( \nu \sqrt{n\hat{L}} = \nu \sqrt{n\hat{D}_{n,t}Q\hat{D}_{n,r} + C_n} \).

**Lemma 2.** Under the assumptions of Proposition 2 and with notation as in Lemma 1 it holds that as \( n \) tends to infinity

\[ \max_{i,j=1,\ldots,n} \text{Var}(\hat{Q}_{ij}) - \lambda^{-1}\pi(\sigma_n(i))^{-1}\pi(\sigma_n(j))^{-1}|p_{\sigma_n(i)i}\pi(\sigma_n(j))| = o(1). \]

**Proof.** This is immediate from [70, Corollary 4.6] using the fact that \( \text{Var}[cX] = c^2 \text{Var}[X] \) for any real random variable \( X \) and scalar \( c \in \mathbb{R} \).

### 14.3 Inhomogeneous equilibrium distribution: Degree-corrected block Markov chain (DC-BMC)

In order to allow for an inhomogeneous equilibrium distribution we consider the following model which is inspired by the analogous degree-corrected stochastic block model for communities in graphs with inhomogeneous degrees. Let \( K \geq 1 \) be a positive integer, consider a transition matrix \( \pi \in \mathbb{R}^{K \times K} \) for an ergodic MC on \( [K] \) and equip the state-space with a group-assignment map \( \sigma_n : [n] \rightarrow [K] \). As was the case for BMCs we define the groups \( V_1, \ldots, V_K \) by \( V_i = \{ v \in [n] : \sigma_n(v) = i \} \).

Assume moreover that every group \( V_i \) is equipped with a probability distribution \( \mu_i : V_i \rightarrow [0, 1] \). Then, a MC \( X_t \) on \([n]\) is called a DC-BMC if

\[ \mathbb{P}(X_{t+1} = j \mid X_t = i) = p_{\sigma_n(i)j}\pi(\sigma_n(j)). \]

Recall that in a BMC it holds that conditional on \( \sigma_n(X_t) = k \) for \( t > 1 \) the observation \( X_t \) is chosen uniformly at random in the cluster \( V_k \). In a DC-BMC it instead holds that conditional on \( \sigma_n(X_t) = k \) the observation \( X_t \) is chosen from the cluster \( V_k \) according to the probability measure \( \mu_k \).

Note that the usual BMC is recovered when all \( \mu_i \) are taken to be the uniform measures on their respective groups \( V_i \). Furthermore, by taking a larger number of groups \( K = MK \) one can still approximate a DC-BMC model by a BMC-model. This is to say that one can use the additional clusters to separate each true group \( V_i \) of the DC-BMC model into \( M \) subgroups \( \bar{V}_{i,1}, \cdots, \bar{V}_{i,M} \) such that \( \mu_i \) is approximately constant on every \( \bar{V}_{i,j} \).
We here measure the sensitivity of the spectral noise in $\hat{L}$ in a DC-BMC is equal to the limiting measure of a BMC with the same cluster transition matrix $p$ and the same cluster ratios $\sigma_i$ provided that $\max_{i=1,...,n} \mu_{\sigma_i(i)}(i) = \Theta(1/n)$ and $\min_{i=1,...,n} \mu_{\sigma_i(i)}(i) = \Theta(1/n)$. If this conjecture is true then the limiting measure does not depend at all on the $\mu_i$ since these do not occur in Proposition 2. The insensitivity to the $\mu_i$ allows to ensure that the spectral noise in $\hat{L}$ is not dominated by an inhomogeneous equilibrium distribution. The main reason for this conjecture is that the proof of Proposition 2 implicitly relies on a universality principle of [70] which states that the limiting singular value distribution in a (sufficiently well-behaved) random matrix only depends on the variance of its entries. We will namely subsequently argue that the variance profile of $\hat{L}$ is approximately independent of distributions $\mu_i$; see (64).

Denote $\pi$ for the cluster equilibrium distribution of the Markov chain associated to $p$ and note that the state equilibrium distribution of a DC-BMC is then given by $\Pi_{X,t} = \pi(\sigma_n(i)) \mu_{\sigma_n(i)}$. Correspondingly, up to approximation errors on the order of $\sqrt{t}$,

$$\sum_{k=1}^{n} \hat{N}_{i,k} \approx \#\{t = 1, \ldots, \ell : X_t = i\} \approx t \Pi_{X,t} = t \pi(\sigma_n(i)) \mu_{\sigma_n(i)}.$$  \hspace{1cm} (58)

Therefore, by the continuity of $x \mapsto \sqrt{x}$ it may be expected that

$$\sqrt{\sum_{k=1}^{n} \hat{N}_{i,k}} \approx \sqrt{t \pi(\sigma_n(i)) \mu_{\sigma_n(i)}} \quad \text{and} \quad \sqrt{\sum_{k=1}^{n} \hat{N}_{k,j}} \approx \sqrt{t \pi(\sigma_n(j)) \mu_{\sigma_n(j)}}. \hspace{1cm} (59)$$

The variance of a sum of independent random variables is equal to the sum of the variances. If we write $\hat{N}_{i,j} = \sum_{t=1}^{\ell} 1[X_t = i, X_{t+1} = j]$ then these summands are not independent but nonetheless we do expect the variance to approximately distribute over the sum. Therefore, it is expected that

$$\text{Var}[\hat{N}_{i,j}] \approx (\ell - 1) \text{Var}[1[X_t = i, X_{t+1} = j]] \approx (\ell - 1) \pi(\sigma_n(i)) \mu_{\sigma_n(i)} \mu_{\sigma_n(i)}(i) \mu_{\sigma_n(i)}(j). \hspace{1cm} (60)$$

By combining (59) and (60) it follows that

$$\text{Var}[\hat{L}_{ij}] \approx \text{Var}[\frac{\hat{N}_{ij}}{\sqrt{t \pi(\sigma_n(i)) \mu_{\sigma_n(i)}} \sqrt{t \pi(\sigma_n(j)) \mu_{\sigma_n(j)}}}] \approx \frac{t \pi(\sigma_n(i)) \mu_{\sigma_n(i)}(i) \mu_{\sigma_n(i)}(j) \mu_{\sigma_n(i)}(j)}{(\ell \pi(\sigma_n(i)) \mu_{\sigma_n(i)}(i) \mu_{\sigma_n(i)}(j)) \mu_{\sigma_n(i)}(j)} \approx (\ell - 1) \pi(\sigma_n(j))^{-1} \mu_{\sigma_n(i)}(i) \mu_{\sigma_n(i)}(j) \mu_{\sigma_n(i)}(j) \mu_{\sigma_n(i)}(j). \hspace{1cm} (61)$$

Observe that this agrees with the variance profile which was used in Lemma 2.

14.4 Simulation experiment

We here measure the sensitivity of the spectral noise in $\hat{L}$ and $\hat{N}$ to violations of the model assumptions in the presence of an inhomogeneous equilibrium distribution by means of a perturbation to a DC-BMC model, defined in Supplement 14.3. The experiment is done by means of a simulation.

For the DC-BMC model we take $K = 2$ and we consider clusters of size $\#V_1 = \#V_2 = 1000$. The cluster transition matrix $p$ is defined by $p_{11} = p_{22} = 0.8$ and $p_{12} = p_{21} = 0.2$. The probability measures $\mu_i$ are found for $i = 1, 2$ by sampling a vector of i.i.d. exponentially distributed random variables of rate 1 and normalizing this vector to have $L^1$-norm equal to 1.

We may further consider a perturbation of this DC-BMC. Let $\Delta$ be a heavy-tailed transition matrix as defined in Section 3.2 and denote $P_{\text{perturbed}} := 0.95 I_{\text{DC-BMC}} + 0.05 \Delta$. Recall that the DC-BMC component $I_{\text{DC-BMC}}$ can be approximated with a BMC with more groups but note that such an approximation is not possible for $\Delta$. Consequently, we may think of the decomposition for $P_{\text{perturbed}}$ as splitting the ground truth model into a main part which can be approximated with a BMC and a second part which requires a different explanation.

In the subsequent experiment we consider observation sequences $\{X_t\}_{t=1,...,\ell}$ and $\{Y_t\}_{t=0,...,\ell}$ with length $\ell = 2000^2$ from the DC-BMC-model and the perturbed model respectively. The singular value densities of the $\hat{N}$-matrix constructed from $X$ and $Y$ are displayed in Figure 11 (a). Also displayed in Figure 11 is the theoretical prediction corresponding to a BMC found by executing the clustering algorithm with $K = 4$ clusters. Recall that taking $K > K$ allows for the algorithm to split the groups to ensure that $\mu_i$ is roughly constant. We observe that the empirical densities associated to the DC-BMC-model and the perturbed model look quite similar apart from the fact that the perturbed model has a longer tail. The theoretical prediction associated to the BMC further provides an acceptable match for the DC-BMC model but there is also some small part of the tail of the DC-BMC model which escapes the theoretical prediction. Here the issue regarding the sensitivity of $\hat{N}$ becomes apparent: there are at least two plausible explanations why in empirical data some part of the tail may escape the support of the theoretical density. A first explanation is the presence of a perturbation $\Delta$ which we view as a violation of the model assumptions. A second explanation is that the ground truth is a DC-BMC and one should take $K$ to be larger. These two explanations are difficult to distinguish from the spectral noise in $\hat{N}$. In the current example one may argue that the amount of the tail which escapes the
Algorithm for creating a grid for animal movement data

Given a desired grid size length $x$ (in kilometers), we can calculate the (regional) latitudinal and longitudinal degree corresponding to that distance $x$ (assuming the earth to be a near perfect sphere). Latitudinal differences amount to the same distance in kilometers. One degree of latitude is $1/360$th of the earth’s circumference ($40,075$ km) so one degree of latitude is equivalent to $110.574$ km. Accordingly, $x$ km are represented by $x/110.574$ degrees of latitude. One degree of longitude however represents a different amount of kilometers, depending on the latitude: one degree of longitude is $|111.320 \cdot \cos_{\text{lat}}(\text{latitude})|$ km and $x$ km are represented by $|x/111.320 \cdot \cos_{\text{lat}}(\text{latitude})|$ degrees of longitude, at a specific latitude. Here $\cos_{\text{lat}}$ is the cosine acting on decimal degrees. We are making use of a small angle approximation, which breaks down near the poles. The process of creating squares and assigning the units $y_i$ to them is done in the following Algorithm 3.

The algorithm assigns all the GPS points to squares. This procedure may not work well if the animal is moving close to the poles, because the small angle approximation is not justified anymore. This procedure is also not particularly well suited for regions where the earth is not behaving like a sphere, for example if the animal in moving on mountains.
We here describe the datasets which are used to construct Table 1 and report on some other datasets where our findings are based on this string.

16 Raw data of, and extra material on, some of the datasets

16.1 Transition matrix for bison clusters

Below is the cluster transition matrix for the improvement clustering depicted in Figure 6, the numbers are rounded to the second decimal place.

\[
\begin{pmatrix}
0.82 & 0.05 & 0 & 0.01 & 0.02 & 0.01 & 0.01 & 0.02 & 0.02 & 0 & 0.01 & 0.01 & 0 & 0 \\
0.07 & 0.76 & 0.02 & 0.03 & 0.05 & 0 & 0.01 & 0 & 0.01 & 0 & 0.02 & 0.02 & 0 & 0.01 \\
0.01 & 0.05 & 0.87 & 0.03 & 0 & 0 & 0 & 0 & 0 & 0.03 & 0 & 0 & 0 & 0 \\
0.02 & 0.06 & 0.03 & 0.85 & 0.03 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.01 \\
0.04 & 0.07 & 0.02 & 0.77 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.1 \\
0.04 & 0 & 0 & 0 & 0.88 & 0.02 & 0 & 0 & 0 & 0 & 0.03 & 0.02 & 0 & 0 \\
0.03 & 0.01 & 0 & 0.01 & 0.86 & 0 & 0.01 & 0 & 0 & 0 & 0.04 & 0.03 & 0 & 0 \\
0.06 & 0 & 0 & 0 & 0 & 0.84 & 0.07 & 0 & 0 & 0.01 & 0 & 0 & 0 & 0 \\
0.09 & 0.01 & 0 & 0 & 0 & 0.01 & 0.06 & 0.72 & 0.01 & 0.1 & 0 & 0 & 0 & 0 \\
0.06 & 0 & 0 & 0 & 0 & 0 & 0.01 & 0.79 & 0.1 & 0.03 & 0 & 0 & 0 & 0 \\
0.01 & 0 & 0.04 & 0 & 0 & 0 & 0 & 0.09 & 0.83 & 0.02 & 0 & 0 & 0 & 0 \\
0.03 & 0.06 & 0 & 0 & 0 & 0 & 0.01 & 0.1 & 0.04 & 0.02 & 0.73 & 0 & 0 & 0 & 0 \\
0.03 & 0.06 & 0 & 0 & 0 & 0.04 & 0.05 & 0 & 0 & 0 & 0.77 & 0.05 & 0 & 0 & 0 \\
0.02 & 0.03 & 0.01 & 0.31 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.14 & 0.72 & 0 & 0 \\
\end{pmatrix}
\]

16.2 Groups of words for improvement with 200 groups

16.2.1 Document classification datasets

We here describe the datasets which are used to construct Table 1 and report on some other datasets where our findings are inconclusive in Table 4.

16.2.1.1 AG News.: This dataset provided by [71] consists of tuples \((x, y, z)\) where \(x\) is the title of a news article, \(y\) is a description of the news article and \(z\) is an assigned class. There are here four possible classes which \(z\) can take as values namely World, Sports, Business and Sci/Tech. For each such class the dataset contains precisely 30 000 training samples and 1 900 testing samples. In our processing we concatenated \(x\) and \(y\) into a single string and the task is to predict the class label \(z\) based on this string.
We retain all datapoints whose category Wikipedia by [60]. The dataset contains tuples Science-Fiction. There are 58 possible values for nltk.download(reuters)

conclusion from Table 4 and another experiment with a test-train split is not executed. Splitting in testing and training would however not change the inconclusive experiment is executed without splitting the dataset in training and testing samples. This means that the 4 179 available

selected 2 000 training samples which left 387 samples for testing. In our processing we did not use the title x so the task is to predict the genre based on the abstract y.

z

are spam or ham. The task is to predict the category to which the question has fewer than two answers in which case y or z is the empty string. There are ten possible classes which z can take as values namely Society & Culture, Science & Mathematics, Health, Education & Reference, Computers & Internet, Sports, Business & Finance, Entertainment & Music, Family & Relationships and Politics & Government. For each such class the dataset contains precisely 140 000 training samples and 5 000 testing samples. In our processing we concatenated x, y1 and y2 into a single string and the task is to predict the class label z based on this string.

Wiki.: This dataset comes from the DBPedia ontology project [65] and the precise version used here is constructed by [71]. The dataset consists of tuples (x, y, z) where x is a title of a Wikipedia page, y is the abstract of the page and z is the category to which the page belongs. There are 14 possible classes which z can take as values. For each such class the dataset contains precisely 40 000 training samples and 5 000 testing samples. In our processing we did not use the title x so the task is to predict the class label z based on the abstract y.

Book.: This dataset is constructed based on books from Project Gutenberg and their genres are assigned on GoodReads, the dataset was obtained from [68]. The dataset contains tuples (x, y, z) where x is the title of a book, y is the full text of this book and z contains a set of genres. We only retained those data points for which z is a set with a single element from one of the following six categories: cookbooks, fantasy, horror, politics, religion or science-fiction. We further randomly selected 2 000 training samples which left 387 samples for testing. In our processing we did not use the title x so the task is to predict the genre z based on the text y.

CMU.: The CMU Book Summary Dataset contains plot summaries for books which are extracted from Wikipedia by [60]. The dataset contains tuples (x, z) with x a plot summary and z the category to which the book belongs. We retain all datapoints whose category z occurs at least 50 times which leaves us with two genres namely Fantasy and Science-Fiction. We randomly select 1 138 datapoints for training which leaves us with 380 testing samples. The task is to predict the genre z based on the summary x.

20news.: This dataset contains newsgroup postings for 20 different newsgroups which are collected by [64]. The dataset is accessed using the function fetch_20newsgroups from sklearn.datasets. The dataset contains tuples (x, z) where x is a message sent to the newsgroup and z is the label of the newsgroup. There are 20 possible classes which z can take as values. There are 11 314 training samples and 7 532 testing samples. The task is to predict the newsgroup z given the message x.

Spam.: This dataset contains text messages which are either legitimate or spam, collected by [63], [62], [61]. The dataset is accessed from [58] and contains tuples (x, z) where x is a text message and z is a label indicating if the message is spam. The possible values for z are spam or ham. The task is to predict z given the message x. Unfortunately, due to a mistake, the experiment is executed without splitting the dataset in training and testing samples. This means that the 4 179 available samples are used both during training and testing. Splitting in testing and training would however not change the inconclusive conclusion from Table 4 and another experiment with a test-train split is not executed.

Reuters.: The Reuters RCV1 corpus [66] consists of a collection of news stories and was accessed using nltk.download(reuters). The dataset contains tuples (x, z) with x a news article and z the category to which it belongs. There are 58 possible values for z. There are 6 577 training samples and 2 570 testing samples. The task is to predict the category z based on the text in x.

| Algorithm    | 20news | Spam  | Reuters |
|--------------|--------|-------|---------|
| Random K = 50 | 23.2%  | 86.4% | 65.4%   |
| Spectral K = 50 | 23.0%  | 86.1% | 63.0%   |
| Improved K = 50 | 25.2%  | 86.1% | 63.3%   |
| Random K = 100 | 31.0%  | 86.7% | 67.7%   |
| Spectral K = 100 | 31.1%  | 86.0% | 66.2%   |
| Improved K = 100 | 33.6%  | 87.2% | 68.9%   |
| Random K = 200 | 38.0%  | 87.2% | 68.4%   |
| Spectral K = 200 | 36.2%  | 87.0% | 69.0%   |
| Improved K = 200 | 40.2%  | 87.2% | 70.8%   |
| Random K = 400 | 44.7%  | 87.6% | 87.8%   |
| Spectral K = 400 | 41.4%  | 87.7% | 88.0%   |
| Improved K = 400 | 43.9%  | 87.7% | 89.0%   |

TABLE 4

Results for performance on document classification where neither method significantly outperformed a random clustering.

16.2.2 Detected groups

Here are the detected groups when using the cluster improvement algorithm:
16.3 Companies with the highest daily returns

16.3.1 Sector breakdown within the S&P500 and the dataset

Table 5 contains the sector breakdown within the dataset as well as the S&P500. These numbers are based on S&P500’s factsheet from 2022.

16.3.2 Ticker symbols of the 300 constituents

Here are the ticker symbols of the 300 companies that we considered, in order:
Here are the detected groups in model $\mathbf{P}$:

| Sector          | Weight | Percentage in dataset |
|-----------------|--------|-----------------------|
| Industrials     | 7.8%   | 16.3%                 |
| Health Care     | 12.7%  | 11.0%                 |
| Information Technology | 29.3%  | 10.0%                 |
| Consumer Discretionary | 13.2%  | 10.7%                 |
| Communication Services | 10.4%  | 3.0%                  |
| Consumer Staples | 5.6%   | 10.7%                 |
| Utilities       | 2.4%   | 7.7%                  |
| Financials      | 10.8%  | 14.0%                 |
| Materials       | 2.5%   | 6.3%                  |
| Real Estate     | 2.6%   | 7.3%                  |
| Energy          | 2.7%   | 5.3%                  |

This sequence of observations constitutes the following sparse frequency matrix in Figure 12.

### 16.3.4 Detected groups

Here are the detected groups in model $\mathbf{P}$:

$$\mathbf{V}_1 = \begin{bmatrix} \text{CB (Financials), GS (Financials), IBM (Information Technology), AMGN (Health Care), MMM (Industrials), CVX (Energy), FDX (Industrials), COST (Consumer Staples), UNP (Industrials), ABV (Real Estate), SPG (Real Estate), HD (Consumer Discretionary), JNJ (Health Care), KMB (Consumer Staples), JPM (Financials), GD (Industrials), } 
\end{bmatrix}$$
Fig. 12. A plot of the matrix \( \{ \hat{F}_{i,j} > 0 \} \), where the rows and columns are sorted according to the improved clustering. We plotted the matrix like such because \( \hat{F} \) is quite sparse due to the trajectory’s length \( \ell = 2451 \) being quite short: the minimum, median, mean, and maximum of the entries of the matrix \( \{ \hat{F}_{i,j} \} \) are 0, 0, \( \ell/n^2 \approx 0.027 \), and 14, respectively.
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