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Abstract—Decoding human visual neural representations is a challenging task with great scientific significance in revealing vision-processing mechanisms and developing brain-like intelligent machines. Most existing methods are difficult to generalize to novel categories that have no corresponding neural data for training. The two main reasons are 1) the under-exploitation of the multimodal semantic knowledge underlying the neural data and 2) the small number of paired (stimuli-responses) training data. To overcome these limitations, this paper presents a generic neural decoding method called BraVL that uses multimodal learning of brain-visual-linguistic features. We focus on modeling the relationships between brain, visual and linguistic features via multimodal deep generative models. Specifically, we leverage the mixture-of-product-of-experts formulation to infer a latent code that enables a coherent joint generation of all three modalities. To learn a more consistent joint representation and improve the data efficiency in the case of limited brain activity data, we exploit both intra- and inter-modality mutual information maximization regularization terms. In particular, our BraVL model can be trained under various semi-supervised scenarios to incorporate the visual and textual features obtained from the extra categories. Finally, we construct three multimodal matching datasets, and the extensive experiments lead to some interesting conclusions and cognitive insights: 1) decoding novel visual categories from human brain activity is practically possible with good accuracy; 2) decoding models using the combination of visual and linguistic features perform much better than those using either of them alone; 3) visual perception may be accompanied by linguistic influences to represent the semantics of visual stimuli.

Index Terms—Brain-visual-linguistic embedding, generic neural decoding, multimodal learning, mutual information maximization.

I. INTRODUCTION

HUMAN visual capabilities are superior to current artificial systems. Many cognitive neuroscientists and artificial intelligence researchers have been committed to reverse-engineering the human mind, to decipher and simulate the mechanism of the brain and to promote the development of brain-inspired computational models [1], [2], [3]. Although there is an increasing interest in the visual neural representation decoding task, inferring visual category from human brain activity for novel classes remains the boundary to explore. Zero-Shot Neural Decoding (ZSND) based on functional Magnetic Resonance Imaging (fMRI) or electroencephalography (EEG) data aims to tackle this problem [4], [5], [6]. In the ZSND, we have access to a set of brain activity of seen classes, and the objective is to leverage the visual [6], [7] or linguistic [4], [5] semantic knowledge to learn a generic neural decoder that enables generalization to novel classes at test time. These studies not only help to reveal the cognitive mechanism of the human brain, but also provide a technical basis for the development of Brain-Computer Interfaces (BCIs).

Existing visual neural representation decoding methods mostly resort to visual semantic knowledge, such as features extracted from viewed images on the basis of Gabor wavelet filters [7] or a Convolutional Neural Network (CNN) [6], [8], [9]. However, the human ability to detect, discriminate, and recognize perceptual visual stimuli is influenced by both visual features and people’s prior experiences [10]. For example, when we see a familiar object, we spontaneously retrieve the knowledge of that object and the entity relationships that object forms in our mind. As shown in Fig. 1, cognitive neuroscience research on dual-coding theory [11], [12] also considers concrete concepts to be encoded in the brain both visually and linguistically, where language, as a valid prior experience, contributes to shaping vision-derived representations. Moreover, in brain-inspired computational modeling, large-scale multimodal pretrained models [13], [14] formed by combining image and text representations provide a better proxy for human-like intelligence. Therefore, we argue that the recorded brain activity should be decoded using a combination of not only the visual
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Fig. 1. Dual coding of knowledge in the human brain. When we see a picture of an elephant, we will spontaneously retrieve the knowledge of elephant in our mind. Then, the concept of elephant is encoded in the brain both visually and linguistically, where language, as a valid prior experience, contributes to shaping vision-derived representations.

Semantic features that were in fact presented as clues, but also a far richer set of linguistic semantic features typically related to the target object.

Although several studies have addressed the idea of decoding naturalistic visual experiences from brain activity using purely linguistic features [15], [16], they merely use standard word vectors of class names that are automatically extracted from large corpora such as Common Crawl. Actually, the word vectors of class names are barely aligned with visual information [17]. As a result, the neural decoding accuracy is still far from the practical criterion. Is it possible to build a language representation that is more consistent with visual cognition, with richer visual semantics? Previous studies using Wikipedia text descriptions to represent image classes have shown some positive signs [17], [18]. For example, as shown in Fig. 2, the page “Elephants” contains phrases “long trunk, tusks, large ear flaps, massive legs” and “tough but sensitive skin” that exactly match the visual attributes. Intuitively, Wikipedia articles capture richer visual semantic information than class names. Here, we argue that using natural languages such as Wikipedia articles as class descriptions will yield better neural decoding performance than using class names.

Motivated by the aforementioned discussions, we proposed a biologically plausible neural decoding method, called BraVL, to infer novel image categories from human brain activity by the joint learning of brain-visual-linguistic features. Our model focuses on modeling the relationships between brain activity and multimodal semantic knowledge, i.e., visual semantic knowledge extracted from images and textual semantic knowledge obtained from rich Wikipedia descriptions of classes. Specifically, we developed a multimodal auto-encoding variational Bayesian learning framework, in which we used the mixture-of-product-of-experts formulation [19] to infer a latent code that enables coherent joint generation of all three modalities. To learn a more consistent joint representation and improve the data efficiency in the case of limited brain activity data, we further introduced both the intra- and inter-modality Mutual Information (MI) regularization terms. In particular, our BraVL model can be trained under various semi-supervised learning scenarios to incorporate the extra visual and textual features obtained from the large-scale image categories in addition to the image categories of training data. Furthermore, we collected the corresponding textual descriptions for two popular Image-fMRI datasets [6], [20] and one Image-EEG dataset [21], hence forming three new trimodal matching (brain-visual-linguistic) datasets. The experimental results give us three significant observations. First, models using the combination of visual and textual features perform much better than those using either of them alone. Second, using natural languages as class descriptions yields higher neural decoding performance than using class names. Third, either unimodal or bimodal extra data can remarkably improve decoding accuracy.

Contributions. In summary, our main contributions are listed as follows: 1) We combine visual and linguistic knowledge for neural decoding of visual categories from human brain activity for the first time. 2) We develop a new multimodal learning model with specially designed intra- and inter-modality MI regularizers to achieve more consistent brain-visual-linguistic joint representations and improved data efficiency. 3) We contribute three trimodal matching datasets, containing high-quality brain activity, visual features and textual features. Our code and datasets have been released\textsuperscript{1} to facilitate further research. 4) Our experimental results show several interesting conclusions and cognitive insights about the human visual system.

II. RELATED WORK

Neural Decoding of Visual Categories. Estimating the semantic categories of viewed images from evoked brain activity has long been a sought objective. Previous works mostly relied on a classification-based approach, where a classifier is trained to build the relationship between brain activity and the predefined labels using fMRI [1], [22], [23], [24] or EEG [3], [25], [26], [27] data. However, this kind of method is restricted to the decoding of a specified set of categories. To allow novel category decoding, several identification-based methods [6], [7], [28] were proposed by characterizing the relationship between brain activity and visual semantic knowledge, such as image features extracted from Gabor wavelet filters [7] or a CNN [6], [28]. Although these methods allow the identification of a large set of possible image categories, the decoding accuracy significantly depends on the large number of paired stimuli-responses data, which is difficult to collect. Therefore, accurately decoding novel image categories remains a challenge. Neurolinguistic studies have shown that distributed word representations are also correlated with evoked brain activity [15], [29], [30], [31]. Encouraged by these findings, we associate brain activity with multimodal semantic knowledge, i.e., not only visual features but also textual features. In particular, rather than learning a mapping directly to

\textsuperscript{1}https://github.com/ChangdeDu/BraVL
multimodal semantic knowledge, we focus on creating a latent space that could describe any valid categories, and then learn a mapping between brain activity and this latent space.

Zero-Shot Learning (ZSL). ZSL is a classification problem where the label space is divided into two distinct sets: seen and novel classes [32], [33], [34]. To alleviate the problem of seen-novel domain shift, training samples typically consist of semantic knowledge such as attributes [32], [35] or word embeddings [36] that bridge the semantic gap between seen and novel classes. Semantic knowledge of these types reflects human heuristics, and can therefore be extended and transferred from seen classes to novel ones, specifying the semantic space in ZSL. ZSL methods can be roughly divided into three categories, depending on the method used to inject semantic knowledge: 1) learning instance → semantic projections [36], [37], 2) learning semantic → instance projections [38], [39], and 3) learning the projections of instance and semantic spaces to a shared latent space [35], [40]. Our approach falls into the third category. Recently, ZSL researchers have achieved success through the use of deep generative models [35], [41], which are used for synthesizing data features as a data augmentation mechanism in ZSL. In our work, we use the ZSL paradigm to solve the novel class neural decoding task. Although visual and linguistic semantic knowledge are observable for the novel class, there was no brain activity data. Therefore, the novel class neural decoding can be regarded as a zero-shot classification problem.

Multimodal Learning. Multimodal learning is inspired by cognitive science research, suggesting that human semantic knowledge relies on perceptual and sensori-motor experience. Multimodal semantic models using both linguistic representations and visual perceptual information have been proven successful in a range of Natural Language Processing (NLP) tasks, such as learning word embeddings [13], [42]. Several studies have addressed the idea of decoding linguistic nouns from brain activity using both linguistic and visual perceptual information [43], [44], [45]. Anderson et al. applied linguistic and visually-grounded computational models to decode the neural representations of a set of concrete and abstract nouns [43]. Davis et al. constructed multimodal models combining linguistic and three kinds of visual features, and evaluated the models on the task of decoding brain activity associated with the meanings of nouns [45]. In contrast to the above studies that have leveraged visual features to boost the neural decoding of linguistic nouns, we introduce textual features to enhance the neural decoding of visual categories.

Mutual Information Maximization. For two random variables $X$ and $Y$ whose joint probability distribution is $p(x, y)$, the mutual information (MI) between them is defined as $I(X; Y) = \mathbb{E}_{p(x,y)} \left[ \log \frac{p(x,y)}{p(x)p(y)} \right]$. Furthermore, as a Shannon entropy-based quantity, MI can also be written as $I(X; Y) = H(X) - H(X|Y)$, where $H(X)$ is the Shannon entropy and $H(X|Y)$ is the conditional entropy. As a pioneer, [46] first incorporated MI-related optimization into deep learning. Since then, many works have demonstrated the benefit of the MI-maximization in deep representation learning [47], [48], [49]. Since directly optimizing MI in high-dimensional spaces is nearly impossible, many approximation methods with variational bounds have been proposed [50], [51], [52]. In our work, we apply MI-maximization at both the intra- and inter-modality levels in multimodal representation learning. We prove that inter-modality MI-maximization is equivalent to multimodal contrast learning.

III. MULTIMODAL LEARNING OF BRAIN-VISUAL-LINGUISTIC FEATURES

A. Problem Definition

In real world applications, we can only collect brain activity for a few categories, but we can easily collect images and/or text data for almost all categories. If we can make full use of the plentiful image and text data without corresponding brain activity, we have opportunities to improve the generalization performance of neural decoding models. Therefore, as shown in Fig. 2, we assume that brain activity, visual images

![Fig. 2. Image stimuli, evoked brain activity and their corresponding textual data. We can only collect brain activity for a few categories, but we can easily collect images and/or text data for almost all categories. Therefore, for seen classes, we assume that the brain activity, visual images and corresponding textual descriptions are available for training, whereas for novel classes, only visual images and textual descriptions are available for training. The test data are brain activity from the novel classes.](image-url)
classes, but only visual and textual classes to calculate the normalization.

Denotes the textual set of seen classes. Our

$b,v,t$ denote the visual features, textual features and class labels of the seen classes, respectively. The

classes are flattened and normalized first, and then dimensionality reduction is performed using PCA to keep 99% of the variance.

**Feature Extraction of Visual Images.** We use a powerful VGG-style ConvNet, referred to as RepVGG [53], to extract hierarchical visual features from the images. Specifically, we use the Timm library\(^3\) to extract the intermediate feature maps with different strides in the RepVGG-b3-g4 model, which had been pretrained to achieve 80.21% top-1 accuracy on ImageNet [53]. Similar to the brain feature processing pipeline, the extracted visual features of seen classes are flattened and normalized first, and then dimensionality reduction is performed using PCA to keep 99% of the variance.

**Embedding of Textual Descriptions.** In early studies of language processing and understanding, generating vectors to represent sentences is typically done by averaging vectors for the content words [54]. This method of obtaining sentence vector by average pooling of word vectors has been successfully applied in many linguistic neural encoding and decoding studies [30], [55], and has achieved impressive decoding results. With the development of NLP method, researchers started to input individual sentence into Transformer-based models [56], such as BERT [57], and to derive fixed-size sentence embeddings, which have been found to be very effective for neural encoding [55]. To obtain sentence embedding from BERT-like NLP models, the most commonly used approach is to average the output layer (known as token embeddings) or by using the output of the first token (the [CLS] token). As shown in a previous linguistic neural decoding study [58], these two common practices yield similar qualitative results. Here, we use ALBERT [59] and GPT-Neo [60] as text encoders, and we use the mean of token embeddings as the sentence embedding.

---

\(^3\)https://github.com/rwightman/pytorch-image-models
\(^1\)https://github.com/huggingface/transformers
Fig. 4. (a). Brain-Image-Text joint representation learning. The model works in two collaborative parts—multi-modality joint modeling and (both intra- and inter-modality) MI regularization. In this step, trimodal data from the seen classes and the large scale bimodal (image-text pairs) or unimodal (image/text) data from the novel classes are used for training. (b). Latent space classifier training. A SVM classifier is trained from the latent representations of visual and textual features of the novel classes. Note that the encoders $E_v$ and $E_t$ are frozen in this step, and only the SVM classifier (in grey module) will be optimized. (c). Decoding neural representations. The latent representations of the brain activity of the novel classes are passed to the neural decoder (i.e., the trained SVM classifier) to obtain the decoded visual categories. In this step, the encoder $E_b$ and the SVM classifier are always frozen, hence the label predicting space is identical to that in (b). The reason why the SVM classifier can be generalized from (b) to (c) is that the latent representations of these three modalities have been aligned in (a) through the MoPoE formulation.

Due to the constraint on the input sequence length for ALBERT and GPT-Neo, we cannot directly input the entire Wikipedia article into the model. To encode articles that can be longer than the maximal length, we alternatively split the article text into partially overlapping sequences of 256 tokens with an overlap of 50 tokens. Concatenating multiple sentence embeddings will lead to an undesirable ‘curse of dimensionality’ issue. Therefore, we use the average-pooled representation of multiple sequences to encode the entire article. This average-pooling strategy has also been successfully used in a recent linguistic neural encoding study [61]. Similarly, if a class has multiple corresponding articles in Wikipedia, we average the representations obtained from each of them. See Appendix for the degree of heterogeneity of text features under average-pooling.

C. High-Level Overview of the Proposed BraVL Model

Fig. 4 A shows the overall architecture of the proposed BraVL model. The model works in two collaborative parts—multi-modality joint modeling and MI regularization:

- **Multi-modality joint modeling.** Based on the Mixture-of-Products-of-Experts (MoPoE) formulation [19], we develop a multimodal auto-encoding variational Bayesian model that enables us to utilize the visual and textual features jointly to enhance the brain activity representation learning and downstream novel class neural decoding performance. Specifically, we use three modality-specific encoding networks $E_b$, $E_v$, and $E_t$ to transform the unimodal features $x_b$, $x_v$, and $x_t$ into the joint latent representation $z$, which is then passed through three modality-specific decoding networks $D_b$, $D_v$, and $D_t$ for feature reconstruction, respectively.
- **Mutual information (MI) regularization.** The MI at two levels—intra-modality level and inter-modality level are maximized simultaneously. The former is approximated by its variational lower bound [62] and the latter is achieved through introspective cross-modal contrastive learning. The MI at intra-modality level is used as a consistent regularizer to force the joint latent representation $z$ to have a strong relationship with observations $x_b$, $x_v$, and $x_t$, and
TABLE I
OVERVIEW OF THE VARIATIONAL JOINT POSTERIOR FORMS IN FAMILY OF MULTIMODAL VAEs

| Model   | Decomposition of $q_\phi(z|x)$ | Aggregate modalities | Multimodal posterior | Missing modalities |
|---------|---------------------------------|----------------------|----------------------|-------------------|
| PoE [65] | $\prod_{x_m \in X} q_{\phi_m}(z|x_m)$ | ✓                    | ×                    | ✓ (✓)             |
| MoE [66] | $\frac{1}{|\mathcal{M}|} \sum_{x_m \in X} q_{\phi_m}(z|x_m)$ | ×                    | ✓                    | ✓                 |
| MoPoE [19] | $\frac{1}{|\mathcal{M}|} \sum_{x_m \in X} q_{\phi_m}(z|x_m)$ | ✓                    | ✓                    | ✓                 |

hence learn useful joint representations. The MI at inter-modality level is used as a contrastive regularizer, which allows us to train the model not only by the commonality between modalities, but also by the distinction between “related” and “unrelated” multimodal data pairs, improving data efficiency in the case of limited brain activity data.

D. Multi-Modality Joint Modeling

Variational auto-encoders (VAEs) [63, 64] are latent variable models for scalable unsupervised representation learning. For single modality data, they define the marginal log-likelihood via a latent variable $z$: $\log p_\theta(x) = \log \int p_\theta(x|z)p(z)dz$. Since exactly estimating $\log p_\theta(x)$ is typically intractable, the VAE instead maximizes a tractable Evidence Lower BOund (ELBO):

$$\log p_\theta(x) \geq E_{q_\phi(z|x)}[\log p_\theta(x|z)] - D_{KL}[q_\phi(z|x)||p(z)] = \text{ELBO}(x),$$

(1)

where $q_\phi(z|x)$ is an approximate posterior distribution represented by the encoder network parametrized by $\phi$, and $p_\theta(x|z)$ is the decoder network parametrized by $\theta$.

For the neural decoding task, we condition the VAE on the brain activity, visual features and corresponding textual features, forming a multimodal VAE. Formally, the joint marginal log-likelihood and its multimodal variational ELBO can be similarly given by:

$$\log p_\Theta(X) \geq E_{q_\phi(z|X)} \left[ \sum_{x_m \in X} \log p_{\theta_m}(x_m|z) \right]$$

$$- D_{KL}[q_\phi(z|X)||p(z)] = \text{ELBO}(X) \triangleq \mathcal{L}_M(\Theta, \Phi),$$

(2)

where $p_{\theta_m}(x_m|z)$ are the decoders parameterized by $\Theta = \{\theta_m\}, m \in \{b, v, t\}$, respectively, $X = \{x_b, x_v, x_t\}$ on the seen class dataset $\mathcal{D}_{seen}$, and $X = \{x_v, x_t\}$ on the novel class dataset $\mathcal{D}_{novel}$. To maximize $\log p_\Theta(X)$, one approximates the intractable joint model posterior $p_\theta(z|X)$ with a variational joint posterior $q_\phi(z|X)$, allowing us to optimize ELBO$(X)$. Recently, there have been three dominant strains for constructing $q_\phi(z|X)$, namely, the Product of Experts (PoE) [65], Mixture of Experts (MoE) [66] and Mixture-of-Products-of-Experts (MoPoE) [19], as shown in Table I. Here, we choose MoPoE in the neural decoding tasks due to its powerful joint latent representation learning and cross-modality generation ability, and (2) can be further written as:

$$\mathcal{L}_M(\Theta, \Phi) = E_{q_\phi(z|X)} \left[ \sum_{x_m \in X} \log p_{\theta_m}(x_m|z) \right]$$

$$- D_{KL} \left[ \frac{1}{|\mathcal{P}(X)|} \sum_{x_s \in \mathcal{P}(X)} \prod_{x_m \in x_s} q_{\phi_m}(z|x_m) ||p(z) \right],$$

(3)

where $X_s$ is a possible subset of $X$, and $\mathcal{P}(X)$ is a new set made up of all possible subsets of $X$.

Although maximizing ELBO is a theoretically elegant objective for VAEs, having a high ELBO does not necessarily mean that consistent and useful latent representations were learned [67]. The issue is especially challenging when a multimodal VAE is adopted. Specifically, in multimodal VAEs, the optimal $\mathcal{L}_M(\Theta, \Phi)$ forces the variational joint posterior to be close to the prior, regardless of how expressively $q_\phi(z|X)$ is parameterized. This typically causes well-known posterior collapse issues: 1) the joint latent variable $z$ is independent from the observed data $X$; 2) the reconstruction of $X$ cannot benefit from the encoders, meaning that the decoders can ignore the conditioning on $z$ [68, 69]; 3) there is weak coherence between joint generation over all modalities in multimodal scenarios. To alleviate the above issues, we explicitly introduce two mutual information regularization terms into the original multimodal ELBO objective, as explained in Section III-E.

E. Mutual Information (MI) Regularization

For two random variables, if the MI between them is high, they are highly predictable of each other. This hints that we can regularize the original multimodal ELBO$(X)$ objective in (3) by 1) maximizing the intra-modality MI between the joint latent variable $z$ and individual modalities and 2) maximizing the inter-modality MI across multiple modalities. Below, we will introduce them separately.

1) Intra-Modality MI Maximization: We first introduce intra-modality MI regularization that prefers high mutual information between the joint latent variable $z$ and the individual modalities into the original ELBO objective. This encourages the model to make effective use of the joint latent variable and alleviate the posterior collapse issue. More formally, for $m \in \{b, v, t\}$, the MI between samples of the posterior distribution of joint latent variable $z$ and observation $x_m$ is defined as $I(z;x_m) = H(z) - H(z|x_m)$. Here, we derive an accurate
and straightforward variational lower bound on MI as follows:

\[ I(z; x_m) = H(z) - H(z|x_m) \]

\[ = \mathbb{E}_{x_m \sim p_{\theta_m}(x_m)} \left[ \mathcal{D}_{KL}(p(z|x_m) \| q_{\psi_m}(z|x_m)) \right] + H(z) \]

\[ + \sum_{x_m} \mathbb{E}_{x_m \sim p_m(x_m|z)} \left[ \log q_{\psi_m}(z|x_m) \right] + H(z) \]

\[ \geq \mathbb{E}_{x_m \sim p_{\theta_m}(x_m)} \left[ \mathcal{D}_{KL}(p(z|x_m) \| q_{\psi_m}(z|x_m)) \right] + H(z), \]  \hspace{1cm} (4) \]

where \( q_{\psi_m} \) is some auxiliary distribution implemented by a deep neural network parameterized by \( \psi_m \). As shown in Fig. 4(a), \( q_{\psi_m} \) takes the output of \( D_m \) as input. This lower bound is tight when \( q_{\psi_m}(z|x_m) = p(z|x_m) \) which can be achieved by optimizing \( \psi_m \). Note that, we have omitted \( q_v \) and \( q_l \) in Fig. 4(a) for brevity.

The problem of the above obtained variational lower bound is that it requires sampling \( z \) from the approximated joint posterior \( q_{\psi_m}(z|x_m) \) in the inner expectation. Fortunately, we can overcome this by applying the lemma III.1 proved in InfoGAN [70], and rewrite (4) as

\[ I(z; x_m) \geq \mathbb{E}_{z \sim q_{\theta}(z|x_m)} \mathbb{E}_{x_m \sim p_{\theta_m}(x_m)} \left[ \log q_{\psi_m}(z|x_m) \right] + H(z). \]  \hspace{1cm} (5) \]

**Lemma III.1.** For random variables \( X, Y \) and function \( f(x, y) \) under suitable regularity conditions:

\[ \mathbb{E}_{x \sim X, y \sim Y}[f(x, y)] = \mathbb{E}_{x \sim X, y \sim Y, z \sim Z}[f(x', y) \cdot f(x, y|z)] \]  \hspace{1cm} (6) \]

Finally, we define the intra-modality MI maximization regularizer \( L_{\text{intra}} \) for multimodal VAE as

\[ L_{\text{intra}}(\Theta, \Phi) = \sum_m \mathbb{E}_{z \sim q_{\theta}(z|x_m)} \mathbb{E}_{x_m \sim p_{\theta_m}(x_m)} \left[ \log q_{\psi_m}(z|x_m) \right] + 3H(z), \]  \hspace{1cm} (7) \]

where \( \Psi = \{\psi_m\}, m \in \{b, v, t\} \) on the seen class dataset \( \mathcal{D}_{\text{seen}} \), and \( m \in \{v, t\} \) on the novel class dataset \( \mathcal{D}_{\text{novel}} \).

2) **Inter-Modality MI Maximization:** The above intra-modality MI regularization focuses on mitigating the issues in learning consistent/useful joint representations in multimodal VAE. There is no guarantee that the joint generation over all modalities is strongly coherent due to modality-specific random noise and potential overfitting problems. Therefore, we further introduce inter-modality point-wise MI regularization \( L_{\text{inter}} \) that prefers high mutual information across multiple modalities. This allows us to suppress modality-specific noise that is irrelevant to the task, improve data efficiency in the case of limited brain activity, and hence keep generation coherence as much as possible.

On the seen class dataset \( \mathcal{D}_{\text{seen}} \), \( L_{\text{inter}} \) is defined as:

\[ L_{\text{inter}}(\Theta, \Phi) \]

\[ = I(x_b, x_v; x_t) + I(x_b; x_v, x_t) + I(x_b, x_t; x_v) \]

\[ = \log \frac{p_{\theta}(x_b, x_v, x_t)}{p_{\theta}(x_b)p_{\theta}(x_v, x_t)} + \log \frac{p_{\theta}(x_v, x_t)}{p_{\theta}(x_v)p_{\theta}(x_t)} + \log \frac{p_{\theta}(x_b, x_v, x_t)}{p_{\theta}(x_b)p_{\theta}(x_v, x_t)} \]

\[ \approx \log \sum_{x_v} \sum_{x_t} p_{\theta}(x_b, x_v, x_t) \sum_{x_b} p_{\theta}(x_b) \sum_{x_v} p_{\theta}(x_v) - \log \sum_{x_b} \sum_{x_v} p_{\theta}(x_b, x_v, x_t) \]

\[ \geq 3 \log \sum_{x_b} \sum_{x_v} p_{\theta}(x_b, x_v, x_t) - \log \sum_{x_b} \sum_{x_v} p_{\theta}(x_b, x_v, x_t) \]

\[ \geq \log \sum_{x_b} \sum_{x_v} p_{\theta}(x_b, x_v, x_t) - \log \sum_{x_b} \sum_{x_v} p_{\theta}(x_b, x_v, x_t) \]

\[ \geq \log \sum_{x_b} \sum_{x_v} p_{\theta}(x_b, x_v, x_t) - \log \sum_{x_b} \sum_{x_v} p_{\theta}(x_b, x_v, x_t) \]

where \( x_b^i \in X_b^s \setminus x_b, x_v^i \in X_v^s \setminus x_v \) and \( x_t^i \in X_t^s \setminus x_t \) are used to construct negative samples. We see in (8) that maximizing \( L_{\text{inter}} \) can be decomposed to maximize the joint marginal likelihood of positive samples and minimize the joint marginal likelihood of six kinds of negative samples. This is equivalent to maximizing the difference between the joint marginal likelihoods of positive and negative samples. Interestingly, we also note that the first term of (8) is identical to the original objective of multimodal VAE, and hence maximizing \( L_{\text{inter}} \) introspectively forms contrastive learning in the model without introducing extra parameters.

Since we do not have access to the exact joint marginal likelihood, we need to resort to some estimators to approximate the contrastive regularizer in (8). For the first term of (8), as in multimodal VAE, ELBO is a valid lower-bound estimator. Since the remaining terms are expected to be minimized in model training, we need to employ an upper-bound estimator. Here, we use the \( \chi \)-upper-bound (CUBO) estimator proposed in [71]. The relationships between ELBO, the (log) joint marginal likelihood \( \log p_{\theta}(X) \) and CUBO are as follows:

\[ \text{ELBO} \leq \log p_{\theta}(X) \]

\[ \leq E_{z \sim q_{\theta}(z)} \left[ \log \left( \frac{1}{K} \sum_{k=1}^{K} \frac{p_{\theta}(z_k; X)}{q_{\theta}(z_k|X)} \right)^2 \right] \]

\( \text{CUBO} \)
Algorithm 1: Training BraVL.

\textbf{Input:} Datasets $\mathcal{D}^{\text{seen}}$, $\mathcal{D}^{\text{novel}}$, hyper-parameters $\lambda_1$, $\lambda_2$

\textbf{Output:} $\Theta$, $\Phi$, $\Psi$

\textbf{repeat}

\text{Random minibatch drawn from $\mathcal{D}^{\text{seen}}$ or $\mathcal{D}^{\text{novel}}$}

- \textbf{Stage 1: Tightening lower bound of intra-modality MI}
  
  \text{Maximize} $L_{\text{intra}}(\Theta, \Phi, \Psi)$ w.r.t. $\Psi$

- \textbf{Stage 2: Joint Training with MI-maximization}
  
  \text{Maximize} $L(\Theta, \Phi, \Psi)$ w.r.t. $\Theta$ and $\Phi$

\textbf{until convergence of parameters $\Theta$, $\Phi$, $\Psi$}

\textbf{return} $\Theta$, $\Phi$, $\Psi$

On the novel class dataset $\mathcal{D}^{\text{novel}}$, where only visual and textual features are provided, it is straightforward to obtain

$$L_{\text{inter}}(\Theta, \Phi) = I(x_v; x_t)$$

$$= \log \frac{P_\Theta(x_v, x_t)}{P_\Theta(x_v) p_\Phi(x_t)}$$

$$\approx \log \frac{P_\Theta(x_v, x_t)}{\sum_{x_v'} P_\Theta(x_v', x_t)}$$

$$= \log P_\Theta(x_v, x_t) - \log \sum_{x_v'} P_\Theta(x_v', x_t)$$

$$\text{positive} - \log \sum_{x_v'} P_\Theta(x_v', x_t)$$

$$\text{negative}$$

where $x_v' \in X_v \setminus x_v$ and $x_t' \in X_t \setminus x_t$ are used to construct negative samples.

\section{Overall Objective and Training}

\textbf{Objective.} We combine $L_M$ with the two proposed MI regularizers $L_{\text{intra}}$ and $L_{\text{inter}}$ to form the objective

$$\max_{\Theta, \Phi} \max_{\Psi} L(\Theta, \Phi, \Psi) = L_M(\Theta, \Phi) + \lambda_1 L_{\text{intra}}(\Theta, \Phi, \Psi) + \lambda_2 L_{\text{inter}}(\Theta, \Phi),$$

where $\lambda_1$, $\lambda_2$ are hyper-parameters that control the impact of MI maximization. For each training minibatch, the training process consists of two stages. In the first stage, we maximize the objective w.r.t. parameters $\Psi = \{\psi_b, \psi_v, \psi_t\}$ to make the variational lower bound on intra-modality MI tighter (i.e., minimize the gap between $Q_{\psi_v}(z|x_m)$ and $p(z|x_m)$). In the second stage, we maximize the objective w.r.t. parameters $\Theta$ and $\Phi$ to train it using both intra- and inter-modality MI regularizers. Below, we summarize the training procedure in Algorithm 1.

\textbf{Semi-Supervised Learning by Utilizing Extra Data.} In addition to the complete trimodal data (brain-image-text), we are also allowed to incorporate large-scale bimodal (image-text pairs) or unimodal (image/text) data obtained from extra databases. This is beneficial for the neural decoding field where brain activity data are scarce but visual image and textual data are plentiful.

\textbf{SVM Classifier Training for Novel Class Neural Decoding.} After training the BraVL model, an additional classifier is trained from the latent vectors, as shown in Fig. 4(b). Specifically, a Support Vector Machine (SVM) classifier is trained from the latent vectors, obtained from the visual and textual features of the novel classes, to the class labels of these novel classes. At test time, the latent vectors obtained from the brain activity are passed to the trained SVM classifier (neural decoder), as shown in Fig. 4(c).

\section{Experiments}

\subsection{A. Brain-Visual-Linguistic Datasets}

We refer to our newly constructed trimodal datasets as GOD-Wiki, DIR-Wiki and ThingsEEG-Text, which are based on the public GOD [6], DIR [20] and ThingsEEG [21] datasets, respectively. The characteristics of the datasets used in our experiments are summarized in Table II.

\textbf{GOD-Wiki.} GOD dataset [6] provides the brain fMRI recordings of five subjects when they are presented with ImageNet images. The GOD comprises 1250 distinct images drawn from 200 selected ImageNet categories. Among them, 150 categories provide 1200 training images (eight from each category), and the remaining 50 categories provide 50 test images (one from each category). The training and test image stimuli were repeated 1 and 35 times, respectively, leading to 1200 and 1750 brain activity instances, respectively. The fMRI data were collected using a 3.0-Tesla Siemens MAGNETOM Trio scanner with repetition time (TR) = 3 s, voxel size, $3 \times 3 \times 3 \text{ mm}^3$. The acquired fMRI data underwent three-dimensional motion correction using SPM5 (http://www.fil.ion.ucl.ac.uk/spm). The data were then coregistered to the within-session high-resolution anatomical image of the same slices used for echo-planar imaging (EPI) and subsequently to the whole-head high-resolution anatomical image. Visual areas V1, V2, V3, and V4 were delineated following the standard retinotopy experiment. The lateral occipital complex (LOC), fusiform face area (FFA), and parahippocampal place area (PPA) were identified using conventional functional localizers. More details about the fMRI data preprocessing can be found in the original paper [6]. Here, we considered 4648 voxels from the brain visual areas V1, V2, V3, V4, LOC, FFA and PPA, provided by [6].

To obtain the corresponding text descriptions for the visual categories in GOD-Wiki, we adopt a semi-automatic method for corresponding Wikipedia article extraction. Specifically, we first create an automatic matching of ImageNet classes to their corresponding Wikipedia pages.\footnote{https://figshare.com/articles/dataset/Generic_Object_Decoding/7387130} Similar to [17], the matching is based on the similarity between the synset words of ImageNet classes and Wikipedia titles, as well as their ancestor categories. Unfortunately, such matching occasionally produces false-positives since classes with similar names might represent very different concepts. To ensure high-quality matching between visual and linguistic features, we then manually removed the mismatched articles when constructing the trimodal dataset.

\textbf{DIR-Wiki.} DIR dataset [20]\footnote{https://dumps.wikimedia.org/backuper:backup index.html (enwiki-20200120).} contains 1250 images that are identical to those used in the GOD dataset. Three healthy subjects were involved in the image presentation experiment. Since the training and test image stimuli were repeated 5 and 24 times, respective...
TABLE II
CHARACTERISTICS OF THE BRAIN-VISUAL-LINGUISTIC DATASETS USED IN OUR EXPERIMENTS. FOR BRAIN FEATURES ON THE GOD-WIKI AND DIR-WIKI, DISTINCT SUBJECTS HAVE DIFFERENT DATA DIMENSIONS

| Dataset         | Training samples | Test samples | Brain features | Visual features | Textual features | Subjects | Seen classes | Novel classes |
|-----------------|------------------|--------------|----------------|----------------|-----------------|----------|--------------|--------------|
| GOD-Wiki        | 1200             | 1750         | 726/945/1034/998/1009 | 4996           | 2560            | 5        | 150          | 50           |
| DIR-Wiki        | 6000             | 1200         | 140/1616/1355    | 4996           | 2560            | 3        | 150          | 50           |
| ThingsEEG-Text  | 16540            | 16000        | 561             | 100            | 512             | 10       | 1654         | 200          |

Fig. 5. The voxel stability maps in the visual cortex. For each voxel in each brain Regions of Interest (ROI), the stability score is quantified as the mean Pearson correlation coefficient across all pairwise combinations of the five repetitions (trials). Then, the stability score for each voxel is projected onto a cortical flat map constructed for an example subject (Subject 3 of DIR-Wiki dataset) using Pycortex [72]. For each ROI, only the top 15% voxels with larger stability scores are used in neural decoding tasks.

times respectively, the training set of the DIR dataset consists of a larger number of image-fMRI pairs (5 × 1200 samples) compared to the GOD dataset. The test set contains 1200 (24 × 50) brain activity instances. The fMRI data were collected using a 3.0-Tesla Siemens MAGNETOM Verio scanner. An interleaved T2*-weighted gradient-EPI scan was performed to acquire functional images covering the entire brain (TR = 2 s; voxel size, 2 × 2 × 2 mm³; number of slices, 76). Similar to the GOD dataset, the fMRI data were then subjected to three-dimensional motion correction, coregistered to the high-resolution anatomical images and regions of interests (ROIs) selection. More fMRI data preprocessing information can be found in [20]. We used the fMRI voxels from the brain visual areas V1, V2, V3, V4, LOC, FFA, PPA and IT. Since DIR-Wiki and GOD-Wiki share the identical set of visual stimuli, we use exactly the same Wikipedia text descriptions mentioned above for DIR-Wiki.

ThingsEEG-Text. ThingsEEG [21]² is a large millisecond resolution EEG dataset collected by using a time-efficient rapid serial visual presentation (RSVP) paradigm. It contains 10 human subjects’ EEG responses to 16,740 natural image stimuli taken from the THINGS database [73]. These 16740 images are composed of 1654 training classes (10 images per class) and 200 test classes (1 image per class). Each training image was presented 4 times, and each test image was presented 80 times, for a total of 82,160 image trials per subject. The EEG data were collected using a 64-channel EASYCAP equipment. As shown in Fig. 6, we used the preprocessed EEG data (time series from 70 ms to 400 ms with respect to image onset, down-sampled from 1000 Hz to 100 Hz, selected 17 channels overlying occipital and parietal cortex⁸) provided by the authors [21]. Since the ThingsEEG dataset already provided 1000-dimensional visual features extracted by different pre-trained models (e.g., CORnet-S [74]), we used the top 100 principal components of the extracted CORnet-S features rather than extracting them again. For textual features, we first generated the corresponding textual description for each image by using a state-of-the-art image captioning model [75] and then extracted their textual embeddings with CLIP [13].

²https://osf.io/3jk45/

⁸O1, Oz, O2, PO7, PO3, POz, PO4, PO8, P7, P5, P3, P1, Pz, P2, P4, P6, P8
IV-C shows the textual features with a learning estimator, and we implemented the textual features on top of visual features can improve the prediction accuracy of brain activity, while for most low-level visual cortex (HVC, such as FFA, LOC and IT), incorporating textual features is not beneficial or even harmful. From the perspective of cognitive neuroscience, our result is reasonable since it is

Table III

| Brain Encoder $E_b$ | Visual Encoder $E_v$ | Textual Encoder $E_t$ |
|---------------------|---------------------|----------------------|
| Input: $1 \times d_b x_b$ | Input: $1 \times 4996 x_v$ | Input: $1 \times 2560 x_t$ |
| MLP 512 units ReLU | MLP 2048 units ReLU | MLP 512 units ReLU |
| MLP 512 units ReLU | MLP 2048 units ReLU | MLP 512 units ReLU |
| MLP output $32 \times 2$ MLP output $32 \times 2$ MLP output $32 \times 2$ |
| Brain Decoder $D_b$ | Visual Decoder $D_v$ | Textual Decoder $D_t$ |
| Latent $1 \times 32 z$ | Latent $1 \times 32 z$ | Latent $1 \times 32 z$ |
| MLP 512 units ReLU | MLP 2048 units ReLU | MLP 512 units ReLU |
| MLP 512 units ReLU | MLP 2048 units ReLU | MLP 512 units ReLU |
| MLP $d_t$ units | MLP 4996 units | MLP 2560 units |

Extra Visual-Textual Pairs. As the extra data, we collected Wikipedia articles for 1000 categories selected from WordNet 3.0 and randomly selected 10, 20 or 50 images from the ImageNet dataset for each category, thus obtaining a total of 10 k, 20 k or 50 k extra visual-textual data pairs. Unless otherwise stated, the results on the GOD-Wiki and DIR-Wiki (reported in Section IV-C) have been powered by the 10 k extra data.

B. Implementation Detail

As shown in Table III, all encoders and decoders in BraVL are multi-layer perceptrons (MLPs) with two hidden layers (partly implemented by MindSpore). On the GOD-Wiki and DIR-Wiki datasets, each hidden layer has 512 units for the brain modality, 2048 units for the visual modality and 512 units for the textual modality. The latent dimension is 32. The model is trained for 100 epochs by using the Adam optimizer [76] with a learning rate of 1e-4 and a batch size of 512 on both fMRI-based datasets. For seen classes, each training batch consists of (brain activity, visual features, textual features) tuples, while for novel classes, each training batch consists of (visual features, textual features) pairs. For the KL-divergence in the multimodal ELBO, we use an annealing scheme [65], in which we increase its weight by a rate of 0.01 per epoch until it is equal to 1. On DIR-Wiki, as shown in Fig. 5, the voxel stability selection rate is 15%, whereas on GOD-Wiki, we do not use voxel stability selection since there is only one trial for each stimulus in the training set. After performing 5-fold cross-validation with a grid search strategy on the training data (using sklearn tools), we implemented the SVM classifier with RBF kernel parameter $\gamma = 1e-5$ and default setting of other parameters. The same SVM parameter settings were used for all subjects. The hyper-parameters $λ_1 = 0.001, λ_2 = 0.001, K = 30$ for the CUBO estimators, and we empirically tuned them on one subject and then applied them to all other subjects.

C. Results

1) Does Language Influence Vision?: Table IV shows the average neural decoding accuracy of several representative methods on the GOD-Wiki and DIR-Wiki datasets. The experimental results lead us to two significant observations. First, models using the combination of visual and textual features (V&T) perform much better than those using either of them alone. Remarkably, BraVL based on V&T features leads to significant improvement in average top-5 accuracy on both datasets. These results strongly suggest that although the stimuli presented to the subjects contained only visual information, it is conceivable that the subjects would subconsciously invoke the appropriate linguistic representations, which in turn influence visual processing. Thus, it is not surprising that multimodal models that learn joint representations of visual and linguistic features show superior decoding performance on ‘pure’ visual neural response data. Second, BraVL trained with V&T features achieves an average top-5 classification accuracy of 60.33% and clearly outperforms the chance level (10%) and well known recent models, such as CADA-VAE [35], MVAE [65], MMVAE [66], and MoPoE-VAE [19]. This indicates that the fMRI signals triggered by natural visual stimuli encode enough information to significantly distinguish their visual categories under our specially designed multimodal decoding framework.

To enhance the understanding of textual feature influence for each test class, in Fig. 7, we qualitatively compare the decoding accuracy gain for each test class when the textual feature is incorporated. As we can see, for most test classes, the consideration of textual features has positive effects, and the average Top-1 decoding accuracy improves by approximately 6%.

In addition to the neural decoding analysis, we also analyzed the contribution of textual features in terms of voxel-wise neural encoding (predicting corresponding brain voxel activity based on the visual or textual features). The voxel-wise encoding accuracy (we use $r$, the Pearson correlation coefficient between predicted brain activity and the ground-truth, as a metric) is visualized in Fig. 8. It can be seen that for most high-level visual cortex (HVC, such as FFA, LOC and IT), incorporating textual features on top of visual features can improve the prediction accuracy of brain activity, while for most low-level visual cortex (LVC, such as V1, V2 and V3), incorporating textual features is not beneficial or even harmful. From the perspective of cognitive neuroscience, our result is reasonable since it is
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TABLE IV

| Model     | Modality | Subject 1 | Subject 2 | Subject 3 | Subject 4 | Subject 5 | Average |
|-----------|----------|-----------|-----------|-----------|-----------|-----------|---------|
| CADA-VAE  | V        | 27.34     | 35.35     | 47.85     | 20.19     | 52.78     | 35.39   |
| CADA-VAE  | T        | 3.26      | 12.02     | 3.03      | 12.63     | 3.25      | 13.54   |
| CADA-VAE  | V&T      | 30.16     | 64.54     | 29.29     | 55.45     | 23.82     | 60.84   |
| MVAE [65] | V        | 25.56     | 53.83     | 46.57     | 21.74     | 55.15     | 3.30    |
| MVAE [65] | T        | 3.22      | 11.92     | 3.50      | 13.12     | 3.46      | 14.01   |
| MVAE [65] | V&T      | 29.34     | 65.02     | 28.76     | 57.23     | 26.58     | 62.34   |
| MMVMAE [66] | V       | 30.43     | 61.45     | 20.54     | 50.11     | 30.35     | 65.72   |
| MMVMAE [66] | T       | 3.43      | 15.32     | 3.58      | 13.44     | 3.33      | 12.66   |
| MMVMAE [66] | V&T     | 33.00     | 65.20     | 29.41     | 39.33     | 30.66     | 67.04   |
| MoPo-VAE [19] | V   | 29.41     | 63.91     | 22.25     | 52.08     | 29.5      | 64.58   |
| MoPo-VAE [19] | T   | 4.48      | 15.25     | 4.50      | 16.58     | 4.23      | 14.91   |
| MoPo-VAE [19] | V&T | 36.27     | 70.95     | 33.66     | 68.10     | 33.53     | 71.66   |
| BraVL (ours) | V  | 34.91     | 69.50     | 30.08     | 63.83     | 34.83     | 74.33   |
| BraVL (ours) | T  | 4.50      | 16.64     | 4.75      | 17.21     | 4.66      | 15.48   |
| BraVL (ours) | V&T | 38.67     | 72.50     | 34.50     | 68.33     | 36.33     | 76.16   |

Fig. 7. Qualitative comparison of the (top-1) decoding accuracy gain for each test class when the textual feature is added (produced by the BraVL method, averaged across all 8 subjects, sorted in descending order).

generally believed that the HVC is responsible for processing the category information, movement information and other higher-level semantic information of objects, while the LVC is responsible for processing the orientation, contour and other low-level information [77]. Furthermore, a recent neuroscience study found that visual and linguistic semantic representations are aligned at the border of human visual cortex (i.e., ‘semantic alignment hypothesis’) and that language-derived representations are located anterior to vision-derived representations [78]. Our results in Fig. 8 also support this hypothesis.

2) Are Wiki Articles More Effective Than Class Names?: In Table V, we compare different ways to incorporate textual features into our BraVL model for neural decoding tasks. We observe that regardless of which feature extraction method we use, using Wiki articles as class descriptions produces higher performance than using class names. In particular, using the ALBERT (xxlarge version) feature [59] of Wiki articles in BraVL leads to an almost 12% improvement (45.47% versus 57.04%) in the top-5 accuracy on GOD-Wiki, which is far higher than that achieved in DIR-Wiki. We speculate that this improvement is influenced by the number of paired samples in the training set. These results indicate that Wikipedia class descriptions contain richer linguistic semantic features, and hence are a better choice for improving neural decoding accuracy than the class names most commonly used in prior works [15], [16].

3) Ablation Study: We conduct the first ablation experiments to discuss the role of MI regularization terms $L_{\text{intra}}$ and $L_{\text{inter}}$. 

TABLE V

| Text data | Features          | DIR-Wiki | GOD-Wiki |
|-----------|-------------------|----------|----------|
|           | top-1 | top-5 | top-1 | top-5 |
| Class names | ALBERT [59] | 31.80 | 70.58 | 11.49 | 45.47 |
| Wiki articles | ALBERT [59] | 36.11 | 74.69 | 13.09 | 57.04 |
| Class names | GPT-Neo [60] | 31.41 | 69.67 | 10.77 | 36.69 |
| Wiki articles | GPT-Neo [60] | 36.50 | 72.39 | 13.39 | 53.54 |
Table VI

| Model       | Variants          | DIR-Wiki top-1 | DIR-Wiki top-5 | GOD-Wiki top-1 | GOD-Wiki top-5 |
|-------------|-------------------|----------------|----------------|----------------|----------------|
| BraVL       | w/o $L_{intra}$, $L_{inter}$ | 34.25, 69.83* | 11.46, 49.39*  | 35.03, 70.43*  | 12.30, 51.44*  |
| BraVL       | w/o $L_{intra}$   | 35.15, 70.22*  | 12.67, 51.00*  | 36.50, 72.39*  | 13.39, 53.54*  |
| BraVL (ours) | completed        | 36.50, 72.39*  | 13.39, 53.54*  | 36.50, 72.39*  | 13.39, 53.54*  |

and the results are shown in Table VI. First, we present the results obtained using the complete losses. Then, on the basis of the complete method, we separately eliminate the intra-modality MI term (w/o $L_{intra}$) or the inter-modality MI term (w/o $L_{inter}$) from the total loss. Finally, we eliminate both the $L_{intra}$ and $L_{inter}$ terms from the objective of BraVL, and only use the multimodal ELBO loss (which is equivalent to MoPoE-VAE [19]) for training. We note the manifest performance degradation after removing either $L_{intra}$ or $L_{inter}$, and the results are even worse when removing two MI terms simultaneously, which shows the efficacy of our multimodal MI maximization framework. We spot a clearer drop on GOD-Wiki than on DIR-Wiki, which implies that the inter-modality MI regularization term $L_{inter}$ built on cross-modality contrastive learning leads to better data efficiency, especially when the number of training samples is small (GOD-Wiki contains only 1200 trimodal training samples, while DIR-Wiki contains 6000).

The choice of joint posterior approximation function directly influences the properties of our BraVL model. As shown in Table I, three choices can be followed for sampling the latent variable $z$, i.e., the PoE [65], MoE [66] and MoPoE [19]. The ablation results are shown in Table VII, where we see that MoPoE results in significantly higher decoding accuracy than PoE and MoE. This also shows that MoPoE is better suited to the proposed multimodal learning method.

4) Sensitivity Analysis: We also explored the robustness of our BraVL model to some hyper-parameters such as the latent space dimension, the MI regularization coefficients $\lambda_1$ and $\lambda_2$, the stability selection ratio, and the number of MLP layers in all encoders and decoders. Higher latent dimensions allow more degrees of freedom but require more data, while compact features capture the essential discriminative information. Without loss of generality, Fig. 9 reports the averaged decoding accuracy across all subjects for different latent dimensions (16, 32, 64 and 128), $\lambda_1$, $\lambda_2$, stability selection ratios, and MLP layers. We observe that the accuracy initially increases (or at least remains stable) with increasing latent dimension until it is equal to 32, after which it declines upon further increase of the latent dimension. Therefore, we use 32 dimensional latent features throughout the paper. On the other hand, we observe that large values of $\lambda_1$ and $\lambda_2$ dramatically degrade the model performance, while values that are too small will not play the regularization role. We empirically find that it is safe to choose $\lambda_1$ and $\lambda_2$ from 0.001 to 0.01 in the experiments. In this range, mutual information regularization always brings some performance improvement to the model. In addition, we observe that the model achieves peak performance when the stability selection ratio is 0.15 on the DIR-Wiki dataset. Finally, we find that BraVL achieves peak performance when using 2-layer MLPs, and more layers degrade the performance on both datasets. We speculate that the reason is that the brain, visual, and textual features are already high-level representations, and hence deeper nonlinear transformations are prone to over-fitting.

5) Analyzing the Impact of Extra Data: One advantage of our multimodal learning framework is that it can easily incorporate a large number of extra bimodal data (image-text pairs) or unimodal data (image/text) to facilitate joint representation learning. In Fig. 10, we analyzed the benefits of learning from different types of extra data for neural decoding. We observe that using either unimodal extra data or bimodal extra data pairs can remarkably improve decoding accuracy. This suggests that the visual and textual features each provide reliable, complementary information to represent the semantic meaning of brain activity. Moreover, in Fig. 11, we also analyzed the effect of extra data size (10 k, 20 k and 50 k, bimodal data) on neural decoding performance. The results show that the larger the extra dataset is, the better the decoding performance.
Fig. 9. The impact of the latent dimension, MI regularization coefficients $\lambda_1$ and $\lambda_2$, stability selection ratio, as well as the number of MLP layers.

Fig. 10. Decoding accuracy with different types of extra data. * indicates that the comparison is significant (paired t-test, $p < 0.05$), and NS denotes that the comparison is not significant. The red dashed lines represent the chance level.

Fig. 11. Decoding accuracy with different numbers of extra V&T data. * indicates that the comparison is significant (paired t-test, $p < 0.05$). The red dashed lines represent the chance level.

6) Cross-Modality Generation for Brain Activity: Our BraVL model allows us to synthesize missing modalities in a cross-modality generation manner. Here, we treat the brain activity of novel classes as a missing modality and infer them from the visual and textual features of these novel classes. To examine the differences between synthetic and real brain activities of novel classes, we implement two kinds of comparisons: 1) visualization of data distribution (qualitatively) and 2) Pearson correlation coefficients (quantitatively). Due to the high dimensionality of brain activities, it is not convenient to visualize their distributions directly. Here, we use the t-SNE method [79] to visualize them onto a two-dimensional plane, as shown in Fig. 12. To facilitate checking the visual category of each point in Fig. 12, we also put the corresponding images at the position. For each dimension of an individual subject’s brain features, we measure the Pearson correlation coefficient between the sequences of real and synthetic brain responses to visual stimuli of novel classes, and display the average results below each subfigure. From Fig. 12, we observe that the synthetic brain activity and real brain activity have similar spatial data distributions, except for a few classes (due to a certain amount of noise in brain activity). From the perspective of data distribution, these results can explain why our multimodal learning method can decode the neural representations of most novel classes. Moreover, from Fig. 12, we can also intuitively inspect which class cannot be successfully decoded and what about the individual differences between subjects.

7) Performance of Different Brain Areas: To validate the underlying brain areas that have a significant contribution to the decoding task, we separately run the experiments using fMRI voxels selected from different visual areas: V1, V2, V3, V4, LOC, FFA, PPA, etc. Voxels from regions V1-V3 are combined to form the LVC and voxels from LOC, FFA and PPA form the HVC. The whole visual cortex is denoted by ‘VC’. Fig. 13 shows the decoding results produced by the proposed BraVL method using different brain areas. We find that the decoding accuracy of HVC is better than that of LVC, and using the complete information of the entire VC always yielded the best results.

To visualize the contribution of each voxel to the decoding model, we first calculated the voxel-wise contribution weights $W$ using (12)

$$W = \left| \sum_i W_{PCA}^{l_k} \times W_{fc}^j \right|,$$

where $W_{PCA}$ represents the PCA projection matrix learned from the fMRI responses on the training set, $l$ denotes the number of voxels we used, $k$ denotes the dimension of the principal components, and $W_{fc}^j$ represents the fully connected weights for the $j$th dimension of the first hidden layer of the brain Encoder. Subsequently, we projected the voxel-wise contribution weights onto the visual cortex, as illustrated in Fig. 14. The weight assigned to each voxel was indicative of its contribution to brain decoding, with higher weights denoting greater importance relative to lower weights. The resulting analysis revealed a widespread distribution of importance weights across the visual...
Fig. 12. t-SNE visualization for the real (blue dot) and synthetic (orange cross) brain activity of novel classes (produced by the BraVL method, with V&T features). To clearly understand which classes have better synthetic quality, we also put the corresponding images at the t-SNE space. Each point represents a testing sample (blue for real and orange for synthetic). The vertical axis and horizontal axis of each subfigure represent the two-dimensional spatial coordinates of the brain feature embedding fitted by t-SNE. The Pearson correlation coefficient (i.e., $r$) between the real and synthetic brain features is displayed below each subfigure.
datasets. Although the accuracy is lower than that on the fMRI evidence that the proposed model generalizes well on the EEG higher than the chance level. Together, these results provide than those obtained by intra-subject predictions but still much neural decoding yields reasonable accuracies moderately lower is much higher than the chance level of 2.5%. Third, inter-subject decoding results are shown in Table VIII, from which we observe that fine-tuning the visual features harms the decoding performance. We speculate that this is caused by the small size of the images (1654 classes, 10 images per class) used for fine-tuning compared to the pre-training ones (1.28 million images on ImageNet). On the other hand, since the textual feature extractors have been pre-trained on very large-scale datasets (e.g., CLIP was trained with 400 million image-text pairs), we did not fine-tune them on our own datasets.

9) Fine-Tuning the Feature Extractors: Generally, using pre-trained feature extractors is the preferred choice for neural encoding and decoding [6, 20, 55]. Since the visual feature extractors we used are pre-trained on the ImageNet dataset and all images in GOD-Wiki and DIR-WiKi also came from ImageNet, further fine-tuning is not necessary for these two datasets. Here, we fine-tuned the visual feature extractor on the ThingsEEG-Text dataset (i.e., CORnet-S) since it is independent of the ImageNet dataset. We started by replacing the pre-trained CORnet-S’s 1000-neurons output layer with a 1654-neurons layer, where each neuron corresponded to one of the 1654 semantic concepts. Then, we trained one such model using the 16,540 training images as inputs and the corresponding class label as outputs (Adam optimizer, learning rate 1e-4, 30 epochs, batch size 256). Finally, we deployed the fine-tuned CORnet-S networks to extract the visual features of the training and test images and evaluated their prediction performance through the same decoding analyses described before. The results are shown in Table VIII, from which we observe that fine-tuning the visual features harms the decoding performance. We speculate that this is caused by the small size of the images (1654 classes, 10 images per class) used for fine-tuning compared to the pre-training ones (1.28 million images on ImageNet). On the other hand, since the textual feature extractors have been pre-trained on very large-scale datasets (e.g., CLIP was trained with 400 million image-text pairs), we did not fine-tune them on our own datasets.

V. DISCUSSION

The central goal of neural decoding (also known as “mind reading”) is to determine how much mental information can be decoded from brain activity [80]. The potential applications of the proposed method are threefold. 1) As a neural semantic decoding tool, our method would play an important role in the development of new neuroprosthetic devices that operate by reading semantic information from the human brain. Although this kind of application is not mature yet, our method provides the technical foundation for it. 2) Through cross-modality generation for brain activity, our method can also be used as a neural encoding tool for investigating how visual and language features are expressed on the human cerebral cortex, revealing which brain regions have multimodal properties (i.e., sensitive to both visual and language features). 3) The neural decodability of the model representation can be considered as an indicator of the brain-like level of that model [81]. Therefore, our method can be used as a brain-like property assessment tool to test which model’s (visual or linguistic) representations are closer to human brain activity, thereby inspiring researchers to design more brain-like computational models.

Because it is very expensive to collect human brain activity for the various visual categories, we usually only have the brain activity of very limited visual categories. However, large amounts of image and text data without corresponding brain activity can also provide us with additional useful information. Our approach can make full use of all types of data (trimodal, bimodal and unimodal) to improve the generalization ability of neural decoding. The key to our approach is that we align the
distributions learned from each modality to a shared latent space that contains the essential multimodal information associated with the novel classes. In the application, the input of our method is only brain signals, and no other data are needed, so it can be easily applied to most neural decoding scenarios.

We have shown that the features we extracted from brain activity, visual images and text descriptions are valid for decoding neural representations. However, the extracted visual features may not accurately reflect all stages of human visual processing, and a set of better features will facilitate the tasks. Alternatively, a larger pretrained language model, such as GPT-3 [82], can be used to extract text features that are more capable of zero-shot generalization. Moreover, although Wikipedia articles contain rich visual information, this information can easily be obscured by a large number of non-visual sentences. Addressing this issue with visual sentence extraction [18] or collecting more accurate and enriched visual descriptions by ChatGPT [83] and GPT-4 [84] are interesting works. Furthermore, since voxels in close brain spatial locations are likely to have similar activation patterns, our voxel stability selection method may select a group of good quality but spatially redundant voxels. Finally, while this study considered a relatively large amount of tridmodal matching data in comparison to related studies, a larger and more diverse dataset (including extra bimodal or unimodal data) may be needed. We leave these aspects for future work.

VI. CONCLUSION

In this article, we studied the effectiveness of brain-visual-linguistic multimodal modeling for neural decoding. We proposed a novel multimodal learning model by designing the intra- and inter-modality mutual information regularization principles. We constructed three tridmodal matching datasets, and the experiments on them lead to interesting cognitive insights that visual perception is accompanied by language influences to represent semantic meanings of visual stimuli. We also found that the visual-linguistic representations obtained by using the mixture-of-product-of-experts and mutual information regularizers perform better than their counterparts. Our results suggest that decoding novel visual categories from human brain activity is practically possible with good accuracy. We believe that our research will be of great value to both artificial intelligence and cognitive neuroscience researchers.
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