Abstract

In this work, we take a representation learning perspective on hierarchical reinforcement learning, where the problem of learning lower layers in a hierarchy is transformed into the problem of learning trajectory-level generative models. We show that we can learn continuous latent representations of trajectories, which are effective in solving temporally extended and multi-stage problems. Our proposed model, SeCTAR, draws inspiration from variational autoencoders, and learns latent representations of trajectories. A key component of this method is to learn both a latent-conditioned policy and a latent-conditioned model which are consistent with each other. Given the same latent, the policy generates a trajectory which should match the trajectory predicted by the model. This model provides a built-in prediction mechanism, by predicting the outcome of closed loop policy behavior. We propose a novel algorithm for performing hierarchical RL with this model, combining model-based planning in the learned latent space with an unsupervised exploration objective. We show that our model is effective at reasoning over long horizons with sparse rewards for several simulated tasks, outperforming standard reinforcement learning methods and prior methods for hierarchical reasoning, model-based planning, and exploration.

1. Introduction

Deep reinforcement learning (RL) algorithms can learn complex skills from raw observations (Mnih et al., 2015; Levine et al., 2016; Silver et al., 2016). However, domains that involve temporally extended tasks and extremely delayed or sparse rewards can pose a tremendous challenge for standard methods. A longtime goal in RL has been to develop effective hierarchy induction methods that can acquire temporally extended lower-level primitives, which can then be built upon by a higher level policy that operates at a coarser level of temporal abstraction (Sutton et al., 1999; Dayan & Hinton, 1992; Dietterich, 1998; Parr & Russell, 1997). A higher-level policy that is provided with temporally extended and intelligent behaviors can reason at a higher level of abstraction and solve more temporally extended tasks. Furthermore, the same lower-level skills could be reused to accomplish multiple tasks efficiently.

Prior work has proposed to acquire discrete sets of lower-level skills through hand-specification of objectives or bottlenecks (Florensa et al., 2017; Frans et al., 2017; Sutton et al., 1999) and top-down training of hierarchically-organized policies (Dayan & Hinton, 1992; Vezhnevets et al., 2017). Requiring prior knowledge and hand-specification restricts the generality of the method, while purely top-down training suffers from challenging optimization and exploration and limits the reusability of lower-level skills, providing a solution to just one task. Furthermore, the top-level meta-policy must still be trained with reinforcement learning for each task, and while this tends to be more efficient than learning from scratch if the skills are useful, it still requires considerable time and experience collection. Several works have also proposed “bottom up” training of lower-level skills using unsupervised objectives (Bacon et al., 2017; Gregor et al., 2016), but such methods either also require hand-specifying some prior knowledge, or learn discrete skills that may not necessarily be sufficient to solve the higher level task.

In this work, we propose a novel hierarchical reinforcement learning algorithm (SeCTAR) that uses a bottom up approach to learn continuous representations for trajectories, without the explicit need for hand-specification or subgoal information. Our work builds on two main ideas: first, we propose to build a continuous latent space of skills, rather than a discrete set of behaviors or options, and second, we propose to use a probabilistic latent variable model that simultaneously learns to produce skills in the world and predict their outcomes. By providing a higher-level controller
with a continuous space of behaviors, it can exercise considerable control, without being restricted to a small discrete set of primitives. At the same time, since the behaviors are temporally extended, the higher-level policy still benefits from temporal abstraction. Furthermore, by training a model that both acquires a set of skills and predicts their outcomes, we can avoid needing to train a higher-level policy with reinforcement learning, and directly use these outcome predictions to perform model-based control at the higher level. This results in a hybrid model-free and model-based method, where the behaviors that actually interact with the environment are trained in model-free fashion, while the higher-level behavior is model-based. This also neatly addresses one of the major shortcomings of model-based reinforcement learning, which is the difficulty of accurately predicting low-level physical events at a fine temporal resolution. Since the predictions only need to accurately reflect the outcomes of closed-loop and temporally extended behaviors, they are substantially easier than low-level modeling of environment dynamics, while still being conducive to effective higher-level planning.

Our model is based on a trajectory-level variational autoencoder (VAE) (Kingma & Welling, 2013). The continuous latent space of behaviors is constructed by learning to embed and generate trajectories obtained via a fully unsupervised exploration objective. In addition to learning to generate the state sequences along these trajectories, the model simultaneously learns to reproduce those trajectories in the environment via a policy conditioned on the VAE latent variable. In this way, the latent-conditioned policy aims to “imitate” the VAE decoder. The fact that the latent-conditioned policy and the VAE decoder are representing the same behavior allows us to treat the decoder as a model of the closed loop behavior of the policy. This allows us to use the decoder to plan in the latent space by sampling latents and simulating their corresponding trajectories. We can then choose the best latents that solve the task and execute the plan with the latent-conditioned policy.

The main contribution of our work is a hierarchical reinforcement learning algorithm that acquires a continuous low-level latent space of skills, together with a predictive model that can predict the outcomes of those skills, which can be used to carry out more complex higher-level tasks. We propose a novel training procedure for this model, and show that higher-level extended tasks can be performed directly with model-based planning, without any additional reinforcement learning to learn a high level policy. Our experimental evaluation demonstrates that this approach can be used to accomplish a variety of delayed and sparse reward tasks, including interaction with objects and waypoint navigation, while outperforming reinforcement learning methods such as TRPO (Schulman et al., 2015), exploration driven methods such as VIME (Houthooft et al., 2016) as well as prior work on hierarchical reinforcement learning such as FeUdal Networks (Vezhnevets et al., 2017) and option critic (Bacon et al., 2017). All our results, videos, and experimental details can be found at https://sites.google.com/view/sectar

2. Background

Our proposed model solves a reinforcement learning problem using components from variational inference for representation learning. The goal in reinforcement learning is to maximize the expected discounted sum of rewards:

$$\eta(\pi) = \mathbb{E}_\pi \left[ \sum_{t=0}^{H} \gamma^t R(s_t, a_t) \right],$$

(1)

where $$\pi(a_t | s_t)$$ is a policy that defines a distribution over actions $$a_t$$, $$s_t$$ represents the states in a Markov decision process that transition according to unknown dynamics $$p(s_{t+1} | s_t, a_t)$$, and $$R : S \times A \rightarrow R$$ is a reward function. Our goal will be to solve reinforcement learning problems with long horizons and delayed rewards. Like most model-based RL methods, we assume that we have access to the reward function $$R$$ which we can evaluate on arbitrary states (Nagabandi et al., 2017; Deisenroth & Rasmussen, 2011).

An important component of our solution is based on the framework of variational inference. Variational inference methods use a tractable proxy distribution $$q(z | x)$$ to estimate an intractable posterior $$p(z | x)$$. Given a model with observations $$x$$ and latent variables $$z$$ we can decompose the likelihood $$p(x)$$ in terms of $$q(z | x)$$:

$$\log p(x) = D_{KL}(q(z | x) \parallel p(z | x)) + \mathcal{L}(x)$$

(2)

where $$\mathcal{L}(x) = \mathbb{E}_q[\log p(x | z)] - D_{KL}(q(z | x) \parallel p(z))$$ is called the evidence lower bound (ELBO). Since KL divergence is non-negative, we obtain the lower bound:

$$\log p(x) \geq \mathbb{E}_q[\log p(x | z)] - D_{KL}(q(z | x) \parallel p(z))$$

(3)

The variational autoencoder is a particular realization of this variational inference procedure. This model can be trained by maximizing the ELBO using standard optimization methods. We refer the reader to Hoffman & Blei (2015); Kingma & Welling (2013) for details.

3. Self-Consistent Trajectory Autoencoder

In this work, our aim is to perform long-horizon planning by learning latent representations over trajectories. Given a task with a long horizon $$H$$, we define trajectories in the context of SeCTAR as sequences of states $$[s_0, s_1, ..., s_T]$$ of length $$T$$, where $$T < H$$. Each complete episode in the MDP $$M$$ (of length $$H$$) may be composed of several of these shorter
trajectories. We hypothesize that building representations for these trajectories will allow us to reason more effectively over the entire horizon.

To that end, we introduce the self-consistent trajectory autoencoder (SeCTAR) to acquire latent representations of trajectories. The SeCTAR model is based on the variational autoencoder, but with two decoders: the state decoder, which decodes latent variables directly into sequences of states, and the policy decoder, which is a latent-conditioned policy capable of generating the encoded trajectory when executed in the environment. This two-headed model allows the state decoder to be a predictive model of the behavior that a policy decoder can execute in the environment.

The latent representations learned by SeCTAR can be used for planning over long episodes, by reasoning at the level of latent variables (representing extended state sequences) rather than at the level of individual states and actions. We will introduce a model-based planning algorithm based on SeCTAR in Section 3.3 to perform planning in the latent space to solve long horizon tasks.

Solving tasks with sparse rewards and long horizons requires effective exploration. We show that we can improve the exploration behavior needed for hierarchical reasoning, using the SeCTAR model and an entropy based exploration objective. This results in an iterative training procedure described in Section 3.4, which we find important for performing hierarchical tasks. We first introduce the SeCTAR model, describe how it can be trained, and show its usefulness for hierarchical planning. We then describe how we can perform exploration in the loop to improve performance.

3.1. Graphical Model

We consider the problem of learning latent representations of trajectories \([s_0, s_1, \ldots, s_T]\). We begin by extending the framework of VAEs (Kingma & Welling, 2013), with trajectories \(\tau\) as the observation, a trajectory-level encoder \(q_\phi(z \mid \tau)\), and a state decoder \(p_{SD}(\tau \mid z)\). The graphical model representing this model is shown in Fig 1. We will discuss the training procedure of this model in Section 3.2.

A trained model can generate sequences of states by sampling a latent variable \(z\) and decoding using \(p_{SD}(\tau \mid z)\).

While sequences of states are predictive of behavior, they do not allow us to act directly in the real world: the states may not be fully dynamically consistent, and we do not know the actions that would realize them. To enable our model to actually act in the world and visit states that are predicted by the state decoder \(p_{SD}(\tau \mid z)\), we introduce a second decoder – the policy decoder \(p_{PD}(a \mid s, z)\). The policy decoder cannot generate the entire trajectory directly like the state decoder, but has to actually act sequentially in the environment to produce trajectories. We train this policy decoder to produce behavior in the environment consistent with the predictions made by the state decoder by minimizing the KL divergence between the distribution over state sequences under the state decoder and the policy decoder. Both the state and policy decoder are trained jointly with the recognition network \(q_\phi(z \mid \tau)\).

We describe the model assuming that the trajectory data \(\tau\) is observed and fixed, which allows us to use maximum likelihood estimation to train the model. In Section 3.4, we will describe how we can improve trajectory distributions by alternating between model fitting and entropy based exploration, in order to generate better \(\tau\) data automatically.

3.2. Training SeCTAR with Variational Inference

We can train the latent variable model described in Section 3.1 with a procedure that is similar to VAE training. Unlike a standard VAE, we must also account for the relationship between the policy decoder and state decoder. We want to maximize the likelihood of the trajectory data \(p(\tau)\) under the state decoder for different \(z\), while also ensuring that the state and policy decoder are consistent, minimizing the KL divergence between them.

\[
\max_{\theta_{SD}, \theta_{PD}, \phi} \log p(\tau) - \lambda \mathbb{E}_{q_\phi} [D_{KL}(p_{PD}(\tau \mid z) \parallel p_{SD}(\tau \mid z))] = 0
\]

By applying the KL divergence as a penalty on the likelihood, we can write an unconstrained objective as

\[
\max_{\theta_{SD}, \theta_{PD}, \phi} \log p(\tau) - \lambda \mathbb{E}_{q_\phi} [D_{KL}(p_{PD}(\tau \mid z) \parallel p_{SD}(\tau \mid z))]
\]

Introducing the evidence lower bound (ELBO) in place of the marginal likelihood \(\log p(\tau)\), we obtain

\[
\log p(\tau) - \lambda \mathbb{E}_{q_\phi} [D_{KL}(p_{PD}(\tau \mid z) \parallel p_{SD}(\tau \mid z))] \geq \mathbb{E}_{q_\phi} [\log p_{SD}(\tau \mid z)] - D_{KL}(q_\phi(z \mid \tau) \parallel p(z)) + \lambda [\mathbb{E}_{q_\phi} p_{PD}(\tau \mid z) \log p_{SD}(\tau \mid z)] + H(p_{PD}(\tau \mid z))
\]

(5)
Figure 2. The SeCTAR model computation graph. A trajectory is encoded into a latent distribution, from which we sample a latent \( z \). We then (1) directly decode \( z \) into a sequence of states using a recurrent state decoder and (2) condition a policy decoder on \( z \) to produce the same trajectory through sequential execution in the environment.

Intuitively, this corresponds to optimizing the ELBO while constraining the state and policy decoders to be mutually consistent. This induces the state decoder to fit the observed data and the policy decoder to match the state decoder while also maximizing the entropy of the policy’s action distribution (as in maximum entropy RL (Schulman et al., 2017a)).

We parameterize our encoder \( q_\theta(z \mid \tau) \) and state decoder \( p_{\theta_{SD}}(\tau \mid z) \) with recurrent neural networks, since they operate on sequences of states, while the policy decoder is a feedforward neural network, as shown in Figure 2. Since SeCTAR will be used for generating multiple trajectories sequentially, each starting in a different state we condition the state decoder on the initial state \( s_0 \), allowing SeCTAR to generalize behavior across different initial states. The state decoder is completely differentiable and can be trained with backpropagation, but the policy decoder interacts with the environment’s non-differentiable dynamics, so we cannot train it with backpropagation through time, instead requiring reinforcement learning.

Optimization of the objective in Equation 5, with respect to each of the parameters \( \theta_{SD}, \theta_{PD}, \phi \) yields the different components of our model training.

**State Decoder:** Optimizing the objective with respect to \( \theta_{SD} \) maximizes the terms \( \mathbb{E}_q[\log p_{\theta_{SD}}(\tau \mid z)] + \lambda \mathbb{E}_{q,p_{\theta_{PD}}}[^0 \tau \mid z] \log p_{\theta_{SD}}[^0 \tau \mid z] \). The first term encourages the state decoder to maximize the likelihood of the observed data, while the second term encourages the state decoder to match the policy decoder. In practice, we didn’t find a significant advantage in optimizing the second term with respect to \( \theta_{SD} \) so it is omitted from our implementation. Since \( \theta_{SD} \) is differentiable this objective can be directly optimized using backpropagation.

**Policy Decoder:** Optimizing with respect to \( \theta_{PD} \) maximizes the terms \( \lambda (\mathbb{E}_{q,p_{PD}}[^T \tau \mid z] \log p_{\theta_{PD}}[^T \tau \mid z]) + \mathbb{H}(p_{\theta_{PD}}[^T \tau \mid z]) \). The first term encourages samples drawn from the policy decoder to maximize the likelihood under the state decoder, while the second term is an entropy regularization. Since \( p_{\theta_{PD}}(\tau \mid z) \) is non differentiable, we use reinforcement learning to optimize this objective with reward computed by trajectory likelihood under the state decoder, regularized with an entropy objective. In practice, trajectory data from the environment actually consists of sequences of both states and actions. We find that pretraining the policy decoder with behavior cloning to match the actions in the trajectory provides a good initialization for subsequent finetuning with RL.

To optimize this model, we sample a batch of trajectories from the current set of training trajectories and alternate between training the state decoder with backpropagation with the standard VAE loss and training the policy decoder by initializing with behavior cloning and doing RL finetuning with the reward function described above using PPO (Schulman et al., 2017b), backpropagating gradients into the encoder in both cases.

### 3.3. Hierarchical Control with SeCTAR

After training the SeCTAR model as described above, we can apply it to perform hierarchical control. Since SeCTAR provides us with a latent representation of trajectories, we can design a meta-controller that reasons sequentially in the space of these latent variables at a coarser time scale than the individual time steps in the environment. Decision making in the latent space serves two purposes. First, it allows for more coherent exploration than randomized action selection. Second, it shortens the effective horizon of the problem to be solved in latent space.

To perform temporally extended planning, we can use a meta-controller that sequentially chooses latent space values \( z \). Each latent \( z \) is used to condition the policy decoder \( \pi_{\theta_{PD}}(a \mid s, z) \), which is executed in the environment for \( T \) steps, after which the meta-controller picks another latent. Although there are several choices for designing or learning such a meta-controller, we consider an approach using model-based planning with model predictive control (MPC), which takes advantage of the state decoder. Model predictive control is an effective control method which performs control by finite horizon model based planning, with iterative replanning at every time step. We refer readers to (Garca et al., 1989) for a comprehensive overview.

An important property of the SeCTAR model is that the differentiable state decoder and the non-differentiable policy decoder are trained to be consistent with each other (Equation 5). The state decoder represents a model of how the policy decoder will actually behave in the environment for a particular latent. This is similar to a dynamics model,
but built at the trajectory level rather than the transition level (i.e., operating on \((s_t, a_t, s_{t+1})\)). In this work, we use this interpretation of the state decoder as a model to build a model predictive controller in latent space. Note that the state decoder only needs to make predictions about the outcomes of the corresponding closed-loop policy, which is significantly easier than forward dynamics prediction for arbitrary actions. We use the latent space as the action space for MPC, and perform simple shooting-based planning via random sampling and replanning to generate a sequence of latent variables that maximize a given reward function.

Specifically, given an episode of length \(H\) and SeCTAR trained with trajectories of length \(T\), we solve the following planning problem in the latent space over a horizon of \(H/T\) (the effective horizon in latent space)

\[
\max_{z_0, z_1, \ldots, z_{H/T}} \sum_{t=0}^{H/T} \gamma^t R(\tau_t)
\]

subject to \(\tau_t \sim p_{SD}(\tau | z_t, s^0_t)\)

\(s^0_0 = s_0, s^t_{t+1} = s^t_T\)

Here, \(\tau_t\) is a trajectory sampled from the state decoder \(p_{SD}(\tau | z_t, s^0_t)\) conditioned on the current state, and \(s^0_0\) represents the start of the trajectory segment, which is the last state in the previous segment. \(R(\tau_t) = \sum_{i=0}^{T-1} \gamma^i R(s^t_i, a^t_i)\) is the discounted sum of rewards of trajectory \(\tau_t\). To perform this optimization, we use a simple shooting based method (Nagabandi et al., 2017) for model-based planning in latent space, described in Algorithm 1.

### 3.4. Exploration for SeCTAR

The model proposed in Section 3.1, provides an effective way to learn representations for trajectories and generate behavior via a state and policy decoder. However, if we assume that the trajectory data is observed and fixed as we have thus far, the trajectories that our model can generate are restricted by the distribution of observed data. This is particularly problematic in the setting of RL problems over long horizons, where there is a need to explore the environment significantly. The distribution of trajectories that SeCTAR is trained on cannot simply be fixed but needs to be updated periodically to explore more of the state space.

In order to collect data to train the SeCTAR, we introduce a policy \(\pi_e\) that we refer to as the explorer policy. The goal of the explorer policy is to collect data which is as useful as possible for training the SeCTAR model and performing hierarchical planning with it. The explorer policy should gather data by (1) exploring in regions which are relevant to the hierarchical task being solved, and (2) exploring diverse behavior within these regions.

We explore in the neighborhood of task relevant states by initializing the explorer policy near the distribution of states visited by the MPC controller described in Section 3.3. We can achieve this by running the hierarchical controller with a randomly truncated horizon, and letting the explorer policy take over execution. For environments that allow resets to a given state, we can also start the explorer policy directly from a random sample of states visited by the MPC controller.

For \(\pi_e\) to explore diverse behavior, we propose maximizing the entropy of the marginal trajectory distribution \(p(\tau)\) induced under \(\pi_e\). Previous work on maximum entropy RL (Haarnoja et al., 2017; Mnih et al., 2016; Schulman et al., 2017a) typically maximize the conditional entropy \(H(\pi(a | s))\) of the policy distribution \(\pi(a | s)\). In this work we suggest maximizing the marginal entropy over distributions of entire trajectories, which is different from maximizing entropy over the policy distribution. The objective can be written as:

\[
\max_{\theta} H(p_\theta(\tau)) = -\mathbb{E}_{p_\theta(\tau)}[\log p_\theta(\tau)]
\]

Optimizing this objective reduces (on applying product rule, and removing a constant baseline) to policy gradient,

---

**Algorithm 1** Model predictive control in latent space

1. **Given**: trained SeCTAR model, Reward function \(R\)
2. **for** timestep \(t \in \{1, \ldots, H/T\} \) **do**
3. Sample \(K\) sequences of latents from the prior where each sequence has \(H_{MPC}\) number of latents
4. Use the state decoder to predict environment states from latent variables
5. Evaluate the reward per sequence, and choose the best sequence of latents.
6. Execute the policy decoder \(\pi_{PD}(a | s, z)\) conditioned on the first latent \(z\) from the chosen sequence, for \(T\) steps starting at \(s_0\).
7. **end for**

**Algorithm 2** Overall algorithm overview

1. Initialize replay buffer and SeCTAR with data from randomly initialized \(\pi_e\)
2. **for** iteration \(j \in \{1, \ldots, J\} \) **do**
3. Execute model predictive control in latent space as in Algorithm 1
4. Run the explorer \(\pi_e\) for \(T \times H_e\) starting from a random sample of states visited by MPC
5. Update \(\pi_e\) using PPO with reward as negative ELBO (7) estimated on each of the \(H_e\) trajectories
6. Train SeCTAR as described in Section 3.2 using data collected by \(\pi_e\) in this iteration, mixed with some data from prior iterations in the replay buffer
7. **end for**
with $-\log p_\theta(\tau)$ as the reward function per trajectory. The log likelihood $\log p_\theta(\tau)$ is typically intractable to estimate. However, SeCTAR provides us an effective way to estimate $\log p_\theta(\tau)$ by using a lower bound. SeCTAR optimizes the evidence lower bound (ELBO) to maximize likelihood of trajectories, which suggests a simple approximation for $\log p_\theta(\tau)$ via the negated ELBO

$$-\mathbb{E}_q[\log p_{\phi_{SD}}(\tau \mid z)] + D_{KL}(q(z \mid \tau) \parallel p(z)), \quad (7)$$

as an approximation of $-\log(p_\theta(\tau))$. We can then perform policy gradient for exploration with this reward function. We combine the previously discussed model-predictive control and entropy maximization methods into an iterative procedure which interleaves exploration with model fitting and hierarchical planning, as summarized in Algorithm 2.

4. Related Work

Hierarchical reinforcement learning is a well studied area in reinforcement learning (Sutton et al., 1999; Dayan & Hinton, 1992; Schmidhuber, 2008; Parr & Russell, 1997; Dietterich, 1998). One method is the options framework which involves learning temporally extended subpolicies. However, the number of options is usually both finite and fixed beforehand which may not be optimal for more complex domains such as continuous control tasks. Another challenge is acquiring skills autonomously which previous work bypasses by hand engineering subgoals (Sutton et al., 1999) or using pseudo-rewards (Dietterich, 1998). Some end-to-end gradient-based methods to learn options have recently been proposed as well (Bacon et al., 2017; Fox et al., 2017). Our work on the other hand, learns a continuous set of skills without supervision by learning representations over trajectories, and optimizing the entropy over trajectory distributions to encourage a diverse and useful set of primitives.

In most environments, good exploration is a prerequisite for hierarchy. A number of prior works have been proposed to guide exploration based on criteria such as intrinsic motivation (Schmidhuber, 2008; Stadie et al., 2015), state-visititation counts (Strehl & Littman, 2008; Bellemare et al., 2016), and optimism in the face of uncertainty (Brafman & Tennenholtz, 2003). In this work, we suggest a simple unsupervised exploration method which aims to maximize entropy of the marginal of trajectory distributions. This can be thought of as a means of density based exploration, related to (Bellemare et al., 2016; Fu et al., 2017) but operating at a trajectory level.

Several recent and concurrent works have proposed methods which are related to ours but have clear distinctions. Florensa et al. (2017); Heess et al. (2016); Hausman et al. (2018) learn stochastic neural networks to modulate low level behavior which is trained on a “proxy” reward function. However, our method does not assume that such a proxy reward function is provided, as it is often restrictive and difficult to obtain in practice. Mishra et al. (2017) uses trajectory segment models for planning but has no mechanism for exploration and does not consider hierarchical tasks. Other works present information-theoretic representation learning frameworks that are also based on latent variable models and variational inference, but have significant differences in their methods and assumptions (Gregor et al., 2016; Mohamed & Rezende, 2015). Gregor et al. (2016) aims to learn a maximally discriminative set of options by maximizing the mutual information between the final state reached by each of the options and the latent representation. Whereas this prior method is applied only on relatively simple gridworlds with discrete options, we learn a continuous space of primitives, together with a state decoder that can be used for model-based higher-level control.

5. Experiments

In our experimental evaluation, we aim to address the following questions: (1) Can we learn good exploratory behavior in the absence of task reward, using SeCTAR with our proposed exploration method? (2) Can we use the learned latent space with planning and exploration in the loop to solve hierarchical and sparse reward tasks? (3) Does the state decoder model make meaningful predictions about the outcomes of the high-level actions? We evaluate our method on four different domains: 2D navigation, object manipulation, wheeled locomotion, swimmer navigation which are shown in Figure 3. Details of the experimental evaluation can be found in the appendix.

5.1. Tasks

2-D Navigation In the 2-D navigation task, the agent can move a fixed distance in each of the four cardinal directions. States are continuous and are observed as the 2D location of the agent. The objective is to navigate a specific sequence of $M$ goal waypoints which lie within a bounding box. The agent is given a reward of 1 for successfully visiting every third goal in the sequence. This evaluates our model’s ability to reason over long-horizons with sparse rewards.
Wheeled Locomotion The wheeled environment consists of a two-wheeled cart that is controlled by the angular velocity of its wheels. The cart uses a differential drive system to turn and move in the plane. States include the position, velocity, rotation, and angular velocity of the cart. In this task, the cart must move to a series of goals within a bounding box and receives a reward of 1 after reaching every third goal in the sequence. This experiment tests our method’s effectiveness in reasoning over a continuous action space with more complicated physics.

Object Manipulation The object manipulation environment consists of four blocks that the agent can move. The agent, which moves in 2D, can pick up nearby blocks, drop blocks, and navigate in the four cardinal directions, carrying any block it has picked up. The agent must move each block to its corresponding goal in the correct sequence and is given a reward of 1 for each correctly placed block. We designed this task to evaluate our method’s ability to explore and learn useful interaction skills with objects in the environment. The sparse, sequential and discontinuous nature of this task makes it challenging.

Swimmer Navigation This task involves navigating through a number of waypoints in the correct order using a 3-link robotic swimmer. The agent is given a reward of 1 for successfully visiting every third goal. This task requires acquiring both a low-level swimming gait and a higher-level navigation strategy to visit the waypoints, and presents a more substantial exploration challenge.

5.2. Unsupervised Exploration with SeCTAR

To evaluate the effectiveness of the exploration method described in Section 3.4, we consider an unsupervised setting where we interact with environments in the absence of a task reward. We evaluate a simplified version of Algorithm 2 which alternates between (1) exploration with the explorer policy $\pi_e$, (2) model fitting with SeCTAR, (3) updating $\pi_e$ via the ELBO as described in Section 3.4. This is a version of Algorithm 2, with no MPC and $\pi_e$ initialized at a fixed initial state.

Our goal is to determine if alternating between exploration and SeCTAR model fitting 3.2 provides us with effective exploration behavior, which is a prerequisite for hierarchical reinforcement learning. To evaluate this, we compare the distribution of final states visited by a randomly initialized policy and the explorer policy after unsupervised training. We found that the distribution of states of the explorer policy $\pi_e$ covered a significantly larger portion of the state space, indicating good exploratory behavior as seen in Figure 4.

For the object manipulation task, the manipulator learns to pick up objects and move them around maximally while in the locomotion and 2D navigation environments, the agent learns to explore different portions of its state space.

5.3. Hierarchical Control

For the next experiment, we compare our full Algorithm 2 against several baselines methods for exploration, hierarchy, and model-based control. To provide a fair comparison, we initialize all methods from scratch, assuming no prior training in the environment. For each environment, we randomly generated 5 sets of goal configurations and compare the average reward over all goal configurations.

We compare against model-free RL methods, TRPO (Schulman et al., 2015) and A3C (Mnih et al., 2016), an exploration method based on intrinsic motivation - VIME (Houthooft et al., 2016), a model-based method from Nagabandi et al. (2017), and two hierarchical methods, FeUdal Networks (Vezhnevets et al., 2017) and option-critic (Bacon et al., 2017). For the model-based baseline, we perform the same number of random rollouts as our method, with the same planning horizon. However, due to the computational demand of planning at every time-step, we replan at the same rate as our method. We augment the state of the environment with a one-hot encoding of the goal index to enable memoryless policies to operate effectively. We did not evaluate FeUdal and A3C on the wheeled locomotion and the swimmer navigation task, as our implementations of these methods only accommodated discrete actions.

We found that our method can significantly outperform prior methods in terms of task performance and sample complexity as shown in Figure 5. These tasks require sequential
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Figure 5. Comparison of our method with prior methods on the four tasks. Dashed lines indicate truncated execution. We find that on all tasks, our method is able to achieve higher reward much quicker than model-based, model-free and hierarchical baselines. For object manipulation and swimmer, prior methods fail to do anything meaningful.

Figure 6. Interpolation between two latent codes on the object manipulation environment. We interpolate between two latent codes and visualize the corresponding trajectories from the policy decoder and the state decoder where each plot is a single trajectory. The agent position is in brown and the object positions are in blue, yellow, black and red. From left to right, there is a smooth interpolation between moving the yellow object a little to the left and moving it much further left.

matches the performance of our method, we are significantly more sample efficient with model-based high-level planning. On the harder object manipulation and swimmer tasks, only our method achieves good performance.

5.4. Model Analysis

We visualize interpolations in latent space to see how well the model generalizes to unseen trajectories in Figure 6. We choose a latent in the dataset and interpolate to a random point in the latent space. For each interpolated latent we visualize the predicted trajectory from the state decoder and the rolled out trajectory from the policy decoder by plotting the position of the agent. The trajectories are mostly consistent with each other, which demonstrates the potential of SeCTAR to generalize its consistency to new behavior and provide a structured and interpretable latent space.

6. Conclusion

We proposed a method for hierarchical reinforcement learning that combines representation learning of trajectories with model-based planning in a continuous latent space of behaviors. We describe how to train such a model and use it for long horizon planning, as well as for exploration. Experimental evaluations show that our method outperforms several prior methods and flat reinforcement learning methods in tasks that require reasoning over long horizons, handling sparse rewards, and performing multi-step compound skills.

7. Acknowledgements

We would like to thank Roberto Calandra, Gregory Kahn, Justin Fu for helpful comments and discussions. This work was supported by the AWS Program for Research and Education, equipment donations from NVIDIA, Berkeley Deep Drive, ONR PECASE N000141612723, and an ONR Young Investigator Program award.
References

Bacon, P., Harb, J., and Precup, D. The option-critic architecture. In Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence, February 4-9, 2017, San Francisco, California, USA., pp. 1726–1734, 2017.

Bellemare, M. G., Srinivasan, S., Ostrovski, G., Schaul, T., Saxton, D., and Munos, R. Unifying count-based exploration and intrinsic motivation. In Advances in Neural Information Processing Systems 29: Annual Conference on Neural Information Processing Systems 2016, December 5-10, 2016, Barcelona, Spain, pp. 1471–1479, 2016.

Brafman, R. I. and Tennenholtz, M. R-max - a general polynomial time algorithm for near-optimal reinforcement learning. Journal of Machine Learning Research, 3:213–231, March 2003. ISSN 1532-4435. doi: 10.1162/153244303765208377.

Dayan, P. and Hinton, G. E. Feudal reinforcement learning. In Proceedings of the Fifteenth International Conference on Machine Learning (ICML 1998), Madison, Wisconsin, USA, July 24-27, 1998, pp. 118–126, 1998.

Florensa, C., Duan, Y., and Pieter., A. Stochastic neural networks for hierarchical reinforcement learning. In ICLR, 2017.

Fox, R., Krishnan, S., Stoica, I., and Goldberg, K. Multi-level discovery of deep options. CoRR, abs/1703.08294, 2017.

Frans, K., Ho, J., Chen, X., Abbeel, P., and Schulman, J. Meta learning shared hierarchies. CoRR, abs/1710.09767, 2017.

Fu, J., Co-Reyes, J. D., and Levine, S. EX2: exploration with exemplar models for deep reinforcement learning. In Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information Processing Systems 2017, 4-9 December 2017, Long Beach, CA, USA, pp. 2574–2584, 2017.

Garca, C. E., Prett, D. M., and Morari, M. Model predictive control: Theory and practicea survey. Automatica, 25(3): 335 – 348, 1989.

Gregor, K., Rezende, D. J., and Wierstra, D. Variational intrinsic control. CoRR, abs/1611.07507, 2016.

Haarnoja, T., Tang, H., Abbeel, P., and Levine, S. Reinforcement learning with deep energy-based policies. CoRR, abs/1702.08165, 2017.

Hausman, K., Springenberg, J. T., Ziyu Wang, N. H., and Riedmiller, M. Learning an embedding space for transferable robot skills. In Proceedings of the International Conference on Learning Representations, ICLR, 2018.

Heess, N., Wayne, G., Tassa, Y., Lillicrap, T. P., Riedmiller, M. A., and Silver, D. Learning and transfer of modulated locomotor controllers. CoRR, abs/1610.05182, 2016.

Hoffman, M. D. and Blei, D. M. Stochastic structured variational inference. In Proceedings of the Eighteenth International Conference on Artificial Intelligence and Statistics, AISTATS 2015, San Diego, California, USA, May 9-12, 2015.

Houthoofd, R., Chen, X., Duan, Y., Schulman, J., Turck, F. D., and Abbeel, P. VIME: variational information maximizing exploration. In Advances in Neural Information Processing Systems 29: Annual Conference on Neural Information Processing Systems 2016, December 5-10, 2016, Barcelona, Spain, pp. 1109–1117, 2016.

Kingma, D. P. and Welling, M. Auto-encoding variational bayes. CoRR, abs/1312.6114, 2013.

Levine, S., Finn, C., Darrell, T., and Abbeel, P. End-to-end training of deep visuomotor policies. J. Mach. Learn. Res., 17(1):1334–1373, January 2016.

Mishra, N., Abbeel, P., and Mordatch, I. Prediction and control with temporal segment models. In Proceedings of the 34th International Conference on Machine Learning, ICML 2017, Sydney, NSW, Australia, 6-11 August 2017, pp. 2459–2468, 2017.

Mnih, V., Kavukcuoglu, K., Silver, D., Rusu, A. A., Veness, J., Bellemare, M. G., Graves, A., Riedmiller, M. A., Fidjeland, A., Ostrovski, G., Petersen, S., Beattie, C., Sadik, A., Antonoglou, I., King, H., Kumaran, D., Wierstra, D., Legg, S., and Hassabis, D. Human-level control through deep reinforcement learning. Nature, 518(7540): 529–533, 2015.

Mnih, V., Badia, A. P., Mirza, M., Graves, A., Lillicrap, T. P., Harley, T., Silver, D., and Kavukcuoglu, K. Asynchronous methods for deep reinforcement learning. CoRR, abs/1602.01783, 2016.

Mohamed, S. and Rezende, D. J. Variational information maximisation for intrinsically motivated reinforcement learning. In Advances in Neural Information Processing Systems, 2016.
Self-Consistent Trajectory Autoencoder

Systems 28: Annual Conference on Neural Information Processing Systems 2015, December 7-12, 2015, Montreal, Quebec, Canada, pp. 2125–2133, 2015.

Nagabandi, A., Kahn, G., Fearing, R. S., and Levine, S. Neural network dynamics for model-based deep reinforcement learning with model-free fine-tuning. *CoRR*, abs/1708.02596, 2017.

Parr, R. and Russell, S. J. Reinforcement learning with hierarchies of machines. In *Advances in Neural Information Processing Systems 10, [NIPS Conference, Denver, Colorado, USA, 1997]*, pp. 1043–1049, 1997.

Schmidhuber, J. Driven by compression progress: A simple principle explains essential aspects of subjective beauty, novelty, surprise, interestingness, attention, curiosity, creativity, art, science, music, jokes. *CoRR*, abs/0812.4360, 2008.

Schulman, J., Levine, S., Abbeel, P., Jordan, M. I., and Moritz, P. Trust region policy optimization. In *Proceedings of the 32nd International Conference on Machine Learning, ICML 2015, Lille, France, 6-11 July 2015*, pp. 1889–1897, 2015.

Schulman, J., Abbeel, P., and Chen, X. Equivalence between policy gradients and soft q-learning. *CoRR*, abs/1704.06440, 2017a.

Schulman, J., Wolski, F., Dhariwal, P., Radford, A., and Klimov, O. Proximal policy optimization algorithms. *CoRR*, abs/1707.06347, 2017b.

Silver, D., Huang, A., Maddison, C. J., Guez, A., Sifre, L., van den Driessche, G., Schrittwieser, J., Antonoglou, I., Panneershelvam, V., Lanctot, M., Dieleman, S., Grewe, D., Nham, J., Kalchbrenner, N., Sutskever, I., Lillicrap, T., Leach, M., Kavukcuoglu, K., Graepel, T., and Hassabis, D. Mastering the game of Go with deep neural networks and tree search. *Nature*, 529(7587):484–489, 2016.

Stadie, B. C., Levine, S., and Abbeel, P. Incentivizing exploration in reinforcement learning with deep predictive models. *CoRR*, abs/1507.00814, 2015.

Strehl, A. L. and Littman, M. L. An analysis of model-based interval estimation for markov decision processes. *J. Comput. Syst. Sci.*, 74(8):1309–1331, 2008. doi: 10.1016/j.jcss.2007.08.009.

Sutton, R. S., Precup, D., and Singh, S. P. Between mdps and semi-mdps: A framework for temporal abstraction in reinforcement learning. *Artif. Intell.*, 112(1-2):181–211, 1999. doi: 10.1016/S0004-3702(99)00052-1.
Supplementary Materials

A. Experimental Details

For all experiments, we parameterize $\pi_{\theta_{PD}}$ and $\pi_e$ as a three-layer fully connected neural networks with 400, 300, 200 hidden units and ReLU activations. The policies output either categorical or Gaussian distributions. The encoder is a two-layer bidirectional-LSTM with 300 hidden units, and we mean-pool over LSTM outputs over time before applying a linear transform to produce parameters of a Gaussian distribution. We use an 8-dimensional diagonal Gaussian distribution for $z$. The state decoder is a single-layer LSTM with 256 hidden units that conditions on the initial state and latent $z$, to output a Gaussian distribution over trajectories. We use trajectories of length $T = 19$, and plan over $K = 2048$ random latent sequences. We use horizons $H = 380$, $H_{MPC} = 5$, $H_e = 5$ for the 2D navigation task, $H = 950$, $H_{MPC} = 20$, $H_e = 10$ for the wheeled locomotion task, and $H = 950$, $H_{MPC} = 10$, $H_e = 10$ for the object manipulation task. These values were chosen empirically with a hyperparameter sweep.

B. Baseline Details

**TRPO / VIME**  We used the rllab TRPO implementation, OpenAI VIME implementation with a batch size of 100 * task horizon and step size of 0.01.

**MPC**  We use a learning rate of 0.001 and batch size of 512. The MPC policy simulates 2048 paths each time it is asked for an action. We verified correctness on half-cheetah.

**Option Critic**  We use a version of Option Critic that uses PPO instead of DQN. We swept over number of options, reward multiplier, and entropy bonuses. We verified correctness on cartpole, hopper, and cheetah.

**Feudal / A3C**  The Feudal and A3C implementations are based on chainerRL. We swept over the parameters $\beta$, $t_{max}$, and gradient clipping.