Severity of illness scores are commonly used in intensive care units (ICUs) to estimate the risk of in-hospital mortality. The prediction of such risk is of importance in optimising limited hospital resources, such as beds or ventilators.

Commonly-used severity of illness scoring systems include the Acute Physiology and Chronic Health Evaluation (APACHE), Mortality Probability Model (MPM) and the Simplified Acute Physiology Score (SAPS). Each of these scoring systems has several versions, as shown in Fig. 1. Of interest to this research is the SAPS III (SAPS 3) model, commonly referred to as SAPS 3. Moreno et al. proposed the following model for prediction of in-hospital mortality based on a SAPS 3 score:

\[
\text{Probability of in-hospital mortality} = \frac{1}{1 + \exp(-\logit)}
\]

\[
\logit = -32.6659 + 7.3068 \times \ln(\text{SAPS 3 score} + 20.5958)
\]

Generally, a SAPS 3 score is computed within 1 hour of ICU admission and is converted to probability of in-hospital mortality using the aforementioned equation. Though the SAPS 3 model was developed for use worldwide, the dataset used in its development was not representative of the global case mix. Owing to this, external validation of the SAPS 3 model is necessary, prior to its use in any ICU. Nassa et al. reviewed published studies that externally validated the SAPS 3 model and demonstrated that the SAPS 3 model could not be used to predict in-hospital mortality in many ICUs. In particular, of the 28 studies reviewed, it was found that the model exhibited lack-of-fit in 60.71% (n=17) studies. There are few studies that externally validated the SAPS 3 model in a general ICU, post 2013. However, most of these sought to investigate the performance of this model in a specific group of patients. As the present study is not a systematic review, these studies are not reported.
The findings of the Nassar et al. study supported the motivation for conducting this study in the South African (SA) context. Additional motivation came from the Van der Merwe et al. study, which was the first to externally validate the SAPS 3 model in Sub-Saharan Africa (SSA). They found that the SAPS 3 model could be used to describe case mix in a SA-based ICU based on a Hosmer-Lemeshow (H-L) goodness-of-fit test with a p-value of 0.15. On the basis of this significant p-value, it was decided to investigate whether a model based on African ICU data would improve the fit. The third motivation stemmed from the omission of African-based ICUs in the development of the SAPS 3 model.

The aim of the study was to develop a prognostic model for prediction of in-hospital mortality in a tertiary public hospital in SA. The objectives of the study were to propose a severity-of-illness scoring system using data collected in a SA hospital and to develop a statistical model for predicting in-hospital mortality based on the proposed severity-of-illness score.

Methods

Study design and source of data

The study design was a prospective observational study conducted in a closed multidisciplinary 16-bed tertiary ICU with fulltime onsite resident cover, fulltime specialist cover and a registered nurse to patient ratio of 3:4. Livingstone Tertiary Hospital serves ~1.6 million people from an area of 60 000 km². The dataset was extracted from the database of an observational ICU study: acute kidney injury in critically ill patients in a tertiary ICU in the Eastern Cape, SA (the LivAKI study), which included 875 admissions to Livingstone Tertiary Hospital adult ICU.[2] All first-time ICU admissions aged 12 years and older, admitted between 3 January 2017 and 3 January 2018 were included. Exclusion criteria were patients who arrived moribund and who died within 6 hours of admission (considered inappropriate ICU referrals). Patients admitted to step-down beds for drug infusions, patients with incomplete data sets (e.g., unknown hospital outcome, patients who were re-admitted to ICU, brain-dead patients admitted for organ donation and patients with end-stage kidney disease who were found ineligible for long-term renal replacement therapy due to resource limitations).

Ethics considerations

Ethics approval for data collection during the LivAKI study was granted by the Walter Sisulu University Human Research Ethics Unit (ref. no. 067/2016). The need for study participants’ consent was waived, as this was a non-experimental study that would not influence patient management.

Predictor and outcome variables

The outcome variable of interest was defined as the survival status (survivor/non-survivor) at discharge. A survivor was defined as a patient who was discharged alive during the study period. On the other hand, a non-survivor was defined as a patient who demised in the hospital during the study period.

The variables in the SAPS 3 model were used as predictor variables. In addition, the presence of chronic kidney disease, diabetes, hypertension, and HIV status were added to the list of variables from the SAPS 3 model. These comorbidities were added due to their prevalence in SA. The list of all predictor variables in this study is provided in Table 1.

Data collection

Data for each predictor variable were collected within an hour of ICU admission, while the outcome of interest was recorded at discharge.

Overview of the research methodology

Depicted in Fig. 2 is the general framework of the methodology used in this study. Firstly, four multiple logistic regression models were developed, each of which was used to develop a scoring system, with weights in each scoring system derived by multiplying the estimated coefficients of a multiple logistic regression model by 10. Secondly, each scoring system was used to generate a severity-of-illness score for each patient in the study sample. The sample with the new scores was used to cross-validate the results. Cross-validation was repeated 500 times using the technique described by Pazi et al.[3] Lastly, the four models were compared by analysing the results from 500 validation samples.

Variable selection

Predictor variables in the first multiple logistic regression model (model 1) are listed in Table 1. A forward-selection approach was employed in selecting predictor variables for inclusion in the second multiple logistic regression model (model 2). The goal for model 2 was to mainly consist of physiological variables, similar to the SAPS II model. Therefore, the forward-selection approach began with the fit of a logistic regression model including physiological variables only (variables 23 - 32 in Table 1). Other predictor variables were added in a stepwise manner, using a likelihood ratio test as the criterion. A

| Variable | Description |
|----------|-------------|
| 1 Age (years) | |
| 2 Hospital length of stay before ICU admission (days) | |
| 3 Intra-hospital location before ICU admission | |
| 4 AIDS | |
| 5 Cancer | |
| 6 Haematological cancer | |
| 7 Cirrhosis | |
| 8 Chronic kidney disease | |
| 9 Heart failure (NYHA Class IV) | |
| 10 Diabetes | |
| 11 Hypertension | |
| 12 HIV infection | |
| 13 Use of vasoactive medication before ICU admission | |
| 14 ICU admission (planned or unplanned) | |
| 15 Cardiovascular reason for ICU admission | |
| 16 Hepatic reason for ICU admission | |
| 17 Digestive reason for ICU admission | |
| 18 Neurological reason for ICU admission | |
| 19 Surgical status at ICU admission | |
| 20 Anatomical site of surgery | |
| 21 Nosocomial acute infection at ICU admission | |
| 22 Respiratory acute infection at ICU admission | |
| 23 Glasgow Coma Scale (GCS) score | |
| 24 Bilirubin level in the blood (mg/dL) | |
| 25 Body temperature (degrees Celsius) | |
| 26 Creatinine level in the blood (mg/dL) | |
| 27 Heart rate (beats/minutes) | |
| 28 Leukocytes count (cells per mL) | |
| 29 Blood pH level | |
| 30 Platelets count (cells per mL) | |
| 31 Systolic blood pressure (mmHg) | |
| 32 Oxygenation (PaO₂/FiO₂ if ventilated, PaO₂ if not ventilated) | |

ICU = intensive care unit; NYHA = New York Heart Association; GCS = Glasgow Coma Scale; PaO₂ = oxygen partial pressure; FiO₂ = fraction of inspired oxygen.
significance level of 0.10 was used to determine whether a variable was eligible for entry in each step. A forward-selection procedure was also used to select variables for inclusion in the third multiple logistic regression model (model 3). However, this approach started with the fit of a logistic regression model with zero predictor variables. Predictor variables were added in the manner described in the previous paragraph. Lastly, univariate analyses were conducted to select variables for inclusion in the fourth multiple logistic regression model (model 4). Each univariate analysis required conducting a statistical hypothesis test to assess the association between the outcome variable and a predictor variable. Statistical hypothesis tests used include the Pearson’s chi-squared test and the Fisher’s exact test. All the variables which were statistically significant, at the significance level of 0.15, in the univariate analyses, were added to model 4. A higher significance level was used to account for confounders that may not have been evident in the univariate analysis.

Cross-validation of results
The following steps were used to cross-validate the results:
• Step 1: Randomly divide the study sample with the new scores into a developmental sample (67%) and a validation sample (33%)
• Step 2: Use the developmental sample to derive a model that transforms a severity-of-illness score to probability of in-hospital mortality for each scoring system
• Step 3: Predict in-hospital mortality for each patient in the validation sample
• Step 4: Compare the observed and the predicted outcomes in the validation sample
• Step 5: Repeat steps 1 - 4 500 times.

Each mortality prediction model in step 2 was developed using simple logistic regression:

\[
\text{logit} = \alpha + \beta \times \text{score},
\]

\[
\text{Probability of in-hospital mortality} = \frac{1}{1 + \exp(-\text{logit})}
\]

where \( \alpha \) and \( \beta \) are parameters of the model which are mathematical constants, and the score refers to the numerical value computed by the associated scoring system. The parameters, \( \alpha \) and \( \beta \), were estimated by means of the method of maximum likelihood.

In step 4, the observed and predicted outcomes were compared by evaluating goodness-of-fit, discrimination and classification ability of each mortality prediction model. The H-L test, standardised mortality ratio (SMR) and the flexible calibration curve were used to assess goodness-of-fit.\(^{12,13,15}\) Discrimination was assessed using an area under the receiver operating characteristic curve (AUC) and area under the precision-recall curve.\(^{14}\) Three performance metrics including balanced accuracy (BA), bookmarked informedness (BM) and markedness (MK), were used to assess classification ability. These performance metrics were computed as:

\[
BA = \frac{\text{sensitivity} + \text{specificity}}{2}
\]

(worst value = 0; best value = 1)

\[
BM = \frac{\text{sensitivity} + \text{specificity} - 1}{2}
\]

(worst value = -1; best value = 1)

\[
MK = \frac{\text{precision} + \text{negative predictive value} - 1}{2}
\]

(worst value = -1; best value = 1)

Each of the three aforementioned classification metrics measures the model’s ability to predict class membership (i.e. survivor or non-survivor). In other words, they measure the classification accuracy of the model.

Cross-validation was considered important for the purposes of comparing the performance of the models developed in this study. After selecting the superior model, goodness-of-fit and discrimination thereof, were assessed on a single-validation sample.

Results
Participants
There were 875 patients admitted to the multidisciplinary ICU at Livingstone Tertiary Hospital between 3 January 2017 and 3 January 2018. Of these 875 patients, 46 were excluded, resulting in the study sample of 829 patients. Fig. 3 shows the groups of patients who were excluded in this study.

Less than a quarter of patients (21.35%; \( n = 177 \)) died during the study period. Table 2 presents basic demographics of the patients in the study. On average, the non-survivors were older than the survivors. This is evident from the mean values and the \( t \)-test analysis (\( p=0.00030 \)). Furthermore, the percentage of male survivors was approximately the same as that of male non-survivors. The same was observed in the female groups. Therefore, there is little to no association between gender and in-hospital mortality. These results were confirmed by the Pearson’s chi-squared test (\( p=0.9835 \)).

The scoring systems
Table 3 summarises the number of variables into four classes for each scoring system. The list of all variables in each scoring system can be found in Appendix A (https://www.samedical.org/file/1835).
Fig. 3. Exclusions in this study.

Table 2. Demographic profile of the participants

| Variable                  | All patients (N=829), n (%) | Non-survivors (N=177), n (%) | Survivors (N=652), n (%) |
|---------------------------|------------------------------|------------------------------|--------------------------|
| Age (years), mean (SD)    | 42.6 (16.7)                  | 46.5 (16.8)                  | 41.5 (16.6)              |
| Gender                    |                              |                              |                          |
| Females                   | 339 (40.9)                   | 73 (41.2)                    | 266 (40.8)               |
| Males                     | 490 (59.1)                   | 104 (58.8)                   | 386 (59.2)               |

SD = standard deviation.
*Unless otherwise specified.

Comparison of the models

Table 4 summarises the cross-validation results from the validation samples. The column labelled \( p \leq 0.05 \) reports, in percentage, the results of the 500 H-L tests. Each mean AUC is the arithmetic mean of the AUC values from all 500 validation samples, with mean BA, mean BM, and mean MK defined similarly.

The proposed model

The following is the proposed model for prediction of in-hospital mortality:

\[ P(\text{mortality}) = \frac{1}{1 + \exp(-\text{logit})} \]

where \( \text{logit} = -9.3994 + 0.1096 \times \text{score} \).

Fig. 4 is the graphical representation of the proposed mortality prediction model.

The multiple logistic regression model from which the proposed scoring system was derived is tabled as Appendix B (https://www.samedical.org/file/1835).

Calibration of the proposed model

To demonstrate the comparison between observed and expected non-survivor frequencies, Tables 5 and 6 report the results from the last of the 500 validation samples. The estimated probabilities of in-hospital mortality in Table 5 are grouped according to percentiles. Also displayed in Table 5 is the SMR, with associated 95% confidence interval (CI) for each risk group. Table 6 is similar to Table 5. However, the probabilities are grouped according to fixed values as shown in the first column. The \( \tilde{H} \) test statistic based on the frequencies in Table 5 is 3.96 (\( p=0.9489 \)) while the \( \tilde{H} \) from the frequencies in Table 6 is 4.16 (\( p=0.9399 \)).

Depicted in Fig. 5 is the flexible calibration curve for assessment of goodness-of-fit of the proposed model. Fig. 5 also includes the intercept, slope, and the \( c \)-statistic with associated 95% CI.

Table 3. Variables in each scoring system developed in this study

| Variable classification | SC1 | SC2 | SC3 | SC4 |
|-------------------------|-----|-----|-----|-----|
| Demographic             | 1   | 1   | 1   | 1   |
| Comorbidities           | 9   | 2   | 2   | 1   |
| Physiological           | 10  | 10  | 6   | 9   |
| Other                   | 12  | 2   | 2   | 9   |
| Total                   | 32  | 15  | 11  | 20  |

Discrimination of the proposed model

Fig. 6 depicts the receiver operating curve (ROC) and the precision-recall curve for the proposed model.

Discussion

The variables in the first scoring system (SC1) were similar to those in the SAPS 3 model. The difference is that chronic kidney disease, hypertension, diabetes and HIV do not form part of the comorbidities in the SAPS 3 model. The second scoring system (SC2) measured severity of illness based mainly on physiological data, thereby making it similar to the SAPS II model. The third scoring system (SC3) is unique in the sense that its variables were selected based solely on statistical significance. Variables in the fourth scoring system (SC4) were also selected based on statistical significance. However, each variable needed to be statistically significant in a univariate analysis, and not necessarily in the multivariate analysis.

Table 4 shows that 12.6% of the 500 validation samples resulted in lack-of-fit of the SC1 model. Similarly, 13% resulted in lack-of-fit of the SC2 model. 12.2% resulted in lack-of-fit of the SC3 model, and 16.4% in that of the SC4 model. This means that fewer validation samples resulted in lack-of-fit for each model developed in the present study. By comparison, almost a third (31.2%) of the 500 validation samples resulted in lack-of-fit of the SAPS 3 model, supporting the development of a model more suited to the SA ICU. In addition, Table 4 shows that the models developed in this study exhibited similar discrimination, although the SC1 model had a marginally higher discrimination ability. Moreover, the discrimination ability of the SC1 model was higher than that of the SAPS 3 model.

The mean BA, BM, and MK in Table 4 measured the performance of each model as a classifier. The BA measured the overall accuracy of each model by combining sensitivity (recall) and specificity into a single statistic. It is preferred over the classification accuracy when classes are imbalanced. The BM measured the model’s ability to balance sensitivity and specificity, with MK defined similarly but measuring the model’s ability to balance positive predictive value (precision) and negative predictive value. The results in Table 4 show that the models developed in this study exhibited similar classification abilities. However, the classification ability of the SC1 model was marginally higher than the other models, including the SAPS 3 model.

Owing to its superior performance, the SC1 model is proposed. In theory, a severity-of-illness score generated by the proposed scoring system ranges from zero to 230. Fig. 4 shows the probability of in-hospital mortality for all possible values of the score from zero to 230. It is evident from Fig. 4 that the proposed model gives a low probability to a low score, and as the score increases, the probability also increases. In addition, the risk of mortality during hospital stay is close to one for any patient with a score ≥130. In contrast, any patient with a score ≤40 has a probability of demise close to zero.

Tables 5 and 6 and Fig. 5 are a result of assessing the proposed model in a single validation sample. The proposed model exhibited
good calibration according to both the H-L test and the flexible calibration curve. This is evident from the H-L test statistics of $Ĉ=3.96$ ($p=0.9489$) and $Ĥ=4.16$ ($p=0.9399$), and the calibration intercept close to zero with the calibration slope close to one. In addition, Fig. 6 shows that the proposed model exhibited good discrimination with the area under the ROC of 0.8561, and area under the precision-recall curve of 0.6685.

Study strengths and limitations

Firstly, to the best of the authors’ knowledge, this is the first study to develop a model similar to the SAPS 3, using data collected in a SA hospital. Secondly, the literature provides support for the external validation of the SAPS 3 model, prior to its use in any ICU. Van der Merwe et al.\textsuperscript{10} externally validated the SAPS 3 model in SSA, and showed that the SAPS 3 model can be used to describe case mix in a tertiary ICU in SA. The present study demonstrates that although the SAPS 3 model was found to be adequate, a model with superior discrimination and classification abilities exists, namely the SC1 model.

The SC1 model was developed using data collected in a single hospital. Therefore, to generalise use, the proposed model needs to be prospectively validated in other hospitals in SA.

Conclusion

The SAPS 3 model was developed without including data from Africa. This study developed a model similar to the SAPS 3 using data collected in a SA tertiary hospital. The proposed model exhibited good calibration with excellent ability to distinguish between survivors and non-survivors. Future research should include the prospective validation of the proposed model in other hospitals in SA.

Declaration. This study was done in partial fulfilment of requirements for a PhD degree (SP).

| Table 4. Results from cross-validation |
|----------------------------------------|
| Goodness-of-fit | Discrimination | Classification (mean) |
|-----------------|----------------|----------------------|
| $p<0.05$        | Mean AUC       | BA                   | BM       | MK       |
| SC1 model       | 12.6%          | 0.827                | 0.746    | 0.492    | 0.359    |
| SC2 model       | 13.0%          | 0.817                | 0.739    | 0.479    | 0.350    |
| SC3 model       | 12.2%          | 0.814                | 0.737    | 0.482    | 0.348    |
| SC4 model       | 16.4%          | 0.810                | 0.733    | 0.475    | 0.342    |
| SAPS 3 model    | 31.2%          | 0.792                | 0.711    | 0.422    | 0.304    |

AUC = area under the receiver characteristic curve; BA = balanced accuracy; BM = bookmarked informedness; MK = markedness.

| Table 5. Hosmer-Lemeshow test – frequencies according to the $Ĉ$-statistic |
|-------------------------------|-----------------|-----------------|---------|
| Estimated probability | Observed non-survivors | Expected non-survivors | SMR | 95% CI |
| (0.0077;0.0251) | 0 | 0.57 | | |
| (0.0251;0.0382) | 1 | 0.86 | 1.16 | –1.12 - 3.44 |
| (0.0382;0.0578) | 2 | 1.62 | 1.24 | –0.48 - 2.95 |
| (0.0578;0.0783) | 2 | 1.97 | 1.01 | –0.39 - 2.42 |
| (0.0783;0.1159) | 2 | 2.53 | 0.79 | –0.31 - 1.89 |
| (0.1159;0.1682) | 3 | 3.73 | 0.80 | –0.11 - 1.71 |
| (0.1682;0.2688) | 4 | 5.62 | 0.71 | 0.01 - 1.41 |
| (0.2688;0.4002) | 13 | 9.84 | 1.32 | 0.6 - 2.04 |
| (0.4002;0.5878) | 12 | 14.31 | 0.84 | 0.36 - 1.31 |
| (0.5878;0.9763) | 19 | 19.66 | 0.97 | 0.53 - 1.4 |

SMR = standardised mortality ratio; CI = confidence interval.

| Table 6. Hosmer-Lemeshow test – frequencies according to the $Ĥ$-statistic |
|-------------------------------|-----------------|-----------------|---------|
| Estimated probability | Observed non-survivors | Expected non-survivors | SMR | 95% CI |
| (0.0000;0.1000) | 5 | 6.12 | 0.82 | 0.1 - 1.53 |
| (0.1000;0.2000) | 6 | 7.27 | 0.82 | 0.16 - 1.49 |
| (0.2000;0.3000) | 7 | 5.19 | 1.35 | 0.35 - 2.35 |
| (0.3000;0.4000) | 7 | 6.57 | 1.07 | 0.28 - 1.85 |
| (0.4000;0.5000) | 5 | 6.61 | 0.76 | 0.09 - 1.42 |
| (0.5000;0.6000) | 9 | 9.30 | 0.97 | 0.34 - 1.6 |
| (0.6000;0.7000) | 2 | 3.19 | 0.63 | –0.24 - 1.5 |
| (0.7000;0.8000) | 6 | 5.83 | 1.03 | 0.21 - 1.85 |
| (0.8000;0.9000) | 3 | 3.27 | 0.92 | –0.12 - 1.96 |
| (0.9000;1.0000) | 8 | 7.36 | 1.09 | 0.33 - 1.84 |

SMR = standardised mortality ratio; CI = confidence interval.
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