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\textsc{Abstract}. An algorithm to generate random points inside an arbitrary $d$–dimensional convex body $X$ with respect to the flat (Lebesgue) measure is proposed. It can be considered as an iterated functions system (IFS) with an infinite number of functions acting on $X$. We analyze the corresponding Markov operator which acts on the probability measures, and show that any initial measure converges exponentially to the uniform measure. Estimations for the convergence rate are derived in terms of the dimension $d$ and the ratio between the radius of the sphere inscribed in $X$ and the radius of the outscribed sphere. Concrete estimations are provided for the Birkhoff polytope containing bistochastic matrices, the set of quantum states acting on $N$–dimensional Hilbert space and its subset consisting of states with positive partial transpose.

1. Introduction

In this paper we consider the problem of generating a high dimensional random variable according to a given probability distribution. We focus on the case where the random variable lies in a vector space and the probability distribution is absolutely continuous and has smooth density with respect to the Lebesgue measure.

The simplest and fully solved case is the when all entries are independent. In this case, it is enough to sample each entry independently at random. But if the entries fail to be independent, it becomes difficult to sample from the given distribution efficiently.

Let us give some examples where sampling is still possible.

(i) In one dimension, it is possible to sample as soon as one is able to compute the cumulative function.

(ii) In dimension $n$, let $A$ be a Borel subset of $\mathbb{R}^n$, and $\mu$ be a measure on $\mathbb{R}$. If one wants to simulate the conditional probability $\mu_A(B) = \mu^\otimes(B \cap A)/\mu^\otimes(A)$, it is enough to sample according to $\mu^\otimes$ and keep the simulated value if an only if the random sample belongs to $A$. This technique is exact but it is efficiently implemented if and only if $\mu^\otimes(A)$ is large. In general, we are interested in a sequence of probability spaces indexed by $n$ with $n \to \infty$. In this setup, replacing $A$ by $A_n$, $\mu^\otimes(A_n)$ decays quickly to zero and this technique can not be applied.
(iii) In higher dimension too, there exists tricks to simulate interesting singular measures, such as for example the uniform measure on the unit sphere. In this case, it is enough to sample according to $\mathcal{N}(0,1)^{*n}$ and divide by the $l^2$. Although some interesting things can be said in a more general context of measures on manifolds, we do not discuss this problem here and plan to address it elsewhere.

Let us note also that the second item above can be generalized to the more general setup of a probability measure on $\mathbb{R}^n$ that is not uniform, but rather absolutely continuous with respect to the Lebesgue measure, and has a continuous density supported on a compact set. Denoting this density by $f$ and its support by $K$, due to the Fubini theorem it is enough to simulate the uniform measure on the compact set $\{(x, y), 0 \leq y \leq f(x)\} \subset K \times \mathbb{R}_+$ and take the first component. In principle this can be achieved through the conditional probability methods. This technique is sometimes known as the rejection method.

This is going to be the framework in which we are interested. Note however, that the measure of the set on which the necessary conditions are fulfilled can be too small to have any practical use in a large dimension. Therefore, instead of trying to achieve an explicit sampling, we analyze in this paper a scheme of an approximate sampling, that is close to the targeted sampling in total variation norm. Some techniques using SDES to achieve this have been developed but they are less systematic. Here we will focus on techniques based on Markov chains. Our approach may be considered as a variant of the slice sampling – see also [13, 15, 16, 17, 9].

In particular, our assumptions will be good enough to deal with the case of the uniform measure on convex bodies. This will lead us to a subsequent part of our paper where we deal with important applications of our results to Quantum Information Theory. There, we give theoretical convergence rates and also concrete simulations.

One important technical assumption that we will need to make is that the density of the measure to be simulated can be ‘easily’ computed at a given point. For example, if we are interested in the uniform measure on the convex body of separable states, the problem of finding out whether a state is separable or not is a ‘hard’ problem [6], and in particular it is ‘hard’ to tell whether the density is zero or not.

One important feature of our algorithm is that we don’t need to know the measure itself, but only a multiple of it. This is important because sometimes it is very difficult to compute partition functions.

The paper is organized as follows. In section 2 we formulate the problem and introduce necessary tools. In sections 3 and 4 we prove the convergence theorems for two types of sampling and provide general estimates for the convergence rates. These estimates are worked out in section 5 first for standard geometric objects, and it is shown that the convergence is faster for $d$-simplices than for $d$-cubes and $d$-balls. Later similar estimations are obtained for convex sets used in physical applications, including the Birkhoff polytope of bistochastic matrices, the set of quantum states and its subset consisting PPT states with positive partial transpose. The paper is concluded with some remarks in section 6.
2. CONVERGENCE THEOREM, GENERAL SETUP

Let \((X, \mathcal{A})\) and \((I, \mathcal{B})\) be two measurable spaces and let \(\mu, \nu\) be two probability measures on \(X\) and \(I\), respectively.

We shall assume that for any \(i \in I\) we have a transition function \(T_i : X \times \mathcal{A} \to [0, 1]\), i.e. \(T_i(x, \cdot)\) is a probability measure for any \(x \in X\) and for any \(A \in \mathcal{A}\) the function \(T_i(\cdot, A) : X \to [0, 1]\) is measurable. Additionally, we assume that \(\mu\) is invariant with respect to \(T_i\) for any \(i \in I\):

\[
\mu(A) = \int_X T_i(x, A)\mu(dx) \quad \text{for all } A \in \mathcal{A}.
\]

Now, if we assume that for any \(A \in \mathcal{A}\) the function \(T(\cdot, A) : I \times X \to [0, 1]\) is \(\mathcal{B} \otimes \sigma \mathcal{A}\)-measurable, then it follows from the Fubini theorem that the measure \(\mu\) is invariant with respect to the operator \(Q\) of the form

\[
Q\hat{\mu}(\cdot) = \int_X \int_I T_i(x, \cdot)\hat{\mu}(dx)\nu(di).
\]

By \(\mathcal{M}_1\) and \(\mathcal{M}\) we shall denote the set of all Borel measures and all probability Borel measures on \(X\), respectively.

By \(\| \cdot \|_{TV}\) we denote the total variation norm, i.e., if \(\hat{\mu} \in \mathcal{M} \setminus \mathcal{M}\), then \(\|\hat{\mu}\|_{TV} := \hat{\mu}^+(X) + \hat{\mu}^-(X)\), where \(\hat{\mu} = \hat{\mu}^+ - \hat{\mu}^-\) is the Jordan decomposition of the signed measure \(\hat{\mu}\).

We start with the following version of Doebelin’s theorem [5], which provides sufficient conditions for exponential convergence rates of the transition operator \(Q\).

**Proposition 2.1.** Assume that there exist \(\theta \in (0, 1), M \in \mathbb{N}\) and a measure \(\nu \in \mathcal{M}_1\) such that for any measurable set \(A\)

\[
Q^M(x, A) \geq \theta \nu(A) \quad \text{for any } x \in X.
\]

Then there exists a unique invariant measure \(\mu_* \in \mathcal{M}_1\) such that

\[
\|Q^n\mu - \mu_*\|_{TV} \leq C\alpha^n \quad \text{for all } \mu \in \mathcal{M}_1 \text{ and } n \geq 1,
\]

with the convergence rate \(\alpha = (1 - \theta)^{1/M}\) and prefactor \(C = 2(1 - \theta)^{-1}\).

Assume now that \(X\) is a bounded metric space and let \(\varphi : X \to \mathbb{R}\) be a Lipschitz function such that \(\int_X \varphi(x)\mu(dx) = 0\). Then we have (see Theorem 17.5.4 in [12]):

**Proposition 2.2.** Let \((X_n)\) be the Markov chain corresponding to the transition operator \(Q\). Under the hypothesis of Proposition 2.1, we have the Central Limit Theorem (CLT),

\[
\frac{\sum_{i=1}^n \varphi(X_i)}{\sqrt{n}} \Rightarrow W, \quad \text{as } n \to +\infty,
\]
where $W$ is a random variable with normal distribution $\mathcal{N}(0, D)$ for some $D \geq 0$ and the convergence is understood in law. Moreover, we have the Law of the Iterated Logarithm (LIL),

$$\limsup_{n \to +\infty} \frac{\sum_{i=1}^{n} \varphi(X_i)}{\sqrt{2n \log \log n}} = D$$

with probability 1. Of course the above implies that also

$$\liminf_{n \to +\infty} \frac{\sum_{i=1}^{n} \varphi(X_i)}{\sqrt{2n \log \log n}} = -D$$

with probability 1.

3. Convergence rate for the fixed basis algorithm

We first describe the fixed basis algorithm. This algorithm is conceptually the most closest one to slice sampling and can be seen as the first modification thereof. It also has the advantage that it is defined in a way that can be potentially generalized to manifolds (in contrast to algorithm 2).

3.1. Description of algorithm 1: fixed basis sampling. We consider a compact set $X \subset \mathbb{R}^d$. In a preliminary step let us choose a set of normed vectors $e = \{e_1, \ldots, e_l\}$ in $\mathbb{R}^d$ for $l \geq d$ such that $\text{Lin}\{e_1, \ldots, e_l\} = \mathbb{R}^d$. To generate a sequence of random points in $X$ repeat the following steps of the algorithm, illustrated in Fig. 1.

(i) Choose an arbitrary starting point $x_0 \in X$,

(ii) Draw randomly a vector $e_i$, where the direction $i$ is chosen with a uniform distribution among $(1, \ldots, l)$.

(iii) Find boundary points $x_1^{\min}, x_1^{\max} \in \partial X$ along the direction $e_i$: there exist positive numbers $a, b$ such that $x_1^{\min} = x_0 - ae_i$ and $x_1^{\max} = be_i$.

(iv) Select a point $x_1$ randomly with respect to the uniform measure in the interval $[x_1^{\min}, x_1^{\max}]$.

(v) Repeat the steps (ii)-(iv) to find subsequent random points $x_2, x_3, \ldots$.

This algorithm is very close to slice sampling. The main difference is that slice sampling proceeds recursively. It assumes one is able to simulate a uniform measure on an slice of codimension 1 (obtained by intersecting with an $n-1$ dimensional affine hyper plane).

3.2. Convergence rate with respect to the Lebesgue measure. Let $X$ be a compact subset $\mathbb{R}^d$ with a nonempty interior. Let a point $x_*$ in the interior of $X$ be given. We introduce two positive constants, $r$ and $R$, such that $B(x_*, r) \subset X \subset B(x_*, R)$, where $B(x_*, r)$ denotes a closed ball in $\mathbb{R}^d$. Let $e = \{e_1, \ldots, e_l\}$ such that $\text{Lin}\{e_1, \ldots, e_l\} = \mathbb{R}^d$
Figure 1. Algorithm to generate random points uniformly in a compact set $X$: one starts with any interior point $x_0 \in X$, picks randomly a direction (in this case $e_1$) finds two boundary points and draws $x_1$ randomly in the interval $[x_{1 \min}, x_{1 \max}]$. In the next step one chooses a next direction (here $e_2$), finds both boundary points and draws $x_2$ randomly in the interval $[x_{2 \min}, x_{2 \max}]$.

be given. We consider the Markov chain $\Phi$ corresponding to the algorithm illustrated in Fig. 1, which is described by the following transition function

\[
T(x, A) = \frac{1}{l} \sum_{i=1}^{l} \nu_{x, i}(A),
\]

where $\nu_{x, i}$ is the measure uniformly distributed over the set $\{y \in X : y-x = te_i \text{ for some } t \in \mathbb{R}\}$.

To characterize the set $X$ and the set of vectors $e = \{e_1, \ldots, e_l\}$, we will need the notion of $k$-accessibility illustrated in Fig. 2.

**Definition.** A compact set $X \subset \mathbb{R}^d$ is called $k$-accessible with respect to $e$, if there exists $x_* \in \text{int}X$ such that from any point $x \in X$ one can reach $x_*$ in not more than $k$ moves along the basis vectors. Thus there exist some sets $\{i_1, \ldots, i_k\} \subset \{1, \ldots, l\}$ and $\{\lambda_1, \ldots, \lambda_k\}, \lambda_1, \ldots, \lambda_k \in \mathbb{R}$ such that

\[
x + \sum_{j=1}^{m} \lambda_j e_{i_j} \in \text{int}X \quad \text{for any } m \leq k \quad \text{and} \quad x + \sum_{j=1}^{k} \lambda_j e_{i_j} = x_*.\]

**Theorem 3.1.** If $X \subset \mathbb{R}^d$ is $k$-accessible with respect to the basis $e = \{e_1, \ldots, e_l\}$, $x_* \in X$ and $B(x_*, r) \subset X \subset B(x_*, R)$ for some $r, R > 0$, then the chain $\Phi$ corresponding to the transition function $T$ given by (3.1) satisfies the hypothesis of Proposition 2.1 with

\[
M = k + d \quad \text{and} \quad \theta = b_d l^{-k-d} (r/R)^{k+d},
\]

where $b_d = \pi^{d/2} / \Gamma(d/2 + 1)$ denotes the volume of a unit ball in $\mathbb{R}^d$.

**Proof.** First, there is no restriction in assuming that $r \leq 1$. Fix $x \in X$ and let $\{i_1, \ldots, i_k\}$ and $\{\lambda_1, \ldots, \lambda_k\}$ be given according to $k$-accessibility of $X$. We are going to derive lower bounds for subdensities $f_m$ of $T^m(x, A)$ for $m = 1, \ldots, k$ defined on suitable spaces. Firstly,
Figure 2. Examples of $k$–accessibility in $2D$: a) an ellipse is $2$–accessible with respect to any orthogonal basis: any point $x$ can be transformed into a selected point $x_*$ in two moves along the basis vectors; b) the triangle $ABC$ is not accessible with respect to basis $(e_1, e_2)$, as starting from the corner $A$ one cannot move along the basis vectors, but this triangle is $2$–accessible with respect to the basis $(f_1, f_2)$.

Let $\tilde{X}_1 := \{x + t_1e_{i_1} : t_1 \in \mathbb{R}\} \cap X$. By the fact that $\tilde{X}_1$ contains a non-degenerate interval its one dimensional measure $\mathcal{L}_1$ is positive. Set $f_1(y) = 1/R$ for $y \in \tilde{X}_1$. Finally, we easily check that for any measurable set $A$ the following inequality holds

$$T(x, A) \geq (1/l) \int_{A \cap \tilde{X}_1} f_1 d\mathcal{L}_1.$$ 

Define $\tilde{X}_2 = \bigcup_{t_2 \in \mathbb{R}} (\tilde{X}_1 + t_2e_{i_2}) \cap X$. The set $\tilde{X}_2 \neq 0$ and its $t_2$–dimensional Lebesgue measure $\mathcal{L}_{t_2}$ is positive, where $t_2 = \dim \text{Lin}\{e_{i_1}, e_{i_2}\}$, by $k$–accessibility of $X$. Set $f_2(y) := (1/R)^2$ for $y \in \tilde{X}_2$ and observe that

$$T^2(x, A) \geq (1/l)^2 \int_{A \cap \tilde{X}_2} f_2 d\mathcal{L}_{t_2}.$$ 

By induction we define the sets $\tilde{X}_3, \ldots, \tilde{X}_m$. If we have done it for $m < k$, we may do it for $m + 1$ as well. Namely, we set $\tilde{X}_m := \bigcup_{t_m \in \mathbb{R}} (\tilde{X}_{m-1} + t_me_{i_m}) \cap X$. Then the set $\tilde{X}_m$ has positive $t_m$–dimensional Lebesgue measure, where $t_m = \dim \text{Lin}\{e_{i_1}, \ldots, e_{i_m}\}$. Moreover,

$$T^m(x, A) \geq (1/l)^m \int_{A \cap \tilde{X}_m} f_m d\mathcal{L}_{t_m},$$

where $f_m(y) := (1/R)^m$ for $y \in \tilde{X}_m$. In this way we obtain the constant $t_k = \dim \text{Lin}\{e_{i_1}, \ldots, e_{i_k}\}$ and the set $\tilde{X}_k \ni x_0$. Set

$$e_{i_{k+1}} = e_{q_1}, \ldots, e_{i_{k+d}} = e_{q_d},$$

where $q_1, \ldots, q_d \in \{1, \ldots, l\}$ are such that $\text{Lin}\{e_{q_1}, \ldots, e_{q_d}\} = \mathbb{R}^d$.

Now we repeat the procedure $d$ more times. Then $\tilde{X}_{k+d} \supset B(x_0, r)$ and $t_{k+d} = d$ and we finally obtain

$$T^{k+d}(x, A) \geq (1/R)^{k+d} \mathcal{L}_d(A \cap B(x_0, r)).$$
Since, \( B(x_0, r) \subset \tilde{X}_{k+d} \) we obtain
\[
T^{k+d}(x, A) \geq (1/Rl)^{k+d}b_d r^d \nu(A) \geq b_d l^{-k-d}(r/R)^{k+d} \nu(A),
\]
where \( \nu(A) = \mathcal{L}_d(A \cap B(x_0, r)) (\mathcal{L}_d(B(x_0, r)))^{-1} \).

This completes the proof. \( \square \)

From Proposition 2.2 it follows that

**Corollary 3.1.** Let \((X_n)_{n \geq 1}\) be the Markov chain corresponding to the transition function \(T\) and let \(\phi\) be an arbitrary Lipschitz function on \(X\) such that \(\int_X \phi d\mathcal{L}_d = 0\). Then \((\phi(X_n))_{n \geq 1}\) satisfies the CLT and LIL.

### 3.3. Case where the density is not uniform.

In this section we consider the case where the measure on a compact subset \(K\) of \(\mathbb{R}^n\) is not just the restriction of the Lebesgue measure, but a more general measure. We assume that the measure has a continuous strictly positive density with respect to the Lebesgue measure, and denote this density by \(f\).

In this case, we consider the subset \(\tilde{K}\) of \(\mathbb{R}^n \times \mathbb{R}^+\) given by
\[
\tilde{K} = \{(x, y) : x \in K, 0 < y \leq f(x)\}.
\]
This is clearly a compact set, and we can prove readily the following lemma, from which we derive our estimates.

**Proposition 3.1.** Assume that we are under the hypotheses of Theorem 3.1 for the set \(\tilde{K}\). Then the law of the first component \(x\) of \((x, y)\) converges towards the probability measure that we want to simulate \(f(x)dx\) at the speed given by Theorem 3.1.

**Proof.** This is a direct application of Fubini’s theorem. \( \square \)

### 4. Convergence rate for the random direction algorithm

Next, we describe algorithm 2, obtained from sampling in a random direction. As we will see, this algorithm converges faster in general, although it is conceptually less tied to slice sampling.

#### 4.1. Description of algorithm 2: random direction sampling.

We present here an alternative variant of the sampling algorithm, in which no fixed basis is selected, and the direction of a random walk is chosen randomly. As before we consider a compact set \(X \subset \mathbb{R}^d\).

(i) Choose an arbitrary starting point \(x_0 \in X\),

(ii) Draw randomly a unit vector \(e = [0, x]\), such that \(x \in S^d\) is a point taken according to the uniform distribution on the \(d\)-sphere,
(iii) Find boundary points $x_{1}^{\min}, x_{1}^{\max} \in \partial X$ along the direction $e$: there exist positive numbers $a, b$ such that $x_{1}^{\min} = x_{0} - ae$ and $x_{1}^{\max} + be$.

(iv) Select a point $x_{1}$ randomly with respect to the uniform measure in the interval $[x_{1}^{\min}, x_{1}^{\max}]$.

(v) Repeat the steps (ii)-(iv) to find subsequent random points $x_{2}, x_{3}, \ldots$

The only difference with respect to the previous version of the procedure is that each time the direction $e$ is taken randomly and that the direction used in step $i + 1$ does not depend on the direction used in step $i$.

4.2. Convergence rate with respect to the Lebesgue measure. For algorithm 2 based on a random choice of the direction one can obtain a convergence estimate analogous to Theorem 3.1.

Let $\Phi$ be a Markov chain described by the above algorithm and let $S$ be its transition kernel.

**Theorem 4.1.** Let $X \subset \mathbb{R}^{d}$ be a compact convex set. Assume that there exist $r, R > 0$ such that for some $x_{0} \in X$ one has $B(x_{0}, r) \subset X \subset B(x_{0}, R)$ for some $r, R > 0$. Then the chain $\Phi$ satisfies the hypothesis of Proposition 2.1 with

$$M = 1 \text{ and } \theta = (2/d) [(R/r + 1)^{d-1}(R/r)]^{-1}.$$  

**Proof.** We are going to evaluate $S(x, \cdot)$ for any $x \in X$. First assume that $X = B(x, R)$. It is easy to see that the transition function $S(x, \cdot)$ is absolutely continuous with respect to the Lebesgue measure $\mathcal{L}_{d}$. Its density is equal to

$$f_{x}(u) = (c_{d}\|u - x\|^{d-1}R)^{-1} \quad \text{for } u \in B(x, R) \setminus \{x\},$$

where $c_{d} = 2\pi^{d/2}/\Gamma(d/2)$ denotes the surface of the $d$-sphere of radius $1$. Indeed, by symmetry argument we see that $f_{x}(u) = \tilde{f}_{x}(\|u - x\|)$ for some function $\tilde{f}_{x} : [0, R] \to \mathbb{R}$. Then we have

$$\int_{0}^{u} \tilde{f}_{x}(v)c_{d}v^{d-1}dv = u/R \quad \text{for any } u \in [0, R].$$

Integrating both sides with respect to $u$ we obtain (4.2).

Now let $X$ be arbitrary. Since $X \subset B(x_{0}, R)$ we see that for any $x \in X$ the transition function $S(x, \cdot)$ is absolutely continuous with respect to the Lebesgue measure $\mathcal{L}_{d}$ and its density $f_{x}$ satisfies

$$f_{x}(u) \geq (c_{d}\|u - x\|^{d-1}2R)^{-1} \quad \text{for } u \in X.$$  

Thus

$$S(x, \cdot) \geq \int_{B(x_{0}, r)} f_{x}(u)\mathcal{L}_{d}(du) \geq (c_{d}(R + r)^{d-1}2R^{d-1})^{-1}\mathcal{L}_{d}(B(x, r))\nu(\cdot) \geq (b_{d}/c_{d})[(R/r + 1)^{d-1}(R/r)]^{-1}\nu(\cdot),$$
where \( \nu(\cdot) = \mathcal{L}_d(\cdot \cap B(x_0, r))/\mathcal{L}_d(B(x_0, r)) \) and \( b_d = \pi^{d/2}/\Gamma(d/2 + 1) \) denotes the volume of a unit ball in \( \mathbb{R}^d \). Since \( b_d/c_d = 2/d \), we finally obtain

\[
S(x, \cdot) \geq (2/d)[(R/r + 1)^{d-1}(R/r)]^{-1}\nu(\cdot)
\]

and the proof is complete. □

4.3. Historical remarks and a rough comparison of the convergence rates. In the previous sections we obtain two different convergence rates for the two different algorithms. Let us make here some general comments about the comparative speed of convergence of the two algorithms.

In principle, the two algorithms are not comparable. For example, if \( r/R \) is large in large dimension, then there is a possibility that algorithm 1 be better than algorithm 2. There definitely exists examples of this nature.

However, in all the examples we will consider, \( r/R \) becomes small as \( d \) becomes large, so \( 1/(R/r + 1) \) to a power of \( d \) appearing in algorithm 2 is larger than \( b_d(r/R)^{k+d} \) appearing in algorithm 1, all the more as the additional factor \( b_d \) for the volume of the unit \( l^2 \) ball decays fast to zero as \( d \) large.

The remainder of the paper is devoted to working out some examples in detail in order to understand the use of the two algorithms.

Let us mention that the theoretical speed of convergence (typically an exponential speed like \( 1 - (2/d)[(R/r + 1)^{d-1}(R/r)]^{-1}\) iteration steps for the generally faster algorithm 2) seems to be of slow speed for practical reasons when the dimension is large, of speed comparable to the conditional rejection algorithm described in item (ii) of the introduction. However, although the conditional rejection algorithm can be turned naively into a Markov chain with comparable convergence speed, algorithms (1) and (2) have the following theoretical properties: (A) they converge regardless of the starting measure, (B) they yield multiple random samples (the naive algorithm gives only one sample within a given time unit), (C) they come up with nice theoretical properties, such as a central limit theorem and a law of iterated logarithm.

Finally, let us note that from a numerical point of view, it seems that algorithm (1) and (2) seem to converge much faster than the bounds we are able to provide, at least if one restricts observables to eigenvalues (for example, algorithm one was run on 100 \( \times \) 100 self adjoint matrices with potential proportional to \( \exp(-NTrX^4)dX \), cf [11]) and it provides an eigenvalue distribution very close to that predicted by potential theory.

5. Applications to quantum information theory and statistical physics

In several problems of statistical and quantum physics one works with states defined on an \( N \) dimensional space. The corresponding sets of states form compact convex sets in \( \mathbb{R}^d \), were \( d = d(N) \). The same is true for the set of linear discrete transformations acting on
them. In the classical case one uses *stochastic* and *bistochastic matrices*, which send the set of probability simplex into itself, while in the quantum case one deals with *quantum operations*, formally defined as completely positive, trace preserving maps.

In several concrete applications, related e.g. to the theory of quantum information, one considers often various convex subsets of the above sets, and is interested to analyze properties of their typical elements. To this end it is important to develop an efficient algorithm to generate a sample of random points according to the flat measure in a given convex set $X$. In some cases there exist such algorithms dedicated to a given set: For instance, procedures to generate random quantum states were studied in [2, 7, 21], while other contributions deal with random subnormalized states [3], random bistochastic matrices [4] and random quantum operations [1].

However, the procedures mentioned above are dedicated to a particular problem and cannot be easily adopted to other convex sets. On the other hand, the sampling algorithm developed in this work is universal, as it allows one to generate sequences of random points distributed uniformly in an arbitrary convex body $X \subset \mathbb{R}^d$. We are going to characterize $X$ by the radius $R$ of the minimal outscribed sphere, the radius $r$ of the maximal inscribed sphere and by the barycenter $x_*$.

The rest of the paper is devoted to providing explicit estimates of the convergence rate of the algorithm to generate random points in $X$, which depends on the dimensionality $d$, the ratio $\mu = r/R$ and in algorithm 1 on the accessibility parameter $k$.

5.1. **Balls, cubes and simplices in $\mathbb{R}^d$**. For balls and cubes in $\mathbb{R}^d$ it is not difficult to generate random points according to the uniform measure, so we will not advocate to use the above algorithm for this purpose. However it is illuminating to compare estimations for the parameters determining the convergence rate according to Eq. (3.2).

5.1.1. **The Euclidean ball**. For a unit ball $B^d$ both radii coincide, $R = r$, so their ratio $\mu = r/R$ is equal to unity. Since for any choice of the basis $e$ the ball is $d$-accessible, estimation (3.2) gives $M = 2d$ and $\theta = b_d d^{-2d}$ where $b_d$ denotes the volume of a unit $d$-ball. This implies the convergence rate of algorithm 1 applied to a $d$–ball,

$$\alpha = (1 - \theta)^{1/M} = (1 - b_d d^{-2d})^{1/2d}.$$ 

On the other hand, in algorithm 2 we obtain the rate of convergence

$$\alpha = 1 - \theta = 1 - (2^d d)^{-1}.$$

5.1.2. **The unit cube**. For an unit cube $C^d$ the inscribed radius $r = 1/2$, and outscribed radius $R = \frac{1}{2}\sqrt{d}$ so the ratio reads $\mu = r/R = 1/\sqrt{d}$. If the basis $e$ is determined by the sides of the cube then $C^d$ is $d$–accessible. This implies $M = 2d$ and $\theta = b_d d^{-3d}$ and yields the convergence rate

$$\alpha = (1 - b_d d^{-3d})^{1/2d}.$$
Algorithm 2 gives the rate of convergence
\[ \alpha = 1 - \theta = 1 - (2/d)[(\sqrt{d} + 1)^{d-1} \sqrt{d}]^{-1}. \]

5.1.3. The simplex. For an \( N \)-simplex \( \Delta_N \) embedded in \( \mathbb{R}^d \) with \( d = N - 1 \) we have \( R = \sqrt{(N - 1)/N} \) and \( r = 1/\sqrt{N(N - 1)} \) so that \( \mu = 1/(N - 1) = d^{-1} \). Note that the simplex \( \Delta_N \) describes the set of classical states – \( N \)-point probability distributions.

For a \( d \)-simplex we can find a basis \( e \) such that the set \( \Delta_{d+1} \) is \( d \)-accessible. This is the case if the first vector \( e_1 \) is parallel to a side of the simplex, \( e_2 \) and \( e_1 \) span the plane parallel to a face of \( \Delta_{d+1} \), while adding an additional vector \( e_n \) spans a hyperplane containing an \( n \)-face of the simplex. For this choice of the basis one obtains therefore \( M = 2d \) and \( \theta = b_d d^{-4d} \), which implies
\[ \alpha = (1 - b_d d^{-4d})^{1/2d} \]
in algorithm 1. In algorithm 2, we have
\[ \alpha = 1 - \theta = 1 - (2/d)[(d + 1)^{d-1} d]^{-1}. \]

Thus algorithm 1 converges faster for a \( d \)-ball than for \( d \)-cube and \( d \)-simplex, as in the former case the ratio \( \mu = r/R \) is the largest.

5.2. Quantum states.

5.2.1. Quantum states. The set \( \Omega_N \) of density matrices (Hermitian and positive operators, \( \rho^* = \rho \geq 0 \), normalized by the trace condition \( \text{Tr} \rho = 1 \)) of size \( N \) has the dimension \( d = N^2 - 1 \). The radius of the out-sphere, equal to the Hilbert–Schmidt distance between a pure state \( \text{diag}(1, 0, \ldots, 0) \) and the maximally mixed state \( \rho_* = I/N \), reads \( R = \sqrt{(N - 1)/N} \). The radius of the inscribed sphere given by the distance between \( \rho_* \) and the center of a face, \( \text{diag}(0, 1, \ldots, 1)/(N - 1) \) is equal to \( r = 1/\sqrt{N(N - 1)} \) hence \( \mu = 1/(N - 1) = 1/(\sqrt{d + 1} - 1) \sim d^{-1/2} \).

Any quantum state \( \rho \in \Omega_N \) can be expressed in terms of the generalized Bloch vector \( \tau \),
\[ \rho = \frac{1}{N} I + \sum_{i=1}^{d} \tau_i \lambda_i. \]

Here \( \{\lambda_i\} \) is a set of \( d = N^2 - 1 \) traceless generators of the group \( SU(N) \), which form an orthonormal basis in the Hilbert–Schmidt space of operators of order \( N \). For \( N = 2 \) one usually takes three Pauli matrices \( \sigma_i \) while for \( N = 3 \) it is convenient to use eight Gell-Mann matrices \[13]. Since the state \( \rho \) is hermitian, the coordinates of the corresponding Bloch vector, \( \tau_i = \text{Tr} \lambda_i \rho \), are real. Thus the Bloch vector \( \tau = (\tau_1, \ldots, \tau_d) \) belongs to \( \mathbb{R}^d \) and the conditions for \( \tau \) to guarantee positivity of \( \rho \) are known \[10]. Setting some coefficients of \( \tau \) to zero corresponds to a projection onto a subspace and does not spoil positivity of \( \rho \).

Thus the \( d \)-dimensional convex set \( \Omega_N \) of quantum states is \( d \)-accessible with respect to the Bloch basis \( (\lambda_1, \ldots, \lambda_N) \). For this choice of the basis one obtains therefore \( M = 2d = \)
behave as analogously as a d–cube $C^d$ of dimension $d = N^2 - 1$.

In algorithm 2 we obtain in this case
$$\alpha = 1 - \theta \sim 1 - (2/d)[(\sqrt{d} + 1)^{d-1}\sqrt{d}]^{-1}.$$  

5.2.2. **PPT states.** Let $N = K^2$, so the Hilbert space has a tensor product structure, $\mathcal{H}_N = \mathcal{H}_A \otimes \mathcal{H}_B$. Then one defines a partial transposition, $T_2 = \mathbb{I} \otimes T$ and the set of PPT states (positive partial transpose) which satisfy $\rho^{T_2} \succeq 0$. This set forms a convex subset of $\Omega_N$ and it can be obtained as a joint part of $\Omega_N$ and its reflection $T_2(\Omega_N)$ [20]. The set of PPT states can be decomposed into cones of the same height $r = 1/\sqrt{N(N-1)}$ [19] hence $\mu = 1/(N-1) \sim d^{-1/2}$.

We were unable to show that the set of PPT states is $k$–accessible for some constant $k$. Therefore we may apply only algorithm 2 which gives the same rate of convergence as in the case of quantum states:
$$\alpha = 1 - \theta \sim 1 - (2/d)[(\sqrt{d} + 1)^{d-1}\sqrt{d}]^{-1}.$$  

5.3. **Stochastic matrices.** Stochastic matrices of order $N$ form a convex body of dimensionality $d = N(N-1)$ and play a role of classical maps, which send the simplex of $N$–point probability vectors into itself. Each column of a stochastic matrix $T$ consists of non-negative numbers which sum to unity, so it forms an $N$-simplex. Thus the set of stochastic matrices is equivalent to a Cartesian product of $N$ singlexes $\Delta_N$, so the estimates follow from section 5.1.3, as each column of $T$ can be generated independently.

5.4. **Bistochastic matrices.** The set $\mathcal{B}_N$ of bistochastic matrices of size $N$, called Birkhoff polytope and given by convex hull of all permutation matrices has dimensionality $d = (N-1)^2$. The radius of the the out-sphere of $\mathcal{B}_N$, equal to the Hilbert–Schmidt distance between identity and the uniform matrix $B$, containing all entries equal to $1/N$ reads $R = \sqrt{N - 1}$. The radius of the inscribed sphere given by the distance between $B$ and the matrix $B_0 = [NB_0 - \mathbb{I}]/(N-1)$ is equal to $r = 1/\sqrt{N-1}$, which implies $\mu = 1/(N-1)$.

Consider the set $\mathcal{C}$ of all matrices of the form
$$C_{i\alpha\beta\gamma} = \begin{bmatrix}
c_{11} = 0 & \cdots & 0 & \cdots & c_{1N} = 0 \\
\cdots & c_{i\alpha} = -1 & \cdots & c_{i\beta} = 1 & \cdots \\
0 & \cdots & 0 & \cdots & 0 \\
\cdots & c_{\gamma\alpha} = 1 & \cdots & c_{\gamma\beta} = -1 & \cdots \\
c_{N1} = 0 & \cdots & 0 & \cdots & c_{NN} = 0
\end{bmatrix}$$

for $i, \alpha, \beta, \gamma \in \{1, \ldots, N\}$. The set $\mathcal{C}$ will play the role of $e = \{e_1, \ldots, e_l\}$. Obviously $l = N^2(N-1)^2$. It may be verified that the set $\mathcal{B}_N$ is $(N-1)^3$–accessible with respect to $e$. To see it assume that $A = [a_{i,j}]_{1 \leq i,j \leq N}$ is a bistochastic matrix with $a_{i,\alpha} > 1/N$. Let
\[ \varepsilon = \min \{ a_{i,\alpha} - 1/N, 1/N \} \]. Observe that since \( a_{i,\alpha} > 1/N \) and the matrix is bistochastic, there exists \( \beta \) such that \( a_{i,\beta} < 1/N \). On the other hand, since \( a_{i,\beta} < 1/N \), there exists \( \gamma \) such that \( a_{\gamma,\beta} > 1/N \). Taking \( A - \varepsilon C_{i,\alpha,\beta,\gamma} \) we obtain the bistochastic matrix of the form

\[
\begin{pmatrix}
 a_{11} & \cdots & \cdots & a_{1N} \\
 \cdots & a_{i,\alpha} - \varepsilon = \frac{1}{N} & \cdots & a_{i,\beta} + \varepsilon > 0 & \cdots \\
 \cdots & \cdots & \cdots & \cdots & \cdots \\
 a_{N1} & \cdots & \cdots & a_{NN} \\
\end{pmatrix}.
\]

Repeating this procedure at most \( N - 1 \) times (possibly with different \( \beta \) and \( \gamma \)) we obtain a matrix with \( a_{i,\alpha} = 1/N \). To obtain the matrix with all entries equal to \( 1/N \) we have to apply this procedure to at most \( (N - 1)^2 \) entries and hence follows that \( k = (N - 1)^3 \).

Finally, we have \( M = N(N - 1)^2 \) and \( \theta = b(N-1)^2(N - 1)^{-4N(N-1)^2} \). Hence

\[ \alpha = (1 - \theta)^{1/M} = (1 - b(N-1)^2(N - 1)^{-4N(N-1)^2})^{N(N-1)^{-2}}. \]

In algorithm 2 we have

\[ \alpha = 1 - (2/d)[N^{d-1}(N - 1)]^{-1}. \]

6. Concluding Remarks

In this paper we proposed a universal algorithm to generate random points inside an arbitrary compact set \( X \) in \( \mathbb{R}^d \) according to the uniform measure. Any initial probability measure \( \mu \) transformed by the corresponding Markov operator converges exponentially to the invariant measure \( \mu^* \), uniform in \( X \). Explicit estimations for the convergence rate are derived in terms of the ratio \( \mu = r/R \) between the radii of the sphere inscribed inside \( X \) and the sphere outscribed on it and the number \( k \) determining the \( k \)-accessibility of the body with respect to a given orthogonal basis \( e \) in \( \mathbb{R}^d \).

Thus the algorithm presented here can be used in practice to generate, for instance, a sample of random quantum states. We reviewed in detail the case of a a composed quantum system, and of a sampling according to the uniform measure on the set of states with positive partial transpose. But our algorithm applies potentially to many other interesting collection of objects in quantum information theory, such as, for example, stochastic maps and bistochastic maps, trace non-increasing maps, etc.

Sampling random states satisfying a given condition and analyzing their statistical properties is relevant in the research on quantum entanglement and correlations in multi-partite quantum systems. A standard approach of generating random points from the entire set of quantum states with respect to the flat measure \([21]\) and checking a posteriori, whether the partial transpose of the state constructed is positive, becomes inefficient for large dimensions, as the relative volume of the set of PPT states becomes exponentially small \([22]\).
Note that the notion of $k$–accessibility plays a crucial role in obtaining our estimations. Running the algorithm for the triangle $ABC$ with the basis $e$ (see Fig. 2b), with respect to which it is not finitely accessible, one would cover an open subset of the triangle (with two corners excluded). Although this set has the full measure of the triangle it is an open set, so the convergence will not be exponential.

In general, for any $k$–accessible set, the lower parameter $k$ characterizing the accessibility is, the faster convergence of the Markov chain to the unique invariant measure $\mu_*$ one obtains.
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