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We study supersymmetric Wilson loops in the $\mathcal{N} = 6$ supersymmetric $U(N_1)\times U(N_2)\times U(k)$ Chern–Simons-matter (CSM) theory, the ABJ theory, at finite $N_1$, $N_2$, and $k$. This generalizes our previous study on the ABJ partition function. First computing the Wilson loops in the $U(N_1)\times U(N_2)$ lens space matrix model exactly, we perform an analytic continuation, $N_2$ to $-N_2$, to obtain the Wilson loops in the ABJ theory that is given in terms of a formal series and is only valid in perturbation theory. Via a Sommerfeld–Watson-type transform, we provide a non-perturbative completion that renders the formal series well defined at all couplings. This is given by $\min(N_1, N_2)$-dimensional integrals that generalize the “mirror description” of the partition function of the ABJM theory. Using our results, we find the maps between the Wilson loops in the original and Seiberg dual theories and prove the duality. In our approach we can explicitly see how the perturbative and nonperturbative contributions to the Wilson loops are exchanged under the duality. The duality maps are further supported by a heuristic yet very useful argument based on the brane configuration as well as an alternative derivation based on that of Kapustin and Willett (arXiv:1302.2164 [hep-th]).
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1. Introduction

Duality is one of the most fascinating phenomena in quantum field theory. It provides an alternative, often nonperturbative, understanding of the theory that is not accessible in the original description. Seiberg duality [1], under which weakly coupled gauge theory is mapped into the strongly coupled one with different rank, and vice versa, is a prominent example. Although the mapping of local operators under Seiberg duality is known to be rather simple [1], the transformation properties of non-local operators, such as Wilson loops, are more nontrivial and less studied.

By its strong–weak nature, any checks of Seiberg duality must involve a nonperturbative approach. The localization method [2–4] is a powerful technique applicable to supersymmetric field theory and reduces the infinite-dimensional path integral of quantum field theory to a finite integral, which can often be regarded as a matrix model integral. This method allows for exact computation of quantities such as the partition function and Wilson loops at strong coupling, and is an ideal tool for studying nonperturbative physics such as Seiberg duality.

Among various supersymmetric gauge theories calculable by the localization method, we focus on the $3D,\mathcal{N} = 6$ supersymmetric $U(N_1)\times U(N_2)\times U(k)$ Chern–Simons-matter (CSM) theory, known as the ABJ theory [5], where $k \in \mathbb{Z}_{\neq 0}$ is the Chern–Simons level. In the special case with $N_1 = N_2$,
this theory is called the ABJM theory [6]. It is believed that the $U(N)_k \times U(N + M)_{-k}$ ABJ theory gives the low-energy description of the system of $N$ M2-branes and $M$ fractional M2-branes probing $\mathbb{C}^4/\mathbb{Z}_k$, and its holographic dual geometry is $\text{AdS}_4 \times S^7/\mathbb{Z}_k$ in M-theory or $\text{AdS}_4 \times \mathbb{CP}^3$ in type IIA superstring [5,6]. It is also conjectured that this theory has another dual description in terms of the $\mathcal{N} = 6$ supersymmetric, parity-violating version of the Vasiliev higher spin theory in four dimensions [7].

Applying the localization method to the ABJ(M) theory on $S^3$ yields [8] the so-called ABJ(M) matrix model, which has been extensively studied recently, leading to much insight into the non-perturbative effects in the theory. For instance, applying the standard large $N$ technique to the ABJ matrix model reproduced the $N^{3/2}$ scaling of the free energy expected from the gravity dual [4,9,10]. For the ABJM theory, the $1/N$ corrections were summed to all orders using the holomorphic anomaly equation at large 't Hooft coupling $\lambda = N/k$ in the type IIA regime $k \gg 1$ and an Airy function behavior was found [11]. Furthermore, the powerful Fermi gas approach was developed and reproduced the Airy function in the M-theory regime (large $N_c$, finite $k$) [12]. Based on the Fermi gas approach, instanton corrections were examined [13,14] and a cancellation mechanism between worldsheet and membrane (D2) instantons was discovered. More recently, the Fermi gas approach was generalized to the ABJ theory in Ref. [15] and further studied in Ref. [16].

It was conjectured in Ref. [5] that the ABJ theory has Seiberg duality, which states that the following two theories are equivalent:

$$U(N_1)_k \times U(N_2)_{-k} = U(2N_1 - N_2 + k)_k \times U(N_1)_{-k},$$

(1.1)

where we assumed $N_1 \leq N_2$. This duality can be understood in the brane realization of the ABJ theory [5] as moving 5-branes past each other and creating/annihilating D3-branes between them by the Hanany–Witten effect [23]. This is a special case of the Givon–Kutasov duality [24] for more general $\mathcal{N} = 2$ CSM theories, which can be regarded as the 3D analog of the 4D Seiberg duality [38]. The equality of the partition function (up to a phase) between the dual theories in (1.1) was proven in Ref. [39], although one mathematical relation was assumed. On the other hand, in the “mirror” framework of Ref. [17], the equality of the dual partition function is more or less obvious [17,22] and, moreover, it was observed that the perturbative and nonperturbative contributions get exchanged into each other under the duality.

Wilson loops are the only observables in pure CS theory [40] and, even in CSM theory, they are very natural objects to consider. It is known that there are two basic circular supersymmetric Wilson loops for the ABJ(M) theory on $S^3$; the Wilson loop carrying a nontrivial representation with respect to one
of the two gauge groups preserves $\frac{1}{6}$ of the supersymmetry \[41–43\] while an appropriate combination of $\frac{1}{6}$-BPS Wilson loops for two gauge groups preserves $\frac{1}{2}$ of the supersymmetry \[44\]. The bulk dual of the $\frac{1}{2}$-BPS Wilson loop is a fundamental string while the bulk dual of the $\frac{1}{6}$-BPS Wilson loop is not completely understood \[41–43\]. By the localization method, these Wilson loops can be computed using the ABJ(M) matrix model \[8\], and the techniques developed for the partition function to study nonperturbative effects can be generalized to Wilson loops, such as the large $N$ analysis \[9,45,46\], the Fermi gas approach \[47\], and the cancellation between worldsheet and membrane instantons \[48,49\].

In this paper we study the $\frac{1}{6}$ and $\frac{1}{2}$-BPS Wilson loops and their Seiberg duality in the ABJ theory, based on the approach developed in Ref. \[17\] for the partition function. We mainly focus on the representations with winding number $n$. Starting with Wilson loops in the lens space matrix model and analytically continuing it, we obtain a new expression for the supersymmetric Wilson loops in the ABJ theory in terms of $\min(N_1, N_2)$-dimensional contour integrals. As an application and as a way to check the consistency of our formula, we study Seiberg duality on the ABJ Wilson loops. The duality rule for Wilson loops is highly nontrivial because they are non-local operators and not charged under the global symmetry. A technique for finding Giveon–Kutasov duality relations for Wilson loops in general $\mathcal{N} = 2$ CSM theories, of which the ABJ theory is a special case, was proposed in Ref. \[50\] based on quantum algebraic relations. We derive the duality rule of the supersymmetric Wilson loops using our integral expression and confirm that it is consistent with the proposal of Ref. \[50\]. We also discuss how the perturbative and nonperturbative effects are mapped under Seiberg duality. Moreover, we provide a heuristic explanation of the duality rule from the brane realization of the ABJ theory. In an appropriate duality frame, the Wilson loop is interpreted as the position of the branes and, carefully following how the Hanany–Witten effect acts on it, we reproduce the correct duality rule.

This paper is organized as follows. In Sect. 2, we present the main results of the paper without proof: the integral expression for the $\frac{1}{6}$-BPS and $\frac{1}{2}$-BPS Wilson loops and their transformation rules under Seiberg duality. In Sect. 3, we explain how to derive the integral expression for the ABJ Wilson loops by analytically continuing the lens space ones. In Sect. 4, we first give a heuristic, brane picture for the Seiberg duality rule, and then present a rigorous proof using the integral expression. Section 5 is devoted to a summary and discussion. The appendices contain further details of the computations in the main text, as well as a discussion of Wilson loops with general representation in Appendix C and an alternative derivation of the Seiberg duality rule using the algebraic approach of Ref. \[50\] in Appendix F.

### 2. Main results

The Wilson loops we are concerned with are those preserving fractions of supersymmetries in the $\mathcal{N} = 6U(N_1)_k \times U(N_2)_{-k}$ CSM theory, also known as the ABJ(M) theory, saturating the Bogomol’nyi–Prasad–Sommerfield (BPS) bound. More specifically, we consider two types of circular BPS Wilson loops on $S^3$, one preserving $\frac{1}{6}$ and the other preserving half of the supersymmetries \[41–44\]. In the main text of this paper, we restrict ourselves to the Wilson loops with winding number $n$, where $n = 1$ (or $n = -1$) corresponds to the fundamental (or anti-fundamental) representation of $U(N_1)$ and/or $U(N_2)$ gauge groups, and the Wilson loops in more general representations will be discussed in Appendix C.

---

\[2\] See Sect. 5 for further discussion.
The ABJ(M) theory consists of two 3D $\mathcal{N} = 2$ vector multiplets $(A^A_{\mu}, \sigma^A, \lambda^A, \tilde{\lambda}^A, D^A)$ with $A = 1, 2$, which are the dimensional reduction of 4D $\mathcal{N} = 1$ vector multiplets and four bifundamental chiral multiplets, an $SU(4)_R$ vector, $(C_I, \psi_I, F_I)$ with $I = 1, \ldots, 4$ in the representation $(N_1, \tilde{N}_2)$, and their conjugates. The $\frac{1}{6}$-BPS Wilson loops of our interest are constructed as [41–43,51]

$$\mathcal{W}^A_{\frac{1}{6}}(N_1, N_2; R)_{k} := \left\{ \text{Tr}_R P \exp \left( i \int A^{1}_{\mu} \dot{x}^{\mu} + \frac{2\pi}{k} |\dot{x}| M^I_{J} C_I \bar{C}^J \right) ds \right\},$$

(2.1)

where the path of the loop specified by the vector $x^\mu(s)$ is a circle, and the matrix $M^I_{J}$ is determined by the supersymmetries preserved; one can choose it to be $M = \text{diag}(-1, -1, 1, 1)$. These are the Wilson loops on the first gauge group $U(N_1)$, but the $\mathcal{W}^A_{\frac{1}{6}}(N_1, N_2; R)_{k}$, those on the second gauge group $U(N_2)$, can be constructed similarly by replacing $N_1 \rightarrow N_2$, $A^1_{\mu} \rightarrow A^2_{\mu}$, and $C_I \rightarrow \bar{C}^J$ ($\bar{C}^J \rightarrow C_J$). The $\frac{1}{6}$-BPS Wilson loop is constructed in Ref. [44] and can be conveniently expressed in terms of the supergroup $U(N_1|N_2)$ as

$$\mathcal{W}^A_{\frac{1}{6}}(N_1, N_2; R)_{k} := \left\{ \text{Tr}_R P \exp \left( i \int A ds \right) \right\},$$

(2.2)

where $R$ is a super-representation of $U(N_1|N_2)$ and $A$ is the super-connection

$$A = \left( \begin{array}{cc} A^{1}_{\mu} \dot{x}^{\mu} - i \frac{2\pi}{k} |\dot{x}| N^I_{J} C_I \bar{C}^J & \sqrt{\frac{2\pi}{k}} |\dot{x}| \psi_I \bar{\eta}_I \\ \sqrt{\frac{2\pi}{k}} |\dot{x}| \eta_I \bar{\psi}^J & A^{2}_{\mu} \dot{x}^{\mu} - i \frac{2\pi}{k} |\dot{x}| N^I_{J} C_I \bar{C}^J \end{array} \right)$$

(2.3)

with the matrix $N^I_{J} = \text{diag}(-1, 1, 1, 1)$, the (super-)circular path $(x^1, x^2) = (\cos s, \sin s)$, and $\eta_I = (e_{2i/2}, -i e_{-2i/2})\delta^I_j$.

As mentioned, we are concerned with Wilson loops with winding number $n$ rather than in generic representations in this paper. Focusing on this class of Wilson loops, the application of the localization technique [3] for the $\frac{1}{6}$-BPS Wilson loops with winding $n$ reduces to the finite-dimensional integrals of the matrix model type [8]

$$\mathcal{W}^A_{\frac{1}{6}}(N_1, N_2; n)_{k} := \left\{ \sum_{j=1}^{N_1} e^{n\mu_j} \right\}$$

(2.4)

where the vacuum expectation value (vev) is with respect to the eigenvalue integrals

$$\langle \mathcal{O} \rangle := \mathcal{N}_{\text{ABJ}} \int \prod_{i=1}^{N_1} \frac{d\mu_i}{2\pi} \prod_{a=1}^{N_2} \frac{d\nu_a}{2\pi} \frac{\Delta_{\text{sh}}(\mu)^2 \Delta_{\text{sh}}(\nu)^2}{\Delta_{\text{ch}}(\mu, \nu)^2} \mathcal{O} e^{-\frac{1}{2k^2} \left( \sum_{i=1}^{N_1} \mu_i^2 - \sum_{a=1}^{N_2} \nu_a^2 \right)}$$

(2.5)

with the shorthand notations for the one-loop determinant factors defined by

$$\Delta_{\text{sh}}(\mu) = \prod_{1 \leq i < j \leq N_1} \left( 2 \sinh \left( \frac{\mu_i - \mu_j}{2} \right) \right), \quad \Delta_{\text{sh}}(\nu) = \prod_{1 \leq a < b \leq N_2} \left( 2 \sinh \left( \frac{\nu_a - \nu_b}{2} \right) \right)$$

(2.6)

and

$$\Delta_{\text{ch}}(\mu, \nu) = \prod_{i=1}^{N_1} \prod_{a=1}^{N_2} \left( 2 \cosh \left( \frac{\mu_i - \nu_a}{2} \right) \right).$$

(2.7)

The coupling constant\(^3\) $g_s$ is related to the CS level $k$ by

$$g_s := \frac{2\pi i}{k},$$

(2.8)

---

\(^3\) Note that this is not the physical string coupling constant. The physical string coupling constant of the dual type IIA string theory in $\text{AdS}_4 \times \mathbb{CP}^3$ is $(g_s)_{\text{physical}} \sim N^{1/4} k^{-5/4}$. 

---

4/62
while the factor $\mathcal{N}_{\text{ABJ}}$ in front is the normalization factor [4]

$$
\mathcal{N}_{\text{ABJ}} := \frac{i^{-\frac{k}{2}(N_1^2 - N_2^2)}}{N_1! N_2!}, \quad \kappa := \text{sign } k.
$$

(2.9)

Meanwhile, the $\frac{1}{2}$-BPS Wilson loop localizes to the supertrace [44]

$$
\mathcal{W}_1^0(N_1, N_2; \mathcal{R})_k = \left( \text{str}_{\mathcal{R}} \left( \begin{array}{cc} e^{\mu_i} & 0 \\ 0 & -e^{\nu_j} \end{array} \right) \right)
$$

(2.10)

that yields, for the $n$ winding Wilson loop, a linear combination of $\frac{1}{2}$-BPS Wilson loops [47]:

$$
\mathcal{W}_1^0(N_1, N_2; n)_k = \mathcal{W}_1^0(N_1, N_2; n)_k - (-1)^{nq_0} \mathcal{W}_1^0(N_1, N_2; n)_k.
$$

(2.11)

Note that the integral (2.5) is a well defined Fresnel integral even for non-integral (but real) $k$ and thus gives a continuous function $k$, although in the physical ABJ theory the CS level $k$ is quantized to an integer.

We now present the results of our analysis of these matrix eigenvalue integrals.

### 2.1. The Wilson loops in ABJ theory

The $\frac{1}{2}$-BPS Wilson loops are only on the first $U(N_1)$ or the second $U(N_2)$ gauge group. Depending on whether $N_1 \leq N_2$ or $N_1 \geq N_2$, their formula takes rather different forms.

- **The $\frac{1}{6}$-BPS $U(N_1)$ Wilson loop with $N_1 \leq N_2$:** In the case of $N_1 \leq N_2$, introducing the normalized Wilson loop $W^1_6(N_1, N_2; n)_k$, we find the $\frac{1}{6}$-BPS Wilson loop with winding number $n$ on the first gauge group $U(N_1)$ to be

$$
W^1_6(N_1, N_2; n)_k := \frac{\mathcal{W}_1^0(N_1, N_2; n)_k}{\mathcal{W}_1^0(N_1, N_2; 0)_k} = q^{-\frac{n^2}{2} + n} I(N_1, N_2; n)_k
$$

(2.12)

where

$$
q := e^{-g_s} = e^{-\frac{2\pi i}{\kappa}}
$$

(2.13)

and

$$
I(N_1, N_2; n)_k := \frac{1}{N_1!} \sum_{l=1}^{N_1} \prod_{i=1}^{N_1} \left[ \frac{-1}{2\pi i} \int_C \frac{\pi ds_i}{\sin(\pi s_i)} \right] q^{-ns_i + n(l-2)} \prod_{i=1}^{N_1} (q^{s_i-n}_1)^1 \prod_{i \neq l} (q^{s_i-n}_1)
$$

\times \prod_{i=1}^{N_1} \left[ \frac{(-1)^{M} (q^{s_i+1}_1)}{1 + q^{n\delta_l}_1} (-q^{s_i+1+n\delta_l}_1) \right] \prod_{j=1}^{n-1} (q^{s_j-s_j}_1) \prod_{j=i+1}^{N_1} (q^{s_j-s_j+n\delta_l}_1)
$$

(2.14)

with $M := |N_2 - N_1| = N_2 - N_1$ and the symbol $(a)_z := (a; q)_z$ is a shorthand notation for the $q$-Pochhammer symbol defined in Appendix A. The choice of the integration contour $C$ will be discussed in detail in Sect. 3.3. We note that the integral expression $I(N_1, N_2; 0)_k$ without winding agrees with that of the partition function in Ref. [17].

---

4 The normalization is essentially by the partition function.

5 The precise relation to the quantity $\Psi$ defined in Ref. [17] is $I(N_1, N_2; 0)_k = N_1 \Psi(N_1, N_2)_k$. 
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• The \( \frac{1}{6} \)-BPS \( U(N_1) \) Wilson loop with \( N_1 \geq N_2 \): In the case of \( N_1 \geq N_2 \), the formula turns out to be slightly more involved and takes the form

\[
W^I_{\frac{1}{6}}(N_1, N_2; n)_k := \frac{W^I_{\frac{1}{6}}(N_1, N_2; n)_k}{W^I_{\frac{1}{6}}(N_2, N_1; 0)_k} = q^{-\frac{n^2}{2} + n} \frac{I^{(1)}(N_1, N_2; n)_k + I^{(2)}(N_1, N_2; n)_k}{I^{(3)}(N_1, N_2; 0)_k},
\]

which is only valid for \(|n| \geq 1\), as will be elaborated in the comments below\(^6\) and we defined

\[
I^{(1)}(N_1, N_2; n)_k := \frac{1}{N_2!} \sum_{c=0}^{n-1} N_2 \prod_{a=1}^{N_2} \left[ -\frac{1}{2\pi i} \int_{C_1[a]} \frac{\pi ds_a}{\sin(\pi s_a)} \right]
\times q^{n(2c-M)} \frac{(q^{1-n}) \cdot (q^{1+n})^{M-1-c}}{(q_1 q)_{M-1-c}} \prod_{a=1}^{N_2} \left( \frac{q^{s_a+1}}{2(-q^{s_a+1})^M} \right)
\times \prod_{a=1}^{N_2} \left( \frac{q^{-s_a+c+1}}{(q^{-s_a+c+1})^1} \cdot \frac{q^{-s_a+c-n}}{(q^{-s_a+c-n})^1} \right) \prod_{b=1}^{N_2} \left( \frac{q^{-s_a-s_b}}{(q^{-s_a-s_b})^1} \right) \prod_{b=a+1}^{N_2} \left( \frac{q^{s_b-s_a}}{(q^{s_b-s_a})^1} \right),
\]

and

\[
I^{(2)}(N_1, N_2; n)_k := \frac{1}{N_2!} \sum_{d=1}^{N_2} \prod_{a=1}^{N_2} \left[ -\frac{1}{2\pi i} \int_{C_2} \frac{\pi ds_a}{\sin(\pi s_a)} \right] q^{-n s_d + n(d-M-2)} \prod_{a=1}^{N_2} \left( \frac{q^{s_a-s_d-n}}{(q^{s_a-s_d})^1} \right)
\times \prod_{a=1}^{N_2} \left( \frac{q^{s_a+1+n\delta_{a}}}{{(1+q^n\delta_{a})}^M} \right) \prod_{b=1}^{N_2} \left( \frac{q^{s_a-s_b+n\delta_{a}}}{(q^{s_a-s_b+n\delta_{a}})^1} \right) \prod_{b=a+1}^{N_2} \left( \frac{q^{s_b-s_a+n\delta_{a}}}{(q^{s_b-s_a+n\delta_{a}})^1} \right),
\]

with \( M := |N_2 - N_1| = N_1 - N_2 \). Note that \( I^{(2)}(N_1, N_2; 0)_k = I(N_2, N_1; 0)_k \) and the normalization in (2.15) differs from that in (2.12) in that the ranks of the gauge groups \( N_1 \) and \( N_2 \) are exchanged. The choice of the integration contours \( C_1 = \{ C_1[a] \} (a = 0, \ldots, n - 1) \) and \( C_2 \) will be discussed in detail in Sect. 3.3. We would, however, like to make a remark concerning the contour \( C_1[a] \): There are subtleties in evaluating the integrals with the contour \( C_1[a] \). In order to properly deal with them, we shall adopt \( \epsilon \)-prescription, shifting the parameter \( M \to M + \epsilon \) with \( \epsilon > 0 \), and the contour is placed between \( s_a = -1 - c \) and \( -1 - c - \epsilon \). Related comments will be made in Sect. 3.4 below (3.37) and Appendix D.

• The \( \frac{1}{6} \)-BPS \( U(N_2) \) Wilson loops: It follows from the definition and symmetry that the \( \frac{1}{6} \)-BPS Wilson loop on the second gauge group \( U(N_2) \) with winding number \( n \) is related to that on the first gauge group \( U(N_1) \) in a simple manner:

\[
W^{II}_{\frac{1}{6}}(N_1, N_2; n)_k = W^{I}_{\frac{1}{6}}(N_2, N_1; n)_{-k}.
\]

• The \( \frac{1}{2} \)-BPS Wilson loop: Meanwhile, the (normalized) \( \frac{1}{2} \)-BPS Wilson loop is given by a linear combination of two (normalized) \( \frac{1}{6} \)-BPS Wilson loops, one on the first and the other on the

\[6\] The expression (2.12), on the other hand, does not have this restriction.
second gauge group, and turns out to take a rather simple form:

\[
W_2(N_1, N_2; n)_k := W^{I}_6(N_1, N_2; n)_k - (-1)^n W^{II}_{6}(N_1, N_2; n)_k
\]

\[
= \begin{cases} 
(-1)^{n+1} q^{\frac{1}{2} n^2 + n} \frac{I^{(1)}(N_2, N_1; n)_{-k}}{I^{(2)}(N_2, N_1; 0)_{-k}} & \text{for } N_1 \leq N_2 \\
q^{-\frac{3}{2} n^2 + n} \frac{I^{(1)}(N_1, N_2; n)_{k}}{I^{(2)}(N_1, N_2; 0)_{k}} & \text{for } N_1 \geq N_2,
\end{cases}
\]

where the two terms \( q^{-\frac{1}{2} n^2 + n} I^{(2)}(N_1, N_2; n)_k \) and \((-1)^n q^{\frac{1}{2} n^2 - n} I(N_2, N_1; n)_{-k}\) cancel out, as we will show later in Sect. 3.5.

- **Comments on the zero winding limit \( n \to 0\):** There are a few subtleties to be addressed in the expressions \( I^{(1)} \) in (2.16) and \( I^{(2)} \) in (2.17). They are linked to the comments made below (3.10) and (3.11) concerning the ranges of the summations and the discussions in Appendix D. Here we focus on the subtlety in the range of the sum \( \sum_{c=0}^{n-1} \) in (2.16). In its original form, the sum over \( c \) is taken from 0 to \( M - 1 \), as derived in (B37) in Appendix B2. However, when \( n \geq 1 \), we can rewrite the sum (B37) + (B38), after passing it to the integral representation discussed in Sect. 3.3, by the sum (2.16) + (2.17). In particular, the upper limit \( M - 1 \) of the sum over \( c \) can be replaced by \( n - 1 \). For \( n < M \) this relies on the fact that the factor \( (q^{1-n})_c = 0 \) when \( n \geq 1 \) and \( c \geq n \). Since the factor \( (q^{1-n})_c \) does not vanish when \( n < 1 \), this implies that the \( n = 0 \) limit of (2.16) that violates the bound \( n \geq 1 \) would not coincide with \( (M \text{ times}) \) the integral representation for the partition function in Ref. [17]. In fact, (2.16) in the \( n = 0 \) limit simply vanishes, whereas (2.17) reduces to \( (N_2 \text{ times}) \) the integral representation for the partition function.

- **Comments on the bound on winding number \( n \):** We observe that the integrals (2.14) and (2.17) diverge when \( |n| \geq \frac{k}{2} \). As we will elaborate later, the contour \( C \) for the integrals goes to imaginary infinity. For large imaginary \( s_l \) and \( s_c \), the integrands become asymptotically \( \exp(2 \pi n i s_l/k) / \sin(\pi s_l) \) and \( \exp(2 \pi n i s_c/k) / \sin(\pi s_c) \), respectively, which grow exponentially when \( |n| > \frac{k}{2} \) and approach a constant when \( |n| = \frac{k}{2} \). This implies that the \( \frac{1}{6} \)-BPS Wilson loops are only well defined for \( |n| < \frac{k}{2} \). In the \( \frac{1}{2} \)-BPS case, it might appear that the Wilson loop is well defined for all values of \( n \), since the integral (2.16) converges for any \( n \). Note, however, that since (2.16) is periodic under the shift \( n \to n + k \) owing to the properties \( q^k = 1 \) and \( (q^{1-n})_{c\geq n} = 0 \), the winding \( n \) is restricted to the range \( |n| \leq \frac{k}{2} \). Moreover, as indicated in (3.38), a closer inspection shows that the \( \frac{1}{2} \)-BPS Wilson loop, in the ABJM limit, diverges at the winding \( n = \frac{k}{2} \) due to the factor \( (1 + q^n)^{-1} \) that comes from the pole at \( s_a = -1 - c \). This implies that, in the case of \( k = 1, 2 \), the only allowed winding is \( n = 0 \) and thus the \( \frac{1}{2} \)-BPS Wilson loop does not exist.\(^8\)

- **Comments on the ABJM limit:** In the ABJM limit the ranks of two gauge groups are equal, i.e., \( N_1 = N_2 \iff M = 0 \), and the two results (2.12) and (2.15) coincide as they should. However, the way they coincide turns out to be very subtle. Naively, it may look that \( I^{(1)}(N_1, N_2; n)_k \)

\(^7\) We thank Nadav Drukker for discussions on this point. This is also in accord with the singularities at \( k = 1, 2 \) observed in Ref. [47]. See further comments on the \( \frac{1}{7} \)-BPS case.

\(^8\) We are indebted to Yasuyuki Hatsuda for discussions on this point, correcting our statements in the previous version of this paper.
vanishes and \( I(N_1, N_2; n)_k \) and \( I^{(2)}(N_1, N_2; n)_k \) coincide in the ABJM limit. However, a careful analysis of the ABJM limit reveals that \( \lim_{N_1 \to N_2} I^{(1)}(N_1, N_2; n)_k \) remains finite, but the sum \( I^{(1)}(N_1, N_2; n)_k + I^{(2)}(N_1, N_2; n)_k \) coincides with \( I(N_1, N_2; n)_k \) in the limit. As will be elaborated in Sect. 3.4, this is rooted in the difference of the integration contours \( C \) in (2.12) and \( C_1, C_2 \) in (2.15). Since \( C \neq C_2 \), the integral \( I^{(2)}(N_1, N_2; n)_k \) differs from \( I(N_1, N_2; n)_k \) even in the ABJM limit, but this difference is canceled by \( I^{(1)}(N_1, N_2; n)_k \). Note that it is very important that \( \lim_{N_1 \to N_2} I^{(1)}(N_1, N_2; n)_k \neq 0 \), since the \( \frac{1}{2} \)-BPS Wilson loop (2.19) exists as nonvanishing in the ABJM limit.

2.2. Seiberg duality of the Wilson loops

As we discussed in the introduction, the ABJ theory is conjectured to possess Seiberg duality as given in (1.1). In our previous paper [17], we have explicitly checked that the partition functions of a dual pair are equal to each other up to a phase factor. The precise form of the phase factor was first conjectured by Ref. [39] and later derived in Ref. [30,52]. The difference of the phase factors in dual pairs is now understood as an anomaly in large gauge transformations [53]. We would like to emphasize that not only does our formula for the partition function in Ref. [17] confirm the proof in Refs. [39,52] but it also allows us to understand how Seiberg duality of the ABJ theory works in detail. In particular, it was observed explicitly in Ref. [17] that the perturbative and nonperturbative contributions to the partition function are exchanged under the duality. In Sect. 4 we will see the same property in the duality of Wilson loops.

- The duality map of \( \frac{1}{6} \)-BPS Wilson loops: Using our formulas, we find the maps between Wilson loops in the original and Seiberg dual theories:

\[
W^{\Pi}_{\frac{1}{6}}(N_1, N_2; n)_k = -W^{\Pi}_{\frac{1}{6}}(\tilde{N}_2, N_1; n)_k - 2(-1)^{n+1} W^{I}_{\frac{1}{6}}(\tilde{N}_2, N_1; n)_k, \tag{2.20}
\]

\[
W^{I}_{\frac{1}{6}}(N_1, N_2; n)_k = W^{\Pi}_{\frac{1}{6}}(\tilde{N}_2, N_1; n)_k \tag{2.21}
\]

for the \( \frac{1}{6} \)-BPS Wilson loops, and the rank of the dual gauge group is denoted by \( \tilde{N}_2 = 2N_1 - N_2 + k \).

- The duality map of \( \frac{1}{2} \)-BPS Wilson loops: For the \( \frac{1}{2} \)-BPS Wilson loops, the duality map turns out to be very simple:

\[
W^{I}_{\frac{1}{2}}(N_1, N_2; n)_k = (-1)^n W^{I}_{\frac{1}{2}}(\tilde{N}_2, N_1; n)_k. \tag{2.22}
\]

Note that these three relations are not independent, but one of them can be derived from the other two. In the following sections, we will refer to (2.20), (2.21), and (2.22) as the \( \frac{1}{6} \)-BPS Wilson loop duality, the flavor Wilson loop duality, and the \( \frac{1}{2} \)-BPS Wilson loop duality, respectively.\(^9\)

We will vindicate these maps by a heuristic yet very useful argument based on the brane configuration in Sect. 4.1 and an alternative proof that is an application of the proof by Kapustin and Willett [50] in Appendix F.

---

\(^9\) Under the duality, the \( U(N_1) \) sector is inert and can be regarded as a "flavor group." The Wilson loops in (2.21) are only on the \( U(N_1) \) "flavor group," hence the name, the flavor Wilson loop duality.
3. The derivation of the results

We follow the same strategy as that employed in the computation of the ABJ partition function [17]. The outline of the derivation is as follows:

(1) We first compute Wilson loops in the $U(N_1) \times U(N_2)$ lens space matrix model, where the Wilson loops are defined in analogy to those in the ABJ theory. The matrix integrals are simply Gaussian and can be done exactly.

(2) We then analytically continue the rank of one of the gauge groups from $N_2$ to $-N_2$. This maps the lens space matrix model to the ABJ matrix model [4,9]. As in the case of the partition function, the result so obtained is expressed in terms of a formal series that is not well defined in the regime of the strong coupling that we are concerned with and is only sensible as perturbative expansion with the generalized $\zeta$-function (polylogarithm) regularization assumed.

(3) Similar to the case of the partition function, we can render the formal series perfectly well defined by means of the Sommerfeld–Watson transform; the resultant expression is given in terms of $\min(N_1, N_2)$-dimensional integrals. This is a nonperturbative completion in the sense that what renders the formal series well defined is an inclusion of nonperturbative contributions, as will be elaborated later.

3.1. The lens space Wilson loop

We define the (unnormalized) Wilson loop on the first gauge group $U(N_1)$ with $n$ windings in the lens space matrix model by

\[ W^l_{\text{lens}}(N_1, N_2; n) := \langle \sum_{j=1}^{N_1} e^{in\mu_j} \rangle, \tag{3.1} \]

where we have defined the expectation value of $\mathcal{O}$ by

\[ \langle \mathcal{O} \rangle := N_{\text{lens}} \int \prod_{i=1}^{N_1} \frac{d\mu_i}{2\pi} \prod_{a=1}^{N_2} \frac{dV_a}{2\pi} \Delta_{\text{sh}}(\mu)^2 \Delta_{\text{sh}}(v)^2 \Delta_{\text{ch}}(\mu, v)^2 e^{-\frac{1}{2\pi i} \left( \sum_{i=1}^{N_1} \mu_i^2 + \sum_{a=1}^{N_2} v_a^2 \right)} \mathcal{O}, \tag{3.2} \]

where the normalization constant $N_{\text{lens}}$ is given by

\[ N_{\text{lens}} = \frac{i^{-\frac{\gamma}{2}}(N_1^2 + N_2^2)}{N_1!N_2!}. \tag{3.3} \]

As will be shown in detail in Appendix B1, the eigenvalue integrals are simply Gaussian and can be carried out exactly. Introducing the normalized Wilson loop, the end result takes the form

\[ W^l_{\text{lens}}(N_1, N_2; n)_k := \frac{W^l_{\text{lens}}(N_1, N_2; n)_k}{W^l_{\text{lens}}(N_1, N_2; 0)_k} = q^{-\frac{N(k^2 + 1)}{2} + n} S(N_1, N_2; n)_k, \tag{3.4} \]

where the function $S(N_1, N_2; n)$ is given by

\[ S(N_1, N_2; n)_k = \frac{1}{N_1!} \sum_{l=1}^{N_1} \sum_{1 \leq C_1, \ldots, C_{N_1}} \frac{q^{-2nC_l + n(N+l-1)}}{q^{C_l - C_{l+1}}} \prod_{k \neq l} \left( \frac{q^{C_l - C_{l+1}}}{q^{C_k - C_l}} \right)_1 \]

\[ \times \prod_{i=1}^{N_1} \left[ \left( q^{C_i - C_{i+1}} \right)_1 \left( q^{C_{i+1} - C_i} \right)_1 \prod_{j=1}^{l-1} \left( q^{C_{i+1} - C_j} \right)_1 \prod_{j=l+1}^{N_1} \left( q^{C_{i+1} - C_j} \right)_1 \right], \tag{3.5} \]

\[ \left( q^{C_{i+1} - C_j} \right)_1 := \sum_{k=0}^{\infty} \frac{(q^{C_{i+1} - C_j})^k}{k!}. \]
where $N = N_1 + N_2$. We note that this is actually a finite sum: There is no contribution from $C_i > N$, since the factor $1/(q)_{N-C_i} = (q^{1-(C_i-N)})_{C_i-N}$ for $N - C_i < 0$ vanishes. We have deliberately rewritten the result in the form of an infinite sum that is suitable for the analytic continuation in the next section.

### 3.2. The analytic continuation

The $\frac{1}{6}$-BPS Wilson loop in ABJ theory can be obtained from the lens space Wilson loop (3.4) by means of the analytic continuation $N_2 \to -N_2$. A little care is needed for the analytic continuation. Namely, the analytic continuation requires a regularization: We first replace $N_2$ by $-N_2 + \epsilon$ and send $\epsilon \to 0$ in the end. As mentioned in Sect. 2.1, we need to treat the cases $N_1 \leq N_2$ and $N_1 \geq N_2$ separately. We leave most of the computational details to Appendix B2.

- **The $\frac{1}{6}$-BPS $U(N_1)$ Wilson loop with $N_1 \leq N_2$:** The function $S(N_1, N_2; n)_k$ in (3.5) is continued as

$$S(N_1, -N_2 + \epsilon, n)_k = (\epsilon \ln q)^{N_1} S^{ABJ}(N_1, N_2, n)_k + O(\epsilon^{N_1+1}), \quad (3.6)$$

where we have defined

$$S^{ABJ}(N_1, N_2, n)_k$$

$$:= \frac{1}{N_1!} \sum_{l=1}^{N_1} \sum_{1 \leq C_1, \ldots, C_{N_1}} q^{-nC_l+n(l-1)} \prod_{k, l=1}^{N_1} \left( \frac{q^{C_l-C_l-n}}{q^{C_l-C_l}} \right)$$

$$\times \prod_{i=1}^{N_1} \left[ \frac{(-1)^{C_i+M} (q^{C_i})_M}{(1+q^{n\delta_l}) (-q^{C_i+n\delta_l})_M} \prod_{j=1}^{i-1} \left( \frac{q^{C_j-C_j-n\delta_l}}{-q^{C_j-C_j-n\delta_l}} \right) \prod_{j=i+1}^{N_1} \left( \frac{q^{C_j-C_j-n\delta_l}}{-q^{C_j-C_j-n\delta_l}} \right) \right] \quad (3.7)$$

with $M := |N_2 - N_1| = N_2 - N_1$. Note that, in contrast to the lens space case, there is no truncation of summations and this sum is really an infinite sum. In fact, this is not a convergent sum and becomes ill defined for the value of $q = e^{-2\pi i/k}$ that is of our actual interest. Thus this expression is at best a formal series and we shall render it well defined on the entire $q$-plane by means of a type of Sommerfeld–Watson transform in the next section.

Hence the analytic continuation yields an expression in terms of formal series

$$\left[ W_{ABJ}^I(N_1, N_2; n)_k \right]_{\text{naive}} := \lim_{\epsilon \to 0} W_{\text{lens}}^I(N_1, -N_2 + \epsilon; n)_k = q^{-\frac{n}{2} + n} \frac{S^{ABJ}(N_1, N_2; n)_k}{S^{ABJ}(N_1, N_2; 0)_k} \quad (3.8)$$

for $N_1 \leq N_2$. After implementing the generalized $\zeta$-function (polylogarithm) regularization, this result agrees with the final result (2.12) only in perturbative expansion in the coupling constant $g_s(\approx -\log q)$. Until the Sommerfeld–Watson-like transform is performed, this result is not nonperturbatively complete.

- **The $\frac{1}{6}$-BPS $U(N_1)$ Wilson loop with $N_1 \geq N_2$:** This case is slightly more involved than the previous case. The analytic continuation of $S(N_1, N_2; n)_k$ consists of two terms

$$S(N_1, -N_2 + \epsilon; n)_k = (\epsilon \ln q)^{N_1} \left( S^{ABJ}_{(1)}(N_1, N_2; n)_k + S^{ABJ}_{(2)}(N_1, N_2; n)_k \right) + O(\epsilon^{N_2+1}), \quad (3.9)$$
where we have defined

\[
S^{ABJ}_{(1)}(N_1, N_2; n)_k := \frac{1}{N_2!} \sum_{c=0}^{n-1} \sum_{c \leq D_1, \ldots, D_{N_2}} q^{n(2c-M)} \frac{(q^{1-n})_c}{(q)_c(q^{1+n})_{M-1-c}} \prod_{a=1}^{N_2} \frac{(q^{D_a})_M}{2(-q^{D_a})_M} \left( \prod_{a=1}^{N_2} \frac{(q^{D_a+c+n})_1}{(q^{D_a+c+n})_1} \prod_{b=1}^{a-1} \frac{(q^{D_a-D_b})_1}{(-q^{D_a-D_b})_1} \prod_{b=a+1}^{N_2} \frac{(q^{D_b-D_c})_1}{(-q^{D_b-D_a})_1} \right)
\]

(3.10)

\[
S^{ABJ}_{(2)}(N_1, N_2; n)_k := \frac{1}{N_2!} \sum_{d=1}^{N_2} \sum_{-n+1 \leq D_d \leq d-1, D_{d-1}, \ldots, D_{N_2}} q^{-nD_d+n(d-M-1)} \prod_{a=1}^{N_2} \frac{(q^{D_a-D_d-n})_1}{(q^{D_a-D_d})_1} \left( \prod_{a=1}^{N_2} \frac{(q^{D_a+n\delta_{ad}})_M}{(1+q^{n\delta_{ad}})(-q^{D_a})_M} \prod_{b=1}^{a-1} \frac{(q^{D_a-D_b})_1}{(-q^{D_a-D_b+n\delta_{ad}})_1} \prod_{b=a+1}^{N_2} \frac{(q^{D_b-D_c})_1}{(-q^{D_b-D_d+n\delta_{ad}})_1} \right)
\]

(3.11)

with \( M := |N_2 - N_1| = N_1 - N_2 \); we replaced the sum \( \sum_{\epsilon=0}^{M-1} \) by \( \sum_{\epsilon=0}^{n-1} \) provided that \( n > 0 \) in the first line of (3.10). See the remark below (2.17) for the explanation. The caveat on the convergence and well definedness of the sum noted in the previous case applies to this case as well. Note that when \( n = 0 \), (3.10) vanishes by definition.

An important remark is in order: In the first line of (3.10), we replaced the sum \( \sum_{\epsilon=0}^{M-1} \) by \( \sum_{\epsilon=0}^{n-1} \) provided that \( n > 0 \) and extended the range of \( D_a \) from \( \sum_{1 \leq D_1, \ldots, D_{N_2}} \) to \( \sum_{c \leq D_1, \ldots, D_{N_2}} \). In sync with this replacement and extension, we extended the range of \( D_d \) from \( \sum_{1 \leq D_d} \) to \( \sum_{-n+1 \leq D_d} \) in the first line of (3.11). As shown in Appendix D, the added contributions conspire to cancel out in the sum \( S^{ABJ}_{(1)} + S^{ABJ}_{(2)} \), justifying the replacement and extensions we have made in (3.10) and (3.11).

Similar to the previous case, the analytic continuation yields an expression in terms of formal series

\[
W^{I}_{ABJ}(N_1, N_2; n)_k \,_{\text{naive}} := \lim_{\epsilon \to 0} W^{I}_{\text{lens}}(N_1, -N_2 + \epsilon; n)_k = q^{-\frac{n^2}{2} + n} \frac{S^{ABJ}_{(1)}(N_1, N_2; n)_k + S^{ABJ}_{(2)}(N_1, N_2; n)_k}{S^{ABJ}_{(2)}(N_1, N_2; 0)_k}
\]

(3.12)

for \( N_1 \geq N_2 \). Note that \( S^{ABJ}_{(1)}(N_1, N_2; 0) = 0 \) as inferred from (3.10) and the denominator \( S^{ABJ}_{(2)}(N_1, N_2; 0) = \bar{S}^{ABJ}(N_2, N_1; 0) \). Again this result is not complete as yet but agrees, after the generalized \( \zeta \)-function regularization, with the final result (2.15) in perturbative expansion in the coupling constant \( g_s (= - \log q) \).

- The 1/8-BPS \( U(N_2) \) Wilson loops: As stated in the summary of the main results, it follows from the definition and symmetry that the Wilson loop on the second gauge group \( U(N_2) \) is obtained from that on the first gauge group \( U(N_1) \) as

\[
W^{II}_{ABJ}(N_1, N_2; n)_k \,_{\text{naive}} = \left[ W^{I}_{ABJ}(N_2, N_1; n) \right] \,_{\text{naive}} (1 - n, N_2; n)_k
\]

(3.13)
• The $\frac{1}{2}$-BPS Wilson loop: The $\frac{1}{2}$-BPS Wilson loop is given by a linear combination of two $\frac{1}{5}$-BPS Wilson loops, one on the first and the other on the second gauge group:

$$W_{\text{ABJ}}^I(N_1, N_2; n)_{k} = W_{\text{ABJ}}^I(N_1, N_2; n)_k - (-1)^n W_{\text{ABJ}}^{II}(N_1, N_2; n)_k = q^{-\frac{n}{2} + n} S_{\text{ABJ}}^{(1)}(N_1, N_2; n)_k S_{\text{ABJ}}^{(2)}(N_1, N_2; 0)_k$$

(3.14)

for $N_1 \geq N_2$, where we used the fact $q^{-\frac{n}{2} + n} S_{\text{ABJ}}^{(1)}(N_1, N_2; n)_k = (-1)^n q^{-\frac{n}{2} - n} S_{\text{ABJ}}^{(2)}(N_2, N_1; n)_{-k}$, which we will show in Sect. 3.5.

In the next subsection we discuss a nonperturbative completion of the above naive results that were given in terms of the formal series $S_{\text{ABJ}}^{(1)}$, $S_{\text{ABJ}}^{(2)}$, and $S_{\text{ABJ}}^{(2)}$.

### 3.3. The integral representation—a nonperturbative completion

The analytic continuation in the previous section yielded tentative results for the ABJ Wilson loops that involve formal series (3.7), (3.10), and (3.11). These are non-convergent formal series, since the summands do not vanish as $g_s$ run to infinity. If we are only interested in perturbative expansion in the coupling $g_s = -\log q$, implementing the generalized $\zeta$-function regularization

$$\sum_{n=0}^{\infty} (-1)^n s^n = \begin{cases} \text{Li}_n(-1) = (2^{n+1} - 1)\zeta(-n) = -\frac{2^{n+1} - 1}{n+1} B_{n+1} & \text{(for } n \geq 1), \\ 1 + \text{Li}_0(-1) = \frac{1}{2} = -B_1 & \text{(for } n = 0), \end{cases}$$

(3.15)

where $\text{Li}_n(z)$ is the polylogarithm and $B_n$ are the Bernoulli numbers, the formal series can be rendered convergent as in the case of the partition function [17]. The $\zeta$-function regularized Wilson loops so obtained indeed reproduce the correct perturbative expansions in $g_s$. However, when $q = e^{-\frac{g_s}{k}}$ is a root of unity with $g_s = 2\pi i / k$, which is the value we are actually interested in and is beyond the perturbative regime, the sums (3.7), (3.10), and (3.11) diverge and require a nonperturbative completion.

Fortunately, as we have done for the partition function [17], these problems can be circumvented by introducing an integral representation similar to the Sommerfeld–Watson transform:\textsuperscript{10}

$$\sum_{1 \leq C_1, \ldots, C_{N_1}} \prod_{i=1}^{N_1} (-1)^{C_i+1}(\ldots) \longrightarrow \prod_{i=1}^{N_1} \left[ -\frac{1}{2\pi i} \int_C \frac{\pi ds_i}{\sin(\pi s_i)} \right](\ldots),$$

(3.16)

$$\sum_{1 \leq D_1, \ldots, D_{N_2}} \prod_{a=1}^{N_2} (-1)^{D_a+1}(\ldots) \longrightarrow \prod_{a=1}^{N_2} \left[ -\frac{1}{2\pi i} \int_C \frac{\pi ds_a}{\sin(\pi s_a)} \right](\ldots),$$

(3.17)

where $C_i$ is replaced by $s_i + 1$ and $D_a$ by $s_a + 1$. As we will see shortly, this is a transformation that adds nonperturbative contributions missed in the formal series. Note, however, that this is a prescription that lacks a first-principles derivation and needs to be justified. In the case of the partition function, this prescription has passed both perturbative and nonperturbative checks. In particular, the latter has confirmed the equivalence of Seiberg dual pairs up to the aforementioned phase factors [17].

\textsuperscript{10} We thank Yoichi Kazama and Tamiaki Yoneya for pointing out the similarity of this prescription to the Sommerfeld–Watson transformation.
Fig. 1. The integration contour $C$ for the partition function: (A) The left figure corresponds to the large $k$ limit where only perturbative (P) poles indicated by red “+” are present. (B) The right figure is an example of the finite $k$ case ($k = 3$ and $M = 2$) where nonperturbative (NP) poles indicated by blue “×” are also present. The green dotted line corresponds to $s_j = s_i - \frac{k}{2} \mod k$ with some $s_i$. Note that some of the P poles and zeros of the integrands coalesce and cancel out for integer $k$.

More recently, a direct proof of this prescription for the partition function was given by Honda by utilizing a generalization of Cauchy identity [22]. In the Wilson loop case, although we are missing a similar derivation, the proof of Seiberg duality in Sect. 4 provides convincing evidence for this prescription.

The contour $C$ of integration in (3.16) and (3.17) is chosen in order that (1) the perturbative expansion is correctly reproduced for small $g_s$ (corresponding to large $k$) and, (2) as we decrease $k$ continuously, the values of integrals remain continuous as functions of $k$. These requirements yield the contour $C$ parallel to and left of the imaginary axis. To elaborate on this, we look into the pole structure of integrands:

- **The pole structure for $n = 0$:** It is illustrative to first review the pole structure for the partition function, i.e., the $n = 0$ case. In this case, without loss of generality, we can assume $N_1 \leq N_2$.

  It is very useful to classify the poles into two classes, perturbative (P) and nonperturbative (NP) poles. We are interested in the summand in (3.7) with $n = 0$. By multiplying the factor $\prod_{i=1}^{N_1} \left[ 1 - 1/(2i \sin(\pi s_i)) \right]$, this becomes the integrand with the replacement $C_i \rightarrow s_i + 1$. The P poles come from the factor $\prod_{j=1}^{N_1} (q^{s_j+1})_M / \sin(\pi s_j)$, whereas the NP poles are from the factors $\prod_{j=1}^{N_1} 1/(-q^{s_j+1})_M$ and $\prod_{j \neq i} 1/(-q^{s_j-s_i})_M$ for generic (real non-integral) values of $k$.

  Hence the P poles are at

$$s_j = \ldots, -M - 2, -M - 1; \quad 0, 1, 2, \ldots$$

(3.18)

with a gap between $s_j = -M - 1$ and 0, as shown in the left part of Fig. 1. In (3.18), we organized poles into groups separated by a semicolon to clarify this gap structure. In the large $k$ limit, these are the only poles. The contour $C$ parallel to the imaginary axis can be placed anywhere in the gap. Indeed, enclosing the contour with an infinite semicircle to the right in the complex $s_j$ plane, the residue integral reduces to the sum (3.7) with the generalized $\zeta$-function regularization (3.15) implemented automatically by the integral formula

$$-\frac{1}{2\pi i} \int_C \frac{\pi ds}{\sin(\pi s)} s^n = -\frac{2n+1}{n+1} B_{n+1} \quad (n \geq 0),$$

(3.19)

and the perturbative expansion in $g_s$ is correctly reproduced. It should now be clear why this class of poles are called P poles.
The NP poles are at
\[ s_j = \frac{k}{2} - M, \frac{k}{2} - (M - 1), \ldots, \frac{k}{2} - 1 \mod k \]  
(3.20)
\[ s_j = s_i + \frac{k}{2} \mod k. \]  
(3.21)

This class of poles are called NP poles because \( k \propto 1/g_s \) and thus the residues are of order \( \exp(-1/g_s) \). Shown in the right panel of Fig. 1 is the case \( k = 3 \) and \( M = 2 \). Note that for integer \( k \) as opposed to generic (non-integral) values of \( k \), there are extra cancellations of the zeros and poles in the factor \( \prod_{j=1}^{N_1} [(q^{sj+1})_M / \sin(\pi s_j)] \), since the zeros
\[ s_j = k - M, k - (M - 1), \ldots, k - 1 \mod k \]  
(3.22)
can coincide with some of the P poles in (3.18). More precisely, the gap between \( s_j = -M - 1 \) and 0 repeats itself periodically modulo \( k \) and thus the P poles for an integer \( k \) appear at
\[ s_j = 0, 1, \ldots, k - M - 1 \mod k. \]  
(3.23)

Now more important is the fact that, for a given \( M < k \) as we decrease \( k \) continuously, the NP poles on the positive real axis move to the left. For a sufficiently large \( k > 2M \), the NP pole closest to the origin is at \( s_j = \frac{k}{2} - M > 0 \). As \( k \) is decreased from \( k > 2M \) to \( k < 2M \), this pole crosses the imaginary axis to the left. As we decrease \( k \) further, more NP poles cross the imaginary axis. For the partition function to be continuous in \( k \), these poles should not cross the contour \( C \) and therefore we need to shift the contour \( C \) to the left so as to avoid the crossing of these NP poles that invade into the real negative region. More precisely, the contour \( C \) has to be placed between \( s_j = -\frac{k}{2} - 1 (> -M - 1) \) and \( \frac{k}{2} - M \) when \( (M \leq k < 2M) \). This is a prescription that needs to be justified. In Ref. [17] it was checked that Seiberg duality holds with this contour prescription, vindicating our integral representation as a nonperturbative completion.

**The pole structure for \( n > 0 \) and \( N_1 \leq N_2 \):** It is straightforward to generalize the contour prescription to the case of Wilson loops. In this case, however, we need to discuss the two cases \( N_1 \leq N_2 \) and \( N_1 > N_2 \) separately. We start with the former, which is simpler than the latter. We are interested in the summand in (3.7). Again by multiplying the factor \( \prod_{j=1}^{N_1} [-1/(2i \sin(\pi s_j))] \), this becomes the integrand with the replacement \( C_i \rightarrow s_i + 1 \). For the P poles the relevant factor is the same as in the partition function, \( \prod_{j=1}^{N_1} [(q^{sj+1})_M / \sin(\pi s_j)] \). This yields the P poles for generic (non-integral) \( k \) at
\[ s_j = \ldots, -M - 2, -M - 1; 0, 1, 2, \ldots. \]  
(3.24)
A similar remark on the integer \( k \) case applies to this case, and the gap between \( s_j = -M - 1 \) and 0 repeats itself periodically modulo \( k \). This implies that the P poles for an integer \( k \) appear at
\[ s_j = 0, 1, \ldots, k - M - 1 \mod k. \]  
(3.25)

For the NP poles the relevant factors are \( \prod_{j=1}^{N_1} 1/(-q^{sj+1+n\delta sj})_M \) and \( \prod_{j \neq i} 1/(-q^{sj-s_i+n\delta sj})_1 \) where \( l \) runs from 1 to \( N_1 \). The NP poles are thus at
\[ s_j = \frac{k}{2} - M - n\delta sj, \frac{k}{2} - (M - 1) - n\delta sj, \ldots, \frac{k}{2} - 1 - n\delta sj \mod k \]  
(3.26)
\[ s_j = s_i + \frac{k}{2} - n\delta sj \mod k. \]  
(3.27)
The pole structure for $\bullet$  

The pole structure for $n > 0$ and $N_1 \geq N_2$: In this case we are interested in the summands (3.10) and (3.11). Again by multiplying the factor $\prod_{\alpha=1}^{N_2}[-1/(2i \sin(\pi s_{\alpha}))]$, these summands become the integrands with the replacement $D_{\alpha} \rightarrow s_{\alpha} + 1$. We first discuss the pole structure of (3.10). This time the relevant factor for the P poles is different from the previous cases, $\prod_{\alpha=1}^{N_2}[(q^{s_{\alpha}+1})_M/\sin(\pi s_{\alpha}) \times (q^{s_{\alpha}+1+c-n})_1/(q^{s_{\alpha}+1+c})_1]$ where $c$ runs from 0 to $n - 1$. This yields the P poles for generic $k$ at

$$s_{\alpha} = \ldots, -M - 2, -M - 1; \quad -1 - c; \quad 0, \ldots, -2 - c + n; \quad -c + n, \ldots$$ (3.28)

Note that there is an additional pole at $s_{\alpha} = -1 - c$ in the gap between $s_{\alpha} = -M - 1$ and 0 and a hole at $s_{\alpha} = -1 - c + n$. In the case of integer $k$, the gap, the additional point $s_{\alpha} = -1 - c$, and the hole $s_{\alpha} = -1 - c + n$ repeat themselves modulo $k$ and the P poles appear at

$$s_{\alpha} = -1 - c; \quad 0, 1, \ldots, -2 - c + n; \quad -c + n, \ldots, k - M - 1 \mod k.$$ (3.29)

To be more precise, if $c$ is small enough and the hole at $s_{\alpha} = -1 - c + n$ falls into a gap, the hole is absent.
Fig. 3. The integration contour \( C_1[c] \) for Wilson loops with \( N_1 \geq N_2 \): The figure is for the integrals (2.16) associated with the sum (3.10). The green dotted line corresponds to \( s_a = s_b + \frac{k}{2} \mod k \) with some \( s_b \). Shown is the case \( k = 3, M = 2, n = 1, \) and \( c = 0 \).

For the NP poles the relevant factors are \( \prod_{a=1}^{N_2} 1/(-q^{s_a+1})_M \times (-q^{s_a+1+c})_1/(-q^{s_a+1+c-n})_1 \) and \( \prod_{a \neq b} 1/(-q^{s_a-s_b})_1 \). The NP poles are thus at

\[
s_a = \frac{k}{2} - M, \ldots, \frac{k}{2} - 2 - c; \quad \frac{k}{2} - c, \ldots, \frac{k}{2} - 1; \quad \frac{k}{2} + (n - 1) - c \mod k
\]

(3.30)

\[
s_a = s_b + \frac{k}{2} \mod k.
\]

(3.31)

The choice of integration contour \( C_1 \) is more involved than the previous cases: (1) In addition to the P poles at \( s_a = 0, 1, \ldots \) for a large \( k \) (i.e., in the perturbative regime), we need to include, for a given \( c \), the P pole at \( s_a = -1 - c \). This means that we place the integration contour for a given \( c \) to the left of the P pole at \( s_a = -1 - c \). (2) As in the previous cases, we require continuity with respect to \( k \). The NP pole at \( s_a = \frac{k}{2} - M \) invades into the negative real axis, as \( k \) is decreased, whereas the NP pole at \( s_a = -\frac{k}{2} + (n - 1) - c \) moves to the right. Hence the contour has to be placed to the left of \( s_a = \min(-1 - c, \frac{k}{2} - M) \) and the right of \( s_a = \max(-M - 1, -\frac{k}{2} + (n - 1) - c) \) for \( c < M \) and to the left of \( s_a = -1 - c \) and the right of \( s_a = -\frac{k}{2} + (n - 1) - c \) for \( c \geq M \).

The pole structure and the contour \( C_1 \) are illustrated in Fig. 3. Note that \( C_1 \) depends on \( c \) and may thus be denoted as \( C_1 = \{C_1[c]\} \) \((c = 0, \ldots, n - 1)\).

Next we turn to the pole structure of (3.11). For the P pole the relevant factor is \( \prod_{a=1}^{N_2} [(q^{s_a+1+n\delta_{ad}})_M / \sin(\pi s_a)] \) where \( d \) runs from 1 to \( N_2 \). This yields for generic \( k \) the P poles at

\[
s_a = \ldots, -M - 2 - n\delta_{ad}, -M - 1 - n\delta_{ad}; \quad -n\delta_{ad}, 1 - n\delta_{ad}, \ldots.
\]

(3.32)

Note that the P poles are shifted by \(-n\delta_{ad}\) as compared to those in the \( N_1 < N_2 \) case. For an integer \( k \) the gap between \( s_a = -M - 1 - n\delta_{ad} \) and \(-n\delta_{ad}\) repeats itself periodically modulo \( k \).

---

\[\text{Note:} \quad (\text{3.31})\]

\[\text{Note:} \quad (\text{3.32})\]

---

\[\text{Note:} \quad (\text{3.33})\]
Fig. 4. The integration contour $C_2$ for Wilson loops with $N_1 \geq N_2$: (a) The left figure is the pole structure and the contour for $a \neq d$. (b) The right figure is for $a = d$ and the contour is shifted by $-n$ as compared to that in (a). The green dotted line corresponds to $s_a = s_b - \frac{k}{2} - n \delta_{ad} \mod k$ with some $s_b$. The contours are the same. Shown is the case $k = 3$, $M = 2$, and $n = 1$.

and the P poles appear at

$$s_a = -n \delta_{ad}, 1 - n \delta_{ad}, \ldots, k - M - 1 - n \delta_{ad} \mod k.$$  \hfill (3.33)

It could happen that, if the winding $n$ is sufficiently large, $k - M - 1 - n$ becomes negative.

For the NP poles the relevant factors are $\prod_{a=1}^{N_2} 1/(q^{s_a + 1})_M$ and $\prod_{a \neq b} 1/(q^{s_a - s_b + n \delta_{ad}})_1$. The NP poles are thus at

$$s_a = \frac{k}{2} - M, \frac{k}{2} - (M - 1), \ldots, \frac{k}{2} - 1 \mod k$$  \hfill (3.34)

$$s_a = s_b + \frac{k}{2} - n \delta_{ad} \mod k.$$  \hfill (3.35)

The choice of integration contour $C_2$ is similar to the $N_1 \leq N_2$ case except that the contour for the variable $s_d$ is to the left of $s_d = \min(-n, \frac{k}{2} - M)$ and the right of $s_d = \max(-M - 1, -\frac{k}{2} - 1)$ and picks up, in particular, the residues from the P poles at $s_d = -1, \ldots, -n$. The pole structure and the contour $C_2$ are illustrated in Fig. 4.

Again this is a prescription that lacks a first-principles derivation. In the case of $N_1 \leq N_2$, similar to the partition function, for a large $k$, enclosing the contour with an infinite semicircle to the right in the complex $s_j$ plane, the residue integral reduces to the sum (3.7), with the generalized $\zeta$-function regularization (3.15) implemented automatically, and the perturbative expansion in $g_s$ is correctly reproduced. In the case of $N_1 \geq N_2$, however, the way this prescription works is more subtle even for a large $k$. Each of the two integral expressions (2.16) and (2.17) picks up extra perturbative contributions from the poles at $s = -1, -2, \ldots, -n$. For $\frac{1}{6}$-BPS Wilson loops these extra contributions cancel out in the sum of (2.16) and (2.17), as shown in Appendix D, thereby reproducing the correct perturbative expansion in $g_s$. As the nonperturbative test, we show in the next section that Seiberg duality holds with our prescription, where it becomes clear that the inclusion of the P poles at $s = -1, -2, \ldots, -n$ is necessary.

\textsuperscript{13} The perturbative equivalence of $\frac{1}{6}$-BPS Wilson loops of the lens space and ABJ matrix models, via the analytic continuation, has been established and checked by direct perturbative calculations.
3.4. Remarks on the ABJM limit

As noted in Sect. 2.1, there are subtleties in taking the ABJM limit $M \to 0$, in particular, in the formula (2.16) for the case $N_1 \geq N_2$. There are two points to be addressed; (1) the agreement of the two formulas (2.12) and (2.15), and (2) the $\frac{1}{2}$-BPS Wilson loop (2.19) in the ABJM limit.

To address the first point, notice that the integrands of (2.14) and (2.17) in the limit $M \to 0$ become identical. However, as remarked before, the contours $C$ and $C_2$ are different. Now since the factors $\prod_{i=1}^{N_1}[1/(q^{s_i+1+n\delta_i})]_M$ in (2.14) and $\prod_{a=1}^{N_2}[1/(-q^{s_a+1})]_M$ in (2.17) are absent, there are no NP poles on the real axis. Hence the difference due to the contours $C$ and $C_2$ only comes from the residues at the P poles $s_d = -1, -2, \ldots, -n$ in (2.17). Therefore, in order for (2.12) and (2.15) to agree, these residues have to be canceled by (2.16). To see this, we carefully take the $M \to 0$ limit of (2.16):

$$I^{(1)}(N_1, N_2; n)_{\kappa} = \frac{1}{N_2!} \sum_{c=0}^{n-1} \prod_{a=1}^{N_2} \left[ -\frac{1}{2\pi i} \int_{C_1[c]} \frac{\pi ds_a}{\sin(\pi s_a)} \right] \times q^{n(2c-M)} \frac{(q^{1-n})_c(q^{1+n})_{M-1-c}}{(q)_c(q)_{M-1-c}} \prod_{a=1}^{N_2} \frac{(q^{s_a+1})_M}{2(-q^{s_a+1})_M} \times \prod_{a=1}^{N_2} \left[ \frac{(-q^{s_a+1+c})_1(q^{s_a+1+c-n})_1}{(q^{s_a+1+c})_1(-q^{s_a+1+c-n})_1} \prod_{b=1}^{a-1} \frac{(q^{s_a-s_b})_1}{(-q^{s_a-s_b})_1} \prod_{b=a+1}^{N_2} \frac{(q^{s_b-s_a})_1}{(-q^{s_b-s_a})_1} \right].$$

(3.36)

In particular, we focus on the factors near the P pole for a selected variable $s_d$ at $s_d = -1 - c$ as $M \to 0+$,

$$\lim_{s_d \to -1-c} \frac{(q^{1-n})_c(q^{1+n})_{M-1-c}}{(q)_c(q)_{M-1-c}} \frac{(q^{s_d+1})_1}{(q^{s_d+1+c})_1} = \frac{q^{n-c}(q^{n-c})_M}{(q^n)_1(q^{-c})_c(q)_{M-1-c}} \quad \lim_{s_d \to -1-c} \frac{(q^{s_d+1})_M}{(q^{s_d+1+c})_1} = \frac{q^{-nc}(q^{n-c})_M}{(q^n)_1} \xrightarrow{M \to 0} \frac{q^{-nc}}{1-q^n}$$

(3.37)

where we used $(q^{1-n})_c(q^{1+n})_{M-1-c} = (-1)^c q^{-nc+\frac{c(c+1)}{2}(q^{n-c})_M/(q^n)_1}$ and $\lim_{\epsilon \to 0}(q^{\epsilon-c})_c(q)_{M-1-c}$. Note that in the $M \to 0_+$ limit these factors vanish away from the P pole $s_d = -1 - c$, i.e., if the limit $s_d \to -1 - c$ is not taken in the first line. Therefore, in the ABJM limit the only contribution comes from the residues at the P poles $s_d = -1 - c$ where $c = 0, \ldots, n - 1$.

An important remark is in order: When $c < M$, the pole at $s_d = -1 - c$ is clearly a simple pole, since the factor $(q^{s_d+1+c})_1$ that appears in the first line of (3.37) is canceled by the same factor in the $q$-Pochhammer symbol $(q^{s_d+1})_M$. However, when $c \geq M$, it is subtle, because there may not seem to be any apparent cancellation of these factors. Nevertheless, we treat the pole at $s_d = -1 - c$ as a simple pole. As it turns out, the proper way to deal with this subtlety is to adopt an $\epsilon$-prescription for the parameter $M$. Namely, $M$ is always kept off an integral value by the shift $M \to M + \epsilon$ with $\epsilon > 0$.

The factor $(q^{s_d+1})_M$ is always assumed to be $(q^{s_d+1})_{M+\epsilon}$ with a non-integral index in our calculations and is defined by (A3) for a non-integral $M + \epsilon$. With this prescription, the factor $(q^{s_d+1+c})_1$ is always canceled by the same factor in $(q^{s_d+1})_{M+\epsilon}$, making the pole at $s_d = -1 - c$ a simple pole. However, there is one more subtlety in this prescription to be clarified. Namely, there appears a pole at $s_d = -1 - c - \epsilon$ even with this prescription when $c \geq M$. If this pole were included within the contour, the contribution (3.37) would have been canceled. In other words, it would have been the
same as treating the pole at $s_d = -1 - c$ as a double pole. Thus our $\epsilon$-prescription involves a particular choice of the contour $C_1[c]$, i.e., to place it between $s_d = -1 - c$ and $-1 - c - \epsilon$ so as to avoid the latter pole. This is a very subtle point and so much of a detail but is absolutely necessary for getting sensible results.

Without loss of generality, we can choose the index $d$ to be 1, since the expression is invariant under permutations of $s_d$. This yields

$$I^{(1)}(N, N; n)_k = \frac{1}{2^{N-1}(N-1)!} \sum_{c=0}^{n-1} \left(-q^n\right)^c \frac{1}{1+q^n} \times \prod_{a=2}^{N} \left[ \left(-\frac{1}{2\pi i} \int_{C_1[c]} \frac{\pi ds_a}{\sin(\pi s_a)} \right) \left(\frac{q^{s_a+1+c}}{(-q^{s_a+1+c-n})}\right)_1 \right] \times \prod_{b=2}^{a-1} \left(\frac{\left(q^{s_b-s_b}\right)_1}{(-q^{s_b-s_b})}\right) \times \prod_{b=a+1}^{N} \left(\frac{\left(q^{s_b-s_a}\right)_1}{(-q^{s_b-s_a})}\right). \quad (3.38)$$

As shown in Appendix D, this is exactly canceled out by the sum of residues in $I^{(2)}(N, N; n)_k$ at the P poles $s_1 = -1, \ldots, -n$. Hence the formula (2.15) in the ABJM limit reduces to $I^{(2)}(N, N; n)_k$ with the contour $C_2$ being replaced by the contour $C$. This proves the agreement of (2.12) and (2.15) in the ABJM limit. We also note that the formula (3.38), when multiplied by $q^{-\frac{1}{2}n^2+n}$, yields the $\frac{1}{2}$-BPS Wilson loop (2.19) in the ABJM limit (up to a normalization). We discuss the $\frac{1}{2}$-BPS Wilson loop further in the next subsection.

### 3.5. The $\frac{1}{2}$-BPS Wilson loop

The $\frac{1}{2}$-BPS Wilson loop is given by (2.19), which follows from the equality

$$q^{-\frac{1}{2}n^2+n}I^{(2)}(N_1, N_2; n)_k = (-1)^n q^{\frac{1}{2}n^2-n}I(N_2, N_1; n)_{-k}, \quad (3.39)$$

where $N_1 \geq N_2$. In order to show this identity, we recall that

$$I^{(2)}(N_1, N_2; n)_k = \frac{1}{N_2} \sum_{d=1}^{N_2} \prod_{a=1}^{N_2} \left[ \left(-\frac{1}{2\pi i} \int_{C_2[a]} \frac{\pi ds_a}{\sin(\pi s_a)} \right) q^{-n_{sad}+(d-M-2)} \prod_{a=1}^{N_2} \left(\frac{q^{s_a-s_d-1}}{(-q^{s_a-s_d})}\right)_1 \right] \times \prod_{a=1}^{N_2} \left[ (1 + q^{-n_{bda}}) \left(q^{n_{sad}}\right)_M \prod_{b=1}^{a-1} \left(\frac{\left(q^{s_a-s_b}\right)_1}{(-q^{s_a-s_b})}\right)_1 \prod_{b=a+1}^{N_2} \left(\frac{\left(q^{s_b-s_a}\right)_1}{(-q^{s_b-s_a})}\right)_1 \right] \quad (3.40)$$

and

$$I(N_2, N_1; n)_{-k} = \frac{1}{N_1} \sum_{d=1}^{N_1} \prod_{a=1}^{N_1} \left[ \left(-\frac{1}{2\pi i} \int_{C[a]} \frac{\pi ds_a}{\sin(\pi s_a)} \right) q^{n_{sad}-(d-2)} \prod_{a=1}^{N_2} \left(\frac{q^{s_a-s_d-1}}{(-q^{s_a-s_d})}\right)_1 \right] \times \prod_{a=1}^{N_2} \left[ \left(-1\right)_M (q^{s_a-1} q^{-1})_M \right] \left(1 + q^{-n_{bda}}\right) q^{-n_{sad}-(d-1)-n_{sad}+q^{-1}} \times \prod_{b=1}^{a-1} \left(\frac{\left(q^{s_a-s_b}\right)_1}{(-q^{s_a-s_b})}\right)_1 \times \prod_{b=a+1}^{N_2} \left(\frac{\left(q^{s_b-s_a}\right)_1}{(-q^{s_b-s_a})}\right)_1, \quad (3.41)$$
where $M := |N_2 - N_1| = N_1 - N_2$. In fact, it is straightforward to check that these two are related, precisely as in (3.39), by the change of variables,

$$t_a = -s_a - 1 - M - n\delta_{ad},$$

(3.42)

for a given $d$, where $s_a$ are the variables in the latter (3.41) and $t_a$ are identified with those in the former (3.40). The contour $C$ is placed in the intervals, $-\frac{k}{2} - 1 < s_a < \min(0, \frac{k}{2} - M)$ for $a \neq d$ and $\max(-M - 1, -\frac{k}{2} - 1 - n) < s_d < \min(0, \frac{k}{2} - M - n)$. By the above change of variables, this becomes precisely the contour $C_2$, where $\max(-M - 1, -\frac{k}{2} - 1) < t_a < \frac{k}{2} - M$ for $a \neq d$ and $\max(-M - 1 - n, -\frac{k}{2} - 1) < t_d < \min(-n, \frac{k}{2} - M)$.

This proves that the $\frac{1}{2}$-BPS Wilson loop is given by $q^{-\frac{1}{2} + n} I^{(1)}(N_1, N_2; n)_k$ up to the normalization.

4. Seiberg duality—derivations and a proof

There is a duality between two ABJ theories [5]. Schematically, when $N_2 > N_1$, the following ABJ theories are equivalent:

$$U(N_1)_k \times U(N_2)_{-k} = U(2N_1 - N_2 + k)_k \times U(N_1)_{-k}.$$  

(4.1)

The partition functions of the two theories agree up to a phase [17,39,52,53]. It was further understood in Ref. [17] how the perturbative and nonperturbative contributions to the partition function are exchanged under the duality map.

The Wilson loops, in contrast, are not invariant under the duality. The mapping rule for $\frac{1}{2}$-BPS Wilson loops in general representations in $\mathcal{N} = 2$ CSM theories with a simple gauge group has been studied by Kapustin and Willett [50]. These Wilson loops correspond to $\frac{1}{6}$-BPS Wilson loops in the ABJ theory. Our results are consistent with their rule and slightly generalize it to the case where the flavor group is gauged. Similar to the case of the partition function [17], our formulas for the Wilson loops allow us to understand an important aspect of the duality, namely, how the perturbative and nonperturbative contributions are exchanged under the duality map.

In this section we provide a proof of the duality map by analyzing our expressions (2.12), (2.15), and (2.19) for the Wilson loops. To this end, let us recall our results for the duality map of the Wilson loops, (2.20), (2.21), and (2.22).

- **The $\frac{1}{6}$-BPS Wilson loop duality:**

$$W^\frac{1}{6}_1(N_1, N_2; n)_k = -W^\frac{1}{6}_1(\tilde{N}_2, N_1; n)_k - 2(-1)^{n+1}W^\frac{1}{6}_1(\tilde{N}_2, N_1; n)_k,$$

(4.2)

- **The flavor Wilson loop duality:**

$$W^1_6(N_1, N_2; n)_k = W^\frac{1}{6}_1(\tilde{N}_2, N_1; n)_k,$$

(4.3)

- **The $\frac{1}{2}$-BPS Wilson loop duality:**

$$W^\frac{1}{2}_1(N_1, N_2; n)_k = (-1)^n W^\frac{1}{2}_1(\tilde{N}_2, N_1; n)_k,$$

(4.4)

where we denoted the rank of the dual gauge group by $\tilde{N}_2 = 2N_1 - N_2 + k$. These three relations are not independent, but one of them can be derived from the other two by using the relation between the $\frac{1}{2}$- and $\frac{1}{6}$-BPS Wilson loops

$$W^\frac{1}{2}_1(N_1, N_2; n)_k = W^\frac{1}{6}_1(N_1, N_2; n)_k - (-1)^n W^\frac{1}{6}_1(N_1, N_2; n)_k.$$  

(4.5)

\footnote{The $-1$ in (3.42) compensates for the orientation flip of the contour.}
Before going into a rigorous technical proof, we provide a heuristic yet very useful and intuitive way to understand how the Wilson loops would be mapped.

4.1. *The brane picture—a heuristic derivation*15

In Refs. [5,6], the brane realization of the ABJ(M) theory was proposed. The brane content of this configuration is given by the following:

\[
\begin{aligned}
\text{D3-brane} & : 0126 \\
\text{NS5-brane} & : 012345 \\
(1, k) \text{ 5-brane} & : 012 \left[ \begin{array}{l}
\frac{3}{7}
\end{array} \right]_\theta \left[ \begin{array}{l}
\frac{4}{8}
\end{array} \right]_\theta \left[ \begin{array}{l}
\frac{5}{9}
\end{array} \right]_\theta.
\end{aligned}
\]

Here, \(x^6\) is periodically identified, and \(\left[ \frac{3}{7}\right]_\theta\) means the direction on the 3–7 plane with an angle \(\theta\) with the \(x^3\) axis, where \(\tan \theta = k\). For \(U(N_1) \times U(N_2)\) theory with \(N_2 - N_1 = M > 0\), there are \(N_1\) D3-branes between an NS5-brane and a \((1, k)\) 5-brane, and \(N_2 = N_1 + M\) D3-branes between the \((1, k)\) and the NS5. This system realizes 3D supersymmetric field theory that lives in the 012 directions and flows in the IR to the ABJ SCFT. Seiberg duality corresponds to moving the NS5 and the \((1, k)\) branes past each other and, during the process, \(k\) D3-branes are created by the Hanany–Witten effect [23] while \(M\) D3-branes are annihilated, in the end leaving D3-branes realizing the dual theory (4.1).

For our purpose, it is convenient to consider the following M-theory lift of the configuration (4.6), in which Wilson loops are geometrically realized [54,55]. Assume that we have a nontrivial Wilson loop along e.g. \(x^2\), namely \(\int dx^2 A_2 \neq 0\).16 If we T-dualize the configuration (4.6) along \(x^2\) and further lift it to 11 dimensions, we obtain

\[
\begin{aligned}
\text{M2} & : 016 \\
\text{M5} & : 012345 \\
\text{M5}' & : 01 \left[ \begin{array}{l}
A
\end{array} \right]_\theta \left[ \begin{array}{l}
\frac{3}{7}
\end{array} \right]_\theta \left[ \begin{array}{l}
\frac{4}{8}
\end{array} \right]_\theta \left[ \begin{array}{l}
\frac{5}{9}
\end{array} \right]_\theta.
\end{aligned}
\]

where “\(A\)” denotes the 11th direction. Note that the \((1, k)\) 5-brane has lifted to an M5-brane (denoted by M5’) that is tilted in four 2-planes with the same angle \(\theta\). In Fig. 5, we schematically describe this configuration. Because M5’-branes are tilted in the \(x^2-x^A\) plane, there are only \(k\) places in which “fractional” M2-branes can stretch between M5’ and M5. Note that only one fractional M2-brane can exist in one place because of the s-rule [54,55]. \(M = N_2 - N_1\) fractional M2-branes are distributed among these \(k\) places. On the other hand, \(N_1\) “entire” M2-branes are going around the \(x^6\) direction and they do not have to sit in these places but can be anywhere.

Because of the Wilson loop, different M2-branes are located at different positions along the \(x^2\) direction. Let the \(x^2\) coordinate of the \(N_1\) M2-branes between M5 and M5’ be \(\mu_j, j = 1, \ldots, N_1\), and that of the \(N_2 = N_1 + M\) M2-branes (both fractional and entire) between M5’ and M5 be \(v_a, a = 1, \ldots, N_2\) (see Fig. 5).17 Furthermore, let the \(x^2\) coordinate of the \(k\) places in which fractional

---

15 We thank Kazutoshi Ohta for explaining to us the brane picture in Refs. [54,55] and for very useful discussions.

16 The relation between the Wilson loop for ABJ theory on flat space and that for ABJ theory on \(S^3\) is not clear. This is one of the reasons why the argument presented here is heuristic.

17 Note that there is no direct relation between the \(\mu, v\) here and the ones that appear in the ABJ matrix model (2.4). In the computation of Wilson loops using localization [8], at saddle points, gauge fields (which correspond to \(\mu, v\) here) vanish and Wilson loops get contribution only from auxiliary fields (which correspond to \(\mu, v\) in the ABJ matrix model).
Fig. 5. M-theory representation of ABJ theory with Wilson loops (presented is the case with $k = 3$, $N_1 = 2$, $N_2 = 4$, $M = 2$). The left and right ends of the configuration are identified. The position of the M2-branes in the $x^2$ direction corresponds to the Wilson loop. Among $k$ places in which fractional M2-branes can end, the occupied ones are denoted by $\bullet$ and the unoccupied ones by $\circ$.

Fig. 6. The Seiberg dual configuration of the configuration in Fig. 5.

M2-branes can end be $y_\alpha$, $\alpha = 1, \ldots, k$. If the radius of the $x^2$ direction is $2\pi$, we have $y_\alpha = \frac{2\pi\alpha}{k} + \text{const}$ and, for $n \in \mathbb{Z}$,

$$
\sum_{\alpha=1}^{k} e^{iny_\alpha} = \sum_{\alpha=1}^{k} e^{i2\pi n\alpha/k} = \begin{cases} 0 & (n \neq 0 \mod k) \\ k & (n = 0 \mod k). \end{cases} \quad (4.8)
$$

As mentioned above, Seiberg duality corresponds to moving M5 and M5$'$ past each other. In this process, $M$ fractional M2-branes get annihilated, and $k$ fractional M2-branes are created, leaving $\tilde{N}_2 = N_1 - M + k = 2N_1 - N_2 + k$. The resulting configuration is shown in Fig. 6. Let the $x^2$ coordinate of the $\tilde{N}_2$ M2-branes (both fractional and entire) between M5 and M5$'$ be $\tilde{\mu}_1, \ldots, \tilde{\mu}_{\tilde{N}_2}$, and that of the $N$ M2-branes between M5$'$ and M5 be $\tilde{\nu}_1, \ldots, \tilde{\nu}_N$ (see Fig. 6).

In the original configuration in Fig. 5, among the $k$ spots $\{1, \ldots, k\}$ at which fractional M2-branes can end, let the occupied ones be $O_1, \ldots, O_M$ and the unoccupied ones be $U_1, \ldots, U_{k-M}$. Of course, $\{O_1, \ldots, O_M\} + \{U_1, \ldots, U_{k-M}\} = \{1, \ldots, k\}$. Clearly,

$$
\{v_1, \ldots, v_{N_2}\} = \{\mu_1, \ldots, \mu_{N_1}\} + \{y_{O_1}, \ldots, y_{O_M}\}. \quad (4.9)
$$

In the dual theory, the positions of the entire M2-branes are unchanged, while the occupied and unoccupied spots for fractional M2-branes are interchanged. Therefore,

$$
\{\tilde{\mu}_1, \ldots, \tilde{\mu}_{\tilde{N}_2}\} = \{\mu_1, \ldots, \mu_{N_1}\} + \{y_{U_1}, \ldots, y_{U_{k-M}}\} \\
= \{\mu_1, \ldots, \mu_{N_1}\} + \{y_1, \ldots, y_k\} - \{y_{O_1}, \ldots, y_{O_M}\}, \quad (4.10)
$$

$$
\{\tilde{\nu}_1, \ldots, \tilde{\nu}_{N_1}\} = \{\mu_1, \ldots, \mu_{N_1}\}. \quad (4.11)
$$
4.1.1. *Fundamental representation*  

Now we want to use this picture to give a very heuristic explanation of Seiberg duality (4.1). Consider the original configuration in Fig. 5. The Wilson loop in the fundamental representation simply measures the position of the M2-branes. Therefore, naively, we have \(^{18}\)

\[
W^I_6(N_1, N_2; n) \sim \sum_{j=1}^{N_1} e^{in\mu_j},
\]

\[
W^{II}_6(N_1, N_2; n) \sim \sum_{a=1}^{N_2} e^{inv_a} = \sum_{j=1}^{N_1} e^{in\mu_j} + \sum_{a=1}^{M} e^{in\nu_0a}.
\]

where in the second equation we used (4.9). Actually, it turns out that, in order to reproduce the explicit results obtained in the current paper, we must set \(v_a \rightarrow v_a + \pi\) by hand so that (4.13) is replaced by

\[
W^{II}_6(N_1, N_2; n) \sim \sum_{a=1}^{N_2} e^{in(v_a+\pi)} = (-1)^n \left( \sum_{j=1}^{N_1} e^{in\mu_j} + \sum_{a=1}^{M} e^{in\nu_0a} \right). \tag{4.14}
\]

In the dual theory, using (4.10) and (4.11), we obtain

\[
W^I_6(\tilde{N}_2, N_1; n) \sim (-1)^{\tilde{N}_2} \sum_{j=1}^{\tilde{N}_2} e^{in\tilde{\mu}_j} = (-1)^n \left( \sum_{j=1}^{N_1} e^{in\mu_j} + \sum_{a=1}^{M} e^{in\nu_0a} \right)
\]

\[
= (-1)^n \left( \sum_{j=1}^{N_1} e^{in\mu_j} - \sum_{a=1}^{M} e^{in\nu_0a} \right), \tag{4.15}
\]

\[
W^{II}_6(\tilde{N}_2, N_1; n) \sim \sum_{a=1}^{N_1} e^{in\nu_a} = \sum_{j=1}^{N_1} e^{in\mu_j}, \tag{4.16}
\]

where we introduced another ad hoc rule \(\tilde{\mu}_j \rightarrow \tilde{\mu}_j + \pi\) just as we did in (4.14). Also, in the second line of (4.15), we used (4.8), assuming that \(n \neq 0 \mod k\). Therefore, comparing (4.12), (4.14) and (4.15), (4.16), we “derived” the following duality relations:

\[
W^I_6(N_1, N_2; n) = W^{II}_6(\tilde{N}_2, N_1; n), \tag{4.17}
\]

\[
W^{II}_6(N_1, N_2; n) + W^I_6(\tilde{N}_2, N_1; n) = 2(-1)^n W^{II}_6(\tilde{N}_2, N_1; n). \tag{4.18}
\]

This means that the \(\frac{1}{2}\)-BPS Wilson loop defined by

\[
W_2(N_1, N_2; n) := W^I_6(N_1, N_2; n) - (-1)^n W^{II}_6(N_1, N_2; n)
\]

is expected to have the following simple transformation rule:

\[
W_2(N_1, N_2; n) = (-1)^n W_2(\tilde{N}_2, N_1; n). \tag{4.20}
\]

\(^{18}\)Note that this is very rough and heuristic; thus “~”. In reality, \(v_a\) is a variable to be integrated over and is not localized at \(y_a\). Even if there is a sense in which they are localized at \(y_a\), we should sum over all possible ways to distribute \(M\) fractional M2-branes over \(k\) positions.
Note that the above arguments are based on the identity (4.8) and are valid only for \( n \neq 0 \mod k \).
We do not expect to get correct equations by setting \( n = 0 \) in the above duality relations, as we commented in Sect. 2.1.\(^{19}\)

Although the ad hoc rule \( v_a \rightarrow \nu_a + \pi, \tilde{\mu}_j \rightarrow \tilde{\mu}_j + \pi \) was crucial to reproduce the correct transformation rule for Wilson loops, its physical meaning is unclear. It is somewhat reminiscent of the fact that, in the ABJ matrix model at large \( N_1, N_2 \) \(^9\), the eigenvalue distribution for \( U(N_2) \) is offset relative to the \( U(N_1) \) eigenvalue distribution on the complex eigenvalue plane, but further investigations are left for future research. Since the arguments given in this subsection are meant to be only heuristic, we simply accept the rule as a working assumption and proceed. In passing, we note that, with the above ad hoc rule, the \( \frac{1}{2} \)-BPS Wilson loop (4.19) can be understood simply as a supertrace as follows:

\[
W_{\frac{1}{2}}(N_1, N_2; n) \sim \sum_j e^{in\mu_j} - \sum_a e^{in\nu_a} = \text{tr} X^n - \text{tr} Y^n = \text{str} Z^n, \tag{4.21}
\]

where \( X = \text{diag}(e^{i\mu}), Y = \text{diag}(e^{i\nu}), \) and \( Z = \begin{pmatrix} X & Y \end{pmatrix} \).

4.1.2. More general representations

The above heuristic method to guess the Seiberg duality relation can be generalized to more general representations.\(^{20}\) For example, in the original \( U(N_1)_k \times U(N_2)_{-k} \) theory, consider the following \( \frac{1}{6} \)-BPS Wilson loops:

\[
W_{\square} \sim \sum_{i \leq j} e^{i(\mu_i + \mu_j)} = \frac{1}{2} \left( \sum_{i=1}^{N_1} e^{i\mu_i} \right)^2 + \frac{1}{2} \sum_{i=1}^{N_1} e^{2i\mu_i} =: \frac{1}{2} (e^{i\mu})^2 + \frac{1}{2} e^{2i\mu}
\]

\[
W_{\square} \sim \sum_{i < j} e^{i(\mu_i + \mu_j)} = \frac{1}{2} \left( \sum_{i=1}^{N_1} e^{i\mu_i} \right)^2 - \frac{1}{2} \sum_{i=1}^{N_1} e^{2i\mu_i} =: \frac{1}{2} (e^{i\mu})^2 - \frac{1}{2} e^{2i\mu}
\]

\[
W_{\square} \sim \sum_{a < b} e^{i(\nu_a + \nu_b)} = \frac{1}{2} \left( \sum_{a=1}^{N_2} e^{i\nu_a} \right)^2 + \frac{1}{2} \sum_{a=1}^{N_2} e^{2i\nu_a} =: \frac{1}{2} (e^{i\nu})^2 + \frac{1}{2} e^{2i\nu}
\]

\[
W_{\square} \sim \sum_{a < b} e^{i(\nu_a + \nu_b)} =: \frac{1}{2} (e^{i\nu})^2 + \frac{1}{2} e^{2i\nu}
\]

\[
W_{\square} \sim - \sum_{i=1}^{N_1} e^{i\mu_i} \sum_{a=1}^{N_2} e^{i\nu_a} =: - (e^{i\mu})^2 - e^{i\mu} e^{i\nu},
\]

where \( W_R \tilde{R} \) denotes the Wilson loop in the representations \( R \) and \( \tilde{R} \) for \( U(N_1) \) and \( U(N_2) \), respectively, and \( \bullet \) means the trivial representation. Also, in the last expression of each line, we used a

\(^{19}\) Actually, Eqs. (4.17) and (4.20) still give correct equations if we set \( n = 0 \), but (4.18) does not.

\(^{20}\) For a \( U(N) \) representation with a Young diagram \( \lambda \), the Wilson loop is \( S_\lambda(e^{i\mu_1}, \ldots, e^{i\mu_N}) \), where \( S_\lambda(x_1, \ldots, x_N) \) is the Schur polynomial [44]. For example, \( S_\Box = \sum_i x_i, S_{\square} = \sum_{i \leq j} x_i x_j, S_{\tilde{R}} = \sum_{i < j} x_i x_j \).
schematic notation, whose meaning is defined by the immediately preceding expression. In the dual
\( U(\tilde{N}_2)_k \times U(N_1)_{-k} \) theory, we have

\[
\tilde{W}_{\square} \sim \frac{1}{2} (e^{i\mu})^2 + \frac{1}{2} (e^{iyO})^2 - e^{i\mu} e^{iyO} + \frac{1}{2} e^{2i\mu} - \frac{1}{2} e^{2iyO},
\]

\[
\tilde{W}_{\bullet} \sim \frac{1}{2} (e^{i\mu})^2 + \frac{1}{2} (e^{iyO})^2 - e^{i\mu} e^{iyO} - \frac{1}{2} e^{2i\mu} + \frac{1}{2} e^{2iyO},
\]

\[
\tilde{W}_{\Box} \sim \frac{1}{2} (e^{i\mu})^2 + \frac{1}{2} (e^{iyO})^2 - e^{i\mu} e^{iyO} - \frac{1}{2} e^{2i\mu} + \frac{1}{2} e^{2iyO},
\]

\[
\tilde{W}_{\square} \sim - (e^{i\mu})^2 + e^{i\mu} e^{iyO}.
\]

(4.23)

The duality relation between \( W \) and \( \tilde{W} \) is readily found to be

\[
W = S \tilde{W}, \quad W = \begin{pmatrix}
W_{\square} \\
W_{\bullet} \\
W_{\Box} \\
W_{\Box}
\end{pmatrix}, \quad S = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 1 & 3 & 1 & 2 \\
1 & 0 & 1 & 3 & 2 \\
0 & 0 & -2 & -2 & -1
\end{pmatrix}.
\]

(4.24)

The combinations that have the simple transformation rule are

\[
W_{1/2} := W_{\square} + W_{\bullet} + W_{\Box}, \quad W_{1/2} := W_{\bullet} + W_{\Box} + W_{\Box}.
\]

(4.25)

which transform as

\[
W_{1/2} = \tilde{W}_{1/2}, \quad W_{1/2} = \tilde{W}_{1/2}.
\]

(4.26)

These are precisely the \( 1/2 \)-BPS Wilson loops derived in Ref. [44].

Just as in (4.21), we can write these in terms of a supertrace as follows:

\[
W_{1/2} = \frac{1}{2} (\text{str } Z)^2 + \frac{1}{2} \text{str}(Z^2) = \text{str}_{\Box} Z,
\]

\[
W_{1/2} = \frac{1}{2} (\text{str } Z)^2 - \frac{1}{2} \text{str}(Z^2) = \text{str}_{\Box} Z.
\]

(4.27)

Note that the right-hand side is nothing but a supertrace in the respective representations. More

generally, the \( 1/2 \)-BPS Wilson loop for general representation \( R \) is given by

\[
W_{1/2} = \text{str}_R Z = P_R(\text{str}(Z^n)),
\]

(4.30)

where \( P_R \) is a polynomial in \( \text{str}(Z^n) \) \((n = 1, \ldots, |R|)\) obtained from the Schur polynomial. Each term

in the polynomial contains a product of \(|R|\) \( Z \). The results from the previous section, more specifically

\[\text{(4.28)}\]

\[\text{(4.29)}\]

Note that the \( \frac{1}{2} \)-BPS Wilson loops derived in Ref. [44] are

\[
W_{1/2} = \text{str}_R \left( e^{i\mu} \begin{pmatrix} e^{i\nu} \\ -e^{i\nu} \end{pmatrix} \right)
\]

(4.28)

where \( \mu, \nu \) are the \( \mu, \nu \) that appear in the matrix model (see footnote 17). Our ad hoc rule is to replace

this with

\[
W_{1/2} = \text{str}_R \left( e^{i\mu} \begin{pmatrix} e^{i\nu} \\ e^{i\nu} \end{pmatrix} \right) = \text{str}_R Z
\]

(4.29)

where \( \mu, \nu \) are the positions of the M2-branes.
say that $\text{str}(Z^n) \to (-1)^n \text{str}(Z^n)$ under duality. Therefore, the transformation law for the general $\frac{1}{2}$-BPS Wilson loop is

$$W_R^{1/2} \to (-1)^{|R|} W_R^{1/2}. \quad (4.31)$$

None of the above is a derivation of Seiberg duality for $\frac{1}{6}$-BPS Wilson loops but is merely a motivation for it. However, the fact that it predicts a simple duality law for $\frac{1}{2}$-BPS Wilson loops is evidence that the $\frac{1}{6}$-BPS duality relation is also correct.

### 4.2. A rigorous derivation and proof

Since the mapping (4.3) for the flavor Wilson loop and (4.4) for the $\frac{1}{2}$-BPS Wilson loop are simple as compared to the mapping (4.2) for $\frac{1}{6}$-BPS Wilson loops, it is the best strategy to prove (4.3) and (4.4) and then infer (4.2) from them. In due course, we will also see manifestly the exchange of perturbative and nonperturbative contributions under the duality.

- **The flavor Wilson loop duality:** We first prove the flavor Wilson loop duality:

$$W^1_{\frac{1}{6}}(N_1, N_2; n)_k = W^1_{\frac{1}{6}}(\tilde{N}_2, N_1; n)_k = W^1_{\frac{1}{6}}(N_1, \tilde{N}_2; n)_{-k}, \quad (4.32)$$

which amounts to the equality

$$\frac{q^{-n_2+n}I(N_1, N_2; n)_k}{I(N_1, N_2; 0)_k} = \frac{q^{-n}I(N_1, \tilde{N}_2; n)_{-k}}{I(N_1, \tilde{N}_2; 0)_{-k}}. \quad (4.33)$$

The basic idea for the proof is to show that (1) the integrands in the numerators are identical, i.e., they share exactly the same zeros and poles and the same asymptotics up to the normalization, and (2) the contours are equivalent. The explicit forms of $I(N_1, N_2; n)_k$ and $I(N_1, \tilde{N}_2; n)_{-k}$ are given by

$$I(N_1, N_2; n)_k = \frac{1}{N_1!} \sum_{l=1}^{N_1} \prod_{i=1}^{N_1} \left[ -\frac{1}{2\pi i} \int C \frac{\pi ds_i}{\sin(\pi s_i)} \right] q^{-n s_i + n l - 2} \prod_{i=1}^{N_1} \left( \frac{q^{s_i-n} - 1}{q^{s_i-n_1} - 1} \right) \prod_{i \neq l} \left( \frac{q^{s_i-n} - 1}{q^{s_i-n_1} - 1} \right) \prod_{i=1}^{N_1} \left( \frac{q^{s_i-s_j} - 1}{q^{s_i-s_j} - 1} \right) \prod_{j=1}^{N_1} \left( \frac{q^{s_j-s_i} - 1}{q^{s_j-s_i} - 1} \right) \quad (4.34)$$

$$I(N_1, \tilde{N}_2; n)_{-k} = \frac{1}{N_1!} \sum_{l=1}^{N_1} \prod_{i=1}^{N_1} \left[ -\frac{1}{2\pi i} \int C \frac{\pi ds_i}{\sin(\pi s_i)} \right] q^{-n s_i + n l + M - 2} \prod_{i=1}^{N_1} \left( \frac{q^{s_i-n} - 1}{q^{s_i-n_1} - 1} \right) \prod_{i \neq l} \left( \frac{q^{s_i-n} - 1}{q^{s_i-n_1} - 1} \right) \prod_{i=1}^{N_1} \left( \frac{q^{s_i-s_j} - 1}{q^{s_i-s_j} - 1} \right) \prod_{j=1}^{N_1} \left( \frac{q^{s_j-s_i} - 1}{q^{s_j-s_i} - 1} \right) \quad (4.35)$$

where $M := |N_2 - N_1| = N_2 - N_1$. At first glance the zeros and poles of (4.34) and (4.35) differ in the $M$-dependence, since $M$ is replaced by $k - M$ in the latter. However, introducing
The dual variables in the latter,
\[ \tilde{s}_i = -s_i + \frac{k}{2} - 1 - n\delta_{il}, \quad (4.36) \]
we can easily see that they actually agree. As simple as it may look, we stress that this is a very important map and can be regarded as the duality transformation, as we now justify. In terms of the original variables \( s_i \), the poles of the integrand in (4.35) appear at
\[ P: \quad s_i = 0, 1, \ldots, M - 1 \mod k, \quad (4.37) \]
\[ NP: \quad s_i = -\frac{k}{2} + M - n\delta_{il}, \ldots, \frac{k}{2} - 1 - n\delta_{il} \mod k, \quad (4.38) \]
\[ NP: \quad s_i = s_j + \frac{k}{2} - n\delta_{il} \mod k. \quad (4.39) \]
In terms of the dual variables \( \tilde{s}_i \), these poles are mapped to
\[ NP: \quad \tilde{s}_i = \frac{k}{2} - M - n\delta_{il}, \ldots, \frac{k}{2} - 2 - n\delta_{il}, \frac{k}{2} - 1 - n\delta_{il} \mod k, \quad (4.40) \]
\[ P: \quad \tilde{s}_i = 0, 1, \ldots, k - M - 1 \mod k, \quad (4.41) \]
\[ NP: \quad \tilde{s}_i = \tilde{s}_j + \frac{k}{2} - n\delta_{il} \mod k. \quad (4.42) \]
These are precisely the same as the poles of the integrand in (4.34) and thus the two integrands share exactly the same poles. We emphasize that the P and NP poles are exchanged by the duality transformation (4.36). In terms of the original variables, the contour \( \tilde{C} \) is placed in the intervals, \( \max(M - k - 1, -\frac{k}{2} - 1) < s_i < \min(0, -\frac{k}{2} + M) \) for \( i \neq l \) and \( \max(-M - 1, -\frac{k}{2} - 1 - n) < s_i < \min(0, -\frac{k}{2} + M - n) \). In terms of the dual variables, this becomes the intervals, \( \max(-\frac{k}{2} - 1, -M - 1) < \tilde{s}_i < \min(\frac{k}{2} - M, 0) \) for \( i \neq l \) and \( \max(-\frac{k}{2} - 1, -M - 1 - n) < s_i < \min(\frac{k}{2} - M, -n) \). Hence, the contours \( C \) and \( \tilde{C} \) are equivalent.\(^{22}\)

Meanwhile, the zeros appear only from the factors \( (q^{\tilde{s}_i - s_i})_1 \) and \( (q^{\tilde{s}_i - s_i - n})_1 \) and do not depend explicitly on \( M \). It is easy to check that the zeros are invariant under the duality transformation (4.36). Indeed, the factors that depend on the differences \( s_i - s_j \) in (4.34) and \( \tilde{s}_i - \tilde{s}_j \) in (4.35) only differ from each other by the factor \( q^{2n(l-1)} \) multiplying the latter.

It remains to find the asymptotics of the integrands. The asymptotics to be compared with are those at \( s_i \to i\infty \) in (4.34) and \( \tilde{s}_i \to i\infty \) in (4.35), and for the factors that depend on the differences of the variables we only need to care about the factor \( q^{2n(l-1)} \). Collecting various factors together and taking into account the orientations of the contours, it is straightforward to find that the latter asymptotics is \( i^k q^{-n^2 + 2nl} \) times the former. Since the factor \( i^k \) is canceled by the same factor coming from the normalization, this completes the proof of the equality (4.33).

- **The \( \frac{1}{2} \)-BPS Wilson loop duality**: We next prove the duality for the \( \frac{1}{2} \)-BPS Wilson loop:
\[ W_{\frac{1}{2}}(N_1, N_2; n)_k = (-1)^n W_{\frac{1}{2}}(\tilde{N}_2, N_1; n)_k, \quad (4.43) \]
which from (2.19) amounts to the equality
\[ \frac{q^{\frac{n^2}{2} - n} I^{(1)}(N_2, N_1; n)_k}{I^{(2)}(N_2, N_1; 0)_k} = -\frac{q^{\frac{n^2}{2} + n} I^{(1)}(\tilde{N}_2, N_1; n)_k}{I^{(2)}(\tilde{N}_2, N_1; 0)_k}. \quad (4.44) \]

\(^{22}\)The \(-1 \) in (4.36) compensates for the orientation flip of the contour.
The explicit forms of $I^{(1)}(N_2, N_1; n)_{-k}$ and $I^{(1)}(\tilde{N}_2, N_1; n)_{k}$ are given by

$$I^{(1)}(N_2, N_1; n)_{-k}$$

$$= \frac{1}{N_1!} \sum_{c=0}^{n-1} \prod_{i=1}^{N_1} \left[ -\frac{1}{2\pi i} \int_{C_{[c]}} \frac{\pi \mathrm{d}s_i}{\sin(\pi s_i)} \right] q^n \frac{(q^{1-n})_c (q^{1+n})_{M-1-c}}{(q)_c (q)_M^{1-c}} \prod_{i=1}^{N_1} \frac{(q^{-s_i-1}; q^{-1})_M}{2 (-q^{-s_i-1}; q^{-1})_M} \prod_{j=1}^{N_1} \frac{(q^{-s_i+s_j})_1}{(-q^{-s_i+s_j})_1} \right].$$

$$I^{(1)}(\tilde{N}_2, N_1; n)_{k}$$

$$= \frac{1}{N_1!} \sum_{c=0}^{n-1} \prod_{i=1}^{N_1} \left[ -\frac{1}{2\pi i} \int_{C_{\tilde{C}[c]}} \frac{\pi \mathrm{d}s_i}{\sin(\pi s_i)} \right] q^{n(2c+M)} \frac{(q^{1-n})_c (q^{1+n})_{k-M-1-c}}{(q)_c (q)_{k-M-1-c}} \prod_{i=1}^{N_1} \frac{(q^{s_i+1})_{k-M}}{2 (-q^{s_i+1})_{k-M}} \prod_{j=1}^{N_1} \frac{(q^{s_i-s_j})_1}{(-q^{s_i-s_j})_1} \right].$$

Similar to the flavor Wilson loop duality, introducing the duality transformation in (4.45)

$$\tilde{s}_i = -s_i - \frac{k}{2} - 1,$$

it becomes evident that the two integrands share the same zeros and poles. In terms of the original variables $s_i$, the poles of the integrand in (4.45) appear modulo $k$ at

**P:** $s_i = -1 - c; \quad 0, \ldots, -2 - c + n; \quad -c + n, \ldots, k - M - 1,$

**NP:** $s_i = \frac{k}{2} - M, \ldots, \frac{k}{2} - 2 - c; \quad \frac{k}{2} - c, \ldots, \frac{k}{2} - 1; \quad \frac{k}{2} + n - 1 - c,$

**NP:** $s_i = s_j + \frac{k}{2}.$

In terms of the dual variables $\tilde{s}_i$, these poles are mapped, after shifting by +$k$, to

**NP:** $\tilde{s}_i = -\frac{k}{2} + M, \ldots, \frac{k}{2} - 2 - \tilde{c}; \quad \frac{k}{2} - \tilde{c}, \ldots, \frac{k}{2} - 1; \quad \frac{k}{2} + n - 1 - \tilde{c},$

**P:** $\tilde{s}_i = -1 - \tilde{c}; \quad 0, \ldots, -2 - \tilde{c} + n; \quad -\tilde{c} + n, \ldots, M - 1,$

**NP:** $\tilde{s}_i = \tilde{s}_j + \frac{k}{2},$

where $\tilde{c} = (n - 1) - c$. Indeed, these are exactly the poles of the integrand in (4.46). We again stress that the P and NP poles are exchanged by the duality transformation (4.47). The contour $C_1$ is placed in the interval, max($-M - 1, -\frac{k}{2} + n - 1 - c$) $< s_i < \min(-1 - c, \frac{k}{2} - M)$, that is mapped to max($-\frac{k}{2} + n - 1 - \tilde{c}, -(k - M) - 1$) $< \tilde{s}_i < \min(\frac{k}{2} - (k - M), -1 - \tilde{c}).$ 23 Hence the contour in terms of the variables $\tilde{s}_i$ is equivalent to $C_1$.

As for the zeros, similar to the flavor Wilson loop case, they appear only from the factors that depend on the differences $\tilde{s}_i - \tilde{s}_j$ in (4.45) and $s_i - s_j$ in (4.46). In fact, these factors are exactly the same in (4.45) and (4.46).

23 More precisely speaking, these ranges are for $c < M$, as discussed in Sect. 3.3, but for $c \geq M$ the intervals are not conditional, $-\frac{k}{2} + n - 1 - c < s_i < -1 - c$ and $-\frac{k}{2} + n - 1 - \tilde{c} < \tilde{s}_i < -1 - \tilde{c}$. 
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In order to examine the asymptotics, we first note that
\[
q^n(2\hat{c}+M)\frac{(q^{1-n})\hat{c}(q^{1+n})k-M-\hat{c}}{(q)\hat{c}(q)k-M-\hat{c}} = q^n(n-1)+n(M-c) \lim_{\epsilon \to 0} \frac{(q^\epsilon)_{1}(q^{n-\epsilon})k-M}{(q)\hat{c}(q)k-M-\hat{c}}
\]
\[
= -q^n(n-1)\frac{(q^{1-n})\hat{c}(q^{1+n})M-\hat{c}}{(q)\hat{c}(q)M-\hat{c}}. \quad (4.55)
\]

The asymptotics at \( s_i \to i\infty \) in (4.45) and \( s_j \to i\infty \) in (4.46) then differ only by the factor
\(-i^k q^{-n^2+2n}\) and the factor \( i^k \) is canceled by the same factor from the normalization. This completes the proof of (4.44).

- **The \( \frac{1}{6} \)-BPS Wilson loop duality:** Having proved two of the duality maps (4.3) and (4.4), the definition of the \( \frac{1}{2} \)-BPS Wilson loop (4.5) implies the duality map (4.2) for the \( \frac{1}{6} \)-BPS Wilson loops: The easiest way to see it is to add \((-1)^{n+1}W_1^1(N_1, N_2; n)\) to both sides of (4.2):

\[
W_1(N_1, N_2; n) = -\left( W_1^1(\tilde{N}_2, N_1; n) - (-1)^n W_1^1(N_1, N_2; n) \right)
\]

\[
- 2(-1)^{n+1} \left( W_1^2(\tilde{N}_2, N_1; n) - W_1^2(N_1, N_2; n) \right). \quad (4.56)
\]

Using the flavor Wilson loop duality (4.3) and the relation (4.5), this yields the \( \frac{1}{2} \)-BPS Wilson loop duality:

\[
W_1(N_1, N_2; n) = (-1)^n W_2(\tilde{N}_2, N_1; n). \quad (4.57)
\]

This thereby proves the \( \frac{1}{6} \)-BPS Wilson loop duality (4.2).

### 4.3. The simplest example—the \( U(1)_k \times U(N)_{-k} \) theory

It is illustrative to work out the simplest case, the duality between the \( U(1)_k \times U(N)_{-k} \) and \( U(2 + k - N)_k \times U(1)_{-k} \) ABJ theories, since the integral is 1D and the integration can be explicitly carried out. Apart from its simplicity, \( U(1)_k \times U(N)_{-k} \) may also be relevant to the study of Vasiliev’s higher spin theory with \( U(1) \) symmetry in the ’t Hooft limit, \( N, k \to \infty \) with \( N/k \) fixed [7]. Here we perform the integrals analytically and explicitly check Seiberg duality for some small values of \( N, k, \) and \( n \). In this connection, in the simplest case of \( N = 1 \), a check against the direct integral is provided for arbitrary \( k \) and \( n \) in Appendix E.
Fig. 7. The integration contour: Shown is a deformed contour where $C_2$ is shifted to the left from the vertical line running from $s = \frac{k}{2} - n - (N - 1) + i \infty - \epsilon$ to $\frac{k}{2} - n - (N - 1) - i \infty - \epsilon$, exploiting the absence of poles on the strip between $s = k - N$ and $\frac{k}{2} - n - (N - 1)$.

4.3.1. The flavor Wilson loop

We first consider the duality of flavor Wilson loops that are $\frac{1}{6}$-BPS Wilson loops on the “flavor group” $U(1)$. The $\frac{1}{6}$-BPS flavor Wilson loops are given by

$$W^{I}_{\frac{1}{6}}(1, N; n)_k = q^{-\frac{1}{2}n^2+n} I(1, N; n)_k I(1, N; 0)_k, \quad (4.58)$$

$$W^{II}_{\frac{1}{6}}(\tilde{N}, 1; n)_k = W^{I}_{\frac{1}{6}}(1, \tilde{N}; n)_k = q^{\frac{n^2}{2} - n} I(1, \tilde{N}; n - k) I(1, \tilde{N}; 0 - k), \quad (4.59)$$

where the dual gauge group $\tilde{N} = 2 + k - N$ and the integral expression takes the form

$$I(1, N; n)_k = \frac{(-1)^{N-1} q^{n-1}}{1 + q^n} - \frac{1}{2\pi i} \int_{C} \frac{\pi ds}{\sin(\pi s)} q^{-ns} \frac{(q^{s+1})^{N-1}}{(-q^{s+1+n})^{N-1}}. \quad (4.60)$$

The function $I(1, N; 0)_k$ appearing in the denominators is essentially the partition function and has the following property under Seiberg duality [17,39]:

$$I(1, N; 0)_k = i^{-k} I(1, \tilde{N}; 0 - k). \quad (4.61)$$

Meanwhile, the flavor Wilson loop duality is given by (2.21)

$$W^{I}_{\frac{1}{6}}(1, N; n)_k = W^{II}_{\frac{1}{6}}(\tilde{N}, 1; n)_k, \quad (4.62)$$

which implies

$$I(1, N; n)_k = i^{-k} q^{n^2-2n} I(1, \tilde{N}; n - k). \quad (4.63)$$

This generalizes the relation (4.61) for the partition function; we are going to check this relation explicitly for some small values of $N$, $k$, and $n$.

We first calculate the odd-$k$ case, since it is simpler than the even-$k$ case. The integrand flips the sign under the shift of integration variable, $s \rightarrow s + k$, in this case. Thanks to this property, the integrals can be evaluated by considering the closed contour depicted in Fig. 7: Let us denote the original contour by $C$ and the closed contour by $C'$, which consists of $C + C_1 + C_2 + C_3$ where $C_2$ is parallel
to \( C \) and shifted by \( k \). It is easy to see that there are no contributions from the contours \( C_1 \) and \( C_3 \), and the integral along \( C_2 \) is precisely the same as that along the original contour \( C \) because the integrand only flips the sign under the shift \( s \rightarrow s + k \). It is then clear that the integral along the closed contour \( C' \) is twice that along \( C \):

\[
\int_C (\cdots) = \frac{1}{2} \int_{C'} (\cdots). \tag{4.64}
\]

Thus the integrals can be evaluated by residue calculations. It is straightforward to carry out the calculation and we find that

\[
I(1, N; n)_{\text{odd } k} = \frac{(-1)^{N-1} q^{-n}}{2(1 + q^n)} \left[ \sum_{s=0}^{k-N} (-1)^s q^{-ns} \frac{(q^{s+1})_{N-1}}{(-q^{s+1+n})_{N-1}} \right.
\]

\[
+ \left. \frac{i k}{2} \sum_{c=1}^{N-1} (-1)^{c+1} q^{c(n+c)} \prod_{b=1, b \neq c}^{N-1} \frac{(-q^{b-c-n})_{1}}{(q^{b-c})_{1}} \right], \tag{4.65}
\]

where the first term is the contribution from the P poles at \( s = 0, 1, \ldots, k - N \), while the second term is from the NP poles at \( s = \frac{k}{2} - n - b, (b = 1, \ldots, N - 1) \).

The even-\( k \) case requires more considerations. In contrast to the odd-\( k \) case, the integrand is periodic under the shift \( s \rightarrow s + k \). In addition, some of the P and NP poles merge into double poles, since \( \frac{k}{2} \) is an integer. We can, however, apply a similar trick to that used in Refs. \[17,56\]. For an illustration of this trick, let us consider a generic integral of the form \( \int_C ds \ f(s) \) with \( f(s) \) being periodic under the shift \( s \rightarrow s + k \). The trick is instead to consider the integrand \( g(s) = f(s)(s + a) \) with \( a \) being an arbitrary constant. This integrand shifts as \( g(s + k) = g(s) + kf(s) \) when \( s \) is shifted by \( k \). Thus the integral \( \int_{C'} dsg(s) \) along the closed contour \( C' = C + C_1 + C_2 + C_3 \) yields \( k \int_C dsf(s) \), provided that there are no contributions from \( C_1 \) and \( C_3 \). This way the even-\( k \) case can also be evaluated by residue calculations. Note that the result does not depend on the choice of an arbitrary constant \( a \).

In the following we only show the case when \( \frac{k}{2} - (N - 1) - n > 0 \). The other case, \( \frac{k}{2} - (N - 1) - n < 0 \), however, can be easily derived in a similar manner. The poles encircled by the contour appear at

\[
s = \begin{cases} 
0, \ldots, \frac{k}{2} - N - n & \text{(simple)} \\
\frac{k}{2} - (N - 1) - n, \ldots, \frac{k}{2} - 1 - n & \text{(double).} \\
\frac{k}{2} - n, \ldots, k - N & \text{(simple)}
\end{cases} \tag{4.66}
\]

The residue evaluation then yields

\[
I(1, N; n)_{\text{even } k} = -\frac{(-1)^{N-1} q^{-n}}{1 + q^n} \left[ \sum_{s=0}^{\frac{k}{2} - N - n} (-1)^s q^{-ns} \frac{(q^{s+1})_{N-1}}{(-q^{s+1+n})_{N-1}}(s + a) \right.
\]

\[
+ \left. \sum_{b=1, \ldots, N-1} \lim_{s \to \frac{k}{2} - b - n} \frac{d}{ds} \left( s - \left( \frac{k}{2} - b - n \right) \right)^{2 \pi q^{-ns}} \frac{(q^{s+1})_{N-1}}{\sin \pi s (-q^{s+1+n})_{N-1}}(s + a) \right], \tag{4.67}
\]
where the first line is the contribution from simple poles and the second line that from double poles. These simple poles are a subgroup of P poles in (3.25), while the double poles are composed of P and NP poles, i.e., those P poles in (3.25) coalescing NP poles in (3.26).

On the dual side, the integral \( I(1, \tilde{N}; n)_{-odd_k} \) can be calculated similarly as

\[
I(1, \tilde{N}; n)_{-odd_k} = \frac{q^{n(\tilde{N}+1)}}{2(1+q^n)} \left[ \sum_{s=0}^{k-\tilde{N}} (-1)^s q^{ns} \frac{(q^{s+1})_{\tilde{N}-1}}{(-q^{s+1+n})_{\tilde{N}-1}} \right.
\]

\[
- \frac{ik}{2} \sum_{b=1}^{\tilde{N}-1} (-1)^{\tilde{N}-1+b} q^{-bn} \prod_{a=1, a \neq b}^{\tilde{N}-1} \frac{(-q^{a-b-n})_{1}}{(q^{a-b})_{1}} \].
\]

(4.68)

In the even-\( k \) case, we only show the result for the case when \( \frac{k}{2} - (\tilde{N} - 1) - n > 0 \):

\[
I(1, \tilde{N}; n)_{even_k} = \frac{q^{n(\tilde{N}+1)}}{2k(1+q^n)} \left[ \sum_{s=0, \ldots, \frac{k}{2}-\tilde{N}-n} \sum_{\frac{k}{2}-n, \ldots, k-\tilde{N}} (-1)^s q^{ns} \frac{(q^{s+1})_{\tilde{N}-1}}{(-q^{s+1+n})_{\tilde{N}-1}} (s+a) \right.
\]

\[
+ \sum_{s=\frac{k}{2}-\tilde{N}-n+1, \ldots, \frac{k}{2}-n-1} \lim_{s' \to s} \frac{d}{ds'} \left\{ \frac{\pi(s'-s)^2}{\sin(\pi s')} \frac{q^{n(s')}}{(-q^{s'+1+n})_{\tilde{N}-1}} (s'+a) \right\} \].
\]

(4.69)

We have now collected the necessary data to explicitly check the flavor Wilson loop duality.

- **Numerical checks**

  Let us check (4.63) explicitly for the duality \( U(1)_5 \times U(2)_{-5} = U(5)_5 \times U(1)_{-5} \) with winding \( n = 2 \). The results are

\[
I(1, 2; 2)_5 = (1.46 + 0.47i) + (0.90 - 0.29i) + (0.45 - 0.62i) + (-0.58i)
\]

\[
+ (-0.73 + 1.01i), \quad \text{P}
\]

\[
i^{-5}I(1, 5; 2)_{-5} = (-0.73 + 1.01i)
\]

\[
+ (1.46 + 0.47i) + (0.90 - 0.29i) + (0.45 - 0.62i) + (-0.58i). \quad \text{NP}
\]

(4.70)

(4.71)

Both in the original and dual theories, the first line is the perturbative contribution, while the second line is the nonperturbative contribution. We can explicitly see that the perturbative and nonperturbative contributions are exchanged under Seiberg duality.
Next we consider the even-\(k\) case, \(U(1)_4 \times U(2)_{-4} = U(4)_{-4} \times U(1)_{-4}\) with winding \(n = 1\). For the original theory we have

\[
I(1, 2; 1)_4 = \frac{i - 1}{16} \left[ \frac{(4 - 4i) + (3 + i)a\pi}{2\pi_{\text{P+NP}}} + (-1 - i)(1 + a) \left( \frac{i - 1}{2} \right) (2 + a) \right]
\]

\[
= \frac{i - 1}{16} \left[ -2 + \frac{2 - 2i}{\pi} \right]
\]

(4.72)

where the first term in the first line comes from the double pole at \(s = 0\) and the rest are from the simple P poles at \(s = 1, 2\). Note that the \(a\)-dependence is canceled out, as it should. For the dual theory we have

\[
iI(1, 4, 1)_{-4} = \frac{i - 1}{16} \left[ \frac{(4 - 4i) + (3 + i)(-a')\pi}{2\pi_{\text{P+NP}}} + (-1 - i)(1 - a') \left( \frac{i - 1}{2} \right) (2 - a') \right]
\]

\[
= \frac{i - 1}{16} \left[ -2 + \frac{2 - 2i}{\pi} \right]
\]

(4.74)

where the first term in the first line comes from the double pole at \(s = 0\) and the rest are from the simple NP poles at \(s = -1, -2\). The \(a'\)-dependence is canceled out similar to the previous case. However, we observe that the pole-by-pole maps agree if we identify \(a = -a'\) even though the constants \(a\) and \(a'\) do not seem to carry any physical meaning. As indicated, the P and NP poles are exchanged in the original (4.72) and dual (4.74) Wilson loops. These examples provide evidence for the flavor Wilson loop duality (2.21).

4.3.2. The \(\frac{1}{2}\)-BPS Wilson loop

We next turn to the \(\frac{1}{2}\)-BPS Wilson loops with winding \(n\) (2.19):

\[
W_1(1, N; n)_k = (-1)^{n+1} q^{\frac{n^2}{2} - n} \frac{I^{(1)}(N, 1; n)_{-k}}{I^{(2)}(N, 1; 0)_{-k}},
\]

(4.76)

\[
W_2(\tilde{N}, 1; n)_k = q^{-\frac{n^2}{2} + n} \frac{I^{(1)}(\tilde{N}, 1; n)_k}{I^{(2)}(\tilde{N}, 1; 0)_k}
\]

(4.77)

where the integral expression takes the form

\[
I^{(1)}(N, 1; n)_k = \sum_{c=0}^{n-1} q^{n(2c-N+1)} \frac{(q^{1-n})_c(q^{1+n})_{N-2-c}}{(q)_c(q)_{N-2-c}} \left( \begin{array}{l}
\pi ds
\end{array} \right) \sin(\pi s) \frac{(q^{s+1})_{N-1}}{2(-q^{s+1})_{N-1}}
\]

\[
\times \left( \frac{q^{s+1+c}}{q^{s+1+c+n}} \right)_1 \left( \frac{q^{s+1+c+n}}{q^{s+1+c+n}} \right)_1.
\]

(4.78)

The normalization factor has the relations \(I^{(2)}(N, 1; 0)_{-k} = (-1)^{N-1} I^{(2)}(N, 1; 0)_k = I(1, N; 0)_k\) and obeys the duality relation

\[
I^{(2)}(N, 1; 0)_{-k} = i^{-k} I^{(2)}(\tilde{N}, 1; 0)_k.
\]

(4.79)
Meanwhile, the $\frac{1}{2}$-BPS Wilson loop duality is given by (4.4)

$$W_{\frac{1}{2}}(1, N; n)_k = (-1)^n W_{\frac{1}{2}}(\tilde{N}, 1; n)_k$$

(4.80)

that, together with (4.79), implies

$$I^{(1)}(N, 1, n)_k = -i^{-k} q^{-n^2 + 2n} I^{(1)}(\tilde{N}, 1; n)_k.$$  

(4.81)

This is the relation we are going to check explicitly for some small values of $N, k,$ and $n$.

Similar to the previous case, the integrand for odd $k$ is anti-periodic under the shift $s \to s + k$, whereas it is periodic for even $k$. In the latter case, some of the P and NP poles merge into double poles. We can thus apply the same technique to that used in the previous case to this case.

In the odd-$k$ case, the poles encircled by the contour appear at

$$P: \quad s = -1 - c; \quad 0, 1, \ldots, -2 - c + n; \quad -c + n, \ldots, k - N \mod k$$

(4.82)

$$NP: \quad s = \frac{k}{2} - b + n\delta_{b,1+c} \mod k \quad (b = 1, \ldots, N - 1)$$

(4.83)

for $I^{(1)}(N, 1; n)_k$ and a given $c$ and

$$P: \quad s = -n + c; \quad 0, \ldots, c - 1; \quad c + 2, \ldots, N - 2 \mod k$$

(4.84)

$$NP: \quad s = \frac{k}{2} - b - n\delta_{b,n-c} \mod k \quad (b = 1, \ldots, k - N + 1)$$

(4.85)

for $I^{(1)}(\tilde{N}, 1; n)_k$ and a given $\tilde{c} = (n - 1) - c$. As discussed, the change of the integration variable, $\tilde{s} = -s + \frac{k}{2} - 1$, precisely exchanges P and NP poles in the two theories. It is straightforward to carry out the residue integrals and we find

$$I^{(1)}(N, 1; n)_{\pm \text{odd } k} = \frac{1}{2} \sum_{c=0}^{n-1} \left( \sum_{s=-c}^{k-N} (-1)^s q^{(2c-N+1)} \frac{(q^{1-n})_c (q^{1+n})_{N-2-c}}{(q)_c (q^N_{N-2-c})} \right)$$

$$\times \frac{(q^{s+1})_1 (q^{s+1+c})_1}{2(q^{s+1+c})_1 (q^{s+1+c-n})_1} + \left( (-1)^{c+1} q^{n(c-N+1)} \frac{(q^{a-c})_{N-1} (q^n_1)}{(-q^{-c})_{N-1} (q^n_1)} \right)$$

$$\sum_{b=1}^{N-1} \frac{1}{\mp k} (-1)^\frac{k+i+b-n\delta_{b,1+c}}{2} q^{(2C-N+1)} (q^{1-n})_c (q^{1+n})_{N-2-c} \prod_{a=1}^{N-1} \frac{(-q^{a-b+n(\delta_{b,1+c}-\delta_{b,1+c})+1})_1}{\prod_{a=1}^{N-1} (q^{a-b+n(\delta_{b,1+c}-\delta_{b,1+c})+1})_1}$$

(4.86)

where $q = e^{\mp 2\pi i / k}$ for $\mp k$ with an abuse of notation. The first two lines are the contributions from P poles and the last line is those from NP poles.

In the even-$k$ case we only show the case when $\frac{k}{2} \geq N - 1 + n$. The other case can be calculated in a similar manner. The poles encircled by the contour appear at

$$s = \begin{cases} 
-1 - c; & 0, \ldots, \frac{k}{2} - N \\
\frac{k}{2} - c + n, \ldots, k - N \\
\frac{k}{2} - (N - 1), \ldots, -2 - c - n; & -c + n, \ldots, \frac{k}{2} - 1 - c + n 
\end{cases}$$

(4.87)
Similar to the previous case (4.67), we find that

\[ I^{(1)}(N, 1; n)_{\text{even}} = \frac{-1}{2k} \sum_{c=0}^{n-1} \sum_{s=0, \frac{k}{2} + 1, \ldots, k-N-\frac{1}{2}} (-1)^s q^{n(2c-N+1)} \frac{q^{1-n}s}{(q) c(q) N-2-c} \frac{(q^{1+s}) N-1}{2(-q^{s+1}) N-1} \]

\[ \times \left( \frac{(-q^{s+1}) (q^{s+1}+n)}{(q^{s+1}+c-n) (q^{s+1}+c-n) N-1} \right)(s+a) + \sum_{s=\frac{k}{2}-(N-1), \ldots, -c+n, -c+n, \ldots, -2-c+n} \lim_{s' \to s} \frac{d}{ds'} \left( (s' - s)^2 \pi \right) \frac{q^{n(2c-N+1)}}{\sin \pi s} \left( \frac{-q^{s+1}}{N-1} \right) \left( \frac{-q^{s+1}+c-n}{N-1} \right)(s+a) \right] \]

(4.88)

where \( a \) is an arbitrary constant.

- **A numerical check**

As an explicit check of (4.81), we consider the example of the duality \( U(1)_5 \times U(2)_{-5} = U(5)_5 \times U(1)_{-5} \) with winding \( n = 2 \). For the original theory we have

\[ I^{(1)}(2, 1; 2)_{-5} = \frac{1}{4} \left( \sum_{s=0, 2, 3, 4} (-1)^s q^{2} \frac{q^{1-s}}{(q^{1-s})} - 5iq^2 + \frac{2q(1-q)}{(1+q)(1+q^2)} \right) \]

(4.89)

\[ = \frac{-1}{4} \left[ (1.80 - 2.48i) + (-0.42 + 0.58i) + (0.42 - 0.58i) + (-1.80 + 2.48i) \right. \]

\[ + \frac{(2.93 - 4.04i) + (-2.35i)}{P} \]

(4.90)

where \( q = e^{-\frac{2\pi i}{5}} \). In (4.90) the first line is the contributions from P poles for \( c = 0 \) at \( s = -1, 0, 2, 3 \), the first term in the second line those from NP poles for \( c = 0 \) at \( s = \frac{k}{2} + 1 \), and the last term those from the P pole for \( c = 1 \) at \( s = -2 \). For the dual theory we have

\[ iI^{(1)}(5, 1; 2)_{5} = \frac{i}{4} \left( \frac{-q^{3}}{(q^{3})^2(q^3)} + 5iq^2 \frac{q^3}{(q^3)} + \sum_{b=0, 1, 3, 4} \frac{5i(q^3)^2}{2(q)} \frac{(-1)^b q^{2-b}b}{(-q^{2-b})_1} \frac{\prod_{a=0}^{5}(-q^{a-b}b)_1}{\prod_{a=0}^{5}(-q^{a-b}b)_1} \right) \]

(4.91)

\[ = 1 \left[ \frac{2.93 - 4.04i}{{P}} + \frac{(-2.35i)}{NP} \right. \]

\[ + \frac{(1.80 - 2.48i) + (-0.42 + 0.58i) + (0.42 - 0.58i) + (-1.80 + 2.48i)}{NP} \left. ] \right) \]

(4.92)

The first term is the contributions from P poles for \( c = 1 \) at \( s = -2 \), the second term those from the NP pole for \( c = 0 \) at \( s = \frac{k}{2} + 1 \), and the second line those from NP poles for \( c = 1 \) at
s = \frac{k}{2} - b(b = 0, 1, 3, 4). It is clear that in (4.90) and (4.92) the P and NP poles are interchanged under the duality as expected. Thus this provides evidence for the $\frac{1}{2}$-BPS Wilson loop duality (4.4). By deduction, this result, combined with the flavor Wilson loop duality between (4.70) and (4.71), also constitutes evidence for the $\frac{1}{6}$-BPS Wilson loop duality (4.2).

5. Summary and discussions

In the current paper, we discussed the Wilson loops of the ABJ theory and studied their properties, generalizing the techniques developed in Ref. [17] for the partition function. In more detail, the objects of our interest were the circular $\frac{1}{6}$- and $\frac{1}{2}$-BPS Wilson loops with winding number $n$ in the $U(N_1)_k \times U(N_2)_{-k}$ ABJ theory on $S^3$. By the localization technique, the Wilson loop can be represented as an ordinary integral with $N_1$ variables $\mu_i$ and $N_2$ variables $\nu_{ij}$, corresponding to the eigenvalues of $U(N_1)$ and $U(N_2)$ adjoint matrices. Rather than directly evaluating this ABJ matrix integral, we followed Ref. [17] and started instead with the Wilson loop in the lens space matrix integral, which is related to the ABJ one by the analytic continuation $N_2 \rightarrow -N_2$. Because the lens space Wilson loop can be computed exactly, by continuing it back to the ABJ theory by setting $N_2 \rightarrow -N_2$, we arrived at an infinite sum expression for the ABJ Wilson loop. Actually, this infinite sum is only formal and does not converge. However, by means of a Sommerfeld–Watson transformation, we turned it into a convergent integral of $\min(N_1, N_2)$ variables and successfully obtained the “mirror” description of the ABJ Wilson loop, generalizing that for the partition function. The final expressions are given in (2.12) for the $\frac{1}{6}$-BPS Wilson loop with $N_1 \geq N_2$, in (2.15) for the $\frac{1}{6}$-BPS Wilson loop with $N_1 \leq N_2$, and in (2.19) for the $\frac{1}{2}$-BPS Wilson loop.

The ABJ theory is conjectured to possess a Seiberg-like duality, given in (1.1). Based on the integral expressions for the ABJ Wilson loops, we showed that the Wilson loops have a nontrivial transformation rule, given by (2.20)–(2.22). This result is consistent with the result by Kapustin and Willett [50] and slightly generalized to the case where the flavor group is gauged. We also presented a heuristic explanation of the Seiberg-like duality based on the brane construction of the ABJ theory, followed by a rigorous proof based on the integral representation of Wilson loops. The brane picture is heuristic but quite powerful and can be used to predict the duality rule for Wilson loops with general representations. We also presented another derivation of the duality in Appendix F.

Our method to start from the lens space theory and analytically continue it to ABJ theory involves subtleties associated with a Sommerfeld–Watson transformation to rewrite a divergent sum in terms of a well defined contour integral. In particular, this rewriting has possible ambiguities in the choice of integration contours, including the $\epsilon$-prescription for the parameter $M$. It is necessary to keep $M$ slightly away from an integral value by the shift $M \rightarrow M + \epsilon$ with $\epsilon > 0$ in the course of the calculations. In sync with this shift, the contour $C_1[\epsilon]$ has to be placed between $s = -1 - c$ and $-1 - c - \epsilon$ so as to avoid the pole at $s = -1 - c - \epsilon$. Although the choice we made is well motivated by the continuity in $k$ and necessary to obtain sensible results, and Seiberg duality provides strong evidence in support for it, a direct derivation is certainly desirable. The approaches taken in Refs. [15,22] presumably provide promising directions for that purpose.

Actually, however, this weakness of our approach can be turned around and regarded as its strength. The infinite sum we encounter in the intermediate stage can be understood as giving a perturbative expansion of a gauge theory quantity that, by itself, is incomplete and divergent. Rewriting it in terms of a finite contour integral can be thought of as supplementing it with nonperturbative corrections to make it well defined and complete; more precisely, summing over P poles corresponds to summing up perturbative expansion and including NP poles corresponds to adding nonperturbative corrections.
We emphasize that it is very rare that we can carry out this nonperturbative completion in nontrivial field theories and ABJ Wilson loops provide explicit and highly nontrivial examples for it.

In Ref. [13], the partition function of ABJM theory was evaluated using the Fermi gas approach in detail and a cancellation mechanism was found between nonperturbative contributions. Namely, for certain values of $k$, the contribution from worldsheet instantons diverges but, when that happens, the contribution from membrane instantons also diverges and they cancel each other to produce a finite result. This was generalized to $1/2$-BPS Wilson loops in ABJM theory in Ref. [48] and to ABJ theory in Refs. [15,16]. This phenomenon is reminiscent of what is happening in our formulation, in which the partition function and Wilson loops are expressed as contour integrals. The integrals can be evaluated by summing over the residue of P and NP poles, which are generically simple poles. As we change $k$ continuously, at some integral values of $k$, two such simple poles can collide and become a double pole. For this to happen, the residue of each simple pole must diverge but their sum must remain finite.\footnote{For example, consider $\frac{1}{2\epsilon} \left( \frac{1}{x+\epsilon} - \frac{1}{x-\epsilon} \right) = \frac{1}{x^2 - \epsilon^2}$ where $\epsilon \to 0$.} It is reasonable to conjecture that this cancellation of residues is closely related to the cancellation mechanism of Ref. [13]. We leave this fascinating possibility for future study.

We observed that the $1/6$-BPS Wilson loop diverges for $n \geq \frac{k}{2}$. Actually, because the lens space Wilson loop (3.5) is invariant under $n \to n + k$, we can define the analytically continued $1/6$-BPS ABJ Wilson loops to have this periodicity in $n$ as $n \cong n + k$. Then the $1/6$-BPS ABJ Wilson loop is divergent only for $n = \frac{k}{2} \mod k$, which can be checked in explicit expressions such as (E3). On the other hand, the $1/2$-BPS Wilson loop is finite for all $n$. In the type IIA bulk dual, in $\text{AdS}_4 \times \mathbb{CP}^3$, the $1/2$-BPS Wilson loop corresponds to a fundamental string extending along $\text{AdS}_2$ inside $\text{AdS}_4$ and sitting at a point inside $\mathbb{CP}^3$ [41–43]. There is no problem having $n$ such fundamental strings, which must correspond to the $1/2$-BPS Wilson loop with arbitrary winding $n$. On the other hand, for generic $n$, the $1/2$-BPS Wilson loop has been argued to correspond to smearing the above fundamental string over $\mathbb{CP}^1 \subset \mathbb{CP}^3$ [41], which seems a bit unnatural for an object as fundamental as a Wilson loop. However, particularly for $n = \frac{k}{2} \mod k$, there is a $1/6$-BPS configuration in which a D2-brane is along $S^1 \subset \mathbb{CP}^3$ and carries fundamental string charge dissolved in worldvolume flux [41]. So, it is tempting to conjecture that, for $n \neq \frac{k}{2} \mod k$, there is some different configuration dual to the $1/6$-BPS Wilson loop, which becomes the D2-brane configuration at $n = \frac{k}{2}$. The divergence is presumably related to this phase transition. It would be interesting to actually find such a brane configuration.

In Ref. [7], it was conjectured that the $U(N_1)_k \times U(N_2)_{-k}$ ABJ theory in the fixed $N_1$, large $N_2$, $k$ limit is dual to the $\mathcal{N} = 6$ supersymmetric, parity-violating version of the Vasiliev higher spin theory (where we assumed $N_1 \ll N_2$). Being based on an $N_1$-dimensional integral, our formulation is particularly suited to studying this limit. So, it is very interesting to use our results to evaluate Wilson loops in the higher spin limit and compare them with predictions from the Vasiliev side. It is also interesting to see if our approach can be applied to more general CSM theories with less supersymmetry, such as the necklace quiver [57].
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Appendix A.  The $q$-analogs

The results in the main text are given in terms of $q$-Pochhammer symbols. In this appendix we provide the definitions and some useful formulas and properties of related quantities. Roughly, a $q$-analog is a generalization of a quantity to include a new parameter $q$, such that it reduces to the original version in the $q \to 1$ limit. In this appendix, we will summarize definitions of various $q$-analogs and their properties relevant to the main text.

- **$q$-number**: For $z \in \mathbb{C}$, the $q$-number of $z$ is defined by
  \begin{equation}
  [z]_q := \frac{1 - q^z}{1 - q}.
  \end{equation}

- **$q$-Pochhammer symbol**: For $a \in \mathbb{C}$, $n \in \mathbb{Z}_{\geq 0}$, the $q$-Pochhammer symbol $(a; q)_n$ is defined by
  \begin{equation}
  (a; q)_n := \prod_{k=0}^{n-1}(1 - aq^k) = (1 - a)(1 - aq) \cdots (1 - aq^{n-1}) = \frac{(a; q)_\infty}{(aq^n; q)_\infty}.
  \end{equation}

For $z \in \mathbb{C}$, $(a; q)_z$ is defined by the last expression:
\begin{equation}
(a; q)_z := \frac{(a; q)_\infty}{(aq^z; q)_\infty} = \prod_{k=0}^{\infty} \frac{1 - aq^k}{1 - aq^{z+k}}.
\end{equation}
This in particular means
\begin{equation}
(a; q)_{-z} = \frac{1}{(aq^{-z}; q)_z}.
\end{equation}

For $n \in \mathbb{Z}_{\geq 0}$,
\begin{equation}
(a; q)_{-n} = \frac{1}{(aq^{-n}; q)_n} = \prod_{k=0}^{n} \frac{1}{1 - a/q^k}.
\end{equation}

Note that the $q \to 1$ limit of the $q$-Pochhammer symbol is not the usual Pochhammer symbol but only up to factors of $(1 - q)$:
\begin{equation}
\lim_{q \to 1} (a^q; q)_n = a(a + 1) \cdots (a + n - 1).
\end{equation}

We often omit the base $q$ and simply write $(a; q)_v$ as $(a)_v$.\textsuperscript{26}

Some useful relations involving $q$-Pochhammer symbols are
\begin{align}
(a)_v &= \frac{(a)_z}{(aq^v)_z-v} = (a)_z(q^z)_v, \\
(q)_v &= (1-q)^v \Gamma_q(v+1), \\
(q^\mu)_v &= \frac{(q^\mu)_\mu v}{(q^\mu)_{\mu-1}} = (1-q)^v \frac{\Gamma_q(\mu+v)}{\Gamma_q(\mu)}, \\
(aq^\mu)_v &= (aq^\mu)_z \mu (aq^z)_{\mu+v-z} = \frac{(aq^\mu)_z}{(aq^\mu)_z-v} = \frac{(aq^z)_{\mu+v-z}}{(aq^z)_{\mu-z}},
\end{align}

\textsuperscript{26} We will not use the symbol $(a)_v$ to denote the usual Pochhammer symbol.
where $\mu, \nu, z \in \mathbb{C}$ and $\Gamma_q(z)$ is the $q$-Gamma function defined below. For $n \in \mathbb{Z}$, we have the following formulas, which “reverse” the order of the product in the $q$-Pochhammer symbol:

$$
(aq^n)_n = (-a)^n q^{n+\frac{1}{2}n(n-1)}(a^{-1}q^{1-n-z})_n, \quad (A11)
$$

$$
(±q^{-n})_n = (±1)^n q^{-\frac{1}{2}n(n+1)}(±q)_n. \quad (A12)
$$

If $n = n + \epsilon$ with $|\epsilon| \ll 1$, the correction to this is of order $\mathcal{O}(\epsilon)$:

$$
(aq^n)_{n+\epsilon} = (-a)^n q^{n+\frac{1}{2}n(n-1)}(a^{-1}q^{1-n-z})_n(1 + \mathcal{O}(\epsilon)), \quad a \neq 1. \quad (A13)
$$

Here we assumed that $a \neq 1$ and $a - 1 \gg \mathcal{O}(\epsilon)$.

- **$q$-factorials:** For $n \in \mathbb{Z}_{\geq 0}$, the $q$-factorial is given by

$$
[n]_q! := [1]_q[2]_q \cdots [n]_q = \frac{(q)_n}{(1-q)^n}, \quad [0]_q! = 1, \quad [n+1]_q! = [n]_q[n-1]_q!. \quad (A14)
$$

- **$q$-Gamma function:** For $z \in \mathbb{C}$, the $q$-Gamma function $\Gamma_q(z)$ is defined by

$$
\Gamma_q(z) := (1-q)^{-z} \prod_{k=1}^{\infty} \frac{1-q^k}{1-q^{z+k}}. \quad (A15)
$$

The $q$-Gamma function satisfies the following relations:

$$
\Gamma_q(z) = (1-q)^{1-z} \frac{(q)_\infty}{(q^z)_\infty} = (1-q)^{1-z} (q)_z^{-1}, \quad (A16)
$$

$$
\Gamma_q(z+1) = [z]_q \Gamma_q(z), \quad (A17)
$$

$$
\Gamma_q(1) = \Gamma_q(2) = 1, \quad \Gamma_q(n) = [n-1]_q! \quad (n \geq 1). \quad (A18)
$$

The behavior of $\Gamma_q(z)$ near non-positive integers is

$$
\Gamma_q(-n+\epsilon) = \frac{(-1)^n q^{\frac{1}{2}n(n+1)}}{\Gamma_q(n+1) \log q} \frac{1}{\epsilon} + \cdots, \quad \Gamma_q(n+1) = [n]_q!, \quad (A19)
$$

where $n \in \mathbb{Z}_{\geq 0}$, and $\epsilon \to 0$. As $q \to 1$, this reduces to the formula for the ordinary $\Gamma(z)$,

$$
\Gamma(-n+\epsilon) = \frac{(-1)^n}{\Gamma(n+1) \epsilon} + \cdots, \quad \Gamma(n+1) = n!. \quad (A20)
$$

- **$q$-Barnes $G$ function:** For $z \in \mathbb{C}$, the $q$-Barnes $G$ function is defined by [58]

$$
G_2(z+1; q) := (1-q)^{-\frac{1}{2}z(z-1)} \prod_{k=1}^{\infty} \left[ \frac{1-q^{z+k}}{1-q^k} \right]^{k} (1-q^k)^{z}. \quad (A21)
$$

Some of its properties are

$$
G_2(1; q) = 1, \quad G_2(z+1; q) = \Gamma_q(z)G_2(z). \quad (A22)
$$

$$
G_2(n; q) = \prod_{k=1}^{n-1} \Gamma_q(k) = \prod_{k=1}^{n-2} [k]_q! = (1-q)^{-\frac{1}{2}n(n-1)} \prod_{j=1}^{n-2} (q)_j = \prod_{k=1}^{n-2} [k]_q^k, \quad (A23)
$$

$$
\prod_{1 \leq A < B \leq n} (q^A - q^B) = q^{\frac{1}{2}n^2(n^2-1)}(1-q)^{\frac{1}{2}n(n-1)}G_2(n+1; q). \quad (A24)
$$
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The behavior of \( G_2(z; q) \) near non-positive integers is
\[
G_2(-n + \epsilon; q) = \frac{(-1)^{\frac{1}{2}(n+1)(n+2)} G_2(n+2; q)}{q^{\frac{1}{2}(n+1)(n+2)}(1-q)^n} e^{n+1} + \cdots ,
\]
(\text{A25})
where \( n \in \mathbb{Z}_{\geq 0} \), and \( \epsilon \to 0 \). As \( q \to 1 \), this reduces to the formula for the ordinary \( G_2(z) \),
\[
G_2(-n + \epsilon) = (-1)^{\frac{1}{2}n(n+1)} G_2(n+2) e^{n+1} + \cdots .
\]
(\text{A26})

We provide computational details of the derivation of (3.4). We first recall the definition of the lens space Wilson loop presented here is a streamlined version of that given for the partition function in Ref. [17].

Appendix B. The computational details

Some details of the calculations in the main text are given in this appendix. In particular, we provide relevant details in the calculation of the Wilson loops in the lens space matrix model and those of their analytic continuation to the Wilson loops in the ABJ(M) matrix model. The analytic continuation presented here is a streamlined version of that given for the partition function in Ref. [17].

B.1. The calculation of the lens space Wilson loop

We provide computational details of the derivation of (3.4). We first recall the definition of the (unnormalized) Wilson loop in the lens space matrix model:
\[
\mathcal{W}^I_{\text{lens}}(N_1, N_2; n) := \left\langle \sum_{j=1}^{N_1} e^{n \mu_j} \right\rangle ,
\]
(\text{B1})
where we have defined the expectation value of \( \mathcal{O} \) by
\[
\langle \mathcal{O} \rangle := N_{\text{lens}} \int \prod_{i=1}^{N_1} \frac{d \mu_{ij}}{2\pi} \prod_{a=1}^{N_2} \frac{d v_a}{2\pi} \Delta_{\text{sh}}(\mu)^2 \Delta_{\text{sh}}(v)^2 \Delta_{\text{ch}}(\mu, v)^2 \mathcal{O} e^{-\frac{1}{2\pi} \left( \sum_{i=1}^{N_1} \mu_{ij}^2 + \sum_{a=1}^{N_2} v_a^2 \right)} .
\]
(\text{B2})
The integrals (\text{B1}) are actually Gaussian and can be performed exactly. To see this, it is convenient to shift the eigenvalues as
\[
\mu_i \to \mu_i - \frac{i\pi}{2}, \quad v_a \to v_a + \frac{i\pi}{2} .
\]
(\text{B3})
These yield
\[
\Delta_{\text{sh}}(\mu) \Delta_{\text{sh}}(v) \Delta_{\text{ch}}(\mu, v) = e^{-\frac{i\pi}{2} N_1 N_2 - \frac{N-1}{2} (\sum_{j=1}^{N_1} \mu_j + \sum_{a=1}^{N_2} v_a)} \Delta(\mu, v) ,
\]
(\text{B4})
where \( N := N_1 + N_2 \). The Vandermonde determinant \( \Delta(\mu, v) \) takes the following form and can be expanded as
\[
\Delta(\mu, v) := \prod_{j<k} (e^{\mu_j} - e^{\mu_k}) \prod_{a<b} (e^{v_a} - e^{v_b}) \prod_{j,a} (e^{\mu_j} - e^{v_a})
\]
\[
= \sum_{\sigma \in S_N} (-1)^\sigma e^{\sum_{j=1}^{N_1} (\sigma(j)-1) \mu_j + \sum_{a=1}^{N_2} (\sigma(N_1+a)-1) v_a} ,
\]
(\text{B5})
where \( S_N \) is the permutation group of length \( N \) and \( (-1)^\sigma \) is the signature of an element \( \sigma \in S_N \). Because each term in (\text{B5}) is an exponential whose exponent is linear in \( \mu_j, v_a \), the integrals (\text{B2})
are all Gaussian. To proceed, we define

$$W(j) := \int \prod_{i=1}^{N_1} \frac{d\mu_i}{2\pi} \prod_{a=1}^{N_2} \frac{dv_a}{2\pi} \Delta_{sh}(\mu_i^2) \Delta_{sh}(v_a^2) \Delta_{ch}(\mu_i, v_a^2) e^{i\mu_i} e^{-\frac{1}{2\pi} \left( \sum_{i=1}^{N_1} \mu_i^2 + \sum_{a=1}^{N_2} v_a^2 \right)}, \quad \text{(B6)}$$

so that $W^I_{\text{lens}}(N_1, N_2; n)_k = N_{\text{lens}} \sum_{j=1}^{N_1} W(j)$. By using the expansion of the Vandermonde determinants, this becomes

$$W(j) = e^{-i2N_1N_2} \int \prod_{i=1}^{N_1} \frac{d\mu_i}{2\pi} \prod_{a=1}^{N_2} \frac{dv_a}{2\pi} \prod_{i=1}^{N_1} \prod_{a=1}^{N_2} e^{i(\mu_i - iz_j)} - (N-1)(\mu_i + v_a) - z_j^2 \sum_{\sigma, \tau \in S_N} (-1)^{\sigma + \tau} \times e^{\sum_{A=1}^{N_1} (\sigma(A) + \tau(A) - 2)\mu_A + \sum_{B=1}^{N_2} \sigma(N_1 + B) + \tau(N_1 + B) - 2)v_B - \mu_A - v_B} \left[ \sum_{i=1}^{N_1} \mu_i^2 + \sum_{a=1}^{N_2} v_a^2 - iz_j \sum_{i=1}^{N_1} \mu_i - \sum_{a=1}^{N_2} v_a \right]. \quad \text{(B7)}$$

It is then straightforward to perform the Gaussian integrals and find that

$$W(j) = (-1)^{N_1N_2} e^{\frac{N_1^2}{2\pi} \sum_{\sigma, \tau \in S_N} (-1)^{\sigma + \tau} e^{\sum_{A=1}^{N_1} \frac{1}{2\pi} \left( \frac{g_s}{2} \sigma(A) \tau(A) + i\pi \sum_{A=1}^{N_1} (\sigma(A) + \tau(A)) + g_s n(\sigma(1) + \tau(1)) \right)} \times e^{-\frac{i\pi N_1}{2} \sum_{B=1}^{N_1} \frac{1}{2\pi} \left( \frac{g_s}{2} \sum_{A=1}^{N_1} \sigma(A) \tau(A) + i\pi \sum_{A=1}^{N_1} (\sigma(A) + \tau(A)) + g_s n(\sigma(1) + \tau(1)) \right)}.$$

where in the second equality we used $i^{-2N_1N_2} e^{-\frac{i\pi N_1}{2} (N+1)(N_1-N_2+N)} = 1$ and

$$\sum_{A=1}^{N_1} \sigma(A) = \sum_{A=1}^{N_1} \tau(A) = \frac{1}{2} N(N + 1), \quad \sum_{A=1}^{N_1} \sigma(A)^2 = \sum_{A=1}^{N_1} \tau(A)^2 = \frac{1}{6} N(N + 1)(2N + 1).$$

Notice that the sum over the permutation $\tau$ in (B8) is the determinant of the Vandermonde matrix

$$(\chi_A)^B := \begin{cases} (-q^{\sigma(A)+n\delta_{A\ell}})^B & (A = 1, \ldots, j, \ldots, N_1) \\ (q^{-\sigma(A)})^B & (A = N_1 + 1, \ldots, N) \end{cases}, \quad \text{(B9)}$$

where we introduced $q = e^{-g_s}$. Thus (B8) yields

$$W(j) = q^{-\frac{N_1^2}{2}} \sum_{\sigma, \tau \in S_N} (-1)^{\sigma + \tau} e^{\sum_{A=1}^{N_1} \frac{1}{2\pi} \left( \frac{g_s}{2} \sigma(A) \tau(A) + i\pi \sum_{A=1}^{N_1} (\sigma(A) + \tau(A)) + g_s n(\sigma(1) + \tau(1)) \right)} \times \left( -1 \right)^{\frac{N_1(N_1+1)}{2}} \prod_{1 \leq A < B \leq N_1} \left( q^{\sigma(A)+n\delta_{A\ell}} - q^{\sigma(B)+n\delta_{B\ell}} \right) \times \prod_{N_1+1 \leq A < B \leq N} \left( q^{\sigma(A)} - q^{\sigma(B)} \right) \prod_{A=1}^{N_1} \prod_{B=N_1+1}^{N} \left( q^{\sigma(B)} + q^{\sigma(A)+n\delta_{A\ell}} \right). \quad \text{(B10)}$$

We now rewrite the sum over the permutation $\sigma$ as the sum over the ways of partitioning $N$ numbers $\{1, 2, \ldots, N\}$ into two groups of ordered numbers $\{(C_1, C_2, \ldots, C_{N_1}), (D_1, D_2, \ldots, D_{N_2})\}$.
where $C_1 \leq C_2 \leq \cdots \leq C_{N_1}$ and $D_1 \leq D_2 \leq \cdots \leq D_{N_2}$. In rewriting, we start with the sequence of numbers $\{\sigma(1), \sigma(2), \ldots, \sigma(N)\}$ and then reorder it into

$$\{D_1, \ldots, D_{D_1}, C_1, D_{a_1+1}, \ldots, D_{a_2}, C_2, D_{a_2+1}, \ldots, D_{a_{N_1}}, C_{N_1}, D_{a_{N_1}+1}, \ldots, D_{N_2}\}, \quad (B11)$$

which is just a way of expressing $\{1, 2, \ldots, N\}$. This obviously yields the sign $(-1)^{\sigma}$. We further reorder it into the partition

$$\{C_1, \ldots, C_{N_1}, D_1, \ldots, D_{N_2}\}. \quad (B12)$$

We can find the sign picked up by this reordering as follows. We first move $C_1$ farthest to the left. This gives the sign $(-1)^{C_1-1}$. We next move $C_2$ next to and to the right of $C_1$. This gives the sign $(-1)^{C_2-2}$. In repeating this process, the move of $C_i$ picks up the sign $(-1)^{C_i-i}$. Thus the sign picked up in the end of all the moves is

$$(-1)^{\sigma}(-1)^{\sum_{i=1}^{N_1} C_i - \frac{1}{2} N_1(N_1+1)} = (-1)^{\sigma + \sum_{i=1}^{N_1} \sigma(A) - \frac{1}{2} N_1(N_1+1)}. \quad (B13)$$

This is exactly the same sign factor as in (B10) and is thus canceled out. Hence we obtain

$$W(j) = (N_1 - 1)!N_2! q^{-\frac{n^2}{2} + n} \left(\frac{g_s}{2\pi}\right)^N q^{-\frac{1}{2} N(N^2-1)} \sum_{l=1}^{N_1} \sum_{\{N_1, N_2\}} q^{-nC_l}$$

$$\times \prod_{1 \leq i < k \leq N_1} \left(q^{C_i+n\delta_{ii}} - q^{C_k+n\delta_{kl}}\right) \prod_{N_1+1 \leq a < b \leq N} \left(q^{D_a} - q^{D_b}\right)$$

$$\times \prod_{i=1}^{N_1} \prod_{a=N_1+1}^{N} \left(q^{C_i+n\delta_{ii}} + q^{D_a}\right). \quad (B14)$$

where $\{N_1, N_2\}$ is the partition that we have just discussed. The factor $(N_1 - 1)!N_2!$ arises for a fixed $l$ since there are so many numbers of the sequence that yield a given partition. Note that, as anticipated from the definition of the Wilson loop, this is $j$-independent and thus yields

$$W_{lens}(N_1, N_2; n)_k = i^{-\frac{N}{2}(N_1^2+N_2^2)} q^{-\frac{n^2}{2} + n} \left(\frac{g_s}{2\pi}\right)^N q^{-\frac{1}{2} N(N^2-1)} \sum_{l=1}^{N_1} \sum_{\{N_1, N_2\}} q^{-nC_l}$$

$$\times \prod_{1 \leq i < k \leq N_1} \left(q^{C_i+n\delta_{ii}} - q^{C_k+n\delta_{kl}}\right) \prod_{N_1+1 \leq a < b \leq N} \left(q^{D_a} - q^{D_b}\right)$$

$$\times \prod_{i=1}^{N_1} \prod_{a=N_1+1}^{N} \left(q^{C_i+n\delta_{ii}} + q^{D_a}\right). \quad (B15)$$

This agrees with the partition function in Ref. [17] (up to the difference in normalizations) when the winding $n = 0$. As we have done for the partition function, using (A27), we further rewrite the Wilson loop (B14) as a product of the $q$-Barnes $G$-function and a “generalization of multiple $q$-hypergeometric function”:

$$W_{lens}(N_1, N_2; n)_k = i^{-\frac{N}{2}(N_1^2+N_2^2)} q^{-\frac{n^2}{2} + n} \left(\frac{g_s}{2\pi}\right)^N q^{-\frac{N(N^2-1)}{6}}$$

$$\times (1-q)^{\frac{N(N-1)}{2}} G_2(N+1; q)S(N_1, N_2; n)_k. \quad (B16)$$
where the special function \( S_n(N_1, N_2) \) is defined by

\[
S(N_1, N_2; n)_k = \sum_{l=1}^{N_1} \sum_{1 \leq k < l \leq N_1} q^{-nC_l} \prod_{l<k\leq N_1} \frac{q^{C_l+n} - q^{C_k}}{q^{C_l} - q^{C_k}} \prod_{1 \leq i < l} \frac{q^{C_i} - q^{C_i+n}}{q^{C_i} - q^{C_i}} \\
\times \prod_{C_i < D_a} \frac{q^{C_i+n\delta_{il}} + q^{D_a}}{q^{C_i} - q^{D_a}} \prod_{C_i > D_a} \frac{q^{D_a} + q^{C_i+n\delta_{il}}}{q^{D_a} - q^{C_i}}.
\]

We now define the normalized Wilson loop by \( W^{\text{lens}}_1(N_1, N_2; n)_k := \frac{\nu^{\text{lens}}_1(N_1, N_2; n)_k}{\nu^{\text{lens}}_1(N_1, N_2; 0)_k} \), which takes the following simpler form:

\[
W^{\text{lens}}_1(N_1, N_2; n)_k = q^{\frac{2}{N} n} S(N_1, N_2; n)_k S(N_1, N_2; 0)_k^{-1}.
\]

In the rest of this appendix we massage (B17) into a more convenient form: Notice first that once the set of \( C_i \) is selected out of the numbers \( \{1, 2, \ldots, N\} \), the \( D_a \) simply fill in the rest of the numbers. Taking this fact into account, we can rewrite the special function (B17) as

\[
S(N_1, N_2; n)_k = \sum_{l=1}^{N_1} \sum_{1 \leq k < l \leq N_1} q^{-nC_l} \prod_{l<k\leq N_1} \frac{q^{C_l+n} - q^{C_k}}{q^{C_l} - q^{C_k}} \prod_{1 \leq i < l} \frac{q^{C_i} - q^{C_i+n}}{q^{C_i} - q^{C_i}} \\
\times \prod_{C_i < D_a} \frac{q^{C_i+n\delta_{il}} + q^{D_a}}{q^{C_i} - q^{D_a}} \prod_{C_i > D_a} \frac{q^{D_a} + q^{C_i+n\delta_{il}}}{q^{D_a} - q^{C_i}}.
\]

In going from (B19) to (B20), we passed the expression

\[
S(N_1, N_2; n)_k
\]

\[
= \sum_{l=1}^{N_1} \sum_{1 \leq k < l \leq N_1} q^{-nC_l} \prod_{k=1}^{l-1} \frac{1 - q^{C_k-C_l+n}}{1 - q^{C_k-C_l}} \\
\times \prod_{i=1}^{N_1-1} \left( \prod_{j=i}^{N_1-1} \frac{-q^{(C_j-C_l-n\delta_{il})+1}}{(q^{C_j-C_l})^{C_{j+1}-C_j-1}} \prod_{j=1}^{i-1} \frac{-q^{C_j-C_l+n\delta_{il}(1+n\delta_{il})+1}}{(q^{C_j-C_l})^{C_{j+1}-C_j-1}} \right) \\
\times \prod_{i=1}^{N_1} \left( \prod_{j=1}^{C_j-N_{C_{N_j}}} \frac{-q^{C_{N_j}+C_j-n\delta_{il}}}{(q^{C_{N_j}})^{C_{j+1}-C_j-1}} \prod_{b=1}^{N_{C_{N_j}}} \frac{1 + q^{C_j-C_{j+b}+b\delta_{il}}}{1 - q^{C_j-C_{j+b}}} \right).
\]
Note that we can extend the range of sums from \(1 \leq C_1 < \cdots < C_{N_1} \leq N\) to the semi-infinite one \(1 \leq C_1 < \cdots < C_{N_1}\), since, by using \((q^a)_m = 1/(q^{a-m})_m\), the factor \(1/(q^{C_{N_1}-C_{j+1}})_{N-C_{N_1}} = (q^{N-C_{j+1}})_{C_{N_1}-N}\) for \(C_{N_1} > N\) vanishes when \(j = N_1\). By repeatedly applying the formula \((a)_n = (a)_m (aq^m)_{n-m}\), we can simplify (B20) to (3.5):

\[
S(N_1, N_2; n)_k \rightarrow_{N_2 \to -N_2} S_{\text{ABJ}}(N_1, N_2; n)_k. \tag{B23}
\]

What we are going to do is simply to replace \(N_2\) in (B22) by \(-N_2 + \epsilon\) and take the \(\epsilon \to 0\) limit. The basic formula to use is

\[
(q)^{-|z|+\epsilon} = \prod_{k=0}^{\infty} \frac{1 - q^{k+1}}{1 - q^{k+1}} - \frac{1}{\epsilon \ln q} \prod_{k=0}^{\infty} \frac{1}{1 - q^{k+1}} + O(\epsilon^0)
\]

\[
= -\frac{1}{\epsilon \ln q (q^{1-|z|})_{|z|-1}} + O(\epsilon^0) = -\frac{(-1)^{|z|-1} q^{\frac{1}{2} |z| (|z|-1)}}{\epsilon \ln q (q^{1-|z|})_{|z|-1}} + O(\epsilon^0), \tag{B24}
\]

where we used (A3) in the first equality. The nontrivial part is the denominator in the factor

\[
\prod_{i=1}^{N_1} \frac{(-q^{1+n_i|z|})_{C_{i-1}} (-q^{1-n_i|z|})_{N-C_i}}{(q)_{C_{i-1}} (q)_{N-C_i}} \tag{B25}
\]

in the second line of (B22). However, we need to treat the two cases \(N_1 \leq N_2\) and \(N_1 \geq N_2\) separately, and the latter turns out to be more involved than the former.

**B.2.1. The \(N_1 \leq N_2\) case**

In this case it is straightforward to apply the formula (B24). The denominator of (B25) yields

\[
(q)_{C_{i-1}} (q)_{N-C_i} \rightarrow (q)_{C_{i-1}} (q)_{-M-C_i + \epsilon} = -\frac{(-1)^{M+C_{i-1}} q^{\frac{1}{2} (M+C_{i-1})(M+C_{i-1})}}{\epsilon \ln q (q^{C_i})_M}, \tag{B26}
\]
where $N = N_1 + N_2$ and $M := |N_2 - N_1| = N_2 - N_1$ and we used $(q)_{C_{-1}/(q)_{M+C_{-1}} = 1/(q_{C_1})_M}$. Meanwhile, we can rewrite the numerator of (B25) after the analytic continuation as

$$
\prod_{i=1}^{N_1} \left( -q^{1+n\delta_{il}} \right)_{C_{-1}} \left( -q^{-n\delta_{il}} \right)_{M-C_i} = \prod_{i=1}^{N_1} \frac{q^{(C_{i}+M)n\delta_{il} + \frac{1}{2}(C_{i}+M)(C_{i}+M-1)}}{(1 + q^{n\delta_{il}})(-q^{C_{i}+n\delta_{il}})_M}.
$$

Putting these together yields

$$
\prod_{i=1}^{N_1} \frac{\left( -q^{1+n\delta_{il}} \right)_{C_{-1}} \left( -q^{-n\delta_{il}} \right)_{N-C_i}}{(q)_{C_{-1}}(q)_{N-C_i}} \to (\epsilon \ln q)^{N_1} \prod_{i=1}^{N_1} \left( -1 \right)^{C_{i}+M} \frac{q^{(C_{i}+M)n\delta_{il}} \left( q_{C_{i}} \right)_M}{\left( 1 + q^{n\delta_{il}} \right) \left( -q^{C_{i}+n\delta_{il}} \right)_{M}}.
$$

We thus find the analytic continuation (3.6)

$$
S(N_1, -N_2 + \epsilon; n)_k \sim (\epsilon \ln q)^{N_1} S^{ABJ}(N_1, N_2; n)_k,
$$

with the special function (3.7) for the ABJ theory

$$
S^{ABJ}(N_1, N_2; n)_k
$$

$$
= \frac{1}{N_1!} \sum_{l=1}^{N_1} \sum_{1 \leq c_1, \ldots, c_{N_1}} q^{-2nC_i + n(-M+l-1)} \prod_{k \neq l} \frac{1 - q_{C_k-C_l}}{1 - q_{C_k-C_l}} \prod_{i=1}^{N_1} \left[ \left( -1 \right)^{C_{i}+M} \frac{q^{(C_{i}+M)n\delta_{il}} \left( q_{C_{i}} \right)_M}{\left( 1 + q^{n\delta_{il}} \right) \left( -q^{C_{i}+n\delta_{il}} \right)_{M}} \prod_{j=1}^{i-1} \frac{q_{C_{j}-C_{1}}}{\left( 1 - q^{C_{j}-C_{1}} \right)} \prod_{j=i+1}^{N_1} \frac{1}{\left( -q^{C_{j}-C_{i}+n\delta_{il}} \right)} \right] .
$$

\[\text{(B30)}\]

**B.2.2. The } N_1 \geq N_2 \text{ case}

As mentioned, this case is more involved than the previous case. The major difference stems from the fact that the factor $(q)_{N-C_i}$ in the denominator of (B25), when analytically continued to $(q)_{N_1-N_2-C_i+\epsilon}$, has the index $N_1 - N_2 - C_i + \epsilon = M - C_i + \epsilon$, which is not always negative, in contrast to the previous case. This index becomes negative when $C_i > M$. When the index is negative, the factor $(q)_{M-C_i+\epsilon}$ is singular and of order $\epsilon^{-1}$ as in (B24). This means that the factor (B25), when analytically continued, vanishes with some power of $\epsilon$. For the purposes of analytic continuation, we are only concerned with the leading vanishing term. In the previous case the leading vanishing term was of order $\epsilon^{N_1}$ as in (B28).

To extract the leading vanishing term of the factor (B25), we need to find in which case the factor $\prod_{i=1}^{N_1} \left( q_{M-C_i+\epsilon} \right)$ is least singular. Now the summand in (B24) is identically zero whenever any of the $C_i$ coincide. In other words, it is only nonzero when all of the $C_i$ are different from each other. Thus we can focus on the case where none of the $C_i$ are equal. Clearly, the factor $\prod_{i=1}^{N_1} \left( q_{M-C_i+\epsilon} \right)$ is least singular when $M$ of the $C_i$ being all different, take values in \{1, \ldots, M\}. Since the order does not matter, without loss of generality, we can choose \{C_1, C_2, \ldots, C_M\} = \{1, 2, \ldots, M\} by taking into account the combinatorial factor $N_1 C_M M! = N_1! / N_2!$. This also implies that the leading vanishing term is of order $\epsilon^{N_1-M} = \epsilon^{N_2}$.

Having understood this point, the remaining task is to (1) plug \{C_1, C_2, \ldots, C_M\} = \{1, 2, \ldots, M\} into (B22) and (2) apply the formula (B24) to the factors $(q)_{M-C_i+\epsilon}$ with $C_i \geq M+1 \geq M + 1$, while taking care of the sum over $l$ by splitting the sum $\sum_{l=1}^{N_1} \text{ into }\sum_{l=1}^{M} + \sum_{l=M+1}^{N_1}$. 

\[\text{(45/62)}\]
We first deal with the factors
\[
\prod_{i=1}^{N_1} \left( \prod_{j=1}^{i-1} \frac{(l)^i}{(-q^{C_l-C_j})} \right) \prod_{j=i+1}^{N_1} \frac{(l)^i}{(-q^{C_j-C_l-n_{hl}})}
\]  
(B31)
in the second line of (B22). The factors with all the indices less than or equal to \(M\) yield
\[
\prod_{i=1}^{M} \left( \prod_{j=1}^{i-1} \frac{(l)^i}{(-q^{C_l-C_j-n_{hl}})} \right) \prod_{j=M+1}^{M} \frac{(l)^i}{(-q^{C_j-C_l-n_{hl}})} = \prod_{i=1}^{M} \frac{(l)_i}{(-q^{1+n_{hl}})_i} \frac{(l-M)^{i-M}}{(-q^{1-n_{hl}})^{i-M}}.
\]  
(B32)
The factors with one of the indices less than or equal to \(M\) and the other one greater than \(M\) yield
\[
\left( \prod_{i=M+1}^{M} \frac{(l)^i}{(-q^{C_l-C_j-n_{hl}})} \right) \left( \prod_{i=M+1}^{M} \frac{(l)^i}{(-q^{C_j-C_l-n_{hl}})} \right)
\]  
(B33)
where we relabeled \(D_a = C_a-M\) with \(a = 1, \ldots, N_2; c = M-l\) for \(l \leq M\) and \(d = l-M\) for \(l > M\). The factors with all the indices greater than \(M\) are trivially of a similar form to (B31).

We next examine the factor in the first line of (B22):
\[
\prod_{k \neq l} \frac{1-q^{C_k-C_l-n}}{1-q^{C_k-C_l}} = \begin{cases} \prod_{k=1, k \neq l}^{M} \frac{1-q^{l-n}}{1-q^{l}} \prod_{k=M+1}^{N_1} \frac{1-q^{C_k-l-n}}{1-q^{C_k-l}} & (l \leq M) \\
\prod_{k=1, k \neq l}^{M} \frac{1-q^{C_k-C_l-n}}{1-q^{C_k-C_l}} \prod_{k=M+1}^{N_1} \frac{1-q^{C_k-C_l-n}}{1-q^{C_k-C_l}} & (l > M) \\
q^{-n(M-1-c)}(q^{1-n}) \prod_{a=1}^{N_2} \frac{1-q^{D_a+c-n}}{1-q^{D_a+c}} & (l \leq M) \\
q^{-nM}(q^{D_d+n}) \prod_{a=1}^{N_2} \frac{1-q^{D_a-D_d-n}}{1-q^{D_a-D_d}} & (l > M) \end{cases}
\]  
(B34)

Finally, we look into the factor (B25). The factors with \(i \leq M\) are exactly the inverse of (B32) and are canceled out, whereas the analytic continuation of the rest of the factors yields
\[
\prod_{i=M+1}^{N_1} \frac{(-q^{1+n_{hl}})}{(q)_{i-1}}(-q^{1-n_{hl}})_{M+1} = (\varepsilon \ln q)^{N_2} \prod_{a=1}^{N_2} \frac{(-1)^{D_a} q^{nD_a \delta_a + D_M l} (-q^{D_a+n_{hl}D_M l})}{(1+q^{n_{hl}D_M l}) (q^{D_a})_M}.
\]  
(B35)

Putting all factors together, we find the analytic continuation (3.9)
\[
S(N_1, \, -N_2 + \varepsilon; n)_k \sim (\varepsilon \ln q)^{N_2} \left( S_{(1)}(N_1, N_2; n)_k + S_{(2)}(N_1, N_2; n)_k \right),
\]  
(B36)
where the special functions for the ABJ theory are given by

\[
S_{(1)}^{ABJ}(N_1, N_2; n) = \frac{1}{N_2!} \sum_{c=0}^{M-1} \sum_{1 \leq D_1, \ldots, D_{N_2}} q^{n(2c-M)} \frac{(q^{1-n})^c (q^{1+n})^{M-1-c}}{(q)_c (q)_M-1-c} \prod_{a=1}^{N_2} \frac{1 - q^{D_a+c-n}}{1 - q^{D_a+c}}
\]

\[
\times \prod_{a=1}^{N_2} \left[ \frac{(-1)^{D_a} (q^{D_a})_M}{2 (-q^{D_a})_M} \frac{(-q^{D_a+c-n})_M}{(-q^{D_a+c-n})_M} \prod_{b=1}^{a-1} \frac{(q^{D_a-D_b})_1}{(-q^{D_a-D_b})_1} \prod_{b=a+1}^{N_2} \frac{(q^{D_b-D_a})_1}{(-q^{D_b-D_a})_1} \right] \tag{B37}
\]

and

\[
S_{(2)}^{ABJ}(N_1, N_2; n) = \frac{1}{N_2!} \sum_{d=1}^{N_2} \sum_{1 \leq D_1, \ldots, D_{N_2}} q^{-nD_d+n(d-M-1)} \prod_{a=1}^{N_2} \frac{(q^{D_a-D_d-n})_1}{(q^{D_a-D_d})_1} \prod_{b=1}^{a-1} \frac{(q^{D_d-D_b})_1}{(-q^{D_d-D_b})_1} \prod_{b=a+1}^{N_2} \frac{(q^{D_b-D_d})_1}{(-q^{D_b-D_d})_1} \tag{B38}
\]

**Appendix C. Wilson loops in general representations**

In this appendix, we present the expressions for Wilson loops in general representations. We will be very brief in explaining how to derive these results, because it is similar to that for the partition function (Ref. [17]) and for Wilson loops with winding number \( n \) (Appendix B).

### C.1. Lens space Wilson loops

Let us start with Wilson loops in the \( U(N_1) \times U(N_2) \) lens space matrix model. In (3.1), we considered representations with winding number \( n \), but here we would like to consider general representations. For the \( U(N_1) \) representation with Young diagram \( \lambda \), the Wilson loop can be computed by inserting \( S_\lambda(e^{\mu_1}, \ldots, e^{\mu_{N_1}}) \) in the matrix integral, where \( S_\lambda(x_1, \ldots, x_{N_1}) \) is the Schur polynomial for \( \lambda \) [44]. Because each term in the polynomial \( S_\lambda(e^{\mu_1}, \ldots, e^{\mu_{N_1}}) \) has the form \( e^{\sum_j m_j \mu_j} \) with \( m_j \in \mathbb{Z} \), all we have to compute in principle is the matrix integral with \( e^{\sum_j m_j \mu_j} \) inserted. If the Wilson line carries a nontrivial representation for \( U(N_2) \), we must also insert a similar factor for \( v_a \).

Therefore, given \( \{m_j\}_{j=1}^{N_1} \), \( \{n_a\}_{a=1}^{N_2} \), the object of our interest here is the following matrix integral:

\[
\gamma^\text{lens}_{[m], [n]}(N_1, N_2) := \langle e^{m \cdot \mu + n \cdot v} \rangle
\]

\[
:= N_1 \text{lens} \int \prod_{j=1}^{N_1} \frac{d\mu j}{2\pi} \int \prod_{a=1}^{N_2} \frac{dv_a}{2\pi} A_{sh}(\mu)^2 A_{sh}(v)^2 A_{ch}(\mu, v)^2 e^{-\frac{1}{2\pi}(\sum_j m_j^2 + \sum_a v_a^2)} e^{m \cdot \mu + n \cdot v}, \tag{C1}
\]

where \( m \cdot \mu = \sum_j m_j \mu_j, n \cdot v = \sum_a n_a v_a \), with \( m_j, n_a \in \mathbb{Z} \). By symmetry, it is clear that this is invariant under \( m_j \leftrightarrow m_l \) and \( n_a \leftrightarrow n_b \). If \( m = n = 0 \), this reduces to the partition function while,
for the case with a single winding number, e.g., \( m_j = m \delta_{1j}, n_a = 0 \), this reduces to the Wilson loop studied in the main text, (3.1), up to a factor:

\[
W_{\{m,0,...,1,0,...\}}(N_1, N_2)_k = \frac{1}{N_1!} W_{\{m\}}^\text{lens}(N_1, N_2; m)_k. \tag{C2}
\]

By carrying out the Gauss integration and doing manipulations similar to (B7)–(B17), we arrive at the following simple combinatorial expression:

\[
W_{\{m\}}^\text{lens}(N_1, N_2)_k = i^{-\frac{z}{2}(N_1^2+N_2^2)} \left( \frac{gs}{2\pi} \right)^{\frac{z}{2}} q^{-\frac{1}{6}N(N^2-1)+\sum_{A=1}^{N}(\frac{p_A^2}{2}+P_A)} \times (1-q)\frac{1}{6}N(N-1) G_2(N+1, q) S_{\{m,n\}}(N_1, N_2),
\]

\[
S_{\{m,n\}}(N_1, N_2) := \sum_{(N_1,N_2)} \frac{1}{N_1!} \sum_{\sigma \in S_{N_1}} \frac{1}{N_2!} \sum_{\tau \in S_{N_2}} q^{-\sum_{j=1}^{N_1} m_{\sigma(j)} C_j - \sum_{a=1}^{N_2} n_{\tau(a)} D_a} \times \prod_{C_j < C_k} \frac{q^{C_j+m_{\sigma(j)} - C_k+m_{\tau(k)}}}{q^{C_j} - q^{C_k}} q^{D_a+n_{\tau(a)} - D_b+n_{\tau(b)}} \prod_{D_a < D_b} \frac{q^{D_a+n_{\tau(a)} - D_b+n_{\tau(b)}}}{q^{D_a} - q^{D_b}} \times \prod_{C_j < D_a} \frac{q^{C_j+m_{\sigma(j)} + D_a+n_{\tau(a)}}}{q^{C_j} - q^{D_a}} q^{D_a+n_{\tau(a)} + C_j+m_{\sigma(j)}-D_b+n_{\tau(b)}} \prod_{D_a < C_j} \frac{q^{D_a+n_{\tau(a)} + C_j+m_{\sigma(j)}-D_b+n_{\tau(b)}}}{q^{D_a} - q^{C_j}}, \tag{C3}
\]

where \( N := N_1 + N_2 \) and \( P_A = (m_j, n_a), A = 1, \ldots, N \). The symbol \( (N_1, N_2) \) denotes the partition of the numbers \( (1, 2, \ldots, N) \) into two groups \( N_1 = (C_1, C_2, \ldots, C_{N_1}) \) and \( N_2 = (D_1, D_2, \ldots, D_{N_2}) \) where \( C_1 \) and \( D_1 \) are ordered as \( C_1 < \cdots < C_{N_1} \) and \( D_1 < \cdots < D_{N_2} \).

To proceed, let us focus on the case with \( n_a = 0 \), namely on the \( U(N_1) \) Wilson loop henceforth. In this case, we can rewrite the product in \( S \) in favor of the \( q \)-Pochhammer symbol, just as we did in (B19)–(B22). After using various formulas for the \( q \)-Pochhammer symbol in Appendix A, the final result can be written as

\[
S_{\{m_j,0\}}(N_1, N_2) = \frac{1}{N_1!} \sum_{\sigma \in S_{N_1}} \prod_{j=1}^{N_1} \left( -q^{N_1+1-j-m_{\sigma(j)}} (q^j)^{N_2} \right) \frac{(q^j)_{N_2}}{(q^j)_{N_1-N_2}} \prod_{j \neq k} \frac{1 + (q^{k-j-m_{\sigma(j)}}) q^{k-j}}{1 - q^{k-j}} \times \sum_{1 \leq C_1 < \cdots < C_{N_1} \leq N_1 + N_2} (-1)^{\sum_{j=1}^{N_1} (C_j-1)} q^{\sum_{j=1}^{N_1} (N_1+N_2-1-C_j) m_{\sigma(j)}} \times \prod_{j=1}^{N_1} \left( -q^{C_j} (q^{C_j+m_{\sigma(j)}})^{N_1-N_2} \right) \prod_{j \neq k} \frac{q^{C_k-C_j+m_{\sigma(k)}-m_{\sigma(j)}} (q^{C_k-C_j}) (q^{C_k-C_j})}{-q^{C_k-C_j-m_{\sigma(j)}} (q^{C_k-C_j}) (q^{C_k-C_j})}, \tag{C5}
\]

In the above, we treated \( N_2 \) as a continuous variable. To obtain an expression for integral \( N_2 \), let us shift \( N_2 \to N_2 + \epsilon \) with \( N_2 \in \mathbb{Z} \) where it is understood that \( \epsilon \) will be taken to zero at the end of computation. By extracting powers of \( \epsilon \) from the \( q \)-Pochhammer symbols in the first line of (C5),
we find, to leading order in small $\epsilon$ expansion,

\[
S_{[m_j],[0]}(N_1, N_2 + \epsilon) = \frac{(-1)^{N_1 N_2 (\epsilon \log q)^{N_1} N_2}}{\prod_{j=1}^{N_1} (1 + q^{m_j})} \times \frac{1}{N_1!} \sum_{\sigma \in S_{N_1}} \sum_{1 \leq C_1 < \cdots < C_{N_1}} (-1)^{\sum_{j=1}^{N_1} (C_j - 1)} q^{\sum_{j=1}^{N_1} C_j m_{\sigma(j)}} \times \prod_{j=1}^{N_1} \frac{(q^{C_j} - 1 - N_2 - \epsilon)}{-(q^{C_j + m_{\sigma(j)}})} \prod_{j < k} \frac{(q^{C_k - C_j + m_{\sigma(j)}})_{1}(q^{C_k - C_j})_1}{-(q^{C_k - C_j + m_{\sigma(k)}})_{1}(q^{C_k - C_j + m_{\sigma(k)}})}.
\]

(C6)

We will drop subleading terms in small $\epsilon$ expansion henceforth. For $N_2 \in \mathbb{Z}_{>0}$, of course, the factor $\epsilon^{N_1}$ in front of (C6) must be canceled by the $q$-Pochhammer symbol $(q^{C_j} - 1 - N_2 - \epsilon)$, because the original expression (C4) was finite to begin with. This $q$-Pochhammer symbol can be rewritten as $(q^{C_j} - 1 - N_2 - \epsilon) = 1/(q^{C_j} - 1 - N_2 - \epsilon)_{N_1 + N_2 + \epsilon} \approx 1/(q^{C_j} - 1 - N_2 - \epsilon)_{N_1 + N_2} = 1/[(1 - q^{C_j} - 1 - N_2 - \epsilon) \cdots (1 - q^{C_j} - 1 - N_2 - \epsilon)]$, where “$\approx$” means up to subleading terms in powers of $\epsilon$. Indeed, for $C_j \leq N_1 + N_2$, this always contains the factor $1/(1 - q^{-\epsilon}) = 1/(\epsilon \log q)$ and, collecting contributions from $C_1, \ldots, C_{N_1}$, we see that this completely cancels the $\epsilon^{N_1}$. Actually, this also means that, if $C_j > N_1 + N_2$, we have fewer powers of $\epsilon$ in the denominator and, as a result, the summand vanishes as $\epsilon \to 0$. Therefore, we are free to remove the upper bound in the $C_j$-sum, as we have already done in (C6).

In (C6), summing over permutations $\sigma \in S_{N_1}$ acting on $m_j$ is the same as summing over permutations acting on $C_j$ (it is easy to show that, if we set $j' = \sigma(j), k' = \sigma(k)$, summing over $j, k, \sigma$ is the same as summing over $j', k', \sigma' = \sigma^{-1}$, with $C_j, C_k$ replaced by $C_{\sigma^{-1}(j')}, C_{\sigma^{-1}(k')}$). Therefore, we can relax the ordering constraint on $C_j$ and forget about the summation over permutations:

\[
S_{[m_j],[0]}(N_1, N_2 + \epsilon) = \frac{(-1)^{N_1 N_2 (\epsilon \log q)^{N_1} N_2}}{\prod_{j=1}^{N_1} (1 + q^{m_j})} \times \frac{1}{N_1!} \sum_{C_1, \ldots, C_{N_1}} (-1)^{\sum_{j=1}^{N_1} (C_j - 1)} q^{\sum_{j=1}^{N_1} C_j m_{j}} \times \prod_{j=1}^{N_1} \frac{(q^{C_j} - 1 - N_2 - \epsilon)}{-(q^{C_j + m_{j}})} \prod_{j < k} \frac{(q^{C_k - C_j + m_{j}})_{1}(q^{C_k - C_j})_1}{-(q^{C_k - C_j + m_{k}})_{1}(q^{C_k - C_j + m_{k}})}.
\]

(C7)

Note that the sum over $C_1, \ldots, C_{N_1}$ is completely unconstrained, because the summand in (C6) vanishes if $C_j = C_k$ with $j \neq k$. We can easily see that, upon setting $m_j = 0$, this reduces to the $S$ function for the partition function [17]. We will refer to this as the unordered formula. The formula (C6) is referred to as the ordered formula.

C.2. Explicit expression for ABJ Wilson loop ($m_j \neq 0, n_a = 0$)

The ABJ Wilson loop is obtained by setting $N_2 \to -N'_2$ with $N'_2 \in \mathbb{Z}_{>0}$ in the above expressions. More precisely, according to Ref. [17], the formula for analytic continuation is

\[
\mathcal{W}_{[m],[0],k}^{ABJ}(N_1, N'_2) = \lim_{\epsilon \to 0} \left(2\pi \right)^{-N'_2} \frac{G_2(N'_2 + 1)}{G_2(-N'_2 + 1 + \epsilon)} \mathcal{W}_{[m],[0]}^{\text{len}}(N_1, -N'_2 + \epsilon)_k.
\]

(C8)
First, consider the case with $N_1 \leq N_2'$. Using the unordered expression (C7), we straightforwardly obtain

$$S_{(m_j),0}(N_1, -N_2'+\epsilon) = \frac{(-1)^{N_1} \epsilon \log q^{N_1}}{\prod_{j=1}^{N_1} (1+ q^{m_j})} \times \frac{1}{N_1!} \sum_{C_j \geq 1} (-1)^{\sum_j (C_j-1)} q^{-\sum_j C_j m_j} \times \prod_{j=1}^{N_1} \left( -q^{C_j + m_j} \right)_{N_2'-N_1} \prod_{j<k} \left( -q^{C_k - C_j + m_k - m_j} \right)_{1} \left( -q^{C_k - C_j} \right). \tag{C9}$$

We have the $\epsilon^{N_1}$ as a prefactor, which remains uncanceled by the $q$-Pochhammer. It is not difficult to show that, when $m_j = m_\delta 1_j$, this reduces to the formula (B30), up to normalization; namely, $S_{(m,0,...),0}(N_1, -N_2'+\epsilon) = (1/N_1) S^{ABJ}(N_1, N_2', m_k)$. The integral representation is

$$S_{(m_j),0}(N_1, -N_2'+\epsilon) = \frac{(-1)^{N_1} \epsilon \log q^{N_1}}{\prod_{j=1}^{N_1} (1+ q^{m_j})} \times \frac{1}{N_1!} \left[ \prod_{j=1}^{N_1} \frac{1}{2\pi i} \int \frac{\pi ds_j}{\sin(\pi s_j)} \right] q^{-\sum_j (s_j+1)m_j} \times \prod_{j=1}^{N_1} \left( -q^{s_j+1+m_j} \right)_{M} \prod_{j<k} \left( -q^{s_k-s_j+m_k-m_j} \right)_{1} \left( -q^{s_k-s_j} \right), \tag{C10}$$

where $C_j \leftrightarrow s_j + 1$ and $M := N_2' - N_1$. Using the formula (C8), the full expression including the prefactors in (C3) is

$$W_{(m_j),0}^{ABJ}(N_1, N_2')_k = i^{\frac{N_1}{2}} \left( \frac{\epsilon}{N_1} \log q^{N_1} \right)^{\frac{N_1}{2}} \left( N_1 - 1 \right)^{\frac{N_1}{2}} \times G_2(M + 1, q) S_{(m_j),0}(N_1, -N_2'+\epsilon) \frac{(1-q)^{\frac{1}{2}M(M-1)}}{\epsilon \ln q^{N_1}}. \tag{C11}$$

The case with $N_1 > N_2'$ is more nontrivial, as is the case for the partition function [17]. In this case, there are some powers of $\epsilon$ coming from $(q^{C_j})_{-(N_1-N_2')} = (q^{C_j})_{-M'} = 1/(q^{C_j-M'})$ in the summand, where we set $M' := N_1 - N_2' > 0$. One choice to get the most singular contribution is

$$C_1 = 1, \quad C_2 = 2, \quad \ldots, \quad C_{M'} = M', \quad \quad C_{M'+1} = M' + C', \quad \ldots, \quad C_{N_1} = M' + C_{N_2}. \tag{C12}$$

For this particular choice, by extracting powers of $\epsilon$ from the $q$-Pochhammer symbol, we can show that (C7) can be rewritten as

$$\frac{(-\epsilon \ln q)^{N_2'}}{N_1! \prod_{j=1}^{N_1} (1+ q^{M'+j})} \sum_{C_j \geq 1} (-1)^{\sum_j (C_j-1)} q^{\sum_j (C_j+M') m_j - \sum_j (C_j+M') m_{M'+j}} \times \prod_{j=1}^{N_2'} \frac{-q^{C_j+M'+j} + q^{M'+j} + q^{C_j-M'} - q^{C_j-M'+j}}{1 \leq j < k \leq M'} \times \prod_{j=1}^{M'} \prod_{k=1}^{N_2'} \frac{-q^{M'+C'_j-j+m_{M'+k}} + q^{M'+C'_j-j} - q^{M'+C'_j-j+m_{M'+k}}}{1 \leq j < k \leq M'}. \tag{C13}$$
The choice (C12) is only one possibility and there are more; there are \( \binom{N_1}{M'} \) ways to choose \( M' \) special \( C_j \) out of \( N_1 \). Furthermore, there are \( M'! \) ways to permute those \( M' \) special \( C_j \). So, in total, we have \( \binom{N_1}{M'} M'! \) ways. We should sum over all these choices, or, equivalently, as we have seen in going between (C6) and (C7), we can fix the order of \( C_j \) to be \( C_1 < C_2 < \cdots < C_{N_1} \), consider only (C12), and sum over the permutations of \( m_j \). So, (C5) can be expressed as

\[
S_{[m,j],[0]}(N_1, -N'_2 + \epsilon) = \frac{(-\epsilon \ln q)^{N'_2}}{N_1! \prod_{j=1}^{M'-1} (q_j)} \sum_{\sigma \in S_{N'_2}} q^{\sum_{j=1}^{M'} (-2j + M') m_{\sigma(j)}} \prod_{1 \leq j < k \leq M'} (q^{k-j + m_{\sigma(k)} - m_{\sigma(j)})_1} \prod_{j=1}^{N'_2} (1 + q^{m_{\sigma(M'+j)}}) \\
\times \sum_{1 \leq C'_1 < \cdots < C'_{N'_2}} \left( -1 \right)^{\sum_{j=1}^{N'_2} (C'_j-1)} q - \sum_{j=1}^{N'_2} (C'_j + M') m_{\sigma(M'+j)} \\
\times \prod_{j=1}^{N'_2} (-q^{C'_j + m_{\sigma(M'+j)}})^{M'} \prod_{j=1}^{M'} \prod_{k=1}^{N'_2} \left( \frac{q^{M'+C'_k - j + m_{\sigma(M'+k)} - m_{\sigma(j)}}_1}{(-q^{C'_k - C_j + m_{\sigma(M'+j)}}_1)} \left( q^{C'_j - C'_k + m_{\sigma(M'+k)} - m_{\sigma(j)}}_1 \right) \right). \tag{C14}
\]

If we want to relax the ordering constraint and let \( C'_j \) run over all positive integers, then the summation will be over \( S_{N'_2} \), meaning that two permutations \( \sigma_1, \sigma_2 \in S_{N_1} \) are identified if \( \{\sigma_1(M'+1), \ldots, \sigma_1(N'_2)\} \) and \( \{\sigma_2(M'+1), \ldots, \sigma_2(N'_2)\} \) are permutations of each other. One can show that, when \( m_j = m \delta_{j,1} \), Eq. (C14) reduces to (B37) plus (B38), up to normalization. Namely, \( S_{[m,0,0,\ldots],[0]}(N_1, -N'_2 + \epsilon) = (1/N_1)[S_{(1)}^{ABJ}(N_1, N'_2, m)_k + S_{(2)}^{ABJ}(N_1, N'_2, m)_k] \). The integral representation is

\[
S_{[m,j],[0]}(N_1, -N'_2 + \epsilon) = \frac{(-\epsilon \ln q)^{N'_2}}{N_1! \prod_{j=1}^{M'-1} (q_j)} \sum_{\sigma \in S_{N'_2}} q^{\sum_{j=1}^{M'} (-2j + M') m_{\sigma(j)}} \prod_{1 \leq j < k \leq M'} (q^{k-j + m_{\sigma(k)} - m_{\sigma(j)})_1} \prod_{j=1}^{N'_2} (1 + q^{m_{\sigma(M'+j)}}) \\
\times \int \left[ \frac{1}{2\pi i} \int_{\pi s_j} q - \sum_{j=1}^{N'_2} (s_j + 1 + M') m_{\sigma(M'+j)} \right] \prod_{j=1}^{N'_2} (-q^{s_j + 1 + m_{\sigma(M'+j)}})^{M'} \prod_{j=1}^{M'} \prod_{k=1}^{N'_2} \left( \frac{q^{M'+s_j + 1 - j + m_{\sigma(M'+k)} - m_{\sigma(j)}}_1}{(-q^{s_j + M'+1 + j - m_{\sigma(M'+k)} + m_{\sigma(j)}}_1)} \right) \\
\times \prod_{1 \leq j < k \leq N'_2} \left( \frac{q^{s_j - s_k + m_{\sigma(M'+k)} - m_{\sigma(M'+j)}))_1}{(-q^{s_j - s_k + m_{\sigma(M'+j)} - m_{\sigma(M'+k))}_1)} \right). \tag{C15}
\]

The full expression including the prefactors in (C3) is

\[
\mathcal{W}^{ABJ}_{[m,j],[0]}(N_1, N'_2)_k = i^{-\frac{1}{2} \binom{N'_1 + N'_2}{2}} (1 - \frac{1}{2} \binom{N'_2 - 1}{N'_2}) \left( \frac{g_8}{2\pi} \right)^{N_1 + N'_2} \frac{1}{\epsilon} \left( M' \right)^{M' - 1} + \sum_{j=1}^{N'_2} (-\frac{1}{2} \mu_j + \mu_j) \\
\times (1 - q)^{\frac{1}{2} M' \left( M' - 1 \right)} G_2(M' + 1, q) S_{[m,j],[0]}(N_1, -N'_2 + \epsilon) \frac{(-\epsilon \ln q)^{N'_2}}{N_1! \prod_{j=1}^{M'-1} (q_j)}. \tag{C16}
\]
Appendix D. The cancellation of residues at $s_a = -1, -2, \ldots, -n$

In this appendix we show that, in our expression (2.15) for $1/6$-BPS Wilson loops in the $N_1 \geq N_2$ case, the contributions from the P poles at $s_a = -1, \ldots, -n$ are absent. Namely, these contributions are canceled between those from $I^{(1)}(N_1, N_2; n)_k$ and $I^{(2)}(N_1, N_2; n)_k$. This is necessary, in particular, for the $1/6$-BPS Wilson loops (2.15) to correctly reproduce the perturbative expansion in $g_s$ and also fills the gap of a proof that the two expressions (2.12) and (2.15) agree in the ABJM limit $N_1 = N_2$.

We first recall the expressions of our interest:

$$I^{(1)}(N_1, N_2; n)_k := \frac{1}{N_2!} \sum_{c=0}^{n-1} \prod_{a=1}^{N_2} \left[ \frac{-1}{2\pi i} \int_{C_1[c]} \frac{\pi ds_a}{\sin(\pi s_a)} \right] \times q^n(2c-M) \left( \frac{q^{1-n}c}{q^{1+n}} \right)_{M-1-c} \prod_{a=1}^{N_2} \left( \frac{q^{s_a+1}}{q^{s_a-1}} \right)_{M} \prod_{a=1}^{N_2} \left( \frac{q^{s_a}}{q^{s_a+1}} \right)_{M} \prod_{a=b+1}^{N_2} \left( \frac{q^{s_a}}{q^{s_a+1}} \right)_{M} \left[ \prod_{a=1}^{N_2} \frac{(-q^{s_a+1})}{(-q^{s_a})} \right],$$

(D1)

and

$$I^{(2)}(N_1, N_2; n)_k := \frac{1}{N_2!} \sum_{d=1}^{n} \prod_{a=1}^{N_2} \left[ \frac{-1}{2\pi i} \int_{C_2} \frac{\pi ds_a}{\sin(\pi s_a)} \right] q^{-n s_d + n(d-M-2)} \prod_{a=1}^{N_2} \left( \frac{q^{s_a-s_d-n}}{q^{s_a-s_d}} \right)_{M} \prod_{a=d}^{N_2} \left( \frac{q^{s_a}}{q^{s_a+1}} \right)_{M} \prod_{a=b+1}^{N_2} \left( \frac{q^{s_a}}{q^{s_a+1}} \right)_{M} \left[ \prod_{a=1}^{N_2} \frac{(-q^{s_a+1})}{(-q^{s_a})} \right].$$

(D2)

In Sect. 3.3 we discussed the pole structures of the integrands and the integration contours $C_1$ and $C_2$ in detail. The contour $C_1$ for a given $c$ is placed to the left of $s_a = \min(-1, -c, -\frac{k}{2} - M)$ and to the right of $s_a = \max(-M - 1, -\frac{k}{2} - n - 1 - c)$, whereas the contour $C_2$ is placed, for $a \neq d$, to the left of $s_a = \min(0, -\frac{k}{2} - M)$ and to the right of $s_a = \max(-M - 1, -\frac{k}{2} - 1)$ and, for $a = d$, to the left of $s_d = \min(-n, -\frac{k}{2} - M)$ and to the right of $s_d = \max(-M - 1, -\frac{k}{2} - 1)$. In particular, there are residues from the P poles at $s_d = -1 - c$, $c = 0, \ldots, n - 1$, for (D1) and $s_d = -1, \ldots, -n$ for (D2). Recall (3.37) for generic (including non-integral) $M$

$$\lim_{s_d \to -1 - c} \left( \frac{q^{1-n}c}{q^{1+n}} \right)_{M-1-c} \left( \frac{q^s}{q^{1+c+1}} \right)_{M} = q^{-nc} \left( \frac{q^{n-c}}{q^n} \right) \left( \frac{q^{s/1+c+1}}{q^{s/1-c}} \right)_{M},$$

(D3)

where we used $(q^{1-n}c)(q^{1+n})_{M-1-c} = (-1)^c q^{-nc+\frac{c}{2}+1}(q^{n-c})_{M}/(q^n)_1$, $\lim_{c \to 0} (q^{n-c})_{M}/(q^n)_1 = (q^{-c})_{M-1-c}$ and (A.3). As remarked below (3.37) in Sect. 3.4, implicit in this calculation is the $\epsilon$-prescription that always enables us to regard the P pole at $s_d = -1 - c$ as a simple pole. Namely, the integer $M$ is shifted to a non-integral value $M + \epsilon$ and the contour $C_1[c]$ is placed between $s_d = -1 - c$ and $-1 - c - \epsilon$ so as to avoid the latter pole.

$^{27}$ A remark similar to footnote 23 applies.
This yields

\[
-2\pi i \text{Res}_{s_d=-1-c} \left[ I^{(1)}(N_1, N_2; n)_k \right] = \frac{(-1)^c}{N_2!} \prod_{a=1 \atop a \neq d}^{N_2} \left[ \frac{-1}{2\pi i} \int_{C_{[c]}} \frac{\pi ds_a}{\sin(\pi s_a)} \right] q^{n(c-M)}(q^{n-c})_M \frac{q^{n(c-M)}(q^{n-c})_M}{(-q^{n-c})_M(-q^n)_1} \times \prod_{a=1 \atop a \neq d}^{N_2} \left[ \frac{(q^{s_a+1})_M}{2(-q^{s_a+1})_M} \frac{(q^{s_a+1+c})_1}{(-q^{s_a+1+c})_1} \right] \times \prod_{b=1 \atop b \neq d}^{a-1} \left[ \frac{(q^{s_b-s_a})_1}{(-q^{s_b-s_a})_1} \right] \prod_{b=a+1 \atop b \neq d}^{N_2} \left[ \frac{(q^{s_b-s_a})_1}{(-q^{s_b-s_a})_1} \right].
\]  

(D4)

Similarly, it is straightforward to find that

\[
-2\pi i \text{Res}_{s_d=-1-c} \left[ I^{(2)}(N_1, N_2; n)_k \right] = \frac{(-1)^{c+1}}{N_2!} \prod_{a=1 \atop a \neq d}^{N_2} \left[ \frac{-1}{2\pi i} \int_{C_2} \frac{\pi ds_a}{\sin(\pi s_a)} \right] q^{n(c-M)}(q^{n-c})_M \frac{q^{n(c-M)}(q^{n-c})_M}{(-q^n)_1(-q^{n-c})_M} \times \prod_{a=1 \atop a \neq d}^{N_2} \left[ \frac{(q^{s_a+1})_M}{2(-q^{s_a+1})_M} \frac{(q^{s_a+1+c})_1}{(-q^{s_a+1+c})_1} \right] \times \prod_{b=1 \atop b \neq d}^{a-1} \left[ \frac{(q^{s_b-s_a})_1}{(-q^{s_b-s_a})_1} \right] \prod_{b=a+1 \atop b \neq d}^{N_2} \left[ \frac{(q^{s_b-s_a})_1}{(-q^{s_b-s_a})_1} \right].
\]  

(D5)

Hence the sum of the two residues \( \text{Res}_{s_d=-1-c} \left[ I^{(1)}(N_1, N_2; n)_k + I^{(2)}(N_1, N_2; n)_k \right] \) exactly cancels out. As \( c \) runs from 0 to \( n-1 \), this implies the cancellation of the residues in (2.15) at the P poles \( s_d = -1, \ldots, -n, (d = 1, \ldots, N_2) \). More precisely, the cancellation requires the equivalence of the contours \( C_1 \) and \( C_2 \). In this regard, note that the integrand of the residue (D4), in particular, does not have a pole at \( s_a = -1-c \) and the contour \( C_1 \) can thus be shifted, past \( s_a = -1-c \), to the left of \( s_a = \min(0, \frac{k}{2}-M) \) so that \( C_1 \) becomes identical to \( C_2 \).

We would like to address the subtlety remarked on below (3.10) and (3.11) concerning the range, in particular, of the sum over \( c \) in (3.10) and (2.16). In its original form, the sum over \( c \) ran from 0 to \( M-1 \). When \( n \) is less than \( M \), the sum simply terminates at \( c = n \), as the factors (D3) vanish when \( c \geq n \). When \( n \) is greater than \( M \), however, in order to replace the upper limit \( M-1 \) by \( n-1 \), we need to show that the contribution from \( c = M \) to \( n-1 \) is absent in (2.15) and (3.12). Note that when \( c \geq M \) in the first line of (D3) the factor \((q)_M^{-1-c}\) in the denominator diverges. Thus, for \( c \geq M \), (D3) might appear to vanish. However, there are nonvanishing contributions coming from the poles at \( s_d = -1-c \) as the second line of (D3) indicates. This implies that the cancellation we have shown above is all we need to ensure the absence of the contribution from \( c = M \) to \( n-1 \) in (2.15) and (3.12). The cancellation of the residues at \( s_a = -1, \ldots, -n \) also justifies the extension of the lower limits of the sum over \( D_a \) in (3.10) and (3.11).

\[ \text{With an abuse of notation, we denote the integrands of } I^{(1)}(N_1, N_2; n)_k \text{ and } I^{(2)}(N_1, N_2; n)_k \text{ by the same symbols.} \]
Appendix E. The $U(1)^k \times U(1)^{-k}$ ABJM theory

As a simplest check of our prescriptions that lack first-principles derivations, we compare the result from the integral representation (2.12)–(2.14) with that from the direct calculation in the case of the $U(1)^k \times U(1)^{-k}$ ABJM theory.

The direct integral of (2.4) yields

$$W_{1/6}^I(1, 1; n)_k = \int \frac{d\mu}{2\pi} \frac{d\nu}{2\pi} e^{-q\nu} e^{\frac{1}{2\pi}(\mu^2 - \nu^2)} = \frac{1}{|k|} \frac{q^{-\frac{1}{2}n^2 + n}}{(1 + q^n)^2} \quad \text{for } |n| < \frac{k}{2},$$  \hspace{1cm} (E1)

where we used the Fourier transform of $1/\cosh x$:

$$\frac{1}{2 \cosh \frac{x}{2}} = \int \frac{dp}{2\pi} e^{\frac{ip}{2\pi}}.$$  \hspace{1cm} (E2)

As noted in Sect. 2.1, the restriction on winding number, $|n| < \frac{k}{2}$, is necessary for the convergence of integrals. Hence the direct calculation gives the normalized $1/6$-BPS Wilson loop

$$W_{1/6}^I(1, 1; n)_k = \frac{4q^{-\frac{1}{2}n^2 + n}}{(1 + q^n)^2}. \hspace{1cm} (E3)$$

On the other hand, as calculated in Sect. 4.3, the result from our integral representation yields\(^{29}\)

$$I(1, 1; n)_k = \frac{q^{-n}}{1 + q^n} \begin{cases} \frac{1}{2} \sum_{s=0}^{k-1} (-1)^s q^{-ns} & \text{for odd } k \\ \frac{1}{2k} \sum_{s=0}^{k-1} (-1)^s q^{-ns}(s + a) & \text{for even } k \end{cases} = \frac{1}{(1 + q^n)^2}. \hspace{1cm} (E4)$$

Thus the normalized $1/6$-BPS Wilson loop (2.12) indeed agrees with (E3), providing evidence for our prescriptions.

Appendix F. An alternative derivation of Seiberg duality

In this appendix we provide an alternative derivation of the duality transformations of ABJ Wilson loops by following Kapustin and Willett [50]. In their approach Seiberg duality is understood as an isomorphism of the algebras that BPS Wilson loops generate.

Before discussing the Wilson loops in the ABJ theory, we first give a brief sketch of their construction of Wilson loop algebras and derivation of duality transformations for generic 3D supersymmetric gauge theories that admit localization. In order to construct the Wilson loop algebras, we

---

\(^{29}\) For even $k$, since $(-q^{-n})^k = 1$, the sum $\sum_{s=0}^{k-1} (-q^{-n})^s = 0$ for an integer $n$. Meanwhile, this sum equals $\frac{1-q^{-n}}{1+q^{-n}} = f(n)$ for a non-integral $n$. To find the sum $\sum_{s=0}^{k-1} (-q^{-n})^s$ for even $k$, we differentiate $f(n)$ w.r.t. $n$ and then send $n$ to an integral value.
first define

\[ \Phi(t) = \prod_{j=1}^{N} (1 + tx_j) \]
\[ = 1 + t \left( \sum_{j=1}^{N} x_j \right) + t^2 \left( \sum_{i<j} x_i x_j \right) + \cdots + t^N \prod_{j=1}^{N} x_j \]
\[ = 1 + t \left[ 1 + t \left( \sum_{j=1}^{N} x_j \right) + t^2 \left( \sum_{i<j} x_i x_j \right) + \cdots \right] + t^N \]
\[ =: \sum_{i=0}^{N} t^i \phi_i \quad \text{(F1)} \]

and

\[ \Psi(t) = \prod_{j=1}^{N} (1 - tx_j)^{-1} \]
\[ = 1 + t \sum_{j=1}^{N} x_j + t^2 \left( \sum_{j=1}^{N} x_j^2 + \sum_{i<j} x_i x_j \right) + \cdots \]
\[ = 1 + t \left[ 1 + t \sum_{j=1}^{N} x_j + t^2 \left( \sum_{j=1}^{N} x_j^2 + \sum_{i<j} x_i x_j \right) + \cdots \right] \]
\[ =: \sum_{i=0}^{N} t^i \psi_i \quad \text{(F2)} \]

where we denoted symmetric polynomials by the corresponding Young diagrams. Each Young diagram corresponds to a specific representation of the Wilson loop. The variables \( x_i \) \((i = 1, \ldots, N)\) will be identified with the integration variables of the matrix models derived from localization. The \( \phi_i \) and \( \psi_i \) generate the ring of symmetric polynomials. Notice, however, that \( \Phi(-t) \Psi(t) = 1 \) by definition and thus the \( \phi_i \) and \( \psi_i \) are not independent.

Next, to find the duality transformations for BPS Wilson loops, we construct an algebra for a given theory from the ring of symmetric polynomials that quantum Wilson loops generate. As it turns out, there is an isomorphism between the algebras for the original and dual theories that can be regarded as the duality transformations. Here we only outline the derivation of the duality transformations:

1. Using the matrix model obtained by localization, the invariance under the shift of an integration variable yields the following identity:

\[ \langle p(x) \rangle = \left( x^M + a_1 x^{M-1} + \cdots \right) = 0, \quad \text{(F3)} \]

where \( x \) is an integration variable and \( \langle \cdots \rangle \) means the vev of the matrix model. The polynomial \( p(x) \) is at most of \( M \)th order in \( x \), where \( M \) is a constant determined by the rank and level of the gauge theory. This is a quantum constraint on the BPS Wilson loops that the Wilson loop algebra is endowed with.

2. From the polynomial \( p(x) \) we construct the following quantities \( \tilde{p}(t) \) and \( \Psi_p(t) \):

\[ \tilde{p}(t) := t^M p(t^{-1}) \quad \text{(F4)} \]
and

\[ \Psi_p(t) := \tilde{p}(t) \Psi(t) \big|_{\text{truncated at } O(t^{M-N})} \]

\[ = \sum_{j=0}^{M-N} t^i \psi_{pi} \]

\[ = 1 + (\Box + a_1)t + O(t^2). \]  

(F5)

In the algebra that Kapustin and Willett identify with a certain quotient of the ring, the classical constraint \( \Phi(-t)\Psi(t) = 1 \) is deformed to

\[ \Phi(-t)\Psi_p(t) = \tilde{p}(t), \]  

(F6)

which the elements, \( \phi_i \) and \( \psi_{pi} \), of the algebra obey in quantum theory. The quantum constraint (F3) is crucial, and it is important that the left-hand side of the constraint (F6) is truncated to a finite polynomial in \( t \), in contrast to the classical constraint \( \Phi(-t)\Psi(t) = 1 \).

3. Owing to the truncation in (F5) and thus in (F6), there exists an isomorphism under the following transformations:

\[ N \leftrightarrow M - N, \]  

(F7)

\[ \phi_i \leftrightarrow (-1)^i \psi_{pi}. \]  

(F8)

That is, the quantum constraint (F6) is invariant under these transformations. The first transformation can be identified with the map of the ranks of the two gauge groups in a dual pair and the second transformations with the maps of the BPS Wilson loops. Thus the duality transformations of the Wilson loops can be extracted order by order in \( t \) from (F8). At \( O(t) \), for instance, we find for the fundamental representation

\[ \Box \rightarrow -\Box - a_1, \]  

(F9)

where the tilde indicates that the Wilson loop is that in the dual theory.

F1. ABJ Wilson loop duality

We now apply the above method to ABJ Wilson loops. The original theory is the \( U(N_1)_k \times U(N_2)_{-k} \) ABJ theory and the dual theory is the \( U(\tilde{N}_2)_k \times U(N_1)_{-k} \) theory with the dual gauge group \( \tilde{N}_2 = k + 2N_1 - N_2 \). In implementing the above procedure it is useful to regard the original theory as the \( U(N_2)_{-k} \) Chern–Simons-matter theory and the \( U(N_1) \) part as flavor. Let us first recall that the \( \frac{1}{6} \)-BPS Wilson loop on the gauge group \( U(N_2) \) with winding \( n \) is given by the eigenvalue integrals

\[ W_{\frac{1}{6}}(N_1, N_2; n) \propto \int \prod_{i=1}^{N_1} \frac{d\mu_i}{2\pi} \prod_{a=1}^{N_2} \frac{dv_a}{2\pi} \frac{\Delta_{sh}(\mu)^2 \Delta_{sh}(v)^2}{\Delta_{ch}(\mu, v)^2} e^{-\frac{1}{2s_g} \left( \sum_{i=1}^{N_1} \mu_i^2 - \sum_{a=1}^{N_2} v_a^2 \right)} \sum_{a=1}^{N_2} e^{-n v_a}. \]  

(F10)
where we omitted the normalization factor as it is not relevant in the following discussion. For later convenience, we introduce the following notations:

\[
\langle \ldots \rangle_{\mu} := \int \prod_{j=1}^{N_1} \frac{d\mu_j}{2\pi} \frac{\Delta_{sh}(\mu)^2}{\Delta_{ch}(\mu, \nu)^2} e^{-\frac{1}{2\pi} \sum_{i=1}^{N_1} \mu_i^2} (\ldots), \tag{F11}
\]

\[
\langle \ldots \rangle_{\nu} := \int \prod_{a=1}^{N_2} \frac{d\nu_a}{2\pi} \frac{\Delta_{sh}(\nu)^2}{\Delta_{ch}(\mu, \nu)^2} e^{\frac{1}{2\pi} \sum_{a=1}^{N_2} \nu_a^2} (\ldots), \tag{F12}
\]

\[
\langle \ldots \rangle_{\mu, \nu} := \int \prod_{j=1}^{N_1} \frac{d\mu_j}{2\pi} \prod_{a=1}^{N_2} \frac{d\nu_a}{2\pi} \frac{\Delta_{sh}(\mu)^2}{\Delta_{ch}(\mu, \nu)^2} \frac{\Delta_{sh}(\nu)^2}{e^{-\frac{1}{2\pi} \sum_{i=1}^{N_1} \mu_i^2 - \sum_{a=1}^{N_2} \nu_a^2}} (\ldots). \tag{F13}
\]

Note that in (F11) only \( \mu_i \) are integrated and \( \nu_a \) are regarded as parameters of the theory. In (F12) the roles of \( \mu_i \) and \( \nu_a \) are interchanged. In this notation the \( \frac{1}{\alpha'} \)-BPS Wilson loop on the \( U(N_2) \) is expressed as

\[
W_{\frac{1}{\alpha'}}^H(N_1, N_2; n)_k \propto \left( \sum_{a=1}^{N_2} e^{\eta_a} \right)_{\mu, \nu}. \tag{F14}
\]

In the expression (F12) we can regard the \( U(N_1)_k \times U(N_2)_{-k} \) ABJ theory as the \( U(N_2) \) Chern–Simons-matter theory at level \(-k\) with \( 2N_1 \) hypermultiplets without Fayet–Iliopoulos terms. From this viewpoint the flavor group is \( U(2N_1) \) instead of \( U(N_1) \). In (F12), \( \mu_i (i = 1, \ldots, N_1) \) can be thought of as mass parameters for the hypermultiplets. The Seiberg dual is then the \( U(N_2) \) Chern–Simons-matter theory at level \( k \) with \( 2N_1 \) hypermultiplets of masses \( \nu_a (a = 1, \ldots, N_1) \) without Fayet–Iliopoulos terms [24]. These parameters are to be integrated in the end.

In Step 1, to find (F3) for the ABJ theory, we consider the following quantity:

\[
\left\langle e^{\eta_a} \prod_{i=1}^{N_1} \left( e^{-\left( \mu_i - \nu_a \right)} + 1 \right)^2 \right\rangle_{\nu}. \tag{F15}
\]

Integrals are invariant under shifts of integration variables. For our purpose, we consider, in particular, the shift

\[
\nu_a \to \nu_a + 2\pi i, \tag{F16}
\]

where \( a \) is a selected index but can be chosen arbitrarily. Note that the inserted factor \( \prod_{a=1}^{N_2} (e^{-\left( \mu_i - \nu_a \right)} + 1)^2 \) exactly cancels the poles that appear in the integrand (F12) and allows us to make the above shift, keeping the range of integration intact. Under this shift (F15) becomes

\[
\left\langle e^{k\pi i + k\nu_a} e^{\eta_a} \prod_{i=1}^{N_1} \left( e^{-\left( \mu_i - \nu_a \right)} + 1 \right)^2 \right\rangle_{\nu}. \tag{F17}
\]

Since this is identical to (F15), we obtain the identity:

\[
\left\langle \left( 1 - e^{k\pi i + k\nu_a} \right) e^{\eta_a} \prod_{i=1}^{N_1} \left( e^{-\left( \mu_i - \nu_a \right)} + 1 \right)^2 \right\rangle_{\nu} = 0. \tag{F18}
\]

\[\text{[30] Precisely speaking, the ABJ theory has a superpotential, whereas the class of theories considered in the Giveon–Kutasov duality [24] do not. Furthermore, the dual theories in the latter case have singlet meson fields that together with dual quarks generate a superpotential. However, this difference can be safely disregarded since the superpotential has no effect on the results of localization and only affects the R-charges of the matter fields.}\]
This equation must hold for any representation of BPS Wilson loops and then yields the operator identity
\[
(1 - (-1)^k x^k) \prod_{l=1}^{N_1} (x e^{-\mu_l} + 1)^2 = 0.
\] (F19)
where we introduced \( x = e^{\nu_a} \). For later convenience, we rewrite this as
\[
0 = p(x) := (x^k - (-1)^k) \prod_{l=1}^{N_1} (x + e^{\mu_l})^2
\] (F20)
\[
= x^{k+2N_1} + \left( 2 \sum_{i=1}^{N_1} e^{\mu_i} \right) x^{k+2N_1-1} + \left( \sum_{i=1}^{N_1} e^{2\mu_i} \right) x^{k+2N_1-2} + \ldots.
\] (F21)
Note that this polynomial is at most of order \( O(x^{k+2N_1}) \).
In Step 2, we introduce the following quantities:
\[
\tilde{p}(t) = t^{k+2N_1} p(t^{-1})
\]
\[
= \left( 1 + (-1)^{k+1} t^k \right) \left[ 1 + t \left( 2 \sum_{i=1}^{N_1} e^{\mu_i} \right) + t^2 \left( \sum_{i=1}^{N_1} e^{2\mu_i} + 4 \sum_{i<j} e^{\mu_i+\mu_j} \right) + O(t^3) \right]
\] (F22)
and
\[
\Psi_{\tilde{p}}(t) := \tilde{p}(t) \Psi(t) = \sum_{i=1}^{t^i \psi_{\tilde{p}i}}
\]
\[
= 1 + t \left( \square + 2 \sum_{i=1}^{N_1} e^{\mu_i} \right) + t^2 \left( \square + 2 \square \sum_{i=1}^{N_1} e^{\mu_i} + \sum_{i=1}^{N_1} e^{2\mu_i} + 4 \sum_{i<j} e^{\mu_i+\mu_j} \right) + O(t^3)
\]
\[
+ (-1)^{k+1} t^k \left( 1 + t \left( 2 \sum e^{\mu_i} + \square \right) + O(t^2) \right).
\] (F23)
The Wilson loop algebra is generated by \( \phi_i \) and \( \psi_{\tilde{p}i} \), which are constrained by (F6).
In Step 3, the Seiberg duality of the Wilson loops is extracted from the transformation (F8). At \( O(t) \) we obtain
\[
\square \Pi \rightarrow -\tilde{\Pi} - 2 \sum_i e^{\mu_i},
\] (F24)
where the subscripts I and II indicate that the Wilson loops are on the first and second gauge groups, respectively. In this example, the BPS Wilson loop of the original \( U(N_2)_{-k} \) theory in the fundamental representation maps to minus that of the dual \( U(\tilde{N}_2)_k \) theory in the fundamental representation shifted by a singlet that depends on the masses \( \mu_i \) in the dual theory.\(^{31}\)

\(^{31}\)In the \( k = 1 \) case it might look naively as if there is an additional identity operator coming from the \( O(t^k) \) term that contributes to the duality map. However, the \( \frac{1}{2} \)-BPS Wilson loop with winding \( n \) is only well defined for \( n < \frac{k}{2} \) and thus the \( n = 1 \) fundamental Wilson loop is ill defined for \( k = 1 \). This method is therefore not applicable to the ABJ theory with \( k = 1 \). For the same reason the \( O(t^{k/2}) \) terms in (F23) are meaningless because the \( \frac{1}{2} \)-BPS Wilson loops with winding \( n < \frac{k}{2} \) are involved at this order.
In order to find the duality maps for the ABJ theory, we need to integrate over the mass parameters \( \mu_i \) \((i = 1, \ldots, N)\). The map (F24) then becomes

\[ \Box \rightarrow -\Box - 2\Box. \quad (F25) \]

In our notation this reads

\[ W_{\Box}(N_1, N_2; 1)_k \rightarrow -W_{\Box}(\tilde{N}_2, N_1; 1)_k - 2W_{\Box}(\tilde{N}_2, N_1; 1)_k. \quad (F26) \]

This indeed agrees with (2.20).

We can run the same procedure for the flavor Wilson loops. Since the flavor group is unchanged under Seiberg duality, we simply obtain the following map:

\[ \Box \rightarrow \Box. \quad (F27) \]

which reads

\[ W_{\Box}(N_1, N_2; 1)_k \rightarrow W_{\Box}(\tilde{N}_2, N_1; 1)_k. \quad (F28) \]

This agrees with (2.21). Finally, the maps (F26) and (F28) imply that

\[ W_{\Box}(N_1, N_2; 1)_k \rightarrow -W_{\Box}(\tilde{N}_2, N_1; 1)_k. \quad (F29) \]

This agrees with (2.22). We have thus succeeded in reproducing Seiberg duality for the ABJ Wilson loops with the winding \( n = 1 \).

**F.2. Wilson loop duality in more general representations**

From the isomorphism of the Wilson loop algebras, we can also extract the duality transformations for the Wilson loops in higher-dimensional representations in the ABJ theory. Here we consider the Wilson loops that involve two boxes in Young diagrams corresponding to the \( \mathcal{O}(t^2) \) terms in (F23):

\[
\psi_{p2} = \Box + 2\Box \sum_i e^{\mu_i} + \sum_i e^{2\mu_i} + 4\sum_{i<j} e^{\mu_i+\mu_j}. \quad (F30)
\]

Integrating over the mass parameters \( \mu_i \), we find the duality transformation of the antisymmetric Wilson loop:

\[
W_{\Box} \rightarrow \tilde{W}_{\Box} + 2\tilde{W}_{\Box} + \tilde{W}_{\Box} + 4\tilde{W}_{\Box}. \quad (F31)
\]

where \( \tilde{W}_{\Box}^{n=2} \) is a fundamental Wilson loop with winding \( n = 2 \) and is decomposed into

\[
\tilde{W}_{\Box}^{n=2} = \tilde{W}_{\Box} - \tilde{W}_{\Box}. \quad (F32)
\]

Using this relation, (F31) yields

\[
W_{\Box} \rightarrow \tilde{W}_{\Box} + \tilde{W}_{\Box} + 3\tilde{W}_{\Box} + 2\tilde{W}_{\Box}. \quad (F33)
\]
This agrees with the result from the heuristic derivation in the brane picture in Sect. 4.1. For the flavor Wilson loops, we simply have

\[
W_{\bullet} \rightarrow \tilde{W}_{\bullet}, \quad (F34)
\]

\[
W_{\bullet \bullet} \rightarrow \tilde{W}_{\bullet \bullet}. \quad (F35)
\]

Lastly, we consider the Wilson loop that is on both gauge groups:

\[
W_{\square \square}. \quad (F36)
\]

The map of this Wilson loop is obtained from the duality transformation for the fundamental Wilson loops:

\[
W_{\square \square} = \square \square \rightarrow \tilde{\square} \tilde{\square} \left( - \tilde{\square} - 2 \tilde{\square} \right)
\]

\[
= - \tilde{W}_{\square \square} - 2 \left( \sum_a \epsilon^{\nu_a} \right)^2
\]

\[
= - \tilde{W}_{\square \square} - 2 \tilde{W}_{\bullet \bullet} - 2 \tilde{W}_{\bullet \square}, \quad (F37)
\]

where integration over \( \nu_a \) is implied. Combining (F33), (F35), and (F37), we find the map of the \( \frac{1}{2} \)-BPS Wilson loop:

\[
W_{\frac{1}{2} \frac{1}{2}} \rightarrow \tilde{W}_{\frac{1}{2} \frac{1}{2}}. \quad (F38)
\]

This again agrees with the result in Sect. 4.1. Although it becomes increasingly cumbersome, it is straightforward to generalize this procedure to more general higher-dimensional representations.
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