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ABSTRACT

We present IMU2CLIP, a novel pre-training approach to align Inertial Measurement Unit (IMU) motion sensor recordings with video and text, by projecting them into the joint representation space of Contrastive Language-Image Pre-training (CLIP). The proposed approach allows IMU2CLIP to translate human motions (as measured by IMU sensors) into their corresponding textual descriptions and videos – while preserving the transitivity across these modalities.

We explore several new IMU-based applications that IMU2CLIP enables, such as motion-based media retrieval and natural language reasoning tasks with motion data. In addition, we show that IMU2CLIP can significantly improve the downstream performance when fine-tuned for each application (e.g. activity recognition), demonstrating the universal usage of IMU2CLIP as a new pre-trained resource. Our code will be made publicly available.

Index Terms— IMU modeling, Multimodal learning

1. INTRODUCTION

With the growing popularity of smart glasses or new-generation wearable devices, first-person or egocentric videos have recently become much more prevalent than ever before [1,2,3]. These egocentric videos are often accompanied by the parallel head-mounted IMU sensor readings, which record devices’ linear and rotational movements and accelerations.

Given its low power consumption and low privacy implications, IMU is regarded as an important modality for powering various on-device models that require understanding of device wearer’s movement patterns (e.g. exercise / activity recognition for health applications). The previous works on IMU modeling typically focus on the purpose-built datasets with manual annotations [4,5], which are limited in their scale. Consequently, the utilization of IMU models in real-world scenarios has been confined to a relatively small number of use cases.

On the contrary, for the modalities that are widely studied (e.g. text, video), there are vast large-scale resources such as BERT [6] and GPT [7] for text, or CLIP4Clip [8] for videos. These powerful pre-trained resources have driven the development of many application-oriented models, showing significant improvements when fine-tuned for each respective task [9]. To the best of our knowledge, however, the study on the equivalent resources for encoding IMU signals has been lacking.

Inspired by the recent works that leverage large pre-trained models for other modalities, we present IMU2CLIP, a new approach to pre-train an IMU encoder by aligning the parallel video ↔ IMU ↔ text data in an un-supervised manner via multimodal contrastive training. Specifically, we propose to use CLIP [10], which contains the video encoder and the language model pre-trained on the large parallel image-text data, from which the IMU encoder can learn a semantic representation of various scenes transferred from other modalities.

To show the efficacy of the proposed approach, we evaluate our models on several benchmark tasks as well as new applications that IMU2CLIP enables, such as IMU-based media retrieval, leveraging the modality-transitivity that IMU2CLIP exhibits (Fig. 1). Most importantly, we show that the fine-tuned IMU2CLIP can significantly improve the performance of several downstream tasks, when compared to the identical IMU model trained from scratch.
Our contributions are as follows: (1) We propose a novel large-scale pre-training approach for IMU sensors, and release the resulting large pre-trained IMU encoders for future research. (2) We provide an in-depth empirical analysis evaluating the pre-trained models, for both upstream and downstream fine-tuning tasks. (3) Lastly, we present novel applications that show the feasibility of a wider usage for IMU sensor signals.

2. RELATED WORK

Contrastive Learning is as an efficient self-supervised framework applied across multiple domains, which learns similar/dissimilar representations from data that are organized into similar/dissimilar pairs. For instance, SimCLR \cite{simclr} is a unimodal application of contrastive learning in the data augmentation setting, in which the authors propose to learn a vision encoder given a set of perturbed images. As an example in multimodal settings, Contrastive Language–Image Pre-training (CLIP) \cite{clip,clip2} learns visual representations from natural language supervision using image and text pairs, achieving competitive results in *e.g.* zero-shot image classification, image retrieval via text, and image/caption generation. Similarly, WAV2CLIP \cite{wav2clip} proposes to learn audio representation by distilling it from CLIP. We extend this line of work on contrastive learning to a unique multimodal setting that utilizes IMU signals, which is specific to a new generation of devices (such as smart glasses) that are equipped with such sensors.

Pre-training Resources: There are numerous pre-trained resources for well-studied modalities such as images or text. Many popular computer vision models (*e.g.* ResNet \cite{resnet}) are typically trained on large supervised datasets such as ImageNet \cite{imagenet}, etc. For language processing, the most popular language models (LM) include BERT \cite{bert}, GPT-2 \cite{gpt2}, and GPT-3 \cite{gpt3}, which typically use self-supervision techniques such as next-word predictions or masked token predictions, thus without any explicit task labels. Studies report that these pre-trained resources achieve competitive zero-shot performance \cite{clip}, and when fine-tuned, often outperform fully supervised models on several downstream tasks \cite{bert-performance}.

To our knowledge, the equivalent resource for encoding IMU signals is not made publicly available. Inspired by this line of work, we propose to perform large-scale pre-training for the unique sensor (IMU) signals dataset, and show that such pre-training significantly improves the performance for the downstream applications as well.

Egocentric Datasets: We are particularly interested in egocentric (first-person) datasets, for understanding of users’ activities from head-mounted devices. Several data collection efforts have been made for building egocentric datasets, including Ego4D \cite{ego4d}, Epic-Kitchens \cite{epickitchens}, and Aria \cite{aria} datasets.

Using these datasets, we propose various sub-tasks that can effectively evaluate diverse capabilities of IMU2CLIP, and demonstrate the feasibility of future applications. In addition, we implement a universal multimodal data loader to allow for easy cross-modality and cross-domain (dataset) studies.

IMU Modeling: IMU signals have been widely used in various motion recognition tasks, such as pose estimation \cite{pose-estimation}, walking speed estimation \cite{walking-speed}, foot placement prediction \cite{foot-placement}. Various deep learning architectures have been explored for modeling IMU in downstream tasks, including Transformer-CNN based IMU models \cite{transformer-cnn} for gesture recognition, 1D-CNN and GRU ensemble IMU models \cite{1dcnn-gru} for clinical balance assessment, and Bi-LSTM IMU models \cite{bilstm} for human activity recognition. Our work proposes a new IMU model architecture, and conducts ablation studies over other models above. Different from prior work modeling IMU in a specific task, however, our work focuses on learning general IMU representations by aligning IMU with other modalities (*e.g.* images and text), which can enable wider downstream applications.
3. METHODS

For IMU pre-training, we propose to align the parallel portions of the IMU ↔ Video ↔ (optionally) Text data, using multimodal cross-modal contrastive learning schemes [10, 8]. In a nutshell, we train an IMU encoder such that the IMU representation of a given clip resembles the representation of its corresponding video frames, and optionally, corresponding textual descriptions or narrations (Section 3.1). We perform ablation studies over multiple IMU encoder architectures, as detailed in Section 3.2. Fig. 2 illustrates the overall approach.

3.1. Cross-modal Contrastive Learning for IMU

We consider a batch of \( B \) ground-truth \( \text{IMU} \leftrightarrow \text{Video} \leftrightarrow \text{Text} \) parallel windows: \( \{(i_1, v_1, t_1), ..., (i_B, v_B, t_B)\} \), where the embeddings of each modality lies on the unit hypersphere \( S^D \). Since the embeddings are unit-normalized, the similarity can be simply calculated as their inner product:

\[
\text{sim}(i, v) = \langle i, v \rangle \\
\text{sim}(i, t) = \langle i, t \rangle
\]

We can then define the IMU-to-Video (i2v) and IMU-to-Text (i2t) retrieval distributions based on the cross-modal similarities across the parallel signals:

\[
P_{\text{i2v}}(v_j|i_i) = \frac{\exp(\text{sim}(i_i, v_j))^{1/\gamma}}{\sum_k \exp(\text{sim}(i_i, v_k))^{1/\gamma}}
\]

\[
P_{\text{i2t}}(t_j|i_i) = \frac{\exp(\text{sim}(i_i, t_j))^{1/\gamma}}{\sum_k \exp(\text{sim}(i_i, t_k))^{1/\gamma}}
\]

where \( \gamma \) is a temperature parameter that controls the concentration of the distributions.

We then train three flavors of IMU2CLIP: (a) aligning IMU↔Video, (b) IMU↔Text (when the text narration data are available), and (c) IMU↔Video↔Text. Specifically, we propose to project the IMU representations into the joint CLIP space [10] to leverage the visual and textual knowledge already encoded in CLIP. Similar to [8, 10], we propose to minimize the symmetric cross-modal contrastive loss. For the IMU↔Video alignment, we use the sum of IMU-to-Video and Video-to-IMU cross-entropy losses:

\[
\mathcal{L}_{\text{i2v}} = -\frac{1}{B} \sum_{i=1}^{B} \log \frac{\exp(\text{sim}(i, v_i))^{1/\gamma}}{\sum_k \exp(\text{sim}(i, v_k))^{1/\gamma}}
\]

\[
\mathcal{L}_{\text{v2i}} = -\frac{1}{B} \sum_{i=1}^{B} \log \frac{\exp(\text{sim}(i, v_i))^{1/\gamma}}{\sum_k \exp(\text{sim}(i, v_k))^{1/\gamma}}
\]

\[
\mathcal{L}_{\text{i-v}} = \frac{1}{2} (\mathcal{L}_{\text{i2v}} + \mathcal{L}_{\text{v2i}})
\]

The loss for IMU↔Text alignment \( \mathcal{L}_{\text{i+e+t}} \) can be defined similarly, and consequently \( \mathcal{L}_{\text{i+e+v+t}} = \mathcal{L}_{\text{i+v+t}} + \mathcal{L}_{\text{i+e+t}} \). To preserve the text-vision alignment that CLIP already exhibits, we freeze the parameters of the image and text CLIP encoders.

Implementation details. To expedite the training, we preprocess each media to have equal-sized parallel windows (IMU ↔ Video ↔ Text). The data module retrieves the parallel data of a requested window size at a given timestamp, and caches them for faster training. In addition, to accommodate the memory constraints, we pool the negative samples within the same batch (randomly shuffled), reducing the load on each GPU. We optimize the parameters with Adagrad [23] with batch size 16, learning rate 0.01, epsilon \( 10^{-8} \), and decay 0.1.

3.2. IMU Encoder Architectures

For the IMU encoder, we propose a stack of 1D-CNNs and RNN-based architecture (Figure 2), which performed the best in our ablation studies. First, we perform a GroupNorm operation to normalize the Accelerometer (3D) and the Gyroscope (3D) signals independently. We then perform a stack of \( N \) 1D-CNN, a Max Pooling with kernel size 5, and then another GroupNorm to normalize the output features. Finally, we use an RNN (i.e., GRU in our experiments) to combine the CNN output, and thus generating the final embedded representation.

4. EXPERIMENTS

4.1. Dataset

We use Ego4D [1] and Aria [3] as the main datasets for the experiments below, both of which feature parallel video and text data.
IMU signals. For Ego4D, a subset of the clips are also annotated with their corresponding narrations. We split the data into train, validation, and test sets (split by video IDs). The statistics of the datasets are provided in Table 1.

### 4.2. Tasks

Note that the proposed pre-training approach enforces the alignment of the IMU, video, and text representations, which allows for new and unique cross-modal applications. We propose the following real-world downstream applications as the novel tasks to evaluate the performance of the IMU encoders.

**Task 1. IMU Retrieval via Textual Queries (Text → IMU)**, where the goal is to retrieve a window of IMU signals given free-form textual queries. Once the IMU signals are retrieved, we can also retrieve the corresponding videos, thus allowing for a new and power-efficient way of performing media retrieval or online action detection. The retrieval performance is measured on the held-out test set (Recall@$k$ and Mean Reciprocal Rank (MRR)), using the text narrations as queries and the IMU signals as the retrieval pool.

**Task 2. Video Retrieval based on IMU (IMU → Video)**, where the goal is to retrieve videos based on IMU signals, allowing for an intuitive way of analyzing motion signals data. We measure the performance on the held-out test set, using the IMU signals as queries and the videos as the retrieval target.

**Task 3. IMU-based Activity Recognition**, where the goal is to predict a discrete activity label given a window of IMU signals. We use the manual motion annotations for Aria (e.g., hiking, running, biking) and soft annotations for Ego4D via text matching of the narrations provided.

### 4.3. Results

Table 2 shows the IMU ↔ Text and IMU ↔ Video retrieval performances of the pre-trained IMU2CLIP models on Ego4D, with different modalities used for training. The last row shows the video retrieval performance of OpenAI’s CLIP model on the same test set.

![Visualizations](tinyurl.com/imu2clip-visualizations)

**Table 2**: Text ↔ IMU and Video ↔ IMU retrieval performances of the pre-trained IMU2CLIP models on Ego4D, with different modalities used for training. The last row shows the video retrieval performance of OpenAI’s CLIP model on the same test set.

**Fig. 4**: Illustration of IMU-based media retrieval. Given a free-form textual query (e.g., “jumping”), (Left): IMU2CLIP’s predictions of the semantically closest IMU signals from the Ego4D test set (top-2). (Right): the gold-parallel videos corresponding to the retrieved IMU signals (as a reference). The retrieved media match the semantics of the input query.

for IMU ↔ Text retrieval as well. When text narrations are used for pre-training, the model achieves an even higher recall performance. See Fig. 4 for visualizations.

To help contextualize the recall performances in Table 2, we also show (as a reference) the Text ↔ Video retrieval performance of the near-SOTA video encoder (CLIP) (bottom). The narrow margin in the performances (e.g., MRR=0.143 for Text ↔ IMU vs. MRR=0.168 for Text ↔ Video) shows that the IMU encoder could serve as a power-efficient alternative for a video encoder in many applications.

**Results 2: We can search for videos, given IMU recordings.** The IMU → Video column in Table 2 shows the Ego4D performances on Task 2 (See Fig. 5 for examples). We observe higher recall performances in general, showing that the IMU signals and videos have a higher compatibility. When the model is trained on all three modalities, we observe competitive results across all tasks, while the best performances are from the bi-modal models aligned with each respective task.

We observe similar patterns on the Aria data as well: for the IMU → Video retrieval, IMU2CLIP achieves MRR=0.182, and R@$k$ of $\{1, 10, 50\}$ of $\{8.48, 38.83, 77.67\}$, respectively. For the Video → IMU retrieval, IMU2CLIP achieves MRR=0.190, and R@$k$ of $\{1, 10, 50\}$ of $\{8.48, 44.19, 78.57\}$. Note that the Aria dataset does not have text narrations annotated.

For better readability, we also provide the animated GIF visualizations for all experiments at [tinyurl.com/imu2clip-visualizations]
Fig. 5: Illustration of the IMU to Video Retrieval. (Top): IMU signals and their corresponding ground-truth video. (Bottom): IMU2CLIP’s model predictions of their corresponding videos from the Ego4D test set (top-5), given the IMU signals. It can be seen that the videos retrieved based on IMU are visually and semantically similar to the gold video.

| Models                 | Ego4D   | Aria     |
|------------------------|---------|----------|
|                        | F1      | Acc.     | F1      | Acc.     |
| Random Init. IMU Encoder | 23.23   | 49.92    | 56.35   | 76.11    |
| IMU2CLIP (i ↔ v)       | 19.39   | 23.08    | 18.46   | 21.52    |
| + Zeroshot             |         |         |         |          |
| + Probing              | 40.55   | 61.46    | 62.52   | 83.54    |
| + Fine tuning           | 43.07   | 65.87    | 61.77   | 82.31    |
| IMU2CLIP (i ↔ t)       | 31.89   | 36.38    | -       | -        |
| + Zeroshot             |         |         |         |          |
| + Probing              | 45.12   | 58.01    | -       | -        |
| + Fine tuning           | 45.15   | 63.14    | -       | -        |
| IMU2CLIP (i ↔ v ↔ t)   | 27.24   | 24.26    | -       | -        |
| + Zeroshot             |         |         |         |          |
| + Probing              | 42.16   | 55.21    | -       | -        |
| + Fine tuning           | 44.17   | 62.66    | -       | -        |

Table 3: IMU-based activity recognition on Ego4D and Aria datasets, comparing the randomly initialized model and the pre-trained IMU2CLIP models, with IMU ↔ Video, IMU ↔ Text and IMU ↔ Video ↔ Text pre-training. **Bold** denotes the best performance for each metric: F1 and Accuracy (Acc).

Results 3: Fine-tuned IMU2CLIP significantly outperforms the vanilla model with the same architecture, on downstream tasks. Table 3 shows the activity recognition results on Ego4D and Aria datasets. For all experiments, we use the same IMU architecture (Stacked RNN). For zeroshot experiments, we encode the surface names of each activity (e.g., hiking) with the CLIP text encoder, and use the nearest-neighbor classifier on the projected IMU embeddings (thus not using any supervision labels). Probing adds a linear layer on top of the IMU encoder while keeping the IMU encoder frozen, and for fine-tuning we allow all parameters of the encoder to be trainable. The consistent improvements in the fine-tuning performances (e.g., ~16 points absolute improvement in accuracy for Ego4D, comparing the randomly initialized vanilla model vs. fine-tuned model) show that IMU2CLIP can learn high quality representations for IMU signals.

Comparing the pre-trained models trained via various combinations of modalities again shows that IMU2CLIP preserves the transitivity among modalities (video ↔ text ↔ IMU).

4.4. Qualitative Analysis: Multimodal Reasoning with Ambient Sensors

Further exploring the benefit of IMU2CLIP that translates sensor signals into text, we demonstrate a multimodal reasoning model that operates only on the ambient sensor logs (Fig. 6). Specifically, we run IMU2CLIP as a zeroshot tagging model on the clips from Ego4D, to obtain textual descriptions of the IMU and the Audio sensor readings. We then use a large LM (i.e., GPT-3 [19]) to use the sensor logs as conditioning context to answer summarizing questions such as: “What can you tell me about the user activity using the motion logs?”, or memory recall prompts such as: “What time did I start biking?” The LM then generates a response via a causal language inference step, which completes the process for zero-shot multimodal reasoning. Unlike the similar approach such as Socratic Models [24], the proposed approach does not rely on the video signals at all – which would incur much higher power consumption – thus operating better under real-world constraints.

5. CONCLUSIONS

With the growing popularity of wearable devices of diverse form factors (e.g., smart glasses), it is important to study the capability of the ambient sensors such as IMU motion signals. To this end, we propose a new multimodal contrastive training approach for representing IMU signals, and release the pre-trained IMU encoders to be used for future research. Our empirical analysis highlights the efficacy of the proposed approach on many existing and new IMU-based applications. In addition, we show that IMU2CLIP can significantly improve the downstream performance when fine-tuned, demonstrating the universal usage of IMU2CLIP.
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