Parametrix for wave equations on a rough background II: construction and control at initial time
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Abstract. This is the second of a sequence of four papers [17], [18], [19], [20] dedicated to the construction and the control of a parametrix to the homogeneous wave equation \( \Box_g \phi = 0 \), where \( g \) is a rough metric satisfying the Einstein vacuum equations. Controlling such a parametrix as well as its error term when one only assumes \( L^2 \) bounds on the curvature tensor \( R \) of \( g \) is a major step of the proof of the bounded \( L^2 \) curvature conjecture proposed in [7], and solved by S. Klainerman, I. Rodnianski and the author in [12]. On a more general level, this sequence of papers deals with the control of the eikonal equation on a rough background, and with the derivation of \( L^2 \) bounds for Fourier integral operators on manifolds with rough phases and symbols, and as such is also of independent interest.

1 Introduction

We consider the Einstein vacuum equations,

\[
R_{\alpha\beta} = 0
\]

(1.1)

where \( R_{\alpha\beta} \) denotes the Ricci curvature tensor of a four dimensional Lorentzian space time \( (\mathcal{M}, g) \). The Cauchy problem consists in finding a metric \( g \) satisfying (1.1) such that the metric induced by \( g \) on a given space-like hypersurface \( \Sigma_0 \) and the second fundamental form of \( \Sigma_0 \) are prescribed. The initial data then consists of a Riemannian three dimensional metric \( g_{ij} \) and a symmetric tensor \( k_{ij} \) on the space-like hypersurface \( \Sigma_0 = \{ t = 0 \} \). Now, (1.1) is an overdetermined system and the initial data set \( (\Sigma_0, g, k) \) must satisfy the constraint equations

\[
\begin{align*}
\nabla^j k_{ij} - \nabla_i \text{Tr} k &= 0, \\
R - |k|^2 + (\text{Tr} k)^2 &= 0,
\end{align*}
\]

(1.2)

where the covariant derivative \( \nabla \) is defined with respect to the metric \( g \), \( R \) is the scalar curvature of \( g \), and \( \text{Tr} k \) is the trace of \( k \) with respect to the metric \( g \).

The fundamental problem in general relativity is to study the long term regularity and asymptotic properties of the Cauchy developments of general, asymptotically flat, initial
data sets \((\Sigma_0, g, k)\). As far as local regularity is concerned it is natural to ask what are the minimal regularity properties of the initial data which guarantee the existence and uniqueness of local developments. In [12], we obtain the following result which solves bounded \(L^2\) curvature conjecture proposed in [1]:

**Theorem 1.1 (Theorem 1.10 in [12])** Let \((\mathcal{M}, g)\) an asymptotically flat solution to the Einstein vacuum equations (1.1) together with a maximal foliation by space-like hypersurfaces \(\Sigma_t\) defined as level hypersurfaces of a time function \(t\). Let \(r_{\text{vol}}(\Sigma_t, 1)\) the volume radius on scales \(\leq 1\) of \(\Sigma_1\). Assume that the initial slice \((\Sigma_0, g, k)\) is such that:

\[
\|R\|_{L^2(\Sigma_0)} \leq \varepsilon, \quad \|k\|_{L^2(\Sigma_0)} + \|\nabla k\|_{L^2(\Sigma_0)} \leq \varepsilon \quad \text{and} \quad r_{\text{vol}}(\Sigma_0, 1) \geq \frac{1}{2}.
\]

Then, there exists a small universal constant \(\varepsilon_0 > 0\) such that if \(0 < \varepsilon < \varepsilon_0\), then the following control holds on \(0 \leq t \leq 1\):

\[
\|R\|_{L^2(\Sigma_t)} \leq \varepsilon, \quad \|k\|_{L^2(\Sigma_t)} + \|\nabla k\|_{L^2(\Sigma_t)} \leq \varepsilon \quad \text{and} \quad \inf_{0 \leq t \leq 1} r_{\text{vol}}(\Sigma_t, 1) \geq \frac{1}{4}.
\]

**Remark 1.2** While the first nontrivial improvements for well posedness for quasilinear hyperbolic systems (in spacetime dimensions greater than \(1 + 1\)), based on Strichartz estimates, were obtained in [3], [10], [21], [22], [6], [10], [15], Theorem 1.1, is the first result in which the full nonlinear structure of the quasilinear system, not just its principal part, plays a crucial role. We note that though the result is not optimal with respect to the standard scaling of the Einstein equations, it is nevertheless critical with respect to its causal geometry, i.e. \(L^2\) bounds on the curvature is the minimum requirement necessary to obtain lower bounds on the radius of injectivity of null hypersurfaces. We refer the reader to section 1 in [12] for more motivations and historical perspectives concerning Theorem 1.1.

**Remark 1.3** The regularity assumptions on \(\Sigma_0\) in Theorem 1.1 - i.e. \(R\) and \(\nabla k\) bounded in \(L^2(\Sigma_0)\) - correspond to an initial data set \((g, k) \in H^2_{\text{loc}}(\Sigma_0) \times H^1_{\text{loc}}(\Sigma_0)\).

**Remark 1.4** In [12], our main result is stated for corresponding large data. We then reduce the proof to the small data statement of Theorem 1.1 relying on a truncation and rescaling procedure, the control of the harmonic radius of \(\Sigma_0\) based on Cheeger-Gromov convergence of Riemannian manifolds together with the assumption on the lower bound of the volume radius of \(\Sigma_0\), and the gluing procedure in [5], [4]. We refer the reader to section 2.3 in [12] for the details.

**Remark 1.5** We recall for the convenience of the reader the definition of the volume radius of the Riemannian manifold \(\Sigma_t\). Let \(B_r(p)\) denote the geodesic ball of center \(p\) and radius \(r\). The volume radius \(r_{\text{vol}}(p, r)\) at a point \(p \in \Sigma_t\) and scales \(\leq r\) is defined by

\[
r_{\text{vol}}(p, r) = \inf_{r' \leq r} \frac{|B_{r'}(p)|}{r^3},
\]

with \(|B_r|\) the volume of \(B_r\) relative to the metric \(g_t\) on \(\Sigma_t\). The volume radius \(r_{\text{vol}}(\Sigma_t, r)\) of \(\Sigma_t\) on scales \(\leq r\) is the infimum of \(r_{\text{vol}}(p, r)\) over all points \(p \in \Sigma_t\).

\(^1\)See Remark 1.5 below for a definition.
The proof of Theorem 1.1, obtained in the sequence of papers [12], [17], [18], [19], [20], [11], relies on the following ingredients:

A Provide a system of coordinates relative to which (1.1) exhibits a null structure.

B Prove appropriate bilinear estimates for solutions to $\Box_g \phi = 0$, on a fixed Einstein vacuum background.

C Construct a parametrix for solutions to the homogeneous wave equations $\Box_g \phi = 0$ on a fixed Einstein vacuum background, and obtain control of the parametrix and of its error term only using the fact that the curvature tensor is bounded in $L^2$.

Steps A and B are carried out in [12]. In particular, the proof of the bilinear estimates rests on a representation formula for the solutions of the wave equation using the following plane wave parametrix:

$$Sf(t, x) = \int_{\mathbb{R}^2} \int_0^{+\infty} e^{i\lambda u(t, x, \omega)} f(\lambda \omega) \lambda^2 d\lambda d\omega, \ (t, x) \in \mathcal{M}$$

(1.3)

where $u(., ., \omega)$ is a solution to the eikonal equation $g^{\alpha\beta} \partial_\alpha u \partial_\beta u = 0$ on $\mathcal{M}$ such that $u(0, x, \omega) \sim x \omega$ when $|x| \to +\infty$ on $\Sigma_0$.

Remark 1.6 Actually, (1.3) only corresponds to a half wave parametrix. The full parametrix will be derived in section 2.1.

Remark 1.7 The asymptotic behavior for $u(0, x, \omega)$ when $|x| \to +\infty$ will be important to generate arbitrary initial data for the wave equation (see (2.21)).

Remark 1.8 Note that the parametrix (1.3) is invariantly defined, i.e. without reference to any coordinate system. This is crucial since coordinate systems consistent with $L^2$ bounds on the curvature would not be regular enough to control a parametrix.

In order to complete the proof of the bounded $L^2$ curvature conjecture, we need to carry out step C with the parametrix defined in (1.3).

Remark 1.9 In addition to their relevance to the resolution of the bounded $L^2$ curvature conjecture, the methods and results of step C are also of independent interest. Indeed, they deal on the one hand with the control of the eikonal equation $g^{\alpha\beta} \partial_\alpha u \partial_\beta u = 0$ at a critical level, and on the other hand with the derivation of $L^2$ bounds for Fourier integral operators with significantly lower differentiability assumptions both for the corresponding phase and symbol compared to classical methods (see for example [10] and references therein).

---

2 We also need trilinear estimates and an $L^4(\mathcal{M})$ Strichartz estimate (see the introduction in [12]).
3 Note that the first bilinear estimate of this type was obtained in [8].
4 Our choice is reminiscent of the one used in [15] in the context of $H^{2+\epsilon}$ solutions of quasilinear wave equations. Note however that the construction in that paper is coordinate dependent.
5 We need at least $L^2$ bounds on the curvature to obtain a lower bound on the radius of injectivity of the null level hypersurfaces of the solution $u$ of the eikonal equation, which in turn is necessary to control the local regularity of $u$ (see [19]).
In view of the energy estimates for the wave equation, it suffices to control the parametrix at \( t = 0 \) (i.e. restricted to \( \Sigma_0 \))

\[
S f(0, x) = \int_{\mathbb{R}^2} \int_0^{+\infty} e^{i\lambda u(0, x, \omega)} f(\lambda \omega) \lambda^2 d\lambda d\omega, \ x \in \Sigma_0
\]

and the error term

\[
E f(t, x) = \Box g S f(t, x) = \int_{\mathbb{R}^2} \int_0^{+\infty} e^{i\lambda u(t, x, \omega)} \Box g u(t, x, \omega) f(\lambda \omega) \lambda^3 d\lambda d\omega, \ (t, x) \in \mathcal{M}.
\]

This requires the following ingredients, the two first being related to the control of the parametrix restricted to \( \Sigma_0 \) (1.4), and the two others being related to the control of the error term (1.5):

**C1** Make an appropriate choice for the equation satisfied by \( u(0, x, \omega) \) on \( \Sigma_0 \), and control the geometry of the foliation generated by the level surfaces of \( u(0, x, \omega) \) on \( \Sigma_0 \).

**C2** Prove that the parametrix at \( t = 0 \) given by (1.4) is bounded in \( L^2(\mathbb{R}^3), L^2(\Sigma) \) using the estimates for \( u(0, x, \omega) \) obtained in C1.

**C3** Control the geometry of the foliation generated by the level hypersurfaces of \( u \) on \( \mathcal{M} \).

**C4** Prove that the error term (1.5) satisfies the estimate \( \| E f \|_{L^2(\mathcal{M})} \leq C \| \lambda f \|_{L^2(\mathbb{R}^3)} \) using the estimates for \( u \) and \( \Box g u \) proved in C3.

Concerning step C1, let us note that the typical choice \( u(0, x, \omega) = x \cdot \omega \) in a given coordinate system would not work for us, since we don’t have enough control on the regularity of a given coordinate system within our framework\(^6\). Instead, in [17], we rely on a geometric definition for \( u(0, x, \omega) \) to achieve step C1. In the present paper, we focus on step C2.

Note that the parametrix at \( t = 0 \) given by (1.4) is a Fourier integral operator (FIO) with phase \( u(0, x, \omega) \). Now, we only assume \( R \in L^2(\Sigma_0) \) and \( \nabla k \in L^2(\Sigma_0) \) in order to be consistent with the statement of Theorem [1.1]. This severely limits the regularity we are able to obtain in step C1 for \( u(0, x, \omega) \) (see [17] and section 2.2). Although \( R \) and \( k \) do not depend on the parameter \( \omega \), the regularity in \( \omega \) we are able to obtain in step C1 for \( u(0, x, \omega) \) is very limited as well\(^7\). In particular, we obtain for the phase \( u(0, x, \omega) \) of \( S f(x, 0) \) in (1.4)\(^8\):

\[
\sup_{\omega} (\| \nabla^3 u \|_{L^2(\Sigma_0)} + \| \nabla \partial_\omega u \|_{L^\infty(\Sigma_0)} + \| \nabla^2 \partial_\omega u \|_{L^2(\Sigma_0)} + \| \partial^3_\omega u \|_{L^\infty(\Sigma_0)}) \lesssim \varepsilon.
\]

\(^6\)This issue appears because we are working at the level of \( H^2 \) solutions for Einstein equations. In particular, the choice \( u(0, x, \omega) = x \cdot \omega \) in a given coordinate system is used in [15] in the context of \( H^{2+\varepsilon} \) solutions for quasilinear wave equations

\(^7\)This is due to the fact that our estimates are better in directions tangent to the \( u \)-foliation on \( \Sigma_0 \). Now, after differentiation with respect to \( \omega \), derivatives in tangential directions pick up a nonzero component along the normal direction to the \( u \)-foliation on \( \Sigma_0 \) (see [17] for details)

\(^8\)Actually, we have weaker bounds for the estimates where all the spatial derivatives are taken in the direction normal to the \( u \)-foliation on \( \Sigma_0 \) (see section 2.2)
Let us note that the classical arguments for proving $L^2$ bounds for FIO are based either on a $TT^*$ argument, or a $T^*T$ argument, which requires in our setting\footnote{Since $\Sigma_0$ is 3-dimensional} taking at least 4 derivatives of the phase in $L^\infty(\Sigma_0 \times \mathbb{S}^2)$ either with respect to $x$ for $T^*T$, or with respect to $(\lambda, \omega)$ for $TT^*$ (see for example \cite{16}). Both methods would fail by a large margin, in particular in view of the regularity (1.6) obtained for the phase of the parametrix at initial time $Sf(x,0)$. In order to obtain the control required in step C2 with the regularity of the phase of the FIO $Sf(x,0)$ given by (1.3), we are forced to design a method which allows us to take advantage both of the regularity in $x$ and $\omega$. This is achieved using in particular the following ingredients:

- geometric integrations by parts taking full advantage of the better regularity properties in directions tangent to the level surfaces of $u(0,x,\omega)$\footnote{Let us repeat that we actually obtain a weaker bound than (1.6) for the estimates where all the spatial derivatives are taken in the direction normal to the $u$-foliation on $\Sigma_0$ (see section 2.2)}.

- the standard first and second dyadic decomposition in frequency and angle (see \cite{16}), as well as another decomposition involving frequency and angle,

- after localization in frequency and angle, an estimate for the diagonal term using the $TT^*$ argument and a change of variable tied to $u(0,x,\omega)$.

The rest of the paper is as follows. In section 2, we present the full parametrix for solutions to the homogeneous wave equation $\Box_{\mu} \phi = 0$, we recall the regularity for the phase $u(0,x,\omega)$ obtained in [17], and we state our main results. In section 3, we prove the boundedness on $L^2$ of a pseudodifferential operator acting on $\mathbb{R}^3$ with a rough symbol introducing the main ideas in a simple setting. In section 4, we prove the boundedness on $L^2$ of a Fourier integral operator acting on $\Sigma_0$ with phase $u(0,x,\omega)$ and a symbol having limited regularity consistent with the one given by our parametrix. Finally, we use the results of section 4 to show the existence and to control our parametrix in section 5.
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2 Main results

From now on, there will be no further reference to $\Sigma_t$ for $t > 0$. Since there is no confusion, we will denote $\Sigma_0$ simply by $\Sigma$ in the rest of the paper.
2.1 Presentation of the parametrix

In this section, we construct a parametrix for the following homogeneous wave equation:

\[
\begin{align*}
\Box g \phi &= 0 \text{ on } \mathcal{M}, \\
\phi|_{\Sigma} &= \phi_0, \ T(\phi)|_{\Sigma} = \phi_1,
\end{align*}
\]

(2.1)

where \(\phi_0\) and \(\phi_1\) are two given functions on \(\Sigma\) and \(T\) is the future oriented unit normal to \(\Sigma\) in \(\mathcal{M}\).

We recall the plane wave representation of the solution of the flat wave equation. This corresponds to the case where \(g\) is the Minkowski metric. (2.1) becomes:

\[
\begin{align*}
\Box \phi &= 0 \text{ on } \mathbb{R}^{1+3}, \\
\phi(0,.) &= \phi_0, \ \partial_t \phi(0,.) = \phi_1 \text{ on } \mathbb{R}^3.
\end{align*}
\]

(2.2)

The plane wave representation of the solution \(\phi\) of (2.2) is given by:

\[
\begin{align*}
\int_{S^2} \int_0^{+\infty} e^{i(-t+x \cdot \omega)} \left( \frac{1}{2} \left( \mathcal{F}\phi_0(\lambda\omega) + i \frac{\mathcal{F}\phi_1(\lambda\omega)}{\lambda} \right) \right) d\lambda d\omega \\
+ \int_{S^2} \int_0^{+\infty} e^{i(t-x \cdot \omega)} \left( \frac{1}{2} \left( \mathcal{F}\phi_0(\lambda\omega) - i \frac{\mathcal{F}\phi_1(\lambda\omega)}{\lambda} \right) \right) d\lambda d\omega,
\end{align*}
\]

(2.3)

where \(\mathcal{F}\) denotes the Fourier transform on \(\mathbb{R}^3\).

We would like to construct a parametrix in the curved case similar to (2.3). We introduce two solutions \(u^\pm\) of the eikonal equation

\[
\begin{align*}
\Box g u^\pm &= 0 \text{ on } \mathcal{M}, \\
\partial_t (u^\pm) &= \mp |\nabla u^\pm| = \mp a_\pm^{-1} \text{ on } \Sigma,
\end{align*}
\]

(2.4)

such that:

\[
T(u^\pm) = \mp |\nabla u^\pm| = \mp a_\pm^{-1} \text{ on } \Sigma,
\]

(2.5)

where \(T\) is the future oriented unit normal to \(\Sigma\) in the space-time \(\mathcal{M}\), \(\nabla\) is the gradient on \(\Sigma\) associated to the metric \(g\), \(| \cdot |\) is the length associated to \(g\) for vectorfields on \(\Sigma\), and \(a_\pm\) is the lapse of \(u^\pm\) on \(\Sigma\). We look for a parametrix for (2.1) of the form:

\[
\begin{align*}
S_+ f_+(t, x) + S_- f_-(t, x) &= \int_{S^2} \int_0^{+\infty} e^{i\lambda u_+(t, x, \omega)} f_+(\lambda\omega) \lambda^2 d\lambda d\omega \\
&\quad + \int_{S^2} \int_0^{+\infty} e^{i\lambda u_-(t, x, \omega)} f_-(\lambda\omega) \lambda^2 d\lambda d\omega, \ (t, x) \in \mathcal{M}.
\end{align*}
\]

(2.6)

Thanks to (2.4), this parametrix generates the following error term:

\[
\begin{align*}
E_+ f_+(t, x) + E_- f_-(t, x) &= \int_{S^2} \int_0^{+\infty} e^{i\lambda u_+(t, x, \omega)} \Box g u_+(t, x, \omega) f_+(\lambda\omega) \lambda^3 d\lambda d\omega \\
&\quad + \int_{S^2} \int_0^{+\infty} e^{i\lambda u_-(t, x, \omega)} \Box g u_-(t, x, \omega) f_-(\lambda\omega) \lambda^3 d\lambda d\omega, \ (t, x) \in \mathcal{M}.
\end{align*}
\]

(2.7)

In the next two sections, we precise the parametrix (2.6) by prescribing \(u^\pm\) on \(\Sigma\) and by making our choice for \(f^\pm\) explicit.
2.1.1 Prescription of $u_+$ and $u_-$ on $\Sigma$

(2.4) and (2.5) are not enough to define $u_\pm$ in a unique manner. Indeed, we still need to prescribe $u_\pm$ on $\Sigma$. To motivate our choice, we need to introduce some geometric objects connected to $u_\pm$. Let $N_\pm$ the vectorfield on $\Sigma$ defined by:

$$N_\pm = \frac{\nabla u_\pm}{|\nabla u_\pm|} = a_\pm \nabla u_\pm,$$

(2.8)

and $L_\pm$ the vectorfield on $\mathcal{M}$ which is given on $\Sigma$ by:

$$L_\pm = a_\pm g^{\alpha\beta} \partial_\alpha u_\pm \partial_\beta = a_\pm (-T(u_\pm)T + \nabla u_\pm) = \pm T + N_\pm.$$  

(2.9)

Let $P_{u_\pm} = \{x \in \Sigma/ u_\pm(x) = u_\pm\}$ denote the level surfaces of $u_\pm$ in $\Sigma$. Since $N_\pm$ is the unit normal to $P_{u_\pm}$, the second fundamental form of $P_{u_\pm}$ in $\Sigma$ is given by:

$$\theta_\pm(e^\pm_A, e^\pm_B) = g(D e^\pm_A N_\pm, e^\pm_B), A, B = 1, 2,$$

(2.10)

where $(e^\pm_1, e^\pm_2)$ is an arbitrary orthonormal frame of $TP_{u_\pm}$. Let

$$\mathcal{H}_{u_\pm} = \{(t, x) \in \mathcal{M}/ u_\pm(t, x) = u_\pm\}$$

denote the null level hypersurfaces of $u_\pm$ in $\mathcal{M}$. Since $L_\pm$ is null and orthogonal to $P_{u_\pm}$ in $\mathcal{H}_{u_\pm}$, the null second fundamental form $\chi_\pm$ is given on $P_{u_\pm}$ by:

$$\chi_\pm(e^\pm_A, e^\pm_B) = g(D e^\pm_A L_\pm, e^\pm_B), A, B = 1, 2.$$  

(2.11)

Taking the trace in (2.10) and (2.11), and using (2.9) and the fact that $k$ is the second fundamental form of $\Sigma$, we obtain:

$$\text{tr} \chi_\pm = \pm \text{tr} k + \text{tr} \theta_\pm.$$  

(2.12)

Note that $\text{Tr} k = \text{tr} k + k_{NN}$, where $\text{Tr}$ denotes the trace for 2-tensors on $\Sigma$. In addition to the constraint equations (1.2), we choose a maximal foliation to be consistent with the statement of Theorem 1.1. This corresponds to $\text{Tr} k = 0$. Together with (2.12), this yields:

$$\text{tr} \chi_\pm = \mp k_{N_\pm N_\pm} + \text{tr} \theta_\pm.$$  

(2.13)

Now, an easy computation yields:

$$\Box g u_\pm = a_\pm^{-1} \text{tr} \chi_\pm,$$

(2.14)

so that the error term (2.7) may be rewritten:

$$E_+ f_+(t, x) + E_- f_-(t, x) = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i \lambda u_+(t, x, \omega)} a_+(t, x, \omega)^{-1} \text{tr} \chi_+(t, x, \omega) f_+(\lambda \omega) \lambda^3 d\lambda d\omega$$

$$+ \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i \lambda u_-(t, x, \omega)} a_-(t, x, \omega)^{-1} \text{tr} \chi_-(t, x, \omega) f_-(\lambda \omega) \lambda^3 d\lambda d\omega, (t, x) \in \mathcal{M}.$$  

(2.15)
In view of (2.15), one has to show in particular that $\text{tr}\chi_{\pm}$ belongs to $L^\infty(M)$ as part of step C3 in order to complete step C4. This estimate is obtained in [9] using a transport equation (the Raychadhouri equation). Thus, one needs the corresponding estimate on $\Sigma$ (i.e. at $t = 0$):

$$\text{tr}\chi_{\pm} \in L^\infty(\Sigma),$$

which in view of (2.13) is equivalent to:

$$\mp k_{\pm N}\chi_{\pm} \in L^\infty(\Sigma).$$

Now, we construct in [17] a function $u(x, \omega)$ on $\Sigma \times S^2$ such that

$$- k_{NN} + \text{tr} \theta_{\pm} \in L^\infty(\Sigma),$$

which in view of (2.13) is equivalent to:

$$\mp k_{NN} + \text{tr} \theta_{\pm} \in L^\infty(\Sigma).$$

Thus, in view of (2.17), (2.18) and (2.19), we initialize $u_{\pm}$ on $\Sigma$ by:

$$u_{\pm}(0, x, \omega) = u(x, \omega) \text{ and } u_{\pm}'(0, x, \omega) = -u(x, -\omega) \text{ for } (x, \omega) \in \Sigma \times S^2.$$  

Remark 2.1 Note that in the particular case where $k \equiv 0$ - the so-called time symmetric case-, we may take

$$u_{\pm}(0, x, \omega) = u_{\pm}(0, x, \omega) = u(x, \omega) \text{ for } (x, \omega) \in \Sigma \times S^2.$$  

In particular, we have $u_{\pm}(0, x, \omega) = x \cdot \omega$ in the flat case.

2.1.2 The choice of $f_+$ and $f_-$

Having defined $u_{\pm}$, we still need to define $f_{\pm}$ in the parametrix (2.6). According to (2.1), the half wave parametrix $S_+$ and $S_-$ should satisfy on $\Sigma$:

$$\left\{ \begin{array}{l}
S_+ f_+(0, x) + S_- f_-(0, x) = \phi_0(x), \\
T(S_+ f_+)(0, x) + T(S_- f_-)(0, x) = \phi_1(x).
\end{array} \right.$$  

Let us introduce the following operators acting on functions of $\mathbb{R}^3$:

$$M_{\pm} f(x) = \int_{S^2} \int_0^{+\infty} e^{\pm i\lambda u(x, \pm \omega)} f(\lambda \omega) \lambda^2 d\lambda d\omega$$

and

$$Q_{\pm} f(x) = \int_{S^2} \int_0^{+\infty} e^{\pm i\lambda u(x, \pm \omega)} a(x, \pm \omega) f(\lambda \omega) \lambda^2 d\lambda d\omega,$$

where $a(x, \omega) = |\nabla u(x, \omega)|^{-1}$ is the lapse of $u$. Using (2.3), the definition of $S_{\pm}$ in (2.6), (2.20), the definition (2.22) of $M_{\pm}$ and the definition (2.23) of $Q_{\pm}$, we may rewrite (2.21) as:

$$\left\{ \begin{array}{l}
M_+ f_+ + M_- f_- = \phi_0, \\
Q_+(\lambda f_+) - Q_-(\lambda f_-) = i\phi_1.
\end{array} \right.$$  

The goal of this paper will be to show that there exist a unique $(f_+, f_-)$ satisfying (2.24), and that $(f_+, f_-)$ satisfies the following estimate:

$$\|\lambda f_+\|_{L^2(\mathbb{R}^3)} + \|\lambda f_-\|_{L^2(\mathbb{R}^3)} \lesssim \|\nabla \phi_0\|_{L^2(\Sigma)} + \|\phi_1\|_{L^2(\Sigma)}.$$  

Remark 2.2 In the case of the flat wave equation (2.2), we have \((\Sigma, g) = (\mathbb{R}^3, \delta)\), \(u_\pm(t, x, \omega) = \mp t + x \cdot \omega, u(x, \omega) = x \cdot \omega\) and \(a(x, \omega) = 1\). In particular, the operators \(M_\pm\) and \(Q_\pm\) defined respectively by (2.22) and (2.23) all coincide with the inverse Fourier transform. Then, the system (2.24) admits the following solutions:

\[
f_\pm(\lambda \omega) = \frac{1}{2} \left( \mathcal{F} \phi_0(\lambda \omega) \pm i \mathcal{F} \phi_1(\lambda \omega) \right),
\]

which clearly satisfy the estimate (2.25).

Before stating precisely the main results of this paper, we will first recall the regularity obtained for the phase \(u(x, \omega)\) constructed in [17].

2.2 Regularity assumptions on the phase \(u(x, \omega)\)

The operators \(M_\pm\) and \(Q_\pm\) defined respectively in (2.22) and (2.23) are Fourier integral operators with phase \(u_\pm(x, \pm \omega)\). The regularity assumptions on \(u(x, \omega)\) will be crucial to show the existence of \((f_+, f_-)\) satisfying (2.24) and the estimate (2.25). In this section, we state our assumptions on \(u(x, \omega)\).

We define the lapse \(a(x, \omega) = |\nabla u(x, \omega)|^{-1}\), and the unit vector \(N\) such that \(\nabla u(x, \omega) = a(x, \omega)^{-1} N(x, \omega)\). We also define the level surfaces \(P_u = \{x / u(x, \omega) = u\}\) so that \(N\) is the normal to \(P_u\). The second fundamental form \(\theta\) of \(P_u\) is defined by

\[
\theta(X, Y) = g(\nabla_X N, Y)
\]

with \(X, Y\) arbitrary vectorfields tangent to the \(u\)-foliation \(P_u\) of \(\Sigma\) and where \(\nabla\) denotes the covariant differentiation with respect to \(g\). We denote by \(\text{tr}\theta\) the trace of \(\theta\), i.e. \(\text{tr}\theta = \delta^{AB}\theta_{AB}\) where \(\theta_{AB}\) are the components of \(\theta\) relative to an orthonormal frame \((e_A)_{A=1,2}\) on \(P_u\).

Let \(\mu_u\) denote the area element of \(P_u\). Then, for all integrable function \(f\) on \(\Sigma\), the coarea formula implies:

\[
\int_\Sigma f d\Sigma = \int_u \int_{P_u} f d\mu_u du.
\]

It is also well-known that for a scalar function \(f\):

\[
\frac{d}{du} \left( \int_{P_u} f d\mu_u \right) = \int_{P_u} \left( \frac{df}{du} + \text{tr}\theta f \right) d\mu_u.
\]

For \(1 \leq p, q \leq +\infty\), we define the spaces \(L^p_u L^q(P_u)\) using the norm

\[
\|F\|_{L^p_u L^q(P_u)} = \left( \int_u \|F\|_{L^q(P_u)}^p du \right)^{1/p}.
\]

We assume that \(1/2 \leq a(x) \leq 2\) for all \(x \in \Sigma\) (see Assumption 1 below) so that \(L^p_u L^q(P_u)\) coincides with \(L^p(\Sigma)\) for all \(1 \leq p \leq +\infty\). We denote by \(\gamma\) the metric induced by \(g\) on \(P_u\), and by \(\nabla\) the induced covariant derivative.
We now state our assumptions for the phase $u(x, \omega)$ of our Fourier integral operators. These assumptions are compatible with the regularity obtained for the function $u(x, \omega)$ constructed in [17] (this construction corresponds to step C1). The constant $\varepsilon > 0$ below satisfies $0 < \varepsilon < 1$ and will be chosen later to be sufficiently small.

**Assumption 1** (regularity with respect to $x$):

$$\|\nabla a\|_{L^\infty L^2(P_\omega)} + \|a - 1\|_{L^\infty(\Sigma)} + \|\nabla a\|_{L^2(\Sigma)} + \|\theta\|_{L^\infty L^2(P_\omega)} + \|\nabla \theta\|_{L^2(\Sigma)} \lesssim \varepsilon.$$ (2.29)

**Assumption 2** (regularity with respect to $\omega$):

$$\|\partial_\omega a\|_{L^2(\Sigma)} + \|\nabla \partial_\omega a\|_{L^2(\Sigma)} + \|\partial_\omega \theta\|_{L^2(\Sigma)} + \|\nabla \partial_\omega \theta\|_{L^2(\Sigma)} \lesssim \varepsilon,$$ (2.30)

$$\|\partial^\alpha_\omega a\|_{L^\infty(\Sigma)} \lesssim 1 \text{ for some } 0 < \alpha < 1.$$ (2.31)

$$\|\partial_\omega N\|_{L^\infty(\Sigma)} \lesssim 1,$$ (2.32)

$$|N(x, \omega) - N(x, \omega')| - |\omega - \omega'| \lesssim (\varepsilon + |\omega - \omega'|)|\omega - \omega'|, \ \forall x \in \Sigma, \omega, \omega' \in S^2,$$ (2.33)

$$\|
abla \partial^\alpha_\omega N\|_{L^2(\Sigma)} \lesssim \varepsilon.$$ (2.34)

and

$$\|\partial^3_\omega u\|_{L^\infty(\Sigma)} \lesssim 1.$$ (2.35)

**Assumption 3** (additional regularity with respect to $x$):

For all $j \geq 0$, there are scalar functions $a^j_1$ and $a^j_2$ such that:

$$\nabla_N a = a^j_1 + a^j_2 \text{ where } \|a^j_1\|_{L^2(\Sigma)} \lesssim 2^{-j/2}\varepsilon, \|a^j_2\|_{L^\infty L^2(P_\omega)} \lesssim \varepsilon$$ and

$$\|
abla_N a^j_2\|_{L^2(\Sigma)} + \|a^j_2\|_{L^2 L^\infty(P_\omega)} \lesssim 2^{j/2}\varepsilon.$$ (2.36)

**Assumption 4** (global change of variable on $\Sigma$):

Let $\omega \in S^2$. Let $\phi_\omega : \Sigma \to \mathbb{R}^3$ defined by:

$$\phi_\omega(x) := u(x, \omega) + \partial_\omega u(x, \omega).$$ (2.37)

Then $\phi_\omega$ is a bijection, and the determinant of its Jacobian satisfies the following estimate:

$$\|\det(Jac\phi_\omega)\|_{L^\infty(\Sigma)} - 1 \lesssim \varepsilon.$$ (2.38)

**Assumption 5** (comparison of $u(x, \omega)$ with $u(x, \omega)$):

Let $\nu \in S^2$ and $\phi_\nu$ the map defined in (2.37). Then, we have:

$$u(x, \omega) - \phi_\nu(x) \cdot \omega = O(\varepsilon|\omega - \nu|^2),$$

$$\partial_\omega u(x, \omega) - \partial_\omega (\phi_\nu(x) \cdot \omega) = O(\varepsilon|\omega - \nu|),$$

$$\partial^2_\omega u(x, \omega) - \partial^2_\omega (\phi_\nu(x) \cdot \omega) = O(\varepsilon).$$ (2.39)

**Assumption 6** (comparison of $u(x, \omega)$ with $N(x, \omega)$):

For all $x \in \Sigma$ and $\omega \in S^2$, we have:

$$|N(x, \omega) + N(x, -\omega)| \lesssim \varepsilon.$$ (2.40)
Remark 2.3 In Assumptions 1-6, all inequalities hold for any $\omega \in S^2$ with the constant in the right-hand side being independent of $\omega$. Thus, one may take the supremum in $\omega$ everywhere. To ease the notations, we do not explicitly write down this supremum.

Remark 2.4 The fact that we may take a small constant $\varepsilon > 0$ in Assumptions 1-6 is directly related to the assumptions on $\Sigma$ for $R$ and $k$ in Theorem 1.1.

Remark 2.5 In the case of the flat wave equation (2.2), we have $(\Sigma, g) = (\mathbb{R}^3, \delta)$, $u(x, \omega) = x \cdot \omega$, $a = 1$, $N = \omega$ and $\phi_\omega = \text{Id}_{\mathbb{R}^3}$. Thus, Assumptions 1-6 are clearly satisfied with $\varepsilon = 0$.

Remark 2.6 In [17], the phase $u(x, \omega)$ is actually exactly equal to $x \cdot \omega$ on $|x| \geq 2$. This is made possible by exploiting the finite speed of propagation of Einstein vacuum equations (see [17]).

Remark 2.7 Recall that the lapse $a$ is at the level of one derivative of $u$ with respect to $x$. Thus, we obtain from (2.29) that some components of $\nabla^3 u$ are in $L^2(\Sigma)$. Note that this is not true for all components since (2.36) does not allow us to control $\nabla^2_N a$ in $L^2(\Sigma)$. In fact, (2.36) is only at the level of $3/2$ derivatives of $a$ with respect to $N$ in $L^2$.

2.3 Main results

We first state a result of boundedness on $L^2$ for Fourier integral operators with phase $u(x, \omega)$.

Theorem 2.8 Let $u$ be a function on $\Sigma \times S^2$ satisfying Assumption 1, Assumption 2 and Assumption 4. Let $U$ the Fourier integral operator with phase $u(x, \omega)$ and symbol $b(x, \omega)$:

$$Uf(x) = \int_{S^2} \int_0^{+\infty} e^{i\lambda u(x, \omega)} b(x, \omega) f(\lambda \omega) \lambda^2 d\lambda d\omega. \quad (2.41)$$

Let $D > 0$. We assume furthermore that $b(x, \omega)$ satisfies:

$$||b||_{L^\infty(\Sigma)} + ||\nabla b||_{L^\infty(L^2(P_a))} + ||\nabla^2 b||_{L^2(\Sigma)} \lesssim D, \quad (2.42)$$

$$||\partial_\omega b||_{L^2(\Sigma)} + ||\nabla \partial_\omega b||_{L^2(\Sigma)} \lesssim D, \quad (2.43)$$

and

$$\nabla_N b = b_1^1 + b_2^2 \text{ where } ||b_1^1||_{L^2(\Sigma)} \lesssim 2^{-\frac{1}{2}} D, ||b_2^2||_{L^2(L^2(P_a))} \lesssim D,$$

$$||\nabla_N b_2^2||_{L^2(\Sigma)} + ||b_2^2||_{L^2(L^\infty(P_a))} \lesssim 2^{\frac{1}{2}} D. \quad (2.44)$$

Then, $U$ is bounded on $L^2$ and satisfies the estimate:

$$||Uf||_{L^2(\Sigma)} \lesssim D ||f||_{L^2(\mathbb{R}^3)}. \quad (2.45)$$

Remark 2.9 We intend to apply Theorem 2.8 to the Fourier integral operators $M_\pm$ and $Q_\pm$ introduced in section 2.1.2 whose symbol are respectively $1$ and $a^{-1}$. Thus, our assumptions on the regularity of the symbol $b(x, \omega)$ are consistent with the assumptions on the regularity of $a(x, \omega)$ given by Assumptions 1-3.
Recall the definition of the Fourier integral operators $M_\pm$ and $Q_\pm$ introduced in section 2.1.2:

$$M_\pm f(x) = \int_{S^2} \int_0^{+\infty} e^{\pm i\lambda u(x, \pm \omega)} f(\lambda \omega) \lambda^2 d\lambda d\omega,$$  \hspace{1cm} (2.46)

and

$$Q_\pm f(x) = \int_{S^2} \int_0^{+\infty} e^{\pm i\lambda u(x, \pm \omega)} a(x, \pm \omega)^{-1} f(\lambda \omega) \lambda^2 d\lambda d\omega.$$  \hspace{1cm} (2.47)

The following theorem is the main result of this paper and achieves step C2.

**Theorem 2.10** Let $u$ be a function on $\Sigma \times S^2$ satisfying Assumptions 1-6. Then, there exist a unique $(f_+, f_-)$ satisfying:

$$\begin{align*}
M_+ f_+ + M_- f_- &= \phi_0, \\
Q_+(\lambda f_+) - Q_-(\lambda f_-) &= i\phi_1.
\end{align*}$$  \hspace{1cm} (2.48)

Furthermore, $(f_+, f_-)$ satisfies the following estimate:

$$\|\lambda f_+\|_{L^2(\mathbb{R}^3)} + \|\lambda f_-\|_{L^2(\mathbb{R}^3)} \lesssim \|\nabla \phi_0\|_{L^2(\Sigma)} + \|\phi_1\|_{L^2(\Sigma)}.$$  \hspace{1cm} (2.49)

**Remark 2.11** In view of the definition of $U$, $M_\pm$ and $Q_\pm$, the estimates (2.45) and (2.49) correspond to the obtention of $L^2$ bounds for Fourier integral operators. Let us repeat that the classical arguments for proving $L^2$ bounds for Fourier operators are based either on a $TT^*$ argument, or a $T^*T$ argument, which requires in our setting at least 4 derivatives of the phase in $L^\infty(\Sigma_0 \times S^2)$ either with respect to $x$ for $T^*T$, or with respect to $(\lambda, \omega)$ for $TT^*$ (see for example [16]). Both methods would fail by far within the regularity for the phase $u(x, \omega)$ given by Assumptions 1-4 and for the symbol $b(x, \omega)$ given by (2.42) (2.43) (2.44).

### 2.4 Boundness on $L^2$ for pseudodifferential operators acting on $\mathbb{R}^3$ with rough symbols

Theorem 2.8 yields the following result on the $L^2$ boundedness of pseudodifferential operators acting on $\mathbb{R}^3$ which corresponds to the case $\Sigma = \mathbb{R}^3$, $g = \delta$ and $u(x, \omega) = x \cdot \omega$.

**Theorem 2.12** Let $B$ the pseudodifferential operator with symbol $b(x, \omega)$:

$$B f(x) = \int_{S^2} \int_0^{+\infty} e^{i \lambda x \cdot \omega} b(x, \omega) F f(\lambda \omega) \lambda^2 d\lambda d\omega.$$  \hspace{1cm} (2.50)

We assume furthermore that $b(x, \omega)$ satisfies:

$$\|b\|_{H^{1/2}(\mathbb{R}^3)} + \|\nabla b\|_{L^\infty L^2(P_\alpha)} + \|\nabla \nabla b\|_{L^2(\mathbb{R}^3)} + \|\partial_\omega b\|_{H^{1/2+\alpha}(\mathbb{R}^3)} \leq D,$$  \hspace{1cm} (2.51)

for some constant $D > 0$ and $\alpha > 0$. Then, $B$ is bounded on $L^2$ and satisfies the estimate:

$$\|B f\|_{L^2(\mathbb{R}^3)} \lesssim D \|f\|_{L^2(\mathbb{R}^3)}.$$  \hspace{1cm} (2.52)

\(^{11}\)Since $\Sigma_0$ is 3-dimensional

---
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Remark 2.13 We do not claim that Theorem 2.12 is an improvement compared to the vast literature on boundedness on $L^2$ for pseudodifferential operators. Its purpose is to give a warm up for the proof of Theorem 2.8 i.e. boundedness on $L^2$ for Fourier integral operators on a 3 dimensional Riemannian manifold $\Sigma$.

Remark 2.14 The assumptions $(2.51)$ hold for any $\omega \in \mathbb{S}^2$ with the constant in the right-hand side being independent of $\omega$. Thus, one may take the supremum in $\omega$ everywhere. To ease the notations, we do not explicitly write down this supremum.

Remark 2.15 In the Euclidean setting, the derivative $\nabla$ simply refers to derivatives in directions orthogonal to $\omega$. Also, the space $L^\infty L^2(P_u)$ is defined with respect to $u(x, \omega) = x \cdot \omega$ and the level surfaces of $u$ are now planes $P_u = \{x/ x \cdot \omega = u\}$.

Remark 2.16 The assumptions on the symbol $b(x, \omega)$ in Theorem 2.12 are slightly different from the ones in Theorem 2.8. In particular, we do not assume that $b \in L^\infty(\mathbb{R}^3)$ since this is a consequence of the assumption $(2.51)$ and Sobolev embeddings in dimension 3. Also, the assumption $(2.44)$ follows from assumption $(2.51)$. Indeed, let $\Delta_j$ denote the usual Littlewood Paley projections in $\mathbb{R}^3$ which localizes at frequencies of size $2^j$. We may decompose $\nabla b = b_1 + b_2$ with $b_1 = \Delta_{>j} \nabla b$ and $b_2 = \Delta_{<j} \nabla b$ and we obtain $(2.44)$ by using $\|b\|_{H^{3/2}(\mathbb{R}^3)} \leq D$. Finally, $(2.51)$ only assumes $\|\partial_\omega b\|_{H^{1/2 + \alpha}(\mathbb{R}^3)} \leq D$ while $(2.43)$ assumes essentially that $\|\partial_\omega b\|_{H^1(\mathbb{R}^3)}$ is bounded. We may actually relax $(2.43)$ by replacing it with the analog of $\|\partial_\omega b\|_{H^{1/2 + \alpha}(\mathbb{R}^3)} \leq D$. However, this would require to discuss fractional Sobolev spaces on $\Sigma$ and would complicate the exposition.

The rest of the paper is as follows. In section 3 we prove Theorem 2.12. In section 4, we prove Theorem 2.8. Finally, we prove Theorem 2.10 in section 5.

3 Proof of Theorem 2.12

While the conclusion of Theorem 2.12 follows from Theorem 2.8 in the case $(\Sigma, g) = (\mathbb{R}^3, \delta)$ where $\delta$ is the euclidean metric, and $u(x, \omega) = x \cdot \omega$, it will be instructive to perform the proof first in this simple case of a pseudodifferential operator on $\mathbb{R}^3$. This will clarify the main ideas, before turning to the proof of Theorem 2.8 for Fourier integral operators on a 3 dimensional Riemannian manifold $\Sigma$ in section 4.

3.1 The basic computation

Since the Fourier transform is an isomorphism of $L^2(\mathbb{R}^3)$, we may remove the Fourier transform in the definition $(2.50)$ of $B$ in order to ease the notations:

$$Bf(x) = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i\lambda x \cdot \omega} b(x, \omega) f(\lambda \omega) \lambda^2 d\lambda d\omega. \quad (3.1)$$
We start the proof of Theorem 2.12 with the following instructive computation:

\[
\|Bf\|_{L^2(\mathbb{R}^3)} \leq \int_{S^2} \left\| b(x, \omega) \int_0^{+\infty} e^{i\lambda x \cdot \omega} f(\lambda \omega) \lambda^2 d\lambda \right\|_{L^2(\mathbb{R}^3)} d\omega
\]

\[
\leq \int_{S^2} \|b(x, \omega)\|_{L^\infty L^2(P_u)} \left\| \int_0^{+\infty} e^{i\lambda x \cdot \omega} f(\lambda \omega) \lambda^2 d\lambda \right\|_{L^2_x(\omega)} d\omega
\]

\[
\leq D\|\lambda f\|_{L^2(\mathbb{R}^3)},
\]

where we have used Plancherel with respect to \(\lambda\), Cauchy-Schwarz with respect to \(\omega\) and (2.51) to bound \(\|b\|_{L^\infty L^2(P_u)}\) (note that the space \(L^\infty L^2(P_u)\) is defined with respect to \(u(x, \omega) = x \cdot \omega\) and the level surfaces of \(u\) are now planes \(P_u = \{x/ x \cdot \omega = u\}\). (3.2) misses the conclusion (2.52) of Theorem 2.12 by a power of \(\lambda\). Now, assume for a moment that we may replace a power of \(\lambda\) by a derivative on \(b(x, \omega)\). Then, the same computation yields:

\[
\left\| \int_{S^2} \int_0^{+\infty} \nabla b(x, \omega) e^{i\lambda x \cdot \omega} f(\lambda \omega) \lambda d\lambda d\omega \right\|_{L^2(\mathbb{R}^3)}
\]

\[
\leq \int_{S^2} \|\nabla b(x, \omega)\|_{L^\infty L^2(P_u)} \left\| \int_0^{+\infty} e^{i\lambda x \cdot \omega} f(\lambda \omega) \lambda^2 d\lambda \right\|_{L^2_x(\omega)} d\omega
\]

\[
\leq D\|f\|_{L^2(\mathbb{R}^3)},
\]

which is (2.52). This suggests a strategy which consists in making integrations by parts to trade powers of \(\lambda\) against derivatives of the symbol \(b(x, \omega)\).

### 3.2 Structure of the proof of Theorem 2.12

The proof of Theorem 2.12 proceeds in three steps. We first localize in frequencies of size \(\lambda \sim 2^j\). We then localize the angle \(\omega\) in patches on the sphere \(S^2\) of diameter \(2^{-j/2}\). Finally, we estimate the diagonal terms.

#### 3.2.1 Step 1: decomposition in frequency

For the first step, we introduce \(\varphi\) and \(\psi\) two smooth compactly supported functions on \(\mathbb{R}\) such that:

\[
\varphi(\lambda) + \sum_{j \geq 0} \psi(2^{-j}\lambda) = 1 \text{ for all } \lambda \in \mathbb{R}.
\]

(3.4)

We use (3.4) to decompose \(Bf\) as follows:

\[
Bf(x) = \sum_{j \geq -1} B_j f(x),
\]

(3.5)

where for \(j \geq 0\):

\[
B_j f(x) = \int_{\mathbb{R}^3} + \int_0^{+\infty} e^{i\lambda x \cdot \omega} b(x, \omega) \psi(2^{-j}\lambda) f(\lambda \omega) \lambda^2 d\lambda d\omega,
\]

(3.6)

and

\[
B_{-1} f(x) = \int_{\mathbb{R}^3} + \int_0^{+\infty} e^{i\lambda x \cdot \omega} b(x, \omega) \varphi(\lambda) f(\lambda \omega) \lambda^2 d\lambda d\omega.
\]

(3.7)
This decomposition is classical and is known as the first dyadic decomposition (see [16]).

The goal of this first step is to prove the following proposition:

**Proposition 3.1** The decomposition (3.5) satisfies an almost orthogonality property:

\[ \|Bf\|_{L^2(\mathbb{R}^3)}^2 \lesssim \sum_{j \geq -1} \|B_j f\|_{L^2(\mathbb{R}^3)}^2 + D^2 \|f\|_{L^2(\mathbb{R}^3)}^2. \tag{3.8} \]

The proof of Proposition 3.1 is postponed to section 3.3.

### 3.2.2 Step 2: decomposition in angle

Proposition 3.1 allows us to estimate \(\|B_j f\|_{L^2(\mathbb{R}^3)}\) instead of \(\|Bf\|_{L^2(\mathbb{R}^3)}\). The analog of computation (3.2) for \(\|B_j f\|_{L^2(\mathbb{R}^3)}\) yields:

\[ \|B_j f\|_{L^2(\mathbb{R}^3)} \leq D \|\psi(2^{-j}\lambda)f\|_{L^2(\mathbb{R}^3)} \lesssim D2^j \|\psi(2^{-j}\lambda)f\|_{L^2(\mathbb{R}^3)}, \tag{3.9} \]

which misses the wanted estimate by a power of \(2^j\). We thus need to perform a second dyadic decomposition (see [16]). We introduce a smooth partition of unity on the sphere \(S^2\):

\[ \sum_{\nu \in \Gamma} \eta_j^\nu(\omega) = 1 \text{ for all } \omega \in S^2, \tag{3.10} \]

where the support of \(\eta_j^\nu\) is a patch on \(S^2\) of diameter \(\sim 2^{-j/2}\). We use (3.10) to decompose \(B_j f\) as follows:

\[ B_j f(x) = \sum_{\nu \in \Gamma} B_j^\nu f(x), \tag{3.11} \]

where:

\[ B_j^\nu f(x) = \int_{S^2} \int_{0}^{+\infty} e^{i\lambda x \cdot \omega} b(x, \omega) \psi(2^{-j}\lambda) \eta_j^\nu(\omega) f(\lambda \omega) \lambda^2 d\lambda d\omega. \tag{3.12} \]

We also define:

\[ \begin{align*}
\gamma_{-1} &= \|\varphi(\lambda)f\|_{L^2(\mathbb{R}^3)}, \quad \gamma_j = \|\psi(2^{-j}\lambda)f\|_{L^2(\mathbb{R}^3)}, \quad j \geq 0, \\
\gamma_j^\nu &= \|\psi(2^{-j}\lambda)\eta_j^\nu(\omega)f\|_{L^2(\mathbb{R}^3)}, \quad j \geq 0, \quad \nu \in \Gamma,
\end{align*} \tag{3.13} \]

which satisfy:

\[ \|f\|_{L^2(\mathbb{R}^3)}^2 = \sum_{j \geq -1} \gamma_j^2 = \sum_{j \geq -1} \sum_{\nu \in \Gamma} (\gamma_j^\nu)^2. \tag{3.14} \]

The goal of this second step is to prove the following proposition:

**Proposition 3.2** The decomposition (3.11) satisfies an almost orthogonality property:

\[ \|B_j f\|_{L^2(\mathbb{R}^3)}^2 \lesssim \sum_{\nu \in \Gamma} \|B_j^\nu f\|_{L^2(\mathbb{R}^3)}^2 + D^2 \gamma_j^2. \tag{3.15} \]

The proof of Proposition 3.2 is postponed to section 3.4.
3.2.3 Step 3: control of the diagonal term

Proposition 3.2 allows us to estimate \( \| B^f_j \|_{L^2(\mathbb{R}^3)} \) instead of \( \| B_j f \|_{L^2(\mathbb{R}^3)} \). The analog of computation (3.2) for \( \| B^f_j \|_{L^2(\mathbb{R}^3)} \) yields:

\[
\| B^f_j \|_{L^2(\mathbb{R}^3)} \leq D \sqrt{\text{vol} (\text{supp}(\eta^f_j))} \| \lambda \psi(2^{-j} \lambda) \eta^f_j (\omega) f (\omega) \|_{L^2(\mathbb{R}^3)} ^2 \lesssim D 2^{j/2} \gamma^r_j,
\]

(3.16)

where the term \( \sqrt{\text{vol} (\text{supp}(\eta^f_j))} \) comes from the fact that we apply Cauchy-Schwarz in \( \omega \).

Note that we have used in (3.16) the fact that the support of \( \eta^f_j \) is 2 dimensional and has diameter \( 2^{-j/2} \) so that:

\[
\sqrt{\text{vol} (\text{supp}(\eta^f_j))} \lesssim 2^{-j/2}.
\]

(3.17)

Now, (3.16) still misses the wanted estimate by a power of \( 2^{j/2} \). Nevertheless, taking advantage of the regularity of \( \partial_\omega b \) given by (2.51), we are able to estimate the diagonal term:

**Proposition 3.3** The diagonal term \( B^f_j \) satisfies the following estimate:

\[
\| B^f_j \|_{L^2(\mathbb{R}^3)} \lesssim D \gamma^r_j.
\]

(3.18)

The proof of Proposition 3.3 is postponed to section 3.5.

3.2.4 Proof of Theorem 2.12

Proposition 3.1, 3.2 and 3.3 immediately yield the proof of Theorem 2.12. Indeed, (3.8), (3.14), (3.15) and (3.18) imply:

\[
\| B f \|_{L^2(\mathbb{R}^3)} ^2 \lesssim \sum_{j \geq -1} \| B_j f \|_{L^2(\mathbb{R}^3)} ^2 + D^2 \| f \|_{L^2(\mathbb{R}^3)} ^2 \\
\lesssim \sum_{j \geq -1} \sum_{\nu \in \Gamma} \| B^f_j \|_{L^2(\mathbb{R}^3)} ^2 + D^2 \sum_{j \geq -1} \gamma^r_j^2 + D^2 \| f \|_{L^2(\mathbb{R}^3)} ^2 \\
\lesssim D^2 \sum_{j \geq -1} \sum_{\nu \in \Gamma} (\gamma^r_j)^2 + D^2 \sum_{j \geq -1} \gamma^r_j^2 + D^2 \| f \|_{L^2(\mathbb{R}^3)} ^2 \\
\lesssim D^2 \| f \|_{L^2(\mathbb{R}^3)} ^2,
\]

(3.19)

which is the conclusion of Theorem 2.12.

The remainder of section 3 is dedicated to the proof of Proposition 3.1, 3.2 and 3.3.

3.3 Proof of Proposition 3.1 (almost orthogonality in frequency)

We have to prove (3.8):

\[
\| B f \|_{L^2(\mathbb{R}^3)} \lesssim \sum_{j \geq -1} \| B_j f \|_{L^2(\mathbb{R}^3)} ^2 + D^2 \| f \|_{L^2(\mathbb{R}^3)} ^2.
\]

(3.20)
This will result from the following inequality using Shur’s Lemma:

\[
\left| \int_{\mathbb{R}^3} B_j f(x) B_k f(x) \, dx \right| \lesssim D^2 2^{-\frac{|j-k|}{2}} \gamma_j \gamma_k \text{ for } |j-k| > 2. \tag{3.21}
\]

### 3.3.1 A first integration by parts

From now on, we focus on proving (3.21). We may assume \( j \geq k + 3 \). We have:

\[
\int_{\mathbb{R}^3} B_j f(x) B_k f(x) \, dx = \int_{\mathbb{R}^3} \int_0^\infty \int_0^\infty \left( \int_{\mathbb{R}^3} e^{i \lambda x \cdot \omega - i \lambda' x' \cdot \omega'} b(x, \omega) \overline{b(x', \omega')} \, dx \right) \times \psi(2^{-j} \lambda) f(\lambda \omega) \lambda^2 \psi(2^{-k} \lambda') f(\lambda' \omega') (\lambda')^2 \, d\lambda d\omega d\lambda' d\omega'. \tag{3.22}
\]

We integrate by parts with respect to \( \partial_x \omega \) in \( \int_{\mathbb{R}^3} e^{i \lambda x \cdot \omega - i \lambda' x' \cdot \omega'} b(x, \omega) \overline{b(x', \omega')} \, dx \) using the fact that:

\[
e^{i \lambda x \cdot \omega - i \lambda' x' \cdot \omega'} = -\frac{i}{\lambda - \lambda' \cdot \omega'} \partial_x \omega (e^{i \lambda x \cdot \omega - i \lambda' x' \cdot \omega'}). \tag{3.23}
\]

We obtain:

\[
\int_{\mathbb{R}^3} e^{i \lambda x \cdot \omega - i \lambda' x' \cdot \omega'} b(x, \omega) \overline{b(x', \omega')} \, dx = i \int_{\mathbb{R}^3} e^{i \lambda x \cdot \omega - i \lambda' x' \cdot \omega'} \frac{\partial_x \omega b(x, \omega) \overline{b(x', \omega')}}{\lambda - \lambda' \cdot \omega'} \, dx + i \int_{\mathbb{R}^3} e^{i \lambda x \cdot \omega - i \lambda' x' \cdot \omega'} \frac{b(x, \omega) \partial_{x'} \omega \overline{b(x', \omega')}}{\lambda - \lambda' \cdot \omega'} \, dx. \tag{3.24}
\]

Since \( |\lambda' \cdot \omega'| < \lambda \), we may expand the fractions in (3.24):

\[
\frac{1}{\lambda - \lambda' \cdot \omega'} = \sum_{p \geq 0} \frac{1}{\lambda} \left( \frac{\lambda' \cdot \omega'}{\lambda} \right)^p. \tag{3.25}
\]

For \( p \in \mathbb{Z} \), We introduce the notation \( F_{j,p}(x \cdot \omega) \):

\[
F_{j,p}(x \cdot \omega) = \int_0^\infty e^{i \lambda x \cdot \omega} \psi(2^{-j} \lambda) f(\lambda \omega) (2^{-j} \lambda)^p \lambda^2 \, d\lambda. \tag{3.26}
\]

Together with (3.22), (3.24) and (3.25), this implies:

\[
\int_{\mathbb{R}^3} B_j f(x) B_k f(x) \, dx = \sum_{p \geq 0} A^1_p + \sum_{p \geq 0} A^2_p, \tag{3.27}
\]

where \( A^1_p \) and \( A^2_p \) are given by:

\[
A^1_p = 2^{-j-p(j-k)} \times \int_{\mathbb{R}^3} \left( \int_{\mathbb{R}^3} \partial_x \omega b(x, \omega) \omega^p F_{j,-p-1}(x \cdot \omega) \, d\omega \right) \cdot \left( \int_{\mathbb{R}^3} b(x, \omega') \omega^p F_{k,p}(x \cdot \omega') \, d\omega' \right) \, dx, \tag{3.28}
\]

and

\[
A^2_p = 2^{-j-p(j-k)} \times \int_{\mathbb{R}^3} \left( \int_{\mathbb{R}^3} b(x, \omega) \omega^{p+1} F_{j,-p-1}(x \cdot \omega) \, d\omega \right) \cdot \left( \int_{\mathbb{R}^3} \nabla b(x, \omega') \omega^p F_{k,p}(x \cdot \omega') \, d\omega' \right) \, dx. \tag{3.29}
\]
Remark 3.4 The expansion (3.25) allows us to rewrite $\int_{\mathbb{R}^3} B_j f(x) B_k f(x) dx$ in the form (3.27), i.e. as a sum of terms $A_p^1$, $A_p^2$. The key point is that in each of these terms - according to (3.28) and (3.29) - one may separate the terms depending of $(\lambda, \omega)$ from the terms depending on $(\lambda', \omega')$.

3.3.2 Estimates for $A_p^1$ and $A_p^2$

The term containing one derivative of $b$ in (3.28) may be estimated using the basic computation (3.2):

$$
\left\| \int_{\mathbb{R}^3} \partial_x b(x, \omega) \omega^p F_{j,-p-1}(x \cdot \omega) d\omega \right\|_{L^2(\mathbb{R}^3)} 
\leq \int_{\mathbb{R}^3} \left\| \partial_x b(x, \omega) \omega^p \right\|_{L^\infty L^2(P_u)} \left\| F_{j,-p-1}(x \cdot \omega) \right\|_{L^2 L^2} d\omega 
\leq \left\| \nabla b \right\|_{L^\infty L^2(P_u)} \left\| \psi(2^{-j} \lambda) f(\lambda \omega)(2^{-j} \lambda)^{-p-1} \right\|_{L^2(\mathbb{R}^3)} 
\leq D 2^{p+1} \gamma_j,
$$

where we have used the assumption (2.51) on $b$ and the fact that $(2^{-j} \lambda)^{-1} \leq 2$ on the support of $\psi(2^{-j} \lambda)$. In the same way, the term containing one derivative of $b$ in (3.29) may be estimated by:

$$
\left\| \int_{\mathbb{R}^3} \nabla b(x, \omega') \omega^p F_{k,p}(x \cdot \omega') d\omega' \right\|_{L^2(\mathbb{R}^3)} 
\leq \int_{\mathbb{R}^3} \left\| \nabla b(x, \omega') \omega^p \right\|_{L^\infty L^2(P_u)} \left\| F_{k,p}(x \cdot \omega') \right\|_{L^2 L^2} d\omega' 
\leq \left\| \nabla b \right\|_{L^\infty L^2(P_u)} \left\| \psi(2^{-k} \lambda') f(\lambda' \omega')(2^{-k} \lambda')^p \right\|_{L^2(\mathbb{R}^3)} 
\leq D 2^{p+1} \gamma_k,
$$

where we have used the assumption (2.51) on $b$ and the fact that $(2^{-k} \lambda') \leq 2$ on the support of $\psi(2^{-k} \lambda')$.

Note that Proposition 3.2 together with Proposition 3.3 yields the estimate:

$$
\| B_j f \|_{L^2(\mathbb{R}^3)} \lesssim D \gamma_j,
$$

for any symbol $b$ satisfying the assumptions (2.51). Now, the term containing no derivative of $b$ in (3.28) has a symbol given by $b(x, \omega') \omega^p$ which satisfies the assumptions (2.51) since $b$ does. Applying (3.32), we obtain:

$$
\left\| \int_{\mathbb{R}^3} b(x, \omega') \omega^p F_{k,p}(x \cdot \omega') d\omega' \right\|_{L^2(\mathbb{R}^3)} 
\lesssim D \| \psi(2^{-k} \lambda') f(\lambda' \omega')(2^{-k} \lambda')^p \|_{L^2(\mathbb{R}^3)}
\leq D 2^p \gamma_k.
$$

In the same way, the term containing no derivative of $b$ in (3.29) has a symbol given by $b(x, \omega) \omega^{p+1}$ which satisfies the assumptions (2.51) since $b$ does. Applying again (3.32), we obtain:

$$
\left\| \int_{\mathbb{R}^3} b(x, \omega) \omega^{p+1} F_{j,-p-1}(x \cdot \omega) d\omega \right\|_{L^2(\mathbb{R}^3)} 
\lesssim D \| \psi(2^{-j} \lambda) f(\lambda \omega)(2^{-j} \lambda)^{-p} \|_{L^2(\mathbb{R}^3)}
\leq D 2^{p+1} \gamma_j.
$$
Finally, the definition of $A^1_p$ (3.28) and the estimates (3.30) and (3.33) yield:

$$|A^1_p| \lesssim D2^{2p-p(j-k)}\gamma_j \gamma_k, \forall p \geq 0. \quad (3.35)$$

Similarly, the definition of $A^2_p$ (3.29) and the estimates (3.31) and (3.34) yield:

$$|A^2_p| \lesssim D2^{2p-(p+1)(j-k)}\gamma_j \gamma_k, \forall p \geq 0. \quad (3.36)$$

(3.35) and (3.36) imply:

$$\sum_{p \geq 1} |A^1_p| + \sum_{p \geq 0} |A^2_p| \lesssim D2^{-(j-k)} \left( \sum_{p \geq 0} 2^{p(j-k-2)} \right) \gamma_j \gamma_k \lesssim D2^{-(j-k)} \gamma_j \gamma_k, \quad (3.37)$$

where we have used the assumption $j - k - 2 > 0$. (3.27) and (3.37) will yield (3.21) provided we obtain a similar estimate for $A^1_0$. Now, the estimate of $A^1_0$ provided by (3.35) is not sufficient since it does not contain any decay in $j - k$. We will need to perform a second integration by parts for this term.

### 3.3.3 A more precise estimate for $A^1_0$

From (3.28) with $p = 0$, we have:

$$A^1_0 = 2^{-j} \int_{\mathbb{R}^3} \left( \int_{S^2} b(x, \omega) F_{j,0}(x \cdot \omega) d\omega \right) B_k(x) dx. \quad (3.38)$$

Since $b(x, \omega)$ is assumed to be in $H^{3/2}(\mathbb{R}^3)$, we may only make one half integration by parts. To this end, we decompose $\partial_{x,\omega} b$ as in Remark 2.16. Let $\Delta_j$ denote the usual Littlewood Paley projections in $\mathbb{R}^3$ which localizes at frequencies of size $2^j$. We decompose $\partial_{x,\omega} b = b^1 + b^2$ with $b^1 = \Delta \geq \partial_{x,\omega} b$ and $b^2 = \Delta \leq \partial_{x,\omega} b$ and we obtain

$$\|b_j^1\|_{L^2(\mathbb{R}^3)} \lesssim D2^{-j} \text{ and } \|\nabla b_j^2\|_{L^2(\mathbb{R}^3)} \lesssim D2^{j} \quad (3.39)$$

by using $\|b\|_{H^{3/2}(\mathbb{R}^3)} \leq D$. In turn, this yields a decomposition for $A^1_0$:

$$A^1_0 = A^1_{0,1} + A^1_{0,2} \quad (3.40)$$

where:

$$A^1_{0,1} = 2^{-j} \int_{\mathbb{R}^3} \left( \int_{S^2} b^1_j(x, \omega) F_{j,0}(x \cdot \omega) d\omega \right) B_k(x) dx, \quad (3.41)$$

$$A^1_{0,2} = 2^{-j} \int_{\mathbb{R}^3} \left( \int_{S^2} b^2_j(x, \omega) F_{j,0}(x \cdot \omega) d\omega \right) B_k(x) dx.$$ 

We first estimate $A^1_{0,1}$. We have:

$$|A^1_{0,1}| \leq 2^{-j} \int_{S^2} \left| \int_{\mathbb{R}^3} b^1_j(x, \omega) F_{j,0}(x \cdot \omega) B_k(x) dx \right| d\omega$$

$$\leq 2^{-j} \int_{S^2} \|b^1_j(\cdot, \omega)\|_{L^2(\mathbb{R}^3)} \|F_{j,0}\|_{L^2(\mathbb{R}^3)} \|B_k\|_{L^\infty L^2(\mathbb{R}^3)} d\omega$$

$$\lesssim D2^{-\frac{3j}{2}} \int_{S^2} \|F_{j,0}\|_{L^2(\mathbb{R}^3)} \|B_k\|_{L^\infty L^2(\mathbb{R}^3)} d\omega, \quad (3.42)$$
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where we have used \( (3.39) \) in the last inequality. Plancherel yields:

\[
\| F_{j,0} \|_{L^2_t L^2_x} \leq \| \psi(2^{-j} \lambda) f(\lambda \omega) \lambda \|_{L^2(\mathbb{R}^3)} \lesssim 2^j \gamma_j. \tag{3.43}
\]

In view of \( (3.42) \), we also need to estimate \( \| B_k \|_{L^\infty_t L^2_x(P_u)} \). We have:

\[
\| B_k \|_{L^\infty_t L^2_x(P_u)} \lesssim \| B_k \|_{H^k(\mathbb{R}^3)} \| B_k \|_{L^2_t L^2_x} \lesssim D^{1/2} \gamma_k \| B_k \|_{H^k(\mathbb{R}^3)}, \tag{3.44}
\]

where we have used a standard trace Theorem for the first inequality, and \( (3.32) \) for the second inequality. We still need to estimate \( \| \nabla B_k \|_{L^2(\mathbb{R}^3)} \). We have:

\[
\nabla B_k(x) = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i\lambda x \cdot \omega} \nabla b(x, \omega) \psi(2^{-k} \lambda) f(\lambda \omega) \lambda^2 d\lambda d\omega
\]

\[+i2^k \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i\lambda x \cdot \omega} b(x, \omega) \psi(2^{-k} \lambda) (2^{-k} \lambda)f(\lambda \omega) \lambda^2 d\lambda d\omega. \tag{3.45}\]

Using the basic computation \( (3.3) \) for the first term together with the fact that \( \nabla b \in L^\infty_t L^2_x(P_u) \), and \( (3.32) \) for the second term together with the fact that \( \omega b(x, \omega) \) satisfies the assumption \( (2.51) \), we obtain:

\[
\| \nabla B_k \|_{L^2(\mathbb{R}^3)} \lesssim D^2 \gamma_k. \tag{3.46}\]

Finally, \( (3.42), (3.43), (3.44) \) and \( (3.46) \) yield:

\[
|A_{0,1}^1| \lesssim D^{-\frac{j-k}{4}} \gamma_j \gamma_k. \tag{3.47}\]

### 3.3.4 A second integration by parts

We now estimate the term \( A_{0,2}^1 \) defined in \( (3.41) \). We perform a second integration by parts relying again on \( (3.23) \). We obtain:

\[
A_{0,2}^1 = 2^{-2j} \int_{\mathbb{R}^3} \left( \int_{\mathbb{S}^2} \partial_{x \cdot \omega} b_j^2(x, \omega) F_{j,0}(x \cdot \omega) d\omega \right) B_k(x) dx \\
+2^{-2j} \int_{\mathbb{R}^3} \left( \int_{\mathbb{S}^2} b_j^2(x, \omega) \omega F_{j,0}(x \cdot \omega) d\omega \cdot \left( \int_{\mathbb{S}^2} \nabla b(x, \omega') F_{j,0}(x \cdot \omega') d\omega' \right) dx + \cdots, \tag{3.48}\right.
\]

where we only mention the first term generated by the expansion \( (3.23) \). In fact, the other terms are estimated in the same way and generate more decay in \( j-k \) similarly to the estimates \( (3.35), (3.36) \).

The first term in the right-hand side of \( (3.48) \) has the same form than \( A_{0,1}^1 \) defined in \( (3.41) \) where \( b_j^1 \) is replaced by \( 2^{-j} \partial_{x \cdot \omega} b_j^2 \). By \( (3.39) \), \( 2^{-j} \partial_{x \cdot \omega} b_j^2 \) satisfies:

\[
\| 2^{-j} \partial_{x \cdot \omega} b_j^2 \|_{L^2(\mathbb{R}^3)} \lesssim D^{-\frac{j}{2}}. \]

Since \( b_j^1 \) and \( 2^{-j} \partial_{x \cdot \omega} b_j^2 \) satisfy the same estimate, we obtain the analog of \( (3.47) \) for the first term in the right-hand side of \( (3.48) \):

\[
\left| 2^{-2j} \int_{\mathbb{R}^3} \left( \int_{\mathbb{S}^2} \partial_{x \cdot \omega} b_j^2(x, \omega) F_{j,0}(x \cdot \omega) d\omega \right) B_k(x) dx \right| \lesssim D^{-\frac{j-k}{4}} \gamma_j \gamma_k. \tag{3.49}\]
We now estimate the second term in the right-hand side of (3.48). Recall that
\[ b^j_2 = \Delta_{\leq j} \partial_{x \cdot \omega} b \]
so that together with the assumption \((2.51)\), we have:
\begin{equation}
\| b^j_2 \|_{L^\infty_{x}L^2_{\omega}(P_\gamma)} \lesssim D. \tag{3.50}
\end{equation}
We estimate the scorn term in the right-hand side of (3.48) using the assumption \((2.51)\),
the basic computation (3.2) and (3.50):
\begin{align*}
&\left| - \int_{\mathbb{R}^3} \left( \int_{\mathbb{S}^2} b^j_2(x, \omega) \omega F_{j,0}(x \cdot \omega) d\omega \right) \cdot \left( \int_{\mathbb{S}^2} \nabla b(x, \omega') F_{k,0}(x \cdot \omega') d\omega' \right) dx \right| \\
&\leq 2^{-2j} \left( \int_{\mathbb{S}^2} \| b^j_2(\cdot, \omega) \|_{L^\infty_{x}L^2_{\omega}(P_\gamma)} \right) \left( \int_{\mathbb{S}^2} \| \nabla b(\cdot, \omega) \|_{L^\infty_{x}L^2_{\omega}(P_\gamma)} \right) \\
&\quad \times \left( \int_{\mathbb{S}^2} \| \nabla b(\cdot, \omega) \|_{L^\infty_{x}L^2_{\omega}(P_\gamma)} \right) \\
&\lesssim D^{2} 2^{-\frac{j-k}{2}} \gamma^2_{j} \gamma_{k}.
\end{align*}
Finally, (3.48), (3.49) and (3.51) imply:
\begin{equation}
\| A_{0,2}^1 \| \lesssim D^{2} 2^{-\frac{j-k}{2}} \gamma^2_{j} \gamma_{k}. \tag{3.52}
\end{equation}

### 3.3.5 End of the proof of Proposition 3.1

Since \( A_{0}^1 = A_{1}^1 + A_{2}^1 \), the estimate (3.47) of \( A_{0,1}^1 \) and the estimate (3.52) of \( A_{0,2}^1 \) yield:
\begin{equation}
\| A_{0}^1 \| \lesssim D^{2} 2^{-\frac{j-k}{2}} \gamma^2_{j} \gamma_{k}. \tag{3.53}
\end{equation}
Together with (3.27) and (3.37), this implies:
\begin{equation}
\left| \int_{\mathbb{R}^3} B_j f(x) \overline{B_k f(x)} dx \right| \lesssim D^{2} 2^{-\frac{j-k}{2}} \gamma^2_{j} \gamma_{k} \text{ for } |j - k| > 2. \tag{3.54}
\end{equation}
Finally, (3.54) together with Shur’s Lemma yields:
\begin{equation}
\| B f \|_{L^2_{\mathbb{R}^3}} \lesssim \sum_{j \geq -1} \| B_j f \|_{L^2_{\mathbb{R}^3}}^2 + D^2 \| f \|_{L^2_{\mathbb{R}^3}}^2. \tag{3.55}
\end{equation}
This concludes the proof of Proposition 3.1.

### 3.4 Proof of Proposition 3.2 (almost orthogonality in angle)

We have to prove (3.15):
\begin{equation}
\| B_j f \|_{L^2_{\mathbb{R}^3}}^2 \lesssim \sum_{\nu \in \Gamma} \| B^\nu_j f \|_{L^2_{\mathbb{R}^3}}^2 + D^2 \gamma^2_{j}. \tag{3.56}
\end{equation}
This will result from the following inequality:

\[
\left| \int_{\mathbb{R}^3} B_j^\nu f(x) B_j^{\nu'} f(x) dx \right| \lesssim \frac{D^2 \gamma_j^{\nu,\nu'}^{(1)}}{2^{j/2}(2^{j/2}|\nu - \nu'|)^2 - \alpha}, \quad |\nu - \nu'| \neq 0,
\]

where \( \alpha > 0 \). Indeed, since \( \mathbb{S}^2 \) is 2 dimensional and \( 1 \leq 2^{j/2}|\nu - \nu'| \leq 2^{j/2} \) for \( \nu, \nu' \in \Gamma \) and \( \nu \neq \nu' \), we have:

\[
\sup_{\nu} \sum_{\nu'} \frac{1}{2^{j/2}(2^{j/2}|\nu - \nu'|)^2 - \alpha} \leq C_\alpha < +\infty \quad \forall \alpha > 0.
\]

Thus, (3.57) and (3.58) together with Shur’s Lemma imply (3.56).

### 3.4.1 A second decomposition in frequency

From now on, we focus on proving (3.57). Integrating by parts twice in \( \int_{\mathbb{R}^3} B_j^\nu f(x) B_j^{\nu'} f(x) dx \) would ultimately yield:

\[
\left| \int_{\mathbb{R}^3} B_j^\nu f(x) B_j^{\nu'} f(x) dx \right| \lesssim \frac{D^2 \gamma_j^{\nu,\nu'}^{(1)}}{(2^{j/2}|\nu - \nu'|)^2}, \quad |\nu - \nu'| \neq 0.
\]

This corresponds to the case \( \alpha = 0 \) in (3.58) and yields to a log-loss since we have:

\[
\sup_{\nu} \sum_{\nu'} \frac{1}{(2^{j/2}|\nu - \nu'|)^2} \sim j.
\]

To avoid this log-loss, we do a second decomposition in frequency. \( \lambda \) belongs to the interval \( [2^{j-1}, 2^{j+1}] \) which we decompose in intervals \( I_k \):

\[
[2^{j-1}, 2^{j+1}] = \bigcup_{1 \leq k \leq \nu - \nu'|^{-\alpha}} I_k \text{ where } \text{diam}(I_k) \sim 2^j |\nu - \nu'|^\alpha.
\]

Let \( \phi_k \) a partition of unity of the interval \( [2^{j-1}, 2^{j+1}] \) associated to the \( I_k \)'s. We decompose \( B_j^\nu f \) as follows:

\[
B_j^\nu f(x) = \sum_{1 \leq k \leq |\nu - \nu'|^{-\alpha}} B_j^{\nu,k} f(x),
\]

where:

\[
B_j^{\nu,k} f(x) = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i\lambda x \cdot \omega} b(x, \omega) \psi(2^{-j} \lambda) \eta_j^\nu(\omega) \phi_k(\lambda) f(\lambda \omega) \lambda^2 d\lambda d\omega.
\]

We also define:

\[
\gamma_j^{\nu,k} = \| \psi(2^{-j} \lambda) \eta_j^\nu(\omega) \phi_k(\lambda) f \|_{L^2(\mathbb{R}^3)}, \quad j \geq 0, \quad \nu \in \Gamma, \quad 1 \leq k \leq |\nu - \nu'|^{-\alpha},
\]

which satisfy:

\[
(\gamma_j^{\nu,k})^2 = \sum_{1 \leq k \leq |\nu - \nu'|^{-\alpha}} (\gamma_j^{\nu,k})^2.
\]
3.4.2 The two key estimates

We will prove the following two estimates:

\[
\left| \int_{\mathbb{R}^3} B_j^{\nu,k} f(x) \overline{B_j^{\nu',k'}} f(x) dx \right| \lesssim \frac{D^2 \gamma_j^{\nu,k} \gamma_j^{\nu',k'}}{2 j^{\alpha/2} (2 j)^2 |\nu - \nu'|^{2-\alpha}}, \quad |\nu - \nu'| \neq 0, \; 1 \leq k \leq |\nu - \nu'|^{-\alpha},
\]

and

\[
\left| \int_{\mathbb{R}^3} B_j^{\nu,k} f(x) \overline{B_j^{\nu',k'}} f(x) dx \right| \lesssim \frac{D^2 \gamma_j^{\nu,k} \gamma_j^{\nu',k'}}{|k - k'|^{2(1-\alpha/2)/2} (2 j^{1/2} |\nu - \nu'|)^{1+\alpha/2}},
\]

for \(|\nu - \nu'| \neq 0, \; 1 \leq k, k' \leq |\nu - \nu'|^{-\alpha}, \; k \neq k'\).

(3.66) and (3.67) imply:

\[
\left| \int_{\mathbb{R}^3} B_j^{\nu} f(x) \overline{B_j^{\nu'}} f(x) dx \right| \leq \sum_{1 \leq k \leq |\nu - \nu'|^{-\alpha}} \left| \int_{\mathbb{R}^3} B_j^{\nu,k} f(x) \overline{B_j^{\nu',k'}} f(x) dx \right|
+ \sum_{1 \leq k \neq k' \leq |\nu - \nu'|^{-\alpha}} \frac{D^2 \gamma_j^{\nu,k} \gamma_j^{\nu',k'}}{2 j^{\alpha/2} (2 j^{1/2} |\nu - \nu'|)^{2-\alpha}}
\]

\[
\quad \lesssim \sum_{1 \leq k \leq |\nu - \nu'|^{-\alpha}} \frac{1}{|k - k'|^{2(1-\alpha/2)/2} (2 j^{1/2} |\nu - \nu'|)^{1+\alpha/2}}
\]

\[
\lesssim \frac{1}{2 j^{\alpha/2} (2 j^{1/2} |\nu - \nu'|)^{2-\alpha}},
\]

where we have used (3.65) in the last inequality and the fact that:

\[
\sup_{1 \leq k \leq |\nu - \nu'|^{-\alpha}} \sum_{1 \leq k' \leq |\nu - \nu'|^{-\alpha}, \; k' \neq k} \frac{1}{|k - k'|} \lesssim \alpha \log(|\nu - \nu'|).
\]

(3.69)

Since (3.68) yields the wanted estimate (3.57), we are left with proving (3.66) and (3.67).

3.4.3 Proof of (3.66)

The estimate (3.66) will result of two integrations by parts with respect to tangential derivatives. By definition of \(\nabla\), we have \(\nabla h = \nabla h - (\nabla \omega h) \omega\) for any function \(h\) on \(\mathbb{R}^3\). In particular, we have \(\nabla (x \cdot \omega) = 0\) and \(\nabla (x \cdot \omega') = \omega' - (\omega' \cdot \omega) \omega\). Now, since \(|\omega' - (\omega' \cdot \omega) \omega|^2 = 1 - (\omega' \cdot \omega)^2\), this yields:

\[
e^{i\lambda x \cdot \omega - i\lambda' x' \cdot \omega'} = \frac{i}{\lambda' \sqrt{1 - (\omega' \cdot \omega)^2}} \nabla e^{e^{i\lambda x \cdot \omega - i\lambda' x' \cdot \omega'}},
\]

where

\[
e = \frac{\omega' - (\omega' \cdot \omega) \omega}{\sqrt{1 - (\omega' \cdot \omega)^2}} \quad (3.71)
\]
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is a tangent vector with respect of the level surfaces of $x \cdot \omega$. Similarly, we have:

$$e^{i\lambda x \cdot \omega - i\lambda' x \cdot \omega'} = \frac{1}{\lambda \sqrt{1 - (\omega' \cdot \omega)^2}} \nabla' e'(e^{i\lambda x \cdot \omega - i\lambda' x \cdot \omega'}),$$  \hspace{1cm} (3.72)

where

$$e' = \frac{\omega - (\omega \cdot \omega') \omega'}{\sqrt{1 - (\omega' \cdot \omega)^2}}$$  \hspace{1cm} (3.73)

is a tangent vector with respect of the level surfaces of $x \cdot \omega'$. For $p \in \mathbb{Z}$, We introduce the notation $F_{j,k,p}(x \cdot \omega)$:

$$F_{j,k,p}(x \cdot \omega) = \int_{0}^{+\infty} e^{i\lambda x \cdot \omega} \phi_j(\lambda) f(\lambda \omega) (2^{-j} \lambda)^p \lambda^2 d\lambda.$$  \hspace{1cm} (3.74)

We integrate once by parts using (3.70) in $\int_{\mathbb{R}^3} B_{j}^{\nu,k} f(x) B_{j}^{\nu',k} f(x) dx$ and we obtain:

$$\int_{\mathbb{R}^3} B_{j}^{\nu,k} f(x) B_{j}^{\nu',k} f(x) dx \hspace{1cm} (3.75)$$

$$= 2^{-j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \frac{i \nabla b(x, \omega) b(x', \omega')}{1 - (\omega' \cdot \omega)^2} F_{j,k,0}(x \cdot \omega) F_{j,k,-1}(x \cdot \omega') \eta_j^\nu(\omega) \eta_j^\nu'(\omega') d\omega d\omega' dx$$

$$+ 2^{-j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \frac{i b(x, \omega) \nabla b(x', \omega')}{1 - (\omega' \cdot \omega)^2} F_{j,k,0}(x \cdot \omega) F_{j,k,-1}(x \cdot \omega') \eta_j^\nu(\omega) \eta_j^\nu'(\omega') d\omega d\omega' dx.$$  

We then integrate a second time by parts using (3.72) (so that there is at least one tangential derivative on $b(x, \omega')$):

$$\int_{\mathbb{R}^3} B_{j}^{\nu,k} f(x) B_{j}^{\nu',k} f(x) dx \hspace{1cm} (3.76)$$

$$= 2^{-2j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \frac{\nabla b(x, \omega) b(x', \omega')}{1 - (\omega' \cdot \omega)^2} F_{j,k,0}(x \cdot \omega) F_{j,k,-2}(x \cdot \omega') \eta_j^\nu(\omega) \eta_j^\nu'(\omega') d\omega d\omega' dx$$

$$+ 2^{-2j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \frac{\nabla b(x, \omega) \nabla b(x', \omega')}{1 - (\omega' \cdot \omega)^2} F_{j,k,0}(x \cdot \omega) F_{j,k,-2}(x \cdot \omega') \eta_j^\nu(\omega) \eta_j^\nu'(\omega') d\omega d\omega' dx$$

$$+ 2^{-2j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \frac{\nabla b(x, \omega) \nabla b(x', \omega')}{1 - (\omega' \cdot \omega)^2} F_{j,k,-1}(x \cdot \omega) \eta_j^\nu(\omega) \eta_j^\nu'(\omega') d\omega d\omega' dx$$

$$+ 2^{-2j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \frac{b(x, \omega) \nabla b(x', \omega')}{1 - (\omega' \cdot \omega)^2} F_{j,k,-1}(x \cdot \omega) \eta_j^\nu(\omega) \eta_j^\nu'(\omega') d\omega d\omega' dx.$$  

**Control of the right-hand side of (3.76).** We now estimate the four terms in (3.76). Using the fact that:

$$\omega \cdot \omega' = 1 - \frac{|\omega - \omega'|^2}{2},$$  \hspace{1cm} (3.77)

we obtain the following expansions:

$$\frac{1}{1 - (\omega' \cdot \omega)^2} = \frac{1}{|\nu - \nu'|^2} \left( 1 + \sum_{p+q \geq 1} e_{p,q}^1 \left( \frac{|\omega - \nu|}{|\nu - \nu'|} \right)^p \left( \frac{|\omega' - \nu|}{|\nu - \nu'|} \right)^q \right).$$  \hspace{1cm} (3.78)
and

\[ e = \nu' - (\nu' \cdot \nu) \nu + \sum_{p+q \geq 1} c_{p,q}^2 \left( \frac{\omega - \nu}{|\nu - \nu'|} \right)^p \left( \frac{\omega' - \nu'}{|\nu - \nu'|} \right)^q, \quad (3.79) \]

where \( c_1 p, q \) and \( c_{p,q}^2 \) are constants. The expansions (3.78) and (3.79) allow us to rewrite the four terms of \( \int_{\mathbb{R}^3} B_j^{\nu,k} f(x) B_j^{\nu',k} f(x) dx \) such that one may separate the terms depending on \((\lambda, \omega)\) from the terms depending on \((\lambda', \omega')\). For instance, the first term in the right-hand side of (3.76) becomes:

\[
\frac{2^{-j}}{(2j/2|\nu - \nu'|)^2} \sum_{p+q \geq 0} c_{p,q} \int_{\mathbb{R}^3} \left( \int_{\mathbb{S}^2} \nabla \nabla b(x, \omega) F_{j,k,0}(x \cdot \omega) \left( \frac{\omega - \nu}{|\nu - \nu'|} \right)^p \eta_j^p(\omega) d\omega \right) 
\times \left( \int_{\mathbb{S}^2} b(x, \omega') F_{j,k,-2}(x \cdot \omega') \left( \frac{\omega' - \nu'}{|\nu - \nu'|} \right)^q \eta_j^q(\omega') d\omega' \right) dx,
\]

where \( c_{p,q} \) are constants. Since we have:

\[
\frac{|\omega - \nu|}{|\nu - \nu'|} \lesssim \frac{1}{2^{3j/2} |\nu - \nu'|} \quad \text{and} \quad \frac{|\omega' - \nu'|}{|\nu - \nu'|} \lesssim \frac{1}{2^{3j/2} |\nu - \nu'|},
\]

the terms in the expansion (3.80) have more and more decay, and it is enough to consider the first one. We have:

\[
\frac{2^{-j}}{(2j/2|\nu - \nu'|)^2} \int_{\mathbb{R}^3} \left( \int_{\mathbb{S}^2} \nabla \nabla b(x, \omega) F_{j,k,0}(x \cdot \omega) \eta_j^p(\omega) d\omega \right) 
\times \left( \int_{\mathbb{S}^2} b(x, \omega') F_{j,k,-2}(x \cdot \omega') \eta_j^q(\omega') d\omega' \right) dx \leq \frac{2^{-j}}{(2j/2|\nu - \nu'|)^2} \left( \int_{\mathbb{S}^2} \| \nabla \nabla b \|_{L^2(\mathbb{R}^3)} \| F_{j,k,0} \|_{L^\infty(\mathbb{S}^2)} \eta_j^p(\omega) d\omega \right) 
\times \left\| \int_{\mathbb{S}^2} b(x, \omega') F_{j,k,-2}(x \cdot \omega') \eta_j^q(\omega') d\omega' \right\|_{L^2(\mathbb{R}^3)}.
\]

Using the estimate for the diagonal term (3.18) yields:

\[
\left\| \int_{\mathbb{S}^2} b(x, \omega') F_{j,k,-2}(x \cdot \omega') \eta_j^q(\omega') d\omega' \right\|_{L^2(\mathbb{R}^3)} \lesssim D \gamma_j^{\nu',k'}.
\]

Using Cauchy Schwartz in \( \lambda \) together with the size of the support of \( \phi_k \) yields:

\[
\| F_{j,k,0} \|_{L^\infty(\mathbb{S}^2)} \lesssim 2^{3j/2} |\nu - \nu'|^{\frac{\theta}{2}} \| \psi(2^{-j} \lambda) \phi_k(\lambda \omega) \|_{L^2},
\]

Finally, the assumption (2.51) on \( b(x, \omega) \), the size of the support in \( \omega \), (3.82), (3.83) and (3.84) imply:

\[
\frac{2^{-j}}{(2j/2|\nu - \nu'|)^2} \int_{\mathbb{R}^3} \left( \int_{\mathbb{S}^2} \nabla \nabla b(x, \omega) F_{j,k,0}(x \cdot \omega) \eta_j^p(\omega) d\omega \right) 
\times \left( \int_{\mathbb{S}^2} b(x, \omega') F_{j,k,-2}(x \cdot \omega') \eta_j^q(\omega') d\omega' \right) dx \lesssim \frac{D^2 |\nu - \nu'|^{\frac{\theta}{2}}}{(2j/2 |\nu - \nu'|)^2} \gamma_j^{\nu',k'} \gamma_j^{\nu',k'},
\]
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which satisfies the wanted estimate (3.66). The last term in the right-hand side of (3.76) is estimated exactly in the same way.

**Control of the second term in the right-hand side of (3.76).** We still need to estimate the second and the third term in the right-hand side of (3.76). Estimating them directly would yield the estimate (3.59) and ultimately the log-loss (3.60). Thus, we need to integrate by parts once more. We first consider the second term in the right-hand side of (3.76). Estimating them yields:

\[
2^{-2j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \frac{\nabla_e b(x, \omega) \nabla_e b(x', \omega')}{(1 - (\omega' \cdot \omega)^2)^{3/2}} F_{j,k,0}(x \cdot \omega) F_{j,k,-2}(x \cdot \omega') \eta_j^\nu(\omega) \eta_j^\nu'(\omega') d\omega' d\omega' dx
\]

\[
= i2^{-3j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \nabla_e \nabla_e b(x, \omega) \nabla_e b(x', \omega') \frac{1}{(1 - (\omega' \cdot \omega)^2)^{3/2}} F_{j,k,-1}(x \cdot \omega) F_{j,k,-2}(x \cdot \omega') \eta_j^\nu(\omega) \eta_j^\nu'(\omega') d\omega' d\omega' dx
\]

\[
+ i2^{-3j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \nabla_e b(x, \omega) \nabla_e \nabla_e b(x', \omega') \frac{1}{(1 - (\omega' \cdot \omega)^2)^{3/2}} F_{j,k,-1}(x \cdot \omega) F_{j,k,-2}(x \cdot \omega') \eta_j^\nu(\omega) \eta_j^\nu'(\omega') d\omega' d\omega' dx.
\]

The two terms in the right-hand side of (3.86) are estimated in the same way, so we only consider the first one. It is estimated by:

\[
2^{-3j} \left| \int_{\mathbb{R}^3 \times S^2 \times S^2} \nabla_e \nabla_e b(x, \omega) \nabla_e b(x', \omega') \frac{1}{(1 - (\omega' \cdot \omega)^2)^{3/2}} F_{j,k,-1}(x \cdot \omega) F_{j,k,-2}(x \cdot \omega') \eta_j^\nu(\omega) \eta_j^\nu'(\omega') d\omega' d\omega' dx \right|
\]

\[
\leq 2^{-3j} \int_{S^2 \times S^2} \frac{1}{(1 - (\omega' \cdot \omega)^2)^{3/2}} \left\| \nabla \nabla b(x, \omega) \right\|_{L^2(\mathbb{R}^3)} \left\| F_{j,k,-1} \right\|_{L^\infty_{\omega}} \times \left\| \nabla b(x', \omega') \right\|_{L^\infty_{\omega}, L^2(\mathbb{R}^3)} \left\| F_{j,k,-2} \right\|_{L^\infty_{\omega}, L^2(\mathbb{R}^3)} \eta_j^\nu(\omega) \eta_j^\nu'(\omega') d\omega' d\omega'
\]

\[
\lesssim \frac{D^2 |\nu - \nu'|^2}{(2^{7/2} |\nu - \nu'|)^{3/2}} \eta_j^{\nu, k, \nu', k'},
\]

(3.87)

where we have used Plancherel to estimate \( \| F_{j,k,-2} \|_{L^2_{\omega, \nu}} \), Cauchy-Schwartz in \( \omega \) and \( \omega' \), the assumption (2.51) on \( b \), and the estimate (3.84). (3.87) satisfies the wanted estimate (3.66).

**Control of the third term in the right-hand side of (3.76) and end of the proof of (3.66).** Finally, we consider the third term in the right-hand side of (3.76). Neither of the two terms \( \nabla_e b \) and \( \nabla_e b \) contain tangential derivatives, so integrating by parts directly would require to control two normal derivatives of \( b \), which is not part of the assumptions (2.51). We first remark using the definition (3.71) of \( e \) and (3.73) of \( e' \) that:

\[
e + e' = \frac{(1 - \omega' \cdot \omega)(\omega + \omega')}{\sqrt{1 - (\omega' \cdot \omega)^2}},
\]

(3.88)

which yields the estimate:

\[
e + e' \lesssim |\nu - \nu'|.
\]

(3.89)
This allows us to rewrite the third term in the right-hand side of (3.76) as:

\[
2^{-2j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \frac{\nabla_{\nu'} b(x, \omega) \nabla_{\nu'} b(x', \omega')}{1 - (\omega' \cdot \omega)^2} F_{j,k,-1}(x \cdot \omega) F_{j,k,-1}(x \cdot \omega') \eta'_j(\omega) \eta'_j(\omega') d\omega d\omega' dx \\
= 2^{-2j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \frac{\nabla_{\nu} b(x, \omega) \nabla_{\nu} b(x', \omega')}{1 - (\omega' \cdot \omega)^2} F_{j,k,-1}(x \cdot \omega) F_{j,k,-1}(x \cdot \omega') \eta'_j(\omega) \eta'_j(\omega') d\omega d\omega' dx \\
+ 2^{-2j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \frac{\nabla_{\nu'} b(x, \omega) \nabla_{\nu'} b(x', \omega')}{1 - (\omega' \cdot \omega)^2} F_{j,k,-1}(x \cdot \omega) F_{j,k,-1}(x \cdot \omega') \eta'_j(\omega) \eta'_j(\omega') d\omega d\omega' dx.
\]

(3.90)

The first term in the right-hand side of (3.90) is estimated in exactly as we proceeded for the second term in the right-hand side of (3.76) (i.e. by performing an additional integration by parts with the help of (3.72)). The second term in the right-hand side of (3.90) is estimated directly by:

\[
2^{-2j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \left| \frac{\nabla_{\nu'} b(x, \omega) \nabla_{\nu'} b(x', \omega')}{1 - (\omega' \cdot \omega)^2} F_{j,k,-1}(x \cdot \omega) F_{j,k,-1}(x \cdot \omega') \eta'_j(\omega) \eta'_j(\omega') d\omega d\omega' dx \right|
\leq 2^{-2j} \int_{\mathbb{R}^3 \times S^2 \times S^2} \frac{|e + e'|}{1 - (\omega' \cdot \omega)^2} \| \nabla b(x, \omega) \|_{L^\infty L^2(P_\omega)} \| F_{j,k,-1} \|_{L^2_{\omega} \omega} \| \nabla b(x', \omega') \|_{L^\infty L^2(P_{\omega'})} \\
\times \| F_{j,k,-1} \|_{L^2_{\omega} \omega} \| \eta'_j(\omega) \|_{L^2_{\omega} \omega} \| \eta'_j(\omega') d\omega d\omega' \\
\leq D^2 2^{j/2} (2|\nu - \nu'|)^{\gamma_{j,k}^{\nu,k'}},
\]

(3.91)

where we have used Plancherel to estimate \( \| F_{j,k,-1} \|_{L^2_{\omega} \omega} \) and \( \| F_{j,k,-1} \|_{L^2_{\omega} \omega} \), Cauchy-Schwartz in \( \omega \) and \( \omega' \), the assumption (2.51) on \( b \), and the estimate (3.89). (3.91) satisfies the wanted estimate (3.66) for \( 0 < \alpha \leq 1 \). We now control all the terms in the right-hand side of (3.76) which concludes the proof of (3.66).

3.4.4 Proof of (3.67)

The estimate (3.67) will result of two integrations by parts, one with respect to the normal derivative, and one with respect to tangential derivatives. We first integrate by parts with respect to \( \partial_{x,\omega} \) in \( \int_{\mathbb{R}^3} B^\nu_{j,k} f(x) B^{\nu'}_{j,k} f(x) dx \) using (3.23). We obtain:

\[
\int_{\mathbb{R}^3} B^\nu_{j,k} f(x) B^{\nu'}_{j,k} f(x) dx = \int_{\mathbb{R}^3 \times S^2 \times S^2} \int_0^{+\infty} \int_0^{+\infty} \frac{i}{\lambda - \lambda' \omega \cdot \omega'} \\
\times \partial_{x,\omega} b(x, \omega) b(x, \omega') \eta'_j(\omega) \eta'_j(\omega') \psi(2^{-j} \lambda') \psi(2^{-j} \lambda) \phi_k(\lambda) \phi_k(\lambda') d\lambda d\lambda' d\omega d\omega' dx \\
\times f(\lambda) f(\lambda') \lambda^2 \lambda'^2 d\lambda d\lambda' d\omega d\omega' dx + \int_{\mathbb{R}^3 \times S^2 \times S^2} \int_0^{+\infty} \int_0^{+\infty} \frac{i}{\lambda - \lambda' \omega \cdot \omega'} \\
\times b(x, \omega) \partial_{x,\omega} b(x, \omega') \eta'_j(\omega) \eta'_j(\omega') \psi(2^{-j} \lambda') \psi(2^{-j} \lambda) \phi_k(\lambda) \phi_k(\lambda') d\lambda d\lambda' d\omega d\omega' dx \\
\times f(\lambda) f(\lambda') \lambda^2 \lambda'^2 d\lambda d\lambda' d\omega d\omega' dx.
\]

(3.92)

We then integrate a second time by parts using (3.70) for the first term in the right-hand side of (3.92), and using (3.72) for the second term in the right-hand side of (3.92) (so
that there is at least one tangential derivative on \( b(x, \omega') \). We obtain:

\[
\int_{\mathbb{R}^3} B_j^{\nu,k} f(x) B_j^{\nu',k'} f(x) dx = \sum_{p,q,r \geq 0} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{1}{(\lambda - \lambda' \cdot \omega') \lambda' \lambda \sqrt{1 - (\omega' \cdot \omega)^2}}
\]

\[
\times \nabla_{\nu} \partial_{x,\omega} b(x, \omega) b(x, \omega') \psi(2^{-j} \lambda) \psi(2^{-j'} \lambda') \phi_k(\lambda) \phi_{k'}(\lambda') f(\lambda) f(\lambda')
\]

\[
\times \lambda^2 \lambda'^2 d\lambda d\lambda' d\omega d\omega' dx + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{1}{(\lambda - \lambda' \cdot \omega') \lambda' \lambda \sqrt{1 - (\omega' \cdot \omega)^2}}
\]

\[
\times \partial_{x,\omega} b(x, \omega) \partial_{x,\omega'} b(x, \omega') \psi(2^{-j} \lambda) \psi(2^{-j'} \lambda') \phi_k(\lambda) \phi_{k'}(\lambda') f(\lambda) f(\lambda')
\]

\[
\times \lambda^2 \lambda'^2 d\lambda d\lambda' d\omega d\omega' dx + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{1}{(\lambda - \lambda' \cdot \omega') \lambda' \lambda \sqrt{1 - (\omega' \cdot \omega)^2}}
\]

\[
\times \nabla_{\nu} b(x, \omega) \partial_{x,\omega} b(x, \omega') \psi(2^{-j} \lambda) \psi(2^{-j'} \lambda') \phi_k(\lambda) \phi_{k'}(\lambda') f(\lambda) f(\lambda')
\]

\[
\times \lambda^2 \lambda'^2 d\lambda d\lambda' d\omega d\omega' dx + \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{1}{(\lambda - \lambda' \cdot \omega') \lambda' \lambda \sqrt{1 - (\omega' \cdot \omega)^2}}
\]

\[
\times b(x, \omega) \nabla_{\nu} \partial_{x,\omega} b(x, \omega') \psi(2^{-j} \lambda) \psi(2^{-j'} \lambda') \phi_k(\lambda) \phi_{k'}(\lambda') f(\lambda) f(\lambda')
\]

\[
\times \lambda^2 \lambda'^2 d\lambda d\lambda' d\omega d\omega' dx.
\]

\[(3.93)\]

Since \(|\lambda - k 2^j| |\nu - \nu'|^\alpha| \leq 2^j |\nu - \nu'|^\alpha| \) on the support of \( \phi_k \) and \(|\lambda' - k' 2^j| |\nu - \nu'|^\alpha| \leq 2^j |\nu - \nu'|^\alpha| \) on the support of \( \phi_{k'} \), we have the following expansion:

\[
\frac{1}{\lambda - \lambda' \cdot \omega'} = \frac{1}{(k - k' 2^j)|\nu - \nu'|^\alpha} \sum_{p,q,r \geq 0} c_{p,q,r} \left( \frac{\lambda - k 2^j|\nu - \nu'|^\alpha}{(k - k' 2^j)|\nu - \nu'|^\alpha} \right)^p \left( \frac{\lambda' - k' 2^j|\nu - \nu'|^\alpha}{(k - k' 2^j)|\nu - \nu'|^\alpha} \right)^q \lambda^2 d\lambda.
\]

\[(3.94)\]

For \( p \in \mathbb{Z} \) and \( q \in \mathbb{N} \), we introduce the notation \( F_{j,k,p,q}(x \cdot \omega) \):

\[
F_{j,k,p,q}(x, \omega) = \int_0^{+\infty} e^{\lambda x,\omega} \psi(2^{-j} \lambda) \phi_k(\lambda) \phi_{\lambda'}(\lambda') (2^{-j} \lambda)^p \left( \frac{\lambda - k 2^j|\nu - \nu'|^\alpha}{2|\nu - \nu'|^\alpha} \right)^q \lambda^2 d\lambda.
\]

\[(3.95)\]

\[(3.93), (3.94) \text{ and } (3.95) \text{ yield:}
\]

\[
\int_{\mathbb{R}^3} B_j^{\nu,k} f(x) B_j^{\nu',k'} f(x) dx = \sum_{p,q,r \geq 0} c_{p,q,r} (A^1_{p,q,r} + A^2_{p,q,r} + A^{1,2}_{p,q,r} + A^{2,2}_{p,q,r}),
\]

\[(3.96)\]

where \( A^1_{p,q,r}, A^2_{p,q,r}, A^{1,2}_{p,q,r} \) and \( A^{2,2}_{p,q,r} \) are given by:

\[
A^1_{p,q,r} = \frac{1}{(k - k' 2^j)|\nu - \nu'|^\alpha} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{1}{\sqrt{1 - (\omega' \cdot \omega)^2}}
\]

\[
\times \frac{|\omega - \omega'|^2}{|\nu - \nu'|^\alpha} \nabla_{\nu} \partial_{x,\omega} b(x, \omega) F_{j,k,0,p}(x \cdot \omega) b(x, \omega') F_{j,k',r-1,q}(x \cdot \omega') d\omega d\omega' dx,
\]

\[(3.97)\]

\[
A^2_{p,q,r} = \frac{1}{(k - k' 2^j)|\nu - \nu'|^\alpha} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{1}{\sqrt{1 - (\omega' \cdot \omega)^2}}
\]

\[
\times \frac{|\omega - \omega'|^2}{|\nu - \nu'|^\alpha} \partial_{x,\omega} b(x, \omega) F_{j,k,0,p}(x \cdot \omega) \nabla_{\nu} b(x, \omega') F_{j,k',r-1,q}(x \cdot \omega') d\omega d\omega' dx,
\]

\[(3.98)\]
\[ A_{p,q,r}^{2,1} = \frac{1}{(k - k')^{p+q+r+12/2j}(|\nu - \nu'|^2) \int_{\mathbb{R}^3 \times S^2} \frac{1}{\sqrt{1 - (\omega \cdot \omega')^2}} \times \left( \frac{|\omega - \omega'|^2}{|\nu - \nu'|^2} \right)^r \nabla_{\nu} b(x, \omega) F_{j,k,-1,p}(x \cdot \omega) \partial_{x \cdot \omega} b(x, \omega') F_{j,k',r,q}(x \cdot \omega') d\omega d\omega' dx, \] (3.99)

and
\[ A_{p,q,r}^{2,2} = \frac{1}{(k - k')^{p+q+r+12/2j}(|\nu - \nu'|^2) \int_{\mathbb{R}^3 \times S^2} \frac{1}{\sqrt{1 - (\omega \cdot \omega')^2}} \times \left( \frac{|\omega - \omega'|^2}{|\nu - \nu'|^2} \right)^r b(x, \omega) F_{j,k,-1,p}(x \cdot \omega) \nabla_{\nu} b(x, \omega') F_{j,k',r,q}(x \cdot \omega') d\omega d\omega' dx. \] (3.100)

**Control of** \( A_{p,q,r}^{1,1}, A_{p,q,r}^{1,2}, A_{p,q,r}^{2,1}, \) and \( A_{p,q,r}^{2,2} \). **We start by evaluating** \( A_{p,q,r}^{1,2} \). **We have:**
\[ |A_{p,q,r}^{1,2}| \leq \frac{1}{(k - k')^{p+q+r+12/2j}(|\nu - \nu'|^2) \int_{\mathbb{R}^3 \times S^2} \frac{1}{\sqrt{1 - (\omega \cdot \omega')^2}} \| \nabla b(x, \omega) \|_{L^\infty L^2(P_u)} \times \| F_{j,k,0,p} \|_{L^2(\omega)} \| \nabla b(x, \omega') \|_{L^\infty L^2(P_u)} \| F_{j,k',r-1,q} \|_{L^2(\omega)} d\omega d\omega' \]
\[ \lesssim (k - k')^{p+q+r+12j/2(1-\alpha)(2j/2)(|\nu - \nu'|^2)} \] (3.101)

where we have used Plancherel to estimate \( \| F_{j,k,0,p} \|_{L^2(\omega)} \) and \( \| F_{j,k',r-1,q} \|_{L^2(\omega)} \), Cauchy-Schwartz in \( \omega \) and \( \omega' \) and the assumption (2.51) on \( b \). **We control** \( A_{p,q,r}^{2,1} \) in the same way.

It remains to estimate \( A_{p,q,r}^{1,1} \) and \( A_{p,q,r}^{2,2} \). **They are controlled in the same way, so we focus on estimating** \( A_{p,q,r}^{1,1} \). **Using the expansions (3.78) and (3.79), we obtain:**
\[ A_{p,q,r}^{1,1} = \sum_{l,m \geq 0} c_{p,q,r,l,m} A_{p,q,r,l,m} \] (3.102)

where \( A_{p,q,r,l,m} \) are given by:
\[ A_{p,q,r,l,m}^{1,1} = \frac{1}{(k - k')^{p+q+r+12j(3/2-\alpha/2)(2j/2)(\nu - \nu')} (2j/2)(\nu - \nu')} \times \int_{\mathbb{R}^3} \left( \int_{S^2} \left( \frac{\omega - \nu}{|\nu - \nu'|} \right)^l \nabla_{\nu} b(x, \omega) F_{j,k,0,p}(x \cdot \omega) \eta_j^l(\omega) d\omega \right) \times \left( \int_{S^2} \left( \frac{\omega' - \nu'}{|\nu - \nu'|} \right)^m b(x, \omega') F_{j,k',r-1,q}(x \cdot \omega') \eta_j^{r'}(\omega') d\omega' \right) dx. \] (3.103)

The terms in the expansion (3.102) have more and more decay, and it is enough to consider
the first one. We have:

\[
\frac{1}{(k - k')^{p+q+r+1}2^{j(3/2-\alpha/2)}(2^{j/2})^{1+\alpha}} \times \left| \int_{\mathbb{R}^3} \left( \int_{\mathbb{S}^2} \nabla b(x, \omega) F_{j,k,0,p}(x \cdot \omega) \eta_j^p(\omega) d\omega \right) \right| \times \left| \int_{\mathbb{S}^2} b(x, \omega') F_{j,k',r-1,q}(x \cdot \omega') \eta_j^r(\omega') d\omega' \right| dx \leq \frac{1}{(k - k')^{p+q+r+1}2^{j(3/2-\alpha/2)}(2^{j/2})^{1+\alpha}} \times \left( \int_{\mathbb{S}^2} \| \nabla b(x, \omega) \|_{L^2(\mathbb{R}^3)} \| F_{j,k,0,p} \|_{L^\infty(\mathbb{S}^2)} \eta_j^p(\omega) d\omega \right) \times \left\| \int_{\mathbb{S}^2} b(x, \omega') F_{j,k',r-1,q}(x \cdot \omega') \eta_j^r(\omega') d\omega' \right\|_{L^2(\mathbb{R}^3)}
\]

(3.104)

Using the estimate for the diagonal term (3.18) yields:

\[
\left\| \int_{\mathbb{S}^2} b(x, \omega') F_{j,k',r-1,q}(x \cdot \omega') \eta_j^r(\omega') d\omega' \right\|_{L^2(\mathbb{R}^3)} \leq D \gamma_j^{\nu',k'}.
\]

(3.105)

Finally, the assumption (2.51) on \(b(x, \omega)\), the size of the support in \(\omega\), the bound (3.84) on \(\|F_{j,k,0,p}\|_{L^\infty(\mathbb{S}^2)}\), (3.103), (3.104) and (3.105) imply:

\[
|A_{p,q,r}^{1,1}| \lesssim \frac{D^2 |\nu - \nu'| \alpha_j \eta_j^p \gamma_j^{\nu',k'} \gamma_j^{\nu',k'}}{(k - k')^{p+q+r+1}2^{j(3/2-\alpha/2)}(2^{j/2})^{1+\alpha}}.
\]

(3.106)

Summing in \(p, q, r\) the estimate (3.101) and its analog for \(A_{p,q,r}^{2,1}\) together with (3.106) and its analog for \(A_{p,q,r}^{2,2}\), and using (3.96), we obtain the wanted estimate (3.67).

3.4.5 End of the proof of Proposition 3.2

We have proved the estimates (3.66) and (3.67) in the two previous sections. Since (3.66) and (3.67) yield (3.57) (see section 3.4.2), this concludes the proof of Proposition 3.2.

3.5 Proof of Proposition 3.3 (control of the diagonal term)

We have to prove (3.18):

\[
\| B_j^\nu f \|_{L^2(\mathbb{R}^3)} \lesssim D \gamma_j^\nu.
\]

(3.107)

Recall that \(B_j^\nu\) is given by:

\[
B_j^\nu f(x) = \int_{\mathbb{S}^2} b(x, \omega) F_j(x \cdot \omega) \eta_j^\nu(\omega) d\omega,
\]

(3.108)

where \(F_j(x \cdot \omega)\) is defined by:

\[
F_j(x \cdot \omega) = \int_0^{+\infty} e^{i\lambda x \cdot \omega} (2^{-j}\lambda) f(\lambda \omega) \lambda^2 d\lambda.
\]

(3.109)
We decompose $B_j^\nu$ in the sum of two terms:

$$B_j^\nu f(x) = b(x, \nu) \int_{\mathbb{S}^2} F_j(x \cdot \omega) \eta_j^\nu(\omega) d\omega + \int_{\mathbb{S}^2} (b(x, \omega) - b(x, \nu)) F_j(x \cdot \omega) \eta_j^\nu(\omega) d\omega. \quad (3.110)$$

Notice that the first term in the right-hand side of (3.110) is equal to

$$b(x, \nu) \int_{\mathbb{S}^2} F_j(x \cdot \omega) \eta_j^\nu(\omega) d\omega = b(x, \nu) F^{-1}(\psi(2^{-j} \lambda) \eta_j^\nu(\omega) f(\lambda \omega))(x), \quad (3.111)$$

where $F$ denotes the Fourier transform on $\mathbb{R}^3$. Now, the assumption (2.51) on $b$ imply that $\|b\|_{L_\infty(\mathbb{R}^3)} \lesssim D$. Together with (3.111), this yields:

$$\left\| b(x, \nu) \int_{\mathbb{S}^2} F_j(x \cdot \omega) \eta_j^\nu(\omega) d\omega \right\|_{L^2(\mathbb{R}^3)} \lesssim D \gamma_j^\nu. \quad (3.112)$$

We turn to the second term in the right-hand side of (3.110). We have:

$$\left\| \int_{\mathbb{S}^2} (b(x, \omega) - b(x, \nu)) F_j(x \cdot \omega) \eta_j^\nu(\omega) d\omega \right\|_{L^2(\mathbb{R}^3)} \leq \int_{\mathbb{S}^2} \|b(x, \omega) - b(x, \nu)\|_{L_\infty L^2(P_\omega)} \|F_j\|_{L_\infty L^2(\mathbb{R}^3)} \|\eta_j^\nu(\omega)\|_{L^2(\mathbb{R}^3)} d\omega. \quad (3.113)$$

Now, $H^{1/2+\alpha}(\mathbb{R}^3)$ embeds in $L_\infty^\infty L^2(P_\omega)$ for any $\alpha > 0$, thus:

$$\|b(x, \omega) - b(x, \nu)\|_{L_\infty L^2(P_\omega)} \lesssim \|b(x, \omega) - b(x, \nu)\|_{H^{1/2+\alpha}(\mathbb{R}^3)} \simeq |\omega - \nu| \|\partial_\omega b\|_{H^{1/2+\alpha}}. \quad (3.114)$$

Together with (3.113), this yields:

$$\left\| \int_{\mathbb{S}^2} (b(x, \omega) - b(x, \nu)) F_j(x \cdot \omega) \eta_j^\nu(\omega) d\omega \right\|_{L^2(\mathbb{R}^3)} \leq \int_{\mathbb{S}^2} |\omega - \nu| \|\partial_\omega b\|_{H^{1/2+\alpha}(\mathbb{R}^3)} \|F_j\|_{L_\infty L^2(\mathbb{R}^3)} \|\eta_j^\nu(\omega)\|_{L^2(\mathbb{R}^3)} d\omega \lesssim D \gamma_j^\nu, \quad (3.115)$$

where we have used Plancherel to estimate $\|F_j\|_{L_\infty L^2(\mathbb{R}^3)}$, Cauchy-Schwartz in $\omega$, the assumption (2.51) on $b$, and the fact that $|\omega - \nu| \lesssim 2^{-j/2}$ on the support of $\eta_j^\nu$.

Finally, (3.110), (3.112) and (3.115) yield the wanted estimate (3.107) which concludes the proof of Proposition 3.3.

4 Proof of Theorem 2.8 ($L^2$ boundedness for Fourier integral operator)

4.1 The basic computation

We start the proof of Theorem 2.8 with the following instructive computation:

$$\|Uf\|_{L^2(\Sigma)} \leq \int_{\mathbb{R}^3} \left\| b(x, \omega) \int_0^{+\infty} e^{i\lambda u} f(\lambda \omega) \lambda^2 d\lambda \right\|_{L^2(\Sigma)} d\omega \leq \int_{\mathbb{R}^3} \|b(x, \omega)\|_{L_\infty L^2(P_\omega)} \left\| \int_0^{+\infty} e^{i\lambda u} f(\lambda \omega) \lambda^2 d\lambda \right\|_{L_\infty^\infty} d\omega \leq D \|\lambda f\|_{L^2(\Sigma)}, \quad (4.1)$$
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where we have used Plancherel with respect to $\lambda$, Cauchy-Schwarz with respect to $\omega$ and (2.51) to bound $\|b\|_{L^\infty_x L^2_P}$, (4.1) misses the conclusion (2.45) of Theorem 2.8 by a power of $\lambda$. Now, assume for a moment that we may replace a power of $\lambda$ by a derivative on $b(x, \omega)$. Then, the same computation yields:

\[ \left\| \int_{S^2} \int_0^{+\infty} \nabla b(x, \omega) e^{i\lambda u} \frac{f(\lambda \omega)}{\lambda^2} \lambda d\lambda d\omega \right\|_{L^2(\Sigma)} \leq \int_{S^2} \left\| \nabla b(x, \omega) \right\|_{L^\infty_x L^2_P} \left\| \int_0^{+\infty} e^{i\lambda u} \frac{f(\lambda \omega)}{\lambda^2} d\lambda \right\|_{L^2_S} d\omega \]

which is (2.45). This suggests a strategy which consists in making integrations by parts to trade powers of $\lambda$ against derivatives of the symbol $b(x, \omega)$.

### 4.2 Structure of the proof of Theorem 2.8

The proof of Theorem 2.8 proceeds in three steps. We first localize in frequencies of size $\lambda \sim 2^j$. We then localize the angle $\omega$ in patches on the sphere $S^2$ of diameter $2^{-j/2}$. Finally, we estimate the diagonal terms.

#### 4.2.1 Step 1: decomposition in frequency

For the first step, we introduce $\varphi$ and $\psi$ two smooth compactly supported functions on $\mathbb{R}$ such that:

\[ \varphi(\lambda) + \sum_{j \geq 0} \psi(2^{-j} \lambda) = 1 \text{ for all } \lambda \in \mathbb{R}. \]  

(4.3)

We use (4.3) to decompose $Uf$ as follows:

\[ Uf(x) = \sum_{j \geq -1} U_j f(x), \]  

(4.4)

where for $j \geq 0$:

\[ U_j f(x) = \int_{S^2} \int_0^{+\infty} e^{i\lambda u} b(x, \omega) \psi(2^{-j} \lambda) f(\lambda \omega) \lambda^2 d\lambda d\omega, \]  

(4.5)

and

\[ U_{-1} f(x) = \int_{S^2} \int_0^{+\infty} e^{i\lambda u} b(x, \omega) \varphi(\lambda) f(\lambda \omega) \lambda^2 d\lambda d\omega. \]  

(4.6)

This decomposition is classical and is known as the first dyadic decomposition (see [16]). The goal of this first step is to prove the following proposition:

**Proposition 4.1** The decomposition (4.4) satisfies an almost orthogonality property:

\[ \|Uf\|_{L^2(\Sigma)}^2 \lesssim \sum_{j \geq -1} \|U_j f\|_{L^2(\Sigma)}^2 + D^2 \|f\|_{L^2(\mathbb{R}^3)}^2. \]  

(4.7)

The proof of Proposition 4.1 is postponed to section 4.3.
4.2.2 Step 2: decomposition in angle

Proposition 4.1 allows us to estimate \( \| U_j f \|_{L^2(\Sigma)} \) instead of \( \| U f \|_{L^2(\Sigma)} \). The analog of computation (4.1) for \( \| U_j f \|_{L^2(\Sigma)} \) yields:

\[
\| U_j f \|_{L^2(\Sigma)} \leq D \| \lambda \psi(2^{-j} \lambda) f \|_{L^2(\Sigma)} \lesssim D 2^j \| \psi(2^{-j} \lambda) f \|_{L^2(\mathbb{R}^3)},
\]

which misses the wanted estimate by a power of \( 2^j \). We thus need to perform a second dyadic decomposition (see [16]). We introduce a smooth partition of unity on the sphere \( S^2 \):

\[
\sum_{\nu \in \Gamma} \eta_j^\nu (\omega) = 1 \text{ for all } \omega \in S^2,
\]

where the support of \( \eta_j^\nu \) is a patch on \( S^2 \) of diameter \( \sim 2^{-j/2} \). We use (4.9) to decompose \( U_j f \) as follows:

\[
U_j f(x) = \sum_{\nu \in \Gamma} U_j^\nu f(x),
\]

where:

\[
U_j^\nu f(x) = \int_{S^2} \int_0^{+\infty} e^{i \lambda \nu b(x, \omega)} \psi(2^{-j} \lambda) \eta_j^\nu(\omega) f(\lambda \omega) \lambda^2 d\lambda d\omega.
\]

We also define:

\[
\gamma_{-1} = \| \varphi(\lambda) f \|_{L^2(\mathbb{R}^3)}, \quad \gamma_j = \| \psi(2^{-j} \lambda) f \|_{L^2(\mathbb{R}^3)}, \quad j \geq 0,
\]

\[
\gamma_j^\nu = \| \psi(2^{-j} \lambda) \eta_j^\nu(\omega) f \|_{L^2(\mathbb{R}^3)}, \quad j \geq 0, \quad \nu \in \Gamma,
\]

which satisfy:

\[
\| f \|_{L^2(\mathbb{R}^3)}^2 = \sum_{j \geq -1} \gamma_j^2 = \sum_{j \geq -1} \sum_{\nu \in \Gamma} (\gamma_j^\nu)^2.
\]

The goal of this second step is to prove the following proposition:

**Proposition 4.2** The decomposition (4.10) satisfies an almost orthogonality property:

\[
\| U_j f \|_{L^2(\Sigma)}^2 \lesssim \sum_{\nu \in \Gamma} \| U_j^\nu f \|_{L^2(\Sigma)}^2 + D 2^j \gamma_j^2.
\]

The proof of Proposition 4.2 is postponed to section 4.4.

4.2.3 Step 3: control of the diagonal term

Proposition 4.2 allows us to estimate \( \| U_j^\nu f \|_{L^2(\Sigma)} \) instead of \( \| U_j f \|_{L^2(\Sigma)} \). The analog of computation (4.1) for \( \| U_j^\nu f \|_{L^2(\Sigma)} \) yields:

\[
\| U_j^\nu f \|_{L^2(\Sigma)} \lesssim \int_{S^2} \| b(x, \omega) \|_{L^\infty(\mathbb{R}^3)} \left \| \int_0^{+\infty} e^{i \lambda \nu b(x, \omega)} \psi(2^{-j} \lambda) \eta_j^\nu(\omega) f(\lambda \omega) \lambda^2 d\lambda \right \|_{L^2_{\mathbb{R}^3}} d\omega \leq D \sqrt{\text{vol}(\text{supp}(\eta_j^\nu))} \| \lambda \psi(2^{-j} \lambda) \eta_j^\nu(\omega) f \|_{L^2(\mathbb{R}^3)} \lesssim D 2^{j/2} \gamma_j^\nu,
\]

\[
(4.15)
\]
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where the term $\sqrt{\text{vol}(\text{supp}(\eta_j^\nu))}$ comes from the fact that we apply Cauchy-Schwarz in $\omega$. Note that we have used in (4.15) the fact that the support of $\eta_j^\nu$ is 2 dimensional and has diameter $2^{-j/2}$ so that:

$$\sqrt{\text{vol}(\text{supp}(\eta_j^\nu))} \lesssim 2^{-j/2}. \quad (4.16)$$

Now, (4.15) still misses the wanted estimate by a power of $2^{j/2}$. Nevertheless, we are able to estimate the diagonal term:

**Proposition 4.3** The diagonal term $U_j^\nu f$ satisfies the following estimate:

$$\|U_j^\nu f\|_{L^2(\Sigma)} \lesssim D\gamma_j^\nu. \quad (4.17)$$

The proof of Proposition 4.3 is postponed to section 4.5.

### 4.2.4 Proof of Theorem 2.8

Proposition 4.1, 4.2 and 4.3 immediately yield the proof of Theorem 2.8. Indeed, (4.7), (4.13), (4.14) and (4.17) imply:

$$\|Uf\|_{L^2(\Sigma)} \lesssim \sum_{j \geq -1} \|U_j f\|_{L^2(\Sigma)} + D^2 \|f\|^2_{L^2(\mathbb{R}^3)} \lesssim D^2 \sum_{j \geq -1} \sum_{\nu \in \Gamma} (\gamma_j^\nu)^2 + D^2 \|f\|^2_{L^2(\mathbb{R}^3)} \lesssim D^2 \||f\|^2_{L^2(\mathbb{R}^3)}, \quad (4.18)$$

which is the conclusion of Theorem 2.8.

The remainder of section 4 is dedicated to the proof of Proposition 4.1, 4.2 and 4.3.

### 4.3 Proof of Proposition 4.1 (almost orthogonality in frequency)

We have to prove (4.7):

$$\|Uf\|^2_{L^2(\Sigma)} \lesssim \sum_{j \geq -1} \|U_j f\|^2_{L^2(\Sigma)} + D^2 \|f\|^2_{L^2(\mathbb{R}^3)}. \quad (4.19)$$

This will result from the following inequality using Shur’s Lemma:

$$\left| \int_{\Sigma} U_j f(x) \overline{U_k f(x)} d\Sigma \right| \lesssim D^2 2^{-\frac{|j-k|}{2}} \gamma_j \gamma_k \text{ for } |j - k| > 2. \quad (4.20)$$

### 4.3.1 A first integration by parts

From now on, we focus on proving (4.20). We may assume $j \geq k + 3$. We have:

$$\int_{\Sigma} U_j f(x) \overline{U_k f(x)} d\Sigma = \int_{\mathbb{R}^2} \int_0^{+\infty} \int_{\mathbb{R}^2} \int_0^{+\infty} \left( \int_{\Sigma} e^{i\lambda u - i\lambda' u'} b(x, \omega) \overline{b(x, \omega')} d\Sigma \right) \times \psi(2^{-j} \lambda) f(\lambda \omega) \lambda^2 \psi(2^{-k} \lambda') f(\lambda' \omega') \lambda'^2 d\lambda d\omega d\lambda' d\omega'. \quad (4.21)$$
We integrate by parts with respect to $\partial_u$ in $\int_{\Sigma} e^{i\lambda u - i\lambda'u'} b(x, \omega) \overline{b(x, \omega')} d\Sigma$ using the coarea formula \((2.27)\) and the fact that:

$$e^{i\lambda u - i\lambda'u'} = -\frac{i}{\lambda - \lambda' \frac{a}{\lambda'} g(N, N')} \partial_u (e^{i\lambda u - i\lambda'u'}),$$  \hspace{1cm} (4.22)

where we use the notation $u$ for $u(x, \omega)$, $a$ for $a(x, \omega)$, $N$ for $N(x, \omega)$, $u'$ for $u(x, \omega')$, $a'$ for $a(x, \omega')$ and $N'$ for $N(x, \omega')$. We will also use the notation $b$ for $b(x, \omega)$, $b'$ for $b(x, \omega')$, $\theta$ for $\theta(x, \omega)$ and $\theta'$ for $\theta(x, \omega')$. Using \((4.22)\), we obtain:

$$\int_{\Sigma} e^{i\lambda u - i\lambda'u'} b\overline{b'} d\Sigma = \int_{\Sigma} e^{i\lambda u - i\lambda'u'} \frac{\partial_u b\overline{b'}}{\lambda - \lambda' \frac{a}{\lambda'} g(N, N')} d\Sigma$$

$$+ i \int_{\Sigma} e^{i\lambda u - i\lambda'u'} \frac{b\partial_u \overline{b'}}{\lambda - \lambda' \frac{a}{\lambda'} g(N, N')} d\Sigma$$

$$+ i \int_{\Sigma} e^{i\lambda u - i\lambda'u'} \frac{b\overline{b'} \theta}{\lambda - \lambda' \frac{a}{\lambda'} g(N, N')} d\Sigma$$

$$+ i' \int_{\Sigma} e^{i\lambda u - i\lambda'u'} \frac{b\overline{b'} \theta}{\lambda - \lambda' \frac{a}{\lambda'} g(N, N')} \frac{\left(\lambda - \lambda' \frac{a}{\lambda'} g(N, N')\right)^2}{(\lambda - \lambda' \frac{a}{\lambda'} g(N, N'))^2} d\Sigma,$$  \hspace{1cm} (4.23)

where we have used \((2.28)\) to obtain the third term in the right-hand side of \((4.23)\). Since $|\lambda' \frac{a}{\lambda'} g(N, N')| < \lambda$, we may expand the fractions in \((4.23)\):

$$\frac{1}{\lambda - \lambda' \frac{a}{\lambda'} g(N, N')} = \sum_{p \geq 0} \frac{1}{\lambda} \left(\frac{\lambda' \frac{a}{\lambda'} g(N, N')}{\lambda}\right)^p.$$  \hspace{1cm} (4.24)

and

$$\frac{1}{(\lambda - \lambda' \frac{a}{\lambda'} g(N, N'))^2} = \sum_{p \geq 0} \frac{p + 1}{\lambda^2} \left(\frac{\lambda' \frac{a}{\lambda'} g(N, N')}{\lambda}\right)^p.$$  \hspace{1cm} (4.25)

For $p \in \mathbb{Z}$, we introduce the notation $F_{j,p}(u)$:

$$F_{j,p}(u) = \int_{0}^{+\infty} e^{i\lambda u - i\lambda u'} (2^{-j} \lambda) f(\lambda \omega) (2^{-j} \lambda)^p \lambda^2 d\lambda.$$  \hspace{1cm} (4.26)

Together with \((4.21), (4.23)\) and \((4.24)\), this implies:

$$\int_{\Sigma} U_j f(x) \overline{U_k f(x)} d\Sigma = \sum_{p \geq 0} A_p^1 + \sum_{p \geq 0} A_p^2 + \sum_{p \geq 0} A_p^3 + \sum_{p \geq 0} A_p^4,$$  \hspace{1cm} (4.27)

where $A_p^1, A_p^2, A_p^3$ and $A_p^4$ are given by:

$$A_p^1 = 2^{-j-p(j-k)} \int_{\Sigma} \left( \int_{\mathbb{S}^2} (\nabla N b + b \theta) a^{p+1} N^p F_{j-p-1}(u) d\omega \right)$$

$$\cdot \left( \int_{\mathbb{S}^2} b' a^{-p} N^p F_{k,p}(u') d\omega' \right) d\Sigma,$$  \hspace{1cm} (4.28)
\begin{align}
A_p^2 &= 2^{-j-p(j-k)} \int_{\Sigma} \left( \int_{S^2} b a^{p+1} N^{p+1} F_{j,-p-1}(u) d\omega \right) \\
&\quad \cdot \left( \int_{S^2} \nabla b' a^{-p} N^p F_{k,p}(u') d\omega \right) d\Sigma. 
\end{align}

\begin{align}
A_p^3 &= (p + 1) 2^{-j-(p+1)(j-k)} \int_{\Sigma} \left( \int_{S^2} b(\nabla_N a N + a \nabla_N N) a^p N^p F_{j,-p-2}(u) d\omega \right) \\
&\quad \cdot \left( \int_{S^2} b' a^{-p-1} N^{p+1} F_{k,p+1}(u') d\omega \right) d\Sigma,
\end{align}

and

\begin{align}
A_p^4 &= (p + 1) 2^{-j-(p+1)(j-k)} \int_{\Sigma} \left( \int_{S^2} b a^{p+1} N^{p+2} F_{j,-p-2}(u) d\omega \right) \\
&\quad \cdot \left( \int_{S^2} b'(\nabla \log(a') N' + \nabla N') a^{-p-1} N^p F_{k,p+1}(u') d\omega \right) d\Sigma.
\end{align}

**Remark 4.4** The expansion (4.21) allows us to rewrite \( \int_{\Sigma} U_j f(x) U_k f(x) d\Sigma \) in the form (4.27), i.e. as a sum of terms \( A_p^1, A_p^2, A_p^3, A_p^4 \). The key point is that in each of these terms - according to (4.28)–(4.31) - one may separate the terms depending of \((\lambda, \omega)\) from the terms depending on \((\lambda', \omega')\).

### 4.3.2 Estimates for \( A_p^1 \) and \( A_p^2 \)

Let \( H(x, \omega) \) a tensor such that \( \|H\|_{L^\infty L^2(P_u)} \lesssim D \). Then proceeding as in the basic computation (4.1), we have for any \( p \in \mathbb{Z} \):

\begin{align}
\left\| \int_{S^2} H(x, \omega) F_{j,p}(u) d\omega \right\|_{L^2(\Sigma)} &\leq \int_{S^2} \|H\|_{L^\infty L^2(P_u)} \|F_{j,p}(u)\|_{L^2} d\omega \\
&\leq \|H\|_{L^\infty L^2(P_u)} \|\psi(2^{-j} \lambda) f(\lambda \omega)(2^{-j} \lambda)^p \lambda\|_{L^2(\mathbb{R}^3)} \lesssim D 2^{p+j+\gamma_j},
\end{align}

where we have used the fact that \( 1/2 \leq 2^{-j} \lambda \leq 2 \) on the support of \( \psi(2^{-j} \lambda) \). Now, **Assumption 1** on the regularity of \( a, N, \theta \) and assumption (4.35) on the regularity of \( b \) yield:

\begin{align}
\| (\nabla_N b + b tr \theta) a^{p+1} N^p \|_{L^\infty L^2(P_u)} + \| \nabla b' a^{-p} N^p \|_{L^\infty L^2(P_u)} \\
+ \|b(\nabla_N a N + a \nabla_N N) a^p N^p \|_{L^\infty L^2(P_u)} + \|b'(\nabla \log(a') N' + \nabla N') a^{-p-1} N^p \|_{L^\infty L^2(P_u)} \lesssim D,
\end{align}

which together with (4.32) implies:

\begin{align}
\left\| \int_{S^2} (\nabla_N b + b tr \theta) a^{p+1} N^p F_{j,-p-1}(u) d\omega \right\|_{L^2(\Sigma)} \\
+ \left\| \int_{S^2} \nabla b' a^{-p} N^p F_{k,p}(u') d\omega \right\|_{L^2(\Sigma)} \\
+ \left\| \int_{S^2} b(\nabla_N a N + a \nabla_N N) a^p N^p F_{j,-p-2}(u) d\omega \right\|_{L^2(\Sigma)} \\
+ \left\| \int_{S^2} b'(\nabla \log(a') N' + \nabla N') a^{-p-1} N^p F_{k,p+1}(u') d\omega \right\|_{L^2(\Sigma)} \\
\lesssim D 2^{p+j+\gamma_j},
\end{align}

36
Note that Proposition 4.2 together with Proposition 4.3 yields the estimate:

\[ \|U_j f\|_{L^2(\Sigma)} \lesssim D\gamma_j, \]  

(4.35)

for any symbol \( b \) satisfying the assumptions (2.42) and (2.43). Now, the terms containing no derivative in (4.28)-(4.31) have a symbol given respectively by \( b a^{-p} N^p \), \( b a^{p+1} N^{p+1} \), \( b a^{p-1} N^{p+1} \) and \( b a^{p+1} N^{p+2} \). These symbols satisfies the assumptions (2.42) and (2.43) since \( b \) does, and since \( a, N, \theta \) satisfy Assumption 1 and Assumption 2. Applying (4.35), we obtain:

\[ \left\| \int_{\mathbb{S}^2} b' a^{-p} N^p F_{k,p}(u')d\omega \right\|_{L^2(\Sigma)} + \left\| \int_{\mathbb{S}^2} b' a^{-p-1} N^{p+1} F_{k,p+1}(u')d\omega \right\|_{L^2(\Sigma)} \lesssim D 2^p \gamma_k, \]  

(4.36)

and

\[ \left\| \int_{\mathbb{S}^2} b a^{p+1} N^{p+1} F_{j,-p-1}(u)d\omega \right\|_{L^2(\Sigma)} + \left\| \int_{\mathbb{S}^2} b a^{p+1} N^{p+2} F_{j,-p-2}(u)d\omega \right\|_{L^2(\Sigma)} \lesssim D 2^p \gamma_j, \]  

(4.37)

where we have used the fact that \( 1/2 \leq 2^{-j} \lambda \leq 2 \) on the support of \( \psi(2^{-j} \lambda) \).

Finally, the definition of \( A_p^1 - A_p^2 \) given by (4.28)-(4.31) and the estimates (4.35), (4.36) and (4.37) yield:

\[ |A_p^1| \lesssim D 2^{2p-p(j-k)} \gamma_j \gamma_k, \forall p \geq 0, \]  

(4.38)

and

\[ |A_p^2| + |A_p^3| + |A_p^4| \lesssim D 2^{2p-(p+1)(j-k)} \gamma_j \gamma_k, \forall p \geq 0. \]  

(4.39)

(4.38) and (4.39) imply:

\[ \sum_{p \geq 1} |A_p^1| + \sum_{p \geq 0} (|A_p^2| + |A_p^3| + |A_p^4|) \lesssim D 2^{-(j-k)} \left( \sum_{p \geq 0} 2^{-p(j-k)} \right) \gamma_j \gamma_k \]

\[ \lesssim D 2^{-(j-k)} \gamma_j \gamma_k, \]  

(4.40)

where we have used the assumption \( j - k - 2 > 0 \). (4.27) and (4.40) will yield (4.20) provided we obtain a similar estimate for \( A_0^1 \). Now, the estimate of \( A_0^1 \) provided by (4.38) is not sufficient since it does not contain any decay in \( j - k \). We will need to perform a second integration by parts for this term.

### 4.3.3 A more precise estimate for \( A_0^1 \)

From (4.28) with \( p = 0 \), we have:

\[ A_0^1 = 2^{-j} \int_{\Sigma} \left( \int_{\mathbb{S}^2} (a \nabla_N b + b \nabla\theta) F_{j,-1}(u)d\omega \right) U_k(x). \]  

(4.41)

We decompose \( \nabla_N b = b_1^j + b_2^j \) using the assumption (2.44). In turn, this yields a decomposition for \( A_0^1 \):

\[ A_0^1 = A_{0,1}^1 + A_{0,2}^1 \]  

(4.42)
In view of (4.44), we also need to estimate \( \| \) parts relying again on (4.22). We obtain:

\[
A_{0,1}^1 = 2^{-j} \iint_{\Sigma} \left( \int_{\mathbb{S}^2} ab_1^j F_{j,0}(u) d\omega \right) \overline{U_k(x)} d\Sigma,
\]
\[
A_{0,2}^1 = 2^{-j} \iint_{\Sigma} \left( \int_{\mathbb{S}^2} (ab_2^j + b \alpha \theta) F_{j,0}(u) d\omega \right) \overline{U_k(x)} d\Sigma.
\]

(4.43)

We first estimate \( A_{0,1}^1 \). We have:

\[
|A_{0,1}^1| \leq 2^{-j} \iint_{\mathbb{S}^2} \left| \int_{\Sigma} ab_1^j F_{j,0}(u) \overline{U_k(x)} d\Sigma \right| d\omega
\]
\[
\leq 2^{-j} \iint_{\mathbb{S}^2} \| b_1^j \|_{L^2(\Sigma)} \| a \|_{L^\infty(\Sigma)} \| F_{j,0} \|_{L^2_a} \| U_k \|_{L^\infty L^2(P_\alpha)} d\omega
\]
\[
\lesssim D 2^{-\frac{j}{2}} \iint_{\mathbb{S}^2} \| F_{j,0} \|_{L^2_a} \| U_k \|_{L^\infty L^2(P_\alpha)} d\omega,
\]

(4.44)

where we have used Assumption 1 on \( a \) and the assumption (2.44) on \( b_1^j \) in the last inequality. Plancherel yields:

\[
\| F_{j,0} \|_{L^2_a} \leq \| \psi(2^{-j} \lambda) f(\lambda \omega) \lambda \|_{L^2(\mathbb{R}^3)} \lesssim 2^j \gamma_j.
\]

(4.45)

In view of (4.44), we also need to estimate \( \| U_k \|_{L^\infty L^2(P_\alpha)} \). We have:

\[
\| U_k \|_{L^\infty L^2(P_\alpha)} \lesssim (\| \nabla U_k \|_{L^2(\Sigma)} + \| U_k \|_{L^2(\Sigma)}) \frac{1}{2} \| U_k \|_{L^2(\Sigma)} \lesssim D \gamma_k + D^2 \frac{j}{2} \| \nabla U_k \|_{L^2(\Sigma)},
\]

(4.46)

where we have used the fact that \( H^1(\Sigma) \) embeds in \( L^\infty_a L^2(P_\alpha) \) for the first inequality (see [17] Corollary 3.6 for a proof only using the regularity given by Assumption 1), and (4.35) for the second inequality. We still need to estimate \( \| \nabla U_k \|_{L^2(\Sigma)} \). We have:

\[
\nabla U_k(x) = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i\lambda u} \nabla b \psi(2^{-k} \lambda) f(\lambda \omega) \lambda^2 d\lambda d\omega
\]
\[
+ i 2\int_{\mathbb{S}^2} \int_0^{+\infty} e^{i\lambda u} ba^{-1} N \psi(2^{-k} \lambda) (2^{-k} \lambda) f(\lambda \omega) \lambda^2 d\lambda d\omega.
\]

(4.47)

Using the basic computation (4.11) for the first term together with the fact that \( \nabla b \in L^\infty_a L^2(P_\alpha) \), and (4.35) for the second term together with the fact that \( ba^{-1} N \) satisfies the assumptions (2.42) and (2.43), we obtain:

\[
\| \nabla U_k \|_{L^2(\Sigma)} \lesssim D 2^k \gamma_k.
\]

(4.48)

Finally, (4.44), (4.45), (4.46) and (4.48) yield:

\[
|A_{0,1}^1| \lesssim D 2^{-\frac{j}{2}} \gamma_j \gamma_k.
\]

(4.49)

### 4.3.4 A second integration by parts

We now estimate the term \( A_{0,2}^1 \) defined in (4.43). We perform a second integration by parts relying again on (4.22). We obtain:

\[
A_{0,2}^1 = 2^{-2j} \iint_{\Sigma} \left( \int_{\mathbb{S}^2} (\nabla N b_2^j a + b_2^j \nabla N a + b_2^j a \alpha \theta) F_{j,0}(u) d\omega \right) \overline{U_k(x)} d\Sigma
\]
\[
+ 2^{-2j} \iint_{\Sigma} \left( \int_{\mathbb{S}^2} b_2^j a N F_{j,0}(u) d\omega \right) \cdot \overline{\nabla U_k(x)} d\Sigma + \cdots,
\]

(4.50)
where we only mention the first term generated by the expansion (4.24). In fact, the other terms generated by (4.24) and the ones generated by (4.25) are estimated in the same way and generate more decay in \( j - k \) similarly to the estimates (3.38) (3.39).

The first term in the right-hand side of (4.50) has the same form than \( A_{0,1} \) defined in (4.43) where \( ab_1^j \) is replaced by \( 2^{-j} (\nabla_N b_2^j a + b_2^j \nabla_N a + ab_2^j \text{tr}\theta) \). By Assumption 1 and (2.44), \( 2^{-j}(\nabla_N b_2^j a + b_2^j \nabla_N a + ab_2^j \text{tr}\theta) \) satisfies:

\[
\begin{align*}
&\leq \|2^{-j}(\nabla_N b_2^j a + b_2^j \nabla_N a + ab_2^j \text{tr}\theta)\|_{L^2(\Sigma)} \\
&\leq 2^{-j} \|\nabla_N b_2^j\|_{L^2(\Sigma)} \|a\|_{L^\infty(\Sigma)} + 2^{-j} \|b_2^j\|_{L^2 L^\infty(P_a)} \|\nabla_N a\|_{L^\infty L^2(P_a)} \\
&\quad + 2^{-j} \|a\|_{L^\infty(\Sigma)} \|b_2^j\|_{L^2 L^\infty(P_a)} \|\text{tr}\theta\|_{L^\infty L^2(P_a)} \\
&\lesssim D 2^{-\frac{j}{4}}.
\end{align*}
\]

Since \( b_1^j \) and \( 2^{-j}(\nabla_N b_2^j a + b_2^j \nabla_N a + ab_2^j \text{tr}\theta) \) satisfy the same estimate, we obtain the analog of (4.49) for the first term in the right-hand side of (4.50):

\[
2^{-2j} \int_\Sigma \left( \int_{\mathbb{S}^2} (\nabla_N b_2^j a + b_2^j \nabla_N a + ab_2^j \text{tr}\theta) \mathcal{F}_{j,0}(u) d\omega \right) \overline{U_k(x)} d\Sigma \lesssim D 2^{-\frac{j-k}{2}} \gamma_j \gamma_k. \tag{4.52}
\]

We now estimate the second term in the right-hand side of (4.50). Using Assumption 1 on \( a \) together with (2.44), we have:

\[
\|b_2^j a^2 N\|_{L^\infty L^2(P_a)} \lesssim D. \tag{4.53}
\]

We estimate the second term in the right-hand side of (4.50) using the assumption (2.42) on \( b \), the basic computation (4.1) and (4.53):

\[
\begin{align*}
2^{-2j} \int_\Sigma \left( \int_{\mathbb{S}^2} b_2^j a^2 N \mathcal{F}_{j,0}(u) d\omega \right) \cdot \overline{\left( \int_{\mathbb{S}^2} \nabla b \mathcal{F}_{k,0}(u') d\omega' \right)} d\Sigma \\
\leq 2^{-2j} \left\| \int_{\mathbb{S}^2} b_2^j a^2 N \mathcal{F}_{j,0}(u) d\omega \right\|_{L^2(\Sigma)} \left\| \int_{\mathbb{S}^2} \nabla b \mathcal{F}_{k,0}(u') d\omega' \right\|_{L^2(\Sigma)} \\
\leq 2^{-2j} \left( \int_{\mathbb{S}^2} \|b_2^j a^2 N\|_{L^\infty L^2(P_a)} \|F_{j,0}\|_{L^2} d\omega \right) \left( \int_{\mathbb{S}^2} \|\nabla b\|_{L^\infty L^2(P_a)} \|F_{k,0}\|_{L^2} d\omega \right) \\
\lesssim D^2 2^{-(j-k)} \gamma_j \gamma_k.
\end{align*}
\]

Finally, (4.50), (4.52) and (4.54) imply:

\[
|A_{1,2}^1| \lesssim D^2 2^{-\frac{j-k}{2}} \gamma_j \gamma_k. \tag{4.55}
\]

### 4.3.5 End of the proof of Proposition 4.1

Since \( A_0 = A_1^1 + A_2^2 \), the estimate (4.49) of \( A_{0,1}^1 \) and the estimate (4.55) of \( A_{0,2}^1 \) yield:

\[
|A_0^1| \lesssim D^2 2^{-\frac{j-k}{2}} \gamma_j \gamma_k. \tag{4.56}
\]

Together with (4.27) and (4.40), this implies:

\[
\left| \int_\Sigma U_j f(x) \overline{U_k f(x)} d\Sigma \right| \lesssim D^2 2^{-\frac{j-k}{2}} \gamma_j \gamma_k \text{ for } |j - k| > 2. \tag{4.57}
\]
Finally, (4.57) together with Shur’s Lemma yields:

$$\|Uf\|_{L^2(\Sigma)}^2 \lesssim \sum_{j \geq -1} \|U_jf\|_{L^2(\Sigma)}^2 + D^2\|f\|_{L^2(\mathbb{R}^3)}^2. \tag{4.58}$$

This concludes the proof of Proposition 4.1.

4.4 Proof of Proposition 4.2 (almost orthogonality in angle)

We have to prove (4.14):

$$\|U_jf\|_{L^2(\Sigma)}^2 \lesssim \sum_{\nu \in \Gamma} \|U_j\nu f\|_{L^2(\Sigma)}^2 + D^2\gamma_j^2. \tag{4.59}$$

This will result from the following inequality:

$$\left|\int_{\Sigma} U_j^\nu f(x)\overline{U_j^{\nu'} f(x)}d\Sigma\right| \lesssim \frac{D^2\gamma_j^{\nu} \gamma_j^{\nu'}}{(2j/2^\nu |\nu - \nu'|)^{2-\alpha}} + \frac{D^2\gamma_j^{\nu} \gamma_j^{\nu'}}{(2j/2^\nu |\nu - \nu'|)^3}, \quad |\nu - \nu'| \neq 0, \tag{4.60}$$

where $\alpha > 0$. Indeed, since $\mathbb{S}^2$ is 2 dimensional and $1 \leq 2^{j/2}|\nu - \nu'| \leq 2^{j/2}$ for $\nu, \nu' \in \Gamma$ and $\nu \neq \nu'$, we have:

$$\sup_{\nu} \sum_{\nu'} \frac{1}{(2^{j/2}|\nu - \nu'|)^2} \leq C < +\infty, \tag{4.61}$$

and

$$\sup_{\nu} \sum_{\nu'} \frac{1}{(2^{j/2}|\nu - \nu'|)^{2-\alpha}} \leq C_{\alpha} < +\infty \forall \alpha > 0. \tag{4.62}$$

Thus, (4.60), (4.61) and (4.62) together with Shur’s Lemma imply (4.59).

Remark 4.5 In [15], the authors rely on a partial Fourier transform with respect to a coordinate system on $P_u$ to prove almost orthogonality in angle for their parametrix. In our case, coordinate systems on $P_u$ are not regular enough, which forces us to work invariantly. More precisely, we will use geometric integrations by parts in tangential directions to $P_u$ in order to obtain (4.60).

4.4.1 A second decomposition in frequency

From now on, we focus on proving (4.60). Integrating by parts twice in $\int_{\Sigma} U_j^\nu f(x)\overline{U_j^{\nu'} f(x)}d\Sigma$ would ultimately yield:

$$\left|\int_{\Sigma} U_j^\nu f(x)\overline{U_j^{\nu'} f(x)}d\Sigma\right| \lesssim \frac{D^2\gamma_j^{\nu} \gamma_j^{\nu'}}{(2^{j/2}|\nu - \nu'|)^2}, \quad |\nu - \nu'| \neq 0. \tag{4.63}$$

This corresponds to the case $\alpha = 0$ in (4.61) and yields to a log-loss since we have:

$$\sup_{\nu} \sum_{\nu'} \frac{1}{(2^{j/2}|\nu - \nu'|)^2} \sim j. \tag{4.64}$$
To avoid this log-loss, we do a second decomposition in frequency. \( \lambda \) belongs to the interval \( [2^{j-1}, 2^{j+1}] \) which we decompose in intervals \( I_k \):

\[
[2^{j-1}, 2^{j+1}] = \bigcup_{1 \leq k \leq |\nu - \nu'|^{-\alpha}} I_k \text{ where diam}(I_k) \sim 2^j|\nu - \nu'|^\alpha. \tag{4.65}
\]

Let \( \phi_k \) a partition of unity of the interval \( [2^{j-1}, 2^{j+1}] \) associated to the \( I_k \)'s. We decompose \( U_\nu f \) as follows:

\[
U_\nu f(x) = \sum_{1 \leq k \leq |\nu - \nu'|^{-\alpha}} U^{\nu,k}_j f(x), \tag{4.66}
\]

where:

\[
U^{\nu,k}_j f(x) = \int_{\mathbb{R}^3} \int_0^{+\infty} e^{i\lambda u_b(x, \omega)} \psi(2^{-j}\lambda) \eta^\nu_j(\omega) \phi_k(\lambda) f(\lambda \omega) \lambda^2 d\lambda d\omega. \tag{4.67}
\]

We also define:

\[
\gamma^\nu_j = \| \psi(2^{-j}\lambda) \eta^\nu_j(\omega) \phi_k(\lambda) f \|_{L^2(\mathbb{R}^3)}, j \geq 0, \nu \in \Gamma, 1 \leq k \leq |\nu - \nu'|^{-\alpha}, \tag{4.68}
\]

which satisfy:

\[
(\gamma^\nu_j)^2 = \sum_{1 \leq k \leq |\nu - \nu'|^{-\alpha}} (\gamma^{\nu,k}_j)^2. \tag{4.69}
\]

### 4.4.2 The two key estimates

We will prove the following two estimates:

\[
\left| \int U^{\nu,k}_j f(x) \overline{U^{\nu',k}_j f(x)} d\Sigma \right| \lesssim \frac{D^2 \gamma^{\nu,k}_j \gamma^{\nu',k}_j}{2^{j_0/2}(2^{j_0/2}|\nu - \nu'|^{2-\alpha})} + \frac{D^2 \gamma^{\nu,k}_j \gamma^{\nu',k}_j}{(2^{j_0/2}|\nu - \nu'|^{3})} \tag{4.70}
\]

for \( |\nu - \nu'| \neq 0, 1 \leq k \leq |\nu - \nu'|^{-\alpha} \),

and

\[
\left| \int U^{\nu,k}_j f(x) \overline{U^{\nu,k'}_j f(x)} d\Sigma \right| \lesssim \frac{D^2 \gamma^{\nu,k}_j \gamma^{\nu',k'}}{|k - k'|^{2j_0(1-4\alpha)}(2^{j_0/2}|\nu - \nu'|^{1+4\alpha})} \tag{4.71}
\]

for \( |\nu - \nu'| \neq 0, 1 \leq k, k' \leq |\nu - \nu'|^{-\alpha}, k \neq k' \).
\[ (4.70) \text{ and } (4.71) \text{ imply:} \]
\[
\left| \int_{\Sigma} U_{j}^{\nu} f(x) \overline{U_{j}^{\nu}} f(x) d\Sigma \right| \leq \sum_{1 \leq k \leq |\nu - \nu'| - \alpha} \left| \int_{\Sigma} U_{j}^{\nu,k} f(x) \overline{U_{j}^{\nu,k}} f(x) d\Sigma \right| + \sum_{1 \leq k \neq k' \leq |\nu - \nu'| - \alpha} \left| \int_{\Sigma} U_{j}^{\nu,k} f(x) \overline{U_{j}^{\nu,k'}} f(x) d\Sigma \right| \\
\sum_{1 \leq k \leq |\nu - \nu'| - \alpha} \frac{D^{2} \gamma_{j,\nu',k\gamma_{j,\nu}}}{2^{\alpha/2}(2/2|\nu - \nu'|)^{2-\alpha}} + \sum_{1 \leq k \leq |\nu - \nu'| - \alpha} \frac{D^{2} \gamma_{j,\nu',k\gamma_{j,\nu}}}{(2/2|\nu - \nu'|)^{2}} \]
\[
(4.72)
\]
where we have used \((4.69)\) and the fact that we may choose \(0 < \alpha < 1/5\), together with the fact that:
\[
\sup_{1 \leq k \leq |\nu - \nu'| - \alpha} \sum_{1 \leq k' \leq |\nu - \nu'| - \alpha, k' \neq k} \frac{1}{|k - k'|} \lesssim \alpha |\log(|\nu - \nu'|)|. \quad (4.73)
\]
Since \((4.72)\) yields the wanted estimate \((4.60)\), we are left with proving \((4.70)\) and \((4.71)\).

### 4.4.3 Proof of \((4.70)\)

The estimate \((4.70)\) will result of two integrations by parts with respect to tangential derivatives. By definition of \(\nabla\), we have \(\nabla h = \nabla h - (\nabla N h)N\) for any function \(h\) on \(\Sigma\). In particular, we have \(\nabla (u) = 0\) and \(\nabla (u') = a^{-1} N' - a^{-1} g(N',N)N\). Now, since \(|N' - (N' \cdot N)N|^2 = 1 - (N' \cdot N)^2\), this yields:
\[
e^{i\lambda u - i\lambda' u'} = \frac{i}{\lambda'(1 - (N' \cdot N)^2)} \nabla_{N' - g(N,N')N}(e^{i\lambda u - i\lambda' u'}), \quad (4.74)
\]
where we have used the fact that \(N' - (N' \cdot N)N\) is a tangent vector with respect of the level surfaces of \(u\). Similarly, we have:
\[
e^{i\lambda u - i\lambda' u'} = -\frac{i}{\lambda(1 - (N' \cdot N)^2)} \nabla_{N - g(N,N')N'}(e^{i\lambda u - i\lambda' u'}), \quad (4.75)
\]
where we have used the fact that \(N - (N \cdot N')N'\) is a tangent vector with respect of the level surfaces of \(u'\). For \(p \in \mathbb{Z}\), we introduce the notation \(F_{j,k,p}(u)\):
\[
F_{j,k,p}(u) = \int_{0}^{+\infty} e^{i\lambda u} \psi(2^{-j}\lambda) \phi_{k}(\lambda) f(\lambda w)(2^{-j}\lambda)^{p}\lambda^{2} d\lambda. \quad (4.76)
\]
We integrate once by parts using (4.74) in $\int_{\Sigma} U_j^{\nu,k} f(x) U_j^{\nu',k} f(x) d\Sigma$ and we obtain:

$$
\int_{\Sigma} U_j^{\nu,k} f(x) U_j^{\nu',k} f(x) d\Sigma = i 2^{-j} \int_{\Sigma \times \mathbb{S}^2 \times \mathbb{S}^2} \text{div} \left( \frac{(N' - (N \cdot N')) a' b'b'}{1 - (N \cdot N')^2} \right) \times F_{j,k,0}(u) F_{j,k,-1}(u) \eta_j'(\omega) \eta_j'(\omega') d\omega d\omega' d\Sigma.
$$

We then integrate a second time by parts using (4.75) (so that there is at least one tangential derivative for each quantity where two derivatives are taken):

$$
\int_{\Sigma} U_j^{\nu,k} f(x) U_j^{\nu',k} f(x) d\Sigma = 2^{-2j} \int_{\Sigma \times \mathbb{S}^2 \times \mathbb{S}^2} \text{div} \left( \frac{(N - (N \cdot N')) N'}{1 - (N \cdot N')^2} \right) \times F_{j,k,-1}(u) F_{j,k,-1}(u) \eta_j'(\omega) \eta_j'(\omega') d\omega d\omega' d\Sigma.
$$

**Computation of the right-hand side of (4.78).** We would like to compute the double divergence term in the right-hand side of (4.78). This is done in the following lemma.

**Lemma 4.6** The double divergence term in the right-hand side of (4.78) is given by:

$$
\text{div} \left( \frac{(N - (N \cdot N')) N'}{1 - (N \cdot N')^2} \right) = \frac{1}{|N_\nu - N_\nu'|^2} \left( \sum_{p,q \geq 0} c_{p,q} \left( \frac{N - N_\nu'}{|N_\nu - N_\nu'|} \right)^p \left( \frac{N' - N_\nu'}{|N_\nu - N_\nu'|} \right)^q \right) F,
$$

where $F$ is a combination of terms in the following list:

$$
\frac{\nabla \theta - \nabla \theta'}{|N_\nu - N_\nu'|}, \frac{\theta - \theta'}{|N_\nu - N_\nu'|}, \frac{\nabla (ab)a'b'}{|N_\nu - N_\nu'|}, \frac{\theta \nabla (ab)a'b'}{|N_\nu - N_\nu'|}, \frac{ab \theta \nabla (a'b')}{|N_\nu - N_\nu'|}, \frac{\nabla \nabla (ab)a'b'}{|N_\nu - N_\nu'|}, \frac{\nabla (a\nabla)b'a'b'}{|N_\nu - N_\nu'|}, \frac{\nabla (a\nabla)(ab)a'b'}{|N_\nu - N_\nu'|}, \frac{(\theta - \theta')^2 aa'b'b'}{|N_\nu - N_\nu'|^2}, \frac{\theta \theta' aa'b'b'}{|N_\nu - N_\nu'|^2}, \frac{\theta^2 aa'b'b'}{|N_\nu - N_\nu'|^2}.
$$

The proof of Lemma 4.6 is postponed to the Appendix A. The following lemma gives the structure of the terms in the list (4.80).

**Lemma 4.7** The terms in the list (4.80) have the following form:

$$
H_1(x, \omega, \nu, \nu') H_2(x, \omega', \nu, \nu') + \frac{H_3(x, \omega, \nu, \nu') H_4(x, \omega', \nu, \nu')}{2^{i/2} |\nu - \nu'|},
$$

where $H_1, H_3, H_4$ satisfy:

$$
\|H_1\|_{L^2(\Sigma)} + \|H_3\|_{L^\infty(\mathbb{S}^2) L^2(\nu_\omega)} + \|H_4\|_{L^\infty(\mathbb{S}^2) L^2(\nu_\omega)} \lesssim D,
$$

and where $H_2$ satisfies:

$$
\|H_2\|_{L^\infty(\Sigma)} + \|\partial_\omega H_2\|_{L^2(\Sigma)} + \|\nabla \partial_\omega H_2\|_{L^2(\Sigma)} \lesssim D,
$$

for $\omega$ in the support of $\eta_j''$ and $\omega'$ in the support of $\eta_j''$. 
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The proof of Lemma 4.7 is postponed to the Appendix B. In the rest of this section, we show how Lemma 4.6 and Lemma 4.7 yield the proof of (4.70).

**End of the proof of (4.70).** Using (4.78), Lemma 4.6 and Lemma 4.7, we may rewrite
\[
\int_{\Sigma} U_{j}^{\nu,k} f(x) U_{j}^{\nu',k} f(x) d\Sigma
\] as:
\[
\begin{align*}
\int_{\Sigma} U_{j}^{\nu,k} f(x) U_{j}^{\nu',k} f(x) d\Sigma & = \sum_{p,q \geq 0} c_{p,q} \int_{\Sigma} \left( \frac{2^{-j}(N_{\nu} - N_{\nu'})}{|N_{\nu} - N_{\nu}|} \right)^{q} \left( \int_{\mathbb{S}^{2}} \left( \frac{N - N_{\nu'}}{|N_{\nu} - N_{\nu'}|} \right)^{p} H_{1}(x, \omega, \nu, \nu') F_{j,k,-1}(u) \eta_{j}'(\omega) d\omega \right) \\
& \times \left( \int_{\mathbb{S}^{2}} \left( \frac{N' - N_{\nu'}}{|N_{\nu'} - N_{\nu}|} \right)^{q} H_{2}(x, \omega', \nu', \nu') F_{j,k,-1}(u') \eta_{j}'(\omega') d\omega' \right) d\Sigma \\
& + \sum_{p,q \geq 0} c_{p,q} \int_{\Sigma} \left( \frac{2^{-j}(N_{\nu} - N_{\nu'})}{|N_{\nu} - N_{\nu'}|} \right)^{q} \left( \int_{\mathbb{S}^{2}} \left( \frac{N - N_{\nu'}}{|N_{\nu} - N_{\nu'}|} \right)^{p} H_{3}(x, \omega, \nu, \nu') F_{j,k,-1}(u) \eta_{j}'(\omega) d\omega \right) \\
& \times \left( \int_{\mathbb{S}^{2}} \left( \frac{N' - N_{\nu'}}{|N_{\nu'} - N_{\nu}|} \right)^{q} H_{4}(x, \omega', \nu, \nu') F_{j,k,-1}(u') \eta_{j}'(\omega') d\omega' \right) d\Sigma.
\end{align*}
\]  

We estimate the two terms in the right-hand side of (4.84) starting with the second one. We have:

\[
\begin{align*}
\left| \int_{\Sigma} \left( \frac{2^{-j}(N_{\nu} - N_{\nu'})}{|N_{\nu} - N_{\nu'}|} \right)^{q} \left( \int_{\mathbb{S}^{2}} \left( \frac{N - N_{\nu'}}{|N_{\nu} - N_{\nu'}|} \right)^{p} H_{3}(x, \omega, \nu, \nu') F_{j,k,-1}(u) \eta_{j}'(\omega) d\omega \right) \\
& \times \left( \int_{\mathbb{S}^{2}} \left( \frac{N' - N_{\nu'}}{|N_{\nu'} - N_{\nu}|} \right)^{q} H_{4}(x, \omega', \nu, \nu') F_{j,k,-1}(u') \eta_{j}'(\omega') d\omega' \right) d\Sigma \right| \\
\leq & \frac{2^{-j}}{(2^{j/2} |\nu - \nu'|)^{3+p+q}} \left( \int_{\mathbb{S}^{2}} \| H_{3} \|_{L_{\mu}^{p} L_{\rho}^{2}(P_{\nu})} \| F_{j,k,-1} \|_{L_{\mu}^{2} (P_{\nu})} \| \eta_{j}'(\omega) d\omega \right) \\
& \times \left( \int_{\mathbb{S}^{2}} \| H_{4} \|_{L_{\mu}^{q} L_{\rho}^{2}(P_{\nu'})} \| F_{j,k,-1} \|_{L_{\mu'}^{2} (P_{\nu'})} \| \eta_{j}'(\omega') d\omega' \right)
\end{align*}
\] 
\[
\lesssim \frac{D^{2 \gamma_{j}^{\nu,k} \gamma_{j}^{\nu',k}}}{(2^{j/2} |\nu - \nu'|)^{3+p+q}},
\]  

where we have used Assumption 2 to estimate \( |N_{\nu} - N_{\nu'}| \), Plancherel to estimate \( \| F_{j,k,-1} \|_{L_{\mu}^{2}} \) and \( \| F_{j,k,-1} \|_{L_{\mu'}^{2}} \), Cauchy-Schwartz in \( \omega \) and \( \omega' \), and the estimate (4.82) for \( H_{3} \) and \( H_{4} \).
We now estimate the second term in the right-hand side of (4.84). We have:

\[
\left| \int_{\Sigma} \frac{2^{-j}}{N_\nu - N_\nu'} \left( \int_{\mathbb{S}^2} \frac{N - N_\nu}{|N_\nu - N_\nu'|} \right)^\theta H_1(x, \omega, \nu, \nu') F_{j,k,-1}(u) \eta_j'(\omega) d\omega \right|
\times \left( \int_{\mathbb{S}^2} \frac{N' - N_\nu}{|N_\nu - N_\nu'|} \right)^q H_2(x, \omega', \nu, \nu') F_{j,k,-1}(u') \eta_j''(\omega') d\omega' \right| d\Sigma \right|
\leq \frac{2^{-j}}{(2^{j/2}|\nu - \nu'|)^2 + p + q} \left( \int_{\mathbb{S}^2} \|H_1\|_{L^2(\Sigma)} \|F_{j,k,-1}\|_{L^\infty} \eta_j'(\omega) d\omega \right)
\times \left( \int_{\mathbb{S}^2} (2^{j/2}(N' - N_\nu))^q H_2(x, \omega', \nu, \nu') F_{j,k,-1}(u') \eta_j''(\omega') d\omega' \right)_{L^2(\Sigma)}
\lesssim \frac{D|\nu - \nu'|^q \|\psi(2^{-j}\lambda)\phi_k(\lambda) f(\lambda)\|_{L^2(\Sigma)}},
\]

where we have used Assumption 2 to estimate \(|N_\nu - N_\nu'|\), Cauchy-Schwartz in \(\omega\), the estimate (4.82) for \(H_1\) and the following estimate for \(\|F_{j,k,-1}\|_{L^\infty}\):

\[
\|F_{j,k,-1}\|_{L^\infty} \lesssim 2^{3j/2}|\nu - \nu'|^{\frac{3}{2}} \|\psi(2^{-j}\lambda)\phi_k(\lambda) f(\lambda)\|_{L^2(\Sigma)}.
\]

which follows form taking Cauchy Schwartz in \(\lambda\) together with the size of the support of \(\phi_k\). Note that the symbol \(F = (2^{j/2}(N' - N_\nu))^q H_2(x, \omega', \nu, \nu')\) satisfies the following assumptions:

\[
\|F\|_{L^\infty(\Sigma)} \lesssim D, \|\partial_\omega F\|_{L^2(\Sigma)} \lesssim q D, \|\nabla\partial_\omega F\|_{L^2(\Sigma)} \lesssim q^2 D,
\]

where we have used Assumption 2 for \(\partial_\omega N\) and \(\partial^2_\omega N\), and the assumption (4.83) satisfied by \(H_2\). We will see in section 1.75 that assumptions (4.88) on a symbol is enough to control the diagonal term in \(L^2(\Sigma)\) (i.e. to obtain the estimate (4.17)). Thus, we obtain:

\[
\left\| \int_{\mathbb{S}^2} (2^{j/2}(N' - N_\nu))^q H_2(x, \omega', \nu, \nu') F_{j,k,-1}(u') \eta_j''(\omega') d\omega' \right\|_{L^2(\Sigma)} \lesssim (1 + q^2) D \gamma_j',\nu',k.
\]

(4.86) and (4.89) imply:

\[
\left| \int_{\Sigma} \frac{2^{-j}}{N_\nu - N_\nu'} \left( \int_{\mathbb{S}^2} \frac{N - N_\nu}{|N_\nu - N_\nu'|} \right)^\theta H_1(x, \omega, \nu, \nu') F_{j,k,-1}(u) \eta_j'(\omega) d\omega \right|
\times \left( \int_{\mathbb{S}^2} \frac{N' - N_\nu}{|N_\nu - N_\nu'|} \right)^q H_2(x, \omega', \nu, \nu') F_{j,k,-1}(u') \eta_j''(\omega') d\omega' \right| d\Sigma \right|
\lesssim \frac{(1 + q^2) D^2|\nu - \nu'|^{\frac{3}{2}} \gamma_j',\nu',k}{(2^{j/2}|\nu - \nu'|)^2 + p + q},
\]

(4.90)
Finally, (4.84), (4.85) and (4.90) yield:
\[
\left| \int_\Sigma U_j^{\nu,k} f(x) \overline{U_j^{\nu',k}} f(x) d\Sigma \right| \\
\lesssim \sum_{p,q \geq 0} c_{p,q} \frac{(1 + q) D^2 |\nu - \nu'|^2}{2^{j/2} |\nu - \nu'|^{2+p+q}} \gamma_j^{\nu,k} \gamma_j^{\nu',k} + \sum_{p,q \geq 0} \frac{D^2 \gamma_j^{\nu,k} \gamma_j^{\nu',k}}{2^{j/2} |\nu - \nu'|^{3+p+q}} (4.91)
\]
which concludes the proof of estimate (4.70).

### 4.4.4 Proof of (4.71)

The estimate (4.71) will result of two integrations by parts, one with respect to the normal derivative, and one with respect to tangential derivatives. We have:
\[
e^{i\lambda u - i\lambda u'} = -\frac{ia}{\lambda - \lambda' \frac{a}{a'} g(N, N')} \nabla_N (e^{i\lambda u - i\lambda u'}). (4.92)
\]
We integrate once by parts using (4.92) in \( \int_\Sigma U_j^{\nu,k} f(x) \overline{U_j^{\nu',k}} f(x) d\Sigma \). We obtain:
\[
\int_\Sigma U_j^{\nu,k} f(x) \overline{U_j^{\nu',k}} f(x) d\Sigma = i \int_{\Sigma \times \mathbb{S}^2 \times \mathbb{S}^2} \int_0^{+\infty} \int_0^{+\infty} \nabla \left( \frac{a N b b'}{\lambda - \lambda' \frac{a}{a'} g(N, N')} \right) \eta_j^x(\omega) \eta_j^x(\omega') \psi(2^{-j} \lambda) \psi(2^{-j} \lambda') \phi_k(\lambda) \phi_k(\lambda') (4.93)
\]
\[
\times f(\lambda \omega) f(\lambda' \omega') \chi^2 \chi^2 d\lambda d\lambda' d\omega d\omega' d\Sigma.
\]
We then expand the divergence term in the right-hand side of (4.93):
\[
\text{div} \left( \frac{a N b b'}{\lambda - \lambda' \frac{a}{a'} g(N, N')} \right) = D_1 + D_2, (4.94)
\]
where \( D_1 \) and \( D_2 \) are given by:
\[
D_1 = \frac{a b b' \text{div}(N) + \nabla_N (a b) b'}{\lambda - \lambda' \frac{a}{a'} g(N, N')} + \lambda' \frac{\nabla_N (a a^{-1} b b') g(N, N') + \nabla_N (g(N, N')) a^2 a^{-1} b b'}{\lambda - \lambda' \frac{a}{a'} g(N, N')} (4.95)
\]
and
\[
D_2 = \frac{a b \nabla_N (b')}{\lambda - \lambda' \frac{a}{a'} g(N, N')} - \lambda' \frac{\nabla_N (a') a^2 a^{-2} b b' g(N, N')}{\lambda - \lambda' \frac{a}{a'} g(N, N')} (4.96)
\]
We then integrate a second time by parts using (4.74) for \( D_1 \) and using (4.75) for \( D_2 \) (so that there is at least one tangential derivative on \( a, a', b, b' \) when two derivatives are
taken). We obtain:

\[
\int_{\Sigma} U_j^{\nu,k} f(x)\overline{U_j^{\nu',k'}} f(x) d\Sigma = \int_{\Sigma \times S^2 \times S^2} \int_0^{+\infty} \int_0^{+\infty} \frac{1}{N} \times \text{div} \left( \frac{(N' - g(N,N')N\nu') a'}{1 - g(N,N')^2} D_1 \right) \eta^\nu_j (\omega) \eta^\nu_j (\omega') \psi(2^{-j} \lambda) \psi(2^{-j} \lambda') \phi_k(\lambda) \phi_{k'}(\lambda') \\
\times f(\lambda) f(\lambda') \lambda^2 \lambda'^2 d\lambda d\lambda' d\omega d\omega' d\Sigma + \int_{\Sigma \times S^2 \times S^2} \int_0^{+\infty} \int_0^{+\infty} \frac{1}{\lambda} \times \text{div} \left( \frac{(N - g(N,N')N\nu) a} {1 - g(N,N')^2} D_2 \right) \eta^\nu_j (\omega) \eta^\nu_j (\omega') \psi(2^{-j} \lambda) \psi(2^{-j} \lambda') \phi_k(\lambda) \phi_{k'}(\lambda') \\
\times f(\lambda) f(\lambda') \lambda^2 \lambda'^2 d\lambda d\lambda' d\omega d\omega' d\Sigma.
\]  

(4.97)

\textbf{Computation of the right-hand side of (4.97).} We would like to compute the two divergence terms in the right-hand side of (4.97). This is done in the following lemma.

**Lemma 4.8** The two divergence term in the right-hand side of (4.97) have the following form:

\[
\frac{1}{2^j (k - k') |N\nu - N\nu'| |\nu - \nu'|^\alpha} \\
\times \left( \sum_{l,m,n,o,p,q \geq 0} \frac{c^1_{p,q,l,m,n,o} F_1}{(k - k')|\nu - \nu'|^\alpha} + \frac{c^3_{p,q,l,m,n,o} F_3}{(k - k')^2|\nu - \nu'|^{2\alpha}} \right) \\
\times \left( \frac{N - N\nu}{|N\nu - N\nu'|} \right)^p \left( \frac{N' - N\nu}{|N\nu - N\nu'|} \right)^q \left( \frac{\alpha - a\nu}{(k - k')|\nu - \nu'|^\alpha} \right)^l \left( \frac{\alpha' - a'\nu}{(k - k')|\nu - \nu'|^\alpha} \right)^m
\]

(4.98)

where \(F_j, j = 1, 2, 3\) is a combination of terms in the following list:

\[
\frac{(\theta - \theta')\theta a a' b'}{|N\nu - N\nu'|}, \frac{(\theta - \theta')\nabla(ab)a'b'}{|N\nu - N\nu'|}, \frac{\theta\nabla(ab)a'b'}{|N\nu - N\nu'|}, \frac{ab\nabla(a'b')}{|N\nu - N\nu'|}, \frac{\nabla(ab)\nabla(a'b')}{|N\nu - N\nu'|}, \frac{\nabla(\theta)aa'b'}{|N\nu - N\nu'|}, \frac{\theta a a' b'}{|N\nu - N\nu'|}, \frac{\theta a a' b'}{|N\nu - N\nu'|}, \frac{\theta a a' b'}{|N\nu - N\nu'|}.
\]

(4.99)

The proof of Lemma 4.8 is postponed to the Appendix C. The following lemma gives the structure of the terms in the list (4.99).

**Lemma 4.9** The terms in the list (4.99) have the following form:

\[
H_1(x, \omega, \nu, \nu') H_2(x, \omega', \nu, \nu') + H_3(x, \omega, \nu, \nu') H_4(x, \omega', \nu, \nu'),
\]

(4.100)

where \(H_1, H_3, H_4\) satisfy:

\[
\|H_1\|_{L^2(\Sigma)} + \|H_3\|_{L^\infty L^2(P_\omega)} + \|H_4\|_{L^\infty L^2(P_{\nu'})} \lesssim D,
\]

(4.101)

and where \(H_2\) satisfies:

\[
\|H_2\|_{L^\infty(\Sigma)} + \|\partial_\nu H_2\|_{L^2(\Sigma)} + \|\nabla \partial_\omega H_2\|_{L^2(\Sigma)} \lesssim D,
\]

(4.102)

for \(\omega\) in the support of \(\eta^\nu_j\) and \(\omega'\) in the support of \(\eta^\nu_{j'}\).
The proof of Lemma 4.9 follows the same line as the proof of Lemma 4.7 and is left to the reader. In the rest of this section, we show how Lemma 4.8 and Lemma 4.9 yield the proof of (4.71).

End of the proof of (4.71). Using (4.97), Lemma 4.8 and Lemma 4.9, we may rewrite \( \int_{\Sigma} U_j^{\nu,k} f(x) U_j^{\nu',k} f(x) d\Sigma \) as:

\[
\int_{\Sigma} U_j^{\nu,k} f(x) U_j^{\nu',k} f(x) d\Sigma = \sum_{l,m,n,o,p,q \geq 0} \left( \frac{c_1}{(k-k')|\nu - \nu'|^{\alpha}} + \frac{c_2}{(k-k')^2|\nu - \nu'|^{2\alpha}} + \frac{c_3}{(k-k')^3|\nu - \nu'|^{3\alpha}} \right) \\
\times \frac{1}{(k-k')^{l+m+n+o}} \int_{\Sigma} (2j/2|N_\nu - N_{\nu'}|)^{1+p+q} \times \left( \int_{\Sigma} (2j/2(N - N_\nu))^p \left( \frac{a - a_{\nu'}}{|\nu - \nu'|^{\alpha}} \right)^l H_1(x, \omega, \nu, \nu') F_{j,k,\sigma_1,n}(u) \eta_j^{\nu'}(\omega) d\omega \right) \\
\times \left( \int_{\Sigma} (2j/2(N' - N_{\nu'}))^q \left( \frac{a' - a_{\nu'}}{|\nu' - \nu'|^{\alpha}} \right)^m H_2(x, \omega', \nu, \nu') F_{j,k,\sigma_2,o}(u') \eta_j^{\nu'}(\omega') d\omega' \right) d\Sigma \\
+ \sum_{l,m,n,o,p,q \geq 0} \left( \frac{c_1}{(k-k')|\nu - \nu'|^{\alpha}} + \frac{c_2}{(k-k')^2|\nu - \nu'|^{2\alpha}} + \frac{c_3}{(k-k')^3|\nu - \nu'|^{3\alpha}} \right) \\
\times \frac{1}{(k-k')^{l+m+n+o}} \int_{\Sigma} (2j/2|N_\nu - N_{\nu'}|)^{1+p+q} \times \left( \int_{\Sigma} (2j/2(N - N_\nu))^p \left( \frac{a - a_{\nu'}}{|\nu - \nu'|^{\alpha}} \right)^l H_3(x, \omega, \nu, \nu') F_{j,k,\sigma_1,n}(u) \eta_j^{\nu'}(\omega) d\omega \right) \\
\times \left( \int_{\Sigma} (2j/2(N' - N_{\nu'}))^q \left( \frac{a' - a_{\nu'}}{|\nu' - \nu'|^{\alpha}} \right)^m H_4(x, \omega', \nu, \nu') F_{j,k,\sigma_2,o}(u') \eta_j^{\nu'}(\omega') d\omega' \right) d\Sigma,
\]

where \((\sigma_1, \sigma_2) = (0, -1)\) in the case of the term involving \(D_1\), and \((\sigma_1, \sigma_2) = (-1, 0)\) in the case of the term involving \(D_2\). We estimate the two terms in the right-hand side of
starting with the second one. We have:

\[
\left| \int_{\Sigma} \left( \frac{2^{-j/2}}{|N_\nu - N_{\nu'}|} \right)^{1+p+q} \times \left( \int_{\mathbb{R}^2} (2^{j/2}(N - N_{\nu'}))^p \left( \frac{a - a_{\nu}}{\nu - \nu'} \right) \right)^l H_3(x, \omega, \nu, \nu') F_{j,k,\sigma_1,n}(u) \eta_{j}^\nu(\omega) \, d\omega \right| \\
\times \left( \int_{\mathbb{R}^2} (2^{j/2}(N' - N_{\nu'}))^q \left( \frac{a' - a_{\nu'}}{\nu' - \nu''} \right)^m H_4(x, \omega', \nu, \nu') F_{j,k,\sigma_2,o}(u') \eta_{j}^{\nu'}(\omega') \, d\omega' \right) \, d\Sigma \right| 
\]

\[
\leq \frac{2^{-3j/2}}{(2^{j/2}|\nu - \nu'|)^{1+p+q}} \left( \int_{\mathbb{R}^2} \|H_3\|_{L^\infty(\Sigma)} \|F_{j,k,\sigma_1,n}\|_{L^2_\nu} \eta_{j}^\nu(\omega) \, d\omega \right) \\
\times \left( \int_{\mathbb{R}^2} \|H_4\|_{L^\infty(\Sigma)} \|F_{j,k,\sigma_2,o}\|_{L^2_{\nu'}} \eta_{j}^{\nu'}(\omega') \, d\omega' \right) \right| 
\]

\[
\leq \frac{2^{-j/2} \mathcal{D}^{\nu,k}_{j}}{(2^{j/2}|\nu - \nu'|)^{1+p+q}} \right| \leq 1 \quad (4.105)
\]

on the support of \( \eta_{j}^{\nu} \) thanks to Assumption 2.

We now estimate the second term in the right-hand side of (4.103). We have:

\[
\left| \int_{\Sigma} \left( \frac{2^{-j/2}}{|N_\nu - N_{\nu'}|} \right)^{1+p+q} \times \left( \int_{\mathbb{R}^2} (2^{j/2}(N - N_{\nu'}))^p \left( \frac{a - a_{\nu}}{\nu - \nu'} \right) \right)^l H_3(x, \omega, \nu, \nu') F_{j,k,\sigma_1,n}(u) \eta_{j}^\nu(\omega) \, d\omega \right| \\
\times \left( \int_{\mathbb{R}^2} (2^{j/2}(N' - N_{\nu'}))^q \left( \frac{a' - a_{\nu'}}{\nu' - \nu''} \right)^m H_2(x, \omega', \nu, \nu') F_{j,k,\sigma_2,o}(u') \eta_{j}^{\nu'}(\omega') \, d\omega' \right) \, d\Sigma \right| 
\]

\[
\leq \frac{2^{-3j/2}}{(2^{j/2}|\nu - \nu'|)^{1+p+q}} \left( \int_{\mathbb{R}^2} \|H_1\|_{L^2(\Sigma)} \|F_{j,k,\sigma_1,n}\|_{L^\infty_\nu} \eta_{j}^\nu(\omega) \, d\omega \right) \\
\times \left( \int_{\mathbb{R}^2} \left( \frac{2^{-j/2}}{|N' - N_{\nu'}|} \right)^{1+p+q} \left( \int_{\mathbb{R}^2} \right) \right| \leq 1 \quad (4.106)
\]
satisfies the following assumptions:

\[
\|F\|_{L^\infty(\Sigma)} \lesssim D, \quad \|\partial_\omega F\|_{L^2(\Sigma)} \lesssim \left( q + \frac{m}{|\nu - \nu'|^\alpha} \right) D, \\
\|\nabla \partial_\omega F\|_{L^2(\Sigma)} \lesssim \left( q^2 + \frac{m^2 + mq}{|\nu - \nu'|^\alpha} \right) D,
\]

(4.107)

where we have used Assumption 2 for \( \partial_\omega N, \partial^2_\omega N, \partial_\omega a \) and \( \partial^3_\omega a \), and the assumption (4.102) satisfied by \( H_2 \). We will see in section 4.5 that assumptions (4.107) on a symbol is enough to control the diagonal term in \( L^2(\Sigma) \) (i.e. to obtain the estimate (4.117)). Thus, we obtain:

\[
\left\| \int_{\mathbb{R}^2} (2j/2(N' - N_\nu'))^q \left( \frac{a' - a_\nu}{|\nu - \nu'|^\alpha} \right)^m H_2(x, \omega', \nu, \nu') F_{j,k,\sigma_2,o}(u') \eta_j' (\omega') d\omega' \right\|_{L^2(\Sigma)} \\
\lesssim \left( 1 + q^2 + \frac{m^2 + mq}{|\nu - \nu'|^\alpha} \right) D \gamma'_j \gamma_k \gamma_{j'}. \tag{4.108}
\]

(4.106) and (4.108) imply:

\[
\left| \int_{\Sigma} \frac{2^{-3j/2}}{2^{j/2}|N_\nu - N_\nu'|^{1+p+q}} \right| (2j/2)(N - N_\nu)^p \left( \frac{a - a_\nu}{|\nu - \nu'|^\alpha} \right) H_1(x, \omega, \nu, \nu') F_{j,k,\sigma_1,o}(u) \eta_j (\omega) d\omega \times \left( \int_{\mathbb{R}^2} (2j/2(N' - N_\nu'))^q \left( \frac{a' - a_\nu}{|\nu - \nu'|^\alpha} \right)^m H_2(x, \omega', \nu, \nu') F_{j,k,\sigma_2,o}(u') \eta_j' (\omega') d\omega' \right) d\Sigma \right| \\
\lesssim \left( 1 + q^2 + \frac{m^2 + mq}{|\nu - \nu'|^\alpha} \right) \frac{D}{2^{j/2}|\nu - \nu'|^{1+p+q}} \gamma'_j \gamma_k \eta_j \eta_{j'}. \tag{4.109}
\]

Finally, (4.103), (4.104) and (4.109) yield:

\[
\left\| \int_{\Sigma} \sum_{l,m,n,o,p,q \geq 0} \left( \frac{c_{l,p,q,l,m,n,o}}{|k - k'||\nu - \nu'|^\alpha} + \frac{c_{l,p,q,l,m,n,o}}{|k - k'|^2|\nu - \nu'|^2\alpha} + \frac{c_{l,p,q,l,m,n,o}}{|k - k'|^3|\nu - \nu'|^{3\alpha}} \right) \times \left( (1 + q^2 + m^2)2^{-j/2}D^2|\nu - \nu'|^{-\alpha} \right) \right| (k - k'|1 + m + n + o)(2j/2)|\nu - \nu'|^{1+p+q} \eta_j \gamma_j \gamma_{j'} \\
+ \sum_{l,m,n,o,p,q \geq 0} \left( \frac{c_{l,p,q,l,m,n,o}}{|k - k'||\nu - \nu'|^\alpha} + \frac{c_{l,p,q,l,m,n,o}}{|k - k'|^2|\nu - \nu'|^{2\alpha}} + \frac{c_{l,p,q,l,m,n,o}}{|k - k'|^3|\nu - \nu'|^{3\alpha}} \right) \times \left( \frac{2^{-j/2}D^2}{|k - k'|^{1+4\alpha}(2j/2)|\nu - \nu'|^{1+4\alpha}} \right) \eta_j \gamma_k \gamma_{j'}. \tag{4.110}
\]

which concludes the proof of estimate (4.117).
4.4.5 End of the proof of Proposition 4.2

We have proved the estimates (4.70) and (4.71) in the two previous sections. Since (4.70) and (4.71) yield (4.60) (see section 4.4.2), this concludes the proof of Proposition 4.2. □

4.5 Proof of Proposition 4.3 (control of the diagonal term)

We have to prove (4.17):

\[ \|U_{j}^{\nu} f\|_{L^2(\Sigma)} \lesssim D \gamma_{j}^{\nu}. \]  

(4.111)

Recall that \( U_{j}^{\nu} \) is given by:

\[ U_{j}^{\nu} f(x) = \int_{S^2} bF_{j}(u) \eta_{j}^{\nu}(\omega)d\omega, \]  

(4.112)

where \( F_{j}(u) \) is defined by:

\[ F_{j}(u) = \int_{0}^{+\infty} e^{i\lambda u} \psi(2^{-j} \lambda) f(\lambda \omega) \lambda^2 d\lambda. \]  

(4.113)

We decompose \( U_{j}^{\nu} \) in the sum of two terms:

\[ U_{j}^{\nu} f(x) = b(x, \nu) \int_{S^2} F_{j}(u) \eta_{j}^{\nu}(\omega)d\omega + \int_{S^2} (b(x, \omega) - b(x, \nu)) F_{j}(u) \eta_{j}^{\nu}(\omega)d\omega. \]  

(4.114)

We start with the first term. The assumption (2.42) on \( b \) implies:

\[ \left\| b(x, \nu) \int_{S^2} F_{j}(u) \eta_{j}^{\nu}(\omega)d\omega \right\|_{L^2(\Sigma)} \lesssim \int_{S^2} \left\| F_{j}(u) \eta_{j}^{\nu}(\omega)d\omega \right\|_{L^2(\Sigma)}. \]  

(4.115)

The following proposition allows us to estimate the right-hand side of (4.115).

**Proposition 4.10** The right-hand side of (4.115) satisfies the following bound:

\[ \left\| \int_{S^2} F_{j}(u) \eta_{j}^{\nu}(\omega)d\omega \right\|_{L^2(\Sigma)} \lesssim \gamma_{j}^{\nu}. \]  

(4.116)

The proof of Proposition 4.10 is postponed to section 4.5.1. In the rest of this section, we show how Proposition 4.10 yields the proof of (4.111). In particular, (4.116) together with (4.115) implies the following bound for the first term in the right-hand side of (4.114):

\[ \left\| b(x, \nu) \int_{S^2} F_{j}(u) \eta_{j}^{\nu}(\omega)d\omega \right\|_{L^2(\Sigma)} \lesssim D \gamma_{j}^{\nu}. \]  

(4.117)

We turn to the second term in the right-hand side of (4.114). We have:

\[ \left\| \int_{S^2} (b(x, \omega) - b(x, \nu)) F_{j}(u) \eta_{j}^{\nu}(\omega)d\omega \right\|_{L^2(\Sigma)} \leq \left\| b(x, \omega) - b(x, \nu) \right\|_{L^\infty L^2(P_u)} \left\| F_{j} \right\|_{L^2(\Sigma)} \left\| \eta_{j}^{\nu}(\omega)d\omega \right\|_{L^2(\Sigma)} \leq D \gamma_{j}^{\nu}. \]  

(4.118)
where we have used Plancherel to estimate \( \| F_j \|_{L^2} \), Cauchy-Schwartz in \( \omega \), the fact that \( H^1(\Sigma) \) embeds in \( L^\infty_u L^2(P_u) \) (see [17] Corollary 3.6 for a proof only using the regularity given by Assumption 1), the assumption (2.43) on \( b \), and the fact that \( |\omega - \nu| \lesssim 2^{-j/2} \) on the support of \( \eta_j^\nu \).

Finally, (4.114), (4.117) and (4.118) yield the wanted estimate (4.111) which concludes the proof of Proposition 4.3.

4.5.1 Proof of Proposition 4.10

Recall that

\[
\int_{S^2} F_j(u) \eta_j^\nu(\omega) d\omega = \int_{S^2} \int_0^{+\infty} e^{i\lambda u(\nu)} \psi(2^{-j} \lambda) \eta_j^\nu(\omega) f(\lambda \omega) \lambda^2 d\lambda d\omega. \tag{4.119}
\]

Relying on the classical \( TT^* \) argument, (4.116) is equivalent to proving the boundedness in \( L^2(\Sigma) \) of the operator whose kernel \( K \) is given by:

\[
K(x, y) = \int_{S^2} \int_0^{+\infty} e^{i\lambda u(x, \omega) - i\lambda u(y, \omega)} \psi(2^{-j} \lambda) \eta_j^\nu(\omega) \lambda^2 d\lambda d\omega, \quad x, y \in \Sigma. \tag{4.120}
\]

The decay satisfied by this kernel is stated in the following proposition.

**Proposition 4.11** The kernel \( K \) defined in (4.120) satisfies the following decay estimate for all \( x, y \in \Sigma \):

\[
|K(x, y)| \lesssim \frac{2^j}{(1 + |2^j|u(x, \nu) - u(y, \nu)| - 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|)^2} \times \frac{2^j}{(1 + 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|)^3}. \tag{4.121}
\]

The proof of Proposition 4.11 is postponed to section 4.5.2. In the rest of this section, we show how (4.121) implies Proposition 4.10. According to Schur’s Lemma, the operator whose kernel is \( K \) is bounded on \( L^2(\Sigma) \) provided we can prove the following bound:

\[
\sup_{x \in \Sigma} \int_{\Sigma} |K(x, y)| dy < +\infty, \sup_{y \in \Sigma} \int_{\Sigma} |K(x, y)| dx < +\infty. \tag{4.122}
\]

Due to the symmetry of \( K \) in \( x, y \), the two bounds in (4.122) are obtained in the same way. We focus on establishing the first bound. In view of (4.121), we have:

\[
\int_{\Sigma} |K(x, y)| dy \lesssim \int_{\Sigma} \frac{2^j}{(1 + |2^j|u(x, \nu) - u(y, \nu)| - 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|)^2} \times \frac{2^j}{(1 + 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|)^3} dy. \tag{4.123}
\]

Now, according to Assumption 4, there is a global change of variable on \( \Sigma \) \( \phi_\nu : \Sigma \to \mathbb{R}^3 \) defined by:

\[
\phi_\nu(x) := u(x, \nu) \nu + \partial_\omega u(x, \nu), \tag{4.124}
\]
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such that \( \phi \) is a bijection, and the determinant of its Jacobian satisfies the following estimate:

\[
\| \det(\text{Jac}\phi) \|_{L^\infty(\Sigma)} \lesssim \varepsilon.
\]  

(4.125)

Using the change of variable \( y \to y = \phi(y) - \phi(x) \in \mathbb{R}^3 \) in the right-hand side of (4.123) together with (4.125), we obtain:

\[
\int_{\mathbb{R}^3} |K(x,y)|dy \lesssim \int_{\mathbb{R}^3} \frac{2^j}{(1 + |2^j y \cdot \nu - 2^{j/2} |y'||2^j (1 + 2^{j/2} |y'||3^j} dy.
\]  

(4.126)

where \( y = y + y' \) and \( y' = 0 \). Making the change of variable \( y \to z \) where \( z \) is defined by \( z \cdot \nu = 2^j y \cdot \nu \) and \( z' = 2^{j/2} y' \) in the right-hand side of (4.126), and remarking that \( z \cdot \nu \) is one dimensional, and \( z' \) is two dimensional, we obtain:

\[
\int_{\Sigma} |K(x,y)|dy \lesssim \int_{\mathbb{R}^3} \frac{dz}{(1 + |z \cdot \nu| - |z'||2(1 + |z'||3\leq 1.  
\]  

(4.127)

implies the first bound in (4.122). \( K \) being symmetric with respect to \( x, y \), the second bound in (4.122) is also true. Thus, the operator whose kernel is \( K \) is bounded on \( L^2(\Sigma) \) which concludes the proof of Proposition 4.10.

\[\square\]

4.5.2 Proof of Proposition 4.11

Recall the definition of \( K \):

\[
K(x, y) = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} e^{i\lambda u(x, \omega) - i\lambda u(y, \omega)} \psi(2^{-j}\lambda)\eta_j^\nu(\omega)\lambda^2 d\lambda d\omega, \quad x, y \in \Sigma.
\]  

(4.128)

We need to prove that \( K \) satisfies the following decay estimate for all \( x, y \) in \( \Sigma \):

\[
|K(x, y)| \lesssim \frac{2^j}{(1 + |2^j u(x, \nu) - u(y, \nu)| - 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|^2}
\]

\[
\times \frac{2^j}{(1 + 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|^3}.
\]  

(4.129)

Proof of (4.129). Recall from Remark 2.6 that \( u(x, \omega) \) is exactly equal to \( x \cdot \omega \) in \( |x| \geq 2 \). Thus, we may restrict ourselves to \( |x| \leq 2 \) where we have in view of Assumption 2:

\[
|u(x, \omega)| + |\partial_\omega u(x, \omega)| + |\partial^2_\omega u(x, \omega)| + |\partial^3_\omega u(x, \omega)| \lesssim 1, \quad \forall x \text{ with } |x| \leq 2, \forall \omega \in S^2.
\]  

(4.130)

We will obtain (4.129) as a consequence of the following estimate:

\[
|K(x, y)| \lesssim \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \frac{1}{(1 + 2^j |u(x, \omega) - u(y, \omega)|^3} \tilde{\psi}(2^{-j}\lambda)\tilde{\eta}_j^\nu(\omega)\lambda^2 d\lambda d\omega.
\]  

(4.131)

where \( \tilde{\psi} \) is smooth and compactly supported in \( 0, +\infty \) and \( \tilde{\eta}_j^\nu \) is bounded on \( S^2 \) and has the same support as \( \eta_j^\nu \). Indeed, we have:

\[
u(x, \omega) - u(y, \omega) = u(x, \nu) - u(y, \nu) + (\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu))(\omega - \nu)
\]

\[
+ O(|\nu - \omega|^2),
\]

(4.132)

\[
\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega) = \partial_\omega u(x, \nu) - \partial_\omega u(y, \nu) + O(|\nu - \omega|),
\]
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where we have used a Taylor expansion in $\omega$ together with \eqref{4.130}. Using the fact that $2^{j/2}|\omega - \nu| \lesssim 1$ on the support of $\tilde{\psi}_j$ together with \eqref{4.132}, we obtain for $\omega$ in the support of $\tilde{\psi}_j$:

$$1 + |2^j[u(x, \nu) - u(y, \nu)] - 2^{j/2}|\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|| \lesssim 1 + 2^j|u(x, \omega) - u(y, \omega)|,$$
and $1 + 2^{j/2}|\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)| \lesssim 1 + 2^{j/2}|\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega)|.$

\eqref{4.131} and \eqref{4.133} imply:

$$|K(x, y)| \lesssim \frac{1}{(1 + 2^j|u(x, \nu) - u(y, \nu)| - 2^{j/2}|\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)||)^2} \int_{\mathbb{S}^2} \int_0^\infty \tilde{\psi}(2^{-j}\lambda)\tilde{\psi}_j^\nu(\omega)\lambda^2 d\lambda d\omega.$$ \hspace{1cm} \eqref{4.134}

Now, we have:

$$\int_{\mathbb{S}^2} \int_0^{\infty} \tilde{\psi}(2^{-j}\lambda)\tilde{\psi}_j^\nu(\omega)\lambda^2 d\lambda d\omega = \left(\int_{\mathbb{S}^2} \tilde{\psi}(2^{-j}\lambda)\lambda^2 d\lambda\right) \left(\int_{\mathbb{S}^2} \tilde{\psi}_j^\nu(\omega) d\omega\right) \lesssim 2^{2j},$$ \hspace{1cm} \eqref{4.135}
where we have used the fact that $\tilde{\psi}_j^\nu$ is bounded on $\mathbb{S}^2$ and the fact that the support of $\tilde{\psi}_j^\nu$ is two dimensional with a diameter of size $\sim 2^{-j/2}$. Finally, \eqref{4.134} and \eqref{4.135} imply \eqref{4.129} which is the wanted estimate.

**Proof of \eqref{4.131}**. To conclude the proof of Proposition \ref{prop:4.11}, it remains to prove \eqref{4.131}. This will follow by performing three integrations by parts with respect to $\omega$ and two integrations by parts with respect to $\lambda$. We start with the integrations by parts with respect to $\omega$. Our goal is to show that $K(x, y)$ is a sum of terms of the form:

$$\int_{\mathbb{S}^2} \int_0^{\infty} \frac{e^{i\lambda u(x, \omega) - i\lambda u(y, \omega)} F(x, y, \omega, \nu)(\lambda(\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega))^2)^l}{(1 + \lambda|\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega)|^2)^m} \tilde{\psi}(2^{-j}\lambda)\tilde{\psi}_j^\nu(\omega)\lambda^2 d\lambda d\omega,$$ \hspace{1cm} \eqref{4.136}

where $l, m$ are integers, where $F$ does not depend on $\lambda$, where $\tilde{\psi}_j^\nu$ is bounded on $\mathbb{S}^2$ and has the same support as $\eta_j^\nu$ and where the integrand in \eqref{4.136} satisfies:

$$\frac{|F(x, y, \omega, \nu)(\lambda(\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega))^2)^l|}{(1 + \lambda|\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega)|^2)^m} \lesssim \frac{1}{(1 + 2^{j/2}|\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega)||)^3}.$$ \hspace{1cm} \eqref{4.137}

To this end, we use:

$$e^{i\lambda u(x, \omega) - u(y, \omega))} = \frac{(1 - i(\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega))\partial_\omega) e^{i\lambda u(x, \omega) - u(y, \omega))}}{(1 + \lambda|\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega)|^2)}.$$ \hspace{1cm} \eqref{4.138}

We integrate by parts once in the integral \eqref{4.128} defining $K$ using \eqref{4.138}. We obtain:

$$K(x, y) = \int_{\mathbb{S}^2} \int_0^{\infty} \frac{e^{i\lambda u(x, \omega) - i\lambda u(y, \omega)}\psi(2^{-j}\lambda)\tilde{\psi}_j^\nu(\omega)\lambda^2 d\lambda d\omega}{(1 + \lambda|\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega)|^2)^l} + A_1 + A_2 + A_3,$$
where \( A_1, A_2, A_3 \) are given by:

\[
\begin{align*}
A_1 &= i(\partial^2_u u(x, \omega) - \partial^2_u u(y, \omega)), \\
A_2 &= -2i\lambda(\partial^2_u u(x, \omega) - \partial^2_u u(y, \omega))(\partial_u u(x, \omega) - u(y, \omega))^2, \\
A_3 &= i2^{j/2}(\partial_u u(x, \omega) - \partial_u u(y, \omega)).
\end{align*}
\] (4.140)

The first term in the right-hand side of (4.139). Integrating by parts in the first term of the right-hand side of (4.139) using (4.138) yields:

\[
\begin{align*}
&\int_{S^2} \int_0^{+\infty} \frac{e^{i\lambda u(x, \omega) - i\lambda u(y, \omega)}}{1 + \lambda|\partial_u u(x, \omega) - \partial_u u(y, \omega)|^2} \psi(2^{-j}\lambda)\eta_j^\nu(\omega) \lambda^2 d\lambda d\omega \\
= &\int_{S^2} \int_0^{+\infty} \frac{(1 + \lambda|\partial_u u(x, \omega) - \partial_u u(y, \omega)|^2)^2 \psi(2^{-j}\lambda)\eta_j^\nu(\omega) \lambda^2 d\lambda d\omega \\
&+ \int_{S^2} \int_0^{+\infty} \frac{(1 + \lambda|\partial_u u(x, \omega) - \partial_u u(y, \omega)|^2)^3 \psi(2^{-j}\lambda)\eta_j^\nu(\omega) \lambda^2 d\lambda d\omega \\
&+ \int_{S^2} \int_0^{+\infty} \frac{(1 + \lambda|\partial_u u(x, \omega) - \partial_u u(y, \omega)|^2)^4 \psi(2^{-j}\lambda)2^{-j/2}\partial_u \eta_j^\nu(\omega) \lambda^2 d\lambda d\omega,
\end{align*}
\] (4.141)

where \( A_0^1, A_0^2, A_0^3 \) are given by:

\[
\begin{align*}
A_0^1 &= 1 + i(\partial^2_u u(x, \omega) - \partial^2_u u(y, \omega)), \\
A_0^2 &= -4i\lambda(\partial^2_u u(x, \omega) - \partial^2_u u(y, \omega))(\partial_u u(x, \omega) - u(y, \omega))^2, \\
A_0^3 &= i2^{j/2}(\partial_u u(x, \omega) - \partial_u u(y, \omega)).
\end{align*}
\] (4.142)

(4.130) implies the following bound for the integrand in the right-hand side of (4.141):

\[
\frac{|A_0^1|}{(1 + \lambda|\partial_u u(x, \omega) - \partial_u u(y, \omega)|^2)^2} + \frac{|A_0^2|}{(1 + \lambda|\partial_u u(x, \omega) - \partial_u u(y, \omega)|^2)^3} + \frac{1}{(1 + \lambda|\partial_u u(x, \omega) - \partial_u u(y, \omega)|^2)^4} \lesssim \frac{1}{(1 + 2^{j/2}|\partial_u u(x, \omega) - \partial_u u(y, \omega)|)^3}. \] (4.143)

Also, we have:

\[
|\partial_u \eta_j^\nu(\omega)| \lesssim 2^{j/2} \text{ for all } \omega \in S^2 \] (4.144)

so that \( 2^{-j/2}\partial_u \eta_j^\nu \) satisfies the assumptions of \( \overline{\eta}_j^\nu \). Thus, the first term of the right-hand side of (4.139) satisfies (4.136) (4.137).

The terms involving \( A_1, A_2 \) and \( A_3 \) in the right-hand side of (4.139).

Integrating by parts in the term involving \( A_1 \) of the right-hand side of (4.139) using
for the integrand in the right-hand side of (4.145):

\[ \int S^2 \int_0^{+\infty} e^{i\lambda(x,\omega) - i\lambda(y,\omega)} A_1 \frac{1}{1 + \lambda(|\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|)^2} \psi(2^{-j}\lambda) \eta_j'(\omega) \lambda^2 d\lambda d\omega \]  

(4.145)

\[ = \int S^2 \int_0^{+\infty} e^{i\lambda(x,\omega) - i\lambda(y,\omega)} a_1 A_1 \frac{1}{1 + \lambda(|\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|)^2} \psi(2^{-j}\lambda) \eta_j'(\omega) \lambda^2 d\lambda d\omega \]

\[ + \int S^2 \int_0^{+\infty} e^{i\lambda(x,\omega) - i\lambda(y,\omega)} a_2 A_1 \frac{1}{1 + \lambda(|\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|)^2} \psi(2^{-j}\lambda) \eta_j'(\omega) \lambda^2 d\lambda d\omega \]

\[ + \int S^2 \int_0^{+\infty} e^{i\lambda(x,\omega) - i\lambda(y,\omega)} a_3 A_1 \frac{1}{1 + \lambda(|\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|)^2} \psi(2^{-j}\lambda) \eta_j'(\omega) \lambda^2 d\lambda d\omega \]

where \( A_1^0, A_2^0, A_3^0 \) are given by (4.142). In view of (4.143), we have the following bound for the integrand in the right-hand side of (4.145):

\[ \frac{|A_1^0 A_1|}{(1 + \lambda(|\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|)^2} \frac{|A_1^2 A_1|}{(1 + \lambda(|\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|)^2} \frac{|A_1^3 A_1|}{(1 + \lambda(|\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|)^2} \]

(4.146)

\[ \leq \frac{|A_1|}{(1 + 2^{1/2} |\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|)^2} \frac{|\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|}{|\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|} \frac{|\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|}{|\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|} \]

(4.147)

Now, in view of the definition (4.140) of \( A_1 \) and the estimate (4.130), we have:

\[ |A_1| \leq 1, \quad \text{and} \quad |\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))| \frac{|\partial_\omega A_1|}{|\partial_\omega A_1|} \leq 1. \]  

(4.147)

In view of (4.146) and (4.147) the term involving \( A_1 \) of the right-hand side of (4.139) satisfies (4.136) (4.137). We proceed similarly for \( A_2 \) and \( A_3 \). In particular, in view of the definition (4.140) of \( A_2, A_3 \) and the estimate (4.130), we may replace (4.147) with the following estimates:

\[ |A_2| \leq (2^{1/2} |\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|)^2, \]

\[ |\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))| \frac{|\partial_\omega A_2|}{|\partial_\omega A_2|} \leq (2^{1/2} |\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|)^2, \]

\[ |A_3| \leq 2^{1/2} |\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|, \]

and

\[ |\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))| \frac{|\partial_\omega A_3|}{|\partial_\omega A_3|} \leq 2^{1/2} |\partial_\omega(u(x,\omega) - \partial_\omega(u(y,\omega))|. \]

Finally, the four terms in the right-hand side of (4.139) satisfy the estimates (4.136) (4.137). Thus \( K(x,y) \) satisfies (4.136) (4.137).

**Integration by parts with respect to \( \lambda \) and end of the proof of (4.131).** In order to obtain (4.131), we still need to perform two integration by parts with respect to \( \lambda \) in (4.136). We have:

\[ e^{i\lambda(u(x,\omega) - u(y,\omega))} = \frac{(1 - i2^j(u(x,\omega) - u(y,\omega))(2^j \partial_\lambda)e^{i\lambda(u(x,\omega) - u(y,\omega))}}{(1 + 2^{2j} |u(x,\omega) - u(y,\omega)|^2}. \]  

(4.148)
Notice that the only term depending on $\lambda$ under the integral (4.136) is:

$$\frac{\psi(2^{-j}\lambda)\lambda^{2+l}}{(1 + \lambda|\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega)|^2)^m}. \quad (4.149)$$

Now, we have:

$$2^j\partial_\lambda \left( \frac{\psi(2^{-j}\lambda)\lambda^{2+l}}{(1 + \lambda|\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega)|^2)^m} \right) = \left( \frac{(2 + l - m)\psi(2^{-j}\lambda) + \psi'(2^{-j}\lambda)}{m\psi(2^{-j}\lambda)\lambda^{2+l}} \right) \lambda^{2+l} + \frac{(1 + \lambda|\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega)|^2)^m}{(1 + \lambda|\partial_\omega u(x, \omega) - \partial_\omega u(y, \omega)|^2)^{m+1}} \frac{\psi(\lambda)}{\lambda}. \quad (4.150)$$

Thus integrating by parts in $\lambda$ in the integral (4.136) using (4.148) essentially divides the integrand by $1 + 2^j|u(x, \omega) - u(y, \omega)|$. In particular, after two integrations by parts using (4.148) in the integral (4.136), and together with the estimate (4.137), we obtain that $K(x, y)$ is a sum of terms of the form:

$$\int_{\mathbb{S}^2} \int_{0}^{+\infty} e^{i\lambda u(x, \omega) - i\lambda u(y, \omega)} F(x, y, \omega, \nu) \lambda^{(l+1)m} (1 + 2^j|u(x, \omega) - u(y, \omega)|)^2 \frac{(1 + 2^j|u(x, \omega) - u(y, \omega)|^2)^m}{\lambda \psi(2^{-j}\lambda)\psi'(\lambda)} d\lambda d\omega, \quad (4.151)$$

where $l, m$ are integers, where $\tilde{\psi}$ is smooth and compactly supported in $(0, +\infty)$, where $\tilde{\eta}_\nu$ is bounded on $\mathbb{S}^2$ and has the same support as $\eta_\nu$ and where the integrand in (4.151) satisfies:

$$\left| F(x, y, \omega, \nu) \lambda^{(l+1)m} (1 + 2^j|u(x, \omega) - u(y, \omega)|^2)^m \right| \leq \frac{(1 + 2^j|u(x, \omega) - u(y, \omega)|^2)^m (1 + 2^j|u(x, \omega) - u(y, \omega)|^2)^3}{(1 + 2^j|u(x, \omega) - u(y, \omega)|^2)^{m+1}}. \quad (4.152)$$

Finally, (4.151) and (4.152) yield (4.131) which is the wanted estimate. This concludes the proof of Proposition 4.11.

5 Proof of Theorem 2.10

In order to prove Theorem 2.10, we first show that the Fourier integral operator $U$ of Theorem 2.8 almost preserve the $L^2$ norm provided we make additional assumptions on its symbol. We then use this observation to prove the estimate (2.49). Finally, we conclude the proof of Theorem 2.10 by establishing the existence of $(f_+, f_-)$ solution of the system (2.48).

5.1 A refinement of Theorem 2.8

In Theorem 2.8 we have proved that the Fourier integral operator $U$ with phase $u$ and symbol $b$ is bounded on $L^2(\Sigma)$ provided $u$ satisfies Assumption 1, Assumption 2 and
Assumption 4, and the symbol \( b \) satisfies (2.42) (2.43). We now would like to prove that \( U \) satisfies the following bound from below:

\[
\|f\|_{L^2(\mathbb{R}^3)} \lesssim \|Uf\|_{L^2(\Sigma)},
\]

(5.1)

provided \( u \) also satisfies Assumption 5 and under additional assumptions on the symbol \( b \). This is the aim of the following proposition.

Proposition 5.1 Let \( u \) be a function on \( \Sigma \times \mathbb{S}^2 \) satisfying Assumption 1, Assumption 2, Assumption 4 and Assumption 5. Let \( U \) the Fourier integral operator with phase \( u(x, \omega) \) and symbol \( b(x, \omega) \):

\[
Uf(x) = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i\lambda u(x, \omega)} b(x, \omega) f(\lambda \omega) \lambda^2 d\lambda d\omega.
\]

(5.2)

We assume furthermore that \( b(x, \omega) \) satisfies:

\[
\|\partial_\omega b\|_{L^2(\Sigma)} + \|\nabla \partial_\omega b\|_{L^2(\Sigma)} \lesssim 1,
\]

(5.3)

\[
\|b - 1\|_{L^\infty(\Sigma)} + \|\nabla b\|_{L^\infty L^2(\mathcal{P}_u)} + \|\nabla b\|_{L^2(\Sigma)} \lesssim \varepsilon,
\]

(5.4)

and

\[
\nabla_N b = b_1' + b_2' \text{ where } \|b_1'\|_{L^2(\Sigma)} \lesssim 2^{-\frac{1}{2}} \varepsilon, \quad \|b_2'\|_{L^\infty L^2(\mathcal{P}_u)} \lesssim \varepsilon
\]

and

\[
\|\nabla_N b_2'\|_{L^2(\Sigma)} + \|\nabla b_2'\|_{L^\infty L^2(\mathcal{P}_u)} \lesssim 2^\frac{1}{2} \varepsilon.
\]

(5.5)

Then, \( U \) is bounded on \( L^2 \) and satisfies the estimate:

\[
\|f\|_{L^2(\mathbb{R}^3)} \lesssim \|Uf\|_{L^2(\Sigma)}.
\]

(5.6)

Remark 5.2 Notice that the only difference in the assumptions with respect to Theorem 2.8 lies in the fact that \( u \) also satisfies Assumption 5 and in the constant \( D \) which has been replaced by 1 in (5.3) and by \( \varepsilon \) in (5.4) (5.5).

We now turn to the proof of Proposition 5.1. We review the three steps of Theorem 2.8- decomposition in frequency, decomposition in angle, and control of the diagonal term - indicating each time how to refine the estimates.

5.1.1 Step 1: decomposition in frequency

As in step 1 of the proof of Theorem 2.8 we decompose \( Uf \) in frequency:

\[
Uf(x) = \sum_{j \geq -1} U_j f(x),
\]

(5.7)

where the operators \( U_j \) are defined by (4.5) (4.6). We have:

\[
\|Uf\|_{L^2(\Sigma)} = \sum_{|j - l| \leq 2} \int_{\Sigma} U_j f(x) \overline{U_l f(x)} d\Sigma + \sum_{|j - l| > 2} \int_{\Sigma} U_j f(x) \overline{U_l f(x)} d\Sigma.
\]

(5.8)
Now, the proof of Proposition 5.1 together with the fact that \( b \) satisfies (5.4) (5.5) immediately yields:

\[
\left| \sum_{|j-l| > 2} \int_{\Sigma} U_j f(x) \overline{U_l f(x)} d\Sigma \right| \lesssim \varepsilon \| f \|_{L^2(\mathbb{R}^3)}^2.
\]

(5.9)

Thus, together with (5.8), we obtain:

\[
\| U f \|_{L^2(\Sigma)}^2 = \sum_{|j-l| \leq 2} \int_{\Sigma} U_j f(x) \overline{U_l f(x)} d\Sigma + O(\varepsilon) \| f \|_{L^2(\mathbb{R}^3)}^2.
\]

(5.10)

**Remark 5.3** The sum over \(|j-l| \leq 2\) in the right-hand side of (5.10) corresponds to the terms such that the support of \( \psi(2^{-j} \lambda) \) and the support of \( \psi(2^{-j} \lambda') \) have a non empty intersection, where \( \psi \) has been introduced in (4.3).

### 5.1.2 Step 2: decomposition in angle

As in step 2 of the proof of Theorem 2.8 we decompose \( U_j f \) in angle:

\[
U_j f(x) = \sum_{\nu \in \Gamma} U_j^\nu f(x),
\]

(5.11)

where the operators \( U_j^\nu \) are defined by (4.11). In order to control the diagonal term in a third step (see next section), we have to modify slightly the size of the support of our partition of unity \( \eta_\nu' \) on \( \mathbb{S}^2 \) introduced in (4.9). Let \( \delta > 0 \) such that:

\[
0 < \sqrt{\varepsilon} \ll \delta \ll 1.
\]

(5.12)

We now require that the support of \( \eta_\nu' \) is a patch on \( \mathbb{S}^2 \) of diameter \( \sim 2^{-j/2} \). We have:

\[
\sum_{|j-l| \leq 2} \int_{\Sigma} U_j f(x) \overline{U_l f(x)} d\Sigma = \sum_{|j-l| \leq 2} \sum_{|\nu - \nu'| \leq 2 \delta^{-j/2}} \int_{\Sigma} U_j^\nu f(x) \overline{U_l^\nu f(x)} d\Sigma
\]

\[
+ \sum_{|j-l| \leq 2} \sum_{|\nu - \nu'| > 2 \delta^{-j/2}} \int_{\Sigma} U_j^\nu f(x) \overline{U_l^\nu f(x)} d\Sigma.
\]

(5.13)

The proof of Proposition 4.2 yields:

\[
\left| \sum_{|\nu - \nu'| > 2 \delta^{-j/2}} \int_{\Sigma} U_j^\nu f(x) \overline{U_l^\nu f(x)} d\Sigma \right| \lesssim \frac{\varepsilon}{\delta^2} \gamma_j \gamma_l,
\]

(5.14)

where \( \gamma_j, \gamma_l \) have been defined in (4.12). Indeed, (5.14) follows from the equivalent of the two key estimates (4.70) (4.71). For example, let us consider the equivalent of (4.70). We obtain:

\[
\left| \int_{\Sigma} U_j^{\nu,k} f(x) \overline{U_l^{\nu,k} f(x)} d\Sigma \right| \lesssim \frac{\delta \varepsilon \gamma_j^{\nu,k} \gamma_l^{\nu,k}}{(2j/2)^{2} |\nu - \nu'|^{2-\alpha}} + \frac{\delta \varepsilon \gamma_j^{\nu,k} \gamma_l^{\nu,k}}{(2j/2)^{3} |\nu - \nu'|^{3}},
\]

for \(|\nu - \nu'| \neq 0, 1 \leq k \leq |\nu - \nu'|^{-\alpha},

(5.15)
where $\varepsilon$ comes from the fact that $b$ satisfies (5.3), and $\delta$ from the fact that the square root of the volume of the support of $\eta''_j$ now yields $\delta^{2-j/2}$ instead of $2^{-j/2}$. The worst term in the right-hand side of (5.15) is the second one. It may be rewritten:

$$
\varepsilon\delta^2 \frac{\gamma_{j,k}^{\nu,k} \gamma_{j,k}^{\nu',k}}{(2)^{2j/2} |\nu - \nu'|^3} = \frac{\varepsilon}{\delta^2} \frac{\gamma_{j,k}^{\nu,k} \gamma_{j,k}^{\nu',k}}{(2)^{2j/2} |\nu - \nu'|^3},
$$

and yields the factor $\varepsilon\delta^{-2}$ in the right-hand side of (5.14).

Finally, (5.13) and (5.14) yield:

$$
\sum_{|j-l|\leq 2} \int_{\Sigma} U_j f(x) U_l f(x) d\Sigma = \sum_{|j-l|\leq 2} \sum_{|\nu - \nu'| \leq 2\delta^{-j/2}} \int_{\Sigma} U_j^\nu f(x) U_l^{\nu'} f(x) d\Sigma + O\left(\frac{\varepsilon}{\delta^2}\right) \|f\|_{L^2(\mathbb{R}^3)}^2.
$$

**Remark 5.4** The sum over $|\nu - \nu'| \leq 2\delta^{-j/2}$ in the right-hand side of (5.17) corresponds to the terms such that the support of $\eta''_j$ and the support of $\eta''_l$ have a non empty intersection. The number of terms in this sum only depends on the dimension of $\mathbb{S}^2$ and is therefore a universal constant.

### 5.1.3 Step 3: control of the diagonal term

The goal of this section is to estimate the term $\sum_{|j-l|\leq 2} \sum_{|\nu - \nu'| \leq 2\delta^{-j/2}} \int_{\Sigma} U_j^\nu f(x) \overline{U_l^{\nu'} f(x)} d\Sigma$.

**A first reduction.** Remark first that the proof of Proposition 4.10 together with the fact that $b$ satisfies (5.3) immediately yields:

$$
\|U_j^\nu f\|_{L^2(\Sigma)} \lesssim \gamma''_j.
$$

We introduce the operator $S_j^\nu$ defined on $\Sigma$ by:

$$
S_j^\nu f(x) = \int_{\mathbb{S}^2} \int_{0}^{+\infty} e^{i\lambda \omega(x, \omega)} \psi(2^{-j} \lambda) \eta''_j(\omega) f(\lambda \omega) \lambda^2 d\lambda d\omega.
$$

By Proposition 4.10, we have:

$$
\|S_j^\nu f\|_{L^2(\Sigma)} \lesssim \gamma''_j.
$$

The estimate (4.118) together with the assumption (5.3) on $b$, (5.18), (5.20) and the fact that $|\omega - \nu| \lesssim \delta^{2-j/2}$ on the support of $\eta''_j$ yields:

$$
\sum_{|j-l|\leq 2} \sum_{|\nu - \nu'| \leq 2\delta^{-j/2}} \int_{\Sigma} U_j^\nu f(x) \overline{U_l^{\nu'} f(x)} d\Sigma = \sum_{|j-l|\leq 2} \sum_{|\nu - \nu'| \leq 2\delta^{-j/2}} \int_{\Sigma} b(x, \nu) S_j^\nu f(x) \overline{b(x, \nu')} S_l^{\nu'} f(x) d\Sigma + O(\delta) \|f\|_{L^2(\mathbb{R}^3)}^2,
$$

which together with the assumption (5.3) on $b$ and (5.20) implies:

$$
\sum_{|j-l|\leq 2} \sum_{|\nu - \nu'| \leq 2\delta^{-j/2}} \int_{\Sigma} U_j^\nu f(x) \overline{U_l^{\nu'} f(x)} d\Sigma = \sum_{|j-l|\leq 2} \sum_{|\nu - \nu'| \leq 2\delta^{-j/2}} \int_{\Sigma} S_j^\nu f(x) \overline{S_l^{\nu'} f(x)} d\Sigma + O(\delta + \varepsilon) \|f\|_{L^2(\mathbb{R}^3)}^2.
$$
We want to estimate the term \( \sum_{|j-l|\leq 2} \sum_{|\nu-\nu'|\leq 256^{-j/2}} \int_{\Sigma} U_j^\nu f(x) \overline{U_l^\nu f(x)} d\Sigma \). In view of (5.22), we may estimate instead the term \( \sum_{|j-l|\leq 2} \sum_{|\nu-\nu'|\leq 256^{-j/2}} \int_{\Sigma} S_j^\nu f(x) S_l^\nu \overline{f(x)} d\Sigma \).

**End of the proof of Proposition 5.1.** Recall Assumption 4 which states that the map \( \phi_\nu : \Sigma \to \mathbb{R}^3 \) defined by:

\[
\phi_\nu(x) := u(x, \nu) + \partial_\nu u(x, \nu),
\]

is a bijection, such that the determinant of its Jacobian satisfies the following estimate:

\[
|| \det(Jac \phi_\nu) || - 1 \leq ||_L^\infty(\Sigma) \lesssim \varepsilon. \quad (5.24)
\]

Let us note \( F^{-1} \) the inverse Fourier transform on \( \mathbb{R}^3 \). We introduce the operator \( \tilde{S}_j^\nu \) on \( \Sigma \) defined by:

\[
\tilde{S}_j^\nu f(x) = F^{-1}(\psi(2^{-j-1}) \nu_j f)(\phi_\nu(x)) = \int_{\mathbb{R}^3} e^{\text{i} \lambda \phi_\nu(x) \cdot \omega} \psi(2^{-j-1} \lambda) \nu_j f(\lambda \omega) \lambda^2 d\lambda d\omega. \quad (5.25)
\]

The following proposition shows that the term \( \int_{\Sigma} S_j^\nu f(x) \overline{S_j^\nu f(x)} d\Sigma \) is close to the term \( \int_{\Sigma} \tilde{S}_j^\nu f(x) \overline{\tilde{S}_j^\nu f(x)} d\Sigma \).

**Proposition 5.5** We have the following bound:

\[
|| S_j^\nu f - \tilde{S}_j^\nu f || ||_{L^2(\Sigma)} \lesssim 2^{-j} \gamma_j. \quad (5.26)
\]

We postponed the proof of Proposition 5.5 to the next section. Let us show how Proposition 5.5 allows us to conclude the proof of Proposition 5.1. (5.10), (5.17), (5.22) and (5.26) yield:

\[
|| Uf ||^2 ||_{L^2(\Sigma)} = \sum_{|j-l|\leq 2} \sum_{|\nu-\nu'|\leq 256^{-j/2}} \int_{\Sigma} S_j^\nu f(x) S_l^\nu \overline{f(x)} d\Sigma + O\left( \frac{\varepsilon}{\delta^2} + \frac{1}{\delta^2} \right) ||f||^2 ||_{L^2(\mathbb{R}^3)}. \quad (5.27)
\]

Making the change of variable \( y = \phi_\nu(x) \) in \( \int_{\Sigma} \tilde{S}_j^\nu f(x) \overline{\tilde{S}_j^\nu f(x)} d\Sigma \) and using (5.24) and (5.25) implies:

\[
\sum_{|j-l|\leq 2} \sum_{|\nu-\nu'|\leq 256^{-j/2}} \int_{\Sigma} \tilde{S}_j^\nu f(x) \overline{\tilde{S}_j^\nu f(x)} d\Sigma = \sum_{|j-l|\leq 2} \sum_{|\nu-\nu'|\leq 256^{-j/2}} \int_{\mathbb{R}^3} F^{-1}(\psi(2^{-j-1}) \nu_j f)(y) \overline{F^{-1}(\psi(2^{-j-1}) \nu_j f)(y)} dy + O(\varepsilon) ||f||^2 ||_{L^2(\mathbb{R}^3)},
\]

\[
\sum_{|j-l|\leq 2} \sum_{|\nu-\nu'|\leq 256^{-j/2}} \int_{\mathbb{R}^3} \psi(2^{-j-1} \lambda) \nu_j f(\lambda \omega) \overline{\psi(2^{-j-1} \lambda) \nu_j f(\lambda \omega)} d\lambda d\omega = ||f||^2 ||_{L^2(\mathbb{R}^3)},
\]

where we have used the fact that \( F^{-1} \) is an isomorphism on \( L^2(\mathbb{R}^3) \) in the last equality of (5.28). Now, we have:

\[
\sum_{|j-l|\leq 2} \sum_{|\nu-\nu'|\leq 256^{-j/2}} \int_{\mathbb{R}^3} \psi(2^{-j-1} \lambda) \nu_j f(\lambda \omega) \overline{\psi(2^{-j-1} \lambda) \nu_j f(\lambda \omega)} d\lambda d\omega = ||f||^2 ||_{L^2(\mathbb{R}^3)},
\]
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which together with (5.27) and (5.28) yields:
\[
\| U f \|_{L^2(\Sigma)}^2 = \| f \|_{L^2(\mathbb{R}^3)}^2 + O \left( \frac{\varepsilon}{\delta^2} + \delta^{\frac{1}{2}} \right) \| f \|_{L^2(\mathbb{R}^3)}^2. \tag{5.30}
\]
Choosing \( \delta^{\frac{1}{2}} \) and \( \varepsilon \delta^{-2} \) small enough, we deduce from (5.30):
\[
\| f \|_{L^2(\mathbb{R}^3)} \lesssim \| U f \|_{L^2(\Sigma)}, \tag{5.31}
\]
which is the wanted estimate. This concludes the proof of Proposition 5.1. \( \blacksquare \)

5.1.4 Proof of Proposition 5.5

Reduction to a decay estimate. Relying on the classical \( TT^* \) argument, (5.26) is equivalent to proving the boundedness in \( L^2(\Sigma) \) with a norm \( O(\delta) \) of the operator whose kernel \( K \) is given by:
\[
K(x, y) = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i\lambda u(x, \omega)} e^{-i\lambda u(y, \omega)} \psi(2^{-j} \lambda) \eta_j^\nu(\omega) \lambda^2 d\lambda d\omega \tag{5.32}
\]
(5.26) then reduces to proving the following decay for the kernel \( K \) in (5.32):
\[
|K(x, y)| \lesssim \delta^{\frac{1}{2}} 2^{j} \frac{2^j}{(1 + |2^j u(x, \nu) - u(y, \nu)|)^{\frac{1}{2}}} \times (1 + 2^{-j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|)^{\frac{1}{2}}. \tag{5.33}
\]
The proof of the fact that (5.33) implies (5.26) is identical to the proof in section 4.5.1 of the fact that the decay estimate (4.121) implies (4.116). In fact, performing the exact same changes of variables leads to:
\[
\sup_{x \in \Sigma} \int_{\Sigma} |K(x, y)| dy \lesssim \delta, \sup_{y \in \Sigma} \int_{\Sigma} |K(x, y)| dx \lesssim \delta. \tag{5.34}
\]
Finally, (5.34) yields (5.26) by Schur’s Lemma.

Proof of the decay estimate (5.33). The proof of (5.33) follows from the proof of Proposition 4.11 in section 4.5.2. In fact, let us consider the following quantity \( A \) defined by:
\[
A = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i\lambda \rho(\omega)} \psi(2^{-j} \lambda) \eta_j^\nu(\omega) \lambda^2 d\lambda d\omega \tag{5.35}
\]

where $\rho$ is a function defined on $\mathbb{S}^2$. Then applying 3 integrations by parts with respect to $\omega$ and 2 integrations by parts with respect to $\lambda$ as in the proof of Proposition 4.11 yields to the following equality:

\[
A = \int_{\mathbb{S}^2} \int_0^{+\infty} F_0(2^j \rho(\omega), 2^{j/2} \partial_\omega \rho(\omega), \partial_\omega \rho(\omega), \partial^2_\omega \rho(\omega), 2^{-j} \lambda)
\times \psi_0(2^{-j} \lambda) \eta_j^\rho(\omega) \lambda^2 d\lambda d\omega
+ \delta^{-1} \int_{\mathbb{S}^2} \int_0^{+\infty} F_1(2^j \rho(\omega), 2^{j/2} \partial_\omega \rho(\omega), \partial_\omega \rho(\omega), \partial^2_\omega \rho(\omega), 2^{-j} \lambda)
\times \psi_1(2^{-j} \lambda) (\delta 2^{-j/2} \partial_\omega) \eta_j^\rho(\omega) \lambda^2 d\lambda d\omega
+ \delta^{-2} \int_{\mathbb{S}^2} \int_0^{+\infty} F_2(2^j \rho(\omega), 2^{j/2} \partial_\omega \rho(\omega), \partial_\omega \rho(\omega), \partial^2_\omega \rho(\omega), 2^{-j} \lambda)
\times \psi_2(2^{-j} \lambda) (\delta 2^{-j/2} \partial_\omega)^2 \eta_j^\rho(\omega) \lambda^2 d\lambda d\omega
+ \delta^{-3} \int_{\mathbb{S}^2} \int_0^{+\infty} F_3(2^j \rho(\omega), 2^{j/2} \partial_\omega \rho(\omega), \partial_\omega \rho(\omega), \partial^2_\omega \rho(\omega), 2^{-j} \lambda)
\times \psi_3(2^{-j} \lambda) (\delta 2^{-j/2} \partial_\omega)^3 \eta_j^\rho(\omega) \lambda^2 d\lambda d\omega,
\]

(5.36)

where $\psi_l, l = 0, 1, 2, 3$ is smooth and compactly supported in $(0, +\infty)$, $(\delta 2^{-j/2} \partial_\omega)^l \eta_j^\rho, l = 0, 1, 2, 3$ is bounded on $\mathbb{S}^2$ and has the same support as $\eta_j^\rho$, and $F_l, l = 0, 1, 2, 3$ are smooth function satisfying the following estimates:

\[
|F_0(2^j \rho(\omega), 2^{j/2} \partial_\omega \rho(\omega), \partial_\omega \rho(\omega), \partial^2_\omega \rho(\omega), 2^{-j} \lambda)|
+ |F_1(2^j \rho(\omega), 2^{j/2} \partial_\omega \rho(\omega), \partial_\omega \rho(\omega), \partial^2_\omega \rho(\omega), 2^{-j} \lambda)|
+ |F_2(2^j \rho(\omega), 2^{j/2} \partial_\omega \rho(\omega), \partial_\omega \rho(\omega), \partial^2_\omega \rho(\omega), 2^{-j} \lambda)|
+ |F_3(2^j \rho(\omega), 2^{j/2} \partial_\omega \rho(\omega), \partial_\omega \rho(\omega), \partial^2_\omega \rho(\omega), 2^{-j} \lambda)|
\leq \frac{1}{(1 + 2j |\rho(\omega)|)^2 (1 + 2j^2 |\partial_\omega \rho(\omega)|)^3}
\]

(5.37)

Indeed, this has been done in the proof of Proposition 4.11 for the particular case $\rho(\omega) = u(x, \omega) - u(y, \omega)$ but is easily seen to hold in the general case with the exact same proof. Applying (5.35) to the 4 terms in the right-hand side of (5.32) respectively with

\[
\rho_1(\omega) = u(x, \omega) - u(y, \omega), \rho_2(\omega) = \phi_\nu(x) \cdot \omega - \phi_\nu(y) \cdot \omega,
\rho_3(\omega) = u(x, \omega) - \phi_\nu(y) \cdot \omega \text{ and } \rho_4(\omega) = \phi_\nu(y) \cdot \omega - u(y, \omega)
\]

(5.38)

yields:

\[
K(x, y) = \sum_{q=1}^{2} \sum_{l=0}^{3} \delta^{-l} \int_{\mathbb{S}^2} \int_0^{+\infty} F_i[\rho_q] \psi_1(2^{-j} \lambda) (\delta 2^{-j/2} \partial_\omega)^l \eta_j^\rho(\omega) \lambda^2 d\lambda d\omega
- \sum_{q=3}^{4} \sum_{l=0}^{3} \delta^{-l} \int_{\mathbb{S}^2} \int_0^{+\infty} F_i[\rho_q] \psi_1(2^{-j} \lambda) (\delta 2^{-j/2} \partial_\omega)^l \eta_j^\rho(\omega) \lambda^2 d\lambda d\omega,
\]

(5.39)

where $F_i[\rho_q]$ is defined for $q = 1, 2, 3, 4$ by:

\[
F_1[\rho_q] = F_1(2^j \rho_q(\omega), 2^{j/2} \partial_\omega \rho_q(\omega), \partial_\omega \rho_q(\omega), \partial^2_\omega \rho_q(\omega), \partial^3_\omega \rho_q(\omega), 2^{-j} \lambda), l = 0, 1,
F_2[\rho_q] = F_2(2^j \rho_q(\omega), 2^{j/2} \partial_\omega \rho_q(\omega), \partial_\omega \rho_q(\omega), \partial^2_\omega \rho_q(\omega), \partial^3_\omega \rho_q(\omega), 2^{-j} \lambda),
F_3[\rho_q] = F_3(2^j \rho_q(\omega), 2^{j/2} \partial_\omega \rho_q(\omega), \partial_\omega \rho_q(\omega), 2^{-j} \lambda).
\]

(5.40)
We rewrite (5.39) as:

\[ K(x, y) = \sum_{l=0}^{3} \int_{\mathbb{S}^2} \int_{0}^{+\infty} (F_l[p_1] - F_l[p_2]) \psi_l(2^{-j} \lambda)(\delta 2^{-j/2} \partial_\omega)^j \eta_j^\nu(\omega) \lambda^2 d\lambda d\omega \]

\[ + \sum_{l=0}^{3} \int_{\mathbb{S}^2} \int_{0}^{+\infty} (F_l[p_2] - F_l[p_4]) \psi_l(2^{-j} \lambda)(\delta 2^{-j/2} \partial_\omega)^j \eta_j^\nu(\omega) \lambda^2 d\lambda d\omega. \]  

(5.41)

We now estimate \( F_l[p_1] - F_l[p_3] \) and \( F_l[p_2] - F_l[p_4] \). One easily checks that the first order derivatives of \( F_l \) satisfy the same estimate as the estimates (5.37) satisfied by \( F_l \). Together with Assumption 5 on \( u(x, \omega) \) and \( \phi_v(x) \cdot \omega \), (5.42) and (5.43), we deduce the following estimates on the support of \( \eta_j^\nu \):

\[
|F_0[p_1] - F_0[p_3]| + |F_0[p_2] - F_0[p_4]| + |F_1[p_1] - F_1[p_3]| + |F_1[p_2] - F_1[p_4]| \\
\leq |F_0[p_1]| + |F_0[p_2]| + |F_0[p_3]| + |F_0[p_4]| + |F_1[p_1]| + |F_1[p_2]| + |F_1[p_3]| + |F_1[p_4]| \\
\lesssim (1 + |2| |u(x, \nu) - u(y, \nu)| - 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|)|^3 \\
\times (1 + 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|)^3, 
\]

(5.42)

\[
|F_2[p_1] - F_2[p_3]| + |F_2[p_2] - F_2[p_4]| \\
\lesssim (2^j |u(x, \omega) - \phi_v(x) \cdot \omega| + 2^j |u(y, \omega) - \phi_v(y) \cdot \omega| \\
+ 2^{j/2} |\partial_\omega u(x, \omega) - \partial_\omega (\phi_v(x) \cdot \omega)| + 2^{j/2} |\partial_\omega u(y, \omega) - \partial_\omega (\phi_v(y) \cdot \omega)|) \\
\times (1 + |2^j |u(x, \nu) - u(y, \nu)| - 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|)^2 \\
\times (1 + 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|)^3, 
\]

(5.43)

and

\[
|F_3[p_1] - F_3[p_3]| + |F_3[p_2] - F_3[p_4]| \\
\lesssim (2^j |u(x, \omega) - \phi_v(x) \cdot \omega| + 2^j |u(y, \omega) - \phi_v(y) \cdot \omega| \\
+ 2^{j/2} |\partial_\omega u(x, \omega) - \partial_\omega (\phi_v(x) \cdot \omega)| + 2^{j/2} |\partial_\omega u(y, \omega) - \partial_\omega (\phi_v(y) \cdot \omega)|) \\
\times (1 + |2^j |u(x, \nu) - u(y, \nu)| - 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|)^2 \\
\times (1 + 2^{j/2} |\partial_\omega u(x, \nu) - \partial_\omega u(y, \nu)|)^3, 
\]

(5.44)

where we have used the fact that \( |\omega - \nu| \lesssim 2^{-j/2} \) on the support of \( \eta_j^\nu \), and \( \varepsilon \lesssim \delta \) in view
of \([5.12]\). Now, we have:

\[
\int_{\mathbb{S}^2} \int_0^{+\infty} \psi_i(2^{-j} \lambda) (\delta 2^{-j/2} \partial_\omega)^j \eta'_j(\omega) \lambda^2 d\lambda d\omega
\]

\[
= \left( \int_0^{+\infty} \psi_i(2^{-j} \lambda) \lambda^2 d\lambda \right) \left( \int_{\mathbb{S}^2} (\delta 2^{-j/2} \partial_\omega)^j \eta'_j(\omega) d\omega \right) \lesssim \delta^2 2^{2j},
\]

where we have used the fact that \((\delta 2^{-j/2} \partial_\omega)^j \eta'_j(\omega)\) is bounded on \(\mathbb{S}^2\) and the fact that its support is two dimensional with a diameter \(\sim 2^{-j/2}\). \([5.41]-[5.45]\) immediately yield the decay estimate \([5.33]\). Finally, as explained after \([5.33]\), \([5.33]\) yields \([5.34]\) which implies \([5.26]\). This concludes the proof of Proposition 5.5.

**Remark 5.6** Note that Assumption 5 does not contain any estimate for the term \(\partial^2_{x\omega}(\phi_x(x) \cdot \omega)\). Instead, this term is estimated using Assumption 2:

\[
|\partial^2_{x\omega}(\phi_x(x) \cdot \omega)| \lesssim 1,
\]

and thus is not bounded from above by \(O(\varepsilon)\) unlike the corresponding estimate for \(\partial^2_{x\omega}(\phi_x(x) \cdot \omega)\) in Assumption 5. As a consequence, \([5.12]\) cannot be improved, and is responsible for the introduction of the extra smallness parameter \(\delta\) in the decomposition in angle.

### 5.2 Proof of the estimate \([2.49]\)

Recall the definition of the Fourier integral operators \(M_\pm\) and \(Q_\pm\) introduced in section 2.1.2:

\[
M_\pm f(x) = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i\lambda u(x, \pm \omega)} f(\lambda \omega) \lambda^2 d\lambda d\omega,
\]

and

\[
Q_\pm f(x) = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{i\lambda u(x, \pm \omega)} a(x, \pm \omega)^{-1} f(\lambda \omega) \lambda^2 d\lambda d\omega.
\]

Let \((f_+, f_-)\) satisfying:

\[
\left\{
\begin{array}{l}
M_+ f_+ + M_- f_- = \phi_0, \\
Q_+(\lambda f_+) - Q_-(\lambda f_-) = i \phi_1.
\end{array}
\right.
\]

The goal of this section is to prove that \((f_+, f_-)\) satisfies the following estimate:

\[
\|\lambda f_+\|_{L^2(\mathbb{R}^3)} + \|\lambda f_-\|_{L^2(\mathbb{R}^3)} \lesssim \|\nabla \phi_0\|_{L^2(\Sigma)} + \|\phi_1\|_{L^2(\Sigma)}.
\]

Using Proposition 5.1 in the case of a symbol \(b \equiv 1\), we obtain:

\[
\|\lambda f_+\|_{L^2(\mathbb{R}^3)} \lesssim \|M_+(\lambda f_+)\|_{L^2(\Sigma)} \text{ and } \|\lambda f_-\|_{L^2(\mathbb{R}^3)} \lesssim \|M_-(\lambda f_-)\|_{L^2(\Sigma)},
\]

which yields:

\[
\|\lambda f_+\|_{L^2(\mathbb{R}^3)} + \|\lambda f_-\|_{L^2(\mathbb{R}^3)} \lesssim \|M_+(\lambda f_+)\|_{L^2(\Sigma)} + \|M_-(\lambda f_-)\|_{L^2(\Sigma)} + \|M_+(\lambda f_+) - M_-(\lambda f_-)\|_{L^2(\Sigma)}.
\]
We have:
\[
(Q_\pm - M_\pm)f(x) = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{\pm i\lambda u(x,\pm \omega)}(a(x, \pm \omega)^{-1} - 1)f(\lambda \omega)\lambda^2 d\lambda d\omega. \tag{5.52}
\]
Due to Assumption 1-3 on \(a\), the symbol \(a(x, \pm \omega)^{-1} - 1\) of \(Q_\pm - M_\pm\) satisfies the assumptions (2.42)-(2.44) of Theorem 2.8 with \(D = \varepsilon\). Thus, we obtain from (2.45) that:
\[
\|(Q_\pm - M_\pm)f\|_{L^2(\Sigma)} \lesssim \varepsilon \|f\|_{L^2(\mathbb{R}^3)}. \tag{5.53}
\]

The second equation of (5.48), (5.51) and (5.53) yield:
\[
\|\lambda f_+\|_{L^2(\mathbb{R}^3)} + \|\lambda f_-\|_{L^2(\mathbb{R}^3)} \lesssim \|M_+(\lambda f_+) + M_-(\lambda f_-)\|_{L^2(\Sigma)} + \|\phi_1\|_{L^2(\Sigma)}. \tag{5.54}
\]

The following lemma will allow us to bound the first term in the right-hand side of (5.54).

**Lemma 5.7** For any \((f_+, f_-)\), we have the following bound:
\[
\|M_+(\lambda f_+) + M_-(\lambda f_-)\|_{L^2(\Sigma)} \lesssim \|\nabla M_+(f_+) + \nabla M_-(f_-)\|_{L^2(\Sigma)} + \left(\delta + \frac{\varepsilon}{\delta^2}\right) \left(\|\lambda f_+\|_{L^2(\mathbb{R}^3)} + \|\lambda f_-\|_{L^2(\mathbb{R}^3)}\right), \tag{5.55}
\]
where \(\delta\) may be chosen as in (5.12).

Before proving Lemma 5.7, we first conclude the proof of the estimate (2.49). (5.12), (5.54) and (5.55) yield:
\[
\|\lambda f_+\|_{L^2(\mathbb{R}^3)} + \|\lambda f_-\|_{L^2(\mathbb{R}^3)} \lesssim \|\nabla M_+(f_+) + \nabla M_-(f_-)\|_{L^2(\Sigma)} + \|\phi_1\|_{L^2(\Sigma)}. \tag{5.56}
\]
Applying \(\nabla\) to the first equation of (5.48) and using (5.56) implies:
\[
\|\lambda f_+\|_{L^2(\mathbb{R}^3)} + \|\lambda f_-\|_{L^2(\mathbb{R}^3)} \lesssim \|\nabla \phi_0\|_{L^2(\Sigma)} + \|\phi_1\|_{L^2(\Sigma)}, \tag{5.57}
\]
which is the wanted estimate (2.49).

**Proof of Lemma 5.7**. Since \(\nabla u = a^{-1} N\), we have:
\[
\nabla M_\pm f(x) = \pm i \int_{\mathbb{S}^2} \int_0^{+\infty} e^{\pm i\lambda u(x,\pm \omega)}a(x, \pm \omega)^{-1}N(x, \pm \omega)\lambda f(\lambda \omega)\lambda^2 d\lambda d\omega. \tag{5.58}
\]

We introduce the operator \(P_\pm\) defined by:
\[
P_\pm f(x) = \int_{\mathbb{S}^2} \int_0^{+\infty} e^{\pm i\lambda u(x,\pm \omega)}N(x, \pm \omega)f(\lambda \omega)\lambda^2 d\lambda d\omega. \tag{5.59}
\]
Due to Assumption 1-3 on \(a\) and \(N\), the symbol \(\pm i(a(x, \pm \omega)^{-1} - 1)\) of \(\nabla M_\pm \mp iP_\pm(\lambda)\) satisfies the assumptions (2.42)-(2.44) of Theorem 2.8 with \(D = \varepsilon\). Thus, we obtain from (2.45) that:
\[
\|\nabla M_\pm(f) \mp iP_\pm(\lambda f)\|_{L^2(\Sigma)} \lesssim \varepsilon \|\lambda f\|_{L^2(\mathbb{R}^3)}. \tag{5.60}
\]
Thus, the proof of Lemma 5.7 reduces to the proof of the following estimate:

\[
\| M_+(f_+) + M_-(f_-) \|_{L^2(\Sigma)} \lesssim \| P_+(f_+) - P_-(f_-) \|_{L^2(\Sigma)} \\
+ \left( \delta + \frac{\varepsilon}{\delta^2} \right) \left( \| f_+ \|_{L^2(\mathbb{R}^3)} + \| f_- \|_{L^2(\mathbb{R}^3)} \right),
\]

(5.61)

for any \((f_+, f_-)\) in \(L^2(\mathbb{R}^3) \times L^2(\mathbb{R}^3)\). To prove (5.61), we decompose in frequency and angle as in the proof of Proposition 5.1 in order to reduce ourselves to diagonal terms.

**Decomposition in frequency.** As in step 1 of the proof of Theorem 2.8 we decompose \(M_\pm(f_\pm)\) and \(P_\pm(f_\pm)\) in frequency:

\[
M_\pm(f_\pm)(x) = \sum_{j \geq -1} (M_\pm)_j x_\pm(x) \text{ and } P_\pm(f_\pm)(x) = \sum_{j \geq -1} (P_\pm)_j x_\pm(x)
\]

(5.62)

where the operators \((M_\pm)_j\), \((P_\pm)_j\) are defined as in (4.5) (4.6). Following step 1 of the proof of Proposition 5.1 we obtain the equivalent of (5.10):

\[
\| M_+(f_+) + M_-(f_-) \|_{L^2(\Sigma)}^2 \\
= \sum_{|j-l| \leq 2} \int_{\Sigma} \frac{\left( (M_+(f_+)_j + (M_-)(f_-)_j) \right) \left( (M_+(f_+)_l + (M_-)(f_-)_l) \right)}{d\Sigma} \\
+ O(\varepsilon) \left( \| f_+ \|_{L^2(\mathbb{R}^3)}^2 + \| f_- \|_{L^2(\mathbb{R}^3)}^2 \right),
\]

(5.63)

and

\[
\| P_+(f_+) - P_-(f_-) \|_{L^2(\Sigma)}^2 \\
= \sum_{|j-l| \leq 2} \int_{\Sigma} \frac{\left( (P_+(f_+)_j - (P_-)(f_-)_j) \right) \left( (P_+(f_+)_l - (P_-)(f_-)_l) \right)}{d\Sigma} \\
+ O(\varepsilon) \left( \| f_+ \|_{L^2(\mathbb{R}^3)}^2 + \| f_- \|_{L^2(\mathbb{R}^3)}^2 \right).
\]

(5.64)

**Decomposition in angle.** As in step 2 of the proof of Proposition 5.1 we decompose \((M_\pm)_j x_\pm\) and \((P_\pm)_j x_\pm\) in angle:

\[
(M_\pm)_j x_\pm(x) = \sum_{\nu \in \Gamma} (M_\pm)_j^\nu x_\pm(x) \text{ and } (P_\pm)_j x_\pm(x) = \sum_{\nu \in \Gamma} (P_\pm)_j^\nu x_\pm(x),
\]

(5.65)

where the operators \((M_\pm)_j^\nu\) and \((P_\pm)_j^\nu\) are defined as in (4.11) and where the support of our partition of unity \(\eta_j^\nu\) on \(\mathbb{S}^2\) is a patch of diameter \(\sim \delta 2^{-j/2}\) with \(\delta\) chosen as in (5.12). Following step 2 of the proof of Proposition 5.1 we obtain the equivalent of (5.13):

\[
\sum_{|j-l| \leq 2 \nu \in \Gamma} \int_{\Sigma} \frac{\left( (M_+(f_+)_j + (M_-)(f_-)_j) \right) \left( (M_+(f_+)_l + (M_-)(f_-)_l) \right)}{d\Sigma} \\
= \sum_{|j-l| \leq 2} \sum_{|\nu^\prime - \nu| \leq 2^{j/2}} \int_{\Sigma} \frac{\left( (M_+(f_+)_j + (M_-)(f_-)_j) \right) \left( (M_+(f_+)_l + (M_-)(f_-)_l) \right)}{d\Sigma} \\
\times \frac{\left( (M_+(f_+)_j + (M_-)(f_-)_j) \right) \left( (M_+(f_+)_l + (M_-)(f_-)_l) \right)}{d\Sigma} + O \left( \frac{\varepsilon}{\delta^2} \right) \left( \| f_+ \|_{L^2(\mathbb{R}^3)}^2 + \| f_- \|_{L^2(\mathbb{R}^3)}^2 \right),
\]

(5.66)
and
\[
\sum_{|j-l| \leq 2} \int_{\Sigma} ((P_+)_j f_+(x) - (P_-)_l f_-(x)) \cdot \overline{(P_+)_l f_+(x) - (P_-)_l f_-(x)} d\Sigma
\]
(5.67)
\[
= \sum_{|j-l| \leq 2 |\nu-\nu'| \leq 2^{d-2}\delta^{1/2}} \int_{\Sigma} ((P_+)_j f_+(x) - (P_-)_l f_-(x)) \cdot \overline{(P_+)_l f_+(x) - (P_-)_l f_-(x)} d\Sigma
\]
+ \mathcal{O}\left(\frac{\varepsilon}{\delta^2}\right) \left(\|f_+\|^2_{L^2(\mathbb{R}^3)} + \|f_-\|^2_{L^2(\mathbb{R}^3)}\right).

End of the proof of Lemma 5.7. 5.63 and 5.66 yield:
\[
\|M_+(f_+) + M_-(f_-)\|^2_{L^2(\Sigma)} = \sum_{|j-l| \leq 2 |\nu-\nu'| \leq 2^{d-2}\delta^{1/2}} \int_{\Sigma} ((M_+)_j f_+(x) + (M_-)_l f_-(x)) \times ((M_+)_l f_+(x) + (M_-)_j f_-(x)) d\Sigma + \mathcal{O}\left(\frac{\varepsilon}{\delta^2}\right) \left(\|f_+\|^2_{L^2(\mathbb{R}^3)} + \|f_-\|^2_{L^2(\mathbb{R}^3)}\right),
\]
(5.68)
and 5.64 and 5.67 yield:
\[
\|P_+(f_+) - P_-(f_-)\|^2_{L^2(\Sigma)}
\]
(5.69)
\[
= \sum_{|j-l| \leq 2 |\nu-\nu'| \leq 2^{d-2}\delta^{1/2}} \int_{\Sigma} ((P_+)_j f_+(x) - (P_-)_l f_-(x)) \cdot \overline{(P_+)_l f_+(x) - (P_-)_l f_-(x)} d\Sigma
\]
+ \mathcal{O}\left(\frac{\varepsilon}{\delta^2}\right) \left(\|f_+\|^2_{L^2(\mathbb{R}^3)} + \|f_-\|^2_{L^2(\mathbb{R}^3)}\right).

The operator \((P_\pm)_j^\nu - N(x, \pm \omega) (M_\pm)_j^\nu\) has a symbol given by \(N(x, \pm \omega) - N(x, \pm \nu)\). Thus, the estimate (5.68) together with Assumption 2 on \(\partial_\omega N\), and the fact that \(|\omega - \nu| \lesssim \delta^{2-1/2}\) on the support of \(\eta^\nu\) yields:
\[
\sum_{|j-l| \leq 2 |\nu-\nu'| \leq 2^{d-2}\delta^{1/2}} \int_{\Sigma} ((P_+)_j f_+(x) - (P_-)_l f_-(x)) \cdot \overline{(P_+)_l f_+(x) - (P_-)_l f_-(x)} d\Sigma
\]
(5.70)
\[
= \sum_{|j-l| \leq 2 |\nu-\nu'| \leq 2^{d-2}\delta^{1/2}} \int_{\Sigma} (N(x, \nu)(M_+)_j f_+(x) - N(x, -\nu)(M_-)_j f_-(x)) d\Sigma
\]
- \mathcal{O}(\delta) \left(\|f_+\|^2_{L^2(\mathbb{R}^3)} + \|f_-\|^2_{L^2(\mathbb{R}^3)}\right).

Now, Assumption 6 yields \(|N(x, \nu) + N(x, -\nu)| \lesssim \varepsilon\) which together with (5.70) and the fact that \(N\) is a unit vector implies:
\[
\sum_{|j-l| \leq 2 |\nu-\nu'| \leq 2^{d-2}\delta^{1/2}} \int_{\Sigma} ((P_+)_j f_+(x) - (P_-)_l f_-(x)) \cdot \overline{(P_+)_l f_+(x) - (P_-)_l f_-(x)} d\Sigma
\]
(5.71)
\[
= \sum_{|j-l| \leq 2 |\nu-\nu'| \leq 2^{d-2}\delta^{1/2}} \int_{\Sigma} ((M_+)_j f_+(x) + (M_-)_l f_-(x))(M_+)_l f_+(x) + (M_-)_l f_-(x)) d\Sigma
\]
+ \mathcal{O}(\delta + \varepsilon) \left(\|f_+\|^2_{L^2(\mathbb{R}^3)} + \|f_-\|^2_{L^2(\mathbb{R}^3)}\right).
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Finally, (5.68), (5.69) and (5.71) yield:

\[
\|P_+(f_+) - P_-(f_-)\|_{L^2(\Sigma)}^2 = \|M_+(f_+) + M_-(f_-)\|_{L^2(\Sigma)}^2 + O\left(\delta + \frac{\varepsilon}{\delta}^2\right) (\|f_+\|_{L^2(\mathbb{R}^3)}^2 + \|f_-\|_{L^2(\mathbb{R}^3)}^2),
\]  

(5.72)

which implies (5.61). As noticed at the beginning of the proof, (5.61) yields the wanted estimate (5.60). This concludes the proof of Lemma 5.7.

5.3 Existence of \((f_+, f_-)\)

In the previous section, we have proved the estimate (2.49):

\[
\|\lambda f_+\|_{L^2(\mathbb{R}^3)} + \|\lambda f_-\|_{L^2(\mathbb{R}^3)} \lesssim \|\nabla \phi_0\|_{L^2(\Sigma)} + \|\phi_1\|_{L^2(\Sigma)},
\]  

(5.73)

for any \((f_+, f_-)\) satisfying the following system:

\[
\begin{cases}
M_+ f_+ + M_- f_- = \phi_0, \\
Q_+(\lambda f_+) - Q_-(\lambda f_-) = i\phi_1.
\end{cases}
\]  

(5.74)

Notice that (5.73) implies the uniqueness of \((f_+, f_-)\) solution of (5.74). In this section, we complete the proof of Theorem 2.10 by proving the existence of \((f_+, f_-)\) solution of (5.74).

Recall that the phase \(u(x, \omega)\) of our Fourier integral operators has been constructed in [17] on \(\Sigma \times S^2\) under the assumption that \((\Sigma, g, k)\) satisfies the following bounds consistent with the assumptions on \(\Sigma\) for \(R\) and \(k\) in Theorem 1.1:

\[
\|R\|_{L^2(\Sigma)} \leq \varepsilon, \quad \|\nabla k\|_{L^2(\Sigma)} \leq \varepsilon.
\]  

(5.75)

\((\Sigma, g, k)\) also satisfies the constraint equations:

\[
\begin{cases}
\nabla^2 k_{ij} = 0, \\
R = |k|^2, \\
\text{Tr} k = 0,
\end{cases}
\]  

(5.76)

where the last equation in (5.76) comes from the fact that we work with a maximal foliation. We introduce two sets \(V\) and \(W\):

\[
V = \{(\Sigma, g, k) \text{ such that (5.75) and (5.76) are satisfied}\},
\]  

(5.77)

and

\[
W = \{(\Sigma, g, k) \in V \text{ such that (5.74) solution of (5.71) exist for all } (\phi_0, \phi_1) \text{ such that } \nabla \phi_0 \in L^2(\Sigma) \text{ and } \phi_1 \in L^2(\Sigma)\}.
\]  

(5.78)

In order to prove the existence of \((f_+, f_-)\) solution of (5.74), we will show that \(V = W\) by a connectedness argument. This will result from the following two lemmas.

**Lemma 5.8** Let \(N \geq 0\) an integer. Then, the set \(V\) is connected for the topology of \((g, k) \in C^0(\Sigma) \times C^{n-1}(\Sigma)\).
Lemma 5.9 Let $N \geq 0$ an integer. Then, the set $W$ is open and closed in $V$ for the topology of $(g, k) \in C^q(\Sigma) \times C^{q-1}(\Sigma)$ provided $q$ is chosen sufficiently large.

Remark 5.10 The assumptions on the regularity on $(\Sigma, g, k)$ in Lemma 5.8 and 5.9 are much stronger than the ones appearing in the bounded $L^2$ curvature conjecture. We would like to insist on the fact that this smoothness is only assumed to obtain the existence of $(f_+, f_-)$ solution of (5.74). On the other hand, we only rely on the control of $\| R \|_{L^2(\Sigma)}$ and $\| \nabla k \|_{L^2(\Sigma)}$ given by (5.75) to prove the estimate (5.73).

We postpone the proof of Lemma 5.8 and Lemma 5.9 respectively to section 5.3.1 and section 5.3.2. Let us now conclude the proof of Theorem 2.10. Note first that $W$ is not empty. In fact, the flat initial data set $(\Sigma, g, k) = (\mathbb{R}^3, \delta, 0)$ belongs to $V$, where $\delta$ denotes the euclidean metric. In that case, our construction in [17] yields the usual Fourier phase $u(x, \omega) = x \cdot \omega$. Then, the system (5.74) reduces to:

\[
\begin{align*}
&\mathcal{F}^{-1}(f_+) + \mathcal{F}^{-1}(f_-) = \phi_0, \\
&\mathcal{F}^{-1}(\lambda f_+) - \mathcal{F}^{-1}(\lambda f_-) = i\phi_1,
\end{align*}
\]

which admits the solution:

\[
f_\pm = \frac{1}{2} \left( \mathcal{F}(\phi_0) \pm i\frac{\mathcal{F}(\phi_1)}{\lambda} \right),
\]

where $\mathcal{F}$ denotes the Fourier transform on $\mathbb{R}^3$. Thus, $(\Sigma, g, k) = (\mathbb{R}^3, \delta, 0)$ belongs to $W$, which implies that $W$ is not empty. It is also open and closed in $V$ for the topology of $(g, k) \in C^q(\Sigma) \times C^{q-1}(\Sigma)$ by Lemma 5.9 for $q$ sufficiently large. Since $V$ is connected for the topology of $(g, k) \in C^q(\Sigma) \times C^{q-1}(\Sigma)$ by Lemma 5.8 this implies that $W = V$. This proves the existence of $(f_+, f_-)$ solution of (5.74) and concludes the proof of Theorem 2.10.

5.3.1 Proof of Lemma 5.8

The conformal method of Lichnerowicz. We start by reviewing the conformal method of Lichnerowicz for constructing solutions to the constraint equations (5.76) on $\Sigma$. Let $g$ a Riemannian metric on $\Sigma$. We define the Riemannian metric $g$ and the symmetric 2-tensor $k$ as:

\[
\begin{align*}
g &= \phi^4 g, \\
k &= \phi^{-7} \sigma,
\end{align*}
\]

where $\sigma$ is a traceless symmetric 2-tensor and $\phi$ a conformal factor tending to 1 at infinity. Then, $(g, k)$ defined in (5.81) satisfies the constraint equations (5.76) provided that $(\phi, \sigma)$ satisfy the following system:

\[
\begin{align*}
-8\Delta \phi + R\phi - |\sigma|^2 \phi^{-7} &= 0, \\
div \sigma &= 0,
\end{align*}
\]

where $R$ is the scalar curvature of $g$ and where the divergence and the Laplacian are taken with respect to $g$. 
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The existence of \( \sigma \). We now turn to the question of the existence of \( \phi \) and \( \sigma \) solution to (5.82). In order to exploit the smallness condition (5.75), we need an existence theory for rough solutions to the constraint equations (5.76). We will follow the exposition in [13] (we refer to [3] for the smooth case). Let \( l \in \mathbb{N} \) and \( \rho \in \mathbb{R} \). We introduce the spaces \( H^1_\rho(\Sigma) \) defined by:

\[
H^1_\rho(\Sigma) = \left\{ h / \sum_{|\alpha| \leq 1} \| (1 + |x|)^{-\rho-3/2+|\alpha|} h \|_{L^2(\Sigma)} < +\infty \right\}. \tag{5.83}
\]

We recall first the construction of a symmetric traceless divergence free 2-tensor \( \sigma \) on \( \Sigma \). To this end, we introduce the conformal Killing operator \( L \) and the vector Laplacian \( \Delta_L \):

\[
\begin{align*}
\mathbb{L} X &= \mathcal{L}_X g - \frac{2}{3} \text{div}(X) g, \\
\Delta_L &= \text{div}(\mathbb{L} X),
\end{align*} \tag{5.84}
\]

where \( X \) is a vectorfield on \( \Sigma \), \( \mathcal{L}_X \) is the Lie derivative with respect to \( X \), and the divergence is taken with respect to the metric \( g \). If \( S \) is a symmetric traceless 2-tensor, and if we can solve

\[
\Delta_L X = -\text{div}(S), \tag{5.85}
\]

then setting \( \sigma = S + \mathbb{L} X \) yields \( \text{div}\sigma = 0 \) which solves the second equation of (5.82). The fact that this is always possible is known as the York decomposition. In the context of a rough metric \( g \), the following result holds (see [13]):

Let \( 1 - \rho < 0 \), \( g \in H^2_\rho(\Sigma) \) and \( S \in H^{1-1}_\rho(\Sigma) \). There is a unique \( X \) solution to (5.83), and \( X \) satisfies \( \| X \|_{H^2_\rho(\Sigma)} \lesssim \| S \|_{H^{1-1}_\rho(\Sigma)} \).

This yields a solution \( \sigma \) to \( \text{div}\sigma = 0 \) such that \( \sigma = S + \mathbb{L} X \) and \( \| \sigma \|_{H^{1-1}_\rho(\Sigma)} \lesssim \| S \|_{H^{1-1}_\rho(\Sigma)} \). \tag{5.86}

The existence of \( \phi \). We then have to solve the first equation of (5.82) which is the Lichnerowicz equation. This is not an easy task in general since one has to show that \( g \) is conformally related to a metric with vanishing scalar curvature. However, we are in the particular case of small data in view of (5.75), and we will obtain the existence of \( \phi \) by a fixed point method. Let for \( -1 < \rho < 0 \) and let \( g \in H^2_\rho(\Sigma) \), then, recall from [13] that \( -\Delta \) is invertible as an operator from \( H^2_\rho(\Sigma) \) to \( H^{0-2}_\rho(\Sigma) \) so that the following estimate holds:

\[
\| (\Delta)^{-1} h \|_{H^2_\rho(\Sigma)} \lesssim \| h \|_{H^{0-2}_\rho(\Sigma)}, \quad -1 < \rho < 0. \tag{5.87}
\]

This allows us to rewrite the first equation of (5.82) in the form of a fixed point for \( \psi = \phi - 1 \):

\[
\psi = \frac{1}{8} (\Delta)^{-1} \left( -R + |\sigma|^2 - R\psi + |\sigma|^2 ((1 + \psi)^{-7} - 1) \right). \tag{5.88}
\]

Now, we deduce from the embedding of \( H^2_\rho(\Sigma) \) in \( L^\infty(\Sigma) \) for \( \rho < 0 \) and from the properties of the spaces \( H^1_\rho(\Sigma) \) with respect to the pointwise multiplication proved in [13] the following inequality:

\[
\| -R + |\sigma|^2 - R\psi + |\sigma|^2 ((1 + \psi)^{-7} - 1) \|_{H^{0-2}_\rho(\Sigma)} \lesssim \| R \|_{H^{0-2}_\rho(\Sigma)} (1 + \| \psi \|_{H^2_\rho(\Sigma)}) + \| \sigma \|_{H^{1-1}_\rho(\Sigma)}^2 (1 + \| \psi \|_{H^2_\rho(\Sigma)}) \tag{5.89}
\]
where \( \vartheta \) is an increasing function, and where we assume that the control \( \| \psi \|_{H^2(\Sigma)} \leq 1/2 \) holds. Thus, in view of (5.86), we have for \(-1 < \rho < 0\) and \( \| \psi \|_{H^2(\Sigma)} \leq 1/2 \):

\[
\| -R + |\sigma|^2 - R \psi + |\sigma|^2((1 + \psi)^{-1} - 1) \|_{H^2_{\rho}(\Sigma)} \lesssim \| R \|_{H^2_{\rho}(\Sigma)} + \| S \|_{H^1_{\rho}(\Sigma)}(1 + \vartheta(\| \psi \|_{H^2(\Sigma)})),
\]

(5.90)

where \( \vartheta \) is an increasing function. In view of (5.90), we immediately obtain the existence of \( \psi \) solution to (5.88) provided \( \| R \|_{H^2(\Sigma)} + \| S \|_{H^1_{\rho}(\Sigma)} \lesssim \varepsilon \) for a sufficiently small \( \varepsilon \).

**Proof of Lemma 5.8** Let us come back to the proof of Lemma 5.8. We will prove that all solutions \((\Sigma, g, k)\) of the constraint equations (5.76) satisfying the bound (5.75) are connected to \((\mathbb{R}^3, \delta, 0)\) by a continuous path. For \(0 \leq \tau \leq 1\), we introduce:

\[
g_{\tau} = \tau g + (1 - \tau) \delta \quad \text{and} \quad S_{\tau} = \tau k - \frac{\tau \text{Tr}_{\tau} k}{3} g_{\tau},
\]

(5.91)

where \( \text{Tr}_{\tau} \) denotes the trace with respect to the metric \( g_{\tau} \). Let \(-1 < \rho < 0\). From the smallness assumptions (5.75) and the definition (5.91) of \( g_{\tau} \) and \( S_{\tau} \), we immediately obtain:

\[
\| R_{\tau} \|_{H^2_{\rho}(\Sigma)} + \| S_{\tau} \|_{H^1_{\rho}(\Sigma)} \lesssim \varepsilon,
\]

(5.92)

where \( R_{\tau} \) is the scalar curvature of \( g_{\tau} \). In view of (5.86), (5.88) (5.90) and (5.92), we obtain the existence of \((\sigma_{\tau}, \phi_{\tau})\) in \( H^1_{\rho}(\Sigma) \times H^2(\Sigma) \) solution to:

\[
\begin{align*}
-8\Delta \phi_{\tau} + R_{\tau} \phi_{\tau} - |\sigma_{\tau}|^2 \phi_{\tau}^{-7} &= 0, \\
\text{div} \sigma_{\tau} &= 0,
\end{align*}
\]

(5.93)

where \( R_{\tau} \) is the scalar curvature of \( g_{\tau} \) and where the divergence and the Laplacian are taken with respect to \( g_{\tau} \). Finally, setting

\[
\begin{align*}
g_{\tau} &= \phi_{\tau}^2 g_{\tau}, \\
k_{\tau} &= \phi_{\tau}^{-2} \sigma_{\tau},
\end{align*}
\]

(5.94)

we obtain a solution \((\Sigma, g_{\tau}, k_{\tau})\) to the constraint equations (5.76) which satisfies the following bound:

\[
\| g_{\tau} - \delta \|_{H^2(\Sigma)} + \| k_{\tau} \|_{H^1_{\rho}(\Sigma)} \lesssim \varepsilon.
\]

(5.95)

Thus \((g_{\tau}, k_{\tau})\) satisfies the bound (5.75) so that \((\Sigma, g_{\tau}, k_{\tau})\) belongs to the set \( V \) defined by (5.77). Furthermore, recall from (5.88) that \( \phi_{\tau} \) is obtained by a fixed point argument. This implies in particular the uniqueness of \((\sigma_{\tau}, \phi_{\tau})\) so that \((g_{\tau}, k_{\tau}) = (\delta, 0)\) at \( \tau = 0 \) and \((g_{\tau}, k_{\tau}) = (g, k)\) at \( \tau = 1 \). Using standard results in elliptic regularity, we also obtain that the path \( \tau \to (g_{\tau}, k_{\tau}) \) is continuous for the topology of \( C^q(\Sigma) \times C^{q-1}(\Sigma) \) provided \((g, k) \in C^q(\Sigma) \times C^{q-1}(\Sigma) \). Thus, all solutions \((\Sigma, g, k)\) of the constraint equations (5.76) satisfying the bound (5.75) are connected to \((\mathbb{R}^3, \delta, 0)\) by a continuous path, which concludes the proof of Lemma 5.8.

**Remark 5.11** In general, the connectedness of the set of all solutions \((\Sigma, g, k)\) of the constraint equations (5.76) is an open problem (see [14] for a partial answer). Here, the smallness condition (5.75) makes the problem much easier, as the solutions are obtained by a fixed point argument in this case.
5.3.2 Proof of Lemma 5.9

The operator Λ. We start by rewriting the system (5.74) as:

\[
\begin{align*}
\nabla M_+f_+ + \nabla M_-f_- &= \nabla \phi_0, \\
Q_+(\lambda f_+ - \lambda f_-) &= i\phi_1.
\end{align*}
\] (5.96)

We define the operators \(\tilde{M}_\pm\) as:

\[
\tilde{M}_\pm f(x) = \pm \int_{\mathbb{R}^3} \int_0^{+\infty} e^{\pm i\lambda a(x,\pm\omega)}a(x,\pm\omega)^{-1}N(x,\pm\omega)f(\lambda\omega)\lambda^2d\lambda d\omega,
\] (5.97)

so that (5.96) becomes:

\[
\begin{align*}
\tilde{M}_+(\lambda f_+) - \tilde{M}_-(\lambda f_-) &= -i\nabla \phi_0, \\
Q_+(\lambda f_+) - Q_-(\lambda f_-) &= i\phi_1.
\end{align*}
\] (5.98)

We define the linear operator Λ as:

\[
\Lambda(f_+, f_-) = (\tilde{M}_+(f_+) - \tilde{M}_-(f_-), Q_+(f_+) - Q_-(f_-)).
\] (5.99)

By Theorem 2.8 and Assumption 1-4 on \(u, a\) and \(N\), \(\Lambda\) is a bounded operator from \(L^2(\mathbb{R}^3) \times L^2(\mathbb{R}^3)\) to \(L^2(\Sigma)^3 \times L^2(\Sigma)\). In view of (2.49), it satisfies the following estimate:

\[
\|f_+\|_{L^2(\mathbb{R}^3)} + \|f_-\|_{L^2(\mathbb{R}^3)} \lesssim \|\Lambda(f_+, f_-)\|_{L^2(\Sigma)^3 \times L^2(\Sigma)}.
\] (5.100)

Finally, in view of (5.98) and the definition (5.99) of \(\Lambda\), we may rewrite the set \(W\) as:

\[
W = \{ (\Sigma, g, k) \in V \text{ such that } \Lambda \text{ is surjective} \}.
\] (5.101)

\(W\) is closed. We have to show that the set \(W\) given by (5.101) is both open and closed for the \(C^q(\Sigma) \times C^{q-1}(\Sigma)\) topology when \(q\) is sufficiently large. Let us first show that \(W\) is closed. Let \((g_n, k_n), n \in \mathbb{N}\) a sequence in \(W\) such that it has a limit \((g, k)\) for the \(C^q(\Sigma) \times C^{q-1}(\Sigma)\) topology. Let \(\Lambda_n\) be the operator associated to \((g_n, k_n)\), and \(\Lambda\) the operator associated to \(\Lambda\). \(\Lambda_n\) is surjective for all \(n \geq 0\), and we would like to prove that \(\Lambda\) is surjective. Notice first that the fact that \(\Lambda\) is a bounded operator from \(L^2(\mathbb{R}^3) \times L^2(\mathbb{R}^3)\) to \(L^2(\Sigma)^3 \times L^2(\Sigma)\) together with the estimate (5.100) implies that the image of \(\Lambda\) is closed in \(L^2(\Sigma)^3 \times L^2(\Sigma)\). Thus, we may reduce the problem to showing that a dense subset of \(L^2(\Sigma)^3 \times L^2(\Sigma)\) belongs to the image of \(\Lambda\). Let us consider \((\phi_0, \phi_1)\) in \(C^q(\Sigma) \times C^p(\Sigma)\) which is dense in \(L^2(\Sigma)^3 \times L^2(\Sigma)\). Since \(\Lambda_n\) is surjective, there are \((f_+^n, f_-^n)\) such that:

\[
\Lambda_n(f_+^n, f_-^n) = (\nabla \phi_0, \phi_1).
\] (5.102)

Differentiating (5.102) six times and using (5.100), we obtain:

\[
\| (1 + \lambda^6) f_+^n \|_{L^2(\mathbb{R}^3)} + \| (1 + \lambda^6) f_-^n \|_{L^2(\mathbb{R}^3)} \lesssim \left( \| g_n \|_{C^q(\Sigma)} + \| k_n \|_{C^{q-1}(\Sigma)} \right) \left( \| \phi_0 \|_{C^q(\Sigma)} + \| \phi_1 \|_{C^p(\Sigma)} \right),
\] (5.103)
for a sufficiently large $q$. We deduce from (5.103) the existence of a constant $C > 0$ independent of $n$ such that:

$$
\|(1 + \lambda^6)f_+^n\|_{L^2(\mathbb{R}^3)} + \|(1 + \lambda^6)f_-^n\|_{L^2(\mathbb{R}^3)} \leq C < +\infty. 
$$

(5.104)

In particular, we may assume in up to a subsequence that $(f_+^n, f_-^n)$ converges up to a subsequence to $(f_+, f_-)$ weakly in $L^2(\mathbb{R}^3) \times L^2(\mathbb{R}^3)$. We have:

$$
\Lambda_n(f_+^n, f_-^n) - \Lambda(f_+, f_-) = (\Lambda_n - \Lambda)(f_+^n, f_-^n) + \Lambda(f_+^n - f_+, f_-^n - f_-).
$$

(5.105)

We will show that both terms in the right-hand side of (5.105) converge to 0 weakly in $L^2(\Sigma)^3 \times L^2(\Sigma)$. We start with the first term. For $(H, h) \in C^0_c(\Sigma)^3 \times C^0_c(\Sigma)$, we have in view of the definition (5.99) of $\Lambda$:

$$
\left| \int_\Sigma \left( (\Lambda_n - \Lambda)(f_+^n, f_-^n), (H, h) \right) d\Sigma \right|
$$

(5.106)

$$
\leq \|(H, h)\|_{C^q(\Sigma)^3 \times C^q(\Sigma)} \int_\mathbb{S}^2 \int_0^{+\infty} \left( |f_+^n(\lambda\omega)| + |f_-^n(\lambda\omega)| \right) \left( \lambda \|u_n(\cdot, \omega) - u(\cdot, \omega)\|_{L^\infty(\Sigma)} \right) + \|\tilde{a}_n^{-1}(\cdot, \omega) - a^{-1}(\cdot, \omega)\|_{L^\infty(\Sigma)} \lambda^2 d\lambda d\omega
$$

\begin{align*}
\leq & \|(H, h)\|_{C^q(\Sigma)^3 \times C^q(\Sigma)} \left( \|1 + \lambda^6\|^2_{L^2(\mathbb{R}^3)} + \|1 + \lambda^6\|^2_{L^2(\mathbb{R}^3)} \right) \\
& \times \sup_{\omega \in \mathbb{S}^2} \left( \|u_n(\cdot, \omega) - u(\cdot, \omega)\|_{L^\infty(\Sigma)} + \|\tilde{a}_n^{-1}(\cdot, \omega) - a^{-1}(\cdot, \omega)\|_{L^\infty(\Sigma)} \right) + \|N_n(\cdot, \omega) - N(\cdot, \omega)\|_{L^\infty(\Sigma)}.
\end{align*}

Since $(g_n, k_n)$ converges to $(g, k)$ in $C^q(\Sigma)^3 \times C^{q-1}(\Sigma)$, we have for $q$ large enough:

$$
\lim_{n \to +\infty} \sup_{\omega \in \mathbb{S}^2} \left( \|u_n(\cdot, \omega) - u(\cdot, \omega)\|_{L^\infty(\Sigma)} + \|\tilde{a}_n^{-1}(\cdot, \omega) - a^{-1}(\cdot, \omega)\|_{L^\infty(\Sigma)} \right) + \|N_n(\cdot, \omega) - N(\cdot, \omega)\|_{L^\infty(\Sigma)} = 0.
$$

(5.107)

Using (5.104), (5.106) and (5.107) implies that $(\Lambda_n - \Lambda)(f_+^n, f_-^n)$ converges weakly in $L^2(\Sigma)^3 \times L^2(\Sigma)$ to 0. Also, using the fact that $\Lambda$ is a bounded operator from $L^2(\mathbb{R}^3) \times L^2(\mathbb{R}^3)$ to $L^2(\Sigma)^3 \times L^2(\Sigma)$ and that $(f_+^n, f_-^n)$ converges to $(f_+, f_-)$ weakly in $L^2(\mathbb{R}^3) \times L^2(\mathbb{R}^3)$, we obtain that $\Lambda(f_+^n - f_+, f_-^n - f_-)$ converges weakly in $L^2(\Sigma)^3 \times L^2(\Sigma)$ to 0. In view of (5.105), this implies that $\Lambda_n(f_+^n, f_-^n)$ converges weakly to $\Lambda(f_+, f_-)$ in $L^2(\Sigma)^3 \times L^2(\Sigma)$. Together with (5.102), this implies

$$
\Lambda(f_+, f_-) = (\nabla \phi_0, \phi_1).
$$

(5.108)

Thus, $\Lambda$ is surjective which concludes the proof of the fact that $W$ is closed.

$W$ is open. To conclude the proof of Lemma 5.9 we need to prove that $W$ is open for the $C^q(\Sigma) \times C^{q-1}(\Sigma)$ topology when $q$ is sufficiently large. Let $(g, k) \in W$ and let $\Lambda$ the operator associated to $(g, k)$. Then $\Lambda$ is surjective which together with the estimate (5.100) implies that $\Lambda$ is an isomorphism from $L^2(\mathbb{R}^3) \times L^2(\mathbb{R}^3)$ to $L^2(\Sigma)^3 \times L^2(\Sigma)$. In
turn, this implies that \( \Lambda \Lambda^* \) is an isomorphism of \( L^2(\Sigma)^3 \times L^2(\Sigma) \). Let \((\tilde{g}, \tilde{k}) \in W\) such that:
\[
\|\tilde{g} - g\|_{C^q(\Sigma)} + \|\tilde{k} - k\|_{C^{q-1}(\Sigma)} \leq \delta
\]  
(5.109)
for a small constant \( \delta > 0 \) to be chosen later, and let \( \tilde{A} \) the operator associated to \((\tilde{g}, \tilde{k})\). Then, \( \tilde{A} \) and \( A \) consist of Fourier integral operators whose phase and symbol are \( O(\delta) \) close to each other in the \( C^q(\Sigma) \) topology. Integrating by parts several times in the kernel of \( \Lambda \Lambda^* \) and \( \tilde{\Lambda} \tilde{\Lambda}^* \), we deduce the following bound provided \( q \) is sufficiently large:
\[
\|\tilde{\Lambda} \tilde{\Lambda}^* - \Lambda \Lambda^*\|_{L^2(L^2(\Sigma)^3 \times L^2(\Sigma))} \lesssim \delta.
\]  
(5.110)
Since the isomorphism of \( L^2(\Sigma)^3 \times L^2(\Sigma) \) form an open set, we deduce from (5.110) that \( \tilde{\Lambda} \tilde{\Lambda}^* \) is an isomorphism of \( L^2(\Sigma)^3 \times L^2(\Sigma) \) for \( \delta > 0 \) small enough. In particular, \( \tilde{\Lambda} \) is surjective for \( \delta > 0 \) small enough. Therefore, \( \tilde{\Lambda} \in W \) provided \( \delta > 0 \) defined in (5.109) is chosen small enough. Thus, \( W \) is open. This concludes the proof of Lemma 5.9. \( \square \)

A Proof of Lemma 4.6

We would like to compute the double divergence term in the right-hand side of (4.78):
\[
\text{div} \left( \frac{(N' - (N \cdot N')N)a}{1 - (N \cdot N')^2} \text{div} \left( \frac{(N' - (N \cdot N')N)a'bb'}{1 - (N \cdot N')^2} \right) \right).
\]  
(A.1)
We recall the structure equations for \( N \):
\[
\begin{align*}
\nabla_A N &= \theta_{AB} e_B, \\
\nabla_N N &= -\nabla \log(a).
\end{align*}
\]  
(A.2)
In particular, (A.2) implies:
\[
\text{div}(N) = \text{tr} \theta.
\]  
(A.3)
Using (A.3), we have:
\[
\text{div} \left( \frac{(N' - (N \cdot N')N)a'bb'}{1 - (N \cdot N')^2} \right) = \frac{(\text{tr} \theta' - g(N, N')\text{tr} \theta - \nabla_N (g(N, N'))a'bb' + \nabla_{N' - g(N, N')}N(a'bb')}{1 - g(N, N')^2} \\
+ \frac{2a'bb' \nabla_{N' - g(N, N')}N(g(N, N')g(N, N'))}{(1 - g(N, N')^2)^2}.
\]  
(A.4)
Differentiating again, we obtain:
\[
\text{div} \left( \frac{(N - (N \cdot N')N')a}{1 - (N \cdot N')^2} \text{div} \left( \frac{(N' - (N \cdot N')N)a'bb'}{1 - (N \cdot N')^2} \right) \right) = \frac{A_1}{(1 - g(N, N')^2)^2} + \frac{A_2}{(1 - g(N, N')^2)^3} + \frac{A_3}{(1 - g(N, N')^2)^4}
\]  
(A.5)
where $A_1, A_2, A_3$ are given by:

\[
A_1 = (\nabla_{N-g(N,N')}N'\nabla - g(N, N')\nabla_{N-g(N,N')}N'\nabla)\partial a'bb' \\
- (\nabla_{N-g(N,N')}N'\nabla g(N, N'))\nabla + \nabla_{N-g(N,N')}N'\nabla (g(N, N'))\partial a'bb' \\
+ (\nabla - g(N, N')\nabla - \nabla (g(N, N'))\partial a'bb' \\
+ a\nabla_{N-g(N,N')}N'\nabla_{N-g(N,N')}N'\partial (a'bb') \\
+ ((\nabla_3 - g(N, N')\nabla - \nabla (g(N, N')))a + \nabla_{N-g(N,N')}N'\partial (a)) \\
\times ((\nabla - g(N, N')\nabla - \nabla (g(N, N')))a'bb' + \nabla_{N-g(N,N')}N'\partial (a'bb')), \tag{A.6}
\]

\[
A_2 = 2a\nabla_{N-g(N,N')}N'\partial (g(N, N'))\nabla_{N-g(N,N')}N'\partial (g(N, N'))\partial (a'bb') \\
\times ((\nabla_3 - g(N, N')\nabla - \nabla (g(N, N')))a + \nabla_{N-g(N,N')}N'\partial (a)) \\
+ 2aa'bb'\nabla_{N-g(N,N')}N'\nabla_{N-g(N,N')}N'\partial (g(N, N'))\partial (a'bb') \\
+ 2a\nabla_{N-g(N,N')}N'\partial (g(N, N'))\nabla_{N-g(N,N')}N'\partial (a'bb') \\
+ (\nabla_3 - g(N, N')\nabla - \nabla (g(N, N')))a + \nabla_{N-g(N,N')}N'\partial (a) \\
\times 2aa'bb'\nabla_{N-g(N,N')}N'\partial (g(N, N'))\partial (a'bb') \\
+ 2a\nabla_{N-g(N,N')}N'\partial (g(N, N'))\partial (a'bb') \\
\times ((\nabla_3 - g(N, N')\nabla - \nabla (g(N, N')))a'bb' + \nabla_{N-g(N,N')}N'\partial (a'bb') \tag{A.7}
\]

and

\[
A_3 = 8aa'bb'\nabla_{N-g(N,N')}N'\partial (g(N, N'))\nabla_{N-g(N,N')}N'\partial (g(N, N'))\partial (g(N, N'))g(N, N')^2. \tag{A.8}
\]

Notice that $N - (N \cdot N')N$ is tangent to $P_u$ and that $N' - (N \cdot N')N$ is tangent to $P_u$. Notice also that $1 - g(N, N')$ is of order two in $N - N'$:

\[
1 - g(N, N') = \frac{g(N - N', N - N')}{2}. \tag{A.9}
\]

In view of (A.5)-(A.9), one easily checks that the double divergence (A.1) takes the wanted form (A.1) provided that we are able to control all the terms in the following list:

\[
\begin{align*}
\nabla_N (g(N, N')) & \quad \nabla_{N-g(N,N')}N' - g(N, N')N & \quad \nabla_{N-g(N,N')}N' \nabla (g(N, N')) \\
(1 - g(N, N'))^{1/2} & \quad 1 - g(N, N') & \quad (1 - g(N, N'))^{3/2} \\
\nabla_{N-g(N,N')}N' \nabla (g(N, N')) & \quad 1 - g(N, N') & \quad (1 - g(N, N'))^{3/2} \\
(1 - g(N, N')) & \quad (1 - g(N, N'))^{1/2} \\
\end{align*}
\tag{A.10}
\]

**Control of the first term of (A.10).** Using the structure equation for $N$ (A.2), we have:

\[
\begin{align*}
\nabla_N (g(N, N')) & = g(\nabla_N N, N') + g(N, N')g(N, \nabla_N N') + g(N, \nabla_{N-g(N,N')}N'N') \\
& = -g(\nabla \log(a), N') + g(N, N')g(N, \nabla \log(a')) + g(N, N')g(N, N')g(N, N')g(N, N')g(N, N') \nabla \log(a') \\
& = -g(\nabla \log(a), N' - g(N, N')N) + g(N, N')g(N, N')g(N, N')g(N, N')g(N, N') \nabla \log(a') \\
& \quad + \theta' (N - g(N, N')N, N - g(N, N')N') \\
& \quad + \theta' (N - g(N, N')N, N - g(N, N')N'). \tag{A.11}
\end{align*}
\]

Using (A.9), we have:

\[
\frac{|N - g(N, N')N|}{(1 - g(N, N'))^{1/2}} + \frac{|N' - g(N, N')N|}{(1 - g(N, N'))^{1/2}} \leq 1. \tag{A.12}
\]
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In view of (A.9), (A.11) and (A.12), the term \( \frac{\nabla \omega(g(N,N'))}{(1-g(N,N'))^{1/2}} \) is under control and involves terms in the list (4.80).

**Control of the second term of (A.10).** Using the structure equation for \( N (A.2) \), we have:

\[
\begin{align*}
\nabla_{N-g(N,N')N'} (N' - g(N, N') N) &= \nabla_{N-g(N,N')N'} N' - g(N, N') \nabla_{N-g(N,N')N'} N \\
= \theta' - g(N,N') (1 - g(N,N'))^2 \nabla N - g(N,N') \nabla_{N-g(N,N')N'} N \\
&= (1-g(N,N'))^2 g(-\nabla \log(a), N') \\
&= \theta' (N-g(N,N')N', N - g(N,N')) \\
&= (1-g(N,N'))^2 N' - g(N,N') N' - g(N,N') N \\
&= \theta' (N-g(N,N')N', N - g(N,N')) N,
\end{align*}
\]

(A.13)

where we have used the fact that:

\[
N - g(N,N')N' = (1-g(N,N'))^2 N - g(N,N') (N' - g(N,N') N). \tag{A.14}
\]

Note that the tangential components \( N - (N \cdot N')N' \) and \( N' - (N \cdot N')N \) satisfy:

\[
(\nabla - g(N,N')N') + (N' - g(N,N') N) = (N+N') (1-g(N,N')),
\tag{A.15}
\]

so that we may divide \( \theta' (N-g(N,N')N', N_e, a_{A'}) \) by \( 1-g(N,N') \).

Thus, in view of (A.9), (A.12), (A.13) and (A.15), the term \( \frac{\nabla_{N-g(N,N')N'} (g(N,N'))}{1-g(N,N')} \) is under control and involves terms in the list (4.80).

**Control of the third term of (A.10).** Using the structure equation for \( N (A.2) \) together with (A.14), we have:

\[
\begin{align*}
\nabla_{N-g(N,N')N'} (g(N,N')) &= g(\nabla_{N-g(N,N')N'} N, N') + g(N, \nabla_{N-g(N,N')N'} N') \\
&= -(1-g(N,N'))^2 g(\nabla \log(a), N' - g(N,N') N) \\
&= \theta' (N-g(N,N')N', N' - g(N,N') N) \\
&= \theta' (N-g(N,N')N', N - g(N,N')) N'.
\end{align*}
\]

(A.16)

In view of (A.9), (A.12), (A.15) and (A.16), the term \( \frac{\nabla_{N-g(N,N')N'} (g(N,N'))}{1-g(N,N')} \) is under control and involves terms in the list (4.80).

**Control of the fourth term of (A.10).** Differentiating (A.11) with respect to \( \nabla_{N-g(N,N')N'} \), we have:

\[
\begin{align*}
\nabla_{N-g(N,N')N} \nabla_{N} (g(N,N')) &= -\nabla^2 \log(a) (N - g(N,N') N', N' - g(N,N') N) \\
&- g(\nabla \log(a), \nabla_{N-g(N,N')N'} (N' - g(N,N') N)) \\
&+ \nabla_{N-g(N,N')N'} (g(N,N')) g(\nabla \log(a'), N' - g(N,N') N') \\
&+ g(N,N') \nabla^2 \log(a') (N - g(N,N') N', N - g(N,N') N') \\
&+ g(N,N') g(\nabla \log(a'), \nabla_{N-g(N,N')N'} (N - g(N,N') N')) \\
&+ \nabla_{N-g(N,N')N} \theta' (N - g(N,N') N', N - g(N,N') N') \\
&+ 2 \theta' (\nabla_{N-g(N,N')N'} (N - g(N,N') N'), N - g(N,N') N').
\end{align*}
\]

(A.17)
In view of (A.17), we need to control the term \(\frac{\nabla_{N-g(N,N'N')}\nabla_{N-g(N,N')}N}{1-g(N,N')}\). This is very similar to (A.13). Using the structure equation for \(N\) (A.2), we obtain:

\[
\nabla_{N-g(N,N')N'}(N - g(N,N')N') = \nabla_{N-g(N,N')}N - g(N,N')\nabla_{N-g(N,N')}N' \\
- \nabla_{N-g(N,N')}g(N,N')N' \\
= (1 - g(N,N')^2)\nabla_{N}N - g(N,N')\nabla_{N'-g(N,N')N}N \\
- g(N,N')\theta'(N - g(N,N')N',e_A)e_A \\
-((1 - g(N,N')^2)g(\nabla \log(a),N') \\
-g(N,N')\theta(N' - g(N,N')N',N' - g(N,N')N) \\
+\theta'(N - g(N,N')N',N - g(N,N')N')N') \\
= -(1 - g(N,N')^2)\nabla \log(a) - g(N,N')\theta(N' - g(N,N')N,e_A)e_A \\
- g(N,N')\theta'(N - g(N,N')N',e_A)e_A \\
+(1 - g(N,N')^2)\nabla_{N'-g(N,N')N} \log(a)N' \\
+g(N,N')\theta(N' - g(N,N')N,N' - g(N,N')N')N' \\
-\theta'(N - g(N,N')N',N - g(N,N')N')N'),
\]

(A.18)

In view of (A.9), (A.12), (A.15) and (A.18), the term \(\frac{\nabla_{N-g(N,N')N}g(\nabla \log(a),N - g(N,N')N',N - g(N,N')N)}{1-g(N,N')}\) is under control and involves terms in the list (4.80). Note also that the terms \(\nabla^2 \log(a)(N - g(N,N')N',N - g(N,N')N)\) and \(\nabla^2 \log(a')(N - g(N,N')N',N - g(N,N')N')\) appearing in (A.17) both contain at least one tangential derivative. Together with (A.9), (A.12), (A.16), (A.17) and (A.18), this yields that the term \(\frac{\nabla_{N-g(N,N')N}g(\nabla \log(a),N - g(N,N')N')}{1-g(N,N')}\) is under control and involves terms in the list (4.80).

**Control of the fifth term of (A.10).** Exchanging the role of \(N\) and \(N'\) in (A.16), we obtain:

\[
\nabla_{N'-g(N,N')}g(\nabla \log(a'),N - g(N,N')N') \\
= -(1 - g(N,N')^2)g(\nabla \log(a'),N - g(N,N')N') \\
- g(N,N')\theta'(N - g(N,N')N',N - g(N,N')N') \\
+\theta(N' - g(N,N')N,N' - g(N,N')N').
\]

(A.19)

Differentiating (A.19) with respect to \(\nabla_{N-g(N,N')N'}\), we obtain:

\[
\nabla_{N-g(N,N')N'}\nabla_{N'-g(N,N')N}g(\nabla \log(a'),N - g(N,N')N') \\
= -(1 - g(N,N')^2)\nabla \log(a')(N - g(N,N')N',N - g(N,N')N') \\
- g(N,N')\theta'(N - g(N,N')N',N - g(N,N')N') \\
+2g(N,N')\nabla_{N'-g(N,N')N}g(\nabla \log(a'))\nabla_{N-g(N,N')N}^2 \log(a') \\
-\nabla_{N'-g(N,N')N}g(\nabla \log(a'),N - g(N,N')N',N - g(N,N')N') \\
- g(N,N')\theta(\nabla_{N'-g(N,N')N}'(N - g(N,N')N'),N - g(N,N')N') \\
-2g(N,N')\theta(\nabla_{N'-g(N,N')N}g(\nabla \log(a'),N - g(N,N')N',N - g(N,N')N') \\
+\nabla_{N'-g(N,N')N}' \theta(N' - g(N,N')N,N' - g(N,N')N) \\
+2\theta(\nabla_{N'-g(N,N')N}'(N' - g(N,N')N),N' - g(N,N')N) \\
+2\theta(\nabla_{N'-g(N,N')N}'(N - g(N,N')N),N' - g(N,N')N).
\]

(A.20)
Together with (A.13), (A.16) and (A.18), we get:

\[
\nabla_{N-\eta(N,N')}\nabla_{N'-\eta(N,N')}g(N,N')
\]

\[
= -(1 - g(N,N')^2)\nabla^2 \log(a')(N - g(N,N')N', N - g(N,N')N')
\]

\[
+ (1 - g(N,N')^2)g(\nabla \log(a), \nabla \log(a'))
\]

\[
+ (1 - g(N,N')^2)g(N,N')\theta(N' - g(N,N')N', N - g(N,N')N')\nabla_{N'} \log(a')
\]

\[
+ (1 - g(N,N')^2)g(N,N')\theta(N' - g(N,N')N', N - g(N,N')N')\nabla_{N'} \log(a')
\]

\[
-(1 - g(N,N')^2)\nabla_{N-\eta(N,N')}\log(a)\nabla_{N'} \log(a')
\]

\[
- (1 - g(N,N')^2)g(N,N')\theta(N' - g(N,N')N', N' - g(N,N')N)\nabla_{N'} \log(a')
\]

\[
+ (1 - g(N,N')^2)\theta'(N - g(N,N')N', N - g(N,N')N')\nabla_{N'} \log(a')
\]

\[
-2g(N,N')\nabla_{N-\eta(N,N')}\log(a')(1 - g(N,N')^2)\nabla_{N'-\eta(N,N')}\log(a)
\]

\[
-2g(N,N')\nabla_{N-\eta(N,N')}\log(a')\theta(N' - g(N,N')N, N' - g(N,N')N)
\]

\[
+ 2g(N,N')\nabla_{N-\eta(N,N')}\log(a')\theta'(N - g(N,N')N', N - g(N,N')N')
\]

\[
+ (1 - g(N,N')^2)\nabla_{N-\eta(N,N')}\log(a)\theta'(N - g(N,N')N', N - g(N,N')N')
\]

\[
+ g(N,N')\theta'(N' - g(N,N')N', N' - g(N,N')N)
\]

\[
\times \theta'(N - g(N,N')N', N - g(N,N')N')
\]

\[
- \theta'(N - g(N,N')N', N - g(N,N')N')^2
\]

\[
- g(N,N')\nabla_{N-\eta(N,N')}\theta'(N - g(N,N')N', N - g(N,N')N')
\]

\[
+ \nabla_{N-\eta(N,N')}\theta'(N - g(N,N')N', N - g(N,N')N')
\]

\[
+ 2g(N,N')(1 - g(N,N')^2)\theta'(\nabla \log(a), N - g(N,N')N')
\]

\[
+ 2g(N,N')(1 - g(N,N')^2)\theta(\nabla \log(a), N' - g(N,N')N)
\]

\[
- 2(1 - g(N,N')^2)\theta'(e_A, N' - g(N,N')N')^2
\]

\[
+ 2g(N,N')\theta'(e_A, N - g(N,N')N') \theta(N' - g(N,N')N, e_A)
\]

\[
+ 2g(N,N')\theta'(e_A, N - g(N,N')N') \theta(N' - g(N,N')N, e_A)
\]

\[
+ 2g(N,N')\theta'(e_A, N' - g(N,N')N)^2
\]

\[
\text{Note that the term } \nabla^2 \log(a')(N - g(N,N')N', N - g(N,N')N') \text{ appearing in (A.21) contains at least one tangential derivative (it actually contains two tangential derivatives).}
\]

\[
\text{Note also that the terms:}
\]

\[
2g(N,N')\theta'(e_A, N - g(N,N')N') \theta(N' - g(N,N')N, e_A)
\]

\[
+ 2g(N,N')\theta'(e_A, N - g(N,N')N')^2
\]

\[
+ 2g(N,N')\theta'(e_A, N - g(N,N')N') \theta(N' - g(N,N')N, e_A)
\]

\[
+ 2g(N,N')\theta'(e_A, N' - g(N,N')N)^2
\]

\[
\text{appearing in (A.21) may be rewritten:}
\]

\[
2g(N,N')^2(\theta'(N - g(N,N')N', .) + \theta(N' - g(N,N')N, .))^2.
\]

\[
\text{Together with (A.9), (A.12), (A.15) and (A.21), this yields that the term}
\]

\[
\nabla_{N-\eta(N,N')}\nabla_{N'-\eta(N,N')}g(N,N')
\]

\[
(1 - g(N,N')^2)
\]

\[
is under control and involves terms in the list (4.80). This concludes the proof of Lemma 4.6.}

\text{\hfill \blacksquare}
B Proof of Lemma 4.7

We start with the terms $\nabla \nabla (ab) a'b'$, $\theta \nabla (ab) a'b'$, $\nabla (a) \nabla (b) a'b'$, $\theta^2 aa'bb'$ in the list (4.80). They all take the form (4.81) with $H_3 = H_4 = 0$, $H_2 = a'b'$ and taking respectively $H_1 = \nabla \nabla (ab)$, $H_3 = \theta \nabla (ab)$, $H_1 = \nabla (a) \nabla (b)$ and $H_1 = \theta^2 ab$. Thanks to Assumption 1 and Assumption 2 on $a, \theta$ and the assumptions (2.42) (2.43) on $b$, the estimates (4.82) and (1.83) are satisfied.

We now consider the other terms:

$$\nabla^2 \nabla (a \theta) aa'bb' - \nabla (\nabla (a \theta) aa'bb') - \nabla (\nabla (a \theta) aa'bb') - \nabla (\nabla (a \theta) aa'bb').$$

We focus on $\frac{\nabla^2 \nabla (a \theta) aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid}$ and $\frac{\nabla^2 \nabla (a \theta) aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid^2}$ the others being similar. For $\frac{\nabla^2 \nabla (a \theta) aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid}$, we have:

$$\nabla^2 \nabla (a \theta) aa'bb' = \frac{\nabla^2 \nabla (a \theta) aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid} + \frac{\nabla^2 \nabla (a \theta) aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid^2} \tag{B.1}$$

and the two terms in (B.1) are of the form (4.81) with $H_3 = H_4 = 0$, and respectively $H_1 = \frac{\nabla^2 \nabla (a \theta) aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid}$, $H_2 = a'b'$ and $H_1 = \nabla (a) \nabla (b)$, $H_2 = ab$. Thanks to Assumption 1 and Assumption 2 on $a, \theta$ and the assumptions (2.42) (2.43) on $b$, the estimates (4.82) and (1.83) are satisfied. In particular, we have:

$$\left\| \frac{(\nabla \nabla - \nabla \theta) \theta}{\left| N_{\nu} - N_{\nu'} \right|} \right\|_{L^2 (\Sigma)} \lesssim D \left\| \nabla \partial_{\alpha} \theta \right\|_{L^2 (\Sigma)} \leq D, \tag{B.2}$$

and

$$\left\| \frac{(\nabla \nabla - \nabla \theta) \theta}{\left| N_{\nu} - N_{\nu'} \right|} \right\|_{L^2 (\Sigma)} \lesssim D \left\| \nabla \partial_{\alpha} \theta \right\|_{L^2 (\Sigma)} \leq D, \tag{B.3}$$

where we have used Assumption 2 to estimate $\mid N_{\nu} - N_{\nu'} \mid$, the fact that $\mid \nu - \omega \mid \lesssim 2^{1/2}$ on the support of $\gamma^2$ and the fact that $2^{1/2} |\nu - \nu'| \geq 1$. We finally consider the term $\frac{(\theta - \theta')^2 aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid^2}$. We have:

$$\frac{(\theta - \theta')^2 aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid^2} = \frac{(\theta - \theta')^2 aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid^2} + \frac{(\theta - \theta')(\theta - \theta')aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid^2} + \frac{(\theta - \theta')^2 aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid^2} \tag{B.4}$$

The first and the last term in (B.4) are estimated like the term $\frac{\nabla^2 \nabla (a \theta) aa'bb'}{\mid N_{\nu} - N_{\nu'} \mid}$ remarking that

$$\left\| \frac{(\theta - \theta')^2 aa'}{\mid N_{\nu} - N_{\nu'} \mid^2} \right\|_{L^2 (\Sigma)} \lesssim \left\| \nabla \partial_{\alpha} \theta \right\|_{L^2 (\Sigma)} \leq 1, \tag{B.5}$$

and

$$\left\| \frac{(\theta - \theta')^2 aa'}{\mid N_{\nu} - N_{\nu'} \mid^2} \right\|_{L^2 (\Sigma)} \lesssim \left\| \nabla \partial_{\alpha} \theta \right\|_{L^2 (\Sigma)} \leq 1. \tag{B.6}$$

Finally, the second term in (B.4) is of the form (4.81) with $H_1 = H_2 = 0$, $H_3 = 2^{1/2}(\theta - \theta')ab$ and $H_4 = \frac{(\theta - \theta')^2 bb'}{\mid N_{\nu} - N_{\nu'} \mid}$.
Thanks to Assumption 1 and Assumption 2 on \( a, \theta \) and the assumption \((2.42)\) on \( b \), the estimates \((4.82)\) and \((4.83)\) are satisfied. In particular, we have:

\[
\begin{array}{c}
\|2^{j/2}(\theta - \theta_{\nu})ab\|_{L_{x}^{\infty}L_{t}^{2}(P_{\nu})} \lesssim D\|\partial_{\omega}\theta\|_{L_{x}^{\infty}L_{t}^{2}(P_{\nu})} \lesssim D(\|\partial_{\omega}\theta\|_{L_{2}(\Sigma)} + \|\nabla\partial_{\omega}\theta\|_{L_{2}(\Sigma)}) \lesssim D, \quad (B.7)
\end{array}
\]

and

\[
\begin{array}{c}
\left\| \frac{(\theta_{\nu} - \theta')a'b'}{|N_{\nu} - N_{\nu'}|} \right\|_{L_{x}^{\infty}L_{t}^{2}(P_{\nu})} \lesssim D\|\partial_{\omega}\theta\|_{L_{x}^{\infty}L_{t}^{2}(P_{\nu})} \lesssim D(\|\partial_{\omega}\theta\|_{L_{2}(\Sigma)} + \|\nabla\partial_{\omega}\theta\|_{L_{2}(\Sigma)}) \lesssim D, \quad (B.8)
\end{array}
\]

where we have used the fact that \( H^{1}(\Sigma) \) embeds in \( L_{x}^{\infty}L_{t}^{2}(P_{\nu}) \) (see [17] Corollary 3.6 for a proof only using the regularity given by Assumption 1). This concludes the proof of Lemma 4.7.

\section{Proof of Lemma 4.8}

We need to compute the divergence terms involving \( D_{1} \) and \( D_{2} \) in \((4.97)\). We start with the term involving \( D_{1} \).

\subsection{The divergence term involving \( D_{1} \) in \((4.97)\)}

Using the definition \((4.95)\) of \( D_{1} \) together with the structure equation \((A.2)\) for \( N \) and \((A.3)\), we obtain:

\[
\begin{array}{c}
\operatorname{div} \left( \frac{(N' - g(N,N')N)a'}{1 - g(N,N')^{2}} D_{1} \right) = \frac{A_{1}}{(1 - g(N,N')^{2})(\lambda - \lambda'_{a'\theta}g(N,N'))} \\
+ \frac{A_{2}}{(1 - g(N,N')^{2})(\lambda - \lambda'_{a'\theta}g(N,N'))^{2}} + \frac{A_{3}}{(1 - g(N,N')^{2})(\lambda - \lambda'_{a'\theta}g(N,N'))^{3}}
\end{array}
\]

where \( A_{1}, A_{2}, A_{3}, A_{4}, A_{5} \) are given by:

\[
A_{1} = a'\nabla_{N' - g(N,N')N}(abb'\operatorname{tr}\theta + ab'bb'\nabla_{N' - g(N,N')N}\operatorname{tr}\theta) + a'\nabla^{2}(ab)(N, N' - g(N,N')N)b' + \nabla_{N' - g(N,N')N}N(ab)a'b' \\
+ a'\nabla_{N}(ab)\nabla_{N' - g(N,N')N}(b') + (aa'bb'\operatorname{tr}\theta + \nabla_{N}(ab)a'b') \\
\times (\operatorname{tr}\theta' - g(N,N')\operatorname{tr}\theta - \nabla_{N}(g(N,N'))) + a'^{-1}\nabla_{N' - g(N,N')N}(a'), \quad (C.2)
\]

\[
\begin{array}{c}
A_{2} = \nabla^{2}(aN, N' - g(N,N')N)(N')(N)abb'g(N, N') + \nabla_{N' - g(N,N')N}N(a)(a)abb'g(N, N') \\
+ a'\nabla_{N}(a)\nabla_{N' - g(N,N')N}(a'a^{-1}abb')g(N, N') + \nabla_{N}(a)abb'\nabla_{N}(g(N,N')) \\
+ a'\nabla_{N' - g(N,N')N}(a'a^{-1}abb')\nabla_{N}(g(N,N')) + a'a^{-1}bb'\nabla_{N' - g(N,N')N}\nabla_{N}(g(N,N')) \\
+ (\operatorname{tr}\theta' - g(N, N')\operatorname{tr}\theta - \nabla_{N}(g(N, N')) + a'a^{-1}\nabla_{N' - g(N,N')N}(a')) \\
\times (aa'bb'g(N,N') + a'^{-1}\nabla_{N}(g(N,N'))bb') + (aa'bb'\operatorname{tr}\theta + \nabla_{N}(ab)a'b') \\
\times (\nabla_{N' - g(N,N')N}(a'a^{-1})g(N, N') + add^{-1}\nabla_{N' - g(N,N')N}(g(N, N'))) \\
A_{3} = 2a'b'(ab\operatorname{tr}\theta + \nabla_{N}(ab))\nabla_{N' - g(N,N')N}(g(N, N'))g(N, N'), \quad (C.4)
\end{array}
\]
\[ A_4 = 2bb'(a\nabla_N(a)a^{-1}g(N, N') + a^2a^{-2}\nabla_N(g(N, N'))) \]
\[ \times \nabla_{N' - g(N, N')N}(g(N, N'))g(N, N'), \]  
(C.5)

and

\[ A_5 = 2(\nabla_{N' - g(N, N')N}(aa^{-1})g(N, N') + aa^{-1}\nabla_{N' - g(N, N')N}(g(N, N'))) \]
\[ \times (a\nabla_N(a)bb'g(N, N') + a^2a^{-2}\nabla_N(g(N, N'))bb'). \]  
(C.6)

Note that the term \( \nabla^2(ab)(N, N' - g(N, N')N) \) appearing in (C.2) and the term \( \nabla^2(a)(N, N' - g(N, N')N) \) appearing in (C.3) contain at least one tangential derivative. In view of (C.1)-(C.6), one easily checks that the divergence term involving \( D_1 \) in (4.97) takes the wanted form (4.98) (4.99) provided that we are able to control the two following terms:

\[ \frac{\nabla_N(g(N, N'))}{(1 - g(N, N'))^{1/2}}, \quad \frac{\nabla_{N - g(N, N')N'}(g(N, N'))}{(1 - g(N, N'))^{3/2}}. \]  
(C.7)

The terms in (C.7) correspond to the first and the third term of (A.10). Thus, this control has already been proved in Appendix A.

**C.2 The divergence term involving \( D_2 \) in (4.97)**

Using the definition (4.96) of \( D_2 \) together with the structure equation (A.2) for \( N \) and \( (N, N') \), we obtain:

\[ \text{div} \left( \frac{(N - g(N, N')N')a}{1 - g(N, N')^2} D_2 \right) = \frac{A_1}{(1 - g(N, N'))^2(\lambda - \lambda' g(N, N'))} \]
\[ + \frac{A_2}{(1 - g(N, N'))^2(\lambda - \lambda' g(N, N'))^2} + \frac{A_3}{(1 - g(N, N'))^2(\lambda - \lambda' g(N, N'))^3} \]  
(C.8)

where \( A_1, A_2, A_3, A_4, A_5 \) are given by:

\[ A_1 = a\nabla_{N - g(N, N')N'}(ab)\nabla_N(b') + a^2b\nabla^2(b')(N, N - g(N, N')N') \]
\[ + \frac{a^2b\nabla_{N - g(N, N')N'}(a')\nabla_N(b')}{(1 - g(N, N'))^2} \]
\[ + (a\text{tr} - ag(N, N')\text{tr}' - a\nabla_{N'}(g(N, N')) + \nabla_{N - g(N, N')N'}(a))ab\nabla_N(b'), \]  
(C.9)

\[ A_2 = -\nabla_{N - g(N, N')N'}(a^2b)\nabla_N(a')g(N, N')ab'a^{-2} \]
\[ + a^2a^{-2}\nabla^2(a')(N, N - g(N, N')N')g(N, N')bb' \]
\[ - a^2a^{-2}\nabla_{N - g(N, N')N'}(a')g(N, N')bb' - a^3b\nabla_N(a')\nabla_{N - g(N, N')N'}(a'b'a^{-2})g(N, N') \]
\[ - a^3a^{-2}\nabla_N(a')bb'\nabla_{N - g(N, N')N'}(g(N, N')) - a^3a^{-2}\nabla_N(a')g(N, N')bb' \]
\[ \times (a\text{tr} - ag(N, N')\text{tr}' - a\nabla_{N'}(g(N, N')) + \nabla_{N - g(N, N')N'}(a)) + a^2b\nabla_N(b') \]
\[ \times (\nabla_{N - g(N, N')N'}(a'a^{-1})g(N, N') + aa'a^{-1}\nabla_{N - g(N, N')N'}(g(N, N'))), \]  
(C.10)

\[ A_3 = 2a^2b\nabla_{N - g(N, N')N'}(g(N, N'))g(N, N')\nabla_N(b'), \]  
(C.11)
\[ A_4 = -2a^3a'^{-2}bb'\nabla_{N-g(N,N')}N(g(N,N'))g(N,N')^2\nabla_N(a'), \quad (C.12) \]

and
\[ A_5 = -2(\nabla_{N-g(N,N')}N(aa')^{-1})g(N,N') + aa'^{-1}\nabla_{N-g(N,N')}N(g(N,N')) \]
\[ a^3a'^{-2}\nabla_N(a')g(N,N')bb'. \quad (C.13) \]

Note that the term \( \nabla^2(b')(N, N-g(N,N')N) \) appearing in (C.9) and the term \( \nabla^2(a')(N, N-g(N,N')N') \) appearing in (C.10) contain at least one tangential derivative. In view of (C.8)-(C.13), one easily checks that the divergence term involving \( D_2 \) in (4.97) takes the wanted form (4.98) (4.99) provided that we are able to control the two terms in (C.7). This control has already been proved in Appendix A. This concludes the proof of Lemma 4.8.
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