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Abstract. As cyber attacks have become more frequent, cyber insurance premiums have increased, resulting in the need for better modeling of cyber risk. Toward this direction, Jevtić and Lanchier [Insur. Math. Econ. 91 (2020) 209–223] proposed a dynamic structural model of aggregate loss distribution for cyber risk of small and medium-sized enterprises under the assumption of a tree-based local-area-network topology that consists of the combination of a Poisson process, homogeneous random trees, bond percolation processes, and cost topology. Their model assumes that the contagion spreads through the edges of the network with the same fixed probability in both directions, thus overlooking a dynamic cyber security environment implemented in most networks, and their results give an exact expression for the mean of the aggregate loss but only a rough upper bound for the variance. In this paper, we consider a bidirectional version of their percolation model in which the contagion spreads through the edges of the network with a certain probability of moving toward the lower level assets of the network but with another probability of moving toward the higher level assets of the network, which results in a more realistic cyber security environment. In addition, our mathematical approach is quite different and leads to exact expressions for both the mean and the variance of the aggregate loss, and therefore an exact expression for the insurance premiums.
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1. Introduction

1.1. Cyber risk

According to The Institute of Risk Management, *cyber risk* is “any risk of financial loss, disruption or damage to the reputation of an organization from some sort of failure of its information technology (IT) systems” [33]. Following Jevtić and Lanchier [19], we define cyber risk due to a data breach as “the risk of a financial loss caused by a breach of an institution’s IT infrastructure by unauthorized parties, resulting in exploitation, taking possession of, or disclosure of data assets”. Cyber risk has attracted considerable attention within the past years due to the rapidly growing number of cyber attacks [44]. In the first six months of 2021, there were 2.5 billion malware attacks and 2.5 trillion intrusion attempts [32] in which an intruder gains or attempts to
gain unauthorized access to a system or its network [26]. This is particularly concerning for small and medium-sized enterprises (SMEs), which constitute a major part of most economies [17, 19], since they face more disadvantages than larger enterprises. According to a recent cybersecurity survey by Cynet in 2022 [7], some dominating cybersecurity disadvantages for SMEs include smaller cybersecurity budgets and staff. Therefore, it is unsurprising that an SME can have an average loss of $178,000 from just a single data breach [30]. Since economies increasingly rely on the interconnections between SMEs and large enterprises, the ever-growing vulnerabilities of SMEs pose great concerns to global supply chains [42]. Thus, protecting SMEs and providing cybersecurity resources are of paramount importance.

1.2. Cybersecurity practices and drawbacks

Organizations may use fundamental cybersecurity techniques such as multi-factor authentication (MFA) [28] or firewalls to decrease the damage of a cyberattack [24]. The purpose of these techniques, if properly conducted, is to segment the network into smaller blocks so that the contagion can be isolated or at least cause minimal damage by impacting only a fragment of the network. The strategy of network segmentation, which is the practice of dividing an organization’s network into sub-networks of devices or accounts that share similar security requirements by separating access to the most sensitive and vulnerable services on the network via the principle of least privilege\(^2\), is an important factor in determining the potential financial loss to an organization from a cyber attack [6, 8, 29]. In network segmentation, privileges are actions that an organization’s employee known as a user is permitted to perform via an account or computer in the organization’s network [28]. One example of network segmentation is the use of administrative privileges. Some users, especially network administrators, have the highest administrative privileges that give them the greatest access to the network because they can bypass critical security settings [4, 16]. These network administrators can assign different administrative privilege levels to other users’ credentials based on the principle of least privilege [6, 8]. In other words, some users can traverse the network more easily than others due to their level of administrative privilege. In practice, there are many different ways to segment the network and the possibilities only increase as the organization expands in size [22, 39]. Because of this, there is a great lack of formal approaches for network administrators to optimally segment networks [24]. And so, they segment the network based on their own experiences, preferences, and available resources of the organization [22, 24]. Despite this, proper network segmentation is still typically an effective method to deter contagions from infecting other components of the organization’s network and so reducing the impact of the cyber attack [9].

However, poorly segmented networks, such as improperly authorized or widely granted administrative privileges, may allow intruders to traverse the network and gain access to sensitive data by exploiting these vulnerable privileges [6, 8, 9, 28]. Incidents have shown that a hacker can exploit vulnerable privileges and gain access to confidential accounts of senior executives [35] as well as the ability to access thousands of servers [9]. Because some users have greater access to the network than others due to varying levels of administrative privileges, the credentials of a user remain one of the most sought-after data assets by attackers [16, 28, 32]. According to the Verizon 2018 Data Breach report, credentials and associated privileges abuse are three of the top five malicious actions in breaches in 2018 [37]. Furthermore, out of the 3,841 incidents analyzed in Verizon’s 2021 Data Breach report, of which 1,767 had confirmed data disclosure, the data compromised were credentials of a user at 85% [38]. Because of this, administrative privileges (and other cybersecurity practices for network segmentation) are an important factor in quantifying the cyber risk of an organization, especially by not having all users with the same level of access [15]. To mitigate some of the drawbacks of particular cybersecurity practices, SMEs are turning to cyber insurance as a solution.

---

\(^1\)Definitions of SMEs vary across legal jurisdictions and industries. In the U.S., medium-sized manufacturers are considered to have fewer than 500 employees [19, 36].

\(^2\)The National Institute of Standards and Technology defines least privilege as “the principle that a security architecture should be designed so that each entity is granted the minimum system resources and authorizations that the entity needs to perform its function” [27].
1.3. Cyber insurance

Due to the increase in cyber risks, there has been more demand for cyber insurance [34] as companies have been underestimating the financial impact of cyber risk, so they purchase more coverage or higher limits [23]. According to the U.S. Government Accountability Office, there was a 60% increase in cyber insurance policies from 2016 to 2019 and approximately a 50% increase in the amount of total direct written premiums from $2.1 billion to $3.1 billion [34]. Similarly, in the U.K., the number of cyber insurance claims doubled between 2019 and 2020 [23]. For all companies with more than $500 million in annual revenue in 2020, the average cyber insurance limits rose by 2% [23]. Also in 2020, there was an increase of about 15% on average in cyber insurance pricing [23]. Furthermore, more than half of the brokers surveyed by [34] reported that their clients saw a 10–30% price increase in their cyber insurance premiums. However, more companies are purchasing cyber insurance largely due to the growing number of cyber attacks [23] despite seeing higher insurance prices from the increased severity and frequency of the attacks [34]. Therefore, many SMEs are seeking coverage against data loss, revenue loss due to data breach, legal expenses, and other costs [5, 18, 44] as a second line of defense to control and mitigate cyber attacks [2]. However, pricing cyber risk insurance products is still very new due to its unique characteristics, such as the lack of a standard scoring system or actuarial tables for rate making [44].

1.4. Literature review

The effective implementation of cyber insurance requires the proper understanding of an organization’s cybersecurity risks and the fair pricing of insurance products. In this setting, there have been many actuarial works that conducted empirical analysis of cyber insurance policies [31, 43] and provided pricing for cyber insurance [11, 21, 46], particularly using Copulas [10, 18]. Moreover, many actuarial works consider publicly available datasets such as the Advisen dataset [1], the Privacy Rights Clearinghouse dataset [10, 14], and the SAS operational risk global database [13] for pricing cyber insurance premiums. However, these models consider cyber risk at the macro level rather than at the micro level, i.e., an individual organization’s network. Due to the inherent nature of technological advancements, cyber risk is dynamic, so reliance on historical cyber risk data could be misleading [2, 12]. Therefore, traditional actuarial modeling is insufficient for cyber insurance on the micro level. Instead, cyber risk should be modeled based on a network structure due to the organization’s cyber security environment, which is the resilience of the organization’s network [2, 3].

1.5. Network resilience

It describes the network’s ability to function in the presence of adverse conditions [25]. Using the organization’s network resilience, one can have a better understanding of an optimal risk management strategy [2]. There have been efforts in studying cyber risk from the micro level perspective such as using epidemic models [3, 44], Bayesian models [2, 45], and attack graphs [40, 41]. Despite these efforts, the above papers do not fully utilize the aspect of cyber resilience, which is very much connected to bond percolation [19, 25].

The dynamical model designed in Jevtić and Lanchier [19] for SMEs consists of several components, including a bond percolation process, to calculate the aggregate loss resulting from consecutive cyber attacks on a tree based local area network (LAN). Exclusively tree based LAN topologies are not typically observable in large enterprises [19] since larger enterprises have more available resources and personnel, thus creating more complex networks, which may result in large networks with cycles. Therefore, their results are primarily applicable to SMEs, which are the dominant form of organizations in an economy [19]. Their model has received some rapidly growing interest from the actuarial science community, reaching recently the status of United States patent (see [20]), and the goal of this paper is to extend their model and improve their results. Furthermore, the percolation process of their model assumes that the contagion spreads through the edges of the network with a fixed probability, thus modeling a static cyber security environment that cannot account for various network segmentation strategies. We extend their model by assuming that the contagion spreads through the edges with a certain probability of moving toward the lower levels of the network but with another (typically smaller) probability of moving toward the upper levels of the network, thus resulting in a bidirectional version.
of the percolation component in [19] that accounts for network segmentation strategies an SME may implement. Therefore, our bidirectional version considers a more realistic and dynamic cyber security environment of an SME’s network. Furthermore, while [19] only obtained a rough upper bound for the variance of the aggregate loss, our analysis relies on other techniques that lead to an exact expression of the variance, and therefore an exact expression for the insurance premiums.

2. Model description

As previously explained, the model we consider in this paper is a bidirectional version of the model introduced in Jevtić and Lanchier [19] for SMEs. In this section, we give a rigorous description of the five components of the model. To begin with, we assume that the cyber attacks occur in continuous time at a constant rate:

1. we let \( (N_t) \) be a Poisson process with intensity \( \lambda \), and assume that the \( i \)th attack occurs at time

\[
T_i = \inf\{t : N_t = i\} \quad \text{for} \quad i = 1, 2, \ldots
\]

In other words, the times between consecutive cyberattacks are independent exponential random variables with the same parameter \( \lambda \), meaning that

\[
P(T_1 > s) = P(T_{i+1} - T_i > s) = e^{-\lambda s} \quad \text{for all} \quad s > 0 \quad \text{and} \quad i = 1, 2, \ldots
\]

At the times of the attacks, the LAN consists of a random tree, which is more observable in SMEs than larger enterprises [19], so the network topology does not contain any cycle. Depending on whether the network is static or dynamic, the network can be fixed once and for all or consist of a sequence of independent realizations of the random tree, but we point out that our results are not sensitive to this distinction. Moreover, the lack of publicly available information about the size and distribution of the nodes on a LAN (see [22]) requires us to take into account the stochastic nature of real-world networks. More precisely, in the dynamical context,

2. we let \( T_i = (V_i, E_i) \) be independent realizations of the Galton-Watson tree to account for the lack of cycles in the network, the stochastic nature of an organization’s growth, and the variability of segmenting a network. Furthermore, the Galton-Watson tree has radius \( R \), i.e., there are \( k \) vertices connected to the root with probability \( p_k \), then \( k \) additional vertices connected to each of those vertices with probability \( p_k \), and so on, up to generation \( R \). To ensure that the tree has radius \( R \) and avoid trivialities, we assume \( p_0 = 0 \).

In the terminology of branching processes, the probabilities \( p_k \) are referred to as the offspring distribution, and two vertices connected by an edge are called the parent and the offspring, with the parent being the vertex closer to the root. Next, to fix the source of the attack,

3. we let \( X_i \in V_i \) be a vertex chosen at random.

The actual distribution of \( X_i \) is unimportant for this work since our objective is to compute the insurance premium as a function of \( X_i \). Now, to model the contagion itself (how the infection spreads through the network from the source), we use bidirectional bond percolation:

4. we let \( p, q \in (0, 1) \), and assume that each edge of the tree is independently open

- with probability \( p \) in the direction parent \( \rightarrow \) offspring
- with probability \( q \) in the direction offspring \( \rightarrow \) parent.

In other words, each edge is identified to two arrows. The arrow going away from the root is open with probability \( p \) whereas the arrow going toward the root is open with probability \( q \). As previously mentioned, the
distinction between $p$ and $q$ is motivated by the presence of administrative privileges suggesting that the infection spreads more easily moving away from the root than toward the root, meaning that $p > q$. The model in [19] corresponds to the particular case $p = q$. Then, the set of infected vertices is the open percolation cluster starting from the source:

$$C_i = \{ y \in V : \text{there is a directed open path } X_i \to x \}. $$

To define the aggregate loss of multiple cyberattacks on the network, the last step is to assign a cost to the percolation cluster:

5. we let $c_i(x)$ for all $i > 0$ and $x \in V_i$ be independent and identically distributed and think of this random variable as the cost of vertex $x$. Then, the total loss resulting from the $i$th cyber attack and the aggregate loss up to time $t$ are given respectively by

$$C_i = \sum_{x \in C_i} c_i(x) \quad \text{and} \quad L_t = \sum_{i=1}^{N_t} C_i = \sum_{i=1}^{N_t} \sum_{x \in C_i} c_i(x). $$

In other words, the loss resulting from the $i$th cyber attack is the total cost of all the vertices that have been infected during the attack, and the aggregate loss is the cumulative loss resulting from all the cyber attacks that occurred by time $t$.

### 3. Main Results

Our main objective is to compute the mean and the variance of $L_t$ as insurance premiums are calculated from these two quantities. To state our results and express the mean and the variance of the aggregate loss, we need some key quantities. First, we let $\mu$ and $\sigma^2$ be respectively the mean and the variance of the offspring distribution (the random number of edges starting from each vertex), which we assume to be finite:

$$\mu = \sum_{k=1}^{\infty} kp_k < \infty \quad \text{and} \quad \sigma^2 = \sum_{k=1}^{\infty} (k - \mu)^2 p_k < \infty. $$

Recalling that the local costs $c_i(x)$ are identically distributed, to simplify the notation, we let $c$ denote their common distribution. Similarly, because the consecutive Galton-Watson trees, percolation processes, sources of infection, and local costs are identically distributed, the numbers of infected vertices $S_i = \text{card}(C_i)$ are also identically distributed, and we let $S$ denote the common distribution of the size of the consecutive percolation clusters. The model parameters (offspring distribution, distribution of the source, percolation parameters $p$ and $q$, and distribution of the local costs) vary from one company to another, but the goal of this paper is not to estimate these parameters. Instead, our main objective is to compute explicitly the mean and variance of the aggregate loss, and therefore the insurance premiums, as a function of these parameters.

#### 3.1. Aggregate loss

The aggregate loss can be expressed using the loss resulting from a single attack by conditioning on the number of attacks, which is a critical component in the frequency-severity approach as the industry standard for pricing insurance risks [19, 44, 47]. Similarly, the loss resulting from a single attack can be expressed using the local cost $c$ by conditioning on the cluster size $S$. Using also that the number of attacks is Poisson distributed, we obtain the following result.
Theorem 3.1. The mean and variance of the aggregate loss are given by
\[ E(L_t) = \lambda t E(S) E(c) \quad \text{and} \quad \text{Var}(L_t) = \lambda t E(S) \text{Var}(c) + \lambda t E(S^2)(E(c))^2. \]

The theorem shows that the mean and variance of the aggregate loss depends on the first and second moments of the size of the infected cluster from a single contagion so we can capture the aggregate loss from the size of a single contagion. Therefore, in order to compute the insurance premiums, the next step is to compute the first and second moments of the cluster size.

3.2. First moment

To begin with, we look at the first moment of the cluster size. This quantity has been computed explicitly in [19] in the symmetric case \( p = q \) using combinatorial techniques. To extend their result to the more general asymmetric case, we partition the set of infected vertices into subtrees and use linearity of the expectation, which gives the following theorem.

Theorem 3.2. The conditional first moment on the tree with radius \( R \) given that the infection starts at distance \( r \) from the root is equal to
\[ E_r(S) = \frac{1}{1 - \mu p} \left( 1 + q \left( 1 - q^r \right) (1 - p) - (\mu p)^{R-r+1} \right) \left( \frac{1 - p^2(1 + (\mu - 1)(\mu p)^r)}{1 - \mu p} \right) \]
for all \( \mu p, \mu p^2, q \neq 1 \).

Our theorem excludes the cases \( \mu p = 1, \mu p q = 1 \) and \( q = 1 \) for simplicity but the first moment in these special cases can be easily deduced from the fact that it is continuous with respect to the parameters \( \mu, p \) and \( q \). The same holds for the second moment in the next theorem. Note also that setting \( p = q \) in the theorem gives
\[ E_r(S) = \frac{1}{1 - \mu p} \left( 1 + p(1 - p^r) - (\mu p)^{R-r+1} \right) \left( \frac{1 - p^2(1 + (\mu - 1)(\mu p^2)^r)}{1 - \mu p^2} \right) \]
for all \( \mu p, \mu p^2 \neq 1 \), which is exactly the expression found in Theorem 4 of [19], but we point out that, even though our result extends the result in [19] to the asymmetric case, our approach leads to a much shorter and more elegant proof. More precisely, the proof in [19] relies on a tedious combinatorial argument that consists in counting the number of open paths of a given length starting from the source of the infection whereas our proof consists in finding the infected vertices along the path going from the source of the infection to the root of the tree and then partitioning the cluster of infected vertices into (disjoint) subtrees starting from each of these vertices.

Natural and more realistic extensions of the model can be obtained by turning \( p \) and \( q \) into functions that increase with the height, modeling the fact that edges closer to the root are less vulnerable due to a reinforcement of security. Similarly, instead of assuming that the costs are identically distributed across the network, one can assume more realistically that the cost decreases stochastically with the distance from the root, modeling the fact that components far from the root contain less sensitive information than the ones closer to the root. These more general assumptions, however, lead to messy algebra and the lack of an explicit expression for the first moment. For instance, replacing the parameter \( q \) which is constant across the network by a collection
\[ q_1 < q_2 < \cdots < q_{R-1} < q_R \]
where \( q_i \) represents the probability that an arrow going from distance \( i \) to distance \( i - 1 \) from the root is open, and repeating the proof of Theorem 3.2 below, show that the conditional first moment of the size of the infection
Figure 1. First moment of the cluster size as a function of $p$ for various values of $q$ and $r$. In each picture, the mean and variance of the offspring distribution are $\mu = \sigma^2 = 5$ and the radius of the tree is $R = 4$.

becomes

$$E_r(S) = \frac{1 - (\mu p)^{R-1}}{1 - \mu p} + \sum_{k=0}^{r-1} k \left( \prod_{j=0}^{k-1} q_{r-j} \right) (1 - q_{r-k})$$

$$+ r \left( \prod_{j=0}^{r-1} q_{r-j} \right) + (\mu - 1) p \sum_{i=0}^{r-1} \left( \prod_{j=0}^{i} q_{r-j} \right) \frac{1 - (\mu p)^{R-r+i}}{1 - \mu p}$$

for all $\mu p \neq 1$, which cannot be further simplified. Assuming instead that the costs are not identically distributed does not change the size of the infection. However, the mean and variance of the aggregate loss can no longer be deduced from Theorem 3.1 and one would have to compute separately the moments of the number of infected vertices at a given distance from the root, which again leads to messy algebra and the lack of explicit expressions. In particular, we assume some global homogeneity across the network to make our model mathematically tractable.
3.3. Second moment

Our approach to compute the second moment is similar but relies in addition on independence. More precisely, writing again the cluster of infected vertices as a disjoint union of subtrees, the second moment can be computed using that the sizes of these subtrees are independent random variables. To express the second moment of the cluster size, we let

\[ \mu_+ = \mu p \quad \text{and} \quad \mu_- = (\mu - 1)p, \]

quantities that will be interpreted later as the mean number of infected offspring in certain subtrees of the LAN, and

\[ \sigma_+^2 = p(1 - p)\mu + p^2\sigma^2 \quad \text{and} \quad \sigma_-^2 = p(1 - p)(\mu - 1) + p^2\sigma^2, \]

quantities that will be interpreted later as the variance of the number of infected offspring in certain subtrees of the LAN. For all \( j = 0, 1, \ldots, r \), we also define

\[
\begin{align*}
\mu_{1,j} &= \frac{1 - \mu_+^{R-j+1}}{1 - \mu_+}, \\
\mu_{2,j} &= \frac{\sigma_+^2}{(1 - \mu_+)^2} \left( \frac{1 - \mu_+^{2(R-j)+1}}{1 - \mu_+} - (2(R - j) + 1)\mu_+^{R-j} \right) + \left( \frac{1 - \mu_+^{R-j+1}}{1 - \mu_+} \right)^2
\end{align*}
\]

for all \( \mu_+ \neq 1 \).

**Theorem 3.3.** The conditional second moment on the tree with radius \( R \) given that the infection starts at distance \( r \) from the root is equal to

\[
E_r(S^2) = \sum_{k=0}^{r} \left( \mu_{2,r} + 2\mu_{1,r} \sum_{i=1}^{k} (1 + \mu_-\mu_{1,r-i+1}) \right. \\
+ \sum_{i=1}^{k} (1 + 2\mu_-\mu_{1,r-i+1} + \mu_-\mu_{2,r-i+1} + \sigma_-^2 + \mu_-^2 - \mu_-(\mu_{1,r-i+1})^2) \\
\left. + \sum_{i,j \in \{1,2,\ldots,k\}, i \neq j} (1 + \mu_-\mu_{1,r-i+1})(1 + \mu_-\mu_{1,r-j+1}) \right) q_k.
\]

where \( q_k = q^k(1 - q) \) for \( k = 0, 1, \ldots, r - 1 \), and \( q_r = q^r \).

Theorem 3.3 is the main contribution of this work as it gives an exact expression of the second moment, which leads to an exact pricing of the standard deviation principle, whereas ([19], Thm. 5) only derived a rough upper bound for this pricing. Although the expression is implicit, it can be computed explicitly using a computer program (see Fig. 2) for each set of parameters.

We also point out that the expressions in both Theorems 3.2 and 3.3 can be simplified when the LAN consists of the infinite Galton-Watson tree. In this case, the percolation process is supercritical when \( \mu p > 1 \), meaning that the cluster of infected vertices is infinite with positive probability, so the first and second moments are both infinite. In the subcritical phase \( \mu p < 1 \), it follows from the monotone convergence theorem that the first and second moments of the cluster size on the infinite tree can be obtained by taking the limit as \( R \to \infty \) in
both theorems. In particular, in the infinite case, the first moment reduces to

\[ E_r(S) = \frac{1}{1 - \mu p} \left( 1 + q \left( \frac{1 - q^r}{1 - q} \right) (1 - p) \right) \]

for all \( \mu p, q \neq 1 \) while, using some algebra, we get

\[ E_r(S^2) = \frac{1}{(1 - \mu p)^2} \left( 1 + \frac{p(1 - p)\mu + p^2 \sigma^2}{1 - \mu p} \right) + \left( 1 + \frac{2(1 + (\mu - 1)p)}{1 - \mu p} + \frac{2(\mu - 1)p + p(1 - p)(\mu - 1) + p^2 \sigma^2 + (\mu - 1)^2 p^2}{(1 - \mu p)^2} \right) \]

\[ + \frac{(p(1 - p)\mu + p^2 \sigma^2)(\mu - 1)p}{(1 - \mu p)^3} q \left( \frac{1 - q^r}{1 - q} \right) \]

\[ + \left( 1 + \frac{(\mu - 1)p}{1 - \mu p} \right)^2 \frac{2q^2(1 - rq^{r-1} + (r - 1)q^r)}{(1 - q)^2} \]

for all \( \mu p, q \neq 1 \) for the second moment on the infinite tree (see Sect. 7 for a proof).

### 3.4. Exponential decay of the diameter

Another quantity of interest that also accounts for the geometry of the set of infected vertices is the diameter of the cluster \( C \) defined as the maximum graph distance (number of edges) between any two infected vertices:

\[ \text{diam}(C) = \max \{d(x, y) : x, y \in C\}. \]

In this case, studying the spread of the infection from a dynamical point of view starting from the highest infected vertex and moving one generation down the tree at each time step, we can prove an exponential decay. More precisely, we have the following theorem.

**Theorem 3.4.** Let \( \mu p < 1 \). Then, the conditional probability that the diameter is larger than \( 2n \) given that the infection starts at distance \( r \) from the root is

\[ P_r(\text{diam}(C) \geq 2n) \leq \frac{1 - (q/\mu p)^{r+1}}{1 - (q/\mu p)} (\mu p)^n \quad \text{for all} \quad n > r \quad \text{and} \quad \mu p \neq 1. \]

The theorem indeed implies that, in the subcritical phase \( \mu p < 1 \), the tail distribution of the diameter of the cluster of infected vertices decays exponentially.

### 3.5. Insurance premiums

Combining Theorems 3.1–3.3, we can now perform an exact pricing of cyber risk insurance. Following [19], we consider the three pricing principles

- **actuarial fair premium:** \( P = E(L_1) \)
- **expectation principle:** \( P = E(L_1) + \delta E(L_1) \)
- **standard deviation principle:** \( P = E(L_1) + \delta \sqrt{\text{Var}(L_1)} \)
Figure 2. Second moment of the cluster size as a function of $p$ for various values of $q$ and $r$. In each picture, the mean and variance of the offspring distribution are $\mu = \sigma^2 = 5$ and the radius of the tree is $R = 4$.

where $L_1$ represents the aggregate loss per unit of time. According to Theorem 3.1,

$$E(L_1) = \lambda E(S) E(c) \quad \text{and} \quad \sqrt{\text{Var}(L_1)} = \sqrt{\lambda E(S) \text{Var}(c) + \lambda E(S^2)(E(c))^2},$$

(3.5)

showing that all three insurance premiums are functions of the system parameters and the first and second moments of the cluster size. In particular, for each set of parameters (the rate of occurrence of the cyber attacks, the mean and variance of the offspring distribution, the local costs, etc.), all three premiums can be computed exactly using Theorems 3.2 and 3.3. Because the expressions of the first two moments in the theorems are quite complicated, we refer the reader to Figures 1 and 2 for pictures of the first and second moments as functions of the parameters $p, q$ and $r$, for a fixed value of the mean and variance of the offspring distribution. The dashed curves in the pictures correspond to the symmetric case $p = q$ considered in [19] where the first moment was computed exactly while only a very rough upper bound for the second moment was derived. In contrast, the approach used in this paper leads to exact insurance premiums for all three principles.

Not surprisingly, it follows from (3.5) that all three premiums are nondecreasing with respect to the rate $\lambda$ and the mean and variance of the local costs. The figures also show that both the first and the second moments of the cluster size are nondecreasing with respect to $p$ and $q$ and so are the three premiums. This result is intuitively clear and can be proved rigorously using a popular technique in probability theory called coupling,
which consists in this case in constructing bond percolation processes with different parameters on the same probability space. We note however that the cluster size and the insurance premiums are not always increasing or always decreasing with respect to \( r \), the distance from the root to the source of the infection. Indeed,

- When \( p = 1 \) and \( q = 0 \), the set of infected vertices consists of the subtree starting from the source of the infection going away from the root therefore, in this case, the cluster size and the premiums are decreasing with respect to \( r \).
- When \( p = 0 \) and \( q = 1 \), the set of infected vertices consists of the unique path going from the source of the infection to the root of the tree therefore, in this case, the cluster size and the premiums are increasing with respect to \( r \).

The rest of this paper is devoted to the proof of the four theorems.

4. Proof of Theorem 3.1 (aggregate loss)

To prove Theorem 3.1, we first observe that, because the Galton-Watson trees, percolation processes and local costs are independent and identically distributed across time, the consecutive costs \( C_i \) are independent and identically distributed as well. In particular, letting \( C \) be the common distribution of the random variables \( C_i \) and conditioning on the number of cyber attacks \( N_t \), which is a Poisson process, we get

\[
E(L_t | N_t = n) = E(C_1 + \cdots + C_{N_t} | N_t = n) = nE(C)
\]

\[
\text{Var}(L_t | N_t = n) = \text{Var}(C_1 + \cdots + C_{N_t} | N_t = n) = n \text{Var}(C). \tag{4.1}
\]

The first equation in (4.1) implies that

\[
E(L_t) = E(E(L_t | N_t)) = E(N_t E(C)) = E(N_t)E(C) \tag{4.2}
\]

while using also the second equation in (4.1) and the law of total variance,

\[
\text{Var}(L_t) = E(\text{Var}(L_t | N_t)) + \text{Var}(E(L_t | N_t)) = E(N_t \text{Var}(C)) + \text{Var}(N_t E(C))
\]

\[
= E(N_t) \text{Var}(C) + \text{Var}(N_t)(E(C))^2. \tag{4.3}
\]

Using that the local costs are independent and identically distributed across the LAN, and conditioning on the size \( S \) of a single cyber attack, we also have

\[
E(C | S = s) = sE(c) \quad \text{and} \quad \text{Var}(C | S = s) = s \text{Var}(c). \tag{4.4}
\]

The first equation in (4.4) implies that

\[
E(C) = E(E(C | S)) = E(SE(c)) = E(S)E(c) \tag{4.5}
\]

while using also the second equation in (4.4) and the law of total variance,

\[
\text{Var}(C) = E(\text{Var}(C | S)) + \text{Var}(E(C | S)) = E(S \text{Var}(c)) + \text{Var}(SE(c))
\]

\[
= E(S) \text{Var}(c) + \text{Var}(S)(E(c))^2. \tag{4.6}
\]

Finally, using that \( E(N_t) = \text{Var}(N_t) = \lambda t \), and combining (4.2) and (4.5), we get

\[
E(L_t) = \lambda tE(C) = \lambda tE(S)E(c).
\]
Combining (4.3), (4.5) and (4.6), and using that \( \text{Var}(S) + (E(S))^2 = E(S^2) \), we get

\[
\text{Var}(L_t) = \lambda t \text{Var}(C) + \lambda t (E(C))^2
\]

\[
= \lambda t E(S) \text{Var}(c) + \lambda t E(S^2) (E(c))^2
\]

This completes the proof of the theorem.

5. Partition into disjoint subtrees

To get ready for the proofs of Theorems 3.2 and 3.3 in the next two sections, we first describe the partition of the set of infected vertices into disjoint subtrees and collect several useful preliminary results that explain the parameters introduced in (3.1)–(3.3). More precisely, we study the distribution of the random number of subtrees and compute the first and second moment of the size of these subtrees. From now on, we assume that the infection starts at a vertex \( x \) with \( d(0, x) = r \). By spherical symmetry, the specific choice of \( x \) is unimportant as long as the vertex is at distance \( r \) from the root. There is a unique directed path \( x_0 = 0 \rightarrow x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_{r-1} \rightarrow x_r = x \) of length \( r \) going from the root to vertex \( x \) and we let

\[
D = \max \{ i = 0, 1, \ldots, r : x_{r-i} \text{ is infected} \}.
\]

This is the distance between the source of the infection and the highest infected vertex, and we refer the reader to Figure 3 for a picture. The following lemma gives preliminary results about the random variable \( D \) that will be useful later to prove the theorems.

**Lemma 5.1.** For all \( q \neq 1 \),

\[
E(D) = q \left( \frac{1 - q^r}{1 - q} \right) \quad \text{and} \quad E(D(D - 1)) = \frac{2q^2(1 - rq^{r-1} + (r - 1)q^r)}{(1 - q)^2}.
\]

**Proof.** Because the infection spreads toward the root of the random tree with probability \( q \) independently through each of the edges, we have

\[
P(D = k) = q^k(1 - q) \quad \text{for} \quad k = 0, 1, \ldots, r - 1, \quad \text{and} \quad P(D = r) = q^r.
\]

(5.1)

In particular, using that, for all \( x \neq 1 \),

\[
\sum_{k=1}^{r-1} k x^{k-1} = \frac{\partial}{\partial x} \left( \sum_{k=0}^{r-1} x^k \right) = \frac{\partial}{\partial x} \left( \frac{1 - x^r}{1 - x} \right) = \frac{1 - rx^{r-1} + (r - 1)x^r}{(1 - x)^2},
\]

we deduce that the first moment is given by

\[
E(D) = \sum_{k=0}^{r-1} k q^k (1 - q) + rq^r = q(1 - q) \sum_{k=1}^{r-1} k q^{k-1} + rq^r
\]

\[
= q(1 - q) \left( \frac{1 - rq^{r-1} + (r - 1)q^r}{(1 - q)^2} \right) + rq^r = q \left( \frac{1 - q^r}{1 - q} \right)
\]
for all $q \neq 1$. Similarly, we have

$$\sum_{k=2}^{r-1} k(k-1)x^{k-2} = \frac{\partial^2}{\partial x^2} \left( \sum_{k=0}^{r-1} x^k \right) = \frac{\partial}{\partial x} \left( \frac{1 - rx^{r-1} + (r-1)x^r}{(1-x)^2} \right)$$

$$= \frac{2 - r(r-1)x^{r-2} + 2r(r-2)x^{r-1} - (r-1)(r-2)x^r}{(1-x)^3}$$

for all $x \neq 1$, from which it follows that

$$E(D(D-1)) = \sum_{k=0}^{r-1} k(k-1)q^k(1-q) + r(r-1)q^r$$

$$= q^2(1-q) \frac{2 - r(r-1)q^{r-2} + 2r(r-2)q^{r-1} - (r-1)(r-2)q^r}{(1-q)^3}$$

$$+ q^2 \frac{r(r-1)q^{r-2} - 2r(r-1)q^{r-1} + r(r-1)q^r}{(1-q)^2}$$

$$= \frac{2q^2(1 - rq^{r-1} + (r-1)q^r)}{(1-q)^2}$$

for all $q \neq 1$. This completes the proof. $\square$
Next, for $j = 0, 1, \ldots, r$, we define the random variables

\[
S(x_j) = \text{number of infected vertices in the subtree starting at } x_j
\]

\[
S(x_j \setminus x_{j+1}) = \text{number of infected vertices in the subtree starting at } x_j
\]

but excluding the subtree starting at $x_{j+1}$.

For instance, in the realization shown in Figure 3, we have

\[
S(x_3) = 3, \quad S(x_2 \setminus x_3) = 2, \quad S(x_1 \setminus x_2) = 5, \quad S(x_0 \setminus x_1) = 0.
\]

To estimate the first and second moments of the size of the infected cluster later, we now compute the first and second moments of the random variables in (5.2). To do this, let $\xi_i = \text{Bernoulli } (p)$ be independent, and let $Y$ be the offspring distribution, i.e., the random variable describing the number of edges starting from a given vertex and going away from the root. In particular,

\[
X_+ = \xi_1 + \xi_2 + \cdots + \xi_Y \quad \text{and} \quad X_- = \xi_1 + \xi_2 + \cdots + \xi_{Y-1}
\]

are the random variables describing the number of infected offspring of a given vertex and the number of infected offspring of a given vertex excluding a given offspring, respectively. The next two lemmas give the mean and the variance of these two random variables.

**Lemma 5.2.** We have $E(X_+) = \mu_+$ and $E(X_-) = \mu_-$ as defined in (3.1).

**Proof.** Conditioning on $Y$, we get

\[
E(X_+) = E(E(X_+ | Y)) = E(E(\xi_1 + \cdots + \xi_Y | Y)) = E(Y)E(\xi_n) = Np = \mu_+.
\]

Similarly, for the mean of $X_-,$

\[
E(X_-) = E(E(X_- | Y)) = E(E(\xi_1 + \cdots + \xi_{Y-1} | Y)) = E(Y-1)E(\xi_n) = (\mu - 1)p = \mu_-.
\]

This completes the proof.

**Lemma 5.3.** We have $\text{Var}(X_+) = \sigma_+^2$, and $\text{Var}(X_-) = \sigma_-^2$ as defined in (3.2).

**Proof.** Conditioning on $Y$ and using the law of total variance, we get

\[
\text{Var}(X_+) = E(\text{Var}(X_+ | Y)) + \text{Var}(E(X_+ | Y))
\]

\[
= E(p(1-p)Y) + \text{Var}(pY) = p(1-p)\mu + p^2\sigma^2 = \sigma_+^2.
\]

Similarly, for the variance of $X_-,$

\[
\text{Var}(X_-) = E(\text{Var}(X_- | Y)) + \text{Var}(E(X_- | Y))
\]

\[
= E(p(1-p)(Y-1)) + \text{Var}(p(Y-1)) = p(1-p)(\mu - 1) + p^2\sigma^2 = \sigma_-^2.
\]

This completes the proof.
Now, applying Lemmas 8 and 9 from [19] implies that the first and second moments of the first set of random variables in (5.2) are given respectively by

\[
E(S(x_j)) = \frac{1 - \mu_+^{R-j+1}}{1 - \mu_+}
\]

\[
E(S(x_j)^2) = \frac{\sigma_+^2}{(1 - \mu_+)^2} \left( \frac{1 - \mu_+^{2(R-j)+1}}{1 - \mu_+} - (2(R - j) + 1)\mu_+^{R-j} \right) + \left( \frac{1 - \mu_+^{R-j+1}}{1 - \mu_+} \right)^2
\]

for all \( \mu_+ \neq 1 \), which are the expressions in (3.3). In particular, we have the following lemma.

**Lemma 5.4.** For all \( j = 0, 1, \ldots, r \), we have \( E(S(x_j)) = \mu_{1,j} \) and \( E(S(x_j)^2) = \mu_{2,j} \).

We now look at the second set of random variables in (5.2).

**Lemma 5.5.** For all \( j = 0, 1, \ldots, r \), we have \( E(S(x_j \setminus x_{j+1})) = 1 + \mu_{-1,j+1} \) and

\[
E(S(x_j \setminus x_{j+1})^2) = 1 + 2\mu_{-1,j+1} + \mu_{-2,j+1} + (\sigma_-^2 + \mu_-^2 - \mu_-)(\mu_{1,j+1})^2.
\]

**Proof.** Letting \( y_1, y_2, \ldots, y_X \) be the infected offspring of \( x_j \) other than \( x_{j+1} \),

\[
S(x_j \setminus x_{j+1}) = 1 + S(y_1) + \cdots + S(y_X) \quad \text{and} \quad X = X_- \quad \text{in distribution.} \tag{5.3}
\]

In particular, conditioning on \( X \) and using Lemmas 5.2 and 5.4, we obtain

\[
E(S(x_j \setminus x_{j+1})) = E(E(1 + S(y_1) + \cdots + S(y_X) \mid X)) = 1 + E(X)E(S(y_1)) = 1 + \mu_{-}E(S(x_{j+1})) = 1 + \mu_{-1,j+1}.
\]

Taking the square in (5.3),

\[
S(x_j \setminus x_{j+1})^2 = 1 + 2 \sum_{n=1}^{X} S(y_n) + \left( \sum_{n=1}^{X} S(y_n) \right)^2
\]

\[
= 1 + 2 \sum_{n=1}^{X} S(y_n) + \sum_{n=1}^{X} S(y_n)^2 + \sum_{n,m \in \{1,2,\ldots,X\}, n \neq m} S(y_n)S(y_m),
\]

then conditioning on \( X \) and using independence as well as Lemmas 5.2–5.4,

\[
E(S(x_j \setminus x_{j+1})^2) = E(E(S(x_j \setminus x_{j+1})^2 \mid X)) = 1 + 2E(X)E(S(y_n)) + E(X(X - 1))E(S(y_n))^2
\]

\[
= 1 + 2\mu_{-}E(S(x_{j+1})) + \mu_{-}E(S(x_{j+1})^2) + (\sigma_-^2 + \mu_-^2 - \mu_-)(\mu_{1,j+1})^2
\]

\[
= 1 + 2\mu_{-} \mu_{-1,j+1} + \mu_{-} \mu_{-2,j+1} + (\sigma_-^2 + \mu_-^2 - \mu_-)(\mu_{1,j+1})^2.
\]

This completes the proof. \( \square \)
6. Proof of Theorem 3.2 (first moment)

Using the previous lemmas, we are now ready to prove Theorem 3.2. To begin with, observe that, on the event $D = k$, the total number of infected vertices can be written as

$$S = S(x_r) + \sum_{i=r-k}^{r-1} S(x_i \setminus x_{i+1}) = S(x_r) + \sum_{i=1}^{k} S(x_{r-i} \setminus x_{r-i+1}). \quad (6.1)$$

Then, conditioning on $D$ and using Lemma 5.5, we get

$$E_r(S) = \sum_{k=0}^{r} E(S \mid D = k) P(D = k)$$

$$= \sum_{k=0}^{r} \left( E(S(x_r)) + \sum_{i=1}^{k} E(S(x_{r-i} \setminus x_{r-i+1})) \right) P(D = k)$$

$$= \sum_{k=0}^{r} \left( E(S(x_r)) + \sum_{i=0}^{k-1} (1 + \mu_- E(S(x_{r-i}))) \right) P(D = k)$$

$$= E(S(x_r)) + E(D) + \mu_- \sum_{k=1}^{r} \sum_{i=0}^{k-1} E(S(x_{r-i})) P(D = k). \quad (6.2)$$

Exchanging the two sums, and using Lemma 5.4, we obtain

$$\sum_{k=1}^{r} \sum_{i=0}^{k-1} E(S(x_{r-i})) P(D = k) = \sum_{i=0}^{r-1} \sum_{k=i+1}^{r} E(S(x_{r-i})) P(D = k)$$

$$= \sum_{i=0}^{r-1} E(S(x_{r-i})) P(D > i) = \sum_{i=0}^{r-1} q^{-1} E(S(x_{r-i})) = \sum_{i=0}^{r-1} q^{-1} \mu_{1,r-i}$$

$$= \sum_{i=0}^{r-1} q^{-1} \left( 1 - \mu_{+}^{R-r+i+1} \right) = \frac{1}{1 - \mu_{+}} \left( q \sum_{i=0}^{r-1} q^{-i} - q \mu_{+}^{R-r+1} \sum_{i=0}^{r-1} (q\mu_{+})^{i} \right)$$

$$= \frac{q}{1 - \mu_{+}} \left( \frac{1 - q^{-r}}{1 - q} - \mu_{+}^{R-r+1} \frac{1 - (q\mu_{+})^{r}}{1 - q\mu_{+}} \right) \quad (6.3)$$

for all $\mu_{+}, q, q\mu_{+} \neq 1$. Combining (6.2) and (6.3), and using Lemmas 5.1 and 5.4, we deduce that

$$E_r(S) = \frac{1 - \mu_{+}^{R-r+1}}{1 - \mu_{+}} + q \left( \frac{1 - q^{-r}}{1 - q} \right) + \frac{q\mu_{-}}{1 - \mu_{+}} \left( \frac{1 - q^{-r}}{1 - q} \right) - \mu_{+}^{R-r+1} \left( \frac{1 - (q\mu_{+})^{r}}{1 - q\mu_{+}} \right)$$

$$= \frac{1 - \mu_{+}^{R-r+1}}{1 - \mu_{+}} + q \left( \frac{1 - q^{-r}}{1 - q} \right) \left( 1 - \mu_{+} + \mu_{-} \right) + \frac{q\mu_{-}}{1 - \mu_{+}} \left( -\mu_{+}^{R-r+1} \left( \frac{1 - (q\mu_{+})^{r}}{1 - q\mu_{+}} \right) \right)$$

$$= \frac{1}{1 - \mu_{+}} \left( 1 + q \left( \frac{1 - q^{-r}}{1 - q} \right) \left( 1 - \mu_{+} + \mu_{-} \right) - \mu_{+}^{R-r+1} \left( 1 + q\mu_{-} \left( \frac{1 - (q\mu_{+})^{r}}{1 - q\mu_{+}} \right) \right) \right)$$
for all $\mu_+, q, q\mu_+ \neq 1$. Using Lemma 5.2 also gives $1 - \mu_+ + \mu_- = 1 - p$ and

$$1 + q\mu_- \left( \frac{1 - (q\mu_+)^r}{1 - q\mu_+} \right) = \frac{1 - pq(1 + (\mu - 1)(\mu pq)^r)}{1 - \mu pq}$$

for all $\mu pq \neq 1$. In conclusion,

$$E_r(S) = \frac{1}{1 - \mu p} \left( 1 + q \left( \frac{1 - q^r}{1 - q} \right) (1 - p) - (\mu p)^{R-r+1} \left( \frac{1 - pq(1 + (\mu - 1)(\mu pq)^r)}{1 - \mu pq} \right) \right)$$

for all $\mu p, \mu pq, q \neq 1$, which completes the proof of Theorem 3.2.

7. PROOF OF THEOREM 3.3 AND (3.4) (SECOND MOMENT)

To prove Theorem 3.3, we follow the same strategy as for Theorem 3.2 using also that the numbers of infected vertices in disjoint subtrees are independent. Taking the square in (6.1),

$$S^2 = S(x_r)^2 + 2S(x_r) \sum_{i=1}^{k} S(x_{r-i} \setminus x_{r-i+1}) + \left( \sum_{i=1}^{k} S(x_{r-i} \setminus x_{r-i+1}) \right)^2$$

$$= S(x_r)^2 + 2S(x_r) \sum_{i=1}^{k} S(x_{r-i} \setminus x_{r-i+1})$$

$$+ \sum_{i=1}^{k} S(x_{r-i} \setminus x_{r-i+1})^2 + \sum_{i,j \in \{1,2,\ldots,k\}, i \neq j} S(x_{r-i} \setminus x_{r-i+1})S(x_{r-j} \setminus x_{r-j+1}),$$

then conditioning on the event $D = k$ and using independence of the random variables in (5.2) (because they represent the number of infected vertices in disjoint subtrees), we obtain

$$E_r(S^2) = \sum_{k=0}^{r} \left( E(S(x_r)^2) + 2E(S(x_r)) \sum_{i=1}^{k} E(S(x_{r-i} \setminus x_{r-i+1})) \right. $$

$$+ \sum_{i=1}^{k} E(S(x_{r-i} \setminus x_{r-i+1})^2)$$

$$\left. + \sum_{i,j \in \{1,2,\ldots,k\}, i \neq j} E(S(x_{r-i} \setminus x_{r-i+1})) E(S(x_{r-j} \setminus x_{r-j+1})) \right) P(D = k). \quad (7.1)$$

Then, using Lemmas 5.4 and 5.5, and recalling from (5.1) that

$$P(D = k) = q_k \quad \text{for all} \quad k = 0,1,\ldots,r,$$

the right-hand side of (7.1) becomes
\[
E_r(S^2) = \sum_{k=0}^{r} \left( \mu_{2,r} + 2\mu_{1,r} \sum_{i=1}^{k} (1 + \mu - \mu_{1,r-i+1}) \right) \\
+ \sum_{i=1}^{k} (1 + 2\mu - \mu_{1,r-i+1} + \mu - \mu_{2,r-i+1} + (\sigma^2_+ + \mu^2_+ - \mu_+)(\mu_{1,r-i+1})^2) \\
+ \sum_{i,j \in \{1,2,\ldots,k\}, i \neq j} (1 + \mu - \mu_{1,r-i+1})(1 + \mu - \mu_{1,r-j+1}) q_k.
\]

This completes the proof of the theorem.

To simplify the previous expression for the second moment when the percolation process is subcritical \( \mu_+ = \mu p < 1 \) and the LAN is infinite, and prove (3.4), we first observe that, by the monotone convergence theorem, the second moment on the infinite tree is equal to the limit of the second moment on the finite tree as the radius \( R \to \infty \). The reason why the expression simplifies in the infinite tree limit is because the terms \( \mu_{1,j} \) and \( \mu_{2,j} \) no longer depend on the index \( j \), which is due to the fact that they now represent the first and second moments of the number of infected vertices on infinite subtrees that are identically distributed. More precisely, taking the limit as \( R \to \infty \) in (3.3) and using Lemma 5.4, we get

\[
E(S(x_r)) = \mu_{1,r} = \frac{1}{1 - \mu_+} \quad \text{and} \quad E(S(x_r)^2) = \mu_{2,r} = \frac{1}{(1 - \mu_+)^2} \left( 1 + \frac{\sigma^2_+}{1 - \mu_+} \right)
\]

for all \( \mu_+ \neq 1 \). This, together with Lemma 5.5, implies that

\[
E(S(x_{r-i} \setminus x_{r-i+1})) = 1 + \mu - \mu_{1,r-i+1} = 1 + \frac{\mu - \mu_+}{1 - \mu_+} \\
E(S(x_{r-i} \setminus x_{r-i+1})^2) = 1 + 2\mu - \mu_{1,r-i+1} + \mu - \mu_{2,r-i+1} + (\sigma^2_+ + \mu^2_+ - \mu_+)(\mu_{1,r-i+1})^2 \\
= 1 + \frac{2\mu_+}{1 - \mu_+} + \frac{\mu_+}{(1 - \mu_+)^2} \left( 1 + \frac{\sigma^2_+}{1 - \mu_+} \right) + \frac{\sigma^2_+ + \mu^2_+ - \mu_+}{(1 - \mu_+)^2}
\]

for all \( \mu_+ \neq 1 \). Using that, in the limit as \( R \to \infty \), the terms in the two sums over \( i \) and the terms in the sum over \( i \neq j \) in equation (7.1) are constant given by (7.2) and (7.3), we obtain

\[
E_r(S^2) = \frac{1}{(1 - \mu_+)^2} \left( 1 + \frac{\sigma^2_+}{1 - \mu_+} \right) + \frac{2\mu_+}{1 - \mu_+} \left( 1 + \frac{\mu_+}{1 - \mu_+} \right) E(D) \\
+ \left( 1 + \frac{2\mu_+}{1 - \mu_+} + \frac{\sigma^2_+ + \mu^2_+}{(1 - \mu_+)^2} + \frac{\sigma^2_+ \mu_+}{(1 - \mu_+)^3} \right) E(D) + \left( 1 + \frac{\mu_+}{1 - \mu_+} \right)^2 E(D(D - 1))
\]

\[
= \frac{1}{(1 - \mu_+)^2} \left( 1 + \frac{\sigma^2_+}{1 - \mu_+} \right) + \left( 1 + \frac{2(1 + \mu_+)}{1 - \mu_+} + \frac{2\mu_+ + \sigma^2_+ + \mu^2_+}{(1 - \mu_+)^2} + \frac{\sigma^2_+ \mu_+}{(1 - \mu_+)^3} \right) E(D) \\
+ \left( 1 + \frac{\mu_+}{1 - \mu_+} \right)^2 E(D(D - 1))
\]
for all $\mu_+, q \neq 1$. Then, using Lemma 5.1, we get

$$E_r(S^2) = \frac{1}{(1 - \mu_+)^2} \left( 1 + \frac{\sigma^2_+}{1 - \mu_+} \right)$$

$$+ \left( 1 + \frac{2(1 + \mu_-)}{1 - \mu_+} + \frac{2\mu_- + \sigma^2_+ \mu^2}{(1 - \mu_+)^2} + \frac{\sigma^2_+ \mu_-}{(1 - \mu_+)^3} \right) q \left( \frac{1 - q^r}{1 - q} \right)$$

$$+ \left( 1 + \frac{\mu_-}{1 - \mu_+} \right)^2 \frac{2q^2(1 - rq^{r-1} + (r - 1)q^r)}{(1 - q)^2}$$

for all $\mu_+, q \neq 1$, and finally Lemmas 5.2 and 5.3,

$$E_r(S^2) = \frac{1}{(1 - \mu p)^2} \left( 1 + \frac{p(1 - p)\mu + p^2\sigma^2}{1 - \mu p} \right)$$

$$+ \left( 1 + \frac{2(1 + (\mu - 1)p)}{1 - \mu p} + \frac{2(\mu - 1)p + p(1 - p)(\mu - 1) + p^2\sigma^2 + (\mu - 1)^2p^2}{(1 - \mu p)^2} \right.$$

$$\left. + \frac{(p(1 - p)\mu + p^2\sigma^2)(\mu - 1)p}{(1 - \mu p)^3} \right) q \left( \frac{1 - q^r}{1 - q} \right)$$

$$+ \left( 1 + \frac{(\mu - 1)p}{1 - \mu p} \right)^2 \frac{2q^2(1 - rq^{r-1} + (r - 1)q^r)}{(1 - q)^2}$$

for all $\mu p, q \neq 1$, which completes the proof of (3.4).

8. Proof of Theorem 3.4 (exponential decay)

To prove exponential decay of the diameter of the cluster of infected vertices, the idea is to study the process that keeps track of the random number of infected vertices at distance $n$ from the highest infected vertex in the tree. More precisely, on the event $D = k$, we let

$$X_n = \text{card}(C_n) \quad \text{where} \quad C_n = \{x \in C : d(x, x_{r-k}) = n\}.$$ 

Recall that $x_{r-k}$ is the unique vertex along the path connecting the source of the infection and the root of the tree that is at distance $k$ from the source of the infection. The next lemma shows that, in the subcritical phase $\mu p < 1$, the expected value of the process decays exponentially.

**Lemma 8.1.** Given that the infection starts at distance $r$ from the root,

$$E_r(X_{n+1}) = \begin{cases} 
\mu p E(X_n) + (1 - p) q^{n+1} & \text{for } n < r \\
\mu p E(X_n) & \text{for } n \geq r.
\end{cases}$$

**Proof.** Recall that each vertex produces $\mu$ offspring on average and that each of the offspring of an infected vertex is infected with probability $p$, from which it follows that each infected vertex has $\mu p$ infected offspring on average. Now, given $D = k$, the process is conditioned so that

$$x_{r-k} \in C_0, \quad x_{r-k+1} \in C_1, \quad \ldots \quad x_{r-1} \in C_{k-1} \quad \text{and} \quad x_r \in C_k.$$
are infected so, until generation \( k - 1 \), the vertices in \( C_n \) have \( \mu p \) infected offspring on average except for vertex \( x_{r-k+n} \) that has \( (\mu - 1)p + 1 \) infected offspring on average. This implies that

\[
E_r(X_{n+1} | X_n, D = k) = \begin{cases} 
\mu p(X_n - 1) + (\mu - 1)p + 1 & \text{for } n < k \\
\mu pX_n & \text{for } n \geq k.
\end{cases}
\]

Conditioning on the random variable \( D \), we deduce that

\[
E_r(X_{n+1} | X_n) = \sum_{k=0}^{\infty} E_r(X_{n+1} | X_n, D = k) P_r(D = k)
= \sum_{k=0}^{n} (\mu pX_n) P_r(D = k) + \sum_{k=n+1}^{\infty} (\mu p(X_n - 1) + (\mu - 1)p + 1) P_r(D = k)
= \sum_{k=0}^{n} (\mu pX_n) P_r(D = k) + \sum_{k=n+1}^{\infty} (\mu pX_n + 1 - p) P_r(D = k)
= \sum_{k=0}^{\infty} (\mu pX_n) P_r(D = k) + (1 - p) \sum_{k=n+1}^{\infty} P_r(D = k) = \mu pX_n + (1 - p) P_r(D > n).
\]

Recalling the probability mass function of \( D \), we deduce that

\[
E_r(X_{n+1}) = E(E(X_{n+1} | X_n)) = \begin{cases} 
\mu p E(X_n) + (1 - p) q^{n+1} & \text{for } n < r \\
\mu p E(X_n) & \text{for } n \geq r.
\end{cases}
\]

This completes the proof. \( \square \)

It follows from the lemma that, for all \( n \leq r \),

\[
E_r(X_n) = (\mu p) E_r(X_{n-1}) + (1 - p) q^n
= (\mu p)^2 E_r(X_{n-2}) + (\mu p)(1 - p) q^{n-1} + (1 - p) q^n
= (\mu p)^3 E_r(X_{n-3}) + (\mu p)^2(1 - p) q^{n-2} + (\mu p)(1 - p) q^{n-1} + (1 - p) q^n
= (\mu p)^n E_r(X_0) + (1 - p)((\mu p)^{n-1} q + (\mu p)^{n-2} q^2 + \cdots + (\mu p) q^{n-1} + q^n)
\leq (\mu p)^n E_r(X_0) + (\mu p)^{n-1} q + (\mu p)^{n-2} q^2 + \cdots + (\mu p) q^{n-1} + q^n.
\]

Then, using that \( E_r(X_0) = 1 \), we get

\[
E_r(X_n) \leq \sum_{k=0}^{n} (\mu p)^{n-k} q^k = (\mu p)^n \sum_{k=0}^{n} \left( \frac{q}{\mu p} \right)^k = \frac{1 - (q/\mu p)^{n+1}}{1 - (q/\mu p)} (\mu p)^n
\]

for all \( n \leq r \) and \( \mu q \neq q \). Observing also that, for all \( n > r \),

\[
E_r(X_n) \leq (\mu p) E_r(X_{n-1}) \leq (\mu p)^2 E_r(X_{n-2}) \leq \cdots \leq (\mu p)^{n-r} E_r(X_r)
\]
we conclude that, for all $n > r$, the diameter exceeds $2n$ with probability

$$P_r(\text{diam}(\mathcal{G}) \geq 2n) \leq P_r(X_n > 0) = \sum_{k=1}^{\infty} P_r(X_n = k)$$

$$\leq \sum_{k=1}^{\infty} k P_r(X_n = k) = E_r(X_n) \leq (\mu_p)^{n-r} E_r(X_r)$$

$$\leq (\mu_p)^{n-r} \frac{1 - (q/\mu_p)^{r+1}}{1 - (q/\mu_p)} \frac{1 - (q/\mu_p)^{r+1}}{1 - (q/\mu_p)} (\mu_p)^n$$

for all $\mu q \neq q$. This completes the proof of Theorem 3.4.
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