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Abstract—Neural networks have achieved remarkable successes in machine learning tasks. This has recently been extended to graph learning using neural networks. However, there is limited theoretical work in understanding how and when they perform well, especially relative to established statistical learning techniques such as spectral embedding. In this short paper, we present a simple generative model where unsupervised graph convolutional network fails, while the adjacency spectral embedding succeeds. Specifically, unsupervised graph convolutional network is unable to look beyond the first eigenvector in certain approximately regular graphs, thus missing inference signals in non-leading eigenvectors. The phenomenon is demonstrated by visual illustrations and comprehensive simulations.
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1 INTRODUCTION

Graph embedding aims to learn a low-dimensional representation for each node in a given graph, on which subsequent inferences can be directly performed. Recently, graph neural networks have emerged as an attractive graph embedding solution due to the representation power: they can learn nonlinear mappings from the graph space to the embedding space, while traditional methods such as matrix factorization are restricted to linear mappings \(1\). On the other hand, powerful graph neural networks can fail if their architectures do not align with the downstream tasks \(2\).

The natural question is how well graph neural networks perform: Are they always the preferred graph embedding solution? And if not, can we characterize when and where they are sub-optimal? To answer the question, we present a simple and intuitive random graph generative model, where unsupervised graph convolutional network (GCN) fails while adjacency spectral embedding (ASE) – a matrix factorization method – succeeds.

Specifically, we propose a latent position graph model where the classification information lies on the second eigenvector and perpendicular to the first eigenvector. The graph is approximately regular, and unsupervised GCN embedding mainly recovers the leading eigenvector of the graph adjacency matrix. Namely, unsupervised GCN can be sub-optimal for an approximately regular graph where the signal of the downstream task lies on non-leading eigenvectors, while ASE can succeed under proper dimension choice.

To our best knowledge, our results provide the first geometry characterization of GCN limitation under random graph models, which is an important aspect of unsupervised graph convolutional network that requires further investigation and improvement. In the following, we first introduce the necessary background, followed by the failure geometry, and extensive simulations to demonstrate the failure mode.

2 BACKGROUND

2.1 Classification with Empirical Risk Minimization

The classical statistical formulation of the classification problem consists of

\[
(X, Y), (X_1, Y_1), \ldots, (X_m, Y_m) \overset{iid}{\sim} F_{XY}
\]

where \(\{(X_i, Y_i)\}_{i}\in\{1, \ldots, m\}\) is the training data, and \((X, Y)\) represents the to-be-classified test observation \(X\) with true-but-unobserved class label \(Y\). We consider the simple setting in which \(X\) is a feature vector in finite-dimensional Euclidean space and \(Y\) is a binary class label in \(\{0, 1\}\). We assume that \(X\) has a density, and denote its marginal and class-conditional densities by \(f_X\) and \(f_{X|Y}\). We denote the Bayes optimal classifier \(g^*(\cdot)\) and its associated Bayes optimal probability of misclassification by \(L^* = P[g^*(X) \neq Y]\).

The goal is to learn a classification rule \(g_m(\cdot)\) from the training data, which maps feature vectors to class labels such that the probability of misclassification \(L(g_m) = P(g_m(X) \neq Y)\) is small (see \(3\), page 2). We will evaluate performance via the expectation (taken over the training data) of probability of misclassification, \(\mathbb{E}[L(g_m)]\). In this setting, choosing \(g_m \in C\) via empirical risk minimization (ERM) yields \(\mathbb{E}[L(g_m)] \to L^*\) as \(m \to \infty\) (see \(3\), Theorem 4.5).
2.2 A Latent Position Graph

The generative model of interest in this paper involves

\[(X_1, Y_1), \cdots, (X_n, Y_n) \overset{\text{iid}}{\sim} F_{XY}\]

with \((X_i, Y_i) \in \mathbb{R}^d \times \{0, 1\}\). It is required that \(X_i^\top X_j \in [0, 1]\), i.e., the inner product is a valid probability. Rather than observing the \(X_i\)’s, we observe a latent position graph \(G = (V, E)\) on \(n\) nodes with (binary, symmetric, hollow) adjacency matrix \(A\), that is generated by

\[A_{ij} \overset{\text{iid}}{\sim} \text{Bernoulli}(X_i^\top X_j)\]

for \(i < j\). This is the so-called random dot product graph (RDPG); see \[3\] for a recent survey.

For node classification, we observe the \(n \times n\) matrix \(A\), and the class labels \(Y_i\) are observed for only \(m\) nodes with \(m < n\). The task is to classify the remaining \(n - m\) nodes. This is a simple case of the problem studied in \[5\].

2.3 Graph Embedding

Given the \(n \times n\) matrix \(A\) and \(\{Y_1, \cdots, Y_m\}\), we approach the node classification task via unsupervised graph embedding followed by subsequent linear classification. Specifically, we consider embedding, denoted \(h : A_{n \times n} \rightarrow (\mathbb{R}^d)^n\), via two approaches: the adjacency spectral embedding (the scaled leading eigenvectors \(U_d|\Sigma_d^{1/2}\) of \(A\)) \[6\], and the graph convolutional network (a stack of layers, each of which consists of a graph convolution followed by a pointwise nonlinearity; see Section 4.1 for details) \[7, 8\]. Other graph embedding methods, not germane to our investigation but popular nonetheless, include Laplacian spectral embedding \[9\], node2vec \[10\], non-negative matrix factorization \[11, 12\], etc. See \[13\] for an overview.

For either ASE or unsupervised GCN, we denote \(X = \{\tilde{X}_1, \cdots, \tilde{X}_n\}\) as the embedding. A classifier \(\hat{g}(\cdot)\) is trained on \(\{(\tilde{X}_i, Y_i)\}_{i \in \{1, \cdots, m\}}\). For \(i > m\) the classified label is \(\hat{g}(\tilde{X}_i)\), and performance is measured via \(\mathbb{E}[L(\hat{g})]\). Note that \(d^*\) is the embedding dimension we choose (e.g., the embedding dimension in ASE, or the neuron size of the last layer in GCN), while \(d\) as in Section 2.2 is the true latent position dimension.

Here \(\mathbb{E}[L(g_m)]\) is the target performance – the performance we would achieve if we observed the latent positions themselves. We cannot hope to do better, via an argument reminiscent of the data processing lemma, as the inner products \(X_i^\top X_j\) are corrupted through the Bernoulli noise channel into \(A_{ij}\). RDPG theory for ASE into dimension \(d^* = \text{rank}(\mathbb{E}[A])\) (specifically the \(2 \to \infty\) norm convergence result presented in \[14\]) implies that \(\mathbb{E}[L(\hat{g})] \to \mathbb{E}[L(g_m)]\) as \(n \to \infty\). In other words, ASE is consistent for the classification task.

However, to the best of our knowledge, there is no such guarantee of consistency for GCN despite its empirical success in applications. Theoretical work for GCN has been focused on its expressive power \[2, 15, 16, 17, 18, 19, 20, 21, 22\], stability \[23\] and transferability \[24, 25\]. As pointed out in \[26\], most impossibility results (such as \[16, 17, 19\]) are based on anonymous GCN where nodes have the same attributes. In contrast, non-anonymous GCN with discriminative node features are provably more powerful, which could be Turing universal given sufficient capacity and the right learning procedure \[25\]. Indeed, the learning procedure is crucial, as some graph neural networks generalize better than others \[2\]. Recent studies also suggest that graph neural networks can be simplified as linear models without negatively impacting their performance \[27\]. The GCN algorithm studied in this paper can be viewed as non-anonymous GCN embeddings trained from two different learning procedures: unsupervised versus semisupervised.

3 Failure Geometry

In this section we present a latent position model such that unsupervised GCN fails. We shall start with an auxiliary variable \(Z\), then construct the latent position variable \(X\) using \(\text{srt}\) (scale-rotate-translate) transformation. The \(\text{srt}\) transformation is the key to the desired failure geometry, where the first eigenvector of \(A\) is orthogonal to the support of \(X\) (i.e., the classification signal). It changes the graph topology but preserves the latent distribution.

3.1 The \(\text{srt}\) Transformation

Given a univariate \(Z \in [0, 1]\), we define the \(\text{srt}\) transformation \(\text{srt}(\cdot) : [0, 1] \rightarrow \mathbb{R}^2:\)

\[X = \text{srt}(Z) = \left[\begin{array}{cc} \cos(r) & -\sin(r) \\ \sin(r) & \cos(r) \end{array}\right] \begin{bmatrix} sZ \\ 0 \end{bmatrix} + t,\]

where \(s \in \mathbb{R}_+\) is the scalar term, \(r \in [0, 2\pi)\) is the rotation angle, and \(t \in \mathbb{R}^2\) is the translation term. For \(X\) to be a valid latent position for RDPG (namely \(X_i^\top X_j \in [0, 1]\)), the range of \((s, r, t)\) needs to be a proper subset of \(\mathbb{R}_+ \times (0, 2\pi) \times \mathbb{R}^2\).

As such, we may assume without loss of generality that the marginal density \(f_X\) is supported on \(S \subset \mathbb{R}^2_+ \cap B(0,1)\) (unit ball of dimension 2). Note that \(\mathbb{E}[A_{\text{srt}}]\) is positive semidefinite and, except for very special values for \((s, r, t)\) for which \(S\) is on a ray from the origin, we have \(\text{rank}(\mathbb{E}[A_{\text{srt}}]) = 2\). Both \(L^*\) and \(\mathbb{E}[L(g_m)]\) remain unchanged under the \(\text{srt}\) transformation.

3.2 Visualize the Latent \(X\)

Figure 4 illustrates the failure mode for GCN. The density \(f_X\) is supported on the line segment \(S \subset \mathbb{R}^2_+ \cap B(0,1)\). There are two angles of interest: \(\theta_\perp\) is the angle between \(\mathbb{R}_+\) and the ray from the origin perpendicular to \(S\); \(\theta_E\) is the angle between \(\mathbb{R}_+\) and the ray from the origin to \(S\). When \(\theta_E = \theta_\perp\), the first eigenvector of \(\mathbb{E}[A_{\text{srt}}]\) is orthogonal to \(S\) and has no classification signal.

In Figure 4 we let \(f_{X|0} = \text{srt}(\text{Beta}(10, 3)), f_{X|1} = \text{srt}(\text{Beta}(4, 3)), (s, r, t) = (1.1, 53\pi/32, [0.13, 0.97]')\), and class prior probability being 0.5 (so each class is equally likely). In this case, \(\theta_E = 5\pi/32\) and \(\theta_\perp = 3\pi/16\) and hence \(\theta_E - \theta_\perp = \pi/32\), which is designed to be almost orthogonal but not exactly.

The \(\text{srt}\)-transformed graph is approximately regular with almost constant node degree. As shown in the simulation section, unsupervised GCN (and also ASE into dimension \(d^* = 1\)) is only able to recover the first eigenvector, thus performs poorly for \(A_{\text{srt}}\). This phenomenon may be generalized to other approximately regular graphs whose inference signal lies on non-leading eigenvectors.
4 Failure Simulation

In this section, we first introduce GCN in both unsupervised and semi-supervised formulations, followed by the node classification results under $A_{rel}$ with varying parameter settings, then provide simulations to demonstrate eigenvector recovery in approximately regular graphs.

4.1 Graph Convolutional Networks

In this section we describe the architecture of unsupervised GCN and semisupervised GCN. The former is directly comparable with ASE as they produce graph embedding without utilizing any additional node information, thus the focus of comparison here.

We consider the two-layer GCN model [7] designed as

$$GCN(X, A) = \tilde{A} \text{ReLU}(\tilde{A}XW_0)W_1$$  \hspace{1cm} (1)

where $X$ is the node feature matrix, $\tilde{A} = D^{-1/2}(A + I)D^{-1/2}$ is the symmetrically normalized adjacency matrix, and $D$ is the node degree matrix. Since our latent position graph does not have node features, the input $X$ is set to the $n \times n$ identity matrix by default, which is equivalent to a non-anonymous GCN. Alternatively, by replacing ReLU activation by the identity activation [27], it becomes a linear GCN.

Unsupervised GCN

Unsupervised GCN (Variational Graph Auto-Encoder [8]) estimates the latent graph embedding matrix $\hat{X}$ using a variational auto-encoder architecture without seeing any labels. The variational inference model of $\hat{X}$ is given by

$$q(\hat{X}|X, A) = \prod_{i=1}^{n} q(\hat{X}_i|X, A)$$

with $q(\hat{X}_i|X, A) = \mathcal{N}(\hat{X}_i|\mu_i, \text{diag}(\sigma_i^2))$. In our featureless setting where $X = I$, the parameters of the inference model $\mu, \sigma$ (the matrix of mean vectors $\mu_i$ and variance vectors $\sigma_i$, respectively) are estimated by

$$\mu = GCN_\mu(X, A) = \tilde{A} \text{ReLU}(\tilde{A}W_0)W_1^\mu$$

$$\log \sigma = GCN_\sigma(X, A) = \tilde{A} \text{ReLU}(\tilde{A}W_0)W_1^\sigma$$  \hspace{1cm} (2) \hspace{1cm} (3)

where $GCN_\mu$ and $GCN_\sigma$ share the first layer weights $W_0$ and learn the second layer weights $W_1^\mu, W_1^\sigma$ independently.

Unsupervised GCN is trained by reconstructing the input graph. It optimizes the variational lower bound $\mathcal{L}$ with respect to $W_0, W_1^\mu, W_1^\sigma$:

$$\mathcal{L}_{\text{unsup}} = \mathbb{E}_{q(\hat{X}|X, A)}[\log p(A|\hat{X})] - KL[q(\hat{X}|X, A)||p(\hat{X})]$$  \hspace{1cm} (4)

where the $KL[q(.)||p(.)]$ term represents the Kullback-Leibler divergence between $q(.)$ and $p(.)$. We assume a Gaussian prior $p(\hat{X}) = \prod_i \mathcal{N}(\hat{X}_i|0, 1)$. In the training stage, the embedding is estimated using the reparameterization trick [28] as $\hat{X} = \mu + \epsilon \sigma$. After training, the graph embedding $\hat{X} = \mu$ is used for node classification, as described in Section 2.3.
Semisupervised GCN

The semisupervised GCN produces the class probabilities as

\[ P = \text{softmax}(GCN(X, A)), \]

trained with \( m \) labels via cross-entropy loss

\[
E_{\text{semisup}} = -\sum_{i=1}^{m} \sum_{k=1}^{K} Y_{ij} \log P_{ij}
\]

and evaluated on the remaining \( n - m \) labels. Besides deep learning, other types of semisupervised learning methods exist, typically involved constructing the graph from the input data \([29]\); and see \([30]\) for a survey.

4.2 Experiment 1

Here we consider the latent graph \( A_{srt} \) as in Section 3 and Figure 1. Everything else being the same, we vary the \( srt \) transformation as follows: Let \( (s, r, t) = (1.1, 53\pi/32, t) \), where \( t \) ranges linearly from \([0.25, 0.97]^{\top}\) to \([0.02, 0.97]^{\top}\) and preserves the inner product constraint for RDPG. As a result, \(|\theta_E - \theta_{\perp}|\) ranges from 0 to \( \pi/14 \), i.e., from exact orthogonality to less orthogonal between the first eigenvector of \( EI[A_{srt}] \) and the support of \( X \). Figure 2 shows the classification performance of each method at \( m = 100 \) and \( n = 1000 \) and increasing angle difference.
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Fig. 2. Performance for the canonical case where ASE succeeds but two-layer unsupervised GCN fails. ERM in the legend stands for empirical risk minimization classifier. We run 100 Monte Carlo replicates and report the average classification error.

For the given \( A_{srt} \), the optimal Bayes error is \( L^{*} \approx 0.25 \) and \( \mathbb{E}[L(g_{100})] \approx 0.26 \) regardless of \( t \). ASE into two dimensions always works well, while both unsupervised GCN and ASE into one dimension yield much worse performance when \(|\theta_E - \theta_{\perp}| \approx 0 \). As the angle becomes less orthogonal, the first eigenvector of \( A_{srt} \) captures more classification signal, and all methods perform better.

Note that nonlinear GCN (Relu activation) performs similarly as linear GCN (linear activation). In this experiment, unsupervised GCN (either linear or nonlinear) uses the two-layer GCN model with hidden size 2 (because the underlying latent variable lies in \( \mathbb{R}^2 \)), learning rate 0.01, no weight decay, and a maximum of 500 epochs with early stopping at a patience of 100 epochs.

4.3 Experiment 2

The same phenomenon always holds regardless of the training data ratio \( m/n \). Figure 3 summarizes the classification error at fixed \( n = 500 \), increasing \( m/n \) in \([0.02, 0.05, 0.1, 0.3, 0.5, 0.7]\), using three different model geometries with 100 Monte Carlo replicates. As \( m \) increases, every method has slightly better classification error, yet ASE at \( d' = 2 \) exhibits consistent advantages against unsupervised GCN.

![Figure 3](image)

Fig. 3. Effects of changing \( m/n \) on the classification performance for different methods. Vertical dash line indicates \( m/n = 0.1 \) used in Figure 2.

Note that ASE into \( d' = 2 \) always performs well because it selects the correct embedding representation under the latent position model. ASE into \( d' = 1 \) is sub-optimal because it only selects the first eigenvector — the same reason why unsupervised GCN fails (see Section 4.5). As angle increases, ASE with \( d' = 1 \) slightly outperforms unsupervised GCN, because neural networks typically has larger estimation variance. Moreover, Relu activation performs slightly better than linear activation for the same reason: as the graph itself and the first eigenvector are all non-negative in each entry, Relu shall have less estimation variance than linear.

4.4 Experiment 3

The unsupervised GCN results presented in Section 4.2 are obtained without hyper-parameter search. To show the phenomenon is invariant to parameters, we further present the results using cross validation on the hyperparameters. We also include semisupervised GCN in this experiment, which improves on the unsupervised version but does not outperform ASE with \( d' = 2 \) (again due to the larger estimation variance of neural networks).

We consider the following parameter in GCN:
- Hidden size: \([2, 4, 8, 16, 32]\)
- Learning rate: \([0.01, 0.001]\).

The hyper-parameter search is repeated on 3 different weight initializations, and 20% validation set from the training data. We pick the model with the best average training accuracy, and report the testing error.
The failure mode has significant implications in molecular applications, as many molecules are regular graphs, e.g., decaprismane \(d20\) and dodecahedrane \(d20\). The failure mode is the first eigenvector (up-to a scalar), and ASE at \(d' = 1\), the first eigenvector (up-to a scalar), and ASE at \(d' = 2\) includes the first two eigenvectors, Table 1 can also be viewed as the angle difference between the embedding methods. The fundamental idea and geometry insights are presented in its fullest simplicity.

The failure mode can be generalized to a wide variety of settings, such as multivariate \(X\), more complicated generative model and discriminant boundary, etc. Take multivariate \(X\) as an example: one may consider the random variable \(X \in \mathbb{R}^d\) (after \(srt\) transformation) supported on \(S \subset \mathbb{R}_+^d \cap B(0,1)\). \(V_E\) is a ray from the origin to \(E(Z)\). When \(V_E \perp S\), the \(srt\)-transformed random dot product graph is still an approximately regular graph with classification signal on the non-leading eigenvectors.

The stochastic block model \([31]\) offers another special case of our RDPG followed by \(srt\) model, and from \([32]\) Lemma 3 we see that our model encompasses the mixed membership stochastic block model, as well as the degree corrected stochastic block model \([33]\). Furthermore, the failure mode can easily be extended to the case of \(\text{rank}(E[A]) > 2\) with multiple non-leading eigenvectors, and to weighted and/or directed graphs.

Moreover, the use case considered herein — a large number of nodes \(n\) but a small number of labeled nodes \(m\) — is relevant in many applications, such as text classification \([7]\), traffic prediction \([34]\), molecular property prediction \([35]\). The failure mode has significant implications in molecular applications, as many molecules are regular graphs, e.g., decaprismane \(C_{20}H_{20}\) and dodecahedrane \(C_{20}H_{20}\) are examples of 3-regular graphs, see Figure 3 in \([36]\).

Finally, it is not surprising that there exist specific tasks for which GCN perform worse than other methods — every embedding method has its own bias, and fails when the bias of the task at hand does not coincide with the method’s bias. For example, the Laplacian embedding and the adjacency embedding are both consistent, but one may

### 5 Discussion

The purpose of this short paper is to characterize a spectral failure mode for graph convolutional networks in the context of the classical statistical learning framework. The failure mode in a latent position graph comes down to: 1) the classification signal lies mostly beyond the leading eigenvector of the graph adjacency matrix; 2) the graph embedding mainly recovers the leading eigenvector. The fundamental idea and geometry insights are presented in its fullest simplicity.

The failure mode can be generalized to a wide variety of settings, such as multivariate \(X\), more complicated generative model and discriminant boundary, etc. Take multivariate \(X\) as an example: one may consider the random variable \(X \in \mathbb{R}^d\) (after \(srt\) transformation) supported on \(S \subset \mathbb{R}_+^d \cap B(0,1)\). \(V_E\) is a ray from the origin to \(E(Z)\). When \(V_E \perp S\), the \(srt\)-transformed random dot product graph is still an approximately regular graph with classification signal on the non-leading eigenvectors.

The stochastic block model \([31]\) offers another special case of our RDPG followed by \(srt\) model, and from \([32]\) Lemma 3 we see that our model encompasses the mixed membership stochastic block model, as well as the degree corrected stochastic block model \([33]\). Furthermore, the failure mode can easily be extended to the case of \(\text{rank}(E[A]) > 2\) with multiple non-leading eigenvectors, and to weighted and/or directed graphs.

Moreover, the use case considered herein — a large number of nodes \(n\) but a small number of labeled nodes \(m\) — is relevant in many applications, such as text classification \([7]\), traffic prediction \([34]\), molecular property prediction \([35]\). The failure mode has significant implications in molecular applications, as many molecules are regular graphs, e.g., decaprismane \(C_{20}H_{20}\) and dodecahedrane \(C_{20}H_{20}\) are examples of 3-regular graphs, see Figure 3 in \([36]\).

Finally, it is not surprising that there exist specific tasks for which GCN perform worse than other methods — every embedding method has its own bias, and fails when the bias of the task at hand does not coincide with the method’s bias. For example, the Laplacian embedding and the adjacency embedding are both consistent, but one may
work better than another depending on the graph structure. Moreover, when spectral embedding provides a good representation and the training sample size is small, then it is likely that the added GCN embedding complexity will prove to be a hindrance in terms of the bias-variance trade-off. As noted in [3], “Simple rules survive.” This short paper provides the foundation for further study: 1) design GCN architectures and learning procedure that are provably better; 2) investigate more general settings to compare GCN and spectral embedding approaches.
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