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Abstract

In the last 15 years, the Internet architecture has continued evolving organically, introducing new headers and protocols to the classic TCP/IP stack. More specifically, we have identified two major trends. First, it is common that most communications are encrypted, either at L3 or L4. And second, due to protocol ossification, developers have resorted to upper layers to introduce new functionalities (L4 and above). For example, QUIC’s connection migration feature provides mobility at L4.

In this paper we present a reflection around these changes, and attempt to formalize them by adding two additional protocol headers to the TCP/IP stack: one for security, and another for new functionalities. We must note that we are not presenting a new architecture, but trying to draw up what it's already out there. In addition, we elaborate on the forces that have brought us here, and we enumerate current proposals that are shaping these new headers. We also analyze in detail three examples of such trends: the Zero Trust Networking paradigm, the QUIC transport protocol, and modern SD-WAN systems. Finally, we present a formalization of this architecture by adding these two additional layers to the TCP/IP protocol stack. Our goal is triggering a discussion on the changes of the current Internet architecture.

1 Introduction

The changes in the Internet in the last 15 years have outlined a different architecture than that of TCP/IP. Two key trends have driven these changes: traffic encryption, and protocol ossification.

First, due to the increasing encryption of all Internet traffic (about 70% of traffic on the Internet is encrypted[1,2]), it is becoming more and more difficult to add advanced network functionalities to the Internet protocol stack. In turn, this has increased the complexity of performing common network functions such as traffic classification or Deep Packet Inspection[3,4].

Second, protocol ossification has forced developers and vendors to move innovation to upper layers in the stack in order to be able to introduce new functionalities. This has introduced new headers and layers in the stack. QUIC is the most prominent example, because it uses UDP to cross the Internet. Or the Zero Trust paradigm, which is mainly based in HTTPS. This has already been outlined in multiple publications that discuss how to avoid Internet ossification and deploy new services[5,7], or stress the importance of HTTP as the new narrow waist of the Internet[8].

The consequence of these two driving forces is that we can observe two new layers added to the classical TCP/IP stack. First, a security layer, usually defined by standards like IPsec or TLS. Second, an extension layer that carries information for the aforementioned additional functionality, which is not necessarily standardized and depends on each vendor or application requirements.

In this paper we present an attempt to describe such architecture. Note that we are not proposing a new architecture, rather describing something that’s already present on the current Internet. Our goal is triggering a discussion on the changes of the current Internet architecture. First, we enumerate and describe current proposals that are shaping these new headers. Then we briefly analyze three of these proposals, namely Zero Trust Networking, SD-WANs (Software-Defined Wide Area Networks), and the QUIC (Quick UDP Internet Connections) transport protocol, and discuss how they make use of the two additional headers. Finally, we formalize this rearranging of the Internet stack, describing the functions of each layer.

2 Current Trends

As we mentioned, we can observe the emergence of two additional headers in the classic Internet stack, one to encrypt communications (Security header), and another to add new functionalities (Extension header). In this section we briefly describe several examples of them. Note that this list does not pretend to be exhaustive, but rather a quick summary of current and emerging proposals.

2.1 Security header

Classical protocols: IPsec[10] and Transport Layer Security[10] are the two paramount examples of a header that offers data confidentiality, integrity
Figure 1: Comparison of headers from the classical TCP/IP stack with the three use cases. The striped box represents an encrypted header. Prop. Sig. stands for the proprietary signaling of some SD-WAN vendors.

and/or authentication.

WireGuard: WireGuard [11] is an emerging VPN protocol that uses a UDP header like QUIC, and encapsulates traffic similarly to the IPsec tunnel mode. Its main features are simple configuration with SSH-like keys, NAT traversal, mobility, and a fast implementation in the Linux kernel.

Zero Trust Networks: the Zero Trust paradigm uses TLS as the security layer. The key difference with classical TLS is the usage of the access proxy, that terminates client TLS connections, verifies if the connection is authorized, and creates a new TLS connection towards the destination server. Section 3.1 discusses the architectural implications of this paradigm.

Service Meshes: service meshes [12] also leverage TLS to encrypt communications, and operate similarly to Zero Trust Networks. Instead of the access proxy, they use a sidecar proxy to intercept all communications between applications, monitor their status, and enforce policies. Some of them use mutual TLS to authenticate both ends of the connection. Although they are currently restricted to the data center, this could change with Envoy mobile [13], since it can be deployed in end-hosts.

2.2 Extension header

Network Tokens: Network Tokens [14] proposes including small cryptographic signatures in the extension headers of existing protocols. These tokens carry variable information such as SLA requirements, or the type of application, and they can be used to perform traffic differentiation in service provider networks.

Application-aware Networking: the Application-aware Networking (APN [15]) proposal in the IETF is in the process of defining a label for fine-grain QoE, that includes application and user identification [16]. APN targets several use cases for networks in single administrative domains, such as 5G, network slicing, online gaming, SD-WANs, etc.

MASQUE: the IETF MASQUE (Multiplexed Application Substrate over QUIC Encryption) Working Group [17] is creating a framework to multiplex several application flows on top of QUIC, and to proxy all kinds of IP traffic over QUIC and HTTP/3. Some use cases are HTTP proxies, DNS over HTTP, QUIC proxying, or forwarding of UDP frames.

eBPF: the extended Berkeley Packet Filter (eBPF) allows programming the Linux kernel network stack via a JIT compiler and a virtual machine. Although eBPF is not a protocol per se, this programmability can be used to create new protocols, or to extend existing ones, such as TCP [18].

3 Case Studies

This section describes how three recent network paradigms and/or protocols, namely Zero Trust Networks, SD-WANs, and QUIC leverage the Security and Extension headers.

3.1 Zero Trust Networks

The security header in the Zero Trust paradigm [19, 20] corresponds to TLS, since all communications leverage in HTTPS (second row of fig. 1). With respect to the extension header, this paradigm makes use of well known authentication options (Open ID Connect, OAuth) to identify users and devices, as well as custom extra HTTP headers to identify and classify traffic flows and applications [19]. Then, this classification capability is combined with complex policies, such as preventing access to an application to devices running an outdated OS. This contrasts with L3 protocols in two aspects. First, security headers in L3 usually offer confidentiality and authentication, but not user identity (the notable exception are IP-based ACLs). Second, it is more difficult to implement complex policies at L3, which commonly use labels, like the IPv6 Flow Label or MPLS.
3.2 SD-WANs

Commercial SD-WANs are ubiquitous nowadays [21], and we can also find both the security and the extension headers in their design. In this case, the security header appears often in the form of IPsec in tunnel mode, or equivalent L3 security protocols. Regarding the extension header, it is common that these systems add an additional header right after the security header (Prop. Sig. in fig. 1, third row). This header can be used for different purposes, the most common being isolation, i.e. creating isolated VPNs for security reasons. Other use cases are bandwidth aggregation, redundancy, multicast, etc. A classical example of this header is VXLAN [22], or Multiprotocol Label Switching (MPLS) labels.

3.3 QUIC

Our last example is the QUIC transport protocol [23]. We consider the QUIC header as an extension header, because it is right after a UDP header (fig. 1, bottom row). QUIC makes use of this header to provide classic transport functions (connection establishment, congestion control, etc), but it is also used to provide additional features. The two most relevant are the connection migration feature, that implements mobility at L4, and the multipath extensions [24]. Finally, note that QUIC adds the security header in the form of TLS [25].

4 Architecture

Finally, taking into account the trends from sec. 2 and the three case studies we have discussed, we present a formalization in two different stacks (fig. 2): one that mainly leverages L3 headers (L3-centric), and another one that adds most functionality at HTTP level (L7-centric). In what follows, we describe the functions of each layer and differences between the two approaches, when applicable.

**PHY and L2:** physical and link layer protocols, respectively.

**Routing:** a plain IP header, able to traverse the public Internet. It can include a UDP header to accommodate new protocols, e.g. QUIC or WireGuard.

**Security:** a header with security information to provide data confidentiality and integrity. We can find it right after the IP header in the L3-centric approach (e.g. IPsec, WireGuard), or as a TLS header after the transport header in the case of the L7-centric stack. Note that these two headers are not -generally speaking- interchangeable because they were designed with different objectives in mind: point to point vs. end-to-end encryption, respectively. However, it appears that some paradigms are challenging this assumption, such as Zero Trust Networks, that concatenate two or more TLS tunnels with HTTPS proxies in between.

**Extension header:** This header provides additional functionalities. In the L3-centric approach (middle of fig. 2), we can find it right after the security header. The most common example is the signaling header in SD-WANs that contains the VPN identifier to provide network isolation, group tags, etc. In the L7 approach, this header appears in the form of HTTP extensions, e.g. in Zero Trust networks it carries user identification. We must remark that this header is not necessarily standardized, as opposed to the security header. It can carry information for multiple purposes, like identity, QoE, policy labels, etc.

**Transport:** common transport protocols, like TCP, UDP, or more recently QUIC.

**HTTP and application:** the common HTTP headers and the application data.

Taking into consideration the two proposed stacks, table 1 presents a comparison of several features between the L3-centric approach and the L7 one. Some of them are worth mentioning, such as load balancing: while at L3 we leverage 5-tuple or Equal Cost Multi-Path (ECMP), at L7 we can implement complex load balancing strategies, like in service meshes, that allow A/B testing or canary releases. On the same line, making the network aware of the application is simple at L7, because we actually are at the application layer. On the contrary, at L3 we must rely on DPI and port...
and protocol numbers. The latter are not enough in some situations, since a significant part of applications run on top of HTTP(S).

On the performance side, it is common to implement L3 network functions in ASICs, which yields high performance implementations, while most L7 networking functions are implemented in software. This situation may change due to the introduction of programmable switches based on P4 [26]. Finally, a L7 approach can process all kinds of encrypted traffic \(^1\), while L3 is limited to IPsec traffic and similar protocols.

5 Conclusion

In this paper we have examined some proposals shaping the present and the future of Internet protocols. We have suggested adding two additional headers to the classical TCP/IP stack, in order to accommodate the evolution of the Internet architecture in the last 15 years. First, the security header, that provides confidentiality, authentication and data integrity. Second, the extension header, that supports additional functionalities. We have also examined three use cases that make use of these headers. Finally, we have presented a formalization of this stack in two possible stacks: a L3-centric, and a L7-centric.
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