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Abstract

In this paper, we propose an estimator which jointly estimates the carrier frequency offset (CFO) and channel state without a prior knowledge of channel length (CL) for a multiple-input multiple-output orthogonal frequency-division multiplexing system. A preliminary CFO/channel estimate is first reached based on the maximum-likelihood criterion. To improve the over-determined problem, a CL estimation technique is further developed. The first-order Taylor series expansion approach is used to determine the trimmed CFO estimate such that the exhaustive point search can be avoided. Simulation results have been presented to demonstrate that the proposed scheme provides a performance comparable to that of the optimal estimation which assumes that CL is known in advance.
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1 Introduction

The multiple-input multiple-output (MIMO) scheme [1,2] incorporating with the orthogonal frequency division multiplexing (OFDM) [3,4] has attracted much attention of research workers for a long while. MIMO-OFDM [5-7] becomes a key technique in wireless communications because it provides many advantages including high-bandwidth efficiency, superior link quality, simple channel equalization, and resistance to the frequency-selective multipath distortion. In spite of providing these benefits, MIMO-OFDM is liable to performance degradation that is caused by some undesirable effects such as carrier frequency offset (CFO) [8-11]. This is because CFO destroys the orthogonality between subcarriers and thus reduces the detectability of OFDM symbols. In addition, the bit error rate (BER) performance of a MIMO-OFDM system is also in relation to the channel estimation accuracy [9,10]. Consequently, it is an important issue how we can improve the estimation accuracy of the channel for a reliable transmission, especially while CFO exists.

To this end, in this paper, we develop an interesting technique which can jointly estimate both CFO and channel state prior to data decoding for a wireless communication system. In the past, numerous algorithms have been proposed to deal with CFO and/or channel estimation for MIMO-OFDM systems. For instance, a number of studies have been presented based on the optimal pilot design and the optimization criteria of interest for channel estimation in MIMO-OFDM systems [12-14]. In [12], a power-efficient training preamble is employed to improve the estimate complexity while the effect of CFO is considered. The Cramer-Rao lower bound (CRLB) is known to provide a lower bound on the statistical variance of any unbiased estimator. In [14], the optimal pilot design and placement are determined by minimizing the CRLB in channel estimation. Zeng [15] has proposed a semiblind method for simultaneously estimating the CFO and channel of an uplink multiuser MIMO-OFDM system where a great many data are needed to estimate the subspace. In [16], a technique of joint CFO and channel estimation for uplink MIMO orthogonal frequency division multiple access (MIMO-OFDMA) systems is investigated while time-varying channels are considered. By means of the training sequence, the maximum likelihood (ML) estimator, which asymptotically achieves the CRLB, is proposed.
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in [17]. Another novel ML-based scheme that estimates the aggregate effects of the channel and CFO by using two successive OFDM preambles can be found in [18]. Although the above-mentioned studies [16-18] including the ML estimate approaches [17,18] provide superior performance while taking their predominance into account, all of these approaches require a prior knowledge of channel length (CL), but CL is difficult to be acquired especially when CFO is considered in MIMO-OFDM systems. When CL is not known in advance or under-determined, the ML estimator’s performance will not asymptotically approach the CRLB any more because the degrees of freedom are insufficient. It reveals that the knowledge of CL plays a very important role in CFO/channel estimate.

For CL estimation, a number of techniques can be found in the literatures. For example, the Akaike information criterion (AIC) [19] employs numerous data samples to represent the statistical characteristic of the channel/noise for CL estimation. However, AIC encounters over-estimate when signal-to-noise ratio (SNR) is high. The frequency-domain channel length indicator (FCLI) scheme [20] requires only one snapshot channel estimate while a prior information of noise power is assumed to be known, but FCLI becomes impractical as CFO exists. The conditional model order estimation (CME) [21] is proposed for MIMO communication channels. However, CME assumes that the CIR remains unchanged during a data frame and the processing of the block of available observations is performed offline. In [22], a joint estimate approach for channel and instantaneous CL is proposed. Unfortunately, it fails to work properly in the presence of CFO. Based on information criterion, a joint channel and CL estimation is proposed for single-input single-output (SISO) OFDM systems in [23] where the Levinson recursion technique is employed without significant incremental cost. Another CL estimate technique found in [24] is introduced based on the minimization of a combination of cost functions for single-input multiple-output (SIMO) channels where the channel is also assumed to be unchanged during a symbol frame. To the best of the authors’ knowledge so far, no work has been devoted to the development of a joint channel and CFO estimation where the information of CL is not available for MIMO-OFDM systems. In light of these works, it is essential to develop an approach to estimate CL especially for MIMO-OFDM systems as CFO exists.

In this paper, we aim to propose a CFO/channel estimation technique while achieving the estimate of CL for a MIMO-OFDM system over Rayleigh fading. The design concept of the proposed scheme is originated from the estimate technique based on the ML criterion. To determine the channel impulse response, a preliminary CFO estimate is first developed, and we define a cost function according to the ML rule by introducing the cyclic prefix (CP) length which is more than CL. By locating the minimum value of the well-defined cost function, the CFO estimate is reached. The frequency-compensated data is then fed into the least square detector so as to compute the channel estimate while the square error function is being minimized. Although the coarse CFO and channel estimation can be obtained, the over-determined CL leads to a performance degradation. To overcome this problem, a novel CL estimation technique is derived by means of truncating the counterpart signal paths. A fine CFO estimate employing the first-order Taylor series expansion [25] with the trimmed CL is achieved such that we can avoid employing the exhaustive point search approach. Simulation results prove the efficiency of the proposed CFO/channel estimation. Without using prior knowledge of CL, the proposed scheme is shown to provide a performance comparable to that of the optimal ML estimator which assumes a perfect knowledge of CL.

This paper is organized as follows. The data model and brief preview of the ML estimation algorithm are declared in Section 2. Furthermore, the performance analysis in terms of the estimation error of CL is also included in the section. Section 3 introduces the proposed CFO/channel estimation for a MIMO-OFDM system without knowing the CL value. Section 4 presents the computational complexity of the proposed estimator and demonstrates the comparison of complexity between the proposed and ML schemes. In Section 5, simulation results are given to verify the efficiency of the proposed scheme. Finally, Section 6 concludes the paper.

The notations used in this paper are defined as follows. Vectors and matrices are typed with boldface lower and capital letters. \( \mathbf{I}_n \) represents an \( n \times n \) identity matrix. \( \mathbf{O}_{m \times n} \) is an \( m \times n \) zero matrix. \( \mathbf{I}_n \) and \( \mathbf{O}_n \) stand for all-one and all-zero vectors with length \( n \), respectively. \( \text{diag}[a_1, \ldots, a_\ell] \) is a diagonal matrix with diagonal entries taking from \( a_1, \ldots, a_\ell \), \((\cdot)^\ast\), \((\cdot)^T\), and \((\cdot)^H\) are, respectively, the complex conjugate, transpose, and Hermitian transpose of \((\cdot)\). \( \otimes \), \( \mathbb{N}\{\cdot\} \), \( E\{\cdot\} \), \( |\cdot| \), and \( \|\cdot\| \) denote the operations taking the Kronecker product, real part, ensemble average, absolute value, and the Frobenius norm, respectively.

## 2 Data model and ML estimation

### 2.1 Data model

Let us consider an \( N \)-subcarrier MIMO-OFDM system deployed with \( N_t \) transmit antennas and \( N_r \) receive antennas in a multipath fading channel with length \( L \). The transmitted data symbols are drawn from a specified constellation set such as quadrature amplitude modulation (QAM) and then are modulated by an OFDM modulator. A CP of length \( N_p \) is inserted into the data stream to prevent against the intersymbol interference (ISI) where \( N_p \geq L \). At the receiving end, the received symbols are processed by the matched filtering, symbol-rate sampling,
and CP removing in sequential order. Let a specific $N \times 1$ received data vector of the $j$th receive antenna be given by:

$$y_j = E(\epsilon_0)F^H\sum_{i=1}^{N_i} \text{diag}[x_i]H_{ij} + w_j$$

$$= E(\epsilon_0)F^H[\text{diag}[x_1], \ldots, \text{diag}[x_{N_i}]](I_{N_i} \otimes F_L)$$

$$+ \left[ h_{1j}^T, \ldots, h_{N_i}^T \right]^T + w_j$$

$$= E(\epsilon_0)F^HX(I_{N_i} \otimes F_L)h_j + w_j$$

$$= E(\epsilon_0)A(L)h_j + w_j,$$

where:

$$E(\epsilon_0) = \text{diag}\{1, e^{i2\pi \epsilon_0/N}, \ldots, e^{i2\pi (N-1)\epsilon_0/N}\} \in C^{N \times N}$$

$$h_j = \left[ h_{1j}^T, h_{2j}^T, \ldots, h_{N_i}^T \right]^T \in C^{L \times N_i}$$

$$X = [\text{diag}[x_1], \text{diag}[x_2], \ldots, \text{diag}[x_{N_i}]] \in C^{N \times NN_i}$$

$$A(L) = F^HX(I_{N_i} \otimes F_L) \in C^{N \times LN_i}.$$  

The diagonal matrix $E(\epsilon_0)$ with $(i, j)$th entry being $e^{\frac{2\pi i \epsilon_0 (i-1)}{N}}$ denotes the CFO effect where $\epsilon_0$ is the corresponding frequency offset normalized with respect to the subcarrier spacing. In order to simplify the expressions in (1), the $N \times LN_i$ matrix $A(L)$ is constructed by placing the $N \times L$ pre-processed data matrices $F^H\text{diag}[x_i]F_L$ for $i = 1, 2, \ldots, N_i$ side by side. $x_i$ is the frequency-domain-transmitted symbol from the $i$th transmit antenna. $H_{ij} = F_Lh_j \in C^N$ is the channel frequency response where $h_j \in C^L$ is the channel response between the $i$th transmit antenna and $j$th receive antenna. For simplicity, the path number of $N_{xy} = N_iN_j$ channels is assumed to be the same. The $N \times L$ matrix $F_L$ is the first $L$ columns of the $N \times N$ discrete Fourier transform (DFT) matrix $F \in C^{N \times N}$ with the $(m, n)$th entry being $[F]_{mn} = e^{\frac{2\pi inm}{N}} \frac{1}{\sqrt{N}}$. Since an $N$-point DFT is expressed as an $N \times N$ matrix multiplication as $X = FX$, where $x$ is the input time-domain signal, and $X$ is the DFT of the signal. $w_j \in C^N$ is the noise vector of the $j$th receive antenna. Without loss of generality, we assume that all the entries of $x_i \in C^N$ are identically and independently distributed random variables with zero mean and a common variance. The received array data

$$y = [y_1^T, \ldots, y_{N_i}^T]^T \in C^{NN_i}$$

can be expressed by:

$$y = [y_1^T, y_2^T, \ldots, y_{N_i}^T]^T$$

$$= [I_{N_i} \otimes E(\epsilon_0)][I_{N_i} \otimes A(L)\left[ h_{1j}^T, \ldots, h_{N_i}^T \right]^T + \left[ w_{1j}^T, \ldots, w_{N_i}^T \right]^T$$

$$= E(\epsilon_0)A(L)h + w,$$

where:

$$A(L) = I_{N_i} \otimes A(L) \in C^{NN_i \times LN_i};$$

$$E(\epsilon_0) = I_{N_i} \otimes E(\epsilon_0) \in C^{NN_i \times NN_i};$$

$$h = \left[ h_{1j}^T, h_{2j}^T, \ldots, h_{N_i}^T \right]^T \in C^{LN_i};$$

$$w = \left[ w_{1j}^T, w_{2j}^T, \ldots, w_{N_i}^T \right]^T \in C^{NN_i}.$$  

2.2 ML estimation

For the considered system given the true CL $L$, the ML-based CFO/channel estimation is designed in accordance with a criterion of minimizing the log-likelihood function in terms of the unknown parameters $h$ and $\epsilon_0$. Specifically, we can solve the following minimization problem to obtain the CFO/channel estimates [17]:

$$\left(\hat{h}, \hat{\epsilon}_0\right) = \arg\min_{h, \epsilon_0} \| y - E(\epsilon)A(L)h \|^2.\quad (5)$$

Given an $\epsilon$, optimize (5) with respect to $h$, and we have the ML estimation for $h$ expressed by:

$$\hat{h} = \left[A^H(L), A(L)\right]^{-1}A^H(L)e^H(\epsilon)y \in C^{LN_i}.\quad (6)$$

Substituting (6) into (5) and applying the linear algebraic manipulations, we have the cost function:

$$C(\epsilon) = \| y - E(\epsilon)A(L)\hat{h} \|^2 = y^H e^H(\epsilon)\hat{P}(L)e^H(\epsilon)y,\quad (7)$$

where the projection matrix $\hat{P}(L)$ is given by:

$$\hat{P}(L) = I_{NN_i} - A(L)[A^H(L), A(L)]^{-1}A^H(L) \in C^{NN_i \times NN_i}.\quad (8)$$

It can be found that the quadratic cost function with respect to $\epsilon$ in (7) reaches a minimum value while the condition of $\epsilon = \epsilon_0$ is satisfied [26]. In this way, the CFO estimate can be implemented by searching the minimum of the cost function.

Because the computation of the frequency-dependent matrix $E(\epsilon)\hat{P}(L)e^H(\epsilon)$, which requires $N^2N_i^2$ complex multiplications for each $\epsilon$, is very time-consuming, we rewrite the cost function in (7) as:

$$C(\epsilon) = a^H(\epsilon)D_y^H\hat{P}(L)D_y a(\epsilon),\quad (9)$$

where $D_y = \text{diag}[y]$, and:

$$a(\epsilon) = I_{N_i} \otimes \left[1, e^{i2\pi \epsilon/N}, \ldots, e^{i2(N-1)\epsilon/N}\right]^T \in C^{NN_i}.\quad (10)$$

Then, the CFO estimate is chosen by the following criterion:

$$\hat{\epsilon}_0 = \arg\min_{\epsilon} C(\epsilon) = \arg\min_{\epsilon} a^H(\epsilon)D_y^H\hat{P}(L)D_y a(\epsilon).\quad (11)$$
This criterion only needs to compute $\mathbf{D}_\psi^H \hat{\mathbf{P}}(L) \mathbf{D}_\psi \in \mathbb{C}^{NN_r \times NN_r}$ once while executing the CFO estimation, and the implementation complexity is thus greatly reduced. Note that the estimator’s performance of the ML-based scheme depends on $L$. When $L$ is perfectly known, the estimator of (11) reaches the CRLB of the CFO [17].

2.3 Performance analysis

The ML-based estimator has been shown to achieve the CRLB when the channel length is known in advance. Inevitably, the ML approach suffers from serious performance degradation when the CL estimate is erroneous. It is interesting to evaluate the impact of CL estimation error on the MSE performance of the CFO. In this subsection, the characteristic of the estimate error in $L$ is examined.

The theoretical analysis of the MSE performance associated with the ML-based estimator will be derived in terms of the CFO. Substituting $L$ with the estimate $\hat{L}$, the cost function in (7) can be rewritten by:

$$C(\epsilon) = \mathbf{y}^H \mathbb{E}(\epsilon) \hat{\mathbf{P}}(\hat{L}) \mathbb{E}(\epsilon) \mathbf{y}. \quad (12)$$

The ML estimator reaches the CFO estimate while the cost function is minimized. That is, the CFO estimate is derived by finding the solution for the derivative $dC(\epsilon)/d\epsilon$ being zero. Taking advantage of this feature, we analyze the MSE performance of the CFO in terms of the CL estimate.

Denote the estimated CFO as $\hat{\epsilon}_0 = \epsilon_0 + \Delta$ where $\Delta$ is the CFO estimation error and $\Delta \ll 1$. The first derivative of the cost function is approximated by the first-order Taylor series expansion [25] written as:

$$\hat{C}(\epsilon_0) = \frac{dC(\epsilon)}{d\epsilon} \bigg|_{\epsilon=\epsilon_0} \approx \hat{C}(\epsilon_0) + \Delta \hat{C}(\epsilon_0). \quad (13)$$

Since $C(\epsilon)$ is expressed by (12), we further rewrite $\hat{C}(\epsilon_0)$ and $\hat{C}(\epsilon_0)$ by:

$$\hat{C}(\epsilon_0) = 2\Re \left\{ \mathbf{y}^H \hat{\mathbb{E}}(\epsilon_0) \hat{\mathbf{P}}(\hat{L}) \mathbb{E}(\epsilon_0) \mathbf{y} \right\};$$

$$\hat{C}(\epsilon_0) = 2\Re \left\{ \hat{\mathbf{y}}^H \hat{\mathbf{P}}(\hat{L}) \hat{\mathbf{y}} \right\};$$

$$\hat{C}(\epsilon_0) = 2\Re \left\{ \mathbf{y}^H \hat{\mathbb{E}}(\epsilon_0) \hat{\mathbf{P}}(\hat{L}) \mathbb{E}(\epsilon_0) \mathbf{y} \right\} + 2\Re \left\{ \hat{\mathbf{y}}^H \hat{\mathbf{P}}(\hat{L}) \hat{\mathbf{y}} \right\}$$

where:

$$\hat{\mathbf{y}} = \mathbb{E}(\epsilon_0) \mathbf{y};$$

$$\hat{\mathbf{y}} = \hat{\mathbb{E}}(\epsilon_0) \mathbf{y};$$

$$\hat{\mathbf{y}} = \hat{\mathbb{E}}(\epsilon_0) \mathbf{y}. \quad (15)$$

Recall that the CFO estimate $\hat{\epsilon}_0$ is reached while the cost function in (12) is minimized. By finding the solution of $\hat{C}(\epsilon_0) = 0$, the estimation error is obtained and expressed by:

$$\Delta = -\frac{\hat{C}(\epsilon_0)}{C(\epsilon_0)}$$

$$= -\frac{\Re \left\{ \hat{\mathbf{y}}^H \hat{\mathbf{P}}(\hat{L}) \hat{\mathbf{y}} \right\}}{\Re \left\{ \mathbf{y}^H \hat{\mathbf{P}}(\hat{L}) \mathbf{y} \right\} + \hat{\mathbf{y}}^H \hat{\mathbf{P}}(\hat{L}) \hat{\mathbf{y}}}. \quad (16)$$

To investigate the effect of CL estimation error, the received data are rewritten in terms of CL estimate $\hat{L}$:

$$\mathbf{y} = \mathbb{E}(\epsilon_0) \left[ A(\hat{L}) \hat{\mathbf{h}} + \mathbf{u} \right] + \mathbf{w}, \quad (17)$$

where $\mathbf{u} = \mathbf{u} \left[ L - \hat{L} \right] \left[ A(\hat{L}) \hat{\mathbf{h}} - A(\hat{L}) \hat{\mathbf{h}} \right] \in \mathbb{C}^{NN_r}$ is the residual signal term, $\mathbf{u} \left[ \eta \right]$ is the unit step function, and:

$$\hat{\mathbf{h}} = \left\{ \left[ I_{NN_r} \otimes \left[ I_L \mathbf{O}_{L \times (L - 1)} \right] \right] \mathbf{h}, \quad \hat{L} < L \\ \left[ I_{NN_r} \otimes \left[ I_L \mathbf{O}_{L \times (L - 1)} \right]^T \right] \mathbf{h}, \quad \hat{L} \geq L \right\}. \quad (18)$$

For the over-determined case ($\hat{L} > L$), the residual signal vector $\mathbf{u}$ vanishes ($\mathbf{u} = 0$) and the augmented entries in $\mathbf{h}$ are all null. Using (17) in company with the identity $\hat{\mathbf{P}}(\hat{L}) \mathbb{E}(\epsilon_0) \mathbf{y} = \hat{\mathbf{P}}(\hat{L}) \mathbf{y}$, (16) results as:

$$\Delta = -\frac{\Re \left\{ \hat{\mathbf{y}}^H \left[ A(\hat{L}) \hat{\mathbf{h}} + \mathbf{v} \right] \right\} \hat{\mathbf{P}}(\hat{L}) \mathbf{y}}{\Re \left\{ \mathbf{y}^H \hat{\mathbf{P}}(\hat{L}) \mathbf{y} \right\} + \hat{\mathbf{y}}^H \hat{\mathbf{P}}(\hat{L}) \hat{\mathbf{y}}};$$

$$\Delta = \left\{ \left[ \hat{\mathbf{y}}^H \hat{\mathbf{P}}(\hat{L}) \hat{\mathbf{y}} \right] A(\hat{L}) \hat{\mathbf{h}} + \mathbf{v} \right\} \mathbf{y} \left\{ \hat{\mathbf{y}}^H \hat{\mathbf{P}}(\hat{L}) \mathbf{y} \right\}.$$

where $\mathbf{v} = \mathbf{u} + \mathbb{E}(\epsilon_0) \mathbf{w} \in \mathbb{C}^{NN_r}$, $\hat{\mathbf{v}} = \hat{\mathbb{E}}(\epsilon_0) \mathbf{w}$, and $\check{\mathbf{v}} = \hat{\mathbb{E}}(\epsilon_0) \mathbf{w}$.

It is clear that the estimation error in (19) depends on the value of $\hat{L}$ as well as the SNR. For sufficiently high SNR, the noise term is negligible such that the estimation error $\Delta$ can be approximated by:

$$\Delta \approx -\frac{\Re \left\{ \left[ A(\hat{L}) \mathbf{h} + u + \mathbb{E}(\epsilon_0) \mathbf{w} \right] \hat{\mathbf{P}}(\hat{L}) \mathbf{y} \right\} \hat{\mathbf{P}}(\hat{L}) \mathbf{y}}{\Re \left\{ \mathbf{y}^H \hat{\mathbf{P}}(\hat{L}) \mathbf{y} \right\} + \hat{\mathbf{y}}^H \hat{\mathbf{P}}(\hat{L}) \hat{\mathbf{y}}};$$

where $\mathbf{u} = \mathbf{u} \left[ L - \hat{L} \right] \left[ A(\hat{L}) \mathbf{h} - A(\hat{L}) \mathbf{h} \right] \in \mathbb{C}^{NN_r}$ is the residual signal term, $\mathbf{u} \left[ \eta \right]$ is the unit step function, and:

$$\hat{\mathbf{h}} = \left\{ \left[ I_{NN_r} \otimes \left[ I_L \mathbf{O}_{L \times (L - 1)} \right] \right] \mathbf{h}, \quad \hat{L} < L \\ \left[ I_{NN_r} \otimes \left[ I_L \mathbf{O}_{L \times (L - 1)} \right]^T \right] \mathbf{h}, \quad \hat{L} \geq L \right\}. \quad (18)$$

Here, the performance analysis is presented by considering two distinct conditions including the over-determined and under-determined cases.
2.3.1 Over-determined case

In the case of the correct or over-determined estimation, i.e., $\hat{L} \geq L$, since $\mathbf{u} = \mathbf{0}_{NN}$, $\Delta$ can be further simplified to the expressions as:

$$
\Delta \approx -\frac{\mathbb{E}\left[ \mathbf{h}^H \mathbf{A}^H(\hat{L}) \hat{\mathbf{e}}_0 \mathbf{P}(\hat{L}) \mathbf{P}^H(\hat{e}_0) \mathbf{w} \right]}{\mathbb{E}\left[ \mathbf{h}^H \mathbf{A}^H(\hat{L}) \hat{\mathbf{e}}_0 \mathbf{P}(\hat{L}) \mathbf{P}^H(\hat{e}_0) \mathbf{A}(L) \mathbf{h} \right]}.
$$

The above expression indicates that the estimation error depends on both $\mathbf{h}$ and $\hat{L}$. Given $\mathbf{h}$, the ML estimator becomes bias $(\mathbb{E}\left[ \Delta \right] \neq 0)$. The ML estimator fails to achieve a reliable performance even when the SNR is increased. This implies that the ML estimation strongly depends on the accuracy of the CL estimation.

3 Proposed joint CFO and channel estimation

It is well known that the ML-based scheme requires the prior knowledge of $L$ to construct $\mathbf{A}(L)$. In practice, the instantaneous value of $L$ is difficult to be reached, and it should be pre-determined prior to the ML estimation. In the case of the over-determined CL, the redundant dimension of the subspace in $\mathbf{P}(L)$ leads to a large noise power, which slightly degrades the estimation performance. With regards to the under-determined CL, the ML-based estimator breaks down because of insufficiency of the degree of freedom for the channel estimation in (6). Therefore, a correct CL is essential for the ML-based estimation. In light of the aforementioned problems, it encourages us to develop a joint CFO and channel estimation, which does not require a prior knowledge of CL. Since the maximum path delay is less than the CP length, $N_g$, we can regard the CP length as the preliminary estimate of CL to avoid the break down of performance owing to an insufficient degree of freedom. Here, we replace $N_g$ with $L$ in (11), and the coarse CFO estimate is derived by:

$$
\hat{\epsilon}_c = \arg \min_{\epsilon} \left( \mathbf{a}^H(\epsilon) \mathbf{D}_y^H \hat{\mathbf{P}}(N_g) \mathbf{D}_y \mathbf{a}(\epsilon) \right).
$$

Although the coarse CFO can be obtained, the estimator suffers slight performance degradation due to a large noise term introduced by the redundant dimension of $\mathbf{A}(N_g) \in \mathbb{C}^{NN \times NN}$. To alleviate the degradation, one may properly choose an $L$ from the effective channel response, which is constructed by means of truncating the estimated channel response. Based on the coarse CFO estimate in (21), the frequency-compensated data is given by $\mathbf{e}^H(\hat{\epsilon}_c) \mathbf{y}$ and the coarse channel estimate can be determined by the least square error criterion:

$$
\min_{\mathbf{h}} \left\| \mathbf{e}^H(\hat{\epsilon}_c) \mathbf{y} - \mathbf{A}(N_g) \mathbf{h} \right\|^2,
$$

respectively. As expected, for $\hat{L} \geq L$, the ML-based scheme is an unbrist estimator, and the MSE value of the ML estimation is increased by the noise power.

2.3.2 Under-determined case

If CL estimate is less than the value of $L$, i.e., $\hat{L} < L$, the residual signal $\mathbf{u}$ exists and cannot be omitted, especially for high SNR. For $\sigma_n^2 \ll 1$, since $\hat{\mathbf{P}}(\hat{L}) \mathbf{A}(\hat{L}) = \mathbf{O}_{NN \times NN}$, the CFO estimation error is simplified to the following expression:

$$
\Delta \approx -\frac{\mathbb{E}\left[ \mathbf{h}^H \mathbf{A}^H(\hat{L}) \hat{\mathbf{e}}_0 \mathbf{P}(\hat{L}) \mathbf{P}^H(\hat{e}_0) \mathbf{u} \right]}{\mathbb{E}\left[ \mathbf{h}^H \mathbf{A}^H(\hat{L}) \hat{\mathbf{e}}_0 \mathbf{P}(\hat{L}) \mathbf{P}^H(\hat{e}_0) \mathbf{A}(L) \mathbf{h} \right]}.
$$

The second equality holds owing to $\mathbf{A}(\hat{L}) \mathbf{h} = \mathbf{A}(L) \mathbf{h}$ because (18) guarantees that the augmented channel responses in $\mathbf{h}$ are zero. From (20), the MSE performance of the CFO mainly depends on the channel impulse response $\mathbf{h}$ and noise. To examine the noise effect on the MSE, let $\mathbf{h}$ be given and the mean and mean square of the estimation error can be thus derived as:

$$
E\{\Delta\} \approx 0;
$$

$$
E\{\Delta\}^2 \approx \frac{\mathbb{E}\left[ \left| \mathbf{h}^H \mathbf{A}^H(\hat{L}) \hat{\mathbf{e}}_0 \mathbf{P}(\hat{L}) \mathbf{P}^H(\hat{e}_0) \mathbf{w} \right|^2 \right]}{\mathbb{E}\left[ \left| \mathbf{h}^H \mathbf{A}^H(\hat{L}) \hat{\mathbf{e}}_0 \mathbf{P}(\hat{L}) \mathbf{P}^H(\hat{e}_0) \mathbf{A}(L) \mathbf{h} \right|^2 \right]}
= \frac{\sigma_n^2}{2} \left( \mathbb{E}\left[ \mathbf{h}^H \mathbf{A}^H(\hat{L}) \hat{\mathbf{e}}_0 \mathbf{P}(\hat{L}) \mathbf{P}^H(\hat{e}_0) \mathbf{A}(L) \mathbf{h} \right] \right)^{-1},
$$

which is constructed by means of truncating the estimated channel response. Based on the coarse CFO estimate in (21), the frequency-compensated data is given by $\mathbf{e}^H(\hat{\epsilon}_c) \mathbf{y}$ and the coarse channel estimate can be determined by the least square error criterion:
whose solution is derived:
\[
\hat{h} = \left[ A^H(\mathbf{N}_g)\mathbf{A}(\mathbf{N}_g) \right]^{-1} A^H(\mathbf{N}_g)\mathbf{E}^H(\hat{\epsilon}_c)\mathbf{y} \in \mathbb{C}^{\mathbf{N}_\gamma\mathbf{N}_r}.
\] (23)

Note that there are a few of counterfeit signal paths since \( \mathbf{N}_g > L \). This implies that a truncated scheme is required where the effective paths are reserved and the other paths are eliminated. Owing to the hardware implementation limitations, the receive antennas are usually spaced closely, and the channel response for each path between a specified transmit antenna and any receive antenna is assumed to be similar. To relieve the noise effect, the effective channel response is obtained by averaging all normalized channel responses of the paths from one specified transmit antenna to all receive antennas. The normalized channel response associated with the \( q \)th receive antenna is defined by:

\[
\tilde{h}_q = \left( e_q^T \otimes \mathbb{I}_{\mathbf{N}_g} \right) |\hat{h}| / \max \left\{ \left( e_q^T \otimes \mathbb{I}_{\mathbf{N}_g} \right) |\hat{h}| \right\} \in \mathbb{C}^{\mathbf{N}_g},
\] (24)

where \( e_q \) denotes the \( q \)th column of \( \mathbb{I}_{\mathbf{N}_g} \). The resulting effective channel response is expressed by:

\[
\hat{h}_{\text{eff}} = \sum_{q=1}^{\mathbf{N}_g} \tilde{h}_q / \max \left\{ \sum_{q=1}^{\mathbf{N}_g} \tilde{h}_q \right\} \in \mathbb{C}^{\mathbf{N}_g}.
\] (25)

According to (25), the estimated channel length, \( \hat{L} \), can be obtained by:

\[
\hat{L} = \arg \max_i \hat{h}_{\text{eff}}(i) > \gamma,
\] (26)

where \( \hat{h}_{\text{eff}}(i) \) denotes the \( i \)th element of \( \hat{h}_{\text{eff}} \) and \( \gamma \) is a preset threshold. The chosen parameter should be small enough so as to decrease the miss probability and increase the probability of detection while avoiding a high false alarm probability. More detailed discussion about the selection of \( \gamma \) will be given shortly in Section 5.

Replacing \( \mathbf{N}_g \) with \( \hat{L} \) in (21) and using the exhaustive point search, we can obtain the trimming CFO estimate. The computational complexity of the search for CFO has relations with the number of subcarriers, paths, and transmit and receive antennas as well as the searching granularity. The smaller the granularity is, the better the estimation accuracy will be. However, decreasing the granularity will increase the computational complexity, especially when there are a great number of subcarriers. A possible solution is to utilize the first-order Taylor expansion technique associated with the preliminary CFO estimate in (21). In this way, the concave cost function can be transformed into a quadratic function with respect to the normalized CFO, in which the trimming CFO estimate achieves the minimum and can be easily obtained. Denote \( a_0 = a(0) \) and \( \hat{a}_0 = \frac{da(\epsilon)}{d\epsilon} \big|_{\epsilon = 0} \), and we have:

\[
a(\hat{\epsilon}_c) \approx a(\hat{\epsilon}_c) + \epsilon \times \frac{da(\epsilon)}{d\epsilon} \big|_{\epsilon = \hat{\epsilon}_c},
\] (27)

Substituting (27) into (9), the cost function can be rewritten by:

\[
C(\epsilon) \approx \left[ E(\hat{\epsilon}_c)(a_0 + \epsilon \hat{a}_0) \right]^H \mathbf{D}^H_y \mathbf{P}(\hat{L}) \mathbf{D}_y \times \left[ E(\hat{\epsilon}_c)(a_0 + \epsilon \hat{a}_0) \right],
\] (28)

which reaches the minimum as the first derivative of (28) equals to zero. Applying some linear algebraic manipulation techniques, the trimming CFO estimate is derived by:

\[
\hat{\epsilon}_0 = \hat{\epsilon}_c - \frac{\Re \left\{ a_0^H E(\hat{\epsilon}_c) \mathbf{D}_y^H \mathbf{P}(\hat{L}) \mathbf{D}_y E^H(\hat{\epsilon}_c) \hat{a}_0 \right\}}{a_0^H E(\hat{\epsilon}_c) \mathbf{D}_y^H \mathbf{P}(\hat{L}) \mathbf{D}_y E^H(\hat{\epsilon}_c) \hat{a}_0}.
\] (29)

Substituting \( \hat{L} \) in (26) and \( \hat{\epsilon}_0 \) in (29) into (23), we have the trimming estimate of the channel response.

### 4 Computational complexity

Conveniently enough, the proposed estimator’s computational complexity is evaluated by counting the approximate number of total arithmetic operations including addition and multiplication floating-point operations (flops) in the algorithm. Because the computational complexity of the proposed scheme is dominated by the processing in the coarse CFO estimation, the total complexity load can be approximated as the required number of flops for determining the solution of (21). The computation for finding the inverse of the \( \mathbf{N}_g\mathbf{N}_r \) block diagonal matrix \( \mathbf{A}^H(\mathbf{N}_g)\mathbf{A}(\mathbf{N}_g) \) in (21) involves [27]:

\[
\frac{1}{2} \mathbf{N}_r(1 + \mathbf{N}_g) \left[ 1 + \mathbf{N}_g(1 + 2\mathbf{N}_g) \right] + \frac{4}{3} \mathbf{N}_g^3 \mathbf{N}_r^3
\] (30)

| Algorithm | Numbers of flops |
|-----------|------------------|
|           | \((N, N_g, L)\)  |
|           | \((64, 16, 1)\)  | \((64, 16, 5)\)  | \((128, 32, 1)\)  | \((128, 32, 5)\)  | \((256, 64, 1)\)  | \((256, 64, 5)\)  |
| Proposed  | 1.240E8          | 1.240E8          | 4.963E8          | 4.963E8          | 1.999E9          | 1.999E9          |
| ML        | 1.235E8          | 1.236E8          | 4.929E8          | 4.930E8          | 1.969E9          | 1.970E9          |

\(N_g = N_0, N_r = N_0 = 2, \mu = 10^3\).
flops. In addition, constructing $\hat{P}(N_g)$ costs about $N\left(1 + N_t^2 + NN_kN_t\right)$ flops, and the calculation of $\Psi = D^\top D\hat{P}(N_g)D$ approximately requires $N^2N_t$ flops. For every single search loop of $\epsilon$, the computation of $a^H(\epsilon)\Psi a(\epsilon)$ demands $N(1 + N + NN_r)$ flops. Consequently, the overall flops for the proposed scheme is approximated by:

$$\text{Flop}_{\text{Proposed}} \approx \frac{1}{2}NN_t(1 + N_t) \left[1 + N^2(1 + 2N_k)\right] + \frac{4}{3}N^3N_t^3 + N\left[1 + N^2N_t^2 + N(N_kN_t + N_t)\right] + \mu N\left[1 + N(1 + N_r)\right]$$

(31)

where $\mu$ denotes the number of search points. Similarly, the total flop count for the ML approach in (11) is approximated by:

$$\text{Flop}_{\text{ML}} \approx \frac{1}{2}NN_t(1 + N_t) \left[1 + L(1 + 2L)\right] + \frac{4}{3}L^3N_t^3 + N\left[1 + L^2N_t^2 + N(LN_t + N_r)\right] + \mu N\left[1 + N(1 + N_r)\right].$$

(32)

As compared with (32), (31) shows that the proposed estimation seems to involve much more computational complexity than that of the ML scheme since $N_g \gg L$. Fortunately, because calculation of $\hat{P}(N_g)$ is independent of the received data as well as the channel parameters, we can prestore the calculated $\hat{P}(N_g)$ in the memory so
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**Figure 1** The MSE performance of the proposed estimation versus the channel length estimate $\hat{L}$ for the considered system. (a) MSE of CFO estimation; (b) MSE of the channel estimation.
as to avoid the copious calculations. That is, we simply have to consider the count of flops of the computation of \(\Psi_1\) and the search task in the coarse CFO estimation, and the computational complexity for the proposed scheme is thus reduced to:

\[
\text{Flop}_{\text{Proposed}} \approx N^2 N_r + \mu N [1 + N(1 + N_r)].
\] (33)

Here, we give a numerical example to demonstrate the comparison of complexity between two schemes. Given \(N_t = N_r = 2\) and \(\mu = 10^4\). Table 1 lists the computational complexity of the proposed and ML approaches in terms of flops for different sets of combination of \(N, N_g,\) and \(L\), respectively. For \((N, N_g, L) = (64, 16, 1)\), the flop counts for the proposed and ML schemes are \(1.240 \times 10^8\) and \(1.235 \times 10^8\), respectively, and the percentage of the difference in this case is only 0.34%. Furthermore, the maximum difference percentage in the table is under 1.5%. It shows that the proposed scheme operates at the expense of an acceptably increased complexity as compared with the ML approach.

### 5 Computer simulations

Some simulation results have been conducted to verify the efficacy of the proposed CFO/channel estimator for a 128-subcarrier MIMO-OFDM system \((N = 128)\), which is deployed with two transmit/receive antennas in a Rayleigh fading channel with channel length of \(L = 5\), where the channel impulse response is normalized such that \(E\{||h||^2\} = 1\). Here, the QPSK constellation is used in the data transmission where a CP of length \(N/4\) is inserted into the data stream. In the simulation mechanism, the CFO is uniformly and randomly generated from
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*Figure 2* The MSE performance of the proposed estimation versus the preset threshold \(\gamma\) for the considered system. (a) MSE of CFO estimation; (b) MSE of the channel estimation.
the interval \([-0.5, 0.5]\). The SNR in decibel (dB) is defined as \(\text{SNR} = 10 \log_{10} \left( \frac{E \{ \| A(L)h \|_2^2 \}}{\sigma_n^2} \right)\). To access the characteristic of the proposed estimator, the numerical results of the mean square errors (MSEs) of the CFO and channel estimation, which are defined by:

\[
\text{MSE}_\epsilon = \frac{1}{Q} \sum_{q=1}^{Q} \| \hat{\epsilon}_0(q) - \epsilon_0 \|^2; \tag{34}
\]

\[
\text{MSE}_h = \frac{1}{Q} \sum_{q=1}^{Q} \sum_{j=1}^{N_r} \| \hat{h}_j(q) - h_j(q) \|^2,
\]

are provided to evaluate the estimator’s performance, where \(Q\) is the number of independent trials. For comparison, means of the Cramer-Rao bounds (CRBs), which depend on the channel impulse response \(h\), are also included \([28,29]\):

\[
\text{CRB}(\epsilon) = \frac{\sigma_n^2}{2} \left[ h^H A^H(L) \hat{\epsilon}_0^H \hat{P}(L) \hat{\epsilon}_0 A(L) h \right]^{-1} = \gamma \sigma_n^2
\]

\[
\text{CRB}(h) = \sigma_n^2 \left[ \left( A^H(L)A(L) \right)^{-1} + \gamma zz^H \right], \tag{35}
\]

where:

\[
\gamma = \frac{1}{2} \left[ h^H A^H(L) \hat{\epsilon}_0^H \hat{P}(L) \hat{\epsilon}_0 A(L) h \right]^{-1}
\]

\[
z = \left[ A^H(L)A(L) \right]^{-1} A^H(L) \hat{\epsilon}_0 A(L) h. \tag{36}
\]

Throughout the simulations, the granularity of the point search is given by \(10^{-4}\) for the ML-based estimation. Each simulation point is obtained by taking the averages of all

---

**Figure 3** The MSE performance of the proposed estimation versus the input SNR for the considered system. (a) MSE of CFO estimation; (b) MSE of the channel estimation.
independent trials, in which each trial uses a different set of the CFO, channel impulse response, and data/noise sequences.

In Figure 1, we investigate the effect of the estimation error in the channel length with different values of SNR. The MSE of the CFO versus CL estimate is plotted in Figure 1a. It shows that the MSE reaches a minimum value when channel length is correctly used ($\hat{L} = 5$). In regard to the under-determined case, the ML estimator in (11) is not able to provide a reliable performance. This is because the degree of freedom is not sufficiently large for reconstructing the received signal, which results in an erroneous cost function expressed by (7). A reliable CFO estimate cannot be obtained by searching the minimum of the erroneous cost function. For $\hat{L} > L$, the MSE in CFO increases by the value of $\Delta L = \hat{L} - L$. Furthermore, we examine the MSE performance of the channel estimation while varying CL estimate. For comparison, the simulation results associated with the ML estimator without CFO are also included. The corresponding results shown in Figure 1b and Figure 1a have a similar tendency. As expected, the MSE performance is slightly degraded owing to CFO.

In Figure 2, we examine the impact of the preset threshold $\gamma$ on the estimate performance for SNR = 10 and 20 dB. For comparison, the results obtained with the ML estimator using the CP length and true CL are also included and represented by ML and optimal, respectively. This figure indicates that the proposed estimation approaches the optimal case when $\gamma$ is sufficiently small.
$(-15 \text{ dB} < \gamma < -10 \text{ dB})$. For a large preset threshold, the proposed scheme substantially degrades since the meaningful paths are not successfully detected. There is a large miss probability in the detection of the channel response, which prevents a reliable CFO and channel estimation. It is noteworthy that deep faded paths are filtered by a large preset threshold $\gamma$, especially for high SNR. On the contrary, for SNR $= 10 \text{ dB}$, a performance degradation occurs as the preset threshold is very small ($\gamma = -20 \text{ dB}$) owing to a large false alarm in detecting the channel response. It concludes that a proper choice of $\gamma$ is essential in the presence of the CFO. Since the impact of the performance caused by a path signal which is much less than $-10 \text{ dB}$ is slight when compared with that caused by the dominant path, the acceptable range of SNR in this case is about $-20 < \gamma < -10 \text{ dB}$.

In Figure 3, we investigate the impact of the SNR on the proposed CFO/channel estimator with $\gamma = -10$ and $-15 \text{ dB}$. From Figure 3a, it can be shown that the MSE decreases as the value of SNR increases. In addition, using the preset threshold $\gamma = -15 \text{ dB}$, the proposed scheme provides a performance similar to that of the ML estimator with a prior knowledge of channel length. The result verifies the efficiency of the proposed CFO estimation. For low SNR, a large false alarm introduced by noise drops the MSE performance in the CFO estimation. Figure 3b shows the MSE performance of the channel estimation. It is observed that the estimator’s performance can be improved by increasing the SNR. The proposed scheme with CL estimation achieves a performance similar to that of the optimal estimation for $\gamma = -15 \text{ dB}$. However, in the case of $\gamma = -10 \text{ dB}$, the proposed estimator fails to offer a
performance comparable to that of the optimal case while the SNR is getting higher and higher. This is because the proposed CL estimator exhibits under-determining due to a deep fading.

In Figure 4, we present the MSE of CL estimation versus SNR for a set of different CL values while setting the preset threshold $\gamma = -15$ dB. It can be shown that in the figure the MSE of the proposed CL estimation suddenly approaches to zero while the SNR is greater than 15 dB. On the contrary, when the SNR is smaller than 10 dB, large noise power results in over-determination and thus significantly degrades the MSE performance of CL estimation. In a rich multipath environment ($L = 20$), the weak paths introduced by deep fading are removed because they can be treated as noise while the path number is being determined. This results in the under-determined problem.

In Figure 5, we illustrate the impact of the preset threshold $\gamma$ on CL estimation. Figure 5 shows the MSE versus SNR for different values of $\gamma$. Given $\gamma = -15$ or $-20$ dB, the proposed CL estimator reaches CL perfectly when SNR is greater than 15 dB. On the contrary, when $\gamma > -10$ dB, the miss probability increases and the under-determination is brought about owing to the weak paths caused by deep fading being punctured. For the under-determination cases, there are error floors even when the SNR is increased.

Figure 6a plots the MSE curves of CFO versus SNR for several sets of $(N_t, N_r)$. It shows that the MSE performance of CFO can be improved by increasing the receive diversity as $N_t$ is given. When SNR is low, a little degrada-tion in the MSE performance is induced because fewer degrees of freedom are provided for the minimization problem in (5). Figure 6b shows the MSE performance of the channel estimation. Given $N_t$, the MSE performance degrades as $N_r$ increases because the larger the size of $h$ is, the poorer the performance of channel estimation will be.

6 Conclusions

An algorithm for the joint CFO and channel estimation is presented for the MIMO-OFDM scenario. As compared with the conventional ML estimate approach, the novelty of the proposed algorithm is that it does not require to know the channel length in advance. Furthermore, we derived a set of beneficial analyses for the MSE of channel length estimate, which can be further applied to the conventional ML estimator. Analytic and simulation results for the proposed estimate technique have been presented where the prior knowledge of channel length is not used because channel length estimate can be reached in our scheme simultaneously. It can be shown that the proposed scheme offers a performance comparable to that of the optimal ML-based estimator which operates well only when perfect channel length is assumed. The feasibility of implementation for the proposed approach is ensured by the presented complexity analyses.
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