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Materials with thickness ranging from a few nanometers to a single atomic layer present unprecedented opportunities to investigate new phases of matter constrained to the two-dimensional plane. Particle-particle Coulomb interaction is dramatically affected and shaped by the dimensionality reduction, driving well-established solid state theoretical approaches to their limit of applicability. Methodological developments in theoretical modelling and computational algorithms, in close interaction with experiments, led to the discovery of the extraordinary properties of two-dimensional materials, such as high carrier mobility, Dirac cone dispersion and bright exciton luminescence, and inspired new device design paradigms. This review aims to describe the computational techniques used to simulate and predict the optical, electronic and mechanical properties of two-dimensional materials, and to interpret experimental observations. In particular, we discuss in detail the particular challenges arising in the simulation of two-dimensional constrained fermions and quasiparticles, and we offer our perspective on the future directions in this field.

I. INTRODUCTION

The behaviour of quantum particles, either bosons or fermions, is affected by the dimensionality of the space accessible to them. Developments in nanotechnology and nanofabrication over the last few years made it possible to use dimensionality as a parameter, which can be harnessed by precise control of the atomic structure. In particular, the fabrication of two-dimensional (2D) materials – materials where electrons, phonons or other particles are constrained to a 2D manifold – have revealed a plethora of new phenomena that significantly enriched our knowledge in condensed matter physics. Starting from the synthesis of graphene, the epitome of 2D materials, several novel layered crystal families, such as metallic and semiconducting dichalcogenides, silicene, germanene, and phosphorene, have been discovered. These findings are a potentially disruptive innovation in optoelectronics, spintronics, electromechanics, energy storage, and thermoelectrics.

To investigate the properties of these novel 2D materials, which are dramatically modified by the reduced screening and quantum confinement, numerical simulations based on first principles, multiscale and more recently machine learning [1, 2] approaches represent an essential tool to interpret and guide experiments. 2D materials can be sub-nanometer thick and may have only a few atoms per unit cell, making it possible to model them with great precision. In fact, surfaces and interfaces are atomically sharp and can be represented accurately by atomistic models. Nevertheless, the coexistence of atomic and solid state features of these 2D architectures have pushed the existing theories to their limits and created a quest for new computational modelling strategies to assess accurately and efficiently both ground and excited state properties.

This manuscript thus reviews (addressing, in particular, the experimental reader) state-of-the-art computational methods used to model 2D materials at different levels of theory. We discuss the theoretical foundations of the numerical methods used to characterise ground and excited-state properties of 2D materials, their respective range of applicability, and we show a few illustrative examples of the computation of electronic, optical, transport and mechanical properties. Finally, we reflect upon...
future challenges and directions of this rapidly evolving field.

The article is structured as follows: in section II we shortly review density functional theory (DFT) for the electronic ground state; in section III we outline computational approaches based on many-body perturbation theory (MBPT) for electronic excited states; in section IV we discuss several methods to carry out charge transport simulations; and finally sections V and VI are devoted to computational approaches for the simulation of mechanical properties and ferroelectric phases of 2D materials.

II. DENSITY FUNCTIONAL THEORY

DFT is one of the most used computational methods in materials research and 2D materials in particular. It is implemented in numerous codes and has achieved a high level of reproducibility [3]. We will briefly introduce the fundamentals of DFT and discuss some of the achievements and challenges specific to 2D and layered materials.

A. Fundamentals

DFT is rooted on the two Hohenberg–Kohn theorems [4]. It is an exact formalism, based on a variational principle, that allows one to find the energy and electron density \( n(r) \) of the ground state \( | \Psi \rangle \) of a quantum system. This is conceptually attractive because, unlike the wave-function, the charge density is an observable. However, in practice, the determination of the electron density of real systems relies on approximations to describe the exchange and correlation interactions between electrons [5]. In particular, the exchange interaction, whereby many-body systems must be antisymmetric under exchange, stems from Pauli’s exclusion principle and acts upon electrons with the same spins. The latter force leads e.g. to spin alignment in ferromagnets or to the Hund’s rule in atoms.

The exchange energy functional is known exactly for the homogeneous electron gas, as a function of the charge density, and this can be used as an approximation in solids [6]. This approximation, known as local density approximation (LDA), can be remarkably accurate for ground states that deviate tremendously from the 3D homogeneous electron gas. It is even applicable to 2D materials, even though it fails in the true 2D limit [7]. The remarkable transferability of the LDA and other exchange functionals beyond LDA [8] has been one of the reasons for the success of DFT. To treat magnetic systems, it is possible to split the charge density into up and down spin densities \( n_\uparrow(r) + n_\downarrow(r) = n(r) \). This is designated local spin density-approximation (LSDA). Nonetheless, the LDA does not provide an adequate treatment of materials that contain transition metal or rare-earth metal ions with partially field \( d \) or \( f \) shells (strongly correlated systems). Among these, Mott insulator and ordered systems can be described with a popular DFT approach, the LDA+\( U \) method [9]. The local Coulomb repulsive (“Hubbard”) \( U \) for the \( d \) and \( f \) states is added to the LDA functional. The Hubbard \( U \) is often taken as parameter but it can be also deduced from first principles calculations [10,11]. However, LDA+\( U \) is not able to describe the strongly correlated systems and the Mott-Hubbard metal insulator transition [12]. In this regard, LDA and LDA+\( U \) can be considered as the limiting cases of the Dynamical Mean Field Theory (DMFT) (Section III G) (see REF. [14]). Moreover, LDA+\( U \) may also be regarded as an approximation to the static GWA (see III A) [15].

The remaining term of the electron-electron interaction is the correlation term [5,16]. The effect of this potential becomes visible e.g. in the dissociation of the \( \text{H}_2 \) molecule, where it is responsible for the electrons ending up on different atoms upon adiabatic bond stretching [17]. We notice that in the context of DFT, the correlation energy is defined differently from other fields of computational chemistry and condensed matter physics [15,19].

B. Correlation in 2D materials

In 2D materials, the charge density can be easily changed by back-gating, enabling correlations to be tuned experimentally in an unprecedented way. In graphene, for example, correlation becomes important when the Fermi energy is close to the Dirac point, and the density of free charges is low [20]. For strongly correlated electronic phases, where electrons are no longer weakly interacting, the DFT treatment no longer provides a valid physical picture. An example of this DFT failure is the description of the electronic states in bilayer graphene twisted at a small angle, forming moiré superlattices. At specific twist angles, the electronic band dispersion close to the Fermi level is nearly flat in the reciprocal space. When the flat bands are partially filled, the resulting electronic states are highly correlated and can display orbital magnetism, superconductivity, or quantised anomalous Hall effect [21,22]. Other correlated systems, such as low-density electron gas phases in graphene, are still object of research. Accurate numerical treatment of correlation, such as the random phase approximation (RPA), will be examined in sec. IIII.

Alternatively, the Reduced Density Matrix Functional Theory (RDMFT), which upgrades DFT by using the reduced density matrix rather than just the spatial density, has proven the ability to deal with strongly correlated systems dominated by static correlations, and in particular to calculate fundamental band gaps of semiconductors/insulators and in transition metal oxides [20,27], where DFT fails.
C. Correlation and van der Waals forces

Correlation is also in part responsible for the van der Waals (vdW) bonding [28]. When two-dimensional layers pair up, a charge density redistribution, arising from induced transient dipoles associated with electronic charge fluctuations, generates an attractive force between layers. It is known that local or semi-local exchange-correlation functionals developed for 3D solids yield incorrect vdW binding energies and geometries. However, a correct description of vdW systems can be achieved with low computational overhead by adding a semi-empirical dispersion potential, such a pair-wise force field optimized for several popular DFT functionals, to the conventional Kohn-Sham DFT energy (see Fig. 1) [29, 34]. Correlation energy expression to obtain dispersion-corrected functionals to deal with weak interactions can be derived also using the Adiabatic-Connection Fluctuation-Dissipation theorem approach (see for example ref. [35]) within the RPA approximation. These functionals are able to determine the relative thermodynamic stability of different vdW layered superlattices. Conversely, one can argue that the discovery of 2D materials has contributed to this important methodological development.

D. Choice of basis set for 2D materials

The majority of DFT codes expand the Kohn-Sham eigenfunctions into a plane wave (PW) basis set [36, 37], owing to the fact that in principle the accuracy can be indefinitely increased by simply increasing the energy cutoff ($E_{\text{cutoff}}$). However, the presence of vacuum between 2D layer replicas and inter-layer spacing raise the computational cost, as the number of PWs increases rapidly at a given $E_{\text{cutoff}}$. We will come back to this replica problem in sec. III. Owing to the hybrid character of 2D materials, the ideal basis set to deal with layered systems, however, is one in which its functions are periodic in-plane while atomic-like along the perpendicular direction [38, 39].

E. Electronic structure

The electronic band structure can be calculated (with little formal justification) from the Kohn-Sham orbital energies $\epsilon_l(k)$ as a function of the crystal momentum $k$, and the Fermi energy can be obtained from the normalisation constraint. However, we notice that the single electron energies $\epsilon_l(k)$ describe the dispersion for the auxiliary system obtained by creating an effective potential that is felt by non-interacting electrons. Thus, in metallic systems where e–e interactions dominate, far from the Landau Fermi liquid picture, the one-electron energies are not a good representation of the many-body electron system. Still, in some instances, they may be used due to their conceptual simplicity.

F. Limitations

DFT is, at its origin, a theory of the ground state. Thus, even though transition energies, such as the bandgap, have been calculated using the Kohn-Sham states, this approach is prone to very-well known failures, such as the bandgap underestimation when a local density approximation is used. More accurate methods for reckoning the electronic fundamental band gap and optical spectra of 2D materials will be discussed in Section III. One of the alternative methods for the treatment of correlated electron phases will be considered in section III C.

III. AB-INITIO MANY-BODY PERTURBATION THEORY IN 2D MATERIALS

A. The GW approximation

Excited-state properties and the interpretation of electron spectroscopy experimental measurements in condensed matter physics rely on the concept of quasiparticle (QP), which is represented as a fundamental excitation of bare particle plus its polarization cloud. QPs are not eigenstates of the Hamiltonian and thus acquire finite life-times. In this subsection, we will limit our discussion to particular QPs, the electronic polarons (as originally defined by L. Hedin [45]), which can be imagined as electrons (or holes) dressed by their electronic clouds. Within the ab-initio many-body perturbation theory (AI-MBPT) framework for electronic structure calculations, the central quantity is the one-particle Green’s function $G$ (at zero temperature), which is defined as the inverse of the ground state expectation value of the interacting Hamiltonian of the $N$ electron system ($\langle \hat{N} \rangle$). Using this definition, one can write the Dyson equation as follows:

\[
G^{-1}(r_1, r_2, \omega) \equiv G_0^{-1}(r_1, r_2, \omega) - \Sigma(r_1, r_2, \omega)
\]

where $G_0^{-1}(r_1, r_2, \omega)$ is the inverse of the non-interacting Green’s function and $\Sigma(r_1, r_2, \omega)$ is the self-energy. $\Sigma(r_1, r_2, \omega)$ is a non-Hermitian, energy-dependent, and non-local quantity, which “dresses” the bare particle with the whole many-body electron interaction cloud. To describe some important features of AI-MBPT, it is useful
FIG. 1: Van der Waals functionals. Comparison of the interlayer distance yield by different levels of treatment of the van der Waals interaction for bulk graphite and boron nitride. Experimental reference values at low temperature are represented by the horizontal lines. Values are from REF. [34].

FIG. 2: Origin of the excitons in the optical absorption spectra of monolayer MoS$_2$. a) LDA (dashed blue curve) and GW (solid red curve) band structure. Arrows indicate the optical transitions. b) Absorption spectra without (dashed red curve) and with (solid green curve) electron-hole interactions, calculated by solving the BSE. c) Same as b but using an ab-initio broadening based on the electron-phonon interactions, i.e. with quasi-particle lifetimes. Panel a is adapted from REF. [42], Copyright (2013) by The American Physical Society. Panels b-c are from REF. [43], Copyright (2015) by The American Physical Society. Panel d is from REF. [44], Copyright (2010) by The American Physical Society.

G to write $G$, through the Lehmann spectral representation in terms of the $f_s$, the transition amplitudes from the $N$-electron system state $|N\rangle$ to the excited state $s$ of the $N \pm 1$ system $|N \pm 1; s\rangle$ In Ai-MBPT, the quantum states $|N\rangle$ to $|N \pm 1; s\rangle$ are determined from either the non-interacting DFT or a tight-binding (TB) approximation (see sec. IV A). The QP energies $E_s^{QP}$ and the amplitudes $f_s$ are obtained from the homogeneous equation:

$$ (E_s^{QP} - h - \Sigma(\omega)) f_s(r) = 0 $$

where the real part of the eigen-energies $E_s^{QP}$ delivers the QP band structures, while the imaginary part represents the QP damping (by means of the imaginary part of $\Sigma$). Both $f_s$ and $E_s^{QP}$ are directly related to the spectral function of particles and, therefore, to the intrinsic losses in photo-emission spectroscopy (PES) and inverse PES.

GW is the most successful and popular approximation to the self-energy in Ai-MBPT. With respect to DFT calculations, GW improves the agreement with the experimental data of the simulated electronic band structure [46], and reads (the symbol "*" stands for the convolution product):

$$ \Sigma(r_1, r_2, \omega) = \frac{i}{2\pi} G_0(r_1, r_2, \omega) * W(r_1, r_2, \omega) e^{-i\nu\omega} $$

where $W$ is the screened Coulomb interaction that is related to the bare Coulomb potential $w$ via the dielectric
function $\epsilon$:

$$W(r_1, r_2, \omega) = \int dr_3 \epsilon^{-1}(r_1, r_3, \omega) u(r_3, r_2, \omega)$$  \hspace{1cm} (4)$$

$\epsilon(r_1, r_3, \omega)$ measures the tendency of a medium to be polarized under the action of an external electromagnetic field, it is related to the energy loss spectrum [48] and energy loss in charge transport Monte Carlo (see sec. IV).

We notice that the GW self-energy is the HF exchange field, it is related to the energy loss spectrum [48] and polarized under the action of an external electromagnetic fields generates peculiar effects also in quasi-2D materials, where the crystalline periodicity is present only in the planar directions whereas in the $z$ direction (normal to the plane) the wave functions have a polyatomic molecular character. This hybrid (both crystalline and molecular) behaviour induces, on the plane of the layers, electric field fluctuations that are not screened at large distances: the e-e and e-h interactions are thus much stronger than in 3D materials, producing excitons with notably high binding energy [59] and, in presence of defects, extremely stable [59].

Due to their high binding energy, excitons in quasi-2D materials are stable and localized. Qubits [61], single-photon light emitter devices using the self-trapping effects [62], excitonic devices or cavity polaritons [63], and valleytronics [64] are some of the potential applications exploiting these peculiar many-body effects in 2D materials [59-60].

By using periodic Ai-MBPT plane-wave codes, quasi-2D materials calculations present the replica issue previously mentioned (see sec. II D). Owing to the ineffective Coulomb interaction screening of the bare $w$, the required distance between the replicas can be very large, making calculations unfeasible, as the mesh grid for reciprocal space integration has to be increased. To overcome this problem, the Coulomb interaction is truncated beyond a certain cutoff distance in the $z$-direction [49, 63, 67]. A slightly different approach [68, 69] consists in replacing $w$ by a Keldysh-like potential to simulate the in-plane screening of a 2D layer in vacuum,

$$W_{2D}(q) = \frac{2\pi e}{|q|(1 + \alpha_{2D}q)}$$  \hspace{1cm} (8)$$

where $e$ is the charge and $q$ is a reciprocal lattice vector in the plane. This potential is often used in connection with TB calculations [70, 71].

Finally, 2D materials are often encapsulated or lying over substrates. Several works were devoted to deal with substrate effects on $W$ [67, 70, 72, 74].

**C. The screened potential $W$ in 2D materials**

The screened potential $W$ enters in both these approaches, and is by far the most difficult to estimate amongst the many-body terms. It is calculated starting from the non interacting polarization function $P_0$, which is determined from the ground state energy and wave function (DFT or TB). The minimal basis set necessary to obtain accurate results comparable with experiments is usually very large. This issue is increased in quasi-2D materials, where the crystalline periodicity is present only in the planar directions whereas in the $z$ direction (normal to the plane) the wave functions have a polyatomic molecular character. This hybrid (both crystalline and molecular) behaviour induces, on the plane of the layers, electric field fluctuations that are not screened at large distances: the e-e and e-h interactions are thus much stronger than in 3D materials, producing excitons with notably high binding energy [59] and, in presence of defects, extremely stable [59].

Due to their high binding energy, excitons in quasi-2D materials are stable and localized. Qubits [61], single-photon light emitter devices using the self-trapping effects [62], excitonic devices or cavity polaritons [63], and valleytronics [64] are some of the potential applications exploiting these peculiar many-body effects in 2D materials [59-60].

By using periodic Ai-MBPT plane-wave codes, quasi-2D materials calculations present the replica issue previously mentioned (see sec. II D). Owing to the ineffective Coulomb interaction screening of the bare $w$, the required distance between the replicas can be very large, making calculations unfeasible, as the mesh grid for reciprocal space integration has to be increased. To overcome this problem, the Coulomb interaction is truncated beyond a certain cutoff distance in the $z$-direction [49, 63, 67]. A slightly different approach [68, 69] consists in replacing $w$ by a Keldysh-like potential to simulate the in-plane screening of a 2D layer in vacuum,

$$W_{2D}(q) = \frac{2\pi e}{|q|(1 + \alpha_{2D}q)}$$  \hspace{1cm} (8)$$

where $e$ is the charge and $q$ is a reciprocal lattice vector in the plane. This potential is often used in connection with TB calculations [70, 71].

Finally, 2D materials are often encapsulated or lying over substrates. Several works were devoted to deal with substrate effects on $W$ [67, 70, 72, 74].

**D. Second, third, and higher harmonic generations**

The strong optical response of 2D materials to external electromagnetic fields generates peculiar effects also in non-linear regime, giving rise to an optical response at multiples of the exciting frequency $\omega$. Graphene and TMD semiconductors show non-trivial topological characteristics [61, 75, 76], which have been investigated with
higher harmonic generation calculations \[77\]. To deal with these physical mechanisms, two different main approaches are developed in the context of Ai-MBPT: the direct integration of the time-dependent macroscopic polarization and the perturbative approach for the non-linear susceptibilities.

The macroscopic polarization \( P(t) \) is the key observable of interest for optical properties. This can be expressed in terms of one-particle reduced density matrix as:

\[
P(t) = e \int \hat{r}(r,t) dr = e \sum_{mnk} r_{mnk} \rho_{mnk}(t),
\]

where \( e \) is the charge of the electron, and \( A \) is the 2D crystal area. The time-dependent density matrix is defined as \( \rho_{mnk}(t) \equiv \langle \hat{a}_{mn}^\dagger(t) \hat{a}_{nk}(t) \rangle \) by the creation (and destruction) operators \( \hat{a} \) \(^\dagger \). In the length gauge \[78\], the dipole matrix elements \( r_{mnk} \equiv \langle mnk | \hat{r} | nk \rangle \) are separated in two components:

- the intraband (or Berry Connection \[79\]) \( r^e \) and the interband dipole operators \( r^c \) where the indices \( m \) and \( n \) are the bands.

In the high harmonic generation optical responses, the e-h interactions are dominant. An Ai-MBPT description is provided by the time-dependent (TD) BSE \[80\]. The TD-BSE is originally derived from the Kadanoff-Baym equation and it can be related to the Lindblad master equation for open quantum systems \[81\] \[82\]. If the interaction with the external electric field \( F \) is written in the length gauge \( (H_{\text{int}} = eF \cdot r) \) TD-BSE reads

\[
i \hbar \frac{\partial}{\partial t} G_k(t) = \left[ \hat{h}_k + eF(t) \cdot r + \Sigma_k(G_k(t), G_k(t)), G_k(t) \right],
\]

where the self-energy \( \Sigma \) is introduced either in the HF approximation or in the static GW self-energy (COHSEX), and \([\ldots]\) is the commutator. In absence of the self-energy (and then, the e-h interactions), the “semi-conductor Bloch equations” (SBE) is retrieved from the TD-BSE when considering the connection between the Green’s function and the density matrix: \( G_{mnk}(t,t) \equiv G_{mnk}(t) \). In the strong-field resonant dynamics and attosecond optoelectronics, the SBE is currently implemented to calculate the band population (diagonal terms) and coherences (the off-diagonal terms, see subsection \[111E\] \[83\] \[85\]. Analogous formulas for the density evolution can be retrieved within the time-dependent DFT (TD-DFT) framework, leading to equations analogous to the SBE and TD-BSE (see \[77\] for an exhaustive review on the topic).

From Eq. \[10\] the non linear responses such as the second, third, and higher harmonic generations can be estimated with the perturbative derivation of the harmonic generation response functions

\[
P = \chi^{(1)} F + \chi^{(2)} FF + \chi^{(3)} FFF + \ldots
\]

where \( \chi^{(1)} \), \( \chi^{(2)} \), \( \chi^{(3)} \) are, respectively the macroscopic first, second and, third order susceptibilities. These high order responses can be analytically derived by expanding the Eq. \[10\] in terms of one-particle Green’s function \( G_{mnk}(\omega), G_{mnk}(2\omega), G_{mnk}(3\omega) \) \[70\].

Alternatively, macroscopic polarization \( P \) can be obtained through Eq. \[9\] and with the Green’s function time-integration scheme of the Eq.\[10\] The linear response (i.e. the BSE \[5\]) and the higher order generation responses \( \chi^{(i)} \) are retrieved by numerical Fourier transform of \( P(\omega) \) \[80\] \[86\]. This approach allows for high harmonic generation. Nevertheless, it requires a particular care when extracting the non-linear susceptibilities: the \( P(t) \) can be split in the driven (whom we are in interest) \( P_{\text{driven}}(t) \) and a decaying transient \( P_{\text{trans}}(t) \). The latter could conceal the higher non-linear harmonic generations \[87\].

Ai-MBPT calculations of the optical response of boron nitride show that excitons also dominate the nonlinear optical properties \[70\]. Moreover, crystal local field effects, whose importance was already displayed for bulk and surfaces \[77\], dramatically shape the SHG and THG spectra in MoS\(_2\) and h-BN monolayers \[88\]. Finally, differently from the linear response regime, the interband and intraband transitions cannot be separated as shown in the SHG and THG calculations in the spectrum of bilayer graphene \[89\] and in the THG calculations of semiconductor BP \[90\], MoS\(_2\) and h-BN \[70\] SLs. Real-time simulations have recently been used to better determine the model used to extract the SHG coefficient from the experimental data, such as in the case of the 2D monochalcogenides GaSe and InSe \[91\].

E. Trions, Exciton–polarons, and Biexciton formations

Controlling the optical response of the material by doping the substrate or by gating is a possibility in 2D materials that has had no parallel in traditional optical materials. Recently, 2D TMDs optical absorption experiments \[92\] \[93\] have shown that, in the presence of free carriers, the most prominent excitonic features split into two distinctive peaks. The second peak was initially attributed to trions, i.e. the three-body QP characterised by a bound state of an exciton plus an hole or electron, and later to the dressed excitons, the exciton–polarons, that is the many–body generalization of the trion bound and unbound states. It has been theoretically shown that at low doping, the ground state corresponds to the trion and becomes an exciton-polaron at higher doping. \[94\] \[96\]. From an ab-initio point of view, this problem was tackled by extending the Ai-MBPT to include this three-body effective Hamiltonian (e.g. in carbon nanotubes \[97\] \[98\]), or to describe the optical spectrum lineshape (e.g. of MoS\(_2\) \[99\]). In a (two-electrons) plus hole system, \( eeh \) (the electron and two holes, \( hhe \), is analogous) the effective Hamiltonian is approximated as an extension of the BSE \[5\]; the particle-particle interactions are described by the single BSE (un then mediated by the
Screened many–body interaction $W$) correlations with the third particle non interacting. The three-body correlation kernel term is disregarded. This Hamiltonian, with a combination of GWA and Configuration Interaction (CI) approaches, has been applied to the case of WS$_2$ and MoS$_2$ monolayers [100].

These calculations provide quantitative binding energies of the trion resonances both in a free-standing layer and in a more realistic case with a substrate (or encapsulation) that enhances the environmental screening. More importantly, the analysis of transitions has shown the nature of trions [99] (Fig. 5).

Recently, ultrafast pump–probe experiments on monolayer WS$_2$ showed the biexcitons signatures and a fine structure in excellent agreement with the theory. The dynamics-controlled truncation theory for biexcitons appeared in the THG susceptibility [101]. The biexciton spectrum was modeled via an SBE–like equation of motion for the four–particle correlation function:

\[
B_{k,k'}^{c,c'}(q,t) \equiv \langle \hat{a}_{c(-k'-q)}^\dagger \hat{a}_{c'(-k)}^\dagger \hat{a}_{c'(k+q)} \hat{a}_{c(k+q)} \rangle (t) - \langle \hat{a}_{c(-k'-q)}^\dagger \hat{a}_{c'(-k)}^\dagger \hat{a}_{n\nu(k+q)} \rangle (t) \tag{12}
\]

where the interaction Hamiltonian is described as the extension of trion and two-body BSE Hamiltonian for the 4-particle $B_{k,k'}^{c,c'}$ but in the HF approximation.

G. Dynamical Mean Field Theory and beyond

When dealing with materials with open narrow $d$ and $f$ shells, one of the most successful first-principles method is the Dynamical Mean Field Theory (DMFT). The strongly correlated systems represent a wide solid-state physics field which ranges from quasi-particle renormalizations to magnetic ordering. Many complete reviews about DMFT can be found in the literature (for instance [13] [13][115]). The main DMFT idea is to map the lattice system onto an Anderson impurity model (AIM). This mapping is performed between the AIM Green’s function and the local Green’s function of the site plus its local Self Energy $\Sigma^{loc}$ which includes the unknown hybridization term (the mean-field). The hybridization term and the $\Sigma^{loc}$ are determined with a self-consistent procedure. This mapping becomes exact in the limit of infinite spatial dimensions (or infinite coordination number) when the correlations become local. Nevertheless, in systems $< 2D$ and in the proximity of phase transitions with divergent correlation lengths, the DMFT approximation can show some limitations because of the non-local correlation terms. For these reasons, new approaches were developed [13] to extend the theory beyond DMFT taking into account the non-local correlations. Cluster extensions of the DMFT such are the dynamical cluster approximation (DCA) [116] and the cellular DMFT (CDMFT) [117] [118] extend the impurity model to a cluster embedded in a dynamical mean-field theory. Instead, the diagrammatic extensions to the DMFT, such as DFA or QUADRILEX (see [13]) start from DMFT to estimate the local irreducible vertex correction diagrams (i.e. that can be split into two parts when cutting two e-h connecting lines). This is performed utilizing a new self-consistent cycle that includes the BSEs for the full and irreducible vertex [113]. In contrast to DCA, the diagrammatic DMFT extensions fulfil the Mermin and Wagner (MW) theorem. These methods have been applied both to the 2D Hubbard model at half-filling and 2D triangular lattice systems [13].

F. Dark and bright exciton formation, photoluminescence and biexciton fine structures in monolayer TMDs.

Besides bright excitons, TMDs exhibit dark excitons that modify the dynamics, the coherence lifetime and, at last, the photo–luminescence. In a series of articles [102][105], the SBE-like equations for the excitonic density matrices have been extended to include phonon and photon scattering events and describe the exciton dynamics. To summarize, the exciton band structure is calculated from DFT and GW calculations. The Heisenberg equation of motion for the coherent exciton polarization $P_q(t) \equiv \sum_k \psi_k(t) \hat{a}_{c(k+q)}^\dagger \hat{a}_{c(k-q)}(t) \langle \psi_k$ the exciton wave-function $\rangle$ is derived. The total Hamiltonian in the SBEs includes the “free” exciton Hamiltonian, incoherent (4-particle) exciton density formation $N_Q(t) \equiv \sum_{k,k'} \langle \hat{a}_{c(-k-\alpha)}^\dagger \hat{a}_{c(k+\beta)} \hat{a}_{c(k'+\beta)} \hat{a}_{c(k'-\alpha)} \rangle (t)$ through the phonon-exciton coupling, and photon-exciton interactions in the low excitation regime. On the same reference, the equation of motion for the incoherent exciton occupation density $N_Q$ is written including in the Hamiltonian the non-radiative decay of $P_Q$, phonon scattering processes (in and out), and the spontaneous photon emission. Among the main results, the theory predicted that a carrier relaxation in TMDs occurs on 50 fs time scale, an order of magnitude faster than in quantum wells whereas the incoherent part of the photoluminescence was estimated to decay on a timescale of few tens of nanoseconds.
2D or layered magnetic materials, which will be the subject of section VII, represent a test-bed to both correctly address the Self Energy non-locality and the long-range fluctuations. The diagrammatic DMFT extensions have been successfully employed in the description of the phase of the square 2D Hubbard model at half-filling and triangular lattice systems [13].

IV. QUANTUM TRANSPORT

In layered structures, band dispersion and electron transport are both strongly affected by reduced screening and quantum confinement. This results in a wide range of band gaps and charge carrier mobilities (see Fig. 3(a)). On the other hand, highly anisotropic in-plane and out-of-plane electrical properties [119] emerge. For example, in bulk MoS$_2$, the in-plane mobility ($\mu_{x,y}$) exceeds the out-of-plane mobility ($\mu_z$) by a factor of $10^3$ [106], essentially due to the vdW interlayer spacing acting as a tunneling barrier (see Fig. 3(a)). In this section, we consider transport modelling approaches and their applicability in different regimes. In particular, we describe the full quantum methods to deal with coherent transport, that is the Landauer-Büttiker (LB) and Kubo formalisms. These approaches stem from different viewpoints: in the latter the current is the response to an applied electric field, in the former it is the charge accumulation at the sample boundaries due to the current that generates the field [120]. These two viewpoints are
FIG. 4: Tight-binding bandstructure of twisted bilayer graphene. a) Moiré lattice in real space and b) its reciprocal space. Primitive cells for the angle (θ) of interest have thousands of atoms and are often too large to be modelled by DFT. c-e) Scanning tunneling microscopy images at different angles (θ−g) and related periodicity λg−g. The images are for twisted bilayer graphene over BN, but the BN is not visible. Band structures for fully relaxed twisted bilayer graphene obtained with a tight-binding model, for angles slightly above (1.08°), very close (1.02°), and slightly below (0.93°) the ‘magic’ angle at which the bands close to the Fermi level become flat. Panels a-b are reprinted from REF. [110], Copyright 2011 American Chemical Society. Panels c-e are from REF. [111], Copyright (2015) by The American Physical Society. Panels f-h are reprinted from Ref. [112], licensed under CC BY 4.0.

thus complementary, meaning that they swap the cause and effect. Furthermore, we discuss also the semiclassical Boltzmann transport equation (BTE), which can be obtained as a first-order approximation to the full quantum treatment, and the transport Monte Carlo (MC) method, which can be essentially thought as a numerical method to solve the BTE.

A. The tight-binding approach

Tight-Binding (TB) [121] is an approximate quantum-mechanical method to calculate the electronic structure of solids, using a basis set of atomic orbitals \( \phi_i(\mathbf{r}) \), and it is widely used for transport modelling in 2D materials. TB assumes that inside a solid, electrons are tightly bound to the atoms, and that their single particle wave functions \( |\psi_{kn}\rangle \) in the crystal are quasi-atomic.

The TB scheme has been very successful in modelling graphene, and is easily extendable to other hexagonal 2D materials [107, 122]. In the case of graphene, the Dirac Hamiltonian of chiral massless particles of quantum electrodynamics (QED) in two dimensions can be obtained by considering only first nearest-neighbor (NN) interactions between \( p_z \) orbitals and by expanding linearly in the momentum the matrix elements of the TB Hamiltonian in the proximity of the \( K \) (or \( K' \)) point. This results
interactions up to third NN π the light velocity of massless particles. By including the Fermi velocity plays the role of the Fermi velocity. The latter resembles the QED spin treatable by conventional methods such as DFT (Fig. 4).

and the respective unit cell very large – too large to be interesting flat-band effects when the twist angle is small bandstructure of twisted bilayer graphene, that shows in-curvature [107]. TB can also be used to determine the presence of penta-heptagonal defects related to the negative curvature [107, 122] having a few millions carbon atoms with a number of Stone-Wales defects (reproduced in the inset of Fig. 3(c)). The presence of bumps and asymmetries of the bands around the Fermi level, different from the linear dispersion of graphene, reflects the presence of penta-heptagonal defects related to the negative curvature [107]. TB can also be used to determine the bandstructure of twisted bilayer graphene, that shows interesting flat-band effects when the twist angle is small and the respective unit cell very large – too large to be treatable by conventional methods such as DFT (Fig. 3).

1. Limitations

The TB approach relies on a basis set of atomic-like orbitals, and how efficient such approximation is depends on how many terms of the expansion are necessary to describe the property of interest. The main objection to the use of TB is that the electron wavefunctions within a periodic solid are expressed as a combination of atomic orbitals that are eigenstates of the Schrödinger equation for the constituent atoms, thus with a different potential and different boundary conditions with respect to the solid system. These local wavefunctions may reasonably describe the states near the core of the atoms, while they are unsafe to represent a Bloch state in the interstitial regions, where the electronic behavior is better described by a linear combination of plane waves. This is by the way the rationale of DFT approaches based on linear augmented plane wave (LAPW) basis sets with localorbitals (such as in the ELK code suite [123]), whereby the solutions obtained within the Muffin tin spheres representing the core wavefunctions in the vicinity of the atomic region are matched to the plane-wave solutions in the interstitial region. In general, the TB approximation is not accurate to describe high-energy valence states (not to say the scattering states), and more sophisticated methods are required, as we described in the following sections.

B. Quantum transport: Landauer-Büttiker

The LB formalism computes the conductivity of a sample by using a tripartite quantum junction model (see Fig. 3(b)). In particular, the study of coherent mesoscopic transport consists of a system connected to a thermal reservoir by two reflectionless macroscopic contacts that define the temperature and the chemical potential of the incoming electrons (see Fig. 3(d)). The transmission of electrons is assessed by solving directly the one-particle Schrödinger equation in the junction region, which acts as a bottleneck for the electron current, while the left and right leads enter with separate Hamiltonians characterised by two distinct sets of eigenstates representing states filled according to different chemical potentials.

Using this layout, one derives the so-called two-probe LB conductivity formula. This formalism can be used both within the quasi-particle Fermi liquid framework and within correlated electrons schemes, when the Coulomb interaction between the flowing electrons breaks down the Landau picture.

In the LB theory, the conduction through the device is represented in terms of scattering processes that the electrons undergo after being injected from the left lead into the device, and before entering the reservoir by crossing the right lead. Within the LB scheme the conductance reads:

$$I = \frac{2e}{h} \int T(E) \left| \Gamma_L G^R_D + \Gamma_R G^L_D \right|^2 |f(E - \mu_L) - f(E - \mu_R)| dE$$

(14)

where $T(E) = 4 \text{Tr}[\Gamma_L G^R_D \Gamma_R G^L_D]$ is the lead-to-lead transmission probability of an electron of energy $E$, the integral is over all available energies, and the factor 2 counts the spin multiplicity. The intrinsic energy
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linewidths \( \Gamma_{L/R} = \frac{1}{2}[\Sigma^r_{L/R} - \Sigma^r_{L/R}] \) of the left and right
leads account for the finite lifetime of the electrons mov-
ing from the central region, where the conductance is de-
scribed in terms of the retarded Green’s function (rGF)
of the device (\( G_D^{\text{r}} \)), to the leads.

The main tasks of the LB approach consist thus in
the accurate evaluation of the self-energies associated
with the left and right electrodes, and of the Green’s
function (GF) of the central region (the device). These
tasks can be accomplished via two different computa-
tional schemes: (i) GF evaluation recursive methods,
similar to the techniques used in connection to TB Hamil-
tonians [124, 126]; (ii) \textit{ab-initio} approaches [127, 128]. A
 schematic logic flow of the steps involved in the ab-initio
simulation of the LB approach to transport is reported in
Fig. 6. Figure 6 illustrates an \textit{ab-initio} calculation
of device voltage-current characteristics based on the LB
approach.

C. Quantum transport: Kubo approach

A second widely used quantum mechanical approach
for coherent transport of electrons is based on the Kubo
formalism [130]. The Kubo approach is a broadly appli-
cable technique, based on the linear response of a ma-
terial to an externally applied electric field and on the
fluctuation–dissipation theorem. In quantum transport
[131–133], this theorem relates the conductivity \( \sigma(\omega) \),

\[ \sigma(\omega) = \frac{\pi \hbar^2}{\Omega \omega} \sum_{m,n} |\langle m|\hat{v}_{pl}|n\rangle|^2 \delta(E_m - E_n - \hbar \omega)[f(E_n) - f(E_m)] \]  

(16)

Using this theorem, at first-order perturbation theory in
the electric field one obtains the Kubo conductivity [130]:

\[ \sigma(\omega) = \frac{\pi \hbar^2}{\Omega \omega} \sum_{m,n} |\langle m|\hat{v}_{pl}|n\rangle|^2 \delta(E_m - E_n - \hbar \omega)[f(E_n) - f(E_m)] \]

(15)

where \( \Omega \) is the sample volume, \( E_m, E_n \) are the energies of
the levels \( m, n \), \( f(E_{n,m}) \) is the Fermi–Dirac distribution,
\( e \) is the electric charge, and \( \nu_{pl} \) is the projection of the
velocity operator \( \mathbf{v} \) on the axial direction within the 2D
plane.

The calculation of the Kubo conductivity is computa-
tionally very expensive owing to the numbers of orbitals
that must be included in the simulation. However, effi-
cient real-space implementations have been proposed in
Refs. [107, 132, 134]. The Kubo approach has been ap-
plied for example to simulate transport characteristics of
several carbon-based materials [131, 135–140] (Fig. 3d,e).

D. Semiclassical approaches: Boltzmann Transport
Equation

Semiclassical approximations can be adopted when the
electrons undergo incoherent or phase-breaking scatter-
ing events within the system and the connection of the
leads to the electrodes is weak enough so that the charge
inside the sample is well defined and quantified.

Typically, this sequential regime is modelled by rate
equations, such as the following BTE:

\[ \left[ \frac{\partial}{\partial t} + \mathbf{v}_k \cdot \nabla + \mathbf{F} \cdot \nabla \right] f_k(\mathbf{r}, t) = \frac{\partial f_k(\mathbf{r}, t)}{\partial t} \bigg|_{\text{coll}} \]  

(17)

in which the quantum particle dynamics, under the exter-
nal force-field \( \mathbf{F} \), is described via a distribution function
or particle density \( f_k(\mathbf{r}, t) \). The term in the right hand
side of Eq. [17] accounts for particle-particle collisions that
drive the system toward equilibrium.

To made accessible the calculation of the conductivity,
the solution of the BTE [134] can be found within the

FIG. 6: Multi-scale simulation of a MoS\(_2\) transistor
device. The simulation of a ‘planar barristor’ is based on
DFT, Green’s function formalism and Landauer-Büttiker
formula. a) Transistor scheme in single gate (SG) and
double gate (DG) configuration. b) Transfer characteristics in
linear/semilogarithmic scale of the DG planar barristor, and of
the SG planar barristors with different oxide thicknesses. \( I_{DS}, V_G \)
and \( V_{DS} \) stand for the drain-source current, gate volt-
age and drain-source voltage, respectively. From REF. [129],
Copyright (2017) by The American Physical Society.
Relaxation Time Approximation (RTA), which assumes that
\[
\frac{\partial f_k(r,t)}{\partial t} \bigg|_{\text{colt}} = -\frac{g_k}{\tau_k},
\]  
(18)
where \( g_k = f_k - f_k^eq \) represents the variation of the distribution function \( f_k(r,t) \) from the equilibrium Fermi-Dirac distribution \( f_k^eq(r,t) \) at temperature \( T \). The relaxation time \( \tau_k \) is the time that the system takes to relax to \( f_k^eq(r,t) \) after the external force-field is switched off.

The time-scale \( \tau_k \) is typically assumed to be inversely proportional to the probability of scattering from the momentum state \( |k'\rangle \) to \( |k\rangle \), as given by Fermi’s golden rule. Finally, the calculation of the Boltzmann conductivity \( \sigma \) within RTA is derived from the current density as:
\[
\sigma = -\frac{e^2}{2\pi} \int dk \left( \frac{\partial f_k^eq(r,t)}{\partial \epsilon_k} \right) \tau_k v^2_k
\]  
(19)
where \( \epsilon_k \) can be obtained via TB model simulations. Note that the BTE is a semiclassical equation, neglecting quantum interference between particles.

E. Semiclassical approaches: Monte-Carlo

Carrier transport in 2D materials can be also modelled by using a MC statistical method, where electrons or holes are point-like classical particles moving along trajectories determined by elastic and inelastic scattering events \[141, 142\], whose cross sections are assessed via quantum-mechanical approaches. The MC approach may deal with several different possible scattering mechanisms: (i) elastic scattering with atomic nuclei, producing angular deviation of the electron/hole trajectories; (ii) inelastic e-e interaction leading to electron energy loss, secondary electron generation and angular deviation; (iii) electron-phonon interaction, typically introduced in a semi-empirical fashion at fixed energy loss; and (iv) trapping phenomena that end the trajectory (e.g. polaron quasi-particle excitation in insulating materials).

The electron path is generally assumed to be described by a Poisson-like law, so the step length (\( \Delta s \)) between two subsequent collisions is given by:
\[
\Delta s = -l_{\text{tot}} \ln(r),
\]  
(20)
where \( l_{\text{tot}} = \frac{1}{Na} \) is the total mean free path, \( N \) is the atomic number density, and \( r \) is a uniformly distributed random number in the range \([0:1] \).

Elastic scattering is typically described using either the Mott theory \[142, 145\] or first-principles approaches based on the numerical solution of the Dirac-Hartree-Fock (DHF) equation \[146\]. Inelastic scattering is assessed by using the Ritchie dielectric theory \[147\], in which the key issue is the calculation of the momentum dispersion of the energy loss function (ELF) \[146\]. To determine the fate of the electrons in the 2D sample, electron trajectories are finally generated by comparing the probabilities of collisional events in different energy ranges with random numbers \[142\].

Using the MC approach it is possible to simulate the anisotropic features of electron transport in layered materials. An example is the calculation of the plasmonic spectrum in highly oriented pyrolytic graphite (HOPG) \[108\] (see Fig. 3(f)).

The electron-phonon interaction matrix elements, whose square values are directly related to the carrier-phonon scattering rate via Fermi’s golden rule, can be evaluated using a DFT/DFPT framework. Density functional perturbation theory \[148\] (DFPT) is used to obtain the phononic dispersion relations, based on the DFT electronic structure. This approach has been used e.g. to estimate the temperature-dependent intrinsic scattering rates as a function of electron/hole energy in layered semiconductors. For example, such calculations have been used to clarify the reason for the lower carrier mobilities measured in transition metal dichalcogenides (TMDCs), compared to graphene, and the regimes where the mobility is defect-limited \[149\] or phonon-limited \[150\]. However, the multivalley nature of the band structure requires the inclusion of spin-dependent functionals to account for the spin-orbit band splitting, which is strong in TMDs and can affect charge transport, particularly in the valence band. Additionally, many-body approaches beyond DFT should be used for an accurate assessment of the band energies, which can have a severe bandgap underestimation in DFT.

F. Limitations to the applicability of transport approaches for different regimes

The applicability limits of each of the different approaches to charge transport in 2D materials discussed previously are essentially ruled by the comparison of the characteristic size (\( L \)) of the system with the relevant transport length scales, which are related to both the characteristics of the system and the conditions under which it functions \[120\].

In this respect, i) the Fermi wavelength \( \lambda_F \) (e.g. \( \approx 35 – 100 \text{ nm} \) in graphene \[151\]) defines the de Broglie wavelength at which quantum states may interfere; ii) the elastic mean free path \( \lambda_{el} \) determines the mean distance that a particle can travel before the direction of its momentum gets randomized by phase-preserving elastic scattering events; iii) the phase coherent length \( \lambda_{ph} \) (e.g. \( \approx 0.5 \mu\text{m} \) in graphene \[151\]) describes the mean distance between two successive events modifying the phase of the quantum wavefunction; iv) and, finally, the localization length \( \lambda_{loc} \) gives the average spatial extent of quantum states.

The relative magnitude of these characteristic length scales identifies the different transport regimes, which correspond in turn to the different theoretical and computational models described in the previous sections.
Of course, this identification can neither be sharp nor exhaustive, as several modes can coexist simultaneously making this problem extremely complex. The limits and the scope of each transport method and of the relevant formalism will be the subject of this section.

For \( \lambda_F \simeq L \ll \lambda_{\phi}, \lambda_{\text{loc}}, \lambda_{\text{el}} \), the system shows a spectrum of discrete levels. Semiclassical methods, e.g. based on the BTE, successfully describe this regime as one can neglect quantum interference effects or the many-body electron-electron interaction.

For \( \lambda_F, \lambda_{\text{el}}, \lambda_{\phi} \ll L, \lambda_{\text{loc}} \), the system is characterised by a continuum spectrum. As phase coherent mean free path is small compared to system characteristic length, electrons lose their quantum mechanical phase due to a number of inelastic scattering events (electron-electron or electron-phonon scattering) that lead to energy relaxation and, eventually, to decoherence of the wavefunction. With dephasing that occurs at a scale much smaller than the length of the conductor, \( L \gg \lambda_{\phi} \), the Ohm’s law is valid, and the resistance is linear with the sample length.

In this respect, this transport regime can be dealt with semi-classical (or classical) approaches, such as the BTE (or MC).

Within the BTE semi-classical framework, the quantum mechanical treatment deals with the fact that electrons move at a length scale comparable to their wavelength, thus they sense the system periodicity and behave like Bloch waves in the periodic potential of the ion arrangement. Quantum description enters also in the collision integral of the BTE (see Eq. 17) and in the use of the Fermi-Dirac statistics. Of course, the collision integral is an approximate model of the inter-particle correlations. Thus, approaches based on BTE lack time-reversal symmetry in the long time limit as the degrees of freedom related to the correlations are neglected with a loss of information \([120]\). The classical character enters in this approach as the applied field and the electronic motion induced in response to it are treated classically, thus by neglecting the quantum interference effects of the electron-electron and electron-impurity scattering. Thus, the BTE approach works well to describe e.g. the electron/hole transport in weakly disordered conductors.

When \( \lambda_{\text{el}} < \lambda_{\phi}, \lambda_{\text{inel}} \), only a fraction of the scattering events destroys the phase. In this transport regime, the picture is dominated by multiple scattering events that randomize electron momentum and are responsible for electron energy loss, and electrons eventually achieve a steady transport regime by losing memory of their initial conditions. Ohm’s law is applicable with resistance increasing with \( L \) (Ohmic regime). In this regime, classical charge transport MC \([142]\) can be used.

In charge transport MC particles are treated as point-like objects and their motion is described in terms of trajectories. This means that this method is particularly valid for dealing with fast-moving particles, whose the De Broglie wavelength is small with respect to inter-particle distance. In particular, it was demonstrated that the use of the concept of trajectories is questionable below \( 15 \text{ eV} \) \([152]\). Also short range order may lead to diffraction events, where the wave nature of particles emerge, limiting the use of the transport MC method to situations where the scattering is prevailing incoherent. Furthermore, in classical MC calculations the effect of the electron-electron interaction on the trajectories is neglected, and each electron is treated irrespectively of the others. Finally, being a statistical approach, a number of trajectories must be accumulated in order to reduce the noise to signal ratio, which can limit the accuracy. A typical number of trajectories to achieve acceptable accuracy to compare with experimental measurements is in excess of \( 10^6 \).

We point out that the detailed knowledge of the main interactions and energy loss mechanisms that electrons suffer while moving within the target can be a cumbersome task and, indeed, represents an intrinsic computational burden of transport MC modelling. Generally, the calculation of the elastic cross section relies on the self-consistent solution of the Dirac-Hartree-Fock (DHF) equation in order to account for both direct and spin-flip terms upon scattering \([142]\). The numerical solution of the DHF equation for extended systems with heavy atoms is computationally expensive \([146, 153]\). In this respect, one can rely on semi-empirical calculations using the screened Rutherford cross section \([142]\).

On the other hand, the assessment of the electron-electron inelastic cross section can be carried out either by using experimental data, typically available only in the optical limit \([154]\), or via first-principles simulations, such as using time-dependent density functional theory (TDDFT) \([146, 154]\). The latter approach may reckon the dielectric response of materials also at finite momentum transfer to take into account the materials dispersion relation. However, this task can be prohibitively expensive for systems with large unit cells.

The inclusion of other degrees of freedom, such as phonons or polarons, further increases the complexity and negatively affects the computational scaling with system size, unless these interactions are treated semi-empirically \([142]\). Moreover, the inclusion of the exchange-correlation interaction between the primary beam and the target in the interpretation of EELS experiments is problematic \([155]\). Indeed, the electron inelastic mean free path (IMFP) is assessed within the first Born approximation neglecting both relativistic effects and exchange interaction between the primary and the target electrons. In principle, the exchange interaction can be included by means of the Born-Ochkur exchange factor \([156, 157]\). However, this correction only affects the calculated IMFP at low energies of the primary beam (<500 eV) \([156, 157]\).

The burden of performing MC calculations can be substantially lifted off if one uses the continuous slowing down approximation \([142]\), whereby electrons can contin-
nously lose their kinetic energy in their way within the material. However, this picture works only if the statistical fluctuations of the several different energy loss mechanisms that the electrons undergo are not of paramount importance in the description of the observable of interest. For example, the backscattering coefficient is not crucially affected by this strategy to deal with the energy loss, while one must rely on the more accurate energy-struggling approach for simulating the secondary emission of electrons from the material, whereby each of the energy losses occurring along the trajectory must be taken rigorously into account at a significant computational cost [142].

Classical and semiclassical descriptions fail to describe transport regimes where the phase of the electronic wavefunctions, which is delocalized all over the characteristic dimension of the system, is preserved over long distances owing to low scattering rate with magnetic impurities, phonons or electrons. This is the case of systems characterised by high periodicity, and by a low density of impurities or defects. In this regard, the wave nature of charges becomes pivotal and quantum interference effects start to play an important role. In this case, the scattering is coherent and, thus, full quantum mechanical approaches must be used to deal with this regime. In particular, at $\lambda_F \ll L \ll \lambda_{el}, \Lambda_{el}, \Lambda_{loc}$ the sample size is smaller than the elastic mean free path. The resistance is independent of $L$ and only depends on the contacts. The system is in the regime of ballistic transport. Furthermore, for $\lambda_F, \lambda_{el} \ll L \ll \Lambda_{el}, \Lambda_{loc}$ electrons undergo momentum relaxing scattering events while sample lies in a coherent transport regime. Fully quantum-mechanical approaches, such as the Kubo linear response theory, the LB, or the non-equilibrium Green function formalism [158, 159] must be adopted, the choice depending on the real experimental conditions.

In the LB theory, as described in section IV A, the conductance from the left to the right lead is assessed from the quantum scattering theory (thus capturing the quantum effects on the electron transport) using a non-perturbative expansion of the transition operator. The LB formalism is best suited to deal with charge transport in mesoscopic phase-coherent devices with multi-terminal electrical contacts [160–163] even though it can also handle bulk systems [164–166] with the proper choice of self energies. In this regard, it has a direct connection with two-point transport measurements. However, within the Landauer formalism, typically the external leads do not interact dynamically with the sample [120]. Unfortunately, this specific physical assumption may not be fulfilled in real experimental conditions as it means that the system is required to evolve into an incoherent set of independent scattering channels in thermal equilibrium rather than being a real open system interacting with its environment. Indeed, it requires the existence of well defined asymptotic conducting channels. Furthermore, in the LB approach the current is stationary at any time, which means that dissipation and thermalization of electrons takes place in other parts of the circuit. This assumption causes a loss of information related to the dynamical part of the current density, which is present in real devices. Also, the tripartition of the system in the junction and leads is somehow arbitrary and typically dictated by the computational tractability of the problem. In fact, a major limit of the Landauer formalism arises when one deals with arbitrary geometry.

To overcome these limitations, one can resort to the Kubo approach. This method works under the assumption that the system where the current flows is in global equilibrium, while small perturbations, which in the case of charge transport simulations are electric fields applied sufficiently slowly to the sample, allow one to keep only the linear terms in the electromagnetic vector potential expansion of the many-body Hamiltonian. In other words, the response of the system is expressed in terms of its equilibrium properties. This assumption, which is based on the fluctuation-dissipation theorem, limits the use of Kubo formalism to non-equilibrium states close to equilibrium. Furthermore, within the Kubo approach to charge transport the time evolution of the system is assumed to be faster than that induced by the external bath (“adiabatic approximation”) [120]. Thus, Kubo formalism is hardly applied to describe the long time or d.c. limit (frequency $\omega \to 0$), where the presence of the bath may drive the system towards equilibrium, thus invalidating one the most basic assumption of this approach. The Kubo formula can be used to extract transport coefficients in the presence of many-body interactions [167–169].

The Kubo and the LB approaches can be reconciled and are actually equivalent in some given conditions, most notably if the quantum transmission at the system/electrode interface is perfect. However, the Kubo approach is better suited to investigate the transport properties of disordered materials, such as those with vacancies and magnetic impurities, characterized by localization phenomena in the low-temperature limit [170]. In this respect, we point out that while in the delocalized regime ($L \ll \lambda_{loc}$) the individual electronic states spread from one contact to the other and coherent transport of electrons is achieved, for $\lambda_F, \lambda_{el}, \lambda_{loc} \ll L \ll \lambda_{el}$ constructive interference can lead to the localization of electrons in closed scattering loops, resulting in a drop of the conductivity. This regime, where coherent transport within a single state is exponentially suppressed, typically induced by the presence of disorder (disorder-induced Anderson localization regime [171]), results in strong localization of the electric charge. In this regime conductance can only originate from thermally activated hopping between electronic levels.

In the LB approach the calculation of the transmission function relies on the assessment of the Green’s functions of the full system, whose calculation needs cubic-scaling matrix inversion techniques that make the LB formalism computationally prohibitive for large and disordered 2D
and 3D systems. At variance, a few tailored effective linear scaling quantum transport numerical methods have been developed specifically in the context of the Kubo formalism \cite{172} and attain their full capabilities within this framework. This computational scaling advantage explains the reason behind the application of Kubo for studying transport in disordered materials, including 3D metals and 2D Dirac semimetals.

Finally, a fundamental limitation is represented by the computational cost for a given accuracy. In low-dimensional materials, where localization effects are more pronounced, an accurate treatment of quantum coherence on electronic transport is crucial \cite{173}. Some of the most interesting effects in conductivity are caused by the electron-electron interaction and cannot be described by perturbative methods. One prominent example is the Kondo effect that is typically observed in metals \cite{174} but has also been found in CNTs \cite{175}, another one being the physics of the Luttinger liquid \cite{176}. To lower the computational load, Coulomb interaction between electrons can be captured occasionally by a mean field approximation, and decoherence can to some degree be mimicked by non-Hermitean terms in the Hamiltonian. However, for an accurate treatment of the many-body interaction one must rely on more sophisticated many-body approaches. We also notice that although both LB and Kubo are fully quantum mechanical formalisms, they reproduce the semiclassical BTE to leading order in $\lambda_F/\lambda_{dd}$ for completely incoherent systems, where quantum interference between individual states can be neglected.

V. MECHANICAL PROPERTIES

While the optical, electrical, and transport properties of 2D materials are extensively investigated for their potential application in microelectronics, many of the current commercial applications of 2D materials rely on their mechanical strength. In addition, 2D materials are also expected to play a pivotal role in flexible electronics \cite{177}, and therefore their mechanical properties are of major interest. Theoretical approaches for studying mechanical properties can be categorised into three classes: (1) continuum mechanics (CM), e.g. based on finite elements (FEM) methods, and peridynamics \cite{178}; (2) atomistic simulation based on classical molecular dynamics (MD); (3) ab-initio simulations based on DFT or TB.

DFT yields accurate elastic constants, especially those corresponding to in-plane deformations, as covalent bond energies are quantitatively more accurate than vdW energies. DFT is typically applied to defect-free materials with a limited number of atoms in the unit cell, lower than 100. The elastic constants can be calculated from the total energy at 0 K, for selected deformations. For example, Fig. 3(g) illustrates the simulation, using DFT, of the stress-strain characteristics of several 2D carbon allotropes with density lower than graphene \cite{193}.

Nevertheless, the mechanical properties of real materials are often dominated by defects, such as dislocations, and vary considerably from those of the perfect crystals. Thus, models at larger scale are needed. One alternative is represented by semi-empirical TB simulations \cite{179}, which were for example used to simulate armors based on carbon or hybrid layers \cite{178}. In that study, a size-scale transition from the nano- to the microscale in the impact behaviour was found by adopting a multiscale approach based on FEM and CM models.

For larger computational systems, in a space-time scale of $\approx 1\mu m$ and $\approx 1$ ns, classical MD simulations are mainly used. In classical MD simulation, electrons are not explicitly included in the equation of motion, and the interatomic potentials between atoms in the systems are pre-calculated and tabulated for several bond orders and lengths, and typically modelled by two-body or reactive semi-empirical force-fields \cite{180}, such as condensed-phase optimized molecular potentials (COMPASS) \cite{181}, reactive empirical bond order (REBO) potentials \cite{182}, or adaptive intermolecular reactive empirical bond order (AIREBO) potentials \cite{183}. These proved effective in the analysis of the mechanical behaviors of several carbon-based 2D materials, e.g. strained graphene \cite{184,185}, and carbon-based foams \cite{190,191}. However, parameterized potentials are not readily available for all element combinations and types of bonding, and substantial effort may be required to set up and test a classical simulation for a new material. Today, machine learning, trained on DFT data, is also used to generate these empirical potentials \cite{192}.

A. Limitations

Mechanical simulations of phenomena that involve processes at multiple length or time scales are still a challenge. The error introduced by combining different multiphysics approaches (eg. DFT and classical potentials) is difficult to minimize and to estimate. For this reason, material modeling problems at mesoscopic or microscopic length scales (eg. graphene fiber aggregation) and that at the same time involve large deformations, phase transitions, hysteresis, or the combination of mechanical deformation with chemical and electronic phenomena are also amongst the most technically challenging.

VI. FERROELECTRIC PROPERTIES

Ferroelectric materials have a spontaneous electric polarization that can be reversibly switched by application of an external electric field. First principles calculations based on density functional theory have been used to predict the existence of ferroelectric phases for 2D materials \cite{186,195}, where phenomenological theory has limited application due to its continuous description. Contrary to the previous belief that ferroelectricity vanishes for thin films \cite{196}, ferroelectric monolayer mate-
rials have been realised experimentally \cite{197,198}, even in cases where the bulk is not ferroelectric \cite{199}. This is the case of HfO$_2$, which exhibits an out-of-plane polarisation at room temperature in thin films \cite{199}. Due to the unusual spacing between dipoles, the domain wall formation energy is nearly vanishing and the coherent electric field is very high. Other ferroelectrics such as group-IV monochalcogenides with SnS structure are centrosymmetric in bulk or for systems with even number of layers, but polar for an odd number of layers \cite{193,194,200}. Exceeding the expectations from theoretical predictions, ferroelectricity was experimentally found both for SnS thin films with odd and even number of layers \cite{197}.

Essential steps in the prediction of ferroelectric phases are (1) determining the existence of a crystal phase with spontaneous polarisation, and (2) quantifying the coercive electric field, or alternatively the energy, necessary to switch the direction of polarisation.

The appearance of a spontaneous polarization during a ferroelectric phase transition is a consequence of a structural change from a non-polar to a polar symmetry (usually upon cooling). Using DFT calculations, it is possible to verify that the symmetry of the low-energy structure is polar, and to search a centrosymmetric structure into which the polar structure can be transformed by a continuous change of an order parameter. As for the choice of the order parameter, the polarization is usually adopted \cite{201} in the Landau description \cite{202}. Another option in some cases \cite{201} is to use the soft phonon-mode displacement. The soft phonon can be determined by calculating the phonons of the centrosymmetric structure. The energy barrier associated with the polarisation switching can be obtained using the nudged elastic band method \cite{203}, and the respective coercive field by relaxation under an application of an electric field.

For ferroelectrics with polarization change perpendicular to the layer, such as few-layer HfO$_2$ \cite{199} or monolayer PbS \cite{204}, the electric field can be trivially included in the DFT calculation by choosing an external potential that is commensurate with the periodic boundary conditions (if there are any), such as a sawtooth potential. In-plane electric fields can be introduced in supercell DFT calculations by employing a perturbative approach \cite{205,206} in combination with the modern theory of polarization \cite{207}.

The polarization is given by

$$\mathbf{P} = \frac{1}{V} \sum_i q_i \mathbf{R}_i$$

(21)

$$+ \frac{2ie}{(2\pi)^3} \sum_{n \in \text{occ}} \int_{\text{BZ}} d^3k (\Psi_{nk}^* \frac{\partial \Psi_{nk}}{\partial \mathbf{k}}),$$

(22)

where $q_i$ is the ionic charge including the core electrons, $R_i$ is the position of ions, $V$ is the unit cell volume, $e$ is the elementary charge, and $\Psi_{nk}$ are the periodic electronic wavefunctions of the occupied states (the Kohn-Sham states). The first term is the ionic contribution. Note that this is not a well defined quantity for an infinite crystal as it depends on how the unit cell is chosen, and therefore the change of polarisation needs to be calculated \cite{208,209}. The second term is the electronic contribution which can be calculated from the Berry phase \cite{207}. A modified Berry phase calculation is needed to evaluate the polarization of ferroelectric metals \cite{210}.

A. Limitations

Ferroelectricity depends mostly on ground-state properties that are well described within DFT. However, some structures may suffer of particular shortcomings, such as group-IV chalcogenides, for which the calculated lattice parameters and relative energies vary greatly with the functional chosen \cite{211}. Finally, the determination of phase transition temperatures remains a challenge for ferroelectrics and other phase transitions alike.

VII. MAGNETIC PROPERTIES

Despite the previous belief, based on an overgeneralisation of the M-W theorem \cite{212,213}, that ferromagnetic or antiferromagnetic order in 2D materials would be impossible above 0 K, 2D ferromagnetic materials have also been predicted theoretically and synthetised experimentally \cite{214}.

Examples of 2D magnetic vdW heterostructure materials are CrI$_3$, CrCl$_3$, Fe$_3$Ge$_2$Te$_2$, VS$_2$, VI$_3$, Cr$_2$Ge$_2$Te$_6$ and FePS$_3$ \cite{215,224} and many others have been predicted theoretically \cite{214,225}. Moreover, many of these systems show different magnetic phases depending on the number of the layers, generating widely interest for possible technological applications. Prediction of ferromagnetic and anti-ferromagnetic phases often relies on spin-polarized DFT (see section I), which can be used to calculate the spin magnetization and the magnetic energy, the difference in energy between the non-spin-polarized and ferromagnetic ground states. However, it must be noted that many density functionals favor magnetic states \cite{226}. DFT has also been used to predict itinerant magnetism in doped 2D semiconductors \cite{227,228}.

Non-collinear magnetic states however, require employing a formulation of DFT for vector spins \cite{229}. Spin-orbit interactions, essential to account for magnetic anisotropy, can be obtained using a relativistic DFT formalism \cite{230,232}.

Prediction of phase transitions involving magnetic ordering is often described using an Ising model, if spins are oriented along the out-of-plane direction, or using a Heisenberg model for arbitrary spin orientations. CrI$_3$ can be approximately described using a 2D Ising model \cite{215}. However, to describe the magnetic anisotropy it is necessary to consider spin canting. This can be accomplished by using effective spin models based on the Heisenberg model with additional terms \cite{233} including the Dzyaloshinski-Moriya term or antisymmetric
exchange $\vec{D}_{ij} \cdot (\vec{S}_i \times \vec{S}_j)$ \cite{234}. The Dzyaloshinskii-Moriya interaction favours spin-canting and often plays an important role in stabilizing skyrmions.

Magnon bands can be simulated, for example, by using many magnetic configurations, or using a classical Heisenberg model with magnetic interaction parameters obtained from DFT \cite{232, 235, 236}. In a recent article \cite{237}, a TD-DFT study of bulk CrI$_3$ has shown a gap opening of 1.8 meV in the absence of spin-orbit coupling, due to electron correlation effects. Also ab initio BSE with spin-orbit coupling (sec. \textbf{III B}) can be performed to calculate the absorption spectrum and the magnon dispersion in 2D CrI$_3$ \cite{238}. In these results, spin orbit coupling induces a gap between the acoustic and optical magnon branch of 0.3 meV, indicating possible DM interactions.

A. Limitations

Magnetism is one of the manifestations of electron-electron interaction, which is one of the hardest terms to estimate within DFT (see section \textbf{II}). The emergence of magnetism in correlated electron phases can be treated for example using the DMFT formalism (section \textbf{II G}).

Nevertheless, band theory is still often used to predict the conditions under which magnetic states are expected to appear, due to the lack of an alternative formalism departing from the non-interacting picture but at the same time conceptually simple. Take, for example, the emergence of magnetism on twisted graphene systems at fractional filling \cite{239, 240}: the concept that when graphene is stacked at a small twist angle, the resulting bands near the Fermi level become flat is essential to understanding why electron-electron interactions are strongly enhanced, but insufficient to predict the resulting interacting state.

Predicting the thermodynamic stability of magnetic states, competing highly correlated phases and superconductivity in 2D materials remains an open challenge from the point of view of both fundamental theory and numerical modelling. Shape and magnetocrystalline anisotropies, which play an important role in breaking the validity conditions of the Mermin–Wagner theorem and in stabilizing magnetic order, are of the scale of $\mu$eV \cite{235}. This small energy scale, together with the large associated length scale, make it challenging to compute magnetism in 2D materials.

VIII. OUTLOOK

The revolutionary advances that 2D materials have known over the last ten years have been greatly supported by computational modelling. Conversely, the development of computational methods is often driven by the need to explain new experimental results. A major motivation that drives experimental and theoretical efforts is to find new materials and devices able to achieve superior information density and higher energy efficiency with respect to conventional electronics, or to support flexible electronics. In parallel however, 2D materials investigations have been driven by the possibility of studying new physical phenomena. This in turn brings new questions to be answered by theoretical and computational means.

First-principles approaches able to treat electronic excitations, based on TD-BSE and TD-DFT, demonstrated their potential to interpret experimental outcomes. Nevertheless, \textit{ab-initio} TD-BSE is computationally expensive and TD-DFT suffers from a kernel that does not take into account accurately the excitonic effects. In this regard, the computational development is focusing on numerical approaches that are able to accelerate the calculations.

Further methodological advances are also desirable in the computational treatment of the excitonic phenomena that have no counterpart in 3D. This is mainly due to the lack of dielectric screening outside the plane which stabilises excitons, trions, biexcitons, etc. Additionally, in vdW structures, the possibility of forming quasi-particles localised in different layers, such as interlayer excitons, opens up intriguing possibilities. For example, in heterostructures with layers stacked at a finite twist-angle, leading to moiré superlattices, it is possible to choose both the momentum displacement between the electron and hole bands and the confining potential. The computational description of the resulting moiré excitons, including new selection rules \cite{241, 242} and trapped/delocalised phases \cite{243}, is an extremely active area of research.

The \textit{ab-initio} description of exciton-phonon polaron QPs, characterised by Coulomb correlations renormalized by lattice dynamics via polaronic effects, is still in its infancy. In particular, to achieve a complete theoretical treatment to predict the full excitonic dispersion in 2D materials is a complex challenge, as one would need to include in one unified framework several microscopic ingredients, such as spin–orbit coupling, exchange interactions, many-body correlations, and polaronic effects. Non-equilibrium exciton dynamics and its effects in the optical and electronic properties of 2D materials, such as the carrier-density dependent optical spectra, are very challenging for first principles calculations but can be tackled using density matrix theory \cite{101, 103, 244}.

Computational modelling is still hampered by the widespread use of basis sets adopting 3D periodic boundary conditions, which are not naturally adapted to 2D systems. This approach leads to an unnecessary computational expenditure and, specially in GW, to reduced accuracy. Furthermore, pristine 2D materials are unstable against the creation of flexural phonons and magnons (for infinite ferromagnetic systems), as a result of the Mermin-Wagner-Hohenberg theorem. It is not surprising that these collective excitations are still challenging to model in 2D, owing to the difficulty in accounting for substrate dampening effects, or the numerical instability resulting from the lack of dampening in free layers.
For example, the description of effects induced by correlation in confined systems remains a challenge, owing to the difficulty in describing both the stronger electron-electron interaction and the decreased screening of external electromagnetic fields (compared to 3D). Twisted (moiré) multilayers, as well as other 2D systems, such as FeSe monolayers, have recently revealed the emergence of many interesting electronic phases, including orbital magnetism, superconductivity, or quantised anomalous Hall effect. Despite recent developments, an adequate computational modelling of highly correlated electronic phases in 2D materials is still lacking, particularly in presence of external magnetic fields, such as those routinely applied to probe these phases in experiments.

Ferromagnetic systems are also an emerging area within 2D materials research. Although there is at present no doubt that 2D ferromagnetic materials are stable, there is still lack of information on the role of boundary conditions, substrate, etc. in stabilising magnetism. Similar remarks apply to 2D ferroelectrics: for example, it is not completely understood the critical thickness dependence of ferroelectric polarization, as well as the relevant experimental conditions. Since ferromagnetism and ferroelectricity are very dependent on defects and boundary conditions, we believe that computational studies will be paramount to unravel these questions. Other important emerging areas that we must mention are related to the modelling of magnetic topological excitations, such as skyrmions.

We point out also the need for developing computational methods to calculate macroscopic observables that are scalable and computationally effective in terms of memory requirements and CPU usage, notably for modelling realistic systems. There is still ample room for development of first-principles based multiscale approaches to calculate macroscopic observables and to link the properties of 2D materials to the measurable electrical response of real devices, such as carrier mobilities, thermal conductivity, ionic conductivity, spin lifetime, etc. While computer simulations and experimental measurements have quantified the intrinsic carrier mobility of quite a few 2D materials, its assessment in presence of substrates and external fields, at real-scale geometries, is still challenging for computer simulations. Furthermore, as the size of devices is decreasing to the limit where quantum effects play a crucial role, the computational modelling of transport properties of 2D materials, which are at the heart of the modern quantum revolution, must treat accurately the physics of coherent transport also incorporating electron-electron interaction into the simulation.

Additionally, many systems of technological interest are not crystalline but amorphous (such as graphene oxide), or are molecular 2D layers (such as 2D water).

Finally, emerging areas of computational research in 2D materials modelling aim to machine learning models and inverse design. Machine learning is being used e.g. to revolutionise the fitting of classical inter-atomic potentials or other approximate models by replacing the considerable human effort with an artificial neural network. This may change classical modelling approaches and make them promptly available in the area of application.
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