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Abstract We consider the discrete Allen–Cahn equation with cubic and quintic nonlinearity on the Lieb lattice. We study localized nonlinear solutions of the system that have linear multistability and hysteresis in their bifurcation diagram. In this work, we investigate the system's homoclinic snaking, i.e., snaking-like structure of the bifurcation diagram, particularly the effect of the lattice type. Numerical continuation using a pseudo-arclength method is used to obtain localized solutions along the bifurcation diagram. We then develop

Rudy Kusdiantara
Industrial and Financial Mathematics Research Group, Faculty of Mathematics and Natural Sciences, Institut Teknologi Bandung, Jl. Ganesha No. 10, Bandung, 40132, Indonesia
Centre of Mathematical Modelling and Simulation, Institut Teknologi Bandung, 1st Floor, Labtek III, Jl. Ganesha No. 10, Bandung, 40132, Indonesia
E-mail: rudy@math.itb.ac.id

Fiki T. Akbar
Theoretical High Energy Physics Research Division, Faculty of Mathematics and Natural Sciences, Institut Teknologi Bandung, Jl. Ganesha No. 10, Bandung, 40132, Indonesia
E-mail: ftakbar@fi.itb.ac.id

Nuning Nuraini
Industrial and Financial Mathematics Research Group, Faculty of Mathematics and Natural Sciences, Institut Teknologi Bandung, Jl. Ganesha No. 10, Bandung, 40132, Indonesia
Centre of Mathematical Modelling and Simulation, Institut Teknologi Bandung, 1st Floor, Labtek III, Jl. Ganesha No. 10, Bandung, 40132, Indonesia
E-mail: nuning@math.itb.ac.id

Bobby E. Gunara
Theoretical High Energy Physics Research Division, Faculty of Mathematics and Natural Sciences, Institut Teknologi Bandung, Jl. Ganesha No. 10, Bandung, 40132, Indonesia
E-mail: bobby@fi.itb.ac.id

Hadi Susanto
Department of Mathematics, College of Arts and Sciences, Khalifa University, PO Box 127788, Abu Dhabi, United Arab Emirates
E-mail: hadi.susanto@ku.ac.ae
an active-cell approximation to classify the type of solution at the turning points, which gives good agreement with the numerical results when the sites are weakly coupled. Time-dynamics of localized solutions inside and outside the pinning region is also discussed.
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1 Introduction

There has been a great interest in the study of homoclinic snaking [73], which is a snaking-like structure in the bifurcation diagram of spatially localized solutions, e.g., homoclinic orbits, that appears in pattern formations in nonlinear systems. The Swift-Hohenberg equation with cubic and quintic nonlinearity is the basic model for pattern formation and the commonly studied equation for homoclinic snaking [12,13,11,39,45,37,69,58], which also has been studied previously as a model in, e.g., cellular buckling [32], neuronal model [41,1], and optical systems [29,76,75,74]. Homoclinic snaking has also been observed in different experiments, e.g., in semiconductor optical systems [2], liquid crystals [6,30,7], optical cavities [67], magnetic fluids [46], and shell bucklings [64]. It is caused by the fronts that are locked to the pattern and causes a pinning effect [54,5], resulting in a finite regime of bifurcation parameter where multiple localized solutions can co-exist. Homoclinic snaking also appears in models for vegetation patterns [18], Schnakenberg system [24], and Couillet flow [56].

Homoclinic snaking in higher dimensional systems has been studied as well in [47,68,1,63]. By using the Swift-Hohenberg equation, several numerical studies show appealing solutions, such as localized spots and hexagon patches, fronts or stripes [47,21,38,31,55,66,70], and localized radial solutions [49,44]. Snaking may also be associate with various superpatterns and convections in three-dimensional doubly diffusive convection that have been studied in [3,4] and [25,35], respectively.

Note that while the aforementioned references reported homoclinic snaking in spatially continuous systems, the snaking is also observed in discrete systems, such as in bistable nonlinear Schrödinger lattices [14,16,17], optical cavity solitons [76,75], and in small-world networks [50]. If in the continuous case the snaking is due to front locking mediated by spatially periodic solutions, in the discrete systems it is due to the imposed lattice, i.e., a discreteness-induced effective potential on the front dynamics, which is characterized by the overlap of the attractive interaction of fronts and the Peierls-Nabarro potential [10]. Further discussion about discreteness effect that generates a set of bound states also have been studied by Egorov et al. [27] and Clerc et al. [19,20]. The pinning region in the discrete case was first approximated analytically by Matthews and Susanto [48] and Dean et al. [23].
Some of the present authors have also studied snaking in higher-dimensional discrete systems [40] where details of the bifurcation diagram are rather more involved (see also [9, 65]). The complexity and width of the snaking diagrams depend on the number of “patch interfaces” admitted by the lattice patterns. While in our previous work [40], we considered square, honeycomb, and triangular lattices, in here we study a two-dimensional discrete Allen–Cahn equation with cubic and quintic nonlinearity in the Lieb lattice.

The particular lattice is studied because of its physical wide interests and applications, such as in the design of organic spintronic devices [22] and quantum materials with tailored properties [26]. Two-dimensional materials with a Lieb lattice host exotic electronic band structures, which comes from Hubbard model where the ground state has zero spin angular momentum [43]. In nature, Lieb lattice does not exist, and it is difficult to obtain experimentally due to its structural instability [28]. Even though Lieb lattice is mostly studied theoretically, such as in the Heisenberg model for impurity-tuning of phase transition [42], a metal-based lattice for photonic zero-energy modes [15], and magnetic materials [22, 52], it has also been studied experimentally using, e.g., a tin overlayer [28], synthesized metal–organic framework [33, 34], polariton quantum fluids [57], micropillars [72], an array of carbon monoxide molecules [59], optical waveguide arrays [51], and Bose-Einstein condensate [53]. In the present paper, we are interested in the effect of such an exotic lattice to homoclinic snaking in the bistable Allen-Cahn equation. Even though the discrete nonlinear Schrödinger equation is a more natural playground to study the lattice from the physical point of view, we chose the Allen-Cahn equation for its simplicity, i.e., it is real-valued, yet it shares the same standing wave (time-independent) solutions with the Schrödinger counterpart. The cubic-quintic nonlinearity is also physically relevant as it is quite generic experimentally in optical systems, see, e.g., [60, 8, 77] for the experimental observation of optical nonlinearities that may be fitted by a combination of self-focusing cubic and self-defocusing quintic terms.

As the main result of the present work, we classify all types of saddle-node bifurcations that form the boundaries of the pinning regions, characterised by the number of ‘fronts’ exhibited by the discrete patterns. We also develop analytical approximations of the localized nonlinear solutions and their linear stability. When unstable, we analyze their time-dynamics as well as the dynamics of the system inside and outside the pinning region. In addition to its exotic electronic band structures, we find that the Lieb lattice yields complicated structure in the snaking structures, such as many ‘switchbacks’. Nonetheless, we observe that we can approximate the first turning point in the bifurcation diagram using our analysis, which previously failed for square, honeycomb, and triangular lattices [40].

The paper is outlined as follows. The discrete Allen-Cahn equation and the stability of the uniform solutions are discussed in Sec. 2. We analyze site and bond-centred localized solutions and their snaking in Sec. 3. Section 4 discusses saddle-node bifurcations and their approximation. The critical eigenvalue approximation is also discussed in the section where good agreement is
obtained. Time-dynamics of localized solutions about the pinning region is discussed in Sec. 5. Conclusions are in Sec. 6.

2 Mathematical model and uniform solution

In this study, we consider the discrete Allen-Cahn equation with cubic-quintic nonlinearity, which has linear bistability in the background states [12,13,63,39,40,16], i.e.,

\[
\frac{du_{m,n}}{dt} = -\mu u_{m,n} + 2u_{m,n}^3 - u_{m,n}^5 + c\Delta u_{m,n}
\]  

(1)

where \(\mu\) is a real-valued bifurcation parameter, \(c\) is the coupling strength of the nearest-cell, \(\Delta\) is discrete Laplacian operator for Lieb lattice on the two-dimensional (2D) integer lattice \(\mathbb{Z}^2\), and \(u_{m,n}\) is a real-valued stationary field defined on 2D integer lattice. Defining \(u_{m,n}\) and \(\Delta u_{m,n}\) as

\[
u_{m,n} = \begin{pmatrix} A_{m,n} \\ B_{m,n} \\ C_{m,n} \end{pmatrix}
\]  

and

\[
\Delta u_{m,n} = \begin{pmatrix} \Delta A_{m,n} \\ \Delta B_{m,n} \\ \Delta C_{m,n} \end{pmatrix} = \begin{pmatrix} B_{m,n} + B_{m-1,n} + C_{m,n} + C_{m,n-1} - 4A_{m,n} \\ A_{m,n} + A_{m+1,n} - 2B_{m,n} \\ A_{m,n} + A_{m,n+1} - 2C_{m,n} \end{pmatrix},
\]

(2)

we can re-write Eq. (1) into

\[
\frac{dA_{m,n}}{dt} = -\mu A_{m,n} + 2A_{m,n}^3 - A_{m,n}^5 + c \left( B_{m,n} + B_{m-1,n} + C_{m,n} + C_{m,n-1} - 4A_{m,n} \right)
\]

\[
-4A_{m,n} = \frac{\partial H}{\partial A_{m,n}},
\]

\[
\frac{dB_{m,n}}{dt} = -\mu B_{m,n} + 2B_{m,n}^3 - B_{m,n}^5 + c \left( A_{m,n} + A_{m+1,n} - 2B_{m,n} \right) = \frac{\partial H}{\partial B_{m,n}},
\]

\[
\frac{dC_{m,n}}{dt} = -\mu C_{m,n} + 2C_{m,n}^3 - C_{m,n}^5 + c \left( A_{m,n} + A_{m,n+1} - 2C_{m,n} \right) = \frac{\partial H}{\partial C_{m,n}},
\]

(3)

where

\[
\mathcal{H}(A_{m,n},B_{m,n},C_{m,n}) = \sum_{m,n} \left( \frac{\mu}{2} (A_{m,n}^2 + B_{m,n}^2 + C_{m,n}^2) - \frac{1}{2} (A_{m,n}^4 + B_{m,n}^4 + C_{m,n}^4) \right) + \frac{1}{6} (A_{m,n}^6 + B_{m,n}^6 + C_{m,n}^6) + \frac{c}{2} \left( (B_{m-1,n} - A_{m,n})^2 + (B_{m-1,n} - C_{m,n})^2 \right) + \frac{1}{2} \left( (B_{m-n} - C_{m,n})^2 + (A_{m,n} - C_{m,n})^2 \right).
\]

(4)

is the energy of the system (1). A sketch of the field location on the Lieb structure is given in Fig. 1. It can then be shown using (3) that

\[
-\frac{d\mathcal{H}}{dt} = \left( \frac{dA_{m,n}}{dt} \right)^2 + \left( \frac{dB_{m,n}}{dt} \right)^2 + \left( \frac{dC_{m,n}}{dt} \right)^2 \geq 0.
\]

(5)
Hence, every solution of (3) flows down along a gradient of the energy (4) towards a local minimum that corresponds to a stable time-independent solution. Therefore, oscillatory dynamics is not possible.

In particular, we study the time-independent solution of Eq (1), i.e.,

$$-\mu u_{m,n} + 2u^3_{m,n} - u^5_{m,n} + c\Delta u_{m,n} = 0.$$  

(6)

To determine the linear stability of a solution $\tilde{u}_{m,n} = \begin{pmatrix} \tilde{A}_{m,n} \\ \tilde{B}_{m,n} \\ \tilde{C}_{m,n} \end{pmatrix}$, we write

$$\begin{pmatrix} A_{m,n} \\ B_{m,n} \\ C_{m,n} \end{pmatrix} = \begin{pmatrix} \tilde{A}_{m,n} \\ \tilde{B}_{m,n} \\ \tilde{C}_{m,n} \end{pmatrix} + \begin{pmatrix} \hat{A}_{m,n} \\ \hat{B}_{m,n} \\ \hat{C}_{m,n} \end{pmatrix} \epsilon e^{\lambda t}.$$  

(7)

By substituting (7) in (1) and linearizing about $\epsilon = 0$, we obtain the linear equation

$$\lambda \begin{pmatrix} \hat{A}_{m,n} \\ \hat{B}_{m,n} \\ \hat{C}_{m,n} \end{pmatrix} = \mathcal{L} \begin{pmatrix} \hat{A}_{m,n} \\ \hat{B}_{m,n} \\ \hat{C}_{m,n} \end{pmatrix},$$  

(8)
Fig. 2: Uniform solution $U_s$ of the discrete Allen-Cahn equation as a function of $\mu$. The blue thick and red thin lines indicate stable and unstable solutions, respectively.

where

$$L = \begin{pmatrix} \gamma(\mu, \tilde{A}_{m,n}) & 0 & 0 \\ 0 & \gamma(\mu, \tilde{B}_{m,n}) & 0 \\ 0 & 0 & \gamma(\mu, \tilde{C}_{m,n}) \end{pmatrix} + c\Delta, \tag{9}$$

and

$$\gamma(\mu, X) = -\mu + 6X^2 - 5X^4.$$

A solution is said to be linearly stable when all $\lambda \leq 0$ and unstable when $\exists \lambda > 0$.

Generally, the 2D discrete Allen-Cahn equation (1) exhibits the same uniform solutions as those in other structures that have been studied in [63,40], which are given by

$$-\mu U_s + 2U_s^3 - U_s^5 = 0. \tag{10}$$

It can be solved to yield

$$U_0 = 0 \quad \text{and} \quad U_{1,2}^2 = 1 \pm \sqrt{1 - \mu}. \tag{11}$$

We plot the uniform solutions for varying $\mu$ in Fig. 2. Herein, we define $U_1 = \pm \sqrt{1 + \sqrt{1 - \mu}}$ as the “upper”, $U_2 = \pm \sqrt{1 - \sqrt{1 - \mu}}$ as the “lower”, and $U_0 = 0$ as the “background” states.

To determine the linear stability of the uniform solutions $\tilde{u}_{m,n}$, i.e., $\tilde{A}_{m,n} = \tilde{B}_{m,n} = \tilde{C}_{m,n} = U_s$, where $s = 0, 1, 2$, one has

$$\tilde{u}_{m,n} = \exp(i(\langle \tilde{a}_1^2, k \rangle m + \langle \tilde{a}_2^2, k \rangle n)), \tag{12}$$
Fig. 3: The dispersion relation of Lieb lattice for zero solution at $\mu = 0$ and $c = 0.05$. Note the presence of a flat band, which is a special characteristic of the lattice.

where $\mathbf{k} = \left(\begin{array}{c} k_x \\ k_y \end{array}\right)$ is the wave number of perturbations in the $n$ and $m$ directions and $\vec{a}_1 = \left(\begin{array}{c} 1 \\ 0 \end{array}\right)$ and $\vec{a}_2 = \left(\begin{array}{c} 0 \\ 1 \end{array}\right)$ are orthonormal basis in $\mathbb{R}^2$ as shown in Fig. 1. So, the perturbation ansatz would be

\begin{align*}
A_{m,n} &= U_s + \epsilon e^{\lambda t} \hat{A}_{m,n}, \\
B_{m,n} &= U_s + \epsilon e^{\lambda t} \hat{B}_{m,n}, \\
C_{m,n} &= U_s + \epsilon e^{\lambda t} \hat{C}_{m,n}.
\end{align*}

(13)

By substituting (13) into (3) and linearizing about $\epsilon = 0$, we obtain the linear equation

\begin{align*}
\lambda \begin{pmatrix} \hat{A}_{m,n} \\ \hat{B}_{m,n} \\ \hat{C}_{m,n} \end{pmatrix} &= \mathcal{M} \begin{pmatrix} \hat{A}_{m,n} \\ \hat{B}_{m,n} \\ \hat{C}_{m,n} \end{pmatrix},
\end{align*}

(14)

where

\begin{align*}
\mathcal{M} &= \begin{pmatrix} 
\gamma (\mu, U_s) - 4c & e (1 + e^{-ik_x}) & e (1 + e^{-ik_y}) \\
0 & \gamma (\mu, U_s) - 2c & 0 \\
e (1 + e^{ik_x}) & 0 & \gamma (\mu, U_s) - 2c
\end{pmatrix}.
\end{align*}

(15)

Hence, we have the dispersion relation of the Lieb lattice, i.e.,

\begin{align*}
\lambda_1 &= -2c + \gamma (\mu, U_s), \\
\lambda_{2,3} (k_x, k_y) &= -3c + \gamma (\mu, U_s) \pm c \sqrt{5 + 2 (\cos (k_x) + \cos (k_y))}.
\end{align*}

(16)

The points $\mu_0 = 0$ and $\mu_1 = 1$ in Fig. 2 denote the stability change of $U_s$. They correspond to a condition when the maximum of the dispersion relation (16) touches the $k_x$, $k_y$ plane, which is attained at $k_x = 2\eta_1 \pi$, $k_y = 2\eta_2 \pi$, $\eta_1, \eta_2 \in \mathbb{Z}$. One can note that we have the bistability interval $\mu \in [\mu_1, \mu_0]$ for the
uniform solutions, see Fig. 2. Furthermore, the bifurcation diagram and the stability of the uniform solution in Fig. 2 are the same as those in the one-dimensional model [63, 16]. Figure 3 shows that the dispersion relation has a flat band, i.e., $\lambda_1$. This special band structure can bring various exotic electronic properties, see, e.g., [36, 62, 71].

3 Localized solutions and snaking

The discrete Allen-Cahn equation (1) admits localized solutions that bifurcate from the zero solution $U_0$ at point $\mu_0$. We are particularly interested in fundamental localized solutions, i.e., site-centred and bond-centred solutions, which are the counter-part of onsite and intersite solutions in the regular one-dimensional lattice case. They are formed by two bistable states from the uniform solutions, i.e., the non-zero solution $U_1$ as the “upper” state and the zero solution $U_0$ as the “background” state.

In our current work, site-centred state is a solution profile with odd number excited sites (when $A_{m,n}$ is non-zero) as shown in Fig. 4a. On the other hand, bond-centred state is a solution where the excited sites bond with other sites and form the simplest polygon. Examples of bond-centred solutions are shown in Fig. 4b. Herein, we use $20 \times 20$ lattice domain and periodic boundary conditions for the computational domain.

By using site-centred and bond-centred solutions in Fig. 4 as initial guess and performing numerical continuation for varying $\mu$, we solve the time-independent solution of Eq. (1), i.e., Eq. (6) and use a Newton-Raphson method combined with a numerical continuation, i.e., pseudo-arclength method. We obtain bifurcation diagrams of the localized solutions that show a snaking structure, see Figs. 5-8, where we use a scaled version of the $L_2$ norm or “mass”
Fig. 5: Panels (a) and (b) show bifurcation diagrams of site-centred solutions for $c = 0.05$ and $0.1$. Panels (c) and (d) zoom in on ‘switchbacks’ to show the details of a complicated structure around $60 < M^2 < 75$ for both values of $c$. The dashed horizontal lines about the turning points are the approximation of ‘upper’ and ‘lower’ saddle-node bifurcations. The green, black, orange, and purple line colors correspond to saddle-node bifurcations from our active-cell approximations of type 1, 2, 4, and 6, see section 4. Solution profiles at the turning points labelled as (a)–(n) in the top panel are shown in Fig. 6. Points (1)–(2) will be used to describe the solution stability in Fig. 13, while points (3)–(4) will be used for time-dynamics.
norm [63] for the horizontal axis, i.e.,

$$M = \left( \sum_{n,m} \frac{u^2_{n,m}}{(1 + \sqrt{1 - \mu})} \right)^{\frac{1}{2}}. \quad (17)$$

The snaking structure in the bifurcation diagrams exists within a certain interval called pinning region [54]. In the 1D case, the pinning region in the limit $M \to \infty$ is bounded by two saddle-node bifurcations [63, 16, 48, 61]. In our case, the bifurcations occur at several values of bifurcation parameter due to the presence of different types of localized solutions at the turning points, as we will show below. One can define that in this 2D case, the pinning region is formed by the largest distance between the upper and lower saddle-node bifurcations.

Figures 5 and 7 show the bifurcation diagram of site and bond-centred solutions at $c = 0.05$ and 0.1, respectively. The saddle-node bifurcations indeed occur at different critical parameter $\mu$. Moreover, the distance between
Fig. 7: The same as figure 5, but for bond-centred solutions. Panels (a) and (b) show bifurcation diagrams of bond-centred solutions for \( c = 0.05 \) and 0.1. The green, black, magenta, orange, cyan, and purple line colors correspond to saddle-node bifurcations from our active-cell approximations of type 1-6, see Section 4. Solution profiles at the turning points labelled as (a)-(t) in the top panel are shown in Fig. 8.

the ‘upper’ and ‘lower’ saddle-node bifurcations are getting smaller when the coupling strength \( c \) increases. In the continuum limit \( c \to \infty \), the site-centred and bond-centred solutions merge as the snaking disappears in the Maxwell point, which also occurs in the 1D case.

We can see that the snaking has a general behaviour where there is an interchange of stability between localized solutions at the turning points. Nevertheless, it is also possible to obtain a condition where the stability interchange does not occur. In this case, we obtain a ‘switchback’ phenomenon around \( M^2 \approx 20 \) and 60–75 in both Figs. 5 and 7. From our observation, this happens because the corresponding solutions have many “fronts” (connecting state between the “zero” and “upper” states) which result in a complicated interaction between neighbouring sites as we vary a parameter (for example, \( \mu \)). We show these in details in Figs. 5c and 5d. It is also possible that isolated bifurcation curves (i.e., isolas) may also form when \( c \) is being varied [63]. Fig-
Fig. 8: Top-view of localized solution profiles for bond-centred solutions that correspond to the points indicated in Fig. 7.

Figures 6 and 8 show top-views (2D projection) of the solution profiles at several turning points in the bifurcation diagrams in Fig. 5. We can see that, as the norm $M$ increases, the non-zero plateau becomes wider.

On the flat band of the lattice mentioned previously, cf. Fig. 3, we comment that it does not have any effect on homoclinic snaking simply because the exotic band is located in the negative value of $\mu$, while the snaking exists in the positive value of the parameter.

4 Saddle-node bifurcation analysis

In this section, we will derive an analytical approximation to the numerical results reported above.
Fig. 9: Active-cell function type 1 at $c = 0.05$, $\zeta_\alpha$ and $\zeta_\beta$ represent as ‘upper’ and ‘lower’ saddle-node bifurcations. $\zeta_{st}$ and $\zeta_{un}$ represent the stable and unstable cell solution.

Fig. 10: Sketch of different types of active-cell approximation to the saddle-node bifurcations that occur in the system.

4.1 Active-cell approximation

In general, when the coupling strength $c$ is weak, we assume that to the leading order the solution effectively consists of three states only, i.e., homogenous state $U_1$, zero state $U_0$, and interface (active-cell). By using this assumption, there will be only three states involved in the dynamics for small coupling $c$. 

\begin{align*}
(a) \quad Z(\zeta) &= c(U_1 - 4\zeta) \\
(b) \quad Z(\zeta) &= c(2U_1 - 4\zeta) \\
(c) \quad Z(\zeta) &= c(U_1 - 3\zeta) \\
(d) \quad Z(\zeta) &= c(U_1 - 2\zeta) \\
(e) \quad Z(\zeta) &= c(2U_1 - 2\zeta) \\
(f) \quad Z(\zeta) &= c(U_1 - \zeta)
\end{align*}
Thus, we can re-write equation (3) into a simple ordinary differential equation

\[
\frac{d\zeta}{dt} = F(\zeta) = -\mu \zeta + 2\zeta^3 - \zeta^5 + cZ(\zeta),
\]

(18)

where

\[
Z(\zeta) = aU_1 - b\zeta,
\]

(19)
as the replacement for the Laplacian term and \( \zeta \) is the active cell or interface. The coefficients \( a \) and \( b \) are determined by the number of homogeneous state \( U_1 \), zero state \( U_0 \), and active-cell at the “fronts”/interface.

Generally, \( F(\zeta) \) can have five real roots, see Fig. 9. Note that only two of them are related to the snaking boundaries that correspond to the ‘upper’ and ‘lower’ saddle-node bifurcations. We can recognise that a saddle-node bifurcation is a condition when \( F(\zeta) \) at the local minimum \( \zeta = \zeta_\alpha \) and local maximum \( \zeta = \zeta_\beta \) disappears, which corresponds to the ‘upper’ and ‘lower’ saddle-node bifurcations, respectively. It is quite straightforward to obtain that

\[
\zeta_{\alpha,\beta} = \left( \frac{3}{5} \pm \frac{1}{5} \sqrt{9 - 5(\mu + cb)} \right)
\]

(20)

We classify that there are several types of saddle-node bifurcations in the snaking diagrams. By identifying them, we can obtain the correct active-cell approximation to the solution profiles. In particular, we have six types, which are characterised by the numbers and positions of the homogenous state \( U_1 \), zero state \( U_0 \), and active-cell in their solution profiles, see Fig. 10. The list of coefficients \( a \) and \( b \) for each type is shown in Table 1.

**Table 1:** Values of the coefficient \( a \) and \( b \) in the active-cell approximation (18) for the different types of solution at the turning point.

| Type | \( a \) | \( b \) |
|------|------|------|
| 1    | 1    | 4    |
| 2    | 2    | 4    |
| 3    | 1    | 3    |
| 4    | 1    | 2    |
| 5    | 2    | 2    |
| 6    | 1    | 1    |

We also note that the active-cell approximation is a rotation invariant at their center or axes. Approximations of the saddle-node bifurcations in Figs. 5 and 7 have been depicted in the same figures.

Figure 5a shows several types of saddle-node bifurcations and their approximations for the site-centred solutions at \( c = 0.05 \). In general, there are four types of saddle-node bifurcations for the site-centred solutions as shown in Fig. 10. The bifurcations at points (a)-(n) belong to type 1,2,4 and 6 as indicated in the caption of Fig. 5. These types of saddle-node bifurcations only appear in site-centred solutions. Type 6 mostly appear in the relatively large value
of norm $M^2$. Note that the approximations are in good agreement with the numerics.

Figure 5b shows the bifurcation diagram of the site-centred solutions at $c = 0.1$ and our approximations of the saddle-node bifurcations. By comparing between $c = 0.05$ and 0.1, we can see that the active-cell approximations give better results at small coupling strength. In this case, the active-cell approximations fail to approximate points (j), (k), and (n), while (h), (i), (l), and (m) are still relatively well approximated.

Figure 7a shows the bifurcation diagram of the bond-centred solutions at $c = 0.05$ and our approximations to the saddle-node bifurcations. Turning points of all types appear in bond-centred solutions. Similarly to the site-centred solution, the approximations give good agreement for both the ‘lower’ and ‘upper’ saddle-node bifurcations.

Figure 7b shows the case for the bond-centred solutions at $c = 0.1$. We also compare the diagrams with $c = 0.05$ and 0.1. One can see that the active-cell approximations also give better results at smaller coupling strength. One can see that the active-cell approximation fails to approximate points (o)-(t). In contrast, points (k)-(n) are still relatively well approximated.

We provide in Figs. 11 a clear comparison of the different types of turning points from the original system Eq. (6) (obtained numerically) and our asymptotic approximation Eq. (18). We plot the location $\mu$ of the turning points as a function of coupling strength $c$. In general, the active-cell approximation gives an excellent result for relatively small values of $c$ (weakly coupled condition) and deviates from the actual value as $c$ increases. This is because the
Fig. 12: Difference between the actual value and approximation of turning points in Fig. 11. Shown is the absolute value. Thick black and thin blue lines correspond to the difference along the left and right curves in Fig. 11, respectively.

Fig. 13: Plot of numerical eigenvalues (blue dots and green circle) and our approximation (red cross) for site-centred solutions at points (1) and (2) in the bifurcation diagram in Fig. 5, i.e., see also Figs. 6(1) and 6(2).

The underlying assumption of the asymptotic analysis is no longer satisfied in the latter case as more cells become “active” with the increment of the coupling strength, see the top-view profile solutions in Figs. 6 and 8. Deviation of our approximations from the actual values is presented in Fig. 12 where types 2, 4 and 5 happen to have the smallest error.
Fig. 14: The critical eigenvalue of solutions in the neighborhood of some of the turning points in Fig. 7 for $c = 0.05$. The solutions correspond to the different types of saddle-node bifurcations. The solid lines indicate the critical eigenvalue from numerically solving the eigenvalue problem (14), while the circles are our approximation (22).

Fig. 15: Error made by our approximation in predicting a critical eigenvalue, i.e., difference between curves depicted in Fig. 14. Thick blue and thin red lines show the error along stable and unstable branches, respectively. Shown is the absolute value of the difference.
4.2 Critical eigenvalue approximation

The active-cell approximation also can be used to approximate the critical eigenvalue of the localized solutions. By considering our assumption in Eq. (18), it is straightforward that from the eigenvalue problem (14), one can obtain the approximation

$$\lambda \zeta = \left. \frac{d}{d \zeta} F(\zeta) \right|_{\zeta = \zeta_{st,un}} \zeta. \quad (21)$$

Hence, $\lambda$ satisfies

$$\lambda(\mu) = -\mu + 6\zeta_{st,un}^2 - 5\zeta_{st,un}^4 + \frac{\partial Z}{\partial \zeta_{st,un}}. \quad (22)$$

The active-cell approximation of the critical eigenvalue at points (1) and (2) approximated by using type 1 indicated in Figs. 6(1) and 6(2) are shown in Fig. 13, where good agreement is obtained when the coupling is weak. We also compare in Fig. 14 the critical eigenvalue along several branches containing the six different types of turning point and its active-cell approximation. Furthermore, we plot their difference in Fig. 15. The results show that our analytical approximation is good enough in determining the stability of solutions, particularly when they contain a turning point of type 5.

5 Dynamics inside and outside the pinning region

When a solution is unstable, it is natural to question its dynamics in time. For an unstable solution that lies within the pinning region, it will evolve in time into a neighbouring stable solution, i.e., a ‘nearby’ profile structure with a lower energy level $\mathcal{H}$. We integrate the governing equation (1) in time where we obtain that, e.g., unstable solutions shown as point (1) and (3) in Fig. 5a will go to stable solutions indicated as point (2) and (4), respectively. This is the typical dynamics of a dissipative system inside a pinning region (see, e.g., [39]).

We also consider dynamics of the system with parameter values outside the snaking region. While it may be obvious that there shall be no static localised solutions, the goal of the consideration is two fold: studying the difference between dynamics above and below the pinning region, and characterising time-dependent dynamics of the system (1) from its static solutions along their bifurcation diagram. As a test case, we show in Figs. 16 and 17 an example of such time dynamics, depicting time evolution of site and bond-centred solutions outside the snaking region respectively, for $\mu = 0.97$ and $\mu = 0.22$ with $c = 0.05$. Initial conditions for the simulations in Figs. 16a and 17a are a solution up in the snaking of Fig. 5a with $M^2 \approx 63.7783$ and Fig. 7a with $M^2 \approx 66.2366$, respectively, while those for Figs. 16b and 17b are solutions depicted in Figs. 6c and 8c, respectively.
Fig. 16: Time evolution of site-centred solutions outside the snaking region, i.e., $\mu = 0.97$ (a) and $\mu = 0.22$ (b) for $c = 0.05$. Shown are top-view snapshots at particular times.

Above the pinning region, i.e., Figs. 16a and 17a, we obtain that as $t \to \infty$, the solution goes to the trivial state. On the other hand, time evolution of the system below the pinning region as depicted in Figs. 16b and 17b, shows that the solution tends to the non-zero uniform state. Generally, this occurs because the system prefers a lower energy state. We can explain the dynamics here from the energy $H$ of the solutions along the bifurcation diagrams in Figs. 5a and 7a. Tables 2a and 2b show the energy value for each solution indicated in Figs. 5a and 7a (their profiles are depicted in Figs. 6 and 8). The solution energy around the “upper” turning points has positive values and becomes larger as the norm $M^2$ increases. Because of the gradient property of the energy (5), above the pinning region, the system will therefore evolve in time to the trivial solution. In contrast, the energy around the ‘lower’ saddle-node bifurcations has negative values and becomes smaller as the norm $M^2$ increases. It is the
reason below the lower boundary, the system will tend to evolve into the non-zero uniform solution.

Moreover, we plot in Fig. 18 the corresponding energy of the solution dynamics depicted in Figs. 16 and 17. In agreement with the inequality (5), the energy flows down along a negative slope. Moreover, the curves have clear plateaus indicating that the system transits for some time at ‘almost’ static state. Studying the profiles of those states (see Figs. 16 and 17), we obtain that they look like time-independent solutions at turning points.

6 Conclusions

We have considered a two-dimensional discrete Allen-Cahn equation with cubic and quintic nonlinearities in the domain of Lieb lattice. We have studied
Snakes on Lieb Lattice

Table 2: The energy (4) of the site (a) and bond-centred (b) solution profiles shown in Figs. 6 and 8.

(a)  
| Point | $\mathcal{H}$  |
|-------|---------------|
| (a)   | -0.235        |
| (b)   | 0.817         |
| (c)   | -2.115        |
| (d)   | 1.103         |
| (e)   | -4.223        |
| (f)   | 2.822         |
| (g)   | -12.580       |
| (h)   | -0.023        |
| (i)   | 0.808         |

(b)  
| Point | $\mathcal{H}$  |
|-------|---------------|
| (a)   | -0.825        |
| (b)   | 1.168         |
| (c)   | -2.766        |
| (d)   | 2.490         |
| (e)   | -6.853        |
| (f)   | 2.734         |
| (g)   | -4.118        |
| (h)   | -21.411       |
| (i)   | 8.148         |
| (j)   | -23.504       |

numerically and analytically time-independent solutions in the form of uniform and localized solutions and their stability.

We have shown that the localized solutions form a snaking structure in their bifurcation diagram. However, different from the previously reported cases, the snaking has more than one type of turning points. While such a point is usually associated with a change of stability of the corresponding solution, in here we also obtained a ‘switchback’ phenomenon in the bifurcation diagram, where no stability change occurs following a turning point.

We have developed an active-cell approximation to estimate the saddle-node bifurcations. We showed that our analytical approximation gives good agreement with the numerical results for small coupling strength (relative to the parameter $\mu$, i.e., $|c| \ll \mu$). Furthermore, we also showed that the approximation can be used to determine the critical eigenvalue (stability) of localized solutions for small coupling constant. In particular, we obtained that on the Lieb lattice, we can approximate the first saddle node well for bond-centred snaking (see Fig. 7) which was an issue in our previous work on regular (i.e., square, honeycomb, and triangular) lattices [40].

We have derived the energy (potential) $\mathcal{H}$ of the Allen-Cahn equation on the Lieb lattice and performed time integration of unstable localized solutions. Our simulations showed that they tend to stable states that are ‘close’ in structure with a lower energy level.
As we reported herein, the flat band that appears in the dispersion relation of the Lieb lattice has no effect on the structure of the homoclinic snaking. It is because the band is located in the opposite side of the existence domain of the localized solutions. As a follow up of the present work, we will seek for particular lattices with flat band that lies in the same parameter region as the localized solutions and study its effect on the snaking structure. We also propose to consider the presence of anisotropy in the coupling strength between sites. Even in a simple square lattice configuration, such a non-uniformity can create nontrivial effects to a bifurcation diagram [63]. It will also be interesting to apply the active-cell approximation to snaking in even higher dimensional problems.
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