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Multigranulation rough set theory is an important tool to deal with the problem of multicriteria information system. The notion of fuzzy $\beta$-neighborhood has been used to construct some covering-based multigranulation fuzzy rough set (CMFRS) models through multigranulation fuzzy measure. But the $\beta$-neighborhood has not been used in these models, which can be seen as the bridge of fuzzy covering-based rough sets and covering-based rough sets. In this paper, the new concept of multigranulation fuzzy neighborhood measure and some types of covering-based multigranulation fuzzy rough set (CMFRS) models based on it are proposed. They can be seen as the further combination of fuzzy sets: covering-based rough sets and multigranulation rough sets. Moreover, they are used to solve the problem of multicriteria decision making. Firstly, the definition of multigranulation fuzzy neighborhood measure is given based on the concept of $\beta$-neighborhood. Moreover, four types of CMFRS models are constructed, as well as their characteristics and relationships. Then, novel matrix representations of them are investigated, which can satisfy the need of knowledge discovery from large-scale covering information systems. The matrix representations can be more easily implemented than set representations by computers. Finally, we apply them to manage the problem of multicriteria group decision making (MCGDM) and compare them with other methods.

1. Introduction

Covering-based rough sets [1, 2] enriched classical rough sets [3, 4] to deal with the type of covering data. In fact, this data is the collection of subsets of a universe (the set of all objects). Based on it, many covering-based rough set models [5, 6] were constructed to manage some practical problems, such as attribute reduction [7, 8] and rule synthesis [9, 10].

As the same with rough set theory, Zadeh’s fuzzy set theory [11] can also deal with the problem of imperfect knowledge. There are many researchers who investigated their connection and distinction [12, 13]. To extend fuzzy set theory and improve its application, several generalizations of fuzzy sets have been proposed, such as intuitionistic fuzzy sets [14], soft set [15], bipolar-valued fuzzy sets [16, 17], hesitant bipolar-valued fuzzy soft sets [18], a historical account of types of fuzzy sets [19], and single-valued neutrosophic sets [20].

Recently, the collection of subsets of a universe has been generalized to a collection of fuzzy subsets of a universe. That is to say, coverings have been generalized to fuzzy covering under a special condition. Hence, covering-based rough sets have been extended to covering-based fuzzy rough sets under fuzzy coverings, such as fuzzy covering rough sets [21] and generalized fuzzy covering rough sets [22, 23]. But in the condition of fuzzy covering, there is a constraint “1”. Then, Ma [24] proposed the concept of fuzzy $\beta$-covering approximation space ($\beta$-FcaS) by extending “1” to a parameter $\beta$. Motivated by Ma’s work, many significative researches have been done. For example, Zhang and Wang [25] studied the $\beta$-FcaS further, D’eer et al. [26, 27] investigated relationships among fuzzy neighborhood operators. Yang and Hu [28, 29] constructed other covering-based fuzzy rough set models. Zhang et al. [30] used fuzzy measures and Choquet integrals in fuzzy covering rough sets for solving the decision making.
However, all these above works have been done under a \( \beta \)-FcaS. Hence, Zhan et al. [31] extended a fuzzy \( \beta \)-covering to \( n \)-fuzzy \( \beta \)-coverings. They also proposed two important kinds of neighborhoods, which are the fuzzy \( \beta \)-neighborhood \( \mathcal{N}_C(x) \) and the \( \beta \)-neighborhood \( \mathcal{N}_C(x) \) of \( x \). Zhan et al. [31] used the concept of fuzzy \( \beta \)-neighborhood to establish two types of covering-based multigranulation fuzzy rough sets (CMFRSs). Moreover, based on the concept of fuzzy \( \beta \)-neighborhood, they give the notion of multigranulation fuzzy measure as follows:

\[
D^\beta_{C_i}(x, y) = \frac{\sum_{j=1}^{m} \left( \mathcal{N}_C(x_j)^\beta \cap \mathcal{N}_C(y_j)^\beta \right)}{\sum_{j=1}^{m} \left( \mathcal{N}_C(x_j)^\beta \cup \mathcal{N}_C(y_j)^\beta \right)}.
\]

Then, it was used to construct another four types of CMFRSs. But it is time-consuming to compute them when a large-scale covering is given. On the other hand, the concept of \( \beta \)-neighborhood is not used in [31]. Since the concept of \( \beta \)-neighborhood can be used for any fuzzy \( \beta \)-covering to induce a covering, it can be seen as the bridge of fuzzy covering-based rough sets and covering-based rough sets. That is to say, some methods in covering-based rough sets can be used in fuzzy covering-based rough sets from the viewpoint of the concept of \( \beta \)-neighborhood. In this paper, we use the concept of \( \beta \)-neighborhood to present the notion of multigranulation fuzzy neighborhood measure in this paper. Moreover, we construct some types of CMFRSs by it.

The motivation and content of this paper are shown as follows:

(i) To solve the problem of time-consuming for computing the multigranulation fuzzy measure when a large-scale covering is given, the notion of multigranulation fuzzy neighborhood measure is given by the concept of \( \beta \)-neighborhood as follows:

\[
D^\beta_{C_i}(x, y) = \frac{\mathcal{N}_C(x)^\beta \cap \mathcal{N}_C(y)^\beta}{\mathcal{N}_C(x)^\beta \cup \mathcal{N}_C(y)^\beta}.
\]

(ii) Then, we investigate them from the following three ways: characteristics, relationships, and matrix representations. Moreover, we define the matrix representation of all multigranulation fuzzy neighborhood measures, which is symmetric, to study the problem of their matrix representations. The matrix methods can satisfy the need of knowledge discovery. It can well solve the time-consuming problem when a large-scale covering is given, which is the second motivation of this paper.

(iii) Finally, as an application, we use them to deal with the problem of multicriteria decision making (MCGDM) and compare with other methods.

The rest of this paper is organized as follows: Section 2 shows some definitions about fuzzy covering-based rough sets. In Section 3, we give covering-based (and \( \alpha \)-covering-based) optimistic multigranulation neighborhood fuzzy rough set models and their characteristics in Section 3.1 and covering-based (and \( \alpha \)-covering-based) pessimistic multigranulation neighborhood fuzzy rough set models and their characteristics in Section 3.2. Section 3.3 gives their relationships. In Section 4, we use matrix approaches to compute these CMFRS models. Section 5 gives an application to show that these CMFRS models can be used to solve the problem of MCGDM. Section 6 is the conclusions and further work.

2. Basic Definitions

This section shows several fundamental definitions related to fuzzy covering-based rough sets. It is supposed that \( U \) is a nonempty and finite set called universe.

To combine covering-based rough sets and fuzzy sets, Ma [24] presented the notion of \( \beta \)-FcaS.

Definition 1 (see [24]). Let \( F(U) \) be the fuzzy power set of \( U \). For each \( \beta \in (0, 1] \), we call \( \mathcal{C} = \{C_1, C_2, \ldots, C_m\} \), with \( C_i \in F(U) \) (\( i = 1, 2, \ldots, m \)), a fuzzy \( \beta \)-covering of \( U \), if \( \bigcup_{i=1}^{m} C_i \supseteq \beta \) for any \( x \in U \). We also call \( (U, \mathcal{C}) \) a \( \beta \)-FcaS.

In a \( \beta \)-FcaS, there are two types of neighborhoods, which are shown in Definition 2.

Definition 2 (see [24]). Let \( (U, \mathcal{C}) \) be a \( \beta \)-FcaS. For any \( x \in U \), the fuzzy \( \beta \)-neighborhood \( \mathcal{N}_C(x)^\beta \) and the \( \beta \)-neighborhood \( \mathcal{N}_C(x)^\beta \) of \( x \) are defined as follows:

\[
\begin{align*}
\mathcal{N}_C(x)^\beta &= \bigcap \{ C \in \mathcal{C}: C(x) \geq \beta \}, \\
\mathcal{N}_C(x)^\beta &= \bigcup \{ y \in U: \mathcal{N}_C(y)^\beta \supseteq \beta \}.
\end{align*}
\]

Then, Zhan et al. [31] generalized a fuzzy \( \beta \)-covering to \( n \)-fuzzy \( \beta \)-coverings. We call \( \mathcal{C} = \{C_1, \ldots, C_n\} \) a \( n \)-fuzzy \( \beta \)-coverings of \( U \), where \( C_i \) is a fuzzy \( \beta \)-covering of \( U \) for any \( i \in \{1, 2, \ldots, n\} \). Then, two types of covering-based multigranulation rough sets are proposed.

Definition 3 (see [31]). Let \( \mathcal{C} = \{C_1, \ldots, C_n\} \) be an \( n \)-fuzzy \( \beta \)-coverings of \( U \). For any \( A \in F(U) \), the OMGFRLAO \( RO_{\sum_{i=1}^{n} C_i}(A) \) and the OMGFRUAO \( RO_{\sum_{i=1}^{n} C_i}(A) \) are defined as follows: for any \( x \in U \),
are shown in Tables 1 and 2, respectively.

The PMGFRLO $R_{\sum_{i=1}^{n}}^{\beta} (A) (x)$ and the PMGFRUO $R_{\sum_{i=1}^{n}}^{-\beta} (A) (x)$ are defined as follows: for any $x \in U$,

$$R_{\sum_{i=1}^{n}}^{\beta} (A) (x) = \bigvee_{i=1}^{n} \left[ \left( 1 - \overline{\beta} \right) C_{i} (x) \right] \bigvee C (y) .$$

$$R_{\sum_{i=1}^{n}}^{-\beta} (A) (x) = \bigvee_{i=1}^{n} \left[ \left( 1 - \overline{\beta} \right) C_{i} (x) \right] \bigwedge C (y) .$$

3. Some Types of CMFRSs

In this section, we propose the notion of multigranulation fuzzy neighborhood measure under $\beta$-neighborhoods. Then, four types of CMFRSs are constructed through the notion of multigranulation fuzzy neighborhood. Finally, some relationships among them are investigated.

3.1. Covering-Based Optimistic Multigranulation Fuzzy Rough Sets. Two types of covering-based optimistic multigranulation fuzzy rough sets are proposed in this section. Firstly, the notion of multigranulation fuzzy neighborhood measure is presented in Definition 4.

Definition 4. Let $\Gamma = \{ \tilde{C}_{1}, \ldots, \tilde{C}_{n} \}$ be an $n$-fuzzy $\beta$-covering of $U$. For any $i \in \{ 1, 2, \ldots, n \}$ and $x, y \in U$, we call

$$D_{\tilde{C}_{i}}^{\beta} (x, y) = \left| \overline{\beta} C_{i} (x) \cap \overline{\beta} C_{i} (y) \right|$$

a multigranulation fuzzy neighborhood measure (MFNM) of $x$ and $y$ under $\tilde{C}_{i}$.

By Definition 4, for any $i \in \{ 1, 2, \ldots, n \}$ and $x, y \in U$, we have $D_{\tilde{C}_{i}}^{\beta} (x, x) = 1$, $D_{\tilde{C}_{i}}^{\beta} (x, y) = D_{\tilde{C}_{i}}^{\beta} (y, x)$ and $0 \leq D_{\tilde{C}_{i}}^{\beta} (x, y) \leq 1$.

Example 1. $\Gamma = \{ \tilde{C}_{1}, \tilde{C}_{2} \}$ is a family of fuzzy $\beta$-coverings of $U$, where $\beta = 0.6$ and $\tilde{C}_{i} = \{ C_{i1}, C_{i2}, C_{i3}, C_{i4} \}$ ($i = 1, 2$). They are shown in Tables 1 and 2, respectively.

Then, $\overline{\beta} C_{i} (x, y)$ and $\overline{\beta} C_{i} (x, y)$ are shown in Tables 3 and 4, respectively.

Hence, $\overline{\beta} C_{i} (x, x)$ and $\overline{\beta} C_{i} (x, y)$ are shown in Tables 5 and 6, respectively.

Therefore, $D_{\tilde{C}_{i}}^{\beta} (x, y)$ and $D_{\tilde{C}_{i}}^{\beta} (x, y)$ are shown in Tables 7 and 8, respectively.

Then, the first type of CMFRSs is presented in Definition 5.

Definition 5. Let $\tilde{\Gamma} = \{ \tilde{C}_{1}, \ldots, \tilde{C}_{n} \}$ be an $n$-fuzzy $\beta$-coverings of $U$. For any $A \in F (U)$, the optimistic multigranulation neighborhood fuzzy lower approximation operator (OMNFLA) $S_{\sum_{i=1}^{n}}^{\beta} (A)$ and the optimistic multigranulation neighborhood fuzzy upper approximation operator (OMNFUA) $S_{\sum_{i=1}^{n}}^{-\beta} (A)$ are defined as follows: for any $x \in U$,

$$S_{\sum_{i=1}^{n}}^{\beta} (A) (x) = \bigvee_{i=1}^{n} \left[ \left( 1 - D_{\tilde{C}_{i}}^{\beta} (x, y) \right) \bigvee C (y) \right].$$

$$S_{\sum_{i=1}^{n}}^{-\beta} (A) (x) = \bigvee_{i=1}^{n} \left[ \left( 1 - D_{\tilde{C}_{i}}^{\beta} (x, y) \right) \bigwedge C (y) \right].$$

In Definition 5, we call $A$ a covering-based optimistic multigranulation neighborhood fuzzy rough set; otherwise, we call it a covering-based optimistic multigranulation neighborhood definable set.

Example 2 (continued from Example 1). Let $A = (0.8/ x_{1}) + (0.4/x_{1}) + (0.6/x_{1}) + (0.2/x_{1}) + (0.5/x_{2})$. Then, $S_{\sum_{i=1}^{n}}^{0} (A) = (0.6667/x_{1}) + (0.4/x_{1}) + (0.6/x_{1}) + (0.2/x_{1}) + (0.5/x_{2})$ and $S_{\sum_{i=1}^{n}}^{-0} (A) = (0.8/x_{1}) + (0.4/x_{1}) + (0.6/x_{1}) + (0.333/x_{2}) + (0.5/x_{2})$.

Some characteristics of the OMNFLA $S_{\sum_{i=1}^{n}}^{\beta} (A)$ and the OMNFUA $S_{\sum_{i=1}^{n}}^{-\beta} (A)$ are presented as follows.

Proposition 1. Let $\tilde{\Gamma} = \{ \tilde{C}_{1}, \ldots, \tilde{C}_{n} \}$ be an $n$-fuzzy $\beta$-coverings of $U$. Then, for any $A, B \in F (U)$, the following statements hold:

1. $S_{\sum_{i=1}^{n}}^{\beta} (A) \subseteq A \subseteq S_{\sum_{i=1}^{n}}^{-\beta} (A)$

2. If $A \subseteq B$, then $S_{\sum_{i=1}^{n}}^{\beta} (A) \subseteq S_{\sum_{i=1}^{n}}^{-\beta} (B)$

3. $S_{\sum_{i=1}^{n}}^{\beta} (A \cap B) = S_{\sum_{i=1}^{n}}^{\beta} (A) \cap S_{\sum_{i=1}^{n}}^{-\beta} (B)$

4. $S_{\sum_{i=1}^{n}}^{-\beta} (A \cup B) = S_{\sum_{i=1}^{n}}^{-\beta} (A) \cup S_{\sum_{i=1}^{n}}^{-\beta} (B)$

5. $S_{\sum_{i=1}^{n}}^{-\beta} (A \cap B) \subseteq S_{\sum_{i=1}^{n}}^{-\beta} (A) \cap S_{\sum_{i=1}^{n}}^{-\beta} (B)$

6. $S_{\sum_{i=1}^{n}}^{-\beta} (A \cup B) = S_{\sum_{i=1}^{n}}^{-\beta} (A) \cup S_{\sum_{i=1}^{n}}^{-\beta} (B)$

Proof

1. (1LH). For any $x \in U$ and $i = 1, 2, \ldots, n$, $D_{\tilde{C}_{i}}^{\beta} (x, x) = 1$ by Definition 4. Then, $A (x) = A (x) \wedge D_{\tilde{C}_{i}}^{\beta} (x, x) \subseteq \bigvee_{y \in U} D_{\tilde{C}_{i}}^{\beta} (x, y)$.
### Table 1: $\hat{C}_1$.

| $U$ | $C_{11}$ | $C_{12}$ | $C_{13}$ | $C_{14}$ |
|-----|----------|----------|----------|----------|
| $x_1$ | 0.8      | 0.4      | 0.3      | 0.7      |
| $x_2$ | 0.3      | 0.6      | 0.5      | 0.4      |
| $x_3$ | 0.7      | 0.2      | 0.6      | 0.8      |
| $x_4$ | 0.8      | 0.7      | 0.7      | 0.5      |
| $x_5$ | 0.8      | 0.9      | 0.4      | 0.6      |

### Table 2: $\hat{C}_2$.

| $U$ | $C_{21}$ | $C_{22}$ | $C_{23}$ | $C_{24}$ |
|-----|----------|----------|----------|----------|
| $x_1$ | 0.4      | 0.7      | 0.7      | 0.3      |
| $x_2$ | 0.3      | 0.8      | 0.6      | 0.5      |
| $x_3$ | 0.8      | 0.6      | 0.7      | 0.4      |
| $x_4$ | 0.6      | 0.3      | 0.3      | 0.7      |
| $x_5$ | 0.7      | 0.4      | 0.6      | 0.8      |

### Table 3: $\hat{F}^{0.6}_{C_1(x_j)} (j = 1, 2, \ldots, 5)$.

| $U$ | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ |
|-----|-------|-------|-------|-------|-------|
| $\hat{F}^{0.6}_{C_1(x_1)}$ | 0.7   | 0.3   | 0.7   | 0.5   | 0.6   |
| $\hat{F}^{0.6}_{C_1(x_2)}$ | 0.4   | 0.6   | 0.2   | 0.7   | 0.9   |
| $\hat{F}^{0.6}_{C_1(x_3)}$ | 0.3   | 0.3   | 0.6   | 0.5   | 0.4   |
| $\hat{F}^{0.6}_{C_1(x_4)}$ | 0.3   | 0.3   | 0.2   | 0.7   | 0.4   |
| $\hat{F}^{0.6}_{C_1(x_5)}$ | 0.4   | 0.3   | 0.2   | 0.5   | 0.6   |

### Table 4: $\hat{F}^{0.6}_{C_2(x_j)} (j = 1, 2, \ldots, 5)$.

| $U$ | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ |
|-----|-------|-------|-------|-------|-------|
| $\hat{F}^{0.6}_{C_2(x_1)}$ | 0.7   | 0.6   | 0.6   | 0.3   | 0.4   |
| $\hat{F}^{0.6}_{C_2(x_2)}$ | 0.7   | 0.6   | 0.6   | 0.3   | 0.4   |
| $\hat{F}^{0.6}_{C_2(x_3)}$ | 0.4   | 0.3   | 0.6   | 0.3   | 0.4   |
| $\hat{F}^{0.6}_{C_2(x_4)}$ | 0.3   | 0.3   | 0.4   | 0.6   | 0.7   |
| $\hat{F}^{0.6}_{C_2(x_5)}$ | 0.3   | 0.3   | 0.4   | 0.3   | 0.6   |

### Table 5: $\hat{F}^{0.6}_{C_1(x_j)} (j = 1, 2, \ldots, 5)$.

| $U$ | $x_1, x_2, x_3$ | $x_2, x_4, x_5$ | $x_3$ | $x_4$ | $x_5$ |
|-----|-----------------|-----------------|-------|-------|-------|
| $\hat{F}^{0.6}_{C_1(x_1)}$ | $\{x_1, x_2, x_3\}$ | $\{x_2, x_4, x_5\}$ | $\{x_3\}$ | $\{x_4\}$ | $\{x_5\}$ |
| $\hat{F}^{0.6}_{C_1(x_2)}$ | $\{x_1, x_2, x_3\}$ | $\{x_2, x_4, x_5\}$ | $\{x_3\}$ | $\{x_4\}$ | $\{x_5\}$ |
| $\hat{F}^{0.6}_{C_1(x_3)}$ | $\{x_1, x_2, x_3\}$ | $\{x_2, x_4, x_5\}$ | $\{x_3\}$ | $\{x_4\}$ | $\{x_5\}$ |
| $\hat{F}^{0.6}_{C_1(x_4)}$ | $\{x_1, x_2, x_3\}$ | $\{x_2, x_4, x_5\}$ | $\{x_3\}$ | $\{x_4\}$ | $\{x_5\}$ |
| $\hat{F}^{0.6}_{C_1(x_5)}$ | $\{x_1, x_2, x_3\}$ | $\{x_2, x_4, x_5\}$ | $\{x_3\}$ | $\{x_4\}$ | $\{x_5\}$ |

### Table 6: $\hat{F}^{0.6}_{C_2(x_j)} (j = 1, 2, \ldots, 5)$.

| $U$ | $x_1, x_2, x_3$ | $x_2, x_4, x_5$ | $x_3$ | $x_4$ | $x_5$ |
|-----|-----------------|-----------------|-------|-------|-------|
| $\hat{F}^{0.6}_{C_2(x_1)}$ | $\{x_1, x_2, x_3\}$ | $\{x_2, x_4, x_5\}$ | $\{x_3\}$ | $\{x_4\}$ | $\{x_5\}$ |
| $\hat{F}^{0.6}_{C_2(x_2)}$ | $\{x_1, x_2, x_3\}$ | $\{x_2, x_4, x_5\}$ | $\{x_3\}$ | $\{x_4\}$ | $\{x_5\}$ |
| $\hat{F}^{0.6}_{C_2(x_3)}$ | $\{x_1, x_2, x_3\}$ | $\{x_2, x_4, x_5\}$ | $\{x_3\}$ | $\{x_4\}$ | $\{x_5\}$ |
| $\hat{F}^{0.6}_{C_2(x_4)}$ | $\{x_1, x_2, x_3\}$ | $\{x_2, x_4, x_5\}$ | $\{x_3\}$ | $\{x_4\}$ | $\{x_5\}$ |
| $\hat{F}^{0.6}_{C_2(x_5)}$ | $\{x_1, x_2, x_3\}$ | $\{x_2, x_4, x_5\}$ | $\{x_3\}$ | $\{x_4\}$ | $\{x_5\}$ |

### Table 7: $D^{0.6}_{C_i}(x_j, x_k) (j, k = 1, 2, \ldots, 5)$.

| $U$ | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ |
|-----|-------|-------|-------|-------|-------|
| $D^{0.6}_{C_1}(x_1, x_k)$ | 1      | 1/5   | 1/3   | 0     | 1/3   |
| $D^{0.6}_{C_1}(x_2, x_k)$ | 1/5    | 1     | 0     | 1/3   | 1/3   |
| $D^{0.6}_{C_1}(x_3, x_k)$ | 1/3    | 0     | 1     | 0     | 0     |
| $D^{0.6}_{C_1}(x_4, x_k)$ | 0      | 1/3   | 0     | 1     | 0     |
| $D^{0.6}_{C_1}(x_5, x_k)$ | 1/3    | 1/3   | 0     | 0     | 1     |
Table 8: $D^\beta_{C_i}(x, y)(j, k = 1, 2, \ldots, 5)$.

| $U$            | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ |
|---------------|-------|-------|-------|-------|-------|
| $D^\beta_{C_i}(x_1, x_k)$ | 1     | 1     | 1/3   | 0     | 0     |
| $D^\beta_{C_i}(x_2, x_k)$ | 1     | 1     | 1/3   | 0     | 0     |
| $D^\beta_{C_i}(x_3, x_k)$ | 1/3   | 1/3   | 1     | 0     | 0     |
| $D^\beta_{C_i}(x_4, x_k)$ | 0     | 0     | 0     | 1     | 1/2   |
| $D^\beta_{C_i}(x_5, x_k)$ | 0     | 0     | 0     | 1/2   | 1     |

that is, $SR^O_{\sum_{i=1}^n C_i}(A) \subseteq SR^O_{\sum_{i=1}^n C_i}(B)$.

(2H) For any $x \in U$, if $A \subseteq B$, then $A(x) \leq B(x)$. Hence,

$$SR^O_{\sum_{i=1}^n C_i}(A)(x) = \bigwedge_{i=1}^n \bigvee_{y \in U} \left(1 - D^\beta_{C_i}(x, y)\right) \setminus \bigwedge_{i=1}^n \bigvee_{y \in U} \left(1 - D^\beta_{C_i}(x, y)\right) \setminus A(x) \leq A \subseteq SR^O_{\sum_{i=1}^n C_i}(A).$$

(3L) For each $x \in U$, get that $SR^O_{\sum_{i=1}^n C_i}(A \cup B) \supseteq SR^O_{\sum_{i=1}^n C_i}(A)$ and $SR^O_{\sum_{i=1}^n C_i}(A \cup B) \supseteq SR^O_{\sum_{i=1}^n C_i}(B)$. Therefore, we have $SR^O_{\sum_{i=1}^n C_i}(A \cup B) \supseteq SR^O_{\sum_{i=1}^n C_i}(A) \cup SR^O_{\sum_{i=1}^n C_i}(B)$.
(3H) For each \( x \in U \),
\[
\text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A \cup B) (x) = \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ D^\delta_{\tilde{c}_i} (x, y) \wedge (A \cup B) (y) \right\}
\]
\[
= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ \left( D^\delta_{\tilde{c}_i} (x, y) \wedge (A (y)) \right) \bigvee \left( D^\delta_{\tilde{c}_i} (x, y) \wedge (B (y)) \right) \right\}
\]
\[
= \left( \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ D^\delta_{\tilde{c}_i} (x, y) \wedge (A (y)) \right\} \right) \bigvee \left( \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ D^\delta_{\tilde{c}_i} (x, y) \wedge (B (y)) \right\} \right)
\]
\[
= \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A) (x) \bigvee \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (B) (x) = \left( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A) \right) \cup \left( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (B) \right) (x),
\]
that is, \( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A \cup B) = \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A) \cup \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (B) \).

Then, we only need to prove that \( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A \cap B) \subseteq \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A \cap B) \). According to (1H), we have
\[
\text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A \cap B) \subseteq \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A) \text{ and } \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A \cap B) \subseteq \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (B).
\]
Therefore, \( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A \cap B) \subseteq \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A) \cap \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (B) \).

(4LH) For each \( x \in U \),
\[
\text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A') (x) = \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ \left( 1 - D^\delta_{\tilde{c}_i} (x, y) \right) \bigvee (1 - A (y)) \right\}
\]
\[
= 1 - \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ D^\delta_{\tilde{c}_i} (x, y) \wedge A (y) \right\}
\]
\[
= 1 - \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A) (x)
\]
\[
= \left( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A) \right)' (x),
\]
that is, \( (\text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A))' = \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A') \). Then, it can be written as \( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A) = (\text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A'))' \). Therefore,
\[
(\text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A))' = \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A').
\]

Example 3 (continued from Example 1). By Example 2, \( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A) = (0.6667/x_1) + (0.4/x_1) + (0.6/x_1) + (0.2/x_1) + (0.8/x_1) \), and \( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A) = (0.8/x_1) + (0.4/x_1) + (0.6/x_1) + (0.3333/x_1) + (0.5/x_1) \) for \( A = (0.8/x_1) + (0.4/x_1) + (0.6/x_1) + (0.2/x_1) + (0.5/x_1) \). Let \( B = (0.8/x_1) + (0.5/x_1) + (0.7/x_1) + (0.4/x_1) + (0.4/x_1) + (0.6/x_1) \) and \( C = (0.9/x_1) + (0.4/x_1) + (0.6/x_1) + (0.3/x_1) + (0.7/x_1) + (0.8/x_1) \). Then, \( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (B) = (0.6667/x_1) + (0.5/x_1) + (0.7/x_1) + (0.4/x_1) + (0.6/x_1) \), \( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (C) = (0.6667/x_1) + (0.4/x_1) + (0.3/x_1) + (0.7/x_1) + (0.5/x_1) \), and \( \text{SR}^Q_{\sum_{i=1}^{n} \tilde{c}_i} (A \cap C) = (0.6667/x_1) + (0.4/x_1) + (0.6/x_1) + (0.7/x_1) + (0.7/x_1) \).

Finally, the second type of covering-based optimistic multigranulation fuzzy rough sets is presented in Definition 6.

**Definition 6.** Let \( \tilde{c}_1, \ldots, \tilde{c}_n \) be an \( n \)-fuzzy \( \beta \)-coverings of \( U \). For any \( A \in F(U) \) and \( \alpha \in [0, 1] \), the optimistic
multigranulation neighborhood fuzzy α-lower approximation operator \((α\text{-OMNFLAO}) \quad R_O^{\alpha, A}(A)\) and optimistic multigranulation neighborhood fuzzy α-upper approximation operator \((α\text{-OMFUAO}) \quad R^{\alpha, A}(A)\) are defined as follows: for any \(x \in U\),

\[
\begin{align*}
R_O^{\alpha, A}(A)(x) &= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\}, \\
R^{\alpha, A}(A)(x) &= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\}.
\end{align*}
\]  

(13)

In Definition 6, we call \( A \) an \( α \)-covering-based optimistic multigranulation neighborhood fuzzy rough set; otherwise, we call it an \( α \)-covering-based optimistic multigranulation neighborhood definable set.

**Example 4** (continued from Example 1). Let \( α = 0.3 \). Then, \( R_O^{0,3, A}(A) = (0.5/x_1) + (0.4/x_2) + (0.6/x_3) + (0.2/x_4) + (0.4/x_5) \) and \( R^{0,3, A}(A) = (0.8/x_1) + (0.5/x_2) + (0.8/x_3) + (0.4/x_4) + (0.5/x_5) \).

Some characteristics of the \( α\text{-OMNFLAO} \quad R_O^{\alpha, A}(A) \) and the \( α\text{-OMFUAO} \quad R^{\alpha, A}(A) \) are proposed in the following proposition.

\[
\begin{align*}
R_O^{\alpha, A}(A)(x) &= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \\
&= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \\
&= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \\
&= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \\
&= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \\
&= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \\
&= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \\
&= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \\
&= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\}.
\end{align*}
\]  

(14)

**Proposition 2.** Let \( \Gamma = \{ \tilde{C}_1, \ldots, \tilde{C}_n \} \) be an \( n \)-fuzzy \( β \)-coverings of \( U \). Then, for any \( A, B \in F(U) \) and \( α, α_1 \in [0, 1) \), the following statements hold:

1. \( (1LH) \quad R_O^{\alpha, A}(A) \subseteq A \subseteq R^{\alpha, A}(A) \)
2. \( (2LH) \quad R_O^{\alpha, A}(A) \subseteq R^{\alpha, A}(B) \)
3. \( (2LH) \quad R_O^{\alpha, A}(A \cap B) = R^{\alpha, A}(A) \cap R^{\alpha, A}(B) \)
4. \( (2LH) \quad R^{\alpha, A}(A \cup B) \geq R^{\alpha, A}(A) \cup R^{\alpha, A}(B) \)
5. \( (2LH) \quad R^{\alpha, A}(A) \subseteq R^{\alpha, A}(A') \) and \( (\sum_{i=1}^{n} \tilde{C}_i) \langle A \rangle \subseteq R^{\alpha, A}(A) \)

**Proof.** (1LH) For any \( x \in U \),

\[
\begin{align*}
R_O^{\alpha, A}(A)(x) &= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \\
&\leq \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \\
&= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \leq \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\}.
\end{align*}
\]

(15)

(2LH) For any \( x \in U \), if \( A \subseteq B \), then \( A(x) \leq B(x) \). Hence,

\[
\begin{align*}
R_O^{\alpha, A}(A)(x) &= \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \\
&\leq \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ B(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\} \leq \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ B(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\}.
\end{align*}
\]

(16)

(3LH) For each \( x \in U \),

\[
R^{\alpha, A}(A \cap B)(x) = \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ (A \cap B)(y) : D^\beta_{C_i} (x, y) \geq \alpha \right\}.
\]
\[
= \bigvee_{i=1}^{n} \bigwedge_{y \in U} \left\{ A(y) \land B(y); D_{\alpha}^y (x, y) \geq \alpha \right\}
\]
\[
= \left( \bigvee_{i=1}^{n} \bigwedge_{y \in U} \left\{ A(y); D_{\alpha}^y (x, y) \geq \alpha \right\} \right) \land \left( \bigwedge_{i=1}^{n} \bigwedge_{y \in U} \left\{ B(y); D_{\alpha}^y (x, y) \geq \alpha \right\} \right)
\]
\[
= \left( R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A) \right) \left( \sum_{i=1}^{n} R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (B) \right) (x)
\]
that is, \( R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A \land B) = R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A) \land R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (B) \). Then, we only need to prove that \( R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A \cup B) \supseteq R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A) \cup R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (B) \). According to (2L), we have \( R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A \cup B) \supseteq R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A) \cup R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (B) \).

(3H) The proof is similar to (3L). Hence, we omit it.

(4LH) For each \( x \in U \),
\[
R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A') = \bigvee_{i=1}^{n} \bigwedge_{y \in U} \left\{ A'(y); D_{\alpha}^y (x, y) \geq \alpha \right\}
\]
\[
= \bigvee_{i=1}^{n} \bigwedge_{y \in U} \left\{ 1 - A(y); D_{\alpha}^y (x, y) \geq \alpha \right\}
\]
\[
= 1 - \bigvee_{i=1}^{n} \bigwedge_{y \in U} \left\{ A(y); D_{\alpha}^y (x, y) \geq \alpha \right\} = \left( R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A) \right)'(x),
\]
that is, \( R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A)' = R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A') \). Then, it can be written as \( R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A)' = R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A') \). Therefore,
\[
\left( R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A) \right)' = R_{\sum_{i=1}^{n} C_i}^{\alpha, n} (A').
\]
(5LH) It is immediate by Definition 6.

**Example 5 (continued from Example 1).** In Example 4, we have \( R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A) = (0.5/x_1) + (0.4/x_2) + (0.6/x_4) + (0.2/x_4) + (0.4/x_4) \) and \( R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (B) = (0.8/x_1) + (0.5/x_2) + (0.8/x_5) + (0.2/x_3) + (0.5/x_2) \). Let \( B = (0.8/x_1) + (0.5/x_2) + (0.7/x_3) + (0.4/x_2) + (0.6/x_3) \) and \( C = (0.9/x_1) + (0.4/x_2) + (0.3/x_1) + (0.7/x_1) + (0.8/x_9) \). Then, \( SR_{\sum_{i=1}^{n} C_i}^{0.3, 3} (B) = (0.6/x_1) + (0.5/x_2) + (0.7/x_3) + (0.4/x_4) + (0.5/x_5) \), \( SR_{\sum_{i=1}^{n} C_i}^{0.3, 3} (C) = (0.8/x_1) + (0.6/x_2) + (0.8/x_5) + (0.6/x_4) \), \( SR_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A \cap C) = (0.9/x_1) + (0.8/x_2) + (0.9/x_3) + (0.7/x_4) + (0.8/x_5) \), \( SR_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A \cup C) = (0.6/x_1) + (0.4/x_2) + (0.6/x_4) + (0.6/x_5) + (0.7/x_3) + (0.4/x_2) + (0.6/x_3) + (0.5/x_2) + (0.7/x_3) + (0.4/x_4) + (0.5/x_5) \), and \( SR_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A \cup C) \supseteq A \cup \bigcup_{i=1}^{n} C_i \).

Hence, the following hold:

(1LH) \( R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A) \subseteq A \subseteq R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A) \), and the same applies for \( B \) and \( C \).

(2L) \( R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A) \subseteq R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (B) \).

(2H) \( R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A) \subseteq R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (B) \).

(3L) \( R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A \cap C) \subseteq R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A) \cap R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (C) = R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A) \cap R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (C) \). \( R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A \cap C) \supseteq A \cap \bigcup_{i=1}^{n} C_i \).

(3H) \( R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A \cap C) \supseteq R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A) \cap R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (C) \).

(4L) Since \( R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A') = (0.2/x_1) + (0.5/x_2) + (0.2/x_3) + (0.6/x_4) + (0.5/x_2) \) and \( R_{\sum_{i=1}^{n} C_i}^{0.3, 3} (A') = (0.5/x_1) + (0.8/x_2) + (0.9/x_3) + (0.7/x_4) + (0.8/x_5) \).
(0.6/x₂) + (0.4/x₃) + (0.8/x₄) + (0.6/x₅), then \( R^{\alpha}_{\sum_i \alpha_i} (A) ' = R^{\alpha\alpha}_{\sum_i \alpha_i} (A') \) and \( R^{\alpha\alpha}_{\sum_i \alpha_i} (A) ' = R^{\alpha\alpha}_{\sum_i \alpha_i} (A') \)

(5LH) Since \( R^{\alpha\alpha}_{\sum_i \alpha_i} (A) = (0.5/x₁) + (0.4/x₂) + (0.6/x₃) + (0.2/x₄) + (0.4/x₅) \) and \( R^{\alpha\alpha}_{\sum_i \alpha_i} (A') = (0.8/x₁) + (0.6/x₂) + (0.8/x₃) + (0.4/x₄) + (0.5/x₅) \), then

\[
R^{\alpha\alpha}_{\sum_i \alpha_i} (A) \subseteq R^{\alpha\alpha}_{\sum_i \alpha_i} (A) \text{ and } R^{\alpha\alpha}_{\sum_i \alpha_i} (A) \supseteq R^{\alpha\alpha}_{\sum_i \alpha_i} (A)
\]

3.2. Covering-Based Pessimistic Multigranulation Fuzzy Rough Sets. Based on the covering-based optimistic multigranulation fuzzy rough sets in Section 3.1, we present two types of covering-based pessimistic multigranulation fuzzy rough sets in this section. Firstly, the first type is presented in Definition 7.

**Definition 7.** Let \( \bar{T} = \{ \bar{C}_1, \ldots, \bar{C}_m \} \) be an \( n \)-fuzzy \( \beta \)-coverings of \( U \). For any \( A \in F(U) \), the pessimistic multigranulation neighborhood fuzzy lower approximation operator (PMFNIAO) \( SR^{\beta}_{\sum_i \beta_i} (A) \) and the pessimistic multigranulation neighborhood fuzzy upper approximation operator (PMFNUAO) \( SR^{\beta}_{\sum_i \beta_i} (A) \) are defined as follows: for any \( x \in U \),

\[
SR^{\beta}_{\sum_i \beta_i} (A)(x) = \bigwedge_{i=1}^n \bigvee_{y \in U} \left\{ 1 - \frac{D^\beta_{\bar{C}_i}}{\bar{C}_i} (x, y) \right\} \bigwedge A(y),
\]

\[
SR^{\beta}_{\sum_i \beta_i} (A)(x) = \bigvee_{i=1}^n \bigwedge_{y \in U} \left\{ \frac{D^\beta_{\bar{C}_i}}{\bar{C}_i} (x, y) \right\} \bigwedge A(y).
\]

(19)

In Definition 7, we call \( A \) a covering-based pessimistic multigranulation neighborhood fuzzy rough set; otherwise, we call it a covering-based pessimistic multigranulation neighborhood definable set.

**Example 6** (continued from Example 1). \( SR^{\beta}_{\sum_i \beta_i} (A) = (0.4/x₁) + (0.4/x₂) + (0.6/x₃) + (0.2/x₄) + (0.5/x₅) \), \( SR^{\beta}_{\sum_i \beta_i} (A) = (0.8/x₁) + (0.8/x₂) + (0.6/x₃) + (0.4/x₄) + (0.5/x₅) \).

Some characteristics of the PMFNIAO \( SR^{\beta}_{\sum_i \beta_i} (A) \) and the PMFNUAO \( SR^{\beta}_{\sum_i \beta_i} (A) \) are presented in Proposition 3.

**Proposition 3.** Let \( \bar{T} = \{ \bar{C}_1, \ldots, \bar{C}_m \} \) be an \( n \)-fuzzy \( \beta \)-coverings of \( U \). Then, for any \( A, B \in F(U) \), we have the following statements:

(1LH) If \( A \subseteq B \), then \( SR^{\beta}_{\sum_i \beta_i} (A) \subseteq SR^{\beta}_{\sum_i \beta_i} (B) \)

(2LH) If \( A \subseteq B \), then \( SR^{\beta}_{\sum_i \beta_i} (A) \subseteq SR^{\beta}_{\sum_i \beta_i} (B) \)

(3L) \[
SR^{\beta}_{\sum_i \beta_i} (A \cap B) = SR^{\beta}_{\sum_i \beta_i} (A) \cap SR^{\beta}_{\sum_i \beta_i} (B),
\]

(4LH) \[
SR^{\beta}_{\sum_i \beta_i} (A \cup B) = SR^{\beta}_{\sum_i \beta_i} (A) \cup SR^{\beta}_{\sum_i \beta_i} (B).
\]

Proof

(1LH) For any \( x \in U \) and \( i = 1, 2, \ldots, n \), \( D^\beta_{\bar{C}_i} (x, x) = 1 \) by Definition 4. Then, \( A(x) = A(x) \wedge D^\beta_{\bar{C}_i} (x, x) \leq A(y) \leq \bigwedge_{y \in U} \left\{ D^\beta_{\bar{C}_i} (x, y) \wedge A(y) \right\} \)

(2LH) If \( A \subseteq B \), then \( SR^{\beta}_{\sum_i \beta_i} (A) \subseteq SR^{\beta}_{\sum_i \beta_i} (B) \)

(3L) \[
SR^{\beta}_{\sum_i \beta_i} (A \cap B) \supseteq SR^{\beta}_{\sum_i \beta_i} (A) \cap SR^{\beta}_{\sum_i \beta_i} (B),
\]

(4LH) \[
SR^{\beta}_{\sum_i \beta_i} (A \cup B) = SR^{\beta}_{\sum_i \beta_i} (A) \cup SR^{\beta}_{\sum_i \beta_i} (B)\]

That is, \( SR^{\beta}_{\sum_i \beta_i} (A) \subseteq SR^{\beta}_{\sum_i \beta_i} (B) \).

(2H) For any \( x \in U \), if \( A \subseteq B \), then \( A(x) \leq B(x) \).

Hence,

\[
SR^{\beta}_{\sum_i \beta_i} (A)(x) \leq SR^{\beta}_{\sum_i \beta_i} (B)(x),
\]

(2LH) For any \( x \in U \), if \( A \subseteq B \), then \( A(x) \leq B(x) \).

Hence,

\[
SR^{\beta}_{\sum_i \beta_i} (A)(x) \leq SR^{\beta}_{\sum_i \beta_i} (B)(x),
\]

(3L) For each \( x \in U \),

\[
SR^{\beta}_{\sum_i \beta_i} (A)(x) \subseteq SR^{\beta}_{\sum_i \beta_i} (B)(x),
\]
that is, \( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A \cap B) = \bigcap_{i=1}^n \left( \left. \left( 1 - D^\theta_i \right)(x,y) \right) \cup (A \cap B)(y) \right) \). Therefore, there is

\( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A \cup B) \geq SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A) \cup SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (B). \)

In (3H) For each \( x \in U \),

\[
SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A \cup B)(x) = \bigcap_{i=1}^n \bigcup_{y \in U} \left( \left. \left( 1 - D^\theta_i \right)(x,y) \right) \cup (A \cup B)(y) \right)
\]

that is, \( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A \cup B) = SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A \cup B) \). Then, we only need to prove that \( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A \cap B) \)

\( \subseteq SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A) \cap SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (B) \). According to (1H), we have

\( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A \cap B) \subseteq SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A) \) and

\( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A \cap B) \subseteq SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (B) \). Therefore, we have

\( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A \cap B) \subseteq SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A) \cap SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (B). \)

For each \( x \in U \),

\[
SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A') (x) = \bigcap_{i=1}^n \bigcup_{y \in U} \left( \left. \left( 1 - D^\theta_i \right)(x,y) \right) \cup (1 - A)(y) \right)
\]

that is, \( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A') = \left( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A) \right)'. \) Then, it can be written as

\( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A) = \left( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A') \right)' \). Therefore,

\( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A')' = SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A'). \)

Example 7 (continued from Example 1). By Example 6,

\( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A) = (0.4/x_1) + (0.4/x_2) + (0.6/x_3) + (0.2/x_4) + (0.5/x_5), SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (A) = (0.8/x_1) + (0.8/x_2) + (0.6/x_3) + (0.5/x_4) + (0.5/x_5). \) Let \( (0.8/x_1) + (0.5/x_2) + (0.7/x_3) + (0.4/x_4) + (0.6/x_5) \) and \( C = (0.9/x_1) + (0.4/x_2) + (0.3/x_3) + (0.7/x_4) + (0.8/x_5). \) Then, \( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (B) = (0.5/x_1) + (0.5/x_2) + (0.6667/x_3) + (0.4/x_4) + (0.5/x_5), SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (B) = (0.8/x_1) + (0.8/x_2) + (0.7/x_3) + (0.4/x_4) + (0.5/x_5). \) Then, \( SR_p^{\Sigma_{i=1}^n \tilde{C}_i} (C) = (0.6667/x_1) + (0.4/x_2) + (0.3333/x_3) + (0.7/x_4) + (0.8/x_5). \)
\(x_4 + (0.6667/x_3), \quad \mathcal{S}^{P}_{\sum_{i=1}^{4} C_i} (A \cup C) = (0.9/x_1) + (0.9/x_2) + (0.6/x_3) + (0.7/x_4) + (0.8/x_3) + (0.4/x_1) + (0.4/x_1) + (0.3/x_3) + (0.2/x_4) + (0.5/x_2), \) and \(\mathcal{S}^{P}_{\sum_{i=1}^{4} C_i} (A \cap C) = (0.8/x_1) + (0.8/x_2) + (0.333/x_3) + (0.5/x_4).

Hence, the following hold:

1. (LH) \(\mathcal{S}^{P}_{\sum_{i=1}^{n} C_i} (A) \subseteq A \subseteq \mathcal{S}^{P}_{\sum_{i=1}^{n} \bar{C}_i} (A),\) and the same applies for \(B\) and \(C\).
2. (LH) \(\mathcal{S}^{P}_{\sum_{i=1}^{n} C_i} (A) \subseteq \mathcal{S}^{P}_{\sum_{i=1}^{n} \bar{C}_i} (B),\)
3. (LH) \(\mathcal{S}^{P}_{\sum_{i=1}^{n} \bar{C}_i} (A \cap C) = \mathcal{S}^{P}_{\sum_{i=1}^{n} \bar{C}_i} (A \cap \mathcal{S}^{P}_{\sum_{i=1}^{n} \bar{C}_i} (C)),\)
4. (LH) \(\mathcal{S}^{P}_{\sum_{i=1}^{n} \bar{C}_i} (A \cup C) \subseteq \mathcal{S}^{P}_{\sum_{i=1}^{n} \bar{C}_i} (A) \cup \mathcal{S}^{P}_{\sum_{i=1}^{n} \bar{C}_i} (C)).\)

Finally, the second type of covering-based pessimistic multigranulation fuzzy rough set model is presented in Definition 8.

**Definition 8.** Let \(\bar{T} = \{\bar{C}_1, \ldots, \bar{C}_n\}\) be an \(\alpha\)-fuzzy \(\beta\)-coverings of \(U\). For any \(A \in F(U)\) and \(\alpha \in [0, 1]\), the pessimistic multigranulation neighborhood fuzzy \(\alpha\)-lower approximation operator (\(\alpha\)-PMNFLAO) \(\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A)\) and the pessimistic multigranulation neighborhood fuzzy \(\alpha\)-upper approximation operator (\(\alpha\)-PMNFUAO) \(\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A)\) are defined as follows: for any \(x \in U\),

\[
\begin{align*}
\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A) (x) &= \bigwedge_{i=1}^{n} \bigcap_{y \in U} \left\{ A(y) : \gamma_{\bar{C}_i} (x, y) \geq \alpha \right\}, \\
\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A) (x) &= \bigvee_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : \gamma_{\bar{C}_i} (x, y) \geq \alpha \right\}.
\end{align*}
\]

In Definition 8, we call \(A\) an \(\alpha\)-covering-based pessimistic multigranulation neighborhood fuzzy rough set; otherwise, we call it an \(\alpha\)-covering-based pessimistic multigranulation neighborhood definable set.

**Example 8** (continued from Example 1). Let \(\alpha = 0.3\). Then, \(\mathcal{R}^{P,0.3}_{\sum_{i=1}^{n} \bar{C}_i} (A) = (0.4/x_1) + (0.2/x_2) + (0.4/x_3) + (0.2/x_4) + (0.2/x_3)\) and \(\mathcal{R}^{P,0.3}_{\sum_{i=1}^{n} \bar{C}_i} (A) = (0.8/x_1) + (0.8/x_2) + (0.8/x_3) + (0.5/x_4) + (0.8/x_3).

Some characteristics of the \(\alpha\)-PMNFLAO \(\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A)\) and the \(\alpha\)-PMNFUAO \(\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A)\) are proposed in the following proposition.

**Proposition 4.** Let \(\bar{T} = \{\bar{C}_1, \ldots, \bar{C}_n\}\) be an \(\alpha\)-fuzzy \(\beta\)-coverings of \(U\). Then, for any \(A, B \in F(U)\) and \(\alpha, \alpha_1 \in (0, 1)\), the following statements hold:

1. (LH) \(\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A) \subseteq A \subseteq \mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A)\)
2. (LH) \(\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A) \subseteq \mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (B),\)
3. (LH) \(\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A) \subseteq \mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (B).
4. (LH) \(\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A) \subseteq \mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (B).
5. (LH) \(\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A) \subseteq \mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A)\)

**Proof**

1. (LH) For any \(x \in U\),

\[
\begin{align*}
\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A) (x) &= \bigwedge_{i=1}^{n} \bigcap_{y \in U} \left\{ A(y) : \gamma_{\bar{C}_i} (x, y) \geq \alpha \right\}, \\
&\leq \bigwedge_{i=1}^{n} A(x) = A(x) \leq \bigwedge_{i=1}^{n} \bigvee_{y \in U} \left\{ A(y) : \gamma_{\bar{C}_i} (x, y) \geq \alpha \right\}.
\end{align*}
\]

2. (LH) For any \(x \in U\), if \(A \subseteq B\), then \(A(x) \subseteq B(x)\). Hence, 

\[
\begin{align*}
\mathcal{R}^{P,a}_{\sum_{i=1}^{n} \bar{C}_i} (A) (x) &= \bigwedge_{i=1}^{n} \bigcap_{y \in U} \left\{ A(y) : \gamma_{\bar{C}_i} (x, y) \geq \alpha \right\}, \\
&\leq \bigwedge_{i=1}^{n} \bigwedge_{y \in U} \left\{ B(y) : \gamma_{\bar{C}_i} (x, y) \geq \alpha \right\}.
\end{align*}
\]
(2H) For any $x \in U$, if $A \subseteq B$, then $A(x) \leq B(x)$. Hence,
\[
\begin{align*}
\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A)(x) & = \bigvee_{i=1}^{n} \mathcal{R}_{c_i}^{y} (A(y)) : D_{\mathcal{C}_i}^\beta (x, y) \geq \alpha \\
& \leq \bigvee_{i=1}^{n} \bigvee_{y \in U} \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (B(y)) : D_{\mathcal{C}_i}^\beta (x, y) \geq \alpha \\
& \iff \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (B)(x),
\end{align*}
\]

(28)

that is, $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A \cap B) = \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A) \cap \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (B)$. Then, we only need to prove that $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A \cup B) \geq \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A) \cup \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (B)$. According to (2L), we have $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A \cup B) \geq \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A) \cup \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (B)$, and $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A \cup B) \geq \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A) \cup \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (B)$.

(3L) For each $x \in U$, there exists $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A) \subseteq \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (B)$. Therefore, we get that $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A \cup B) \geq \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A) \cup \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (B)$.

(3H) The proof is similar to (3L). Hence, we omit it.

(4H) For each $x \in U$,
\[
\begin{align*}
\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A') (x) & = \bigvee_{i=1}^{n} \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A(y)) : D_{\mathcal{C}_i}^\beta (x, y) \geq \alpha \\
& \leq \bigvee_{i=1}^{n} \bigvee_{y \in U} \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A(y)) : D_{\mathcal{C}_i}^\beta (x, y) \geq \alpha \\
& = \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A)'(x),
\end{align*}
\]

that is, $(\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A))' = \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A')$. Then, it can be written as $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A) = (\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A'))'$ and $(\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A))' = \mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_a} (A')$.

(5L) It is immediate by Definition 8.

**Example 9** (continued from Example 1). In Example 8, we have $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_{0.3} \mathcal{C}_{0.3}} (A) = (0.4/x_1) + (0.2/x_2) + (0.4/x_3) + (0.2/x_4)$ and $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_{0.3} \mathcal{C}_{0.3}} (B) = (0.8/x_1) + (0.8/x_2) + (0.8/x_3) + (0.5/x_4) + (0.8/x_5)$. Let $B = (0.8/x_1) + (0.5/x_1) + (0.7/x_1) + (0.5/x_2) + (0.6/x_2)$ and $C = (0.9/x_1) + (0.4/x_1) + (0.3/x_1) + (0.7/x_1) + (0.8/x_2)$. Then, $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_{0.3} \mathcal{C}_{0.3}} (B) = (0.5/x_1) + (0.4/x_2) + (0.5/x_3) + (0.4/x_4) + (0.4/x_5)$, $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_{0.3} \mathcal{C}_{0.3}} (C) = (0.9/x_1) + (0.9/x_2) + (0.9/x_3) + (0.8/x_4) + (0.8/x_5)$. **Example 9** (continued from Example 1). In Example 8, we have $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_{0.3} \mathcal{C}_{0.3}} (A) = (0.4/x_1) + (0.2/x_2) + (0.4/x_3) + (0.2/x_4)$ and $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_{0.3} \mathcal{C}_{0.3}} (B) = (0.8/x_1) + (0.8/x_2) + (0.8/x_3) + (0.5/x_4) + (0.8/x_5)$. Let $B = (0.8/x_1) + (0.5/x_1) + (0.7/x_1) + (0.5/x_2) + (0.6/x_2)$ and $C = (0.9/x_1) + (0.4/x_1) + (0.3/x_1) + (0.7/x_1) + (0.8/x_2)$. Then, $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_{0.3} \mathcal{C}_{0.3}} (B) = (0.5/x_1) + (0.4/x_2) + (0.5/x_3) + (0.4/x_4) + (0.4/x_5)$, $\mathcal{R}_{\sum_{i=1}^{n} c_i}^{p_{0.3} \mathcal{C}_{0.3}} (C) = (0.9/x_1) + (0.9/x_2) + (0.9/x_3) + (0.8/x_4) + (0.8/x_5)$.
\[(0.9/x_3), \quad \mathcal{S}_{\sum_{i=1}^{n}}^{0,3} C_i (A; C) = (0.4/x_1) + (0.4/x_2) + (0.4/x_3) + (0.4/x_4) + (0.4/x_5) + (0.4/x_6) + (0.4/x_7) + (0.4/x_8) + (0.4/x_9) + (0.4/x_{10}) + (0.4/x_{11}) + (0.4/x_{12}) + (0.4/x_{13}) + (0.4/x_{14}) \]
\[(\mathcal{B}) \quad \mathcal{S}_{\sum_{i=1}^{n}}^{0,3} C_i (A; C) = (0.4/x_1) + (0.4/x_2) + (0.4/x_3) + (0.4/x_4) + (0.4/x_5) + (0.4/x_6) + (0.4/x_7) + (0.4/x_8) + (0.4/x_9) + (0.4/x_{10}) + (0.4/x_{11}) + (0.4/x_{12}) + (0.4/x_{13}) + (0.4/x_{14}) \]
\[(\mathcal{C}) \quad \mathcal{S}_{\sum_{i=1}^{n}}^{0,3} C_i (A; C) = (0.4/x_1) + (0.4/x_2) + (0.4/x_3) + (0.4/x_4) + (0.4/x_5) + (0.4/x_6) + (0.4/x_7) + (0.4/x_8) + (0.4/x_9) + (0.4/x_{10}) + (0.4/x_{11}) + (0.4/x_{12}) + (0.4/x_{13}) + (0.4/x_{14}) \]

Hence, the following hold:

**Theorem 1.** Let \( \mathcal{T} = \{ \tilde{C}_1, \ldots, \tilde{C}_n \} \) be an \( n \)-fuzzy \( \beta \)-coverings of \( U \). Then, for any \( A \in F(U) \),
\[
\mathcal{S}_{\sum_{i=1}^{n}}^{0,3} C_i (A; C) \subseteq \mathcal{S}_{\sum_{i=1}^{n}}^{0,3} C_i (A; C) \subseteq \mathcal{S}_{\sum_{i=1}^{n}}^{0,3} C_i (A; C) \subseteq \mathcal{S}_{\sum_{i=1}^{n}}^{0,3} C_i (A; C).
\]

**Proof.** By Definitions 5 and 7 and Proposition 1, it is immediate.

**Example 10** (continued from Example 1). In Examples 2 and 6, we know that \( A = (0.8/x_1) + (0.4/x_2) + (0.6/x_3) + (0.2/x_4) + (0.2/x_5) + (0.2/x_6) + (0.2/x_7) + (0.2/x_8) + (0.2/x_9) + (0.2/x_{10}) + (0.2/x_{11}) + (0.2/x_{12}) + (0.2/x_{13}) + (0.2/x_{14}) \). Hence, \( \mathcal{S}_{\sum_{i=1}^{n}}^{0,3} C_i (A; C) \subseteq \mathcal{S}_{\sum_{i=1}^{n}}^{0,3} C_i (A; C) \subseteq \mathcal{S}_{\sum_{i=1}^{n}}^{0,3} C_i (A; C) \subseteq \mathcal{S}_{\sum_{i=1}^{n}}^{0,3} C_i (A; C) \).
Boolean matrix $M^\beta_C = (t_{ij})_{n\times n}$ a $\beta$-matrix representation of $M_C$, where

$$t_{ij} = \begin{cases} 1, & m_{ij} \geq \beta, \\ 0, & m_{ij} < \beta, \end{cases}$$

i.e., $t_{ij} = \begin{cases} 1, & C_i(x_i) \geq \beta, \\ 0, & C_i(x_i) < \beta. \end{cases}$ (33)

Example 12 (continued from Example 1). First, we have

$$M_{C_1}^- = \begin{pmatrix} 0.8 & 0.4 & 0.3 & 0.7 \\ 0.3 & 0.6 & 0.5 & 0.4 \end{pmatrix},$$

where

$$M_{C_1}^- = \begin{pmatrix} 0.7 & 0.2 & 0.6 & 0.8 \\ 0.8 & 0.7 & 0.7 & 0.5 \\ 0.8 & 0.9 & 0.4 & 0.6 \\ 0.4 & 0.7 & 0.7 & 0.3 \\ 0.3 & 0.8 & 0.6 & 0.5 \end{pmatrix}.$$ (34)

Then,

$$M_{C_1}^* = \begin{pmatrix} 0.8 & 0.4 & 0.3 & 0.7 \\ 0.3 & 0.6 & 0.5 & 0.4 \end{pmatrix}^T,$$

Let $A = (a_{ij})_{m \times n}$ and $B = (b_{jk})_{n \times n}$ be two matrices. Then, $C = A \times B = (c_{ik})_{m \times n}$ and $D = A \times B = (d_{ik})_{m \times n}$ are defined as follows: $c_{ik} = \sum_{j=1}^{n} (1 - a_{ij}) b_{jk}$. Then, the matrix representation of $\mathcal{M}_{C(x)}^\beta (x \in U)$ is presented in Lemma 1.

Lemma 1 (see [24]). Let $\mathcal{C} = \{C_1, C_2, \ldots, C_m\}$ be a fuzzy $\beta$-covering of $U = \{x_1, \ldots, x_n\}$. Then, $M_{C_1}^* \times M_{C_1}^- = (\mathcal{M}_{C_1}^\beta (x_i))_{n \times n}$.

Example 13 (continued from Example 1). Based on Example 12, we have

$$M_{C_1}^0.6 \times M_{C_1}^- = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 \end{pmatrix} \times \begin{pmatrix} 0.8 & 0.4 & 0.3 & 0.7 \\ 0.3 & 0.6 & 0.5 & 0.4 \\ 0.7 & 0.2 & 0.6 & 0.8 \\ 0.8 & 0.7 & 0.7 & 0.5 \end{pmatrix}^T = \begin{pmatrix} 0.7 & 0.3 & 0.7 & 0.5 & 0.6 \\ 0.4 & 0.6 & 0.2 & 0.7 & 0.9 \\ 0.3 & 0.3 & 0.6 & 0.5 & 0.4 \\ 0.3 & 0.3 & 0.2 & 0.7 & 0.4 \end{pmatrix} = \begin{pmatrix} \mathcal{M}_{C_1}^0.6 (x_i) \end{pmatrix}_{5 \times 5},$$ (36)
Inspired by Definition 2 and Lemma 1, the matrix representation of $\mathcal{F}_C(x)$ is presented as follows.

**Proposition 5.** Let $\overline{C} = \{C_1, C_2, \ldots, C_m\}$ be a fuzzy $\beta$-covering of $U = \{x_1, \ldots, x_n\}$. Then, $(M^\beta_C * M^\beta_C) = (\mathcal{F}_C(x))_{\text{assoc}}$ where $\mathcal{F}_C(x) = \begin{cases} 1 & \text{if } x_j \in \mathcal{F}_C(x_i), \\ 0 & \text{otherwise} \end{cases}$.

**Example 14 (continued from Example 1).** Based on Example 13, we have

\[
\begin{aligned}
\left( M^\beta_{C_1} * M^\beta_{C_1} \right)^{\ast} &= \begin{pmatrix}
0.7 & 0.3 & 0.7 & 0.5 & 0.6 \\
0.4 & 0.6 & 0.2 & 0.7 & 0.9 \\
0.3 & 0.3 & 0.6 & 0.5 & 0.4 \\
0.3 & 0.3 & 0.2 & 0.7 & 0.4 \\
0.4 & 0.3 & 0.2 & 0.5 & 0.6 
\end{pmatrix}^{0.6} = \begin{pmatrix}
1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 
\end{pmatrix} = \left( \mathcal{F}^\beta_{C_1}(x_j) \right)_{5x5}, \\
\left( M^\beta_{C_2} * M^\beta_{C_2} \right)^{\ast} &= \begin{pmatrix}
0.7 & 0.6 & 0.6 & 0.3 & 0.4 \\
0.7 & 0.6 & 0.6 & 0.3 & 0.4 \\
0.4 & 0.3 & 0.6 & 0.3 & 0.4 \\
0.3 & 0.3 & 0.4 & 0.6 & 0.7 \\
0.3 & 0.3 & 0.4 & 0.3 & 0.6 
\end{pmatrix}^{0.6} = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 
\end{pmatrix} = \left( \mathcal{F}^\beta_{C_2}(x_j) \right)_{5x5}. 
\end{aligned}
\]

In what follows, the definition of the matrix representation of all multigranulation fuzzy neighborhood measures is presented.

**Definition 10.** Let $\overline{C} = \{C_1, C_2, \ldots, C_m\}$ be a fuzzy $\beta$-covering of $U = \{x_1, \ldots, x_n\}$. We call $D^\beta_C = (d_{ij})_{\text{assoc}}$ the matrix representation of all multigranulation fuzzy neighborhood measures $D^\beta_C(x_i, x_j)$, where $d_{ij} = D^\beta_C(x_i, x_j)$. $^c$

Proposition 6 shows that the matrix representation of all multigranulation fuzzy neighborhood measures is symmetric.

**Proposition 6.** Let $\overline{C} = \{C_1, C_2, \ldots, C_m\}$ be a fuzzy $\beta$-covering of $U = \{x_1, \ldots, x_n\}$. Then, $D^\beta_C$ is a symmetric matrix.

**Proof.** By Definitions 4 and 10, it is immediate.

Let $A = (a_{ij})_{\text{assoc}}$, $B = (b_{jk})_{\text{assoc}}$, and $E = (e_{ij})_{\text{assoc}}$ be three matrices. Then, $C = A \wedge B = (c_{ik})_{\text{assoc}}$, $D = A \Delta B = (d_{ij})_{\text{assoc}}$, and $G = A \bowtie E = (g_{ij})_{\text{assoc}}$ are defined as follows: $c_{ik} = \sum_{j=1}^{n} |a_{ij} \lor b_{jk}|$, $d_{ij} = \sum_{k=1}^{m} |a_{ij} \land b_{jk}|$, and $g_{ij} = a_{ij} / e_{ij}$ where $i = 1, 2, \ldots, m$ and $k = 1, 2, \ldots, n$. Hence, all $D^\beta_C$ can be calculated by matrices.

**Proposition 7.** Let $\overline{C} = \{C_1, C_2, \ldots, C_m\}$ be a fuzzy $\beta$-covering of $U = \{x_1, \ldots, x_n\}$. Then,

\[
D^\beta_C = \left( \left( M^\beta_C * M^\beta_C \right) \wedge \left( M^\beta_C * M^\beta_C \right)^\ast \right) \triangle \left( \left( M^\beta_C * M^\beta_C \right)^\ast \left( M^\beta_C * M^\beta_C \right) \right)^\ast.
\]
where \((M^β_c \ast M^β_c^T)\) means \(((M^β_c \ast M^β_c)^T)\).

Proof. Suppose that \(D^β_c = (d_{ij})_{non}\) \((M^β_c \ast M^β_c^T)\), and \((M^β_c \ast M^β_c)\) \(β (M^β_c \ast M^β_c^T)\) \((c_{ij})_{non}\) and \((M^β_c \ast M^β_c)^T \ast (M^β_c \ast M^β_c)^T\) \(β (c_{ij})_{non}\) By Proposition \(5, (M^β_c \ast M^β_c)^T = (\overline{T^β_c(x_i)} (x_j)))_{non}\).

\[
D^0.6_{C_1} = \begin{pmatrix}
1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}^T
\begin{pmatrix}
1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 1 & 1 & 1 & 0 \\
1 & 5 & 3 & 0 & 1 \\
5 & 3 & 4 & 3 & 3 \\
3 & 4 & 1 & 2 & 2 \\
3 & 3 & 2 & 2 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 1 & 1 & 1 & 0 \\
1 & 5 & 3 & 0 & 1 \\
5 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1
\end{pmatrix}
\]

Hence, \(c_{ij} = \overline{T^β_c(x_i)} \cap \overline{T^β_c(x_j)}\) and \(b_{ij} = \overline{T^β_c(x_i)} \cup \overline{T^β_c(x_j)}\).

Therefore, \(d_{ij} = c_{ij}/b_{ij} = D^β_c(x_i, x_j)\).

Example 15 (continued from Example 1). Based on Example 14, we have

\[
D^0.6_{C_2} = \begin{pmatrix}
3 & 3 & 1 & 0 & 0 \\
3 & 3 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1
\end{pmatrix} \otimes \begin{pmatrix}
3 & 3 & 3 & 5 & 4 \\
3 & 3 & 3 & 5 & 4 \\
3 & 3 & 1 & 3 & 2 \\
5 & 5 & 3 & 2 & 2 \\
4 & 4 & 2 & 2 & 1
\end{pmatrix} = \begin{pmatrix}
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 2
\end{pmatrix}
\]

\[
(40)
\]
Then, we also investigate the matrix representations of the OMNFLAO $\sum_{i=1}^{n} \tilde{C}_{i}(A)$ and the OMNFUAO $\tilde{C}_{i}(A)$. Suppose that $n = 1$; that is, $\tilde{C}_{1}(A)$ and the OMNFUAO $\tilde{C}_{1}(A)$ should be considered firstly.

**Proposition 8.** Let $\tilde{C} = \{C_{1}, C_{2}, \ldots, C_{m}\}$ be a fuzzy $\beta$-covering of $U = \{x_{1}, \ldots, x_{n}\}$. Then, for any $A \in F(U)$,

$$SR_{\tilde{C}}(A) = \begin{pmatrix}
\frac{1}{3} & 1 & 1 & 0 & 1 \\
\frac{1}{5} & 1 & 0 & 1 & 1 \\
\frac{1}{3} & 3 & 0 & 1 & 0 \\
\frac{1}{3} & 3 & 0 & 0 & 1
\end{pmatrix} \times \begin{pmatrix}
0.8 \\
0.4 \\
0.6 \\
0.2 \\
0.5
\end{pmatrix} = \begin{pmatrix}
0.6667 \\
0.4 \\
0.6 \\
0.2 \\
0.5
\end{pmatrix},$$

$$SR_{\tilde{C}}(A) = D_{\tilde{C}}^{0.6} \ast A,$$

$$SR_{\tilde{C}}(A) = D_{\tilde{C}}^{0.6} \ast A.$$ (41)

**Proof.** By Definition 5, it is immediate.

**Example 16 (continued from Example 1).** Based on Example 15, we have

$$SR_{\tilde{C}}(A) = \begin{pmatrix}
\frac{1}{3} & 1 & 1 & 0 & 1 \\
\frac{1}{5} & 1 & 0 & 1 & 1 \\
\frac{1}{3} & 3 & 0 & 1 & 0 \\
\frac{1}{3} & 3 & 0 & 0 & 1
\end{pmatrix} \times \begin{pmatrix}
0.8 \\
0.4 \\
0.6 \\
0.2 \\
0.5
\end{pmatrix} = \begin{pmatrix}
0.8 \\
0.4 \\
0.6 \\
0.2 \\
0.5
\end{pmatrix},$$

$$SR_{\tilde{C}}(A) = D_{\tilde{C}}^{0.6} \ast A,$$

$$SR_{\tilde{C}}(A) = D_{\tilde{C}}^{0.6} \ast A.$$ (41)
Let $\Gamma$ be an $\alpha$-fuzzy $\beta$-covering of $U$. Then, for any $A \in F(U)$,

$$SR^O_{\sum_i C_i} (A) = D_{\sum_i C_i}^{\alpha_\beta} \cdot A = \begin{pmatrix}
1 & 1 & \frac{1}{3} & 0 & 0 \\
1 & 1 & \frac{1}{3} & 0 & 0 \\
1 & 1 & \frac{1}{3} & 1 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2} & 1 & \end{pmatrix} \cdot \begin{pmatrix}
0.8 \\
0.4 \\
0.6 \\
0.2 \\
0.5 \\
0.5 \\
\end{pmatrix} = \begin{pmatrix}
0.8 \\
0.8 \\
0.6 \\
0.5 \\
0.5 \\
\end{pmatrix}.$$  

(42)

**Theorem 3.** Let $\vec{A} = \{C_1, \ldots, C_n\}$ be an $n$-fuzzy $\beta$-coverings of $U$. Then, for any $A \in F(U)$,

$$SR^O_{\sum_i C_i} (A) = \bigvee_{i=1}^{n} \left( D_{C_i}^{\alpha_\beta} \cdot A \right),$$

$$SR^O_{\sum_i C_i} (A) = \bigwedge_{i=1}^{n} \left( D_{C_i}^{\alpha_\beta} \cdot A \right).$$

(43)

**Proof.** By Definition 5 and Proposition 8, it is immediate.

**Example 17 (continued from Example 1).** Based on Example 16, we have

$$SR^O_{\sum_i C_i} (A) = \begin{pmatrix}
0.6667 \\
0.4 \\
0.6 \\
0.2 \\
0.5 \\
\end{pmatrix} \bigvee \begin{pmatrix}
0.4 \\
0.4 \\
0.6 \\
0.2 \\
0.5 \\
\end{pmatrix} = \begin{pmatrix}
0.6667 \\
0.4 \\
0.6 \\
0.2 \\
0.5 \\
\end{pmatrix},$$

(44)

$$SR^O_{\sum_i C_i} (A) = \begin{pmatrix}
0.8 \\
0.4 \\
0.6 \\
0.333 \\
0.5 \\
\end{pmatrix} \bigwedge \begin{pmatrix}
0.8 \\
0.4 \\
0.6 \\
0.5 \\
0.5 \\
\end{pmatrix} = \begin{pmatrix}
0.8 \\
0.4 \\
0.6 \\
0.333 \\
0.5 \\
\end{pmatrix}.$$  

(44)

Inspired by Definition 7 and Proposition 8, we give the matrix representations of the OMNFLAO $SR^P_{\sum_i C_i} (A)$ and

The OMNFLAUO $SR^P_{\sum_i C_i} (A)$.

**Theorem 4.** Let $\vec{A} = \{C_1, \ldots, C_n\}$ be an $n$-fuzzy $\beta$-coverings of $U$. Then, for any $A \in F(U)$,

$$SR^P_{\sum_i C_i} (A) = \bigwedge_{i=1}^{n} \left( D_{C_i}^{\alpha_\beta} \cdot A \right),$$

$$SR^P_{\sum_i C_i} (A) = \bigvee_{i=1}^{n} \left( D_{C_i}^{\alpha_\beta} \cdot A \right).$$  

(45)

**Proof.** By Definition 7 and Proposition 8, it is immediate.
Example 18 (continued from Example 1). Based on Example 16, we have

\[
\frac{\sum_{i=1}^{n} S_{ij}^p}{\sum_{i=1}^{n} S_{ij}^p} (A) = \frac{2}{\sum_{i=1}^{n} S_{ij}^p} \left( D_{ij}^p \ast A \right) = \left( \begin{array}{ccc} 0.6667 & 0.4 & 0.4 \\ 0.4 & 0.6 & 0.6 \\ 0.6 & 0.2 & 0.2 \\ 0.2 & 0.5 & 0.5 \\ 0.5 & 0.5 & 0.5 \end{array} \right) \wedge \left( \begin{array}{ccc} 0.4 & 0.4 & 0.4 \\ 0.4 & 0.6 & 0.6 \\ 0.6 & 0.2 & 0.2 \\ 0.2 & 0.5 & 0.5 \\ 0.5 & 0.5 & 0.5 \end{array} \right) = \left( \begin{array}{ccc} 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \end{array} \right) \wedge \left( \begin{array}{ccc} 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \end{array} \right) = \left( \begin{array}{ccc} 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \\ 0.4 & 0.4 & 0.4 \end{array} \right).
\]

(46)

Let \( A = (a_{ij})_{mn} \) and \( B = (b_{jk})_{kn} \) be two matrices. Then, \( H = A \circ B = (h_{ik})_{mn} \) and \( T = A \ast B = (t_{ik})_{mn} \) are defined as follows: \( h_{ik} = \bigvee_{j=1}^{m} [a_{ij} \wedge b_{jk}] \) and \( t_{ik} = \bigvee_{j=1}^{k} [a_{ij} \vee b_{jk}] \), where \( i = 1, 2, \ldots, m \) and \( k = 1, 2, \ldots, n \). If \( A \) is a Boolean matrix and \( B = (b_{jk})_{kn} \), then we define \( C = A \circ B = (c_{ij})_{mn} \) and \( D = A \ast B = (d_{ij})_{mn} \) as follows:

\[
c_{ij} = \begin{cases} b_{ij} & \text{if } a_{ij} = 1, \\
1 & \text{if } a_{ij} = 0, \\
0 & \text{otherwise.}
\end{cases}
\]

(47)

\[
d_{ij} = \begin{cases} b_{ij} & \text{if } a_{ij} = 1, \\
0 & \text{otherwise.}
\end{cases}
\]

(47)

Finally, we investigate the matrix representations of the \( \alpha \)-OMNFLAO \( \sum_{i=1}^{n} S_{ij}^p \) (\( A \)) and the \( \alpha \)-OMNFUAO \( \sum_{i=1}^{n} S_{ij}^p \) (\( A \)); the \( \alpha \)-PMNFLAO \( \sum_{i=1}^{n} S_{ij}^p \) (\( A \)) and the \( \alpha \)-PMNFUAO \( \sum_{i=1}^{n} S_{ij}^p \) (\( A \)). Suppose that \( n = 1 \); that is, the \( \alpha \)-OMNFLAO and the \( \alpha \)-OMNFUAO \( \sum_{i=1}^{n} S_{ij}^p \) (\( A \)) and the \( \alpha \)-PMNFLAO and the \( \alpha \)-PMNFUAO \( \sum_{i=1}^{n} S_{ij}^p \) (\( A \)) should be considered firstly. Hence, for any \( x \in U \),

\[
\mathcal{R}_{\mathcal{C}}^{\alpha}(A)(x) = \sum_{i=1}^{n} \mathcal{R}_{\mathcal{C}}^{p_{\alpha}}(A)(x) = \bigwedge_{y \in U} \left\{ A(y) : D_{ij}^{\alpha}(x, y) \geq \alpha \right\},
\]

\[
\mathcal{R}_{\mathcal{C}}^{\alpha}(A)(x) = \sum_{i=1}^{n} \mathcal{R}_{\mathcal{C}}^{p_{\alpha}}(A)(x) = \bigvee_{y \in U} \left\{ A(y) : D_{ij}^{\alpha}(x, y) \geq \alpha \right\}.
\]

(48)

Proposition 9. Let \( C \) be a fuzzy \( \beta \)-covering of \( U = \{x_1, \ldots, x_m\} \) and \( \alpha \in [0, 1] \). Then, for any \( A \in F(U) \),

\[
\mathcal{R}_{\mathcal{C}}^{\alpha}(A) = \left( D_{ij}^{\alpha} \right)^{\alpha} \triangleright A \odot 1_{mx 1},
\]

\[
\mathcal{R}_{\mathcal{C}}^{\alpha}(A) = \left( D_{ij}^{\alpha} \right)^{\alpha} \triangleleft A \odot 0_{mx 1},
\]

where \( \triangleright \) and \( \triangleleft \) have priority over \( \odot \) and \( \ast \), respectively.

Proof. Suppose that \( \mathcal{R}_{\mathcal{C}}^{\alpha}(A) = (a_{ij})_{mn} \) and \( (D_{ij}^{\alpha}) = (b_{ij})_{mn} \) where \( b_{ij} = \begin{cases} 1, & D_{ij}^{\alpha}(x_i, x_j) = 1 \\
0, & \text{otherwise.}
\end{cases} \)

Hence, \( c_{ij} = \begin{cases} A(x_i), & b_{ij} = 1 \\
0, & \text{otherwise.}
\end{cases} \)

Therefore, \( \mathcal{R}_{\mathcal{C}}^{\alpha}(A)(x_i) = a_i = \bigvee_{j=1}^{m} \{ c_{ij} \} \). On the other hand, suppose \( \mathcal{R}_{\mathcal{C}}^{\alpha}(A)(x_i) = a_i = \bigvee_{j=1}^{m} \{ c_{ij} \} \). Hence, \( c_{ij} = \begin{cases} A(x_i), & b_{ij} = 1 \\
0, & \text{otherwise.}
\end{cases} \)

\[
\mathcal{R}_{\mathcal{C}}^{\alpha}(A)(x_i) = D_{ij}^{\alpha}(x_i, x_j) \geq \alpha \}
\]

Inspired by Definition 6 and Proposition 9, we present the matrix representations of the \( \alpha \)-OMNFLAO \( \sum_{i=1}^{n} S_{ij}^p \) (\( A \)) and the \( \alpha \)-OMNFUAO \( \sum_{i=1}^{n} S_{ij}^p \) (\( A \)) as follows.

Theorem 5. Let \( \tilde{T} = \{ \tilde{C}_1, \ldots, \tilde{C}_n \} \) be an \( n \)-fuzzy \( \beta \)-coverings of \( U = \{x_1, \ldots, x_m\} \) and \( \alpha \in [0, 1] \). Then, for any \( A \in F(U) \),

\[
\mathcal{R}_{\mathcal{C}}^{\alpha}(A)(x) = \bigvee_{i=1}^{n} \left( D_{ij}^{\alpha} \right)^{\alpha} \triangleright A \odot 1_{mx 1},
\]

\[
\mathcal{R}_{\mathcal{C}}^{\alpha}(A)(x) = \bigvee_{i=1}^{n} \left( D_{ij}^{\alpha} \right)^{\alpha} \triangleleft A \odot 0_{mx 1},
\]

where \( \triangleright \) and \( \triangleleft \) are first then \( \odot \) and \( \ast \), respectively.

Proof. By Definition 6 and Proposition 9, it is immediate.

Example 19 (continued from Example 1). By Example 15, we get \( D_{ij}^{\alpha} \) and \( D_{ij}^{\alpha} \). Then,

\[
\mathcal{R}_{\mathcal{C}}^{\alpha}(A) = \bigvee_{i=1}^{n} \left( D_{ij}^{\alpha} \right)^{0.3} \triangleright A \odot 1_{5x 1}
\]
The matrix representations of the $\alpha$-PMNFLAO $R_{\sum_{i=1}^{m} C_i}^{P, \alpha}$ (A) and the $\alpha$-PMNFUAO $\tilde{R}_{\sum_{i=1}^{m} C_i}^{P, \alpha}$ (A) as follows.

**Theorem 6.** Let $\tilde{T} = \{\tilde{C}_1, \ldots, \tilde{C}_m\}$ be an $n$-fuzzy $\beta$-coverings of $U = \{x_1, \ldots, x_m\}$ and $\alpha \in [0, 1]$. Then, for any $A \in F(U)$, where $\triangleright$ and $\triangleleft$ are first than $\odot$ and $\circ$, respectively.

\[
\begin{align*}
\tilde{R}_{\sum_{i=1}^{m} C_i}^{P, \alpha} (A) &= \bigwedge_{i=1}^{n} \left( \left( \frac{D_{\tilde{C}_i}^{\beta}}{C_i} \right)^{\alpha} \odot 1_{m \times 1} \right), \\
\tilde{R}_{\sum_{i=1}^{m} C_i}^{P, \alpha} (A) &= \bigvee_{i=1}^{n} \left( \left( \frac{D_{\tilde{C}_i}^{\beta}}{C_i} \right)^{\alpha} \circ 0_{m \times 1} \right).
\end{align*}
\]
Proof. By Definition 8 and Proposition 9, it is immediate.

\[
\begin{align*}
\text{SR}_{\sum_{i=1}^{n} C_i}^{\alpha, \beta}(A) &= \left( \left( D_{C_i}^{\alpha, \beta} \circ A \otimes I_{3 \times 1} \right) \cdot \left( \frac{1}{2} \right) \right) \\
&= \left( \begin{pmatrix} 1 & 0 & 1 & 0 & 1 \ 
0 & 1 & 0 & 1 & 1 \ 
0 & 1 & 0 & 1 & 0 \ 
0 & 1 & 0 & 0 & 1 \ 
1 & 1 & 0 & 0 & 1 \ 
0 & 1 & 0 & 1 & 0 \ 
1 & 1 & 0 & 0 & 1 \ 
0 & 1 & 0 & 1 & 0 \ 
0 & 1 & 0 & 0 & 1 \ 
0 & 1 & 0 & 0 & 1 \ 
\end{pmatrix} \right) \cdot \left( \begin{pmatrix} 0.8 \ 0.4 \ 0.2 \ 0.6 \ 0.4 \ \end{pmatrix} \right) \\
&= \left( \begin{pmatrix} 0.8 & 0.6 & 0.5 & 1 \ 
1.0 & 0.6 & 0.5 & 1 \ 
0.8 & 0.6 & 0.5 & 1 \ 
1.0 & 0.6 & 0.5 & 1 \ 
0.8 & 0.6 & 0.5 & 1 \ 
\end{pmatrix} \right) \cdot \left( \begin{pmatrix} 0.4 \ 0.4 \ 0.4 \ 0.4 \ \end{pmatrix} \right) \\
&= \left( \begin{pmatrix} 0.8 \ 0.8 \ 0.8 \ 0.8 \ \end{pmatrix} \right).
\end{align*}
\]

Example 20 (continued from Example 1). By Example 15, we get \( D_{C_i}^{\alpha, \beta} \) and \( D_{C_i}^{\alpha, \beta} \). Then,

\[
\text{Example 20 (continued from Example 1). By Example 15, we get } D_{C_i}^{\alpha, \beta} \text{ and } D_{C_i}^{\alpha, \beta}. \text{ Then,}
\]

To evaluate the efficiency of our matrix method for computing covering-based multigranulation fuzzy rough approximation operators, we choose three datasets from UCI machine learning repository. Their computational time is shown in Table 9. They are carried out on a personal computer with 64-bit Windows 7, Intel® Core™ i5-4460 CPU @3.20 GHz, and 8 GB memory. The programming language is MATLAB r2016a. Since the method of attribute reduction is always presented by rough approximation operators, our matrix method for computing covering-based multigranulation fuzzy rough approximation operators can be used to solve this problem in the future.

5. An Application in MCGDM

In this section, these CMFRS models are applied to manage the problem of MCGDM that is stated in [31]. Zhan et al. [31] presented an algorithm for the problem of MCGDM based on the covering-based optimistic multigranulation fuzzy rough set model. We show it in Algorithm 1, where \( \tilde{I} \) is an \( n \)-fuzzy \( \beta \)-coverings of \( U \) and \( \mu \in F(U) \).
Table 9: Comparison of different approximation operators for some datasets in UCI machine learning repository.

| Datasets       | Samples | Attributes | Operators | Computational time of 30% U (s) | Computational time of 60% U (s) | Computational time of 100% U (s) |
|----------------|---------|------------|-----------|---------------------------------|-------------------------------|----------------------------------|
| Iris           | 150     | 4          | $\frac{SR^O}{\sum_{i=1}^{n} \bar{C}_i}$ | 0.0361                         | 0.3375                        | 0.3631                           |
|                |         |            | $\frac{SR}{\sum_{i=1}^{n} \bar{C}_i}$  | 0.0355                         | 0.3095                        | 0.3195                           |
|                |         |            | $\frac{R^O}{\sum_{i=1}^{n} \bar{C}_i}$  | 0.0454                         | 0.3000                        | 0.3478                           |
|                |         |            | $\frac{R^a}{\sum_{i=1}^{n} \bar{C}_i}$  | 0.0375                         | 0.4373                        | 0.4138                           |
| Forest fires   | 517     | 7          | $\frac{SR^O}{\sum_{i=1}^{n} \bar{C}_i}$ | 0.9938                         | 2.7521                        | 9.3000                           |
|                |         |            | $\frac{SR}{\sum_{i=1}^{n} \bar{C}_i}$  | 0.6449                         | 2.7275                        | 10.5721                          |
|                |         |            | $\frac{R^O}{\sum_{i=1}^{n} \bar{C}_i}$  | 0.9039                         | 2.5587                        | 16.5641                          |
|                |         |            | $\frac{R^a}{\sum_{i=1}^{n} \bar{C}_i}$  | 0.7335                         | 2.4848                        | 16.0961                          |
| Blood          | 748     | 4          | $\frac{SR^O}{\sum_{i=1}^{n} \bar{C}_i}$ | 0.7248                         | 4.0976                        | 22.2954                          |
|                |         |            | $\frac{SR}{\sum_{i=1}^{n} \bar{C}_i}$  | 0.6664                         | 4.0277                        | 22.5706                          |
|                |         |            | $\frac{R^O}{\sum_{i=1}^{n} \bar{C}_i}$  | 0.7492                         | 4.1257                        | 21.9894                          |
|                |         |            | $\frac{R^a}{\sum_{i=1}^{n} \bar{C}_i}$  | 0.7285                         | 3.8302                        | 22.5545                          |

**Algorithm 1:** An algorithm for the problem of MCGDM in [31].

**Input:** a multigranulation fuzzy decision information system $(U, \Gamma, \beta, \mu)$.

**Output:** the rank of all alternatives.

**Step 1:** by Definition 2, calculating all $\bar{N}^d_{C_{i(x)}}$ for any $x \in U$ and $i = 1, 2, \ldots, n$.

**Step 2:** by Definition 3, computing $R^O_{\sum_{i=1}^{n} \bar{C}_i}(\mu)$ and $R^a_{\sum_{i=1}^{n} \bar{C}_i}(\mu)$, respectively.

**Step 3:** getting the right weight value of $\zeta$, where $\zeta \in [0, 1]$.

**Step 4:** calculating $\sum_{i=1}^{n} \bar{R}^O_{\bar{C}_i}(\mu) = \zeta R^O_{\sum_{i=1}^{n} \bar{C}_i}(\mu) + (1 - \zeta) R^a_{\sum_{i=1}^{n} \bar{C}_i}(\mu)$.

**Step 5:** obtaining the ordering by the decision principle.

**Example 21.** Let $U = \{x_1, x_2, \ldots, x_5\}$ be a set of patients, $\beta = 0.6$ be the critical value, and $V = \{y_1, y_2, y_3, y_4\}$ be a set of five main symptoms for the disease $A$. Suppose that the doctor $X$ invites 2 experts $R_i$ ($i = 1, 2$) to evaluate every patient $x_k$ ($k = 1, 2, \ldots, 5$). Then, the expert $R_i$ believes that the patient $x_k$ has a value of the symptom $y_j$ ($j = 1, 2, \ldots, 4$), denoted as $C_{ii}(x_k)$. For the patient $x_k$, there exists at least one symptom $y_j$ such that the symptom value $C_{ij}(x_k) \geq \beta$. Then, $\Gamma = \{C_{i1}, C_{i2}\}$ is a family of fuzzy $\beta$-coverings of $U$, where $\bar{C}_i = [C_{i1}, C_{i2}, C_{i3}, C_{i4}]$ ($i = 1, 2$). They are shown in Tables 1 and 9, respectively. Suppose that the doctor $X$ gives the possible value $\mu$ of the disease $A$ of every patient as $\mu = \frac{1}{5} (0.8/x_1) + (0.4/x_2) + (0.6/x_3) + (0.2/x_4) + (0.5/x_5)$. The doctor $X$ wants to decide whether or not the patients $x_k \in U$ have the disease $A$.

Firstly, we use Algorithm 1 to solve this problem as follows:

**Step 1:** all $\bar{N}^0_{C_{i(x)}}$ are shown in Tables 3 and 4, for any $i = 1, 2$ and $k = 1, 2, \ldots, 5$.

**Step 2:** $R^O_{\sum_{i=1}^{n} \bar{C}_i}(\mu) = \frac{(0.8/x_1) + (0.4/x_2) + (0.6/x_3) + (0.2/x_4) + (0.5/x_5)}{5}$ and $R^a_{\sum_{i=1}^{n} \bar{C}_i}(\mu) = \frac{(0.7/x_1) + (0.6/x_2) + (0.2/x_3) + (0.5/x_4) + (0.5/x_5)}{5}$.

**Step 3:** $\zeta = 0.3$.

**Step 4:** $\sum_{i=1}^{n} \bar{R}^O_{\bar{C}_i}(\mu) = \frac{(0.64/x_1) + (0.47/x_2) + (0.6/x_3) + (0.4/x_4) + (0.5/x_5)}{5}$.
Input: a multigranulation fuzzy decision information system \((U, \bar{T}, \beta, \mu)\).

Output: the rank of all alternatives.

Step 1: by Definition 4, calculating all \(D_{\hat{C}_i}^D (x, y)\) for any \(x \in U\) and \(i = 1, 2, \ldots, n\).

Step 2: by Definition 3, computing
\[
\begin{align*}
\sum_{i=1}^n C_{\hat{C}_i} \mu (\mu) (x) &= \vee_{i=1}^n \wedge_{y \in U} \left(1 - D_{\hat{C}_i}^D (x, y) \wedge \mu (y) \right), \\
\sum_{i=1}^n C_{\hat{C}_i} \mu (\mu) (x) &= \wedge_{i=1}^n \vee_{y \in U} \left(D_{\hat{C}_i}^D (x, y) \wedge \mu (y) \right).
\end{align*}
\]

Step 3: getting the right weight value of \(\zeta\), where \(\zeta \in [0, 1]\).

Step 4: calculating \(\sum_{i=1}^n \overline{R}_i^O (\mu) = \zeta \sum_{i=1}^n C_{\hat{C}_i} \mu (\mu) + (1 - \zeta) \sum_{i=1}^n C_{\hat{C}_i} \mu (\mu)\).

Step 5: obtaining the ordering by the decision principle.

**Algorithm 2: An algorithm for the problem of MCGDM.**

Input: a multigranulation fuzzy decision information system \((U, \bar{T}, \beta, \mu)\).

Output: the rank of all alternatives.

Step 1: by Definition 4, calculating all \(D_{\hat{C}_i}^D (x, y)\) for any \(x \in U\) and \(i = 1, 2, \ldots, n\).

Step 2: getting the right weight value of \(\zeta\), where \(\zeta \in [0, 1]\).

Step 3: by Definition 3, computing
\[
\begin{align*}
\sum_{i=1}^n C_{\hat{C}_i} \mu (\mu) (x) &= \vee_{i=1}^n \wedge_{y \in U} \left(1 - D_{\hat{C}_i}^D (x, y) \wedge \mu (y) \right), \\
\sum_{i=1}^n C_{\hat{C}_i} \mu (\mu) (x) &= \wedge_{i=1}^n \vee_{y \in U} \left(D_{\hat{C}_i}^D (x, y) \wedge \mu (y) \right).
\end{align*}
\]

Step 4: calculating \(\sum_{i=1}^n \overline{R}_i^O (\mu) = \zeta \sum_{i=1}^n C_{\hat{C}_i} \mu (\mu) + (1 - \zeta) \sum_{i=1}^n C_{\hat{C}_i} \mu (\mu)\).

Step 5: obtaining the ordering by the decision principle.

**Algorithm 3: An algorithm for the problem of MCGDM.**

| Methods | The final ranking | The patients are more likely to be sicken for the disease A |
|---------|------------------|----------------------------------------------------------|
| Algorithm 1 (Zhan et al. [31]) | \(x_4 < x_3 < x_2 < x_3 < x_3 < x_1\) | \(x_1\) |
| Algorithm 2 | \(x_4 < x_3 < x_3 < x_2 < x_3 < x_1\) | \(x_1\) |
| Algorithm 3 | \(x_4 < x_3 < x_2 < x_3 < x_3 < x_1\) | \(x_3\) |

Table 10: The results utilizing the different methods of Example 21.

Step 5: we get \(x_4 < x_3 < x_2 < x_3 < x_3 < x_1\). That is to say, \(x_1\) is more likely to be sicken for the disease A

Then, for Algorithm 2:

Step 1: \(D_{\hat{C}_i}^D\) and \(D_{\hat{C}_i}^D\) are shown in Tables 7 and 8, respectively.

Step 2: \(\sum_{i=1}^n C_{\hat{C}_i} \mu (\mu) = (0.6667/x_1) + (0.4/x_2) + (0.6/x_3) + (0.2/x_4) + (0.5/x_5)\), and \(\sum_{i=1}^n C_{\hat{C}_i} \mu (\mu) = (0.8/x_2) + (0.6/x_3) + (0.333/x_4) + (0.5/x_5)\)

Step 3: \(\zeta = 0.3\)

Step 4: \(\sum_{i=1}^n \overline{R}_i^O (\mu) = (0.76/x_1) + (0.4/x_2) + (0.6/x_3) + (0.2933/x_4) + (0.5/x_5)\)

Step 5: we get \(x_4 < x_3 < x_2 < x_3 < x_3 < x_1\). That is to say, \(x_1\) is more likely to be sicken for the disease A

For Algorithm 3:

Step 1: \(D_{\hat{C}_i}^D\) and \(D_{\hat{C}_i}^D\) are shown in Tables 7 and 8, respectively.

Step 2: \(\zeta = 0.3\)

Step 3: \(\sum_{i=1}^n C_{\hat{C}_i} \mu (\mu) = (0.5/x_1) + (0.4/x_2) + (0.6/x_3) + (0.2/x_4) + (0.4/x_5)\), and \(\sum_{i=1}^n C_{\hat{C}_i} \mu (\mu) = (0.8/x_2) + (0.5/x_3) + (0.4/x_4) + (0.5/x_5)\)

Step 4: \(\sum_{i=1}^n \overline{R}_i^O (\mu) = (0.71/x_1) + (0.47/x_2) + (0.74/x_3) + (0.34/x_4) + (0.47/x_5)\)

Step 5: we get \(x_4 < x_3 < x_3 < x_2 < x_3 < x_1\). That is to say, \(x_3\) is more likely to be sicken for the disease A

Finally, all results above are shown in Table 10 and Figure 1. From Table 10 and Figure 1, we find that the results
of Algorithms 1 and 2 are same. That is to say, the patient $x_1$ is more likely to be sicken for the disease $A$. Hence, our methods are effective. On the other hand, $x_2$ is more likely to be sicken for the disease $A$ by Algorithm 3. It is different with other methods. So, it will be a new choice for the decision maker.

6. Conclusions

This paper constructs some types of CMFRS models through fuzzy neighborhood measures. Corresponding fast calculation methods based on matrices are also proposed. Moreover, as an application, they are used to solve the problem of MCGDM. The main contributions of this paper are concluded as follows:

(1) It is interesting to give the notion of multigranulation fuzzy neighborhood measure based on the concept of $\beta$-neighborhood. It can be seen as the complement of the existing work and also the dual of multigranulation fuzzy measure which is presented in [31]. These new types of CMFRS models can be seen as the combination of covering-based rough sets, multigranulation rough sets and fuzzy sets. These models are the complement of the existing rough set models. They can help us to deal with multigranulation fuzzy information well.

(2) It is complicated and time-consuming to use set approaches to compute these models in a large cardinal fuzzy $\beta$-covering approximation space. The matrix methods can satisfy the needs of knowledge discovery. By using matrix approaches in CMFRS models, calculations can be easily implemented by computers. It can well solve the time-consuming problem when a large-scale covering is given.

(3) According to Algorithm 3, we find that the patient $x_3$ is another patient that is more likely to be sicken for the disease $A$ in Example 21, which is different from Algorithms 1 and 2. That is to say, it is a new choice for decision maker. Therefore, our method is a complement of the existing methods.

In future research, the reduction in covering-based multigranulation fuzzy information systems should be investigated, as well as the matrix calculation approach. The generalizations of fuzzy sets (such as soft multisets [32], picture fuzzy sets [33], and neutrosophic sets [34]) will be combined with the content of this paper. Moreover, it can be used in the problem of MCGDM.
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