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Abstract: In today’s world of social distancing due to the consequences of deadly virus COVID, every way of communication is articulated through internet technology. In this pandemic situation securing the information transmitted has become a major threat since exploitation of information has become one of the major problem in world’s economy. The project provides an enlightening path to establish a safer ground for communication. In the proposed technique security and confidentiality of the data transmitted is enhanced by implementing AES algorithm in the memory of the system, where the information sent are encrypted and decrypted directly in memory rather than using external registers. Thereby data stored are accessed immediately without any delay for locating the allocated address and this technique is proven to be resistive to most of the attacks. Further by using pipelining concept datapath optimization is also enhanced which in turn increases the latency and reduces the area occupied by the algorithm. The proposed architecture uses 11 S boxes for encrypting and decrypting 16-bit data using Spartan 6 TQG144 FPGA board for hardware and Xilinx 14.7 design suite for software implementation using Verilog code which offers a quicker and customizable solution. By utilizing this architecture, the overall speed and latency has been improved by reducing the usage of LUT’s to 8% and the total delay to 23.081ns and number of bonded IOB’s used is 79 only.
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I. INTRODUCTION TO CRYPTOGRAPHY

The number of individuals and organizations using wide computer networks for personal and professional activities has recently increased a lot. A cryptographic algorithm is an essential part in network security. A well-known cryptographic algorithm is the Data Encryption Standard (DES), which has been widely adopted in security products. However, serious considerations arise for long-term security because of the relatively short key word length of only 56 bits and from the highly successful cryptanalysis attacks. In November 2001, the National Institute of Standards and Technology (NIST) of the United States chose the Rijndael algorithm as the suitable Advanced Encryption Standard (AES) to replace the DES algorithm. Since then, many hardware implementations have been proposed in literature. Some of them use field programmable gate arrays (FPGA) and some use application-specific integrated circuits (ASIC). The advantages of a software implementation include ease of use, ease of upgrade, portability, and flexibility. However, a software implementation offers only limited physical security, especially with respect to key storage Conversely, cryptographic algorithms (and their associated keys) implemented in hardware are, by nature, more physically secure, as they cannot easily be read or modified by an outside attacker. The downside of traditional (ASIC) hardware implementations is the lack of flexibility with respect to algorithm and parameter switching. Reconfigurable hardware devices such as FPGAs are a promising alternative for the implementation of block ciphers. FPGAs are hardware devices whose function is not fixed and can be programmed in-system.

II. EXISTING METHODOLOGY

AES-CCM in which AES block cipher core is used for the purpose of authenticated encryption. The bit order of each input block is formatted. The AES-CCM operation consists of two related processes which are generation/encryption and decryption/verification. Firstly, in the generation/encryption process, an initial block B0, and Payload blocks (B1÷Bn) are used in CBC mode, to generate a message authentication code (MAC). Then, CTR mode whose inputs are Counter Blocks CTRi, is applied to generate the cipher-text. The size of received cipher-text is equal to sum of the length of payload and the length of MAC. In decryption/verification process, counter mode decryption is applied to cipher-text to recover 2016 IFIP/IEEE International Conference on Very Large Scale Integration (VLSI-SoC) the MAC and the corresponding payload; then, CBC mode is applied to the payload, the associated data, and the nonce to verify the correctness of the received MAC. A successful verification indicates that the payload and its associated data come from the same source with access to the key so that a MAC provides a high level of authentication.
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Since AES encryption block is the essential part in the AESCCM core, the choice for its architecture is very important. Implemented low area AES encryption cores by using the 8-bit AES core architecture and an optimized S-box structure. For FPGA implementation, using block RAMs to implement the 8-bit AES core is also a promising solution to reduce AES core area. The penalty of this solution is that it may lead to the lower throughput due to its iterative manner. Then, using a pipeline AES structure is a promising approach to improve the throughput, such as the AES core, although this core area is 3.6 times larger than the iterative looping structure. On the other hand, it is important to note that a typical data rate in WBANs of up to 10Mbps can meet the speed requirement for most of entertainment and healthcare services. Since throughput is not the most important issue in WBANs, iteration structure is used to minimize the hardware resource and to meet the requirement of low power consumption as well.

III. PROPOSED SYSTEM

A. Pipelined Architecture of AES Algorithm

The Advanced Encryption Standard is a symmetric cryptographic algorithm which is composed of four major blocks that are repeated in N, number of rounds. The blocks are byte substitution, shift row, mix column, and key addition. When a key size of 128 bits is used, the number of rounds the algorithm is repeated (N,) is equal to ten and for 196 bits it is 12 and for 256 bits it is 14. Figure 1 shows the fully pipelined implementation of the AES algorithm. The shift row step is just interconnection in which the plain text of length 128 bits is put in a matrix format and there would be shift of bits in an orderly fashioned manner such that there it would be no shift in first row and one left shift in the second row and two left shift in third row and it goes on respectively and the key addition is XORing of the round data and the round key. The mix column step consists of a chain of XORs to permute the elements of data in each column and they would place it by mixing the column in an order. The arithmetic of these three stages can be combined in one pipeline stage for each round. On the other hand, the most exemplary step is the byte substitution phase, which is explained next.

B. Byte Substitution Phase

In AES algorithm byte substitution phase (S-box) is considered as a distinct step because the computation part is quiet complex. The byte substitution phase consists of two steps

1) The multiplicative inverse
2) The affine transformation

The multiplicative inverse for the input element GF (2^8) is calculated earlier. Later, an affine transformation for the input element GF (2^8) is applied. In order to simplify this operation composite field arithmetic is used. The S-box is typically realized as LUT in software processing. For a Shannon expression of n-variable functions the original S-box is broken down into a set of smaller size multiplexer-switched truth-table. Later the smaller tables are mapped into n-LUT of Spartan 6 FPGA. All the substitute values are calculated beforehand and later stored in the non-volatile RAM of the processor. Rijmen suggests an algorithm that calculates the byte substitution phase using the GF (2^4) operations. The input is mapped into the GF (2^4) elements and the GF (2^4) operations are used. This is the most area efficient implementation of S-boxes. Due to the long delay of this architecture, pipelining must be used the LUT usage and the critical path delay of the pipelined implementation of one S-box using this architecture synthesized for Spartan 6 FPGA (pre-place and route). The bar chart shows the delay and the pie chart shows the LUT usage. The required delay-LUT combination is the design with three pipeline stages. As the most efficient byte substitution designs are considered to have around three and six pipeline stages. In addition, to the last pipeline stage of each round of the AES algorithm which includes the shift row, mix-column and key addition phase. Therefore, for an optimum pipelined implementations of AES algorithm it may take around four or seven pipeline stages totally for each round in the cryptographic algorithm.

![Figure 1: Fully Pipelined AES Architecture In NVMM](image-url)
IV. IMPLEMENTATION AND EXPERIMENTAL RESULTS

The AES algorithm is implemented in non volatile main memory using pipelining architecture and it is simulated using XILINX ISE 14.7 design suite and by using Spartan 6 FPGA board the hardware implementation is carried out.

| Table 1 |
| --- | --- |
| Representation of device parameters |
| FAMILY | SPARTAN6 |
| PART | XC6SLX9 |
| PACKAGE | TQG144 |
| TEMP GRADE | C-GRADE |
| PROCESS | TYPICAL |
| SPEED GRADE | -2 |

![Figure 2: Representation of RTL Schematic View of AES](image)

Figure 2: Representation of RTL Schematic View of AES

![Figure 3: Simulation of AES algorithm using NVMM and Pipeline architecture](image)

Figure 3: Simulation of AES algorithm using NVMM and Pipeline architecture
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Figure 4: Power Analysis of AES algorithm using Pipeline architecture
Table 2
Performance evaluation in terms of Latency

| DEVICES            | SLICE LUT’S | LATENCY(ns) |
|--------------------|-------------|-------------|
| Virtex-5 (xc5vlx50-3) | 2490        | 45.06       |
| Virtex-7 (xc7vx690t)  | 10773       | 142.5       |
| Spartan6 (xc6slx9)    | 532         | 32.293      |
| Spartan6 (xc6slx9) PROPOSED SYSTEM | 465         | 23.081      |

Figure 4: Bar chart representation for Latency values

Table3
Performance evaluation in terms of Usage of LUT’s

| DEVICES                     | SLICED LUT’S |
|-----------------------------|--------------|
| VIRTEX-7(xc7vx90t)          | 551          |
| SPARTAN-6(xc6slx9)          | 532          |
| SPARTAN-6(xc6slx9) PIPELINE ARCHITECTURE | 465         |
V. CONCLUSION AND FUTURE WORKS

From the analysis by using AES in non volatile main memory and by utilizing pipeling architecture the latency and speed of the device is increased as the delay of masking and unmasking data took less than 23ns and the area occupied by the algorithm was also only around 8%. The Algorithm is also resistive to side attacks as it uses 10 rounds for encrypting the bits in AES Algorithm. Thereby it can be tentatively declared that AES algorithm is better solution for securing and transmitting confidential information. In future the above technique can be improvised by reducing the rounds in the algorithm. So that space for implementation of algorithm can be reduced and thereby the speed can also be increased. Or else some new encryption techniques can be adapted and evaluated to reduce side channel attacks.
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