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Abstract

Statistical properties of infinite products of random isotropically distributed matrices are investigated. Both for continuous processes with finite correlation time and discrete sequences of independent matrices, a formalism that allows to calculate easily the Lyapunov spectrum and generalized Lyapunov exponents is developed. This problem is of interest to probability theory, statistical characteristics of matrix T-exponentials are also needed for turbulent transport problems, dynamical chaos and other parts of statistical physics.
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1 Introduction

Products of random matrices is an important object for many problems of classical and quantum statistical physics \cite{1}. Mathematical study in this field is mainly devoted to generalization of the law of large numbers, central limit theorem, large deviation theory and other results of the probability theory to the case of non-commutative matrices. The main results in this direction are achieved by Furstenberg, Oseledets, Tutubalin and others \cite{2, 3, 4, 5}.
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The enlarged law of large numbers states that for a sequence of products of random independent commutative quantities

\[ q_N = \prod_{k=1}^{N} \exp(a_k) \]  

there exists with unitary probability the limit

\[ \lambda = \lim_{N \to \infty} \frac{\ln q_N}{N} = \langle a_k \rangle \]

A generalization of this law to non-commutative random matrices,

\[ Q_N = \prod_{k=1}^{N} \exp(A_k) \]

involves the notion of Lyapunov spectrum. The main idea is to pick out the diagonal exponentially growing part. It can be done in different ways; for our purposes, the most convenient is the Iwasawa decomposition:

\[ Q_N = z_N \Delta_N R_N \]

where \( \Delta_N \) is a diagonal matrix with diagonal elements \( (\delta_N)_1 \geq 0, \ldots, (\delta_N)_d \geq 0 \), \( z_N \) is an upper-triangular matrix with diagonal elements equal to unity, \( R_N \) is an orthogonal matrix, \( R_{ji} R_{jk} = \delta_{ik} \).

Then with unitary probability the limits

\[ \lambda_s = \lim_{N \to \infty} \frac{\ln (\delta_N)^s}{N}, \ s = 1, \ldots, d \]

exist [5]. The non-random sequence \( \lambda_1 < \ldots < \lambda_d \) is called Lyapunov spectrum (LS) of the discrete matrix process \( A_k \). To describe rare processes with exponents significantly different from \( \lambda_s \), the theory of large deviations introduces generalized Lyapunov exponents (GLE) defined by

\[ L_s(n) = \lim_{N \to \infty} \frac{\ln (\langle (\delta_N)^s \rangle^n)}{N} \]

One can see that

\[ \lambda_s = \frac{\partial L_s(0)}{\partial n} \]

Continuous limit of the random matrix product appears in physical applications as a solution to the linear stochastic equation

\[ \partial_t Q = QA, \ Q(0) = \hat{1} \]
for the evolution matrix. Here $A(t)$ is a stationary $d \times d$ matrix process. The formal solution to the equation can be written in terms of the anti-chronological exponential:

$$Q(t) = \hat{T} \exp \left( \int_0^t A(\tau) d\tau \right) = \sum_n \frac{1}{n!} \int_0^t d\tau_1 ... d\tau_n \hat{T} (A(\tau_1) ... A(\tau_n))$$ (4)

where

$$\hat{T} (A(\tau_1) ... A(\tau_n)) = A(\tau_{i_1}) ... A(\tau_{i_n}), \quad \tau_{i_1} \leq ... \leq \tau_{i_n}$$

is the anti-chronological product operator. The alternative way to present the solution is the Volterra multiplicative integral (5):

$$Q(t) = \prod_{\tau=0}^t (1 + A(\tau) d\tau)$$ (5)

This allows to treat the solution of (3) as a continuous limit of a random matrix product. Analogously to the discrete case, with unitary probability there exists the limit

$$\lambda_s = \lim_{T \to \infty} \frac{\ln \delta_s(T)}{T}, \quad s = 1, \ldots, d$$ (6)

where $\delta_s(T) = (\Delta(T))_{ss}$ are the elements of the diagonal part of Iwasawa decomposition for the evolution matrix $Q(T)$,

$$Q(T) = z(T) \Delta(T) R(T) \quad (7)$$

As in the discrete case, the set $\lambda_1 < \ldots < \lambda_d$ is called the Lyapunov spectrum (LS) of the continuous process $A(t)$. Also generalized Lyapunov exponents are defined by

$$L_s(n) = \lim_{T \to \infty} \frac{\ln \langle (\delta_s(T))^n \rangle}{T} \quad (8)$$

with

$$\lambda_s = \frac{\partial L_s(0)}{\partial n}$$

The Lyapunov spectrum was found in [7, 8, 9, 10] for the important particular case of isotropic delta-correlated Gaussian random processes, i.e. processes completely defined by their pair correlation function

$$\langle A_{ij}(t) A_{kp}(t') \rangle = 2D_{ijkp} \delta(t - t'), \quad D_{ijkp} = a\delta_{ij}\delta_{kp} + b\delta_{ik}\delta_{jp} + c\delta_{ip}\delta_{jk}$$

In this paper we restrict ourselves by real $A(t)$ matrices.
and appeared to be equal to

\[ \lambda_s^G = D \left( 2s - 1 - d \right), \quad D = b + c \] (9)

In statistical physics, the LS of continuous processes is mainly needed in problems of turbulence \([11, 12]\) and turbulent transport (of temperature, passive density, magnetic field etc.) \([13, 14, 15, 16]\). In these problems \(A(t)\) has the meaning of velocity deformation tensor taken along a particle trajectory in a random velocity field, \(A_{ij}(t) = \frac{\partial}{\partial x_i} v_j(\mathbf{r}(t), t)\). This random process is known to have non-Gaussian distribution \((17)\). E.g., the third-order velocity increment correlator in turbulence is non-zero \((18, 19)\), which is linked to the energy cascade and to the breaking of time-inversion symmetry. The numerical simulation \([20]\) states that in homogeneous isotropic turbulence the ratio \(\lambda_2/\lambda_3\) is \(\simeq 1/4\), while for Gaussian processes \((9)\) with \(d = 3\) gives \(\lambda_2 = 0\). Thus, an approach to calculate the LS and GLE in non-Gaussian processes is needed.

Recently we proposed a functional method that allows to calculate LS and GLE for non-Gaussian isotropic \(\delta\)-correlated processes \([21]\). In particular, it was shown that \(\lambda_2\) is determined by connected odd-order correlators of \(A(t)\).

However, in reality one has finite correlation time. In this paper we present a generalization of the method introduced in \([21]\) for isotropic continuous processes with finite correlation time and isotropic discrete sequences of independent random matrices.

The paper is organized as follows.

In Section 2 we formulate the problem statement and introduce the functional transformation \(A(t) \mapsto X(t)\), which allows to pick out the diagonal part of the product. It appears that the LS components coincide with the averages of diagonal elements of \(X\). In Section 3 we discuss the probability measure in \(X\) variables.

In Section 4 we introduce formally the processes with finite correlation time. To calculate the \(t \to \infty\) asymptotics of different averages, one can substitute an effective \(\delta\)-correlated process for the original \(A(t)\); this is done in Section 5. For isotropic distributions, the substitution allows to get simple solutions to LS and GLE.

In Section 6 we discuss discrete processes and some details of the passage to continuous limit. We also discuss a way to find LS and GLE of isotropically distributed discrete sequences of independent matrices.

In the Appendix we substantiate more formally the limiting process to the effective \(\delta\)-correlation performed in Section 5.
2 \textbf{ } \textit{X}-variables

Let $A(t)$ be a stationary random process, $A$ being $d \times d$ real matrices. The statistics of the process is defined by the probability measure in the space of matrix functions, $DA P[A]$, where

$$DA \equiv \prod_t \prod_{k,p=1}^d dA_{kp},$$

and $P[A]$ is the probability density functional. Let $Q(t)$ be a solution of the Eq. \((3)\). Our goal is to calculate the averages

$$\langle F[Q]\rangle = \int DA \, P[A] \, F[Q],$$

where $F[Q]$ are some functionals which describe the statistics of the $Q$ matrix at large time. The formal solution of \((3)\) is given by the antichronological exponential \((4)\), but it is too complicated to use in calculations. Following \([9, 10, 21]\), we introduce another way to describe the $Q$ matrix.

Recall that $Q(T)$ can be presented in the form of Iwasawa decomposition \((7)\). Rewriting \((3)\) as $A = Q^{-1} \partial_t Q$ and substituting \((7)\), we obtain

$$A = R^T (\rho + \zeta + \theta) R \quad (11)$$

where $\rho$ is diagonal, $\zeta$ is upper triangular with zero main diagonal, and $\theta$ is antisymmetric, and the matrices are defined by the equations:

$$\rho = \Delta^{-1} \partial_t \Delta \quad (12)$$

$$\zeta = \Delta^{-1} z^{-1} (\partial_t z) \Delta \quad (13)$$

$$\theta = (\partial_t R) R^T \quad (14)$$

Averages of the diagonal elements of $\rho$ coincide with the LS \((6)\) of the process $A(t)$ \((17)\):

$$\lambda_k = \langle \rho_k \rangle, \quad \lambda_1 < \lambda_2 < \ldots \lambda_d$$

The processes $\rho, \zeta, \theta$ are asymptotically stationary. Moreover, $z$ stabilizes as $t \to \infty$, which means that $z$ tends almost surely to some random limit $z_\infty$. To the contrary, $R$ does not stabilize and keeps on walking randomly in $SO(d)$ \([5, 14]\). This property of $z$ can be...
understood by the following consideration: for \( \zeta \) from (13) we get

\[
\zeta = \begin{pmatrix}
0 & \delta_2 (z^{-1} \partial_t z)_{12} & \ldots & \delta_d (z^{-1} \partial_t z)_{1d} \\
0 & 0 & \ldots & \delta_d (z^{-1} \partial_t z)_{2d} \\
0 & 0 & \ldots & \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

Since \( \lambda_1 < \lambda_2 < \ldots \lambda_d \), we expect exponential separation: \( \delta_k / \delta_p \to \infty \) as \( t \to \infty \) if \( k > p \).

From stationarity \( \zeta \), it then follows \( \partial_t z \to 0 \). This means the stabilization.

As in [21], we denote the middle part of (11) by \( X(t) \):

\[ X = \rho + \zeta + \theta \]

and consider the functional transformation

\[ X \mapsto A = R^T [X] X R[X] \] (15)

The functional \( R \) depends on \( X \) non-locally; from (14) it follows

\[
R(t) = T \exp \left( \int_0^t \theta(\tau) d\tau \right) = \sum_n \frac{1}{n!} \int_0^t d\tau_1 \ldots d\tau_n T(\theta(\tau_1) \ldots \theta(\tau_n)) ,
\]

\[
T(\theta(\tau_1) \ldots \theta(\tau_n)) = \theta(\tau_{i_1}) \ldots \theta(\tau_{i_n}) , \quad \tau_{i_1} \geq \ldots \geq \tau_{i_n}
\]

The advantage of the \( X \)-variables is, in particular, in dealing with this simple ‘rotational’ T-exponent (16), instead of the complicated T-exponent (4). As we will see below, in the important case of isotropically distributed \( A(t) \) with finite correlation time \( t_c < \infty \), this simpler T-exponent does not contribute to the relations as \( T \to \infty \), and the problem of finding the LS can be solved completely.

### 3 Statistics of \( X \)-variables

Probability measure of a random process \( A(t) \) can be defined by the probability density functional \( P[A] \) in the space of matrix functions,

\[ P[A] = \exp \left( -S[A] \right) \]

Here \( S[A] \) is the action functional. The transformation (15) induces the measure in the space of \( X \)-variables:

\[ P_X[X] = N \exp \left( -S \left[ R^T X R \right] \right) J[X] \] (17)
where $N$ is the normalizing factor and
\[
J = \text{Det} \left( \frac{\delta A_{ij}(t)}{\delta X_{kp}(t')} \right)
\]
is the Jacobian of the transformation. [21] have shown that it is equal to
\[
J[X] = \exp \left( \int \text{tr} \left( \eta_0 X(t) \right) dt \right), \tag{18}
\]
\[
(\eta_0)_{kp} = \frac{2k - 1 - d}{2} \delta_{kp} \tag{19}
\]
(see also [9, 10]).

Generally, use of (17) is rather complicated because it contains the nonlocal functional $R[X]$. However, in the case of isotropic distribution and in the limit $T \to \infty$ the situation may be simplified significantly. Preparatory to proceeding to this important case, we recall several important definitions (see, e.g., [22]).

## 4 Correlation functions of the processes with finite correlation time

The Fourier transform of $P[A]$ is called characteristic functional:
\[
Z[\eta(t)] = \int DA \exp \left( -S[A] + i \int \text{tr} \left( \eta(t)A(t) \right) dt \right) = \langle \exp \left( i \int \text{tr} \left( \eta(t)A(t) \right) dt \right) \rangle \tag{20}
\]
Here $\eta(t)$ is a $d \times d$-matrix element adjoint to $A(t)$. $Z$ is the generating functional for the correlation functions:
\[
\langle A_{ij}(t_1) \ldots A_{kp}(t_n) \rangle = \frac{1}{i^n} \frac{\delta}{\delta \eta_{ij}(t_1)} \cdots \frac{\delta}{\delta \eta_{kp}(t_n)} Z[0] \tag{21}
\]
From normalization condition $\langle 1 \rangle = 1$ it follows $Z[0] = 1$.

It is convenient to introduce the generating functional of connected (irreducible) correlation functions defined by
\[
W[\eta] = \ln Z[\eta] \tag{22}
\]
It is also called cumulant functional. Expanding it into a series, we get
\[
W[\eta] = \sum_n \frac{1}{n!} \int W^{(n)}_{ij...kp}(t_1, \ldots, t_n) \eta_{ij}(t_1) \ldots \eta_{kp}(t_n) dt_1 \ldots dt_n
\]
Then $n$-point connected correlation functions can be defined by
\[
\langle A_{ij}(t_1) \ldots A_{kp}(t_n) \rangle_c = \frac{1}{i^n} \frac{\delta}{\delta \eta_{ij}(t_1)} \ldots \frac{\delta}{\delta \eta_{kp}(t_n)} W[0] = \frac{1}{i^n} W^{(n)}_{ij\ldots kp}(t_1, \ldots, t_n) \tag{23}
\]

Hereafter we consider homogeneous processes with finite correlation time. This means that connected correlation functions depend only on differences of times $|t_1 - t_k|$ and decrease quickly as $|t_1 - t_k| > t_c$. So,
\[
W^{(n)}_{ij\ldots kp}(t_1, \ldots, t_n) = W^{(n)}_{ij\ldots kp}(t_1 - t_2, \ldots, t_1 - t_n) \to 0 , \quad |t_1 - t_k| > t_c
\]

Since we are interested in asymptotic behavior of the averages (10), we only need to calculate them for $T \gg t_c$. To this purpose, we can substitute an effective $\delta$-process for $A(t)$. In the case of isotropic processes, i.e. the processes statistically invariant under global rotations,
\[
P[O^T A O] = P[A] \quad \forall O \in SO(d) , \tag{24}
\]
this allows to avoid non-locality and to solve the problem completely.\footnote{In non-isotropic case, the effective $\delta$-process does not help much because $X(t)$ remains non-local even for delta-correlated $A(t)$ (see details in the Appendix).}

In the next Section, we introduce the effective $\delta$-process and make use of it; the details of the substitution and its correctness are discussed in the Appendix.

5 Effective $\delta$-process

The cumulant functional of the effective process can be obtained from the connected correlation functions of the original process by the transformation:
\[
W^{(n)}_{ij\ldots kp}(t_1 - t_2, \ldots, t_1 - t_n) \longrightarrow W^{\text{eff}}_{ij\ldots kp} = w^{(n)}_{ij\ldots kp} \delta(t_1 - t_2) \ldots \delta(t_1 - t_n) ,
\]
\[
w^{(n)}_{ij\ldots kp} = \int W^{(n)}_{ij\ldots kp}(t_1 - t_2, \ldots, t_1 - t_n) dt_2 \ldots dt_n \tag{25}
\]

The effective cumulant functional $W^{\text{eff}}[\eta]$ is then given by
\[
W^{\text{eff}}[\eta] = \int w(\eta(t)) dt \tag{26}
\]
where
\[
w(\eta) = \sum_1^n \frac{1}{n!} w^{(n)}_{ij\ldots kp} \eta^n \tag{27}
\]
is called cumulant function. Thus, the connected correlation functions of the effective process are

\[ \left\langle A_{ij}^\text{eff} (t_1) \ldots A_{kp}^\text{eff} (t_n) \right\rangle_c = \frac{1}{i^n} \frac{\partial}{\partial \eta_{ij}} \ldots \frac{\partial}{\partial \eta_{kp}} w(0) \delta(t_1 - t_2) \ldots \delta(t_1 - t_n) \] (28)

The action is related to the cumulant functional via the Fourier transform (20) and (22). Hence, from (26) it follows that the effective action can be written as an integral of a local Lagrangian:

\[ S^\text{eff} [A^\text{eff} (t)] = \int L (A^\text{eff} (t)) \, dt \] (29)

So, the probability density of the effective process takes a form of a continuous product of local probability densities, which corresponds to the independence of the values of \( A^\text{eff} \) taken at different time moments.

For example, for the Gaussian \( \delta \)-correlated process one has

\[ w^G (\eta) = -\eta_{ij} D_{ijkp} \eta_{kp} , \] (30)

\[ L^G (A) = \frac{1}{4} A_{ij}^\text{eff} D_{ijkp}^{-1} A_{kp}^\text{eff} \]

where \( D_{ijkp} \) is \( d^2 \times d^2 \) matrix; according to (28),

\[ 2D_{ijkp} \delta(t - t') = \left\langle A_{ij}^\text{eff} (t) A_{kp}^\text{eff} (t') \right\rangle_c = \left\langle A_{ij}^\text{eff} (t) A_{kp}^\text{eff} (t') \right\rangle \]

We note that cumulant function and Lagrangian are two alternative ways to determine a \( \delta \)-correlated random process. However, a typical problem of local quantum field theory with interaction is that for non-gaussian processes, finite Lagrangian produces ultraviolet divergences in correlation functions. And vice versa, ‘good’ correlation functions imply well-defined cumulant function and divergent Lagrangian. Since correlation functions is the only quantity that has physical meaning, it is more convenient to describe \( \delta \)-processes by a cumulant function, thereby to avoid divergency problems. One more way to work with delta-correlated non-gaussian processes without divergences is introducing of smoothed variables, as it was done by [21].

Now we proceed to isotropic \( \delta \)-processes (24). For these processes, Lagrangian and cumulant functions are both rotationally invariant:

\[ L \left( O^T A^\text{eff} O \right) = L \left( A^\text{eff} \right) \] and \( w \left( O^T \eta O \right) = w \left( \eta \right) \) \( \forall O \in SO(d) \),
Thus, they contain only invariant combinations of variables:

\[
L(A^{eff}) = L \left( \text{tr } A^{eff}, \text{ tr } (A^{eff})^2, \text{ tr } (A^{eff} A^{effT}), \text{ tr } (A^{eff})^3, \ldots \right),
\]

\[
w(\eta) = w \left( \text{tr } \eta, \text{ tr } \eta^2, \text{ tr } \eta \eta^T, \text{ tr } \eta^3, \ldots \right).
\]

From (17) and (29) it then follows that the non-local variable \( R[X] \) is omitted from (17), and hence the Lagrangian \( L_X \) and the cumulant function \( w_X \) of \( X^{eff} \)-variables are also local, and have also a form as (31). Thus, if \( A^{eff} \) is isotropic and \( \delta \)-correlated, the corresponding \( X^{eff} \) is also isotropic and \( \delta \)-correlated.

Thus, from (17) we get

\[
P_X^{eff} [X^{eff}] = N \exp \left( - \int L(X^{eff}) \, dt + \int \text{tr}(\eta_0 X^{eff}) \, dt \right)
\]

Performing the functional Fourier transform, we get

\[
Z_X^{eff} [\eta(t)] = Z^{eff} [\eta(t) - i\eta_0] (Z^{eff})^{-1} [-i\eta_0],
\]

\[
W_X^{eff} [\eta(t)] = W^{eff} [\eta(t) - i\eta_0] - W^{eff} [-i\eta_0]
\]

and eventually

\[
w_X(\eta) = w(\eta - i\eta_0) - w(-i\eta_0)
\]

So, to get correlation functions of \( X^{eff} \)-variables we can use the same generating functionals as for \( A^{eff} \)-variables, the only difference is the shift of the point:

\[
\langle X_{ij}^{eff}(t_1)...X_{kp}^{eff}(t_n) \rangle_c = \frac{1}{i^n} \frac{\partial}{\partial \eta_{ij}} ... \frac{\partial}{\partial \eta_{kp}} w(-i\eta_0) \delta(t_1 - t_2) ... \delta(t_1 - t_n)
\]

In particular, from (33) we get simple expressions for LS and GLE ([21]):

\[
\lambda_s = \langle X_{ss} \rangle = \langle X_{ss}^{eff} \rangle = -i \frac{\partial}{\partial \eta_{ss}} w_X(0) = -i \frac{\partial}{\partial \eta_{ss}} w(-i\eta_0)
\]

\[
L_s(n) = -iw_X(0, \ldots, 0, \eta_{ss} = -in, 0, \ldots, 0)
\]

For Gaussian cumulant function [30], we get the known result [9].

To summarize the recipe for finite time-correlated processes, one first has to find the cumulant function \( w(\eta) \) of the corresponding \( \delta \)-correlated process by means of [25], [27], and then substitute it into (34),(35).

General properties of LS and GLE of isotropic \( \delta \)-processes were described in details in [21]. Here we only focus on one property important for the next Section: for isotropic \( \delta \)-correlated processes the functions \( \langle \ln \delta_s^{eff}(T) \rangle /T \) and \( \langle (\delta_s^{eff}(T))^n \rangle /T \) do not depend
on $T$ \cite{21}. Therefore, for these processes one can omit the sign of limit in \cite{8}. To the contrary, for the processes with finite correlation time these quantities depend on $T$, and only their limits as $T \to \infty$ (or, more accurately, $T \gg t_c$) coincide with the LS and GLE of the effective $\delta$-process.

6 Discrete processes

We have analyzed continuous products of matrices by means the Eq.\cite{3}, which they have been shown to satisfy. On the other hand, continuous process can be treated as a limit of a discrete process $A(t_k)$ with a step $\Delta t = t_{k+1} - t_k$. Is it possible to use the same method for discrete products? To this effect, the discrete product should satisfy a difference equation close to the differential equation \cite{3}. In particular, the matrices $A(t_k)$ and $A(t_{k+1})$ must not differ too much. More formally, the limit $\Delta t \to 0$ must be taken at finite correlation time $t_c$.

So, the same method is applicable directly to discrete matrix products satisfying the condition $\Delta t \ll t_c \ll T$. The classical problem concerning the product of independent matrices does not satisfy this requirement, since in the case $\Delta t = 1$ and $t_c = 0$, and the consecutive matrices may differ strongly. However, the results achieved for continuous products can still help in solving this problem.

Let $A_1 \ldots A_N$ be a sequence of random matrices with the same isotropic probability density $p(A_k)$. Consider the product

$$Q_N = \exp (A_1) \ldots \exp (A_N) \quad (36)$$

Again we are interested in the LS and GLE:

$$\lambda_s = \lim_{N \to \infty} \frac{\ln (\delta_N)_s}{N}, \quad L_s (n) = \lim_{N \to \infty} \frac{\ln \langle (\delta_N)_s^n \rangle}{N}, \quad s = 1, \ldots, d$$

where, as before, $(\delta_N)_s$ are the elements of the diagonal matrix $\Delta_N$ from the Iwasawa decomposition of $Q_N$ \cite{2}.

\footnote{This is a special property of the Iwasawa decomposition; for, e.g., polar decomposition of the evolution matrix, $Q = rDR$, $r, R \in SO(d)$, $D = \text{diag}\{D_1, \ldots, D_d\}$ this is not so, the functions $\langle \ln D_s(T) \rangle / T$ and $\ln \langle (D_s(T))^n \rangle / T$ depend on $T$ even in $\delta$-correlated $A$-processes, and asymptotically tend to $\lambda_s$ and $L_s(n)$ as $T \gg (\lambda_d - \lambda_1)^{-1}$ (see \cite{14}).}
Let $B(t)$ be a stationary $\delta$-correlated isotropic random process such that probability density of $T \exp \int_{k}^{k-1} B(t) dt$ coincides with the probability density of $\exp (A_k)$. In one-dimensional case ($d = 1$), its existence is easily proved by writing the explicit form of the cumulant function: $w(\eta) = \ln \langle \exp((i\eta A)) \rangle = \ln \int dA p(A) \exp (i\eta A)$. For bigger dimensions, the existence of $B$ for arbitrary process requires additional arguments.

Roughly speaking, one can say that the process $B(t)$ presents a 'continuous model' of the discrete process $A_k$. The problem of counting LS and GLE then reduces to the corresponding problem for the continuous process,

$$Q_N = T \exp \int_0^N B(t) dt$$

(37)

On the other hand, as we noticed in the end of the previous Section, the values $\langle \ln \delta_N \rangle / N$ and $\ln \langle (\delta_N)^n \rangle / N$ do not depend on $N$. In this sense, isotropically distributed matrices behave like commutative quantities \([\text{i}]\).

Thus, to calculate LS and GLE, one can put $N = 1$:

$$\lambda_s = \langle \ln (\delta_1)_s \rangle, \quad L_s(n) = \ln \langle (\delta_1)_s^n \rangle$$

(38)

We note that the explicit form of the auxiliary process $B(t)$ does not contribute to the result. Since Iwasawa decomposition for the matrix $Q_1 = \exp (A_1)$, and in particular $\Delta_1(A_1)$, is univocal, it is enough to know $p(A_1)$ or probability density of $Q_1$ to calculate the averages \([\text{38}]\).

As a simple illustration, we now use \([\text{38}]\) to calculate LS and GLE for a sequence of isotropically distributed symmetric traceless $2 \times 2$ matrices. They can be presented in the form

$$A_k = \begin{pmatrix} \cos \phi_k & -\sin \phi_k \\ \sin \phi_k & \cos \phi_k \end{pmatrix}^T \begin{pmatrix} -a_k & 0 \\ 0 & a_k \end{pmatrix} \begin{pmatrix} \cos \phi_k & -\sin \phi_k \\ \sin \phi_k & \cos \phi_k \end{pmatrix},$$

From isotropy it follows that the probability density $p(a_k, \phi_k) = p(a_k)$ does not depend on $\phi_k$. Then

$$Q_1 = \exp (A_1) = \begin{pmatrix} \cos \phi_1 & -\sin \phi_1 \\ \sin \phi_1 & \cos \phi_1 \end{pmatrix}^T \begin{pmatrix} e^{-a_1} & 0 \\ 0 & e^{a_1} \end{pmatrix} \begin{pmatrix} \cos \phi_1 & -\sin \phi_1 \\ \sin \phi_1 & \cos \phi_1 \end{pmatrix},$$

(39)

The Iwasawa decomposition of $Q_1$ gives

$$(\delta_1)_s (a_1, \phi_1) = (\text{ch}(2a_1) + \cos(2\phi_1)\text{sh}(2a_1))^{(-1)^s/2}$$
Then from (38) we get

$$\lambda_s = \frac{1}{2\pi} \int_{-\infty}^{\infty} da_1 p(a_1) \int_{0}^{2\pi} d\phi_1 \ln (\delta_1)_s = (-1)^s \int_{-\infty}^{\infty} da_1 p(a_1) \ln (\text{ch} a_1)$$

One can see that if the integral accumulates at large $a_1$, i.e. if $\langle |a_1| \rangle \gg 1$ then $\lambda_s \simeq (-1)^s \langle |a_1| \rangle$. This fact has a natural explanation. Actually, $\lambda_s$ can be derived in terms of polar decomposition of $Q_N$ as well: $\lambda_s = \lim_{N \to \infty} \langle \ln(D_N)_s \rangle / N$ where $D_N$ is the diagonal matrix. According to the footnote on page 11 the limit is saturated as soon as $N \gg |\lambda_2 - \lambda_1|^{-1}$; hence, for large values of $|\lambda|$ this condition is already satisfied for $N = 1$. On the other hand, (39) represents the polar decomposition of $Q_1$, and $D_{1,2} = \exp (\mp |a_1|)$, so $\lambda_s \simeq \langle \ln(D_1)_s \rangle = \langle (-1)^s |a_1| \rangle$.

### 7 Conclusion

In the paper we have considered the Lyapunov spectrum and general Lyapunov exponents of a continual product of isotropically distributed finite time-correlated random matrices and of a discrete product of independent (and isotropically distributed) matrices. We have shown that in the case of finite time correlation the LS and GLE coincide with those of some effective delta-correlated process. Simple relations (25), (27), (34) and (35) have been obtained to derive LS and GLE and other averages in terms of connected correlation functions of the original process. For discrete products we have also obtained a simple expression (38) relating LS and GLE to the probability density of the multiplied matrices.

This work is supported by the RAS program 'Nonlinear dynamics in mathematical and physical sciences'.

### 8 Appendix. Effective $\delta$-process

In the Appendix, we show that the approximation of $\delta$-correlated process is applicable whenever we are interested in the evolution of a process at the time much bigger than the correlation time. Local Lagrangian is badly defined for non-Gaussian processes, so we will use the formalism of cumulant functionals.
For simplicity, we first consider a one-dimensional stationary isotropic random process \( A(t) \) with finite correlation time \( t_c \). In accordance with Section 4, its statistics is defined by the cumulant functional:

\[
W[\eta(t)] = \ln \left\langle \exp \left( i \int (\eta(t) A(t)) \, dt \right) \right\rangle
\]

with normalization condition \( W[0] = 0 \). It can be expanded into a Taylor series

\[
W[\eta] = \sum_n \frac{1}{n!} \int W^{(n)}(t_1 - t_2, \ldots, t_1 - t_n) \eta(t_1) \ldots \eta(t_n) \, dt_1 \ldots dt_n
\]

where the coefficients are related to the connected correlation functions of \( A \) according to

\[
W^{(n)}(t_1, \ldots, t_n) = i^n \langle A(t_1) \ldots A(t_n) \rangle_c
\]

Since \( t_c \) is the correlation time, the functions \( W^{(n)}(t_1, \ldots, t_n) \) must decrease rapidly as \( |t_1 - t_k| \gg t_c \). We are interested in time scales \( t \sim T \gg t_c \). Thus, we need only rather 'slow' functions \( \eta(t) \) in (40). To single them out, we change the variables in (41):

\[
\tau = t/T, \quad \mu(\tau) = \eta(\tau T)
\]

(The corresponding change of \( A \) is \( a(\tau) = T A(\tau T) \), this is just a rescaling of time and the dimensional variable \( A \).)

Then as \( t \to \infty \), we have

\[
W[\eta(t)] = W[\mu(\tau)]
\]

\[
= \sum_n \frac{1}{n!} \int d\tau_1 \ldots d\tau_n \ T^n W^{(n)}(T (\tau_1 - \tau_2), \ldots, T (\tau_1 - \tau_n)) \mu(\tau_1) \ldots \mu(\tau_n) \to
\]

\[
\to T \sum_n \frac{1}{n!} \int d\tau_1 \ldots d\tau_n \ w^{(n)}(\tau_2 - \tau_1) \ldots \delta(\tau_n - \tau_1) \mu(\tau_1) \ldots \mu(\tau_n)
\]

where

\[
w^{(n)}(\tau) \equiv \int dt_2 \ldots dt_n \ W^{(n)}(t_1 - t_2, \ldots, t_1 - t_n)
\]

Thus, the statistics at large time scales is described by the effective \( \delta \)-process with the cumulant functional

\[
W^{\text{eff}}[\mu(\tau)] = T \sum_n \frac{1}{n!} \int (\mu(\tau))^n d\tau \equiv T \int w(\mu(\tau)) \, d\tau
\]

and connected correlation functions

\[
W^{\text{eff}}_{\delta_1}(\tau_2 - \tau_1, \ldots, \tau_n - \tau_1) = T w^{(n)}(\tau_2 - \tau_1) \ldots \delta(\tau_n - \tau_1)
\]
The function \( w(\mu) \) is just the cumulant function defined in (27).

Thus, in one-dimensional case the procedure of substitution the effective cumulant functional for the initial one to calculate long-time asymptotics is correct.

For a simple example, we consider the equation

\[
Q(T) = \exp \left( \int_0^T A(t) dt \right)
\]

and find the \( T \gg t_c \) asymptotics of the moments \( \langle Q^\alpha(T) \rangle \). According to (40), (44),

\[
\langle Q^\alpha(T) \rangle = \exp W[-i\alpha \Theta(t) \Theta(T-t)]
\]

where \( \Theta \) is the Heaviside function. Hence, as \( T \to \infty \) we have

\[
\langle Q^\alpha(T) \rangle = \exp (W_{\text{eff}}[-i\alpha \Theta(\tau) \Theta(1-\tau)])
\]

From (43) and (44), taking into account the normalization \( w(0) = 0 \), we get

\[
\langle Q^\alpha(T) \rangle = \exp (w(-i\alpha)T) \quad \text{as} \quad T \to \infty
\]

We now proceed to \( d \times d \) matrix processes. Again, in accordance with (20), (22) we define the statistics of \( A \) by means of the cumulant functional:

\[
W[\eta] = \ln \left\langle \exp \left( i \int tr(\eta A) \, dt \right) \right\rangle
\]

The probability density is then equal to

\[
P[A] = N' \int D\eta \exp \left( W[\eta] - i \int tr(\eta A) \, dt \right),
\]

where \( N' \) is a normalization constant.

The change of functional variables \( A \) to \( X \) (15) generates the probability density in \( X \) variables (see (17), (18)):

\[
P_X[X] = N A [R^T [X] X R [X]] \exp \int dt tr(\eta_0 X)
\]

so we get

\[
W_X[\eta] = \ln \int DX D\eta' \exp \left( W[\eta'] - i \int_{-\infty}^{\infty} tr(\eta'R^T [X] X R [X]) \, dt 
\right.
\]

\[
\left. + i \int_{-\infty}^{\infty} tr((\eta - i\eta_0) X) \, dt \right) - C
\]
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the constant $C$ providing $W[0] = 0$.

In the inner integrel ($X$ is fixed) we replace $\eta'$ with $R^T [X] \eta'R [X]$. This is an orthogonal transformation, thus

$$W_X [\eta] = \ln \int DX \, D\eta' \exp \left( W_A \left[ R^T [X] \eta'R [X] \right] - i \int_{-\infty}^{\infty} tr (\eta' X) \, dt \right.$$ $\left. + i \int_{-\infty}^{\infty} \left( (\eta - i\eta_0) X \right) \, dt \right) - C$

As in the one-dimensional case, we are interested in the case $t \sim T \gg t_c$. So we rescale the variables:

$$\tau = t/T, \quad \mu(\tau) = \eta(\tau T), \quad x(\tau) = T X(\tau T)$$

Then

$$R [X(t), t] = T \exp \int_0^t dt' \theta (t') = R [x(\tau), \tau]$$

and

$$W^\text{eff} [x [\mu(\tau)]] = \ln \int Dx \, D\mu' \exp \left( W^\text{eff} \left[ R^T [x, \tau] \mu' (\tau) \, R [x, \tau] \right] - i \int_{-\infty}^{\infty} \left( (\mu (\tau) - \mu' (\tau) - i\eta_0) x (\tau) \right) \, d\tau \right) - C'$$

where $W^\text{eff}$ is defined in the same way as in the one-dimensional case. The isotropy condition implies

$$W^\text{eff} \left[ R^T [x, \tau] \mu' (\tau) \, R [x, \tau] \right] = W^\text{eff} \left[ \mu' (\tau) \right]$$

thus

$$W^\text{eff} [\mu (\tau)] = \ln \int Dx \, D\mu' \exp \left( W^\text{eff} [\mu' (\tau)] - i \int_{-\infty}^{\infty} \left( (\mu (\tau) - \mu' (\tau) - i\eta_0) x (\tau) \right) \, d\tau \right) - C'$$

The integral over $x$ gives the $\delta$-function $\prod_\tau \delta (\mu (\tau) - \mu' (\tau) - i\eta_0)$. Integrating over $\mu'$, we eventually get

$$W^\text{eff} [\mu (\tau)] = W^\text{eff} [\mu (\tau) - i\eta_0] - W^\text{eff} [-i\eta_0]$$

We see that in the isotropic case, effective $\delta$-correlated cumulant functionals of $A$ and $X$ variables differ only by the shift $-i\eta_0$ of the argument.

References

[1] A. Crisanti, G. Paladin, A. Vulpiani, *Products of Random Matrices in Statistical Physics* (Springer, 1993)
[2] H. Furstenberg, Trans. Amer. Math. Soc, **108**, 377 (1963).

[3] V.I. Oseledets, Trans. Moscow Math. Soc. **19** (1968), 197-231. Moscov. Mat. Obsch. **19** (1968), 179-210.

[4] V.N. Tutubalin, Theory Probab. Appl. **22**, 203 (1978)

[5] A.V. Letchikov, Russian Math. Surveys, **51**, 49 (1996)

[6] F.R. Gantmacher, *Matrix theory*, 2nd edn (AMS Providence, Rhode Island, 1990)

[7] Y. Le Jan, Zeit. fur Warsch. **70**, 609 (1985)

[8] P.H. Baxendale, in *Lyapunov Exponents*, Bremen 1984, eds. Arnold, L., and V. Wihstutz, Lecture Notes in Math. vol. 1186, p. 322 (1986)

[9] A. Gamba, I. Kolokolov, J. Stat. Phys. **85**, 489 (1996)

[10] A. Gamba J. Stat. Phys., **112**, Nos. 1/2, 193 (2003)

[11] K.P. Zybin, V.A. Sirota Phys.Rev. E **88**, 043017 (2013)

[12] K.P. Zybin, V.A. Sirota, Sov.Phys.Uspekhi 58(6) 556 (2015)

[13] E. Balkovsky, A. Fouxon, Phys. Rev. E **60**, 4164 (1999)

[14] G. Falkovich, K. Gawedzki, M. Vergassola, Rev. Mod. Phys. **73**, 913 (2001)

[15] Zeldovich, Ya. B., A. Ruzmaikin, S. Molchanov, and V. Sokolov, J. Fluid Mech. **144**, 1 (1984)

[16] M. Chertkov, G. Falkovich, I. Kolokolov, M. Vergassola, Phys. Rev. Lett. **83**, 4065 (1999)

[17] Andrew Ooi, Jesus Martin, Julio Soria, M.S. Chong, J. Fluid Mech, **381** 141 (1999)

[18] A.N. Kolmogorov, Dokl.Akad.Nauk SSSR **32**, 19 (1941); reprinted in Proc. R. Soc. Lond. A **434** 15 (1991)

[19] U. Frisch, *Turbulence: The legacy of A.N. Kolmogorov* (Cambridge Univ. Press, Cambridge, 1995).
[20] S. Girimaji, S. Pope J. Fluid Mech. 220, 427 (1990)

[21] A.S. Il’yn, V.A. Sirota, K.P. Zybin Journ. Stat. Phys., 163, 765 (2016)

[22] V. I. Klyatskin Dynamics of Stochastic Systems, (Elsevier, 2005)