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Abstract

Counterfactual Explanations (CE) face several unresolved challenges, such as ensuring stability, synthesizing multiple CEs, and providing plausibility and sparsity guarantees. From a more practical point of view, recent studies (Pawelczyk et al., 2022) show that the prescribed counterfactual recourses are often not implemented exactly by individuals and demonstrate that most state-of-the-art CE algorithms are very likely to fail in this noisy environment. To address these issues, we propose a probabilistic framework that gives a sparse local counterfactual rule for each observation, providing rules that give a range of values capable of changing decisions with high probability. These rules serve as a summary of diverse counterfactual explanations and yield robust recourses. We further aggregate these local rules into a regional counterfactual rule, identifying shared recourses for subgroups of the data. Our local and regional rules are derived from the Random Forest algorithm, which offers statistical guarantees and fidelity to data distribution by selecting recourses in high-density regions. Moreover, our rules are sparse as we first select the smallest set of variables having a high probability of changing the decision. We have conducted experiments to validate the effectiveness of our counterfactual rules in comparison to standard CE and recent similar attempts. Our methods are available as a Python package.

1. Introduction

In recent years, many explanation methods have been developed for explaining machine learning models, with a strong focus on local analysis, i.e., generating explanations for individual prediction (Molnar, 2022). Among these, Counterfactual Explanations (Wachter et al., 2017) have emerged as a popular technique. In contrast to local attribution methods (Lundberg et al., 2020; Ribeiro et al., 2016), which assign importance scores to each feature, Counterfactuals Explanations (CE) describe the smallest modification to the feature values that changes the prediction to a desired target. These modifications are often called recourses. While CE can be intuitive and user-friendly, they have practical limitations. Most CE methods depend on gradient-based algorithms or heuristic approaches (Karimi et al., 2020a), which may fail to identify the most natural modification and lack guarantees. Most algorithms either do not ensure sparsity (changes to the smallest number of features) or fail to generate plausible samples (Verma et al., 2020; Chou et al., 2022). Several studies (Parmentier & Vidal, 2021; Poyiadzi et al., 2019; Looveren & Klaise, 2019) attempt to address the plausibility and the sparsity issues by incorporating ad-hoc constraints.

In another direction, numerous papers (Mothilal et al., 2020; Karimi et al., 2020b; Russell, 2019) encourage the generation of diverse counterfactuals to find actionable recourse (Ustun et al., 2019). Actionability is a vital desideratum, as some features may be non-actionable, and generating many counterfactuals increases the chance of getting actionable recourse. However, the diversity of CE compromises the intelligibility of the explanation, and the synthesis of various CE, in general, remains an unsolved challenge (Lakkaraju et al., 2022). Recently, (Pawelczyk et al., 2022) highlights a new problem of CE called: noisy responses to prescribed recourses. In real-world scenarios, some individuals may not be able to implement exactly the prescribed recourses, and they show that most CE methods fail in this setting.

Consequently, we propose to reverse the usual way of explaining with counterfactual by computing Counterfactual rules. We introduce a new line of counterfactuals, constructing interpretable policies (or rules) for changing a decision with a high probability while ensuring the stability of the derived recourse. These policies are sparse, faithful to the data distribution and their computation comes with statistical guarantees. Our proposal is to find a general rule that permits changing the decision while fixing some features instead of generating many counterfactual samples. These rules can be seen as a summary of the possible diverse counterfactual samples. Additionally, we show that this method can be extended to create a common counterfactual policy.
for subgroups of the data, which aids model debugging and bias detection. We introduce an algorithm to sample CEs or recourses from the generated rules. Notably, our approach is model-agnostic, meaning it does not need the model to make predictions or calculate other quantities, such as gradients. Instead, it is an inferential approach and relies solely on historical data. As a result, our approach can be applied not only to generate counterfactuals for a specific model but also in scenarios where we don’t have access to the model or when making predictions from it is costly. Our method handles categorical and continuous features and classification and regression problems. In addition, we can use it to generate recourses directly for the data-generating process. An illustration of the counterfactual rules we introduce is illustrated in Figure 1.

Notes on technical novelties. While the Local Counterfactual Rule is a novel concept, the Regional Counterfactual Rule shares similarities with some recent works. Indeed, (Rawal & Lakkaraju, 2020) proposed Actionable Recourse Summaries (AReS), a framework that constructs global counterfactual recourses to have a global insight into the model and detect unfair behavior. Despite similarities with the Regional Counterfactual Rule, there are notable differences. Our methods can handle regression problems and work directly with continuous features and classification and regression problems. AReS requires discretizing continuous features, leading to a trade-off between speed and performance (Ley et al., 2022). Too few bins yield unrealistic recourse, while too many bins result in excessive computation time. AReS employs a greedy heuristic search approach to find global recourse, which may result in unstable and inaccurate recourse. Our approaches overcome these limitations by leveraging on the informative partitions obtained from a Random Forest (RF), removing the need for an extensive search space, and focusing on high-density regions for plausibility. Additionally, we prioritize changes to the smallest number of features by identifying the smallest subset of variables \( S \) and associated value ranges for each observation or subgroup that have the highest probability of changing the prediction. We compute this probability with a consistent estimator of the conditional distribution \( Y|X_S \) obtained from a RF.

2. Minimal Counterfactual Rules

Consider a dataset \( D_n = \{(X_i, Y_i)\}_{i=1}^n \) consisting of i.i.d. observations of \( (X, Y) \sim P_X P_{Y|X} \), where \( X \in \mathcal{X} \) (typically \( \mathcal{X} \subseteq \mathbb{R}^p \)) and \( Y \in \mathcal{Y} \). The output set \( \mathcal{Y} \) can be either discrete or continuous. We denote \( |p| = \{1, \ldots, p\} \), and for a given subset \( S \subseteq |p| \), \( X_S = (X_i)_{i \in S} \) represents a subgroup of features, and we write \( x = (x_S, x_{\bar{S}}) \).

For a given observation \( (x, y) \), we consider a target set \( \mathcal{Y}^* \subseteq \mathcal{Y} \), such that \( y \notin \mathcal{Y}^* \). In the case of a classification problem, \( \mathcal{Y}^* = \{y^*\} \) is a singleton where \( y^* \in \mathcal{Y} \) and \( y^* \neq y \). Unlike conventional approaches, our definition of CE also accommodates regression problems by considering \( \mathcal{Y}^* = [a, b] \subseteq \mathbb{R} \), and the definitions and computations remain the same for both classification and regression. The classic CE problem, defined here only for classification, considers a predictor \( f : \mathcal{X} \rightarrow \mathcal{Y} \), trained on dataset \( D_n \) and search a function \( a : \mathcal{X} \rightarrow \mathcal{X} \), such that for all observations \( x \in \mathcal{X} \), \( f(x) \neq y^* \), we have \( f(a(x)) = y^* \). The function is defined point-wise by solving an optimisation program. Most often \( a(\cdot) \) is not a single-output function, as \( a(x) \) may evade the predicted class or output.

Our contributions can be summarised as follows:

- We redefine the problem of CE generation by introducing Counterfactual Rules that provide summarized and robust CE. We also introduce an algorithm to sample recourses efficiently from these rules.
- Our approach leverages the learned partitions of a Random Forest (RF) as an efficient tool for navigating high-dimensional spaces. It focuses on high-density regions, ensuring the generation of plausible CE. Additionally, it facilitates the identification of the minimal set of features requiring modification to change prediction towards desired outcomes with high probability.
- Our methods offer both local and regional explanations and handle regression and classification tasks.
- We quantitatively demonstrate the effectiveness of our approach across multiple desiderata, such as accuracy, plausibility, sparsity and robustness.

Figure 1: Illustration of local and regional Counterfactual Rules for a fictitious dataset with four variables: Age, Salary, Sex, and HoursPerWeek. Local rules change a single instance’s decision, while regional rules apply to a sub-population. Blue indicates the suggested rules for changing decisions.
be in fact a collection of (random) values \( \{x_1^{CF}, \ldots, x_k^{CF}\} \), which represent the counterfactual samples. A more recent perspective, proposed by (Kanamori et al., 2022), defines \( \mathbf{a} \) as a decision tree, where for each leaf \( L \), a common action is predicted for all instances \( x \in L \) to change their predictions.

Our approach diverges slightly from the traditional model-based definition of CE as we can directly consider observation \((\mathbf{X}, Y)\) rather than model prediction \((\mathbf{X}, f(\mathbf{X}))\). To illustrate the concept, let’s consider a binary classification problem, where the input space can be divided into two regions \( R_0, R_1 \). These correspond to the support of the distributions \( \mathbf{X}|Y = 0 \) and \( \mathbf{X}|Y = 1 \). These regions may not be disjoint or convex spaces and can be represented as a union of several sets. Given an observation \( x = (x_S, x_S) \) with label \( y = 0 \), our method consists of finding the minimal subset of variables \( S \subseteq \{1, \ldots, p\} \) to move \( x \) by modifying \( x_S \) into a set within the region \( R_1 \). The objective is to move \( x \) to a high-density set with low variance with respect to the target variable \( Y \), while altering as few variables as possible. (2021) shows that it coincides with causal counterfactual under appropriate assumptions. In the following discussion, we consider the data \((\mathbf{X}, Y)\) for the presentation of the methods, although they can also be applied to generate recourses for a model prediction \((\mathbf{X}, f(\mathbf{X}))\) as well.

Our approach is hybrid, as we do not suggest a single action for each observation or subspace of \( \mathcal{X} \) but provide sets of possible perturbations. A Local Counterfactual Rule (L-CR) for target \( \mathcal{Y}^* \) and observation \((x, y)\) (with \( y \not\in \mathcal{Y}^* \)) is a rectangle \( C_S(x, \mathcal{Y}^*) = \prod_{i \in S} [a_i, b_i], a_i, b_i \in \mathbb{R} \) such that for all counterfactual samples of \( x = (x_S, x_S) \) obtained as \( x^{CF} = (z_S, x_S) \) with \( z_S \in C_S(x, \mathcal{Y}^*) \) and \( x^{CF} \) an in-distribution sample, then \( y^{CF} \) is in \( \mathcal{Y}^* \) with a high probability, where \( y^{CF} \) is the output of \( x^{CF} \) given by the model \( f \) or the data-generating process. Similarly, a Regional Counterfactual Rule (R-CR) \( C_S(R, \mathcal{Y}^*) \) is defined for target \( \mathcal{Y}^* \) and a rectangle \( R = [1]_{i=1} b_i, a_i, b_i \in \mathbb{R} \), which represent a subspace of \( \mathcal{X} \) of similar observations, if for all observations \( x = (x_S, x_S) \in R \), the counterfactual samples obtained as \( x^{CF} = (z_S, x_S) \) with \( z_S \in C_S(R, \mathcal{Y}^*) \) and \( x^{CF} \) an in-distribution sample are such that \( y^{CF} \) is in \( \mathcal{Y}^* \) with high probability. Our approach constructs such rectangles in a sequential manner. Firstly, we identify the minimal directions \( S \subseteq \{p\} \) that offer the highest probability of changing the decision. Next, we determine the optimal intervals \([a_i, b_i]\) for \( i \in S \) that change the decision to the desired target. Additionally, we propose a method to derive traditional Counterfactual Explanations (CE) (i.e., actions that alter the decision) or recourses using our Counterfactual Rules. A central tool in this approach is the Counterfactual Decision Probability presented below.

**Definition 2.1. Counterfactual Decision Probability (CDP).** The Counterfactual Decision Probability of the subset \( S \subseteq \{1, \ldots, p\} \), w.r.t. \( x = (x_S, x_S) \), output \( y \) and the desired target \( \mathcal{Y}^* \) (s.t. \( y \not\in \mathcal{Y}^* \)) is

\[
CDP_S(x, \mathcal{Y}^*) = \mathbb{P}(Y \in \mathcal{Y}^* | X_S = x_S).
\]

The CDP of the subset \( S \) is the probability that the decision changes to the desired target \( \mathcal{Y}^* \) by sampling the features \( X_S \) given \( X_S = x_S \). It is related to the Same Decision Probability \( SDP_S(\mathcal{Y}; x) = \mathbb{P}(Y \in \mathcal{Y} | X_S = x_S) \) used in (Amoukou & Brunel, 2021) for solving the dual problem of selecting the most local important variables for obtaining and maintaining the decision \( Y \in \mathcal{Y} \), where \( \mathcal{Y} \subset \mathcal{Y}^* \). The set \( S \) is called the Minimal Sufficient Explanation. Indeed, we have \( CDP_S(x, \mathcal{Y}^*) = SDP_S(x, \mathcal{Y}^*) \). The computation of these probabilities is challenging and discussed in Section 3. Next, we define the minimal subset of features \( S \) that allows changing the decision to the target set with a given high probability \( \pi \).

**Definition 2.2. (Minimal Divergent Explanations).** Given an instance \((x, y)\) and a desired target \( \mathcal{Y}^* \not\in y \), \( S \) is a Diver-
gent Explanation for probability $\pi > 0$ if $\text{CDP}_S(x, \mathcal{Y}^*) \geq \pi$, and no subset $Z$ of $S$ satisfies $\text{CDP}_Z(x, \mathcal{Y}^*) \geq \pi$. Hence, a Minimal Divergent Explanation is a Divergent Explanation with the smallest size.

The set satisfying these properties is not unique, and we can have several Minimal Divergent Explanations. Note that the probability $\pi$ represents the minimum level required for a set to be chosen for generating counterfactuals, and its value should be as high as possible and depends on the use case. With these concepts established, we can now define our main criterion for constructing a Local Counterfactual Rule (L-CR).

**Definition 2.3. (Local Counterfactual Rule).** Given an instance $(x, y)$, a desired target $\mathcal{Y}^* \neq y$, a Minimal Divergent Explanation $S$, the rectangle $C_S(x, \mathcal{Y}^*) = \prod_{i \in S} [a_i, b_i]$ is a Local Counterfactual Rule with probability $\pi_C$ if $C_S(x, \mathcal{Y}^*) = \arg\max_C \mathbb{P}_x(X_S \in C \mid X_S = x_S)$ such that $\text{CRP}_S(x, \mathcal{Y}^*) = \mathbb{P}(Y \in \mathcal{Y}^* \mid X_S \in C_S(x, \mathcal{Y}^*), X_S = x_S)$ satisfies

$$\text{CRP}_S(x, \mathcal{Y}^*) \geq \pi_C. \quad (2)$$

$\mathbb{P}_x(X_S \in C_S(x, \mathcal{Y}^*) \mid X_S = x_S)$ represent the plausibility of the rule and by maximizing it, we ensure that the rule lies in a high-density region. $\text{CRP}_S$ is the Counterfactual Rule Probability. The higher the probability $\pi_c$ is, the better the relevance of the rule $C_S(x, \mathcal{Y}^*)$ is for changing the decision to the desired target.

In practice, we often observe that the Local CR $C_S(\cdot, \mathcal{Y}^*)$ for neighboring observations $x$ and $x'$ are quite similar, as the Minimal Divergent Explanations tend to be alike, and the corresponding hyperrectangles frequently overlap. This observation motivates a generalization of these Local CRs to hyperrectangles $R = \prod_{i=1}^d [a_i, b_i]$ which group together similar observations. We denote $\text{supp}(R) = \{ i : [a_i, b_i] \neq \mathbb{R} \}$ as the support of the rectangle and extend the Local CRs to Regional Counterfactual Rules (R-CR). To achieve this, we denote $R_S = \prod_{i \in S} [a_i, b_i]$ as the rectangle with intervals of $R$ in $\text{supp}(R) \cap S$, and define the corresponding Counterfactual Decision Probability (CDP) for rule $R$ and subset $S$ as $\text{CDP}_S(R, \mathcal{Y}^*) = \mathbb{P}(Y \in \mathcal{Y}^* \mid X_S \in R_S)$. Consequently, we can compute the Minimal Divergent Explanation for rule $R$ using the corresponding CDP for rules, following Definition (2.2). The Regional Counterfactual Rules (R-CR) correspond to Definition (2.3) with the associated CDP for rules.

### 3. Estimation of the CDP and CRP

To compute the probabilities $\text{CDP}_S$ and $\text{CRP}_S$ for any $S$, we use a dedicated Random Forest (RF) that learns to predict the output of the model or the data-generating process. Indeed, the conditional probabilities $\text{CDP}_S$ and $\text{CRP}_S$ can be easily computed from a RF by combining the Projected Forest algorithm (Bénard et al., 2021a) and the Quantile Regression Forest (Meinshausen & Ridgeway, 2006). As a result, we can estimate the probabilities $\text{CDP}_S(x, \mathcal{Y}^*)$ consistently. This method has been previously utilized by (Amoukou & Brunel, 2021) for calculating the Same Decision Probability $\text{SDP}_S$.

#### 3.1. Projected Forest and CDPs

The estimator of the $\text{SDP}_S$ is based on the Random Forest (Breiman et al., 1984) algorithm. Assuming that we have trained a RF $m(\cdot)$ using the dataset $D_n$, the model consists of a collection of $k$ randomized trees (for a detailed description of decision trees, see (Loh, 2011)). For each instance $x$, the predicted value of the $l$-th tree is denoted as $m_l(x; \Theta_l)$, where $\Theta_l$ represents the resampling data mechanism in the $j$-th tree and the subsequent random splitting directions. The predictions of the individual trees are then averaged to produce the prediction of the forest as $m(x; \Theta_1, \ldots, \Theta_k) = \frac{1}{k} \sum_{l=1}^k m_l(x; \Theta_l)$. The RF can also be interpreted as an adaptive nearest neighbor predictor (Lin & Jeon, 2006; Biau & Devroye, 2010) or kernel methods (Breiman, 2000; Geurts et al., 2006; Scornet, 2016).

For every instance $x$, the observations in $D_n$ are weighted by $w_{n,i}(x)$, with $i = 1, \ldots, n$. As a result, the prediction of the RF can be reformulated as $m(x; \Theta_1, \ldots, \Theta_k) = \sum_{i=1}^n w_{n,i}(x)Y_i$. This emphasizes the central role played by the weights in the RF’s algorithm. See (Meinshausen & Ridgeway, 2006; Amoukou & Brunel, 2021) for a detailed description of the weights. Consequently, it naturally gives estimators for other quantities, e.g., cumulative hazard function (Ishwaran et al., 2008), treatment effect (Wager & Athey, 2017; Jocteur et al., 2023), conditional density (Du et al., 2021). For instance, the authors also introduced an algorithmic trick that computes the output of the Projected Forest efficiently without modifying the initial tree structures. It consists of dropping the observations down in the initial trees, ignoring the splits that use a variable not in $S$: when it encounters a split involving a variable $i \notin S$, the observations are sent to the left and right
children nodes. Therefore, each instance falls in multiple terminal leaves of the tree. To compute the prediction of $x_S$, we follow the same procedure and gather the set of terminal leaves where $x_S$ falls. Next, we collect the training observations which belong to every terminal leaf of this collection, in other words, we keep only the observations that fall in the intersection of the leaves where $x_S$ falls. Finally, we average their outputs $Y_i$ to estimate $E[Y | X_S = x_S]$. The authors show this algorithm converges asymptotically to the true projected conditional expectation $E[Y | X_S = x_S]$ under suitable assumptions. As the RF, the Projected Forest (PRF) assigns a weight to each training observation. The associated PRF is denoted $m_i^{(S)}(x_S) = \sum_{i=1}^n w_n_i(x_S) Y_i$. Therefore, as the weights of the original forest were used to estimate the CDF, (Amoukou & Brunel, 2021) used the weights of the Projected Forest Algorithm to estimate $SDP$ as $\overline{SDP}_S(x, Y^*) = \sum_{i=1}^n w_{n,i}(x_S) I_{Y_i \in Y^*}$. The idea is essentially to replace $Y_i$ by $I_{Y_i \in Y^*}$ in the Projected Forest equation defined above. (Amoukou & Brunel, 2021) also show that this estimator converges to the true $SDP_S$ under suitable assumptions and works very well in practice. Especially for tabular data, where tree-based models are known to perform well (Grinsztajn et al., 2022). Similarly, we can estimate the CDP with statistical guarantees (Amoukou & Brunel, 2021) using the following estimator $\overline{CDP}_S(x, Y^*) = \sum_{i=1}^n w_{n,i}(x_S) I_{Y_i \in Y^*}$.

**Remark:** We only give the estimator of $CDP_S$ of an instance $x$. The estimator for $CDP_S$ of a rule $R$ will be discussed in the next section, as it is closely related to the estimator of the $CRP_S$.

### 3.2. Regional RF and $CRP_S$

Here, we focus on estimating the $CRP_S(x, Y^*) = \mathbb{P}(Y \in Y^* | X_S \in C_S(x, Y^*), X_S = x_S)$ and $CRP_S(R, Y^*) = \mathbb{P}(Y \in Y^* | X_S \in C_S(R, Y^*), X_S \in R_S)$. For ease of reading, we remove the dependency of the rectangles $C_S$ in $Y^*$. Based on the previous section, we already know that the estimators using the RF will take the form of

$$\overline{CRP}_S(x, Y^*) = \sum_{i=1}^n w_{n,i}(x_S) I_{Y_i \in Y^*},$$

so we only need to determine the appropriate weighting. The main challenge lies in the fact that we have a condition based on a region, e.g., $X_S \in C_S(x)$ or $X_S \in R_S$ (regional-based) instead of a condition of type $X_S = x_S$ (fixed value-based) as usual. However, we introduced a natural extension of the RF algorithm to handle predictions when the conditions are both regional-based and fixed value-based. As a result, cases with only regional-based conditions can be naturally derived.

**Regional RF to estimate** $CRP_S(x, Y^*) = \mathbb{P}(Y \in Y^* | X_S \in C_S(x), X_S = x_S)$. The algorithm is based on a slight modification of RF and works as follows: we drop the observations in the trees, if a split used variable $i \in \bar{S}$, i.e., fixed value-based condition, we use the classic rules of RF, if $x_i \leq t$, the observations go to the left children, otherwise the right children. However, if a split used variable $i \in S$, i.e., regional-based condition, we use the rectangles $C_S(x) = \prod_{i=1}^n [a_i, b_i]$. The observations are sent to the left children if $b_i \leq t$, right children if $a_i > t$ and if $t \in [a_i, b_i]$, the observations are sent both to the left and right children. Consequently, we use the weights of the Regional RF algorithm $w_{n,i}(x)$ to estimate $CRP_S$, the estimator is $\overline{CRP}_S(x, Y^*) = \sum_{i=1}^n w_{n,i}(x) I_{Y_i \in Y^*}$. In addition, the number of observations at the leaves is used as an estimate of $\mathbb{P}(X_S \in C_S(x) | X_S = x_S)$. A more comprehensive description and discussion of the algorithm are provided in the Appendix (A).

To estimate the CDP of a rule $CDP_S(R, Y^*) = \mathbb{P}(Y \in Y^* | X_S \in R_S)$, we just have to apply the Projected Forest algorithm to the Regional RF, i.e., when a split involving a variable outside of $\bar{S}$ is met, the observations are sent both to the left and right children nodes, otherwise we use the Regional RF split rule, i.e., if an interval of $R_S$ is below $t$, the observations go to the left children, otherwise the right children and if $t$ is in the interval, the observations go to the left and right children. The estimator of the $CRP_S(R, Y^*) = \mathbb{P}(Y \in Y^* | X_S \in$
We determine the Minimal Divergent Explanation, akin to Lakkaraju, 2020), on the other hand, relies on binned variables to generate candidate rules, testing all possible rules to focus only on the non-empty leaves containing training observations and their leaves. We then combine the possible ones connected space, which may result in multiple disconnected counterfactual rules.

We apply the same approach to find the regional CR. Given a rule $\mathbf{R}$ and its Minimal Divergent Explanation $S$, we use the Projection given $\mathbf{X}_S \in R_S$ to identify compatible observations and their leaves. We then combine the possible ones that satisfy $\text{CRF}_{S}(\mathbf{R}, \mathcal{Y}^*) \geq \pi_C$ to obtain the regional CR. For instance, if we consider Leaf 5 of the original forest as a rule (i.e., if $\mathbf{X} \in \text{Leaf 5}$, then predict blue), its Minimal Divergent Explanation is also $S = \text{Leaf 1}$. The Regional CR would be the green region in Figure 3(c). Indeed, satisfying the $X_0$ condition of Leaf 5 and the $X_1$ condition of Leaves 3 and 4 would cause the decision to change to green.

5. Sampling CE using the CR

Our approaches cannot be directly compared with traditional CE methods, as they return counterfactual samples, whereas we provide rules (ranges of vector values) that permit changing the decision with high probability. In some applications, users might prefer recourse to CR. Hence, we adapt the CR to generate counterfactual samples using a generative model. For example, given an instance $x = (x_S, x_S)$, target set $\mathcal{Y}^*$ and its counterfactual rule $C_S(x, \mathcal{Y}^*)$, we want to find a sample $x^{\text{CF}} = (x_S, x_S)$ with $x_S \in C_S(x, \mathcal{Y}^*)$ such that $x^{\text{CF}}$ is a realistic sample and $y^{\text{CF}} \in \mathcal{Y}^*$. Instead of using a complex conditional generative model as (Xu et al., 2018; Bénard et al., 2021a), we use the estimators introduced in the previous section. First, we compute the Local and Regional CR, focusing only on the non-empty leaves containing training observations belonging to the projected RF leaf 2 (Figure 3(b)) where $x$ falls, we observe in Figure 3(c) that the optimal rectangle for changing the decision, given $X_0 = x_0$ or being in the projected RF leaf 2, is the union of the intervals on $X_1$ of the leaf 3 and 4 of the RF (see the green region in Figure 3(c)).

Given an instance $x$ and its Minimal Divergent Explanation $S$, the first step is to collect observations that belong to the leaf of the Projected Forest given $S$, where $x$ falls. These observations correspond to those with positive weights in the computation of $CDP_S(x, \mathcal{Y}^*) = \sum_{i=1}^{n} w^R_{n,i}(x_S) \mathbb{I}_{Y_i \in \mathcal{Y}^*}$, i.e., $\{x_i : w^R_{n,i}(x_S) > 0\}$. Then we use the partition of the original forest to find the possible leaves in the direction $S$. The possible leaves are among the RF’s leaves of the collected observations $\{x_i : w^R_{n,i}(x_S) > 0\}$. Let denote $L(X_i)$ the leaf of the observation $x_i$ with $w_{n,i}(x_S) > 0$. A possible leaf is a leaf $L(X_i)$ s.t. $\mathbb{P}(y \in \mathcal{Y}^* | \mathbf{X}_S \in L(X_i) S, \mathbf{X}_S = x_S) \geq \pi_C$. Finally, we merge all the possible neighboring leaves to get the largest rectangle, and this maximal rectangle is the counterfactual rule. It is important to note that the union of possible leaves is not necessarily a connected space, which may result in multiple disconnected counterfactual rules.
We use the default settings of Random Forest and Neural work experiments to enhance plausibility. In all experiments, where the Random Forest is the query model, we add two

Appendix B. The parameters used for AReS are
detailed parameter descriptions, see Appendix (C).

To demonstrate the performance of our framework, we conduct two experiments on real-world datasets. In the first experiment, we showcase the utility of the Local Counterfactual Rules for explaining a regression model. In the second experiment, we compare our approaches with baseline methods in the context of classification problems. We compare the methods only in classification problems, as all prior works do not deal with regression problems. We use the library CARLA (Pawelczyk et al., 2021) designed to benchmark counterfactual explanation methods across different data sets and machine learning models.

We use the default settings of Random Forest and Neural Networks of CARLA as query models. We compute the recourses given by our main competitor, AReS (Rawal & Lakkaraju, 2020), which performs an exhaustive search for finding global counterfactual rules. We use the implementation of (Kanamori et al., 2022) that adapts AReS for returning counterfactual samples instead of rules. In cases where the Random Forest is the query model, we add two popular CF methods for tree-based models, FOCUS (Lucic et al., 2022) and FeatureTweaking (Tolomei et al., 2017) computed by CARLA. We add CHVAE (Pawelczyk et al., 2020), a CF method based on autoencoder for Neural Network experiments to enhance plausibility. In all experiments, we split our dataset into train (75%) - test (25%). We learn a model f, which could be either a Random Forest (RF) or Neural Network (NN), on the train set, which is the model we want to explain. We learn f’s predictions on the train set with an RF (estimators=20, max depth=10) that will be used to generate the Counterfactual Rules (CR) with π = 0.9. The parameters used for AReS are max rules=8, bins=10, and the default parameters set by CARLA for the other. For detailed parameter descriptions, see Appendix (C).

We evaluate the methods on the test set using four metrics. The first, Accuracy, quantifies the average rate at which the recommended actions from each method successfully change the prediction to the desired outcome. The second, Plausibility, measures the average number of counterfactual samples that are classified as inliers by an Isolation Forest trained on the training set. The third, Sparsity, measures the average number of features that have been changed. The fourth metric is the Cost, as defined in (Rawal & Lakkaraju, 2020). For categorical variables, any change is counted as a change of magnitude 1. The continuous features are converted into ordinal features by binning the feature values.

Local counterfactual rules for regression. We apply our approach to the California House Price dataset (n=20640, p=8) (Kaggle, 1997), which contains information about each district such as income, population, and location, and the goal is to predict the median house value of each district. To demonstrate the effectiveness of our Local CR method, we focus on a subset of the test set consisting of 1566 houses with prices lower than 100k. We aim to find recourse that would increase house prices, bringing them within the target range $\mathcal{Y}^* = [200k, 250k]$. For each instance x, we compute the Minimal Divergent Explanation S, the Local CR $C_S(x, [200k, 250k])$, and generate a counterfactual sample using the Simulated Annealing technique described earlier. We succeed in changing the decision for all observations, achieving Accuracy = 100%. Furthermore, the majority of counterfactual samples passed the outlier test, with a Plausibility score of 0.92. Additionally, our Local CR method achieves high sparsity, with Sparsity = 4.45.

For instance, the Local CR for the observation $x = [Longitude=-118.2, latitude=33.8, housing\ median\ age=26, total\ rooms=703, total\ bedrooms=202, population=757, households=212, median\ income=2.52] \ in\ \ percentage\ of\ rooms\ in\ the\ district$ will certainly increase the price. This means that if the number of rooms and total bedrooms satisfy the conditions in $C_S(x, [200k, 250k])$, and the remaining features of x are fixed, then the probability that the price falls within the target set $\mathcal{Y}^* = [200k, 250k]$ is 0.97. This makes sense as increasing the number of rooms and bedrooms in the district will certainly increase the price.

Comparisons of Local and Regional CR with baseline methods. We evaluate our framework on three real-world datasets: Compas (n=6172, p=12) (Washington, 2018) is used to predict criminal recidivism, Diabetes (n=768, p=8) (Kaggle, 2016) aims to predict whether a patient has diabetes or not, and Nhanesi (CDC, 1999-2022) which also aims to predict a disease. Our evaluation reveals that AReS is highly sensitive to the number of bins and the maximal number of
rules or actions, as previously noted by (Ley et al., 2022). Poor parameterization can result in completely ineffective recourses. Furthermore, these methods require separate models for each target class, while our framework only requires a single RF with good precision.

Table 1 shows the results of each method across all datasets and models (RF, NN). The results for the RF are in the first five rows, and those below are for the NN. In each cell, we have two values, the blue corresponding to the metric value for the positive class (label=1) and the red for the negative class (label=0). Table 1 demonstrates that the Local and Regional CR methods achieve high accuracy in changing decisions on all datasets, surpassing baseline methods in almost all experiments. Furthermore, the baselines struggle to change both the positive and negative classes simultaneously, e.g., ARes has Acc=0.72 in the positive class, and 0.15 for the negative class on (RF) - Comps or when they have a good Acc, the CE are not plausible. For instance, FOCUS has Acc=1 for the negative class and Psb=0 in this experiment, meaning that all the counterfactual samples are outliers. These trends are consistently observed across most experiments. We also noted that Focus and FTW fail completely to change the positive class, and CHVAE often does not even present a CF for the positive class. This could be attributed to these methods being more sensitive to imbalances in the data. Our method is the only one that works consistently with the positive and negative classes. Interestingly, baseline methods exhibit improved performance on the NN model compared to the RF model.

Regarding plausibility, our method generally outperforms others, albeit at a higher cost. This is not surprising, as all baseline methods optimise this criterion, unlike ours. In the future, we intend to add this criterion to the CF generation process (Section 5).

We compute the Stability, which is the fraction of unseen instances where the action and perturbed action lead to the same output, for the Comps and Diabetes datasets. We used the simulated annealing approach of Section 5 with the Local CR to generate the actions. The Stability metrics for the different noise levels were 0.98, 0.98, 0.98 for Comps and 0.96, 0.97, 0.96 for Diabetes.

In summary, our CR approach is easier to train, and provides more accurate and plausible rules than the baseline methods. Furthermore, our resulting CE is robust against noisy responses.

7. Conclusion

We propose a novel approach that formulates CE as Counterfactual Rules. These rules are simple policies that can change the decision of an individual or sub-population with a high probability. Our method is designed to learn robust, plausible, and sparse adversarial regions that indicate where observations should be moved to satisfy a desired outcome. Random Forests are central to our approach, as they provide consistent estimates of the probabilities of interest and naturally give rise to the counterfactual rules we seek. This also allows us to handle regression problems and continuous features, making our method applicable to a wide range of data sets where tree-based models perform well, such as tabular data (Grinsztajn et al., 2022). An interesting avenue to explore would be to incorporate the $l_1$ cost into our approach. Currently, our method aims to minimize the $l_0$ distance between the query $x^{obs}$ and the counterfactual $x^{CF}$ by altering as few features as possible. However, deriving a counterfactual observation within a counterfactual rule that minimizes the $l_1$ cost is straightforward with an explicit solution. Given the counterfactual rules (hyperrectangles), represented as a box $(l, r)$, with $l, r \in \mathbb{R}^p$, the following optimization problem $x^{CF} = \arg\min_{x} d(x, x^{obs})$ such that $l \leq x \leq r$ has a closed form solution when the distance is the $l_1$ or $l_2$ norm. The solution is $x^{CF} = \max(l, \min(r, x^{obs}))$ elementwise (Carreira-Peñalh & Hada, 2021). In future work, we will incorporate the $l_1$ constraint and assess the effectiveness of our approach in terms of cost relative to other methods.

Table 1: Results of the Accuracy (Acc), Plausibility (Psb), Sparsity (Sprs), and Cost (Cost) of the different methods. We compute each metric according to the positive (Pos) and negative (Neg) class. The blue value corresponds to the metric for the positive class (recourse for label=1 to label=0), and the red for the negative class (recourse for label=0 to label=1).

| Dataset | Comps | Diabetes | Nameski |
|---------|-------|----------|---------|
| (RF) L-CR | 0.98 / 0.93 | 0.90 / 0.92 | 0.99 / 0.94 | 0.90 / 0.93 | 0.92 / 0.94 | 0.90 / 0.93 |
| (RF) R-CR | 0.97 / 0.98 | 0.93 / 0.88 | 0.92 / 0.99 | 0.90 / 0.86 | 0.90 / 0.87 | 0.90 / 0.86 |
| (RF) ARes | 0.72 / 0.10 | 0.83 / 0.88 | 2.09 / 1.00 | 0.92 / 0.86 | 0.92 / 0.87 | 0.92 / 0.87 |
| (RF) Focus | 0.00 / 0.00 | 0.00 / 0.00 | 8.61 / 7.47 | 0.00 / 0.00 | 0.00 / 0.00 | 0.00 / 0.00 |
| (RF) FTW | N/A / 1.00 | N/A / 0.76 | 1.08 / 1.00 | N/A / 1.00 | N/A / 1.00 | N/A / 1.00 |
| (NN) L-CR | 0.95 / 0.88 | 0.87 / 0.79 | 2.64 / 3.25 | 0.83 / 0.86 | 0.83 / 0.86 | 0.83 / 0.86 |
| (NN) R-CR | 0.91 / 0.89 | 0.82 / 0.91 | 3.36 / 3.29 | 1.21 / 1.00 | 1.21 / 1.00 | 1.21 / 1.00 |
| (NN) ARes | 0.92 / 0.30 | 0.83 / 0.62 | 1.18 / 1.02 | 0.52 / 0.47 | 0.52 / 0.47 | 0.52 / 0.47 |
| (NN) CHVAE | N/A / 1.00 | N/A / 1.00 | N/A / 1.00 | N/A / 1.00 | N/A / 1.00 | N/A / 1.00 |
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A. Regional RF detailed

In this section, we give a simple application of the Regional RF algorithm to better understand how it works. Recall that the Regional RF is a generalization of the RF's algorithm to give prediction even when we condition given a region, e.g., to estimate \( E(f(\mathbf{X}) | \mathbf{X}_S \in C_S(\mathbf{x}), \mathbf{X}_S = \mathbf{x}_S) \) with \( C_S(\mathbf{x}) = \prod_{i=1}^{S}[a_i, b_i], a_i, b_i \in \mathbb{R} \) a hyperrectangle. The algorithm works as follows: we drop the observations in the initial trees, if a split used variable \( i \in S \), a fixed value-based condition, we used the classic rules, i.e., if \( x_i \leq t \), the observations go to the left children, otherwise the right children. However, if a split used variable \( i \in S \), regional-based condition, we used the hyperrectangle \( C_S(\mathbf{x}) = \prod_{i=1}^{S}[a_i, b_i] \). The observations are sent to the left children if \( b_i \leq t \), right children if \( a_i > t \) and if \( t \in [a_i, b_i] \) the observations are sent both to the left and right children.

To illustrate how it works, we use a two dimensional variables \( \mathbf{X} = (X_0, X_1) \in \mathbb{R}^2 \), a simple decision tree \( f \) represented in Figure 4, and want to compute for \( \mathbf{x} = [1.5, 1.9], E(f(\mathbf{X}) | X_1 \in [2, 3.5], X_0 = 1.5) \). We assume that \( P(X_1 \in [2, 3.5] | X_0 = 1.5) > 0 \) and denoted \( T_1 \) as the set of the values of the splits based on variables \( X_1 \) of the decision tree.

One way of estimating this conditional mean is by using Monte Carlo sampling. Therefore, there are two cases:

\[
\begin{align*}
E(f(\mathbf{X}) | X_1 \in [2, 3.5], X_0 = 1.5) &= P(X_1 \leq 2.9 | X_0 = 1.5) \times E[f(\mathbf{X}) | \mathbf{X} \in L_4] \\
&+ P(X_1 > 2.9 | X_0 = 1.5) \times E[f(\mathbf{X}) | \mathbf{X} \in L_5] 
\end{align*}
\]

Figure 4: Representation of a simple decision tree (right Figure) and its associated partition (left Figure). The gray part in the partition corresponds to the region \([2, 3.5] \times [1, 2]\)

- If \( \forall t \in T_1, t \leq 2 \) or \( t > 3.5 \), then all the observations sampled s.t. \( \tilde{X}_1 \sim P_{\mathbf{X} | X_1 \in [2, 3.5], X_0 = 1.5} \) follow the same path and fall in the same leaf. The Monte Carlo estimator of the decision tree \( E(f(\mathbf{X}) | X_1 \in [2, 3.5], X_0 = 1.5) \) is equal to the output of the Regional RF algorithm.

  - For instance, a special case of the case above is: if \( \forall t \in T_1, t \leq 2 \), and we sample using \( P_{\mathbf{X} | X_1 \in [2, 3.5], X_0 = 1.5} \), then all the observations go to the right children when they encounters a node using \( X_1 \) and fall in the same leaf.

- If \( \exists t \in T_1 \) and \( t \in [2, 3.5] \), then the observations sampled s.t. \( \tilde{X}_1 \sim P_{\mathbf{X} | X_1 \in [2, 3.5], X_0 = 1.5} \) can fall in multiple terminal leaf depending on if their coordinates \( x_1 \) is lower than \( t \). Following our example, if we generate samples using \( P_{\mathbf{X} | X_1 \in [2, 3.5], X_0 = 1.5} \), the observations will fall in the gray region of Figure 4, and thus can fall in node 4 or 5. Therefore, the true estimate is:

\[
E(f(\mathbf{X}) | X_1 \in [2, 3.5], X_0 = 1.5) = P(X_1 \leq 2.9 | X_0 = 1.5) \times E[f(\mathbf{X}) | \mathbf{X} \in L_4] \\
+ P(X_1 > 2.9 | X_0 = 1.5) \times E[f(\mathbf{X}) | \mathbf{X} \in L_5] 
\]

Concerning the last case \((t \in [2, 3.5])\), we need to estimate the different probabilities \( P(X_1 \leq 2.9 | X_0 = 1.5), P(X_1 > 2.9 | X_0 = 1.5) \) to compute \( E(f(\mathbf{X}) | X_1 \in [2, 3.5], X_0 = 1.5) \), but these probabilities are difficult to estimate in practice. However, we argue that we can ignore these splits, and thus do no need to fragment the query region using the leaves of the tree. Indeed, as we are no longer interest in a point estimate but regional (population mean) we do not need to go to the level of the leaves. We propose to ignore the splits of the leaves that divide the query region. For instance, the leaves 4 and 5...
split the region [2, 3.5] in two cells, by ignoring these splits we estimate the mean of the gray region by taking the average output of the leaves 4 and 5 instead of computing the mean weighted by the probabilities as in Equation (3). Roughly, it consists to follow the classic rules of a decision tree (if the region is above or below a split) and ignore the splits that are in the query region, i.e., we average the output of all the leaves that are compatible with the condition \( X_1 \in [2, 3.5], X_0 = 1.5 \).

We think it leads to a better estimation for two reasons. First, we observe that the case where \( t \) is in the region and thus divides the query region does not occur often. Moreover, the leaves of the trees are very small in practice, and taking the mean of observations that fall into the union of leaves that belong to the query region is more reasonable than computing the weighted mean and thus trying to estimate the different probabilities \( \mathbb{P}(X_1 \leq 2.9 \mid X_0 = 1.5), \mathbb{P}(X_1 > 2.9 \mid X_0 = 1.5) \).

B. Sampling Recourses from counterfactual rules

Algorithm 1: Simulated Annealing to generate counterfactual samples using the Counterfactual Rules

\textbf{Input:} Observation \( x \), Divergent Explanation \( S \), counterfactual rule \( C_S(x, \mathcal{Y}^*) \), \( \mathcal{D}_n \) training data set, number of iterations \( \text{maxIter} \), temperature \( T \), cooling rate \( r \)

\textbf{Output:} Inlier sample \( x_{\text{best}} \)

\begin{enumerate}
  \item Set \( x_{\text{current}} \leftarrow x \), and \( x_{\text{best}} \leftarrow x \)
  \item \textbf{for} \( j \in S \) \textbf{do}
    \item \( x_{\text{current}} \leftarrow \text{sample uniformly from the set } \{X_{i,j} : X_i \in \mathcal{D}_n \text{ and } X_{i,S} \in C_S(x, \mathcal{Y}^*) \} \); /* Generate \( x_{\text{current}} \) = \( z_S, x_S \) with \( z_S \) drawn using \( z_S \sim \prod_{S \in \mathcal{S}} \mathbb{P}(X_j \mid X_S \in C_S(x, \mathcal{Y}^*)) \). */
    \item \( x_{\text{best}} \leftarrow x_{\text{current}} \); /* Initialize \( x_{\text{best}} \) */
  \item \textbf{end for}
  \item \textbf{for} \( i \) from 1 to \( \text{maxIter} \) \textbf{do}
    \item \( x_{\text{new}} \leftarrow x_{\text{current}} \)
    \item \( S' \leftarrow \text{sample uniformly from the set } S \)
    \item \textbf{for} \( j \) in \( S' \) \textbf{do}
      \item \( x_{\text{new}} \leftarrow \text{sample uniformly from the set } \{X_{i,j} : X_i \in \mathcal{D}_n \text{ and } X_{i,S} \in C_S(x, \mathcal{Y}^*) \} \)
    \item \textbf{end for}
    \item Compute the Outlier score difference \( \Delta O \) between \( x_{\text{new}} \) and \( x_{\text{current}} \)
    \item \textbf{if} \( \Delta O < 0 \text{ or } \exp(-\Delta O/T) > \text{random}(0,1) \) \textbf{then}
      \item Set \( x_{\text{current}} \leftarrow x_{\text{new}} \)
    \item \textbf{end if}
    \item \textbf{if} Outlier score of \( x_{\text{best}} \) < Outlier score of \( x_{\text{current}} \) \textbf{then}
      \item Set \( x_{\text{best}} \leftarrow x_{\text{current}} \)
    \item \textbf{end if}
    \item Decrease \( T \) by \( T = T \ast r \)
  \item \textbf{end for}
\end{enumerate}

\textbf{return} \( x_{\text{best}} \)

C. Additional experiments

In table 2, we compare the \textit{Accuracy} (Acc), \textit{Plausibility} (Psb), and \textit{Sparsity} (Sprs) of the different methods on additional real-world datasets: FICO (FICO, 2018), NHANESI (CDC, 1999-2022).

We observe that the L-CR, and R-CR outperform the baseline methods by a large margin on \textit{Accuracy} and \textit{Plausibility}. The baseline methods still struggle to change at the same time the positive and negative class. ArEs and CET give better sparsity, but their counterfactual samples are less plausible than the ones generated by the CR.
Table 2: Results of the *Accuracy* (Acc), *Plausibility*, and *Sparsity* (Sprs) of the different methods. We compute each metric according to the positive (Pos) and negative (Neg) class.

|        | FICO |             | NHANESI |             |
|--------|------|-------------|---------|-------------|
|        | Acc  | Psb | Sps | Acc  | Psb | Sps | Acc  | Psb | Sps |
| Pos    | Neg  |     |     | Pos    | Neg  |     | Pos    | Neg  |     |
| L-CR   | 0.98 | 0.94| 0.98| 9      | 8.43 | 9   | 0.99  | 0.98 | 0.97 |
| R-CR   | 0.90 | 0.94| 0.98| 9      | 8.43 | 9   | 0.86  | 0.95 | 0.96 |
| AReS   | 0.34 | 0.01| 0.86| 2      | 1    | 0.06| 0.06  | 1    | 0.87 |
| CET    | 0.76 | 0    | 0.60| 2      | 2    | 0   | 0.40  | 0.82 | 0.56 |

D. Parameters detailed

In this section, we give the different parameters of each method. For all methods and datasets, we first used a greedy search given a set of parameters. For AReS, we use the following set of parameters:

- max rule = \{4, 6, 8\}, max rule length = \{4, 8\}, max change num = \{2, 4, 6\}.
- minimal support = 0.05, discretization bins = \{10, 20\},
- \(\lambda_{acc} = \lambda_{cov} = \lambda_{cst} = 1\).

Lastly, for the Counterfactual Rules, we used the following parameters:

- nb estimators = \{20, 50\}, max depth = \{8, 10, 12\},
- \(\pi = 0.9, \pi_C = 0.9\).

We obtained the same optimal parameters for all datasets:

- AReS: max rule = 4, max rule length = 4, max change num = 4, minimal support = 0.05, discretization bins = 10, \(\lambda_{acc} = \lambda_{cov} = \lambda_{cst} = 1\)
- CET: max iterations = 1000, max leaf size = -1, \(\lambda = 0.01, \gamma = 1\)
- CR: nb estimators = 20, max depth = 10, \(\pi = 0.9, \pi_C = 0.9\)