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Abstract. This paper focuses on a time-varying constrained nonconvex optimization problem, and considers the synthesis and analysis of online regularized primal-dual gradient methods to track a Karush--Kuhn--Tucker (KKT) trajectory. The proposed regularized primal-dual gradient method is implemented in a running fashion, in the sense that the underlying optimization problem changes during the execution of the algorithms. In order to study its performance, we first derive its continuous-time limit as a system of differential inclusions. We then study sufficient conditions for tracking a KKT trajectory, and also derive asymptotic bounds for the tracking error (as a function of the time-variability of a KKT trajectory). Further, we provide a set of sufficient conditions for the KKT trajectories not to bifurcate or merge, and also investigate the optimal choice of the parameters of the algorithm. Illustrative numerical results for a time-varying nonconvex problem are provided.
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1. Introduction. This paper focuses on continuous-time nonconvex optimization problems of the form

\[
\min_{x \in \mathcal{X}(t)} c(x, t) \quad \text{s.t.} \quad f(x, t) \in \mathcal{K},
\]

where \( t \in [0, S] \) is the temporal index for some \( S > 0 \), \( c : \mathbb{R}^n \times [0, S] \to \mathbb{R} \) and \( f : \mathbb{R}^n \times [0, S] \to \mathbb{R}^m \) are twice continuously differentiable functions, \( \mathcal{X}(t) \) is a closed convex subset of \( \mathbb{R}^n \) for each \( t \), and \( \mathcal{K} \subseteq \mathbb{R}^m \) is a closed and convex cone. The optimization problem (1.1) can be associated with systems governed by possibly nonlinear physical or learning models, and can capture performance objectives and constraints that evolve over time. The interdisciplinary nature of time-varying optimization problems [37] is evident through a number of works in the areas of power systems [42, 24], communication systems [30, 12], transportation systems [44], robotic networks [17], and online learning [17, 32] just to mention a few. On the other hand, suitable modifications of (1.1) can model time-varying data processing problems under streaming of measurements such as matrix factorization [29] and sparse signal recovery [3].

A common approach in the existing literature is that, with a discretization \( t = \tau \Delta T \) for \( \tau = 0, 1, \ldots, T \) with sampling interval \( \Delta T = S/T \) [37], one can employ the following running (or online) primal-dual gradient algorithm to track the optimal...
trajectory \((x^*(t), \lambda^*(t))\) at time instants \(t = \tau \Delta_T\) for \(\tau = 1, 2, \ldots, T\):

\[
\begin{align}
(1.2a) & \quad x_\tau = \mathcal{P}_{\mathcal{X}} \left[ x_{\tau-1} - \alpha \left( \nabla c_\tau (x_{\tau-1}) + J_{f_\tau} (x_{\tau-1})^T \lambda_{\tau-1} \right) \right], \\
(1.2b) & \quad \lambda_\tau = \mathcal{P}_{\mathcal{K}^\circ} \left[ \lambda_{\tau-1} + \eta \alpha \left( f_\tau (x_{\tau-1}) - c \lambda_{\tau-1} \right) \right],
\end{align}
\]

where \(c_\tau(\cdot) \equiv c(\cdot, \tau \Delta_T), f_\tau(\cdot) \equiv f(\cdot, \tau \Delta_T), \mathcal{X}_\tau \equiv \mathcal{X}(\tau \Delta_T),\) and \(\mathcal{K}^\circ\) denotes the polar cone of \(\mathcal{K};\) the parameters \(\alpha > 0\) and \(\eta > 0\) control the step sizes of the primal and dual updates; the parameter \(\epsilon > 0\) controls regularization on the dual variable; and \(\mathcal{P}_{\mathcal{X}}\) denotes the projection onto the convex set \(\mathcal{X}\). We call this algorithm the **Running Regularized Primal-Dual gradient algorithm** (RReg-PD). RReg-PD can be viewed as an extension of the regularized primal-dual algorithm in \([27]\) to the time-varying perspective of its continuous-time limit. Specific contributions include the following.

1. **Contributions.** This paper extends \([41]\) and conducts a comprehensive theoretical analysis on the performance of RReg-PD for nonconvex smooth problems from the perspective of its continuous-time limit. Specific contributions include the following.

   1. We consider the limiting case where the algorithm can afford an update in infinitesimal time, i.e., the continuous-time limit of RReg-PD (C-RReg-PD).
      We show that the continuous-time counterpart of the discrete-time algorithm is given by a system of differential inclusions that has been studied in the literature under the name of perturbed sweeping processes \([11, 10]\); the discrete-time algorithm was referred to as the catching algorithm of the perturbed sweeping processes.

   2. We provide sufficient conditions for guaranteeing bounded tracking error of C-RReg-PD in the situation where the objective \(c(x, t)\) and the constraint function \(f(x, t)\) are smooth but can be nonconvex. Existing works on regularized primal-dual methods for convex problems \([27, 38, 48]\) only proved that gradient-based iterative methods approach an approximate Karush–Kuhn–Tucker (KKT) point; instead, we provide analytical results in terms of tracking a KKT trajectory (as opposed to an approximate KKT trajectory), and our results are applicable to convex and nonconvex problems.

   3. We also provide sufficient conditions under which the KKT points for a given time instant will always be isolated; that is, bifurcations or merging of KKT trajectories do not happen. We shall also show that these conditions for isolated KKT trajectories are implied by the sufficient conditions for bounded tracking error of C-RReg-PD.

   4. Finally, we provide qualitative results and discussions on how the algorithmic parameters can be chosen to achieve good tracking performance in practice.
1.1. Related work.

Time-varying optimization. Reference [33] is one of the early papers that consider a time-varying optimization setting similar to this paper, which derived a tracking error bound of the running gradient descent algorithm for unconstrained convex problems. Recent years have witnessed considerable advances in time-varying optimization and online learning. A sample of works include [38, 5], which proposed and analyzed an online double smoothing method, and [36], which proposed a unified framework for time-varying convex optimization using averaged operators. Time-varying fixed-point methods were discussed in [4] for contraction maps with asynchronous updates. Time-varying projected gradient dynamics were considered in [24], where the analysis leveraged the notion of temporal tangent cones. Recently, [16] showed that the inherent temporal variation of a time-varying optimization problem could reshape the landscape and result in escaping spurious local minimum; this work was extended to nonconvex problems with linear equality constraints in [20]. For convex settings, we refer the reader to additional references collected in the recent tutorial [37].

Dynamic regret of online optimization. There has been abundant research on the theory of dynamic regret for online optimization [25, 32, 21, 28]. The dynamic regret is defined as the accumulated losses compared with the sequence of optimal decisions, and researchers are interested in the asymptotic growth rate of the dynamic regret. For example, in [32], the authors considered online convex optimization with uniformly strongly convex and smooth objectives, and showed $O(C_T)$ bound for the dynamic regret, where $C_T$ is the path variation. Reference [21] considered online optimization with weakly pseudo-convex objectives, and showed $O(\sqrt{T} + V_T T)$ bound for the dynamic regret where $V_T$ is the loss variation. The paper [28] proposed a second-order method for online nonconvex optimization. We note that most works on online optimization seem to focus on situations with sublinear regret, which is different from our situation where a linear growth rate can occur and the big-O asymptotic growth rate is not enough to characterize the performance.

Parametric optimization. Time-varying optimization is closely related to parametric optimization [23, 47, 18], and path-following algorithms have been proposed to find a sequence of points that approximates the optimal trajectory of (1.1). On the other hand, path-following algorithms in general incorporate second-order information so that the generated sequence will converge to the optimal trajectory as the sampling interval shrinks to zero, and may also incorporate temporal derivatives to accelerate the convergence; this is different from the algorithm considered in this paper which only employs first-order spatial derivatives.

Gradient-based methods for nonconvex problems. Complexity of gradient-based methods converging to stationary points for nonconvex problems have been studied in both the centralized and distributed settings [9, 40]. In addition, some recent works show that adding appropriate random perturbations in gradient-based methods enables escaping from saddle points [26, 2]; these works only treat static problems, and extensions to time-varying settings are still open problems and worth investigation.

Continuous-time gradient flows. The idea of studying discrete-time algorithms by resorting to their continuous-time limits has a long history, and it is well known that the gradient flow $\dot{z} = -\nabla f(x)$ characterizes the limiting behavior of the gradient descent method. For more sophisticated settings, [13, 43] analyzed the convergence of the saddle point dynamics, [22, 34] considered continuous-time dynamics for distributed optimization problems, [14] studied primal-dual dynamics for distributed optimization with time-varying components via contraction analysis, and [39, 35] studied accelerated gradient descent methods from the perspective of discretization of differential
Notation. For a twice differentiable real-valued function $f$, its Hessian at $x$ will be denoted by $\nabla^2 f(x)$. For a function $f(x,t)$ that is continuously differentiable in $x$, its gradient with respect to $x$ at $(u,s)$ will be denoted by $\nabla_x f(u,s)$. If $f(x,s)$ is twice differentiable with respect to $x$, its Hessian with respect to $x$ at $(u,s)$ will be denoted by $\nabla^2_{xx} f(u,s)$. For a differentiable vector-valued function $f$, its Jacobian matrix evaluated at $x$ will be denoted by $J_f(x)$. For vector-valued $f(x,t)$ that is differentiable in $x$, its Jacobian matrix with respect to $x$ at $(u,s)$ is denoted by $J_{f,x}(u,s)$.

Given a convex set $C$, its normal cone at $x \in C$, defined by $\{y : y^T(z-x) \leq 0 \ \forall z \in C\}$, is denoted by $N_C(x)$. The projection onto $C$ will be denoted by $P_C$. For a convex cone $C$, we denote its polar cone by $C^0 = \{y : y^T z \leq 0 \ \forall z \in C\}$. We denote $\mathbb{R}_+ = [0, +\infty)$ and $\mathbb{R}_{++} = (0, +\infty)$. The identity matrix is denoted by $I$, or $I_n \in \mathbb{R}^{n \times n}$ when the dimensions need to be specified. We denote the $\ell_2$-norm by $\| \cdot \|$.

2. Problem formulation. As has been introduced in section 1, this paper considers the following time-varying optimization problem:

$$\min_{x \in \mathcal{X}(t)} c(x,t) \quad \text{s.t.} \quad f(x,t) \in \mathcal{K}. \quad (1.1)$$

Notice that the temporal index $t$ varies in a continuous interval $[0, S]$. We shall see that this setting allows us to analyze the C-RReg-PD:

$$x_t = P_{\mathcal{X}_t} \left[ x_{t-1} - \alpha \left( \nabla_{c_t}(x_{t-1}) + J_{f_t}(x_{t-1})^T \lambda_{t-1} \right) \right], \quad (1.2a)$$

$$\lambda_t = P_{\mathcal{K}_t} \left[ \lambda_{t-1} + \eta \alpha (f_{t-1}(x_{t-1}) - \epsilon \lambda_{t-1}) \right]. \quad (1.2b)$$

We remind the readers of the notation $c_t(\cdot) := c(\cdot, \tau \Delta T)$, $f_t(\cdot) := f(\cdot, \tau \Delta T)$, $\mathcal{X}_t := \mathcal{X}(\tau \Delta T)$, and that $\mathcal{K}_t$ is the polar cone of $\mathcal{K}$; also recall that $\alpha > 0$ and $\eta > 0$ control the step sizes of the primal and dual updates. RReg-PD can be derived by applying one single iteration of the vanilla primal-dual gradient algorithm on a “regularized” Lagrangian [38], and the parameter $\epsilon > 0$ stems from a strongly concave regularization term on the dual variable $\lambda$.

For the purpose of theoretical analysis, we decompose the function $f(x,t)$ into a convex part $f^c(x,t)$ and a nonconvex part $f^{nc}(x,t)$ as

$$f(x,t) := f^c(x,t) + f^{nc}(x,t), \quad (2.1)$$

where for each $t$, the function $f^c(\cdot,t)$ is convex with respect to $-\mathcal{K}$ in the sense that the set $\{f^c(x,t) + y : -y \in \mathcal{K}\}$ is convex.\footnote{Equivalently, we have that for any $\lambda \in \mathcal{K}^0$, the function $\lambda^T f^c(\cdot,t)$ is convex in the ordinary sense; see [7, section 2.3.5] for more details.} Note that if we let $\mathcal{K} = (-\mathbb{R}_+^p) \times \{0\}^{m-p}$, then $f(x,t) \in \mathcal{K}$ corresponds to $p$ inequality constraints and $m-p$ equality constraints, and the components of $f^c(x,t)$ comprise $p$ convex functions and $m-p$ affine functions.

We impose the following assumptions regarding the problem (1.1).

Assumption 2.1.

1. For each $t \in [0, S]$, the set $\mathcal{X}(t)$ is compact and convex. Moreover, $\mathcal{X} : [0, S] \rightarrow 2^{\mathbb{R}^n}$ is a $\kappa_1$-Lipschitz set-valued map for some $\kappa_1 > 0$, i.e.,

$$d_H(\mathcal{X}(t_1), \mathcal{X}(t_2)) \leq \kappa_1 |t_1 - t_2| \quad \forall t_1, t_2 \in [0, S],$$

where $d_H$ denotes the Hausdorff distance.
2. For each \( t \in [0, S] \), the functions \( c(x, t) \), \( f^c(x, t) \), and \( f^{nc}(x, t) \) are twice continuously differentiable over \( x \in \mathbb{R}^n \). In addition, \( \nabla_{xx}^2 f_i^c(x, t), \nabla_{xx}^2 f_i^{nc}(x, t) \) for \( i = 1, \ldots, m \) and \( \nabla_x c(x, t) \) are continuous over \( (x, t) \in \mathbb{R}^n \times [0, S] \).

3. There exists a Lipschitz continuous trajectory \( z^*(t) = (x^*(t), \lambda^*(t)) \), \( t \in [0, S] \), such that for each \( t \in [0, S] \),

\[
\begin{align*}
(2.2a) & \quad (x^*(t), \lambda^*(t)) \in \mathcal{X}(t) \times \mathcal{K}^o, \\
(2.2b) & \quad \nabla_x c(x^*(t), t) + J_{f,x}(x^*(t), t)^T \lambda^*(t) \in -N_{\mathcal{X}(t)}(x^*(t)), \\
(2.2c) & \quad \lambda^*(t) \in N_{\mathcal{K}}(f(x^*(t), t)).
\end{align*}
\]

The conditions (2.2) are just the KKT conditions of (1.1) for each \( t \in [0, S] \). Indeed, [19, Theorem 2A.9] shows that if we assume the following constraint qualification condition for every \( t \in [0, S] \):

\[
\text{there is no } \lambda \in \mathcal{K}^o \setminus \{0\} \text{ such that } \lambda^T f(x^*(t), t) = 0 \text{ and } -J_{f,x}(x^*(t), t)^T \lambda \in N_{\mathcal{X}(t)}(x^*(t)),
\]

where \( x^*(t) \) is a local optimal solution to (1.1), then there exists an associated optimal Lagrange multiplier \( \lambda^*(t) \) that satisfies the KKT conditions (2.2) for each \( t \in [0, S] \).

Remark 2.2. In general, there can be multiple KKT points of (1.1) that move in \( \mathbb{R}^n \times \mathbb{R}^m \) as time proceeds, which form multiple trajectories that can appear, terminate, bifurcate, or merge during \( (0, S) \). Reference [18] shows that strong regularity for generalized equations is a key concept for establishing the existence of Lipschitz continuous KKT trajectories. Here, we assume the existence of a Lipschitz continuous trajectory of KKT points over \( t \in [0, S] \), and arbitrarily select one of them when multiple Lipschitz continuous trajectories exist. We denote this trajectory by \( z^*(t) \), and focus on this trajectory in most part of our study. How to deal with KKT trajectories with discontinuities will be left for future investigations.

3. Continuous-time limit of RReg-PD. In this section, we formulate the continuous-time limit of the discrete-time RReg-PD algorithm. The hope is that, by resorting to the continuous-time limit, we can obtain some new insights on RReg-PD.

We first present a precise description of what we mean by “continuous-time limit.” Let \( z_0 = (x_0, \lambda_0) \in \mathcal{X}(0) \times \mathcal{K}^o \) be some fixed initial point. We note that the discrete-time RReg-PD (1.2) can be abstractly written as

\[
(3.1) \quad z^{(T)}_\tau = \mathcal{P}_{C(\tau \Delta_T)} \left[ z^{(T)}_{\tau - 1} + \alpha_T \cdot \Phi \left( z^{(T)}_{\tau - 1}, \tau \Delta_T \right) \right], \quad \tau = 1, \ldots, T, \quad z^{(T)}_0 = z_0,
\]

where

\[
\Phi \left( \begin{bmatrix} x \\ \lambda \end{bmatrix}, t \right) := \left[ -\nabla c(x, t) - J_{f,x}(x, t)^T \lambda \right], \quad C(t) := \mathcal{X}(t) \times \mathcal{K}^o
\]

for \( x \in \mathbb{R}^n, \lambda \in \mathbb{R}^m \), and \( t \in [0, S] \). Note that the step size \( \alpha_T \) can be dependent on \( T \) (but we fix \( \eta > 0 \)). We also add the superscript \( (T) \) to the iterates \( z^{(T)}_\tau \) so that the sequences of iterates generated using different sampling intervals \( \Delta_T \) can be distinguished. We then consider the linear interpolation of \( (z^{(T)}_{\tau})_{\tau=1,\ldots,T} \) defined by

\[
(3.2) \quad z^{[T]}(t) = \frac{\tau \Delta_T - t}{\Delta_T} z^{[T]}_{\tau - 1} + \frac{t - (\tau - 1) \Delta_T}{\Delta_T} z^{[T]}_\tau, \quad t \in [(\tau - 1) \Delta_T, \tau \Delta_T]
\]
for each $\tau = 1, 2, \ldots, T$. We see that for each $T \in \mathbb{N}$, there is a corresponding continuous trajectory $z^{[T]} : [0, S] \rightarrow \mathbb{R}^{n+m}$ that linearly connects the iterates of (3.1).

We say that a function $z : [0, S] \rightarrow \mathbb{R}^{n+m}$ is a continuous-time limit of (3.1) with the initial point $z_0$, if $z^{[T]}$ has a subsequence $z^{[T_k]}$ such that

$$\lim_{k \to \infty} z^{[T_k]}(t) = z(t) \quad \forall t \in [0, S],$$

i.e., $z(t)$ can be viewed as a limiting trajectory when we take $\Delta_T$ to be infinitesimal.

It turns out that the continuous-time limit of discrete-time iterations in the form of (3.1) has been studied in the literature [10, 11]. Specifically, we have the following theorem, whose proof is given in Appendix A.

**Theorem 3.1.** Let $\beta > 0$ be arbitrary and fixed. Suppose Assumption 2.1 and the following technical conditions hold:

(i) The gradient $\nabla x c(x, t)$ is continuous over $(x, t) \in \bigcup_{t \in [0, S]} \mathcal{X}(t) \times [0, S]$, and there exists $\kappa_2 > 0$ such that

$$\| \nabla x c(x, t) \| \leq \kappa_2 (1 + \| x \|) \quad \forall (x, t) \in \bigcup_{t \in [0, S]} \mathcal{X}(t) \times [0, S].$$

(ii) The function $f(x, t)$ is continuous, and the Jacobian $J_{f,x}(x, t)$ is bounded and continuous over $(x, t) \in \bigcup_{t \in [0, S]} \mathcal{X}(t) \times [0, S]$. Moreover, there exists some integrable function $l : [0, S] \rightarrow [0, +\infty)$ such that for each $t \in [0, S]$,

$$\sup_{x \in \mathcal{X}(t)} \| \nabla^2 x c(x, t) \| \leq l(t), \quad \sup_{x \in \mathcal{X}(t)} \| \nabla^2 x c(x, t) \| \leq l(t) \quad \forall j = 1, \ldots, m.$$

Then given any initial point $(x(0), \lambda(0)) = (x_0, \lambda_0) \in \mathcal{X}(0) \times \mathcal{K}^c$, we have the following:

1. There exists an absolutely continuous solution to the differential inclusions

$$(3.5a) \quad -\frac{d}{dt} x(t) - \beta (\nabla x c(x(t), t) + J_{f,x}(x(t), t)^T \lambda(t)) \in N_{\mathcal{X}(t)}(x(t)),$$

$$(3.5b) \quad -\frac{d}{dt} \lambda(t) + \eta \beta (f(x(t), t) - \epsilon \lambda(t)) \in N_{\mathcal{K}^c}(\lambda(t)),$$

and this absolutely continuous solution is also Lipschitz continuous.

2. A continuous-time limit of (3.1) with the initial point $z_0$ is given by a Lipschitz continuous solution to (3.5), provided that we set the step sizes as $\alpha_T = \beta \Delta_T$. In addition, the convergence in (3.3) is uniform.

Note that (3.5) can also be compactly written as

$$\frac{d}{dt} z(t) + \beta \Phi(z(t), t) \in N_{\mathcal{C}(t)}(z(t)).$$

This type of differential inclusions is called *perturbed sweeping processes* [10, 11, 1], and the discrete-time algorithm (3.1) with $\alpha_T = \beta \Delta_T$ is called the *catching algorithm* associated with (3.6).

**Remark 3.2.** We point out that when the set $\mathcal{C}(t)$ is time-varying, the perturbed sweeping process (3.6) is, in general, not equivalent to the projected dynamical systems

$$(3.7) \quad \frac{dz(t)}{dt} = \mathcal{P}_{\mathcal{C}(t)}(z(t)) [\beta \Phi(z(t), t)] \quad \text{or} \quad \frac{dz(t)}{dt} = \lim_{s \to 0^+} \frac{\mathcal{P}_{\mathcal{C}(t)}[z(t) + s \beta \Phi(z(t), t)] - z(t)}{s}.$$

In fact the projected dynamical systems in (3.7) may not even have a solution. A simple example is $\mathcal{C}(t) = \{ (x_1, x_2) \in \mathbb{R}^2 : x_1 \geq t \}$ with $\Phi(z, t) = 0$. Under the initial
condition \(x_1(0), x_2(0) = (0, 0)\), (3.6) admits the solution \(x_1(t) = t, x_2(t) = 0\), but neither formulation in (3.7) has a solution. This is different from the case where \(C(t)\) is static [8]. The work [24] introduced a formulation similar to (3.7) based on the notion of temporal tangent cones that generalizes tangent cones to time-varying settings.

We shall also refer to the differential inclusions (3.5) as the continuous-time limit of the discrete-time RReg-PD (3.1), and call it C-RReg-PD for short.

4. Tracking performance. After formulating the C-RReg-PD, we proceed to conduct theoretical analysis on its performance.

We first clarify how we measure the performance of C-RReg-PD. Let \(z(t), t \in [0, S]\), be a trajectory that satisfies the differential inclusions (3.5). We define the tracking error with respect to a KKT trajectory \(z^*(t) = (x^*(t), \lambda^*(t))\) at time \(t \in [0, S]\) by

\[
\|z(t) - z^*(t)\|_n = \sqrt{\|x(t) - x^*(t)\|^2_{\|\cdot\|} + \eta^{-1}\|\lambda(t) - \lambda^*(t)\|^2},
\]

where we also introduce the norm \(\|\cdot\|_n\) by \(\|z\|_n := \sqrt{\|z\|^2 + \eta^{-1}\|\lambda\|^2}\) for \(z = (x, \lambda) \in \mathbb{R}^{n+m}\). The tracking error quantifies the suboptimality of \(z(t)\) in terms of the distance to the KKT point \(z^*(t)\). We are interested in the factors that affect the tracking error, especially the conditions under which a bounded tracking error can be guaranteed, and how to reduce the tracking error by properly choosing the algorithmic parameters.

Intuitively, it’s natural to think that the faster the KKT point moves, the more difficult it is for C-RReg-PD to track the KKT point, which leads to larger tracking errors. We therefore introduce the quantity

\[
\sigma_n := \sup \left\{ \frac{\|z^*(t_2) - z^*(t_1)\|_n}{|t_2 - t_1|} \colon t_1, t_2 \in [0, S], t_1 \neq t_2 \right\},
\]

which can be considered as an upper bound on the “speed” of the KKT point.

We then introduce some auxiliary quantities for further characterizing (1) the local convexity and (2) the local nonlinearity of the time-varying problem (1.1). By “local” we mean that these quantities are determined by the behavior of \(c(x, t)\) and \(f(x, t)\) within a neighborhood of some specified radius \(\delta > 0\) around the KKT point \(z^*(t)\).

1. \(\Lambda_n(\delta)\) for local convexity. Let \(L^{nc}(x, t) := c(x, t) + \lambda^T f^{nc}(x, t)\) denote the “nonconvex part” of the Lagrangian for \(t \in [0, S]\). We define

\[
(4.1) \quad \mathcal{H}_{L^{nc}}(u, t) := \int_0^1 \nabla^2_{xx} L^{nc}(x^*(t) + \theta u, \lambda^*(t), t) d\theta,
\]

\[
(4.2) \quad \mathcal{H}_{f^i}(u, t) := \int_0^1 2(1 - \theta) \nabla^2_{xx} f^i(x^*(t) + \theta u, t) d\theta, \quad i = 1, \ldots, m.
\]

The matrix \(\mathcal{H}_{L^{nc}}(u, t)\) can be interpreted as the averaged Hessian of \(L^{nc}\) around \(x^*(t)\) along the vector \(u\), and similarly \(\mathcal{H}_{f^i}(u, t)\) can be viewed as the (weighted) averaged Hessian matrix of the convex part of the \(i\)th constraint along the vector \(u\).

We now introduce

\[
(4.3) \quad \Lambda_n(\delta) := \inf_{t \in [0, S]} \inf_{[u, 0] \subseteq \delta} \lambda_{\min} \left( \mathcal{H}_{L^{nc}}(u, t) + \frac{1}{2} \sum_{i=1}^m \lambda^*_i(t) \mathcal{H}_{f^i}(u, t) \right).
\]
Roughly speaking, \( \Lambda_m(\delta) \) characterizes how convex the problem (1.1) is in the neighborhood of the optimal point of radius \( \delta \). In the special case where \( c(\cdot,t) \) is \( \mu \)-strongly convex for all \( t \) for some \( \mu > 0 \), we have \( \Lambda_m(\delta) \geq \mu \).

2. \( M_{nc}(\delta) \) for local nonlinearity. This quantity is defined by

\[
M_{nc}(\delta) := \sup_{t \in [0,S]} \sup_{u \in \mathcal{X}, \|u\| \leq \delta} \sqrt{\sum_{i=1}^n \lambda_{\max}^2 (\Pi_{f_i}^{nc}(u,t))}.
\]

Here the matrix \( \Pi_{f_i}^{nc}(u,t) \) is defined by

\[
\Pi_{f_i}^{nc}(u,t) := \int_0^1 2\theta \nabla^2_{xx} f_i^{nc}(x^*(t) + \theta u, t) \, d\theta, \quad i = 1, \ldots, m.
\]

We point out that the quantity \( M_{nc}(\delta) \) characterizes the local nonlinearity of the nonconvex part of the constraints in the neighborhood of \( x^*(t) \) of radius \( \delta \).

Finally, we denote

\[
M_\lambda := \sup_{t \in [0,S]} \|\lambda^*(t)\|
\]

i.e., the maximum magnitude of the optimal dual variable during the period \([0, S]\).

We are now ready to present our results on the tracking performance.

**Theorem 4.1.** Suppose there exist \( \delta > 0 \), \( \beta > 0 \), \( \eta > 0 \), and \( \epsilon > 0 \) such that

\[
\beta^{-1} \sigma_\eta < \delta \gamma(\delta, \eta, \epsilon) - \sqrt{\eta} M_\lambda,
\]

where

\[
\gamma(\delta, \eta, \epsilon) := \min \{ \Lambda_m(\delta), \eta \epsilon \} - \frac{\sqrt{\eta}}{4} \delta M_{nc}(\delta).
\]

Let \( z(t) \) be a Lipschitz continuous solution to (3.5) with \( \|z(0) - z^*(0)\|_\eta < \delta \). Then for all \( t \in [0,S] \),

\[
\|z(t) - z^*(t)\|_\eta < \frac{\beta^{-1} \sigma_\eta + \sqrt{\eta} M_\lambda}{\gamma(\delta, \eta, \epsilon)}
\]

\[
+ e^{-\beta \gamma(\delta, \eta, \epsilon) t} \left( \|z(0) - z^*(0)\|_\eta - \beta^{-1} \sigma_\eta + \frac{\sqrt{\eta} M_\lambda}{\gamma(\delta, \eta, \epsilon)} \right).
\]

**Proof.** For notational simplicity, we shall frequently use \( z = (x, \lambda) \) to denote the trajectory of C-RReg-PD and \( z^* = (x^*, \lambda^*) \) to denote the KKT trajectory, where we suppress their dependence on \( t \).

To begin our proof, we notice that the first differential inclusion (3.5a) implies

\[
0 \geq (x^* - x)^T (-\dot{x} - \beta \nabla_x \mathcal{L}^{nc}(x^*, \lambda^*, t) - \beta J_{f_i^c, x}(x, t)^T \lambda + \beta J_{f_{nc, x}}(x, t)^T (\lambda^* - \lambda)),
\]

and by the KKT condition (2.2b),

\[
0 \geq (x - x^*)^T (-\beta \nabla_x \mathcal{L}^{nc}(x^*, \lambda^*, t) - \beta J_{f_i^c, x}(x^*, t)^T \lambda^*).
\]
By multiplying the previous two inequalities by $-1$, summing them up and adding $(x - x^*)^T \dot{x}$ on both sides, we get
\[
(x - x^*)^T \dot{x} \leq - \beta (x - x^*)^T \left[ \nabla_x \mathcal{L}^{nc}(x, \lambda^*, t) - \nabla_x \mathcal{L}^{nc}(x^*, \lambda^*, t) \right] + J_{f^c, x}(x, t)^T \lambda - J_{f^c, x}(x^*, t)^T \lambda^* + J_{f^c, x}(x, t)^T \left( \lambda - \lambda^* \right) + \beta \left( x - x^* \right)^T \left[ B_{\mathcal{L}^{nc}}(t) \left( x - x^* \right) + J_{f^c, x}(x, t)^T \left( \lambda - \lambda^* \right) \right],
\]
where we denote $B_{\mathcal{L}^{nc}}(t) := \overline{H}_{\mathcal{L}^{nc}}(x - x^*, t)$. Next, by the second differential inclusion (3.5b),
\[
0 \geq (\lambda^* - \lambda)^T \left( - \dot{\lambda} + \eta \beta \left( f(x, t) - \epsilon \lambda \right) \right),
\]
and by the KKT condition (2.2c), we see that $0 \geq \eta \beta (\lambda - \lambda^*)^T f(x^*, t)$. Similarly, by multiplying these two inequalities by $-1$, summing them up, and adding $(\lambda - \lambda^*)^T \dot{\lambda}$ on both sides, we get
\[
(\lambda - \lambda^*)^T \dot{\lambda} \leq \eta \beta (\lambda - \lambda^*)^T f(x^*, t) - \eta \beta \epsilon \| \lambda - \lambda^* \|^2 - \eta \beta \epsilon (\lambda - \lambda^*)^T \lambda^*.
\]
By taking the time derivative of $\frac{1}{2} \| z - z^* \|^2$ and using the previous bounds, we get (4.8)
\[
\frac{1}{2} \frac{d}{dt} \| z - z^* \|^2 = (x - x^*)^T \dot{x} + \eta^{-1} (\lambda - \lambda^*)^T \dot{\lambda} - (z - z^*)^T \left[ I_n \eta^{-1} I_m \right] \dot{z}^* \\
\leq - \beta (x - x^*)^T \left( J_{f^c, x}(x, t)^T \lambda - J_{f^c, x}(x^*, t)^T \lambda^* \right) - \beta (x - x^*)^T \left( J_{f^c, x}(x, t)^T \lambda - J_{f^c, x}(x^*, t)^T \lambda^* \right) + \beta \left( f(x, t) - f(x^*, t) \right)^T \left( \lambda - \lambda^* \right) - \beta \epsilon \lambda^T \left( \lambda - \lambda^* \right) + \sigma_0 \| z - z^* \|_\eta.
\]
Note that for the third to the fifth terms on the the right-hand side of (4.8), we have
\[
- (x - x^*)^T \left( J_{f^c, x}(x, t)^T \lambda - J_{f^c, x}(x^*, t)^T \lambda^* \right) - \lambda^T \left( f^c(x, t) - f(x, t) - J_{f^c, x}(x, t)(x^* - x) \right) - \lambda^T \left( f^c(x, t) - f(x^*, t) - J_{f^c, x}(x^*, t)(x - x^*) \right) - (\lambda - \lambda^*)^T \left( J_{f^c, x}(x, t)^T \lambda - J_{f^c, x}(x^*, t)^T \lambda^* \right).
\]
Furthermore, the convexity of $f^c$ with respect to $-\mathcal{K}$ and the fact $\lambda \in \mathcal{K}^c$ imply that $\lambda^T f^c(\cdot, t)$ is a convex function (in the ordinary sense), which further leads to $\lambda^T \left( f^c(x, t) - f(x, t) - J_{f^c, x}(x, t)(x^* - x) \right) \geq 0$. In addition,
\[
\lambda^T \left( f^c(x, t) - f(x^*, t) - J_{f^c, x}(x^*, t)(x - x^*) \right) = (x - x^*)^T \left( \frac{1}{2} \sum_{i=1}^m \lambda_i^* B_{f^c_i}(t) \right)(x - x^*),
\]
where we denote $B_{f^c_i}(t) := \overline{H}_{f^c_i}(x - x^*, t)$. Plugging them into (4.8) leads to (4.9)
\[
\frac{1}{2} \frac{d}{dt} \| z - z^* \|^2 \leq - \beta (x - x^*)^T \left( B_{\mathcal{L}^{nc}}(t) + \frac{1}{2} \sum_{i=1}^m \lambda_i^* B_{f^c_i}(t) \right)(x - x^*) - \beta \epsilon \| \lambda - \lambda^* \|^2 - \beta (\lambda - \lambda^*)^T \left( f^c(x^*, t) - f^c(x, t) - J_{f^c, x}(x, t)(x^* - x) \right) - \beta \epsilon \lambda^T \left( \lambda - \lambda^* \right) + \sigma_0 \| z - z^* \|_\eta.
\]
To further analyze the right-hand side of (4.9) and bound \( \|z - z^*\|_\eta \), we need to partition the time domain \([0, S]\) into small intervals. Let \( \kappa_1 \) be the Lipschitz constant of \( z(t) \) with respect to the norm \( \| \cdot \|_\eta \), and define

\[
\hat{\Delta} := \frac{1}{2(\kappa_1 + \sigma_\eta)} \left( \delta - \max \left\{ \|z(0) - z^*(0)\|_\eta, \frac{\beta^{-1}\sigma_\eta + \sqrt{\eta}M_\lambda}{\gamma(\delta, \eta, \epsilon)} \right\} \right).
\]

We note that \( \hat{\Delta} > 0 \) under the given conditions. We shall prove by induction that

\[
(4.10) \quad \|z(t) - z^*(t)\|_\eta \leq \max \left\{ \|z(0) - z^*(0)\|_\eta, \frac{\beta^{-1}\sigma_\eta + \sqrt{\eta}M_\lambda}{\gamma(\delta, \eta, \epsilon)} \right\}
\]

for \( t \in [(k-1)\hat{\Delta}, k\hat{\Delta}] \cap [0, S] \) for each \( k = 1, \ldots, \lceil S/\hat{\Delta} \rceil \).

Obviously, (4.10) holds for \( t = 0 \). Now assume that (4.10) holds for \( t = k\hat{\Delta} \) for some \( k \). Then we have

\[
\|z(t) - z^*(t)\|_\eta \leq \|z(t) - z(k\hat{\Delta})\|_\eta + \|z(k\hat{\Delta}) - z^*(k\hat{\Delta})\|_\eta + \|z^*(k\hat{\Delta}) - z^*(t)\|_\eta
\]

\[
\leq (\kappa_1 + \sigma_\eta)\hat{\Delta} + \|z(k\hat{\Delta}) - z^*(k\hat{\Delta})\|_\eta < \delta
\]

for any \( t \in [k\hat{\Delta}, (k+1)\hat{\Delta}] \cap [0, S] \), where the second inequality follows by the definitions of \( \kappa_1 \) and \( \sigma_\eta \). Thus, we can use the definition of \( M_{nc}(\delta) \) and the mean value theorem of calculus to get

\[
(4.11) \quad \|f_{nc}(x, t) + J_{f_{nc}}(x, t)(x^* - x) - f_{nc}(x^*, t)\| \leq \frac{M_{nc}(\delta)}{2} \|x - x^*\|^2
\]

for \( t \in [k\hat{\Delta}, (k+1)\hat{\Delta}] \cap [0, S] \). Moreover, by Young’s inequality,

\[
(4.12) \quad \|x - x^*\| \|\lambda - \lambda^*\| \leq \frac{1}{2} \left( \sqrt{\eta}\|x - x^*\|^2 + \sqrt{\eta}^{-1}\|\lambda - \lambda^*\|^2 \right) = \frac{1}{2}\sqrt{\eta}\|z - z^*\|^2.
\]

Combining (4.11) and (4.12) with (4.9), we get, for \( t \in [k\hat{\Delta}, (k+1)\hat{\Delta}] \cap [0, S] \),

\[
(4.13) \quad \frac{1}{2} \frac{d}{dt} \|z - z^*\|^2_\eta \\
\leq -\beta(x - x^*)^T \left( B_{L_{nc}}(t) + \frac{1}{2} \sum_{i=1}^m \lambda_i^* B_{p_i}(t) \right) (x - x^*) - \beta\epsilon\|\lambda - \lambda^*\|^2 \\
+ \frac{\beta M_{nc}(\delta)}{2} \|x - x^*\|^2 \|\lambda - \lambda^*\| - \beta\epsilon\lambda^T (\lambda - \lambda^*) + \sigma_\eta \|z - z^*\|_\eta \\
\leq -\beta \left( \min\{\Lambda_m(\delta, \eta\epsilon) - \frac{\sqrt{\eta}}{4}\delta M_{nc}(\delta)\} \right) \|z - z^*\|^2_\eta + \beta \left( \frac{\beta^{-1}\sigma_\eta + \sqrt{\eta}M_\lambda}{\gamma(\delta, \eta, \epsilon)} \right) \|z - z^*\|^2_\eta,
\]

where the definitions of \( \Lambda_m(\delta) \) and \( M_\lambda \) and \( \|x - x^*\| \leq \delta \) are employed in the second step. By the condition (4.5), we can apply Corollary B.2 (see Appendix B) and get

\[
(4.14) \quad \|z(t) - z^*(t)\|_\eta \leq e^{-\beta\gamma(\delta, \eta, \epsilon)(t - k\hat{\Delta})} \left( \|z(k\hat{\Delta}) - z^*(k\hat{\Delta})\|_\eta, \frac{\beta^{-1}\sigma_\eta + \sqrt{\eta}M_\lambda}{\gamma(\delta, \eta, \epsilon)} \right) \\
+ \frac{\beta^{-1}\sigma_\eta + \sqrt{\eta}M_\lambda}{\gamma(\delta, \eta, \epsilon)}, \quad t \in [k\hat{\Delta}, (k+1)\hat{\Delta}] \cap [0, S].
\]

Now, if \( \|z(k\hat{\Delta}) - z^*(k\hat{\Delta})\|_\eta \) is less than or equal to \( (\beta^{-1}\sigma_\eta + \sqrt{\eta}M_\lambda)/\gamma(\delta, \eta, \epsilon) \), then (4.14) directly implies that

\[
\|z(t) - z^*(t)\|_\eta \leq \frac{\beta^{-1}\sigma_\eta + \sqrt{\eta}M_\lambda}{\gamma(\delta, \eta, \epsilon)}, \quad t \in [k\hat{\Delta}, (k+1)\hat{\Delta}] \cap [0, S],
\]
while if \( \| z(k\Delta) - z^*(k\Delta) \|_\eta \) is greater than \( (\beta^{-1}\sigma_\eta + \sqrt{\eta}\epsilon M_\lambda)/\gamma(\delta, \eta, \epsilon) \), then (4.14) and (4.10) with \( t = k\Delta \) imply

\[
\| z(t) - z^*(t) \|_\eta \leq \| z(k\Delta) - z^*(k\Delta) \|_\eta \leq \| z(0) - z^*(0) \|_\eta
\]

for \( t \in [k\Delta, (k+1)\Delta] \cap [0, S] \). We can now conclude that (4.10) holds for \( t \in [k\Delta, (k+1)\Delta] \cap [0, S] \). By induction, (4.10) holds for all \( t \in [0, S] \), and particularly,

\[
\| z(t) - z^*(t) \|_\eta < \delta \quad \forall t \in [0, S].
\]

This implies that (4.13) holds for all \( t \in [0, S] \), and by applying Corollary B.2 to the whole time domain \([0, S]\), we get the desired bound on \( \| z(t) - z^*(t) \|_\eta \).

Basically, Theorem 4.1 guarantees bound tracking error of C-RReg-PD provided that the algorithmic parameters are chosen to satisfy (4.5). However, we note that the right-hand side of (4.5) may be negative, meaning that the condition of Theorem 4.1 may never hold no matter how slowly the KKT point moves. To resolve this issue, we provide the following theorem.

**Theorem 4.2.** Suppose there exists \( \delta > 0 \) such that

\[
\Lambda_m(\delta) > M_\lambda M_{nc}(\delta).
\]

Then the set of all tuples \((\beta, \eta, \epsilon) \in \mathbb{R}^3_+\) such that (4.5) holds is nonempty and open.

**Proof.** Define \( f_\delta : \mathbb{R}^3_+ \to \mathbb{R} \) by \( f_\delta(\beta, \eta, \epsilon) = \delta \gamma(\delta, \eta, \epsilon) - \sqrt{\eta}\epsilon M_\lambda - \beta^{-1}\sigma_\eta \), and let

\[
\eta_0 = \left( \frac{2\Lambda_m(\delta)}{\delta M_{nc}(\delta)} \right)^2, \quad \epsilon_0 = \frac{\Lambda_m(\delta)}{\eta_0}.
\]

We then have \( f_\delta(\beta, \eta_0, \epsilon_0) = \frac{\delta}{\delta^2} (\Lambda_m(\delta) - M_\lambda M_{nc}(\delta)) - \beta^{-1}\sigma_\eta \). Since \( \Lambda_m(\delta) > M_\lambda M_{nc}(\delta) \), we can find sufficiently large \( \beta_0 \) so that \( f_\delta(\beta_0, \eta_0, \epsilon_0) \) is positive.

We then show that \( f_\delta^{-1}(\mathbb{R}_+^3) \) is open. First, we consider the map \( s \mapsto \sigma_{s-2} \) and show that it is convex and continuous over \( s \in (0, +\infty) \). Indeed, let \( t_1, t_2 \in [0, S] \) with \( t_1 \neq t_2 \) be given, and define

\[
\sigma(s; t_1, t_2) := \frac{\| z^*(t_2) - z^*(t_1) \|_{s-2}}{|t_2 - t_1|} = \sqrt{\| x^*(t_2) - x^*(t_1) \|^2 + s^2 \| \lambda^*(t_2) - \lambda^*(t_1) \|^2} \quad \frac{1}{|t_2 - t_1|}
\]

for \( s \in (0, +\infty) \). Obviously, \( \sigma(s; t_1, t_2) \) is a convex function of \( s \in (0, +\infty) \). Then since \( \sigma_{s-2} \) is the supremum of \( \nu(s; t_1, t_2) \) over \( \{ (t_1, t_2) \in [0, S]^2 : t_1 \neq t_2 \} \), \( \sigma_{s-2} \) is also a convex function of \( s \in (0, +\infty) \). As \( \sigma_{s-2} \) is defined on an open subset of \( \mathbb{R} \), we can conclude that \( \sigma_{s-2} \) is also a continuous function of \( s \in (0, +\infty) \).

As a consequence, the function \( \eta \mapsto \sigma_\eta \) is continuous, and therefore the set \( f_\delta^{-1}(\mathbb{R}_+^3) \) is an open subset of \( \mathbb{R}_+^3 \).

By combining these two theorems, we get the following corollary.

**Corollary 4.3.** Suppose (4.15) holds for some \( \delta > 0 \). Then there exist \( \beta > 0 \), \( \eta > 0 \), and \( \epsilon > 0 \) such that the bound (4.7) holds for any Lipschitz continuous solution to (3.5) whenever the initial point satisfies \( \| z(0) - z^*(0) \|_\eta < \delta \). Moreover, all such parameter tuples \((\beta, \eta, \epsilon)\) form a set that has a nonempty interior in \( \mathbb{R}_+^3 \).

We now provide some discussions on Theorems 4.1 and 4.2.
1. **Eventual tracking error bound.** The bound on the tracking error in (4.5) consists of (1) a constant term and (2) a term that decays exponentially with time $t$ (the condition (4.5) implies $\gamma(\delta, \eta, \epsilon) < 1$). We call the constant term

\[
\frac{\beta^{-1}\sigma_\eta + \sqrt{\eta} \epsilon M_\lambda}{\gamma(\delta, \eta, \epsilon)}
\]

the *eventual tracking error bound*, which can be further split into two parts:

(a) The first part $\frac{\beta^{-1}\sigma_\eta}{\gamma(\delta, \eta, \epsilon)}$ is proportional to $\sigma_\eta$, the maximum speed of the KKT point. In time-varying optimization, such terms are common in the tracking error bound [15, 42, 36, 32].

(b) The second part $\frac{\sqrt{\eta} \epsilon M_\lambda}{\gamma(\delta, \eta, \epsilon)}$ is proportional to $M_\lambda$, the maximum magnitude of the optimal dual variable $\lambda^*(t)$. This term represents the additional error introduced by dual regularization. We mention that this term cannot be eliminated by setting $\epsilon = 0$, as this would make $\gamma(\delta, \eta, \epsilon)$ negative, violating the condition (4.5).

2. **Interpretation of Theorem 4.2 and the condition (4.15).** Theorem 4.2 provides a sufficient condition for guaranteeing the existence of algorithmic parameters such that the tracking error bound in Theorem 3.1 will apply; such algorithmic parameters $(\beta, \eta, \epsilon)$ will be called *feasible algorithmic parameters*. The openness of the set of feasible parameters then indicates that the choice of algorithmic parameters is robust to small perturbations.

Loosely speaking, the condition (4.15) can be interpreted as requiring that the problem (1.1) should be sufficiently convex around the optimal trajectory to overcome the nonlinearity of the nonconvex constraints. We further give two examples for which (4.15) holds:

(a) When $f^{nc}(x, t) = 0$ and $c(\ast, t)$ is $\mu$-strongly convex for all $t$ for some $\mu > 0$, we have $\Lambda_m(\delta) \geq \mu$ and $M_{nc}(\delta) = 0$ for all $\delta > 0$. Therefore, (4.15) automatically holds for any $\delta > 0$, and (4.5) can be satisfied for any parameter tuple $(\beta, \eta, \epsilon)$ by choosing $\delta$ to be sufficiently large.

Theorem 4.1 then implies bounded tracking error of C-RReg-PD. This can be regarded as the continuous-time analogue of the results in [38]. However, we should emphasize that [38] only shows bounded tracking error with respect to an *approximate* KKT point, while our result establishes bounded tracking error with respect to a true KKT trajectory.

(b) We still suppose $f^{nc}(x, t) = 0$, i.e., the constraints are convex, but for the cost function $c$, we only assume that $\nabla^2_{xx} c(x^*(t), t)$ is positive definite for each $t$. In this case, we have $\Lambda_m(0) > 0$ and $M_{nc}(\delta) = 0$ for all $\delta > 0$. Then, by Assumption 2.1 and Berge’s maximum theorem, it can be shown that $\Lambda_m(\delta)$ is a continuous function defined over $\delta \geq 0$. Thus there exists $\delta > 0$ such that $\Lambda_m(\delta) > 0$. Consequently, by Corollary 4.3, there exist $\beta > 0$, $\eta > 0$, and $\epsilon > 0$ such that C-RReg-PD enjoys bounded tracking error whenever $\|z(0) - z^*(0)\|_\eta < \delta$.

**4.1. Isolation of the KKT trajectory.** In section 2, we remarked that there could be multiple trajectories of KKT points, and in Theorem 4.1, the tracking performance of C-RReg-PD was analyzed with respect to one of these trajectories that is arbitrarily chosen. On the other hand, if the KKT trajectory $z^*(t)$ bifurcates into
two or more branches at some time $\hat{t} \in [0, S]$ and these branches become far away as time proceeds, then it appears that we are not able to identify from Theorem 4.1 which trajectory the algorithm will track. Fortunately, as the following theorems show, under certain conditions, such possibilities will not occur.

**Theorem 4.4.** Suppose for some $\delta > 0$ and $\eta > 0$,

\[
\Lambda_m(\delta) - \frac{\sqrt{\eta}}{2} \delta M_{nc}(\delta) > 0.
\]

Then there is no KKT point in the set \( \{ z = (x, \lambda) : 0 < \| z - z^*(t) \|_\eta \leq \delta, x \neq x^*(t) \} \) for each $t \in [0, S]$.

In particular, (4.17) holds if the condition (4.5) holds for some $\delta \leq 2\eta^{-1/2}M_\lambda$.

The proof of Theorem 4.4 is given in Appendix C. Some discussions are as follows.

1. Theorem 4.4 shows that if the condition of Theorem 4.1 holds for some $\delta \leq 2\eta^{-1/2}M_\lambda$, then within the neighborhood $0 < \| z - z^*(t) \|_\eta \leq \delta$, there does not exist a KKT point whose primal variable is different from $x^*(t)$. This implies that merging or bifurcation of KKT trajectories does not occur when the condition of Theorem 4.1 holds within a sufficiently small neighborhood around the KKT point.

2. We mention that Theorem 4.4 does not exclude the possibility that at time $t$, there exists $\lambda^+ \neq \lambda^*(t)$ such that $(x^*(t), \lambda^+)$ is also a KKT point of (1.1) and $\| (x^*(t), \lambda^+) - (x^*(t), \lambda^*) \|_\eta \leq \delta$, unless we also assume that the optimal dual variable associated with $x^*(t)$ is unique at time $t$. A typical constraint qualification that guarantees the uniqueness of the optimal Lagrange multiplier is the linear independence constraint qualification (LICQ) [45], which cannot be directly used in our setting as the set $\mathcal{X}(t)$ is not explicitly specified by inequalities, but can be possibly checked if we can express $x \in \mathcal{X}(t)$ by a group of inequality constraints.

### 5. Choice of parameters

In this section, we provide some brief discussions on the choice of the algorithmic parameters.

First, we note that the eventual tracking error bound decreases monotonically as $\beta$ increases, which appears to suggest that $\beta$ should be as large as possible. On the other hand, we point out that, in practice, since the original RReg-PD (1.2) is implemented in discrete time, a large $\beta$ will then lead to a large step size $\alpha \Delta T = \beta \Delta T$ that can lead to oscillations or instability. A rigorous discussion on the choice of $\beta$ can be complicated and is out of the scope of this paper.

We now assume that $\beta > 0$ is given and fixed. The following theorem suggests a way to choose the regularization parameter $\epsilon$ based on $\eta$, whose proof is in Appendix D.

**Theorem 5.1.** Denote

\[
\mathcal{A}_p(\delta, \beta) := \{ (\eta, \epsilon) : \beta^{-1} \eta < \delta (\delta, \eta, \epsilon) - \sqrt{\eta} M_\lambda \}.
\]

Let $\delta > 0$ and $\beta > 0$ be fixed such that $\mathcal{A}_p(\delta, \beta) \neq \emptyset$. Then, we have the following:

1. For any fixed $\eta > 0$, the choice $\epsilon = \Lambda_m(\delta)/\eta$ minimizes the eventual tracking error bound (4.16) over \( \{ \epsilon : (\eta, \epsilon) \in \mathcal{A}_p(\delta, \beta) \} \).

2. There exists $\eta^* > 0$ such that $(\eta^*, \Lambda_m(\delta)/\eta^*)$ minimizes the eventual tracking error bound (4.16) over $\mathcal{A}_p(\delta, \beta)$.

Theorem 5.1 suggests that we can choose $\epsilon$ such that the product $\eta \epsilon$ approximates the local convexity of the problem (1.1). In practice, if we have some prior knowledge...
of the functions \(c(x, t)\) and \(f(x, t)\), so that some rough estimate of \(\Lambda_m(\delta)\) is available, one can then use this prior information for choosing \(\epsilon\) based on \(\eta\). After fixing the \(\eta\) by \(\delta\) gives almost indistinguishable tracking error compared to \(\delta \approx 5\) for any \(\delta \geq 0\). We simulate both the discrete-time RReg-PD and C-RReg-PD. We fix \(\beta = 50\) for C-RReg-PD, and let \(\alpha = \beta \Delta_T\) for the discrete-time RReg-PD. The initial point is \((x_1(0), x_2(0), \lambda(0)) = (0.9, 0, 0)\).

Figure 1 shows the trajectory of C-RReg-PD \(z(t) = (x_1(t), x_2(t), \lambda(t))\) and a locally optimal trajectory \(z^*(t)\), where we set \(\eta = 30\) and \(\epsilon = 1/\eta\). We can see that C-RReg-PD is able to track the optimal trajectory with reasonable bounded tracking error; the average and maximum tracking error are given by 0.0468 and 0.1712, respectively.

Next, we fix \(\eta = 30\) and vary \(\epsilon\), and the results are shown in Figure 2a. It can be seen that for \(\epsilon \gtrsim \Lambda_m(\delta)/\eta\), the tracking error increases as \(\epsilon\) increases. However, for \(\epsilon \lesssim \Lambda_m(\delta)/\eta\), the tracking error still decreases as \(\epsilon\) decreases, which is contrary to the analysis in section 5. We suspect that this is due to some artifact in the analysis of the eventual tracking error bound for very small \(\epsilon\). Nevertheless, the choice \(\epsilon = 1/\eta \approx \Lambda_m(\delta)/\eta\) gives almost indistinguishable tracking error compared to smaller values of \(\epsilon\), which suggests that it is still a good choice in practice.

6. Numerical examples. In this section, we test the performance of C-RReg-PD on a numerical test case. As Theorem 3.1 shows, we can simulate the C-RReg-PD dynamics by the discrete-time iteration (1.2) with \(\alpha = \beta \Delta_T\) for a sufficiently small \(\Delta_T\).

The time-varying optimization problem of the test case is formulated as

\[
\min_{x \in \mathcal{X}(t)} \frac{1}{2} (x-r(t))^T \begin{bmatrix} 3/2 & -1/2 \\ -1/2 & 3/2 \end{bmatrix} (x-r(t)) + \frac{1 - \cos(8\|x-r(t)\|)}{32}
\]

s.t. \(\cos^2(50t)/5 \leq x_1 x_2 - \sin(\pi t) \leq x_1 - x_2 \leq 0\),

where

\(\mathcal{X}(t) = \left\{ x \in \mathbb{R}^2 : \|x\| \leq 1 - \frac{1}{4} \sin(4\pi t) \right\}, \quad r(t) = \begin{bmatrix} \cos(2\pi t) \\ \sin(2\pi t) \end{bmatrix}\)

for each \(t \in [0, 2]\). It can be checked that the objective function and the inequality constraint are nonconvex over \(x \in \mathbb{R}^2\) for each \(t \in [0, 2]\), but we have \(\Lambda_m(\delta) \gtrsim 1\) and \(M_m(\delta) = 1/5\) for any \(\delta \geq 0\). We simulate both the discrete-time RReg-PD and C-RReg-PD. We fix \(\beta = 50\) for C-RReg-PD, and let \(\alpha = \beta \Delta_T\) for the discrete-time RReg-PD. The initial point is \((x_1(0), x_2(0), \lambda(0)) = (0.9, 0, 0)\).

Figure 1 shows the trajectory of C-RReg-PD \(z(t) = (x_1(t), x_2(t), \lambda(t))\) and a locally optimal trajectory \(z^*(t)\), where we set \(\eta = 30\) and \(\epsilon = 1/\eta\). We can see that C-RReg-PD is able to track the optimal trajectory with reasonable bounded tracking error; the average and maximum tracking error are given by 0.0468 and 0.1712, respectively.

Next, we fix \(\eta = 30\) and vary \(\epsilon\), and the results are shown in Figure 2a. It can be seen that for \(\epsilon \gtrsim \Lambda_m(\delta)/\eta\), the tracking error increases as \(\epsilon\) increases. However, for \(\epsilon \lesssim \Lambda_m(\delta)/\eta\), the tracking error still decreases as \(\epsilon\) decreases, which is contrary to the analysis in section 5. We suspect that this is due to some artifact in the analysis of the eventual tracking error bound for very small \(\epsilon\). Nevertheless, the choice \(\epsilon = 1/\eta \approx \Lambda_m(\delta)/\eta\) gives almost indistinguishable tracking error compared to smaller values of \(\epsilon\), which suggests that it is still a good choice in practice.
We then fix $\epsilon = 1/\eta$ and run parameter sweeps for $\eta$ and $\beta$, where we fix $\beta = 50$ for the sweep of $\eta$ and fix $\eta = 30$ for the sweep of $\beta$. We also add simulation of the discrete-time RReg-PD with sampling interval $\Delta T = 1 \times 10^{-3}$ and step size $\alpha = \beta \Delta T$. The results are shown in Figures 2b and 2c. Some observations and discussions are as follows:

1. For C-RReg-PD, the tracking performance improves as we increase $\beta$, which is expected from the (eventual) tracking error bound (4.16). On the other hand, the tracking error decreases monotonically as we increase $\eta$; this is contrary to the second part of Theorem 5.1, and we again suspect that this is due to some artifact in our analysis for small $\epsilon$. Improvement of the tracking error bound will be an interesting future direction.

2. For the discrete-time RReg-PD, when $\eta$ and $\beta$ are below certain thresholds, the tracking performance is very close to C-RReg-PD. This suggests that the study of C-RReg-PD can indeed provide insights on the performance of the discrete-time RReg-PD algorithm. But if $\eta$ or $\beta$ is chosen to be too large, then there can be a significant gap of the tracking errors between the discrete-time and the continuous-time algorithms. Recalling that $\alpha = \beta \Delta T$ and $\eta \alpha = \eta \beta \Delta T$ are the step sizes of the primal and the dual updates, the observed phenomenon is expected as Theorem 3.1 indicates that we can use C-RReg-PD to approximate the discrete-time RReg-PD only when the step sizes are small.

7. Conclusion and future direction. In this paper, we studied the regularized primal-dual gradient method for time-varying nonconvex optimization by analyzing its continuous-time counterpart. We derived sufficient conditions that guarantee bounded tracking error for the continuous-time algorithm. We also studied conditions under which the KKT trajectories will be isolated, and investigated the optimal choice of algorithmic parameters. Implications of these analytical results were discussed, and a numerical example was presented to illustrate the performance of the proposed algorithm. Some possible generalizations and directions to explore include: (1) studying how to handle jumps in the KKT trajectory $z^*(t)$, (2) investigating other metrics for evaluating the tracking error, to see whether weaker conditions for bounded tracking error can be derived, (3) adapting techniques for escaping saddle-points for gradient methods in the time-varying setting, and (4) investigating classes of problems for which the conditions of bounded tracking error can be verified and the algorithmic parameters can be tuned more easily.
Appendix A. Proof of Theorem 3.1. Theorem 3.1 follows from the following lemma on perturbed sweeping process and the catching algorithm [10, 11].

Lemma A.1. Suppose \( \Psi : \mathbb{R}^p \times [0, S] \rightarrow \mathbb{R}^p \) and \( C : [0, S] \rightarrow 2^{\mathbb{R}^p} \), and that
1. \( C \) is \( \kappa_1 \)-Lipschitz, and for each \( t \in [0, S], C(t) \) is closed and convex,
2. \( \Psi \) is continuous when restricted to the set \( \bigcup_{t \in [0, S]} C(t) \times [0, S] \), and there exists some \( \kappa_2 > 0 \) such that \( \| \Psi(z, t) \| \leq \kappa_2(1 + \| z \|) \) for all \((z, t) \in \bigcup_{t \in [0, S]} C(t) \times [0, S] \).

Let \( z_0 \in C(0) \) be arbitrary, and for each \( T \in \mathbb{N} \), define \( z^{(T)}_\tau, \tau \in \{0, 1, 2, \ldots, T\}, \) by
\[
z^{(T)}_0 = z_0, \quad z^{(T)}_\tau = P_{C(\tau \Delta_t)} \left[ z^{(T)}_{\tau - 1} + \Delta_t \Psi \left( z^{(T)}_{\tau - 1}, T \right) \right],
\]
where \( \Delta_t := S/T \), and for \( t \in [0, S] \), define
\[
z^{(T)}(t) = \frac{\tau \Delta_t - t}{\Delta_t} z^{(T)}_{\tau - 1} + \frac{t - (\tau - 1) \Delta_t}{\Delta_t} z^{(T)}_{\tau + 1}
\]
if \( t \in \left( (\tau - 1) \Delta_t, \tau \Delta_t \right) \). Then, if we keep \( S \) constant and let \( T \rightarrow \infty \), the sequence \( (z^{(T)}(t))_{T \in \mathbb{N}} \) defined in (A.1) has a convergent subsequence, and any convergent subsequence converges uniformly to a \( \kappa_4 \)-Lipschitz continuous \( z(t), t \in [0, S] \), that satisfies
\[
z(0) = z_0 \quad \text{and} \quad -\frac{d}{dt} z(t) + \Psi(z(t), t) \in N_{C(t)}(z(t)) \quad \forall t \in [0, S] \text{ a.e.}
\]

It is straightforward to see that Theorem 3.1 follows from Lemma A.1 by letting \( \Psi(z, t) = \beta \Phi(z, t) \) and checking each of the conditions of Lemma A.1.

1. \( C \) is \( \kappa_1 \)-Lipschitz as \( \mathcal{X} \) is \( \kappa_1 \)-Lipschitz.
2. \( \Psi \) is obviously continuous on \( \bigcup_{t \in [0, S]} \mathcal{X}(t) \times [0, S] \). Moreover,
\[
\| \Psi(z, t) \| \leq \beta (\| \nabla c(x, t) \| + \| J_f, x(x, t) \| \| \lambda \|) + \eta \beta \| f(x, t) \| + \eta \beta \| \lambda \|
\]
Let \( x_{\text{aux}} \in \bigcup_{t \in [0, S]} \mathcal{X}(t) \) be arbitrary, and
\[
\kappa_3 := \sup \left\{ \| J_f(x, x(t)) \| : (x, t) \in \bigcup_{t \in [0, S]} \mathcal{X}(t) \times [0, S] \right\},
\]
\[
\kappa_4 := \sup_{t \in [0, S]} \| f(x_{\text{aux}}, t) \|
\]
both of which are finite. Then \( \| f(x, t) \| \leq \kappa_4 + \kappa_3 (\| x \| + \| x_{\text{aux}} \|) \), and by (3.4) and noticing that \( \| x \| \leq \| z \| \) and \( \| \lambda \| \leq \| z \| \), we get
\[
\| \Psi(z, t) \| \leq \beta (\kappa_2 (1 + \| x \|) + \kappa_3 \| z \|) + \eta \beta (\kappa_4 + \kappa_3 (\| x \| + \| x_{\text{aux}} \|)) + \eta \beta \| z \|
\leq \kappa_5 (1 + \| z \|)
\]
for some \( \kappa_5 > 0 \).
By Lemma A.1, the sequence of trajectories defined by (A.1)—and consequently (3.2)—then has convergent subsequences each of which converges to some \( \kappa_4 \)-Lipschitz continuous solution to (A.2).

Appendix B. Auxiliary results for the proof of Theorem 4.1. We first provide the following Gronwall-type lemma.
LEMMA B.1 (see [46]). Let I be a closed interval with zero as left endpoint. Let $u(t)$ be a continuous nonnegative function that satisfies $u(t) \leq u_0 + \int_0^t w(s)u^p(s)\,ds$, where $w(t)$ is a continuous nonnegative function on $I$. Then for $0 \leq p < 1$, we have

$$u(t) \leq \left(u_0^{1-p} + (1-p) \int_0^t w(s)\,ds\right)^{1/(1-p)}.$$

Based on Lemma B.1, we derive a corollary that can be directly used in our proof.

COROLLARY B.2. Let $v(t)$ be a nonnegative absolutely continuous function satisfying $\frac{1}{2} \frac{d}{dt}(v^2(t)) \leq av(t) - bv^2(t)$ for almost all $t \in [0,S]$, where $a \geq 0$ and $b > 0$ are constants. Then

$$v(t) \leq e^{-bt}v(0) + \frac{a}{b}(1 - e^{-bt}).$$

Proof of Corollary B.2. Define $u(t) = e^{2bt}v^2(t)$. Then it can be checked that

$$\dot{u}(t) = 2\beta e^{2bt}v^2(t) + e^{2bt} \frac{d}{dt}(v^2(t)) \leq 2\beta e^{2bt}v^2(t) + 2e^{2bt}(av(t) - bv^2(t)) = 2ae^{2bt}\sqrt{u(t)}$$

for almost all $t \in [0,S]$. Therefore, by Lemma B.1,

$$u(t) \leq \left(\sqrt{u(0)} + \alpha \int_0^t e^{\beta s}\,ds\right)^2 = \left(\sqrt{u(0)} + \frac{\alpha}{\beta}(e^{\beta t} - 1)\right)^2,$$

and by the definition of $u(t)$, we get the desired result.

**Appendix C. Proof of Theorem 4.4.** We shall frequently denote $z(t) = z = (x, \lambda)$ and $z^*(t) = z^* = (x^*, \lambda^*)$, where the dependence on $t$ is suppressed for simplicity. Suppose for some $t \in [0,S]$, there is another KKT point $z^+ = (x^+, \lambda^+)$ satisfying $0 < \|z^+ - z^*\|_\eta \leq \delta$ and $x^+ \neq x^*$. By (2.2b), we have $0 \geq (x^+ - x^*)^T(-\nabla_x L^{nc}(x^*, \lambda^*, t) - J_{f_{nc}, x}(x^+, t)\lambda^+ + J_{f_{nc}, x}(x^+, t)^T(\lambda^* - \lambda^+))$

Thus,

$$0 \geq (x^+ - x^*)^T\left(\nabla_x L^{nc}(x^+, \lambda^*, t) - \nabla_x L^{nc}(x^*, \lambda^*, t) + J_{f_{nc}, x}(x^+, t)^T(\lambda^+ - \lambda^*)\right)$$

$$+ (x^+ - x^*)^TJ_{f_{nc}, x}(x^+, t)^T(\lambda^* - \lambda^*),$$

where $B_{L^{nc}} := \frac{d}{dt}L^{nc}(x^+, -x^*, -t)$. Also, by the complementary slackness condition, $(\lambda^* - \lambda^*)^T(f(x^+, t) - f(x^*, t)) = -\lambda^*^Tf(x^*, t) - \lambda^*^Tf(x^+, t) \geq 0$. Therefore,

$$0 \geq (x^+ - x^*)^TB_{L^{nc}}(x^+ - x^*) + (x^+ - x^*)^T(J_{f_{nc}, x}(x^+, t)^T(\lambda^+ - J_{f_{nc}, x}(x^*, t)\lambda^* + (x^+ - x^*)^T(J_{f_{nc}, x}(x^+, t)^T(\lambda^* - \lambda^*)))$$

Notice that

$$(x^+ - x^*)^T(J_{f_{nc}, x}(x^+, t)^T\lambda^+ - J_{f_{nc}, x}(x^*, t)\lambda^*)$$
\[ + (\lambda^+ - \lambda^*)^T \left( J_{f^{nc}}(x^+)(x^+ - x^*) - (f(x^+, t) - f(x^*, t)) \right) \]
\[ = \lambda^T \left( f'(x^+, t) - f'(x^+), t - J_{f^{nc}}(x^+)(x^+ - x^+) \right) \]
\[ + \lambda^T \left( f'(x^+, t) - f'(x^+), t - J_{f^{nc}}(x^*, t)(x^+ - x^*) \right) \]
\[ - (\lambda^+ - \lambda^*)^T \left( f^{nc}(x^+, t) + J_{f^{nc}}(x^+, t)(x^+ - x^*) - f^{nc}(x^*, t) \right) \]
\[ \geq (x^+ - x^*)^T \left( \frac{1}{2} \sum_{i=1}^{m} \lambda^*_i B_{f_i^\ast} \right) (x^+ - x^*) \]
\[ - (\lambda^+ - \lambda^*)^T \left( f^{nc}(x^+, t) + J_{f^{nc}}(x^+, t)(x^+ - x^*) - f^{nc}(x^*, t) \right), \]

where we denote \( B_{f_i^\ast} := \overline{f}_i^\ast(x^+ - x^*, t). \) Therefore,
\[ 0 \geq (x^+ - x^*)^T \left( B_{E^{nc}} + \frac{1}{2} \sum_{i=1}^{m} \lambda^*_i B_{f_i^\ast} \right) (x^+ - x^*) \]
\[ - (\lambda^+ - \lambda^*)^T \left( f^{nc}(x^+, t) + J_{f^{nc}}(x^+, t)(x^+ - x^*) - f^{nc}(x^*, t) \right) \]
\[ \geq \Lambda_m(\delta) \| x^+ - x^* \| \Bigl( - \frac{M_{nc}(\delta)}{2} \| x^+ - x^* \|^2 \| \lambda^+ - \lambda^* \| \Bigr) \]
\[ \geq \left( \Lambda_m(\delta) - \frac{\sqrt{\pi} \delta M_{nc}(\delta)}{2} \right) \| x^+ - x^* \|^2. \]

However, if (4.17) holds, the right-hand side of the above inequality is then positive, leading to a contradiction.

Now we prove that (4.17) holds if (4.5) holds for some \( \delta \leq 2\eta^{-1/2}M_\lambda. \) We have \( \min \{ \Lambda_m(\delta), \eta \} \geq \frac{1}{2} (\Lambda_m(\delta) + \eta), \) and so \( \Lambda_m(\delta) \geq 2 \min \{ \Lambda_m(\delta), \eta \} - \eta. \) On the other hand, (4.5) implies that
\[ \min \{ \Lambda_m(\delta), \eta \} > \frac{\sqrt{\pi}}{4} \delta M_{nc}(\delta) + \delta^{-1} (\beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_\lambda) > \frac{\sqrt{\pi}}{4} \delta M_{nc}(\delta) + \delta^{-1} \sqrt{\eta} \epsilon M_\lambda. \]

Since \( \delta \leq 2\eta^{-1/2}M_\lambda, \) we have \( \delta^{-1} \sqrt{\eta} \epsilon M_\lambda \geq \eta \epsilon/2, \) and so
\[ \Lambda_m(\delta) > 2 \left( \frac{\sqrt{\pi}}{4} \delta M_{nc}(\delta) + \delta^{-1} \sqrt{\eta} \epsilon M_\lambda \right) - \eta \epsilon \geq \frac{\sqrt{\pi}}{2} \delta M_{nc}(\delta). \]

This completes the proof. \( \square \)

**Appendix D. Proof of Theorem 5.1.** Given \( \delta, \beta, \) denote
\[ g_0(\eta, \epsilon) = \frac{\beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_\lambda}{\gamma(\delta, \eta, \epsilon)}, \quad g_1(\eta, \epsilon) = \delta \gamma(\delta, \eta, \epsilon) - \sqrt{\eta} \epsilon M_\lambda - \beta^{-1} \sigma_\eta \]
for \( \eta > 0, \epsilon > 0. \) Obviously, \( g_0(\eta, \epsilon) \) is just the eventual tracking error bound, and \( g_0(\eta, \epsilon) < \delta \) if \( g_1(\eta, \epsilon) > 0. \)

First, let \( \eta > 0 \) be fixed. Then \( g_1(\eta, \epsilon) \) is a continuous function of \( \epsilon, \) is monotonic when \( \epsilon \leq \Lambda_m(\delta)/\eta, \) and is decreasing when \( \epsilon \geq \Lambda_m(\delta)/\eta. \) Thus, the set \( \mathcal{I}_\epsilon = \{ \epsilon > 0 : (\eta, \epsilon) \in \mathcal{A}_\mu(\delta, \beta) \} = \{ \epsilon > 0 : g_1(\eta, \epsilon) > 0 \} \) is an open interval. We then have
\[ \frac{\partial}{\partial \epsilon} g_0(\eta, \epsilon) = \begin{cases} - \frac{\eta \delta \Lambda_m(\delta)/4 + \beta^{-1} \sigma_\eta}{\eta \epsilon - \sqrt{\eta} \delta M_{nc}(\delta)/4} & \leq 0, \\ \frac{\sqrt{\eta} \epsilon M_\lambda}{\Lambda_m(\delta) - \sqrt{\eta} \delta M_{nc}(\delta)/4} & \geq 0, \end{cases} \]
\( \epsilon \in \mathcal{I}_\epsilon \cap (0, \Lambda_m(\delta)/\eta), \)
\( \epsilon \in \mathcal{I}_\epsilon \cap (\Lambda_m(\delta)/\eta, +\infty). \)

Therefore, \( \epsilon = \Lambda_m(\delta)/\eta \) minimizes the eventual tracking error bound over \( \{ \epsilon > 0 : (\eta, \epsilon) \in \mathcal{A}_\mu(\delta, \beta) \}. \)
We now define the functions
\[
\tilde{g}_0(x) = g_0\left(x^{-2}, x^2\Lambda_m(\delta)\right) = \frac{\beta^{-1}x^{-1}\sigma_{x^{-2}} + x\Lambda_m(\delta)M_\lambda}{\Lambda_m(\delta) - x^{-1}\delta M_{nc}(\delta)/4}, \quad \tilde{g}_1(x) = g_1\left(x^{-2}, x^2\Lambda_m(\delta)\right)
\]
for \(x \in (x_1, +\infty)\), where \(x_1 := \frac{\delta M_{nc}(\delta)}{4\Lambda_m(\delta)}\). Then a minimizer \(x^*\) of \(\tilde{g}_0(x)\) leads to a minimizer \((\eta^*, \epsilon^*) = (x^*^{-2}, x^*2\Lambda_m(\delta))\) of \(g_0(\eta, \epsilon)\), and we need only prove that \(\tilde{g}_0(x)\) has a minimizer over \((x_1, +\infty)\).

Since \(\sigma_{x^{-2}}\) is a convex and nondecreasing function of \(x\) (see the proof of Theorem 4.2), it is absolutely continuous and admits a weak derivative \(u(x)\) which is nonnegative and nondecreasing in \(x\). Then we see that \(\tilde{g}_0(x)\) is also absolutely continuous, whose weak derivative is given by
\[
D\tilde{g}_0(x) = \frac{\beta^{-1}u(x) + \Lambda_m(\delta)M_\lambda - \frac{\beta^{-1}x^{-1}\sigma_{x^{-2}} + \Lambda_m(\delta)M_\lambda}{\frac{\beta^{-1}x^{-1}\sigma_{x^{-2}} + \Lambda_m(\delta)M_\lambda}{\Lambda_m(\delta) - x^{-1}\delta M_{nc}(\delta)/4}}}{\Lambda_m(\delta) - x^{-1}\delta M_{nc}(\delta)/4}.
\]
Since \(x^{-1}\sigma_{x^{-2}}\) is equal to
\[
\sup \left\{ \frac{\left((x^{-2}\|x^*(t_2) - x^*(t_1)\|^2 + \|\lambda^*(t_2) - \lambda^*(t_1)\|^2\right)^{1/2}}{\|x_2 - x_1\|} : t_1, t_2 \in [0, S], t_1 \neq t_2 \right\},
\]
we see that \(x^{-1}\sigma_{x^{-2}}\) is nonincreasing in \(x\). Then we can easily verify that
\[
\frac{\beta^{-1}x^{-1}\sigma_{x^{-2}} + \Lambda_m(\delta)M_\lambda}{\Lambda_m(\delta) - x^{-1}\delta M_{nc}(\delta)/4}
\]
is a strictly decreasing function of \(x\), as the numerator is nonincreasing in \(x\) and the denominator is positive and strictly increasing in \(x\) for \(x > \delta M_{nc}(\delta)/(4\Lambda_m(\delta))\).

Moreover, we have
\[
\lim_{x \to +\infty} \left( \frac{\beta^{-1}u(x) + \Lambda_m(\delta)M_\lambda - \frac{\beta^{-1}x^{-1}\sigma_{x^{-2}} + \Lambda_m(\delta)M_\lambda}{\frac{\beta^{-1}x^{-1}\sigma_{x^{-2}} + \Lambda_m(\delta)M_\lambda}{\Lambda_m(\delta) - x^{-1}\delta M_{nc}(\delta)/4}}}{\Lambda_m(\delta) - x^{-1}\delta M_{nc}(\delta)/4} \right) = -\infty.
\]

Therefore, there exists \(x^* \in (x_1, +\infty)\) such that \(D\tilde{g}_0(x) \leq 0\) for \(x \in (x_1, x^*)\) and \(D\tilde{g}_0(x) \geq 0\) for \(x \in (x^*, +\infty)\). We then see that \(\tilde{g}_0(x)\) has a minimizer \(x^*\) over \((x_1, +\infty)\), which completes the proof. 
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