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Abstract. We study transcendental meromorphic functions with essential singularities on Riemann surfaces. Every function \( \Psi_X \) has associated a complex vector field \( X \). In the converse direction, vector fields \( X \) provide single valued or multivalued functions \( \Psi_X \). Our goal is to understand the relationship between the analytical properties of \( \Psi_X \), the singularities of its inverse \( \Psi_X^{-1} \) and the geometric behavior of \( X \). As first result, by examining the containment properties of the neighborhoods of the singularities of \( \Psi_X^{-1} \), we characterize when a singularity of \( \Psi_X^{-1} \) over a singular value \( a \), is either algebraic, logarithmic or non logarithmic. Secondly, to make precise the cooperative aspects between analysis and geometry, we present the systematic study of two holomorphic families of transcendental functions with an essential singularity at infinity, as well as some sporadic examples. As third stage, we study the incompleteness of the trajectories of the associated vector field \( X \) with essential singularities on a Riemann surface \( M_g \) of genus \( g \). As an application, we provide conditions under which there exists an infinite number of (real) incomplete trajectories of \( X \) localized at the essential singularities. Furthermore, removing the incomplete trajectories decomposes the Riemann surface into real flow invariant canonical pieces.
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1. INTRODUCTION

Essential singularities for meromorphic functions on the Riemann sphere are a natural source of intricate/complex behavior in analysis, iteration of functions and differential equations, among others topics. The analytic description of essential singularities is a mature research subject. Our naive goal is to describe the geometric aspects of (non necessarily isolated) essential singularities.

We consider $\Psi_X : M \to \hat{\mathbb{C}}$, a transcendental meromorphic function on an arbitrary Riemann surface $M$, that is with an essential singularity at $e \in M$. In order to study the geometry of the essential singularity, we shall consider the singularities of $\Psi_X^{-1}$, via the associated vector field $X$. In fact, our main tool is to recognize that there exists a singular complex analytic vector field $X$ on $M$ canonically associated to $\Psi_X$. Conversely, given $X$ a complex analytic vector field, the associated $\Psi_X$ is single valued when the 1–form of time of $X$ has zero residues and periods. See §2, in particular Definition 2.1 for singular complex analytic notion, and Diagram 5 for the correspondence.

The classical analytic classification of the singularities of $\Psi_X^{-1}$ is as follows
a) algebraic singularities, arising from the critical values of $\Psi_X$, and
b) transcendental singularities, originating from the asymptotic values of $\Psi_X$.
In the vector field framework, cases (a) and (b) correspond to
A) poles and zeros of $X$, and
B) essential singularities of $X$, respectively.

Furthermore, due to F. Iversen [24], transcendental singularities of $\Psi_X^{-1}$ in turn subdivide into
b.i) direct logarithmic singularities,
b.ii) direct non logarithmic singularities, and
b.iii) indirect singularities.
We shall use “non logarithmic” without the “direct” adjective when referring to
direct non logarithmic as well as indirect singularities. See §3.
In order to better understand the singularities of $\Psi_X^{-1}$ over the singular\(^1\) values $\{a\} \subset \hat{\mathbb{C}}$ of $\Psi$, it is usual to add some ideal points $U_a$ to $M$, defining neighborhoods $U_a(\rho) \subset M$ of these points, see Definition 3.1.

The usefulness of vector fields $X$ in the study of functions $\Psi_X$ can be roughly stated as follows. The vector field distinguishes the finite and infinite asymptotic values $a \in \hat{\mathbb{C}}$ of $\Psi_X$ and its ideal points $U_a$, in a clear geometric way. A natural/heuristic idea of this is to exploit the phase portrait of $X$. Even though we can not directly observe the asymptotic values of $\Psi_X$, it is possible to identify the ideal

\(^1\)Singular values are the critical and asymptotic values, see Definition 3.4.
points $U_a$ of $\Psi^{-1}_X$. Moreover, each vector field originates a singular flat metric in its domain, so that the real trajectories of the vector field are geodesics. The incomplete real trajectories of $X$ (other than those arriving or exiting poles) coincide with the asymptotic trajectories of $\Psi_X$.

In previous works, we have exploited some of these ideas, see [31], [2] and [4].

Regarding the singularities of $\Psi^{-1}_X$, the cases of algebraic and direct logarithmic singularities are understood best; in particular, the following classical theorem was well known to R. Nevanlinna, see [33] Ch. XI, §1.3.

A transcendental singularity of $\Psi^{-1}_X$ over an isolated asymptotic value is logarithmic.

We shall prove a stronger version of the above theorem. To do this, we first introduce the notion of separable applied to two singularities $U_a$ and $U_b$ of $\Psi^{-1}_X$ over the singular values $a$ and $b$, respectively. Roughly speaking, $U_a$ and $U_b$ are separable if their neighborhoods in $\hat{\mathbb{C}}_z$, are disjoint for small enough radii, see Definition 3.12 for full details. Furthermore, a singularity $U_a$ is separate if given any other singularity $U_b$, $U_a$ and $U_b$ are separable. A source of difficulties is that $a$ and $b$ can be the same singular value and yet $U_a$ and $U_b$ can be different singularities of $\Psi^{-1}_X$. See Examples 4.4–4.8 in §4. The above concepts provide topological simplicity for logarithmic singularities.

**Theorem 1.1.** Let $\Psi_X : M \rightarrow \hat{\mathbb{C}}$ be a transcendental meromorphic function with an essential singularity at $e \in M$. A singularity $U_a$ of $\Psi^{-1}_X$ is separate if and only if $U_a$ is algebraic or logarithmic.

From the vector field perspective, a priori, the relation between (B) and (b.i–iii) is unknown. The use of the phase portrait of $X$ allows us to, for instance, describe the logarithmic singularities of $\Psi^{-1}_X$ in geometric terms. The exponential tracts of $\Psi$ can be naturally classified as elliptic and hyperbolic, see Figures 3, 4 and 5.

The cooperative aspects of our methods for functions and vector fields allows us to study finite dimensional holomorphic families and sporadic examples of essential singularities. Section 4 presents two subfamilies in the Speiser class. The first family is composed of functions of type

$$\Psi_X(z) = \int^z P(\zeta)e^{-E(\zeta)}d\zeta,$$

with $P(z)$, $E(z)$ polynomials of degrees $r$ and $d \geq 1$, respectively; see Theorem 4.2 and our previous work [4]. The second family is given by functions of type

$$\Psi_X(z) = R \circ e^{2\pi iz/T},$$

where $R(w)$ are rational functions of degree $r \geq 1$, $T \in \mathbb{C}^*$. A systematic description that depends on the behavior of $R$ is provided in Theorem 4.3. Note that this family is the simplest having periodic functions and/or vector fields, where accumulation of zeros and poles at the essential singularity $\infty$ appears. Furthermore, in §4.3, a necessarily small collection of sporadic examples is provided. These families and examples illustrate the links between analysis and geometry.

We recall that a complete holomorphic vector field on a complex manifold has complex flow for all complex time and all initial conditions. Complete vector fields describe the one–parameter families of biholomorphisms of complex manifolds, see [27] Ch. III, [13] Ch. 4. On $\mathbb{C}^n$, complete entire vector fields are among the more interesting families of complex differential equations. On Riemann surfaces complete
vector fields are rare. An incomplete trajectory of a complex analytic vector field $X$ is a real trajectory of it having as maximal domain of existence a strict subset of $\mathbb{R}$. In [16], A. Guillot explores some relations between complex differential equations and the geometrical properties of their complex trajectories, looking at interesting incomplete (real) trajectories. In §5, vector field tools provide us with the following result

**Theorem 1.2.** Every non rational, singular complex analytic vector field $X$ on a compact Riemann surface $M_g$, of genus $g$, has an infinite number of incomplete trajectories.

This raises a natural question. Which neighborhoods $U_a(\rho)$ of the singularities of $\Psi_X^{-1}$ contain incomplete trajectories and how many are there? See the recent work of J. K. Langley [28]. As an application of Theorem 1.1, we prove a constructive description of how the incomplete trajectories of $X$ on an arbitrary Riemann surface $M$ arise in a vicinity of an essential singularity $e \in M$. Our result is the following.

**Theorem 1.3** (Finite asymptotic values and incomplete trajectories). Let $X$ be a singular complex analytic vector field on $M$ with an essential singularity at $e \in M$.

1) Any neighborhood $U_a(\rho)$ of a transcendental singularity $U_a$ of $\Psi_X^{-1}$ over a finite asymptotic value $a \in \mathbb{C}_t$, contains an infinite number of incomplete trajectories of $X$.

2) If $\Psi_X$ has no finite asymptotic values, then $X$ has an infinite number of poles accumulating at $e \in M$.

In addition, some comments on the singularities of $\Psi_X^{-1}$ for multivalued $\Psi_X$ are provided in §5.2. Two illustrative examples of vector fields $X$ with multivalued $\Psi_X$ are also given.

In §6, given a singular complex analytic vector field $X$ with a finite number of essential singularities on a compact Riemann surface $M_g$ of genus $g \geq 0$, we provide a decomposition of $M_g$ in invariant regions under the real flow, by removing the incomplete trajectories of $X$.

Finally, in §7 we suggest a new classification of transcendental singularities of $\Psi_X^{-1}$, based on Theorem 1.1, that provides geometrical insight into $\Psi_X$.

2. General facts about functions and vector fields

2.1. Functions and vector fields on Riemann surfaces. Let us recall some very general concepts.

**Definition 2.1.** On any Riemann surface $M$, singular complex analytic functions, vector fields, 1–forms and quadratic differentials means that they may have accumulation of zeros, poles and/or essential singularities.

Note that the notion of singular complex analytic includes holomorphic objects on compact Riemann surfaces, which are not transcendental meromorphic. This is singular complex analytic is a larger class.

Throughout this work, we assume that the vector fields $X$ are non identically zero and the functions $\Psi$ are non identically constant.

The formal expression of a vector field $X$ in holomorphic charts $\{\phi_j : V_j \subset M \rightarrow \mathbb{C}_z\}$ must be $\{f_j(z)\frac{\partial}{\partial z} \mid z \in \phi_j(V_j)\}$. Since our constructions are independent of charts on $M$, as seen in [2] §2, we avoid this cumbersome notation.
From functions to vector fields. Let
\[ \Psi_X : M \rightarrow \mathbb{C}_t \]
be a singular complex analytic function. The canonical associated singular complex
analytic vector field is
\[ X(z) = \frac{1}{\Psi_X(z)} \frac{\partial}{\partial z}, \text{ on } M. \]

From vector fields to functions. Let
\[ X(z) = f(z) \frac{\partial}{\partial z} \]
be a singular complex analytic vector field on \( M \).

**Definition 2.2.** Let \( X \) be as above, we shall denote by \( Z \) the zeros, \( P \) the poles, \( E \) the isolated essential isolated singularities and
\[ S_X = (Z \cup P \cup E) \subset M \]
as the singular set of \( X \), here \( (\quad) \) denotes the closure.

The additively automorphic multivalued\(^2\) function associated to \( X \) is
\[ \Psi_X(z) = \int_z \frac{d\zeta}{f(\zeta)} : (M \backslash S_X) \cup P \rightarrow \mathbb{C}_t \]
is a single valued function. Moreover, the associated singular complex analytic 1–form of time is \( \omega_X = dz/f(z) \). Clearly, the poles of \( X \) determine zeros of \( \omega_X \) and critical points of \( \Psi_X \) in \( M \); the points of \( P \) are allowed in the domain of \( \Psi_X \).

**Remark 2.3.** Let \( X \) be a singular complex analytic vector field on a Riemann
surface \( M \). By definition the 1–form of time \( \omega_X \) of \( X \) satisfies \( \omega_X(X) \equiv 1 \). Note
that \( \Psi_X(z) = \int_z \omega_X \), where \( \omega_X \) is a singular complex analytic 1–form on \( M \).
In order to obtain a single valued \( \Psi_X(z) \):
\( i \) the residues \( \frac{1}{2\pi i} \int \gamma \omega_X \) of the 1–form of time, and
\( ii \) the periods \( \int \gamma \omega_X \), where \( \gamma \) determines a non trivial class in \( H_1(M, \mathbb{Z}) \),
are required to be zero.

In both cases, single valued or multivalued, \( \Psi_X \) is a **global flow box** that rectifies
the corresponding singular complex analytic vector field \( X \), thus
\[ (\Psi_X)_*X = \frac{\partial}{\partial t}. \]
The multivalued global flow box \( \Psi_X \) case appears in Proposition 2.4 and in §5, §6.

**Proposition 2.4** (Dictionary between the singular analytic objects, [31], [2]). On
a Riemann surface \( M \) there exists a canonical correspondence between the following
objects.
1) A singular complex analytic vector field \( X = f(z) \frac{\partial}{\partial z} \), as in (3).
2) A singular complex analytic 1–form \( \omega_X = dz/f(z) \).
3) A singular complex analytic additively automorphic multivalued function \( \Psi_X(z) = \int_z \frac{d\zeta}{f(\zeta)} \) as in (4), it is a global flow box for \( X \).
4) An orientable singular complex analytic quadratic differential \( Q_X = \omega_X \otimes \omega_X \),
here the trajectories of \( X \) coincide with horizontal trajectories of \( Q_X \).

---

\(^2\)A multivalued function is additively automorphic if its differential is a single valued 1–form, see [6] p. 579.
5) A singular flat metric \( g_X = \Psi^*|dt| \), which is the pullback of the flat Riemannian metric \( |dt| = d\tau^2 + ds^2 \), \( t = \tau + is \in \mathbb{C} \), having suitable singularities at \( S_X \) and a unitary geodesic vector field \( \Re (X) \). By abuse of notation, \( (M,g_X) \) denotes this singular non compact Riemannian manifold.

6) A Riemann surface \( R_X = \{(z,t) \mid t = \Psi_X(z)\} \subset M \times \hat{\mathbb{C}}_t \) associated to a singular complex analytic function \( \Psi_X \).

Diagrammatically,

\[
\begin{align*}
X(z) &= f(z) \frac{\partial}{\partial z} \\
\omega_X(z) &= \frac{ds}{f(z)} \\
\Psi_X(z) &= \int z \frac{dc}{f(c)} \\
Q_X(z) &= \frac{dz^2}{f(z)^2} \\
&\quad (\pi_2^*(\frac{\partial}{\partial t})) \\
&\quad ((M,g_X), \Re (X))
\end{align*}
\]

(5)

Proof. A detailed proof is in [2], §2. We provide here two precisions.

Let \( \pi_1(z,t) = z \), \( \pi_2(z,t) = t \) be the canonical projections in \( M \times \hat{\mathbb{C}}_t \). The flat metric on \( (R_X, \pi_2^*(\frac{\partial}{\partial t})) \) is induced by the flat Riemannian metric \( (\hat{\mathbb{C}}, |dt|) \), equivalently \( (\hat{\mathbb{C}}_t, \frac{\partial}{\partial t}) \), via the projection of \( \pi_2 \).

Assertions (3) and (6) should be understood in the following sense. For two initial points \( z_0, z_1 \), where \( X \) is a non zero holomorphic vector field, it follows that \( \Psi_X(z) = \int_{z_0}^z \omega_X = \int_{z_1}^z \omega_X + c \). Hence, \( \Psi_X \) is unique up to a constant and the corresponding Riemann surface provided with a vector field \( (R_X, \pi_2^*(\frac{\partial}{\partial t})) \) is well defined, independently of the initial point \( z_0 \).

□

Lemma 2.5. 1) The following diagram commutes

\[
\begin{array}{ccc}
(M,X) & \xrightarrow{\pi_1} & (R_X, \pi_2^*(\frac{\partial}{\partial t})) \\
\Psi_X & \downarrow & \downarrow \\
& \pi_2 & \\
& (\hat{\mathbb{C}}_t, \frac{\partial}{\partial t}), &
\end{array}
\]

(6)

and \( \pi_1 \) is an isometry.

2) Moreover, \( \Psi_X \) is single valued if and only if the projection \( \pi_1 \) is a biholomorphism between \( (R_X, \pi_2^*(\frac{\partial}{\partial t})) \) and \( (M,X) \).

3) The (ideal) boundary of \( R_X \) is totally disconnected, separable and compact.

Proof. (1) and (2) are straightforward, see also [2] diagram 2.6 and lemma 2.7. A proof of (3) can be found in [34] as proposition 3.

□

In what follows, unless explicitly stated, we shall use the abbreviated form \( R_X \) instead of the more cumbersome \( (R_X, \pi_2^*(\frac{\partial}{\partial t})) \).
**Definition 2.6.** A maximal real trajectory of $X$ is $z(\tau) : (a, b) \subseteq \mathbb{R} \rightarrow M$, where $a, b \in \mathbb{R} \cup \{\pm \infty\}$, $a < b$, satisfying that $\frac{dz(\tau)}{d\tau} = f(z(\tau))$. Equivalently, $z(\tau)$ is a trajectory of the associated real vector field $\Re(X)$.

Classically, the inversion of the integral
$$\Psi_X : (M \setminus S_X) \cup \mathcal{P} \rightarrow \mathbb{C}, \quad z \mapsto t = \int_{z_0}^z \frac{dk}{f(k)},$$
say $\Psi_X^{-1}$, provides a complex trajectory solution of the vector field $X$; generically $\Psi_X$ is multivalued. Among other advantages, the trajectories $z(\tau)$ of the real vector field $\Re(X)$ are the level sets
$$\{\Im(\Psi_X(z(\tau))) = \text{cte.}\},$$
i.e. the horizontal trajectories of the orientable quadratic differential $\mathcal{Q}_X$.

2.2. **Local theory of vector fields.** Recall the topological and analytical description of poles and zeros for germs of complex vector fields on holomorphic charts $(\mathbb{C}, z_0)$, where $z_0 \in M$ or $\hat{\mathbb{C}}_z$. The usual notions of topological hyperbolic $H$, elliptic $E$ and parabolic $P$ sectors for isolated singularities of vector fields are enlarged to the complex analytic category as follows.

**Definition 2.7.** [2] §5. Let $(\hat{\mathbb{C}}, \frac{\partial}{\partial z})$ be the holomorphic vector field on the Riemann sphere with a double zero at $\infty$, and let $\mathbb{H}^2 = \{\Im(z) \geq 0\} \cup \{\infty\} \subset \hat{\mathbb{C}}$.

1. A **hyperbolic sector** is the vector field germ $H = ((\mathbb{H}^2, 0), \frac{\partial}{\partial z})$, Figure 1.c.
2. An **elliptic sector** is the vector field germ $E = ((\mathbb{H}^2, \infty), \frac{\partial}{\partial z})$, equivalently $((\mathbb{H}^2, 0), -w^2 \frac{\partial}{\partial w})$ when $\{z \mapsto \frac{1}{z} = w\}$, Figure 1.a.
3. A right **parabolic sector** is the vector field germ
$$P_+ = \{(0 \leq \Im(z) \leq h) \cap \{\Re(z) > 0\}, \infty, \frac{\partial}{\partial z}\},$$
in addition the left parabolic sector $P_-$ when $\Re(z) < 0$ is admissible, $h \in \mathbb{R}^+$ is a parameter, Figure 1.b.
4. An **entire sector** is the vector field germ $E = ((\mathbb{H}^2, \infty), e^z \frac{\partial}{\partial z})$, Figure 4.b.

The sectors are germs of flat Riemannian manifolds with boundary provided with a complex vector field; in [2] §5 we describe their properties. Thus, we say that $X$ has a hyperbolic, elliptic, parabolic or entire sector when $\Re(X)$ has it.

The following result, which is the local analytic normal form for zeros and poles of vector fields, is well known. It appears in the theory of quadratic differentials [25], [39], [1] and in complex differential equations [17], [18], [19], [8], [32], [14]. Our version stresses the interplay between the topology and the conformal properties of $X$ at the point. Hence only topological information of the real vector field $\Re(X)$ is required in a punctured neighborhood; see Figure 2.

**Proposition 2.8** (Local analytic normal forms at zeros and poles of $X$). Let $((\mathbb{C}, 0), X)$ be a germ of a singular complex analytic vector field, in each item the corresponding assertions are equivalent.

1. i) $\Re(X)$ is topologically equivalent to $\Re(\frac{\partial}{\partial z})$.
   ii) $X$ is holomorphic and non zero at 0.
   iii) Up to local biholomorphism $X$ is $\frac{\partial}{\partial z}$.

2. i) $\Re(X)$ has a topological center, a source or sink.
   ii) $X$ has a zero of multiplicity one at 0.
   iii) Up to local biholomorphism $X$ is $\lambda \frac{z}{z}, \lambda \in \mathbb{C}^*$.
3) i) \( \Re(X) \) admits a decomposition with \( 2s - 2 \geq 2 \) elliptic sectors and parabolic sectors.
   
   ii) \( X \) has a zero of \( X \) at 0 multiplicity of \( s \geq 2 \).
   
   iii) Up to local biholomorphism \( X \) is \( \left( \frac{1}{\lambda}z + z^s \right) \frac{\partial}{\partial z} \), \( \lambda \in \mathbb{C} \).

4) i) \( \Re(X) \) admits a decomposition with \( 2k + 2 \) hyperbolic sectors.
   
   ii) \( X \) has a pole of multiplicity \( -k \leq -1 \) at 0.
   
   iii) Up to local biholomorphism \( X \) is \( \frac{1}{z^k} \frac{\partial}{\partial z} \).

5) i) \( \Re(X) \) has any other topology different from (1)–(4).
   
   ii) 0 is an (non necessarily isolated) essential singularity of \( X \).

Proof. In assertions (1)–(4), \( X \) is holomorphic and non zero in a punctured disk \( D(0, \rho) \setminus \{0\} \). Hence, the equivalences (1)–(4) arise from the complex analytic normal form for zeros and poles of vector fields. Moreover, in (3) the appearance of parabolic sectors is related to the residue of \( \omega_X \), determining the multivaluedness of \( \Psi_X \).

Table 1, describes the correspondence of local singularities for \( X \), \( \omega_X \) and \( \Psi_X \), where \( \lambda \) is the residue of \( \omega_X \), determining the multivaluedness of \( \Psi_X \).

### 3. Singularities of \( \Psi_X^{-1} \)

Let \( \Psi_X : M \rightarrow \hat{C}_t \) be a transcendental meromorphic function, similarly as in (1). We follow W. Bergweiler et al. [7] and A. Eremenko [10], with the obvious modifications for the case of an essential singularity of \( M \). In Section 5.2, we shall extend the study to the multivalued case of \( \Psi_X \) on \( M \).

The inverse function \( \Psi_X^{-1} \) can be defined on the Riemann surface \( R_X \). Since we want to study the singularities of \( \Psi_X^{-1} \), it can be done by adding the ideal points \( U_a \) to \( M \), and defining neighborhoods \( U_a(\rho) \subset M \) of theses points.
Figure 2. Local analytic normal forms; a) simple zeros, b) multiple zeros, and c) poles of \( X \).

Table 1. Relationship between vector fields, 1–forms and distinguished parameters.

| Complex analytic vector field | Complex analytic 1–form | Distinguished parameter |
|-------------------------------|-------------------------|-------------------------|
| \( X(z) = f(z) \frac{\partial}{\partial z} \) | \( \omega_X(z) = \frac{dz}{f(z)} \) | \( \Psi_X(z) = \oint \omega_X \) |
| pole of order \(-k \leq -1\) | zero of order \( k \) | zero of order \( k + 1 \) |
| \( \frac{1}{z^k} \frac{\partial}{\partial z} \) | \( z^k dz \) | \( \frac{1}{k+1} z^{k+1} \) |
| simple zero | simple pole | \( \lambda \log(z) \) |
| \( \frac{1}{z^{s-1}} \frac{\partial}{\partial z} \) | \( \left( \frac{1}{z} + \frac{1}{z} \right) dz \) | pole of order \( s - 1 \leftrightarrow \lambda = 0 \) |
| multiple zero \( s \geq 2 \) | multiple pole \( \frac{1}{(1-s)z^{s-1}} + \lambda \log(z) \) |
| essential singularity at \( \infty \) | essential singularity at \( \infty \) |
| \( e^{P(z)} \frac{\partial}{\partial z} \) | \( e^{-P(z)} dz \) | \( \oint e^{-P(\zeta)} d\zeta \) |

Let \( e \) be a point in \( M \) or a conformal puncture\(^3\) of \( M \).

---

\(^3\)By definition \( M \cup \{ e \} \) admits an holomorphic chart \( \phi_1 : V_1 \subset M \rightarrow D(0,1) \subset \mathbb{C} \) to the unitary disk with \( \phi_1(e) = 0 \), compatible with the atlas of \( M \).
Definition 3.1. Take \( a \in \mathbb{C} \) and denote by \( D(a, \rho) \subset \mathbb{C} \) the disk of radius \( \rho > 0 \) (in the spherical metric) centered at \( a \). For every \( \rho > 0 \), choose a component \( U_a(\rho) \subset M \) of \( \Psi_X^{-1}(D(a, \rho)) \) in such a way that \( \rho_1 < \rho \) implies \( U_a(\rho_1) \subset U_a(\rho_2) \). Note that the function \( U_a : \rho \to U_a(\rho) \) is completely determined by its germ at 0.

The two possibilities below can occur for the germ of \( U_a \).

1) \( \cap_{\rho>0} U_a(\rho) = \{ z_0 \} \), \( z_0 \in \mathbb{C} \). In this case, \( a = \Psi_X(z_0) \).

Moreover, if \( a \in \mathbb{C} \) and \( \Psi_X'(z_0) \neq 0 \), or \( a = \infty \) and \( z_0 \) is a simple pole of \( \Psi \), then \( z_0 \) is called an ordinary point.

On the other hand, if \( a \in \mathbb{C} \) and \( \Psi_X'(z_0) = 0 \), or if \( a = \infty \) and \( z_0 \) is a multiple pole of \( \Psi_X \), then \( z_0 \) is called a critical point and \( a \) is called a critical value. We also say that the critical point \( z_0 \) lies over \( a \). In this case, \( U_a : \rho \to U_a(\rho) \) defines an algebraic singularity of \( \Psi_X^{-1} \).

2) \( \cap_{\rho>0} U_a(\rho) = \emptyset \), we then say that our choice \( \rho \to U_a(\rho) \) defines a transcendental singularity of \( \Psi_X^{-1} \), and that the transcendental singularity \( U_a \) lies over \( a \).

For every \( \rho > 0 \), the open set \( U_a(\rho) \subset \mathbb{C} \) is called a neighborhood of the transcendental singularity \( U_a \). So if \( z_k \in \mathbb{C} \), we say that \( z_k \to U_a \) if for every \( \rho > 0 \) there exists \( k_0 \) such that \( z_k \in U_a(\rho) \) for \( k \geq k_0 \).

In all that follows, we shall not distinguish between individual members \( \alpha_a \) of the class of asymptotic paths \( [\alpha_a] \) giving rise to a same transcendental singularity \( U_a \) over \( a \) of \( \Psi_X^{-1} \).

Remark 3.3. There is a bijective correspondence between the following
i) classes \( [\alpha_a(\tau)] \) of asymptotic paths \( \alpha(\tau) \),
ii) asymptotic values \( a \in \mathbb{C} \), counted with multiplicity, and
iii) transcendental singularities \( U_a \) of \( \Psi_X^{-1} \).

Definition 3.4. The singular values of \( \Psi_X \) are the critical values and asymptotic values.

Remark 3.5 (On the finitude of the set of singular values). We shall consider two types of hypothesis for \( \Psi_X \): analytic growth conditions and single/multivalued behavior.

1. The Denjoy–Carleman–Ahlfors theorem provides a sharp estimate for the number or asymptotic values. If \( \Psi_X \) is an entire function with \( d \) finite asymptotic values, then

\[
\lim_{r \to \infty} \frac{\log M(r)}{r^{d/2}} > 0,
\]

where as usual \( M(r) = \max_{|z|=r} |\Psi_X(z)| \). See [35] §5.2 for an explicit proof.
2. On the other hand, there exist single valued transcendental meromorphic functions on \( \mathbb{C} \) with an infinite set of asymptotic values. In fact, W. Gross [15] constructed functions \( \Psi_X \) with dense asymptotic values, see A. Eremenko [10] §4 for more recent studies.

3. In advance to Section 5.2, if \( \Psi_X \) is multivalued, then each residue or period (say \( \int \omega_X = T_0 \in \mathbb{C}^* \) where \( \gamma \) is a closed path) determines an infinite collection \( \{a + kT_0 | k \in \mathbb{Z}\} \) of singular values.

If \( a \) is an asymptotic value of \( \Psi_X \), then there is at least one transcendental singularity \( U_a \) over \( a \). Certainly there can be finite or even infinite different transcendental singularities as well as critical and ordinary points over the same singular value \( a \in \hat{\mathbb{C}}_t \).

**Definition 3.6.** A transcendental singularity \( U_a \) over \( a \) is called direct if there exists \( \rho > 0 \) such that \( \Psi_X(z) \neq a \) for \( z \in U_a(\rho) \), this is also true for all smaller values of \( \rho \).

Moreover, \( U_a \) is called indirect if it is not direct, i.e. for every \( \rho > 0 \), the function \( \Psi_X \) takes the value \( a \) in \( U_a(\rho) \), in which case the function \( \Psi_X \) takes the value \( a \) infinitely often in \( U_a(\rho) \).

The following result complements Proposition 2.8, particularly from the point of view of transcendental singularities of \( \Psi_X^{-1} \).

**Proposition 3.7.** Let \( \Psi_X : M \rightarrow \hat{\mathbb{C}}_t \) be a transcendental meromorphic function with an essential singularity at \( e \in M \) and consider a singularity \( U_a \) of \( \Psi_X^{-1} \) over a singular value \( a \).

1) \( \Psi_X^{-1} \) has an algebraic singularity \( U_a \) over a finite critical value \( a \in \mathbb{C}_t \) of \( \Psi_X \) if and only if \( X \) has a pole of multiplicity \( -k \leq -1 \) at the critical point \( p \) (here \( \Psi_X(p) = a \)).

2) \( \Psi_X^{-1} \) has an algebraic singularity \( U_\infty \) over the critical value \( \infty \in \hat{\mathbb{C}}_t \) of \( \Psi_X \) if and only if \( X \) has a zero of multiplicity \( s \geq 3 \) at the critical point \( q \) with residue of the 1-form of time \( \lambda = 0 \) (here \( \Psi_X(q) = \infty \)).

3) \( \Psi_X^{-1} \) has a transcendental direct singularity \( U_a \) over a finite asymptotic value \( a \in \mathbb{C}_t \) of \( \Psi \) if and only if \( X \) has an essential singularity at \( e \in M \) and an infinite number of hyperbolic sectors over \( a \in \hat{\mathbb{C}}_t \), see for example Figure 3.b.

4) \( \Psi_X^{-1} \) has a direct transcendental singularity \( U_\infty \) over the asymptotic value \( \infty \) of \( \Psi_X \) if and only if \( X \) has an essential singularity at \( e \in M \) and an infinite number of elliptic sectors over \( \infty \in \hat{\mathbb{C}}_t \), see for example Figure 3.a.

**Proof.** Let \( a \in \hat{\mathbb{C}}_t \) be a singular (critical or asymptotic) value of \( \Psi_X \). Since \( \Psi_X \) is the global flow box of the associated vector field \( X \), then the germ of \( X \) is

\[
(U_a(\rho), X) = \left( \Psi_X^{-1}(D(a, \rho)\{a\}), \Psi_X(\frac{\partial}{\partial t}) \right) \quad \text{for} \quad a \in \mathbb{C}_t
\]

or

\[
(U_\infty(\rho), X) = \left( \Psi_X^{-1}(D(a, \rho)\{a\}), \Psi_X(-t^2 \frac{\partial}{\partial t}) \right) \quad \text{for} \quad a = \infty \in \hat{\mathbb{C}}_t.
\]

Clearly, cases (1)–(2) are algebraic singularities of \( \Psi_X^{-1} \) and \( \Psi_X \) is locally \( k : 1 \) over \( D(a, \rho)\{a\} \), where \( \rho \geq 2 \).

For \( a \in \mathbb{C}_t \) it follows that \( (U_a(\rho), X) \) has \( 2k \) hyperbolic sectors and hence is a vicinity of a pole \( p \), according to Proposition 2.8, assertion 4.
On the other hand, \((U_\infty(\rho), X)\) has \(2k\) elliptic (with possibly parabolic) sectors, hence is a vicinity of a zero \(q\) of \(X\); according to Proposition 2.8, assertion 3.

Let us examine assertions (3) & (4), they are transcendental singularities of \(\Psi^{-1}_X\). They correspond to essential singularities of \(X\), so \(\Psi_X\) is locally \(\infty : 1\) over \(D(a, \rho) \setminus \{a\}\).

In the case of a finite asymptotic value \(a \in \mathbb{C}_t\), the germ of \(X\) is \((U_a(\rho), \Psi^* \frac{\partial}{\partial t})\) and \(U_a(\rho)\) contains an infinite union of hyperbolic sectors.

On the other hand, when \(a = \infty\), the germ of \(X\) is \((U_\infty(\rho), \Psi_X^*(-t^2 \frac{\partial}{\partial t})\) and \(U_\infty(\rho)\) contains an infinite union of elliptic sectors or a parabolic sector. \(\square\)

According to Table 1, the point \(q \in M\) is a simple pole of \(\Psi_X\) if and only if \(X\) has a double zero at \(q\).

The following distinction among direct transcendental singularities is well known.

**Definition 3.8.** 1. The transcendental singularity \(U_a\) is a logarithmic singularity over \(a\) if \(\Psi_X : U(\rho) \rightarrow D(a, \rho) \setminus \{a\}\) is a universal covering for some \(\rho > 0\). The (unbounded) neighborhoods \(U(\rho) \subset \hat{\mathbb{C}}\) are called exponential tracts of \(U_a\).

Naturally, logarithmic singularities are direct, a careful look at the exponential vector field is useful.

**Example 3.1.** The simplest case of a direct singularity arises from 

\[\Psi_X(z) = \int^z e^{-\zeta} d\zeta : \mathbb{C}_z \rightarrow \mathbb{C}_t \setminus \{0\},\]

having

\[X(z) = e^z \frac{\partial}{\partial z}\]

as its associated vector field. There are two logarithmic singularities over 0 and \(\infty\), respectively. There are two exponential tracts, moreover introducing the phase portrait of the associated vector field they can be clearly distinguished. Thus, three geometric pieces appear, Figures 3 and 4 provide heuristic arguments.

A hyperbolic tract \(U_0(\rho) = \{\Re(z) > \log(1/|\rho|)\}\) over the asymptotic value zero.

An elliptic tract \(U_\infty(\rho) = \{\Re(z) < \log(1/|\rho|)\}\) over the asymptotic value \(\infty\).

A pairing of the asymptotic values 0 and \(\infty\) given by an entire sector \(\mathcal{E} = ((\mathbb{H}^2, \infty), e^z \frac{\partial}{\partial z}).\)
In particular, the extension of $U_0(\rho)$ and $U_\infty(\rho)$ determines two entire sectors at $\infty$, denoted as $\mathcal{E}_\mathcal{E}$.

![Figure 4. Geometry of the exponential vector field $X(z) = e^z \frac{\partial}{\partial z}$.](image)

(a) The finite asymptotic value $0 \in \hat{\mathbb{C}}_t$ gives rise to two logarithmic singularities; one hyperbolic tract over $0$ (coloured green), and one elliptic tract over $\infty \in \hat{\mathbb{C}}_t$ (coloured blue). (b) The singularity leads to two entire sectors $\mathcal{E}$ (coloured pink). There is a pairing of the asymptotic values, provided by an entire sector $\mathcal{E}$.

As an advantage of the existence of a vector field $X$ associated to a function $\Psi_X$, we can refine exponential tracts.

**Definition 3.9.**

1. The pairs $U_H = (\{\Re(z) > 0\}, e^z \frac{\partial}{\partial z})$, $U_E = (\{\Re(z) < 0\}, e^z \frac{\partial}{\partial z})$ are the hyperbolic tract over $0$ and elliptic tract over $\infty$ of $\Psi_X(z) = -e^{-z}$, respectively. See Figure 3.

2. The pair $(U_a(\rho), X)$ is a hyperbolic tract over $a$ or elliptic tract over $a$ if there is a biholomorphism mapping $(U_a(\rho), X)$ to $U_H$ or $U_E$, respectively.

Certainly, the notion of biholomorphism is rigid. It is suitable for our present work since we gain flexibility of this notion by applying it to open Jordan domains of $(M, X)$ and under variations of the radius $\rho$. Since transcendental singularities can be very complex, not much can be said in general of their geometric structure. However, if we restrict ourselves to (direct) logarithmic transcendental singularities, then a clear picture arises.

**Proposition 3.10.** Let $\Psi_X : M \rightarrow \hat{\mathbb{C}}_t$ be a transcendental meromorphic function with an essential singularity at $e \in M$.

1) The transcendental singularity $U_a$ of $\Psi_X^{-1}$ is logarithmic over a finite asymptotic value $a \in \hat{\mathbb{C}}_t$ if and only if $(U_a(\rho), X)$ is a hyperbolic tract for sufficiently small $\rho > 0$.

2) The transcendental singularity $U_a$ of $\Psi_X^{-1}$ is logarithmic over $a = \infty \in \hat{\mathbb{C}}_t$ if and only if $(U_a(\rho), X)$ is an elliptic tract for sufficiently small $\rho > 0$.

**Proof.** ($\Rightarrow$): Since $\Psi_X^{-1}$ has a logarithmic singularity over the asymptotic value $a$, then $\Psi_X : U_a(\rho) \rightarrow D(a, \rho) \setminus \{a\}$ is a universal cover.
In the case $a \in \mathbb{C}_t$, the germ of $X$ is $(U_a(\rho), \Psi^*(\frac{\partial}{\partial \tau}))$, which is a hyperbolic tract. On the other hand, when $a = \infty$, the germ of $X$ is $(U_{\infty}(\rho), \Psi_X^*(-t^2 \frac{\partial}{\partial \tau}))$, which is an elliptic tract.

\((\Leftarrow)\): Definition 3.9.2 assumes the existence of a component $U_a(\rho)$ of $\Psi_X^{-1}(D(\alpha, \rho))$ such that $\rho_1 < \rho_2 \leq \rho$ implies $U_a(\rho_1) \subset U_a(\rho_2)$. Thus, $(U_a(\rho_1), X)$ and $(U_a(\rho_2), X)$ inherit the same type (hyperbolic or elliptic) of tract as $(U_a(\rho), X)$.

Secondly, because of the biholomorphism, say $\varphi$, from $(U_a(\rho), X)$ to $\mathcal{U}_H$ or $\mathcal{U}_E$, we have the following commuting diagrams

\[\begin{align*}
(U_a(\rho), X) &\xrightarrow{\varphi} ((\Re(z) > 0), e^{z} \frac{\partial}{\partial z}) \quad (U_a(\rho), X) &\xrightarrow{\varphi} ((\Re(z) < 0), e^{z} \frac{\partial}{\partial z}) \\
\Psi_X &\xrightarrow{\xi} -e^{-z} \quad \Psi_X &\xrightarrow{\xi} -e^{-z}
\end{align*}\]

where $T_j : D(0, 1) \rightarrow D(a, \rho)$, for $j = 1, 2$, are appropriate biholomorphisms between the disks.

Hence, $\Psi_X : U_a(\rho) \rightarrow D(a, \rho) \setminus \{a\}$ is a universal covering. \qed

**Corollary 3.11.** Let $\Psi_X : M \rightarrow \hat{\mathbb{C}}_t$ be a transcendental meromorphic function with an essential singularity at $e \in M$ and further suppose that $U_a$ is a direct transcendental singularity of $\Psi_X^{-1}$ over the asymptotic value $a \in \mathbb{C}_t$. If $U_a(\rho)$ is not a hyperbolic or elliptic tract over $a$, for sufficiently small $\rho > 0$, then $U_a$ is direct non logarithmic. \qed

As motivation, let us recall the following well known theorem [33] Ch. XI, §1.3., [36], [43] p. 231, which is a direct consequence of the normal form for holomorphic covers of the punctured plane.

**Theorem** (Isolated singular values). Let $\Psi_X : \mathbb{C}_t \rightarrow \hat{\mathbb{C}}_t$ be a transcendental meromorphic function and let $a$ be an isolated singular value for $\Psi_X$. If $U_a$ is a singularity of $\Psi_X^{-1}$ over $a$, then $U_a$ is algebraic or logarithmic. \qed

As an immediate consequence, direct non logarithmic and indirect singularities of $\Psi_X^{-1}$ over $a$ imply that $a$ is non isolated, i.e. $a$ is an accumulation point of singular values of $\Psi_X$. There are, however, logarithmic singularities of $\Psi_X^{-1}$ over non isolated asymptotic values $a$, see for instance Example 4.6 and its corresponding Figure 7.

By using the perspective of vector fields, we shall prove a stronger version of the above theorem. We introduce the following concept.

**Definition 3.12.** Let $U_a$ and $U_b$ be singularities of $\Psi_X^{-1}$ over the singular values $a$ and $b$, respectively.

1. The singularities $U_a$ and $U_b$ are separable if there are $\rho_1, \rho_2 > 0$ such that their neighborhoods satisfy $U_a(\rho_1) \cap U_b(\rho_2) = \emptyset$.

2. We shall say that the singularity $U_a$ is separate if given any other singularity $U_b$ of $\Psi_X^{-1}$ over $b$, $U_a$ and $U_b$ are separable.

Of course $a$ and $b$ can be the same singular value and yet $U_a$ and $U_b$ can be different singularities of $\Psi_X^{-1}$. 
We can now prove the following.

**Theorem 1.1.** Let \( \Psi_X : M \rightarrow \hat{\mathbb{C}} \) be a transcendental meromorphic function with an essential singularity at \( e \in M \). A singularity \( U_a \) of \( \Psi^{-1}_X \) is separate if and only if \( U_a \) is algebraic or logarithmic.

**Proof.** (\( \Rightarrow \)) If \( U_a \) is separate, then \( D(a, \rho) \setminus \{a\} \cap D(b, \rho) \setminus \{b\} = \emptyset \) for all other singular values \( b \). Thus \( a \) is isolated.

(\( \Leftarrow \)) Suppose to the contrary that \( U_a \) is non separate. This means that there exists at least one singularity \( U_b \) distinct from \( U_a \) such that \( U_a \) and \( U_b \) are non separable, i.e. for any \( \rho_1, \rho_2 > 0 \) there are neighborhoods \( U_a(\rho_1) \cap U_b(\rho_2) \neq \emptyset \).

Since \( U_a \) is logarithmic (the algebraic case is left to the reader), then for small enough \( \rho_1 > 0 \), \( U_a(\rho_1) \) is a hyperbolic or elliptic tract. In any of these cases \( U_a(\rho_1) \) does not contain any critical points and the only asymptotic paths that are completely contained in \( U_a(\rho_1) \) are those with asymptotic value \( a \).

If \( b \) is a critical value of \( \Psi_X \), consider the critical point \( c \in \mathbb{C} \) corresponding to \( b \), then for small enough \( \rho_2 \),
\[
c \in U_b(\rho_2) \subset U_a(\rho_1) \text{ or } U_a(\rho_1) \cap U_b(\rho_2) = \emptyset,
\]
both of which lead to contradiction.

If \( b \) is an asymptotic value of \( \Psi_X \) then by considering a point \( z_0 \in U_a(\rho_1) \cap U_b(\rho_2) \neq \emptyset \),
choose an asymptotic path \( \alpha_b(\tau) \) of \( U_b \) that starts at \( z_0 \), then one of the following holds true
(i) the whole asymptotic path \( \alpha_b \) is contained in \( U_a(\rho_1) \),
(ii) otherwise there is a \( \tilde{\rho}_2 > 0 \) smaller than \( \rho_2 \) such that \( U_a(\rho_1) \cap U_b(\tilde{\rho}_2) = \emptyset \).
Once again, both lead to contradiction. \( \square \)

**Remark 3.13** (Geometric behavior of singularities of \( \Psi^{-1}_X \)). Let \( a \in \mathbb{C} \) and \( \infty \) denote singular values of \( \Psi_X \).

1. The algebraic singularities \( U_a \) and \( U_\infty \) have their neighborhoods \( U_a(\rho) \) and \( U_\infty(\rho) \) composed of hyperbolic and elliptic sectors, respectively, as in Proposition 2.8.
2. The transcendental singularities of \( \Psi^{-1}_X \) are further divided into three types: direct logarithmic, direct non logarithmic and indirect.
3. Direct logarithmic singularities \( U_a \) and \( U_\infty \) have neighborhoods \( U_a(\rho) \) and \( U_\infty(\rho) \) that are hyperbolic and elliptic tracts, respectively. See Proposition 3.10.
4. For \( \Psi_X \) of finite order, \( a \in \mathbb{C} \) is an asymptotic value of \( \Psi_X \) that is an accumulation point of critical values of \( \Psi_X \) if and only if \( U_a \) is an indirect singularity of \( \Psi^{-1}_X \). See [7] theorem 1.

The following immediate result of Theorem 1.1 improves on Remark 3.13.4

**Corollary 3.14.** A transcendental singularity \( U_a \) of \( \Psi^{-1}_X \) is non logarithmic if and only if \( U_a \) is non separate. \( \square \)

4. Holomorphic families and sporadic examples

4.1. **Exponential families.** The Speiser class, [37], consists of transcendental entire functions for which the singular values are a finite set (the closure of the critical values and finite asymptotic values). In particular, the family of entire functions with at most a finite number of logarithmic singularities is a cornerstone of the theory. A first analytic characterization due to R. Nevanlinna is the following.
Theorem 4.1 ([33] Ch. XI). Entire functions $\Psi_X$ whose Schwarzian derivatives are degree $p - 2$ polynomials are precisely functions that have $p$ logarithmic singularities.

Recall the pioneering work of E. Hille [22] and M. Taniguchi [40], [41]; see R. Devaney [9] §10 for a modern study. For the relations with the theory of the linear differential equation $y'' - P(z)y = 0$, see [38] pp. 156–157.

We consider

\begin{equation}
\mathcal{E}(r,d) = \left\{ X(z) = \frac{1}{P(z)} e^{E(z)} \frac{\partial}{\partial z} \left| \begin{array}{c}
P, E \in \mathbb{C}[z] \\
degree \geq 1
\end{array} \right. \right\},
\end{equation}

whose corresponding functions $\Psi_X$ are in the Speiser class. Note that each $\mathcal{E}(r,d)$ is a holomorphic family of complex dimension $r + d + 1$.

Theorem 4.2 (The families $\mathcal{E}(r,d)$). Let

\begin{equation}
\Psi_X(z) = \int_{\zeta} z P(\zeta) e^{-E(\zeta)} d\zeta
\end{equation}

be the entire function arising from $X(z) \in \mathcal{E}(r,d)$.

1) $\Psi_X$ has $r$ critical values and $2d$ asymptotic values (all counted with multiplicity); $d$ finite values and $d$ over $\infty$.

2) All the singularities are logarithmic and separate.

3) There is a pairing of asymptotic values given by entire sectors $\mathcal{E}$. Furthermore each finite asymptotic value $a_\sigma \in \hat{\mathbb{C}}_t$ gives rise to two logarithmic singularities, one over $a_\sigma$ (hyperbolic tract) and the other over $\infty \in \hat{\mathbb{C}}_t$ (elliptic tract).

4) The isolated essential singularity at $\infty \in \hat{\mathbb{C}}_t$ is the $\alpha$ or $\omega$–limit point of an infinite number of incomplete trajectories.

Proof. Here we provide a sketch of the proof, see [4] for full details.

The associated single valued function is $\Psi_X(z)$, having $2d$ tracts at $\infty$. The singular values are isolated, hence all the transcendental singularities of $\Psi_X^{-1}$ are logarithmic.

In fact, the Riemann surface $\mathcal{R}_X$ can be constructed by a surgery procedure as follows. First, consider the Riemann surface of a suitable rational function $R(z)$ : $\hat{\mathbb{C}}_t \rightarrow \hat{\mathbb{C}}_t$ with $r$ ramification points. Secondly, add hyperbolic tracts at $d$ cross cuts on the Riemann surface of $R(z)$.

The surgery idea first appeared in [40], moreover an approximation technique is developed in [4] §4.3.

The pairing is equivalent to the fact that the phase portrait of the singular vector field $\mathfrak{R}_X(X)$ at $\infty \in \hat{\mathbb{C}}_t$ has exactly $2d$ entire sectors $\mathcal{E}$, see for instance [3] theorem 12.2.

The last statement follows directly from Proposition 3.10. An alternative proof may be found in [4] theorem 9.1, which shows that these vector fields have $2d$ entire sectors, and that each entire sector is comprised of a hyperbolic tract and an elliptic tract.

The vector fields $\mathcal{E}(0,2)$ and $X(z) = e^{zd} \frac{\partial}{\partial z} \in \mathcal{E}(0,d)$ for $d > 2$ were studied by K. Hockett et al. [23], using real vector field methods, also see [20].

4.2. Families of periodic vector fields. A second large class of vector vector fields that give rise to holomorphic families is the periodic vector field class on $\mathbb{C}_z$, which include several trigonometric examples.

On $\hat{\mathbb{C}}_t$ there exists a correspondence between
• singular complex analytic vector fields $X$ on $\hat{\mathbb{C}}_z$ of period $T \in \mathbb{C}^*$ with $\omega_X$ having zero residues, and
• singular complex analytic functions $\Psi_X$ of period $T$.

Moreover, in such a case,

$$\Psi_X(z) = h \circ e^{2\pi i z/T}$$

is single valued, where $h$ is a suitable singular complex analytic function. Among the periodic examples, the “simplest” ones are those obtained when considering $h = R$ a rational function, as follows.

Theorem 4.3. Let $X$ be singular complex analytic vector field on $\hat{\mathbb{C}}_z$ arising from the distinguished parameter $\Psi_X$ in the family

$$\mathcal{P}_r = \left\{ \Psi_X(z) = R \circ e^{2\pi i z/T} \mid R : \hat{\mathbb{C}} \to \hat{\mathbb{C}}_t \text{ rational of degree } r \geq 1 \right\}.$$  

The following assertions hold.

1) $X$ is periodic of period $T \in \mathbb{C}^*$ with a unique essential singularity at $\infty \in \hat{\mathbb{C}}_z$.
2) $\Psi_X$ has two asymptotic values $a_0 = R(0)$ and $a_\infty = R(\infty)$, counted with multiplicity.
3) Each of the two transcendental singularities of $\Psi_X^{-1}$ is logarithmic. The corresponding exponential tracts are
   i) hyperbolic tracts when the asymptotic value is finite, and
   ii) elliptic tracts when the asymptotic value is $\infty$.
4) If the critical point set $C_R \subset \hat{\mathbb{C}}_z$ of $R$ satisfies that $C_R \setminus \{0, \infty\} \neq \emptyset$, then $X$ has an infinite number of poles accumulating at $\infty \in \hat{\mathbb{C}}_z$.
5) If $\infty \in \hat{\mathbb{C}}_t$ is not an asymptotic value, then $X$ has an infinite number of zeros of multiplicity 2 and residue zero accumulating at $\infty \in \hat{\mathbb{C}}_z$.
6) The configuration of the two asymptotic values and infinity

$$\{a_0, a_\infty, \infty\} \subset \hat{\mathbb{C}}_t$$

provides a decomposition of the family $\mathcal{P}_r$ into four subfamilies.

i) (Generic case) Three distinct points $\{a_0, a_\infty, \infty\}$.
ii) Two distinct points $\{a_0 = a_\infty, \infty\}$.
iii) Two distinct points $\{a_0 = a_\infty = \infty\}$ or $\{a_0 = \infty, a_\infty\}$.
iv) One distinct point $\{a_0 = a_\infty = \infty\}$.

As usual, generic means an open and dense set in the space of parameters of $\mathcal{P}_r$.

Proof. The space of rational functions $R(w)$ of degree $r \geq 1$ is an open Zariski set in $\mathbb{CP}^{2r+1}$, hence $\mathcal{P}_r$ inherits this open complex manifold structure.

Without loss of generality, assume that the period is $T = 2\pi i$. Under pullback we have a diagram

$$(\hat{\mathbb{C}}_z, X) \xrightarrow{e^z} (\hat{\mathbb{C}}_w, R^* \frac{\partial}{\partial t}) \xrightarrow{R} (\hat{\mathbb{C}}_t, \frac{\partial}{\partial t}).$$

Here $R^* \frac{\partial}{\partial t}$ is a rational vector field with
• zeros of order $\geq 2$ and residue zero, at the poles of $R$, and
• poles at the critical points of $R$ in $\mathbb{C}^*_t$ with finite critical values.

From the above observations statements (4) and (5) follow.

Statement (1) follows from the periodicity and essential singularity of $e^z$.

Statement (2) follows from noting that the asymptotic values of $e^z$ are precisely 0 and $\infty$, thus the asymptotic values of $\Psi_X$ are $a_0 \doteq R(0)$ and $a_\infty \doteq R(\infty)$. 

Note that $\Psi_X$ is the universal cover of a neighborhood of the transcendental singularity $U_a$ of $\Psi_X^{-1}$, namely

$$U_a(p) = \Psi_X^{-1}(D(a, p)) = \log \left( R^{-1}(D(a, p)) \right),$$

for $a = a_0, a_\infty$ and $\rho > 0$ sufficiently small. Thus, statements (3.i) and (3.ii) follow from Proposition 3.10.

For statement (6), in accordance with Diagram 13, the behavior of $R$ provides a sharp description of the zeros and poles of $X$, as well as the exponential tracts of $\Psi_X$. A systematic description of the different subfamilies in $\mathcal{P}_x$ is given by the configuration of the two asymptotic values and infinity.

i) Generic case. Three distinct points $\{a_0, a_\infty, \infty\}$. Clearly, the above condition defines a generic set in $\mathcal{P}_x$. Moreover, $X$ has an infinite number of zeros of multiplicity at least 2 and residue zero accumulating at $\infty \in \mathring{C}_z$. In addition, if the critical point set of $R$ is different from 0 or $\infty$, then $X$ has an infinite number of poles accumulating at $\infty \in \mathring{C}_z$. Finally, the neighborhoods $U_{a_0}(\rho)$ and $U_{a_\infty}(\rho)$ of the singularities of $\Psi_X^{-1}$ will be hyperbolic tracts. See Example 4.1.

ii) Two different points $\{a_0 = a_\infty, \infty\}$. Since $a = a_0 = a_\infty \neq \infty$, then $\Psi_X$ has one finite asymptotic value $a \in \mathbb{C}_t$ of multiplicity 2, i.e. two logarithmic branch points over the same finite asymptotic value $a$. By necessity, $\Psi_X$ has at least another branch point over $b \in \mathring{C} \setminus \{a\}$, which can’t be transcendental. Thus, $b$ must be a critical value. If $b \neq \infty$, then $X$ has an infinite number of zeros of multiplicity at least 2 and residue zero accumulating at $\infty \in \mathring{C}_z$. If $b = \infty$, then $X$ also has an infinite number of poles accumulating at $\infty \in \mathring{C}_z$. Finally, the two neighborhoods $U_{a_0}(\rho)$ and $U_{a_\infty}(\rho)$ of the singularities of $\Psi_X^{-1}$ will be hyperbolic tracts. Let

$$R(w) = \frac{c_r w^r + c_{r-1} w^{r-1} + \cdots + c_1 w + c_0}{b_s w^s + b_{s-1} w^{s-1} + \cdots + b_1 w + b_0}, \quad r = \max \{r, s\},$$

be a rational function. A straightforward calculation shows that either

$$r = s \quad \text{and} \quad \frac{c_r}{b_r} = \frac{c_0}{b_0}, \quad \text{so} \quad a = R(\infty) = R(0) = \frac{c_0}{b_0} \in \mathbb{C}_t^*,$$

or

$$s > r \quad \text{and} \quad a = R(\infty) = R(0) = 0, \quad \text{in particular} \quad c_0 = 0 \quad \text{in} \quad (14).$$

See Example 4.2.

iii) Two different points $\{a_0, a_\infty = \infty\} \quad \text{or} \quad \{a_0 = \infty, a_\infty\}$. The vector field $X$ will not have any zeros. If $\mathbb{C}_R \setminus \{0, \infty\} \neq \emptyset$, then $X$ has an infinite number of poles accumulating at $\infty \in \mathring{C}_z$. One of the neighborhoods of the singularities of $\Psi_X^{-1}$ will be a hyperbolic tract and the other will be an elliptic tract. In particular, Equation (14) requires

$$s < r \quad \text{and} \quad a_0 = R(0) = \frac{c_0}{b_0} \in \mathbb{C}_t, \quad a_\infty = R(\infty) = \infty.$$

The other option is given by considering the rational function $\tilde{R}(w) = R(1/w)$ with $R$ as in (17), so $a_0 = R(0) = \infty$ and $a_\infty = \tilde{R}(\infty) \in \mathbb{C}_t$.

See Example 4.3.

iv) One distinct point $\{a_0 = a_\infty = \infty\}$. 


Note that, $X$ will have no zeros. If $C_R \setminus \{0, \infty\} \neq \emptyset$, then $X$ has an infinite number of poles accumulating at $\infty \in \mathbb{C}$. The two neighborhoods $U_{a_1}(\rho)$ and $U_{a_2}(\rho)$ of the singularities of $\Psi_{X}^{-1}$ will be elliptic tracts. In this case

$$s < r \text{ and } R(0) = R(\infty) = \infty \in \mathbb{C},$$

in particular $b_0 = 0$ in (14).

See Example 4.4.

**Example 4.1** (Two logarithmic singularities over finite asymptotic values). The vector field

$$X(z) = \left( \cos(z) + 1 \right) \frac{\partial}{\partial z} = 2 \cos^2\left(\frac{z}{2}\right) \frac{\partial}{\partial z}$$

is such that

$$\Psi_X(z) = \tan\left(\frac{z}{2}\right) = -i \frac{e^{iz} - 1}{e^{iz} + 1} = -i \frac{w - 1}{w + 1} \circ e^{iz},$$

so it falls under the hypothesis of Theorem 4.3, Case 6.i. Thus, $R(w) = -i(w - 1)/(w + 1)$ and $-i, i \in \mathbb{C}$ are the finite asymptotic values of $\Psi_X$. There are two logarithmic singularities of $\Psi_X^{-1}$ over $-1, 1 \in \mathbb{C}$, with neighborhoods corresponding to the (open) upper and lower half planes. Each is a hyperbolic tract. In this case, $X$ has an infinite number of double zeros and no poles. See Figure 5.a.

**Example 4.2.** The vector field

$$X(z) = -2i \frac{\sin^2(z)}{\cos(z)} \frac{\partial}{\partial z}$$

is such that

$$\Psi_X(z) = \frac{1}{2i \sin(z)} = \frac{1}{w + w^{-1}} \circ e^{iz},$$

so it falls under the hypothesis of Theorem 4.3, Case 6.ii. Since $R(w) = w/(w^2 + 1)$ takes 0, $\infty$ to 0, then $0 \in \mathbb{C}$ is the finite asymptotic value of $\Psi_X$ of multiplicity 2. There are two logarithmic singularities of $\Psi_X^{-1}$ over $0 \in \mathbb{C}$, with neighborhoods corresponding to the (open) upper and lower half planes. Each is a hyperbolic tract. There are an infinite number of zeros of order 2 and an infinite number of simple poles alternating on the real axis, both accumulating at $\infty \in \mathbb{C}$.

**Example 4.3.** As an example of Theorem 4.3, Case 6.iii, consider a polynomial $R = P$, thus

$$\Psi_X(z) = P(e^z) \quad \text{and} \quad X(z) = \frac{1}{e^z P'(e^z)} \frac{\partial}{\partial z},$$

which has a logarithmic singularity over the finite asymptotic value $P(0) \in \mathbb{C}$ (hyperbolic tract) and a logarithmic singularity over $\infty \in \mathbb{C}$ (elliptic tract). If the critical point set $C_P$ satisfies $C_P \setminus \{0, \infty\} \neq \emptyset$, then the poles of $X$ are the infinite solutions of $P'(e^z) = 0$. As a second option $R(0) = \infty$ and $R(\infty) = 0$, in this case we use $\tilde{R}(w) = P(1/w)$ and analogous arguments.

**Example 4.4** (Two logarithmic singularities over $\infty$). The vector field

$$X(z) = \sec(z) \frac{\partial}{\partial z}$$

is such that

$$\Psi_X(z) = \sin(z) = \frac{w - w^{-1}}{2i} \circ e^{iz},$$

so it falls under the hypothesis of Theorem 4.3, Case 6.iv. Since $R(w) = (w - w^{-1})/2i$ takes $0, \infty \rightarrow \infty$, then $\infty \in \mathbb{C}$ is an asymptotic value of multiplicity 2 and $\Psi_X$ has no finite asymptotic values. There are two logarithmic singularities of $\Psi_X^{-1}$ over $\infty \in \mathbb{C}$, with neighborhoods corresponding to the (open) upper and lower half planes. Each has an elliptic tract over $\infty$. Since $\int_{\pi/2}^{(3/2)\pi} \cos(\zeta)d\zeta$ is finite,
the incomplete trajectories \( z_k(\tau) : (a, b) \subseteq \mathbb{R} \rightarrow \mathbb{C}_z \) of \( X \), having as images the real segments \( (\pi/2 + k\pi, 3\pi/2 + k\pi) \subset \mathbb{R}, \ k \in \mathbb{Z} \), are located at the poles \( \{(1/2)\pi + k\} \) of \( X \). See Figure 5.b.

![Figure 5](image)

Figure 5. Vector fields on \( \hat{\mathbb{C}} \) near \( \infty \) (represented by a small red circle). (a) \((\cos(z) + 1)\frac{\partial}{\partial z}\) with an accumulation of double zeros. (b) \(\sec(z)\frac{\partial}{\partial z}\) with an accumulation of simple poles. (c) \(i\sin(z)\frac{\partial}{\partial z}\) with an accumulation of simple zeros. (d) \(\tan(z)\frac{\partial}{\partial z}\) with an accumulation of simple zeros and poles. The shaded circular regions illustrate elliptic or hyperbolic tracts in (a) and (b). Note that (c) and (d) have multivalued \( \Psi_X \).

4.3. Sporadic examples.

**Example 4.5** (An infinite number of logarithmic singularities but no direct non-logarithmic or indirect singularities). Let

\[
\Psi_X(z) = e^{\sin(z)}.
\]

The associated vector field is

\[
X(z) = \frac{1}{\Psi'_X(z)} \frac{\partial}{\partial z} = \frac{e^{-\sin(z)}}{\cos(z)} \frac{\partial}{\partial z}.
\]

See Figure 6. The critical points of \( \Psi_X \) are \( \left\{ \frac{\pi}{2}(2k + 1) \mid k \in \mathbb{Z} \right\} \) and its critical values are \( \{e, e^{-1}\} \).

The asymptotic values of \( \Psi_X \) are 0, \( \infty \). Clearly, 0 and \( \infty \) are isolated asymptotic values, so the transcendental singularities are logarithmic.
By considering the phase portrait\(^4\) of \(X\), it is clear that there are an infinite number of logarithmic singularities \(U_{k\pm}\). Let \(k \in \mathbb{Z}\), we have neighborhoods
\[
U_{k\pm}(\rho) = \{z \in \mathbb{C} | \left| \Re(z) - (2k + 1)\frac{\pi}{2} \right| < \pi, \pm \Im(z) > R(\rho) \},
\]
for appropriate \(R(\rho)\), containing asymptotic paths \(\alpha_{k\pm}(\tau) = (2k + 1)\frac{\pi}{2} \pm i\tau\). We have the following dichotomy.

• For odd \(k\), the asymptotic value is \(0\) and \(U_{k\pm}(\rho)\) is a hyperbolic tract over \(0\).
• For even \(k\), the asymptotic value is \(\infty\) and \(U_{k}(\rho)\) is an elliptic tract over \(\infty\).

Also note that, along the real axis \(\Psi_X(z)\) does not converge as \(z \to \pm \infty\), i.e. there is no asymptotic path (or value) along the real axis. In particular, \(\infty \in \hat{\mathbb{C}}\) is a non isolated essential singularity of \(X\).

Figure 6. Function \(\Psi_X = e^{\sin(z)}\) with an infinite number of logarithmic singularities and no direct non logarithmic or indirect singularities. Phase portrait of the vector field \(X(z) = \sec(z)e^{-\sin(z)}\frac{\partial}{\partial z}\). There are an infinite number of simple poles of \(X\) at \{(2k + 1)\pi/2 | k \in \mathbb{Z}\}, having \(e\) and \(e^{-1}\) as critical values of \(\Psi_X\). Moreover, there are an infinite number of logarithmic singularities with asymptotic values corresponding to \(0, \infty\). Note that there are no other singularities of \(\Psi_X^{-1}\).

Example 4.6 (Direct non logarithmic singularity of \(\Psi_X^{-1}\)). Let
\[
\Psi_X(z) = e^{\sin(z) - z},
\]
compare with [29]. The associated vector field is
\[
X(z) = \frac{1}{\Psi_X(z)} \frac{\partial}{\partial z} = \frac{e^{\sin(z) - z}}{\cos(z) - 1} \frac{\partial}{\partial z}.
\]
The critical points of \(\Psi_X\) are \(\{2\pi k | k \in \mathbb{Z}\}\), with critical values \(\{e^{-2\pi k} | k \in \mathbb{Z}\}\).

\(^4\)Note that since \(\Psi_X(z) = e^w \circ \sin(z)\), the phase portrait of \(X\) is the pullback via \(e^w\) of the phase portrait of \(\sec(z)\frac{\partial}{\partial z}\), see Example 4.4.
See Figure 4.6. The asymptotic values of $\Psi_X$ are 0 and $\infty$. Note that they are non isolated singular values. Since $\Psi_X$ is entire and these are omitted values, the corresponding transcendental singularities are direct.

For each $k \in \mathbb{Z}$, the neighborhoods

$$U_{k\pm}(\rho) = \{z \in \mathbb{C}_z \mid |\Re(z) - (2k+1)\frac{\pi}{2}| < \pi, \pm 3\Im(z) > R(\rho)\},$$

for appropriate $R(\rho)$, containing the asymptotic paths $\alpha_{k\pm}(\tau) = (2k+1)\frac{\pi}{2} \pm i\tau$, where $\tau > 0$, are associated to the singularities $U_{k\pm}$.

Since these neighborhoods are mutually disjoint, the singularities are separate, so by Theorem 1.1 they are logarithmic. Once again we have a dichotomy below.

- For odd $k$, the asymptotic value is 0 and $U_{k\pm}(\rho)$ is a hyperbolic tract.
- For even $k$, the asymptotic value is $\infty$ and $U_{k\pm}(\rho)$ is an elliptic tract.

Moreover, the asymptotic value $\infty$, arising from the asymptotic path $\alpha_-(\tau)$, having image $\mathbb{R}^-$, gives rise to a direct transcendental singularity of $\Psi_X^{-1}$, say $U_{\infty-}$. The corresponding neighborhoods are

$$U_{\infty-}(\rho) = \{z \in \mathbb{C}_z \mid -\frac{\pi}{2} < \arg\left(\frac{1}{z}\right) < \frac{\pi}{2}, \Re(z) < R(\rho)\},$$

for suitable $R(\rho)$.

Similarly, the asymptotic value 0 arising from the asymptotic path $\alpha_+(t)$, having image $\mathbb{R}^+$, gives rise to a direct transcendental singularity of $\Psi_X^{-1}$, say $U_{\infty+}$. The corresponding neighborhoods are

$$U_{\infty+}(\rho) = \{z \in \mathbb{C}_z \mid -\frac{\pi}{2} < \arg\left(\frac{1}{z}\right) < \frac{\pi}{2}, \Re(z) > R(\rho)\},$$

for appropriate $R(\rho)$.

The neighborhoods $U_{\infty\pm}(\rho)$ are non separate. By Theorem 1.1, they correspond to direct non logarithmic singularities.

**Example 4.7** (Indirect transcendental singularity of $\Psi_X^{-1}$). Let

$$\Psi_X(z) = \sin(z)/z.$$  

The associated vector field is

$$X(z) = \frac{z\cos^2(z) - \sin(z)}{z\sin(z)} \frac{\partial}{\partial z}.$$  

The critical points of $\Psi_X$ are the unbounded set $\{z \in \mathbb{C}_z \mid z\cos(z) - \sin(z) = 0\}$, with critical values lying on the real axis and converging to 0 as the critical points approach $\pm\infty$.

The asymptotic values of $\Psi_X(z)$ are 0 and $\infty$.

Since $\infty$ is an isolated asymptotic value, the singularities of $\Psi_X^{-1}$ over $\infty$ are logarithmic. In fact, there are two, say $U_{\infty\pm}$, arising from the asymptotic paths $\alpha_{i\infty\pm}$ having images $i\mathbb{R}^+$ and $i\mathbb{R}^-$. The corresponding (disjoint) neighborhoods are

$$U_{\infty\pm}(\rho) = \{z \in \mathbb{C}_z \mid \pm 3\Im(z) > R(\rho)\},$$

for appropriate $R(\rho) > 0$.

The neighborhoods $U_{\infty\pm}(\rho)$ are elliptic tracts.

On the other hand, since $\Psi_X$ assumes the value 0 infinitely often along the real axis, the transcendental singularities of $\Psi_X^{-1}$ over 0 are indirect. In fact, there are two: $U_{0\pm}$ arising from the asymptotic paths $\alpha_{0\pm}(\tau)$ having images $\mathbb{R}^+$ and $\mathbb{R}^-$. The phase portrait of $X$ is topologically equivalent to the phase portrait of $\sec(z)\frac{\partial}{\partial z}$, see Figure 5.b. See for instance [3] §11 for accurate definitions.

**Remark 4.4** (The topology of the vector field does not determine the nature of essential singularity of the singularity of $\Psi_X$). Contrary to the case of algebraic singularities of $\Psi_X^{-1}$, for transcendental singularities, the previous example, shows that the vector fields

\[^5\text{For any given } \rho > 0, \text{ each neighborhood } U_{\infty\pm}(\rho) \text{ contains an infinite number of neighborhoods } U_{k\pm}(\rho).\]
Figure 7. A function $\Psi_X(z) = e^{\sin(z) - z}$ having an infinite number of algebraic and logarithmic singularities and two direct non-logarithmic singularities. We sketch the phase portrait of the vector field $X(z) = \frac{e^{\sin(z) - z}}{\cos(z) - z} \frac{\partial}{\partial z}$. There are an infinite number of double poles of $X$ at $\{2\pi k \mid k \in \mathbb{Z}\}$ having $\{e^{-2\pi k} \mid k \in \mathbb{Z}\}$ as critical values of $\Psi_X$, and an infinite number of logarithmic singularities with asymptotic values 0 and $\infty$. Moreover, there are two direct non-logarithmic singularities over 0 and $\infty$ with asymptotic paths $\mathbb{R}^+$ and $\mathbb{R}^-$, respectively.

Example 4.8 (Direct non logarithmic singularity without critical points). Let

$$\Psi_X(z) = \int_0^z e^{-e^\zeta} d\zeta,$$

see [21], [36]. The associated vector field is

$$X(z) = e^{e^z} \frac{\partial}{\partial z}.$$

It is clear that the critical point set of $\Psi_X$ is empty.

Let $a_0 = \lim_{\mathbb{R}^+ \ni \tau \to \infty} \Psi_X(\tau) = \int_{-1}^\infty \frac{e^{-t}}{t} dt \approx 0.21934$. There are an infinite number of finite asymptotic values of $\Psi_X$ given by

$$\{a_k = a_0 + i2k\pi \mid k \in \mathbb{Z}\} \subset \mathbb{C}_t,$$

with asymptotic paths

$$\{\alpha_k(\tau) = \tau + i2k\pi \mid k \in \mathbb{Z}\}, \quad \text{for } \tau \geq 0,$$

in according to [21] p. 271. Since the finite asymptotic values are isolated, the corresponding transcendental singularities of $\Psi_X^{-1}$ are logarithmic and their neighborhoods $U_{a_k}(\rho)$ are hyperbolic tracts over $a_k$.

On the other hand, the asymptotic paths

$$X_1(z) = \frac{z^2}{z \cos(z) - \sin(z)} \frac{\partial}{\partial z} \quad \text{and} \quad X_2(z) = \sec(z) \frac{\partial}{\partial z},$$

have the same topological phase portraits. However in terms of the singularities of $\Psi_X^{-1}$ they have important differences, $X_1$ has an indirect transcendental singularity, but $X_2$ does not. Furthermore, $\Psi_{X_1}$ has 4 asymptotic values $\{0, 0, \infty, \infty\}$, but $\Psi_{X_2}$ only two, namely $\{\infty, \infty\}$. 
have the asymptotic value $\infty \in \mathbb{C}_t$, in accordance with [21], statement (8). Note that $\infty$ is a non isolated asymptotic value. The asymptotic paths $\{\beta_k\}$ correspond to neighborhoods $U_{\infty,k}(\rho)$ that can be made disjoint from the neighborhoods of other singularities of $\Psi^{-1}_X$, thus these transcendental singularities are separate. Hence by Theorem 1.1, they are also logarithmic singularity of $\Psi^{-1}_X$. It follows that the neighborhoods $U_{\infty,k}(\rho)$ are elliptic tracts over $\infty$.

From statements (9) and (10) of [21], $\infty \in \mathbb{C}_t$ is an asymptotic value for asymptotic paths arriving to $\infty \in \mathbb{C}_t$ in an angular sector of angle $2\pi$ that avoids the positive real line. We shall denote by $U_{\infty,\infty}$ the corresponding singularity. For $\rho > 0$, each neighborhood $U_{\infty,\infty}(\rho)$ contains an infinite number of neighborhoods $U_{\infty,k}(\rho)$ and $U_{\infty,k}(\rho)$, hence the singularity $U_{\infty,\infty}$ is non separate, thus direct non logarithmic. See Figure 8.

**Example 4.9** (Direct non logarithmic singularity of $\Psi^{-1}_X$ over asymptotic value that is an accumulation of critical values). Let

$$\Psi_X(z) = e^z \sin(e^z).$$

The associated vector field is

$$X(z) = e^z \sin(e^z) + e^z \cos(e^z) \frac{\partial}{\partial z}.$$

The critical points of $\Psi_X$ are the unbounded set

$$\{z \in \mathbb{C} \mid e^z \left(\sin(e^z) + e^z \cos(e^z)\right) = 0\},$$

which lie along the real lines of height $ik\pi$, $k \in \mathbb{Z}$ and whose real part is approximately given by $\log((2j + 1)\pi)$, $j \in \mathbb{N}$. Thus in particular, the critical points lie to the right of $\Re(z) = \log(3\pi/2) \approx 1.55019$. The corresponding critical values lie on the real axis and converge to $-\infty$ as the critical points approach $\infty$.

The asymptotic values of $\Psi_X$ are $0, \infty \in \mathbb{C}_t$. Since $a = 0$ is an isolated asymptotic value, there is a (direct) logarithmic singularity $U_0$ over it. Its neighborhoods $U_0(\rho)$ are contained in half planes

$$U_0(\rho) \subset \{z \in \mathbb{C} \mid \Re(z) < -R(\rho)\},$$

for appropriate $R(\rho) > 0$. The neighborhoods $U_0(\rho)$ are hyperbolic tracts over $0$.

On the other hand, since $\Psi_X$ is entire, $\infty$ is an omitted value, and hence the singularity $U_{\infty}$ associated to the asymptotic value $\infty$ is direct.

Note that any neighborhood $U_{\infty}(\rho)$ of this direct singularity contains a half plane $\{\Re(z) > R(\rho)\}$, for appropriate $R(\rho)$, and thus an infinite number of critical points (algebraic singularities of $\Psi^{-1}_X$). Therefore $U_{\infty}$ is non separate, i.e. it is a direct non logarithmic singularity over $\infty$. Alternatively, to see that this singularity is direct non logarithmic, is to use Corollary 3.11 and "recognize" that the neighborhoods are not hyperbolic or elliptic tracts. See Figure 9.

It is to be noted that this $\Psi_X$ only has two transcendental singularities of $\Psi^{-1}_X$: a logarithmic singularity and a direct non logarithmic singularity.

5. **Incomplete trajectories**

**Definition 5.1.** Let $X$ be a singular complex analytic vector field with singular set $S_X = (\mathbb{Z} \cup \mathcal{P} \cup \mathbb{E})$, on an arbitrary Riemann surface $M$.

---

6Alternatively, note that for small enough $\rho > 0$, each neighborhood $U_{\infty,k}(\rho)$ is an elliptic tract, hence by Proposition 3.10, $U_{\infty,k}$ is logarithmic.
TRANSCENDENTAL SINGULARITIES AND VECTOR FIELDS

Figure 8. Phase portrait of the vector field $X(z) = e^{oz} \frac{\partial}{\partial z}$. In this case, there are an infinite number of logarithmic singularities with finite asymptotic values given by $a_0 + i2k\pi$, with asymptotic paths $\alpha_k(\tau) = \tau + i2k\pi$, for $k \in \mathbb{Z}$. There are an infinite number of logarithmic singularities with asymptotic value $\infty \in \hat{\mathbb{C}}_t$, with asymptotic paths $\beta_k(\tau) = \tau + i(2k + 1)\pi$. Furthermore, there is a direct non-logarithmic singularity $U_\infty$ over $\infty \in \hat{\mathbb{C}}_t$, corresponding to asymptotic paths contained in an angular sector about $\infty \in \hat{\mathbb{C}}_t$ that avoids the positive real axis.

1. A complete trajectory (resp. incomplete) $z(\tau) : (a, b) \subseteq \mathbb{R} \longrightarrow M$ of $X$ is such that its maximal domain is $\mathbb{R}$ (resp. a strict subset of $\mathbb{R}$).
2. $X$ is $\mathbb{R}$-complete when all its trajectories are complete, i.e. its real flow is well defined for all real time and all initial condition.
2. $X$ is complete when its complex flow is well defined for all complex time and all initial condition.

Remark 5.2. An extension phenomena. Let $M$ be any Riemann surface and a singular complex analytic vector field $X$ on it. Consider a conformal puncture $e$ of $M$. Thus, $\tilde{M} = M \cup \{e\}$ is a Riemann surface in a canonical way. Moreover, there exists an extension of $X$, say $\tilde{X}$, such that $e$ is a regular point or is in the singular set $S_{\tilde{X}}$, recall Definition 2.2.

Lemma 5.3. Let $X$ be a rational vector field on $\hat{\mathbb{C}}$, the following assertions are equivalent.
1) $X$ is holomorphic on $\hat{\mathbb{C}}$. 

\[\text{(a)}\] $X$ is holomorphic on $\hat{\mathbb{C}}$. 
\[\text{(b)}\] $X$ is complete.
\[\text{(c)}\] $X$ is $\mathbb{R}$-complete.

\[\text{(d)}\] $X$ is complete and $X$ is $\mathbb{R}$-complete.
For $\Psi_X(z) = e^z \sin(e^z)$, there are exactly two transcendental singularities of $\Psi_X^{-1}$, a logarithmic singularity over the isolated asymptotic value 0, whose neighborhoods $U_0(\rho)$ (colored green) correspond to hyperbolic tracts and contain left half planes $\{\Re(z) < R(\rho)\}$, for appropriate $R(\rho)$. Secondly, a direct non logarithmic singularity $U_\infty$ of $\Psi_X^{-1}$ over the asymptotic value $\infty$. The neighborhoods $U_\infty(\rho)$ (colored blue) contain right half planes, each of which contains an infinite number of critical points on the lines $\Im(z) = k\pi$, for $k \in \mathbb{Z}$. Thus the ideal point $U_\infty$ is an accumulation of critical points.

2) $X$ has two zeros counted with multiplicity.

3) All its trajectories are complete ($X$ is $\mathbb{R}$–complete).

4) $X$ is complete. $\square$

Indeed, [30] provides elementary proofs of Lemma 5.3 and Corollary 5.6 below.

Lemma 5.4. Let $X$ be a singular complex analytic vector field on a compact Riemann surface $M_g$, the following assertions are equivalent.

1) $X$ is rational and non holomorphic on $M_g$.

2) $X$ has a finite (non zero) number of incomplete trajectories.

Proof. The assertion (1)⇒(2) uses the normal form in Proposition 2.8. For the converse, the $\alpha$ or $\omega$–limits of the incomplete trajectories determine a finite set of points in $M_g$. Again, Proposition 2.8 asserts that these points are poles of $X$. $\square$

Remark 5.5. A separatrix trajectory of a hyperbolic sector is a real trajectory $z(\tau)$ having limit 0 in its normalization $(\mathbb{H}^2, \frac{\partial}{\partial t})$. More than three adjacent hyperbolic sectors appear for $X$ if and only if its separatrices are incomplete trajectories.

Corollary 5.6. A singular complex analytic vector field $X$ on a Riemann surface $M_g$ is complete if and only if belongs to one of the following families.

1) $X$ is holomorphic on $\hat{\mathbb{C}}$.

2) $X$ is polynomial of degree zero or one on $\mathbb{C}$. 

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure9.png}
\caption{For $\Psi_X(z) = e^z \sin(e^z)$, there are exactly two transcendental singularities of $\Psi_X^{-1}$, a logarithmic singularity over the isolated asymptotic value 0, whose neighborhoods $U_0(\rho)$ (colored green) correspond to hyperbolic tracts and contain left half planes $\{\Re(z) < R(\rho)\}$, for appropriate $R(\rho)$. Secondly, a direct non logarithmic singularity $U_\infty$ of $\Psi_X^{-1}$ over the asymptotic value $\infty$. The neighborhoods $U_\infty(\rho)$ (colored blue) contain right half planes, each of which contains an infinite number of critical points on the lines $\Im(z) = k\pi$, for $k \in \mathbb{Z}$. Thus the ideal point $U_\infty$ is an accumulation of critical points.}
\end{figure}
3) $X$ is polynomial of degree one on $\mathbb{C}^*$.

4) $X$ is holomorphic on a torus $M_1 = \mathbb{C}/\Lambda$. \hfill \Box

We summarize the previous results as follows.

**Theorem 1.2.** Every non rational, singular complex analytic vector field $X$ on a compact Riemann surface $M_g$, of genus $g$, has an infinite number of incomplete trajectories.

**Proof.** By contradiction, if the number of incomplete trajectories is finite, by Lemma 5.4, $X$ is rational. \hfill \Box

Note that the above proof is not constructive. In the next subsection, by examining the singularities of $\Psi^{-1}X$ for arbitrary singular complex analytic vector fields $X$, we shall be able to understand the appearance of incomplete trajectories in the vicinity of an essential singularity of $X$.

### 5.2. On the singularities of $\Psi^{-1}X$ for multivalued $\Psi X$.

Let $X$ be a singular complex analytic vector field on any Riemann surface $M$. The corresponding $\Psi X$ is in general multivalued.

Note that the concepts related to the singularities of $\Psi^{-1}X$, for single valued $\Psi X$ as in §3, carry through to multivalued $\Psi X$ with the following precisions.

**Remark 5.7.** From Diagram 6 and the definition of $\mathcal{R}_X$, we can recognize that

$$\Psi^{-1}_X = \pi_1 \circ \pi_2^{-1},$$

even if $\Psi X$ is multivalued.

1. When $\Psi X$ is single valued,

$$\pi_1 : (\mathcal{R}_X, \pi_2^*(\frac{\partial}{\partial t})) \rightarrow (\mathbb{C}_z, X)$$

is a biholomorphism, so $\Psi^{-1}_X$ is essentially $\pi_2^{-1}$.

2. For multivalued $\Psi X$, even though $\mathcal{R}_X$ is still biholomorphic to $\mathbb{C}_z$; it is necessary to take into account that the description of $\mathcal{R}_X$ is more involved. Thus $\pi_1$ plays a fundamental role in the description of $\Psi^{-1}_X$.

3. In order to achieve an accurate description of $\mathcal{R}_X$ arising from multivalued $\Psi X(z)$, we introduce the following useful concept. A *fundamental domain* for a singular complex analytic vector field $X$ on $M$ is an open connected Riemann surface $\Omega \subseteq \mathcal{R}_X$ such that

i) $\mathcal{R}_X = \cup_\nu \overline{\Omega}_\nu$,

ii) $\Omega_\nu$ are isometric copies of $\Omega$, using the flat metric $g_X$ on $\mathcal{R}_X$ arising from $\pi_2^*(\frac{\partial}{\partial t})$,

iii) $\overline{\Omega}_\nu$ means the closure in $\mathcal{R}_X$, and

iv) if $\overline{\Omega}_\nu \cap \overline{\Omega}_\mu \neq \emptyset$, for $\nu \neq \mu$, then it is a set of measure zero in $\mathcal{R}_X$.

**Remark 5.8.** The following assertions are equivalent.

i) The global distinguished parameter $\Psi X$ is single valued.

ii) $\mathcal{R}_X = \Omega = M \setminus Z$, here the equalities should be understood as isometries between singular flat surfaces, in particular as biholomorphisms.

**Example 5.1** (A multivalued $\Psi X$). Let us consider the vector field

$$X(z) = z e^z \frac{\partial}{\partial z}.$$ 

Its distinguished parameter

$$\Psi_X(z) = \int^z \frac{\partial}{\partial \zeta} d\zeta$$
is multivalued. The integration path $\gamma(z) = e^{i2\pi \tau}$, for $\tau \in [0,1]$, determines the residue $T \in \mathbb{C}^*$ of $\omega_X$. Thus $\Psi_X$ has an infinite number of finite asymptotic values 

$$\{a + kT \mid k \in \mathbb{Z}\},$$

where $a$ is the finite asymptotic value corresponding to the principal branch of $\Psi_X$, illustrated as red points in $\mathbb{C}_t$, see Figure 10. Moreover, $\mathcal{R}_X$ is the universal cover

$$\pi_1 : \mathcal{R}_X \rightarrow \hat{\mathbb{C}}_z \setminus \{0, \infty\},$$

where $\pi_1$ is as in Diagram 6. If we remove the trajectory $\Sigma = \mathbb{R}^- \cup \{\infty, 0\} \subset \hat{\mathbb{C}}_z$ (the red trajectory in Figure 10), then a connected component of $\pi_1^{-1}(\hat{\mathbb{C}}_z \setminus \Sigma) \doteq \Omega$ is a fundamental domain for the deck transformations of the universal cover. The extension of Theorem 1.1 for multivalued $\Psi_X$ is the goal of a future project.

**Figure 10.** The Riemann surface $\mathcal{R}_X$ and a fundamental domain $\Omega$ in the universal cover of $\hat{\mathbb{C}}_z \setminus \mathcal{S}_X$ for the vector field $X(z) = ze^{z} \frac{\partial}{\partial z}$.

**Remark 5.9.** Let $X$ be a singular complex analytic vector field on the Riemann sphere with an essential singularity at $\infty \in \hat{\mathbb{C}}_z$. A fundamental region $\Omega$ is the universal cover of $\mathbb{C}_z \setminus \mathcal{S}$ if and only if all the zeros of $X$ and the essential singularity at $\infty$ have zero residues.

**Example 5.2** (Two direct non logarithmic singularities over $\infty$). The vector field $X(z) = \tan(z) \frac{\partial}{\partial z}$ has a multivalued

$$\Psi_X(z) = \int^z \cot(\xi) d\xi = \log(\sin(z)) + c,$$

see Figure 5.d. Its critical points are $\{(2k + 1)\pi/2 \mid k \in \mathbb{Z}\}$, corresponding to the poles of $X(z)$, with critical values, of the principal branch, $\{0, i\pi\}$. However, because of the multivalued nature of $\Psi_X$, the 1–form $\omega_X$ has residue 1 at $\{\ell\pi \mid \ell \in \mathbb{Z}\}$, which
are the zeros of $X$. In fact $\Psi_X(z)$ has critical values $\{2\pi \ell i, 2\pi \ell \mid \ell \in \mathbb{Z}\}$. On the other hand, the only asymptotic value that $\Psi_X$ has is $\infty \in \mathbb{C}$, i.e. it has no finite asymptotic values. The asymptotic value $\infty$ is not isolated. The accurate study of its multiplicity is the goal of a future project.

### 5.3. Localizing incomplete trajectories

As motivation for the study of the incomplete trajectories at an essential singularity, first recall that the separatrices of poles $p$ of $X$ are incomplete trajectories. Moreover, poles $p$ of $X$ correspond to algebraic singularities of $\Psi^{-1}_X$, in particular to critical points of $\Psi_X$ with the corresponding critical value $\tilde{p} = \Psi_X(p) \in \mathbb{C}$. This can be summarized as the following.

**Remark 5.10.** Let $X$ be a singular complex analytic vector field on the Riemann sphere with a pole at $p \in \mathbb{C}$. There exists an incomplete trajectory $z(\tau)$ of $X$ having $\alpha$ or $\omega$-limit at $p$ if and only if there exists a finite critical value $\tilde{p} = \Psi_X(p) \in \mathbb{C}$. Moreover, the separatrices $\alpha_{\tilde{p}}(\tau) \subset \mathbb{C}$ of the pole $p$ are the incomplete trajectories $z(\tau)$ alluded to above. They satisfy

$$\lim_{\tau \to \infty} \Psi_X(\alpha_{\tilde{p}}(\tau)) = \tilde{p}.$$ 

With this in mind, the following is straightforward.

**Lemma 5.11.** Let $X$ be a singular complex analytic vector field on $M$ with an essential singularity at $e \in M$. There exists an incomplete trajectory $z(\tau)$ of $X$ having $\alpha$ or $\omega$-limit at $e$ if and only if there exists a finite asymptotic value $a \in \mathbb{C}$ of $\Psi_X$, whose asymptotic path $\alpha_a(\tau)$ is a trajectory of $X$.

**Proof.** The argument follows directly from the definitions of asymptotic path of a finite asymptotic value of $\Psi_X$ and of incomplete trajectories of $X$. □

**Remark 5.12.** Lemma 5.11 is independent of whether $\Psi_X$ is single or multivalued. In fact when $\Psi_X$ is multivalued, the upshot is that there will be an infinite number of said trajectories, as in Example 5.1.

**Theorem 1.3** (Finite asymptotic values and incomplete trajectories). Let $X$ be a singular complex analytic vector field on $M$ with an essential singularity at $e \in M$.

1) Any neighborhood $U_a(\rho)$ of a transcendental singularity $U_a$ of $\Psi^{-1}_X$ over a finite asymptotic value $a \in \mathbb{C}$, contains an infinite number of incomplete trajectories of $X$.

2) If $\Psi_X$ has no finite asymptotic values, then $X$ has an infinite number of poles accumulating at $e \in M$.

**Proof.** For statement (1), first consider the case when $U_a$ is a logarithmic singularity of $\Psi^{-1}_X$. Recalling Proposition 3.10.1, note that for $\rho > 0$ small enough, the neighborhood $U_a(\rho)$ of a logarithmic singularity $U_a$ over a finite asymptotic value $a$ is a hyperbolic tract. It consists of an infinite number of hyperbolic sectors, and the separatrices of each hyperbolic sector are incomplete trajectories. Thus any neighborhood $U_a(\rho)$ of the logarithmic singularity $U_a$ contains an infinite number of incomplete trajectories.

On the other hand, if the transcendental singularity $U_a$ of $\Psi^{-1}_X$ is non logarithmic, Theorem (Isolated singular values) tells us that the finite asymptotic value $a$ is non isolated. Hence there are an infinite number of finite singular values (bounded by $|a| + \varepsilon$ for $\varepsilon > 0$), say $\{a_\sigma\}$. 

Moreover, by Theorem 1.1, \( U_a \) is non separate. Thus for any \( \rho_a > 0 \), the neighborhood \( U_a(\rho_a) \) contains an infinite number of neighborhoods \( U_{a_\sigma}(\rho_\sigma) \), for appropriate \( \{ \rho_\sigma > 0 \} \). Without loss of generality, assume that the collection \( \{ a_\sigma \} \) is precisely those \( a_\sigma \) which satisfy

\[
U_{a_\sigma}(\rho_\sigma) \subset U_a(\rho_a).
\]

If an infinite number of the \( a_\sigma \) are critical values, we are done: these critical values have corresponding critical points that are poles of \( X \). Thus, by (20), any neighborhood \( U_a(\rho) \) of the non logarithmic singularity \( U_a \) contains an infinite number of incomplete trajectories. Otherwise the collection \( \{ a_\sigma \} \) contains an infinite number of distinct (finite) asymptotic values. Without loss of generality, we shall assume that the \( \{ a_\sigma \} \) are all asymptotic values and that they once again satisfy (20). Now, recall that the associated Riemann surface \( R_X \) has as its (ideal) boundary precisely the branch points corresponding to all the asymptotic values of \( \Psi_X \).

Since the (ideal) boundary of \( R_X \) is totally disconnected, then every single branch point corresponding to the singularities \( U_{a_\sigma} \) has a trajectory \( \tilde{\alpha}_\sigma(\tau) \subset R_X \) arriving to it. This trajectory projects downwards, via \( \pi_1 \), to an incomplete trajectory \( \alpha_\sigma(\tau) \subset U_{a_\sigma}(\rho_\sigma) \subset U_a(\rho_a) \).

The proof of statement (2) is by contradiction. Assume that there is only a finite number of poles of \( X \), the number of incomplete trajectories is then finite. This contradicts Theorem 1.2.

The interested reader can compare the above results with theorems 1.2 and 1.3 of [36].

**Remark 5.13.** Whenever there is an essential singularity of \( X \), we have the dichotomy described below.

- If \( \Psi_X \) has no finite asymptotic values, then \( X \) has an infinite number of poles accumulating at the essential singularity of \( X \) at \( e \in M \).
- If \( X \) only has a finite number of poles, then \( \Psi_X \) has (at least) one finite asymptotic value.

### 5.4. What can be said about \( X \) without an explicit knowledge of \( \Psi_X \)?

Sometimes the global flow box \( \Psi_X \) is in non closed form, however the knowledge of \( X \) is enough for a variety of applications. As a direct consequence of Theorem 1.3, we have the following result, which clearly extends\(^7\) Langley’s result in [28].

**Corollary 5.14.** Let \( X = f(z)\frac{\partial}{\partial z} \) be a singular complex analytic vector field on \( M \) with an essential singularity at \( e \in M \). Any neighborhood \( U_{\tilde{a}}(\rho) \) of a transcendental singularity \( U_{\tilde{a}} \) of \( f^{-1} \) over a non zero asymptotic value \( \tilde{a} \in \tilde{C}_i \backslash \{0\} \) contains an infinite number of incomplete trajectories of \( X \).

**Proof.** By definition, \( f : M \rightarrow \tilde{C}_i \) is transcendental meromorphic. Since \( f \) has a non zero asymptotic value \( \tilde{a}, \) it then follows that there is an asymptotic path \( \tilde{\alpha}(\tau) \) of \( f \) such that \( f(\tilde{\alpha}(\tau)) \subset D\left( \frac{1}{|\tilde{a}|}, \varepsilon \right) \) for small enough \( \varepsilon > 0 \) and large enough \( \tau > 0 \). Thus,

\[
\lim_{\tau \rightarrow \infty} \Psi_X(\tilde{\alpha}(\tau)) = a \in C_i,
\]

i.e. \( \Psi_X \) has \( a \) as a finite asymptotic value. By Theorem 1.3, we are done.\( \blacksquare \)

---

\(^7\)Langley proves the case when \( f^{-1} \) has a logarithmic singularity over \( \tilde{a} = \infty \).
The relationship between the singularities of $f^{-1}$ and $\Psi_X^{-1}$ is a priori unknown. For the simplest kind, however, we have the following correspondence.

**Lemma 5.15.** The following assertions are equivalent.

1) $f^{-1}$ has a logarithmic singularity over an asymptotic value $\tilde{a} \in \hat{\mathbb{C}}$.

2) $\Psi_X^{-1}$ has a logarithmic singularity over the corresponding asymptotic value $a \in \hat{\mathbb{C}}$ as in (7).

**Proof.** (1) $\Rightarrow$ (2). From the definition, a transcendental singularity $U$ is a logarithmic singularity over $\tilde{a}$ if $f : U(\rho) \to D(\tilde{a}, \rho) \setminus \{\tilde{a}\} \subset \hat{\mathbb{C}}$ is a universal covering for some $\rho > 0$. Hence, there exists a biholomorphism $\phi : D(0, r) \to U(\rho)$ such that $f(\phi(w)) = \exp(w)$ for small enough $r > 0$. In other words, $\Psi_X^{-1}$ has a logarithmic singularity over $a$.

(1) $\Leftarrow$ (2). Since $\Psi_X$ is a universal cover, locally $\Psi_X(\phi(w)) = \exp(w)$ so $f(\psi(w)) = \frac{d}{dw} \exp(w) = \exp(w)$, i.e. $f$ is a universal covering for some $\rho > 0$. $\square$

Lemma 5.15 together with Theorem 1.1 and Proposition 3.10 immediately provide us with the following result, which complements Corollary 5.14. Once again compare this with [28] theorem 1.2.

**Proposition 5.16.** Let $f : M \to \hat{\mathbb{C}}$ be a transcendental meromorphic function, such that $f^{-1}$ has a logarithmic singularity $U_{\tilde{a}_s}$ over $\tilde{a}_s \in \hat{\mathbb{C}}_t$.

1) If the singularity $U_{\tilde{a}_s}$ of $f^{-1}$ is over a non zero asymptotic value $\tilde{a} \in \mathbb{C}^* \cup \{\infty\}$, then $X$, at $e \in M$, has an infinite number of hyperbolic sectors and an infinite number of incomplete trajectories.

2) If the singularity $U_{\tilde{a}_s}$ of $f^{-1}$ is over the asymptotic value $0 = \tilde{a} \in \mathbb{C}_t$, then $X$ at $e \in M$ has an infinite number of elliptic sectors.

**Proof.** Because of Lemma 5.15, it follows that $\Psi_X^{-1}$ has a logarithmic singularity over $a$, recall Equation (7). By Theorem 1.1, $f$ has at most a finite number of zeros and poles in the exponential tract. Thus

$$\lim_{\tau \to \infty} \Psi_X(\tilde{a}_s(\tau)) = \begin{cases} a \in \mathbb{C}_t & \text{if } \tilde{a} \in \mathbb{C}^* \cup \{\infty\}, \\ a = \infty & \text{if } \tilde{a} = 0, \end{cases}$$

and hence by Proposition 3.10 we are done. $\square$

### 6. Decomposition in $\Re(X)$–invariant regions by removing incomplete trajectories

Here we consider singular complex analytic vector fields $X$ with a finite number of essential singularities, on compact Riemann surfaces $M_g$ of genus $g \geq 0$. Its singular complex analytic global flow box map is

$$\Psi_X : M_g \setminus S_X \to \hat{\mathbb{C}}_t.$$ 

We present a natural decomposition of $M_g$, under the flow of $\Re(X)$, in the spirit of A. A. Andronov et al. [5] (for differential equations) and K. Strebel [39] (for quadratic differentials). We recall the following phenomena.

**Example 6.1** (Meromorphic vector fields with one recurrence region). The constant vector fields on a torus $\mathbb{C}/\Lambda$ having $\Re(X)$ with irrational vector fields are the simplest holomorphic vector fields with recurrence region, the whole $\mathbb{C}/\Lambda$. When $g \geq 2$, every compact Riemann surface $N_g$ has meromorphic vector fields $X$ with only poles, equivalent to holomorphic 1–forms $\omega_X$. Moreover, by a classical result...
of S. Kerchoff et al. [26], almost every rotation \( \Re (e^{i\theta}X) \) has a dense trajectory. We have that the closure of a recurrent trajectory which is the whole \( N_g \). In fact, \((N_g, e^{i\theta}X)\) is without boundary components. 

Performing a suitable surgery in the above, as seen in [31] for further details, we can obtain Riemann surfaces \( \overline{N} \) of genus \( g \geq 1 \), with \( h \geq 1 \) boundary components, and where \( \Re (e^{i\theta}X) \) has a dense trajectory in \( \overline{N} \).

**Definition 6.1.** [39] 1. The open canonical regions are pairs (domain & holomorphic vector field) as follows

\[
\text{half plane } \mathcal{H} = (\mathbb{H}^2, \frac{\partial}{\partial z}), \quad \text{strip } \mathcal{S} = \{0 < \text{Im}(z) < h\}, \frac{\partial}{\partial z},
\]

\[
(21) \quad \text{half cylinder } \mathcal{C} = (\Delta_1, \frac{2\pi i z}{r}, \frac{\partial}{\partial z}), \quad \text{annulus } \mathcal{A} = (\Delta_R \setminus \Delta_1, \frac{2\pi i z}{r}, \frac{\partial}{\partial z}),
\]

recurrence \( \mathcal{R} = (N, e^{i\theta}X) \).

Here \( \mathbb{H}^2 = \{\text{Im}(z) > 0\} \) is the open half plane; \( \Delta_R = \{|z| < R\} \) is an open disk; \( h, r \in \mathbb{R}^+ \) are parameters; and \( N \) is the interior of \( \overline{N} \) of genus \( g \geq 1 \), with \( h \geq 1 \) boundary components, where \( \Re (e^{i\theta}X) \) has a dense trajectory in \( \overline{N} \).

2. Given \((M, X)\), a pair \((\mathcal{U}, X)\) is a canonical region of \( X \) when it is holomorphically equivalent to one element in \( (21) \) and it is maximal.

By recalling Diagram 5, the canonical regions in \( (21) \) have flat metrics \((\mathcal{U}, g_X)\) and geodesic boundaries. As a valuable tool for the construction of vector fields, surgery tools are widely used, e.g. [39] p. 56 “welding of surfaces”, [31], or [42] §3.2–3.3 for general discussion.

**Corollary 6.2** (Isometric glueing). Let \((\mathcal{U}_1, g_X), (\mathcal{U}_2, g_Y)\) be two flat surfaces arising from two singular complex analytic vector fields \( X \) and \( Y \). Assume that both spaces \( \mathcal{U}_1, \mathcal{U}_2 \) have as geodesic boundary components of the same length, the trajectories \( \sigma_1(\tau), \sigma_2(\tau) \) of \( \Re(X) \) and \( \Re(Y) \), \( \tau \in I \subset \mathbb{R} \). The isometric glueing of them along these geodesic boundary is well defined and provides a new flat surface on \( \mathcal{U}_1 \cup \mathcal{U}_2 \) arising from a new complex analytic vector field.

There are several ways to construct vector fields on any \( M_g \).

**Example 6.2.** Let \((\hat{\mathbb{C}}, X)\) be a singular complex analytic vector field with essential singularities. Since any \( M_g \) allows non constant meromorphic functions \( h, Y = (h \circ \Psi_X)^* \frac{\partial}{\partial \zeta} \) is then a singular complex analytic vector field with essential singularities on \( M_g \).

**Example 6.3** (Families of vector fields \((M_g, X), g \geq 1\), with the simplest essential singularity). Let \((\hat{\mathbb{C}}, e^{i\theta} \frac{\partial}{\partial \zeta})\) and \((N_g, Y)\) be vector fields, where \( Y \) is a meromorphic vector field such that \( \omega_X \) is holomorphic. We perform the isometric glueing

\[
(M_g, X) = (\hat{\mathbb{C}}, e^{i\theta} \frac{\partial}{\partial \zeta}) \cup (N_g, g_Y).
\]

By construction \( X \) has a unique isolated essential singularity \( e \in M_g \) with two entire sectors \( \mathcal{E} \) as \( e^{i\theta} \frac{\partial}{\partial \zeta} \). Firstly, \( \Psi_X \) has an infinite number of finite asymptotic values \( \{0 + \sum_{j=1}^{2g} \mathbb{Z} \Pi_j\} \), where \( 0 \) is the unique finite asymptotic value of \( \Psi_Y \) and \( \{\Pi_j\} \) are the \( 2g \) periods of \( \omega_Y \). In particular, for \( g \geq 2 \), the finite asymptotic values of \( \Psi_X \) are a dense set in \( \mathbb{C} \).

Secondly, since a non constant meromorphic map \( h : M_g \hookrightarrow \hat{\mathbb{C}} \) has degree \( d \geq 2 \), we can observe that \( X \) is different from \( (h \circ \Psi_Z)^* \frac{\partial}{\partial \zeta} \), for any \( h \) and any a singular complex analytic vector field \( Z \) on the Riemann sphere with global flow box \( \Psi_Z \).

By contradiction, assume \( X = (h \circ \Psi_Z)^* \frac{\partial}{\partial \zeta} \). If \( e \in M_g \) is a non ramified point of \( h \),
then necessarily \( h(e) \) is an essential singularity of \( Z \), hence \( X = h^*Z \) has \( 2 \leq d' \leq d \) essential singularities, which is a contradiction. If \( e \) is a branch point of \( h \), then \( h(e) \) is an essential singularity of \( Z \) with necessarily only one sector \( \mathcal{E} \). This is topologically impossible.

**Proposition 6.3.** Let \( \Psi_X : \mathbb{C} \rightarrow \hat{\mathbb{C}} \) be a singular complex analytic function.

1) The following assertions are equivalent.
   i. \( \Psi_X \) is single valued.
   ii. The pair \((\mathbb{C}, X)\) can be constructed by isometric glueing of half planes and strips, as in (21).

2) Furthermore, if all the finite singular values of \( \Psi_X \) are in a line \( \{ \text{Im}(t) = \text{cte} \} \), then the pair \((\mathbb{C}, X)\) can be constructed by isometric glueing of half planes. \( \square \)

Assertion (2) in the rational case, is related to beautiful problems, see [11], [12].

In the other direction, we assume the knowledge of the vector field as follows.

**Proposition 6.4 (Decomposition for singular complex analytic vector fields).** Let \( M \) be an arbitrary connected Riemann surface.

1) Let \( X \) be a singular complex analytic vector field on \( M \), having at most a locally finite set of real incomplete trajectories \( \{ z_\vartheta(\tau) \} \). Therefore, \( X \) admits a locally finite decomposition in half planes, strips, cylinders and annulus as above.

2) Conversely, assume that \( M \) is obtained by the paste of a finite or infinite number of closures of canonical regions in (21), there then exists a singular complex analytic vector field \( X \) on \( M \), extending the vector fields of the canonical regions.

3) Assume that the resulting \( M_\vartheta \) is compact. The decomposition is finite if and only if \( X \) is meromorphic. Moreover, the decomposition is infinite if and only if \( X \) has at least one essential singularity.

**Proof.** For assertion 1, consider a complete trajectory \( \{ z_\vartheta(\tau) \} \subset M \) of \( \text{Re}(X) \). It is an embedding of \( \mathbb{R} \) or a circle in \( M \). If we can move \( \{ z_\vartheta(\tau) \} \), with the real flow of \( \text{Im}(X) \) in \( M \setminus \cup_\vartheta \{ z_\vartheta(\tau) \} \), this produces a tubular neighborhood of it. The maximal tubular neighborhood correspond to half planes, strips, half cylinders or annulus. On the other hand, if we can move \( \{ z_\vartheta(\tau) \} \) with the real flow of \( \text{Im}(X) \) in \( M \setminus \cup_\vartheta \{ z_\vartheta(\tau) \} \), then necessarily \( \{ z_\vartheta(\tau) \} \) is a copy of \( \mathbb{R} \) and its closure in \( M \) corresponds to a recurrence region \( \mathcal{R} \).

Assertion 2 is immediate from Lemma 2.8.

Assertion 3 follows from Theorem 1.2. \( \square \)

### 7. Summary and future directions

We emphasize the natural properties that come from our study. Theorem 1.1 provides the following classification of transcendental singularities of \( \Psi_X^{-1} \).

\[ U_a \text{ is separate } \iff U_a \text{ is logarithmic} \]

\[ U_a \text{ is separate } \iff U_a(\rho) \text{ is a hyperbolic tract when } a \in \mathbb{C}_t, \]

\[ U_a(\rho) \text{ is an elliptic tract when } a = \infty. \]

\[ U_a \text{ is non separate } \iff U_a(\rho) \text{ contains an infinite number of singularities of } \Psi_X^{-1}. \]

Note that the neighborhoods \( U_a(\rho) \), on the right hand side, describe the geometry of the vector field on \( M \).

In addition, non separate transcendental singularities originate the following cases.
\begin{align*}
U_a(\rho) &= \text{contains only algebraic singularities, see Example 4.9,} \\
U_a(\rho) &= \text{contains only transcendental singularities, see Example 4.8,} \\
U_a(\rho) &= \text{contains algebraic and transcendental singularities, see Example 4.6.}
\end{align*}

Iversen’s classification is related to the one described by Theorem 1.1 as follows.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
 & Separate & Non separate \\
\hline
Direct & Logarithmic & ✓ \\
Indirect & × & ✓ \\
\hline
\end{tabular}
\caption{Relationship between Iversen’s classification and separate/non separate}
\end{table}

An accurate examination of the multivalued case for $\Psi_X$ remains as a future project.
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