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ABSTRACT
Federated learning (FL) aims to learn joint knowledge from a large scale of decentralized devices with labeled data in a privacy-preserving manner. However, data with noisy labels are ubiquitous in reality since high-quality labeled data require expensive human efforts, which cause severe performance degradation. Although a lot of methods are proposed to directly deal with noisy labels, these methods either require excessive computation overhead or violate the privacy protection principle of FL. To this end, we focus on this issue in FL with the purpose of alleviating performance degradation yielded by noisy labels meanwhile guaranteeing data privacy. Specifically, we propose a Local Self-Regularization method, which effectively regularizes the local training process via implicitly hindering the model from memorizing noisy labels and explicitly narrowing the model output discrepancy between original and augmented instances using self distillation. Experimental results demonstrate that our proposed method can achieve notable resistance against noisy labels in various noise levels on three benchmark datasets. In addition, we integrate our method with existing state-of-the-arts and achieve superior performance on the real-world dataset Clothing1M. The code is available at https://github.com/Sprinter1999/FedLSR.
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1 INTRODUCTION
The pervasiveness of large end devices (e.g., personal mobile phones and IoT devices), has contributed to the drastically increasing scale of data generating from distributed clients among the network. Federated learning (FL) is a new distributed learning paradigm that enables a global model to be trained collaboratively by multiple clients while keeping the private data decentralized on devices. As shown in Figure 1, conventional FL [42] process mainly consists of two periods: 1) the selected clients perform local training process on private labeled data after obtaining the distributed global model, and then upload the updated local trained models to the server; 2) the server synchronizes and aggregates these local trained models to obtain the updated global model for next round. This above process continues until the global model converges or within limited communication rounds.

Many existing works towards FL have achieved wide success in dealing with four main challenges when deploying a practical FL system, including statistical heterogeneity, systems heterogeneity, communication efficiency, and privacy concerns as referred in [35]. But most existing works are based on an important assumption that the raw data owned by clients are perfectly labeled. In practice, it is hard to guarantee the label correctness of collected training data, since high-quality annotations requires expensive human intelligence and efforts. Moreover, data are very likely to contain incorrect labels (a.k.a noisy labels) in FL, since labels are usually produced independently by clients with various label-generating methods, such as filtering images’ surrounding context [34] or exploiting machine-generated labels [28].

Data with noisy labels inevitably cause the model performance degradation. In detail, Arpit et al. propose the memorization effect of deep network [1] which indicates that data with correct labels fit before data with incorrect labels, thus the model performance first rises up and then gradually drops during the training process. Although learning on data with noisy labels [45] has been widely studied in the data centralized setting, most existing works cannot be straightforwardly applied to FL, due to unbearable computation burden and exorbitant communication overhead for resource-constrained devices. For example, [23, 33, 47] perform computation-heavy procedures for noise cleaning [34], which brings non-negligible synchronization cost during conducting the server-side model aggregation, and thus negatively affects global model convergence. While other methods cannot satisfy some unique characteristics of FL. For example, [38] requires direct access to all data samples in the early learning process, but...
the server only selects a small fraction of clients to conduct local training on these clients’ private data in FL.

To reduce the negative effect caused by noisy labels in FL, most existing researches [7, 54, 65] utilize an auxiliary dataset with perfect labels to identify the noise level of clients or conduct the sample-level selection for training. However, since it is hard and impractical to obtain a pre-defined, fixed and perfectly-labeled auxiliary dataset, these methods fail to tackle the issue of training on data with noisy labels in reality. Fortunately, Yang et al. [66] firstly propose an auxiliary-dataset-free FL method, which collects local classwise feature centroids from clients to form global classwise feature centroids as global supervision to effectively deal with the noisy labels. However, this method can bring about underlying privacy leakage risks, since these centroids transmitted between clients and the server can be inversely utilized to reveal some sensitive information about the private data. Therefore, it is necessary to obtain extra reliable supervision for dealing with noisy labels without compromising data privacy.

Data augmentation is a low-cost and widely-utilized technique to effectively obtain extra supervision information, and has been applied in many machine learning problems such as supervised learning [27, 64], semi-supervised learning [4, 30, 63], self-supervised contrastive learning [2, 6, 17] and many other domains. Nevertheless, few works have explored the utilization of data augmentation technique in the scope of learning on data with noisy labels [47].

In this work, we focus on the local training process of FL, and utilize data augmentation technique to obtain extra supervision, so as to promote performance against noisy labels without violating the privacy principle. Considering the presence of data with noisy labels, our intuition is three-fold: 1) The prediction for the augmented sample should be close to the prediction for the original sample. 2) Model predictions can be more close to the ground truth than the corresponding noisy labels. 3) The proposed approach should be privacy-preserving to be applied in the practical FL system.

Following this intuition, we propose a method named Local Self-Regularization to tackle the issue of training on data with noisy labels in FL, which tries to mitigate the performance degradation caused by noisy labels in the premise of protecting data privacy. Specifically, we implicitly regularize local training by enhancing model discrimination confidence to prevent it from memorizing noisy labels, and further utilize self knowledge distillation technique to explicitly regularize the model output discrepancy between original and augmented instances. We provide some insights to deal with noisy labels in FL through the following contributions:

- We empirically show that in the presence of noisy labels, the memorization effect of deep network proposed in data centralized setting still exists in FL, which brings degradation to the global model performance.
- We propose an auxiliary-dataset-free and privacy-preserving FL method named Local Self-Regularization, which implicitly regularizes the model from memorizing noisy labels and explicitly regularizes the model output discrepancy between original and augmented instances.
- We present the effectiveness of our method through extensive experiments on three benchmark datasets compared to the state-of-the-arts in various noise levels. In addition, our method has potential to incorporate with other existing methods to further improve performance, and this insight is also verified on the real-world Clothing1M dataset.

### 2 RELATED WORKS

#### 2.1 Federated Learning

Federated learning [42] is a new distributed machine learning paradigm, which has drawn much attention in recent years, since data originating from the increasing number of devices gets larger. FL aims to fully exploit decentralized data of local devices on basis of data privacy and acceptable communication overhead, and learn a global model via interacting model parameters between clients and the server. As [35] stated, many studies tackle with these underlying issues when deploying practical FL system: 1) statistical heterogeneity challenge caused by non-IID and unbalanced data among clients; 2) systems heterogeneity challenge caused by limited on-device storage, computing capacity and network connectivity; 3) communication efficiency over the FL system; 4) privacy-preserving challenge for increasing security concerns. FedProx [36], SCAFFOLD [24], FedAvgM [21] and other works [37, 73] towards the convergence of global model focus on the statistical heterogeneity, FedAsync [62], Astraea [12], STC [51] and other works tackle with the local computation or network transmit limitation. [25, 56] utilize advanced methods like quantization or sparsification to significantly reduce the size of communication information between the clients and server. There exist other studies focusing on the newly-emerging privacy concerns within FL from the perspective of both attacks and protection [22, 52, 74].

---

**Figure 1**: An illustration of the common workflow of federated learning. The global model is updated by aggregating local trained models of a set of selected clients. Note that the local datasets can contain data with noisy labels.
These studies usually have a strong assumption that each client has a local dataset with correct labels. However, in the practical FL system, high-quality annotations or labels cannot be guaranteed, because decentralized data are generating from different clients with various label-generating methods. For example, in the real-world setting, the labels can be generated by filtering the website’s surrounding context of images [34] or adopting machine-generated technique [29] on clients. Therefore, it is necessary to consider the existence of noisy labels in client-side local datasets and further develop an effective method against noisy labels.

### 2.2 Learning on Noisy Labels

As mentioned above, training on data with high-quality labels is a strong assumption. Even commonly-used datasets like CIFAR-10 [26] and Amazon Reviews [41] contain noisy labels [48]. Many prior works neglect the existence of noisy labels, and believe the large scale of data can overpower the negative effect caused by noisy labels [39]. [69] points out deep neural networks have many parameters, and they are capable enough to overfit data with noisy labels, which can cause a performance degradation.

There are many studies focused on tackling with noisy labels in the data centralized setting. The most recent advances in learning on noisy labels can be divided into two categories: (1) selecting or reweighting samples with higher possibility to be correctly-labeled [15, 23, 40], or (2) obtaining more supervision information from the output of deep networks [33, 47, 53, 58, 67]. For the first category of strategies, many existing methods use peer networks to conduct correct-labeled sample selection or reweighting. MentorNet [23] introduces curriculum learning [3] into sample reweighting by pre-training an extra network, which is utilized to set higher weights for correct-labeled inputs during the training process. Decoupling [40] maintains two peer networks, and each network updates its parameters using only the samples whose predictions are different in the two networks. Following the finding that the sample with lower loss has higher possibility to be correctly labeled [1], Co-teaching [15] also maintains two peer networks, and each network trains the samples with lower loss given by another peer network.

For another category of strategies, many methods focus on obtaining extra supervision from model output. Wang et al. [58] propose that model predictions can reflect the ground truth to a certain degree, and design a robust loss function named Symmetric Cross Entropy. [72] applies a Box-Cox transformation to model output and also designs a robust loss term. [50] performs loss correction by estimating the overall probability of each class being corrupted into another. [53] points out a relatively bigger learning rate can mitigate the overfitting to noisy labels, and tries to alternately update model parameters and dataset’s labels by averaging the deep network’s output predictions generated in previous training epochs. On this basis, PENCIL [67] introduces model output logits into loss modeling and updates the estimated label by online gradient descent. More recently, DivideMix [33] combines multiple techniques including Co-teaching, MixUp [70], and MixMatch [4]. AugDesc [47] uses weak augmentation for loss modeling and stronger augmentation for gradient descent to optimize the training strategy.

Many above-mentioned works [23, 33, 47] either perform heavy computation procedures or cannot meet some unique characteristics of FL, thus cannot be directly transferred into FL. Since clients have limited computation and storage capacity, and only a small fraction of clients are selected to perform local training on private data considering efficiency [42]. Complex on-device training require excessive training cost and bring non-negligible synchronization time in each round, which can evidently reduce the user interaction experience. For example, ELR [38] requires access to all samples to conduct early-learning loss regularization. AugDesc [47] utilizes reinforcement learning based AutoAugment [9] technique. Since the overall data distribution cannot be estimated from the server or any single client, AutoAugment technique cannot be directly applied to FL due to the potential performance degradation [16].

In FL, most existing works focus on the measurement of the possible extent of noisy labels in each client’s local dataset to mitigate this issue. FOCUS [7] keeps an auxiliary dataset at the server to measure the label noise level and reduce the weights of low-quality clients for model aggregation to reduce the negative effect caused by noisy labels. Tuor et al. [54] use a benchmark model trained on a pre-defined task-specific benchmark dataset, to evaluate the relevance of data at each client and select the data with relatively high relevance. Yang et al. [65] propose to leverage the measured noise ratio of each client based on a common clean validation dataset to guide client selection. However, it can be an unrealistic assumption to collect a fixed task-specific auxiliary dataset with perfect labels at the server side in practice, since collecting a high-quality auxiliary dataset requires intricate human intelligence and high cost such as medical diagnoses. Moreover, from the perspective of continual learning [10], a fixed auxiliary dataset cannot capture the gradual increment of the emerging decentralized data. Besides, these methods fail to fully utilize clients’ datasets as they ignore the underlying knowledge of data with noisy labels. More recently, to our best knowledge, [66] is the first work to directly deal with noisy labels, and tries to obtain global supervision by collecting local classwise feature centroids to form global classwise feature centroids as global supervision. These centroids are the model intermediate output, which are regarded as important and sensitive information in FL [59] and can be inversely utilized by malicious attackers to reveal some private information of the raw data. Thus, the classwise features directly transmitted between clients and the server can cause the issue of privacy leakage.

### 2.3 Knowledge Distillation

Knowledge distillation [8, 19] aims to transfer knowledge from a complex teacher model to a lightweight student model by minimizing the output or intermediate features of these two networks. Although knowledge distillation has successfully applied in many fields, such as model heterogeneity in FL [32] and domain adaptation in transfer learning [46], obtaining a complex teacher model still requires a large amount of extra training overhead. To further improve efficiency for knowledge transferring, self knowledge distillation [44, 57] or called self distillation aims to utilize knowledge from model itself without the involvement of an explicit teacher network. Existing methods usually exploit knowledge from model itself [14] or distill knowledge between different network layers.
Without loss of generality, assume the FL system consists of $N$ clients and a server. Let $S$ represent the set for all $N$ clients. Each client $k$ maintains a local dataset with $n_k$ samples denoted as $D_k = \{x_k^i, y_k^i\}_{i=1}^{n_k}$, and $D = \{D_k\}_{k=1}^{N}$ with $M$-class, some of which have noisy labels. In each communication round $t$, a subset of clients $S_t$ are selected to receive the global model $w_t$ from the server, and perform local training for $E$ epochs. In FedAvg [42], the selected client $k$ loads the global model $w_t$ to its local model $w_t^k$ and trains on $D_k$ to reduce cross entropy (CE) loss, which can be given by:

$$\text{Loss}_{CE} = \text{CE}(f_{\theta}(x), y),$$

where $w_t^k$ is denoted as $\theta$ and $f_{\theta}$ is the function approximated by the deep network. The model output logits for sample $x$ is $f_{\theta}(x)$, and the given label is $y$ (which can be a noisy label). After finishing local training, each client $k$ sends the updated local model $w_t^k$ back to the server. Then the server aggregates all the uploaded local models to obtain a new global model $w_{t+1}$ for the next round.

As mentioned above, the memorization effect of deep networks [1] indicates that the deep network model tends to fit the correctly-labeled data before noisy-labeled data during training, and the samples with lower loss are more likely to be correctly-labeled. So there exists a short warm-up period $t_w$ during which the model performance increases at early learning process. Then the model develops a basic discrimination ability. But by directly using the given labels (which can be wrong) as the supervision signal, the model tends to approximate the labels to reduce the CE loss. As a result, the deep network gradually memorizes noisy labels, thus resulting in model performance degradation. To avoid overfitting noisy labels, many existing works exploit this effect by properly adding more supervision from the model output.

Based on this, a sample selection method Co-teaching [15], maintains two networks $f$ and $g$ with different parameters, selects and feeds samples with lower CE loss to the other peer network, and mutually trains each network on the data which is deemed as correctly-labeled by the other network. In detail, for each batch of input data $D$, Co-teaching selects the correctly-labeled group $D'$, which is regarded as correctly-labeled by the peer network. The selection method of $D'$ for each peer network can be formulated as below:

$$\overline{D}_f = \arg\min_{D' \subset |D| \geq R(T)} |D'| \ell(f, D'),$$

$$\overline{D}_g = \arg\min_{D' \subset |D| \geq R(T)} |D'| \ell(g, D'),$$

where $R(T)$ is a threshold for the ratio of samples to place to $D'$ empirically determined by the estimation of noise ratio for the entire dataset. Network $f$ selects more reliable samples $\overline{D}_f$ with lower CE loss for its peer network $g$, aiming to use more reliable supervision information for guiding the peer network $g$ update. And network $g$ does the same for network $f$.

Besides, Wang et al. [58] design a robust loss function by emphasizing model outputs to deal with noisy labels. Symmetric Cross Entropy (Symmetric CE) is developed to obtain more reliable supervision from model itself, which can be formulated as:

$$\text{Loss}_{\text{Symmetric CE}} = \alpha \cdot \text{CE}(f_{\theta}(x), y) + \beta \cdot \text{CE}(y, f_{\theta}(x)), \quad (4)$$

where $\alpha$ and $\beta$ are trade-off coefficients for loss modeling. There are two terms incorporated in Symmetric CE, $\text{CE}(f_{\theta}(x), y)$ is CE, and $\text{CE}(y, f_{\theta}(x))$ is the reverse of CE (RCE). As stated in [58], CE is useful for achieving good convergence, and RCE is noise-tolerant. Symmetric CE emphasizes that only using the unreliable labels as supervision to conduct CE can be deficient, and then utilize the model output logits to form RCE as an extra supervision.

Co-teaching and Symmetric CE are proposed in data centralized setting but can be utilized in local training process of FL. In the scope of FL, to deal with noisy labels, Yang et al. [66] devote to obtaining global supervision by collecting clients’ classwise feature centroids to gradually form global classwise feature centroids and conducting entropy regularization to enhance model predictions.

Figure 2: A brief illustration of our method Local Self-Regularization (LSR). We feed the original and augmented instance into the same network and produce output logits $o_1$ and $o_2$. They are utilized in two components. MixUp prediction is to implicitly regularize training by enhancing model discrimination confidence to avoid overfitting noisy labels, and Self distillation is to explicitly regularize the output discrepancy of these two instances.
The loss function is formulated as below:

\[
\text{Loss}_{Robust FL}^k = L_{c}^k + \lambda_{cen} \cdot L_{cen}^k + \lambda_{e} \cdot L_{e}^k,
\]

where \(L_{c}\) denotes CE loss, \(L_{cen}\) denotes the difference between global classwise features and local classwise features on client \(k\), and \(L_{e}\) denotes the entropy regularization loss which enforces the model to produce predictions with lower entropy, as \([66]\) stated. \(\lambda_{cen}\) and \(\lambda_{e}\) are trade-off coefficients.

The above mentioned methods focus on emphasizing model outputs encourages us to explore intuition for our method. In this work, we follow up the insight of enhancing model output prediction and implicitly regularize the training process to hinder the model from overfitting the noisy labels.

### 3.2 Noisy Labels in Federated Learning

We conduct a preliminary experiment with FedAvg \([42]\) to observe with various noise levels and we show the test accuracy for several kinds of general augmentation methods with no noise or with a neutral \((\epsilon = 0.4)\) symmetric noise (discussed in section 4.1) in here.

Intuitively, as shown in Table 1 and Figure 3, we can observe that the global model performance first rises up and then gradually drops on the original data domain with noise, and Meanwhile, this phenomenon can still be observed in many other noise settings. This indicates that the memorization effect of deep network still exists in FL due to the negative knowledge learned from distributed data with noisy labels. In the presence of data with noisy labels, data augmentation can improve the model robustness against the noisy labels to a limited degree. In Figure 3(a), with no noisy labels, training on original domain converges fastest, and training on augmented domain with random rotation within 30 degrees converges slowest. While training on data with 40\% symmetric noise, applying random rotation within 30 degrees shows better robustness against noisy labels. The warm-up period \(t_{w}\) (discussed in section 3.1) is about 20 rounds on Fashion-MNIST (considering both original and augmented domains). This encourages us to further utilize data augmentation for improving robustness against the noisy labels.

### Table 1: Test accuracy (%) on benchmark datasets with various augmentation methods against symmetric noisy labels.

| Dataset            | Fashion-MNIST | CIFAR-10 |
|--------------------|---------------|----------|
| Adding Noise       |               |          |
| Original           | 92.13         | 72.75    | 78.58    | 45.72   |
| Random Horizontal Flip | 92.26   | 75.40    | 80.31    | 49.14   |
| Random Rotate [-5°, +5°] | 91.77   | 74.69    | 77.77    | 47.58   |
| Random Rotate [-15°, +15°] | 91.21   | 77.13    | 76.68    | 48.14   |
| Random Rotate [-30°, +30°] | 90.46   | 78.74    | 74.64    | 49.02   |

3.3 Local Self-Regularization Method

Our method mainly focuses on optimizing client-side local training process by implicitly regularizing model predictions to hinder the trained model from overfitting noisy labels, and explicitly regularizing output discrepancy of original and augmented instances.

MixUp prediction When the selected client \(k\) receives the global model \(w_T\) at the \(t\)-th round, \(k\) loads this model as its local model \(w_T^k\). By conducting data augmentation, we obtain two versions of each sample, the original \(x\) and the augmented \(\tilde{x}\). They are fed into the deep network to yield two output logits \(p_1\) and \(p_2\), and the corresponding predictions (or soft target) \(p_1^\star\) and \(p_2^\star\) by conducting SoftMax on \(p_1\) and \(p_2\). To simultaneously use these two predictions, we randomly sample \(\lambda\) from Beta distribution to mix \(p_1\) and \(p_2\) up, and get the mixed prediction \(p\):

\[
p = \lambda \cdot p_1 + (1 - \lambda) \cdot p_2.
\]

The smooth assumption \([5]\) in many semi-supervised learning methods indicates that the classifier’s decision boundary should not pass through high-density regions of the marginal data distribution. Entropy minimization \([13]\) can help to meet this assumption via adding a loss term for minimizing the entropy of model predictions. Enlightened by this assumption, but different from previous works, to enhance the model prediction confidence, we directly apply a sharpening operation on the mixed prediction \(p\) to obtain the sharpened prediction \(p_s\):

\[
p_s = \text{Sharpen}(p, T) := \frac{1}{M} \sum_{j=1}^{M} p_j^T.
\]

where \(i\) denotes the \(i\)-th class, and \(T\) is the sharpening temperature.

Then We use \(p_s\) instead of logits in Eq. 1 to compute classification loss, which can be expressed as: \(\text{Loss}_{CE} = CE(p_s, y)\).

Note that the sharpening operation is also used in Mixmatch \([4]\) to produce pseudo labels of unlabeled data, and to further conduct MixUp \([70]\) on the overall data for semi-supervised learning. Here,
we directly use this sharpened prediction \( p_k \) to conduct loss modeling (cross entropy loss). The underlying motivation is to enforce the model to make predictions with more confidence (lower entropy) on each sample. The original model output logits tend to approximate the given label (which can be noisy) to reduce the CE loss, thus the network forms some wrong patterns for discrimination. But the sharpened prediction can enhance the model’s prediction confidence, which hinders the deep network from memorizing noisy labels via adding difficulty to reduce the CE loss. This acts as an implicit regularizing method to avoid overfitting noisy labels.

\[
\text{Algorithm 1: Local training with Local Self-Regularization}
\]

\[\begin{align*}
\text{Input:} & \quad \text{client } k, \text{ global model } w_f, \text{ coefficient } \gamma \\
\text{Output:} & \quad \text{local trained model } w^k_f \\
& \quad w^k_f \leftarrow w_f; \\
& \text{for each local epoch } i \text{ from } 1 \text{ to } E \text{ do} \\
& \quad \text{for each batch } (x, y) \text{ do} \\
& \quad \quad a_1, a_2 = f(x; w^k_f), f(\text{Augment}(x); w^k_f); \\
& \quad \quad p_1, p_2 = \text{SoftMax}(a_1), \text{SoftMax}(a_2); \\
& \quad \quad \lambda \sim \text{Beta}(1, 1); \\
& \quad \quad p = \lambda \ast p_1 + (1 - \lambda) \ast p_2; \\
& \quad \quad \hat{p}_c = \text{Sharpen}(p, T); \\
& \quad \quad \text{Loss}_{\text{cls}} = \text{CrossEntropy}(p_s, y); \\
& \quad \quad \text{Loss}_{\text{reg}} = \text{SelfDistillation}(a_1, a_2, T_d); \\
& \quad \quad \text{Loss} = \text{Loss}_{\text{cls}} + \gamma \ast \text{Loss}_{\text{reg}}; \\
& \quad \quad \text{Update } w^k_f \text{ with Loss}; \\
& \text{end} \\
& \text{end}
\end{align*}\]

**Self distillation** Intuitively, each pair of the original sample \( x \) and augmented sample \( \hat{x} \) belongs to the same class, which can be utilized to obtain a self supervision information. In previous studies towards knowledge distillation, L1 loss (L1 distance), L2 loss (L2 distance), cosine similarity, JensenShannon (JS) divergence [68] and other metrics can be used to measure the discrepancy or similarity between the teacher and student model outputs (e.g. last layer’s output logits or intermediate features) to form the distillation loss. In our method, the teacher and the student model are the same network, and we use the two output logits of \( x \) and \( \hat{x} \) (\( o_1 \) and \( o_2 \)) to conduct instance-level self distillation. We choose either JensenShannon (JS) divergence or L1 distance here to represent the discrepancy between the output \( o_1 \) and \( o_2 \) of original data \( x \) and augmented \( \hat{x} \). We first use a SoftMax function with distillation temperature \( T_d \) to modify \( o_1 \) and \( o_2 \), and obtain the corresponding \( q_1 \) and \( q_2 \) as follows:

\[
q_{1,i}, q_{2,i} = \frac{\exp \left( o_{1,i}/T_d \right)}{\sum_j \exp \left( o_{1,j}/T_d \right)} \quad \frac{\exp \left( o_{2,i}/T_d \right)}{\sum_j \exp \left( o_{2,j}/T_d \right)}, \quad (8)
\]

where both \( i \) and \( j \) represents the output logits for \( i \)-th and \( j \)-th class (M classes in total). For JS divergence, the self distillation loss term can be formulated as:

\[
\text{Loss}_{\text{reg}} = JS(q_1, q_2) = \frac{1}{2} (KL(q_1 \| U) + KL(q_2 \| U)), \quad (9)
\]

where \( KL \) means Kullback-Leibler divergence and \( U = \frac{1}{2}(q_1 + q_2) \). This acts as an explicit regularization to obtain instance-level supervision. Then we form the final client-side loss function:

\[
\text{Loss} = \text{Loss}_{\text{cls}} + \gamma \ast \text{Loss}_{\text{reg}}, \quad (10)
\]

where \( \gamma \) is the trade-off coefficient received from the server in each round. Note that we linearly increase this coefficient from 0 to \( \gamma \) in the warm-up rounds \( \tau_w \) (discussed in 3.1), so as to prioritize fitting task in the early learning process and then gradually optimize the self distillation loss.

**Model aggregation** We follow FedAvg [42] to execute model aggregation at the server side. The server aggregates the uploaded local model parameters as follows: \( w_{t+1} = \sum_{k \in S_t} \frac{n_k}{n} w^k_f \), where \( w^k_f \) denotes the local model trained on client \( k \) at the \( t \)-th round. \( n_k \) and \( n \) indicate the number of local data of selected client \( i \) and the total number of data of all selected clients, respectively.

**4 EXPERIMENTS**

**4.1 Experimental Setup**

The basic experimental setting is as follows. We set the number of total clients \( N \) to 100. Each client’s local dataset has the same number of samples. We select local iteration epoch \( E \) of each client to 5, and local batchsize to 60.

**Datasets with noisy labels** We firstly perform extensive experiments on MNIST [31], Fashion-MNIST [60] and CIFAR-10 [26], three benchmark image datasets. These datasets contain \( M = 10 \) categories of images for classification. MNIST and Fashion-MNIST has 60K images for training and 10K images for testing of size 28×28. CIFAR-10 has 50K images for training and 10K images for testing of size 32×32. We generate synthetic noisy labels by replacing the original labels in these datasets with two typical types of noise: symmetric flipping [55] and pairwise flipping [15]. We select various levels of the noise ratio \( \epsilon \). Note that when the noise ratio is fixed, pair flipping case is usually harder than the symmetric flipping case. In Figure 5(b), the true class only has 20% more correct-labeled instances over wrong ones for each class. However, the true class has 50% more correct instances in Figure 5(a).

![Figure 5: Transition matrices of different noise types (using 5 classes as an example). The green and red grids represent the percentage of samples that are correctly labeled to the ground truth class, and the percentage of samples that are incorrectly labeled to other classes, respectively.](image)

In detail, we first divide the dataset into 10 parts according to the original classes, and then evenly inject equivalent amount of noisy labels to samples for each class according to the designate noise...
type and ratio, with fixed random seeds for a fair comparison. Next, we distribute the samples with noisy labels to clients according to the client’s ground truth label distribution. For example, for IID data partitioning, the ground truth class distribution of each client’s dataset nearly follows uniform distribution, but the actual class distribution of each client’s dataset is transitioned according to the corresponding noise type and noise ratio. For the non-IID setting, each client actually has 5 random classes of samples in reality, but the labels are partially transitioned to noisy labels.

We further perform experiments on a real-world dataset Clothing1M [61]. It is a large-scale dataset with $M = 14$ categories, which contains 1 million images of clothing with unstructured noisy labels, since it is obtained from several online shopping websites. It is reported that the overall noise level is approximately 61.54% [47, 61]. We randomly divide 1 million images into 100 partitions with the equivalent number of samples, and set them as local clients’ datasets. Note that in this partitioning, each client’s dataset naturally follows the non-IID fashion with unstructured noise, and we use the dataset with correct labels for testing.

Implementation details All experiments are implemented by Pytorch [49] on Nvidia GeForce RTX 2080Ti GPUs. For MNIST, Fashion-MNIST and CIFAR-10, we adopt a 9-Layer CNN applied in [15, 66]. The learning rate is mildly set to 0.15. We select 5 clients in each round (100 rounds in total). For the Clothing1M dataset, we exploit ResNet-50 [18] pre-trained on ImageNet [11] by following [33]. We adopt SGD optimizer with momentum 0.9, and weight decay $10^{-4}$ for a fair comparison. Unless otherwise specified, we report the average accuracy of the global model over the last 10 rounds with IID partitioning. More detailed experimental setting for Clothing1M is discussed in section 4.5.

Baselines We compare with the following baselines: Cross Entropy adopted in FedAvg [42], Co-teaching [15], Symmetric CE [58], Robust Federated Learning (Robust FL) [66] which are detailedly discussed in section 3.1. We basically follow the consistent hyperparameter setting of each baseline according to related papers. For Symmetric CE evaluated on Fashion-MNIST, CIFAR-10 and Clothing1M, $\alpha$ and $\beta$ are fixed to 0.1 and 1 respectively. For Robust FL on Fashion-MNIST, the hyperparameter setting is the same as that for evaluations on MNIST. Note that for Symmetric CE and Co-teaching, we aggregate the weights of local trained models at the server using FedAvg (depicted in section 14).

Hyperparameters In our method, the distillation temperature $T_d$ is empirically set to $\frac{1}{2}$ to mitigate negative knowledge from noisy labels, and the sharpening temperature $T_s$ is set to $\frac{1}{2}$ by directly following MixMatch [4], $q_1$ and $q_2$ in Eq.9 are clamped to $[10^{-6}, 1]$. Before computing self distillation loss for stability. The warm-up period rounds $T_{\text{warm}}$ is set to 10, 20, 40, 10 for MNIST, Fashion-MNIST, CIFAR-10 and Clothing1M. We empirically increase the corresponding coefficient $\gamma$ as referred in Table 2 as the noise level $\epsilon$ increases, while the performance is not very sensitive to $\gamma$ in most cases (further discussed in section 4.3). As for data augmentation, we apply random rotation within 30 degrees for MNIST and Fashion-MNIST. For CIFAR-10 and Clothing1M, we adopt random horizontal flipping and random color distortion used in SimCLR [6].

### 4.2 Results and Analysis

The main results are shown in Table 3. For Co-teaching, we report the average test accuracy of two peer networks. Experimental results indicate that our method enables notable resistance against the noisy labels in various noise levels. Compared with FedAvg which neglects the existence of noisy labels, other methods usually achieve superior performance. For MNIST, our approach is slightly worse than Robust FL with extreme noisy labels. It presents the efficacy of properly using global classwise features (namely representations) as an extra supervision to guide training. For CIFAR-10, our approach is slightly worse than Co-teaching with extreme symmetric noisy labels. It indicates the efficacy of reliable sample selection in the presence of noisy labels especially in extreme cases. However, Co-teaching needs a sensitive hyperparameter $R(T)$ (discussed in section 3.1) to represent the noise level of local datasets, which is hard to priorly estimate in the practical FL system. While Robust FL collects and transmits classwise feature centroids from client-side datasets to form the overall classwise feature as the global supervision to guide local training process, which can cause privacy leakage because these centroids can be used to inversely reveal the private information of the raw data. In general, our method utilizes extra reliable supervision and focus on optimizing the local training process without transmitting extra sensitive information in order to further protect data privacy.

Table 2: Coefficient $\gamma$ selection.

| Noise Type | Symmetric | Pairwise |
|------------|-----------|----------|
| MNIST      | 0.15      | 0.20     | 0.25     | 0.30     | 0.50     | 0.60     | 0.80     | 0.20     | 0.30     | 0.40     | 0.60     | 1.00     |
| Fashion-MNIST | 0.15      | 0.20     | 0.25     | 0.30     | 0.60     | 0.40     | 0.60     | 1.00     |
| CIFAR-10   | 0.10      | 0.20     | 0.25     | 0.30     | 0.60     | 0.30     | 0.60     | 0.80     |

### 4.3 Ablation Study

There are two main components in our method. MixUp prediction is to implicitly regularize training by enhancing model discrimination confidence to avoid overfitting noisy labels, and self distillation is to explicitly regularize the model output consistency at the instance level. We conduct the ablation study by removing each component to evaluate the performance degradation on Fashion-MNIST dataset with IID partitioning.

MixUp prediction We evaluate the effectiveness of MixUp prediction by removing it from our method. The results are shown in Table 4. Our method without MixUp prediction uses the augmented data to expand the original dataset, and uses vanilla CE loss for training. The corresponding results indicate that MixUp prediction is a necessary component to guarantee the superior performance of our method. Meanwhile, compared with only sharpening the original prediction $p_1$, randomly sampling $\lambda$ to get the mixed $p$ in Eq.6 and then sharpening $p$ improves robustness in extreme cases.

Self distillation loss terms As shown in Table 5, we evaluate various self distillation loss terms. In Table 5, w/o means removing the self distillation loss term, JS Div (L1 loss, or L2 loss) means minimizing the discrepancy of $q_1$ and $q_2$ (mentioned in section 3.3) by using the JS divergence (L1, or L2 distance respectively). Besides, we can maximize the similarity of the two predictions measured
by cosine similarity, and our method to optimize this term is the same as BYOL [2]. The results indicate that self distillation can effectively achieve performance improvement when the noise level is extremely high. Meanwhile, when the noise level is relatively low, the performance is not very sensitive to self distillation loss \( \gamma \cdot \text{Loss}_\text{reg} \) in Eq.9. Actually, we use JS divergence with IID data partitioning and L1 loss with non-IID data partitioning for evaluation, respectively.

### 4.4 Experiments on Non-IID Data

For completeness, we also evaluate the effectiveness of our method on non-IID data with extreme noisy labels on Fashion-MNIST dataset. As shown in Table 6, our method outperforms other baselines on both IID and non-IID data with extreme noisy labels, but is worse than Co-teaching in the non-IID case. However, Co-teaching is hard to be applied in practice, since it needs to priorly determine a sensitive hyperparameter \( R(T) \).

### 4.5 Potential to Generalize

We then verify the potential to suitably generalize our method LSR to other methods. For Co-teaching, each network in Co-teaching selects the samples into a correctly-labeled set according to CE loss and feeds the correctly-labeled set to its peer network. We simply modify the output logits of each peer network into a sharpened prediction version to compute CE loss to further guide sample-level selection and loss modeling, and other details are the same with the original Co-teaching. As shown in Table 7,

Table 3: Test accuracy on benchmark datasets with various noise levels. LSR is the proposed Local Self-Regularization method.

| Dataset       | Noise Type       | Test Accuracy (%) | Avg.  |
|---------------|------------------|-------------------|-------|
|               | Noise Ratio      |                   |       |
|               |                  | Symmetric         | Pairwise |       |
|               |                  | 0.30  | 0.40  | 0.50  | 0.60  | 0.70  | 0.20  | 0.30  | 0.40  |       |
| MNIST         | FedAvg [42]      | 91.34 | 83.53 | 73.60 | 57.86 | 42.12 | 94.27 | 85.52 | 70.35 | 74.82 |
|               | Symmetric CE [58]| 99.10 | 98.91 | 98.54 | 97.77 | 95.10 | 99.10 | 98.63 | 94.13 | 97.66 |
|               | Co-teaching [15] | 98.80 | 98.11 | 97.38 | 95.94 | 93.84 | 98.83 | 97.97 | 94.43 | 96.91 |
|               | Robust Federated Learning [66] | 99.07 | 98.92 | 98.84 | 98.44 | 98.40 | 99.08 | 99.01 | 98.98 | 98.84 |
|               | FedAvg + LSR     | 99.23 | 99.14 | 98.91 | 98.63 | 98.01 | 99.36 | 99.22 | 98.49 | 98.87 |
| Fashion-MNIST | FedAvg [42]      | 80.02 | 72.75 | 62.29 | 49.22 | 35.87 | 86.44 | 77.38 | 63.05 | 65.88 |
|               | Symmetric CE [58]| 88.86 | 85.96 | 80.32 | 69.87 | 49.34 | 89.99 | 84.51 | 68.44 | 77.16 |
|               | Co-teaching [15] | 89.22 | 88.11 | 86.82 | 84.43 | 81.03 | 90.37 | 87.77 | 83.03 | 86.35 |
|               | Robust Federated Learning [66] | 88.26 | 87.41 | 85.54 | 84.04 | 79.22 | 89.67 | 89.12 | 88.17 | 86.43 |
|               | FedAvg + LSR     | 90.42 | 89.73 | 88.67 | 87.00 | 82.72 | 90.84 | 90.27 | 88.34 | 88.50 |
| CIFAR-10      | FedAvg [42]      | 53.78 | 46.06 | 36.93 | 28.45 | 19.80 | 66.93 | 58.47 | 48.04 | 44.81 |
|               | Symmetric CE [58]| 64.80 | 56.40 | 47.45 | 34.11 | 23.97 | 67.56 | 59.48 | 45.91 | 49.96 |
|               | Co-teaching [15] | 70.23 | 66.84 | 62.54 | 56.25 | 45.28 | 71.44 | 66.41 | 57.21 | 62.03 |
|               | Robust Federated Learning [66] | 66.29 | 60.38 | 54.05 | 43.18 | 32.38 | 69.01 | 61.18 | 49.71 | 54.52 |
|               | FedAvg + LSR     | 72.10 | 68.53 | 64.27 | 55.10 | 40.61 | 73.79 | 70.66 | 59.40 | 63.06 |

Table 4: Test accuracy (%) for the effect of MixUp Prediction.

| Noise Type       | Noise Ratio | Ours w/o MixUp Pred. | Ours (fix \( \lambda = 1 \)) | Ours |
|------------------|-------------|----------------------|-------------------------------|------|
| Symmetric        | 0.3         | 84.37(-6.05)         | 90.16(-0.26)                 | 90.42|
|                  | 0.4         | 78.33(-11.40)        | 89.78(-0.05)                 | 89.73|
|                  | 0.5         | 69.24(-19.43)        | 88.69(-0.02)                 | 88.67|
|                  | 0.6         | 55.93(-31.07)        | 86.97(-0.03)                 | 87.00|
|                  | 0.7         | 41.53(-41.19)        | 81.82(-0.90)                 | 82.72|
| Pairwise         | 0.2         | 87.39(-3.45)         | 90.82(-0.02)                 | 90.84|
|                  | 0.3         | 79.53(-10.74)        | 90.23(-0.04)                 | 90.27|
|                  | 0.4         | 64.88(-23.46)        | 87.33(-1.01)                 | 88.34|

Table 5: Test accuracy (%) for various self distillation terms.

| Noise Type       | Noise Ratio | Self Distillation Loss Term |
|------------------|-------------|-----------------------------|
|                  | w/o JS Div  | L1 Loss | L2 Loss | Cosine Similarity |
| Symmetric        | 0.3         | 89.86 | 90.42 | 89.86 | 89.90 | 89.47 |
|                  | 0.4         | 89.19 | 89.73 | 89.62 | 89.51 | 88.83 |
|                  | 0.5         | 88.31 | 88.67 | 88.49 | 88.31 | 87.89 |
|                  | 0.6         | 86.83 | 87.00 | 87.07 | 87.62 | 85.33 |
|                  | 0.7         | 78.70 | 82.72 | 83.22 | 80.61 | 80.87 |
| Pairwise         | 0.2         | 90.51 | 90.84 | 90.37 | 90.56 | 88.59 |
|                  | 0.3         | 89.61 | 90.27 | 89.71 | 89.86 | 86.42 |
|                  | 0.4         | 83.10 | 88.34 | 88.00 | 85.48 | 82.31 |

Table 6: Test accuracy (%) for learning on both the IID and non-IID Fashion-MNIST dataset with extreme noisy labels.

| Method                | Data Partitioning | Symmetric \( (\epsilon=0.7) \) | Pairwise \( (\epsilon=0.4) \) |
|-----------------------|-------------------|---------------------------------|-------------------------------|
| FedAvg                | IID               | 35.87                           | 63.05                         |
| Symmetric CE          | IID               | 32.23                           | 57.03                         |
| Co-teaching           | IID               | 49.34                           | 68.44                         |
| Robust Federated Learning | IID             | 81.03                           | 83.03                         |
|                       | Non-IID           | 81.32                           | 82.29                         |
| FedAvg + LSR          | IID               | 82.72                           | 88.34                         |
|                       | Non-IID           | 80.64                           | 76.30                         |
we can notably improve the performance of Co-teaching against extreme noisy labels by suitably introducing our method which implicitly regularize the local training process by enhancing the model prediction confidence. For Symmetric CE, by conducting data augmentation, we obtain original sample $x$ and augmented $\hat{x}$. By feeding them into network, we obtain the corresponding output logits $o_1$ and $o_2$. Obeying the original method of Symmetric CE, we just mix these logits up to compute Symmetric CE loss. The self distillation loss term is also added to explicitly regularize the local training process. The results indicate that Symmetric CE combined with our method can also achieve performance improvement.

### 4.6 Performance on the Real-world Dataset

For evaluation on Clothing1M dataset, we exploit mixed precision technique [43] to accelerate training on this large dataset. For preprocessing, all images are resized to $224 \times 224$ and normalized. We select two clients to train in each round (40 rounds in total). The results are shown in Table 8. For #5, #7, #8, the learning rate is set to 0.01. For #6, the learning rate is set to 0.1 for the first 20 rounds, and 0.01 for the last 20 rounds. For #6 and #8, $\gamma$ is set to 1.2 and 1, respectively. For Robust FL, $T_p$ is set to 10, and other hyperparameter setting follows [66]. We don’t conduct experiment with Co-teaching, since its hyperparameter is hard to estimate in the practical (discussed in section 4.2). We also compares with #1, #2, #3, #4, which also focus on optimizing the training process in data centralized setting. The experimental results verify that our method combined with Symmetric CE can effectively improve the performance on Clothing1M dataset in federated setting.

| Method               | Symmetric ($\varepsilon=0.7$) | Pairwise ($\varepsilon=0.4$) |
|----------------------|-------------------------------|-------------------------------|
| Co-teaching          | 81.03                         | 83.03                         |
| Co-teaching + LSR    | 85.76 (+ 4.73)                | 89.35 (+ 6.32)                |
| Symmetric CE         | 49.34                         | 68.44                         |
| Symmetric CE + LSR   | 72.81 (+ 23.47)               | 77.33 (+ 8.89)                |

### 6 CONCLUSIONS

In this work, we focus on FL against noisy-labeled data, and devote to alleviating the negative effect caused by noisy labels, which is an underlying challenge when deploying a practical FL system (e.g. a federated medical analysis system). We propose a Local Self-Regularization method to implicitly hinder the trained model from overfitting the noisy labels, and further leverage self knowledge distillation technique to explicitly regularize the model output discrepancy between original and mildly augmented instances. Extensive experiments demonstrate that our proposed method is resistant to various noise levels on benchmark datasets. In addition, we integrate our proposed method with existing state-of-the-arts to achieve superior performance on real-world Clothing1M dataset. We believe there are many future works left to explore and address more practical issues hidden within a real FL system.
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