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Abstract: Public transport systems can be characterised by a schedule-based or a frequency-based framework according to the kind of service to be operated. In the former case, specific departure and arrival times are set for each run and disclosed to the users; in the latter, instead, it is necessary to maintain a certain headway between two successive runs, rather than a specific timetable structure. This paper focuses on modelling frequency-based systems, which can be described by means of the so-called Merry-Go-Round (MGR) paradigm. The paradigm is first discussed and the related analytical formulation is presented; the role of the terminal station layout is then investigated within this framework. Finally, in order to show the effectiveness of the proposed formulation, it was implemented in the case of a real-scale metro line.
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1. Introduction

Railway systems are widely acknowledged to be energy-efficient and environmentally sustainable. This stems not only from the fact that such systems are electric-powered, but also from the unit energy consumption they require (i.e., per passenger carried), which is even lower than that of other electric-powered vehicles, such as electric cars. Indeed, assuming a full occupancy rate, an electric car requires 10–15 kW/pax, against the 1.2 kW/pax required in the case of a metro system, amounting to a private/public energy demand ratio of as much as 12:1, which clearly also has an impact in terms of emissions (e.g., in Italy, 1 kW/h produces 0.49 kg of CO₂ [1]). This implies that any strategy aimed at improving rail system performance (thus enhancing the attractiveness of such a transport mode for the users and driving the modal split towards an environmentally-friendly direction) can be considered as a valuable effort for promoting a sustainable mobility system. Clearly, interventions related to both infrastructure and service can be considered. In this context, the presented work analyses the effect of infrastructure layout of terminal stations on rail system performance in a sustainable perspective. More specifically, our proposal consists in modelling railway services by adopting the so-called Merry-Go-Round (MGR) paradigm.

It is worth specifying that the idea behind the provided definition (i.e., paradigm) lies in the adoption of a different view in the interpretation of a physical phenomenon for modelling urban rail systems. The key factor, indeed, is represented by the evaluation of rail service performance as dependent on terminal station layouts. This is the crucial element which distinguishes the proposed approach from the several timetabling algorithms presented in the literature (see, for instance, [2–6]). The latter, indeed, generally aims at defining a timetable structure satisfying travel demand loads, by neglecting the analysis of the effects, in terms of service performance, related to the adoption of different infrastructural frameworks (such as the layouts of terminal stations). This is validated from...
the fact that, as will be shown in the following, the proposed analytical framework is consistent with resolution procedures presented in the literature and leads to the same outcome [7].

The rest of the paper is structured as follows. Section 2 provides the literary review; Section 3 presents the theoretical discussion as well as the analytical formulation of the MGR paradigm and its dependence on terminal station layouts; Section 4 shows an application to a real case study; Section 4 outlines some concluding observations and possible future improvements; finally, Appendix A reports some mathematical issues related to the analytical modelling of the proposed approach.

2. Literary Review

The energy efficiency of rail systems is widely acknowledged and several energy-saving and energy-recovery measures have been proposed in the literature for further maximising such a benefit (see, for instance, [8,9]).

Besides the environmental perspective, railway systems can also achieve high efficiency in terms of operations by providing low headways and high travel speeds. Of course, performance is dictated by some constraints, both of an infrastructural and operational nature. In this context, the problem of optimising certain objectives representing the efficiency of public transport networks under operational and resource constraints is known in the literature as the Mass-Transit Network Design Problem (MTNDP) [10]. Specifically, it can address the optimisation of infrastructural features which represent a severe constraint, given the large investment required in the case of adjustments to the network layout. On the other hand, with the given infrastructure, rail service can be optimised by properly designing operational decision variables, such as number and length of routes, allowable service frequencies, and number of available convoys. In particular, the optimisation of service frequency was addressed in [11,12], while a combined framework integrating the optimisation of frequencies and routes can be found in [13,14]. Moreover, [15,16] also incorporated in the MTNDP the elasticity of travel demand, while a multimodal assignment considering external costs and private car costs was introduced in the MTNDP formulation provided by [17]. Finally, several meta-heuristic procedures have been proposed as resolution methods for the problem in question (see, for instance, [18,19]). A comprehensive review on MTNDP can be found in [10,20].

However, as already stated, the strongest constraint to be considered is the infrastructure layout, which has a great impact on the maximum carrying capacity achievable on the line [21]. According to the literature, three main approaches can be identified for estimating railway capacity: (i) analytical methods [22–25]; (ii) optimisation methods [26,27]; (iii) simulation methods [28,29]. Such methods generally consider line capacity and station capacity separately by computing them independently. Among line capacity methods, we can find the analytical method adopted by Italian Infrastructure Manager—RFI [30]; the International Union of Railways (UIC) compression method [26] and the saturation method [31]. By contrast, of the methods focusing on railway station capacity, there is the Potthoff method [32], the probabilistic method [33], and the so-called Deutsche Bahn method [34]. Further details on such approaches can be found in [35]. However, in estimating the maximum number of trains to be operated on a line, it is crucial not to refer to ideal conditions, but to consider operational constraints such as buffer times, shunting movements, and the number of rail tracks. Further, in certain systems, the crucial element is the terminal station organisation, since it affects inversion manoeuvres and related times. Indeed, according to such factors, a certain convoy could overtake the run in the opposite direction or be forced to wait at the platform until the need to comply with the planned headway requires an additional train. In this case, a comprehensive procedure combining capacity requirements on the rail line and railway stations, with a focus on terminus layout, could be required. Such systems are so-called frequency-based systems.

Definition of a public transport service requires a preliminary assumption concerning the service type to be dispensed, that is, a schedule-based or a frequency-based service.
The former approach consists of a service characterised by low frequency (i.e., few runs per hour) and high regularity (i.e., the departure times are rigidly defined). In this case, passengers tend to choose a precise run and reach the departure station (or bus stop) with an advance time margin. Examples of this kind of service are rail, sea, air, and rural (i.e., extra-urban) bus services. Details of the analytical formulation of schedule-based services and related user behaviours can be found in [36–39].

By contrast, the second approach (frequency-based) consists of a service characterised by high frequency (i.e., a large number of runs per hour) and low regularity (i.e., there is no real timetable or, if there is, variations in arrival and departure times are comparable with the headways between two successive runs). Under this approach, it is possible to include services with high frequency and high regularity. In both cases, passengers tend to choose the line rather than a precise run since the discomfort associated with late arrival is nullified by the low headway between two successive runs. Examples of this kind of service are metro and urban bus services in which it is fundamental to take account of interactions with travel demand [40]. Details of the analytical formulation of the frequency services and related user behaviours can be found in [41–44].

Clearly, in practice, the system can provide an intermediate framework, especially because it is generally based on different headways during the day, thus dealing with highly uneven peak and off-peak loads. Regarding this aspect, a couple of clarifications are due.

Firstly, it is worth noting that, although, as a general rule, provided services should fit the travel demand trend during the day and, therefore, can provide different operation schemes during the daily service, they are effectively designed (and hence supplied) on the basis of an initial constant value of travel demand. In other words, the trend of travel demand is preventively estimated in the planning phase and no periodical or real-time adjustments are generally performed when the system is operative. Indeed, this would require a complete re-calibration of rolling stock circulation plans and staff shifts, which is unfeasible during the service. In this context, it is necessary to put in evidence that we considered changes in the supply system, and related effects on the attractiveness of rail service, without adopting a demand-oriented approach based on real-time adjustments. Indeed, the object of the provided analysis is investigating how the structure of terminus layout can affect performance of rail service, by neglecting the issue of meeting travel demand flows which could remain unsatisfied as well; however, this falls beyond the scope of the paper.

Moreover, it is worth underlining that the key factor to be considered is represented by the perception that users have of that service, rather than the idea behind its planning. In other words, if users consider a certain service as frequency-based, they arrive randomly; otherwise, they plan to reach the service at a specific time instantly according to the schedule. However, generally, an urban system has a high frequency and, therefore, it is perceived as a frequency-based service, where departure times may change day by day and, hence, cannot be memorised by the users. Therefore, we analyse systems requiring the compliance with a planned headway, rather than a specific departure/arrival time at each station, by modelling them by means of the so-called Merry-Go-Round (MGR) paradigm, which is deeply discussed in what follows.

3. Definition of Rail Services

A frequency-based service may be described by adopting the Merry-Go-Round (MGR) paradigm: a roundabout (see Figure 1) is based on a rotating circular platform with seats for riders which are, traditionally, in the form of rows of wooden horses or other animals mounted on posts. However, a merry-go-round has the following property: “it shows each rider (i.e., wooden horse) to an external spectator at regular time intervals”.

![Figure 1](image-url)
Figure 1. Elements of a merry-go-round.

Hence, in the case of uniform circular motion, let $\omega$ be the constant angular velocity of the merry-go-round around the rotation axis, and let $r$ be the distance of each seat from the rotation axis. In this case, the tangential velocity of each seat, indicated as $v_{\text{seat}}$, may be expressed as:

$$v_{\text{seat}} = \omega \cdot r$$  \hspace{1cm} (1)

Let $N_{\text{seat}}$ be the number of the seats on the same row. With the assumption that the seats are equidistant along the same circumference, the angular distance between two successive seats, indicated as $\alpha$, may be expressed as follows:

$$\alpha = \frac{2\pi}{N_{\text{seat}}}$$  \hspace{1cm} (2)

Likewise, the distance between two successive seats along the circular arc, indicated as $d_{\text{seat}}$, may be expressed as:

$$d_{\text{seat}} = \alpha \cdot r$$  \hspace{1cm} (3)

Hence, with the above assumptions, the headway of the merry-go-round, indicated as $H_{\text{MGR}}$, which represents the regular time interval for a seat to occupy the position of the previous seat (i.e., in the case of Figure 1, the time interval for an external spectator to see seat 2 in the position of seat 1), may be expressed as the ratio between Equations (1) and (3), that is:

$$H_{\text{MGR}} = \frac{d_{\text{seat}}}{v_{\text{seat}}} = \frac{\alpha}{\omega}$$  \hspace{1cm} (4)

Moreover, by substituting Equation (2) into Equation (4), we obtain:
It is worth noting that we may define the cycle time of a merry-go-round, indicated as $CT_{MGR}$, as the time interval required by a seat (for instance seat 1 in Figure 1) to make a complete rotation and reach the initial configuration. In this case, the cycle time may be expressed as:

$$CT_{MGR} = \frac{2\pi}{\omega}$$  \hspace{1cm} (6)

By combining Equation (5) with Equation (6), we obtain the following equation:

$$H_{MGR} = CT_{MGR}$$  \hspace{1cm} (7)

which represents the fundamental equation of the Merry-Go-Round (MGR) paradigm. In particular, $H_{MGR}$ and $CT_{MGR}$ being continuous quantities depending only on $\omega$ (see Equations (5) and (6)), once the number of seats $N_{seat}$ has been fixed, for any value of $H_{MGR}$, it is always possible to identify a corresponding value of $CT_{MGR}$ (or, equivalently, for any value of $CT_{MGR}$, it is always possible to identify a corresponding value of $H_{MGR}$) satisfying Equation (7).

However, Equation (7) is based on the following assumptions:

- all analyses are based on a regime condition (i.e., the transition phases are neglected) in the case of a uniform circular motion;
- all merry-go-round elements are rigidly tied to the rotating circular platform (i.e., the rotation axis, as well as the angular velocity, is unique for all elements);
- all seats (i.e., wooden horses) have the same dimensions and are equally spaced;
- all seats (i.e., wooden horses) are aligned on the same row (i.e., the tangential velocities are the same for all seats).

Obviously, in the case of seats aligned on different rows, it is necessary to apply the above equations for any row.

Moreover, since all the elements are rigidly tied to the rotating circular platform, it is necessary to impose some spatial constraints. With reference to Figure 2, let $D$ be the maximum overall dimension of a seat (i.e., wooden horse). The distance between gravity centres of consecutive elements has to be no lower than $D$, that is:

$$\alpha \cdot r \geq D$$  \hspace{1cm} (8)

By substituting Equation (2) into Equation (8), we obtain the following constraint:

$$r \geq \frac{D \cdot N_{seat}}{2\pi}$$  \hspace{1cm} (9)

The second spatial constraint is based on the assumption that the circular platform is able to carry all seats. Hence, let $R$ be the radius of the circular platform. It has to be no lower than $r$ plus the semi-dimension of the seats, that is:

$$R \geq \frac{D}{2} + r$$  \hspace{1cm} (10)

Obviously, all elements being rigidly tied to the circular platform, the above constraints (i.e., Equations (9) and (10)) are independent of the adopted motion regime. In the case of seats aligned on different rows, the above constraints have to be imposed for any row. Moreover, according to Equation (10), each row has to be considered as a circular platform for all inner rows.
Figure 2. Seat details in a merry-go-round context.

However, the two spatial constraints show that, having fixed the dimensions of the circular platform (i.e., parameter $R$) and of the seats (i.e., parameter $D$), the number of seats ($N_{\text{seats}}$) and the radius of the row (i.e., parameter $r$) cannot be arbitrarily fixed.

In this context, as shown in Figure 3, if we consider passengers waiting on a station platform as external spectators of a roundabout and the rail convoys as the riders (i.e., wooden horses), we may analyse a rail service by adopting the Merry-Go-Round paradigm. Obviously, it is necessary to take into account the following differences:

- in a roundabout, the seats are rigidly tied to the rotating platform (i.e., there is no relative motion), while, in a railway context, the railway tracks are fixed (rigidly tied to the ground) and the rail convoys are in motion;
- in a roundabout, except for the transition phases (i.e., initial and final phases), all elements may be in a condition of (circular) uniform motion, while in a railway context, the rail convoys (the only non-fixed elements) reach a uniform condition only in some phases since: (a) they have to stop at stations to allow boarding/alighting of passengers; (b) they have to respect speed limits along the railway line;
- in a roundabout, all elements are spatially synchronised (i.e., being fixed to the platform, they keep their relative distances constant), while in a railway context, since the stations are not equidistant and the speed limits may vary along the line, even in uniform service conditions (i.e., all rail convoys have the same features in terms of priority, speed limits, and speed profiles), rail convoys may vary their relative distances continuously.

However, in a railway context, in the case of uniform service conditions, it is possible to guarantee the succession of trains so as to ensure constant time spacing (i.e., the Merry-Go-Round paradigm). Hence, it is necessary to analyse preliminarily the motion of an isolated rail convoy.

Since a rail convoy has to stop at stations in order for passengers to board/alight, it may assume at least three different motion conditions:

- an acceleration phase, where the train increases its speed (starting from a stop condition) up to the desired speed of the track section (generally, the minimum between the maximum speed of the considered train and the speed limit of the track section);
- a cruising phase, where the train travels at a constant speed;
• a braking phase, where the train reduces its speed (until it comes to a halt).

Obviously, in some cases (for instance when two successive stations are very close), the cruising phase may be absent since it is not possible to reach the desired speed during the acceleration phase and the braking phase is required in advance. Moreover, if different (desired) speeds are required in a track section between two successive stations, further motion phases have to be adopted (i.e., acceleration, cruising, braking phases) so as to respect the speed requirements. Finally, in some cases such as the case of energy-saving applications based on adopting proper driving speed profiles (for details, see [45]), a further motion phase may be adopted, indicated as a coasting phase, where the engine stops and the train moves by inertia.

Figure 3. Comparison between a merry-go-round and a railway line.

In some cases, railway services are performed by means of two joint circular lines: a clockwise and an anticlockwise line. Although from a functional point of view, they can be considered joint services (i.e., a passenger chooses a line or its opposite according to
his/her travel needs and uses the other line in his return journey), from an operational point of view, they may be considered independent services since frequencies, as well as rolling stock and driver shifts, can be set independently (i.e., it is possible to assign different service frequencies to the two lines or use different rolling stock). Hence, in the case of two joint circular lines, we may adopt the Merry-Go-Round paradigm by considering two independent lines (i.e., the following formulations have to be applied twice).

With the above definitions, it is possible to define the minimum cycle time of a rail convoy, indicated as $CT_{min}^{RAIL}$, as the time interval required by a train to make a complete outward trip starting from the first terminus, carry out all the preparatory operations to undertake the return trip, starting from the second terminus, complete the return trip, and carry out all the preparatory operations to undertake the outward trip once again. Hence, the minimum cycle time may be calculated simply by adding all the times mentioned above, that is:

$$CT_{min}^{RAIL} = \sum_{lot} rt_{lot} + \sum_{sot} dt_{sot} + it_{ot} + \sum_{lrt} rt_{lrt} + \sum_{srt} dt_{srt} + it_{rt}$$  \hspace{1cm} (11)

where $rt_{lot}$ and $rt_{lrt}$ are the running times between two successive stations associated, respectively, with links $lot$ and $lrt$; $lot$ and $lrt$ are the generic track sections (i.e., links) associated, respectively, with the outward trip ($ot$) and return trip ($rt$); $dbot$ and $dbot$ are the dwell times associated, respectively, with station platforms $sot$ and $srt$; $sot$ and $srt$ are the generic station platforms associated, respectively, with the outward trip ($ot$) and return trip ($rt$); $i_{lot}$ and $i_{lrt}$ are the inversion times (i.e., the times to offset dwell times). Therefore, by substituting Equations (12) and (13) into Equation (14), we obtain:

$$Pr\left(\varepsilon_{CT_{min}^{RAIL}} \leq ET_{\theta_i}\right) = \theta_i$$  \hspace{1cm} (15)

Hence, knowing the statistical distribution of $\varepsilon_{CT_{min}^{RAIL}}$, it is possible to determine the corresponding value of parameter $ET_{\theta_i}$ which satisfies Equation (15). Details on the calculation of parameter $ET_{\theta_i}$ can be found in [45].
Generally, term $ET_{\theta_1}$ is split into two contributions: one associated with the outward trip (indicated as $et_{\theta_1}^{\text{out}}$) and one with the return trip (indicated as $et_{\theta_1}^{\text{in}}$), that is:

$$ET_{\theta_1} = et_{\theta_1}^{\text{out}} + et_{\theta_1}^{\text{in}}$$

(16)

By extending the above analyses (i.e., Equations (11)–(16), as well as equations reported in Appendix A.1) in the case of multiple rail convoys (i.e., a real railway service), it is necessary to take into account that:

- the signalling system imposes a minimum distance (whose value may depend on the track section features) between two consecutive trains in order to avoid accidental collisions. Hence, a delayed train may affect the motion of a rail convoy in time;
- although a train can generally be overtaken at particular locations of a railway network (for instance, at stations), the assumption of the Merry-Go-Round paradigm imposes that the sequence of rail convoys has to be kept fixed.

The above aspects imply that there is a problem of delay propagation between consecutive rail convoys indicated in the literature as the secondary delay. In particular, in order to mitigate effects of secondary delays, the planned cycle time has to be modified by adding a further term, indicated as the buffer time, that is:

$$CT_{\text{rail}} = CT_{\text{plan}} + BT_{\theta_1} = CT_{\text{min}} + ET_{\theta_1} + BT_{\theta_1}$$

(17)

where $CT_{\text{rail}}$ is the scheduled cycle time; $BT_{\theta_1}$ is the buffer time (i.e., the time extension of the planned cycle time) being calculated according to a confidence level equal to $\theta_1$. Details on the calculation of term $BT_{\theta_1}$ can be found in [46]. However, term $BT_{\theta_1}$ is split into two contributions: that associated with the outward trip (indicated as $bt_{\theta_1}^{\text{out}}$) and the one associated with the return trip (indicated as $bt_{\theta_1}^{\text{in}}$), that is:

$$BT_{\theta_1} = bt_{\theta_1}^{\text{out}} + bt_{\theta_1}^{\text{in}}$$

(18)

and Equation (17) may be expressed as:

$$CT_{\text{rail}} = CT_{\text{min}} + (et_{\theta_1}^{\text{out}} + bt_{\theta_1}^{\text{out}}) + (et_{\theta_1}^{\text{in}} + bt_{\theta_1}^{\text{in}})$$

(19)

Let $H_{\text{RAIL}}$ be the headway of the considered railway service (i.e., the time interval for a train to occupy the position of the previous train) and let $N_{\text{train}}$ be the number of rail convoys to perform the service. In order to satisfy the Merry-Go-Round paradigm, according to Equation (7), it is possible to formulate the following equation:

$$H_{\text{RAIL}} \cdot N_{\text{train}} = CT_{\text{rail}}$$

(20)

However, since $CT_{\text{rail}}$ is fixed, representing the sum of physical times (i.e., running, dwell, and inversion) and times for recovery delays (depending only on confidence levels $\theta_1$ and $\theta_2$), the service headway $H_{\text{RAIL}}$ cannot be set arbitrarily since it has to respect Equation (20) jointly with the requirement that $N_{\text{train}}$ has to be a positive integer number (i.e., $N_{\text{train}} \in \mathbb{Z}^+$).

Hence, in order to avoid this limitation in feasible values of service headway, it is possible to consider an additional time, termed layover time, which represents the time spent by a train at the initial stations waiting for the departure time. In this context, if $LT$ is the layover time, then it is possible to define the real cycle time, indicated as $CT_{\text{real}}$, as follows:

$$CT_{\text{real}} = CT_{\text{rail}} + LT = CT_{\text{min}} + ET_{\theta_1} + BT_{\theta_1} + LT$$

(21)

Additionally, in this case, term $LT$ may be split into two contributions: that associated with the outward trip (namely $Lt_o$) and that for the return trip ($Lt_i$), that is:
and Equation (21) may be expressed as:
\[
CT_{rail}^{RAIL} = CT_{min} + \left( ct_{a}^{i} + bt_{b}^{i} + lt_{a} \right) + \left( et_{a}^{i} + bt_{b}^{i} + lt_{a} \right)
\]

By adopting term \( CT_{rail}^{RAIL} \) instead of term \( CT_{served}^{RAIL} \), we may reformulate Equation (20) as follows:
\[
H_{RAIL} \cdot N_{train} = CT_{rail}^{RAIL}
\]

It is worth noting that this formulation allows us to overcome the above limitations. Indeed, in this case, for any desired value of \( H_{RAIL} \), it is always possible to identify a corresponding value of \( LT \) (or, equivalently, two values, \( l_{b0} \) and \( l_{b1} \)) which allows Equation (24) (by affecting \( CT_{rail}^{RAIL} \) value) and the integer constraint of term \( N_{train} \) to be jointly satisfied. Hence, theoretically, we may consider a railway service with any value of headway, where, by combining Equations (21) and (24), we obtain:
\[
LT = H_{RAIL} \cdot N_{train} - CT_{served}^{RAIL}
\]

It is worth noting that Equation (24) represents the fundamental equation proposed by [7] for describing a railway service analytically. Indeed, as mentioned above, the proposed approach, based on the Merry-Go-Round paradigm, provides the same results as the traditional approach by analysing the problem from a different perspective.

The constraints on rolling stock, that is, the minimum and the maximum number of trains required to perform a service, are analysed in Appendix A.2.

However, in order to analyse effects of terminal layouts on the implementation of the Merry-Go-Round paradigm, we have to consider two different configurations according to the relative position between the inversion tracks and the platform location (Figure 4): backward inversion and inversion in stations.

In the first case (i.e., Figure 4a), the train arrives in the station and, once all passengers have alighted, it leaves to reach the inversion area. Then, having completed all preparation phases (inversion, extension, and buffer times), the train reaches the station again where it waits for the passengers to board (i.e., the dwell time). In this case, the layover time can be spent on the inversion track or, equivalently, at the station platform.

Likewise, in the second case (i.e., Figure 4b), the train arrives in the station at the terminal track where it spends all times including the two dwell times (for alighting passengers when it arrives and for boarding passengers just before leaving) and the layover time.

In the case of the “backward inversion” configuration (i.e., Figure 4a), let \( \overline{t}_{x} \), \( et_{a}^{i} \), and \( bt_{b}^{i} \) be, respectively, the inversion, extension, and buffer times associated with the \( i \)-th inversion track at the \( x \)-th terminal, where \( x \) may assume the value \( o \) (i.e., in the case of the outward trip) or \( r \) (i.e., in the case of the return trip). The corresponding layover time may be indicated as \( lt_{x}^{i} \). In order to satisfy the MGR paradigm, all trains have to spend the same time regardless of the \( i \)-th track used, that is:
\[
\overline{t}_{x} + et_{a}^{i} + bt_{b}^{i} + lt_{x}^{i} = \overline{t}_{x} + et_{a}^{i} + bt_{b}^{i} + lt_{x}^{i} \quad \forall i \in I_{x}
\]
where \( \overline{t}_{x} \), \( et_{a}^{i} \), \( bt_{b}^{i} \), and \( lt_{x} \) are the general terms indicated in the Merry-Go-Round formulation (i.e., Equations (11)–(25)); \( I_{x} \) is the set of inversion tracks associated with the \( x \)-th terminal.
If we assume that the difference in variability among terms $\overline{u}_i$ may be neglected, term $et_{i,x}^{i,x}$ does not depend on the $i$-th inversion track, such that:

$$et_{i,x}^{i,x} = et_{i}^x \quad \forall i \in I_x$$  \hspace{1cm} (27)

However, if we want to consider difference in variability among terms $\overline{u}_i$, we have to fix the general term $et_{i}^{x}$ equal to the maximum among terms $et_{i,x}^{i,x}$ and apply this value to any inversion track. That is, Equation (26) has to be rewritten as:

$$\overline{u}_x + et_{i}^{x} + bt_{i}^{x} + lt_{i} = \overline{u}_x + et_{i}^{x} + bt_{i}^{x} + lt_{i} \quad \forall i \in I_x$$  \hspace{1cm} (28)

with:

$$et_{i}^{x} = et_{i}^{x} = \max_{i \in I_x} \{et_{i,x}^{i,x}\} \quad \forall i \in I_x$$  \hspace{1cm} (29)

Likewise, since the buffer time has to be fixed to allow for interaction between successive rail convoys regardless of the inversion track used, it is independent of $i$, that is:

$$bt_{i}^{x} = bt_{i}^{x} \quad \forall i \in I_x$$  \hspace{1cm} (30)

Equations (27) and (30) modify Equation (26) (or Equation (28)) into:

$$\overline{u}_x + lt_{x} = \overline{u}_x + lt_{x} \quad \forall i \in I_x$$  \hspace{1cm} (31)

which expresses that:

- the higher the inversion time, the lower the layover time;
- or equivalently, the lower the inversion time, the higher the layover time.

Operatively, in order to determine the terms of Equation (31), once the inversion times are known for each track (i.e., term $\overline{u}_x$), it is necessary to fix term $\overline{u}_x$ as follows:
Then, by adopting Equation (A9), we may determine term \(lt\). Finally, term \(lt^i\) may be calculated by means of Equation (31) as follows:

\[
lt^i = \bar{t}_x + lt - \bar{t}_x \quad \forall i \in I_x
\]  

(33)

The above formulation is based on the assumption that the time spacing between subsequent trains is kept constant along the entire line. This means that a rail convoy departs from the last station and reaches the switching point only after the previous train has left the switching point. Hence, a different number of inversion tracks in a station does not affect service performance.

However, by removing the above assumption (i.e., the use of constant time spacing) and adopting a swap technique between two successive trains (i.e., the rail convoys swap their function in terms of cycle time definition), we may increase the performance of the line. Indeed, we may assume that a rail convoy departs from the last station while the previous train is completing preparation phases at the inversion track, without waiting for it to leave the switching point. The previous train will depart once the subsequent train has arrived at the inversion track.

Although for a single train, all times (and related analytical formulations) analysed above remain constant, in terms of estimation of scheduled cycle time (i.e., term \(CT_{RALL}^{sched}\)), use of the swap technique allows the presence of buffer and extension times to be neglected, as well as the inversion time to be reduced to the mere contribution of running time on the inversion tracks. This means that:

- the lower the cycle time, the higher the service frequencies (or the lower the service headway) with the same number of rail convoys;
- or equivalently, the lower the cycle time, the lower the number of required rail convoys with the same service frequency (or service headway).

Obviously, in order to implement this improved scenario, at least two inversion tracks have to be available. However, the availability of additional tracks (i.e., a number greater than two) does not allow further improvements to the service performance.

A similar analysis may be implemented in the case of “inversion in the station” (i.e., Figure 4b). Indeed, since each train has to spend the same time regardless of the \(i\)-th track used, in this case, the MGR paradigm implies the following condition:

\[
\overline{dt}_{n,x} + \bar{t}_x + et_{nx}^i + bt_{ox}^i + lt + \overline{dt}_{1,y} = \overline{dt}_{n,x} + \bar{t}_x + et_{nx}^y + bt_{oy}^y + lt^y + \overline{dt}_{1,y} \quad \forall i \in I_x
\]  

(34)

with:

\[
\begin{cases}
x = \text{not} \ y \\
y = \text{not} \ x
\end{cases}
\]  

(35)

where \(\overline{dt}_{n,x}\) and \(\overline{dt}_{1,y}\) are, respectively, the dwell time for alighting passengers when a train arrives at the \(i\)-th platform (i.e., the platform associated with the \(i\)-th inversion track) of the \(n\)-th station of the \(x\)-th trip and the dwell time for boarding passengers just before leaving from the \(i\)-th platform of the same station, which represents the first station of the subsequent trip (i.e., the \(y\)-th trip), and \(\overline{dt}_{n,x}\) and \(\overline{dt}_{1,y}\) are, respectively, terms \(\overline{dt}_{n,x}\) and \(\overline{dt}_{1,y}\) to be adopted in the general formulation of the Merry-Go-Round paradigm (i.e., Equations (11)–(25)).

Since the dwell time duration is related to the number of passengers wishing to alight or board, it does not depend on the inversion track used. Hence, we may assume:
Moreover, adopting for extension and buffer times considerations similar to those made in the case of “backward inversion” configuration, we may adopt Equations (27) and (30) (or, equivalently Equations (29) and (30)) also in the case of “inversion in the station”. Hence, Equation (34) may be changed to:

\[
\bar{d}_{1,i} + \bar{l}_{i} = \bar{d}_{i} + \bar{l}_{i} \quad \forall i \in I
\]

which, although it has formally the same formulation as Equation (31), may assume different values. Indeed, in this case (i.e., Figure 4b), the inversion time is evaluated from the switching point to the end of the inversion track used and from the end of the inversion track to the switching point. Differently, in the case of the “backward inversion” configuration (i.e., Figure 4a), the inversion time is evaluated from the platform of the last station to the end of the inversion track and from the end of the inversion track to the platform of the first station. It means that, in the case of “inversion in the station” layout, running times, which have to be computed up to the switching point, may be greater, while inversion times may be smaller with respect to the “backward inversion” configuration.

However, also in this case, a higher inversion time is associated with a lower layover time, or equivalently, a lower inversion time is associated with a higher layover time. Likewise, the terms of Equation (38) may be determined with a procedure similar to the case of “inversion in the station”. Indeed, once inversion times are known for each track (i.e., term \( \bar{d}_{i} \)), we may calculate term \( \bar{l}_{i} \) according to Equation (32), term \( \bar{l}_{i} \) by Equation (A9), and, finally, term \( \bar{l}_{i} \) by Equation (33).

In this case, the formulation concerning the time spacing among trains assumes that a rail convoy crosses the switching point only after the previous train has left the switching point. However, by removing this assumption and adopting a swap technique between two consecutive trains, we may assume that a rail convoy reaches the inversion track (i.e., the station platform) while the previous train is completing its preparation phase, and the waiting train will depart once the subsequent train has arrived. With this service framework (i.e., the adoption of a swap technique), in the cycle time definition, it is possible to neglect buffer and extension times, as well as the dwell times of the arriving and departing trains, besides reducing the inversion time only to the running time on the inversion tracks. Additionally, in this case, we may state that:

- the lower the cycle time, the higher the service frequencies (or the lower the service headway) with the same number of rail convoys;
- or equivalently, the lower the cycle time, the lower the number of required rail convoys with the same service frequency (or service headway).

However, this scenario may be implemented only if there are at least two inversion tracks where the availability of further additional tracks does not allow further improvements in the service.

4. Application to a Real Metro Line

In order to show the feasibility and utility of the proposed approach, we applied it in the case of a real-scale railway line, where a frequency-based service is assumed. The main features of the line in question are reported in Figure 5. In particular, we considered a line with two terminals, each of them equipped with a single inversion track (Figure 5a—Configuration no. 1). The application consisted in analysing improvement effects due to the construction of an additional inversion track at the outward terminus (Figure 5b—Configuration no. 2), at the return terminus (Figure 5c—Configuration no. 3), or at both terminuses (Figure 5d—Configuration no. 4).
Table 1 provides service times for each analysed configuration. In particular, with a view to implementing some service improvements based on the adoption of a swap technique, we distinguished two contributions in the inversion time: train movement, which represents the time spent travelling from the switching points or the last station to the inversion track and vice versa, and train preparation, which is the time spent stationary on the inversion track where the train is prepared for the subsequent trip (change of cab, driver’s rest, cleaning operations, etc.). Moreover, in order to consider both feasible terminus layouts and related improvements, we assumed a “backward inversion” scheme in the first terminus of the outward trip and an “inversion in the station” scheme in the last terminus of the outward trip.
Table 1. Service times in the case of different terminal layout configurations.

| Configuration no. 1 | Configuration no. 2 | Configuration no. 3 | Configuration no. 4 |
|--------------------|--------------------|--------------------|--------------------|
|                     | Outward Trip (min) | Return Trip (min)  | Outward Trip (min) | Return Trip (min)  | Outward Trip (min) | Return Trip (min)  | Outward Trip (min) | Return Trip (min)  |
| Total running time  | 24.37              | 24.77              | 24.37              | 24.77              | 24.37              | 24.77              | 24.37              | 24.77              |
| Total dwell time    | 7.33               | 7.33               | 7.33               | 7.33               | 6.00               | 7.33               | 6.00               | 7.33               |
| Inversion time      |                    |                    |                    |                    |                    |                    |                    |                    |
| Train movement      | 2.12               | 1.47               | 2.12               | 1.47               | 2.12               | 1.47               | 2.12               | 1.47               |
| Train preparation   | 3.00               | 3.00               | 3.00               | 3.00               | 0.00               | 3.00               | 0.00               | 3.00               |
| Extension time      | 2.18               | 1.93               | 2.18               | 0.00               | 0.00               | 1.93               | 0.00               | 0.00               |
| Buffer time         | 1.95               | 1.92               | 1.95               | 0.00               | 0.00               | 1.92               | 0.00               | 0.00               |
| Total               | 40.95              | 40.42              | 40.95              | 33.57              | 32.48              | 40.42              | 32.48              | 33.57              |
| Scheduled cycle time| 81.37              | 74.52              | 72.90              | 66.05              |

Data in Table 1 represents input data of the analytical formulations described in Section 3, which allows determining of railway service performance. In particular, in the case of Configuration 1 (i.e., both terminuses equipped with single inversion tracks), assuming a service headway of 7.50 min, from Equations (25) and (A13), it may be determined that the service requires at least 11 rail convoys and the related total layover time is 1.13 min. Moreover, by using Equation (24), it may be calculated that with a fleet of 11 trains, the minimum service headway is 7.40 min (i.e., a 1.37% reduction).

In the case of Configuration 2, which consists of adopting the improvements due to a second additional inversion track with a “backward inversion” scheme at the initial terminus of the outward trip (or, equivalently, at the final terminus of the return trip), jointly with the use of a swap technique between consecutive trains, we obtain the new times as shown in Table 1. In particular, times for train preparation, extension time, and buffer times associated with the return trip may be assumed as equal to zero. This implies an 8.42% reduction in scheduled cycle time. Hence, with a service headway of 7.50 min, from Equations (25) and (A13), it may be determined that the service requires at least 10 rail convoys (reduction of 9.09%) and the related total layover time is 0.48 min. Moreover, by adopting a fleet consisting of 10 trains, the minimum service headway calculated by means of (24) is 7.45 min. However, if we adopt the same number of rail convoys present in the unimproved condition (i.e., 11 rail convoys), we may obtain a minimum service headway of 6.77 min, which means a reduction of 9.68%.

In the case of Configuration 3, which consists of adopting the improvements due to a second additional inversion track with an “inversion in the station” scheme at the final terminus of the outward trip (or, equivalently, at the initial station of the return trip), jointly with the use of a swap technique between consecutive trains, we obtain the new times as shown in Table 1. Times for train preparation, extension time, and buffer times associated with the return trip may be assumed as equal to zero. Moreover, dwell times at the improved terminus may be assumed as equal to zero (only in terms of cycle time calculation) since a train departs when the next train arrives. These assumptions imply a 10.41% reduction in scheduled cycle time. Hence, with a service headway of 7.50 min, Equations (25) and (A13) may be used to determine that the service requires at least 10 rail convoys (9.09% reduction) and the related total layover time amounts to 2.10 min. Moreover, by adopting a fleet consisting of 10 trains, the minimum service headway calculated by means of (24) is 7.29. However, if we adopt the same number of rail convoys present in the unimproved condition (i.e., 11 rail convoys), we may obtain a minimum service headway of 6.63 min, which implies a reduction of 11.64%.

Finally, adopting the improvements due to a second additional inversion track at both terminuses (i.e., Configuration 4) and related swap techniques, we obtain the new times as shown in Table 1. In particular, by combining both improvements, we obtain an 18.82% reduction in scheduled cycle time. Hence, with a service headway of 7.50 min, Equations (25) and (A13) allow us to determine that the service requires at least nine rail
convoys (reduction of 18.18%) and the related total layover time amounts to 1.45 min. Moreover, by adopting a fleet consisting of nine trains, the minimum service headway calculated by means of (24) is 7.34. However, if we adopt the same number of rail convoys present in the unimproved condition (i.e., 11 rail convoys), we may obtain a minimum service headway of 6.00 min, which means a reduction of 19.94%.

A comparison among service times, as well as scheduled cycle times, in the case of different terminal layout configurations is shown in Figures 6–8.
5. Conclusions and Research Prospects

In this paper, frequency-based systems were properly modelled by means of an analytical formalisation of the MGR paradigm. Indeed, just as a carousel has the property of showing wooden horses at regular time intervals to outside spectators, a frequency-based rail system has the property of showing trains at regular time intervals to the passengers waiting on the platform. It is worth noting that, to model the MGR effect accurately, it is necessary to take into account the role of the terminal station layout, which greatly affects system performance. This further aspect was thus extensively discussed and the whole framework was implemented in the case of a real-scale metro line.

The main findings concern the number of tracks required for the terminus stations. In order to comply with the MGR paradigm, only one inversion track for each terminus may be necessary. Moreover, service improvements may be achieved by adopting up to two inversion tracks per terminus.

It is worth noting that these results are valid in the case of isolated lines or terminuses devoted to single lines. Indeed, if the terminus station is shared by different lines, a maximum of two tracks per line are necessary for inversion tasks of convoys. Besides the coexistence of different lines, a number of tracks higher than that strictly required for the service may be useful for allowing recovery tasks. In other words, except where there is a depot in the middle of the line, which can feed both travel directions within the same time period, the need could arise for trains to queue on recovery tracks (other than those used for ordinary services) to avoid delays in operations. Indeed, if no recovery tracks are available, in the case of only one depot, a gap equivalent to the cycle time occurs in the service, while in the case of two depots serving the two terminal stations, this gap is equal to the maximum travel time between outward and return trips. Clearly, the greater the number of recovery tracks available, the lower the number of trains to be queued on a single track, thus allowing shorter tracks. Such observations confirm the significance of the proposed framework also in supporting design tasks related to the infrastructural layout.

Instead, in the case of more complex lines (e.g., lines with mixed freight and passenger traffic) or for managing unexpected events (e.g., service delays), the proposed theoretical framework could be embedded in a computer-aided decision support system, thus allowing simulation and forecasting tasks. Therefore, in regards to implications for future research, we propose applying the developed analytical framework in the case of different
network contexts, as well as testing its effectiveness in supporting dispatching and re-scheduling tasks such as implementation of energy-saving measures or the re-planning of rail services to cope with disruption.
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Appendix A

In this appendix, we propose two subsections where there are analysed in detail the stochastic analysis of the cycle time and the rolling stock constraints.

Appendix A.1. Stochastic Analysis of the Cycle Time

With the assumption that terms of Equation (11) have to be considered as the realisation of a random process due to their variability, each term may be expressed as the sum of its mathematical expectation and its random residual. Hence, assuming $X$ is the generic element of Equation (11), the following may be expressed:

$$X = \overline{X} + \varepsilon_x$$  \hspace{1cm} (A1)

with:

$$\overline{X} = E[X]$$ \hspace{1cm} (A2)

$$\varepsilon_x = X - E[X] = \Omega_x(h_x)$$ \hspace{1cm} (A3)

where $\overline{X}$ is the mathematical expectation of $X$; $\varepsilon_x$ is the random residual of $X$; $\Omega_x(\cdot)$ is the statistical distribution of $\varepsilon_x$; $h_x$ is the vector of parameters describing the statistical distribution $\Omega_x(\cdot)$.

With the above assumptions, we may express Equation (11) as follows:

$$CT_{\text{min}}^R = \overline{CT}_{\text{min}}^R + \varepsilon_{CT_{\text{min}}^R}$$ \hspace{1cm} (A4)

with:

$$\overline{CT}_{\text{min}}^R = \sum_{lol} \bar{t}_{lol} + \sum_{lsl} \bar{d}_{slo} + \bar{t}_d + \sum_{srt} \bar{t}_{srt} + \sum_{lsl} \bar{d}_{slo} + \bar{t}_d$$ \hspace{1cm} (A5)

and:

$$\varepsilon_{CT_{\text{min}}^R} = \sum_{lol} \varepsilon_{t_{lol}} + \sum_{slo} \varepsilon_{d_{slo}} + \varepsilon_{t_d} + \sum_{srt} \varepsilon_{t_{srt}} + \sum_{slo} \varepsilon_{d_{slo}} + \varepsilon_{t_d} =$$

$$= \sum_{lol} \Omega_{t_{lol}}(h_{t_{lol}}) + \sum_{slo} \Omega_{d_{slo}}(h_{d_{slo}}) + \Omega_{t_d}(h_{t_d}) +$$
+ \sum_{i} \Omega_{r_{it}} \left( h_{lt_{it}} \right) + \sum_{i} \Omega_{d_{it}} \left( h_{lt_{it}} \right) + \Omega_{d_{it}} \left( h_{lt_{it}} \right) = \\
= \Omega_{C_{T_{rail}}} \left( h_{C_{T_{rail}}} \right) \quad (A6)

Appendix A.2. Rolling Stock Constraints

With the assumption of a fixed sequence of rail convoys (i.e., trains cannot be over-
taken), layover times, as well as buffer times and time extensions, have to satisfy the fol-
lowing constraints:

\[ 0 \leq t_{r_{it}}^{at} + b t_{r_{it}}^{ot} + l_{it} \leq H_{RAIL} \quad (A7) \]

\[ 0 \leq t_{r_{it}}^{at} + b t_{r_{it}}^{ot} + l_{it} \leq H_{RAIL} \quad (A8) \]

By combining Equations (22) and (25), we obtain:

\[ l_{it} + H_{it} = H_{RAIL} \cdot N_{train} - C_{T_{sched}} \quad (A9) \]

Likewise, by combining Equations (A7) and (A8), since the layover times have to be non-negative, we obtain:

\[ 0 \leq l_{it} + H_{it} \leq 2 \cdot H_{RAIL} - \left( (t_{r_{it}}^{at} + b t_{r_{it}}^{ot}) + (t_{r_{it}}^{at} + b t_{r_{it}}^{ot}) \right) \quad (A10) \]

Finally, by substituting Equation (A9) into Equation (A10), we obtain:

\[ \frac{C_{T_{sched}}}{H_{RAIL}} \leq N_{train} \leq 2 + \frac{C_{T_{sched}}}{H_{RAIL}} \cdot \left( (t_{r_{it}}^{at} + b t_{r_{it}}^{ot}) + (t_{r_{it}}^{at} + b t_{r_{it}}^{ot}) \right) \quad (A11) \]

which, by means of (19), may be expressed as follows:

\[ \frac{C_{T_{sched}}}{H_{RAIL}} \leq N_{train} \leq 2 + \frac{C_{T_{min}}}{H_{RAIL}} \quad (A12) \]

Therefore, since \( N_{train} \in Z^+ \), we obtain the following constraints:

\[ N_{MIN_{train}} = \begin{cases} \text{int} \left( \frac{C_{T_{sched}}}{H_{RAIL}} \right) & \text{if } \text{int} \left( \frac{C_{T_{sched}}}{H_{RAIL}} \right) = \left( \frac{C_{T_{sched}}}{H_{RAIL}} \right) \\ \text{int} \left( \frac{C_{T_{sched}}}{H_{RAIL}} \right) + 1 & \text{if } \text{int} \left( \frac{C_{T_{sched}}}{H_{RAIL}} \right) < \left( \frac{C_{T_{sched}}}{H_{RAIL}} \right) \end{cases} \quad (A13) \]

\[ N_{MAX_{train}} = \begin{cases} 2 + \frac{C_{T_{min}}}{H_{RAIL}} \end{cases} \quad (A14) \]

where \( N_{MIN_{train}} \) and \( N_{MAX_{train}} \) represent, respectively, the minimum and maximum number of trains required to perform the service.
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