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Abstract Two different perspectives on argumentation have been pursued in computer science research, namely approaches of argument mining in natural language processing on the one hand, and formal argument evaluation on the other hand. So far these research areas are largely independent and unrelated. This article introduces the agenda of our recently started project “FAME – A framework for argument mining and evaluation”. The main project idea is to link the two perspectives on argumentation and their respective research agendas by employing controlled natural language as a convenient form of intermediate knowledge representation. Our goal is to develop a framework which integrates argument mining and formal argument evaluation to study patterns of empirical argumentation usage. If successful, this combination will allow for new types of queries to be answered by argumentation retrieval systems and large-scale content analysis. Moreover, feeding evaluation results as additional knowledge input to argument mining processes could be utilized to further improve their results.
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1 Two Worlds of Argumentation

The study of argumentation has attracted increasing attention by computer scientists over the past decade. Two major strands can be distinguished. On the one hand, argument mining as a sub-field of natural language processing (NLP) strives to identify, classify and relate argumentative structures in texts. On the other hand, researchers from theoretical computer science investigate how to model argumentation with symbolic knowledge representations that can be logically evaluated with a formalism. While the former profit from the availability of large amounts of empirical data thanks to the digitization of communication in the internet era, they struggle to incorporate more complex, symbolic knowledge into their works. The latter, while having developed expressive models and tools for logical representation and reasoning of formal argumentation, largely lack empirical grounding or application of their works. In this light, a large mutual benefit could be expected from a combination of both research strands. However, until recently the two research communities remained surprisingly disconnected, mutually neglecting their publications and rarely meeting for joint events. With our research project “FAME – A framework for argument mining and evaluation”, we strive to bridge the gap between those two worlds. Employing controlled natural languages (CNLs) as an intermediate representation for argumentation, we will investigate ways to transform the empirical use of arguments into a machine-evaluable form and explore the potentials of automatic logical reasoning for the analysis of argumentation at large scale.

This article introduces to the fundamental ideas, selected technologies and targeted goals of our recently

1 This is also a major hypothesis underlying the Priority Programme “Robust Argumentation Machines” (RATIO, SPP 1999) funded by the German Research Foundation (DFG) since 2017.
started project. For this, the upcoming section reflects on what we consider as an argument against the background of the two research fields involved. The third section introduces to formal argument evaluation. In the fourth section, our approach to using CNL as intermediate representation is described along with illustrative examples. Finally, we explain the planned architecture and give an outlook on the expected outcomes of our project.

2 Argumentation in NLP

For a couple of years now, the study of argumentation in natural language attracts lots of attention from researchers. In a seminal paper by Palau and Moens [15], argument mining is introduced as a number of consecutive NLP tasks for automatic extraction of argument structures from unstructured documents such as newspaper texts, blogs, user comments, etc. The chain of tasks comprises 1) argument unit segmentation of the input text, 2) classification of units into functional types such as premise or claim, and 3) the classification of structures between them, e.g. whether they support or attack each other or are pro/contra regarding a certain topic. Single steps usually rely on supervised machine learning in which a classification model is trained based on a manually annotated corpus. Corpora are annotated with different annotation schemes of varying complexity. Simpler approaches are claim detection [14] or stance classification [1] where pro/con positions towards certain issues are classified. More complex approaches try to adapt theoretically derived annotation schemes such as the Toulmin model [17] or Walton schemes [21]. In these studies, the complexity of annotation schemes usually is reduced by synthesizing subsets of the theoretically defined categories [16].

During the conceptualization of our project, we identified two major gaps in the current research on NLP-based argument mining. First, the field lacks a common definition of its subject and suffers from simplification of its operationalization. Although most works acknowledge a semantic core of an argument, i.e. that a premise is required to underpin the plausibility of a claim [18], supervised learning to detect such functional types of argument units usually boils down to statistical learning of superficial language cues. This is due to the fact that high quality of training data for machine learning requires high inter-annotator agreement for the argument constituents. Usually, this can only be achieved by narrowing down either genre (e.g. student essays), topic (e.g. gay marriage), or argument type (e.g. study evidence) for the manual annotation task. Still, annotation is costly such that typical argument mining corpora comprise only some hundred to a few thousand texts. Any model simply striving for the detection of functional types based on manually labelled resources will eventually overemphasize corpus-specific language patterns such as topic words or discourse markers [9], and neglect semantic features as well as their logical dependencies. Consequently, generalization of trained models to new datasets is poor, as can be tested with tool Targer by Chernodub et al. [7]. Second, since argument mining often boils down to automatic classification of functional argument unit types based on linguistic patterns, it refrains from the incorporation of any semantic knowledge. Unfortunately, this impedes not only the use of structured background knowledge, semantic priors or logical constraints which could provide helpful information to the mining process. It also prevents interesting use cases of automated evaluation of empirical argumentation.

In light of these shortcomings, we argue that a practically useful argument mining system requires a more expressive encoding of arguments based on semantics. This would also allow modeling implicit background assumptions which often cannot be observed from empirical arguments directly, but can be encoded in knowledge bases (KB) curated by domain experts. In our project, we explore ways and opportunities for using such a KB for argument mining and formal evaluation.

3 Formal Argument Evaluation

Computational models of argumentation have become one central topic in leading AI conferences. Moreover, since 2006, there is a biennial conference called Computational Models of Argument. The formal analysis of argumentation studies how to model arguments and their relationships, as well as the necessary conflict resolution in the presence of diverging opinions. One can distinguish two major lines of research in the field: logic-based and abstract approaches. The former takes the logical structure of arguments into account and defines notions like attack, undercut, defensibility etc. in terms of logical properties of the chosen argument structures (cf. [4,5] for excellent overviews). For instance, in case of propositional logic, an argument is a premise/claim pair \( \Lambda = (\Phi, \phi) \) such that \( \Phi \vdash \phi \). The pairs \( \{p, \neg q \rightarrow \neg p, q\} \) and \( \{(s \lor q) \rightarrow t, \neg t\}, \neg s \land \neg q\) are examples of logical arguments. Moreover, we may say
that both arguments attack each other since the union of their claims, namely \{q, \neg s \land \neg q\} is inconsistent.

Abstract approaches, in contrast, abstract away from the internal structure of arguments and consider them as atomic items, focusing entirely on the attack relation among arguments. This means it is assumed that the reason why something is an argument was already identified beforehand. Such a reason can be an explicit construction from a given background KB as sketched above or simply an argument mining process applied to real-world data. This means the abstract approach is not standalone, it rather depends on methods for generating abstract arguments in the first place and a subsequent instantiation process. The main aim of abstract argumentation is to provide possibilities to evaluate conflicting scenarios, i.e. to return reasonable sets of arguments that represent acceptable positions one may take in the light of the available arguments.

**From AFs to ADFs:** At the heart of the abstract approach are currently Dung’s widely used argumentation frameworks (AFs) [8] and their associated semantics. In a nutshell, an AF is a directed graph \( F = (A,R) \) with a set of vertices \( A \) being the abstract arguments and a set of directed edges \( R \subseteq A \times A \) corresponding to attacks between arguments. Consider the AF \( F \) in Fig. 1 consisting of four arguments \( a, b, c, \) and \( d \). Such a conflicting scenario is resolved by so-called semantics. By now a variety of argumentation semantics has been defined, each one encoding different desiderata for acceptable sets of arguments, so-called extensions (cf. [2, Section 3.1.2] for a compact summary). One of the most prominent ones was already defined by Dung in 1995, so-called stable semantics. Informally, a set of arguments is a stable extension if there are no conflicts between them and moreover, all other arguments are attacked by at least one argument of the set. This means, in case of \( F \) we obtain one single stable extension, namely \( E = \{a,c\} \). The position \( E \) does not contain any conflict and furthermore, all remaining arguments (i.e. \( b \) and \( c \)) are refuted. Obviously, such positions are very desirable in a debate or argumentation scenarios in general.

Dung’s argumentation frameworks, as well as most of the available semantics, are very intuitive and easy to understand. However, they suffer from various shortcomings. One main drawback is that they are rather limited in their expressive capabilities implying that they are not necessarily the right target systems for instantiation. More precisely, modeling the relations between arguments is problematic if these relations are more complex than a simple binary attack between two arguments. For this reason, Abstract Dialectical Frameworks (ADFs) were introduced [6]. They are a natural generalization of classical Dung-style AFs. The fundamental idea behind them is to stick to abstract arguments which remain atomic entities and thus are not further analyzed as in AFs, yet to allow for much more flexible relationships among arguments. In particular, arguments can not only attack each other, but they also may provide support for other arguments which is not expressible in classical AFs. This expressive power is achieved by adding acceptance conditions to the arguments which allow for the specification of arbitrary relationships between arguments and their parents in the argument graph. Acceptance conditions are usually expressed in terms of propositional formulas. Consequently, an ADF can be represented as a pair \( D = (S, \Phi) \) where \( S \) is a set of statements and \( \Phi \) a set of acceptance functions. A semantics-preserving translation from AFs to ADFs takes former arguments as statements and formalizes the acceptance function of a certain statement \( a \) as the conjunction of all negated attackers of \( a \). This means a statement \( a \) can be accepted if and only if none of its attackers is accepted. For the introduced AF \( F \) we obtain the ADF \( D_F = (\{a,b,c,d\}, \{\phi_a, \phi_b, \phi_c, \phi_d\}\) where \( \phi_a = \top, \phi_b = \neg a \land \neg d, \phi_c = \neg b \) and \( \phi_d = \neg c \). We mention that the definitions for semantics in case of ADFs are more involved than in case of AFs since they rely on different (pre-)fixpoints of associated consequence operators (cf. [20] for more information).

We already mentioned that ADFs may express more than single attacks as in case of AFs. For instance, the acceptance function \( \phi_a = c \) encodes single support, i.e. statement \( a \) should be accepted, if statement \( c \) is. In other words, the acceptance of \( c \) leads to the acceptance of \( a \). Another form of support is collective support. The acceptance functions \( \phi_a = b \land c \) is such an example. It encodes that \( a \) should be accepted if both \( b \) and \( c \) are accepted. This means the acceptance of only one of them is not sufficient for supporting \( a \).

**Temporal aspects of argumentation:** The classical definition of ADFs does not provide one with temporal notions. However, in daily life we are often faced with statements/laws which are valid for a certain time only or depend on the past development, e.g. “You can continue working in the company as long as the Brexit is not delivered”, “From the beginning of next year it will..."
be not allowed to build a nightclub near a residential area” or “I will spend my holidays in France given that I get a salary increase this year.” In order to encode such expressions, we need to be able to distinguish between different time states related via a certain ordering. We, therefore, introduce so-called timed Abstract Dialectical Frameworks (tADFs) [3] which are powerful enough to model many frequently occurring temporal restrictions. More precisely, a timed Abstract Dialectical Framework (tADF) will be a classical ADF equipped with a countable set $T$ of time states. Moreover, we assume that this set is totally ordered, i.e. there is a binary relation $\leq$ over $T$ which is antisymmetric, transitive and connex. For simplicity, we may assume that $T$ is a subset of the first natural numbers with the inherited standard ordering. Now, a certain time state $n$ might stand for an hour, a day, a month or whatever granularity is needed. In doing so we are able to speak about the same statement $s$ at different time points $t$ in the future, denoted as $s_t$. Accordingly, we will have timed acceptance conditions $\phi_s$ for any statement $s$ at any time point $t$. For instance, the condition $\phi_s = a_1 \lor a_2 \lor a_3 \lor a_4$ encodes a support of $s$ at time point 5 via the statement $a$ for any time point between 1 and 4. If the numbers are interpreted as the first months of the year and if $s$ and $a$ are standing for “I am on vacation in France” or “I have a salary increase”, respectively, then $\phi_s$ expresses the statement “I will be vacationing in France in May if I get a salary increase between January and April.”

4 Controlled Natural Languages

As we have seen, computational models of argumentation provide us with a set of tools for logical reasoning about abstract arguments. However, for any useful empirical application, we need instantiations of abstract arguments with real-world arguments as commonly expressed and understood in human communication. Unfortunately, natural language argumentation comprises a large variety to express semantically equivalent statements in heterogeneous ways, and cannot be parsed unambiguously by machines. To facilitate the necessary linking between abstract and real-world arguments, we suggest employing a controlled natural language. In general, a CNL can be seen as a small subset of a natural language [13]. This shrinking can happen in order to increase comprehension or formal precision.

For our project, we rely on Attempto Controlled English (ACE), which is one of the most mature CNLs [12]. ACE sentences are notated in a simplified English, which allows a intuitive understanding by human readers. At the same time, each sentence has exactly one logical representation, which prevents ambiguity. For more details see e.g. [12].

For reasoning with ACE two steps are performed. First, a parser translates the ACE-sentences into a logical representation. Then, a reasoner is applied to the preprocessed data in order to get the actual logical inferences. For the first step, the Attempto Parsing Engine (APE) is used, which processes the input into a discourse representation structure (DRS) [11]. The DRS representation can then be further translated, e.g. into a first-order representation, or into semantic web languages like OWL or SWRL, which enables the use of several reasoners [10]. As Reasoner we use for the following examples the web interface of RACE (see Fig. 2). This sophisticated reasoner allows us to check consistency, logical entailment and can be used for query answering. RACE works on the level of logical formulas and does not include the abstract argumentation approach, which we want to use for FAME. The idea of the following examples is to illustrate, how an ACE representation of natural language can be used for logical reasoning and query answering. In addition, possible ideas on how the examples could be modeled with the means of abstract-argumentation are provided. In a mid-term perspective, it is planned that the abstract argumentation representation is directly processed by its own customized reasoner framework.

An illustrative example: Let us illustrate the application of our approach on some simplified examples about the introduction of a minimum wage. An argument $a_1$ that favors the introduction of a minimum wage might sound like the following: “Minimum wage is
a baseline for salaries. Therefore, it defines a living standard and guarantees social security.' Translated into the ACE language this argument might sound like the following: ‘The minimum-wage is a baseline for all salaries. A baseline for all salaries enables a living-standard and guarantees some social-security.’ However, this ACE sentence still generates an error during parsing because it uses words unknown to APE. In general, there is the possibility to specify a dictionary for APE, or, alternatively, one can specify unknown words with prefixes in RACE directly. For example ‘v:’ is used to denote verbs, and ‘n:’ is used to denote nouns, yielding this modification: ‘The n:min-wage is a n:baseline for all n:salaries. A n:baseline for all n:salaries v:enables a n:living-standard and v:guarantees some n:social-security.’ Such an argument might be confronted with an argument a2 expressing ‘Minimum wage is so low, that it will not change anything.’ This can be translated into proper ACE as: ‘The n:min-wage is not a n:baseline for all n:salaries.’

To analyze the given arguments as well as to obtain an abstract argument representation RACE offers several possibilities. First, we may check consistency. If the previous ACE statements are input to RACE, one gets notified that the sentences are inconsistent (see Fig. 2). This can be interpreted as the arguments a1 and a2 attacking each other. Moreover, RACE shows a minimal subset causing the inconsistency. This means, that already a proper part of a1, namely ‘Minimum wage is a baseline for salaries’ (so to speak a subargument of a1) is in conflict with a2. Moreover, it can be checked that the sentence ‘A baseline for all salaries enables a living-standard and guarantees some social-security.’ is consistent with a2. Such information can be used for a more fine-grained perspective on arguments. More precisely, the argument a1 might be splitted into two subarguments a1 1 and a1 2 and only the latter conflicts with a2.

Let us consider another example where somebody states the argument: ‘A minimum wage and therefore higher salaries will only increase automatization or will cost some jobs.’ The intention here is that the or in the argument expresses that the person, who uses this argument is a bit unsure about the possible consequences of a minimum wage. Therefore two possibilities are listed which do not have to be true at the same time. Translated to ACE this argument might be represented as: ‘If there is a n:min-wage then there are some n:higher-salaries. Every n:higher-salaries v:lead to some n:automatization or v:cost some jobs. There is a n:min-wage.’ Note that here an extra sentence is added which states the existence of a minimum wage in order to initiate the logical reasoning with the ‘if-then’ part of the first sentence. From an abstract point of view this statement can be modeled as an argument a3 resembling a minimum-wage, and the arguments a4 and a5 representing the arising of automatization or the loss of jobs, respectively. One suitable way to derive a support relations between arguments is simply logical consequence, i.e. n1 supports n2, if the latter is a consequence of the former. Thus, we may state that a3 supports a4 and a5 given that we include some background knowledge like the general trend of technification in economy, which reduces the need for manual labour.

RACE also offers the function query answering. Regarding our example we may ask ‘Are there some jobs?’. RACE states that this question cannot be answered. The reason for this is that it is not known whether the first or the second disjunct are true. Let us assume that a new argument arises saying that there is no automation due to a high machine tax. This means, we add the sentence ‘There is no n:automatization.’ Now, RACE states that the initial question can be answered and lists the minimal subset necessary for this. Consequently, with the help of query answering we may complete our KB and derive further support relations on the abstract level. Moreover, we may detect missing (implicit) background assumptions in order to answer a question and provide this information to the user.

5 The Road Map to FAME

A central goal of the FAME project is to convert argumentation from empirical texts into a formal representation. However, translating arguments from natural language directly to ACE is an AI-complete problem out of the scope of our project. Instead, we will simplify this to a mapping-problem which can be solved
in a supervised learning paradigm. On this basis, we strive to answer two research questions in the course of the project: (1) how can we effectively map arguments in empirical text to known ACE statements in a knowledge base, and (2) how can we derive an abstract framework (e.g. AF, ADF or tADF) from subsets of this knowledge base for automatic evaluation? Fig. 3 presents an overview of the major steps of the project architecture. From the NLP perspective, we start with collecting and extracting issue-specific samples of real-world argumentation from existing resources such as the UKP SAM corpus [19]. Semantically equivalent sets of arguments are grouped together in a computer-aided manner. For this, we employ semantic similarity search technologies based on contextualized word embeddings [22]. Table 1 shows an example of equivalent argument sentences retrieved from the UKP SAM corpus and in line with our previous minimum-wage example. Accordingly, in step 3 corresponding ACE statements to the retrieved arguments from step 1 are formulated. The resulting KB then needs to be translated into a suitable abstract representation including attack and/or support relations as well as timed arguments if necessary (step 4). In Section 4, we sketched how such relation (with the help of RACE) can be found. Moreover, in Section 3 we presented suitable formalisms for this endeavour. Step 5 is enganged with determining acceptable positions, i.e. acceptable subsets of arguments for a given scenario w.r.t. an argumentation semantics. The main aim of the verbalization step 6 is the retranslation in CNL of the evaluation outcome extending the KB with exactly this information. What do we gain from this? A major goal from the NLP perspective is to develop a precise enough mapping from arguments in empirical text collections such as newspaper articles to arguments in our KB such that we can support various argument analysis and retrieval tasks (7). Potential queries could be ‘Is the argumentation in a given document consistent?’, or ‘What implicit background assumptions does the author assume given the presented arguments in his/her document?’? We believe such a system will allow for many exciting possibilities for domain experts to analyze not only single documents but also argumentation patterns in large document collections. We look forward to sharing our insights, technologies resources and with the two argument communities and bringing them more closely together in the near future.
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