Abstract

We define a graph process $G(p, q)$ based on a discrete branching process with deletions and mergers, which is inspired by the 4-cycle structure of both the hypercube $Q_d$ and the lattice $Z^d$ for large $d$. Individuals have Poisson offspring distribution with mean $1 + p$ and certain deletions and mergers occur with probability $q$; these parameters correspond to the mean number of edges discovered from a given vertex in an exploration of a percolation cluster and to the probability that a non-backtracking path of length four closes a cycle, respectively.

We prove survival and extinction under certain conditions on $p$ and $q$ that heuristically match the known expansions of the critical probabilities for bond percolation on the lattice $Z^d$ and the hypercube $Q_d$. These expansions have been rigorously established by Hara and Slade in 1995, and van der Hofstad and Slade in 2006, respectively. We stress that our method does not constitute a branching process proof for the percolation threshold.

The analysis of the graph process survival is considerably more challenging than for branching processes in discrete time, due to the interdependence between the descendants of different individuals in the same generation. In fact, it is left open whether the survival probability of $G(p, q)$ is monotone in $p$ or $q$; we discuss this and some other open problems regarding the new graph process.

1 Introduction

We propose an extension to inhomogeneous branching processes in discrete generations by defining a process $G(p, q)$ in which individuals may have more than one parent and the offspring distribution of each vertex depends on its genealogy which, in turn, is no longer represented by a tree but by a graph. Our main theorem gives sufficient conditions for extinction and survival of this graph process.

The motivation for the construction of $G(p, q)$ lies in the local, structural properties of percolation clusters on the hypercube $Q_d$ and the lattice $Z^d$. Briefly explained, under suitable choices of $p$ and $q$, the graph process we propose approximates the exploration of a cluster
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in bond percolation, by taking into account only 4-cycles. The survival and extinction conditions we obtain shed some light on the influence the local structure of these graphs has on the coefficients in the asymptotic expansion of the critical probability for percolation. We postpone the discussion of the heuristic interpretation of our model to Section 2.

1.1 Definition of the graph process \( G(p, q) \)

For \( p > -1 \) and \( q \in [0, 1] \), we define a graph process consisting of a branching process in discrete generations with deletions and mergers, and denoted by \( G(p, q) := (G_n)_{n \geq 0} \). Each graph \( G_n \) represents the first \( n \) generations of the process, and each vertex corresponds to an individual.

The construction is as follows. For each \( k \in \mathbb{N}_0 \), let \( m_k := (1 + p)(1 - q)^k \). The process \( G(p, q) = (G_n)_{n \geq 0} \) is defined recursively, with \( G_n := (V_n, E_n) \) for each \( n \). We let \( I_0 := V_0 \) and for each \( n \geq 1 \), we write \( I_n := V_n \setminus V_{n-1} \), so that for each \( n \), \( I_n \) is the set of vertices corresponding to individuals in the \( n \)th generation.

The process starts with \( G_0 \) consisting of a single vertex with no edges. For \( n \in \mathbb{N} \), once the graph \( G_{n-1} \) has been constructed, we construct the \( n \)th generation, \( I_n \), and the graph \( G_n \) as follows:

1. For each individual \( u \in I_{n-1} \), let \( k_u \) be the number of vertices in \( G_{n-1} \) at graph distance exactly 3 from \( u \). Each \( u \in I_{n-1} \) has an independent number of ‘potential’ offspring with Poisson distribution and with mean \( 1 + p \); then, for each of these offspring independently, the offspring is deleted with probability \( 1 - (1 - q)^{k_u} \).

Form a new graph \( \tilde{G}_n \) by adding new vertices to \( G_{n-1} \) for each of the offspring that survived the deletion, with edges joining them to their parents. Note that, in \( \tilde{G}_n \), each vertex \( u \in I_{n-1} \) has an independent number of offspring with Poisson distribution and with mean \( m_{k_u} \).

2. Now, suppose there are \( Y_n \) new vertices: call these vertices \( \tilde{I}_n \), and give them an arbitrary ordering. We define equivalence classes of vertices in \( \tilde{I}_n \) as follows. Let \( (B_{i,j})_{1 \leq i < j \leq Y_n} \) be i.i.d. Bernoulli random variables with mean \( q \). For each \( 1 \leq i < j \leq Y_n \), if the graph distance (in \( \tilde{G}_n \)) between the \( i \)th and \( j \)th individuals in \( \tilde{I}_n \) is exactly 4, and if \( B_{i,j} = 1 \), then identify the two individuals.

Form the graph \( G_n \) and the set of vertices \( I_n \) from \( \tilde{G}_n \) and \( \tilde{I}_n \) by merging each class of identified vertices into a single vertex, with an edge set given by the union of their edge sets, replacing multi-edges with single edges; see Figure 1.1 for an example of a merging event.

Note that if two individuals \( u \) and \( v \) in \( \tilde{I}_n \) for some \( n \) are graph distance 4 apart in \( \tilde{G}_n \), then their parents in \( I_{n-1} \) must have a common parent; we say that \( u \) and \( v \) are ‘cousins’. For \( n \geq 0 \), let \( Z_n := |I_n| \) be the number of vertices corresponding to individuals in the \( n \)th generation of \( G(p, q) \).

1.2 Main result

Recall that branching processes in discrete generations (Galton-Watson processes) have the following survival threshold: the process survives with positive probability (resp. dies out
almost surely) if the mean number of offspring is greater than (resp. less than or equal to) one (except for the special case in which each individual has exactly one offspring); see for example [2].

In the case of the graph process $\mathcal{G}(p, q)$, we can define a notion of survival by saying that $\mathcal{G}(p, q)$ dies out if there exists $n \geq 1$ for which $Z_n = 0$; otherwise we say that the process survives. It is easy to show that the generation sizes $Z_n$ are stochastically dominated by the generation sizes of a Galton-Watson process with Poisson offspring distribution with mean $1 + p$, and so if $p \leq 0$ then $\mathcal{G}(p, q)$ trivially dies out almost surely. Our main theorem concerns the survival threshold of $\mathcal{G}(p, q)$.

**Theorem 1.1.** There exist $C > 0$ and $p_0 \in (0, 1)$ with $Cp_0 < 1$ such that the graph process $\mathcal{G}(p, q)$ with $0 < p \leq p_0$ exhibits (at least) two phases:

- If $q < \frac{2}{3}p(1 - Cp)$, then the process survives with positive probability:

  $$\mathbf{P}(Z_n > 0 \text{ for all } n \geq 1) > 0.$$  

- If $q > \frac{2}{3}p(1 + Cp)$, then the process dies out almost surely:

  $$\mathbf{P}(Z_n > 0 \text{ for all } n \geq 1) = 0.$$  

We do not attempt to obtain an optimal value for $C$, but we conjecture that in fact there is a critical value $q_c = q_c(p)$ such that the process $\mathcal{G}(p, q)$ survives with positive probability for $q < q_c$ and dies out for $q > q_c$. We also leave open the question of monotonicity of the survival probability in $p$ and $q$ (this monotonicity would imply the existence of such a critical $q_c$). It seems reasonable to expect that the survival probability increases with $p$ (since larger values of $p$ correspond to larger numbers of offspring) and decreases with $q$ (since a larger value of $q$ corresponds to more deletions and mergers). However, under the most natural coupling of the processes $\mathcal{G}(p, q)$ and $\mathcal{G}(p', q)$ with $p > p'$, survival of $\mathcal{G}(p', q)$ does not imply survival of $\mathcal{G}(p, q)$, and similarly, under the most natural coupling of the processes $\mathcal{G}(p, q)$ and $\mathcal{G}(p, q')$ with $q' > q$, survival of $\mathcal{G}(p, q')$ does not imply survival of $\mathcal{G}(p, q)$ (see Figures A.1 and A.2 and the discussion in the Appendix).

Take $\Omega$ a large positive integer and $\rho \in (0, 1)$, and let $p(\rho) := (\Omega - 1)\rho - 1$ and $q_b := (\Omega - 1)^{-2}$. In Section 2.2 below, we will show heuristically that the process $\mathcal{G}(p(\rho), q_b)$ can be seen as a toy model of an exploration of a bond percolation cluster with edge probability

![Figure 1.1: Merging of cousins. On the left, $\tilde{G}_2$ contains a pair of cousins that will merge. On the right, the pair of cousins form a vertex with two parents in $G_2$.](image)
\( \rho \) in the hypercube \( Q_\Omega \) (and the lattice \( \mathbb{Z}^\Omega/2 \), if \( \Omega \) is even). The following corollary, which is a direct consequence of Theorem 1.1, shows that the survival and extinction phases of \( \mathcal{G}(p(\rho), q_b) \) match the expansion in \( (\Omega - 1)^{-1} \) of the critical probability for percolation up to the first three coefficients (see (1) in Section 2 below). We note in passing that it will become clear from the proof of Theorem 1.1 that the \( 5/2 \) coefficient in the definition of \( \hat{\rho}_c \) below has a combinatorial reasoning; namely, a \( 1/2 \) comes from cousin mergers, while the remaining \( 4/2 \) comes from the deletion of edges (see the brief discussion after Proposition 3.2 below).

Corollary 1.2. Take \( p_0, C > 0 \) as in Theorem 1.1. There exists \( C' > 0 \) such that the following holds for \( \Omega \in \mathbb{N} \) sufficiently large. For any \( \rho \in (0, (1 + p_0 \wedge (2C)^{-1})(\Omega - 1)^{-1}] \), let

\[
p(\rho) := (\Omega - 1)\rho - 1 \quad \text{and let} \quad \hat{\rho}_c := (\Omega - 1)^{-1} + \frac{5}{2}(\Omega - 1)^{-3}.
\]

Letting \( q_b := (\Omega - 1)^{-2} \),

- If \( \rho > \hat{\rho}_c + C'\Omega^{-5} \), then \( \mathcal{G}(p(\rho), q_b) \) survives with positive probability.
- If \( \rho < \hat{\rho}_c - C'\Omega^{-5} \), then \( \mathcal{G}(p(\rho), q_b) \) dies out almost surely.

A similar heuristic explanation for a threshold appeared in the case of the \( k \)-core in Erdős-Rényi random graphs; that is, the unique maximal subgraph with minimum degree \( k \) [4]. The threshold for the appearance of the giant \( k \)-core was first proven by Pittel, Spencer and Wormald in 1996 [23]; they observed - “some serious gaps and leaps of faith notwithstanding” - that the proportion of vertices that are in the \( k \)-core should coincide with the probability that a Poisson branching process that mimics the exploration of the connected component of an arbitrary vertex has a \( k \)-regular tree as a subgraph. However, their proofs did not use any couplings between branching processes and the exploration of the random graph. Later, Riordan in 2008 [24] provided a proof using a local coupling of the random graph with a suitable Poisson branching process.

1.3 Outline

In the next section we provide the necessary background on bond percolation, and explain the heuristic link between cluster exploration and the graph process \( \mathcal{G}(p(\rho), q_b) \), for \( p(\rho) \) and \( q_b \) as defined in Corollary 1.2. In Section 3 we lay out the main intermediate results (Propositions 3.1–3.4) of the paper and, assuming those, we prove Theorem 1.1. Sections 4–8 are then concerned with proving these propositions (see Section 3.1 for an overview of these sections).

2 Heuristic link to percolation in \( Q_d \) and \( \mathbb{Z}^d \)

For \( d \in \mathbb{N} \), the hypercube \( Q_d \) and the lattice \( \mathbb{Z}^d \) are graphs with vertex sets \( \{0, 1\}^d \) and \( \mathbb{Z}^d \), respectively. Their edge sets are given by nearest neighbours; that is, \( \{u, v\} \) is an edge if and only if \( |u - v| = 1 \), where \( |w| := \sum_{i=1}^{d} |w_i| \). In what follows we write \( G \) to refer to either \( Q_d \) or \( \mathbb{Z}^d \) (for large values of \( d \)) and write \( \Omega \) for the number of neighbours per vertex; that is, \( \Omega = d \) if \( G = Q_d \) and \( \Omega = 2d \) if \( G = \mathbb{Z}^d \). Results and heuristics are then given in terms of \( \Omega \).
For a graph $G := (V_G, E_G)$ and $\rho \in [0, 1]$, we define the bond percolation graph $G_\rho$ as the subgraph of $G$ in which each edge is present with probability $\rho$, independently from all the other edges. One of the central objects of study in percolation theory is the critical probability $p_c(G)$, which is rigorously defined for bond percolation on infinite graphs [14], and on (classes of) finite graphs; see e.g. [7, 8, 22, 21]. For an infinite graph $G$,

$$p_c(G) := \inf\{\rho \in [0, 1] : \exists \text{ an infinite connected component in } G_\rho \text{ a.s.}\}.$$ 

For finite graphs, we follow the definition in [8] and assume that $G$ is connected and transitive. In this case, the critical probability consists of a critical window rather than a precise point. For $\lambda > 0$ let

$$p_c(G) = p_c(G, \lambda) := \inf\{\rho \in [0, 1] : \mathbb{E}_\rho[|C|] \geq \lambda |V^G|^{1/3}\},$$

where $|C|$ is the size of the connected component containing a fixed root vertex and $\mathbb{E}_\rho$ denotes expectation with respect to $G_\rho$. The choice of (small) $\lambda$ is rather flexible in the case $G = Q_d$ for large $d$ [19].

The first three terms in the asymptotic expansion of $p_c(G)$ in terms of $\Omega^{-1}$ are known, and rigorous bounds on the error terms have been proved. The critical probability is given by

$$p_c(G) = \Omega^{-1} + \Omega^{-2} + \frac{7}{2} \Omega^{-3} + O(\Omega^{-4}) = (\Omega - 1)^{-1} + \frac{5}{2} (\Omega - 1)^{-3} + O(\Omega^{-4}); \quad (1)$$

these expansions were first obtained by Hara and Slade for $\mathbb{Z}^d$ [13], using a delicate application of the lace expansion. Later, van der Hofstad and Slade provided a unified proof for both $Q_d$ and $\mathbb{Z}^d$ [20], again using the lace expansion. In addition, the same authors [19] proved the existence of asymptotic expansions to all orders in $\Omega^{-1}$ (for $Q_d$, these are independent of the choice of $\lambda$), without computing the numerical values of these coefficients. They conjectured that the coefficient of $\Omega^{-4}$ will differ for $Q_d$ and $\mathbb{Z}^d$ [20].

The study of the percolation threshold for $\mathbb{Z}^d$, and other infinite lattices, has a long history in both the mathematics and the physics literature, see e.g. [13, 16] and the references therein. The study of percolation in the hypercube started with the analysis of the connectivity probability [11, 3] and bounds on the threshold for the emergence of a linear-sized component [1, 6]. A formal definition of $p_c$ for general graph classes was first given in work by Borgs et al. [8, 9, 10]. For a thorough survey of hypercube percolation see [17], where van der Hofstad and Nachmias also prove an upper bound on $p_c(G)$ corresponding to the first three terms in (1) without using the lace expansion.

In the remainder of this section, we demonstrate the heuristic connection between our graph process $G(p, q)$ and an exploration process of a percolation cluster in the hypercube $Q_d$ and the lattice $\mathbb{Z}^d$. We will observe that the only properties of the underlying graph that we model are the transitivity of the vertices, the 4-cycle structure, and the absence of odd cycles.

### 2.1 Exploration of a percolation cluster

We first define an exploration algorithm that constructs a percolation cluster in a graph $G$, i.e. the connected component of $G_\rho$ containing some root vertex. Each time an edge is explored by the algorithm, the edge will be added to the percolation cluster with probability
\( \rho \in [0, 1] \). Unlike in the usual exploration algorithms such as Breadth-first search and Depth-first search, where the exploration is performed by sequentially selecting a vertex from a given set and exploring its incident edges, instead we will explore all neighbouring unexplored edges at once, mimicking the generations of offspring in a branching process in discrete time.

Let \( G := (V^G, E^G) \) be a graph with no cycles of odd length, and take a root vertex \( v_0 \in V^G \). The exploration process is a graph process \( (H_n)_{n \geq 0} := (V_n, E_n)_{n \geq 0} \) defined recursively (with \( V_{n-1} \subseteq V_n \) and \( E_{n-1} \subseteq E_n \) for each \( n \)). Let \( S_0 := \{v_0\} \) and for each \( n \geq 1 \), we let \( S_n := V_n \setminus V_{n-1} \) denote the set of vertices in the ‘\( n \)th generation’ of the exploration process. Initially, we set \( H_0 := (\{v_0\}, \emptyset) \) and we say that all edges in \( G \) are ‘unexplored edges’. For \( n \geq 1 \), after constructing \( H_{n-1} \), we construct \( H_n \) as follows:

1. We construct \( E_n \setminus E_{n-1} \) by first constructing a set of edges \( F_n \subseteq E^G \). For each vertex \( u \in S_{n-1} \), for each edge \( e = \{u, v\} \in E^G \setminus E_{n-1} \), we add the edge \( e \) to \( F_n \) independently with probability \( \rho \). Then we let \( E_n \setminus E_{n-1} \) be the set of edges in \( F_n \) that are unexplored edges. (We say that edges in \( F_n \) that are explored edges are ‘deleted’ at this stage.) From now on, the edges in \( E^G \) from each vertex in \( S_{n-1} \) are ‘explored edges’.

2. Let \( V_n := \{v \in V^G : \exists \{u, v\} \in E_n \} \cup \{v_0\} \), the set of vertices reached by edges in \( E_n \).

Note that \( V_n = V_n \setminus V_{n-1} \) is the set of vertices reached by newly explored edges (edges in \( E_n \setminus E_{n-1} \)).

See Figure 2.1 for an illustration of this graph process with \( G = Q_4 \). Observe that since edges are only added to the graph process if they were not previously explored, in which case they are added with probability \( \rho \), the graph \( H = \bigcup_{n \geq 0} H_n \) is a bond percolation cluster with edge probability \( \rho \). We claim that the structure of the process \( (H_n)_{n \geq 0} \) is analogous to that of \( G(p, q) \) in the sense that i) edges only connect vertices in consecutive generations and ii) in a given generation \( n \geq 2 \), multiple new edges in \( E_n \setminus E_{n-1} \) may ‘merge’ (lead to the same new vertex in \( S_n \)).

Indeed, note that each edge in \( E_n \setminus E_{n-1} \) was not previously explored, and so cannot have an end-vertex in \( V_{n-2} \). Moreover, since the graph \( G \) has no odd cycles, and since for each \( u \in S_{n-1} \) there is a path in \( H_{n-1} \) from \( u \) to \( v_0 \) of length \( n - 1 \), an edge in \( F_n \) cannot have both end-vertices in \( S_{n-1} \). Hence each edge in \( E_n \setminus E_{n-1} \) has one end-vertex in \( S_{n-1} \) and one in \( S_n \), which verifies property i) above.

For \( n \geq 2 \), in step 2 above it may be the case that two (or more) edges \( e_1, e_2, \ldots, e_k \in E_n \setminus E_{n-1} \) have the same end-vertex \( v \in S_n \) (see Figure 2.1 for examples of this). In this case, we say that edges \( e_1, \ldots, e_k \) ‘merge’.

### 2.2 Heuristic link between exploration process and \( G(p, q) \)

In this section, we will show heuristically that for suitable choices of \( p \) and \( q \), \( G(p, q) \) is a toy model for the exploration process of a bond percolation cluster defined in Section 2.1 with \( G = Q_d \) or \( G = \mathbb{Z}^d \).

Recall from the start of Section 2 that we let \( G = Q_d \) (in which case \( \Omega = d \)) or \( G = \mathbb{Z}^d \) (in which case \( \Omega = 2d \)) for some large \( d \in \mathbb{N} \). Let us first consider \( u_1, \ldots, u_5 \) a non-backtracking random walk on \( G \). A key parameter is the probability that vertices \( u_1, \ldots, u_5 \) form a 4-cycle; let

\[
c_\rho := P(u_1 = u_5) = (\Omega - 1)^{-2} + \varepsilon_G = (\Omega - 1)^{-2}(1 + O(\Omega^{-1})),
\]
Figure 2.1: Percolating on the set of all non-backtracking edges instead of unexplored edges can lead to the situation above occurring: while percolating edges from $u$ (♦), the edges to the vertices $w$ (■) and the root (●) may be added even though they have been excluded from the percolation cluster earlier in the exploration process. For this reason, some edges in $F_n$ may be ‘deleted’ (are not added to $E_n \setminus E_{n-1}$).

where in particular $\varepsilon_{Q_d} = 0$ and $\varepsilon_{\mathbb{Z}^d} = -(\Omega - 1)^{-3}$. Note that in a non-backtracking random walk $u_1, \ldots, u_{2\ell+1}$, the probability that $u_{2\ell+1} = u_1$ is $O(\Omega^{-\ell})$ for $\ell \geq 3$.

Take $\rho \in (0, 1)$; as in Corollary 1.2 let

$$p(\rho) := (\Omega - 1)\rho - 1 \quad \text{and} \quad q_b := (\Omega - 1)^{-2}.$$ 

Let $(H_n)_{n \geq 0}$ denote the graph process defined in Section 2.1 with $G = \mathbb{G}$ and root vertex $v_0 = 0$. We claim that the graph process $G(p(\rho), q_b)$ is a toy model of the exploration process $(H_n)_{n \geq 0} = (V_n, E_n)_{n \geq 0}$ (ignoring the labels in $\{0, 1\}^d$ or $\mathbb{Z}^d$ of vertices).

Indeed, for $n \geq 1$ and a vertex $u \in S_{n-1}$, conditional on $(H_m)_{m \leq n-1}$, the number of edges from $u$ that are added to $F_n$ has distribution

$$\text{Bin}(\Omega - \deg_{n-1}(u), \rho) \approx \text{Poisson}((\Omega - \deg_{n-1}(u))\rho),$$

where $\deg_{n-1}(u)$ is the degree of $u$ in the graph $H_{n-1}$. For $n \geq 2$ and $u \in S_{n-1}$, we have $\deg_{n-1}(u) \geq 1$. We will see below that mergers happen with small probability, and so with high probability we have $\deg_{n-1}(u) = 1$ and $(\Omega - \deg_{n-1}(u))\rho = 1 + p(\rho)$.

For each edge $e = \{u, v\} \in F_n$, the edge $e$ is ‘deleted’ if and only if $v \in V_{n-2}$, i.e. if and only if there exist $\ell \geq 2$ and a non-backtracking cycle $v = v_1, \ldots, v_{2\ell} = u$, $v$ in $\mathbb{G}$ such that $\{v_i, v_{i+1}\} \in E_{n-1}$ for each $1 \leq i \leq 2\ell - 1$ (since the edge $\{u, v\}$ cannot have both end-vertices in $S_{n-1}$, as observed in Section 2.1). For our toy model, we ignore the effect of cycles of length greater than four, and use (2) to approximate the probability (conditional on the graphs $(H_m)_{m \leq n-1}$ without vertex labels) that the edge from $u$ is deleted by

$$1 - (1 - c_b)^{k_u} \approx 1 - (1 - q_b)^{k_u},$$
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where $k_u$ is the number of vertices at graph distance exactly three from $u$ in $H_{n-1}$.

In step 2 of the construction of $H_n$, note that a pair of edges $e_1, e_2 \in E_n \setminus E_{n-1}$ ‘merge’ (have a common end-vertex in $S_n$) if and only if there exist $\ell \geq 2$ and a cycle $e_1, e_2, \ldots, e_{2\ell}, e_{2\ell+1} = e_1$ of edges with $e_3, \ldots, e_{2\ell} \in E_{n-1}$. As above, we ignore the ‘lower order’ effect of cycles of length greater than four, and use the fact that a non-backtracking random walk of length four on $G$ forms a cycle with probability $c_2$, to give us the heuristic that a pair of edges $e_1, e_2 \in E_n \setminus E_{n-1}$ from $u_1, u_2 \in S_{n-1}$ merges only if the graph distance from $u_1$ to $u_2$ in $H_{n-1}$ is two, in which case the edges merge with probability $q_b$. (We assume for our toy model that each pair of edges merges independently from other pairs, neglecting the effect of correlations.)

By comparing with the definition in Section 1.1, this means that $\mathcal{G}(p(\rho), q_b)$ mimics the exploration process of a percolation cluster on $G_p$ by incorporating the effect of the local 4-cycle structure of $G$.

2.3 Open questions

The process $\mathcal{G}(p, q)$ is a generalisation of branching processes in which mergers may occur; the corresponding loss of the tree structure substantially increases the challenges in the analysis of the survival probability. In particular, establishing the monotonicity of the survival probability in $p$ and $q$ is left open (see the discussion after Theorem 1.1).

As we saw in Section 2.2, the particular forms of the (inhomogeneous) offspring distribution and merger probabilities are tuned so that for suitable $p$ and $q$, the process $\mathcal{G}(p, q)$ is a toy model for the exploration of bond percolation clusters on both $Q_d$ and $\mathbb{Z}^d$ for large $d$. We expect that if the model was modified to take into account the effect of the cycle structure of $Q_d$ or $\mathbb{Z}^d$ up to cycles of length $2k$, for some $k \geq 3$, then Corollary 1.2 would still hold for such a model.

For integers $d, n \geq 1$, the Hamming graph $H(d, n)$ has vertex set $\{0, 1, \ldots, n-1\}^d$ and two vertices $u$ and $v$ are adjacent if they differ in exactly one coordinate. In other words, $H(d, n)$ is the Cartesian product of $d$ complete graphs on $n$ vertices; in particular $H(d, 2) = Q_d$. The first three terms in the expansion of the critical percolation probability for Hamming graphs, as $n \to \infty$, are obtained in [12]; the first two terms were established in [9]. Similarly, the first three terms in the expansion of the critical probability for site percolation on $\mathbb{Z}^d$ as $d \to \infty$ have been rigorously established in [15].

It would be interesting to define a branching process with deletions and mergers (with adjusted offspring distribution and merge probabilities) that $i)$ serves as a toy model of cluster exploration for Hamming graphs $H(d, n)$ for large $n$ (respectively, site percolation of $\mathbb{Z}^d$ for large $d$) and $ii)$ has a survival threshold that matches the known expansion of the critical probability.

3 Outline of the proof of Theorem 1.1

We shall use an auxiliary graph process $\mathcal{G}'(p, q) := (G'_n)_{n \geq 0}$ in the proof of Theorem 1.1. The process $\mathcal{G}'(p, q)$ is defined in exactly the same way as the definition of the process $\mathcal{G}(p, q)$ in Section 1.1, except that the mean offspring number for individuals in generations 0, 1 and 2 is given by $m_{k_u+1}$ (instead of $m_{k_u}$). See Section 4 below for a detailed construction (of
\( \mathcal{G}(p, q) \) and \( \mathcal{G}'(p, q) \) using Ulam-Harris notation. For \( n \geq 0 \), let \( Z'_n \) denote the number of individuals in the \( n \)th generation of \( \mathcal{G}'(p, q) \).

We now state a straightforward bound on the growth of the expected size of generations, and a technical inequality for the size of early generations.

**Proposition 3.1.** For any \( p, q \in [0, 1] \) and \( n \geq 1 \),
\[
\mathbb{E} [Z_n] \leq (1 + p - 1_{[n \geq 4]}q) \mathbb{E} [Z_{n-1}].
\]
(5)

There exist \( C_1 > 0 \) and \( p_1 \in (0, 1) \) such that if \( 0 \leq q \leq p \leq p_1 \) then
\[
(1 + C_1 p) \mathbb{E} [Z_6] \geq \max_{0 \leq n \leq 5} \mathbb{E} [Z_n].
\]
(6)

Moreover, (5) and (6) also hold when \( Z_m \) is replaced with \( Z'_m \) for each \( m \).

The first main intermediate result in the proof of Theorem 1.1 is an estimate on the growth of the expected size of the generations of the graph process; up to first order terms, the expected size of the generations grows by a factor of \( 1 + p - \frac{5}{2}q \). The following proposition gives us upper and lower bounds on this growth.

**Proposition 3.2.** There exists \( C_2 > 0 \) such that for \( 0 \leq q \leq p \leq 1 \) and for \( n \geq 6, m \geq 7 \),
\[
\mathbb{E} [Z_n] \leq (1 + p - \frac{5}{2}q) \mathbb{E} [Z_{n-1}] + C_2 p^2 \max_{2 \leq k \leq 6} \mathbb{E} [Z_{n-k}],
\]
(7)

and
\[
\mathbb{E} [Z_m] \geq (1 + p) \mathbb{E} [Z_{m-1}] - \frac{5}{2} q (1 + p)^4 \max_{2 \leq k \leq 4} \mathbb{E} [Z_{m-k}] - C_2 q^2 \mathbb{E} [Z_{m-4}].
\]
(8)

Moreover, (8) also holds when \( Z_l \) is replaced with \( Z'_l \) for each \( l \).

It will become clear in the proof of this result that of the \( \frac{5}{2} \) coefficient in (7) and (8), a \( \frac{1}{2} \) comes from the effect of cousin mergers, and the remaining \( \frac{4}{2} \) comes from deletions (see the definitions in (30)–(33) together with Lemmas 5.4 and 7.2 and (75)).

The second main intermediate step in the proof of survival in Theorem 1.1 is to prove that after a constant number of generations the process contains some individuals that renew the graph process dynamics in the sense that their descendants form i.i.d. subprocesses. (We will prove a lower bound on the expected number of such individuals.) This will mean that we can observe an underlying Galton-Watson process occurring with ‘long-range’ generations. We now make this idea precise.

An individual \( v \in I_n \) for some \( n \geq 3 \) is called a renewed vertex if there are exactly three individuals in \( G_n \) at graph distance at most three from \( v \). In genealogical terms, a renewed vertex has exactly one great-grandparent, one grandparent, and one parent, and it has no aunts or siblings; see Figure 3.1 for a representation of the ancestry and descendants of a renewed vertex. For \( n \geq 3 \), let \( R_n \) be the number of renewed vertices in generation \( n \) for the process \( \mathcal{G}(p, q) \), and let \( R'_n \) denote the corresponding quantity for the process \( \mathcal{G}'(p, q) \).

**Proposition 3.3.** There exist \( \eta, p_2 \in (0, 1) \) such that for \( n \geq 9 \) and \( 0 \leq q \leq p \leq p_2 \),
\[
\mathbb{E} [R_n] \geq 2 \eta \mathbb{E} [Z_{n-3}] - \eta \max_{3 \leq k \leq 6} \mathbb{E} [Z_{n-k}];
\]
(9)

the same inequality holds when \( R_n, Z_{n-3} \) and \( Z_{n-k} \) are replaced with \( R'_n, Z'_{n-3} \) and \( Z'_{n-k} \).
Suppose for some $N \geq 3$ that individual $v \in I_N$ is a renewed vertex. Then the children of individual $v$ in the graph $\tilde{G}_{N+1}$ have no cousins and hence cannot merge with any other vertices. Similarly, every descendant of $v$ in generation $N+2$ and subsequent generations can only merge with other individuals whose only ancestor in generation $N$ is $v$. This suggests that the graph processes given by the descendants of different renewed vertices in generation $N$ are independent; in fact, their distribution is given by $\mathcal{G}'(p, q)$ (a formal statement is given in Lemma 4.2). This will enable us to prove the following coupling result.

**Proposition 3.4.** Take $N \geq 3$. Define a Galton-Watson process $(X_n)_{n \geq 1}$ as follows. Let $X_1 \overset{d}{=} R_N$ and, for $n \geq 1$, let

$$X_{n+1} := \sum_{j=1}^{X_n} \xi_j^{(n)},$$

where $\{\xi_j^{(n)}, n \in \mathbb{N}, j \in \mathbb{N}\}$ are i.i.d. with $\xi_j^{(n)} \overset{d}{=} R'_N$. We can couple $(Z_n)_{n \geq 1}$ and $(X_n)_{n \geq 1}$ in such a way that $Z_{nN} \geq X_n \forall n \in \mathbb{N}$.

We next prove Theorem 1.1 assuming Propositions 3.1–3.4. We then end this section with an outline of the rest of the paper.

**Proof of Theorem 1.1.** Let $C_2 > 0$ be as in Proposition 3.2. Take $0 < p \leq 2/3$. We first consider the extinction case. Note that for any $m \in \mathbb{N}$,

$$\mathbb{P}(Z_m \geq 1) \leq \mathbb{E}[Z_m]$$

by Markov’s inequality. Hence it suffices to prove that if $q > \frac{2}{5}p(1 + C_2p)$ then $\mathbb{E}[Z_n] \to 0$ as $n \to \infty$.

By (5) in Proposition 3.1, and since $\mathbb{E}[Z_0] = 1$, for $n \geq 3$,

$$\mathbb{E}[Z_n] \leq (1 + p - q)^{n-3}\mathbb{E}[Z_3] \leq (1 + p - q)^{n-3}(1 + p)^3.$$
Therefore, if \( q > p \) then \( \mathbb{E}[Z_n] \to 0 \) as \( n \to \infty \).

It remains to consider the case \( \frac{2}{3}p(1 + C_2p) < q \leq p \). Then \( p - \frac{5}{2}q + C_2p^2 < 0 \), and since \( q \leq p \leq 2/3 \), we also have \( p - \frac{5}{2}q \geq -1 \); thus \( a := 1 + p - \frac{5}{2}q + C_2p^2 \in (0, 1) \). For \( n \geq 6 \), by (7) in Proposition 3.2, and since \( 1 + p - \frac{5}{2}q \geq 0 \), we have

\[
\mathbb{E}[Z_n] \leq (1 + p - \frac{5}{2}q) \max_{1 \leq k \leq 6} \mathbb{E}[Z_{n-k}] + C_2p^2 \max_{1 \leq k \leq 6} \mathbb{E}[Z_{n-k}] = a \max_{1 \leq k \leq 6} \mathbb{E}[Z_{n-k}]. \tag{10}
\]

Now we prove by induction on \( j \) that for \( n \geq 6 \), for \( j \in \{0, \ldots, 5\} \),

\[
\max_{0 \leq t \leq j} \mathbb{E}[Z_{n+t}] \leq a \max_{1 \leq k \leq 6} \mathbb{E}[Z_{n-k}]. \tag{11}
\]

The base case for the induction, (11) with \( j = 0 \), holds by (10). Suppose (11) holds for some \( 0 \leq j < 5 \); then by (10),

\[
\mathbb{E}[Z_{n+j+1}] \leq a \max_{1 \leq k \leq 6} \mathbb{E}[Z_{n+j+1-k}]
= a \max \left( \max_{0 \leq t \leq j} \mathbb{E}[Z_{n+t}], \max_{1 \leq k \leq 5-j} \mathbb{E}[Z_{n-k}] \right)
\leq a \max_{1 \leq k \leq 6} \mathbb{E}[Z_{n-k}], \tag{12}
\]

where we use both the induction hypothesis and the fact that \( a \in (0, 1) \) for the last inequality. It follows from (12) and the induction hypothesis that

\[
\max_{0 \leq t \leq j+1} \mathbb{E}[Z_{n+t}] \leq a \max_{1 \leq k \leq 6} \mathbb{E}[Z_{n-k}],
\]

and so by induction, (11) holds for each \( j \in \{0, 1, \ldots, 5\} \).

Now take \( m \geq 1 \); by (11) with \( j = 5 \) and \( n = 6m \), and then using an iterative argument we have

\[
\max_{0 \leq t \leq 5} \mathbb{E}[Z_{6m+t}] \leq a \max_{1 \leq k \leq 5} \mathbb{E}[Z_{6m-k}] \leq \cdots \leq a^m \max_{0 \leq t \leq 5} \mathbb{E}[Z_k] \leq a^m(1 + p)^5,
\]

where the last inequality follows by (5) in Proposition 3.1 and since \( Z_0 = 1 \). Letting \( m \to \infty \) and using that \( a \in (0, 1) \), we infer that \( \mathbb{E}[Z_n] \to 0 \) as \( n \to \infty \), as desired.

Now, for the case of survival, let \( C' := \max(C_1, C_2) \). We can take a constant \( C > C_2 > 0 \) sufficiently large that there exists \( p_3 > 0 \) such that for \( 0 < p < p_3 \), if \( 0 \leq q < \frac{2}{3}p(1 - Cp) \) then letting \( b := 1 + p - (\frac{5}{2}q(1+p)^2 + C'q^2)(1+C'p) \), we have \( b > 1 \). (This can be seen by substituting \( q = \frac{2}{3}p(1 - Cp) \) into the expression for \( b \) and showing that the coefficient of \( p^2 \) is positive if \( C \) is a sufficiently large constant.) From now on, take \( 0 < p < p_0 = \min(p_1, p_2, p_3, 2/3) \) and \( 0 \leq q < \frac{2}{3}p(1 - Cp) \).

Using (8) from Proposition 3.2 with \( m = 7 \), and then (6) from Proposition 3.1, we have

\[
\mathbb{E}[Z_7] \geq (1 + p)\mathbb{E}[Z_0] - (\frac{5}{2}q(1+p)^4 + C'q^2) \max_{3 \leq k \leq 5} \mathbb{E}[Z_k] \geq b\mathbb{E}[Z_6].
\]

Therefore, since \( b > 1 \), in particular,

\[
(1 + C'p)\mathbb{E}[Z_7] \geq (1 + C'p)\mathbb{E}[Z_6] \geq \max_{1 \leq k \leq 3} \mathbb{E}[Z_{7-k}]
\]
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by (6) in Proposition 3.1. By (8) in Proposition 3.2 and an induction argument, this implies that for \( n \geq 7 \),

\[
E[Z_n] \geq bE[Z_{n-1}] \quad \text{and} \quad (1 + C'p)E[Z_n] \geq \max_{1 \leq k \leq 3} E[Z_{n-k}]. \tag{13}
\]

Indeed, for \( m > 7 \), if (13) holds with \( n = m - 1 \), then by (8),

\[
E[Z_m] \geq (1 + p)E[Z_{m-1}] - (\frac{1}{2}q(1 + p)^4 + C'q^2)(1 + C'p)E[Z_{m-1}] = bE[Z_{m-1}].
\]

Hence in particular, since \( b > 1 \),

\[
(1 + C'p)E[Z_m] \geq (1 + C'p)E[Z_{m-1}] \geq \max(E[Z_{m-1}], \max_{2 \leq k \leq 4} E[Z_{m-k}]) \geq \max_{1 \leq k \leq 3} E[Z_{m-k}],
\]

where we used (13) with \( n = m - 1 \) in the second inequality, which completes the induction argument.

Since \( b > 1 \), we now have that \( E[Z_n] \) is increasing for \( n \geq 6 \). Moreover, by iterating (13), \( E[Z_n] \geq b^{n-6}E[Z_6] \geq b^{n-6}(1 + C_1p)^{-1} \) by (6) in Proposition 3.1, and so \( E[Z_n] \to \infty \) as \( n \to \infty \). By the same argument, since (6) and (8) hold when \( Z_l \) is replaced with \( Z'_l \) for each \( l \), we have that for \( n \geq 6 \), \( E[Z'_n] \) is increasing, and \( E[Z'_n] \to \infty \) as \( n \to \infty \).

By Proposition 3.3, and since \( E[Z_m] \) is increasing for \( m \geq 6 \), we have that for \( n \geq 12 \),

\[
E[R_n] \geq 2\eta E[Z_{n-3}] - \eta E[Z_{n-3}] = \eta E[Z_{n-3}] > 1
\]

for \( n \) sufficiently large. By the same argument for \( E[R'_n] \), it follows that there exists \( N \geq 3 \) such that \( \min\{E[R_N], E[R'_N]\} > 1 \).

Now, by Proposition 3.4 with this choice of \( N \), we can couple \( (Z_n)_{n \geq 0} \) with \( (X_n)_{n \geq 0} \) in such a way that \( Z_{nN} \geq X_n \ \forall n \in \mathbb{N} \). Since \( \min\{E[R_N], E[R'_N]\} > 1 \), the process \( (X_n)_{n \geq 1} \) is a supercritical branching process with \( E[X_1] > 1 \), and so \( P(X_n > 0 \ \forall n \in \mathbb{N}) > 0 \). Hence

\[
P(Z_n > 0 \ \forall n \in \mathbb{N}) = P(Z_{nN} > 0 \ \forall n \in \mathbb{N}) \geq P(X_n > 0 \ \forall n \in \mathbb{N}) > 0,
\]

as required. \( \square \)

3.1 Overview of Sections 4-8

It remains to prove Propositions 3.1-3.4. First, in Section 4, we introduce a construction of the graph processes \( G(p, q) \) and \( G'(p, q) \) using Ulam-Harris labelling. We use this construction to prove Propositions 3.1 and 3.4. In Section 5 we prove almost sure upper and lower bounds for \( Z_n \) in terms of new random variables which are analysed in the subsequent sections; see Lemma 5.1. In Sections 5-7, we establish upper and lower bounds on the expectations of these random variables, and finally in Section 8 we complete the proofs of Propositions 3.2 and 3.3.
4 Ulam-Harris construction, proof of Propositions 3.1 and 3.4

4.1 Construction of $G(p, q)$ and $G'(p, q)$ using Ulam-Harris notation

In this subsection, we construct the graph processes $G(p, q)$ and $G'(p, q)$ (defined in Sections 1.1 and 3 resp.) using Ulam-Harris notation to give a labelling of the vertices that will be useful in the rest of the proofs.

We let

$$U_n := \mathbb{N}^n \text{ for } n \in \mathbb{N}_0, \quad \text{ and } \quad U := \bigcup_{n=0}^{\infty} U_n.$$  

For $u = u_1 \ldots u_k$ and $v = v_1 \ldots v_l \in U$, we write $uv := u_1 \ldots u_kv_1 \ldots v_l$. For $u = u_1 \ldots u_n \in U_n$, let $|u| := n$, and for $m < n$, let $u|_m := u_1 \ldots u_m$.

The individuals in our graph processes will be labelled using $U$. Take $p > -1$ and $q \in [0, 1]$. We now define three independent families of i.i.d. random variables $(\xi_u)_{u \in U}$, $(\delta_{u,v})_{u,v \in U}$, and $(\mu_{\{u,v\}})_{u \neq v \in U}$, where each $\xi_u$ has Poisson distribution with mean $1 + p$, each $\delta_{u,v}$ has Bernoulli distribution with mean $q$, and each $\mu_{\{u,v\}}$ also has Bernoulli distribution with mean $q$.

Before giving the precise construction of the graph process $G(p, q)$ in terms of these random variables, we give a brief overview of how we will construct a new generation. The random variable $\xi_u$ will determine the initial number of offspring of the individual in the current generation labelled $u$. Each offspring $u_i$ with $i \leq \xi_u$ may then be deleted by an individual $v$ at graph distance exactly three from $u$; the deletion occurs if $\delta_{v,u_i} = 1$. Finally, surviving offspring $u'$ and $v'$ in the new generation that are at graph distance $4$ from each other merge into one individual if $\mu_{\{u',v'\}} = 1$.

We now give the precise construction. We construct the process $G(p, q) = (G_n)_{n \geq 0}$ in such a way that $G_n = (V_n, E_n)$ is a graph for each $n \in \mathbb{N}_0$, with $V_n \subset \bigcup_{m \leq n} U_m$ and $E_n \subset \bigcup_{1 \leq m \leq n} (U_m \times U_{m-1})$. The process starts with $G_0 := (V_0, E_0)$, where $V_0 := \{\emptyset\}$ and $E_0 := \emptyset$. We let $I_n := U_m \cap V_m$ for each $m \in \mathbb{N}_0$.

The process is constructed iteratively; for each $n \geq 1$, after constructing $G_{n-1}$, we construct $G_n$ as follows.

1. For each $u \in I_{n-1}$, let $K_u := \{v \in V_{n-1} : d_{G_{n-1}}(u,v) = 3\}$, and let $C_u := \{j \leq \xi_u : \delta_{v,u_j} = 0 \forall v \in K_u\}$. Then let $\tilde{G}_n := (V_n, \tilde{E}_n)$, where

$$\tilde{V}_n := V_n \cup \{ui : u \in I_{n-1}, i \in C_u\}$$

and

$$\tilde{E}_n := E_n \cup \{\{u, ui\} : u \in I_{n-1}, i \in C_u\}.$$  

2. Let $\tilde{I}_n := \tilde{V}_n \cap U_n$. For $u,v \in \tilde{I}_n$, write $u \overset{\mu_{\{u,v\}}}{\sim} v$ if and only if $d_{\tilde{G}_n}(u,v) = 4$ and $\mu_{\{u,v\}} = 1$. Then define an equivalence relation on $\tilde{I}_n$ by letting $u \sim v$ (for $u,v \in \tilde{I}_n$) if and only if there exist $k \geq 0$ and $u = u_0, u_1, \ldots, u_k = v \in \tilde{I}_n$ such that $u_i \overset{\mu_{\{u_i,v\}}}{\sim} u_{i+1}$ for each $0 \leq i \leq k - 1$. For $u \in \tilde{I}_n$, let

$$\pi(u) := \min\{v \in \tilde{I}_n : v \sim u\},$$

where the minimum is with respect to the lexicographical ordering of $U$. Then we let

$$V_n := V_{n-1} \cup \{\pi(u) : u \in \tilde{I}_n\}$$

and

$$E_n := E_{n-1} \cup \{\{v, \pi(vi)\} : v \in I_{n-1}, i \in C_v\}.$$
This completes the construction of \( G_n \) from \( G_{n-1} \).

Define another independent family of i.i.d. random variables \((\delta_u)_{u \in \mathcal{U}}\), where each \( \delta_u \) has a Bernoulli distribution with mean \( q \). The construction of \( G'(p, q) = (G'_{n})_{n \geq 0} = (V'_{n}, E'_{n})_{n \geq 0} \) is identical to the construction of \( G(p, q) \) except that, for \( n \leq 3 \), when constructing \( G'_{n} \) from \( G'_{n-1} \) we replace the set \( \mathcal{C}_u \) with \( \mathcal{C}'_u := \{ j \leq \xi_u : \delta_{u \downarrow j} = 0, \delta_{u \uparrow j} = 0 \ \forall v \in \mathcal{K}'_u \} \), where \( \mathcal{K}'_u := \{ v \in V'_{n-1} : d_{G'_{n-1}}(u, v) = 3 \} \). For \( n \geq 4 \), the construction of \( G'_{n} \) from \( G'_{n-1} \) is identical to the construction for the process \( G(p, q) \). We write \( I'_n := V'_n \cap \mathcal{U}_n \) for \( n \geq 0 \).

### 4.2 Notation

In this subsection, we introduce some notation that will be used throughout Sections 4-8. For \( n \geq 0 \), define the \( \sigma \)-algebras

\[
\mathcal{F}_n := \sigma((\xi_u)_{u \in \cup_{m \leq n-1} \mathcal{U}_m}, (\delta_{u,v})_{u,v \in \cup_{m \leq n} \mathcal{U}_m}(\mu_{\{u,v\}})_{u \neq v \in \cup_{m \leq n} \mathcal{U}_m}),
\]

and \( \mathcal{F}'_n := \sigma((\xi_u)_{u \in \cup_{m \leq n-1} \mathcal{U}_m}, (\delta_{u,v})_{u,v \in \cup_{m \leq n} \mathcal{U}_m}(\mu_{\{u,v\}})_{u \neq v \in \cup_{m \leq n-1} \mathcal{U}_m}). \]

Note from our construction in Section 4.1 that \( G_n \) (respectively, \( \tilde{G}_n \)) is \( \mathcal{F}_n \)-measurable (respectively, \( \mathcal{F}'_n \)-measurable) for each \( n \geq 1 \).

For \( n \geq 0 \) and \( u \in I_n \), as in Section 1.1 we write

\[
k_u := |\mathcal{K}_u| = |\{ v \in V_n : d_{G_n}(u, v) = 3 \}|,
\]

so that \( \mathbb{E}[|\mathcal{C}_u| | \mathcal{F}_n] = (1 + p)(1 - q)^{k_u} \). For \( n \geq 0 \) and \( u \in I_n \), we write \( \alpha(u) \) for the set of ancestors of \( u \) (including \( u \) itself) in \( G_n \), i.e. we let

\[
\alpha(u) := \bigcup_{0 \leq k \leq n} \{ v \in I_{n-k} : d_{G_n}(v, u) = k \}.
\]

Then for \( m \leq n \) and \( u \in I_n \), we write

\[
\alpha_m(u) := \alpha(u) \cap I_{n-m},
\]

so that \( \alpha_1(u) \) denotes the set of parents of individual \( u \), \( \alpha_2(u) \) is the set of grandparents, \( \alpha_3(u) \) is the set of great-grandparents, and so on. (For \( m > n \), we let \( \alpha_m(u) = \emptyset \).) Similarly, for \( u \in I_n \), we write \( \tilde{\alpha}(u) \) for the set of ancestors in \( \tilde{G}_n \) of \( u \):

\[
\tilde{\alpha}(u) := \{ u \} \cup \bigcup_{1 \leq k \leq n} \{ v \in I_{n-k} : d_{\tilde{G}_n}(v, u) = k \},
\]

and for \( 1 \leq m \leq n \), we write

\[
\tilde{\alpha}_m(u) := \tilde{\alpha}(u) \cap I_{n-m} = \alpha_{m-1}(u|_{n-1}).
\]

For \( m, n \geq 0 \), for a vertex \( u \in I_m \), let \( I^n_u \subset I_{m+n} \) denote the set of vertices which are descendants of \( u \) in generation \( m + n \), i.e.

\[
I^n_u := \{ v \in I_{m+n} : u \in \alpha(v) \}.
\]
Note that for $u \in I_m$, by our construction in Section 4.1 we have

$$|I^u_n| = |\{ \pi(\omega_i) : i \in \mathcal{C}_u \}| \leq |\mathcal{C}_u| \leq \xi_u. \quad (19)$$

For $m, n \geq 0$ and $u \in I_m$, let

$$\tilde{I}^u_{n+1} := \{ wi : w \in I^u_n, wi \in \tilde{I}_{m+n+1} \}, \quad (20)$$

the set of offspring in $\tilde{I}_{m+n+1}$ of individuals in $I^u_n$. Note that by our construction in Section 4.1, $I^u_{n+1} = \{ \pi(\omega_i) : wi \in \tilde{I}^u_{n+1} \}$ and so

$$|I^u_{n+1}| \leq |\tilde{I}^u_{n+1}|. \quad (21)$$

For $n \geq 0$ and $v \in I_n$, write $\sigma(v)$ for the equivalence class in $\tilde{I}_n$ that merges to form $v$, i.e.

$$\sigma(v) := \{ \tilde{v} \in \tilde{I}_n : \tilde{v} \sim v \}. \quad (22)$$

For $n \geq 1$, and for distinct vertices $u, v \in I_n$, we write $u \sim v$ if these vertices share a common parent in $I_{n-1}$ (that is, $u$ and $v$ are siblings). More precisely,

$$u \sim v \quad \text{if and only if } \quad d_{G_n}(u, v) = 2. \quad (23)$$

For $1 \leq k \leq n$, write

$$J^{(k)}_n := \{ u \in I_n : |\alpha_k(u)| = 1 \} \quad \text{and} \quad \tilde{J}^{(k)}_n := \{ u \in \tilde{I}_n : |\tilde{\alpha}_k(u)| = 1 \}. \quad (24)$$

(For example, $J^{(1)}_n$ is the set of individuals in $I_n$ which have exactly one parent.)

### 4.3 Proof of Proposition 3.1

**Proof of Proposition 3.1.** We begin by proving (5). For $n \geq 1$ and $u \in I_{n-1}$, by our construction in Section 4.1 and by (16) we have $\mathbb{E}[|\mathcal{C}_u||\mathcal{F}_{n-1}|] = (1 + p)(1 - q)^{k_u}$. For $n \geq 4$, for each $u \in I_{n-1}$ we have $\alpha_3(u) \neq \emptyset$, and so we must have $k_u \geq 1$. For $n \geq 1$, since $Z_n = |I_n| \leq |\tilde{I}_n|$ and $(1 + p)(1 - q) \leq 1 + p - q$, it follows that

$$\mathbb{E}[Z_n] \leq \mathbb{E}[|\tilde{I}_n|] = \mathbb{E} \left[ \sum_{u \in I_{n-1}} |\mathcal{C}_u| \right] \leq (1 + p) - q \mathbb{1}_{[n \geq 4]} \mathbb{E}[Z_{n-1}],$$

which establishes (5). By our construction of $G'(p, q)$ in Section 4.1, for $n \geq 1$ and $u \in I'_{n-1}$ we have $\mathbb{E}[|\mathcal{C}'_u||\mathcal{F}_{n-1}|] = (1 + p)(1 - q)^{K'_u + 1}[n \leq 3]$, and $|K'_u| \geq 1$ for $n \geq 4$. Hence for $n \geq 1$,

$$\mathbb{E}[Z'_n] \leq \mathbb{E} \left[ \sum_{u \in I'_{n-1}} |\mathcal{C}'_u| \right] \leq (1 + p)(1 - q)\mathbb{E}[Z'_{n-1}] \leq (1 + p - q)\mathbb{E}[Z'_{n-1}],$$

in particular, (5) holds when $Z_m$ is replaced by $Z'_m$ for each $m$. It remains to prove (6); suppose $0 \leq q \leq p \leq 1$. Define a random subset $I^* \subset \mathcal{U}$ by letting

$$I^* = \{ \emptyset \} \cup \{ u = u_1 \ldots u_k \in \mathcal{U} : 1 \leq k \leq 6, u_i \leq \xi_{u_i-1} \forall 1 \leq i \leq k \}. \quad 15$$
Note that $I^*$ contains all the possible labels in $I_0, \ldots, I_6$ and $I'_0, \ldots, I'_6$. For $0 \leq n \leq 6$, let $W_n = |I^* \cap U_n|$. Then by our construction in Section 4.1, $Z_n \leq W_n$ and $Z'_n \leq W_n$ for $n = 0, 1, \ldots, 6$. Define the event

$$A = \{ \delta_{u,v} = 0 \ \forall u, v \in I^*, \ \mu_{\{u,v\}} = 0 \ \forall u \neq v \in I^*, \ \delta_u = 0 \ \forall u \in I^* \}.$$ 

Then on the event $A$, no vertices are deleted or merged in the first six generations of the construction of $G(p,q)$ and $G'(p,q)$, and so in particular, $Z_i = Z'_i = W_i$ for $i = 0, 1, \ldots, 6$. We now have that for $0 \leq n \leq 6$,

$$E[W_n 1_{[A]}] \leq E[Z_n] \leq E[W_n] \quad \text{and} \quad E[W_n 1_{[A]}] \leq E[Z'_n] \leq E[W_n]. \quad (25)$$

Since $W_n$ is the number of individuals in the $n$th generation of a Galton-Watson process with offspring distribution given by a Poisson distribution with mean $1 + p$, we have $E[W_n] = (1+p)^n$ for $0 \leq n \leq 6$. Moreover, by conditioning on $(\xi_u)_{u \in U}$, and then since $|I^*| = \sum_{k=0}^6 W_k$,

$$E[W_n 1_{[A^c]}] \leq E[W_n \cdot (2|I^*|^2 + |I^*|)q] \leq 3qE\left[W_n \left(\sum_{k=0}^6 W_k^2\right)^2\right]. \quad (26)$$

By the Cauchy-Schwarz inequality, and then by Jensen’s inequality and Cauchy-Schwarz again, for $0 \leq k_1, k_2 \leq 6$,

$$E[W_n W_{k_1} W_{k_2}] \leq E\left[W_n^2\right]^{1/2} E\left[W_{k_1}^2 W_{k_2}^2\right]^{1/2} \leq E\left[W_n^4\right]^{1/4} E\left[W_{k_1}^4\right]^{1/4} E\left[W_{k_2}^4\right]^{1/4} \leq \left(\max_{0 \leq k \leq 6} E\left[W_k^4\right]\right)^{3/4}. \quad (27)$$

Let $(\zeta_i)_{i \geq 1}$ be i.i.d. Poisson random variables with mean 2. For $1 \leq k \leq 6$, since $p \leq 1$,

$$E\left[W_k^4\right] \leq E\left[\left(\sum_{i=1}^{W_{k-1}} \zeta_i\right)^4\right] = E\left[\sum_{1 \leq i_1, i_2, i_3, i_4 \leq W_{k-1}} E\left[\zeta_{i_1} \zeta_{i_2} \zeta_{i_3} \zeta_{i_4}\right]\right] \leq E\left[\zeta_i^4\right] E\left[W_{k-1}^4\right],$$

where the last inequality follows since by Jensen’s inequality, $E\left[\zeta_i^r\right] \leq E\left[\zeta_i^r\right]^{r/4}$ for $1 \leq r \leq 3$. Therefore, since $W_0 = 1$, there exists a constant $C' < \infty$ such that $\max_{0 \leq k \leq 6} E\left[W_k^4\right] \leq C'$. It follows from (26) and (27) that there exists a constant $C'' < \infty$ such that

$$E\left[W_n 1_{[A^c]}\right] \leq C''q \quad \forall \ 0 \leq n \leq 6.$$ 

Hence since $q \leq p$, by (25) we now have that for $0 \leq n \leq 6$,

$$(1+p)^n - C''p \leq E[Z_n] \leq (1+p)^n \quad \text{and} \quad (1+p)^n - C''p \leq E[Z'_n] \leq (1+p)^n,$$

and the result follows by taking $C_1 > 0$ sufficiently large. \qed

### 4.4 Proof of Proposition 3.4

Take $k, n \geq 0$ and $u \in I_k$. Recall the definitions of $I^u_n$ and $I^u_{n+1}$ in (18) and (20). Let $V^u_n := \cup_{m \leq n} I^u_m$ and let

$$E^u_n := \cup_{1 \leq m \leq n} \{v, w\} : v \in \alpha_1(w), v \in I^u_{m-1}\} = E_{n+k} \cap (V^u_n \times V^u_n);$$
define the graph $G_n^u := (V_n^u, E_n^u)$ and the graph process $\mathcal{G}^u := (G_n^u)_{n \geq 0}$. For $n \geq 0$, let
\[ \mathcal{U}_n^u := \{ uv : v \in \mathcal{U}_n \}. \]

Recall the definition of a renewed vertex from Section 3. For $k \geq 3$, we write $\mathcal{R}_k$ for the set of renewed vertices in generation $k$, i.e.
\[ \mathcal{R}_k := \{ v \in I_k : |\{ w \in V_k : 1 \leq d_{G_k}(v, w) \leq 3 \}| = 3 \}. \] (28)

Note that since $|\alpha_i(v)| \geq 1$ for each $v \in I_k$ and $i \leq k$, we have that if $v \in \mathcal{R}_k$ then $|\{ w \in V_k : 1 \leq d_{G_k}(v, w) \leq 3 \}| = \cup_{i=1}^{j} \alpha_i(v)$. The next lemma says that the set of descendants in generation $n + k$ of a renewed vertex $u$ in generation $k$ is contained in $\mathcal{U}_n^u$. Recall the definition of $\sigma(v)$ in (22).

**Lemma 4.1.** Let $k \geq 3$ and $u \in \mathcal{R}_k$. The following holds for $n \geq 1$, for all $v \in I_n^u$:

i) $\sigma(v) \subseteq I_n^u$,

ii) $\alpha_i(v) \subseteq I_n^{u-i}$ for each $0 \leq i \leq n$.

Moreover, $I_n^u \subseteq \mathcal{U}_n^u$ for each $n \geq 0$, and for $m \geq k$, $v \in V_{m-k}^u$ and $v' \in V_m \setminus V_{m-k}^u$, any path in $G_m$ from $v$ to $v'$ passes through $u$.

**Proof.** First observe that $I_0^u = \{ u \}$. We will prove i) and ii) by induction on $n \geq 1$. Let $v \in I_1^u$. We have that $u \in \alpha_1(v)$ and so, by our construction in Section 4.1, $ui \in \sigma(v)$ for some $i \geq 1$. Suppose that $wj \sim ui$ for some $w \in I_k$ and $j \geq 1$; then $d_{G_k}(w, u) = 2$, which contradicts the assumption that $u \in \mathcal{R}_k$. It follows that $\sigma(v) = \{ ui \}$, and so $v = ui$ and $\alpha_1(v) = u$, which implies conditions i) and ii) hold for $n = 1$.

We next prove the induction step. Let $m > 1$ and suppose conditions i) and ii) hold for $n = m - 1$. Then suppose, aiming for a contradiction, that condition i) is not satisfied for $n = m$. Take $v \in I_m^u$ such that there exists $w, j \notin \sigma(v)$ with $w, j \in I_{k+m-1} \setminus I_{m-1}^u$ and $j \in \mathbb{N}$. Since $v \in I_m^u$, there also exists $w, j \notin \sigma(v)$ with $w, j \in I_{m-1}^u$ and $j \in \mathbb{N}$. Then by the definition of $\sigma(v)$, there exist $s \geq 1$ and $w, j = v_0, v_1, \ldots, v_s = w, j \in I_{k+m}$ such that $v = v_0$, for each $\ell = 0, 1, \ldots, s - 1$. In particular, there exists $0 \leq \ell < s$ such that $v_\ell = v_j$, $v_{\ell+1} = w'j'$ with $j', j'' \in \mathbb{N}, w \in I_{m-1}^u$ and $w', j' \in I_{k+m-1} \setminus I_{m-1}^u$. Using that $v \sim v_{\ell+1}$, we infer that $d_{G_m}(w', u) = 2$ and so $\alpha_1(w) \cap \alpha_1(w') \neq \emptyset$. By the induction hypothesis, $\alpha_1(w) \subseteq I_{m-2}^u$, and so there exists $z \in I_{m-2}^u \cap \alpha_1(w')$. This contradicts the assumption that $w \notin I_{m-1}^u$. Therefore, for all $v \in I_m^u$ we must have $\sigma(v) \subseteq I_m^u$. By our construction in Section 4.1, it follows that $\alpha_1(v) \subseteq I_{m-1}^u$; by our assumption that condition ii) holds for $n = m - 1$, it then follows that $\alpha_i(v) \subseteq I_{m-i}^u$ for each $0 \leq i \leq m$. This completes the proof that conditions i) and ii) hold for $n = m$, and so completes the induction argument.

Finally, by the definition of $I_{n+1}^u$ in (20), it is straightforward to see that if $I_n^u \subseteq \mathcal{U}_n^u$ then $I_{n+1}^u \subseteq \mathcal{U}_{n+1}^u$. Hence, by induction, condition i) implies that $I_n^u \subseteq \mathcal{U}_n^u$ for each $n \geq 0$. Moreover, for $m \geq k$, by condition ii) with $i = 1$, and since for $n \geq 1, v \in I_n^u$ if $\alpha_1(v) \cap I_{m-1}^u \neq \emptyset$, there is no edge in $G_m$ between a vertex in $V_{m-k}^u \setminus \{ u \}$ and a vertex in $V_m \setminus V_{m-k}^u$. The last claim of the lemma follows. \( \square \)

Let $u \in \mathcal{R}_m$ for some $m \geq 3$. By Lemma 4.1, for any $n \geq 1$, removing vertex $u$ from $G_{m+n}$ disconnects the graph $G_n^u$ from the rest of the graph; therefore, we may refer to $G^u$ as a graph process that **restarts** at $u$. The next lemma specifies, conditional on $F_m$, the distribution of $\mathcal{G}^u$. 
Lemma 4.2. For \( m \geq 3 \), conditional on \( F_m \), the graph processes \( (G^u)_{u \in R_m} \) (ignoring the Ulam-Harris labels of vertices) form a collection of i.i.d. processes with \( G^u \sim \mathcal{G}'(p, q) \) for each \( u \in R_m \).

**Proof.** For \( u \in R_m \), we write \( u_i \), \( 0 \leq i \leq 3 \), for the unique ancestor of \( u \) in \( I_{m-i} \); that is, \( \alpha_i(u) = \{u_i\} \). Recall the definition of \( F_m \) in (14). We claim that for any \( u \in R_m \), the graph process \( G^u \) can be constructed using the following collection of random variables (which are independent of \( F_m \)):

\[
(\xi_{uv})_{v \in U}, (\delta_{uv,v'})_{v,v' \in U \setminus \emptyset}, (\mu_{uv,v'})_{v \neq v' \in U \setminus \emptyset} \text{ and } (\delta_{u_i,uv})_{v \in U \setminus \emptyset, i \in \{0,1,2,3\}}.
\] (29)

Note that conditional on \( F_m \), for distinct vertices in \( R_m \), the collections of random variables corresponding to these vertices are independent. Hence it follows from the claim that conditional on \( F_m \), the graph processes \( (G^u)_{u \in R_m} \) are independent.

To see that the claim holds, suppose that \( G^u_n \) has been constructed for some \( n \geq 0 \). (Note that \( G^u_0 = (\{u\}, \emptyset) \).) By Lemma 4.1, we have \( I^u_n \subseteq U^u_n \). Moreover, for \( v \in I^u_n \), if \( d_{G^u_{m+n}}(v, w) = 3 \) for some \( w \in V_{m+n} \setminus (V^u_{n} \setminus \{u\}) \) then by Lemma 4.1, and by the definition of \( R_m \), we must have \( n \leq 3 \) and \( w = u_{3-n} \). If instead \( d_{G^u_{m+n}}(v, w) = 3 \) for some \( w \in V^u_{n} \setminus \{u\} \), then since removing the vertex \( u \) from \( G_{m+n} \) disconnects the graph \( G^u_n \) from the rest of the graph, we must have \( d_{G^u_n}(v, w) = 3 \). Hence

\[
\mathcal{K}_v = \begin{cases} \{w \in V^u_n \setminus \{u\} : d_{G^u_n}(v, w) = 3\} \cup \{u_{3-n}\} & \text{if } n \leq 3 \\ \{w \in V^u_n \setminus \{u\} : d_{G^u_n}(v, w) = 3\} & \text{otherwise}, \end{cases}
\]

and \( C_v = \{j \leq \xi_v : \delta_{v,v_j} = 0 \ \forall w \in \mathcal{K}_v\} \) can be constructed using the collection of random variables in (29).

Let \( \tilde{G}^u_{n+1} := (\tilde{V}^u_{n+1}, \tilde{E}^u_{n+1}) \), where \( \tilde{V}^u_{n+1} := V^u_n \cup \{v : v \in I^u_n, i \in C_v\} \) and \( \tilde{E}^u_{n+1} := E^u_n \cup \{(v, v') : v \in I^u_n, i \in C_v\} \).

Take \( v \in I^u_n \) with \( v \in I^u_n \) and \( i \in N \), and \( v' \in \tilde{I}^u_{m+n+1} \) with \( v' \in I^u_{m+n} \) and \( i' \in N \) such that \( d_{\tilde{G}^u_{m+n+1}}(v, v') = 4 \). Then \( d_{G^u_{m+n}}(v, v') = 2 \), and so by the definition of \( R_m \) we must have \( n \geq 1 \). Moreover, by (ii) in Lemma 4.1 we must have \( v' \in I^u_n \) and \( d_{\tilde{G}^u_{n+1}}(v, v') = 4 \).

Therefore, for \( v \in \tilde{I}^u_{n+1} \) and \( v' \in \tilde{I}^u_{m+n+1} \) we have that \( v \sim v' \) if and only if \( v' \in \tilde{I}^u_{n+1} \), \( d_{\tilde{G}^u_{n+1}}(v, v') = 4 \) and \( \mu_{\{v,v'\}} = 1 \). Hence \( G^u_{n+1} \) can be constructed from \( G^u_n \) using the collection of random variables in (29). This completes the proof of the claim.

From the description of the construction above, and the construction of \( \mathcal{G}'(p, q) \) in Section 4.1, it is not difficult to verify that conditional on \( F_m \), \( G^u \sim \mathcal{G}'(p, q) \). \( \square \)

**Proof of Proposition 3.4.** Fix \( N \geq 3 \); then define a sequence \( (\mathcal{X}_n)_{n \geq 1} \) of sets of renewed vertices iteratively as follows. Let \( \mathcal{X}_1 := R_N \); for \( n \geq 1 \) let

\[
\mathcal{X}_{n+1} := \{v \in R_{(n+1)N} : \alpha_N(v) \subseteq \mathcal{X}_n\},
\]

the set of renewed vertices in generation \( (n+1)N \) whose generation-\( nN \) ancestors are in \( \mathcal{X}_n \). For each \( n \geq 1 \), let \( \mathcal{X}_n := |\mathcal{X}_n| \).
Note that for each \( v \in I_{(n+1)N} \) with \( \alpha_N(v) \subseteq \mathcal{X}_n \subseteq \mathcal{R}_n \), we have \( v \in I_N^u \) for some \( u \in \mathcal{R}_n \) and so by property \( ii) \) of Lemma 4.1, we have \( \alpha_N(v) = \{u\} \). Therefore for each \( n \geq 1 \), we can write
\[
X_{n+1} = \sum_{u \in \mathcal{X}_n} X_{n+1}^u, \quad \text{where} \quad X_{n+1}^u = |\{v \in \mathcal{R}_{(n+1)N} : \alpha_N(v) = \{u\}\}|.
\]
Moreover, by Lemma 4.2, conditional on \( \mathcal{F}_{nN} \), \( (X_{n+1}^u)_{u \in \mathcal{X}_n} \) are i.i.d. with the same distribution as \( R'_N \). Since \( I_{nN} \supseteq \mathcal{X}_n \) and so \( Z_{nN} \geq X_n \) for each \( n \geq 1 \), the result follows.

5 Merger stage and upper bounds

From now on, we assume \( p, q \in [0, 1] \). In this section, we establish upper and lower bounds on \( Z_n \), and then prove upper bounds on the expectations of some relevant quantities. For \( n \geq 2 \), let \( M_n \) denote the number of mergers that occur when \( I_n \) is constructed from \( \tilde{I}_n \), i.e. let
\[
M_n := |\{\{u, v\} : u, v \in \tilde{I}_n, u \sim^m v\}|. \tag{30}
\]
Recall the definition of \( \tilde{J}_n^{(2)} \) in (24). For \( n \geq 2 \), let
\[
\tilde{M}_n := |\{\{u, v\} : u, v \in \tilde{J}_n^{(2)}, u \sim^m v\}| \quad \tag{31}
\]
and
\[
\tilde{L}_n := |\{(u, v, w) \in \tilde{J}_n^{(2)} \times \tilde{J}_n^{(2)} \times \tilde{J}_n^{(2)} : u \sim^m v, v \sim^m w, u \neq w\}|. \tag{32}
\]
For \( n \geq 1 \), let
\[
Y_n := \sum_{u \in I_{n-1}} |C_u| = |\tilde{I}_n|. \tag{33}
\]

Lemma 5.1. For all \( n \geq 2 \),
\[
\tilde{M}_n - \tilde{L}_n \leq Y_n - Z_n \leq M_n. \tag{34}
\]

Proof. For \( u \in I_n \), recall from (22) that we let \( \sigma(u) := \{v \in \tilde{I}_n : u \sim v\} \), the equivalence class of offspring that merges into the single individual \( u \). Let
\[
M_{n,u} := |\{v, v' \in \sigma(u) : v \sim^m v'\}|,
\]
the number of mergers within the equivalence class \( \sigma(u) \). Then for each \( u \in I_n \), by the definition of the equivalence relation \( \sim \) in Section 4.1 we have \( M_{n,u} \geq |\sigma(u)| - 1 \), and so
\[
M_n = \sum_{u \in I_n} M_{n,u} \geq \sum_{u \in I_n} |\sigma(u)| - |I_n| = Y_n - Z_n,
\]
by the definition of \( Y_n \) in (33), which establishes the second inequality in (34).

For the first inequality in (34), for \( u \in I_n \), let
\[
\tilde{L}_{n,u} := |\{(v_1, v_2, v_3) : v_i \in \sigma(u) \cap \tilde{J}_n^{(2)} \forall 1 \leq i \leq 3, v_1 \sim v_2, v_2 \sim v_3, v_1 \neq v_3\}|
\]
and let
\[
\tilde{M}_{n,u} := |\{v, v' \in \sigma(u) \cap \tilde{J}_n^{(2)} : v \sim^m v'\}|.
\]
If $|\sigma(u) \cap j_n^{(2)}| = 0$, then $\tilde{M}_{n,u} - \tilde{L}_{n,u} = 0 \leq |\sigma(u)| - 1$. Suppose instead that $|\sigma(u) \cap j_n^{(2)}| > 0$. Then consider the graph $G^u = (V^u, E^u)$, where

$$V^u = \sigma(u) \cap j_n^{(2)}$$

and $E^u = \{(v, v') : v, v' \in V^u, v \sim v'\}$.

Note that $G^u$ contains exactly $\tilde{L}_{n,u}$ directed paths of length two. It is a straightforward fact that a simple, non-empty graph with $t$ vertices, $m$ edges and $\ell$ directed paths of length two satisfies $m - \ell < t$ (see Lemma A.1 in the Appendix). Thus, $\tilde{M}_{n,u} - \tilde{L}_{n,u} \leq |\sigma(u) \cap j_n^{(2)}| - 1 \leq |\sigma(u)| - 1$. It follows that

$$\tilde{M}_n - \tilde{L}_n = \sum_{u \in I_n} (\tilde{M}_{n,u} - \tilde{L}_{n,u}) \leq \sum_{u \in I_n} |\sigma(u)| - |I_n| = Y_n - Z_n,$$

as required. $\square$

Note that we could have proved by the same argument that $Y_n - Z_n \geq M_n - L_n$, where $L_n := \{(u, v, w) \in I_n \times I_n \times I_n : u \sim v, v \sim w, u \neq w\}$, but it will turn out that proving a suitable lower bound on $E[\tilde{M}_n - \tilde{L}_n]$ is easier than proving such a bound on $E[M_n - L_n]$.

### 5.1 Preliminary results

Let $j_1, \ldots, j_k$ be non-negative integers. For $n \geq 0$ and a vertex $u \in I_n$, let

$$N^{(j_1, \ldots, j_k)}(u) := \{(v_1, \ldots, v_k) \in \prod_{i=1}^k I_{n+j_i} : u \in \alpha(v_i), \alpha(v_i) \cap \alpha(v_{i'}) \subseteq \cup_{m \leq n} I_m \text{ for all } i \neq i'\},$$

the set of ordered $k$-tuples of vertices $(v_1, \ldots, v_k)$ with $v_i \in I_{n+j_i}$ for each $i$ which do not have any pairwise ancestors more recently than their common ancestor $u$. Let

$$N^{(j_1, \ldots, j_k)}(u) := |N^{(j_1, \ldots, j_k)}(u)| \quad \text{and} \quad N_n^{(j_1, \ldots, j_k)} := \sum_{u \in I_n} N^{(j_1, \ldots, j_k)}(u).$$

(35)

The following simple upper bound on the expectation of $N_n^{(j_1, \ldots, j_k)}$ will be used several times in the rest of the paper.

**Lemma 5.2.** Let $j_1, \ldots, j_k$ be non-negative integers. For any $n \geq 0$,

$$E[N_n^{(j_1, \ldots, j_k)}] \leq (1 + p)^{\sum_{i=1}^k j_i} E[Z_n].$$

**Proof.** Without loss of generality, we may assume $j_1 \geq \ldots \geq j_k \geq 0$. Note first that it suffices to prove the uniform bound

$$E[N^{(j_1, \ldots, j_k)}(u) | \mathcal{F}_n] \leq (1 + p)^{\sum_{i=1}^k j_i}$$

(37)
for any \( n \geq 0 \) and \( u \in I_n \). Indeed, assuming (37),

\[
E \left[ N_n^{(j_1, \ldots, j_k)} \right] = E \left[ E \left[ N_n^{(j_1, \ldots, j_k)} | F_n \right] \right] = E \left[ \sum_{u \in I_n} E \left[ N_n^{(j_1, \ldots, j_k)}(u) | F_n \right] \right] \\
\leq (1 + p) \sum_{i = 1}^k E [ Z_n ],
\]

as required. We will prove (37) by induction on \( j_1 = \max \{ j_i \} \).

We begin by considering the case \( j_k = 0 \); note that by the definition of \( N^{(j_1, \ldots, j_k)}(u) \) in (35), in this case we have \( N^{(j_1, \ldots, j_k)}(u) = N^{(j_1, \ldots, j_{k-1})}(u) \), and \( N^{(0)}(u) = 1 \). Hence from now on we may assume that \( j_k \geq 1 \).

Let us now consider the case \( j_1 = j_k = 1 \), where \( N^{(1, \ldots, 1)}(u) \) counts the number of ordered \( k \)-tuples of distinct offspring of \( u \). By (18) and (19), the number of offspring of \( u \) is \( |I_n^u| \leq \xi_u \). Since \( \xi_u \) has Poisson distribution with mean \( 1 + p \), and \( \xi_u \) is independent of \( F_n \), we have

\[
E \left[ N^{(1, \ldots, 1)}(u) | F_n \right] \leq E [ (\xi_u)_k ] = (1 + p)^k.
\]

(Here, we write \( (x)_k := x(x-1) \ldots (x-k+1) \) for the \( k \)th falling factorial.)

For the induction step, suppose that \( j_1 \geq 2 \) and let \( \ell := \max \{ i : j_i = j_1 \} \). Set \( j'_i := j_i - 1 [i \leq \ell] \geq 1 \) for \( i \leq k \). Then for each \( (v_1, \ldots, v_k) \in N^{(j_1, \ldots, j_k)}(u) \), there exists \( (w_1, \ldots, w_k) \in N^{(j'_1, \ldots, j'_k)}(u) \) such that \( w_i = v_i \forall i > \ell \) and \( w_i \in \alpha(v_i) \forall i \leq \ell \). Moreover, for each \( (w_1, \ldots, w_k) \in N^{(j'_1, \ldots, j'_k)}(u) \), by (19) again,

\[
|\{(v_1, \ldots, v_k) \in N^{(j_1, \ldots, j_k)}(u) : w_i = v_i \forall i > \ell, w_i \in \alpha(v_i) \forall i \leq \ell\}| \leq \prod_{i=1}^\ell \xi_{w_i}.
\]

It follows that

\[
E \left[ N^{(j_1, \ldots, j_k)}(u) | F_{n+j_1-1} \right] \leq \sum_{(w_1, \ldots, w_k) \in N^{(j'_1, \ldots, j'_k)}(u)} E \left[ \prod_{i=1}^\ell \xi_{w_i} | F_{n+j_1-1} \right] = N^{(j'_1, \ldots, j'_k)}(u)(1 + p)^\ell,
\]

since \( w_1, \ldots, w_k \in I_{n+j_1-1} \) are distinct for each \( (w_1, \ldots, w_k) \in N^{(j'_1, \ldots, j'_k)}(u) \). By taking expectations, this establishes the induction step for (37).

We now define a similar quantity to \( N_n^{(j_1, \ldots, j_k)} \) which will also be used several times later in the paper. Let \( j_1, \ldots, j_k \) be non-negative integers. For \( n \geq 0 \) and a vertex \( u \in I_n \), let

\[
\mathcal{N}^{(j_1, \ldots, j_k)}(u) := \{(v_1, \ldots, v_k) \in \prod_{i=1}^k I_{n+j_i} : u \in \alpha(v_i) \text{ for all } i\},
\]

the set of ordered \( k \)-tuples of vertices \( (v_1, \ldots, v_k) \) with \( v_i \in I_{n+j_i} \) for each \( i \) and with common ancestor \( u \). Let

\[
\mathcal{N}_n^{(j_1, \ldots, j_k)}(u) := |\mathcal{N}^{(j_1, \ldots, j_k)}(u)| \quad \text{and} \quad \mathcal{N}_n^{(j_1, \ldots, j_k)} := \sum_{u \in I_n} \mathcal{N}_n^{(j_1, \ldots, j_k)}(u).
\]

We can prove a similar upper bound to Lemma 5.2 for the expectation of \( \mathcal{N}_n^{(j_1, \ldots, j_k)} \).
Lemma 5.3. Let \( j_1, \ldots, j_k \) be non-negative integers with \( m = \max_i \{j_i\} \). Let \( \xi \) be a Poisson random variable with mean \( 1 + p \). For any \( n \geq 0 \),

\[ \mathbb{E} \left[ \mathcal{N}(j_1, \ldots, j_k) \right] \leq \mathbb{E} \left[ \xi^m \right] \mathbb{E} \left[ Z_n \right]. \]

Proof. Without loss of generality, we may assume \( j_1 \geq \ldots \geq j_k \geq 0 \). By the same argument as in the proof of Lemma 5.2, it suffices to prove the uniform bound

\[ \mathbb{E} \left[ \mathcal{N}(j_1, \ldots, j_k) \right] \leq \mathbb{E} \left[ \xi^m \right] \]

for any \( n \geq 0 \) and \( u \in I_n \). We will prove (40) by induction on \( j_1 = \max_i \{j_i\} \).

In the case \( j_k = 0 \), by the definition of \( \mathcal{N}(j_1, \ldots, j_k) \) in (38), we have \( \mathcal{N}(j_1, \ldots, j_k)(u) = \mathcal{N}(j_1, \ldots, j_{k-1}(u) \right) \) and \( \mathcal{N}(0)(u) = 1 \). From now on we will assume that \( j_k \geq 1 \).

We now consider the case \( j_1 = j_k = 1 \), where \( \mathcal{N}(1, \ldots, 1)(u) \) counts the number of ordered \( k \)-tuples of (not necessarily distinct) offspring of \( u \). By (18) and (19), the number of offspring of \( u \) is \( |I_{1}^{u}| \leq \xi_u \), and, conditional on \( F_n \), \( \xi_u = \xi \). Therefore

\[ \mathbb{E} \left[ \mathcal{N}(1, \ldots, 1)(u) \right] \leq \mathbb{E} \left[ \xi^k \right]. \]

As in the proof of Lemma 5.2, for the induction step, suppose that \( j_1 \geq 2 \) and let \( \ell = \max \left\{ i : j_i = j_1 \right\} \). Set \( j_i' = j_i - 1 \) for \( i \leq \ell \). Then for each \( (v_1, \ldots, v_k) \in \mathcal{N}(j_1, \ldots, j_k)(u) \), there exists \( (w_1, \ldots, w_k) \in \mathcal{N}(j_1', \ldots, j_k')(u) \) such that \( w_i = v_i \forall i > \ell \) and \( w_i \in \alpha_1(v_i) \forall i \leq \ell \). Moreover, for each \( (w_1, \ldots, w_k) \in \mathcal{N}(j_1', \ldots, j_k')(u) \), by (19),

\[ \left| \left\{ (v_1, \ldots, v_k) \in \mathcal{N}(j_1, \ldots, j_k)(u) : w_i = v_i \forall i \leq \ell, w_i \in \alpha_1(v_i) \forall i > \ell \right\} \right| \leq \prod_{i=1}^{\ell} \xi_{w_i}. \]

Since \( j_1', \ldots, j_k' \leq j_1 - 1 \), it follows that

\[ \mathbb{E} \left[ \mathcal{N}(j_1, \ldots, j_k)(u) \right] \leq \sum_{(w_1, \ldots, w_k) \in \mathcal{N}(j_1', \ldots, j_k')(u)} \mathbb{E} \left[ \prod_{i=1}^{\ell} \xi_{w_i} \right]. \]

(Note that for \( (w_1, \ldots, w_k) \in \mathcal{N}(j_1', \ldots, j_k')(u) \), \( w_1, \ldots, w_k \) need not be distinct.) By Jensen’s inequality, we have

\[ \mathbb{E} \left[ \xi^{\ell'} \right] \leq \mathbb{E} \left[ \xi^{\ell} \right]^{\ell'/\ell} \quad \text{for each } \ell' \leq \ell, \]

and therefore, for \( w_1, \ldots, w_\ell \in I_{n+j_1-1}, \)

\[ \mathbb{E} \left[ \prod_{i=1}^{\ell} \xi_{w_i} \right] \leq \mathbb{E} \left[ \xi^{\ell} \right] \leq \mathbb{E} \left[ \xi^{\ell/k} \right] \leq \mathbb{E} \left[ \xi^k \right], \]

where the second inequality follows by Jensen’s inequality and since \( \ell \leq k \), and the last inequality follows since \( \mathbb{E} \left[ \xi^k \right] \geq (1+p)^k \geq 1 \). By substituting into (41) and taking expectations, this establishes the induction step for (40). \( \square \)
5.2 Upper bounds

We now use the results in Section 5.1 to prove some useful upper bounds on expectations of the random variables in Lemma 5.1.

**Lemma 5.4.** For $n \geq 2$,

\[
E[M_n] \leq \frac{q}{2}(1+p)^4E[Z_{n-2}]
\] (43)

and

\[
E[L_n] \leq 4q^2(1+p)^6E[Z_{n-2}].
\] (44)

**Proof.** By the definition of $M_n$ in (30) and our construction in Section 4.1, and then since $E[\mu_{\{u,v\}}|\tilde{F}_n] = q$ for each $u \neq v \in \mathcal{U}_n$,

\[
E[M_n] = E\left[\sum_{\{u,v\}:u,v \in I_n, d_{\hat{G}_n}(u,v) = 4} \mu_{\{u,v\}}\right] = qE\left[\sum_{\{u,v\}:u,v \in \tilde{I}_n, d_{\hat{G}_n}(u,v) = 4}\right].
\]

By the construction of $\tilde{G}_n$ in Section 4.1 (and recalling the definition of $\tilde{s}$ in (23)), it follows that

\[
E[M_n] = \frac{1}{2}qE\left[\sum_{(u',v') \in I_{n-1} \times I_{n-1}: u' \tilde{s} v'} |\mathcal{C}_{u'}| |\mathcal{C}_{v'}|\right].
\]

Then since for each $u \in I_{n-1}$, $|\mathcal{C}_{u'}| \leq \xi_u$, and since $(\xi_u)_{u \in \mathcal{U}_{n-1}}$ is independent of $\mathcal{F}_{n-1}$, it follows that

\[
E[M_n] \leq \frac{1}{2}qE\left[\sum_{(u',v') \in I_{n-1} \times I_{n-1}: u' \tilde{s} v'} E\left[\xi_{u'}\xi_{v'} |\mathcal{F}_{n-1}\right]\right]
\]

\[
= \frac{1}{2}q(1+p)^2E\left[|\{(u',v') \in I_{n-1} \times I_{n-1} : u' \tilde{s} v'\}|\right]
\]

\[
\leq \frac{1}{2}q(1+p)^2E\left[\lambda_{n-1}^{(1,1)}\right]
\]

where the third line follows by the definition of $\lambda_{n-1}^{(j_1,\ldots,j_k)}$ in (36), and the last inequality follows by Lemma 5.2.

Now recall the definitions of $\tilde{L}_n$ in (32) and $\tilde{J}_n^{(2)}$ in (24), and note that for each triple $(u,v,w) \in \tilde{J}_n^{(2)} \times \tilde{J}_n^{(2)} \times \tilde{J}_n^{(2)}$ with $u \tilde{s} v$ and $v \tilde{s} w$, we must have $u|_{n-1} \tilde{s} v|_{n-1}, v|_{n-1} \tilde{s} w|_{n-1}$, and $\mu_{\{u,v\}} = 1 = \mu_{\{v,w\}}$. Since each of $u$, $v$, and $w$ has exactly one grandparent, we must have
and since \( |\alpha_1(u_{n-1})| = 1 \) and \( \alpha_1(u_{n-1}) = \alpha_1(v_{n-1}) = \alpha_1(w_{n-1}) \). Therefore, since conditional on \( \bar{F}_n \), \( (\mu_{u_1,u_2})_{u_1 \neq u_2 \in U_n} \) are i.i.d. Bernoulli random variables with mean \( q \),

\[
\mathbb{E}\left[ \bar{L}_n \right] \leq q^2 \mathbb{E}\left[ \{((u,v,w) \in \bar{J}^{(2)}_n \times \bar{J}^{(2)}_n \times \bar{J}^{(2)}_n : u_{|n-1} \overset{\sim}{\sim} v_{|n-1}, v_{|n-1} \overset{\sim}{\sim} w_{|n-1}\} \right]
\]

\[
= q^2 \mathbb{E}\left[ \sum\limits_{\{((u',v',w') \in J^{(1)}_{n-1} : \alpha_1(u') = \alpha_1(v') = \alpha_1(w') \}} |C_{u'}||C_{v'}||C_{w'}| \right]. \tag{45}
\]

Note that for \( u', v', w' \in I_{n-1} \) distinct,

\[
\mathbb{E}\left[ |C_{u'}||C_{v'}||C_{w'}| \right] \mathbb{E}\left[ F_{n-1} \right] \leq \mathbb{E}\left[ |\xi_{u'}\xi_{v'}\xi_{w'}| \right] \mathbb{E}\left[ F_{n-1} \right] = (1 + p)^3,
\]

and for \( u' \neq v' \in I_{n-1} \),

\[
\mathbb{E}\left[ |C_{u'}| |C_{v'}| |F_{n-1} \right] \leq \mathbb{E}\left[ (\xi_{u'})^2 \xi_{v'} |F_{n-1} \right] = (1 + p)^2(2 + p).
\]

Hence by conditioning on \( F_{n-1} \) in (45) and splitting the sum according to whether or not we have \( u' = w' \),

\[
\mathbb{E}\left[ \bar{L}_n \right] \leq q^2 (1 + p)^2 \left( (1 + p) \mathbb{E}\left[ \{((u',v',w') \in J^{(1)}_{n-1} \text{ distinct} : \alpha_1(u') = \alpha_1(v') = \alpha_1(w')\} \right]
\]

\[
+ (2 + p) \mathbb{E}\left[ \{((u',v',w') \in J^{(1)}_{n-1} : u' \neq v', \alpha_1(u') = \alpha_1(v')\} \right] \right)
\]

\[
\leq q^2 (1 + p)^2 \left( (1 + p) \mathbb{E}\left[ N^{(1,1,1)}_{n-2} \right] \right) + (2 + p) \mathbb{E}\left[ N^{(1,1)}_{n-2} \right],
\]

and the result follows by Lemma 5.2 and since \( 0 \leq p \leq 1 \). \( \square \)

We will also need to control the number of deletions that occur when \( \bar{I}_{n+1} \) is constructed, i.e. the size of the set \( \{ i \leq \xi_u : i \notin C_u \} \) for each \( u \in I_n \). Recall from (16) that for \( u \in I_n \),

\[
k_u = |K_u| = |\{ v \in V_n : d_{G_n}(u,v) = 3 \}|.
\]

We now split \( k_u \) into three quantities that we will control separately: for \( u \in I_n \), let

\[
k_u^{(g)} := |\alpha_3(u)|, \tag{46}
\]

\[
k_u^{(a)} := |\{ v \in I_{n-1} : \alpha_1(u) \cap \alpha_2(u) \neq \emptyset \}|, \tag{47}
\]

\[
k_u^{(r)} := |\{ v \in I_{n-1} : \alpha_1(v) \cap \alpha_2(u) = \emptyset, d_{G_n}(u,v) = 3 \}|. \tag{48}
\]

Note that \( k_u = k_u^{(g)} + k_u^{(a)} + k_u^{(r)} \). We refer to the individuals that contribute to \( k_u^{(g)} \), \( k_u^{(a)} \), \( k_u^{(r)} \) as ‘great-grandparents’, ‘aunts’ and ‘distant relatives’ of \( u \) resp. (see Figure 5.1). We end this section with two upper bounds on the numbers of great-grandparents and aunts; the next section will be devoted to upper bounds on the number of vertices that have distant relatives.

**Lemma 5.5.** For \( n \geq 2 \),

\[
\mathbb{E}\left[ \sum_{u \in I_n} (k_u^{(g)} + k_u^{(a)}) \right] \leq (1 + p)^3 \mathbb{E}\left[ Z_{n-2} \right] + 1_{[n \geq 3]} \mathbb{E}\left[ Z_{n-3} \right] \tag{49}
\]

and

\[
\mathbb{E}\left[ \sum_{\{ u,v \in J_{n-1}^{(1)} : u \overset{\sim}{\sim} v \}} (k_u^{(g)} + k_u^{(a)}) \right] \leq (1 + p)^4 \mathbb{E}\left[ Z_{n-2} \right] + 1_{[n \geq 3]} \mathbb{E}\left[ Z_{n-3} \right]. \tag{50}
\]
Now for siblings with a common great-grandparent, by counting triples consisting of a pair of siblings in generation

**Proof.** For \( n \geq 2 \), by the definition of \( N_{n}^{(j_{1}, \ldots, j_{k})} \) in (36), we have

\[
\sum_{u \in I_{n}} k_{u}^{(g)} = 1_{[n \geq 3]} N_{n-3}^{(3,0)} \quad \text{and} \quad \sum_{u \in I_{n}} k_{u}^{(a)} \leq N_{n-2}^{(2,1)}.
\]

(The inequality above is not an equality since a pair \( u \in I_{n}, v \in I_{n-1} \setminus \alpha_{1}(u) \) with \( \alpha_{1}(v) \cap \alpha_{2}(u) \neq \emptyset \) may have \( |\alpha_{1}(v) \cap \alpha_{2}(u)| > 1 \) and so count more than once towards \( N_{n-2}^{(2,1)} \). By Lemma 5.2, the first statement (49) follows.

For the second statement, note first that for \( n \geq 3 \), for \( u, v \in J_{n}^{(1)} \) with \( u \sim v \), we have \( \alpha_{1}(u) = \alpha_{1}(v) \) and so \( \alpha_{3}(v) = \alpha_{3}(u) \). Therefore, by counting triples consisting of a pair of siblings with a common great-grandparent,

\[
\sum_{\{u, v \in J_{n}^{(1)} : u \sim v\}} k_{u}^{(g)} \leq 1_{[n \geq 3]} \sum_{w \in I_{n-3}} \left| \{(u, v) \in J_{n}^{(1)} \times J_{n}^{(1)} : u \sim v, w \in \alpha_{3}(v) \cap \alpha_{3}(u)\} \right|
\]

\[
\leq 1_{[n \geq 3]} \sum_{\{w \in I_{n-3}, w' \in I_{n-1} : w \in \alpha_{2}(w')\}} (|I_{1}^{w'}|)_{2}.
\]

Now for \( w' \in I_{n-1} \), by (19),

\[
E \left[ (|I_{1}^{w'}|)_{2} \big| \mathcal{F}_{n-1} \right] \leq E \left[ (\xi_{w'})_{2} | \mathcal{F}_{n-1} \right] = (1 + p)^{2}.
\]

Hence, taking expectations and conditioning on \( \mathcal{F}_{n-1} \),

\[
E \left[ \sum_{\{u, v \in J_{n}^{(1)} : u \sim v\}} k_{u}^{(g)} \right] \leq 1_{[n \geq 3]} (1 + p)^{2} E \left[ N_{n-3}^{(2,0)} \right] \leq 1_{[n \geq 3]} (1 + p)^{3} E \left[ Z_{n-3} \right]
\]

by Lemma 5.2. Similarly, for \( n \geq 2 \), for \( u, v \in J_{n}^{(1)} \) with \( u \sim v \), we have \( \alpha_{2}(u) = \alpha_{2}(v) \), and so if \( z \) is an aunt of \( u \) (i.e. if \( \alpha_{1}(z) \cap \alpha_{2}(u) \neq \emptyset \)), then \( \alpha_{1}(z) \cap \alpha_{2}(u) \cap \alpha_{2}(v) \neq \emptyset \). Therefore, by counting triples consisting of a pair of siblings in generation \( n \) and an aunt in generation \( n - 1 \), where all three individuals have a common ancestor in generation \( n - 2 \), we have

\[
\sum_{\{u, v \in J_{n}^{(1)} : u \sim v\}} k_{u}^{(a)} \leq \sum_{w \in I_{n-2}, (z, w') \in \mathcal{N}^{(1,1)}(w)} (|I_{1}^{w'}|)_{2}.
\]
Hence by taking expectations, conditioning on $\mathcal{F}_{n-1}$ and using (51) again,

$$
E \left[ \sum_{\{u,v \in I_n^1 \setminus \{u,v\}\}} k_u^{(a)} \right] \leq (1+p)^2 E \left[ N_{n-2}^{(1,1)} \right] \leq (1+p)^4 E [Z_{n-2}]
$$

by Lemma 5.2, and the result follows.

6 Distant relatives

Recall from the discussion after (46)-(48) that for $n \geq 1$, we say that $w \in I_{n-1}$ is a distant relative of $v \in I_n$ if the distance in $G_n$ between $w$ and $v$ is exactly 3 and these vertices do not share a common ancestor in $I_{n-2}$, i.e. if $d_{G_n}(v,w) = 3$ and $\alpha_1(v) \cap \alpha_2(v) = \emptyset$. In this section, we will see that for $n \geq 3$, if $v \in I_n$ has a distant relative $w$, then two mergers can be associated to descendants of a great-grandparent of $v$; see Lemma 6.2 below. We use this correspondence to bound the expectations of numbers of vertices with distant relatives (see Lemma 6.3 below); these bounds will be used in our lower bounds on $E \left[ \tilde{M}_n \right]$ and $E [Y_n]$ in Sections 7 and 8 respectively (recall Lemma 5.1).

Recall from (22) that for each $v \in I_n$, we let $\sigma(v)$ denote the equivalence class of offspring in $\tilde{I}_n$ that merge into the single individual $v$. In what follows, vertices in $\tilde{I}_n$ will be denoted with a tilde superscript, so for $v \in I_n$ we will have $\sigma(v) = \{\tilde{v}_1, \ldots, \tilde{v}_\ell\} \subseteq \tilde{I}_n$ for some $\ell \geq 1$.

To aid in reading, vertices in the same generation will be denoted by the same letter, e.g. $v, v'$ for vertices in $I_n$. Recall from (17) that for $m \geq 1$ and $\tilde{v}_i \in \tilde{I}_n$, $\alpha_m(\tilde{v}_i)$ denotes the set of vertices in $I_{n-m}$ which are at distance $m$ from $\tilde{v}_i$ in $\tilde{G}_n$.

**Lemma 6.1.** Let $n \geq 3$ and let $w \in I_{n-1}$ be a distant relative of $v \in I_n$. Let $(v, w', v', w)$ be a path of length three in $G_n$. Then $v' \in I_n$ and $|\sigma(v')| \geq 3$.

**Proof.** (See Figure 6.1.) If $w$ is a distant relative of $v$, then $\alpha_1(w) \cap \alpha_2(v) = \emptyset$, i.e. $v$ and $w$ do not share an ancestor in $I_{n-2}$, and so it follows that all paths of length three in $G_n$ connecting $v$ and $w$ go through vertices in $I_{n-1} \cup I_n$. In particular, $v' \in I_n$ and $v'$ has at least two parents; namely $w$ and $w'$. It follows that there are distinct $\tilde{v}_1', \tilde{v}_2' \in \sigma(v')$ such that \( \{w\} = \tilde{\alpha}_1(\tilde{v}_1') \) and \( \{w'\} = \tilde{\alpha}_1(\tilde{v}_2') \), i.e. $w$ is the parent of $\tilde{v}_1'$ and $w'$ is the parent of $\tilde{v}_2'$ in $\tilde{G}_n$ before the merging stage in the $n$th generation.

Suppose (aiming for a contradiction) that $|\sigma(v')| = 2$; then as $\tilde{v}_1' \neq \tilde{v}_2'$ we have $\sigma(v') = \{\tilde{v}_1', \tilde{v}_2'\}$ and hence $\tilde{v}_1' \sim_v \tilde{v}_2'$. Therefore $\tilde{\alpha}_2(\tilde{v}_1') \cap \tilde{\alpha}_2(\tilde{v}_2') \neq \emptyset$, i.e. $\tilde{v}_1'$ and $\tilde{v}_2'$ must have a common grandparent in $\tilde{G}_n$ before the merging stage in the $n$th generation. This common grandparent in $\tilde{G}_n$ must then be a parent of both $w$ and $w'$, and hence, since $w'$ is a parent of $v$, and $w$ has a common ancestor in generation $I_{n-2}$. But we assumed $w$ is a distant relative of $v$, which gives us a contradiction. It follows that $|\sigma(v')| \geq 3$ as claimed.

We now state two simple facts about the structure of merging pairs within an equivalence class of a vertex $v$. Suppose $v \in I_n$ and $\sigma(v) = \{\tilde{v}_1, \ldots, \tilde{v}_\ell\} \subseteq \tilde{I}_n$. First, if $\ell \geq 2$, then for each $\tilde{v}_i$ there is $\tilde{v}_j \in \sigma(v)$ such that $\tilde{v}_i \sim_v \tilde{v}_j$. Additionally if $\ell \geq 3$, in the graph with vertices given by $\tilde{v}_1, \ldots, \tilde{v}_\ell$ and edges given by merging pairs, for each $\tilde{v}_i$, there is a path of length two containing $\tilde{v}_i$. In other words, for each $\tilde{v}_i \in \sigma(v) \subseteq \tilde{I}_n$ with $|\sigma(v)| \geq 3$ there are vertices $\tilde{v}_j, \tilde{v}_k \in \sigma(v)$ such that $\tilde{v}_i \sim_v \tilde{v}_j$ and either $\tilde{v}_i \sim_v \tilde{v}_k$ or $\tilde{v}_j \sim_v \tilde{v}_k$. 
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In genealogical terms, the following lemma says that a vertex \( v \) that has a distant relative must have a great-grandparent \( u \) such that among the descendants of \( u \) there are at least two merging events, either both in the same generation as \( v \) or one in the same generation as \( v \) and one in the preceding generation.

**Lemma 6.2.** Let \( n \geq 3 \). If \( v \in I_n \) has \( k_v^{(r)} > 0 \) then there exists \( u \in \alpha_3(v) \) such that the following holds. There exist \( \tilde{a}, \tilde{b}, \tilde{c}, \tilde{d} \) with \( \tilde{a} \sim \tilde{b}, \tilde{c} \sim \tilde{d} \), \( u \in \tilde{a}(\tilde{a}) \cap \tilde{a}(\tilde{b}) \cap \tilde{a}(\tilde{c}) \cap \tilde{a}(\tilde{d}) \) and either

- \( \tilde{a}, \tilde{b}, \tilde{c}, \tilde{d} \in \tilde{I}_n \) with \( \tilde{a}, \tilde{b}, \tilde{c}, \tilde{d} \) distinct

or

- \( \tilde{a}, \tilde{b} \in \tilde{I}_{n-1} \) and \( \tilde{c}, \tilde{d} \in \tilde{I}_n \).

**Proof.** (See Figure 6.2.) Suppose \( v \in I_n \) has a distant relative (i.e. \( k_v^{(r)} > 0 \)); by Lemma 6.1 there exist \( w' \in I_{n-1} \) and \( v' \in I_n \) with \( w' \in \alpha_1(v) \cap \alpha_1(v') \) and \( |\sigma(v')| \geq 3 \).

Let \( \tilde{v}'_1 \in \sigma(v') \) be one of the offspring of \( w' \) before the merging stage, i.e. such that \( \{w'\} = \tilde{\alpha}_1(\tilde{v}'_1) \); we know such a vertex exists as \( w' \in \alpha_1(v') \). Since \( |\sigma(v')| \geq 3 \), there exist \( \tilde{v}'_2, \tilde{v}'_3 \in \sigma(v') \) with \( \tilde{v}'_1, \tilde{v}'_2 \) and \( \tilde{v}'_3 \) all distinct, \( \tilde{v}'_1 \sim \tilde{v}'_2 \) and either (case 1) \( \tilde{v}'_2 \sim \tilde{v}'_3 \) or (case 2) \( \tilde{v}'_1 \sim \tilde{v}'_3 \).

In both cases \( \tilde{v}'_1 \sim \tilde{v}'_2 \), so we may take \( x \in \tilde{\alpha}_2(\tilde{v}'_1) \cap \tilde{\alpha}_2(\tilde{v}'_2) \), i.e. let \( x \) be a grandparent of \( \tilde{v}'_1 \) and \( \tilde{v}'_2 \) in \( \tilde{G}_n \) before the merging stage. As \( \tilde{v}'_1 \) has a unique parent \( w' \) before the merging stage, \( x \in \alpha_1(w') \) implies that \( x \in \alpha_1(w') \) and hence \( x \in \alpha_2(v) \). Observe also that if we had \( x \in \tilde{\alpha}_2(\tilde{v}'_3) \), then any \( u \in \alpha_1(x) \) would satisfy the requirements of the lemma and we would be done (i.e. we would have \( u \in \alpha_3(v) \) and \( \tilde{v}'_1, \tilde{v}'_2, \tilde{v}'_3 \in \tilde{I}_n \) distinct with \( u \in \tilde{\alpha}(\tilde{v}'_1) \cap \tilde{\alpha}(\tilde{v}'_2) \cap \tilde{\alpha}(\tilde{v}'_3) \), \( \tilde{v}'_1 \sim \tilde{v}'_2 \) and either \( \tilde{v}'_2 \sim \tilde{v}'_3 \) or \( \tilde{v}'_1 \sim \tilde{v}'_3 \)). Hence we may assume from now on that \( x \notin \tilde{\alpha}_2(\tilde{v}'_3) \).

**Case 1:** \( \tilde{v}'_2 \sim \tilde{v}'_3 \). First observe that \( x \notin \tilde{\alpha}_2(\tilde{v}'_3) \) and \( \tilde{v}'_2 \sim \tilde{v}'_3 \) implies we may take \( x' \in \tilde{\alpha}_2(\tilde{v}'_2) \cap \tilde{\alpha}_2(\tilde{v}'_3) \), i.e. let \( x' \) be a common grandparent of \( \tilde{v}'_2 \) and \( \tilde{v}'_3 \) in \( \tilde{G}_n \) before the merging stage, and we must have \( x' \neq x \).
Take \( w'' \) such that \( \{w''\} = \tilde{\alpha}_1(\tilde{v}_2), \) i.e. let \( w'' \) be the parent of \( \tilde{v}_2 \) in \( \tilde{G}_n \) before the merging stage; as \( \tilde{v}_1 \sim \tilde{v}_2 \) we have that \( \tilde{v}_1 \) and \( \tilde{v}_2 \) are not siblings and so \( w' \neq w'' \). But now \( x, x' \in \tilde{\alpha}_2(\tilde{v}_2) \) implies \( x, x' \in \alpha_1(w'') \) and so \( |\sigma(w'')| \geq 2 \). Let \( \tilde{w}_2'' \in \sigma(w'') \) be an offspring of \( x \) before merging, i.e. such that \( \tilde{\alpha}_1(\tilde{w}_2'') = \{x\} \), and take \( \tilde{w}_2'' \in \sigma(w'') \) such that \( \tilde{v}_1' \sim \tilde{w}_2'' \).

Thus there exists \( u \in \tilde{\alpha}_2(\tilde{w}_1'') \cap \tilde{\alpha}_2(\tilde{w}_2'') \). Since \( \{x\} = \tilde{\alpha}_1(\tilde{w}_1'') \), this implies \( u \in \alpha_1(x) \) and hence \( u \in \alpha_3(v) \). To complete this case it remains to show that \( u \) satisfies the claims of the lemma. Note that since \( u \in \alpha_1(x) \) and \( x \in \tilde{\alpha}_2(\tilde{v}_1') \cap \tilde{\alpha}_2(\tilde{v}_2') \), we have \( u \in \tilde{\alpha}(\tilde{v}_1') \cap \tilde{\alpha}(\tilde{v}_2') \).

Consider \( \tilde{w}_1'', \tilde{w}_2'', \tilde{v}_1', \tilde{v}_2' \). We have \( \tilde{w}_1'' \sim \tilde{w}_2'', \tilde{v}_1' \sim \tilde{v}_2' \), \( u \in \tilde{\alpha}(\tilde{w}_1'') \cap \tilde{\alpha}(\tilde{w}_2'') \cap \tilde{\alpha}(\tilde{v}_1') \cap \tilde{\alpha}(\tilde{v}_2') \), \( \tilde{w}_1'', \tilde{w}_2'' \in \tilde{I}_{n-1} \) and \( \tilde{v}_1', \tilde{v}_2' \in \tilde{I}_n \), which satisfies the claims of the lemma.

**Case 2**: \( \tilde{v}_1' \sim \tilde{v}_2' \). Similarly to case 1, \( x \notin \tilde{\alpha}_2(\tilde{v}_2') \) and \( \tilde{v}_1' \sim \tilde{v}_2' \) together imply we may take \( x' \in \tilde{\alpha}_2(\tilde{v}_1') \cap \tilde{\alpha}_2(\tilde{v}_2') \) with \( x' \neq x \). But now, since \( \tilde{\alpha}_1(\tilde{v}_1') = \{w'\} \), we have \( x, x' \in \alpha_1(w') \) and so \( |\sigma(w')| \geq 2 \). Let \( \tilde{w}_1' \in \sigma(w') \) be an offspring of \( x \) before merging, i.e. \( \tilde{\alpha}_1(\tilde{w}_1') = \{x\} \), and let \( \tilde{w}_2'' \in \sigma(w') \) be such that \( \tilde{w}_1' \sim \tilde{w}_2'' \).

Now we take \( u \in \tilde{\alpha}_2(\tilde{w}_1') \cap \tilde{\alpha}_2(\tilde{w}_2'') \), and it remains only to show that \( u \) satisfies the claims of the lemma. First note that \( \{x\} = \tilde{\alpha}_1(\tilde{w}_1') \) implies \( u \in \alpha_1(x) \) and hence \( u \in \alpha_3(v) \). Moreover, since \( u \in \alpha_1(x) \) we have \( u \in \tilde{\alpha}(\tilde{w}_1') \cap \tilde{\alpha}(\tilde{v}_2') \). Consider \( \tilde{w}_1', \tilde{w}_2', \tilde{v}_1', \tilde{v}_2' \). We have \( \tilde{w}_1' \sim \tilde{w}_2', \tilde{v}_1' \sim \tilde{v}_2' \), \( u \in \tilde{\alpha}(\tilde{w}_1') \cap \tilde{\alpha}(\tilde{w}_2') \cap \tilde{\alpha}(\tilde{v}_1') \cap \tilde{\alpha}(\tilde{v}_2') \), \( \tilde{w}_1', \tilde{w}_2' \in \tilde{I}_{n-1} \) and \( \tilde{v}_1', \tilde{v}_2' \in \tilde{I}_n \), satisfying the claims of the lemma.

To control distant relatives’ contribution to the amount of deletion that occurs in the construction of the graph process, we bound the expectation of the number of individuals that have a distant relative; this will allow us to show that deletion due to distant relatives makes a negligible contribution when \( q \) is small. For each \( n \geq 1 \), let \( D_n \subseteq I_n \) be the set of
vertices that have a distant relative, i.e.
\[ D_n := \{ v \in I_n : k_v^{(r)} > 0 \}. \]  
(52)

In the proof of Lemma 7.2 below we will need to bound pairs of siblings in which one sibling has a distant relative. Let
\[ D_n^s := \{ (v, v') : v, v' \in J_n^{(1)} \cap D_n, v \sim v' \}; \]  
(53)

the constraint \( v \in J_n^{(1)} \) will allow us to apply Lemma 6.2 to obtain (55) below. Finally, let \( D_n := |D_n| \).

**Lemma 6.3.** There exists \( C_3 > 0 \) such that for \( p, q \in [0, 1] \) and \( n \geq 3 \),
\[ E[D_n] \leq C_3 q^2 E[Z_{n-3}] \]  
(54)

and
\[ E[D_n^s] \leq C_3 q^2 E[Z_{n-3}] . \]  
(55)

**Proof.** Let \( A_1 \subseteq I_{n-3} \) denote the set of individuals such that at least two pairs of descendants in \( \tilde{I}_n \) merge, i.e.
\[ A_1 := \{ u \in I_{n-3} : \exists \tilde{v}_1, \tilde{v}_2, \tilde{v}_3, \tilde{v}_4 \in \tilde{I}_n, \tilde{v}_1, \tilde{v}_2, \tilde{v}_4 \} \]  
\[ \text{distinct s.t. } u \in \cap_{i=1}^4 \tilde{\alpha}(\tilde{v}_i), \tilde{v}_1 \sim \tilde{v}_2, \tilde{v}_3 \sim \tilde{v}_4 \}. \]

Let \( A_2 \subseteq I_{n-3} \) denote the set of individuals such that at least one pair of descendants in \( \tilde{I}_n \) and at least one pair of descendants in \( \tilde{I}_{n-1} \) merge, i.e.
\[ A_2 := \{ u \in I_{n-3} : \exists \tilde{v}_1, \tilde{v}_2 \in \tilde{I}_n, \tilde{w}_1, \tilde{w}_2 \in \tilde{I}_{n-1} \text{ s.t. } u \in \tilde{\alpha}(\tilde{v}_1) \cap \tilde{\alpha}(\tilde{v}_2) \cap \tilde{\alpha}(\tilde{w}_1) \cap \tilde{\alpha}(\tilde{w}_2), \]  
\[ \tilde{v}_1 \sim \tilde{v}_2, \tilde{w}_1 \sim \tilde{w}_2 \}. \]

By Lemma 6.2, if \( v \in I_n \) has a distant relative (i.e. if \( k_v^{(r)} > 0 \)) then it has an ancestor \( u \in \alpha_3(v) \cap (A_1 \cup A_2) \). Therefore, recalling the definition of \( I_n^u \) in (18),
\[ D_n = \sum_{v \in I_n} 1_{v \in D_n} \leq \sum_{u \in I_{n-3}} |I_n^u| \]  
\[ 1_{u \in A_1 \cup A_2}|. \]  
(56)

Moreover, for a pair of siblings \( v, v' \in I_n \) with \( v \sim v' \) and \( v \in D_n \cap J_n^{(1)} \), \( v \) must have an ancestor \( u \in \alpha_3(v) \cap (A_1 \cup A_2) \), and since \( v \) has a unique parent, we must also have that \( u \in \alpha_3(v') \). Therefore
\[ D_n^s = \sum_{v, v' \in I_n} 1_{v \in D_n \cap J_n^{(1)}} 1_{v \sim v'} \leq \sum_{u \in I_{n-3}} |I_n^u|( |I_n^u| - 1 ) \]  
\[ 1_{u \in A_1 \cup A_2}|. \]  
(57)

We will now bound the expectation of \( |I_n^u|^2 1_{u \in A_1 \cup A_2} \) for \( u \in I_{n-3} \), conditional on \( F_{n-3} \). Note first that by (21), we have \( |I_n^u|^2 \leq |I_n^u|^4 \). Then by the definition of \( A_1 \) and a union bound,
\[ E \left[ |I_n^u|^2 1_{u \in A_1} | F_n \right] \leq |I_n^u|^2 \sum_{\tilde{v}_1, \ldots, \tilde{v}_4 \in \tilde{I}_n^u, \tilde{v}_1, \tilde{v}_2, \tilde{v}_4 \} \text{ distinct} E \left[ 1_{v_1 \sim \tilde{v}_2, v_3 \sim \tilde{v}_4} | F_n \right] \]  
\[ \leq |I_n^u|^2 \sum_{\tilde{v}_1, \ldots, \tilde{v}_4 \in \tilde{I}_n^u, \tilde{v}_1, \tilde{v}_2, \tilde{v}_4 \} \text{ distinct} E \left[ \mu_{\{\tilde{v}_1, \tilde{v}_2\}} \mu_{\{\tilde{v}_3, \tilde{v}_4\}} | F_n \right] \]  
\[ \leq q^2 |I_n^u|^6 \]  
(58)
Hence by conditioning on \( \tilde{F}_n \) and using that \(|I_3^u| \leq |\tilde{I}_3^u|\),

\[
\mathbb{E}\left[|I_3^u|^21_{u \in A_1} \mid \mathcal{F}_{n-1}\right] \leq \mathbb{E}\left[q^2|\tilde{I}_3^u|^6 \mid \mathcal{F}_{n-1}\right] \leq q^2 \sum_{w_1, \ldots, w_6 \in I_2^u} \mathbb{E}\left[\prod_{i=1}^6 |C_{w_i}| \mid \mathcal{F}_{n-1}\right].
\]

Let \( \xi \) denote a Poisson random variable with mean \( 1 + p \). For \( w_1, \ldots, w_6 \in I_2^u \), we have

\[
\mathbb{E}\left[\prod_{i=1}^6 |C_{w_i}| \mid \mathcal{F}_{n-1}\right] \leq \mathbb{E}\left[\prod_{i=1}^6 |\xi_{w_i}| \mid \mathcal{F}_{n-1}\right] = \mathbb{E}\left[\prod_{i=1}^6 |\xi_{w_i}|\right] \leq \mathbb{E}[\xi|^6]
\]

by Jensen’s inequality (by the same argument as in (42)). Hence

\[
\mathbb{E}\left[|I_3^u|^21_{u \in A_1} \mid \mathcal{F}_{n-1}\right] \leq q^2\mathbb{E}[\xi|^6] |I_2^u|^6.
\]

Let \( A_2' \subseteq I_{n-3} \) denote the set of individuals such that at least one pair of descendants in \( \tilde{I}_{n-1} \) merge, i.e.

\[
A_2' := \{ u \in I_{n-3} : \exists \bar{w}_1, \bar{w}_2 \in \tilde{I}_{n-1} \text{ s.t. } u \in \bar{\alpha}(\bar{w}_1) \cap \bar{\alpha}(\bar{w}_2), \bar{w}_1 \sim \bar{w}_2 \}.
\]

Then by the definition of \( A_2 \) and a union bound,

\[
\mathbb{E}\left[|\tilde{I}_3^u|^21_{u \in A_2} \mid \tilde{F}_n\right] \leq 1_{u \in A_2'} \sum_{\bar{w}_1 \neq \bar{w}_2 \in \tilde{I}_3^u} \mathbb{E}\left[1_{[\bar{v}_1 \sim \bar{v}_2]} \mid \tilde{F}_n\right] \leq q1_{u \in A_2'} |\tilde{I}_3^u|^4.
\]

Hence by conditioning on \( \tilde{F}_n \), and since \(|I_3^u| \leq |\tilde{I}_3^u|\),

\[
\mathbb{E}\left[|I_3^u|^21_{u \in A_2} \mid \mathcal{F}_{n-1}\right] \leq q1_{u \in A_2'} \mathbb{E}\left[\prod_{i=1}^4 |C_{w_i}| \mid \mathcal{F}_{n-1}\right] \leq q1_{u \in A_2'} \mathbb{E}[\xi|^4] |\tilde{I}_3^u|^4,
\]

by Jensen’s inequality and the same argument as in (59). Then by conditioning on \( \mathcal{F}_{n-1} \), and since \(|I_3^u| \leq |\tilde{I}_3^u| \) by (21), we have

\[
\mathbb{E}\left[|I_3^u|^21_{u \in A_2} \mid \mathcal{F}_{n-1}\right] \leq q\mathbb{E}[\xi|^4] |\tilde{I}_2^u|^4 \mathbb{E}\left[1_{u \in A_2'} \mid \mathcal{F}_{n-1}\right] \leq q\mathbb{E}[\xi|^4] |\tilde{I}_2^u|^4 \sum_{\bar{w}_1 \neq \bar{w}_2 \in \tilde{I}_2^u} \mathbb{E}\left[1_{[\bar{w}_1 \sim \bar{w}_2]} \mid \mathcal{F}_{n-1}\right] \leq q^2\mathbb{E}[\xi|^4] |\tilde{I}_2^u|^6.
\]

Therefore by conditioning on \( \tilde{F}_{n-1} \),

\[
\mathbb{E}\left[|I_3^u|^21_{u \in A_2} \mid \mathcal{F}_{n-2}\right] \leq q^2\mathbb{E}[\xi|^4] \sum_{x_1, \ldots, x_6 \in I_1^u} \mathbb{E}\left[\prod_{i=1}^6 |C_{x_i}| \mid \mathcal{F}_{n-2}\right] \leq q^2\mathbb{E}[\xi|^4] \mathbb{E}[\xi|^6] |I_1^u|^6
\]
by Jensen’s inequality (as in (59)). Hence by (60),
\[
E \left[ |I_3^n|^2 1_{[u \in A_1 \cup A_2]} | F_{n-3} \right] \\
\leq q^2 \left( E \left[ \xi^6 E \left[ |I_2^n|^6 | F_{n-3} \right] \right] + E \left[ \xi^4 E \left[ |I_1^n|^6 | F_{n-3} \right] \right] \right) \\
= q^2 \left( E \left[ \xi^6 \right] E \left[ \mathcal{N}^{(2,2,2,2,2)}(u) | F_{n-3} \right] + E \left[ \xi^4 \right] E \left[ \xi^6 \right] E \left[ \mathcal{N}^{(1,1,1,1,1)}(u) | F_{n-3} \right] \right),
\]
by the definition of \( \mathcal{N}^{(j_1, \ldots, j_n)}(u) \) in (39). Therefore, summing over \( I_{n-3} \),
\[
E \left[ \sum_{u \in I_{n-3}} |I_3^n|^2 1_{[u \in A_1 \cup A_2]} \right] \\
\leq q^2 \left( E \left[ \xi^6 \right] E \left[ \mathcal{N}^{(2,2,2,2,2)} \right] + E \left[ \xi^4 \right] E \left[ \xi^6 \right] E \left[ \mathcal{N}^{(1,1,1,1,1)} \right] \right),
\]
and the result follows by (56), (57) and Lemma 5.3. \( \square \)

7 Lower bounds on sums restricted to \( \tilde{J}_n^{(2)} \) and \( J_n^{(2)} \)

In this section, we prove lower bounds on the expectations of \( \tilde{M}_n \) and \( \sum_{u \in J_n^{(2)}} k_u^{(a)} \), which will be used in Section 8 to give lower bounds on the expectations of the number of mergers and deletions in each generation.

The following decomposition and lower bound will be used several times. Recall (46)-(48), and recall that \( k_u = k_u^{(g)} + k_u^{(a)} + k_u^{(r)} \). For any \( n \geq 0 \), \( u \in I_n \) and \( c \in \mathbb{N} \), using that \( (1 - q)^a \geq 1 - aq \) for \( a \in \mathbb{N} \cup \{0\} \),
\[
(1 - q)^{ck_u} = (1 - q)^{c(k_u^{(g)} + k_u^{(a)})} - (1 - q)^{c(k_u^{(g)} + k_u^{(a)})} \left( 1 - (1 - q)^{ck_u} \right) \\
\geq 1 - q(c(k_u^{(g)} + k_u^{(a)}) - 1)_{[k_u^{(r)} \neq 0]} \\
= 1 - q(c(k_u^{(g)} + k_u^{(a)}) - 1)_{[u \in D_n]} \\
\]
by the definition of \( D_n \) in (52). For \( n \geq 1 \), let
\[
S_n := |\{(v, v') \in J_n^{(1)} \times J_n^{(1)} : v \sim v'\}|,
\]
the number of ordered pairs of siblings in the \( n \)th generation, each of which has only one parent. In order to prove a lower bound on \( E \left[ \tilde{M}_n \right] \) in Lemma 7.2 below, we need a lower bound on \( E \left[ S_{n-1} \right] \).

**Lemma 7.1.** There exists \( C_4 > 0 \) such that for \( p, q \in [0,1] \) and \( n \geq 4 \),
\[
E \left[ S_n \right] \geq (1 + p)^2 E \left[ Z_{n-1} \right] - C_4 q \max_{2 \leq k \leq 4} E \left[ Z_{n-k} \right].
\]

**Proof.** Note first that by our construction in Section 4.1, for \( u \in I_{n-1} \) and \( i \neq i' \in C_u \), the pair \((ui, ui')\) contributes to \( S_n \) unless there exists \( \tilde{v} \in I_n \) such that \( ui \not\sim \tilde{v} \) or \( ui' \not\sim \tilde{v} \). Hence
\[
S_n \geq \sum_{u \in I_{n-1}} |C_u|(|C_u| - 1) - \sum_{u \in I_{n-1}} 2|\{(i, i', \tilde{v}) \in C_u \times C_u \times I_n : i \neq i', ui \sim \tilde{v}\}|.
\]
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We now need an upper bound on the second term on the right hand side. For \( u \in I_{n-1} \) and \( i, i' \in C_u, \tilde{v} \in \tilde{I}_n \), if \( u \tilde{v} \overset{m}{\sim} \tilde{v} \) then we must have \( \alpha_1(u) \cap \tilde{\alpha}_2(\tilde{v}) \neq \emptyset \) and \( u \notin \tilde{\alpha}_1(\tilde{v}) \). Therefore

\[
\sum_{u \in I_{n-1}} |\{(i, i', \tilde{v}) \in C_u \times C_u \times \tilde{I}_n : i \neq i', u \tilde{v} \overset{m}{\sim} \tilde{v}\}| \leq \sum_{u \in I_{n-2}} \sum_{u' \in I_1^w} \sum_{i \neq i' \in C_u, \tilde{v} \in C_u'} \mu_{\{u, \tilde{v}\}}.
\]

Therefore, by conditioning first on \( \tilde{F}_n \) and then on \( F_{n-1} \), and since, for \( u \neq u' \in I_{n-1} \), we have \( \mathbb{E} |C_u| |(|C_u| - 1)|C_{u'}| |F_{n-1} \| \leq \mathbb{E} [\xi_u (\xi_u - 1) \xi_{u'}] = (1 + p)^3 \),

\[
\mathbb{E} \left[ \sum_{u \in I_{n-1}} |\{(i, i', \tilde{v}) \in C_u \times C_u \times \tilde{I}_n : i \neq i', u \tilde{v} \overset{m}{\sim} \tilde{v}\}| \right] \leq q(1 + p)^3 \mathbb{E} \left[ \sum_{u \in I_{n-2}} |I_u^w| |(|I_u^w| - 1) \right]
\]

\[
= q(1 + p)^3 \mathbb{E} \left[ N_n^{(1,1)} \right]
\]

\[
\leq q(1 + p)^5 \mathbb{E} [Z_{n-2}],
\]

where the second line follows by the definition of \( N_n^{(j_1, ..., j_k)} \) in (36), and the last line follows by Lemma 5.2.

Recall from our construction in Section 4.1 that conditional on \( F_{n-1} \), for \( u \in I_{n-1} \), \( |C_u| \) is Poisson distributed with mean \( (1 + p)(1 - q)^{k_u} \). It follows from (64) that

\[
\mathbb{E} [S_n] \geq \mathbb{E} \left[ \sum_{u \in I_{n-1}} \mathbb{E} [|C_u| (|C_u| - 1)] \right] - 2q (1 + p)^5 \mathbb{E} [Z_{n-2}]
\]

\[
\geq (1 + p)^2 \mathbb{E} \left[ \sum_{u \in I_{n-1}} (1 - q)^{2k_u} \right] - 64q \mathbb{E} [Z_{n-2}]
\]

since \( p \leq 1 \). Therefore it suffices to show that there exists a constant \( C' > 0 \) such that

\[
\mathbb{E} \left[ \sum_{u \in I_{n-1}} (1 - q)^{2k_u} \right] \geq \mathbb{E} [Z_{n-1}] - C' q \max_{2 \leq k \leq 4} \mathbb{E} [Z_{n-k}].
\] \hspace{1cm} (65)

Since \( |I_{n-1}| = Z_{n-1} \) and \( |D_{n-1}| = D_{n-1} \), we obtain from (61) with \( c = 2 \) that

\[
\mathbb{E} \left[ \sum_{u \in I_{n-1}} (1 - q)^{2k_u} \right] \geq \mathbb{E} [Z_{n-1}] - \mathbb{E} [D_{n-1}] - 2q \mathbb{E} \left[ \sum_{u \in I_{n-1}} (k_u^{(a)} + k_u^{(g)}) \right]
\]

\[
\geq \mathbb{E} [Z_{n-1}] - C_3 q^2 \mathbb{E} [Z_{n-4}] - 2q (1 + p)^3 (\mathbb{E} [Z_{n-3}] + \mathbb{E} [Z_{n-4}]),
\]

where in the last inequality we use (54) from Lemma 6.3 and (49) from Lemma 5.5 (using that \( n \geq 4 \)); this establishes (65) and completes the proof. \( \square \)

We can now prove a lower bound on the expectation of \( \tilde{M}_n \); using the same argument, we establish a lower bound on the expectation of another quantity, which will be used in the proof of Lemma 7.3 below.
Lemma 7.2. There exists $C_5 > 0$ such that for $p, q \in [0, 1]$ and $n \geq 5$,

$$\mathbb{E}\left[\tilde{M}_n\right] \geq \frac{q}{2} \mathbb{E}[Z_{n-2}] - C_5 q^2 \max_{3 \leq k \leq 5} \mathbb{E}[Z_{n-k}]$$

(66)

and

$$\mathbb{E}\left[\sum_{\{(v,v') \in J^{(1)}_n \times J^{(1)}_n : v \preceq v'\}} |C_v| \right] \geq \mathbb{E}[Z_{n-2}] - C_5 q \max_{3 \leq k \leq 5} \mathbb{E}[Z_{n-k}] .$$

(67)

Proof. Recall from (31) that $\tilde{M}_n$ counts the number of (unordered) pairs $\{v_i, v'_i\} \subseteq \tilde{J}^{(2)}_n$ such that $v_i \sim v'_i$, and recall from (24) that $\tilde{J}^{(2)}_n \subseteq \tilde{I}_n$ is the set of vertices $v_i$ such that $v_i \in I_{n-1}$ has exactly one parent and $i \in \mathcal{C}_v$. Note that a pair $\{v_i, v'_i\}$ with $v, v' \in I_{n-1}$, $i \in \mathcal{C}_v$ and $i' \in \mathcal{C}_{v'}$ contributes to $\tilde{M}_n$ if and only if $v, v' \in J^{(1)}_n$, $v \not\sim v'$ and $\mu\{v, v'\} = 1$.

Therefore

$$\tilde{M}_n = \frac{1}{2} \sum_{\{(v,v') \in J^{(1)}_n \times J^{(1)}_n : v \preceq v'\}} \sum_{i \in \mathcal{C}_v, i' \in \mathcal{C}_{v'}} \mu\{v, v'\} .$$

By conditioning on $\tilde{F}_n$, it follows that

$$\mathbb{E}\left[\tilde{M}_n\right] = \frac{q}{2} \mathbb{E}\left[\sum_{\{(v,v') \in J^{(1)}_n \times J^{(1)}_n : v \preceq v'\}} |C_v| \cdot |C_{v'}| \right] .$$

Recall from our construction in Section 4.1 that conditional on $\mathcal{F}_{n-1}$, $(\mathcal{C}_v)_{v \in I_{n-1}}$ are independent, and $|\mathcal{C}_v|$ has Poisson distribution with mean $(1 + p)(1 - q)^{k_v}$, where $k_v = |\{u \in V_{n-1} : d_{G_{n-1}}(u, v) = 3\}|$. For $v, v' \in J^{(1)}_n$ with $v \sim v'$, we infer that $v$ and $v'$ have a shared unique parent $w \in I_{n-2}$, and all paths to $v$ (resp. $v'$) in $G_{n-1}$ go through $w$. This means that for $u \notin \{v, v'\}$, $d_{G_{n-1}}(u, v) = d_{G_{n-1}}(u, w) + 1 = d_{G_{n-1}}(u, v')$. In particular, $k_v = k_{v'}$ and so $\mathbb{E}[|\mathcal{C}_v| \cdot |\mathcal{C}_{v'}|] = (1 + p)^2(1 - q)^{2k_v}$. By conditioning on $\mathcal{F}_{n-1}$, it follows that

$$\mathbb{E}\left[\tilde{M}_n\right] = \frac{q}{2} (1 + p)^2 \mathbb{E}\left[\sum_{\{(v,v') \in J^{(1)}_n \times J^{(1)}_n : v \preceq v'\}} (1 - q)^{2k_v}\right] .$$

(68)

Since $\mathbb{E}[|\mathcal{C}_v|]$ for each $v \in I_{n-1}$, we also have

$$\mathbb{E}\left[\sum_{\{(v,v') \in J^{(1)}_n \times J^{(1)}_n : v \preceq v'\}} |\mathcal{C}_v| \right] = (1 + p) \mathbb{E}\left[\sum_{\{(v,v') \in J^{(1)}_n \times J^{(1)}_n : v \preceq v'\}} (1 - q)^{k_v}\right] .$$

(69)

By (61), and then using the definition of $S_{n-1}$ in (62) and the definition of $D^s_{n-1}$ in (53), we have that for $m \in \{1, 2\}$,

$$\sum_{\{(v,v') \in J^{(1)}_n \times J^{(1)}_n : v \preceq v'\}} (1 - q)^{mk_v} \geq \sum_{\{(v,v') \in J^{(1)}_n \times J^{(1)}_n : v \preceq v'\}} (1 - mq(k^{(g)}_v + k^{(a)}_v)) - 1_{[v \in D_{n-1}]} ,$$

$$\geq S_{n-1} - \sum_{\{(v,v') \in J^{(1)}_n \times J^{(1)}_n : v \preceq v'\}} mq(k^{(g)}_v + k^{(a)}_v) - D^s_{n-1} .$$
Taking expectations, and using Lemma 7.1, (50) in Lemma 5.5 and (55) in Lemma 6.3, it follows that for $m \in \{1, 2\}$,

$$
E \left[ \sum_{(v, v') \in J_{n-1}^{(1)} \times J_{n-1}^{(1)} : v \sim v'} (1 - q)^{mk_v} \right] 
\geq \left( 1 + p \right)^2 E \left[ Z_{n-2} \right] - C_4 q \max_{3 \leq k \leq 5} E \left[ Z_{n-k} \right] - m q \left( 1 + p \right)^4 \left( E \left[ Z_{n-3} \right] + E \left[ Z_{n-4} \right] \right) - C_3 q^2 E \left[ Z_{n-4} \right]
$$

By substituting into (68) and (69), this completes the proof.

We can now use (67) in Lemma 7.2 to prove a lower bound that will be used in Section 8.

**Lemma 7.3.** There exists $C_6 > 0$ such that for $p, q \in [0, 1]$ and $n \geq 5$,

$$
E \left[ \sum_{w \in J_{n-2}^{(1)}} k_u^{(a)} \right] \geq E \left[ Z_{n-2} \right] - C_6 q \max_{2 \leq k \leq 5} E \left[ Z_{n-k} \right].
$$

**Proof.** Note that by the definition of $k_u^{(a)}$ in (47),

$$
\sum_{u \in J_{n-2}^{(1)}} k_u^{(a)} = |\{(u, w) \in J_{n-1}^{(2)} \times I_{n-1} : \alpha_2(u) \cap \alpha_1(w) \neq \emptyset, w \notin \alpha_1(u)\}|.
$$

By our construction in Section 4.1, for $v, v' \in J_{n-1}^{(1)}$ with $v \sim v'$ and $i \in C_v$, we have that $(vi, v')$ contributes to $\sum_{u \in J_{n-2}^{(1)}} k_u^{(a)}$ if there does not exist $\tilde{u} \in \tilde{I}_v$ such that $\tilde{u}^m \sim v_1$. Therefore

$$
\sum_{u \in J_{n-2}^{(1)}} k_u^{(a)} \geq \sum_{(v, v') \in J_{n-1}^{(1)} \times J_{n-1}^{(1)} : v \sim v'} |C_v| - \sum_{(v, v') \in J_{n-1}^{(1)} \times J_{n-1}^{(1)} : v \sim v'} |\{(i, \tilde{u}) \in C_v \times \tilde{I}_v : \tilde{u}^m \sim v_i\}|.
$$

(70)

For $v, v' \in J_{n-1}^{(1)}$ with $v \sim v'$ and $i \in C_v$, $\tilde{u} \in \tilde{I}_v$, if $\tilde{u}^m \sim v_1$ then we must have $\tilde{u}_2(\tilde{u}) \cap \alpha_1(v) \neq \emptyset$ and $v \notin \tilde{\alpha}_1(\tilde{u})$. Since $\alpha_1(v) = \alpha_1(v')$, it follows that $\tilde{u}_2(\tilde{u}) \cap \alpha_1(v) \cap \alpha_1(v') \neq \emptyset$. Therefore

$$
E \left[ \sum_{(v, v') \in J_{n-1}^{(1)} \times J_{n-1}^{(1)} : v \sim v'} \left| \{(i, \tilde{u}) \in C_v \times \tilde{I}_v : \tilde{u}^m \sim v_i\} \right| \right]
\leq E \left[ \sum_{w \in I_{n-2}} \left( \sum_{(v, v') \in \tilde{I}_v \times \tilde{I}_v : v \neq v'} \mu_{\{vi, v'i\}} \right) \sum_{i \in C_v, v'^i \in C_{v'}} |C_{vi}| \right]
= q E \left[ \sum_{w \in I_{n-2}} \left( \sum_{(v, v') \in \tilde{I}_v \times \tilde{I}_v : v \neq v'} |C_{vi}| \right) \right]
\leq q \left( 1 + p \right)^2 E \left[ \sum_{w \in I_{n-2}} |I_{vi}^w|^3 \right],
$$
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where the third line follows by conditioning on $\bar{F}_n$, and the last line by conditioning on $F_{n-1}$ and since for $v \neq v' \in I_{n-1}$, $E[|C_v| \cdot |C_{v'}| |F_{n-1}] \leq (1 + p)^2$. By the definition of $N_n^{(j_1, \ldots, j_k)}$ in (39), and then by Lemma 5.3,

$$E \left[ \sum_{w \in I_{n-2}} |I_{1}^w|^3 \right] = E \left[ N_n^{(1,1,1)} \right] \leq E \left[ \xi^3 \right] E[Z_{n-2}],$$

where $\xi$ is Poisson distributed with mean $1 + p$. By (70) and by (67) in Lemma 7.2, we now have

$$E \left[ \sum u \in I_{n-2} \right] \geq E[Z_{n-2}] - C_5 q \max_{3 \leq k \leq 5} E[Z_{n-k}] - q(1 + p)^2 E[\xi^3] E[Z_{n-2}],$$

which completes the proof. \qed

8 Proof of Propositions 3.2 and 3.3

In this section, we use results from Sections 5-7 to complete the proof of Propositions 3.2 and 3.3. Recall the definition of $Y_n$ in (33), and recall from Lemma 6.3 that $C_3$ is a positive constant. We begin by proving upper and lower bounds on $E[Y_n]$.

Lemma 8.1. There exists $C_7 > 0$ such that for $p, q \in [0, 1]$, $n \geq 6$ and $m \geq 4$,

$$E[Y_n] \leq (1 + p - q)E[Z_{n-1}] - qE[Z_{n-3}] + C_7 q^2 \max_{3 \leq k \leq 5} E[Z_{n-k}] \quad (71)$$

and

$$E[Y_n] \geq (1 + p)E[Z_{m-1}] - q(1 + p)^4 (E[Z_{m-3}] + E[Z_{m-4}]) - C_3 (1 + p) q^2 E[Z_{m-4}] \quad (72)$$

Proof. We begin with a proof of the lower bound (72). Take $m \geq 4$. Recall from our construction in Section 4.1 that for $u \in I_{m-1}$, we have $E[|C_u| |F_{m-1}] = (1 + p)(1 - q)^k_u$. Since $Y_m = \sum_{u \in I_{m-1}} |C_u|$, by conditioning on $F_{m-1}$, and then using (61) with $c = 1$ and that $|I_{m-1}| = Z_{m-1}$ and $|D_{m-1}| = D_{m-1}$, we have

$$E[Y_m] = (1 + p)E \left[ \sum u \in I_{m-1} \right] (1 - q)^k_u$$

$$\geq (1 + p) \left( E[Z_{m-1}] - qE \left[ \sum u \in I_{m-1} \right] (k^{(g)} + k^{(a)}) \right) - E[D_{m-1}]$$

$$\geq (1 + p) E[Z_{m-1}] - q(1 + p)^4 (E[Z_{m-3}] + E[Z_{m-4}]) - C_3 (1 + p) q^2 E[Z_{m-4}],$$

where the last line follows by (49) in Lemma 5.5 and (54) in Lemma 6.3. This completes the proof of (72).
It remains to prove the upper bound (71). Take $n \geq 6$. For $u \in I_{n-1}$, since $u$ has at least one great-grandparent we have $k_u^{(g)} \geq 1$, and so $k_u \geq k_u^{(a)} + 1$. It follows that

$$
E[Y_n] \leq (1 + p)E \left[ \sum_{u \in I_{n-1}} (1 - q)^{k_u^{(a)} + 1} \right]
$$

$$
\leq (1 + p)(1 - q)E \left[ I_{n-1} \setminus J_{n-1}^{(2)} \right] + (1 + p)E \left[ \sum_{u \in J_{n-1}^{(2)}} (1 - q)^{k_u^{(a)} + 1} \right]. \quad (73)
$$

Now, by a simple induction argument, for $k \in \mathbb{N} \cup \{0\}$ we have $(1 - q)^k \leq 1 - kq + \frac{k^2}{2}q^2$. In particular, for $u \in J_{n-1}^{(2)}$,

$$
(1 - q)^{k_u^{(a)} + 1} \leq (1 - q) - q(1 - q)k_u^{(a)} + q^2(1 - q)\left(\frac{k_u^{(a)}}{2}\right);
$$

for each of the different terms on the right-hand side of (74), we will bound the expectation of the sum over $u \in J_{n-1}^{(2)}$.

First, for the third term on the right hand side of (74), recall from (47) that for $u \in I_{n-1}$,

$$
k_u^{(a)} = |\{v \in I_{n-2} \setminus \alpha_1(u) : \alpha_2(u) \cap \alpha_1(v) \neq \emptyset\}|.
$$

For $u \in J_{n-1}^{(2)}$, we have $\alpha_2(u) = \{w\}$ for some $w \in I_{n-3}$, and so if $v \neq v' \in I_{n-2} \setminus \alpha_1(u)$ with $\alpha_2(u) \cap \alpha_1(v) \neq \emptyset$ and $\alpha_2(u) \cap \alpha_1(v') \neq \emptyset$, we must have $w \in \alpha_1(v) \cap \alpha_1(v')$. Therefore we can write

$$
\sum_{u \in J_{n-1}^{(2)}} \left(\frac{k_u^{(a)}}{2}\right) \leq \frac{1}{2} \sum_{v \in I_{n-3}} |\{(u, v, v') \in I_2^w \times I_1^w \times I_1^w : v \neq v', v, v' \neq \alpha_1(u)\}| = \frac{1}{2}N_{n-3}^{(2,1,1)}
$$

by the definition of $N_n^{(j_1, \ldots, j_k)}$ in (36). By Lemma 5.2, it follows that

$$
q^2E \left[ \sum_{u \in J_{n-1}^{(2)}} \left(\frac{k_u^{(a)}}{2}\right) \right] \leq \frac{q^2}{2}E \left[ N_{n-3}^{(2,1,1)} \right] \leq \frac{q^2}{2}(1 + p)^4E[Z_{n-3}] \leq 8q^2E[Z_{n-3}].
$$

For the second term on the right hand side of (74), using Lemma 7.3, we have

$$
q(1 - q)E \left[ \sum_{u \in J_{n-1}^{(2)}} k_u^{(a)} \right] \geq q(1 - q)E[Z_{n-3}] - C_6q^2(1 - q) \max_{3 \leq k \leq 6} E[Z_{n-k}]
$$

$$
\geq qE[Z_{n-3}] - q^2(1 + C_6) \max_{3 \leq k \leq 6} E[Z_{n-k}].
$$
Putting these estimates together with (73) and (74) yields
\[
\mathbf{E}[Y_n] \leq (1 + p)(1 - q)\mathbf{E}[I_{n-1} \setminus J^{(2)}_{n-1}] + (1 + p)\left[(1 - q)\mathbf{E}[J^{(2)}_{n-1}] - q(1 - q)\mathbf{E}\left[\sum_{u \in J^{(2)}_{n-1}} k_u^{(a)} \right] + q^2\mathbf{E}\left[\sum_{u \in J^{(2)}_{n-1}} \left(k_u^{(a)} \right)^2 \right]\right]
\]
\[
\leq (1 + p)\left[(1 - q)\mathbf{E}[Z_{n-1}] - q\mathbf{E}[Z_{n-3}] + (C_6 + 9)q^2 \max_{3 \leq k \leq 6} \mathbf{E}[Z_{n-k}] \right]
\]
\[
\leq (1 + p - q)\mathbf{E}[Z_{n-1}] - q\mathbf{E}[Z_{n-3}] + 2(C_6 + 9)q^2 \max_{3 \leq k \leq 6} \mathbf{E}[Z_{n-k}],
\]
which completes the proof.

\[\square\]

**Proof of Proposition 3.2.** Rearranging (34) from Lemma 5.1, we have that for \(n \geq 2\),
\[
Y_n - M_n \leq Z_n \leq Y_n - \tilde{M}_n + \tilde{L}_n.
\]
(75)

We have bounds on the expectations of \(M_n\) and \(\tilde{L}_n\) in Lemma 5.4, \(\tilde{M}_n\) in Lemma 7.2 and \(Y_n\) in Lemma 8.1 respectively; these bounds will now allow us to complete the proof of Proposition 3.2.

Take \(0 \leq q \leq p \leq 1\). For \(n \geq 6\), by (75) and then by (71) in Lemma 8.1, (66) in Lemma 7.2 and (44) in Lemma 5.4,
\[
\mathbf{E}[Z_n] \leq \mathbf{E}[Y_n] - \mathbf{E}[\tilde{M}_n] + \mathbf{E}[\tilde{L}_n]
\]
\[
\leq (1 + p - q)\mathbf{E}[Z_{n-1}] - q\mathbf{E}[Z_{n-3}] + C_7q^2 \max_{3 \leq k \leq 6} \mathbf{E}[Z_{n-k}]
\]
\[
- \frac{q}{2}\mathbf{E}[Z_{n-2}] + C_5q^2 \max_{3 \leq k \leq 5} \mathbf{E}[Z_{n-k}] + 4q^2(1 + p)^6\mathbf{E}[Z_{n-2}]
\]
\[
\leq (1 + p - q)\mathbf{E}[Z_{n-1}] - \frac{q}{2}\mathbf{E}[Z_{n-2}] - q\mathbf{E}[Z_{n-3}] + C'q^2 \max_{2 \leq k \leq 6} \mathbf{E}[Z_{n-k}],
\]
where \(C' = C_7 + C_5 + 2^8\). By (5) in Proposition 3.1, we have
\[
\mathbf{E}[Z_{n-1}] \leq (1 + p)\mathbf{E}[Z_{n-2}] \quad \text{and} \quad \mathbf{E}[Z_{n-1}] \leq (1 + p)^2\mathbf{E}[Z_{n-3}].
\]

Therefore
\[
\mathbf{E}[Z_n] \leq (1 + p - \frac{5}{2}q)\mathbf{E}[Z_{n-1}] + \frac{q}{2}((1 + p) - 1)\mathbf{E}[Z_{n-2}]
\]
\[
+ q((1 + p)^2 - 1)\mathbf{E}[Z_{n-3}] + C'q^2 \max_{2 \leq k \leq 6} \mathbf{E}[Z_{n-k}],
\]
which completes the proof of (7), since we are assuming \(q \leq p\).

Now, for \(n \geq 4\), by (75), and then by (72) in Lemma 8.1 and (43) in Lemma 5.4,
\[
\mathbf{E}[Z_n] \geq \mathbf{E}[Y_n] - \mathbf{E}[M_n]
\]
\[
\geq (1 + p)\mathbf{E}[Z_{n-1}] - q(1 + p)^4(\mathbf{E}[Z_{n-3}] + \mathbf{E}[Z_{n-4}]) - C_3(1 + p)q^2\mathbf{E}[Z_{n-4}]
\]
\[
- \frac{q}{2}(1 + p)^4\mathbf{E}[Z_{n-2}]
\]
\[
\geq (1 + p)\mathbf{E}[Z_{n-1}] - \frac{5}{2}q(1 + p)^4 \max_{2 \leq k \leq 4} \mathbf{E}[Z_{n-k}] - 2C_3q^2\mathbf{E}[Z_{n-4}],
\]
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which completes the proof of (8).

Finally, note that since for \( n \geq 4 \), the construction of \( G'_n \) from \( G'_{n-1} \) is the same as the construction of \( G_n \) from \( G_{n-1} \), we have that when the graph process \( \mathcal{G}(p, q) \) is replaced with \( \mathcal{G}'(p, q) \), Lemma 5.1 holds for \( n \geq 4 \), (43) in Lemma 5.4 holds for \( n \geq 5 \), and (72) in Lemma 8.1 holds for \( n \geq 7 \) (because (49) in Lemma 5.5 holds for \( n \geq 6 \), and (54) in Lemma 6.3 holds for \( n \geq 6 \)). Therefore (8) holds for \( m \geq 7 \) when \( Z_l \) is replaced with \( Z'_l \) for each \( l \), which completes the proof. \( \square \)

It remains to prove Proposition 3.3. For \( n \geq 1 \), let \( K_n \) denote the number of deletions that occur when \( I_n \) is constructed, i.e. let

\[
K_n := |\{ui : u \in I_{n-1}, i \leq \xi_u, i \not\in C_u\}| = \sum_{u \in I_{n-1}} (\xi_u - |C_u|) = \sum_{u \in I_{n-1}} \xi_u - Y_n. \tag{76}
\]

Recall from (28) that \( R_n := |R_n| \), where \( R_n := \{v \in I_n : |\{w \in V_n : 1 \leq d_{G_n}(v, w) \leq 3\}| = 3\} \). We will use the following lower bound on \( R_n \) to prove Proposition 3.3.

**Lemma 8.2.** For \( n \geq 3 \),

\[
R_n \geq T_n - \sum_{k=0}^{2} (K_{n-k} + 21_{[n-k \geq 2]}M_{n-k}), \tag{77}
\]

where \( T_n := |\{u \in I_{n-3} : \xi_u = \xi_{u1} = \xi_{u11} = 1\}| \).

**Proof.** Suppose \( u \in I_{n-3} \) with \( \xi_u = \xi_{u1} = \xi_{u11} = 1 \). Suppose also that \( u1 \in C_u, u11 \in C_{u1}, u111 \in C_{u11} \), and for each \( v \in \{u1, u11, u111\} \) we have \( |\sigma(v)| = 1 \), i.e. \( \{v' \in I_{|v|} : v' \sim v\} = \emptyset \).

Then by our construction in Section 4.1, we have \( u111 \in R_n \). Hence by the definitions of \( M_n \) in (30) and \( K_n \) in (76),

\[
R_n \geq |\{u \in I_{n-3} : \xi_u = \xi_{u1} = \xi_{u11} = 1, u1 \in C_u, u11 \in C_{u1}, \sigma(u1) = 1, \sigma(u11) = 1\}| - 2M_n - K_n \\
\geq |\{u \in I_{n-3} : \xi_u = \xi_{u1} = \xi_{u11} = 1, u1 \in C_u, |\sigma(u1)| = 1\}| - 2M_n - K_n - 2M_{n-1} - K_{n-1} \\
\geq |\{u \in I_{n-3} : \xi_u = \xi_{u1} = \xi_{u11} = 1\}| - \sum_{k=0}^{2} (K_{n-k} + 21_{[n-k \geq 2]}M_{n-k}).
\]

By the definition of \( T_n \), this completes the proof. \( \square \)

**Proof of Proposition 3.3.** Take \( n \geq 6 \) and \( 0 \leq q \leq p \leq 1 \). Recall from the statement of Lemma 8.2 that we let \( T_n := |\{u \in I_{n-3} : \xi_u = \xi_{u1} = \xi_{u11} = 1\}| \). Since for \( u \in I_{n-3} \), conditional on \( \mathcal{F}_{n-3}, \xi_u, \xi_{u1}, \xi_{u11} \) are i.i.d. with Poisson distribution with mean \( 1 + p \),

\[
\mathbb{E}[T_n] = ((1 + p)e^{-(1+p)})^3 \mathbb{E}[Z_{n-3}] \geq e^{-6} \mathbb{E}[Z_{n-3}], \tag{78}
\]

where the inequality follows since \( 0 \leq p \leq 1 \).
We will use Lemma 8.2 to obtain a lower bound on \( \mathbb{E}[R_n] \); this will require an upper bound on \( \mathbb{E}[K_{n-k}] + 2\mathbb{E}[M_{n-k}] \) for \( 0 \leq k \leq 2 \). Take \( m \geq 4 \); by (76) we have

\[
\mathbb{E}[K_m] = \mathbb{E} \left[ \sum_{u \in I_{n-1}} \xi_u \right] - \mathbb{E}[Y_m] \\
\leq (1 + p)\mathbb{E}[Z_{m-1}] \\
- ((1 + p)\mathbb{E}[Z_{m-1}] - q(1 + p)^4 (\mathbb{E}[Z_{m-3}] + \mathbb{E}[Z_{m-4}]) - C_3(1 + p)q^2\mathbb{E}[Z_{m-4}])
\]

by (72) in Lemma 8.1 and since \( \mathbb{E}[\xi_u | \mathcal{F}_{m-1}] = 1 + p \) for \( u \in I_{m-1} \). By (43) in Lemma 5.4, it follows that

\[
\mathbb{E}[K_m] + 2\mathbb{E}[M_{m}] \leq q(1 + p)^4(\mathbb{E}[Z_{m-3}] + \mathbb{E}[Z_{m-4}] + qC_3\mathbb{E}[Z_{m-4}] + \mathbb{E}[Z_{m-2}]) \\
\leq 16(3 + C_3)p \max_{2 \leq k \leq 4} \mathbb{E}[Z_{m-k}]
\]

since \( q \leq p \leq 1 \). Therefore, since \( \mathbb{E}[Z_{n-2}] \leq (1 + p)\mathbb{E}[Z_{n-3}] \leq 2\mathbb{E}[Z_{n-3}] \) by (5) in Proposition 3.1, we have

\[
\sum_{k=0}^{2} (\mathbb{E}[K_{n-k}] + 2\mathbb{E}[M_{n-k}]) \leq 48(3 + C_3)p \max_{2 \leq k \leq 6} \mathbb{E}[Z_{n-k}] \leq 96(3 + C_3)p \max_{3 \leq k \leq 6} \mathbb{E}[Z_{n-k}].
\]

By (77) in Lemma 8.2 together with (78) and (79), it follows that

\[
\mathbb{E}[R_n] \geq e^{-6}\mathbb{E}[Z_{n-3}] - 96(3 + C_3)p \max_{3 \leq k \leq 6} \mathbb{E}[Z_{n-k}],
\]

and by setting \( 2\eta = e^{-6} \) and \( p_2 = (192e^6(3 + C_3))^{-1} \), this establishes (9).

Finally, since for \( n \geq 4 \), the construction of \( G'_n \) from \( G'_{n-1} \) is the same as the construction of \( G_n \) from \( G_{n-1} \), we have that when the graph process \( G(p, q) \) is replaced with \( G'(p, q) \), Lemma 8.2 holds for \( n \geq 6 \), (72) in Lemma 8.1 holds for \( n \geq 7 \), (43) in Lemma 5.4 holds for \( n \geq 5 \), and (5) in Proposition 3.1 holds. It follows that for \( n \geq 9 \), when \( R_n, Z_{n-3} \) and \( Z_{n-k} \) are replaced with \( R'_n, Z'_{n-3} \) and \( Z'_{n-k} \), (9) holds, which completes the proof. \( \square \)
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(a) Ulam-Harris tree. Each vertex $u$ in generations 0 and 1 has $\xi_u$ offspring in the next generation linked with black edges, and $\xi_u - \xi'_u$ offspring linked with red edges. Dotted lines between pairs of vertices $u$ and $v$ in generation 2 indicate that $\mu_{(u,v)} = 1$.

(b) Realisation of $G_2(p', q)$

(c) Realisation of $G_2(p, q)$

Figure A.1: The number of individuals in the second generation is smaller in the graph process $\mathcal{G}(p, q)$ than in the graph process $\mathcal{G}(p', q)$, while $p > p' > -1$.

A Appendix

Lemma A.1. Let $H = (V, E)$ be a simple, non-empty graph with $t$ vertices and $m$ edges. Let $\ell$ be the number of directed paths of length two in $H$. Then $m - \ell < t$.

Proof. If $m = 0$ then we have $m - \ell \leq 0 < t$. Now assume that $m \geq 1$. For every vertex $v \in V$, denote the degree of $v$ by $d_v$. It is straightforward to see that $2m = \sum_{v \in V} d_v$ and $\ell = \sum_{v \in V} d_v(d_v - 1)$. Recall that $|V| = t$ and $m \geq 1$; the result follows since

$$t + \ell = \sum_{v \in V} (1 + d_v(d_v - 1)) \geq \sum_{v \in V} d_v = 2m > m.$$ 

A.1 Natural couplings

As mentioned in the introduction, we now briefly discuss natural couplings of the graph processes with different values of $p$ and $q$, using our Ulam-Harris construction in Section 4. Take $p > p' > -1$ and $q' > q > 0$. Let $(\xi_u)_{u \in \mathcal{U}}$ and $(\xi'_u)_{u \in \mathcal{U}}$ be families of i.i.d. random variables where $\xi_u$ has Poisson distribution with mean $1 + p$ for each $u$, and $\xi'_u$ has Poisson distribution with mean $1 + p'$ for each $u$, coupled in such a way that $\xi_u \geq \xi'_u$ for all $u \in \mathcal{U}$. Let $(\delta_{u,v})_{u,v \in \mathcal{U}}$, $(\mu_{(u,v)})_{u \neq v \in \mathcal{U}}$ be independent families of i.i.d. random variables with Bernoulli distribution.
(a) Ulam-Harris tree. Each vertex \( u \) in generations 0, 1 and 2 has \( \xi_u \) offspring in the next generation. Black dotted lines between pairs of vertices \( u \) and \( v \) indicate that \( \mu_{\{u,v\}} = 1 \); red dotted lines indicate that \( \mu'_{\{u,v\}} = 1 \) and \( \mu_{\{u,v\}} = 0 \).

Figure A.2: The number of individuals in the third generation is smaller in the graph process \( G(p,q) \) than in the graph process \( G(p,q') \), while \( q' > q > 0 \).

with mean \( q \), and let \( (\delta_{u,v})_{u,v \in \mathcal{U}}, (\mu'_{\{u,v\}})_{u \neq v \in \mathcal{U}} \) be independent families of i.i.d. random variables with Bernoulli distribution with mean \( q' \), coupled in such a way that \( \delta_{u,v} \leq \delta'_{u,v} \) and \( \mu_{\{u,v\}} \leq \mu'_{\{u,v\}} \forall u, v \in \mathcal{U} \).

Construct the graph process \( G(p,q) \) according to the Ulam-Harris construction in Section 4, using the random variables \( (\xi_u)_{u \in \mathcal{U}}, (\delta_{u,v})_{u,v \in \mathcal{U}} \) and \( (\mu_{\{u,v\}})_{u \neq v \in \mathcal{U}} \). Similarly, construct the graph process \( G(p',q) \) using the random variables \( (\xi'_u)_{u \in \mathcal{U}}, (\delta'_{u,v})_{u,v \in \mathcal{U}} \) and \( (\mu'_{\{u,v\}})_{u \neq v \in \mathcal{U}} \), and construct the graph process \( G(p,q') \) using the random variables \( (\xi_u)_{u \in \mathcal{U}}, (\delta'_{u,v})_{u,v \in \mathcal{U}} \) and \( (\mu'_{\{u,v\}})_{u \neq v \in \mathcal{U}} \). We illustrate possible realisations of these graph processes in Figures A.1 and A.2, showing that these couplings do not trivially imply monotonicity of the survival probability in \( p \) or \( q \).