Artificial Intelligence Methods in In-Cabin Use: Cases: A Survey
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Abstract—As interest in autonomous driving increases, efforts are being made to meet requirements for the high-level automation of vehicles. In this context, the functionality inside the vehicle cabin plays a key role in ensuring a safe and pleasant journey for driver and passenger alike. At the same time, recent advances in the field of artificial intelligence (AI) have enabled a whole range of new applications and assistance systems to solve automated problems in the vehicle cabin. This paper presents a thorough survey on existing work that utilizes AI methods for use-cases inside the driving cabin, focusing, in particular, on application scenarios related to (1) driving safety and (2) driving comfort. Results from the surveyed works show that AI technology has a promising future in tackling in-cabin tasks within the autonomous driving aspect.

I. INTRODUCTION

Autonomous driving is among the most widely discussed topics in the recent decade. As a new transportation technology, the autonomous vehicle is designed to surpass human drivers in many aspects, particular in safety. However, in order to realize fully autonomous driving, different levels of autonomy are planned to be achieved successively. According to the Taxonomy and Definitions for Terms Related to On-Road Motor Vehicle Automated Driving Systems by the SAE International [1], there are six different levels leading up to full autonomy, with Level 0 representing “fully manual” and Level 5 representing “fully autonomous” driving. The vehicles functioning between Level 0 and Level 5 are all regarded as semi-autonomous vehicles.

Current research and product development is mainly targeting Level 3 (L3) and Level 4 (L4). For L3, the presence of the driver is required to resolve driving situations that are not manageable by automation. The task for autonomous vehicles is to handle driving under certain conditions, such as driving on a highway or in a city traffic jam. Many vehicle manufacturers are now focusing on incorporating L3 automated systems into their products, e.g., Audi Traffic Jam Pilot [2]. From L4 on, requests of the takeover from a human driver are no longer necessary. The vehicle is required to analyze driving situations and make informed decisions, like when to change lanes, turn, accelerate, or brake. Even in the case of a device failure, the autonomous systems should be able to safely handle these actions independently. In L4, however, manual intervention does remain for particularly challenging circumstances, such as a system failure. L5 vehicles can operate under all situations, but also provide a more refined, higher quality of services.

Currently, the autonomous vehicles have achieved L3 and progressing towards L4. Human drivers are still the main decision makers and supervise the entire system. Consequently, an aspect of ongoing research in L3 is to find the optimal way of assisting human drivers and to provide a smooth and safe transition from human to autonomous driving and back again. Driver-related activities within the vehicle’s cabin should be monitored and analyzed by the system to achieve not only a safe and comfortable drive, but to ensure the system’s ability to smoothly handle a takeover situation. Most of the tasks in autonomous driving are related to “perception”. As human beings, we receive information mostly through vision and speech. We analyze this information and respond accordingly to different events. To endow vehicles with the same capability of understanding, researchers are mounting AI technology on autonomous vehicles to automate the perception of surroundings. Additionally, with emerging technologies such as Augmented/Virtual reality (AR/VR) new ways of personalized driving assistance, information, navigation and entertainment [3]–[5] have been enabled. Given the broad application of AI technologies inside the driving cabin, we are performing a thorough survey of existing studies conducted by researchers and system developers. Our motivation is to identify and highlight the similarities and differences within existing works in order to envision new applications. In this context, similarities means the identification of different applications using the same input data modality or algorithms. This often indicates an emerging trend of research. Moreover, resource efficiency can be improved if one input feature (or hardware) can be used in different applications. A diversity of algorithms can be used to solve similar problems. Reviewing and referring to existing works can serve as an inspiration for readers seeking concrete solutions for specific tasks in autonomous driving. We aim to provide a clear overview of commonly used hardware and algorithms, with a strong focus on the SAEs L3 and L4. L3 and L4 will be discussed with an emphasis on considerations for safety and comfort.

The paper is organized following: in Section II, we will discuss different applications that contribute to safety and employed methodological approaches. Section III introduces tasks aimed at comfortable driving. In the last section, we summarize all the surveyed works and provide a brief outlook.
II. IN-CABIN USE-CASES FOR DRIVING SAFETY

According to the National Highway Traffic Safety Administration (NHTSA) in the USA, 94% of serious accidents are caused by errors behind the wheel [6]. One important task for an autonomous driving system is to ensure the safety of the driver, passengers and other vehicles and pedestrians on the road. Since SAE L3 and L4 require a driver’s presence, the system is responsible for monitoring the driver. For instance, the system needs to assess whether or not the driver is in a proper state for driving and to assist the driver in the decision-making process. Table I presents a short overview of the use-cases discussed in the following sections.

A. Driver status monitoring

Various Driver Monitoring Systems (DMS) have been developed over the past few years. Due to the rapid development of AI technology, some mature systems are currently being utilized in the market. For example, Seeing Machines [7], Valeo Driver Monitoring [8], and SmartEye Driver Monitoring System [9]. These systems are usually based on image information from a camera mounted in front of the driver. They infer information about the driver based on the analysis of her facial expression, eye gazes or head posture. Physiological signals, such as heart rate and skin temperature can also contain valuable information about the driver. Utilizing this information is helpful when gauging the driver’s vigilance, emotions and level of attention or distraction.

1) Emotion detection: The emotional status of a driver can heavily influence the decision-making process and overall behavior on the road. It is important to analyze the emotional status of the driver and process this information accordingly within the automated system. In particular, “Aggressive driving,” as defined by NHTSA, has been researched for decades regarding its negative influence on road safety [10]. Drivers often respond to aggressive acts by another driver with anger and mirrored aggression. [11]. Due to this common response from drivers, it is important to monitor driver emotions periodically. Automated recognition of a driver’s emotional state can capture warnings of aggressive or distracted driving due to “road rage” before behavior escalates, resulting in a safer driving experience.

Since emotions correlate strongly with facial expressions, automated methods for emotion recognition based on images have been the focus of research over the last two decades. A few of these approaches, [12], [13] use Cohn and Kanade’s dataset [14], which contains a large number of facial image sequences from different people. [13] proposes a system that first locates the face in the image and then classifies the emotions based on the Gabor magnitude representations of the located faces. An approach with AdaSVM provides the best performance in this work: Gabor features chosen by Adaboost were used as the training input for Supported Vector Machine (SVM) classifier. [12] uses Local Binary Patterns (LBP) as the discriminative features rather than Gabor features which allows for a very fast feature extraction. Similarly, an SVM is employed as the classifier for emotion recognition.

When it comes to in-cabin driver emotion detection, image, speech and physiological signals are often used for detecting emotion. A motion estimation system named “Affectiva” [22], which is also applied in automotive applications, uses driver facial images and speech signals. Most of the research work on this topic focuses on physiological signals due to suitability and accuracy. In [15]–[17], biopotentials are measured by

| Use-case                  | Feature                                                                 | Method                                          | Reference |
|--------------------------|-------------------------------------------------------------------------|-------------------------------------------------|-----------|
| Emotion detection        | physiological information (D)                                          | FFNN, CNN, SVM                                  | [15]–[22]|
|                          | acoustic signals (D)                                                   | Fuzzy Logic System                              |           |
|                          | image of driver (D)                                                    | GMM (regression model)                         |           |
| Fatigue detection        | eyelid movement (D)                                                    | FFNN                                           | [24], [25]|
|                          | mouth movement (D)                                                    | SVM                                            | [29], [30]|
|                          | head posture (D)                                                      | Fuzzy Logic System                              |           |
|                          | physiological information (D)                                          |                                                |           |
|                          | vehicle dynamics (V)                                                  |                                                |           |
| Distraction detection    | image of driver and road (D&O)                                         | Semi-Supervised Learning                       | [31], [36], [37], [39]–[44]|
|                          | head posture (D)                                                      | SVM, Random Forests                             |           |
|                          | vehicle dynamics (V)                                                  | Maximal Information Coefficient                 |           |
|                          | driver behavior (D)                                                  | CNN                                            |           |
|                          |                                                                      | GMM (preprocessing)                             |           |
| Attention detection      | eye gaze (D)                                                           | 3D CNN                                         | [32]–[34]|
|                          | head posture (D)                                                      |                                                |           |
|                          | full images of driver (D)                                             |                                                |           |
| Driver intention analysis| vehicle position and dynamics (V)                                     | SVM, Random Forests                             | [45]–[52]|
|                          | image of driver and road (D&O)                                         | GMM (regression model)                         |           |
|                          | head posture (D)                                                      | RNN/LSTM                                       |           |
|                          |                                                                      | HMM                                            |           |
|                          |                                                                      | 3D CNN                                         |           |
| Traffic hazards warning  | head posture (D)                                                      | Fuzzy logic system                             | [54]      |
|                          | vehicle dynamics (V)                                                  |                                                |           |
|                          | image of road (D)                                                     |                                                |           |
| Takeover Readiness       | takeover readiness evaluation                                         |                                                |           |
|                          | vehicle dynamics (V)                                                  |                                                |           |
|                          | eye gaze (D)                                                           |                                                |           |
|                          | driver behavior (D)                                                  |                                                |           |
Various medical techniques: electromyogram (EMG) in [16], electrocardiogram (ECG) in [16], [17], electroencephalogram (EEG) in [15] and electroencephalogram activity (EDA) in [16], [17]. Besides biopotential, skin temperature is also used in [17–19], as is respiration in [16], [18] and heart rate in [19]. In addition to physiological features, a driver’s acoustic signals are processed for this same purpose in [20], [21]. Speech may not offer as robust a result as biosignals, but acquisition of acoustic signals is simple and unobtrusive.

A diverse selection of emotions is required to effectively train machine learning models. Over the last seven years, a massive amount of video and audio data from all over the world has been collected for the emotion AI system [22]. In [16], [18], [19], data is recorded when different affective behaviors from drivers are elicited in simulated driving scenarios in the lab. In [20], however, real world speech clips are used. A publicly available speech database called Emo-DB [23] is used in [21].

With the help of large amounts of real world data, very deep Convolutional Neural Networks (CNNs) are trained for the classification of seven different emotion [22]. In [16], [17], four different classes of emotion (excited, relaxed, angry and sad) are detectable by Feed Forward Neural Networks (FFNNs). [17] uses cellular neural network, while [16] combines FFNN and fuzzy inference systems. [19] also uses FFNNs but trains with different optimizers: Marquardt Backpropagation (MBP) and Resilient Backpropagation (RBP) algorithms. The best results are achieved by RBP amongst five different emotional states with 91.9% accuracy. The authors from [18] propose a novel latent variable model and also introduce the temporal state into the model. Training this model is similar to training a Gaussian Mixture model (GMM).

Audio streams are used as system inputs and extract acoustic features like speech intensity, pitch, and Mel-Frequency Cepstral Coefficients (MFCC) in [20], [21]. An SVM and a Bayesian Quadratic Discriminate Classifier are trained in [20] and [21], respectively. Moreover, [20] uses speech enhancement to resist the influence of noisy background influence. It also shows that including gender information results in better overall recognition.

2) Fatigue detection: Drowsy driving greatly impacts the safety of those on the road. It is necessary to remind drivers to rest when the fatigue is detected. The most popular feature for measuring fatigue is eyelid movement, particularly the percentage of eyelid closure (PERCLOS) [26]. Other useful information can include facial expressions, physiological information (heart rate) and vehicle data (car speed, steering wheel angle, position on the lane).

For successful fatigue detection, eye metrics are useful [24], [25], [27]–[30]. Such features can be collected simply by using a regular camera mounted in front of the driver. In [24], yawning (mouth movement) is measured along with eye closure; in [30], vehicle data is also proven to be useful. [27] uses the velocity of eyelid to detect the eye blink for assessing drowsiness. Eye blinking and head movements are used together as input signals of logic regression models for drowsiness state classification in [28]. [29] compares the detection accuracy using behavioral data (eye and head movement), physiological information and vehicle data.

Different machine learning models can be applied to determine whether or not the driver is exhausted. [24] uses a Fuzzy Expert System to classify the state of the driver, while [25] deploys a binary SVM classifier for detecting open and closed eyes. [29], [30] show that the FFNN is also suitable for measuring levels of drowsiness. Especially in [29], the FFNN can even predict when the driver will reach a given level.

3) Distraction detection: Distraction is another major threat to driving safety, motivating researchers to study activities that often lead to preoccupied driving.

According to [35], distraction has four distinct categories: visual, cognitive, auditory, and bio-mechanical. Visual distraction is defined as “eye-off-the-road”, which is obvious to detect. In this instance, eye gaze is an essential feature for detection. In [31], the proposed method estimates a 3D head pose and a 3D eye gaze direction using a low-cost CCD (charge-coupled device) camera. Estimations are measured with respect to the camera coordinate system. With the rotation matrix from the camera coordinate to the world coordinate system, the driver’s observance of the road can be measured. An SVM classifier is used first for detecting sunglasses. If sunglasses are detected, the estimation relies only on the head pose. [38] proposes a standardized framework for evaluating a system, which tracks driver head movements to alert in case the driver is distracted. Such a standard makes it possible to fairly evaluate different driver head tracking systems. In addition, this framework introduces a ground-truth data acquisition system, PolhemusTM Patriot, and takes driver-related information (gender, race and age, etc.) into account. [39] uses eye movements and driving data to classify normal and distracted driving in real time. It also proves that the SVM classifier is suitable for such a task.

Compared with visual distraction, cognitive distraction such as daydreaming or becoming “lost in thought” is harder to detect. Cognitive distraction is also called “mind-off-the-road”, indicating a loss of situation awareness. Facial expressions and driving performance reflect this distraction. [36] explores the effect of both distractions with the help of multi-modality features from CAN-Bus, microphone, and camera recording road and driver. Classifiers employ these feature representations to discriminate between different distraction levels. The causes of cognitive distractions are variable. Estimation of drivers’ workloads can also impact the cognitive state of the driver. To measure workloads, [37] proposes a new nonlinear causality detection method called error reduction ratio causality, which identifies the important variables. The variables used here include Skin Conductance Response (SCR), hand temperature and heart rate, as well as GPS position and acceleration recorded from real-world driving. An SVM is trained afterwards to select the right model for measurement.

[40] studies audio-cognitive distraction. The task for the driver is to count how many times each of the target sounds appear. An eye tracker records eye and head movement data. This data is then used to train a Laplacian SVM and Semi-Supervised Extreme Learning Machine. The study also proves that using a semi-supervised learning algorithm outperforms supervised learning when giving more unlabeled data.
Bio-mechanical distraction refers to adjusting devices manually. For example, adjusting the radio. The solution is to simplify the Human-Machine-Interface (HMI) in the cabin, which will be discussed in Section III.

Performing secondary tasks always causes more than one distraction. Distracting secondary tasks include talking on a cell phone or drinking/eating. Deep neural networks can recognize these behaviors which are very helpful in action recognition. For example in [43], [44], seven activities are divided into two groups: normal driving (normal driving, right mirror checking, rear mirror checking and left mirror checking) and distraction (using in-vehicle radio device, texting and answering the mobile phone). The dataset is collected using Kinect, so the images and the coordinates of head centre or upper body joints are recorded. [44] uses Random Forests (RF), Maximal Information Coefficient (MIC) and a FFNN as classifiers using the head and body features. [43] only uses images of drivers. The images are first processed by a GMM to segment the driver’s body, and then used for CNNs training. The CNN backbones used in experiments are AlexNet, GoogLeNet, and ResNet50. The best performance is achieved by AlexNet which also surpasses the result in [44]. In [41], [42], CNNs such as AlexNet, InceptionV3 and BN-Inception are trained in end-to-end manner. These networks achieve distracting activity recognition with high accuracy.

4) Attention detection: Another important task for DMS is to understand where the driver is looking while driving. With a high-level criticality of the event detected (e.g., a pedestrian crossing the street), the system warns the driver if the driver is not paying attention [61], [62]. This task is one specific use-case in visual attention modeling. Visual saliency and gaze are common tools for measuring the attentive area.

Eye-tracking glasses have the ability to track the precious position of the gaze, but it is challenging for the driver to wear equipment while driving. In this case, head posture estimation assists with gaze estimation. In [32], a pipeline is proposed: facial feature detection and tracking – (3D) head posture estimation – gaze region estimation. Besides using handcrafted features such as facial landmarks, [33] proposes a deep CNN for localizing the driver’s head and shoulder position in the depth images.

It is also possible to predict the focus of attention without using head posture information. For instance, in [34], the raw video, optical flow and semantic segmentation information are fed to a multi-branch 3D-CNN for end-to-end training, in order to predict the focus area on the road image. In the future, attention prediction for human drivers can contribute to attention mechanisms for autonomous perception functions.

B. Driving assistance

In Section II-A, we discussed the Driver Monitoring System, a system that focuses on and contributes to safe driving. The Advanced Driver Assistance System (ADAS) is also designed to avoid accidents by alerting the driver to potential problems or by taking over the control of the vehicle. In the last decades, functions such as anticipating the intention of drivers and analyzing on-road traffic have also been studied. This section introduces these functions integrated into ADAS.

1) Driver intention analysis: Accelerating, braking, steering, turning and lane changing are common tasks during driving. Wrong decisions can result in critical situations or triggering accidents. ADAS assists with lane keeping or changing and prevents some dangerous maneuvers. In order to assist the driver, it has to understand the driving context. [45] uses visual gist as the image descriptor for pre-attentive perception. The images are captured by three on-board cameras. A Random Forest (RF) classifier trained with the gist features can differentiate road contexts such as single-lane, crossing, or T-junction. Furthermore, it can successfully predict driving actions in real time using driving context information.

An important driving behavior is lane changing. In [46]–[49], [52], lane changing behavior is anticipated. [46] predicts three classes: right/left lane change and no lane change. The features are collected by a vision and Inertial Measurement Unit (IMU) based lane tracker. The position of the vehicle in respect to the lane, more specifically the lateral position and the steering angle, are recorded. The proposed prediction model includes a Bayesian filter and an SVM classifier. The Bayesian filter takes the output from the SVM and produces a final prediction. [52] predicts whether or not lane changing occurs with the help of the Sparse Bayesian Learning (SBL) model. The input features are lane positional information acquired from the camera focused on the road, vehicle parameters from CAN-Bus, and driver head posture obtained from the image of the driver. In [48], [49], more driving behaviors are included in addition to the three lane changing classes, i.e. right/left turn. The input information sources are various in this dataset. They include videos of drivers and the road outside the vehicle, vehicle dynamics, GPS, and street maps. [49] makes use of all this information and trains a Recurrent Neural Network (RNN) with Long-Short Term Memory Cells (LSTM). According to the results in [48], this architecture achieves the best result when compared with SVM, RF or Hidden Markov Model (HMM). Moreover, it anticipates the action with an average 3.58s using videos of drivers, end-to-end prediction is also accurate. For instance, in [50] the 3D ResNeXt-101 with a LSTM layer on the top is trained in end-to-end style. The results in [51] prove that videos towards roads have complementary information as driver videos, which should also be considered in driver maneuver prediction. [47] takes the personalities of drivers into account because ADAS should comply with the driver’s habits to ensure overall safety. It proposes using a GMM to adjust the sinusoidal lane change kinematic model according to individual driving styles.

Finally yet importantly, [53] provides an overview of a multi-module Driver Intention Inference (DII) system designed for lane changing intention detection. This system consists of different modules: traffic context perception module, vehicle dynamic module, driver behavior recognition module and driver intention inference module. From this work, we can see an emerging trend of multi-module fusion in ADAS.

2) Traffic hazards warning: Not only should ADAS focus on the intention of the driver, but it should also simultaneously observe on-road traffic. This can prevent some traffic accidents by correlating information and notifying the driver in a timely manner. On-road hazards include rear-end crashes, unnoticed
pedestrians, speed breakers or traffic signs.

One possible solution for this task is to combine the driver intention prediction/driver status detection with on-road traffic detection. It requires driver monitoring, object detection/tracking, and data fusion modules to work simultaneously. Fig. 1 shows the components of the system. Traffic detection that only uses on-road information is not related to in-cabin applications and will not be discussed.

![Fig. 1. Traffic hazards warning system includes both in- and out-cabin analysis.](image)

The system in [54] consists of two modules in Fig. 1. Driver head posture estimation is a preliminary part of driver attention analysis. A 3D face model is trained using an asymmetric face appearance model. Mapping 2D feature-points into a 3D face helps to determine the direction of the driver’s attention. The second component of the driver-assistance system is road traffic detection, which uses global Haar-like features (GHaar) classifier to detect vehicles ahead on the road. Additionally, the system can estimate the distance and the angle between the detected vehicle and the ego vehicle in relation to the right lane of the road. A fuzzy logic system extrapolates future driving risks based on driver and on-road information.

Besides other vehicles, pedestrians and bicycles are other important factors on road. In [55], the authors developed a pedestrian collision warning system, equipped with a volumetric head-up display (HUD) in the cabin to identify when and where pedestrians are approaching. This work also shows that the Augmented Reality (AR) technique is both effective and intuitive for warning systems within the cabin.

C. Take-over readiness evaluation

As mentioned, at SAE L3 the human driver should stand by and be prepared to take over control of the vehicle. Takeover readiness defines the driver’s ability to regain control of the vehicle from the automated mode. Non-driving related tasks during automated driving may interfere with a driver’s ability to regain control of the vehicle [56]. Thus, it is necessary to help the driver stay prepared for a takeover. In this section, we discuss some methodologies that measure driver takeover readiness.

To study the readiness of the driver, takeover request (TOR) time is a key term. TOR measures the time between the request for takeover and the critical situation (by which time the driver must maintain control). Determining when to alert the driver to a takeover situation is critical. [58] studies four different TOR times. The results show that the TOR resulting from the performance-based method provides the shortest reaction time and highest satisfaction for drivers. This performance-based method considers the influence of driving behaviors. It was originally designed for the airborne collision avoidance system. Besides the TOR time, there are other factors that may influence takeover behavior. Factors may include traffic situation complexity, ego-motion of the vehicle, and type of secondary tasks, etc. [56] studies how the complexity of the driving task and secondary task impact takeover reaction time. A mathematical formula estimates takeover reaction time based on experimental data. [57] creates a concept system that can estimate readiness directly by using driver behavior information and biometric data. Extracted eye gazes and head movements are driver behaviors while heart rate and respiration rate are considered biometric data.

There is relatively little research employing machine learning methods to estimate driver readiness, with the exception of [60], [63], [64]. The authors use multi-modality data to train different classifiers, such as K-Nearest Neighbors (KNN) and SVM. The studied data includes the maximum deviation from the lane center, the minimum distance to the leading vehicle and drivers’ eye gazes and behaviors. These classifiers predict the quality of takeover readiness. The best result is achieved by a linear SVM: the accuracy is 79%.

In addition to the estimation of takeover readiness, the system is responsible for keeping the driver constantly aware of the situation both inside and outside of the vehicle. An Interactive Automation Control System (IACS) designed in [59] keeps the driver aware of the TOR on a display. Experiment results show that the response time to TOR and the total number of collisions decreases due to support from this system. [79] proposes a system which employs AR. In this system, AR is used to show a digital twin of the driver’s car on in simulation of a potential accident where the TOR is necessary. After alerting the driver to the coming situation, the TOR is executed. This work indicates that a simulation in cockpit can help the driver better understand traffic situations and handle the TOR more effectively.

One limitation is that all projects presented here are conducted using driving simulators. Since the takeover task is a safety-critical issue, more experiments should be conducted in real-world driving situations.

III. IN-CABIN USE-CASES FOR DRIVING COMFORT

Autonomous vehicle technology makes driving not only safe but also relaxing. Improving driver and passenger comfort level is another key research topic. Tasks in the comfort sector are generally non-driving related tasks. In this section, we introduce some works aiming to optimizing in-cabin operating systems by making vehicles more intelligent.

A. Convenience

“Convenience” describes the ability of the system to accomplish non-driving related tasks automatically according to the needs of drivers and passengers. An intelligent system should recognize needs in an accurate and timely manner. In order
to perceive needs, AI methods are very suitable because they can analyze human actions and the information encoded within human actions. A new dataset named “Drive&Act” is collected for driver action recognition purpose [65]. It is collected in driving mode as well as in automated driving mode, and the behaviors are fine-grained labeled. This dataset includes many secondary task actions like putting on sunglasses or reading magazines. The videos are recorded by six synchronized cameras inside the cabin in RGB, depth, infrared and bodypose modalities. Recognizing these behaviors correctly can increase comfort. For instance, the visor should flip down automatically when the driver is putting on sunglasses. The appearance of this dataset supplements a large benchmark for in-cabin action recognition. The authors in [65] also train different models with this dataset. The best performance is achieved by the 3D CNN-based model. Results indicate that AI methods have a promising future for in-cabin applications.

Listening to music can provide drivers and passengers with a more comfortable journey. Research such as [77] shows that listening to suitable music can improve the driver’s mood and fatigue state resulting in improved driving performance. [77] proposes a framework which detects the driver’s mood-fatigue status and recommends music accordingly. This framework makes use of different smartphone sensors to gauge each drivers’ specific situation and to employ intelligent analysis. For example, the system will engage the closest algorithm to classify different music moods.

B. Human-Machine-Interface

The more functional automated vehicles are, the more complex HMI can become. Some crucial principles are mentioned in [66], [67] for designing the HMI: HMI should both provide comfort and stimulate an appropriate level of attention from users. HMI should maintain minimal content in order to reduce distraction. For instance, [68] investigates the position of the display for the haptic rotary device in a conventional vehicle HMI system. The results show that cluster display position reduces lane position deviation during secondary tasks.

The authors in [78] propose using AR to realize a multi-layer floating user interface system in the vehicle. This system employs stereoscopic depth to arrange different information on 3-layer displays. Critical information, such as “low fuel” warning, is shared on the nearest screen. Less critical items are shifted to the back layers and blurred. This system aims at providing a large amount of information without greatly distracting drivers.

Hand gestures and speech are becoming a popular means of simplifying HMI systems because they reduce visual and biomechanical distraction during driving. Different sensors and recognition algorithms are used for hand gesture recognition in the vehicular environment. For example, (1) [73] uses mm-wave radar sensor and trains a Random Forest. On average, the system performs above 90% accuracy for all six gestures classes; (2) in [74], multiple modalities including RGB, depth/infrared images and 3D hand joints are tested. They train two networks: A C3D network and a Long-Short Term Memory (LSTM). The best model, with a recognition accuracy of 94.4% for 12 classes, is the LSTM model, using 3D hand joints as input modality. In speech recognition, special uses for driving scenarios are explored. Some examples include: natural language analysis based on a RNN architecture for commands like “set/change destination or driving speed” in [75], or the vehicle control system’s defense strategy using an SVM classifier that can resist attacks from hidden voice commands in [76].

Another traditional HMI element in vehicles is the HVAC (Heating, ventilation, and air conditioning) system. Normally, the controllers are hand-coded, requiring attention from the driver. In [71], a control system deploying NN architecture can realize automatic control of the cabin’s thermal environment. At first, the model collects data while the user is adjusting the system. After training, the model can learn the user’s preference and control the thermal environment accordingly. Different machine learning techniques can be used to realize this goal. In [72], the automatic control is realized using Reinforcement Learning (RL). It should be noted that the RL controller consumes less energy and produces a more comfortable environment than manual control approaches.

For fully autonomous cars, [67] proposes that HMI should only contain commands for “start”, “stop” and “choose the destination”. Additionally, other interfaces for entertainment or maps should be included in personal mobile devices. The advantages are the separation of safety critical functions from non-critical ones, whose personalization remains.

As the SAE level increases, drivers can focus less on driving tasks and have more access to HMIs. Human factors become more influential in the HMI systems. [69] introduces an HMI framework which clusters human factors (of both drivers and other users of the road) as dynamic factors. Different HMIs are chosen depending on these influential factors. They also propose an external HMI for communicating with other users on the road. One specific and important human factor for autonomous driving is trust in the vehicle. [70] focuses on how to increase human trust for an autonomous car via HMIs. The authors suggest that HMI framework should take multiple events over a period of time into account rather than focus on one isolated event.

C. Navigation

Navigation is one of the most pronounced functions in modern vehicles. Many drivers have experienced difficulty, trying to concentrate on the road while viewing a personal navigation device. Using an AR Head-Up Display (HUD) to show the navigational path, traffic signs, and landmarks is a practical solution. The work in [82] proves that drivers prefer navigation using AR HUD to other traditional navigation devices, namely egocentric street view and map view which shows the vehicle within the context of its surroundings on the LCD display. On the HUD, directions are listed on a narrow semi-transparent surface that is suspended above the center of the road at a height of about 2 meters. Moreover, according to eye gazes measurements, drivers spend 5.7 sec and 4.2 sec more per minute looking at the road ahead in comparison to LCD street view and map view, respectively.
In [80], the framework can detect vehicles and traffic signs and project them onto the AR-HUD, helping drivers to avoid some dangerous accidents in the process. For detection, the framework uses AdaBoost learning algorithm to train with the Haar features of vehicles and traffic signs. The next stage after detection is to find positions on the HUD for the projection of virtual objects. To do this, camera parameters and relative position of the camera, with respect to objects, are required for calculation. With the help of AR, virtual objects are attached to real objects. In this case, drivers will be alerted to critical information on the road in an unobtrusive way.

An investigation of the effectiveness of different presentations of AR enhanced navigational instructions in [81] shows: The most effective arrangement is to use boxes that enclose a landmark, such as “turn right in 120 meters”. The response times and success rates are enhanced by 43.1% and 26.2% compared to the conventional representation (only the sign).

IV. CONCLUSION

In this section, we summarize all AI techniques implemented in the in-cabin use-cases we reviewed as well as corresponding features of these applications. The in-cabin use-cases can be abstracted into the following topics: classification problem, regression problem and sensor fusion problem. For example, to predict whether or not the driver is tired (in [25]) is a classification problem. To predict the drowsiness level (in [29]) is a regression problem. A typical occasion for sensor fusion is the “traffic hazards warning” system proposed in [54]. When enough data is provided, AI methods can easily tackle the three problems outlined. It also explains the frequency of utilization of five techniques shown in Fig. 2.

Fig. 2 shows the different AI techniques in all examined papers. It is worth noting that “Deep Learning” refers to the learning algorithms that use layered structures (Artificial Neural Networks). Although it is a subset of “Machine Learning”, it is regarded as a separated set due to its importance in Computer Vision research. The “Machine Learning” set refers to algorithms with the exception of “Deep Learning”. There are a total 42 works that utilize AI techniques. Since Machine Learning algorithms and Deep Learning networks are very effective when solving classification and regression problems, both dominate the surveyed works. Concretely, 50.0% (21 papers) of the applications were solved by Machine Learning algorithms and 40.5% (17 papers) used Deep Learning networks. The Fuzzy Logic System (4.7%) is used when there are multiple inputs from different sensors, as exhibited in [24], [55].

We summarize the use-cases discussed in this paper and their relationship to SAE L3, L4 and L5 in the Table II. The ✓ indicates that the use-case is an important function at this level. As shown in the Table II, driving assistance, takeover readiness and navigation are no longer necessary in L4 and L5 because a human driver will not intervene. The purpose of driver status monitoring also changes from L3 to L4. The L3 system focuses on driver anomaly while L4 and L5 are concerned with passenger emotion and satisfaction.

Table II

| Use-cases | L3 | L4 | L5 |
|-----------|----|----|----|
| driver status monitoring | ✓  | ✓  |✓  |
| driving assistance | ✓  | | |
| takeover readiness | ✓  | | |
| convenience | ✓  | ✓  | ✓  |
| HMI | ✓  | ✓  | ✓  |
| navigation | ✓  | | |

At the end of this paper, Table III itemizes the different hardware employed for data acquisition in examined works utilizing AI techniques. The hardware is categorized into eight different types, as shown in the first column. In the second column, the hardware names or models are listed. Some are marked with “unknown” when the name is not mentioned in the original work.

Fig 3 summarizes all the use-cases examined in our survey. The features are depicted as “leaves” in a tree structure. Lines of different colors represent different techniques. The use-cases are described in keywords. If a line emerges from the leaf with an open ending, this means that the application only uses this feature as the input. Typically, the applications use more than one feature, marked with connections in the figure. The use-case is the nearest keyword above the line (or on the right side of the line). From this overview, the following is apparent for in-cabin use-cases: (1) important input features are a driver’s eye and head movement, full images of drivers/roads and vehicle position and dynamics; (2) popular techniques are Machine Learning and Deep Learning; (3) research focuses are distraction detection, HMI design, and driver intention analysis.

Fig 3 also includes features that are used in different applications. For example, the image of the driver is used widely in distraction and intention detection, as well as for convenience purposes. For the future work, a high-level module integrated with different functionalities will be considered. This module should have a manager that can coordinate the work of different sub-modules. In this way, the resource of...
the vehicle is saved and different modules can support one another to achieve a holistic solution.

REFERENCES

[1] [Online] Available: https://www.sae.org/news/press-room/2018/12/sae-international-releases-updated-visual-chart-for-its-%E2%80%9CRE2%80%9D-standard-for-self-driving-vehicles
[2] Audi Encounter, Jan Session, [Online] Available: https://audi-encounter.com/en/staupilot
[3] The University of Michigan, Augmented reality at U-M improves driverless vehicle testing, [Online] Available: https://record.umich.edu/articles/augmented-reality-u-m-improves-driverless-vehicle-testing/
[4] Civil Maps, Civil Maps, [Online] Available: https://civilmaps.com/
[5] Wayray, WayRoy, [Online] Available: https://wayray.com/navion
[6] Wang, Jinjun and Gong, Yihong, Recognition of multiple drivers' emotions, 2008
[7] Ayers, Whitlow & Dressler, The University of Michigan, Jam Session, 2005
[8] Valeo, Valeo Driver Monitoring, [Online] Available: https://www.valeo.com/en/driver-monitoring/
[9] Smarter Eye, Driver Monitoring System Interior Sensing for vehicle integration, [Online] Available: https://smarteye.te.com/automotive-solutions/
[10] Aggressive Driving, INTRODUCTION, [Online] Available: https://one.nhtsa.gov/people/injury/research/aag/drivingenfi/pages/introduction.html
[11] NHTSA: Nearly all car crashes are due to human error, January 5, 2018. [Online] Available: https://www.ayersandwhitlow.com/blog/2018/01/nhtsa-nearly-all-car-crashes-are-due-to-human-error.shtml
[12] Seeing Machines, Seeing Machines, [Online] Available: https://www.seeingmachines.com/
[13] M.H.Baccour and F.Driewer and T.Schack and E.Kasneci, Camera- based Driver Drowsiness State Classification Using Logistic Regression Models, IEEE International Conference on Systems, Man, and Cybernetics (SMC), page 1-8, 2020, IEEE
[14] M.H.Baccour and F.Driewer and T.Schack and E.Kasneci, Camera-based Driver Drowsiness State Classification Using Logistic Regression Models, IEEE International Conference on Systems, Man, and Cybernetics (SMC), page 1-8, 2020, IEEE
[15] Shan, Caifeng and Gong, Shaogang and McOwan, Peter W, Driver activity recognition for ADAS, Proceedings of the Joint INDS’11 & ISTET’11, 2011, IEEE
[16] Palazzi, Andrea and Davide and Solera, Francesco and Cucchiara, Rita and others, Predicting the Driver’s Focus of Attention: the DR (eye) VE Project, IEEE transactions on pattern analysis and machine intelligence, Vol.41, page 1720–1733, 2018, IEEE
[17] Fei-Yue Wang, Xuesong and Xu, Chuan, Driver drowsiness detection based on non-intrusive metrics considering individual specificities, Accident Analysis & Prevention, Vol.95, page 350–357, 2016, Elsevier
[18] Xing, Yang and Lv, Chen, Driver drowsiness detection based on non-intrusive metrics considering individual specificities, Accident Analysis & Prevention, Vol.95, page 350–357, 2016, Elsevier
[19] Vicente, Francisco and Huang, Zehua and Xiong, Xuehan and De la Torre, Fernando and Zhang, Wende and Levi, Dan, Driver gaze tracking and eyes off the road detection system, IEEE Transactions on Intelligent Transportation Systems, Vol.16, page 2014–2027, 2015, IEEE
[20] Fridman, Lex and Langhans, Philip and Lee, Joonbum and Reimer, Bryan, Driver gaze estimation without using eye movement, 2015
[21] Xing, Yang and Lv, Chen, Driver drowsiness detection based on multimodal features, IEEE Transactions on Intelligent Transportation Systems, Vol.16, page 51–65, 2015, IEEE
[22] Tian, Renran and Ruan, Keyu and Li, Lingxi and Le, Jialiang and Tian, Renran and Ruan, Keyu and Li, Lingxi and Le, Jialiang and Greenberg, Jeff and Barbat, Saeed, Standardized evaluation of camera-based driver state monitoring systems, IEEE/CAA Journal of Automatica Sinica, Vol.6, page 716–732, 2019, IEEE
[23] Li, Nanxiang and Busso, Carlos, Predicting perceived visual and cognitive distractions of drivers with multimodal features, IEEE Transactions on Intelligent Transportation Systems, Vol.16, page 3050–3057, 2015, IEEE
[24] Liu, Tianchi and Yang, Yan and Huang, Guang-Bin and Yeo, Yong Kiang and Lin, Zhiping, Driver distraction detection using semi-supervised machine learning, IEEE transactions on intelligent transportation systems, Vol.17, page 1106–1120, 2015, IEEE
[25] Abouelnaga, Yehya and Eraqi, Hesham M and Moustafa, Mohamed N, Real-time distracted driver posture classification,arXiv preprint arXiv:1706.09498, 2017
[26] Kose, Nesilhan and Kopuklu, Okan and Ummervik, Alexander and Rigoli, Gerhard, Real-Time Driver State Monitoring Using a CNN Based Spatio-Temporal Approach, arXiv preprint arXiv:1907.08009, 2019
[27] Xing, Yang and Lv, Chen and Wang, Huaij and Cao, Dongpu and Velenis, Efstathios and Wang, Fei-Yue, Identification and analysis of driver postures for in-vehicle driving activities and secondary tasks recognition, IEEE Transactions on Computational Social Systems, Vol.5, page 70–94, 2017, IEEE
[28] Azim, Tayyaba and Jaffar, M Arfan and Mirza, Anwar M, Fully automated real time fatigue detection of drivers through fuzzy expert systems, Applied Soft Computing, Vol.18, page 25–38, 2014, Elsevier
[29] Mandal, Bappaditya and Li, Liyuan and Wang, Sam and Lin, Jie, Towards detection of bus driver fatigue based on robust visual analysis of eye state, IEEE Transactions on Intelligent Transportation Systems, Vol.18, page 545–557, 2016, IEEE
[30] Wierwille, Walter W and Wreggit, SS and Kirn, CL and Ellsworth, LA and Fairbanks, RJ, Research on vehicle-based driver status/performance monitoring: development, validation, and refinement of algorithms for detection of driver drowsiness, 1994
[31] Tawari, Ashish and Trivedi, Mohan, Speech based emotion classification,arXiv preprint arXiv:1907.08009, 2019
[32] Torre, Fernando and Zhang, Wende and Levi, Dan, Driver gaze tracking and eyes off the road detection system, IEEE Transactions on Intelligent Transportation Systems, Vol.16, page 2014–2027, 2015, IEEE
[33] Fridman, Lex and Langhans, Philip and Lee, Joonbum and Reimer, Bryan, Driver gaze estimation without using eye movement, 2015
[34] Xing, Yang and Lv, Chen, Driver drowsiness detection based on multimodal features, IEEE Transactions on Intelligent Transportation Systems, Vol.16, page 51–65, 2015, IEEE
[35] Tian, Renran and Ruan, Keyu and Li, Lingxi and Le, Jialiang and Greenberg, Jeff and Barbat, Saeed, Standardized evaluation of camera-based driver state monitoring systems, IEEE/CAA Journal of Automatica Sinica, Vol.6, page 716–732, 2019, IEEE
[36] Li, Nanxiang and Busso, Carlos, Predicting perceived visual and cognitive distractions of drivers with multimodal features, IEEE Transactions on Intelligent Transportation Systems, Vol.16, page 51–65, 2015, IEEE
[37] Liu, Tianchi and Yang, Yan and Huang, Guang-Bin and Yeo, Yong Kiang and Lin, Zhiping, Driver distraction detection using semi-supervised machine learning, IEEE transactions on intelligent transportation systems, Vol.17, page 1106–1120, 2015, IEEE
[38] Abouelnaga, Yehya and Eraqi, Hesham M and Moustafa, Mohamed N, Real-time distracted driver posture classification,arXiv preprint arXiv:1706.09498, 2017
[39] Kose, Nesilhan and Kopuklu, Okan and Ummervik, Alexander and Rigoli, Gerhard, Real-Time Driver State Monitoring Using a CNN Based Spatio-Temporal Approach, arXiv preprint arXiv:1907.08009, 2019
[40] Xing, Yang and Lv, Chen and Wang, Huaij and Cao, Dongpu and Velenis, Efstathios and Wang, Fei-Yue, Identification and analysis of driver postures for in-vehicle driving activities and secondary tasks recognition, IEEE Transactions on Computational Social Systems, Vol.5, page 95–108, 2017, IEEE
How much of driving is preattentive?, IEEE Transactions on Vehicular Technology, Vol.64, page 5424–5438, 2015, IEEE

Kumar, Puneet and Perrollaz, Mathias and Lefèvre, Stéphanie and Laugier, Christian, Learning-based approach for online lane change intention prediction, 2013 IEEE Intelligent Vehicles Symposium (IV), page 797–802, 2013, IEEE

Butakov, Vadim A and Ioannou, Petros, Personalized driver/vehicle lane change models for ADAS, IEEE Transactions on Vehicular Technology, Vol.64, page 4422–4431, 2014, IEEE

Jain, Ashesh and Koppula, Hema S and Soh, Shane and Raghavan, Bharad and Singh, Avi and Saxena, Ashutosh, BrainwCars: Car that hints before you do via sensory-fusion deep learning architecture, arXiv preprint arXiv:1601.00740, 2016

Jain, Ashesh and Singh, Avi and Koppula, Hema S and Soh, Shane and Saxena, Ashutosh, Recurrent neural networks for driver activity anticipation via sensory-fusion architecture, 2016 IEEE International Conference on Robotics and Automation (ICRA), page 3118–3125, 2016, IEEE

Gebert, Patrick and Roitberg, Alina and Haurilet, Monica and Stiefelhagen, Rainer, End-to-end prediction of driver intention using 3d convolutional neural networks, 2019 IEEE Intelligent Vehicles Symposium (IV), page 969–974, 2019, IEEE

Rong, Yao and Akata, Zeynep and Kasnci, Enkelejda, Driver Intention Anticipation Based In-Cabin and Driving Scene Monitoring, IEEE International Conference on Intelligent Transportation, 2020

McCall, Joel C and Wipf, David P and Trivedi, Mohan M and Rao, Bhaskar D, Lane change intent analysis using robust operators and sparse bayesian learning, IEEE Transactions on Intelligent Transportation Systems, Vol.8, page 431–440, 2007, IEEE

Xing, Yang and Lv, Chen and Wang, Huai and Wang, Hong and Ai, Yunfeng and Cao, Dongpu and Velenis, Efstadith and Wang, Fei-Yue, Driver lane change intention inference for intelligent vehicles: Framework, survey, and challenges, IEEE Transactions on Vehicular Technology, Vol.68, page 4377–4390, 2019, IEEE

Rezaei, Mahdi and Klette, Reinhard, Look at the driver, look at the road, not distraction. No accident!, Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, page 129–136, 2014

Kim, Hyungil and Miranda Anon, Alexandre and Misu, Teruhisa and Li, Nanxiang and Tawari, Ashish and Fujimura, Kikuo, Look at me: Augmented reality pedestrian warning system using an in-vehicle volumetric head up display, Proceedings of the 21st International Conference on Intelligent User Interfaces, page 294–298, 2016, ACM

Tanshi, Faghor and Stoller, Dirk, Modeling Drivers’ Takeover Behavior Considering the Criticality of Driving Situations and the Complexity of Secondary Tasks, 2019 IEEE Conference on Cognitive and Computational Aspects of Situation Management (CogSIMA), page 67–73, 2019, IEEE

Kim, HyunSuk and Kim, Woonjin and Kim, Joon and Lee, SeungJun and Yoon, DaeSub, Design of Driver Readiness Evaluation System in Virtual Driving Environment, 2019 IEEE Conference on Information and Communication Technology Convergence (ICTC), page 300–302, 2018, IEEE

Kim, Hyung Jun and Yang, Ji Hyun, Takeover requests in simulated partially autonomous vehicles considering human factors, IEEE Transactions on Human-Machine Systems, Vol.47, page 735–740, 2017, IEEE

Olaverri-Monreal, Cristina and Kumar, Satyarth and D `ıaz-Alvarez, Alberto, Automated Driving: Interactive Automation Control System to Enhance Situational Awareness in Conditional Automation, 2018 IEEE Intelligent Vehicles Symposium (IV), page 1698–1703, 2018, IEEE

Bengler, Klaus and Rettenmaier, Michael and Fritz, Nicole and Feierle, Alexander, From HMI to HML: Towards an HMI Framework for Automated Driving, Information, Vol.11, page 61, 2020, Multidisciplinary Digital Publishing Institute

Morgan, Fabio and Pini, Stefano and Borghi, Guido and Vezzani, Matteo and Hahmann, Christoph, The best rated human–machine interface design for autonomous vehicles in the 2016 grand cooperative driving challenge, IEEE Transactions on intelligent transportation systems, Vol.19, page 1302–1307, 2017, IEEE

How can humans understand their automated cars? HMI principles, problems and solutions, Cognition, Technology & Work, vol.21, page 3–20, 2019, Springer

Bendrating, Ola and Berger, Christian and Lundgren, Victor Malmsten, The best rated human–machine interface design for autonomous vehicles in the 2016 grand cooperative driving challenge, IEEE Transactions on intelligent transportation systems, Vol.19, page 1302–1307, 2017, IEEE

Tian, Renran and Li, Lingxi and Rautj, Vikram S and Witt, Gerald J and Duffy, Vincent G and Chen, Yaobin, Study on the display positions for the haptic rotary device-based integrated in-vehicle infotainment interface, IEEE Transactions on Intelligent Transportation Systems, Vol.15, page 1234–1245, 2014, IEEE

Kim, Hyung Jun and Yang, Ji Hyun, Takeover requests in simulated partially autonomous vehicles considering human factors, IEEE Transactions on Human-Machine Systems, Vol.47, page 735–740, 2017, IEEE

Martin, Manuel and Roitberg, Alina and Haurilet, Monica and Horne, Matthias and Reiß, Simon and Voit, Michael and Stiefelhagen, Rainer, Drive4Act: A Multi-modal Dataset for Fine-grained Driver Behavior Recognition in Autonomous Vehicles, ICCV, 2019

Carsten, Oliver and Martens, Marieke H, How can humans understand their automated cars? HMI principles, problems and solutions, Cognition, Technology & Work, vol.21, page 3–20, 2019, Springer

Bendrating, Ola and Berger, Christian and Lundgren, Victor Malmsten, The best rated human–machine interface design for autonomous vehicles in the 2016 grand cooperative driving challenge, IEEE Transactions on intelligent transportation systems, Vol.19, page 1302–1307, 2017, IEEE

Tian, Renran and Li, Lingxi and Rautj, Vikram S and Witt, Gerald J and Duffy, Vincent G and Chen, Yaobin, Study on the display positions for the haptic rotary device-based integrated in-vehicle infotainment interface, IEEE Transactions on Intelligent Transportation Systems, Vol.15, page 1234–1245, 2014, IEEE

Bengler, Klaus and Rettenmaier, Michael and Fritz, Nicole and Feierle, Alexander, From HMI to HML: Towards an HMI Framework for Automated Driving, Information, Vol.11, page 61, 2020, Multidisciplinary Digital Publishing Institute

Ekman, Fredrick and Johansson, Mikael and Sochor, Jana, Creating appropriate trust in automated vehicle systems: A framework for HMI design, IEEE Transactions on Human-Machine Systems, Vol.48, page 95–101, 2017, IEEE

Stärk, Marius and Backes, Dankel and Kehl, Christian, A Supervised Learning Concept for Reducing User Interaction in Passenger Cars, arXiv preprint arXiv:1711.04518, 2017

Brusey, James and Hintea, Diana and Gaura, Elena and Beloe, Neil, Reinforcement learning-based thermal comfort control for vehicle cabins, Mechatronics, Vol.50, page 413–421, 2018, Elsevier

Smith, Karly A and Csech, Clément and Murdoch, David and Shaker, George, Gesture recognition using mm-wave sensor for human-car interface, IEEE Sensors Letters, Vol.2, page 1–4, 2018, IEEE

Mangiarano, Fabio and Pini, Stefano and Borghi, Guido and Vezzani, Matteo and Hahmann, Christoph, The best rated human–machine interface design for autonomous vehicles in the 2016 grand cooperative driving challenge, IEEE Transactions on intelligent transportation systems, Vol.19, page 1302–1307, 2017, IEEE

Okur, Eda and Kumar, Shachi H and Sahay, Saurav and Esme, Asli Arslan and Nachman, Lama, Natural Language Interactions in Autonomous Vehicles: Intent Detection and Slot Filling from Passenger Utterances. arXiv preprint arXiv:1904.10500, 2019

Zhou, Min and Qian, Zhang and Lin, Xi and Hu, Shengshang and Wang, Qian and Ren, Kui, Hidden Voice Commands: Attacks and Defenses on the VCS of Autonomous Driving Cars, IEEE Wireless Communications, 2019, IEEE

Hu, Xiqing and Deng, Junqi and Zhao, Jidi and Hu, Wenyang and Ngai, Edith C-H and Wang, Renfei and Shen, Johnny and Liang, Min and Li, Kieling and others, SAFAR, a head-up display interface for situation-aware novel delivery for drivers, ACM Transactions on Multimedia Computing, Communications, and Applications (TOMM), Vol.12, page 21, 2015, ACM

Zeng, Min and Wang, Zhiyong and Shi, Xue and Qian and Ren, Kui, Hidden Voice Commands: Attacks and Defenses on the VCS of Autonomous Driving Cars, IEEE Wireless Communications, 2019, IEEE

Lindemann, Patrick and Rigoli, Gerhard, Exploring floating stereoscopic driver-car interfaces with wide field-of-view in a mixed reality simulation, Proceedings of the 22nd ACM Conference on Virtual Reality Software and Technology, page 331–332, 2016, ACM

Wiegand, Gesa and Mai, Christian and Liu, Yuanling and Hußmann, Heinrich, Early Take-Over Preparation in Stereoscopic 3D, Adjunct Proceedings of the 10th International Conference on Automotive User Interfaces and Interactive Vehicular Applications, page 142–146, 2018, ACM

Abdi, Lotfi and Abdallah, Faten Ben and Meddeb, Aref, In-vehicle augmented reality traffic information system: a new type of communication between driver and vehicle, Procedia Computer Science, page 242–249, 2015, Elsevier

Bolton, Adam and Burnett, Gary and Large, David R, An investigation into driver distraction with a head-up display, Proceedings of the 7th International Conference on Automotive User Interfaces and Interactive Vehicular Applications, page 56–63, 2015, ACM

Medenica, Zeljko and Kun, Andrew L and Paek, Tim and Palinko, Oskar, Augmented reality vs. street views: a driving simulator study comparing two navigation interfaces in a mixed reality pedestrian warning system using an in-vehicle volumetric head up display, Proceedings of the 22nd ACM Conference on Virtual Reality Software and Technology, page 331–332, 2016, ACM
| Hardware Category | Hardware | Feature | Specifications | Dataset | Reference |
|-------------------|----------|---------|----------------|---------|-----------|
| camera            | Near infrared (NIR) charged coupled device (CCD) camera | eyelid movement from facial images | 10 Hz, 640 x 480 pixel, 30 fps | 12h of driving; 460 video segments | [24] |
|                  | Logitech C920 Webcam | head posture & eye gaze from facial images | RGB, 1080 x 1920 pixel, 30 fps | 15 valid participants; 508 samples for training, 170 for test | [25] |
|                  | Allied Vision Tech Group Pro F-125 BC | eye gaze from facial images | grayscale, 1024 x 600 pixel, 30 fps | 1.560/513 images from 50 participants; 6 classes, unbalanced | [31] |
|                  | IDS UI-3241LE | image of driver | RGB, 1080 x 1080 pixel, 30 fps | 110 participants; totally 12h of video | [32] |
|                  | MICROSOFT Kinect | image of driver | RGB, 1080 x 1080 pixel, 15 fps | 15 participants, totally 12h of video | [33] |
|                  | GARMIN VirbX camera | image of road | RGB, 1080 x 1080 pixel, 25 fps | 10 (DR(eye)VE dataset): 8 participants, 555,000 frames (74*5-min sequences) | [34] |
|                  | ASUS ZenFone (Z00UD) rear camera | image of driver | RGB, 1280 x 720 pixel, 30 fps | 12h of driving; 460 video segments | [35] |
|                  | TZYx stereo camera | image of road | RGB, 1080 x 1080 pixel, 30 fps; Depth, 512 x 424 pixel, 30 fps | Brain4cars: 10 participants; totally 1180 miles of driving | [36] |
|                  | Pico Flexx ToF camera | hand gesture | IR, 224 x 171 pixel, 45 fps | 9 participants | [37] |
| eye tracker       | FaceLAB eye tracking device | eyelid movement, head posture and gaze: blink duration/frequency, PERCLOS, head 3D position/rotations, saccade frequency, etc. | 60 Hz | [29], [39], [40] |
|                  | SmartEye Pro | eyelid movement: blink duration/frequency, PERCLOS, pupil diameter | 60 Hz | [30] |
|                  | SMI ETG 2w eye tracking glasses | eye gaze | 1280 x 220 pixel, 30 fps | [31] 10 participants, 3 situations per participant, leave-5-out cross validation | [36] |
|                  | TobiiHi professional eye tracker | eye gaze | 3841 x 238 pixel, 60 Hz | 31 participants; 3 situations per participant, leave-5-out cross validation | [36] |
| driving simulator | SCANeR Studio | vehicle dynamics: lateral distance from the closest lane and the center of the car, lateral shift of the vehicle center relative to the lane center, time to lane crossing, steering angle/angle velocity, etc.; vehicle speed; number of direction change/out-the-road | 10 Hz | In [29] 21 participants, 106-110 min per participant, one sample per minute; training set validation set: test set = 0.7: 0.15: 0.15 | [29], [39], [40] |
|                  | TNO PreScan | vehicle dynamics: velocity, RPM, gear, etc. | 30 participants | [32] 15 participants, 20 km of driving per participant, 398 samples for training, 170 samples for test | [38] |
|                  | CAN-Bus | CAN-Bus | 100 Hz | 81 participants; 3 situations per participant, leave-5-out cross validation | [39] |
| physiological measurement | 192 channel digital brain wave measurement system from NEURO Company | electroencephalogram (EEG) | 9 participants | [40] |
|                  | Biopac MP150 system & Acqknowledge software | physiological signals: heart rate, sympathetic ratio, vagal ratio, sympathetic-vagal ratio, respiration rate, etc. | 1000 Hz | 21 participants; 100-110 min per participant, one sample per minute; training set validation set: test set = 0.7: 0.15: 0.15 | [29] |
| sensor            | laser & LiDAR sensor | head posture | 50 Hz | 31 participants; 3 situations per participant, leave-5-out cross validation | [41] |
|                  | radar & LiDAR sensor | relative distance, speed and angle to the surrounding vehicles | 30 Hz, 360° coverage, up to 50 meters | 3 participants, totally 97 drives, average duration of 51 min | [42] |
|                  | microphone | speech of driver | 60 Hz, 0.3mm resolution | 6 classes, for training: 5 participants, 20 recordings per gesture for test: 3 participants, 30 recordings per gesture | [43] |

**TABLE III**

**OVERVIEW OF THE HARDWARE UTILIZATION FOR DATA ACQUISITION IN EXAMINED PAPERS**
Fig. 3. Summary of concrete use-cases, their techniques and features.