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Abstract

This paper proposes a hypothesis for the aesthetic appreciation that aesthetic images make a neural network strengthen salient concepts and discard inessential concepts. In order to verify this hypothesis, we use multi-variate interactions to represent salient concepts and inessential concepts contained in images. Furthermore, we design a set of operations to revise images towards more beautiful ones. In experiments, we find that the revised images are more aesthetic than the original ones to some extent. The code will be released when the paper is accepted.

1 Introduction

The aesthetic appreciation is a high-level and complex issue, which influences choices of human activities, such as the mate selection, art appreciation, and possibly even the moral judgment. From the neurobiological perspective, aesthetic experiences likely emerge from the interaction between the emotion–valuation, sensory–motor, and meaning–knowledge neural systems [11, 57].

Unlike previous studies of aesthetics [12, 14, 17, 46, 50] learning a model to mimic human annotations of aesthetic levels in a supervised manner, we consider the aesthetic appreciation inherently rooted in the brain. Specially, we roughly classify the aesthetic appreciation into two types, in terms of whether the aesthetic appreciation has a direct evolutionary utility or not. Specifically, the aesthetic appreciation with a direct evolutionary utility is mainly concerned with the survival and reproduction. For example, the physical attractiveness, including the facial beauty, has a direct evolutionary utility in the partner selection and may reflect the fertility, gene quality, and health [31]. Whereas, the aesthetic appreciation without a direct evolutionary utility can be regarded as a special case of cognition, which may reduce cognitive costs of humans. For example, orderly and simple objects may appear to be more beautiful than chaotic or complex objects [3].

Considering the aesthetic appreciation relating to the survival and reproduction is hard to define, in this study, we focus on the second type of the aesthetic appreciation without a direct evolutionary utility. Specifically, we propose a hypothesis for the aesthetic appreciation that aesthetic images make the brain discard inessential “concepts” and enhance salient “concepts”, i.e. triggering clean and strong signals to the brain. Note that the concept here is referred to as features for certain shapes or textures, instead of representing semantics. For example, when we enjoy a piece of melodious music, the Beta wave (a neural oscillation in the brain) may dominate our consciousness, make us...
concentrate, feel excited, and remain in a state of high cognitive functioning [7, 15]. Moreover, based on the hypothesis, we develop a method to revise images towards the more beautiful ones.

However, this hypothesis is difficult to be formulated and to be used to handle images, from the neurobiological perspective. It still remains a challenge to find a convincing and rigorous way of disentangling inessential concepts away from salient concepts encoded by biological neural networks. Hence, we use an artificial deep neural network (DNN) learned for object classification on a huge dataset (e.g. the ImageNet dataset [39]) as a substitute for the biological neural network. Given a pre-trained DNN and an image with pixels \(N = \{1, 2, \ldots, n\}\), we use a metric in game theory, namely the \(\text{multi-variate interaction}\), to distinguish inessential concepts and essential salient concepts encoded in the intermediate layer of the DNN. Based on the multi-variate interaction, we further revise the image to ensure that the DNN discards inessential concepts and strengthens essential salient concepts. Therefore, we can verify the hypothesis for the aesthetic appreciation by checking whether the revised images look more beautiful or not.

To this end, we consider a group of highly interacted pixels as a certain visual concept. The multi-variate interaction between multiple pixels is defined in game theory, which measures the marginal benefit to the network output when these pixels collaborate \(w.r.t.\) they work independently. As a toy example, the nose, mouth, and eyes have a strong interaction in the prediction of the face detection, because they collaborate with each other to make the face a salient concept for inference.

Mathematically, we have proven that the overall utility of the image classification (i.e. changes of the classification confidence) can be decomposed into numerical effects of multi-variate interaction concepts \(I(S)\), i.e. \(\text{utility} = \sum_{S \subseteq N, |S| \geq 2} I(S)\). Note that there are \(2^n - n - 1\) concepts theoretically, but only very sparse concepts have significant effects \(|I(S)|\) on the network output and a large ratio of concepts have negligible influences \(|I(S)|\) on the overall utility. In this way, salient concepts modeled by the DNN usually refer to concepts with large \(|I(S)|\) values, while those with small \(|I(S)|\) values are mainly regarded as inessential concepts.

Thus, to verify the proposed hypothesis, we revise images to ensure the DNN strengthens salient concepts and weakens inessential concepts. Experimental results show that the revised images are more aesthetic than the original ones to some extent, which verifies the hypothesis. Specifically, we propose four independent operations to adjust the hue, saturation, brightness (value), and the sharpness of the image smoothly. In this way, the image revision will not bring in additional concepts or introduce out-of-distribution information like adversarial examples.

2 Related work

The aesthetic appreciation, relating to the enjoyment or study of the beauty, plays a fundamental role in the history and culture of the human being [4]. The study of aesthetics starting from the philosophy has extended to fields of the psychology [22, 40], neuroscience [10], and computer science [55].

From the perspective of the psychology, previous studies suggested that the aesthetic appreciation could be influenced by the perception, knowledge and content [23, 25, 43, 60, 65]. However, these researches mainly built theoretical models of the aesthetic appreciation and lacked quantitative comparisons between different psychological factors.

**Neuroaesthetics** investigates biological bases of aesthetic experiences when we appraise objects [6]. Zeki [73, 74] proposed that the function of art was an extension of the visual brain. Chatterjee and Vartanian [11] considered that the aesthetic experience emerged from the interaction among sensory–motor, emotion–valuation, and meaning–knowledge neural systems. Brown et al. [6] demonstrated that the general reward circuitry of the human produced the pleasure when people looked at beautiful objects. In conclusion, neuroaesthetics mainly focused on the connection between the activation of specific brain regions and aesthetic experiences [8, 20, 24, 27, 28, 37, 48].

**Computational aesthetics** has emerged with the fast development of the digital technology and computer science, which aims to automatically and aesthetically evaluate and generate visual objects like humans. The computational aesthetics can be roughly classified into image aesthetic assessment and image aesthetic manipulation. The task of the image aesthetic assessment is to distinguish high-quality photos from low-quality photos based on the aesthetic appreciation of human beings. Previous studies used either hand-crafted features [2, 16, 18, 34, 52, 53, 56, 63] or learned deep features [13, 26, 35, 42, 44, 47, 51, 61] for the classification of the image quality [46, 50]. The aesthetic
score regression [58], or the prediction of aesthetic score distributions [29, 67, 70]. Moreover, recent researches also focused on generating captions to describe the aesthetic appreciation of image contents [9, 30, 66, 77]. In comparison, the aim of the image aesthetic manipulation is to improve the aesthetic quality of an image. Previous studies usually enhanced the light, contrast, and composition to make images appear more pleasing [12, 14, 17, 21, 35, 36, 41, 43, 64, 69, 72, 75]. However, these studies were mainly conducted by training a model with annotated aesthetic levels of images, without modeling the aesthetic. In contrast, we propose a hypothesis for the aesthetic appreciation without human annotations to explain how the DNN encodes images of different aesthetic qualities from the perspective of game theory.

3 Verification and hypothesis for the aesthetic appreciation

Hypothesis. In this paper, we propose a hypothesis for the aesthetic appreciation that *aesthetic images make a neural network strengthen salient concepts and discard inessential concepts*. In other words, if an image only contains massive inessential concepts without any dominant salient concepts activating the neural network for inference, then we may consider this image is not so aesthetic. It is just like the Beta wave (a brainwave) that makes us concentrate on salient concepts, rather than be distracted by the interference of inessential concepts [19].

However, a DNN usually uses features to jointly represent different concepts as a mixture model [76]. In order to verify the hypothesis, we must first disentangle feature representations of different concepts. To this end, we use the multi-variate interaction as a new tool to decompose visual concepts from features encoded in the neural network. Based on multi-variate interactions, we can further distinguish salient concepts and inessential concepts. In this way, we find that aesthetic images usually contain more salient concepts than not so aesthetic images, and inessential concepts in the denoised images were usually weakened. Furthermore, we also revise images by strengthening salient concepts and weakening inessential concepts. To some degree, the revised images look more aesthetic than the original ones, which verifies the hypothesis.

3.1 Multi-variate interaction

We use the multi-variate interaction between multiple pixels to represent essential salient concepts and inessential concepts of an image in game theory. Given a pre-trained DNN $f$ and the image $x \in \mathbb{R}^n$ of $n$ pixels, $N = \{1, 2, \cdots, n\}$, the multi-variate interaction is quantified as the additional utility to the network output when these multiple pixels collaborate with each other, in comparison with the case of they working individually. For example, the eyes, a nose, a mouth, and ears of the dog in Fig. 1 interact with each other to construct a meaningful head concept for classification, instead of working independently. In this way, we can consider a group of strongly interacted pixels as an interaction pattern (a concept) $S \subseteq N$ for inference, just like the dog head.

**Definition of the multi-variate interaction (a concept).** The interaction inside the pattern $S (|S| \geq 2)$ is defined in [58]. Let us consider a DNN with a set of pixels, $N = \{h, i, j, k\}$, as a toy example. These pixels usually collaborate with each other to make impacts on the network output, and a subset of pixels may form a specific interaction pattern (e.g. $S = \{h, i, j\} \subseteq N$). However, if we assume these pixels work individually, then $v(\{i\}) = f(\{i\}) - f(\emptyset)$ denotes the utility of the pixel $i$ working independently. Here, $f(\{i\})$ represents the output of the DNN only given the information of the pixel $i$ by removing the information of all other pixels in $N \setminus \{i\}$, and $f(\emptyset)$ refers to the output without taking the information of any pixels into account. Similarly, $f(S)$ represents the output given the information of pixels in pattern $S$ and removing the information of other pixels in $N \setminus S$. $f(N)$ indicates the output given the information of all pixels in $N$. In this way, $U_{\text{individual}} = v(\{h\}) + v(\{i\}) + v(\{j\})$ indicates the utility of all pixels inside the pattern working individually. On the other hand, the overall utility of the pattern $S$ is given as $U_{\text{joint}} = f(S) - f(\emptyset)$, and obviously $U_{\text{joint}} \neq U_{\text{individual}}$. Thus, $U_{\text{joint}} - U_{\text{individual}}$ represents the additional utility to the network output caused by collaborations of these pixels. Such additional utility is called the interaction.

More specifically, the overall utility $U_{\text{joint}} - U_{\text{individual}}$ can be decomposed into collaborations between even smaller subsets, such as $\{h, i\}$. In this way, a visual concept is defined using the elementary

\[ \text{We mask pixels to compute } f(S). \text{ We follow [15] to set pixels in } N \setminus S \text{ to baseline values and keep pixels in } S \text{ unchanged, so as to approximate the removal of pixels in } N \setminus S. \]
interaction between multiple pixels, as follows.

\[
I(S) = f(S) - f(\emptyset) - \sum_{L \subseteq S, |L| \geq 2} I(L) - \sum_{i \in S} v(\{i\}),
\]

For example, in Fig. \[ I(S = \{h, i, j\}) \] measures the marginal utility of the interaction within the dog head (utility of the head concept), where utilities of other smaller compositional concepts, i.e. \{eye, nose\}, \{eye, ear\}, \{nose, ear\}, \{eye\}, \{nose\}, and \{ear\}, are removed. Hence, the multi-variate interaction \( I(S) \) measures the marginal utility of the pattern \( S \) by removing utilities of all smaller patterns, which can be calculated as follows (proved in the supplementary material).

\[
I(S) = \sum_{L \subseteq S} (-1)^{|L|-|S|} f(L),
\]

where \( |\cdot| \) denotes the cardinality of the set.

**Understanding the sparsity of multi-variate interactions, i.e. the sparsity of concepts encoded in a DNN.** Mathematically, we have proven that the classification utilities of all pixels, \( f(N) - f(\emptyset) \), can be decomposed into the utility of each interaction pattern (proved in the supplementary material). In other words, the discrimination power can be decomposed as the sum of classification utilities of massive elementary concepts.

\[
f(N) - f(\emptyset) - \sum_{i \in N} v(\{i\}) = \sum_{S \subseteq N, |S| \geq 2} I(S) = \sum_{S \in \Omega_{\text{salient}}} I(S) + \sum_{S \in \Omega_{\text{inesistent}}} I(S).
\]

Therefore, we can divide all concepts (interaction patterns) into a set of salient concepts \( \Omega_{\text{salient}} \) that significantly contribute to the network output, and a set of inessential concepts \( \Omega_{\text{inesistent}} \) with negligible effects on the inference, \( \Omega_{\text{salient}} \cup \Omega_{\text{inesistent}} = \{S|S \subseteq N, |S| \geq 2\} \). Note that there are \( 2^n - n - 1 \) concepts, in terms of \( \sum_{S \subseteq N, |S| \geq 2} I(S) \). However, we observe that only a few interaction concepts make significant effects \( |I(S)| \) on the inference, and these sparse concepts can be regarded as salient concepts. Most other concepts composed of random pixels make negligible impacts on the network output (i.e. \( |I(S)| \) is small), and these dense concepts can be considered as inessential concepts, thereby \( |\Omega_{\text{inesistent}}| \gg |\Omega_{\text{salient}}| \).

In this way, we consider salient concepts usually correspond to interaction patterns with large \( |I(S)| \) values, while inessential concepts usually refer to interaction patterns with small \( |I(S)| \) values. For example, the collaboration between the grass and flower in Fig. 1 is not useful for the classification of the dog, i.e. being considered as inessential concepts. In comparison, the dog face is a salient concept with significant influence on the inference.

### 3.2 Approximate approach to strengthening salient concepts and weakening inessential concepts

Based on the hypothesis and above analysis, we can improve the aesthetic levels of images by strengthening concepts with large \( |I(S)| \) values and weakening concepts with small \( |I(S)| \) values, i.e. by making concepts more sparse. However, according to Eq. \[ 13 \], the enumeration of all salient concepts and inessential concepts is an NP-hard problem. Fortunately, we find a close relationship between interaction patterns (concepts) and Shapley values \[ 59 \]. Specifically, the term \( \Delta f(i, L) \) (defined in Eq. \[ 14 \]) in the Shapley value can be represented as the sum of some interaction patterns. In this way, an approximate solution to boost the sparsity of interaction patterns (concepts) is to boost the sparsity of \( \Delta f(i, L) \) over pixels \( \{i \in N\} \) and contexts \( \{L \subseteq N \setminus \{i\}\} \).

**Definition of Shapley values and \( \Delta f(i, L) \).** Before the optimization of interaction patterns, we first introduce the definition of Shapely values. The Shapley value is widely considered as an unbiased estimation of the numerical utility w.r.t. each pixel in game theory. Given a trained DNN \( f \) and an image \( x \in \mathbb{R}^N \) with \( n \) pixels \( N = \{1, 2, \ldots, n\} \), some pixels may cooperate to form a context \( L \subseteq N \) to influence the output \( y = f(x) \in \mathbb{R} \). To this end, the Shapley value is proposed to fairly
where \( i \) \( \Delta \) with a large absolute value and weaken inessential concepts included by \( \Omega \). According to empirical observations, \( \Delta \) we weaken inessential concepts. Fortunately, we have proven that the term \( \Delta \) in the Shapley value can be re-written as the sum of some interaction patterns (proved in the supplementary material).

Using \( \Delta \) to optimize interaction patterns. Considering the enumeration of all salient concepts and inessential concepts is NP-hard, it is difficult to directly strengthen salient concepts and weaken inessential concepts. Fortunately, we have proven that the term \( \Delta \) in the Shapley value can be re-written as the sum of some interaction patterns (proved in the supplementary material).

\[
\Delta f(i, L) = v(\{i\}) + \sum_{L' \subseteq L, L' \neq \emptyset} I(S' = L' \cup \{i\}).
\]

According to empirical observations, \( \Delta f(i, L) \) is very sparse among all contexts \( L \). In other words, only a small ratio of contexts \( L \) have significant impacts \( |\Delta f(i, L)| \) on the network output, and a large ratio of contexts \( L \) make negligible impacts \( |\Delta f(i, L)| \). In this way, we can roughly consider salient concepts are usually contained by the term \( \Delta f(i, L) \) with a large absolute value, while the term \( \Delta f(i, L) \) with a small absolute value, \( |\Delta f(i, L)| \), only contains inessential concepts.

Therefore, we define the following loss function to enhance salient concepts contained in \( \Delta f(i, L) \) with a large absolute value and weaken inessential concepts included by \( \Delta f(i, L) \) with a small absolute value. In this way, we can approximately make interaction patterns (concepts) more sparse.

\[
\text{Loss} = \mathbb{E}_r \left[ \mathbb{E}_{(i_1, L_1) \in \Omega_{\text{salient}} \mid |L_1| = r} \left[ |\Delta f(i_1, L_1)| \right] - \alpha \cdot \mathbb{E}_{(i_2, L_2) \in \Omega_{\text{inessential}} \mid |L_2| = r} \left[ |\Delta f(i_2, L_2)| \right] \right],
\]

where \( i_1 \in N \setminus L_1 \) and \( i_2 \in N \setminus L_2 \). \( \Omega_{\text{salient}} \) refers to massive coalitions, each representing a set of pixels \( (i, L) \) containing salient concepts, thereby generating large values of \( |\Delta f(i, L)| \). Accordingly, \( \Omega_{\text{inessential}} \) represents massive coalitions, each representing a set of pixels \( (i, L) \) only containing inessential concepts, thereby generating small values of \( |\Delta f(i, L)| \). \( \alpha \) is a positive scalar to balance the effects between enhancing salient concepts and discarding inessential concepts.

Note that in Eq. (15) and Eq. (6), we only enumerate contexts \( L \) made up of \( 1 \leq r \leq 0.5n \) pixels. There are two reasons. First, when \( r \) is larger, \( \Delta f(i, L) \) contains more contexts \( L \), and thus it is more difficult to maintain \( \Delta f(i, L) \) sparse among all coalitions \( \{i, L\} \). This hurts the sparsity assumption for Eq. (15). Second, collaborations of massive pixels (a large \( r \)) usually represent interactions between mid-level patterns, instead of representing pixel-wise collaborations, which boost the difficulty of the image revision. Please see the supplementary material for more discussions.

Using high-dimension utility to boost the efficiency of learning interaction patterns. The optimization of Eq. (6) is still inefficient, because Eq. (6) only provides a gradient of a scalar output \( f(L) \in \mathbb{R} \). Actually, the theory of Shapley values in Eq. (14) and Eq. (15) is compatible with the case of \( f(L) \in \mathbb{R}^d \) being implemented as a high-dimension feature of the DNN, thereby receiving gradients of all dimensions of the feature. In this way, we directly use the intermediate-layer feature \( f(L) \) to optimize Eq. (6), where the absolute value of the marginal utility \( |\Delta f(i, L)| \) is replaced as the \( L_1 \)-norm, \( ||\Delta f(i, L)||_1 \).

Determination of salient concepts and inessential concepts. We consider \( (i, L) \in \Omega_{\text{inessential}} \) with the smallest ratio \( m_1 \) of \( ||\Delta f(i, L)||_2 \) values as salient concepts, which are supposed to include inessential interaction patterns \( S \in \Omega_{\text{inessential}} \). Accordingly, we regard \( (i, L) \in \Omega_{\text{salient}} \) with the largest ratio \( m_2 \) of \( ||\Delta f(i, L)||_2 \) values as salient concepts, which are supposed to contain salient interaction patterns \( S \in \Omega_{\text{salient}} \).

3.3 Operations to revise images

In the above section, we propose a loss function to revise images, which ensures the DNN enhances salient concepts and discards inessential concepts. In this section, we further define a set of operations to revise images to decrease the loss. A key principle for image revision is that the revision should not bring in additional concepts, but just revises existing concepts contained in images.
Specifically, this principle can be implemented as the following three requirements.

1. The image revision is supposed to simply change the hue, saturation, brightness (value), and sharpness of different regions in the image.

2. The revision should ensure the spatial smoothness of images. In other words, each regional revision of the hue/saturation/brightness/sharpness is supposed to be conducted smoothly over different regions, because dramatic changes of the hue/saturation/brightness/sharpness may bring in new edges between two regions.

3. Besides, the revision should also preserve the existing edges. I.e. the image revision is supposed to avoid the color of one object passing through the contour and affecting its neighboring objects.

In this way, we propose four operations to adjust the hue, saturation, brightness, and sharpness of images smoothly, without damaging existing edges or bringing in new edges. Thus, the image revision will not generate new concepts or introduce the out-of-distribution features.

**Operation to adjust the hue.** Without loss of generality, we first consider the operation to revise the hue of the image \(x\) in a small region (with a center \(c\)). As Fig. 2 (c) shows, we use a cone-shaped template \(G \in \mathbb{R}^{d' \times d'}\) to smoothly decrease the significance of the revision from the center to the border (requirement 2). The binary mask \(M^{(c)} \in \{0, 1\}^{d' \times d'}\) is designed to protect the existing edges (requirement 3). Specifically, this cone-shaped template \(G_{ij} = \max(1 - \lambda \cdot ||p_{ij} - c||_2, 0)\) represents the significance of the revision for each pixel in the receptive field, which smooths effects of the image revision. Here, \(||p_{ij} - c||_2\) indicates the Euclidean distance between another pixel \((i, j)\) within the region and the center \(c\). \(\lambda\) is a positive scalar to control the range of the receptive field, which is set to \(\lambda = 1\) for implementation. Moreover, all pixels blocked by the edge (e.g. the object contour) are not allowed to be revised. \(M^{(c)}\) masks image regions that are not allowed to be revised. As Fig. 2 (c) shows, the effects of the sky are not supposed to pass through the contour of the bird and revise the bird head, when the center \(c\) locates in the sky. In this way, the revision of all pixels in the region with the center \(c\) is given as

\[
Z^{(c, \text{hue})} = k^{(c, \text{hue})} \cdot (G \circ M^{(c)}), \tag{7}
\]

where \(\circ\) denotes the element-wise production. We learn \(k^{(c, \text{hue})} \in \mathbb{R}\) via the loss function, in order to control the significance of the hue revision in this region.

Then, as Fig. 2 (b) shows, for each pixel \((i, j)\), the overall effect of its hue revision \(\Delta_{ij}^{\text{hue}}\) is a mixture of effects from surrounding pixels \(N_{ij}\), as follows.

\[
\begin{align*}
\hat{x}_{ij}^{\text{new, hue}} &= \beta^{\text{hue}} \cdot \Delta_{ij}^{\text{hue}} + x_{ij}^{\text{hue}}, \quad \Delta_{ij}^{\text{hue}} = \tanh\left(\sum_{c \in N_{ij}} Z_{ij}^{(c, \text{hue})}\right),
\end{align*}
\tag{8}
\]

where \(0 \leq \hat{x}_{ij}^{\text{hue}} \leq 1\) denotes the original hue value of the pixel \((i, j)\) in the image \(x\). \(\tanh(\cdot)\) is used to control the value range of the image revision, and the maximum magnitude of hue changes is limited by \(\beta^{\text{hue}}\). Note that the revised hue value \(x_{ij}^{\text{new, hue}}\) may exceed the range \([0, 1]\). Considering the hue value has a loop effect, the value out of range can be directly modified to \([0, 1]\) without being truncated. For example, the hue value of 1.2 is modified to 0.2.

**Operations to adjust the saturation and brightness.** Without loss of generality, let us take the saturation revision for example. Considering the value range for saturation is \([0, 1]\) without a loop effect, we use the sigmoid function to control the revised saturation value \(x_{ij}^{\text{new, sat}}\) within the range.

\[
\begin{align*}
\hat{x}_{ij}^{\text{new, sat}} &= \text{sigmoid}(\beta^{\text{sat}} \cdot \Delta_{ij}^{\text{sat}} + \text{sigmoid}^{-1}(x_{ij}^{\text{sat}})), \quad \Delta_{ij}^{\text{sat}} = \tanh\left(\sum_{c \in N_{ij}} Z_{ij}^{(c, \text{sat})}\right),
\end{align*}
\tag{9}
\]

where \(Z^{(c, \text{sat})} = k^{(c, \text{sat})} \cdot (G \circ M^{(c)})\), just like Eq. (7). Besides, the operation to adjust the brightness is similar to the operation to adjust the saturation.

\footnote{We use a cone-shaped template, instead of a Gaussian template, in order to speed up the computation.}
Operation to sharpen or blur images. We propose another operation to sharpen or blur the image in the RGB space. Just like the hue revision, the sharpening/blurring operation to revise the image can be represented as follows.

\[ x'_{ij} = \Delta x_{ij} + x_{ij}, \quad \Delta x_{ij} = \Delta(x_{ij}^{\text{new, blur/sharp}} - x_{ij}), \quad \Delta(x_{ij}^{\text{new, blur/sharp}}) = \tanh(\sum_{c \in \mathcal{N}_{\text{center}}} \mathcal{Z}_{ij}^{(c, \text{blur/sharp})}), \quad (10) \]

where \( \Delta x_{ij} = x_{ij}^{\text{blur}} - x_{ij} \) indicates the pixel-wise change towards blurring the image, where \( x_{ij}^{\text{blur}} \) is obtained by blurring the image using the Gaussian blur operation. Accordingly, \( -\Delta x_{ij} \) describes the pixel-wise change towards sharpening the image. Fig. 4 and Fig. 5 use heatmaps of \( \Delta(x_{ij}^{\text{blur/sharp}}) \in [-1, 1] \), to represent whether the pixel \((i, j)\) is blurred or sharpened. If \( \Delta(x_{ij}^{\text{new, blur/sharp}}) > 0 \), then this pixel is blurred; otherwise, being sharpened. \( \mathcal{Z}_{ij}^{(c, \text{blur/sharp})} = k_{\text{blur/sharp}}(c) \cdot (G \circ M(c)) \), just like Eq. (7).

In this way, we can use the loss function defined in Eq. (6) to learn the image revision of the hue/saturation/brightness/sharpness to strengthen salient concepts and weaken inessential concepts contained in images, i.e. min\(F\gamma\) Loss. Here, \( \theta = \{k_{\text{blur}}, k_{\text{sat}}, k_{\text{bright}}, k_{\text{blur/sharp}}\} \in \mathcal{N}_{\text{center}} \), and \( \mathcal{N}_{\text{center}} \) denotes a set of central pixels w.r.t. different regions in the image \(x\).

4 Experiments

4.1 Difference in encoding of concepts between aesthetic images and not so aesthetic images

To verify the hypothesis, we considered the aesthetic appreciation of images from two aspects, i.e. the beauty of image contents and the noise level. We considered that images with beautiful contents were usually more aesthetic than images without beautiful contents, and assumed to contain more salient concepts. On the other hand, we considered strong noises in images boosted the cognitive burden, and the denoising of an image could increase its aesthetic level. In this way, we assumed inessential concepts in the denoised images were weakened.

Beauty of image contents. We used the VGG-16 [62] model trained on the ImageNet dataset [39] to evaluate images from the Aesthetic Visual Analysis (AVA) dataset [54] and the CUHK-PhotoQuality (CUHK-PQ) dataset [49], respectively. All aesthetic images and not so aesthetic images had been annotated in these two datasets [3].

For verification, we computed the metric \( \tau(r)(\Delta f) = P(r)(\Delta f)\vert_{\mathcal{X}_{\text{aesthetic}}} - P(r)(\Delta f)\vert_{\mathcal{X}_{\text{unaesthetic}}} \), where \( \mathcal{X}_{\text{aesthetic}} \) and \( \mathcal{X}_{\text{unaesthetic}} \) referred to a set of massive aesthetic images and a set of not so aesthetic images, respectively. \( P(r)(\Delta f)\vert_{\mathcal{X}_{\text{aesthetic}}} \) denoted the value distribution of \( |\Delta f| = ||\Delta f(i, L)||_2 \) among all pixels \( \{i \in N\} \) and all contexts \( \{L|L \subseteq N \setminus \{i\}, |L| = r\} \) contained by massive aesthetic images \( x \in \mathcal{X}_{\text{aesthetic}} \). Similarly, \( P(r)(\Delta f)\vert_{\mathcal{X}_{\text{unaesthetic}}} \) represented the value distribution of \( |\Delta f| \) among all pixels \( \{i\} \) and all contexts \( \{L\} \) contained by not so aesthetic images \( x \in \mathcal{X}_{\text{unaesthetic}} \). If \( \tau(r)(\Delta f) > 0 \) for large values of \( \Delta f \), it indicated that aesthetic images contained more salient concepts than not so aesthetic images. In experiments, \( f \) was implemented as the feature of the first fully-connected (FC) layer of the VGG-16 model. Fig. 3(a) shows that aesthetic images usually included more salient concepts than not so aesthetic images.\(^3\)

\(^3\)In particular, we considered images in the AVA dataset with the highest aesthetic scores as aesthetic images and regarded images with the lowest aesthetic scores as not so aesthetic images.
(a) More diverse colors; (b) Sharpened lake surface.

(a) Sharpened cat (foreground) and richer gradations of colors; (b) Blurred background; (c) Greener leaves.

(a) Brighter colors and sharpened stamens (foreground); (b) More diverse colors.

(a) Blurred background; (b) Sharpened conch (foreground); (c) Richer gradations of colors.

Figure 4: Images revised by using the ResNet-18 and VGG-16 models, respectively. The heatmap \( \Delta \) (blur/sharp) denoted each pixel was blurred or sharpened, where the red color referred to blurring and the blue color corresponded to sharpening. Heatmaps \( \Delta \) (hue), \( \Delta \) (sat), and \( \Delta \) (bright) indicated the increase (red) and the decrease (blue) of the hue/saturation/brightness revision, respectively. Please see the supplementary material for more results.

Noises in the image. To verify the assumption that inessential concepts in the denoised images were significantly weakened, we conducted the following experiments. We used the Gaussian blur operation to smooth images to eliminate noises. We calculated the metric \( \kappa(r) = P(r, \Delta f|X_{\text{denoised}}) - P(r, \Delta f|X_{\text{original}}) \) for verification, where \( X_{\text{denoised}} \) and \( X_{\text{original}} \) referred to a set of the denoised images and a set of the corresponding original images, respectively. \( P(r, \Delta f|X_{\text{denoised}}) \) represented the value distribution of \( \Delta f = \|\Delta f(i, L)\|_2 \) among all pixels \( \{i \in N \} \) and all contexts \( \{L | L \subseteq N \setminus \{i\}, |L| = r \} \) contained by the denoised images \( x \in X_{\text{denoised}} \). Accordingly, \( P(r, \Delta f|X_{\text{original}}) \) denoted the value distribution of \( \Delta f \) among all pixels \( \{i\} \) and all contexts \( \{L\} \) contained by the original images \( x \in X_{\text{original}} \). Fig. 3 (b) shows inessential concepts in the denoised images were weakened, i.e. \( \kappa(r) > 0 \) for small values of \( \Delta f \).

4.2 Visualization of image revision

We used the proposed operations to revise images by strengthening salient concepts and weakening inessential concepts, and checked whether the revised images were more beautiful or not.

We computed the loss function based on the VGG-16 and ResNet-18 models to revise images. These DNNs were trained on the ImageNet dataset for object classification. We used the feature after the average pooling operation as \( f \) for the ResNet-18 model, and used the feature of the first FC layer as \( f \) for the VGG-16 model. Considering the distribution of \( \|\Delta f(i, L)\|_2 \) was long-tailed, we set \( m_1 = 60\% \), \( m_2 = 15\% \), and set \( \beta^{\text{hue}} = 0.35 \), \( \beta^{\text{sat}} = 3 \), \( \beta^{\text{bright}} = 1.5 \). To balance the effects of...
strengthening salient concepts and weakening inessential concepts, we set \( \alpha = 10 \) for ResNet-18 and \( \alpha = 8 \) for VGG-16, respectively. We utilized the off-the-shelf edge detection method \( |F| \) to extract the object contour and to calculate the binary mask \( M(p) \). Besides, we used the Gaussian filter with the kernel size 5 to blur images.

As Fig. 4 shows, the revised images were more aesthetic than the original ones from the following aspects, which verified the hypothesis to some extent. (1) The revised image usually had richer gradations of the color than the original image. (2) The revised image often sharpened the foreground and blurred the background.

### 4.3 Analyzing effects of large-scale concepts and small-scale concepts

As shown in the supplementary material, the sparsity of \( |\Delta f(i, L)| \) could be ensured when we set a small \( r \), i.e. \( 1 \leq r \leq 0.5n \). Therefore, we only enumerated contexts \( L \) consisting of \( 1 \leq r \leq 0.5n \) pixels to represent salient concepts and inessential concepts in Eq. (15) and Eq. (6). In this section, we further compared the effects of the image revision between setting a small \( r \) value and setting a large \( r \) value. Specifically, we conducted two different experiments. The first experiment was to penalize small-scale concepts \( ||\Delta f(i, L)||_2 \) of very few contextual pixels \( r_{\text{small}} \in \{0.1n, 0.2n\} \). The second experiment was to punish large-scale concepts \( ||\Delta f(i, L)||_2 \) of \( r_{\text{large}} \in \{0.8n, 0.9n\} \). Fig. 5 shows penalizing small-scale concepts \( ||\Delta f(i, L)||_2 \) usually tended to sharpen the foreground and blurred the background of images. It was because small-scale concepts usually referred to detailed concepts at the pixel level for the classification of foreground objects, which made the DNN sharpen pixel-wise patterns in the foreground (salient objects) and blur the background (irrelevant objects). In contrast, punishing large-scale concepts \( ||\Delta f(i, L)||_2 \) were prone to blurring the foreground and sharpening the background. It was because large-scale concepts usually encoded global contextual knowledge for the inference of objects (e.g. the background), which led to sharpening the background. Although theoretically the background was sometimes also useful for classification, the using of large-scale background knowledge for inference usually caused a higher cognitive burden than using more direct features in the foreground. Therefore, a common aesthetic appreciation in photography was to blur the background and sharpen the foreground.

**Implementation details.** We computed the loss function using the ResNet-18 model trained on the ImageNet dataset, in order to revise images. As Fig. 5 shows, \( \Delta_{\text{pixel}} \) was a pixel in the heatmap \( \Delta_{\text{heatmap}} \) defined in Eq. (10), which measured whether this pixel was blurred or sharpened. Let \( P(\Delta_{\text{pixel}} \mid F) \) denote the probability distribution of \( \Delta_{\text{pixel}} \) among all pixels in the foreground of all images, where \( F \) indicated a set of all foreground pixels. Accordingly, \( P(\Delta_{\text{pixel}} \mid B) \) represented the probability distribution of \( \Delta_{\text{pixel}} \) among all pixels in the background of all images, where \( B \) denoted a set of all background pixels. Here, we used the object bounding box to separate the foreground and the background of each image. In this way, given a certain value of \( \Delta_{\text{pixel}} \), \( P(F \mid \Delta_{\text{pixel}}) \) described the probability of the pixel with the sharpening/smoothing score \( \Delta_{\text{pixel}} \) located in the foreground, i.e. \( P(F \mid \Delta_{\text{pixel}}) = P(\Delta_{\text{pixel}} \mid F) \cdot P(F) \). \( P(F) \) and \( P(B) \) referred to the prior probability of foreground pixels or background pixels, respectively. If \( P(F \mid \Delta_{\text{pixel}}) > 0.5 \), then the pixel with the sharpening/smoothing score \( \Delta_{\text{pixel}} \) was more likely to locate in the foreground. Fig. 5 shows penalizing small-scale concepts \( ||\Delta f(i, L)||_2 \) usually tended to sharpen the foreground and blur the background of images, i.e. \( P(F \mid \Delta_{\text{pixel}}) > 0.5 \) when \( \Delta_{\text{pixel}} < 0 \). In comparison, punishing large-scale concepts \( ||\Delta f(i, L)||_2 \) often sharpened the background and blurred the foreground.
5 Conclusion

In this paper, we propose a hypothesis for the aesthetic appreciation that aesthetic images make a neural network strengthen salient concepts and discard inessential concepts. In order to verify this hypothesis, we use multi-variate interactions to represent salient concepts and inessential concepts encoded in the DNN. Furthermore, we develop a new method to revise images, and find that the revised images are more aesthetic than the original ones to some degree. Nevertheless, in spite of the success in experiments and preliminary verifications, we still need further to verify the trustworthiness of the hypothesis.
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A Proof of the closed-form solution to the multi-variate interaction in Eq. (2)

The multi-variate interaction $I(S)$ defined in [58] measures the marginal utility from the collaboration of input pixels in the pattern $S$, in comparison with the utility when these pixels work individually. Specifically, let $f(S) - f(\emptyset)$ denote the overall utility received from all pixels in $S$. Then, we remove utilities of individual pixels without collaborations, i.e. $\sum_{i \in S} v(\{i\}) = \sum_{i \in S} (f(\{i\}) - f(\emptyset))$, and further remove the marginal utilities owing to collaborations of all smaller compositional patterns $L$ within $S$, i.e. $\{L \subseteq S | |L| \geq 2\}$. In this way, the multi-variate interaction $I(S)$ defined in [58] is given as follows.

$$I(S) = f(S) - f(\emptyset) - \sum_{L \subseteq S, |L| \geq 2} I(L) - \sum_{i \in S} v(\{i\}). \quad (11)$$

The closed-form solution for Eq. (11) is proven as follows.

$$I(S) = \sum_{L \subseteq S} (-1)^{|S|-|L|} f(L). \quad (12)$$

**Proof:** Here, let $s = |S|$, $l = |L|$, and $s' = |S'|$ for simplicity. If $s = 2$, then

$$I(S) = f(S) - f(\emptyset) - \sum_{L \subseteq S, l \geq 2} I(L) - \sum_{i \in S} v(\{i\})$$
$$= f(S) - f(\emptyset) - \sum_{i \in S} v(\{i\})$$
$$= f(S) - f(\emptyset) - \sum_{i \in S} [f(\{i\}) - f(\emptyset)]$$
$$= f(S) - \sum_{i \in S} f(\{i\}) + f(\emptyset)$$
$$= \sum_{L \subseteq S} (-1)^{s-1} f(L)$$
Let us assume that if $2 \leq s' < s$, $I(S') = \sum_{L \subseteq S'} (-1)^{s'-1} f(L)$. Then, we use the mathematical induction to prove $I(S) = \sum_{L \subseteq S} (-1)^{s-1} f(L)$, where $S' \subseteq S$.

$$I(S = S' \cup \{i\}) = f(S' \cup \{i\}) - f(\emptyset) - \sum_{L \subseteq S' \cup \{i\}, \ i \geq 2} I(L) - \sum_{j \in S' \cup \{i\}} v(\{j\}) \quad \% \text{ Let } S = S' \cup \{i\}$$

$$= f(S' \cup \{i\}) - f(\emptyset) - \sum_{L \subseteq S' \cup \{i\}, \ K \subseteq L} \sum_{i=2}^{s-1} (-1)^{s-1} f(K)$$

$$= f(S' \cup \{i\}) - f(\emptyset) - \sum_{K \subseteq S'} T \subseteq S' \cup \{i\} \setminus K, \ i \geq s' \geq 2} f(K)$$

$$- \sum_{j \in S' \cup \{i\}} v(\{j\}) \quad \% \text{ Let } T = L \setminus K$$

$$= f(S' \cup \{i\}) - f(\emptyset) - (s' - (-1)^{s'} \{i\} + \sum_{j \in S' \cup \{i\}} (1 + (-1)^{s'}) f(\{j\})$$

$$+ \sum_{K \subseteq S' \cup \{i\}, \ i \geq 2} (-1)^{s' + 1} f(K) - \sum_{j \in S' \cup \{i\}} \left[ f(\{i\}) - f(\emptyset) \right]$$

$$= f(S' \cup \{i\}) + \sum_{j \in S' \cup \{i\}} (-1)^{s'} f(\{j\}) + (-1)^{s' + 1} f(\emptyset) + \sum_{K \subseteq S' \cup \{i\}, \ i \geq 2} (-1)^{s' + 1} f(K)$$

$$= \sum_{K \subseteq S' \cup \{i\}, \ i \geq 2} (-1)^{s' + 1} f(K) = \sum_{K \subseteq S} (-1)^{s-k} f(K)$$

In this way, Equation (12) is proven as the closed-form solution to the definition of the multi-variate interaction $I(S)$ in Equation (11).

**B Proof of the decomposition of classification utilities in Eq. (3)**

Mathematically, we have proven that the classification utilities of all pixels, $f(N) - f(\emptyset)$, can be decomposed as the sum of utilities of different interaction patterns. In other words, the discrimination power can be decomposed as the sum of classification utilities of massive elementary concepts.

$$f(N) - f(\emptyset) - \sum_{i \in N, \ |i| \geq 2} v(\{i\}) = \sum_{S \subseteq N, \ |S| \geq 2} I(S) \quad (13)$$

*Proof:*

$$\sum_{S \subseteq N, \ |S| \geq 2} I(S) + f(\emptyset) + \sum_{i \in N} v(\{i\}) = \sum_{S \subseteq N, \ L \subseteq S, \ |L| \geq 2} (-1)^{|S|-|L|} f(L) + f(\emptyset) + \sum_{i \in N} \left[ f(\{i\}) - f(\emptyset) \right]$$

$$= \sum_{S \subseteq N} \sum_{L \subseteq S} (-1)^{|S|-|L|} f(L)$$

$$= \sum_{L \subseteq N} \sum_{K \subseteq N \setminus L} (-1)^{|K|} f(L) \quad \% \text{ Let } K = S \setminus L$$

$$= \sum_{L \subseteq N} \left[ \sum_{|K|=0}^{n-|L|} C_{n-|L|}^{|K|} (-1)^{|K|} \right] f(L) = f(N)$$
C Detailed introduction of Shapley values

The Shapley value [59] defined in game theory is widely considered as an unbiased estimation of the numerical utility w.r.t. each input pixel. Given a trained DNN $f$ and an image $x \in \mathbb{R}^n$ with $n$ pixels $N = \{1, 2, \cdots, n\}$, some pixels may cooperate to form a context $L \subseteq N$ to influence the output $y = f(x) \in \mathbb{R}$. To this end, the Shapley value is proposed to fairly divide and assign the overall effects on the network output to each pixel. In this way, the Shapley value, $\phi(i|N)$, represents the utility of the pixel $i$ to the network output, as follows.

$$\phi(i|N) = \sum_{L \subseteq N \setminus \{i\}} \frac{(n - |L| - 1)!|L|!}{n!} \left[ \Delta f(i, L) \right],$$

(14)

where $\Delta f(i, L) \overset{\text{def}}{=} f(L \cup \{i\}) - f(L)$ measures the marginal utility of the pixel $i$ to the network output, given a set of contextual pixels $L$.

Weber [68] has proven that the Shapley value is a unique method to fairly allocate the overall utility to each pixel that satisfies following properties.

(1) **Linearity property:** If two independent DNNs can be merged into one DNN, then the Shapley value of the new DNN also can be merged, i.e. $\forall i \in N, \phi_u(i|N) = \phi_v(i|N) + \phi_w(i|N); \forall c \in \mathbb{R}, \phi_{c\cdot u}(i|N) = c \cdot \phi_u(i|N)$.

(2) **Nullity property:** The dummy pixel $i$ is defined as a pixel satisfying $\forall S \subseteq N \setminus \{i\}, v(S \cup \{i\}) = v(S) + v(\{i\})$, which indicates that the pixel $i$ has no interactions with other pixels in $N$, $\phi(i|N) = v(\{i\}) - v(\emptyset)$.

(3) **Symmetry property:** If $\forall S \subseteq N \setminus \{i, j\}, v(S \cup \{i\}) = v(S \cup \{j\})$, then $\phi(i|N) = \phi(j|N)$.

(4) **Efficiency property:** Overall utility can be assigned to all pixels, $\sum_{i \in N} \phi(i|N) = v(N) - v(\emptyset)$.

D Proof of Eq. (5)

We have proven that the term $\Delta f(i, L)$ in the Shapley value can be re-written as the sum of some interaction patterns.

$$\Delta f(i, L) = v(\{i\}) + \sum_{L' \subseteq L, L' \neq \emptyset} I(S' = L' \cup \{i\}).$$

(15)

- **Proof:**

  $$\text{right} = v(\{i\}) + \sum_{L' \subseteq L, L' \neq \emptyset} I(S' = L' \cup \{i\})$$

  $$= v(\{i\}) + \sum_{L' \subseteq L, L' \neq \emptyset} \left[ \sum_{K \subseteq L'} (-1)^{|L'|-|K|} f(K) \right]$$

  $$+ \sum_{K \subseteq L'} (-1)^{|L'|-|K|} f(K \cup \{i\}) \quad \text{% Based on Eq. (12)}$$

  $$= v(\{i\}) + \sum_{L' \subseteq L, L' \neq \emptyset} \sum_{K \subseteq L'} (-1)^{|L'|-|K|} [f(K \cup \{i\}) - f(K)]$$

  $$= \sum_{L' \subseteq L} \sum_{K \subseteq L'} (-1)^{|L'|-|K|} \Delta f(i, K)$$

  $$= \sum_{K \subseteq L} \sum_{P \subseteq L \setminus K} (-1)^{|P|} \Delta f(i, K) \quad \text{% Let } P = L' \setminus K$$

  $$= \sum_{K \subseteq L} \left( \sum_{p=0}^{(|L| - |K|)} (-1)^p c_p \right) \Delta f(i, K) \quad \text{% Let } p = |P|$$

  $$= \sum_{K \subseteq L} 0 \cdot \Delta f(i, K) + \sum_{K=L} \left( \sum_{p=0}^{(|L| - |K|)} (-1)^p c_p \right) \Delta f(i, K)$$

  $$= \Delta f(i, L) = \text{left}$$
E Discussions on the enumeration of contexts

In this section, we analyze reasons for only enumerating contexts $L$ consisting of $1 \leq r \leq 0.5n$ pixels in Eq. (5) and Eq. (6). In summary, there are two reasons.

First, a large $r$ hurts the sparsity assumption. In this paper, we assume that the marginal utility $\Delta f(i, L)$ is very sparse among all contexts $\{L\}$. In other words, only a small ratio of contexts $\{L\}$ have significant impacts $|\Delta f(i, L)|$ on the network output, and most contexts $\{L\}$ make negligible impacts $|\Delta f(i, L)|$. If $r$ is larger, according to Eq. (15), $\Delta f(i, L)$ contains more contexts $\{L\}$. For example, if $r = n$, there are $2^n - n - 1$ contexts $\{L\}$ in total. It is more difficult to maintain $\Delta f(i, L)$ sparse among these massive coalitions $\{(i, L)\}$. It is because, based on Eq. (15), $\Delta f(i, L)$ is represented as the sum of massive interaction patterns, and then we cannot guarantee only a small ratio of contexts $\{L\}$ have significant impacts $|\Delta f(i, L)|$ on the network output. In this way, a large $r$ hurts the sparsity assumption.

Second, a large $r$ boosts the difficulty of the image revision. It is because contexts $L$ consisting of massive pixels (a large $r$) are usually encoded as interactions between middle-scale concepts or between large-scale concepts (e.g. background), rather than pixel-level collaborations. In this way, it is difficult to revise images at the pixel level by penalizing such middle/large-scale concepts. Whereas, contexts consisting of a few pixels are mainly encoded as interactions between small-scale concepts at the pixel level, such a local texture or a local object. Thus, punishing small-scale concepts is more likely to revise the image in detail at the pixel level than punishing large-scale concepts. Moreover, experiments in Section 4.3 of the main paper also indicated that setting a large $r$ could boost the difficulty of the image revision. Punishing large-scale concepts often sharpened the background and blurred the foreground. It is because large-scale concepts usually encoded global background knowledge as a supplement to the classification, instead of encoding the detailed foreground knowledge for classification.

F More visualization results of image revision

In this section, we present more results of the image revision. As Fig. 6, Fig. 7, Fig. 8 and Fig. 9 show, the revised images were more aesthetic than the original ones from the following aspects. (1) The revised image usually had richer gradations of the color than the original image. (2) The revised image often sharpened the foreground and blurred the background.
Figure 6: Images revised by using the VGG-16 model. The heatmap $\Delta^{\text{blur/sharp}}$ denoted each pixel was blurred or sharpened, where the red color referred to blurring and the blue color corresponded to sharpening. Heatmaps $\Delta^{\text{hue}}$, $\Delta^{\text{sat}}$, and $\Delta^{\text{bright}}$ indicated the increase (red) and the decrease (blue) of the hue/saturation/brightness revision, respectively.
Figure 7: Images revised by using the VGG-16 model. The heatmap $\Delta_{\text{blur/sharp}}$ denoted each pixel was blurred or sharpened, where the red color referred to blurring and the blue color corresponded to sharpening. Heatmaps $\Delta_{\text{hue}}$, $\Delta_{\text{sat}}$, and $\Delta_{\text{bright}}$ indicated the increase (red) and the decrease (blue) of the hue/saturation/brightness revision, respectively.
Figure 8: Images revised by using the VGG-16 model. The heatmap $\Delta_{\text{blur/sharp}}$ denoted each pixel was blurred or sharpened, where the red color referred to blurring and the blue color corresponded to sharpening. Heatmaps $\Delta_{\text{hue}}$, $\Delta_{\text{sat}}$, and $\Delta_{\text{bright}}$ indicated the increase (red) and the decrease (blue) of the hue/saturation/brightness revision, respectively.
Figure 9: Images revised by using the ResNet-18 model. The heatmap $\Delta^{(\text{blur/sharp})}$ denoted each pixel was blurred or sharpened, where the red color referred to blurring and the blue color corresponded to sharpening. Heatmaps $\Delta^{(\text{hue})}$, $\Delta^{(\text{sat})}$, and $\Delta^{(\text{bright})}$ indicated the increase (red) and the decrease (blue) of the hue/saturation/brightness revision, respectively.