Copy-Pasting Coherent Depth Regions Improves Contrastive Learning for Urban-Scene Segmentation
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Abstract

In this work, we leverage estimated depth to boost self-supervised contrastive learning for segmentation of urban scenes, where unlabeled videos are readily available for training self-supervised depth estimation. We argue that the semantics of a coherent group of pixels in 3D space is self-contained and invariant to the contexts in which they appear. We group coherent, semantically related pixels into coherent depth regions given their estimated depth and use copy-paste to synthetically vary their contexts. In this way, cross-context correspondences are built in contrastive learning and a context-invariant representation is learned. For unsupervised semantic segmentation of urban scenes, our method surpasses the previous state-of-the-art baseline by +7.14% in mIoU on Cityscapes and +6.65% on KITTI. For fine-tuning on Cityscapes and KITTI segmentation, our method is competitive with existing models, yet, we do not need to pre-train on ImageNet or COCO, while we are also more computationally efficient. Our code is available on [GitHub](https://github.com/LeungTsang/CPCDR).

1 Introduction

The lack of labeled data is a bottleneck for deep-learning-based computer vision techniques due to the cost of annotating [12, 39]. To this end, researchers have established the "self-supervised pre-training then fine-tuning" paradigm which can use unlabeled data. One of the most successful approaches is self-supervised contrastive learning [6, 7, 9, 23, 26].
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Figure 1: (a) We group coherent, semantically related pixels into coherent depth regions as a prior for contrastive learning given estimated depth. We argue that the semantics of the coherent pixels are self-contained regardless of different contexts. (b) We copy-paste the regions to build cross-context correspondences. The corresponding representations are pulled together by contrastive learning.

We explore how to use depth to aid self-supervised contrastive learning for urban-scene segmentation [12, 18]. Applying contrastive learning to complex, non-object-centric urban scenes for segmentation is a non-trivial and often overlooked research topic. We argue that the semantic relatedness of pixels correlates with their coherence in 3D space. Therefore, we use estimated depth to group coherent, semantically related pixels into coherent depth regions. We then apply a copy-paste data augmentation strategy [20] to artificially vary the contexts in which the grouped coherent pixels appear and build cross-context correspondences. These correspondences are used as positive pairs in contrastive learning. As self-supervised depth estimation on urban scenes is well-addressed in literature [22, 56, 58] depth can be extracted from images freely.

We explore if a group of coherent pixels is invariant over different contexts and if such invariance benefits representation learning. Deep models for visual recognition are sensitive to contexts [3, 30, 53], where spurious correlations with the contexts learn non-existing shortcuts [19, 34]. This shortcut comes from the large receptive field of modern neural networks [24] and varying contexts by copy-pasting coherent regions in various scenes encourages the learned representations to be invariant to contexts. In Figure 2 we visualize the effect of our approach.

Our contributions are summarized as follows. (1) We demonstrate that copy-paste augmentation of coherent depth regions is important for unsupervised contrastive learning of object-specific and context-invariant representations. (2) Our method allows effective pre-training on urban scene data, without the need for an additional large-scale dataset. (3) For unsupervised semantic segmentation, our method outperforms the previous state-of-the-art baseline by a significant +7.14% in mIoU on Cityscapes [12] and +6.65% on KITTI [18]. (4) For fine-tuning, our method allows effective pre-training on urban scenes with a single GPU. Our model achieves competitive segmentation performance on Cityscapes [12] and KITTI [18] to existing models that are pre-trained on ImageNet [39] or COCO [32] with more than 8 GPUs.
2 Related Work

Self-supervised Contrastive Learning Self-supervised pre-training has gained significant attention in computer vision thanks to its ability to use unlabeled data which is generally available in large quantities. Many self-supervised learning tasks have been explored [14, 21, 27, 34, 35, 45, 54], of which contrastive learning [23] currently most prevalent.

The design of contrastive learning, especially the definition of positive and negative samples, depends on the data and task at hand. Pioneering works [5, 6, 7, 8, 9, 10, 26, 42, 51] are mostly based on instance discrimination on ImageNet [39]. Positive pairs are generated by applying different transformations to the same image, while negative pairs consist of different samples. For dense prediction [33], VADeR [36], DenseCL [46] and PixPro [48] learn dense visual representations by performing instance discrimination at pixel-level. For object detection on complex scenes [37], object-level instance discrimination is possible if object locations are known [40, 47]. For segmentation additional similarity can be defined among certain regions on images, such as classic hierarchical pixel grouping [55], auxiliary labels [52] and salient object estimation [17].

We adopt SwAV [5] to perform contrastive learning as it only needs positive samples. We extend it to learn dense visual representation as our goal is segmentation. The positive samples can be defined at pixel-level or region-level. We compute precise pixel correspondences with respect to the geometric transformations similarly as in PixPro [48] and VADeR [36], but our geometric transformations involve copy-paste in addition. Region-level positive samples are sampled from pixel grouping results as recent works [17, 28, 52, 55], but our pixel grouping is based on the novel 3D coherence given the depth estimation.

Copy-Paste Data Augmentation Copy-Paste is a well-studied augmentation in supervised learning [15, 20, 50]. Copy-paste alike augmentations can also be used for self-supervised contrastive learning as long as we know what to copy-paste. DiLo [57] swaps salient objects from images while RegionCL [49] and CP2 [44] swap random rectangular patches. However, the assumption that the extracted objects or patches are semantically equivalent to the original images is only valid on simple object-centric datasets [39].

Our work utilizes depth to define semantically related regions for copy-paste which improves the learning of dense visual representations in complex urban scenes.

Self-Supervised Depth Estimation Self-supervised depth estimation on videos has gained impressive success [22, 56, 58]. As video clips are generally available in urban-scene datasets [12, 18], depth estimation may help supervised segmentation in different ways [29], including jointly training, data selection and DepthMix data augmentation.

In our work, estimated depth is used for grouping semantically related pixels and generating augmented input samples for self-supervised learning. DepthMix [29] is adopted to enhance copy-paste augmentation.

3 Method

We illustrate the pipeline of our method which consists of four steps, as shown in Figure 3.
Our method consists of four steps. 1. Training a depth estimator on video clips by self-supervision. 2. Grouping pixels coherent in 3D space given the depth. 3. Building cross-context correspondences by copy-paste. 4. Pulling together the representations of corresponding pixels and regions using contrastive learning.

3.1 Self-Supervised Depth Estimation

To obtain depth, we take advantage of the recent success of self-supervised depth estimation on monocular videos [22, 56, 58]. In our framework, we adopt Monodepth2 [22] in virtue of its simplicity and effectiveness.

3.2 Coherent Pixels Grouping

We propose a heuristic algorithm to group semantically related pixels that are coherent in 3D space into coherent depth regions based on the estimated depth and horizontal pattern of urban-scene images.

For each image, we compute the normal and 3D coordinate of pixels based on the depth \( D \). We use SLIC superpixels [1] to downsample the image as shown in Figure 4 (a) and build a region adjacency graph from the superpixels. Each superpixel node contains the average 3d coordinate \([x, y, z]\) and upward normal \( N_y \) perpendicular to the ground. With these attributes we weigh the edges based on how likely the edges lie on spatial boundaries.

We define two types of boundaries, namely occlusion and supporting boundaries [41], as shown in Figure 4 (b). Let us consider two adjacent superpixels \( S_1 \) and \( S_2 \), where \( S_1 \) has lower height \( y_1 \). To detect occlusion boundaries where the foreground occludes the background we compute the euclidean distance between \( S_1 \) and \( S_2 \) as in Eqn. 1. Since the 3D scale of superpixels increases proportionally to depth, the distance should be normalized by their joint depth. To detect supporting boundaries where the objects rest on the ground, we assume that the lower \( S_1 \) is the ground and \( S_2 \) is an object. The pattern of urban-scene images implies that the ground surfaces should be level, which is measured by the normal in the upward direction \( n_{y1} \). The ground should also be low which is measured by the square of \( y_1 \) when \( y_1 < 0 \). The objects on the ground should be upright, measured by the difference of their normals \( n_{y1} \) and \( n_{y2} \). The three terms are multiplied resulting in Eqn. 2.

\[
D_{ocln} = \frac{\sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2 + (z_1 - z_2)^2}}{z_1 + z_2}
\]
Figure 4: Decomposition of the proposed coherent pixels grouping algorithm based on depth. (a) Estimated depth and RGB image with SLIC superpixels. (b) Typical examples of occlusion and supporting boundaries. The bottom of point cloud is colored based on the normal vector. (c) Weighted boundary graph with weakly connected edges indicated in red. (d) The final grouping results from the community detection.

\[
D_{sup} = \begin{cases} 
\max(n_{y1}, 0)(\max(n_{y1} - n_{y2}, 0)) y_1^2 & y_1 < 0 \\
0 & y_1 \geq 0 
\end{cases} \quad (2)
\]

Finally, the edge weight \( W \) between \( S_1 \) and \( S_2 \) is computed as the weighted sum of the distance terms in Eqns. 1 and 2 and a bias term, normalized by the sigmoid function, as shown in Eqn. 3.

\[
W = \sigma(w_{ocln}D_{ocln} + w_{sup}D_{sup} + b), \quad (3)
\]

where \( \sigma \) is the sigmoid function. With the weighted graph as shown in Figure 4 (c), our goal is to group strongly connected nodes while separating them from weakly connected nodes from other groups. Weak connections are indicated in red. As such we turn pixel grouping into a community detection problem [4, 16]. We use the classic InfoMap algorithm [38] to fulfill the task. Details are provided in supplementary materials.

### 3.3 Copy-Paste

We copy-paste the coherent depth regions to build cross-context correspondences. We sample \( M \) images and extract all regions above a certain size. Those images also act as backgrounds. We perform copy-paste in two rounds. All regions will be pasted \( e \) times on every unmodified background in a round. In the first round, we set a small \( e \) to display more parts of the original images. In the second round, \( e \) is made large to allow more regions to be present in new contexts. The generated \( 2M \) images form a training sample. Details are provided in supplementary materials.

Along with copy-paste, random resize, horizontal flip, color jitter, and Gaussian blur are applied. To generate more realistic-looking images, we adopt DepthMix [29] to simulate occlusions. The depth of the copied patch and its target position are compared and only the
pixels with smaller depth, i.e. closer to the camera are kept. Moreover, the height of the target position should be within a threshold $h_t$ of the original height of the patch. All geometric transformations are recorded as transformation matrices so that pixel correspondences can be traced back during training.

### 3.4 Contrastive Learning and Positive Samples Sampling

**SwAV contrastive learning framework** We adopt the clustering-based contrastive learning framework introduced by SwAV [5] for its simplicity since it only relies on positive samples. We recap SwAV, with a slight modification in the swap prediction loss since the number of positive samples is inconsistent between each group. With a set of pixel representations denoted by $Z_\text{pixel} = \left[ z_0, z_1, ..., z_N \right]$ sampled from the feature maps, we compute their soft assignments $P_\text{pixel} = \left[ p_0, p_1, ..., p_N \right]$ to $K$ prototypes $C_\text{pixel} = \left[ c_0, c_1, ..., c_K \right]$ by Eqn. 4 with temperature $\tau$ as follows:

$$
\begin{align*}
    p^{(k)}_n &= \frac{\exp \left( \frac{1}{\tau} z_n^\top c_k \right)}{\sum_{k'} \exp \left( \frac{1}{\tau} z_n^\top c_{k'} \right)}
\end{align*}
$$

Directly minimizing the cross-entropy for the assignments of positive samples will lead to a trivial solution. Codes $Q_\text{pixel}$ are computed by Sinkhorn-Knopp algorithm [13] which is the balanced assignments with the smallest distance to $P_\text{pixel}$. We compute the average code within each group of positive samples and get the target Codes $Q_\text{pixel} = \left[ q_0, q_1, ..., q_N \right]$ by Eqn. 5.

$$
\begin{align*}
    q^{(k)}_n &= \frac{1}{|G_n|} \sum_{i \sim G_n} q_i^{(k)}
\end{align*}
$$

The loss for $Z_\text{pixel}$ is given by the mean of cross-entropy of all assignments and their corresponding codes as Eqn. 6.

$$
L_{Z_\text{pixel}} = -\frac{1}{N} \sum_{n=1}^{N} \sum_{k=1}^{K} q_n^{(k)} \log p_n^{(k)}
$$

**Positive sampling** The positive samples are defined in two ways. For pixel-level positive samples, the same pixels under different transformations are positive samples. We randomly sample a certain number of initial coordinates and locate their positive counterparts within the batch using the stored geometric transformations. For region-level positive samples, we assume the pixels inside the same coherent depth region share similarity. We randomly sample coordinates, where coordinates from the same region are considered positive samples.

Both sampling methods can be used separately or jointly during training. Let $L_{\text{pixel}}$ and $L_{\text{region}}$ denote the loss computed among the pixel-level positive samples and region-level positive samples. We balance them with a weight $\lambda$ as in Eqn. 7.

$$
L = \lambda L_{\text{pixel}} + (1 - \lambda) L_{\text{region}}
$$

### 3.5 Clustering

For unsupervised semantic segmentation, we need to cluster the learned representations. A fine-grained clustering into prototypes is already done by SwAV [5] and we can further group these to match the number of target classes. Empirically, we chose agglomerative clustering with cosine distance and average linkage criterion.
4 Experiments

We evaluate on Cityscapes \cite{cordts2016cityscapes} and KITTI \cite{geiger2012we}. Cityscapes has 2975 30-frame stereo videos with one frame annotated in the train set and 500 images in the val set. KITTI has 71 stereo videos and 200 annotated images in the train set. We only used the left images, resulting in 89250 images for Cityscapes and 42382 for KITTI. We resized Cityscapes images to $384 \times 768$ and KITTI images to $384 \times 1280$ pixels. We used semantic FPN \cite{kirillov2019panoptic} with ResNet-50 \cite{he2016deep} as the feature extractor. The final classifier was replaced by a 1-layer MLP projection head with 128 output channels. All experiments are conducted on a single 16GB V100 GPU. Further details on training and evaluation setting can be found in supplementary materials.

4.1 Unsupervised Semantic Segmentation

Segmentation can be generated by clustering over the learned dense visual representation directly. The unsupervised semantic segmentation performance of our method and PiCIE \cite{zeng2021copy} with ImageNet pre-training or random initialization is shown in Tab. 1. Using ImageNet initialization \cite{donahue2014decaf}, our method surpasses PiCIE \cite{zeng2021copy} by $+7.14\%$ and $6.65\%$ in mIoU on Cityscapes \cite{cordts2016cityscapes} and KITTI \cite{geiger2012we}, respectively. Our method can better capture the outline of objects, as shown in Figure 5, whereas PiCIE can only predict the coarse masks of big objects and stuff, resulting in a good accuracy but poor mIoU. Our method performs more consistently when training on Cityscapes \cite{cordts2016cityscapes} then testing on KITTI \cite{geiger2012we}, or vice versa. We also observe that PiCIE \cite{zeng2021copy} performs poorly when initialized from scratch and diverges to a trivial solution as training progresses. Our method does not suffer from these shortcomings and is able to learn semantic clustering also when initialized from scratch, outperforming PiCIE \cite{zeng2021copy} by a large margin in both accuracy and mIoU.

| Method      | Init. | Training Data | CS-Sem. | KT-Sem. |
|-------------|-------|----------------|---------|---------|
|             |       |                | Acc     | mIoU    | Acc     | mIoU    |
| PiCIE \cite{zeng2021copy} | scratch | CS \cite{cordts2016cityscapes} | 33.56 | 8.33 | 32.20 | 6.52 |
| Ours($\lambda = 0.5$) | scratch | CS \cite{cordts2016cityscapes} | 65.42 | 20.49 | 68.37 | 21.03 |
| PiCIE \cite{zeng2021copy} | scratch | KT \cite{geiger2012we} | 30.28 | 6.81 | 30.62 | 7.54 |
| Ours($\lambda = 0.5$) | scratch | KT \cite{geiger2012we} | 49.18 | 17.20 | 49.58 | 18.22 |
| PiCIE \cite{zeng2021copy} | IN \cite{deng2009imagenet} | CS \cite{cordts2016cityscapes} | 68.50 | 16.24 | 68.25 | 13.54 |
| Ours($\lambda = 0.5$) | IN \cite{deng2009imagenet} | CS \cite{cordts2016cityscapes} | 66.70 | 23.38 | 68.25 | 22.50 |
| PiCIE \cite{zeng2021copy} | IN \cite{deng2009imagenet} | KT \cite{geiger2012we} | 53.24 | 12.55 | 61.74 | 12.92 |
| Ours($\lambda = 0.5$) | IN \cite{deng2009imagenet} | KT \cite{geiger2012we} | 56.96 | 18.85 | 59.11 | 19.57 |

Table 1: Unsupervised semantic segmentation performance on Cityscapes \cite{cordts2016cityscapes} val set and KITTI \cite{geiger2012we} train set. We retrained PiCIE with equivalent setting to ours. IN: ImageNet \cite{deng2009imagenet}; CS: Cityscapes \cite{cordts2016cityscapes}; KT: KITTI \cite{geiger2012we}.

Figure 5: Qualitative comparison of unsupervised semantic segmentation on Cityscapes \cite{cordts2016cityscapes}.
4.2 Semi-Supervised Segmentation

In semi-supervised segmentation the self-supervised pre-trained models are used as initialization for the following supervised learning. For urban scene segmentation a common practice is to pre-train on large scale datasets, such as ImageNet [39] and COCO [32]. Our method, in contrast, allows directly pre-training on the target urban scene data, without the need for extra curated datasets.

We compared our pre-trained model with existing models [5, 40, 46, 47, 48] trained on ImageNet [39] and COCO [32] by their original authors. However, pre-trained models on Cityscapes [12] and KITTI [18] are not publicly available for the baseline methods and neither are we able to train them using the original setting due to limited compute power. We trained SwA V [5] and PixPro [48] on Cityscapes [12] or KITTI [18] on a single 16 GB GPU using their official implementations. In this experiment, all models were initialized from scratch in pre-training and used ResNet-50 [24] backbone.

| Pre-training Method | Pre-training Dataset | CS-Sem. mIoU | CS-Inst. AP | CS-Inst. AP50 | KT-Sem. mIoU | KT-Inst. AP | KT-Inst. AP50 |
|---------------------|----------------------|--------------|-------------|-------------|-------------|-------------|-------------|
| scratch             | -                    | 65.11        | 24.30       | 46.98       | 32.99       | 8.15        | 15.79       |
| supervised          | IN [39]              | 70.54        | 27.34       | 50.59       | 40.09       | 12.38       | 23.42       |
| SwAV [5]            | IN [39]              | 71.07        | 28.08       | 52.25       | 40.52       | 13.78       | 27.90       |
| DenseCL [46]        | IN [39]              | 72.09        | 28.97       | 51.93       | 40.88       | 13.04       | 24.95       |
| PixPro [48]         | IN [39]              | 72.66        | 29.04       | 52.59       | 40.50       | 13.04       | 24.95       |
| ORL [47]            | CC [32]              | 72.32        | 29.94       | 52.55       | 41.88       | 12.02       | 23.48       |
| CAST [40]           | CC [32]              | 69.92        | 27.33       | 51.31       | 38.78       | 10.67       | 20.13       |
| SwAV [5]            | CS [12]              | 61.69        | 23.62       | 46.21       | 36.10       | 9.22        | 18.01       |
| PixPro [48]         | CS [12]              | 61.64        | 23.78       | 46.45       | 36.99       | 9.61        | 18.73       |
| SwAV [5]            | KT [18]              | 60.74        | 23.51       | 46.08       | 36.90       | 9.42        | 18.11       |
| PixPro [48]         | KT [18]              | 61.25        | 23.23       | 46.23       | 37.28       | 9.45        | 18.57       |
| Ours(\(\lambda = 1\)) | CS [12]        | 73.55        | 29.94       | 52.88       | 42.70       | 12.58       | 24.98       |
| Ours(\(\lambda = 0.5\)) | CS [12]        | 73.03        | 29.11       | 51.87       | 42.32       | 12.22       | 23.16       |
| Ours(\(\lambda = 1\)) | KT [18]        | 71.62        | 28.77       | 52.71       | 41.17       | 11.74       | 20.57       |
| Ours(\(\lambda = 0.5\)) | KT [18]        | 71.45        | 27.86       | 51.16       | 41.03       | 11.36       | 20.49       |

Table 2: Segmentation performance over Cityscapes val set and 5-fold validation of KITTI train set. SwAV and PixPro on Cityscapes and KITTI are trained with limited GPU compute as ours. IN: ImageNet [39]; CS: Cityscapes [12]; CC: COCO [32]; KT: KITTI [18].

Semantic segmentation  We show semi-supervised semantic segmentation performance on Cityscapes [12] and KITTI [18] in Tab. 2. Our method pre-trained on Cityscapes [12] with \(\lambda = 1\) outperforms other existing pre-trained models for semantic segmentation by a noticeable margin on both datasets. It exceeds the SwAV [5] pre-trained model by +3.01\% on Cityscapes [12] and +2.18\% on KITTI [18] in mIoU. The KITTI pre-trained model also achieves a comparable result on both datasets with less training data. Overall, our method demonstrates better performance and generalization across different urban scene datasets.

Instance segmentation  We show semi-supervised instance segmentation performance in Tab. 2 on Cityscapes [12] and KITTI [18]. Our Cityscapes pre-trained model with \(\lambda = 1\) still slightly outperforms other baselines on Cityscapes [12]. It still exceeds SwAV [5] by
+1.86% in AP and +0.63% in AP50 on Cityscapes [2]. The performance on KITTI [2] is below SwAV [5] by −1.20% in AP and −2.92% in AP50. This is expected as some layers of semantic FPN [31] are discarded to adapt the Mask-RCNN [25] architecture for instance segmentation.

**Training baseline methods on urban scenes** Pre-training on Cityscapes and KITTI with SwAV [5] and PixPro [48] yields inferior results. It indicates that the improved performance of our method is not only due to pre-training on similar data to the downstream tasks, but also from our effective design, especially under limited compute. Training details and discussion are provided in the supplementary material.

### 4.3 Ablation Studies

We performed ablation studies to validate our design choices. In ablation experiments, the models were trained on the 2975 images from the *train* set of the Cityscapes [12] for 100 epochs. The semantic segmentation performance is reported after fine-tuning on 1/16 of the *train* set for 6k iterations.

#### Region proposal

To study the significance of our coherent depth region proposal we compared different region proposal methods, including owt-ucm [2] used by Zhang et al. [55], as shown in Figure 6. We also split the instance label in Cityscapes [12] *train* into only connected regions as the optimal region proposals (ground truth). We show the fine-tuning performance in Tab. 4. Our coherent depth region proposal produces the closest performance to the ground truth.

| Weight | Fine-tuning | Clustering |
|--------|-------------|------------|
|       | λ = 0      | λ = 0.5    | λ = 1      | λ = 0.5 | λ = 1 |
| owt-ucm [2] | 44.83 | 47.01 | 47.24 | 13.64 | 15.70 | 12.11 |
| Ours   | 46.91 | 48.87 | 48.55 | 15.94 | 20.71 | 13.94 |
| GT     | 49.92 | 52.26 | 48.82 | 24.05 | 27.35 | 14.59 |

Table 3: Effects of different types of object proposals. Measurement is based on mIoU by fine-tuning on a subset of Cityscapes [2] for semantic segmentation.

![Image](a)owt-ucm [2]  
![Image](b)Ours  
![Image](c)GT

Figure 6: Examples of different region proposals.

#### Copy-Paste

To further investigate the effectiveness of copy-paste, we altered the number of images $M$ for copy-paste. We report the fine-tuning and clustering performance in Tab. 4. Mixing more images to build richer cross-context correspondence is beneficial in all cases, especially when region-level positive samples are sampled ($\hat{\lambda} < 1$).
Loss Weight  The effects of the loss weight in Eqn. 7 are shown in Tab. 4. With high-quality proposals like the ground truth, combining the pixel-level and region-level positive samples remarkably increases the performance for both fine-tuning and unsupervised clustering. Our coherent depth region proposals fail to strictly contain a single class as Figure 6b. Thus, including region-level positive samples takes little effect on fine-tuning performance as shown in Tab. 4 or even slightly degrades the performance as shown in Tab. 2. However, for unsupervised segmentation performance, combining both pixel and region level positive samples is still beneficial.

5 Discussion and Limitations

In this work we leverage estimated depth to group semantically related coherent pixels, which allows copy-paste to build cross-context correspondences for contrastive learning. Experiments on Cityscapes [12] and KITTI [18] show that our method trained with one GPU surpasses previous state-of-the-art on unsupervised semantic segmentation and achieves similar fine-tuning performance to existing methods that are pre-trained on ImageNet [39] or COCO [32] with 8 GPUs. Our experiments also demonstrate the importance of using high quality region proposals for our method. The current pixel grouping algorithm is handcrafted and requires some task- and dataset-dependent parameter tuning. Future work therefore includes investigating data-driven approaches. Lastly, our method is particularly well suited to urban scene related datasets but its not clear if it is also applicable in other scenarios where depth is available or can be extracted. One inherent limitation of relying on self-supervised depth estimation is that these methods are developed and evaluated almost exclusively on urban scene images. Further experiments are needed to evaluate how reliably depth can be extracted in e.g. indoor scenes, and how well our method generalizes in these new settings. We hope our work inspires community to explore new applications and uses of depth in self-supervised representation learning. We invite researchers to explore and build upon our publicly available codebase.
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