Effect of entropy on the nucleation of cavitation bubbles in water under tension
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Water can exist in a metastable liquid state under tension for long times before the system relaxes into the vapor via cavitation, i.e., bubble nucleation. Microscopic information on the cavitation process can be extracted from experimental data by use of the nucleation theorem, which relates measured cavitation rates to the size of the critical bubble. To apply the nucleation theorem to experiments performed along an isochoric path, for instance, in cavitation experiments in mineral inclusions, knowledge of the bubble entropy is required. Using computer simulations, we compute the entropy of bubbles in water as a function of their volume over a wide range of tensions from free energy calculations. We find that the bubble entropy is an important contribution to the free energy which significantly lowers the barrier to bubble nucleation, thereby facilitating cavitation. Furthermore, the bubble entropy per surface area depends on the curvature of the liquid–vapor interface, decreasing approximately linearly with its mean curvature over the studied range of bubble volumes. At room temperature, the entropy of a flat liquid–vapor interface at ambient pressure is very similar to that of critical bubbles over a wide range of tensions, which justifies the use of the former as an approximation when interpreting data from experiments. Based on our simulation results, we obtain an estimate for the volume of the critical bubble from experimentally measured cavitation rates.

I. INTRODUCTION

Due to its highly cohesive nature, water can sustain strongly negative pressures exceeding $-120 \text{ MPa}$ [1–6] for long times before the system eventually decays into the vapor phase via cavitation, i.e., the nucleation of small vapor bubbles. In the initial stages of this process, the formation of bubbles is opposed by a free energy barrier, and only when this barrier is crossed can the bubble grow to macroscopic size. The height of this barrier, which is due to the free energetic cost of the bubble–liquid interface, determines the cavitation rate. As a result of the rapid nature of cavitation and the small size of the critical bubble at physically relevant conditions, the microscopic mechanism of bubble nucleation in water cannot be directly observed in experiments. However, some microscopic insights can be gained from the measured cavitation rates by use of the nucleation theorem,[7] which links the change in the height of the free energy barrier in response to a change in external conditions to properties of the critical bubble, i.e., the bubble corresponding to the top of the free energy barrier. When experiments are performed at constant temperature, e.g., in acoustic cavitation setups where regions of negative pressure, $p$, are created by sound waves [8, 9], the nucleation theorem relates the pressure derivative of the barrier height $g^*$ to the volume $v^*$ of the critical bubble,

$$\frac{dg^*}{dp} = v^*.$$  

(1)

Thus, an estimate for the volume of the critical bubble can be readily obtained from the measured cavitation rates, which depend exponentially on the barrier heights. To date the most precise and reliable experiments on cavitation in water have been carried out using water in mineral inclusions [1–5]. In these experiments, cavities containing liquid water and a vapor bubble are heated until the bubble disappears and the inclusion is filled by homogeneous fluid. On subsequent cooling, which essentially follows an isochoric path since the volume of the cavities barely changes over the temperature range, the liquid is stretched until cavitation occurs. When this happens, the tension on the liquid is released resulting in a phase separated system (bubble in liquid). Along the isochoric cooling path, the nucleation theorem relates the properties of the critical bubble to the temperature derivative of the barrier height $[10]$,

$$\frac{dg^*}{dT} = v^* \left( \frac{\partial p}{\partial T} \right)_V - s^*,$$

(2)

where $s^* = s(v^*)$ is the entropy of the critical bubble and $(\partial p/\partial T)_V$ is the temperature derivative of the pressure of the metastable liquid at constant volume. Hence, in order to infer the volume $v^*$ of the critical bubble from the measured cavitation rates, an estimate for the entropy $s^*$ of the critical bubble is required (an estimate for $(\partial p/\partial T)_V$ can be obtained from an equation of state [9, 11]). Since $s^*$ cannot be directly measured in experiment, computer simulations are a suitable choice to obtain the information needed for the interpretation of experimental data. In this work, we perform computer simulations to obtain the entropy $s(v)$ as a function of the bubble volume $v$ over a wide range of tensions. Our simulations show that, at ambient temperature, the effect of the bubble entropy on the free energetics of nanoscale bubbles is comparable in magnitude to the enthalpic contributions. Since the enthalpic contributions favor the metastable liquid whereas the entropy impedes nucleation is a direct result of these competing effects. Furthermore, we find that the bubble entropy per unit area decreases linearly with the mean curvature $1/r$ of the bubble, suggesting a connection to the number of free OH groups at the vapor–liquid interface. Bubble entropies determined in our simulations suggest that the entropy of the flat liquid–vapor interface can be used as an estimate in the in-
interpretation of experimental data, as done in Ref. 4, thereby providing the basis for the application of the nucleation theorem to inclusion experiments.

II. METHODS

In this section, we first provide details on the computational techniques used to obtain our results, followed by a definition of the bubble volume employed in our simulations, which is calibrated to correspond to the true volume of bubbles on the molecular level. To conclude, we describe how the entropy of a flat vapor–liquid interface at ambient conditions, which serves as a point of comparison to the computed bubble entropies, is obtained.

A. Simulation details

We simulated a system of $N = 2000$ water molecules in the $NpT$ ensemble using the rigid, non-polarisable TIP4P/2005 model [12], which has been shown to predict many properties of liquid water accurately, in particular the liquid–vapor surface tension and enthalpy [13]. The free energy of cavitation as a function of the volume of the largest bubble was computed by umbrella sampling [14] with a hybrid Monte Carlo (HMC) scheme [15, 16]. During each HMC move, the center of mass and angular velocities of each molecule were drawn from the Maxwell–Boltzmann distribution corresponding to the desired temperature of $T = 296.4$ K and the system was propagated according to Newton’s equations of motion using a time-reversible quaternion-based integrator [17–20] that maintains the rigid geometry of water molecules. Each HMC step consisted of three molecular dynamics integration steps with a time step $\delta t = 7$ fs and pressure was kept constant by isotropic volume moves accepted according to the Metropolis criterion [21]. Sampling was enhanced by replica exchange moves [22] between neighboring windows and histograms obtained for the individual windows were pieced together using a self consistent histogram method [23].

B. Order parameter

In order to study homogeneous bubble nucleation in water, we use the volume of the largest bubble as a local order parameter. A committor analysis performed at ambient temperature and negative pressures suggests that the volume of the largest bubble constitutes a good reaction coordinate for cavitation [24]. Estimates for the volume $v$ of every bubble present in the system are obtained by use of the V-method [25] which is designed to give thermodynamically consistent bubble volumes, i.e., volumes consistent with the nucleation theorem. The V-method consists of two steps. First, the preliminary volume $\xi$ of the largest bubble in the system is assessed by using a grid-based order parameter similar to the procedure employed in Ref. 26. [27] To this end, we superimpose a three-dimensional grid consisting of 52$^3$ points onto the system and determine vapor-like points, i.e., points where no liquid-like molecules are within a cutoff radius of 3.35 Å. (A molecule is considered to be liquid-like if it has at least one molecule within the same cutoff radius.) These vapor-like grid points are then clustered and each of the resulting clusters constitutes a bubble with volume equal to the total volume of the grid cells belonging to the respective cluster. The largest of these volumes is the preliminary volume $\xi$ which we use to track the progress of the nucleation process. Note that a number of suitable bubble detection procedures have been suggested in the literature [28–31], which can all be used to obtain the preliminary volume $\xi$ of the largest bubble in the system. In the second step, we calibrate the bubble volume $v$ such that it corresponds to the average change in system volume due to the presence of such a bubble:

$$v(\xi) = \frac{\partial}{\partial \xi}(V)_{n(\xi)}.$$  \hspace{1cm} (3)

Here, $(V)_{n(\xi)}$ is the average volume of the system when $n$ bubbles of volume $\xi$ are present and $v(\xi)$ corresponds to the average change in system volume $V$ when a single bubble of volume $\xi$ is added or removed. For bubble volumes that are unlikely to occur spontaneously on the time-scale of a straightforward simulation, $n(\xi)$ is either zero or one and there are no larger bubbles in the system such that Eq. (3) becomes

$$v(\xi) = (V)_{\xi} - (V).$$  \hspace{1cm} (4)

Here, $(V)_{\xi}$ is the average volume of the system under the constraint that the largest bubble has a preliminary volume of $\xi$ and $(V)$ is the average volume of the unconstrained metastable liquid. On the average, this definition of the bubble volume $v$ corresponds to choosing the equilibrium dividing surface between the liquid and the (empty) interior of the bubble, which guarantees thermodynamic consistency. In particular, this definition of bubble volume fulfills the nucleation theorem [7] (a proof is provided in the Appendix) and $pv$ corresponds to the average mechanical work of expanding the system due to the bubble. Note that, although the calibration procedure is based on the average volume of the system and the number of bubbles of a given size is present, the detection of the bubbles on the grid is still a local procedure and thus suitable for the study of large systems, where fluctuations in the liquid density may render global order parameters ineffective. Further, due to the calibration procedure, the V-method is independent of arbitrary parameters associated with the detection of vapor-like grid-points, provided that the resolution of the three-dimensional grid is reasonably high. In practice, we fit $v(\xi)$ with a function of the form

$$v(\xi) \approx \xi + k_1 \xi^{3/2} + k_2 \xi^{3/4},$$  \hspace{1cm} (5)

where the fit parameters $k_1$ and $k_2$ depend on the chosen thermodynamic state point. As shown in Ref. 24, a single mapping from $\xi$ onto $v(\xi)$ with $k_1 \approx 1.04$ nm and $k_2 \approx 0.33$ nm$^2$ is very accurate for all negative pressures studied here. At zero pressure, we obtain an improved fit with the slightly altered parameters $k_1 \approx 1.02$ nm and $k_2 \approx 0.29$ nm$^2$ (shown in Fig. 1).
As a reference point, we compute the entropy of the flat liquid–vapor interface from the data for the surface tension \( \gamma \) of TIP4P/2005 water at ambient pressure reported by Vega and de Miguel in Ref. 13, where a heuristic functional form is fit to the simulation data. The derivative of \( \gamma \) with respect to temperature yields an estimate for the surface entropy \( s \) per unit area \( A \):

\[
s = \frac{d\gamma}{dT} = \frac{c_1}{9T_c} r^{2/9} (11 + 20c_2 \tau)
\]

(6)

where \( \tau = 1 - T/T_c \), \( c_1 = 227.86 \text{ mJ/m}^2 \), \( c_2 = -0.6413 \), and the critical temperature \( T_c = 641.4 \text{ K} \). For the studied temperature of \( T = 296.4 \text{ K} \) this yields an estimate of \( s/A = 10.28 k_B/\text{nm}^2 \), where \( k_B \) is the Boltzmann constant.

### III. RESULTS AND DISCUSSION

We obtain the entropy \( s(v) \) associated with a bubble of size \( v \) by computing the equilibrium free energy of bubble nucleation, \( g(v) \), from umbrella sampling calculations and subtracting all contributing terms other than the entropy:

\[
Ts(v) = -g(v) + e(v) + pv.
\]

(7)

Here, the bubble energy \( e(v) = \langle E \rangle_v - \langle E \rangle \) is the difference in average energy of the system containing a bubble of size \( v \), \( \langle E \rangle_v \), and the unconstrained average in the metastable liquid, \( \langle E \rangle \). The mechanical work gained by expanding the system at negative pressure is given by \( pv \), since \( v \) is calibrated to correspond to the average change in system volume due to the presence of a bubble (see Appendix). The obtained estimate for the bubble entropy \( s(v) \) depends on the chosen normalization of the free energy. In order to obtain a normalization for the free energy \( g(v) \) of nucleation, which also determines the normalization of the bubble entropy \( s(v) \), we examine the bubble surface free energy,

\[
f_S = \frac{1}{a} (-k_BT \ln[v_0^2 \rho(v)] - pv).
\]

(8)

Here, \( a = (36\pi v_0^2)^{1/3} \) is the surface area of a sphere with volume \( v \), \( v_0 = 1 \text{ nm}^3 \) determines the unit of volume, and \( \rho(v) \) is the density of bubbles with volume \( v \). The bubble density \( \rho(v) \) is defined such that \( \rho(v) dv \) is the average number of bubbles with volumes in the interval \( [v, v + dv] \) divided by the total volume \( V \) of the system. Note that \( -k_BT \ln[v_0^2 \rho(v)] \) is equal to the free energy of cavitation \( g(v) \) up to a normalization constant that will be determined in the following. By subtracting the mechanical work \( pv \), which drives the transition from the liquid to the vapor, the resulting surface free energy is simply the free energetic cost of the liquid–vapor interface per surface area. The surface free energy at zero pressure is shown in Fig. 2 as a function of \( 1/r \), where \( r = [3v/(4\pi)]^{1/3} \) is the radius of a sphere with volume \( v \) (surface free energies for negative pressures have been obtained previously in Ref. 24).

The surface free energy can be fitted by a function that takes the curvature dependence of the surface tension \( \gamma(r) \) into account, akin to the one proposed by Tolman [32],

\[
f_S(r) = \frac{\gamma_0}{1 + 2\delta/r} + \frac{C}{4\pi r^2}.
\]

(9)

At zero pressure, the fit yields values of \( \gamma_0 = 20.73 k_BT/\text{nm}^2 \), \( \delta = 0.218 \text{ nm} \), and \( C = -0.0972 k_BT \) (the fit is indicated by the dashed line in Fig. 2). The surface free energies over the range of negative pressures studied here look qualitatively similar. Furthermore, as shown in Ref. 24, the surface free energy at all negative pressures studied here can be fit by a single curve, where the obtained parameters were \( \gamma_0 = 20.24 k_BT/\text{nm}^2 \) and \( \delta = 0.195 \text{ nm} \), which are both similar to but slightly lower than the values obtained at zero pressure, and \( C = -3.80 k_BT \). We will use Eq. (9) to normalize the cavitation free energy \( g(v) \) such that it goes to zero in the limit of vanishing bubble size, i.e., \( \lim_{v \to 0} g(v) = 0 \), by choosing \( g(v) = -k_BT \ln[v_0^2 \rho(v)] - C \). [33] This choice of normalization is equivalent to the notion that the formation
of a vanishingly small bubble does not carry a free energetic cost. Since the other terms in Eq. (7) contributing to the bubble entropy \(s(v)\), namely the average internal energy \(e(v)\) and the mechanical work \(pv\) associated with a largest bubble of size \(v\), fulfill this criterion by construction, this choice implies \(\lim_{v \to 0} s(v) = 0\). As such, the bubble entropy presented here does not contain the translational entropy, corresponding to realizing a set of identical configurations where all molecules (and thus the bubble) have been shifted, or effects from the width of the histograms used to compute the free energy in umbrella sampling, thereby making it compatible with the role of bubble entropy in classical nucleation theory. At finite temperatures, the limit of metastability of a liquid under tension is determined by the competition of enthalpy, which favors the metastable liquid, and entropic contributions, which drive the system towards the vapor phase. The relative importance of the enthalpic and entropic contributions to the free energy barrier impeding bubble formation depends on the state-point. For very low temperatures, when the influence of entropy is insignificant, the limit of metastability is reached when the tension acting upon the system is high enough that the gain in mechanical work \(pv\), where \(v\) is the bubble volume, compensates for the increase in energy \(e(v)\) due to this bubble. At ambient temperatures however, the entropy gained from forming a bubble has a significant impact on the limit of metastability, and at a tension of \(p = -150\) MPa, the free energy \(g(v)\) exhibits a maximum at \(\sim 3\) nm\(^3\) as illustrated in Fig. 3. Bubbles larger than this critical volume typically grow and the system transitions to the vapor phase. In contrast, the enthalpy rises steadily with increasing bubble volume and its maximum lies significantly beyond the investigated range of bubble volumes, with a barrier orders of magnitude larger than the one actually present when entropic contributions are taken into account.

As such, bubble entropy is the driving force behind cavitation in water over a wide range of conditions relevant in biology \([34–47]\) and engineering \([48–51]\). Since the bubbles are essentially completely empty cavities in the liquid at the conditions studied here, their entropy is exclusively a property of the liquid–vapor interface. The bubble entropy per unit area, \(s/a\), is shown in Fig. 4 as a function of \(1/r\). Over the studied range of tensions, the bubble entropy per unit area decreases approximately linearly with the mean curvature \(1/r\) of the bubble. As a point of comparison, an estimate for the entropy of a planar interface at ambient pressure (see Sec. II C), whose value exceeds the linear extrapolation of \(s\) vs. \(1/r\) at zero pressure to vanishing curvature by about \(1\) k\(_B\), is indicated by the dashed line in Fig. 4. The bubble entropy \(s\) is positive, thus favoring the formation of bubbles. While this is true in general for transitions from the liquid to the vapor, it is worth keeping in mind that the entropic gain from vapor-like molecules in the bubble is insignificant. Furthermore, since the definition of the bubble entropy given above removes contributions from the translational entropy, there are two likely sources for the pronounced entropic gain from bubble formation: fluctuations in the bubble shape and the increased rotational entropy of interfacial OH-groups when compared to the bulk. Interestingly, the number of free OH-groups, i.e., OH-groups that do not partake in a hydrogen bond, per molecule at the interface shows the same curvature dependence as the bubble entropy per unit area (data shown in Ref. 24). Assuming that the bubble entropy is governed by the entropic gain due to increased rotational freedom of interfacial OH-groups, the bubble entropy per free OH group evaluates to about \(2.5 - 3.5\) k\(_B\) for all bubble sizes depending on pressure, comparable to the entropic gain \(\sim 4\) k\(_B\) estimated for a dangling OH-group at the
end of a single-file chain of water molecules. The estimates for the entropy of bubble formation obtained here provide the basis for the use of the nucleation theorem in the interpretation of experimental data obtained by cooling at constant volume. When the nucleation theorem is invoked to estimate the volume \( v^* \) of the critical bubble from cavitation rate measurements, one first assumes that the cavitation rate \( J \), i.e., the number of cavitation events per volume and time, has the form \( J = \nu \exp\left[-\beta g(v^*)/(V \Delta t)\right] \). Here, a measurement is performed on a system of volume \( V \) over a time \( \Delta t \) and \( \nu \) is a kinetic pre-factor that accounts for the dynamics of the transition. The choice of this kinetic pre-factor, which relates the rates measured at various temperatures to the height \( g(v^*) \) of the free energy barrier, is somewhat arbitrary and various choices are described in the literature; since the height \( g(v^*) \) of the free energy barrier enters the rate estimate exponentially and the prefactor is supposed to vary only weakly with temperature, it is usually assumed that the observed change in the cavitation rates is governed by changes in \( g(v^*) \), diminishing the importance of the exact choice of \( \nu \). To obtain \( v^* \) by use of the nucleation theorem, \( v^* = \left( \frac{\partial p}{\partial T} \right)^{-1}_V \left( \frac{dg^*}{dT} + s^* \right) \), one needs to estimate \( \frac{dg^*}{dT} \) from cavitation rates measured at different temperatures. In addition, one requires the quantities \( (\partial p/\partial T)_V \) and \( s^* \), where the first term can be estimated by extrapolating an equation of state to the conditions of interest. This leaves the entropy \( s^* \) of the critical bubble that we computed for various pressures at a temperature \( T = 296.4 \text{ K} \). However, if one aims to analyze data from experiments conducted along an isochoric path, the entropy over a range of temperatures is required. The entropy of a flat liquid–vapor interface at ambient pressure can be employed as an approximation for the entropy \( s^* \) of the critical bubble to determine its volume \( v^* \) from experimental data obtained along an isochoric path via Eq. (10). Since the bubble entropy decreases roughly with \( 1/r \), taking its value for a flat interface overestimates its true value for a bubble of finite size (see Fig. 4). However, as the bubble entropy increases with tension, using bubble entropies obtained at ambient pressure would in turn underestimate its magnitude. As a result, the entropy \( -\partial \gamma/\partial T \) of a flat interface at ambient pressure (indicated by the black dashed line in the figure, see Sec. II C), where data on the temperature dependence of the surface tension is readily available, appears to be a reasonable estimate for the entropy of bubbles in water under tension over the range of critical bubble volumes \( v^* \) which are physically relevant, i.e., at conditions where rate measurements can be obtained on time-scales accessible to experiments. In order to assess the accuracy of this approach, we mimic the procedure employed to estimate \( v^* \) from experimental data utilizing this approximation and compare the obtained estimates to the value of \( v^* \) measured directly in simulations, i.e., the location of the maximum of \( g(v) \) at different pressures. To this end, we first compute \( (\partial p/\partial T)_V = -(\partial V/\partial T)_p/(\partial V/\partial p)_T \) required in Eq. (10). Here, \( (\partial V/\partial T)_p \) is obtained by measuring the average volume \( \langle V \rangle \) of the metastable liquid at various temperatures in the range 290.4–302.4 K and taking the slope of a linear fit to the data at \( T = 296.4 \text{ K} \). Similarly, we obtain an estimate for \( (\partial V/\partial p)_T \) by fitting \( \langle V \rangle \) as a function of pressure with a polynomial function and taking the pressure derivative of the fit. We combine the direct measurement of \( v^* \) from simulation, \( (\partial p/\partial T)_V \), and \( s^* \) (from the data presented in Fig. 4) to obtain an estimate for \( \frac{dg^*}{dT} \) from Eq. (10). We now have all that is needed to compute an estimate for \( v^* \) determined by solving

\[
v^* \left( \frac{\partial p}{\partial T} \right)_V + v^* \delta (36\pi)^{1/3} \left( \frac{\partial \gamma}{\partial T} \right) = \frac{dg^*}{dT} = 0. \tag{11}
\]

(This equation is just Eq. (10) with the approximation \( s^* = -v^{2/3}(36\pi)^{1/3} \partial \gamma/\partial T \), where \( \partial \gamma/\partial T \) is evaluated for a flat liquid–vapor interface at ambient pressure.) The resulting estimates for \( v^* \) are shown in Fig. 5 alongside those obtained directly from the free energy profile determined by simulation. Over the studied range of tensions and at ambient temperature, approximating the entropy \( s^* \) of the critical bubble using the entropy per unit area of the flat interface at ambient pressure leads to accurate predictions for the volume \( v^* \) of the critical bubble. Although the approximation overestimates \( v^* \) consistently, the deviation is small (the relative error ranges from 2% to 6%) and the approximation becomes more accurate for stronger tensions. Assuming \( s \) behaves similarly in the temperature range 322–335 K investigated in Ref. 4, we are now in a position to obtain an improved estimate for the volume \( v^* \) of the critical bubble. Choosing \( T = 328 \text{ K} \), in the middle of the investigated range of temperatures, and solving Eq. (11) for \( v^* \), we obtain \( v^* = 4.74 \text{ nm}^3 \) for the volume of the critical bubble. This estimate was calculated using the quantities \( (\partial p/\partial T)_V = 61.45 \text{ kJ}/\text{nm}^2 \), \( \frac{dg^*}{dT} = 0.4116 \text{ kJ}/\text{K} \) (both values taken from Ref. 4), and \( \partial \gamma/\partial T = -11.54 \text{ kJ}/\text{nm}^2 \) (from Sec. II C).
IV. CONCLUSIONS

At ambient temperature, the entropic gain associated with the formation of a bubble has a significant influence on the free energy of cavitation. The entropy of bubble formation is relevant in cavitation experiments, the entropy of a flat liquid–vapor interface at ambient pressure is a good approximation for the entropy of the critical bubbles. Using this approximation to evaluate the experimental data reported in Ref. 4 yields a critical bubble volume of \( v^* \approx 5 \text{ nm}^3 \), confirming the estimate reported therein.
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Appendix: Nucleation theorem and bubble volume

The nucleation theorem at constant temperature relates the change in the barrier height \( g^* = g[v^*(p)] \) with pressure to the volume \( v^*(p) \) of the critical bubble,

\[
\frac{dg^*}{dp} = \frac{dg}{dv} \bigg|_{v^*} \cdot \frac{dv^*}{dp} + \frac{dg}{dp} \bigg|_{v^*},
\]

Here, the first term on the right hand side of the first line vanishes since the free energy \( g(v) \) has a maximum at the volume \( v^* \) of the critical bubble by definition, leaving only the partial derivative \( \frac{dg(v)}{dp} \bigg|_{v^*} = v^* \). In the following, we provide an analytical expression for \( \frac{dg(v)}{dp} \bigg|_{v^*} \) and show that the definition of the bubble volume \( v \) as defined in Eq. (4) is compatible with the nucleation theorem. The free energy of cavitation is determined as a function of \( \xi \), the volume estimate obtained directly from a grid-based [26] approach:

\[
g(\xi) = -k_BT \ln[P(\xi)].
\]

Here,

\[
P(\xi) = \frac{1}{Q} \int dxdV \ e^{-\beta[E(x)+pV]} \delta[\xi(x) - \xi]
\]

is the probability density that the largest bubble in the configuration \( x \) has a volume of \( \xi \), where \( \delta \) is the Dirac delta function and \( Q = \int dxdV \ e^{-\beta[E(x)+pV]} \) is the partition function. The angular brackets \( \langle \cdot \rangle \) denote an average in the \( \mathbb{N}pT \) ensemble.

The change of \( g(\xi) \) upon a change in pressure is given by

\[
\frac{\partial g(\xi)}{\partial p} = -k_BT \frac{\partial P(\xi)}{P(\xi)}.
\]

Carrying out the derivative with respect to pressure yields

\[
\frac{\partial P(\xi)}{\partial p} = -\beta \left[ \langle V \delta[\xi(x) - \xi] \rangle - \langle V \rangle \delta[\xi(x) - \xi] \right].
\]

Inserting this into Eq. (4.4) leads to

\[
\frac{\partial g(v)}{\partial p} \bigg|_{v^*} = v^*.
\]

where \( g(v) = g(\xi) + k_BT \ln(|dv/d\xi|) \). Thus, the definition of the bubble volume \( v \) employed here is consistent with the nucleation theorem. For cavitation along an isochoric path, where the tension on the liquid is varied by changing the temperature at constant volume, the nucleation theorem states

\[
\frac{dg^*}{dT} = \frac{dg}{dv} \bigg|_{v^*} \cdot \frac{dv^*}{dT} + \frac{dg}{dp} \bigg|_{v^*} \left( \frac{dp}{dT} \right)_{v^*} + \frac{dg}{dT} \bigg|_{v^*} = v^* \left( \frac{dp}{dT} \right)_{v^*} - s^*.
\]

where \( s^* = s(v^*) \) is the entropy of the critical bubble. Here, like in Eq. (A.1), the first term on the right hand side of the first line vanishes since \( g(v) \) has a maximum at \( v^* \). Thus, in the isochoric case, the nucleation theorem relates the temperature derivative of the barrier height to the volume and the entropy of the critical bubble.
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Note that we altered the nomenclature to facilitate readability:

- $v^*$: the smallest cavity it can detect depends on the chosen parameters employed in the grid-based detection of bubbles in the system (namely, the spatial resolution of the grid and the chosen distance within which a grid-point is considered to be occupied by nearby water molecules). As such, if one were to simply fit the free energy for low $v$ and extrapolate this fit to zero, the obtained estimate for the free energy of cavitation would depend on the arbitrary parameters employed in the detection of bubbles in the system. Since the obtained normalization affects the height $g(v^*)$ of the free energy barrier, which is connected to the probability of encountering a bubble of critical size (and thus to the cavitation rate), this dependence on the minute cavities is clearly unphysical. Consequently, in order to mitigate the impact of arbitrary parameters on the estimate for the free energy of cavitation, we extrapolate the fit given in Eq. (9), which reproduces the free energy very accurately over a wide range of bubble volumes, to zero to obtain the normalization of the free energy.

- $g_{\delta}^m$: the detection of bubbles in the system. Since the obtained normalization would depend on the arbitrary parameters employed in this fit to zero, the obtained estimate for the free energy of cavitation, we extrapolate quently, in order to mitigate the impact of arbitrary parameters on the estimate for the free energy of cavitation, we extrapolate the fit given in Eq. (9), which reproduces the free energy very accurately over a wide range of bubble volumes, to zero to obtain the normalization of the free energy.

- $g_{\delta}^m$: the detection of bubbles in the system. Since the obtained normalization would depend on the arbitrary parameters employed in this fit to zero, the obtained estimate for the free energy of cavitation, we extrapolate quently, in order to mitigate the impact of arbitrary parameters on the estimate for the free energy of cavitation, we extrapolate the fit given in Eq. (9), which reproduces the free energy very accurately over a wide range of bubble volumes, to zero to obtain the normalization of the free energy.

- $g_{\delta}^m$: the detection of bubbles in the system. Since the obtained normalization would depend on the arbitrary parameters employed in this fit to zero, the obtained estimate for the free energy of cavitation, we extrapolate quently, in order to mitigate the impact of arbitrary parameters on the estimate for the free energy of cavitation, we extrapolate the fit given in Eq. (9), which reproduces the free energy very accurately over a wide range of bubble volumes, to zero to obtain the normalization of the free energy.

- $g_{\delta}^m$: the detection of bubbles in the system. Since the obtained normalization would depend on the arbitrary parameters employed in this fit to zero, the obtained estimate for the free energy of cavitation, we extrapolate quently, in order to mitigate the impact of arbitrary parameters on the estimate for the free energy of cavitation, we extrapolate the fit given in Eq. (9), which reproduces the free energy very accurately over a wide range of bubble volumes, to zero to obtain the normalization of the free energy.

- $g_{\delta}^m$: the detection of bubbles in the system. Since the obtained normalization would depend on the arbitrary parameters employed in this fit to zero, the obtained estimate for the free energy of cavitation, we extrapolate quently, in order to mitigate the impact of arbitrary parameters on the estimate for the free energy of cavitation, we extrapolate the fit given in Eq. (9), which reproduces the free energy very accurately over a wide range of bubble volumes, to zero to obtain the normalization of the free energy.