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Abstract: This manuscript introduces a passivity-based control methodology for fully-actuated mechanical systems with symmetric or asymmetric dead-zones. To this end, we find a smooth approximation of the inverse of the function that describes such a nonlinearity. Then, we propose an energy and damping injection approach — based on the PI-PBC technique — that compensates for the dead-zone. Moreover, we provide an analysis of the performance of the proposed controller near the equilibrium. We conclude this paper by experimentally validating the results on a two degrees-of-freedom planar manipulator.
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1. INTRODUCTION

The implementation of approaches for controlling mechanical systems is often hindered by unmodeled nonlinear phenomena such as saturation, dry friction, or asymmetry of the motors. The dead-zones are particularly ubiquitous in servomechanisms (or actuators in general). The presence severely affects the performance. For example, steady-state errors occur when the nonzero control input falls within the dead-zone region. To handle this nonlinearity, the authors in Na et al. (2018) provide a compilation of recent results on adaptive control to compensate for asymmetric and symmetric dead-zones. Other methodologies to deal with dead-zones are fuzzy logic control (see Woo et al. (1997); Betancor-Martín et al. (2014)) or neural networks (see Selmic and Lewis (2000)). In this manuscript, we focus on providing dead-zones compensation based on the passivity-based approach (PBC).

The PBC strategies offer a constructive approach for stabilizing a large class of complex physical systems where the exchange of energy between the plant and the environment plays a central role (see van der Schaft (2017); Ortega et al. (2013)). Customarily, these techniques follow two steps: i) the energy shaping process, which guarantees that the closed-loop system has a stable equilibrium at the desired configuration; and ii) the damping injection step, which ensures asymptotic stability properties for the desired equilibrium point. As a consequence of these steps, the PBC gains are associated with the physical quantities of the closed-loop system, i.e., energy and damping, endowing the controller with physical intuition. However, most of these techniques overlook the dead-zone resulting in steady-state errors as reported in Chan-Zheng et al. (2021, 2022a). Albeit steady-state errors can be solved by adding an integral action to the PBC approach — as described in Chan-Zheng et al. (2022b); Ortega and Romero (2012); Dirksz and Scherpen (2012) — its implementation may be hampered due to the increase in complexity of the tuning process and unexpected behaviors such as wind-up, backslash or instability. Other PBC techniques that deal with dead-zones are found in Mizumoto and Kohzawa (2012); Jung and Jeon (2022). The former proposes a passivity-based adaptive control approach, while the latter, presents a passivity-based sliding mode control.

In this paper, we design a PBC approach with dead-zone compensation based on a PI-PBC strategy described in Ortega et al. (2021); Borja et al. (2020). The advantage of this technique is that the control design process is reduced to select the gains properly to achieve a particular performance. The proposed control technique is suitable for fully-actuated mechanical systems described in the port-Hamiltonian (pH) setting (see Duindam et al. (2009)). The main advantage is that this framework highlights the role of the interconnection structure, dissipation, and energy play in the system behaviour. Additionally, the proposed PBC approach is suitable to compensate for both symmetric and asymmetric dead-zones, and its stability is proven by invoking passivity properties. Note that by avoiding dynamical extension — as found in adaptive or integral control methodologies — we ease the practical implementation of the controller as the tuning process.

* The work of C. Chan-Zheng is sponsored by the University of Costa Rica.
is simplified. Our main contributions are summarized as follows:

- A PBC technique based on a PI-PBC approach that deals with symmetric and asymmetric dead-zones.
- A performance analysis in a vicinity of the equilibrium of the closed loop.

The remainder of this paper is structured as follows: in Section 2 we provide the theoretical background and formulate the problem under study. In Section 3, we present the main results of this paper, i.e., the PBC technique with dead-zone compensation. Section 4 provides some remarks on the performance of the closed-loop system. In Section 5, we show experimental results obtained from a 2 degrees-of-freedom (DoF) planar manipulator. We finalize this manuscript with some concluding remarks and future research in Section 6.

**Notation:** We denote the \( n \times n \) identity matrix as \( I_n \) and the \( n \times m \) matrix of zeros as \( 0_{n \times m} \). For a given smooth function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), we define the differential operator \( \nabla_x f := \frac{\partial f}{\partial x} \) which is a column vector, and \( \nabla_x^2 f := \frac{\partial^2 f}{\partial x^2} \). For a smooth mapping \( F : \mathbb{R}^n \rightarrow \mathbb{R}^m \), we define the \( ij \)-element of its \( n \times m \) Jacobian matrix as \( (\nabla_x F)_{ij} := \frac{\partial F_j}{\partial x_i} \). When clear from the context the subindex in \( \nabla \) is omitted. For a given vector \( x \in \mathbb{R}^n \), we say that \( A \) is *positive definite (semi-definite)*, denoted as \( A > 0 \) (\( A \succeq 0 \)), if \( A = A^\top \) and \( x^\top A x > 0 \) (\( x^\top A x \geq 0 \)) for all \( x \in \mathbb{R}^n - \{0_n\} \) (\( \mathbb{R}^n \)). For a given vector \( x \in \mathbb{R}^n \), we define the Euclidean norm as \( \|x\| \). Given the distinguished element \( x_* \in \mathbb{R}^n \), we define the constant matrix \( B_* := B(x_*) \in \mathbb{R}^{n \times n} \). We denote \( \mathbb{R}_+ \) as the set of positive real numbers and \( \mathbb{R}_{\geq 0} \) as the set \( \mathbb{R}_+ \cup \{0\} \). Let \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^m \), we define \( \text{col}(x, y) := [x^\top y^\top]^\top \). We denote \( e_i \) as the \( i^\text{th} \) element of the canonical basis of \( \mathbb{R}^n \). All the functions considered in this manuscript are assumed to be (at least) twice continuously differentiable.

**Caveat:** when possible, we omit the arguments to simplify the notation.

## 2. PRELIMINARIES AND PROBLEM SETTING

This section describes the \( \phi \) representation of the class of mechanical systems considered throughout this paper. Moreover, we characterize the dead-zone phenomenon and we revisit a PI-PBC technique, which we compare against our approach in Section 5. We conclude this section with the problem formulation.

### 2.1 Description of a class of mechanical systems

Consider a \( \phi \) mechanical system of the form

\[
\begin{align*}
\dot{x} &= \left[\begin{array}{cc}
0_{n \times n} & I_n \\
-I_n & -D(x)
\end{array}\right] \nabla_q H(x) + \left[\begin{array}{c}
0_{n \times n} \\
G
\end{array}\right] u + \left[\begin{array}{c}
0_n \\
\beta
\end{array}\right] \\
y &= G^\top M^{-1}(q)p
\end{align*}
\]

where \( x := \text{col}(q, p) \) with \( q, p \in \mathbb{R}^n \) being the generalized positions and momenta vectors, respectively; \( H : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) is the Hamiltonian of the system defined as

\[
H(x) = \frac{1}{2} p^\top M^{-1}(q)p + U(q);
\]

the potential energy of the system is denoted with \( U : \mathbb{R}^n \rightarrow \mathbb{R} \); \( M : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n} \) corresponds to the mass-inertia matrix verifying \( M(q) \succ 0_{n \times n} \); \( D : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n} \) represents the natural damping satisfying \( D(q, p) \succeq 0_{n \times n} \); \( u, y \in \mathbb{R}^n \) is the input and output vector, respectively; \( G \in \mathbb{R}^{n \times n} \) is the non-singular input matrix \(^{1}\) defined as \( G := \text{diag}\{g_1, \ldots, g_n\} \) with \( g_i \in \mathbb{R} \); and \( \beta \in \mathbb{R}^n \) is a constant vector that captures a particular behaviour of the system explained in the next section.

### 2.2 Dead-zone characterization

A particular phenomenon inherent in any actuator is the presence of dead-zones, i.e., the range of input control values where the output (force or torque) is zero. A simple dead-zone model is given by

\[
\tau_i := \begin{cases}
\ell_{bi} - \beta_i, & v_i > \beta_i \\
0, & \ell_{bi} \leq v_i \leq \beta_i \\
v_i - \ell_{bi}, & v_i < \ell_{bi}
\end{cases}
\]

with \( i \in \{1, \ldots, n\} \); \( \beta_i > 0 \); \( \ell_{bi} < 0 \); the input \( v = \text{col}(v_1, \ldots, v_n) \) with \( v_i \in \mathbb{R} \); and the output \( \tau = \text{col}(\tau_1, \ldots, \tau_n) \) with \( \tau_i \in \mathbb{R} \). The graphical representation of (3) is given in Fig. 1. Note that \( \beta_i \in \mathbb{R} \) represents an offset term that transforms the dead-zone from symmetric to asymmetric. In this manuscript, we represent this offset with the vector \( \beta := \text{col}(\beta_1, \ldots, \beta_n) \) considered in (1).

### 2.3 A PI-PBC strategy

The gains of the PI-PBC strategy – described in Ortega et al. (2021); Borja et al. (2020) – admit a physical interpretation which endows the tuning process with more intuition. Moreover, its practical implementation is eased as the control design process is reduced to select properly to achieve a certain performance. However, this control technique does not account for the dead-zone effect resulting in steady-state errors as reported in Chan-Zheng et al. (2021, 2022a). In this paper, we aim to extend such a methodology by adapting it to deal with such a nonlinearity. For the sake of completeness, we summarize the PI-PBC approach in Proposition 1.

**Proposition 1.** (PI-PBC). Consider the \( \phi \) system (1) with \( \beta = 0_n \); the desired equilibrium \( x_* := (q_*, 0_n) \):

1. This matrix captures the conversion of the physical domain of the actuator (e.g., electrical, pneumatic, or hydraulic) to the mechanical domain. For simplicity, we have defined it as diagonal matrix.
constant matrices $K_P, K_I \in \mathbb{R}^{n \times n}$ verifying $K_I \succ 0$ and $K_P \succeq 0$; the control law

$$u = u_p \triangleq -G^{-1}(K_P \dot{q} + K_I (q - q_*) - \nabla q U(q))$$

and assume that

$$H_{p1}(x) := \frac{1}{2} p^\top M^{-1}(q)p + \frac{1}{2} (q - \tilde{q})^\top K_I (q - \tilde{q})$$

verifies

$$x_* = \arg \min_{x \in \mathbb{R}^n} H_{p1}(x).$$

It follows that the closed-loop system has a globally asymptotically stable equilibrium at $x_*$ with Lyapunov candidate $H_{p1}(x)$. $\blacksquare$

2.4 Problem formulation

Now, we formulate the problem under study as follows

"Propose a passivity-based control strategy suitable to compensate dead-zones, symmetric and asymmetric, while stabilizing (1) at the desired equilibrium $x_*"$

3. MAIN RESULTS

The dead-zone may severely impact the closed-loop performance since the nonzero control input falls within the dead-zone region resulting in steady-state errors. In this section, we describe a PBC strategy to handle this particular nonlinearity; the main advantage of employing a PBC methodology is that the energy function of the closed-loop can be chosen as a Lyapunov candidate, simplifying the stability proof.

The proposed PBC methodology in this paper, i.e., $u_{p_{idz}}$, is an extension of the standard PI-PBC (2). For this extension, we employ a scheme based on the traditional method (see Cho and Bai (1998); Rubio et al. (2013)), which consists in: i) defining the inverse of the dead-zone of Fig. 1, whose graphical representation is visualized in Fig. 2a, and then, ii) designing the controller $u_{p_{idz}}$.

In particular, we consider the following structure for the controller $u_{p_{idz}}$

$$u_{p_{idz}} := u_{dz} + u_{p1}. \quad (5)$$

To formulate the dead-zone compensator part $u_{dz}$, we employ a smooth approximation of Fig. 2a, which is given in Fig. 2b. The full design of the proposed PBC is described in Theorem 1.

Theorem 1. Consider the fully-actuated mechanical system (1); the desired equilibrium $x_* := (q_*, 0_n)$; and the control law (5) with $u_{p1}$ as defined in (4) and

$$u_{dz} := -G^{-1}(K_Z \sum_{i=1}^{n} e_i \tanh(\mu_i \tilde{q}_i) + \beta), \quad (6)$$

where $K_P, K_I \in \mathbb{R}^{n \times n}$ verifies $K_P, K_I \succ 0_{n \times n}$; $i \in \{1, \ldots, n\}; K_Z := \text{diag}(k_{11}, \ldots, k_{nn})$ with $k_{zi} \in \mathbb{R}_+; \beta := \text{col}(\beta_1, \ldots, \beta_n)$; and $\mu := \text{diag}(\mu_1, \ldots, \mu_n)$ with $\mu_i \in \mathbb{R}_+$. Then, the closed loop (1)-(5) has a global asymptotic stable equilibrium at $x_*$ with Lyapunov candidate

$$H_d(x) = \frac{1}{2} p^\top M^{-1}(q)p + \frac{1}{2} \dot{\tilde{q}}^\top K_I \dot{\tilde{q}} + K_Z \sum_{i=1}^{m} \ln(\cosh(\mu_i \tilde{q}_i)) $$

where $\tilde{q} := q - q_*$. $\Box$

Proof: Substituting (5) in (1), we notice that the closed loop preserves mechanical structure, i.e.,

$$\begin{bmatrix} \dot{\tilde{q}} \\ \dot{\tilde{p}} \end{bmatrix} = \begin{bmatrix} I_n & -I_n & -D(q,p) & -K_P \\ 0_{n \times n} & I_n \end{bmatrix} \nabla H_d(x)$$

where $H_d(x)$ is the desired Hamiltonian defined in (7).

Then, considering $H_d(x)$ as the Lyapunov candidate, it follows that

$$\nabla H_d(x) \succ 0_n, \quad \nabla H_d(x) \succ 0_n. \quad (9)$$

Moreover, we have that

$$\begin{aligned}
\nabla^2 H_d(x) &= K_I + \mu K_Z \succ 0_{n \times n}, \\
\nabla^2 H_d(x) &= \nabla^2 H_d(x) \succ 0_{n \times n}, \\
\nabla^2 H_d(x) &= M^{-1}(q_*) \succ 0_{n \times n},
\end{aligned} \quad (10)$$

which guarantees that

$$\nabla^2 H_d(x) \succ 0_{2n \times 2n}.$$

Therefore, from (9)-(10), we have that $x_*$ is a stable equilibrium of the closed loop (1)-(5) for further details, see Proposition 7.2.8 from van der Schaft (2017).

To prove asymptotic stability of $x_*$, we invoke LaSalle’s invariance principle (see Khalil (2002)). Note we have that

$$\dot{H}_d = -\nabla H_d \nabla H_d^\top \leq 0.$$

Recall that, from (8), we have

$$\begin{aligned}
\dot{q} &= \nabla_p H_d = M^{-1}(q)p \\
\dot{p} &= -\nabla_q H_d - D(q,p) + K_P \nabla_p H_d,
\end{aligned}$$

with $\nabla q H_d = \frac{1}{2} \nabla q (p^\top M^{-1}p) + K_I \dot{\tilde{q}} + K_Z \sum_{i=1}^{n} e_i \tanh(\mu_i \tilde{q}_i)$. Accordingly, we have the following chain of implications

$$\dot{H}_d \equiv 0 \iff \dot{q} = 0_n \iff p = 0_n \implies \dot{p} = 0_n$$

$$\iff K_I \dot{\tilde{q}} + K_Z \sum_{i=1}^{n} e_i \tanh(\mu_i \tilde{q}_i) = 0_n$$

$$\iff q = q_*.$$

Thus, the closed loop (1)-(5) has an asymptotically stable equilibrium point at $x_*$. We conclude the proof by proving the global properties of the equilibrium point; note that the Lyapunov candidate is radially unbounded since $H_d \to \infty$ as $\|q\| \to \infty$ and $\|p\| \to \infty$.

Remark 1. We employ $\tilde{q}_i$ as the feedback variable in $u_{dz}$ because we need to ensure a nonzero input while the system has not reached the equilibrium, i.e., $\tilde{q}_i \neq 0$.

Remark 2. Regarding the selection of the parameters of (6), the term $\beta$ corresponds to the offset that shifts
In this section, we discuss the behaviour of the closed-loop near the equilibrium. The latter behaviour is observed if the length is overestimated. The latter behaviour is explained in the next section, where we analyze the closed-loop behaviour near the equilibrium.

4. PERFORMANCE NEAR THE EQUILIBRIUM

In this section, we discuss the behaviour of the closed-loop (1)-(5) near the equilibrium $x_e$. To this end, we follow the same procedure as in Chan-Zheng et al. (2021, 2022a), which consists of linearizing the closed-loop around the desired equilibrium, and then finding a transformation such that the linearized matrix has a saddle point form. The latter structure has been shown effective in analyzing the performance of the system near the equilibrium.

We first introduce the linearized vector $\hat{x} := x - x_e$. Then, the linearized dynamics of the closed loop (1)-(5) corresponds to

$$\dot{\hat{x}} = -\begin{bmatrix} 0_{n \times n} & -M_\ast^{-1} \\ \star & K_l + \mu K_z \end{bmatrix} \hat{x} + \sum \phi_M \phi_P w.$$\hspace{1cm} (11)

To obtain the saddle point matrix form of (11), we introduce the similarity transformation matrix $T := \begin{bmatrix} 0_{n \times n} & \phi_M \\ \phi_P & 0_{n \times n} \end{bmatrix}$, where $\phi_M, \phi_P \in \mathbb{R}^{n \times n}$ are upper triangular matrices obtained from the Cholesky decomposition (see Horn and Johnson (2012))

$$M_\ast^{-1} = \phi_M^T \phi_M, K_l + \mu K_z = \phi_P^T \phi_P.$$\hspace{1cm} (12)

Therefore, the dynamics in the new coordinates $\hat{\xi} := T \hat{x}$ correspond to

$$\dot{\hat{\xi}} = -\mathcal{N} \hat{\xi}, \mathcal{N} := \begin{bmatrix} M(D + K_P)^\top \phi_M & \phi_M \phi_P \\ -\phi_P \phi_M^\top & 0_{n \times n} \end{bmatrix},$$\hspace{1cm} (12)

where $\mathcal{N}$ is a class of saddle point matrices (see Benzi and Simoncini (2006)).

Subsequently, we study the performance of the system around the equilibrium by analyzing the eigenvalue problem associated with (12), i.e., $\mathcal{N} w = \lambda w$ with $\lambda \in \mathbb{C}$ being an eigenvalue of $\mathcal{N}$ and $w := \text{col}(w_1, w_2)$ being its corresponding eigenvector with $w_1, w_2 \in \mathbb{C}^n$. Rewriting the eigenvalue problem, we get that

$$\phi_M(D + K_P)^\top w_1 + \phi_M \phi_P^\top w_2 = \lambda w_1, \quad -\phi_P \phi_M^\top w_1 = \lambda w_2.$$\hspace{1cm} (13)

Then, from (13), we obtain

$$\lambda^2 - \frac{w_1^\top \phi_M R \phi_M^\top w_1}{\|w_1\|^2} \lambda + \frac{v_\ast \phi_M P \phi_M^\top w_1}{\|w_1\|^2} = 0,$$\hspace{1cm} (14)

with $R := D + K_P$ and $P := K_l + \mu K_z$. Then, the solution of (14) is given by

$$\lambda = \frac{1}{2} \left[ \frac{w_1^\top \phi_M R \phi_M^\top w_1}{\|w_1\|^2} \pm \sqrt{\left( \frac{w_1^\top \phi_M R \phi_M^\top w_1}{\|w_1\|^2} \right)^2 - 4 \frac{w_1^\top \phi_M P \phi_M^\top w_1}{\|w_1\|^2}} \right].$$\hspace{1cm} (15)

Note that (15) provides a solution for every eigenvalue of $\mathcal{N}$ in terms of the gains $K_P, K_l, K_z, \mu$. By closed inspection of (15), we obtain information such as rise-time, damping ratio, or oscillations as shown in Chan-Zheng et al. (2021, 2022a). A direct result from (15) is summarized in Theorem 2.

**Theorem 2.** If

$$4 \lambda_{\text{max}}(P) \lambda_{\text{max}}(M_l) \leq \lambda_{\text{min}}(R)^2,$$\hspace{1cm} (16)

then, the spectrum of $\mathcal{N}$ is real and positive.

**Proof:** The proof follows similarly as Proposition 1 from Chan-Zheng et al. (2021). Note that $\lambda \in \mathbb{R}^+$ if and only if the discriminant is nonnegative, i.e.,

$$4 \frac{w_1^\top \phi_M P \phi_M^\top w_1}{\|w_1\|^2} \leq \left( \frac{w_1^\top \phi_M R \phi_M^\top w_1}{\|w_1\|^2} \right)^2.$$\hspace{1cm} (15)

Consider $\eta := \phi_M^\top w_1$; then, we have that

$$4 \frac{\eta \ast \lambda \eta}{\eta \ast \lambda \eta} \leq \left( \frac{\eta \ast \lambda \eta}{\eta \ast \lambda \eta} \right)^2.$$\hspace{1cm} (15)

Rewriting, we have the following chain of inequalities

$$4 \frac{(\eta \ast \lambda \eta)(\eta \ast \lambda \eta)}{(\eta \ast \lambda \eta)(\eta \ast \lambda \eta)} \leq 4 \lambda_{\text{max}}(P) \lambda_{\text{max}}(M_l)$$\hspace{1cm} (15)

$$\leq \lambda_{\text{min}}(R)^2 \leq \left( \frac{\eta \ast \lambda \eta}{\eta \ast \lambda \eta} \right)^2.$$\hspace{1cm} (15)

If (16) holds, then, the spectrum of $\mathcal{N}$ is real. We conclude this proof by noting that $\lambda \in \mathbb{R}^+$ since $R > 0_{n \times n}$. $\blacksquare$

Recall that the imaginary part of the eigenvalues partly characterizes the oscillations. Therefore, condition (16) ensures that the spectrum contain no imaginary part, and consequently, it guarantees that there are no oscillations (and overshoot) in the transient response.

**Remark 3.** Theorem 2 is similar to the results in Chan-Zheng et al. (2021, 2022a). However, we underscore that these results are obtained from different PBC strategies.

**Remark 4.** Note that by selecting a larger $\mu_i$ (or equivalently, setting the slope steeper in Fig. 2b) or overestimating $k_{zi}$, it follows that the transient response may exhibit an overshoot as condition (16) no longer holds.

**Remark 5.** One of the main advantages of employing a PBC strategy is that its gains are associated with the physical quantities of the system. In particular, for the control (5), the parameters $K_l, K_z$, and $\mu$ are associated with the potential energy shaping, while $K_P$ is related to the dissipation.

5. CASE STUDY: A 2-DOF PLANAR MANIPULATOR

In this section, we demonstrate the effectiveness of the proposed controller in compensating for dead-zones. To
being an eigenvalue of explained in the next section, where we analyze the closed-
the other hand, an overshoot in the transient response may
For example, if the length of the dead-zone is underesti-
In the scenario that the dead-zone is not properly charac-
around the equilibrium by analyzing the eigenvalue prob-
Simoncini (2006)).
where
$x$
We first introduce the linearized vector \( \hat{x} \)
\[ M(q_2) := \begin{bmatrix} a_1 + a_2 + 2b \cos(q_2) & a_2 + b \cos(q_2) \\ a_2 + b \cos(q_2) & a_2 \end{bmatrix}, \]
where \( a_1 = 0.1547, \ a_2 = 0.0111, \ b = 0.0168. \)
First, we compare \( u_{\text{pidz}} \) in (5) against the standard PI-PBC in (4). The gains for each controller are shown in Table 1. The parameters of (5) are chosen with the assumption that the dead-zone is symmetric (i.e., \( \beta = 0 \)).

| Case | Position | \( u_{\text{PI}}(\%\text{L1}/\%\text{L2}) \) | \( u_{\text{pidz}}(\%\text{L1}/\%\text{L2}) \) |
|------|----------|--------------------------------|--------------------------------|
| a    | 0.6,0.8  | 2.17/6.63                      | 1.67/1.75                      |
| b    | -0.6,-0.8| 4.17/4.75                     | 2.83/1.375                    |
| c    | -0.4,0.7 | 5.25/6.86                     | 3.75 / 3.07                   |
| d    | 0.4,0.7  | 2.75/5                        | 2.5/2.5                       |
| e    | 0.5,0.5  | 1.80/5.6                      | 1.54/2.5                      |

Next, we select five different configurations to show the efficacy of our controller for dealing with dead-zones. The results are shown in Table 2 and Fig. 4, where the proposed controller (5) improves the steady-state error for all cases in comparison to the results of the PI-PBC from (4).

| Table 2. Steady-state error per controller |
|------------------------------------------|
| Case | Position | \( u_{\text{PI}}(\%\text{L1}/\%\text{L2}) \) | \( u_{\text{pidz}}(\%\text{L1}/\%\text{L2}) \) |
|------|----------|--------------------------------|--------------------------------|
| a    | 0.6,0.8  | 2.17/6.63                      | 1.67/1.75                      |
| b    | -0.6,-0.8| 4.17/4.75                     | 2.83/1.375                    |
| c    | -0.4,0.7 | 5.25/6.86                     | 3.75 / 3.07                   |
| d    | 0.4,0.7  | 2.75/5                        | 2.5/2.5                       |
| e    | 0.5,0.5  | 1.80/5.6                      | 1.54/2.5                      |

However, note that a small steady-state error remains with the proposed controller. This behaviour stems from assuming that the dead-zone is symmetric during the gain selection process, i.e., adjusting \( \beta = 0 \). Then, to further reduce the steady-state error, we can modify either \( k_{zi} \) or \( \beta \) from (5). To show the behaviour of the closed loop for the latter scenarios, we stabilize the experiment setup at \( q_s = \text{col}(0.6,0.8) \) with three set of gains as shown in Table 3. We employ Case I as the baseline for comparison purposes, and the result for each case are shown in Table 4 and Fig. 5.

| Table 3. Gains for \( u_{\text{pidz}} \) |
|------------------------------------------|
| Case | \( K_P \) | \( K_I \) | \( K_Z \) | \( \mu \) | \( \beta \) |
|------|----------|----------|----------|----------|----------|
| I    | diag(5)  | diag(5)  | diag(5)  | 10       | 0.2      |
| II   | diag(5)  | diag(5)  | diag(5)  | 10       | 0.2      |
| III  | diag(5)  | diag(5)  | diag(5)  | 10       | 0.2      |

| Table 4. Steady-state error for each case |
|------------------------------------------|
| Case | \% Link I | \% Link II |
|------|-----------|-----------|
| I    | 1.67      | 1.75      |
| II   | 0.25      | 0.80      |
| III  | 0.22      | 0.47      |

For both cases II and III, the steady-state error is clearly improved by augmenting \( k_{zi} \) or adjusting \( \beta \), respectively. We remark that by augmenting \( k_{zi} \) in Case II, the steady-state error is reduced with respect to Case I at the expense of oscillations in the transient response. The overshoot stems from the overestimation of \( k_{zi} \) and consequently, the condition (16) is not satisfied. Note that \( 4\lambda_{\max}(P)\lambda_{\max}(M_a) = 9.9883 \), then it follows that \( R \) must be chosen such that \( \lambda_{\min}(R)^2 \geq 9.9883 \), to remove the overshoot.

A video of the latter experiment can be found in: https://www.youtube.com/watch?v=774fuf0yXpU.
6. CONCLUDING REMARKS AND FUTURE WORKS

We have presented a PBC strategy that compensates for the dead-zone that is pervasive in servomechanisms, and we have provided a discussion on the performance of the controller near the equilibrium. Also, we have successfully implemented the proposed controller in an experimental setup where we have reduced the steady-state error compared to the standard PI-PBC and shown how to select the associated gains properly.

Regarding possible future research, we propose to extend the described control strategy to underactuated mechanical systems. Furthermore, we aim to generalize the controller to include a more general dead-zone linearity, i.e., instead of (3), assume

\[ \tau_i = \begin{cases} g_1(v_i)(v_i - r_{b_1}), & v \geq r_{b_1} \\ 0, & r_{b_1} < v_i < r_{b_1} \\ g_2(v_i)(v_i - l_{b_1}), & v \leq l_{b_1} \end{cases} \]

for some \( g_1(v_i), g_2(v_i) \) functions. We also aim to extend the proposed approach with an adaptive control technique for scenarios in which the dead-zone is not available for measurement.
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