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We investigate the phases of dense QCD matter at finite temperature with Dyson-Schwinger equations for the quark propagator for $N_f = 2 + 1$ flavors. For the gluon propagator we take a fit to quenched lattice data and add quark-loop effects perturbatively in a hard-thermal-loop–hard-dense-loop approximation. We consider 2SC and CFL-like pairing with chiral up and down quarks and massive strange quarks and present results for the condensates and the phase diagram. We find a dominant CFL phase at chemical potentials larger than $500 - 600$ MeV. At lower values of the chemical potential we find a 2SC phase, which also exists in a small band at higher temperatures for larger chemical potentials. With values of $20 - 30$ MeV, the critical temperatures to the normal phase turn out to be quite small.

I. INTRODUCTION

The phase diagram of strong-interaction matter (QCD matter) is a central object in experimental and theoretical studies [1, 2]. At low temperatures and densities, quarks and gluons are confined into hadrons while at high temperatures free quarks and gluons are the dominant degrees of freedom.

The low-density regime of QCD matter is understood quite well as it is accessible by heavy-ion collisions and, on the theory side, by first-principles calculations on the lattice. These lattice QCD simulations at physical quark masses show a crossover transition from the hadronic phase at low temperatures to the quark-gluon plasma at high temperatures [3, 4].

On the other hand, the regime at non-vanishing net baryon densities is much less understood. Lattice QCD fails due to the fermion sign problem that prevents Monte Carlo simulations to be performed at non-zero baryon chemical potential, and only a small window can be accessed with extrapolation methods [5, 6].

The regime of large densities and low temperatures is totally inaccessible with lattice QCD. There, quarks form Cooper pairs which condense as color superconductors [10, 16]. At very high densities the coupling becomes small and QCD can be studied with weak-coupling methods. In this way, it was shown that the ground state is a color superconductor in the color-flavor-locked (CFL) phase, where up, down, and strange quarks are paired symmetrically [17, 19]. On the other hand, at quark chemical potentials below $1$ GeV, as relevant for the description of compact-star interiors, weak-coupling methods are not applicable, and one has to resort to non-perturbative methods. In this regime the strange-quark mass cannot be neglected against the chemical potential, eventually making the CFL pairing pattern unfavorable. This has been studied extensively in effective models, like the Nambu–Jona-Lasinio (NJL) model. It was found that at intermediate chemical potentials the 2SC phase is favored [20], in which only up and down quarks form Cooper pairs. Moreover, when the constraints of beta equilibrium and electric neutrality are taken into account in addition, these model studies show a rich phase structure with many different types of color-superconducting condensates [21, 23].

Unfortunately, these results are very sensitive to the model parameters. In order to make quantitative predictions, it is therefore necessary to employ non-perturbative methods which are directly rooted in QCD. In this context, Dyson-Schwinger equations (DSEs) are a promising approach. They have been used to investigate the chiral and deconfinement transition and good agreement with lattice results was obtained [24, 25]. In Refs. [26, 27], these studies were extended to finite density. It was found that the resulting phase diagram contains a critical endpoint beyond which the chiral phase transition becomes first-order.

Some time ago, the framework of DSEs was also applied to investigate color-superconducting phases at zero temperature [28, 50]. In contrast to the NJL-model studies, these calculations showed that the CFL phase is the dominant phase down to rather low chemical potentials, leaving practically no room for other quark phases, like the 2SC phase.

In their exact formulation, DSEs are an infinite set of equations, which have to be truncated in practice. This should be done in a way that the most important features of QCD are included, while keeping the numerical effort on a reasonable level. Obviously, the truncated DSEs are no longer exact and typically require some model input for higher-order n-point functions. However, unlike effective models, they are applicable at all energy scales and the approximations are systematically amenable.

Recently, considerable progress was made in extracting some of the relevant input from the lattice. Specifically, there exists a temperature dependent parametrization of the quenched gluon propagator [25], which, together with a phenomenological ansatz for the quark-gluon vertex, has successfully been used as input for the DSE calculations of Ref. [26, 27]. Compared with earlier truncations, these gluon interactions turn out to be more attractive, leading to stronger non-perturbative effects.

One goal of the present paper is therefore to perform
an update of the DSE analysis of color-superconducting phases presented in Ref. [29], using this new, more realistic gluonic input. We will show that this changes the results qualitatively, making the existence of a 2SC phase at low temperatures possible. The second goal of this work is to extend these calculations to non-zero temperature, which was not studied in Ref. [29].

This paper is organized as follows. In sects. II and III we introduce the quark DSEs and the structure of the quark propagators in a color superconducting environment. Our truncation scheme is presented in sect. IV. In sect. V we discuss our results for the color-superconducting condensates and for the phase diagram. All calculations are performed for $N_f = 2 + 1$ flavors. Thereby, we restrict ourselves to the case of a flavor-independent chemical potential, postponing the analysis of electrically neutral matter to a later analysis. In sect. VI we discuss the phase diagram obtained with an alternative parametrization of the quark-gluon vertex and the gluon propagator, which leads to a better fit of vacuum quantities. Conclusion are drawn in sect. VII.

II. THE QUARK DYSON-SCHWINGER EQUATION

The dressed quark propagator $S(p)$ is the solution of the Dyson-Schwinger equation (DSE)

$$S^{-1}(p) = Z_2(S_0^{-1}(p) + \Sigma(p)),$$

which is depicted diagrammatically in fig. I. Here $p = (p_\mu, \vec{p})$ is the Euclidean 4-momentum. To describe the system at temperature $T$ and chemical potential $\mu$ we use the Matsubara formalism, so that $p_\mu = \omega_n + i \mu$ where $\omega_n = (2n + 1)\pi T$ are the fermionic Matsubara frequencies. $S_0(p)$ denotes the bare quark propagator and $Z_2$ is the quark wave function renormalization constant.

The self-energy $\Sigma(p)$ is given by

$$Z_2\Sigma(p) = g^2 \sum_q T^a_\mu Z_\sigma^{\nu,0}(q) \Gamma^b_\nu(p,q) D^{ab}_{\mu\nu}(k = p - q)$$

with the dressed gluon propagator $D^{ab}_{\mu\nu}(k)$ and the bare and dressed quark-gluon vertices, $g \Gamma^{a,0}_\mu(p,q)$ and $g \Gamma^b_\nu(p,q)$, respectively. $a$ and $b$ denote color indices, $\mu$ and $\nu$ Dirac indices and $g$ represents the QCD coupling constant.

Furthermore, we have introduced the notation $\sum_q = T \sum q / (2\pi T)^4$, where the sum runs over the Matsubara frequencies corresponding to $q_4$.

As we work in Landau gauge, the gluon propagator is transverse. In a thermal medium it can have two components in the transverse subspace,

$$D^{ab}_{\mu\nu}(k) = \frac{Z^{ab}_T(k)}{k^2} P^{\mu\nu}_{\mu\nu}(k) + \frac{Z^{ab}_L(k)}{k^2} P^{\mu\nu}_{\mu\nu}(k),$$

with the 3-dimensional transverse and longitudinal projectors

$$P^{\mu\nu}_{\mu\nu}(k) = \delta_{ij} - \frac{k_i k_j}{k^2},$$

$$P^{\mu\nu}_{\mu\nu}(k) = T^{\mu\nu}_{\mu\nu}(k) - P^{\mu\nu}_{\mu\nu}(k)$$

and the 4-dimensional transverse projector

$$T^{\mu\nu}_{\mu\nu}(k) = \delta_{\mu\nu} - \frac{k_i k_\nu}{k^2}.$$
dressed propagator and the self-energy are diagonal, and the Dyson-Schwinger system decouples into two equivalent gap equations for the quark propagator and the charge conjugate propagator. On the other hand, if color-superconducting condensates are present, quarks and charge conjugate quarks are coupled.

This becomes evident when we insert the above expressions into the DSE, eq. 1. One then obtains the following set of equations, which are coupled through the color-superconducting condensates:

$$S^± = Z_2 \left( S_0^{±-1} + \Sigma^± - \Phi^± \left( S_0^{±-1} + \Sigma^± \right)^{-1} \Phi^± \right)$$

$$T^± = - \left( S_0^{±-1} + \Sigma^± \right)^{-1} \Phi^± S^±$$

(10)

By construction, the two NG-spinors eq. 6 are not independent. As a consequence, the + and − components of the propagators are related to each other by

$$S^+(p) = -CS^−(−p)^TC, \quad T^+(p) = -CT^+(-p)^TC,$$

(11)

$$S^+(p_4, p̄) = γ_4 S^+(−p_4, p̄), \quad T^+(p_4, p̄) = γ_4 T^+(−p_4, p̄),$$

(12)

and analogously for the self-energies [13, 28].

The bare quark propagator is defined by

$$(S_0^±)^{-1}(p) = -i\not{p} + Z_m m_f$$

(13)

with the bare quark mass $m_f$ and the mass renormalization constant $Z_m$ for the quark flavor $f$. It follows that $(S_0^±)^{-1}$ takes the same form with $μ$ replaced by $−μ$.

The quark renormalization constants $Z_2$ and $Z_m$ are determined by the renormalization condition in vacuum

$$S^−(p^2 = ν^2) = -i\not{p} + m_f |_p^2 = ν^2$$

(14)

at some arbitrary renormalization point $ν$.

The vertices also live in NG space. The bare vertex is diagonal

$$Γ_{\mu}^{a,0}(p) = Z_{1F} \left( \begin{array}{cc} γ_μ & 0 \\ 0 & −γ_μ \end{array} \right) =: Z_{1F} γ_μ \frac{\Lambda_a}{2},$$

(15)

where $λ_a$ are the 8 Gell-Mann matrices in color space. $Z_{1F}$ is the renormalization constant of the quark-gluon vertex. The full vertex has off-diagonal elements in general,

$$Γ_{\mu}^a(p, q) = \begin{pmatrix} Γ_{\mu}^{a,+(p, q)} & Δ_{\mu}^{a−,+(p, q)} \\ Δ_{μ}^{a−,+(p, q)} & Γ_{μ}^{a−,+(p, q)} \end{pmatrix}.$$

(16)

In this work, we only take into account the diagonal functions $Γ^±$ which will be specified later, when we define our truncation scheme.

III. PARAMETRIZATION OF COLOR-SUPERCONDUCTING PHASES

In the following we restrict our calculations to spin-zero color-superconducting phases, which should be preferred over spin-one phases in most regions of the phase diagram. We are interested in the realistic case with two light quark flavors and a heavier strange quark. For simplicity, we consider massless up and down quarks but massive strange quarks. This corresponds to an intermediate situation between two idealized cases:

For infinitely heavy strange quarks, the strange sector decouples, and we are left with a two-flavor system. In this case, the 2SC phase is favored, where red and green up and down quarks form a diquark condensate, whereas blue quarks are not involved in the pairing. This leads to a breaking of the $SU_c(3)$ color symmetry to a $SU_c(2)$ subgroup, while the $SU_L(2) ⊗ SU_R(2)$ chiral symmetry remains intact. The other extreme is to have three massless quark flavors. Here the favored phase is the CFL phase [17], where all colors and flavors participate in the pairing in a symmetric way, so that the $SU_c(3)$ color symmetry and the $SU_L(3) ⊗ SU_R(3)$ chiral symmetry are broken down to a residual $SU_{c+V}(3)$ symmetry.

Turning on a finite but small strange-quark mass, a CFL-like phase can still be realized. In this phase all colors and flavors are paired in a diquark condensate, but there is only a residual $SU_{c+V}(2) ⊗ U_{c+V}(1)$ symmetry, while the full CFL symmetry is only approximate. Alternatively there could be a 2SC phase, where the strange quarks remain unpaired.

In order to find the solutions of the DSE in a given color-superconducting phase, we follow Ref. [29] and expand the propagators and self-energies as

$$S^+(p) = \sum_i S_i^+(p) P_i,$$

$$T^+(p) = \sum_i T_i^+(p) M_i,$$

and

$$Σ^+(p) = \sum_i Σ_i^+(p) P_i,$$

$$Φ^+(p) = \sum_i Φ_i^+(p) M_i,$$

(17)

(18)

with $P_i$ and $M_i$ being matrices color-flavor space. These matrices have been constructed such that they respect the symmetries of the considered phase and are complete in the sense that they yield a closed set of self-consistency equations when inserted into eq. (10).

In the most general case, considered here, i.e., the CFL-like phase with non-vanishing strange-quark mass, both sets, $\{ P_i \}$ and $\{ M_i \}$, consist of seven matrices, which are listed in Appendix A. More symmetric cases, such as the 2SC phase or non-superconducting phases, are contained in this parametrization as special limits, which are discussed in Appendix A as well.
The Dirac structure of the propagator is parametrized as \([29, 33]\)

\[
S^+_{\tau}^{-1}(p) =
- \frac{i}{p} \gamma_4 D^+_{\tau} \left( \frac{p}{|p|} \right) + B^+_{\tau} \left( \frac{p}{|p|} \right),
\]

where the Dirac and color trace of the up quark component is defined by

\[
D^+ = \left( \gamma_4 \frac{p}{|p|} T^+_{\tau} \right) \gamma_5.
\]

\[
B^+_{\tau} \left( \frac{p}{|p|} \right) \text{ accounts for chiral symmetry breaking in the normal propagator.}
\]

The normal and anomalous components of the self-energy are decomposed analogously.

The renormalization-point dependent light-quark condensate in the chiral limit is defined by

\[
\langle \bar{u}u \rangle = \langle \bar{d}d \rangle = -Z_m Z_2 \sum_q \text{Tr}_{D,c}(S^+_{up}(q)). \tag{20}
\]

where the Dirac and color trace of the up quark component of the quark propagator is performed.

Diquark condensates can be calculated analogously as

\[
C_i \equiv \langle \bar{u} u \gamma_5 O_i \psi \rangle - Z_2 \sum_q \text{Tr}(\gamma_5 O_i T^-(q)). \tag{21}
\]

where \(O_i\) is an operator in color-flavor space. In particular, we define \(C_{ud}\) with

\[
O_{ud} = \frac{\tau_2}{2} \otimes \frac{\lambda_2}{2} = \frac{1}{4}(M_1 - M_2), \tag{22}
\]

describing the mutual pairing of (red and green) non-strange quarks in the 2SC phase as well as in the CFL phase, and \(C_{uds}\) with

\[
O_{uds} = -\frac{1}{2} \left( \frac{\tau_2}{2} \otimes \frac{\lambda_5}{2} + \frac{\tau_2}{2} \otimes \frac{\lambda_7}{2} \right)
= \frac{1}{8}(M_6 + M_7 - M_4 - M_5), \tag{23}
\]

describing the pairing of non-strange quarks with strange quarks in the CFL phase.

These condensates represent the dominant pairing patterns in the color-superconducting phases under consideration. In a phase with exact CFL symmetry, \(C_{ud}\) and \(C_{uds}\) are equal, while in a CFL-like phase with heavier strange quarks, they can be different. In the 2SC phase, finally, \(C_{uds}\) vanishes.

### IV. TRUNCATION SCHEME

The quark DSE \([11]\) and all other equations discussed so far are exact QCD equations. However, in order to solve them, we need to specify the dressed gluon propagator and the dressed quark-gluon vertex, which enter the self-energy, eq. \([2]\). In principle, they are given by their own DSEs but, since these involve even higher n-point functions, an exact solution would result in an infinite tower of equations. Therefore we have to rely on truncations. In this section we specify the truncation scheme used in the present work.

#### A. Dressed quark-gluon vertex

We begin with the dressed quark-gluon vertex, eq. \([10]\). We restrict it to the diagonal NG components and an abelian ansatz

\[
\Gamma^a_{\mu}(p, q) = \frac{\Lambda^a}{2} \gamma_\mu \Gamma(k), \tag{24}
\]

with \(\Lambda_a\) as defined in eq. \([15]\) and a dressing function \(\Gamma\), which only depends on the gluon momentum \(k = p - q\).

For this function, we take a model ansatz, similar to the vertex construction \([34]\). As there is no strict argument for the necessity of these components, we dropped them. For this function, we take a model ansatz, similar to the vertex construction \([34]\). As there is no strict argument for the necessity of these components, we dropped them.

In Landau gauge, the renormalization constant \(\tilde{Z}_3\) is the ghost propagator renormalization constant. The second term in parentheses describes the perturbative running in the ultraviolet, with \(\delta = -9N_c/(44N_c - 8N_f)\) and a scale factor \(\Lambda\).

For the first term, which is relevant for the infrared behavior, we take \(d_1 = 0.5\) GeV\(^2\) \([24]\) and fit \(d_2\) to obtain a critical temperature of around 150 MeV for the chiral phase transition at \(\mu = 0\). We get a value of \(d_1 = 9.6\) GeV\(^2\). As we will show in sect. \([4]\) this parametrization yields too large values for the chiral condensate and the pion decay constant in vacuum, whereas a fit to these quantities would yield a too low critical temperature. Since the focus of this article lies on the phase diagram, we consider a realistic critical temperature to be more important. We therefore continue with the parameters specified above. However, we will come back to this issue in sect. \([7]\) where we introduce an alternative parametrization, fitted to vacuum quantities.

The vertex in Ref. \([24]\) has additional contributions motivated by a Slavnov-Taylor identity and a Ball-Chiu vertex construction \([34]\). As there is no strict argument for the necessity of these components, we dropped them as they lead to instabilities in the iteration of color-superconducting phases.

In Landau gauge, the renormalization constant \(Z_{1F}\), which appears in the bare vertex eq. \([15]\), can be expressed as \(Z_{1F} = Z_2/\tilde{Z}_3\) using Slavnov-Taylor identities. The normal and anomalous components of the self-energy

\[
\Gamma_{\mu}(k) = \frac{d_1}{d_2 + k^2} + \frac{k^2}{d_2 + k^2 + \Lambda^2} \left( \frac{\beta_0 \alpha(\nu) \ln(k^2/\Lambda^2 + 1)}{4\pi} \right)^{24}. \tag{25}
\]

Here \(\tilde{Z}_3\) is the ghost propagator renormalization constant. The second term in parentheses describes the perturbative running in the ultraviolet, with \(\beta_0 = (11N_c - 2N_f)/3\), \(\delta = -9N_c/(44N_c - 8N_f)\) and a scale factor \(\Lambda\).

\(\alpha(\nu) = g^2/4\pi\) is the strong fine-structure constant at the renormalization scale \(\nu\). Following Ref. \([24]\), we take \(\alpha(\nu) = 0.3\) and \(\Lambda = 1.4\) GeV.

For the first term, which is relevant for the infrared behavior, we take \(d_2 = 0.5\) GeV\(^2\) \([24]\) and fit \(d_2\) to obtain a critical temperature of around 150 MeV for the chiral phase transition at \(\mu = 0\). We get a value of \(d_2 = 9.6\) GeV\(^2\). As we will show in sect. \([4]\) this parametrization yields too large values for the chiral condensate and the pion decay constant in vacuum, whereas a fit to these quantities would yield a too low critical temperature. Since the focus of this article lies on the phase diagram, we consider a realistic critical temperature to be more important. We therefore continue with the parameters specified above. However, we will come back to this issue in sect. \([7]\) where we introduce an alternative parametrization, fitted to vacuum quantities.
The dressed gluon propagator is then given by

\[ D_{\mu\nu}^{-1,ab}(k) = D_{\mu\nu,YM}^{-1,ab}(k) + \Pi_{\mu\nu}^{ab}(k) \]  

(27)

with the Yang-Mills gluon propagator \( D_{\mu\nu,YM}^{ab} \) and the gluon polarization tensor \( \Pi_{\mu\nu}^{ab} \). The former has the same transverse Dirac structure as the full gluon propagator, eq. (24), and is diagonal in color space,

\[ D_{\mu\nu,YM}^{ab}(k) = \left( \frac{Z_{YM}^T(k)}{k^2} P_{\mu\nu}^{aT}(k) + \frac{Z_{YM}^L(k)}{k^2} P_{\mu\nu}^{bL}(k) \right) \delta^{ab}. \]  

(28)

For the dressing functions we adopt the parametrizations of Ref. [25],

\[ Z_{YM}^{T,L}(k) = \frac{k^2 \Lambda^2}{(k^2 + \Lambda^2)^2} \left( \left( \frac{c}{k^2 + a_{T,L} \Lambda^2} \right)^{\beta_{T,L}} + \frac{k^2}{\Lambda^2} \left( \frac{\beta \alpha(\nu) \ln(k^2/\Lambda^2 + 1)}{4\pi} \right)^{\gamma}, \]  

(29)

which have been obtained by fitting lattice results. The scale factor \( \Lambda \) and the parameters describing the perturbative behavior in the UV are the same as in eq. (25). The exponent \( \gamma = (-13N_c + 4N_f)/(22N_c - 4N_f) \) is related to \( \delta \) by \( 2\delta + \gamma = -1 \). The infrared behavior is parametrized by a temperature-independent constant \( c = 11.5 \text{ GeV}^2 \) and temperature-dependent parameters \( a_{T,L} \) and \( b_{T,L} \), which are tabulated in Ref. [25] for various temperatures. We determine their values at other temperatures by linear interpolation.

The polarization tensor is given by

\[ \Pi_{\mu\nu}^{ab}(k) = -\frac{g^2}{2} \sum_q \text{Tr}(\Gamma_\mu^a S(p) \Gamma_\nu^b(p) q S(q)), \]  

(30)

with \( p = k + q \). It depends, in principle, on the dressed quark propagator, but, as a further simplification, we will evaluate it with bare quark propagators in HTL-HDL approximation (see sect. IV.C). The trace has to be carried out in Dirac, color, and Nambu-Gorkov space. As quantum corrections must not change the transverse nature of the gluon, see Eqs. (24) and (28), we require the polarization tensor to be transverse as well, i.e.,

\[ \Pi_{\mu\nu}^{ab}(k) = \Pi_{\mu\nu}^{aT}(k) P_{\mu\nu}^{T}(k) + \Pi_{\mu\nu}^{bL}(k) P_{\mu\nu}^{L}(k). \]  

(31)

The dressed gluon propagator is then given by

\[ D_{\mu\nu}^{ab}(k) = \frac{Z_{YM}^{T}(k)}{k^2 + Z_{YM}^{T}(k) \Pi_{\mu\nu}^{aT}(k)} P_{\mu\nu}^{T}(k) \]  

+ \[ \frac{Z_{YM}^{L}(k)}{k^2 + Z_{YM}^{L}(k) \Pi_{\mu\nu}^{bL}(k)} P_{\mu\nu}^{L}(k). \]  

(32)

C. HTL-HDL approximation

Since the gluon polarization tensor eq. (31) depends on the dressed quark propagator, eq. (32) must, in principle,
be solved self-consistently together with the quark DSE. However, in a first step, we perform a simpler non-self-consistent approximation, which was also employed in Ref. 28, 29.

In this scheme, we neglect the vacuum part of the polarization loop and calculate the medium corrections in hard-thermal-loop–hard-dense-loop (HTL-HDL) approximation, using the bare propagator of massless quarks,

$$(S^+)^{-1}(p) = -i(\omega_n + i\mu)\gamma_4 - i\vec{p}. \quad (33)$$

In the HTL-HDL approximation, it is assumed that the external momenta are small compared to the chemical potential or temperature. This allows for an approximate analytical evaluation of the loop integral. The result can be found in textbooks, e.g., Ref. 38, and is given by

$$Z_{TT}^M(k)\Pi_T^b(k) = m_{TT}^2 \frac{\omega_m}{|\vec{k}|} \left[ \left( 1 + \frac{\omega_m^2}{|\vec{k}|^2} \right) iQ \left( \frac{i\omega_m}{|\vec{k}|} \right) - \omega_m \frac{1}{|\vec{k}|^2} \right] \delta^{ab} \quad (34)$$

$$Z_{TT}^M(k)\Pi_T^b(k) = 2m_{TT}^2 \left( \frac{\omega_m^2}{|\vec{k}|^2} + \frac{\vec{k}^2}{2} \left[ 1 - \frac{\omega_m}{|\vec{k}|} iQ \left( \frac{i\omega_m}{|\vec{k}|} \right) \right] \right) \delta^{ab}$$

with

$$iQ(ix) = \frac{i}{2} \ln \frac{i(x+1)}{ix-1} = \arctan \left( \frac{1}{x} \right). \quad (35)$$

and bosonic Matsubara frequencies $\omega_m = 2m\pi T$. The effective transverse and longitudinal gluon masses are defined by

$$m_{TT,TL}^2 = N_\chi \alpha_{TT,TL}(k) \left( \frac{\pi T^2}{3} + \frac{\mu^2}{\pi} \right) \quad (36)$$

with the renormalization-point independent running couplings, which are given by 28

$$\alpha_{TT,TL}(k) = \frac{\Gamma(k)Z_{TT,TL}^M(k)}{Z_{2A}^2} \alpha(\nu). \quad (37)$$

In this approximation, all quark-mass effects and color-superconducting contributions to the polarization tensor are neglected, but, as it provides analytical results for the gluon polarization, it has the advantage to keep the numerical effort at the same level as in a pure rainbow truncation with quenched gluons.

An extended truncation scheme, where the solutions of the quark DSE are self-consistently used in the gluon polarization tensor, will be discussed in a forthcoming paper 38.

D. Strange-quark mass

The last input quantity to be specified is the strange-quark mass at the renormalization scale $\nu$. According to the particle data group (PDG) 40, its value is $m_s = 95 \pm 5$ MeV in the $\overline{\text{MS}}$ renormalization scheme at a renormalization scale of $\nu = 2$ GeV. In earlier Dyson-Schwinger calculations 29 the renormalization point was therefore chosen to be $\nu = 2$ GeV as well, and the PDG value for $m_s$ was directly used as an input.

However, as already pointed out in the Introduction, the gluon dressing functions and vertices used in Ref. 29 differ from ours, which has a strong effect on the mass functions. This is illustrated in Fig. 4 where the vacuum-mass functions of the (chiral) up and down quarks are shown for the two interactions used in Ref. 29 and for the present setting.

An essential difference is that, for the former, the chiral symmetry restoration sets in at lower momenta. As a consequence, $p = 2$ GeV already belongs to the perturbative regime, so that the perturbative strange-quark mass could be used at this scale. In contrast, with the improved parametrizations of quark-gluon vertex and gluon propagator used in our calculations, there are still considerable non-perturbative effects at 2 GeV, and therefore we have to renormalize at a higher scale to be in the perturbative region. To be on the safe side, we choose $\nu = 100$ GeV.

The renormalization scheme used in this work is a momentum subtraction (MOM) scheme. We can therefore take the MOM-scheme value of the strange-quark mass obtained in the lattice calculation of Ref. 41 and evolve it to our renormalization point $\nu = 100$ GeV with a four-loop running 42. Assuming an error band of the same order as in the PDG, we find a strange-quark mass $m_s(100 \text{ GeV}) = 55 - 62$ MeV.

On the other hand, the scale factor $\Lambda = 1.4$ GeV in Eqs. 25 and 29, which was taken from Ref. 21, is higher than the expected MOM scale, and it is not clear whether the perturbatively evolved strange-quark mass is consistent with our truncation. A larger scale leads to a stronger increase of the quark mass in the infrared. This could be important, as a large strange-quark mass

![FIG. 4. Vacuum-mass functions $M(p) = B_i^+(p)/A_i^+(p)$ of chiral quarks $(m = 0)$ for the interactions $\alpha_{I,II}$ from 29 and in our setting.](image-url)
FIG. 5. Vacuum-mass functions $M(p)$ of chiral quarks ($m = 0$) and strange quarks ($m = 30$ MeV, $m = 54$ MeV).

FIG. 6. Temperature-dependence of the chiral condensate $\langle \bar{u}u \rangle$ at the renormalization scale $\nu = 100$ GeV at $\mu = 0$.

The corresponding mass functions $M(p)$ in vacuum are shown in fig. 5 together with the mass function of the chiral ($m = 0$) up and down quarks. For the latter we find $M(0) = 710$ MeV, while for the strange quarks we obtain $M(0) = 875$ MeV for $m_s = 30$ MeV and $M(0) = 970$ MeV for $m_s = 54$ MeV. These values seem to be unrealistically large, when we compare them with typical constituent quark masses in phenomenological models. Indeed, as mentioned earlier, our fit of the vertex parameters to the chiral critical temperature at $\mu = 0$ tends to overestimate the strength of chiral symmetry breaking in vacuum (see sect. VI). In an improved truncation scheme, which will be discussed in a future publication, we obtain smaller masses at $p = 0$, which are of the order of 450 MeV for up and down quarks and 600 to 700 MeV for strange quarks. It should be emphasized, however, that the quark masses are not observable. Moreover, the size of the non-perturbative regime will roughly stay the same.

V. RESULTS

The temperature dependence of the (non-strange) chiral condensate at $\mu = 0$ is shown in fig. 6. The condensate is decreases with increasing temperature until chiral symmetry is restored in a second-order phase transition at around $T = 150$ MeV. The small kinks are due to the temperature-dependent lattice input. In fig. 7 we show the diquark condensates defined in eqs. 21 – 23 at low temperatures, $T = 10$ MeV, as functions of the chemical potential. As discussed in sect. III our formalism allows for the description of both 2SC and CFL-like pairing. Since the condensate $C_{ud}$ related to the mutual pairing of up and down quarks, is present in both phases, we indicate explicitly in which phase the solutions have been obtained. We also do so for the condensate $C_{uds}$, although it is non-zero only in the CFL phase. In addition, there is always a non-superconducting solution, where all diquark condensates vanish. This is not shown in the figure.

The upper and the lower panel of fig. 7 correspond to $m_s = 30$ MeV and 54 MeV, respectively. The qualitative behavior is similar in both cases, and even the quantitative differences are not large. All condensates rise with increasing chemical potential. At lower values of $\mu$, we only find a 2SC solution of the DSE, whereas above a threshold of about 500 or 600 MeV, depending on $m_s$, there is also a CFL-like solution.

This behavior is related to the $\mu$-dependence of the dynamical quark masses, which are displayed in fig. 8. Since the normal and color-superconducting dressing functions are mutually coupled through the DSEs, the dynamical quark masses depend on the phase as well. At low $\mu$ we find a non-superconducting solution with spontaneously broken chiral symmetry, where the up and down quarks have relatively large masses (dash-dotted) line. On the other hand, there is always a 2SC solution with massless up and down quarks. In the CFL-like solutions, the up and down quarks are almost massless as well. The

1 In the CFL phase, the up and down quarks have a small mass ($\lesssim 2$ MeV), which is induced by their coupling to the massive strange quarks. This is possible because the CFL condensates break the chiral $SU(2)$ symmetry. The situation is further complicated by the fact that red up, green down, and blue strange quarks are mixed in the CFL phase (see eq. A1). In princi-
FIG. 7. Dependence of 2SC and CFL condensates at $T = 10$ MeV on the chemical potential for $m_s = 30$ MeV (top) and $m_s = 54$ MeV (bottom). All condensates are given in arbitrary, but equal, units.

Strange quarks, on the other hand, are quite heavy at low and intermediate chemical potentials. As a consequence, the Fermi momenta of strange and non-strange quarks are very different, so that their mutual pairing is inhibited. However, with increasing chemical potential, the strange quarks become lighter and eventually undergo a crossover to even smaller masses. This effect, which is seen in the 2SC phase (dashed line), also triggers the onset of CFL-like solutions. In the latter the strange-quark mass (dotted line) is slightly lower than in the former, but the difference is small and almost vanishes at very high $\mu$, where the mass is dominated by perturbative effects.

As discussed earlier, the quark masses are neglected in the gluon polarization function in the HTL-HDL truncation. Therefore, if there is no pairing between strange and non-strange quarks, the strange sector decouples from the non-strange sector. As a consequence, the strange-quark mass is not affected by a possible chiral phase transition of the up and down quarks. Likewise, $C_{ud}^{2SC}$ does not depend on $m_s$ and is not influenced by the rapid change of $M_s$ in the crossover region.

In fig. 9 the temperature dependence of the diquark condensates is shown for $m_s = 30$ MeV at a chemical potential of $\mu = 580$ MeV and for $m_s = 54$ MeV at $\mu = 680$ MeV (lower panel). The 2SC condensate smoothly decreases with increasing temperature and eventually vanishes at a temperature between 20 and 25 MeV. In contrast, the CFL-like solution ceases to exist already above a lower critical temperature, where the condensates are still finite. This behavior suggests that, with increasing $T$, the system first undergoes a first-order phase transition from the CFL phase to the 2SC phase, followed by a second-order phase transition to the normal-conducting phase.

However, if there are several solutions of the DSE at given temperature and chemical potential, the favored phase can only be determined by comparing the corresponding pressures. The pressure is equal to the effective

FIG. 8. Dynamical quark masses $M(0) = B^+(0)/C^+(0)$ as functions of the chemical potential at $T = 10$ MeV for $m_s = 30$ MeV (top) and $m_s = 54$ MeV (bottom). The up- and down-quark masses are only shown for the non-superconducting chirally broken phase. They vanish in the 2SC phase and are very small in the CFL phase.

ple, one should therefore project on the different quasi-particle modes. However, for simplicity, we just show the $P_6$ component in fig. 5 corresponding to red and green strange quarks.
FIG. 9. Temperature dependence of 2SC and CFL condensates at \( \mu = 580 \) MeV for \( m_s = 30 \) MeV (top) and at \( \mu = 680 \) MeV for \( m_s = 54 \) MeV (bottom). The units are the same as in Fig. 7.

action, which in general is given by

\[
\Gamma = \sum_p \frac{1}{2} \text{Tr} \ln S^{-1}(p) - \sum_p \frac{1}{2} \text{Tr} (1 - Z_2 S_0^{-1}(p) S(p)) + \Gamma_2.
\]

Here \( \Gamma_2 \) denotes the two-particle irreducible part. Our present truncation with HTL-HDL approximation corresponds to the expression

\[
\Gamma_2 = g^2 \sum_p \sum_q \frac{1}{4} \text{Tr} (\Gamma^{a}_{\mu,0} S(p) D^{ab}_{\mu \nu}(p - q) \Gamma^{b}_{\nu}(p, q) S(q)).
\]

The resulting pressure is quartically divergent. Although finite expressions can be obtained by calculating pressure differences between competing phases [29], unfortunately the results are numerically very unstable. This is due to the fact that the convergence behavior is determined by the high-energy tails of the integrands, which contain only little information about the phase under consideration.

We therefore proceed as follows. As argued in appendix [3] there are reasons to believe that the solutions found by solving the DSEs iteratively, correspond to global or local maxima of the pressure, i.e., to stable or metastable solutions, but not to unstable ones. According to this hypothesis (which is often assumed in DSE calculations), this means that we always find the correct solution in the case of second-order phase transitions. For first-order phase transitions, the situation is more complicated. In this case, there is a certain regime, where a stable and a metastable solution of the DSE exist, which both can be found by iteration. The exact position of the phase transition, which manifests itself in a jump between the two solutions, can then only be determined by studying the pressure of the system. However, because of the numerical uncertainties mentioned above, in practice this does not further narrow down the phase-transition region. We therefore restrict ourselves to calculating the spinodal lines of the first-order region, i.e., the lines where the metastable solutions disappear. As these regions mostly have only a small extent, they still give a good estimate for the phase boundary.

FIG. 10. Phase diagram for \( m_s = 30 \) MeV (top) and \( m_s = 54 \) MeV (bottom). The shaded areas indicate the region of the first-order phase transition, bounded by spinodal lines (dashed). Solid lines indicate second-order phase transitions, CP denotes the tricritical point.
The resulting phase diagrams are shown in fig. 10. Again, the upper and lower panels correspond to $m_s = 30$ MeV and 54 MeV, respectively. As pointed out earlier, in the HTL-HDL approximation, the strange and non-strange sectors decouple, except for the CFL phase, where they are coupled by the condensate. Therefore the only effect of $m_s$ on the phase diagram is a shift of the CFL phase boundary.

The shaded areas indicate first-order regions bounded by spinodal lines. The most prominent ones correspond to the chiral phase transition from the chirally broken phase to the 2SC phase or, at somewhat higher temperatures, to the non-superconducting chirally restored phase (with respect to the up and down quarks). The spinodal region and, hence, the first-order phase transition inside this region end at a tricritical point at $T = 60$ MeV and $\mu = 300$ MeV. Above this point, the chiral phase transition is of second order.

The temperature of the tricritical point is lower than in the DSE analysis of Ref. 26, where it was found at $T = 95$ MeV and $\mu = 280$ MeV. The authors use a similar truncation scheme but consider only two flavors. This also leads to a higher critical temperature of 180 MeV at $\mu = 0$. As shown in Ref. 27, the inclusion of strange quarks reduces the temperature of the critical point and shifts it to a slightly higher chemical potential. This is consistent with our result. However, since in Ref. 27 a truncation without the HTL-HDL approximation was used, a direct comparison of the 2 + 1-flavor results with ours is not possible.

The low-$\mu$ part of the phase diagram and the region around the critical point are mainly shown for completeness, while our focus is on the color-superconducting phases at low temperatures and higher chemical potentials. Here we find a 2SC phase, followed by a CFL phase. The latter is favored above $\sim 500$ MeV for $m_s = 30$ MeV and $\sim 600$ MeV for $m_s = 54$ MeV. The 2SC phase also extends to somewhat higher temperature than the CFL phase (cf. Fig. 9) and, thus, separates the latter from the normal-conducting chirally restored phase. The phase transition between 2SC and restored phase is second order and takes place around $20 - 30$ MeV. Remarkably, the critical temperature is slowly decreasing with increasing chemical potential, despite the fact that the zero-temperature condensate increases (cf. Fig. 7).

As is clear from the discussion of Fig. 7, the phase transition between 2SC and CFL phase at low temperature is first order. However, the spinodal region turns out to be very narrow and only visible for low temperatures at $m_s = 30$ MeV. Moreover, we have numerical indications that at large $\mu$ the phase transition is second order, i.e., the spinodal region ends again in a critical point. Such a behavior was also found in the NJL-model analysis of Ref. 20. For $m_s = 30$ MeV, the critical point seems to be somewhere around $\mu = 900$ MeV, but it is difficult to localize its position exactly.

VI. ALTERNATIVE PARAMETRIZATION

As pointed out before, the parametrization of the quark-gluon vertex function used so far, yields too large values for the pion decay constant and the chiral condensate in vacuum. In this section, we will discuss this in more detail. It raises the question to what extent the results presented in the previous section, and in particular the existence of a 2SC phase at intermediate chemical potentials, are consequences of a potentially too strong attraction in the infrared. We will therefore determine an alternative parametrization by fitting vacuum observables instead of the chiral critical temperature. Afterwards, we present the resulting phase diagram.

A. Chiral condensate and pion decay constant

For massless quarks the renormalization dependent chiral condensate can be calculated with eq. (14). For the parametrization used so far this yields the vacuum value $\langle \bar{u}u \rangle(\nu) = -0.14$ GeV$^3$ at our renormalization point $\nu = 100$ GeV (cf. fig. 14). However, for comparison with literature values, we need the renormalization-point independent condensate. Employing the operator product expansion, this quantity can be extracted by fitting the asymptotic behavior of the quark-mass function $\frac{M(p)}{\nu}$

$$M(p) \rightarrow \langle \bar{u}u \rangle \frac{2\gamma_m}{3p^2} \left( \frac{1}{2} \log(p^2/\Lambda^2) \right)^{\gamma_m-1}$$

(40)

with the anomalous dimension $\gamma_m = 12/(11N_c - 2N_f)$. In a full calculation, the parameter $\Lambda$ would correspond to $\Lambda_{QCD}$. As we solve a truncated system, its value can be different and we use it as a fit parameter as well. We then get a value of $\langle \bar{u}u \rangle = -(425$ MeV)$^3$ for the renormalization-point independent condensate.

The pion decay constant can be estimated with the Pagels-Stokar formula

$$f_\pi^2 = \frac{N_c}{4\pi^2} \int_0^{\infty} dp^2 p^2 \frac{Z_2 A^{-1}(p^2) M(p^2)}{(p^2 + M^2(p^2))^2} \left( -\frac{p^2}{2} \frac{dM(p^2)}{dp^2} \right)$$

(41)

For the parametrization used so far, we get $f_\pi = 127$ MeV.

\footnote{This means that the 2SC solution is unstable almost everywhere where a CFL solution exists. The 2SC condensates shown in Figs. 14 and 15 have been obtained by forcing the strange condensates to be exactly zero during the iteration. Otherwise, starting with a small non-vanishing strange condensate, the iteration only converges to the 2SC solution if we are outside the CFL regime or in the very small spinodal region.}
B. Vacuum fit

Hence, both, the chiral condensate and the pion decay constant, are too large compared with realistic values \( \langle \bar{u}u \rangle \approx -250 \text{ MeV}^3 \) and \( f_\pi = 92.4 \text{ MeV} \) (or \( f_\pi = 88 \text{ MeV} \) in the chiral limit). This deviation suggests that the infrared enhancement of the quark-gluon vertex, which is mainly determined by the parameters \( d_1 \) and \( d_2 \) in eq. (24), is possibly too strong. Indeed, we can easily obtain a better fit of \( f_\pi \) be choosing a smaller value of \( d_1 \). It turns out, however, that in order to get sufficiently strong reduction of the chiral condensate, we also have to modify the scale of the logarithmic running and the parametrization of the gluon dressing functions.

In fact, the lattice calculation of the gluon propagator only provides data up to a few GeV, leaving some freedom for the parameters in eq. (24). In the new parametrization, we take \( a_T = a_L = 1.01, b_T = b_L = 0.8, c = 16.3 \text{ GeV}^2, \alpha(\nu) = 0.727 \) and \( \Lambda = 1.160 \text{ GeV} \). For the logarithmic running in the expression \( \ln(k^2/\Lambda^2 + 1) \) we choose a smaller scale of \( \bar{\Lambda} = 0.6 \text{ GeV} \). There is no need to introduce temperature dependent parameters, since we will stay below \( T \approx 100 \text{ MeV} \), where the lattice data are almost temperature independent.

For the vertex dressing we use the parametrization

\[
\Gamma(k) = Z_2 \bar{Z}_3 \frac{\Lambda^2}{k^2 + \bar{\Lambda}^2} \left( \frac{d_1}{d_2 + k^2} \right)^2 \left( \frac{k^2}{\Lambda^2} \right) \left( \frac{\beta_3 \alpha(\nu)}{4\pi} \ln\left( \frac{k^2}{\bar{\Lambda}^2 + 1} \right) \right)^{2\delta}
\]

with \( d_1 = 3.15 \text{ GeV}^2, d_2 = 0.5 \text{ GeV}^2 \), and \( \Lambda \) and \( \bar{\Lambda} \) as specified above.

With this choice we obtain the realistic vacuum values \( f_\pi = 87.5 \text{ MeV} \) and \( \langle \bar{u}u \rangle = -260 \text{ MeV}^3 \). The latter corresponds to a renormalization-point dependent condensate of \( = -0.035 \text{ GeV}^3 \) at \( \nu = 100 \text{ MeV} \). We can then employ the Gell-Mann–Oakes–Renner relation, \( f_\pi^2 m_\pi^2 = -2m_{u,d} \langle \bar{u}u \rangle \) to estimate the value of the up and down quarks at this scale. Taking \( m_\pi = 135 \text{ MeV} \), this yields \( m_{u,d} = 2 \text{ MeV} \). Finally, since the mass ratio of strange and non-strange quark is \( m_s/m_{u,d} = 27.5 \), we conclude that the strange-quark mass is about 55 MeV. In the following, we will therefore restrict ourselves to our larger value of the strange-quark mass, \( m_s(\nu = 100 \text{ GeV}) = 54 \text{ MeV} \), and take chiral up and down quarks, as before.

C. Phase diagram

The phase diagram obtained with this parametrization is shown in fig. 11. To first approximation, it looks similar to the phase diagrams in fig. 10 but with all critical temperatures and chemical potentials reduced by about 30%. In particular the chiral phase transition temperature at \( \mu = 0 \) is way below the lattice value of about 150 MeV. Also the critical chemical potential at \( T = 0 \) is totally unrealistic, as it below the nuclear-matter point, \( \mu_{nm} = 308 \text{ MeV} \). We will come back to this problem in the Conclusions below.

Our main result at this point is that the qualitative phase structure is very similar as for our previous parametrization. In particular, we still find a region with a stable 2SC phase.

VII. CONCLUSIONS AND OUTLOOK

We have investigated color-superconducting phases in QCD with Dyson-Schwinger equations in Landau gauge. For the gluon propagator we used a recent parametrization of quenched lattice data and included quark-loop effects perturbatively in a hard-thermal-loop–hard-dense-loop approximation. For the vertex we used a phenomenological ansatz constrained by the known asymptotic behavior in the ultraviolet, while the infrared strength is fitted to obtain a chiral phase-transition temperature of 150 MeV at \( \mu = 0 \).

We have studied 2SC and CFL-like phases for \( N_f = 2+1 \) flavors with chiral up and down quarks, and massive strange quarks. We find a dominant CFL phase at high chemical potentials and low temperatures while there is always a thin 2SC band at higher temperature, separating the CFL phase from the non-superconducting chirally restored phase. The transition to the latter takes place at critical temperatures around \( T = 20 \sim 30 \text{ MeV} \).

Our most important result is that we also find a stable 2SC phase at small temperatures and intermediate chemical potential, \( \mu \lesssim 500 \text{ MeV} \). This is in strong contrast to the results of Ref. 29, where the CFL phase was found to be favored practically all the way down to the hadronic phase at zero temperature.

The difference should therefore mainly be attributed to the improved gluon propagators and vertices, which we
have used. This interaction is effectively stronger than those used in Ref. [29]. As a consequence, the strange quarks stay heavy up to higher chemical potentials, inhibiting their pairing with the non-strange quarks.

On the other hand, the vacuum values for the chiral condensate and the pion decay constant obtained with this parametrization are much too large. We have therefore performed calculations with an alternative parametrization, where these vacuum quantities have been fitted to their empirical values. We found that the resulting phase structure stays qualitatively unchanged and the stable 2SC region persists. The critical temperatures and chemical potentials are, however, too small.

This observation that we were not able to obtain a good vacuum fit and a reasonable critical temperature simultaneously is clearly the most unsatisfactory feature of the employed truncation scheme. In fact, the HTL-HDL approximation neglects quark-mass and pairing-gap effects on the quark-polarization loop in the gluon propagator and therefore overestimates the gluon screening in the chirally broken and color superconducting phases. Therefore we are currently working on an improved scheme, where the dressed Nambu-Gorkov propagators from the quark DSE are self-consistently used to evaluate the polarization loop. Preliminary results indicate that this leads to quantitative changes, bridging the gap between the parametrizations fitted to vacuum quantities or to the chiral phase transition, respectively. In particular, when the parameters are fitted to the chiral critical temperature \( T = 150 \text{ MeV} \), the dressed quark masses and the pion decay constant are considerably lower than in HTL-HDL approximation. Also, the critical temperatures for CSC phases increase. However, the structure of the phase diagram is not altered qualitatively and the stable 2SC phase persists [39].

Further possible improvements concern the quark-gluon vertex, which is only constrained in the UV so far, while for the IR behavior we used a phenomenological model ansatz. It has been studied on the lattice [40] and also with Dyson-Schwinger equations in semi-perturbative truncations [47, 48]. Recently the coupled system of quark DSE and vertex DSE has been investigated self-consistently in a truncated version in vacuum [49] and it is desirable to include non-abelian vertex structures and finally to implement a truncated vertex DSE self-consistently. However, studies of the vertex DSE in medium are very difficult and have not been performed so far.

In the present paper, we have considered a single, flavor independent chemical potential. These studies should be extended to electrically neutral matter in beta equilibrium, as relevant for compact stars. Such an analysis has been performed in Ref. [30] for zero temperature using the “old” gluonic interaction. Since electric neutrality splits the Fermi surfaces of up and down quarks, it disfavors the 2SC phase [50]. Therefore, it would be interesting to see, whether this phase survives when the improved interaction is used.

Another interesting question is, whether the QCD phase diagram contains inhomogeneous phases. Phases with spatially varying chiral condensates have been found in effective models [51, 52] and in large-\( N_c \) QCD with weak-coupling methods [53, 54]. It would be exciting to study these phases with DSEs as well. This also includes inhomogeneous color superconductors [55, 56], which may exist when electric neutrality is enforced.

Finally, it is an important, but difficult, task to calculate the pressure in the various phases, which would allow for a more precise determination of the first-order phase boundaries. Although an analytical expression for the pressure is given by the effective potential, its numerical evaluation was so far hindered by the poor convergence of the integrals. A solution of this problem would constitute a major breakthrough.
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Appendix A: Color-flavor structure

The matrices \( P_i \) and \( M_i \), which parametrize the color-flavor structure of the quark propagator and self-energies, Eqs. (17) and (18), are constructed such that they yield a closed set of self-consistency equations when inserted into eq. (14). Additional restrictions come from the requirement that the resulting propagator must be consistent with the symmetries of the considered phase.

In the most general case considered here, the CFL-like pairing pattern with finite strange-quark mass, the residual color-flavor symmetry is \( SU_{c+V}(2) \otimes SU_{c+V}(1) \), generated by \( \tau_a - \lambda a^T \) with \( a = 1, 2, 3, \) and 8. One then finds that the sets \( \{ P_i \} \) and \( \{ M_i \} \) consist of seven matrices each [29]. In the color-flavor basis \( \{ (r, u), (g, d), (b, s), (r, d), (g, u), (r, s), (b, u), (g, s), (b, d) \} \) these are given by

\[
P_i = \begin{pmatrix}
\delta_{i,1} \lambda_1 & \delta_{i,2} \lambda_2 & \delta_{i,3} \lambda_3 & \delta_{i,4} \lambda_4 \\
\delta_{i,2} \lambda_2 & \delta_{i,3} \lambda_3 & \delta_{i,4} \lambda_4 & \delta_{i,5} \lambda_5 \\
\delta_{i,3} \lambda_3 & \delta_{i,4} \lambda_4 & \delta_{i,5} \lambda_5 & \delta_{i,6} \lambda_6 \\
\delta_{i,4} \lambda_4 & \delta_{i,5} \lambda_5 & \delta_{i,6} \lambda_6 & \delta_{i,7} \lambda_7 \\
\end{pmatrix},
\]

(A1)
where we have slightly modified the notation of Ref. 29.

More symmetric parametrizations as special cases:

In the non-superconducting phases all anomalous self-energy components vanish, $\phi_i^a = 0$, and the normal self-energy is diagonal in color and flavor, i.e., $\Sigma_i^+ = 0$ for $i = 2, 4, 5$. The remaining self-energy components are equal for up and down quarks, but can be different for strange quarks, i.e., $\Sigma_i^\tau = \Sigma_7^\tau$ and $\Sigma_i^c = \Sigma_8^c$, where $\Sigma_7$ is the self-energy [58], the independent color-flavor components of the anomalous self-energy vanish. Accordingly, the normal self-energy depends on whether it corresponds to paired (red or green) up or down quarks ($\Sigma_i^\tau$), unpaired (blue) up or down quarks ($\Sigma_i^c$), or to strange quarks ($\Sigma_i^\tau = \Sigma_7^\tau$), while the non-diagonal components vanish again.

In the CFL phase with three massless flavors, the residual symmetry is $SU_{c+V}(3)$, generated by $\tau_a - \lambda_a^\tau$ with $a = 1, \ldots, 8$, and the quasi-particle spectrum consists of an octet and a singlet [17]. Therefore there are only two independent color-flavor components of the anomalous self-energy $\phi_i^a_1 = \phi_6^a = \phi_7^c$, $\phi_i^a_2 = \phi_4^a = \phi_5^c$, and $\phi_3^c = \phi_1^c + \phi_2^c$. Analogous relations hold for the normal self-energies.

Appendix B: A remark on the iterative procedure

Throughout this work we use a fixed point iteration to obtain the self-consistent solutions of the DSE. Schematically, this can be formulated as an iteration

$$x_{i+1} = \varphi(x_i)$$

with the fixed points $x^* = \varphi(x^*)$, which correspond to the solutions of the DSE.

In general, however, not every solution can be found in this way, but the iteration only converges if it is contracting, i.e., if

$$\frac{|x_{i+1} - x^*|}{|x_i - x^*|} = \frac{\varphi(x_i) - \varphi(x^*)}{|x_i - x^*|} \leq L$$

with a constant $L < 1$. This expression is just the discretized derivative $|\varphi'(x^*)|$.

The phase diagrams and in particular the spinodal lines presented in Sec. V are based on the assumption that the numerically stable solutions of the DSE, i.e., those solutions for which the iteration converges, also correspond to thermodynamically stable or metastable solutions, i.e., to global or local minima of the thermodynamic potential.

This conjecture is motivated by the observation that it holds in the NJL model, where it can be shown analytically. To this end, we consider the standard NJL model, defined by the Lagrangian [59]

$$\mathcal{L}_{NJL} = \bar{\psi}(i\gamma - m)\psi + G \left[(\bar{\psi}\psi)^2 + (\bar{\psi}\gamma_5\tau\psi)^2\right]$$

with bare quark mass $m$ and a positive four-point coupling constant $G$. The NJL mean-field thermodynamic potential in vacuum is given by (see, e.g., Ref. 14)

$$\Omega = \frac{(M - m)^2}{4G} - 2N_cN_f \int \frac{d^3q}{(2\pi)^3} \sqrt{q^2 + M^2},$$

which depends on the dressed quark mass $M$. Additionally a regularization needs to be specified, as the integral is divergent.

The actual value of $M$ is determined by minimizing $\Omega$. This leads to the stationarity condition

$$\frac{\delta \Omega}{\delta M} = \frac{M - \varphi(M)}{2G} = 0$$

with

$$\varphi(M) = m + 4GN_cN_f \int \frac{d^3q}{(2\pi)^3} \frac{M}{\sqrt{q^2 + M^2}}.$$  

Obviously, eq. (B5) is equivalent to the DSE ("gap equation") $M = \varphi(M)$, which has the solutions $M^*$. The physical stability of these solutions can then be checked by investigating the second derivative

$$\frac{\delta^2 \Omega}{\delta M^2} \bigg|_{M=M^*} = \frac{1}{2G} (1 - \varphi'(M^*))$$

with $\varphi'(M) = \frac{\delta \varphi(M)}{\delta M}$. This means, the solution corresponds to a minimum if $\varphi'(M^*) < 1$ and to a maximum if $\varphi'(M^*) > 1$.

Taking the derivative of eq. (B5), one obtains

$$\varphi'(M) = 4GN_cN_f \int \frac{d^3q}{(2\pi)^3} \sqrt{\frac{q^2}{(q^2 + M^2)^{3/2}}}$$

which is positive for all values of $M$. Therefore, we have

$$|\varphi'(M^*)| \begin{cases} < 1 & \text{for a minimum of } \Omega \\ > 1 & \text{for a maximum of } \Omega \end{cases}$$

Comparing this with eq. (B2), we see immediately that the maxima of the potential correspond to numerical unstable iterative solutions, while minima are numerically

---

3 Our $P_6$ and $M_6$ correspond to $P_7$ and $M_7$ in Ref. 29 and our $P_7$ and $M_7$ correspond to $P_8$ and $M_8$, while there are no projectors $P_6$ and $M_6$ in that reference.
stable. This allows in principle to find all minima of the potential by iterating the gap equation. It can also be checked easily that the introduction of finite temperature and chemical potential does not change these results. For QCD DSEs, the situation is much more compli-
cated as we have functional derivatives and an in principle infinite dimensional system. Therefore we are not able to provide an analogous analytic argument for the relation between physical and numerical stability. However, we expect this relation still to be valid.
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