Evaluating the reliability of mobility metrics from aggregated mobile phone data as proxies for SARS-CoV-2 transmission in the USA: a population-based study
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Summary

Background In early 2020, the response to the SARS-CoV-2 pandemic focused on non-pharmaceutical interventions, some of which aimed to reduce transmission by changing mixing patterns between people. Aggregated location data from mobile phones are an important source of real-time information about human mobility on a population level, but the degree to which these mobility metrics capture the relevant contact patterns of individuals at risk of transmitting SARS-CoV-2 is not clear. In this study we describe changes in the relationship between mobile phone data and SARS-CoV-2 transmission in the USA.

Methods In this population-based study, we collected epidemiological data on COVID-19 cases and deaths, as well as human mobility metrics collated by advertisement technology that was derived from global positioning systems, from 1396 counties across the USA that had at least 100 laboratory-confirmed cases of COVID-19. We grouped these counties into six ordinal categories, defined by the National Center for Health Statistics (NCHS) and graded from urban to rural, and quantified the changes in COVID-19 transmission using estimates of the effective reproduction number ($R_t$) between Jan 22 and July 9, 2020, to investigate the relationship between aggregated mobility metrics and epidemic trajectory. For each county, we model the time series of $R_t$ values with mobility proxies.

Findings We show that the reproduction number is most strongly associated with mobility proxies for change in the travel into counties ($0.757\ [95\% CI 0.689 to 0.857]$), but this relationship primarily holds for counties in the three most urban categories as defined by the NCHS. This relationship weakens considerably after the initial 15 weeks of the epidemic ($0.442\ [-0.492 to -0.392]$), consistent with the emergence of more complex local policies and behaviours, including masking.

Interpretation Our study shows that the integration of mobility metrics into retrospective modelling efforts can be useful in identifying links between these metrics and $R_t$. Importantly, we highlight potential issues in the data generation process for transmission indicators derived from mobile phone data, representativeness, and equity of access, which must be addressed to improve the interpretability of these data in public health.

Funding There was no funding source for this study.

Copyright © 2021 The Author(s). Published by Elsevier Ltd. This is an Open Access article under the CC BY-NC-ND 4.0 license.

Introduction

Global efforts to prevent the spread of the SARS-CoV-2 pandemic in early 2020 focused on non-pharmaceutical interventions such as physical distancing; policies that aim to reduce transmission by changing mixing patterns between people.1-3 As countries have implemented these interventions, aggregated location data from mobile phones have become an important source of real-time information about human mobility and behavioural changes on a population level. An unprecedented amount of mobile phone data have become available as a result, and mobility metrics have not only been widely used by researchers modelling SARS-CoV-2 dynamics, but also by policy makers as an indicator of social activities that drive transmission.4,5 These metrics have also been used extensively to identify spatiotemporal and individual transmission dynamics of the pandemic.6-11 It remains unclear, however, whether these metrics are reliable proxies of the face-to-face contact patterns that underlie SARS-CoV-2 transmission.12-15

Human activity measured using mobile phones reflects the aggregate behaviour of a subset of people, and although metrics of mobility are related to patterns of social contact that spread SARS-CoV-2, they do not provide a direct measure of metrics of epidemiological interest such as the contact rate. In March, 2020, during the first lockdowns due to COVID-19 in cities like New York and Seattle, the early epicentres of transmission in the USA, substantial changes in mobility were observed in many different data streams from mobile operators and social media.16 Emergency declarations, shelter-in-place orders, school closures, and the cancellation of mass gatherings led to reductions in travel, increased time spent at home, and affected the
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Research in context

Evidence before this study
In early 2020, at the onset of the SARS-CoV-2 pandemic in the USA, various advertisement technology companies made anonymised mobility data available to researchers. These data have been used extensively to understand how population movement affects the transmission dynamics of the virus. On March 26, 2021, we used Google Scholar and PubMed and searched using key search terms (“mobility” AND “Ad-tech providers” AND “public health” OR “epidemiology”) to identify articles of interest published in all languages between Jan 1, 2019, and Dec 31, 2020. Early studies showed promise, suggesting a role for these metrics as proxies for transmission parameters of interests such as the effective reproduction number ($R_t$). Subsequent research and replication studies signalled a weakening utility of mobility metrics as a viable proxy; however, these data continue to be used extensively in public health research.

Added value of this study
We collected a nationally representative dataset of anonymised mobility metrics and evaluated their temporal and spatially varying relationship with $R_t$. We show that the relationship between mobility metrics and $R_t$ vary considerably by urbanicity, and that this relationship changes over epidemic period, waning over the course of our study period of interest. Given the continued use of mobility metrics at face value by policy makers and researchers, our study urges nuance in interpretation, and transparency in the data generation process of these mobility metrics.

Implications of all the available evidence
Mobility metrics can be unreliable proxies of the transmission dynamics of SARS-CoV-2. In most cases, these data are collected, calculated, and optimised for commercial purposes. Further collaboration with providers of mobility metrics is needed to ensure that researchers are better able to understand how these data are generated and evaluate the utility of metrics in elucidating the transmission dynamics of an infectious disease.

number of visits to commercial areas and stores. Furthermore, following this dramatic change in mobility, upticks in movement patterns and travel associated with lockdown fatigue and reopening preceded an increase in confirmed COVID-19 cases, hospitalisations, and deaths. These near real-time data streams therefore provided a useful indicator of the societal changes that resulted in more direct indicators of disease burden, such as diagnoses and hospitalisations, and have been widely used to better understand the contribution of human mobility to transmission dynamics during the pandemic.

However, the multiple sources of mobility data—for example from Facebook, Google, mobile operators, or advertisement technology companies like Safegraph or Unacast—are aggregated in different ways by different providers, and have not been rigorously shown to reflect local contact rates or behaviour that are proportional to risk of transmission. Furthermore, the heterogeneous processing steps these data providers take to compute mobility metrics obscure what different proxies mean with respect to transmission. In particular, it remains unclear which mobility indicators to use as robust metrics for making policy decisions about SARS-CoV-2 transmission in any particular location. This knowledge is essential, given the appetite policy makers and the general public have for leading indicators of COVID-19 spread that can be used to guide personal behaviour and government responses.

The effective reproduction number ($R_t$) represents the expected number of infections caused by a single infectious case, accounting for existing immunity in the population. $R_t$ provides an important measure of epidemic trajectory and indicates whether incidence is growing, shrinking, or holding steady. COVID-19 case notifications, hospitalisations, and deaths provide observable measures of epidemic severity and trend, but these observations provide only a delayed and incomplete picture of the number of incident infections happening at any point in time. $R_t$ is not always straightforward to estimate, and case notifications are unreliable and probably biased in different ways in different locations. Efforts to nowcast the effective reproductive number have relied on available data and subject matter expertise on data generation processes. In the simplest epidemiological models, the reproduction number is linearly related to the contact rate, for which mobility metrics are a proxy. We set out to estimate the relationship between human mobility metrics and estimated $R_t$ for 1396 US counties between Jan 22 and July 9, 2020.

Methods

Study population
In this population-based study, we collected data on 1396 counties across the USA that had at least 100 cases of COVID-19 on June 30, 2020. We grouped these counties into six ordinal categories, defined by the National Center for Health Statistics (NCHS) and graded from urban to rural (figure 1A). For our analysis, we considered NCHS category 1 (large central metro) to be the most urban counties and NCHS category 6 (non-core) to be the most rural counties.
Figure 1: Counties included in the study by their NCHS category (A) and the number of observations of counties with at least 100 cases with available estimates, by state and epidemiological week (B). NCHS=National Center for Health Statistics.
For each county, we collected epidemiological data on COVID-19 cases and deaths from the COVID-19 data repository from the Center for Systems Science and Engineering at Johns Hopkins University, as well as human mobility metrics collated by advertisement technology that was derived from global positioning systems (GPS) trace data provided by Camber Systems (Washington, DC, USA), an aggregator of mobility data from various providers in the USA (figure 2).\textsuperscript{18,20} Due to the geographical heterogeneity in initial outbreaks, varying amounts of data are available by state (figure 1B). We collected case data from Feb 15 to June 15, 2020, for the case data and we collected the $R_t$ estimates from March 1 to June 15, 2020. With the advertisement technology user data, we calculated mobility metrics including the percentage change in movement into counties, percentage change in movement out of counties, and percentage change in movement within counties, as well as the average radius of gyration, average number of locations users visited, and average entropy of movement for users across all counties, every day from March 1 to June 15, 2020. Movement was categorised in 8-h blocks of time with a vector of movement defined as occurring from the county in which an individual spent most of their time in the preceding 8-h block to the county in which an individual spent most of their time in the current 8-h block. We used the average movement in the month preceding the first day for each county for which we have data as our baseline conditioning for time of day and day of the week. Descriptions of these metrics and their uses have
been previously described. All metrics were calculated using GPS coordinates published by mobile phone applications for commercial purposes (advertisement technology). Further descriptions of derived metrics are provided in the appendix (p 1).

**Statistical analysis**

We used day-specific and county-specific estimates of the effective reproductive number, generated using a Bayesian nowcasting procedure that incorporated the effects of reporting delays and change in how cases were defined over time and in different regions. We aggregated all of our data points to their average log transformed value for each epidemiological week, in which epidemiological week is as defined by the US Centers for Disease Control and Prevention.

We specified models to predict the modelled $R_t$ values using the mobility data. First, we evaluated the six candidate mobility metrics and ensured that no highly correlated pairs of metrics remained in our model. Given the nature of the data generation process for both the independent variables and the outcome, we used a linear model that allowed for autoregressive correlated errors. This method is supported by the time-dependent structure of residuals in models in which within-county correlations are not taken into account. We evaluated our model of best fit by comparing both the fit (Pearson correlation of original and predicted $R_t$) and Akaike information criterion (AIC). Given the difference in quality of advertising technology data between rural and urban areas, we estimated the model separately for each of the NCHS categories.

We hypothesised that the association between mobility metrics and SAR-CoV-2 might change over time and, in alternate specifications, included an interaction term to differentiate between the first and second half of our study period. Finally, in our model of best fit, we also allowed the coefficients of the mobility metrics to change as a smoothed function of time to ensure that any failure of performance in our model would not be due to stringent model specifications. We evaluated the performance of our model of best fit by comparing the predicted $R_t$ to the nowcasted $R_t$. Finally, we evaluated the operational effectiveness of our model of best fit at various thresholds of $R_t$ to determine when they could identify epidemic surges (value of $R_t$ above a given threshold of 1) using both agreement and Cohen’s kappa. We tested the robustness of our model of best fit against both daily and weekly measures of input data.

**Role of the funding source**

There was no funding source for this study.

**Results**

We collected epidemiological and mobility data from 1396 US counties between March 1 and June 15, 2020, including 1907,098 epidemiological cases from Jan 22 to June 9, 2020 (from which we calculated the $R_t$). In initial data exploration we identified that weekly percentage change in movement into counties and percentage change in movement out of counties were very highly correlated, and so we removed percentage change out from our analyses (appendix p 2). We also included an interaction term between weekly average radius of gyration and entropy as, in practice, these metrics are difficult to interpret individually. Our full model, therefore, includes the estimated $R_t$ as the dependent variable and percentage change of movement into counties, percentage change of movement within counties, average radius of gyration, average number of locations users visited, and average entropy of movement as our independent variables. We log transformed both dependent and independent variables before analysis.

Using the full model, we evaluated the relationship between the independent and dependent variables for subsets of the data defined by each NCHS category. Both the fit and performance of our full model dropped off considerably in rural areas (NCHS categories 4–6), relative to urban areas. This effect persists in comparisons that only use the data before or after week 15 (figure 3). To avoid false confidence in model results for non-urban centres we restricted our analyses to counties in the three most urban areas.
NCHS categories (large central metro, large fringe metro, and medium metro). Next, we tested regression specifications containing subsets of the predictors in the full model, to identify a parsimonious set of independent variables with reasonable predictive performance.

We evaluated all possible combinations of independent variables and identified the best models as those that minimise AIC. The top five models in terms of AIC are described in the table. Specific coefficient estimates for all models are presented in the appendix (p 4). The best performing model contains all variables except for radius of gyration and includes an interaction term differentiating the period of time before and after week 15. In this model we found that percentage change of travel into counties was most strongly associated with $R_t \times 0.757$ (95% CI 0.689–0.857); however, this association was reduced by 0.442 (0.392–0.492) after week 15. In evaluating our model of best fit in a random selection of counties from each NCHS category, we found that all model predictions overlap with the estimated $R_t$; however, this fit changes over time, with poorer fit in later weeks (figure 4). As expected, there is an increase in overall model error and decreased fit as we move from urban to rural regions.

To further evaluate the value of mobility metrics as indicators of transmission, we calculated the percent agreement and Cohen’s kappa between our model predictions and the estimated $R_t$.
estimates of $R_t$ and the estimated $R_t$ in varying scenarios (appendix p 6). To further investigate the deterioration in model performance we evaluated the distribution of predicted $R_t$ compared with the nowcasted $R_t$ (figure 5). We found that the reduction in model performance in the second half of the study period is driven by the reduction in variability of the nowcasted $R_t$ estimates. An explanation for the reduced explanatory power of the mobility metrics is in the appendix (p 7), in a figure that shows large systematic trends in each mobility metric throughout the study period, with similar trends observed for most counties. In contrast, average log ($R_t$) stabilises with little systematic trend after week 15, but with substantial differences at county level.

Allowing the coefficients for all predictors in the fully specified model to vary over time, we found that percentage change of movement into counties and percentage change of movement within counties largely drive the performance of the model, with changes in covariate estimate for percentage change of movement into counties coinciding with the decrease in predictive power of the model (appendix p 3).

**Discussion**

Mobility data have been used extensively during the SARS-CoV-2 pandemic to understand disease transmission between populations, identify hotspots of transmission, and guide policy interventions. In this study we evaluated the relationship between mobility metrics derived from advertisement technology data and the effective reproductive number of SARS-CoV-2, using data from counties in the USA during the initial period of the epidemic, from epidemiological weeks 9 to 24, in 2020. Our model performs well for the first half of the study period with high agreement under various scenarios until the end of epidemiological week 13. As shown in the appendix (p 6), epidemiological weeks 12–13 reflect the period in which, nationally, the effective reproductive number decreased from its earlier highs and showed little change throughout the rest of the study period. For example, in the three most urban classifications of counties, on average, the log ($R_t$) decreased by 0·24 in week 12 when compared with week 11. However, from week 15 onwards, the average log ($R_t$) didn’t change by more than 0·05 compared with the previous week. On the other hand, the advertising
technology-derived mobility metrics continued to change during the course of the study period.

In our model of best fit, during the first half of our study period, and for the counties for which we have data, a 10% increase in the percentage change of number of individuals travelling into a county is associated with a 5% increase in the effective reproductive number, accounting for the effects of the average number of locations users visited, the average entropy of movement, and the percentage change in the number of individuals moving within a county. By allowing our coefficients to vary over time we can see that this effect was larger during the first half of our study period, peaking at week 13, and diminished slightly over time (appendix p 3). These findings are useful for future use and interpretation of mobility metrics. We caution that, because the relationship between the aggregated mobility patterns picked up by mobile phone data of this kind could have shifting associations with the face-to-face interactions driving transmission, these mobility metrics are unlikely to have sustained, robust predictive power for understanding $R_t$.

We noted a marked reduction in model performance in the three most rural county classifications in the USA. Although this reduction could be a function of the delayed outbreaks in these counties compared with earlier outbreaks in locations such as New York, it is important to note that the data generation process for raw GPS data probably differs greatly between urban and rural counties. Subsequent analyses on previous studies have reported similar phenomena. The generation of raw GPS data is affected by the types of mobile applications that individuals use, the factors that lead to users sharing location information, and essential trips that users take; all of which can vary immensely from county to county. The implicit and perhaps unavoidable selection of users who generate these data might also complicate the interpretability of these metrics. Furthermore, an intricate market of publishers, providers, and aggregators clean, transform, and extract value from these data, often making simple connections to human behaviour difficult. Finally, the advertising technology pipeline is generally built and optimised for commercial purposes, which means that behaviours that could be important for public health purposes might not be those that are captured on device or enriched post extraction. Much of this information on user demographics, coverage, mobile application usage, and post-extraction transformation is opaque, making comparisons between counties with varying urbanity or even socioeconomic status difficult. These data can be potentially useful, but further research, validation, and standardised frameworks for data generation are needed to better understand how variable processing algorithms of raw GPS traces relate to population mobility, and what this means for the interpretation of mobility metrics.

Evaluating parsimonious models allowed us to infer some general rules of thumb regarding mobility metrics and their association with $R_t$, while identifying major limitations in the creation and interpretation of these metrics. As well as percentage change in the number of individuals travelling into a county, entropy (average entropy of movement) and dwell (average number of locations users visited) remain in our parsimonious model. As entropy, or the unpredictability of individuals’ movement increases, $R_t$ also increases. Anecdotally, this process makes sense as individuals travelling to more locations than usual might be increasing their contact network. However, a decrease in the number of locations that a user visits can also be considered unpredictable and therefore result in higher entropy, underscoring the effect of appropriate baselines. Changes in entropy from week to week with no exogenous interventions should be interpreted in a different light than changes in entropy during the implementation of a travel restriction. The average number of locations an individual in a county spends at least 5 min had an unexpected negative relationship with $R_t$ in our parsimonious model, probably because of artifacts of the way in which these data are collected on devices. In following orders for travel restrictions or physical distancing, one might reasonably expect that individuals might travel to fewer locations and therefore that this metric might decrease. However, in our data, the average number of locations users visited increased almost universally in the aftermath of such interventions. This finding is again probably due to individuals travelling by car less, and taking more walks with their mobile devices, than they might do before travel restrictions are implemented; generating more locations in which they spend at least 5 min. These issues again highlight the importance of researchers being able to interrogate the data generation process and understand the rationale behind default conditions (such as spatial limits that define a unique location, minimum number of interactions needed to generate information, or the amount of time a user needs to spend in a location to register as being there) which are used to define metrics. An optimal threshold of defining locations every 5 min versus 10 min can dramatically change the metric output with no clear understanding of the effect on public health inference.

We found that the strength of the relationship between mobility metrics and $R_t$ declines dramatically over time. Allowing the coefficients of our mobility metrics to change over time did not strengthen the relationship. It is unlikely that this issue is unique to the specific data aggregator, as they consolidate sources used by a variety of other providers that, as described previously, can have opaque and overlapping user bases. There are several possible reasons why the relationship between mobility metrics and $R_t$ weakened over time. The first is exogenous universal public health measures such as masking and physical distancing. These measures intrinsically change the
relationship between human movement and disease dynamics, as contact rates between individuals might stay the same, but the probability of transmission given contact can decrease with appropriate masking and distancing. The relationship between human mobility and the effective reproductive number might also be confounded by unmeasured components of human behaviour that drive both mobility and adherence to public health measures, resulting in a decrease of $R_e$. It is also possible that, with the smaller changes in $R_e$ observed after the initial epidemic response, the magnitude of signal decreased relative to the inherent noise of the mobility metrics, and estimation uncertainty consequently increased. If this hypothesis is true, mobility metrics might be dependable indicators of gross changes in transmission behaviour, but less useful for identifying smaller changes.

It is possible that a more complex model, inclusion of other variables, and information on demographics or other details about human behaviour might better explain the relationship between human mobility metrics and $R_e$. However, the non-independence of mobility data across time and locations means that there are fewer degrees of freedom available than indicated by the massive amount of data available, and fitting flexible models to these data risks producing models with good in-sample fit but poor predictive validity and difficult interpretation. Given the opacity around the data generation process, uncertainty about the populations that these metrics represent, and the absence of frameworks that optimise the generation of these metrics for epidemiological inference, we chose to fit simple models, while accounting for the within-county correlation inherent in both the mobility and $R_e$ data. Finally, we used the CovidEstim package to calculate $R_e$, which incorporates death data into its algorithm. This includes the implicit assumption these data will not face biases in reporting lags and changing definitions that the case data faced early in the pandemic. Nevertheless, exogenous factors may affect the validity of the death data which may bias our estimate of $R_e$.

An abundance of human mobility metrics from various providers are now available and, in some cases, actively integrated into both modelling and public policy efforts. These data provide information on human behaviour at a level previously reserved for the data generators and their commercial interests. Our study shows that the integration of these metrics into retrospective modelling efforts can be fruitful in some cases, linking these metrics directly with public health outcomes of interest such as the effective reproductive number. However, using these metrics exclusively without incorporating key changes in human behaviour such as masking, physical distancing or vaccinations can make the relationship between mobility and transmission difficult to disentangle. In the early period of the epidemic in the USA, we infer a clear relationship between an increase in the number of individuals travelling into a county compared to a pre-pandemic baseline and an increase in the effective reproductive number. These data showed impressive potential for future public health efforts during the early stages of the SARS-CoV-2 pandemic in the USA. Nevertheless, transparency in the data generation process, investigation into representative populations, continuous revaluation of these metrics, standards for optimisation of metrics for public health purposes and, perhaps most importantly, frameworks for equity of access to these data are still needed to truly unlock their potential.

Contributors
NK, ART, PEJ, NV, TC, COB, and NAM contributed to the ideation, analysis, and writing of this manuscript. All authors had access to all of the derived datasets. NV, as a representative of Camber Systems, had direct access to the raw GPS mobility dataset. This data was not directly available to other authors as a guarantee of individual privacy for users who contributed mobility data. All authors had access to all derived datasets. NV and NK verified the derived datasets.

Declaration of interests
NV was the chief technology officer of Camber Systems, an advertisement technology company; at the time this research was conducted and provided access to the mobility data. Neither NV nor Camber Systems influenced the final results or the decision to submit this manuscript. All other authors declare no competing interests.

Data sharing
All data used in this study is saved in a static repository. Access to these data is available to researchers once they have established a data use agreement (DUA) with Camber Systems. These datasets include daily estimates of the mobility metrics described in this study for all counties in the USA over our study period of interest. Once a DUA is established, researchers can access the static repository of data used in this research or access the dynamic, up-to-date repository made available by Camber Systems. All code used in the pre-processing, modelling, and production of figures will be available in a static code repository.

Acknowledgments
NK and COB were supported by funding from Crisis Ready. NAM and TC were supported by Cooperative Agreement number NU1OT000297 from the Centers for Disease Control and Prevention (CDC) and Council of State and Territorial Epidemiologists (CSTE); this work does not necessarily represent the views of CDC and CSTE.

References
1. Haug N, Geyerhofer L, Londei A, et al. Ranking the effectiveness of worldwide COVID-19 government interventions. Nat Hum Behav 2020; 4: 1303–12.
2. Ferguson N, Laydon D, Nedjati Gilani G, et al. Report 9: impact of non-pharmaceutical interventions (NPIs) to reduce COVID19 mortality and healthcare demand. March, 2020. http://spiral.imperial.ac.uk/handle/10044/1/77482 (accessed March 15, 2020).
3. Desvars-Larrive A, Dervic E, Haug N, et al. A structured open dataset of government interventions in response to COVID-19. Sci Data 2020; 7: 285.
4. Apple. COVID19 - mobility trends reports. https://www.apple.com/covid19/mobility (accessed July 15, 2021).
5. Aktay A, Bavadekar S, Cossoul G, et al. Google COVID-19 community mobility reports: anonymization process description (version 1.1). Nov 1, 2020. http://arxiv.org/abs/2004.01415 (accessed May 4, 2021).
6. CrisisReady. CMDN user feedback case studies. https://www.crisisready.io/publications/cmdn-user-feedback-case-studies/ (accessed July 20, 2021).
7. Li R, Pei S, Chen B, et al. Substantial undocumented infection facilitates the rapid dissemination of novel coronavirus (SARS-CoV-2). Science 2020; 368: 489–93.
8. Lamb MR, Kandula S, Shannan J. Differential COVID-19 case positivity in New York City neighborhoods: socioeconomic factors and mobility. Influenza Other Respir Viruses 2021; 15: 209–17.
9 Guan G, Dery Y, Yechezkel M, Ben-Gal I, Yamin D, Brandeau ML. Early detection of COVID-19 outbreaks using human mobility data. *medRxiv* 2021; published online May 21. https://doi.org/10.1101/2021.05.20.21257537 (preprint).

10 Nouvellet P, Bhatia S, Cori A, et al. Reduction in mobility and COVID-19 transmission. *Nat Commun* 2021; 12: 1090.

11 Ainslie KEC, Walters CE, Fu H, et al. Evidence of initial success for China exiting COVID-19 social distancing policy after achieving containment. *Wellcome Open Res* 2020; 5: 81.

12 Kraemer MUG, Yang C-H, Gutierrez B, et al. The effect of human mobility and control measures on the COVID-19 epidemic in China. *Science* 2020; 368: 493–97.

13 Kishore N, Kahn R, Martinez PP, De Salazar PM, Mahmud AS, Buckee CO. Lockdowns result in changes in human mobility which may impact the epidemiologic dynamics of SARS-CoV-2. *Sci Rep* 2021; 11: 6995.

14 Badr HS, Du H, Marshall M, Dong E, Squire MM, Gardner LM. Association between mobility patterns and COVID-19 transmission in the USA: a mathematical modelling study. *Lancet Infect Dis* 2020; 20: 1247–54.

15 Delamater PL, Street EJ, Leslie TF, Yang YT, Jacobsen KH. Complexity of the basic reproduction number (Rt). *Emerg Infect Dis* 2019; 25: 1–4.

16 Dong E, Du H, Gardner L. An interactive web-based dashboard to track COVID-19 in real time. *Lancet Infect Dis* 2020; 20: 533–34.

17 Ingram DD, Franco SJ. 2013 NCHS urban-rural Classification Scheme for Counties, April 2014. https://www.cdc.gov/nchs/data/sr_02/sr02_166.pdf (accessed July 8, 2020).

18 Kishore N, Kiang MV, Engo-Monsen K, et al. Measuring mobility to monitor travel and physical distancing interventions: a common framework for mobile phone data analysis. *Lancet Digit Health* 2020; 2: e22–28.

19 Chitwood MH, Russi M, Gunasekera K, et al. Reconstructing the course of the COVID-19 epidemic over 2020 for US states and counties: results of a Bayesian evidence synthesis model. *medRxiv* 2021; published online July 22, 2021. https://doi.org/10.1101/2020.06.17.20131983 (preprint).

20 National Data Corporation. MMWR weeks. https://ndc.services.cdc.gov/wp-content/uploads/MMWR_week_overview.pdf (accessed July 8, 2020).

21 Badr HS, Gardner LM. Limitations of using mobile phone data to model COVID-19 transmission in the USA. *Lancet Infect Dis* 2021; 21: e113.