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Abstract

Entropic uncertainty relations are underpinning to compute the quantitative security bound in quantum cryptographic applications, such as quantum random number generation (QRNG) and quantum key distribution (QKD). All security proofs derive a relation between the information accessible to the legitimate group and the maximum knowledge that an adversary may have gained, Eve, which exploits entropic uncertainty relations to lower bound Eve’s uncertainty about the raw key generated by one party, Alice. The standard entropic uncertainty relations is to utilize the smooth min- and max-entropies to show these cryptographic applications’ security by computing the overlap of two incompatible measurements or positive-operator valued measures (POVMs). This paper draws one case of the POVM-versioned standard entropic uncertainty relation yielding the trivial bound since the maximum overlap in POVMs always produces the trivial value, “one”. So, it fails to tie the smooth min-entropy to show the security of the quantum cryptographic application.
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1 Introduction

In 1927, Heisenberg first introduced his notable uncertainty principle [1]. In 1929, Robertson recomposed the principle: the product of the standard deviations of the outcomes through two incompatible orthogonal measurements on a pure quantum state is lower bounded [2]. Entropic uncertainty relations were
introduced for a finite output alphabet in [3, 4]. Maassen and Uffink showed in [5] extended entropic uncertainty relations, which reveals that Shannon’s entropy of two incompatible measurements is lower bounded by a maximum overlap of these measurements, which projective measurements decide the overlap value. Entropic uncertainty relations have developed to describe what an adversarial party with a quantum memory can entangle with a quantum system and measure the entangled system to foreknow the outcome of measurements in [6–9]. Conditional von Neumann entropies craft the entropic uncertainty relations for the presence of quantum memory. Entropic uncertainty relations have extended to the case of general quantum measurement by a positive operator-valued measure (POVM) in [10]. The standard entropic uncertainty relation with POVMs was introduced in [9], namely:

\[ H_{\infty}^c(Z \mid E) + H_{\text{max}}(X \mid B) \geq -\log_2 c, \tag{1} \]

where the overlap is defined:

\[ c = \max_{a,b} \left\| \sqrt{M_a} \sqrt{N_b} \right\|_{\text{op}}^2 \tag{2} \]

with \( \| \cdot \|_{\text{op}} \) is the operator norm of any matrix, and \( \{M_a\} \) and \( \{N_b\} \) are two sets of POVMs. The inequality in Eq. (1) can be interpreted as follows: if Bob, B, undoubtedly has certainty on the \( X \) measurement, then Eve, E, has uncertainty to predict the outcome of the \( Z \) measurement. For further information regarding entropic uncertainty relations, we guide the reader to consider the following survey in [11].

In quantum cryptography, the standard entropic uncertainty relations have been supported in a security analysis of quantum cryptographic applications, such as quantum random number generation (QRNG) and quantum key distribution (QKD). Security proof emanates from finding a relation between the information accessible to the authorized players and the full knowledge that may have been gained by an adversary, Eve. It exploits entropic uncertainty relations to lower bound Eve’s uncertainty about the raw key or random bits generated by one party, Alice. For example, the source-independent QRNG (SI-QRNG) makes use of the standard entropic uncertainty relation with two POVMs to prove the security of the protocol in [12]. The source-independent means the protocol does not trust the randomness source. The brief protocol of the SI-QRNG is as follows: the adversarial source prepares the \( N = m + n \) number of quantum states, \( \rho_S \), where \( \rho_S = \text{tr}_E(\rho_{SE}) \). Then it sends the quantum system \( \rho_S \) to Alice, who generates a string of true random bits. Alice randomly selects between two POVMs to measure the quantum system \( \rho_S \), e.g, she measures the \( m \)-number of quantum states in the POVM measurement \( \mathcal{X} = \{M_x\} \) and measures the \( n \)-number of states in the POVM measurement \( \mathcal{Z} = \{N_z\} \). The \( \mathcal{X} \) measurement is to compute a fraction of disagreement from an honest quantum state \( |\psi_0\rangle \). And the \( \mathcal{Z} \) measurement is to have a raw string
of random bits. After these measurement processes, the entire quantum system will have a classical-quantum state $\rho_{ZE}$; then consider $\sigma_{YE}$ is the result of a privacy amplification process on the $Z$ register of the state. By randomly choosing a two universal hash function, the process maps the $Z$ register on the $Y$ register, namely:

$$\sigma_{YE} = \sum_y |y\rangle \langle y|_Y \otimes \rho_{E}^{(y)}.$$  

(3)

When the output from $Y$ is $\ell$-bit long, the real and ideal relation is shown in Eq. (9). Also, the length of true random bits can be approximated as follows [8]:

$$\ell \approx H^{\epsilon}_{\infty}(Z \mid E) - H^{\epsilon}_{\max}(X).$$  

(4)

We can compute the length of the true bits $\ell$ by finding a bound of the smooth-min entropy $H^{\epsilon}_{\infty}(Z \mid E)$. In [9], the smooth-min entropy $H^{\epsilon}_{\infty}(Z \mid E)$ is bounded as follows:

$$H^{\epsilon}_{\infty}(Z \mid E) \geq n(- \log c) - H^{\epsilon}_{\max}(X),$$  

(5)

where $c = \max_{x,z} \sqrt{M_{x}N_{z}}$. Also, the fraction $Q$ of disagreement from an honest quantum state is estimated as follows:

$$H^{\epsilon}_{\max}(X) \leq n \cdot h(Q),$$  

(6)

where $h(\cdot) \in [0, 1]$ denotes the binary entropy and $n$ is the number of random bits by a random variable $Z$. So, the length of true random bits is evaluated as follows:

$$\ell \approx n[\vartheta - 2h(Q)],$$  

(7)

where $\vartheta = - \log c$. Note that when the maximum measurement overlaps $c$ is always “one”, a true random bit rate, $\ell/N$, can not be positive. So, computing the overlap value of POVMs is critical for security analysis in the quantum cryptographical application. We guide the reader to consider survey paper [13] for more information about security in quantum cryptography.

Moreover, quantum algorithms can be utilized for cryptography, search and optimization, simulation of quantum systems, and solving large systems of linear equations [14–17]. Particularly, the quantum walk (QW), a quantum analogy of the classical random walk, is one of the fundamental methods in quantum computation and versatile quantum platforms for entanglement generation [18–23]. Especially in the high-dimensional quantum entangled state, finding an appropriate experimental apparatus is complicated concerning the practical realization of the entangled state [23]. However, the physical implementation of QW has been discovered in many different physical systems—trapped atoms, trapped ions, and photonic systems [24–26]. Over and above that, the QW-algorithm or state can be employed not only for searching and simulating problems but also recently in quantum cryptography, e.g., QRNG, QKD, and Quantum Secure Direct Communication (QSDC) protocols [27–33]. Particularly, quantum walk-based random number generation (QW-QRNG) protocols are introduced in [30, 32, 33]. The first quantum walk-based
QRNG (QW-QRNG) is introduced in [30], which can generate multiple bits by only one quantum walk state. The first security analysis of the semi-source independent QW-QRNG (SI-QW-QRNG) protocols based on its original model is established in the following papers [32, 33]. Note that the semi-source independent (SI) model assumes measurement devices are characterized, and the dimension of the system is known, but the source is under the control of an adversarial party. In the SI model, a user desires to generate true random bits without trusting the possible randomness source under the adversary’s control. The SI-QW-QRNG protocol’s security analysis employs the sampling-based entropic uncertainty relations in [34, 35] because the standard entropic uncertainty relation does not work with the specific sets of POVMs in the protocol; the overlap generates the trivial value, “one”, so its entropic uncertainty relation produces only trivial bounds in the security analysis, and the true random bit rate is always non-positive, namely:

\[ \ell \approx n \cdot (-\log c) - 2n \cdot h(Q) \leq 0, \]  

where the maximum overlap \( c \) is always “one”, which induces \(-\log 1 = 0\). So, the SI-QW-QRNG protocol could not show the positive true random bit rate throughout the standard entropic uncertainty relation with the POVMs [32]. Particularly, this paper examines and evaluates rigorously the trivial bound of the standard entropic uncertainty relation with the POVMs, which we briefly introduce above. And it grows to gauge the newly-developed sampling-based Entropic Uncertainty relation over more eclectic conditions to see vanquishing the trivial bound matter in [32].

We make the following contributions to this paper. First, we introduce the analysis of the trivial value, “one”, in computing the overlap of the POVMs in Eq. (20) of the standard entropic uncertainty relation. Secondly, we extend the result of the trivial value, “one”, brings about the trivial bound of the POVM-versioned standard entropic uncertainty relation in Eq. (21). So it fails to output the positive true random bits rate in a quantum cryptographic protocol, e.g., SI-QW-QRNG. Thirdly, we expand the result of the SI-QW-QRNG in [32] to evaluate more secure key rates over various noises and dimensions of the system.

2 Preliminaries

2.1 Notation and Definitions

This section delivers definitions and notations that will be often employed all over this paper. A density operator is a Hermitian positive semi-definite operator of unit trace functioning on a Hilbert space \( \mathcal{H} \). When a pure quantum state \( |\varphi\rangle \in \mathcal{H} \) is given, the density operator of the pure state is denoted \( |\varphi\rangle\langle\varphi| \). A set of the \( d \)-dimensional alphabet indicates \( A_d = \{0, \ldots, d-1\} \). Then consider a string of the \( N \)-number of words \( q \in A_d^N \) and a random subset \( t \subseteq \{1, 2, \ldots, N\} \), in short, \( [N] = \{1, 2, \ldots, N\} \). Then a new word \( q_t \) illustrates the sub-string of
q indexed by $i \in t$. A string $q_t$ insinuates the complement of $q_t$ in $q$. The relative Hamming weight is $w_a(q) = wt_a(q) / |q|$, where Hamming weight the $wt_a(q) = |\{i : q_i \neq a\}|$. Note that if $a = 0$, we forgo the subscript of it, namely, $w(q)$ and $wt(q) = |\{i : q_i \neq 0\}|$.

A notation $h_d(x)$ represents the d-ary entropy function, which is defined as: $h_d = x \log_a(d - 1) - x \log_d(x) - (1 - x) \log_d(1 - x)$. Also, a definition $H_d(x)$ is the extended d-ary entropy function which is identical to $h_d(x)$ for all $x \in [0, 1 - 1/d]$, is 0 for all $x < 0$, otherwise 1 for all $x > 1 - 1/d$. Suppose $\rho_{SE}$ be a quantum state that acts on an arbitrary Hilbert space $H_S \otimes H_E$. The conditional quantum min entropy [36] is defined as follows: $H_\infty(S \mid E)_\rho = \sup_{\sigma_E} \max \{\lambda \in \mathbb{R} : 2^{-\lambda} I_S \otimes \sigma_E - \rho_{SE} \geq 0\}$, where $I_S$ is the identity operator on $H_S$. Note that $\rho_S = \sum_s p_s |s\rangle\langle s|$ means the $E$ system is trivial and the $S$ portion is classical. So, its min entropy is $H_\infty(S) = -\log \max_s p_s$. The smooth conditional min entropy [36] is defined as follows: $H_\infty(S \mid E)_\rho = \sup_{\sigma_E \in \Gamma_\varepsilon(\rho)} H_\infty(S \mid E)_\sigma$, where $\Gamma_\varepsilon(\rho) = \{\sigma : \|\sigma - \rho\| \leq \varepsilon\}$ with $\|\cdot\|$ is the trace distance of operator.

Finding the trace distance between a real classic-quantum state in Eq.(3) and an ideal classic-quantum state is as follows. Suppose a classic-quantum state $\rho_{ZE}$ is given. Then consider $\sigma_{YE}$ is the result of a privacy amplification process on the $Z$ register of the state. Through a randomly chosen two-universal hash function, the process maps the $Z$ register on the $Y$ register. If the output $\ell$ bits is long, then the following relation was shown in [36]:

$$\|\sigma_{YE} - I_Y/2^\ell \otimes \sigma_E\| \leq 2^{-\frac{1}{2}(H_\infty(Z|E)_\rho - \ell)} + 2\varepsilon. \quad (9)$$

For example, in a QRNG protocol, $\sigma_{YE}$ is the real classic-quantum state after the post-processing. And the ideal classic-quantum state, $I_Y/2^\ell \otimes \sigma_E$, means the $\ell$-bits string is uniform and independent of the adversary $E$. Using Eq.(9), we can compute how the real state is close to the ideal state.

### 2.2 The Operator Norm

Let $A$ be any linear operator in $\mathcal{L}(\mathcal{H}, \mathcal{H}')$, where $\mathcal{H}$ and $\mathcal{H}'$ are Hilbert spaces. Then the operator norm of the operator $A : \mathcal{H} \to \mathcal{H}'$ is the largest value by which $A$ can stretch an element in $\mathcal{H}$ via the linear transformation. The formal definition in [37] is as follows:

**Definition 1** Let $\mathcal{H}$ and $\mathcal{H}'$ be Hilbert spaces, and a linear operator $A \in \mathcal{L}(\mathcal{H}, \mathcal{H}')$. Then the matrix norm induced by the norm of the Hilbert space is called the **operator norm**, namely:

$$\|A\|_{op} = \sup \left\{ \frac{\|A|v\|}{\|v\|} : |v\rangle \in \mathcal{H} \text{ and } \|v\| \neq 0 \right\}, \quad (10)$$

where $\|\cdot\|$ is a matrix norm and $\|\cdot\|$ is a vector norm.
Also, the operator norm, \( \|A\|_{\text{op}} \), is the largest singular value of \( A \), that is, the largest eigenvalue of \( \sqrt{A^*A} \), where \( A^* \) is the conjugate transpose of \( A \). Note that since \( A^*A \) is square, symmetric, and diagonalizable, the spectral theorem implies that \( (A^*A)^{1/2} = U\Lambda^{1/2}U^* \), where \( U \) is a unitary eigenvectors matrix and \( \Lambda \) is an eigenvalues matrix [37]. Thus, we have that:

\[
\|A\|_{\text{op}} = \sigma_{\text{max}}(A) = \lambda_{\text{max}}(\sqrt{A^*A}) = \sqrt{\lambda_{\text{max}}(A^*A)},
\]

where \( \lambda_{\text{max}}(\cdot) \) is the maximum eigenvalue of a matrix. The operator norm satisfies the following properties [37]:

\[
\|A\|_{\text{op}} \geq 0 \text{ and } \|A\|_{\text{op}} = 0 \text{ iff } A = 0, 
\]

\[
\|\lambda A\|_{\text{op}} = |\lambda| \|A\|_{\text{op}} \text{ for any scalar } \lambda,
\]

\[
\|A + B\|_{\text{op}} \leq \|A\|_{\text{op}} + \|B\|_{\text{op}},
\]

\[
\|AB\|_{\text{op}} \leq \|A\|_{\text{op}} \|B\|_{\text{op}}.
\]

Moreover, in [37], it says that unitary invariance in the singular value decomposition allows: for any unitary \( U \) and \( V \),

\[
\|UAV\|_{\text{op}} = \|A\|_{\text{op}}.
\]

Note that when the context is clear, we forgo the subscription in the operational norm notation, namely \( \|\cdot\|_{\text{op}} = \|\cdot\| \).

### 2.3 Entropic Uncertainty Relations

After Heisenberg introduced his notable uncertainty principle in [1], Robertson reformulated the principle as the product of the standard deviations of the outcomes via two incompatible measurements on a pure quantum state \( |\phi\rangle \) is lower bounded [2], namely:

\[
\sigma_X \sigma_Z \geq \frac{1}{2} |\langle \phi | [\hat{X}, \hat{Z}] |\phi \rangle|,
\]

where \( \hat{X} \) and \( \hat{Z} \) are observable of the two measurements, and its commutator is defined as \( [\hat{X}, \hat{Z}] = \hat{X}\hat{Z} - \hat{Z}\hat{X} \). After the stunning discoveries, entropic uncertainty relations for finite output symbols were introduced by Hirschman and Deutsch, respectively, in [3, 4]. A matured entropic uncertainty relations were shown by Maassen and Uffink [5], which reveals that the Shannon entropy of two incompatible measurements \( \mathcal{X} \) and \( \mathcal{Z} \) is lower bounded by a maximum overlap of them, called \( c \), namely: for any quantum state \( \rho_A \) before measurement,

\[
H(X) + H(Z) \geq -\log_2 c, \text{ where } c = \max_{x,z} |\langle x | z \rangle|^2,
\]

where \( x \) and \( z \) are observable of the two measurements, and its commutator is defined as \( [\hat{X}, \hat{Z}] = \hat{X}\hat{Z} - \hat{Z}\hat{X} \). After the stunning discoveries, entropic uncertainty relations for finite output symbols were introduced by Hirschman and Deutsch, respectively, in [3, 4]. A matured entropic uncertainty relations were shown by Maassen and Uffink [5], which reveals that the Shannon entropy of two incompatible measurements \( \mathcal{X} \) and \( \mathcal{Z} \) is lower bounded by a maximum overlap of them, called \( c \), namely: for any quantum state \( \rho_A \) before measurement,
where $|x\rangle\langle x| \in \mathcal{X}$ and $|z\rangle\langle z| \in \mathcal{Z}$. The value $c$ is the overlap determined by these projective measurements. Note that the outcome of two projective measurements $\mathcal{X}$ and $\mathcal{Z}$ are stored in two classic registers $X$ and $Z$. Moreover, entropic uncertainty relations have developed to determine what adversarial observer with a quantum memory can entangle with a quantum system and measure the entangled system to predict the outcome of measurements in [6, 7, 9]. The entropic uncertainty relations in the presence of quantum memory is formulated by conditional von Neumann entropies as follows: given a tripartite quantum system $\rho_{ABC}$ and orthogonal measurements $X$ and $Z$,

$$H(X \mid B)_{\rho} + H(Z \mid C)_{\rho} \geq -\log_2 c.$$  (19)

These entropic uncertainty relations dispense lower bounds on the uncertainty of the outcomes of two incompatible measurements given side information [38].

### 2.3.1 Standard Entropic Uncertainty Relations with POVMs

In [10], entropic uncertainty relations have expanded to the case of general quantum measurement, called a positive operator-valued measure (POVM). The overlap of two POVMs is defined in [10, 38] as follows:

**Definition 2** Let $\mathcal{X} = \{X_a\}$ and $\mathcal{Z} = \{Z_b\}$ be two POVMs. The overlap of these measurements is defined as follows:

$$c(\mathcal{X}, \mathcal{Z}) := \max_{a,b} \|\sqrt{X_a} \sqrt{Z_b}\|_{op}^2,$$  (20)

where $\|\cdot\|_{op}$ is the operator norm, which is the largest singular value.

Note that if $\mathcal{X}$ and $\mathcal{Z}$ are projective measurements, then the overlap in Eq. (20) reduces to another overlap in Eq. (18), namely $c = \max_{x,z} |\langle x \mid z \rangle|^2$. The standard entropic uncertainty relation with two POVMs and smooth min-and max-entropies is introduced in [9, 38], namely:

**Theorem 1** Let $\rho_{ABC}$ be any tripartite quantum state, and $\mathcal{X} = \{X_a\}$ and $\mathcal{Z} = \{Z_b\}$ be two POVMs on the quantum register $A$. For $\varepsilon \geq 0$, we have that:

$$H^\varepsilon_{\infty}(X \mid B)_{\rho} + H^\varepsilon_{\max}(Z \mid C)_{\rho} \geq -\log_2 c(\mathcal{X}, \mathcal{Z}).$$  (21)

The operational meaning of the smooth min-and max-entropies in [8, 36, 39] is as follows: first, the smooth min-entropy $H^\varepsilon_{\infty}(X \mid B)_{\rho}$ estimates the maximal number of uniformly random bits that can be extracted from $X$, but it is independent of quantum side information $B$. This quantity is significant in quantum cryptography, where the job often takes to extract unassailable randomness from a quantum adversary; next, the smooth max-entropy, $H^\varepsilon_{\max}(Z \mid C)_{\rho}$, evaluates the minimum number of extra bits of information about $Z$ required to reconstruct it from a quantum memory $C$. 
2.3.2 Sampling-based Entropic Uncertainty Relation with POVMs

First, the sampling-based entropic uncertainty relation with two projective measurements for a two-dimensional quantum system is introduced in [34], which is accomplished by the quantum sampling technique [40]. The high-dimensional versioned sampling-based entropic uncertainty relation with two orthonormal bases and one POVM for a weak measurement to estimate a noise on the source is presented in [35]. Then sampling-based entropic uncertainty relations with two POVMs for a high-dimensional quantum cryptographic application is introduced in [32, 33]. Especially to remedy the matter of the trivial value of the overlap in the security analysis of the SI-QW-QRNG, the POVM-version entropic uncertainty relation is first introduced in [32]. Here, the sampling-based entropic uncertainty relation with the POVMs in [32] is represented as follows:

**Theorem 2** Let $\varepsilon > 0$, $0 < \beta < 1/2$, and $\rho_{SE}$ an arbitrary quantum walk-based system acting on $\mathcal{H}_S \otimes \mathcal{H}_E$, where $\mathcal{H}_S \cong \mathcal{H}_D^{\otimes (n+m)}$, $m < n$, and $\mathcal{H}_D$ is the quantum walk’s Hilbert space with $D = 2P$. Let the POVM $\mathcal{W} = \{[w_0], I - [w_0]\} = \{W_0, W_1\}$ and the POVM $\mathcal{Z} = \{I_C \otimes [j]\}_{j=0}^{P-1} = \{Z_j\}_{j=0}^{P-1}$, where $|w_0\rangle$ is a quantum walk state starting its evolution at $(c = 0, p = 0)$ and $P$ is the dimension of the walker’s positional space. When a random subset $t$ of size $m$ of $\rho_S$ is measured in the POVM $\mathcal{W}$, it outputs $q \in A^m$ and $\sigma(t,q)$ is the post-measurement state. Then the post-state is measured using POVM $\mathcal{Z}$ resulting in outcome $r \in A^P$, where $n = N - m$. It holds that: except with probability at most $\varepsilon^{1/3}$,

$$H_{\infty}^\varepsilon(Z \mid E)_{\rho} + n \cdot \log_D(2) \geq -\eta_q \log \gamma - 2 \log \frac{1}{\varepsilon}, \quad (22)$$

where $\varepsilon = 2\varepsilon + 2\varepsilon^{1/3}$, $\gamma = \max_z \mathbb{P}_W (|w_0\rangle \rightarrow z)$, $z \in \{0, ..., P - 1\}$, and $\eta_q = (N - m)(1 - w(q) - \delta)$, where $\delta$ is the sampling error:

$$\delta = \sqrt{\frac{(N + 2) \ln(2/\varepsilon^2)}{m \cdot N}}. \quad (24)$$

With this sampling-based entropic uncertainty relation, SI-QW-QRNG in [32] can resolve the trivial bound of the standard entropic uncertainty relation with the POVMs. So, it shows the protocol’s security and computes the positive true random bit rate; see Fig.3.

2.4 Sampling and Quantum Walk-based QRNG with POVMs

A quantum walk is one of the fundamental algorithms in quantum computation [20–22]. The quantum walk can be utilized to gain a substantial speedup over classical algorithms based on Markov chains [15, 41–44]. In [18, 19], it says that the quantum walk propagates over the walker’s Hilbert space $\mathcal{H}_W = \mathcal{H}_C \otimes \mathcal{H}_P$
over time $T \in \mathbb{Z}_{\geq 0}$, where $\mathcal{H}_C$ is the two-dimensional Hilbert coin space, $\mathcal{H}_P$ is the $P$-dimensional Hilbert position space, and the dimension of the walk state is $|\mathcal{H}_W| = 2P$. Note that $P$ is the walker’s positional dimension. The walker starts at any initial position state $|c, x\rangle$ on a cycle at time $t = 0$, where $c \in \{0, 1\}$ and $x \in \{0, ..., P - 1\}$. For each time $t \in T$ in walking propagation, the walker employs a unitary walk operator $W = S \cdot (H \otimes I_P)$, where the shift operator $S$ on a cycle is defined in [18, 19] as follows:

$$S = \sum_c \sum_x |c, x + (-1)^c (\text{mod } P)\rangle\langle c, x|,$$

(25)

$H$ is the Hadamard operator, and $I_P$ is an identity operator on the position space. The shift operator $S$ maps $|0, x\rangle \rightarrow |0, x + 1(\text{mod } P)\rangle$ and $|1, x\rangle \rightarrow |1, x - 1(\text{mod } P)\rangle$. Thus, the state of the quantum walk on a cycle over time $t$ is obtained in [18, 19] as follows: for any $c \in \{0, 1\}$ and $x \in \{0, ..., P - 1\}$,

$$|w_{c, x}\rangle = \sum_k \alpha_k^{(c, x)} |0, k(\text{mod } P)\rangle + \sum_r \beta_r^{(c, x)} |0, r(\text{mod } P)\rangle,$$

(26)

where $|w_{c, x}\rangle = W^T |c, x\rangle$ and $k \in \{0, ..., P - 1\}$ and $r \in \{P, ..., 2P - 1\}$. Note that when the context is clear, we forgo the superscription in the amplitudes, namely $\alpha_k^{(c, x)} = \alpha_k$ and $\beta_r^{(c, x)} = \beta_r$.

A quantum random number generation (QRNG) produces a string of true random numbers by using a quantum state that carries the inherent randomness throughout quantum processes [12, 45–48]. Recently, a quantum walk-based random number generation (QW-QRNG) is first introduced in [30]. The first rigorous security analysis of the semi-source-independent QW-QRNG (SI-QW-QRNG) is presented in [32].

### 2.4.1 The Sampling-based SI-QW-QRNG Protocol

The first sampling-based protocol of the SI-QW-QRNG with the POVMs is introduced in [32]. The protocol details are as follows: the randomness source is the state $\rho_S = \text{tr}_E(\rho_{SE})$ is possibly correlated with an adversarial system $E$. The source sends the $N = m + n$ number of quantum walk states to the QW-QRNG protocol. The protocol picks a random subset $t$ of them of size $|t| = m$ and measures the samples in the POVM $\mathcal{W}$ to estimate noise in the source. The quantum sampling outputs the fraction of noise $q \in A_m^2$ and the sampling error $\delta$, which sends to the post-processing. The QW-QRNG measures the remaining post-quantum walk states $\sigma(t, q)$ in the POVM $\mathcal{Z}$ to produce the $n$-number of raw random bits. The $n$-number of raw bits goes to the post-processing, which outputs the $\ell$-number of true random bits, so $Y$ represents the final true random string, see Fig.1. The goal of the QW-QRNG protocol is to provide that, for a given $\varepsilon_{PA}$ set by the user, after privacy amplification, the secure and random string, that is, $\varepsilon_{PA}$ close to an ideal random string,
3 Main Result

The SI-QW-QRNG with the POVMs, $W$ and $Z$, runs into the problem of estimating a true random bit rate via the standard entropic uncertainty relation in Eq. (21) because its maximum overlap in the POVMs always yields the trivial value, “one” [32]. Here, we formally discuss this problem. Suppose the randomness source in the SI-QW-QRNG protocol produces the honest quantum walk state, $|w_{0,0}\rangle = W^T |0,0\rangle$, where $W$ is a unitary walk operator and $T$ is time. But, we assume that the randomness source may be under the adversary’s control or the state’s transmission is noisy. Once the quantum walk state is created and delivered, the protocol measures the state by two POVMs, $W$ and $Z$, to generate a true random bit. The POVMs are defined in [32] as follows:

$W = \{|w_0\rangle\langle w_0|, I - |w_0\rangle\langle w_0|\} = \{W_0, W_1\}$

and

$Z = \{I_C \otimes |j\rangle\langle j|\}_{j=0}^{P-1} = \{Z_j\}_{j=0}^{P-1}$. (28)

Note that the notation $|w_{0,0}\rangle$ can be simplified as $|w_0\rangle$. When the protocol computes the random bit rate by finding the overlap in Eq. (20), it produces the trivial value, “one”. So, the standard entropic uncertainty relation in Eq. (21) induces the trivial bound. We can go into the problem further in the following section.

3.1 Trivial Value of Overlaps

First of all, we have the analytical analysis of the trivial bound of the overlap in Eq. (20) in the SI-QW-QRNG protocol, which shows analytically why it produces such trivial value, “one”. We formally define our main result as follows:
Theorem 3 Let \( |w_0\rangle \) be an honest quantum walk state on a cycle and let \( W = \{|w_0\rangle\langle w_0|, I - |w_0\rangle\langle w_0|\} = \{W_0, W_1\} \) and \( Z = \{I_C \otimes |j\rangle\langle j|\} \) be two POVMs, where \( P \in \mathbb{Z}_{\geq 0} \) is the positional dimension of the quantum walker. Then the overlap defined in Eq. (20) always produces the trivial value, namely:

\[
c(W, Z) = \max_{a,b} \left\| \sqrt{W_a} \sqrt{Z_b} \right\|_{op}^2 = 1,
\]

where \( \| \cdot \|_{op} \) is the operator norm, that is, the largest singular value of the given matrix.

Proof Suppose an honest quantum walk state is defined as \( |w_0\rangle = \sum_k \alpha_k |0, k\rangle + \sum_r \beta_r |1, r\rangle \) and \( \langle w_0| = \sum_{k'} \alpha_{k'} |0, k'| + \sum_{r'} \beta_{r'} |1, r'| \rangle \) via Eq. (26). Then we have a measurement operator \( W_0 = |w_0\rangle\langle w_0| \) in POVM \( W \), namely: for any \( c, c' \in \{0,1\}, \)

\[
W_0 = \sum_{c,c'} f_0(c,c'),
\]

where the function \( f_0(c,c') \) is:

\[
f_0(c,c') = \begin{cases} 
\sum_{k,k'} \alpha_k \alpha_{k'}^* \langle c,k|\langle c',k'| & \text{if } c, c' = 0, \\
\sum_{r,r'} \beta_r \beta_{r'}^* \langle c,r|\langle c',r'| & \text{if } c = 1, c' = 0, \\
\sum_{k,r} \alpha_k \beta_{r'}^* \langle c,k|\langle c',r' & \text{if } c = 0, c' = 1,
\end{cases}
\]

Since \( W_a \) and \( Z_b \) are self-adjoint operators, that is, \( W_a^2 = W_a \) and \( Z_b^2 = Z_b \), we have that \( \sqrt{W_a} \sqrt{Z_b} = W_a \cdot Z_b \). Then we compute the following: \( W_0 \cdot Z_b = |w_0\rangle\langle w_0| (I_C \otimes |j\rangle\langle j|) \), namely: for any \( b \in \{0, ..., n - 1\}, \)

\[
W_0 \cdot Z_b = \sum_{c,c'} f_0^{(b)}(c,c'),
\]

where the function is updated as follows:

\[
f_0^{(b)}(c,c') = \begin{cases} 
\sum_k \alpha_k \alpha_{b_k}^* \langle c,k|\langle c',b & \text{if } c, c' = 0, \\
\sum_r \beta_r \alpha_{b_r}^* \langle c,r|\langle c',b & \text{if } c = 1, c' = 0, \\
\sum_k \alpha_k \beta_{b_r}^* \langle c,k|\langle c',b & \text{if } c = 0, c' = 1,
\end{cases}
\]

Let \( A_b = W_0 \cdot Z_b \). Then we compute \( A_b^* A_b \) as follows:

\[
A_b^* A_b = \sum_{c,c'} \tilde{f}_0^{(b)}(c,c'),
\]

where

\[
\tilde{f}_0^{(b)}(c,c') = \begin{cases} 
\alpha_{b} \alpha_{b}^* \langle c,b|\langle c',b & \text{if } c, c' = 0, \\
\beta_{b} \beta_{b}^* \langle c,b|\langle c',b & \text{if } c = 1, c' = 0, \\
\alpha_{b} \beta_{b}^* \langle c,b|\langle c',b & \text{if } c = 0, c' = 1,
\end{cases}
\]

By the Spectral theorem, it is not difficult to find that \( A_b^* A_b \) has only one eigenvalue, \( \lambda_0^{(b)} \), where \( \lambda_0^{(b)} = \alpha_{b} \alpha_{b}^* + \beta_{b} \beta_{b}^* \). Thus, we have that:

\[
\max_b \| A_b \|_{op}^2 = \max_b \Lambda(A_b^* A_b) = \max_b \lambda_0^{(b)},
\]
Therefore, the maximum of the overall measurements in two POVMs $\mathcal{W}$ and $\mathcal{Z}$ produces always the trivial value, one, as claimed. \hfill $\square$
Corollary 3.1 Let \( \rho_{SE} \) be an arbitrary quantum walk state acting on \( \mathcal{H}_S \otimes \mathcal{H}_E \). And let \( \mathcal{W} = \{W_0, W_1\} \) and \( \mathcal{Z} = \{Z_j\}_{j=0}^{P-1} \) be two POVMs on the quantum register \( S \). Then the standard entropic uncertainty relation in Eq. (21) induces the trivial bound.

We have this following consequence because its overlap in Eq. (20) shows the trivial value by Theorem 3. Namely, the standard entropic uncertainty relation in Eq. (21) with the POVMs \( \mathcal{W} \) in (27) and \( \mathcal{Z} \) in (28) shows:

\[
H^\infty(Z | E) + H^\epsilon_{\text{max}}(W) \geq - \log_2 1 = 0,
\]

which is lower-bounded by the trivial hurdle, “zero.” Moreover, we can estimate the length of the true random bits via Eq. (7) as follows:

\[
\ell \approx n \cdot 0 - 2n \cdot h(Q) \leq 0,
\]

which always outputs the non-positive length of true random bits. Thus, the sampling-based entropic uncertainty relation with the POVMs is introduced in [32] to show the security of the SI-QW-QRNG.

4 Evaluations

From Theorem 3, we show that the overlap \( c(\mathcal{W}, \mathcal{Z}) \) in Eq. (20) with the POVMs \( \mathcal{W} \) and \( \mathcal{Z} \) in Eq. (27) and Eq. (28) always outputs the trivial value, “one”. We newly simulate this result in this section to show the trivial bound consequence is valid over all dimensions and times. To have the experimental results, we define functions as follows:

\[
\delta_0(\mathcal{W}, \mathcal{Z}) = \max_b \left\| \sqrt{W_0} \sqrt{Z_b} \right\|_{op}^2,
\]

and

\[
\delta_1(\mathcal{W}, \mathcal{Z}) = \max_b \left\| \sqrt{W_1} \sqrt{Z_b} \right\|_{op}^2,
\]

which computes the overlap \( c(\mathcal{W}, \mathcal{Z}) = \max \{\delta_0, \delta_1\} \), see Fig.2.

Moreover, we evaluate more key rates with the new sampling-based relation over different noises, e.g., \( Q = 0, 0.15, \) and \( 0.20 \), and varied dimensions of the system, e.g., \( D = 2 \cdot 3, 2 \cdot 5, 2 \cdot 11, 2 \cdot 21, 2 \cdot 51 \), than the previous simulation result in [32]. Note that \( D = 2 \cdot P \), where \( P \) are the walker’s positional dimension.

4.1 Computing the True Random Bit Rate of the SI-QW-QRNG

In the SI-QW-QRNG [32], the sampling-based entropic uncertainty relation with two POVMs \( \mathcal{W} \) and \( \mathcal{Z} \) is introduced to remedy the trivial bound issue the above presented. This section briefly shows the true random bit rate result
Figure 2: The left graph is the case of quantum walk state evolves over dimensions $P = 1, \ldots, 101$ and time $T = P$; it shows $\delta_0$ and $\delta_1$ to find the maximum overlap in the standard entropic uncertainty relation. The right graph is the case of quantum walk state evolves over time $T = 1, \ldots, 100$ for fixed dimension $P = 101$; it also shows $\delta_0$ and $\delta_1$ to find the maximum overlap in the standard entropic uncertainty relation.

using the sampling-based tool for readers interested in the issue’s end result. First of all, the dimension of the quantum walk state is defined as follows $D = 2P$, where $P$ are the positional dimension of the walker’s state. The protocol using the sampling-based entropic uncertainty relation with the POVMs in Theorem 2 can find the length of true random bits as follows: except with probability at most $\varepsilon^{1/3}$, the final secret string of size is:

$$
\ell_{\text{new}} = -\eta_q \log_2 \gamma - n \cdot \frac{H_{2P}(w(q) + \delta)}{\log_2 P(2)} - 2 \log_2 \frac{1}{\varepsilon},
$$

which is $(5\varepsilon + 4\varepsilon^{1/3})$-close to an ideal random string, i.e., one that is uniformly generated and independent of any adversarial system. The true random bit rates of the SI-QW-QRNG shows in Fig.3. For the technical details and proof of the sampling-based entropic uncertainty relations with the POVMs, we advise the reader to consider the paper [32].

5 Closing Remarks

In this paper, we sketch the case that the standard entropic uncertainty relation with the POVMs fails to use in security proof in the quantum cryptographic application, e.g., the SI-QW-QRNG. In this case, the standard entropic uncertainty relation with the POVMs produces the trivial bound since its overlap in Eq. (20) always outputs the value, “one”. We show the analytical proof of always producing the trivial value of the overlap in the sets of POVMs. Also, we show the simulation results of their overlaps to show it always produces the trivial value “one”. There are exciting open problems: first of all, the generalized entropic uncertainty relation with the effective overlap $c^*$ for generalized
Figure 3: By using the sampling-based uncertainty relation with the POVMs, a quantum walk-based QRNG produces true random bits over noisy settings; The left graph shows the random bit rate over noise $Q = 0$; The middle graph shows the random bit rate over noise $Q = 0.15$; The last graph shows the random bit rate over noise $Q = 0.2$; x-axis: the $N$-number of signals sent from the source; y-axis: random bit rates, $\ell_{\text{new}}/N$, where $\ell_{\text{new}}$ is the number of true random bits via Eq.(50); the solid line represents $D = 2 \cdot 51$; the loosely dashed line is $D = 2 \cdot 21$; the dashed line is $D = 2 \cdot 11$; the dotted line is $D = 2 \cdot 5$; the dot-dashed line is $D = 2 \cdot 3$.

measurement operators, POVMs, was introduced in [11, 38]. It is paramount to check whether the effective overlap $c^*$ outputs the trivial value, “one”, with the POVMs setup in Eq.(27) and Eq.(28). Secondly, we can discuss finding which sets of POVMs do not operate with the standard entropic uncertainty relations for the security analysis of a quantum cryptographic application. Thirdly, we can investigate how to rectify the issue from the trivial bound of the standard entropic uncertainty relation in a quantum cryptographic application and secure quantum communication. Moreover, we can invent a possible alternative and new entropic uncertainty relation, e.g., the sampling-based entropy uncertainty relation, to handle the trivial matter in the security analysis.

6 acknowledgments

The author would like to thank Walter O. Krawec for valuable feedback and helpful discussions to ripe the paper’s quality.

References

[1] Heisenberg, W.: Über den anschaulichen inhalt der quantentheoretischen kinematik und mechanik, 478–504 (1985)

[2] Robertson, H.P.: The uncertainty principle. Physical Review 34(1), 163 (1929)

[3] Hirschman, I.I.: A note on entropy. American journal of mathematics 79(1), 152–156 (1957)
[4] Deutsch, D.: Uncertainty in quantum measurements. Physical Review Letters 50(9), 631 (1983)

[5] Maassen, H., Uffink, J.B.: Generalized entropic uncertainty relations. Physical Review Letters 60(12), 1103 (1988)

[6] Berta, M., Christandl, M., Colbeck, R., Renes, J.M., Renner, R.: The uncertainty principle in the presence of quantum memory. Nature Physics 6(9), 659–662 (2010)

[7] Coles, P.J., Yu, L., Zwolak, M.: Relative entropy derivation of the uncertainty principle with quantum side information. arXiv preprint arXiv:1105.4865 (2011)

[8] Renes, J.M., Renner, R.: One-shot classical data compression with quantum side information and the distillation of common randomness or secret keys. IEEE Transactions on Information Theory 58(3), 1985–1991 (2012)

[9] Tomamichel, M., Renner, R.: Uncertainty relation for smooth entropies. Physical review letters 106(11), 110506 (2011)

[10] Krishna, M., Parthasarathy, K.: An entropic uncertainty principle for quantum measurements. Sankhyä: The Indian Journal of Statistics, Series A, 842–851 (2002)

[11] Coles, P.J., Berta, M., Tomamichel, M., Wehner, S.: Entropic uncertainty relations and their applications. Reviews of Modern Physics 89(1), 015002 (2017)

[12] Vallone, G., Marangon, D.G., Tomasin, M., Villoresi, P.: Quantum randomness certified by the uncertainty principle. Physical Review A 90(5), 052327 (2014)

[13] Portmann, C., Renner, R.: Security in quantum cryptography. Reviews of Modern Physics 94(2), 025008 (2022)

[14] Mosca, M.: Quantum algorithms. arXiv preprint arXiv:0808.0369 (2008)

[15] Montanaro, A.: Quantum algorithms: an overview. npj Quantum Information 2(1), 1–8 (2016)

[16] Cerezo, M., Arrasmith, A., Babbush, R., Benjamin, S.C., Endo, S., Fujii, K., McClean, J.R., Mitarai, K., Yuan, X., Cincio, L., et al.: Variational quantum algorithms. Nature Reviews Physics 3(9), 625–644 (2021)

[17] Bharti, K., Cervera-Lierta, A., Kyaw, T.H., Haug, T., Alperin-Lea, S., Anand, A., Degroote, M., Heimonen, H., Kottmann, J.S., Menke, T., et al.: Noisy intermediate-scale quantum algorithms. Reviews of Modern
[18] Aharonov, D., Ambainis, A., Kempe, J., Vazirani, U.: Quantum walks on graphs. In: Proceedings of the Thirty-third Annual ACM Symposium on Theory of Computing, pp. 50–59 (2001)

[19] Bednarska, M., Grudka, A., Kurzyński, P., Łuczak, T., Wójcik, A.: Quantum walks on cycles. Physics Letters A 317(1-2), 21–25 (2003)

[20] Childs, A.M., Cleve, R., Deotto, E., Farhi, E., Gutmann, S., Spielman, D.A.: Exponential algorithmic speedup by a quantum walk. In: Proceedings of the Thirty-fifth Annual ACM Symposium on Theory of Computing, pp. 59–68 (2003)

[21] Childs, A.M.: Universal computation by quantum walk. Physical review letters 102(18), 180501 (2009)

[22] Lovett, N.B., Cooper, S., Everitt, M., Trevers, M., Kendon, V.: Universal quantum computation using the discrete-time quantum walk. Physical Review A 81(4), 042330 (2010)

[23] Li, M., Shang, Y.: Entangled state generation via quantum walks with multiple coins. npj Quantum Information 7(1), 1–8 (2021)

[24] Karski, M., Förster, L., Choi, J.-M., Steffen, A., Alt, W., Meschede, D., Widera, A.: Quantum walk in position space with single optically trapped atoms. Science 325(5937), 174–177 (2009)

[25] Tang, H., Lin, X.-F., Feng, Z., Chen, J.-Y., Gao, J., Sun, K., Wang, C.-Y., Lai, P.-C., Xu, X.-Y., Wang, Y., et al.: Experimental two-dimensional quantum walk on a photonic chip. Science advances 4(5), 3174 (2018)

[26] Tamura, M., Mukaiyama, T., Toyoda, K.: Quantum walks of a phonon in trapped ions. Physical Review Letters 124(20), 200501 (2020)

[27] Rohde, P.P., Fitzsimons, J.F., Gilchrist, A.: Quantum walks with encrypted data. Physical review letters 109(15), 150501 (2012)

[28] Vlachou, C., Rodrigues, J., Mateus, P., Paunković, N., Souto, A.: Quantum walk public-key cryptographic system. International Journal of Quantum Information 13(07), 1550050 (2015)

[29] Vlachou, C., Krawec, W., Mateus, P., Paunković, N., Souto, A.: Quantum key distribution with quantum walks. Quantum Information Processing 17(11), 1–37 (2018)

[30] Sarkar, A., Chandrashekar, C.: Multi-bit quantum random number generation from a single qubit quantum walk. Scientific reports 9(1), 1–11
[31] Srikara, S., Chandrashekar, C.: Quantum direct communication protocols using discrete-time quantum walk. Quantum Information Processing 19(9), 1–15 (2020)

[32] Bae, M., Krawec, W.O.: Semi-source independent quantum walk random number generation. In: 2021 IEEE Information Theory Workshop (ITW), pp. 1–6 (2021). IEEE

[33] Bae, M.J.: Quantum walk random number generation: Memory-based models. In: 2022 IEEE International Conference on Quantum Computing and Engineering (QCE) (2022). IEEE

[34] Krawec, W.O.: Quantum sampling and entropic uncertainty. Quantum Information Processing 18(12), 1–18 (2019)

[35] Krawec, W.O.: A new high-dimensional quantum entropic uncertainty relation with applications. In: 2020 IEEE International Symposium on Information Theory (ISIT), pp. 1978–1983 (2020). IEEE

[36] Renner, R.: Security of quantum key distribution. International Journal of Quantum Information 6(01), 1–127 (2008)

[37] Horn, R.A., Johnson, C.R.: Matrix Analysis. Cambridge university press, (2012)

[38] Tomamichel, M.: A framework for non-asymptotic quantum information theory. arXiv preprint arXiv:1203.2142 (2012)

[39] Tomamichel, M., Schaffner, C., Smith, A., Renner, R.: Leftover hashing against quantum side information. IEEE Transactions on Information Theory 57(8), 5524–5535 (2011)

[40] Bouman, N.J., Fehr, S.: Sampling in a quantum population, and applications. In: Annual Cryptology Conference, pp. 724–741 (2010). Springer

[41] Magniez, F., Nayak, A., Roland, J., Santha, M.: Search via quantum walk. In: Proceedings of the Thirty-ninth Annual ACM Symposium on Theory of Computing, pp. 575–584 (2007)

[42] Santha, M.: Quantum walk based search algorithms. In: International Conference on Theory and Applications of Models of Computation, pp. 31–46 (2008). Springer

[43] Portugal, R.: Quantum Walks and Search Algorithms vol. 19. Springer, (2013)
[44] Balu, R., Liu, C., Venegas-Andraca, S.E.: Probability distributions for markov chain based quantum walks. Journal of Physics A: Mathematical and Theoretical 51(3), 035301 (2017)

[45] Frauchiger, D., Renner, R., Troyer, M.: True randomness from realistic quantum devices. arXiv preprint arXiv:1311.4547 (2013)

[46] Avesani, M., Marangon, D., Vallone, G., Villoresi, P.: Secure heterodyne-based quantum random number generator at 17 gbps (2018). arXiv preprint arXiv:1801.04139

[47] Li, Y.-H., Han, X., Cao, Y., Yuan, X., Li, Z.-P., Guan, J.-Y., Yin, J., Zhang, Q., Ma, X., Peng, C.-Z., et al.: Quantum random number generation with uncharacterized laser and sunlight. npj Quantum Information 5(1), 1–5 (2019)

[48] Herrero-Collantes, M., Garcia-Escartin, J.C.: Quantum random number generators. Reviews of Modern Physics 89(1), 015004 (2017)