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Abstract: In solar-powered wireless sensor networks (SP-WSNs), the best use of harvested energy is more important than minimizing energy consumption since energy can be supplied periodically. Meanwhile, as is well known, the reliability of the communication between sensor nodes is very limited due to the resource constraints of sensor nodes. In this paper, we propose an efficient forward error correction (FEC) scheme which can give solar-powered wireless sensor networks more reliable communication. First, the proposed scheme provides energy-adaptive operation for the best use of solar energy. It calculates the amount of surplus energy which can be used for extra operations and then determines the number of additional parity bits for FEC according to this amount of surplus energy. At the same time, it also provides a link quality model that is used to calculate the appropriate number of parity bits for error recovery required for the current data communication environment. Finally, by considering these two parity sizes, it is possible to determine the number of parity bits that can maximize the data reliability without affecting the blacking out of nodes. The evaluation of the performance of the approach was performed by comparing the amount of data collected at the sink node and the number of blackout nodes with other schemes.
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1. Introduction

A wireless sensor network (WSN) is composed of multiple wireless sensor nodes and is generally used to obtain environmental data, such as temperature, humidity and pressure, in a specific region. It is used in various fields [1,2], including military operations, environmental monitoring and agriculture, to acquire data in hard-to-reach areas [3–5].

However, because a wireless sensor node has limited hardware performance, the energy capacity of the battery is insufficient. For this reason, many techniques have been studied to minimize the energy consumption of WSNs in various computer science research fields (e.g., networks, systems, security, and databases) [6–8]. Recently, studies on energy-harvesting nodes, in which nodes use rechargeable batteries that can be charged using energy sources in surrounding environments, have been conducted extensively [9–11]. Among these nodes, the solar-powered wireless sensor node is the most useful because solar energy has a high power density and is predictable, owing to its periodicity [12]. If more energy is collected than the battery capacity of a solar-powered node, the harvested energy can be disposed of; conversely, if the energy consumption in the node is higher than the harvested energy, the energy can be exhausted, and the node can be blacked out. Therefore, in solar-powered WSNs
(SP-WSN), the focus should be on maximizing energy use so that no energy is disposed of due to battery capacity and the nodes never run out of power \[13–15\]. It should be noted that only the schemes that minimize energy consumption have been studied in existing battery-powered sensor networks; therefore, the schemes for the SP-WSN are distinct from other previous schemes in terms of energy usage.

To handle data transmission errors that occur in a network environment, automatic repeat request (ARQ) schemes or forward error correction (FEC) schemes are generally used. The ARQ is a scheme for retransmitting data when an acknowledgment is not received within a particular time frame after data transmission; in contrast, the FEC transmits additional parity bits by encoding original data when transmitting and corrects errors by decoding parity bits in the receiver. In a WSN environment, which consists of resource-constrained nodes, the performance of the radio transceiver is also limited \[9\], which causes frequent communication errors. The ARQ causes many retransmissions when errors occur frequently, thus consuming a large amount of energy for data transmission. In contrast, the FEC scheme corrects errors by using parity bits that are sent with the data; therefore, it does not require retransmission. However, this scheme requires additional data processing overheads to manipulate parities. In general, the energy consumption for data processing is significantly less than that for data transmission \[16\] in wireless communication. Therefore, the FEC, which does not require the retransmission of data, is better suited than the ARQ to WSN environments, owing to its low energy consumption \[17\].

It is important to note that the reliability of the communication and energy consumption are in a trade-off relationship. For FEC, the error correction rate increases in proportion to the size of the parity bits; therefore, it is possible to ensure the high reliability of data communication by increasing the parity size. However, the parity size must be limited because more energy is required to send and receive data as the parity size increases, as the parity bits piggy-back on the data packet. For this reason, studies on the use of FEC schemes for reliable data communication while reducing energy consumption have been conducted \[18,19\]. Angelin et al. \[20\] proposed an energy model of the sensor node which can derive a reasonable number of parity bits, in terms of energy.

However, the link quality should also be considered when determining the size of parity bits. Assuming that the channel condition is good, a small amount of parity is sufficient, even if the amount of energy is adequate. In this case, it is useful to save the energy consumed by the FEC and use the saved energy to improve other types of quality of service (QoS, e.g., the duty-cycle, sensing rate and routing). On the contrary, if the channel condition is poor, a longer parity should be used, regardless of the energy status. Therefore, an appropriate length of the parity, in terms of the channel condition and available energy, should be considered for reliable data communication in FEC.

In this study, we propose an enhanced FEC scheme, tailored for SP-WSNs, which considers both energy and channel conditions simultaneously to determine the parity size. Based on the FEC model \[21\] and solar-energy model (energy harvest and consumption model), the parity candidates that the node can use without power outages are calculated. Simultaneously, based on the channel state model, the best parity size among the parity candidates is selected for reliable communication. As a result, the proposed scheme enables reliable communication with a minimum blackout time for each node. The contributions of the proposed scheme are summarized in Figure 1.

This paper is structured as follows: In Section 2, we introduce the latest research related to the SP-WSNs and the FEC scheme. In Section 3, the operation algorithm of the proposed scheme is described in detail. In Section 4, we evaluate the performance of the proposed method and analyze the results. Finally, Section 5 presents the conclusions of this study.
2. Related Work

2.1. WSN Technologies

In general, two main categories of networks are used for WSNs: short-range low-power networks and long-range low-power networks. ZigBee and 6LoWPAN are considered to be representative protocols for the former networks; on the other hand, LoRaWAN and SigFox are two major protocols for the latter networks, which are often called low-power wide-area networks (LPWAN).

ZigBee and 6LoWPAN are designed for low data-rate and battery-powered applications. They are currently the most popular, low-cost, low-power wireless mesh networking standards on the market. They are typically implemented for short-range (10–75 m) networks or in a wireless mesh for networks that operate over longer ranges. Although ZigBee defines the communication between 802.15.4 nodes, which means ZigBee devices can interoperate with only other ZigBee devices, 6LoWPAN offers interoperability with not only 802.15.4 devices but also with devices on any other IP network link (e.g., Ethernet or WiFi). A benefit of ZigBee, however, is that nodes can stay in sleep mode for most of the time, drastically extending battery life.

LPWANs, including LoRaWAN and SigFox, are a type of wireless wide-area network designed to allow long-range communications at a low bit rate among sensors. These networks consist of four elements: an end node (end point), gateway (base station), network server and end-user application (device application) [23]. The architecture of an LPWAN is a star topology where gateways are transparent bridges between end nodes and the network server. End nodes are connected to the network server by a single-hop wireless communication (LoRa RF and SigFox LTN radio), while gateways are connected to the network server by backhaul (cellular, WiFi, Ethernet or satellite). Recently, many papers have reviewed [24–26] and evaluated different LPWAN technologies for WSNs.

The main difference between a short-range low-power network and an LPWAN is the transmission distance. In the case of the former, the distance is 10–100 m, whereas it is 5–50 km for the latter. Another difference is the communication path between nodes. In the former, the host (end) node can communicate with other host nodes directly. In the latter, however, end nodes can communicate only with gateways, and they cannot send packets directly to other end nodes. Therefore, Zigbee and 6LoWPAN usually comprise a mesh topology while LoRaWAN and SigFox mainly operate through a star topology.

The proposed scheme is designed for an WSN based on short-range low-power mesh networks.

2.2. SP-WSNs

WSNs are primarily deployed in harsh natural environments that are inaccessible to people and are used for military, ecological surveillance and disaster detection. In conventional WSNs, battery-based wireless sensor nodes, which have limited lifetimes, are generally used. Therefore, this type of WSN cannot operate if all its nodes exhaust the energy they had at the time of deployment. To overcome this limitation, studies have been conducted on sensor nodes that can harvest environmental energy, using rechargeable batteries, to enable nodes to operate permanently [9,27]. Energy harvesting refers to the conversion of energy from the environment to electrical energy, using sources such as the sun,
wind and vibration [11,28,29]. Among various energy sources, solar energy has the highest energy density, as shown in Table 1. Moreover, it has periodicity, which means that a new supply of solar energy can be expected during every harvesting cycle (one day) [12]. Thus, solar energy is widely employed in WSNs.

### Table 1. Characteristics of various environmental energy sources [9].

| Energy Sources       | Characteristics                                      | Amount of Energy Available | Harvesting Technology | Conversion Efficiency | Amount of Energy Harvested |
|----------------------|-------------------------------------------------------|----------------------------|-----------------------|-----------------------|----------------------------|
| Solar                | Ambient, uncontrollable, predictable                  | 100 mW/cm²                 | Solar cells           | 15%                   | 15 mW/cm²                  |
| Wind                 | Ambient, uncontrollable, predictable                  | -                          | Anemometer            | -                     | 1200 mW/day                |
| Finger motion        | Active human power, fully controllable                | 19 mW                      | Piezoelectric         | 7.5%                  | 2.1 mW                     |
| Vibrations in indoor environment | Ambient, uncontrollable, unpredictable | -                          | Electromagnetic induction | -                     | 0.2 mW/cm²                |

Figure 2 [22] shows the amount of solar energy harvested per day over time. This is the result of experiments with two 105 W poly crystalline cells type of solar panels and a 12 V 98 Ah sealed gel rechargeable battery. As shown in Figure 2, about 30 Ah is collected per day on average. A low-end laptop operating as a sensor node is connected to this harvesting system, the average power consumption of which is about 10 W. It can be confirmed that the harvested solar energy satisfies the amount of energy required by the sensor node. For another example, in the case of Heliomote, which is one of the well-known solar-powered nodes, the energy harvested during the day is 1140 mWh on average [30]. Since the energy consumed by a typical sensor node is about 15 mW, it can be seen that a sufficient amount of energy is harvested to operate without blackout during a day.

![Figure 2](image_url)  
Figure 2. Amount of energy harvested by an energy-harvesting node [22].

Even with its relative abundance, there are times of the day when solar energy will not be available; thus, there is a need for energy storage that balances the energy stored with the consumption rate of the sensor node. The storage devices could be either rechargeable batteries or supercapacitors. Rechargeable batteries are preferred in WSNs due to their high energy density [31,32]; these include Ni-MH and lithium ion/polymer rechargeable batteries, both of which have their own advantages and disadvantages. The energy densities of Ni-MH batteries are typically 60–80 Wh/kg, while those of lithium rechargeable batteries could be as high as 120–140 Wh/kg. Ni-MH batteries are rated for 300–500 cycles, while lithium batteries are rated for 500–1000 cycles, but their lifetime decreases with frequent charge/discharge cycles. Even with the higher cycle efficiency of lithium rechargeable
batteries, they are limited to a shorter lifetime as the electrolyte decays, causing an increase in the internal resistance; this causes the stored energy to be unable to be discharged.

Supercapacitors are alternatives to using rechargeable batteries. Supercapacitors usually have an energy density of 1–10 Wh/kg, which is lower than the rechargeable batteries but sufficiently high for applications in WSN. Additionally, they have 100,000 recharge cycles with a 10-year functioning lifetime before the energy stored is reduced by 20% [33] and have a relatively small size. Therefore, supercapacitors have become more useful because of the high density of energy stored, the long lifetime and the small size, which are appropriate for WSN nodes. Table 2 presents some energy-harvesting nodes using rechargeable batteries and supercapacitors. However, it is important to note that the proposed scheme in this paper can be applied regardless of the type of energy storage.

### Table 2. Specifications of solar-energy-harvesting sensor nodes [30].

| Node          | Solar Panel Power (mW) | Solar Panel Size (inxin) | Energy Availability (mWh/day) | Storage Type | Battery Type | Battery Capacity (mAh) |
|---------------|------------------------|--------------------------|--------------------------------|--------------|--------------|------------------------|
| Heliomote     | 190                    | 3.75 × 2.5               | 1140                           | Battery      | Ni-MH        | 1800                   |
| HydroWatch    | 276                    | 2.3 × 2.3                | 139                            | Battery      | Ni-MH        | 2500                   |
| Everlast      | 450                    | 2.25 × 3.75              | 2700                           | Supercap (100F) | NA | NA |
| SolarBiscuit  | 150                    | 2 × 2                    | 900                            | Supercap (1F) | NA | NA |
| Prometheus    | 130                    | 3.23 × 1.45              | 780                            | Supercap (two 22F) and battery | Li-poly | 200 |

When using a battery-powered WSN, the goal is to save as much energy as possible. However, because the nodes in SP-WSNs harvest energy periodically, the goal has changed to a focus on the best use of the harvested energy. Please note that even with a solar-based sensor node, a blackout can occur when the solar-powered node uses more energy on average than the harvested energy. On the contrary, if research focuses only on the energy-saving aspect, the energy harvested in excess of the battery capacity may be wasted, due to the capacity problem of the rechargeable battery. Therefore, a scheme for predicting and scheduling energy is necessary for solar-powered nodes. Yang et al. [22] proposed an energy-threshold model to calculate the amount of surplus energy that can be used for various purposes, in addition to the basic operation of each solar-powered node. This surplus energy is mostly used to improve the QoS of WSN. Yang et al. [22] improved the reliability of data acquisition with this surplus energy. Yoon et al. [34] used the surplus energy for data compression to reduce the relaying energy of intermediate nodes. Kang et al. [35] enhanced the performance of the routing scheme by maintaining multiple ring structures using the surplus energy to solve the energy imbalance issue near the anchor nodes in mobile-sink WSNs [36]. In this study, the proposed scheme uses the surplus energy to enhance the error recovery rate.

### 2.3. FEC Schemes

FEC is a method in which a data sender adds an error-correcting code (ECC) to the original data for allowing the receiver to detect and correct a limited number of errors in a noisy channel as shown in Figure 3. This is used in situations in which one sensor must transmit to multiple receivers; feedback for retransmission is difficult, or a noisy transmission channel frequently arises. There is an added disadvantage of an increase in the size of the packet when adding ECC, but the ECC allows the receiver to correct errors from noise or interference during transmission. As a result, systems with an ECC can tolerate some extent of a bit-error rate (BER) in a given signal-to-noise ratio (SNR). The FEC is divided into two types: block code and convolutional code. The most typical block codes include the Hamming code [37], Golay code [38], Bose–Chadhuri–Hocquenghem code [39] and Reed–Solomon (RS) code [21]. These codes are simple and have strong characteristics against burst error. In the wireless
network, where hardware resources are limited and burst errors occur frequently, block codes are mainly used. The convolutional code is less mathematically complex than block codes and it has strong characteristics in the additive Gaussian noise environment. A typical example is the turbo code [40].

![Figure 3. Schematic of forward error correction (FEC).](image)

### 2.4. Reed–Solomon (RS) Scheme

Since the proposed scheme is designed for nodes that communicate using the RS scheme among various FEC methods, this section describes this in more detail. The RS scheme is the most typical and efficient scheme among the FEC schemes. The blocks of the RS are composed of the payload and parity fields [21]. The original data that need to be transmitted are placed in the payload field, and the parity to restore errors is added in the parity field. Figure 4 illustrates the packet structure of the RS.

![Figure 4. Code-word of Reed–Solomon code (RS) (15,13) [41].](image)

The blocks of the RS scheme have \( n \) symbols. If the payload consists of \( k \) symbols, the parity consists of \( (n - k) \) symbols, which are typically denoted as RS\((n,k)\). If an RS block consisting of \( n \) symbols is transmitted, the maximum number of symbols that can be recovered from the receiving node is \( (n - k)/2 \) [41–43]. Furthermore, when the symbol size of the RS code is \( m \) bits, the maximum size \( n \) of the code-word that it builds is \( (2m - 1) \) symbols, or \( (2m - 1)m \) bits. Because the RS scheme essentially transmits parity bits which are piggybacked to the payload, additional energy consumption inevitably occurs. In addition, because parity is generated by encoding the payload of the original data, additional encoding and decoding energy is required at the transmitter and receiver, respectively. In summary, the RS scheme can increase communication reliability by using a longer parity; however, it consumes more energy for encoding, decoding, transmitting and receiving data packets.

### 3. Enhanced FEC Scheme for SP-WSN

In this section, we describe the energy state modeling and link state modeling methods in detail and explain the parity selection process to demonstrate the benefits of the proposed scheme. Thereafter, the various WSN applications to which the proposed scheme can be applied will be discussed.

#### 3.1. Overview

Figure 5 shows the overview of the proposed scheme. This figure describes how the proposed scheme determines the appropriate parity size when node \( n_i \) transfers data to node \( n_j \). In this figure, the energy that the node can use for FEC in addition to the basic operations is called the available energy.
3.2. Energy Modeling

Solar energy may not always be available, and there is therefore a need to store the harvested energy using rechargeable batteries or low-powered supercapacitors, as shown in Figure 6. Based on this store-and-use type of energy model, Yang et al. [22] proposed an energy-threshold model to calculate the amount of surplus energy which can be used to improve various QoS of the WSN. This energy model is very useful and efficient since it is independent of weather, season, time and the type of battery. The proposed scheme is designed based on this energy model.

Figure 5. Overview of proposed scheme.

1. $n_i$ receives a control packet containing the available energy information of $n_j$ from node $n_j$. Then, it calculates the maximum parity size which $n_i$ can deal with this available energy.
2. $n_i$ calculates the maximum parity size which can be added with its own available energy.
3. Select the smaller value by comparing the parity sizes determined in step 1 and step 2; this value is the best parity size in terms of energy.
4. $n_i$ estimates the channel state between itself and $n_j$ through the signal strength of control packet received during step 1; then, it calculates the parity size required for the current link state.
5. Compare the parity size determined in step 3 with the parity size determined in step 4; if former is greater than the latter, data can be transmitted without error even if either value is finally selected. In the proposed scheme, however, the latter is selected as a final parity size to save energy. Meanwhile, in the opposite case (if the former is smaller than the latter), data transfer is abandoned in this round and delayed until the next round. This is because the errors are unlikely to be recovered even if data are transmitted by adding the maximum parity size available in terms of energy. This indicates a severe channel condition, and data transmission will be suspended until sufficient energy is available to send the data with the parity required for the link.
6. $n_i$ transmits a data packet including the parity bits finally determined in step 5 to $n_j$.
7. $n_j$ recovers the error using parity bits included in the received data packet when the error is detected.
Let $E_{\text{residual}}$ be the residual energy of a node. Given the current $E_{\text{residual}}$, the expected time for a node to be fully charged $T_{\text{full}}(E_{\text{residual}})$ is defined as follows:

$$T_{\text{full}}(E_{\text{residual}}) = \frac{C - E_{\text{residual}}}{P_{\text{solar}} - P_{\text{sys}}}.$$  

(1)

where $P_{\text{solar}}$ and $P_{\text{sys}}$ are the moving average values of the harvested and consumed power of a node, respectively, and $C$ is the total battery capacity. An important issue is that the average energy consumption rate should be lower than the average solar-energy harvest rate because the battery is only charged when the following inequality is satisfied:

$$P_{\text{solar}} > P_{\text{sys}}.$$  

(2)

Fortunately, although $P_{\text{solar}}$ is not controllable, $P_{\text{sys}}$ can be approximately controlled by adjusting the duty-cycle or sensing rate control. Therefore, we can satisfy Inequality (2) by employing a suitable system configuration. Since $P_{\text{solar}}$ is the moving average of the harvested power rate of a node, it is not significantly affected by the fluctuation of the harvested power as time goes by. However, inequality (2) may not be satisfied at the beginning of sensor placement or when the amount of change is significantly large. This case means that there is no surplus energy to enhance QoS, so only the basic operation of the node is performed. Then, at the start of next cycle, the node is adjusted $P_{\text{sys}}$ to satisfy inequality (2). In the worst case, even if $P_{\text{sys}}$ is adjusted to be as low as possible, inequality (2) may not be satisfied due to the very small harvested power rate. In such a case, the node operates in sleep mode until inequality (2) is satisfied since there is a possibility of blackout even if only the basic operation of the node is performed.

For the node to remain available, it should have sufficient energy until the next time that the battery is full. Therefore, to live permanently, the node should satisfy the following condition:

$$E_{\text{residual}} \geq T_{\text{full}}(E_{\text{residual}})P_{\text{sys}}.$$  

(3)

Substituting Equation (1) into (3), it is as follows:

$$E_{\text{residual}} \geq \frac{P_{\text{sys}}}{P_{\text{solar}}}C.$$  

(4)

Therefore, if the residual energy in the battery is at least $(P_{\text{sys}}/P_{\text{solar}})C$, the node will not be blacked out; thus, we set this as the minimum energy threshold $E_{\text{threshold}}$. Therefore, given the current remaining energy $E_{\text{residual}}$, the energy $\Delta E$ that can be additionally used without a blackout can be expressed as follows:

$$\Delta E = E_{\text{residual}} - E_{\text{threshold}} \quad (E_{\text{residual}} \geq E_{\text{threshold}}).$$  

(5)
From now on, we will call $\Delta E$ the surplus energy.

3.3. Channel-Status Modeling

In a network environment, there are several indicators of channel conditions [44]. To estimate the amount of data with errors in the received data, our scheme uses the BER, which provides information regarding the percentage of bits for which an error has occurred in all the received data. In a wireless network, when transmitting and receiving data, a modulation and demodulation process is performed. For M-ary phase shift keying modulation, the BER, denoted as $P_b$, is expressed as follows [45]:

$$P_b = \frac{2}{k} Q\left(\sqrt{\frac{2E_b}{N_0} \sin \frac{\pi}{M}}\right), \quad E_b / N_0 \gg 1$$  \hspace{1cm} (6)

$$Q(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} dy,$$  \hspace{1cm} (7)

where $M = 2^k$, when the size of a FEC symbol is $k$ bits, and $Q$ represents an error function with a Gaussian probability distribution [45]. $E_b$ is the energy per bit of the received signal, and $N_0$ is the noise power spectral density. As a result, $E_b / N_0$ represents the SNR per bit, and this can be derived from the strength of the received radio signal measured at the hardware level [46]. If the BER of the link between the transmitting and receiving nodes is estimated by the measured SNR and Equation (6), the amount of data for which errors occur in the received data can be estimated. Thus, the size of the parity required for successful communication can be predicted.

3.4. Parity Size Determination According to Residual Energy

In the RS scheme, the parity size determination is performed in consideration of the energy state of both the transmitting and receiving nodes because the larger the parity size, the greater the energy used to transceive data. Additionally, the amount of energy required for encoding and decoding is also proportional to the parity size. Therefore, the parity size should be determined, considering the energy required to transceive the data and the energy required for encoding and decoding the RS code [41,43].

1. Parity size of the transmitting node in terms of energy

The energy $E_{tx}$ consumed by the transmitting node to transmit the data is calculated as follows [47]:

$$E_{tx} = D_{tx} \beta d^\alpha,$$  \hspace{1cm} (8)

where $D_{tx}$ is the size of the data to be transmitted, $\beta$ is the energy consumed when transmitting one bit to a distance of one meter, $d$ is the transmission distance and $\alpha$ represents the path loss, the default value of which is 2; this value varies depending on the environment. In the proposed scheme, the maximum parity size that can be transmitted without exceeding the available surplus energy $\Delta E$, calculated in Equation (5), is estimated at the beginning of the time-slot.

The energy $E_{tx}^{\text{parity}}$ that can be used to transmit the parity is calculated as follows:

$$E_{tx}^{\text{parity}} = \Delta E - E_{tx}^{\text{payload}} - E_{\text{encoding}},$$  \hspace{1cm} (9)

where $E_{tx}^{\text{payload}}$ is the amount of energy consumed to send original data in the payload field, and $E_{\text{encoding}}$ is the amount of energy used for encoding the RS code.
Please note that a symbol which consists of $m$ bits is an operation unit of the RS scheme for encoding and transmitting. Therefore, the maximum parity symbol size $S_{\text{parity}}$ that can be sent with the energy of $E_{\text{parity}}^{\text{tx}}$ can be represented as follows:

$$S_{\text{parity}}^{\text{tx}} = \left\lfloor \frac{E_{\text{parity}}^{\text{tx}}}{m \beta d^a} \right\rfloor,$$

(10)

where $m$ is the number of bits per symbol.

2. Parity size of the receiving node in terms of energy

The RS scheme consumes energy for data decoding and recovery that cannot be ignored. Assuming that the transmitting node transmits data with a long parity, considering only its energy status, the receiving node may not decode it due to insufficient energy. Therefore, when determining the parity size, the node sending the data must consider the energy of the node receiving the data, as well as its own energy.

Please note that if the receiving node consumes energy exceeding $E_{\text{threshold}}$, it may be blacked out. Therefore, the receiving node must limit the parity size by calculating the size of the parity that can be handled with energy $\Delta E$. The amount of energy $E_{\text{parity}}^{\text{rx}}$ consumed to receive parity, excluding the energy $E_{\text{payload}}^{\text{rx}}$ consumed to receive data and the decoding energy $E_{\text{decoding}}$, is as follows:

$$E_{\text{parity}}^{\text{rx}} = \Delta E - E_{\text{payload}}^{\text{rx}} - E_{\text{decoding}}.$$

(11)

Therefore, the maximum number of parity symbols $S_{\text{parity}}^{\text{rx}}$ that can be received with $E_{\text{parity}}^{\text{tx}}$ can be calculated as follows:

$$S_{\text{parity}}^{\text{rx}} = \left\lfloor \frac{E_{\text{parity}}^{\text{rx}}}{m E_{\text{rx}}} \right\rfloor,$$

(12)

where $E_{\text{rx}}$ is the energy consumed when receiving one bit of data.

3. Parity size determination in terms of energy

At the start of the time-slot, the receiver node embeds the information of $S_{\text{parity}}^{\text{rx}}$ in a control packet and transmits it to the sender. Then, the sender compares $S_{\text{parity}}^{\text{tx}}$ and $S_{\text{parity}}^{\text{rx}}$ and selects the smaller of the two as the parity candidate $S_{\text{energy}}^{\text{parity}}$.

3.5. Parity Size Determination According to Channel Condition

The BER is the ratio of received error bits to all the transmitted bits. The amount of data $B_{\text{error}}^{\text{rx}}$ that may produce errors in the receiving node can be estimated as follows:

$$B_{\text{error}}^{\text{rx}} = B_{\text{payload}}^{\text{rx}} \cdot \text{BER},$$

(13)

where $B_{\text{payload}}^{\text{rx}}$ is the size of the data that will be sent. By using $B_{\text{error}}^{\text{rx}}$, the size of the parity candidate required in the current channel state in symbol units can be calculated as follows:

$$S_{\text{parity}}^{\text{link}} = 2 \left\lfloor \frac{B_{\text{error}}^{\text{rx}}}{m} \right\rfloor.$$

(14)

As mentioned in Section 2.4, $(n - k)/2$ symbols can be restored for $(n - k)$ parity symbols. This is the reason for the multiplication by 2 in Equation (14).
3.6. Parity Size Selection and Data Transmission

If \( S_{\text{energy}} \geq S_{\text{parity}} \) is satisfied, both the sender and receiver have sufficient energy to exchange the required size of the parity in the corresponding channel state. Therefore, the data are transmitted with a parity with the length \( S_{\text{link}} \).

Conversely, if \( S_{\text{energy}} < S_{\text{parity}} \) is satisfied, one party out of the sender and receiver does not have sufficient energy to handle the parity of \( S_{\text{link}} \). In this case, data transmission is suspended until the start of the next round to save energy, and the possibility of transmission is checked in the next transmission round. This is because, even if \( S_{\text{energy}} \) is used in the sender, the errors are unlikely to be recovered owing to the severe link quality.

Figure 7 briefly shows the benefit of the proposed scheme through the above process. The scheme can save energy when the channel quality is good and improve the recovery ability of data by using the energy that was previously saved when the channel condition is poor.

![Figure 7. Comparison with FEC using fixed parity.](image)

3.7. Urgent Mode to Send Emergency Data

If the channel condition is so poor that it is useless to apply the possible parity size in terms of energy, a node suspends data transmission, as described above. Subsequently, when the energy of the sender and receiver is sufficiently harvested, the data are then transmitted. This method can be efficient for delay-tolerant applications, such as ecological monitoring or temperature and humidity detection in vast areas. However, it can cause a critical delay for transmitting important data in emergency applications, such as military operations or forest fire detection. Therefore, in the proposed scheme, emergency messages are assigned an urgent flag in the MAC header, as shown in Figure 8, leading to the model transmitting and receiving data regardless of the amount of energy; the nodes that receive the urgent message relay it immediately. By applying this method, the proposed scheme can be useful for more diverse WSN applications, including emergency data transmission.
3.8. Pseudo-Code of the Proposed Scheme

In this study, as described until now, the parity size that is used in the RS scheme is determined by considering the energy state of the sender and the receiver, as well as the channel condition between them, to reliably transmit data while maximizing the harvested solar-energy. Algorithms 1 and 2 describe the process of the proposed scheme.

Algorithm 1: Operation of sending node $i$ in 1 round

$i$ ← Sending node;
$j$ ← receiving node;
$S_{\text{parity}}^{\text{tx}}$ ← Algorithm 2;
$S_{\text{parity}}^{\text{rx}}$ ← Received from node $j$;

$S_{\text{link}}^{\text{parity}} = 2 \left\lceil \frac{\text{error}}{m} \right\rceil$;

// $\text{error}$ is amount of data (bits) that might be corrupted at node $j$ and $m$ is the bits per symbol;

if Urgent mode then
    Send data with $S_{\text{link}}^{\text{parity}}$;
else
    if $S_{\text{parity}}^{\text{tx}} \leq S_{\text{parity}}^{\text{rx}}$ then
        $S_{\text{parity}}^{\text{energy}} = S_{\text{parity}}^{\text{tx}}$;
    else
        $S_{\text{parity}}^{\text{energy}} = S_{\text{parity}}^{\text{rx}}$;

    if $S_{\text{link}}^{\text{parity}} \leq S_{\text{energy}}$ then
        Send data with $S_{\text{link}}^{\text{parity}}$;
    else
        Go to next round, node $i$’s operation.

Algorithm 2: Calculate $S_{\text{parity}}^{\text{tx}}$ of node $i$

$\Delta E = E_{\text{residual}} - E_{\text{threshold}}$;
$E_{\text{parity}}^{\text{tx}} = \Delta E - E_{\text{payload}} - E_{\text{encoding}}$;
$S_{\text{parity}}^{\text{tx}} = \left\lfloor \frac{E_{\text{parity}}^{\text{tx}}}{m} \right\rfloor$;
return $S_{\text{parity}}^{\text{tx}}$;
4. Performance Evaluation

4.1. Experiment Environment

We have evaluated the performance of the proposed scheme using Solar-Castalia [48], which is a simulator designed for SP-WSNs. The nodes were randomly deployed in an area with a size of 50 m × 50 m. The weather is randomly selected from sunny, cloudy or rainy, and nodes obscured by naturally occurring shades are also considered. Communication specifications of the CC2630 RF module [49] developed for Zigbee and 6-LoWPAN were used. For the encoding and decoding energies, the values measured in previous studies [41,50] were used.

We compare our scheme with other schemes that use a fixed parity size of RS (31, 29) and RS (31, 21): the energy-aware RS (EA-RS) scheme [50], which operates in two modes, depending on the energy state; and the channel-status adaptive RS (CA-RS), which does not consider the energy state but dynamically selects parity according to the channel state. Table 3 presents the detailed parameters used in our simulation.

| Parameter                        | Value                |
|----------------------------------|----------------------|
| Simulation time                  | 30 days              |
| Number of nodes                  | 100, 125, 150        |
| Node topology                    | Random               |
| Weather                          | Randomly selected    |
| Obscured node (by shadow)        | Randomly select 10% of nodes |
| Field size                       | 2500 m²              |
| Transmission range               | 10 m                 |
| Channel status (BER)             | 0.05, 0.1, 0.15, 0.2 |
| Baud rate                        | 250 kbps             |
| Sensing rate                     | 32 bytes/min         |
| Bit per symbol                   | 5 bits               |
| Battery capacity                 | 100 J                |
| Maximum harvested energy         | 49.22 J/day          |
| Minimum harvested energy         | 14.77 J/day          |
| Average harvested energy         | 38.72 J/day          |
| Transmission energy              | 0.6208 nJ/byte       |
| Reception energy                 | 0.0661 µJ/byte       |
| Encoding energy                  | 47 µJ/symbol         |
| Decoding energy                  | 163 µJ/symbol        |

4.2. Simulation Results

Figure 9 shows the blackout time of a node over time for 150 nodes with 0.15 BER. FEC consumes energy not only for the transmission of the data but also for encoding and decoding the data, which accounts for a significant part of the node’s energy consumption. For this reason, RS (31, 29), which uses two symbols as a parity, has the shortest blackout time. Since RS (31, 21) uses eight more parity symbols than RS (31, 29), the energy for encoding and decoding the data and for the transmission of the data increases accordingly. This results in a longer blackout time than the result of RS (31,21). EA-RS operates by selecting the RS (31, 21) mode and RS (31, 29) mode according to the energy state of the nodes. Therefore, it can be found that the blackout time of EA-RS is longer than that of RS (31, 29) and shorter than that of RS (31, 21). Because CA-RS determines the parity size according to the current channel condition, the parity size increases rapidly as the channel condition deteriorates. This can be found between the 9th and 15th days, which are rainy days, in Figure 9. Because the proposed scheme only uses the surplus energy and determines the parity size considering the energy state of both the sender and receiver, blackout does not occur at all.
Figure 9. Change in the blackout times, according to simulation time, for 150 nodes and 0.15 BER (9th∼15th day: rainy, 26th∼30th day: cloudy; others: sunny).

Figure 10 shows the amount of data collected from sink nodes over time for 150 nodes with 0.15 BER. Because the harvested solar energy changes over time, as shown in Figure 2, the energy that can be used for the data collection changes with the harvested solar energy. As can be inferred from Figure 10, the data for all the schemes are collected intensively at the time when plenty of energy is harvested. Because the transmission success rate is changed according to the difference between the size of the parity of each scheme, a noticeable difference can be found in the collected data. In particular, the difference between the amount of the collected data in the CA-RS and the proposed scheme is significant. Even though both schemes consider the channel states, the proposed scheme can collect more data at the sink node because the consideration of the energy status of both sender and receiver leads to a higher data reception rate than CA-RS.

A hotspot region is one in which the flow of data across the WSN is concentrated, resulting in a significantly higher energy consumption and more frequent blackouts than other regions. Figure 11 shows the remaining energy of nodes in the hotspot around the sink node. In Figure 11, it can be
observed that the amount of remaining energy of the schemes, except for the proposed scheme, decreases sharply between the 9th and 16th days, which are rainy days. In the proposed scheme, however, the nodes maintain a relatively high and stable energy level over time. Therefore, it can be inferred that the proposed scheme successfully manipulates the amount of energy consumed.

![Figure 11](image1.png)

**Figure 11.** Energy change of hotspot region nodes according to an experiment time for 150 nodes and 0.15 BER (9th~15th day: rainy; 26th~30th day: cloudy; others: sunny).

Figures 12 and 13 show the blackout time measured in the overall topology and the amount of data collected from the sink nodes, respectively, when the numbers of nodes deployed are 100, 125 and 150. Because the amount of data transmission and reception increases with the increased number of nodes, the energy consumption in each node also increases. For this reason, the blackout time also increases as the number of nodes increases. However, as mentioned earlier, the proposed scheme only consumes surplus energy; thus, blackout does not occur. Consequently, the nodes in the proposed scheme can collect a large amount of data without losing it. As can be observed in the figure, even if the number of nodes varies, the proposed scheme shows the highest amount of data collected from the sink node.

![Figure 12](image2.png)

**Figure 12.** Total number of blackout nodes with various node counts (BER 0.15).
Figure 13. Total amount of received data at the sink node with various node counts (BER 0.15).

Figure 14 shows the change in total blackout time when the BER is changed to 0.05, 0.1, 0.15 and 0.2. In the RS (31, 29) and RS (31, 21) schemes, which use fixed parity, the blackout time is reduced as the channel condition deteriorates. This occurs because, for a higher BER, most of the data transfer is likely to be deferred, and thus the data reception rate is reduced, resulting in decreased amounts of data being relayed throughout the network. As a result, lower energy for transmitting, decoding, and encoding the data is consumed; therefore, the high BER induces a shorter blackout time in fixed parity schemes. Because EA-RS sends data with two or 10 parity symbols, depending on the energy state, it does not adopt a fully flexible parity size. Therefore, it shows a similar result to the previous two schemes. CA-RS uses a longer parity as the BER increases, which consumes more energy, resulting in an increased blackout time. The proposed scheme also uses parity according to the BER; however, because the energy state of the nodes is simultaneously considered, no blackout occurs.

Figure 15 shows the total amount of data collected at the sink node, under the same conditions as Figure 14. This figure indicates that all the schemes show that the collected data decreases as the BER increases, which is inferred because the number of errors have exceeded the recovery limit of
the RS scheme. As the BER increases, CS-RS tries to enhance the error recovery rate by increasing the parity size but inevitably consumes more energy. Thus, fewer data are collected than the proposed scheme. The proposed scheme shows the best results considering both the channel condition and energy consumption, regardless of the BER.

![Figure 15. Received data of sink for varying BER (node 150).](image)

5. Conclusions

The goal of SP-WSN is to efficiently use periodically collected energy. For FEC, the data recovery rate increases with the length of the parity, and there is a trade-off between the length of the parity and energy consumption. In this study, for the most efficient use of solar energy, the proposed scheme uses the surplus energy to enhance the error recovery rate. In each node with the proposed scheme, the length of the parity symbol, which is used to recover the error data, is determined by considering both the link status and the energy status of the sender and receiver nodes. In addition, if the parity length in terms of energy is not sufficiently long to handle the severe link condition, the node delays the transmission during this round until a sufficiently long parity can be generated with sufficient energy. As a result of comparing its performance with other schemes, it can be confirmed that the proposed scheme effectively prevents node blackout and collects more data than other schemes. In summary, the proposed scheme effectively improved the reliability of communication by optimally using harvested energy.
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