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Abstract

In this paper we describe the testing procedure for assessing the statistical significance of treatment effect under the experimental conditions of baseline imbalance across covariates and attrition from the survey, using the permutation tests proposed by Freedman and Lane (1983) and Romano and Wolf (2016). We discuss the testing procedure for these hypotheses based on a linear regression model and introduce the new Stata command [R] permtest for the implementation of the permutation test in Stata. Moreover, we investigate the finite-sample performance as well as the statistical validity of the test with a Monte Carlo simulation study in which we examine the empirical size and power properties under the conditions of baseline imbalance and attrition for a fixed number of permutation steps.
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1 Introduction

Non-parametric methods and in particular permutation tests have been widely used in empirical research as an alternative inference validation methodology especially in finite samples. Permutation tests have been applied to studies of clinical or economic policy interventions which aim to test the treatment effects of a dependent variable e.g., a health outcome. For example, one-sided single-hypothesis block permutation p-values associated with the IPW treatment effect estimate are presented by Campbell et al. (2014) who examine the long-term health effects of the ABC intervention study\(^1\). The small sample size of the study makes the statistical evaluation of the treatment effects challenging. To overcome this problem, the authors use exact (small-sample) permutation tests for the multiple testing of different treatment effects (i.e., in order to exclude spurious treatment effects) using stepdown procedures.

Furthermore, the appearance of missing data to survey studies due to non-random attrition as well as the possibility of baseline imbalance across the individual characteristics of the participants introduces additional bias in the evaluation of treatment effects. In particular, Kinnamon and Martin (2014) propose the use of exact \(\alpha\)-level Monte Carlo permutation tests to correct the problem of missing observations in genotype variables, in the absence of other cofounders such as population stratification. The aforementioned experimental conditions clearly affect the statistical inference related to the treatment effect estimate. In this paper, we describe and implement in Stata the permutation test proposed by Freedman and Lane (1983) and Romano and Wolf (2016) which provides statistical robustification in the inference of the treatment effect estimate especially for the cases of baseline imbalance and attrition.

1.1 Related Literature

Permutation tests are non-parametric randomization tests with superior performance under specific conditions compared with other parametric methods. Specifically, permutation tests are used to adjust the critical values of non-parametric tests (such as the standard t-test for individual statistical significance) and can control for false positives in hypothesis testing even with mild assumptions regarding the underline distribution. The fact that permutation tests solely rely on the randomization of the observed data and not on any underline structure of the prior probability distribution of the error terms, makes them a suitable test for treatment effect validation under baseline imbalance and attrition.

The underline theory of permutation tests rests on the assumption of an exchangeable error distribution which implies that conditional on its order statistics, the vector of stochastic disturbance terms is uniformly distributed over all its permutations (Freedman and Lane, 1983). In particular, a permutation test is considered to be a conditional test since it generates the permutation distribution conditional on the observed values of the random variable Ernst et al. (2004). Therefore, a permutation test applied as an alternative to the traditional statistical tests of significance can provide a robust evaluation of the significance of one or more coefficients in multiple regression models. Various studies have shown the use of permutation tests in the statistical validation of treatment effect estimates for clinical trials.

Firstly, in terms of the finite properties and the distributional assumptions of the permutation test, we note here few related papers. In particular, Tanizaki (2004) examine the finite (small sample) properties of the permutation test against the t test for independence between two samples. The author concludes that as expected the t-test based on data generated from

\(^1\)The particular study was designed as a social experiment to investigate whether a stimulating early childhood environment could prevent the development of mild mental retardation in disadvantaged children.
normal random variables perform better than the permutation test. However, in the case of fat tailed and skewed distributions the permutation test has much better power performance. Moreover, Solmi et al. (2014), use a permutation test for the evaluation of the treatment effects in alteration single-case experimental designs. In particular, the authors conclude that the permutation test has a robust performance especially in the case of autocorrelation in the error terms of the experimental design since randomization procedures have the statistical flexibility of handling serial dependence in the structure of the error terms (i.e., time varying dependence of the error terms).

Secondly, the construction of the permutation test varies depending on the experimental conditions under examination. For example, Welch (1990), construct a permutation test for block and factorial designs where the authors conclude that the exchangability property of the error terms allows the efficient estimation of the treatment effects in block designs with covariates due to the well mixing property of the distribution of errors between and across blocks. Furthermore, Foster et al. (2016), propose several permutation-based methods which are robust especially in the case of treatment-by-covariate interactions. This is especially a useful permutation test design for statistical validation of treatment effects in the case we allow the interaction between the treatment effect variable and additional covariates in the model. Finally, Winkler et al. (2014) provide a general framework of permutation inference for the general linear model with various permutation strategies and complex experimental designs (such as balanced versus unbalanced designs).

2 Treatment Effect Linear Regression Model

We define the Treatment Effect Linear Regression Model (TELRM), to be the simple linear regression model for an outcome, (e.g., health outcome), \( Y \) and the binary (e.g., 1 or 0) explanatory variable \( D \) which indicates the participation to a RCT study. For simplicity, we assume that the TELRM has no additional controls, even though the extension in the presence of additional covariates is discussed further below.

\[
y_j = \gamma D_j + \epsilon_j \quad \text{for} \quad j = 1, \ldots, n
\]  

Let \( T_n(X_1, \ldots, X_n) \) be a given test statistic with \( T_n : \Omega^n \rightarrow \mathbb{R} \) based on \( \Omega \)-valued random variables. For the asymptotic sample case it is known that a central limit theorem holds for \( T_n \) under \( H_0 \) and a consistent variance estimator \( V_n \) for its asymptotic variance is available (Janssen et al., 2003). However, in the case of finite sample theory in order to obtain accurate results for the test statistic of interest we can use a re-sampling method such as the permutation test. More specifically, we consider a sample \( X_1^\ast, \ldots, X_n^\ast \) which is drawn given \( X_1, \ldots, X_n \) and consider the resampling test statistic and the data dependent critical values given by

\[
T_n^\ast = T_n(X_1^\ast, \ldots, X_n^\ast) \quad \text{and} \quad c_n^\ast(X_1, \ldots, X_n).
\]  

with a corresponding asymptotic resampling test version of the significance level \( \phi_n = 1_{(c_n, \infty)}(T_n) \) given by \( \phi_n^\ast = g(X_1, \ldots, X_n) \) for \( T_n = c_n^\ast(X_1, \ldots, X_n) \).

Regardless of the test statistic, p-value is a common measure of evidence against the null hypothesis. The proposed permutation test is used within the potential outcome framework in order to estimate permuted p-values for the significance of the treatment effect estimator under the assumption of block randomization, i.e., \( Y(\gamma) \perp \perp D|X \). In particular, we are interested for the one-sided p-value of the null hypothesis of no treatment effect which is given by

\[
\hat{p} = \hat{P}(t^\ast > t) = \frac{\#(t^\ast > t)}{R}
\]
Furthermore, we can use the following econometric specification for the validity of the treatment effect estimate via the permutation test for the TELRM with additional covariates.

\[
y_j = \gamma D_j + \beta' X + \epsilon_j
\]  

where \(y_j\) is an \((n \times 1)\) vector of health outcomes, \(D_j\) an \((n \times 1)\) vector representing a binary treatment effect indicator variable and \(X\) an \((n \times p)\) matrix of covariates, where \(p < n\). Moreover, the model unknown parameters are \(\gamma\) (a scalar) and \(\beta'\) a \((p \times 1)\) vector of coefficients. We also assume that \(\epsilon_j\) is a sequence of innovation terms following a particular distribution with at least finite first and second moments, that is, \(\epsilon_j \sim (\mu, \sigma^2)\), which is not necessarily normal. In the case where \(\beta = 0\) we have the model of treatment effects with no covariates. Also, even though there are no restrictions on the parameter space of \(\gamma\), in order to preserve the monotonicity of the power function we use a restricted set as the parameter space of the treatment effect estimator, that is, \(\gamma \in (0, 1)\).

To shed more light on the procedure required to construct the permutation test, consider for example the methodology of Freedman and Lane (1983), which is considered to be a permutation testing procedure of the adjusted p-values under the reduced model and involves the following steps. First, we regress the outcome on the effect of interest as well as the nuisance parameters and we use the parameter \(\beta\) in order to compute the statistic of interest \(T_0\) (i.e., the statistics under the full model). Then, we regress the outcome against the reduced model that contains only the nuisance parameters. Computing the set of permuted outcome values and pre-multiplying the reduced model residuals by a permutation matrix we get the adjusted permuted outcomes. We repeat these steps a large number of times (i.e., number of permutations e.g. \(M = 1000\)) to build the reference distribution of the permuted \(T^*\) statistics under the null hypothesis \(H_0\). Finally, by counting the number of times \(\{T^*_j \geq T_0\}\) in order to get the p-value of the permutation test. The permutation test is considered to be very computer-intensive and thus there is increasing need to evaluate its performance for small-sample properties.

In this paper, since we consider two specific experimental conditions we use the methodology of linear conditioning proposed by (Freedman and Lane, 1983) which allows to accommodate as a correction for baseline imbalance. Firstly, considering the covariate imbalance case if it is not accommodated correctly in the estimation procedure under the assumption of conditional independence of the treatment effect it can invalidate the statistical inference. Thus, to test for such effects we can consider the matrix of covariates \(X\) to include a vector of regressors which are characterised by imbalance in terms of its distributional moments across the control and the treatment group of the experimental design. An alternative design which can accommodate the existence of such effects is to assume that the covariates included in \(X\) are found to be imbalanced across the treatment group. Therefore, in order to correct for this model misspecification we can use the linear conditioning methodology which corrects for the imbalance of regressors.

Secondly, we consider the case of attrition within the experimental design occurring due to the introduction of time factor, and can negate the randomization in the initial experimental design (see, e.g., Seaman and White (2013), Hausman and Wise (1979)). Attrition within an experiment can be due to observables as well as unobservable characteristics of the participants within the study. Furthermore, in order to correct for attrition we consider the methodology of Inverse Probability Weighting, (IPW), proposed by (Wooldridge, 2010). IPW is a statistical methodology which re-weights the subjects and gives more weight to subjects that present observable characteristics that are more similar to the attributed subjects. Various studies had considered the attrition scenario for permutation tests (e.g., see Tang et al. (2009)). Moreover, if the probability of attrition is correlated with experimental response, then traditional statistical techniques can lead to biased and inconsistent estimates of the treatment effect.
3 The permtest command

3.1 Syntax

The \texttt{R} \texttt{permtest} command implements the permutation test Freedman and Lane (1983) and Romano and Wolf (2016). The syntax of the command is described below.

\begin{verbatim}
permtest depvar indepvars [if] [in] [treat(string) np(integer) blockvars(varlist) lcvars(varlist)].
\end{verbatim}

The two required arguments of the \texttt{R} \texttt{permtest} command are \texttt{depvars} which is the dependent variable (outcome variable \( y \)) and \texttt{indepvars} which is the binary treatment effect indicator variable, \( D \). The command allows for the dependent variable to be also in a vector form of outcomes e.g., \( y = (y_1, y_2, y_3) \) especially when considering the outcomes of the same subjects under different experimental conditions. Detailed instructions for users are given below:

1. \texttt{permtest y, treat(D) np(1000)}
2. The inputs should be outcome variable (y), treatment variable (D), number of permutations (np).
3. When block randomized design is allowed use \texttt{blockvars(varlist)}.

3.2 Options

We now describe the options of the main command. Notice that when these options are left unspecified, the \texttt{permtest} command executes the procedure based on the default settings.

• \texttt{treat(string)} is the binary treatment effect indicator variable of the model which is used to evaluate the linear treatment effect. The specification of the particular variable is essential for the \texttt{permtest} command to run. Furthermore, the treatment effect indicator variable should be an integer for example it could have the assigned values 0 if the patient is part of the control group and 1 if the patient is part of the treatment group.

• \texttt{np(integer)} is the number of permutations to be used by the \texttt{permtest} command to derive the asymptotic distribution and p-values of the t-test for deciding the statistical significance of the treatment effect. The higher the number of permutations, the higher the complexity and execution time of the permutation test.

• \texttt{blockvars(varlist)} is the optional input variable list used to specify a block permutation design. The default permutation design is the naive permutation which overrides blocks. Alternatively, if a variable list is specified the permutation test algorithm uses block randomization techniques based on the variable list of subjects’ characteristics such as age, gender or other common variable across subjects.

• \texttt{lcvars(string)} is the optional input variable list used to specify linear conditioning. This includes all variables which can be used as additional controls. The default is no linear conditioning variables, so the permutation test works with no controls as well.

• \texttt{sdmethod} is the stepdown method to be used by the \texttt{permtest} command. The default stepdown method is (rw16) which uses the stepdown hypothesis testing methodology of Romano and Wolf (2016). Alternatively, the option (rp) implements the stepdown methodology of Campbell et al. (2014).
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• **naive** Whether to perform naive permutation (overrides blockvars).
• **reverse** Whether to reverse ALL outcomes for pvalues and TEs.
• **robust** Whether to use robust standard errors.
• **link** Probit or Logit link function to be used as an option for the IPW.
• **tipwcovars1** Control variables for IPW (applies to all variables if specified alone).
• **verbose** Print full progress of routine.
• **effsize** Display effects in terms of effect size.
• **savemat** File to save results matrix.

### 3.3 Saved Results

The command `permtest` generates the following results in `e()`:

**Scalars**

- `e(pval_asym2s)` two-sided asymptotic pvalues
- `e(pval_asym1s)` one-sided asymptotic pvalues
- `e(pval_perm)` one-sided permutation pvalues
- `e(pval_permipw)` one-sided permutation+IPW pvalues
- `r(pval_permipw)` one-sided permutation+IPW pvalues
- `e(pval_permipw)` one-sided permutation+IPW pvalues
- `e(pval_permsd)` one-sided permutation IPW stepdown pvalues
- `e(tstat_p)` Matrix of permuted t-stats
- `e(tstat_p_ipw)` Matrix of permuted t-stats with IPW
- `e(tstat_s)` Matrix of original t-stats
- `e(tstat_s_ipw)` Matrix of original t-stats with IPW
- `e(res)` Matrix with table of results.

**Matrices**

- `e(ipWeights)` Matrix of inverse probability weights.
- `e(Yperm)` Matrix of permuted.
3.4 An Illustrative Example

Consider the following simulated example that illustrates the finite sample performance of the permutation test proposed by Romano and Wolf (2016). First, we simulate data to construct the Treatment Effect Linear Regression Model (TELR) using the following code:

```
. set obs 25
. gen d = (rnormal(0,1)<0)
. gen e = rnormal(0,1)
. gen y = 0.8*d + e
```

Then we regress $y$ on $D$, which includes a model intercept and the binary explanatory covariate:

```
. reg y d
```

Next, we generate a (TELRM) with baseline imbalance in the covariates and attrition and again check the statistical significance of the treatment effect.

First, for the experimental condition of baseline imbalance we generate the following code:

```
. gen X1 = rnormal(0,2)
. gen rand = runiform()
. gen X2 = (rand>0.7) + 1
. gen e = rnormal(0,1)
. gen y = 0.8*d + 0.20*X1 + 0.05*X2 + e
```

Second, for the experimental condition of attrition we generate the following code:

```
. gen W = rnormal(0,1)
// generate outcomes with treatment effects
. gen y = ‘gamma’*D + 1.5*W + e
// generate attrition
. gen R = (1 + 0.5*D + 1*W + rnormal(0,1) > 0)
// R=1 means Y is observed
. replace y = . if R==0
. reg y D W
```

Remark. Thus, by observing the statistical significance of the $t$–test under these two experimental conditions is likely that the null hypothesis of no treatment effect is falsely not rejected which is the wrong conclusion since factors such as the small sample size as well as the baseline imbalance and sampling units attrition can invalidate the significance of the treatment effect. Therefore, this motivates the construction of the proposed permutation testing procure. Moreover, we can run again the examples described above for a set of simulated data.

```
permtest y, treat(D) np(‘np’) ipwcovars1(W)
```
4 Monte Carlo Simulation

According to LaLonde (1986), a reasonable estimator of the average treatment effect should be able to closely replicate the experimental estimate of the effect of interest e.g., a health or economic outcome. Furthermore, a Monte Carlo simulation study can provide us with useful insights regarding the aforementioned conditions especially in cases where theoretical results are limited. According to Advani et al. (2018) a carefully designed and empirically motivated Monte Carlo study is capable of informing the empirical researcher of the actual ranking of various estimators when applied to a given problem using a given data set. Thus, the validity of the permutation test is related to its ability to detect a statistical significant treatment effect estimator of the linear econometric model. Therefore, the Monte Carlo results can provide statistical evidence regarding under which experimental conditions is expected that the permutation test robustly identifies the treatment effect of a related intervention policy.

When designing a Monte Carlo experiment there are important aspects which should be taken into account for robust estimation of the empirical size and power of the testing procedure under consideration. Related aspects include: (i) the number of replications, \( B \), (ii) the econometric specification used in the experimental design (iii) the error distribution used to simulate the data generating process (DGP). However, in order to control for certain experimental conditions we can keep some aspects of the experimental design fixed (such as the model specification, and the number of replications) while varying other factors (such as the treatment effect coefficient, the sample size and the error distribution). In particular, according to Russell and G. (1995), the finite distribution of the test statistic of a regression parameter in the Monte Carlo design does not depend on the variance of the error term and thus we can fix the variance of the error terms at some arbitrary level.

Empirical size and power of the permutation test are calculated as the percentage of times in the samples which were permuted the null of no treatment effect is rejected. We test various experimental designs with different treatment effect parameters in order to find the optimal design which can give the desirable properties. We consider a sequence of local data generating processes which are not nested within the alternative hypothesis and we check the monotonicity property of the power function as well as for any signs of size distortion. The computation on the empirical size and power are carried out with \( B = 1000 \) replications to control the rate of convergence and \( r = 1000 \) (number of permutations) permuted test statistics from the permutation distribution which is a sufficient number to get an accurate estimate of the exact p-value of the permutation test. Let \( D_j \) denote the treatment indicator variable, that is, \( D_j = 1 \) if the individual was assigned to treatment and \( D_j = 0 \) otherwise. The empirical size and power of the Monte Carlo simulation study represent the rejection rates of the following null hypothesis against the alternative hypothesis, that is \( H_0 : \gamma = 0 \) versus \( H_1 : \gamma > 0 \) with significance level \( \alpha = 0.05 \) and \( j = 1, \ldots, n \) where \( n = \{20, 40, 60\} \).

The specific framework allow us to test the validity of the permutation test under different experimental designs by varying the value of the hypothesized treatment effect, the sample size, the error distribution (i.e., symmetric vis-a-vis skewed), the nature of the randomization procedure (i.e., via block permutation), baseline imbalance (i.e., via linear conditioning), selective attrition (i.e., via IPW), as well as multiple hypothesis for the true value of the treatment effect (i.e., via stepdown adjustment of p-values). For comparison purposes, we report the p-values of the t-statistic of the linear regression model computed by expression (3) vis-a-vis the simulated p-value that corresponds to the permutation test on the sample statistics. Furthermore, we employ the method of re-sampling from the conditional distribution which ensures that the test statistics remain exact and distribution free with only a small loss of efficiency.
4.1 Baseline Experimental Design

For the baseline experimental design after extensive trial and error we choose to use as DGP an econometric specification which has no covariates and a specification which includes two covariates. Furthermore, in order to capture different experimental errors we draw the distributional errors from two symmetric distributions and two skewed distributions for each DGP.

Model 1 (Treatment Effect estimation with no covariates)

\[ y_j = \gamma D + \epsilon_j^{(k)}, \text{ where } \epsilon_j^{(k)} \sim F(\epsilon^{(k)}), \ j = \{1, ..., n\}. \]  

The above model has a simple specification, however we can test the validity of the permutation test in detecting the significance of the treatment effect estimator without conditioning on covariates and thus can give us a good indication of the suitability of the error distribution used in the model. Table 1, presents the empirical size and power of the Monte Carlo experiment for the particular DPG and conditions which represents the number of times the estimated p-values are less than the significance level \( \alpha = 5\% \).

As we can see from the results on Table 1, firstly the empirical size for the permutation test is close to the nominal size and thus there is no indications of empirical size distortions. Moreover, the permutation test performs as good as the OLS t-statistic under the normality assumption which is a first sign of the validation of the test. Furthermore, since we are looking to identify the experimental conditions under which the permutation test performs better than the t-statistic we check also other error distributions. For example, in the case of Student distribution with \( n = 40 \) and \( \gamma > 0.5 \) the permutation test has slightly higher power that then standard t-test. However performance differences become more noticeable as the sample sizes are decreased and skewed errors are introduced. More specifically, in the case of the Weibull distribution which produces skewed error terms, the improvement in the power function of the permutation test is seen only in the case of the value of the treatment effect close to the boundary of the restricted parameter space of \( \gamma \). Finally, in the case of Cauchy error terms even though the power function is at lower levels for both tests, we can observe much higher values for the permutation test, an indication that it has superior performance under the assumption of extremely skewed experimental errors, which is often the case in randomized experiments due to attrition and non-response in follow-up surveys.

Model 2 (Treatment Effect estimation with covariates)

\[ y_j = \gamma D + 0.20 \ast X_1 + 0.05 \ast X_2 + \epsilon_j^{(k)}, \text{ where } \epsilon_j^{(k)} \sim F(\epsilon^{(k)}), \ j = \{1, ..., n\}. \]  

The above specification provides an identification of the treatment effect in a model with covariates. The model includes a continuous covariate i.e., \( X_1 \sim N(0, 2) \) and a discrete binary covariate which resembles an individual continuous characteristic and a binary characteristic (e.g., gender) respectively. According to Nagelkerke et al. (2000), the treatment effect estimation with covariates adjusts treatment received for any confounding effects and thus this technique can identify the true or causal treatment effect. Firstly, the inclusion of covariates in the econometric specification corrects for any size distortions in the case of the parametric t-test especially in the case of the Cauchy distribution and small sample size. Secondly, even though the power function for the permutation test has generally slightly lower levels than in the case of the model with no covariates in the case of small sample size (i.e., \( n = 20 \)) increasing the degree of skewness (i.e., using the Cauchy instead of Weibull distribution) shows improvements in the performance of the permutation test similar to the model with no covariates.
Table 1: Empirical size and power for $H_0 : \gamma = 0$ and $H_0 : \gamma > 0$ with model 1 for the baseline experimental design

| n  | $\gamma$ | Parametric p-value | Permutation p-value |
|----|---------|--------------------|--------------------|
|    |         | N      | S      | W      | L      | C      | N      | S      | W      | L      | C      |
|    | 0       | 0.052  | 0.041  | 0.051  | 0.044  | 0.049  | 0.050  |
| 20 | 0.1     | 0.060  | 0.051  | 0.051  | 0.043  | 0.048  | 0.048  |
|    | 0.2     | 0.060  | 0.051  | 0.051  | 0.043  | 0.048  | 0.048  |
|    | 0.3     | 0.060  | 0.051  | 0.051  | 0.043  | 0.048  | 0.048  |
|    | 0.4     | 0.060  | 0.051  | 0.051  | 0.043  | 0.048  | 0.048  |
|    | 0.5     | 0.060  | 0.051  | 0.051  | 0.043  | 0.048  | 0.048  |
|    | 0.6     | 0.060  | 0.051  | 0.051  | 0.043  | 0.048  | 0.048  |
|    | 0.7     | 0.060  | 0.051  | 0.051  | 0.043  | 0.048  | 0.048  |
|    | 0.8     | 0.060  | 0.051  | 0.051  | 0.043  | 0.048  | 0.048  |
| 40 | 0       | 0.052  | 0.058  | 0.050  | 0.035  | 0.033  | 0.047  |
|    | 0.1     | 0.052  | 0.058  | 0.050  | 0.035  | 0.033  | 0.047  |
|    | 0.2     | 0.052  | 0.058  | 0.050  | 0.035  | 0.033  | 0.047  |
|    | 0.3     | 0.052  | 0.058  | 0.050  | 0.035  | 0.033  | 0.047  |
|    | 0.4     | 0.052  | 0.058  | 0.050  | 0.035  | 0.033  | 0.047  |
|    | 0.5     | 0.052  | 0.058  | 0.050  | 0.035  | 0.033  | 0.047  |
|    | 0.6     | 0.052  | 0.058  | 0.050  | 0.035  | 0.033  | 0.047  |
|    | 0.7     | 0.052  | 0.058  | 0.050  | 0.035  | 0.033  | 0.047  |
|    | 0.8     | 0.052  | 0.058  | 0.050  | 0.035  | 0.033  | 0.047  |
| 60 | 0       | 0.052  | 0.054  | 0.050  | 0.046  | 0.024  | 0.050  |
|    | 0.1     | 0.052  | 0.054  | 0.050  | 0.046  | 0.024  | 0.050  |
|    | 0.2     | 0.052  | 0.054  | 0.050  | 0.046  | 0.024  | 0.050  |
|    | 0.3     | 0.052  | 0.054  | 0.050  | 0.046  | 0.024  | 0.050  |
|    | 0.4     | 0.052  | 0.054  | 0.050  | 0.046  | 0.024  | 0.050  |
|    | 0.5     | 0.052  | 0.054  | 0.050  | 0.046  | 0.024  | 0.050  |
|    | 0.6     | 0.052  | 0.054  | 0.050  | 0.046  | 0.024  | 0.050  |
|    | 0.7     | 0.052  | 0.054  | 0.050  | 0.046  | 0.024  | 0.050  |
|    | 0.8     | 0.052  | 0.054  | 0.050  | 0.046  | 0.024  | 0.050  |

Notes: DGP is given by $y = \gamma D + \epsilon$ and the significance level of $H_0 : \gamma = 0$ is $\alpha = 0.05$ with $B = 1000$ number of replications based on 1000 number of permutation steps.

Remarks. In order to be able to correctly compare the statistical effect of $\gamma$ across the different distributions and across the different values of $\gamma$ within the restricted set $\gamma \in [0, 1)$ we rescale each distribution with respect its population mean and variance in order to keep the same variance for the given econometric specification. In particular, Student and Weibull errors can be considered to be simulating skewed errors in the experimental design. Moreover, Cauchy errors is considered to be a fat tailed distribution while the Log-Normal to be both fat tailed and skewed. Generally, by observing the results of the empirical size and power of Tables 1 we can say that the empirical size seems to be close to the nominal value for all distributions except in some cases just a little undersized (e.g., alpha = 3.8%). Also, the lognormal and Weibull distributed errors give higher power values in comparison to the normal and student errors (with lognormal giving the highest power) and also show more clear improvements between the p-value obtained from OLS vis-a-vis the p-value obtained with the permutation procedure especially for smaller sample sizes (e.g., $n = 20$) which is a desirable result for our simulation study. In terms of the Cauchy errors, even though it has lower power values in comparison with the rest, there is more clear difference between the power of the non-parametric test (i.e., permutation test) and the parametric test.
Table 2: Empirical size and power for $H_0 : \gamma = 0$ and $H_0 : \gamma > 0$ with model 2 for the baseline experimental design

| n   | 0   | 0.049 | 0.038 | 0.038 | 0.049 | 0.041 | 0.054 | 0.040 | 0.041 | 0.050 | 0.043 |
|-----|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|     | 0.1 | 0.080 | 0.073 | 0.072 | 0.084 | 0.072 | 0.072 | 0.075 | 0.075 | 0.096 | 0.074 |
|     | 0.2 | 0.115 | 0.118 | 0.127 | 0.155 | 0.110 | 0.116 | 0.121 | 0.129 | 0.163 | 0.124 |
|     | 0.3 | 0.143 | 0.164 | 0.194 | 0.232 | 0.162 | 0.145 | 0.177 | 0.199 | 0.248 | 0.179 |
|     | 0.4 | 0.190 | 0.236 | 0.251 | 0.322 | 0.209 | 0.188 | 0.244 | 0.260 | 0.331 | 0.232 |
|     | 0.5 | 0.259 | 0.308 | 0.326 | 0.405 | 0.273 | 0.256 | 0.316 | 0.344 | 0.413 | 0.292 |
|     | 0.6 | 0.335 | 0.385 | 0.417 | 0.480 | 0.316 | 0.337 | 0.393 | 0.427 | 0.493 | 0.347 |
|     | 0.7 | 0.413 | 0.467 | 0.509 | 0.557 | 0.374 | 0.406 | 0.473 | 0.505 | 0.573 | 0.409 |
|     | 0.8 | 0.486 | 0.557 | 0.585 | 0.637 | 0.436 | 0.479 | 0.557 | 0.583 | 0.646 | 0.458 |

| n   | 0   | 0.043 | 0.058 | 0.050 | 0.042 | 0.034 | 0.044 | 0.059 | 0.055 | 0.047 | 0.041 |
|-----|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|     | 0.1 | 0.087 | 0.099 | 0.104 | 0.102 | 0.061 | 0.083 | 0.106 | 0.105 | 0.106 | 0.072 |
|     | 0.2 | 0.146 | 0.173 | 0.169 | 0.190 | 0.092 | 0.140 | 0.174 | 0.176 | 0.198 | 0.114 |
|     | 0.3 | 0.207 | 0.273 | 0.287 | 0.311 | 0.144 | 0.199 | 0.272 | 0.289 | 0.324 | 0.170 |
|     | 0.4 | 0.314 | 0.386 | 0.387 | 0.469 | 0.194 | 0.308 | 0.389 | 0.391 | 0.471 | 0.229 |
|     | 0.5 | 0.449 | 0.506 | 0.495 | 0.596 | 0.256 | 0.445 | 0.512 | 0.502 | 0.599 | 0.291 |
|     | 0.6 | 0.592 | 0.640 | 0.606 | 0.694 | 0.317 | 0.587 | 0.642 | 0.608 | 0.694 | 0.352 |
|     | 0.7 | 0.696 | 0.729 | 0.692 | 0.775 | 0.369 | 0.701 | 0.733 | 0.697 | 0.777 | 0.405 |
|     | 0.8 | 0.786 | 0.809 | 0.770 | 0.827 | 0.414 | 0.781 | 0.811 | 0.768 | 0.832 | 0.453 |

| n   | 0   | 0.043 | 0.042 | 0.049 | 0.047 | 0.033 | 0.045 | 0.043 | 0.048 | 0.044 | 0.043 |
|-----|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|     | 0.1 | 0.091 | 0.096 | 0.106 | 0.106 | 0.061 | 0.091 | 0.096 | 0.115 | 0.111 | 0.074 |
|     | 0.2 | 0.176 | 0.213 | 0.202 | 0.222 | 0.109 | 0.177 | 0.212 | 0.206 | 0.229 | 0.131 |
|     | 0.3 | 0.278 | 0.357 | 0.329 | 0.375 | 0.168 | 0.276 | 0.353 | 0.329 | 0.376 | 0.190 |
|     | 0.4 | 0.409 | 0.503 | 0.466 | 0.533 | 0.232 | 0.402 | 0.501 | 0.464 | 0.535 | 0.265 |
|     | 0.5 | 0.562 | 0.654 | 0.613 | 0.659 | 0.283 | 0.561 | 0.655 | 0.615 | 0.660 | 0.318 |
|     | 0.6 | 0.702 | 0.771 | 0.738 | 0.763 | 0.346 | 0.695 | 0.773 | 0.737 | 0.768 | 0.380 |
|     | 0.7 | 0.815 | 0.861 | 0.844 | 0.833 | 0.394 | 0.821 | 0.859 | 0.841 | 0.840 | 0.432 |
|     | 0.8 | 0.893 | 0.908 | 0.892 | 0.895 | 0.449 | 0.892 | 0.908 | 0.894 | 0.902 | 0.489 |

Notes: DGP is given by $y = \gamma D + 0.20 * X_1 + 0.05 * X_2 + \epsilon$ and the significance level of $H_0 : \gamma = 0$ is $\alpha = 0.05$ with $B = 1000$ number of replications based on 1000 number of permutation steps.

Remarks. One of the advantages of using a resampling test in that the proper empirical size is guaranteed regardless of the distribution of the error term and thus the choice of the test statistic can be based solely on the power (Kennedy, 1995). Therefore, this property allows us to compare the parameteric versus the non-parameteric t–tests based on their performance under the alternative hypothesis.
4.2 Experimental Design with unbalanced covariates

The experimental design of unbalance covariates aims to simulate the scenario of having confounding caused by baseline imbalance observed in a particular sample. Thus, conditional on the observed baseline imbalance the estimated treatment effects are biased which result in inflated type I rates (Wei and Zhang, 2001). Thus, we aim to check the performance and validity of the permutation test under an experimental design which contains covariates with unbalanced distributional moments. In other words, we want to check whether the permutation test robustly identifies the treatment effect under potential confounding and bias in the original sample design. In order to simulate this scenario, we use two different econometric specifications. The first model consists of using a continuous covariate in the econometric specification and using different means for the treatment and control groups. We also use an auxiliary design to check the robustness of our results with a second DPG which aims to simulate the case of unbalance on the number of people received the treatment, using a Binomial\((n = 1, p = 0.3)\).

\[
\text{Model 1 (Unbalanced continuous covariate)}
\]
\[
y_j = \gamma D + 0.20 \times X_1 + 0.05 \times X_2 + \epsilon_j.
\]
where \(X_1 \sim N(0.25, 2)\) if \(d = 1\) and \(X_1 \sim N(-0.25, 2)\) if \(d = 0\) with \(\epsilon_j^{(1)} \sim N(0, 1)\), \(\epsilon_j^{(2)} \sim S(n - 1)\), \(\epsilon_j^{(3)} \sim W(a = 1, b = 1.5)\) and \(\epsilon_j^{(4)} \sim C(a = 1, b = 0.25)\).

\[
\text{Model 2 (Unbalanced treatment)}
\]
\[
y_j = \gamma D + 0.20 \times X_1 + 0.05 \times X_2 + \epsilon_j, \quad j = \{1, ..., n\}.
\]
where \(D \sim \text{Binomial}(1, 0.3)\) and \(\epsilon_j^{(1)} \sim N(0, 1)\), \(\epsilon_j^{(2)} \sim S(n - 1)\), \(\epsilon_j^{(3)} \sim W(a = 1, b = 1.5)\) and \(\epsilon_j^{(4)} \sim C(a = 1, b = 0.25)\).

Table 3 and Table 4 demonstrate the empirical size and power for the unbalance covariates case for the two DGP under consideration. The results are quite similar which verifies the internal validity of the test with econometric specifications which include both covariates and no covariates. Furthermore, in order to correct for the presence of unbalance covariates in the experimental design and to test the validity of the permutation test we use the method of linear conditioning in order to correct for the existence of imbalanced across the treatment covariates. This particular methodology can be used because the randomization of the outcome values implies the independence assumptions between the outcome and the treatment given the model covariates. Since the outcome \(Y\) is an unknown function of the treatment, a vector of observed covariates \(X\), and the unobserved error term then we can say that \(Y \perp D|X\) and \(B \perp D|X\) and consequently, \(Y \perp D|(X, B)\).

The case of unbalance covariates in randomized trials has been examined by other authors which point out the importance of correcting for this experimental scenario which can invalidate statistical inference about the treatment effect under consideration. In particular, Permutt (1990), examine the effect of unbalanced covariates in case of covariates which are correlated with the outcome under examination and provide evidence that adjusting for the covariate in such cases provides significant improvements for both the empirical size and power of statistical tests. Morgan et al. (2012), examine extensively re-sampling techniques such as a permutation test which provide an easy and intuitive way to improve covariate balance in randomized experiments and furthermore improves estimation precision, results in more powerful tests and narrower confidence intervals. Furthermore, many studies report the importance of adjusting for the baseline values of parameters in experimental designs. For example, Sichieri and Cunha (2014) report that unbalanced data at baseline can occur due to underestimated sample sizes and cluster design and can accommodate for up to 35% of the reviewed studies.
Table 3: Empirical size and power for $H_0 : \gamma = 0$ and $H_0 : \gamma > 0$ with model 1 for unbalanced covariates experimental design

| $n$ | $\gamma$ | Parametric p-value | Permutation p-value |
|-----|----------|--------------------|--------------------|
|     |          | N  | S   | W   | L   | C  | N   | S   | W   | L   | C  |
| 20  | 0.046    | 0.046 | 0.041 | 0.049 | 0.046 | 0.047 | 0.045 | 0.045 | 0.054 | 0.051 |
|     | 0.068    | 0.076 | 0.079 | 0.090 | 0.072 | 0.069 | 0.079 | 0.082 | 0.099 | 0.079 |
|     | 0.106    | 0.116 | 0.124 | 0.153 | 0.112 | 0.106 | 0.119 | 0.122 | 0.174 | 0.119 |
|     | 0.138    | 0.160 | 0.182 | 0.226 | 0.160 | 0.139 | 0.169 | 0.195 | 0.260 | 0.171 |
|     | 0.182    | 0.228 | 0.250 | 0.334 | 0.208 | 0.176 | 0.237 | 0.265 | 0.372 | 0.231 |
|     | 0.248    | 0.302 | 0.325 | 0.455 | 0.267 | 0.254 | 0.317 | 0.340 | 0.471 | 0.293 |
| 40  | 0.047    | 0.060 | 0.051 | 0.043 | 0.040 | 0.048 | 0.061 | 0.053 | 0.041 | 0.054 |
|     | 0.082    | 0.102 | 0.108 | 0.098 | 0.069 | 0.078 | 0.104 | 0.112 | 0.101 | 0.083 |
|     | 0.135    | 0.179 | 0.177 | 0.226 | 0.099 | 0.132 | 0.176 | 0.180 | 0.230 | 0.118 |
|     | 0.203    | 0.263 | 0.275 | 0.346 | 0.149 | 0.200 | 0.264 | 0.270 | 0.358 | 0.172 |
|     | 0.318    | 0.386 | 0.380 | 0.436 | 0.194 | 0.313 | 0.388 | 0.386 | 0.450 | 0.227 |
|     | 0.443    | 0.506 | 0.493 | 0.593 | 0.250 | 0.439 | 0.508 | 0.500 | 0.611 | 0.289 |
| 60  | 0.037    | 0.039 | 0.043 | 0.043 | 0.036 | 0.039 | 0.036 | 0.045 | 0.041 | 0.050 |
|     | 0.090    | 0.098 | 0.107 | 0.106 | 0.068 | 0.091 | 0.103 | 0.112 | 0.114 | 0.089 |
|     | 0.157    | 0.205 | 0.200 | 0.251 | 0.118 | 0.160 | 0.203 | 0.201 | 0.262 | 0.140 |
|     | 0.269    | 0.340 | 0.333 | 0.421 | 0.164 | 0.271 | 0.339 | 0.338 | 0.423 | 0.196 |
|     | 0.414    | 0.507 | 0.468 | 0.586 | 0.215 | 0.406 | 0.505 | 0.471 | 0.591 | 0.259 |
|     | 0.561    | 0.658 | 0.610 | 0.705 | 0.283 | 0.558 | 0.654 | 0.614 | 0.712 | 0.321 |

Table 4: Empirical size and power for $H_0 : \gamma = 0$ and $H_0 : \gamma > 0$ with model 2 for unbalanced covariates experimental design

| $n$ | $\gamma$ | Parametric p-value | Permutation p-value |
|-----|----------|--------------------|--------------------|
|     |          | N  | S   | W   | L   | C  | N   | S   | W   | L   | C  |
| 20  | 0.052    | 0.037 | 0.039 | 0.047 | 0.039 | 0.054 | 0.038 | 0.042 | 0.050 | 0.043 |
|     | 0.071    | 0.069 | 0.074 | 0.088 | 0.070 | 0.068 | 0.074 | 0.077 | 0.090 | 0.071 |
|     | 0.103    | 0.112 | 0.124 | 0.156 | 0.109 | 0.104 | 0.119 | 0.134 | 0.165 | 0.123 |
|     | 0.140    | 0.169 | 0.188 | 0.228 | 0.160 | 0.140 | 0.178 | 0.198 | 0.247 | 0.182 |
|     | 0.192    | 0.234 | 0.252 | 0.317 | 0.210 | 0.186 | 0.247 | 0.263 | 0.328 | 0.230 |
|     | 0.263    | 0.307 | 0.336 | 0.408 | 0.278 | 0.263 | 0.317 | 0.346 | 0.410 | 0.299 |
| 40  | 0.044    | 0.056 | 0.052 | 0.041 | 0.035 | 0.049 | 0.059 | 0.054 | 0.046 | 0.041 |
|     | 0.083    | 0.100 | 0.104 | 0.102 | 0.060 | 0.081 | 0.106 | 0.105 | 0.104 | 0.076 |
|     | 0.144    | 0.173 | 0.174 | 0.192 | 0.097 | 0.141 | 0.177 | 0.179 | 0.195 | 0.115 |
|     | 0.209    | 0.272 | 0.279 | 0.309 | 0.147 | 0.205 | 0.271 | 0.289 | 0.329 | 0.166 |
|     | 0.313    | 0.390 | 0.386 | 0.461 | 0.197 | 0.309 | 0.394 | 0.393 | 0.465 | 0.228 |
|     | 0.445    | 0.502 | 0.498 | 0.597 | 0.252 | 0.452 | 0.511 | 0.503 | 0.602 | 0.294 |
| 60  | 0.041    | 0.043 | 0.046 | 0.047 | 0.032 | 0.045 | 0.043 | 0.047 | 0.043 | 0.043 |
|     | 0.097    | 0.099 | 0.104 | 0.106 | 0.059 | 0.092 | 0.098 | 0.110 | 0.111 | 0.076 |
|     | 0.171    | 0.213 | 0.201 | 0.218 | 0.110 | 0.173 | 0.211 | 0.206 | 0.226 | 0.130 |
|     | 0.272    | 0.351 | 0.332 | 0.373 | 0.170 | 0.271 | 0.355 | 0.334 | 0.371 | 0.188 |
|     | 0.407    | 0.503 | 0.468 | 0.535 | 0.233 | 0.404 | 0.500 | 0.467 | 0.537 | 0.260 |
|     | 0.559    | 0.662 | 0.614 | 0.651 | 0.284 | 0.553 | 0.664 | 0.616 | 0.657 | 0.323 |
4.3 Experimental Design with attrition

We are particularly interested in examining the effects of attrition in the true identification of the treatment effects via the usage of the permutation test. We expect that the non-parametric test will have better power performance vis-a-vis the parametric test due to its re-sampling properties. Moreover, by considering different distribution errors we are also accounting for the scenario of having different types of experimental errors as well as attrition in the sample under examination. The commonly occurred types of attrition, that is a pre-inclusion attrition as well as attrition within the sample. Clearly, the effect of attrition in experimental designs will affect the internal validity of the results therefore should be taken into consideration when designing experiments.

Firstly, pre-inclusion attrition occurs when similar subjects are excluded disproportionately from the research sample in a systematic manner. Secondly, post-inclusion attrition, that is, when subjects drop out of a study after they have been included, can severely jeopardize the validity of the study both internally and externally. As a matter of fact the literature has documented that post-inclusion attrition is a threat to the internal validity of the study as well as the causality of the findings since the researcher cannot infer whether attrition occurred because of self-selection of the subjects or due to research intervention. Moreover, internal validity refers to the design’s capability of ensuring that an observed relation between an independent and a dependent variable is not spurious and that alternative explanations for the observed relation have been controlled and can be ruled out (see e.g., Terenzini (1982)). In terms of attrition within the two groups, the researcher cannot be sure that the samples are unbiased even if the numbers of drop-outs are equally distributed among groups. Thus, attrition in experimental designs can introduce bias due to unrepresentativeness and a diminished likelihood of identifying reliable differences between control and treatment groups.

Secondly, using a correct specification to incorporate the effect of experimental attrition, gives the probabilities of retention and attrition, which are probit functions. Thus, our primary goal is to correct for the effects of attrition on the model estimates. Thus, we can see that attrition bias is driven by the parametric econometric specification as well as the probability of attrition vis-a-vis the probability of retention. In particular, if attrition is due to individual characteristics, which means that the attrition is not random, then it may be the case that attrition is happening not because of the randomization method but because of the treatment procedure. Thus, using the permutation test in order to test the statistical significance of the treatment effect of the experiment under the conditions of attrition, can only be effective if we test that the detection of treatment effects under the correction of missing data i.e., via IPW, gives reduced bias in comparison to not correcting for the missingness of the random sample.

Extensive examination of the various forms of attrition and the possible corrections under different scenarios (e.g., attrition based on observables vis-a-vis on unobservables) is presented by Huber (2012). Following the authors’ framework, we assume that the outcome $Y$ is an unknown function of the treatment, a vector of observed covariates $X$, and an unobserved term $U$, that is, $Y = \phi(D, X, U)$. In particular, the experimental design has external validity of there is identification of ATE on the entire population despite of existence of attrition and moreover there is internal validity if the ATE based on the respondents is identifiable. For the simulation study of the experimental design with attrition we follow the experimental design described by Huber (2012). The authors examine both cases of attrition on observables and attrition based on unobservable. For this simulation study and for the purpose of this paper, we focus on the case of attrition based on observables. This is a common framework to examine causal effects and helps the estimation and identification of the statistical significance of the treatment effects especially in the presence of attrition.
Therefore we use the following econometric specification which simulates the existence of attrition in the selected sample.

\[ y = \gamma D + \beta W + v \]  

(9)

and in order to introduce the missingness in the data we use the following formulation

\[ R_i = 1 \{ \alpha_0 + \alpha_1 D + \alpha_2 W + v > 0 \} \]  

(10)

with \( v \sim N(0,1) \) and \( \alpha_0 = 0.1, \alpha_1 = 0.25, \alpha_2 = 3.75 \). Thus, according to the particular specification \( y_i \) is observed when the binary variable \( R_i = 1 \). However since the variable which drives the attrition, i.e., \( W \) is introduced also in the attrition equation then we assume that we work within the framework of selection on observables we can assume further that the error terms of both linear equations are independent and normally distributed.

In terms of the assumptions for the correct specification and identification of the treatment effects we have that since \( u \sim N(0,1) \) and \( v \sim N(0,1) \) due to the assumption that attrition is related to observables then we also assume that the two error terms are uncorrelated. Furthermore, in order to ensure external validity of the experimental design and thus identification of the ATE on the entire population, then we further assume that

\[ \Delta_{R=1} = (E[Y^1|R = 1] - E[Y^0|R = 1]) \]  

(11)

Additionally, our experimental design in this section is applicable in finite sample cases as well as large sample sizes. For example, Huang et al. (2018) study the effect of maternal smoking during pregnancy on birth weight, which often is considered to have finite sample size. In particular, the authors in the specific study use a triangular system with multiple endogenous variables with a binary instrument \( Z \). The correct identification of the instrument and the IV regression requires to identify an exogenous source of variation. This framework can be easily extended to include the case of attrition in the econometric specification.

**Simulation Results.** Table 5 and Table 6 demonstrate the empirical size and power of the permutation and normal-t test respectively for the experimental design with attrition using the econometric specification with only the treatment effect parameter. As we can observe, under the assumption of attrition in the experimental design and with no correction for IPW the empirical size appears to be overestimated while the power of the test is underestimated especially for values of \( \gamma \) between 0.1 and 0.5.

Furthermore, when comparing the permutation test with the non-parametric t-test under the experimental conditions of attrition we observe a similar performance for empirical size and power of the test, however when we focus on the bias after correcting for attrition with the IPW method, we confirm that the IPW methodology gives treatment estimates with the desirable distributional properties. Finally we compare the bias and MSE for the attrition scenario to observe whether indeed there is a reduction in the bias of the estimation of the treatment effect with the permutation test for finite (small) sample sizes. As we can see from the results of the permutation test, the test under the conditions of attrition works well when we correct for the presence of attrition in the sample with the use of Inverse probability weighting and especially under the assumption that the error distribution follow a Weibull distribution (i.e., under the existence of skewed sampling data). Furthermore, with our simulation study we have show the exaggerated effect of inflated type I error of the method proposed by Romano and Wolf (2016) under the experimental scenario of attrition and have shown the validity of their methodology under the baseline experimental design as well as the unbalanced covariates design.
Table 5: Empirical size and power for $H_0: \gamma = 0$ and $H_0: \gamma > 0$ of permutation test for experimental design with attrition

| n  | $\gamma$ | Permutation test |
|----|----------|------------------|
|    |          | S                |
|    |          | W                |
|    |          | L                |
|    |          | C                |
|    | no ipw   | ipw              |
|    | no ipw   | ipw              |
|    | no ipw   | ipw              |
|    | no ipw   | ipw              |
| 0  | 0.051    | 0.019            |
|    | 0.060    | 0.025            |
|    | 0.073    | 0.031            |
|    | 0.082    | 0.036            |
|    | 0.098    | 0.050            |
|    | 0.110    | 0.061            |
|    | 0.121    | 0.072            |
|    | 0.137    | 0.080            |
|    | 0.155    | 0.095            |
| 20 | 0.079    | 0.030            |
|    | 0.088    | 0.040            |
|    | 0.100    | 0.047            |
|    | 0.120    | 0.062            |
|    | 0.142    | 0.075            |
|    | 0.174    | 0.092            |
|    | 0.194    | 0.120            |
|    | 0.220    | 0.150            |
|    | 0.250    | 0.180            |
| 40 | 0.084    | 0.025            |
|    | 0.102    | 0.036            |
|    | 0.135    | 0.061            |
|    | 0.161    | 0.086            |
|    | 0.203    | 0.113            |
|    | 0.233    | 0.156            |
|    | 0.282    | 0.193            |
|    | 0.328    | 0.241            |
|    | 0.369    | 0.296            |
| 60 | 0.085    | 0.024            |
|    | 0.119    | 0.035            |
|    | 0.143    | 0.053            |
|    | 0.181    | 0.075            |
|    | 0.210    | 0.102            |
|    | 0.245    | 0.141            |
|    | 0.287    | 0.185            |
|    | 0.330    | 0.232            |
|    | 0.377    | 0.289            |

Remarks. To correctly use attrition weighting for a permutation test, a good strategy is to investigate its suitability based on alternative methods, such as to permute the treatment indicator variable with conditioning on the covariates vis-a-vis without conditioning. Specifically, Tang et al. (2009) propose to first permute the treatment status based on the original randomization design, and then reconstruct attrition weights using the permutated data. Moreover, the particular methodology re-runs weighted regressions using the reconstructed weights for increased accuracy. A commonly used practice in the literature is to test for attrition bias by comparing for differences in the estimates of the model via simulation experiments, that is, the performance of the test as seen via the empirical size results, when a correction for attrition is made under the null hypothesis of no attrition.
Table 6: Empirical size and power for $H_0 : \gamma = 0$ and $H_0 : \gamma > 0$ of OLS test for experimental design with attrition

|     | N | S | W | L | C |
|-----|---|---|---|---|---|
| 20  |   |   |   |   |   |
|     | \(n\) | \(\gamma\) | no ipw | ipw | no ipw | ipw | no ipw | ipw | no ipw | ipw |
| 0   | 0  | 0.052 | 0.053 | 0.064 | 0.048 | 0.050 | 0.049 | 0.058 | 0.044 | 0.045 | 0.041 |
| 0.1 | 0.063 | 0.066 | 0.070 | 0.057 | 0.061 | 0.063 | 0.064 | 0.051 | 0.051 | 0.050 |
| 0.2 | 0.074 | 0.077 | 0.080 | 0.066 | 0.072 | 0.073 | 0.078 | 0.059 | 0.058 | 0.057 |
| 0.3 | 0.084 | 0.089 | 0.084 | 0.072 | 0.077 | 0.085 | 0.088 | 0.074 | 0.076 | 0.067 |
| 0.4 | 0.099 | 0.097 | 0.093 | 0.084 | 0.090 | 0.095 | 0.098 | 0.083 | 0.090 | 0.078 |
| 0.5 | 0.113 | 0.109 | 0.109 | 0.106 | 0.110 | 0.114 | 0.109 | 0.104 | 0.097 | 0.088 |
| 0.6 | 0.121 | 0.119 | 0.122 | 0.124 | 0.122 | 0.136 | 0.124 | 0.117 | 0.111 | 0.104 |
| 0.7 | 0.141 | 0.138 | 0.143 | 0.140 | 0.143 | 0.157 | 0.140 | 0.133 | 0.126 | 0.118 |
| 0.8 | 0.155 | 0.154 | 0.164 | 0.157 | 0.161 | 0.181 | 0.157 | 0.148 | 0.141 | 0.131 |
| 40  |   |   |   |   |   |
|     | \(n\) | \(\gamma\) | no ipw | ipw | no ipw | ipw | no ipw | ipw | no ipw | ipw |
| 0   | 0  | 0.075 | 0.036 | 0.079 | 0.030 | 0.074 | 0.048 | 0.075 | 0.036 | 0.071 | 0.033 |
| 0.1 | 0.087 | 0.041 | 0.089 | 0.040 | 0.099 | 0.056 | 0.087 | 0.041 | 0.084 | 0.042 |
| 0.2 | 0.109 | 0.059 | 0.104 | 0.061 | 0.122 | 0.074 | 0.109 | 0.059 | 0.109 | 0.053 |
| 0.3 | 0.120 | 0.075 | 0.125 | 0.079 | 0.136 | 0.083 | 0.132 | 0.071 | 0.125 | 0.070 |
| 0.4 | 0.141 | 0.094 | 0.142 | 0.099 | 0.158 | 0.102 | 0.160 | 0.093 | 0.142 | 0.092 |
| 0.5 | 0.172 | 0.109 | 0.166 | 0.124 | 0.186 | 0.136 | 0.187 | 0.144 | 0.165 | 0.114 |
| 0.6 | 0.195 | 0.136 | 0.199 | 0.156 | 0.225 | 0.168 | 0.204 | 0.137 | 0.183 | 0.144 |
| 0.7 | 0.222 | 0.172 | 0.231 | 0.199 | 0.263 | 0.204 | 0.235 | 0.169 | 0.199 | 0.173 |
| 0.8 | 0.245 | 0.205 | 0.265 | 0.243 | 0.297 | 0.245 | 0.266 | 0.210 | 0.218 | 0.201 |
| 60  |   |   |   |   |   |
|     | \(n\) | \(\gamma\) | no ipw | ipw | no ipw | ipw | no ipw | ipw | no ipw | ipw |
| 0   | 0  | 0.083 | 0.029 | 0.088 | 0.026 | 0.097 | 0.028 | 0.085 | 0.019 | 0.064 | 0.025 |
| 0.1 | 0.104 | 0.052 | 0.107 | 0.045 | 0.119 | 0.042 | 0.108 | 0.032 | 0.084 | 0.038 |
| 0.2 | 0.135 | 0.068 | 0.126 | 0.063 | 0.147 | 0.062 | 0.131 | 0.052 | 0.097 | 0.052 |
| 0.3 | 0.166 | 0.093 | 0.159 | 0.083 | 0.181 | 0.079 | 0.167 | 0.078 | 0.121 | 0.068 |
| 0.4 | 0.203 | 0.127 | 0.185 | 0.113 | 0.209 | 0.128 | 0.196 | 0.118 | 0.138 | 0.091 |
| 0.5 | 0.237 | 0.162 | 0.216 | 0.152 | 0.246 | 0.178 | 0.242 | 0.156 | 0.176 | 0.124 |
| 0.6 | 0.280 | 0.208 | 0.249 | 0.201 | 0.285 | 0.217 | 0.283 | 0.213 | 0.200 | 0.159 |
| 0.7 | 0.326 | 0.259 | 0.306 | 0.249 | 0.333 | 0.259 | 0.336 | 0.272 | 0.234 | 0.192 |
| 0.8 | 0.366 | 0.310 | 0.346 | 0.309 | 0.387 | 0.321 | 0.384 | 0.339 | 0.272 | 0.238 |

Notes: DGP is given by \(y = \gamma D + \epsilon\) and the significance level of \(H_0 : \gamma = 0\) is \(\alpha = 0.05\) with \(B = 1000\) the number of replications based on 1000 number of permutation steps.

Remarks. Notice that when comparing the permutation test with the non-parametric \(t\)-test under the experimental conditions of attrition, we observe a similar performance for empirical size and power for the \(t\)-test. However when we focus on the bias after correcting for attrition with the IPW method, we confirm that the IPW methodology gives treatment estimates with the desirable distributional properties. Notice that attrition which is related only to the exogenous variables in a structural model does not lead to biased estimates, since these variables are controlled for in the statistical analysis. However when attrition it is driven by endogenous variables then biased estimates can occur. In particular, Doyle (2017) examine more extensively the effect of attrition bias in the estimation of the treatment effects by using the IPW methodology to adjust for differential attrition and non-response in the survey study. The authors conclude that since there is minimal evidence of contamination across the high and low treatment groups then the internal validity of the test remains quite high.
5 Conclusion

In this section we discuss main concluding remarks of the Monte Carlo simulation study in relation to the performance of the permutation test under various experimental designs and conditions. In summary, when we compare the permutation test with the parametric $t$-test we observe an improved power performance for the permutation test in the case of fat tailed and skewed distributions in contrast to the parametric $t$-test. Under the experimental conditions of attrition the IPW procedure reduces the bias of the treatment effect estimator.

More precisely, the randomization with the use of the permutation test balances out the covariates between the treatment group and the control group due to the law of large numbers. Furthermore, the error distributions we employ simulate different experimental scenarios under which allows us to examine the validity and testing performance of the permutation test in correctly detecting the treatment effects based on the chosen econometric specification. Our Monte Carlo simulation study which consists of the construction of Freedman-Lane p-values follow similar assumptions and procedure as Heckman et al. (2010) where the authors use small-sample permutation and estimate familywise error rates as well as accounting for compromises in the randomization protocol by conditioning on background variables to control for the violations of the initial randomization protocol and imbalanced background variables.

Firstly, as we can observe from the results of the empirical size and power for both tests and especially for the permutation test there is adequate control over Type I error without particular dependence on the underline error distribution. This is a particular useful result in the cases of finite samples with fat tail distributions. Also, the permutation test performs as good as the $t$ test even under the Gaussian error term assumption. More importantly though, similar to Tanizaki (2004), we conclude that the permutation test has better performance than the $t$-test when the sampling distribution of the error term of the model is not Gaussian especially in the case of interest which is the finite sample case. Specifically, the permutation test is both reliable under the null and powerful under the alternative especially in the case of Cauchy errors (due to its capability of capturing asymmetric effects) as well as in the case of attrition and baseline imbalance. Therefore, we conclude that the permutation test would be a robust finite-sample testing procedure for the evaluation of studies such as the RADIEL.

Secondly, the problem of attrition bias may introduced incosistent model estimates. Thus, correcting these bias effects using the IPW methodology allow us to obtain robust conclusions regarding the population represented in the original sample based on the observed follow-up sample. The nature of attrition affects the internal and external validity of the of the treatment effects. Therefore in experiments of medical intervention or economic policy is crucial for the researcher to understand the possible reasons of attrition of participants as the methodology employed to correct for the presence of attrition in the econometric model will affect the accuracy of the results. For instance, when attrition is related to unobservable factors then a correction for attrition would require an instrument which can capture the unobservable variables which contribute to this experimental condition (e.g., age or some other characteristic which do not affect the decision to take the treatment but drives the attrition from the study). Nevertheless, our simulation experiments suggest that the permutation procedure can provide robust estimates for the conditions under examination in this paper.
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