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Abstract
Response diversity has become an important criterion for evaluating the quality of open-domain dialogue generation models. However, current evaluation metrics for response diversity often fail to capture the semantic diversity of generated responses, as they mainly consider lexical aspects of the generated responses. In this paper, we introduce a new automatic evaluation metric to measure the semantic diversity of generated responses. Through human evaluation, we demonstrate that our proposed metric captures human judgments on response diversity better than existing lexical-level diversity metrics. Furthermore, motivated by analyzing an existing dialogue dataset, we propose a simple yet effective learning method that improves the semantic diversity of generated responses. Our learning method weights training samples based on the semantic distribution of the training set. We show that our learning method improves response diversity and coherency better than other baseline methods through automatic and human evaluation.

1 Introduction
Open-domain dialogue generation (Sordoni et al., 2015; Bordes et al., 2017) has greatly progressed with the development of large-scale pretrained language models (Radford et al., 2019; Roller et al., 2021) in the last decade. However, although dialogue generation models can produce fluent responses, they are also known for frequently generating dull and uninformative generic responses (e.g., "I don’t know"), degrading their engagingness (Serban et al., 2016; Li et al., 2016a). To alleviate this problem, many studies (Zhao et al., 2017; Li et al., 2017a; Zhang et al., 2018) have been conducted to enhance the diversity of generated responses, and response diversity has become an important criterion for evaluating the quality of generated responses.
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Figure 1: An illustration of our proposed Sem-Ent that measures semantic diversity based on the semantic distribution of generated responses.

The current evaluation protocol has relied on lexical-level evaluation metrics such as Distinct-n (Dist-n) (Li et al., 2016a) and Entropy-n (Ent-n) (Serban et al., 2017) to measure the diversity of generated responses. However, according to recent studies (Tevet and Berant, 2021; Stasaski and Hearst, 2022), these lexical-level evaluation metrics often fail to capture semantic diversity since responses including similar words can have different semantics and responses with different words can have similar semantics (Yarats and Lewis, 2018).

In this paper, we propose Sem-Ent (Semantic-Entropy), which is a new automatic evaluation metric for measuring the semantic diversity of generated responses. Sem-Ent first maps generated responses into a semantic latent space using a pretrained language model (e.g., DialoGPT (Zhang et al., 2020) and BERT (Devlin et al., 2019)). Then, the evaluation metric measures the semantic diversity of generated responses by calculating how the responses are evenly distributed in the semantic distribution.
latent space based on entropy, as shown in Figure 1. Through human evaluation, we demonstrate that Sem-Ent is more highly correlated with human judgments on response diversity than existing lexical-level evaluation metrics.

Furthermore, we propose a simple yet effective learning method of dialogue generation models to improve semantic diversity of generated responses. We observe that the semantic distribution of responses in a dialogue dataset is highly imbalanced, leading dialogue generation models to produce semantically less diverse responses. To address this problem, our proposed method, DRESS (Diversifying RESponses Semantically), learns more about responses with rare semantics and learns less about responses with frequent semantics. From this, dialogue generation models could produce more semantically diverse responses. Experiments on two benchmark datasets demonstrate that DRESS shows better semantic diversity compared to state-of-the-art baseline methods, along with the gain in response coherency. Interestingly, DRESS also achieves better performance in lexical-level diversity metrics than baselines, even though it focuses only on improving the semantic diversity. Moreover, human evaluation results show the effectiveness of DRESS, where DRESS outperforms all baseline methods in appropriateness and informativeness of generated responses.

Our Contributions: (1) A new automatic evaluation metric for measuring semantic diversity (Sem-Ent), which is highly correlated with human judgments on response diversity. (2) A simple yet effective learning method of dialogue generation models (DRESS) for improving the semantic diversity of generated responses. (3) Experiments on two benchmark datasets, showing that DRESS outperforms the baseline methods in both semantic diversity and lexical-level diversity. (4) An implementation of Sem-Ent will be released, contributing to the community of open-domain dialogue generation.

2 Related Work

2.1 Enhancing Response Diversity

Since generating dull and uninformative responses is a well-known and important problem in open-domain dialogue (Vinyals and Le, 2015; Li et al., 2016a), numerous methods have been proposed to address this issue. The maximum mutual information objective function is utilized to penalize generic responses and improve the diversity of generated responses (Li et al., 2016a,c; Zhang et al., 2018, 2020). Another line of work improves diversity by modeling the one-to-many relationship of open-domain dialogue using latent variables to generate multiple and diverse responses (Serban et al., 2017; Zhao et al., 2017; Bao et al., 2020a,b; Chen et al., 2019; Zhang et al., 2019; Gao et al., 2019). Some methods selectively penalize frequent responses by removing them from the training set (Csáky et al., 2019) or applying negative training to frequent responses (He and Glass, 2020). Using different decoding algorithms can improve the response diversity; Li et al. (2016b) and Vijayakumar et al. (2018) directly modify the beam search algorithm to promote the response diversity. Sampling-based decoding algorithms such as top-k sampling (Fan et al., 2018) and nucleus sampling (Holtzman et al., 2019) are also known to improve the diversity of generated responses. Wang et al. (2021) diversify responses by adaptively modifying the target token distribution with a lightweight decoder to prevent the model from being over-confident.

2.2 Metrics for Capturing Response Diversity

Response diversity metrics for open-domain dialogue generation models can mainly be categorized into two groups. Referenced metrics (Zhao et al., 2017; Gao et al., 2019) use the reference responses provided by human annotators to capture the response diversity by computing a recall value based on various similarity metrics such as BLEU and embedding similarity. On the other hand, unreferenced metrics measure the response diversity without using reference responses generated by human annotators. Unreferenced metrics are more widely adopted than referenced metrics because they can measure response diversity even in the absence of reference responses. Dist-n (Li et al., 2016a) measures the response diversity with the fraction of distinct n-grams over possible n-grams in all generated responses. Ent-n metric (Serban et al., 2017; Zhang et al., 2018) is suggested to improve the Dist-n metric by taking the frequency difference of n-grams into account. Low-Frequency (LF) (Li et al., 2019) calculates the frequency of low-frequency words in generated responses as the response diversity.

Semantic diversity. Recently, several studies have focused on the semantic diversity of generated responses. Tevet and Berant (2021) release the McDiv benchmark to evaluate the semantic diversity
metrics and Stasaski and Hearst (2022) propose a new semantic diversity metric, natural language inference (NLI) diversity, leveraging pretrained NLI models (Bowman et al., 2015).

The major difference between our Sem-Ent and NLI diversity is that NLI diversity can only capture the semantic diversity of generated responses for a single context, while Sem-Ent measures the overall semantic diversity of generated responses for multiple contexts of the test set. This is an important distinction since the latter provides insights into how well generated responses vary depending on which context is provided as an input while the former cannot. To see the shortcoming of NLI diversity more clearly, take the following an example: suppose that given a context $c_a$ as an input, a dialogue generation model generated responses $\{r_{a,1}, r_{a,2}, \cdots \}$ that are "semantically diverse" according to NLI diversity. Now, further suppose that given another context $c_b$, the model generates responses $\{r_{b,1}, r_{b,2}, \cdots \}$ that are also "semantically diverse" among themselves but appear similar to the responses $\{r_{a,1}, r_{a,2}, \cdots \}$ produced for the context $c_a$. In such a case, NLI diversity cannot capture the fact that the generated responses $\{r_{a,1}, \cdots \}$ and $\{r_{b,1}, \cdots \}$ for the contexts $c_a$ and $c_b$ are semantically similar despite the two contexts being different contexts; Sem-Ent can because it measures the semantic diversity of generated responses for a set of different contexts of the test set. In the next Section 3, we will describe our proposed semantic diversity metric, Sem-Ent, in detail.

3 Measuring Semantic Diversity

3.1 Sem-Ent

Let $D = \{(c_i, r_i)\}_{i=1}^{m}$ denote a training set consisting of $m$ dialogues where $c_i$ and $r_i$ denote the context and its response of the $i$-th dialogue, respectively. Dialogue generation is to generate a response $r$ for a given context $c$.

We are motivated by recent empirical observations that responses can be clustered by the semantic similarity between the responses (Ko et al., 2020; Gao et al., 2020). By following Csáky et al. (2019); Pillutla et al. (2021), we cluster responses in $D$ by utilizing a pretrained language model. Here, we select DialoGPT (Zhang et al., 2020) as the language model. Each response $r_i \in D$ is turned into a semantic representation $e(r_i)$ by the language model, and then $k$ semantic clusters are formed from the semantic representations by the $k$-means algorithm (Lloyd, 1982). Let $C$ denote a set of the obtained $k$ semantic clusters.

Consider a test set $\tilde{D} = \{(\tilde{c}_i, \tilde{r}_i)\}_{i=1}^{n}$ consisting of $n$ dialogues. During evaluation, a dialogue generation model $M$ generates responses $\mathcal{R}^M = \{\tilde{r}_i^M\}_{i=1}^{n}$ for the contexts $\{\tilde{c}_i\}_{i=1}^{n} \in \tilde{D}$, respectively. To compute semantic diversity, Sem-Ent requires a semantic distribution $P(\mathcal{R}^M)$, but there is no direct way to obtain the exact distribution. Thus, we approximate the semantic distribution $P(\mathcal{R}^M)$ as $\tilde{P}(\mathcal{R}^M) = [\tilde{p}(1); \cdots ; \tilde{p}(k)]$ using the semantic clusters $C$ as follows:

$$\tilde{p}(j) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}(\phi_C(e(\tilde{r}_i^M)) = j),$$

where $\phi_C(r) \in \{1, \cdots , k\}$ is a cluster mapping function that returns the cluster index of a response $r$ from $C$. $\tilde{p}(j)$ is the probability of the $j$-th cluster, indicating how many generated responses are assigned to the $j$-th semantic cluster.

Sem-Ent is an entropy of $\tilde{P}(\mathcal{R}^M)$ that approximates the semantic distribution $P(\mathcal{R}^M)$ as follows:

$$\text{Sem-Ent}(\mathcal{R}^M) = - \sum_{j=1}^{k} \tilde{p}(j) \cdot \log \tilde{p}(j).$$

Interpretation of Sem-Ent is quite straightforward: Sem-Ent gets lower when the semantic distribution gets more imbalanced, i.e., when models generate responses belonging to only several specific semantic clusters. Conversely, Sem-Ent gets the highest value of $\log k$ when generated responses are uniformly distributed to each semantic cluster.

3.2 Correlation with Human judgment

We conduct a human evaluation to demonstrate that Sem-Ent successfully captures human judgments on response diversity.

**Experimental Setup.** We borrow a pairwise experimental setup of Pillutla et al. (2021) for analyzing the correlation between diversity metrics and human judgments. Our evaluation is based on the observation that the degree of response diversity varies depending on the types of generative models and decoding algorithms (Holtzman et al., 2019; Tevet and Berant, 2021). From this, we first prepare eight different response generation settings from two generation models (Blender-90M (Roller et al., 2021) and BART-large (Lewis et al., 2020)) and four decoding algorithms (greedy, beam, top-k
We measure the correlation between the Bradley-Terry score and diversity metrics to check how each criterion. More details about human evaluation are included in Appendix A.

Baseline Metrics. We compare Sem-Ent with existing lexical-level response diversity metrics: Dist-n (Li et al., 2016a), Ent-n (Serban et al., 2017; Zhang et al., 2018) and LF (Li et al., 2019). We also include the recently proposed MAUVE (Pillutla et al., 2021) as a baseline metric. MAUVE shares some properties with Sem-Ent such that it evaluates some aspects of generated responses with semantic latent representations. However, it is designed to measure the divergence of generated responses from human responses, not directly measuring response diversity. We compare Sem-Ent to MAUVE to verify that our Sem-Ent is more suitable for measuring the response diversity in open-domain dialogue generation. Note that we do not set NLI diversity as a baseline because it is incompatible with our human evaluation which measures the overall semantic diversity.

Results. Table 1 shows the correlation between the human judgments and diversity metrics in terms of Pearson and Spearman rank correlation. Our Sem-Ent shows the highest Pearson and Spearman rank correlation with human judgments on response diversity compared to other evaluation metrics with a significant margin. Especially, Dist-n, the most commonly used metric for response diversity, shows a much lower correlation (0.348) compared to Sem-Ent (0.810). These results support that Sem-Ent is a good surrogate for estimating human judgments on response diversity and strongly suggest that analyzing the semantic diversity of generated responses is crucial for capturing human perception of response diversity. Moreover, MAUVE shows a lower correlation with human judgments on response diversity. This result implies that generated responses that have similar representations to human responses (i.e., high MAUVE scores) are not always semantically diverse since human responses are also often generic (Csáky et al., 2019) (further analyzed in Section 4.1).

We also observe that Sem-Ent shows a high correlation with human judgment on interestingness (See et al., 2019); Ask annotators about how interesting or boring did they find about the generated response. Sem-Ent has a similar correlation to Ent-n and shows a substantially higher correlation than Dist-n, LF, and MAUVE. We believe that semantically diverse responses could improve the interestingness of dialogue generation models and Sem-Ent could somewhat capture human judgments on this response interestingness.

Robustness of Sem-Ent to the Choice of Configuration. Sem-Ent could be affected by the changes in the configurations used for calculating the score, such as the types of language models and the number of semantic clusters k. We conduct an additional evaluation to examine the robustness of Sem-Ent to the choice of the configurations. By chang-
4 Improving Semantic Diversity

4.1 Diagnosing the Semantic Distribution of Dialogue Dataset

As described in Section 3, semantic distribution of responses provides a crucial clue for understanding the diversity of the responses. Therefore, we analyze the semantic distribution of the responses $R$ in the training set of the DailyDialog dataset. Figure 2 shows that the semantic distribution of $R$ is highly skewed – almost half of the responses fall into the top five frequent clusters (head clusters). Moreover, the frequent clusters tend to contain more generic and dull responses compared to infrequent clusters (tail clusters), as shown in Table 2. Conversely, responses in the infrequent clusters have a wider variety of topics, intents, and diverse vocabularies. Since the training set is skewed towards semantically generic and dull responses, naively training with this data will lead to the low semantic diversity of generated responses.

4.2 DRESS

We introduce a simple yet effective learning method of dialogue generation models for improving semantic diversity, DRESS, which addresses the problem of the imbalanced semantic distribution by weighting the responses in the training set. The purpose of DRESS is simple: inducing generation models to learn more about responses in the infrequent semantic clusters and learn less about responses in the frequent semantic clusters. To this end, DRESS modifies the learning objective into the weighted loss function and applies Negative Training (He and Glass, 2020; Li et al., 2020) to the modified objective.

A conventional dialogue generation model is trained by optimizing an NLL (negative log-likelihood) objective as follows:

$$L_{NLL}(D) = -\sum_{i=1}^{m} \log p_{\theta}(r_i|c_i),$$

where $\theta$ indicates parameters of dialogue generation models. Instead of using vanilla NLL objective, we propose to utilize weighted NLL objective in DRESS using weight of responses $w(r_i)$:

$$L_{DRESS}(D) = -\sum_{i=1}^{m} w(r_i) \cdot \log p_{\theta}(r_i|c_i).$$

The goal of weighted NLL objective is to assign smaller weights to the responses in frequent semantic clusters and assign bigger weights to responses in infrequent semantic clusters to balance...
the semantic distribution. To meet this condition, the weighting function \( w(r) \) should satisfy the constraint: if \( \tilde{p}(\phi_c(e(r_i))) \leq \tilde{p}(\phi_c(e(r_j))) \), then \( w(r_i) \geq w(r_j) \). Inspired by focal loss (Lin et al., 2017) which is used in the long-tail classification problem (Liu et al., 2019b; Hong et al., 2021), we calculate \( w \) as follows:

\[
    w(r) = (1 - \tilde{p}(\phi_c(e(r))))^\gamma,
\]

where \( \gamma \) is a hyperparameter for controlling a degree of weighting (higher \( \gamma \) means more intense weighting).

Moreover, to penalize responses in frequent semantic clusters intensively, we jointly utilize Negative Training (NT) (He and Glass, 2020; Li et al., 2020) with the weighted objective function. For every epoch, the model generates responses to each given context. If generated responses are included in head clusters, then those generated responses are assumed as negative examples, i.e., assigning \( w(r) = -1 \).

5 Experiments

5.1 Experimental Setup

We conduct experiments to demonstrate that the proposed DRESS successfully improves response diversity.

**Dataset.** We utilize two open-domain dialogue datasets: DailyDialog (Li et al., 2017b) and OpenSubtitles (Lison and Tiedemann, 2016). DailyDialog consists of 13K dialogues which includes 87K context-response pairs, and we split the dialogues into train/valid/test sets in 8:1:1. The test set of DailyDialog contains 6.7K context-response pairs. OpenSubtitles is a large corpus containing movie scripts, and we use the version released in 2018 with 100K context-response pairs for the training and validation sets. We get rid of context-response pairs whose response is shorter than five words from the original test set and randomly sample 10K pairs as test data.

**Automated Metrics.** As the goal of diversity-promoting dialogue generation models is to generate diverse responses without hurting the coherency of responses, we focus on two criteria: response diversity and coherency. For measuring response diversity, we use both lexical-level diversity metrics (Dist-n, Ent-n, and LF) and a semantic diversity metric (Sem-Ent). For measuring response coherency, we employ MaUdE (Sinha et al., 2020), an unreferenced dialogue response evaluation metric that shows a high correlation with human judgments on the fluency of generated responses.

**Human Evaluation.** We further conduct a pairwise comparison through the human evaluation for evaluating the general conversation ability of generation models since automatic evaluations are sometimes not trustworthy. We use Amazon Mechanical Turk to collect the annotations. Following many previous studies (Gao et al., 2019; He and Glass, 2020; Han et al., 2022), each annotator evaluates which response is better in terms of Appropriateness for measuring response coherency and Informativeness for evaluating whether the given response has meaningful information relevant to its given context. We collect annotations for 50 test cases per each model pair, and three annotators rate each test case to improve the robustness of the evaluation result. Note that Diversity cannot be assessed in this pairwise evaluation setup. More details about evaluation protocol (e.g., interface for collecting annotation) are described in Appendix C.

5.2 Baseline Methods

**MMI** (Li et al., 2016a) increases response diversity by maximizing the mutual information between context and response. We utilize the MMI-antiLM as our MMI baseline.

**CVAE** (Zhao et al., 2017) builds the response generation process as a conditional variational autoencoder of a response with dialogue context to increase response diversity.

**EDF** (Csáky et al., 2019) enhances response diversity by filtering out context-response pairs that increase one-to-many or many-to-one problems in the training dataset. We use source side entropy to filter the pairs.

**NT** (He and Glass, 2020) directly penalizes the generation of generic responses by applying reverse direction gradient for the losses of the generic responses, leading to maximizing the loss rather than minimizing it.

**AdaLabel** (Wang et al., 2021) alleviates the over-confidence problem of generation models to improve response diversity by dynamically smoothing the target token distribution with an auxiliary lightweight decoder.

5.3 Implementation Details

We take two Transformer-based sequence-to-sequence models: Blender-90M (Roller et al., 2021) and BART-large (Lewis et al., 2020) as
the underlying generation models to demonstrate that our method widely works well on different architectures. For DRESS, we find the optimal hyperparameters for the number of semantic clusters \( k \) and the weighting factor \( \gamma \) through the grid search from \( k \in \{10, 20, 50, 100\} \) and \( \gamma \in \{1, 0.5, 1, 10, 0.1, 50, 100\} \), and we set them as \( k=20 \) and \( \gamma=30 \) in our whole experiments unless otherwise specified. All models use greedy decoding strategy, and we utilize both blocking repeated n-grams (Paulus et al., 2017) (n = 3) within the generated response and the input sequence to prevent models from repeating subsequences. Moreover, we release our implementation code\(^2\) to help researchers reproduce the result.

### 6 Results and Analysis

#### 6.1 Evaluation Results

Table 3 shows the automatic evaluation results. Overall, DRESS achieves the best performance in both semantic and lexical-level response diversities while showing high response coherency for most of the experimental setups. To be more specific, DRESS shows a substantially higher semantic diversity (Sem-Ent) than all other baseline models and preserves better response coherency compared to other baseline methods. Furthermore, MaUdE results indicate that DRESS preserves better response coherency compared to other baseline methods.

| Backbone Method | Dist-1 | Dist-2 | Dist-3 | Ent-1 | Ent-2 | Ent-3 | LF | MaUdE | Sem-Ent |
|-----------------|-------|-------|-------|-------|-------|-------|----|-------|---------|
| **Blender-90M** |       |       |       |       |       |       |    |       |         |
| (DailyDialog)   |       |       |       |       |       |       |    |       |         |
| Vanilla         | 0.0453| 0.2103| 0.3881| 7.1322| 10.7502| 12.3950| 0.2234| 0.8489| 2.5486 |
| MMI             | 0.0349| 0.1677| 0.3069| 7.0730| 10.3806| 11.9808| 0.2155| 0.8208| 2.5784 |
| CVAE            | 0.0471| 0.2389| 0.4459| 7.4074| 11.2797| 12.9969| 0.2449| 0.8552| 2.6261 |
| NT              | 0.0475| 0.2351| 0.4422| 7.3994| 11.2561| 13.0111| 0.2467| **0.8597**| 2.6434 |
| AdaLabel        | 0.0377| 0.1982| 0.3915| 7.1546| 10.8772| 12.6829| 0.2158| 0.8443| 2.6038 |
| **DRESS(-NT)**  |       |       |       |       |       |       |    |       |         |
| DRESS           | 0.0445| 0.2295| 0.4360| 7.4560| 11.3273| 13.1028| 0.2474| 0.8460| 2.7576 |
| **BART-large**  |       |       |       |       |       |       |    |       |         |
| (DailyDialog)   |       |       |       |       |       |       |    |       |         |
| Vanilla         | 0.0462| 0.2168| 0.4056| 7.3913| 11.2075| 12.8648| 0.2593| 0.8854| 2.4251 |
| MMI             | 0.0497| 0.2329| 0.4355| 7.4748| 11.0460| 13.0898| 0.2623| 0.8787| 2.4646 |
| CVAE            | 0.0429| 0.2416| 0.5117| 7.2728| 11.2968| 13.1643| 0.2558| 0.8744| 2.4215 |
| NT              | 0.0571| 0.2919| 0.5424| 8.0267| 12.3098| 14.0577| 0.3070| 0.9024| 2.6690 |
| AdaLabel        | 0.0482| 0.2573| 0.5136| 7.9152| 12.0986| 13.9496| 0.2936| 0.8947| 2.6336 |
| **DRESS(-NT)**  |       |       |       |       |       |       |    |       |         |
| DRESS           | 0.0554| 0.2909| 0.5448| 8.1722| 12.5195| 14.3244| 0.3079| **0.9192**| 2.8444 |

Table 3: Automatic evaluation results in various diversity metrics (Dist-n, Ent-n, LF, and Sem-Ent) and coherency metric (an average MaUdE of generated responses). Bold and underline indicate the best and runner-up results, respectively. DRESS(-NT) indicates the variant version of DRESS that only utilizes the weighted NLL without NT.

\(^2\)https://github.com/hyperconnect/sem-ent
Comparison (A vs. B)  
Appropriateness Informativeness  

|                   | Appropriateness | Informativeness |
|-------------------|-----------------|-----------------|
|                   | A wins (%) | B wins (%) | Tie (%) | A wins (%) | B wins (%) | Tie (%) |
| Ours vs Vanilla   | 35.3       | 24.7       | 40.0     | 36.0       | 28.0       | 36.0     |
| Ours vs MMI       | 40.0       | 34.7       | 25.3     | 40.7       | 36.0       | 23.3     |
| Ours vs CVAE      | 44.7       | 30.0       | 25.3     | 36.7       | 36.0       | 27.3     |
| Ours vs EDF       | 35.3       | 24.7       | 40.0     | 32.7       | 23.3       | 44.0     |
| Ours vs NT        | 28.0       | 25.3       | 46.7     | 37.3       | 26.0       | 36.7     |
| Ours vs AdaLabel  | 28.7       | 24.0       | 47.3     | 32.7       | 31.3       | 36.0     |

Table 4: Human pairwise comparison results in terms of appropriateness and informativeness of generated responses. The evaluation is conducted on the test set of DailyDialog with Blender-90M using greedy decoding.

6.2 Analysis of Experimental Results

Semantic Distribution of Generated Responses. To analyze how DRESS increase the semantic diversity, we compare the semantic distribution of responses generated by DRESS with that of Vanilla and EDF. Figure 3 illustrates the detailed semantic distribution of the generated responses of Blender-90M on DailyDialog. The Vanilla model shows a high probability on the head semantic clusters (e.g., Cluster 1, 2, 4) and low probability on the tail semantic clusters (e.g., Cluster 13~20). DRESS effectively reduces the probabilities of the head semantic cluster except Cluster 5 and boosts probabilities of the tail clusters except Cluster 12, where the only one has a higher assigned probability than 0.05 in the tail clusters.

Changing Hyperparameters of DRESS. As described in Section 5.3, we found the optimal hyperparameter pair ($\gamma = 30$, $k = 20$) for Blender-90M on DailyDialog. To examine the effect of each hyperparameter, we observe the change of evaluation results by varying the hyperparameters. Note that we fix $\gamma$ to 30.0 and $k$ to 20 when varying $k$ and $\gamma$, respectively. Table 5 shows the results about the effect of the hyperparameters. We find that increasing $\gamma$ induces dialogue generation models to produce more diverse responses, which can be shown by improvement in Dist-3, Ent-3, and Sem-Ent. We also observe that decreasing $k$ induces dialogue generation models to generate more diverse responses. However, MaUdE gets degraded while response diversity improves implying a trade-off between response diversity and coherence.

Ablation Study. To verify the effect of our weighted NLL, we conduct an ablation study. In Table 3, DRESS(-NT) indicates the variant of DRESS without NT and only utilizes weighted NLL. DRESS(-NT) shows a slight degradation in Sem-Ent compared to DRESS. Nonetheless, DRESS(-NT) achieves better performance in Sem-Ent than other baselines excluding DRESS. Moreover, DRESS(-NT) also shows a higher lexical-level diversity than other baselines, along with high MaUdE scores. From these observations, we verify the effectiveness of our proposed weighted NLL that semantically diversifies generated responses.

7 Conclusion

In this work, we present a new automatic evaluation metric, Sem-Ent, which can measure the semantic
diversity of generated responses. Sem-Ent correlates with human judgments on response diversity more than other automatic diversity metrics and shows a high correlation with human judgments on interestingness. Moreover, we introduce a new learning method, DRESS, to mitigate the problem of the imbalanced semantic distribution of dialogue datasets. Evaluation results show that DRESS improves both the semantic and lexical-level diversities of generated responses, along with the gain in response coherency.

Limitations of This Work

In this section, we discuss the potential limitations of our methods and the experimental procedure. To start with, our proposed diversity metric Sem-Ent requires a pre-trained language model to calculate the result. This indicates that it requires relatively heavier computational resources to calculate Sem-Ent compared to other lexical-based diversity metrics such as Dist-n and Ent-n. Moreover, extending Sem-Ent to other languages or other domains could be problematic if no high-quality pre-trained language model is available in that language or domain.

In terms of the experimental procedure, we performed the experiment once rather than running it multiple times with different seeds. Since our evaluation process incorporates a human annotation, which requires a payment to human annotators, we could not perform multiple sets of experiments due to the limited budget. We could not obtain a sufficient number of annotations to acquire statistically significant results for every pairwise comparison. In the same perspective, we conducted the human evaluation in only criteria Appropriateness and Informativeness. We cannot include further criteria, such as Diversity and Interestingness, since these criteria require further evaluation setups requiring a considerable annotation cost. We run an experiment only once since our evaluation requires a human evaluation which requires an extra annotation budget. Furthermore, we only experimented with the English dialogue dataset (DailyDialog and the English portion of the OpenSubtitles). Therefore our results do not necessarily guarantee the same result in other languages rather than English.

At last, we would like to clarify that our proposed metric, Sem-Ent, only focuses on measuring the response diversity and does not consider the response coherency. Although this is our intention since we aim to build an unreferenced diversity metric, this limitation yields a drawback that Sem-Ent should always be jointly used with another metric that measures the response coherency (e.g., MaUdE). Expanding Sem-Ent to consider the coherency with an input context will be an intriguing future direction for our research.

Ethical Considerations

Dialogue generation models can reveal some biases and toxicities from their responses since these models leverage large-scale web-crawled data for pretraining. This is a common consideration for works related to dialogue generation. Moreover, while our paper focuses on diversifying responses from the semantic viewpoint, the model may unintentionally learn about offensive words while diversifying responses. We believe it will be meaningful to reduce potential harmful responses considering semantics in future work.
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Appendix

A Details of Human Evaluation for Sem-Ent (Section 3.2)

A.1 Human Annotation
To collect human annotations, we use Amazon Mechanical Turk, and Figure 4 shows the instructions and the interface for the human annotators. To mitigate the bias from the annotators, we set a maximum number of annotations per annotator as 20 and randomly shuffle the order of the response generation settings and the corresponding response. Since our task does not require particular expertise in linguistics, we open the annotations to non-experts. Nonetheless, to control the annotation quality, we only allow the annotators who satisfy the following requirements: (1) HITs approval rate greater than 95%, (2) Location is one of Australia, Canada, New Zealand, United Kingdom, and the United States, (3) Lifetime number of HITs approved greater than 1000, as following Kim et al. (2021); Han et al. (2022). We estimate that each HIT takes around 1.5 minutes on average (87 seconds per each HIT estimated by the 85th percentile of response times) and set the payment to USD 16 per hour. As a result, annotators are paid USD 0.40 per HIT.

A.2 Baseline Diversity Metrics
To calculate Dist-n, Ent-n, and LF, we use NLTK package (Loper and Bird, 2002) for tokenizing responses and preparing n-grams. When calculating LF, we choose words with an occurrence count of less than 100 in each dataset.

A.3 Further Evaluation Results on Different n
We further report the experimental results with different n for Dist-n and Ent-n (Table 6). Like the results in Table 1, our proposed Sem-Ent also shows the higher correlation with human judgements on response diversity than Dist-n and Ent-n.

A.4 Why We Did Not Compare Sem-Ent with NLI Diversity (Stasaski and Hearst, 2022)
As we propose a new diversity metric (Sem-Ent), we also understand that it is required to compare Sem-Ent with a recently proposed diversity metric (NLI Diversity) to verify its effectiveness. However, we would like to emphasize that the two diversity metrics target the different evaluation settings. NLI Diversity targets the sample-wise semantic diversity setting where the metric measures whether semantically diverse responses are generated for a single test sample. Thus, Stasaski and Hearst (2022) conducted experiments on the McDiv benchmark (Tevet and Berant, 2021), which evaluates the semantic diversity metrics in the sample-wise semantic diversity setting to show the effectiveness of NLI Diversity. On the other hand, our Sem-Ent targets the overall semantic diversity setting that assesses the diversity of generated responses throughout the test set. A higher Sem-Ent score indicates that the generation model covers a wide range of semantic topics throughout the test set. Therefore, our human evaluation simulates the overall semantic diversity setting, unlike the McDiv benchmark, as shown in Figure 4. Note that NLI Diversity is incompatible with this evaluation setting because dialogue generation models should produce multiple responses for each test sample. Moreover, there is no guarantee that generated responses throughout the test set will be semantically diverse even if dialogue generation models show high diversity for each test sample. We believe that our proposed Sem-Ent and NLI Diversity can be used complementary to each other in evaluating the response diversity without conflict.

B Robustness of Sem-Ent (Section 3.2)
We examine the robustness of Sem-Ent by changing the configurations used for calculating the metric. Several configurations can be changed in Sem-Ent, including the types of language models for mapping responses r into a semantic representation e(r) and the number of clusters k for the k-means algorithm. Varying the configurations, we compute Sem-Ent on responses generated by Blender-90M (Roller et al., 2021) for the test set of DailyDialog (Li et al., 2017b) with all methods (in Table 3). We then measure the Spearman rank correlation between the computed Sem-Ent scores of the different configurations.

For the choice of language models, we compare three variants: DialoGPT (Zhang et al., 2020), RoBERTa (Liu et al., 2019a), and GPT2-large (Radford et al., 2019). The average Spearman rank correlation between the pairs of these three variants (3 pairs) is 0.8809. For the number of clusters, we vary the number k with values in {10, 20, 50, 100} and compare the scores ranked by Sem-Ent. The average Spearman rank correlation between these
Table 6: Further evaluation results on different $n$ for Dist-$n$ and Ent-$n$.

**C Details of Human Evaluation for DRESS (Section 5)**

**C.1 Human Annotation**
To collect human annotations for verifying the effectiveness of our proposed DRESS, we also use Amazon Mechanical Turk and the same setting in Section A.1 to mitigate the bias and control the quality of the human annotations. Figure 5 shows the instructions and the interface for the human evaluation. Here, human annotators are paid USD 0.25 per HITs as we estimate that each HITs takes around 1.4 minutes on average (84 seconds per HITs estimated by the 85th percentile of response times) and set the payment to USD 10.7 per hour since the difficulty of this annotation is easier than the human annotations for Sem-Eet in Section A.1.

**C.2 Why We Could Not Set Diversity as a Human Evaluation Criterion**
Unlike Appropriateness and Informativeness, annotators require multiple conversations to annotate Diversity of generation models because it is hard to capture the response diversity from a single conversation. Additional Amazon Mechanical Turk sessions should be conducted besides our pairwise human evaluation to obtain annotations on Diversity. However, as described in Limitation Section, it was challenging under our limited human evaluation budget. Therefore, we conducted a pairwise human evaluation on only Appropriateness and Informativeness following the most common evaluation setup, as shown in Figure 5. We hope that this experimental result will be used as a reference to help understand the general conversational ability of our proposed DRESS, even though DRESS is proposed to increase semantic diversity.

**D Implementation Details (Section 3.2 and Section 5)**

**D.1 Training Models**
All of our experiments are done using the ParlAI (Miller et al., 2017) framework. We leverage model weights of Blender-90M and BART-large provided in the ParlAI framework. Blender-90M is pretrained on Reddit corpus, and BART-large is pretrained jointly on Wikipedia and Toronto Books. Note that Blender-90M has 90M parameters and BART-large consists of 400M parameters. All baselines and DRESS use the initial learning rate of $7 \times 10^{-6}$ with Adam optimizer, except CVAE for Blender-90M trained on DailyDialog using $2 \times 10^{-5}$, MMI for Blender-90M trained on OpenSubtitles using $1 \times 10^{-6}$, and CVAE for Blender-90M trained on OpenSubtitles using $1 \times 10^{-5}$. We search the appropriate learning rate for those exceptions since those exceptions are not stable enough to train the model. We use a learning rate scheduler that reduces its learning rate by multiplying 0.5 when the loss has stopped decreasing. All Blender-90M models and all BART-large models are trained using a batch size of 32 and 16 on a single A100 GPU, respectively. Training a single model takes less than a day with these configurations.

**D.2 Language Models for Calculating Sem-Ent**
In this work, we test three language models to obtain semantic representations of responses: DialoGPT, RoBERTa, and GPT2-large. For reproducibility, we utilize model weights, which are publicly provided in HuggingFace Transformers (Wolf et al., 2020): microsoft/DialoGPT-large, roberta-base, and gpt2-large, for DialoGPT, RoBERTa, and GPT2-large, respectively.

**D.3 Software and Hardware**
We use Python 3.8, PyTorch 1.9.0 (py3.8_cudat11.1_cudnn8.0.5.0), HuggingFace Transformers 4.6.1, and ParlAI 1.3.0. All the experiments are done using NVIDIA A100-40GB GPUs, along with AMD EPYC 7742 64-Core
D.4 License

The DailyDialog dataset has CC-BY-NC-SA 4.0 license. OpenSubtitles dataset does not specify the license on the dataset. For the pretrained models, DialoGPT, RoBERTa, and GPT-2 large are all released with the MIT license. Since CC-BY-NC-SA 4.0 and MIT license both allow the resource utilization for research purposes, the use of these scientific artifacts in this work is valid.

E Further Analysis (Section 6)

E.1 Confidence Interval of MaUdE Scores

In Table 3 and Table 5, we report the average MaUdE score of responses generated by each method. To provide descriptive statistics of evaluation, here we provide a 95% confidence interval of MaUdE in Table 7 and Table 8. Note that we only report confidence intervals of MaUdE since other diversity metrics (Dist-$n$, Ent-$n$, LF, Sem-Ent) return a single value from a set of responses. Thus, we can not calculate the confidence interval of the diversity metrics.

E.2 Inter-Annotator Reliability of Pairwise Human Evaluation

We calculate a Fleiss’ Kappa for pairwise human evaluation results to measure the annotation variance. We find that Fleiss’ Kappas are 0.09 and 0.04 for appropriateness and informativeness, respectively. Although these values are not high, as Kulikov et al. (2019) and Wong et al. (2021)
show that inter-annotator reliability of annotation results using crowd-sourced annotators (such as in our case, using Amazon Mechanical Turk) can be low since annotators show high cultural and training variances, especially when the task is subjective as our case. Note that 64 annotators participated in our human evaluation, and we limited the number of maximum annotations that a single annotator can be assigned to reduce the bias, which might have increased inter-annotator diversity.

### E.3 Additional Response Examples in Figure 3 (Section 6.2)

We observe the unexpected evaluation results in Figure 3. Cluster 3 shows a lower assigned probability than 0.05. On the other hand, Cluster 12 shows a higher assigned probability than 0.05. Unexpectedly, DRESS increases the assigned probability of Cluster 5 in the head clusters. Therefore, we provide response examples in the corresponding clusters, in Table 9. Cluster 3 includes the many generic responses still and Clusters 5 & 12 include the responses in specific topics such as countries (Cluster 5) and purchase (Cluster 12). Unfortunately, we fail to find the reasons for the unexpected experimental results although we examine the generated responses. We conjecture that there is a gap between the semantic distributions of contexts in the training set and the test set in the DailyDialog dataset where the test set includes many contexts belonging to Cluster 5 & 12 than the training set.

### E.4 Analysis of the Distribution of Generated Responses

Figure 6 illustrates the cumulative semantic probability distributions of the generated responses. DRESS clearly shows the most similar cumulative distribution to that of uniform distribution, which is a distribution that achieves the highest Sem-Ent value. Moreover, DRESS dramatically reduces the distribution of the head clusters containing generic responses compared to other baseline methods and conversely enlarges the distribution of the tail clusters.

| Backbone | Method | MaUdE (± 95% CI) |
|----------|--------|-----------------|
| Vanilla | 0.8489 ± 0.005 |
| MMI     | 0.8208 ± 0.005 |
| CVAE    | 0.8552 ± 0.005 |
| EDF     | 0.8593 ± 0.005 |
| NT      | **0.8597 ± 0.005** |
| AdaLabel| 0.8443 ± 0.005 |
| DRESS(-NT)| 0.8460 ± 0.005 |
| DRESS   | **0.8575 ± 0.005** |
| Vanilla | 0.8854 ± 0.005 |
| MMI     | 0.8787 ± 0.005 |
| CVAE    | 0.8774 ± 0.005 |
| EDF     | 0.8918 ± 0.004 |
| NT      | 0.9024 ± 0.004 |
| AdaLabel| 0.8947 ± 0.004 |
| DRESS(-NT)| **0.9192 ± 0.003** |
| DRESS   | **0.9153 ± 0.003** |
| Vanilla | 0.8459 ± 0.004 |
| MMI     | 0.8721 ± 0.004 |
| CVAE    | **0.9214 ± 0.003** |
| EDF     | 0.8777 ± 0.004 |
| NT      | 0.8944 ± 0.003 |
| AdaLabel| 0.8708 ± 0.004 |
| DRESS(-NT)| 0.8927 ± 0.003 |
| DRESS   | **0.9041 ± 0.003** |
| Vanilla | 0.7803 ± 0.005 |
| MMI     | 0.8067 ± 0.005 |
| CVAE    | 0.8600 ± 0.004 |
| EDF     | 0.8558 ± 0.004 |
| NT      | 0.8298 ± 0.005 |
| AdaLabel| 0.8647 ± 0.004 |
| DRESS(-NT)| 0.8618 ± 0.004 |
| DRESS   | **0.8873 ± 0.003** |

Table 7: MaUdE with a 95% confidence interval when automatically evaluating various methods.
Table 8: MaUdE with a 95% confidence interval when analysing the effect of hyperparameters, $\gamma$ and $k$.

| Config | MaUdE (± 95% CI) |
|--------|------------------|
| $\gamma = 1.0$ | 0.8570 ± 0.004 |
| $\gamma = 5.0$ | 0.8593 ± 0.004 |
| $\gamma = 10.0$ | 0.8583 ± 0.004 |
| $\gamma = 30.0$ | 0.8575 ± 0.004 |
| $\gamma = 100.0$ | 0.8436 ± 0.004 |
| $k = 10$ | 0.8390 ± 0.004 |
| $k = 20$ | 0.8575 ± 0.004 |
| $k = 50$ | 0.8513 ± 0.004 |
| $k = 100$ | 0.8637 ± 0.004 |

Table 9: Additional response examples of the semantic clusters of the test set in the DailyDialog dataset. *Index* column indicates the Cluster Index in Figure 2.

| Index | Responses |
|-------|-----------|
| 3     | · That is wonderful.  
       | · That is a wonderful choice.  
       | · Sounds painful!  
       | · Thanks . That’s terrific!  
       | · Thanks . This is fun!  |
| 5     | · OK, It’s here. one of the best makes in China.  
       | · Well, my whole family is in the United States now, but we’re from Costa Rica originally.  
       | · I surely do. They must have had advanced machines in ancient China to do that.  |
| 12    | · Here is your change and your receipt. Do you have goods unpaid on you, sir.  
       | · We found your samples very attractive. We’re interested in buying your garments if your prices are reasonable.  
       | · A postcard costs you five yuan. A dozen postcards cost you 60 yuan.  |

Figure 6: Cumulative probability distribution of the responses generated by different methods. *Uniform* illustrates the case of uniform cluster distribution.