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ABSTRACT. This paper is concerned with time global behavior of solutions to nonlinear Schrödinger equation with a non-vanishing condition at the spatial infinity. Under a non-vanishing condition, it would be expected that the behavior is determined by the shape of the nonlinear term around the non-vanishing state. To observe this phenomenon, we introduce a generalized version of the Gross-Pitaevskii equation, which is a typical equation involving a non-vanishing condition, by modifying the shape of nonlinearity around the non-vanishing state. It turns out that, if the nonlinearity decays fast as a solution approaches to the non-vanishing state, then the equation admits a global solution which scatters to the non-vanishing element for both time directions.

1. INTRODUCTION

This paper is devoted to the study of nonlinear Schrödinger equation

\[ \begin{cases} \ i\partial_t u + \Delta u = \mu |u|^2 - 1 |u|^{p-2} (|u|^2 - 1)u, \\ u(0, x) = u_0(x), \ x \in \mathbb{R}^n, \end{cases} \ (t, x) \in \mathbb{R}^{1+n}, \]

where \( n = 1, 2 \), \( u(t, x) : \mathbb{R}^{1+n} \to \mathbb{C}, \mu = \pm 1, \text{ and } p \geq 2 \). We consider the equation with the “non-vanishing condition”

\[ |u(x)|^2 \to 1 \ \text{as} \ |x| \to \infty. \]

Nonlinear Schrödinger equations with the non-vanishing condition have been extensively studied in mathematical and physical literatures ([3], [5], [27], [29] and references therein). A typical example is Gross-Pitaevskii equation

\[ \begin{cases} \ i\partial_t u + \Delta u = (|u|^2 - 1)u, \\ |u(x)|^2 \to 1 \ (|x| \to \infty), \end{cases} \]

which is a model equation for various physical phenomena such as Bose-Einstein condensation (see [10], [26]). The first approach in the study of the well-posedness for (1.3) appears in Bethuel and Saut [1]. They proved the global well-posedness in \( 1 + H^1(\mathbb{R}^n) \) for \( n = 2, 3 \). After that, Gérard [7,8] showed that in energy space \( E := \{ u \in H^1_{\text{loc}}(\mathbb{R}^n) : \nabla u \in L^2, \ |u|^2 - 1 \in L^2 \} \). A pioneering work on the time global behavior of (1.3) is due to Gustafson, Nakanishi, and Tsai [11,13] (cf. Killip, Oh, Pocovnicu, and Višan [17] for cubic-quintic NLS under (1.2)).
The equation (1.1) is a generalization of the Gross-Pitaevskii equation (1.3) and is a Hamiltonian evolution associated with a generalized Ginzburg-Landau energy
\[ E_p(u) = \| \nabla u \|_{L^2}^2 + \frac{\mu}{p} \| |u|^2 - 1 \|_{L^p}^p. \]

There are previous attempts to generalize Gross-Pitaevskii equation (1.3) by Gallo [6] and the second author [23]. Remark that their generalization is mainly with respect to a shape of the nonlinearity as \(|u| \to 0\) or \(|u| \to \infty\).

When we consider a nonlinear Schrödinger equation under (1.2), it seems natural to expect that the behavior of a solution is determined by the shape, or more explicitly the decay rate, of the nonlinearity as \(|u| \to 1\), not by the shape as \(|u| \to 0\) or \(|u| \to \infty\). It is worth mentioning that, in all previous works on (1.3) and its generalizations listed above, the nonlinearity decays to zero in the rate \(O(|u|^2 - 1)\) as \(|x| \to \infty\). The equation (1.1) is proposed as a generalization of (1.3) with respect to the decay rate of the nonlinearity as \(|u| \to 1\).

As a first step of the study of a generalized model of (1.3) in this direction, we consider the case where the nonlinearity decays faster than the Gross-Pitaevskii model, that is, the case \(p > 2\). We first establish local well-posedness and persistence of regularity results. Then, the goal is to show that if \(p\) is large then the equation (1.1) admits a solution which scatters to the non-vanishing element for both time directions.

To this end, we introduce a transform (1.1) by letting \(u = 1 + v\). The equation for \(v\) is then
\[
\begin{aligned}
&\{ i\partial_t v + \Delta v = \mu |v|^2 + 2 \text{Re}(v)|^{p-2}(|v|^2 + 2 \text{Re}(v))(1 + v), \\
&v(0, x) = v_0(x) := u_0(x) - 1.
\end{aligned}
\]

The goal is now to find a scattering solution to this equation. Here, scattering implies that a solution exists globally in time and asymptotically behaves like a free solution, \(u(t) \sim e^{it\Delta}u_{\pm}(t \to \pm\infty)\). The precise definition is given later.

In this paper, we restrict our attention to the solutions to (1.3) of the form \(u = 1 + v\). However, the energy space corresponding to \(E_p\) \((p \geq 2)\) contains other kinds of functions if \(n = 1, 2\). Indeed, the function \(u(x) = \exp(i \log(1 + |x|))^{1/\nu}\) \((\alpha < 1/2)\) has finite energy. As for the case \(p = 2\), the structure of the energy space is studied by Gérard [7,8]. If \(n \geq 3\) then a function \(u\) has a finite \(E_2\) energy is written as \(u = e^{i\theta}(1 + v)\) with some \(\theta \in \mathbb{R}\) and \(v \in H^1\). The above example is given in [7].

Denote our new nonlinearity by \(F\):
\[
F(v) = \mu |v|^2 + 2 \text{Re}(v)|^{p-2}(|v|^2 + 2 \text{Re}(v))(1 + v).
\]

Then, the nonlinearity \(F(v)\) satisfies
\[
|F(v)| \leq C \left( |v|^{k_1} + |v|^{k_2} \right).
\]

and so
\[
F(v) = \begin{cases}
O(|v|^{k_1}) & (|v| \to 0), \\
O(|v|^{k_2}) & (|v| \to \infty),
\end{cases}
\]
where \( k_1 = p - 1 \) and \( k_2 = 2p - 1 \). As long as we work with a function space with Fatou property\(^1\) such as Lebesgue space, the nonlinearity \( F(v) \) can be handled as a “gauge variant” double power type nonlinearity.

As for NLS with the finite sum of power type gauge variant nonlinearities, Nakamura-Ozawa \(^{24}\) show the small data global existence and scattering in the case where all the exponent of nonlinearity are larger than or equal to the mass-critical power

\[
(1.7) \quad k_m := 1 + \frac{4}{n}.
\]

Thus, the equation (1.4) can be handled by the argument in \(^{24}\) as long as \( p \geq 1 + k_m \). Hence, let us concentrate on the case \( p < 1 + k_m \). In this case, the lower power \( k_1 \) in (1.6) becomes mass-subcritical. It is known that the scattering problem becomes hard in a mass-subcritical case because the decay of \( L^2 \)-solution is not sufficient for scattering. Hence, we need another argument.

There are several methods and techniques to treat mass-subcritical nonlinearities. A use of the operator \( J(t) = x + 2it\nabla \) or its fractional power is well-known tool for study of scattering of solutions to NLS with the mass-subcritical nonlinearity (see e.g. \(^9\)\(^{16}\)\(^{19}\)\(^{20}\)\(^{25}\)). However, The technique heavily relies on the gauge invariant structure of the nonlinearity and so it does not seem to be suitable with the analysis of (1.4).

Our idea here is to use Kato’s argument to handle the mass-subcritical part of the nonlinearity. Kato \(^{14}\) prove the small data global existence and scattering for NLS with the gauge variant nonlinearity \( f \) satisfying \( f \in C^1(\mathbb{C}; \mathbb{C}), f(0) = 0 \) and \( f'(z) = O(|z|^{k-1}) \) for some \( k_{St} < k < k_e \), where

\[
(1.8) \quad k_{St} := \frac{n + 2 + \sqrt{n^2 + 12n + 4}}{2n}
\]

and \( k_e = 1 + \frac{4}{n-1} \) (\( k_e = \infty \) if \( n = 1, 2 \)). We would emphasize that the range \( k \in (k_{St}, k_e) \) includes the mass-subcritical case because \( k_{St} < k_m < k_e \). The key ingredient is non-admissible Strichartz estimates. It is known to be a useful tool to obtain a small data scattering result in mass-subcritical case \( k < k_m \) (see, for example, \(^{20}\)\(^{22}\)). Thus, in this paper, we shall consider the case \( k_{St} < k_1 < k_m \) and \( k_2 < k_e \). We then encounter the restrictions \( n = 1, 2 \) and \( 1 + k_{St} < p < 1 + k_m \).

1.1. Main results. To state our main results, we introduce several function spaces. Let \( k_1 = p - 1 \) and \( k_2 = 2p - 1 \) be the numbers given in (1.6). Let

\[
(1.9) \quad s_0 := \max(s_1, s_2), \quad s_1 := \frac{n}{2} - \frac{n}{k_1 + 1}, \quad s_2 := \frac{n}{2} - \frac{2}{k_2 - 1}.
\]

We have \( s_0 = s_n \) for \( n = 1, 2 \) and \( p \geq 2 \). For an interval \( I \subset \mathbb{R} \), we define a function space

\[
X(I) = L(P_1; I) \cap \dot{W}^{s_2}(P_2; I),
\]

\(^1\)The property that \(|f| \leq |g|\) a.e. implies \( \|f\| \leq \|g\| \).
where $L(P_1; I) = L^{q_1}(I, L^{r_1}(\mathbb{R}^n))$ and $\dot{W}^{s_2}(P_2; I) = L^{q_2}(I, \dot{W}^{r_2}(\mathbb{R}^n))$ with suitable pairs $(q_j, r_j) \ (j = 1, 2)$ satisfying
\[
\frac{2}{q_1} + \frac{n}{r_1} = \frac{2}{k_1 - 1}, \quad \frac{2}{q_2} + \frac{n}{r_2} - s_2 = \frac{2}{k_2 - 1},
\]
respectively. For the explicit choice of the exponents, see Section 2. We remark that, thanks to the relations, $L^{q_1}(I)$-norm and $\dot{W}^{r_2}(P_2; I)$-norm are invariant under the scaling
\[
u \lambda(t, x) = \lambda^{\frac{2}{k_2 - 1}} u(\lambda^2 t, \lambda x)
\]
for any $\lambda > 0$ and $j = 1, 2$, respectively. The exponent $s_2$ is a scale critical exponent in such a sense that the scaling $v_0(x) \mapsto \lambda^{\frac{2}{k_2 - 1}} v_0(\lambda x)$ leaves the $\dot{H}^{s_2}$-norm invariant. We will take $r_1 := p = k_1 + 1$. The exponent $s_1$ comes from the Sobolev embedding $\dot{H}^{s_1}(\mathbb{R}^d) \hookrightarrow L^{r_1}(\mathbb{R}^d)$. Denote $f \in X_{\text{loc}}(I)$ if $f \in X(I)$ holds for any compact subinterval $J \subset I$.

Before the scattering problems, we establish existence of solutions. Throughout this paper, we use the notation $U(t) := e^{it\Delta}$.

**Definition 1.1** (Solution). We say a function $v(t, x) : I \times \mathbb{R}^d \to \mathbb{C}$ is a solution to (1.4) on an interval $I \subset \mathbb{R}$, $I \ni 0$ if $v \in X_{\text{loc}}(I)$ and satisfies
\[
(1.10) \quad v(t) = U(t)v_0 - i \int_0^t U(t - s)F(v(s))ds
\]
in $X_{\text{loc}}(I)$. We call $I$ a maximal interval of $v$ if $v(t)$ cannot be extended to any interval strictly larger than $I$. We denote the maximal interval of $v$ by $I_{\text{max}} = I_{\text{max}}(v) = (T_{\text{min}}, T_{\text{max}})$.

We establish local well-posedness results of (1.4) in the homogeneous Sobolev space.

**Theorem 1.2** (Local well-posedness in $\dot{H}^{s_0} \cap \dot{H}^{s_1}$). Let $n = 1, 2$ and $1 + k_{\text{St}} < p < 1 + k_{\text{m}}$. The Cauchy problem (1.4) is locally well-posed in $\dot{H}^{s_0} \cap \dot{H}^{s_1}$. Namely, for any $v_0 \in \dot{H}^{s_0} \cap \dot{H}^{s_1}$, there exists a unique maximal solution $v(t) \in X_{\text{loc}}(I_{\text{max}}) \cap C(I_{\text{max}}, \dot{H}^{s_0} \cap \dot{H}^{s_1})$ to (1.4) on $I_{\text{max}}$. Furthermore, the map $v_0 \mapsto v$ is continuous in the following sense: For any compact $I' \subset I_{\text{max}}$, there exists a neighborhood $V$ of $v_0$ in $\dot{H}^{s_0}$ such that the map is Lipschitz continuous from $V$ to $X(I') \cap C(I', \dot{H}^{s_0} \cap \dot{H}^{s_1})$.

Let us next see if a solution $v(t)$ of (1.4) belongs to $H^1$ at some time, then $v(t)$ belongs to $H^1$ as long as it exists and has the conserved energy
\[
\mathcal{E}_p(1 + v(t)) = \|\nabla v\|_{L^2}^2 + \frac{p}{2} \|v\|_p^p + 2 \text{Re}(v)\|_{L^p}^p.
\]
However, it is easy to observe this one, since we establish the following:

**Theorem 1.3** (Persistence of $\dot{H}^{\sigma}$-regularity). Assume $n = 1, 2$ and $1 + k_{\text{St}} < p < 1 + k_{\text{m}}$. Let $v_0 \in \dot{H}^{s_0} \cap \dot{H}^{s_1}$ and $v(t)$ be a corresponding solution to (1.4) on $I \subset \mathbb{R}$ given in Theorem 1.2. If $v_0 \in \dot{H}^{\sigma}$ for some $0 \leq \sigma < k_1$, then $v \in C(I, \dot{H}^{\sigma}) \cap W^{\sigma}_{\text{loc}}(P_2; I)$.

Let us now proceed to our main issue, the scattering problem. To begin with, we introduce the definition of scattering.
Definition 1.4. We say the solution \( v \) scatters forward in time if \( T_{\text{max}} = \infty \) and \( \lim_{t \to \infty} U(-t)v(t) \) exists in some sense. We say \( v \) scatters backward in time if \( T_{\text{min}} = -\infty \) and \( \lim_{t \to -\infty} U(-t)v(t) \) exists in some sense.

We give a criterion for scattering of the solution to (1.4), which is one of the main results of the paper.

Theorem 1.5 (Scattering criterion). Assume \( n = 1, 2 \) and \( 1 + k_{S1} < p < 1 + k_m \). Let \( v_0 \in H^{s_0} \cap \dot{H}^{s_1} \) and \( v(t) \in C(I_{\text{max}}, \dot{H}^{s_1} \cap \dot{H}^{s_0}) \cap X_{\text{loc}}(I_{\text{max}}) \) be a corresponding maximal solution to (1.4) on \( I \subset \mathbb{R} \) given in Theorem 1.2.

1. If \( \|v\|_{X((0,T_{\text{max}}))} < \infty \), then \( v(t) \) scatters in \( H^{s_0} \cap \dot{H}^{s_1} \) for forward time.

2. If \( v(t) \) scatters forward in time (in \( \dot{H}^{s_0} \cap \dot{H}^{s_1} \)) and \( v(t_0) \in \dot{H}^{s} \) for some \( t_0 \in I_{\text{max}} \) and \( 0 < \sigma < k_1 \) then \( v(t) \) scatters forward in time in \( \dot{H}^{s} \).

Similar assertions hold for backward in time. In particular, \( v \in X(I_{\text{max}}) \) implies \( I_{\text{max}} = \mathbb{R} \) and \( v \) scatters for both time directions.

Remark that the criterion is given in terms of solution itself and so that it is not so easy to check the condition. We next give two criteria in terms of initial data.

Theorem 1.6 (Small data scattering I). Assume \( n = 1, 2 \) and \( 1 + k_{S1} < p < 1 + k_m \). Let \( v_0 \in L^{\frac{n(p-2)}{2}}(\mathbb{R}) \cap \dot{H}^{s_2} \). There exists \( \delta > 0 \) such that if

\[
\|v_0\|_{L^{\frac{n(p-2)}{2}}} + \|v_0\|_{\dot{H}^{s_2}} \leq \delta,
\]

then there exists a global solution \( v(t) \in X(\mathbb{R}) \cap C(\mathbb{R}, H^{s_2}) \) of (1.4). Moreover, the solution satisfies

\[
\|v\|_{X(\mathbb{R})} \leq 2 \left( \|v_0\|_{L^{\frac{n(p-2)}{2}}} + \|v_0\|_{\dot{H}^{s_2}} \right),
\]

and scatters in \( H^{s_2} \) for both time directions.

Theorem 1.7 (Small data scattering II). Assume \( n = 1, 2 \) and \( 1 + k_{S1} < p < 1 + k_m \). Let \( v_0 \in |x|^{-\frac{2}{p-2} - \frac{n}{2}} L^2 \cap \dot{H}^{s_2} \). There exists \( \delta > 0 \) such that if

\[
\left\| |x|^{\frac{2}{p-2} - \frac{n}{2}} v_0 \right\|_{L^2} + \|v_0\|_{\dot{H}^{s_2}} \leq \delta,
\]

then, there exists a global solution \( v(t) \in X(\mathbb{R}) \cap C(\mathbb{R}, H^{s_2}) \) of (1.4). Moreover, the solution satisfies

\[
\|v\|_{X(\mathbb{R})} \leq C \left( \left\| |x|^{\frac{2}{p-2} - \frac{n}{2}} v_0 \right\|_{L^2} + \|v_0\|_{\dot{H}^{s_2}} \right),
\]

and scatters in \( H^{s_2} \) for both time directions.

Remark 1.8. We remark that \( v_0 \in L^{\frac{n(p-2)}{2}} \cap \dot{H}^{s_2} \) or \( v_0 \in |x|^{-\frac{2}{p-2} - \frac{n}{2}} L^2 \cap \dot{H}^{s_2} \) yield \( v_0 \in L^2 \).

The rest of this paper is organized as follows. In Section 2, we state non-admissible Strichartz’ estimates and collect useful lemmas. We also introduce several notation and definitions which are used throughout this paper. In Section 3, we turn to the estimates on the nonlinearity of (1.4). Section 4 is devoted to a well-posedness in a generalized framework. Finally, we show the main results in Section 5.
2. Preliminary

2.1. Strichartz’ estimates for non-admissible pairs. To present non-admissible Strichartz’ estimates by Kato [14], we put the following notations:

\[ B = (1/2, 0), \quad C = (1/2 - 1/n, 1/2) \quad (C = (0, 1/4) \text{ if } n = 1), \]
\[ D = ((n - 2)/2(n - 1), n/2(n - 1)), \quad (D = (0, 1/2) \text{ if } n = 1), \]
\[ E = (1/2 - 1/n, 1), \quad F = (1/2 - 1/n, 0) \]
\[ (E = (0, 1/2), \quad F = (0, 0) \text{ if } n = 1), \]
\[ B' = (1/2, 1), \quad C' = (1/2 + 1/n, 1/2) \quad (C' = (1, 3/4) \text{ if } n = 1), \]
\[ E' = (1/2 + 1/n, 0), \quad F' = (1/2 + 1/n, 1) \]
\[ (E' = (1, 1/2), \quad F' = (1, 1) \text{ if } n = 1), \]
\[ T = \triangle(BEF), \quad T' = \triangle(B'EF'), \quad T = \triangle(BCD), \]

where the triangles \( T \) and \( T' \) are open except that \( B \) and \( B' \) are included, respectively, and \( T \subset T' \), which include the side \( |CD| \) (the segment connecting \( C \) and \( D \) except for edge points) if \( n \neq 2 \). Moreover, we denote \( \pi(P) = x + 2y/n \) for any \( P = (x, y) \in [0, 1]^2 \).

We state non-admissible Strichartz’ estimates.

**Proposition 2.1** ([14]). Let \( t_0 \in \mathbb{R} \). If \( P \in T \), \( \overline{P} \in T' \) with \( \pi(\overline{P}) - \pi(P) = 2/n \), then it holds that
\[
\left\| \int_{t_0}^t U(t-s)f(s)\,ds \right\|_{L^p(\overline{P})} \leq C \|f\|_{L^q(P)}.
\]

**Remark 2.2.** Further extension is obtained in [4] [18] [28]. However, the above version is sufficient for our purpose.

**Proposition 2.3** ([14]). Let \( 1/2 < 1/q < m/2(m - 1) \) \((1/2 < 1/q \leq 1 \text{ if } n = 1)\). If \( P \in T \) with \( \pi(P) = 1/q \), then it holds that
\[
\|U(t)f\|_{L^p(P)} \leq C \|f\|_{L^q}.
\]

Here, we give two useful Lemmas to estimate the nonlinearity. To this end, we introduce a Lipschitz \( \mu \) norm \((\mu > 0)\). For a multi-index \( \alpha = (\alpha_1, \alpha_2) \in (\mathbb{Z}_{\geq 0})^2 \), define \( \partial^\alpha = \partial^\alpha_1 \partial^\alpha_2 \). Put \( \mu = N + \beta \) with \( N \in \mathbb{Z} \) and \( \beta \in (0, 1] \). For a function \( G \in C^N(\mathbb{R}^2, \mathbb{C}) \), we define
\[
\|G\|_{\text{Lip}_\mu} = \sum_{|\alpha| < N} \sup_{z \in \mathbb{C} \setminus \{0\}} \frac{|\partial^\alpha G(z)|}{|z|^{\mu - |\alpha|}} + \sum_{|\alpha| = N} \sup_{z \neq z'} \frac{|\partial^\alpha G(z) - \partial^\alpha G(z')|}{|z - z'|^\beta}.
\]

If \( G \in C^N(\mathbb{R}^2, \mathbb{C}) \) and \( \|G\|_{\text{Lip}_\mu} < \infty \), then we write \( G \in \text{Lip}_\mu \).

**Lemma 2.4** ([15]). Assume that \( s \geq 0 \). Let \( p, q, p_i, q_i \in (1, \infty) \) \((i = 1, 2, 3, 4)\). Then, we have
\[
\|D_x^s(fg)\|_{L^p_1L^q_1} \leq C(\|D_x^s f\|_{L^{p_1}_1L^{q_1}_2} \|g\|_{L^{p_2}_1L^{q_2}_2} + \|f\|_{L^{p_3}_1L^{q_3}_2} \|D_x^s g\|_{L^{p_4}_1L^{q_4}_2})
\]
provided that
\[
\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p_3} + \frac{1}{p_4}, \quad \frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2} = \frac{1}{q_3} + \frac{1}{q_4},
\]
where the constant \( C \) is independent of \( f \).
Lemma 2.5 ([22]). Suppose that \( \mu > 1 \) and \( s \in (0, \mu) \). Let \( G \in \text{Lip}_\mu \). If \( p, p_1, p_2, q, q_1, q_2 \in (1, \infty) \) satisfies
\[
\frac{1}{p} = \frac{\mu - 1}{p_1} + \frac{1}{p_2}, \quad \frac{1}{q} = \frac{\mu - 1}{q_1} + \frac{1}{q_2},
\]
then there exists a positive constant \( C \) depending on \( \mu, s, p_1, p_2, q_1, q_2 \) such that
\[
\|D_x|^s G(f)\|_{L^p_x L^{q_2}_t} \leq C \|G\|_{\text{Lip}_\mu} \|f\|_{L^{p_1}_x L^{q_1}_t} \|D_x|^s f\|_{L^{p_2}_x L^{q_2}_t}
\]
holds for any \( f \) satisfying \( f \in L^{p_1}_x L^{q_1}_t \) and \( |D_x|^s f \in L^{p_2}_x L^{q_2}_t \).

Finally, we introduce several notations and definitions which we use throughout this paper. We define \( P_1, \overline{P}_1, P_2, \overline{P}_2, P'_2 \) and \( \overline{P}'_2 \) by
\[
P_1 = \left( \frac{1}{p}, \frac{(2-n)p+2n}{2p(p-2)} \right), \quad \overline{P}_1 = \left( \frac{p-1}{p}, \frac{(p-1)((2-n)p+2n)}{2p(p-2)} \right),
\]
\[
P_2 = \left( \frac{np^2-2p-2n}{2np(p-1)}, \frac{(2-n)p+2n}{4p(p-1)} \right),
\]
\[
\overline{P}_2 = \left( \frac{3np^2-2(3n+1)p+2n}{2np(p-1)}, \frac{(2p-1)((2-n)p+2n)}{4p(p-1)} \right),
\]
\[
P'_2 = \left( \frac{p-2}{2p(p-1)}, \frac{(2-n)p+2n}{4p(p-1)} \right),
\]
\[
\overline{P}'_2 = \left( \frac{(p-2)(2p-1)}{2p(p-1)}, \frac{(2p-1)((2-n)p+2n)}{4p(p-1)} \right).
\]
Remark that the point \( P_1 \) and \( \overline{P}_1 \) lie on the line \( x + 2y/n = 2/(n(p-2)) \) and \( x + 2y/n = 2/n + 2/(n(p-2)) \), respectively. Similarly, \( P'_2 \) and \( \overline{P}'_2 \) are on the line \( x + y = 1/(2p-2) \) and \( x + 2y/n = 1/(n(p-1)) \), respectively. Further, \( P_1, \overline{P}_1, P'_2, \) and \( \overline{P}'_2 \) are on the line \( y = ((2-n)p+2n)/2(p-2)x \). The pair given by \( P_2 \) and the dual of the pair given by \( \overline{P}_2 \) are admissible. Namely, \( P_2 \) is on \( x + 2y/n = 1/2 \) and \( \overline{P}_2 \) is on \( x + y = 1/2 + 2/n \). One has the relation
\[
(2.1) \quad \overline{P}_1 - P_1 = \overline{P}_2 - P_2 = \overline{P}_2' - P'_2 = (k_1 - 1)P_1 = (k_2 - 1)P'_2.
\]
Unfortunately, note that \( P'_2 \notin T \) and \( \overline{P}'_2 \notin T' \) (see Section 2 for \( T \) and \( T' \)). We put \( s_2 = \frac{n}{2} - \frac{1}{p-1} \). Let \( k_{st} = \frac{n+2+\sqrt{n^2+12n+4}}{2n} \) and \( k_m = 1 + \frac{4}{n} \).

For an interval \( I \subset \mathbb{R} \) and a point \( P = (1/q, 1/r) \in \square = [0, 1]^2 \), \( L(P; f) \) denotes \( L^r(I, L^q(\mathbb{R}^2)) \). Similarly, we define \( W^s(P; I) = L^r(I, W^s,q(\mathbb{R}^2)) \) and \( W^s(P; I) = L(P; I) \cap W^s(P; I) \). If \( I = \mathbb{R} \), we omit \( \mathbb{R} \) and simply write \( L(P) = L(P; \mathbb{R}) \), \( W^s(P) = W^s(P; \mathbb{R}) \), and \( X = X(\mathbb{R}) \).

3. Nonlinear estimates

Let \( \varphi \in C^\infty_c([0, \infty)) \) be a cutoff function satisfying \( \varphi \geq 0, \varphi(s) = 1 \) for \( s \leq 1 \) and \( \varphi(s) = 0 \) for \( s \geq 2 \). We decompose the nonlinearity \( F(z) \) given in (1.5) as \( F(z) = F_1(z) + F_2(z) \), where
\[
F_1(z) = \varphi(|z|) F(z), \quad F_2(z) = (1 - \varphi(|z|)) F(z).
\]
Lemma 3.1. Let \( k \) where \( k_1 = p - 1 \) and \( k_2 = 2p - 1 \).

Lemma 2.4 and Lemma 2.5 yields nonlinear estimates as follows:

**Lemma 3.1.** Let \( 0 \leq \sigma < k_1 \). The estimates

\[
\|F_1(u)\|_{L(P_1)} \leq C\|u\|_{L(P_1)}\|u\|_{L(P_1)}^{k_1-1},
\]

\[
\|F_2(u)\|_{L(P_1)} \leq C\|u\|_{L(P_1)}\|u\|_{L(P_1)}^{k_2-1},
\]

\[
\|F_1(u)\|_{W^\sigma(P_2)} \leq C\|u\|_{W^\sigma(P_2)}\|u\|_{L(P_1)}^{k_1-1},
\]

\[
\|F_2(u)\|_{W^\sigma(P_2)} \leq C\|u\|_{W^\sigma(P_2)}\|u\|_{L(P_1)}^{k_2-1},
\]

hold for any \( u \in X \cap \dot{W}^\sigma(P_2) \).

**Lemma 3.2.** Let \( 0 \leq \sigma < k_1 - 1 \). The following four estimates hold for any \( u, \tilde{u} \in X \cap \dot{W}^\sigma(P_2) \):

\[
\|F_1(u) - F_1(\tilde{u})\|_{L(P_1)} \leq C\|u - \tilde{u}\|_{L(P_1)}\left(\|u\|_{L(P_1)}^{k_1-1} + \|\tilde{u}\|_{L(P_1)}^{k_1-1}\right),
\]

\[
\|F_2(u) - F_2(\tilde{u})\|_{L(P_1)} \leq C\|u - \tilde{u}\|_{L(P_1)}\left(\|u\|_{L(P_1)}^{k_2-1} + \|\tilde{u}\|_{L(P_1)}^{k_2-1}\right),
\]

\[
\|F_1(u) - F_1(\tilde{u})\|_{W^\sigma(P_2)} \leq C\|u - \tilde{u}\|_{L(P_1)}\left(\|u\|_{L(P_1)}^{k_1-2} + \|\tilde{u}\|_{L(P_1)}^{k_1-2}\right)\left(\|u\|_{W^\sigma(P_2)} + \|\tilde{u}\|_{W^\sigma(P_2)}\right),
\]

\[
\|F_2(u) - F_2(\tilde{u})\|_{W^\sigma(P_2)} \leq C\|u - \tilde{u}\|_{W^\sigma(P_2)}\left(\|u\|_{P_1}^{k_2-2} + \|\tilde{u}\|_{W^\sigma(P_2)}^{k_2-2}\right)\left(\|u\|_{W^\sigma(P_2)} + \|\tilde{u}\|_{W^\sigma(P_2)}\right) + C\|u - \tilde{u}\|_{W^\sigma(P_2)}\left(\|u\|_{L(P_1)}^{k_2-1} + \|\tilde{u}\|_{L(P_1)}^{k_2-1}\right).
\]

**Proof of Lemma 3.1** First, we show \( (3.3) \). Since \( P_1 = P_1 + (k_2 - 1)P_2 \) by \( (2.1) \), it follows from \( W^{s_2}(P_2) \) to \( L(P_2) \) that

\[
\|F_2(u)\|_{L(P_1)} \leq \|u\|_{L(P_1)}\|u\|_{L(P_1)}^{k_2-1},
\]

The estimate \( (3.2) \) follows in a similar way.

Let us next show \( (3.4) \). Since we have \( P_2 = P_2 + (k_1 - 1)P_1 \) by \( (2.1) \), it follows from Lemma 2.3 that

\[
\|F_1(u)\|_{W^\sigma(P_2)} \leq C\|F_1\|_{\text{Lip}(k_1)}\|u\|_{W^\sigma(P_2)}\|u\|_{L(P_1)}^{k_1-1},
\]

which implies \( (3.4) \). The last inequality \( (3.5) \) follows in a similar way. □
Proof of Lemma 3.2 The proofs of (3.6) and (3.7) are similar to that of (3.2) and (3.3), respectively. We omit the details. Let us prove (3.9). Note that

\[ F_i(u) - F_i(\tilde{u}) = (u - \tilde{u}) \int_0^1 \partial_2 F_i(\theta u + (1 - \theta)\tilde{u}) d\theta \]

\[ + (u - \tilde{u}) \int_0^1 \partial_2 F_i(\theta u + (1 - \theta)\tilde{u}) d\theta \]

\[ =: I_i + J_i \]

for \( i = 1, 2 \). Using the relation \( P_2 = P_2' + (k_2 - 2)P_2'' + P_2 = P_2 + (k_1 - 1)P_2' \), Lemma 2.4 and Lemma 2.5 one sees that

\[ \|I_2\|_{W^s(P_2)} \leq C \|u - \tilde{u}\|_{L(P_2')} \int_0^1 \|D_x|^{\sigma}(\partial_2 F_2(\theta u + (1 - \theta)\tilde{u}))\|_{L((k_2 - 2)P_2' + P_2)} d\theta \]

\[ + C \|D_x|^{\sigma}(u - \tilde{u})\|_{L(P_2')} \int_0^1 \|\partial_2 F_2(\theta u + (1 - \theta)\tilde{u})\|_{L((k_2 - 1)P_2')} d\theta \]

\[ \leq C \|u - \tilde{u}\|_{L(P_2')} \int_0^1 \|\partial_2 F_2\|_{\text{Lip}(k_2 - 1)} \times \|\theta u + (1 - \theta)\tilde{u}\|_{L(P_2')} \|D_x|^{\sigma}(\theta u + (1 - \theta)\tilde{u})\|_{L(P_2')} d\theta \]

\[ + C \|D_x|^{\sigma}(u - \tilde{u})\|_{L(P_2')} \int_0^1 \|\theta u + (1 - \theta)\tilde{u}\|_{L(P_2')} \|D_x|^{\sigma}(\theta u + (1 - \theta)\tilde{u})\|_{L(P_2')} d\theta \]

\[ \leq C \|u - \tilde{u}\|_{L(P_2')} \left( \|u\|_{L(P_2')}^{k_2 - 2} + \|\tilde{u}\|_{L(P_2')}^{k_2 - 2} \right) \left( \|u\|_{W^s(P_2)} + \|\tilde{u}\|_{W^s(P_2)} \right) \]

\[ + C \|u - \tilde{u}\|_{W^s(P_2)} \left( \|u\|_{L(P_2')}^{k_2 - 1} + \|\tilde{u}\|_{L(P_2')}^{k_2 - 1} \right) \cdot \]

Hence this term is handled by the Sobolev embedding. In the same way, it holds that

\[ \|J_2\|_{W^s(P_2)} \leq C \|u - \tilde{u}\|_{W^s(P_2)} \left( \|u\|_{W^s(P_2)}^{k_2 - 2} + \|\tilde{u}\|_{W^s(P_2)}^{k_2 - 2} \right) \]

\[ \times \left( \|u\|_{W^s(P_2)} + \|\tilde{u}\|_{W^s(P_2)} \right) \]

\[ + C \|u - \tilde{u}\|_{W^s(P_2)} \left( \|u\|_{W^s(P_2)}^{k_2 - 1} + \|\tilde{u}\|_{W^s(P_2)}^{k_2 - 1} \right) \cdot \]

These yield (3.9). Similarly, we can show (3.8). We only remark that we use the relation \( P_2 = P_1 + (k_1 - 2)P_1 + P_2 = P_2 + (k_1 - 1)P_1 \) instead. \( \square \)

4. LOCAL WELL-POSEDNESS

In this section, we establish a weak version of local well-posedness type result for the equation

\[ (4.1) \quad v(t) = V(t) - i \int_{t_0}^t U(t - s)F(v(s))ds, \]

where \( t_0 \in \mathbb{R} \) is the initial time and \( V(t) \in X_{\text{loc}}(\mathbb{R}) \) is a given function. We call \( V(t) \) as a guide flow.
**Definition 4.1.** We say a function \( v(t) \) is a solution to (4.1) associated with an initial time \( t_0 \) and a guide flow \( V(t) \) on an interval \( I \) if \( t_0 \) is in the closure of \( I \), \( v \in X_{\text{loc}}(I) \), and (4.1) holds in \( X_{\text{loc}}(I) \) sense.

**Remark 4.2.** A typical example of guide flow is a linear flow \( U(t-t_0)v_0 \). Then, (4.1) becomes (1.10). Another example is \( V(t) = U(t-t_0)v_0 - i\int_{t_0}^t U(t-s)e(s)ds \) for some function \( e(t) \). Then, the equation (4.1) corresponds to (1.4) with error; \( i\partial_t v + \Delta v = F(v) + e \). By using the above formulation, we can handle these examples in a unified way.

**Remark 4.3.** Any solution to (4.1) associated with \( t_0 \) and \( V \) on \( I \) satisfies \( v - V \in C(I, H^{s_2}) \). Indeed, for any compact \( J \subset I \), we have \( v \in X(J) \). By means of (3.4) and (3.5), this implies \( F(v) \in W^{s_2}(P_2; J) \). Then, Strichartz estimate shows
\[
\|v - V\|_{L^\infty(I, H^{s_2})} = \left\| \int_{t_0}^t U(t-s)F(u(s))ds \right\|_{L^\infty(I, H^{s_2})} \leq C \|F(v)\|_{W^{s_2}(P_2; J)}.
\]
Hence, \( v - V \in C(I, H^{s_2}) \).

The heart of the analysis of (4.1) is summarized as follows.

**Proposition 4.4.** Let \( \tilde{v}(t) \) be a solution to (4.1) associated with \( t_0 \in \mathbb{R} \) and a guide flow \( \tilde{V}(t) \in X_{\text{loc}}(\mathbb{R}) \) on an interval \( I \ni t_0 \). Suppose that \( \|\tilde{v}\|_{X(I)} \leq M \). Then, there exists \( \eta_1 = \eta_1(M) > 0 \) such that if a guide flow \( V(t) \in X_{\text{loc}}(\mathbb{R}) \) satisfies
\[
\eta := \|V - \tilde{V}\|_{X(I)} \leq \eta_1
\]
then there exists a unique solution \( v(t) \) to (4.1) associated with \( t_0 \) and \( V(t) \) on the same interval \( I \). Further, the solution satisfies \( v - \tilde{v} - (V - \tilde{V}) \in C(I, H^{s_2}) \) and
\[
\|v - \tilde{v}\|_{X(I)} + \|v - \tilde{v} - (V - \tilde{V})\|_{L^\infty(I, H^{s_2})} \leq C \eta.
\]

**Proof.** We prove the result with replacing \( I \) with \( I \cap \{t > t_0\} \) since the other case \( I \cap \{t < t_0\} \) is handled in the same way. Hence, we may suppose that \( t_0 = \inf I \).

Let \( m > 0 \) be a small number to be chosen later. Then, there exists a subdivision \( \{I_j\}_{j=1}^J \) of \( I \) such that \( J = J(m, M) \geq 1 \), \( I_j = (t_{j-1}, t_j) \) for \( j \leq J - 1 \), \( I_J = (t_{J-1}, \sup I) \), and that \( \sup_j \|\tilde{v}\|_{X(I_j)} \leq m \). Set \( w(t) := v(t) - \tilde{v}(t) \) and \( W(t) := V(t) - \tilde{V}(t) \). Then, \( w(t) \) solves
\[
(4.2) \quad w(t) = W(t) - i \int_{t_0}^t U(t-s)(F(w(s) + \tilde{v}(s)) - F(\tilde{v}(s)))ds,
\]
at least formally. We now regard (4.2) as an equation with respect to \( w \).

Let us show that there exists a unique function \( w \in X(I) \) satisfying (4.2) in \( X(I) \). We use an induction argument. Introduce a map
\[
\Phi(w)(t) := W(t) - i \int_{t_0}^t U(t-s)(F(w(s) + \tilde{v}(s)) - F(\tilde{v}(s)))ds.
\]
Let \( \{a_j\}_{1 \leq j \leq J} \) and \( \{b_j\}_{1 \leq j \leq J} \) be two sequences to be determined later. Define
\[
X_1 := \{ u \in X(I_j) \mid \|u\|_{X(I_j)} \leq a_1 \}, \quad d_{X_1}(u, \tilde{w}) := \|u - \tilde{w}\|_{L^2(P_1; I_1)}
\]
and
\[
X_j := \left\{ u \in X(\cup_{k=1}^{j-1} I_k) \mid \begin{align*}
&\|u(t) = w(t)\|_{\cup_{k=1}^{j-1} I_k}, \\
&\|F(u + \tilde{w}) - F(\tilde{w})\|_{L(\mathcal{P}_1; \cup_{k=1}^{j-1} I_k) \cap W^{s,2}(\mathcal{P}_2; \cup_{k=1}^{j-1} I_k)} \leq b_j,
\end{align*} \right\},
\]
\[
d_{X_j}(u, \tilde{u}) := \|u - \tilde{u}\|_{L(\mathcal{P}_1; \cup_{k=1}^{j-1} I_k)}.
\]
for \(2 \leq j \leq J\), where \(w(t)\) is a solution to \((1.2)\) on \(\cup_{k=1}^{j-1} I_k\). Our strategy is as follows. We first construct a solution \(w(t)\) on \(I_1\) by applying the contraction mapping principle in \(X_1\). Once a solution \(w(t)\) is given on \(\cup_{k=1}^{j-1} I_k\) for some \(j \geq 2\), the space \(X_j\) is well-defined. Then, we extend \(w(t)\) to the interval \(\cup_{k=1}^j I_k\) by proving that \(\Phi : X_j \to X_j\) is a contraction map.

We consider \(j \geq 2\). Assume that a solution \(w(t)\) exists on \(\cup_{k=1}^{j-1} I_k\) and that the solution satisfies \(\|F(w + \tilde{v}) - F(\tilde{v})\|_{L(\mathcal{P}_1; \cup_{k=1}^{j-1} I_k) \cap W^{s,2}(\mathcal{P}_2; \cup_{k=1}^{j-1} I_k)} \leq b_j\).

Let \(u \in X_j\). We have \(u = w(t)\) on \(t \in \cup_{k=1}^{j-1} I_k\) and so
\[
\tag{4.3} \Phi(u)(t) = W(t) - \int_{t_0}^t U(t - s)(F(w(s) + \tilde{v}(s)) - F(\tilde{v}(s)))ds = w(t)
\]
for \(t \in \cup_{k=1}^{j-1} I_k\). Then, together with the assumption on \(w(t)\), we see that
\[
\tag{4.4} \|F(\Phi(u) + \tilde{v}) - F(\tilde{v})\|_{L(\mathcal{P}_1; \cup_{k=1}^{j-1} I_k) \cap W^{s,2}(\mathcal{P}_2; \cup_{k=1}^{j-1} I_k)} \leq b_j.
\]
Further, it follows from Strichartz’ estimate, the assumption on \(W\), and the definition of \(X_j\) that
\[
\tag{4.5} \|\Phi(u)\|_{X(\cup_{k=1}^{j-1} I_k)} \leq \|W\|_{X(\cup_{k=1}^{j-1} I_k)} + C\|F(u + \tilde{v}) - F(\tilde{v})\|_{L(\mathcal{P}_1; \cup_{k=1}^{j-1} I_k) \cap W^{s,2}(\mathcal{P}_2; \cup_{k=1}^{j-1} I_k)} \leq \eta + C_1b_j + C_1\|F(u + \tilde{v}) - F(\tilde{v})\|_{L(\mathcal{P}_1; I_j) \cap W^{s,2}(\mathcal{P}_2; I_j)}.
\]
Without loss of generality, we may suppose that \(C_1 \geq 1\). Using Lemma 3.2 and Young’s inequality and letting \(m\) small enough, we obtain
\[
\tag{4.6} C_1\|F(u + \tilde{v}) - F(\tilde{v})\|_{L(\mathcal{P}_1; I_j) \cap W^{s,2}(\mathcal{P}_2; I_j)} \leq \frac{1}{4}\|u\|_{X(I_j)} + C_2(m)\|u\|_{X(I_j)}k_2^{1/2} - 1 - k_2^{-1}.
\]
Fix such \(m\). Then, as long as \(a_j \leq (4C_2)^{-1/(k_2-1)}\),
\[
\tag{4.7} 2(\eta + C_1b_j) \leq a_j \leq (4C_2)^{1/(k_2-1)}.
\]
Remark that the condition works also for \(j = 1\) with the choice \(b_1 = 0\).

We will show that \(\Phi\) is a contraction map. By \((4.3)\),
\[
\Phi(u_1) - \Phi(u_2) = -i \int_{t_{j-1}}^t U(t - s)(F(u_1 + \tilde{v}) - F(u_2 + \tilde{v}))ds
\]
for \( u_1, u_2 \in X_j \). A use of (3.6) and (3.7) then shows
\[
d_{X_j}(\Phi(u_1), \Phi(u_2)) \leq C_3 \| u_1 - u_2 \|_{L^p(I; J_j)} (a_j^{k_1-1} + a_j^{k_2-1} + m_{k_1-1} + m_{k_2-1})
\]
We let \( m \) even small so that \( C_3(m_{k_1-1} + m_{k_2-1}) \leq 1/3 \), if necessary. Then, \( \Phi : X_j \to X_j \) is contraction if
\[
a_j \leq \min(1, (6C_3)^{-1/(k_1-1)}).
\]
Thus, if (4.7) and (4.8) are satisfied then \( \Phi : X_j \to X_j \) is a contraction and so we obtain a solution \( w(t) \in X_j \subset X(\cup_{k=1}^j I_k) \) to (4.1) on \( \cup_{k=1}^j I_k \). For the next step of the induction, we shall define \( b_{j+1} \). By the assumption of the induction, \( C_1 \geq 1 \), and (4.6), we have
\[
\| F(w + \tilde{v}) - F(\tilde{v}) \|_{X(\cup_{k=1}^j I_k)} \leq b_j + \frac{1}{2} a_j.
\]
Hence, it suffices to take
\[
(4.9) \quad b_j + \frac{1}{2} a_j \leq b_{j+1}.
\]
Now, the proof is completed if we are able to choose two sequences \( \{a_j\}_j \) and \( \{b_j\}_j \) so that (4.7), (4.8), and (4.9) are satisfied. Recall that \( b_1 = 0 \). We take \( a_j = 2(\eta + C_1 b_j) \) and \( b_{j+1} + \eta = (C_1 + 1)(b_j + \eta) \), or more explicitly,
\[
a_j = 2(C_1(C_1 + 1)^{j-1} - C_1 + 1)\eta, \quad b_j = ((C_1 + 1)^{j-1} - 1)\eta.
\]
Notice that \( a_j \) is increasing. Thus, one sees that if \( \eta > 0 \) is taken so small that
\[
\eta \leq \min((4C_2)^{1/(k_1-1)} - 1, (6C_3)^{-1/(k_1-1)}) =: \eta_1
\]
then the conditions (4.7), (4.8), and (4.9) are satisfied for all \( j \in [1, J] \). Thus, there exists a unique solution \( v(t) \) to (4.1) associated with \( t_0 \) and \( V(t) \) on \( I \). Furthermore the solution satisfies \( \| v - \tilde{v} \|_{X(I)} \leq C\eta \).

Let us finally estimate \( w - \tilde{W} \). By using (4.2) and the Strichartz estimate,
\[
\| w - \tilde{W} \|_{L^\infty_t (H^{s_2})} \leq C \| F(w + \tilde{v}) - F(\tilde{v}) \|_{W^{s_2}(\mathcal{P}_2 I)}.
\]

Theorem 4.5 (Local existence of a solution). There exists a universal constant \( \delta_0 > 0 \) such that if a guide flow \( V(t) \) satisfies \( \| V \|_{X(I)} \leq \delta_0 \) for some interval \( I \) then for any \( t_0 \in \mathbb{R} \cap \bar{I} \) there exists a unique solution \( v(t) \) of (4.1) associated with \( t_0 \) and \( V(t) \) on \( I \). Moreover, \( v \in X(I) \).

Proof. Take \( \tilde{V} \equiv 0 \) and \( \tilde{v} \equiv 0 \) in Proposition 4.4.

Theorem 4.6 (Uniqueness and unique continuation). Let \( v_1, v_2 \) be two solutions of (4.1) associated with \( t_0 \) and \( V(t) \) on intervals \( I_1 \) and \( I_2 \), respectively. If \( v_j \in X(I_j) \) for \( j = 1, 2 \) and if \( t_0 \) is in \( I_1 \cap I_2 \) then \( v_1 = v_2 \) on \( I_1 \cap I_2 \). In particular, under the same assumption, both solutions can be uniquely extended to a solution on \( I_1 \cup I_2 \).

Proof. Take \( \tilde{V} \equiv 0 \) and \( \tilde{v} \equiv 0 \) in Proposition 4.4.
Proof. We apply Result. Together with \( \inf I \) under the assumption \( \inf I \), Proposition \( 4.4 \) reads as a stability result, which is sometimes called Theorem \( 4.9 \).

To complete our well-posedness type result on \( 4.1 \), we shall observe continuous dependence of guide flow.

**Theorem 4.7** (Continuous dependence on guide flow). Fix \( t_0 \in \mathbb{R} \). The mapping from a guide flow \( V(t) \in X_{\text{loc}}(\mathbb{R}) \) to a maximal solution \( v(t) \in X_{\text{loc}}(I_{\text{max}}(t_0, V)) \) is continuous in the following sense: For any compact interval \( J \subset I_{\text{max}}(t_0, V) \) and a positive number \( \varepsilon > 0 \), there exists a neighborhood \( \mathcal{V} = V(t_0, V, J, \varepsilon) \subset X(J) \) of \( V(t) \) such that if \( \tilde{V} \in \mathcal{V} \) then \( I_{\text{max}}(t_0, \tilde{V}) \supset J \) and a maximal solution \( \tilde{v} \) of \( 4.1 \) associated with \( t_0 \) and \( \tilde{V} \) satisfies \( \| v - \tilde{v} \|_{X(J)} \leq \varepsilon \).

**Remark 4.8.** If we take both \( \tilde{V} \) and \( V \) as in the second example of Remark \( 4.2 \), then Proposition \( 4.4 \) reads as a stability result, which is sometimes called a long-time stability.

We conclude this section with a regularity property.

**Theorem 4.9** (inheritance of regularity). Let \( t_0 \in \mathbb{R} \) and let \( V(t) \) be a guide flow. Let \( v(t) \) be a unique maximal solution to \( 4.1 \) associated with \( t_0 \) and \( V \) on \( I_{\text{max}} \). If \( V(t) \in C(I_{\text{max}}, \dot{H}^\sigma) \cap \dot{W}^\sigma_{\text{loc}}(P_2; I_{\text{max}}) \) for some \( 0 \leq \sigma < k_1 \), then \( v(t) \in C(I_{\text{max}}, \dot{H}^\sigma) \cap \dot{W}^\sigma_{\text{loc}}(P_2; I_{\text{max}}) \). Further, the equation \( 4.1 \) holds in \( \dot{H}^\sigma \) sense for all \( t \in I_{\text{max}} \).

**Proof.** Let \( I' \) be a compact interval such that \( I' \subset I_{\text{max}} \). We claim that \( v \in \dot{W}^\sigma(P_2; I') \). Remark that the claim shows the result because we deduce from Strichartz’ estimate, \( 3.4 \), and \( 3.5 \) that

\[
\begin{align*}
\left\| \int_{t_0}^{t} U(t - s)F(v(s))ds \right\|_{L^\infty(I', \dot{H}^\sigma) \cap \dot{W}^\sigma(P_2; I')} & \leq C \| F(v) \|_{W^\sigma(P_2; I')} \\
& \leq C \| v \|_{\dot{W}^\sigma(P_2; I')} (\| v \|_{X(I')}^{k_1 - 1} + \| v \|_{X(I')}^{k_1 - 1}) < \infty.
\end{align*}
\]

Together with \( V(t) \in C(I_{\text{max}}, \dot{H}^\sigma) \cap \dot{W}^\sigma_{\text{loc}}(P_2; I_{\text{max}}) \), it proves the desired result.

We show the claim. As in the proof of Proposition \( 4.4 \) it suffices to show under the assumption \( \inf I' = t_0 \). Fix \( m > 0 \). Divide \( I' \) into \( J(m) \) intervals.
Let us first show that a guide flow \( v \) with Theorem 4.6, there exists a unique maximal solution \( X_{\sigma} \) of (3.4). When \( n = 1 \) we apply Theorem 4.5 with \( t_0 = 0 \) and \( V(t) = U(t)v_0 \). Then, \( F(v) \in W^\sigma(T_2;\cup_{j=1}^{\infty}I_k) \) in light of (3.4) and (3.5). By Strichartz’ estimate and (3.4) and (3.5),

\[
\left\| \int_0^t U(t-s)F(v(s))ds \right\|_{W^\sigma(P_2;\cup_{j=1}^{\infty}I_k)} \leq C \left\| F(v) \right\|_{W^\sigma(T_2;\cup_{j=1}^{\infty}I_k)} \leq C \left\| F(v) \right\|_{W^\sigma(T_2;\cup_{j=1}^{\infty}I_k)} + C \left\| v \right\|_{W^\sigma(P_2;I_j)} \left( \left\| v \right\|_{W^\sigma(P_2;I_j)}^{k-1} + \left\| v \right\|_{W^\sigma(P_2;I_j)}^{k_2-1} \right) < \infty.
\]

Fix \( m \) small to obtain

\[
\left\| v \right\|_{W^\sigma(P_2;\cup_{j=1}^{\infty}I_k)} \leq C \left\| V \right\|_{W^\sigma(P_2;I')} + \left\| F(v) \right\|_{W^\sigma(T_2;\cup_{j=1}^{\infty}I_k)} + \frac{1}{2} \left\| v \right\|_{W^\sigma(P_2;I_j)}^2
\]

showing \( \left\| v \right\|_{W^\sigma(P_2;\cup_{j=1}^{\infty}I_k)} \leq \infty \). The base case \( j = 1 \) can be proven in a similar way. Thus, the claim is shown by induction. \( \square \)

5. Proof of main results

We are now ready to show our main results.

Proof of Theorem 1.2 Let us first show that a guide flow \( V(t) = U(t)v_0 \) belongs to \( X_{\text{loc}}(\mathbb{R}) \). When \( n = 1 \), we see from the Hölder inequality, the Sobolev embedding, and Strichartz’ estimates that

\[
\| (U(t))v_0 \|_{X(I)} = \| U(t)v_0 \|_{L^p(I;P_1)} + \| U(t)v_0 \|_{W^{1,2}(P_2;I)}
\]

\[
\leq |I|^{\frac{n}{p}} \| U(t) \|_{L^\infty(I;L^2)} + |I|^{\frac{n}{2(p-1)}} \| U(t) \|_{L^\infty(I;L^{\frac{2(p-1)}{p-2}})}
\]

\[
\leq C \left( |I|^{\frac{n}{p}} + |I|^{\frac{n}{2(p-1)}} \right) \| v_0 \|_{H^{s_1}}
\]

for any compact interval \( I \subset \mathbb{R} \). In the case \( n = 2 \), a similar argument shows

\[
\| (U(t))v_0 \|_{X(I)} = \| U(t)v_0 \|_{L^p(I;P_1)} + \| U(t)v_0 \|_{W^{1,2}(P_2;I)}
\]

\[
\leq |I|^{\frac{1}{q_1}} \| U(t) \|_{L^\infty(I;L^2)} + |I|^{\frac{1}{2(p-1)}} \| U(t)v_0 \|_{L^{p}(I;L^{1}), L^{\frac{2(p-1)}{p-2}}}
\]

In both cases, we obtain \( U(t)v_0 \in X_{\text{loc}}(\mathbb{R}) \cap C(\mathbb{R}, H^{s_0} \cap H^{s_1}) \).

We apply Theorem 4.5 with \( t_0 = 0 \) and \( V(t) = U(t)v_0 \). Then, together with Theorem 4.6, there exists a unique maximal solution \( v \in X_{\text{loc}}(I_{\text{max}}) \) of (3.4). Furthermore, using Theorem 4.9 with \( \sigma = s_1 \) if \( d = 1 \), \( \sigma = s_1 \) or \( \sigma = s_2 \) if \( d = 2 \), we obtain \( v \in X_{\text{loc}}(I_{\text{max}}) \cap C(I_{\text{max}}, H^{s_0} \cap H^{s_1}) \).

Next, we prove the continuous dependence on the initial data. Mimicking the above estimates, for any compact \( J \subset I_{\text{max}} \) we have

\[
\| U(t)v_0 - U(t)v_0 \|_{X(J)} \leq C(\| J \|) \| v_0 - \tilde{v}_0 \|_{H^{s_0} \cap H^{s_1}}
\]

When \( n = 2 \) then plugging this estimate to Proposition 4.4, we see that for any \( \varepsilon > 0 \) there exists a neighborhood \( V \subset H^{s_0} \cap H^{s_1} \) of \( v_0 \) such that for
any \( \tilde{v}_0 \in V \) a corresponding solution \( \tilde{v} \in X(J) \cap C(J, \dot{H}^{s_0}) \) to (1.4) exists on \( J \) and satisfies \( \| v - \tilde{v} \|_{X(J)} + \| v - \tilde{v} \|_{L^\infty(J, \dot{H}^{s_2})} \leq \varepsilon \).

The proof for the remaining part is similar. We argue by an induction argument as in the proof of Proposition 4.4 with a persistence-of-regularity type argument in Theorem 4.9. We omit the details. \( \square \)

**Proof of Theorem 1.3.** It is an immediate consequence of Theorem 4.9 and property of \( U(t) \). \( \square \)

Here, we give a standard criterion for blowup of the solution to (1.4). It is immediate to see that

\[ \| v \|_{X([0,T])} \to \infty \]

as \( T \uparrow T_{\text{max}} \). A similar assertion holds for backward time direction.

**Proof of Proposition 5.1.** Assume that \( T_{\text{max}} < \infty \) and

\[ \lim_{T \uparrow T_{\text{max}}} \| v \|_{X([0,T])} < \infty \]

for contradiction. Let us show that, under the assumption, we can extend the solution to (1.4) beyond \( T_{\text{max}} \). By Theorem 1.2, we see that there exists \( t_1 \in I_{\text{max}} \) such that

\begin{align}
\| U(t - t_1)v(t_1) \|_{X([t_1,T_{\text{max}}])} & \leq \| v \|_{X([t_1,T_{\text{max}}])} \\
& + C \left( \| v \|_{X([t_1,T_{\text{max}}])}^{k_1 - 1} + \| v \|_{X([t_1,T_{\text{max}}])}^{k_2 - 1} \right) \| v \|_{X([t_1,T_{\text{max}}])} \\
& \leq \frac{\delta_0}{2},
\end{align}

(5.1)

where \( \delta_0 \) is the constant given in Theorem 4.3. On the other hand, as in the proof of Theorem 1.2, it follows from \( v(t_1) \in H^{s_0} \cap \dot{H}^{s_1} \), Strichartz estimate and Sobolev embedding that

\[ U(t - t_1)v(t_1) \in C(\mathbb{R}, \dot{H}^{s_0} \cap \dot{H}^{s_1}) \cap X_{\text{loc}}(\mathbb{R}). \]

(5.2)

Combining (5.1) with (5.2), there exists \( \varepsilon > 0 \) such that

\[ \| U(t - t_1)v(t_1) \|_{X([t_1,T_{\text{max}} + \varepsilon])} \leq \delta_0. \]

By Theorem 4.5, we can construct a solution to (1.4) in the interval \([t_1, T_{\text{max}} + \varepsilon] \). This contradicts to the definition of \( T_{\text{max}} \), which yields the desired assertion. \( \square \)

**Proof of Theorem 1.5.** We prove the first assertion. Suppose \( \| v \|_{X([0,T_{\text{max}}])} < \infty \). It is immediate to see that \( T_{\text{max}} = \infty \). Indeed, we see from Proposition 5.1 that if \( T_{\text{max}} < \infty \) then \( \| v \|_{X([0,T_{\text{max}}])} = \infty \). Further, by a persistence of regularity type argument, we see that \( \| v \|_{X([0,\infty])} < \infty \) implies \( v(t) \in C([0,\infty), \dot{H}^{s_0} \cap \dot{H}^{s_1}) \cap W^{s_0}(P_2; [0, \infty)) \). Let us prove...
v(t) scatters in $\dot{H}^{s_0} \cap \dot{H}^{s_1}$ forward in time. Let $0 < t_1 < t_2$. Set $s = s_0$ or $s = s_1$. Since $U(t)$ is unitary on $\dot{H}^{s_0} \cap \dot{H}^{s_1}$, by Lemma 3.2 we have

$$\|U(-t_2)v(t_2) - U(-t_1)v(t_1)\|_{\dot{H}^s} \leq \|v(t) - U(t_2 - t_1)v(t_1)\|_{L^\infty((t_1, \infty); \dot{H}^s)} = \left\| \int_{t_1}^t U(t - s) F(v(s)) ds \right\|_{L^\infty((t_1, \infty); \dot{H}^s)} \leq C \|F(v)\|_{W^1(P_2; (t_1, \infty))} \leq C \|v\|_{W^1(P_2; (t_1, \infty))} \left( \|v\|_{X(t_1, \infty)}^{k_1 - 1} + C \|v\|_{X(t_1, \infty)}^{k_2 - 1} \right) \to 0$$

as $t_1 \to \infty$. This implies that $U(-t)v(t)$ converges in $\dot{H}^{s_0} \cap \dot{H}^{s_1}$ as $t \to \infty$.

The second assertion is shown by an analogous argument. By persistence of regularity, the assumption $v(t_0) \in \dot{H}^s$ yields $v \in C([0, \infty), \dot{H}^s) \cap W^s(P_2; [0, \infty))$. Then, arguing as above,

$$\|U(-t_2)v(t_2) - U(-t_1)v(t_1)\|_{\dot{H}^s} \leq C \|v\|_{W^s(P_2; (t_1, \infty))} \left( \|v\|_{X(t_1, \infty)}^{k_1 - 1} + C \|v\|_{X(t_1, \infty)}^{k_2 - 1} \right)$$

for any $0 < t_1 < t_2$. \hfill \Box

**Proof of Theorem 1.6.** From Lemma 2.1 it holds that

$$\|U(t)v_0\|_{X(\mathbb{R})} = \|U(t)v_0\|_{L(P_1)} + \|U(t)v_0\|_{W^{1,2}(P_2)} \leq C \left( \|v_0\|_{L^{n(n-2)/2}} + \|v_0\|_{\dot{H}^s} \right) \leq C \delta.$$

If we choose $\delta$ such that $C \delta < \delta_0$, where $\delta_0$ is the constant given in Theorem 4.5, then we deduce from Theorem 4.5 that a corresponding solution $v$ is global. As in the proof of Theorem 1.5, we see that the solution scatters for both time direction in $\dot{H}^{s_2}$. \hfill \Box

**Proof of Theorem 1.7.** By Strichartz estimate, $\|U(t)v_0\|_{W^{1,2}(P_2)} \leq C \|v_0\|_{\dot{H}^s}$. On the other hand, Strichartz estimate in weighted space (see e.g. [20, 25]) gives us

$$\|U(t)v_0\|_{L(P_1)} \leq C \left\| |x|^{\frac{s}{p-2} - \frac{2}{q}} v_0 \right\|_{L^2}.$$

Combining these two estimates and the assumption, we have $\|U(t)v_0\|_{X(\mathbb{R})} \leq C \delta$. The rest is the same as in Theorem 1.6. \hfill \Box
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