Outliers detection in INAR (1) time series
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Abstract. This article considers the problem of detecting outliers of discrete time series. The underlying process is modeled as Poisson INAR (1) models, a special class of integer-valued autoregressive process. Based on this model, we develop a Gibbs sampling algorithm to estimate the model parameters and the size of outliers. This current method can detect outliers and specify the type of outliers simultaneously, without any additional computation to distinguish between additive outliers (AO) and innovational outliers (IO). The approach is illustrated with simulation studies as well as a real data analysis.

1. Introduction
The detection of outliers in time series is an important issue because their presence may have serious effects on the analysis in many different ways. For instance, outliers can lead to biased parameter estimation and poor forecasts, even though the time series model is well specified. Fox \cite{1} (1972) first introduced two type of outliers into time series models, namely, additive outliers (AO) and innovational outliers (IO). Other references on this topic include Tsay \cite{2} (1986), Muirhead \cite{3} (1986), Chang, Tiao and Chen \cite{4} (1988), Chen and Liu \cite{5} (1993), Justel \cite{6} (2001), Galeano, Peña, and Tsay \cite{7} (2006), and among others.

Most of these methods are developed for continuous variables. However, many interesting empirical questions can be recorded by count time series, which are measured in various disciplines whenever a number of events are counted during certain time periods. Examples can be found in a great variety of contexts: the weekly number of the incidence of a disease, the monthly number of car accidents in a region, the number of transactions at a stock market per minute in finance and so on.

Outlier detecting of count time series is not trivial. Count time series are positive and typically right-skewed, causing a need for especially designed models and procedures. The general methods of detecting and removing outliers are not suitable, since they often lead to non-integer values. Hence, special outlier detecting procedures for discrete time series are motivated to account for the discrete nature of certain data sets.

However, to the best of our knowledge, such studies for integer valued-dependent data are missing, although their development is important for inference and diagnostics. Only in recent years, the attention of researchers has shifted to the detection of outliers in count time series, which is also our research interest. Fokianos and Fried \cite{8} (2010) suggested detection and estimation method of various types of outliers in the framework of integer-valued GARCH model. Fried, Liboshchik, Elsaied, Kitromilidou and Fokianos \cite{9} (2014) proposed a robust fitting of count time series following generalized linear models in the presence of outliers and intervention effects. Kitromilid and Fokianos
[10] (2016) developed a robust estimation of a log-linear Poisson model for count time series under three different type of outliers: additive outliers (AOs), transient shifts (TSs) and level shifts (LSs).

The Integer-valued AutoRegressive model of order 1 (INAR (1)), is one of the most successful integer-valued time series models proposed in the existing literatures. In fact, this model introduced independently by Al-Osh and Alzaid [11] (1987) and McKenzie [12] (1985) to model count time series, has been extensively studied and applied to many real-world problems. Here, we will focus on outliers detection in INAR (1) time series model. Several procedures are available in the literature to handle outliers in INAR (1) model. Barczy [13] (2010, 2012) considered CLS estimation of the parameters of an INAR(1) model contaminated, at known time periods, with innovational and additive outliers, respectively. Silva and Pereira [15] (2012) detected outlying observations in INAR (1) process contaminated with additive outliers. In their research, the models contaminated with only one type of outliers were assumed. This paper considers the problem of modeling a Poisson integer valued autoregressive time series contaminated with additive and innovational outliers. We show how Gibbs sampling can be used to detect outlying observations in INAR (1) processes. Our methodology can detect outliers and specify the type of outliers simultaneously, without an additional procedure distinguishing between AO and IO outliers.

The paper is organized as follows. Section 2 sets up the model and priors. Section 3 discusses the algorithms of outlier detection. Section 4 reports the simulation results as well as the real data. Finally, some comments are given in Section 5.

2. The setup
2.1. The model
Let \{z_t\} be a Poisson INAR (1) process

\[ z_t = \alpha \circ z_{t-1} + \xi_t = \sum_{j=1}^{z_{t-1}} \xi_{t,j} + \varepsilon_t, \]

i.e.

\[ \phi(B)z_t = \varepsilon_t \]

where \( \phi(B) = I - \alpha \circ B \) such that \( \phi(B)z_t = z_t - \alpha \circ z_{t-1} = z_t - \sum_{j=1}^{z_{t-1}} \xi_{t,j}, \) \( (\xi_{t,j}) \) is a sequence of Bernoulli r.v. with mean \( \alpha \in [0,1] \), and \( \{\varepsilon_t\} \) is the arrival process, a sequence of i.i.d. Poisson variables \( \varepsilon_t \sim P (\lambda) \).

According to the definition of AO and IO (Abraham and Box [16] 1979), observed data \{x_t\} with AO and IO can be expressed as

\[ x_t = z_t + w_t^{\text{AO}} \delta_t^{\text{AO}} + \phi^{-1}(B)w_t^{\text{IO}} \delta_t^{\text{IO}} \]

where \( \{z_t\} \) is an INAR(1) model, \( \phi^{-1}(B) = I + \alpha \circ B + \alpha^2 \circ B^2 + \cdots\), with \( (\alpha' \circ B')z_t = \alpha' \circ z_{t-j} = \sum_{j=1}^{z_{t-j}} \xi_{t,j}\) and \( (\varepsilon_{t,j}) \) is a sequence of Bernoulli r.v. with mean \( \alpha' \).

Let

\[ y_t = z_t + \phi^{-1}(B)w_t^{\text{IO}} \delta_t^{\text{IO}} \]

which means \( y_t \) is only influenced by IO. From (2), (3) and (4), we get

\[ \begin{align*}
\phi(B)(y_t - \phi^{-1}(B)w_t^{\text{IO}} \delta_t^{\text{IO}}) &= \varepsilon_t, \\
x_t &= y_t + w_t^{\text{AO}} \delta_t^{\text{AO}}
\end{align*} \]

i.e.
\[
\begin{cases}
y_t = \alpha \circ y_{t-1} + \varepsilon_t + w_i^{\text{AO}} \delta_t^{\text{AO}} \\
x_t = y_t + w_i^{\text{IO}} \delta_t^{\text{IO}}
\end{cases}
\]  

(6)

where \( \delta_t^{\text{AO}} \) is an additive indicator function taking the value 1 if \( x_t \) is affected by an AO with size \( w_i^{\text{AO}} \) and 0 otherwise; \( \delta_t^{\text{IO}} \) is an innovational indicator function taking the value 1 if \( x_t \) is affected by an IO with size \( w_i^{\text{IO}} \) and 0 otherwise.

2.2. Priors

We will consider Bayesian inference on detecting outliers. The following assumptions and prior distributions are given.

- Each observation has a priori probability of \( \gamma \) to be either AO or IO, which means \( p(\delta_t^{\text{AO}} = 1) = p(\delta_t^{\text{IO}} = 1) = \gamma \). The prior distribution of \( \gamma \) is \( \gamma \sim \text{Beta}(h,g) \). Let the hyperparameters \( h = 5 \), \( g = 95 \), so that \( E(\gamma) = 0.05 \). This means we believe AO or IO outliers occur at any time with probability 0.05.
- \{\( w_i^{\text{AO}} \)\} is a sequence of i.i.d. variables, the prior of which is \( w_i^{\text{AO}} \sim P \circ (\beta) \). For simplicity, \{\( w_i^{\text{IO}} \)\} is also a sequence of i.i.d. variables with \( w_i^{\text{IO}} \sim P \circ (\beta) \). Also, \( w_i^{\text{AO}} \) and \( \delta_t^{\text{AO}} \), \( \delta_t^{\text{IO}} \) and \( w_i^{\text{IO}} \) are independent for all \( t \). There are two approaches to determine the hyperparameter parameter of \( \beta \): one is a non-informative setup with \( \beta_{\text{inf}} = 30 \) that means large variability; the other is an informative setup that set \( \beta_{\text{inf}} \) equal to three times the standard deviation of the 1-step-ahead prediction error.
- The prior distribution of \( \alpha \) and \( \lambda \) are \( \alpha \sim \text{Be}(a,b) \), \( \lambda \sim \text{Ga}(c,d) \) (Silva, 2005). Let the hyperparameters \( a = b = c = d = 0.01 \), i.e. non-information prior distributions (Beta and Gamma distributions with large variability).

Since \( p(\delta_t^{\text{AO}} = 1|X) + p(\delta_t^{\text{IO}} = 0|X) = 1 \), a cut-off point of 0.5 is used for detecting outliers, i.e. when \( p(\delta_t^{\text{AO}} = 1|X) > 0.5 \), there is a possible additive outlier. Similarly, when \( p(\delta_t^{\text{IO}} = 1|X) > 0.5 \), there is a possible innovation outlier.

3. Bayesian computation

Theoretically, the joint posterior distribution can be obtained by high dimensional integration. This is not easy in practice. Thus we rely on Markov Chain Monte Carlo (MCMC) simulation from the posterior distribution. In particular we resort to an iterative Gibbs sampler.

In this section we describe the Bayesian approach via Gibbs sampling to estimate model (3). Let \( x_t = y_t = z_t \), that means there is no AO and IO outliers in the first observation, and \( \Theta = (\alpha, \lambda) \), \( \mathbf{w}^{\text{AO}} = (w_1^{\text{AO}}, w_2^{\text{AO}}, \ldots, w_n^{\text{AO}})^T \), \( \mathbf{w}^{\text{IO}} = (w_1^{\text{IO}}, w_2^{\text{IO}}, \ldots, w_n^{\text{IO}})^T \), \( \delta^{\text{AO}} = (\delta_1^{\text{AO}}, \delta_2^{\text{AO}}, \ldots, \delta_n^{\text{AO}})^T \), \( \delta^{\text{IO}} = (\delta_1^{\text{IO}}, \delta_2^{\text{IO}}, \ldots, \delta_n^{\text{IO}})^T \), \( \mathbf{w} = ((\mathbf{w}^{\text{AO}})^T, (\mathbf{w}^{\text{IO}})^T)^T \), \( \delta = ((\delta^{\text{AO}})^T, (\delta^{\text{IO}})^T)^T \). Now we need to derive the conditional posterior distribution of \( \Theta, \delta, \mathbf{w} \) and \( \gamma \).

Conditioning on \( y_1 \), the likelihood of \( X \) is given by

\[
L(\Theta, \delta, \mathbf{w}, \gamma) = \pi(X|\Theta, \delta, \mathbf{w}, \gamma) \propto e^{-\lambda} \prod_{i=2}^{n} \sum_{t=0}^{M_i} \frac{\lambda^{y_{t-i}}}{(x_t - i)!} C_{y_{t-i}} \gamma^t (1-\gamma)^{y_{t-i}}
\]

(7)

where \( x_t^* = x_t - w_i^{\text{AO}} \delta_t^{\text{AO}} - w_i^{\text{IO}} \delta_t^{\text{IO}} \) and \( M_t = \min(y_{t-1}, x_t^*), t = 2, \ldots, n \).
Let $\pi(\Theta, \delta, w, \gamma)$ denote the prior distribution of $(\Theta, \delta, w, \gamma)$, then

$$
\pi(\Theta, \delta, w, \gamma) \propto e^{-\delta} \lambda^{-1} \alpha^{a-1} (1-\alpha)^{b-1} (1-\gamma)^{1-n} \left( \prod_{t=2}^{n} e^{-\beta \frac{B_{t}^{\theta}}{W_{t}^{\theta}}} \right) \left( \prod_{t=2}^{n} e^{-\theta \frac{B_{t}^{\omega}}{W_{t}^{\omega}}} \right)
$$

(8)

The posterior distribution of $(\Theta, \delta, w, \gamma)$ is then given by

$$
\pi(\Theta, \delta, w, \gamma | X) \propto L(\Theta, \delta, w, \gamma) \pi(\Theta, \delta, w, \gamma)
$$

$$
\propto e^{-\delta^{2} + (d+1)\beta} \lambda^{-1} \alpha^{a-1} (1-\alpha)^{b-1} (1-\gamma)^{1-n} \left( \sum_{t=2}^{n} \beta^{\frac{B_{t}^{\theta}}{W_{t}^{\theta}}} \right) \left( \prod_{t=2}^{n} \left( \frac{W_{t}^{\theta}}{W_{t}^{\theta}} \right) \right)
$$

(9)

with $0 < \alpha < 1, \lambda > 0, 0 < \gamma < 1$ and $w_{t}^{\theta} = 0, 1, \cdots, w_{t}^{\omega} = 0, 1, \cdots, t = 2, 3, \cdots, n$.

The full conditional posterior distribution for $\alpha, \lambda$ can be derived using approaches similar to that of Silva and Pereira [17] (2005).

$$
\pi(\alpha | X, \lambda, w, \delta, \gamma) \propto \alpha^{a-1} (1-\alpha)^{b-1} \sum_{i=0}^{M} T(t, i) \alpha^{i} (1-\alpha)^{y_{i}-i}
$$

(10)

with $T(t, i) = \frac{\lambda^{i} \alpha^{y_{i}-i}}{(x_{i}-i)!} C_{y_{i}}^{y_{i}}$.

$$
\pi(\lambda | X, \alpha, w, \delta, \gamma) \propto \lambda^{-1} e^{-\delta^{2} + (d+1)\beta} \lambda^{1-n} \sum_{i=0}^{M} U(t, i) \lambda^{y_{i}-i}
$$

(11)

with $U(t, i) = \frac{1}{(x_{i}-i)!} C_{y_{i}}^{y_{i}} \alpha^{i} (1-\alpha)^{y_{i}-i}$.

The full conditional distribution $\delta^{AO}$ is given by

$$
\delta_{j}^{AO} | X, \Theta, w, \delta_{(\delta)}^{AO}, \delta^{AO}, \gamma \sim Ber(1, p_{j}^{AO})
$$

(12)

where $\delta_{(\delta)}^{AO} = (\delta_{1}^{AO}, \cdots, \delta_{j-1}^{AO}, \delta_{j+1}^{AO}, \cdots, \delta_{n}^{AO})^{T}$, for each $j = 2, \cdots, n$.

We know

$$
p(\delta_{j}^{AO} = 1 | X, \Theta, w, \delta_{(\delta)}^{AO}, \delta^{AO}, \gamma) + p(\delta_{j}^{AO} = 0 | X, \Theta, w, \delta_{(\delta)}^{AO}, \delta^{AO}, \gamma) = 1
$$

(13)

$$
p(\delta_{j}^{AO} | X, \Theta, w, \delta_{(\delta)}^{AO}, \delta^{AO}, \gamma) \propto \pi(X | \Theta, w, \delta, \gamma) p(\delta_{j}^{AO})
$$

$$(\alpha, \lambda) e^{-\lambda \sum_{t=2}^{n} \frac{y_{t}^{AO} \alpha^{y_{t}^{AO}}}{(x_{t}^{AO}-i)!}} C_{y_{1}^{AO}}^{y_{1}^{AO}} \alpha^{(1-\alpha)^{y_{1}^{AO}-i}}
$$

(14)

$$
p(\delta_{j}^{AO} = 1 | X, \Theta, w, \delta_{(\delta)}^{AO}, \delta^{AO}, \gamma)
$$

$$
\alpha \gamma \left( \sum_{i=0}^{M} \frac{\lambda^{i} \alpha^{y_{i}-i}}{(x_{j}-w_{j}^{AO}-i)!} C_{y_{j}^{AO}}^{y_{j}^{AO}} \alpha^{(1-\alpha)^{y_{j}^{AO}-i}} \right)
$$

(15)

with $M_{j+1}^{*} = \min(x_{j} - w_{j}^{AO}, x_{j+1})$.

and

$$
p(\delta_{j}^{AO} = 0 | X, \Theta, w, \delta_{(\delta)}^{AO}, \delta^{AO}, \gamma)
$$

$$
(1-\gamma) \left( \sum_{i=0}^{M} \frac{\lambda^{i} \alpha^{y_{i}-i}}{(x_{j}-w_{j}^{AO}-i)!} C_{y_{j}^{AO}}^{y_{j}^{AO}} \alpha^{(1-\alpha)^{y_{j}^{AO}-i}} \right)
$$

(16)
with $M_{j+1}^* = \min(x_j, x_{j+1}^*)$.

Therefore

$$p(\delta_j^{AO} \mid X, \Theta, \omega, \delta_\omega^{AO}, \delta_j^{IO}, \gamma) = \frac{q_{1ij}^{AO} \delta_j^{IO}}{q_{1ij}^{AO} + q_{2ij}^{AO}} \triangleq p_j^{IO}$$

with

$$q_{1ij}^{AO} = \gamma \left( \sum_{i=0}^{M_j} \frac{\lambda_i^{y_{j-i}}}{(x_j - w_j^{AO} - w_j^{IO} \delta_j^{IO})!} C_{i}^{y_{j-i}} \alpha' (1-\alpha)^{y_{j-i}} \right) \left( \sum_{i=0}^{M_j} \frac{\lambda_i^{y_{j-i}}}{(x_{j+1} - i)!} C_{i}^{y_{j-i}} \alpha' (1-\alpha)^{y_{j-i}} \right)$$

$$q_{2ij}^{AO} = (1 - \gamma) \left( \sum_{i=0}^{M_j} \frac{\lambda_i^{y_{j-i}}}{(x_j - w_j^{AO} \delta_j^{IO})!} C_{i}^{y_{j-i}} \alpha' (1-\alpha)^{y_{j-i}} \right) \left( \sum_{i=0}^{M_j} \frac{\lambda_i^{y_{j-i}}}{(x_{j+1} - i)!} C_{i}^{y_{j-i}} \alpha' (1-\alpha)^{y_{j-i}} \right)$$

Similarly, the full conditional distribution of $\delta_j^{IO}$ is given by

$$\delta_j^{IO} \mid X, \Theta, \omega, \delta_\omega^{AO}, \delta_j^{IO}, \gamma \sim \text{Ber}(1, p_j^{IO})$$

with $\delta_j^{IO} = (\delta_1^{IO}, \ldots, \delta_{j-1}^{IO}, \delta_j^{IO}, \ldots, \delta_n^{IO})^T$ for each $j = 2, \ldots, n$.

$$p(\delta_j^{IO} = 1 \mid X, \Theta, \omega, \delta_\omega^{AO}, \delta_j^{IO}, \gamma) + p(\delta_j^{IO} = 0 \mid X, \Theta, \omega, \delta_\omega^{AO}, \delta_j^{IO}, \gamma) = 1$$

$$p(\delta_j^{IO} \mid X, \Theta, \omega, \delta_\omega^{AO}, \delta_j^{IO}, \gamma) \propto \pi(X \mid \Theta, \omega, \delta, \gamma) p(\delta_j^{IO})$$

$$\propto e^{-\lambda_i \left( \sum_{i=0}^{M_j} \frac{\lambda_i^{y_{j-i}}}{(y_j - w_j^{IO} \delta_j^{IO})!} C_{i}^{y_{j-i}} \alpha' (1-\alpha)^{y_{j-i}} \right)} (1 - \gamma)^{1-\delta_j^{IO}}$$

with $M_j = \min(y_{j-1}, y_j - w_j^{IO})$.

And

$$p(\delta_j^{IO} = 0 \mid X, \Theta, \omega, \delta_\omega^{AO}, \delta_j^{IO}, \gamma) \propto (1 - \gamma) \sum_{i=0}^{M_j} \frac{\lambda_i^{y_{j-i}}}{(y_j - i)!} C_{i}^{y_{j-i}} \alpha' (1-\alpha)^{y_{j-i}}$$

with $M_j^* = \min(y_{j-1}, y_j - w_j^{IO})$.

Therefore

$$p(\delta_j^{IO} = 1 \mid X, \Theta, \omega, \delta_\omega^{AO}, \delta_j^{IO}, \gamma) = \frac{q_{1ij}^{IO} \delta_j^{IO}}{q_{1ij}^{IO} + q_{2ij}^{IO}} \triangleq p_j^{IO}$$

with

$$q_{1ij}^{IO} = \gamma \sum_{i=0}^{M_j} \frac{\lambda_i^{y_{j-i}}}{(y_j - w_j^{IO} - i)!} C_{i}^{y_{j-i}} \alpha' (1-\alpha)^{y_{j-i}}$$

$$q_{2ij}^{IO} = (1 - \gamma) \sum_{i=0}^{M_j} \frac{\lambda_i^{y_{j-i}}}{(y_j - i)!} C_{i}^{y_{j-i}} \alpha' (1-\alpha)^{y_{j-i}}$$

We note that, when $\delta_j^{IO} = 0$, there will be no additive outlier at $t = j$, which further implies $w_j^{AO}$ contain no new information expect the prior. Then conditional posterior distribution of $w_j^{AO}$ is:
\[
 w_j^{AO} \bigg| X, \Theta, \delta_j^{AO} = 0, \delta_{(j)}^{AO}, w_{(j)}^{AO}, \gamma \sim P(\beta)
 \]  

However, if \( \delta_j^{AO} = 1 \)
\[
p(w_j^{AO} \bigg| X, \Theta, \delta_j^{AO} = 1, \delta_{(j)}^{AO}, w_{(j)}^{AO}, \gamma)
\]
\[
\propto p(w_j^{AO} \bigg| \Theta, \delta_j^{AO} = 1, \delta_{(j)}^{AO}, w_{(j)}^{AO}, \gamma) p(X|\Theta, \delta_j^{AO} = 1, \delta_{(j)}^{AO}, w_{(j)}^{AO}, \gamma)
\]
\[
\propto p(w_j^{AO} \bigg| \delta_j^{AO} = 1) p(\delta_j^{AO} = 1 \bigg| X, \Theta, \delta_{(j)}^{AO}, w_{(j)}^{AO}, \gamma)
\]
\[
\propto \frac{e^{-\beta \bar{w}_j^{AO}}}{w_j^{AO}} q_j^{AO} \quad (w_j^{AO} = 0, 1, 2, \ldots)
\]  

Similarly, the full conditional distribution of \( w_j^{IO} \) when \( \delta_j^{IO} = 0 \) is
\[
w_j^{IO} \bigg| X, \Theta, \delta_j^{IO} = 0, \delta_{(j)}^{IO}, w_{(j)}^{IO}, \gamma \sim P(\beta)
\]  

However, if \( \delta_j^{IO} = 1 \)
\[
p(w_j^{IO} \bigg| X, \Theta, \delta_j^{IO} = 1, \delta_{(j)}^{IO}, w_{(j)}^{IO}, \gamma)
\]
\[
\propto \frac{e^{-\beta \bar{w}_j^{IO}}}{w_j^{IO}} q_j^{IO} \quad (w_j^{IO} = 0, 1, 2, \ldots)
\]  

Finally, the conditional posterior distribution of \( \gamma \) depends only on \( \delta \), and the prior distribution of \( \gamma \) is \( \gamma \sim Be(h, g) \), so the conditional posterior is given by
\[
\gamma | X, \Theta, w, \delta \equiv \gamma | \delta \sim Be(h + k, g + 2n - 2 - k)
\]

Where \( k \) is the estimated number of outliers (including additive outliers and innovation outliers). If let \( \bar{\delta}^{IO} = (\delta_1^{IO}, \delta_2^{IO}, \ldots, \delta_n^{IO})^T = 0 \), i.e. there is no innovation outliers, then the full posterior distributions of parameters are the same as that of Silva and Pereira [17] (2012).

4. Illustration

4.1. Simulated data sets
In this section we report the results of simulation studies detecting AO and IO outliers using different parameters and outlier sizes.

We generated \( n = 100 \) observations from different INAR (1) models. We chose \( \alpha = 0.15, 0.5, 0.85 \) and \( \lambda = 3, 5 \) with three outliers, one innovation outlier and two additive outliers of sizes equal to three, five and/or seven times the standard deviation. The locations of the outliers are generated randomly.

The Gibbs sampler is used to obtain the Bayesian estimates. The sampling procedure iterates 5000 times the value of the last 2500 iterations are kept, and the estimate is given by the mean of the last 500 iterations.

For each scenario we run our Gibbs sampling algorithm with hyperparameters determined as described in Section 2.2.

The results for all simulated models are summarized in table 1 for time series contaminated with three outliers including one innovational outlier and two additive outliers. Table 1 contains the values of the parameters \( \alpha \) and \( \lambda \) that are used to generate the series with additive outliers of size \( \delta_j^{AO} \) and innovational outliers of size \( \delta_j^{IO} \) at times \( t \). It also includes the estimator for the parameters \( \alpha \) and \( \lambda \) using conditional least squares assuming no outlier, CLS. We also have obtained the estimator of parameters \( \alpha \) and \( \lambda \) by Gibbs sampling, Bayes, the estimated probability of outlier occurrence,
**Probability**, and the estimated outlier size for all the time points for which that probability is over the threshold 0.5.

The results presented in table 1 indicate that the procedure is able to detect innovational and additive outliers in INAR (1) models. In comparison, the obtained Bayes estimator of parameters $\alpha$ and $\lambda$ (Bayes) are very close to the given initial values. It illustrates the negative impact of the outliers on the estimates of $\alpha$ and $\lambda$ (Initial CLS).

**Table 1.** Gibbs sampling results for INAR (1) time series simulations with two different parameters $\alpha$ and $\lambda$, three outliers including one innovation outlier and two additive outliers.

| Parameter | True | Estimates | Probability |
|-----------|------|-----------|-------------|
|           |      | CLS       | Bayes       |
| $\alpha$  | 0.15 | 0.05      | 0.14        |
| $\lambda$ | 3    | 3.44      | 2.71        |
| $\sigma_{200}^{u_0}$ | 9    | -         | 10          | 0.67 |
| $\sigma_{400}^{u_2}$ | 6    | -         | 10          | 0.69 |
| $\sigma_{500}^{u_9}$ | 13   | -         | 11          | 0.63 |
| $\alpha$  | 0.15 | 0.09      | 0.16        |
| $\lambda$ | 5    | 5.88      | 5.01        |
| $\sigma_{200}^{u_0}$ | 7    | -         | 11          | 0.58 |
| $\sigma_{400}^{u_2}$ | 16   | -         | 12          | 0.73 |
| $\sigma_{500}^{u_9}$ | 12   | -         | 11          | 0.60 |
| $\alpha$  | 0.5  | 0.27      | 0.48        |
| $\lambda$ | 3    | 4.71      | 2.98        |
| $\sigma_{200}^{u_0}$ | 12   | -         | 13          | 0.91 |
| $\sigma_{400}^{u_2}$ | 17   | -         | 14          | 0.85 |
| $\sigma_{500}^{u_9}$ | 8    | -         | 11          | 0.75 |
| $\alpha$  | 0.5  | 0.23      | 0.51        |
| $\lambda$ | 5    | 8.17      | 5.12        |
| $\sigma_{200}^{u_0}$ | 10   | -         | 7           | 0.99 |
| $\sigma_{400}^{u_2}$ | 15   | -         | 16          | 0.99 |
| $\sigma_{500}^{u_9}$ | 21   | -         | 17          | 0.99 |
| $\alpha$  | 0.85 | 0.72      | 0.85        |
| $\lambda$ | 3    | 5.78      | 2.73        |
| $\sigma_{200}^{u_0}$ | 31   | -         | 28          | 0.63 |
| $\sigma_{400}^{u_2}$ | 22   | -         | 24          | 0.99 |
| $\sigma_{500}^{u_9}$ | 13   | -         | 23          | 0.85 |
| $\alpha$  | 0.85 | 0.40      | 0.84        |
| $\lambda$ | 5    | 20.3      | 4.89        |
| $\sigma_{200}^{u_0}$ | 28   | -         | 28          | 0.99 |
| $\sigma_{400}^{u_2}$ | 40   | -         | 29          | 0.99 |
| $\sigma_{500}^{u_9}$ | 17   | -         | 23          | 0.93 |

We measured the computational costs of the algorithm with different iterations, number of outliers, number of observations, and then, generate a table with runtime for each situation in table 2. The test was carried on an ACER laptop with an Intel Core i3-6100U CPU running at 2.3GHz, a 10GB RAM,
and running on Windows 7 SP1 64-Bit operating system. The algorithm was written in R and not optimized.

From the above table, we could see that the runtime is not quite affected by the number of outliers, and is linear to both the number of iterations and observations. The time complexity of the algorithm is very likely to be of $O(n)$.

**Table 2.** Runtime at different iterations, number of outliers, and number of observations.

| Iterations | Number of outliers | Observations | Runtime (min) |
|------------|--------------------|--------------|---------------|
| 5000       | 1                  | 100          | 2.6651        |
| 5000       | 3                  | 100          | 2.7653        |
| 5000       | 5                  | 100          | 3.8575        |
| 5000       | 1                  | 500          | 18.1593       |
| 5000       | 3                  | 500          | 18.4848       |
| 5000       | 5                  | 500          | 18.2354       |
| 10000      | 1                  | 100          | 7.9704        |
| 10000      | 3                  | 100          | 8.2880        |
| 10000      | 5                  | 100          | 6.8059        |
| 10000      | 1                  | 500          | 40.5298       |
| 10000      | 3                  | 500          | 39.5765       |
| 10000      | 5                  | 500          | 40.3201       |

4.2. Application to IP data

We apply the proposed method to a data set studied by Silva and Pereira (2005, 2012) concerning the number of different IP addresses accessing the server of the Department of Statistics of the University of Würzburg on November 29th, 2005, from 10:00 to 18:00. The result is represented in figure 1.

![Figure 1](image)

**Figure 1.** The number of different IP addresses accessing the server of the Department of Statistics of the University of Würzburg from 10:00 to 18:00, Nov. 29, 2005.

We will use a model of order one for this data set here whose appropriateness is justified in Silva (2015). The CLS estimates of $\alpha$ and $\lambda$ are $\hat{\alpha}_{CLS} = 0.22$ and $\hat{\lambda}_{CLS} = 1.03$ respectively. The posterior probability of each observation applying the proposed methodology is represented in figure 2. Figure 2(a) indicates the possible occurrence of an additive outlier at time $t=224$. Figure 2(b) indicates
no innovational outlier occurrence. The estimated size of the additive outlier is $\delta_{224}^{AO} = 7$. Simultaneously, the estimates for $\alpha$ and $\lambda$ are $\hat{\alpha}_{\text{Bayes}} = 0.24$ and $\hat{\lambda}_{\text{Bayes}} = 0.98$, respectively. The result is consistent with the conclusion in Silva and Pereira[17] (2012).

**Figure 2.** (a) Posterior probability of additive outlier occurrence for the IP data; (b) Posterior probability of innovation outlier occurrence for the IP data.

5. Summary

We propose an algorithm to detect outliers and identify the type as either additive or innovation in Poisson INAR (1) time series. This method is designed for computing the posterior probabilities, estimating parameters and the size of outliers based on Gibbs sampling. The outliers can be detected by comparing the posterior probabilities with a cut-off point. The method can be used without knowing the type of outlier, the number of outliers. Extensive simulation studies and an experiment on real-world datasets, show that the proposed algorithm performs well.

A promising research direction is to extend our algorithm for higher order models, INAR (p) (p > 1). Since the full conditional posterior distributions of INAR (p) are similar but more complex, the implementation of the methodology for higher order models requires additional computing effort. Masking and swamping effects caused by patches of outliers may occur within the patch. The solution of these problems is being investigated.
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