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Abstract

We study orbit codes in the field extension $\mathbb{F}_{q^n}$. First we show that the automorphism group of a cyclic orbit code is contained in the normalizer of the Singer subgroup if the orbit is generated by a subspace that is not contained in a proper subfield of $\mathbb{F}_{q^n}$. We then generalize to orbits under the normalizer of the Singer subgroup. In that situation some exceptional cases arise and some open cases remain. Finally we characterize linear isometries between such codes.

1 Introduction

In [15] Koetter/Kschischang introduced subspace codes for random network coding. As they demonstrated, these codes, together with rank-metric codes, are the appropriate tools for information transmission with error correction through a network with multiple sources and receivers. As a consequence, [15] led to an intense study of both classes of codes.

Mathematically, a subspace code is simply a collection of subspaces of some vector space $\mathbb{F}^n_q$, endowed with the subspace distance. One class that garnered particular attention are orbit codes; see [6, 16, 20]. These are, by definition, orbits of a subspace of $\mathbb{F}^n_q$ under a subgroup of $GL_n(\mathbb{F}_q)$ (acting naturally on the set of subspaces). If the group is cyclic, these codes are known as cyclic orbit codes. However, in most of the literature the latter notion is reserved for orbit codes under the Singer subgroup, and we will follow this custom in this paper.

A Singer subgroup is, by definition, a cyclic subgroup of $GL_n(\mathbb{F}_q)$ of order $q^n - 1$. Its meaning is best understood by identifying $\mathbb{F}_q^n$ with the field extension $\mathbb{F}_{q^n}$ as $\mathbb{F}_q$-vector spaces. The matrix group $GL_n(\mathbb{F}_q)$ turns into the group of $\mathbb{F}_q$-vector space automorphisms of $\mathbb{F}_{q^n}$, and we will denote this group by $GL_n(q)$. The subgroup consisting of the multiplication maps $x \mapsto ax$ for any $a \in \mathbb{F}_{q^n}^*$ is isomorphic to $\mathbb{F}_{q^n}^*$ and thus a Singer subgroup of $GL_n(q)$. In
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fact, all Singer subgroups of $GL_n(q)$ are conjugate to $\mathbb{F}_{q^n}^*$ and can be interpreted as a group of multiplication maps; see Lemma 2.3 and the paragraph thereafter. In this setting, a cyclic orbit code is thus the orbit of an $\mathbb{F}_q$-subspace $U$ of $\mathbb{F}_{q^n}$, i.e., $\{\omega^i U \mid i = 0, \ldots, q^n - 2\}$, where $\omega$ is a primitive element of $\mathbb{F}_{q^n}$.

First examples of cyclic orbit codes with good distance appeared already in [7], and in fact, in most of the literature, cyclic orbit codes have been studied in this setting, see for instance [10] for details on the orbit length and some distance results, [1, 17, 18, 3, 21] for constructions of unions of cyclic orbit codes with good distance with the aid of subspace polynomials and [9] for a study of the distance distribution of cyclic orbit codes. The aforementioned unions of cyclic orbit codes are in fact orbits codes under the normalizer of $\mathbb{F}_{q^n}^*$ in $GL_n(q)$. The normalizer is isomorphic to $\text{Gal}(\mathbb{F}_{q^n} \mid \mathbb{F}_q) \rtimes \mathbb{F}_{q^n}^*$, and thus its orbits are simply unions of at most $n$ cyclic orbit codes. This insight has also been utilized in [2], where the authors succeeded in finding a $q$-Steiner system of type $S_2[2, 3, 13]$: it consists of 15 orbit codes under the normalizer group.

In this paper we will study the automorphism groups of cyclic orbit codes and orbit codes under the Singer normalizer. As usual, the automorphism group of a subspace code is defined as the subgroup of $GL_n(q)$ that leaves the code invariant. We will prove the following result. Let $U$ be a subspace of $\mathbb{F}_{q^n}$ containing 1 (which is no restriction) and let $\mathbb{F}_{q^s}$ be the smallest subfield of $\mathbb{F}_{q^n}$ containing $U$. Then the automorphism group is contained in the normalizer of the extension-field subgroup $GL_{n/s}(\mathbb{F}_{q^s})$, where the latter is defined as the subgroup of all $\mathbb{F}_{q^s}$-linear automorphisms of $\mathbb{F}_{q^n}$. In particular, if $U$ is generic, i.e., not contained in a proper subfield of $\mathbb{F}_{q^n}$, the automorphism group of the cyclic orbit code generated by $U$ is contained in the normalizer of the Singer subgroup $\mathbb{F}_{q^n}^*$. In order to prove these results we will derive a lower bound on the length of the $GL_{n/s}(\mathbb{F}_{q^s})$-orbit of $U$ for any given divisor $s$ of $n$. A crucial role will be played by the parameter $\delta_s(U)$, which is the $\mathbb{F}_{q^s}$-dimension of the $\mathbb{F}_{q^s}$-subspace generated by $U$. Note that $\delta_s(U) = 1$ iff $U \subseteq \mathbb{F}_{q^s}$.

We then turn to orbit codes under the normalizer of the Singer subgroup and derive the same results for the automorphism groups as long as the orbit code is generated by a subspace $U$ satisfying $\delta_s(U) \neq 2$. The case $\delta_s(U) = 2$ is of particular interest: the above results hold for many parameter cases, while there exist counterexamples for others. We strongly believe that these examples are the only exceptions to our main result on the automorphism group.

We finally discuss linear isometries, i.e., maps from $GL_n(q)$, between cyclic orbit codes and orbit codes under the Singer normalizer. Our results on the automorphism groups immediately imply the following facts for orbits generated by generic subspaces: (i) a linear isometry between cyclic orbit codes is in the normalizer of $\mathbb{F}_{q^n}^*$; (ii) linearly isometric orbit codes under the Singer normalizer are in fact equal – with the possible exception of orbits generated by subspaces $U$ with $\delta_s(U) = 2$ for some $s$. This drastically reduces the work load for testing isometry between such codes. The nature of our counterexamples leads us to believe that the last statement does not need the assumption on $\delta_s(U)$. We close the paper with some examples listing the number of distinct isometry classes of cyclic orbit codes and, making use of [9], also provide the weight distribution for each class.

2
2 Singer Subgroups and Extension-Field Subgroups

Throughout we fix a finite field \( \mathbb{F}_q \). The field extension \( \mathbb{F}_{q^n} \) is taken as our model for the \( n \)-dimensional vector space over \( \mathbb{F}_q \). We denote by \( \text{PG}(n-1, q) \) the \( n \)-dimensional projective geometry over \( \mathbb{F}_q \), that is, the set of all subspaces of \( \mathbb{F}_{q^n} \). Accordingly, \( \text{GL}_n(q) \) denotes the group of all \( \mathbb{F}_q \)-automorphisms of \( \mathbb{F}_{q^n} \). Specific subgroups will play a crucial role.

**Definition 2.1.** Let \( \mathbb{F}_{q^s} \) be a subfield of \( \mathbb{F}_{q^n} \), thus \( \mathbb{F}_{q^n} \) is an \( \mathbb{F}_{q^s} \)-vector space of dimension \( n/s \). The extension-field subgroup of degree \( s \) is defined as

\[
\text{GL}_{n/s}(q^s) = \{ \phi \in \text{GL}_n(q) \mid \phi \text{ is } \mathbb{F}_{q^s} \text{-linear} \}.
\]

The subgroup \( \text{GL}_1(q^n) \) will be identified with the multiplicative group \( \mathbb{F}_{q^n}^\times \) via the map \( a \mapsto m_a \), where \( m_a \) is the multiplication by \( a \), that is,

\[
m_a : \mathbb{F}_{q^n} \longrightarrow \mathbb{F}_{q^n}, \; x \longmapsto ax. \tag{2.1}
\]

Clearly, \( \text{GL}_1(q^n) \) is a cyclic subgroup of order \( q^n - 1 \). Subgroups of \( \text{GL}_n(q) \) of this form are well known.

**Definition 2.2.** A cyclic subgroup of \( \text{GL}_n(q) \) of order \( q^n - 1 \) is called a Singer subgroup.

**Lemma 2.3 ([8] Lem. 3).** Every Singer subgroup of \( \text{GL}_n(q) \) is conjugate to \( \mathbb{F}_{q^n}^\times \).

Let us briefly comment on this result. Consider the extension-field subgroups \( \text{GL}_{n/s}(q^s) \) from Definition 2.1 and let \( \rho \in \text{GL}_n(q) \). Then the \( \mathbb{F}_q \)-linear isomorphism \( \rho \) leads to new field structures \( \rho(\mathbb{F}_{q^n}) \) and \( \rho(\mathbb{F}_q) \) with identity \( \rho(1) \) (they turn \( \rho \) into a ring homomorphism). The conjugate group \( \rho \text{GL}_{n/s}(q^s) \rho^{-1} \) is now the group of all \( \rho(\mathbb{F}_{q^s}) \)-linear automorphisms of the field \( \rho(\mathbb{F}_{q^n}) \), and in particular the conjugate Singer subgroup \( \rho \mathbb{F}_{q^n}^\times \rho^{-1} \) is the group of all \( \rho(\mathbb{F}_{q^n}) \)-linear automorphisms of the field \( \rho(\mathbb{F}_{q^n}) \). Thus, conjugation of any of these subgroups corresponds to an isomorphic field structure. For this reason we may and will restrict ourselves to the Singer subgroup \( \mathbb{F}_{q^n}^\times \).

The following results will be needed later on and are well known. The normalizer of a subgroup \( H \) in a group \( G \) is denoted by \( N_G(H) \).

**Theorem 2.4.** Let \( S = \langle \tau \rangle \leq \text{GL}_n(q) \) be a Singer subgroup.

(a) The normalizer of \( S \) is \( N_{\text{GL}_n(q)}(S) = \langle \tau, \sigma \rangle \cong \text{Gal}(\mathbb{F}_{q^n} | \mathbb{F}_q) \rtimes S \), where \( \sigma \in \text{GL}_n(q) \) is the Frobenius homomorphism of order \( n \). Moreover, \( N_{\text{GL}_n(q)}(S) \) is self-normalizing in \( \text{GL}_n(q) \).

(b) The only Singer subgroup contained in \( N_{\text{GL}_n(q)}(S) \) is \( S \).

(c) Let \( H \leq \text{GL}_n(q) \) such that \( S \leq H \). Then there is a divisor \( s \) of \( n \) such that \( \text{GL}_{n/s}(q^s) \leq H \).

(d) \( N_{\text{GL}_n(q)}(\text{GL}_{n/s}(q^s)) \cong \text{Gal}(\mathbb{F}_{q^s} | \mathbb{F}_q) \rtimes \text{GL}_{n/s}(q^s) \).

**Proof.** (a) is in [13] Ch. II, Satz 7.3(a) and its proof, (b) in [4] Prop. 2.5, (c) is in [14] p. 232 and [8] Thm. 7], and (d) is in [8] Sec. 2].

The following is immediate.
Corollary 2.5. Let $S \leq \text{GL}_n(q)$ be a Singer subgroup. If $n$ is an odd prime or $n = 2$ and $q \geq 3$, then $N_{\text{GL}_n(q)}(S)$ is a maximal subgroup of $\text{GL}_n(q)$.

All of the above can, of course, be translated into matrix groups. In order to do so, we consider the following isomorphism. Fix a primitive element $\omega$ of $\mathbb{F}_{q^n}$, and let $f = x^n - \sum_{i=0}^{n-1} f_i x^i \in \mathbb{F}_q[x]$ be its minimal polynomial over $\mathbb{F}_q$. Let

$$M_f = \begin{pmatrix} 1 & & \cdots & \cdots & \cdots \\ & \ddots & & & \\ & & 1 & & \\ f_0 & f_1 & \cdots & f_{n-1} \end{pmatrix} \in \mathbb{F}_q^{n \times n} \quad (2.2)$$

be the companion matrix of $f$. Then $1, \omega, \ldots, \omega^{n-1}$ form a basis of $\mathbb{F}_{q^n}$ over $\mathbb{F}_q$, and we have the isomorphism

$$\Phi : \mathbb{F}_{q^n} \rightarrow \mathbb{F}_q^n, \quad \sum_{i=0}^{n-1} a_i \omega^i \mapsto (a_0, \ldots, a_{n-1}). \quad (2.3)$$

It satisfies

$$\Phi(c \omega^i) = \Phi(c) M_f^i \quad \text{for all } c \in \mathbb{F}_{q^n} \text{ and all } i \in \mathbb{N}_0. \quad (2.4)$$

In other words, $M_f^i$ is the matrix representation of the linear map $m_{\omega^i}$ with respect to the basis $1, \omega, \ldots, \omega^{n-1}$.

Remark 2.6. Denote by $\text{GL}_n(\mathbb{F}_q)$ the general linear group of invertible $n \times n$-matrices over $\mathbb{F}_q$ and identify a matrix $A \in \text{GL}_n(\mathbb{F}_q)$ in the usual way with the isomorphism $\mathbb{F}_{q^n} \rightarrow \mathbb{F}_q^n, v \mapsto v A$. Then we have the group isomorphism

$$\text{GL}_n(\mathbb{F}_q) \rightarrow \text{GL}_n(q), \quad A \mapsto \phi_A = \Phi^{-1} \circ A \circ \Phi,$$

which satisfies

$$\phi_A(a) = \Phi^{-1}(\Phi(a) A) \quad \text{for all } a \in \mathbb{F}_{q^n}. \quad (2.5)$$

Let now $s$ be a divisor of $n$ and set $N = (q^n - 1)/(q^s - 1)$. Thus $\omega^N$ is a primitive element of $\mathbb{F}_{q^s}$. Then for any $A \in \text{GL}_n(\mathbb{F}_q)$

$$\phi_A \text{ is } \mathbb{F}_{q^s} \text{-linear } \iff AM_f^N = M_f^N A.$$

As a consequence, the subgroup $\{A \in \text{GL}_n(\mathbb{F}_q) \mid AM_f^N = M_f^N A\}$ may be identified with the extension-field subgroup $\text{GL}_{n/s}(q^s)$. Consider the special case $s = 1$. From [12, Thm. 2.9] it is known that $\langle M_f \rangle$ is self-centralizing, i.e., $\{A \in \text{GL}_n(\mathbb{F}_q) \mid AM_f = M_f A\} = \langle M_f \rangle$ (see also [11 Cor. 2 and Cor. 3]). Since $\text{GL}_1(q^n) \cong \mathbb{F}_q^*$, this simply reflects the well-known isomorphism $\mathbb{F}_q^* \cong \langle M_f \rangle$ (and $\mathbb{F}_{q^n} \cong \mathbb{F}_q[M_f]$).
3 Orbit Codes and Linear Isometries

In this section we turn to subspace codes and, more specifically, orbit codes. We endow the projective geometry PG\((n-1,q)\) with the \textit{subspace distance}
\[
d(\mathcal{V}, \mathcal{W}) := \dim \mathcal{V} + \dim \mathcal{W} - 2 \dim(\mathcal{V} \cap \mathcal{W})
\]
for \(\mathcal{V}, \mathcal{W} \in \text{PG}(n-1,q)\). The subspace distance is a metric on PG\((n-1,q)\); see \cite{15} Lem. 1. A subset of PG\((n-1,q)\) with at least two elements is called a \textit{subspace code (of block length} \(n)\). The \textit{subspace distance} of a code \(\mathcal{C}\) is, as usual,
\[
d_s(\mathcal{C}) := \min\{d(\mathcal{V}, \mathcal{W}) \mid \mathcal{V}, \mathcal{W} \in \mathcal{C}, \mathcal{V} \neq \mathcal{W}\}.
\]

The subspace codes defined next are \textit{constant-dimension codes}, that is, they are contained in some \(G_q(k,n)\), where \(G_q(k,n)\) denotes the Grassmannian consisting of the \(k\)-dimensional subspaces of \(F_q^n\).

**Definition 3.1.** Let \(G \leq \text{GL}_n(q)\) be a subgroup and let \(\mathcal{U} \in G_q(k,n)\). Then the \(G\)-orbit of \(\mathcal{U}\), defined as \(\text{Orb}_G(\mathcal{U}) = \{ \phi(\mathcal{U}) \mid \phi \in G \}\), is called an \textit{orbit code}. For a Singer subgroup \(S\), the orbit \(\text{Orb}_S(\mathcal{U})\) is called a cyclic orbit code.

Two classes of orbit codes will be in the focus of this paper: orbits under the Singer subgroup \(F_q^*\) and orbits under the normalizer of \(F_q^n\). They take the following explicit form. Let \(\omega\) be a primitive element of \(F_q^n\). Furthermore, for \(\mathcal{U} \in G_q(k,n)\) define \(\mathcal{U}[i] := \{u[i] \mid u \in \mathcal{U}\}\), where we use the standard notation \([i] := q^i\). Consider the Singer subgroup \(F_q^*\) and its normalizer \(N := N_{\text{GL}_n(q)}(F_q^n) \cong \text{Gal}(F_q^n | F_q) \times F_q^n\). Then
\[
\text{Orb}_{F_q^n}(\mathcal{U}) = \{ \omega^i \mathcal{U} \mid i = 0, \ldots, q^n - 2\} \quad \text{and} \quad \text{Orb}_N(\mathcal{U}) = \bigcup_{i=0}^{n-1} \text{Orb}_{F_q^n}(\mathcal{U}[i]).
\]

For later reference we record the following simple fact about the sizes of these orbits.

**Remark 3.2** (\cite{10} Cor. 3.13). Let \(\mathcal{U} \in G_q(k,n)\). Suppose \(F_q^*\) is the largest subfield of \(F_q^n\) such that \(\mathcal{U}\) is closed under multiplication by scalars from \(F_q^*\) (i.e., \(\mathcal{U}\) is an \(F_q^*\)-vector space with respect to the ordinary multiplication in \(F_q^n\)). Then
\[
|\text{Orb}_{F_q^n}(\mathcal{U})| = \frac{q^n - 1}{q^i - 1}.
\]
As a consequence, \(|\text{Orb}_N(\mathcal{U})| \leq n(q^n - 1)/(q^i - 1)\) for the normalizer \(N := N_{\text{GL}_n(q)}(F_q^n)\).

Let us return to general \(G\)-orbits. In matrix notation, they take the following form. This is the setting in which they have been studied in \cite{20}.

**Remark 3.3.** Let \(\mathcal{U} \in G_q(k,n)\) and \(G \leq \text{GL}_n(q)\). Define \(\tilde{G} := \{ \Phi \circ \phi \circ \Phi^{-1} \mid \phi \in G \}\) and \(\tilde{\mathcal{U}} = \Phi(\mathcal{U})\), where \(\Phi\) is the isomorphism from (2.3). Then \(\tilde{G} \leq \text{GL}_n(F_q)\) and \(\tilde{\mathcal{U}} \subseteq F_q^n\), and (2.5) shows that
\[
\Phi(\text{Orb}_G(\mathcal{U})) = \text{Orb}_{\tilde{G}}(\tilde{\mathcal{U}}) := \{ \tilde{\mathcal{U}}A \mid A \in \tilde{G}\}.
\]
In this paper we want to study linear isometries between orbit codes.

**Definition 3.4.** An isometry on $\operatorname{PG}(n-1,q)$ is a distance-preserving map $\varphi : \operatorname{PG}(n-1,q) \to \operatorname{PG}(n-1,q)$, thus, $d(\mathcal{U}, \mathcal{V}) = d(\varphi(\mathcal{U}), \varphi(\mathcal{V}))$ for all $\mathcal{U}, \mathcal{V} \in \operatorname{PG}(n-1,q)$.

It is clear that an isometry is bijective. In [19, 2.3–2.8] it has been shown that the dimension-preserving isometries are precisely the elements of the projective general semi-linear group $\operatorname{GL}_n(q)/Z \rtimes \operatorname{Aut}(\mathbb{F}_q)$, where $Z$ is the center of $\operatorname{GL}_n(q)$, that is, $Z = \{m_a \mid a \in \mathbb{F}_q^*\}$ with $m_a$ as in (2.1). Thanks to the Fundamental Theorem of Projective Geometry, these are exactly the automorphisms (i.e., incidence-preserving bijections) of $\operatorname{PG}(n-1,q)$. In this paper we will only consider linear isometries, that is, maps in the projective linear group $\operatorname{PGL}_n(q) = \operatorname{GL}_n(q)/Z$. Note that a map $\phi \in \operatorname{GL}_n(q)$ is in $Z$ if and only if it fixes every $\mathbb{F}_q$-subspace of $\mathbb{F}_q^n$, which is why we may factor out $Z$. For ease of notation, we will simply consider linear isometries in $\operatorname{GL}_n(q)$. This will have no impact on our considerations (one can just factor out $Z$ in all groups occurring below).

**Definition 3.5.** Let $G \leq \operatorname{GL}_n(q)$ and $\mathcal{U}_1, \mathcal{U}_2 \in \mathcal{G}_q(k,n)$. Consider the $G$-orbits $\mathcal{C}_i = \operatorname{Orb}_G(\mathcal{U}_i)$ for $i = 1,2$. Then $\mathcal{C}_1$ and $\mathcal{C}_2$ are called (linearly) isometric if there exists an isomorphism $\psi \in \operatorname{GL}_n(q)$ such that $\psi(\mathcal{C}_1) = \mathcal{C}_2$, where $\psi(\mathcal{C}_1) := \{\psi(\mathcal{V}) \mid \mathcal{V} \in \mathcal{C}_1\}$. In this case $\psi$ is called a (linear) isometry between $\mathcal{C}_1$ and $\mathcal{C}_2$. In the special case, where $G = S$ is a Singer subgroup and $\psi(\mathcal{C}_1) = \mathcal{C}_2$ for some $\psi \in N_{\operatorname{GL}_n(q)}(S)$, we call the cyclic orbit codes $\operatorname{Orb}_S(\mathcal{U}_1)$ and $\operatorname{Orb}_S(\mathcal{U}_2)$ Frobenius-isometric and $\psi$ a Frobenius-isometry.

The terminology Frobenius-isometry is motivated by the fact that, thanks to Theorem 2.4(a), $N_{\operatorname{GL}_n(q)}(S) \cong \operatorname{Gal}(\mathbb{F}_q^n/\mathbb{F}_q) \rtimes S$.

Later in Section 6 we will see that – just like for block codes with the Hamming metric – not every weight-preserving bijection between cyclic orbit codes is an isometry. Hence not every such map extends to an isometry on $\operatorname{PG}(n-1,q)$.

The following is easy to see.

**Theorem 3.6** (see also [20, Thm. 10]). Let $G \leq \operatorname{GL}_n(q)$, $\psi \in \operatorname{GL}_n(q)$, and $\mathcal{U} \in \mathcal{G}_q(k,n)$.

(a) Set $G' = \psi G \psi^{-1}$ and $\mathcal{U}' = \psi(\mathcal{U})$. Then the orbit codes $\mathcal{C} = \operatorname{Orb}_G(\mathcal{U})$ and $\mathcal{C}' = \operatorname{Orb}_{G'}(\mathcal{U}')$ are linearly isometric with $\mathcal{C}' = \psi(\mathcal{C})$.

(b) Let $\mathcal{C} = \operatorname{Orb}_G(\mathcal{U})$ and $\mathcal{C}' = \psi(\mathcal{C})$. Then $\mathcal{C}' = \operatorname{Orb}_{\psi G \psi^{-1}}(\mathcal{U}')$ with $\mathcal{U}' = \psi(\mathcal{U})$. As a consequence, if $\psi \in N_{\operatorname{GL}_n(G)}$, then $\mathcal{C}$ and $\mathcal{C}'$ are isometric $G$-orbit codes.

In order to study isometries between cyclic orbit codes, we need to understand their automorphism groups. This is the subject of the next section. For these considerations it will suffice to restrict to orbit codes generated by subspaces $\mathcal{U} \in \mathcal{G}_q(k,n)$, where $k \leq n/2$. In order to see this, we need to briefly introduce the dual code. Let $\omega$ be a primitive element of $\mathbb{F}_q^n$ and choose the symmetric, non-degenerate, $\mathbb{F}_q$-bilinear form $\langle \cdot | \cdot \rangle$ on $\mathbb{F}_q^n$ defined via $\langle \omega^i | \omega^j \rangle = \delta_{i,j}$ for all $i, j = 0, \ldots, n-1$ (this is simply the standard dot product on $\mathbb{F}_q^n$ under the isomorphism in (2.3)). Define the dual of a subspace $\mathcal{W} \leq \mathbb{F}_q^n$ in the usual way as $\mathcal{W}^\perp = \{v \in \mathbb{F}_q^n \mid \langle v | w \rangle = 0 \text{ for all } w \in \mathcal{W}\}$. Clearly, $\dim \mathcal{W}^\perp = n - \dim \mathcal{W}$. The dual of a subspace code $\mathcal{C} \subseteq \mathbb{F}_q^n$ is simply defined as $\mathcal{C}^\perp := \{\mathcal{W}^\perp \mid \mathcal{W} \in \mathcal{C}\}$. We can now describe the
dual of an orbit code. For an \( \mathbb{F}_q \)-linear map \( \phi : \mathbb{F}_q^n \rightarrow \mathbb{F}_q^n \) denote by \( \phi^\dagger \) its adjoint map, that is, the unique linear map satisfying \( \langle \phi(x) \mid y \rangle = \langle x \mid \phi^\dagger(y) \rangle \) for all \( x, y \in \mathbb{F}_q^n \). Clearly \( \phi^\dagger \in \text{GL}_n(q) \) for any \( \phi \in \text{GL}_n(q) \).

**Remark 3.7.** Suppose \( C = \text{Orb}_G(\mathcal{U}) \) for some subgroup \( G \leq \text{GL}_n(q) \). Then \( C^\perp = \text{Orb}_{G^\dagger}(\mathcal{U}^\perp) \), where \( G^\dagger = \{ \phi^\dagger \mid \phi \in G \} \), which is clearly a subgroup of \( \text{GL}_n(q) \). This follows immediately from \( \phi(\mathcal{U})^\perp = (\phi^\dagger)^{-1}(\mathcal{U}^\perp) \). We call \( G^\dagger \) the adjoint group of \( G \).

In the setting of Remark 3.3, where subgroups of the matrix group \( \text{GL}_n(\mathbb{F}_q) \) act on subspaces in \( \mathbb{F}_q^n \), this fact also appears in [20, Thm. 18].

The following surprising result tells us that the adjoint groups of all groups of interest in this paper are conjugate to the group itself, and even more, we may choose the same conjugation matrix for all these groups.

**Theorem 3.8.** There exists a map \( \rho \in \text{GL}_n(q) \) such that

\[
\rho^{-1}G^\dagger \rho = G \quad \text{for all } G \in \{ \mathbb{F}_q^*, \text{Gal}(\mathbb{F}_q^n \mid \mathbb{F}_q) \} \cup \{ \text{GL}_{n/s}(q^s) \mid s \text{ divisor of } n \}.
\]

The proof, which is not needed for the rest of this paper, is postponed to an appendix. Returning to our orbit codes, Theorem 3.8 along with Remark 3.7 tells us that the dual of a \( G \)-orbit, where \( G \) is any of the groups above, is again an orbit of the same type, but with respect to an isomorphic field structure; see the paragraph following Lemma 2.3. The isomorphic field structure does not depend on the group.

All of this tells us that it suffices to study isometries (and automorphisms) for orbit codes generated by subspaces of dimension at most \( n/2 \). Hence from now on we only consider subspaces \( \mathcal{U} \in \mathcal{G}_q(k, n) \), where \( k \leq n/2 \).

## 4 The Automorphism Groups of Singer Orbits

In this section we will derive information about the automorphism groups of cyclic orbit codes. This will be sufficient to discuss isometries between cyclic orbit codes later in this paper. In accordance with earlier notation we will consider automorphisms in \( \text{GL}_n(q) \) rather than \( \text{PGL}_n(q) = \text{GL}_n(q)/Z \).

**Definition 4.1.** Let \( C \subseteq \text{PG}(n-1, q) \) be a subspace code. The automorphism group of \( C \) is defined as the group of linear isometries that fix \( C \), that is, \( \text{Aut}(C) := \{ \psi \in \text{GL}_n(q) \mid \psi(C) = C \} \). Any subgroup of \( \text{Aut}(C) \) is called a group of automorphisms of \( C \).

Clearly, for any \( G \leq \text{GL}_n(q) \) and any orbit code \( C = \text{Orb}_G(\mathcal{U}) \), the group \( G \) is a group of automorphisms of \( C \). Furthermore, if \( H \leq \text{GL}_n(q) \) then

\[
H \leq \text{Aut}(\text{Orb}_G(\mathcal{U})) \iff \text{Orb}_H(\mathcal{U}) \subseteq \text{Orb}_G(\mathcal{U}).
\]

We will now focus on the case where \( C \) is a cyclic orbit code, that is, \( C = \text{Orb}_s(\mathcal{U}) \) for some subspace \( \mathcal{U} \leq \mathbb{F}_q^n \) and a Singer subgroup \( S \leq \text{GL}_n(q) \). Thanks to Lemma 2.3 and Theorem 3.6(a) it suffices to study the case where \( S = \mathbb{F}_q^* \). The following result is immediate with Theorem 2.4(c).
Proposition 4.2. Let $\mathcal{C} = \text{Orb}_{\mathbb{F}_q^n}(\mathcal{U})$ be a cyclic orbit code. Then there exists a divisor $s$ of $n$ such that $\text{GL}_{n/s}(q^s) \trianglelefteq \text{Aut}(\mathcal{C}) \leq N_{\text{GL}_n(q)}(\text{GL}_{n/s}(q^s))$.

The following notion will be convenient throughout.

Definition 4.3. A subspace $U \subseteq \mathbb{F}_{q^n}$ is called generic if $U$ is not contained in a proper subfield of $\mathbb{F}_{q^n}$.

The next theorem is the main result of this section. It shows that for any subspace $U$, the parameter $s$ from Proposition 4.2 is the smallest divisor of $n$ such that $U \subseteq \mathbb{F}_{q^s}$. As a consequence, the automorphism group of $C$ contains linear isometries that are outside the normalizer of $\mathbb{F}_{q^n}^*$ if and only if $U$ is not generic.

Since any cyclic orbit code contains a subspace $U$ such that $1 \in U$, we may assume without loss of generality that $1$ is contained in the generating subspace. If, in addition, $\dim(U) = 1$, then $U = \mathbb{F}_q$ and $\text{Orb}_{\mathbb{F}_q^n}(U) = \text{Orb}_{\text{GL}_{n/s}(q^s)}(U) = G_q(1, n)$ for all divisors $s$ of $n$. Hence from now on we assume $k \geq 2$ and thus $n \geq 4$.

Theorem 4.4. Let $S = \mathbb{F}_{q^n}^*$ and let $U \in G_q(k, n)$ be such that $1 \in U$. Let $s$ be a divisor of $n$. Then

$$U \subseteq \mathbb{F}_{q^s} \iff \text{GL}_{n/s}(q^s) \leq \text{Aut}(\text{Orb}_S(U)).$$

Moreover, if $\mathbb{F}_{q^s}$ is the smallest subfield containing $U$, then $\text{GL}_{n/s}(q^s)$ is normal in $\text{Aut}(\text{Orb}_S(U))$ and thus $\text{Aut}(\text{Orb}_S(U)) \leq N_{\text{GL}_n(q)}(\text{GL}_{n/s}(q^s))$. As a consequence,

$U$ is generic $\iff \text{Aut}(\text{Orb}_S(U)) \leq N_{\text{GL}_n(q)}(S)$.

The proof is postponed to the end of this section. We first need some technical results. We start with a lower bound on the size of the orbits $\text{Orb}_{\text{GL}_{n/s}(q^s)}(U)$ for a given divisor $s$ of $n$. As we will see, this size depends on the dimension of the $\mathbb{F}_{q^s}$-subspace of $\mathbb{F}_{q^n}$ generated by $U$.

Definition 4.5. For any $\mathbb{F}_q$-subspace $V$ of $\mathbb{F}_{q^n}$ we set $\hat{V} := \text{span}_{\mathbb{F}_{q^s}}(V)$ and $\delta_s(V) := \dim_{\mathbb{F}_{q^s}}(\hat{V})$. Note that $\delta_s(V)s = \dim_{\mathbb{F}_q}(\hat{V}) \leq n$.

Clearly $\delta_s(\cdot)$ is invariant under the actions of the groups $\mathbb{F}_{q^n}^*$, $\text{Gal}(\mathbb{F}_{q^n} | \mathbb{F}_q)$, and $\text{GL}_{n/s}(q^s)$.

Proposition 4.6. Let $U \in G_q(k, n)$ be such that $1 \in U$, and let $s$ be a divisor of $n$. Set $\delta_s(U) = r$. Then $1 \leq r \leq k$ and

$$| \text{Orb}_{\text{GL}_{n/s}(q^s)}(U) | \geq \frac{q_{(r)}(s-1)}{[k]_q} \prod_{i=0}^{r-1} \frac{q^{n-is} - 1}{q^{r-i} - 1}$$

with equality if $r = k$.

Note that $(r - 1)s < rs = \dim_{\mathbb{F}_q}(\hat{U}) \leq n$. This shows that the right hand side is not 0.
Proof. First let \( s = 1 \). Then \( \mathbb{F}_{q^s} = \mathbb{F}_q \) and \( \hat{U} = U \), and thus \( r = k \). In this case, \( \text{Orb}_{\text{GL}_n(q)}(U) \) consists of all \( k \)-dimensional subspaces of \( \mathbb{F}_{q^n} \), and hence its size is \( [n]_q \), which is the right hand side above. From now on let \( s > 1 \).

Case 1) Let \( r = k \). Let \( B = (u_1, \ldots, u_k) \) be an ordered \( \mathbb{F}_q \)-basis of \( U \). Thanks to \( \delta_s(U) = k \), the vectors \( u_1, \ldots, u_k \) are also \( \mathbb{F}_q \)-linearly independent. Under the action of \( \text{GL}_{n/s}(q^s) \) the orbit of the basis \( B \) consists of all \( k \)-tuples of \( \mathbb{F}_{q^s} \)-linearly independent vectors in \( \mathbb{F}_{q^n} \). This implies that \( |\text{Orb}_{\text{GL}_{n/s}(q^s)}(U)| \) is given by the number of \( k \)-tuples of \( \mathbb{F}_{q^s} \)-linearly independent vectors in \( \mathbb{F}_{q^n} \) divided by the number of ordered \( \mathbb{F}_q \)-bases for a \( k \)-dimensional \( \mathbb{F}_q \)-subspace. We conclude

\[
|\text{Orb}_{\text{GL}_{n/s}(q^s)}(U)| = \frac{\prod_{i=0}^{k-1} (q^n - q^{is})}{\prod_{i=0}^{k-1} (q^k - q^i)} = q^{(k)(s-1)} \prod_{i=0}^{k-1} \frac{q^{n-is} - 1}{q^k - q^i}.
\]

Case 2) Let now \( 1 \leq r < k \). There exists a subspace \( V \) of \( U \) such that \( \dim_{\mathbb{F}_q}(V) = r \) and \( \text{Orb}_{\text{GL}_{n/s}(q^s)}(U) \) contains exactly \( K := \left[ \frac{k}{r} \right]_q \) subspaces of \( \mathbb{F}_q \)-dimension \( r \), and thus in particular at most \( K \) subspaces of the form \( \psi(V) \) for some \( \psi \in \text{GL}_{n/s}(q^s) \). Since each \( \psi(V) \in \text{Orb}_{\text{GL}_{n/s}(q^s)}(V) \) is contained in at least one \( \psi(U) \in \text{Orb}_{\text{GL}_{n/s}(q^s)}(U) \), we obtain

\[
|\text{Orb}_{\text{GL}_{n/s}(q^s)}(U)| \geq \frac{1}{K} |\text{Orb}_{\text{GL}_{n/s}(q^s)}(V)|.
\]

Since \( V \) satisfies \( \delta_1(V) = \delta_s(V) \), we may apply Case 1) to \( V \) to obtain the desired result. \( \square \)

In order to compare the sizes of the \( \text{GL}_{n/s}(q^s) \)-orbits and the Singer orbits, we need some technical lemmas.

**Lemma 4.7.** Let \( 2 \leq r \leq n/2 \) and \( 1 \leq s < n \) be such that \( sr \leq n \). Then

\[
\prod_{i=0}^{r-1} \frac{q^{n-is} - 1}{q^r - 1} > q^{r(n-r)-(s-1)(\frac{r}{2})}.
\]

**Proof.** Note first that by the assumptions

\[
n - is - r + i \geq 1 \text{ for all } i = 0, \ldots, r - 1.
\]

Indeed, \( n - is - r + i = n - r - i(s - 1) \geq n - r - (r - 1)(s - 1) = n - rs + s - 1 \). If \( s \geq 2 \) the latter is clearly at least 1, while for \( s = 1 \) we have \( n - rs + s - 1 = n - r \geq n/2 \geq 1 \), too. Using the inequality

\[
\frac{q^a - 1}{q^b - 1} > q^{a-b} \text{ whenever } a > b,
\]

we obtain from (4.3) the inequality \( \prod_{i=0}^{r-1} \frac{q^{n-is} - 1}{q^r - 1} > q^M \), where \( M = \sum_{i=0}^{r-1}(n - is - r + i) = r(n - r) - (s - 1)(\frac{r}{2}) \), as desired. \( \square \)
The next lemma comes in two forms, one with a factor $n$ on the right hand side and one without such factor. The version with factor $n$ will be needed in Section 5 when we study orbits under the normalizer of the Singer subgroup.

**Lemma 4.8.** Let $2 \leq r \leq k \leq n/2$ and $1 \leq s < n$ such that $rs \leq n$.

(a) Let $r \geq 3$. Then

$$q^{(s-1)}(s-1)\prod_{i=0}^{r-1} q^{n-is} - 1 > n \left[ \begin{array}{c} k \\ r \end{array} \right] q^n - 1. \tag{4.5}$$

(b) If $r = 2$, then

$$q^{(s-1)}(s-1)\prod_{i=0}^{r-1} q^{n-is} - 1 > \left[ \begin{array}{c} k \\ r \end{array} \right] q^n - 1. \tag{4.6}$$

**Proof.** (a) Let $r \geq 3$, thus $n \geq 6$. Setting $c = q/(q-1)$ we have $(q^n - 1)/(q-1) < cq^{n-1}$. Furthermore, $r \geq 3$ implies

$$r(k-r) + n - 1 \leq r(n-r) - (n/2 + 1),$$

because $r(k-r) + n - 1 \leq r(n/2-r) + n - 1 = r(n-r) - rn/2 + n - 1 \leq r(n-r) - 3n/2 + n - 1$. Using the above inequalities along with $w[k/r] < 4q^{r(k-r)}$ (see [15, Lem. 4]) and Lemma 4.7 we compute

$$n \left[ \begin{array}{c} k \\ r \end{array} \right] q^n - 1 < 4ncq^{r(k-r)+n-1} < \frac{4nc}{q^{n/2}q^s} q^{(s-1)}(s-1)\prod_{i=0}^{r-1} q^{n-is} - 1.$$ 

Finally, one easily checks that $\frac{4nc}{q^{n/2}q^s} = \frac{4n}{q^{n/2}(q-1)} \leq 1$ for $q \geq 3$ and $n \geq 4$ as well as $q = 2$ and $n \geq 11$. For the remaining cases ($q = 2$ and $n = 6, \ldots, 10$) Inequality (4.5) can be verified directly.

(b) Let $r = 2$. In this case the desired inequality is equivalent to

$$Q := (q-1)(q^n - q^s) - (q^k - 1)(q^k - q) > 0.$$ 

Since $Q$ decreases with increasing $s$ or $k$, we may lower bound $Q$ by using $s = k = n/2$ (ignoring that this may not be an integer). This leads to

$$Q \geq (q-1)(q^n - q^{n/2}) - (q^{n/2} - 1)(q^{n/2} - q) = ((q-1)q^{n/2} - (q^{n/2} - q))q^{n/2} - 1)$$

$$= ((q-2)q^{n/2} + q)(q^{n/2} - 1) > 0,$$

as desired. $\square$

**Lemma 4.9.** Let $s, t \in \mathbb{N}$ such that $s|t$ and $n \neq t$. Then

$$|GL_{n/s}(q^s)| > |GL_{n/t}(q^t)|. \tag{4.7}$$

**Proof.** Set $\hat{q} = q^s$, $\hat{n} = n/s$ and let $sa = t$. Then $|GL_{n/s}(q^s)| = \prod_{i=0}^{\hat{n}-1} (\hat{q}^{\hat{n}} - \hat{q}^i)$ and from Theorem 2.4(d) we know that

$$|N_{GL_{n}}(q^t)| = t \prod_{i=0}^{\hat{n}-1} (((\hat{q}^a)^{\hat{n}/a} - (\hat{q}^a)^i) \leq n \prod_{i=0}^{\hat{n}-1} (\hat{q}^{\hat{n}} - \hat{q}^i).$$
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Clearly, all factors in the product on the right hand side appear in $|\text{GL}_{n/s}(q^s)|$. Furthermore, since $a > 1$, the factor $\hat{q}^h - \hat{q} = q^n - q^s$ of $|\text{GL}_{n/s}(q^s)|$ does not appear in $|N_{\text{GL}_n(q)}(\text{GL}_{n/t}(q^t))|$. Hence the desired inequality follows if we can show that $q^n - q^s > n$. Since $s \neq n$ and $s$ is a divisor of $n$, we have $q^n - q^s - n \geq q^n - q^{n/2} - n$. One easily verifies that the function $f(x) = q^x - q^{x/2} - x$ is indeed positive on $[4, \infty)$. This concludes the proof. \[\square\]

Now we are ready to prove our main result.

**Proof of Theorem 4.4.** Let $S$, $s$, $U$ be as in the theorem. Set $\widehat{U} = \text{span}_{F_{q^s}}(U)$ as in Definition 4.5. Then $1 \leq \delta_s(U) \leq \dim_{F_q}(U)$ and

$$U \subseteq F_{q^s} \iff 1 = \delta_s(U) \iff \widehat{U} = F_{q^s},$$

where the last equivalence follows from the fact that $1 \in U$. Since $|S| = q^n - 1$ and $F_{q^s}$ stabilizes $U$, we have $|\text{Orb}_S(U)| \leq (q^n - 1)/(q - 1)$ by the orbit-stabilizer theorem (see also Remark 3.2). Moreover, since $S \leq \text{GL}_{n/s}(q^s)$, we have

$$\text{Orb}_S(U) \subseteq \text{Orb}_{\text{GL}_{n/s}(q^s)}(U) \text{ with equality iff } \text{GL}_{n/s}(q^s) \leq \text{Aut}(\text{Orb}_S(U)). \tag{4.7}$$

We now prove the equivalence (4.2).

"\implies" Let $U \subseteq F_{q^s}$, thus $\widehat{U} = F_{q^s}$. Since $1 \in U$ we obtain $\psi(U) = \{u \cdot \psi(1) \mid u \in U\}$ for every $\psi \in \text{GL}_{n/s}(q^s)$. Hence $\psi(U)$ is the cyclic shift $\psi(1)U$ and thus contained in $\text{Orb}_S(U)$. This shows $\text{Orb}_{\text{GL}_{n/s}(q^s)}(U) \subseteq \text{Orb}_S(U)$ and (4.7) implies the desired result.

"\impliedby" Suppose $U \not\subseteq F_{q^s}$. Then $r := \delta_s(U) \geq 2$ by (4.6). Proposition 4.6 and Lemma 4.8 imply

$$|\text{Orb}_{\text{GL}_{n/s}(q^s)}(U)| \geq \frac{q^r}{r} \prod_{i=0}^{r-1} \frac{q^{i} - 1}{q^r - 1} > \frac{q^n - 1}{q - 1} \geq |\text{Orb}_S(U)|.$$

(4.7) implies $\text{GL}_{n/s}(q^s) \not\leq \text{Aut}(\text{Orb}_S(U))$.

We now turn to the remaining statements of Theorem 4.4. Let $F_{q^s}$ be the smallest subfield containing $U$. We want to show that $\text{GL}_{n/s}(q^s)$ is normal in $\text{Aut}(\text{Orb}_S(U))$. To this end set $T = \{t \in \mathbb{N} \mid s \mid t \land n\}$. Clearly $\text{GL}_{n/t}(q^t) \leq \text{GL}_{n/s}(q^s)$ for all $t \in T$. From (4.2) we conclude that for any $t \in \mathbb{N}$

$$\text{GL}_{n/t}(q^t) \leq \text{Aut}(\text{Orb}_S(U)) \iff t \in T.$$

Furthermore, thanks to Theorem 2.3(c) one of the subgroups $\text{GL}_{n/t}(q^t)$, $t \in T$, is normal in $\text{Aut}(\text{Orb}_S(U))$. Suppose $\text{GL}_{n/t}(q^t)$ is normal in $\text{Aut}(\text{Orb}_S(U))$ for some $t \in T \setminus \{s\}$. Then $\text{Aut}(\text{Orb}_S(U)) \leq N_{\text{GL}_n(q)}(\text{GL}_{n/t}(q^t))$. Now, Lemma 4.9 along with $\text{GL}_{n/s}(q^s) \leq \text{Aut}(\text{Orb}_S(U))$ leads to a contradiction. Thus $\text{GL}_{n/s}(q^s)$ is the only extension-field subgroup that is normal in $\text{Aut}(\text{Orb}_S(U))$. The rest of the theorem follows. \[\square\]

## 5 The Automorphism Groups of Orbits under the Singer Normalizer

The considerations of the previous sections allow us to also describe the automorphism group of orbits under the normalizer of the Singer subgroup in most cases. Recall the notation in (3.3).
The following theorem is analogous to Theorem 4.4, but needs the assumption \( \delta_s(U) \neq 2 \). We will deal with the case \( \delta_s(U) = 2 \) afterwards.

Throughout this section, let \( N := N_{\text{GL}_n(q)}(\mathbb{F}_{q^n}^{*}) \), i.e., \( N \) is the normalizer of \( \mathbb{F}_{q^n}^{*} \). Recall also that we assume \( 2 \leq k \leq n/2 \).

**Theorem 5.1.** Let \( s \) be a divisor of \( n \) and \( U \in \mathcal{G}_q(k,n) \) be such that \( 1 \in U \) and such that \( \delta_s(U) \neq 2 \). Then
\[
U \subseteq \mathbb{F}_{q^s} \iff \text{GL}_{n/s}(q^s) \leq \text{Aut}(\text{Orb}_N(U)).
\]
Moreover, if \( \mathbb{F}_{q^s} \) is the smallest subfield containing \( U \) and \( \delta_s(U) \neq 2 \) for all divisors \( t \) of \( n \), then \( \text{GL}_{n/s}(q^s) \) is normal in \( \text{Aut}(\text{Orb}_N(U)) \) and thus \( \text{Aut}(\text{Orb}_N(U)) \leq N_{\text{GL}_n(q)}(\text{GL}_{n/s}(q^s)) \). As a consequence:

(a) If \( U \) is generic and \( \delta_s(U) \neq 2 \) for all divisors \( t \) of \( n \), then \( \text{Aut}(\text{Orb}_N(U)) = N \);

(b) If \( \text{Aut}(\text{Orb}_N(U)) = N \), then \( U \) is generic.

Note that the left hand side of (5.1) means that \( \delta_s(U) = 1 \). Hence the excluded case \( \delta_s(U) = 2 \) may be regarded as a transitional case, and we will see below that in that case either is possible: \( \text{GL}_{n/s}(q^s) \leq \text{Aut}(\text{Orb}_N(U)) \) or \( \text{GL}_{n/s}(q^s) \nleq \text{Aut}(\text{Orb}_N(U)) \).

**Proof.** For “\( \implies \)” of (5.1) recall that \( \text{Orb}_N(U) = \bigcup_{i=0}^{n-1} \text{Orb}_{\mathbb{F}_{q^s}^{*}}(U[i]) \), see (3.3). Since \( 1 \in U[i] \) and \( U[i] \subseteq \mathbb{F}_{q^s} \) for all \( i \), the desired statement follows from Theorem 4.4.

“\( \iff \)” The proof is similar to the one of Theorem 4.4. Suppose \( U \nsubseteq \mathbb{F}_{q^s}^{*} \). Thanks to our assumption this implies \( \delta_s(U) = r \geq 3 \). Thus Proposition 4.6 Lemma 4.8(a), and Remark 3.2 lead to
\[
|\text{Orb}_{\text{GL}_{n/s}(q^s)}(U)| \geq q^{r^2(2^r - 1)/1!} \prod_{i=0}^{r-1} q^{r^n - q^{n-i} - 1} q^n - q - 1 \geq |\text{Orb}_N(U)|,
\]
and therefore \( \text{GL}_{n/s}(q^s) \nleq \text{Aut}(\text{Orb}_N(U)) \). The rest of the proof is identical to the one for Theorem 4.4. For Part (b) notice that “\( \iff \)” of (5.1) holds true for general \( \delta_s(U) \).

We now turn to the remaining case \( r = \delta_s(U) = 2 \). In this case there are indeed instances where \( \text{GL}_{n/s}(q^s) \leq \text{Aut}(\text{Orb}_N(U)) \) even though \( U \nsubseteq \mathbb{F}_{q^s}^{*} \). Clearly, this containment is equivalent to \( \text{Orb}_{\text{GL}_{n/s}(q^s)}(U) \subseteq \text{Orb}_N(U) \). In all known examples we even have \( \text{Orb}_{\text{GL}_{n/s}(q^s)}(U) = \text{Orb}_N(U) \). In fact, we believe that we have \( \text{Orb}_N(U) \subseteq \text{Orb}_{\text{GL}_{n/s}(q^s)}(U) \) for all subspaces \( U \) (i.e., \( U^2 = \phi(U) \) for some \( \phi \in \text{GL}_{n/s}(q^s) \)), but unfortunately we are not able at this point to prove this statement.

**Example 5.2.** Let \( (q,n,k,s) = (2,4,2,2) \). A 2-dimensional subspace \( U \subseteq \mathbb{F}_2^4 \) with \( \delta_2(U) = 2 \) is of the form \( U = \text{span}_{\mathbb{F}_2}\{1, \alpha\} \) for some \( \alpha \in \mathbb{F}_2^4 \setminus \mathbb{F}_2 \). One can directly verify (using, e.g., SageMath) that all these subspaces generate the same \( N \)-orbit, and this orbit agrees with the \( \text{GL}_2(4) \)-orbit. The orbit size is \( n/2(2^n - 1)/(2 - 1) = 30 \) (see also Proposition 5.4 below).

**Example 5.3.** Let \( (q,n,k,s) = (2,8,4,4) \). Let \( \alpha \in \mathbb{F}_2^8 \setminus \mathbb{F}_2 \) and consider the subspace \( U = \text{span}_{\mathbb{F}_2}\{1, \alpha\} \). Then \( U \nsubseteq \mathbb{F}_2 \), hence \( \delta_4(U) = 2 \), and one straightforwardly verifies that \( \text{Orb}_{\text{GL}_2(2^4)}(U) = \text{Orb}_N(U) \), and the orbit has size 340 (for comparison, the lower bound from Proposition 4.6 is 292). These observations can also be seen as follows. Let \( S = \mathbb{F}_2^* \).
(i) By Remark 3.2 the Singer orbit has size $|\text{Orb}_S(U)| = (2^n - 1)/(2^2 - 1) = 85$.

(ii) As Proposition 5.4 below shows, $U[i] \in \text{Orb}_S(U)$; thus $\sigma^4$ stabilizes $\text{Orb}_S(U)$, where $\sigma$ is the Frobenius automorphism. Furthermore, no other non-trivial element of the Galois group $\text{Gal}(\mathbb{F}_{2^8}/\mathbb{F}_2)$ stabilizes $\text{Orb}_S(U)$ (this is true for these specific parameters, but not in the general situation of Proposition 5.4). Together with (i) this shows that $|\text{Orb}_N(U)| = 4 \cdot 85 = 340$.

(iii) Since $U = \text{span}_{\mathbb{F}_{2^2}}\{1, \alpha\}$ and $\mathbb{F}_{2^2} \subseteq \mathbb{F}_{2^4}$, an $\mathbb{F}_{2^4}$-linear isomorphism $\phi$ maps $U$ to the space $\text{span}_{\mathbb{F}_{2^2}}\{\phi(1), \phi(\alpha)\}$. As a consequence, $\text{Orb}_{\text{GL}_2(2^4)}(U)$ consists of all subspaces in $\mathbb{F}_{2^8}$ that are 2-dimensional over $\mathbb{F}_{2^2}$ and not 1-dimensional over $\mathbb{F}_{2^4}$, i.e., not a cyclic shift of $\mathbb{F}_{2^4}$. Thus $|\text{Orb}_{\text{GL}_2(2^4)}(U)| = \left[\frac{4}{2}\right]_4 - |\text{Orb}_S(\mathbb{F}_{2^4})| = \left[\frac{4}{2}\right]_4 - (2^8 - 1)/(2^4 - 1) = 340$.

(iv) Finally, $\text{Orb}_N(U) \subseteq \text{Orb}_{\text{GL}_2(2^4)}(U)$. To see this, it suffices to show that $U[i] \in \text{Orb}_{\text{GL}_2(2^4)}(U)$ for all $i \in \{0, \ldots, n - 1\}$. Note that $U[i] = \text{span}_{\mathbb{F}_{2^2}}\{1, \alpha^i\}$. Since 1 and $\alpha^i$ are $\mathbb{F}_{2^4}$-linearly independent, there exists $\phi \in \text{GL}_2(2^4)$ such that $\phi(1) = 1$ and $\phi(\alpha) = \alpha^i$. Hence $U[i] = \phi(U) \in \text{Orb}_{\text{GL}_2(2^4)}(U)$.

We wish to add that all subspaces of the form $\text{span}_{\mathbb{F}_{2^2}}\{1, \alpha\}$ with $\alpha \in \mathbb{F}_{2^8} \setminus \mathbb{F}_{2^4}$ generate the same orbit, and this is the only $N$-orbit of a 4-dimensional subspace that coincides with the $\text{GL}_{n/4}(q^s)$-orbit. Finally, since $U$ is actually an $\mathbb{F}_2$-vector space and $\mathbb{F}_{2^8} = \mathbb{F}_{2^4}$, we may regard all of this also as an example for the parameters $(q, n, k, s) = (4, 4, 2, 2)$. Thus $\text{Orb}_{\text{GL}_2(2^4)}(U) = \text{Orb}_N(U)$, where $N' = N_{\text{GL}_4(4)}(\mathbb{F}_{4^4})$.

The subspaces $U$ in the above examples are both of the form $U = \text{span}_{\mathbb{F}_{q^n}}\{1, \alpha\} \subseteq \mathbb{F}_{q^n}$, where $a = n/4$ and $s = k = n/2$ and $U \not\subseteq \mathbb{F}_{q^a}$. In Corollary 5.6 below we will show that for no other subspaces of this type the $\text{GL}_{n/4}(q^s)$-orbit coincides with the $N$-orbit. We start with showing that all such subspaces $U$ satisfy $U[i] \in \text{Orb}_{\mathbb{F}_{q^n}}(U)$.

**Proposition 5.4.** Let $a \in \mathbb{N}$, $n = 4a$, and $s = k = 2a$. Choose $\alpha \in \mathbb{F}_{q^n} \setminus \mathbb{F}_{q^a}$, and set $U = \text{span}_{\mathbb{F}_{q^n}}\{1, \alpha\} \subseteq \mathbb{F}_{q^n}$. Then $U[i] \in \text{Orb}_{\mathbb{F}_{q^n}}(U)$. Thus

$$|\text{Orb}_N(U)| \leq \frac{n}{2} \frac{q^n - 1}{q^a - 1}.$$ 

**Proof.** By Remark 3.2 we have $|\text{Orb}_{\mathbb{F}_{q^n}}(U)| = (q^n - 1)/(q^a - 1)$. Thus the second statement follows once we establish $U[i] \in \text{Orb}_{\mathbb{F}_{q^n}}(U)$. To do so we proceed as follows.

1) We show first that

$$\alpha[i]U \cap U \neq \{0\}. \quad (5.2)$$

Since both $U$ and $\alpha[i]U = \text{span}_{\mathbb{F}_{q^n}}\{\alpha[i], \alpha\alpha[i]\}$ have dimension $2a = n/2$, (5.2) is equivalent to $\alpha[i]U + U \neq \mathbb{F}_{q^n}$. Hence we have to show that $1, \alpha, \alpha[i], \alpha\alpha[i]$ are linearly dependent over $\mathbb{F}_{q^n}$. We show that there exist $\lambda, \mu, \nu \in \mathbb{F}_{q^n}$ such that

$$\lambda + \mu\alpha + \mu\alpha[i] + \nu\alpha\alpha[i] = 0. \quad (5.3)$$

Raising (5.3) to the power $[a]$ and using $s = 2a$ we obtain a second equation, which together
we have equality in Proposition 5.4 for all subspaces of the given form. The first factor is clearly positive. As for the second factor, note that the function

\[ Q = a\alpha[2a] - a\alpha[2a] \]

\[ \alpha = a[\alpha] + a[\alpha] - \alpha[2a] - a\alpha[2a] \]

The matrix is row equivalent to

\[
\begin{pmatrix}
1 & a + a[2a] \\
1 & a[\alpha] + a[3a] \\
\alpha[\alpha] + \alpha[3a] & a[\alpha]a[3a] - a\alpha[2a]
\end{pmatrix}
\]

Now we can find a solution of the desired form. Suppose first that \( \alpha - a[\alpha] + a[2a] - a[3a] = 0 \).

Set \( \nu = 1 \). Then (5.4) has the unique (normalized) solution

\[
\begin{align*}
\nu &= 1, \\
\mu &= \frac{a[\alpha]a[3a] - a\alpha[2a]}{\alpha - a[\alpha] + a[2a] - a[3a]}, \\
\lambda &= -\mu(\alpha + a[2a]) - a\alpha[2a].
\end{align*}
\]

Using that \( 4a = n \), one easily verifies that \( \mu[a] = \mu \) and \( \lambda = \lambda[a] \). And thus \( (\lambda, \mu, \nu) \in \mathbb{F}^{3}_{q^{n}} \). If \( \alpha - a[\alpha] + a[2a] - a[3a] = 0 \), (5.3) has the solution \( (\lambda, \mu, \nu) = (-\alpha + a[2a], 1, 0) \), which again is in \( \mathbb{F}^{3}_{q^{n}} \). All of this establishes (5.2).  

2) (5.2) implies that also \( \alpha^{-[s]} U \cap U \neq \{0\} \). Choose \( \delta \in \alpha^{-[s]} U \cap U \setminus \{0\} \) and let \( \gamma \in \mathbb{F}_{q^{n}}^{*} \) be such that \( \gamma^{[s]} = \delta \). Then \( \gamma = \gamma[2s] = \delta^{[s]} \in U^{[s]} \). Moreover, \( \gamma^{[s]} \alpha^{[s]} \in U \) and thus \( \gamma \alpha \in U^{[s]} \). All of this shows that \( \gamma U = \text{span}_{\mathbb{F}_{q^{n}}} \{ \gamma, \gamma \alpha \} = U^{[s]} \). Thus, \( U^{[s]} \in \text{Orb}_{\mathbb{F}_{q^{n}}} \), as desired. 

**Remark 5.5.** Proposition 5.4 only provides an upper bound for \( |\text{Orb}_{\mathbb{F}_{q^{n}}} (U)| \). In fact, there even exist subspaces \( U \) of the specified form for which \( U^{[i]} \in \text{Orb}_{\mathbb{F}_{q^{n}}} (U) \) for all \( i \) and thus \( \text{Orb}_{\mathbb{F}_{q^{n}}} (U) = \text{Orb}_{\mathbb{F}_{q^{n}}} (U) \); for instance for \( q = 3 \) and \( a = 2 \). On the other hand, for \( q = 2 \) and \( a = 2 \) we have equality in Proposition 5.4 for all subspaces of the given form.

**Corollary 5.6.** Let the data be as in Proposition 5.4. Then

\[
\text{Orb}_{\text{GL}_{n/s}(q^{s})}(U) = \text{Orb}_{\mathbb{F}_{q^{n}}} (U) \iff (q, a) \in \{(2, 1), (2, 2)\}.
\]

**Proof.** “\( \Longleftarrow \)” Examples 5.2 and 5.3.

“\( \Longrightarrow \)” Let \( (q, a) \notin \{(2, 1), (2, 2)\} \). We show that \( |\text{Orb}_{\text{GL}_{n/s}(q^{s})}(U)| > |\text{Orb}_{\mathbb{F}_{q^{n}}} (U)| \). Thanks to Proposition 5.4 it suffices to show \( |\text{Orb}_{\text{GL}_{n/s}(q^{s})}(U)| - n/2(q^{2} - 1)/(q^{2} - 1) > 0 \). Using \( r = \delta_{s} (U) = 2 \) and \( k = 2a = s = n/2 \) along with the lower bound in Proposition 4.6 the inequality follows if we prove \( Q := q^{2a-1}(q^{2} - 1) - 2a(q^{2a-1} - 1) > 0 \). We have

\[
Q > (q^{2a-1} - 1)(q^{a} - 1 - 2a).
\]

The first factor is clearly positive. As for the second factor, note that the function \( f(x) = q^{x} - (2x + 1) \) is non-negative on \([1, \infty)\) if \( q \geq 3 \), while for \( q = 2 \) this is the case for the interval \([3, \infty)\). This shows that \( Q > 0 \) whenever \( (q, a) \notin \{(2, 1), (2, 2)\} \) and concludes the proof. 

There is one more known example where the \( \text{GL}_{n/s}(q^{s}) \)-orbit coincides with the \( N \)-orbit even though the subspace is not contained in \( \mathbb{F}_{q^{s}} \). In fact, it is the only such example for \( s = 1 \). Indeed, note that \( s = 1 \) together with \( \delta_{s} (U) = 2 \) forces \( \dim (U) = 2 \). In Proposition 5.9 below we will list all 2-dimensional subspaces for which the orbits coincide.
The left hand side decreases for increasing $s$ where in the last step we used that $k$ is generic iff Aut(Orb$_n$) is normal in Aut(Orb$_N$) and thus Aut(Orb$_N$) $\leq$ N$_{GL_n(q)}(GL_{n/s}(q^s))$.

Thus \( \delta_s(\mathcal{U}) = 2 \) implies $s \leq n/2$ because $\delta_s(\mathcal{U})s \leq n$.

**Proposition 5.8.** Let $k \leq 3n/8$ and $s \leq n/2$ be a divisor of $n$. Let $\mathcal{U} \in \mathcal{G}_q(k,n)$ be such that $1 \in \mathcal{U}$. Then

(a) If $\delta_s(\mathcal{U}) = 2$, then $|\text{Orb}_{GL_{n/s}(q^s)}(\mathcal{U})| > |\text{Orb}_N(\mathcal{U})|$ and thus $GL_{n/s}(q^s) \not\leq \text{Aut}(\text{Orb}_N(\mathcal{U}))$.

(b) If $\mathbb{F}_{q^s}$ is the smallest subfield containing $\mathcal{U}$, then $GL_{n/s}(q^s)$ is normal in $\text{Aut}(\text{Orb}_N(\mathcal{U}))$ and thus $\text{Aut}(\text{Orb}_N(\mathcal{U})) \leq N_{GL_n(q)}(GL_{n/s}(q^s))$.

(c) $\mathcal{U}$ is generic iff $\text{Aut}(\text{Orb}_N(\mathcal{U})) = N$.

**Proof.** (a) Let $r = \delta_s(\mathcal{U}) = 2$. We show that (4.5) holds true for most parameters and discuss the remaining values subsequently. Inequality (4.5) is equivalent to

$$ Q := (q-1)(q^n - q^s) - n(q^k-1)(q^k - q) > 0. \tag{5.5} $$

The left hand side decreases for increasing $s$, and thus we may assume $s = n/2$. With the aid of (4.4) we compute

$$ Q \geq (q-1)q^{n/2}(q^{n/2} - 1) - nq(q^k-1)(q^{k-1} - 1) $$

$$ > ((q-1)q^{n/2}q^{n/2-k+1} - nq(q^k-1))(q^{k-1} - 1) $$

$$ = \left( \frac{(q-1)q^{n-k}}{q^k - 1} - n \right) q(q^k-1)(q^{k-1} - 1) $$

$$ > ((q-1)q^{n-2k} - n)q(q^k-1)(q^{k-1} - 1) $$

$$ > ((q-1)q^{n/4} - n)q(q^k-1)(q^{k-1} - 1), \tag{5.6} $$

where in the last step we used that $k \leq 3n/8$. Clearly the last three factors are positive. As for the first factor, consider the function $f(x) = (x-1)x^2 - n$. For fixed $n$ the function is increasing on $[2, \infty)$. Furthermore,

$$ f(2) \geq 0 \text{ for } n \geq 16, \quad f(3) \geq 0 \text{ for } n \geq 8, \quad f(4) \geq 0 \text{ for } n \geq 4. $$

Thus $Q > 0$ if (i) $q \geq 4$ and $n \geq 4$, (ii) $q = 3$ and $n \geq 8$, or (iii) $q = 2$ and $n \geq 16$. For the cases $q = 2$ with $4 \leq n \leq 15$ and $q = 3$ with $4 \leq n \leq 7$, direct verification shows that (5.5) holds true unless $(q,n,k) \in \{(2,8,3),(2,11,4)\}$. We consider these cases separately.

i) Let $(q,n,k) = (2,11,4)$. Then $s = 1$ (since $s$ is a divisor of $n$). But then every 4-dimensional subspace $\mathcal{U}$ satisfies $\delta_s(\mathcal{U}) = 4$, and thus there is nothing to show.

ii) Let $(q,n,k) = (2,8,3)$. In this case $s \in \{2,4\}$. Exhaustive consideration of all 3-dimensional subspaces $\mathcal{U}$ in $\mathbb{F}_{2^8}$ with $\delta_s(\mathcal{U}) = 2$ shows that in each case the orbit Orb$_{GL_{n/s}(q^s)}(\mathcal{U})$ is strictly larger than $n(2^n - 1) = 2040$, which is an upper bound for $|\text{Orb}_N(\mathcal{U})|$. To be precise, for $s = 2$, there is exactly one $GL_{n/s}(q^s)$-orbit and it has size 5355, while for $s = 4$ there exists one orbit of
size 61200, two orbits of size 15300, and one orbit of size 5100. For comparison, the lower bound in Proposition 4.6 only provides $|\text{Orb}_{GL_{n/s}(q^s)}(U)| \geq 1530$ if $s = 2$ and $|\text{Orb}_{GL_{n/s}(q^s)}(U)| \geq 1458$ if $s = 4$.

For (b) and (c) note that Part (a) and Theorem 5.1 imply the equivalence $[U \subseteq \mathbb{F}_{q^t} \iff GL_{n/t}(q^t) \leq \text{Aut}_N(U)]$ for any divisor $t$ of $n$ with $t \leq n/2$. Thus the proof follows as in Theorem 4.4.

Now we can fully cover the case where $k = r = 2$. Let $N := N_{GL_n(q)}(\mathbb{F}_{q^n})$.

**Proposition 5.9.** Let $n \geq 4$ and $1 \leq s \leq n/2$ be a divisor of $n$. The following are equivalent.

(i) There exists $U \in G_q(2, n)$ such that $\delta_s(U) = 2$ and $\text{Orb}_{GL_{n/s}(q^s)}(U) = \text{Orb}_N(U)$.

(ii) $(q, n, s) \in \{(2, 4, 2), (2, 5, 1), (4, 4, 2)\}$.

**Proof.** “(ii) $\Rightarrow$ (i)” Examples 5.2, 5.7, and 5.3.

“(i) $\Rightarrow$ (ii)” By Proposition 5.8 we must have $k = 2 > 3n/8$, hence $n \leq 5$. Since $s$ is a divisor of $n$ and $s \leq n/2$, this leaves the cases $(n, s) \in \{(4, 1), (4, 2), (5, 1)\}$ with arbitrary $q$. Using Proposition 4.6 for the case $r = k = 2$ and $|\text{Orb}_N(U)| \leq n(q^n - 1)/(q - 1)$, we conclude that $|\text{Orb}_{GL_{n/s}(q^s)}(U)| > |\text{Orb}_N(U)|$. Thus $|\text{Orb}_{GL_{n/s}(q^s)}(U)| > |\text{Orb}_N(U)|$.

Case 1: $(n, s) = (4, 1)$.

In this case $Q > 0$ iff $q \geq 4$. Thus it remains to consider $q \in \{2, 3\}$. Since $s = 1$, every 2-dimensional subspace $U$ satisfies $\delta_s(U) = 2$ and $|\text{Orb}_{GL_4(q)}(U)| = \left[ \begin{array}{c} 4 \\ 2 \end{array} \right] q$. Furthermore, exhaustive verification shows that $|\text{Orb}_N(U)| \leq n/2(q^n - 1)/(q - 1)$. Thus $|\text{Orb}_{GL_4(q)}(U)| > |\text{Orb}_N(U)|$.

Case 2: $(n, s) = (4, 2)$.

In this case $Q > 0$ for all $q \geq 5$, and exhaustive verification shows that for $q = 3$ every 2-dimensional subspace $U$ in $\mathbb{F}_3^4$ with $\delta_2(U) = 2$ satisfies $|\text{Orb}_N(U)| \leq n/2(q^n - 1)/(q - 1)$. This leaves the cases $(q, n, s) \in \{(2, 4, 2), (4, 4, 2)\}$.

Case 3: $(n, s) = (5, 1)$. In this case $Q > 0$ iff $q \geq 3$, and thus only $(q, n, s) = (2, 5, 1)$ remains.

Similarly we can cover all cases where $k = 3$ (hence $n \geq 6$). In this case, $\text{Orb}_{GL_{n/s}(q^s)}(U)$ is always strictly bigger than $\text{Orb}_N(U)$.

**Proposition 5.10.** Let $n \geq 6$ and $s \leq n/2$ be a divisor of $n$. Then for every subspace $U \in G_q(3, n)$ such that $\delta_s(U) = 2$ we have $|\text{Orb}_{GL_{n/s}(q^s)}(U)| > |\text{Orb}_N(U)|$.

**Proof.** By Lemma 5.8 we only need to verify the cases where $k = 3 > 3n/8$, thus $n < 8$. Since $\delta_s(U) = 2 \neq \dim(U) = 3$, we must have $s \neq 1$. This leaves $(n, s) \in \{(6, 2), (6, 3)\}$. Using $n = 6$, $k = 3$ and $s \in \{2, 3\}$ one verifies that (5.8) is true whenever $q \geq 7$. Exhaustive verification for $q \in \{2, 3, 4, 5\}$ establishes the desired result.

As the proofs in this section have shown, for given parameters $(n, k, s)$ and $r = 2$ the inequality in (4.5) is true for sufficiently large $q$ (for instance, if $k < n/2$, then this is the case for $q \geq n + 1$ as (5.6) shows). Thus, any further examples where the $N$-orbit agrees with the $GL_{n/s}(q^s)$-orbit requires a relatively small field size. We strongly believe that no further example exists and thus close this section with.
Conjecture 5.11. Let \( s \leq n/2 \) be a divisor of \( n \) and \( U \in \mathbb{F}_{q^n} \) be such that \( \delta_s(U) = 2 \) and \( \text{Orb}_{\text{GL}_{n/s}(q^s)}(U) \subseteq \text{Orb}_{S}(U) \). Then the orbits coincide and \( U \) is one of the subspaces from Examples 5.2, 5.3, and 5.7.

6 Isometries of Orbit Codes

In this section we turn to the question when two orbit codes (under the Singer subgroup or its normalizer) are linearly isometric. Our first result provides a criterion for when two cyclic orbit codes are not linearly isometric.

Theorem 6.1. Let \( C, C' \) be distinct Singer orbits. If \( \text{Aut}(C') = N_{\text{GL}_n(q)}(\mathbb{F}_{q^n}^*) \subseteq \text{Aut}(C) \), then \( C \) and \( C' \) are not linearly isometric.

Our proof is an adaptation of [2, Thm. 5], where the authors prove an analogous result for \( q \)-Steiner systems.

Proof. We prove the contrapositive. Suppose that \( C \) and \( C' \) are linearly isometric, so that there exists \( \psi \in \text{GL}_n(q) \) such that \( \psi(C) = C' \). Let \( \tau \in N := N_{\text{GL}_n(q)}(\mathbb{F}_{q^n}^*) \). Then our assumptions on \( \text{Aut}(C') \) and \( \text{Aut}(C) \) imply \( \psi \circ \tau \circ \psi^{-1}(C') = \psi \circ \tau(C) = \psi(C) = C' \), and thus \( \psi \circ \tau \circ \psi^{-1} \in \text{Aut}(C') = N \). This shows that \( \psi \) is in the normalizer of \( N \). But the latter is \( N \) itself thanks to Theorem 2.4(a), and hence \( \psi \in \text{Aut}(C') \) and \( C = C' \).

The main result of this section shows that Singer orbits of generic subspaces are linearly isometric iff they are Frobenius-isometric. This drastically reduces the workload when finding isometry classes of such codes.

Theorem 6.2. Let \( U, U' \in G_\delta(k, n) \) such that \( 1 \in U' \) and \( U' \) is generic.

(a) Let \( S = \mathbb{F}_{q^n}^* \). Then \( \text{Orb}_S(U) \) and \( \text{Orb}_S(U') \) are linearly isometric iff they are Frobenius-isometric.

(b) Let \( k \leq 3n/8 \) or \( \delta_s(U) \geq 3 \) for all divisors \( s \) of \( n \). Let \( N = N_{\text{GL}_n(q)}(\mathbb{F}_{q^n}^*) \). Then \( \text{Orb}_N(U) \) and \( \text{Orb}_N(U') \) are linearly isometric iff they are equal.

Proof. (a) Only \( \implies \) needs proof. Set \( C = \text{Orb}_S(U) \) and \( C' = \text{Orb}_S(U') \). Let \( \psi \in \text{GL}_n(q) \) be such that \( \psi(C) = C' \). Theorem 3.6(b) tells us that \( C' = \text{Orb}_{\psi S \psi^{-1}}(U'') \), where \( U'' = \psi(U) \). Hence \( \text{Aut}(C') \) contains the Singer subgroups \( S \) and \( \psi S \psi^{-1} \). By Theorem 4.4 the automorphism group \( \text{Aut}(C') \) is contained in \( N_{\text{GL}_n(q)}(S) \). However, by Theorem 2.4(b) \( N_{\text{GL}_n(q)}(S) \) contains only one Singer subgroup. This implies \( \psi S \psi^{-1} = S \), and thus \( \psi \in N_{\text{GL}_n(q)}(S) \).

(b) Let \( C := \text{Orb}_N(U) \) and \( \psi(C) = C' := \text{Orb}_N(U') \). Then \( C' = \text{Orb}_{\psi N \psi^{-1}}(U''), \) where \( U'' = \psi(U) \), and thus \( \psi N \psi^{-1} \leq \text{Aut}(C') = N \), where the last identity follows from Theorem 5.1 and Proposition 5.8. Hence \( \psi \in N \) thanks to Theorem 2.4(a), and thus \( C' = \psi(C) = C \).

As the proof shows, Part (b) above is true for all subspaces that satisfy \( \text{Aut}(\text{Orb}_N(U)) = N \). Since the three outliers from Examples 5.2, 5.3, and 5.7 are the only orbit of their size in the
respective ambient space, they trivially satisfy the equivalence in (b) above even though their automorphism group is much larger.

We close this section with some examples and a comparison of isometries and weight-preserving bijections between cyclic orbit codes, where we define the weight of a codeword in $\text{Orb}_{q^n}(U)$ as the distance to the ‘reference space’ $U$. Since we will exclusively consider cyclic orbit codes, we write from now on $\text{Orb}(U)$ instead of $\text{Orb}_{q^n}(U)$.

In [9] we studied the weight distribution of cyclic orbit codes $\text{Orb}(U)$. We will see below that codes with the same weight distribution may not be isometric. Before providing details we first summarize the results from [9]. Recall the notation from (3.1) and (3.2). As before we assume $k \leq n/2$.

Definition 6.3. Let $U \in G_q(k,n)$. Define $\omega_i = |\{ \alpha U \in \text{Orb}(U) \mid \alpha \in F_{q^n}^*, d(U,\alpha U) = i\}$ for $i = 0, \ldots, 2k$. We call $(\omega_0, \ldots, \omega_{2k})$ the weight distribution of $\text{Orb}(U)$.

Clearly $\omega_0 = 1$ and $\omega_i = 0$ for $i = 1, \ldots, d - 1$, where $d = d_s(\text{Orb}(U))$. Obviously, the weight distribution is trivial for spread codes (i.e., if $d_s(\text{Orb}(U)) = 2k$). From (3.1) it follows that $d_s(\text{Orb}(U)) = 2(k - \ell)$, where $\ell = \max\{\dim(U \cap \alpha U) \mid \alpha \in F_{q^n}^*\}$.

In Theorem 6.4 below we list some facts about the weight distribution. Part (a) shows that all cyclic orbit codes with distance $2(k - 1)$ have the same weight distribution. Hence there exists a weight-preserving bijection between any such codes. However, as we will see below, the codes are not necessarily isometric. Subspaces $U$ that generate cyclic orbit codes with distance $2(k - 1)$ are known as Sidon spaces; see [18] where also constructions of such spaces can be found.

Not surprisingly, codes with distance up to $2k - 4$ do not share the same weight distribution in general. For distance equal to $2(k - 2)$, Part (b) below provides information about the weight distribution. Further details about the parameter $r$ in Part (b) can be found in [9, Sec. 4]. However, it is not yet fully understood which values this parameter can assume in general.

Theorem 6.4 ([9 Thms. 3.7 and 4.1]). Let $U \in G_q(k,n)$ be such that $1 \in U$. Let $d_s(\text{Orb}(U)) = 2(k - \ell)$, where $\ell > 0$. Set $Q = (q^k - 1)(q^k - q)/(q - 1)^2$ and $N = (q^n - 1)/(q - 1)$.

(a) Suppose $\ell = 1$. Then $|\text{Orb}(U)| = N$ and

$$(\omega_{2k-2}, \omega_{2k}) = (Q, N - Q - 1).$$

(b) Suppose $\ell = 2$ and $|\text{Orb}(U)| = N$. Then there exists $r \in \mathbb{N}_0$ and $\epsilon \in \{0, 1\}$ such that

$$(\omega_{2k-4}, \omega_{2k-2}, \omega_{2k}) = (\epsilon q + rq(q + 1), Q - (q + 1)\omega_{2k-4}, N - \omega_{2k-2} - \omega_{2k-4} - 1).$$

The case $\epsilon = 1$ occurs iff $U$ contains the subfield $F_{q^2}$ (which implies that $n$ is even).

In the following examples we list all isometry classes of the subspaces in question along with their automorphism group. In most cases the size of the isometry class is determined by the automorphism group as follows.
Remark 6.5. Let $C = \text{Orb}_{\mathbb{F}_q^n}^\ast (\mathcal{U})$ be a cyclic orbit code with automorphism group $A$ contained in $N_{\text{GL}_n(q)}(\mathbb{F}_q^n)$. Then the isometry class of $C$ consists of $\nu$ cyclic orbit codes, where $\nu = n(q^n - 1)/|A|$. This is due to Theorem [6.2] which tells us that two cyclic orbit codes are isometric iff they belong to the same orbit under the normalizer of the Singer subgroup $\mathbb{F}_q^n$.

In the following examples, the total number of orbits also follows from the formula for the number of Singer orbits of a given length that is provided in [5, Thm. 2.1] for general $(q,n,k)$.

Example 6.6. Let $(q,n,k) = (2,6,3)$. There exist 23 cyclic orbit codes generated by 3-dimensional subspaces. One of them is $\text{Orb}(\mathbb{F}_2)$, which is a spread code (i.e., it consists of 9 subspaces and its subspace distance is 6; hence the union of its subspaces is $\mathbb{F}_2^6$). Its automorphism group is $\text{Aut}(\text{Orb}(\mathbb{F}_2)) = N_{\text{GL}_6(2)}(\text{GL}_2(2^3))$. This follows directly from Theorem [4.4] along with the fact that $\text{Gal}(\mathbb{F}_{2^1} | \mathbb{F}_2)$ acts trivially on $\text{Orb}(\mathbb{F}_2)$. Clearly, this is the only orbit generated by a non-generic subspace of $\mathbb{F}_2^6$. Even more, it is the only orbit with a generating subspace $\mathcal{U}$ such that $\delta_2(\mathcal{U}) \neq 2$ (see Definition [4.5]). The other 22 orbits have length $2^6 - 1$, and their automorphism group is contained in $N_{\text{GL}_6(2)}(\mathbb{F}_2^*)$ thanks to Theorem [4.4]. They classify as follows. Note that distance 4 corresponds to Case (a) of the above theorem and distance 2 to Case (b). In the latter case we also present the value of $\omega_{2k-4} = \omega_2$ (which fully determines the weight distribution). It is, of course, invariant under isometry and thus identical for all orbits in the isometry class. Finally, we also present $\delta_2(\mathcal{U})$ for any subspace $\mathcal{U}$ in any of the orbits.

(a) Orbits with automorphism group $\mathbb{F}_2^*$:
   - 1 isometry class, consisting of orbits with distance 4 ($\delta_2(\mathcal{U}) = 3$).
   - 1 isometry class, consisting of orbits with distance 2 and $\omega_2 = 6$ ($\delta_2(\mathcal{U}) = 3$).

(b) Orbits with automorphism group $\text{Gal}(\mathbb{F}_{2^1} | \mathbb{F}_2) \rtimes \mathbb{F}_2^*$:
   - 1 isometry class, consisting of orbits with distance 2 and $\omega_2 = 2$ ($\delta_2(\mathcal{U}) = 2$).
   - 1 isometry class, consisting of orbits with distance 2 and $\omega_2 = 6$ ($\delta_2(\mathcal{U}) = 3$).

(c) Orbits with automorphism group $\text{Gal}(\mathbb{F}_{2^1} | \mathbb{F}_2) \rtimes \mathbb{F}_2^*$:
   - 1 isometry class, consisting of orbits with distance 4 ($\delta_2(\mathcal{U}) = 3$).
   - 1 isometry class, consisting of orbits with distance 2 and $\omega_2 = 2$ ($\delta_2(\mathcal{U}) = 2$).

Example 6.7. Let $(q,n,k) = (2,7,3)$. In this case, there are no proper subfields of $\mathbb{F}_{2^7}$ to be taken into account, and in particular $\epsilon = 0$ in Case (b) of Theorem [6.4]. There exist 93 cyclic orbit codes generated by 3-dimensional subspaces. All of them have length $2^7 - 1$. They classify as follows.

(a) Orbits with automorphism group $\mathbb{F}_{2^7}^*$:
   - 10 isometry classes, consisting of orbits with distance 4.
   - 3 isometry classes, consisting of orbits with distance 2 and $\omega_2 = 6$.

(b) Orbits with automorphism group $\text{Gal}(\mathbb{F}_{2^1} | \mathbb{F}_2) \rtimes \mathbb{F}_{2^7}^*$:
   - 2 isometry classes, each consisting of a single orbit with distance 4.

Example 6.8. Let $(q,n,k) = (2,8,3)$. There exist 381 cyclic orbit codes generated by a 3-dimensional subspace. All orbits have length $2^8 - 1$. Exactly one orbit is generated by a subspace contained in $\mathbb{F}_{2^4}$. Clearly, all other orbits are generated by subspaces $\mathcal{U}$ with $\delta_4(\mathcal{U}) = 2$. The orbits classify as follows. We present the data as in Example [6.6].
(a) Orbits with automorphism group $\mathbb{F}_{2^8}^*$:
- 38 isometry classes, consisting of orbits with distance 4 ($\delta_2(U) = 3$).
- 4 isometry classes, consisting of orbits with distance 2 and $\omega_2 = 6$ ($\delta_2(U) = 3$).
- 2 isometry classes, consisting of orbits with distance 2 and $\omega_2 = 2$ ($\delta_2(U) = 2$).

(b) Orbits with automorphism group $\text{Gal}(\mathbb{F}_{2^8}/\mathbb{F}_{2^4}) \rtimes \mathbb{F}_{2^8}^*$:
- 3 isometry classes, consisting of orbits with distance 4 ($\delta_2(U) = 3$).
- 2 isometry classes, consisting of orbits with distance 2 and $\omega_2 = 6$ ($\delta_2(U) = 3$).
- 1 isometry class, consisting of orbits with distance 2 and $\omega_2 = 2$ ($\delta_2(U) = 2$).

(c) Orbits with automorphism group $\text{Gal}(\mathbb{F}_{2^8}/\mathbb{F}_{2^2}) \rtimes \mathbb{F}_{2^8}^*$:
- 2 isometry classes, consisting of orbits with distance 4 ($\delta_2(U) = 3$).

(d) Orbits with automorphism group $\text{Gal}(\mathbb{F}_{2^4}/\mathbb{F}_{2}) \rtimes \text{GL}_2(2^4)$:
- 1 isometry class, consisting of a single orbit with distance 2 and $\omega_2 = 14$ ($\delta_2(U) = 2$).

This cyclic orbit code is the only orbit generated by a subspace contained in $\mathbb{F}_{2^2}$ (and it contains $\mathbb{F}_{2^2}$).

Conclusion and Open Problems

We studied orbits of $\mathbb{F}_q$-subspaces of $\mathbb{F}_{q^n}$ under the Singer subgroup and under the normalizer of the Singer group. For cyclic orbit codes generated by generic subspaces we proved that a linear isometry between such orbits is contained in the normalizer of the Singer group. The result implies that, for most parameter cases, distinct orbits under the normalizer of the Singer subgroup are not linearly isometric. The following questions remain.

(a) We strongly believe that the isometry result for orbits under the normalizer is true for all parameter cases. This would follow if Conjecture 5.11 can be established, that is: the automorphism group of a normalizer orbit generated by a subspace $U$ does not contain the field-extension subgroup $\text{GL}_{n/s}(q^s)$ if $U$ is not contained in $\mathbb{F}_{q^s}$ – unless $U$ is one of the exceptional cases from Examples 5.2, 5.3, and 5.7.

(b) Furthermore, our isometry result in Theorem 6.2 is true only for orbits generated by generic subspaces. It is an open question whether the same result is true for arbitrary orbits.

(c) Finally, as we briefly address in Section 5, we believe that any subspace $U \subseteq \mathbb{F}_{q^n}$ satisfies $\text{Orb}_N(U) \subseteq \text{Orb}_{\text{GL}_{n/s}(q^s)}(U)$, where $N = N_{\text{GL}_n(q)}(\mathbb{F}_{q^n})$ and $s \leq n/2$ is any divisor of $n$. We have to leave this to future research.

Appendix

Proof of Theorem 3.8. Let $\omega$ be a primitive element of $\mathbb{F}_{q^n}$ and $f = X^n - \sum_{i=0}^{n-1} f_i X^i \in \mathbb{F}_q[X]$ be its minimal polynomial. We proceed in several steps.

Step 1: Recall the maps $m_a$ from (2.1). According to Definition 2.1, we identify $\mathbb{F}_{q^n}^*$ with

$$\mathbb{F}_{q^n}^* = \langle m_\omega \rangle = \{ m_\omega^i : i = 0, \ldots, q^n - 2 \}.$$
We determine all maps \( \rho \in \text{GL}_n(q) \) such that \( \rho^{-1} \circ m^+_ω \circ \rho = m_ω \). These maps then clearly satisfy \( \rho^{-1}(F_q^*)^\dagger \rho = F_q^* \), which is what we want. The reader may recall the fact that any matrix \( A \) is similar to its transpose \( A^t \) (use for instance the fact that they share the same invariant factors). Hence there exists at least one such map \( \rho \in \text{GL}_n(q) \). However, we need to determine all of them explicitly in order to select a suitable one in a later step. Consider the recurrence relation

\[
x_{j+n} = \sum_{i=0}^{n-1} f_i x_{j+i} \quad \text{for } j \geq 0.
\] (A.1)

For every initial condition \( x_0 = a_0, \ldots, x_{n-1} = a_{n-1} \) the recurrence (A.1) has a unique solution, which we denote by \( (a_i)_{i \in \mathbb{N}_0} \). Set \( R := \{ \rho \in \text{GL}_n(q) \mid \rho^{-1} \circ m^+_ω \circ \rho = m_ω \} \). Thus every \( \rho \in R \) satisfies \( \rho^{-1}(F_q^*)^\dagger \rho = F_q^* \). We show

\[
R = \left\{ \rho \in \text{End}_{F_q}(F_q^*) \mid \exists (a_0, \ldots, a_{n-1}) \in F_q^n \setminus \{0\} : \rho(\omega^i) = \sum_{j=0}^{n-1} a_{j+i} \omega^j \text{ for } i \in \mathbb{N}_0 \right\}.
\] (A.2)

Note that this identity tells us that the maps \( \rho \in R \) are fully determined by the value of \( \rho(1) \), which is given as \( \sum_{j=0}^{n-1} a_j \omega^j \).

\( '\subseteq' \) Let \( \rho \in R \). Set \( \rho(1) = a \in F_q^* \) and write \( a = \sum_{j=0}^{n-1} a_j \omega^j \). Since \( \langle \omega^i | \omega^j \rangle = \delta_{ij} \) for \( i, j = 0, \ldots, n-1 \), this means \( \langle \rho(1) | \omega^j \rangle = a_j \) for \( j = 0, \ldots, n-1 \). Inducting on \( i \) we show now that

\[
\rho(\omega^i) = \sum_{j=0}^{n-1} a_{j+i} \omega^j \text{ for all } i \in \mathbb{N}_0.
\] (A.3)

It is clearly true for \( i = 0 \). For the induction step note first that the identity \( m_ω \circ \rho = \rho \circ m_ω \) is equivalent to

\[
\langle \rho(\omega y) | z \rangle = \langle \rho(y) | \omega z \rangle \text{ for all } y, z \in F_q^n.
\] (A.4)

Assuming now (A.3) and using (A.4) we obtain \( \langle \rho(\omega^{i+1}) | \omega^j \rangle = \langle \rho(\omega^i) | \omega^{j+1} \rangle = a_{j+i+1} \) for \( j = 0, \ldots, n-2 \), and \( \langle \rho(\omega^{i+1}) | \omega^{n-1} \rangle = \langle \rho(\omega^i) | \omega^n \rangle = \sum_{j=0}^{n-1} f_j \langle \rho(\omega^i) | \omega^j \rangle = \sum_{j=0}^{n-1} f_j a_{j+i} = a_{j+n} \), where the last step follows from (A.1). Hence \( \rho(\omega^{i+1}) = \sum_{j=0}^{n-1} a_{j+i+1} \omega^j \), and this establishes (A.3). All of this shows that \( \rho \) is in the set on the right hand side of (A.2).

\( '\supseteq' \) Let \( \rho \) in the set on the right hand side of (A.2). In order to establish (A.4) it suffices to show that

\[
\langle \rho(\omega^{i+1}) | \omega^j \rangle = \langle \rho(\omega^i) | \omega^{j+1} \rangle \text{ for all } i, j = 0, \ldots, n-1.
\] (A.5)

The left hand side simplifies to \( \langle \rho(\omega^{i+1}) | \omega^j \rangle = \sum_{\ell=0}^{n-1} a_{\ell+i+1} \langle \omega^\ell | \omega^j \rangle = a_{j+i+1} \) for all \( j = 0, \ldots, n-1 \). For \( j = 0, \ldots, n-2 \) the right hand side of (A.5) turns into \( \langle \rho(\omega^i) | \omega^{j+1} \rangle = \sum_{\ell=0}^{n-1} a_{\ell+i} \langle \omega^\ell | \omega^{j+1} \rangle = a_{j+i+1} \), while for \( j = n-1 \) we have

\[
\langle \rho(\omega^i) | \omega^{j+1} \rangle = \langle \rho(\omega^i) | \omega^n \rangle = \sum_{\ell=0}^{n-1} a_{\ell+i} \sum_{r=0}^{n-1} f_r \langle \omega^\ell | \omega^r \rangle = \sum_{\ell=0}^{n-1} a_{\ell+i} f_\ell = a_{n+i} = a_{j+1+i},
\]

where the penultimate identity follows from (A.1). All of this establishes (A.5). In order to complete the proof of (A.2) it remains to show that \( \rho \) is an isomorphism. Assume \( \rho(b) = 0 \) for
some $b \in \mathbb{F}_{q^n}$. Then (A.4) implies

$$0 = \langle \rho(b) \mid z \rangle = \langle \rho(\omega b) \mid \omega^{-1}z \rangle \quad \text{for all} \quad z \in \mathbb{F}_{q^n}.$$ 

Hence $\rho(\omega b) = 0$ and thus $\rho(\omega^i b) = 0$ for all $i = 0, \ldots, q^n - 2$. Since $\rho(1) = a \neq 0$, this implies $b = 0$. Thus $\rho$ is injective and an isomorphism.

Step 2: Let $\sigma : \mathbb{F}_{q^n} \longrightarrow \mathbb{F}_{q^n}$ be the Frobenius homomorphism, thus $\sigma(z) = z^q$ for all $z \in \mathbb{F}_{q^n}$. With the aid of (A.4) we obtain

$$\langle \rho(\omega^i b) \mid \omega^j \rangle = \langle \rho(\omega^i) \mid \omega^{i+j} \rangle = \langle \rho(\omega^j) \mid \omega^j \rangle \quad \text{for all} \quad i, j \in \mathbb{N}_0.$$ 

Since $1, \omega, \ldots, \omega^{n-1}$ is an $\mathbb{F}_q$-basis of $\mathbb{F}_{q^n}$, this implies $\langle \rho(y) \mid z \rangle = \langle \rho(\sigma(y)) \mid \sigma(z) \rangle$ for all $z, y \in \mathbb{F}_{q^n}$. The latter is equivalent to $\langle \rho(\sigma^{-1}(y)) \mid z \rangle = \langle \rho(y) \mid \sigma(z) \rangle$ for all $y \in \mathbb{F}_{q^n}$, and this means $\rho \circ \sigma^{-1} = \sigma^\dagger \circ \rho$. All of this implies $\rho^{-1} \Gal(\mathbb{F}_{q^n} \mid \mathbb{F}_q) \rho = \Gal(\mathbb{F}_{q^n} \mid \mathbb{F}_q)$.

Step 3: Let $s$ be a divisor of $n$ and consider the subgroup $\GL_{n/s}(q^s)$ of $\GL_n(q)$. Let $\gamma \in \GL_{n/s}(q^s)$. We have to show that $\rho^{-1} \circ \gamma^\dagger \circ \rho =: \hat{\gamma}$ is in $\GL_{n/s}(q^s)$, i.e., that $\hat{\gamma}$ is $\mathbb{F}_{q^s}$-linear. Let $N = (q^n - 1)/(q^s - 1)$. Then $\mathbb{F}_{q^n} = \mathbb{F}_q[\omega^N]$ and thus it suffices to prove that

$$\hat{\gamma}(\omega^N y) = \omega^N \hat{\gamma}(y) \quad \text{for all} \quad y \in \mathbb{F}_{q^n}. \quad \text{(A.7)}$$ 

Using $\rho \circ \hat{\gamma} = \gamma^\dagger \circ \rho$ together with (A.4) and the $\mathbb{F}_q$-linearity of $\gamma$, we compute for $y, z \in \mathbb{F}_{q^n}$

$$\langle \rho \circ \hat{\gamma}(\omega^N y) \mid z \rangle = \langle \rho(\omega^N y) \mid \gamma(z) \rangle = \langle \rho(y) \mid \omega^N \gamma(z) \rangle = \langle \rho(y) \mid \gamma(\omega^N z) \rangle = \langle \gamma^\dagger(y) \mid \omega^N z \rangle = \langle \rho(\gamma(y)) \mid \omega^N z \rangle = \langle \rho(\omega^N \hat{\gamma}(y)) \mid z \rangle.$$

Since this is true for all $z \in \mathbb{F}_{q^n}$ and since $\rho$ is an isomorphism, this implies (A.7). All of this proves $\rho^{-1} \GL_{n/s}(q^s)^\dagger \rho^{-1} = \GL_{n/s}(q^s)$. \hfill \square
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