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Abstract

We investigate the validity of gaussian lower bounds for solutions to an electromagnetic Schrödinger equation with a bounded time-dependent complex electric potential and a time-independent vector magnetic potential. We prove that, if a suitable geometric condition is satisfied by the vector potential, then positive masses inside of a bounded region at a single time propagate outside the region, provided a suitable average in space-time cylinders is taken.

1 Introduction

The study of an electromagnetic Schrödinger equation of the form

$$\partial_t u = i(\Delta_A + V)u, \quad (1)$$

where $u = u(x, t) : \mathbb{R}^n \times [0, 1] \to \mathbb{C}$, and

$$V = V(x, t) : \mathbb{R}^n \times [0, 1] \to \mathbb{C},$$

$$\Delta_A := \nabla_A^2, \quad \nabla_A := \nabla - iA, \quad A = A(x) : \mathbb{R}^n \to \mathbb{R}^n$$

has been catching the interest of the applied mathematics community for several years. The free Schrödinger equation (i.e. equation (1) with $A \equiv V \equiv 0$) is a somehow canonical example in PDE’s, due to its deep connection with Fourier Analysis, which is clear by the solution formula for a datum $f \in L^2(\mathbb{R}^n)$

$$u(x, t) := e^{it\Delta} f(x) = (2\pi it)^{-\frac{n}{2}} e^{\frac{|x|^2}{2t}} \mathcal{F} \left( e^{\frac{|\xi|^2}{2}} \mathcal{F} \left( \frac{x}{2t} \right) \right), \quad \text{where } \mathcal{F} g(x) := \int_{\mathbb{R}^n} e^{-ix \cdot y} g(y) \, dy. \quad (2)$$

A natural question, arising in Fourier Analysis, is concerned with the fastest possible simultaneous decay which a function $f$ and its Fourier transform $\hat{f}$ can enjoy, without being null. It is well known that Gaussians are the sharpest objects in this sense, as stated by the Hardy’s Uncertainty Principle:

if $f(x) = O \left( e^{-|x|^2 / \beta^2} \right)$ and its Fourier transform $\hat{f}(\xi) = O \left( e^{-4|\xi|^2 / \alpha^2} \right)$, then

$$\alpha \beta < 4 \Rightarrow f \equiv 0$$

$$\alpha \beta = 4 \Rightarrow f \text{ is a constant multiple of } e^{-\frac{|x|^2}{\beta^2}}.$$
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1
Formula (2) gives the intuition for the following PDE’s version of the above Uncertainty Principle, which answers the analogous question about the fastest possible decay of a solutions of the Schrödinger Equation at two distinct times:  

\[
if \, u(x, 0) = O \left( e^{-\lvert x \rvert^2/\beta^2} \right) \text{ and } u(x, T) := e^{iT\Delta} u(x, 0) = O \left( e^{-\lvert x \rvert^2/\alpha^2} \right), \text{ then} \\
\alpha\beta < 4T \Rightarrow u \equiv 0 \\
\alpha\beta = 4T \Rightarrow u(x, 0) \text{ is a constant multiple of } e^{-\left(\frac{1}{\alpha^2} + \frac{1}{\beta^2}\right)\lvert x \rvert^2}. 
\]

The corresponding \( L^2 \)-versions of the previous results were proved in [7] and affirm the following:

\[
e^{\lvert x \rvert^2/\beta^2} f \in L^2, \quad e^{A^2|x|^2/\alpha^2} \hat{f} \in L^2, \quad \alpha\beta \leq 4 \Rightarrow f \equiv 0 \\
e^{\lvert x \rvert^2/\beta^2} u(x, 0) \in L^2, \quad e^{\lvert x \rvert^2/\alpha^2} e^{iT\Delta} u(x, 0) \in L^2, \quad \alpha\beta \leq 4T \Rightarrow u \equiv 0. 
\]

We address the reader to [3, 19, 23, 24] as standard references about this topic. If an electromagnetic field is present (i.e. \( A \) and \( V \) are not null in (1)), it is usually difficult to exploit the Fourier Transform, in particular when the coefficients \( A, V \) are rough. In the recent years, Escauriaza, Kenig, Ponce, and Vega in the sequel of papers [8–13], and with Cowling in [6] developed purely real analytical methods to handle the above problems, which permits to obtain sharp answers also in the case \( V \neq 0 \). Some analogous results have also been obtained by the authors of the present manuscript in [2, 4, 5], in the presence of a non-trivial magnetic field. The interested reader can also see [17, 18, 21], where analogous phenomena are considered for discrete Schrödinger evolutions. We refer to the recent survey [16] for more details and references to further results.

More recently, Agirre and Vega in [1], inspired by the techniques of the above mentioned papers and motivated by the results in [22], answered to a similar question for the Schrödinger Equation, when the decay is assumed at only one time, instead of two. The main contribution in [1] is to prove the following: if a positive mass is present, for solutions of (1) with \( A \equiv 0 \) and \( V \) bounded, inside of some region (a ball) at one time, then one also observes this mass outside the region, if a suitable time average is taken. This fact can be mathematically translated into a gaussian lower bound for solutions in suitable space-time cylinders. The arguments by Agirre and Vega are purely real analytical, and rely on suitable Carleman estimates.

As we saw in [2, 4, 5], the presence of a magnetic field can produce interesting phenomena in this setting. In particular, since the fields lines are closed curves, the dispersive phenomenon and the space decay of solutions can be strongly influenced by a non-null magnetic potential, and a mathematical investigation about the relevant quantities related to \( A \) has been performed, starting by [14, 15]. In view of these considerations, the purpose of this note is to complete the results in [1], by considering the more general model in which \( A \neq 0 \).

Given \( A = (A^1, \ldots, A^n) : \mathbb{R}^n \to \mathbb{R}^n \) a real vector field (magnetic potential), we denote by \( B : \mathbb{R}^n \to M_{n \times n}(\mathbb{R}) \) the magnetic field, namely the antisymmetric gradient of \( A \), given by

\[
B(x) = D_x A(x) - D_x A^t(x), \quad B_{jk}(x) = \partial_{x_j} A^k(x) - \partial_{x_k} A^j(x). 
\]  

In dimension \( n = 3 \), \( B \) is identified with the vector field \( \text{curl} \, A \), by the elementary properties of antisymmetric matrices. We are now ready to state the last result of this paper.

**Theorem 1.1.** Let \( n \geq 3, u \in C([0, 1]; H^1_{\text{loc}}(\mathbb{R}^n)) \) be a solution of (1), and assume that

\[
\|V\|_{L^\infty(\mathbb{R}^n \times [0, 1])} = M_V < +\infty, 
\]

\[
\int_0^1 A(sx) \, ds \in \mathbb{R}^n, \quad \text{for a.e. } x \in \mathbb{R}^n, 
\]

\[
\|x^t B\|_{L^\infty(\mathbb{R}^n)} =: M_B < +\infty.
\]

Assume moreover that there exists a fixed vector \( v \in \mathbb{R}^n \) such that

\[
v^t B(x) = 0, \quad \text{for a.e. } x \in \mathbb{R}^n.
\]
Finally assume that there exist \( R_0, M_u > 0 \), such that \( R_1 > 4(R_0 + 1) \) and

\[
\int_{|x| \leq R_0} |u(x,0)|^2 \, dx = M_u^2,
\]

(8)

\[
\sup_{0 \leq t \leq 1} \int_{|x| \leq R_1} \left( |u(x,t)|^2 + |\nabla A u(x,t)|^2 \right) \, dx =: E_u^2 < +\infty.
\]

(9)

Then, there exist \( t^* = t^*(R_0, R_1, M_v, M_B, M_u, E_u) > 0 \) and \( C = C(M_B) > 0 \) such that

\[
M_u^2 \leq C \frac{C^2}{t} \int_{t/4}^{3t} \int_{|y| - \rho < 4(\rho + 1)\sqrt{t}} \left( |u(y,s)|^2 + s |\nabla A u(y,s)|^2 \right) \, dyds,
\]

(10)

for any \( t \in (0, t^*) \).

**Remark 1.1.** Notice that the assumptions of Theorem 1.1 are gauge invariant. As for condition (5), it has to be understood as a necessary local integrability condition, in order to get the freedom to choose the so called \( \text{Cr"onstrom gauge} \) (see Section 2.1 below). In particular, condition (5) is not satisfied in the case of homogeneous vector potentials \( A \) of degree \(-1\), which is the case when the Hamiltonian \( \Delta_A \) is scaling invariant. A well known example is given by the Aharonov-Bohm-type potential \( A(x) = \lambda(0, \ldots, 0, -x_n, x_{n-1})/(x_{n-1}^2 + x_n^2) \in \mathbb{R}^n \), for which the validity of Theorem 1.1 is still an open question.

**Remark 1.2.** The choice of the time interval \([0,1]\) does not lead the generality of the results. Indeed, \( v \in C([0,T], L^2(\mathbb{R}^n)) \) is solution to (1) in \( \mathbb{R}^n \times [0,T] \) if and only if \( u: \mathbb{R}^n \times [0,1] \to \mathbb{C}, u(x,t) = T^h v(\sqrt{T}x,Tt) \) is solution to

\[
\partial_t u = i(\Delta_A u + V_T(x,u)) \quad \text{in} \quad \mathbb{R}^n \times [0,1],
\]

where

\[
A_T(x) = \sqrt{T} A(\sqrt{T}x), \quad V_T(x) = TV(\sqrt{T}x,Tt).
\]

**Remark 1.3.** Due to assumption (7), which is crucial in the proof of the main theorem, the case \( n = 2 \) is not included in the result. Indeed, there does not exist any non-null anti-symmetric \( 2 \times 2 \)-matrix with a fixed null vector. For explicit examples in dimension \( n \geq 3 \), we refer to [2]. This leaves an interesting open question about the validity of Theorem 1.1 in 2D, were our arguments do not work; we conjecture it should be possible to produce explicit counterexamples to the result.

We complement Theorem 1.1 with the following results of uniqueness for solutions to (1). They are immediate consequences of Theorem 1.1 so their proof will be omitted.

**Corollary 1.1.** In the assumptions of Theorem (1.1), let \( u \in C([0,1]; H^1(\mathbb{R}^n)) \) be a solution of (1).

- If there exist \((R_j)_{j \in \mathbb{N}}, R_j \to +\infty\) such that for all \( j \in \mathbb{N} \)

  \[
  \lim_{t \to 0^+} C \frac{C^2}{t} \int_{t/4}^{3t} \int_{|y| - R_j(1+s/t)| < 4(R_j + 1)\sqrt{t}} \left( |u(y,s)|^2 + s |\nabla u(y,s)|^2 \right) \, dyds = 0,
  \]

  then \( u \equiv 0 \);

- if there exists \((t_j)_{j \in \mathbb{N}} \subset (0,t^*), t_j \to 0\) such that for all \( j \in \mathbb{N} \)

  \[
  \lim_{\rho \to +\infty} C \frac{C^2}{t_j} \int_{t_j/4}^{3t_j} \int_{|y| - \rho(1+s/t_j)| < 4(\rho + 1)\sqrt{t_j}} \left( |u(y,s)|^2 + s |\nabla u(y,s)|^2 \right) \, dyds = 0,
  \]

  then \( u \equiv 0 \).

The rest of the paper is devoted to the proof of Theorem 1.1.
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2 Preliminaries

We start with a preliminary section, in which we show the fundamental tools for the proof of our main theorem.

It is useful to generalise (11) to consider a general time-dependent magnetic potential \( A = (A^1, \ldots, A^n) : \mathbb{R}^n \to \mathbb{R}^n \times [0, 1] \to M_{n \times n}(\mathbb{R}) \) is then given by

\[
B(x, t) = D_x A(x, t) - D_x A^I(x, t), \quad B_{jk}(x, t) = \partial_x A^b(x, t) - \partial_x A^j(x, t).
\]  \hspace{1cm} (11)

2.1 Crönstrom gauge

Equation (1) is invariant under gauge transformations, namely if \( u \) solves (1), then, given \( \varphi = \varphi(x) : \mathbb{R}^n \to \mathbb{R} \), the function \( \tilde{u} = e^{-i\varphi} u \) is a solution to

\[
\partial_t \tilde{u} = i \left( \Delta \tilde{x} + V(x, t) \tilde{u} \right),
\]

where \( \tilde{A} = A - \nabla \varphi \). This invariance is useful since it allows us to fix the most appropriate gauge, to simplify the computations. As in [2], we use here the Crönstrom gauge (also called transversal or Poincaré gauge), which is given by the following condition

\[
x \cdot \tilde{A}(x) = 0 \quad \text{for a.e. } x \in \mathbb{R}^n.
\]  \hspace{1cm} (12)

If \( A \) satisfies (5), it is always possible, via gauge transformation, to reduce to the case in which (12) holds, as the following classical result by [20] shows.

Lemma 2.1 ([20]). Let \( n \geq 2 \), \( A = A(x) = (A^1, \ldots, A^n) : \mathbb{R}^n \to \mathbb{R}^n \), \( B := DA - DA^I \), and \( \Psi(x) := x^t B(x) \in \mathbb{R}^n \) for all \( x \in \mathbb{R}^n \). Assume that

\[
\int_0^1 \Psi(sx) \, ds \in \mathbb{R}^n, \quad \int_0^1 A(sx) \, ds \in \mathbb{R}^n, \quad \text{for a.e. } x \in \mathbb{R}^n
\]  \hspace{1cm} (13)

and denote by

\[
\tilde{A}(x) := - \int_0^1 \Psi(sx) \, ds,
\]  \hspace{1cm} (14)

\[
\varphi(x) := x \cdot \int_0^1 A(sx) \, ds \in \mathbb{R}.
\]  \hspace{1cm} (15)

Then \( B = D\tilde{A} - D\tilde{A}^I \), \( \tilde{A} = A - \nabla \varphi \) and (12) holds true.

See [2, Lemma 2.2] for the details.

2.2 Appell Transformation

We generate a family of solutions to (1) by means of the following pseudoconformal transformation (Appell).

Lemma 2.2 ([2], Lemma 2.7). Let \( A = (A^1(y, s), \ldots, A^n(y, s)) : \mathbb{R}^n \times [0, 1] \to \mathbb{R}^n \), \( V = V(y, s) \), \( F = F(y, s) : \mathbb{R}^n \times [0, 1] \to \mathbb{C} \), \( u = u(y, s) : \mathbb{R}^n \times [0, 1] \to \mathbb{C} \) be a solution to

\[
\partial_s u = i (\Delta_A u + V(y, s) u + F(y, s)) \quad \text{in } \mathbb{R}^n \times [0, 1]
\]  \hspace{1cm} (16)
and define, for any $a, b > 0$, the function
\[
\tilde{u}(x, t) := \left(\frac{\sqrt{ab}}{a(1 - t) + bt}\right)^{\frac{3}{2}} u \left(\frac{x\sqrt{ab}}{a(1 - t) + bt}, \frac{tb}{a(1 - t) + bt}\right) e^{-\frac{(a-b)|x|^2}{4(a(1-t)+bt)}}.
\] (17)
Then $\tilde{u}$ is a solution to
\[
\partial_t \tilde{u} = i \left(\Delta \tilde{u} + \frac{(a - b)\tilde{A} \cdot x}{(a(1 - t) + bt)} \tilde{u} + \nabla \cdot \tilde{F}(x, t)\right)
\] in $\mathbb{R}^n \times [0, 1],
\] (18)
where
\[
\tilde{A}(x, t) = \frac{\sqrt{ab}}{a(1 - t) + bt} A \left(\frac{x\sqrt{ab}}{a(1 - t) + bt}, \frac{tb}{a(1 - t) + bt}\right)
\] (19)
\[
\tilde{V}(x, t) = \frac{ab}{(a(1 - t) + bt)^2} V \left(\frac{x\sqrt{ab}}{a(1 - t) + bt}, \frac{tb}{a(1 - t) + bt}\right)
\] (20)
\[
\tilde{F}(x, t) = \left(\frac{\sqrt{ab}}{a(1 - t) + bt}\right)^{\frac{3}{2}} F \left(\frac{x\sqrt{ab}}{a(1 - t) + bt}, \frac{tb}{a(1 - t) + bt}\right) e^{-\frac{(a-b)|x|^2}{4(a(1-t)+bt)}}.
\] (21)

### 2.3 Carleman estimate

We now show the main tool, which is a suitable Carleman estimate for the purely magnetic Schrödinger group $i\partial_t + \Delta_A$. Here we adapt [8, Lemma 3.1] to allow the presence of a magnetic potential.

**Lemma 2.3.** Let $n \geq 3$, $R > 1$ and $\varphi : [0, 1] \to \mathbb{R}$ a smooth function. Let $A = A(x, t) : \mathbb{R}^n \times [0, 1] \to \mathbb{R}^n$, $B := D_x A - D_x A^\dagger : \mathbb{R}^n \times [0, 1] \to M_{n \times n}(\mathbb{R})$, and assume that there exists a fixed vector $v \in \mathbb{R}^n$ such that
\[
x \cdot A_t(x, t) = 0, \quad v \cdot A_t(x, t) = 0, \quad v^\dagger B(x, t) = 0 \quad \text{for a.e. } x \in \mathbb{R}^n, t \in [0, 1],
\] (22)
\[
\|x^4 B\|_{L^\infty(\mathbb{R}^n \times [0, 1])} < +\infty.
\] (23)
Then, there exists $c = c(\|\varphi'\|_\infty, \|\varphi''\|_\infty, \|x^4 B\|_{L^\infty}) > 0$ such that
\[
\frac{\tau^{3/2}}{c R^2} \left\|e^{\tau |\tilde{\nabla} + \varphi(t)|^2} g\right\|_{L^2(\mathbb{R}^n \times [0, 1])} \leq \left\|e^{\tau |\tilde{\nabla} + \varphi(t)|^2} \left(i\partial_t + \Delta_A\right) g\right\|_{L^2(\mathbb{R}^n \times [0, 1])}
\] (24)
for all $\tau \geq c R^2$ and for all $g \in C_c^\infty(\mathbb{R}^n \times [0, 1])$ with
\[
\text{supp } g \subset \left\{(x, t) \in \mathbb{R}^n \times [0, 1] : \left|\frac{x}{R} + \varphi(t)\right| \geq 1\right\}.
\] (25)

**Remark 2.1.** In the proof of Theorem 1.1, after using the Appell Transformation, we are reduced to an equation with a time-dependent magnetic potential. This motivates the necessity to prove the Carleman estimate (24) for $A = A(t, x)$ satisfying the conditions in (22).

**Proof of Lemma 2.3.** Without loss of generality, we may assume (22) with $v = e_1 = (1, 0, \ldots, 0) \in \mathbb{R}^n$. Denoting by $f = e^{\tau |\tilde{\nabla} + \varphi(t)|^2} g$, an explicit computation shows that
\[
e^{\tau |\tilde{\nabla} + \varphi(t)|^2} (i\partial_t + \Delta_A) g = S_{\tau} f - 4\tau A_{\tau} f,
\] where $S_{\tau}$ and $A_{\tau}$ are respectively the symmetric and anti-symmetric operators
\[
S_{\tau} = i\partial_t + \Delta_A + \frac{4\tau^2}{R^2} \left|\frac{x}{R} + \varphi e_1\right|^2,
\]
\[
A_{\tau} = \frac{1}{R} \left(\frac{x}{R} + \varphi e_1\right) \cdot \nabla_A + \frac{n}{2R^2} + \frac{i\varphi'}{2} \left(\frac{x}{R} + \varphi\right).
\]
We hence have
\[ \|e^{t[\hat{\xi} + \varphi_1]}(i\partial_t + \Delta)g\|^2_{L^2(\mathbb{R}^n \times (0,1))} \geq -4\tau\langle [S_\tau, A_\tau]f, f \rangle_{L^2(\mathbb{R}^n \times (0,1))}. \]

An explicit computation (see [2, Lemma 4.1]) shows that
\[ \|e^{t[\hat{\xi} + \varphi_1]}(i\partial_t + \Delta)g\|^2_{L^2(\mathbb{R}^n \times (0,1))} \geq \frac{32\tau^3}{R^4} \int_0^1 \int_{\mathbb{R}^n} |x/R + \varphi_1|^2 |f|^2 \, dx dt + \frac{8\tau}{R^2} \int_0^1 \int_{\mathbb{R}^n} |\nabla_A f|^2 \, dx dt \]
\[ + 2\tau \int_0^1 \int_{\mathbb{R}^n} \left[ \left( \frac{x}{R} + \varphi \right) \varphi'' + \varphi^2 \right] |f|^2 \, dx dt + \frac{8\tau^3}{R^3} \int_0^1 \int_{\mathbb{R}^n} \varphi'(x_1 \cdot \nabla_A) f f' \, dx dt \]
\[ - \frac{8\tau^2}{R^2} \int_0^1 \int_{\mathbb{R}^n} f \left( x/R + \varphi_1 \right)^2 B \nabla_A f \, dx dt - \frac{4\tau}{R} \int_0^1 \int_{\mathbb{R}^n} (x/R + \varphi_1) \cdot A_\tau |f|^2 \, dx dt. \]

By (22), the last term at right hand side vanishes. Thanks to (22) and (23) we estimate
\[ - \frac{8\tau^2}{R^2} \int_0^1 \int_{\mathbb{R}^n} f \left( x/R + \varphi_1 \right)^2 B \nabla_A f \, dx dt = - \frac{8\tau^2}{R^2} \int_0^1 \int_{\mathbb{R}^n} f x^2 B \nabla_A f \, dx dt \]
\[ \geq - \frac{4\tau}{R^2} \|x^2 B\|_{L^\infty(\mathbb{R}^{n+1})} \int_0^1 \int_{\mathbb{R}^n} |f|^2 \, dx dt - \frac{4\tau}{R} \int_0^1 \int_{\mathbb{R}^n} |\nabla_A f|^2 \, dx dt. \]

Also, we have
\[ \frac{8\tau^3}{R^3} \int_0^1 \int_{\mathbb{R}^n} \varphi'(x_1 \cdot \nabla_A) f f' \, dx dt \geq -4\tau\|\varphi'|^2_{L^\infty((0,1))} \int_0^1 \int_{\mathbb{R}^n} |f|^2 \, dx dt - \frac{4\tau}{R^2} \int_0^1 \int_{\mathbb{R}^n} |\nabla_A f|^2 \, dx dt. \]

From (26), since \( R > 1 \) and thanks to (25), (27) and (28), we have
\[ \|e^{t[\hat{\xi} + \varphi_1]}(i\partial_t + \Delta)g\|^2_{L^2(\mathbb{R}^n \times (0,1))} \geq \left[ \frac{32\tau^3}{R^4} - 2\tau \left( \|\varphi''\|_{L^\infty((0,1))} + \|\varphi'|^2_{L^\infty((0,1))} + 2\|x^2 B\|_{\infty} \right) \right] \int_0^1 \int_{\mathbb{R}^n} \left( \frac{x}{R} + \varphi_1 \right) |f|^2 \, dx dt. \]

The coefficient of the first term at right hand side is bigger than \( \sigma^3/c^2 R^4 \), if \( \sigma \geq cR^2 \) for a suitable \( c = c(\|\varphi''\|_{\infty}, \|\varphi'||_{\infty}, \|x^2 B\|_{\infty}) > 0 \), therefore (24) follows thanks to (25).

### 3 Proof of Theorem 1.1

The proof is an adaptation of the proof of [1, Theorem 2.1], taking into account the presence of a magnetic potential. In the following, without loss of generality, we assume that \( v = e_1 = (1,0,\ldots,0) \in \mathbb{R}^n \).

**Reduction to the Crönstrom gauge.** We start by a gauge transformation. By Lemma 2.1, thanks to assumption (5) and denoting by
\[ \varphi(x) := x \cdot \int_0^1 A(sx) \, ds, \quad \tilde{A}(x) := A(x) - \nabla \varphi(x) \]
we have that \( B = DA - DA' = D\tilde{A} - D\tilde{A}' \), and for a.e. \( x \in \mathbb{R}^n \)
\[ \tilde{A}(x) = - \int_0^1 (sx)' B(sx) \, ds, \]
\[ x \cdot \tilde{A}(x) = 0. \]

Moreover, from (7) and (29) we see that
\[ e_1 \cdot \tilde{A}(x) = 0, \quad \text{for a.e. } x \in \mathbb{R}^n. \]
Let $\tilde{u} := e^{-i\varphi} u$. Then (cfr. Section 2.1) $\tilde{u}$ is solution to
\[ \partial_t \tilde{u} = i \left( \Delta \tilde{u} + V(x,t) \tilde{u} \right) \quad \text{in } \mathbb{R}^n \times [0,1] \] (32)
and the conditions in (8) and (9) are true replacing $u, A$ with $\tilde{u}, \tilde{A}$.

**Appell Transformation.** We now apply Lemma 2.2 to solutions of (32). To lighten the notations, in the following we will omit the tildes and just denote $\tilde{u}, \tilde{A}$ by $u$ and $A$ in (32). We choose
\[ a, b > 0, \quad \gamma := \frac{a}{b}, \]
in such a way that
\[ \gamma > \gamma^* := \max \left( 1, \frac{2}{R_0}, \frac{64E_0^2(1 + M_V)}{M_u^2}, \frac{4}{R_1 - 4R_0}, \sqrt{\frac{M_V M_u}{2^{12} E_u}}, \frac{2^8 E_u}{\sqrt{c} R_0 M_u} \right)^2, \] (33)
where $c$ is defined later in (44). Let
\[ v(x,t) := \alpha(t) F e^{-i\beta(t)|x|^2} u(\alpha(t)x, s(t)), \quad (x,t) \in \mathbb{R}^n \times [0,1], \] (34)
with
\[ \alpha(t) = \frac{1}{(1 - t)^{\sqrt{\gamma}} + t / \sqrt{\gamma}}, \quad \beta(t) = \frac{1}{1 - t - t / \gamma} - \frac{1}{\gamma(1 - t) + t}, \quad s(t) = \frac{t}{\gamma(1 - t) + t}. \]
Thanks to Lemma 2.2, $v$ is solution to
\[ \partial_t v = i \left( \Delta v + \tilde{V}(x,t)v \right) \quad \text{in } \mathbb{R}^n \times [0,1] \] (35)
for $\tilde{A}$ and $\tilde{V}$ defined by
\[ \tilde{A}(x,t) := \alpha(t) A(\alpha(t)x), \quad \tilde{V}(x,t) := (\alpha(t))^2 V(\alpha(t)x, s(t)). \] (36)
We remark that, since $A$ is in the Cröndestrom gauge, then $\tilde{A}$ is in the Cröndestrom gauge too. Also, we have that $\|\tilde{V}\|_{L^\infty(\mathbb{R}^n \times [0,1])} = \gamma M_V < +\infty$. In addition, by (31) and (36), we see that
\[ e_1 \cdot \tilde{A}(x,t) = e_1 \cdot \tilde{A}_t(x,t) = 0, \quad \text{for a.e. } (x,t) \in \mathbb{R}^n \times [0,1]. \] (37)

**Conclusion of the proof.** Let us denote
\[ R := R_0 \sqrt{\gamma}, \] (38)
so that from (33) we have $R > 2$. We define the following auxiliary functions:
\[ \theta_R, \eta \in C^\infty(\mathbb{R}^n), \quad \theta_R(x) = \begin{cases} 1 & \text{if } |x| \leq R \\ 0 & \text{if } |x| \geq R + 1, \end{cases}, \quad \eta(x) = \begin{cases} 1 & \text{if } |x| \geq 2 \\ 0 & \text{if } |x| \leq 3/2, \end{cases} \]
such that for all $x \in \mathbb{R}^n$
\[ |\theta_R| \leq 1, \quad |\nabla \theta_R(x)| \leq 1, \quad |\Delta \theta_R(x)| \leq 2, \] (39)
\[ |\eta(x)| \leq 1, \quad |\nabla \eta(x)| \leq 2, \quad |\Delta \eta(x)| \leq 4. \] (40)
Moreover, let
\[ \varphi \in C^\infty([0,1]), \quad \varphi(t) = \begin{cases} 4 & \text{if } t \in [3/8, 5/8] \\ 0 & \text{if } t \in [0,1/4] \cup [3/4, 1], \end{cases} \]
such that for all $t \in [0,1]$
\[ |\varphi(t)| \leq 4, \quad |\varphi'(t)| \leq 32. \] (41)
We let 
\[ g(x, t) = \theta_R(x) \eta \left( \frac{x}{R} + \varphi(t)e_1 \right) v(x, t), \quad (x, t) \in \mathbb{R}^n \times [0, 1]. \]  
(42)
We observe that \( \text{supp } g \) is compact and 
\[ \text{supp } g \subset \left\{ (x, t) \in \mathbb{R}^d \times [0, 1] \mid |x| \leq R + 1, \frac{3}{2} \leq \left| \frac{x}{R} + \varphi(t)e_1 \right|, \ t \in \left[ \frac{1}{4}, \frac{3}{4} \right] \right\}, \]  
(43)
indeed for \( t \in [0, \frac{1}{4}] \cup [\frac{3}{4}, 1] \), \( g(x, t) \) is non vanishing if \( \frac{3}{2} \leq \left| \frac{x}{R} \right| \leq \frac{R+1}{R} \), that is in contradiction with \( R > 2 \) given by (33). Thanks to Lemma 2.3 which can be applied under our assumptions, there exists 
\[ c = c(\|\varphi\|_\infty, \|\varphi''\|_\infty, M_B) > 0 \]  
such that for all \( \tau \geq cR^2 \)
\[ \frac{\tau^{3/2}}{cR^2} \left\| e^{\tau |\hat{x} + \varphi(t)e_1|^2} g(x, t) \right\|_{L^2(\mathbb{R}^n \times [0, 1])} \leq \left\| e^{\tau |\hat{x} + \varphi(t)e_1|^2} (i\partial_t + \Delta)g(x, t) \right\|_{L^2(\mathbb{R}^n \times [0, 1])}, \]  
(44)
In the following we estimate from above and from below the quantities in (44).
We estimate from below the left hand side of (44): since \( |\frac{x}{R} + \varphi(t)e_1| \geq 2 \) and \( g = \theta_R v \) on \( \{ |x| \leq R + 1 \} \times [3/8, 5/8] \), we have 
\[ \left\| e^{\tau |\hat{x} + \varphi(t)e_1|^2} g(x, t) \right\|^2_{L^2(\mathbb{R}^n \times [0, 1])} = \int_0^1 \int_{\mathbb{R}^n} e^{2\tau |\hat{x} + \varphi(t)e_1|^2} |g(x, t)|^2 \, dx \, dt \]
\[ \geq e^{8\tau} \int_{3/8}^{5/8} \int_{|x| \leq R+1} |\theta_R(x)v(x, t)|^2 \, dx \, dt \]
(45)
\[ = e^{8\tau} \int_{3/8}^{5/8} \int_{|x| \leq R+1} \alpha(t)^n |\theta_R(x)u(\alpha(t)x, s(t))|^2 \, dx \, dt. \]

It is convenient to perform the following change of variables in the integral at right hand side of (45):
\[ y = \alpha(t)x, \quad s(t) = \frac{t}{\gamma(1-t) + t}. \]
(46)
It is useful to observe that 
\[ \frac{1}{\sqrt{3}} \leq \alpha(t) \leq \frac{4}{\sqrt{3}} \quad \text{for all } t \in \left[ \frac{3}{8}, \frac{5}{8} \right], \]
(47)
\[ \frac{\gamma}{8} \leq \frac{dt}{ds}(s) = \frac{\gamma}{(1 + s\gamma - s)^2} \leq \gamma, \quad \text{for all } s \in \left[ \frac{3}{5\gamma} + 3\gamma + \frac{1}{3}, \frac{5}{3\gamma} + 5 \right] = s \left( \left[ \frac{3}{8}, \frac{5}{8} \right] \right). \]
(48)
From (45) and (48) we conclude that 
\[ \left\| e^{\tau |\hat{x} + \varphi(t)e_1|^2} g(x, t) \right\|^2_{L^2(\mathbb{R}^n \times [0, 1])} \geq e^{8\tau} \frac{\gamma}{8} \int_{3/8}^{5/8} \int_{|y| \leq \alpha(t(s))(R+1)} \left| \theta_R \left( \frac{y}{\alpha(t(s))} \right) \right| u(y, s)|^2 \, dy \, ds. \]

Clearly then 
\[ \left\| e^{\tau |\hat{x} + \varphi(t)e_1|^2} g(x, t) \right\|^2_{L^2(\mathbb{R}^n \times [0, 1])} \geq e^{8\tau} \frac{\gamma}{8} \int_{3/8}^{5/8} \int_{|y| \leq \alpha(t(s))(R+1)} \left| \theta_R \left( \frac{y}{\alpha(t(s))} \right) \right| u(y, 0)|^2 \, dy \, ds + e^{8\tau} \frac{\gamma}{8} E, \]
(49)
with 
\[ E = \int_{3/8}^{5/8} \int_{|y| \leq \alpha(t(s))(R+1)} \theta_R^2 \left( \frac{y}{\alpha(t(s))} \right) \left( |u(y, s)|^2 - |u(y, 0)|^2 \right) \, dy \, ds. \]

We estimate from below the first term at right hand side in (49): thanks to (33) we have \( |\frac{3}{5\gamma} + 3\gamma + \frac{1}{3}, \frac{5}{3\gamma} + 5 \rangle > 1/(4\gamma) \) and thanks to (8) and (47) we conclude 
\[ e^{8\tau} \frac{\gamma}{8} \int_{3/8}^{5/8} \int_{|y| \leq \alpha(t(s))(R+1)} \left| \theta_R \left( \frac{y}{\alpha(t(s))} \right) \right| u(y, 0)|^2 \, dy \, ds \]
\[ \geq e^{8\tau} \frac{\gamma}{8} \int_{3/8}^{5/8} \int_{|y| \leq \alpha(t(s))R} |u(y, 0)|^2 \, dy \, ds \geq \frac{e^{8\tau}}{32} \int_{|y| \leq R/\sqrt{\gamma}} |u(y, 0)|^2 \, dy \]
(50)
To estimate $E$, we observe that from (1) we get that

$$\frac{d}{dt}|u|^2 = -2\Im(\text{div}(u\overline{A}u) + V|u|^2),$$

that gives

$$|u(y,s)|^2 - |u(y,0)|^2 = -2\Im\int_0^s \left(\text{div} \left( u(y,s') \cdot \overline{\nabla_A u(y,s')} \right) + V(y,s')|u(y,s')|^2 \right) ds'.$$

So

$$|E| \leq 2 \int_{\gamma^0} \int_{|y| \leq \alpha(t(s))(R+1)} \theta_R^2 \left( \frac{y}{\alpha(t(s))} \right) \text{div} \left( u(y,s') \cdot \overline{\nabla_A u(y,s')} \right) dyds' ds |
+ 2 \int_{\gamma^0} \int_{|y| \leq \alpha(t(s))(R+1)} \theta_R^2 \left( \frac{y}{\alpha(t(s))} \right) V(y,s')|u(y,s')|^2 dyds' ds = E_1 + E_2.$$  

To estimate $E_1$ we integrate by parts: there is no boundary contribution thanks to the choice of $\theta_R$. Thanks to (33), (39) and (47) we have

$$E_1 \leq 4 \int_{\gamma^0} \int_{|y| \leq \alpha(t(s))(R+1)} \theta_R \left( \frac{y}{\alpha(t(s))} \right) \text{div} \left( u(y,s') \cdot \overline{\nabla_A u(y,s')} \right) dyds' ds |
\leq 4\sqrt{\gamma} \int_{\gamma^0} \int_{|y| \leq \alpha(t(s))(R+1)} \left| u(y,s') \nabla_A u(y,s') \right| dyds' ds |
\leq 4\sqrt{\gamma} \left( \frac{5}{3\gamma + 5} - \frac{3}{5\gamma + 3} \right) \int_{\gamma^0} \int_{|y| \leq \alpha(t(s))(R+1)} \left| u(y,s') \nabla_A u(y,s') \right| dyds' |
\leq \frac{8}{\gamma^{\frac{3}{2}}} \sup_{s \in [0,1]} \int_{|y| \leq \alpha(t(s))(R+1)} \left| u(y,s') \nabla_A u(y,s') \right| dy |
\leq \frac{8}{\gamma^{\frac{3}{2}}} \sup_{s \in [0,1]} \int_{|y| \leq \alpha(t(s))(R+1)} \left| u(y,s') \nabla_A u(y,s') \right|^2 dy = \frac{8}{\gamma^{\frac{3}{2}}} E_u^2.$$  

To estimate $E_2$, we reason as above and thanks to (4), (9) and (33) we get

$$E_2 \leq \frac{4Mv}{\gamma} \int_{\gamma^0} \int_{|y| \leq \alpha(t(s))(R+1)} \left| u(y,s') \right|^2 dyds' |
\leq \frac{8Mv}{\gamma^2} \sup_{s \in [0,1]} \int_{|y| \leq \alpha(t(s))(R+1)} \left| u(y,s') \right|^2 dy \leq \frac{8MvE_u^2}{\gamma^2}.$$  

Thanks to (33), from (49)–(53) we conclude that

$$\left\| e^{\tau \left( \frac{M}{\gamma} + \phi(t)\varepsilon_1 \right)^2} g(x,t) \right\|_{L^2(\mathbb{R}^n \times [0,1])}^2 \geq \frac{e^{8\tau}}{2^6} M_u^2.$$  

We estimate from above the right hand side of (44): from (35) and (42) we have

$$(i\partial_t + \Delta_{\lambda}) g(x,t) = -\tilde{V}(x,t) g(x,t)
+ \theta_R(x) \left[ i\phi(t) \partial_{x_1} \eta \left( \frac{\phi}{\lambda} + \varphi(t)\varepsilon_1 \right) v(x,t) + \frac{\phi}{\lambda} \left( \Delta \eta \left( \frac{\phi}{\lambda} + \varphi(t)\varepsilon_1 \right) \right) v(x,t) + \frac{\phi}{\lambda} \partial_{x_1} \eta \left( \frac{\phi}{\lambda} + \varphi(t)\varepsilon_1 \right) \cdot \nabla_A v(x,t) \right]
+ \eta \left( \frac{\phi}{\lambda} + \varphi(t)\varepsilon_1 \right) \left[ \left( \Delta \theta_R(x) v(x,t) + 2\nabla \theta_R(x) \cdot \nabla_A v(x,t) \right) \right]
+ \frac{\phi}{\lambda} \theta_R(x) \cdot \nabla_A \eta \left( \frac{\phi}{\lambda} + \varphi(t)\varepsilon_1 \right) v(x,t) =: F_1(x,t) + F_2(x,t) + F_3(x,t) + F_4(x,t).$$
Consequently,
\[
\left\| e^\tau \left| \hat{\rho} + \varphi(t)e_1 \right|^2 (i\partial_t + \Delta) g(x, t) \right\|_{L^2(\mathbb{R}^n \times (0, 1))} \leq \frac{4}{\gamma} \left\| e^\tau \left| \hat{\rho} + \varphi(t)e_1 \right|^2 F_i(x, t) \right\|_{L^2(\mathbb{R}^n \times (0, 1))},
\]  
(55)
We estimate separately the terms at right hand side of the previous inequality. It is useful to observe that
\[
\frac{1}{\sqrt{\tau}} \leq \alpha(t) \leq \frac{4}{\sqrt{\tau}}, \quad 0 \leq \beta(t) \leq \frac{1}{1 - t + \gamma^{-1} t} \leq 4, \quad \text{for all } t \in \left[ \frac{1}{4}, \frac{3}{4} \right],
\]  
(56)
Thanks to (4), (33), (36), (43) and (56), we have \( \| \mathcal{V} \|_{L^\infty(\text{supp} \varrho)} \leq 16 M_V / \gamma \) and
\[
\left\| e^\tau \left| \hat{\rho} + \varphi(t)e_1 \right|^2 F_i(x, t) \right\|_{L^2(\mathbb{R}^n \times (0, 1))} \leq \frac{16 M_V}{\gamma} \left\| e^\tau \left| \hat{\rho} + \varphi(t)e_1 \right|^2 g(x, t) \right\|_{L^2(\mathbb{R}^n \times (0, 1))} \leq \frac{216 \mu_0}{M_u} \left\| e^\tau \left| \hat{\rho} + \varphi(t)e_1 \right|^2 g(x, t) \right\|_{L^2(\mathbb{R}^n \times (0, 1))}.
\]  
(57)
Observe that in the support of \( F_2 \) we have \( \left| \hat{\rho} + \varphi(t)e_1 \right| \leq 2 \), and thanks to (33), (39)–(41) and (43) we estimate
\[
\left\| e^\tau \left| \hat{\rho} + \varphi(t)e_1 \right|^2 F_2(x, t) \right\|_{L^2(\mathbb{R}^n \times (0, 1))} \leq 2^{14} e^{8\tau} \int_{1/4}^{3/4} \int_{|x| \leq R + 1} \left( |v(x, t)|^2 + \frac{1}{R^2} |\nabla_A^g v|^2 \right) dx dt = F_{21} + F_{22}.
\]  
(58)
We use again the change of variables in (46): we observe that
\[
\frac{\gamma}{16} \leq \frac{dt}{ds}(s) \leq \gamma, \quad \text{for all } s \in \left[ \frac{1}{3\gamma + 1}, \frac{3}{\gamma + 3} \right] = s \left( \left[ \frac{1}{4}, \frac{3}{4} \right] \right).
\]  
(59)
Thanks to (59), we have that
\[
F_{21} \leq 2^{14} e^{8\tau} \gamma \int_{\frac{1}{3\gamma + 1}}^{\frac{3}{\gamma + 3}} \int_{|y| \leq \alpha(t(s))(R + 1)} |u(y, s)|^2 dy ds.
\]  
(60)
Thanks to (34), (56) and (59),
\[
F_{22} = 2^{14} e^{8\tau} \int_{1/4}^{3/4} \int_{|x| \leq R + 1} \frac{\alpha(t)^n}{R^2} \left| \alpha(t)(\nabla_A u)(\alpha(t)x, s(t)) - \frac{i}{2} \beta(t)x u(\alpha(t)x, s(t)) \right|^2 dx dt \leq 2^{14} e^{8\tau} \gamma \int_{\frac{1}{3\gamma + 1}}^{\frac{3}{\gamma + 3}} \int_{|y| \leq \alpha(t(s))(R + 1)} \frac{1}{R^2} \left| \alpha(t(s)) \nabla_A u(y, s) - \frac{i\beta(t(s))y}{2\alpha(t(s))} u(y, s) \right|^2 dy ds \leq 2^{14} e^{8\tau} \gamma \int_{\frac{1}{3\gamma + 1}}^{\frac{3}{\gamma + 3}} \int_{|y| \leq \alpha(t(s))(R + 1)} \left( \frac{32}{\gamma R^2} |\nabla_A u(y, s)|^2 + 8 \left( 1 + \frac{1}{R} \right)^2 |u(y, s)|^2 \right) dy ds.
\]  
(61)
Thanks to (33), from the last inequality we conclude that
\[
F_{22} \leq 2^{19} e^{8\tau} \gamma \int_{\frac{1}{3\gamma + 1}}^{\frac{3}{\gamma + 3}} \int_{|y| \leq \alpha(t(s))(R + 1)} (|u(y, s)|^2 + |\nabla_A u(y, s)|^2) dy ds.
\]  
(61)
From (9), (33), (60), (61) and since \( \left| \frac{1}{3\gamma + 1} - \frac{3}{\gamma + 3} \right| \leq \frac{1}{\gamma} \), we get
\[
\left\| e^\tau \left| \hat{\rho} + \varphi(t)e_1 \right|^2 F_2(x, t) \right\|_{L^2(\mathbb{R}^n \times (0, 1))} \leq 2^{22} e^{8\tau} \sup_{s \in (0, 1)} \int_{|y| \leq R_1} (|u(y, s)|^2 + |\nabla_A u(y, s)|^2) dy \leq 2^{22} e^{8\tau} E_u.
\]  
(62)
We treat now the term in \( F_3 \). We observe that in its support we have \( R \leq |x| \leq R + 1 \) and \( \left| \hat{\rho} + \varphi(t)e_1 \right| \leq 6 \) thanks to (41) and since \( R > 2 \). Thanks to (39) and (40) we have
\[
\left\| e^\tau \left| \hat{\rho} + \varphi(t)e_1 \right|^2 F_3(x, t) \right\|_{L^2(\mathbb{R}^n \times (0, 1))} \leq 8 e^{2\tau} \int_{1/4}^{3/4} \int_{R \leq |x| \leq R + 1} (|v(x, t)|^2 + |\nabla_A v(x, t)|^2) dx dt =: F_{31} + F_{32}.
\]
Using again the change of coordinates (46) and reasoning as in the estimate (60), we have

\[ F_{31} \leq 8e^{72\gamma} \int_{[\frac{1}{3\gamma}]}^{\frac{2}{3\gamma}} \int_{\frac{1}{4\gamma}}^{\frac{3}{4\gamma}} |u(y, s)|^2 \, dy \, ds. \tag{63} \]

Since \( R^2 = R_0^2 \gamma, R > 2 \), thanks to (34), (56), (59) and reasoning as in the estimate (61) we get

\[ F_{32} \leq 8e^{72\gamma} \gamma^2 R_0^2 \int_{[\frac{1}{3\gamma}]}^{\frac{2}{3\gamma}} \int_{\frac{1}{4\gamma}}^{\frac{3}{4\gamma}} \left( \frac{32}{\gamma R^2} |\nabla u(y, s)|^2 + 8 \left( 1 + \frac{1}{R} \right)^2 |u(y, s)|^2 \right) \, dy \, ds \]

\[ \leq 2^8 e^{72\gamma} \gamma^2 R_0^2 \int_{[\frac{1}{3\gamma}]}^{\frac{2}{3\gamma}} \int_{\frac{1}{4\gamma}}^{\frac{3}{4\gamma}} \left( |u(y, s)|^2 + \frac{1}{\gamma} |\nabla u(y, s)|^2 \right) \, dy \, ds. \tag{64} \]

From (63) and (64), we have

\[ \left\| e^\tau |\mathcal{H} + \psi(t)| \right\|^2_{L^2(\mathbb{R}^n \times [0, 1])} \leq 2^8 e^{72\gamma} \gamma^2 R_0^2 \int_{[\frac{1}{3\gamma}]}^{\frac{2}{3\gamma}} \int_{\frac{1}{4\gamma}}^{\frac{3}{4\gamma}} \left( |u(y, s)|^2 + \gamma^{-1} |\nabla u(y, s)|^2 \right) \, dy \, ds. \]

The length of the above space integration region is \( \alpha(t(s)) \). In order to write it in terms of \( \alpha \), we see by (46) and (56), and since \( \alpha(t(s)) \sqrt{7} = 1 + s(\gamma - 1) \) that

\[ \left\{ (y, s) \mid \alpha(t(s)) R \leq |y| \leq \alpha(t(s))(R + 1), s \in \left[ \frac{1}{3\gamma + 1}, \frac{3}{\gamma + 3} \right] \right\} \subset \left\{ (y, s) \mid |y| - R_0 - R_0 s \gamma \leq \frac{4(R_0 + 1)}{\sqrt{7}} \right\}, \]

therefore

\[ \left\| e^\tau |\mathcal{H} + \psi(t)| \right\|^2_{L^2(\mathbb{R}^n \times [0, 1])} \leq 2^8 e^{72\gamma} \gamma^2 R_0^2 \int_{[\frac{1}{3\gamma}]}^{\frac{2}{3\gamma}} \int_{\frac{1}{4\gamma}}^{\frac{3}{4\gamma}} \left( |u(y, s)|^2 + \gamma^{-1} |\nabla u(y, s)|^2 \right) \, dy \, ds. \tag{65} \]

Finally, we treat the term in \( F_4 \): we reason analogously as done in the estimates of the terms in \( F_3 \) and \( F_4 \). Thanks to (9), (33), (39) and (40) we have

\[ \left\| e^\tau |\mathcal{H} + \psi(t)| \right\|^2_{L^2(\mathbb{R}^n \times [0, 1])} \leq 4 e^{8\gamma} \int_{0}^{1/4} \int_{R \leq |x| \leq R + 1} |v(x, t)|^2 \, dx \, dt \leq 4 e^{8\gamma} \int_{[\frac{1}{3\gamma}]}^{\frac{2}{3\gamma}} \int_{\frac{1}{4\gamma}}^{\frac{3}{4\gamma}} |u(y, s)|^2 \, dy \, ds \tag{66} \]

\[ \leq 2^4 e^{8\gamma} \sup_{s \in [0, 1]} \int_{|y| \leq R_1} |u(y, s)|^2 \, dy \, ds \leq 2^4 e^{8\gamma} E_u^2. \]

Gathering (44), (55), (57), (62), (65) and (66), we conclude that

\[ \frac{\gamma^3/2}{e R^2} \left\| e^\tau |\mathcal{H} + \psi(t)| \right\|^2_{L^2(\mathbb{R}^n \times [0, 1])} \leq \left\| e^\tau |\mathcal{H} + \psi(t)| \right\|^2_{L^2(\mathbb{R}^n \times [0, 1])} \leq \frac{2^{16} E_u}{M_u} + 2^{12} e^{4\gamma} E_u \]

\[ + \left( 2^9 e^{72\gamma} \gamma^2 R_0^2 \int_{[\frac{1}{3\gamma}]}^{\frac{2}{3\gamma}} \int_{\frac{1}{4\gamma}}^{\frac{3}{4\gamma}} \left( |u(y, s)|^2 + \gamma^{-1} |\nabla u(y, s)|^2 \right) \, dy \, ds \right)^{\frac{1}{2}}. \tag{67} \]

We set \( \tau := 64 e R^2 \). Thanks to (33), we have

\[ \frac{2^{16} E_u}{M_u} \leq \frac{\gamma^3/2}{2 e R^2}. \]
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By (54), from (67) we get
\[2^4 e^{4\tau} \sqrt{c} R M_u = \frac{\tau^2}{c R^2} e^{4\tau} M_u = 2^{12} e^{4\tau} E_u + \left(2^9 e^{72\tau} R^2 \int_{\mathbb{R}^2} \left(\frac{3}{3 + s^2} \int_{\|y-R_0-R_0\gamma\| < \frac{4(R_0 + 1)}{\gamma^2}} (|u(y,s)|^2 + \gamma^{-1} |\nabla_A u(y,s)|^2) \, dy \right) \, ds\right)^{\frac{1}{2}}.\]  

(68)

Thanks to (33), we have
\[2^{12} e^{4\tau} E_u \leq 2^4 e^{4\tau} \sqrt{c} R M_u,\]
so we conclude that
\[2^8 e^{8\tau} c R^2 M_u^2 \leq 2^9 e^{72\tau} R^2 \int_{\mathbb{R}^2} \left(\frac{3}{3 + s^2} \int_{\|y-R_0-R_0\gamma\| < \frac{4(R_0 + 1)}{\gamma^2}} (|u(y,s)|^2 + \gamma^{-1} |\nabla_A u(y,s)|^2) \, dy \right) \, ds,\]
that is to say
\[M_u \leq \frac{2 e^{212 e^{2\tau}}}{c} \gamma \int_{\mathbb{R}^2} \left(\frac{3}{3 + s^2} \int_{\|y-R_0-R_0\gamma\| < \frac{4(R_0 + 1)}{\gamma^2}} (|u(y,s)|^2 + \gamma^{-1} |\nabla_A u(y,s)|^2) \, dy \right) \, ds.\]

Consequently, for \(C = C(M_B) = \max(2^{12} e, 2 e^{-1}) > 0\) we have
\[M_u \leq C e^{C R^2 \gamma} \gamma \int_{\mathbb{R}^2} \left(\frac{3}{3 + s^2} \int_{\|y-R_0-R_0\gamma\| < \frac{4(R_0 + 1)}{\gamma^2}} (|u(y,s)|^2 + \gamma^{-1} |\nabla_A u(y,s)|^2) \, dy \right) \, ds.\]

(69)

We let \(t \equiv \gamma^{-1}\); from (69) we get that (10) holds for all \(0 < t < t^* := (\gamma^*)^{-1}\) and \(\rho = R_0\). In order to complete the proof for any \(\rho \in [R_0, R_1]\), it is sufficient to repeat the same argument as above, choosing \(R = \rho \sqrt{\gamma}\) in (38).
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