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Abstract

We present the IGLU Gridworld: a reinforcement learning environment for building and evaluating language-conditioned embodied agents in a scalable way. The environment features visual agent embodiment, interactive learning through collaboration, language conditioned RL, and combinatorially hard task (3d blocks building) space.

1. Introduction

In this work, we propose a new reinforcement learning environment called Interactive Grounded Language Understanding (IGLU) Gridworld1. This environment is at the core of the IGLU 2022 competition hosted at NeurIPS2 [6].

The environment consists in an asymmetric collaboration between the Architect who has oracle access to the target structure and has to provide an instruction to the Builder that has to follow the instruction in a 3D blocks gridworld (Figure 1). While the overall task is trivially-sided (i.e., the collaboration starts and ends with simply a small integer 3D array with just 7 possible block colors), it encompasses a nontrivial process which involves contextualized collaborative instructions and an embodied behavior. The IGLU Gridworld enables research in 1) collaborative learning (due to the nature of the task); 2) different kinds of generalization in imitation/reinforcement learning (since the space of tasks is large and grids/dialogues can be easily augmented); 3) hierarchical RL (given the color-shape patterns in structures and the contextualized nature of dialogs); 4) skill learning (since building different sorts of structures requires different action patterns); 5) open-ended learning (since the overall input and target, a 3D grid, is easily formalizable for a co-evolution of the Architect and Builder); and 6) embodied AI (since the environment represents an ego-centric agent that lives in a 3D visual world with combinatorically rich space of states). IGLU Gridworld is implemented in Python to facilitate transparency and simplicity of the game, flexibility of the rules, and uniformity with our data collection tool [5]. The last one is especially important for collecting the dataset with behaviours that are valid for our environment. The contributions of this work are two fold: 1) IGLU Gridworld, a new lightweight and fast RL environment written in pure Python for learning embodied agents that follow dialog instructions with collaborative context; and 2) we propose a multitask hierarchical RL baseline and evaluate its performance on various tasks from [10] grouped by embodiment skills needed to solve that tasks.

Figure 1. Example of an Architect-Builder task.

Table 1. IGLU Gridworld vs. related RL environments. CFG: context free grammar. DSL: domain-specific language. Rich task space: can compose tasks to yield a combinatorial task space. API: language that can be used to extend the environment.

| Environment   | Gridworld | Embodiment | Rich task space | Language (state) | API      | Speed (SPS) |
|---------------|-----------|------------|-----------------|------------------|----------|-------------|
| Mujoco [16]   | x         | 2D/3D      | x               | C++              | Python   | 2.4k        |
| BabyAI [11]   | 2D        | 2D         | ✓               | CFG              | Python   | 3k          |
| Nethack [8,9,13] | 2D   | 2D         | ✓               | natural DSL      | C++      | 14.4k       |
| TextWorld [2] | x         | x          | ✓               | CFG              | Python   | 300         |
| AI2Thor [7]   | x         | 3D         | ✓               | natural           | Python   | 30          |
| Habitat 2.0 [14] | x     | 3D         | x               | C++              | 1.4k     |
| Megaverse [12] | 3D    | 3D         | x               | C++              | 327k     |
| Xland [15]    | 3D        | 3D         | ✓               | CFG              | x        | 30          |
| MineRL [4]    | 3D        | 3D         | ✓               | natural           | Python   | 180         |

IGLU Gridworld | 3D | 3D | ✓ | Natural | Python | 4.4k |

Table 1. IGLU Gridworld vs. related RL environments. CFG: context free grammar. DSL: domain-specific language. Rich task space: can compose tasks to yield a combinatorial task space. API: language that can be used to extend the environment.

2. Related Work

IGLU Gridworld and IGLU contest [5] are inspired by the collaborative task proposed in [10]. Several environ-
ments offer similar features to the ones proposed in IGLU Gridworld. We summarize them in Table 1. In particular, IGLU is created for testing 3D embodied agents that are conditioned on natural language instructions. Combined with a rich task space (combination of 3D colored blocks), the environment offers a scalable (i.e., fast and lightweight environment) and extendable (i.e., simple Python API) platform for language and visual embodiment understanding.

3. IGLU Gridworld Description

We implement the environment in Python using a simplified version of an open-source Minecraft clone. The renderer is decoupled from the core environment and can be disabled with zero overhead enabling the environment to run headless with GPU-acceleration. The environment runs at 4400 steps-per-second (SPS) but can reach 17000 when rendering is disabled. Such speed, for a Python RL environment, is possible due to its simplicity. The observation space consists of a point-of-view (POV) image (64, 64, 3), an inventory list (6,), a snapshot of the building zone (11, 9, 11), and the agent’s position with pitch and yaw angles (5,). The building zone is represented via a 3D tensor with block ids (0 for air, 1 for blue block, etc.). The agent can navigate the building zone, place and break blocks, and switch between block types. The action space is a discrete space of 14 actions: noop, step [forward—backward—right—left], jump, brake block, place block, choose block type [1–6] and two-dimensional continuous camera movement action. The reward reflects how complete the built structure is irrespective of its location. We run a convolution-like procedure between the state grid and the target grid. We find the best alignment (translation and rotation of state grid onto the target grid) that yields the maximum per-block intersection. We reward the agent for change in the maximal intersection over time.

4. Tasks in IGLU Gridworld

We split tasks into subtasks in IGLU Gridworld using a notion of collaboration segments. Each segment is represented by a (collaborative context, target) pair. Context is a (dialog of instructions and clarifying questions, blocks placed in response to that dialog) pair. Target is a (most recent instruction, target blocks placed in response to that instruction) pair. For each task, the environment is initialized with context blocks and the agent is tasked to extend or shrink it to the target blocks. The only source of target information provided to the agent is the target instruction and the context dialog. The segments serve as building blocks for each research direction mentioned in Section 1. As one of them, we describe the interactive collaboration used in the IGLU competition 2022. Each task is a sequence of segments and the environment always starts with a segment with empty starting world. For each segment, the agent acts and once the segment is “solved”, the environment internally switches to the next segment until the last one is solved. We view this process as resembling to the teacher forcing technique used in NLP. In contrast to the evaluation, during training we can reset the env at any segment.

5. Baseline

Training an agent to build any language-defined structure is a challenging task. To overcome this, we have developed a multitask hierarchical builder (MHB) with three modules: task generator (NLP part), subtask generator (heuristic part), and subtask solving module (RL part).

First, we finetuned on the dialog dataset [10] using BERT-based 3D transposed convolutional head for the target prediction. Second, we developed the subtasks heuristic (with predefined blocks order) module, which uses the target (3D voxel) as input to predict next cube to add or remove. Third, we trained the agent, using the high-performance APPO algorithm [11] extended for goal-based policy. The agent curriculum generated compact goal structures (not related to dataset [10]). And finally, the complete MBH algorithm was evaluated on all tasks from the dataset [10] (see Table 2). We also report the results for the random agent. We labeled each task with the embodied skills required to solve that task. For the skill description and labeling, see gridworld repository.

| Skill          | F1 score flying tall diagonal flat tricky all |
|---------------|---------------------------------------------|
| MHB agent (NLP) | 0.292 0.322 0.242 0.334 0.295 0.313       |
| MHB agent (full) | 0.233 0.243 0.161 0.290 0.251 0.258       |
| Random agent (full) | 0.039 0.036 0.044 0.038 0.043 0.039       |

Table 2. Per-skill aggregation of the baselines performance metrics. For each task, we calculate F1 score between built and target structures. For each skill, we average the performance on all targets requiring that skill.

6. Conclusion

In this work, we presented IGLU Gridworld, a simulator for testing embodied agent in interactive blocks building task with dialog context. The environment offers its speed and scalability for many research directions related to RL, Embodied AI, NLP, Lifelong learning. We presented an end-to-end multitask hierarchical RL baseline, with notable performance which is higher than the performance of any solution of the IGLU competition at NeurIPS 2021 [5].

---

3 For Megaverse, we report the one GPU simulation throughput [12], note that this environment can be only run in parallelization mode whereas, for the rest (including ours), we report single env speed. For XLand, we report the speed from [17].

4 https://github.com/fogleman/Minecraft

5 https://github.com/iglu-contest/gridworld/blob/master/gridworld/task.py

6 https://github.com/iglu-contest/gridworld/tree/master/skills
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