Novel Performance Evaluation of Thermal Camera Based on VOx Bolometer Focal Plane Array via Analysis of Sigma NETD, Mean NETD, and Roughness Index
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With recent advancements in thermal imaging, the evaluation of thermal imaging performance has become important. In this study, the thermal-camera performance parameters of roughness index (RI), noise equivalent temperature difference (NETD), and the full width at half maximum (FWHM) of a statistical NETD histogram are investigated and compared by varying the integration times at different operating temperatures for vanadium oxide (VOx)-based microbolometer focal plane arrays (FPAs) with the use of the Matlab algorithm platform. The quantitative performance assessment of an uncooled VOx microbolometer-based thermal imager, which was designed and fabricated by researchers from the National Chung-Shan Institute Science of Technology (NCSIST), Taiwan, and the National Optics Institute (INO), Canada, is proposed systematically. Explicitly, the uncompressed video data streams before non-uniformity correction (NUC) using two-point temperature calibration were acquired for integration times of 16.67, 33.33, and 50 ms at three operating temperatures of 10, 15, and 20 °C. The results from the estimations of NETD, FWHM of the NETD histogram, and the RI for the thermal imager are discussed for the imaging performance evaluation in different infrared operation scenarios. We believe that our findings can significantly contribute to the further development of IR imaging technology.

1. Introduction

Infrared (IR) imaging is based on the observation that there is extremely low absorption of IR irradiation in the IR atmospheric window; consequently, the IR wavelength regions between 3 to 5 μm and 8 to 14 μm are employed for imaging purposes. In this context, the past few decades have witnessed rapid developments in the field of IR detector technology, particularly...
for military applications. On the other hand, commercial thermal imagers have recently become the subject of scientific research and industrial application. Nowadays, lightweight and function-effective thermal imagers enable firefighters to easily see through smoke in their search for victims and to ensure that flames are fully extinguished. Other niche applications involving IR detection include security, night vision for driving, non-contact temperature measurement, defect inspection, and medical imaging applications.\(^{(1,2)}\)

A commonly used figure of merit for IR detectors is the noise equivalent temperature difference (\(\text{NETD}\)).\(^{(3-7)}\) In addition, the parameter of roughness index (\(\text{RI}\)) has also been employed recently;\(^{(8-10)}\) this parameter represents the estimation of the spatial and time-variant noise for an IR image, and it represents the difference between each pixel of every corrected image and its corresponding left neighbor. This difference arises from imperfections in the fabrication of the focal plane array (FPA) and the readout circuitry. In this study, we evaluated the performance of a thermal camera based on these parameters.

This paper is structured as follows: the experimental setup, \(\text{NETD}\), full width at half maximum (\(\text{FWHM}\)) of the \(\text{NETD}\), and \(\text{RI}\) are described in Sect. 2. Section 3 presents our experimental results, followed by a quantitative performance comparison of the imager for different operating scenarios. Finally, conclusions are provided in Sect. 4.

2. Setup for Performance Estimation of Two-dimensional Infrared Focal Plane Array

Figure 1 shows the schematic and configuration diagram of the experimental setup used in our study for the acquisition and handling of uncompressed video data streams, which are evaluated with the \(\text{RI}\) proposed by Moreno \(et\ al\)\(^{(10)}\) along with \(\text{NETD}\) and \(\text{FWHM}\) of the

![Fig. 1. (Color online) Experimental setup of IRXCAM-160A configuration and its schematic for the microbolometer-focal-plane-array-mounted IRXCAM-160A.](image-url)
NETD histogram using the commercial Matlab algorithm platform. The IR imaging evaluation system used in our experimental setup is the INO IRXCAM-160A camera, which is mounted with an uncooled microbolometer FPA with a size of $160 \times 120$ pixels and pitch of $52 \, \mu m$. The digital data stream output from the camera is transmitted to a laptop via a Gigabit Ethernet connection. The maximum frame rate in the full $160 \times 120$ pixels format is $30 \, Hz$. The NETD is calculated with the optics of F/0.86 at an ambient temperature of $300 \, K$. To achieve a high-uniformity image, two-point correction is carried out on the image using a flat-shaped CI blackbody. The IR image is obtained with a given microbolometer FPA mounted at the focal position with the optic lens (JANOS Technology Surnia Lenses 40588-AA1). A microshutter is assembled to provide a real-time offset update on the IR image. A National Instrument acquisition platform (NI PXIe-8105 embedded controller in PXI-1042Q express chassis) is used to communicate with the IRXCAM-160A camera, to setup initial operation conditions, and to process the raw streaming image signal and data (offset and gain correction and pixel replacement for image improvement). Finally, the post-processed image is evaluated. The irradiated IR energy captured by the current-biased microbolometer FPA changes the resistance of the vanadium oxide detector, thus generating a proportional voltage signal that is used in turn to generate a gray-level intensity value via an external A/D converter chip for each row or column. Meanwhile, the streaming data of the FPA for 30, 15, and 10 frames/s (fps) is extracted at a sample rate of 16 bits per pixel. The resulting digital images are saved in the RAW image format, which contains the full resolution data as read out from the camera’s image sensors, to the NI PXI platform via the Gigabit Ethernet link between the IRXCAM-160A camera and the NI PXI acquisition platform. The streaming data corresponding to 300 frames for each pixel is obtained to calculate the distribution of the NETD histogram and $RI$ using Matlab software. Figure 2 shows the flowchart for calculating the statistical NETD histogram and $RI$ under
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Fig. 2. Flowchart of performance evaluation using FWHM of NETD histogram and roughness index.
specific FPA operating conditions. The correlation between these two parameters is obtained to systematically perform a comprehensive analysis. The specifications of the microbolometer FPA, IR optics, and experimental setup with the INO IRXCAM-160A are listed in Table 1. Following previous studies, the \( NETD \) histogram incorporated with its \( FWHM \) (sigma \( NETD \)) and \( RI \) are introduced as evaluation parameters. The quantitative parameters of the \( NETD \) histogram and \( RI \) represent the FPA.

In this section, we present a concise description of the individual components in the acquisition system, and we define the main requirements for the performance computation. The details of the processes of computation and the parameters described are defined in the following sub-sections.

### 2.1 Noise equivalent temperature difference

The evaluation of the time-variant noise results in a three-dimensional signal intensity data set in the FPA under specific operating conditions. The time-variant noise is calculated by averaging the standard deviation of each pixel output over the duration of 30 frames of a uniform temperature calibration scene. In addition to the two spatial dimensions of the rows and columns in the detector array, the signal transient along consecutive frames and the responsivity as a function of various uniform background irradiation temperatures are recorded. The temperature resolution of IR FPA is limited by time-variant and spatial noise. In general, the spatial noise is partially removed using corrective procedures. These corrective procedures reduce the spatial noise to a magnitude below the time-variant noise (i.e., the temporal noise).

The time-variant noise \( \sigma_{tn} \) of the IR FPA is defined by the root mean square (RMS) value of the temporal noise of the individual pixels. The time-variant noise \( \sigma_{tn,j} \) of an individual pixel \( i \) in frame \( j \) is calculated using the following relation:

\[
\sigma_{tn,j} = \sqrt{\frac{\sum_{i=1}^{N} (x_{ij} - <x_j>)^2}{N - 1}},
\]

### Table 1

Specifications of INO IRXCAM-160A.

| Detector specification, FPA format, and IR window | INO IRXCAM |
|--------------------------------------------------|------------|
| Camera module Uncooled VOx microbolometer FPA 160 × 120 pixels, 52-μm pitch Germanium |
| Optics JANOS Technology Surnia Lenses 40588-AA1/F#0.86 |
| Image format RAW |
| Control Gigabit Ethernet link |
| Integration time 16.67, 33.33, and 50 ms |
| Other functions TEC driver Microshutter electronic driver |
| Power supply 9–12 V DC |
| Operating temperature 10, 15, and 20 °C |
| Blackbody sources CI systems planed blackbody sources |
where \( N \) represents the number of frames recorded at a specific uniform irradiation of the blackbody temperature \( T_{BB} \), and \( x_{i,j} \) is the signal amplitude of pixel \( i \) in frame \( j \). The mean value \( <x_i> \) is defined as

\[
<x_i> = \frac{\sum_{j=1}^{N} x_{i,j}}{N}.
\] (2)

The mean time-variant noise \( \sigma_{tn} \) of the total detector array consisting of \( n \) individual pixels is calculated as

\[
\sigma_{tn} = \sqrt{\frac{\sum_{i=1}^{N} \sigma_{tn,i}^2}{n}}.
\] (3)

The time-variant noise \( \sigma_{tn} \) is related to the background temperature \( T_{BB} \) and to the integration time of the detector array and the method of calculating the standard deviation results in an optimistic result, as \( 1/f \) noise is partially removed from the data in the equation. An improvement in the temperature resolution is obtained by increasing the background temperature and the integration time of the FPA. The unified response curve \( <y(T_{BB})> \) to which all pixels are corrected is defined by the array signal average as

\[
y(T_{BB}) = \frac{\sum_{i=1}^{n} <x_i(T_{BB})>}{n}.
\] (4)

The derivative of \( <y(T_{BB})> \) with respect to \( T_{BB} \) yields the responsivity required to convert the time-variant noise \( \sigma_{tn} \) into the \( NETD \), the conversion of which is achieved with the signal transform function (SiTF).

\[
NETD(T_{BB}) = \sigma_{tn}(T_{BB}) \frac{d<y(T_{BB})>}{dT_{BB}}.
\] (5)

For typical data sets as they are recorded in this analysis, Eq. (5) is used to determine the \( NETD \). Moreover, sigma \( NETD \) is defined as the FWHM of the extent of the \( NETD \) histogram.

2.2 \( RI \)

The dimensionless figure of merit \( RI \) is defined for any frame of the video stream as

\[
RI = \frac{\|h * x_{i,j}\| + \|v * x_{i,j}\|}{\|x_{i,j}\|}.
\] (6)
Here, \( h \) represents the horizontal mask or filter \([1, -1]\), the vertical filter \([1, -1]^T\), \( \|x_{i,j}\|_1 \) the \(L_1\) norm of \( x_{i,j} \), and * the discrete convolution operator. In the denominator of Eq. (6), normalization by \( \|x_{i,j}\|_1 \) makes \( RI \) invariant to the grey scale and image dimensions under scaling. The two terms in the numerator of Eq. (6), \( \|h \ast x_{i,j}\|_1 \) and \( \|v \ast x_{i,j}\|_1 \), measure the variations between neighboring pixels along the horizontal and vertical directions of the image, respectively. It is to be noted that \( RI \) is zero for a uniform image, and it increases with the pixel-to-pixel response variations in arrays and sensors of the imager under temporal noise free. As non-uniformity is used to describe the FPA, this characteristic is relevant to the examination of bare FPAs, because it can be used to determine the level of compensation required to satisfy the specifications of sensor performance. Moreover, \( RI \) can be also used as a measure of non-uniformity correction and a useful indicator of the thermal imaging performance affected by the presence of FPA noise.

Table 2 summarizes the resource utilizations in terms of computation time. Concerning the utilization of CPU time, the calculation of the \( RI \) is more cost-effective than that of the \( NETD \) histogram with its FWHM. The computation time for the \( RI \) estimation is reduced by about 50% with respect to that for the \( NETD \) histogram and the FWHM of the statistical \( NETD \). Nevertheless, the FWHM of the \( NETD \) histogram forms an important statistical physics concept.

3. Results and Discussions

To examine the performance of the VOx microbolometer FPA under varying integration times at three different operating temperatures as achieved via the adjustment of a thermoelectric cooler (TEC), the statistical \( NETD \) histogram is calculated from 30 sequential frames, and \( RI \) is calculated from each 50-frame interval of the 300-frame digital video streaming data captured by the experimental setup. The electrical bandwidth is determined by the integration time of the microbolometer, and this bandwidth is significant for analyzing thermal fluctuation noise and suitably setting the integration time.

Figure 3 shows the dependence of the \( NETD \) on the integration times at three different operating temperatures. It is obvious that the mean \( NETD \) values decrease while the integration times increase at the three different operating temperatures of 10, 15, and 20 °C. The lower operating temperature of the VOx microbolometer FPA, the smaller the \( NETD \). The reduction in the thermal noise of the thermistor-type bolometer detector with decreasing operating temperature can easily be deduced. However, the integration times are inversely proportional to the \( NETD \), probably due to the increase in detector sensitivity and signal dynamic value.\(^{(13)}\)

Figure 4 depicts the evaluation results for the \( NETD \) histogram and its FWHM for integration times of 16.67, 33.33, and 50 ms at operating temperatures of 20, 15, and 10 °C for the
IRXCam160 camera mounted with the IR optics F/0.86 lens. After calculations and analyses, under a nominal operating temperature of 20 °C, the average $NETD$s are obtained as 138, 103, and 92 mK for integration times of 16.67, 33.33, and 50 ms, respectively. Furthermore, when the operating temperature is as low as 10 °C, the mean $NETD$ decreases to ~77 mK for an integration time of 50 ms. The sigma $NETD$ (FWHM of the $NETD$ histogram) value is also the lowest [i.e., below 30 mK, Fig. 4(i)] for these conditions. This result can be mainly attributed to the contribution of different types of noise (Johnson noise, thermal fluctuation noise, and background scene noise) to the $NETD$ histogram.\(^{(13)}\) The major noise source is the Johnson noise related to the bandwidth of the bolometer FPA. But the electrical bandwidth is determined by the integration time of the bias pulse to measure the resistance of the bolometer, and this bandwidth is important for analyzing the system contributions of Johnson noise. The electrical biasing generates Joule heating and causes a change in the resistance of the bolometer detector. If the bias current is too high or biased for a long duration, it results in excessive heating and permanent damage to the bolometer detector. Similarly, if the bias current is too low, it results in low responsivity in the bolometer detector. If the bolometer detector is biased for a long duration, it results in high temperature drift in the bolometer detector due to self-heating.\(^{(14)}\) Accordingly, for our experimental setup, the bolometers are pulse biased with a nominal value of bias current. The second source of noise stems from temperature fluctuations in the detector caused by heat conductance variations between the bolometer and the surrounding substrate with which the bolometer pixel is in thermal contact.\(^{(15)}\) A third source is the background scene noise resulting from irradiative heat exchange between the bolometer and the surrounding environment that is being observed. An increase in integration time related to the bandwidth results in increase in the bolometer response while the noise figure is identical under the same operating temperature; consequently, the $NETD$ decreases. Moreover, sigma $NETD$ decreases with increasing integration times, and it increases with increases in the imaging frame rate and operating temperature. This may be to due to the larger deviation of each pixel driven by a higher image frame rate and operating temperature.

Fig. 3. (Color online) Mean $NETD$ of microbolometer FPA as a function of integration time at three different operating temperatures.
From Eq. (6), the normalized $RI$ values that depend on the integration times and operating temperature are calculated and listed in Table 3. These values are compared with the ratio of sigma $NETD$ and integration time normalized by scaling between 0 and 1 (Fig. 5). An identical approach is adopted for the normalized curve under a nominal operating temperature of 20 °C. We can obviously conclude that the $RI$ and the normalized sigma $NETD$/integration time by the scaling of $[0, 1]$ can both be regarded as the correlation indexes for the evaluation of FPA uniformity and noise figure depending on operating temperatures and integration times shown in Fig. 5.

Initially, the continuous video streaming data extracted by the NI PXI acquisition card with an interval cycle of 300 frames was not used for recalibration in the duty cycling period. Then,
to achieve high uniformity in a thermal image, the thermal camera must be calibrated using the two-point temperature non-uniformity correction scheme. Figure 6 shows the $RI$ of the VOx-bolometer-based FPA for varying integration times $\tau$ at the three operating temperatures (20, 15, and 10 °C) as a function of the image number frame as computed in the Matlab platform using high double-precision format computation data. The IRXCAM-160A thermal camera is fundamentally limited by temperature fluctuation noise arising from radiant power exchange with the background scene, and it is usually favored in a longer wavelength spectral range than the IR camera based on photon detectors, which are essentially limited by generation–recombination noise arising from photon exchange with the radiation background. Each active bolometer pixel on the FPA is sensitive to IR irradiation and thermally shorted to the silicon substrate, and therefore, there is a change in the resistance due to the pulsed constant bias applied per active bolometer pixel related to the underlying integration capacitor of the readout integrated circuit (ROIC) during a given interval of integration time. The integration time increases and the readout voltage adds up continuously so that the output signal increases linearly in contrast to the constant noise due to resistance fluctuations on the bolometer pixel.

Table 3
Integration times, sigma $NETD$, sigma $NETD/\tau$, mean $NETD$, and $RI$ for operating temperatures of 20, 15, and 10 °C.

| TEC, $T_{sp}$ (°C) | Integration Time $\tau$ (ms) | Sigma $NETD$ (mK) | Sigma $NETD/\tau$ (K/s) | Mean $NETD$ (mK) | $RI$ ($\times 10^{-3}$) |
|-------------------|-----------------------------|-------------------|-------------------------|-----------------|------------------------|
| 20                | 16.67                       | 46.3              | 2.77                    | 137.9           | 19.4                   |
|                   | 33.33                       | 41.1              | 1.23                    | 102.7           | 16.1                   |
|                   | 50                           | 36.9              | 0.74                    | 91.7            | 14.8                   |
| 15                | 16.67                       | 43.7              | 2.62                    | 118.5           | 17.3                   |
|                   | 33.33                       | 39.2              | 1.18                    | 96.9            | 15.6                   |
|                   | 50                           | 33.6              | 0.67                    | 83.8            | 14.2                   |
| 10                | 16.67                       | 42.7              | 2.56                    | 112.5           | 16.5                   |
|                   | 33.33                       | 38.0              | 1.14                    | 92.0            | 13.8                   |
|                   | 50                           | 29.6              | 0.59                    | 76.6            | 11.8                   |

Fig. 5. (Color online) Comparison of the normalized sigma $NETD/\tau$ with $RI$ for TEC $T_{sp} = 20$ °C as function of $\tau$ ranging from 16.67 to 50 ms.
and stable 1/f noise under a specific electronic spectrum. It is interesting to observe that RI decreases with a smaller deviation of the interpixel response on the arrays due to longer integration times and lower operating temperatures. The RI can approach a value of $12 \times 10^{-3}$ (dimensionless). Simultaneously, the variations in RI are stable even under the longer interval cycle of 300 frames. This means the real-time RI monitoring becomes the essential factor for evaluating the performance of a thermal camera over a long operating period. Once the interval RI value is below the threshold quantity, the recalibrated process for non-uniformity on the FPA may need to be implemented immediately to ensure high-performance thermal imaging.

Figure 7 shows the RI as the function of the operating temperatures for “short” (16.67 ms) and “long” (50 ms) integration times before two-point temperature correction. We observe that, below 15 °C, the differential values of the RI between 16.67 and 50 ms are almost the same. For operating temperatures greater than 15 °C, the differential values are smaller than those for the temperature range of 10–15 °C. This result indicates a larger degradation of the image (lower
RI) with higher operating temperatures; that is, the RI is more sensitive to higher integration times in the given range of operating temperature. We can deduce that a smaller difference between the operating temperature and blackbody temperature results in a larger variation in the signal response of the interpixels due to susceptibility to noise interference. In addition, we have derived the relations of RI between mean NETD and sigma NETD based on the Gaussian function $f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}}$, where $\sigma$ is standard deviation. The FWHM is given by the distance between points on the curve at which the function reaches half its maximum value $[\text{FWHM} = 2\cdot\sqrt{2\cdot\ln2} \cdot \sigma]$. Applying the Gaussian function, the expression is revised as

$$\text{Counts(NETD)} = a/\exp\left(\frac{\text{NETD} - t}{\sqrt{2\sigma}}\right)^2,$$

where $a$ and $t$ are fitting parameters. The NETD values of all pixels (counts) in the microbolometer FPA are curve-fitted well under $TEC = 20, 15$ and, $10^\circ$C and frame rates of 10, 15 and 30 Hz, respectively. Where normally assumed $t \approx \text{mean NETD}$ and under the previous definitions and derivations, FWHM of NETD distribution is expressed as sigma NETD and its value is the same $2\cdot\sqrt{2\cdot\ln2} \cdot \sigma$. In addition, $v/g = 2\cdot\sqrt{2\cdot\ln2} \cdot \sigma$, where $g$ is an experimental constant; we combine the two equations, then the mean $\text{NETD} \approx t = \text{sigma NETD} \cdot g$, where $g \approx 2.09–2.23$. From Table 3, the ratio of sigma NETD and RI equals approximately $2.62 \times 10^{-4}$, i.e., $RI \approx 3.8 \times 10^{-4} \cdot \text{sigma NETD}$. In summary, the relationship expressed with $RI \approx 3.8 \times 10^{-4} \cdot \text{sigma NETD} \approx 1.76 \times 10^{-4} \cdot \text{mean NETD}$ is derived and behaves linearly.

Figure 8 shows photographs acquired with the thermal camera for the conditions described. Image (f) in Fig. 8 is of the highest quality (integration time of 50 ms and operating temperature of 10 °C with other conditions remaining constant). Images (d) to (f) in Fig. 8 (integration time of 50 ms) exhibit higher contrast than those of images (a) to (c) (16.67 ms) under the same global electronic gain condition after the two-point temperature correction process. The tendency of the imaging results is consistent with the estimation of the $RI$ (Fig. 7).
4. Conclusions

In this study, we evaluated the performance of a thermal imager based on the parameters of $\text{RI}$, $\text{NETD}$, and the FWHM of the $\text{NETD}$ histogram. We determined that the imaging quality of the IR FPA is mainly degraded by temporal noise arising from higher operating temperatures for shorter integration times. Parameters of mean $\text{NETD}$ and sigma $\text{NETD}$ were mainly used for the evaluation of the thermal imaging camera, the parameters of which are closely related to the $\text{RI}$. From our results, we conclude that, via real-time monitoring, the $\text{RI}$ can be recalibrated to ensure better uniformity of the IR bolometer FPA when the level of the $\text{RI}$ is below a threshold value. Comprehensive parameters such as the mean $\text{NETD}$, sigma $\text{NETD}$, and $\text{RI}$ are required for advanced uncooled VOx-bolometer-based thermal imagers for imaging predictions regardless of the integration time and operating temperature. We believe that our findings significantly contribute to the field of IR imaging.
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