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Abstract. In this paper we investigate how implementing machine learning could improve the efficiency of the search for Trans-Neptunian Objects (TNOs) within Dark Energy Survey (DES) data when used alongside orbit fitting. The discovery of multiple TNOs that appear to show a similarity in their orbital parameters has led to the suggestion that one or more undetected planets, an as yet undiscovered “Planet 9”, may be present in the outer Solar System. DES is well placed to detect such a planet and has already been used to discover many other TNOs. Here, we perform tests on eight different supervised machine learning algorithms, using a dataset consisting of simulated TNOs buried within real DES noise data. We found that the best performing classifier was the Random Forest which, when optimised, performed well at detecting the rare objects. We achieve an area under the receiver operating characteristic (ROC) curve, \( (AUC) = 0.996 \pm 0.001 \). After optimizing the decision threshold of the Random Forest, we achieve a recall of 0.96 while maintaining a precision of 0.80. Finally, by using the optimized classifier to pre-select objects, we are able to run the orbit-fitting stage of our detection pipeline five times faster.
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1. Introduction

The idea that additional planets may be present in the outer solar system has existed in astronomers minds since the successful prediction and subsequent discovery of Neptune in 1846 (Le Verrier 1839, Galle 1846). Indeed, the discovery of the once major planet Pluto came as a direct result of a rush to find further planets (Tombaugh 1946). After finding many other minor bodies in the outer solar system, the possibility of there still being a large planet left to discover seemed unlikely. However, recent detections of more Trans-Neptunian Objects (TNOs) have led to a resurgence in hunting for the elusive “Planet 9”.

This rekindled excitement was caused by an observed similarity of orbital parameters of certain TNOs, and was first noted by Trujillo and Sheppard (2014) in their detection of 2012 VP113. Objects like 2012 VP113 have higher eccentricities, inclinations, and orbit further from the sun than the majority of TNOs, giving them the name “Extreme-TNOs” (ETNOs). ETNOs typically have a semi-major axis, $a > 150\text{AU}$, and a perihelion distance, $q > 30\text{AU}$, and it was shown that these objects displayed a grouping with similar arguments of perihelia, $\omega \approx 0^\circ$, that could be explained by a large distant planet (Batygin and Brown 2016). The initial theory was that this planet caused the similar orbital elements via the Kozai mechanism (Kozai 1962) whereby the oscillating argument of the objects, about a value of either $\omega = 0^\circ$ or $\omega = 180^\circ$, would cause an exchange between the eccentricity and inclination of the body. However, this seemed improbable due to the lack of observations of TNOs with $\omega = 180^\circ$ (de la Fuente Marcos and de la Fuente Marcos 2014). Instead it was suggested by Batygin and Brown (2016) that the planet would cause similarities in both the argument of perihelia, $\omega$, and the longitude of ascending node, $\Omega$, by a resonant perturbation mechanism, which could then also account for other features seen in the Kuiper Belt (Batygin and Brown 2016).

Having another major planet in the outer Solar System would result in other observable effects. Both Gomes et al. (2016) and Bailey et al. (2016) suggested that the six-degree Solar obliquity could be explained as a natural result of the additional planet. And, as discussed by Fienga et al. (2016), a Planet 9 with a true anomaly of $v \approx 120^\circ$ would significantly reduce the observed Cassini residuals. There have also been further studies which have reexamined the likeliness of an additional planet, with Cáceres and Gomes (2018) having suggested that in fact smaller perihelion distances provide better confinements.

However, there is still no consensus on whether the resonant perturbation mechanism is sufficient to describe the observed clustering of TNOs, what the most likely parameters of the planet are, or if it is in fact likely for there to be a planet at all (Batygin et al. 2019). There have been several alternative proposals for how such a clustering of TNOs could be explained, ranging from regular secular dynamics being sufficient (Beust 2016), to the possibility of a primordial Black Hole (Scholtz and Unwin 2019) which could have been captured instead of a free-floating planet. Furthermore, there are other difficulties of explaining such a Planet 9 as it’s thought to be unlikely to have migrated into its current orbit, or to have been a captured free-floating planet (Parker et al. 2017).

Finally, it is also uncertain if the grouping of TNOs that the entire Planet 9 hypothesis was based on is actually due to observational bias (Bernardinelli et al. 2020). Using the Outer Solar System Origins Survey (OSSOS) (Bannister et al. 2016, Shankman et al. 2017) discovered eight ETNOs where they claim have orbital parameter distributions consistent with what they would expect to detect and not grouped by a ninth Planet. Whereas Brown (2017) argues that the observed ETNOs must be grouped by external perturbations (Brown and Batygin 2019). Sheppard et al. (2018) also suggest that an additional planet is still favoured, but concede that more studies would need to be done which fully take into account the selection functions of the various surveys used to observe the ETNOs. It’s essential to enhance the current search and discover more ETNOs to place further constraints on the Planet 9 hypothesis. However, regardless of the existence of Planet 9, more TNOs need to be discovered to better understand the structure of the outer Solar System.

The Dark Energy Survey (DES), while constructed as a cosmological survey, is perfectly situated to discover faint objects in the outer Solar System with its repeat observations in a 5,000 square degree footprint, and its ability to identify very dim objects with a $10\sigma$ limiting magnitude of 23.2 in the r-band (Neilsen et al. 2016) using its powerful camera, DECam (Flaugher et al. 2015). Because a Planet 9 with a mass in the range $5 < M < 10M_\odot$ would have an aphelion magnitude of between $21.2 < V_{mag} < 24$ (Batygin et al. 2019), it should be detectable within the DES footprint. Indeed, DES and DECam have already been used to discover many TNOs, including two of the ETNOs first used to hypothesise the presence of Planet 9 (Trujillo and Sheppard 2014, The Dark Energy Survey Collaboration 2016). Gerdes et al. (2016, 2017, Becker et al. 2018, Khan et al. 2018, 2020, Lin et al. 2019, Bernardinelli et al. 2020a).

Our current process of detecting ETNOs and other distant objects in DES is to first combine observations of objects across different images. This is done by linking pairs of objects moving across images where
the observed motion is consistent with Earth’s parallax motion (Khain et al., 2020). These pairs can then be joined to give sets of three points in three different images taken on three separate nights. With these sets of three points, (which we call triplets), it’s then possible to fit them to an orbit to determine if there can be a bounded orbit well defined by the 6 parameters: Semi-major axis, \(a\); Eccentricity, \(e\); Inclination, \(i\); Longitude of ascending node \(\Omega\); Argument of perihelia, \(\omega\); and the Mean Anomaly, \(M\) (Bernstein and Khushalani, 2000).

Currently this process of orbit fitting is the slowest stage in our detection pipeline, and as the vast majority of triplets formed were from linking pixel-level fluctuations and artifacts that remained after difference imaging (Kessler et al., 2015) (which we refer to as noise), a lot of time is spent identifying this noise. In this paper we suggest an alternative method by implementing machine learning (ML), which is separate from the work done by Bernardinelli et al. (2020a) and Holman et al. (2018) who aimed to reduce the number of erroneous triplets that were initially linked. The machine learning classifier acted as an extra preprocessing stage to filter through the sets of triplets, identifying and eliminating the majority of the triplets that result from noise in the data, and hence speeding up the orbit fitting stage. The first step of this process was to train the ML algorithms on simulations of ETNO triplets created using a survey simulator. Simulations were necessary as there simply weren’t enough real observations of these distant objects to form a sufficient training set; however, it was possible to combine these simulations with real noise data to ensure the training data was representative.

Eight different supervised ML algorithms were trained and tested, each contained in the Scikit-Learn python package (Pedregosa et al., 2011), and it was found that for this task of classifying rare events, the Random Forest classifier (RF) was the best performing algorithm. Once optimised and implemented in the detection pipeline the RF allowed for 80% of the noise triplets to be removed before performing orbit fitting which as a result could then be run five times faster.

In the following Sec 2 we describe the process of creating the simulated datasets that were used, and then summarise how to extract useful features. In Sec 3, we describe the ML algorithms tested and how the final classifier was optimised before giving the results in Sec 4. We then implement the classifier into the full search pipeline in Sec 5., and finally conclude our work in Sec 6.

2. Data Simulations and Feature Extraction

To be able to implement a supervised ML system, the ML algorithms first had to be trained and tested on data where the classifications were already known. As our problem focuses on finding rare events, there was not sufficient real data to form a large enough, and effective, training set to determine the algorithms’ usefulness. Thus, synthetic objects were created and used to make simulated detections of ETNOs and possible Planet 9s within DES.

The simulations of detected ETNOs, and possible Planet 9s, were made using a survey simulator (Hamilton et al., 2020) which took an array of orbital parameters of objects given in Table 1 and by using these fake orbits, calculated whether or not each object could ever be visible in DES. For the objects which could be detected, the simulator gave their positions in each DES image which could then be linked across multiple images. As the simulated objects were so distant, their motion across images was dominated by Earth’s parallax motion, so pairs of objects could be found by linking the objects with motion consistent with the parallax motion. Pairs with common points were then combined to form triplets, sets of three points linked across three different images, as three points was the minimum requirement to perform an orbit fit to determine whether the observed points corresponded to an object or arose from noise in the images (see Sec 5. for a more complete description of the detection pipeline).

The majority of the dataset used was made up of real data which contained \(\approx 250000\) triplets that had previously been linked but shown to result from noise after using the original method of performing a full orbit fit on every triplet detected. Although these real triplets could contain some small number of detections of objects which were miss-classified, the vast majority were confidently due to noise, and the machine learning algorithms used shouldn’t have been noticeably impacted. The real data acted as the sea of negatives, in which we searched for the much rarer positive triplets, of which around 10000 were made from the simulated objects. However, even with a far more noise triplets compared to the triplets from simulated objects, this imbalance in the dataset was still less than would be observed in real data where over 99.9% of triplets result from noise.

With the data prepared the next important step was feature extraction, whereby the features which were used by the ML algorithms were selected. In the case of having many raw parameters, one of the main aims of feature extraction is to lower the dimensionality of the data. There are several ways to reduce the dimensionality but perhaps the common way this can be done is by using the coefficients of
Table 1. Range of the 4 orbital parameters which were required by the Survey Simulator to create fake ETNOs and Planet 9s. In addition to these parameters the three further orbital parameters required to fully describe an orbit - Mean anomaly (M), argument of perihelion (\(\omega\)), and longitude of ascending node (\(\Omega\)), were also taken to have a uniform distribution. With these parameters the Simulator generated fake observations which could then be linked to generate the fake triplets used for the training data.

| Parameter     | Range                      |
|---------------|----------------------------|
| Semi-major axis, \(a\) | \(150\text{AU} < a < 1000\text{AU}\) |
| Eccentricity, \(e\)     | \(0 < e < 1\)             |
| Inclination, \(i\)      | \(0^\circ < i < 90^\circ\) |
| Absolute Magnitude, \(H\) | \(1 < H < 10\)           |

principal component analysis (PCA) (Pearson, 1901) as features instead of features taken directly from the raw data. However, our specific problem had a very low dimensionality to begin with, and as such the process of feature extraction became more of a task to see what transformations could be made to the data to give the features which resulted in the best classifications.

The raw data output by DES and the simulator contained the positions on the sky of each possible object in the image along with the time of observation. The most basic features which could be used were therefore the positions of the object in each image and the times of observation, giving a total of 9 features. However, instead of using the equatorial coordinates right ascension (RA) and declination (Dec), which were given as outputs in the raw data, it was found that by transforming the data into other coordinate systems the classifications could be greatly improved. As we were dealing with Solar System orbits it made more sense to use ecliptic coordinates to allow the ML algorithms to more easily infer whether or not the observations could result from a real orbit.

Furthermore, instead of using the ecliptic positions of longitude and latitude of each of the three points with the times they were observed, as we were investigating moving objects, the positional data of individual points could be combined with their times to give the velocities between points in the triplet. And since we were interested in the overall motion, these velocities could be combined as in equations (1)\&(2) to give changes in the velocities between each of the points.

\[
\begin{align*}
dvlon &= \frac{vlon_{12} - vlon_{23}}{vlon_{12} + vlon_{23}} \\
dvlat &= \frac{vlat_{12} - vlat_{23}}{vlat_{12} + vlat_{23}}
\end{align*}
\]

This reduced the initial 9 features from the coordinates down to just two, but to include all the information about the trajectory of the object, the cosines of the angles between points in the triplet were also included as features. This resulted in the final four features used by the ML algorithms: the change in longitudinal and latitudinal velocities (dvlon, and dvlat), and the cosine of the angles between points (cos12, and cos23), which is displayed in Figure 1 of a triplet.

3. Machine Learning Methodology

Having extracted the useful features, the next stage was to test various ML algorithms to determine which algorithm would give the best classification results. Here we perform tests on eight different supervised ML algorithms with the aim of implementing a new ML stage to increase the efficiency of our TNO detection pipeline. Each of the classifiers, described below in section 3.1, were tested using the method described in section 3.2, with a full description of the optimisation performed given in section 3.3, and the metrics shown in section 3.4. Finally, the classification results are discussed in section 4.

3.1. Description of classifiers

3.1.1. Naive Bayes

Naive Bayes is a supervised algorithm that applies Bayes Theorem with the “naive” assumption that each pair of features is independent (Hand and Yu, 2001). For the class variable \(y\), (in this case the label specifying whether the triplet results
from an object or noise), and a dependent feature vector \( x_i \) (which here was the vector of the four features dylon, dvlat, cos12, and cos23 described in Sec 2.), Bayes Theorem can be applied, where we use Maximum A Posteriori estimation to obtain an estimate for \( P(x_i | y) \) and \( P(y) \), where \( P(y) \) is simply the relative frequency of class \( y \) in the training set. We tested a Gaussian Naive Bayes where the likelihood is estimated using maximum likelihood estimation, and using these probabilities given by equation 3, we can then use Bayes Theorem to obtain the final probability of obtaining the class \( y \) given the features \( X \) which gives the classification result.

\[
P(x_i | y) = \frac{1}{\sqrt{2\pi}\sigma_y} \exp\left(-\frac{(x_i - \mu_y)^2}{2\sigma_y^2}\right) \tag{3}
\]

\[
P(y | X) = P(x_1 | y) \times P(x_2 | y) \times \ldots \times P(x_i | y) \times P(y) \tag{4}
\]

### 3.1.2. Logistic Regression

Logistic Regression (LR) is a linear model used to make classifications, where the probabilities describing the outcome are modeled using the logistic function \( \text{Logistic} \). As a linear model the target class variable \( y \) is assumed to be a linear combination of the features \( x_i \) with coefficients \( \omega_i \), as given in equation 5, and the model fitting is analogous to least squares regression.

\[
y(w, x) = w_0 + w_1x_1 + \ldots + w_ix_i \tag{5}
\]

### 3.1.3. Multi-layer Perceptron

A Multi-layer Perceptron (MLP) is an example of a deep neural network, consisting of at least three layers of nodes with the input, output and a minimum of one hidden layer. Similar to logistic regression, MLP learns a function to map the set of input features to the target vector; however, it differs from LR with the non-linear hidden layers which allow MLP to approximate any continuous function \( \text{MLP} \). In the input layer, each node represents a single feature. The following hidden layers then act to transform the previous layer using nodes which represent a different weighted linear summation of the input followed by a non-linear activation function. Finally the output layer takes the values from the previous hidden layer and transforms them into the output values. The weights of the linear summations are adjusted in training using backpropagation, where the gradient of the error function is calculated from the final layer backwards. The calculation of the gradient at each layer is reused in the computation of the gradient for the previous layer, and this backwards flow of information allows for more efficient computation of the gradient at each layer.

### 3.1.4. k-Nearest Neighbours

k-Nearest Neighbours (kNN) is an instance-based ML algorithm, whereby it doesn’t attempt to make a general model used to classify data, but instead stores the training data which is used to classify new points. The classification is made by using a predefined number of points, \( k \), in the training sample which are closest to the new data point, and the classifier then predicts the class of the new point based on these neighbours \( \text{Altman 1992} \). Increasing the value of \( k \) will typically reduce the effects of the scatter of values, however, it will also make the classification boundary less distinct and can result in overfitting.

### 3.1.5. Decision Trees

Decision trees (DT) \( \text{Breiman et al. 1984} \) are non-parametric classifiers which work by using the data features to learn simple decision rules. These rules are basic if-then-else statements that are used to split the data into branches \( \text{Ball and Brunner 2010} \), and the tree is trained by recursively selecting the best feature split according to a pre-selected metric \( \text{Morgan and Sonquist 1963} \).

While Decision trees can give a high accuracy, they aren’t good at generalising the data, and are typically complex and overfitted to the training data. This could be improved by ‘pruning’ the tree to make it a simpler model which could apply to more data, or by using an ensemble method which combines multiple decision trees to reduce overfitting in one of two ways: boosting or bagging.

### 3.1.6. Boosted Decision Trees

Boosted Decision Trees (BDT) are the first ensemble method we considered, and multiple types of boosted classifiers were tested. The first was AdaBoost \( \text{Freund and Schapire 1997} \) where the process of boosting is applied by repeatedly fitting the same dataset, but each time increasing the weights of incorrectly classified objects. This should result in a classifier that focuses more on the rarer cases.

The second method of boosting used was Gradient Tree Boosting where the boosting is generalised by using an arbitrary differentiable loss function which is then optimised \( \text{Friedman 2002} \). The loss function can be either binomial deviance or exponential, with the exponential loss function recovering the AdaBoost method; however, we found the deviance loss function to result in a better performing classifier for this problem.

### 3.1.7. Random Forests

Random Forests (RF), such as the example in Figure 2, are another ensemble method that take many Decision Trees and averages their predictions \( \text{Breiman 2001} \). The forest is made by taking the entire dataset and sampling
Figure 2. Flow chart showing the construction of a Random Forest. The data is sampled with replacement resulting in many decision trees being trained on random subsets of the data. A second element of randomness is then added where the feature splits performed in each tree are no longer the splits resulting in the highest information gain, but rather the best splits are taken from a random subset of the features. The class outputs of all the individual trees in the forest are averaged to give the final prediction, which has a much reduced variance and isn’t as prone to overfitting as a single decision tree.

3.1.8. Extremely Randomized Trees

The Extremely Randomized Trees (ERT) (Geurts et al., 2006), or “Extra Trees”, classifier was the final ensemble method tested. It is similar to the random forest with an extra step of randomness. When the feature splits are made, instead of using the most discriminative thresholds of the features, thresholds are picked at random for each feature and the best of these random thresholds is then used as the splitting decision rule. This usually acts to reduce the variance even more, at the expense of slightly greater bias.

3.2. Methodology

To test each of these supervised ML algorithms, the data first had to be split into training, testing, and validation sets. We also performed cross-validation (Kohavi, 1995) across the train/test set to select the best combination of hyperparameters, the parameters which are used to build the ML algorithms (see Sec 3.4 for a full description of the Optimisation), and to be able to identify and minimise the impact of any possible overfitting. We used a random split taking 70% of the data to be used to train the algorithms, giving a healthy training set size with over 200000 triplets, and leaving the remaining 30% for tests and validation. However, due to the nature of the problem of looking for rare events, the datasets were incredibly imbalanced which could cause problems when trying to perform the classifications. Rather than forcibly making balanced datasets, which then wouldn’t be representative of the true data, certain algorithms (LR, DT, RF, ERT) could take into account the class imbalance by applying a weighting to the data during the training.

Another common step taken before training any algorithm is to scale the data, making all the features have a range $0 < |feature| < 1$. This can be useful if the ML algorithm uses gradient descent, as convergence will occur much faster on normalised data (Johnson and Zhang, 2013). It can also be necessary if the data features have different units and varying ranges of values, as some models are sensitive to magnitude or use the euclidean distance between points such as kNN. However, scaling could also remove useful information if the difference in ranges of the features is important or resulting from some physical effect. Furthermore, scaling may not even be possible if the full range of data isn’t known. In these tests, although scaling was also applied, it was found to make very little difference to the performance of the majority of the classifiers and was ignored when implementing the final RF classifier.

3.3. Hyperparameter Optimisation

The final step of creating the ML algorithms to be tested was to state the hyperparameters. Hyperparameters are the parameters of ML algorithms that get set prior to the learning process, and are used to create the algorithms, allowing all other parameters of the model to be learned from the training data. As an example, in random forests these hyperparameters include the number of estimators, which is the number of trees that make up the forest.

We tested three different methods of optimisation each of which required a grid of hyperparameters to be defined. This grid defines the hyperparameters and the range of values to be tested. The final thing needed...
to perform optimisation is the metric that is being optimised for. As described in the following section, the recall was the most informative metric for this problem of searching for rare objects and therefore we optimised the algorithms to give the best possible recall scores.

The first method, ‘Brute Force Optimisation’, is a method where all possible combinations of the hyperparameters in the grid are tested. While this is a computationally expensive task, it is the most complete way to optimise a ML algorithm. The next method used was ‘Random Optimisation’ in which a predefined number of iterations were performed with a random selection of the hyperparameters from the grid. This method is far faster than testing every combination in the hyperparameter grid, and although it will usually give a slightly worse result, it’s only a small difference when compared to the amount of time saved. Similarly the final method, ‘Bayesian Optimisation’, iterates until it converges on the best set of hyperparameters (Snoek et al., 2012). This method is a good middle ground, slightly more thorough than a completely random search, but nowhere near as exhaustive as the brute force method.

For the initial tests of all of the ML algorithms a simple brute force search was completed on the grids defined in Table 2. However, after the results of these tests were obtained (which are shown in Table 6 in Sec 4), and the Random Forest was selected as the best performing classifier, a more complete optimisation was performed. All three optimisation methods were tested on the larger grid given in Table 3 and the results are given in Table 4.

While all three optimisation techniques were successful in improving the performance, the Brute force method did give the largest improvements. However, the differences were minimal, and the factor of 10 difference in the time taken compared to the other methods makes using one of the alternative methods more appealing. Furthermore, while changing the hyperparameters does fine tune the algorithm and improve classification results, the effect is far less than changing the data itself and to improve the results any further one would need to add features in the data processing stages.

3.4. Metrics

Once the classifiers had been trained and tested their performance had to be determined. There are various metrics that can be used for analysing ML algorithms, the simplest of which is the classification accuracy. Although using the accuracy gave a quick way to determine how well a classifier performed, it wasn’t particularly useful in the information it provided. As accuracy is simply the number of true predictions / total predictions, and in this case the majority of the data should be easily identified as a true negative, the null accuracy (predicting everything to be a negative result) was very high at 95%. This means that quoting an accuracy which sounds incredibly good can in fact still be a very poor classifier, as seen in some of our tests. Instead of using the accuracy, far more useful metrics can be obtained from the confusion matrix, a matrix of the true values against the predicted values (Manning et al., 2008).

Table 2. Grids of hyperparameters that were searched when constructing each classifier for the initial tests to be able to compare each of the machine learning algorithms. The hyperparameters used for each classifier are shown in bold, with the exception of NB in which the only hyperparameter which can be set are the prior probabilities which were left to be automatically adjusted according to the data.

| Classifier | Hyperparameter | Array of Values |
|------------|----------------|-----------------|
| LR         | “dual”         | [False, True]   |
|            | “tol”          | [1e-7, 1e-6, 1e-5, 1e-4] |
|            | “C”            | [1.0, 2.0, 3.0, 4.0, 5.0] |
| kNN        | “no. neighbors” | [1, 5, 10, 50, 100] |
|            | “weights”      | [“uniform”, “distance”] |
|            | “leaf size”    | [1, 5, 10, 50]   |
| DT         | “min. samples split” | [2, 5, 10, 50] |
|            | “criterion”    | [“gini”, “entropy”] |
|            | “splitter”     | [“best”, “random”] |
| BDT        | “loss”         | [“exponential”, “deviance”] |
| RF         | “no. estimators” | [10, 50, 100, 200] |
|            | “max. features” | [“auto”, 0.1, 0.4] |
|            | “min. samples leaf” | [1, 5, 10, 20] |
| ERT        | “no. estimators” | [10, 50, 100, 200] |
|            | “max. features” | [“auto”, 0.1, 0.4] |
|            | “min. samples leaf” | [1, 5, 10, 20] |
| MLP        | “hidden layer sizes” | [1, 10, 50, 100] |
|            | “tol”          | [1e-3, 1e-4, 1e-5] |

Table 3. Grid of hyperparameters used by the three different techniques in the optimisation process for the Random Forest. For the Random and Bayesian optimisations only the upper and lower values were used to obtain a random value between the two limits, whereas for Brute force optimisation the specific values within the range also had to be stated. The final hyperparameter values which gave the highest recall score are given in bold.

| Hyperparameter | Array of Values |
|----------------|-----------------|
| “no. estimators” | [1, 10, 50, 100, 200] |
| “criterion”     | [“gini”, “entropy”] |
| “max. features” | [0.1, 0.4, 0.9] |
| “min. samples split” | [2, 5, 10, 20] |
| “min. samples leaf” | [1, 5, 10, 20] |
| “min. weight fraction leaf” | [0, 0.4] |
| “bootstrap”     | [True, False]   |

The confusion matrix, such as the binary example in Table 5 allows for the other important metrics to be calculated from the number of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). The most useful metric in this case was the recall (or completeness / sensitivity).
Searching for TNOs in DES with Machine Learning

| Optimisation technique | None | Brute Force | Random | Bayesian |
|-----------------------|------|-------------|--------|----------|
| Time Taken (s)        | 0.00 | 4343.40     | 4654.01| 7272.07  |
| Accuracy              | 0.9891 ± 0.0004 | 0.9912 ± 0.0004 | 0.9907 ± 0.0003 | 0.9903 ± 0.0004 |
| Recall                | 0.8588 ± 0.0061 | 0.9000 ± 0.0062 | 0.8976 ± 0.0057 | 0.8965 ± 0.0060 |
| Precision             | 0.9129 ± 0.0096 | 0.9265 ± 0.0063 | 0.9139 ± 0.0083 | 0.9085 ± 0.0085 |
| F1 score              | 0.8847 ± 0.0023 | 0.9122 ± 0.0042 | 0.9055 ± 0.0014 | 0.9034 ± 0.0037 |
| AUC                   | 0.9877 ± 0.0026 | 0.9963 ± 0.0011 | 0.9947 ± 0.0009 | 0.9930 ± 0.0011 |

Table 4. Results from using the random forest classifier when optimised using the three different methods as compared to the default classifier given by SciKit-Learn.

Another very useful metric is the area under the curve (AUC) of the receiver operating characteristic curve (ROC curve) (Fawcett, 2006). The ROC curve was plotted with the True positive rate (TPR) against the false positive rate (FPR), resulting in a curve where the ideal result with AUC = 1 would be a straight line up and across. A ROC curve with each of the tested algorithms is shown in Figure 3.

\[
TPR = \frac{TP}{TP + FN} \tag{9}
\]

\[
FPR = \frac{FP}{FP + TN} \tag{10}
\]

4. Classification Results

The full results of the tests are given in Table 6 and all of the quoted results were obtained using 5-fold cross-validation to obtain a value which was unaffected by overfitting, and allowed for the standard deviation to be calculated. The relative usefulness is displayed in Figure 3, a single plot overlaying the ROC curves for each of the classifiers, as well as using box and whisker plots in Figure 4.

From these it’s clear that some of the ML algorithms have completely failed to identify the triplets resulting from the fake objects. MLP found no TPs, and achieved the same as the null result of classifying everything as negative (triplets resulting from noise). LR performed similarly, classifying almost all triplets as negatives, and by falsely classifying some noise as positives (triplets resulting from simulated objects), it had an accuracy lower than that of the null accuracy. While it’s possible that spending more time optimising these algorithms could have resulted in improving them to no longer give the null classification, they also would have continued to classify too many FPs and had a precision too low to improve the efficiency of the search pipeline.

Furthermore, compared with the other algorithms which were able to provide much better results with only the quick optimisation which was carried out on all the algorithms, they were not worth considering for this task.

The remaining classifiers all did much better, not having recall and precision scores close to 0, however, the tree-based classifiers seemed to be the best performing algorithms. Although kNN was somewhat successful, it had both a lower accuracy and precision/recall than most of the tree based methods, and didn’t seem to be an optimal classifier for this problem. NB performed better than all other classifiers for the recall, but while this was the most important metric, it was only able to achieve this high a value by classifying almost half the data as positives, and as such it had a very low precision and by far the worst accuracy. The accuracy and precision being so low meant that it wasn’t a useful classifier on its own, as it wouldn’t be at all efficient when searching for objects; however, it could have been used if combined with other algorithms in a voting system, but this possibility...
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Figure 3. ROC curves for each machine learning classifier tested overlaid to be able to compare their effectiveness. The algorithms compared are: Logistic Regression (LR), K-Nearest Neighbours (kNN), Decision Trees (DT), Boosted Decision Trees (BDT), Random Forests (RF), Extra-Randomised Trees (ERT), Multi-layer Perceptron (MLP), and Naive Bayes (NB). The tree-based classifiers outperformed all others, with the Random Forest (RF) and Extra-Randomised Trees (ERT) being the best. The decision tree classifier (DT) produced a three-point curve as it outputs only the label rather than a predicted probability, giving only a single point of interest to plot.

| Classifier | Logistic Regression (LR) | K-Nearest Neighbours (kNN) | Naive Bayes (NB) | Decision Tree (DT) | Boosted Decision Tree (BDT) | Random Forest (RF) | Extra Randomised Trees (ERT) | Multi-layer Perceptron (MLP) |
|------------|--------------------------|---------------------------|-------------------|-------------------|-----------------------------|-------------------|-----------------------------|-----------------------------|
| Accuracy   | 0.946 ± 0.002            | 0.968 ± 0.001             | 0.503 ± 0.066     | 0.985 ± 0.001     | 0.976 ± 0.001               | 0.990 ± 0.001     | 0.990 ± 0.001               | 0.949 ± 0.001               |
| Recall     | 0.001 ± 0.001            | 0.738 ± 0.009             | 0.926 ± 0.007     | 0.866 ± 0.008     | 0.694 ± 0.007               | 0.892 ± 0.006     | 0.880 ± 0.005               | 0.000 ± 0.000               |
| Precision  | 0.018 ± 0.009            | 0.644 ± 0.005             | 0.088 ± 0.011     | 0.838 ± 0.005     | 0.811 ± 0.012               | 0.914 ± 0.007     | 0.924 ± 0.006               | 0.000 ± 0.000               |
| F1 score   | 0.002 ± 0.001            | 0.690 ± 0.004             | 0.160 ± 0.019     | 0.852 ± 0.005     | 0.747 ± 0.007               | 0.902 ± 0.002     | 0.902 ± 0.004               | 0.000 ± 0.000               |
| AUC        | 0.911 ± 0.006            | 0.859 ± 0.004             | 0.899 ± 0.007     | 0.929 ± 0.003     | 0.984 ± 0.001               | 0.996 ± 0.001     | 0.995 ± 0.001               | 0.866 ± 0.006               |

Table 6. Results from testing the eight different machine learning algorithms described in section 4.1, the metrics were obtained using 5-fold cross-validation which also allowed for the standard deviation to be calculated and is given as the error.
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Figure 4. Box and Whisker plots comparing the accuracy and recall of the various different machine learning classifiers tested. The NB classifier is excluded from the accuracy graph as its value was so low ($\approx 0.5$), and similarly both LR and MLP are removed from the recall plot as their recalls were essentially 0 having recovered the null result of predicting all triplets to result from noise. The interquartile range (making up the box) was obtained by performing cross-validation in the tests of every algorithm, which also provided a standard deviation to be used as the uncertainty. The range of the results was shown by the extended 'whiskers', and the median is shown in red.

is left for future work where we would consider more complex algorithms.

The tree-based classifiers were strong performers, but with some crucial differences between them. The basic DT classifier, although did well classifying the training set, was slightly overfitting despite the cross-validation and had lower metric scores which meant that it wouldn’t be useful when applied to new data. The ensembles methods were much better at addressing this overfitting, but the BDT was consistently worse than the randomised methods due it not being able to handle the huge imbalance between classes. As a result, in all metrics, the boosted trees did worse than both the DT and forest classifiers, making it more similar to kNN in performance and also not useful for this problem. There was less to distinguish between the RF and ERT classifiers which had very similar metrics and performed very well at classifying the rare events; however, the RF was the faster method taking almost half the time to train and complete the classifications. On top of this the RF had a higher recall, suggesting that the additional stage of randomness in ERT was unnecessary for this problem.

Having selected the Random Forest as the most successful classifier, the final step taken to further improve its performance was to change the decision threshold. In making classifications the RF calculated a predicted probability for each triplet to determine the probability of it resulting from noise or a real object. The decision threshold is the value at which the threshold is set so that for probabilities above this threshold the classification is taken to be positive (and the triplet results from a real object), and for probabilities below this threshold the classification is negative (and the triplet results from noise).

The default threshold was set $= 0.5$, however, as can be seen in Figure 5 which shows how the recall and precision change with the decision threshold, we were able to obtain a better result for the recall by lowering this threshold. Although lowering the threshold to our chosen value $\approx 0.2$ resulted in a lower accuracy and precision, the recall improved sufficiently so that we were far less likely to miss a possible detection of a real object. Before changing the decision threshold the RF was missing 163 out of the 4600 (3.5%) triplets from simulated objects that were in the test set. Having changed the threshold, this was lowered to only 73/4600 (1.5%) of the triplets resulting from simulated objects being mis-classified as noise, and although this does mean missing these triplets, in the full pipeline multiple triplets from the same object are almost always required to actually result in a confirmed detection. As such, although some triplets were missed, enough triplets were correctly classified that the vast majority of real objects would still be recovered.

5. Detection Pipeline

After the Random Forest had been found to be the best classifier, optimised, and had the decision threshold changed to further improve its performance, it was
Figure 5. Graph showing the precision and recall scores of the Random Forest classifier as a function of the decision threshold. The default value of the threshold was set to 0.5, however, by changing to the chosen value ≈ 0.2 we were able to achieve a better recall without reducing the precision (and hence efficiency) by too much.

possible to implement the RF into the full search pipeline.

Our pipeline to identify TNOs can be described in three main stages. First, the observational data had to be linked to give the sets of observations that could be of the same object. For each point in the data a linkmap was used to produce an array of all possible points that could be linked to it, determined by whether or not the motion between points seemed to be consistent with Earth’s parallax motion. For TNOs the motion needs to be consistent with Earth’s parallax as they are such distant objects that their proper motion is much less apparent. The output of the linkmap results in pairs of points that could possibly be the same object, and the next step was to take the linked pairs and form triplets, the sets of three points that could all be from the same object. This was done in the same way that the pairs were formed, checking to see if the motion from one set of pairs to the next was consistent.

Once the triplet was formed it needed to be checked to see if it could have actually arisen from an object or if it was an artifact of noise in the data [Kessler et al., 2015]. This was where the ML classifier was implemented as an extra preprocessing step to quickly discard the majority of the triplets which result from noise in the data. After the majority of the noisy triplets had been removed (over 80%), the remaining triplets were fitted to an orbit to see if they could be described by a real orbit of an object, or if they are still due to noise. By removing most of the noise using the ML classifier rather than orbit fitting every triplet, most of this computationally expensive step was saved, and the search was sped up significantly.

The increase in efficiency by implementing ML was evident and the pipeline was run five times faster when using the classifier. This was achieved as, out of the dataset containing around a quarter of a million triplets, only around 10% were kept to be fitted to an orbit, but even after keeping so few of the initial triplets, the classifier only misclassified 73/4600 (1.5%) triplets from simulated objects. Although this is still missing 1.5% of the triplets arising from objects, real objects will be almost always be discovered by multiple triplets. As such having a recall ≈ 0.96 which was achieved by the Random Forest is likely to recover the vast majority of the real objects. This would allow for the edited pipeline which includes the classifier to be run as a quick preliminary search and still be able to detect most of the objects before completing a full analysis.

6. Summary

The classification of rare events, such as this example of searching for ETNOs and a possible ninth Planet, has become an even more important venture in light of the vast datasets becoming available. In the wake of future surveys like the Large Synoptic Survey Telescope (LSST), which will produce 10 million transient events every night, being able to utilise ML methods will be vital to improve efficiencies and allow further analysis to be undertaken.

In this work we’ve shown that implementing ML classifiers using the very user friendly package scikit-learn could be used as a preprocessing step, removing the vast majority of erroneous detections, which helped speed up our discovery pipeline. Having tested eight of the most used algorithms we discovered that the Random Forest classifier was the best performing overall, and had the best functionality of being less prone to overfitting and taking into account imbalanced datasets.

Our results showed that the optimised Random Forest used could perform incredibly well, and achieved an AUC = 0.996. Furthermore, by changing the decision boundary we maximised the recall, giving a recall = 0.96 to ensure that the vast majority of the triplets resulting from real objects could be recovered. We also maintained a high accuracy and precision at 0.99 and 0.80 respectively. This meant
that our method was far more efficient, preventing the vast majority of the triplets resulting from noise from advancing to the orbit fitting stage, and greatly speeding up the pipeline.

If used in parallel with the existing pipeline which fits all triplets to an orbit to ensure it’s 100% complete, implementing machine learning could allow for a useful preliminary search to identify objects more quickly and provide a cross check for the objects passing the orbit fitting.

The work presented here opens the door for analyses on searching for other populations of TNOs in DES data. This method of using machine learning to filter noise could be especially useful to help identify closer objects where the faster motion results in even more noise. It would be desirable to investigate whether the RF classifier would be as effective when applied to these different populations of objects, and implement a ML method at a similar stage in the detection pipeline.

Further investigation could also be done to implement more algorithms in other ways, such as changing the way that points can be linked through images, which will make it possible to further improve the current search pipeline. Improvements such as these will aid the discovery of far more of the TNO population which is crucial information for constraining Planet 9 and learning more about our Solar System.
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