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In the practical application, sensor data collection is an essential means for the system to perceive the intrinsic features of data. The anomaly detection of data points can improve data quality and explore the potential information of data. The anomaly detection can be classified as two basic types, that is, classification and clustering. Those methods usually depend on the spatial correlation of data and have high computation complexity, so they are not suitable for the smart home and another mini-Internet of Things (IoT) environment. To overcome these problems, we propose a novel method for anomaly detection. In this paper, we first define the temporal and spatial feature of data flows; then, a time series denoising autoencoder (TSDA) is proposed to extract the discriminative high-dimensional characteristics to represent the data points. Moreover, a probability statistics-based anomaly detection model (PADM) was proposed for identifying the abnormal data. Extensive experimental results demonstrated that our method has fewer parameters and is easy to adjust and optimize. More importantly, our approach has higher precision and recall rate than the gradient boosted decision tree and XGBoost.

1. Introduction

Anomaly points are also called outliers or inconsistent points in the data mining and statistical analysis, and the anomaly point detection is a process to find the abnormal points whose behaviours are different from others. The development of IoT and sensor technologies makes smart home richer and more prosperous in the monitoring field [1]. Due to the uncertainty of the sensor deployment area and the limitation of equipment resources, the sensor data is easily interfered with and broken by external factors, so there is a widespread problem of sensor data unreliability. Therefore, it is urgent to solve the problem of ensuring and improving the quality of sensor data. Anomaly detection is a hot research topic in academia and industry, such as disease recognition in the medical system, network intrusion detection in the security field, credit card antifraud in the financial field, and anomaly detection in urban traffic management [2]. Besides, under the age of big data, there is the abuse of false data in monitoring data, so detecting these outliers has also become a new focus.

Traditional anomaly detection methods mainly include hierarchical clustering, partition-based clustering, density-based clustering, and fuzzy clustering. The clustering algorithms are widely applied, such as the Gaussian mixture model (GMM), K-means clustering, and fuzzy clustering analysis [3]. However, when these methods are applied to small IoT environments, such as smart homes or smart buildings, the detection based on spatial correlation can increase the algorithm’s complexity. On the other hand, because the number of same-type sensor nodes deployed in the environment is small and the spatial correlation of data is insufficient, so the detection results of these algorithms are usually unsatisfactory. Also, the high dimension of data is a massive challenge for anomaly detection, and traditional methods usually utilize the nearest neighbour or neighbour-hood information to search the nearest data points. However, the data in a high-dimensional space tends to be sparser than
in the lower dimensions, and the distance among the data points is no longer intuitive [4]. Therefore, by the temporal correlation and statistical features of data, in this paper, we creatively propose a novel model for anomaly point detection, which employs the spatial-temporal features and probability statistics (TS-PADM). We also propose a time series denoising autoencoder (TSDA) network to compress high-dimensional monitoring data, which can be used to represent the temporal and spatial feature of detection points.

Furthermore, a Gaussian model is introduced into the anomaly detection. In this model, we use the auxiliary target variables to gain the anomaly points by the objective function of region partitioning. Here, the EM algorithm is used to determine the target solution, and then, the anomaly points are detected. Experimental results show that the method proposed in this paper achieves better performance than random forest (RF) [5], gradient boosted decision tree algorithm (GBDT) [6], and XGBoost algorithm [7] in terms of accuracy.

This paper’s structure is organized as follows: Section 2 discusses the relevant research work of the anomaly detection method. Section 3 introduces the representation of data spatial-temporal features based on time series denoising autoencoder in detail. Section 4 elaborates on the new anomaly detection algorithm of this paper. Section 5 shows the experimental results and verification. Finally, Section 6 summarizes the paper.

2. Relation Work

The anomaly detection methods in wireless sensor networks are divided into a statistics-based method, distance-based method, classification-based method, and cluster-based method. Literature [8] proposed the abnormal data detection through the variable-width histogram of computational data; i.e., the dynamic data in the technical network of data fusion were aggregated into a variable-width histogram to detect the anomaly data. Liu et al. [9] proposed an isolation forest algorithm which built anomaly indexes according to the path length from leaf node to root node, with good detection results for the global outliers but bad results for dealing with local sparser points. Wang et al. [10] proposed gradient boosted decision tree, which combined weaker learners into a stronger learner through iteration and reduced residual errors in successive iterations, thus generating trees deepened lengthwise. This method has the advantages of high prediction accuracy and strong robustness to outliers [11, 12].

Chen et al. [13] proposed the extreme gradient boosting tree algorithm, which took a step in the negative gradient of the loss function but conducted second-order Taylor series expansion of empirical errors and added some standard terms to make the loss function expandable. However, this algorithm had too many parameters, and the using effect relies too heavily on parameter tuning results. Literature [14] proposed an anomaly detection method based on presumptive mathematical statistics model and kernel density function but required the prior knowledge of sensor data distribution and relied on a definite mathematical model, so it had the features of limitations and weak universality. Literature [15] proposed an anomaly detection algorithm based on support vector machines (SVM), which learned a classification model with a training dataset and classified data instance into the class learned. In this algorithm, when the class has less data or the data did not belong to any class, such data were regarded as anomaly data. This algorithm required larger data samples to be training sets, so the number of samples would become its bottleneck, and the effect of anomaly detection was unsatisfactory. Literature [16] proposed an anomaly detection algorithm based on the K-means algorithm, which classified similar data instances into the data families with similar behaviours to achieve anomaly detection. This method did not introduce and utilize data streams’ statistical features based on the data’s spatial correlation. Literature [17] proposed an anomaly detection algorithm based on combining the K-means algorithm and the FP growth algorithm, which first conducted data modelling and then detected abnormal data. The cluster centre location and number selection of this method greatly impacted detection results, so its detection effects were not stable, and its complexity was very high [18]. Literature [19, 20] proposed an anomaly detection method based on distributed computation, which had sound detection effects in the large distributed environment. However, it was complicated and not easy to be achieved, so it was not suitable for the wireless sensor networks deployed in the home environment. Also, its data anomaly detection was achieved by the temporal and spatial correlation among detection data [21, 22].

In the specific environment of IoT, the same type of sensor nodes is insufficient in the number, so using the features of the time series of the data stream will have better detection effects [23]. This paper adapts autoencoder to extract the temporal-spatial features of detection points specific to this environment and the defects of existing methods. Considering the correlation of the spatial position of detection points and the change law of time series, auxiliary distribution variables were introduced to optimize the objective function of deep clustering. According to space-time features, detection points were clustered, and a multivariate Gaussian model based on probability statistics is designed to detect the anomaly data. Compared with the literature [24], our method does not need additional sensor nodes to provide data and saves the cost of communication, storage, and computation. The detection in standard scenarios such as causing the equidistant change of data stream when the equipment was turned on reduced the false alarm rate. Data anomaly can be effectively and accurately detected under the environment of a single sensor data stream [25].

3. Spatial-Temporal Features

3.1. Feature Description. Suppose that the total number of the sensor detection points included in the smart equipment is \( n \), and define all detection point sets as \( X = \{x_i = [1, \cdots, n]\} \), where \( x_i, \in \text{dx} \) refers to the physical quantity features of detection points, including air quality, temperature, illumination, heart rate, and noise. \( d_r \) refers to the number of dimensions of spatial-temporal features. The original features are mapped to the latent feature space by feature mapping
\( \varphi : x \rightarrow Z \) to gain the original features of time series and space, so it can be expressed as \( Z = \{ z_i | i = 1, \ldots, n \} \). Based on latent feature data \( z_i \), the probability \( p_{ij} \) of detection point \( x_i \) belonging to the region \( r_j \) is calculated by feature mapping \( f_{\theta} : z \rightarrow P \), where \( \theta \) refers to parameter set.

Most spatial features that are original data features of the sensor have dynamic properties, and time series data is highly dimensional and continuously variable. The code mapping of \( \varphi : x \rightarrow Z \) can reduce time series data and feature representation. Latent feature data is \( z_i \in Z \), and feature dimensions are \( d_x \times d_z \), where \( z_i \) consists of the features of time series and space of detection points. The model realizes dimension reduction and compression of time series data and uses normalization method to process spatial feature data of detection points.

3.2. Representation of Features of Time Series. A time series denoising autoencoder (TSDA) is proposed in this paper for the time series data of the detection points with high dimensionality and much noise. Random noise data were added into the sample dataset in the training process in order to enhance the antinoise property of TSDA. Convolutional layers (Conv2D) and maximum pooling layers (MaxPooling2D) were used in the encoding phase to achieve the feature extraction representation of time series data; the convolutional layers opposed to the encoding process and upsampling layers (Upsampling2D) were used in the decoding phase to reconstruct extraction representation into primitive input. TSDA has the same input and output, and its objective function is reconstruction error to optimize encoder and decoder.

(1) Series input: the time series (normalized) \( T_{xi} = [t_1, t_2, \ldots, t_n] \) with a length of \( y \) in the detection point \( x_i \) is selected. In order to facilitate the subsequent operations such as convolution, pooling, and upsampling, \( T(x_i) \) is converted into two-dimensional matrix \( T'(x_i) \) by reshaping; meanwhile, Gaussian random noise was added into \( T'(x_i) \) to gain TSDA input.

(2) Encoding phase: multiple convolutional layers and maximum pooling layers are alternately stacked to compress input data to gain the feature representation.

(3) Decoding phase: multiple convolutional layers and upsampling layers are alternately stacked to restore the data feature representation to reconstruction input.

(4) Objective function: the error between the primitive input and the reconstruction input is taken as the loss function.

Weight was saved after TSDA training, and only the encoder is used to complete the feature extraction representation of time series.

Suppose feature of time series \( YT(x_i) \) of \( x_i \) as \( YT(x_i) = [y_{t_1}, y_{t_2}, \ldots, y_{t_n}] \) where \( t_n \) refers to the number of dimensions of the time series.

3.3. Representation of Spatial Features. The spatial features of detection points included coordinate position information, degree of importance of detection points, and instrument type, which were processed with the normalization method. Suppose the spatial features \( (YS) \) of \( x_i \) as \( YS(x_i) = [ys_1, ys_2, \ldots, ys_m] \), where \( s_m \) refers to the feature dimension.

The coordinate values determined the primitive spatial position of the detection points in the measuring coordinate system. When the dimensional units were different and the numerical values are significantly differentiated, it is not easy to give the relative position relation an accurate description among the detection points with specific quantities. Therefore, removing the influence of dimension and large values could effectively retain the relative position information of detection points and improve the convergence rate of subsequent training. The detailed practice is as follows:

(1) Unified dimension: the dimension units of coordinate values were unified through the unit conversion in the coordinate system (the unit is usually unified as meter).

(2) Nonlinear normalization: the extensive space range occupied by the structural body causes broadly differentiated position coordinate data of each detection point [26]. The function

\[
\begin{align*}
\text{y} &= \text{sgn} \left( x \right) \frac{\ln \left( |x| \right)}{\ln \left( \max |x| \right)} \\
\end{align*}
\]

Function (1) is used for conversion, where \( \text{sgn} \left( x \right) \) is a mathematical formula that avoids negative coordinate values caused by different origins of coordinates selected in some coordinate systems.

4. Anomaly Detection Algorithm Based on Spatial-Temporal Features

4.1. Data Partitioning. The data partitioning problem can be equivalent to the problem that \( n \) detection points are partitioned into \( m \) regions. Suppose the region set finally partitioned as \( R = \{ r_j | j = 1, \ldots, m \} \). Formula (2) is used to calculate the possibility \( p_{ij} \) of the detection point \( z_i \) in the region \( r_j, i = 1, \ldots, n \).

\[
\begin{align*}
p_{ij} &= f(z_i, \theta) = \frac{e^{\theta^T_{ij}z_i}}{\sum_{j=1}^{m} e^{\theta^T_{ij}z_i}}. \\
\end{align*}
\]

The softmax activation function \( (f_{\omega} = e^{\omega^T \sum e^{\omega^T}}) \) is adopted to calculate the possibility, where \( \Theta = \{ \theta_1, \theta_2, \ldots, \theta_m \} \in d_x \times m \), and then, the gradient descent method is used to optimize the parameters. When, i.e., \( p_{ij} = \max \{ p_{ij} | j = 1, \ldots, m \} \), when \( p_{ij} \) is the maximum possibility, the detection point \( x_i \) is partitioned into the region \( r_j \) [27].

4.2. Iterative Solution. Suppose the time series features as \( YT(x_i) = [y_{t_1}, y_{t_2}, \ldots, y_{t_n}] \), where \( t_n \) refers to the dimensions of the time series.
of features of time series. Suppose space as \( YS(x_j) = [y_{s_1}, y_{s_2}, \cdots, y_{s_2}] \), where \( s_k \) refers to the dimensions of features that is the normalized parameter \( X \). It is a training set containing \( m \) data, in which each sample is an \( n \)-dimension datum:

\[
X = \left[ x^{(1)}, x^{(2)}, \cdots, x^{(m)} \right],
\]

where \( x^{(i)} \) is the training set. It can be judged whether a sample is abnormal or not through the following function:

\[
p(x^{(j)}; \mu, \sigma^2) = \prod_{i=1}^{n} p(x^{(i)}; u_i, \sigma^2) < \varepsilon. \tag{4}
\]

We aim to acquire \( \mu \) and \( \sigma \) according to the training set to gain a definite multivariate regular distribution model. Specifically, the following conclusion can be obtained from the maximum likelihood estimators:

\[
\mu = \frac{1}{m} \sum_{j=1}^{m} x^{(j)},
\]

\[
\Sigma = \frac{1}{m} (X - \mu)(X - \mu)^T,
\]

where \( \Sigma \) is a covariance diagonal matrix, and the multivariate regular distribution model finally acquired can be written as

\[
p(x^{(j)}; \mu, \sigma^2) = p(x; \mu, \Sigma) = \left(2\pi\right)^{-\frac{n}{2}} |\Sigma|^{-\frac{1}{2}} \exp \left(-\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right). \tag{6}
\]

The expectation maximum (EM) algorithm is used to find the maximum likelihood estimation of parameters or the maximum posterior estimation in the probabilistic model. The probabilistic model relies on the unobservable latent variables.

The expectation maximum algorithm is used for alternate calculation in three steps:

1. Calculation of expectation (E): the existing estimated values of the probabilistic model parameters are used to calculate the expectation of latent variables

2. Maximization (M): the expectation of latent variables acquired in the above E step is used to perform the parameter model’s maximum likelihood estimation

3. E step

The latent variable \( y_{i,k} \) is introduced into the existing sample set \( Y = [y_1, y_2, \cdots, y_T] \), and the data can be expanded as perfect numbers, where \( t = 1, 2, 3, \cdots, T \).

The latent variable \( y_{i,k} \) refers to the detection point of the sample coming from the \( k \)th smart device. The likelihood function of perfect numbers

\[
P(y, y | \mu, \varepsilon, \pi) = \prod_{t=1}^{T} \left( \prod_{i=1}^{k} \pi_kN(y_{i,k} | \mu_k, \varepsilon_k) \right)^{y_{i,k}}
\]

\[
= \prod_{t=1}^{T} \pi_k \varepsilon_k^{y_{i,k}} \prod_{i=1}^{k} \pi_kN(y_{i,k} | \mu_k, \varepsilon_k)^{y_{i,k}}. \tag{7}
\]

The log-likelihood function of perfect numbers is \( R \):

\[
\ln p(y, y | \mu, \varepsilon, \pi) = \sum_{k=1}^{K} \left( \sum_{t=1}^{T} y_{i,k} \right) \ln \pi_k
\]

\[
+ \sum_{t=1}^{T} y_{i,k} \left[ -\ln (2\pi) - 0.5 \ln |\Sigma_k| \right]. \tag{8}
\]

4.3. Description of TS-PADM Algorithm. A feature set of wireless sensors \( X = \{x_i \mid i=1, \cdots, n\} \) is taken as the input parameters of the TS-PADM algorithm, and the probability distribution \( \{p_{ij} \mid i=1, \cdots, n; j=1, \cdots, t\} \) of detection points in various regions is taken as the output. The hyperparameters requiring manual setting in the algorithm include training batches, maximum number of iterations, and threshold of iteration errors. During the classification of detection points, the space and time of detection points are used for unsupervised clustering, and the number of regions \( t \) need not be designated. See the details in Algorithm 1.

Feature mapping \( \phi: x \rightarrow Z \) represents the features of time series of detection points through the denoising compression of time series and represents the spatial features with the normalization method, that is, mapping the primitive features of detection points to the latent feature space. Generally, the results of a clustering algorithm (such as K-means and Gaussian mixture model) are selected to initialize the target distribution \( R \), avoiding the uncertainty of random initialization and speeding up the convergence process. Because \( R \) is the actual possibility distribution of detection points in their regions, the initialization by different clustering algorithms does not affect it. The EM method is used for iterative solution. As the target distribution \( R \) has been initialized, the EM method is used in line 4 to update the parameter \( \varepsilon \) and the possibility distribution \( P \) and then to fix the parameter to update the target distribution \( R \). The algorithm finally gets the abnormal detection points back.
Input: a feature set of detection points \( X = \{ x_i | i = 1 \cdots n \} \)
Output: the probability of detection points in various regions \( \{ p_{ij} | i = 1 \cdots n ; j = 1 \cdots t \} \)

1. Map the primitive features of detection points to the latent feature space, \( f_q : z \rightarrow P \)
2. Use a clustering algorithm to initialize the target distribution \( R \)
3. WHILE NOT converged:
4. Fix the target distribution \( \min R \) and update the parameter \( \epsilon \)
5. Calculate the possibility of the detection points in the region \( p_{ij} = f(z, \Theta) \) and update \( P \)
6. Fix the parameters and calculate \( Y_{ij} = \varphi(p_{ij}, \epsilon) \) to update target distribution \( R \)
7. END WHILE
8. RETURN \( \{ p_{ij} | i = 1 \cdots n ; j = 1 \cdots t \} \)

**Algorithm 1: Anomaly detection algorithm based on spatial-temporal features.**

**Figure 1: Test distribution of data samples.**

5. Experimental Results and Verification

5.1. Data Sample Structure. Numerous sensors and smart devices in the smart home environment generate a large amount of data at all times, and conversely, those data provide a basis for altogether mining user behaviours and realizing smart control of home devices. Smart home environment data usually include monitoring data and smart device status. The monitoring data can be divided into two parts. The first part is environmental monitoring data of temperature, humidity, time, weather, brightness, etc., which are generally acquired through sensors and network information; the second part is user information involving user’s position, status, and movement, which are acquired through indoor positioning technology and wearable devices. The status of a smart device refers to its current work status and parameter settings.

On the one hand, the status becomes some input dimension of decision-making by the Bayesian model as equipment information. On the other hand, it is also the decision-making objectives of the Bayesian model. The model is used for decision-making based on the current environmental data to achieve intelligent control of home devices by modifying the device status. There are distributed and multichannel methods to collect the smart home’s environmental data, so the integration of scattered data is an essential prerequisite for the decision-making of device control. An expression specification of the home environment’s data samples is proposed in this thesis: the current home environment data are sampled every 30 seconds and sorted into a data sample structured as in Figure 1. It is a modelling representation of the current home environment’s sensor data, forming a primitive dataset. For the detailed derivative processes of maximum likelihood estimator, covariance matrix, and the maximum likelihood estimation of the multivariate normal distribution, please refer to literature [28].

- (1) Data generation. Partial log data of sensor is input to test the algorithm model in this paper. The Gaussian model in the experiment had a mean value of \([0,1]\), a covariance of \([0.3,0],[0,0.1]\), and 30 data samples; the Gaussian model has a mean value of \([1, 2]\), a covariance of \([0.2,0],[0,0.3]\), and 30 data sample

- (2) Data preprocessing. The algorithm in this paper is used to preprocess the points of the sample set as a decomposition time series feature set \( Y_T(x_i) = [y_{t_1}, y_{t_2}, \cdots y_{t_e}] \) and an actual spatial feature set \( Y_S(x_i) = [y_{s_1}, y_{s_2}, \cdots y_{s_e}] \). The data need to be preprocessed before applying the EM algorithm of the Gaussian mixture model to the samples. That is, all the sample values are scaled to between 0 and 1. In literature [29], Mikalsen et al. proposed a method of calculating the distance between data objects for anomaly detection. It defines the data anomaly as a case that in the dataset \( X \), the number of data objects existing in the circle in the range of \( R \) is less than \( \rho \) for a data object 0. On this basis, the features of time series and spatial-temporal features are creatively decomposed. Data partitioning of the feature set is applied to the comprehensive utilization of time correlation and the data stream’s statistical features. The data
samples from the dataset are trained for the model, and the results are obtained as shown in Figure 2

5.2. Experiment Preparation

5.2.1. Measured Dataset. The measured data are about 100,000 data records of detection points obtained from an environmental monitoring platform’s processed monitoring data from April 1, 2019, to June 1, 2019. Nine hundred sixty-four measuring points are involved, and the observed physical quantity includes air quality, temperature, illumination, pollutants, and noise.

5.3. Benchmark Methods. The most commonly used $K$-means clustering and Gaussian mixture model are selected as benchmark methods based on a probability statistics-based anomaly detection model (PADM).

On the measured dataset, the model in this paper (TS-PADM) was used to extract features and modify $K$-means and GMM.

5.4. Evaluation Index. Experiments are performed with the above methods: $K$-means, GMM, and TS-PADM are used in the experiment on the dataset, and Silhouette Coefficient (SC) and Rand Index (RI) are adopted to evaluate the region partitioning performance.

The evaluation index SC is used to quantify the distribution of detection points. $SC \in [-1, 0)$ indicates that region partitioning performance is basically wrong, 0 indicates that it is involved into the locally optimal solution, and $SC \in [-1, 0)$ indicates that the more the value, the more reasonable and uniform the distribution of detection points. The RI index is used to measure the cohesion degree of the region. The more the value, the higher the cohesion degree [30].

5.5. Experimental Results of Measured Dataset. To make it simple, we suppose that all the data in $X_{train}$ are normal data. In this way, fit($X_{train}$) refers to the calculated model parameters of multivariate normal distribution, and Gaussian($X_{test}$) refers to the density value of multivariate normal distribution calculated according to the objective function.

All the samples in $X$ are detected by predict($X$) and returned to the list of detection results corresponding to $X$. The elements in the list are a two-tuple. The first element records whether $x_i$ is normal data, and the second element records $p(x_i; \mu, \Sigma)$. Since we have assumed that all the data in $X_{train}$ are normal data, the smallest density value in $X_{train}$ is selected as $\epsilon$ here.

For the accuracy rate, the models are used to classify the test set; it refers to the proportion of the number of samples correctly classified in total samples shown as follows [31]:

$$\text{Accuracy} = \frac{N_{\text{correct}}}{N_{\text{total}}}.$$  \hfill (9)

For the recall rate, it refers to the proportion of the true-positive (TP) samples truly classified in all positive samples (TP + TN), where TN (true negative) refers to the data falsely classified as follows:

$$\text{Recall} = \frac{TP}{TP + TN}. \hfill (10)$$

20 test data in $X_{test}$ are possible abnormal samples. A large number of samples are needed by the intelligent detection program to train a function model. Perhaps, we firstly consider to label the samples as “normal” and “abnormal” like supervised learning and then train the model through classification algorithm. Suppose that $x_{test}$ is a data sample, and predict ($x_{test}$) is used to judge whether $x_{test}$ is a qualified
From this, it can be seen that most of the training data are concentrated in the mean area of normal distribution, while the abnormal data are deviated towards both ends of the “reverse clock.” Next, the anomaly detection model is trained by fit method, and the results are $\mu = 2.98961537626059$ and $\sigma^2 = 0.008178221946938589$. After the model parameters are obtained, the objective function can be used to predict the data. Gaussian ($X$) realizes the density function of normal distribution, while predict ($X$) detects all samples in $X$ and returns to the list of detection results corresponding to $X$. Its visualization results are shown in Figure 3 as follows.

5.6. Experimental Control and Conclusions. The index factor SC was used to quantify the abnormal situation of measuring points, and RI index was used to measure the cohesion degree of region. The larger the values, the better the corresponding performance [32]. The average SC and RI indexes of $K$-means, GMM, and TS-PADM are calculated as shown in Table 1.

As shown in Table 1, SC and RI indexes of TS-PADM were significantly higher than those of $K$-means and GMM. The air quality coefficients of the three methods were within the interval, and the SC of TS-PADM was 44.3% and 37.6% higher than that of $K$-means and GMM, respectively, indicating that TS-PADM had better region partitioning results. TS-PADM preceded $K$-means and GMM in the RI index by 36.8% and 21.8%, respectively, indicating that its areas partitioned had a higher cohesion degree, higher correlation of detection point single domain, and lower correlation among single domains. TS-PADM was superior to $K$-means and GMM in regional cohesion and distribution of measuring points.

The accuracy rate and recall rate of the proposed algorithm were compared with those of the random forest (RF) algorithm [33], gradient boosted decision tree (GBDT) algorithm [5], and XGBoot algorithm [6]. The compared results of different algorithms on dataset are calculated as shown in Table 2.

From the analysis of the experimental results, it can be found that the detection effect of the proposed method was equivalent to that of XGBoot when anomaly classification was simulated on the dataset; TS-PADM has a higher accuracy rate and recall rate than the other methods and shows good anomaly classification performance. The experimental results show that the proposed method’s effect is better than that of the GBDT algorithm and the RF algorithm. In practical problems, XGBoot has many hyperparameters that are complicated to adjust and optimize. The method proposed in this thesis based on feature segmentation and cascaded random forest has fewer hyperparameters and better practicability, so it is of better research and application value in the field of future outlier detection.

Although the TS-PADM algorithm performs well in the measured dataset in this paper, it may not also show such

![Figure 3: Detection results.](image-url)
good accuracy and recall rate with the amount of data and feature data increasing.

5.7. Control Experiment and Analytical Results. In order to verify the effectiveness of the method proposed in this paper, tests were conducted on the four datasets shown in Table 3. These datasets were obtained from the UCI [34] open resource. The UCI currently maintains 559 datasets as a service to the machine learning community. The tenfold cross-validation method is used on all the experimental datasets, with 80% for training and 20% for validation.

Tables 4–7 present the comparison results obtained by different outlier detection algorithms.

Analysis of the experimental results shows that the algorithm in this paper is comparable to the RF algorithm when the amount of data is similar. As the number of data instances increased, the method outperformed the other three algorithms in accuracy and had a higher recall on the Internet ad datasets.

Combining the above data shows that the TS-PADM performs a slight disadvantage on heart disease. But it does not perform as consistently as TS-PADM on high-dimensional datasets with many features. TS-PADM achieves high recall on both high- and low-dimensional datasets while ensuring accuracy in the anomaly classification task, and the performance advantage is even more pronounced on high-dimensional datasets.

6. Conclusions

In this paper, the anomaly detection model of wireless sensors based on temporal-spatial feature points (TS-PADM) is proposed to compress high-dimensional monitoring data to represent the detection points’ temporal-spatial features. On this basis, an anomaly point model based on probability statistics is adopted, and auxiliary target variables are introduced to optimize the objective function of region partitioning. The detection data obtained by sensors achieve better results in anomaly detection modelling. Extensive experiments show that the proposed TS-PADM algorithm can obtain relatively superior detection results and respond to the abnormal data changes of smart equipment in time. In future work, we will exploit deep learning methods to extract high-level semantic features of anomaly data to improve the prediction of anomaly detection.
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