Generalized Einstein-Maxwell field equations in the Palatini formalism
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We derive a new set of field equations within the framework of the Palatini formalism. These equations are a natural generalization of the Einstein-Maxwell equations which arise by adding a function $F(Q)$, with $Q \equiv F_{\alpha\beta}F_{\alpha\beta}$ to the Palatini Lagrangian $f(R, Q)$. The result we obtain can be viewed as the coupling of gravity with a nonlinear extension of the electromagnetic field. In addition, a new method is introduced to solve the algebraic equation associated to the Ricci tensor.

PACS numbers:

1. INTRODUCTION, PALATINI

Generalized Einstein-Maxwell field equations in the Palatini formalism

In the last few years, different versions of modified theories of gravity have experimented wide interest in the literature. In particular, $f(R)$ Palatini theories have been regarded among the most promising attempts to generalize Einstein’s theory of gravity. This is because of several reasons. First of all, this formalism provides a very elegant way to derive a cosmological constant and therefore a possibility to explain the observed cosmic speedup. On the other hand, it exists an intrinsic theoretical interest in the extensions of general relativity (GR), when it comes to incorporate quantum mechanics.

We derive a new set of field equations within the framework of the Palatini formalism. These equations are a natural generalization of the Einstein-Maxwell equations which arise by adding a function $F(Q)$, with $Q \equiv F_{\alpha\beta}F_{\alpha\beta}$ to the Palatini Lagrangian $f(R, Q)$.

Rewriting (1), using $P_{\mu} = R_{\mu\alpha}g^{\alpha\nu}$ we find,

$$2f_QP_{\mu}P^{\nu}_{\alpha} + f_RP^{\nu}_{\mu} - \frac{1}{2}f\delta^{\nu}_{\mu} = k^2T^{\nu}_{\mu}$$

This can be seen as a matrix equation, which establishes an algebraic relation $P_{\mu} = P_{\mu}(T^{\beta}_{\alpha})$. Once the solution of (3) is known, (2) can be written in terms of $g_{\mu\nu}$ and the matter, which allows to find a solution for the connection by means of algebraic manipulations. The connection can thus be expressed as the Levi-Civita connection of an auxiliary metric $h_{\mu\nu}$, which is related with $g_{\mu\nu}$ by a non-conformal relation.

The solution of (3) is only known in some particular cases, like the perfect fluid or the scalar field, but we point out here for theoretical purposes that a general solution exists and can be found explicitly. In order to prove this point, let us rewrite (3) in matrix notation.

$$2f_Q\hat{P}^2 + f_R\hat{P} - \frac{1}{2}f\hat{I} = k^2\hat{T}$$

which has the structure of a quadratic matrix equation, $\hat{A}\hat{X}^2 + \hat{B}\hat{X} + \hat{C} = 0$.

We can make the following identification,

$$\hat{A} = 2f_Q\hat{I}, \quad \hat{B} = f_R\hat{I}, \quad \hat{C} = -(\frac{1}{2}\hat{I} + k^2\hat{T})$$

It is straightforward to show that the quadratic matrix equation (4) satisfies all the conditions required. This allows us to complete the square in the usual way to find the following solution for $f_Q \neq 0$

$$\hat{P}(\hat{T}) = -\frac{f_R}{4f_Q}\hat{I} + \frac{1}{2f_Q}\sqrt{\alpha\hat{I} + \beta\hat{T}}$$

where we have defined

$$\alpha = \frac{1}{4}(f_R^2 + 4f \cdot f_Q)$$

$$\beta = 2k^2f_Q$$

Therefore, if the matrix $\alpha\hat{I} + \beta\hat{T}$, has a square root, an explicit solution $\hat{P}(\hat{T})$ will always exist, but the mathematical tools required to compute the square root of this matrix will depend on the particular problem chosen.
A. Solving for a diagonal matrix

When $\alpha \hat{I} + \beta \hat{T}$ is diagonal the solution will be automatic. We are going to see now an example of this type, and in the next subsection we will present a general algorithm to proceed in other, more general, situations. The energy momentum tensor of a perfect fluid can be written as

$$T_{\alpha \beta} = (p + \rho)u_{\alpha}u_{\beta} + pg_{\alpha \beta} \quad (8)$$

where $p$ is the pressure of the fluid and $\rho$ its density. Writing the last equation in matrix notation, after a bit of algebra we find the following result

$$\alpha \hat{I} + \beta \hat{T} = \begin{pmatrix} \alpha - \beta \rho & 0 \\ 0 & (\alpha + \beta \rho) \hat{I}_{3x3} \end{pmatrix} \quad (9)$$

which is a diagonal matrix, and therefore computing its square root will be straightforward:

$$\sqrt{\alpha \hat{I} + \beta \hat{T}} = \begin{pmatrix} \sqrt{\alpha - \beta \rho} & 0 \\ 0 & \sqrt{\alpha + \beta \rho} \hat{I}_{3x3} \end{pmatrix} \quad (10)$$

In the last expression, it was selected the positive sign of the square roots of the coefficients in order to be consistent with the limit $f_Q \to 0$. These results allow us to write (5) for a perfect fluid as

$$\hat{P}(\hat{T}) = \begin{pmatrix} \Omega & 0 \\ 0 & \omega \hat{I}_{3x3} \end{pmatrix} \quad (11)$$

where

$$\Omega = \frac{2\sqrt{\alpha - \beta \rho} - f_R}{4f_Q} \quad (12)$$

$$\omega = \frac{2\sqrt{\alpha + \beta \rho} - f_R}{4f_Q} \quad (13)$$

We should point out that all these results are consistent with the formalism developed in 11,17,18 for the perfect fluid, but the method described here provides a powerful and direct computation of the matrix $\hat{P}(\hat{T})$, a calculation that in some particular cases may be almost automatic.

B. A method based in the Schur decomposition for the general case

Here, we will attempt to provide an algorithm to compute the square root of (5) in the general case. Let us assume that the matrix $\hat{S} \equiv \alpha \hat{I} + \beta \hat{T}$ is nonsingular, which means that its determinant does not vanish.

If $S \in \mathbb{R}^{4x4}$, then there exists a real orthogonal matrix $\hat{U}$, such that

$$\hat{U}^T \hat{S} \hat{U} = \hat{W} \quad (14)$$

where $W$ is an upper diagonal matrix, known in linear algebra as the Schur form11 of the matrix $\hat{S}$. If we can find a matrix $\hat{L}$ which is a square root of $\hat{W}$ ($\hat{L}^2 \equiv \hat{W}$), then it can be proved that the matrix

$$\hat{J} = \hat{U} \hat{L} \hat{U}^T \quad (15)$$

satisfies the identity $\hat{J}^2 \equiv \hat{S}$, and therefore is a square root of $\alpha \hat{I} + \beta \hat{T}$. In order to describe the several steps needed to complete the algorithm, we have to make some clarifications. Schur’s theorem guarantees that given any square, real matrix $\hat{S}$, the decomposition (14) exists. We first need to compute the eigenvalues and eigenstates of $\hat{S}$, and then we can construct the matrix $\hat{U}$, builded by eigenvectors of $\hat{S}$. The next step requires to compute a square root $\hat{L}$ of the upper diagonal matrix $\hat{W}$. To achieve this goal, we can make use of the relation $L^2 = \hat{W}$, to write for $j \geq i$,

$$\sum_{k=1}^{j} L_{ik} L_{kj} = W_{ij} \quad (16)$$

This equation can be decomposed into two other equations. First we have

$$L_{ii}^2 = W_{ii} \quad (17)$$

and for $j > i$,

$$L_{ii} L_{ij} + L_{ij} L_{jj} = W_{ij} - \sum_{k=i+1}^{j-1} L_{ik} L_{jk} \quad (18)$$

Therefore, equation (18) provides an algorithm for computing the remaining blocks $L_{ij}$ once known the diagonal blocks $L_{ii}$. The final step will be the computation of the square root of $\hat{S}$ by means of the transformation, $\hat{J} = \hat{U} \hat{L} \hat{U}^T$. 
II. \( f(R, Q) \) LAGRANGIANS WITH A FUNCTION OF THE SCALAR \( F^{\mu\nu} F_{\mu\nu} \)

The Palatini action that leads to the field equations \(^{10}\) and \(^{2}\) for the metric and the connection is

\[
S[g, \Gamma, \psi_m] = \frac{1}{2k^2} \int d^4x \sqrt{-g} f(R, Q) + S[g, \psi_m] \tag{19}
\]

where \( g_{\alpha\beta} \) is the space-time metric, \( \Gamma^\alpha_{\beta\gamma} \) is the connection, which is independent of the metric, \( \psi_m \) represents the matter fields, and finally, the scalars \( R \equiv g_{\mu\nu}R^{\mu\nu} \), \( Q \equiv R_{\alpha\beta}R^{\alpha\beta} \). We want to consider here the possibility of replacing in the same action the term \( S[g, \psi_m] \) by a function of scalars of the field strength \( F^{\mu\nu} \). Taking into account the identity \( g_{\mu\nu}F^{\mu\nu} = 0 \), due to the fact that \( F^{\mu\nu} \) is skewsymmetric, the most natural choice is consider a function \( F(Q) \), with \( Q \equiv F^{\alpha\beta}F_{\alpha\beta} \).

With this replacement, we find convenient to write the action as follows:

\[
S[g, \Gamma, A] = \frac{1}{2k^2} \int d^4x \sqrt{-g}[f(R, Q) - k'F(Q)] \tag{20}
\]

where \( A_\mu \) is a second independent connection, defined by means of \( F^{\mu\nu} = \nabla_\mu A_\nu - \nabla_\nu A_\mu \), and \( k' \) is a constant with the appropriate dimensions.

In general, the field strength \( F^{\mu\nu} \) in terms of \( \Gamma \) and the potential vector \( A \) will be

\[
\nabla_\mu A_\nu - \nabla_\nu A_\mu = \partial_\mu A_\nu - \partial_\nu A_\mu - (\Gamma^\rho_{\mu\nu} - \Gamma^\rho_{\nu\mu})A_\rho \tag{21}
\]

In the following we will assume \( \Gamma^\rho_{\mu\nu} = \Gamma^\rho_{\nu\mu} \) which means that we set the torsion to zero.

In these conditions the last term of (21) vanishes and therefore, \( \nabla_\mu A_\nu - \nabla_\nu A_\mu = \partial_\mu A_\nu - \partial_\nu A_\mu \).

We must point out that (20) represents a particular case of Nonlinear Electrodynamics (NED) coupled to gravity. A family of \( f(R) \) Palatini Lagrangians coupled to NED have been studied recently in \(^{16}\) The variation of the part of the action which contains the term \( f(R, Q) \) can be found elsewhere \(^{1}\), and therefore our task will be restricted to compute the variation of the second part which we will denote as follows

\[
S_Q = -\frac{k'}{2k^2} \int d^4x \sqrt{-g}F(Q) \tag{22}
\]

This variation gives the following result

\[
\delta S_Q = -\frac{k'}{2k^2} \int d^4x \left[ F(Q)\delta \sqrt{-g} + \sqrt{-g} \frac{\partial F}{\partial Q} \delta Q \right] \tag{23}
\]

Since \( Q = g^{\rho\alpha}g^{\beta\nu}F_{\rho\nu}F_{\alpha\beta} \), it is easy to see that

\[
\delta Q = 2F_{\rho\nu}F_{\alpha\beta} \delta g^{\rho\alpha} + 2F^{\mu\nu} \delta F_{\mu\nu} \tag{24}
\]

Inserting this last result together with the variation of the determinant of the metric in (23) we get

\[
\delta S_Q = -\frac{k'}{2k^2} \int d^4x \sqrt{-g} \left[ -\frac{F}{2} g_{\mu\nu} \delta g^{\mu\nu} + F_Q \left( 2F^{\nu\rho} \delta F_{\rho\nu} + 2F_{\mu\alpha}F^\alpha_{\nu} \delta g^{\mu\nu} \right) \right] \tag{25}
\]

where \( F_Q = \frac{\partial F}{\partial Q} \).

The next step requires to express \( \delta F_{\mu\nu} \) in terms of \( \delta A_\mu \) which can be done using the definition of \( F_{\mu\nu} \),

\[
\delta F_{\mu\nu} = \nabla_\mu (\delta A_\nu) - \nabla_\nu (\delta A_\mu) \tag{26}
\]

Using the last identity in (25), we obtain after grouping terms:

\[
\delta S_Q = -C \int d^3x \sqrt{-g} F_{\rho\nu} \left[ \nabla_\mu (\delta A_\nu) - \nabla_\nu (\delta A_\mu) \right] \tag{27}
\]

with \( C = \frac{k'}{2k^2} \). It is convenient now to split the action into two parts in order to compute properly the last contribution

\[
M = -2C \int d^4x \sqrt{-g} F_{\rho\nu} \left[ \nabla_\mu (\delta A_\nu) - \nabla_\nu (\delta A_\mu) \right] \tag{28}
\]

Using integration by parts and removing the total derivatives we find

\[
M = -2C \int d^4x \left[ -\nabla_\mu (\sqrt{-g} F_{\rho\nu}) \delta A_\nu + \nabla_\nu (\sqrt{-g} F_{\rho\nu}) \delta A_\mu \right] \tag{29}
\]

We have succeeded in expressing the variation of the action \( S_Q \) in terms of variations of \( g_{\mu\nu} \) and \( A_\mu \). This is equivalent to the algorithm used in \(^{1}\) to express the variation of the action (19) which contains the \( f(R, Q) \) Lagrangian, purely in terms of variations of \( g_{\mu\nu} \) and the independent connection \( \Gamma^\alpha_{\mu\nu} \).

It is possible to write (29) in a more compact form rearranging indices

\[
M = -2C \int d^4x \nabla_\nu \left[ \sqrt{-g} F_{\rho\nu} \left( F^{\mu\nu} \delta_\rho^\lambda - \delta_\nu^\rho F^{\mu\lambda} \right) \right] \delta A_\lambda \tag{30}
\]

With this result, the final expression for \( \delta S_Q \) in (27) will be:

\[
\delta S_Q = -C \int d^4x \sqrt{-g} \left[ ( -\frac{F}{2} g_{\mu\nu} + 2F_Q F_{\mu\alpha}F^\alpha_{\nu} ) \delta g^{\mu\nu} + \nabla_\nu \left[ \sqrt{-g} F_{\rho\nu} \left( F^{\mu\nu} \delta_\rho^\lambda - \delta_\nu^\rho F^{\mu\lambda} \right) \right] \delta A_\lambda \right] \tag{31}
\]
To obtain our field equations we need to compute the variation of the other contribution to the action in (20). But as we said before, this task has already been done elsewhere [1],[2], and the details will be omitted here. The variation gives:

\[
\delta S[g, \Gamma] = \frac{1}{2k^2} \int d^4x \left[ \delta g^{\mu \nu} \sqrt{-g} (f_R R_{\mu \nu} - \frac{f}{2} g_{\mu \nu}) + 2f_Q R_{\mu \alpha} R^\alpha_{\nu} \right] + \nabla_\beta \left[ \sqrt{-g} \Lambda^{\beta}_{\alpha \nu} \delta \Gamma^\alpha_{\beta \nu} \right] \tag{32}
\]

where \( \Lambda^{\mu \nu} \equiv f_R g^{\mu \nu} + 2f_Q R^{\mu \nu} \). Let us define now the following tensor

\[
T^{\mu \nu} \equiv F_Q F_{\alpha \beta} F^{\alpha \beta}_{\nu} - \frac{F}{4} g^{\mu \nu} \tag{33}
\]

Note that when \( F = Q \equiv F^{\alpha \beta} F_{\alpha \beta} \) it would imply that \( F_Q = 1 \), and in this case (33) reduces to the usual definition of the energy-momentum tensor of the electromagnetic field. It is also important to note that in general this tensor is not traceless:

\[
g^{\mu \nu} T_{\mu \nu} = Q F_Q - F \tag{34}
\]

In the context of \( f(R) \) theories, this fact is directly related with the existence of additional matter terms yielding modified dynamics. Finally, combining (32) with all our results, we get:

\[
f_R R_{\mu \nu} - \frac{1}{2} f g_{\mu \nu} + 2f_Q R_{\mu \alpha} R^\alpha_{\nu} = \frac{k^2}{4\pi} T_{\mu \nu} \tag{35}
\]

\[
\nabla_\alpha \left[ \sqrt{-g} (f_R g^{\beta \gamma} + 2f_Q R^{\beta \gamma}) \right] = 0 \tag{36}
\]

\[
\nabla_\beta \left[ \sqrt{-g} F_Q F^{\lambda \beta} \right] = 0 \tag{37}
\]

This is a system which reduces to the usual Einstein-Maxwell field equations of GR when \( f(R, Q) = R \), and \( F(Q) = Q \).
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