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Metasurfaces represent one of the most vibrant fields of modern science and technology. A metasurface is a complex electromagnetic structure, that is typically deeply subwavelength in thickness, electrically large in transverse size and composed of subwavelength scattering particles with extremely small features; it may generally be bianisotropic, space-varying and time-varying, nonlinear, curved and multiphysics. With such complexity, the design of a metasurface requires a holistic approach, involving synergistic synthesis and analysis operations, based on a solid model. The Generalized Sheet Transition Conditions (GSTCs), combined with bianisotropic surface susceptibility functions, provide such a model, and allow now for the design of sophisticated metasurfaces, which still represented a major challenge a couple of years ago. This paper presents this problematic, focusing on the computational analysis of metasurfaces via the GSTC-susceptibility approach. It shows that this analysis plays a crucial role in the holistic design of metasurfaces, and overviews recently reported related frequency-domain (FDFD, SD-IE, FEM) and time-domain (FDTD) computational techniques.

Index Terms—Metamaterials, metasurface, sheet discontinuity, Generalized Sheet Transition Conditions (GSTCs), bianistropic media, computational electromagnetics, Finite-Difference Frequency-Domain (FDFD), Spectral-Domain Integral-Equation (SD-IE), Finite Element Method (FEM), Finite-Difference Time-Domain (FDTD).

I. INTRODUCTION

Metasurfaces are two-dimensional arrays of subwavelength metallic or dielectric scattering particles that transform electromagnetic waves in various ways [1]–[3]. Compared to 3D metamaterials [9], they are less lossy, easier to fabricate, and offer a broader range of functionalities. Within less than a decade, they have already led to a myriad of applications, such as for instance flat lenses [10], [11], vortex wave generators [12], [13], nonlinear beam shapers [14], [15] and remote processors [16]. Moreover, they offer the possibility to simultaneously perform multiple independent field transformations [17]–[20].

Figure 1 represents a general metasurface, transforming an incident wave $\psi_i$ into a reflected wave $\psi_r$ and a transmitted wave $\psi_t$. As suggested in the figure, a metasurface is typically an electrically very thin ($\delta \ll \lambda$), electrically relatively large ($L_x, L_y > \lambda$), homogenizable ($p_x, p_y \ll \lambda$) non-periodic and bianisotropic [21] electromagnetic structure. It is therefore challenging to model and typically requires a holistic design approach of the type described in Fig. 2 which includes both synthesis and analysis operations.

The synthesis operation globally consists in determining the physical (geometrical and electromagnetic) parameters of the metasurface structure, such as the metasurface size and scattering particle geometries, to achieve a specified wave transformation [2], [18], [22].

![Fig. 1: General metasurface, transforming an incident wave $\psi_i$ into a reflected wave $\psi_r$ and a transmitted wave $\psi_t$.](image-url)
the scattered fields of a given physical metasurface, and may be itself decomposed in the following two operations: the extraction of the susceptibility function $\chi(x, y)$ characterizing the metasurface structure [3] in Fig. 2 and the subsequent computation of the scattered fields \( \psi_i, \psi_r, \psi_t \) and exhibit arbitrary bianisotropy. Consequently, a metasurface may be modeled by the four \( 3 \times 3 \) (possibly space- and time-varying) surface susceptibility tensors $\chi_{ee}, \chi_{mn}, \chi_{me}$ and $\chi_{em}$, which correspond to the bulk medium parameters $\varepsilon, \mu, \zeta$ and $\xi$, respectively [21]. Such a complex zero-thickness sheet cannot be modeled by conventional boundary conditions [25], and no currently existing commercial software can efficiently simulate it.

An appropriate approach to model a metasurface tensorial surface susceptibility sheet is the Generalized Sheet Transition Conditions (GSTCs) [1], [18], [27]. This approach generally describes the metasurface discontinuity in terms of an expansion over derivatives of the Dirac delta function. The characterization may equivalently be done in terms of polarizability [28], [29] or impedance [30], [31] tensors.

The GSTCs were initially applied to synthesis problems [1], [18]. Their first application to analysis problems was done in the Finite-Difference Frequency-Domain (FDFD) scheme [23], [32]. This scheme can efficiently handle dispersive and bianisotropic metasurfaces. However, as a frequency-domain technique, it is inherently monochromatic, and therefore improper for transient analysis, slow in broadband problems and inapplicable to nonlinear problems. Moreover, it requires large memory resources. A GSTC Spectral-Domain Integral-Equation (SD-IE) was reported in [33] to speed up the simulation time and reduce the memory requirement of the FDFD implementation. However, this technique introduces other limitations, such as the impossibility to incorporate scattering objects in the computational region, and the difficulty to handle bianisotropic metasurfaces. In [34], the GSTCs were adapted to the Finite Element Method (FEM), which is known to be most efficient for commercial softwares, but which is also tedious to implement while still suffering from the fundamental limitations of frequency-domain techniques.

In order to access the fundamental benefits of time-domain techniques, the GSTCs have been implemented in several Finite-Difference Time-Domain (FDTD) schemes [24], [35]–[37]. The GSTC-FDTD proposed in [24] is straightforwardly integrable in existing FDTD codes and can simulate arbitrary space-time varying bianisotropic metasurfaces. However, it is restricted to particular dispersive models. A scheme for isotropic metasurfaces with Lorentzian dispersion was presented in [37], but this scheme, based on the Auxiliary Differential Equation (ADE) approach [38], [39], requires solving a matrix equation at every march-on-time iteration. For more efficient and general analysis, an extension of the method of [24] to dispersive metasurfaces was developed in [40].

This paper presents an overview of the research on the computational analysis of metasurfaces\(^2\). Section II justifies the sheet discontinuity model for the treatment of metasurfaces. Section III reviews conventional boundary and transition conditions and deduces their inapplicability to general metasurfaces, prompting for the need of a novel approach. This approach is the GSTC technique combined with a surface susceptibility tensor description of the metasurface medium, presented in Sec. IV as the foundation for metasurface model analysis. Section V explains the usefulness of the GSTC analysis in the holistic design of metasurfaces. Sections VI and VII subsequently overview the GSTC-based frequency-domain and time-domain computational techniques, respectively, reported to date. Finally, Sec. VIII draws conclusions and discusses prospective developments.

\(^2\)This topic is a few years old at the time of this writing, and it is quite certain, considering the dramatically increasing interest in metasurfaces, that much more results will be reported in forthcoming years; so the reader is invited to follow up on developments subsequent to the publication of this overview.
II. METASURFACE BIANISOTROPIC SURFACE SUSCEPTIBILITY MODEL

A readily available way to analyze a metasurface would be to handle it with an existing general-purpose full-wave electromagnetic simulator. However, since a metasurface is a highly complex structure – being electrically thin, electrically large, composed of subwavelength particles with deeply subwavelength features, nonperiodic and bianisotropic – as pointed out in Sec. III and illustrated in Fig. 1, this brute-force approach would be essentially impractical: It would require huge memory resources and take prohibitive computation times while providing little insight into the physics of the metasurface. Therefore, an appropriate model is essential for the efficient analysis of a metasurface.

What could be such a model? As mentioned in Sec. I, a metasurface has a deeply subwavelength thickness. Therefore, propagation or resonance effects in the direction perpendicular to its plane can be safely neglected (Fig. 1). A metasurface is hence a local entity: the field on its transmission side \( \psi^1 \) at the point \((x,y,0^+)\) depends on the field on its incidence-reflection side \( \psi^1 + \psi^0 \) only at the point \((x,y,0^-)\). Consequently, a metasurface may be safely modeled as a zero-thickness sheet or sheet discontinuity. Moreover, as also mentioned in Sec. I, a metasurface is composed of a subwavelength particle lattice. It may be therefore locally homogenized, and hence described by a continuous mathematical function, that is in general tensorial due to bianisotropy. Thus, a metasurface may be efficiently modeled as a surface (zero-thickness) continuous tensorial susceptibility function, \( \chi(x,y) \), which is immensely simpler than the physical metasurface structure.

This model is extremely powerful, as it provides the foundation for:

- a straightforward and analytical technique for synthesis [in Fig. 2] [18], [41];
- a fast and efficient scheme for analysis [in Fig. 2] [23], [24], which is the focus of this paper;
- a unique insight into the physics of metasurfaces [spatial and temporal variation, passive/active nature, reciprocity/nonreciprocity, tensorial structure (monoisotropy, monocanisotropy, bianisotropy), linearity/nonlinearity and transformation multiplicities] [15], [42], [43].

Of course, the \( \chi(x,y) \) model will eventually have to be connected to the physical metasurface structure [2] and [3] in Fig. 2, which is typically composed of 1-2 substrates and 2-3 metallization layers, with an overall subwavelength thickness [30], [44], [47], supporting arrays of scattering particles with specific geometries. This connection may be accomplished by scattering parameter mapping: the physical/model parameters (particle geometries and lattice / susceptibility tensor structures and functions) are tuned to yield scattering parameters identical to those of the model/physical simulations for the synthesis [2] / analysis [3] operations. Using this technique, the metasurface is seen as a “black box”, where equivalence between the sheet model and the physical structure is automatically satisfied despite the fact that two entities have different thicknesses (zero thickness / thickness of the actual physical metasurface) [18].

III. INAPPLICABILITY OF CONVENTIONAL BOUNDARY AND TRANSITION CONDITIONS

How could one possibly handle the surface susceptibility tensor metasurface model described in Sec. II? Can one apply conventional Boundary Conditions (BCs) or Transition Conditions (TCs) to simulate such a complex discontinuity?

Conventional BCs are the usual boundary conditions at an interface between two media, including the Perfect Electric Conductor (PEC) BC, the Perfect Magnetic Conductor (PMC) BC, the Perfect Electromagnetic Conductor (PEMC) BC [48]–[50], the Absorbing Boundary Condition (ABC) [51], [52] and the Perfectly Matched Layers (PMLs) BC [53]. These BCs address the problem of a discontinuity formed by the juxtaposition of two different media. This does not correspond to the surface susceptibility tensor (zero-thickness) sheet model of a metasurface, which is a discontinuity per se, not requiring the presence of surrounding media, although such media can naturally be present. BCs are therefore inapplicable to the metasurface model since they cannot account for the presence of a sheet between media. This may be rigorously demonstrated as follows. The classical BCs at an interface between two media read

\[
\hat{\varepsilon} \times \Delta \mathbf{H} = \mathbf{J}_s, \quad (1a)
\]

\[
\Delta \mathbf{E} \times \hat{\varepsilon} = \mathbf{K}_s, \quad (1b)
\]

\[
\hat{\varepsilon} \cdot \Delta \mathbf{D} = \rho^e_s, \quad (1c)
\]

\[
\hat{\varepsilon} \cdot \Delta \mathbf{B} = \rho^m_s, \quad (1d)
\]

where \( \mathbf{J}_s, \mathbf{K}_s, \rho^e_s \) and \( \rho^m_s \) are the impressed electric current surface density, magnetic current surface density, electric charge surface density and magnetic charge surface density, respectively, while the operator \( \Delta \) denotes the difference of the fields at both sides of the metasurface. Equations (1) are conventionally obtained from the integral form of Maxwell equations. The relations (1a) and (1b) are derived by applying Stokes theorem with
integration over the path of a closed contour across the interface, while the relations (1c) and (1d) are derived by applying Gauss theorem with integration over the surface area of a pillbox at the interface between the two media. These BCs, found in most electromagnetic textbooks, cannot relate the fields across a metasurface sheet because they do not rigorously apply to an interface supporting currents and charges, as pointed out by Schelkunoff about 50 years ago [54]. Consider for example the discontinuity in the displacement vector, $D$, in (1c). This equation is stricto senso incorrect, for the following two reasons: first, Gauss theorem is applicable only if $D$ is continuous within the volume of integration, which is obviously not the case when $\rho^e_S \neq 0$. The relation is correct everywhere except at the interface (up to $z = 0^+$), but fails to describe the behavior of the field at $z = 0$. Second, Eq. (1c), implying that $D$ is perfectly continuous in the absence of impressed electric surface charges, fails to consider the contribution of excitable dipole or higher-order multipole moments or polarization currents, that typically model a metasurface. These issues also apply to the other three relations in (1). Conventional boundary conditions are thus not capable to properly account for the presence of a metasurface.

In contrast to BCs, TCs, which are fictitious sheet discontinuities used in the computation of thin structures such as coating films [55], frequency selective surfaces [56] and two-dimensional materials (graphene, black phosphorous, etc.) [57]–[59], do model zero-thickness discontinuities and would therefore a priori seem applicable to the metasurface model. However, conventional TCs can only account for discontinuity in the electric field or in the magnetic field, and not both. Indeed, they have the form impedance boundary condition (IBC) form

$$ \Delta E = \vec{Z} \cdot \vec{H}, \quad (2a) $$

or

$$ \Delta H = \vec{Y} \cdot \vec{E}, \quad (2b) $$

where $\Delta$ represents the field discontinuity across the sheet and $\vec{Z}$ and $\vec{Y}$ are in general $4 \times 4$ immittance tensors, corresponding to electric only and magnetic only discontinuity, respectively. However, metasurfaces generally represent simultaneously electric and magnetic discontinuities. Moreover, they are generally biaxial, isotropic, which is incompatible with the aforementioned mathematical forms.

Thus, neither BCs nor conventional TCs can deal with the metasurface sheet susceptibility model, and another type of TC is therefore required. Fortunately, such a TC, providing exactly what is needed, exists: It is the

**Generalized Sheet Transition Conditions (GSTCs),** that will be described in the next section.

IV. GSTC **FUNDAMENTALS**

The GSTCs were initially developed by Idemen [27] and later applied to metasurfaces by Kuester et al. [1]. They are established by expressing the discontinuities of the fields at the sheet in terms of an expansion over derivatives of the Dirac delta distribution [60]. Such an expansion generally takes the form

$$ f(z) = \{ f(z) \} + \sum_{k=0}^{N} f_k \delta^{(k)}(z), \quad (3) $$

where $f(z)$ corresponds to any quantity in Maxwell equations, $\delta^{(k)}$ represents the $k$-th derivative of the Dirac delta distribution, $\{ f(z) \}$ represents the regular part of the function $f(z)$, which corresponds to $f(z)$ everywhere in space except at $z = 0$, and the sum term in (3) corresponds to the singular part of $f(z)$, which represents the value of $f(z)$ precisely at $z = 0$.

Substituting all the quantities in Maxwell equations with their expression in the form of (3) leads to two sets of equations: the universal boundary conditions and the compatibility relations [18], [27]. Recursively solving the latter for each value of $k$ in (3) leads to the final expression of the GSTCs, which read, in the time-harmonic regime,

$$ \tilde{\vec{z}} \times \Delta \vec{H} = \vec{J}_s + \frac{\partial \vec{P}}{\partial t} - \tilde{\vec{z}} \times \nabla \parallel M_z, \quad (4a) $$

$$ \Delta \vec{E} \times \tilde{\vec{z}} = \vec{K}_s + j \omega \mu_0 \frac{\partial \vec{M}_1}{\partial t} - \nabla \parallel \left( \frac{\vec{P}}{\varepsilon_0} \right) \times \tilde{\vec{z}}, \quad (4b) $$

$$ \tilde{\vec{z}} \cdot \Delta \vec{D} = \rho^e_S - \nabla \cdot \vec{P}_s, \quad (4c) $$

$$ \tilde{\vec{z}} \cdot \Delta \vec{B} = \rho^m_S - \mu_0 \nabla \cdot \vec{M}_s. \quad (4d) $$

In these relations, the spectral versions of the polarization vector densities, $\vec{P}$ and $\vec{M}$, are related to the total fields via the surface susceptibility tensor spectral functions $\vec{\chi}_{ee}$, $\vec{\chi}_{mm}$, $\vec{\chi}_{em}$ and $\vec{\chi}_{me}$ by the constitutive relations

$$ \vec{P} = \varepsilon_0 \vec{\chi}_{ee} \cdot \vec{E} + \frac{1}{\varepsilon_0} \vec{\chi}_{em} \cdot \vec{H}, \quad (5a) $$

$$ \vec{M} = \mu_0 \vec{\chi}_{mm} \cdot \vec{H} + \frac{1}{\mu_0} \vec{\chi}_{me} \cdot \vec{E}. \quad (5b) $$

$^3$It is also possible to derive the GSTCs using a more conventional technique, based on pillbox integration [61].

$^4$The surface susceptibilities are expressed in meters, as may be seen by comparing (4a) and (5a).

$^5$In these last relations, the electric and magnetic fields are rigorously the fields acting at the position of the metasurface. However, these fields can be approximated as the arithmetic average of the fields before and after the metasurface, i.e. $\psi_{av} = (\psi_1 + \psi_2 + \psi_3)/2 = \bar{\psi}$.  
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where the tilde symbol indicates spectral quantities.

The GSTCs used in metasurface so far, and throughout this paper, are those corresponding to reduction of the sum in (3) to the single term $N = 0$ ($f_k = 0$ for $k > 0$). In that case, the boundary conditions account for the discontinuity of the fields but not for discontinuities in their derivative. It is instructive to compare the GSTCs [Eqs. (4)] with the conventional BCs [Eqs. (1)] and IBCs [Eqs. (2)]. The first comparison show that GSTCs are an extended version of the conventional BCs, where the metasurface sheet discontinuity is accounted for by added polarization currents, associated with the bianisotropic surface susceptibilities that characterize it [Eqs. (3)]. The second comparison show that the GSTCs, in addition to being more rigorous, are also more complete than the IBCs, since they take into account possible normal susceptibility components while the IBCs only consider tangential impedance/admittance components and ignores normal polarization. Moreover, contrary to the IBCs, the GSTCs can be straightforwardly extended to include nonlinear susceptibility terms as well as possibly higher-order discontinuity terms.

In the particular case, covering a large number of practical metasurfaces, where $M_z = \hat{P}_z = \mathbb{I}$ and hence the susceptibility tensors reduce to $2 \times 2$ transverse tensors, one obtains, by substituting (3) into the spectral version of (4) (monochromatic regime), the particularly convenient closed-form relations

\[
\begin{align*}
\Delta \hat{H}_y & = j \omega \varepsilon_0 \mu_0 \left( \begin{array}{cc}
\chi_{ee} & \chi_{xy} \\
\chi_{ye} & \chi_{yy}
\end{array} \right) \left( \begin{array}{c}
\hat{E}_{x,av} \\
\hat{E}_{y,av}
\end{array} \right) \\
\Delta \hat{H}_z & = j \omega \mu_0 \left( \begin{array}{cc}
\chi_{em} & \chi_{ym} \\
\chi_{me} & \chi_{mm}
\end{array} \right) \left( \begin{array}{c}
\hat{H}_{x,av} \\
\hat{H}_{y,av}
\end{array} \right)
\end{align*}
\]

\[
\begin{align*}
\Delta \hat{E}_y & = j \omega \mu_0 \left( \begin{array}{cc}
\chi_{xx} & \chi_{xy} \\
\chi_{yx} & \chi_{yy}
\end{array} \right) \left( \begin{array}{c}
\hat{H}_{x,av} \\
\hat{H}_{y,av}
\end{array} \right) \\
\Delta \hat{E}_x & = j \omega \varepsilon_0 \mu_0 \left( \begin{array}{cc}
\chi_{xx} & \chi_{xy} \\
\chi_{yx} & \chi_{yy}
\end{array} \right) \left( \begin{array}{c}
\hat{E}_{x,av} \\
\hat{E}_{y,av}
\end{array} \right)
\end{align*}
\]

This is sufficient for most metasurfaces. However, there are cases where such restriction would create problems. For instance, a metasurface transforming the incident field into a transmitted field corresponding to the phase-reversed version of the incident field could not be described by a series truncated to $N = 0$ in (5). Indeed, the corresponding quantities would include only the even $\Delta(z)$ distribution whereas the field transformation is obviously odd in nature. In such a case, one should at least include the term $N = 1$ to involve the odd distribution $\delta'(z)$. The application of higher-order GSTCs to metasurfaces is still an open research topic.

For instance, IBCs cannot directly account for the magnetic polarization ($M_z = 0$) caused by planar metallic rings, whereas the GSTCs can.

V. USEFULNESS OF THE MODEL-BASED ANALYSIS

As mentioned in Sec. III this paper does not deal with the complete analysis operation, represented by the large vertical up arrow in Fig. 2, but essentially with the model-to-field part of the analysis (4), leaving out the physical-structure-to-model analysis (3) in Fig. 2. The reason for this is twofold. First, the only existing approach for (3) (as (4)) is the scattering parameter mapping technique discussed in the last paragraph of Sec. III which is tedious but straightforward. Second, (4) is tremendously useful in the holistic design shown in Fig. 2.

Figure 3 represents four operations where the model based analysis (4) is useful in the design of a metasurface:

- Fig 3a: Once a metasurface has been synthesized in terms of its susceptibility model (1), (4) allows one to verify that it produces the specified fields and to characterize it for parameters (frequency, angle, polarization and waveform of the incident wave; metasurface size) other than the specified ones. The latter is essential to understand how the metasurface will behave and may affect other objects in a practical situation.

- Fig 3b: (4) allows efficient synthesis under the form of iterative synthesis-analysis. For instance, if the result of (1) is found inappropriate (e.g. undesired lossy/active or nonreciprocal susceptibilities, practically fast variations in terms of wavelength, etc.), (4) may help in adjusting the design, either by transforming tensorial structure of the metasurface (e.g. from monoisotropic to bianisotropic, etc.) or by relaxing specifications (e.g. allowing tolerable loss, increasing the size, etc.). Once this iterative operation has been performed to satisfaction, one moves on to the physical structure design (3).

- Fig 3c: After the susceptibilities of a physical metasurface structure have been extracted, for a minimal set of test waves necessary to determine all its tensorial susceptibility parameters, (4) allows to efficiently characterize the metasurface for any other parameters than the specified ones, without having to simulate the complex physical structure.

- Fig 3d: The previous operation is all the more beneficial when scattering objects co-exist with the metasurface, as the computational burden will then be essentially restricted to these objects rather than including, possibly prohibitively, the metasurface physical structure.

Now that the usefulness of the analysis based on the bianisotropic surface susceptibility model has been ex-
plained and that the GSTCs required to handle this model have been described (Sec. [IV]), we may overview the computational techniques developed to simulate metasurfaces at that level [4] in Fig. 2. These techniques essentially consist in grafting GSTC-based schemes into conventional numerical algorithms, both in the frequency domain and in the time domain. Therefore, the fundamental features of the corresponding frequency-domain and time-domain methods are maintained [62], [63], and we shall delve here only into metasurface-specific aspects of the computational techniques overviewed.

VI. GSTC-BASED FREQUENCY-DOMAIN COMPUTATIONAL TECHNIQUES

We shall here describe the implementation of the GSTCs first in the Finite-Difference Frequency-Domain (FDFD) method, in some details and with an illustrative example, and next, briefly, in the Spectral-Domain Integral-Equation (SD-IE) method and in the Finite Element Method (FEM).

A. Finite Difference Frequency Domain (FDFD)

For simplicity, we consider the TM_z 2D (∂/∂y = 0) problem, whose only nonzero field components are \( \tilde{H}_y, \tilde{E}_x \) and \( \tilde{E}_z \). An essentially similar procedure may be applied to the TE_z and 3D problems. In the 2D TM_z case, Eqs. (6) reduce to

\[
- \Delta \tilde{H}_y = j \omega \varepsilon_0 \chi_{yy} \tilde{E}_{x,av} + j k_0 \chi_{yz} \tilde{E}_{z,av}, \tag{7a}
\]

The key question is how to position the metasurface in the FDFD computational grid. Positioning it on E-field or H-field nodes would allow only magnetic-field discontinuity or electric-field discontinuity [58], respectively, and not both, since only one field quantity is specified at a given node, which prevents inserting any discontinuity in this field.

A solution, proposed in [23], [32], consists in positioning the metasurface between adjacent nodes, as shown in Fig. 4 and to apply the GSTCs to that position, while using the conventional FDFD scheme everywhere else.

\[
\tilde{E}_x = j \omega \varepsilon_0 \chi_{yy} \tilde{H}_{y,av} + j k_0 \chi_{yz} \tilde{E}_{z,av}. \tag{7b}
\]

Fig. 3: Usefulness of the model-based analysis [4] in Fig. 2. (a) Synthesis verification and characterization. (b) Synthesis by synthesis-analysis iterations. (c) Analysis and characterization from extracted susceptibilities. (d) Same as (c) but in the presence of scatterers.

Fig. 4: Metasurface positioning in the FDFD grid at \( z = (k + \frac{1}{4}) \Delta z \) along the z-direction.

The standard FDFD equations for TM_z are [64]

\[
- \frac{\tilde{H}_{y,xx}^{i+1,j} - \tilde{H}_{y,xx}^{i,j}}{\Delta x} = j \omega \varepsilon_0 \chi_{yy} \tilde{E}_{x,xx}^{i+\frac{1}{2},j} + j k_0 \chi_{yz} \tilde{H}_{y,xx}^{i+\frac{1}{2},j}, \tag{8a}
\]

\[
\tilde{E}_{x,xx}^{i+\frac{1}{2},j} - \tilde{E}_{x,xx}^{i,j} - \frac{\tilde{E}_{z,xx}^{i+\frac{1}{2},j} - \tilde{E}_{z,xx}^{i,j}}{\Delta x} = j \omega \varepsilon_0 \chi_{yy} \tilde{H}_{y,xx}^{i+\frac{1}{2},j}, \tag{8b}
\]

\[
\tilde{H}_{y,yy}^{i+1,j} - \tilde{H}_{y,yy}^{i,j} = j \omega \varepsilon_0 \chi_{yy} \tilde{E}_{z,yy}^{i+\frac{1}{2},j} + j k_0 \chi_{yz} \tilde{H}_{y,yy}^{i+\frac{1}{2},j}, \tag{8c}
\]

which may be recast, for the entire computational domain, into the compact matrix system

\[
- \tilde{D}_{hh} \tilde{E}_y = \tilde{\varepsilon}_{xx} \tilde{E}_x, \tag{9a}
\]

\[
\tilde{D}_{ee} \tilde{E}_z - \tilde{D}_{ee} \tilde{E}_x = \mu_{yy} \tilde{H}_y, \tag{9b}
\]

\[
\tilde{D}_{hh} \tilde{H}_y = \tilde{\varepsilon}_{zz} \tilde{E}_z, \tag{9c}
\]

where \( \tilde{D}_{hh}, \tilde{D}_{ee}, \tilde{D}_{ee} \) and \( \tilde{D}_{hh} \) are differential matrix operators, \( \tilde{\varepsilon}_{xx}, \tilde{\varepsilon}_{zz} \) and \( \mu_{yy} \) are permittivity and permeability...
matrices, respectively, and $\hat{E}$ and $\hat{H}$ are field columnvectors, respectively. \(^{[64]}\)

For $j = k$ in (8a), \(E_x^{k+1/2, j+1/2} \) involves the fields \(\hat{H}^{y, k+1}_y \) and \(\hat{H}^{y, k}_y \), positioned on either side of the metasurface (Fig. 4), and would therefore fail to account for the presence of the metasurface, since it considers only quantities located at \( z = k\Delta z \) and \( z = (k + 1)\Delta z \) and ignores anything that could exist in between. To properly account for the effect of the metasurface, one must relate the fields on either side of it by the GSTCs. This may be accomplished by replacing (8a) with an approximate discretization of (7a) \(^{[64]}\), which yields, after grouping similar field terms,

$$\hat{E}_x^{i,k+1/2} + \hat{E}_x^{i,k-1/2} = \frac{j\omega\mu_0\varepsilon_{xx}}{2} \left[ \hat{E}_x^{i,k+1} + \hat{E}_x^{i,k-1} \right],$$



where \(\hat{E}_x^{i,k+1/2} = \pm 1 - \frac{j\omega\mu_0\varepsilon_{xx}}{2}.\) Equation (10) is to replace (8a) at the position \((i\Delta z, (k + \frac{1}{2})\Delta z) \) (\(\nabla i\)). This substitution only changes some entries of \(\text{\textit{D}}^{y, i}_x \) and \(\varepsilon_{xx} \) in (9a) \(^{[23]}\), without altering the form of this matrix equation.

Similarly, Eq. (7b) may be discretized and rearranged to yield

$$\hat{E}_x^{i,k+1/2} = \frac{j\omega\mu_0\varepsilon_{xx}}{2} \left[ \hat{H}_y^{i,k} + \hat{H}_y^{i,k+1} \right],$$

where \(\hat{E}_x^{i,k+1/2} = \pm 1 - \frac{j\omega\mu_0\varepsilon_{xx}}{2},\) which is to replace (8b) at the position \((i\Delta z, (k + \frac{1}{2})\Delta z) \) (\(\nabla i\)). This only changes some entries of \(\text{\textit{D}}^{y, i}_y \) and \(\mu_{yy} \) in (9b), as detailed in \(^{[23]}\), without altering the form of this matrix equation.

Equation (8c) is not affected by the presence of the metasurface, since its sampled fields are all located at the same side of it. Consequently, Eq. (9c) is also unaffected.

Figure 5 provides illustrative result for the GSTC-FDFD scheme compared to that obtained using a thin-slab model for a refractive metasurface. The GSTC-FDTD result, shown in Fig. 5a, is in close (although not perfect, due to the approximation mentioned in Footnote 10) agreement with the specification, which demonstrates the validity of the proposed approach. The COMSOL thin-slab model consists in diluting the surface susceptibility in a deeply subwavelength \((\delta = \lambda/100)\) slab into a volume susceptibility \((\chi_{vol} = \chi_{surf}/\delta)\). The corresponding result, plotted in Fig. 5b, in addition to being computationally expensive, fails to reproduce the specified fields. This failure is attributed to the incapability of the thin-film model to account for rapid susceptibility variations (that turn out to be here very sharp on the wavelength scale \(^{[41]}\)).

### B. Spectral-Domain Integral-Equation (SD-IE)

GSTCs can also be implemented in the form of integral equations. In the case of a flat metasurface, the GSTC integral equations can be particularly conveniently manipulated in the spectral domain, where they do not require any field expansion and testing, contrary to the spatial case, and hence provide a much simpler formulation \(^{[33]}\).

The corresponding Spectral-Domain Integral-Equation (SD-IE) method consists in representing all the fields and susceptibilities in terms of their frequency-domain \((\omega)\) and transverse spectral-domain \((k_T = k_x\hat{x} + k_y\hat{y})\) counterparts, whence the derivatives reduce to products, and substituting these expressions into the GSTCs, so as to obtain a system of coupled algebraic equations, whose solution provides the scattered fields \(^{[33]}\).

The main advantage of this approach is that it reduces the original metasurface problem to a problem that is one dimension smaller (2D from 3D or 1D from 2D), since the need for meshing in the direction normal to the metasurface \(^{[42]}\) is obviated by the angular-spectrum representation of the fields. This dramatically reduces the computational complexity and memory requirements. However, this is at the cost of restricting the range of tractable problems to those without additional scattering objects, unless these objects are transversely uniform, such as flat multilayer structures.

\(^{[10]}\)This equation is only an approximation of (7a), since the involves fields are sampled at four different positions, imposed by the FDFD staggered grid structure (four vertical positions [two for \(E_{x} \) and two for \(H_{y} \]) in Fig 4), whereas Eq. (23) assumes zero thickness. In fact, the scheme, as detailed in \(^{[23]}\), spatially merges the fields \(E_{x} \) and \(H_{y} \), but the total distance between the two other sampled fields \((\hat{H}^{y, k+1}_y \) and \(\hat{E}^{x, k-1/2}_x \)) is one computational cell \((\Delta z)\), which is still nonzero. However, this approximation does not compromise the efficiency of the method. Indeed, only the area surrounding the metasurface sheet, between the \(\hat{H}^{y, k+1}_y \) and \(\hat{E}^{x, k-1/2}_x \) rows, is meshed, so that the overall computational mesh only depends on the surrounding media. In contrast, an equivalent conventional thin slab (as used in the COMSOL simulation in Fig. 5b) needs to be meshed and therefore involves, given the deeply subwavelength nature of the metasurface \((\delta = \lambda/100)\), extremely dense meshing in the vicinity of the slab, which requires large memory resources and long computation time.

\(^{[23]}\)Using \(^{[23]}\) would also be possible, but this leads to a formulation that is numerically less accurate.

\(^{[12]}\)Not all the metasurfaces reported to date are flat, but the vast majority of them are.

\(^{[13]}\)Incidentally, the absence of discretization in that direction results, in contrast to the FDFD case, in a computation that exactly models the zero-thickness of the metasurface in \(^{[6]}\).
C. Finite Element Method (FEM)

GSTCs may also be implemented in the Finite Element Method (FEM), as reported in [34]. This implementation essentially consists in linking the Neumann boundary conditions belonging to the domains on either side of the metasurface with the GSTC equations and surface susceptibility tensors. Details may be found in [34], which treats both cases of a 1D ‘metasurface’ and a 2D bianisotropic metasurface using triangular elements and linear basis functions.

VII. GSTC-BASED TIME-DOMAIN COMPUTATIONAL TECHNIQUES

We shall now describe the implementation of GSTCs in the Finite-Difference Time-Domain (FDTD) method for general space-varying and time-varying metasurfaces. We will first introduce the concept of virtual nodes, derive and interpret the subsequent key equations, and present an illustrative example. We will next explain how to take into account specific metasurface frequency dispersions.

A. Finite Difference Time Domain (FDTD) Algorithm

In order to provide a global presentation of the algorithm, we restrict our derivations to the 1D problem of scattering by an isotropic point (or 0D) ‘metasurface’. This is sufficient to capture the gist of the GSTC implementation and straightforwardly extends to the case of 2D/3D (1D/2D metasurface) problems and bianisotropic metasurfaces, as detailed in [24]. However, the illustrative example will deal with a 2D metasurface. Furthermore, we assume here that the metasurface is nondispersive, the case of dispersion being treated in Sec. VII-B.

In our 1D problem, we assume propagation in the z-direction with nonzero field components $E_z$ and $H_y$, as shown in Fig. 6a. In this case, the GSTCs (6), expressed in the time-domain (replacing $j\omega$ by $d/dt$) as required here, reduce to

$$\Delta H_y = \varepsilon_0 \frac{d}{dt} \left[ \chi_{xx} \varepsilon_0 E_x,av \right],$$

(12a)

$$\Delta E_x = \mu_0 \frac{d}{dt} \left[ \chi_{yy} \mu_0 H_y,av \right].$$

(12b)

As in the FDFD case (Sec. VI), and for the same reasons, the metasurface cannot placed on the grid nodes, and is therefore positioned in between nodes, as shown in Fig. 6b. However, beyond this similarity, there is a fundamental difference between the FDFD and the FDTD metasurface problems. The FDFD algorithm solves the steady-state problem in one shot, via the inversion of a matrix describing the entire computational domain [Eq. (9) and Footnote 9]. In contrast, the FDTD scheme is a march-on-time algorithm, where care must be taken to ensure that the update equations are causal, i.e. that the update fields, at the present time step, do not depend on any quantity at future time steps.
Fig. 6: Integration of the metasurface within the staggered FDTD Yee grid for a 1D (0D or point metasurface) problem with propagation along the \( z \) direction. (a) Conventional grid used in the analysis of non-zero thickness structures. (b) Positioning of the metasurface between two grid nodes at \( z = 0 \) and introduction of surrounding virtual nodes at \( z = 0^\pm \).

The conventional FDTD update equation for \( E_x^n \) just beyond the metasurface [Fig. 6b] reads

\[
E_x^n(k+1) = E_x^{n-1}(k+1) + \frac{\Delta t}{\varepsilon_0 \Delta z} \left[ H_y^{n-\frac{1}{2}}(k+1) - H_y^{n-\frac{1}{2}}(k) \right].
\]

(13)

Since \( H_y^{n-\frac{1}{2}}(k) \) and \( E_x^n(k+1) \) are positioned on either side of the metasurface discontinuity, Eq. (13) is not appropriate, for it would fail to account for the presence of the metasurface.

As in the GSTC-FDFD scheme, one may then use (12b) to update \( E_x^n(k+1) \). This yields, after discretization,

\[
E_x^n(k+1) = E_x^n(k) - \frac{\mu_0}{\Delta t} \left[ \left( \chi_{mn}^y H_{y,av} \right)^{n+\frac{1}{2}} + \left( \chi_{mn}^y H_{y,av} \right)^{n-\frac{1}{2}} \right],
\]

(14)

where \( E_x^n(k+1) \) depends on \( H_{y,av} \), which is at a future time step and is hence unavailable. Thus, this equation violates the aforementioned causality condition and cannot be used in replacement of the FDTD equation.

This problem can be resolved by introducing virtual electric and magnetic nodes, infinitesimally close to the metasurface, on either side of it, as shown in Fig. 6b [24]. With this strategy, using the magnetic virtual node, at \( z = 0^+ \), Eq. (13) may be approximated as

\[
E_x^n(k+1) = E_x^{n-1}(k+1) + \frac{\Delta t}{\varepsilon_0 \Delta z} \left[ H_y^{n-\frac{1}{2}}(k+1) - H_y^{n-\frac{1}{2}}(0^+) \right].
\]

(15)

In this relation, \( H_y^{n-\frac{1}{2}}(0^+) \) can be obtained from the time-domain GSTC equation (12a), which yields, after discretization,

\[
H_y^{n-\frac{1}{2}}(0^+) = H_y^{0-\frac{1}{2}}(k)
\]

(16a)

\[
- \frac{\varepsilon_0}{\Delta t} \left[ (\chi_{xx}^y E_{x,av})^n - (\chi_{xx}^y E_{x,av})^{n-1} \right],
\]

where

\[
E_{x,av}^n(k+1) = \frac{E_x^n(k+1) + E_x^n(k)}{2}.
\]

(16b)

Substituting this equation into (15) yields the causal update equation for \( E_x^n(k+1) \)

\[
E_x^n(k+1) A_{xx, n}^y = E_x^{n-1}(k+1) A_{xx, n-1}^y + \frac{\Delta t}{\mu_0 \Delta z} \left[ H_y^{0-\frac{1}{2}}(k+1) - H_y^{0-\frac{1}{2}}(k) \right]
\]

(17a)

\[
+ \frac{\varepsilon_0}{\Delta t} \frac{x_{xx}^y E_x^n(k) - x_{xx}^{n-1} E_x^{n-1}(k)}{2 \Delta z},
\]

where

\[
A_{xx, n}^y = 1 - \frac{x_{xx}^y}{2 \Delta z}.
\]

(17b)

The conventional FDTD update equation for \( H_y^{n-\frac{1}{2}}(k) \) just before the metasurface [Fig. 6b] reads

\[
H_y^{n-\frac{1}{2}}(k) = H_y^{n-\frac{1}{2}}(k) + \frac{\Delta t}{\mu_0 \Delta z} \left[ E_x^n(k+1) - E_x^n(k) \right],
\]

(18)

where \( E_x^n(k+1) \) and \( E_x^n(k) \) are positioned either side of the metasurface. Using this time the electric virtual node, at \( z = 0^- \), one obtains upon substituting \( E_x^n(0^-) \) into (18),

\[
H_y^{n-\frac{1}{2}}(k) = H_y^{0-\frac{1}{2}}(k) + \frac{\Delta t}{\mu_0 \Delta z} \left[ E_x^n(0^-) - E_x^n(k) \right].
\]

(19)
In this relation, \( E_y^n (0^-) \) is obtained from (12b), which reads, after discretization,

\[
E_y^n (0^-) = E_y^n (k + 1) + \frac{\mu_0}{\Delta t} \left( \chi_{yn} H_{y,av} \right)^{n+\frac{1}{2}} -(\chi_{yn} H_{y,av})^{n-\frac{1}{2}} \]

(20a)

where

\[
H_{y,av}^{n+\frac{1}{2}} = H_y^{n+\frac{1}{2}} (k + 1) + H_y^{n+\frac{1}{2}} (k),
\]

(20b)

Substituting this noncausal relation into (19) yields the causal update equation for \( H_y^{n+\frac{1}{2}} (k) \)

\[
A_{yy,y,n}^{yy,n+\frac{1}{2}} = A_{yy,n-\frac{1}{2}}^{yy,n+\frac{1}{2}} + \frac{\Delta t}{\mu_0 \Delta x} [ E_x^n (k + 1) - E_x^n (k) ]
\]

(21a)

\[
\chi_{ym} H_y^{n+\frac{1}{2}} (k + 1) - \frac{\chi_{ym} H_y^{n-\frac{1}{2}}}{2 \Delta z} H_y^{n-\frac{1}{2}} (k + 1),
\]

(21b)

where

\[
A_{yy,n}^{yy} = 1 - \frac{\chi_{ym}}{2 \Delta z}.
\]

Comparing (17) and (21) with (13) and (18), respectively, reveals that the GSTC-FDTD update equations are simply extensions of the conventional FDTD update equations. They can therefore be very easily integrated in a conventional FDTD code at the location(s) of the metasurface(s).

Particularly, in the limit case where the metasurface vanishes, i.e. \( \chi = 0 \), the last two terms disappear and \( A_{xx,n}^{yy,n} = A_{yy,n}^{yy,n} = 1 \) in (17) and (21), which immediately leads to (13) and (18). Moreover, in the next limit case of a time-invariant metasurface, \( \chi_{ym} = \chi_{mm}, \) and therefore \( A_{yy,n}^{yy,n} = A_{yy,n}^{yy} = 1 - \frac{\chi_{ym}}{2 \Delta z} = \mu_\tau \) in (21), which upon division by \( \mu_\tau \) reduces to

\[
H_y^{n+\frac{1}{2}} (k) = H_y^{n-\frac{1}{2}} (k) + \frac{\Delta t}{\mu_0 \mu_\tau \Delta z} [ E_x^n (k + 1) - E_x^n (k) ]
\]

\[
\frac{\chi_{ym}}{2 \mu_\tau \Delta z} \left[ H_y^{n+\frac{1}{2}} (k + 1) - H_y^{n-\frac{1}{2}} (k + 1) \right].
\]

(22)

In this equation, the metasurface information is distributed only between the two terms with square brackets, while in the general time-varying case, it is distributed among all the terms of the equation, as may be seen for instance by dividing (21) by \( A_{mm}^{yy,n+\frac{1}{2}} \). Sim-ilar considerations naturally hold for the time-invariant version of (17) and its time-variant generalization (17).

The GSTC-FDTD scheme presented in this section does not include the possibility to account for specific (causal) metasurface dispersions (e.g. Lorentz, Drude, Debye). However, it automatically accounts for the dispersion form \( \chi (\omega) = \frac{\alpha}{j \omega} \), where \( \alpha \) is a constant, which may represent a limited-band approximation of several (causal) dispersive responses (21)\(^{18}\). Indeed, for a monoisotropic metasurface with such dispersion, which reduces to the susceptibilities \( \chi_{xx} = \chi_{yy} = \frac{\alpha}{j \omega} \), Eqs. (6) reduce to

\[
-\Delta H_y = \varepsilon_0 \alpha E_{x,av},
\]

(23a)

\[
-\Delta E_x = \mu_0 \alpha H_{y,av},
\]

(23b)

where the tildes have been removed since the spectral relations are the same as their time counterparts in the absence of frequency dependence. Properly discretizing these relations provides for the required fields at the virtual nodes

\[
H_y^{n+\frac{1}{2}} (0^+) = H_y^{n-\frac{1}{2}} (k) - \frac{\varepsilon_0 \alpha}{4} \left[ E_x^n (k + 1) + E_x^{n+1} (k + 1) \right],
\]

(24a)

\[
E_x^n (0^-) = E_x^n (k + 1) + \frac{\mu_0 \alpha}{4} \left[ H_y^{n+\frac{1}{2}} (k) + H_y^{n+\frac{1}{2}} (k + 1) + H_y^{n+\frac{1}{2}} (k + 1) \right],
\]

(24b)

which are to be used in replacement of (16) and (20), respectively. Since they are frequency-independent, are compatible with time-domain equations and may then be straightforwardly inserted into (15) and (19), respectively, to provide the corresponding FDTD equations.

An example of space-time varying dispersive metasurface with the aforementioned dispersion is shown in Fig. 7. Initially, at \( t = 0 \), the metasurface absorbs all the incident wave at its edges and transmits of the field amplitude at its center, with linear variation from the edges to the center (triangular profile). This spatial susceptibility function varies harmonically in time, period \( t = 200 \Delta t \), pass through a full absorber state at \( t = 100 \Delta t \).

Figures 8 and 9 show GSTC-FDTD results for the space-time varying metasurface in Fig. 7. In Fig. 8

\(^{18}\) Particularly, the inverse Fourier transform, or impulse response (not to be confused with the time variation of the time-varying metasurface), of the corresponding permittivity (or corresponding quantity) function is real, since \( j \frac{\alpha}{\omega} \) is an odd function of \( \omega \) and the corresponding real part of the permittivity, as a constant, is an even function of \( \omega \).

\(^{19}\) Specifically, \( \alpha = 1 \) and \( \alpha = 3 \) when \( T = R = 0 \) and \( T = R = 0.5 \) respectively.
the highest and lowest amplitudes of the transmitted field corresponds to the times when the metasurface was maximally transmitting and fully absorbing, respectively. The reflected field is zero, as specified, as may be inferred from the absence of standing wave pattern on the incident side ($z < 0$) of the metasurface. In Fig. 7 of the steady-state time variation of the field in the incident and transmitted field regions confirm the harmonic variations of the field and the absence of reflection.

**B. Extension to Arbitrary Frequency Dispersions**

As mentioned above, the GSTC-FDTD scheme described in Sec. VII-A, while otherwise very general and flexible, does not allow the specification of arbitrary frequency-dispersive susceptibilities, except for the trivial case of zero dispersion ($\tilde{\chi} = \chi(\omega)$) and the particular case of the dispersion form $\tilde{\chi}(\omega) = \frac{\alpha}{\omega}$. However, the integration of arbitrary dispersion is not a fundamental difficulty and may be done using conventional techniques [38].

This was first done for time-invariant and time-varying metasurfaces in [36] and [35], respectively, which implemented the GSTCs with Lorentz dispersion in terms of an LC-circuit model. This model requires drastic transformation in a conventional FDTD code and precludes the introduction of scattering objects in the computational domain. These limitations were obviated in [37], which implemented the GSTCs in a similar fashion as [23], and used Auxiliary Differential Equations.
(ADEs) to account for the Lorentzian dispersion of an isotropic metasurface. However, the ADE implemenation in this paper is such that it requires the resolution of a matrix system at each time step.

This issue was removed in [40], which presented a general GSTC-FDTD scheme for bianisotropic metasurfaces with Lorentzian dispersion. In this scheme, dispersion is efficiently treated by ADEs, using the bianisotropic polarization density auxiliary functions $P_{ee}, P_{em}, M_{nm}$ and $M_{me}$, and is straightforwardly extendible to other dispersion forms via ADE. The reader is referred to [40] for details.

VIII. CONCLUSION AND PROSPECTS

The design of a metasurface requires a holistic approach involving synergistic synthesis and analysis operations. In this approach, the metasurface is best modeled as a zero-thickness sheet characterized by a surface susceptibility tensor function and described by GSTCs. This has been demonstrated in both frequency-domain (FDFD, SD-IE, FEM) and time-domain (FDTD) computational techniques, where the GSTCs, integrable within the core algorithms, lead to the most powerful computational analysis of general bianisotropic space-varying and time-varying metasurfaces.

The presented GSTC computational analysis of metasurfaces represents the solution to the very canonical problem of deeply subwavelength electromagnetic sheets. Beyond metasurfaces, it may also apply to 2D electron gas (2DEGs), emerging 2D materials (e.g. graphene, Mo2, black phosphorous) and other 2D composite structures.

At this point, several types of generalizations - ultimately leading to the accommodation of general 3D bianisotropic, space-time varying and nonlinear metasurfaces in arbitrary environments - can be straightforwardly worked out and implemented in commercial softwares. The different GSTC-based techniques can also be extended to analyze nonplanar (cylindrical, spherical, etc.) metasurfaces [65], [66].

A still unsolved non-trivial problem, however, that is the extension to metasurfaces including normal polarization densities, i.e. 3D tensors replacing the 2D tensors in [6], which will allow the analysis of more sophisticated and powerful metasurfaces.

Finally, the extension of the proposed concepts to 2D multiphysics structures, accounting for latest technological developments, will most likely represent a substantial part of future research on the computational analysis of metasurfaces.

REFERENCES

[1] E. F. Kuester, M. A. Mohamed, M. Piket-May, and C. L. Holloway, “Averaged transition conditions for electromagnetic fields at a metafilm,” IEEE Trans. Antennas Propag., vol. 51, no. 10, pp. 2641–2651, Oct 2003.

[2] C. L. Holloway, M. A. Mohamed, E. F. Kuester, and A. Dienstfrey, “Reflection and transmission properties of a metafilm: with an application to a controllable surface composed of resonant particles,” IEEE Trans. Electromagn. Compat., vol. 47, no. 4, pp. 853–865, Nov 2005.

[3] N. Yu and F. Capasso, “Flat optics with designer metasurfaces,” Nat. Mater., vol. 13, no. 2, p. 139, 2014.

[4] C. L. Holloway, A. Dienstfrey, E. F. Kuester, J. F. O’Hara, A. K. Azad, and A. J. Taylor, “A discussion on the interpretation and characterization of metafilms/metamaterials: The two-dimensional equivalent of metamaterials,” Metamaterials, vol. 3, no. 2, pp. 100 – 112, 2009.

[5] C. Holloway, E. F. Kuester, J. Gordon, J. O’Hara, J. Booth, and D. Smith, “An overview of the theory and applications of metasurfaces: The two-dimensional equivalents of metamaterials,” IEEE Antennas Propag. Mag., vol. 54, no. 2, pp. 10–35, April 2012.

[6] S. B. Glybovski, S. A. Tretyakov, P. A. Belov, Y. S. Kivshar, and C. R. Simovski, “Metasurfaces: From microwaves to visible,” Phys. Rep., vol. 634, no. Supplement C, pp. 1 – 72, 2016.

[7] A. M. Urban, Z. Jacob, L. D. Negro, N. Engheta, A. D. Boardman, P. Egan, A. B. Khanikaev, V. Menon, M. Ferrera, N. Kinsey et al., “Roadmap on optical metamaterials,” J. Opt., vol. 18, no. 9, p. 093005, 2016.

[8] A. E. Minovich, A. E. Miroshnichenko, A. Y. Bykov, T. V. Murzina, D. N. Neshev, and Y. S. Kivshar, “Functional and nonlinear optical metasurfaces,” Laser Photon. Rev., vol. 9, no. 2, pp. 195–213, 2015.

[9] J. T. Cui, D. Smith, and R. Liu, Metamaterials: Theory, Design, and Applications, 1st ed. Springer Publishing Company, Incorporated, 2009.

[10] A. Pors, M. G. Nielsen, R. L. Eriksen, and S. I. Bozhevolnyi, “Broadband focusing flat mirrors based on plasmonic gradient metasurfaces,” Nano Lett., vol. 13, no. 2, pp. 829–834, 2013.

[11] X. Ma, M. Pu, X. Li, C. Huang, Y. Wang, W. Pan, B. Zhao, J. Cui, C. Wang, Z. Zhao et al., “A planar chiral meta-surface for optical vortex generation and focusing,” Sci. Rep., vol. 5, 2015.

[12] F. Yue, D. Wen, J. Xin, B. D. Gerardot, J. Li, and X. Chen, “Vector vortex beam generation with a single plasmonic meta-surface,” ACS Photonics, vol. 3, no. 9, pp. 1558–1563, 2016.

[13] K. Achouri, B. A. Khan, S. Gupta, G. Lavigne, M. A. Salem, and C. Caloz, “Synthesis of electromagnetic metasurfaces: principles and illustrations,” EPJ Appl. Metamat., vol. 2, p. 12, 2015.

[14] S. Keren-Zur, O. Avayu, L. Michaeli, and T. Ellenbogen, “Non-linear beam shaping with plasmonic metasurfaces,” ACS Photonics, vol. 3, no. 1, pp. 117–123, 2015.

[15] K. Achouri, Y. Vahabzadeh, and C. Caloz, “Mathematical synthesis and analysis of a second-order magneto-electrically nonlinear metasurface,” Opt. Express, vol. 25, no. 16, pp. 19103–19102, Aug 2017.

[16] K. Achouri, G. Lavigne, M. A. Salem, and C. Caloz, “Metasurface spatial processor for electromagnetic remote control,” IEEE Trans. Antennas Propag., vol. 64, no. 5, pp. 1759–1767, May 2016.

[17] K. Achouri, B. A. Khan, S. Gupta, K. Achouri, and C. Caloz, “Nonreciprocal nongyrotropic magnetless metasurface,” IEEE Trans. Antennas Propag., vol. 65, no. 7, pp. 3589–3597, July 2017.

[18] K. Achouri, M. A. Salem, and C. Caloz, “General metasurface synthesis based on susceptibility tensors,” IEEE Trans. Antennas Propag., vol. 63, no. 7, pp. 2977–2991, July 2015.

[19] K. Achouri and C. Caloz, “Controllable angular scattering with a bianisotropic metasurface,” arXiv: arXiv:1701.08845, Jan. 2017.
[62] R. Garg, *Analytical and Computation Methods in Electromagnetics*. Artech House, 2008.

[63] A. Bondeson and T. Rylander, *Computational Electromagnetics*. Springer, 2010.

[64] R. C. Rumpf, “Simple implementation of arbitrarily shaped total-field/scattered-field regions in finite-difference frequency-domain,” *PIER B*, vol. 36, pp. 221–248, 2012.

[65] M. Safari, A. Abdolali, H. Kazemi, M. Albooyeh, M. Veysi, and F. Capolino, “Cylindrical metasurfaces for exotic electromagnetic wave manipulations,” in *2017 IEEE International Symposium on Antennas and Propagation USNC/URSI National Radio Science Meeting*, July 2017, pp. 1499–1500.

[66] X. Jia, Y. Vahabzadeh, C. Caloz, and F. Yang, “A general synthesis method of spherical metasurfaces based on susceptibility tensors,” *arXiv:1710.00040*, Sep. 2017.