Influence of long-range interactions on the critical behavior of the Ising model
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Abstract – We study the ferromagnetic Ising model with long-range interactions in two dimensions. We first present results of a Monte Carlo study which shows that the long-range interactions dominate over the short-range ones in the intermediate regime of the interaction range. Based on a renormalization group analysis, we propose a way of computing the influence of the long-range interactions as a dimensional change.
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Introduction. – In recent years there has been a lot of interest in the statistical physics of classical and quantum systems with long-range interactions, for a review see [1]. The role of quasi-stationary states and ergodicity breaking in long-range interacting systems was investigated in [2] and [3]. In [4] the approaching to equilibrium for long-range quantum systems was examined and there has been a lot of enthusiasm in investigating the entanglement entropy in long-range spin chains [5–7]. Very recently an experiment was conducted on a quantum system with tunable long-range interactions [8].

In the present study we focus on the Ising model which is probably the most studied model in statistical mechanics, especially in the context of critical phenomena. Most of the studies about the Ising model are concentrated around the short-range case which is exactly solvable in one and two dimensions [9]. In three dimensions the problem was perturbatively studied using the $\epsilon$-expansion technique [10] of the renormalization group (RG) combined with the Borel resummation of the perturbation series, see [11] and references therein. Most recently the problem was revisited by using conformal bootstrap technique [12]. Although now there are little unknown facts around short-range Ising model the long-range Ising model is still the subject of many contradicting theoretical and numerical studies. We define the long-range Ising model as

$$\mathcal{H} = - \sum_{\langle ij \rangle} \frac{J_{ij}}{r_{ij}} S_i S_j,$$

where the sum is over all pairs of spins of a $d$-dimensional system and $J > 0$. In [13] the $\epsilon$-expansion technique was applied to the above problem shortly after the introduction of the method. Three regimes were discovered: a) the classical regime $0 < \sigma < d/2$ with mean-field critical exponents; b) the intermediate regime $d/2 < \sigma < 2$, where the exponents are functions of $\sigma$ and c) the short-range regime $\sigma > 2$ where the exponents are the same as in the short-range Ising model. The conjectures around the first regime are already proved in [14] and the results of the third regime are widely accepted. The intermediate regime has been the subject of many controversies in the last forty years. In [13] Fisher et al. obtained the expression for $\eta$ and $\gamma$ the susceptibility exponent up to $\epsilon^2$ for $\sigma < 2$ with $\epsilon = 2\sigma - d$. They observed a discrepancy for both exponents at this order at $\sigma = 2$ between their expression for $\sigma < 2$ and their short-range value for $\sigma > 2$. The case of the exponent $\eta$ is special because it gets no corrections at this order so that it sticks to its classical regime’s value; i.e., $\eta = 2 - \sigma$. Shortly after, Sak [15] argued that there is no such discontinuity for $\eta$, $\gamma$ and $\varphi$ the crossover exponent because if one looks at the long-range interaction as a perturbation of the short-range Ising, $\sigma = 2$, one can discover that the short-range Ising exponents should be extended to $\sigma = 2 - \eta_{SR}$ and so there is no discontinuity in the critical exponents.

Although some other forms of RG also appeared [16] in the last forty years, Sak’s argument has been widely accepted [17]. An especially interesting numerical simulation done by Blöte and Luijtjen [18] completely
ruled out any jump in the value of \( \eta \). The motivation of our work comes from a recent numerical work done by one of us [19] in which we improved the algorithm of Blöte and Luijten. This algorithm uses the fact that for a ferromagnetic model, one can use clusters of spins to improve the speed of the simulations as is done in the Wolff cluster algorithm for short-range ferromagnetic models [20]. The improvement in [19] concerns the construction of the clusters by optimizing the search of connected spins over large regions. With this new algorithm, we can simulate systems up to size 5120 \times 5120 with a typical update time of order one second on an ordinary workstation.

By analyzing much bigger sizes than in previous studies, we concluded that neither Fisher et al.’s procedure nor Sak’s machinery fit with the numerics, in particular in the intermediate regime and close to the boundary with the short-range regime. In the present study, we will concentrate on two aspects of this problem. First, we will compare the long-range behavior with the short-range one in two dimensions. We provide numerical evidences that the long-range interactions dominate for \( \sigma < 2 \). Next, we will propose another way to compute the \( \eta \) exponent. The main idea is to make a correspondence between

\[
A_1 = \int d^d x \left( \frac{1}{2} |\nabla^2 s_b(x)|^2 + \frac{\lambda_0}{4!} |s_b(x)|^4 \right),
\]

with \( \epsilon' = 2 \sigma - d \) and

\[
A_2 = \int d^D x \left( \frac{1}{2} |\nabla s_b(x)|^2 + \frac{\lambda_0}{4!} |s_b(x)|^4 \right),
\]

with \( \epsilon = 4 - D \). The first expression \( A_1 \) is a formal way of writing in real space a model with long-range interactions. The second expression \( A_2 \) is the usual way of expressing a short-range \( \phi^4 \) model for a \( D \)-dimensional theory. For \( \sigma \approx 2 \) and with the condition \( \epsilon = \epsilon' \), the \( \epsilon \)-expansion of both models, \( A_1 \) and \( A_2 \) will be the same apart from a term proportional to \( \delta \sigma = 2 - \sigma \). Thus the computation will be done from the model \( A_2 \) with \( D = 4 + d - 2 \sigma \). The deviation of \( \sigma \) from 2 is replaced by a deformation of the dimension from \( d \) to \( D \).

**Long range vs. short range.** – In [19], it was observed that the behavior of the model with long-range interactions and for \( \sigma < 2 \) is different from what is expected for the short-range model. Then we must worry about the relevance of the long-range interactions compared to the short-range ones. If we start from a short-range model and consider the addition of long-range term \( g \sum_{i,j} S_i S_j / r_{ij}^{d+\sigma} \) as a small perturbation, then a simple dimensional argument predicts the relevance of the perturbation as a function of the dimension of \( g \) [17]. Since for large distances we have \( \langle S_i S_j \rangle \approx r_{ij}^{-d-\eta_{SR}} \), with \( \eta_{SR} = \frac{1}{2} \) in two dimensions, we expect that the dimension of \( g \) is \( 2 - \eta_{SR} - \sigma \). Then the result is that the perturbation is relevant for \( \sigma < 2 - \eta_{SR} \) and irrelevant otherwise. We

Fig. 1: (Color online) \( B(g, L) \) vs. \( L \) for \( \sigma = 1.6 \) (top panel) and \( \sigma = 1.8 \) (bottom panel). The short-range (SR) results are depicted in red and have the largest \( B(g, L) \). The dotted line corresponds to the extrapolated value for the long-range (LR) model (see [19]).

We will now test this argument. We consider the case of the perturbation as a function of \( \sigma \) and \( g \). We will use the magnetic cumulant defined as

\[
B(g, L, K) = \frac{\langle m^2 \rangle_{g,L,K}}{\langle m \rangle^2},
\]

where \( K = \beta J \). For each value of \( g \), we consider the quantity \( B_c(g, L, L') \) which corresponds to the crossing of \( B(g, L, K) \) and \( B(g, L', K) \) as a function of \( K \). By choosing a set of increasing values \( L \) and \( L' \) not too far apart, we can determine for each pair the value of \( K \) which corresponds to the crossing and \( B_c(g, L, L') \) is expected to converge towards a finite limit for \( L \to +\infty \). In the following, we will always consider \( L' = 2L \) and then we will just denote the crossing value by \( B(g, L) \). In [19], it was determined that the corresponding quantity for the long-range interaction model, which can be considered as the limit \( g \to \infty \), converges to a value smaller than the one of the short-range model for \( \sigma \leq 2 \). In fig. 1, we present the measured values of \( B(g, L) \) for \( \sigma = 1.6 \) and \( \sigma = 1.8 \). For the first case, we observe a clear tendency for \( B(g, L) \) to converge towards the same limit as the LR model (which is shown as a dotted line) and this for all the values of \( g \) in the range \( g = 0.01 \) up to \( g = 1 \). For the second
case, the situation is less clear. For the small values of \( g \lesssim 0.1 \), it seems first that \( B(g, L) \) converges towards the model with short-range interactions. For larger values of the perturbation, we just observe that \( B(g, L) \) increases with the size. While it can be assumed that this just corresponds to the flow towards the value for the SR model, one can also invoke the effect of strong finite-size corrections.

In fact, since we are considering a case in which there is both a flow towards either the LR model or the SR model and very strong finite-size effects, it is difficult to know which one is the dominating effect. We then adopt another strategy. We will look in the following to the quantity which one is the dominant effect. We then adopt another and very strong finite-size effects, it is difficult to know corrections.

**Renormalization group approach.** – In this section we propose a new way of doing RG analysis for long-range Ising model. Although our analysis shares some similarities with the work of Yamazaki the final results are more general [16]. We implement our RG analysis around the critical point [21, 22], then we can avoid calculating more complicated integrals. Based on the arguments of the last section one can write the Lagrangian of the long-range Ising model, forgetting about the irrelevant short-range part, with respect to the renormalized coupling and field as

\[
\mathcal{L} = \frac{1}{2} \left| \nabla \sigma \right|^2 s(x)^2 + \frac{\lambda \mu \epsilon}{4!} \left| \sigma \right|^4 (Z - 1) \frac{1}{2} \left| \nabla \sigma \right|^2 s(x)^2 + \frac{\lambda \mu \epsilon}{4!} (Z^2 Z_{\Lambda} - 1) \left| \sigma \right|^4 \cdots ,
\]

where \( \epsilon = 2\sigma - d \), \( s = Z^{-1/2} s_b \) and \( \lambda_{0} = \lambda_{\mu} \epsilon \) with \( s_b \) and \( \lambda_{0} \) as bare parameters. The scale \( \mu \) is introduced because we want to do the expansion around the massless theory [21]. The third and fourth terms are designed to remove divergent contributions in vertex functions. The renormalization conditions are

\[
\Gamma^{(2)}(0) = 0, \quad \Gamma^{(2)}(p, -p) = \frac{1}{2} \frac{\lambda}{2d} \mu \epsilon \left| \sigma \right|^4 \int \frac{d^d q_1}{(2\pi)^d} \frac{d^d q_2}{(2\pi)^d} \frac{1}{\left| q_1 \right|^2 \left| q_2 \right|^2 \left| p - q_1 - q_2 \right|^{d}},
\]

\[
\Gamma^{(4)}(p_1, p_2, p_3, p_4) = \lambda \mu \epsilon \left( Z_{\Lambda} Z_{\Lambda}^{2} - \frac{\lambda}{2} \frac{4!}{(2d)^3} \mu \epsilon \left| \sigma \right|^4 \int \frac{d^d q}{(2\pi)^d} \frac{1}{\left| q \right|^4 \left| p_1 + p_2 - q \right|^{d}} \right).
\]
The integrals are infrared divergent for \( \epsilon' > 0 \) and need to be calculated by analytical continuation from the convergent region. This is the same situation as in the usual \( \epsilon \)-expansion in the short-range Ising model. Although the integrals are complicated, they can be calculated using the formulas in [21], and after using the renormalization conditions we will have

\[
Z = 1 - \frac{\lambda^2}{3\sigma(4\pi)^2} \Gamma^3[\frac{d-\sigma}{2}] \Gamma[\frac{3\sigma}{2} - d + 1],
\]

\[
Z_{\lambda} = 1 - \frac{3\lambda}{2(4\pi)^{d/2}} [\Gamma[\epsilon'/2] \Gamma'[\sigma'/2]].
\]

The very important point is that if we expand \( Z \) with respect to \( \epsilon' \) there will not be any pole and one cannot get sensible contribution to the critical exponent of the field \( s(x) \). However, since the integrals are infrared divergent, the right way to get a sensible perturbation theory is to expand \( Z \) first around \( \sigma = 2 \) and then around \( \epsilon' = 0 \). The situation is very similar to the short-range case; we have an integral which is divergent and would like to control its divergence. If we expand the above equations first around \( \epsilon' \) we actually get a finite term which is apparently wrong. Our choice of order of expansion is not arbitrary and it was actually forced by the divergent integrals. Since we have two parameters dimension \( d \) and \( \sigma \); and they can be changed independently, one can first consider having \( \delta\sigma = 2 - \sigma \) small and then do the perturbation theory with respect to \( \epsilon' \). After expanding \( Z \) and \( Z_{\lambda} \) with respect to \( \delta\sigma \) and then \( \epsilon' \) we get

\[
Z = 1 - \frac{\lambda^2}{12(4\pi)^d} \left[ 1 - \left( \frac{1}{2\epsilon'} + \frac{12\gamma - 13}{8} \right) \delta\sigma + \cdots \right] + O(\lambda^3),
\]

\[
Z_{\lambda} = 1 + \frac{3\lambda}{(4\pi)^{d/2}} \left[ 1 + (1 - \gamma)\delta\sigma + \cdots \right] + O(\lambda^3).
\]

with \( \gamma = 0.5772 \ldots \) as the Euler-Mascheroni constant. Using the Callan-Symanzik equation which states that the derivative of the bare quantities with respect to \( \mu \) is zero, one can get the beta functions as

\[
\beta(\lambda) = \mu \frac{\partial}{\partial\mu} \lambda = -\epsilon' \lambda + \frac{3\lambda^2}{(4\pi)^{d/2}} \left[ 1 + (1 - \gamma) \delta\sigma \right],
\]

\[
\gamma(\lambda) = \mu \frac{\partial}{\partial\mu} \ln Z = \frac{\lambda^2}{6(4\pi)^d} \left[ 1 - \left( \frac{1}{2\epsilon'} + \frac{12\gamma - 13}{8} \right) \delta\sigma \right].
\]

To derive the above formula we first use eq. (15) to get a relation between \( \lambda, \lambda_0 \) and \( \mu \). Using the above beta functions at the critical point where \( \beta(\lambda^*) = 0 \) one can easily get the correction to the mean-field value of the critical exponent \( \delta\eta = \eta - (2 - \sigma) \) as

\[
\delta\eta = \gamma(\lambda^*) = \frac{1}{54} \epsilon'^2 - \frac{1}{108} \epsilon' \delta\sigma - \frac{1}{432} \epsilon'^2 (3 - 4\gamma) \delta\sigma + \cdots.
\]

Based on our prescription it is obvious that in the \( \epsilon' \)-expansion of the \( \eta \) exponent the zeroth-order terms of \( \delta\sigma \) expansion will be the same as the \( \epsilon \)-expansion of the short-range Ising model but with \( \epsilon' = 2\sigma - d \) instead of \( \epsilon = 4 - D \). So in principle close to the \( \sigma = 2 \) we will have

\[
\eta = 2 - \sigma + \frac{1}{54} \epsilon'^2 + \cdots + O(\delta\sigma),
\]

where dots represent the higher-order terms of the \( \epsilon' \)-expansion. Since in our proposal of doing the RG we first expand all the contributions around \( \sigma = 2 \) and then around \( \epsilon' = 0 \) we expect that the dots in the formula (19) are exactly the same as in the short-range Ising model with \( \epsilon' \) instead of \( \epsilon \). The above expansion suggest that for \( \delta\sigma \) small one can argue that the critical exponent of the long-range Ising model in \( d \) dimensions is approximately the same as the critical exponent of \( D = 4 + d - 2\sigma \) short-range Ising model. For the short-range Ising model \( \delta\eta \) is known up to \( \epsilon^n \) for various dimensions [23,24]. The first correction to this value comes from the second and third terms of eq. (18) which are both negative. If the higher-order terms, \( (\delta\sigma)^n \) with \( n \geq 2 \), do not change the sign of the contribution to \( \eta \) one can conclude that the
critical exponent $\eta$ of the short-range Ising model in $D=4+d-2\sigma$ gives an upper bound for the $\delta\eta$ of the long-range Ising model in $d$ dimension. Of course this conjecture needs to be checked by calculating higher loop corrections to the critical exponents. Based on the above arguments we compared in fig. 4 the $\eta$ coming from the numerical calculations for the long-range Ising model in two dimensions with the results coming from the five loop calculation of $D=6-2\sigma$ dimensional short-range Ising model. The results are well comparable in the region 1.75 < $\sigma$ < 2 and as we argued for the smaller values of $\sigma$ the actual values lie below our approximation.

Conclusions. – In this letter we provided further numerical evidences that the long-range interaction have an influence on the critical behavior of the Ising model for $\sigma \leq 2$, in contrast with previous RG studies [13,15]. We proposed a way to compute the influence on $\eta$ of a deviation from $\sigma=2$ based on renormalization group ideas. The main idea is the double expansion with respect to $δ\sigma = 2 - \sigma$ and then $\epsilon' = 2\sigma - d$ in a way that we get a non-trivial contribution to the wave function renormalization. Our analysis shows that close to $\sigma = 2$ one can approximate the $\eta$ exponent of the $d$-dimensional long-range Ising model with the same exponent of $(d = 4 + D - 2\sigma)$-dimensional short-range Ising model. Our results are in excellent agreement with the numerical results [19].
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