Abstract: This paper presents a high-speed and low-area accelerator architecture for shared key generation using an elliptic-curve Diffie-Hellman protocol over $GF(2^{233})$. Concerning the high speed, the proposed architecture employs a two-stage pipelining and a Karatsuba finite field multiplier. The use of pipelining shortens the critical path which ultimately improves the clock frequency. Similarly, the employment of a Karatsuba multiplier decreases the required number of clock cycles. Moreover, an efficient rescheduling of point addition and doubling operations avoids data hazards that appear due to pipelining. Regarding the low area, the proposed architecture computes finite field squaring and inversion operations using the hardware resources of the Karatsuba multiplier. Furthermore, two dedicated controllers are used for efficient control functionalities. The implementation results after place-and-route are provided on Virtex-7, Spartan-7, Artix-7 and Kintex-7 FPGA (field-programmable gate arrays) devices. The utilized FPGA slices are 5102 (on Virtex-7), 5634 (on Spartan-7), 5957 (on Artix-7) and 6102 (on Kintex-7). In addition to this, the time required for one shared-key generation is 31.08 (on Virtex-7), 31.68 (on Spartan-7), 31.28 (on Artix-7) and 32.51 (on Kintex-7). For performance comparison, a figure-of-merit in terms of throughput/area is utilized which shows that the proposed architecture is 963.3 and 2.76 times faster as compared to the related architectures. In terms of latency, the proposed architecture is 302.7 and 132.88 times faster when compared to the most relevant state-of-the-art approaches. The achieved results and performance comparison prove the significance of presented architecture in all those shared key generation applications which require high speed with a low area.
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1. Introduction

Nowadays, security is becoming a critical threat in various modern applications such as healthcare [1], automotive [2–4], smart cards [5,6] and the Internet of Things (IoT) [7–10]. These applications demand the exchange of sensitive data on a vulnerable public channel. Consequently, different symmetric and asymmetric cryptographic algorithms are utilized to achieve various security services. Examples of these security services are public key exchange, signature generation/verification, authentication and encryption/decryption. It has been observed that a higher security level can be achieved with the employment of asymmetric protocols as compared to symmetric algorithms [11]. The most frequently used
asymmetric algorithms are RSA (Rivest–Shamir–Adleman) and elliptic-curve cryptography (ECC). However, the ECC provides similar data protection with a relatively shorter key length as compared to RSA [12,13].

The security hardness of ECC depends on solving the discrete logarithms problem [14]. Typically, the layout of ECC incorporates a four-layer design [12,14], as presented in Figure 1a. Each design layer in Figure 1a can be implemented using various alternatives. For example, the topmost layer (layer 4) specifies the number of rules to produce encryption (or) decryption, signature generation (or) verification and public key exchange (depending on the used protocol). Here, we have selected elliptic-curve Diffie-Hellman (ECDH) [15] protocol for key agreement, as shown in Figure 1b. Inherently, the ECDH protocol is responsible for generating the shared secret values based on certain input parameters. Therefore, the adopted ECC hierarchical model in this article is illustrated in Figure 1b. Similarly, the critical operation in ECC is elliptic-curve point multiplication (ECPM) which is the third layer operation in a typical ECC hierarchy [12,16–19]. As given in Figure 1b, the execution of ECPM is achieved with the use of a Montgomery algorithm because it (by default) provides resistance against SPA (simple power analysis) and timing attacks.

![Figure 1. Typical and adopted ECC hierarchies. (a) A typical ECC hierarchy; (b) adopted ECC hierarchy in this article.](image)

The computation of ECPM relies on the execution of point addition (PAdd) and double (PDbl) operations. The building blocks (layer one operations), to serve PAdd and PDbl, are addition, multiplication, square and inversion. Among these, multiplication is the most computationally intensive operation. A variety of multiplication approaches are available [20–24]. However, we have targeted the Karatsuba multiplier as it consumes one clock cycle for a singular multiplication [25]. The employed Karatsuba multiplier is also used for squaring and inversion computations, as shown in Figure 1b. More insight particulars are described in Section 3.3.

In addition to various choices in Figure 1b, the ECC designers may select the prime (\(GF(P)\)) or binary (\(GF(2^m)\)) fields. Similarly, the polynomial or Gaussian normal basis can be used to represent the initial and final points on the respective elliptic curve. Moreover, different coordinate systems (i.e., affine, and projective) are available. This article employs \(GF(2^m)\) field due to its carry-free additions and suitability for hardware deployments [12,14,24]. In addition, the binary fields are faster as compared to prime fields. On the other hand, the \(GF(P)\) field is useful for software implementations and is more convenient for long-term security as compared to binary elliptic curves [26,27]. According to [28], a \(GF(P)\) field contains a prime number \(p\) of elements. The elements of this field are the integers modulo \(p\), and the field arithmetic is implemented in terms of the arithmetic of integers modulo \(p\). Similarly, a \(GF(2^m)\) field contains \(2^m\) elements for some \(m\) (determines the degree of the field). The elements of this field are the bit strings of length \(m\), and the field arithmetic is implemented in terms of operations on the bits. This motivate us to use binary fields as the main interest of this work was to deal with hardware implementations. Thus,
there is always a tradeoff when choosing between security levels and the performance of the cryptographic algorithm/protocol. Furthermore, the polynomial basis we have used to achieve faster multiplications [12]. On the other hand, the Gaussian normal basis is significant when frequent squaring operations are required to be computed [16].

A projective coordinate system is selected as it needs lower inversion operations when compared to the affine coordinate system [14]. The deployment of cryptographic algorithms on software platforms (i.e., microcontrollers) provides higher flexibility with a decrease in performance as compared to hardware platforms (such as application-specific integrated circuits (ASICs) and field-programmable gate arrays (FPGAs)). Moreover, software platforms also provide interoperability and portability features. Therefore, an ECDH crypto library is introduced in [29] where an ultra-low-power MSP430 microcontroller is used to implement the time and memory consumed cryptographic operations with limited resources. Some additional benefits to using ECC as software implementations are highlighted in [30]. Higher performance and maximum security can be achieved when cryptographic algorithms are deployed as hardware accelerators. Consequently, this work deals with the hardware implementation of the ECDH key-exchange protocol on a reconfigurable FPGA platform.

The American National Institute of Standards and Technology (NIST) recommended different key lengths for a binary and prime field to use. The NIST-standardized prime fields are 192, 224, 256, 384 and 521. Similarly, the binary elliptic fields are 163, 233, 283, 409 and 571. Therefore, the purpose of this work is to provide an ECDH accelerator over $GF(2^m)$ with $m = 233$ for healthcare [1], automotive [3,4], smart cards [5,6], IoT [7–10] and many other emerging applications that require the exchange of sensitive information on insecure public channels. To achieve 80 and 128-bit symmetric key security, the RSA requires 1024 and 3072-bits. For the equivalent security level, ECC requires only 163 and 283 bits. For additional details, we refer readers to [29]. Consequently, to achieve an 80-bit symmetric key security, we have selected a 233-bit key length of ECC to report area and performance results for the ECDH computation.

1.1. Related Work

With the selection of different settings for ECC coordinate systems (affine and projective) and basis representations (polynomial and normal), a variety of hardware designs are described [12,17,19,31,32]. These implementations are (only) focused on the acceleration of ECPM operation in the context of various design constraints such as operational frequency, hardware area, power consumption and throughput (or) latency.

A two-stage pipelined design for ECPM computation over $GF(2^{163})$ is presented in [12]. The pipelining is adopted to reduce the critical path and maximize the clock frequency. A high-speed and low-latency implementation of ECPM over $GF(2^m)$ on Xilinx Virtex-4, Virtex-5 and Virtex-7 FPGA devices is presented in [17]. The authors have used a single and three modular multipliers in their designs. The design with one multiplier provides higher speed and results in the best reported area-time performance on the selected FPGA devices. On similar FPGA devices, the design with three multipliers decreases latency. In [19], an efficient ECPM architecture over $GF(2^{163})$ is provided on Virtex-7 FPGA. Their design utilizes 3657 slices and requires only 25.3 $\mu$s for one ECPM calculation.

A high-performance hardware implementation of an ECC-based cryptoprocessor for point multiplication over $GF(2^{163})$ is presented in [31]. In affine coordinate systems, their design consists of an efficient finite-field arithmetic unit, a control unit and a memory unit. The implementation results are reported on a modern Kintex-7 FPGA device. For one point multiplication computation, their architecture takes 1.06 ms and achieves 306 MHz clock frequency. Moreover, the area utilization of their design is 2253 slices without using any DSP slices. Recently in [32], a compact and flexible FPGA implementation of Ed25519 and X25519 curves is implemented. The implementation results are reported on the Artix-7 device. Their unified architecture for Ed25519 and X25519 utilizes 11.1K LUTs, 2.6K FFs and 16 DSP slices. Moreover, their design achieves the performance of 1.6 ms for signature
generation and 3.6 ms for signature verification. Furthermore, an 82 MHz operational frequency is achieved.

The hardware implementations of key-exchange (i.e., ECDH) protocol are described in [33–35]. Recently, in [33], an efficient architecture for quantum-safe hybrid key exchange using ECDH and SIKE cryptographic primitives is presented. The SIKE is a post-quantum cryptographic protocol. By utilizing only the 1663 FPGA slices, their SIKE architecture can perform an entire hybrid key exchange in 320 ms on the Artix-7 FPGA. A high-level synthesis (HLS) method is used in [34] to offload the ECDH operations on FPGA for the area and power reductions. In [35], for wireless sensor nodes, a low-cost ECC hardware accelerator architecture is presented on FPGA. The validation of their accelerator architecture is performed by using a hardware/software co-design of the ECDH scheme (integrated into the MicroZed FPGA board). The ECDH protocol is executed in 4.1 ms for one shared key generation.

1.2. Need for a High-Speed and Low-Area Key-Exchange Design

The fourth industrial revolution (or industry 4.0) results in the rapid development of technological devices due to the increasing demand for interconnectivity and smart automation of several applications such as healthcare [1], automotive mobile/vehicles [2–4], smart cards [5,6], IoT [7–10] and many more. These applications require the exchange of sensitive information on insecure public channels. In modern health care systems, patients can only collect their medical details from the cloud to obtain records securely, as we know that the cloud is not entirely safe [36,37]. Thus an authentication framework is required to maintain the security and privacy in the communication system. According to [2], the connected vehicles involve applications, services and emerging technologies that enable internal connectivity among devices present in the vehicle and/or enable communication of the vehicle to external devices and networks, collectively named vehicle-to-everything (V2X) communication. Therefore, V2X needs authentication to start secure communication over the network/cloud. In the case of smart cards, authentication of the card is needed for online payments [5,6]. Identification of a human using his/her smart ID card is another application where authentication is essential [5]. The authentication is (also) required to start secure communication between the two nodes in IoT related applications/networks. Along with higher security in terms of authentication, the aforementioned applications demand high speed with low hardware resource utilization.

Consequently, different optimization techniques have been utilized for achieving high-speed and to reduce hardware resources in the architectures reported in [12,17,19,34,35]. For example, pipelining is utilized in [12] to reduce the critical path and improve the clock frequency. The bit/digit serial multipliers are used in [16,18] to decrease hardware resources with a considerable decrease in the performance of the design. Towards the latency optimization, multiple modular multipliers are used in [17]. The coprocessor architectures, for performing key-agreement using ECDH, are considered in [34,35]. A coprocessor implies the integration of FPGA with a host device (e.g., micro-controller/processor) to achieve flexibility while ignoring the area and performance (speed or throughput) parameters [11].

The limitation of the designs reported in [12,17,19] is that they only accelerate/implement ECPM computations. Similarly, the high computation time is the limitation of the designs published in [34,35,38]. Therefore, there is a need to present a high-speed ECDH architecture for key agreement with low hardware resource utilization.

1.3. Contributions

The contributions to this work are summarized as follows:

(i) An ECDH architecture is presented, with a focus on high-speed with low-area utilization, over $GF(2^{233})$ on FPGA.

(ii) The high-speed is achieved with the use of: (a) a two-stage pipelining and (b) a bit parallel Karatsuba multiplier. To deal with the pipelining, an efficient rescheduling of PAdd and PDbl operations for PM computation is proposed. The use of pipelining
increases the clock frequency and reduces the critical path. Moreover, the proposed rescheduling and the employed Karatsuba multiplier reduce $5 \times m$ clock cycles, where $m$ is the key length. Further details are illustrated in Section 3.4.

(iii) Apart from the high-speed, the low-area is achieved with the use of one adder and a Karatsuba multiplier. It implies that the squaring and inversion computations are operated with the same hardware resources (Karatsuba multiplier) which eventually reduces the overall implementation resources.

(iv) Finally, the two dedicated finite state machine (FSM) based controllers are used for controlling PM and ECDH operations respectively.

1.4. Novelty

Although there are several ECDH designs provided in the literature [12,16–19], they mainly target a coprocessor implementation style to achieve flexibility which affects the performance in terms of latency and throughput. The automotive [3,4], IoT [7–10] and several other applications demand the exchange of sensitive information in a reasonable time. Therefore, to achieve an adequate throughput and to optimize or reduce the latency of the ECDH algorithm, we have utilized a dedicated crypto processor architecture instead of the use of a coprocessor. Furthermore, along with the throughput and latency parameters, the health-related applications [1] and embedded devices such as smart cards [5,6] demand low hardware resources utilizations. Thus, no demonstration of an ECDH design exists before this work where throughput and area constraints are considered at the same time for implementation.

1.5. Outcomes and Significance

We have implemented the proposed ECDH architecture over $GF(2^{233})$ in Verilog (HDL) using the Vivado IDE (Integrated Design Environment) tool. The implementation results after place-and-route are provided on various 28 nm (Virtex-7, Artix-7, Spartan-7 and Kintex-7) technologies. The minimum hardware resources (5102 slices, 12339 look-up tables and 2459 flip-flops) are achieved for the Virtex-7 device when compared to Spartan-7, Artix-7 and Kintex-7 devices. In addition to the hardware resources, the times (or latency) to generate one public key on Virtex-7, Spartan-7, Artix-7 and Kintex-7 are 15.54 $\mu$s, 15.83 $\mu$s, 15.63 $\mu$s and 16.25 $\mu$s. For the same FPGA devices, the times to generate one shared key are 31.08 $\mu$s, 31.68 $\mu$s, 31.28 $\mu$s and 32.51 $\mu$s. The highest $\frac{\text{throughput}}{\text{area}}$ value (6.30) is acquired for Virtex-7 FPGA. For Spartan-7, Artix-7 and Kintex-7 devices, the figure-of-merit values are 5.60, 5.36 and 5.04. The proposed architecture is 302.7 and 132.88 times faster in terms of latency when compared to coprocessor architectures of [35,38]. Similarly, it is 963.3 and 2.76 times faster in the context of $\frac{\text{throughput}}{\text{area}}$ as compared to [35,38]. The achieved results and performance comparison ascertain the importance of our proposed architecture in all those shared key generation applications which require high speed with a low area.

The remainder of this article is formulated as: Section 2 presents the related mathematical background. The proposed high-speed and low-area accelerator architecture for the ECDH protocol is described in Section 3. The implementation results and comparison to state-of-the-art are given in Section 4. Finally, Section 5 concludes the article.

2. Related Mathematical Background

Each associated layer in Figure 1a,b requires several algorithms or protocols for cryptographic computations. Layer 1 (ECDH protocol) is responsible for a shared key generation between two different parties. As given in Figure 2, each user, i.e., $U_A$, and $U_B$, uses common ECC parameters to initiate the setup for a shared key generation. Moreover, each user also generates his/her public key (i.e., $Q_A$ and $Q_B$) by using a base-point $P$ and his/her private key (i.e., $d_A$ and $d_B$). The $d_A$ and $d_B$ are $m$-bit random numbers (also termed as scalar multipliers and secret keys in literature). After generating the public keys, both users exchange their public keys with each other. Thereafter, the $U_A$ and $U_B$ generate their shared key using $d_A \times Q_B$ and $d_B \times Q_A$, respectively. The $A$ and $B$ in the subscript...
of $d$, $Q$ and $SK$ (shared key) determine the execution of a corresponding operation for the respective user $A$ and $B$. In Figure 2, the $d \times P$ and $d \times Q$ determine the computation of ECPM operation for $U_A$ and $U_B$, respectively.

**Figure 2.** ECDH protocol for shared key generation or key agreement.

The computation of ECPM operation, shown in Figure 1b, is the execution of $d-1$ times the addition of an elliptic curve point ($P$) when generating the public key or ($Q$) when generating the shared key. To perform ECPM operations, there are several algorithms such as Double and Add, Montgomery, Lopez Dahab and many more. A comparative study over various ECPM algorithms is presented in [11]. Subsequently, the Montgomery (Algorithm 1) algorithm has been used in this work as (inherently) it provides resistance against simple power analysis (SPA) and timing attacks.

**Algorithm 1:** Montgomery ECPM Algorithm [12].

**Input:** $d = (d_{n-1}, \ldots, d_1, d_0)$ with $d_{n-1} = 1$, $P = (x_P, y_P) \in GF(2^m)$

**Output:** $Q = (x_Q, y_Q) = d \cdot P$

**Affine to projective conversions:** $X_1 = x_P$, $Z_1 = 1$, $Z_2 = x_2^p$ and $X_2 = x_4^p + b$

**PM in projective coordinates:**

for (i from $m$-2 down to 0) do

if ($d_i = 1$) then

$PAdd(X_1, Z_1) = (X_1, Z_1, X_2, Z_2)$ and

$PDbl(X_2, Z_2) = (X_2, Z_2)$

else

$PAdd(X_2, Z_2) = (X_2, Z_2, X_1, Z_1)$ and

$PDbl(X_1, Z_1) = (X_1, Z_1)$

end if

end for

**Reconversion from projective to affine:** $x_q = \frac{X_1}{Z_1}$ and $y_q = x_p + \left(\frac{X_2}{Z_2}\right)[(X_1 + x_p \times Z_1)(X_2 + x_p \times Z_2) + (x_p^2 + y_p)(Z_1 \times Z_2)](x_p \times Z_1 \times Z_2)^{-1} + y_p$

Algorithm 1 contains an initial point $P$ and a scalar multiplier $d$ as an input. A sequence $d_{n-1}, \ldots, d_1, d_0$ shows the bits (0 s and 1 s) of the scalar multiplier. The output of Algorithm 1 is the $x$ and $y$ coordinates of the generated public and shared keys. The $PAdd()$ and $PDbl()$ functions in Algorithm 1 show the instructions for point addition and double
computations respectively. For if and else statements of Algorithm 1, the corresponding sequence of instructions for $PAdd()$ and $PDbl()$ functions are given below.

$$PAdd(X_1, Z_1) = \begin{cases} 
\text{Inst}_1 \leftarrow Z_1 = X_2 \times Z_1 \\
\text{Inst}_2 \leftarrow X_1 = X_1 \times Z_2 \\
\text{Inst}_3 \leftarrow T_1 = X_1 + Z_1 \\
\text{Inst}_4 \leftarrow X_1 = X_1 \times Z_1 \\
\text{Inst}_5 \leftarrow Z_1 = T_1^2 \\
\text{Inst}_6 \leftarrow T_1 = x_p \times Z_1 \\
\text{Inst}_7 \leftarrow X_1 = X_1 + T_1 
\end{cases}$$

$$PDbl(X_2, Z_2) = \begin{cases} 
\text{Inst}_1 \leftarrow Z_2 = Z_2^2 \\
\text{Inst}_2 \leftarrow T_1 = Z_2^2 \\
\text{Inst}_3 \leftarrow T_1 = b \times T_1 \\
\text{Inst}_4 \leftarrow X_2 = X_2^2 \\
\text{Inst}_5 \leftarrow Z_2 = X_2 \times Z_2 \\
\text{Inst}_6 \leftarrow X_2 = X_2^2 \\
\text{Inst}_7 \leftarrow X_2 = X_2 + T_1 
\end{cases}$$

3. Proposed ECDH Architecture

The proposed ECDH architecture is shown in Figure 3. It consists of two routing networks ($RoutingNetwork_1$ and $RoutingNetwork_2$), an arithmetic and logic unit (ALU), a memory unit, two pipeline registers ($PR_1$ and $PR_2$) and two finite state machine based controllers ($Controller-1$ and $Controller-2$). The details of these units are given as:

![Figure 3. Proposed ECDH accelerator architecture for key-agreement.](image)

3.1. Routing Networks ($RoutingNetwork_1$ and $RoutingNetwork_2$)

The $RoutingNetwork_1$ consists of four multiplexers, i.e., $M_1$, $M_2$, $M_3$ and $M_4$. The length of $M_1$, $M_2$ and $M_4$ are $2 \times 1$ while the length of $M_3$ multiplexer is $3 \times 1$. The objective of $M_1$ and $M_2$ is to select coordinates of either the initial point on ECC ($x_p$ and $y_p$) or coordinates of the public key ($Q_{xp}$ and $Q_{yp}$) for the generation of a shared key. The multiplexer $M_3$ drives the output of $M_1$ and $M_2$ along with the curve constant parameter $b$. It is important to note that this work has utilized NIST-standardized ECC parameters ($x_p$, $y_p$ and $b$) [39]. The $M_4$ multiplexer is responsible to select an operand either from multiplexers $M_1$, $M_2$ and $M_3$ or from an operand from the memory block.
Inst (e.g., performed in [12]. Subsequently, this shows a decrease in hardware resources without polynomials. Similarly, the bit/digit parallel multipliers are useful for high-speed cryptographic applications. Finally, the digit-serial multiplication approaches are more convenient where the operand length and operands, the bit-serial multipliers require \( q \) clock cycles for computation. A schoolbook multiplication method is a typical example of bit-serial multiplication. In digit-serial multipliers, \( q \) clock cycles are required for one polynomial multiplication, where \( p \) determines the operand length and \( q \) is the digit size. Moreover, the computational cost in bit/digit parallel multipliers is one clock cycle. Based on the clock cycles requirement of several multiplication approaches, as discussed in [25], the bit-serial multipliers are suitable for area-constrained applications. Similarly, the bit/digit parallel multipliers are useful for high-speed cryptographic applications. Finally, the digit-serial multiplication approaches are more convenient where the speed and hardware resources are simultaneously important.

Based on the aforementioned discussion, we have implemented a bit-parallel Karatsuba multiplier over \( GF(2^{233}) \). The mathematical structure (in the simplest way) to perform Karatsuba multiplication is explained in [22]. It uses the splitting of \( m \) bit input polynomials into two \( m/2 \) bit polynomials. Each \( m/2 \) bit polynomial is further divided into two smaller polynomials \((m/4 \) bit). This division is duplicated until the smaller polynomials for multiplication are acquired. After dividing polynomials, the resultant polynomial is generated by performing multiplication in chronological order. For further descriptions, we refer interested readers to [22]. In short, the Karatsuba multiplier in \( MULT \) unit takes two polynomials \((MD_1 \text{ and } MD_2)\) as input and results in \(2 \times m - 1\) bit polynomial \((M_{out})\) as output. It is important to note that the size of the resultant polynomial generated after the \( MULT \) unit is \(2 \times m - 1\) bit (not shown in Figure 3). Therefore, in this work, the reduction from \(2 \times m - 1\) bit to \(m\) bit is performed using a NIST-recommended polynomial reduction algorithm (see Algorithm 2.41 of [14]).

The \( PAdd \) and \( PDbl \) functions in Algorithm 1 requires some squaring instructions (e.g., \( Inst_5 \) in \( PAdd \) while \( Inst_1, Inst_2, Inst_4 \) and \( Inst_6 \) in \( PDbl \)). In our work, these squaring instructions are computed by providing similar inputs to the Karatsuba multiplier as performed in [12]. Subsequently, this shows a decrease in hardware resources without affecting the clock cycles. As shown in Algorithm 1, the reconversion from projective to affine needs two polynomial inversion computations. There are several inversion methods in the literature to perform the multiplicative inverse of the polynomials. However, the Itoh–Tsujii inversion algorithm is more frequently utilized in state-of-the-art approaches as it requires only the multiplications and square operations for the computation [12,18,19].
Therefore, in our implementation, we have utilized the hardware resources of our MULT unit to perform the polynomial inversion using the square Itoh–Tsujii algorithm.

The Itoh–Tsujii inversion algorithm over \( GF(2^{233}) \) requires ten polynomial multiplications followed by \( m - 1 \) squares \([40]\). Each multiplication over \( GF(2^{233}) \) using the Karatsuba multiplier is accomplished in one clock cycle. Therefore, ten multiplications require ten clock cycles. The \( m - 1 \) clock cycles are required for the squaring as one square takes only the one clock cycle. The total clock cycles to perform one inversion are \((10 + m - 1)\). Using our ECDH architecture (given in Figure 3), \( 2 \times (10 + m - 1) \) clock cycles are needed to perform one polynomial inversion over \( GF(2^{233}) \) because we used only the one MULT unit for both multiplication and squaring computations. On the other hand, the Itoh–Tsujii requires repeated squaring computations. Apart from one MULT unit, we have employed the pipeline registers in the proposed ECDH design. These two factors (use of one MULT and pipelining) determine the limitation of our architecture for the inversion computation.

### 3.4. Pipeline Registers and Scheduling

The inclusion of pipeline registers increases clock frequency and reduces the critical path of the proposed ECDH architecture. There are several choices for the inclusion of pipeline registers in the proposed ECDH architecture (given in Figure 3). For example, one pipeline register after \( M_1, M_2, M_3, D_{RA}, M_4, MemoryBlock \) and \( M_5 \) resulting a five-stage pipeline architecture. With this register placement, instruction read is performed in three clock cycles. Two cycles are needed to perform instruction execution and write back operations. As one can see, the instruction read takes three clock cycles which is not an optimal choice. With this observation, we decrease the number of pipeline stages from five to four. The synthesis results show a similar clock frequency as compared to five-stage pipelining. We repeated this process until a two-stage pipelining is reached (It is important to note that the inclusion of more pipeline registers (i.e., from two-stage to three-stage and so on) is no longer beneficial in our architecture. More than two-stage pipelining results in a significant increase in the hardware resources but with a minor increase in the clock frequency). Therefore, in our proposed ECDH architecture (shown in Figure 3), we have included two pipeline registers (only) on the inputs of the ALU (one after \( M_4 \) and another after \( MemoryBlock \)). It requires reading (\([R]\)) in one clock cycle and both executing and writing back (\([EWB]\)) in another cycle.

The instructions for \( PAdd \) and \( PDbl \) functions of Algorithm 1 in a two-stage pipelining are shown in Table 1. Column one provides the clock cycles (CCs). The original instructions for \( PAdd \) and \( PDbl \) functions of Algorithm 1 are shown in column two. Columns three to five provide the status of instructions for \( PAdd \) and \( PDbl \) functions in a two-stage pipelining without the proposed scheduling. Finally, the last three columns (six to eight) provide the proposed scheduling for the instructions of \( PAdd \) and \( PDbl \) functions in a two-stage pipelining.

Table 1 shows that the instructions of \( PAdd \) and \( PDbl \) functions of Algorithm 1 requires 22 CCs. Moreover, in two-stage pipelining, there are read-after-write (RAW) hazards when executing these instructions. It implies that the execution of the current instruction is stopped until the write-back of the previous instruction is finished. For example, in the first clock cycle, operands of \( PAdd_{Inst_1} \) are fetched from the memory unit. In the next cycle, operands for \( PAdd_{Inst_2} \) are fetched while the execution and write-back of \( PAdd_{Inst_1} \) are completed. In clock cycle three, \( PAdd_{Inst_3} \) can not be fetched because it depends on the result of previous instruction \( PAdd_{Inst_2} \). This is termed the RAW hazard. In total, seven RAW hazards (shown in column five of Table 1) are occurred when the instructions of \( PAdd \) and \( PDbl \) functions are executed sequentially.
To reduce the RAW hazards or to reduce the total number of clock cycles, an efficient scheduling technique is presented for the instructions of PAdd and PDbI functions. The proposed scheduling is shown in the last three columns of Table 1. We can observe in column six that the operands for PDbI \( i \) are fetched from the memory unit in clock cycle three. It allows reducing the clock cycles (total 17) for the execution of one PAdd and PDbI operation. To summarize, the instructions for PAdd and PDbI functions of Algorithm 1 require \( 22 \times m \) clock cycles in a two-stage pipelining when no scheduling is considered for executions. Here, \( m \) is the key length (233 in this work). However, with the proposed scheduling, the required number of clock cycles for the execution of one PAdd and PDbI functions are \( 17 \times m \). Therefore, the proposed scheduling scheme reduces \( 5 \times m \) clock cycles.

### 3.5. Dedicated FSM Controllers

As shown in Figure 3, two FSM controllers (Controller-1 and Controller-2) are used. The intent to use two controllers is to attain the minimum routing delays. In other words, a single FSM having a larger number of states results in longer routing delays [41]. Therefore, the Controller-1 operates like a wrapper for Controller-2. More precisely, Controller-1 provides the ECC parameters in terms of coordinates of either initial point \( P \) or public key \( Q \) as an input to Controller-2. After providing the input parameters, the Controller-1 stays in a WAIT state until the Controller-2 responds. More insightful details of these controllers are given as:

| CCs | Instructions of PAdd and PDbI | Status of Instructions of Algorithm 1 in 2-Stage Pipelining |
|-----|--------------------------------|-----------------------------------------------------------|
|     |                                | Without Scheduling | Proposed Scheduling |
|     |                                | [R] | [EWB] | Hazard | [R] | [EWB] | Hazard |
| 1   | PAdd\(_{\text{Inst}1}\) \(\leftarrow\) \(Z_1 = X_2 \times Z_1\) | PAdd\(_{\text{Inst}1}\) | – | – | PAdd\(_{\text{Inst}1}\) | – | – | – |
| 2   | PAdd\(_{\text{Inst}2}\) \(\leftarrow\) \(X_1 = X_1 \times Z_2\) | PAdd\(_{\text{Inst}2}\) | – | – | PAdd\(_{\text{Inst}2}\) | PAdd\(_{\text{Inst}1}\) | – | – |
| 3   | PAdd\(_{\text{Inst}3}\) \(\leftarrow\) \(T_1 = X_1 + Z_1\) | – | PAdd\(_{\text{Inst}2}\) | X_1 | PAdd\(_{\text{Inst}3}\) | – | – | – |
| 4   | PAdd\(_{\text{Inst}4}\) \(\leftarrow\) \(X_1 = X_1 \times Z_1\) | PAdd\(_{\text{Inst}3}\) | – | – | PAdd\(_{\text{Inst}3}\) | – | – | – |
| 5   | PAdd\(_{\text{Inst}5}\) \(\leftarrow\) \(Z_1 = T_1^2\) | PAdd\(_{\text{Inst}4}\) | PAdd\(_{\text{Inst}3}\) | – | PAdd\(_{\text{Inst}4}\) | – | – | – |
| 6   | PAdd\(_{\text{Inst}6}\) \(\leftarrow\) \(T_1 = x_p \times Z_1\) | PAdd\(_{\text{Inst}5}\) | PAdd\(_{\text{Inst}4}\) | – | PAdd\(_{\text{Inst}5}\) | PAdd\(_{\text{Inst}4}\) | – | – |
| 7   | PAdd\(_{\text{Inst}7}\) \(\leftarrow\) \(X_1 = X_1 + T_1\) | – | PAdd\(_{\text{Inst}5}\) | Z_1 | PAdd\(_{\text{Inst}6}\) | PAdd\(_{\text{Inst}5}\) | – | – |
| 8   | PDbI\(_{\text{Inst}1}\) \(\leftarrow\) \(Z_2 = Z_2^2\) | PAdd\(_{\text{Inst}6}\) | – | – | PAdd\(_{\text{Inst}6}\) | – | – | – |
| 9   | PDbI\(_{\text{Inst}2}\) \(\leftarrow\) \(T_1 = Z_2^2\) | – | PAdd\(_{\text{Inst}6}\) | T_1 | PDbI\(_{\text{Inst}3}\) | PAdd\(_{\text{Inst}6}\) | – | – |
| 10  | PDbI\(_{\text{Inst}3}\) \(\leftarrow\) \(T_1 = b \times T_1\) | PAdd\(_{\text{Inst}7}\) | – | – | PAdd\(_{\text{Inst}7}\) | PDbI\(_{\text{Inst}3}\) | – | – |
| 11  | PDbI\(_{\text{Inst}4}\) \(\leftarrow\) \(X_2 = X_2^2\) | PDbI\(_{\text{Inst}1}\) | PAdd\(_{\text{Inst}7}\) | – | PDbI\(_{\text{Inst}4}\) | PAdd\(_{\text{Inst}7}\) | – | – |
| 12  | PDbI\(_{\text{Inst}5}\) \(\leftarrow\) \(Z_2 = X_2 + Z_2\) | – | PDbI\(_{\text{Inst}1}\) | Z_2 | – | PDbI\(_{\text{Inst}4}\) | X_2 | – | – |
| 13  | PDbI\(_{\text{Inst}6}\) \(\leftarrow\) \(X_2 = X_2^2\) | PDbI\(_{\text{Inst}2}\) | – | – | PDbI\(_{\text{Inst}5}\) | – | – | – |
| 14  | PDbI\(_{\text{Inst}7}\) \(\leftarrow\) \(X_2 = X_2 + T_1\) | – | PDbI\(_{\text{Inst}2}\) | T_1 | PDbI\(_{\text{Inst}6}\) | PDbI\(_{\text{Inst}5}\) | – | – |
| 15  | – | PDbI\(_{\text{Inst}3}\) | – | – | – | – | – | – |
| 16  | – | PDbI\(_{\text{Inst}4}\) | PDbI\(_{\text{Inst}3}\) | – | PDbI\(_{\text{Inst}7}\) | – | – | – |
| 17  | – | – | PDbI\(_{\text{Inst}4}\) | X_2 | – | PDbI\(_{\text{Inst}7}\) | – | – |
| 18  | – | – | PDbI\(_{\text{Inst}5}\) | – | – | – | – | – |
| 19  | – | – | PDbI\(_{\text{Inst}6}\) | PDbI\(_{\text{Inst}5}\) | – | – | – | – |
| 20  | – | – | PDbI\(_{\text{Inst}6}\) | PDbI\(_{\text{Inst}6}\) | X_2 | – | – | – |
| 21  | – | – | PDbI\(_{\text{Inst}7}\) | – | – | – | – | – |
| 22  | – | – | PDbI\(_{\text{Inst}7}\) | – | – | – | – | – |
3.5.1. Controller-1

It is responsible for generating control signals for \( M_1 \) and \( M_2 \) routing multiplexers. The generated control signals are shown with the red color dotted lines in Figure 3. The inputs/outputs to/from Controller-1 are also shown in Figure 3. One of the input to Controller-1 is \( d \) which is an \( m \)-bit secret key or a scalar multiplier, given in Algorithm 1. Similarly, two other inputs, \( Q_{xp} \) and \( Q_{yp} \), hold the \( x \) and \( y \) coordinates for a public key of another party during the shared key generation. An \textit{start} signal triggers the processor to initiate the computation process. The \( R_{xp} \) and \( R_{yp} \) provide \( x \) and \( y \) coordinates respectively. In addition to it, the \( D_1 \) and \( D_2 \) are one-bit done signals. The \( D_1 \) reveals that the public key is generated while the \( D_2 \) shows that the shared key is generated. The corresponding \( D_1 \) and \( D_2 \) signals are generated after the required computation by Controller-2. As shown in Figure 4, Controller-1 incorporates a total of four states, i.e., \textit{IDLE}, \textit{PBKG}, \textit{SKG} and \textit{WAIT}. As the name implies, \textit{PBKG} determines the public key generation while \textit{SKG} means the shared key generation. Consequently, descriptions of these states are as follows:

(i) State one is an \textit{IDLE} state. Based on the \textit{selector} signal (not shown in Figure 3), the processor shifts from \textit{IDLE} state to either in \textit{PBKG} or \textit{SKG}. Otherwise, the processor remains in the \textit{IDLE} state.

(ii) In the \textit{PBKG} state, the processor checks the \textit{start} signal. Once it becomes true, the Controller-1 generates the control signals to select \( xp \) and \( yp \) coordinates of initial point \( P \).

(iii) Similarly, the processor checks the \textit{start} signal in state three (\textit{SKG}). Once it becomes true, it generates the control signals to choose \( xp \) and \( yp \) coordinates of a public key \( Q \).

(iv) After generating control signals either in-state \textit{PBKG} or \textit{SKG}, the next state becomes state four (\textit{WAIT}). The \textit{WAIT} state determines that the processor is now waiting for the done signals (either for \( D_1 \) or \( D_2 \)) from Controller-2. Whenever the processor switches its state from \textit{PBKG} to \textit{WAIT}, it implies that the processor is generating coordinates for a public key. Whenever the processor changes its state from \textit{SKG} to \textit{WAIT}, it denotes that the processor is computing coordinates for a shared key. It is important to note that the transformation, either from \textit{PBKG} to \textit{WAIT} or from \textit{SKG} to \textit{WAIT}, the proposed architecture consumes one clock cycle. The clock cycles for the \textit{WAIT} state depends on the required cycles for Controller-2 to set the \( D_1 \) or \( D_2 \) signals. Therefore, Equation (1) provides the total number of clock cycles for our ECDH architecture.

\[
\text{ECDHcycles} = 2 + 2(\text{PMcycles})
\]

(1)

In Equation (1), one clock cycle is required for transformation from \textit{IDLE} state to either in \textit{PBKG} or \textit{SKG}. Another clock cycle is needed for shifting either from \textit{PBKG} or \textit{SKG} to the \textit{WAIT} state. The clock cycles calculation for \textit{PMcycles} will be discussed briefly in the next section.

![Figure 4. FSM controller of our proposed ECDH accelerator architecture.](image)
3.5.2. Controller-2

It is responsible for generating control signals for the computation of \( Q = d \times P \) and \( SK = d \times Q \) using Algorithm 1. The mathematical formulations are shown earlier in Figure 2. As presented in Figure 4, the three steps (i) affine to projective conversions, (ii) PM in projective coordinates and (iii) reconversions from projective to affine) of Algorithm 1 constitute a total of 88 states (states 0 to 87). The details for the corresponding states are as follows:

(i) The initial state (state 0) is idle. When Controller-2 receives the start signal (as 1) from Controller-1, it starts generating the control signals for projective to affine conversions. It requires 10 states from state 1 to 10 such that each state takes one clock cycle for computation. In other words, the proposed ECDH architecture takes 10 clock cycles for affine to projective conversions.

(ii) Fourteen instructions of \( \text{PAdd (seven)} \) and \( \text{PDbl (seven)} \) functions of Algorithm 1 are operated in seventeen states (state 11 to 27). The reason for more states is the two-stage pipelining. The details of pipelining are given in Table 1 of Section 3.4. During each state, the value for an inspected key bit, i.e., \( d_i \), is checked. When the inspected value for \( d_i \) becomes 1, the if part from Algorithm 1 is implemented. Otherwise, the else part is operated. These 17 states are operated in 17 clock cycles and are repeated until the condition for the loop statement of Algorithm 1 becomes true. When it becomes true, the processor switches control from PM to the reconversions step.

(iii) The states from 28 to 87 are responsible for projective to affine conversions. In states 28 to 67, a polynomial inversion is computed. For one inversion computation, our ECDH design takes \( 2(10 + m - 1) \) clock cycles. As shown in Algorithm 1, the projective to affine conversions require two inversion computations. Therefore, the cost for two inversion operations is \( 4(10 + m - 1) \). Moreover, some additional states are needed (from 68 to 87) to accomplish the remaining operations of projective to affine conversions.

To summarize, the total number of clock cycles for the computation of \( Q = d \times P \) and \( SK = d \times Q \) are calculated using Equation (2). It reveals that the affine to projective conversion requires 10 clock cycles. The PM computation in projective coordinates requires \( 17(m - 1) \) clock cycles. The projective to affine conversion process requires \( 4(10 + m - 1) \) cycles for two inversion computations and additional 20 cycles for the completion of the remaining operations in the process. Consequently, the proposed ECDH architecture over \( GF(2^m) \) with \( m = 233 \) requires 4942 clock cycles for one PM computation (i.e., \( Q = d \times P \), and \( SK = d \times Q \)).

\[
\text{PM}_{\text{cycles}} = 10 + 17(m - 1) + 4(10 + m - 1) + 20
\]  

(2)

4. Results and Comparisons

4.1. Results

The proposed ECDH architecture is implemented in Verilog language using the Vivado IDE (Integrated Design Environment) tool. For performance evaluations, the implementation results are presented on different FPGA devices, i.e., Virtex-7 (xc7vx690tffg1930-2), Spartan-7 (xc7s100fgga676-2), Artix-7 (xc7a200tsbv484-2) and Kintex-7 (xc7k480tffv1156-2). The respective details for the targeted FPGA devices are given in [42]. The achieved results are given in Table 2.

Column one of Table 2 provides the targeted device. The utilized area (in terms of slices, look-up tables (LUTs) and flip-flops (FFs)) is shown in columns two, three and four respectively. The area information is obtained directly from the Vivado tool. Similar to the reported area values, the operational frequency (Freq in MHz) is also acquired from the tool and is presented in column five of Table 2. Columns six and seven show the CCs and latency (in µs) information for one PM computation. Similarly, columns eight and nine present the clock cycles and latency (in µs) information for one shared key generation. The
clock cycles for one shared key generation are calculated from Equation (1). Likewise, the clock cycles for one PM computation are calculated from Equation (2).

Table 2. Implementation results after place-and-route over GF($2^{233}$) on different FPGA devices.

| Device   | Utilized Area | Freq (in MHz) | Public Key | Shared Key | FoM |
|----------|---------------|---------------|------------|------------|-----|
|          | Slices        | LUTs          | FFs        | CCs        | Lat (in μs) | CCs        | Lat (in μs) |              |
| Virtex-7 | 5102          | 12,339        | 2459       | 318        | 15.54       | 9886       | 31.08       | 6.30         |
| Spartan-7| 5634          | 12,891        | 2463       | 312        | 15.83       | 9886       | 31.68       | 5.60         |
| Artix-7  | 5957          | 13,105        | 2461       | 316        | 15.63       | 9886       | 31.28       | 5.36         |
| Kintex-7 | 6102          | 13,258        | 2466       | 304        | 16.25       | 9886       | 32.51       | 5.04         |

Lat: determines the time (or latency) to compute either one public or shared key.

The latency is the time required to execute one crypto operation (either public or shared key generation in this work). The latency values are calculated using Equation (3). To provide a realistic tradeoff over different FPGA devices, we have defined a figure-of-merit (FoM) in terms of the ratio of throughput over FPGA slices. The FoM values are reported for the shared key generation, as shown in the last column of Table 2. The throughput is the ratio of one over latency and is calculated using Equation (4). Finally, the FoM values are calculated using Equation (5).

![Equation images]

Table 2 shows the trend for hardware resource utilization on various 28 nm implementation technologies. Therefore, the minimum hardware resources (5102 slices, 12,339 LUTs and 2459 FFs) are obtained for the Virtex-7 device when compared to Spartan-7, Artix-7 and Kintex-7 devices. The utilized FPGA slices for Spartan-7, Artix-7 and Kintex-7 devices are 5634, 5957 and 6102. Similar to hardware resource utilization, the highest clock frequency of 318 MHz is achieved on Virtex-7 FPGA. On Spartan-7 (312 MHz), Artix-7(316 MHz) and Kintex-7(304 MHz) devices, we also acquired the closest clock frequency to our Virtex-7 implementations. When trading from Virtex-7 to Kintex-7 implementations, the minor increase in the FPGA slices and clock frequency indicates the efficiency of our architecture. The times to generate one public key on Virtex-7, Spartan-7, Artix-7 and Kintex-7 are 15.54 μs, 15.83 μs, 15.63 μs and 16.25 μs. On similar FPGA devices, the times to generate one shared key are 31.08 μs, 31.68 μs, 31.28 μs and 32.51 μs.

The defined FoM determines the performance of our crypto architecture on different 28 nm implementation technologies. The higher the FoM value, the higher will be the performance of the crypto architecture. Consequently, the highest 6.30 FoM value is calculated for Virtex-7 FPGA. For Spartan-7, Artix-7 and Kintex-7 devices, the calculated values for FoM are 5.60, 5.36 and 5.04.

4.2. Comparisons with State-of-the-Art

The ECPM designs of [12,17,19] support only the PM operation, without the consideration of the topmost layer of ECC (protocol layer). In other words, there are very few hardware designs that enfold the implementation of ECDH protocol on a reconfigurable FPGA. The comparison to state-of-the-art architectures is shown in Table 3. Column one indicates the reference to existing hardware implementations of the ECDH protocol. Column two offers the implemented ECC model in addition to the used algorithms for the execution of either public or shared key generation. The targeted FPGA device used for the
implementation is shown in column three. We have evaluated the FPGA slices for hardware resource comparisons. The corresponding hardware resources are presented in column four. The timing details (in terms of clock frequency (MHz) and latency (µs)) for generating a single shared key are presented in the last two columns (five and six) respectively.

Table 3. Comparison to state-of-the-art architectures over 7-series FPGA devices.

| Ref #. | GF($2^m$)/Algorithm | Device | FPGA Slices | Freq. (in MHz) | Latency (in µs) |
|--------|----------------------|--------|-------------|----------------|-----------------|
|        | Designs for specific to Elliptic-curve Point Multiplication computation |        |             |                |                 |
| [17]   | GF($2^{163}$)/Montgomery | Virtex-7 | 11657       | 159            | 2.83            |
| [19]   | GF($2^{163}$)/Montgomery | Virtex-7 | 3657        | 135            | 25.30           |
| [31]   | GF($2^{163}$)/Double and Add | Kintex-7 | 2253 (7963 LUTs) | 306 | 1060 |
| [12]   | GF($2^{233}$)/Montgomery | Virtex-7 | 5120       | 357            | 15.78           |
| This work | GF($2^{233}$)/Montgomery | Virtex-7 | 5102       | 318            | 15.54           |
| This work | GF($2^{233}$)/Montgomery | Kintex-7 | 6102       | 304            | 16.25           |
|        | Designs for shared key generation |        |             |                |                 |
| [35]   | GF($2^{233}$)/Montgomery | Virtex-7 | 1809       | 62             | 4130.00         |
| [33]   | ECDH + SIKEX434/– | Artix-7  | 1663       | 195            | 6200           |
| [32]   | Ed25519 + X25519/– | Artix-7  | 3204       | 82             | –              |
| This work | GF($2^{233}$)/Montgomery | Virtex-7 | 5102       | 318            | 31.08           |
| This work | GF($2^{233}$)/Montgomery | Artix-7  | 5957       | 316            | 15.63           |

A low-latency design is reported in [17]. In [33], the reported value of latency is for the key generation.

Comparison with [17,19,31] over GF($2^{163}$) on Virtex-7 and Kintex-7 FPGA. On Virtex-7 FPGA, our ECDH architecture takes 2.28 (ratio of 11,657 over 5102) times lower FPGA slices as compared to the low-latency ECPM design of [17]. Moreover, our design with a 233-bit key length achieves a 2 (ratio of 318 over 159) times higher clock frequency. When comparing the latency, the architecture of [17] is 5.49 (ratio of 15.54 over 2.83) times more efficient as compared to our work. The reason for this efficiency is the different supported key lengths (233 in our work while a 163 in [17]—see column two in Table 3). Another ECPM architecture on Virtex-7 is reported in [19]. Due to distinct key lengths, their design consumes lower FPGA slices (3657) when compared to our 233-bit design (5102). On the contrary, our ECDH architecture achieves 2.35 (ratio of 318 over 135) times higher clock frequency. Additionally, the ECPM design of [19] requires 2 (ratio of 25.3 over 15.54) times higher computational time (latency) as compared to our ECDH design.

On Kintex-7 FPGA, the architecture of [31] utilizes 2.70 (ratio of 6102 over 2253) times lower FPGA slices as compared to our Kintex-7 implementation. The cause for the use of lower slices in [31] is the use of lower key-length (i.e., 163). An additional reason is the use of a simple Double and Add PM algorithm which is vulnerable to simple power analysis attacks (a type of side-channel attack) for the general Weierstrass form of elliptic curves. On the other hand, we employed a Montgomery PM algorithm which is inherently subjected to simple power analysis attacks even if the Weierstrass form of elliptic curves is used. Although we utilize a higher key length (i.e., 233), our design achieves a comparable clock frequency of 304 MHz while 306 MHz is obtained in [31] over a 163-bit key length. Moreover, our proposed PM architecture requires lower computational time because we used projective coordinates for the execution of PM operation whereas a simple affine coordinate system is used in [31].

Comparison with [12] over GF($2^{233}$) on Virtex-7 FPGA. On Virtex-7 FPGA, a two-stage pipeline design of [12] utilizes 1.09 (ratio of 5120 over 5102) times higher slices as compared to our two-stage pipelined architecture. Similar to hardware resources, the architecture of [12] requires higher computational time as compared to this work (given in the last column of Table 3). On the other hand, the ECPM architecture of [12] is 1.12 (ratio of 357 over 318) times faster in terms of clock frequency as compared to our design. The
reason is the support for all the ECC layers in our design while the protocol layer is not considered for implementation in [12].

Comparison with ECDH design of [35] over $GF(2^{233})$ on Virtex-7 FPGA. Although, our design utilizes 2.82 (ratio of 4763 over 1809) times higher slices on Virtex-7 FPGA when compared to the most recent ECDH architecture of [35], however, it is 5.08 (ratio of 318 over 62.5) times faster in terms of clock frequency. The latency requirement of the presented architecture is 132.88 (ratio of 4130 over 31.08) times lower as compared to the most recent design. Moreover, we have compared our FoM results with only the design of [35] as this architecture is specifically described for the ECDH implementation. Therefore, the calculated FoM values are illustrated in Figure 5. It shows that the proposed ECDH accelerator architecture results in higher throughput. Moreover, the proposed dedicated crypto processor architecture is 2.76 (ratio of 6.31 over 2.28) times faster in the context of throughput/area.

![Figure 5. Comparison with [35] in terms of throughput/slices on Virtex-7 FPGA.](image)

Comparison with architecture of [33] over ECDH + SIKEX434 algorithms on Artix-7 FPGA. Our ECDH architecture utilizes 3.58 (ratio of 5957 over 1663) times lower FPGA slices. The reasons for the use of higher hardware resources in our work are (i) pipelining and (ii) a bit-parallel Karatsuba multiplier for multiplying polynomial coefficients. On the other hand, our ECDH design achieves 1.62 (ratio of 316 over 195) times higher clock frequency as we employed two-stage pipelining to reduce the critical path of the proposed architecture. Moreover, our design is 396.6 (ratio of 6200 over 15.63) times faster in terms of computational time (i.e., latency). There is always a tradeoff between hardware area and performance (in terms of clock frequency or latency).

Comparison with design of [32] over Ed25519 + X25519 curves on Artix-7 FPGA. The proposed ECDH design is 1.85 (ratio of 5957 over 3204) times more area efficient in terms of FPGA slices. Moreover, due to 2-stage pipelining, our ECDH architecture is 3.85 (ratio of 316 over 82) times faster in terms of operational frequency. The comparison to latency is not possible to provide as the relevant information is not described in [32].

4.3. Significance of This Work

The implementation results reported for our proposed throughput/area architecture on different 7-series FPGA devices reveal the suitability of this work in applications that demand key authentication before starting communications. The typical examples include the IoTs, health-related applications, smart cards, automotive mobile/vehicles, etc. More precisely, the IoT nodes require key authentication prior to starting communications [7,8,10]. Moreover, in modern health care systems [1], authentication is needed to retrieve data securely on an unsecured cloud. The V2X needs authentication to start secure communication over the network/cloud [2]. Authentication is needed to make online payments in the case of smart cards. The identification of a human using his/her smart ID card is another application where authentication is essential. Based on [43,44], the aforementioned applications require
low-power for data transmission and authentication purposes. We believe the reported values for high throughput and low area, in this work, result in low power. Therefore, our proposed design could be beneficial for secure communication in IoT-related applications, where both throughput and area parameters are desired for cryptographic computations.

5. Conclusions

This paper has presented a shared key generation architecture using the ECDH protocol of ECC over \( GF(2^{233}) \) with the consideration of high-speed and low-area at the same time. A 2-stage pipelining and a Karatsuba multiplier are incorporated to achieve high speed. The employed pipelining has reduced the critical path and improved clock frequency. Similarly, the utilization of the Karatsuba multiplier has decreased clock cycles. Towards the low-area goal, singular adder and multiplier units are included for arithmetic operations. These operations are addition, multiplication, squaring (providing similar inputs to the multiplier) and inversion (using the Itoh–Tsujii algorithm). This strategy has ultimately helped us to reduce the hardware resources. Two FSM-based dedicated controllers are employed for efficient control functionalities. The implementation results after place-and-route are provided on Virtex-7, Spartan-7, Artix-7 and Kintex-7 FPGA devices. Over \( GF(2^{233}) \), the utilized FPGA slices are 5102 (Virtex-7), 5634 (Spartan-7), 5957 (Artix-7) and 6102 (Kintex-7). The computational time for one shared key generation is 31.08 (Virtex-7), 31.68 (Spartan-7), 31.28 (Artix-7) and 32.51 (Kintex-7). The proposed ECDH architecture outperforms others on Virtex-7 FPGA in terms of \( \frac{\text{throughput}}{\text{area (FPGA slices)}} \) (the achieved value is 6.30). Moreover, it has been shown that the proposed architecture is 302.7 and 132.88 times faster in terms of latency as compared to state-of-the-art ECDH designs of [35,38], respectively. The achieved results and performance comparison statistics reveal the suitability of the proposed architecture in high-speed with low-area key agreement applications.
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