Masses and Ages for 230,000 LAMOST Giants, via Their Carbon and Nitrogen Abundances
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Abstract

We measure carbon and nitrogen abundances to a precision of $\leq 0.1$ dex for 450,000 giant stars from their low-resolution ($R \sim 1800$) LAMOST DR2 survey spectra. We use these [C/M] and [N/M] measurements, together with empirical relations based on the APOKASC sample, to infer stellar masses and implied ages for 230,000 of these objects to 0.08 dex and 0.2 dex respectively. We use The Cannon, a data-driven approach to spectral modeling, to construct a predictive model for LAMOST spectra. Our reference set comprises 8125 stars observed in common between the APOGEE and LAMOST surveys, taking seven APOGEE DR12 labels (parameters) as ground truth: $T_\text{eff}$, log g, [M/H], [$\alpha$/M], [C/M], [N/M], and $A_k$. We add seven colors to the Cannon model, based on the $g$, r, i, J, H, K, W1, W2 magnitudes from APASS, 2MASS, and WISE, which improves our constraints on $T_\text{eff}$ and log g by up to 20% and on $A_k$ by up to 70%. Cross-validation of the model demonstrates that, for high-S/N objects, our inferred labels agree with the APOGEE values to within 50 K in temperature, 0.04 mag in $A_k$, and <0.1 dex in log g, [M/H], [C/M], [N/M], and [$\alpha$/M]. We apply the model to 450,000 giants in LAMOST DR2 that have not been observed by APOGEE. This demonstrates that precise individual abundances can be measured from low-resolution spectra and represents the largest catalog to date of homogeneous stellar [C/M], [N/M], masses, and ages. As a result, we greatly increase the number and sky coverage of stars with mass and age estimates.
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1. Introduction

An empirical description of the Milky Way’s present structure and formation history requires accurate and consistent age estimates for large samples of stars distributed throughout the galaxy. Although we have recently entered an era of extensive spatial, kinematic, and chemical information beyond the solar neighborhood, comparatively extensive age constraints remain elusive.

Stellar age is a property that must be inferred from observations with the help of stellar evolution models; generally, it cannot be measured “directly.” Therefore, results are inherently limited by the applicability and accuracy of the model used (see Soderblom 2010 for a comprehensive review). Because stellar ages are difficult to measure directly, abundances such as [Fe/H] and [$\alpha$/Fe] are commonly used as an age-dating proxy (e.g., via making maps of mono-age populations; see Rix & Bovy 2013 and Bovy et al. 2016) because the determination of photospheric abundances from spectra is more straightforward.

Unfortunately for Milky Way studies, the population of stars that is most readily observable throughout the galaxy—red giant stars—is also the one for which it is particularly challenging to estimate ages. The standard technique of isochrone fitting is impractical in this regime, because there is too much uncertainty both in stellar parameter measurements and in the model isochrones. In other words, stars with very different ages can have very similar atmospheric parameters and luminosities (Soderblom 2010; Rix & Bovy 2013).

Instead, the key to age-dating red giant stars is mass. Because the red giant phase is so short, the age of a star is essentially its main-sequence lifetime, which is set by the star’s mass and metallicity (Soderblom 2010). Given mass and metallicity, one can estimate age using isochrones, e.g., by interpolating between them.

Recently, asteroseismology has made it possible to measure masses for giants out to large distances. The Kepler mission (Bedding et al. 2010; Borucki et al. 2010; Koch et al. 2010; Gilliland et al. 2011) has conducted long-cadence photometry for over 10,000 giants along a pencil-beam through the Galaxy (Stello et al. 2013). From detailed light curves, one can measure two characteristic variability frequencies that directly probe the (age-dependent) structure of the stellar interior: $\nu_{\text{max}}$ is the frequency corresponding to the maximum oscillation power, and $\Delta \nu$ is the frequency spacing between two consecutive modes of the same spherical degree. This approach is especially effective for giants because they have higher densities and thus a larger sound speed, which makes these (acoustic) oscillations more pronounced (Soderblom 2010). Together with a measurement of the star’s $T_\text{eff}$, and the solar values $\nu_{\text{max},0}$ and $\Delta \nu_{\text{0}}$, the mass of the star can be estimated.
using seismic scaling relations. Note that these scaling relations
are based on Sun-like stars, and may not be suitable for metal-
poor stars (Epstein et al. 2014).

Furthermore, the population of stars with asteroseismic
measurements is spatially limited. Ness et al. (2016) and Martig
et al. (2016) greatly expanded the spatial coverage of giants
with age estimates by determining masses spectroscopically:
that they showed that the masses (and implied ages) of post dredge-
up giants can be measured from high-resolution infrared
(APOGEE, \( R \approx 22,500 \)) spectra, and determined a model of
mass and age as a function of \( T_{\text{eff}} \), \( \log g \), \([M/H]\), \([C/M]\), and
\([N/M]\) values (see Tables A2 and A3 in Martig et al. 2016).
Their work increased the sample of giant stars with known ages to
70,000, the largest (and most spatially extended) sample of
stellar ages to date.

To make these spectroscopic mass measurements, Ness et al.
(2016) used a data-driven approach to stellar modeling called
The Cannon (Ness et al. 2015). For a complete description of
the methodology, see Ness et al. (2015); we summarize briefly
here. In short, The Cannon can be used to transfer a system of
stellar “labels” (physical parameters and element abundances)
from one survey to another, via a training step and a test step.
In the training step, The Cannon uses a reference set of objects
observed in common between the surveys of interest to
construct a predictive model of spectra independently at each
wavelength. For example, for a set of objects measured in
common between Survey A and Survey B, The Cannon might
fit a model that predicts every pixel in a Survey A spectrum
given Survey B labels. In the test step, this model can be used
to infer new labels directly from Survey A spectra that are by
construction on the Survey B label scale. The Cannon uses no
explicit physical stellar models, is very fast, and achieves
comparable accuracy to existing survey pipelines using spectra
of significantly lower S/N; it requires only a set of objects
observed in common between the surveys.

Via this “label transfer,” The Cannon has shown promise for
bringing qualitatively different stellar surveys onto a consistent
physical scale. For example, Ho et al. (2017) used The Cannon
to transfer labels from a high-resolution, high-S/N survey
(APOGEE) to a low-resolution, modest-S/N survey (LAMOST).
They showed that basic parameters (\( T_{\text{eff}} \), \( \log g \), \([Fe/H]\), and
\([\alpha/M]\)) consistent with APOGEE values can be determined
directly from LAMOST spectra, using The Cannon. This enabled
the largest and most spatially extended sample of \([\alpha/M]\) values to
date (~450,000 giants).

Taken together, the work in Martig et al. (2016), Ness et al.
(2016), and Ho et al. (2017) raises the prospect that masses
and ages could be determined for a large sample of optical
giant spectra. After all, in APOGEE spectra (the near-IR),
mass is encoded in CN and CO molecular regions, and \([C/N]\)
and \([C/H]\) features are prominent in the blue regions
(~4100 Å) of giant spectra (e.g., Martell et al. 2008). Recent
theoretical work by Salari et al. (2015) and Martig et al.
(2016) lends physical justification to why these features
should be indicative of mass: during a star’s main-sequence
lifetime, the CNO cycle in its core determines the final
relative abundances of carbon and nitrogen. After arriving on
the giant branch, the material in the core is dredged up to the
surface via convective mixing. The depth of the convective
envelope, and the \([C/N]\) ratio in the core, is determined by
the mass of the star. Thus, in giants that have undergone
dredge-up once (that is, they have not undergone additional
convective mixing) the \([C/N]\) ratio observed in the photo-
sphere is (together with metallicity) highly predictive of mass.

For a large set of stellar masses and ages, we turn to the
Large Sky Area Multi-Object Fiber Spectroscopic Telescope
(LAMOST), the largest ongoing stellar spectroscopic survey.
We measure mass and age by using The Cannon to transfer a
label system from APOGEE, as in Ho et al. (2017). Our work
extends Ho et al. (2017) by two additional labels (\([C/M]\) and
\([N/M]\)). We follow that paper very closely and refer to it from
now on as Paper 1.

The challenge in measuring mass and age from LAMOST
spectra via \([C/M]\) and \([N/M]\) is that \([C/M]\) and \([N/M]\) have
not traditionally been measured from low-resolution
(\( R \lesssim 5000 \)) spectra. A data-driven approach, however, will
enable us to measure \([C/M]\) and \([N/M]\) from these spectra to
\( \lesssim 0.1 \) dex. From there, we use the theoretical relations in Martig
et al. (2016) to determine masses and ages for as many giant
stars as possible, restricted primarily by the parameter regime
in which the relations are applicable. This will enable us to
measure the largest sample of stellar ages to date.

In Section 2, we briefly recapitulate the data sets. In
Section 3, we recapitulate the mathematics of the label transfer,
from which we derive carbon and nitrogen abundances in
Section 4 and ages and masses in Section 5.

2. The LAMOST and APOGEE Surveys

Here we give a very brief summary of the two spectroscopic
surveys underlying the analysis in this paper.

LAMOST is a low-resolution (\( R \approx 1800 \)) optical (3650–
9000 Å) moderate-S/N survey. The second data release (DR2;
Luo et al. 2015) was recently made public and includes spectra
and three parameters (\( T_{\text{eff}} \), \( \log g \), \([Fe/H]\)) for 2.2 million stars,
of which 500,000 are giants (Liu et al. 2014). These parameters
are measured by the LAMOST Stellar Parameter pipeline
(LASP; Wu et al. 2011a, 2011b; Luo et al. 2015), which uses
the Correlation Function Initial (CFI; Du et al. 2012) to
determine an initial coarse solution, and the Université de Lyon
Spectroscopic Analysis Software (ULySS; Koleva et al. 2009;
Wu et al. 2011b) to determine the final solution. The grid of
model spectra used by ULySS come from the ELODIE spectral
library (Prugniel & Soubibar 2001; Prugniel et al. 2007).

By contrast, APOGEE (the Apache Point Observatory
Galactic Evolution Experiment; Majewski et al. 2016) is a
high-resolution (\( R \approx 22,500 \)) high-S/N (\( S/N \approx 100 \)), H-band
(15200–16900 Å) survey of giant stars in the Milky Way
bulge, disk, and halo, part of the Sloan Digital Sky Survey III
(Eisenstein et al. 2011). Observations are conducted using a
300-fiber spectrograph (Wilson et al. 2010) on the 2.5 m
Sloan Telescope (Gunn et al. 2006) at the Apache Point
Observatory (APO) in Sunspot, New Mexico (USA). Data
Release 12 (DR12; Alam et al. 2015; Holtzman et al. 2015)
comprises spectra for \( >100,000 \) giants together with stellar
parameters and 15 chemical abundances measured by the
ASPCAP pipeline (García Pérez et al. 2016) and FERRE code
(Allende Prieto et al. 2006). Thus, LAMOST represents a
large expansion over APOGEE not only in sample size, but
also in area coverage (LAMOST stars are measured away
from the disk, unlike APOGEE) and parameter range (in particular, \([Fe/H]\)).
3. Label Transfer Using The Cannon

As described in Section 1, there are two steps to The Cannon: a training step, in which the coefficients of the spectral model are fit for, and a test step, in which the spectral model is used to infer labels from new spectra. Our implementation of these steps for transferring a label system from APOGEE to LAMOST closely follows Paper 1. Here, too, the data consist of spectra from LAMOST, which we again normalize in a consistent way using a running Gaussian, and labels from APOGEE DR12. As before, the spectral model is quadratic in the labels. After training for and fixing the model, we apply it to measure labels for the 454,180 giants from Paper 1, identified via the procedure in Section 4.2 of that paper. Despite the fact that we follow Paper 1 very closely, there are important differences in (and new components to) our modeling.

3.1. Differences in the Modeling Procedure from Paper 1

There are important differences in (and new components to) our modeling as compared to Paper 1: in the labels that we use, in the reference objects that we use to train the model, in spectral regions that we mask out, and in the incorporation of photometry.

Here, our model is quadratic in seven labels instead of the original five labels: we use $T_{\text{eff}}$, log~$g$, [M/H], [C/M], [N/M], [$\alpha$/M], and K-band extinction $A_K$. Because we will eventually use the relations in Martig et al. (2016) to translate our carbon and nitrogen abundances into age estimates, our labels need to be on the same scale as those that were used to fit for the relations. Thus, whereas we used the calibrated DR12 parameters in Paper 1 (those in the $\text{PARAM}$ array), in this case, we use the raw, uncalibrated values from the $\text{FPARAM}$ array.

Furthermore, we do not use the full reference set of 9956 objects from Paper 1, because some of these have unreliable [C/M] and [N/M] reference labels. Following Martig et al. (2016), we excise the 743 objects that have both $T_{\text{eff}} > 4500$ and $-1 <$ [M/H] $< -0.5$ in order to eliminate objects with only an upper limit measurement on [C/M] and a lower limit on [N/M]. In addition, Martig et al. (2016) found that the minimum [C/M] possible to measure is on the level of $-0.4$ to $-0.5$ dex, so we also exclude the 40 objects with [C/M] $<-0.4$. This left us with 9173 out of the original 9956.

In Paper 1, we fit an independent spectral model at every spectral pixel. However, there are features in LAMOST spectra that arise from effects in a different velocity system from that of the star: for example, diffuse interstellar bands (DIBs) and the Na I doublet are interstellar absorption features originating from intervening material. We noticed by examining the leading coefficients of an initial Cannon model (see Figure 3) that The Cannon was “learning” to use these features to predict labels intrinsic to the star, particularly [$\alpha$/M], and that this introduced radial velocity-dependent systematic errors into the label estimates. The leading coefficients of an initial Cannon model also indicated that the imperfectly corrected telluric bands, originating in the Earth’s atmosphere, left small, but significant, velocity-dependent effects in the rest-frame spectra of the stars.

To prevent The Cannon from using these features spuriously, we masked them out by setting the inverse variances corresponding to these pixels to be zero. To be conservative, roughly half of each spectrum was masked, but because the most important features for our labels of interest were preserved, this still improved our label estimates.

Masking out the interstellar absorption features took out most of the spectral information on $A_K$, which originated in the DIB strength. However, of course, multi-band photometry of a star encodes a combination of its effective temperature and its reddening. We found that incorporating photometry not only enabled us to accurately and precisely predict $A_K$ for our reference objects, but also improved the precision of our estimate of $T_{\text{eff}}$, particularly for lower-S/N spectra. (Note that we use the term “accurate” to mean unbiased, and the term “precise” to mean low variance.) Incorporating photometry also improved the precision of our estimate of log~$g$, presumably because measurements of $T_{\text{eff}}$ and log~$g$ are highly covariant for spectra of this resolution due to blending (see, e.g., Ting et al. 2017). The scatter in $A_K$ decreased by 70% in the lowest-S/N spectra, by 50% in spectra with $50 < S/N < 100$, and by 25% in spectra with $S/N > 100$. For low-S/N spectra, the scatter in $T_{\text{eff}}$ and log~$g$ was reduced by up to 20%, though for $S/N \geq 50$, the difference was negligible.

We incorporated photometry as follows. We took magnitudes (and the associated uncertainties) from eight bands in APASS DR9 (Henden & Munari 2014; Henden et al. 2016), 2MASS (Cutri et al. 2003; Skrutskie et al. 2006), and WISE (Wright et al. 2010): $g$, $r$, $i$, $J$, $H$, $K$, $W1$ (3.4 $\mu$m), and $W2$ (4.6 $\mu$m). From these, we constructed seven colors: $g-r$, $r-i$, $i-J$, $J-H$, $H-K$, $K-W1$, and $W2-W1$. For each reference object, we added its seven colors as “pixels” to its spectrum: the color as the “flux” and the uncertainty as the “error bar.” Using colors restricted us to the set of reference objects with APASS, 2MASS, and WISE magnitudes: 8472 of the 9173.

We emphasize that The Cannon builds a model of spectra but is agnostic to whether the value of a “spectral pixel” is a true flux value or simply another observed property of the star that is sensitive to the labels of interest.

3.2. Results from Cross-validation

We evaluate the accuracy and precision of the model using a “leave-$n$-out” cross-validation test. We split the 8472 reference objects into eight groups, by assigning each one a random integer between 0 and 7. We leave out each group in turn, and train a model on the remaining seven groups. We then apply that model to infer new labels for the group that was left out. We use the results of the cross-validation to determine which objects are appropriate reference objects for training the model: we exclude objects whose difference from the training value is greater than four times the scatter in that label, leaving 8125 objects. We train the model on these 8125 objects and re-run the cross-validation. We also use the model to infer labels for the 347 objects excised from the training, in order to properly account for all of the objects in the following error analysis.

At the end of this process, each of the 8472 objects has a new set of labels determined by The Cannon, from a model that was not trained using that object. Figure 1 shows the comparison of these Cannon-inferred “test” labels with the reference labels used in training, for high-S/N objects; there is a significant decrease in scatter compared to the corresponding figure in Paper 1 (Figure 6). For objects with $S/N > 100$, the labels are consistent with the APOGEE training values to within 53 K in...
$T_{\text{eff}}, 0.11\text{ dex in log } g, 0.05\text{ dex in } [\text{M/H}], 0.06\text{ dex in } [\text{C/M}], 0.09\text{ dex in } [\text{N/M}], 0.03\text{ dex in } [\alpha/\text{M}], \text{ and 0.04\text{ mag in } } A_{\text{k}}$. These are comparable to, or within, the stated ASPCAP uncertainties (Holtzman et al. 2015).

Figure 1. Results from cross-validation of The Cannon’s label transfer from APOGEE to LAMOST, for spectra with $S/N > 100$. The model was trained on APOGEE labels ($x$-axis) and used to infer new labels ($y$-axis) from the corresponding LAMOST spectra. The improvement in precision over the results in Paper 1 (see Figure 6) reflects changes we made to the model, described in Section 3. The low bias and scatter in [C/M] and [N/M] demonstrates that these abundances can in fact be measured from low-resolution LAMOST spectra.

$T_{\text{eff}}, 0.056\text{ dex in log } g, 0.05\text{ dex in } [\text{M/H}], 0.06\text{ dex in } [\text{C/M}], 0.09\text{ dex in } [\text{N/M}], 0.03\text{ dex in } [\alpha/\text{M}], \text{ and 0.04\text{ mag in } } A_{\text{k}}$. These are comparable to, or within, the stated ASPCAP uncertainties (Holtzman et al. 2015).

Figure 2 shows the scatter in different bins of $S/N$ (where $S/N$ is the median value of formal $S/N$ across all pixels in the spectrum) in all of the labels except for $A_{\text{k}}$ (which is primarily determined from the additional photometric pixels, not taken...
into account in determining the S/N). By construction, as a result of this data-driven label transfer, there is significant improvement in agreement with the APOGEE values over those from the LAMOST pipeline.

4. Measuring Carbon and Nitrogen from LAMOST Spectra

A key strength of The Cannon is the physical interpretability of the spectral model. Since an independent model is fit at every pixel of the spectrum, each pixel has a set of model coefficients as well as a model scatter term. The leading (linear) coefficient in each label can be thought of as a proxy for the sensitivity of each pixel to a particular label; thus, each label has a wavelength-dependent indicator of which spectral regions are most informative. Each pixel also has a model scatter term; this is the intrinsic variance in the model at that pixel, as distinct from the observational variance. In other words, it is the expected deviation from the model at that particular pixel, in the limit of a perfect measurement.

These are shown in Figure 3, in the part of the spectrum found by The Cannon to be most predictive of labels (the blue end, \( \sim 4000-5800 \) Å), together with the scatter in the model. These linear coefficients are the first derivatives of the model at a set of fiducial stellar parameters; in this case, we pivot the model around the mean value in each label across the training set: \( T_{\text{eff}} = 4687 \) K, \( \log g = 2.83 \) dex, \( [\text{M/H}] = -0.19 \) dex, \( [\alpha/\text{M}] = -0.01 \) dex, \( [\text{C/M}] = 0.10 \) dex, \( [\text{N/M}] = 0.09 \) dex, and \( A_k = 0.09 \) mag. To facilitate comparison, each derivative has been scaled by the approximate error in the corresponding label: \( \delta T_{\text{eff}} \sim 91.5 \) K, \( \delta \log g \sim 0.11 \) dex, \( \delta [\text{M/H}] \sim 0.05 \) dex, \( \delta [\alpha/\text{M}] \sim 0.05 \) dex, \( \delta [\text{C/M}] \sim 0.04 \) dex, and \( \delta [\text{N/M}] \sim 0.07 \) dex (Holtzman et al. 2015).

The new labels in this work are \([\text{C/M}]\) and \([\text{N/M}]\), so we should demonstrate that The Cannon measures these values from physically plausible spectral signatures. Ting et al. (2017) quantified how the precision with which various abundances (including \([\text{C/H}]\) and \([\text{N/H}]\)) can be measured varies as a function of survey resolution. They showed that low-resolution
spectra, such as those from LAMOST, have the same theoretically achievable uncertainties per stellar label as medium-resolution ($10,000 < R < 50,000$) spectra, under the following assumptions: equal exposure time (so that a low-resolution spectrum has higher S/N per resolution element), an equal number of detector pixels (so that low-resolution spectra have more extensive wavelength coverage), and a constant sampling per resolution element. These predictions are based in part on gradient spectra calculated using Kurucz models (Kurucz 1970, 1979, 1993, 2005; Kurucz & Avrett 1981), which are assumed to be perfect. Of course, this aspect does not pertain to data-driven models (see the discussion in Ting et al. 2016).

To make a direct comparison between the Cannon model and theoretical predictions, we calculate gradient spectra and compare them to the gradient spectra calculated from Kurucz models by Ting et al. (2016). Gradient spectra are a quantification of how much the flux at a given wavelength changes with changes to a given label: in other words, it characterizes the sensitivity or information content of each wavelength for a given label. Following Equation (2) in Ting et al. (2017), gradient spectra are calculated as follows.

$$\nabla f_{\text{model}} (\lambda, \ell_i) = \frac{f_{\text{model}} (\lambda, \ell_i + \Delta \ell_i) - f_{\text{model}} (\lambda, \ell_i)}{\Delta \ell_i}$$

where $f_{\text{model}} (\lambda, \ell_i)$ represents a model spectrum across wavelengths $\lambda$, generated using a set of labels $\ell_i$. A fractional change in a particular label $\Delta \ell_i$ results in a fractional change in the spectrum $\nabla f_{\text{model}}$ at each wavelength $\lambda$. In other words, to study sensitivity of a spectral region to a particular label, one changes the value in that label and calculates the fractional change in the flux in that region.

We have two sets of model spectra: one from the Cannon model as described in Section 3, and one from the Kurucz models, in both cases generated using labels for a solar-metallicity K-giant ($T_{\text{eff}} = 4800, \log g = 3.5$). We use each of these models to calculate a gradient spectrum for [C/M] by

Figure 3. Leading (linear) coefficients and scatter from the best-fit spectral model, determined by The Cannon using the 8125 reference objects. The leading coefficients can be thought of as a proxy for the sensitivity of each pixel in the spectrum to each of the labels; to facilitate comparison, each has been scaled by the approximate error in that label (Holtzman et al. 2015). The scatter term $s_\lambda$ is the variance intrinsic to the model; it quantifies each pixel’s expected deviations from the model in the limit of a perfect measurement. We display the model coefficients and scatter blueward of 5800 Å because this was found by The Cannon to be the region with the most sensitive features.
Figure 4. Gradient spectra for carbon (left panel) and nitrogen (right panel) calculated using two different models: theoretical Kurucz models (red line) and the Cannon model (black line). All model spectra were generated using K-giant \( (T_{\text{eff}} = 4750, \log g = 2.5) \) and solar-metallicity values, stepping over 0.2 dex in \([C/M]\) and \([N/M]\). For a better comparison, the Kurucz gradient spectra were normalized the same way as the LAMOST spectra, as described in Section 3. The qualitative similarity between the black and red lines demonstrates that the Cannon measurements of \([C/M]\) and \([N/M]\) are being measured independently, not just via correlations: for example, the nitrogen signature does not include any changes in the G (CH) band.

5. From \([C/M]\) and \([N/M]\) to Mass and Age

After cross-validating the model, we use it to infer labels for the same 454,180 objects described in Paper 1. These were identified as giants using their LAMOST labels. For a detailed description of this selection procedure, we direct the reader to Section 4.2 of that paper. In short, the LAMOST values of \( T_{\text{eff}} \) and \( \log g \) enable a reliable dwarf-giant separation.

To transform \([C/M]\) and \([N/M]\) into mass and age, we use the formulas characterized by the coefficients in Tables A2 and A3 of Martig et al. (2016), which are in turn based on asteroseismic mass measurements for stars with \([C/M]\) and \([N/M]\) measurements. These relations are only applicable within a certain range of label values, restricting the number of objects for which we can infer masses and ages via their \([C/M]\) and \([N/M]\). Although we infer \([C/M]\) and \([N/M]\) for the full set of 454,180 test objects described in Paper 1, we apply the following cuts (following Martig et al. 2016), which leave 230,901 objects suitable for the formula.

\[
\begin{align*}
-0.8 \leq [M/H] & < 0.25 \\
4000 < T_{\text{eff}} & < 5000 \\
1.8 < \log g & < 3.3 \\
-0.25 < [C/M] & < 0.15 \\
-0.1 < [N/M] & < 0.45 \\
-0.05 < [\alpha/M] & < 0.3 \\
-0.1 < ([C + N]/M) & < 0.15 \\
-0.6 < [C/N] & < 0.2
\end{align*}
\]
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Table 1
Excerpt from the Online Table of Stellar Labels (\(T_{\text{eff}}\), log g, [M/H], [C/M], [N/M], [\(\alpha/M\)], \(A_\lambda\), Mass, and Age) for 454,364 Stars, Inferred by The Cannon

| LAMOST ID          | R.A. (deg) | Decl. (deg) | \(T_{\text{eff}}\) (K) | log g (dex) | [M/H] (dex) | [C/M] (dex) | [N/M] (dex) | [\(\alpha/M\)] (dex) | \(A_\lambda\) (mag) |
|--------------------|------------|-------------|-------------------------|-------------|-------------|-------------|-------------|-----------------------|---------------------|
| spec-55859-F5902_sp01-034.fits | 331.91682  | -1.78259    | 4793                    | 3.22        | -0.507      | 0.0645      | -0.0242     | 0.228                 | 0.054               |
| spec-55859-F5902_sp03-209.fits | 331.13586  | 0.85349     | 4620                    | 2.88        | -0.347      | 0.0984      | 0.107       | 0.22                  | 0.0131              |
| spec-55859-F5902_sp06-160.fits | 334.26706  | -0.15868    | 4240                    | 2.23        | -0.293      | 0.0734      | 0.102       | 0.208                 | 0.148               |
| spec-55859-F5902_sp08-146.fits | 333.40638  | -0.3965     | 4894                    | 3.29        | -0.337      | -0.0221     | -0.0243     | 0.212                 | 0.0293              |

Formal Errors

| LAMOST ID          | \(\sigma(T_{\text{eff}})\) (K) | \(\sigma(\log g)\) (dex) | \(\sigma([M/H])\) (dex) | \(\sigma([C/M])\) (dex) | \(\sigma([N/M])\) (dex) | \(\sigma([\alpha/M])\) (dex) | \(\sigma(A_\lambda)\) (mag) |
|--------------------|--------------------------------|--------------------------|-------------------------|-------------------------|-------------------------|-----------------------------|--------------------------|
| spec-55859-F5902_sp01-034.fits | 3286                       | 0.01                     | 0.003                   | 0.0043                  | 0.0089                  | 0.001                       | 0.0                       |
| spec-55859-F5902_sp03-209.fits | 73                         | 0.0                      | 0.0                     | 0.0001                  | 0.0                     | 0.0                         | 0.0001                   |
| spec-55859-F5902_sp06-160.fits | 65                         | 0.0                      | 0.0                     | 0.0001                  | 0.0                     | 0.0                         | 0.0                       |
| spec-55859-F5902_sp08-146.fits | 5151                       | 0.02                     | 0.005                   | 0.0042                  | 0.0058                  | 0.001                       | 0.0004                   |

Estimated Error (Scatter)

| LAMOST ID          | \(s(T_{\text{eff}})\) (K) | \(s(\log g)\) (dex) | \(s([M/H])\) (dex) | \(s([C/M])\) (dex) | \(s([N/M])\) (dex) | \(s([\alpha/M])\) (dex) | \(s(A_\lambda)\) (mag) |
|--------------------|----------------------------|----------------------|---------------------|---------------------|---------------------|--------------------------|--------------------------|
| spec-55859-F5902_sp01-034.fits | 104                       | 0.14                 | 0.078               | 0.0851              | 0.1232              | 0.043                    |                          |
| spec-55859-F5902_sp03-209.fits | 177                       | 0.16                 | 0.078               | 0.0839              | 0.0989              | 0.06                     |                          |
| spec-55859-F5902_sp06-160.fits | 145                       | 0.12                 | 0.053               | 0.0655              | 0.088               | 0.037                    |                          |
| spec-55859-F5902_sp08-146.fits | 103                       | 0.16                 | 0.092               | 0.0955              | 0.1353              | 0.049                    |                          |

| LAMOST ID          | Mass (\(M_\odot\)) | log(Age) (dex) | \(\sigma(\text{Mass})\) (\(M_\odot\)) | \(\sigma(\text{Age})\) (Gyr) | SNR | Red. \(\chi^2\) |
|--------------------|---------------------|----------------|-----------------------------------------|-------------------------------|-----|----------------|
| spec-55859-F5902_sp01-034.fits | 0.79                 | 1.0            | 0.39                                    | 0.4                           | 33.7| 0.44           |
| spec-55859-F5902_sp03-209.fits | 1.0                  | 0.85           | 0.1                                      | 0.14                          | 169.0| 1.7            |
| spec-55859-F5902_sp06-160.fits | 1.4                  | 0.64           | 0.6                                      | 0.45                          | 130.0| 1.2            |
| spec-55859-F5902_sp08-146.fits | 1.3                  | 0.64           | 0.5                                      | 0.48                          | 19.9 | 0.51           |

Note. Column 1 is the LAMOST ID of the object, columns 2–3 are the position of the object in R.A. and decl. (J2000), columns 4–10 are the labels from The Cannon, columns 11–17 are the formal errors on the cannon-inferred labels from the covariance matrix in the model fit, columns 18–23 are the estimated uncertainties based on the scatter in the cross-validation, as described in Section 5, columns 24–25 are the derived masses and ages, columns 26–27 are the estimated uncertainties on mass and age, and columns 28–29 are the S/N of the spectrum and the reduced \(\chi^2\) of the model fit. Note that the reduced \(\chi^2\) values are low by a factor of \(~3\) because the random component of the errors in the LAMOST spectra is overestimated.

(This table is available in its entirety in FITS format.)

Figure 5. Cannon age estimates for LAMOST giants: the [\(\alpha/M\)]-[M/H] plane color-coded by the mean age (weighted by the estimated age uncertainties) in each bin. We excised objects with S/N < 80 (leaving 42,420 objects) and only show bins with >20 objects. The gradient from young \(\alpha\)-poor to old \(\alpha\)-rich stars is astrophysically very plausible.

These cuts set the primary restriction on the size of our mass and age catalog; for example, although the LAMOST data contain a large population of low-metallicity outer disk stars, we cannot estimate masses and ages for those objects.

The estimated masses and ages have uncertainties that come from the intrinsic scatter of the relation (Martig et al. 2016) and the individual stellar label uncertainties. To estimate the latter, we sample from each star’s label pdf 100 times, approximating each
distribution as a Gaussian with a standard deviation equal to the scatter in that label. That scatter is a function of SN (see Figure 2), so for each object we take the standard deviation of its Gaussian spread to be the scatter associated with that SN bin. Thus, each object has a distribution in mass and age. We take the mass and age value to be the median of that distribution, and estimate the uncertainty using the half-width of the central 68th percentile. This procedure does not account for the errors in the training labels or the scatter in the Martig et al. (2016) relation. There are also systematic errors from the functional form of the age relation in Martig et al. (2016) that are not taken into account here. In other words, our mass and age estimates are within the framework of the functional forms in Martig et al. (2016), but as we provide the [C/M] and [N/M] measurements separately, others could redo the [C/M] to [N/M] calibration using our values. Note that these are all distinct from, and in addition to, the formal error from the Cannon model fit.

We provide a catalog of all our inferred labels, including mass and age; an excerpt is shown in Table 1. We provide the best-fit values for each label, including [C/M] and [N/M] for all 454,364 objects, and mass and age for the 230,901 of those that fall within the label space of Martig et al. (2016). We also provide the associated formal errors from the covariance matrix of the fit. Note that these formal errors are certainly an underestimate. There are also contributions from the uncertainties in the reference labels (not taken into account here) and the discreteness of the reference set (estimated in Section 4.2 of Paper 1 to be very small). A more accurate estimate of the uncertainties is provided by the spread in the cross-validation (see Section 3.2, Figures 1 and 2). For the convenience of those who wish to use our catalog, we provide an estimate of these uncertainties by fitting a quadratic function to the purple (Cannon) points in Figure 2. Thus, for each object, we use the S/N of its spectrum to estimate the uncertainty. These uncertainty values are labeled as the “scatter” in the table.

We also provide the formal S/N for the spectrum of each object and the reduced chi-squared of the fit, which is the
Figure 7. Distribution on the sky (in Galactic coordinates) of stars with age measurements: the top panel shows the sample from Ness et al. (2016; ~70,000 objects) and the bottom panel overlays these values with 230,901 ages inferred via [C/M] and [N/M] by The Cannon from the LAMOST spectra. The much more extensive area coverage of the LAMOST data is immediately apparent.

chi-squared divided by the approximate number of pixels in each spectrum (~1800). Note that the S/N and the reduced chi-squared are both low by roughly a factor of three; see the discussion in Section 4.1 of Paper 1. Furthermore, note that the values of $T_{\text{eff}}$, $\log g$, [M/H], and [$\alpha$/M] will not be identical to their corresponding values in Paper 1 for several reasons: they are on the uncalibrated APOGEE label scale, and there have been various changes in our procedure (masking 50% of the spectrum, the inclusion of photometry, fitting for additional labels).

Because of the addition of photometry and the masking, we believe that the values in this table are more accurate and precise than the values in the corresponding table from Paper 1. Therefore, we encourage readers to use the table in this paper for values of LAMOST labels.
5.1. Astrophysical Verification of Inferred Ages

We now investigate whether our inferred age values seem astrophysically plausible. Figure 5 shows the ([M/H], [α/M]) plane color-coded by age for the 42,420 objects with S/N > 80. The color of each bin reflects the mean age of stars in that range of [M/H] and [α/M], weighted by the estimated uncertainty in the age measurement. We do not show bins with fewer than 20 objects. We see an astrophysically sensible age gradient with changing abundances, from the young, low-[α/M] sequence to the old, high-[α/M] sequence. This is qualitatively very similar to the gradient seen from small high-resolution data sets of main-sequence turn-off stars in the solar neighborhood (e.g., Haywood et al. 2013).

Furthermore, as Figure 6 shows, our masses and ages (for the reference objects) are in remarkable agreement with the masses and ages from the Ness et al. (2016) catalog, determined via a rather different approach. In that approach (x-axis), masses were measured directly from APOGEE spectra (R ~ 22, 500) and ages were estimated via isochrone fitting with no connection to carbon or nitrogen. In our approach (y-axis), we made use of the relations in Martig et al. (2016), which have no connection to spectra. It is true that the Martig et al. (2016) relation and the Ness et al. (2016) catalog were both calibrated, or trained, on the same sample of stars: the 1639-object APOKASC sample. However, here we are showing the 6125 objects in common between LAMOST and the Ness et al. (2016) sample, which has almost no overlap with APOKASC. The agreement between the two approaches outside of the set used for calibration supports the plausibility of our estimates.

Figure 6 also includes the marginalized histogram of mass and age respectively. The full span of mass is 0.6 dex and the full span of age is 1.5 dex. The errors in each label are 7.5% smaller than this. However, the bulk of the objects fall within a narrower distribution. Clearly, this allows only broad sorting and not precision mass measurements or age dating.

Finally, Figure 7 shows the spatial distribution of our sample, and its expansion over that from 70,000 stars in APOGEE (Ness et al. 2016). As expected, younger stars are concentrated toward the disk mid-plane, and older stars extend to a larger scale height away from the disk and into the bulge and halo.

6. Discussion

Using a data-driven approach to spectral modeling, and fitting for all labels simultaneously, we find that we can measure accurate and precise carbon and nitrogen abundances from low-resolution (R ~ 1800) LAMOST spectra. For post dredge-up giants, as in the sample from Martig et al. (2016), these [C/M] and [N/M] measurements enable mass and age estimates across the sky, to 0.08 dex in mass and 0.2 dex in age. With this new set of ages, we have a very different spatial sampling than APOGEE: we have essentially tied in-the-disk and off-the-disk ages onto the same scale, as LAMOST has a much better sampling of the thick disk than APOGEE.

The success of our data-driven approach in extracting information on [C/M] and [N/M] from blended regions (see Figure 4) holds promise for a natural extension of this work to measuring additional individual element abundances. The Cannon has already been successful at measuring individual abundances from APOGEE spectra, in part because the model is not restricted to unblended element windows (Casey et al. 2016; Hogg et al. 2016; Ness et al. 2016). Indeed, Ting et al. (2017) predict using theoretical models that spectra of comparable resolution to LAMOST should not only contain sufficient information to precisely constrain [C/M] and [N/M], but also a large suite of other individual element abundances, such as aluminum, calcium, manganese, and nickel.

For the purpose of [C/M] and [N/M] measurement in this work, it was helpful to apply broad masks to the spectra, to fully remove telluric and interstellar absorption features. Depending on which spectral regions encode information on [X/H], however, fitting for these additional labels would likely require more precise masking in order to avoid removing important signatures.

Finally, at nearly identical values of (T eff, log g, [Fe/H]) on the giant branch, mass or age is highly predictive of luminosity. Age constraints to 0.2 dex could therefore be useful for improving estimates of stellar luminosity. Since luminosity depends on distance at a given T eff, [Fe/H], and log g, these age constraints also help to estimate distance. How well this works in practice would need to be explored. However, as a first pass, we estimate the improvement using a set of Padova isochrones for stars of indistinguishable T eff, log g, and [Fe/H] (that is, with a standard deviation in log g and T eff, for [Fe/H] = 0). This suggests that an age estimate to 0.2 dex would constrain luminosity to 0.2 mag, or 10% in distance.

The code used to produce the results described in this paper was written in Python and is available online in an open-source repository. An archival copy has been preserved with Zenodo (Ho et al. 2016).
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