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ABSTRACT Domain generation algorithms (DGAs) are commonly used by botnets to generate domain names that bots can use to establish communication channels with their command and control servers. Recent publications presented deep learning classifiers that detect algorithmically generated domain (AGD) names in real time with high accuracy and thus significantly reduce the effectiveness of DGAs for botnet communication. In this paper, we present MaskDGA, an evasion technique that uses adversarial learning to modify AGD names in order to evade inline DGA classifiers, without the need for the attacker to possess any knowledge about the DGA classifier’s architecture or parameters. MaskDGA was evaluated on four state-of-the-art DGA classifiers and outperformed the recently proposed CharBot and DeepDGA evasion techniques. We also evaluated MaskDGA on enhanced versions of the same classifiers equipped with common adversarial defenses (distillation and adversarial retraining). While the results show that adversarial retraining has some limited effectiveness against the evasion technique, it is clear that a more resilient detection mechanism is required. We also propose an extension to MaskDGA that allows an attacker to omit a subset of the modified AGD names based on the classification results of the attacker’s trained model, in order to achieve a desired evasion rate.

INDEX TERMS Adversarial learning, deep learning, botnets, DGA.

I. INTRODUCTION
Botnets are groups of interconnected devices that are designed to carry out large-scale cyber-attacks, such as distributed denial-of-service attacks [2], data theft [20], and spam [24]. Modern botnets often involve advanced techniques to prolong their operations by making them less detectable. A domain generation algorithm (DGA) is one such technique which has been used by more than 40 documented botnets in the last decade [27]. DGAs are used to generate a large number of pseudorandom domain names based on a secret input (seed). A bot and its command and control (C&C) server that wish to communicate will execute the DGA with a shared seed in order to generate a sequence of domain names and identify one through which their communication will take place. DGAs can be used to generate thousands of domain names per day which must be identified and analyzed by DGA detection systems in order to shut down the botnet.

Originally, the detection of algorithmically generated domain (AGD) names focused on capturing binary samples of bots, extracting their algorithms and seeds, and generating the domain names in advance for the purpose of mitigation [26]. However, it was found that by using new input seeds, this approach can be easily evaded by botnets. In fact, between 2017 and 2018 at least 150 new seeds were introduced by botnets,\(^1\) a figure which is more than twice the number of documented DGAs, thus demonstrating the ineffectiveness of mitigation based on previously extracted seeds.

An alternative and more generalized approach is to apply an offline data analysis of DNS traffic logs enriched with various features from independent sources of contextual information (e.g., WHOIS data, IP-based information) [38]. The offline data analysis approach provides accurate and robust results, since it often relies on multiple independent data sources. However, this approach cannot be applied as a real-time solution due to the amount of time it takes to collect and process the contextual data collection and processing [34].

The inline mitigation approach to DGA detection can be run in real-time, in contrast to the offline analysis approach, by using machine learning to classify a domain name that

\(^1\)Based on the changelog of https://data.netlab.360.com/dga/
appears in traffic based solely on the observed domain name. With the emergence of deep neural networks, the results of inline DGA mitigation have provided high accuracy [28] as well as reduction in real-time latency which is essential for network perimeters that cannot tolerate botnet communication, such as Internet service providers or point of sale networks. Accordingly, inline DGA detection systems has become the topic of extensive academic research, and it resulted thus far in DGA classifiers that identify algorithmically generated domain (AGD) names in real-time (inline) and with high accuracy using deep convolutional neural network architectures [6], [14], [37], [39], recurrent neural network architectures [18], [30], [33] and other architectures [16], [31], [35].

Botnet operators (henceforth referred to as the adversaries) can evade inline DGA classifiers by modifying AGD names to be less detectable to DGA classifiers. This idea was demonstrated by Anderson et al. [3] who proposed the DeepDGA technique and Peck et al. [25] who suggested the CharBot technique. DeepDGA uses a GAN architecture to generate domain names that appear benign, and CharBot achieves a similar goal by modifying two random characters of existing benign domain names. While both DeepDGA and CharBot can degrade the accuracy of DGA classifiers, they do not leverage adversarial learning that was demonstrated in the past as a powerful attack against neural network architectures that are commonly used by DGA classifiers (i.e., systematically identifying the weaknesses of the classification model). Therefore, the primary goal of our study was to evaluate the use of adversarial learning to evade DGA classifiers in comparison to DeepDGA and CharBot’s ability to do so, as well as to evaluate adversarial learnings robustness to adversarial defenses.

In this paper, we present MaskDGA, an adversarial learning technique that modifies AGD names so they are misclassified as benign by DGA classifiers. MaskDGA is applicable within the adversarial training capability threat model (Section II) in which an adversary has access to public datasets of AGDs to train a private model, but does not possess knowledge about the architecture or parameters of target models (i.e., DGA classifiers) and cannot acquire their outputs. MaskDGA is comprised of a setup phase, in which the adversary generates the privately trained substitute model, and an attack phase, in which the substitute model is applied to select character modifications to AGD names, such that the modified AGD is misclassified by the substitute model. Based on the concept of adversarial transferability [22], adversarial attacks on the trained substitute model will successfully transfer to other models, regardless of their architecture, as long as they were trained on datasets with a similar distribution and for a similar objective, as in this case of AGD name classification.

The evaluation of MaskDGA was performed using the recently published DMD-2018 dataset of AGD names and four state-of-the-art DGA classifiers [8]. DeepDGA [3] and CharBot [25] were used as baseline attacks, and MaskDGA was shown to outperform them on all of the four target models. We also evaluated MaskDGA against the same DGA classifiers enhanced with adversarial learning defenses, namely distillation [23] and adversarial retraining on each adversarial attack, and assessed their effectiveness. The results show that adversarial retraining has some limited effectiveness against the evasion technique, but that a more resilient detection mechanism is required.

MaskDGA has an additional unique property compared to other evasion techniques — a controllable rate of evasion. The substitute model provides every modified AGD with a probability score ranging from zero (benign with high certainty) to one (AGD with high certainty). An adversary can define a threshold for the probability score and produce modified AGD names until reaching the desired number of domain names for whom the probability score exceeds the defined threshold. This property is useful for an adversary that wishes to completely evade detection in sensitive networks (i.e., not a single domain is detected) and/or force a DGA detection system to an unacceptable rate of false positives in order to identify the more evasive AGD names. Further details and an evaluation of this property appear in Section VI.

The contributions of this paper are as follows:

1) A practical evasion technique for DGA detection machine learning models, which outperforms existing evasion techniques, with a controllable evasion rate.
2) An evaluation of DGA evasion techniques (including MaskDGA) using four state-of-the-art DGA classifiers.
3) An evaluation that assesses the robustness of existing adversarial attacks (including MaskDGA) against commonly used adversarial defense techniques.

II. THREAT MODEL

Under the threat model employed in this study, the objective of the adversary is to modify a set (sequence) of AGD names so that the rate of detection by DGA classifiers is minimized taking into account the following two limitations.

A. TRAINING CAPABILITY

The threat model for all evaluations in this study is the training data capability setting described in [21]. In this setting, we assume that the adversary is able to collect a substitute dataset, sampled from the same distribution used to train the DGA detection system, including its underlying target model. Conversely, the adversary does not possess knowledge of the target model network architecture and cannot collect sample pairs of input and output related to the target model. The training data capability setting reflects real-world adversaries that have access to publicly available AGD datasets but do not have access to DGA detection systems to learn about their architecture and classification outputs.

B. LIMITED NUMBER OF CHARACTER MODIFICATIONS

The adversary can change at most half of the characters for every input AGD name. We expect that changing up to half
of the characters of a long and unreadable AGD name would preserve its unreadability and accordingly is likely to be an unregistered domain name that can be used by a botnet. This setting challenges the adversary to carefully select character modifications that result in unreadable yet evasive AGD names instead of completely replacing a given AGD name with a benign domain name that is already registered and thus cannot be utilized for a botnet operation.

For example, an adversary that wishes to modify the AGD name “abcdefgijkm.com” to evade detection can change up to six characters, since the second-level domain (“abcdefgijkm”) consists of thirteen characters. Without this limitation, the adversary could have replaced the AGD name with another name of the same length such as “stackoverflow.com” which is a benign and registered domain name that might have appeared in the training set.

### III. The EVASION TECHNIQUE

The proposed evasion technique is comprised of a setup phase and an attack phase. In the setup phase, the botnet operator trains a substitute model of a binary DGA classifier and deploys the trained model to every bot. In the attack phase, the adversary and its controlled bots use the trained substitute model to generate domain names through which they will be able to communicate with the C&C while evading detection on the security perimeter. The setup phase is applied just once, after which multiple attack phases can take place.

#### A. SETUP PHASE

The goal of the setup phase is to produce the substitute model — a DGA classifier trained by the adversary. Later on, the adversary will apply the substitute model on AGD names to gain insights about how to modify the characters of AGD names so they become less detectable by the substitute model. Based on the concept of adversarial transferability [21], the modified AGD names will also become less detectable by the target models. The substitute model is a neural network binary DGA classifier with two requirements:

1. The architecture must have an input one-hot encoding layer and support a differentiable transformation through all of its layers in order to compute the saliency of every possible symbol in every possible location index on a misclassification (explained in detail below).
2. The training set for the substitute model involves adversarial examples alongside normal examples of domain names to improve the robustness of the substitute model (also known as Jacobian-based dataset augmentation [22]).

1. **CONSTRUCTING AN INITIAL DGA CLASSIFIER**

Initially, the adversary selects a neural network architecture for the substitute DGA classifier, based on any known architecture that was proven successful for DGA classification [18], [30], [33]. If the selected architecture has an embedding layer rather than a one-hot encoding layer as its input layer, it must be replaced with a one-hot encoding layer to meet the first requirement.

The one-hot encoding layer added has two dimensions and a constant size; it has exactly 63 columns to fit the longest possible domain label name based on RFC 1035 [19], 38 rows, corresponding to the valid symbols of domain names, and an additional special pad symbol. Domains that have less than 63 characters are left-padded with the special pad symbol. Formally, the one-hot encoding layer represents an input word $W$ (i.e., a domain name) that is comprised of symbols from the set $V$, using a binary matrix $X_{|W|\times|V|}$ such that

$$
X_{i,j} = \begin{cases} 
1 & W_i = V_j \\
0 & \text{otherwise}
\end{cases}
$$

i.e., $X_{i,j}$ is set to one if the $i$-th character of the word $W$ matches the $j$-th symbol in the alphabet $V$ and zero if otherwise.

After selecting the architecture for the substitute model, the adversary trains the substitute model using publicly available datasets of AGD names and benign domain names. The output model is now capable of distinguishing AGD names from benign domain names and supporting gradient computation on the input, but it does not yet meet the second requirement — robustness against adversarial examples, which is obtained by Jacobian-based dataset augmentation.

2. **JACOBIAN-BASED DATASET AUGMENTATION**

Jacobian-based dataset augmentation [22] refers to the training of a substitute model on adversarial samples along with normal samples to improve the model’s robustness. In this step, the adversary iteratively generates adversarial domain names, adds them to the dataset of AGD names and benign domain names, and trains a new substitute model. The adversary generates adversarial domain names by applying the attack phase (Subsection III-B) and adds the adversarial examples to the dataset at a rate such that the newly formed dataset will contain at most 10% malicious labeled domain names, in order to prevent the classifier from forgetting patterns of original AGD names. The dataset is then split into a training and test set. At the end of every dataset augmentation iteration, the adversary discards the previously trained model and saves the newly trained one. The adversary repeats this step of generating new adversarial domain names based on the test set until the results of the classifier reach convergence (as shown in Figure 1).

3. **MODEL DEPLOYMENT**

In this step, the most recent substitute model is deployed to every bot controlled by the adversary, and used to generate adversarial domain names, as explained in Subsection III-B.

#### B. ATTACK PHASE

In the attack phase, the adversary and bots use the trained substitute model to generate domain names through which
FIGURE 1. The setup phase of MaskDGA starts with the adversary training a binary classifier on a public AGD dataset (1). Then, the adversary applies the attack to generate adversarial examples (2-4), adds them to the dataset (5), and trains a new model until convergence.

they will be able to communicate safely while evading detection on the security perimeter. The attack phase consists of executing a DGA and modifying its resulted AGD names to be misclassified by a target model, thus evading detection. Since a large number of bots already use DGAs [27], MaskDGA is designed to be applied on the output of the botnet’s existing DGA to turn AGD names into adversarial domain names.

The inputs for the attack phase are the substitute model that was trained in the setup phase and an AGD name, and the output is a modified (adversarial) AGD name that is capable of evading detection. Therefore, the process of selecting the modification is deterministic i.e., applying a specific substitute model to a specific AGD name will always yield the same proposed modifications.

1) COMPUTING THE TARGET LOSS AND GRADIENTS
The adversary computes the output of the pre-trained substitute model on the input AGD name and evaluates the target loss. The target loss in our case is the binary cross-entropy loss function between the output of the substitute model for an AGD name \( X \) and \( Y^* \), the benign class label. A formal notation of the target loss appears in Equation 1.

\[
\mathcal{L}(F(X), Y^*).
\]

Then, the backpropagation algorithm is applied on the substitute model to compute the partial derivatives of the target loss with regard to each of the input features of \( X \). The partial derivative (gradient) value for each input feature \( X_{i,j} \) indicates its saliency in the misclassification of \( X \) as a benign domain (as portrayed in Equation 2).

\[
S(X)_{i,j} = \frac{\partial \mathcal{L}(F(X), Y^*)}{\partial X_{i,j}}. \tag{2}
\]

The set of gradients for every input feature of an AGD name directs the adversary to replace existing symbols in the specific location indices with new symbols that have higher gradient values and accordingly are more likely to result in a misclassification of the output domain as benign. Formally, we denote \( S(X) \) as the Jacobian saliency matrix that maps every feature of \( X \) to its saliency, as shown in Equation 3:

\[
S(X) = \begin{bmatrix} S(X)_{0,0} & \ldots & S(X)_{|W|-1,0} \\ \vdots & \ddots & \vdots \\ S(X)_{0,|V|-1} & \ldots & S(X)_{|W|-1,|V|-1} \end{bmatrix} \tag{3}
\]

where \(|W| = 63\) is the maximal number of characters, and \(|V| = 38\) is the number of symbols, as explained in the setup phase (Subsection III-A).

2) MODIFICATION OF THE AGD NAME
The adversary selects the character replacement for the input domain name \( X \) based on the saliency matrix \( S(X) \). As a first step, the adversary must select the character positions in which the symbol would be replaced. This is achieved by scoring the character positions based on their importance for misclassification. The scoring of character positions (columns of \( S(X) \)) is determined based on their maximal gradient value (row of \( S(X) \)) based on the definition in Equation 4.

\[
\forall i \in [|W|] : \text{PositionScore}(X, i) = \max_{0 \leq \ell < |V|} S(X)_{i,\ell}. \tag{4}
\]
FIGURE 2. The attack phase starts with the adversary and its controlled bots executing a DGA over a shared secret input seed to produce AGD names, and then use the substitute model to modify the AGD names into an adversarial domain names (1). The adversary and the bots select the domain name through which they will communicate while evading detection on the security perimeter (2-5).

After providing every character position with a score, the adversary replaces the symbol only in character positions that exceeds the median score over all position scores. The choice of the median score (by definition) to having at most half of the symbols being replaced. The new symbol that will be placed in the location index $i$ is determined by the row with the highest gradient value in column $i$, as specified in Equation 5:

$$\text{NewSymbol}(X, i) = \arg\max_{0 \leq j < |V|} S(X)_{i,j}$$

(5)

If more than one symbol value is assigned with the maximal value, the first symbol value (by alphabetical order) for consistency. A visual example of the character modification is provided as part of the setup phase in Figure 1. Additionally, a demonstration of the attack phase using Python code is available on Section X of the Appendix.

3) C&C COMMUNICATION

The adversary and its bots share the same model and seed to generate domain names and communicate similarly to existing DGA schemes (see illustration on Figure 2). The deployed substitute model is deterministic and thus guarantees the same adversarial domain names for the adversary and its controlled bots.

IV. EVALUATION

In this section, we present the experiments conducted in order to evaluate the MaskDGA evasion technique. MaskDGA was tested on four recently proposed models which are based on deep learning DGA classifiers, using a public dataset of AGD names from twenty DGA families. An additional test was conducted to evaluate the efficacy of MaskDGA on each specific DGA family.

The performance of MaskDGA was compared against two baseline attacks: DeepDGA [3] and CharBot [25]. The code for DeepDGA appears on GitHub.\(^2\) with a similar configuration to that reported in the paper. Additionally, we implemented the CharBot technique based on the paper. Lastly, we evaluated countermeasures against adversarial DGA attacks by testing the target models against the same attacks but with the addition of two adversarial defenses: adversarial retraining [36] and distillation networks [23].

Note that one of the main differences between the baseline attacks and MaskDGA, is that the baseline attacks use benign domains in order to generate new AGD names, while MaskDGA modifies given (existing) AGD. The target models evaluated are based on the following state-of-the-art DGA classifiers:

1) Endgame [33], which is based on an LSTM network (denoted as LSTM [Endgame]). The model architecture consists of an input embedding layer (128 units), an LSTM layer (128 units), a dropout layer, and an output dense layer (one unit) with a sigmoid activation.

2) CMU [10], which is based on a bidirectional LSTM network (denoted as biLSTM [CMU]). The model architecture consists of an input embedding layer (128 units), a bidirectional LSTM layer (64 units),

---

\(^2\)https://github.com/rooreagan/DeepDGA/
and an output dense layer (one unit) with a sigmoid activation.

3) Invincea [15], which is based on a parallel CNN network (denoted as CNN [Invincea]). The model architecture consists of an input embedding layer (128 units), an array of four CNN filters (kernels) of different sizes. Overall, there are 256 filters of sizes 2, 3, 4, and 5, and 128 units. The filters are concatenated to a dense layer, which is followed by two dense layers (1,024 units) and an output dense layer (one unit) with a sigmoid activation.

4) MIT [32], which is based on stacked CNN and LSTM networks (denoted as CNN + LSTM [MIT]). The model architecture consists of an input embedding layer (128 units), a 1D CNN layer of 128 filters with a kernel of size three, an LSTM layer (64 units), and an output dense layer (one unit) with a sigmoid activation.

The target models were implemented using the source code published by [4]. All of the models were trained and optimized with the Adam optimizer for five epochs, in all cases achieving an F1 score of at least 0.96 on the test set of benign and original AGD names (see Table 2).

The substitute model used in our evaluation is based on the CNN architecture of the Invincea model (see [15]). The architecture included a $63 \times 38$ one-hot encoding layer, an array of four CNN filters with kernels ranging in size from two to five, 256 filters, and 128 units that are concatenated to a dense layer which is followed by two dense layers (1,024 units) and an output dense layer (one unit) with a sigmoid activation. The model was trained for 25 epochs (although on a smaller training set than the target models were trained on) until the validation loss changes by less than 0.001 for five consecutive epochs. The CleverHans library\(^3\) was used to compute the gradients based on the target loss. We evaluated the domain names that were modified in the third iteration of the setup phase.

A. DATASETS
The main dataset used for the training and evaluation is the DMD-2018 dataset [31]. The dataset records includes 100,000 registered, benign domain names, and 297,777 AGD names that were evenly produced from 20 DGA families that were used by bots and is thus practical for both research and real-world applications. The cleaning of dataset was based on removing domain names that albeit being produced by a real DGA cannot be registered for use by adversaries because they are invalid according to RFC 1035 [19]; this requires that each domain has a label with at most 63 characters that consists only of English letters, digits, or hyphens. A detailed explanation of the datasets used is provided below, and a summary appears in Table 1.

1) SUBSTITUTE MODEL DATASET
The substitute model is trained on 23,120 benign domain names and 68,846 original AGD names. The model is tested on a dataset of 5,780 benign domain names and 17,211 original AGD names.

2) TARGET MODELS’ DATASET
The four target models were trained on 40,200 benign domain names and 142,132 original AGD names which is nearly twice the size of the training set for the substitute model, thus providing every target model with an advantage against the attacks. An additional validation set was used for early stopping to avoid overfitting. The validation set included 13,400 benign domain names and 47,377 original AGD names. Each target model was evaluated separately against a test set comprised of 13,400 benign domains and 10,000 AGD domain names that were generated by original DGAs, DeepDGA, CharBot, and MaskDGA.

B. RESULTS
The metrics used to evaluate the effectiveness of the evasion technique on the target models are precision, recall, and the F1 score, as commonly used for DGA classification evaluation. These metrics are listed on Table 2 for each target model on the test set of original AGD names (No

\[\text{https://github.com/tensorflow/cleverhans}\]

\[\begin{tabular}{lccc}
| Dataset                  | Train | Validation | Test  |
|--------------------------|-------|------------|-------|
| Substitute Model          | Benign| AGD        |       |
|                          | 23,120| 68,846     | 5,780 |
| Target Models            | Benign| AGD        |       |
|                          | 40,200| 142,132    | 13,400|
| CharBot attack           |       | -          | 10,000|
| DeepDGA attack           |       | -          | 10,000|
| MaskDGA attack           |       | -          | 10,000|
|                         |        |            |       |
| LSTM [Endgame]           | No Attack| 0.96     | 0.98  | 0.97
|                          | CharBot   | 0.82     | 0.62  | 0.66
|                          | DeepDGA   | 0.89     | 0.82  | 0.85
|                          | MaskDGA   | 0.51     | 0.51  | 0.51
|                         |        |            |       |
| biLSTM [CMU]             | No Attack| 0.95     | 0.97  | 0.96
|                          | CharBot   | 0.79     | 0.60  | 0.63
|                          | DeepDGA   | 0.91     | 0.80  | 0.84
|                          | MaskDGA   | 0.51     | 0.51  | 0.51
|                         |        |            |       |
| CNN + LSTM [MIT]         | No Attack| 0.94     | 0.98  | 0.96
|                          | CharBot   | 0.78     | 0.62  | 0.66
|                          | DeepDGA   | 0.89     | 0.82  | 0.85
|                          | MaskDGA   | 0.51     | 0.51  | 0.50
\end{tabular}\]
FIGURE 3. The receiver operating characteristic (ROC) curve of the four target models on the test sets.

1) EVALUATION AGAINST BASELINE ATTACKS
All of the target models demonstrated an almost perfect classification of AGD names (No Attack) with a small false positive rate (FPR) as expected, thus validating the correctness of the models’ training process (as shown in Figure 3). The originally reported results of Charbot (FPR=1% / TPR=15.5%) [25] and DeepDGA (FPR=1% / TPR=45.5%) [3] match our reported results. MaskDGA (FPR=1% / TPR=5%) outperforms both CharBot and DeepDGA (as seen on Figure 4) for every acceptable FPR thus demonstrating the benefit of adversarial learning in the construction of an effective evasion technique.

2) EVALUATION PER DGA FAMILY
We evaluate the effectiveness of the evasion technique on specific DGA families which are characterized by different lengths and use of characters of their resulted AGD names. Table 3 presents the F1 score for the 20 DGA families that are present in the test set.\(^4\)

\(^4\)Note that the DeepDGA and CharBot techniques are not included in Table 3, since they are not applied to existing DGA families and are therefore not relevant for this specific evaluation.

As can be seen in the results, MaskDGA performs well with all DGA families. We analyze the results of MaskDGA on the DGA families on which MaskDGA performed the best and the worst to obtain key insights. The DGA families on which MaskDGA performed best (lowest F1 score) are the Suppobox and Tinba DGA families. The Suppobox and Tinba DGAs use short (on average) domain names (see Table 3). Also, the Suppobox DGA is a dictionary-based DGA, i.e., it concatenates random English dictionary words to generate domain names (for instance, arivenice.ru is a domain name that is generated by Suppobox, and oykjiewrlw.ru is a domain name generated by Tinba).

In contrast, the DGA families for which MaskDGA performed worst were CoreBot and NewGOZ. CoreBot is the DGA that produces the longest AGD names of the DGA families in our dataset, with up to 28 characters (see Table 3). Both CoreBot and NewGOZ are hash-based DGAs, i.e., they use hash functions to generate domain names (for instance, wxuhq8wvs26lw18ctvyw.dns.net is a domain name that is generated by CoreBot, and 1e0doiiv1oka5c1eykwsm15v3ict.com is a domain name generated by NewGOZ).

Therefore, an additional interpretation of the results is that MaskDGA performs better when provided with AGD names that are more readable (e.g., sampled from a dictionary, as in Suppobox) and names that are, on average, shorter. A similar
TABLE 3. Evaluation Results per DGA family (average F1 score).

| Model | Data Length | 512 | 1024 | 2048 | 4096 | 8192 | 16384 | 32768 | 65536 | 131072 |
|-------|-------------|-----|------|------|------|------|-------|-------|-------|--------|
| MaskDGA | No Attack | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 |
| LSTM (RNN) | No Attack | 0.90 | 0.90 | 0.90 | 0.90 | 0.90 | 0.90 | 0.90 | 0.90 | 0.90 |
| LSTM (CMU) | No Attack | 0.87 | 0.87 | 0.87 | 0.87 | 0.87 | 0.87 | 0.87 | 0.87 | 0.87 |
| CNN (MF) | No Attack | 0.78 | 0.78 | 0.78 | 0.78 | 0.78 | 0.78 | 0.78 | 0.78 | 0.78 |
| MaskDGA | 0.88 | 0.88 | 0.88 | 0.88 | 0.88 | 0.88 | 0.88 | 0.88 | 0.88 | 0.88 |

3) EXAMPLES OF MODIFIED DOMAIN NAMES

Table 4 presents nine examples of adversarial domain names that were generated by MaskDGA. The observations that can be made based on these examples fall into three categories:

1) Use of digits as separators for long words (case 1). Since AGD names are longer, on average, than benign domain names, DGA classifiers tend to identify longer domain names as AGD names. However, we observe that replacing English characters with digits in long domain names causes the DGA classifier to misclassify the adversarial domain names as benign.

2) Use of hyphenation to separate for long words (case 2). Similar to case 1, replacing English characters with hyphens also causes misclassification by DGA classifiers.

3) Use of vowels in short words (case 3). Benign domain names are often shorter and more readable than AGD names. The lack of vowels between consonants is often a signal for words that are difficult to read, and accordingly we observe that MaskDGA attempts to modify characters so that a vowel would more frequently appear between two consonants.

C. MaskDGA PRACTICALITY

MaskDGA’s attack phase requires bots to load the substitute model that was trained in the setup phase (Subsection III-A) and use it to modify domain names (as explained in Subsection III-B). The substitute model that we evaluated is based on the Inviencea model [15] and has 154,307 parameters. When serialized to an HDF5 binary file format [9], the model size is 684KB, which is ten times smaller than the DeepDGA model whose size is 6.53MB [25], and five times larger than the CharBot model which requires 162KB [25]. The MaskDGA substitute model can be loaded using the TensorFlow Lite library [1] which requires less than 300KB of storage and is designed to be executed on machines with low computational resources (such as bots).

The complexity of applying MaskDGA to generate a single domain name is equivalent to the complexity of a single backpropagation step on the substitute model. On a machine with limited resources, the modification of a single domain name is expected to take less than a second. Therefore, an adversary that uses a DGA that produces hundreds of domains per day will be able to modify them in less than several seconds per day. The consumption of MaskDGA is more intensive than CharBot, but it is sufficiently practical for the generation of thousands of domain names on a daily basis, even on a machine with limited computational resources.

V. EVALUATION OF ADVERSARIAL DEFENSES

We evaluate the effectiveness of two common adversarial defenses (adversarial retraining and distillation) against the proposed MaskDGA evasion technique.

A. TESTED DEFENSES

1) DISTILLATION NETWORKS

Proposed as a defense against adversarial examples, distillation networks [23] attempt to make the decision bounds of the latent feature space more smooth and accordingly reduce the effectiveness of adversarial examples that lie on...
the decision bounds. Distillation networks are designed for multiclass classification tasks in which a neural network architecture uses a softmax output layer. The softmax output layer is affected by a special parameter called the “distillation temperature” which controls the level of smoothness, such that after training a neural network with a high temperature, the softmax values obtained (denoted as “soft labels”) are used to train a new network (denoted as the “distilled network”) which is more resilient to attacks. Our implementation of the distillation defense relies on the implementation of [5], in which the same temperature was used for both the initial and distilled networks, respectively referred to as the teacher and the student. Since our evaluation is based on a binary classification task rather than a multiclass task, we replace the binary output layer of our architecture with an equivalent binary softmax layer so that distillation would be applicable.

2) ADVERSARIAL RETRAINING
Adversarial retraining [36] is applied by augmenting the training set with adversarial examples so that the resulted model becomes robust when classifying new adversarial examples. While retraining is considered an effective defense against adversarial samples, it requires prior knowledge of the defender about the attack, and it does not necessarily generalize to other attacks [13]. Phrased differently, evaluating a target model enhanced with adversarial retraining measures MaskDGA’s efficacy in an arms race between an aware adversary and an aware defender (i.e., a DGA detection system).

We tested three different adversarial retraining processes: retraining using the MaskDGA, DeepDGA, and CharBot attacks. For each of the evasion techniques, we augmented the training set of the target model with 2,000 adversarial domain names that were generated by that specific evasion technique. Then, we test the target model with the adversarial retraining defense on a test set that includes 10,000 new adversarial domain names of each evasion technique.

B. RESULTS
Table 5 presents the average F1 score of the four models on the cases of No Attack (original AGD), the DeepDGA, CharBot, and MaskDGA attacks with and without adversarial defenses. The possible defense include the cases of no defense, MaskDGA-retrain, DeepDGA-retrain, CharBot-retrain, and distillation.

1) DISTILLATION NETWORK RESULTS
The effect of the distillation network defenses is inconclusive as they occasionally improve or degrade the detection of adversarial examples and are thus an unreliable defense. Given the observed inefficiency of the distillation defense which is designed for general multiclass misclassification (i.e., misclassification for any other class other than the correct class), as opposed to a targeted misclassification (i.e., misclassification as a specific class).

### TABLE 5. Evaluation of the effectiveness of the adversarial defenses (average F1 score).

| Defense / Attack       | No Attack | CharBot | DeepDGA | MaskDGA |
|------------------------|-----------|---------|---------|---------|
| CNN [Invierno]         | 0.96      | 0.66    | 0.85    | 0.50    |
| Distillation           | 0.96      | 0.66    | 0.79    | 0.49    |
| CharBot retrain        | 0.93      | 0.64    | 0.68    | 0.50    |
| DeepDGA retrain        | 0.92      | 0.60    | 0.97    | 0.51    |
| MaskDGA retrain        | 0.92      | 0.62    | 0.72    | 0.95    |
| LSTM [Endgame]         | 0.97      | 0.62    | 0.77    | 0.51    |
| Distillation           | 0.95      | 0.61    | 0.75    | 0.50    |
| CharBot retrain        | 0.95      | 0.65    | 0.82    | 0.51    |
| DeepDGA retrain        | 0.95      | 0.59    | 0.99    | 0.51    |
| MaskDGA retrain        | 0.93      | 0.57    | 0.79    | 0.98    |
| bLSTM [CMU]            | 0.96      | 0.63    | 0.84    | 0.51    |
| Distillation           | 0.95      | 0.64    | 0.74    | 0.50    |
| CharBot retrain        | 0.95      | 0.63    | 0.87    | 0.52    |
| DeepDGA retrain        | 0.95      | 0.56    | 0.99    | 0.51    |
| MaskDGA retrain        | 0.93      | 0.58    | 0.76    | 0.98    |
| CNN + LSTM [MIT]       | 0.96      | 0.66    | 0.85    | 0.50    |
| Distillation           | 0.95      | 0.61    | 0.80    | 0.50    |
| CharBot retrain        | 0.96      | 0.67    | 0.89    | 0.50    |
| DeepDGA retrain        | 0.95      | 0.58    | 0.98    | 0.51    |
| MaskDGA retrain        | 0.95      | 0.62    | 0.89    | 0.97    |

2) ADVERSARIAL RETRAINING RESULTS
The adversarial retraining defenses improve the accuracy of the target model when classifying the specific attack on which it was retrained. However, the accuracy of adversarially retrained DGA classifiers does not improve for general cases of evasion techniques on which the classifier was not retrained. This observation leads to the conclusion that adversarial retraining is only helpful against adversarial attacks that appeared in the training set (e.g., such as an arms race between an aware adversary and a DGA detection system), but not against unknown attacks.

VI. GOING UNDER THE RADAR
DGA detection systems are tuned by their administrators to achieve a desired trade-off between the rate of true detections and an acceptable rate of false alarms that can be further investigated by security analysts. In this section, we explore a unique property of MaskDGA that allows adversaries to either completely evade detection by a DGA detection system with a low acceptable rate of false alarms or force an unacceptable rate of false alarms in order to identify the produced and modified AGD names. Recall that the substitute model of MaskDGA and the targeted models are essentially binary DGA classifiers that provide every input domain name with a score representing its probability of being algorithmically generated (henceforth referred to as the model score). Based on the property of adversarial transferability, we anticipate that MaskDGA’s substitute model’s score would be strongly correlated with that of the targeted models’ scores, because they are trained for similar tasks. To this end, we define a parameter called the drop rate.

The drop rate parameter defines the rate of adversarial examples to be discarded by the adversary based on the
substitute model’s score. The discarding of AGD names starts from the lowest to the highest substitute model score until the discard rate matches the drop rate.

We evaluate the true positive rate of targeted DGA classifiers based against an adversary that uses varying drop rate values of the MaskDGA attack. For every targeted DGA classifier the test includes three different settings of accepted false positive rates (FPRs): 1%, 0.1%, and 0.01%, which are commonly used for the analysis of DGA detection systems (see [25]). Our results indicate that increasing the drop rate significantly degrades the detection rate and inversely improves the evasion rate (as displayed in Figure 4). For example, if an adversary targets a CMU DGA classifier that was tuned for an acceptable false positive rate of 0.1%, then initially 4.5% of all of the adversarial domain names would be detected (see Figure 4). However, if the adversary sets the drop rate value at 0.1, then 10% of the generated adversarial domain names that were assigned with the lowest score by the substitute model would be discarded by both the adversary and its controlled bots immediately after generation, which results in the detection of only 1% of the adversarial domains.

VII. RELATED WORK

The concept of evading DGA classifiers was proposed by Anderson et al. that introduced DeepDGA [3] technique, Peck et al. that proposed the CharBot technique [25], and Spooren et al. that proposed the DeceptionDGA technique [29]. The DeepDGA technique utilizes a generative adversarial learning model based on the character distribution of benign domain names. The CharBot technique also deals with generating domain names that will be classified as benign, by sampling legitimate domain names and arbitrarily replacing two characters with uniformly selected ones, while DeceptionDGA [29] attempts to evade detection by modifying values of linguistic features that are commonly used by machine learning models. DeceptionDGA was recently shown to be outperformed by CharBot [25], and accordingly, it was not included in our evaluation.

In contrast to these previous studies, MaskDGA is an evasion technique based on adversarial learning. The use of adversarial learning leverages known vulnerabilities of gradient-based classifiers such as inline DGA classifiers whose architecture relies on deep neural networks to degrade the accuracy of DGA classifiers even further than previously proposed studies of evasion techniques. Furthermore, MaskDGA can be used as a modular extension to DGAs that are already used by existing botnets, thus making it practical for adversaries. Additionally, this study is also the first to evaluate multiple adversarial attacks and adversarial
defenses using four state-of-the-art DGA classifiers in order to demonstrate the robustness and drawbacks of both the attacks and defenses.

MaskDGA can also be compared to the family of adversarial learning techniques against text classification models, similarly to TextBugger [17] and HotFlip [11]. MaskDGA differs from these techniques by relaxing the strict limitation of changing only a single character which is designed to avoid human perception. Instead, since MaskDGA is designed to evade DGA classifiers and not humans, an adversary can modify up to half the characters of an AGD name so that it will likely remain unreadable and therefore unregistered thus allowing the adversary to use it for its botnet operation.

The MaskDGA evasion attack operates within the input space (i.e., valid domain names) in contrast to studies of adversarial text attacks that operate directly in the embedding space. Gong et al. [12] proposed a translation of adversarial examples from the embedding space to the input space based on a nearest neighbor search. Their proposal guarantees that (1) embeddings are always translated to valid words, and (2) exchanged words preserve similar semantics based on the word mover’s distance (WMD) metric. The translation to valid words using nearest neighbor search is clearly achievable for a corpus of a million English words, but without adaptation, it is infeasible for a corpus of domain names that are valid by the RFC1035 specification [19] which is 90 orders of magnitude larger. Additionally, the WMD metric guarantees that the input and the adversarial output preserve similar semantics, however, the notion of semantics is not well defined for algorithmically generated domains.

VIII. DISCUSSION

The analysis in Section IV-C argues that the requirements to train and operate MaskDGA are reasonable, even for machines with low computational resources. Nevertheless, considering the computational complexity and desired rate of evasion trade-off, we believe that given the attack use case, choice of evasion techniques other than MaskDGA are in place. For example, an adversary that operates in a well-protected environment, or that uses DGA for highly sophisticated malware (i.e., an APT) might prefer MaskDGA to assure evasion despite of the small computational overhead. In other cases, the adversary may prefer evasion techniques such as Charbot, which is easier to implement and is slightly less computationally demanding than MaskDGA.

IX. CONCLUSION AND FUTURE WORK

Inline character-level DGA classifiers have gained popularity in recent years due to their simplicity, the availability of training data, and the ability to use them for real-time detection. This study presents an adversarial machine learning evasion technique that exploits a vulnerability of inline DGA classifiers to evade detection.

The evaluation of MaskDGA on four state-of-the-art inline DGA classifiers shows that their detection rates decrease significantly in the face of MaskDGA and that they perform far worse in this situation than when existing evasion techniques (DeepDGA and CharBot) are applied, thereby demonstrating the clear advantage of adversarial learning for evading DGA classification. Furthermore, the use of adversarial learning in MaskDGA provides adversaries with a probability estimation for each domain generated in order to avoid detection, thus allowing adversaries to discard a portion of their generated domains for a better rate of detection by DGA classifiers, thus making MaskDGA even more powerful.

Additionally, an evaluation of the MaskDGA, DeepDGA, and CharBot evasion techniques against standard adversarial defenses, namely distillation networks and adversarial retraining, demonstrates that distillation is ineffective and that adversarial retraining is only effective against the specific adversarial samples on which it was trained and generally is ineffective against new adversarial samples (those that did not appear in the training set). These results demonstrate the vulnerability of character-level DGA classifiers to adversarial attacks.

Future work is encouraged on the topic of adversarial defenses in general, and in particular for inline DGA classifiers which are susceptible to existing evasion techniques. The DGA classifiers on which MaskDGA was evaluated were trained using supervised learning, which is the widely adopted approach to DGA classification due to the availability of datasets and high accuracy. However, it is possible that different approaches, which are less studied, might provide a more robust solution against MaskDGA, and adversarial attacks on DGA classifiers in general. Specifically, anomaly detection algorithms can be used to identify domain names that do not conform with existing benign or AGD names, and may thus be adversarial domain names. Another approach to be evaluated is combining classifiers using ensemble learning which is often considered more robust, despite still being susceptible to adversarial attacks [40].

Additional future work is encouraged to extend MaskDGA so it can operate directly in the embedding space. The main benefit of this is that adversaries that adopt DGA classifier architecture for their substitute models would be able to keep the non-differential embedding layer intact. This work can be carried out by leveraging the study of Gong et al [12] to search for adversarial examples within the embedding space.

X. MaskDGA DEMO CODE

The attack phase of MaskDGA is demonstrated using Python code in Listings 1.

GLOSSARY

AGD Algorithmically generated domain
APT Advanced persistent threat
DGA Domain generation algorithm
DMD Detection of malicious domains, a publicly available dataset of AGD names
import numpy as np

def maskDGA(X, S):
    X = One-hot encoded domain name
    S = Jacobian saliency matrix of X
    return Adversarial domain name

scores = np.trim_zeros(np.max(S, axis=1), axis=0)
median_score = np.percentile(scores, 50)
adversarial = True
for pos_one, pos_gradients in zip(X, S):
    original_symbol = np.argmax(pos_one)
    new_symbol = np.argmax(pos_gradients)
    if np.max(pos_gradients) > median_score:
        adversarial += str(new_symbol)
    else:
        adversarial += str(original_symbol)

return adversarial

print(maskDGA(X, S))

Listing 1. MaskDGA attack phase Python code.

NOMENCLATURE

$W$ An input word (i.e., a domain name)
$V$ The set of allowed symbols in a domain name
$X : W \rightarrow [V]$ A one-hot encoding representation of an input domain name (for brevity, often referred as $X$)
$F(X)$ The classification result of an input domain name. Ranging between zero (benign) and one (AGD).
$Y^*$ A binary label for a domain name. Can be either zero (benign) or one (AGD)
$L(F(X), Y^*)$ The target loss
$S(X)$ The saliency matrix for $X$
$S(X)_{i,j}$ The saliency value of a feature $X_{i,j}$
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