ON THE SPECTRUM OF THE FINITE ELEMENT APPROXIMATION OF A THREE FIELD FORMULATION FOR LINEAR ELASTICITY
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Abstract. We continue the investigation on the spectrum of operators arising from the discretization of partial differential equations. In this paper we consider a three field formulation recently introduced for the finite element least-squares approximation of linear elasticity. We discuss in particular the distribution of the discrete eigenvalues in the complex plane and how they approximate the positive real eigenvalues of the continuous problem. The dependence of the spectrum on the Lamé parameters is considered as well and its behavior when approaching the incompressible limit.
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1. Introduction

Following [1] we study the behavior of the spectrum of operators arising from the discretization of partial differential operators. We consider a three field formulation of linear elasticity introduced in [9], based on a least squares approach, and its finite element approximation.

While the continuous problem is self-adjoint, and its eigenvalues are positive real numbers, the approximation is based on a formulation that is not symmetric. The asymmetry comes, as for other least squares formulations [4, 5, 6], from the right hand side of the (singular) generalized algebraic eigenvalue problem. As a consequence, we might expect that the eigenvalues are spread in the entire complex plane. On the other hand, the uniform convergence of the discrete solution operator towards the continuous one implies that the eigenvalues are well approximated and that there are no spurious modes. The consequences of this implication are numerically investigated; it turns out that, as expected, given a positive number $R$, for $h$ small enough, the number of discrete eigenvalues with modulus smaller than $R$ coincides with the number of continuous eigenvalues, when counted with their multiplicities. There may be several complex eigenvalues with modulus larger than $R$ and this is clearly observed in our numerical tests.

We test that the convergence rate of the eigenvalues corresponds to the theoretical one and we study the behavior of the spectrum when the properties of the material approach the incompressible limit. It turns out that, similarly to what we have observed in [1], the discrete spectrum becomes more chaotic as the material is less
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compressible. This remark could be interpreted, for instance, as a warning when this scheme is used for the approximation of transient problem, whose behavior is clearly related to the properties of the discrete spectrum of the corresponding stationary problem.

In Section 2, we recall the strong form of the linear elasticity problem and the energy functional associated with the three-field formulation of [9]. In Section 3, we describe the variational formulation associated with the three-field formulation and in Section 4 its finite element approximation. Finally, our main results are reported in Section 5 where several numerical tests are performed.

2. Elasticity equations

In this section, we outline the stress-displacement formulation of linear elasticity and give a brief description on the problem. Consider a bounded polygonal domain $\Omega$ in $\mathbb{R}^d$, $(d = 2, 3)$ with boundary $\Gamma = \partial \Omega$. The boundary is partitioned into two distinct open subsets $\Gamma_D$ and $\Gamma_N$ with $\partial \Omega = \Gamma_D \cup \Gamma_N$. The strong form of the boundary-value problem is written as a first order system: find a displacement vector-field $u_{(d \times 1)}$ and a symmetric stress tensor $\sigma_{(d \times d)}$ such that

\[
\begin{cases}
A\sigma - \varepsilon(u) = 0 & \text{in } \Omega \\
\text{div}\sigma = -f & \text{in } \Omega
\end{cases}
\]

with homogeneous boundary conditions

\[
\begin{cases}
u = 0 & \text{on } \Gamma_D \\
n \cdot \sigma = 0 & \text{on } \Gamma_N
\end{cases}
\]

where $n$ is the outward unit normal vector to the boundary, $\varepsilon(v)$ is the strain tensor, $f$ the external force, and $A$ is the compliance tensor given by

\[
A \tau = \frac{1}{2\mu} \left( \tau - \frac{\lambda}{d \lambda + 2\mu} \text{tr}(\tau) \mathbf{I} \right).
\]

We denote by $\text{tr}(\cdot)$ and $\mathbf{I}$ the trace of a matrix and the $d \times d$ identity matrix, respectively. For isotropic elastic material, the compliance tensor is a fourth order tensor, which depends on the Lamé constants $\mu$ and $\lambda$. Those constants are such that $\mu \in [\mu_1, \mu_2]$ with $0 < \mu_1 < \mu_2 < \infty$ and $0 < \lambda \leq \infty$. When the value of $\lambda$ is large or infinity, the material is then said to be nearly incompressible or incompressible, respectively. In this case, the compliance tensor is not invertible. The strain tensor $\varepsilon(v)$, is the symmetric gradient of $v$, that is, the symmetric part of $\nabla v$ given by

\[
\varepsilon(v) = \frac{1}{2} (\nabla v + (\nabla v)^t).
\]

An equivalent representation of the symmetric gradient can be obtained by taking the difference between $\nabla v$ and its skew-symmetric part as follows:

\[
\varepsilon(v) = \nabla v - \frac{1}{2} \underbrace{\nabla v - (\nabla v)^t}_{\chi \omega} = \nabla v - (-1)^d \chi \omega,
\]
where $\omega = \frac{1}{2} \nabla \times \mathbf{v}$ denotes the vorticity, which is a scalar for $d = 2$ and a vector for $d = 3$ (for definition see [9] Sec. 2). Moreover, $\chi$ is the matrix given by

\[
\chi = \begin{cases} 
  \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} & \text{if } d = 2 \\
  (\chi_1, \chi_2, \chi_3) & \text{if } d = 3
\end{cases}
\]

with

\[
\begin{align*}
\chi_1 &= \begin{pmatrix} 0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0 \end{pmatrix}, \\
\chi_2 &= \begin{pmatrix} 0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0 \end{pmatrix}, \text{ and } \\
\chi_3 &= \begin{pmatrix} 1 & 0 & 0 \\
0 & 0 & 0 \\
-1 & 0 & 0 \end{pmatrix}.
\end{align*}
\]

Considering the vorticity is an independent variable, the formulation in (1), with the same boundary conditions, can be rewritten as follows:

\[
\begin{cases}
A\sigma - \nabla u + (-1)^d \chi \omega = 0 & \text{in } \Omega \\
div\sigma = -f & \text{in } \Omega \\
\text{as } \sigma = 0 & \text{in } \Omega
\end{cases}
\]

The last equation in System (8) ensures the symmetry of the stress tensor, since adding the vorticity in the first equation no longer implies its symmetry. The value $as\sigma$ denotes the skew-symmetric part of $\sigma$. Formulation (8) has the important characteristic of being robust in the incompressible limit as proven in [3].

We define the solution spaces as follows: let

\[
X = \begin{cases} 
  \mathcal{H}(\text{div}; \Omega)^d & \text{if } \Gamma_N \neq \emptyset \\
  \{ \tau \in \mathcal{H}(\text{div}; \Omega)^d : \int_{\Omega} \text{tr}(\tau) d\mathbf{x} = 0 \} & \text{if } \Gamma_N = \emptyset
\end{cases}
\]

with the subspace

\[
X_N = \{ \tau \in X : \mathbf{n} \cdot \tau = 0 \text{ on } \Gamma_N \},
\]

and define

\[
\bar{L}^2(\Omega) = \begin{cases} 
  L^2(\Omega) & \text{if } \Gamma_N \neq \emptyset \\
  \{ \varphi \in L^2(\Omega) : \int_{\Omega} \varphi d\mathbf{x} = 0 \} & \text{if } \Gamma_N = \emptyset
\end{cases}
\]

A least-squares formulation of Eq. (8) was considered in [3]. By this approach, a three-field formulation seeks a minimizer of the functional

\[
\mathcal{G}(\tau, \mathbf{v}, \varphi; \mathbf{f}) = \| A\sigma - \nabla \mathbf{v} + (-1)^d \chi \varphi \|_0^2 + \| \text{div} \tau + \mathbf{f} \|_0^2 + \| \text{as} \tau \|_0^2
\]

for all $(\tau, \mathbf{v}, \varphi) \in X_N \times H^1_{0, D}(\Omega)^d \times L^2(\Omega)$.

### 3. Three-field eigenvalue formulation

In this section we describe the three field formulation and its corresponding eigenvalue problem. The minimization of the functional $\mathcal{G}(\tau, \mathbf{v}, \varphi; \mathbf{f})$ gives rise to the variational formulation: find $(\sigma, \mathbf{u}, \psi) \in X_N \times H^1_{0, D}(\Omega)^d \times \bar{L}^2(\Omega)$ such that

\[
\begin{cases}
(A\sigma, A\tau) + (\text{div}\sigma, \text{div}\tau) + (\text{as}\sigma, \text{as}\tau) \\-(\mathbf{u}, A\tau) + (-1)^d(\chi \psi, A\tau) = -(\mathbf{f}, \text{div}\tau) \\
-(A\sigma, \nabla \mathbf{v}) + (\nabla \mathbf{u}, \nabla \mathbf{v}) - (-1)^d(\chi \psi, \nabla \mathbf{v}) = 0 \\
(-1)^d(A\sigma, \chi \varphi) - (-1)^d(\nabla \mathbf{u}, \chi \varphi) + (\chi \psi, \chi \varphi) = 0
\end{cases}
\]

$\forall \tau \in X_N$  $\forall \mathbf{v} \in H^1_{0, D}(\Omega)^d$  $\forall \varphi \in \bar{L}^2(\Omega)$. 

\[
\begin{cases}
(A\sigma, A\mathbf{u}) + (\text{div}\sigma, \text{div}\mathbf{u}) \\
-(\mathbf{u}, A\mathbf{u}) + (-1)^d(\chi \psi, A\mathbf{u}) = -(\mathbf{f}, \text{div}\mathbf{u}) \\
-(A\sigma, \nabla \mathbf{v}) + (\nabla \mathbf{u}, \nabla \mathbf{v}) - (-1)^d(\chi \psi, \nabla \mathbf{v}) = 0 \\
(-1)^d(A\sigma, \chi \psi) - (-1)^d(\nabla \mathbf{u}, \chi \psi) + (\chi \psi, \chi \psi) = 0
\end{cases}
\]

$\forall \varphi \in L^2(\Omega)$. 


Eigenvalue problems based on the finite element least-squares formulations was first studied for the Laplacian in [3] and then investigated for the linear elasticity problem in [5]. We consider the spectrum of the solution operator associated with our formulation. This means that we replace the source term \( f \) with \( \gamma \mathbf{u} \), where \( \gamma \) is the eigenvalue. The problem in this case reads: find \((\gamma, \mathbf{u}) \in C \times H^1_{0,D}(\Omega)^d\) such that \( \mathbf{u} \neq 0 \), and for some underline \( \sigma \in \mathbf{X}_N \) and \( \psi \in L^2 \) we have

\[
\begin{align*}
(A \mathbf{A}) + (\mathbf{div} \mathbf{A}, \mathbf{div} \mathbf{T}) + (a, \mathbf{as} \mathbf{A})
&= -(\mathbf{A} \nabla \mathbf{u}, \mathbf{A}) + (-1)^d(\mathbf{A} \mathbf{A}, \mathbf{A}) = -\gamma(\mathbf{u}, \mathbf{div} \mathbf{T}) & \forall \mathbf{T} \in \mathbf{X}_N \\
&= -(\mathbf{A} \mathbf{A}, \nabla \mathbf{v}) + (\mathbf{u}, \mathbf{A} \nabla \mathbf{v}) - (-1)^d(\mathbf{u}, \mathbf{A} \nabla \mathbf{v}) = 0 & \forall \mathbf{v} \in H^1_{0,D}(\Omega)^d \\
&= (-1)^d(\mathbf{A} \mathbf{A}, \mathbf{u}) - (-1)^d(\mathbf{u}, \mathbf{A} \mathbf{u}) + (\mathbf{u}, \mathbf{A} \mathbf{u}) = 0 & \forall \mathbf{u} \in L^2(\Omega)
\end{align*}
\]

The above eigenvalue problem can be viewed in terms of operator in the following manner

\[
\begin{align*}
A : (A \mathbf{A}) + (\mathbf{div} \mathbf{A}, \mathbf{div} \mathbf{T}) + (a, \mathbf{as} \mathbf{A}) \\
B : -(\mathbf{A} \mathbf{A}, \nabla \mathbf{v}) \\
C : (-1)^d(\mathbf{A} \mathbf{A}, \mathbf{u}) \\
D : (\mathbf{u}, \mathbf{A} \mathbf{u}) \\
E : -(\mathbf{u}, \mathbf{A} \mathbf{u}) \\
F : (\mathbf{u}, \mathbf{A} \mathbf{u}) \\
G : -(\mathbf{u}, \mathbf{div} \mathbf{T})
\end{align*}
\]

Thus, formulation (14) involves a 3-by-3 block operators as follow

\[
\begin{pmatrix}
A & B^t & C^t \\
B & D & E^t \\
C & E & F
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix}
= \gamma
\begin{pmatrix}
0 & G & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix}
\]

The system of equations (16) has clearly a symmetric left hand side. On the contrary, the right hand side is not symmetric and singular. Thus, the discrete spectrum is expected to contain complex and infinite eigenvalues.

4. Finite Element Approximation

Let \( \Omega \) be a polygonal domain, \( h \) be the mesh-size and \( \mathcal{T}_h = \{K\} \) be finite element partition of domain with elements being triangular. The finite elements spaces used were proposed in [3]. These finite element spaces are Raviart–Thomas space of degree \( k \) (RT\(_k\)) for the stress, standard (conforming) continuous piecewise polynomials of degree \( k + 1 \) for the displacement denoted by CG\(_{k+1}\), and finally discontinuous piecewise polynomials of degree \( k \) for the rotation, denoted by DG\(_k\). These spaces are

\[
\Sigma_h = \left\{ \mathbf{T} \in \Sigma : \mathbf{T}|_K \in RT_k(K)^d, \quad \forall K \in \mathcal{T}_h \right\} \subset \mathbf{X}_N
\]

\[
U_h = \left\{ \mathbf{v} \in C^0(\Omega)^d : \mathbf{v}|_K \in P_{k+1}(K)^d, \quad \forall K \in \mathcal{T}_h, \mathbf{v} = 0 \text{ on } \Gamma_D \right\} \subset H^1_{0,D,0}(\Omega)^d
\]

\[
\Phi_h = \left\{ \varphi \in L^2(\Omega) : \varphi|_K \in P_k(K), \quad \forall K \in \mathcal{T}_h, \int_{\Omega} \varphi dx = 0 \text{ if } \Gamma_N = \emptyset \right\} \subset L^2_D(\Omega)
\]
Given those finite dimensional subspaces, the Galerkin approximation of Eq. (14) is then: find \((\gamma_h, u_h) \in \mathbb{C} \times U_h \) \(u_h \neq 0\) such that for some \(\sigma_h \in \Sigma_h\) and some \(\psi_h \in \Phi_h\) we have

\[
\begin{align*}
\left\{ \begin{array}{l}
(A\sigma_h, A\tau) + (\text{div}\sigma_h, \text{div}\tau) + (as\sigma_h, as\tau) \\
- (\nabla u_h, A\tau) + (\text{div}\sigma_h, \text{div}\tau) = -\gamma_h (u_h, \text{div}\tau) \\
(\nabla u_h, A\tau) - (\gamma_h, \text{div}\tau) = 0 \\
\end{array} \right. \\
\forall \tau \in \Sigma_h \\
\forall \nu \in U_h \\
\forall \varphi \in \Phi_h
\end{align*}
\]

The structural formulation of the above algebraic system is exactly the one that corresponds to (16). This has the form

\[
Mv = \lambda Nv,
\]

which is a generalized eigenvalue problem. The vector \((x, y, z)^t\) in Eq. (16) corresponds to \((\hat{\sigma}_h, \hat{u}_h, \hat{\psi}_h)^t\). In [4] and [5] the interested reader can have some information on how to solve those problems, even if our main interest is not on the solution of the algebraic system. The characterization of the computed eigenvalues and the strategy to solve such a system (with a singular right hand side matrix) are also discussed.

In the case of the three field formulation, by looking at the matrix structure [16] it is possible to rewrite the system in the following manner:

\[
\begin{align*}
A\hat{\sigma}_h + B^t\hat{u}_h + C^t\hat{\psi}_h &= \gamma_h G\hat{u}_h \\
B\hat{\sigma}_h + D\hat{u}_h + E^t\hat{\psi}_h &= 0 \\
C\hat{\sigma}_h + E\hat{u}_h + F\hat{\psi}_h &= 0
\end{align*}
\]

Using the last equation in System (19), with \(F\) being invertible, gives

\[
\hat{\psi}_h = -F^{-1}(C\hat{\sigma}_h + E\hat{u}_h).
\]

Substituting the value of \(\hat{\psi}_h\) in (19) we deduce the following algebraic linear system

\[
\begin{align*}
A\hat{\sigma}_h + B^t\hat{u}_h + C^t\hat{\psi}_h &= \gamma_h G\hat{u}_h \\
B\hat{\sigma}_h + D\hat{u}_h &= 0 \\
C\hat{\sigma}_h + E\hat{u}_h &= 0
\end{align*}
\]

where the expression of the involved matrices is given by

\[
\begin{align*}
\hat{A} &= A - C^t F^{-1} C \\
\hat{B} &= B^t - C^t F^{-1} E \\
\hat{C} &= B - E^t F^{-1} C \\
\hat{D} &= D - E^t F^{-1} E
\end{align*}
\]

By looking into the Schur complement for the non-vanishing displacement, and since the matrix \(A\) is non-singular, this give rise to the subsequent expression

\[
(M\hat{A}^{-1}\hat{B} - \hat{D})\hat{u}_h = \gamma_h (C\hat{A}^{-1} G\hat{u}_h)
\]

which has the structure of a generalized eigenvalue problem.
5. Numerical Results

The aim of the paper is to present some numerical results that confirm the theoretical analysis on the convergence of the spectrum discussed in [5]. We continue the investigation on the approximated eigenvalues for the three-field formulation when specific meshes are selected. A similar investigation was conducted in [1] concerning the two-field formulation proposed in [5]. The general theory about the spectrum of operators derived from least-squares was originally studied in [4].

The linear elasticity problem investigated in this article is associated with the compliance tensor defined in (3). As explained previously, we are concerned with the situation where the material tends to approach the incompressible limit. We study the problem in $\mathbb{R}^2$ with the Lamé constant $\mu$ being 1. Hence, the material being compressible/incompressible is associated with the value of $\lambda$; we start by taking $\lambda = 1$. We then gradually move to the incompressible limit by choosing the values $\lambda = 10^r$ with $r = 2, 4, 8$.

Two domains are examined, a square and an L-shaped domain. Each domain is associated with three mesh sequences. The studied domains are subdivided into a finite number of elements on each side denoted by $N$. The larger the value of $N$ the finer the mesh.

The chosen spaces are the finite elements defined in Section 4 with $k = 0$. These spaces are $RT_0$ for the stress, $CG_1$ for the displacement and $DG_0$ for the rotation. In order to construct the spaces and build the matrices defined in (16), the FEniCS project [2] was utilized. The Schur complement of the displacement resulted in 23 is then extracted in order to solve the eigenvalue problem.

In what follows we first present the rate of convergence for the first eigenvalue. The reference solutions used in estimating the rate for both domains were provided in [1] (see Table 1,2). The behavior of the spectrum in the complex plane is then studied with different scales of the axes. This is done to better describe the spread of eigenvalues for different values of $\lambda$. Since we didn’t observe significant differences between the cases $\lambda = 10^4$ and $\lambda = 10^8$, we only illustrate the results for $\lambda = 10^8$. Each domain is reported separately and we finally conclude with a comparison between all cases. we note that with abuse of notation, we call the modules of the complex part being close/far from the real axes in short by small/large imaginary parts.

5.1. Numerical results on the square. We start our investigation with the square domain $\Omega = [0,1]^2$. Three kinds of meshes are examined: Right, Crossed and Nonuniform with their structure being non-symmetric uniform, symmetric uniform and non-symmetric non-uniform, respectively. An example of such meshes with $N = 4$ are plotted in Fig. 1. When using the spaces specified previously, authors in [5] proved that the rate of convergence is of second order. Figure 2 reports the rate of the first eigenvalue approximated which is aligned with the proven theory. We now discuss the distribution of the spectrum in the complex plane for the square, emphasizing the fact that the exact eigenvalues are real and positive. Starting with the Right mesh and the material being solid elastic, Fig. 3(a) shows that the eigenvalues are concentrated to the right half of the plane, having positive real parts and small complex values appear as we refine. On the contrary, for larger values of $\lambda$, as Figs. 3(b) and 3(c) show, negative real eigenvalues appear. As the
Figure 1. Meshes for the unit square domain with $N = 4$

Figure 2. Rate of convergence for the first eigenvalue on a square

Figure 3. Spread of Eigenvalues for Right mesh on unit square

Figure 4. Spread of Eigenvalues for Crossed mesh on unit square

mesh is refined, the eigenvalues either converge to positive real numbers or diverge with growing modulus.

Figure 4 illustrates the distribution of eigenvalues for the Crossed mesh. In this case, the symmetry of the mesh plays a crucial role in the layout of eigenvalues.
All eigenvalues are concentrated to the right half of the complex plane. We start with Fig. 4(a) which presents the distribution of the eigenvalues for \( \lambda = 1 \). It is evident that with a crossed mesh more eigenvalues with large complex part appear than what happens with the Right meshes. As the Lamé constant \( \lambda \) becomes larger (cf. Figs. 4(b) and 4(c)) the eigenvalues spread more and move far away from the origin. Also in this case the result confirm the convergence as \( h \) is refined.

\[ \text{Figure 5. Spread of Eigenvalues for Nonuniform mesh on unit square} \]

In the case of Nonuniform meshes, different behaviors are observed. This is shown in Fig 5. The spectrum in this case is more disturbed and scattered allover the complex plane. It is only the case when a small value of \( \lambda \) is considered where the material is compressible, the eigenvalues appear to the right half of the complex plane with positive real values. For larger values of \( \lambda \) that is 100 or \( 10^8 \), the spectrum gets disperse with the eigenvalues being more concentrated to the right half of the complex plane.

\[ \text{Figure 6. Meshes for the L-shaped domain with } N = 4 \]

5.2. Numerical results on the L-shaped domain. We also inspect and study the L-shaped domain where \( \Omega = [0,1]^2 \setminus ([0.5,1] \times [0.5,1]) \). Also in this case we consider three different mesh sequences which are Left, Uniform and Nonuniform meshes. These are illustrated in Fig. 6 with \( N = 4 \). It is well known that the eigenfunctions computed on the L-shaped domain may have singularities due to the re-entered corner. We are considering the first eigenmode which is known to correspond to a singular solution.

Figure 7 presents the rate for three mesh structures defined on the L-shaped domain with different \( \lambda \) values. When computing the rate of convergence for the first eigenvalue of our problem, we observe the same pre-asymptotic phenomena (the
convergence curve is not straight) as in [1]. This appears when $\lambda$ grows moving to the incompressible limit. Thus, we choose to compute the first eigenfunction (Fig. 8) on a Nonuniform mesh with $N = 16$ and 64 for $\lambda = 100$ to observe what does the eigenfunction looks like. Taking the eigenfunction for $N = 16$ as Fig. 8(a) shows, we clearly see that a coarse mesh does not represent the correct re-circulation of the vortex expected when moving to the incompressible case. However, taking a finer mesh with $N = 64$ in Fig. 8(b) gives nearly the expected vorticity which in return gives the expected rate, being less than 2, as seen in Figs. 7(a) and 7(b). Moreover, in Fig. 7(c) we notice that the pre-asymptotic behavior acts as super convergence between the second and third iteration. We attribute this behavior to the closeness of the exact and approximated solutions of our used “accurate” eigenvalue which was computed by the SOLVE-ESTIMATE-MARK-REFINE strategy (cf. [1] Sec 5).

**Figure 7.** Rate of convergence for the first eigenvalue on the L-shaped domain

**Figure 8.** First eigenfunction for Nonuniform mesh with $\lambda = 100$

**Figure 9.** Spread of Eigenvalues for Left mesh on L-shaped domain

\[ (a) \lambda = 1 \quad (b) \lambda = 100 \quad (c) \lambda = 10^8 \]
We now consider the distribution of eigenvalues for the L-shaped domain. Figure 9 illustrates the spread when considering the Left mesh structure. We see in such a case that the behavior of the eigenvalues is the same as in the Right mesh on the square. When \( \lambda = 1 \) more complex eigenvalues appear when comparing it to the Right mesh on a square with its real part being positive as Fig. 9(a) shows. In general, the higher the \( \lambda \) the more eigenvalues appear on both sides of the complex plane with small imaginary part.

![Figure 10. Spread of Eigenvalues for Uniform mesh on L-shaped domain](image)

For the Uniform mesh case as Fig. 10 shows, again the structure of the mesh plays a significant role in the distribution of the eigenvalues. All eigenvalues have positive real parts. As \( \lambda \) increases in this case, the spreading is more noticeable when comparing it to the crossed mesh. Taking \( N \) to be around 30 as an example, we see that the eigenvalues in Fig. 10(c) in blue are more diffused when comparing it to the green eigenvalues in Fig. 4(c) with the same axes for both figures. Thus, the domain chosen and the mesh in hand plays a crucial role in the spread of eigenvalues with the method considered.

![Figure 11. Spread of Eigenvalues for Nonuniform mesh on L-shaped domain](image)

The Nonuniform mesh is the last case shown in Fig. 11. We observe the same layout of eigenvalues as in the case of Nonuniform mesh on the square. All eigenvalues in this case are being spread except for \( \lambda = 1 \). In this case, the eigenvalues have positive real part and growing large imaginary as we refine.

For the sake of comparison between meshes and domains, we plot in Fig. 12 the distribution of the eigenvalues for the different meshes. We consider both domains when the material tends to the incompressible case with \( \lambda = 10^8 \). Both figures show...
how the eigenvalues spread depending on the mesh chosen. It is clear that in the case of the L-shaped domain (cf. Fig. 12(b)), the complex eigenvalues appear more scattered when comparing it to the unit square.
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