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ABSTRACT The dynamic organization of genes inside the nucleus is an important determinant for their function. Using fast DNA tracking microscopy in Saccharomyces cerevisiae cells and improved analysis of mean-squared displacements, we quantified DNA motion at time scales ranging from 10 ms to minutes and found that following DNA damage, DNA exhibits distinct subdiffusive regimes. In response to double-strand breaks, chromatin is more mobile at large time scales, but, surprisingly, its mobility is reduced at short time scales. This effect is even more pronounced at the site of damage. Such a pattern of dynamics is consistent with a global increase in chromatin persistence length in response to DNA damage. Scale-dependent nuclear exploration is regulated by the Rad51 repair protein, both at the break and throughout of the genome. We propose a model in which stiffening of the damaged ends by the repair complex, combined with global increased stiffness, act like a “needle in a ball of yarn,” enhancing the ability of the break to traverse the chromatin meshwork.

INTRODUCTION The dynamic organization of the nuclear genome is essential for many biological processes and is often altered in cells from diseased tissue (Misteli, 2010). Recent advances in live cell imaging make it possible to visualize the dynamic organization of chromosomal loci inside living nuclei (Bronstein Berger et al., 2013). In the presence of double-strand breaks (DSB) in Saccharomyces cerevisiae and some mammalian cell lines, DNA mobility is greatly increased (Dimitrova et al., 2008; Chiolo et al., 2011; Jakob et al., 2011; Dion et al., 2012; Miné-Hattab and Rothstein, 2012; Neumann et al., 2012; Roukos et al., 2013; Lawrimore et al., 2017). In diploid yeast, increased mobility following DSBs likely favors pairing between homologues during repair by homologous recombination (HR) (Miné-Hattab and Rothstein, 2012). In addition, in response to random DSBs in diploid yeast, undamaged loci also exhibit increased mobility albeit to a smaller extent than the damaged locus. Increased mobility of undamaged loci is called global or genomewide increased mobility (Miné-Hattab and Rothstein, 2012, 2013). In haploid yeast, increased mobility following DSBs is also observed even in the presence of nonrepairable DSBs: such an increased mobility is thought to promote ectopic repair events (Neumann et al., 2012). In mouse cells, DSBs exhibiting increased mobility are the source of chromosomal translocations (Roukos et al., 2013). Thus increased DNA mobility in response to DNA damage acts as a double-edged sword since it promotes homologous pairing but in some cases also it leads to potentially mutagenic DNA repair events.
As chromosome mobility is an important facet of the DNA damage response, investigating the nature of DNA diffusion in the context of repair is essential to understand how cells maintain their genome integrity. The mode of diffusion of a moving object drastically changes the way it explores the available space and the time to reach a specific target destination (Guen et al., 2012). Thus the kinetics of colocalization between two biological entities strongly depends on how these entities diffuse. One method to characterize DNA mobility consists of fluorescently marking chromosomal loci, measuring their displacement over time, and calculating their mean-square displacement (MSD) (Meister et al., 2010). The MSD curve represents the amount of space a locus has explored in the nucleus, and its shape reveals the nature of DNA motion. When a particle freely diffuses, its MSD curve is linear with time and its motion is called “Brownian.” However, in living cells, DNA motion is often slower than Brownian diffusion and is called “subdiffusive” (Barkai et al., 2012). Several types of subdiffusive motion have been observed. When a chromosomal locus is confined inside a subvolume of the nucleus, the motion is called confined subdiffusion and the MSD exhibits a plateau (Marshall et al., 1997). When the force or structure that restricts the motion is not a simple confinement but is modulated in time and space with scaling properties, the motion is called anomalous subdiffusion (Barkai et al., 2012; Metzler et al., 2014). In this case, subdiffusive loci are constrained, but, unlike confined loci, they can diffuse without boundary and thus reach further targets if given enough time. For subdiffusive motion, the MSD exhibits a power law (MSD ∼ Atα), where α, the anomalous exponent, is smaller than 1. The anomalous exponent α is linked to the degree of recurrence of DNA exploration, that is, the number of times a DNA locus iteratively scans neighboring regions before reaching a distant position (Ben-Avraham, 2000). When α is small, the locus explores recurrently the same environment for a long time, while a large α indicates that the locus is able to explore new environments often. The anomalous diffusion coefficient A represents the amplitude of DNA motion; it is proportional to the diffusion coefficient only in the case of normal diffusion (when α = 1), which is rarely observed in biological systems (Barkai et al., 2012). Previous DNA mobility studies reported confined diffusion (Marshall et al., 1997; Heun et al., 2001; Taddei et al., 2006; Maeshima et al., 2010; Masui et al., 2011; Backlund et al., 2015) while others have reported anomalous diffusion (Maeshima et al., 2010; Weber et al., 2010; Burnecki et al., 2012; Hajjoul et al., 2013; Lucas et al., 2014; Backlund et al., 2015). These studies have been realized with different microscopy techniques and illumination settings. When studying the diffusion of a specific locus, the time scale at which the data are collected translates into the spatial scale of the exploration studied. So far, no consensus has yet been reached to describe the nature of DNA motion probably because different studies interrogate different spatiotemporal scales and therefore interrogate potentially different processes.

Here we have investigated DNA mobility at different time scales ranging from milliseconds to minutes using rapid time-lapse imaging in living S. cerevisiae cells. We observe that DNA motion is subdiffusive at time scales ranging from milliseconds to a few minutes, with an anomalous exponent of 0.5 stable at multiple scales in diploid yeast. However, in response to DSBs, DNA mobility is dramatically altered in a different manner depending on the time scales. Damaged DNA loci exhibit distinct anomalous regimes with increased mobility at large time scales but surprisingly reduced mobility at shorter time scales (less than 10 s). Importantly, the presence of distinct regimes of diffusions is not an intrinsic property of the damaged locus: In the presence of random DSBs, undamaged loci also exhibit increased mobility at large time scales and reduced mobility at short time scales. In light of polymer physics, such a pattern of dynamics has been predicted when chromatin persistence length globally increases (Faller and Müller-Plathe, 2008), indicating that chromatin undergoes a general stiffening in response to DSB. Rad51, a central protein of homologous recombination, is required for local and global changes in mobility/stiffening. We propose that global chromatin stiffening following DSBs facilitates nuclear exploration by the damaged DNA ends bound by the Rad51 protein.

RESULTS
DNA mobility exhibits anomalous regimes at different time scales

To characterize DNA dynamics at different time scales, we used diploid cells with a locus fluorescently marked by the insertion of a tet-Operator (tetO) array at URA3 (chromosome V). This tetO array is bound by Tet-Repressors, which are fused to red fluorescent proteins (TetR-RFP). We also tagged a structural component of the spindle pole body (SPB) with yellow fluorescent protein, Spc110-YFP, to serve as a marker of the relative nuclear position and to correct for drifting during image acquisition for time intervals longer than 100 ms. Rad52, an essential homologous recombination protein, is fused to cyan fluorescent protein (CFP) to detect the presence of DSB (Figure 1, A and B) (Miné-Hattab and Rothstein, 2012). We selected early S-phase cells with a single SPB (∼10% of the total population), and where the tetO/TetR-RFP and Spc110-YFP foci are in the same focal plane. We recorded two-dimensional movies of these cells (see Supplemental Movie 1). To avoid cells with spontaneous DNA damage, we ensured that they did not contain a Rad52 focus. Cells were imaged at three time scales:

1. 10-ms time intervals (5-ms exposure time in RFP, no YFP data were acquired since the global movement of the nucleus is negligible during this interval),
2. 100-ms time intervals (50-ms exposure in RFP followed by the same exposure in YFP to track the URA3 locus and the SPB, respectively),
3. 1000-ms time intervals (500-ms exposure in RFP followed by the same exposure time in YFP).

All acquisitions were performed with doses of light below the threshold of phototoxicity (0.2 J/cm²; Logg et al., 2009). We measured the x and y positions of the lacO/LacI and the SPC110 spots using a Gaussian fit (see Materials and Methods) and we estimated the upper bound of the localization accuracy (including the localization error and the motion blur) at 80 nm (Supplemental Figure S1A, Supplemental Table S1). Supplemental Figure S1A is an example of drift-corrected trajectory of the tetO/TetR-RFP that displays no significant change in movement. To assess the nature of its diffusion, we calculated the ensemble-averaged MSD using up to one-third of the shortest trajectory, which represents 70–100 time points. Supplemental Figure S2 shows that it is equivalent to measure the mobility at 100-ms time intervals using continuous illumination (50-ms exposure time in RFP followed by 50 ms in YFP) or discrete illumination (5-ms exposure time in RFP, followed by 5 ms in YFP and 90 ms of lag time). In addition, we mimicked acquisitions at 100-ms time intervals by averaging data acquired at 10 ms over 10 points and obtained similar MSD curves, allowing us to discard any phototoxicity effects.

At the three time scales examined, the MSD curves show bending in linear scale suggesting subdiffusion (Figure 1C). The three MSDs curves are plotted together in log-log scale to allow their simultaneous visualization (Figure 1C, last panel). Since a power-law curve can be mistaken for an exponential form that would account
for confined diffusion, we used several methods to confirm the anomalous nature of DNA motion (Supplemental Figure S3). We then fitted our MSD curves with a power law. As experimental MSDs are altered by several artifacts (Kepten et al., 2013; Backlund et al., 2015), to fit MSD curves, we use an improved model that takes into account locus mobility during image acquisition and limited position accuracy, the latter (∼90 nm) displaying little variation between conditions (see Materials and Methods, Supplemental Text 1 and 2 and Supplemental Figure S4). Our approach is similar to the one described in Kepten et al. but also includes exposure time as an additional parameter. In addition, we used the “multi-time scale fitting” approach described in Supplemental Text 2. For diploid cells, we obtain MSD(t) ∼0.0075 t0.5 at 10- and 100-ms time intervals (R2 = 0.995 and 0.996, Figure 1C). At large time scales (1000-ms time intervals), we observe a different anomalous diffusion coefficient A (MSD(t) ∼0.0064 t0.49, R2 = 0.992; Figure 1C), likely due to a transition toward confined motion previously observed at larger time scales (10-s time intervals) (Miné-Hattab and Rothstein, 2012).

Since DNA mobility has been investigated in G1 haploid cells using a multi-time-scale approach (Hajjoul et al., 2013), we also measured DNA mobility in haploid cells containing a tetO/TetR-RFP array at URA3 and the Spc110-YFP marked SPB (Supplemental Figure S5, A and B). S-phase haploid cells harboring a single SPB were imaged at the three time scales (10-, 100-, and 1000-ms time intervals). Similarly to our observations in diploid cells, haploids follow subdiffusive motion; however, unlike diploids, a 0.5 anomalous exponent is not seen at all time scales (Supplemental Figure S4). Our approach is similar to the one described in Kepten et al. but also includes exposure time as an additional parameter. In addition, we used the “multi-time scale fitting” approach described in Supplemental Text 2. For diploid cells, we obtain MSD(t) ∼0.0075 t0.5 at 10- and 100-ms time intervals (R2 = 0.995 and 0.996, Figure 1C). At large time scales (1000-ms time intervals), we observe a different anomalous diffusion coefficient A (MSD(t) ∼0.0064 t0.49, R2 = 0.992; Figure 1C), likely due to a transition toward confined motion previously observed at larger time scales (10-s time intervals) (Miné-Hattab and Rothstein, 2012).

At short time scales, damaged DNA is less mobile than in the absence of DSBs

Previous studies have shown that the mobility of a damaged DNA locus increases when its motion is observed at 10-s time intervals in diploids (Miné-Hattab and Rothstein, 2012) and 1.5-s time intervals in haploids (Dion et al., 2012). However, mobility after DNA damage at shorter time scales has never been investigated. Here we measure at multi time scales the mobility of a single I-SceI induced DSB in the same strains used in our previous study (Miné-Hattab and Rothstein, 2012) (Figure 2). We used diploid cells containing the homologous URA3 loci fluorescently marked with a lacO/LacI-YFP and a tetO/TetR-RFP array, respectively (Figure 2A). To induce a single DSB, the strain contains an I-SceI target site 4 kb from the Sce I target site 4 kb from the

![Figure 1: Mobility in diploid cells at different time scales.](image-url)
The anomalous diffusion coefficients $A$ and the anomalous exponents $\alpha$ were obtained by fitting the $D$ curves with $A t^\alpha$ (see equation 1 from Supplemental Text 1). The parameter $b$ is an experimental offset allowing the correction of artifacts during the acquisition (i.e., localization accuracy and motion blur, see Supplemental Text 1). The fitting method is described in detail in Supplemental Text 2.

| Time interval (ms) | A    | $\alpha$ | $R^2$ |
|-------------------|------|----------|-------|
| Haploid no damage | 10   | 0.01     | 0.38  | 0.999 |
|                   | 100  | 0.012    | 0.50  | 0.997 |
|                   | 1000 | 0.012    | 0.50  | 0.997 |
| Diploid no damage | 10   | 0.0075   | 0.50  | 0.995 |
|                   | 100  | 0.0075   | 0.50  | 0.996 |
|                   | 1000 | 0.0064   | 0.49  | 0.992 |
| Diploid with a single DSB (I-Scel induced) | 10 | 0.0064 | 0.50 | 0.997 |
|                   | 100  | 0.0064   | 0.50  | 0.995 |
|                   | 1000 | 0.010    | 0.58  | 0.994 |
| Diploid with random DSBs (irradiation with 40 Gy) | 10 | 0.0055 | 0.5   | 0.99  |
|                   | 100  | 0.0055   | 0.5   | 0.98  |
|                   | 1000 | 0.0055   | 0.5   | 0.99  |
|                   | 3000 | 0.0004   | 1     | 0.99  |

The anomalous diffusion coefficients $A$ and the anomalous exponents $\alpha$ were obtained by fitting the $D$ curves with $A t^\alpha$ + $b$ (see equation 1 from Supplemental Text 1). The parameter $b$ is an experimental offset allowing the correction of artifacts during the acquisition (i.e., localization accuracy and motion blur, see Supplemental Text 1). The fitting method is described in detail in Supplemental Text 2.

### TABLE 1: Summary of anomalous motion measurements.

Reduced mobility of the damaged locus at short time scales is Rad51 dependent

Rad51, the central protein of HR, is required for increased mobility of a damaged end at large time scales (Dion et al., 2012; Miné-Hattab and Rothstein, 2012). To test whether RAD51 is also involved in the reduced mobility that we observe at short time scales, we measured the mobility of a damaged end in rad51A diploid cells with the exact same illumination settings. Both alleles of the RAD51 gene in the diploid strain described above were deleted. We then measured the $URA3$ mobility in the absence of damage and after 90 min of DSB induction at 10-, 100-, and 1000-ms time intervals. Again, after DSB induction, we selected 5 phase cells harboring a Rad52 focus colocalizing with the $URA3$ locus, a single SPB, and an unpaired distant $URA3$ homologue. In the absence of RAD51, damaged loci failed to exhibit either increased or decreased mobility, indicating that Rad51 is required for changes in mobility at the damaged site at both short and long time scales (Figure 2E).

Random DSBs also provoke global reduced mobility at short time scales in a Rad51-dependent manner

An important question is whether changes in chromatin conformation and dynamics are localized around the site of damage or also affect the rest of the genome. In diploid yeast, increased mobility in response to DSB is not an intrinsic property of the damaged locus. Indeed, induction of DNA damage on a different chromosome or ionizing radiation provokes global increased mobility affecting the whole genome (Miné-Hattab and Rothstein, 2012, 2013; Seeber et al., 2013). We thus tested whether reduced mobility over shorter time scales is restricted to the damaged end or can occur genome wide. We used diploid cells with a tetO/TetR-RFP at the $URA3$ locus, $Spc110$-YFP, and Rad52-CFP used as a marker for DSBs. We irradiated cells with 40 Gy, equivalent to 4 DSBs per nucleus in average (Ma et al., 2008). We then selected S-phase cells with a single SPB in the same focal plane as the $URA3$ locus, as well as a Rad52 focus (Figure 3, A and B). Unlike the previous experiments, Rad52 foci do not colocalize with the $URA3$ locus, and since chromosome V represents less than 2% of the genome, the probability of a DSB on that chromosome is extremely low. Immediately following irradiation, we measured the $URA3$ mobility at four time scales (10-, 100-, 1000-, and 3000-ms time intervals) and plotted the MSD curves (Figure 3C and Supplemental Figure S7). At the longest time scale (3000 ms), the MSD of irradiated cells is higher than in the absence of damage, consistent with global increased mobility previously reported at 10-s time intervals (Miné-Hattab and Rothstein, 2012). At 1000-, 100-, and 10-ms time intervals, undamaged loci exhibit a lower amplitude compared with that seen in the absence of DSB, signifying global reduced mobility at these three time scales [MSD(t) = 0.0055 $t^{0.5}$, $R^2 = 0.99$; Figure 3C and Supplemental Figure S6]. As observed at the site of damage,
Multi-time-scale microscopy reveals the composite nature of DNA motion

Previous studies have shown that DNA motion observed at long time scales (1.5- to 10-s time intervals) is confined within a subnuclear volume (Marshall et al., 1997; Heun et al., 2001; Miné-Hattab and Rothstein, 2012). In response to DSBs, DNA becomes more mobile and explores a larger nuclear volume (Dion et al., 2012; Miné-Hattab and Rothstein, 2012). Here, by investigating DNA motion at time scales 10, 100, and 1000 times faster, we find that the MSD curves do not exhibit a plateau indicating the effect of confinement is not observed at these scales. Instead, the MSD curves are in excellent agreement with a power law, MSD(t) ∼ t^α, a signature of anomalous diffusive motion (Barkai et al., 2012). At the longest time scale studied here (1000-ms time intervals), velocity auto-correlation functions indicate that the motion is not purely anomalous (Supplemental Figure S3D); this time scale likely corresponds to a transition toward confined motion, previously described at 10-s and larger time intervals (Marshall et al., 1997; Miné-Hattab and Rothstein, 2012). In addition, our data show a fundamental difference in DNA mobility between haploids and diploids (Supplemental Figure S5). The anomalous diffusion coefficient A is nearly 2 times higher in haploids, indicating that the URA3 locus is more mobile in haploids. One possible explanation for this difference is that the chromatin in haploid cells is less dense at the URA3 locus.

In response to a single DSB, we find distinct anomalous regimes depending on the time scales, with both A and α increasing between the 100-ms and 1000-ms time intervals experiments (Figure 2 and Table 1). These changes indicate a fundamental difference in the way the damaged locus explores the nuclear space at different time scales. The anomalous exponent α is linked to the degree of recurrence of the motion, low α corresponding to a locus that rescans neighboring loci many times in a highly recurrent manner (Ben-Avraham, 2000; Condamin et al., 2007; Guerin et al., 2016). The anomalous diffusion coefficient A reflects the amount of volume explored by a locus as a function of time (i.e., the amplitude of the motion). At 1000-ms time intervals, the higher A together with the higher α of the damaged locus indicates that the damaged locus moves with a larger amplitude and in a less redundant manner (Table 1, A = 0.010, α = 0.58 after I-SceI induction compared with 0.0064 and 0.49 before damage). On the other hand, the low anomalous diffusion coefficient A of the damaged locus at 10- and 100-ms time intervals reflects reduced amplitude of the damaged DNA motion (Table 1, A = 0.0064 for the damaged DNA compared with 0.0075 in the absence of DSB). These changes in nuclear exploration at the broken end are Rad51 dependent, highlighting the role of Rad51 in regulating chromatin dynamics at the site of damage.

Importantly, the existence of different regimes of diffusion depending on the time scales is not an intrinsic property of the damaged end. In response to random DSBs (40 Gy), we also observe distinct anomalous regimes, with global increased mobility at long time scales and global reduced mobility at short time scales (Figure 3C, Supplemental Figure S6, and Table 1). Interestingly, the MSD curves of cut loci versus loci in undamaged cells cross at 10 s (Figure 2D), whereas the ones in irradiated cells versus undamaged...
cells cross at 100 s (Figure 3C). In other words, it takes 10 s on average for a broken locus to cover larger distances than in the absence of a DSB, allowing the damaged site to reach further targets; in contrast, following random DSBs, the same locus needs 10 s on average to cover larger distances than in the absence of DSBs. Thus, upon DNA damage, changes in mobility have a stronger effect at the damaged locus than in the rest of the genome. This difference suggests that local and global changes in mobility are regulated differently. Overall our findings show that a single mode of diffusion is not sufficient to describe DNA motion at different time scales. Instead, following DSBs, DNA motion is composed of several diffusion regimes that simultaneously drive DNA at each time scale. Such changes in the subdiffusion mode dramatically modify the balance between surrounding and distant chromatin sampling. Thus, in the presence of DNA damage, the existence of multi-time-scale regimes of diffusion may reflect changes in chromatin conformation that increase homology search efficiency.

**Origin of subdiffusive motion**

Subdiffusive motion has been observed in bacteria, yeast, and human cells, with anomalous exponents ranging from 0.32 to 0.77 (Bronstein et al., 2009; Weber et al., 2010; Hajjoul et al., 2013; Backlund et al., 2014; Lucas et al., 2014). Although different time scales were examined in these studies, none clearly showed the existence of multiple anomalous regimes with the exception of a study by Bronstein et al. (2009). In their study, they found that in U2OS cells, diffusion of telomeres is composed of two transient anomalous regimes and becomes close to Brownian at time scales greater than 5 min (Bronstein et al., 2009). Their work emphasizes the importance of the time scale of observation for interpreting DNA motion.

To understand the origin of anomalous subdiffusion of DNA in the nucleus, several models have been proposed as follows:

1. The nucleoplasm is modeled as a visco-elastic medium. Mathematical models of visco-elasticity are fractional Brownian motion and fractional Langevin motion (Metzler and Klafter, 2000). In these models, DNA is subjected to frictional forces that are not proportional to DNA velocity.

2. The nucleoplasm is modeled as a fractal. DNA loci are free explorers moving in a restricted geometry with scale-less properties imposed by nuclear crowding (Condamin et al., 2007).

3. The nucleoplasm is modeled as a polymer melt. DNA loci are represented by monomers whose motion is driven by the properties of this melt. Several polymer models have been suggested to describe DNA mobility, from diluted regimes (Rouse and Zimm models [Andrews, 2014; Vasquez and Bloom, 2014]) to a larger scale semidiluted regime (“tube” model also called “blob” model [De Gennes, 1982]).

Since DNA is a polymer, we compared our experimental anomalous exponents to those obtained in the three polymer models referred to above. The “tube” model of De Gennes is the only one that predicts different regimes of anomalous diffusion arising in a polymer melt (De Gennes, 1982). This model predicts three anomalous diffusion regimes: the Rouse regime at a diluted scale (where \(\alpha = 0.5\)), the “relaxation of the coil” regime (\(\alpha = 0.25\)), and by the “reptation” regime (\(\alpha = 0.5\)) at a semidiluted scale and concentration where adjacent chains constrain the motion. Finally, it predicts Brownian diffusion (\(\alpha = 1\)) at the macroscopic scale. The reptation regime of this model is obtained by averaging different conformations of polymer entanglements; thus it is the only model that takes into account potential cell-to-cell variability (De Gennes, 1982). This regime has been directly observed in vitro for constrained DNA melts (Perkins et al., 1994); moreover, in live U2OS cell experiments, diffusion of telomeres observed at 1-s time intervals were explained by the reptation regime (Bronstein et al., 2009). Importantly, using the tube model, simulations of polymer dynamics show how global stiffening of polymers affect their dynamics: when the global stiffness of polymers increases, their MSD become lower at short time scales and higher at long time scales (Faller and Müller-Plathe, 2008). As a consequence, the MSD curves before and after global stiffening cross (Faller and Müller-Plathe, 2008).

Our data show that, in most conditions, the anomalous exponent is 0.5. To explain this behavior, we favor the “reptation regime”

**FIGURE 3:** Mobility of the URA3 locus in response to random DSBs (irradiation of 40 Gy). (A) Schematic of the strain: Cells are diploids containing a tetO array (3 × 112 copies) inserted at URA3 (chromosome V). In addition, the Rad52, TetR, and Spc110 proteins are tagged with CFP, RFP, and YFP, respectively. Cells with the tetO locus and the SPB in the same focal plane are selected, and the tetO locus is tracked in two dimensions over time using the SPB as a reference. (B) Typical transmitted, CFP, RFP, YFP, and merge images of the cells after x-irradiation (40 Gy). Only S-phase cells containing a Rad52 focus are selected. Rad52 foci do not colocalize with the tetO array since DSBs are random. The scale bar is 1 μm. (C) MSD curves of the tetO array after 40 Gy measured at 10-, 100-, and 1000-ms time intervals (dark blue). The MSDs of the same locus in the absence of DNA damage is shown as a reference (black curve, same data as Figure 1C, fourth panel). (D) MSDs of the tetO array after 40 Gy in rad51Δ cells. Mobility is measured at 10-ms, 100-ms, and 1000-ms time intervals, and the three MSD curves are shown in log-log scale (light blue). The mobility of the tetO array in the absence of damage in rad51Δ cells is also shown (black).
versus the Rouse regime for the following four reasons: 1) we observe an anomalous diffusion coefficient \( A \) in haploids that is double that of diploids; in the reptation regime, this difference in \( A \) would be well justified by a lower level of chromatin entanglements in haploids compared with diploids, whereas the Rouse regime does not explain it; 2) at the shortest time interval, haploids exhibit a regime with an anomalous exponent lower than 0.5, which may be a transition from the relaxation of the coil regime to the reptation regime; 3) we observe high cell-to-cell variability, as predicted by the reptation regime, and more importantly; and 4) modeling the global stiffening of polymers in the reptation regime leads to reduced mobility at short time scales and increased mobility at long scales (Faller and Müller-Plathe, 2008), which is consistent with our experimental observations after DNA damage (Figures 2 and 3).

**Linking DNA mobility and chromatin persistence length**

The changes in anomalous mobility coefficient \( A \) that we measure reveal valuable information on chromatin plasticity in response to DSBs. Indeed, in the reptation regimes, where \( \alpha = 0.5 \), the anomalous diffusion coefficient \( A \) negatively correlates with the global chromatin persistence length (Faller and Müller-Plathe, 2008). To our knowledge, there is no consensus on the exact equation linking \( A \) and the persistence length \( L_p \). However, we can qualitatively discuss changes in global persistence length from our MSD measurements. Here we found that on DNA damage, the anomalous diffusion coefficient \( A \) is smaller at short time scales, resulting in crossing MSD curves between damaged and undamaged cells (Figure 3, Supplemental Figure S7, and Table 1). Such a decrease of \( A \) is predicted by the reptation regime when polymers become globally stiffer (Faller and Müller-Plathe, 2008). Thus our results suggest that chromatin persistence length globally increases on DSBs.

Global changes of chromatin mobility on DNA damage is an intriguing phenomenon, and over the last five yeasts, several views to explain it have been proposed in the literature. They can be grouped into two classes: 1) Global increase in chromatin motion is due to intrinsic chromatin modifications. To support the first view, several groups have studied the effect of centromere or telomere release on chromatin mobility. They found that centromere or telomere release alone gives a modest increase in mobility and are not sufficient to increase mobility of midarm chromosomes (Strecker et al., 2016; Herbert et al., 2017; Lawrimore et al., 2017). However, Strecker et al. found that a combined disruption of telomeres and centromeres can reproduce chromatin mobility observed after a DSB (Strecker et al., 2016); they identified the Mec1-dependent phosphorylation of Cep3, a kinetochore component, as an essential player in global increased chromatin mobility on DSBs. A different mechanism has been observed by Lawrimore et al., who found that increased mobility of midarm chromosomes regions is microtubule dependent (Lawrimore et al., 2017). In a sense, microtubules would be responsible for a global chromatin shake-up that would be essential for global increase mobility on DSBs (Lawrimore et al., 2017).

The second view is that the intrinsic properties of chromatin are modified in response to DSBs, as proposed in the “altered chromatin model” (Miné-Hattab and Rothstein, 2013) and in Seeber et al. (2014). Chromatin state can be described by distinct parameters such as rigidity, compaction, and torsion. Changes in chromatin rigidity and compaction in response DNA damage have been recently discussed in the literature, however, with different conclusions. For example, a global chromatin dec ompaction relaxation has been described in mammalian cells following DNA damage (Ziv et al., 2006). More recently, the β-polymer model, as well as structured illumination microscopy imaging of a damaged locus, predicted chromatin expansion at the DSB in haploid yeast (Amitai et al., 2017; Herbert et al., 2017). Interestingly, 20–40% of the histones are degraded following DNA damage in haploid yeast: Such a loss of histones is proposed to globally increase chromatin decompaction and flexibility (Seeber et al., 2014; Hauer et al., 2017). However, this interpretation is still a matter of debate. Indeed, polymer models and STORM (stochastic optical reconstruction microscopy) imaging in haploid yeast has shown that global increased chromatin mobility on DNA damage is solely explained by an increase in chromatin rigidity without change in compaction (Herbert et al., 2017). Phosphorylation of histone H2A, which can spread over 50 kb on both sides of a DSB (Lee et al., 2014), contributes to the global increased mobility following DNA damage. Negative charges due to H2A phosphorylation might be the molecular basis of increased persistence length (Herbert et al., 2017). As Herbert et al. used large levels of DSBs, it remains to be seen whether H2A phosphorylation in the presence of a single DSB would be enough to induce a global increase in persistence length and how it would be propagated to other chromosomes. All together, no consensus has yet been reached to explain the origin of global increased mobility after DNA damage. Our results support the model of a global increase in chromatin persistence length in response to DNA damage.

At the site of damage, we also observed crossing MSD curves and found that changes in mobility have a stronger effect compared with the rest of the genome (Figures 2 and 3 and Supplemental Figure S8). Unfortunately, we cannot easily interpret the MSD patterns observed close to the break in terms of persistence length using the Faller et al. study (Faller and Müller-Plathe, 2008) for several reasons. First, damaged DNA adopts different states from chromatin, ssDNA, repair proteins bound DNA, triple helix: These states have different physical properties (Fulconis et al., 2006; Miné et al., 2007). Second, damaged ends are surrounding by many repair proteins forming the repair focus (Lisby et al., 2004). This compartment is more than 50 times more concentrated in repair proteins compared with the diffusive distribution of Rad52 in undamaged cells (Lisby and Rothstein, 2015). Polymer models treat DNA as a homogeneous fiber and local changes in the physical properties of polymers, or local changes in their environment, have not been investigated theoretically. Nevertheless, in vitro measurements have already shown that the persistence length of the Rad51-ssDNA nucleofilament itself is increased, even in the presence of ATP where filaments are made up of small patches (Miné et al., 2007; Lee et al., 2013). Although the in vivo structure of the Rad51 nucleofilament remains to be elucidated, the presence of Rad51 on the broken ends likely rigidifies DNA at the break. Moreover, in the absence of the Rad51 protein, we observe no change in mobility at both short and long time scales and no crossing MSD curves between damaged and undamaged loci (Figure 2E). Taken together, these findings underscore the role of Rad51 in local changes in stiffness at the DSB.

The “needle in a ball of yarn” model

Using our observations, we formulate a model in which DSBs modify chromatin mobility both locally and globally, enhancing long-distance explorations and minimizing local resampling. We propose that chromatin undergoes a genomewide increase in persistence length in response to DSBs. Moreover, the damaged locus undergoes an additional effect due to the binding of repair proteins, making changes in mobility more pronounced at the broken locus. By
stiffening the damaged DNA end, the repair machinery acts like a needle to help it search through the chromatin mesh, likened to a “ball of yarn” (Figure 4). At short time scales, the stiffening of the Rad51-bound DNA leads to a reduction of mobility. However, concomitantly, the Rad51-DNA nucleo-filament enhances its ability to pass through the chromatin meshwork and escape adjacent obstacles more efficiently as observed at larger scales. Overall global chromatin stiffening, combined with the “needle effect” at the DSB, facilitates the nuclear exploration of the damaged end throughout the genome, making it uniquely able to penetrate and explore the entangled chromatin network efficiently. Importantly, Rad51 is required for global changes in chromatin mobility/stiffness, indicating an essential role of the Rad51 proteins outside of the DSB in regulating global chromatin stiffening on DNA damage. Given the role of checkpoint proteins and chromatin remodelers in haploid cells (Dion et al., 2012; Seeber et al., 2013), it will be interesting to elucidate their contribution to regulate chromatin flexibility in diploid yeast.

More generally, our results illustrate that the different scales of chromatin organization translate into different scales in chromatin mobility that can be independently regulated. We propose that DNA diffusion is controlled by the local conformation of chromatin, that is, the level of entanglement as described in the “tube model” (De Gennes, 1982). Future studies with superresolution microscopy will allow the visualization of DNA organization at the nanoscale level in vivo to quantify how local and global DNA conformations are affected following damage (Recamier et al., 2014; Ricci et al., 2015). It will also be important to examine other biological processes at different time scales to see whether the multi-scale exploration of space that we observe here is a general property that allows a more efficient sampling of the environment.

**MATERIALS AND METHODS**

**Strains**
All strains used in this work are isogenic to RAD5+ W303 derivatives (Zhao et al., 1998) (Supplemental Table S2).

**Cell culture and DSB induction**
Before microscopy, cells were grown to early log phase in 4-ml cultures of synthetic culture (SC) medium + 100 mg/l adenine + 2% raffinose at 23°C overnight. In the morning, 2% galactose was added to the culture for 90 min to induce a single DSB at the I-SceI cut-site. Cells were then pelleted, washed in SC + 100 mg/l adenine medium + 2% glucose to stop DSB induction, and placed on a 1.4% agarose slab for microscopy (Miné-Hattab and Rothstein, 2012). During the DSB induction, the I-SceI cutting starts to occur after 30 min of induction, but the first Rad52 foci colocalizing with the tetO array are visible by microscopy after 90 min of induction and can last more than 30 min (Miné-Hattab and Rothstein, 2012). Thus the time of DSB formation cannot be known precisely. To measure DNA mobility of the damaged locus, we select cells harboring a Rad52 focus after 90 min of induction. The DSB is not necessarily formed at the same time in all cells examined: however, since we measure time-ensemble averaged MSDs on several cells, the presence of distinct anomalous regimes does not reflect different mobilities dependent on time after DSB induction but is solely due to the different time scales used to observe the locus.

**Irradiation**
Cells analyzed by microscopy were pregrown in SC + 100 mg/l of adenine + 2% glucose at 23°C overnight. Cells were then washed in the same media and exposed to 40 Gy of irradiation (x-rays, Yxlon International, Philipps). Irradiated cells were then immediately processed for imaging.

**Microscopy**
Imaging of single DNA loci was performed on an inverted microscope Nikon Ti Eclipse (Nikon Instruments, Tokyo, Japan), with a high numerical aperture objective (1.49 NA) and 100x magnification. We used a perfect focus system (Nikon) designed to avoid drift on the z-axis of the optical system and keep the cells in focus. The excitation laser beams (514 and 561 nm) were coupled to an optical fiber and focused in the back focal plane of the objective using an appropriate dual band dichroic (Semrock Di01-R488/561-25 × 36). Experiments were acquired with alternating pulsed excitation for the 514-nm laser and the 561-nm laser, respectively. Fluorescence emission from either YFP or RFP fluorescent proteins was filtered with a dual band emission filter with windows centered at 523 nm (45-nm bandpass) and 610 nm (45-nm bandpass) (Semrock FF01-523/610-25). The pixel size of the EMCCD (electron multiplying charge-coupled device) is 16 μm (iXon 897; Andor Technology, Belfast, Ireland), producing a pixel size of 160 nm after magnification. For the experiments at 5-msec acquisition time, we imaged a small region of interest containing the cell of interest, which allowed us to obtain acquisition rates as fast as 200 Hz (5 ms per frame).

All the experiments have been acquired with doses of light inferior to 0.2 J/cm² to protect cells from possible phototoxic effects (Logg et al., 2009). All the experiments have been performed in the
same illumination conditions (see Results and Supplemental Figure S2).

Image analysis
We detected and tracked the x and y positions of the DNA loci using a homemade program inspired by the MTT tracking software (Serge et al., 2008). From the x and y positions of the DNA locus over time, we computed the time-ensemble averaged MSD using the following formula: \( \text{MSD}(t) = \langle \Delta r(t)^2 \rangle = \langle [r(t) - r(0)]^2 \rangle \), where \( r(t) \) is the two-dimensional position of the particle at time \( t \) and \( \Delta \) is the lag time between two positions of the particle used to calculate the displacement \( \Delta r(t) = r(t) - r(0) \). The brackets, \( \langle \rangle \), are a time-average over \( t \) and over locus trajectories acquired from different cells. The error bar is the 95% confidence interval.

We confirmed the anomalous nature of the motion using several methods (Supplemental Figure S3). The theoretical MSD of sub-diffusive motion is a power law, \( \text{MSD}(t) \propto t^\alpha \). However, experimental MSDs are altered from their theoretical shape due to various experimental limitations such as limited position accuracy or locus mobility during each image acquisition (Kepten et al., 2013; Backlund et al., 2015). Those limitations add an offset term, \( b \), to the experimental asymptotic MSD, compared with the theoretical one: \( \text{MSD}_{\text{experiments}}(t) = At^\alpha + b \) (Hughes, 1995) (see Supplemental Text 1). Here we derived a versatile formula of the MSD to compute this offset \( b\), allowing us to accurately fit our experimental MSD derived from different acquisition schemes (see equation 1 from Supplemental Text 1 and Supplemental Figures S4 and S3). Our approach is more general than the one described in Kepten et al. (2013) since it also includes the exposure time as an additional parameter.
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