Structural, optical and dielectric properties of Cu$_{1.5}$Mn$_{1.5}$O$_4$ spinel nanoparticles
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In this study, a Cu$_{1.5}$Mn$_{1.5}$O$_4$ spinel was successfully synthesized by a sol–gel method at 500 °C for 5 h and characterized by different techniques. X-ray diffraction (XRD), Fourier transformation infrared (FTIR) spectroscopy and Raman spectroscopic analyses confirmed the formation of a spinel cubic structure with the Fd$ar{3}$m space group. The SEM proves that the grain size of our compound is of the order of 48 nm. Crystallite sizes determined from three estimates are closer to the grain size obtained from the SEM, indicating the single domain nature of the sample. The optical properties of UV-visible spectroscopy for our sample showed that the gap value is equal to 3.82 eV, making our compound a good candidate for optoelectronic applications. For electrical properties, impedance spectroscopy was performed at a frequency range of 40 ≤ frequency ≤ 10$^6$ Hz. This suggested hoping conduction due to three theoretical models. The latter can be attributed to the correlated barrier hopping (CBH) model in region I, overlapping large polaron tunneling (OLPT) in region II and non-overlapping small polaron tunneling (NSPT) mechanism in region III. One dielectric relaxation is detected from the dielectric impedance and modulus, attributed to grain contributions. This behavior was confirmed by both Nyquist and Argand’s plots of dielectric impedance at different measuring temperatures.

1. Introduction

During the last decade, copper manganites have attracted considerable attention in response to their properties. These materials crystallize in the spinel structure, based on the cubic close packing of oxygen ions in which cations can occupy either tetrahedral or octahedral sites. A spinel can adopt a normal, an inverse or a mixed structure. Due to these possibilities, many different spinel materials can be synthesized. Experimentally, the synthesis methods of spinel nanoparticles include sol–gel, ceramic, hydrothermal, co-precipitation, micro-emulsion, novel combustion, mechano-chemical, micro-wave sintering and two-step direct micro-emulsion procedures. Manganese-copper spinels exhibit a wide range of electrical properties. These properties depend on the type of ion and its position in the unit cell. Keeping in view the formation aspects of Cu–Mn–O complex oxides, several kinds of spinel phases such as CuMn$_2$O$_4$ and Cu$_{1.5}$Mn$_{1.5}$O$_4$ can be formed by changing the molar ratio of copper to manganese at a certain range. The fabrication of the ternary transition metal oxide Cu$_{1.5}$Mn$_{1.5}$O$_4$ single phase is a challenge unachievable. The formation of Cu–Oxide secondary phases in small percentages is more likely to take place during the synthesis process. Copper and manganese are less expensive and more abundant than nickel and cobalt. The spinel-type oxides, copper manganese and their composites, are receiving great attention for their numerous technological applications. The latter consist of rechargeable lithium batteries, catalysts, electrochemical biosensors, selective sun absorbers (in solar thermal energy conversion systems), collectors, and anti-corrosion coatings, given their excellent structural, chemical and physical properties. The physico-chemical properties of copper manganese spinel-type mixed oxides are mainly determined in terms of the charge, type and distribution in the tetrahedral/octahedral sites of the cations. Literature searches of the theoretical and experimental studies revealed that the research problem regarding Cu$_{1.5}$Mn$_{1.5}$O$_4$ has been addressed so far to characterize their structural, catalytic and optical properties. Thus far, the dielectric property is under-examined and needs further research. The temperature coefficient of resistivity (TCR) is an important variable for sensor material performance used in an uncooled IR bolometer, as defined by the equation TCR = [(1/ρ) × (dρ/dT)] × 100%. Literature review revealed that numerous types of thermistor materials have been widely investigated. These materials are spinel ternary transition metal oxides of copper, nickel, manganese, and cobalt (Cu, Ni, Mn, Co–O) with a general formula AB$_2$O$_4$. They have been extensively investigated in terms of uncooled IR detection and its high negative
TCRs (≤3.5%/K), moderate resistance and long-term stability. The present work aims at synthesizing and characterizing the spinel nanoparticle Cu$_{1.5}$Mn$_{1.5}$O$_4$ by the sol-gel method. The results of the experimental and theoretical phases regarding the structural, optical, and dielectric properties are outlined and discussed. The present paper provides the research with a full image of the spinel oxide behavior that may serve various applications.

2. Experimental details

2.1. Synthesis of Cu$_{1.5}$Mn$_{1.5}$O$_4$ nanoparticles

All the chemical reactants used in the present work were purchased from Sigma-Aldrich and used without further purification. The nanoparticle Cu$_{1.5}$Mn$_{1.5}$O$_4$ was prepared by the sol-gel method. Generally, the precursors used are nitrates along with a mixture of nitrates-oxides. For the preparation of our compound, the nitrates used were [Cu(NO$_3$)$_2$·3H$_2$O, Mn(NO$_3$)$_2$·4H$_2$O], the purity of which was 99.9%. This method’s principle is to weigh the precursors at the desired stoichiometric proportions using a precision balance. The latter was dissolved in distilled water at room temperature, followed by the addition of citric acid [C$_6$H$_8$O$_7$] (with a molar ratio of 1 : 1.5 of metal cation (Mn + Cu) to citric acid) and ethylene glycol [C$_2$H$_6$O$_2$] used as a gelling agent. The same method also aims to maintain the reaction’s transparency and homogeneity. The mixture obtained was then heated to 70–80 °C on a hot plate for a few hours while continuing to eliminate the excess of water and form a viscous gel. Subsequently, the temperature was raised to 300 °C to ensure the combustion responsible for transforming the gel into a fine powder. The powders obtained were pelletized and annealed at 500 °C for 5 hours in air and cooled slowly at room temperature in order to crystallize our compound and to eliminate the excess of residual organic matter.

2.2. Characterizations

The phase composition of the prepared sample was studied by powder X-ray diffraction (XRD) using a Bruker D8 diffractometer with Cu Kα radiation (λ = 1.5406 Å). The morphologies and sizes of the samples were directly investigated by Merlin scanning electron microscopy (SEM) at an accelerating voltage of 3 kV equipped with an energy-dispersive X-ray spectrometer (EDXS) employed for the elemental analysis of the various phases. The infrared spectra of the powders (as pellets in KBr) were recorded using a Thermo Scientific Nicolet 6700 FTIR Spectrometer at room temperature by diffuse reflectance infrared Fourier transform spectroscopy (DRIFTS) technique in the range of 400 to 4000 cm$^{-1}$. The Raman spectra were recorded using a SENTERRA spectrometer (Bruker, Germany) at room temperature with laser excitation at 532 nm. Then, the UV-vis absorption spectra were recorded using a UV-vis spectrophotometer (SHIMADZU, Japan) for the UV/visible/IR range. For electrical measurements, a thin silver film was deposited through a circular mask of 8 mm diameter on both sides of the pellet. A plane capacitor configuration was obtained, making it possible to investigate the synthesized material’s electrical properties. Measurements were conducted using an Agilent 4294A analyzer under vacuum with a signal amplitude of 20 mV. The explored range of frequency was between 40 Hz and 110 MHz. The temperature was from 80 K to 240 K.

3. Results and discussions

3.1. XRD study

Fig. 1a shows the X-ray diffraction (XRD) pattern at room temperature of Cu$_{1.5}$Mn$_{1.5}$O$_4$ refined by the Rietveld method, using the FullProf software. In the refinement, the background was corrected by a pseudo-Voigt function. The oxygen positions (x = y = z) were taken as free parameters. However, all other atomic fractional positions were taken as fixed. Other parameters such as lattice constants, isothermal parameters, occupancies, scale factors, and shape parameters were taken as free parameters. The parameters related to thermal fluctuations were not refined, since their influence was negligible compared to the uncertainties introduced by the refinement of occupancy factors. The fitting between the observed and the calculated diffraction profiles shows an excellent agreement, taking into
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whereby $8$ is the number of molecules in a unit cell of spinel structure. The result confirmed the formation of the single-phase cubic spinel structure with the space group $Fd\bar{3}m$ with secondary phase peaks CuO designated by (*) detected at a calcination temperature of 500 °C. Ma et al. reported the presence of CuO phase in the Cu$_{1.5}$Mn$_{1.5}$O$_4$ nanoparticle up to the annealing temperature of 900 °C. The obtained Rietveld refinement parameters of each sample are presented in Table 1. The low values of reliability factors and goodness of fit ($\chi^2$) affirm the correctness of fit and the high accuracy of refinement. The crystal structure of our compound is schematically depicted in Fig. 1b using the Vesta software. The distribution can be of the following formula [Cu]$_A$[Cu$_{0.5}$Mn$_{1.5}$]$_B$O$_4$. All peaks can be indexed using the cubic unit cell. The lattice parameters and cell volume of the Cu$_{1.5}$Mn$_{1.5}$O$_4$ nanoparticles were extracted directly from the refinement.

We calculated the link lengths between the sites of the spinel structure ($L_{A-A}$, $L_{B-B}$ and $L_{A-B}$) using Standely’s equations as follows:

$$L_{A-A} = a\left(\frac{\sqrt{3}}{4}\right)$$

$$L_{B-B} = a\left(\frac{\sqrt{11}}{8}\right)$$

$$L_{A-B} = a\left(\frac{\sqrt{2}}{4}\right)$$

X-ray density ($\rho_{X-ray}$) was calculated taking into consideration that a basic unit cell of the cubic spinel structure contained eight ions according to the following formula:

$$\rho_{X-ray} = \frac{8M}{a^2N_A}$$

whereby $8$ is the number of molecules in a unit cell of spinel lattice, $M$ is the molecular weight of each compound, $a$ is the calculated lattice parameter converted into centimeter units and $N_A$ is Avogadro’s number.

The bulk density $\rho_{exp}$ was estimated using the following relation:

$$\rho_{exp} = \frac{m}{\pi r^2 h}$$

where $h$, $r$ and $m$ are the thickness, radius and mass of the pellet respectively.

The notion of porosity was attributed to the difference between the X-ray density and the experimental density according to the following formula:

$$P(\%) = \frac{\rho_{X-ray} - \rho_{exp}}{\rho_{X-ray}} \times 100$$

where $\rho_{X-ray}$ is the X-ray density and $\rho_{exp}$ is the bulk density.

Assuming all the particles are spherical, the specific surface area was calculated using the following relation:

$$S = \frac{6000}{D_{W-H}\rho_{exp}}$$

whereby the constant 6000 is a form factor for spherical particles, $D_{W-H}$ is the diameter of the particle in meters ($m$) calculated from the Williamson–Hall model and $\rho_{exp}$ is the density expressed in g m$^{-2}$.

The number of defects in the sample was represented by the dislocation density ($\delta$), which is defined as the length of the dislocation lines per unit volume of the crystal.

$$\delta = \frac{1}{D_{W-H}^2}$$

where $D_{W-H}$ is the particle diameter expressed in nm.

The number of unit cells ($N$) of Cu$_{1.5}$Mn$_{1.5}$O$_4$ crystals was calculated using the following formula:

$$N = \frac{\pi D_{W-H}}{6V}$$

where $D_{W-H}$ is the diameter of the particle calculated from the Williamson–Hall model and $V$ is the volume of the unit cell.

Lattice parameter $a$, volume, the link lengths between the spinel structure’s sites ($L_{A-A}$, $L_{B-B}$ and $L_{A-B}$), X-ray density, experimental density, porosity, specific surface, number of defects in the sample and the number of cell units are listed in Table 1.

The notion of porosity, the specific surface area as well as the number of cell units show that the uniform particle size distribution is well agglomerated and nearly homogeneously over the entire surface of the sample. The large surface area of spinel nanoparticles is required for the detection and application of gas sensors.

The average crystallite size $D_{w}$ was calculated from the line broadening of maximum intensity peak corresponding to the plane (311) using the Debye–Schererr equation:

$$D_w = \frac{K \lambda}{\beta \cos \theta}$$

where $D_w$ is the crystallite size, $K$ is a constant of approximate value 0.9, $\lambda$ is the wavelength of the used X-ray, $\beta$ is the full width at half maximum (FWHM) of the diffraction peak and $\theta$ is

| Table 1 XRD parameters calculated from the XRD patterns of Cu$_{1.5}$Mn$_{1.5}$O$_4$ |
|---------------------------------|----------------|
| Parameter                      | Cu$_{1.5}$Mn$_{1.5}$O$_4$ |
|--------------------------------|----------------|
| $a$ (Å)                        | 8.286(6)       |
| $V$ (Å$^3$)                    | 569.022(1)     |
| $\chi^2$                       | 1.15           |
| $R_p$ (%)                      | 17             |
| $R_{wp}$ (%)                   | 9.72           |
| $R_e$ (%)                      | 9.3            |
| $L_A$ (Å)                      | 3.435(1)       |
| $L_B$ (Å)                      | 2.929(9)       |
| $\rho_{X-ray}$ (g cm$^{-3}$)   | 5.641          |
| $\rho_{exp}$ (g cm$^{-3}$)     | 5.172          |
| $P$ (%)                        | 8.4            |
| $S$ (m$^2$ g$^{-1}$)           | 34.31          |
| $\delta$ (nm$^{-2}$)           | 1.01 x 10$^{-4}$ |
| $N$ (nm$^{-2}$)                | 28.992         |
the Bragg angle for the most intense peak. The value of the crystallite size of Cu$_{1.5}$Mn$_{1.5}$O$_4$ corresponds to 24 nm, which confirms the nanometer size of our sample. A second estimate was obtained by the Williamson–Hall method according to the following equation:

$$\beta_{hkl} \cos \theta = \frac{k\lambda}{D_{W-H}} + 4\varepsilon \sin \theta$$  \hspace{1cm} (11)

whereby $D_{W-H}$ is the crystallite size, $k$ is the shape factor (0.9), $\lambda$ is the wavelength of Cu Kα radiation, $\varepsilon$ is a coefficient related to the strain effect on the crystallites, $\beta$ is the full width at half maximum (FWHM) of each diffraction peak, and $\theta$ is the Bragg angle for the different peaks. The W–H plot outlined in Fig. 2a was obtained by plotting $\beta \cos \theta$ against $4 \sin \theta$. The strain was obtained from the slope of the linearly adjusted data and the interception gave the crystallite size. The values of $D_{W-H}$ and $\varepsilon$ were found to be respectively 31 nm and $1.14 \times 10^{-3}$. The latter displays a positive value, indicating lattice expansion.

A third estimate is the size–strain plot method; it is assumed that the profile is illustrated from the “stress profile” by a Gaussian function and from the “crystallite size” by the Lorentzian function. Accordingly, we have the following:

$$(d_{hkl}/\beta_{hkl} \cos \theta)^2 = \left(\frac{k}{D} (d_{hkl}^2 \beta_{hkl} \cos \theta) + \frac{\varepsilon}{2}\right)$$  \hspace{1cm} (12)

where $K = 0.75$ is a constant that depends on the shape of the particles for spherical particles, $d$ is the inter planer spacing, $\varepsilon$ is the average strain produced in the lattice, $\beta$ is the full width at half maximum (FWHM) of each diffraction peak, and $\theta$ is the Bragg angle for the different peaks. In Fig. 2b, $(d_{hkl}/\beta_{hkl} \cos \theta/\lambda)$ and $(d_{hkl}/\beta_{hkl} \cos \theta/\lambda)^2$ were respectively taken as abscissa and ordinate for all Cu$_{1.5}$Mn$_{1.5}$O$_4$ peaks. The crystallite size $D_{SSP}$ was calculated from the data adjusted linearly on the slope 26 nm and the interception gives the microstrain $3.28 \times 10^{-3}$. At first, the crystallite size calculated by the Debye–Scherrer method supports the choice of the sol–gel method for the preparation of our sample. Looking from another side, the crystallite sizes evaluated by the Williamson–Hall and size–strain plot models are slightly higher than those calculated by Scherrer’s formula. The broadening effect resulting from the presence of strains is completely excluded in the Debye–Scherrer method.

3.2. SEM and EDX analysis

The surface morphology of the Cu$_{1.5}$Mn$_{1.5}$O$_4$ spinel obtained at 500 °C was studied, and the corresponding SEM image presented in Fig. 3a shows a fairly high agglomeration of the grains, which can be attributed to electrostatic effects. The average grain size of particles presented in the inset of Fig. 3b was analyzed quantitatively by fitting the histogram using
a Lorentzian function and the ImageJ software, and hence, \( D_{\text{SEM}} \) is of the order of 48 nm. The grain size observed by the SEM is closer to the crystallite size obtained from the XRD pattern, which confirms the formation of monocrystalline particles, the sizes of which are close to the values revealed by a study on similar spinel materials. The chemical analysis was carried out by X-ray energy-dispersive spectroscopy (EDX). Fig. 4 shows the presence of all the constituent elements of \( \text{Cu}_{1.5}\text{Mn}_{1.5}\text{O}_4 \), namely, oxygen (O), manganese (Mn) and copper (Cu). This was confirmed by the appearance of the characteristic peaks of these elements on the EDX spectra obtained, which then confirms the purity of the synthesized material.

3.3. FTIR and Raman analysis

The Fourier transform infrared (FTIR) spectrum recorded in the wave number range of 400–4000 cm\(^{-1}\) at room temperature provides vibrational information about our material analyzed. As shown in Fig. 5a, there are two absorption bands: the first appears at 555 cm\(^{-1}\) and the second at 613 cm\(^{-1}\), indicating the presence of metal oxides.\(^{45,46}\) These peaks of metal–oxygen bonds are attributed respectively to the stretching vibration of the Mn–O cation–anion band\(^{47}\) in the octahedral (B) sites \( (v_B) \) and the stretching vibration of the Cu–O cationic anionic band in the tetrahedral (A) sites \( (v_A) \). This confirms the formation of the spinel compound \( \text{Cu}_{1.5}\text{Mn}_{1.5}\text{O}_4 \). The band measuring around 670 cm\(^{-1}\) is the typical vibration peak of the nitrate species.\(^{48}\) This confirms the presence of NO\(_3\) due to the preparation method, as outlined in the same figure. According to the information derived by some researchers for other spinel nanoparticles,\(^{49-52}\) the bands in the range of 1150–2500 cm\(^{-1}\) may be related to water symmetric stretching and antisymmetric stretching (O–H) vibrations due to the physical adsorption of water on the nanoparticle surface. When the band is in a range greater than 2500 cm\(^{-1}\) in the spectrum, it indicates the presence of C–O and C==O groups.

Raman spectroscopy is a powerful microscopic technique used to determine the vibrational levels of crystals that are directly related to their crystallographic structures and to study the cationic disorder. We recall that the spinel oxide \( \text{Cu}_{1.5}\text{Mn}_{1.5}\text{O}_4 \) crystallizes in the cubic structure with the \( \text{Fd} \text{3} \text{m} \) space group. The group theory predicts that five Raman active modes \( (A_{1g} + E_g + 3T_{2g}) \) are observed under ambient conditions for this space group.\(^{53,54}\) The Raman spectrum at room temperature in the range of 95 cm\(^{-1}\) to 680 cm\(^{-1}\) of \( \text{Cu}_{1.5}\text{Mn}_{1.5}\text{O}_4 \) nanoparticles presented in Fig. 5b shows the presence of a broad band with two peaks centered at 580 cm\(^{-1}\) and 532 cm\(^{-1}\). This is considered a symmetric stretching vibration of the oxygen atom with respect to the metal ion Mn–O in octahedral sites.\(^{55}\) This band has the species \( A_{1g}(1) \) and \( A_{1g}(2) \) in the spectroscopic symmetry \( O_h \)\(^{7}\). Two bands of average intensity appearing at 484 cm\(^{-1}\) and 440 cm\(^{-1}\) are attributed to the \( T_{2g}(3) \) and \( T_{2g}(2) \) external translation modes, respectively. This comes as a result of the symmetric and asymmetric flexion of the oxygen atom in the Cu–O band at the tetrahedral site.\(^{57}\) The Raman peak observed at 415 cm\(^{-1}\) can be derived from the symmetry \( E_g \) corresponds to the symmetrical flexion of the oxygen atom with respect to the metal ion at the tetrahedral site. Another Raman band appearing at 117 cm\(^{-1}\) can be indexed due to Cu ions leading to a decrease in the symmetry of the \( T_{2g}(1) \) mode network.\(^{57}\) Accordingly, all the Raman active bands of our \( \text{Cu}_{1.5}\text{Mn}_{1.5}\text{O}_4 \) sample are assigned to the theoretical vibrational mode of the \( \text{Fd} \text{3} \text{m} \) space group, which further confirms the formation of the spinel nanoparticle \( \text{Cu}_{1.5}\text{Mn}_{1.5}\text{O}_4 \).
3.4. UV-visible absorption study

The absorption spectrum of our sample is shown in Fig. 6a in a measurement range extending from ultraviolet (UV) to visible (VIS), or wavelengths ranging from 300 to 700 nm. The spectrum shows an absorption band that has a maximum in the UV range. The intense band observed around 324 nm indicates the gap of the material, while the other bands are attributed to the excitonic transition. Previous studies have shown that absorption can be attributed to the photoexcitation of electrons from the valence band to the conduction band (ligand-to-metal (p–d) type charge transition O2p ⇨ Mn3d). The optical band gap ($E_g$) is the main characteristic of materials that are considered good candidates for optoelectronic applications. The energy of the forbidden band $E_g$ of our sample was determined using the following formula:

$$E_g = \frac{hc}{\lambda}$$

where $\alpha$ is the absorption coefficient, $h\nu$ is the energy of the incident radiation expressed in eV, $A$ is a constant reflection of the amorphous solid structure’s disorder degree, $E_g$ is the gap energy, and the exponent $n$ characterizes the type of optical transition. Accordingly, it has four values 1/2, 2 and 1/3, 3 for direct, indirect allowed transition and direct and indirect forbidden transition respectively. Most semiconductors exhibit an allowed direct transition mechanism. Fig. 6b presents the curve $(a\nu)^2$ as a function of $\nu$. The gap energy was deduced from the intersection of the linear part with the energy axis. It is equal to 3.46 eV. This result indicates that our material could be a promising candidate for certain applications such as photo-detectors, photovoltaics, and photocatalysts. This would be possible through collecting more photons of light to excite the electrons from the valence band to the conduction band.

3.5. Electrical results

3.5.1. Conductivity studies. The electrical conductivity of Cu$_{1.5}$Mn$_{1.5}$O$_4$ nanoparticles was calculated from the relation:

$$(a\nu) = A[h\nu - E_g]^n$$

where $\alpha$ is the absorption coefficient, $h\nu$ is the energy of the incident radiation, $A$ is a constant reflection of the amorphous solid structure’s disorder degree, $E_g$ is the gap energy, and the exponent $n$ characterizes the type of optical transition. Accordingly, it has four values 1/2, 2 and 1/3, 3 for direct, indirect allowed transition and direct and indirect forbidden transition respectively. Most semiconductors exhibit an allowed direct transition mechanism. Fig. 6b presents the curve $(a\nu)^2$ as a function of $\nu$. The gap energy was deduced from the intersection of the linear part with the energy axis. It is equal to 3.46 eV. This result indicates that our material could be a promising candidate for certain applications such as photo-detectors, photovoltaics, and photocatalysts. This would be possible through collecting more photons of light to excite the electrons from the valence band to the conduction band.

![Fig. 6](image_url) UV-visible absorption spectrum at room temperature (a) and variation in $(a\nu)^2$ vs. the energy of the photon $h\nu$ (b) for nanoparticles Cu$_{1.5}$Mn$_{1.5}$O$_4$.

![Fig. 7](image_url) The frequency variation of the conductivity at different temperatures of Cu$_{1.5}$Mn$_{1.5}$O$_4$ nanoparticles (a) and fit of the curves for some representative temperature (b).
\[ \sigma = G \frac{I}{A} \]  \hspace{1cm} (14)

where \( G \) is the electrical conductance, \( t \) is the thickness and \( A \) is the area of cross-section of the pellet. Fig. 7a shows that the conductivity \( \sigma \) increases as we increase the temperature, which indicates the thermal activation of the conduction process in \( \text{Cu}_{1.5}\text{Mn}_{1.5}\text{O}_4 \) nanoparticles. The conductivity \( \sigma \) presents two different types of behavior as a function of frequency: \(^{61,62} \) (i) at low frequencies, the conductivity \( \sigma \) is constant for a given temperature in a frequency range up to about \( 10^4 \text{ Hz} \) (Fig. 7b), which represents a uniform behavior attributed to the direct current conductivity \( (\sigma_{dc}) \). (ii) At high frequencies we observe an increase in conductivity, which may make available more carriers’ loads that come into play and more mechanism for jumping charge carriers between successive sites in this material. This then represents a dispersive behavior, being the alternative current conductivity \( (\sigma_{ac}) \). The electrical conductivity follows Jonscher’s law: \(^{63} \)

\[ \sigma = \sigma_{dc} + A\omega^s \]  \hspace{1cm} (15)

where \( \sigma_{dc} \) is the direct current conductivity, \( A \) is a temperature-dependent constant, and \( \omega \) is the angular frequency \( \omega = 2\pi f \). The exponent \( s \) is a dimensionless parameter that reflects the interaction degree between the mobile charge carriers and their environments. It has been used frequently to characterize electrical conduction in glasses, amorphous semiconductors, ionic conductors and some crystals. \(^{64} \) Using eqn (15), we made a fit of the curves shown in Fig. 7a for the temperatures \( (T = 125 \text{ K}, 130 \text{ K}, 135 \text{ K}, 140 \text{ K}, \text{ and } 145 \text{ K}) \) and Fig. 7b to deduce the values of \( \sigma_{dc}, A \) and the exponent \( s \). The origin of Jonscher’s dependence of conductivity as a function of temperature may be attributed to the relaxation of the ionic atmosphere following the movement of the particles. \(^{65} \) To understand the relaxation process, we analyzed the conductivity response \( \sigma_{dc} \) with the temperature according to the following three models. Fig. 8a shows the logarithmic variation of the conductivity \( \sigma_{dc} \) as a function of the inverse of the temperature in the range from 80 to 240 K. The curve has a linear behavior in three regions, which confirms the thermal activation (TA) of the conduction process in \( \text{Cu}_{1.5}\text{Mn}_{1.5}\text{O}_4 \) nanoparticles. The activation energies for the electrical conductivity were obtained from the Arrhenius relation: \(^{66} \)

\[ \sigma_{dc} = \sigma_0 \exp \left( -\frac{E_a}{K_B T} \right) \]  \hspace{1cm} (16)

where \( \sigma_0 \) is a pre-exponential factor, \( E_a \) is the activation energy, \( K_B \) is the Boltzmann constant \( (K_B = 8.625 \times 10^{-5} \text{ eV K}^{-1}) \) and \( T \) is the absolute temperature. The experimental data of dc conductivity are well fitted by the Mott and Davis law, \(^{67} \) which describes small polaron hopping (SPH):

\[ \sigma_{dc} T = \sigma_0 \exp \left( -\frac{E_a}{K_B T} \right) \]  \hspace{1cm} (17)

Fig. 8  Arrhenius plot of electrical conductivity with \( 1000/T \) (a), plot of \( \ln(\sigma_{dc} T) \) with \( 1000/T \) (b), and plot of \( \ln(\sigma_{dc}) \) with \( T^{-1/4} \) for \( \text{Cu}_{1.5}\text{Mn}_{1.5}\text{O}_4 \) nanoparticles (c).
where \( \sigma_0 \) is a pre-exponential factor, \( E_a \) is the activation energy, \( K_B \) is the Boltzmann constant and \( T \) is the absolute temperature. The plot of \( \ln(\sigma_{dc} \times T) \) vs. \((1000/T)\) shown in Fig. 8b for Cu\(_{1.5}\)Mn\(_{1.5}\)O\(_4\) nanoparticles shows an increase in the conductivity with the temperature, confirming that the conduction process is thermally activated. This result is expected of spinel semiconductor behavior.\(^{68-69}\) The \( E_a \) values are estimated from the slope of the linear fit plot. The fit results in the \( T^s \) curve clearly indicate that both models: TA thermal activation and small polaron hopping (SPH) are responsible for the conduction mechanism and predominance at high temperatures. The activation energies for TA and SPH models are collated in Table 2.

The variable range hopping (VRH) conduction model explains the nature of the nanocrystalline grain boundary diffusion mechanism:

\[
\sigma_{dc} = \sigma_0 \exp(T_0/T)^{0.25} \tag{18}
\]

where \( \sigma_0 \) is a pre-exponential factor, \( T \) is the absolute temperature and \( T_0 \) is the temperature of Mott, and its value was calculated from the slope of the curve \( \ln(\sigma_{dc}) \) as a function of \( (T)^{-0.25} \). According to Fig. 8c, the variation in \( \ln(\sigma_{dc}) \) with \( T^{-1/4} \) obeys the variable range hopping conduction mechanism. Consequently, we deduce that the transport model (VRH) can be a predominantly low-temperature transport process. Such behavior has been observed in semiconductor oxides and perovskites,\(^{70-71}\) where a change in the conduction mechanism at low temperatures is generally observed. The temperature of Mott \( (T_0) \) deduced from Fig. 8c is \( 3.575 \times 10^8 \) K.\(^{67}\)

\[
T_0 = \frac{24}{\pi K_B N(E_F)^{3/2}} \tag{19}
\]

where \( \xi \) represents the decay length of the localized wave function, \( K_B \) is the Boltzmann constant and \( N(E_F) \) is the density of states at the Fermi level. Based on eqn (19), it was found that the value of \( T_0 \) will be higher as the energy states' number at the Fermi level decreases, \( N(E_F) = 9.18 \times 10^{20} \text{eV}^{-1} \text{cm}^{-3} \).

In order to understand the conduction mechanisms in our dielectric materials, four models have been proposed. These models are based on tunneling load transport mechanisms by jumping over a potential barrier or through this barrier:

The quantum mechanical tunneling (QMT) model: according to the (QMT) model,\(^{72}\) the exponent \( s \) is almost equal to 0.8 and slightly increases with or without temperature. The conductivity \( \sigma_{dc} \) is given by the relation:

\[
\sigma_{dc}(\omega) = Ce^2aK_BT[N(E_F)]^{3/2}e^2\omega R_a^4 \tag{20}
\]

where \( C \) is a constant, \( e \) is the charge of electron, \( a \) is the ionization energy; \( T \) is the absolute temperature, \( N(E_F) \) is the state density at the Fermi level, \( K_B \) is the Boltzmann constant, \( \omega \) is the angular frequency and \( R_a \) is the hop length at the frequency:

\[
R_a = \frac{1}{2a} \ln(1/\omega \tau_0) \tag{21}
\]

The exponent \( s \) can be calculated using the following formula:

\[
S = 1 + \frac{1}{\ln(\omega \tau_0)} \tag{22}
\]

where \( a \) is the inverse localization length, \( \omega \) is the angular frequency and \( \tau_0 \) is the relaxation time.

For the correlated barrier hopping (CBH) model,\(^{73}\) the parameter \( s \) decreases as the temperature increases. It is as follows:

\[
S = 1 - \frac{6K_B T}{W_M + K_B T \ln(\omega \tau_0)} \tag{23}
\]

where \( K_B \) is the Boltzmann constant, \( T \) is the absolute temperature, \( W_M \) is the maximum value of the height of the potential barrier, \( \omega \) is the angular frequency and \( \tau_0 \) denotes the characteristic relaxation time of the order of the atomic vibrational period \( (\tau_0 = 10^{-12} \text{ s}) \). For fairly high values of \( W_M/K_BT \), eqn (23) becomes

\[
S = 1 - \frac{6K_B T}{W_M} \tag{24}
\]

From this equation, we can calculate the maximum value of the potential barrier’s height \( W_M \), which is connected to the distance \( R_{min} \) of the jump between the two neighboring wells according to eqn (25):\(^{74}\)

\[
R_{min} = \frac{e^2}{\xi(\omega)\epsilon_0 W_M} \tag{25}
\]

where \( e \) is the electron charge, \( \xi(\omega) \) is the permittivity of the material, \( \epsilon_0 \) is the dielectric permittivity of the vacuum and \( W_M \) is the maximum value of the height of the potential barrier, also called ionization energy.

For the overlapping large polaron tunneling (OLPT) model,\(^{75}\) the conductivity is given by the following expression:

| Table 2 | Activation energy obtained from the TA and SPH model of Cu\(_{1.5}\)Mn\(_{1.5}\)O\(_4\) nanoparticles |
|---------|--------------------------------------|
| TA      | SPH                                  |
|         | \( E_a \) \( \pm \) \( \text{eV} \) | \( E_a \) \( \pm \) \( \text{eV} \) |
| \[80–110 \text{ K} \] | \[110–155 \text{ K} \] | \[155–240 \text{ K} \] | \[80–110 \text{ K} \] | \[110–155 \text{ K} \] | \[155–240 \text{ K} \] |
| \( 0.071 \) \text{ eV} | \( 0.126 \) \text{ eV} | \( 0.002 \) | \( 0.174 \) \text{ eV} | \( 0.003 \) | \( 0.137 \) \text{ eV} | \( 0.002 \) | \( 0.190 \) \text{ eV} | \( 0.003 \) |
\[
\sigma_{ac}(\omega) = \frac{\pi^4 e^2 (K_B T)^2 N^2(E_F)}{12} \frac{\omega R_0^4}{2\alpha K_B T + \frac{W_{1k} r_p}{R_0^2}}
\] (26)

where \(e\) is the electronic charge, \(K_B\) is the Boltzmann constant, \(T\) is the absolute temperature, \(N(E_F)\) is the states' density at the Fermi level, \(r_p\) is the radius of the large polaron, \(\alpha\) is the inverse localization length, \(W_{1k}\) is the activation energy associated with the transfer load between the overlapping sites, and \(R_0\) is the jump length at the angular frequency \(\omega\) (which is the tunneling distance).

The jump length \(R_0\) was determined using the following equation:

\[
R_0 = \frac{1}{4\alpha} \left\{ \ln \left( \frac{1}{\omega \tau_0} \right) - \frac{W_{1k}}{K_B T} \right\}^{1/2} \left( \frac{W_{1k}}{K_B T} \ln \left( \frac{1}{\omega \tau_0} \right) + \frac{8\alpha \tau_0 W_{1k}}{K_B T} \right) \} \right\} (27)

where \(\alpha\) is the inverse localization length, \(\omega\) is the angular frequency, \(\tau_0\) is the characteristic relaxation time, \(W_{1k}\) is the activation energy associated with the transfer load between the overlapping sites, \(K_B\) is the Boltzmann constant, \(T\) is the absolute temperature and \(r_p\) is the radius of the large polaron.

According to this model, the exponent \(s\) is expressed by the following relation:

\[
S = 1 - \frac{8\alpha R_0 + \frac{W_{1k} r_p}{R_0 K_B T}}{2\alpha R_0 + \frac{W_{1k} r_p}{R_0 K_B T}} \} \right\} \right\} (28)

where \(\alpha\) is the inverse localization length, \(R_0\) is the jump length at the angular frequency \(\omega\) (which is the tunneling distance), \(W_{1k}\) is the activation energy associated with the transfer load between the overlapping sites, \(r_p\) is the radius of the large polaron, \(K_B\) is the Boltzmann constant and \(T\) is the absolute temperature.

In the non-overlapping small polaron tunneling (NSPT) model, the exponent \(s\) increases as the temperature increases and varies according to the following formula: \(s\)

\[
S = 1 + \frac{4}{\frac{W_{1k}}{K_B T} + \ln(\omega \tau_0)} \} \right\} \right\} \right\} (29)

with \(\tau_0\) is the relaxation time associated with the polaron formation process, \(\omega\) is the angular frequency, \(W_{1k}\) is the activation energy of the polarons, \(K_B\) is the Boltzmann constant and \(T\) is the absolute temperature.

AC conductivity \(\sigma_{ac}\) is written as follows:

\[
\sigma_{ac}(\omega) = \sigma_{dc} + A \omega^{s} = \sigma_{dc} \left( 1 + \frac{A \omega^{s}}{\sigma_{dc}} \right) = \sigma_{dc} \left( 1 + \left( \frac{\omega}{\omega_0} \right)^{s} \right) \} \right\} \right\} (32)

where \(\sigma_{dc}\) is the direct current conductivity, \(A\) is a temperature-dependent constant, and \(\omega\) is the angular frequency \(\omega = 2\pi f\). The exponent \(s\) is a dimensionless parameter that reflects the interaction degree between the mobile charge carriers and their environments.

\[\text{Fig. 9 Temperature evolution of the } s \text{ parameter.}\]
where $\omega_h$ is the crossover frequency from dc to dispersive conductivity region at $\omega > \omega_h$, it is known as the hopping frequency of the charge carrier.

Fig. 10 displays the plot of $\ln(\omega_h)$ as a function of $(1000/T)$ corresponding to the conduction of grain for Cu$_{1.5}$Mn$_{1.5}$O$_4$ in which the activation energy for the second region in Table 3 is nearly similar to that found previously from the DC conductivity of grains. We can therefore conclude that the mobility of charge carriers in this material is provided by the simple hopping mechanism at this region.

The temperature coefficient of resistivity (TCR) is important for sensor material performance used in an uncooled IR bolometer, as defined by the equation:

$$\text{TCR} = \left[ \frac{1}{\rho} \times \frac{\partial \rho}{\partial T} \right] \times 100\%$$

where $\rho = 1/\sigma_{dc}$ is the resistivity. We checked out whether our compound can be useful for these applications. We plotted in Fig. 11 the temperature-dependent temperature coefficient of resistivity for our sample and determined the TCR factor. The Cu$_{1.5}$Mn$_{1.5}$O$_4$ compound shows that a high negative TCR value is equal to $-15\% \text{ K}^{-1}$. Compared to other values of TCR collected from other works, our Cu$_{1.5}$Mn$_{1.5}$O$_4$ sample has a higher TCR value. The present result may act as a potential candidate for infrared detectors and uncooled infrared bolometric applications.

### 3.5.2. Complex impedance results.

The complex impedance of dielectric material is presented as follows:

$$Z^* = Z' - jZ''$$

where $Z'$ and $Z''$ are the real and the imaginary part of the complex impedance, respectively. Fig. 12a and b show the variation in the real $Z'$ and imaginary $Z''$ part as a function of frequency in the temperature range from 90 K to 160 K. We can notice that, in the lower frequency limit, $Z'$ is almost constant, and then, it decreases as the frequency and temperature increase. This result indicates a thermal activation behavior (Fig. 12a). In addition, the increasing trend of $Z'$, at the lower frequency limit, with the decrease in temperature is explained by the decrease in the AC conductivity due to the increase of the charge carrier mobility and a decrease in the density of trapped charges.$^{83}$ At a higher frequency, $Z'$ decreases rapidly and converges to a constant value. This can be explained by the increase in the AC conductivity in this range due to the release of immobile charges and the decrease in the trapped charges' density.$^{83}$ Furthermore, as illustrated in Fig. 12b, the spectrum of $Z''$ reaches a maximum reflecting the presence of relaxation frequencies corresponding to the grains.$^{83}$ Here, the peak gradually shifts towards higher frequencies when the temperature increases, indicating a thermal activated relaxation process. In order to estimate the activation energy of the contributions of the Cu$_{1.5}$Mn$_{1.5}$O$_4$ compound, we have plotted in Fig. 12c the variation in $\ln(f_{\text{max}})$ vs. 1000/$T$, where $f_{\text{max}}$ is the frequency at which the maximum of $Z''$ occurs; the obtained curve obeys the following Arrhenius law:

$$f_{\text{max}} = f_0 \exp \left( - \frac{E_a}{K_B T} \right)$$

### Table 3

| $R_1$ [80–110 K] | $R_2$ [110–155 K] | $R_3$ [155–240 K] |
|------------------|------------------|------------------|
| $E_a = 0.165 \text{ eV}, \pm 0.011$ | $E_a = 0.138 \text{ eV}, \pm 0.004$ | $E_a = 0.0018 \text{ eV}, \pm 0.004$ |
where $f_0$ is a pre-exponential factor, $E_a$ the activation energy, $K_B = 8.625 \times 10^{-5}$ eV K$^{-1}$ is the Boltzmann constant, and $T$ is the measurement temperature. The obtained values of the activation energy are 0.101 eV for $R_1$ and 0.131 eV for $R_2$. It is worth noting that the activation energy value corresponds to the second region $R_2$ and is close to those obtained by DC analysis. This suggests that during conduction and relaxation processes, the charge carriers need to overcome approximately the same energy barrier.

Fig. 12d represents the complex impedance plots of $Z'$ versus $Z''$ of Cu$_{1.5}$Mn$_{1.5}$O$_4$ at different temperatures, which is generally known as a Nyquist plot to distinguish the contributions of grains, grain boundaries and electrodes. The impedance spectra are constituted by semicircular arcs, which their radius of curvature decreases as a result of the increase in temperature. This behavior indicates a thermally activated conduction mechanism.

3.5.3. Complex modulus analysis. The electrical aspects of our compound can be described using the complex electric modulus $M^*$ given by:

$$M^* = M' + iM'' = \text{i} \omega C_0 Z^*$$  \hspace{1cm} (37)

where $M'$ is the real part and $M''$ is the imaginary part of the complex modulus and $C_0$ is the vacuum capacitance of the cell under investigation. Fig. 13 shows a typical frequency dependence of the real part of the complex electrical modulus $M'$ (a), the imaginary part of the complex electrical modulus $M''$ (b) and the Argand plot ($M''$ vs. $M'$) (d) of Cu$_{1.5}$Mn$_{1.5}$O$_4$ with the increase in frequency in the temperature range from 90 K to 160 K. It is observed in Fig. 13a that real modulus $M'$ plots exhibit a value of $M'$ that approaches zero for all temperatures at low frequency. This proves that the electrode polarization effect is excluded. The frequency increase indicates the existence of dispersion and then shows a plateau at higher frequencies. It is seen from Fig. 13b that the modulus spectra $M''$ have a single electrical relaxation peak for all temperatures, which is associated with the grain effect, centered at the dispersion region of $M'$. This relaxation peak moves toward higher frequencies associated with the increase in temperature. Thus, it can be concluded that the relaxation process is temperature dependent. At the low-frequency region meaning at frequencies below the maximum peak $M''_{\text{max}}$, there is a pure conduction process where the charge carriers drift to long distances. However, at the high-frequency region it is at frequencies above the maximum peak $M''_{\text{max}}$, the carriers are spatially constrained to move freely only within their potential wells over short distances. The $M''(f)$ experimental data have been adjusted according to the Bergman proposed Kohlrausch, Williams and Watts (KWW) function:

$$M'' = \frac{M''_{\text{max}}}{1 - \beta + \left( \frac{\beta}{1 + \beta} \right) \left( \frac{f_{\text{max}}}{f} \right)^{\beta}}$$  \hspace{1cm} (38)

where $M''_{\text{max}}$ is the peak maxima, $f_{\text{max}}$ is its corresponding frequency and $\beta$ is the stretching factor ($0 < \beta < 1$), which indicates a Debye or non-Debye type of the dielectric
As per eqn (38), the parameters obtained from the fitted data of $M^0_0(f)$ at different temperatures for our compound are collated in Table 4. We thus notice that all values of $\beta$ are less than unity. This confirms the non-Debye behavior for the Cu$_{1.5}$Mn$_{1.5}$O$_4$ compound. We plotted in Fig. 13c the variation in $\ln(f_{\text{max}})$ vs. $1000/T$, where $f_{\text{max}}$ is the frequency at which the maximum of $M''$ occurs in order to estimate the activation energy of the contributions for the Cu$_{1.5}$Mn$_{1.5}$O$_4$ compound. The obtained curve obeys the Arrhenius law. The obtained values of the activation energy revealed that $R_1$ is 0.09 eV and $R_2$ is 0.134 eV. It was found that our results confirm those obtained from the imaginary part of the impedance $Z''$ and justify the goodness of both adjustments of $M''$ vs. frequency and Nyquist curves. Fig. 13d shows the Argand plot for electric modulus ($M''$ vs. $M'$) at different temperatures of the Cu$_{1.5}$Mn$_{1.5}$O$_4$ sample. We observe a single semicircle associated with the grain effect. When the temperature increases, this semicircle transforms from a closed semicircle to an arc. Here, in the $M''$ vs. $M'$ plot, the existence of non-semicircles indicates non-Debye-type relaxation.

3.6. Dielectric study

The dielectric response of a semiconductor material can be defined by the following equation:

$$\varepsilon^* = \varepsilon' - j\varepsilon'' = \frac{1}{j\omega C_0 Z''}$$  \hspace{1cm} (39)

where $C_0$ is the vacuum capacitance of the capacitor and the terms $\varepsilon'(\omega)$ and $\varepsilon''(\omega)$ the real and the imaginary parts of the dielectric permittivity describing respectively the storage and the loss of energy in the material. The isothermal frequency-dependent real part of the complex dielectric permittivity ($\varepsilon'$), imaginary part of the relative dielectric constant ($\varepsilon''$) and dielectric loss of the Cu$_{1.5}$Mn$_{1.5}$O$_4$ are shown in Fig. 14a, b and c respectively. It was found that the dielectric constant increases as the temperature increases, while $\varepsilon'$ and $\varepsilon''$ follow an inverse frequency dependence. At low frequencies, high dielectric values can be explained by the increase in the polarization in the structure caused by the charge carriers' high mobility and associated with the increase in the temperature. $\varepsilon'$ and $\varepsilon''$ decrease as the frequency increases and remain constant at higher frequencies. This is attributed to the orientation of the

| $T$ (K) | $M^0_0_{\text{max}}$ ($10^{-3}$) | $\beta$   | $f_{\text{max}}$ (Hz) |
|----------|---------------------------------|-----------|----------------------|
| 90       | 2.02                            | 0.774(5)  | 1404                 |
| 100      | 1.95                            | 0.797(9)  | 4953                 |
| 110      | 1.97                            | 0.876(7)  | 12980                |
| 115      | 2.05                            | 0.923(4)  | 20260                |
| 120      | 1.98                            | 0.920(9)  | 34040                |
| 125      | 2.30                            | 0.968(7)  | 45790                |
| 130      | 2.57                            | 0.971(8)  | 49310                |
| 135      | 2.11                            | 0.976(7)  | 161500               |
| 140      | 2.08                            | 0.853(6)  | 217200               |
electric dipoles in the direction of the applied electric field. By increasing the frequency, all mechanisms of polarization cannot follow the orientation of the applied electric field. Consequently, the reorientational motion of the charge carriers tends to decrease the real part of permittivity values. This behavior is similar to that observed for other amorphous semiconductors. The tangent loss presents the dissipation of energy in dielectric system that is proportional to the imaginary part of permittivity. According to Fig. 14c, we note that at low frequencies, the losses are high and they gradually decrease at high frequencies until reaching a lower saturated value. As shown in Fig. 7, electrons can require more energy for conduction through grains, which can be due to the lower conductivity at lower frequencies. Thus, the energy dissipation is high showing in greater tangent losses. Whereas, at high frequency, the losses are reduced and the dipoles contribute to the polarization because the dipole polarization can orient themselves with the electric field, due to high conductivity. Finally, these results indicate that the Cu$_{1.5}$Mn$_{1.5}$O$_4$ nanoparticle sample could be used in many technological applications, e.g., Li-ion batteries, fuel cells, microwaves, and low-temperature cofired ceramics (LTCC) technology applications.

4. Conclusion

The structural, optical, electrical and dielectric properties of the cubic spinel Cu$_{1.5}$Mn$_{1.5}$O$_4$ prepared via a sol–gel route have been investigated. The XRD measurements showed that our compound crystallizes in the Fd$ar{3}$m cubic structure with a nanometer grain size and presents a CuO minority phase. The study by FTIR and Raman spectroscopy confirms the formation of our spinel compound. The optical band gap, determined by absorption spectrum, was evaluated at 3.82 eV, which presents a semiconductor behavior that will be more suitable for certain applications such as photodetectors, optoelectronics, photovoltaics and gas sensors. Additionally, the electrical conductivity measurements comply with Jonscher's law. The transportation of charge carriers follows two mechanisms: the nearest neighbor hopping, which transforms to Mott's variable-range-hopping when the temperature decreased. The variation in the exponent s as a function of temperature proves that the CBH model is associated with the conduction mechanism in region (I) and the (OLPT) model in region (II), while in region (III), the suitable model is NSPT. Electric modulus and impedance results have been shown one contribution of grain to the relaxation mechanism. This relaxation shifts to higher frequencies when the temperature increases. The activation energy was determined from the AC conduction, the imaginary part of impedance ($Z''$) and the modulus ($M''$). This suggests that during conduction and relaxation processes, the charge carriers need to overcome approximately the same energy barrier. Dielectric results present a high dielectric permittivity that proves to be useful in different technological applications.
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