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1 INTRODUCTION

It has attracted a lot of attention to predict the Origin-Destination (O-D) matrices of travel demand [10, 12, 40]. This task is challenging because the characteristics of the demand data vary with mobility services. For example, the O-D matrices for the subway stations are generally dense and probably satisfy the continuous Gaussian distribution, which implicitly underlies deterministic deep learning models. But for ride-hailing or bike-sharing services, the O-D zones could be much more granular, which lead to sparse and discrete entries in the O-D matrices. This sparsity issue becomes even more severe in the O-D matrices with high spatial-temporal resolution, because the initially dense O-D matrices could become much more dilated. As the mobility companies are increasingly adopting real-time interventions, the accurate prediction of the sparse and discrete O-D matrices at a high spatial-temporal resolution could significantly improve the quality of mobility services.

Although the prediction of dense and low-resolution O-D matrices has been extensively studied using deep learning (DL) models, few studies addressed the sparsity issue in the high-resolution travel demand data. The continuous data entries in the dense O-D matrices could follow Gaussian distributions [12, 13, 21, 30, 45, 46]. However, a large number of zero entries in a sparse O-D matrix evidently deviate from the Gaussian assumption. When the O-D matrix is sparse and dispersed with integer values, discrete distributions like the negative binomial distribution, would be more appropriate. Moreover, an enormous number of zeros could naturally emerge when the data set has a high spatial-temporal resolution. These zeros are important for transportation management, because they indicate areas with particularly low demand. Therefore, a successful prediction model should capture explicitly the zeros in the sparse

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
KDD ’22, August 14–18, 2022, Washington, DC, USA.
© 2022 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-9385-0/22/08...$15.00
https://doi.org/10.1145/3534678.3539093

ABSTRACT

Origin-Destination (O-D) travel demand prediction is a fundamental challenge in transportation. Recently, spatial-temporal deep learning models demonstrate the tremendous potential to enhance prediction accuracy. However, few studies tackled the uncertainty and sparsity issues in fine-grained O-D matrices. This presents a serious problem, because a vast number of zeros deviate from the Gaussian assumption underlying the deterministic deep learning models. To address this issue, we design a Spatial-Temporal Zero-Inflated Negative Binomial Graph Neural Network (STZINB-GNN) to quantify the uncertainty of the sparse travel demand. It analyzes spatial and temporal correlations using diffusion and temporal convolution networks, which are then fused to parameterize the probabilistic distributions of travel demand. The STZINB-GNN is examined using two real-world datasets with various spatial and temporal resolutions. The results demonstrate the superiority of STZINB-GNN over benchmark models, especially under high spatial-temporal resolutions, because of its high accuracy, tight confidence intervals, and interpretable parameters. The sparsity parameter of the STZINB-GNN has physical interpretation for various transportation applications.
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matrix and quantify their uncertainty, thus guiding the service allocation and management decisions.

To address sparsity, we propose a Spatial-Temporal Zero-Inflated Negative Binomial Graph Neural Network (STZINB-GNN) to quantify uncertainty and enhance prediction performance. We utilize zero-inflated negative binomial (ZINB) distributions to capture the enormous number of zeros in sparse O-D matrices, and the negative binomial (NB) distribution for each non-zero entry. Different from the variational autoencoder models, we design the spatial-temporal embedding with an additional parameter \( \pi \) to learn the likelihood of the inputs being zero. Our model utilizes the representation power of spatial-temporal graph neural networks to fit the parameters of probabilistic distributions. We compare a variety of probabilistic layers to assess the effectiveness of \( \pi \) in capturing sparsity. Empirically, we demonstrate the superiority of our model in the data set with fine-grained spatial-temporal resolution. Our main contributions include:

1. We propose the STZINB-GNN to quantify the spatial-temporal uncertainty of O-D travel demand using a parameter \( \pi \) to learn data sparsity.
2. The parameters of the probabilistic GNNs successfully quantify the sparse and discrete uncertainty particularly in high-resolution data sets.
3. We demonstrate that the STZINB-GNN outperforms other models by using two real-world travel demand datasets with various spatial-temporal resolutions.

The paper is organized as follows. Section 2 summarizes recent studies related to DL models for travel demand prediction, sparse data modeling, and uncertainty quantification. Section 3 defines the research question and develops the model. Section 4 introduces the dataset used for the case study, the evaluation metrics, and the experimental results. Section 5 concludes the paper and discusses future research.

2 LITERATURE REVIEW

2.1 Travel demand prediction with spatial-temporal deep learning

Travel demand prediction is a fundamental task in transportation applications. Based on the spatial division of the area of interest into zones, travel demand prediction is usually associated with the prediction of flow from the origin zone to the destination zone pairs, in the form of O-D matrices [12]. The main challenges for O-D matrix prediction relate to time series prediction and spatial correlation detection. Recently these challenges have been addressed using spatial-temporal deep learning techniques. Convolution Neural Network (CNN) based techniques are applied to extract the spatial patterns because O-D matrices are usually modelled on urban grids [22, 41, 43]. Noticeably, the CNN and its variants discover spatial patterns in Euclidean space [39]. The O-D matrices naturally possess the graph structure where origin or destination regions are usually regarded as the nodes and the O-D pairs are the edges. Recent work also applied graph neural networks (GNNs) on travel demand estimation to capture non-Euclidean correlations [4, 40]. On the other hand, Ke et al. [12] regarded O-D pairs, instead of origin and destination regions, as nodes and applied multi-graph convolutional network to predict ride-sourcing demand. Other studies used deep learning to predict the individual travel behavior by focusing on interpretation and architectural design [32, 34]. The power of deep learning arises from its representation learning capacity and its new statistical foundation [33]. However, both CNN and GNN-based approaches treat the O-D matrix entries as continuous and only focus on coarse temporal resolutions, like 60 minutes. Very few studies discussed the challenge to analyze the sparse O-D matrices with high spatial-temporal resolution.

Sparse travel demand data are different from the missing data. Zeros in sparse data mean no trips, but the sensors work properly. Missing data, on the other hand, are unobservable, potentially due to sensor malfunction. Wang et al. [35] applied the spatial-temporal Hankelization and tensor factorization to estimate traffic states using only 17% of the matrix entries. However, tensor factorization is a transductive method, which needs recalculation when new data come in. It is not suitable for short-term prediction. To differentiate our contributions from previous work, we will emphasize our model’s spatial-temporal interpretability and uncertainty quantification in travel demand prediction.

2.2 Uncertainty of sparse travel demand prediction

Besides the average value, it is widely acknowledged that models should also predict uncertainty [26, 44]. The deterministic models that dominate the majority of the research implicitly assume homoskedasticity (i.e. common variance), which significantly simplifies the variance structure [2, 6]. However, it is also critical to capture uncertainty of sparse travel demand using deep learning. Rodrigues and Pereira [27] explored uncertainty quantification by training a CNN-LSTM model to fit both the mean and the quantiles. They showed the power of combining the spatial and temporal embedding to predict various distributions, but they did not investigate the sparse scenario. In non-DL models, Jang [8] showed that travel demand follows a zero-inflated negative binomial distribution. Rojas et al. [28] also noted that using a zero-inflation model is promising for modeling intermittent travel demand. However, recent demand prediction papers sidestepped this challenge by choosing a low resolution, such as 60 minutes [11, 12]. It is challenging to consider the higher resolution, such as 5min, because a deterministic DL model is no longer appropriate. Hence, it could be a viable alternative to combine the zero-inflated distribution and the deterministic DL to analyze the sparse O-D matrices.

It is also critical to design metrics to evaluate the quality of uncertainty quantification. Khosravi et al. [14] proposed mean prediction interval width and prediction interval coverage probability to quantify data uncertainty. Sankararaman and Mahadevan [29] introduced a likelihood-based metric, which is also an effective indicator to measure the alignment of the predicted and ground truth data distributions. Based on the existing research gap, our paper seek to design a model that formulates the sparse travel demand prediction problem with proper spatial-temporal pattern recognition and tight prediction interval bounds.
3 METHODOLOGY

3.1 Problem Description
Our model predicts the future expected travel demand and confidence interval of each O-D pair with \( k \) time windows ahead, using \( m \) origins and \( u \) destinations along with the travel demand in time periods (windows) of length \( T \) minutes. It is a sequence-to-sequence prediction task. Different from the previous work that treated the locations of origins or destinations as vertices, we build the O-D graph \( G = (V, E) \) where \( V \) represents the O-D pair set, \( E \) denotes the edge set, and \( A \in \mathbb{R}^{\vert V \vert \times \vert V \vert} \) is the adjacency matrix describing the relationship between O-D pairs [12]. It is clear that \( \vert V \vert = m \times u \), and the O-D graph is fully connected. Let \( x_i \) denote the trips of the \( i^{th} \) O-D pair in the \( t^{th} \) time window, where \( i \in V \), \( x_i \in \mathbb{N} \). Then \( X_t \in \mathbb{N}^{\vert V \vert \times T} \) denote the demand for all O-D pairs in the \( t^{th} \) time window, with \( x_i \) as its entry. Our goal is to leverage historical records \( X_{1:t} \) as the data inputs to predict the distribution of \( X_{t+k} \) (i.e. the demand for the next \( k \) time windows), thus analyzing the expectation and confidence intervals of the future demand.

3.2 Zero-Inflated Negative Binomial (ZINB) Distribution
We assume that the inputs follow the ZINB distribution [9, 28]. A random variable that follows NB distribution has a probability mass function \( f_{NB} \) as:

\[
f_{NB}(x; n, p) \equiv Pr(X = x_k) = \binom{x_k + n - 1}{n - 1} (1 - p)^x_k p^n. \tag{1}
\]

where \( n \) and \( p \) are the shape parameters that determine the number of successes and the probability of a single failure respectively. However, the real-world data often have many observations with zeros and overdispersion [18]. The exploded number of zeros exacerbates the parameter learning of the NB distribution. A new parameter \( \pi \) is therefore introduced to learn the inflation of zeros, leading to the ZINB distribution. Formally, its probability mass function can be described as:

\[
f_{ZINB}(x_k; \pi, n, p) \equiv \begin{cases} 
\pi + (1 - \pi)f_{NB}(0; n, p) & \text{if } x_k = 0 \\
(1 - \pi)f_{NB}(x_k; n, p) & \text{if } x_k > 0.
\end{cases} \tag{2}
\]

Two steps are needed to generate the distributions of the data: they are either zeros with probability \( \pi \) or non zeros with probability \( 1 - \pi \) following the NB distribution. The parameters \( \pi, n, p \) in the probability distributions are parameterized by spatial-temporal GNNs.

3.3 STZINB-GNN
We introduce STZINB-GNN, a generalizable deep learning architecture, to capture spatial-temporal correlations \( Z = M(X_{1:T}, A) \) under the ZINB assumption for each O-D matrix entry and predict the future \( k \) time windows ahead with \( f_{ZINB}(X_{t+1:t+k}|Z) \). \( M \) is the proposed model framework that takes the historical demand \( X_{1:t} \in \mathbb{Z}^{\vert V \vert \times nT} \) and adjacency matrix \( A \in \mathbb{R}^{\vert V \vert \times \vert V \vert} \) as inputs, and learns the parameter embedding \( Z \in \mathbb{R}^{\vert V \vert \times k} \times 3 \) of the future demand \( X_{t+1:t+k} \in \mathbb{R}^{\vert V \vert \times k} \) with:

\[
f_{ZINB}(X_{t+1:t+k}|n_{t+1:t+k}, p_{t+1:t+k}, \pi_{t+1:t+k}) = f_{ZINB}(X_{t+1:t+k}|M(X_{1:T}, A)) = f_{ZINB}(X_{t+1:t+k}|Z). \tag{3}
\]

The overall architecture of the STZINB-GNN is shown in Figure 1. We convert a batch of size \( B \) of input O-D-T tensor at \( j^{th} \) time window \( X_{j:t}+B \in \mathbb{Z}^{\vert V \vert \times BT} \) into a tensor \( X_{j} \in \mathbb{Z}^{\vert V \vert \times B} \times T \) as the model input. We use Diffusion Graph Convolution Networks (DGCNs) to capture the spatial adjacency of O-D pairs, and use Temporal Convolutional Networks (TCNs) for temporal correlation. The outputs of the DGCNs and TCNs, including the spatial embedding \( n_s, p_s, \pi_s \) and temporal embedding \( n_t, p_t, \pi_t \), are used to parameterize the ZINB distribution. These spatial and temporal embeddings contain the independent estimation of the ZINB parameters of their spatial and temporal locality. We then fuse the \( n_s, p_s, \pi_s \) and \( n_t, p_t, \pi_t \) into \( Z \) using the Hadamard product, which can be replaced by other non-linear operations like a fully-connected layer. By fusing the

![Figure 1: Framework of STZINB-GNN model.](image-url)
spatial and temporal embeddings of the distribution parameters, we obtain the final ZINB parameter set \( Z \) that fulfills
\[
f_{\text{ZINB}}(X_{t+1:t+k}|\pi_{t+1:t+k}, \pi_{t+1:t+k}, \pi_{t+1:t+k}) = f_{\text{ZINB}}(X_{t+1:t+k}|Z).
\]
(4)

Notice that the fused \( Z \) in Figure 1 can be interpreted as the parameter set of the future demand distribution. This procedure is similar to the variational autoencoders (VAEs) concept, where we learn the latent shape variables that formulate the distributions \([7, 15, 16]\). The theory of VAEs is used to introduce deep learning techniques into the statistical domain of variational inference, which provides more powerful representation of latent variables. Our encoding component uses the spatial-temporal embedding architecture with an additional sparsity parameter and the decoding part is related to the probabilistic estimation of future demand.

To address the problem that zeros will give infinite values for the KL-divergence based variational lower bound, we directly use the negative likelihood as our loss function to better fit the distribution into the data. Let \( y \) be the ground-truth values corresponding to \( y > 0 \) parts, and can be approximated as \([23, 24]\):
\[
LL_y = \begin{cases} 
\log \pi + \log (1 - \pi) p^n & \text{when } y = 0 \\
\log 1 - \pi + \log \Gamma(n + y) - \log \Gamma(y + 1) \\
- \log \Gamma(n) + n \log p + y \log(1 - \pi) & \text{when } y > 0
\end{cases}.
\]
(5)

where \( \pi, n, p \) are also selected and calculated according to the index of \( y = 0 \) or \( y > 0 \), and \( \Gamma \) is the Gamma function. The final negative log likelihood loss function is given by:
\[
NLL_{\text{STZINB}} = -LL_{y=0} - LL_{y>0}.
\]
(6)

Note that our model can also be generalized to other distributions by modifying the probability layer into other distributions and using \( Z \) to represent the related shape parameter sets. For example, if we use Gaussian distribution as our model, we can parameterize the probability layer using the spatial and temporal embedding of the mean and variance, thus quantifying the data uncertainty that follows the Gaussian distribution. Using the flexibility of the probability layer, we design a variety of benchmark models to compare to the ZINB model. Our scripts can be found in Github\(^1\).

### 3.4 Adjacency Matrix for O-D Pairs

This study uses O-D pairs as vertices, different from the previous GNN approaches that use regions as vertices \([4, 5, 30, 41]\). Therefore, we need to model spatial correlations of O-D pairs and construct the adjacency matrix in a different way. Intuitively, the O-D pairs with similar origins or destinations are also close in a graph representation, because passengers are likely to transfer between adjoining O-D pairs rather than remote ones. Inspired by the work of Ke et al. \([12]\), we formulate our adjacency matrix as:
\[
\begin{align*}
A_{ij}^O &= \text{haversine}(\text{lng}_i^O, \text{lat}_i^O, \text{lng}_j^O, \text{lat}_j^O)^{-1}, & i, j \in V \\
A_{ij}^D &= \text{haversine}(\text{lng}_i^D, \text{lng}_j^D, \text{lat}_i^D, \text{lat}_j^D)^{-1}, & i, j \in V \\
A_{ij} &= \frac{1}{2}((A_{ij}^O)^2 + (A_{ij}^D)^2),
\end{align*}
\]
(7)

where \( \text{lng}_i^O, \text{lat}_i^O, \text{lng}_j^O, \text{lat}_j^O \) are the longitudes and latitudes of the origins of O-D pair \( i, j \), and \( \text{lng}_i^D, \text{lng}_j^D, \text{lat}_i^D, \text{lat}_j^D \) are for the destinations similarly. The function \( \text{haversine}(\cdot) \) takes the longitudes and latitudes of two geographical points and calculate their distance on Earth. The basic idea is to leverage the O-D pairs’ geographical adjacency by averaging the origin and destination similarity. It is clear that the order of \( i, j \) does not affect the output of the \( \text{haversine} \) function, which means \( A \) is symmetric. The final adjacency matrix \( A \) is the quadratic mean of \( A^O \) and \( A^D \), where the distances between origins or destinations have the same influence in the adjacency matrix. Future studies can assign different weights to the origins or destinations in constructing the adjacency matrix, or even combine with demographic graphs to enrich the information of \( A \). Since this paper focuses on uncertainty quantification and interpretability of the model, we use a simple construction of \( A \) to prevent any distraction.

### 3.5 Diffusion Graph Convolution Network

In order to capture the stochastic nature of flow dynamics among O-D pairs, we model the spatial correlations as a diffusion process \([1, 20]\). Introducing the diffusion process facilitates the learning of the spatial dependency from one O-D pair to another. The process is characterized by a random walk on the given graph with a probability \( \alpha \in [0, 1] \) and a forward transition matrix \( \tilde{W}_f = A/\text{rowsum}(A) \) \([37]\). After sufficiently large time steps, the Markovian property of the diffusion process guarantees it to converge to a stationary distribution \( P \in \mathbb{R}^{|V|}\times|V| \). Each row of \( P \) stands for the probability of diffusion from that node. The stationary distribution can be calculated in closed form \([31]\):
\[
P = \sum_{k=0}^{\infty} \alpha(1 - \alpha)^k D^{-1} A^k,
\]
(8)

where \( k \) is the diffusion step, which is usually set to finite number \( K \). Variable \( k \) is only reused for demonstration of the diffusion process. We can similarly define the backward diffusion process with backward transition matrix \( \tilde{W}_b = A^T/\text{rowsum}(A^T) \). Since our adjacency matrix \( A \) is symmetric, \( \tilde{W}_f = \tilde{W}_b \). The forward and backward diffusion processes model the dynamics of passengers shifting from one O-D pair to another, like the shifting from school-home trip to home-market trip. The building block of DGCN layer can be written as \([37]\):
\[
H_{t+1} = \sigma \sum_{k=1}^{K} T_k(\tilde{W}_f) H_{t} \Theta_{f,l}^k + T_k(\tilde{W}_b) H_{t} \Theta_{b,l}^k),
\]
(9)

where \( H_t \) represents the \( t^{th} \) hidden layer; the Chebyshev polynomial \( T_k(X) = 2XT_{k-1}(X) - T_{k-2}(X) \) is used to approximate the convolution operation in DGCN, with boundary conditions \( T_0(X) = I \) and \( T_1(X) = X \) (note that the Chebyshev polynomial is used to approximate the diffusion \( P \) instead of using the closed form); learned parameters of the \( t^{th} \) layer \( \Theta_{f,l}^k \) and \( \Theta_{b,l}^k \) are added to control how each node transforms the received information; \( \sigma \) is the activation function (e.g. ReLU, Linear). In our model we stack 3 DGCN layers to better capture the O-D dynamics.

\(^1\)https://github.com/ZhuangDingyi/STZINB
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3.6 Temporal Convolutional Network

As Wu et al. [38] point out, the advantages of TCNs compared with recurrent neural networks (RNNs) include: 1) TCNs can use the sequences with varying length as inputs, which is more adaptive to different time resolutions and scales; 2) TCNs have a lightweight architecture and fast training [3]. The general idea of TCNs is to apply a shared gated 1D convolution with width $w_l$ in the $l^{th}$ layer in order to pass the information from $w_l$ neighbors at the current time point. Each TCN layer $H_l$ receives the signals from the previous layer $H_{l-1}$ and is updated using [19]:

$$H_l = f (Γ_l * H_{l-1} + b),$$

(10)

where $Γ_l$ is the convolution filter for the corresponding layer, $*$ is the shared convolution operation, and $b$ stands for the bias. If previous hidden layer follows $H_{l-1} \in \mathcal{R}^{B \times |V| \times w_{l-1}}$, then the convolution filter is $Γ_l \in \mathcal{R}^{w \times w_l \times |V|}$ so that $H_l \in \mathcal{R}^{B \times |V| \times w_l}$. If there is no padding in each TCN layer, it is clear that $w_l < w_{l-1}$. TCN is also a type of sequence-to-sequence model, which can directly output prediction for future target windows in a row. Furthermore, the TCN receptive field is flexible, which can be controlled by the number and kernels of $Γ_l$. It is useful in our following discussion about scaling our model with different temporal resolutions. We also stack 3 TCN layers.

4 NUMERICAL EXPERIMENTS

4.1 Data

In this session, we assess the model performance using two real-world datasets from Chicago Data Portal (CDP) and Smart Location Database (SLD). The CDP dataset contains the trip records of Transportation Network Providers (ride-sharing companies) in the Chicago area. The city of Chicago is divided into 77 zones and the trip requests with pick-up and drop-off zone are recorded every 15min. We use 4-month observations from September 1st, 2019 to December 30th, 2019. The dataset is divided into various spatial resolutions to facilitate the discussion of model performance. We randomly select $10 \times 10$ O-D pairs with the same time period as spatially sparse data sample; The SLD dataset is also used in the work of Ke et al. [12]. Specifically, we select the For-Hire Vehicle (FHV) trip records in the Manhattan area (divided into 67 zones by administrative zip codes) from January 2018 to April 2018. This SLD data have similar features as the CDP dataset, including timestamps, and pick-up and drop-off zone IDs. As the dataset includes the timestamps of the individual trip information, we vary the temporal resolution (5min, 15min, and 60min intervals) to test our model performance. In addition to the full O-D matrix ($67 \times 67$), we also sample $10 \times 10$ small O-D pair samples to align with the CDP dataset. We use 60% of the data for training, 10% for validation, and the last 30% for testing. Table 1 summarizes the data scenarios used in the analysis.

The zero rate increases from 50% to 88% as the temporal resolution for SLD dataset increases from 60 minutes to 5 minutes. As shown in Figure 2, the distribution of O-D flows is quite skewed because most of the O-D flows are concentrated around small values. The O-D flows at a 60min resolution have several observations larger than 8, but at 5min resolution, the lowest value is 3 trips within the 5-minute interval. Such sparse (and small value) O-D matrix is a challenge for most of the deterministic deep learning models.

4.2 Evaluation Metrics

We use the metrics for both the point estimate statistics and distributional characteristics to evaluate and compare the performance of the various models. The prediction accuracy of the expected median value (i.e. point estimate accuracy) is evaluated using the Mean Absolute Error (MAE):

$$\text{MAE} = \frac{1}{k|V|} \sum_{i=1}^{k|V|} |x_i - \hat{x}_i|,$$

(11)

where $\hat{x}_i$ and $x_i$ are the predicted and ground-truth values of $i^{th}$ data point respectively. To evaluate the estimated uncertainty, we use Mean Prediction Interval Width (MPIW) on the 10%-90% confidence interval [14]:

$$\text{MPIW} = \frac{1}{k|V|} \sum_{i=1}^{k|V|} (U_i - L_i),$$

(12)

where $L_i$ and $U_i$ correspond to the lower and upper bound of the confidence interval for observation $i$. The definition of MPIW can be extended to other quantiles of the data. Tighter (smaller) prediction intervals are more desirable. Apart from MPIW, we also use the Kullback-Leibler Divergence (KL-Divergence) to assess how close the model output distribution is to the test set distribution [17]. We define the KL-Divergence as:

$$\text{KL-Divergence} = \frac{1}{k|V|} \sum_{i=1}^{k|V|} (\hat{x}_i \log \frac{\hat{x}_i + \epsilon}{x_i + \epsilon})$$

(13)
Table 2: Model comparison under different metrics. $X/Y$ values correspond to the mean/median values of the distribution.

| Data scenario | Metrics          | STZINB-GNN | STNB-GNN | STG-GNN  | STTN-GNN | HA  | STGCN |
|---------------|------------------|------------|----------|----------|----------|-----|-------|
| CDP_SAMP10    | MAE              | 0.368/0.366| 0.382/0.379| 0.409/0.409| 0.432/0.606| 0.522/0.532| 0.395 |
|               | KL-Divergence    | 1.018      | 1.020    | 2.407    | 2.089    | /   | /    |
|               | True-zero rate   | 0.291/0.424| 0.342/0.478| 0.435/0.455| 1.058/0.928| 1.377/1.377| 0.897 |
|               | F1-Score         | 0.848/0.846| 0.848/0.844| 0.818/0.818| 0.842/0.846| 0.809/0.809| 0.840 |
| SLD_SAMP10    | MAE              | 0.663/0.666| 0.627/0.616| 0.630/0.630| 0.695/0.665| 0.697/0.630| 0.630 |
|               | KL-Divergence    | 1.310      | 3.628    | 2.604    | 1.931    | /   | /    |
|               | True-zero rate   | 0.518/0.507| 0.980/1.662| 1.022/1.022| 3.578/3.052| 0.978/0.768| 0.768 |
|               | F1-Score         | 0.499/0.502| 0.465/0.418| 0.461/0.461| 0.308/0.336| 0.364/0.478| 0.478 |
| SLD_5min      | MAE              | 0.567/0.566| 0.556/0.552| 0.555/0.555| 0.477/0.500| 0.456/0.563| 0.563 |
|               | KL-Divergence    | 0.149/0.150| 0.147/0.144| 0.155/0.155| 0.155/0.155| 0.149/0.159| 0.159 |
|               | True-zero rate   | 0.094      | 1.249    | 0.922    | 0.741    | /   | /    |
|               | F1-Score         | 0.879/0.879| 0.875/0.866| 0.877/0.877| 0.870/0.877| 0.874/0.874| 0.874 |
| SLD_15min     | MAE              | 0.370/0.372| 0.351/0.342| 0.356/0.356| 0.365/0.356| 0.418/0.373| 0.373 |
|               | KL-Divergence    | 0.603      | 2.283    | 1.353    | 1.215    | /   | /    |
|               | True-zero rate   | 0.167/0.156| 0.357/0.704| 0.353/0.353| 1.445/1.211| 0.445/0.395| 0.395 |
|               | F1-Score         | 0.725/0.727| 0.710/0.684| 0.709/0.709| 0.632/0.648| 0.703/0.708| 0.708 |
| SLD_60min     | MAE              | 1.040/1.067| 0.958/0.947| 1.199/1.199| 1.275/1.254| 1.014/0.997| 0.997 |
|               | KL-Divergence    | 0.527      | 5.753    | 3.282    | 1.592    | /   | /    |
|               | True-zero rate   | 0.458/0.476| 0.443/0.425| 0.390/0.390| 0.288/0.308| 0.447/0.438| 0.438 |
|               | F1-Score         | 0.536/0.537| 0.538/0.534| 0.479/0.479| 0.407/0.423| 0.490/0.538| 0.538 |

Figure 3: Prediction results in the SLD_15min and SLD_60min scenarios. Results are averaged over the spatial dimension (i.e. all O-D pairs)

Since many $x_i$ and $\hat{x}_i$ values are likely to be zeros, a small perturbation $\epsilon = 10^{-5}$ is used to avoid numerical issue because of division by 0. Since the KL-Divergence measures the difference between two distributions, smaller values are desirable.

To compare the model performance on the discrete O-D matrix entries, we use the true-zero rate and F1-score measurements. The true-zero rate quantifies how well the model replicates the sparsity in the ground-truth data. The F1-score, on the other hand, measures the accuracy of discrete predictions. Even though the F1-score is designed for classification models, we can still consider the discrete values as multiple labels and define the precision and recall accordingly [25]. Larger true-zero rate and F1-score values indicate better model performance.

4.3 Model Comparison

In order to explore the advantages of the STZINB-GNN, we compare the STZINB-GNN results against three other models: (1) **Historical Average (HA)** serves as the statistic baseline. It is calculated by averaging the demand in the same daily time intervals (e.g. 8:00AM-8:15AM) from the historical data to predict the one-step ahead future demand. (2) **Spatial-Temporal Graph Convolutional Networks (STGCN)** is the state-of-the-art deep learning model for traffic prediction [42]. STGCN also uses graph convolution for spatial embedding and temporal convolution for temporal embedding. However, it fails to quantify the demand uncertainty and only produces point estimates; (3) **Models with probabilistic assumptions** in the spatial-temporal embedded probabilistic layer: negative binomial (STNB-GNN), Gaussian (STG-GNN), and truncated normal (STTN-GNN), as shown in Figure 1. These three
distributions have two parameters, less than the three parameters of STZINB-GNN. The other components and parameters are the same across these models.

STZINB-GNN outperforms other models when the O-D matrix resolution is high but performs worse when the resolution becomes coarser. Table 2 highlights the fields in bold to indicate the best performance for each data set. For fair comparison, the outputs from the continuous-output models, including STG-GNN, STTN-GNN, HA, and STGCN, were rounded to the closest integer to compare to the STNB-GNN and STZINB-GNN. As shown in Table 2, when the spatial and temporal resolutions are low, like the CDP_SAMP10 and SLD_SAMP10 cases, STZINB-GNN performs similarly to STNB-GNN. In the sparsest scenario, SLD_5min (with 88% zeros), STG-GNN, STTN-GNN, and STGCN fail to effectively capture the skewed data distribution, leading to low true-zero rates and F1-scores. The STZINB-GNN, on the other hand, successfully learns the sparsity of the data. Its prediction has a very small MPIW, nearly 10 times smaller than the other models. When the temporal resolution decreases, the STNB-GNN, STTN-GNN, and STGCN start to outperform STZINB-GNN. In the SLD_60min case, STNB-GNN fits the data better than the STGCN. The STZINB-GNN, on the other hand, only predicts the true-zero entries better. No single model dominates others under all resolution levels [36].

The negative binomial distribution in the probability layer can effectively capture the discrete values of the travel demand. Figure 3 illustrates the predicted and ground-truth average travel demand in the SLD (New York) data for two consecutive days, with Figure 3(a) for the SLD_15min and Figure 3(b) for the SLD_60min. With finer resolutions, the STNB-GNN and STZINB-GNN models are more likely to accurately predict the average travel demand. When the resolution decreases, like in the 60min case, all the deep learning models deliver similar performance. This 60-min resolution is commonly used in the majority of the deep learning studies, but our results demonstrate the importance of discrete probabilistic assumptions when the temporal unit is shorter than 60 minutes.

4.4 Uncertainty Quantification

The STZINB-GNN provides superior performance in quantifying uncertainty, because it uses much narrower MPIW for a fixed probability coverage, particularly when the temporal resolution is high. Figure 4 visualizes the scatter plots for the MPIW and the groundtruth travel demand of the 4489 O-D pairs at three temporal resolutions. Figure 4(a) demonstrates that the STZINB-GNN leads to significantly smaller MPIW than the other models in the granular 5min resolution case. This is because the average travel demand for each O-D pair is less than two in the SLD_5min case and most of them are zeros. The introduction of the sparsity parameter $\pi$ in STZINB-GNN effectively captures the zeros. The STG-GNN and STTN-GNN are not able to capture the skewness of the data distribution, leading to large MPIWs. However, when the temporal resolution decreases, the zero-inflation with the sparsity parameter $\pi$ becomes less important. Figures 4(b) and 4(c) show that the SLD_15min and SLD_60min cases have larger average travel demand per 15 and 60 minutes time interval. In these two cases, the

Figure 4: Model prediction uncertainty at various resolutions (SLD_5min to SLD_60min). The top row shows the MPIW needed to predict the demand of each O-D pair at different resolutions. The bottom row represents the prediction with uncertainty for a specific O-D pair, from Midtown Center to Union Square, in April 25 and 26, 2018. This O-D pair is selected because it has the largest trip flow.
STZINB-GNN has smaller MPIW only when the average travel demand is small. The STG-GNN and STTN-GNN outperform STZINB-GNN when the average demand is large. However, their output prediction distributions are not stable, because the same travel demand value corresponds to different MPIW with a large variance.

The bottom row of Figure 4 compares the expectation and MPIW between STZINB-GNN and STNB-GNN for a specific O-D pair that has the largest demand flow in the selected time range. In the SLD_5min and SLD_15min cases, the STZINB-GNN provides more compact confidence intervals than the STNB-GNN, even when its point prediction is less accurate. The results are consistent with the results in Table 2 and the MPIW comparison in the top row of Figure 4.

4.5 Interpretation of the Sparsity Parameter $\pi$

The sparsity parameter $\pi$ in the ZINB distribution measures how likely a zone has zero demand. Note that each of our predicted O-D pair has the parameter $\pi$, which can capture the inflow and outflow sparsity level of a zone. Since O-D relationship is hard to illustrate in the map, we focus on a specific zone and project the O-D activities when the zone is selected as the origin or destination. Figure 5 shows the O-D activity (i.e. the parameter $\pi$) heatmap of Time Square, during the morning and evening peaks of April 25, 2018. It can be found that spatial locality exists, where communities are more likely to commute to their neighbors. Moreover, the temporal patterns also vary. As shown in Figure 5, many visitors explore the neighboring regions in the evening but are very inactive during the morning peak. Therefore, the sparsity parameter $\pi$ renders the STZINB-GNN highly interpretable. It is very important in the transportation decision-making or the operation manager to use the sparsity parameter $\pi$ to assign mobility service. Our framework has the potential extended to other prediction tasks that have many zeros and are sensitive to events, like incident precaution or paratransit service for the disabled people.

5 CONCLUSION

In this paper, we propose a generalizable spatial-temporal GNN framework to predict the probabilistic distribution of sparse travel demand and quantify its uncertainty. We introduce the zero-inflated negative binomial distribution with a sparsity parameter $\pi$. We use spatial diffusion graph neural networks to capture spatial correlation and temporal convolutional networks to capture temporal dependency. The STZINB-GNN framework embeds the spatial and temporal representation of the distribution parameters respectively and fuses them to obtain the distribution for each spatial-temporal data point. The STZINB-GNN is evaluated using two real-world datasets with different spatial and temporal resolutions. We find that the STZINB-GNN outperforms the baseline models when the data are represented in high resolutions but performs worse when the resolution becomes coarser. This is also reflected in the prediction interval, where the STZINB-GNN has tight confidence intervals. Since the parameter $\pi$ has physical interpretation, our model could help transportation decision makers to efficiently assign mobility services to zero or non-zero demand areas. This framework has the potential to be extended to other prediction tasks that use highly sparse data points, such as anomaly detection and accident prediction.
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