Phenology and Environmental Control of Phytoplankton Blooms in the Kong Håkon VII Hav in the Southern Ocean
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Knowing the magnitude and timing of pelagic primary production is important for ecosystem and carbon sequestration studies, in addition to providing basic understanding of phytoplankton functioning. In this study we use data from an ecosystem cruise to Kong Håkon VII Hav, in the Atlantic sector of the Southern Ocean, in March 2019 and more than two decades of satellite-derived ocean color to study phytoplankton bloom phenology. During the cruise we observed phytoplankton blooms in different bloom phases. By correlating bloom phenology indices (i.e., bloom initiation and end) based on satellite remote sensing to the timing of changes in environmental conditions (i.e., sea ice, light, and mixed layer depth) we studied the environmental factors that seemingly drive phytoplankton blooms in the area. Our results show that blooms mainly take place in January and February, consistent with previous studies that include the area. Sea ice retreat controls the bloom initiation in particular along the coast and the western part of the study area, whereas bloom end is not primarily connected to sea ice advance. Light availability in general is not appearing to control the bloom termination, neither is nutrient availability based on the autumn cruise where we observed non-depleted macronutrient reservoirs in the surface. Instead, we surmise that zooplankton grazing plays a potentially large role to end the bloom, and thus controls its duration. The spatial correlation of the highest bloom magnitude with marked topographic features indicate that the interaction of ocean currents with sea floor topography enhances primary productivity in this area, probably by natural fertilization. Based on the bloom timing and magnitude patterns, we identified five different bloom regimes in the area. A more detailed understanding of the region will help to highlight areas with the highest relevance for the carbon cycle, the marine ecosystem and spatial management. With this gained understanding of bloom phenology, it will also be possible to study potential shifts in bloom timing and associated trophic mismatch caused by environmental changes.
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HIGHLIGHTS
- Five different phytoplankton bloom regimes are observed in the study area, Kong Håkon VII Hav.
- The evolution of sea ice extent plays a role for bloom initiation in large parts of the area, but not for bloom end.
- The bloom magnitude is controlled by currents interaction with ridges and other topographic features.

INTRODUCTION
Phytoplankton in the high latitudes are known to form blooms, that is, relatively short periods (< 10 weeks) of intense growth and rapid increase in biomass (Racault et al., 2012; Sallée et al., 2015; Ardyna et al., 2017). A bloom can occur when algal growth is larger than the losses due to, e.g., grazing and sinking (for concepts, see Behrenfeld and Boss, 2018). Growth is primarily controlled by access to sunlight and nutrients, which typically coincide in the spring-summer part of the year. In polar areas, light availability is heavily restricted by sea ice cover as snow and ice have high albedo relative to seawater (Brandt et al., 2005; Nicolaus et al., 2010; Perovich and Polashenski, 2012), whereas the upper water column stratification regulates both light and nutrients availability. A shallow surface mixed layer both enables the algal cells to remain in the sunlit surface layer but also restricts nutrient replenishment from the reservoir below the mixed layer.

In the Southern Ocean, iron availability is particularly limiting to phytoplankton growth, partly because of the absence of atmospheric iron deposition (Tagliabue et al., 2017). Iron input from marine sources, such as sediments and deep water masses is thus essential for surface production. The mechanisms causing vertical mixing and surface nutrient supply are, e.g., ice-shelf meltwater driven circulation, dynamic instabilities and storms, and ocean currents interacting with bottom topography or land masses (e.g., Sokolov and Rintoul, 2007; Nicholson et al., 2016; Dinniman et al., 2020). Important current patterns in the region of interest include the Antarctic Slope Current flowing westward along the continental shelf break in the southern part of the study area (Le Paih et al., 2020) and the eastern inflow of the Weddell Gyre with southward and westward currents in the deep ocean further north in the study area (Vernet et al., 2019). In addition, observations and models reveal hot-spots of enhanced vertical mixing along the Antarctic continental shelf break due to interactions of tides with the sloping topography (Pereira et al., 2002; Fer et al., 2016). Strong topographic waves occur around ridges along the coast of Drønning Maud Land (Sun et al., 2019) with Gunnerus Ridge showing some of the highest energy densities for bottom trapped internal tides around Antarctica (Falahat and Nycander, 2015). These processes are expected to locally enhance cross-slope exchange (Skarðhamar et al., 2015) and mixing that can supply nutrients toward the surface layer (Dong et al., 2016).

Whereas nutrient availability controls primarily the magnitude of the blooms, light availability is important for the timing of the blooms. Phytoplankton blooms following the retreating sea ice edge in spring is a known phenomenon from both polar areas and illustrate the effect of the various controlling factors. Ice edge blooms have been observed in, e.g., the Weddell Sea (Lancelot et al., 1993), though not everywhere in the Southern Ocean (Constable et al., 2003). They are thought to be linked to increased light availability due to sea ice disappearance as well as increased water column stabilization due to increased warming and sea ice melt that adds fresh water to the surface layer. Modeling results of the Southern Ocean confirm these processes as major controlling factors of ice edge phytoplankton blooms (Taylor et al., 2013). In addition, melting sea ice releases iron to surface waters and thereby enhances growth (Lannuzel et al., 2016). On the contrary, the onset of the spring bloom in the North Atlantic and Antarctic Circumpolar Current (ACC) part of the Southern Ocean, when considering vertically integrated biomass, has been in recent studies observed to occur in winter while the mixed layer depth (MLD) was at its maximum or still deepening (Behrenfeld, 2010; Sallée et al., 2015). Therefore, it was concluded that mixed layer deepening, which causes a dilution effect and decreases encounters with zooplankton grazers and loss rates, allowed for bloom onset (defined as growth rate exceeding the loss rates for the vertically integrated bloom over the MLD), rather than the mixed layer shoaling and the associated better light conditions (Behrenfeld, 2010). In a modeling study for Southern Ocean it was concluded, however, that if mixing was too deep, the dilution effect would be counteracted by light limitation, and bloom development would be delayed (Llort et al., 2015).

The importance of understanding these high latitudes blooms lies in the high primary productivity (for the Southern Ocean see Arrigo et al., 2008), in some cases the very high vertical export affecting the benthos and CO₂ sequestration (Legendre, 1990; Smetacek et al., 2012) and that the reproduction of grazers may coincide with blooms (Søreide et al., 2010; Atkinson et al., 2012; Svensen et al., 2019). Regarding phenology (timing of the blooms), the initiation of the bloom, the timing of the maximum concentration and the termination of the bloom are key parameters to study. Studies of bloom phenology and regimes in the Southern Ocean are mainly based on satellite remote sensing data and focus on delineating different bloom regimes and the environmental control of bloom timing and interannual variability. According to these studies, oceanic fronts, iron supply sources and the sea ice extent largely define the geographical boundaries of various bloom regimes, such as the Antarctic Circumpolar Current region or the Marginal Ice Zone (Thomalla et al., 2011; Sallée et al., 2015; Soppa et al., 2016; Ardyna et al., 2017). Bloom timing is mainly controlled by the seasonal cycle in light, MLD dynamics, and sea ice phenology (Thomalla et al., 2011; Llort et al., 2015; Sallée et al., 2015; Ardyna et al., 2017).

This study was conducted in the Southern Ocean and is partly based on a research cruise that took place in early autumn (February–April 2019) in the Kong Håkon VII Hav, the areas east of the prime meridian and outside of Drønning Maud Land. During the cruise we observed phytoplankton blooms in different bloom phases, from traces of a bloom to a bloom that was still present in the surface waters. To understand the bloom patterns, we used the satellite remote sensing records of surface chlorophyll (Chl) a concentration to
study the bloom phenology and compared the bloom timing to temporal patterns in environmental controlling factors. Most of the above-mentioned studies have the whole Southern Ocean as a focus area, with some focusing on regions further north than our study area. In addition, the remote sensing dataset we utilized (23 years, 1997–2020) is considerably longer than what was available for many of these studies. Furthermore, there are inherent limitations to satellite remote sensing data, such as the limited depth of the observations or array of variables provided, that can only be overcome by combining other data sources to the analysis, such as the in situ data described here. Therefore our study can contribute to new understanding, with the specific aim to characterize this area which has seldom received detailed attention besides the Maud Rise area (e.g., von Berg et al., 2020). The objectives of this paper are to describe the phytoplankton bloom phase, timing, and magnitude as observed during the autumn cruise and from the long-term ocean color remote sensing records; to explain the observed bloom patterns based on the environmental controlling factors of the bloom development, namely sea ice cover, light and MLD, and tidally induced mixing; and to delineate regional bloom regimes.

**MATERIALS AND METHODS**

**Cruise Observations**

**Cruise Area, Water Sampling and Laboratory Methods**

In February to April 2019 we conducted a research cruise to the Kong Håkon VII Hav, a sea in the Atlantic sector of the Southern Ocean, onboard the research icebreaker Kronprins Haakon (Figure 1). The main objective of the research cruise was to study the oceanography and ecosystem dynamics of this poorly studied area.

To characterize the phytoplankton blooms, water sampling was conducted between 12 and 31 March at 37 stations with station numbers counting upward from 53 (due to continuation of the numbering after a previous cruise). The stations were located between 64.8–69.5° S and 2.3–13.5° E, and the cruise area includes topographic features such as the Maud Rise at circa 3° E and Astrid Ridge at circa 12° E (Figure 1). The main sampling efforts were targeted to Astrid Ridge, a north-south transect at 6° E, and Maud Rise. Water samples were collected with a 24-bottle or 12-bottle SBE 32 carousel water sampler from a multitude of depths.

In addition, during longer transits, water samples were collected every 4 h from the ship’s scientific seawater intake at 4 m depth. Chl a samples were used to calibrate the underway fluorometer (WETStar, Sea-Bird Scientific, with a measurement frequency once per minute) with the equation $y = 0.09x + 0.06$ ($R^2 = 0.85$). Dividing the dataset between the day and night time values resulted in very similar equations ($y = 0.10x + 0.07$ and $y = 0.09x + 0.04$, respectively).

Chl a samples were filtered (typically 1 L) through 0.7 µm GF/F filters (GE Healthcare, Little Chalfont, United Kingdom) under low vacuum pressure (approximately −30 kPa). Extraction was done with 100% methanol at 5°C in the dark for 24 h (Holm-Hansen and Riemann, 1978). The pigment concentration, including phaeopigments, was measured with a Turner 10-AU Fluorometer (Turner Designs, San Jose, CA, United States) that had been calibrated prior to the cruise.

The abundance of bacteria was determined using an Attune™ Nxt Acoustic Focusing Cytometer (Invitrogen™, Thermo Fisher Scientific Inc., United States) equipped with a 50 mW 488 nm (blue) laser. Samples (4.5 mL) were fixed with glutaraldehyde (0.5% final concentration) and stored frozen at −80°C until analysis within 6 months. The samples were thawed and diluted x10 with 0.2 µm filtered TE buffer (Tris 10 mM, EDTA 1 mM, pH 8), stained with SYBR Green I (Molecular Probes, Eugene, OR, United States) at a final concentration of 1:10,000 of the commercial stock solution and then incubated for 10 min in darkness at room temperature (protocol based on Marie et al., 1999). Bacteria were discriminated and counted using biparametric plot based on side scatter and green fluorescence.

Nutrient samples for the analysis of nitrate (NO$_3^-$), phosphate (PO$_4^{3-}$), and silicic acid (Si(OH)$_4$) were collected into 20 mL vials, fixed with 250 µL of chloroform and stored in fridge until standard analysis at Institute of Marine Research, Bergen, Norway using Autoanalyzer (Skalar) and the spectrophotometric method described in detail in Grasshoff et al. (2009). The detection limits are 0.5 µmol L$^{-1}$, 0.06 µmol L$^{-1}$, and 0.7 µmol L$^{-1}$ for nitrate, phosphate, and silicic acid, respectively.

**Chlorophyll a Fluorescence Profiles From CTD Casts**

Chl a fluorescence in the water column (in situ) was measured with a WETLabs ECO fluorometer in connection with CTD (conductivity-temperature-depth) casts (SBE911 + system) and water sampling. Data were bin-averaged in 1 m bins. The factory calibration dark count value was corrected to a value chosen by taking the mode of values below 500 m. Sensor sensitivity was adjusted mid-way through the cruise and the data before and after were processed separately. Certain stations (61, 62, and 77 to 86 – corresponding to 12 out of 65 profiles) experienced baseline shifts [the deep value (dark counts) of the fluorescence profiles was lower than in other profiles and compared to the overall mode value]. These were baseline corrected before the calibration and any further analysis by adding the difference between the mode value of the profile in question and the overall mode value. The shift in baseline was, however, minimal and corresponded to 0.03 mg Chl a m$^{-3}$.

The baseline-corrected fluorescence profiles were calibrated with the concurrent Chl a water samples. A linear fit was calculated with the help of the dark value defined above and the median of upcast values in a 2 m window around the water sample depth (water samples were taken during the upcast) to obtain a calibration equation ($y = 3.05x + 0.05$ and $y = 0.44x – 0.03$ for before and after the sensitivity setting change, respectively). $R^2$ was 0.74 and 0.67, respectively. The equation was used to calibrate the downcast values, which are assumed to be most representative of the undisturbed water column and are being used for further analysis. However, the upper 15 m of the water column was thereafter discarded in the analysis of vertical structures due to possible disturbances from the ship.
In high light intensities, the fluorescence signal is affected by algal non-photochemical quenching (cellular processes such as pigment alterations) lowering the proportion of absorbed light that is emitted as fluorescence (Brunet et al., 2011). In the absence of coinciding light backscattering profiles we have corrected for non-photochemical quenching in daytime profiles (based on local sunrise and sunset) by extrapolating the maximum fluorescence value within the MLD to the surface, a method used previously in the Southern Ocean (Xing et al., 2012).

**Mixed Layer Depth**

Mixed layer depth was defined as the extent of the currently active surface mixed layer, taken as the depth where the salinity (which is determining for density in our environment) increases by 0.01 between two pressure binned values (1 m bin size) after filtering the profile with a 7 pt running median filter to remove spikes. The upper 15 m of the profiles have been disregarded because of spikes in the data and possible disturbances by the ship on the vertical structure of that part of the water column. This criterion...
essentially uses a density gradient threshold (Holte and Talley, 2009) to identify the surface ocean slab where physical properties such as density, salinity, or temperature are well mixed, i.e., nearly homogeneous with depth (Pellichero et al., 2017).

Zooplankton Sampling and Acoustics
Mesozooplankton was sampled by vertical hauls from 200 m to the surface using a double WP2 (bongo) plankton net (0.25 m², 180 µm mesh size, hauling speed 0.5 m sec⁻¹). Each sample was split in two halves with a Motoda splitter device. One half of the sample was preserved in 4% borax-buffered formaldehyde-seawater solution, and the other half in 97% ethanol. The abundance and taxonomic composition of zooplankton in the formalin fixed samples were determined using FlowCam (Yokogawa Fluid Imaging Technologies, Inc., Japan) (Sieracki et al., 1998). The samples were washed and diluted with 2750 ml of fresh-water, kept suspended using an overhead stirrer and imaged using a FlowCam macro (0.5 × objective, 10 mm × 5 mm flow-cell, and a flow rate of 375 ml min⁻¹). We applied the automatic image segregation and feature extraction procedure described by Álvarez et al. (2012) and created our training set and classifier using the r-package ZoomImage (Grosjean and Denis, 2014; Vu et al., 2014). The classifier was based on a random forest machine learning algorithm and had an error rate of 12% determined by 10-fold cross validation.

Kril was studied with the help of echosounding. The acoustic equipment in use was Simrad EK80 research echosounder with six frequencies. The 38 kHz was scrutinized for this study. Scrutinization was done in LSSS (Korneliussen et al., 2016) version 2.5.0. There were two transducers on the research vessel, one on the drop-keel (3 m from hull when down) and one hull-mounted. In ice-covered areas it was not possible to have the drop-keel lowered, and the hull-mounted transducer was in use in these areas. Sea ice and the use of the hull-mounted transducer may have considerably affected registrations in depth but can be assumed to have minor effect on registrations of krill swarms, as they occur in relatively shallow waters. Krill density is given as nautical area scattering coefficient (NASC), which expresses integrated amounts of the acoustic echo that is assigned to krill and can be viewed as proportional to abundance (Maclennan et al., 2002).

Phenology Indices
Bloom Phenology
To include adjacent areas in all directions for context of the cruise area (Figure 1), remote sensing products are presented between 10° W and 50° E and 60° and 71° S, which also includes the Gunnerus Ridge at ca. 35° E, hereafter referred to as the study area.

Level 3 Chl a satellite remote sensing data from Ocean Colour Climate Change Initiative dataset (OC-CCI), version 4.2 (European Space Agency, available online at http://www.esa-oceancolour-cci.org; Sathyendranath et al., 2019, 2020) in 8-day and 4 km resolution were used for bloom phenology studies. The data span from September 1997 to March 2020 and are merged from several sensors including SeaWIFS, MODIS, MERIS, and VIIRS. To test the reliability of the OC-CCI product in such high latitude environment, we ran a similar analysis with the unmerged products from SeaWIFS and MODIS (results not shown). This yielded similar results for bloom timing indices than with the OC-CCI (the bloom amplitude was somewhat higher but in the same range). The OC-CCI product was, therefore, chosen as the main data product due to its continuity in time, higher spatial and temporal coverage, and the uncertainty estimates provided with the data.

The performance tests for OC-CCI (Sathyendranath et al., 2019) indicated that sea ice is masked effectively (99.9% of sea ice/snow pixels classified as sea ice/snow or clouds; their Table 3). However, sea ice can also affect values in nearby pixels due to the adjacency effect (reflectance from the nearby pixels containing sea ice affects the remote sensing reflectance retrieval for the pixel in question through atmospheric scattering) for up to 20 km distance (Bélanger et al., 2007). To account for this, we masked out the adjacent pixels to sea ice. Sea ice concentration (section “Sea Ice Phenology” for details) from the beginning of each satellite week was interpolated to match the Chl a data coordinates and concentrations above 15% were classified as ice-containing pixels. Thereafter, five pixels (corresponding to ~20 km) in each direction from the ice-containing pixels were excluded from the Chl a dataset before further analysis.

The uncertainty estimates for the OC-CCI product indicated higher uncertainty in the data along the coast (Supplementary Figures 1A,B). The root mean square deviation (RMSD) values are here constantly elevated and higher than the range for the different optical water classes presented in the Figure 4 of Sathyendranath et al. (2019). In addition, an early analysis showed anomalous phenology index values in these areas (not shown). Therefore these areas were permanently excluded from the analysis (Supplementary Figure 1C). To do so, the long-term means of RMSD were first calculated for each satellite week. The maximum geographical appearance of out-of-range values (compared to the Figure 4 of Sathyendranath et al., 2019) in areas close to the coast (areas with less than 3000 m bottom depth south of 66°S) was masked before further analysis (that is, the maximum of the weekly means for each pixel was considered for the comparison with the Figure 4 values). For large parts of the year, these areas are already masked because of sea ice.

A year in this context is from July to June to include the Southern hemisphere productive season (i.e., Austral summer) within 1 year. As the Austral winter months lack data for a long period, the exact choice of start date for the year is not relevant. However, phenology results are reported with satellite week numbers corresponding to the beginning of a calendar year for easier interpretation (e.g., satellite week 1 starts January 1st). We have followed the methodology of the global bloom phenology study by Racault et al. (2012). To reduce gaps in the data, a spatial median filter (3 by 3 pixels) was applied to missing pixels. Thereafter, if a pixel was still empty, an average of the pixels before and after (if both contained data in the original, non-interpolated matrix) was taken. To smooth spikes in the data a 3-week moving median filter was applied to the pixels that contained data (that is, empty pixels were maintained in this step and no interpolation was done). Thus, the interpolation filled gaps of maximum 1 week. The effect of the interpolation methods...
TABLE 1 | Bloom phenology indices calculated for a given Austral year (i.e., July to June).

| Index                  | Abbreviation | Definition                                                                 |
|-----------------------|--------------|-----------------------------------------------------------------------------|
| Used in this study    |              |                                                                             |
| Initiation            | Bi           | First time when bloom concentration exceeds the threshold for (at minimum)  |
|                       |              | 2 consecutive weeks                                                        |
| Timing of maximum     | Bt           | Timing of maximum bloom concentration                                        |
| Amplitude             | Ba           | Maximum Chl a concentration                                                |
| Mean concentration    | Bm           | Mean Chl a concentration during the bloom                                   |
| End                   | Be           | Last time when bloom concentration exceeds the threshold for (at minimum)  |
|                       |              | 2 consecutive weeks                                                        |
| Duration              | Bd           | Time between bloom initiation and bloom end                                 |
|                       |              |                                                                             |
| Additionally found in the literature |            |                                                                             |
| Onset                 |              | When the rate of change is positive for the first time                      |
| Climax                |              | Maximum positive rate of change                                              |
| Apex                  |              | When rate of change becomes negative after bloom onset (bloom peak/timing of maximum) |

on the phenology results is shown in Supplementary Figure 2 and discussed in section “Methodological Challenges.”

We used a relative threshold -based approach as the bloom detection method, where the threshold was set to 1.05 times the annual median, which is a commonly used method (e.g., Racault et al., 2012; and for the Southern Ocean see Thomalla et al., 2011; Soppa et al., 2016). The used bloom phenology indices are defined in the following text, summarized in Table 1, and a selection is shown on a bloom schematics in Figure 2. To determine bloom initiation (Bi), the Chl a concentration had to exceed the threshold for at least 2 consecutive weeks. Bloom end (Be) was determined when the concentration for the last time exceeded the threshold on at least 2 consecutive weeks. The “first” bloom initiation and the “last” bloom end were recorded – i.e., if the concentration would fall below the threshold in between, this was not considered (a single bloom is characteristic for the Southern Ocean annual phytoplankton cycle; Arrigo et al., 2008; Ardyna et al., 2017). The bloom duration (Bd) is the time between bloom initiation and bloom end. In addition, maximum concentration (bloom amplitude, Ba), its timing (Bt), and the average concentration during the bloom (Bm) were calculated. For all the indices, a mean over all the years (23) is presented, called the long-term mean hereafter. To test the sensitivity of the bloom initiation results to the choice of detection method, we further tested a method based on the rate of change in the Chl a concentration (bloom initiation Bi_r), as outlined in the Supplementary Material section 2.

Cole et al. (2012) highlighted problems in the phenology studies arising from gaps in the data. This is especially true in the Southern Ocean where the calculated bloom initiation is likely to be found later than the true bloom initiation because the absence of winter data increases artificially the annual median and, thus, the threshold (Cole et al., 2012). For our results, where the exact date is of importance (in comparison with sea ice phenology), the consequences of biases are discussed (see also section “Methodological Challenges”). Even though we have interpolated the data to reduce the gaps (see above), austral summer data still has gaps with about 42–62% of pixels missing for a given week in January–February (average over all the years; including the permanently masked areas; Supplementary Figure 3). However, for the long-term means of the bloom phenology indices, the geographical pattern is not altered as we apply a rule that half of the years must contain index data for the mean to be calculated for a given pixel. In this case, the phenology indices were calculated for the vast majority of pixels (73%, where the 27% contain the permanently masked coastal areas).

The phenology index maps were drawn with the Matlab package M_Map (Pawlowicz, 2020) with colormaps from Thyng et al. (2016). For the “Discussion” section, a schematics figure was created to make regions with differing phenology index characteristics visible and to function as a schematics of the regional bloom regimes. Bloom mean concentration and bloom end maps were created with a blue-red diverging color map and a composite image of the two images was thereafter created with the Matlab Image Processing Toolbox (imfuse). The color gradient thus does not have a quantitative meaning.

Sea Ice Phenology

Daily sea ice concentration data in 25 km resolution from the National Snow and Ice Data Center (Cavalieri et al., 1996; updated yearly) from the years 1997 to 2019 were used to
calculate the sea ice phenology. A year in this context was defined from 1st of February to the following 31st of January because the Austral summer sea ice extent minimum occurs in February. For sea ice phenology indices we followed the methodology used in Stammerjohn et al. (2008) for the waters west of the Antarctic Peninsula. Each year, sea-ice advance was defined for each pixel as the time when sea-ice concentration exceeded 15% for 5 consecutive days. Similarly, the sea-ice retreat was defined when sea-ice concentration was for the last time in a given year above 15% for 5 consecutive days. If the sea-ice concentration was never below 15% for a given pixel, the day of advance was set as the first day of a year, and the day of retreat as the last day of a year. The sea-ice period is the time between advance and retreat, and the sea-ice persistence is the percentage of time (days) when the sea-ice concentration is above the threshold within the sea-ice period. If the concentration was never above the threshold for 5 consecutive days, these indices (sea-ice period and sea-ice persistence) were set to 0.

To compare the timing of sea ice retreat and advance with the phytoplankton blooms, the sea-ice phenology indices were re-gridded (via interpolation) to the coordinates of the bloom phenology indices, and the temporal resolution was reduced to 8-day “weeks” (all days belonging to a given satellite week were given that week number). Difference between the sea-ice and bloom timings indicated by the long-term means is presented here. For sea ice retreat and bloom initiation, 3 satellite weeks was chosen in the figures as the cut-off value for the timing difference to indicate dependence (cf. Perrette et al., 2011). Altering the sea-ice concentration threshold between 5 and 30% did not change the overall geographical pattern in the time difference between sea ice retreat and bloom initiation (not shown) so it is a robust method.

**Data Products: Euphotic Depth, Photosynthetically Available Radiation, Mixed Layer Depth, Tides and Currents**

Euphotic depth (ZEu, m) and daily incident irradiance in the photosynthetically available radiation range (PAR, 400–700 nm; mol m$^{-2}$ day$^{-1}$; Frouin et al., 2003) satellite remote sensing data products were obtained from merged products by GlobColour in 8-day resolution in the time frame 1997–2020. ZEu is based on satellite-derived Chl a concentration and the 1% PAR threshold (Morel et al., 2007). Weekly means (for 8-day satellite weeks) were calculated over the time series to determine the seasonality.

MLD for Southern Ocean were obtained from Pellichero et al. (2017). The MLD climatology is estimated with monthly and half a degree resolution based on elephant seal-derived, ship-based, and Argo float observations. The amount of data from the different data sources and for the different areas is shown in their Figure 1, with areas around the prime meridian and Gunnerus Ridge having the best coverage in the study area. To study the light conditions for phytoplankton and compare ZEu with the MLDS, monthly means were calculated for ZEu, and MLD was interpolated to fit the coordinates of ZEu.

To assess the role of tidally induced mixing for bloom magnitude, maps of tidal kinetic energy were derived from a regional configuration of the ice shelf-augmented version of the Finite Volume Community Ocean Model (FVCOM; Zhou and Hattermann, 2020), which covers a zonal and meridional extent of about 4000 km × 4000 km of the wider Weddell Gyre circulation in the Atlantic sector of the Southern Ocean, while at the same time resolving the Kong Håkon VII Hav and Dronning Maud Land continental shelf break regions at mesh resolution of down to 1.5 km. The model is initialized and forced along the open boundary with results from the circumpolar metROMS solution of Naughten et al. (2018) and time series of tidal elevation from the TPXO global inverse barotropic tidal solution (Egbert and Erofeeva, 2002). Patterns of tidal elevation and current amplitudes from this model resemble the results from the Antarctic inverse barotropic tidal CATS2008b, an update to the model described by Padman et al. (2002, 2008), albeit showing a more detailed spatial structure in our study region and explicitly resolving the interaction of the tides with the background stratification that has been highlighted to be important along the Antarctic continental shelf break (Flexas et al., 2015; Stewart et al., 2019).

To assess the general ocean current patterns in the area, maps of L4 monthly means of mean kinetic energy (MKE) and surface current velocities were retrieved from Copernicus Marine Services (global ocean reanalysis product available at https://resources.marine.copernicus.eu/?option=com_csw&view=details&product_id=GLOBAL_ANALYSIS_FORECAST_PHY_001_024). Data were available from January 2016 to December 2019 in 1/12° resolution.

**RESULTS**

**Cruise Observations**

The highest Chl a concentrations in the vertical in situ fluorescence profiles were observed at the open-ocean CTD station 53 at 68.1° S and 6.0° E and at Maud Rise (Figure 3). In the former, Chl a was concentrated in the upper 50 m with a deep maximum of 0.84 mg Chl a m$^{-3}$ (at 42 m), whereas at Maud Rise, the highest Chl a concentrations were found below 50 m, with a maximum of 0.70 mg Chl a m$^{-3}$. Astrid Ridge and the 6°E transect CTD stations were characterized by low Chl a concentration, with maxima of 0.25 and 0.16 mg Chl a m$^{-3}$, respectively. The underway fluorometer measured somewhat higher values, up to 1.1 mg m$^{-3}$, in the area west of the station 53.

Bacterial abundance was highest in the east and south of the cruise area, i.e., at Astrid Ridge and the 6° E transect CTD stations, as well as at a station at 68.5° S and 8.3° E (CTD station 54), with maximum concentration of 3.8 × 10$^5$, 3.9 × 10$^5$, and 3.9 × 10$^5$ cells mL$^{-1}$, respectively (Figure 4A). The maximum concentration at Maud Rise and CTD station 53 was 2.3 × 10$^5$ and 2.6 × 10$^5$ cells mL$^{-1}$, respectively. Surface values were typically higher than deeper samples at the east and south stations while the abundance was more uniform at the west and north stations.
Macro-nutrient concentrations are shown for the upper 200 m (Figures 4B–D). The main features are differences between upper water column and deep values, and differences between the areas, especially regarding Maud Rise compared to the other sampling areas. The concentrations were in general lowest near the surface. For the CTD stations (upper 200 m), silicic acid ranged between 43.5 and 93.8 µM, nitrate ranged between 20.7 and 32.9 µM, and phosphate ranged between 1.5 and 2.3 µM. When including the underway samples, the lowest concentration for silicic acid was 33.0 µM and for phosphate 1.4 µM. The lowest values were observed at Maud rise except for the CTD station-based silicic acid minimum, which was at the 6° E transect. However, in general Maud Rise appears to have the smallest surface reservoirs, followed by the station 53. Regarding nitrate values at Astrid Ridge, the south-east had the lowest values.

Acoustic observations of euphausiids showed highly heterogeneous distributions across the study area (Figure 5A). The largest patches of krill swarms (Euphausia superba) occurred...
in the northernmost part of the 6° E transect (yellow – red colors in the figure). Patches of euphausiids were also found at Astrid Ridge (green colors), but hardly at Maud Rise. Euphausiid larvae were also observed in net tows mainly outside of Maud Rise. Mesozooplankton abundances in upper 200 m were, on contrary, highest at Maud Rise, both in terms of numbers (960–2300 N m⁻³; Figure 5B) and biomass (0.06–0.14 g m⁻³). Abundances at Astrid Ridge and 6° E transect stations were generally lower, ranging from 330 to 1100 N m⁻³ (0.08–0.02 g m⁻³). The zooplankton community was characterized by a large proportion of small sized copepods (180–1000 µm), nauplii and protists.

MLDs in the different sampling areas were on average (±standard deviation) 38, 34 (±14), 33 (±8), and 39 (±13) m for station 53, Astrid Ridge, 6° E transect and Maud Rise, respectively (Figure 3B). Average MLD of all stations was 36 (±13) m.

Bloom Phenology
In this section, results based on the long-term means of the phenology indices are presented. Blooms initiate during January in the majority of the study area (satellite weeks 1–4, January 1st to February 1st; Figure 6A). A band around Astrid Ridge initiates in late January – early February. Bloom initiation is in general earlier in the north than in the south, with especially the western area showing a distinction between near-slope and off-slope, open-ocean areas. The bloom initiation results based on the rate of change method are outlined in Supplementary Material section 2 and are largely similar in that blooms initiate mainly in January, but with a somewhat different geographical pattern.

The timing of the maximum Chl a concentration during the bloom follows a similar geographical pattern to that of the bloom initiation, with the latest occurrences on and around Astrid Ridge and in the north-east corner of the study area (Figure 6B). The latter corresponds to the areas indicated as the southern boundary of the ACC and the southern ACC Front (Orsi et al., 1995), hereafter referred to as southern ACC.

The maximum Chl a concentration, i.e., bloom amplitude, is highest on a band starting west of Gunnerus Ridge and extending west past Astrid Ridge, and in general on the western side of the

![FIGURE 4](image-url) | Concentration of (A) bacteria, (B) silicic acid, (C) nitrate, and (D) phosphate during the cruise. MR, Maud Rise; St. 53, station 53; 6°E tr., 6°E transect; AR, Astrid Ridge.
FIGURE 5 | (A) Acoustic observations of krill. Each marker represents the nautical area scattering coefficient (NASC) values integrated over 500 m distance, with size proportional to the value and color expressing the exact values (see color scale bar for values). Round symbols are used when data were retrieved with the drop-keel transducer, while square symbols are used when data were retrieved with the hull-mounted transducer. The hull-mounted transducer was used in ice-covered/ice-edge areas. (B) Abundances of different mesozooplankton groups obtained with the FlowCam. Astrid Ridge (AR) stations are numbers 55 to 93 and marked with blue; 6°E transect (6E) stations are numbers 102 to 108 marked with red, and Maud Rise (MR) stations are numbers 110 to 116 marked with black. Copepod duplets are images where two copepods are overlapping and can thus not be taxonomically classified.

study area, with values in the order of 0.5–2 mg m\(^{-3}\), (Figure 6C). The blooms terminate in the end of January or during February (before satellite week 8, starting February 26th; Figure 7A). A band around Astrid Ridge, and the southern ACC have the latest bloom end in February. Bloom duration is thus 2–4 satellite weeks in the majority of the study area (Figure 7B), but longer in southern ACC lasting between 4 and 7 satellite weeks.

Regarding the variability of the long-term means, standard deviations (Supplementary Figure 4) are below 4 satellite weeks for the timing indices (bloom initiation, end and
maximum timing) in the majority of the study area, with southern ACC having the highest variability, whereas they are lower for the bloom duration (predominantly below 2 satellite weeks, except for the southern ACC). As such, although blooms may thus occur at somewhat different times in different years, they will have a similar bloom
duration. Regarding bloom magnitude, standard deviations are highest (slightly above 1 mg Chl a mg\(^{-3}\)) in the areas where the highest Chl a concentrations are found, which indicates that the productive areas may have weak blooms in some years.

**Sea Ice Phenology and Relation to Bloom Phenology**

The whole study area is seasonally ice-covered with high (> 90%) sea ice persistence (Figure 8A). Sea ice retreat is in December (between days 335 and 365) in large parts of the study area, with an earlier retreat at the southern ACC and a later retreat along the coast (Figure 8B). Maud Rise shows an earlier sea ice retreat than the surrounding areas. Sea ice advance is before March (before day 60) very close to the coast, and is gradually later further north (Figure 8C). The areas around and between Astrid and Gunnerus Ridges and the majority of Maud Rise have sea ice advance before June (before day 150), whereas the northern parts have even later sea ice advance. Standard deviations of the long-term means are shown in Supplementary Figure 5 and are fairly low and uniform across the study area except for sea ice advance that has higher variability along the coast (standard deviation more than 30 days).

The blooms follow the sea ice retreat by less than 3 satellite weeks (24 days) in areas close to the coast (red areas in Figure 9A). Some other, smaller areas, especially west of Maud Rise, also fall within this time limit, whereas in large parts of the study area a longer time period elapses between sea ice retreat and bloom initiation. Especially the southern ACC shows a long time gap between sea ice retreat and bloom initiation, 6–8 satellite weeks, i.e., about 2 months. According to the rate of change method, a larger area in the west of the study area (around Maud Rise) falls within the time limit of 3 satellite weeks (Supplementary Material section 2).

Bloom end well before sea ice advance (more than 2 satellite weeks, i.e., 16 days) almost everywhere in the study area (blue areas in Figure 9B). For areas outside of the coastal ridges, this time gap is more than 10 weeks.

**Light and Mixed Layer Depth**

The annual maximum ZEu (study area average 138 m) and PAR (study area average 41 mol m\(^{-2}\) day\(^{-1}\)) mainly occur before
January, i.e., before the blooms; whereas ZEu is shallowest (study area average 60 m) mainly after that, i.e., during the blooms (not shown). For comparison with the MLD data, monthly means of ZEu were calculated. ZEu averaged for the entire study area for November, December, January, February, and March is 108 (±19), 78 (±13), 68 (±12), 72 (±10), and 80 (±8) m, respectively. The day length at the end of February in the study area is above 14 h (as calculated from the NOAA Solar Calculator)^2.

^2https://www.esrl.noaa.gov/gmd/grad/solcalc/
Mixed layer depth is shallowest in December fairly uniformly across the area (Figure 10A) and ranges between 15 and 75 m (Pellichero et al., 2017). The MLD averaged for the entire study area for November, December, January, February, and March is 56 (±21), 25 (±6), 27 (±5), 37 (±6), and 49 (±9) m, respectively. When comparing March values from this product to the estimated MLDs from the cruise (coordinates of the latter ones rounded to the nearest whole degree), the MLD product values are on average 10 (±13) m deeper than the cruise values (range from 33 m deeper to 28 m shallower). This may suggest that the comparison to ZEu is a conservative estimate regarding light availability. Especially the Maud Rise stations during the cruise had deeper MLDs than the MLD product, whereas the opposite was true for Astrid Ridge and 6°E transect, which may in part reflect the sampling time: Maud Rise was sampled at the very end of the month, and the MLD product has a monthly resolution.

ZEu is deeper than the MLD throughout the productive season and across the study area (only February is shown in Figure 10B) thus indicating sufficient light availability. ZEu is affected by the algal biomass and shows geographical differences with shallowest values in the western part of the study area (resulting in smaller differences between ZEu and MLD), however, ZEu is still deeper than MLD.

**Ocean Currents**

Tidal currents along the coast are highest at the base of both Astrid and Gunnerus Ridges (Figure 11A). The highest MKE occurs along the coast, indicating the Antarctic Slope Current (Figure 11B). The current direction in the Antarctic Slope Current is from east to west, based on the surface current velocity vectors. Both these patterns coincide with the areas of the highest bloom magnitude (Figures 6C, 11C), where the area east of Gunnerus Ridge has throughout low bloom magnitude and the area east of Astrid Ridge has low bloom magnitude in areas away from the coast. Conditions for high productivity are thus met at the west side of Gunnerus Ridge, then transported by the westward flowing Antarctic Slope Current, and further.
amplified at Astrid Ridge. Small coastal areas at Gunnerus and Astrid Ridges have the highest bloom mean concentration values (>1 mg Chl a m⁻³; Figure 11C). The western part of the study area (north and west of Astrid Ridge), also have a considerable mean concentration during the bloom (>0.5 mg Chl a m⁻³), whereas the eastern part of the study area shows low values (<0.5 mg Chl a m⁻³). MKE is elevated also in the north-eastern corner of the study area, indicating the southern ACC. Somewhat higher values can also be seen around Maud Rise, corresponding to the area with medium bloom magnitude.

DISCUSSION

Geographical Differences in Bloom Phases and Patterns

During the cruise, we observed phytoplankton blooms in different bloom phases. Phytoplankton biomass differed between the sampling areas, where the highest values (1.1 mg m⁻³) were close to the lower range of summer bloom values (1.5 mg m⁻³) in the Weddell Gyre (Vernet et al., 2019). Bacterial concentrations were in general similar to other studies reporting 2-4 × 10⁵ cells mL⁻¹ between January and March 2008 at similar latitudes at the prime meridian (Evans and Brussaard, 2012) and 1.5 × 10⁴ to 1.1 × 10⁶ cells mL⁻¹ at the Antarctic Peninsula in January (Church et al., 2003; Straza et al., 2010). They were the highest at Astrid Ridge and 6° E transect which may implicate remnants of a bloom as bacterial abundance increases with bloom magnitude (Richert et al., 2019).

Based on the observations, Astrid Ridge and the 6° E transect were characterized as a post-bloom scenario due to low phytoplankton biomass, higher bacterial numbers, and satellite data indicating that this area typically has a strong bloom. Maud Rise had a terminating bloom with a visible export of biomass, i.e., a deep Chl a maximum (60-85 m) below the MLD, and clearly elevated fluorescence signals from the base of the MLD down to 200 m (e.g., the average Chl a value at Maud Rise at 150 m was 0.04 mg m⁻³), as well as the lowest surface nutrient concentrations between the areas. The bloom observed at CTD station 53 was also past the peak bloom, based on the relatively low photosystem II fluorescence maximum quantum yields (<0.3; not shown), the sharp Chl a maximum right below the MLD, and microscopy pictures of surface samples that showed chlorotic cells (P. Assmy, personal communication). The surface Chl a concentration was still relatively high for mid-March, above 0.5 mg m⁻³, and the underway measurements showed that this bloom covered a larger area west of the station 53. This latter bloom will hereafter be referred to as the open-ocean bloom, and will be studied in more details in a separate study (Moreau et al., in prep.).

The results we obtained at sea are compatible with the results of the satellite-based phenology analysis, with blooms ending earlier in Astrid Ridge than the open-ocean bloom. However, at least in the year the cruise took place, the Astrid Ridge and 6° E transect blooms ended earlier than the Maud Rise bloom. Such level of detail on bloom phenology may not be captured by satellites observing ocean color at the sea surface. Surface Chl a concentration during the cruise was similar at Maud Rise and Astrid Ridge, however, high biomass was observed at depth in Maud Rise, whereas it was low throughout the water column at Astrid Ridge and 6° E transect. It should be noted, however, that Astrid Ridge was sampled in mid-March whereas Maud Rise was sampled at the end of March, thus the difference in bloom end timing may have been observable earlier given cloud-free conditions. Similarly, the open ocean bloom was sampled earlier than Maud Rise which may have contributed to differences in bloom phase observations between these areas.

The observed differences in the bloom phase between the sampling areas suggested that geographical differences in bloom patterns exist in the area. The phenology indices indeed showed differences across the study area. Five different bloom regimes emerged, which are made visible in Figure 12 by combining bloom magnitude and timing patterns (see section “Bloom Phenology”). The regimes, with their main characteristics described in parentheses, are: coastal areas west of Gunnerus Ridge affected by the Antarctic Slope Current (1; highest bloom magnitudes, bloom initiation follows sea ice retreat); the open ocean bloom area (2; late bloom with a high magnitude); open ocean areas west of Astrid Ridge including Maud Rise (3; medium to high bloom magnitude, bloom initiation possibly controlled by sea ice cover); open ocean areas east of Astrid Ridge (4; low-magnitude blooms); and the southern ACC (5; long-lasting blooms but with a low magnitude). In the following sections we discuss the environmental control of bloom timing and magnitude across the regions. We do this in a chronological order going from bloom initiation, magnitude to bloom end.

Bloom Initiation

Bloom initiation in January in the majority of the study area corresponds well with earlier studies of Southern Ocean
phytoplankton bloom phenology that included our study area. Thomalla et al. (2011) indicate bloom initiation in December–January for the majority of our study area (their Figure 2) using the same threshold value as in this study (but different pre-analysis of the data). In addition, Soppa et al. (2016), who studied diatom phenology in the Southern Ocean with the help of remote sensing and modeling and used the same threshold value as in this study, showed that bloom initiation mainly takes place in January in our study area (their Figure 3). Finally, the analysis of Ardyna et al. (2017) also suggests bloom initiations in January–February for the bioregions that correspond to our study area, even if using a different processing of the satellite-derived data (i.e., normalized annual bloom cycles and clustering).

It should be noted that the detected bloom initiation may be regarded as the bloom climax if considering the bloom biomass as vertically integrated estimates instead of surface observations, and that the winter (“strict”) onset of the vertically integrated bloom could occur earlier (Llort et al., 2015; see Table 1 and Supplementary Material section 2 for definitions). A recent study concentrating on biogeochemical (BGC) Argo floats providing vertical profile observations every 10-days at Maud Rise, from 2014 to 2019, indeed shows that biomass seemingly increases as early as in November with rapid increases in December (the bloom onset is not marked in their Figure 2), and that bloom climaxes in December–January (von Berg et al., 2020). Further, the detected bloom initiation in this study

FIGURE 11 | (A) Tidal model results showing the sum of the major axis tidal amplitude (A) in current velocity (v) for the diurnal (O1, P1, K1) and semi-diurnal (M2, S2, K2) constituents. The magenta lines are 0.3 m s^{-1} contours of tidal currents. Note the smaller geographical area compared to the other maps. (B) Mean kinetic energy (MKE) and surface current velocity (relative; black vectors) in the area averaged over December to March. (C) Mean Chl a concentration during the bloom (Bm) together with the tidal amplitude contours (magenta lines) and current velocity vectors (black).
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FIGURE 12 | The suggested bloom regimes: 1. coastal areas west of Gunnerus Ridge affected by the Antarctic Slope Current; 2. the open ocean bloom area; 3. open ocean areas west of Astrid Ridge including Maud Rise; 4. open ocean areas east of Astrid Ridge; and 5. the southern ACC.

(i.e., climax) should correspond to favorable environmental conditions (bottom-up control) (Brody et al., 2013; Llort et al., 2015), which are discussed in the next subsections.

Environmental Control: Sea Ice Concentration

In our study, blooms occur after the annual maximum in daily PAR and the summer solstice. ZEu is deeper than MLD during the productive season. Therefore, sufficient incident irradiance, and sufficient light in the water column in open waters (thus where the Chl a-based ZEu was possible to calculate) are available well in advance of the blooms. Light limitation thus likely occurs primarily via sea ice cover, delaying bloom initiation. This effect was studied by separating areas where blooms occur within 3 satellite weeks from sea ice retreat (Figure 9A), as ice edge blooms can be expected to develop within this time (Wright et al., 2010; Perrette et al., 2011; Taylor et al., 2013). Following, sea ice cover seems to play an important role for the bloom initiation along the coast and at the ridges, based on the temporal proximity (less than 3 satellite weeks) of sea ice retreat and bloom initiation. The rate of change method indicated that bloom initiation follows sea ice retreat in a somewhat larger area, namely the western – southwestern part of the study area (Supplementary Material section 2). Sea ice retreats early in the areas around Maud Rise (de Steur et al., 2007; and Figure 8B). A recent study concentrating on Maud Rise also concludes that sea ice retreat controls the bloom climax timing (von Berg et al., 2020). Whereas other studies using BGC Argo floats show that bloom onset (Arteaga et al., 2020) or growth initiation (approximately corresponding to the bloom onset described here, thus preceding bloom initiation and climax; Hague and Vichi, 2021) can occur well before sea ice retreat (possibly due to unconsolidated ice relieving light limitation; Hague and Vichi, 2021).

Due to the possible delays in detecting bloom initiation with the threshold method (Brody et al., 2013) and due to data gaps (Cole et al., 2012), sea ice could play a role in bloom initiation in a larger area than shown in Figure 9A with areas of bloom initiation within 3 satellite weeks of sea ice retreat. If a 4-week time frame is considered for the sea-ice retreat control on bloom initiation, the majority of the area would be impacted, except for a band around Astrid Ridge (the open-ocean bloom area) and the southern ACC. On the other hand, blooms can develop at sea ice concentration above the retreat threshold of 15% used here (Lancelot et al., 1993; Assmy et al., 2017). Taylor et al. (2013) estimate that blooms in partial sea ice cover and thus not visible for optical satellites contribute significantly (up to 2/3) to the net primary production of the marginal ice zone, and state that sea ice edge blooms start decaying when sea ice disappears completely because of increased wind mixing. In an Arctic, remote sensing-based study, the majority of the pixels (77–89%, depending on the sensor) showed a bloom (defined there as Chl a concentration above 0.5 mg m$^{-3}$) within 20 days from sea ice disappearance (i.e., sea ice concentration permanently below 10%) where data was available for this time period, and half of these blooms also terminated within this 20-day period (Perrette et al., 2011). These studies indicate that bloom initiation should follow sea ice retreat closely in time if connected, despite the methodological challenges mentioned here.

The pattern at the coastal areas and the north-eastern part of the study area (southern ACC) is nevertheless robust: bloom initiation follows closely after sea ice retreat in the former and
not in the latter. In other words, in the southern ACC conditions are not suitable for phytoplankton blooms when sea ice retreats (despite the ZEu and MLD comparison presented here indicating sufficient light availability), and this area lacks a sea-ice related bloom. Blooms co-located with the ACC have been shown to occur later than could be expected from the seasonal cycle in irradiance and neighboring bio-regions, presumably due to spring light limitation caused by deep mixed layers (Ardyna et al., 2017), except in Scotia Sea where shallow MLDs persist (Prend et al., 2019).

In summary, phytoplankton blooms closely follow the sea ice retreat (within 3 satellite weeks) in coastal areas and in the western part of the study area (the latter based on the rate of change method), which we conclude indicates that bloom initiation is controlled by the length of the sea ice period in these areas.

Environmental Control: Mixed Layer Depth

In our study area, mixed layer is at its deepest latest in October (Pellichero et al., 2017), a time period when ocean color data is not available because of the sea ice cover. Whether this coincides with the bloom onset is thus unclear. The mixed layer is shallowest in December, i.e., shortly before the bloom (Figure 10A), and is already deepening, albeit first with small increments in the study area average, when blooms initiate in January (i.e., bloom initiation based on surface observations). The shallow mixed layer in December could aid the bloom development to initiation/climax by initially concentrating the phytoplankton cells closer to surface and light. MLD is still fairly shallow in January and shallower than ZEu, showing continued favorable light conditions. In the satellite-based phenology study by Thomalla et al. (2011), the maximum Chl $a$ concentrations coincided with the shallowest MLDs ($<50$ m) over a transect in the Atlantic sector (overlapping with our study area) and based on satellite data and a different MLD product (2$^\circ$ and monthly resolution). Similarly, von Berg et al. (2020) concluded that mixed layer shoaling contributed to the bloom development at Maud Rise (based on BGC-Argo data). The MLD in their data (mainly below 50 m during the blooms) corresponds well with the product we used here. The bloom onset date is not depicted in their Figure 4, but the mixed layer is deepening during the blooms and when biomass is seemingly at its highest level—similar to our observations.

The observed mixed layer deepening during the blooms could further aid bloom development by the dilution effect (fewer encounters with grazers; Behrenfeld, 2010) or by entrainment of new nutrients, counteracting deteriorating light conditions and dilution of phytoplankton biomass. Considering that we lack zooplankton grazing or abundance estimates for the whole seasonal cycle, it is undecided whether the dilution effect caused by the mixed layer deepening can play a role for the bloom initiation, but not for the bloom end as mixed layer is deepening during both events and grazing likely has a role in the control of the bloom end (see section “Bloom End”). In addition, although bloom development during MLD deepening is seemingly similar to the North Atlantic spring bloom (considering, however, the difference between bloom onset and initiation), this happens at a different time of the MLD phenology; following the shallowest spring/summer MLD, as opposed to approaching the winter maximum in the North Atlantic. As blooms happen rather late in the season in our study area because of the sea ice cover and compared to the rest of the Southern Ocean (Ardyna et al., 2017), we can characterize our study area as having summer blooms rather than spring blooms. Indeed, a study based on BGC Argo floats concerning the Southern Ocean (but with very limited float coverage in our study area) suggests that the extremely low light levels under the sea ice prevented the early winter onset of the blooms in the seasonal ice zone, as opposed to the other zones (Arteaga et al., 2020).

Phytoplankton growth enhancement due to entrainment of new nutrients in connection with deepening mixed layer has been suggested in several studies. In the macronutrient-poor subtropical region of the Southern Ocean, nutrient entrainment during mixed layer deepening was considered to be controlling the bloom onset in the winter (Sallée et al., 2015). Wind-induced mixed layer deepening was found to be correlated with elevated Chl $a$ levels in the summer in the Southern Ocean, which was suggested to be due to nutrient entrainment (Carranza and Gille, 2015), further supported by modeling studies (Nicholson et al., 2016). It should, however, be noted that MLD is still relatively shallow when blooms end (the study area MLD average is 37 m in February).

In summary, blooms are observed in the area during moderate mixed layer deepening in January and February. The mixed layer deepening can contribute to growth by entrainment of deep nutrients, including iron. The MLD evolution in relation to the exact bloom onset and the possible role of mixed layer shoaling in November–December for bloom initiation or climax should be studied further.

Bloom Magnitude

The highest bloom magnitude in our study area is linked to bathymetry and ridges in particular (Figures 6C, 11C). High-resolution modeling results showed that the tidal mixing hot spots in the area correspond with high bloom magnitudes, likely due to enhanced upward flux of nutrients and trace metals. The area of high bloom magnitude is, however, larger than the tidal mixing hotspot, thus the enhanced nutrient, and/or tracer metal concentrations are probably transported with the Antarctic Slope Current toward the west. To confirm that these areas have also the highest primary productivity, we obtained the level 4 monthly primary productivity product (based on satellite-derived observations) from Copernicus Marine Services and averaged it over the years to get the monthly climatology. The geographical pattern outlined above is confirmed in this dataset (not shown). We thus conclude that tidally induced mixing is a major mechanism in creating higher biomass and primary production along Gunnerus and Astrid Ridges.

The common view of Southern Ocean phytoplankton dynamics is that continental shelves and coasts are areas of enhanced productivity (e.g., Arrigo et al., 2008), but here we see spatial differences within this province, with the coastal areas

---

3https://marine.copernicus.eu/
east of Gunnerus Ridge having a low bloom magnitude. Adjacent to the coastal regime is the open-ocean bloom area, with high biomass. The offshore waters have otherwise lower biomass than the shelf areas. Smith and Comiso (2008) suggested deeper mixed layers of deeper waters as the reason for the lower productivity of the open ocean compared to shelf waters, likely due to the co-limitation of iron and nutrients in a deep mixing state and higher iron requirements at lower irradiances, though this hypothesis has been challenged (Strzepek et al., 2012). MLDs are, however, shallow in most parts of our study area in the productive season. Regarding the pelagic province, the main observation is that the bloom magnitude is higher in the west than the east side of the study area. This west side is part of the Weddell Gyre and corresponds to the eastern part of the Weddell Gyre where currents from the north turn westward, which results in nutrient entrainment from Circumpolar Deep Water and redistribution into the area (the Weddell Gyre characteristics are reviewed in Vernet et al., 2019). Furthermore, the gyre flow pattern fosters upwelling and therefore enhanced nutrient levels.

Within this western area lies the Maud Rise sea mount, with relatively enhanced bloom magnitude surrounding it compared to the other parts of the western area. We also observed during our cruise a strong, though likely terminating, bloom with deep-lying biomass. A study focusing on BGC-Argo floats in the area shows that the Maud Rise blooms have higher biomass than the ones recorded further north in the Weddell Gyre (von Berg et al., 2020). The sea mount topography of Maud Rise and the Taylor column circulation likely contribute to upward (micro)nutrient fluxes (de Steur et al., 2007; Jena and Pillai, 2020; von Berg et al., 2020) enabling enhanced biomass, as suggested also for Pine Bank in the Scotia Sea (Prend et al., 2019).

Coastal polynyas could not be studied in detail because the heavy sea ice conditions during the cruise prevented us from reaching the polynyas for sampling, and because of higher uncertainty in the satellite remote sensing data in these areas. The coastal polynyas are not highly productive regions in our study area (Arrigo and van Dijken, 2003), contrasting with many other parts of the Southern Ocean, although regional variability is high (Arrigo and van Dijken, 2003; Moreau et al., 2019). Regional differences have been attributed to strength of basal melt of the adjacent ice shelf and associated overturning circulation (Dinniman et al., 2020), polynya size (Arrigo and van Dijken, 2003), and water mass distribution (Moreau et al., 2019). Another region that does not seem to be particularly productive is the southern ACC, in the north-eastern corner of the study area, where blooms have a long duration but low magnitude. In fact, Sokolov and Rintoul (2007) found that the ACC mainly enhances productivity in combination with topographic features and associated upwelling, and consequently not in the area described here.

In conclusion, multiple processes and environmental factors seem to control the bloom magnitude in our study area. In particular, the interactions of tides and oceanic currents with bottom topography and the associated water column mixing seem to play a major role in enhancing phytoplankton biomass. It should also be noted that zooplankton grazing likely affects the observed bloom magnitude (see following section “Bloom End”), however, we do not have data to assess this on such large scale.

Bloom End

The bloom end in February results in bloom duration of mainly 2–4 weeks, except for the southern ACC (Figure 7B). Soppa et al. (2016) found a similar duration of blooms in a study concentrating on Southern Ocean diatom blooms. Neither sea ice, light or nutrient conditions seem to determine the bloom end and thus its limited duration, leaving grazing as a suggested controlling factor.

Sea ice does not seem to play a strong role in bloom end, based on the long time-interval (several weeks) between the bloom end and the sea-ice advance (Figure 9B). However, this cannot be excluded in the areas very near to the coast which were not included in the analysis. Sea-ice advance is also variable between the years along the coast (higher standard deviations are observed in this area than elsewhere in the study area; Supplementary Figure 5C), which may imply a larger role in some years. Light availability in general also does not seem to be the main cause for the bloom termination as blooms end mainly during February, i.e., before autumn, and the euphotic layer remains deeper than the mixed layer throughout the productive season (including March).

Nutrient exhaustion is a common contributor to bloom decay by limiting the growth rate. However, during our March cruise, when phytoplankton blooms were recently past the peak phase, the macronutrient concentrations even in the surface waters were well above the half-saturation constant ranges or average reported in literature. Growth rate is half of its maximum at half-saturation constant concentrations, which is considered to indicate nutrient limitation. Observed minima for silicic acid, nitrate and phosphate were 33.0, 20.7, and 1.4 µM, respectively, whereas the half-saturation constants reported for diatoms are up to 22 µM for silicic acid, up to 10.2 µM for nitrate, and on average 1.2 µM (up to 8.9 µM) for phosphate (reviewed in Sarthou et al., 2005). Furthermore, iron addition experiments conducted during the cruise in the southern cruise area showed minimal iron limitation of the phytoplankton communities, as observed through short-term changes in photophysiology (A. Singh, personal communication). Whilst these results only confirm the situation for 1 year as opposed to the long-term satellite data, they seem to indicate that neither macronutrient nor iron limitation terminates phytoplankton blooms in the western part of the study area. For the post-bloom areas such as Astrid ridge, remineralization of nutrients may have happened considering the higher bacterial numbers (thus increasing the nutrients concentrations after the bloom), but even the more active blooms such as at Maud Rise had surface nutrient concentrations exceeding the half-saturation constants, although they were the lowest over the whole cruise area. Another possible process supplying nutrients after the bloom end (thus contradicting the conclusion above) is autumn mixing, but deep winter mixing is needed to fully replenish the iron reservoirs (Tagliabue et al., 2014), which was not the case given the shallow MLDs measured during our cruise.
Another important factor controlling phytoplankton blooms is grazing. Lancelot et al. (1993) observed that protozoan grazing exerted a strong control on an ice-edge phytoplankton bloom in the western Weddell Sea, and was responsible for the decrease in phytoplankton concentration together with physical factors (e.g., dilution due to mixed layer deepening). In addition, an episodic krill passage was able to graze the phytoplankton (from 2.5 to 0.3 mg Chl a m$^{-3}$) within hours. On the contrary, macronutrients or trace metals were not observed to play a major role for the bloom magnitude in the study of Lancelot et al. (1993). In addition, other field (Dubischar and Bathmann, 1997; Whitehouse et al., 2009; Hoppe et al., 2017) and modeling studies (Llort et al., 2015; Le Quéré et al., 2016) from the Southern Ocean indicate that grazing controls phytoplankton biomass and bloom decline at least in certain areas. In the Weddell Gyre, for example, microzooplankton grazing is a major controlling factor and more important than larger zooplankton, while viral infections are suggested to be of less importance (reviewed in Vernet et al., 2019).

Regarding total losses, a recent study partly concerning our study area and based on bio-optical observations from BGC-Argo floats, concluded that grazing (including viral lysis) was responsible for 83% of the losses on average and was by far more important than phytodetritus sinking (Moreau et al., 2020). In addition, grazing was found to be more important in the later part of the production season.

Sampling and observations of zooplankton and micronekton during the cruise revealed that grazers were present in the autumn, but also showed large regional variations in both abundances and composition. The high concentrations of krill swarms in the vicinity of 6° E transect (yellow – red colors in Figure 5) and, to a lesser extent, Astrid ridge, indicated strong herbivorous grazing of the phytoplankton community. Mesozooplankton abundances and biomass were highest at Maud Rise, however, the zooplankton community composition with high proportions of small copepods and carnivorous zooplankton does not necessary lead to a strong grazing pressure. This together with the absence of krill may indicate a lower grazing pressure on bloom-forming, large phytoplankton in Maud Rise compared to the other stations. However, it is dependent on the phytoplankton community composition, and morphological defenses (e.g., spines), whether grazing from the zooplankton community of this composition was of importance (Smetacek et al., 2004).

Similarly to the bloom initiation discussed earlier, detecting the bloom end from satellite data may suffer from data gaps. Maud Rise phytoplankton blooms ended presumably much later compared to the analysis presented here in the study of von Berg et al. (2020) who used BGC-Argo floats and water column vertical profiles (their Figure 2). The surface satellite observations used here cannot capture deep features such as deep Chl a maxima, which often occur when surface nutrients are being depleted, thus the analysis could artificially indicate early bloom termination. However, deep Chl a maxima can also indicate biomass export to depth rather than an actively growing bloom, when observed below the mixed layer or as a narrow band close to the pycnocline. The bloom we observed at Maud Rise at the end of March was considered to be exporting due to Chl a maxima well below the MLDs and high Chl a values in depth (below 100 m). Finally, the export of phytodetritus observed at Maud Rise could indicate that grazing has a smaller role for the bloom end in this area than elsewhere in the cruise area, which would be consistent with the observed patterns in zooplankton and micronekton abundance as discussed above. Iron limitation could not be excluded as a termination cause for the surface bloom as there were no incubation experiments available from Maud Rise during our campaign. Our sampling was condensed in the relatively isolated and stationary water column on top of Maud Rise (de Steur et al., 2007) where growth conditions may differ from the areas around.

In summary, we hypothesize that top-down control by zooplankton and micronekton contributes strongly to blooms termination in the area, possibly excluding Maud Rise. Grazing may, however, act in concert with other controlling factors. As Behrenfeld and Boss (2018) point out, growth does not have to stop for a bloom to terminate, but to decelerate so that loss rates such as grazing can exceed growth rates. Therefore, at least theoretically, any growth condition that is deteriorating (although still sufficient to enable growth) could also contribute to bloom end. Regarding light availability, although still sufficient, the temporal patterns of deepening of the mixed layer (which circulates algal cells deeper, i.e., to lower light conditions) and the shortening day length mean it is continuously diminishing. In addition, cloudiness increases after the seasonal minimum in the summer, which also decreases light availability (Verlinden et al., 2011).

**Methodological Challenges**

Remote sensing is inherently less precise than other methods because the measurements are indirect, restricted to the upper ocean and, e.g., in the case of ocean color must be disentangled from atmospheric influence. No other method can, however, offer the long-term dataset with high spatial coverage used here, but it is important to bear in mind some of the caveats. The polar oceans have in addition specific challenges (reviewed in IOCCE, 2015), including low sun angles affecting, e.g., the quality of atmospheric correction, frequent cloud cover (especially along the ice edge) and ice cover. Sun elevation is sufficient at the latitudes described here in the productive season, but both the latter issues result, among other things, in gaps in data, and with regard to sea ice in addition to possible biases in data because of the adjacency effect (Belanger et al., 2007). To account for the adjacency effect, we excluded data close to the sea ice. Interpolation of the data reduced the gaps but cannot eliminate them. Phytoplankton blooms may in reality start earlier than detected due to (1) challenges related to the bloom definitions, the phenology method used and vertically integrated vs. surface observations (see Supplementary Material section 2), (2) data gaps affecting the threshold value (Cole et al., 2012) or masking parts of the bloom development, and (3) the lack of early observations due to partial sea ice cover. The literature (Taylor et al., 2013; von Berg et al., 2020) and primary productivity product indicate primary production and bloom development already in December, thus it is wise to recognize December as part of the productive season, despite the analysis here showing bloom initiation in January. Likewise, blooms may extend to March. In any case, January–February is the
main period for phytoplankton blooms and primary production, particularly January. In addition, against this background, we consider that the shorter duration of the blooms when data are less or not interpolated (Supplementary Figure 2) suggests that the interpolation methods are not creating unrealistic results but rather improve the data quality. Finally, it is also important to bear in mind that variability between years is fairly large, but primarily concerns the exact timing of the bloom which may vary, and less so the bloom duration.

The MLD product from Pellichero et al. (2017) uses a variety of data sources, but unfortunately in our study area the data coverage is somewhat poorer than in other more studied regions (see their Figure 1D), therefore our use of this data product could suffer from local uncertainty. The product corresponds, however, reasonably well with the cruise data and with a recent study using Argo floats (von Berg et al., 2020). Furthermore, errors in satellite Chl a concentration will also affect the estimation of ZEu, because the algorithm is based on satellite-derived Chl a (Morel et al., 2007). Validation studies for remotely sensed Chl a in the Southern Ocean have divergent conclusions ranging from good agreement (Moutier et al., 2019) to underestimation (with overall magnitudes and geographical patterns depending on the algorithm used; Johnson et al., 2013) when using standard algorithms. While the underestimation didn’t affect the results of a phenology study (Sallée et al., 2015) and would also in this study be less of an issue because of, e.g., relative thresholds, it would mean that ZEu is in reality shallower than indicated in the data product. These uncertainties could affect the conclusion that ZEu is always deeper than MLD in the productive season. Note, however, that the critical depth (concerning average light absorbed in mixing conditions) is deeper than ZEu, i.e., the zone where net photosynthesis occurs (compensation depth).

**SUMMARY**

Based on the presented analyses and the available data, we suggest the following bloom regimes in the study area: coastal areas west of Gunnerus Ridge affected by the Antarctic Slope Current (1); the open ocean bloom area (2); open ocean areas west of Astrid Ridge including Maud Rise (3); open ocean areas east of Astrid Ridge (4); and the southern ACC (5) (Figure 12).

In addition, coastal polynyas and other areas very close to the coast may form their own regime, but had to be excluded from this analysis. To understand the controlling factors of bloom development in these areas, direct sampling, e.g., through tagged seals and field campaigns, is needed.

In the coastal areas and at the ridges the bloom initiation is controlled by sea ice retreat. In the areas west of Gunnerus Ridge, bloom magnitude is enhanced by tidal current interaction with ridge topography.

In the open ocean areas west of Astrid Ridge the bloom initiation is likely controlled by sea ice retreat especially in areas surrounding Maud Rise. The bloom magnitude is enhanced by flow patterns in the Weddell Gyre and current interaction with topography (the latter especially concerning areas around Maud Rise). The open-ocean bloom falls geographically between these two areas, occurs later in the season and shows to have to some extent its own environmental control (S. Moreau, personal communication), that will be studied in a separate paper.

In the open ocean areas east of Astrid Ridge the bloom magnitude is low, resulting at least partly from the absence of upstream topographic features, where interactions with oceanic currents could enhance upward nutrient fluxes. The MLD evolution may play a role for bloom initiation, as sea ice retreat does not seem to play a strong role, although this cannot be fully excluded.

In the Southern ACC, the blooms last longer (more than 4 weeks) but have a low magnitude as the ACC does not interact with major topographic features in this area.

Regarding the end of the bloom (and following, the bloom duration), grazing is seemingly the most plausible controlling factor based on the cruise results and literature. Sea ice advance is considerably later than the bloom end in the majority of the area. Although other environmental conditions such as those affecting light availability are not adverse when blooms end, the deteriorating conditions (MLD deepening, day length shortening, increasing cloudiness) could slow down the growth rates (although still enabling growth) and allow loss rates (e.g., grazing) to overcome, resulting in decreasing phytoplankton concentrations. The control of the bloom timing is likely dependent on several factors and their relative importance may vary between years.

It is also important to note that the bloom initiation used here, based on exceeding a threshold value in surface observations, denotes a time of rapid biomass accumulation and may correspond to the bloom climax of a vertically integrated bloom, whereas the bloom onset can occur considerably earlier and have a different environmental control. Lastly, this study shows the complementariness of satellite-based, ship-based (this study) and autonomous profiler observations (related studies). Further research is needed to confirm these hypotheses, especially the role of grazing in connection with MLD evolution. In addition, studying the control of interannual variability especially in the exact timing of the bloom would improve our understanding. This study can function as a basis for understanding the phytoplankton dynamics in the area.
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