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Abstract
We study reflecting Brownian motion with drift constrained to a wedge in the plane. Our first set of results provides necessary and sufficient conditions for existence and uniqueness of a solution to the corresponding submartingale problem with drift, and show that its solution possesses the Markov and Feller properties. Next, we study a version of the problem with absorption at the vertex of the wedge. In this case, we provide a condition for existence and uniqueness of a solution to the problem and some results on the probability of the vertex being reached.
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1 Introduction

In this paper, we study 2-dimensional Brownian motion with constant drift \( \mu \in \mathbb{R}^2 \) constrained to a wedge \( S \) in \( \mathbb{R}^2 \). This process may also be referred to as reflected Brownian motion (RBM) with drift in a wedge, and we denote the process itself by \( Z \). For concreteness, we define the wedge in polar coordinates by \( \{ r \geq 0, 0 \leq \theta \leq \xi \} \) for some \( 0 < \xi < 2\pi \). Loosely speaking, the behavior of \( Z \) may be characterized as follows. In the interior of \( S \), \( Z \) behaves as a 2-dimensional Brownian motion. On the other hand, the behavior of \( Z \) on the boundary of \( S \) is characterized by two reflection

---
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angles $\theta_1$ and $\theta_2$, depending upon whether the lower boundary $\partial S_1$ or upper boundary $\partial S_2$ has been reached. Both $-\pi/2 < \theta_1, \theta_2, < \pi/2$ and the angles are measured from their inward-facing normals, with positive angles corresponding to reflection toward the vertex of the wedge and negative angles away. See figure below for an illustration.

One way to define RBM in a wedge is using a sample-path approach [9, 10, 19, 34] where $Z$ is explicitly characterized as the sum of a 2-dimensional Brownian motion on an arbitrary probability space [22, 24, 31] and a constraining or pushing process which satisfies the specifications related to the directions of reflection given above. This sample-path approach works with or without drift for some but not all parameter regimes of $(\xi, \theta_1, \theta_2)$. It tends not to work in regimes where $Z$ is known not to be a semi-martingale [39] and the pushing process has infinite variation. Recent progress in this direction has however been made [20, 28].

A more probabilistic approach to defining RBM in a wedge was given by Varadhan and Williams [35]. In this case, $Z$ is defined as the solution to a submartingale problem. This approach yields existence and uniqueness results for all parameter regimes but at several points the proofs of [35] rely heavily on the assumption that $Z$ behaves as a standard Brownian motion inside of $S$. This is not an issue for parameter regimes where the sample-path approach described above may be applied because it is amenable to Brownian motions with drift, and the recent paper [21] demonstrates equivalence between the sample-path and the submartingale approach in such settings. On the other hand, in parameter regimes where the sample-path approach cannot be applied, extending the results of [35] in the direction of allowing $Z$ to behave as a Brownian motion with drift in the interior of $S$ remains an open problem. In this paper, we resolve this open problem for the case of a constant drift. We conjecture that our results could be further generalized for the case when the drift is a bounded function of the current state, but this generalization is beyond the scope of the present paper.

Our primary motivation comes from queueing theory where semi-martingale RBM with drift has long been known to serve as the weak limit of both the properly scaled queue length [5, 17, 18, 30] and workload [4, 6, 26, 41] processes of different queueing systems in heavy-traffic. In such queueing settings, the drift term arises as the result of an imbalance between the input and output processes to the system. The limiting RBM in these cases is often defined using the sample-path approach via the conventional Skorokhod map [19, 33, 36]. More recently, using the extended Skorokhod map [28], RBM with drift which is not a semi-martingale has been proven [29] to be the weak limit of the properly scaled unfinished work process of the generalized processor sharing model in heavy traffic. In this example, the sample-path approach is still employed to define the limiting process with the help of the extended Skorokhod map [28]. We conjecture however that there exist other applied queueing settings where the limiting heavy-traffic process is an RBM with drift which is not a semi-martingale and cannot be rigorously defined via the sample-path approach. One of these settings is the coupled processor model [7, 14]. In such situations, before proving any limit theorems, it is necessary to first establish the existence of RBM with drift through other means such as the submartingale problem.

We also mention that there exists a related stream of literature studying the behavior of reflected Brownian in smooth domains with cusps. The paper [12] appears to be the first to study reflected Brownian motion confined to a cusp in the plane. In this case,
RBM is defined as the solution to a corresponding submartingale problem. Existence and uniqueness results are then proven by conformally mapping RBM in the upper half plane to the cusp and applying a time change. In the follow-up paper [11], it is shown that depending on the geometry of the problem in [12], RBM in a cusp in the plane may or may not turn out to be a semi-martingale. The results in [11] are similar to those in [39] where a wedge instead of a cusp is considered. The authors in [16] use a Dirichlet form approach to construct a diffusion process contained in a $d$-dimensional Lipschitz domain with cusps. Moreover, conditions are provided under which the constraining process is of bounded variation. The paper [8] considers RBM in a cusp in the plane as the solution to a stochastic differential equation with reflection (SDER). It is proven that in this case there exists a unique weak solution to the corresponding SDER.

The remainder of the paper is organized as follows. Our main results may be found in Sect. 2. In Sect. 2.1, we provide necessary and sufficient conditions for the existence and uniqueness of the solution to the submartingale problem with drift (see Definition 2.1), and show that its solution possesses the strong Markov property and three versions of the Feller property. Next, in Sect. 2.2, we study the submartingale problem with drift absorbed at the vertex of the wedge (see Definition 2.13). We provide results on the existence and uniqueness of the solution to this problem and results on the probability of the absorbed process with drift reaching the vertex of the wedge. Sections 3 through 7 contain the proofs of our main results.

### 2 Main results

Before stating our main results, we first set up some notation. Let $C_S = C(\mathbb{R}_+, S)$ and, for each $t \geq 0$, let $Z(t) : C_S \to S$ denote the coordinate map $Z(t)(\omega) = \omega(t)$ for $\omega \in C_S$. Also, let $Z = \{Z(t), t \geq 0\}$ denote the coordinate mapping process on $C_S$. Let $\mathcal{M}_t = \sigma(Z(s), 0 \leq s \leq t)$ be the underlying natural filtration with terminal $\sigma$-algebra $\mathcal{M} = \sigma(Z(s), s \geq 0)$. For each $n \geq 1$ and domain $\Omega \subseteq \mathbb{R}^2$, we denote by $C^0_b(\Omega)$ the set of $n$ times bounded continuously differentiable functions on $\Omega$. We assume that the wedge $S$ is positioned so that one side of it is the positive horizontal half line, and the angle of the wedge is $\xi$. We define $\partial S_1$ and $\partial S_2$ as the two sides of the wedge so that neither includes the vertex, i.e., $\partial S_1 = \{(x, 0) : x > 0\}$ and $\partial S_2 = \{r(\cos \xi, \sin \xi) : r > 0\}$. On the other hand, we define $\partial S$ as the boundary of $S$, so it includes the vertex. Next (see Fig. 1), we denote by $v_1$ and $v_2$ the reflection directions on the boundaries $\partial S_1$ and $\partial S_2$, respectively. For convenience, we assume that each $v_i$ is normalized such that $v_i \cdot n_i = 1$, where $n_i$ is the inward-facing normal vector on $\partial S_i$ for $i = 1, 2$. Finally, for $i = 1, 2$, we set the directional derivative operator $D_i = v_i \cdot \nabla$, with $\nabla$ being the gradient operator, the dot is the inner product, and denote by $\Delta$ the Laplacian operator.
2.1 The submartingale problem with drift

**Definition 2.1** *(Submartingale problem with drift)* A family of probability measures \( \{P^z_\mu, z \in S\} \) on \((C_S, \mathcal{M})\) is said to solve the submartingale problem with drift \( \mu \in \mathbb{R}^2 \) if for each \( z \in S \), the following three conditions hold,

1. \( P^z_\mu(Z(0) = z) = 1 \);
2. For each \( f \in C_b^2(S) \), the process
   \[
   \left\{ f(Z(t)) - \int_0^t \mu \cdot \nabla f(Z(s)) ds - \frac{1}{2} \int_0^t \Delta f(Z(s)) ds, t \geq 0 \right\}
   \]
   is a submartingale on \((C_S, \mathcal{M}, \mathcal{M}_t, P^z_\mu)\) whenever \( f \) is constant in a neighbourhood of the origin and satisfies \( D_i f \geq 0 \) on \( \partial S_i \) for \( i = 1, 2 \);
3. \( E^z_\mu \left[ \int_0^\infty 1_{|Z(t)|=0} dt \right] = 0 \).

The above definition bears a relationship to the extended Skorokhod problem (ESP) developed in [28]. We shall recall the definition of the ESP below. Let \( d(\cdot) \) be a set-valued map from \( \partial S \), the boundary of \( S \), to the class of subsets of \( \mathbb{R}^2 \) satisfying the following two conditions:

(d1) for any \( x \in \partial S \), the image \( d(x) \) is a non-empty closed convex cone in \( \mathbb{R}^2 \) with the vertex being the origin;
(d2) the graph \( \{(x, d(x)) : x \in \partial S\} \) is closed.

For convenience, we extend the definition of \( d(\cdot) \) to \( S \) by setting \( d(x) = \{0\} \) for all \( x \in S^o \), where \( S^o \) is the interior of \( S \). For a set \( A \subset \mathbb{R}^2 \), let \( \text{co}(A) \) be the closed convex cone generated by \( A \).
Intuitively, the set-valued function $d(\cdot)$ represents all the possible directions of reflection at a given boundary point. If a vector is included in $d(x)$ for some boundary point $x$, then that vector represents an allowed direction of reflection whenever the reflected process hits the boundary point $x$. The third item below captures exactly this property. In the case of the present paper we shall always have $d(x) = \{\lambda v_i, \lambda \geq 0\}$ whenever $x \in \partial S_i$ (recall that the vertex is not included in $\partial S_i$), $i = 1, 2$. However, we shall assume that $d(0) = \mathbb{R}^2$. Despite the fact that we shall use these set functions only in this special case, we recall below the general definition as it appears in [28].

**Definition 2.2 (Extended Skorokhod Problem (ESP))** A pair of processes $(\phi, \eta) \in C_S \times C(\mathbb{R}_+, \mathbb{R}^2)$ is said to solve the ESP $(S, d(\cdot))$ for $\psi \in C(\mathbb{R}_+, \mathbb{R}^2)$ such that $\psi(0) \in S$ if $\phi(0) = \psi(0)$, and if for all $t \in \mathbb{R}_+$, the following properties hold,

1. $\phi(t) = \psi(t) + \eta(t)$;
2. $\phi(t) \in S$;
3. For every $s \in [0, t]$;

$$\eta(t) - \eta(s) \in \text{co} \left[ \bigcup_{u \in (s, t]} d(\phi(u)) \right].$$

Item 2 in the above definition is redundant since we already required that $\phi \in C_S$, but we kept that item as it appears in the original definition in [28].

Just like in [35], let

$$\alpha = \frac{\theta_1 + \theta_2}{\xi}.$$

The quantity $\alpha$ plays a prominent role. A visual description in a table form of the way various values of $\alpha$ determines the properties of the solution of the submartingale problem without drift is available in [3], Fig. 2.

From here on in this paper we shall always have

$$d(x) = \{\lambda v_i, \lambda \geq 0\} \text{ whenever } x \in \partial S_i, \ i = 1, 2,$$

(1)
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\[ d(x) = \{0\}, \text{ whenever } x \in S^0, \]  
(2)

and

\[ d(0) = \mathbb{R}^2, \]  
(3)

except in Remark 8.3, where we revert to the general case. In (2) \( S^0 \) represents the interior of the wedge \( S \).

**Theorem 2.3** If \( \alpha < 2 \), then for each \( \mu \in \mathbb{R}^2 \) there exists a unique solution \( \{\mathbb{P}_z^\mu, z \in S\} \) to the submartingale problem with drift. In addition, the following statements hold:

1. There exists a process \( X \) defined on \( (C_S, \mathcal{M}, \mathcal{M}_t) \) which, for each \( z \in S \), is a 2-dimensional Brownian motion with drift \( \mu \) starting at \( z \) under \( \mathbb{P}_z^\mu \);
2. Setting \( Y = Z - X \), the pair \( (Z, Y) \) solves the ESP \( (S, d(\cdot)) \) for \( X, \mathbb{P}_z^\mu \)-a.s., for each \( z \in S \), where the set function \( d(\cdot) \) is specified in (1)–(3).

The above theorem establishes a decomposition

\[ Z = X + Y, \]  
(4)

such that for all \( z \in S \) under \( \mathbb{P}_z^\mu \) the process \( X \) is a standard Brownian motion with drift \( \mu \) starting at \( z \). In the following two theorems we shall establish several properties of the process \( Y \) appearing in the above decomposition. In order to state the first of these two results, we need the definition of the strong \( p \)-variation of a function. Let \( T > 0 \) arbitrary. We call an ordered set \( (t_0, t_1, \ldots, t_n) \) a partition of the interval \( [0, T] \), if \( 0 = t_0 < t_1 < \cdots < t_n = T \), for an arbitrary \( n \in \mathbb{N}_+ \). Let \( \pi(T) \) denote the set of all partitions of the interval \( [0, T] \). We define the mesh of a partition \( \rho = (t_0, \ldots, t_n) \in \pi(T) \) by setting

\[ \|\rho\| = \max\{t_i - t_{i-1} : i = 1, \ldots, n\}. \]

**Definition 2.4** Let \( T > 0 \) and \( p > 0 \). The strong \( p \)-variation of a function \( f : \mathbb{R}_+ \mapsto \mathbb{R}^k \) on \( [0, T] \) is defined by

\[ V_p(f, [0, T]) = \sup \left\{ \sum_{t_i \in \rho, i \geq 1} \| f(t_i) - f(t_{i-1}) \|^p : \rho \in \pi(T) \right\}. \]

**Theorem 2.5** Suppose that \( 1 < \alpha < 2 \). Then for each \( p > \alpha \) and \( z \in S \),

\[ \mathbb{P}_z^\mu(V_p(Y, [0, T]) < +\infty) = 1, \quad T > 0, \]  
(5)

and, for each \( 0 < p \leq \alpha \),

\[ \mathbb{P}_z^0(V_p(Y, [0, T]) < +\infty) = 0, \quad T > 0. \]  
(6)
A 2-dimensional continuous process $U$ defined on $(C_S, \mathcal{M}, \mathcal{M}_t, \mathbb{P}_\mu^\circ)$ is said to be of zero energy if for each $T > 0$ and each sequence of partitions $(\rho^m) \subset \pi(T)$ such that $\|\rho^m\| \to 0$ as $m \to \infty$ we have

$$\sum_{i=1}^{n(m)} \|U(t_i^m) - U(t_{i-1}^m)\|^2 \to 0 \text{ as } m \to \infty,$$

where $\rho^m = (t_1^m, \ldots, t_{n(m)}^m)$. A process $D$ on $(C_S, \mathcal{M}, \mathcal{M}_t, \mathbb{P}_\mu^\circ)$ is said to be a Dirichlet process if it has a decomposition $D = M + U$, where $M$ is a local martingale on the same probability space, and $U$ is a continuous zero-energy process with $U(0) = 0$.

**Theorem 2.6** Let $1 < \alpha < 2$, and $z \in S$ arbitrary. Then the process $Y$ in decomposition (4) is a zero-energy process, and $Z$ is a Dirichlet process.

**Theorem 2.7** If $1 \leq \alpha < 2$, then $Z$ is not a semimartingale on $(C_S, \mathcal{M}, \mathcal{M}_t, \mathbb{P}_\mu^\circ)$, for any $z \in S$.

**Theorem 2.8** If $\alpha \geq 2$, then for any $\mu \in \mathbb{R}^2$ there is no solution to the submartingale problem with drift.

Let $\{\mathbb{P}_\mu^\circ, z \in S\}$ be the solution to the submartingale problem for some $\mu \in \mathbb{R}^2$. We say that $\{\mathbb{P}_\mu^\circ, z \in S\}$ possesses the strong Markov property if for each stopping time $\tau$ and $z \in S$, and each bounded $\mathcal{M}$-measurable function $h : C_S \to \mathbb{R}$ we have that

$$\mathbb{E}_\mu^\circ[1_{\{\tau < \infty\}} f(\omega(\cdot + \tau))|\mathcal{M}_\tau] = 1_{\{\tau < \infty\}} \mathbb{E}_\mu^\circ(\tau) [f(\omega(\cdot))], \quad \mathbb{P}_\mu^\circ\text{-a.s.} \quad (7)$$

**Theorem 2.9** If $\alpha < 2$, then for each $\mu \in \mathbb{R}^2$ the solution to the submartingale problem with drift has the strong Markov property.

The last subject of this subsection is the Feller property of $\{\mathbb{P}_\mu^\circ, z \in S\}$. There are various, slightly differing definitions of the Feller property available in the literature. For clarity we list below three definitions.

1. We say that $\{\mathbb{P}_\mu^\circ, z \in S\}$ has the Feller property if for any $\{z_n, n \geq 1\} \subset S$ converging to $z \in S$, $\mathbb{P}_\mu^\circ \Rightarrow \mathbb{P}_\mu^\circ$ as $n \to \infty$ (see Varadhan and Williams [35]).

2. Let $\hat{C}(S)$ be the set of continuous functions on $S$ vanishing at infinity. We say that $\{\mathbb{P}_\mu^\circ, z \in S\}$ has the $\hat{C}(S)$-Feller property if for any $f \in \hat{C}(S)$, and $t \geq 0$, the function $z \mapsto \mathbb{E}_\mu^\circ[f(Z(t))]$ is also in $\hat{C}(S)$.

3. Let $C_b(S)$ be the set of bounded continuous functions on $S$. We say that $\{\mathbb{P}_\mu^\circ, z \in S\}$ has the $C_b(S)$-Feller property if for any $f \in C_b(S)$, and $t \geq 0$, the function $z \mapsto \mathbb{E}_\mu^\circ[f(Z(t))]$ is also in $C_b(S)$.

**Remark 2.10** The Feller property obviously implies the $C_b(S)$-Feller property. The $\hat{C}(S)$-Feller property implies the $C_b(S)$-Feller, but the converse is not true (cf. Theorems 1.9 and 1.10 in [2]).

**Theorem 2.11** If $\alpha < 2$, then the solution to the submartingale problem for each $\mu \in \mathbb{R}^2$ has the Feller property.
Theorem 2.12 If $\alpha < 2$, then the solution to the submartingale problem for each $\mu \in \mathbb{R}^2$ has the $\hat{C}(S)$-Feller property.

We note that for the $\mu = 0$ case the Feller property is known ([35], Theorem 3.13). However, the $\hat{C}(S)$-Feller property is new even in the $\mu = 0$ case.

2.2 The absorbed process

Let

$$\tau_0 = \inf\{t \geq 0 : Z(t) = 0\}$$

be the stopping time with respect to $\{\mathcal{M}_t, t \geq 0\}$ representing the first time that $Z$ reaches the vertex of the wedge. Results in this subsection concern the RBM in a wedge up until $\tau_0$. Results of this type were provided in [35] for the drift-less case. In particular, it has been shown there that for the drift-less case $P_z(\tau_0 < \infty)$ is equal to zero if $\alpha \leq 0$, and equal to 1 if $\alpha > 0$. We shall begin the study of $\tau_0$ in the presence of a constant drift $\mu$ with the following definition.

Definition 2.13 (The Absorbed Process Problem) A family of probability measures $\{P_{z,0}^\mu, z \in S\}$ on $(C_S, \mathcal{M})$ is said to solve the absorbed process problem with drift $\mu \in \mathbb{R}^2$ if for each $z \in S$, the following three conditions hold,

1. $P_{z,0}^\mu(Z(0) = z) = 1$;
2. The process

$$\left\{ f(Z(t \wedge \tau_0)) - \int_0^{t \wedge \tau_0} \mu \cdot \nabla f(Z(s)) ds - \frac{1}{2} \int_0^{t \wedge \tau_0} \Delta f(Z(s)) ds, t \geq 0 \right\}$$

is a submartingale on $(C_S, \mathcal{M}, \mathcal{M}_t, P_{z,0}^\mu)$, for each $f \in C^2_b(S)$ such that $D_i f \geq 0$ on $\partial S_i$ for $i = 1, 2$;
3. $P_{z,0}^\mu(Z(t) = 0, \forall t \geq \tau_0) = 1$.

Notice that in the above definition in item 2 the upper limit of the integral is not $t$ but $t \wedge \tau_0$. In other words, in this definition we require that the process specified in item 2 of Definition 2.1 is a submartingale only up to $\tau_0$. Item 3 in the above definition specifies that the reflected process is absorbed at the vertex once the vertex is reached. This definition requires less then Definition 2.1, hence it is possible that the absorbed process problem with drift has a solution for $\alpha \geq 2$, despite the fact stated in Theorem 2.8, namely that the submartingale problem with drift has no solution in that case. This is exactly the subject of the next theorem.

Theorem 2.14 For each $\mu \in \mathbb{R}^2$ and $\alpha \in \mathbb{R}$, there exists a unique solution to the absorbed process problem.

The above theorem is particularly interesting if $\alpha \geq 2$, since Theorem 2.3 does not cover that case. The existence of a solution to the absorbed process problem easily
follows from the existence of a solution to the submartingale problem whenever $\alpha < 2$. However, the uniqueness part of Theorem 2.14 does not follow in an obvious way from Theorem 2.3 even in the $\alpha < 2$ case. Our proof for Theorem 2.14 applies to all $\alpha \in \mathbb{R}$.

Next we state a series of results on the hitting probability of the vertex for the absorbed process in the case of a constant drift.

**Theorem 2.15** If $\alpha \leq 0$, then for each $\mu \in \mathbb{R}^2$ and $z \in S$, $P_{\mu}^{z,0}(\tau_0 = \infty) = 1$.

The hitting probability of the vertex is more varied in the case of $\alpha \geq 1$, and before proceeding we must make some observations on the geometry of the wedge. For $n \geq 1$ and a set of vectors $\{a_1, \ldots, a_n\} \subset \mathbb{R}^2$, let $\text{co}(a_1, \ldots, a_n)$ denote the closed convex cone generated by $\{a_1, \ldots, a_n\}$. We illustrate two relevant cases for $\alpha$ below.

In the above diagrams, case A corresponds to $\alpha = 1$, which occurs if and only if $\text{co}(v_1, v_2)$ is a line. Case B corresponds to $\alpha > 1$, which occurs if and only if $\text{co}(-v_1, -v_2)$ contains $S$. In both cases, that is, whenever $\alpha \geq 1$ we have that $\text{co}(v_1, v_2) \cap S = \{0\}$. We have $\alpha < 1$ if and only if $\text{co}(-v_1, -v_2) \cap S = \{0\}$ and $\text{co}(v_1, v_2)$ is not a line. The cases $\alpha \leq 0$, $\alpha \geq 2$ play significant roles in the results in this section, but unfortunately we don’t have a simple geometric interpretation for these cases. Intuitively, small value for $\alpha$ means that the combined impact of the reflections on $\partial S_1$ and $\partial S_2$ are driving the reflected process more away from the vertex than towards it. Large value for $\alpha$ means that the combined effect of the reflections is driving the reflected process more towards the vertex than away from the vertex. Note also that $\alpha \geq 1$ implies $\xi < \pi$.

**Theorem 2.16** If $\alpha \geq 1$, then

$$P_{\mu}^{z,0}(\tau_0 < \infty) > 0 \text{ for each } \mu \in \mathbb{R}^2 \text{ and } z \in S.$$  \hspace{1cm} (8)

Moreover, if in addition to the $\alpha \geq 1$ condition we also have that

$$\text{co}(v_1, v_2, \mu) \cap S = \{0\},$$  \hspace{1cm} (9)

then for each $z \in S$,

$$P_{\mu}^{z,0}(\tau_0 < \infty) = 1.$$  \hspace{1cm} (10)

We note that in the case of $\alpha > 1$ condition (9) can be cast in an algebraic form. Let $R$ be the $2 \times 2$ matrix such that its $i$-th column vector is $v_i$, for $i = 1, 2$. If $\alpha > 1$ then condition (9) is equivalent to the requirement the vector $R^{-1} \mu$ has at least one non-negative component.
Remark 2.17 Theorem 2.16 leaves open the possibility that \( P_{\mu}z,0(\tau_0 < \infty) = 1 \) whenever \( \alpha \geq 1 \). This however is not the case as the following counterexample shows. Let \( \alpha \in \mathbb{R} \) be arbitrary and let the drift \( \mu \in \mathbb{R}^2 \) be given by \( \mu = ||\mu||(\cos \eta, \sin \eta) \neq 0 \), where \( \eta \in (0, \xi) \). Then, it is not hard to show using the proposition below that \( P_{\mu}z,0(\tau_0 < \infty) < 1 \) for each \( z \in S \setminus \{0\} \).

Proposition 2.18 Let \( S \) be the 2-d wedge defined above, let \( S^0 \) be the interior of \( S \), let \( B \) be a 2-d standard Brownian motion with zero drift starting at the origin under a probability measure \( P \), and let \( \mu \in \mathbb{R}^2 \) given by \( \mu = ||\mu||(\cos \eta, \sin \eta) \neq 0 \), where \( \eta \in (0, \xi) \). Then, if \( 0 < \xi < \pi \), for each \( z \in S^0 \),

\[
P_{\mu}z,0(\tau_0 < \infty) > 0.
\]

This implies that when \( \alpha \geq 1 \), hitting the vertex is no longer a 0-1 event for certain values of \( \mu \), which contrasts with the drift-less result of [35]. An explicit formula for the hitting probability of the vertex can be found in [15] assuming that \( S \) is a quadrant, \( \alpha = 1 \), and \( \mu \) points inside of the quadrant (the result of that paper is actually stated in a dimension possibly higher than 2, but we quoted it in the 2-dimensional case, since that is the relevant case in the present paper).

3 Proof of Theorems 2.3, 2.5, 2.6, 2.7, and 2.8

The first two propositions in this section will provide proofs for all statements in Theorem 2.3, except the uniqueness. The proof of these propositions is based on Girsanov’s theorem. We know that all these statements hold for \( \mu = 0 \), and Girsanov’s theorem implies that a Brownian motion \( X \) with drift \( \mu \) exists under the transformed probability measures, and \( (X, Y) \) solves a particular ESP. Then a result of Kang and Ramanan will imply that the family of transformed probability measures solves the submartingale problem. The exact steps of this plan are below.

Recall that \( d(\cdot) \) has been specified in (1)–(3). It is known that in the case of \( \mu = 0 \) the submartingale problem has a unique solution whenever \( \alpha < 2 \) (see [35]). In accordance with our notation, that solution will be denoted by \( \{P_0^S, z \in S\} \). We then have the following.

Proposition 3.1 Let \( (C_S, \mathcal{M}, \mathcal{M}_t) \) and \( Z \) be defined as in Sect. 2, that is, \( Z(t) : C_S \mapsto S \) is the coordinate map \( Z(t)(\omega) = \omega(t) \) for \( \omega \in C_S \). Then, if \( \alpha < 2 \),

1. There exists a process \( X \) defined on \( (C_S, \mathcal{M}, \mathcal{M}_t) \) which, for each \( z \in S \), is a 2-dimensional Brownian motion starting at \( z \) under \( P_0^S \);
2. Setting \( Y = Z - X \), the pair \( (Z, Y) \) solves the ESP \( (S, d(\cdot)) \) for \( X \), \( P_0^S \)-a.s.
Proposition 3.2

\[ \text{Proof} \]

Let \( \alpha < 2 \). Then, Condition 1 is immediate from Theorem 2.4 in [23]. It remains to show that for each \( z \in S \), \( \mathbb{P}_0^z \)-a.s., \( Z \) and \( Y = Z - X \) together solve the ESP (see Definition 2.2 as above) for \( X \) with \( d \) as defined immediately preceding the statement of the proposition. For \( \alpha \in (1, 2) \), this follows by Theorem 2.8 in [23]. We now claim that if \( \alpha \leq 1 \), \((Z, Y)\) also solves the ESP \((S, d(\cdot))\) for \( X \), \( \mathbb{P}^z \)-a.s. For any two real numbers \( 0 < s < t \), if \((s, t)\) belongs to a single excursion from the origin then by a similar proof to the one in part 2 of Theorem 4.2 in [23], one can conclude that item 3 in the definition of the ESP holds. If \((s, t)\) doesn’t belong to one excursion, then item 3 is obviously satisfied by \( d(0) = \mathbb{R}^2 \).

We are now ready to prove the existence of a solution to the submartingale problem with drift, and some of the properties of the solution we create. In the following Proposition \( X \) and \( Y \) are the processes whose existence is guaranteed by Proposition 3.1. In particular, for each \( z \in S \) the process \( X \) is a 2-dimensional Brownian motion with no drift under \( \mathbb{P}_0^z \), and \( Y = Z - X \).

Proposition 3.2

If \( \alpha < 2 \), then for each \( \mu \in \mathbb{R}^2 \) the submartingale problem with drift has a solution \((\mathbb{P}_\mu^z, z \in S)\), which satisfies the following properties. With \( X \) and \( Y \) defined in Proposition 3.1, for every \( z \in S \) the following hold:

- Under \( \mathbb{P}_\mu^z \) the process \( X \) is a standard Brownian motion with drift \( \mu \) starting at \( z \);
- The pair \((Z, Y)\) solves the ESP \((S, d(\cdot))\) for \( X \), \( \mathbb{P}_\mu^z \)-a.s.

\[ \text{Proof} \]

Let \( \alpha < 2 \) and note that by Proposition 3.1 there exists a process \( X \) defined on \((C_S, \mathcal{M}, \mathcal{M}_T)\) which, for each \( z \in S \), is a 2-dimensional Brownian motion starting at \( z \) under \( \mathbb{P}_0^z \). Now let \( T \geq 0 \) and for each \( z \in S \), let \( \mathbb{P}_{\mu,T}^z \) be a probability measure on \((C_S, \mathcal{M}, \mathcal{M}_T)\) equivalent (mutually absolutely continuous) to \( \mathbb{P}_\mu^z \) such that under \( \mathbb{P}_{\mu,T}^z \), \( X \) is a standard Brownian motion with drift \( \mu \) up to time \( T \), starting at \( z \). In other words, \( \{X(t) - \mu t, t \leq T\} \) is a standard (drift-less) \( \mathbb{P}_{\mu,T}^z \)-Brownian motion starting at \( z \). The measure \( \mathbb{P}_{\mu,T}^z \) is defined by

\[
\frac{d\mathbb{P}_{\mu,T}^z}{d\mathbb{P}_0^z} = \zeta(T),
\]

where \( \zeta(T) = \exp(\mu \cdot (X(T) - X(0)) - \frac{1}{2} |\mu|^2 T) \).

One can easily show that the family of probability measures \( \{\mathbb{P}_{\mu,T}^z, T \in [0, \infty)\} \) is consistent. That is, if \( S < T \), then \( \mathbb{P}_{\mu,T}^z(A) = \mathbb{P}_{\mu,S}^z(A) \), whenever \( A \in \mathcal{M}_S \). From [25], Theorem 4.2 (page 143), it follows that there exists a single probability measure \( \mathbb{P}_\mu^z \) such that \( \mathbb{P}_{\mu,T}^z(A) = \mathbb{P}_{\mu,T}^z(A) \) whenever \( A \in \mathcal{M}_T \). Since \( \{X(t) - X(0) - \mu t, t \leq T\} \) is a \( \mathbb{P}_{\mu,T}^z \)-Brownian motion starting at zero for every \( T \in [0, \infty) \), it follows that \( \{X(t) - X(0) - \mu t, t < \infty\} \) is also a \( \mathbb{P}_\mu^z \)-Brownian motion starting at zero. Also, \((Z, Y)\) solves the ESP \((S, d(\cdot))\) for \( X \) under \( \mathbb{P}_\mu^z \)-a.s., because by Proposition 3.1 it is true under \( \mathbb{P}_0^z \), and the measures \( \mathbb{P}_0^z \) and \( \mathbb{P}_\mu^z \) constrained to \( \mathcal{M}_T \) are mutually absolutely continuous for every \( T \in [0, \infty) \).
and consider the definition of a weak solution to an SDER (see Definition 2.4 of Kang and Ramanan [21]. The triplet \((C_S, M, M_t, \mathbb{P}^z_\mu, (Z, W))\) is a weak solution to the SDER with initial condition \(z\) associated with \((S, d(\cdot)), b(\cdot)\) and \(\sigma(\cdot)\), where \(b(x) = \mu\) and \(\sigma(x) = \text{Id}_{2 \times 2}\). For the convenience of the reader we recalled the definition of a weak solution of an SDER from [21] in Remark 8.3. Condition 4 in that remark is satisfied by Lemma 4.2 in [37]. Indeed, it follows from that lemma that for every \(t \geq 0\) the set \(\{s \in [0, t] : Z(s) \in \partial S\}\) has zero Lebesgue measure \(\mathbb{P}^z_\mu\)-a.s. Then by the mutual absolute continuity of \(\mathbb{P}^z_\mu\) and \(\mathbb{P}^z_0\), the same is true under \(\mathbb{P}^z_\mu\), and then by taking limits as \(t \to \infty\) we get the required property. We note that the “closed graph condition” (see Kang and Ramanan [21], page 5) is satisfied, because we defined \(d(0) = \mathbb{R}^2\). From Theorem 2 in [21], it now follows that \(\{\mathbb{P}^z_\mu, z \in S\}\) solves the submartingale problem with drift \(\mu\).

We shall use the Lemmas 3.3, 3.4, 3.5, 3.6, and 3.7 for the proof of both the uniqueness part of Theorem 2.3, and for the proof of Theorem 2.8. In these lemmas \(\alpha\) may be an arbitrary real number. On the other hand, in these lemmas we start with a probability measure \(\mathbb{P}^z_\mu\) that satisfies conditions 1, 2, and 3 of Definition 2.1. This may be surprising, since Theorem 2.8 states that such probability measure does not exist for \(\alpha \geq 2\). However, for such \(\alpha\)'s we use these lemmas to derive a contradiction, thereby proving Theorem 2.8. A simple use of Girsanov’s theorem is not sufficient for proving uniqueness. The reason is that assuming that there is another probability measure, \(\mathbb{P}^z_\mu\), besides \(\mathbb{P}^z_\mu\) that satisfies conditions 1–3 in Definition 2.1, we do not know that \(\mathbb{P}^z_\mu\) and \(\mathbb{P}^z_\mu\) constrained to \(M_T\) are mutually absolutely continuous for \(T \in [0, \infty)\), thus we do not know that \(X\) is a Brownian motion with drift \(\mu\) under \(\mathbb{P}^z_\mu\), and do not not know that the ESP is satisfied under \(\mathbb{P}^z_\mu\), either. Therefore the uniqueness proof is a bit more complicated. In the lemma below we shall show that for any solution \(\{\mathbb{P}^z_\mu, z \in S\}\) to the submartingale problem satisfies (12). We showed at the end of the proof of Proposition 3.2 that this can be done easily for the solution we created using Girsanov’s theorem. But the point is that for the uniqueness proof now we need to show that (12) holds for any solution to the submartingale problem.

**Lemma 3.3** Suppose that \(\{\mathbb{P}^z_\mu, z \in S\}\) is a solution to the submartingale problem with drift \(\mu \in \mathbb{R}^2\). Then, for all \(z \in S\),

\[
\mathbb{E}^z_\mu \left[ \int_0^\infty \mathbb{1}_{\{Z(t) \in \partial S\}} dt \right] = 0. \tag{12}
\]

**Proof** Let \(z \in S\) be arbitrary. In this proof we shall use the Doob–Meyer decomposition for submartingales, which requires that the probability space is augmented. For this reason we denote by \((C_S, \mathcal{F}^z, (\mathcal{F}^z_t))\) the augmentation of the space \((C_S, \mathcal{M}, (\mathcal{M}_t))\) under \(\mathbb{P}^z_\mu\), using the concept of augmentation as it is defined in [32], Definition II.67.3. For some technical details on the augmentation of probability spaces see Remark 8.2 in the Appendix. Condition 3 of the submartingale problem gives

\[
\mathbb{E}^z_\mu \left[ \int_0^\infty \mathbb{1}_{\{Z(t) = 0\}} dt \right] = 0,
\]

\(\square\) Springer
for each \( z \in S \), thus in order to complete the proof it suffices to prove that

\[
\mathbb{E}^z \left[ \int_0^\infty \mathbf{1}_{\{Z(t) \in \partial S_i\}} dt \right] = 0 \text{ for } i = 1, 2. \tag{13}
\]

We prove this result for \( i = 1 \); the result then follows for \( i = 2 \) by symmetry. The essence of the proof is the following. First we select an area within \( S \) that is bounded away from the vertex, and prove that the statement holds while \( Z \) is in this area in the following way. By selecting a test function which in this area is simply the projection to the vertical axis we show that \( Z_2(t) \) has a decomposition \( M(t) + A(t) + \mu_2 t \), where \( M \) is a 1-dimensional martingale and \( A \) is an increasing process. Then we show that \( A \) can increase at \( t \) only if \( Z_2(t) = 0 \), and \( M \) is a Brownian motion. These facts make \( Z_2 \) a reflected Brownian motion with a drift while \( Z \) is in that particular area, hence by the well-known result for a 1-dimensional reflected Brownian motion, the Lebesgue measure of the set of times such process spends on the boundary is zero. Then (13) follows for \( i = 1 \) by taking limits. Below are the exact steps of this proof.

For each \( \varepsilon > 0 \), define \( S_\varepsilon \subset S \) by

\[
S_\varepsilon = S + (\varepsilon, 0),
\]

\( \text{i.e., a wedge with vertex at } (\varepsilon, 0) \) and edges \( \partial S_1^\varepsilon = \{ (x, 0) \in \mathbb{R}^2, x > \varepsilon \} \) and \( \partial S_2^\varepsilon = \{ (\varepsilon, 0) + \lambda (\cos \xi, \sin \xi), \lambda > 0 \} \) (recall that \( \xi \) is the angle of the wedge \( S \)).

Next we shall recursively define the \((\mathcal{F}_t^z)\) stopping times \( \bar{\sigma}_k^\varepsilon, T \), \( \bar{\tau}_k^\varepsilon, T \) for \( k \geq 1 \), for every \( T > 0 \). We define

\[
\bar{\sigma}_1^\varepsilon, T = \inf \left\{ t \geq 0 : Z(t) \in S_\varepsilon \right\} \wedge T,
\]

and

\[
\bar{\tau}_k^\varepsilon, T = \inf \left\{ t \geq \bar{\sigma}_k^\varepsilon, T : Z(t) \in \partial S_2^{2\varepsilon/3} \right\} \wedge T, \quad k \geq 1,
\]

\[
\bar{\sigma}_k^\varepsilon, T = \inf \left\{ t \geq \bar{\tau}_k^\varepsilon, T : Z(t) \in \partial S_2^{\varepsilon} \right\} \wedge T, \quad k \geq 2;
\]

Let \( Z(t) = (Z_1(t), Z_2(t)) \). Let \( C = z_2 \) be an arbitrary constant. We define the \((\mathcal{F}_t^z)\) stopping time

\[
T_C = \inf \left\{ t \geq 0 : Z_2(t) \geq C \right\},
\]

and in order to simplify the notation, we also introduce the stopping times \( \bar{\sigma}_k = \bar{\sigma}_k^\varepsilon, T \wedge T_C \) and \( \bar{\tau}_k = \bar{\tau}_k^\varepsilon, T \wedge T_C \). Notice that for all \( t \leq T, t \in [\bar{\sigma}_k, \bar{\tau}_k] \) implies that \( Z(t) \in S^{2\varepsilon/3} \) and \( Z_2(t) \leq C \) (Fig. 2).

Next, as described in the plan above, we would like to study the process \( Z_2 \). We shall select a function which maps \((z_1, z_2)\) to \( z_2 \) on \( S^{2\varepsilon/3} \cap \{z_2 \leq C\} \) which is bounded away from the vertex, and make sure that in addition this function satisfies all conditions imposed on \( f \) in item 2 of Definition 2.1. Then we use this function to create a submartingale as in item 2 of Definition 2.1.
Let \( f_{\varepsilon,C} \in C^2_b(S) \) such that

\[
f_{\varepsilon,C}(x,y) = \begin{cases} 0, & \text{if } (x,y) \in S \setminus S^{\varepsilon/3}, \\ y, & \text{if } (x,y) \in S^{2\varepsilon/3}, \ y \leq C. \end{cases}
\]  

(14)

In addition we require that \( f_{\varepsilon,C}(x,0) = 0 \) for all \( x \geq 0 \), and \( D_2 f_{\varepsilon,C} \geq 0 \) on \( \partial S_2 \). It follows from (14) that \( D_1 f_{\varepsilon,C} = 0 \) on \( \partial S_1 \). We show in Lemma 8.1 in the Appendix that such function indeed exists. By the definition of the submartingale problem

\[
V_1 = \left\{ V_1(t) = f_{\varepsilon,C}(Z(t)) - \int_0^t \left( \mu \cdot \nabla f_{\varepsilon,C}(Z(s)) - \frac{1}{2} \Delta f_{\varepsilon,C}(Z(s)) \right) ds; \ t \geq 0 \right\}
\]

(15)
is a regular submartingale under \( \mathbb{P}^\varepsilon_\mu \) on \( (\mathcal{F}_t^\varepsilon) \), thus by Theorem 1.4.14 in [22] it has a unique Doob–Meyer decomposition

\[
V_1(t) = M(t) + A(t)
\]

(16)

where \( M \) is a continuous martingale and \( A \) is a continuous increasing (not strictly increasing) process. For the definition of regular submartingales see Definition 1.4.12 in [22]. For an arbitrary \( k \geq 1 \) we have \( f_{\varepsilon,C}(Z(t)) = Z_2(t), \mu \cdot \nabla f_{\varepsilon,C}(Z(t)) = \mu_2, \) and \( \Delta f_{\varepsilon,C}(Z(t)) = 0 \) whenever \( t \in [\bar{\sigma}_k, \bar{\tau}_k] \), hence by (16) and (15)

\[
Z_2(t) = Z_2(\bar{\sigma}_k) + M(t) - M(\bar{\sigma}_k) + A(t) - A(\bar{\sigma}_k) + \mu_2(t - \bar{\sigma}_k)
\]

(17)

for \( t \in [\bar{\sigma}_k, \bar{\tau}_k] \). Next we are going to establish the following two properties. The first is that

\[
\int_{\bar{\sigma}_k}^{\bar{\tau}_k} 1_{\{Z_2(t) > 0\}} dA(t) = 0, \quad \mathbb{P}^\varepsilon_\mu - \text{a.s.,}
\]

(18)

and the second is that

\[
\int_{\bar{\sigma}_k}^{\bar{\tau}_k} d(\langle M \rangle_t - t) = 0, \quad \mathbb{P}^\varepsilon_\mu - \text{a.s.}
\]

(19)

We start with proving (18). For any \( \delta > 0 \) and \( k \geq 1 \) we define a sequence of \( (\mathcal{F}_t^\varepsilon) \) stopping times

\[
\theta_1^\delta = \inf\{t \geq \bar{\sigma}_k: Z_2(t) \geq \delta \} \land \bar{\tau}_k, \quad \theta_1^\delta = \inf\{t \geq \theta_1^\delta: Z_2(t) = \frac{\delta}{2} \} \land \bar{\tau}_k,
\]

\[
\theta_n^\delta = \inf\{t \geq \theta_n^\delta: Z_2(t) = \delta \} \land \bar{\tau}_k, \quad n \geq 2,
\]

\[
\theta_n^\delta = \inf\{t \geq \theta_n^\delta: Z_2(t) = \frac{\delta}{2} \} \land \bar{\tau}_k, \quad n \geq 2.
\]

Notice that \( [\theta_n^\delta, \theta_n^\delta] \) is a sub-interval of \( [\bar{\sigma}_k, \bar{\tau}_k] \) such that for \( t \in [\theta_n^\delta, \theta_n^\delta] \) we have \( Z_2(t) \geq \delta/2 \). All these stopping times are finite because by definition \( \bar{\tau}_k \leq T \). Let
follows that whenever \( x \geq \delta/2 \). Relation \( g'_1(0) = 0 \) implies that \( \nabla(g_1 \circ f_{\varepsilon,C}) \) is zero on the boundary of \( S \), hence Meyer decomposition

\[
V_2 = \begin{cases} 
V_2(t) = g_1(f_{\varepsilon,C}(Z(t))) - \int_0^t (\mu \cdot \nabla(g_1 \circ f_{\varepsilon,C})(Z(s)) \\
- \frac{1}{2} \Delta(g_1 \circ f_{\varepsilon,C})(Z(s)) \) ds, & t \geq 0
\end{cases}
\]

is a martingale with respect to the filtration \( \mathcal{F}_t^z \) under \( \mathbb{P}_\mu^z \). Therefore, \( \{V_2((t \lor \theta_n^\delta) \land \vartheta_n^\delta), t \geq 0 \} \) is also a martingale with respect to the filtration \( \mathcal{F}_t^z \) under \( \mathbb{P}_\mu^z \). For all \( s \in [\theta_n^\delta, \vartheta_n^\delta] \) we have \( g_1(f_{\varepsilon,C}(Z(s))) = Z_2(s), \mu \cdot \nabla(g_1 \circ f_{\varepsilon,C})(Z(s)) = 0, \) hence for all \( t \geq 0 \)

\[
V_2((t \lor \theta_n^\delta) \land \vartheta_n^\delta) = V_2(\theta_n^\delta) - Z_2(\theta_n^\delta) + Z_2((t \lor \theta_n^\delta) \land \vartheta_n^\delta) - \mu_2((t \lor \theta_n^\delta) \land \vartheta_n^\delta - \theta_n^\delta)
\]

thus \( \{Z_2((t \lor \theta_n^\delta) \land \vartheta_n^\delta), t \geq 0 \} \) is also a martingale with respect to the filtration \( \mathcal{F}_t^z \) under \( \mathbb{P}_\mu^z \). On the other hand, from (17) follows that

\[
Z_2((t \lor \theta_n^\delta) \land \vartheta_n^\delta) = Z_2(\theta_n^\delta) - \mu_2(\theta_n^\delta + M((t \lor \theta_n^\delta) \land \vartheta_n^\delta) - M(\theta_n^\delta) + A((t \lor \theta_n^\delta) \land \vartheta_n^\delta) - A(\theta_n^\delta),
\]

for all \( t \geq 0 \). However, the left-hand side in the above identity is a martingale with respect to the filtration \( \mathcal{F}_t^z \) under \( \mathbb{P}_\mu^z \), and so is \( M((t \lor \theta_n^\delta) \land \vartheta_n^\delta) \) on the right-hand side \( (t \geq 0) \). Therefore, \( A \) must be constant on \( [\theta_n^\delta, \vartheta_n^\delta] \), \( \mathbb{P}_\mu^z \)-a.s. This holds for all \( n \geq 1 \), hence

\[
\int_{\tilde{\sigma}_k}^{\tilde{\tau}_k} \sum_{n=1}^{\infty} 1_{[\theta_n^\delta, \vartheta_n^\delta]}(t) dA(t) = 0, \quad \mathbb{P}_\mu^z \text{-a.s.} \tag{20}
\]

If \( t \in [\tilde{\sigma}_k, \tilde{\tau}_k] \) and \( Z_2(t) > \delta \), then \( Z_2(t) \in [\theta_n^\delta, \vartheta_n^\delta] \) for some \( n \geq 1 \), hence by (20)

\[
\int_{\tilde{\sigma}_k}^{\tilde{\tau}_k} 1_{[Z_2(t) > \delta]}(t) dA(t) = 0, \quad \mathbb{P}_\mu^z \text{-a.s.},
\]

and (18) follows.

Next we are going to show (19). Let \( g_2 \in C_b^2(\mathbb{R}) \) arbitrary such that \( g_2(x) = x^2 \) whenever \( |x| \leq C \). Then

\[
V_3 = \begin{cases} 
V_3(t) = g_2(f_{\varepsilon,C}(Z(t))) - \int_0^t (\mu \cdot \nabla(g_2 \circ f_{\varepsilon,C})(Z(s)) \\
\end{cases}
\]
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\[
-\frac{1}{2}\Delta(g_2 \circ f_{\varepsilon,C})(Z(s)) \, ds, \ t \geq 0 \tag{21}
\]

is a martingale under \( \mathbb{P}_\mu^\varepsilon \) with respect to the filtration \( (\mathcal{F}_t^\varepsilon) \), and for \( t \in [\bar{\sigma}_k, \bar{\tau}_k] \) we have \( g_2 \left( f_{\varepsilon,C}(Z(t)) \right) = (Z_2(t))^2, \) \( \mu \cdot \nabla (g_2 \circ f_{\varepsilon,C})(Z(t)) = 2\mu_2 Z_2(t) \) and \( \Delta (g_2 \circ f_{\varepsilon,C})(Z(t)) = 2 \), hence by Ito’s rule applied to \( g_2(f_{\varepsilon,C}(Z(t))) \) and by (17)

\[
Z_2^2(t) = Z_2^2(\bar{\sigma}_k) + \int_{\bar{\sigma}_k}^t 2Z_2(s) dM(s) + \int_{\bar{\sigma}_k}^t 2\mu_2 Z_2(s) ds + \langle M \rangle_t - \langle M \rangle_{\bar{\sigma}_k},
\]

for \( t \in [\bar{\sigma}_k, \bar{\tau}_k] \). We note that the \( \int_{\bar{\sigma}_k}^t 2Z_2(s) dA(s) \) term vanished because of (18). From this and from (21) follows that

\[
V_3(t) = V_3(\bar{\sigma}_k) + \int_{\bar{\sigma}_k}^t 2Z_2(s) dM(s) + \int_{\bar{\sigma}_k}^t d \left( \langle M \rangle_s - s \right),
\]

for \( t \in [\bar{\sigma}_k, \bar{\tau}_k] \). The process \( \{V_3 \left( (t \vee \bar{\sigma}_k) \wedge \bar{\tau}_k \right), \ t \geq 0 \} \) is a martingale with respect to the filtration \( \{\mathcal{F}_{(t \vee \bar{\sigma}_k) \wedge \bar{\tau}_k}, \ t \geq 0 \} \) under \( \mathbb{P}_\mu^\varepsilon \), and can be written by substituting \( (t \vee \bar{\sigma}_k) \wedge \bar{\tau}_k \) for \( t \) in the above identity as

\[
V_3(t \vee \bar{\sigma}_k) \wedge \bar{\tau}_k) = V_3(\bar{\sigma}_k) + \int_{\bar{\sigma}_k}^{t \vee \bar{\sigma}_k) \wedge \bar{\tau}_k} 2Z_2(s) dM(s) + \int_{\bar{\sigma}_k}^{t \vee \bar{\sigma}_k) \wedge \bar{\tau}_k} d \left( \langle M \rangle_s - s \right),
\]

for all \( t \geq 0 \). Since the left-hand side is a martingale with respect to the filtration \( \{\mathcal{F}_{(t \vee \bar{\sigma}_k) \wedge \bar{\tau}_k}, \ t \geq 0 \} \) under \( \mathbb{P}_\mu^\varepsilon \), (19) follows. Then by (17), \( Z_2 \) is a 1-dimensional Brownian motion with drift \( \mu_2 \) reflected at zero in \([\bar{\sigma}_k, \bar{\tau}_k]\). Therefore,

\[
\int_{\bar{\sigma}_k}^{\bar{\tau}_k} 1_{\{Z_2(t)=0\}} dt = 0, \quad \mathbb{P}_\mu^\varepsilon \text{-a.s.}
\]

This holds for every \( k \geq 1 \), hence we also have

\[
\sum_{k=1}^\infty \int_{\bar{\sigma}_k}^{\bar{\tau}_k} 1_{\{Z_2(t)=0\}} dt = 0, \quad \mathbb{P}_\mu^\varepsilon \text{-a.s.},
\]

and from this

\[
\int_0^{T \wedge T_C} 1_{\{Z_1(t) \geq \varepsilon, Z_2(t) = 0\}} dt = 0, \quad \mathbb{P}_\mu^\varepsilon \text{-a.s.}
\]

The last identity follows because \( t \leq T \wedge T_C, Z_1(t) \geq \varepsilon \) and \( Z_2(t) = 0 \) implies that \( t \in [\bar{\sigma}_k, \bar{\tau}_k] \) for some \( k \geq 1 \). The statement of the Lemma now follows by \( T, C \uparrow \infty \) and \( \varepsilon \downarrow 0 \).

\( \square \)
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Let \( \{ \mathbb{P}_z^\mu, z \in S \} \) be a solution to the submartingale problem with a drift \( \mu \). Next we shall create a process \( X \) which is a Brownian motion with drift \( \mu \) starting at \( z \) on \((C_S, \mathcal{M}, (\mathcal{M}_t), \mathbb{P}_z^\mu)\), for every \( z \in S \). We already know that such process exists for the solution that we created in Proposition 3.2. However, for proving the uniqueness of the solution, we need to show the existence of such process \( X \) for every solution of the submartingale problem. Such construction has been carried out in [23] and in [21] for the case of zero drift. The generalization to the case of non-zero drift requires only a few obvious changes to the proofs in the case of zero drift, so here we shall only state the results (Lemmas 3.4 and 3.5) without proofs. The corresponding results for the zero drift case are available in [23], Lemma 4.5 and Proposition 4.7.

For each \( \delta > 0 \), let \( S_\delta \subset S \) be the closed set defined in the complex plane by \( S_\delta = S + \delta e^{i\xi/2} \). So \( S_\delta \) is a wedge with vertex at \( \delta (\cos(\xi/2), \sin(\xi/2)) \), such that it is included in \( S \) and has edges parallel with the respective edges of \( S \). Set \( \tau_0^\delta = 0 \), and, for each \( k \geq 1 \), recursively define

\[
\sigma_k^\delta = \inf \{ t \geq \tau_{k-1}^\delta : Z(t) \in S_{2\delta} \} \quad \text{and} \quad \tau_k^\delta = \inf \{ t \geq \sigma_k^\delta : Z(t) \in S \setminus S_\delta \}.
\]

By Problem 1.2.7 in Karatzas and Shreve [22], \( \sigma_k^\delta \) and \( \tau_k^\delta \) are stopping times relative to \((\mathcal{M}_t, t \geq 0)\) for every \( k \geq 1 \).

For each \( k \geq 1 \) and \( \delta > 0 \), define the process \( \{ W_{(k)}^\delta(t), t \geq 0 \} \) by setting

\[
W_{(k)}^\delta(t) = Z(t \land \tau_k^\delta) - Z(t \land \sigma_k^\delta) - (t \land \tau_k^\delta - t \land \sigma_k^\delta) \mu, \quad t \geq 0,
\]

and then define the process \( \{ W^\delta(t), t \geq 0 \} \) by setting

\[
W^\delta(t) = \sum_{k=1}^{\infty} W_{(k)}^\delta(t), \quad t \geq 0.
\]

**Lemma 3.4** For every \( \delta > 0 \) and \( z \in S \) the process \( W^\delta \) is a square-integrable martingale on \((C_S, \mathcal{M}, (\mathcal{M}_t), \mathbb{P}_z^\mu)\).

**Lemma 3.5** There exists a process \( W \) on \((C_S, \mathcal{M}, (\mathcal{M}_t), \mathbb{P}_z^\mu)\) such that for every \( z \in S \) it is a standard 2-dimensional Brownian motion under \( \mathbb{P}_z^\mu \) starting at zero, and for every fixed \( T > 0 \) we have

\[
\mathbb{P}_z^\mu \left[ |W(T) - W^\delta(T)|^2 \right] \to 0, \quad \text{as } \delta \to 0.
\]  

(22)

Next we shall define the process \( X \) by

\[
X(t, \omega) = \omega(0) + W(t, \omega) + \mu t, \quad t \geq 0.
\]  

(23)

We define the process \( Y \) by

\[
Y(t) = Z(t) - X(t), \quad t \geq 0.
\]  

(24)
We shall say that a function \( f : \mathbb{R}_+ \mapsto \mathbb{R}^2 \) is flat on an interval \([s, t] \subset \mathbb{R}_+\), if for every \( u \in [s, t] \) we have \( f(u) = f(s)\).

**Lemma 3.6** Let \( \{\mathbb{P}^z_\mu; z \in S\} \) be an arbitrary solution of the submartingale problem, and let \( X \) and \( Y \) be the processes defined above. Then the following two statements hold for every \( z \in S\):

1. Under \( \mathbb{P}^z_\mu \) the process \( X \) is a standard 2-dimensional Brownian motion on \((C_S, \mathcal{M}, \mathcal{M}_t)\) with drift \( \mu \), starting at \( z \);
2. for every \( n \in \mathbb{N}_+ \), and \( \delta > 0 \), the sample paths of \( Y \) are flat on \([\sigma_n^\delta, \tau_n^\delta]\), \( \mathbb{P}^z_\mu \)-a.s.

**Proof** The first statement follows from Lemma 3.5 and property 1 in the definition of the submartingale problem. Next we shall prove the second statement. In this proof we shall first study the properties of the process \([Z(t) - W^\delta(t) - \mu t, t \geq 0]\), then take limits to conclude. By the definition of \( W^\delta \), the sample paths of

\[
[Z(t) - W^\delta(t) - \mu t, t \geq 0] \text{ are flat on } [\sigma_n^\delta, \tau_n^\delta],
\]  
(25)

for each \( \delta > 0, n \geq 1 \). On the other hand, for every \( \delta > 0, n \geq 1 \) there exists \( k \geq 1 \) (depending on the sample path) such that \([\sigma_n^\delta, \tau_n^\delta] \subset [\sigma_k^{\delta/2}, \tau_k^{\delta/2}]\). This implies that the sample paths of \([Z(t) - W^{\delta/2}(t) - \mu t, t \geq 0]\) are also flat on \([\sigma_n^\delta, \tau_n^\delta]\). Iterating this we get that for every \( m \geq 1 \) the sample paths of \([Z(t) - W^{\delta/2^m}(t) - \mu t, t \geq 0]\) are also flat on \([\sigma_n^\delta, \tau_n^\delta]\). Comparing this with (25) we conclude that the sample paths of \( W^\delta - W^{\delta/2^m} \) are also flat on \([\sigma_n^\delta, \tau_n^\delta]\), thus for every \( t \geq 0 \)

\[
\int_0^t 1_{[\sigma_n^\delta, \tau_n^\delta]}(s)dW^{\delta/2^m}(s) = \int_0^t 1_{[\sigma_n^\delta, \tau_n^\delta]}(s)dW^\delta(s).
\]

Taking limit as \( m \to \infty \) and using (22) we get that

\[
\int_0^t 1_{[\sigma_n^\delta, \tau_n^\delta]}(s)dW(s) = \int_0^t 1_{[\sigma_n^\delta, \tau_n^\delta]}(s)dW^\delta(s),
\]

\( \mathbb{P}^z_\mu \)-a.s. This identity and (25) imply that the sample paths of \([Z(t) - W(t) - \mu t, t \geq 0]\) are flat on \([\sigma_n^\delta, \tau_n^\delta]\cap [0, t], \mathbb{P}^z_\mu \)-a.s. Since \( t \geq 0 \) was arbitrary, this and (23) imply what we wanted to prove. \( \square \)

In our proof for the uniqueness of the submartingale problem with drift we want to use the known result that such uniqueness holds in the case of \( \mu = 0 \). The following lemma will be essential in carrying out this plan. It states that two solutions for the submartingale problem with drift yield two solutions for the submartingale problem with no drift using Girsanov-type changes of measures, and in addition, the Radon–Nicodym derivatives associated with these changes of measures are the same.

**Lemma 3.7** Suppose that \( Q_1 \) and \( Q_2 \) are mutually absolutely continuous probability measures on \( \mathcal{M} \), both satisfying properties 1, 2, and 3 of Definition 2.1 with \( \mathbb{P}^z_\mu \) replaced by \( Q_i \) \( (i = 1, 2) \). Then there exist probability measures \( \tilde{Q}_i \) on \( \mathcal{M} \) for \( i = 1, 2 \),
such that conditions 1, 2, and 3 of Definition 2.1 are satisfied with $P_\mu^\tau$ replaced by $\tilde{Q}_i$ and $\mu$ replaced by the zero vector. Furthermore, for every $T \geq 0$ there exist probability measures $\tilde{Q}_i^T$ and $\tilde{Q}_i^\tau$ on $\mathcal{M}$ such that for all $T \geq 0$, $A \in \mathcal{M}_T$, and $i = 1, 2$ we have $\tilde{Q}_i^T(A) = \tilde{Q}_i(A)$, $\tilde{Q}_i^\tau$ and $Q_i$ are mutually absolutely continuous, and

$$\frac{d\tilde{Q}_i^T}{dQ_1} = \frac{d\tilde{Q}_i^\tau}{dQ_2}. \quad (26)$$

**Proof** Let $Q_1$ and $Q_2$ as above, and let $(X^i, Y^i)$ be as in Lemma 3.6 defined under $Q_i$. Since $X^i$ is defined by $L^2(Q_i)$ convergence, this implies that $(X^1, Y^1) = (X^2, Y^2)$, which we shall from here on denote by $(X, Y)$. Our main goal in this proof is to write the process $f(Z(t)) - \int_0^t \nabla f(Z(s)) \cdot \mu ds - 1/2 \int_0^t \Delta f(Z(s))ds$ as a sum of a martingale $N_i$ and an increasing process $A_i$ under the measure $Q_i$ for $i = 1, 2$ in such a way that after a Girsanov type change of measure that eliminates the second term, $N_i$ still remains a martingale. The proof of this is quite technical, and the exact steps follow. We shall use the Doob–Meyer decomposition which requires that the probability space satisfies the “usual conditions”, and for this purpose we have to augment the probability space. In this proof all processes live on the augmented space. For technical details concerning the augmentation of a probability space please see Remark 8.2 in the Appendix. In this proof all processes live on the augmented space $(C_S, \mathcal{F}, (\mathcal{F}_i), Q_i)$, unless specified otherwise.

Next, note that for each $T > 0$ and $\delta > 0$ and $n \geq 1$,

$$\left\{ Z(\tau_n^\delta \wedge t) - Z(\sigma_n^\delta \wedge t), \ t \in [0, T] \right\}$$

is a semimartingale under both $Q_1$ and $Q_2$ with respect to the filtration $(\mathcal{F}_i)$. Indeed, it can be written by Lemma 3.6 and by (24) as

$$Z(\tau_n^\delta \wedge t) - Z(\sigma_n^\delta \wedge t) = X(\tau_n^\delta \wedge t) - X(\sigma_n^\delta \wedge t), \ t \in [0, T].$$

Now let $f \in C^2_b(S)$ such that $D_i f \geq 0$ on $\partial S_i$ for $i = 1, 2$, and $f$ is constant in a neighborhood of the origin. Then, by Itô’s rule we have that for $t \in [0, T]$,

$$f(Z(t \wedge \tau_n^\delta)) = f(Z(t \wedge \sigma_n^\delta)) + \int_{t \wedge \sigma_n^\delta}^{t \wedge \tau_n^\delta} \nabla f(Z(s))dX(s) + \frac{1}{2} \int_{t \wedge \sigma_n^\delta}^{t \wedge \tau_n^\delta} \Delta f(Z(s))ds,$$

$Q_i$-a.s., $i = 1, 2$. On the other hand, by condition 2 of Definition 2.1 and by Theorems I.4.10 and I.4.14 in [22], we have for $i = 1, 2$, the unique Doob–Meyer decomposition

$$f(Z(t)) = f(z) + \int_0^t \nabla f(Z(s)) \cdot \mu ds + \frac{1}{2} \int_0^t \Delta f(Z(s))ds + M^i(t) + A^i(t), \ t \leq T,$$
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where $M^i$ is a continuous martingale and $A^i$ is a continuous, increasing process on $(C_S, \mathcal{F}, (F_t), Q_i)$, with $M^i(0) = A^i(0) = 0$. By Proposition 16.32 in Bass [1], we also have that for $T \geq 0$,

$$E^{Q_i}[[|M^i(T)|^2]] < \infty, \ i = 1, 2.$$ 

Let $W$ as in (23), that is, $W(t) = X(t) - z - \mu t$, and for $i = 1, 2$, let $S^i(W)$ be the class of $\mathbb{R}^2$-valued processes on $(C_S, \mathcal{F}, (F_t))$ such that $U \in S^i(W)$ if it has the form

$$U(t) = \int_0^t G(s) dW(s), \ t \in [0, T],$$

for some 2-dimensional process $G$ such that

$$E^{Q_i}\left[ \int_0^T ||G(s)||^2 ds \right] < \infty.$$

Then, by Theorem IV.36 and Corollary 1 to Theorem IV.37 in [27], there exists a $\mathbb{R}^2$-valued process $H^i$ such that

$$M^i(t) = \int_0^t H^i(s) dW(s) + N^i(t), \ t \in [0, T],$$

where

(i) $N^i$ is a square-integrable martingale under $Q_i$,
(ii) $N^i$ is strongly orthogonal to every member of $S^i(W)$ under $Q_i$, that is, $N^i U$ is a $Q_i$-martingale for each $U \in S^i(W)$,
(iii) $E^{Q_i}\left[ \int_0^T ||H^i(s)||^2 ds \right] < \infty$.

Now, by (28) we have for $t \in [0, T]$,

$$f(Z(t)) = f(z) + \int_0^t \nabla f(Z(s)) \cdot \mu ds + \frac{1}{2} \int_0^t \Delta f(Z(s)) ds$$

$$+ \int_0^t H^i(s) dW(s) + N^i(t) + A^i(t), \ Qi - a.s. \quad (29)$$

The main objective of the rest of the proof is to show that in the above equation $H^i(s)$ can be replaced by $\nabla f(Z(s))$. First we shall show that $N_i$ is flat on $[\sigma^{\delta}_n, \tau^{\delta}_n]$, and $H^i(s) = \nabla f(Z(s))$ for $s \in [\sigma^{\delta}_n, \tau^{\delta}_n]$. By (29) we have for $t \in [0, T]$,

$$f(Z(t \wedge \tau^{\delta}_n)) = f(Z(t \wedge \sigma^{\delta}_n)) + \int_{t \wedge \sigma^{\delta}_n}^{t \wedge \tau^{\delta}_n} \nabla f(Z(s)) \cdot \mu ds + \frac{1}{2} \int_{t \wedge \sigma^{\delta}_n}^{t \wedge \tau^{\delta}_n} \Delta f(Z(s)) ds$$
+ \int_{t \wedge \sigma_n^\delta}^{t \wedge \tau_n^\delta} H^i(s) \, dW(s) + N^i(t \wedge \tau_n^\delta) - N^i(t \wedge \sigma_n^\delta) + A^i(t \wedge \tau_n^\delta) - A^i(t \wedge \sigma_n^\delta),

(30)

\( Q_i \)-a.s. Now, for each \( i = 1, 2 \), we have two Doob–Meyer decompositions of the submartingale

\[
\left\{ f(Z(t \wedge \tau_n^\delta)) - f(Z(t \wedge \sigma_n^\delta)) - \int_{t \wedge \sigma_n^\delta}^{t \wedge \tau_n^\delta} \nabla f(Z(s)) \cdot \mu \, ds \\
- \frac{1}{2} \int_{t \wedge \sigma_n^\delta}^{t \wedge \tau_n^\delta} \Delta f(Z(s)) \, ds, \ t \in [0, T] \right\},
\]

(27) and (30). Hence, by the uniqueness of the Doob–Meyer decomposition, for each \( t \in [0, T] \)

\[
N^i(t \wedge \tau_n^\delta) - N^i(t \wedge \sigma_n^\delta) + \int_{t \wedge \sigma_n^\delta}^{t \wedge \tau_n^\delta} H^i(s) \, dW(s) = \int_{t \wedge \sigma_n^\delta}^{t \wedge \tau_n^\delta} \nabla f(Z(s)) \, dW(s),
\]

(31)

\( Q_i \)-a.s. \( N_i \) is strongly orthogonal to every member of \( S^i(W) \), and from [27], Theorem IV.37 follows that \( \{ N^i(t \wedge \tau_n^\delta) - N^i(t \wedge \sigma_n^\delta), \ t \in [0, T] \} \) is also strongly orthogonal to every member of \( S^i(W) \) under \( Q_i \). However, by the above relation it is also a member of \( S^i(W) \), hence it follows that \( N^i(t \wedge \tau_n^\delta) - N^i(t \wedge \sigma_n^\delta) = 0 \) for \( t \in [0, T] \). Then by (31) we also have

\[
\mathbb{E}^{Q_i} \left[ \int_{t \wedge \sigma_n^\delta}^{t \wedge \tau_n^\delta} \| H^i(s) - \nabla f(Z(s)) \|^2 \, ds \right] = 0.
\]

Next we show that \( H^i(s) = \nabla f(Z(s)) \) for all \( s \leq T \). Indeed,

\[
\mathbb{E}^{Q_i} \left[ \int_0^t \| H^i(s) - \nabla f(Z(s)) \|^2 \, ds \right]
= \mathbb{E}^{Q_i} \left[ \int_0^t \sum_{n=2}^{\infty} \mathbb{1}_{\{ s \in [\tau_{n-1}^\delta, \sigma_n^\delta] \}} \| H^i(s) - \nabla f(Z(s)) \|^2 \, ds \right]
\leq \mathbb{E}^{Q_i} \left[ \int_0^t \mathbb{1}_{\{ Z(s) \in S_{2\delta}^c \}} \| H^i(s) - \nabla f(Z(s)) \|^2 \, ds \right],
\]

(32)

where \( S_{2\delta}^c = S \setminus S_{2\delta} \). Moreover, by the dominated convergence theorem,

\[
(32) \rightarrow \mathbb{E}^{Q_i} \left[ \int_0^t \mathbb{1}_{\{ Z(s) \in \partial S \}} \| H^i(s) - \nabla f(Z(s)) \|^2 \, ds \right] = 0 \text{ as } \delta \to 0,
\]
where the last identity is by Lemma 3.3. By (29), now follows that for $t \in [0, T]$,

$$
\begin{align*}
    f(Z(t)) &= f(z) + \int_0^t \nabla f(Z(s)) \cdot \mu ds + \frac{1}{2} \int_0^t \Delta f(Z(s)) ds \\
    &\quad + \int_0^t \nabla f(Z(s)) dW(s) + N^i(t) + A^i(t), \ Q_i - \text{a.s.}
\end{align*}
$$

(33)

Next, for each $t \geq 0$ let $\tilde{\xi}(t) = \exp \left\{ - \mu \cdot (X(t) - z) + \frac{1}{2} ||\mu||^2 t \right\}$, and for each $i = 1, 2, \text{ and } T \geq 0$ define the measure $\tilde{Q}_i^T$ by setting

$$
\frac{d\tilde{Q}_i^T}{dQ_i} = \tilde{\xi}(T).
$$

(34)

Then, under $\tilde{Q}_i^T$, $\{X(t), t \in [0, T]\}$ is a Brownian motion (without drift) starting at $z$, and by (33) we have

$$
\begin{align*}
    f(Z(t)) &= f(z) + \int_0^t \nabla f(Z(s)) dX(s) \\
    &\quad + \frac{1}{2} \int_0^t \Delta f(Z(s)) ds + N^i(t) + A^i(t), \ Q_i - \text{a.s.}
\end{align*}
$$

(35)

However, note that $N^i$ is also a $\tilde{Q}_i^T$-martingale on $[0, T]$. Indeed, by (34), $N^i$ is a $\tilde{Q}_i^T$-martingale if $N^i \tilde{\xi}$ is a $Q_i$-martingale on $[0, T]$. But this follows from the fact that $N_i$ is strongly orthogonal to every member of $S^i(W)$ under $Q_i$, and by its definition $\tilde{\xi} - 1 \in S^i(W)$ under $Q_i$. Just like in the proof of Proposition 3.2, there exists a probability measure $\tilde{Q}_i$ on $\mathcal{M}$ such that $\tilde{Q}_i(A) = \tilde{Q}_i^T(A)$, whenever $A \in \mathcal{M}_T$. Thus, by (35) both $\tilde{Q}_1$ and $\tilde{Q}_2$ satisfy property 2 of Definition 2.1 with $\mathbb{P}_\mu^z$ replaced by either $\tilde{Q}_1$ or $\tilde{Q}_2$, and $\mu$ replaced by the zero vector. $\tilde{Q}_i^T$ and $Q_i$ are mutually absolutely continuous because of (34) and because $\tilde{\xi}(T) > 0$, a.s. under $Q_i$. Relation (26) also follows from (34). Properties 1 and 3 of Definition 2.1 are satisfied if $\mathbb{P}_\mu^z$ is replaced by $\tilde{Q}_i$, because they are satisfied if we replace $\mathbb{P}_\mu^z$ by $Q_i$, and we already established that $\tilde{Q}_i^T$ and $Q_i$ are mutually absolutely continuous. Property 1 follows immediately from this. Property 3 can be shown by first showing it with the $\infty$ in the upper limit of the integral replaced by $T$, then taking $T \to \infty$.

Proof of Theorem 2.3 In light of Propositions 3.1 and 3.2 the only missing part is the proof of uniqueness. Let $z \in S$ and suppose that $\mathbb{P}_\mu^z$ and $\mathbb{P}_\mu^z$ are two probability measures satisfying conditions 1, 2 and 3 in Definition 2.1 of the submartingale problem with
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drift. Let
\[ Q_1 = \frac{1}{3} \P_z^1 + \frac{2}{3} \P_z^2 \quad \text{and} \quad Q_2 = \frac{2}{3} \P_z^1 + \frac{1}{3} \P_z^2. \]

Then, one can check that each \( Q_i \) also satisfies conditions 1, 2, and 3 in Definition 2.1 of the submartingale problem with drift. In addition, \( Q_1 \) and \( Q_2 \) are mutually absolutely continuous. In order to complete the proof, it is therefore sufficient to show that \( Q_1 \equiv Q_2 \). By Lemma 3.7 there exist probability measures \( \tilde{Q}_i, i = 1, 2 \), such that properties 1, 2, and 3 of Definition 2.1 are satisfied with \( P_z^\mu \) replaced by \( \tilde{Q}_i \), and \( \mu \) replaced by the zero vector. The uniqueness result in Sect. 3.1 of [35] implies \( \tilde{Q}_1 = \tilde{Q}_2 \). Using the probability measures \( \tilde{Q}_i \) from the same proposition, we have now that
\[ \tilde{Q}_1^T |_{\mathcal{M}_T} = \tilde{Q}_2^T |_{\mathcal{M}_T}. \]

From (26) follows that
\[ Q_1 |_{\mathcal{M}_T} = Q_2 |_{\mathcal{M}_T}. \]

Since \( T \) was arbitrary, \( Q_1 = Q_2 \) follows. \( \square \)

Next we prove Theorems 2.5, 2.6, and 2.7. These results essentially follow from the facts that we created our solution to the submartingale problem using Girsanov’s theorem, and the corresponding results hold for the drift-less case.

**Proof of Theorem 2.5** Recall from the proof of Proposition 3.2 that for every \( T \geq 0 \) there exists the probability measure \( \P_{z, T}^\mu \) which is mutually absolutely continuous with respect to \( \P_0^z \), and coincides with \( \P_{\mu, T}^z \) on \( \mathcal{M}_T \). By Theorem 2.6 in [23], formulas (5) and (6) hold for \( \mu = 0 \). Then by the mutual absolute continuity of \( \P_{0}^{z} \) and \( \P_{\mu, T}^{z} \), (5) and (6) also hold with \( \P_{\mu}^{z} \) replaced by \( \P_{\mu, T}^{z} \). Since \( \P_{\mu}^{z} \) and \( \P_{\mu, T}^{z} \) coincide on \( \mathcal{M}_T \), both formulas follow. \( \square \)

**Proof of Theorem 2.6** This follows from Theorem 2.4 in [23] using the measure \( \P_{\mu, T}^{z} \) for every \( T > 0 \), just like in the proof of Theorem 2.5. \( \square \)

**Proof of Theorem 2.7** Suppose that \( 1 \leq \alpha < 2 \), and \( Z \) is a continuous semimartingale on \((C_S, \mathcal{M}, \mathcal{M}_T, \P_{\mu}^{z})\) for some \( z \in S \). Then there exists a decomposition
\[ Z(t) = z + M(t) + A(t), \quad t \in [0, \infty), \quad (36) \]

where \( M \) is a continuous local martingale and \( A \) is a finite variation (FV) process on \((C_S, \mathcal{M}, \mathcal{M}_T, \P_{\mu}^{z})\) (see [27], Corollary to Theorem II.31). We know from the proof of Proposition 3.2 that for every \( T \in [0, \infty) \) there exists a probability measure \( \P_{\mu, T}^{z} \) on \( \mathcal{M} \) which is mutually absolutely continuous with respect to \( \P_{0}^{z} \), and \( \P_{\mu, T}^{z}(A) = \P_{\mu}^{z}(A) \) for all \( A \in \mathcal{M}_T \). In addition,
\[ \frac{d\P_{0}^{z}}{d\P_{\mu, T}^{z}} = \frac{1}{\zeta(T)} \]
where $\zeta$ is defined under (11). We cast (36) in the form

$$Z(t) = z + \tilde{M}(t) + \tilde{A}(t), \quad t \in [0, \infty),$$

where

$$\tilde{M}(t) = M(t) - \int_0^t \zeta(s) d\left[\frac{1}{\zeta}, M\right],$$

$$\tilde{A}(t) = A(t) + \int_0^t \zeta(s) d\left[\frac{1}{\zeta}, M\right].$$

For the definition of the square bracket process we refer to [27], Chapter II, Sect. 6. By the Girsanov–Meyer theorem ([27], Theorem III.31) $\tilde{M}$ is a local martingale on $[0, T]$ and $\tilde{A}$ is a FV process under $P_z$. But this implies that $\tilde{M}$ is a local martingale on $[0, \infty)$ under $P_z$, hence $Z$ must be a semimartingale under $P_z$, which is in contradiction with the result of [39], Theorem 5.

The proof of Theorem 2.8 follows from Lemma 3.7, because based on a solution to the submartingale problem with an arbitrary $\mu$, that lemma would guarantee a solution for the drift-less case, but it is known that such solution does not exist for $\alpha \geq 2$.

**Proof of Theorem 2.8** Suppose that $\alpha \geq 2$, let $z \in S$ and suppose that $P_z^\mu$ is a probability measure on $\mathcal{M}$ satisfying properties 1, 2 and 3 in Definition 2.1 of the submartingale problem with drift. Selecting $Q_1 = Q_2 = P_z^\mu$ in Lemma 3.7, it follows that there exists a probability measure $\tilde{Q}$ on $\mathcal{M}$ such that properties 1, 2, and 3 of Definition 2.1 are satisfied with $P_z^\mu$ replaced by $\tilde{Q}$, and $\mu$ replaced by the zero vector. However, this is in direct contradiction with Theorem 3.11 in [35].

**4 Proof of Theorems 2.11 and 2.9**

First we shall prove Theorem 2.11. A simple application to Girsanov’s theorem does not work for the following reason. Suppose that $(z_n) \subset S$ is a sequence of points such that $z_n \to z$ as $n \to \infty$. In order to prove the Feller property we need to show that $E^{z_n}_\mu[F] \to E^z_\mu[F]$ as $n \to \infty$, for every bounded, continuous functional $F$ on $C_S$. We know that this result holds for the case of $\mu = 0$. However, what we need to show, written under the $P^z_0$ measure is that $E^{z_n}_0[F_\zeta(T)] \to E^z_0[F_\zeta(T)]$ as $n \to \infty$, assuming that $F \in \mathcal{M}_T$ (the Radon–Nicodym derivative $\zeta$ is given below (11)). But in order to conclude this last convergence, $\zeta(T)$ needs to be a continuous functional on $C_S$. The problem is that $\zeta(T)$ is defined in terms of the process $X$, and we don’t know that $X$ depends on $Z$ continuously. Hence instead of using the Girsanov transformation, we shall show that the family $\{P^z_\mu, z \in S\}$ satisfies the Feller property in a different way. The technique of this proof is quite standard. First we show that the family of probability measures $\{P^{z_n}_\mu\}$ is tight whenever $z_n \to z$, then we show that any limit point satisfies requirements 1–3 of Definition 2.1. Then the Feller property follows from our uniqueness result.
Proposition 4.1 The family of probability measures \( \{ \mathbb{P}^{z_n}_\mu \} \) is tight for any sequence \( \{ z_n, n \geq 1 \} \) in \( S \) which converges to some \( z \in S \).

**Proof** By Theorem 2.4.10 in [22], it is sufficient to show that

\[
\lim_{\delta \downarrow 0} \sup_n \mathbb{P}^{z_n}_\mu (\omega : m^T(\omega, \delta) \geq \varepsilon) = 0, \text{ for any } T > 0, \varepsilon > 0.
\]  

(38)

In the above,

\[
m^T(\omega, \delta) = \sup_{ \| t - s \| \leq \delta | 0 \leq s, t \leq T | } | \omega(s) - \omega(t) |.
\]

Using (11) and the Cauchy–Schwarz inequality,

\[
\begin{aligned}
\mathbb{P}_\mu^{z_n} (\omega : m^T(\omega, \delta) \geq \varepsilon) &= \mathbb{E}_0^{z_n} \left[ \mathbb{1}_{\{ m^T(\omega, \delta) > \varepsilon \}} \exp \left\{ \mu \cdot (X(T) - X(0)) - \frac{1}{2} \| \mu \|^2 T \right\} \right] \\
&\leq \left( \mathbb{E}_0^{z_n} \left[ \exp \left\{ 2\mu \cdot (X(T) - X(0)) - \| \mu \|^2 T \right\} \right] \right)^{1/2} \mathbb{P}_0^{z_n} (m^T(\omega, \delta) > \varepsilon)^{1/2} \\
&= \exp \left\{ \frac{1}{2} \| \mu \|^2 T \right\} \left( \mathbb{P}_0^{z_n} (m^T(\omega, \delta) > \varepsilon) \right)^{1/2}.
\end{aligned}
\]

(39)

By Theorem 3.13 in [35], \( \{ \mathbb{P}_0^{z_n} \} \) is tight hence

\[
\lim_{\delta \downarrow 0} \sup_n \mathbb{P}_0^{z_n} (\omega : m^T(\omega, \delta) \geq \varepsilon) = 0, \text{ for any } T > 0, \varepsilon > 0,
\]

combining with inequality (39), we have (38). \( \square \)

**Proof of Theorem 2.11** Given Proposition 4.1, it only remains to show that any weak limit point \( \mathbb{P}_\mu^* \) of the family \( \{ \mathbb{P}_\mu^{z_n} \} \) is a solution to the submartingale problem starting from \( z \), then by the uniqueness part of Theorem 2.3, \( \mathbb{P}_\mu^{z_n} \Rightarrow \mathbb{P}_\mu^* \) as \( n \to \infty \).

It is straightforward that \( \mathbb{P}_\mu^* \) satisfies condition 1 in Definition 2.1 (the submartingale problem), since for any \( k \geq 1 \) and the closed set \( C_k = \{ \omega \in C_S : |\omega(0) - z| \leq \frac{1}{k} \} \),

\[
1 = \limsup_n \mathbb{P}_\mu^{z_n} (C_k) \leq \mathbb{P}_\mu^* (C_k) \text{ hence } \mathbb{P}_\mu^* \text{ concentrates on } \{ \omega \in C_S : \omega(0) = z \}.
\]

The condition 2 is also satisfied, since the submartingale property is preserved under the weak convergence. Now we prove \( \mathbb{P}_\mu^* \) satisfies condition 3, we need to show that if \( \{ z_n, n \geq 1 \} \subset S, z \in S \) such that \( \lim_{n \to \infty} z_n = z \) and \( \mathbb{P}_\mu^{z_n} \Rightarrow \mathbb{P}_\mu^* \), then

\[
\mathbb{E}_\mu^* \left[ \int_0^\infty \mathbb{1}_{\{ Z(t) = 0 \}} dt \right] = 0.
\]

(40)

Let \( \varepsilon > 0 \) and \( t \geq 0 \) be arbitrary. Under the local uniform topology the event \( \{ w \in C_S : |Z(t, \omega)| < \varepsilon \} \) is an open set, and \( \{ w \in C_S : |Z(t, \omega)| \leq \varepsilon \} \) is a closed set. By
the Portmanteau Theorem, (11), and the Cauchy–Schwarz inequality

\[
P_\mu^\ast ([Z(t)| < \epsilon) \leq \lim \inf_n P_\mu^\ast_n ([Z(t)| < \epsilon) = \lim \inf_n P_\mu^\ast_n \left[ \zeta(t) 1_{(|Z(t)| < \epsilon)} \right]
\]

\[
\leq \lim \inf_n \left( E_\mu^\ast_n \left[ (\zeta(t))^2 \right] P_\mu^\ast_n ([Z(t)| < \epsilon) \right)^{1/2}
\]

\[
\leq \exp \left\{ \frac{1}{2} |\mu|^2 t \right\} \lim \sup_n \left( E_\mu^\ast_n ([Z(t)| \leq \epsilon) \right)^{1/2}
\]

\[
\leq \exp \left\{ \frac{1}{2} |\mu|^2 t \right\} \left( E_\mu^\ast ([Z(t)| \leq \epsilon) \right)^{1/2}.
\]

The process \( \zeta \) is the Radon-Nykodim derivative defined below (11). The last inequality follows from the Feller property for the drift-less case ([35], Theorem 3.13). We now let \( \epsilon \downarrow 0 \), and then from property 3 in the definition of the submartingale problem follows that

\[
P_\mu^\ast (Z(t) = 0) = 0,
\]

for Lebesgue-almost every \( t \geq 0 \). Identity (40) follows. \( \square \)

In the following proof we could have possibly used Girsanov’s theorem in the following way. In order to show the strong Markov property, we essentially need to show that \( P_\mu^\ast[Z(T + t) \in \Gamma | M_T] = P_\mu^\ast[Z(t) \in \Gamma] \), for every Borel-subset \( \Gamma \) of \( S \) and every stopping time \( T \). This can be written under the \( P_0^\ast \) measure as \( P_0^\ast[\zeta(T + t)/\zeta(T) 1_{Z(T + t) \in \Gamma | M_T}] = P_0^\ast[Z(T) 1_{Z(t) \in \Gamma}] \). In order to show that this is true, we would need to prove that \( \zeta(T + t)/\zeta(T) \) depends only on \( Z(T + \cdot) \), and it depends on \( Z(T + \cdot) \) the same way as \( \zeta(t) \) depends on \( Z(\cdot) \). This is intuitively true, and indeed would be possible to show, but instead we proceed in a simpler fashion. The proof presented below is essentially very similar to the corresponding proofs in [35].

**Proof of Theorem 2.9** This follows in the standard way from the uniqueness of the solution to the submartingale problem, using the regular conditional probability measures for \( M \) given \( M_T \) under \( P_\mu^\ast \). In particular, Lemma 3.1, and Corollary 3.3 in [35] remain true in the presence of a drift, without changing a single word in their proofs. Then the strong Markov property follows, again exactly the same way as in [35], Theorem 3.14. \( \square \)

**5 Proof of Theorem 2.12**

In this proof we first show that it is sufficient to prove the \( \hat{C}(S) \)–Feller property for the drift-less case, using the fact that our solution for the submartingale problem with drift has been derived from the solution for the drift-less case using Girsanov’s theorem. The proof for the drift-less case boils down to estimating the probability that \( |Z(t)| \leq n \) under \( P_\mu^\ast \).
**Proof of Theorem 2.12** It is sufficient to show that the \( \hat{C}(S) \)-Feller property holds in the case when the drift is zero. Indeed, suppose that for the drift-less case the \( \hat{C}(S) \)-Feller property holds. By Theorem 1.10 in Bottcher, Schilling, and Wang [2], the \( \hat{C}(S) \)-Feller property holds for \( \{\mathbb{P}_z^\mu, z \in S\} \) if and only if there exists an increasing sequence of bounded sets \( B_n \in \mathcal{B}(S) \) with \( \bigcup_{n \geq 1} B_n = S \) such that for every \( t > 0 \) and \( n \geq 1 \)

\[
\lim_{|z| \to \infty} \mathbb{P}_z^\mu(Z(t) \in B_n) = 0.
\]

Since we already know that uniqueness holds for the submartingale problem with drift \( \mu \), we may assume that \( \{\mathbb{P}_z^\mu, z \in S\} \) is exactly the family we created in the existence part of this paper using Girsanov’s theorem. By Theorem 1.10 in [2], there exists an increasing sequence of bounded sets \( B_n \in \mathcal{B}(S) \) with \( \bigcup_{n \geq 1} B_n = S \) such that for every \( t > 0 \) and \( n \geq 1 \),

\[
\lim_{|z| \to \infty} \mathbb{P}_0^z(Z(t) \in B_n) = 0,
\]

where \( \{\mathbb{P}_0^z, z \in S\} \) is the solution of the submartingale problem without drift. By formula (11), using a calculation similar to (39) we have that

\[
\mathbb{P}_\mu^z(Z(t) \in B_n) = \mathbb{P}_0^z[\zeta(t) \mathbb{1}_{\{Z(t) \in B_n\}}] \leq \left( \mathbb{E}_0^z \left[ (\zeta(t))^2 \right] \mathbb{P}_0^z(Z(t) \in B_n) \right)^{1/2}
= \exp \left\{ \frac{|\mu|^2}{2} t \right\} \left( \mathbb{P}_0^z(Z(t) \in B_n) \right)^{1/2},
\]

which shows that the \( \hat{C}(S) \)-Feller property holds for \( \{\mathbb{P}_\mu^z, z \in S\} \).

In the rest of this proof we shall show that in the case of \( \mu = 0 \) the \( \hat{C}(S) \)-Feller property holds. Let \( X \) be the process identified in Proposition 3.1. It has been shown in Williams and Varadhan [35] that the Feller property holds, hence the \( C_b(S) \)-Feller property holds, so by Theorem 1.10 in [2], it is sufficient to show that for every \( t > 0 \)

\[
\mathbb{P}_0^z(Z(t) \in B_n) \to 0
\]
as \( |z| \to \infty \), where \( B_n = \{z \in S : |z| \leq n\} \), for \( n \geq 1 \). Note that

\[
\mathbb{P}_0^z(Z(t) \in B_n) = \mathbb{P}_0^z(Z(t) \in B_n, \tau \leq t) + \mathbb{P}_0^z(Z(t) \in B_n, \tau > t),
\]

where

\[
\tau = \inf\{t \geq 0 : Z(t) \in \partial S\}.
\]

We treat the second term first. It is bounded above by

\[
\mathbb{P}_0^z(X(t) \in B_n) \leq \mathbb{P}_0^z(|X(t) - z| \geq |z| - n) = \mathbb{P}_0^z(|X(t)| > |z| - n) \to 0,
\]

\( \odot \) Springer
as \(|z| \to \infty\), because under \(\mathbb{P}_0^x\) the process \(X\) is a standard 2-dimensional Brownian motion without drift starting at zero. Next we treat the first term. Let \(T_n = \inf\{t \geq 0 : Z(t) \in B_n\}\). Then the first term can be written as a sum of three terms

\[
\mathbb{P}_0^z (Z(t) \in B_n, \tau \leq t, |Z(\tau)| < \frac{|z|}{2}) + \mathbb{P}_0^z (Z(t) \in B_n, \tau \leq t, T_n \leq \tau, |Z(\tau)| \geq \frac{|z|}{2}) + \mathbb{P}_0^z (Z(t) \in B_n, \tau \leq t, T_n > \tau, |Z(\tau)| \geq \frac{|z|}{2})
\]

Again, we treat the three terms separately. By Proposition 3.1 we have that \(Z(\tau) = X(\tau)\), where \(X\) is a standard Brownian motion with zero drift starting at \(z\) under \(\mathbb{P}_0^z\), thus the first term is bounded above by

\[
P_0^z (\tau \leq t, |X(\tau)| < \frac{|z|}{2}) \leq \mathbb{P}_0^z (\tau \leq t, |X(\tau) - z| > \frac{|z|}{2}) \leq \mathbb{P}_0^z (\max_{s \leq t} |X(s)| > \frac{|z|}{2}) \to 0,
\]

as \(|z| \to \infty\). The second term is bounded above by

\[
\mathbb{P}_0^z (T_n \leq \tau \leq t) \leq \mathbb{P}_0^x (X - z \text{ reaches } B_n - z \text{ by time } t) = \mathbb{P}_0^0 (X \text{ reaches } B_n - z \text{ by time } t) \to 0
\]

as \(|z| \to \infty\).

For analyzing the third term we define the stopping time \(T_n^\tau = \inf\{t \geq \tau : Z(t) \in B_n\}\). The third term is bounded above by

\[
\mathbb{P}_0^z (\tau < T_n \leq t, |Z(\tau)| > \frac{|z|}{2}) \leq \mathbb{P}_0^z (\tau < T_n \leq \tau + t, |Z(\tau)| > \frac{|z|}{2}) \leq \mathbb{P}_0^z (T_n^\tau \leq t, |Z(\tau)| > \frac{|z|}{2}).
\]

By the strong Markov property this can be written as

\[
\int_{\partial S \cap B_{\left\lfloor \frac{|x|}{2} \right\rfloor}} \mathbb{P}_0^x (T_n \leq t) \mathbb{P}_0^z (Z(\tau) \in dx).
\]

By the scaling property (Lemma 2.1 in [40]), the process \(\{Z(t), t \geq 0\}\) under \(\mathbb{P}_0^x\) induces the same measure on \(\mathcal{M}\) as \(\{|x|Z(t/|x|^2), t \geq 0\}\) induces under \(\mathbb{P}_0^{x/|x|}\), for every non-zero \(x \in S\). Then the above expression can be written as

\[
\int_{\partial S \cap B_{\left\lfloor \frac{|x|}{2} \right\rfloor}} \mathbb{P}_0^{x/|x|} (|x|^2 T_n/|x| \leq t) \mathbb{P}_0^z (Z(\tau) \in dx)
\]
Define the map $\Gamma_1$ is deterministic, and it states that the Skhorohod problem in $S$ for any $\omega \in S$ is considered with its natural filtration and terminal sigma field. Furthermore, we have the following two properties

1. $T_0$ is a stopping time on $(C(\mathbb{R}_+, \mathbb{R}^2), \mathcal{W}, \mathcal{W}_t)$;
2. Define the map $\Gamma : C(\mathbb{R}_+, \mathbb{R}^2) \mapsto C_S$ such that $\Gamma(w) = \phi$. Then, $\tau_0 \circ \Gamma = T_0$, the map $\Gamma_t \equiv \Gamma(\cdot)(t)$ is $\mathcal{W}_t$-measurable and $\Gamma$ is $\mathcal{W}/\mathcal{M}$-measurable.

The main idea of the existence proof is the following. We start with a measure $\hat{\mathbb{P}}^z_0$ under which the coordinate mapping process is a standard drift-less Brownian motion, then transform this measure into $\hat{\mathbb{P}}^z_0$ in such way that under the transformed measure it becomes a Brownian motion with drift $\mu$. Then we prove that the reflected process

$$
= \int_{aS_1 \cap B_{|z|/2}} \mathbb{P}^{|z|^2T_{1/2}}_0 \left(|x|^2T_n/|x| \leq t\right) \mathbb{P}^{|z|^2}_{0}(Z(\tau) \in dx)
+ \int_{aS_2 \cap B_{|z|/2}} \mathbb{P}^{|z|^2}_{0} \left(|x|^2T_n/|x| \leq t\right) \mathbb{P}^{|z|^2}_{0}(Z(\tau) \in dx),
$$

where $u_1$ and $u_2$ are the unit vectors $u_1 = (1, 0)$, and $u_2 = (\cos \xi, \sin \xi)$. By symmetry it is sufficient to show that the first term converges to 0 as $|z| \to \infty$. If $|z|/2 > 2n$, then it is bounded above by

$$
sup_{|x| > |z|/2} \mathbb{P}^{|z|^2}_{0} (|x|^2T_{1/2} \leq t) = \mathbb{P}^{|z|^2}_{0} \left(\frac{|z|^2}{4}T_{1/2} \leq t\right) \to 0,$$

as $|z| \to \infty$, which completes the proof of the proposition.

**6 Proof of Theorem 2.14**

Before proving the existence part of Theorem 2.14, we must first establish some preliminary results. Let $\{B_t, t \geq 0\}$ be the coordinate mapping process on $C(\mathbb{R}_+, \mathbb{R}^2)$, whose natural filtration is given by $\mathcal{F}_t = \sigma(B_s, 0 \leq s \leq t)$ for $t \geq 0$, and let $\mathcal{W} = \sigma(B_s, s \geq 0)$. Recall that $v_i$ is the reflection direction on $\partial S_i$ for $i = 1, 2$, and let $R$ be the $2 \times 2$ matrix defined by $R_{ij} = \text{the } i\text{-th component of } v_j$. The following result is adapted from Theorem 3.1 in [38]. This result has two parts. The first part is deterministic, and it states that the Skhorohod problem in $S$ for any continuous function has a unique solution up to the first time the vertex is reached. In the second part some purely technical results are stated when the space of continuous functions is considered with its natural filtration and terminal sigma field.

**Proposition 6.1** For any $w \in C(\mathbb{R}_+, \mathbb{R}^2)$ with $w(0) \in S$, there exists a unique triple $(\phi, \eta, T_0)$, where $\phi \in C_S, \eta \in C(\mathbb{R}_+, [0, +\infty]^2)$ and $T_0 : C(\mathbb{R}_+, \mathbb{R}^2) \to [0, +\infty]$, satisfying the following four conditions,

1. $\phi(t) = w(t) + R_0 \eta(t)$ for each $t \in [0, T_0)$;
2. $\phi(t) \neq 0$ for all $t < T_0$ and $\phi(t) = 0$ for all $t \geq T_0$;
3. For $j = 1, 2$, $\eta_j(0) = 0$ and $\eta_j(\cdot)$ is non-decreasing and finite for $t \in [0, T_0)$;
4. For $j = 1, 2$, $\eta_j$ only increases when $\phi(t)$ is on $\partial S_j \setminus \{0\}$.

Furthermore, we have the following two properties

(i) $T_0$ is a stopping time on $(C(\mathbb{R}_+, \mathbb{R}^2), \mathcal{W}, \mathcal{W}_t)$;
(ii) Define the map $\Gamma : C(\mathbb{R}_+, \mathbb{R}^2) \mapsto C_S$ such that $\Gamma(w) = \phi$. Then, $\tau_0 \circ \Gamma = T_0$, the map $\Gamma_t \equiv \Gamma(\cdot)(t)$ is $\mathcal{W}_t$-measurable and $\Gamma$ is $\mathcal{W}/\mathcal{M}$-measurable.

The main idea of the existence proof is the following. We start with a measure $\hat{\mathbb{P}}^z_0$ under which the coordinate mapping process is a standard drift-less Brownian motion, then transform this measure into $\hat{\mathbb{P}}^z_0$ in such way that under the transformed measure it becomes a Brownian motion with drift $\mu$. Then we prove that the reflected process
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from the above Proposition induces a measure under $\hat{P}^z_\mu$ that satisfies the conditions of Definition 2.13. The exact details are below.

For each $z \in S$, let $\hat{P}_0^z$ be the unique measure on $(C(\mathbb{R}_+,\mathbb{R}^2), \mathcal{W}, \mathcal{W}_t)$ under which $\{B_t, t \geq 0\}$ is a standard Brownian motion starting at $z$ (the subscript 0 indicates that the Brownian motion has zero drift under $\hat{P}_0^z$). Next, for each $\mu \in \mathbb{R}^2$ and $T \geq 0$, define the measure $\hat{P}^z_{\mu,T}$ on $\mathcal{W}_T$ by

$$
\frac{d\hat{P}^z_{\mu,T}}{d\hat{P}_0^z} = \exp\left(\mu(B_T - z) - \frac{1}{2}||\mu||^2 T\right),
$$

and define also

$$
\hat{B}_t = B_t - \mu t,
$$

and note that $\hat{B}$ is a standard 2-dimensional Brownian motion starting at $z$ under $\hat{P}^z_{\mu,T}$ on $[0,T]$. Then, by Theorem 4.2 in [25] there exists a measure $\hat{P}_\mu^z$ on $\mathcal{W}$ which coincides with $\hat{P}^z_{\mu,T}$ on $\mathcal{W}_T$ for all $T \geq 0$. For every $z \in S$ and $\mu \in \mathbb{R}^2$ the process $B$ is a Brownian motion with drift $\mu$ starting at $z$ under the probability measure $\hat{P}_\mu^z$.

Moreover, since by Proposition 6.1, $\Gamma$ is a measurable map from $(C(\mathbb{R}_+,\mathbb{R}^2), \mathcal{W}, \mathcal{W}_t)$ to $(C_S, \mathcal{M}, \mathcal{M}_t)$, we may introduce our candidate solution $\hat{P}_\mu^z:0$: the measure induced on $\mathcal{M}$ by the mapping $\Gamma$ under $\hat{P}_\mu^z$, i.e.,

$$
\hat{P}_\mu^z(A) = \hat{P}_\mu^z(\Gamma^{-1}(A)), \text{ for each } A \in \mathcal{M}. \tag{41}
$$

We next prove that the family of measures $\{\hat{P}_\mu^z, z \in S\}$ is a solution to the absorbed process problem of Definition 2.13. Since conditions 1 and 3 of Definition 2.13 are trivially satisfied by $\{\hat{P}_\mu^z, z \in S\}$, it remains to prove that condition 2 is satisfied as well. This is achieved in Lemma 6.2.

**Lemma 6.2** Let the family of measures $\{\hat{P}_\mu^z, z \in S\}$ be defined as in (41) and let $Z$ be the coordinate-mapping process on $(C_S, \mathcal{M}, \mathcal{M}_t)$. Then, the process

$$
\left\{ f(Z(t \wedge \tau_0)) - \int_0^{t \wedge \tau_0} \mu \cdot \nabla f(Z(s))ds - \frac{1}{2} \int_0^{t \wedge \tau_0} \Delta f(Z(s))ds, t \geq 0 \right\} \tag{42}
$$

is a submartingale on $(C_S, \mathcal{M}, \mathcal{M}_t, \mathbb{P}_\mu^z)$, for each $f \in C^2_b(S)$ such that $D_if \geq 0$ on $\partial S_i$ for $i = 1, 2$.

**Proof** For each $w \in C(\mathbb{R}_+, \mathbb{R}^2)$, let $\phi(w) = \Gamma(w)$ and note that by Proposition 6.1 we may write $\phi(t) = w(t) + R\eta(t)$ for all $t \geq 0$. Now, on $(C(\mathbb{R}_+, \mathbb{R}^2), \mathcal{W}_t, \mathcal{W})$, we consider the process $\{\phi(t), t \geq 0\}$ with $\phi(t) = \Gamma_t(w)$ for any $w \in C(\mathbb{R}_+, \mathbb{R}^2)$. Recall that the coordinate mapping process $\{B_t, t \geq 0\}$ is a Brownian motion on $(C(\mathbb{R}_+, \mathbb{R}^2), \mathcal{W}_t, \mathcal{W})$ under $\hat{P}^z$, and $\{\hat{B}_t - \mu t, t \geq 0\}$ is a Brownian motion on $(C(\mathbb{R}_+, \mathbb{R}^2), \mathcal{W}_t, \mathcal{W})$ under $\hat{P}^z_{\mu,t}$. Notice, by Theorem 1 in [39], that $R\eta(t)$ is of finite
variation on \([0, t \wedge T_0]\) for any \(t \geq 0\), and \(w(t) = B(w)(t)\), we get that \(\{\phi(t), t \geq 0\}\) is a semimartingale under \(\hat{\mathbb{P}}^z\). On the other hand, the Girsanov transform keeps the semimartingale property, so \(\{\phi(t), t \geq 0\}\) is also a semimartingale under \(\hat{\mathbb{P}}^\mu_z\). Hence, for each \(f \in C^2_b(S)\) such that \(D_i f \geq 0\) on \(\partial S_i\) for \(i = 1, 2\), we use Itô’s formula under \(\hat{\mathbb{P}}^z\) and get

\[
F(\phi(t \wedge T_0)) - F(\phi(0)) = \sum_{i=1}^2 \int_0^{t \wedge T_0} \frac{\partial f}{\partial x_i}(\phi(s))d(w_i(s) - \mu_is) + \int_0^{t \wedge T_0} \mu \cdot \nabla f(\phi(s))ds
+ \int_0^{t \wedge T_0} (D_1 f(\phi(s)), D_2 f(\phi(s))) \cdot d\eta(s) + \frac{1}{2} \int_0^{t \wedge T_0} \Delta f(\phi(s))ds.
\]

Since we have by Proposition 6.1 that for \(i = 1, 2\),

\[
d\eta_i(s) = 1_{\{\phi(s) \in \partial S_i \setminus \{0\}\}} d\eta_i(s), \quad s \geq 0,
\]

and by the assumption on \(f\) that for \(i = 1, 2\),

\[
D_i f(\phi(s))1_{\{\phi(s) \in \partial S_i\}} \geq 0, \quad s \geq 0,
\]

it follows that the process

\[
\left\{ \int_0^{t \wedge T_0} (D_1 f(\phi(s)), D_2 f(\phi(s))) \cdot d\eta(s), t \geq 0 \right\}
\]

is increasing. On the other hand since \(\{B_t - \mu t, t \geq 0\}\) is a Brownian motion under \(\hat{\mathbb{P}}^z\), the process

\[
\left\{ \sum_{i=1}^2 \int_0^{t \wedge T_0} \frac{\partial f}{\partial x_i}(\phi(s))d(w_i(s) - \mu_is), t \geq 0 \right\}
\]

is a martingale under \(\hat{\mathbb{P}}^\mu_z\), so

\[
f(\phi(t \wedge T_0)) - \int_0^{t \wedge T_0} \mu \cdot \nabla f(\phi(s))ds - \frac{1}{2} \int_0^{t \wedge T_0} \Delta f(\phi(s))ds
= f(\phi(0)) + \sum_{i=1}^2 \int_0^{t \wedge T_0} \frac{\partial f}{\partial x_i}(\phi(s))d(w_i(s) - \mu_is)
+ \int_0^{t \wedge T_0} (D_1 f(\phi(s)), D_2 f(\phi(s))) \cdot d\eta(s)
\]

is a submartingale under \(\hat{\mathbb{P}}^\mu_z\). It follows from (41) that the process under (42) is also a submartingale under the induced measure \(\tilde{\mathbb{P}}^\mu_z\).

\(\square\)
Proof of the existence part of Theorem 2.14 The existence of a solution to the absorbed process problem follows from Lemma 6.2.

Proof of the uniqueness part of Theorem 2.14 The proof of the uniqueness of the solution to the absorbed process problem is very similar to that of the solution of the submartingale problem, hence in this section we shall state the appropriate lemmas and indicate the necessary changes in order to adapt the proofs in Sect. 3 to the absorbed process problem.

Lemma 6.3 Let \( \alpha \in \mathbb{R} \) arbitrary, and suppose that \( \{ \mathbb{P}^z, \mu, z \in S \} \) is a solution to the absorbed process problem with drift \( \mu \in \mathbb{R}^2 \). Then, for all \( z \in S \),

\[
\mathbb{E}^{z,0}_\mu \left[ \int_0^{\tau_0} 1_{\{ Z(t) \in \partial S \}} dt \right] = 0.
\]

Proof The proof is almost identical to that of Lemma 3.3 with the modification that all processes must be stopped at \( \tau_0 \).

Lemma 6.4 Let \( \alpha \in \mathbb{R} \) be arbitrary. Suppose that \( \{ \mathbb{P}^z, \mu, z \in S \} \) is a solution to the absorbed process problem with drift \( \mu \in \mathbb{R}^2 \). Then there exists a process \( X \) on \( (C S, \mathcal{M}, \mathcal{M}_t) \) such that for all \( z \in S \), \( X \) is a Brownian motion with drift \( \mu \) under \( \mathbb{P}^z, \mu \) starting at \( z \) and stopped at \( \tau_0 \). In addition, \( Y = Z - X \) is flat on \( [\sigma^\delta_n, \tau^\delta_n] \).

Proof The proof is very similar to the proofs of Lemmas 3.4, 3.5, and 3.6, with the difference that all processes must be stopped at \( \tau_0 \).

Proof of the uniqueness part of Theorem 2.14 The proof is basically a copy of the proof of the uniqueness of the solution to the submartingale problem (Lemma 3.7 and the proof of Theorem 2.3). The necessary changes in order to adapt that proof to the present situation are the following:

- All processes must be stopped at \( \tau_0 \);
- The constraint that the test function \( f \) is constant in a neighborhood of the vertex must be erased (above (27) in the adapted proof);
- At the end of the proof, instead of using the uniqueness of the solution to the submartingale problem with no drift, we must use the uniqueness of the solution to the absorbed process problem with no drift ([35], Theorem 2.1).

7 Proof of Theorems 2.15, 2.16, and Proposition 2.18

We need to recall Proposition 6.1. According to this proposition, for every \( w \in C(\mathbb{R}^+, \mathbb{R}^2) \) with \( w(0) \in S \) there exists a triple \( (\phi, \eta, T_0) \) such that items 1–4 and (i),(ii) hold. Since \( B \) is the coordinate mapping process on \( C(\mathbb{R}^+, \mathbb{R}^2) \), we may replace \( w \) in item 1 with \( B \), and write

\[
\phi(t) = B(t) + R\eta(t), \quad t \in [0, T_0).
\]
We also know that $B$ is a 2-dimensional Brownian motion with drift $\mu$ starting at $z$ under $\hat{P}_z^\mu$ for every $z \in S$, hence we can write

$$\phi(t) = z + W(t) + \mu t + R\eta(t), \quad t \in [0, T_0),$$

(43)

where $W$ is a standard 2-dimensional Brownian motion starting at zero under $\hat{P}_z^\mu$. The measure $P_{\mu,0}^z$ was defined as the measure induced by $\Gamma$ on $\mathcal{M}$ under $\hat{P}_z^\mu$. From this and from $\tau_0 \circ \Gamma = T_0$ follows that

$$P_{\mu,0}^z(\tau_0 < \infty) = \hat{P}_z^\mu(T_0 < \infty).$$

(44)

We shall use (44) repeatedly in the coming proofs. The proof of Theorem 2.15 hinges on the fact that it is known to be true in the drift-less case.

**Proof of Theorem 2.15** By Theorem 2.2 in [35], we have that $P_{\mu,0}^z(\tau_0 = \infty) = 1$, thus by (44) also $\hat{P}_z^\mu(T_0 = \infty) = 1$. For every $n \in \mathbb{N}_+$ the measures $\hat{P}_0^z$ and $\hat{P}_\mu^z$ are mutually absolutely continuous on $W_n$, so $\hat{P}_0^z(T_0 < n) = 0$ implies $\hat{P}_\mu^z(T_0 < n) = 0$. Then $\hat{P}_\mu^z(T_0 = \infty) = 1$ follows, and this and (44) give the required result. □

The first statement of Theorem 2.16 could have been shown by a simple application of Girsanov’s theorem. However, the appearance of the drift in the second statement is essential, that is, there is no corresponding fact for the $\mu = 0$ case, and in the present proof below the two parts form an organic unit, thus we elected not to use Girsanov’s theorem even in the first part of the proof.

**Proof of Theorem 2.16** First we are going to show (8). By the $\alpha \geq 1$ condition there exists a vector $b \in \mathbb{R}^2$ such that $b \cdot z < 0$ for all $z \in S, z \neq 0$, and $b \cdot v_i \geq 0$ for $i = 1, 2$. Indeed, if $\alpha \geq 1$ then $\text{co}(-v_1, -v_2)$ is either a line containing $S$ within one side, or it is a wedge with angle less than $\pi$ containing $S$. In either case the existence of such a vector follows. Then, by identity (43), for each $z \in S$,

$$0 \geq b \cdot \phi(t) = b \cdot z + b \cdot W_t + b \cdot v_1 \eta_1(t) + b \cdot v_2 \eta_2(t) + b \cdot \mu t \geq b \cdot z + b \cdot W_t + b \cdot \mu t,$$

for $t < T_0$, $\hat{P}_\mu^z$-a.s., and so

$$\hat{P}_\mu^z(0 \geq b \cdot z + b \cdot W_t + b \cdot \mu t, \ t < T_0) = 1.$$

Therefore,

$$\hat{P}_\mu^z(0 \geq b \cdot z + b \cdot W_t + b \cdot \mu t, \ t < \infty) \geq \hat{P}_\mu^z((0 \geq b \cdot z + b \cdot W_t + b \cdot \mu t, t < T_0) \cap \{T_0 = \infty\}) = \hat{P}_\mu^z(T_0 = \infty).$$
This implies
\[ \hat{P}_z^\mu (b \cdot z \geq b \cdot W_t + b \cdot \mu t, t < \infty) \geq \hat{P}_z^\mu (T_0 = \infty). \] (45)

However, \( \hat{P}_z^\mu (b \cdot z \geq b \cdot W_t + b \cdot \mu t, t < \infty) < 1 \), and together with (44) this proves the result. Suppose now that (9) also holds, in addition to \( \alpha \geq 1 \). Then \( \text{co}(v_1, v_2, \mu) \) is either a wedge with angle less than \( \pi \), or a half-space, or a line. Then the same is true for \( \text{co}(-v_1, -v_2, -\mu) \), and if it is a wedge or a half-space then it contains \( S \), and if it is a line then it contains \( S \) in one side. In all cases we can select \( b \) so that in addition to \( b \cdot z < 0 \) for all \( z \in S, z \neq 0 \), and \( b \cdot v_i \geq 0 \) for \( i = 1, 2 \), we also have \( b \cdot \mu \geq 0 \). Figure 3 illustrates the case when \( \text{co}(-v_1, -v_2, -\mu) \) is a wedge containing \( S \). In that case we select \( b \) such that it points into the complement of the wedge \( \text{co}(-v_1, -v_2, -\mu) \), and bisects the angle of the complement of \( \text{co}(-v_1, -v_2, -\mu) \). Once such \( b \) has been selected, we have that \( \hat{P}_z^\mu (b \cdot z \geq b \cdot W_t + b \cdot \mu t, t < \infty) = 0 \), so (45) and (44) imply (10). □

**Proof of Proposition 2.18** Suppose first that \( 0 < \xi \leq \pi/2 \). Let \( z \in S^0 \) and \( \mu \in \mathbb{R}^2 \) be given by \( \mu = ||\mu||(\cos \eta, \sin \eta) \neq 0 \), where \( \eta \in (0, \xi) \). Next, set
\[ X_t = z + B_t + \mu t, \quad t \geq 0, \] (46)
where \( B_t \) is a standard 2-d Brownian motion.

Now translate the origin of the coordinate axes to \( z \) and then rotate the axis in a counterclockwise direction by the angle \( \eta \). By the translational and rotational invariance of Brownian motion, in these new coordinates the process \( X \) may be written as
\[ \hat{X}_t = \hat{B}_t + |\mu|\hat{e}_1 t, \quad t \geq 0, \]
where $\hat{B}$ is a standard Brownian motion and $\hat{c}_1 = (1, 0)$. Next, in the new coordinate system denote by $\mathcal{L}_1$ the line corresponding to $\partial S_1$, and by $\mathcal{L}_2$ the line corresponding to $\partial S_2$. Then, in the new coordinate system the interior of $S$ may be expressed as

$$S^0 = \{ \hat{z} \in \mathbb{R}^2 : \mathcal{L}_1(\hat{z}_1) < \hat{z}_2 < \mathcal{L}_2(\hat{z}_1) \},$$

where $\mathcal{L}_i(\hat{z}_1)$ is a coordinate uniquely determined by the relation $(\hat{z}_1, \mathcal{L}_i(\hat{z}_1)) \in \mathcal{L}_i$, for $i = 1, 2$. Hence, in order to complete the proof for the case of $0 < \xi \leq \pi/2$ it suffices to show that

$$P(\mathcal{L}_1(\hat{X}_1^1) < \hat{X}_i^2 < \mathcal{L}_2(\hat{X}_1^1), t \geq 0) > 0.$$

First note that since $0 < \eta < \xi \leq \pi/2$, we may write

$$\mathcal{L}_1(\hat{z}_1) = -a - b\hat{z}_1 \quad \text{and} \quad \mathcal{L}_2(\hat{z}_1) = c + d\hat{z}_1,$$

for $a, b, c, d > 0$. Hence,

$$\{ \mathcal{L}_1(\hat{X}_1^1) < \hat{X}_i^2 < \mathcal{L}_2(\hat{X}_1^1), t \geq 0 \}
= \{ -a - b|\mu|t - b\hat{B}_i^1 < \hat{B}_i^2 < c + d|\mu|t + d\hat{B}_i^1, t \geq 0 \}. \quad (47)$$

From (47), it now follows after some algebra that

$$\{ \hat{B}_i^1 > \max(-a/2b, -c/2d) - (|\mu|/2)t, t \geq 0 \}
\cap\{ -(a/2) - (b/2)|\mu|t < \hat{B}_i^2 < (c/2) + (d/2)|\mu|t, t \geq 0 \}
\subseteq \{ \mathcal{L}_1(\hat{X}_1^1) < \hat{X}_i^2 < \mathcal{L}_2(\hat{X}_1^1), t \geq 0 \}.$$ 

Next, by the independence of $\hat{B}_1^1$ and $\hat{B}_2^1$, we have that

$$P(\mathcal{L}_1(\hat{X}_1^1) < \hat{X}_i^2 < \mathcal{L}_2(\hat{X}_1^1), t \geq 0)
\geq P(\hat{B}_i^1 > \max(-a/2b, -c/2d) - (|\mu|/2)t, t \geq 0)
\times P(-(a/2) - (b/2)|\mu|t < \hat{B}_i^2 < (c/2) + (d/2)|\mu|t, t \geq 0).$$

However, since $a, b, c, d, |\mu| > 0$, it follows by (4.3) of Doob [13] that the two probabilities on the right-hand side above are greater than zero. This completes the proof for the case of $0 < \xi \leq \pi/2$.

Now suppose that $\pi/2 < \xi < \pi$ and $z \in S^0$ and $0 < \eta < \xi$. In this case we show that there exists a wedge $\tilde{S} \subseteq S$ such that $z \in \tilde{S}^0$ and $P(X_t \in \tilde{S}^0, t \geq 0) > 0$, which is sufficient to complete the proof. First, suppose that $0 < \eta < \pi/2$. In this case the wedge $\tilde{S}$ can be defined in the usual way by setting $\xi = \pi/2$ and placing the vertex of $\tilde{S}$ at a point $\tilde{z} \in S^0$ such that $\tilde{z} < z$. The results above then yield the desired result. Next, suppose $\pi/2 \leq \eta < \xi$. Then, set $\tilde{S} = v + \{ r \geq 0, \pi - (\xi + \eta)/2 \leq \theta \leq (\xi + \eta)/2 \}$, where the vertex $v = (v_1, v_2) \in S^0$ is such that $v_1 = z_1$ and $v_2 < z_2$. The results above again yield the desired result.

$\square$
Appendix

Lemma 8.1 There exists a function $f_{\varepsilon,C} \in C^2_b(S)$ satisfying

$$f_{\varepsilon,C}(x, y) = \begin{cases} 0, & \text{if } (x, y) \in S \setminus S^{\varepsilon/3}, \\ y, & \text{if } (x, y) \in S^{2\varepsilon/3}, y \leq C, \end{cases}$$

such that in addition $f_{\varepsilon,C}(x, 0) = 0$ for all $x \geq 0$, and $D_1 f_{\varepsilon,C} \geq 0$ on $\partial S_i$.

Proof Let $h_1 \in C^2_b(\mathbb{R})$ such that $h_1(x) \geq 0$ for all $x \in \mathbb{R}$ and

$$h_1(x) = \begin{cases} 0, & \text{if } x \leq \varepsilon/3, \\ 1, & \text{if } x \geq 2\varepsilon/3. \end{cases}$$

Let $h_2 \in C^2_b(\mathbb{R})$ such that $h_2(y) = y$ if $y \leq C$. Then

$$f_{\varepsilon,C} = h_1 \left( x - \frac{y}{\tan \xi} \right) h_2(y) \quad (x, y) \in S$$

satisfies the requirements of the lemma. Note that for any $\delta > 0$ we have $(x, y) \in S^\delta$ if and only if $x - y/\tan \xi \geq \delta$. Using this fact repeatedly one can verify the above statement by straightforward calculation. \qed

Remark 8.2 There are slightly different definitions for the term “augmented filtration” in the literature; we use this term as defined in [32], Definition II.67.3. Let $\mathbb{P}$ be an arbitrary probability measure on $\mathcal{M}$, and let $(C_S, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})$ be the augmentation of the probability space $(C_S, \mathcal{M}, (\mathcal{M}_t), \mathbb{P})$ in the above sense. It is known that right-continuous martingales (submartingales) on $(C_S, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})$ are also right-continuous martingales (submartingales) on $(C_S, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})$ (Lemma II.67.10 in [32]). The probability measure $\mathbb{P}$ in the second probability space is the extension of $\mathbb{P}$ from $\mathcal{M}$ to $\mathcal{F}$, without changing the notation. Also, it follows from the martingale characterization of Brownian motion (Theorem 3.3.16 in [22]) that a Brownian motion on $(C_S, \mathcal{M}, (\mathcal{M}_t), \mathbb{P})$ is also a Brownian motion on $(C_S, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})$.

Remark 8.3 For the convenience of the reader in this remark we shall recall the notion of the Stochastic Differential Equation with Reflection (SDER) from Definition 2.4 of Kang and Ramanan [21]. In that paper the definition appears for arbitrary dimension and for a more general domain, but here we specify it to our case for the domain given by $S$ in 2 dimensions. Let $d : S \to \mathbb{R}^2$ be a set-valued map from $\partial S$ to the class of subsets of $\mathbb{R}^2$ satisfying conditions (d1) and (d2) in Sect. 2.1, then extend it to the interior of $S$ by defining $d(x) = \{0\}$ if $x$ lies in the interior of $S$. The other inputs of the SDER are the drift and dispersion coefficients $b : S \mapsto \mathbb{R}^2$ and $\sigma : S \mapsto \mathbb{R}^{2 \times 2}$. A weak solution to the SDER consists of a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t))$, a family of probability measures $(\mathbb{P}^z, z \in S)$, and a pair of continuous adapted processes $(Z, W)$ (each $Z$ and $W$ 2-dimensional), satisfying the following conditions for each $z \in S$:
1. $W$ is a standard 2-dimensional Brownian motion on the above filtered probability space starting at zero under $\mathbb{P}_z$;
2. $\int_0^t |b(Z(s))| ds + \int_0^t |\sigma(Z(s))|^2 ds < \infty$, for all $t \in [0, \infty)$, $\mathbb{P}_z$-a.s.;
3. Defining the 2-dimensional processes $X$ and $Y$ as
   \[ X(t) = z + \int_0^t b(Z(s)) ds + \int_0^t \sigma(Z(s)) dW(s), \quad t \in [0, \infty) \] (48)
   and $Y = Z - X$, the couple $(Z, Y)$ solves the ESP for $X$ associated with $(S, d(\cdot))$, almost surely under $\mathbb{P}_z$;
4. The set \( \{ t \in [0, \infty) : Z(t) \in \partial S \} \) has zero Lebesgue measure, $\mathbb{P}_z$-a.s.

References

1. Bass, R.F.: Stochastic Processes, vol. 33. Cambridge University Press, Cambridge (2011)
2. Böttcher, B., Schilling, R., Wang, J.: Lévy matters. iii. Lecture Notes in Mathematics 2099 (2013)
3. Bousquet-Melou, M., Elvey Price, A., Franceschi, S., Hardouin, C., Raschel, K.: On the stationary distribution of reflected brownian motion in a wedge: differential properties. arXiv (2022)
4. Bramson, M., Dai, J.G.: Heavy traffic limits for some queueing networks. Ann. Appl. Probab, 49–90 (2001)
5. Chen, H., Shen, X., Yao, D.D.: Brownian approximations of multiclass open-queueing networks. Oper. Res. 50(6), 1032–1049 (2002)
6. Chen, H., Zhang, H.: Diffusion approximations for re-entrant lines with a first-buffer-first-served priority discipline. Queueing Syst. 23(1), 177–195 (1996)
7. Cohen, J.W., Boxma, O.J.: Boundary Value Problems in Queueing System Analysis. Elsevier, Amsterdam (2000)
8. Costantini, C., Kurtz, T.G.: Existence and uniqueness of reflecting diffusions in cusps. Electron. J. Probab. 23(1–21) (2018)
9. Dai, J.G., Michael Harrison, J.: Reflected brownian motion in an orthant: numerical methods for steady-state analysis. Ann. Appl. Probab., 65–86 (1992)
10. Dai, J.G., Williams, R.J.: Existence and uniqueness of semimartingale reflecting brownian motions in convex polyhedrons. Theory Probab. Appl. 40(1), 1–40 (1996)
11. Dante DeBlassie, R., Toby, E.H.: On the semimartingale representation of reflecting brownian motion in a cusp. Probab. Theory Relat. Fields 94, 505–524 (1993)
12. Dante DeBlassie, R., Toby, E.H.: Reflecting brownian motion in a cusp. Trans. Am. Math. Soc. 339(1), 297–321 (1993)
13. Doob, J.L.: Heuristic approach to the Kolmogorov–Smirnov theorems. Ann. Math. Stat. 393–403 (1949)
14. Fayolle, G., Iasnogorodski, R.: Two coupled processors: the reduction to a riemann-hilbert problem. Zeitschrift für Wahrscheinlichkeitstheorie und verwandte Gebiete 47(3), 325–351 (1979)
15. Franceschi, S., Raschel, K.: A dual skew symmetry for transient reflected brownian motion in an orthant. Queueing Syst. 102(2), 123–141 (2022)
16. Fukushima, M., Tomisaki, M.: Construction and decomposition of reflecting diffusions on lipschitz domains with hölder cusps. Probab. Theory Relat. Fields 106(4), 521–557 (1996)
17. Harrison, J.M.: The diffusion approximation for tandem queues in heavy traffic. Adv. Appl. Probab. 10(4), 886–905 (1978)
18. Harrison, J.M., Reiman, M.I.: On the distribution of multidimensional reflected brownian motion. SIAM J. Appl. Math. 41(2), 345–361 (1981)
19. Harrison, J.M., Reiman, M.I.: Reflected brownian motion on an orthant. Ann. Probab., 302–308 (1981)
20. Kang, W., Ramanan, K.: A Dirichlet process characterization of a class of reflected diffusions. Ann. Probab. 38(3), 1062–1105 (2010)
21. Kang, W., Ramanan, K.: On the submartingale problem for reflected diffusions in domains with piecewise smooth boundaries. Ann. Probab. 45(1), 404–468 (2017)
22. Karatzas, I., Shreve, S.: Brownian Motion and Stochastic Calculus, vol. 113. Springer, Berlin (2012)
23. Lakner, P., Reed, J., Zwart, B.: On the roughness of the paths of RBM in a wedge. Ann. Inst. Henri
Poincaré Probab. Stat. 55(3), 1566–1598 (2019)
24. Le Gall, J.-F.: Brownian Motion, Martingales, and Stochastic Calculus. Springer, Berlin (2016)
25. Parthasarathy, K.R.: Probability Measures on Metric Spaces, vol. 352. American Mathematical Society
(2005)
26. Peterson, W.P.: A heavy traffic limit theorem for networks of queues with multiple customer types.
Math. Oper. Res. 16(1), 90–118 (1991)
27. Protter, P.E.: Stochastic Integration and Differential Equations. Springer, Berlin (2005)
28. Ramanan, K.: Reflected diffusions defined via the extended Skorokhod map. Electron. J. Probab.
11(36), 934–992 (2006)
29. Ramanan, K., Reiman, M.I.: Fluid and heavy traffic diffusion limits for a generalized processor sharing
model. Ann. Appl. Probab. 13(1), 100–139 (2003)
30. Reiman, M.I.: Open queueing networks in heavy traffic. Math. Oper. Res. 9(3), 441–458 (1984)
31. Revuz, D., Yor, M.: Continuous Martingales and Brownian Motion, vol. 293. Springer, Berlin (2013)
32. Rogers, L.C.G., Williams, D.: Diffusions, Markov Processes and Martingales, vol. I. Cambridge Uni-
versity Press, Cambridge (2000)
33. Skorokhod, A.V.: Stochastic equations for diffusion processes in a bounded region (Translated by N.
Greenleaf). Theory Probab. Appl. VI(3), 264–274 (1961)
34. Taylor, L.M., Williams, R.J.: Existence and uniqueness of semimartingale reflecting brownian motions
in an orthant. Probab. Theory Relat. Fields 96(3), 283–317 (1993)
35. Varadhan, S.R.S., Williams, R.J.: Brownian motion in a wedge with oblique reflection. Commun. Pure
Appl. Math. 38(4), 405–443 (1985)
36. Whitt, W.: Stochastic-Process Limits: An Introduction to Stochastic-Process Limits and their Appli-
cation to Queues. Springer, Berlin (2002)
37. Williams, R.J.: Recurrence classification and invariant measure for reflected Brownian motion in a
wedge. Ann. Probab., 758–778 (1985)
38. Williams, R.J.: Brownian Motion in a Wedge with Oblique Reflection at the Boundary, vol. 8320794.
Stanford University (1983)
39. Williams, R.J.: Reflected brownian motion in a wedge: semimartingale property. Zeitschrift für
Wahrscheinlichkeitstheorie und Verwandte Gebiete 69(2), 161–176 (1985)
40. Williams, R.J.: Local time and excursions of reflected brownian motion in a wedge. Publ. Res. Inst.
Math. Sci. 23(2), 297–319 (1987)
41. Williams, R.J.: Diffusion approximations for open multiclass queueing networks: sufficient conditions
involving state space collapse. Queueing Syst. 30(1), 27–88 (1998)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under
a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted
manuscript version of this article is solely governed by the terms of such publishing agreement and applicable
law.