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Abstract—Self-driving cars and other autonomous vehicles need to detect and track objects in camera images. We present a simple online tracking algorithm that is based on a constant velocity motion model with a Kalman filter, and an assignment heuristic. The assignment heuristic relies on four metrics: An embedding vector that describes the appearance of objects and can be used to re-identify them, a displacement vector that describes the object movement between two consecutive video frames, the Mahalanobis distance between the Kalman filter states and the new detections, and a class distance. These metrics are combined with a linear SVM, and then the assignment problem is solved by the Hungarian algorithm. We also propose an efficient CNN architecture that estimates these metrics. Our multi-frame model accepts two consecutive video frames which are processed individually in the backbone, and then optical flow is estimated on the resulting feature maps. This allows the network heads to estimate the displacement vectors. We evaluate our approach on the challenging BDD100K tracking dataset. Our multi-frame model achieves a good MOT A value of 39.1% with low localization error of 0.206 in MOTP. Our fast single-frame model achieves an even lower localization error of 0.202 in MOTP, and a MOT A value of 36.8%.

I. INTRODUCTION

Self-driving cars, other autonomous vehicles, and advanced driver assistance systems need an accurate perception of the environment. This information is crucial to make informed decisions. Popular sensors include cameras, radar and lidar. Amongst these, camera images contain the most detailed information, but they are also hard to interpret. Efficient Convolutional Neural Networks (CNNs) have emerged in recent years that are up to the challenge. They show strong performance in the relevant tasks of object detection and pixel-wise semantic segmentation.

But object detection in single images is not enough for the aforementioned applications. A detection from a single image neither contains information about the velocity of the corresponding object, nor about its past trajectory and behaviour. This information is however important to predict its future behaviour, and to plan accordingly.

This problem is usually solved by tracking each object over time. In the past, detection-free approaches like the correlation filter [1], [2], [3] or siamese networks [4], [5], [6], [7] were popular. These algorithms are initialized once with a detection, and then track the corresponding image patch based on visual features.

With the emergence of highly accurate object detectors, tracking-by-detection approaches became more popular. These approaches assume that the detector has a low false negative rate and therefore detects nearly all objects. The tracking approach then associates detections to existing tracks, and manages the lifetime of tracks. Most approaches also rely on a motion model. It filters noise in the object localization and allows to predict the object state for time steps without a corresponding detection.

Tracking approaches can either be online or offline. Offline approaches do not have to meet real-time requirements. They also have access to the whole video sequence which allows causal reasoning. Graph-based methods that optimize over the whole video sequence are popular and can achieve high accuracies [8], [9], [10]. Offline methods are however not suitable for the use in autonomous vehicles. This application requires online methods that use little computational resources and only perform causal computations. Simple online methods often only perform frame-by-frame associations.

Many object detection algorithms are oblivious to the tracking task and only output detections. In this work, we however present a detection approach that provides additional information to aid the association and tracking task. This additional information includes appearance feature vectors to re-identify objects, and displacement vectors that describe the delta movements of objects between frames. We estimate the displacement vectors by passing two consecutive frames to our CNN backbone and correlating the resulting feature maps. We then solve the association problem with a Support Vector Machine (SVM) and the Hungarian algorithm. Finally, the objects are tracked using a constant velocity motion model with a Kalman filter [11]. We learn the parameters for the SVM and the Kalman filter from labelled data.

The remainder of this paper is structured as follows: We present related work in Section I-A. We then describe our approach in Section II and evaluate it in Section III. Section IV finally concludes this paper.
A. Related Work

An early work [12] shows that a simple tracking approach can achieve state of the art performance when used together with a strong object detector. The authors use a constant velocity motion model with a Kalman filter. When a new camera frame is recorded, the prediction step of the Kalman filter is executed. This yields estimates for the current locations of objects. Then, the new detections are associated to the existing tracks only based on the pairwise Intersection over Union (IoU) values. Afterwards, the Kalman filter is updated with the new measurements.

[13] proposes an extension to this approach. It additionally relies on visual appearance information in the association step. This reduces the number of identity switches by 45%.

In [14], the authors propose a tracking approach that is similar to ours. It also passes two consecutive frames through a CNN backbone and correlates the feature maps. The results of this are used to detect bounding boxes, and to estimate the displacement of the bounding boxes between both frames. Complete tracks are then recovered by solving a maximisation problem with the Viterbi algorithm.

Traktor is a tracking-by-detection approach which also has some similarities with ours [15]. It exploits the regression head of a two-stage object detector for tracking: The RoI-pooled backbone features of the current frame, based on the previous object bounding box, are passed into the regression head. The regression head then regresses the box parameters of the new object location. The authors also present two extensions to their simple tracker: The first extension is to use a Siamese network for the re-identification task. The second extension is to use a motion model, and to compensate for the camera movement.

In [16], the authors present Fast and Furious. Their approach performs object detection, tracking and motion forecasting in birds-eye-view (BEV) images. The authors generate ego-motion compensated BEV images, and then concatenate BEV images of multiple time steps to incorporate temporal information. This information is fed into a single-stage object detector that directly regresses bounding boxes, both for the current time step and for predicted future locations. Tracks are formed by associating current detections to the predictions made in past time steps. The association is performed based on the distance of the corresponding bounding boxes.

II. Approach

We propose an object detection and tracking method that is simple, fast, and accurate. It employs a tracking-by-detection approach based on a Kalman filter, and a track management and association heuristic. The detections, as well as additional features for track association, are generated by our CNN architecture which comes in a single-frame and a multi-frame variant.

The single-frame variant takes a single input image, while the multi-frame variant takes pairs of consecutive images. Each object detection consists of an objectness score, a class score, regressed bounding box parameters, and an embedding vector. This embedding vector describes the appearance of the object and can be used as feature for re-identification. The multi-frame variant additionally predicts a displacement vector for each detection. This displacement vector allows to calculate the position of a detected object in the previous frame, given the position in the current frame. Section II-A describes our CNN architecture in more detail.

Our tracking approach is based on a simple heuristic for track creation and deletion, and uses a constant velocity motion model with a Kalman filter. We calculate pairwise assignment costs between existing tracks and new detections, and employ the Hungarian algorithm to solve the assignment problem. These pairwise costs are predicted by an SVM based on multiple features. They depend on the predicted object class, the Mahalanobis distance between the detection bounding box and the Kalman filter state, and the embedding and displacement vectors from the CNN. More details are provided in Section II-B.

A. CNN Architecture

Our tracking approach can be used with a single-frame and a multi-frame CNN architecture. A multi-frame architecture allows to also predict displacement vectors for the detected objects. This is because it has access to two consecutive images of the video stream. The displacement vectors can be used as an additional hint in the association heuristic. In the following, we first describe the architecture of the single-frame model. We then describe our proposed modifications for the multi-frame model.

1) Single-Frame Model: Our single-frame model is a slightly modified EfficientDet-D3 [17]. The EfficientNet backbone generates feature maps at different resolution levels by successive down-sampling. These feature maps are then fed into a BiFPN to fuse information at different feature levels. BiFPN blocks were proposed by the authors of EfficientDet. It takes ideas from FPN, PANet and NAS-FPN and improves upon them.

In the following, $P_i$ refers to the level with feature map resolutions of $1/2^i$ of the input image resolution. The original EfficientNet architecture feeds the last feature maps produced by the backbone at the levels $P_3$ to $P_7$ to the BiFPN. We, however, also include feature level $P_2$ in the BiFPN. One reason for this is that we also want to detect very small objects, like distant traffic lights. Another reason is that the multi-frame model correlates feature maps inside the BiFPN, as will be explained shortly. By including the $P_2$ feature level, the correlation layer has access to a feature map with higher resolution. This can lead to more accurate displacement estimates.

Like in the original EfficientNet architecture, the output feature maps of the BiFPN are passed to RetinaNet-style object detection heads. EfficientNet has one head to predict the presence of objects of certain classes for all anchor boxes, and one head to regress the corresponding bounding box parameters. We replace the first head with two separate ones in our architecture: We employ one head that predicts an
objectness score, and one that predicts class scores for all classes of interest. In other words, we predict the probability that there is an object \( \text{Pr}(\text{object}) \), and the conditional class probability \( \text{Pr}(\text{class} = c_i|\text{object}) \), while EfficientDet only predicts the joint probability \( \text{Pr}(\text{object}, \text{class} = c_i) \). This allows us to detect objects even when we are unsure about the class (i.e. when \( \text{Pr}(\text{class} = c_i|\text{object}) < 0.5 \) \( \forall c_i \)). This is important in the context of self-driving cars where collisions with any kind of object must be avoided. We train both of these heads with Focal Loss [22].

We keep the network head for bounding box regression unchanged, and train it with smooth \( \ell^1 \) loss. We however change the set of aspect ratios of the corresponding anchor boxes to \{1:4, 1:2, 1:1, 2:1, 4:1\}. We add the aspect ratios of 1:4 and 4:1 to detect more asymmetric objects like trains or pedestrians.

We also add another network head that predicts a feature vector consisting of 32 floating point numbers for each detection. This feature vector is trained with a weighted version of Margin Loss [23]: Feature vectors of anchor boxes that are assigned to the same ground truth object are trained to have an \( \ell^2 \) distance below a threshold \( \beta \) with margin \( \alpha \). Feature vectors of anchor boxes that correspond to different objects, on the other hand, are trained to have an \( \ell^2 \) distance above the threshold \( \beta \) with margin \( \alpha \). We use this feature vector to perform non-maximum suppression as in [24]. We also use it as an appearance hint in our heuristic to assign detections to existing tracks.

We weight the losses of the different training objectives according to [25].

2) Multi-Frame Model: Our multi-frame architecture is based on the single-frame architecture. Each image is processed by the backbone and the first half of the BiFPN individually. After this, a small sub-network is inserted. The task of this sub-network is to calculate the flow field between the two consecutive frames based on the BiFPN feature maps. Then, the feature map of the current image, the feature map of the last image warped by the flow field, and the flow field itself are concatenated. The number of channels is reduced by a \( 1 \times 1 \) convolution. The result is fed into the second half of the BiFPN and then into the network heads. This is visualized in Figure 1 and Figure 2.

Our optical flow estimation module is based on PWC-Net [26]. It is visualized in Figure 3. Feature levels \( P_2 \) to \( P_7 \) form a feature pyramid, so that only partial correlation cost volumes have to be computed—The flow predicted at a level with lower resolution limits the search space at the next level in the pyramid, and so on. That means that the flow is calculated starting from level \( P_7 \) to level \( P_2 \), and at each level the estimate is refined.

At each level \( l \), the feature map \( f_{i_2,l} \) of the previous frame is shifted by the flow estimate \( \mathbf{v}_{i+1} \) of the previous level \( l + 1 \) (except for level \( P_2 \) where no estimate exists yet). Then, the partial correlation cost volume is computed between the warped feature map of the previous frame and the feature map of current frame \( f_{i,l} \). The resulting cost volume, both feature maps, and the upsampled flow of the previous level (if available) are concatenated. A small sub-network then estimates the refined flow \( \mathbf{v}_l \) based on this input. It also estimates a mask \( m_l \) that indicates which pixels have unobservable optical flow. The optical flow is unobservable for pixels for which the surrounding image patch is not visible in the previous frame.

In theory, this sub-network for flow estimation can be placed anywhere in the BiFPN. The only requirement is that the feature levels \( P_2 \) to \( P_7 \) are available. We chose the middle of the BiFPN, because here information at different scales has already been fused to some extent. This can help to find robust correlations. The second half of the BiFPN can then also fuse the information from the optical flow estimates at different scales.

The proposed design of the multi-frame architecture provides the network with information about the movement between frames. This allows the network to estimate a displacement vector for each bounding box detection. We add an additional network head to the multi-frame architecture for this task. Each displacement vector indicates where the center of the corresponding bounding box was in the frame before.
Our proposed warping module that aligns the feature maps of two consecutive frames. It is instantiated for each feature level $l$ of the BiFPN. The inputs $f_{i1,l}$ and $f_{i2,l}$ are the output feature maps of the BiFPN for the first and second image, respectively. The inputs $o_{l+1}$, $m_{l+1}$ and $f_{n,l+1}$ are the flow estimate, a corresponding mask and intermediate feature maps from feature level $l + 1$ (if available). They are produced and consumed by the flow estimation module which is visualized in Figure 3. Each module produces a feature map $f_{\text{used},l}$ that is fed to the second half of the BiFPN.

Fig. 3: Our flow estimation module which is based on PWC-Net [29]. The blocks inside the dotted line are omitted for the highest feature level, because no optical flow estimate $o_{l+1}$ exists for it. In contrast to PWC-Net, our CNN block does not consist of convolutions with DenseNet [27] connections. Instead, it has the same structure as the EfficientDet network heads. We also predict a mask $m_l$ at each feature level $l$. It is used to mask the pixels with unobservable optical flow.

relative to the position in the current frame.

We train the outputs of the multi-frame model that also exist in the single-frame model as before. We use smooth $\ell^1$ loss to train the output of the network head for the displacement estimation. The optical flow estimates at each level are trained with a supervised and a self-supervised loss. We upsample all flow estimates to match the original image size before calculating the loss. Please note that also the magnitude of the flow estimate has to be scaled accordingly.

We use smooth $\ell^1$ loss for the flow estimates for the supervised loss. In both cases, the mask outputs are trained with a regularizing term that pulls them towards one. For the self-supervised loss, we use photometric loss terms to train the flow estimates. These loss terms are the same that are used in [28] to learn monocular depth estimation.

B. Association and Tracking

Our proposed tracking approach is conceptionally simple and consists of a motion model and an assignment and track management heuristic.

1) Motion Model: We use a constant velocity motion model with a Kalman filter. The state vector of the Kalman filter is $(p_x, p_y, p_w, p_h, v_x, v_y, v_w, v_h)^T$. The components $p_x$ and $p_y$ are the center coordinates of the object bounding box, and $p_w$ and $p_h$ are the width and height. The components $v_x$, $v_y$, $v_w$, and $v_h$ are the corresponding velocities. With this, the state transition matrix is as follows:

$$
F_k = \begin{bmatrix}
1 & 0 & 0 & 0 & dt & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & dt & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & dt & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & dt \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
$$

Here, $dt$ is the time between two consecutive frames. The observation matrix $H_k$ is trivial since $p_x$, $p_y$, $p_w$, and $p_h$ are directly observed. The multi-frame model can also directly observe $v_x$ and $v_y$—this information is provided by the displacement estimates.

We estimate the covariance matrices of the process noise $Q_k$ and of the observation noise $R_k$ from data. This is done using gradient descent, as proposed in [29]. We generate the training data for this by running our CNN on a training dataset, and then manually assigning the detections to the ground truth tracks.

2) Track Management and Association Heuristic: In each time step, our CNN architecture generates new bounding box detections. We first predict the states of all existing tracks to the current time step. This is done by executing the prediction step of the corresponding Kalman filters. We then associate the new detections to existing tracks. Afterwards, we execute the update step of the Kalman filters of all tracks with associated detections. This incorporate the new measurements. There can however be tracks without assigned detections, or detections

For all levels but the highest

$$
\begin{align*}
& f_{i1,l} & \rightarrow & \text{upsample} & \rightarrow & f_{i1, l+1} \\
& m_{l+1} & \rightarrow & \text{upsample} & \rightarrow & m_{l+1} \\
& o_{l+1} & \rightarrow & \text{upsample} & \rightarrow & o_{l+1} \\
& f_{i2,l} & \rightarrow & \text{warp} & \rightarrow & f_{i2, l+1} \\
& f_{i1,l} & \rightarrow & \text{correlate} & \rightarrow & f_{i1, l+1} \\
& & & \text{CNN} & \rightarrow & f_{i1, l+1} \\
& & & \text{Conv (3 × 3)} & \rightarrow & o_l \\
& & & \text{Conv (3 × 3)} & \rightarrow & m_l
\end{align*}
$$
without assigned tracks. We create new tracks for unassigned detections, but only mark them as stable after 3 consecutive observations. Tracks without observations during the last 0.5 s are deleted.

Our association heuristic uses multiple costs to decide if a detection belongs to an existing track, and if so, to which. These costs are calculated for each pair of existing tracks (after being predicted to the current time step) and new detections:

- A similarity metric based on the embedding vectors trained with Margin Loss. For each track, we store the embedding vectors of the last 10 detections that were assigned to the track. The $\ell^2$ distance between the embedding vector of the new detection and these stored embedding vectors is calculated. The final cost is then the minimum of the calculated $\ell^2$ distances.
- The $\ell^2$ distance between the bounding box position in the last time stamp, and the estimated old position based on the current detection. The latter is calculated by adding the estimated displacement vector to the position of the current detection. This information is only available when using the multi-frame model.
- The Mahalanobis distance between the new measurement and the state of the Kalman filter after the prediction step. This cost indicates how well the new measurement fits to the predicted state.
- A cost for the predicted class. We assign a cost of 0 if the predicted class of the new detection matches the current class of the track. Otherwise, we assign a cost of 1. It is possible to improve the heuristic by returning different costs, depending on how likely it is to mix up two given classes. We however refrain from this for simplicity.

Based on these metrics, we train a linear SVM to predict if a detection belongs to a given track or not. This means that we only have to calculate a weighted sum of the metrics above and a bias term during inference. The sign of the result indicates if the detection belongs to the given track or not. We train the SVM with the same dataset that we use to estimate the parameters of the Kalman filter.

If the SVM classifier was perfect and the features would allow for a perfect prediction, then the association problem would already be solved. In practice it can however happen that the SVM predicts that one detection belongs to multiple tracks, or that multiple detections belong to one track. In this case we interpret the distance to the separating hyperplane as a cost that indicates how well a detection fits to an existing track. This information is only available when using the multi-frame model.

We implemented our approach with Tensorflow. The implementation of the neural network training script is available as open source software\footnote{https://github.com/fzi-forschungszentrum-informatik/NNAD/tree/tracking/}.

We train and evaluate our approach on the BDD100K\footnote{https://github.com/fzi-forschungszentrum-informatik/NNAD/tree/tracking/} tracking dataset. We use the validation set for evaluation because the official test servers do not accept submissions anymore. This is however valid because we did not perform any hyper-parameter tuning on the validation set.

In theory, our multi-frame model can be trained end-to-end when only using the self-supervised photometric loss to train the optical flow estimation. We however found that end-to-end training can be unstable. We therefore employ the following multi-stage training procedure:

1) We train the single-frame model. The network head for the displacement vector prediction is disabled in this step because the displacement is not observable.
2) We remove the network head and the second half of the BiFPN, and freeze the remaining parameters. Afterwards, we add the optical flow estimation modules, and train them on the synthetic FlyingChairs\footnote{https://github.com/fzi-forschungszentrum-informatik/NNAD/tree/tracking/} dataset.
3) We also freeze the optical flow estimation modules, and re-add the second half of the BiFPN and the network heads. We train them, including the displacement vector prediction.

We use the following hyper-parameters for each training stage:

- Batch size of 8
- AdamW optimizer\footnote{https://github.com/fzi-forschungszentrum-informatik/NNAD/tree/tracking/}, \footnote{https://github.com/fzi-forschungszentrum-informatik/NNAD/tree/tracking/}
- Initial weight decay of $10^{-7}$, scaled proportional with the learning rate
- Step-wise learning rate
  - $10^{-3}$ until step 600000
  - $10^{-4}$ until step 1 100000
  - $10^{-5}$ until step 1 800000
- Frozen Batch Normalization statistics after step 1 500000

Table I presents the object detection results of our CNN. The metrics are calculated based on an IoU threshold of 0.5.

| Object | AP | LAMR |
|--------|----|------|
| rider  | 0.3665 | 0.5549 |
| car    | 0.8536 | 0.4771 |
| truck  | 0.4503 | 0.6063 |
| bus    | 0.5998 | 0.3996 |
| motorcycle | 0.3457 | 0.5335 |
| bicycle | 0.3275 | 0.5188 |
| mean   | 0.4906 | 0.5150 |

III. EVALUATION

We measured the run-time of our model on an Nvidia Quadro RTX 8000 GPU in mixed-precision mode. Our single-frame model is fast and processes a single image in 38.7 ms. For our multi-frame model, we measured a run-time of 127.9 ms. For this measurement, we processed the current frame by the backbone and the first half of the BiFPN, but
reused the corresponding feature maps of the previous frame. The measured run-time of the multi-frame model is much higher than that of the single-frame model. Most of the additional processing time is however spent in the correlation cost layers. We use the implementation from Tensorflow Addons which only supports calculations with 32 bit floating point values. Notably higher inference speeds should be possible with an optimized implementation at reduced precision.

The results of our tracking approach when using different assignment metrics can be found in Table II. We report the commonly used Multiple Object Tracking Accuracy (MOTA) and Multiple Object Tracking Precision (MOTP) metrics \[\text{MOTP} = \left(1 - \text{mme}\right).\] Please note that we follow the original definition of MOTP while some other publications report 100⋅(1 − MOTP). We also report the miss ratio, the false positive ratio, and the mismatch ratio which are used to calculate the MOTA metric, as well as the percentage of successfully tracked objects.

The first experiment establishes the baseline. It uses only the class costs and the Mahalanobis distance between the Kalman filter states and the new detections during the assignment step. This information is available with any object detector, while the other experiments require the additional metrics that our different assignment metrics can be found in Table II. We report the miss ratio, the false positive ratio \(r_{fp}\), and mismatch ratio \(r_{mme}\).

(a) MOTA and MOTP values as well as miss ratio \(r_m\), false positive ratio \(r_{fp}\), and mismatch ratio \(r_{mme}\).

(b) Percentage of successfully tracked objects. Here, an object is mostly tracked if it is tracked for at least 80% of its ground truth lifespan. Analogously, it is mostly lost if it is tracked for less than 20% of its lifespan. Otherwise, the object is partially tracked.

TABLE II: Object tracking results over all classes on the BDD100K tracking dataset. We perform several experiments to evaluate the contributions of our different assignment metrics. We use the following abbreviations for the assignment metrics in these tables: C: Use class cost. KF: Use the Mahalanobis distance between the Kalman filter state and the new detection. D: Use the displacement vector based distance. E: Use the embedding vector distance that describes object similarity.

IV. CONCLUSIONS

We presented a simple, fast, and accurate tracking-by-detection approach that relies on visual and motion cues. Our single-frame model predicts embedding vectors that allow to associate objects based on their visual appearance. It requires little computation time and reduces miss rate and localization error significantly compared to the baseline. Our multi-frame model predicts displacement vectors between consecutive video frames for each object detection. This also provides important information to assign new detections to existing tracks. Compared to the baseline, it reduces the miss rate and improves the MOTA metric significantly. We successfully employ our approach inside the vision stack of a self-driving research vehicle.
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