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ABSTRACT. This paper revisits the problem of estimating the fractional Ornstein-Uhlenbeck process observed in a linear channel with white noise of small intensity. We drive the exact asymptotic formulas for the mean square errors of the filtering and interpolation estimators. The asymptotic analysis is based on approximations of the eigenvalues and eigenfunctions of the signal’s covariance operator.

1. INTRODUCTION
Consider the system of stochastic linear equations
\[ \begin{align*}
X_t &= \beta \int_0^t X_s ds + B^H_t, \\
Y_t &= \mu \int_0^t X_s ds + \sqrt{\varepsilon} B_t,
\end{align*} \tag{1.1} \]
where \( B = (B_t, t \in \mathbb{R}_+) \) and \( B^H = (B^H_t, t \in \mathbb{R}_+) \) are independent standard and fractional Brownian motions, \( \beta \) and \( \mu \) are constant coefficients, and \( \varepsilon \) is a small positive parameter.

Recall that the fractional Brownian motion (fBm) with the Hurst exponent \( H \in (0, 1) \) is the Gaussian process with zero mean and covariance function
\[ \mathbb{E} B^H_t B^H_s = \frac{1}{2} \left( t^{2H} + s^{2H} - |t-s|^{2H} \right), \quad s, t \in \mathbb{R}_+. \]
For \( H = 1/2 \) the process \( B^H \) coincides with the standard Brownian motion, but for all other values of \( H \in (0, 1) \) the fBm is neither a semimartingale nor a Markov process. For \( H > 1/2 \) its increments are positively correlated and have the long range dependence
\[ \sum_{n=1}^{\infty} B^H_1 (B^H_{n+1} - B^H_n) = \infty. \]
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Due to diversity of properties fBm plays an important role in the theory and applications of stochastic processes, see, e.g., [1], [2]. The fractional Ornstein-Uhlenbeck (fOU) process defined by equation (1.1) inherits the long range dependence from the fBm, see [3].

The optimal estimation problem of the signal $X$ given the observed trajectory of the process $Y$ consists of computing the conditional expectation $\hat{X}_t, T = \mathbb{E}(X_t | \mathcal{F}_Y T)$ at a time $t \in [0, T]$ where $\mathcal{F}_Y T = \sigma\{Y_t, t \leq T\}$. This estimator minimizes the mean squared error over all functionals measurable with respect to $\mathcal{F}_Y T$. For $t < T$ it is called the interpolating (or smoothing) estimator and for $t = T$, the filtering estimator.

Since the process $(X, Y)$ is Gaussian, the optimal estimator is a linear functional of the observations; more precisely, it is the stochastic integral, see [4],

$$\hat{X}_{i, T} = \frac{1}{\mu} \int_0^t h_T(s, t) dY_s,$$

where the weight function $h_T(s, t)$ is the unique solution to the integral equation

$$\varepsilon h_T(s, t) + \int_0^T \mu^2 K(r, s) h_T(r, t) dr = \mu^2 K(s, t), \quad 0 \leq s \leq t \leq T, \quad (1.2)$$

where the covariance kernel $K(s, t) = \mathbb{E}X_s X_t$ for the signal in (1.1) has the form

$$K(s, t) = \int_0^t e^{\beta(t-v)} d\int_0^s H|v-u|^{2H-1} \text{sign}(v-u) e^{\beta(s-u)} dudv. \quad (1.3)$$

The minimal mean squared error $P_{i, T}(\varepsilon) = \mathbb{E}(X_t - \hat{X}_{i, T})^2$ is given by the formula

$$P_{i, T}(\varepsilon) = \frac{\varepsilon}{\mu^2} h_T(t, t).$$

A closed form solution to (1.2) is known only for $H = 1/2$, i.e., when the signal is the classical OU process. This fact lies in the foundations of the Kalman-Bucy theory of the optimal linear filtering, [5]. The optimal estimate in this case can be computed recursively by solving a stochastic differential equation. The corresponding minimal estimation error solves the Riccati ordinary differential equation (see, e.g., [6, Theorem 12.10]), and a simple calculation reveals its exact asymptotics

$$P_{i, T}(\varepsilon) \asymp \sqrt{\varepsilon/\mu^2} \begin{cases} 1/2, & t \in (0, T), \\ 1, & t = T, \end{cases} \quad \text{as } \varepsilon \to 0.$$

Here and below $f(\varepsilon) \asymp g(\varepsilon)$ means that $f(\varepsilon)/g(\varepsilon) \to 1$ as $\varepsilon \to 0$. This formula shows that the interpolation and the filtering errors differ asymptotically only by a constant factor and decrease as the square root of the noise intensity.

2. THE MAIN RESULTS

In this paper we will derive a more general mean square error asymptotics, which remains valid for all values of the Hurst parameter.
Theorem 2.1. The minimal mean squared estimation error of the signal in the system (1.1) satisfies the following asymptotics as \( \varepsilon \to 0 \):

\[
P_{\varepsilon}(\varepsilon) \asymp \left( \frac{\varepsilon}{\mu^2} \right)^{2H} \left( \frac{\sin(\pi H)\Gamma(2H + 1)}{\sin(\pi/2H + \pi)} \right)^{1/2H+1}, \quad t \in (0, T),
\]

\[
P_{\varepsilon}(\varepsilon) \asymp \frac{1}{2H+1}, \quad t = T.
\]

Remark 2.2. The estimation rate \( \varepsilon^{2H/(1+2H)} \) in (2.1) coincides with the optimal minimax rate in the estimation problem of deterministic signals with Hölder exponent \( H \in (0, 1) \) in white noise, see. [7], [8].

Derivation of asymptotics (2.1) uses approximations to solutions of the spectral problem

\[ K \varphi = \lambda \varphi \]

for the covariance operator

\[ (K\varphi)(t) = \int_0^T K(s,t)\varphi_s ds \]

of the fOU process with kernel (1.3). It is well known, that this problem has countably many nontrivial solutions \( (\lambda_n, \varphi_n), n \in \mathbb{N} \). The eigenvalues \( \lambda_n \) are real, positive and can be ordered as a sequence decreasing to zero. The eigenfunctions \( \varphi_n \) form an orthonormal basis in the space \( L^2([0,T]) \). Adding \( \beta \) to the notation for the kernel (1.3), note that it satisfies the scaling property

\[ K_{\beta}(sT, tT) = T^{2H}K_{\beta T}(s,t), \quad s,t \in [0,1], \quad T > 0, \]

by which the spectral problem can be considered on the unit interval \([0,1]\) without loss of generality.

For the classical OU process, i.e. for \( H = 1/2 \), the spectral problem can be reduced to a boundary problem for a linear differential equation which has simple closed form solutions

\[ \lambda_n = \frac{1}{v_n^2 + \beta^2} \quad \text{and} \quad \varphi_n(t) \propto \sqrt{2} \sin(v_n t), \]

where \( v_n = \pi n - \pi/2 + O(n^{-1}) \) is the increasing sequence of the roots of equation \( v/\beta = \tan v \).

For all other values of the exponent \( H \in (0,1) \) asymptotically exact approximations for the eigenvalues and eigenfunctions can be obtained using the approach from [9], which was recently applied in [10] to the spectral analysis of the fBm.

The following result is of an independent interest and can be useful in other applications.
Theorem 2.3.

1. The eigenvalues of the covariance operator with kernel (1.3) on the unit interval \([0, 1]\) satisfy the representation

\[
\lambda_n = \sin(\pi H)\Gamma(2H + 1)\frac{v_n^{1-2H}}{v_n^2 + \beta^2}, \quad n = 1, 2, \ldots,
\]

where the sequence \(v_n\) has the same asymptotics as in the case of the fBm ([10, Theorem 2.1]):

\[
v_n = \left(n - \frac{1}{2}\right)\pi - \frac{(H - \frac{1}{2})^2}{2} + O(n^{-1}), \quad n \to \infty.
\]

2. The eigenfunctions with the unit norm admit the same asymptotic approximation as in the case of the fBm ([10, Theorem 2.1]):

\[
\phi_n(x) = \sqrt{2}\sin(v_n x + \eta_H)
\]

\[
= \int_0^\infty \left(e^{-x v_n u} f_0(u) + (-1)^n e^{-(1-x) v_n u} f_1(u)\right) du + O(n^{-1}),
\]

where the residual is uniform in \(x \in [0, 1]\), the functions \(f_j(\cdot)\) are given by explicit formulas (see Lemma 4.9) and

\[
\eta_H = \frac{1}{4} \frac{(H - \frac{1}{2})(H - \frac{3}{2})}{H + \frac{1}{2}}.
\]

3. The eigenfunctions satisfy

\[
\phi_n(1) = -(-1)^n \sqrt{2H + 1}(1 + O(n^{-1})) , \quad n \to \infty.
\]

3. Proof of Theorem 2.1

Using the property (2.2), we can rewrite the equation (1.2) as

\[
\varepsilon h(u, v) + \int_0^1 \mu^2 T^{2H+1} K_{\beta T}(r, u) h(r, v) dr = \mu^2 T^{2H} K_{\beta T}(u, v), \quad 0 \leq u \leq v \leq 1,
\]

where \(h(u, v) := h_T(uT, vT)\). Clearly

\[
P_{\mu T, T}(\varepsilon) = \frac{\varepsilon}{\mu^2} h(u, u), \quad u \in [0, 1].
\]

Expanding the solution into series of the eigenfunctions of the kernel \(K_{\beta T}\) gives

\[
h(u, v) = \sum_{n=1}^\infty \frac{\mu^2 T^{2H}}{\varepsilon \lambda_n^{-1} + \mu^2 T^{2H+1}} \phi_n(u) \phi_n(v), \quad 0 \leq u \leq v \leq 1,
\]

where \(\lambda_n\) are its eigenvalues. This series is absolutely convergent for any \(\varepsilon > 0\), and its value increases unboundedly as \(\varepsilon \to 0\). Its first order asymptotics will not
change if the eigenvalues and the eigenfunctions are replaced with their approximations from Theorem 2.3. Denote \( C := \sin(\pi H) \Gamma(2H + 1) \), then

\[
P_{T,T}(\varepsilon) = \frac{\varepsilon}{\mu^2} h(1,1) = \sum_{n=1}^{\infty} \frac{\varepsilon T^{2H}}{\varepsilon \lambda_n^{-1} + \mu^2 T^{2H+1}} \phi_n^2(1) \times \\
\sum_{n=1}^{\infty} \frac{\varepsilon T^{2H}}{C \varepsilon (\pi n)^2 + (\beta T)^2} (2H + 1) \times \\
(2H + 1) \int_{1}^{\infty} \frac{\varepsilon T^{2H}}{C \varepsilon (\pi x)^{2H+1} + (\beta T)^2 (\pi x)^{2H-1} + \mu^2 T^{2H+1}} d x \propto \\
\frac{\varepsilon}{\mu^2 T} \left( \frac{\varepsilon}{C} \frac{1}{T^{2H+1} \mu^2} \right)^{-\frac{1}{2H+1}} \frac{2H+1}{\pi} \int_{0}^{\infty} \frac{1}{\sin \frac{x}{2H+1}} dy = \\
\frac{\varepsilon}{\mu^2 T} \left( \frac{\varepsilon}{C} \frac{1}{T^{2H+1} \mu^2} \right)^{-\frac{1}{2H+1}} \sin \frac{\beta T}{2H+1} = (\varepsilon / \mu^2)^{\frac{2H}{2H+1}} C^{\frac{1}{2H+1}} \sin \frac{\beta T}{2H+1},
\]

which is the asymptotic expression for the filtering error in (2.1) with \( t = T \). To compute \( P_{u,T,T}(\varepsilon) \) for \( u \in (0,1) \) we will use the approximation for the eigenfunctions (2.5) which, for any fixed \( u \) in the interior of the interval, takes the form

\[
\phi_n(u) = \sqrt{2} \sin (\nu u + \eta_H) + O(n^{-1}) \quad \text{as} \quad n \to \infty.
\]

Then

\[
P_{u,T,T}(\varepsilon) = \frac{\varepsilon}{\mu^2} h(u,u) = \sum_{n=1}^{\infty} \frac{\varepsilon T^{2H}}{\varepsilon \lambda_n^{-1} + \mu^2 T^{2H+1}} \phi_n^2(u) = \\
\sum_{n=1}^{\infty} \frac{\varepsilon T^{2H}}{\varepsilon \lambda_n^{-1} + \mu^2 T^{2H+1}} \cos (2 \nu u + 2 \eta_H) := (3.1)
I_1(\varepsilon) + I_2(\varepsilon).
\]

Here \( I_1(\varepsilon) \) differs from the previous case only by the factor \( 2H + 1 \), and thus, to derive the asymptotics of the interpolation error (2.1) for any \( t \in (0, T) \), it remains to show that \( I_2(\varepsilon) \) vanishes as \( \varepsilon \to 0 \) faster than \( \varepsilon^{2H/(2H+1)} \). To this end, define the sequence of partial sums \( (S_n)_{n \geq 0} \)

\[
S_n = \sum_{k=1}^{n} \cos (2 \nu_k u + 2 \eta_H), \quad n \geq 1, \quad S_0 = 0.
\]

For any \( u \in (0,1) \) this sequence is bounded and

\[
I_2(\varepsilon) = \sum_{n=1}^{\infty} \frac{\varepsilon T^{2H}}{\varepsilon \lambda_n^{-1} + \mu^2 T^{2H+1}} (S_n - S_{n-1}) = \\
\varepsilon^{2H} T^{2H} \sum_{n=1}^{\infty} S_n (\lambda_{n+1}^{-1} - \lambda_n^{-1}) (\varepsilon \lambda_n^{-1} + \mu^2 T^{2H+1}) .
\]
By formula (2.4), for all \( n \) large enough, we have

\[
|\lambda_n^{-1} - \lambda_{n+1}^{-1}| \leq C_1 n^{2H} \quad \text{and} \quad \lambda_n^{-1} \geq C_2 n^{2H+1}
\]

with some constants \( C_1 \) and \( C_2 \). Then, since \((S_n)\) is bounded, there exists a constant \( C_3 \) such that

\[
|I_2(\varepsilon)| \leq C_3 \varepsilon^2 \sum_{n=1}^{\infty} \frac{n^{2H}}{(\varepsilon n^{2H+1} + 1)^2} \approx C_3 \varepsilon^2 \int_{1}^{\infty} \frac{\lambda^{2H}}{(\varepsilon x^{2H+1} + 1)^2} dx \approx C_3 \varepsilon^2 \int_{0}^{\infty} \frac{y^{2H}}{(y^{2H+1} + 1)^2} dy = O(\varepsilon), \quad \varepsilon \to 0.
\]

Consequently, the second term in (3.1) is asymptotically negligible, which completes the proof.

4. Proof of Theorem 2.3

The main idea of the proof is to reduce the spectral problem to solving a certain auxiliary system of integral and algebraic equations, which turns out to be more tractable for asymptotic analysis. A detailed description of the method appears in [10, Section 4]; frequently used notations and results from the complex analysis can be found in monograph [11].

4.1. The case \( H > \frac{1}{2} \). In this case the expression (1.3) can be simplified by interchanging integration and derivative:

\[
K(s, t) = \int_{0}^{l} \int_{0}^{s} e^{\beta(t-v)} e^{\beta(s-u)} c_{\alpha} |u-v|^{-\alpha} dudv,
\]

where we defined the new parameter \( \alpha := 2 - 2H \in (0, 1) \) and the constant \( c_{\alpha} = (1 - \frac{2}{\alpha})(1 - \alpha) \). In these notations the spectral problem takes the form

\[
\int_{0}^{1} \left( \int_{0}^{x} e^{\beta(x-u)} c_{\alpha} |u-v|^{-\alpha} dvdu \right) \phi(y) dy = \lambda \phi(x), \quad x \in [0, 1]. \tag{4.1}
\]

4.1.1. The Laplace transform. Consider the Laplace transform of the solution to equation (4.1)

\[
\hat{\phi}(z) = \int_{0}^{1} e^{-zx} \phi(x) dx, \quad z \in \mathbb{C}. \tag{4.2}
\]

Since the integral is computed over a bounded interval, it defines an entire function. In the following lemma, using the particular form of the kernel, we will derive an expression for \( \hat{\phi}(z) \), central to our approach.

**Lemma 4.1.** Let \((\lambda, \phi)\) solve the spectral problem (4.1), then the Laplace transform (4.2) admits the representation

\[
\hat{\phi}(z) = \hat{\phi}(-\beta) - \frac{z + \beta}{\Lambda(z)} \left( \Phi_0(z) + e^{-z} \Phi_1(-z) \right), \tag{4.3}
\]

where

\[
\Lambda(z) = \frac{\Gamma(\alpha) \lambda}{c_{\alpha}} (z^2 - \beta^2) + \int_{0}^{\infty} \frac{2t^{\alpha}}{t^2 - z^2} dt, \tag{4.4}
\]
and the functions $\Phi_0(z)$ and $\Phi_1(z)$, defined in (4.17), are sectionally holomorphic on the cut plane $\mathbb{C} \setminus \mathbb{R}_+$.

**Proof.** Differentiating both sides of equation (4.1) we get

$$
\int_0^1 \left( \int_0^y e^{-\beta v} c_\alpha |x - v|^{-\alpha} dv \right) e^{\beta y} \varphi(y) dy + \beta \lambda \varphi(x) = \lambda \varphi'(x), \quad x \in [0, 1]. \tag{4.5}
$$

Define the function

$$
\psi(x) := e^{-\beta x} \int_x^1 e^{\beta y} \varphi(r) dr. \tag{4.6}
$$

Integration by parts gives

$$
\int_0^1 \left( \int_0^y e^{-\beta v} c_\alpha |x - v|^{-\alpha} dv \right) e^{\beta y} \varphi(y) dy = \int_0^1 c_\alpha |x - y|^{-\alpha} \psi(y) dy.
$$

Equation (4.5) is equivalent to the generalized spectral problem

$$
\int_0^1 c_\alpha |x - y|^{-\alpha} \psi(y) dy = \lambda \left( \beta^2 \psi(x) - \psi''(x) \right), \quad x \in [0, 1],
$$

$$
\psi(1) = 0, \quad \psi'(0) + \beta \psi(0) = 0,
$$

where the boundary conditions follow from definition (4.6) since

$$
\psi'(x) + \beta \psi(x) = -\varphi(x). \tag{4.8}
$$

Plugging the identity

$$
|x - y|^{-\alpha} = \frac{1}{\Gamma(\alpha)} \int_0^\infty t^{\alpha-1} e^{-t|x-y|} dt, \quad \alpha \in (0, 1),
$$

into (4.7) gives

$$
\int_0^\infty t^{\alpha-1} u(x,t) dt = \frac{\Gamma(\alpha) \lambda}{c_\alpha} \left( \beta^2 \psi(x) - \psi''(x) \right), \tag{4.9}
$$

where we defined the function

$$
u(x,t) := \int_0^1 \psi(y) e^{-t|x-y|} dy. \tag{4.10}
$$

On the other hand, integrating twice by parts and using the boundary conditions of the problem (4.7), we get

$$
\tilde{\psi}''(z) = \int_0^1 \psi''(x) e^{-z x} dx = \psi'(1) e^{-z} + (\beta - z) \psi(0) + z^2 \tilde{\psi}(z). \tag{4.11}
$$

Applying the Laplace transform to (4.9) and substituting (4.11) gives

$$
\int_0^\infty t^{\alpha-1} \tilde{u}(z,t) dt = \frac{\Gamma(\alpha) \lambda}{c_\alpha} \left( \beta^2 - z^2 \tilde{\psi}(z) - \psi'(1) e^{-z} - (\beta - z) \psi(0) \right), \tag{4.12}
$$

Another expression for $\tilde{u}(z,t)$ can be derived from definition (4.10). Differentiating it twice we obtain the equation

$$
u''(x,t) = t^2 u(x,t) - 2t \psi(x) \tag{4.13}$$
and the boundary conditions
\[ u'(0,t) = tu(0,t), \quad u'(1,t) = -tu(1,t). \] (4.14)

Now integrating by parts twice we get
\[ \hat{u}''(z,t) = \int_0^1 u''(x,t)e^{-x}dx = u'(1,t)e^{-z} - u'(0,t) + z\hat{u}'(z,t) = \]
\[ (z-t)e^{-z}u(1,t) - (z+t)u(0,t) + z^2\hat{u}(z,t), \]
where (4.14) was used. Combine the Laplace transform of (4.13) with (4.15) to get
\[ \hat{u}(z,t) = \frac{1}{z-t}u(0,t) - \frac{1}{z+t}u(1,t)e^{-z} - \frac{2t}{z^2-t^2}\psi(z). \] (4.16)

Plugging (4.16) into (4.12) and simplifying, we get
\[ \psi(z) = \frac{1}{\Lambda(z)}(\Phi_0(z) + e^{-z}\Phi_1(-z)), \]
where the function \( \Lambda(z) \) is defined in (4.4) and
\[ \Phi_0(z) := -\frac{\Gamma(\alpha)\lambda}{c\alpha}(\beta - z)\psi(0) + \int_0^\infty \frac{t^{\alpha-1}}{t-z}u(0,t)dt, \]
\[ \Phi_1(z) := -\frac{\Gamma(\alpha)\lambda}{c\alpha}\rho(z) + \int_0^\infty \frac{t^{\alpha-1}}{t-z}u(1,t)dt. \] (4.17)

Since \( \hat{\psi}'(z) = -\psi(0) + z\hat{\psi}(z) \) and \( \hat{\psi}'(z) + \beta\hat{\psi}(z) = -\hat{\varphi}(z) \) (see (4.8)), we get
\[ \hat{\varphi}(z) = \psi(0) - (z + \beta)\hat{\psi}(z), \]
which gives (4.3). \( \square \)

The next lemma elaborates the structure of the function \( \Lambda(z) \) and reveal some of its useful properties.

**Lemma 4.2.**

a. The function \( \Lambda(z) \) admits the closed form
\[ \Lambda(z) = \frac{\Gamma(\alpha)\lambda}{c\alpha}(z^2 - \beta^2) + z^{\alpha-1}\frac{\pi}{\cos \frac{\pi}{2}\alpha} \left\{ e^{\frac{z\alpha-1}{2}i\lambda}, \quad \arg(z) \in (0,\pi), \right. \]
\[ \left. e^{-\frac{z\alpha-1}{2}i\lambda}, \quad \arg(z) \in (-\pi,0) \right\}. \] (4.18)

and has zeros at \( \pm z_0 = \pm iv, \) where \( v > 0 \) is the unique real root of the equation
\[ \lambda = \frac{c\alpha}{\Gamma(\alpha)}\frac{\pi}{\cos \frac{\pi}{2}\alpha} \frac{v^{\alpha-1}}{\beta^2 + v^2}. \] (4.19)

b. The limits \( \Lambda^\pm(t) = \lim_{z \to \pm \iota \pm} \Lambda(z), \) where \( z \) tends to \( t \in \mathbb{R} \setminus \{0\} \) in the upper and the lower half-planes, are given by the expressions
\[ \Lambda^\pm(t) = \frac{\Gamma(\alpha)\lambda}{c\alpha}(t^2 - \beta^2) + |t|^{\alpha-1}\frac{\pi}{\cos \frac{\pi}{2}\alpha} \left\{ e^{\frac{t\alpha-1}{2}i\lambda}, \quad t > 0 \right. \]
\[ \left. e^{-\frac{t\alpha-1}{2}i\lambda}, \quad t < 0 \right\}. \]
and satisfy the identities
\[ \Lambda^+(t) = \overline{\Lambda^-(t)}, \quad \Lambda^+(t) = \overline{\Lambda^-(t)}, \quad |\Lambda^+(t)| = |\Lambda^+(t)|. \]

(4.20)
(4.21)
(4.22)

c. The argument \( \theta(t) := \arg\{\Lambda^+(t)\} \in (-\pi, \pi] \) is an odd function, \( \theta(-t) = -\theta(t) \),
given by the formula
\[ \theta(t) = \arctan \frac{\sin \frac{1-\alpha}{2} \pi}{(t/\nu)^{\alpha} + \cos \frac{1-\alpha}{2} \pi}, \quad t > 0. \]

(4.23)

It is continuous on \((0, \infty)\) with the limits
\[ \theta(0+) := \frac{1-\alpha}{2} \pi > 0 \quad \text{and} \quad \theta(\infty) := \lim_{t \to \infty} \theta(t) = 0. \]

For all sufficiently large \( \nu \) the function \( \theta(u; \nu) := \theta(u\nu) \) satisfies the bound
\[ |\theta(u; \nu) - \theta_0(u)| \leq g(u)(\beta/\nu)^2, \]

(4.24)

where \( g(u) \) does not depend on \( \nu \), is continuous on \([0, \infty)\), and grows as \( g(u) \sim u^{1-\alpha} \) for \( u \to 0 \) and \( g(u) \sim u^{\alpha-3} \) for \( u \to \infty \), and
\[ \theta_0(u) := \lim_{\nu \to \infty} \theta(u; \nu) = \arctan \frac{\sin \frac{1-\alpha}{2} \pi}{u^{3-\alpha} + \cos \frac{1-\alpha}{2} \pi}. \]

(4.25)

For all \( \beta \in \mathbb{R} \)
\[ b_\alpha(\beta, \nu) := \frac{1}{\pi} \int_0^\infty \theta(u; \nu) \, du \quad \text{and} \quad \frac{1}{\pi} \int_0^\infty \theta_0(u) \, du = \frac{\sin \left( \frac{\pi - 1}{2} \right)}{\sin \frac{3-\alpha}{2}} =: b_\alpha \]

(4.26)

and
\[ |b_\alpha(\beta, \nu) - b_\alpha| \leq C(\beta/\nu)^2 \]

(4.27)

for some constant \( C > 0 \).

Proof:
a. Integration over a suitable contour shows that
\[ \int_0^\infty \frac{t^\alpha}{t^2 - z^2} \, dt = \zeta(\alpha-1) \frac{1}{2} \cos \frac{\pi}{2} \alpha \left\{ \begin{array}{ll} e^{-\frac{\alpha}{2} \pi i}, & \text{arg}(z) \in (0, \pi) \\
\end{array} \right. \]
which gives the expression (4.18). To find all zeros of \( \Lambda(z) \) in the upper half-plane,
let \( z = \nu e^{i\omega} \) where \( \nu > 0 \) and \( \omega \in (0, \pi) \). Then equation \( \Lambda(z) = 0 \) takes the form
\[ \kappa(\nu^2 e^{2i\omega} - \beta^2) + \nu^{\alpha-1} e^{i(\omega - \frac{\pi}{2})(\alpha - 1)} = 0, \]
where we defined the constant \( \kappa := \frac{\lambda \Gamma(\alpha) \cos \frac{\pi}{2} \alpha}{c_\alpha \frac{\pi}{2}} \). The imaginary part of this equation is
\[ \kappa \nu^2 \sin 2\omega + \nu^{\alpha-1} \sin(\omega - \frac{\pi}{2})(\alpha - 1) = 0. \]
For all $\omega \in (0, \frac{\pi}{2})$ and $\omega \in (\frac{\pi}{2}, \pi)$ both sines here have the same sign and hence the equality is possible only for $\omega = \frac{\pi}{2}$. Thus $\Lambda(z)$ vanishes in the upper half-plane only at the point $i\nu$, where $\nu$ solves the equation (4.19). By definition (4.4), $\Lambda(z)$ has only conjugate zeros and hence the only zero in the lower half-plane is $-i\nu$.

b. All the assertions follow directly from the explicit expression (4.18).

c. The function $f(u) := (u^2 - (\beta/\nu)^2)u^{1-\alpha}$, $u \in \mathbb{R}_+$ vanishes at $u = 0$ and $u = \beta/\nu$ and has the unique minimum

$$
\min_{u \geq 0} f(u) = -(\beta/\nu)^{3-\alpha} \left( \frac{1 - \alpha}{3 - \alpha} \right)^{\frac{1-\alpha}{2}}.
$$

Hence for a fixed $\beta$ and all sufficiently large $\nu$ the denominator (4.23) is bounded away from zero uniformly in $u$. In view of this property, all the claims are verified by a direct calculation (the value of $\beta_\alpha$ was found in [10]).

\[\square\]

4.1.2. Removal of singularities. By (a) of Lemma 4.2 the expression in (4.3) has a discontinuity on the real line and two purely imaginary poles. Since the Laplace transform is an entire function, both of these singularities must be removable, i.e., the functions $\Phi_0(z)$ and $\Phi_1(z)$ must satisfy the conditions

$$
\Phi_0(\pm i\nu) + e^{\pm i\alpha} \Phi_1(\mp i\nu) = 0 
$$

and

$$
\lim_{z \to t} \frac{1}{\Lambda(z)} (e^{-z} \Phi_1(-z) + \Phi_0(z)) = \lim_{z \to -t} \frac{1}{\Lambda(z)} (e^{-z} \Phi_1(-z) + \Phi_0(z)), \quad t \in \mathbb{R}.
$$

The latter condition can be rewritten as

$$
\frac{1}{\Lambda^+(t)} \left( \Phi_0^+(t) + e^{-t} \Phi_1^-(t) \right) = \frac{1}{\Lambda^-(t)} \left( \Phi_0^-(t) + e^{-t} \Phi_1^+(t) \right), \quad t > 0,
$$

$$
\frac{1}{\Lambda^+(t)} \left( \Phi_0^+(t) + e^{-t} \Phi_1^-(t) \right) = \frac{1}{\Lambda^-(t)} \left( \Phi_0^-(t) + e^{-t} \Phi_1^+(t) \right), \quad t < 0
$$
or, in view of (4.21),

$$
\Phi_0^+(t) - \frac{\Lambda^+(t)}{\Lambda^-(t)} \Phi_0^-(t) = e^{-t} \Phi_1^-(t) \left( \frac{\Lambda^+(t)}{\Lambda^-(t)} - 1 \right),
$$

$$
\Phi_1^+(t) - \frac{\Lambda^+(t)}{\Lambda^-(t)} \Phi_1^-(t) = e^{-t} \Phi_0^-(t) \left( \frac{\Lambda^+(t)}{\Lambda^-(t)} - 1 \right), \quad t > 0.
$$

Since $\Lambda^-(t) = \overline{\Lambda^+(t)}$ and $\theta(t) = \arg\{\Lambda^+(t)\}$, we have

$$
\frac{\Lambda^+(t)}{\Lambda^-(t)} - 1 = e^{2i\theta(t)} - 1 = 2ie^{\theta(t)} \sin \theta(t).
$$

Then (4.29) can be written as

$$
\Phi_0^+(t) - e^{2i\theta(t)} \Phi_0^-(t) = 2ie^{-t} e^{i\theta(t)} \sin \theta(t) \Phi_1^-(t),
$$

$$
\Phi_1^+(t) - e^{2i\theta(t)} \Phi_1^-(t) = 2ie^{-t} e^{i\theta(t)} \sin \theta(t) \Phi_0^-(t), \quad t > 0.
$$
It follows from definition (4.10) that \(tu(0,t)\) and \(tu(1,t)\) are bounded, and therefore, the functions defined in (4.17) satisfy the a priori estimates
\[
\Phi_1(z) \sim z^{\alpha - 1} \quad \text{and} \quad \Phi_0(z) \sim z^{\alpha - 1} \quad \text{as} \quad z \to 0, \quad \text{(4.31)}
\]
and
\[
\Phi_0(z) = 2c_2(\beta - z) + O(z^{-1}) \quad \text{and} \quad \Phi_1(z) = 2c_1 + O(z^{-1}) \quad \text{as} \quad z \to \infty, \quad \text{(4.32)}
\]

where we defined the constants
\[
c_1 = \frac{1}{2} \frac{\Gamma(\alpha) \lambda}{c_\alpha} \psi'(1) \quad \text{and} \quad c_2 = \frac{1}{2} \frac{\Gamma(\alpha) \lambda}{c_\alpha} \psi(0). \quad \text{(4.33)}
\]

4.1.3. Reduction to an equivalent problem. The Laplace transform of any solution to the spectral problem (4.1) is given by the formula (4.3), where the sectionally holomorphic functions \(\Phi_0(z)\) and \(\Phi_1(z)\) satisfy the estimates (4.32) and (4.31), the boundary conditions (4.30) and the algebraic constraints (4.28). Let us establish the one-to-one correspondence between all such functions and solutions to a certain system of integral equations on the positive real semiaxis. To this end, we will use the common technique for solving the Hilbert boundary value problem.

Let us first consider the homogeneous Hilbert problem of finding a function \(X(z)\), sectionally holomorphic on the cut plane \(\mathbb{C} \setminus \mathbb{R}_+\) and satisfying the boundary conditions
\[
X^+(t) - e^{2i\theta(t)}X^-(t) = 0, \quad t \in \mathbb{R}_+. \quad \text{(4.34)}
\]

All such functions are given by the Sokhotski-Plemelj formula:
\[
X(z) = z^k X_c(z) = z^k \exp \left( \frac{1}{\pi} \int_0^\infty \frac{\theta(t)}{t - z} dt \right), \quad z \in \mathbb{C} \setminus \mathbb{R}_+, \quad \text{(4.35)}
\]

where \(k\) is an integer, to be chosen later. The canonical part \(X_c(z)\) of this expression satisfies the estimates
\[
X_c(z) = 1 - z^{-1} vb_\alpha(\beta, \nu) + O(z^{-2}) \quad \text{as} \quad z \to \infty, \quad \text{(4.36)}
\]

where \(b_\alpha(\beta, \nu)\) is defined in (4.26), and
\[
X_c(z) \sim z^{\frac{\nu}{2}} \quad \text{as} \quad z \to 0. \quad \text{(4.37)}
\]

Define the functions
\[
S(z) := \frac{\Phi_0(z) + \Phi_1(z)}{2X(z)}, \quad \text{(4.38)}
\]
\[
D(z) := \frac{\Phi_0(z) - \Phi_1(z)}{2X(z)},
\]

which, in view of (4.30) and (4.34), satisfy the decoupled boundary conditions
\[
S^+(t) - S^-(t) = 2ih(t)e^{-\frac{\nu}{2}}S(-t), \quad t > 0, \quad \text{(4.39)}
\]

where
\[
h(t) := e^{i\theta(t)} \sin \theta(t) \frac{X(-t)}{X^+(t)}.\]
Calculations, similar to [10, eq. (5.37)], show that this function can be written as
\[
h(t) = \exp \left( -\frac{1}{\pi} \int_0^\infty \frac{\theta'(s) \log \left| \frac{t+s}{t-s} \right|}{t-s} ds \right) \sin \theta(t),
\]
and therefore, satisfies the H"older property on \( \mathbb{R}_+ \) and has the limit
\[
h(0) := \sin \theta(0+) = \sin \frac{1-\alpha}{2\pi}.
\]

Applying the Sokhotski-Plemelj formula to (4.39), we obtain the following representation for the functions in (4.38):
\[
S(z) = \frac{1}{\pi} \int_0^\infty \frac{h(t)e^{-t}}{t-z} S(-t) dt + P_S(z),
\]
\[
D(z) = -\frac{1}{\pi} \int_0^\infty \frac{h(t)e^{-t}}{t-z} D(-t) dt + P_D(z),
\]
where the polynomials \( P_S(z) \) and \( P_D(z) \) are chosen to match the a priori growth estimates for \( S(z) \) and \( D(z) \) as \( z \to \infty \). Note that the integrals in the right hand side of (4.41) are well defined and finite, only if \( S(-t) \) and \( D(-t) \) are integrable at zero. In view of the estimates (4.31) and (4.37), this limits the choice of the integer \( k \) in the expression (4.35) to \( k < (\alpha + 1)/2 \). In what follows we will need \( S(-t) \) and \( D(-t) \) to be square integrable, which reduces the limitation further to \( k < \alpha/2 \). A convenient choice is \( k = 0 \), which corresponds to setting \( X(z) := X_0(z) \).

Since for any real numbers \( a \) and \( c \)
\[
\frac{az + b + O(z^{-1})}{1 - cz + O(z^{-2})} = a(z + c) + b + O(z^{-1}) \quad \text{as} \quad z \to \infty,
\]
the a priori estimates (4.32) and (4.36) give
\[
S(z) = c_2 \left( -z + \beta - \nu b \alpha(\beta, \nu) \right) + c_1 + O(z^{-1}),
\]
\[
D(z) = c_2 \left( -z + \beta - \nu b \alpha(\beta, \nu) \right) - c_1 + O(z^{-1}).
\]
This asymptotics determines the choice of the polynomials in (4.41):
\[
P_S(z) := c_2 \left( -z + \beta - \nu b \alpha(\beta, \nu) \right) + c_1,
\]
\[
P_D(z) := c_2 \left( -z + \beta - \nu b \alpha(\beta, \nu) \right) - c_1,
\]
where the constants \( c_1 \) and \( c_2 \) are defined by (4.33). Now, plugging \( z := -t \) with \( t \in \mathbb{R}_+ \) into (4.41), we obtain integral equations for the restrictions \( S(-t) \) and \( D(-t) \):
\[
S(-t) = \frac{1}{\pi} \int_0^\infty \frac{h(s)e^{-s}}{s + t} S(-s) ds + c_2 \left( t + \beta - \nu b \alpha(\beta, \nu) \right) + c_1,
\]
\[
D(-t) = -\frac{1}{\pi} \int_0^\infty \frac{h(s)e^{-s}}{s + t} D(-s) ds + c_2 \left( t + \beta - \nu b \alpha(\beta, \nu) \right) - c_1.
\]
Consider the auxiliary integral equations
\[
p_j^\pm(t) = \pm \frac{1}{\pi} \int_0^\infty \frac{h_B(s; \nu)e^{-\nu s}}{s + t} p_j^\pm(s) ds + t^j, \quad j \in \{0,1\},
\]
where \( h_B(u; \nu) := h(u\nu), u > 0 \). Below we will show, that for all sufficiently large \( \nu \) these equations have the unique solutions in the class of functions such that
$p^\pm_j(t) - i^j$ belong to the space $L^2(\mathbb{R}^+)$. We will extend their domain the cut plane by replacing $i$ in the right hand side of the equation (4.42) with $z \in \mathbb{C} \setminus \mathbb{R}^+$.

Since by construction $S(-t)$ and $D(-t)$ are square integrable at zero, by linearity

$$S(zv) = c_2v p^+_1(-z) + \left(c_2(\beta - vb\alpha(\beta, v)) + c_1\right) p^+_0(-z),$$

$$D(zv) = c_2v p^-_1(-z) + \left(c_2(\beta - vb\alpha(\beta, v)) - c_1\right) p^-_0(-z).$$

Thus letting

$$a_\pm(z) := p^+_0(z) \pm p^-_0(z),$$

$$b_\pm(z) := p^+_1(z) \pm p^-_1(z)$$

and using definition (4.38) we get

$$\Phi_0(zv) = c_2vX(zv)\left(b_+(-z) + (\beta/v - b\alpha(\beta, v))a_+(z)\right) + c_1X(zv)a_-(z),$$

$$\Phi_1(zv) = c_2vX(zv)\left(b_-(-z) + (\beta/v - b\alpha(\beta, v))a_-(z)\right) + c_1X(zv)a_+(z).$$

Plugging this expression into condition (4.28) to get

$$c_2v\xi + c_1\eta = 0,$$  \hspace{1cm} (4.44)

where $X_\beta(z; v) := X(zv)$ and

$$\xi := e^{iv/2}X_\beta(i; v)\left(b_+(-i) + (\beta/v - b\alpha(\beta, v))a_+(z)\right) + e^{-iv/2}X_\beta(-i; v)\left(b_-(-i) + (\beta/v - b\alpha(\beta, v))a_-(z)\right),$$

$$\eta := e^{iv/2}X_\beta(i; v)\left(b_-(-i) - (\beta/v - b\alpha(\beta, v))a_+(z)\right) + e^{-iv/2}X_\beta(-i; v)\left(b_+(-i) - (\beta/v - b\alpha(\beta, v))a_-(z)\right).$$

Since the constants $c_1$ and $c_2$ are real, the linear algebraic system (4.44) has non-trivial solutions if and only if

$$\text{Im}\{\xi \eta\} = 0,$$ \hspace{1cm} (4.46)

in which case $c_1 = -c_2v\xi/\eta$. Plugging this equality into (4.43) we get

$$\Phi_0(z)/c_2v = X(z)\left(b_+(-z/v) + (\beta/v - b\alpha(\beta, v))a_+(-z/v)\right)$$

$$\quad - \frac{\xi}{\eta}X(z)a_-(z/v),$$

$$\Phi_1(z)/c_2v = X(z)\left(b_-(-z/v) + (\beta/v - b\alpha(\beta, v))a_-(z/v)\right)$$

$$\quad - \frac{\xi}{\eta}X(z)a_+(z/v).$$ \hspace{1cm} (4.47)

To recap, we arrive at a problem equivalent to solving the equation (4.1).

**Lemma 4.3.** Let $(p^+_0, p^+_1, v)$ be a solution to the system which consists of the integral equations (4.42) and the algebraic conditions (4.46). Define $\phi$ by the Laplace transform, given by the expression (4.3), where $\Phi_0(z)$ and $\Phi_1(z)$ are defined by the formulas (4.47), and the number $\lambda \in \mathbb{R}^+$ by the formula (4.19). Then the
pair \((\lambda, \varphi)\) solves the spectral problem (4.1). Conversely, starting with a solution \((\lambda, \varphi)\) to the problem (4.1), a solution to the above integro-algebraic system can be constructed.

The following lemma derives the exact asymptotics for \(X_\beta(i; \nu)\) as \(\nu \to \infty\). This limit will be used in calculations to follow.

**Lemma 4.4.**

\[
\begin{align*}
\arg \{X_\beta(i; \nu)\} &= \frac{1 - \alpha}{8} \pi + O(\nu^{-2}), \\
|X_\beta(i; \nu)| &= \sqrt{\frac{3 - \alpha}{2}} + O(\nu^{-2}), \\
\nu \to \infty.
\end{align*}
\]

**Proof.** The constants in the right hand side are the argument and the absolute value of the limit, cf. (4.25),

\[
X_0(i) := \lim_{\nu \to \infty} X_\beta(i; \nu) = \exp \left( \frac{1}{\pi} \int_0^\infty \frac{\theta_0(u)}{u - i} \, du \right),
\]

calculated in \([10, \text{Lemma 5.5}]\). The estimates for the residuals follow from inequality (4.24). \(\square\)

4.1.4. **Properties of the integro-algebraic system.** Solvability of the system, introduced in Lemma 4.3, is guaranteed by contractivity of the operator

\[
(Af)(t) := \frac{1}{\pi} \int_0^\infty \frac{h_\beta(s; \nu)e^{-vs}}{s + t} f(s) \, ds,
\]

where \(h_\beta(u; \nu) := h(u \nu)\) (see (4.40)):

\[
h_\beta(u; \nu) = \exp \left( -\frac{1}{\pi} \int_0^\infty \theta'(v; \nu) \log \left| \frac{u + \nu}{u - \nu} \right| \, dv \right) \sin \theta(u; \nu).
\]

**Lemma 4.5.** The operator \(A\) is a contraction on the space \(L^2(\mathbb{R}_+)\) for all sufficiently large \(\nu\), i.e., for any \(\alpha_0 \in (0, 1]\) there exist constants \(\varepsilon > 0\) and \(\nu' > 0\), such that \(\|A\| \leq 1 - \varepsilon\) for all \(\nu \geq \nu'\) and \(\alpha \in [\alpha_0, 1]\).

**Proof.** A direct calculation shows that for all sufficiently large \(\nu\) and all \(\alpha \in [\alpha_0, 1]\) the exponent in (4.48) is bounded by a continuous function \(f(u)\), which does not depend on \(\alpha\) and \(\nu\), and whose limits as \(u \to 0\) and \(u \to \infty\) equal 1. Thus

\[
h_\beta(u, \nu) \leq f(u) \sin \theta(u; \nu) \leq \|f\|_\infty.
\]

Also, since \(\theta_0(0+) = \frac{1 - \alpha}{2} \pi\), in view of estimate (4.24), there exists a neighborhood of the origin, where for all sufficiently large \(\nu\)

\[
\sin \theta(u; \nu) \leq \frac{1}{2} + \frac{1}{2} \sin \frac{1 - \alpha_0}{2} \pi =: 1 - 3\varepsilon.
\]

Since \(f(0) = 1\), this also guarantees that \(h_\beta(u, \nu) < 1 - 2\varepsilon\) in some neighborhood of the origin. Thus, as \(\sup_{\nu \to 0} \|h_\beta\|_\infty \leq \|f\|_\infty\), a constant \(\nu'\) can be chosen so that \(h_\beta(u, \nu)e^{-\nu u} < 1 - \varepsilon\) for all \(u > 0\) and all \(\nu \geq \nu'\). The rest of the proof can be repeated as in \([10, \text{Lemma 5.6}]\). \(\square\)
The following estimates play the key role in the asymptotic analysis of the integro-algebraic system from Lemma 4.3.

**Lemma 4.6.** For any $\alpha_0 \in (0,1]$ there exist constants $\nu'$ and $\alpha \in [\alpha_0,1]$ such that for all $\nu \geq \nu'$ and $\alpha \in [\alpha_0,1]$

\[
\begin{align*}
|a_-(\pm i)| & \leq C\nu^{-1}, & |a_+(\pm i) - 2| & \leq C\nu^{-1}, \\
|b_-(\pm i)| & \leq C\nu^{-2}, & |b_+(\pm i) + 2i| & \leq C\nu^{-2},
\end{align*}
\]

and, for all $\tau > 0$,

\[
\begin{align*}
|a_-(\tau)| & \leq C\nu^{-1}\tau^{-1}, & |a_+(\tau) - 2| & \leq C\nu^{-1}\tau^{-1}, \\
|b_-(\tau)| & \leq C\nu^{-2}\tau^{-1}, & |b_+(\tau) + 2\tau| & \leq C\nu^{-2}\tau^{-1}.
\end{align*}
\]

**Proof.** As shown in the proof of the previous lemma, the function $h_\beta(u;\nu)$ is bounded by a constant, which depends only on $\alpha_0$, for all $\nu$ large enough. In view of this estimate, the proof in [10, Lemma 5.7] applies without any changes. \(\square\)

4.1.5. Laplace transform inversion. The next lemma expresses the eigenfunctions in terms of the solutions to integro-algebraic system from Lemma 4.3.

**Lemma 4.7.** Let $(\Phi_0, \Phi_1, \nu)$ be the solutions to integro-algebraic system from Lemma 4.3. Then the function $\varphi$, defined by the Laplace transform (4.3) satisfies

\[
\varphi(x) = -v^{3-\alpha} \frac{\cos \frac{x}{\nu} \alpha}{\pi} 2 \Re \left\{ e^{i\nu x} \Phi_0(i\nu) \frac{1 - i(\beta/\nu)}{(\beta/\nu)^2 + 1 - \alpha + 1} \right\} +
\]

\[
v^{3-\alpha} \frac{\cos \frac{x}{\nu} \alpha}{\pi} \frac{1}{\nu} \int_0^\infty \sin \theta_\beta (u;\nu) \cdot \frac{\nu}{\gamma_\beta (u;\nu)} \left( e^{-(1-x)\nu u} (u + \frac{\beta}{\nu}) \Phi_1(-u\nu) - e^{-u\nu x} (u - \frac{\beta}{\nu}) \Phi_0(-u\nu) \right) du,
\]

where $\gamma_\beta (u;\nu)$ is defined by formula (4.51) below. Moreover, the following equalities hold

\[
\int_0^1 e^{\beta x} \varphi(x) dx = -v^{3-\alpha} \frac{\cos \frac{x}{\nu} \alpha}{\pi} 2c_2 (1 + (\beta/\nu)^2),
\]

\[
\varphi(1) = -v^{3-\alpha} \frac{\cos \frac{x}{\nu} \alpha}{\pi} 2c_2 v \frac{\beta}{\nu} (1 + (\beta/\nu)^2).
\]

**Proof.** Since $\varphi(z)$ is holomorphic, the Laplace transform (4.3) inversion can be done by means of integration along the imaginary axis:

\[
\varphi(x) = -\frac{1}{2\pi i} \lim_{R \to \infty} \int_{-iR}^{iR} \left( z + \frac{\beta}{\Lambda(z)} \Phi_0(z) \frac{z + \beta}{\Lambda(z)} e^{-z^2} \Phi_1(-z) - \psi(0) \right) e^{zx} dz
\]

\[
= -\frac{1}{2\pi i} \lim_{R \to \infty} \int_{-iR}^{iR} (f_0(z) + f_1(z)) dz,
\]

where we defined the functions

\[
f_0(z) = e^{zx} \left( (z + \beta) \frac{\Phi_0(z)}{\Lambda(z)} - \psi(0) \right) \quad \text{and} \quad f_1(z) = e^{(x-1)z} (z + \beta) \frac{\Phi_1(z)}{\Lambda(z)}.
\]
Integrating on suitable contours as in the proof of [10, Lemma 5.8], we get
\[
\int_{-\infty}^{\infty} (f_1(z) + f_0(z)) \, dz = 2\pi i \left( \text{Res}(f_0, z_0) + \text{Res}(f_0, -z_0) \right) + \\
\int_{0}^{\infty} \left( f_1^+(t) - f_1^-(t) \right) \, dt + \int_{0}^{\infty} \left( f_0^-(t) - f_0^+(t) \right) \, dt.
\]

Due to symmetries (4.20) and (4.22) and the definition of \( \theta(t) \),
\[
f_1^+(t) - f_1^-(t) = -e^{(x-1)\beta(t + \beta)} \Phi_1(t) \frac{2\sin \theta(t)}{\gamma(t)},
\]
\[
f_0^-(t) - f_0^+(t) = -e^{-tx}(t + \beta) \Phi_0(t) \frac{2\sin \theta(t)}{\gamma(t)},
\]
with \( \gamma(t) = |\Lambda^+(t)| \), and therefore,
\[
\varphi(x) = -\text{Res}(f_0, z_0) - \text{Res}(f_0, -z_0) + \\
\frac{1}{\pi} \int_{0}^{\infty} \frac{\sin \theta(t)}{\gamma(t)} \left( e^{-(1-x)\beta(t + \beta)} \Phi_1(t) - e^{-tx}(t - \beta) \Phi_0(t) \right) \, dt.
\]

The usual calculations produce the following expressions for the residues
\[
\text{Res}(f_0, z_0) = e^{iv\beta} \Phi_0(iv) = \\
e^{iv\beta} \Phi_0(iv) \frac{\cos \frac{2\pi}{\alpha} \alpha}{\pi} v^{3-\alpha} \frac{1 - i(\beta/v)}{\left(1 + \frac{(\beta/v)^2}{\alpha + 1} \right)}
\]
\[
\text{Res}(f_0, -z_0) = e^{-iv\beta} \Phi_0(-iv) = \\
e^{-iv\beta} \Phi_0(-iv) \frac{\cos \frac{2\pi}{\alpha} \alpha}{\pi} v^{3-\alpha} \frac{1 + i(\beta/v)}{\left(1 + \frac{1}{(\beta/v)^2 + 1} \right)}
\]
and consequently
\[
\text{Res}(f_0, z_0) + \text{Res}(f_0, -z_0) = \\
2v^{3-\alpha} \frac{\cos \frac{2\pi}{\alpha} \alpha}{\pi} \text{Re} \left\{ e^{iv\beta} \Phi_0(iv) \frac{1 - i(\beta/v)}{\left(1 + \frac{(\beta/v)^2}{\alpha + 1} \right)} \right\}.
\]

By plugging this expression, we get (4.49) where
\[
\gamma_\beta(u; v) = v^{1-\alpha} \frac{\cos \frac{2\pi}{\alpha} \alpha}{\pi} \Lambda^+(uv) = \left| u^2 - \frac{(\beta/v)^2}{1 + \frac{1}{(\beta/v)^2 + 1}} \right| + u^{\alpha-1} e^{\frac{1-\alpha}{\pi} \pi i}.
\]

The formulas (4.50) follow from (4.33), (4.19) and (4.44). \( \square \)

4.1.6. Asymptotic analysis. By Lemma 4.3 the spectral problem (4.1) reduces to solving the integro-algebraic system of equations. The following lemma gives the exact asymptotics of its algebraic part.
Lemma 4.8. The integro-algebraic system of Lemma 4.3 has countably many solutions, which can be enumerated so that

$$v_n = \pi \left(n + \frac{1}{2}\right) - \frac{1 - \alpha}{4} \pi + \arcsin \frac{b\alpha}{\sqrt{1 + b\alpha^2}} + n^{-1} r_n(\alpha), \quad n \to \infty,$$

where the residual $r_n(\alpha)$ is uniformly bounded in $n \in \mathbb{N}$ and $\alpha \in [\alpha_0, 1]$ for all $\alpha_0 \in (0, 1]$.

Proof. The proof is similar to [10, Lemma 5.9]. Plugging the estimates from Lemmas 4.6 and 4.4 and the bound (4.27) into definition (4.45), we can write

$$\xi_n = 4 \left(3 - \frac{\alpha}{2}\right) \sqrt{1 + b^2} \exp \left\{ i \left( v + \frac{1 - \alpha}{4} \pi - \pi + \arg \{i + b\alpha\} \right) \right\} (1 + R(v)),$$

where the function $R(v)$ satisfies the inequality $|R(v)| \leq C_1 v^{-1}$ with some constant $C_1$ which depends only on $\alpha_0$. Hence equation (4.46) takes the form

$$v + \frac{1 - \alpha}{4} \pi - \pi + \arg \{i + b\alpha\} - \pi n + \arctan \frac{\Im \{R(v)\}}{1 + \Re \{R(v)\}} = 0, \quad (4.53)$$

for all $n \in \mathbb{Z}$. This fixes a certain enumeration of all the solutions to the integro-algebraic system of Lemma 4.3. Clearly, $v$ is positive for all $n$ large enough. However at this point solvability of this equation for any such $n$ is not obvious. This can be argued as follows.

By Lemma 4.5 the integral operator in the right hand side of equations (4.42) is contracting in $L_2(\mathbb{R}^+)$ for all sufficiently large $v$. A direct calculation shows that $|R'(v)| \leq C_2 v^{-1}$ with some constant $C_2$. Hence for all $n$ large enough the system which consists of the integral and algebraic equations, (4.42) and (4.53), has the unique solution obtained by fixed point iterations of the integro-algebraic operator. Asymptotics (4.52) follows from (4.53), since

$$\arg \{i + b\alpha\} = \frac{\pi}{2} - \arcsin \frac{b\alpha}{\sqrt{1 + b\alpha^2}}.$$

□

The next lemma derives the corresponding asymptotic approximation of the eigenfunctions.

Lemma 4.9. The eigenfunctions, enumerated as in Lemma 4.8, admits the approximation

$$\phi_n(x) = \sqrt{2} \cos \left( \nu_n x + \frac{1 - \alpha}{8} \pi + \frac{\pi}{2} - \arcsin \frac{b\alpha}{\sqrt{1 + b\alpha^2}} \right) + \frac{\sqrt{3 - \alpha}}{\pi} \int_0^\infty \rho_0(u) \left( - e^{-uv_n x} \frac{u - b\alpha}{\sqrt{1 + b\alpha^2}} - (-1)^n e^{-(1-x)uv_n} \right) du + n^{-1} r_n(x),$$

where the residual $r_n(x)$ is uniformly bounded in $n \in \mathbb{N}$ and $x \in [0, 1]$, and

$$\rho_0(u) = \frac{\sin \theta_0(u)}{\gamma_0(u)} X_0(-u).$$
Moreover,

\[ \varphi_n(1) = -(-1)^n \sqrt{3 - \alpha} (1 + O(n^{-1})) , \]

\[ \int_0^1 e^{\beta x} \varphi_n(x) dx = - \sqrt{\frac{3 - \alpha}{1 + b_n^2}} v_n^{-1} \]  (4.55)

and

\[ \int_0^1 \varphi_n(x) dx = - \sqrt{\frac{3 - \alpha}{1 + b_n^2}} v_n^{-1} . \]  (4.56)

**Proof.** Let \( \gamma_0(u) := |u + u^{\alpha - 2} e^{-\frac{1}{2} \pi i} |, \) then, due to (4.51),

\[ |\gamma_0(u; v) - u \gamma_0(u)| \leq 2(\beta / v)^2 (u^2 + 1) . \]

Along with (4.24) expression (4.49) gives

\[ \varphi_n(x) \sim - \frac{2}{3 - \alpha} \text{Re} \left\{ e^{i \nu_n \Phi_0(i \nu_n)} \right\} \]

\[ + \frac{1}{\pi} \int_0^\infty \frac{\sin \theta_0(u)}{\gamma_0(u)} \left( e^{-(1-x)uv} \Phi_1(-uv_n) - e^{-uv \Phi_0(-uv_n)} \right) du + n^{-1} r_n(x) \]

where the residual \( r_n(x) \) is uniformly bounded in \( n \in \mathbb{N} \) and \( x \in [0, 1] \). Approximation (4.54) is obtained by plugging the estimates from Lemmas 4.6 and 4.4, and the bound (4.27) into expression (4.47) and normalizing to unit \( L^2([0, 1]) \) norm, as in [10, eq. (5.52)]. Formulas (4.50) give the asymptotics in (4.55) under the same normalization.

Asymptotics (4.56) is obtained by integrating (4.49), which gives

\[ \int_0^1 \varphi_n(x) dx = C v_n^{-1} (1 + O(v_n^{-1})) , \quad n \to \infty , \]

where \( C v_n^{-1} \) is the integral of expression (4.54) without the residual. Since this expression does not depend on \( \beta \), the constant factor \( C \) must coincide with the value, which is obtained for \( \beta = 0 \). In other words, the sequence of integrals \( \int_0^1 \varphi_n(x) dx \) for the fOU process and the fBm have the same first order asymptotics. Hence the constant in (4.56) coincides with [10, eq. (5.53)]. \( \square \)

### 4.1.7. Passing to the natural enumeration.

The enumeration introduced in Lemma 4.8 may not coincide with the *natural* enumeration, which puts the eigenvalues into the decreasing order. Note that substitution of expression (4.52) into formula (4.19) gives the sequence \( \lambda_n \), which decreases in the already chosen enumeration. Hence, starting from some index, these two enumerations may differ only by a constant shift. To determine this shift we can use the calibration procedure, based on the continuity of the spectrum with respect to the parameter \( \alpha \) and the already known asymptotics (2.3) for the standard OU process, corresponding to \( \alpha = 1 \). This calibration is carried out exactly as for the fBm in [10, Section 5.1.7], which shows that the formulas (4.52) and (4.54)-(4.55) must be shifted by 1: replacing \( n \) by \( n - 1 \), and \( \alpha \) by \( 2 - 2H \), the equality (2.5) is obtained by Theorem 2.3.
4.2. **The case** $H < \frac{1}{2}$. In this case the covariance function is given by the formula (1.3) and the spectral problem has the form

$$
\int_0^1 \left( \int_0^x e^{\beta(x-u)} du \int_0^y e^{\beta(y-v)} C_\alpha |u-v|^{1-\alpha} \text{sign}(u-v) dv \right) \phi(y) dy = \lambda \phi(x),
$$

where $C_\alpha := 1 - \frac{\alpha}{2}$. Differentiating twice we get

$$
\int_0^1 \left( \int_0^y e^{\beta(y-v)} C_\alpha |x-v|^{1-\alpha} \text{sign}(x-v) dv \right) \phi(y) dy + \beta \lambda \phi(x) = \lambda \phi'(x),
$$

which can be written as

$$
- \frac{d}{dx} \int_0^1 \left( \int_0^y e^{-\beta v} C_\alpha |x-v|^{1-\alpha} \text{sign}(x-v) dv \right) \frac{d}{dy} e^{\beta r} \phi(r) dr dy + \beta \lambda \phi(x) = \lambda \phi'(x).
$$

Integrating by parts gives

$$
\frac{d}{dx} \int_0^1 C_\alpha |x-y|^{1-\alpha} \text{sign}(x-y) \psi(y) dy + \beta \lambda \phi(x) = \lambda \phi'(x),
$$

where $\psi(x)$ is defined as in (4.6). Using the identity (4.8) we get the generalized spectral problem, cf. (4.7),

$$
\frac{d}{dx} \int_0^1 C_\alpha |x-y|^{1-\alpha} \text{sign}(x-y) \psi(y) dy = \lambda \left( \beta^2 \psi(x) - \psi''(x) \right), \quad x \in [0, 1],
$$

$$
\psi(1) = 0, \quad \psi'(0) + \beta \psi(0) = 0.
$$

The rest of the proof is carried out as in the case $H > \frac{1}{2}$.

5. **Concluding Remarks**

We obtained the exact asymptotics of the mean squared error in the estimation problem of the fractional OU process observed in the white noise of vanishing intensity $\varepsilon \to 0$. Due to the scaling property (2.2) the results remain valid on the arbitrary finite time interval $[0, T]$, and the leading asymptotic term does not depend on the interval length $T$. Another interesting problem would be to find the limit of the estimation error as $T \to \infty$ with the noise intensity $\varepsilon > 0$ being fixed. This large time asymptotic analysis requires the spectral estimates of Theorem 2.3 to be uniform in $T$. Such uniformity does not follow from the proof and the large time problem would need a different approach.
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