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ABSTRACT. In this paper, we propose a nonlocal Weickert type PDE for the
multiframe super-resolution task. The proposed PDE can not only preserve
singularities and edges while smoothing, but also can keep safe the texture
much better. This PDE is based on the nonlocal setting of the anisotropic
diffusion behavior by constructing a nonlocal term of Weickert type, which is
known by its coherence enhancing diffusion tensor properties. A mathematical
study concerning the well-posedness of the nonlocal PDE is also investigated
with an appropriate choice of the functional space. This PDE has demonstrated
its efficiency by combining the diffusion process of Perona-Malik in the flat
regions and the anisotropic diffusion of the Weickert model near strong edges, as
well as the ability of the non-local term to preserve the texture. The elaborated
experimental results give a great insight into the effectiveness of the proposed
nonlocal PDE compared to some PDEs, visually and quantitatively.

1. Introduction. The need for high-resolution (HR) images in various practical
applications continues to rise day after day. Indeed, to see or detect fine details in a
given image, the resolution plays a critical role; more the resolution is large more the
image details are clear. For instance, in medical imaging, HR magnetic resonance
imaging (MRI) must be at high resolution to facilitate the analysis or diagnosis
made by doctors. Otherwise, to recognize a vehicle license plate or criminal face,
the police need to zoom some parts of the image or video, which requires a large
resolution. However, the hardware limitations and the very expensive price that
hardware components require leads to the use of mathematical algorithms. Among
these algorithms, we find the super-resolution (SR) theory which considered as a
powerful image processing tool to enhance and increase the quality of a degraded
image [13, 38, 1, 10, 6].
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The main purpose of the SR techniques is to build HR images through an estimation of the unknown pixel values from given low-resolution (LR) images. The super-resolution techniques are separated into two families, namely: the single SR and the multi-frame SR. Concerning the single frame SR technique, the missing high frequency information in the LR image during the acquisition step is estimated through a considerable number of training set images which complete the resolution of the LR image [15, 18, 39]. While for the multi-frame SR technique, the main objective is to guess the missing information in a given LR image by combining different information that other LR images contain [11, 20, 26, 29, 35, 24]. Several multi-frame SR techniques have been investigated in various image-processing tools, especially in the medical imaging [12, 14, 41].

The multi-frame super-resolution have been intensively studied in order to improve its three main steps, namely: the registration, the fusion and the restoration, as denoted in [30]. After the seminal frequency domain approach proposed by Tsai et al. [34], several similar techniques have been proposed to improve the multi-frame SR problems [19]. However, these approaches are very limited by the considered image observation model, while real problems are much more sophisticated. Then, the interpolation methods were proposed with less contribution since they not take into consideration blur and noise. In order to overcome the difficulties encountered by the frequency domain and interpolation methods, the SR image reconstruction algorithms based on the spatial domain are considered. Currently, the regularization functions are widely considered in the SR context and are showing their robustness and adaptive capacity in preserving image edges. The SR algorithms are formulated using an optimization problem with a fidelity term which measures the difference between the LR frames and the obtained HR one, and a regularization term that imposes some prior knowledge on the desired HR image. One of the widely-used prior functions was the Total Variation (TV) regularization [32, 33, 28] which gives promising results, preserving then image features like edges. The simplest choice of this function in the SR process was the Bilateral Total Variation (BTV) [10], which is a generalized discrete form of TV regularization. This prior function is constructed by replacing every pixel with a weighted average of its neighborhood. Even if the BTV term preserves edges and smooth areas, it produces artificial edges in the flat surfaces. Based on the advantages of the TV and BTV norms, a combined term was also introduced in [23] which increases the quality of the restoration step of the SR process. A more robust SR model was proposed using a spatially weighted TV model [40], where the authors introduce a spatial information indicator that identifies the spatial properties of the image region based on the difference curvature coefficient. This can provide the necessary information to preserve sharp edges and avoids smoothing flat areas. A more recent SR approach based on Huber-Norm using Bregman distances was proposed in [24] with more consistency against contrast loss while strong edges and contours are well preserved with less blur.

On another side, the Euler-Lagrange equation associated to nonlinear PDEs has also been treated in the super-resolution context with pleasant results. One of consistent nonlinear PDEs was proposed by Maiseli et al. [27], it takes the advantages of perona-Malik equation and the TV norm. This adaptive diffusion-based PDE can efficiently preserve image features but it suffers from the blurring effect. A more robust PDE was proposed by El Mourabit et al. [9] which takes into consideration the coherence-enhancing property and avoids blur much better. However, when the
blur and noise levels are too high, the obtained HR image still contains some artefacts, in particular the blur. Recently, a nonlinear fourth order PDE that preserves singularities and tiny edges. This PDE is based on anisotropic diffusion behavior by imposing some constraints to the Weickert coherence enhancing diffusion tensor in order to adjust the diffusion process near edges and avoid the destruction of corners. In fact, this PDE combines between the diffusion process of Perona-Malik in the flat regions and the anisotropic diffusion of the Weickert model near strong edges.

Otherwise, nonlocal approaches were also presented to preserve well the texture. One of the famous work was presented by Potter et al., where a Non-Local Means regularization method (NLM) [31] is introduced using the redundant structures in the image. Using the same principle, the nonlocal total variation (TV) [43] regularization term was also proposed which aims to preserve the constant regions in the texture. Recently, a nonlocal Laplace regularization approach was proposed and have shown very promising results [21] but didn’t take into consideration the contrast changes. Another improved nonlocal approach was also studied in [21], where the authors presented a nonlocal form of the BTV term for $p = 2$. Even if these approaches are succeeded to preserve texture, they still suffer from the staicasing effect and falls when the noise level are high in the LR images. A more robust PDE is then desired to take into account the image texture and also the intensity changes in the image.

The main contribution of this paper consists of reducing the blur and noise without destroying the obtained HR image using a nonlocal PDE. Since the Weickert term is known for its efficiency in avoiding blur during the restoration process, we propose an alternative nonlocal second-order PDE which generalizes the proposed one in [9] to the nonlocal setting. This equation can keep a balance between the modified Weickert filter [37] and the efficiency of the nonlocal operators in preserving texture. In fact, the weakness of the classical second-order PDE which is characterized by the appearance of blur in the smooth areas is diverted by the introduction of the gradient of piecewise constant functions, while using nonlocal operators can preserve much better the texture. In addition, we propose a mathematical analysis of the proposed nonlocal multi-frame SR PDE including the well-posedness of the solution. As a result, the proposed PDE can efficiently preserve flat regions, texture and sharp edges.

This paper is organized as follows. In section 2, we present the multi-frame super-resolution problem setting. Then, we introduce the theoretical analysis of the proposed SR method. After, we give a brief discretization part of the proposed nonlocal PDE. Finally, in section 5, we present some real and synthetic results, while we also give a comparison with some competitive methods.

2. Problem setting. Inspired by the success of the nonlocal models in the texture preservation for numerous image processing tasks, we present in this paper a generalization of the local-Weickert-type PDEs [37, 9, 22] for multiframe super-resolution, to the nonlocal configuration. This will preserve the image texture and increase the sharpness of the restored HR image. In this section, we present our main nonlocal multi-frame super-resolution model. For that, we start by introducing some useful definitions and notations of the nonlocal operators. Then, we describe the proposed nonlocal PDE and finally, we give the functional framework for the nonlocal model.

2.1. Notations. Now, we give the definitions of some necessary nonlocal operators. Let $u$ be a scalar function defined from $\mathbb{R}^n \to \mathbb{R}$ and let $\nu$ and $\sigma$ be two vector
functions defined from $\mathbb{R}^n \times \mathbb{R}^n$ in $\mathbb{R}^d$ (with $n$ and $d$ are in $\mathbb{N}^*$) such that
\[ \alpha(x, y) = -\alpha(y, x), \forall (x, y) \in \mathbb{R}^n \times \mathbb{R}^n. \]

In the following, we denote by $u \cdot v \in \mathbb{R}$ the inner product of two vectors $u, v \in \mathbb{R}^d$. The action of the nonlocal divergence operator $\mathcal{D}$ on $\nu$ is defined as follows:
\[ \mathcal{D}(\nu)(x) := \int_{\mathbb{R}^n} (\nu(x, y) + \nu(y, x)) \alpha(x, y) dy, \quad \forall x \in \mathbb{R}^n, \quad (1) \]
The nonlocal gradient operator $\mathcal{D}^*$, which is the adjoint operator of $\mathcal{D}$, is given by:
\[ \mathcal{D}^*(u)(x, y) = -(u(y) - u(x)) \alpha(x, y), \quad \forall x, y \in \mathbb{R}^n. \quad (2) \]

These nonlocal operators have been elaborated by analogy to the classical local operators [8].

We consider a bounded open domain $\Omega$ of $\mathbb{R}^n$ and its corresponding interaction domain $\Omega_I \subset \mathbb{R}^n$ defined as:
\[ \Omega_I := \{ y \in \mathbb{R}^n \setminus \Omega : \alpha(x, y) \neq 0 \text{ for some } x \in \Omega \}. \]
this domain contains all the points outside of $\Omega$ that interact with the points in $\Omega$. The following figure describes four of the possible configurations for $\Omega$ and $\Omega_I$.

![Figure 1. Some possible configurations for $\Omega$ and $\Omega_I$.](image)

The interaction operator $\mathcal{N}(\nu) : \Omega_I \rightarrow \mathbb{R}$ whose action on $\nu$ is equivalent to the Neumann condition in the local case, is defined by:
\[ \mathcal{N}(\nu)(x) := -\int_{\Omega \cup \Omega_I} (\nu(x, y) + \nu(y, x)) \alpha(x, y) dy, \quad \forall x \in \Omega_I. \quad (3) \]

In the following subsection, we define the proposed nonlocal multi-frame super-resolution model.

2.2. The nonlocal multi-frame SR problem. Multi-frame SR aims to produce a visually pleasing high-resolution (HR) image given from several low-resolution (LR) images of the same scene and it is always a challenging task in the image restoration framework. In practice, low-cost imaging sensors give rise to several image degradations such as motion blur and noise. We assume that all the frames are taken under the same environmental conditions using the same sensor. The envisaged mathematical super-resolution degradation model is given as follow:
\[ Y_k = DF_kHX + V_k, \quad \forall k = 1, 2, ..., m, \quad (4) \]
As mentioned above, we intend to give a nonlocal model generalizing the SR model presented in [9]. In other words, we propose the following nonlocal evolution problem

$$\begin{cases}
\frac{\partial X}{\partial t} + D(\psi(J_p(-D^*(X_\sigma)))D^*(X)) = \frac{1}{m} \sum_{k=1}^{m} (DF_k H)^t (DF_k H X - Y_k), & \text{in } \Omega \times ]0, T[, \\
\mathcal{N}(\psi(J_p(-D^*(X_\sigma)))D^*(X)) = 0, & \text{in } \Omega, \\
X(x, 0) = X_0, & \text{in } \Omega,
\end{cases}$$

(5)

where \(\Omega\) is considered with piecewise smooth boundary and satisfy the interior cone condition. The \(\Omega_I\) and \(\Omega \cup \Omega_I\) have the same properties and \(J_p\) is the structure tensor defined by:

$$J_p(-D^*(X_\sigma)) = K_p \ast ((-D^*(X_\sigma)) \otimes (-D^*(X_\sigma))),$$

where

$$D^*(X_\sigma) := D^*(K_\sigma \ast \tilde{X}),$$

with \(\tilde{X}\) is a linear and continuous extension of \(X\) to \(\mathbb{R}^n\), \(K_p\) and \(K_\sigma\) are two Gaussian kernels such as \(K_p(x, y) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{x^2+y^2}{2\sigma^2}\right)\) and \(K_\sigma(x) = \frac{1}{\sqrt{4\pi\sigma^2}} \exp\left(-\frac{x^2}{4\sigma^2}\right)\) respectively.

The function \(\psi\) is the diffusion tensor calculated using the eigenvalues \(\lambda_1, \lambda_2\), the eigenfunctions \(w_1, w_2\) of \(J_p\) and it is given as follows

$$\psi := \begin{pmatrix} w_1 & w_2 \end{pmatrix} \begin{pmatrix} f_1(\lambda_1, \lambda_2) & 0 \\ 0 & f_2(\lambda_1, \lambda_2) \end{pmatrix} \begin{pmatrix} w_1 \\ w_2 \end{pmatrix}^t.$$  

(6)

While the functions \(f_1\) and \(f_2\) are defined by

$$\begin{cases}
f_1(\lambda_1, \lambda_2) = \exp\left(-\frac{\lambda_1}{k_1}\right), \\
f_2(\lambda_1, \lambda_2) = \exp\left(-\frac{\lambda_2}{k_2}\right)(1 - \exp\left(-\frac{\lambda_2}{k_2}\right)),
\end{cases}$$

(7)

where \(k_1\) and \(k_2\) are two threshold parameters defining the diffusion with respect to the directions \(w_1\) and \(w_2\) respectively. This choice allows a remarkable reduction of noise, especially in uniform zones and smooth edges.

2.3. **Functional framework.** The nonlocal energy space needed for the analysis of the proposed nonlocal PDE is given as follow:

$$V(\Omega \cup \Omega_I) := \left\{ u \in L^2(\Omega \cup \Omega_I) \text{ such that } |||u||| < \infty \right\},$$

equipped with the following norm

$$|||u||| := \left(\frac{1}{2} \int_{\Omega \cup \Omega_I} \int_{\Omega \cup \Omega_I} D^*(u)(x, y), D^*(u)(x, y) dydx \right)^{\frac{1}{2}}.$$
The dual of the space $V(\Omega \cup \Omega_I)$ is denoted by $V^*(\Omega \cup \Omega_I)$ and it is equipped by the following norm

$$
|||f|||_{V^*(\Omega \cup \Omega_I)} := \sup_{\varphi \in V(\Omega \cup \Omega_I)} \left|\left| \langle f, \varphi \rangle_{V^*(\Omega \cup \Omega_I), V(\Omega \cup \Omega_I)} \right| \right|, \quad \forall f \in V^*(\Omega \cup \Omega_I).
$$

After introducing the functional framework, we give some compactness results of the space $V$. For this purpose, we assume that the domains $\Omega$, $\Omega_I$ and $\Omega \cup \Omega_I$ are bounded with piecewise smooth boundary and satisfy the interior cone condition and that the kernel $\gamma(x, y) = \alpha(x, y).\alpha(x, y)$ satisfies the following assumptions

$A_1$ : For all $x \in \Omega \cup \Omega_I$

$$
\begin{cases}
\gamma(x, y) \geq \gamma_0 > 0, & \forall y \in B_{\varepsilon/2}(x), \\
\gamma(x, y) = 0, & \forall y \in (\Omega \cup \Omega_I) \setminus B_{\varepsilon}(x).
\end{cases}
$$

(8)

$A_2$ : There exist $s \in (0, 1)$ and positive constants $\gamma_s$ and $\gamma^s$ such that, for all $x \in \Omega$

$$
\frac{\gamma_s}{|y - x|^{n+2s}} \leq \gamma(x, y) \leq \frac{\gamma^s}{|y - x|^{n+2s}}, \quad \forall y \in B_{\varepsilon}(x),
$$

where $B_{\varepsilon}(x) := \{ y \in \Omega \cup \Omega_I : |y - x| \leq \varepsilon \}$, $\gamma_0$ and $\varepsilon$ are given positive constants.

Based on these assumptions, Du et al. [8] proved that the nonlocal energy space $V(\Omega \cup \Omega_I)$ is equivalent to the fractional-order Sobolev space $H^s(\Omega \cup \Omega_I)$ and that is compactly embedded in $L^2(\Omega \cup \Omega_I)$. In [8], one can find strong results that we will use in the following section such as the nonlocal Green’s identities and the nonlocal integration by parts formula.

Before investigating the well-posedness of the solution for the proposed nonlocal PDE (5), we give the following assumptions denoted by $(H)$ :

$H_1$ : The function $\alpha$ is in $L^2(\Omega \cup \Omega_I \times \Omega \cup \Omega_I)$ (the antisymmetric function appearing in the nonlocal operators $\mathcal{D}$ and $\mathcal{D}^*$).

$H_2$ : The function $\psi$ is Lipschitz, positive-definite matrix and coercive with the coercivity constant is $\beta$.

$H_3$ : The function $Y_k \in L^2(0, T; L^2(\Omega))$, $k = 1, \ldots, m$ and $X_0 \in L^2(\Omega)$.

Now we precise in which sense we want to solve the nonlocal SR problem. The following definition is obtained using the nonlocal Green’s first identity [8] :

**Definition 2.1.** Under the assumptions $(H)$, we say that $X$ is a weak solution of the proposed nonlocal problem (5) if it satisfies

$$
X \in L^2(0, T; V(\Omega \cup \Omega_I)) \text{ with } \frac{\partial X}{\partial t} \in L^2(0, T; V^*(\Omega \cup \Omega_I))
$$

such that

$$
\begin{cases}
\left( \frac{\partial X}{\partial t}, \varphi \right)_{V^*(\Omega \cup \Omega_I), V(\Omega \cup \Omega_I)} + \int_{\Omega \cup \Omega_I} \int_{\Omega \cup \Omega_I} (\psi(J_p(-\mathcal{D}^*(X_\sigma))), \mathcal{D}^*(X_\sigma)) \mathcal{D}^*(\varphi) dy dx \\
- \frac{1}{m} \int_{\Omega} \sum_{k=1}^{m} (DF_k H)^t D F_k H X \varphi dx = - \frac{1}{m} \int_{\Omega} \sum_{k=1}^{m} (DF_k H)^t Y_k \varphi dx, \quad \forall \varphi \in L^2(0, T; V(\Omega \cup \Omega_I)).
\end{cases}
$$

(9)
3. Analysis of the nonlocal SR problem. This section is devoted to proving the existence and uniqueness of a weak solution to the problem (5). For this reason, we need to present and prove the following useful lemma that will be used later.

**Lemma 3.1.** Assuming that $X \in L^\infty(0,T;L^2(\Omega \cup \Omega_I))$. Then, we have the following inequality

$$\| J_\rho(-D^*(X_\sigma)) \|_{L^\infty(0,T;L^2(\Omega_1 \times \Omega_\Omega_I))} \leq C \| X \|_{L^\infty(0,T;L^2(\Omega \cup \Omega_I))}. \quad (10)$$

Also, for all $X^1, X^2 \in L^\infty(0,T;L^2(\Omega \cup \Omega_I))$. We have the following inequality

$$\| J_\rho(-D^*(X^1_\sigma)) - J_\rho(-D^*(X^2_\sigma)) \|_{L^\infty(0,T;L^2(\Omega_1 \times \Omega_\Omega_I))} \leq C \| X^1 - X^2 \|_{L^\infty(0,T;L^2(\Omega \cup \Omega_I))}. \quad (11)$$

**Proof.** Using the analogy between the proof of inequality (10) and inequality (11), we will prove only the first one.

Let's prove the inequality (10). Since $\Omega \cup \Omega_I$ is a Lipschitz domain, there is a bounded linear extension operator for $L^2(\Omega \cup \Omega_I)$ (see [3])

$$P : L^2(\Omega \cup \Omega_I) \rightarrow L^2(\mathbb{R}^2)$$

such that $PX |_{\Omega \cup \Omega_I} = X$ for all $X \in L^2(\Omega \cup \Omega_I)$.

We can then define the convolution

$$X_\sigma = K_\sigma * \tilde{X},$$

and we find

$$\| J_\rho(-D^*(X_\sigma)) \|_{L^\infty(\Omega \cup \Omega_I)} \leq \| J_\rho(-D^*(X_\sigma)) \|_{L^\infty(\mathbb{R}^2)} \leq \| K_\rho \|_{L^\infty(\mathbb{R}^2)} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} D^*(X_\sigma), D^*(X_\sigma)' dxdy$$

$$\leq \| K_\rho \|_{L^\infty(\mathbb{R}^2)} \| D^*(X_\sigma) \|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2)} \leq C_1 \| D^*(X_\sigma) \|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2)}.$$

From the definition of the nonlocal gradient, we get

$$\| D^*(X_\sigma) \|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2)} = \| D^*(K_\sigma * \tilde{X}) \|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2)} \leq \| (K_\sigma * \tilde{X})(y) - (K_\sigma * \tilde{X})(x) \|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2)} \leq C_2 \| \alpha \|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2)} \| K_\sigma * \tilde{X} \|_{L^2(\mathbb{R}^2)} \leq C_2 \| \alpha \|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2)} \| K_\sigma \|_{L^2(\mathbb{R}^2 \times \mathbb{R}^2)} \| \tilde{X} \|_{L^2(\mathbb{R}^2)} \leq C_3 \| X \|_{L^2(\Omega_\Omega_I)}. \quad (13)$$

Then

$$\| J_\rho(-D^*(X_\sigma)) \|_{L^\infty(0,T;L^2(\Omega_1 \times \Omega_\Omega_I))} \leq C \| X \|_{L^\infty(0,T;L^2(\Omega \cup \Omega_I))}. \quad \square$$

The following lemma gives some a priori estimations of the solution.

**Lemma 3.2.** Assume that assumptions (H) are satisfied, then there exists positive constants $M_i$ for $i = 1, 2, 3$, such that the weak solution of the nonlocal problem (9) satisfies the following estimations

$$\| X \|_{L^\infty(0,T;L^2(\Omega \cup \Omega_I))} \leq M_1,$$
\[ \| X \|_{L^2(0,T;V(\Omega,\Omega_t))} \leq M_2, \]
\[ \left\| \frac{\partial X}{\partial t} \right\|_{L^2(0,T;V^*(\Omega,\Omega_t))} \leq M_3. \]

**Proof.** Taking \( \varphi = X \) in the variational problem (9), and integrating on \( t \in (0,T) \) with \( \tau \in (0,T] \), we get
\[
\frac{1}{2} \| X(\tau) \|_{L^2(\Omega,\Omega_t)}^2 + \int_0^\tau \int_{\Omega,\Omega_t} (\psi(J_\rho(-D^*(X_\sigma))).D^*(X)).D^*(X)dydxdt \\
= \frac{1}{m} \int_0^\tau \int_{\Omega} \sum_{k=1}^m (DF_kH)^tDF_kHX^2dx dt \\
- \frac{1}{m} \int_0^\tau \int_{\Omega} \sum_{k=1}^m (DF_kH)^tY_kXdx dt + \frac{1}{2} \| X(0) \|_{L^2(\Omega,\Omega_t)}^2.
\]

Using the fact that \( \psi(J_\rho) \) is coercive and \( \beta > 0 \) is the constant of coercivity, we find
\[
\frac{1}{2} \| X(\tau) \|_{L^2(\Omega,\Omega_t)}^2 + \beta \int_0^\tau \| X \|^2 dt \leq \frac{1}{m} \int_0^\tau \int_{\Omega} \sum_{k=1}^m (DF_kH)^tDF_kHX^2dx dt \\
- \frac{1}{m} \int_0^\tau \int_{\Omega} \sum_{k=1}^m (DF_kH)^tY_kXdx dt + \frac{1}{2} \| X(0) \|_{L^2(\Omega,\Omega_t)}^2.
\]

Since we have
\[
\frac{1}{m} \int_0^\tau \int_{\Omega} \sum_{k=1}^m (DF_kH)^tDF_kHX^2dx dt \leq \eta \| X \|_{L^2(0,T;L^2(\Omega))}^2,
\]
and by using H"older inequality, we obtain
\[
\frac{1}{2} \| X(\tau) \|_{L^2(\Omega,\Omega_t)}^2 + \beta \int_0^\tau \| X \|^2 dt \leq \eta \| X \|_{L^2(0,T;L^2(\Omega,\Omega_t))}^2 + \frac{1}{m} \sum_{k=1}^m \| DF_kH \|_{L^\infty(\Omega)} \| Y_k \|_{L^2(0,T;L^2(\Omega,\Omega_t))} \| X \|_{L^2(0,T;L^2(\Omega,\Omega_t))} \\
+ \frac{1}{2} \| X(0) \|_{L^2(\Omega,\Omega_t)}^2.
\]

Using Young inequality and Gronwall inequality, we have
\[
\max_{0 \leq t \leq T} \| X \|_{L^2(\Omega,\Omega_t)}^2 \leq \exp((2\eta + 1)T)(\| X(0) \|_{L^2(\Omega,\Omega_t)}^2) \\
+ \frac{1}{m^2} \sum_{k=1}^m \| DF_kH \|_{L^\infty(\Omega)} \| Y_k \|_{L^2(0,T;L^2(\Omega))}^2 = M_1.
\]

From the equation (14), we have
\[
\beta \int_0^\tau \| X \|^2 dt \leq \eta \| X \|_{L^2(0,T;L^2(\Omega,\Omega_t))}^2 + \frac{1}{m} \sum_{k=1}^m \| DF_kH \|_{L^\infty(\Omega)} \| Y_k \|_{L^2(0,T;L^2(\Omega,\Omega_t))} \| X \|_{L^2(0,T;L^2(\Omega,\Omega_t))} \\
+ \frac{1}{2} \| X(0) \|_{L^2(\Omega,\Omega_t)}^2,
\]
by using
\[
\max_{0 \leq t \leq T} \| X \|_{L^2(\Omega \cup \Omega_I)}^2 \leq M_1.
\]
and Young inequality, we find
\[
\| X \|_{L^2(0,T;V(\Omega \cup \Omega_I))}^2 \leq \frac{1}{\beta} \left( \frac{1 + 2\eta}{2} M_1 T + \frac{1}{2m^2} \sum_{k=1}^m \| \nabla F_k H \|_{L^\infty(\Omega)} \| Y_k \|_{L^2(0,T;L^2(\Omega))} \right)
\]
\[
= M_2.
\]
Let’s show now the estimation of \( \frac{\partial X}{\partial t} \). From the weak formulation (9), we have
\[
\left| \left( \frac{\partial X}{\partial t}, \varphi \right)_{V^*(\Omega \cup \Omega_I), V(\Omega \cup \Omega_I)} \right| \leq \int_{\Omega \cup \Omega_I} \int_{\Omega \cup \Omega_I} (\psi(J_\rho(-D^*(X))) \cdot D^*(\varphi) - D^*(\varphi)dydx) \]
\[
+ \frac{1}{m} \int_{\Omega} \sum_{k=1}^m (DF_k H)^t DF_k H \varphi dx \]
\[
+ \frac{1}{m} \int_{\Omega} \sum_{k=1}^m (DF_k H)^t Y_k \varphi dx \quad \forall \varphi \in L^2(0,T;V(\Omega \cup \Omega_I)),
\]
using the assumption \((H_2)\) and Hölder inequality, we obtain
\[
\| \frac{\partial X}{\partial t} \|_{V^*(\Omega \cup \Omega_I)} \leq C \| J_\rho(-D^*(X)) \|_{L^\infty(\Omega \cup \Omega_I \times \Omega \cup \Omega_I)} \| X \| \]
\[
+ \frac{1}{m} \sum_{k=1}^m \| (DF_k H)^t DF_k H \|_{L^\infty(\Omega)} \| X \|_{L^2(\Omega \cup \Omega_I)}
\]
\[
+ \frac{1}{m} \sum_{k=1}^m \| DF_k H \|_{L^\infty(\Omega)} \| Y_k \|_{L^2(\Omega \cup \Omega_I)}.
\]
Integrating on \( t \in (0,T) \) and using the lemma 3.1, we get
\[
\| \frac{\partial X}{\partial t} \|_{L^2(0,T;V^*(\Omega \cup \Omega_I))} \leq M_3,
\]
which concludes the proof.

The following theorem shows the existence and uniqueness of a solution to the proposed nonlocal PDE.

**Theorem 3.3.** Under the assumptions \((H)\), the problem (5) admits a unique weak solution.

**Proof.** **Existence:** For the proof of existence, we use the classical Schauder fixed point theorem [42]. To define the fixed point operator, we introduce first these spaces
\[
V(0,T) = \left\{ v \in L^2(0,T;V(\Omega \cup \Omega_I)), \frac{\partial v}{\partial t} \in L^2(0,T;V^*(\Omega \cup \Omega_I)) \right\},
\]
which is a Hilbert space equipped with the norm

\[ \| v \|_{V(0,T)} = \| v \|_{L^2(0,T;V(\Omega,\Omega_I))} + \left\| \frac{\partial v}{\partial t} \right\|_{L^2(0,T;V^*(\Omega,\Omega_I))}, \]

and

\[ V_0 = \{ v \in V(0,T), \| v \|_{L^\infty(0,T;L^2(\Omega,\Omega_I))} \leq M_1, \| v \|_{L^2(0,T;V(\Omega,\Omega_I))} \leq M_2, \]
\[ \left\| \frac{\partial v}{\partial t} \right\|_{L^2(0,T;V^*(\Omega,\Omega_I))} \leq M_3, \text{ and } v(0) = X_0 \}

which is a nonempty, convex and weakly compact subset of \( V(0,T) \). The estimations introduced in the functional space \( V_0 \) are deduced from the lemma 3.2.

Schauder’s fixed point operator is given as follows

\[ F : V_0 \to V_0 \]
\[ v \mapsto X_v \]

where \( X_v \) is the solution associated to \( v \), for the following problem

\[
\begin{cases}
\left( \frac{\partial X}{\partial t}, \varphi \right)_{V^*(\Omega,\Omega_I),V(\Omega,\Omega_I)} + \int_{\Omega} \int_{\Omega_I} \left( \psi(J_{\rho}(-D^*(v_n))) \cdot D^*(X) \right) \cdot \varphi \, dy \, dx \\
= \frac{1}{m} \sum_{k=1}^{m} (DF_k H)(X - Y_k) \varphi, & \forall \varphi \in L^2(0,T;V(\Omega,\Omega_I)), \\
X(0) = X_0. 
\end{cases}
\]

(15)

which is now linear in \( X \). The well-posedness of a similar nonlocal evolution problem such as the one in (15) was proven in [7] as consequence of Galerkin-type arguments. Which allows to conclude the existence of a unique solution \( X_v \in V(0,T) \) to the problem (15).

The existence of a weak solution for the problem (9) is equivalent to the existence of a fixed point for the operator \( F \). For this reason, we apply Schauder’s fixed point theorem (see [42]), which requires only to prove that the mapping \( F \) is weakly continuous.

Let \( (v_n)_{n \in \mathbb{N}} \) be a sequence in \( V_0 \) such that \( v_n \xrightarrow{n \to \infty} v \) and \( X_n = F(v_n) \), we should prove that \( X_n = F(v_n) \xrightarrow{n \to \infty} X_v = F(v) \). Since \( (v_n)_{n \in \mathbb{N}} \) is a sequence in \( V_0 \) and using the same proof as in lemma 3.2, we deduce the existence of a subsequence still denoted \( (v_n)_{n \in \mathbb{N}} \) such that:

\[
\begin{align*}
\frac{\partial X_n}{\partial t} & \xrightarrow{n \to \infty} \frac{\partial X}{\partial t} & \text{in} & & L^2(0,T;V^*(\Omega \cup \Omega_I)) \\
X_n & \xrightarrow{n \to \infty} X & \text{in} & & L^2(0,T;L^2(\Omega \cup \Omega_I)) \\
D^*(X_n) & \xrightarrow{n \to \infty} D^*(X) & \text{in} & & (L^2(0,T;L^2(\Omega \cup \Omega_I)))^2 \\
v_n & \xrightarrow{n \to \infty} v & \text{in} & & L^2(0,T;L^2(\Omega \cup \Omega_I)) \\
\psi(J_{\rho}(-D^*(v_n))) & \xrightarrow{n \to \infty} \psi(J_{\rho}(-D^*(v))) & \text{in} & & L^2(0,T;L^2(\Omega \cup \Omega_I)) \\
X_n(0) & \xrightarrow{n \to \infty} X(0) & \text{in} & & V^*(\Omega \cup \Omega_I) 
\end{align*}
\]

Using these convergences and by the uniqueness of the solution of (15), we have

\[ X_n = F(v_n) \xrightarrow{n \to \infty} X = X_v = F(v). \]
Which proves that $F$ is weakly continuous. Then, by applying Schauder’s fixed point theorem \cite{42}, the operator $F$ admits a fixed point solution to the problem (9).

**Uniqueness:** In order to show that the solution of problem (9) is unique, we consider two different solutions $X_1$ and $X_2$ to the problem (9). By subtracting both variational formulations of $X_1$ and $X_2$, and taking $\varphi = X_1 - X_2$ we obtain:

$$
\frac{\partial X_1}{\partial t} - \frac{\partial X_2}{\partial t}, X_1 - X_2) V^*(\Omega \cup \Omega), V(\Omega \cup \Omega),
$$

$$
\int_{\Omega \cup \Omega} \int_{\Omega \cup \Omega} \left( \psi(J_\rho(-D^*(X_{1t})))D^*(X_1) - \psi(J_\rho(-D^*(X_{2t})))D^*(X_2) \right).
$$

$$
D^*(X_1 - X_2) dy dx
$$

$$
= \frac{1}{m} \int_{\Omega} \left( DF_k H \right) (DF_k H (X_1 - X_2))^2 dx.
$$

Then, we get

$$
\frac{\partial X_1}{\partial t} - \frac{\partial X_2}{\partial t}, X_1 - X_2) V^*(\Omega \cup \Omega), V(\Omega \cup \Omega),
$$

$$
\int_{\Omega \cup \Omega} \int_{\Omega \cup \Omega} \left( \psi(J_\rho(-D^*(X_{1t})))D^*(X_1) - \psi(J_\rho(-D^*(X_{2t})))D^*(X_2) \right) dy dx
$$

$$
= \frac{1}{m} \int_{\Omega} \sum_{k=1}^{m} (DF_k H)^2 (DF_k H (X_1 - X_2))^2 dx
$$

$$
+ \int_{\Omega \cup \Omega} \int_{\Omega \cup \Omega} \left( \psi(J_\rho(-D^*(X_{1t})))D^*(X_1) - \psi(J_\rho(-D^*(X_{2t})))D^*(X_2) \right) dy dx
$$

$$
D^*(X_2 - X_1) dy dx
$$

which gives

$$
\frac{1}{2} \frac{d}{dt} \left( \| X_1(t) - X_2(t) \|^2_{2,\Omega \cup \Omega} \right) + \beta \int_{\Omega \cup \Omega} \int_{\Omega \cup \Omega} \left( X_1(t) - X_2(t) \right) dy dx
$$

$$
\leq \| \psi(J_\rho(-D^*(X_{1t}))) - \psi(J_\rho(-D^*(X_{2t}))) \|_{L^\infty(\Omega \times \Omega, \Omega \times \Omega)} \| X_1(t) - X_2(t) \| + \eta \| X_1(t) - X_2(t) \|^2_{2,\Omega \cup \Omega}
$$

then, by using lemma 3.1 and applying Young’s inequality for an enough small $\epsilon$, we get

$$
\frac{1}{2} \frac{d}{dt} \left( \| X_1(t) - X_2(t) \|^2_{2,\Omega \cup \Omega} \right) + \left( \beta - \frac{\epsilon}{2} \right) \| X_1(t) - X_2(t) \|^2
$$

$$
\leq \frac{M^2}{2\epsilon} \| X_1(t) - X_2(t) \|^2_{2,\Omega \cup \Omega} \| X_1(t) - X_2(t) \|^2 + \eta \| X_1(t) - X_2(t) \|^2_{2,\Omega \cup \Omega}
$$

Since $X_1(0) = X_2(0) = X_0$ and using Gronwall’s inequality we obtain the desired uniqueness.

4. Discretization. In the following, we are interested in estimating a high-resolution image $X$ from a low-resolution input $X_0$ (obtained from a bilinear interpolation of the image $Y_1$) as a solution to the problem:
For every two point function \( q \) approximation:

\[
\psi \text{ where } \sum_{i,j \in N} (X(i) - X(j))(\alpha_1(i, j) \alpha_2(i, j)) = 0 \quad \text{in } \Omega \times [0, T]
\]

The discrete iterative scheme of the problem (16) is then given by:

\[
\begin{cases}
\frac{\partial X}{\partial t} + D(\psi D^*(X)) = \frac{1}{m} \sum_{k=1}^{m} (DF_k H)^t(DF_k HX - Y_k) \\
N(\psi D^*(X)) = 0 \quad \text{in } \Omega \times [0, T] \\
X(x, 0) = X_0 \quad \text{in } \Omega
\end{cases}
\]

(16)

where \( \psi = \begin{pmatrix} a & b \\ b & c \end{pmatrix} \) is the diffusion tensor which is calculated by the structure tensor \( J_p(-D^*(X_0)) \).

More precisely, \( a, b \) and \( c \) are the components of the tensor \( \psi \) defined by

\[
\begin{pmatrix} a & b \\ b & c \end{pmatrix} = f_1(\lambda_1, \lambda_2)w_1w_1^T + f_1(\lambda_1, \lambda_2)w_2w_2^T.
\]

(17)

We denote by \( X(i) \) the value of a pixel \( i \) in the image \( (1 \leq i \leq N) \) or in the interaction domain \( (N_1 + 1 \leq i \leq N_2) \), \( N_i = \{ j : |i - j| \leq r \} \) is the neighbors set of the pixel \( i \).

The discretization of the time derivative is given using a forward difference approximation:

\[
\frac{\partial X}{\partial t}(i) = \frac{X^{n+1}(i) - X^n(i)}{\tau}
\]

(18)

where \( \tau \) is the time step size.

Let \( \alpha(i, j) = \begin{pmatrix} \alpha_1(i, j) \\ \alpha_2(i, j) \end{pmatrix} \) denote the discrete version of \( \alpha(x, y) \), we define for every one point function \( X \in \mathbb{R} \), the discrete gradient approximation:

\[
D^*(X)(i, j) = \begin{pmatrix} (X(i) - X(j))\alpha_1(i, j) \\ (X(i) - X(j))\alpha_2(i, j) \end{pmatrix}
\]

(19)

where \( (1 \leq i \leq N_1) \) or in the interaction domain \( (N_1 + 1 \leq i \leq N_2) \), \( N_i = \{ j : |i - j| \leq r \} \) is the neighbors set of the pixel \( i \).

For every two point function \( q = (q_1, q_2) \in \mathbb{R}^2 \), we define the discrete divergence approximation:

\[
D(q)(i) = \sum_{j \in N_i} ((q_1(i, j) + q_1(j, i))\alpha_1(i, j) + (q_2(i, j) + q_2(j, i))\alpha_2(i, j))
\]

(20)

The discrete iterative scheme of the problem (16) is then given by:

\[
X^{n+1} = X^n + \tau \left( \sum_{j \in N_i} 2(X^n(j) - X^n(i))(a(\alpha_1(i, j))^2 + 2b\alpha_1(i, j)\alpha_2(i, j) + c(\alpha_2(i, j))^2) \right) \\
+ \tau \left( \frac{1}{m} \sum_{k=1}^{m} (DF_k H)^t(DF_k HX^n(i) - Y_k(i)) \right) \quad \text{for } i \in \{1, ..., N_1\}, n \geq 0
\]

\[
\sum_{j \in \{1, ..., N_1\}} 2(X^n(i) - X^n(j))(a(\alpha_1(i, j))^2 + 2b\alpha_1(i, j)\alpha_2(i, j) + c(\alpha_2(i, j))^2) \\
= 0 \quad \text{for } i \in \{N_1 + 1, ..., N_2 \}, n \geq 0
\]

\[
X^0(i) = X_0(i) \quad \text{for } i \in \{1, ..., N_1\}
\]

(21)
Finally, we summarize the proposed steepest descent algorithm for our new nonlocal SR model as follows:

**Inputs:** The LR sequence \( Y_k \); \( X_0 \) the interpolate image of \( Y_1 \), the steepest descent parameter \( \tau \).
we choose a small parameter \( \epsilon > 0 \);

**The procedure:**
\[
X^{n+1} = X^n + \tau \left( \sum_{j \in N_i} 2(X^n(j) - X^n(i))(a(\alpha_1(i,j))^2 + 2b\alpha_1(i,j)\alpha_2(i,j) + c(\alpha_2(i,j))^2) \right) \\
+ \tau \left( \frac{1}{m} \sum_{k=1}^m (DF_kH)^t(DF_kHX^n(i) - Y_k(i)) \right) \quad \text{for} \ i \in \{1, \ldots, N_\Omega \}, \ n \geq 0 \\
+ \sum_{j \in \{1, \ldots, N_\Omega \}} 2(X^n(i) - X^n(j))(a((\alpha_1(i,j))^2 + 2b\alpha_1(i,j)\alpha_2(i,j) + c(\alpha_2(i,j))^2) \\
\sum_{j \in \{1, \ldots, N_\Omega \}} = 0 \quad \text{for} \ i \in \{N_\Omega + 1, \ldots, N_\Omega \}, \ n \geq 0 \\
X^0(i) = X_0(i) \quad \text{for} \ i \in \{1, \ldots, N_\Omega \} \\
\text{Stopping criterion:} \frac{\|X_{n+1} - X_n\|_{L^2(\Omega)}}{\|X_n\|_{L^2(\Omega)}} < \epsilon.
\]

**Output:** The HR image \( X \)

**Algorithm 1:** Steepest descent algorithm

5. **Numerical experiments.** In this section, we present several experimental results to show the performance of the proposed nonlocal SR methods. We note that all of the following experiments are achieved using Matlab R2013a running on a Laptop with 3.2 GHz Intel Core i7 CPU and 8G RAM memory. For the Algorithm computation, the used stopping criteria is the classical relative error between two successive iterations, such as:
\[
\frac{\|X_{n+1} - X_n\|_{L^2(\Omega)}}{\|X_n\|_{L^2(\Omega)}} \leq 10^{-5}.
\]  
(22)

The results are separated into two subsections: the first one contains simulated tests representing some results in the denoising framework, while the second part is mainly dedicated to real experiments where the aim is to recover the clean image from video sequences.

5.1. **Experiments on simulated images.** In this subsection, we evaluate the performance of the proposed SR approach. Firstly, we consider the denoising context to show the efficiency of the nonlocal Weickert regularization term compared to other classical nonlocal terms. For that, we select three images with smoothly varying areas, constant regions, and tiny edges. We compare the proposed regularization term with the nonlocal means (NLM) [2] and the nonlocal TV (NTV) [25]. We note that we used the \( L^1 \) norm as a fidelity term for all the comparative methods. Concerning the computational efficiency, we set \( k_1 \in \{35, 50, 120\} \), \( k_2 \in \{40, 66, 130\} \), \( \rho = 1.5 \) (for \( J_\rho \)) and the iteration number \( N = 2000 \). The weighted function \( \alpha \) is chosen in the discrete form such as:
\[
\alpha_1(i,j) = \alpha_2(i,j) = \frac{1}{|y(j) - x(i)|^s + \eta(i,j)}, \ \text{with} \ 0 < s < 1,
\]
where \(1 \leq i \leq N\) and \(N_j = \{j : |i - j| \leq r\}\) is the neighbors set of the pixel \(i\), while \(\eta\) is the repulsive function between two patches defined by:

\[
\eta(i,j) = \exp\left(-\frac{||((\Gamma_x(X))_i - (\Gamma_y(X))_j)||^2}{\sigma^2}\right).
\]

\(||.||\) is the Euclidean distance. We denote by \(\Gamma_x(X)\) the patch of size \(r \times r\) around a pixel \(x \in \Omega\), it is given by

\[
\Gamma_x(X)(t) = \Gamma(x+t), \quad \text{for} \quad t \in \left[-\frac{r-1}{2}, \ldots, \frac{r-1}{2}\right],
\]

where \(r\) is an odd integer, usually chosen as follow \(r = 5, 7\) or \(11\). In the following experiment results, we fix \(r = 7\), \(s = 0.6\), \(n = 2\) the image dimension and \(\sigma = 40\) the spatial proximity parameter. For the first experiment, we consider the “Square” image which is contaminated by a Gaussian noise with zero mean and variance \(\sigma^2 = 0.03\). In Fig. 2, we show the recovered clean image through the image on the top left (noisy image) using our approach compared with the other nonlocal methods. For the second experiment (the “Cercle” image), we increase the noise level which is taken with zero mean and variance \(\sigma^2 = 0.04\). The restored image using different methods is shown in Fig. 3. We follow the same thing for the third experiment, where the Gaussian noise is considered with zero mean and variance \(\sigma^2 = 0.045\). The obtained clean image is illustrated in Fig. 4 compared to other methods. In the three cases, we can observe that the proposed nonlocal model outperforms the other methods. Note that we select the parameters of the compared methods according to the best PSNR value.

In the second part of the experiments, we consider the super-resolution context. We present then three simulated tests, where we consider a variety of noise and blur levels. For these tests, we simulate 20 synthetic LR images from the original images of Butterfly, Penguin and Build, such that: each LR image is translated, blurred by a Gaussian low-pass filter with a \(2 \times 2\) and a standard deviation of 2. After, the blurred frames are down-sampled vertically and horizontally by a factor of \(r = 4\) and finally, a Gaussian noise was added with different standard deviations \(\sigma^2 = 0.03, 0.04, 0.05\), respectively. To demonstrate the robustness of the proposed SR method, we compare it with some relevant SR approaches, such as the SR method using a nonlinear PDE (NPDE) \([27]\), the nonlinear tensor PDE (NT-PDE) \([9]\), the nonlocal Laplacian PDE (NLPDE) \([21]\), the edge preserving fourth order PDE (FOPDE) \([22]\) and the Tensor Approximation With Laplacian Scale (TALS) \([5]\). Figs. 5 - 7 show the obtained HR image for the three simulated tests compared with the other SR methods. We can see, once again that for the three cases, the proposed nonlocal PDE does better than the others, especially in the case of high noise level, which confirms the robustness of the proposed method against different outliers.

Furthermore, to better see the performance of the proposed SR compared to the others, a quantitative evaluation is used. In fact, we used two classical metrics: the peak-signal-to-noise ratio (PSNR) and the mean structure similarity (SSIM) \([36]\). In Table 1, we present the PSNR values related to the previous tests and other classical images with different noise levels, while in Table 2 we illustrated the associated SSIM values. Once again, we can see that the proposed nonlocal PDE is always with the best PSNR and SSIM values. Concerning the execution time of the proposed method, it is relatively high compared to the other methods since computing the functions values \(f_1\) and \(f_2\) needs much more CPU time.
Figure 2. The denoising result of the restored “Square” image with Gaussian noise (parameter $\sigma^2 = 0.03$).

Figure 3. The denoising result of the restored “Cercle” image with the Gaussian noise (parameter $\sigma = 0.04$).
We end the simulated part by two tests to show how the proposed nonlocal PDE can cope with the machine learning based approaches, such as: super-resolution with convolutional neural networks (SRCN) [17], based on Shock Filter and Non Local Means (SBM3D) [16] with the BM3D [4] for congruity and low-rank fusion.
combined with sparse coding (LRSC) [44]. Note that the used parameters for these methods are chosen as described in the respective papers. We use two images with different sizes and content such as one is less-textured image *Cash-box* and a much textured one *Satellite*. Note that in this part, our aim is to measure the robustness of the proposed method against noise where the decimation factor is high. For that, we construct $n = 50$ synthetic LR images from the original images such that: each frame is slightly deformed, blurred by a Gaussian low-pass filter with a $3 \times 3$ and a standard deviation of 1.5 for both tests. Then, the blurred frames are down-sampled vertically and horizontally by a factor of $r = 4$ and Gaussian noise was added with standard deviations $\sigma^2 = 0.03$ and $\sigma^2 = 0.04$, respectively. The recovered image for the two tests are presented in Figs. 8 and 9. We can obviously see that the proposed nonlocal PDE is more accurate and recover much better the
Table 1. The PSNR results of different SR methods for selected images. Note that we used a benchmark of 30 images in our tests and present only ten in this table.

| Image  | $\sigma^2$ noise | NPDE | NTPDE | NLPDE | FOPDE | TALS | Our |
|--------|------------------|------|-------|-------|-------|------|-----|
| Butterfly | $\sigma^2 = 0.03$ | 29.33 | 29.11 | 30.12 | 31.02 | 31.06 | 32.54 |
| Penguin | $\sigma^2 = 0.04$ | 27.88 | 28.29 | 28.52 | 29.04 | 29.21 | 29.90 |
| Build | $\sigma^2 = 0.05$ | 25.33 | 25.06 | 25.83 | 26.52 | 27.44 | 28.03 |
| Barbara | $\sigma^2 = 0.06$ | 24.66 | 25.60 | 26.42 | 26.74 | 28.03 | 28.10 |
| Pirate | $\sigma^2 = 0.02$ | 30.12 | 30.87 | 31.02 | 31.86 | 32.10 | 32.53 |
| Lena | $\sigma^2 = 0.04$ | 29.44 | 30.12 | 30.06 | 31.17 | 30.54 | 31.50 |
| Cameraman | $\sigma^2 = 0.01$ | 30.06 | 30.97 | 30.52 | 31.11 | 31.74 | 32.86 |
| Baboon | $\sigma^2 = 0.02$ | 30.10 | 30.22 | 31.08 | 31.16 | 31.99 | 32.40 |
| Fly | $\sigma^2 = 0.03$ | 29.44 | 29.70 | 30.16 | 30.22 | 30.76 | 31.05 |
| Horses | $\sigma^2 = 0.01$ | 29.88 | 30.44 | 30.77 | 30.49 | 31.42 | 32.20 |

Table 2. The SSIM results of different SR methods for selected images. Note that we used a benchmark of 30 images in our tests and present only ten in this table.

| Image  | $\sigma^2$ noise | NPDE | NTPDE | NLPDE | FOPDE | TALS | Our |
|--------|------------------|------|-------|-------|-------|------|-----|
| Butterfly | $\sigma^2 = 0.03$ | 0.822 | 0.829 | 0.839 | 0.877 | 0.888 | 0.901 |
| Penguin | $\sigma^2 = 0.04$ | 0.785 | 0.796 | 0.806 | 0.828 | 0.843 | 0.882 |
| Build | $\sigma^2 = 0.05$ | 0.683 | 0.694 | 0.714 | 0.730 | 0.764 | 0.800 |
| Barbara | $\sigma^2 = 0.06$ | 0.626 | 0.660 | 0.691 | 0.674 | 0.708 | 0.755 |
| Pirate | $\sigma^2 = 0.02$ | 0.839 | 0.847 | 0.855 | 0.891 | 0.886 | 0.922 |
| Lena | $\sigma^2 = 0.04$ | 0.760 | 0.775 | 0.793 | 0.811 | 0.826 | 0.829 |
| Cameraman | $\sigma^2 = 0.01$ | 0.881 | 0.902 | 0.933 | 0.948 | 0.942 | 0.967 |
| Baboon | $\sigma^2 = 0.02$ | 0.826 | 0.836 | 0.842 | 0.859 | 0.870 | 0.889 |
| Fly | $\sigma^2 = 0.03$ | 0.781 | 0.767 | 0.807 | 0.819 | 0.826 | 0.867 |
| Horses | $\sigma^2 = 0.01$ | 0.869 | 0.890 | 0.917 | 0.923 | 0.948 | 0.968 |

image features, especially, in the second example where the image is more textured and where the noise level is much higher.

5.2. Experiments on real data. In this subsection, we show the SR results for real videos data. The three sequences used are: “Text”, “Bar-code” and “Wheel” videos, which are known in the SR experiments as challenging sequences. We select the first twenty LR sequences from each video and we recover an HR image for each video by upscaling the LR version using a scale of 4. Without clue of the camera’s PSF, we assume that the blur is Gaussian with a kernel size $7 \times 7$ and standard deviation equal to 1.5 for the Text video, Gaussian with a kernel size $13 \times 13$ and standard deviation equal to 2 for the Bar-code video, while it is assumed to be Gaussian with kernel size $11 \times 11$ and standard deviation equal to 1.5 for “Wheel” video. Note that we use the approach in [21], which is based on a non-parametric registration to estimate the motion between the LR frames for our method and the
Figure 8. The super-resolution results of the sequence “Cashbox”. The obtained PSNR values for these methods are depicted such as: SRCN (32.77), LRSC (33.27), SBM3D (33.88), Our (33.79).

comparable ones. The reconstructed images by different methods are illustrated in the Figs. 10, 11 and 12. We can clearly observe that the restored image by our SR method is visually better than the others.

6. Conclusion. In this paper, we introduced a novel nonlocal PDE of Weickert type for the multiframe super-resolution enhancement. The well-posedness of the model is firstly ensured in a suitable Banach space. A noticeable advantage of this model is its ability to avoid straicsing effect together with a more clean image with remarkable control over the desired smoothing and sharpening effect. A remaining question is how to define a general choice of the function \( \alpha \)? This will be treated as another inverse problem with some assumptions on this function.
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Figure 9. The super-resolution results of the sequence “Satellite”. The obtained PSNR values for these methods are depicted such as: SRCN (25.11), LRSC (25.29), SBM3D (25.58), Our (26.08).

Figure 10. The super-resolution results of the video sequence “Text”.
Figure 11. The super-resolution results of the video sequence “Bar-code” image.

Figure 12. The super-resolution results of the video sequence “Wheel”.
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