1. Introduction

The Kinect Xbox 360 has been a revolution in affordable 3D sensing. Initially meant only for the gaming industry, it was soon to be used by scientists, robotics enthusiasts, and hobbyists all around the world. It was later followed by the release of another Kinect—Kinect for Windows. We will refer to the former as Kinect v1 and to the latter as Kinect v2. Both versions have been widely used by the research community for various scientific purposes, such as object detection and object recognition [1–3], mapping and SLAM [4–6], gesture recognition and human–machine interaction (HMI) [7–9], telepresence [10,11], virtual reality, mixed reality, and medicine and rehabilitation [12–16]. However, both sensors are now discontinued and are no longer being officially distributed and sold. In 2019, Microsoft released the Azure Kinect, which is no longer meant for the gaming market in any way; it is promoted as a developer kit with advanced AI sensors for building computer vision and speech models.

Numerous papers focusing on the skeleton tracking capabilities of Kinect v1 and Kinect v2 have been published [17–23]. New ideas making use of the new Azure Kinect have already been published. Albert et al. evaluate the pose tracking performance of the Azure Kinect and Kinect v2 for gait analysis [24]. Lee et al. developed a real-time hand gesture recognition for tabletop holographic display interaction using the Azure Kinect [25]. Manghisi et al. developed a body-tracking-based low-cost solution for monitoring workers’ hygiene best practices during pandemics using the Azure Kinect [26]. Lee at al. proposed a robust extrinsic calibration of multiple RGB-D cameras with body tracking and feature matching [27].
Precise 3D body joint detection is crucial for gesture-based and human motion analysis applications. It is especially important in the human–robot interaction field, namely in vision based HRI. This is clearly demonstrated in the Laws of Linear HRI defined in [28]:

1. Every pair of two joints of a human sensed by a robot form a line.
2. Every line defined by first law intersects with the robot’s environment in one or two places.
3. Every intersection defined by the second law is a potential navigation target or a potential object of reference for the robot.

For a thorough investigation of the new Azure Kinect, please see [29]. This paper focuses solely on the skeleton tracking capabilities of all Kinect versions. Nevertheless, we performed initial experiments to compare the depth-sensing precision and accuracy of the examined sensors. In the second experiment, we mounted a human-sized figurine to the end effector and placed it in the same positions as the test plate. Positions were located 400 mm from each other. In each position, we measured relative accuracy and precision (repeatability) of the detected figurine body joints.

The main novelty of this paper lies in a skeleton tracking comparison of all three Kinect versions and in using a human-sized figurine precisely positioned by a robotic manipulator with focus on the new Azure Kinect. Evaluation of the new sensor in this regard is very useful for scientists and researchers developing designs and applications where joint tracking without wearable equipment is needed. Since human subjects cannot prevent slight motions while standing still, the plastic figurine is an essential tool to provide reliable precision and accuracy measurements. Skeleton tracking binaries provided by Microsoft are based on the work of Shotton et al. [30], shown in Figure 1.

![Figure 1. From left to right—Kinect v1, Kinect v2, Azure Kinect.](image)

The paper is organized as follows. Firstly, we present specifications of all examined sensors. Then, we perform experiments to determine the general precision and accuracy of each sensor. Then, we present experiments where we mounted a plastic figurine on a robotic manipulator to determine the skeletal tracking (body joint detection) precision and accuracy of each sensor. Finally, we determine body joint reliability to show which particular body joints are likely to be detected with lower precision than others. We then summarize our results in the Discussion section.

2. Kinects’ Specifications

Both earlier versions of the Kinect have one depth camera and one color camera. The Kinect v1 measures depth with the pattern projection principle, where a known infrared pattern is projected onto the scene and out of its distortion the depth is computed. The Kinect v2 utilizes the continuous wave (CW) intensity modulation approach, which is most commonly used in time-of-flight (ToF) cameras [31].

In a continuous-wave (CW) time-of-flight (ToF) camera, light from an amplitude-modulated light source is backscattered by objects in the camera’s field of view, and the
phase delay of the amplitude envelope is measured between the emitted and reflected light. This phase difference is translated into a distance value for each pixel in the imaging array [32].

The Azure Kinect is also based on a CW ToF camera; it uses the image sensor presented in [32]. Unlike Kinect v1 and v2, it supports multiple depth-sensing modes, and the color camera supports a resolution of up to $3840 \times 2160$ pixels.

The design of the Azure Kinect is shown in Figure 2.

![Figure 2. Schematic of the Azure Kinect.](image)

A comparison of the key features of all three Kinects is found in Table 1. All data regarding Azure Kinect is taken from the official online documentation.

|                      | Kinect v1                              | Kinect v2                              | Azure Kinect                              |
|----------------------|----------------------------------------|----------------------------------------|-------------------------------------------|
| Color camera resolution | $1280 \times 720\text{ px} @ 12\text{ fps}$ | $1920 \times 1080\text{ px} @ 30\text{ fps}$ | $3840 \times 2160\text{ px} @ 30\text{ fps}$ |
| Depth camera resolution | $320 \times 240\text{ px} @ 30\text{ fps}$ | $512 \times 424\text{ px} @ 30\text{ fps}$ | NFOV unbinned—$640 \times 576\text{ @ 30 fps}$
|                       |                                        |                                        | NFOV binned—$320 \times 288\text{ @ 30 fps}$
| Depth sensing technology   | Structured light–pattern projection | ToF (Time-of-Flight) | ToF (Time-of-Flight) |
| Field of view (depth image) | $57^\circ\text{ H}, 43^\circ\text{ V}$                | $70^\circ\text{ H}, 60^\circ\text{ V}$ | NFOV unbinned—$75^\circ \times 65^\circ$
|                       | alt. $58.5^\circ\text{ H}, 46.6^\circ\text{ V}$ | alt. $70.6^\circ\text{ H}, 60^\circ\text{ V}$ | NFOV binned—$75^\circ \times 65^\circ$
| Specified measuring distance | 0.4–4 m                                    | 0.5–4.5 m                               | WFOV unbinned—$120^\circ \times 120^\circ$
|                       |                                        |                                        | WFOV binned—$120^\circ \times 120^\circ$
|                       |                                        |                                        | NFOV unbinned—0.5–3.86 m
|                       |                                        |                                        | NFOV binned—0.5–3.46 m
| Weight                | 430 g (without cables and power supply); 750 g (with cables and power supply) | 610 g (without cables and power supply); 1390 g (with cables and power supply) | 440 g (without cables); 520 g (with cables, power supply is not necessary) |

It works in four different modes: NFOV (narrow field-of-view depth mode) unbinned, WFOV (wide field-of-view depth mode) unbinned, NFOV binned, and WFOV binned. The Azure Kinect has both a depth camera and an RGB camera; spatial orientation of the RGB image frame and depth image frame is not identical: there is a 1.3-degree difference. The SDK contains convenience functions for the transformation. These two parts are, according to the SDK, time synchronized by the Azure.

3. Experiments

For general accuracy and precision measurements, we mounted a white reflective plate to the end effector of a robotic manipulator—ABB IRB4600—moved the plate along...
the depth axis of each sensor, and performed depth measurements in 7–8 discrete positions (Figure 3), where the distance between adjacent positions was 400 mm. The absolute positioning accuracy of the robot end effector was within 0.02 mm according to the ABB IRB4600 datasheet. Therefore, it was suitable for all our experiments. For all experiments in all positions, we performed 500 measurements which were then used for further statistical evaluation.

![Figure 3. Scheme for general accuracy and precision measurements using robotic manipulator.](image)

We aligned the depth Z axis of each sensor with the robot axis thusly. We aligned the center of the plate with the center of the depth image in the approximate distance of 1500 mm. Then, we moved the plate to an approximate distance of 3000 mm and repeated the procedure; these two points formed a line that corresponded to the depth axis of the depth sensor. We further tested this alignment by moving the plate along the designated line and verified that the depth axis was identified correctly. This procedure is thoroughly covered in [29]. For all experiments and sensors, we used default camera calibrations.

Each sensor was warmed up for one hour, as previous research showed this is necessary to get the best depth results [29].

After aligning the coordinate systems of individual sensors with the coordinate system of the robot, the first experiment we carried out was a comparison of their precision and accuracy. We use these terms in a standard scientific way: by accuracy, we mean how close the measurements are to the true value, and by precision (repeatability), we mean how close the measurements are to each other. As stated before, the alignment did not solve the origins of the individual coordinate systems; therefore, we are not discussing absolute accuracy, but relative accuracy. By relative accuracy, we therefore mean accuracy relative to the first measured position. The core of all our accuracy measurements was measuring points in positions 400 mm away from each other.

### 3.1. Sensor Precision

The precision of the examined sensors is in Figure 4 in the form of standard deviation. As can be seen, the standard deviation of Kinect v1 considerably grows with distance in both available modes; furthermore, it is the least predictable. This is caused by the sensing technology implemented in Kinect v1, where noise varies for points even in the same distance; Kinect 2 and the Azure Kinect noise have the same character, but the latter has slightly higher precision.
Figure 5 shows the distance variation between measured positions. In an ideal case, the measured variation should be 400 mm between each position since the end effector of the robotic manipulator was programmed to move the test plate in such manner along the depth axis of each sensor. As can be seen in the figure, Kinect v1 had the worst performance, as in the case of precision. For both available resolutions, the difference between the measured and expected value between the first and last position is more than 130 mm. Hence, it is obvious that accuracy of Kinect v1 decreases with growing distance (this behavior is expected due to the projected pattern technology used). As shown in the figure, the position variation of Kinect v2 oscillates around 400 mm. The greatest error was 12 mm but shows little signs of cumulation. The difference between the real and measured position variation of the first and last position is only 10 mm. It can be assumed that it would possible to locate a more distant position where the sum of all errors would be 0 mm. The Azure Kinect performed even better; for the NFOV mode, the difference between the real and measured position variation of the first and last position is under 0.5 mm, and for the WFOV mode, it is 1.03 mm. In the WFOV mode, however, up to a particular distance, the Azure Kinect measured higher values, and after that, lower values. Therefore, with growing distance, the accuracy is likely to worsen.

The previous experiment serves as an introduction to the core experiment of this paper; its purpose is to evaluate and compare the skeleton tracking and joint detection of all Kinect versions. In this experiment, the alignment of each sensor was the same as in the former one; this time a fixed human-sized figurine was moved along the depth axis of each sensor (Figure 6). This way, every detected body joint moved 400 mm in between measured positions. As before, we measured relative accuracy, precision, and skeleton detection quality.

In Figure 6C, there is an example of the detected body joints of a person. It is clear that the feet are undetected because the sensor is unable to see them. Each SDK provides the parameters of reliability for all joints, termed the confidence level. We considered a joint to be undetected when the confidence level was lower than the highest level possible. Therefore, even though the figurine could be seen, clothes sometimes caused some joints' confidence level to be lower than the highest level possible, and we considered this case to be an undetected joint.
Figure 5. General accuracy measurements of all three Kinect versions.

Figure 6. Cont.
Figure 6. (A) Plastic figurine moved along the Z axis of the examined sensor. (B) Picture of the actual laboratory experiment. (C) Example of detected and undetected body joints.

We evaluate the skeleton quality as the percentage of undetected joints for a particular sensor and scanning position. The numbers in brackets represent values for joints common for all sensors, as the Azure Kinect gives 32 distinct joints (12 more than Kinect 1). Furthermore, it must be noted that each sensor probably has slightly different metrics for evaluating the reliability of a detected joint (different binary libraries and SDKs); therefore, the presented comparison is only approximate. The result is presented in Table 2.
Table 2. Percentage of undetected joints for each sensor and position.

| Position | Kinect 1 | Kinect 1 No Smooth | Kinect 2 | Azure NFOV | Azure WFOV |
|----------|----------|--------------------|----------|------------|------------|
| 1        | 15.85    | 25                 | 0        | 6.18 (1.09)| 0          |
| 2        | 0        | 0                  | 0        | 5.63 (10) | 6.52 (0.43)|
| 3        | 30       | 0                  | 0        | 18.75 (10)| 19.01 (10) |
| 4        | 30       | 0                  | 0        | 18.75 (10)| 37.32 (28.13)|
| 5        | 29.98    | 15.55              | 0        | 18.75 (10)| 32.79 (11.23)|
| 6        | 29.96    | 30                 | 0.1      | 18.75 (10)| 29.78 (11.3) |
| 7        | 26.65    | 35.03              | 0        | 18.75 (10)| 54.43 (39.22)|
| 8        |          |                    |          | 21.84 (12.1)| 41.41 (21.11)|

Concerning outage character, most of the time data loss occurred in the form of missing a particular joint. Rarely did a joint drop out back and forth in the same measurement set. Kinect v2 had the least joint outages throughout the tested range; however, it must be noted that its algorithm detects 7 joints less than the Azure Kinect. Most failures happened in the WFOV mode of the Azure Kinect.

Next, we evaluate the precision (repeatability) and accuracy of the skeleton tracking. For this we use only reliable skeleton data: those which the skeleton tracking library classified as most accurate (the tracking SDKs offer several levels of tracking accuracy for each body joint). Thus, it could happen that for a certain position, there are missing data for certain joints; therefore, the final count might vary.

3.3. Skeleton Tracking Precision

The list of all body joints used throughout the rest of the paper is found in Figure 7. In Figures 8–12, there is the precision for particular joints and positions.

![Figure 7](image-url)
Figure 8. Body joint precision measurements of Kinect v1.

Figure 9. Body joint precision measurements of Kinect v1 with skeleton smoothing turned off.
Figure 10. Body joint precision measurements of Kinect v2.

Figure 11. Body joint precision measurements of Azure Kinect in the NFOV mode.
As can be seen, for certain body joints, the standard deviation varies considerably, even within one sensor datum. However, there is a correlation with the measured distance (Figure 4). Furthermore, the Azure Kinect in WFOV mode is quite unusable with distances higher than 2.5 m; this correlates with the amount of unreliable body joint data. In the NFOV mode, the data are stable and reliable up to a 3.6 m distance.

3.4. Skeleton Tracking Accuracy

In this section, we evaluate the accuracy of skeletal tracking. Figures 13–17 show distance differences between measured positions. As with the general accuracy test, Kinect v1 outputs higher position distance variations for detected body joints than the expected 400 mm. The accuracy of Kinect v2 oscillates between less and more than 400 mm. The output of Azure’s NFOV mode oscillates more randomly compared to that of Kinect v2 with no correlation to the distance. The WFOV mode of Azure Kinect has considerably worse output when the distance is 2.4 m and higher.

The information in previous figures depicts the variation for each sensor itself, but it is hard to compare the output of individual sensors with each other. Therefore, next, we visualize the average distance the variation of all sensors for each position. The result is depicted in Figure 18. As can be seen, the NFOV mode of the Azure Kinect gives the best output. Its WFOV mode is comparable with Kinect v2; however, from previous figures it is clear that Kinect v2 gives more stable output for particular body joints.
Figure 13. Body joint relative accuracy measurements of Kinect v1.

Figure 14. Body joint relative accuracy measurements of Kinect v1 with skeleton smoothing turned off.
Figure 15. Body joint relative accuracy measurements of Kinect v2.

Figure 16. Body joint relative measurements of Azure Kinect in the NFOV mode.
Figure 17. Body joint relative measurements of Azure Kinect in the WFOV mode.

Figure 18. Body joint average position distance variation of all sensors (only body joints common for all sensors were included).
4. Body Joint Reliability

Next, we identify the body joints that are the least reliable: those whose noise is the greatest, and who have the most frequent outages. We consider an outage of a joint to be when the skeleton detection binary removes it from the highest detection reliability class.

In Figures 19–23, there are figurine body joint data from position 5. The size of each ellipsoid represents the standard deviation of a particular joint 3D position multiplied by 10 for better visual clarity. Data for other positions had a similar character, but for the sake of space, we present only the representative sample.

Figure 19. Body joint noise of Kinect v1.

Figure 20. Body joint noise of Kinect v1 with skeleton smoothing turned off.
Figure 21. Body joint noise of Kinect v2.

Figure 22. Body joint noise of Azure Kinect in the NFOV mode.
Figure 23. Body joint noise of Azure Kinect in the WFOV mode.

It is clear from the acquired data that the greatest instability occurs at the ends of limbs. In the case of the Azure Kinect, there is higher noise in the head location, but it is caused by the fact that the head is represented by more than one joint in the Azure skeletal tracking detection system. The chest is the most stable segment of the skeleton tracking output for all Kinect versions. It can be assumed that if a body joint is followed by another successfully located joint, its position is determined more precisely.

The previous figures show data for one typical position only to illustrate the general behavior of skeleton tracking. We include the two following tables which contain only key elements of sensor behavior for all positions to quantify the most important details of all measurements.

In Table 3, joint distances between individual positions where the expected result is 400 mm are shown. For each sensor and the respective mode, there are three rows. The first row is the average distance change of all joints; the second row is the minimal average distance change of a joint (the one with the lowest value); and the third row is the maximal average distance change of a joint (the one with the highest value). As can be seen, the Azure Kinect values are closest to 400 mm; Kinect v2 has similar values, but the maximal values are considerably higher compared to the Azure.

In Table 4, the noise values expressed by standard deviation are shown. As in Table 3, we present the average noise of all joints and the maximal and minimal noise for each respective position.
Table 3. Key data for all positions and sensors.

|         | Pos 1–2 | Pos 2–3 | Pos 3–4 | Pos 4–5 | Pos 5–6 | Pos 7–8 |
|---------|--------|--------|--------|--------|--------|--------|
| Azure NFOV | Avg dst | 405.8667 | 403.1197 | 399.4731 | 401.0482 | 401.9613 | 400.6904 | 402.6862 |
|          | Min dst | 390.037 | 382.7666 | 389.2931 | 396.2346 | 390.295 | 391.9491 | 392.9188 |
|          | Max dst | 416.2143 | 413.291 | 404.8484 | 404.1863 | 412.4341 | 408.7557 | 417.5213 |
| Azure WFOV | Avg dst | 405.8589 | 403.735 | 418.8697 | 400.3382 | 400.39 | 393.7127 | 392.0062 |
|          | Min dst | 391.5172 | 389.5792 | 344.0758 | 292.5254 | 278.7621 | 296.1326 | 303.7741 |
|          | Max dst | 440.8246 | 409.8515 | 485.4536 | 516.0719 | 539.9829 | 517.9588 | 509.3196 |
| Kinect 2 | Avg dst | 409.6489 | 404.8747 | 385.5388 | 401.9627 | 418.7103 | 393.5865 | 0 |
|          | Min dst | 396.249 | 397.1817 | 312.6303 | 385.3205 | 399.8347 | 377.1883 | 0 |
|          | Max dst | 465.2497 | 411.3906 | 395.7215 | 472.7374 | 428.8178 | 416.779 | 0 |
| Kin 1    | Avg dst | 422.1129 | 416.271 | 419.1457 | 419.7023 | 430.8499 | 383.1812 | 0 |
|          | Min dst | 395.228 | 336.4606 | 395.0333 | 407.2178 | 367.0855 | 253.103 | 0 |
|          | Max dst | 489.8325 | 442.156 | 445.1825 | 432.0966 | 464.095 | 466.0918 | 0 |
| Kin 1 no smooth | Avg dst | 419.3267 | 415.4121 | 417.8968 | 420.5548 | 426.2065 | 402.8094 | 0 |
|          | Min dst | 396.5619 | 346.3239 | 393.2796 | 406.5002 | 417.6078 | 306.1316 | 0 |
|          | Max dst | 480.6929 | 446.8681 | 435.2085 | 435.3634 | 400.2626 | 474.2191 | 0 |

Table 4. Key noise data for all positions and sensors.

|         | Pos 1 | Pos 2 | Pos 3 | Pos 4 | Pos 5 | Pos 7 | Pos 8 | Pos 9 |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|
| Azure NFOV | Avg std | 0.7955 | 1.4593 | 1.1816 | 1.2902 | 1.5918 | 1.6813 | 1.8967 | 17.5621 |
|          | Min std | 0.3868 | 0.4701 | 0.5686 | 0.6996 | 0.8603 | 0.9727 | 0.96 | 8.4145 |
|          | Max std | 1.7289 | 3.2511 | 3.0636 | 2.245 | 2.832 | 3.3347 | 3.499 | 28.6737 |
| Azure WFOV | Avg std | 0.9367 | 1.3618 | 1.4429 | 40.1682 | 16.0603 | 44.1544 | 37.2374 | 12.419 |
|          | Min std | 0.382 | 0.6155 | 0.726 | 10.6573 | 2.5789 | 14.7353 | 13.8637 | 2.7271 |
|          | Max std | 2.1435 | 4.1929 | 3.3282 | 101.0899 | 62.9689 | 119.2252 | 82.6349 | 26.4784 |
| Kinect 2 | Avg std | 0.5162 | 0.452 | 0.7477 | 0.5846 | 0.9744 | 1.145 | 1.8635 | 0 |
|          | Min std | 0.1336 | 0.1087 | 0.2787 | 0.2575 | 0.3879 | 0.5417 | 0.6947 | 0 |
|          | Max std | 2.2119 | 1.6368 | 2.4234 | 1.3069 | 2.8729 | 2.8123 | 6.6177 | 0 |
| Kin 1    | Avg std | 1.3966 | 0.8655 | 0.3485 | 0.5298 | 1.18 | 1.9019 | 10.1528 | 0 |
|          | Min std | 0.319 | 0.0781 | 0.0704 | 0.2106 | 0 | 0 | 0 | 0 |
|          | Max std | 5.3957 | 5.7061 | 0.9518 | 1.1491 | 3.0647 | 16.9649 | 26.1015 | 0 |
| Kin 1 no smooth | Avg std | 1.8913 | 0.6573 | 1.0228 | 1.2459 | 1.8447 | 4.0605 | 15.4636 | 0 |
|          | Min std | 0.2877 | 0.1858 | 0.1416 | 0.234 | 0.5442 | 0.6522 | 4.2336 | 0 |
|          | Max std | 12.9359 | 3.437 | 5.0265 | 6.6438 | 9.2239 | 25.2314 | 51.0188 | 0 |

5. Discussion

In this paper, we presented the experimental results of the general accuracy and precision of all Kinect versions obtained by measuring a plate mounted to a robotic manipulator end effector which was moved along the depth axis of each sensor. In the second experiment, we mounted a human-sized figurine to the end effector and placed it in the same positions as the test plate. In each position, we measured the relative accuracy and precision (repeatability) of the detected figurine body joints.

Based on the presented data, it is safe to say that the Azure Kinect in NFOV mode is more accurate and precise in skeleton tracking than Kinect v1. Kinect v2 standard deviation values are very similar to those of the Azure Kinect; however, as is clear from Figure 18, the NFOV mode of the Azure Kinect is much more stable in terms of accuracy than Kinect v2. Furthermore, the range of the Azure Kinect is higher; it was the only sensor that could capture the figurine even behind the manipulator range; plus, the WFOV mode has a wider
angular resolution than Kinect v2. Therefore, since previous Kinect versions have been discontinued, the new sensor can certainly stand in their place. Furthermore, the Azure detects more body joints and works on the Linux platform (unlike previous versions), which is prevalent, especially in robotics. Its WFOV mode is imprecise, but its wide field of view could be used for simple people detection applications.

It is a hindrance of this study that the skeleton detection binaries were distributed only with each specific Kinect version, but based on our observations, the versions for Kinect v1 and v2 behave similarly. Namely, one often must perform motion towards the sensor for her or his body joints to be reliably tracked. This caused some problems while we were performing experiments, as we were forced to move the figurine back and forth before stabilizing it in its current measuring position. The Azure Kinect detects the skeleton much more smoothly, and no movement towards the sensor is necessary. Other hindrances include the reflectivity of the figurine. We had it clothed, including socks, and painted with a reflective paint, but it is possible that palm and face detection were affected by this. We were unable to align the origins of the Kinect frames; therefore, we could only measure relative accuracy.

Our future work will be focused on advancing the field of HRI (human–robot interaction). We are working on gesture-based interactive robotic systems and plan to develop applications that make use of the Laws of Linear HRI. Furthermore, we plan to compare the Azure skeleton tracking capabilities with other available systems, such as Intel Real Sense technology, OpenPose, DeepPose, and VNect.

To conclude, the Azure Kinect is a promising small and versatile device with a wide range of uses, ranging from object recognition, object reconstruction, mobile robot mapping, navigation, obstacle avoidance, and SLAM to object tracking, people tracking and detection, HCI (human–computer interaction), HMI (human–machine interaction), HRI (human–robot interaction), gesture recognition, virtual reality, telepresence, medical examination, biometry and more.

6. Patents

This section is not mandatory but may be added if there are patents resulting from the work reported in this manuscript.
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