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Abstract

We study online active learning for classifying streaming instances within the framework of statistical learning theory. At each time, the decision maker decides whether to query for the label of the current instance and, in the event of no query, self labels the instance. The objective is to minimize the number of queries while constraining the number of classification errors over a horizon of length \(T\). We consider a general concept space with a finite VC dimension \(d\) and adopt the agnostic setting. We propose a disagreement-based online learning algorithm and establish its consistency (i.e., bounded) classification errors in excess to the best classifier in the concept space under the Massart bounded noise condition.

1. Introduction

We consider online classification of streaming instances within the framework of statistical learning theory. Let \(\{X_t\}_{t\geq 1}\) be a sequence of instances drawn independently at random from an unknown underlying distribution \(P_X\) over an instance space \(X\). Each instance \(X_t\) has a hidden binary label \(Y_t \in \{0, 1\}\) that relates probabilistically to the instance according to an unknown conditional distribution \(P_{Y|X}\). At each time \(t\), the decision maker decides whether to query the label \(Y_t\) of the current instance \(X_t\). If yes, \(Y_t\) is revealed. Otherwise, the decision maker produces a label \(\hat{Y_t}\) and incurs a classification error if \(\hat{Y_t} \neq Y_t\). The objective is to minimize the expected number of queries over a horizon of length \(T\) while constraining the total number of classification errors. The tension between label complexity and classification error rate needs to be carefully balanced through a sequential strategy governing the query and labeling decisions at each time.

The above problem arises in applications such as spam detection in real-time surveillance. The key characteristics of these applications are the high-volume streaming of instances and the nuanced definition of labels (e.g., misinformation and misleading content are complex concepts to define). While the latter necessitates human intervention to provide annotations for selected instances, such human annotations, time consuming and expensive to obtain, should be sought after sparingly to ensure scalability. See a compelling case made in (Strickland, 2018) for detecting false content.

1.1. Previous Work on Active Learning

The above problem falls under the general framework of active learning. In contrast to passive learning where labeled examples are given \(a\) priori or drawn at random, active learning asserts control over which labeled examples to learn from by actively querying the labels for carefully selected instances. The hope is that by learning from the most informative examples, the same level of classification accuracy can be achieved with much fewer labels than in passive learning.

Offline Active Learning: Active learning has been studied extensively under the Probably Approximately Correct (PAC) model, where the objective is to output an \(\epsilon\)-optimal classifier with probability \(1 - \delta\) using as few labels as possible. The PAC model pertains to offline learning since the decision maker does not need to self label any instances during the learning process. An equivalent view is that classification errors that might have incurred during the learning process are inconsequential, and the tension between label complexity and classification errors is absent. If measured purely by label complexity, the decision maker has the luxury of skipping, at no cost, as many instances as needed to wait for the most informative instance to emerge.

A much celebrated active learning algorithm was given by Cohn, Atlas, and Ladner (Cohn et al., 1994). Named after its inventors, the CAL algorithm is applicable to a general hypothesis space \(\mathcal{H}\). It, however, relies on the strong assumption of realizability (a.k.a., separability)—the existence of an error-free classifier \(h^*\) in \(\mathcal{H}\). In this realizable case, hypotheses inconsistent with a single label can be safely eliminated from further consideration. Based on this key fact, CAL operates by maintaining two sets at each time:
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the version space consisting of all surviving hypotheses (i.e., those that are consistent with all past labels), and the region of disagreement, a subset of $X$ for which there is disagreement among hypotheses in the current version space regarding their labels. CAL queries labels if and only if the instance falls inside the current region of disagreement. Each queried label reduces the version space, which in turn may shrink the region of disagreement, and the algorithm iterates indefinitely. Note that instances outside the region of disagreement are classified with the same label by all the hypotheses in the current version space. It is thus easy to see that CAL represents a much conservative approach: it only disregards instances whose labels can already be inferred from past labels. Quite surprisingly, by merely avoiding querying labels that carry no additional information, exponential reduction in label complexity can be achieved in a broad class of problems. (see, for example, an excellent survey by Dasgupta (Dasgupta, 2011) and a monograph by Hanneke (Hanneke et al., 2014)).

The CAL algorithm was extended to the agnostic setting by Balcan, Beygelzimer, and Langford (Balcan et al., 2009). In the agnostic setting, labels are probabilistic, and even the best classifier $h^{\ast}$ in $H$ experiences a non-zero error rate. The main challenge in extending CAL to the agnostic case is the update of the version space: a single inconsistent label can no longer disqualify a hypothesis, and the algorithm needs to balance the desire of quickly shrinking the version space with the irreversible risk of eliminating $h^{\ast}$. Referred to as $A^2$ (agnostic active), the algorithm developed by Balcan, Beygelzimer, and Langford explicitly maintains an $\epsilon$ neighborhood of $h^{\ast}$ in the version space by examining the empirical errors of each hypothesis. In a follow-up work, Dasgupta, Hsu and Monteleoni (Dasgupta et al., 2008) introduced an improved algorithm, referred to as DHM after the authors, that simplifies the maintenance of the region of disagreement through a reduction to supervised learning. (Beygelzimer et al., 2010; 2011) developed approaches that avoid maintaining the version space by determining directly whether the current instance lies in the region of disagreement.

The above conservative approach originated from the CAL algorithm is referred to as the disagreement-based approach. The design methodology of this conservative approach focuses on avoiding querying labels that provide no or little additional information. More aggressive approaches that actively seeking out more informative labels to query have been considered in the literature. One such approach is the so-called margin-based. It is specialized for learning homogeneous (i.e. through the origin) linear separators of instances on the unit sphere in $\mathbb{R}^d$. A specific noise model that assumes linearity in terms of the inner product with the Bayes optimal classifier. In this case, the informativeness of a potential label can be measured by how close the instance is to the current decision boundary. Representative work on the margin-based approach includes (Balcan et al., 2007; Dasgupta et al., 2005). Another approach is Query-By-Committee (QBC) (Seung et al., 1992), where the query decision for an instance is determined by whether a committee (e.g., hypotheses drawn at random from the current version space) agrees on its label. The work in (Freund et al., 1997) analyzed the QBC algorithm by focusing on a hypothesis space of homogeneous linear separators and instances drawn from the unit sphere in $\mathbb{R}^d$ with a known uniform distribution.

Besides the stream-based model where instances arrive one at a time, active learning has also been considered under the membership query synthesis and the pool-based sampling models (Settles, 2012). In the former, the learner may request label membership for any unlabeled data instance in the input space (Angluin, 1988; 2001; Cohn et al., 1996). In the latter, a large pool of unlabeled data is assumed available in one shot prior to the query process (Lewis & Gale, 1994; Settles & Craven, 2008; Tong & Chang, 2001). These models are less relevant to the online setting considered in this work.

Online Active Learning: Active learning in the online setting has received much less attention. The work of (Cesa-Bianchi et al., 2003) and (Cavallanti et al., 2009) extended the margin-based approach to the online setting, focusing, as in the offline case, on homogeneous linear separators of instances on the unit sphere in $\mathbb{R}^d$. A specific noise model was adopted, which assumes that the underlying conditional distribution of the labels is fully determined by the Bayesian optimal classifier. We recently found the work by (Yang, 2011) that extended the offline DHM algorithm to a stream-based setting with drifting distribution. In this setting, the decision maker first predicts the label of every instance and then decides whether to ask for the true label. In the discussion section, it was remarked that the algorithm can also be applied to the query-before-prediction setting as considered in this work. The algorithm proposed by (Yang, 2011) has a different epoch structure and threshold design from the algorithm developed here. Its label complexity of $O(d \log^3 T)$ is higher than the algorithm proposed here under the Massart noise condition.

Online active learning has also been studied in the adversarial setting, where instances are generated by an adversary and algorithms and analysis focus on the worst-case scenario (see, for example, (Cesa-Bianchi et al., 2006; Dekel et al., 2012; Cesa-Bianchi et al., 2009)). The resulting problem is fundamentally different from the statistical learning framework considered in this work.
1.2. Main Results

We study online active learning under a general instance space $\mathcal{X}$ and a general hypothesis space $\mathcal{H}$ of VC dimension $d$ under the agnostic model. We develop an OnLine Active (OLA) learning algorithm and establish its $O(d \log^2 T)$ label complexity and near-optimal classification accuracy with respect to the best classifier $h^*$ in the hypothesis space $\mathcal{H}$ under the Massart bounded noise condition. More specifically, the total expected classification errors in excess to $h^*$ over a horizon of length $T$ is bounded below $1/2$ independent of $T$, demonstrating that the proposed algorithm offers practically the same level of classification accuracy as $h^*$ with a label complexity that is poly-logarithmic in $T$ and linear in $d$.

Rooted in the design principle of the disagreement-based approach, this work draws inspirations from the $A^2$ algorithm (Balcan et al., 2009) and the DHM algorithm (Dasgupta et al., 2008) developed under the offline setting. While these offline algorithms can be directly applied to the online setting and circumvent a linear order $\Theta(T)$ of excessive classification errors (which would occur with a fixed outage probability $\delta$) by setting $\delta = \frac{1}{T}$, this work improves upon and departs from such a direction extension in both algorithm design and performance analysis.

In terms of algorithm design, the proposed OLA algorithm incorporates both structural changes and tight design of parameters, which, while subtle, leads to significant reduction in label complexity. Specifically, OLA operates in stages under an epoch structure, where an epoch ends when a fixed number $M$ of labels have been queried. This structure is different from $A^2$ and DHM. In particular, the epochs in $A^2$ are determined by the time instants when the size of the current region of disagreement shrinks by half due to newly obtained labels. Such an epoch structure, however, requires the knowledge of the marginal distribution $P_X$ of the instances for evaluating the size of the region of disagreement. The epoch structure of OLA obviates the need for this prior knowledge. The more deterministic epoch structure of OLA also results in a more tractable relation between the number of queried labels and the size of the current region of disagreement, facilitates the label complexity analysis. A more subtle improvement in OLA is the design of the threshold on the empirical error rate of a hypothesis for determining whether to eliminate it from the version space.

By focusing only on empirical errors incurred over significant $(X, Y)$ examples determined by the current region of disagreement, we obtain a tighter concentration inequality and a more aggressive threshold design, which leads to significant reduction in label complexity as compared with $A^2$ and DHM.

A more fundamental departure from the existing results under the offline setting is in the analysis of the label complexity. Under the offline PAC setting, the label complexity of an algorithm is analyzed in terms of the suboptimality gap $\epsilon$ and the outage probability $\delta$. Under the online setting, however, the label complexity of an algorithm is measured in terms of the horizon length $T$, which counts both labeled and unlabeled instances. In the analysis of the label complexity of $A^2$ (Balcan et al., 2009; Hanneke, 2007), unlabeled instances are assumed to be cost free, and bounds on the number of unlabeled instances skipped by the algorithm prior to termination are missing and likely intractable. Without a bound on the unlabeled data usage, the offline label complexity in terms of $(\epsilon, \delta)$ cannot be translated to its online counterpart. Dasgupta, et. al (Dasgupta et al., 2008) provided a bound on the unlabeled data usage in DHM. The bound, however, appears to be loose and translates to a linear $O(T)$ label complexity in the online setting.

In this work, we adopt new techniques in analyzing the online label complexity of OLA. The key idea is to construct a submartingale $\{S(t)\}_{t \geq 0}$ given by the difference of an exponential function of the total queried labels up to $t$ and a linear function of $t$. The optimal stopping theorem for submartingales then leads to an upper bound on the exponential function of the label complexity. A bound on the label complexity thus follows from Jensen’s inequality.

We have chosen the disagreement-based design methodology in designing the online active learning algorithm. While approaches that more aggressively seek out informative labels may have an advantage in the offline setting when the learner can skip unlabeled instances at no cost and with no undesired consequences, such approaches may be less suitable in the online setting. The reason is that in the online setting, self-labeling is required in the event of no query, classification errors need to be strictly constrained, and no feedback to the predicted labels is available (thus learning has to rely solely on queried labels). These new challenges in the online learning setting are perhaps better addressed by the more conservative disagreement-based design principle that skips instances more cautiously. While this assessment has been confirmed in simulation examples (see Sec. 4), a full quantitatively understanding of the problem, requires extra extensive effort beyond this work. We discuss several open problems in the conclusion section.

2. Problem Formulation

2.1. Instances and Hypotheses

Let $\{X_t\}_{t \geq 1}$ be a sequence of instances drawn independently at random from an unknown distribution $P_X$ over a general instance space $\mathcal{X}$. Each instance $X_t$ has a hidden binary label $Y_t \in \{0, 1\}$, relating probabilistically to the instance $X_t$ according to an unknown conditional distribution $P_{Y|X}$. Let $P = P_X \times P_{Y|X}$ denote the unknown joint
distribution of \((X, Y) \in \mathcal{X} \times \mathcal{Y}\), where \(\mathcal{Y} = \{0, 1\}\) denotes the label space.

Let \(\mathcal{H}\) be a set of measurable functions mapping from \(\mathcal{X}\) to \(\mathcal{Y}\). We refer to \(\mathcal{H}\) as the hypothesis space and assume that it has a finite VC dimension \(d\). Each element \(h \in \mathcal{H}\) is a hypothesis (i.e., a classifier).

Let \(h^*\) be the Bayes optimal classifier under \(P_{Y|X}\). In other words, for all \(x \in \mathcal{X}\), \(h^*(x)\) is the label that minimizes the probability of classification error:

\[
h^*(x) = \arg \min_{Y = 0, 1} \mathbb{P}_{P_{Y|X=x}}[Y \neq Y],
\]

where \(\mathbb{I}[]\) is the indicator function. Let

\[
\eta(x) = \mathbb{P}_{P_{Y|X=x}}(Y = 1|X = x).
\]

It is easy to see that

\[
h^*(x) = \begin{cases} 1 & \text{if } \eta(x) \geq \frac{1}{2} \\ 0 & \text{if } \eta(x) < \frac{1}{2} \end{cases}.
\]

We assume that \(h^* \in \mathcal{H}\). It is thus the best classifier in \(\mathcal{H}\), offering the minimum error rate for a randomly generated example \((X, Y)\) under the joint distribution \(P:\)

\[
P[h^*(X) \neq Y] = \min_{h \in \mathcal{H}} P[h(X) \neq Y].
\]

### 2.2. Noise Conditions

The function \(\eta(x)\) given in (2) is an indicator of the noise level in the labels governed by \(P_{Y|X}\). A special case, referred to as the realizable/separable case, is when the labels are deterministic with probability 1, and \(\eta(x) (P_{Y|X=x}\) as well) assumes only values of 0 and 1. In this case, the Bayes optimal classifier \(h^*\) is error-free.

In a general agnostic case with an arbitrary \(P_{Y|X}\), even \(h^*\) has a positive error rate. A particular case, referred to as the Massart (Massart et al., 2006), is when \(\eta(x)\) has a positive gap between positive examples (i.e., those with \(h^*(x) = 1\)) and negative examples (those with \(h^*(x) = 0\)). Specifically, there exists \(\gamma > 0\) such that \(|\eta(x) - \frac{1}{2}| \geq \gamma\) for all \(x \in \mathcal{X}\).

### 2.3. Actions and Performance Measures

At each time \(t\), the learner decides whether to query the label of the current instance \(X_t\). If yes, \(Y_t\) is revealed. Otherwise, the learner predicts the label. A learning strategy \(\pi\) consists of a sequence of query rules \(\{v_t\}_{t \geq 1}\) and a sequence of labeling rules \(\{\lambda_t\}_{t \geq 1}\), where \(v_t\) and \(\lambda_t\) map from causally available information consisting of past actions, instances, and queried labels to, respectively, the query decision of 0 (no query) or 1 (query) and a predicted label at time \(t\). With a slight abuse of notation, we also let \(v_t\) and \(\lambda_t\) denote the resulting query decision and the predicted label at time \(t\) under these respective rules.

The performance of policy \(\pi = (\{v_t\}, \{\lambda_t\}\) over a horizon of length \(T\) is measured by the expected number of queries and the expected number of classification errors in excess to that of the Bayes optimal classifier \(h^*\). Specifically, we define the label complexity \(\mathbb{E}_\pi[Q_\pi(T)]\) and the regret \(\mathbb{E}_\pi[R_\pi(T)]\) as follows.

\[
\mathbb{E}_\pi[Q_\pi(T)] = \mathbb{E}_\pi \left[ \sum_{t=1}^{T} \mathbb{I}[v_t = 1] \right]
\]

\[
\mathbb{E}_\pi[R_\pi(T)] = \mathbb{E}_\pi \left[ \sum_{t=1}^{T} \mathbb{I}[\lambda_t \neq Y_t] - \mathbb{I}[h^*(X_t) \neq Y_t] \right],
\]

where \(\mathbb{E}\) denotes the expectation with respect to the stochastic process induced by \(\pi\). The subscript of \(\pi\) will be omitted from the notations when there is no ambiguity in terms of which strategy is under discussion.

The objective is a learning algorithm \(\pi\) that minimizes the label complexity \(\mathbb{E}[Q(T)]\) while ensuring a bounded regret \(\mathbb{E}[R(T)]\).

### 3. Main Results

We present in this section the proposed OLA algorithm and establishes its label complexity and regret performance.

#### 3.1. The OLA Algorithm

The OLA algorithm operates under an epoch structure.
When a fixed number $M$ of labels have been queried in the current epoch, this epoch ends and the next one starts.

The algorithm maintains two sets: the version space $\mathcal{H}_k$ and the region of disagreement $\mathcal{D}_k$, where $k$ is the epoch index. $\mathcal{D}_k$ is defined as following:

$$\mathcal{D}_k = \Psi(\mathcal{H}_k)$$

where the operator $\Psi$ for an arbitrary hypothesis set is defined as

$$\Psi(\mathcal{H}) = \{x \in \mathcal{X} : \exists h_1, h_2 \in \mathcal{H}, h_1(x) \neq h_2(x)\}.$$  \hspace{1cm} (8)

The initial version space $\mathcal{H}_0$ is set to the entire hypothesis space $\mathcal{H}$, and the initial region of disagreement $\mathcal{D}_0$ is the instance space $\mathcal{X}$. At the end of epoch $k$, these two sets are updated using set of the $M$ queried examples in this epoch $\mathcal{Z}_k$.

At each time $t$ of epoch $k$, the query and prediction decisions are as follows. If $x_t \in \mathcal{D}_k$, the algorithm queries the label. Otherwise, the algorithm predicts the label of $x_t$ using an arbitrary hypothesis in $\mathcal{H}_k$. At the end of the epoch, $\mathcal{H}_k$ and $\mathcal{D}_k$ are updated as follows to obtain $\mathcal{H}_{k+1}$ and $\mathcal{D}_{k+1}$. For a hypothesis $h$ in the current version space $\mathcal{H}_k$, define its empirical error over $\mathcal{Z}_k$ as

$$\epsilon_{\mathcal{Z}_k}(h) = \frac{1}{M} \sum_{(x,y) \in \mathcal{Z}_k} \mathbb{1}[h(x) \neq y].$$

Let $h_k^*$ be the best hypothesis in $\mathcal{H}_k$ in terms of empirical error over $\mathcal{Z}_k$, i.e.,

$$h_k^* = \arg \min_{h \in \mathcal{H}_k} \epsilon_{\mathcal{Z}_k}(h).$$

The version space is then updated by eliminating each hypothesis $h$ whose empirical error over $\mathcal{Z}_k$ exceeds that of $h_k^*$ by a threshold $\Delta_{\mathcal{Z}_k}(h, h_k^*)$ that is specific to $h, h_k^*$, and $\mathcal{Z}_k$. Specifically,

$$\mathcal{H}_{k+1} = \{h \in \mathcal{H}_k : \epsilon_{\mathcal{Z}_k}(h) - \epsilon_{\mathcal{Z}_k}(h_k^*) < \Delta_{\mathcal{Z}_k}(h, h_k^*)\}.$$  \hspace{1cm} (11)

The new region of disagreement is then determined by $\mathcal{H}_{k+1}$:

$$\mathcal{D}_{k+1} = \Psi(\mathcal{H}_{k+1})$$

A detailed description of the algorithm is given in Algorithm 1.

The algorithm parameter $M$ is set to $\lceil m d \log T \rceil$, where $m$ is a positive integer whose value will be discussed in Sec. 3.4. We point out that while the horizon length $T$ is used as an input parameter to the algorithm, the standard doubling trick can be applied when $T$ is unknown.

### 3.2. Threshold Design

We now discuss the key issue of designing the threshold $\Delta_{\mathcal{Z}_k}(h, h_k^*)$ for eliminating suboptimal hypotheses. This threshold function controls the tradeoff between two conflicting objectives: quickly shrinking the region of disagreement (thus reducing label complexity) and managing the irreversible risk of eliminating good classifiers (thus increasing future classification errors). A good choice of this threshold function hinges on how tightly we can bound the difference between the empirical error rate and the ensemble error rate under the (unknown) distribution $\mathbb{P}$.

We define the error rate of hypothesis $h$ under distribution $\mathbb{P}$ as

$$\epsilon_{\mathbb{P}}(h) = \mathbb{P}[h(X) \neq Y],$$

which is the probability that $h$ misclassifies a random instance.

For a pair of hypotheses $h_1, h_2$, define

$$\epsilon_{\mathbb{P}}(h_1, h_2) = \mathbb{P}[h_1(X) \neq Y \land h_2(X) = Y],$$

which is the probability that $h_1$ misclassifies a random instance but $h_2$ successfully classifies. For a finite set $\mathcal{Z}$ of $(x, y)$ samples, the empirical excess error of $h_1$ over $h_2$ on $\mathcal{Z}$ is defined as

$$\epsilon_{\mathcal{Z}}(h_1, h_2) = \frac{1}{|\mathcal{Z}|} \sum_{(x,y) \in \mathcal{Z}} \mathbb{1}[h_1(x) \neq y \land h_2(x) = y].$$

The threshold $\Delta_{\mathcal{Z}_k}(h, h_k^*)$ in OLA is defined as:

$$\Delta_{\mathcal{Z}_k}(h, h_k^*) = \beta^2(\mathcal{H}_k, n) + \beta^2(\mathcal{H}_k, n) \left(\sqrt{\epsilon_{\mathcal{Z}_k}(h, h_k^*)} + \sqrt{\epsilon_{\mathcal{Z}_k}(h_k^*, h)}\right),$$

where $\beta(\mathcal{H}', n) = \sqrt{(4/n) \ln(16T^2 S(\mathcal{H}', 2n)^2)}$. Here $S(\mathcal{H}', n)$ is the $n$-th shattering coefficient of an arbitrary hypothesis space $\mathcal{H}'$. By Sauer’s lemma (Bousquet et al., 2004), $S(\mathcal{H}', n) = O(n^{d'})$ with $d'$ being the VC dimension of $\mathcal{H}'$.

The choice of this specific threshold function will become clear in Sec. 3.3 when the relationship between the empirical error difference of two hypothesis and the ensemble error rate difference under $\mathbb{P}$ is analyzed.

### 3.3. Regret

Here we prove that OLA achieves bounded regret.

First we introduce the following normalized uniform convergence VC bound (Vapnik & Chervonenkis, 2015), which is used in our analysis.
Lemma 1. (Vapnik & Chervonenkis, 2015) Let \( \mathcal{F} \) be a family of measurable functions \( f : \mathcal{X} \times \mathcal{Y} \to \{0, 1\} \). Let \( Q \) be a fixed distribution over \( \mathcal{X} \times \mathcal{Y} \). Define
\[
Qf = \mathbb{E}_{(X,Y) \sim Q} f(X,Y).
\]
For a finite set \( Z \subseteq \mathcal{X} \times \mathcal{Y} \), define
\[
\hat{Q} f = \frac{1}{|Z|} \sum_{(X,Y) \in Z} f(X,Y)
\]
as the empirical average of \( f \) over \( Z \). If \( Z \) is an i.i.d. sample of size \( n \) from \( Q \), then, with probability at least \( 1 - \delta \), for all \( f \in \mathcal{F} \):
\[
\alpha_n \sqrt{\hat{Q} f} \leq Q f - \hat{Q} f \leq \alpha_n \sqrt{\hat{Q} f},
\]
where \( \alpha_n = \sqrt{(4/n) \ln(8S(\mathcal{F}, 2n)/\delta)} \).

Based on Lemma 1, we develop the following concentration inequality in Lemma 2 to show the relationship between the empirical error difference of two hypothesis and the ensemble error rate difference.

Lemma 2. Let \( Z \) be a set of \( n \) i.i.d. \( (X,Y) \)-samples under distribution \( P \). For all \( h_1, h_2 \in \mathcal{H} \), we have, with probability at least \( 1 - \delta \),
\[
e_p(h_1) - e_p(h_2) \leq \epsilon_Z(h_1) - \epsilon_Z(h_2) + \alpha_n(\sqrt{\epsilon_Z(h_1, h_2)} + \sqrt{\epsilon_Z(h_2, h_1)}),
\]
where \( \alpha_n = \sqrt{(4/n) \ln(8S(\mathcal{H}, 2n)^2/\delta)} \).

Proof. Define
\[
g_{h_1}^h(x,y) = \mathbb{I}[h_1(x) \neq y \land h_2(x) = y],
\]
which is a mapping from \( \mathcal{X} \times \mathcal{Y} \) to \( \{0, 1\} \). It is not hard to see that \( P g_{h_1}^h = e_p(h_1, h_2) \) and \( P_Z g_{h_1}^h = \epsilon_Z(h_1, h_2) \).

Then, we apply the normalized VC bound to a family of measurable functions \( \mathcal{F} = \{g_{h_1}^h | h_1, h_2 \in \mathcal{H}\} \) defined in (21), which gives us
\[
e_p(h_1, h_2) - \epsilon_Z(h_1, h_2) \leq \alpha_n^2 + \alpha_n \sqrt{\epsilon_Z(h_1, h_2)}
\]
and
\[
\epsilon_Z(h_2, h_1) - e_p(h_2, h_1) \leq \alpha_n \sqrt{\epsilon_Z(h_2, h_1)}.
\]

Since
\[
\mathbb{I}[h_1(x) \neq y] - \mathbb{I}[h_2(x) \neq y] = \mathbb{I}[h_1(x) \neq y \land h_2(x) = y] - \mathbb{I}[h_2(x) \neq y \land h_1(x) = y],
\]
we have
\[
\epsilon_Z(h_1) - \epsilon_Z(h_2) = \epsilon_Z(h_1, h_2) - \epsilon_Z(h_2, h_1) \quad \text{and} \quad e_p(h_1) - e_p(h_2) = e_p(h_1, h_2) - e_p(h_2, h_1).
\]

Therefore,
\[
\epsilon_p(h_1, h_2) - \epsilon_p(h_2, h_1) \leq \alpha_n \sqrt{\epsilon_Z(h_1, h_2)}
\]
and
\[
\epsilon_Z(h_2, h_1) - e_p(h_2, h_1) \leq \alpha_n \sqrt{\epsilon_Z(h_2, h_1)}.
\]

Note that \( e_p(h) \leq e_p|h_k| \frac{\epsilon_p(h)}{\epsilon_p(h_k)} \). Therefore,
\[
\epsilon_Z(h^*) - \epsilon_Z(h_k^*) \leq \Delta_Z(h, h_k^*) + e_p(h) - e_p|h_k| \frac{\epsilon_p(h)}{\epsilon_p(h_k)} \leq \Delta_Z(h, h_k^*).
\]

Since all samples in \( D_k \) are queried at epoch \( k \) in the proposed OLA algorithm, we can see that \( Z_k \) is an i.i.d. sample of size \( M \) from distribution \( P | D_k \), which is defined as
\[
P | D_k(x) = \begin{cases} P(x)/\phi(D_k) & \text{if } x \in D_k \\ 0 & \text{otherwise} \end{cases},
\]
where \( \phi(D) = P(X \in D) \) for \( D \subseteq \mathcal{X} \).

Therefore, we can apply Lemma 2 to each epoch \( k \) with \( Z_k \) and \( P | D_k \), which gives us the following corollary.

Corollary 1. Let \( \beta_n = \sqrt{(4/n) \ln(16T^2 S(\mathcal{H}, 2n)^2)} \). With probability at least \( 1 - \frac{1}{2T} \), for all \( k \geq 1 \) and for all \( h \in \mathcal{H} \), we have
\[
e_{P | D_k}(h_k^*) - e_{P | D_k}(h) \leq \epsilon_Z(h_k^*) - \epsilon_Z(h) - \epsilon_Z(h^*) + \beta_n^2 \\epsilon_Z(h, h_k^*)
\]
\[
+ \beta_n \left( \sqrt{\epsilon_Z(h_k^*, h)} + \sqrt{\epsilon_Z(h, h_k^*)} \right).
\]

Proof. Apply Lemma 2 with \( h_1 = h_k^* \), \( h_2 = h \), \( n = M \), \( \delta = \frac{1}{2T^2} \), \( P = P | D_k \) and \( Z = Z_k \) for each \( k \geq 1 \). Since \( k \leq T \) and \( \sum_{k=1}^T \frac{1}{2T^2} < 1/2T \), those bounds hold simultaneously for all \( k \geq 1 \) with probability at least \( 1 - \frac{1}{2T} \). □

Here we can see that the design of the threshold \( \Delta_Z(h, h_k^*) \) corresponds to the right hand side of (26). The fact that (26) holds simultaneously for all \( k \geq 1 \) ensures that the Bayes optimal classifier \( h^* \) is always in the version space. Next, we show that the expected regret of the proposed OLA algorithm is bounded.

Theorem 1. The expected regret \( \mathbb{E}[R(T)] \) of the OLA algorithm is bounded as follows:
\[
\mathbb{E}[R(T)] \leq \frac{1}{2} = O(1).
\]

Proof. First we show that if the inequalities in Lemma 1 hold simultaneously for all \( k \geq 1 \) (which hold with probability \( 1 - \frac{1}{2T^2} \)), we have \( h^* \in \mathcal{H}_k \) for all \( k \geq 0 \). This can be proved by induction. First, clearly \( h^* \in \mathcal{H}_0 \). Assume \( h^* \in \mathcal{H}_k \), apply the inequality in Lemma 1 with \( h = h^* \) we have
\[
e_{P | D_k}(h_k^*) - e_{P | D_k}(h^*) \leq \epsilon_Z(h_k^*) - \epsilon_Z(h^*) + \Delta_Z(h, h_k^*).
\]

Note that \( e_{P | D_k}(h^*) \leq e_{P | D_k}(h_k^*) \). Therefore,
\[
\epsilon_Z(h^*) - \epsilon_Z(h_k^*) \leq \Delta_Z(h, h_k^*) + e_{P | D_k}(h^*) - e_{P | D_k}(h_k^*) \leq \Delta_Z(h, h_k^*).
\]

which indicates that \( h^* \in \mathcal{H}_{k+1} \) by the querying rule of the online active learning algorithm. Hence, we have \( \Pr(h^* \in \mathcal{H}_k, \forall k \geq 1) \geq 1 - \frac{1}{2T^2} \). By the labeling rule of the online active learning algorithm, \( h^* \in \mathcal{H}_k, \forall k \geq 1 \) implies \( R(T) = 0 \). Therefore, \( \Pr(R(T) = 0) \geq 1 - \frac{1}{2T} \).
Hence,
\[ \mathbb{E}[R(T)] \leq \Pr(R(T) > 0) \cdot T = \frac{1}{2T} \cdot T = 1/2 \] (29)
as desired.

### 3.4. Label Complexity

For the purpose of label complexity analysis, we define the following online disagreement coefficient, which is slightly different from the disagreement coefficient defined for offline active learning in (Hanneke, 2007). In the offline PAC(ε, δ) settings, the disagreement coefficient θ(ε) is a function of ε. It has been shown in (Hanneke, 2007) that when H is homogeneous linear separator and P_X is uniform, θ(ε) is upper bounded by a constant.

The disagreement metric ρ on H is defined by ρ(h, h') = Pr_x[h(x) ≠ h'(x)]. The online disagreement coefficient θ = θ(P, H) is defined as
\[ θ = \sup \left\{ \frac{φ(Ψ(B(h^*, r)))}{r} : r > 0 \right\}, \] (30)
where B(h, r) = \{ h ∈ H : ρ(h, h') < r \} which is a "hypothesis ball" centered at h with radius r.

The quantity θ bounds the rate at which the disagreement mass of the ball B(h^*, r) grows as the function of the radius r. It is bounded by \sqrt{d} when H is d-dimensional homogeneous separators (Hanneke, 2007).

Next we upper bound the label complexity for the proposed online active learning algorithm.

**Theorem 2.** Let \( \mathbb{E}[Q(T)] \) be the expected label complexity of OLA. If \( m ≥ \frac{5\theta^2}{\gamma^2} \), then,
\[ \mathbb{E}[Q(T)] ≤ \frac{2md}{\log \left( \frac{1}{1 + \frac{\sqrt{m}}{m}} \right)} \left( \log T + 1 \right)^2 = O(d \log^2 T), \] (31)
where θ = θ(P_X, H) is the disagreement coefficient.

**Proof.** Let
\[ c = \frac{8θ}{\gamma \sqrt{m}}. \] (32)
By the definition of β_M we can show that
\[ \frac{cγ}{θ} ≥ 2β_M^2 + 2\sqrt{2}β_M. \] (33)
Next we show that
\[ \mathbb{E}[φ(D_{k+1})|φ(D_k)] ≤ \left( \frac{1 + c}{2} \right) φ(D_k). \] (34)
Let
\[ H_ε^θ = \{ h ∈ H_k : ρ(h, h^*) > \frac{cφ(D_k)}{θ} \}. \] (35)
If \( h ∈ H_ε^θ \), then
\[ \epsilon_{P[D_k]}(h) - \epsilon_{P[D_k]}(h^*) = \frac{ε_{P[D_k]}(h) - ε_{P[D_k]}(h^*)}{φ(D_k)} ≥ \frac{ρ(h, h^*) \cdot γ}{φ(D_k)} > \frac{cγ}{θ}, \] (36)
By Corollary 1, for all h ∈ H_k, we have
\[ \epsilon_{Z_k}(h) - \epsilon_{Z_k}(h^*) \geq ε_{P[D_k]}(h) - ε_{P[D_k]}(h^*) - β_M^2 - \sqrt{2}β_M \] (37)
with probability at least \( 1 - \frac{1}{2T} \). Therefore for all h ∈ H_k we have
\[ \epsilon_{Z_k}(h) - \epsilon_{Z_k}(h^*) \geq \frac{cγ}{θ} - β_M^2 - \sqrt{2}β_M \] (38)
with probability \( 1 - \frac{1}{2T} \). This indicates that for all h ∈ H_k, h ≠ H_{k+1}. By the definition of θ, we have φ(D_{k+1}) ≤ φ(Ψ(H_k \ H_k^θ)) ≤ \frac{cφ(D_k)}{θ} \ ϑ = cφ(D_k) with probability at least \( 1 - \frac{1}{2T} \). Therefore \( \mathbb{E}[φ(D_{k+1})|φ(D_k)] ≤ \left( \frac{1 + c}{2} \right) φ(D_k) \) as desired. Furthermore, we have
\[ \mathbb{E}[φ(D_k)] ≤ \left( \frac{1 + c}{2} \right)^k φ(D_0) = \left( \frac{1 + c}{2} \right)^k. \] (39)
Define \( S_t = \left( \frac{2}{1+c} \right)^{\frac{q(t)}{M}} - \left( \frac{2}{1+c} \right)^{\frac{q(t)}{M}} \left( \frac{2}{1+c} \right) - 1 \). Next we show that \( S_t \) is a submartingale. Let \( k_t \) be epoch index at time t. Since \( Q(t) ≤ (k_t + 1)M \), we have
\[ \Pr (Q(t + 1) = Q(t) + 1|S_1, S_2, \ldots, S_t) = \Pr(q_{k+1} = 1|S_1, S_2, \ldots, S_t)
= \mathbb{E}[φ(D_{k+1})|Q(t)]
= \mathbb{E}\left[ φ(D_{\frac{q(t)}{M}}) \right]
\leq \left( \frac{1 + c}{2} \right)^{\frac{q(t)}{M} - 1}. \] (40)
Therefore,
\[ \mathbb{E}[S_{t+1}|S_1, \ldots, S_t] ≤ \mathbb{E}\left[ \left( \frac{2}{1+c} \right)^{\frac{q(t+1)}{M}} - \left( \frac{2}{1+c} \right)^{\frac{q(t+1)}{M}} \left( \frac{2}{1+c} \right) - 1 \right]|S_1, \ldots, S_t
≤ \left( \frac{2}{1+c} \right)^{\frac{q(t+1)}{M}} \left( \frac{1 + c}{2} \right)^{\frac{q(t)}{M} - 1}
+ \left( \frac{2}{1+c} \right)^{\frac{q(t)}{M}} \left( 1 - \left( \frac{2}{1+c} \right)^{\frac{q(t)}{M}} \right)^{-1}
- \left( \frac{2}{1+c} \right)^{\frac{q(t)}{M}} \left( \frac{2}{1+c} \right) - 1 \right](t+1)
= \left( \frac{2}{1+c} \right)^{\frac{q(t)}{M}} - \left( \frac{2}{1+c} \right)^{\frac{q(t)}{M} - 1}t = S_t \] (41)
as desired. Then by optional stopping theorem,
\[
\mathbb{E}[\left( \frac{2}{1+c} \right)^{Q(T)}] - \left( \frac{2}{1+c} \right)^{\frac{d}{2} - 1} T
\]
\[= \mathbb{E}[S_T] \leq \mathbb{E}[S_0] = 1.
\]
Hence,
\[
\mathbb{E}[\left( \frac{2}{1+c} \right)^{Q(T)}] \leq \left( \frac{2}{1+c} \right)^{\frac{d}{2} - 1} T + 1 \quad (43)
\]
Since \( f(x) = \log x \) is concave, by Jensen’s Inequality,
\[
\mathbb{E}[Q(T)] \leq M \log \left( \frac{2}{1+c} \right)^{\frac{d}{2} - 1} T + 1. \quad (44)
\]
Since \( M \leq md \log T + 1, c < \frac{1}{2} \) and \( \left( \frac{2}{1+c} \right)^{\frac{d}{2} - 1} < 2 \), we have
\[
\mathbb{E}[Q(T)] \leq \frac{2md}{\log 2} (\log T + 1)^2 = O(d \log^2 T) \quad (45)
\]
as desired.

\[\square\]

4. Simulation Examples

We first compare the label complexity comparisons of OLA with offline disagreement-based active learning algorithms: \( A^2 \) and DHM.

In Figure 1, we consider a one-dimensional instance space \( \mathcal{X} = [0, 1] \) and threshold classifiers with \( \mathcal{H} = \{ h_z \} \) where \( h_z = [z, 1] \). Note that the VC dimension \( d = 1 \).

In Figure 2, we consider the same instance space \( \mathcal{X} = [0, 1] \) but a hypothesis space \( \mathcal{H} = \{ h_{z_1, z_2} \} \) consisting of all intervals \( h_{z_1, z_2} = [z_1, z_2] \). Note that in this case, the VC dimension \( d = 2 \).

In Figure 3, we consider a two-dimensional instance space \( \mathcal{X} = [0, 1]^2 \) and a hypothesis space \( \mathcal{H} = \{ h_{x_1,x_2,y_1,y_2} \} \) includes all the boxes \( h_{x_1,x_2,y_1,y_2} = [x_1,x_2] \times [y_1,y_2] \).

The significant reductions in label complexity offered by OLA are evident from Figures 1–3. The simulated classification errors are near zero for all three algorithms.

Next we compare OLA with the online margin-based algorithm CB-C-G proposed in (Cesa-Bianchi et al., 2003) (and analyzed in (Cavallanti et al., 2009)). It is specialized in learning homogeneous separators where \( \mathcal{X} \) is the surface of the unit Euclidean sphere in \( \mathbb{R}^d \) under specific noise model: there exists a fixed and unknown vector \( \mathbf{u} \in \mathbb{R}^d \) with Euclidean norm \( ||\mathbf{u}|| = 1 \) such that \( \eta(x) = (1 + \mathbf{u}^\top x)/2 \). Then, the Bayes optimal classifier \( h^*(x) = 1[\mathbf{u}^\top x \geq 0] \).

Shown in Figure 4 and 5 are the label complexity and classification error comparisons under this specific noise model with \( d = 2, \mathbf{u} = (1,0) \), and uniform \( P_X \). It shows that even when comparing under this special setting, OLA offers considerable reduction in label complexity and drastic improvement in classification accuracy. This confirms with the assessment discussed in Sec. 1 that the more conservative
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We have not considered the implementation complexity of the proposed algorithm. The computational complexity for maintaining the version space and region of uncertainty for a general hypothesis space is an issue inherent to the disagreement-based approach. In the offline setting, several techniques have been employed to reduce the implementation complexity. In particular, reductions to supervised learning (Dasgupta et al., 2008) and neural network approximation (Cohn et al., 1994) are considered to simplify the maintenance of the region of uncertainty. These techniques can be borrowed for the online setting.

5. Conclusion and Discussion

Online active learning has received considerable less attention than its offline counterpart. Many real-time stream-based applications, however, necessitate a better understanding of this problem. This work is still limited, especially in light of the work by (Yang, 2011) that we recently discovered. A number of problems remain open. We discuss below a representative few.

We have adopted a rather limited Massart bounded noise condition. An immediate next step is to consider the Tsybakov low noise condition (Tsybakov et al., 2004), for which the Massart bounded noise condition is a special case. The algorithm developed by (Yang, 2011) was analyzed under the Tsybakov noise condition, which provides a much related reference point. A thorough comparison on equal footing is needed.

Lower bounds on the label complexity in the online setting remain open. Inspirations may be drawn from the results on the lower bounds in the offline PAC setting, for example, (Kulkarni et al., 1993).
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