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We recently studied the energy behavior of a quantum-corrected time-dependent black hole. The system analyzed was a quantum-corrected Kerr solution that settles down to a stationary configuration as the time dependence fades out. A trans-Planckian energy scaling in the vicinity of the event horizon resulted, and we proposed the trans-Planckian radiation to be the missing link in the glowing mechanism of active galactic nuclei. The main goal of the present work is to examine the scaling and structure of the radiation by analyzing the quantum momentum density. We again observe a trans-Planckian behavior. Furthermore, the momentum density displays structures that are indicative of a disk-like configuration near the equator and a collimated outflow of matter from the poles. The bipolar outflow (disk-like structure) should be an essential part of the underlying mechanism for jets (accretion disks) of active galactic nuclei.

1. Introduction

Motivated by Firewall,[1,2] we have recently explored[3–7] quantum-gravitational effects in the vicinity of the event horizon of a time-dependent black hole. It has been unraveled that, unlike previously thought, quantum-gravitational physics can have large effects, and it indeed does, especially in astrophysical environs. In particular, it has been shown that a time-dependent black hole generically has a trans-Planckian energy density in the Planck-scale vicinity of the event horizon. Recent works reporting Planckian or trans-Planckian energy in various related contexts include.[8–11] Such physics should lead to observable astrophysical phenomena: we have proposed that the quantum-gravitational effects should provide the sought-after missing link in the production mechanism of extreme high-energy radiation of active galactic nuclei (AGNs), such as quasars.1 In this work we continue to explore various issues and expand our previous results. The present focus is the radiation governed by quantum-gravitational generalization of the Poynting (or Umov-Poynting) vector, the quantum-gravitational momentum density vector. Interestingly, the momentum density vector reveals a structure that conforms to accretion disks and jets observed in AGNs. Based on this, we propose that the quantum-gravitational effects be essential to the three characteristic features of AGNs: extreme high-energy radiation, an accretion disk, and energetic bipolar jets.

Although the significance of such an analysis would have been compromised by the long-standing non-renormalizability of gravity, it has recently been established[15] that the appropriately-defined physical states of a gravity theory – which are tied with the holographic property of gravity – are renormalizable. There are several ingredients that made the renormalizability of the physical states possible. One of them is the very identification of the physical states. Although this ingredient is not necessary for the one-loop analysis, it is essential for higher-loop extension of the renormalizability. The identification has an interesting connection with the holographic property of gravity. In turn, it has been explicitly shown that holography originates from fixing the diffeomorphism gauge symmetry. On a more technical side, the use of the “traceless” propagator was another crucial ingredient. In the past it was observed in[16] and[17] that the presence of the trace mode renders the path integral ill-defined. It has been explicitly demonstrated in a perturbative Feynman-diagrammatic analysis[18] the mechanism by which the presence of the trace mode interferes with the 4D covariance of the effective action. It has also been shown that the renormalizability analysis can be extended to multi-loops. With the non-renormalizability no longer hampering our efforts, several issues at one-loop have been examined, including a revisit of explicit and extensive one-loop renormalization procedure all by itself[19,20] (see [15] for a review), the computation of the energy in the vicinity of the horizon of a time-dependent black hole,[4,5] and the analysis of black hole information in the quantum gravitational framework.[21–23]
At the technical level, the time-dependent configurations are obtained as a series-form deformation of a Kerr black hole. One crucial observation made in [4] was that it is the time-dependence arising with the quantum corrections that is important for the trans-Planckian scaling of the energy. In the present work we extend the quantum-deformation ansatz of [4] and [5] in several directions: previously, the case with a vanishing classical cosmological constant and black hole charge was considered. In the present work we address the cases without such restrictions, and demonstrate that the method remains competent. Also, only the deformations independent of the azimuthal angle were considered before. The reason for this (and the other restrictions) was essentially simplicity: since the Kerr configuration is axisymmetric, the symmetry-preserving deformations have been preferentially considered. Lift of this restriction is another generalization discussed in the present work: by taking the case of an Einstein-scalar system, we analyze a deformed solution that does have azimuthal angle dependence.

With the robustness of the method established, we continue exploring the near-horizon region. Our previous focus was the energy density. The present focus is the radiation (and other pieces of information) of the black hole system will be radiated through the momentum density vector, a generalization of the electromagnetic Poynting vector. To isolate out the quantum-gravitational momentum density vector from the stress tensor, we conduct a 3+1 splitting of the stress tensor. A close examination of the momentum density vector unravels an intense bipolar outflow of high-energy matter as well as a disk-like structure around the equator. These features should presumably play a central role in the formation of accretion disks and production of UHECR particles and jets of AGNs.

The rest of the paper is organized as follows. In Section 2 we review our recent sequels to set the stage for the further analysis. Here we survey the (A)dS Kerr-Newman solution. In Section 2.1 we then review the technique of finding a quantum-corrected solution in a series form. Our previous work of [5] covered the following case, postponing more general cases: a solution with vanishing classical part of the cosmological constant and black hole charge, \( \Lambda_0 = 0, Q = 0 \), respectively. In Section 2.2, we demonstrate that the methodology also works in a non-vanishing classical cosmological constant and black hole charge. Afterwards, we explore another direction of generalization, the 4D deformation, by taking an Einstein-scalar system. In Section 3, we analyze the quantum-gravitational momentum density. We start by conducting a 3+1 splitting of the one-loop stress tensor in Section 3.1. We isolate out the quantum gravitational momentum density vector. In Section 3.2 we review the geodesic both in the Eddington-Finkelstein and Boyer-Lindquist coordinates for its use in Section 4. By combining the results, we analyze the \( \kappa \)-scaling of the momentum density in Section 4. The \( \kappa \)-scaling of the momentum density turns out to be \( \sim \frac{1}{\kappa} \). We note that the momentum density displays disk-like and jet-like structures. We then further contemplate the implications of the results for AGN physics. In Section 5 we conclude with a summary, remarks, and further directions. Appendix A has the mode results for the 4D deformation analysis of Section 2.2; Appendix B has the results of 3+1 splitting of the scalar and one-loop graviton sectors for potential future use; the Boyer-Lindquist coordinate analysis of the Kerr geometry geodesic is given in Appendix C.

2. Review and Extension of Solutions

It has been observed in a series of our recent works that time-dependent black hole solutions display, through quantum-gravitational effects, a trans-Planckian energy scaling in the Planck-length proximity of the horizon, whereas the corresponding stationary classical solutions do not. Here we review and expand the analysis of [5] to set the stage for the momentum density vector analysis in the subsequent sections. We also cover the cases postponed in [5].

Throughout, we will consider either the following system of an Einstein-Maxwell-scalar theory with a Higgs potential as a whole or certain sub-sectors thereof,

\[
S = \frac{1}{k^2} \int d^4 x \sqrt{-g} \left[ R - 2\Lambda \right] + \int d^4 x \sqrt{-g} \left[ c_1 R^2 + c_2 R_{\mu\nu} R^{\mu\nu} + \cdots \right] - \frac{1}{4} \int d^4 x \sqrt{-g} F_{\mu\nu} F^{\mu\nu} - \int d^4 x \sqrt{-g} \left[ |\partial_{\mu} \psi - iqA_{\mu} \psi|^2 + \lambda \left( |\psi|^2 + \frac{1}{2\Lambda} \right)^2 \right]. \tag{1}
\]

The metric, vector, and scalar field equations are, respectively,

\[
R_{\mu\nu} - \Lambda g_{\mu\nu} - \frac{k^2}{2} g_{\mu\nu} \left[ \lambda \left( |\psi|^2 + \frac{1}{2\Lambda} \right)^2 - \frac{1}{4} F_{\mu\rho} F^{\rho\nu} + c_1 R^2 + (2c_1 + c_2) V^2 R + c_2 R_{\mu\nu} R^{\mu\nu} + \cdots \right]
\]

\[
+ \kappa^2 \left[ -\frac{1}{2} (\partial_{\nu} \psi - iqA_{\nu} \psi)(\partial_{\mu} \psi^* + iqA_{\mu} \psi^*) + (\mu \leftrightarrow \nu) \right] = \frac{1}{2} F_{\mu\rho} F^{\rho\nu} + 2c_1 R R_{\mu\nu} - (2c_1 + c_2) V_{\nu} V_{\mu} - 2c_2 R_{\mu\nu} R^{\mu\nu} + \cdots \right] = 0, \tag{2}
\]

\[
(V_{\nu} - iqA_{\nu}) (\nabla_{\mu} - iqA_{\mu}) \psi - V_{\nu} \psi - 2\Lambda \psi |\psi|^2 + \cdots = 0,
\]

where the \( \kappa \)-coefficients are determined by one’s renormalization conditions; \( \kappa^2 = \frac{\Gamma(2 - \frac{d}{2})}{4\pi} \). The ellipse stands for the term higher in \( \hbar \) and/or \( \kappa \). (The \( \hbar \)-dependence has been suppressed; it can be reinstated with rescaling of the \( \kappa \)-coefficients by \( c_1 \to \hbar c_1, c_2 \to \hbar c_2 \).)

Note that the action (1) is the effective action that results from quantizing both the metric and matter fields with subsequent renormalization (see, e.g., [15, 20]). It is the leading part of the

\[
c_1 = \frac{3}{80} \frac{\Gamma(2 - \frac{d}{2})}{(4\pi)^2}, \quad c_2 = \frac{7}{40} \frac{\Gamma(2 - \frac{d}{2})}{(4\pi)^2}.
\]
consider quantum action. The non-local terms related to anomalies, although important in various aspects of general relativity and cosmology (see, for instance [24, 25], in this respect), do not qualitatively change the conclusion: non-locality is related to long-distant effects.

Throughout, we employ two coordinate systems: Eddington-Finkelstein (EF) and Boyer-Lindquist (BL) coordinates. The EF coordinates turned out highly effective when it came to finding the quantum-corrected series solutions. Also, the metric is free from unphysical singularity at the horizon in the EF coordinates that simplifies the analysis of near horizon divergencies for other quantities, such as the energy and momentum densities. The (A)dS Kerr-Newman solution was long known in the BL coordinates. The BL coordinates will become relevant when studying the momentum density vector from the vantage point of an observer far away from the black hole. Before we get to the quantum deformations of an (A)dS Kerr-Newman solution, let us review it in each coordinate system as well as how to go back and forth between the two coordinate systems.

Consider an Einstein-Maxwell system. In the BL coordinates, the (A)dS Kerr-Neumann solution is given by\(^{[26,27]}\)

\[
A'_\mu = \left( \frac{Qr}{\Phi^2(r, \theta)} \Xi, 0, 0, -\frac{Qa \sin^2 \theta}{\Phi^2(r, \theta)} \Xi \right),
\]

\[
ds^2 = \left( -\Delta_r + \frac{a^2 \sin^2 \theta}{\Phi^2(r, \theta)} \Xi + \frac{2a \sin^2 \theta}{\Phi^2(r, \theta)} \Xi \right) dt^2
+ \frac{\Delta_r}{\Phi^2(r, \theta)} \Xi dr^2 + \frac{\Phi^2(r, \theta)}{\Delta_r} \Xi d\theta^2
+ \frac{\sin^2 \theta}{\Phi^2(r, \theta)} \Xi \left( -\Delta_r a^2 \sin^2 \theta + \Delta_\theta (r^2 + a^2) \right) d\phi^2,
\]

whose matrix form is

\[
g_{\mu\nu} = \begin{pmatrix}
\Phi^2(r, \theta) & 0 & 0 & a \sin^2 \theta (\Delta_r - (z^2 + a^2) \Delta_\theta) \\
0 & \Phi^2(r, \theta) & 0 & 0 \\
0 & 0 & \Phi^2(r, \theta) & 0 \\
a \sin^2 \theta (\Delta_r - (z^2 + a^2) \Delta_\theta) & 0 & 0 & \Phi^2(r, \theta)
\end{pmatrix}
\]

The cosmological constant \(\Lambda\) has been set to \(\Lambda = \frac{\lambda}{\ell^2}\) with \(\ell^2 > 0\) \((\text{dS})\), \(\ell^2 < 0\) \((\text{AdS})\).

(Later, \(\Lambda\) is split into the classical part and quantum part: \(\Lambda = \Lambda_o + \hslash \kappa^2 \Lambda_1\).

Thus, it is really \(\Lambda_o\), more precisely, that is related to \(l\), i.e., \(\Lambda_o = \frac{\lambda}{\ell^2}\). The standard Kerr case corresponds, of course, to \(\Lambda = 0\) (or \(\ell^2 \to \infty\)). In the EF coordinates\(^{[28]}\)

\[
A'_\mu = \left( \frac{Q}{2\Phi^2(r, \theta)} \Xi, 0, 0, \frac{Qa \sin^2 \theta}{2\Phi^2(r, \theta)} \Xi \right),
\]

\[
ds^2 = -\Delta_r - a^2 \Delta_\theta \sin^2 \theta \Phi^2(r, \theta)^2 \Xi dt^2 - \frac{2}{\Phi^2(r, \theta)^2} \Xi dud\phi - \frac{2a}{\Phi^2(r, \theta)^2} \Xi \sin^2 \theta dud\phi
+ \frac{2a \sin^2 \theta}{\Phi^2(r, \theta)^2} \Xi \left( (z^2 + a^2) \Delta_r - \Delta_\theta \right) dud\phi + \frac{\Phi^2(r, \theta)^2}{\Delta_r} \Xi d\phi^2
+ \sin^2 \theta \Xi \left( \Delta_r (z^2 + a^2) - \Delta_\theta a^2 \sin^2 \theta \right) d\phi^2,
\]

whose matrix form is

\[
g_{\mu\nu} =
\begin{pmatrix}
\frac{a^2 \Delta_r \sin^2 \theta}{\Phi^2(r, \theta)^2} & -1 & 0 & a \sin^2 \theta (z^2 + a^2) \\
-1 & \frac{\Phi^2(r, \theta)^2}{\Delta_r} & 0 & 0 \\
0 & 0 & \frac{\Phi^2(r, \theta)^2}{\Delta_\theta} & 0 \\
a \sin^2 \theta (z^2 + a^2) & 0 & 0 & \frac{\Phi^2(r, \theta)^2}{\Delta_r}
\end{pmatrix}
\]

where

\[
\Phi = z^2 + a^2 \cos^2 \theta, \quad \Xi = 1 + \frac{a^2}{\ell^2}, \quad \Delta_\theta = 1 + \frac{a^2}{\ell^2} \cos^2 \theta,
\]

\[
\Delta_r = (a^2 + r^2) (1 - r^2/\ell^2) = 2Mr + \kappa^2 \frac{Q^2}{4}.
\]

The gamma-function argument includes the number of space-time dimensions \(D\).

\[\text{Given that a vector field transforms according to the vector transformation law, it is puzzling that the vector fields } A'_\mu \text{ in the BL and EF coordinates, (3) and (10), respectively, are related simply by } z \leftrightarrow \frac{1}{z}.\] To
In Section 2.1 we review the technique of finding a quantum-corrected solution in a z-series. The analysis in [5] is pushed to the higher-order modes. We then generalize the analysis in several directions in Section 2.2. The generalizations are for demonstrating completeness of the method: for the study in sections 3 and 4, we consider, for technical advantages, the previous chargeless solution with zero cosmological constant, i.e., the case considered in [5] (but now worked out to higher orders of z).

2.1. Summary of Previous Works

Before we analyze the quantum-deformed solutions corresponding to the classical solution just listed, let us briefly review the works of [4] and [5], where the near-horizon energy measured by an infalling observer was calculated. With the cosmological constant split into the classical and one-loop parts, \( \Lambda = \Lambda_0 + \pi^2 \Lambda_1 \), the analysis was carried out for chargeless black holes, \( Q = 0 \), in the background with \( \Lambda_0 = 0 \).

A series form of a time-dependent solution was obtained by the following ansatz:

\[
\begin{align*}
\dot{A}_{\mu} dx^\mu &= -\frac{F(u,z,\theta)}{z^2} du^2 - \frac{2}{z^2} dudz \\
&+ 2a\left(-\frac{F(u,z,\theta)}{z^2} + 1\right) \sin^2 \theta du^2 - \frac{2a}{z^2} \sin^2 \theta d\zeta^2 \\
&+ \Phi^2(u,z,\theta) d\phi^2 \\
&+ \left(-\frac{a^2 F(u,z,\theta)}{z^2} \sin^2 \theta + 2a^2 \sin^2 \theta + \Phi^2(u,z,\theta)\right) \\
&\times \sin^2 \theta d\phi^2. 
\end{align*}
\]

(19)

with

\[
\begin{align*}
F(u,z,\theta) &= F_0(u,\theta) + F_1(u,\theta) z + F_2(u,\theta) z^2 + F_3(u,\theta) z^3 + \cdots \\
&+ \kappa^2 \left[F_{00}(u,\theta) + F_{11}(u,\theta) z + F_{22}(u,\theta) z^2 \\
&+ F_{33}(u,\theta) z^3 + \cdots \right], \\
\Phi(u,z,\theta) &= \frac{1}{z} + \Phi_0(u,\theta) + \Phi_1(u,\theta) z + \Phi_2(u,\theta) z^2 \\
&+ \Phi_3(u,\theta) z^3 + \cdots \\
&+ \kappa^2 \left[\Phi_{00}(u,\theta) + \Phi_{11}(u,\theta) z + \Phi_{22}(u,\theta) z^2 \\
&+ \Phi_{33}(u,\theta) z^3 + \cdots \right]. 
\end{align*}
\]

(20)

see what has happened, let us consider \( A_{\mu} dx^\mu \), say, in the EF coordinates,

\[
A_{\mu} dx^\mu = A_{\phi} du + A_{\phi} d\phi 
\]

By substituting (15) into this, one gets

\[
A_{\mu} dx^\mu = \frac{Q}{\Phi^2} dt - \frac{Q}{\Phi^2} \sin^2 \theta d\phi + \frac{Q}{\Lambda_z} dr. 
\]

(17)

In other words, the nonzero \( r \)-component, \( \frac{Q}{\Lambda_z} dr \), appears in the BI coordinates in addition to the terms in (3). As one can easily check, however, the difference between (3) and (17) is just a gauge: their field strengths are the same.

for the metric, and for the scalar and vector

\[
\begin{align*}
\psi(u,z,\theta,\phi) &= \psi_0(u,\theta) + \psi_1(u,\theta) z \\
&+ \psi_2(u,\theta) z^2 + \psi_3(u,\theta) z^3 + \cdots \\
&+ \kappa^2 \left[\psi_{00}(u,\theta) + \psi_{11}(u,\theta) z + \psi_{22}(u,\theta) z^2 \\
&+ \psi_{33}(u,\theta) z^3 + \cdots \right]; \\
A_{\phi}(u,z,\theta,\phi) &= (0, A_1(u,\theta), A_2(u,\theta), A_3(u,\theta))
\end{align*}
\]

with

\[
\begin{align*}
A_1(u,z,\theta) &= A_{00}(u,\theta) + A_{11}(u,\theta) z + A_{22}(u,\theta) z^2 \\
&+ A_{33}(u,\theta) z^3 + \cdots \\
&+ \kappa^2 \left[A_{00}(u,\theta) + A_{11}(u,\theta) z + A_{22}(u,\theta) z^2 \\
&+ A_{33}(u,\theta) z^3 + \cdots \right], \\
A_2(u,z,\theta) &= A_{00}(u,\theta) + A_{01}(u,\theta) z + A_{02}(u,\theta) z^2 \\
&+ A_{03}(u,\theta) z^3 + \cdots \\
&+ \kappa^2 \left[A_{00}(u,\theta) + A_{01}(u,\theta) z + A_{02}(u,\theta) z^2 \\
&+ A_{03}(u,\theta) z^3 + \cdots \right], \\
A_3(u,z,\theta) &= A_{00}(u,\theta) + A_{01}(u,\theta) z + A_{02}(u,\theta) z^2 \\
&+ A_{03}(u,\theta) z^3 + \cdots \\
&+ \kappa^2 \left[A_{00}(u,\theta) + A_{01}(u,\theta) z + A_{02}(u,\theta) z^2 \\
&+ A_{03}(u,\theta) z^3 + \cdots \right], \\
A_4(u,z,\theta) &= A_{00}(u,\theta) + A_{01}(u,\theta) z + A_{02}(u,\theta) z^2 \\
&+ A_{03}(u,\theta) z^3 + \cdots \\
&+ \kappa^2 \left[A_{00}(u,\theta) + A_{01}(u,\theta) z + A_{02}(u,\theta) z^2 \\
&+ A_{03}(u,\theta) z^3 + \cdots \right].
\end{align*}
\]

where the modes with superscript “h” represent the quantum modes. The \( h \)-dependence can be made explicit by rescaling the quantum modes by

\[
(\text{quantum mode}) \rightarrow h \ (\text{quantum mode}).
\]

Note that the time component of \( A_{\phi} \) is set to zero, \( A_{\phi} = 0 \): the ansatz is adequate only for a Kerr case but not for a Kerr-Newman.

The form of the ansatz (19) should be taken to be valid only at the \( z \)-orders that are explicitly checked, which in our case is up to \( z^3 \)-order. (For the scalar and vector field equations, we checked the 5th order as well.) In other words, although the ansatz (19) formally takes a closed form, what is strictly valid is the series form to the order explicitly checked. Nevertheless, having a closed form ansatz – which is more concise – is advantageous since conciseness is huge help in machine computing. Of course, it may well also be true that the ansatz (19) with (20) and the matter fields ansatze may well remain valid, with appropriate constraints between the modes, to all orders of \( z \).

Requiring that the solution settles down to a stationary configuration that includes the standard Kerr geometry (see below) as the time-dependence fades out, the first several \( z \)-powers of the field equations lead to a set of constraints among the modes. We have expanded them, and quote them here to point out several salient features that remain valid in the cases, to be discussed in Section 2.2, of the \( \Lambda_0 \neq 0 \), \( Q \neq 0 \), and/or \( \varphi \)-dependent deformations: for the classical modes,
for the quantum modes,

$$\begin{align*}
\partial_a \psi^h_a(u, \theta) &= 0, \quad \psi^{h_0}_a(u, \theta) = \frac{v^2 \psi^h_0(u, \theta)}{2 \lambda \psi^2_0}, \\
\psi^{h_1}_a(u, \theta) &= \frac{v^2 \psi^h_1(u, \theta)}{2 \lambda \psi^2_0}, \\
\partial_a \psi^h_a(u, \theta) &= 0, \quad \partial_a \psi^{h_0}_a(u, \theta) = \frac{v^2 \psi^h_2(u, \theta)}{2 \lambda \psi^2_0}, \\
\psi^{h_2}_a(u, \theta) &= \frac{v^2 \psi^h_3(u, \theta)}{2 \lambda \psi^2_0}, \quad \psi^{h_3}_a(u, \theta) = \frac{v^2 \psi^h_4(u, \theta)}{2 \lambda \psi^2_0},
\end{align*}$$

(23)

A robust structural pattern among the mode relationships was observed in [4] and [5]: the lowest $h$- and $\kappa$-order terms explicitly shown in the action (1), i.e., the classical action plus $R^2$, $R_\kappa$, $R^\kappa$, terms, are important in determining the building blocks, such as $\Phi^{h_1}$, of the higher modes. (The fact that the presence of $R^2$, $R_\kappa$ (but not the higher order terms) determine the building block modes can be seen by inspecting the structure of the field equations upon substituting the series ansatz.) One particularly novel feature is that, except $\psi_0$, the classical modes of the matter fields are removed, as can be seen from the vanishing classical mode results in Equation (23). In other words, if one considers purely classical field equations, the system admits non-trivial classical deformations. It is not the case once one considers the quantum-level field equations. This comes about due to the additional constraints among the classical modes, introduced by some of the leading $h$-correction parts. Those additional constraints change some of the classical parts of the solution, thus rendering the classical part of the deformation vanishing.

Since we are interested in the near-horizon physics, it is convenient to introduce a new coordinate $Y$ defined by

$$Y \equiv z - z_{EH},$$

(25)

and consider $Y$-expansion. In fact, we will also consider a more general expansion around an arbitrary fixed location, $z_0$. The classical location of the event horizon $z_{EH}$ is determined by $\Delta_1(z) = 0$. As previously mentioned, all of the classical modes (except the irrelevant mode $\psi_0$) vanish; because of this the $Y$-series expansion can be written as

$$\begin{align*}
\psi(u, z, \theta) &= \tilde{\psi}_0 + \alpha^2 \left[ \tilde{\psi}^h_0(u, \theta) + \tilde{\psi}^h_1(u, \theta) Y + \tilde{\psi}^h_2(u, \theta) Y^2 + \tilde{\psi}^h_3(u, \theta) Y^3 + \ldots \right], \\
A_1(u, z, \theta) &= \frac{4}{3} \left[ \tilde{A}^h_0(u, \theta) + \tilde{A}^h_1(u, \theta) Y + \tilde{A}^h_2(u, \theta) Y^2 + \tilde{A}^h_3(u, \theta) Y^3 + \ldots \right],
\end{align*}$$

$$\begin{align*}
\partial_a F_a^h(u, \theta) &= \frac{1}{3} \left[ 2A^2 \cot \theta \partial_\theta \Phi_{h-1}^h(u, \theta) \\
&- 12A^2 \sin \theta \cos \theta \partial_\theta \Phi_{h-1}^h(u, \theta) \\
&- 3F_h \Phi_0^h(u, \theta) + 8A^2 \Lambda_1 \cos \theta \right], \\
\partial_a \Phi_{h-1}^h(u, \theta) &= \frac{1}{4} \left[ -3 \cot^2 \theta \{ 2F_h \partial_\theta \Phi_{h-1}^h(u, \theta) + A^2 \Lambda_1 \cos 2\theta + 3 \} \\
&- 4(\cos 2\theta + 3) \csc 2\theta \partial_\theta \Phi_{h-1}^h(u, \theta) \right], \\
\partial_a \Phi_0^h(u, \theta) &= -2F_h \Phi_0^h(u, \theta) + 2 \cot \theta \partial_\theta \Phi_{h-1}^h(u, \theta), \\
\partial_a \Phi_1^h(u, \theta) &= -A^2 \sin 2\theta \partial_\theta \Phi_0^h(u, \theta), \\
\partial_a \Phi_2^h(u, \theta) &= -\frac{1}{2} \alpha^2 \cos^2 \theta \Phi_0^h(u, \theta), \\
\partial_a \Phi_3^h(u, \theta) &= \frac{7}{8} \alpha^2 \cos^2 \theta \Phi_0^h(u, \theta).
\end{align*}$$

(24)
\[ A_1(u, z, \theta) = \kappa^2 \left[ \hat{\Lambda}^\Delta_{00}(u, \theta) + \hat{\Lambda}^\Delta_{01}(u, \theta) \hat{Y} + \hat{\Lambda}^\Delta_{02}(u, \theta) \hat{Y}^2 + \hat{\Lambda}^\Delta_{03}(u, \theta) \hat{Y}^3 + \ldots \right] \]

The ‘\( \hat{\text{tilded} \text{ }} \)’ modes may be expressed as sums of the original modes.\(^4\)

There are two noteworthy features of the quantum mode relations in (24), the second of which will become quite important in later discussions. Firstly, the result, \( \partial_z \psi^\Delta_{\ell m}(u, \theta) = 0 \), implies that the building block mode \( \psi^\Delta_{\ell m}(u, \theta) \) — which is the leading boundary mode — is time-independent, but otherwise unconstrained. In particular, it does not, in general, vanish:

\[ \psi^\Delta_{\ell m}(u, \theta) = \psi^\Delta_{\ell m}(\theta) \neq 0. \] (27)

Therefore, there exist stationary quantum-deformed Kerr solutions. This seems to have an astrophysical implication: the ring-down phase of a black hole will not, in general, lead to the classical Kerr geometry. Instead, there is generally surviving quantum hair, although their effects may be small to observe. Secondly, various inverse powers of \( \sin \theta \), \( \cos \theta \) appear (often through functions such as \( \cot \theta \)) in the constraints. For example, they appear in the right-hand sides of \( F^\Delta_{\ell m}(u, \theta) \), \( \partial_z \Phi^\Delta_{\ell m}(u, \theta) \), \( \partial \Phi^\Delta_{\ell m}(u, \theta) \) etc in (24).

Although the matter modes do not, to the orders obtained in (24), contain any inverse power of \( \sin \theta \), it is expected that the higher-order modes will. This is especially the case since the different-sector modes will get widely mixed in high orders, so the metric modes, in particular, will appear in the expressions of higher matter modes.

Due to the appearance of the inverse powers of \( \sin \theta \) and \( \cos \theta \), more care should be exercised in the small-\( \theta \) region, in order to ensure convergence of the series when taking various limits. What is surprising is that this subtlety may not just be a mathematical one but could be connected with the disk-like and bipolar structures of the radiation. To take a close look at these structures, it is useful to consider an expansion around an arbitrary fixed location, \( z_0 \):

\[ \psi(u, z, \theta) = \psi_0 + \kappa^2 \left[ \psi_{\hat{\Delta}}^\Delta_{00}(u, \theta) \hat{Y} + \psi_{\hat{\Delta}}^\Delta_{01}(u, \theta) \hat{Y}^2 + \psi_{\hat{\Delta}}^\Delta_{02}(u, \theta) \hat{Y}^3 + \ldots \right], \]

\[ A_1(u, z, \theta) = \kappa^2 \left[ \hat{\Lambda}^\Delta_{00}(u, \theta) + \hat{\Lambda}^\Delta_{01}(u, \theta) \hat{Y} + \hat{\Lambda}^\Delta_{02}(u, \theta) \hat{Y}^2 + \hat{\Lambda}^\Delta_{03}(u, \theta) \hat{Y}^3 + \ldots \right]. \] (28)

where

\[ \hat{Y} = z - z_0. \] (29)

We will come back to this series in Section 4.

In the analysis in [4], the cosmological constant \( \Lambda \) was set to \( \Lambda = \Lambda_0 + \hbar \kappa^2 \Lambda_1 \) with vanishing \( \Lambda_0 \) to prevent occurrence of the undesirable feature noted for the Einstein-scalar system with a nonzero scalar mass. (Actually, the undesirable feature is not present for a massless scalar with a Higgs-type potential, such as the system of [5]. Nevertheless, the \( \Lambda_0 = 0 \) case is simpler and the analysis in [5] was carried out by maintaining the condition \( \Lambda_0 = 0 \).) The form of the vector field ansatz does not cover the charged black hole case since for that case one should have \( \Lambda_0 \neq 0 \). Another restriction was that the azimuthal angle-dependence of the deformation was not considered. We now turn to lift of these conditions.

2.2. Lift of Restrictions

In [5] we analyzed, as just reviewed, quantum correction of a chargeless black holes with a vanishing classical cosmological constant, i.e., a black hole with \( Q = 0, \Lambda_0 = 0 \). Due to the vanishing cosmological constant, the time-dependent solution settles down to a usual Kerr as opposed to a dS/AdS Kerr. To demonstrate completeness of the method, we repeat here the analysis of the cases where the black hole is charged and/or lies in a background with \( \Lambda_0 \neq 0 \). A series-form ansatz can be written down and substituted into the field equations. The classical part of the cosmological constant appears in inverse powers in some of the terms (although we do not explicitly record the mode relationships). In other words, the \( \Lambda_0 = 0 \) and \( \Lambda_0 \neq 0 \) solutions belong to distinct branches: extending the analysis to the case of a nonvanishing classical cosmological constant is thus a meaningful exercise in this sense as well. Similarly, the charged case exhibits its own peculiarities as we examine below. Lastly, we take up another case not covered in the previous works, the generalization to the azimuthal angle-dependent deformation.

\[ \Lambda_0 \neq 0 \text{ or } Q \neq 0 \]

It turns out that once one keeps \( \Lambda_0 \), which makes the classical solution substantially more complicated, the computation become much more memory-demanding (even when the charge is set to zero). We thus consider the two cases, \( \Lambda_0 \neq 0 \) and \( Q \neq 0 \), separately. Also, instead of explicitly presenting the mode results here, we are content to note some of the salient features of the analyses. For the case of a nonzero cosmological constant, one complication is that since the \( \Delta_{\lambda} \) in (14) has lower \( z \)-power terms as compared to the \( l \to \infty \), this should be reflected in the form of the \( \Delta_{\lambda} \) ansatz. (We will come back to this below when we describe...
the 4D deformations.) We checked the case of an Einstein-scalar system without the vector field; the mode relations are obtained similarly as before.

As for the charged case, the vector field ansatz requires choosing a different gauge, as anticipated in [5]. With the same forms of the ansatz for the metric and scalar as before, the ansatz for the vector field is modified to

\[ A_\mu (u, z, \theta, \phi) = (A_0 (u, z, \theta, \phi), A_1 (u, z, \theta, \phi), A_2 (u, z, \theta, \phi), A_3 (u, z, \theta, \phi)) \]

\[ A_0 (u, z, \theta, \phi) = \frac{Q}{z(z^2 + a^2 \cos^2 \theta)}. \]  

(30)

In other words, the \( A_0 \) component of the vector field is taken as the background of the Kerr geometry without the fluctuation; the fluctuation can be viewed as having been gauged away. With this arrangement the analysis can be repeated, and the mode relationships similar to the previous ones are obtained. Here we will just note some peculiarities of the results without explicitly presenting the mode relationships.

One of the lower-level mode relationships is,

\[ \partial_\mu \psi_1 (u, \theta) = i q \Phi \psi_0 \]  

(31)

where \( q \), which appears in the action (1), denotes the charge of the scalar field. This implies that \( \psi_1 (u, \theta) \) amplifies without bound as the time \( u \) increases. Such a solution cannot be viewed as a small deformation of the original Kerr geometry, although it may have some different uses. One can consider setting \( q = 0 \) to avoid such a behavior. Since some of the relationships contain \( \frac{1}{q} \), it is necessary to run the analysis from the beginning after setting \( q \) to \( q = 0 \). The resulting outcomes are much less constraining since many of the relationships before setting \( q = 0 \) contain the factor \( q \) in front; those expressions no longer yield any constraints. For this reason one must go to higher orders once one sets \( q = 0 \).

4D Perturbation

The deformations are taken to be independent of the azimuthal angle \( \phi \) in the cases considered thus far. The analysis can be straightforwardly extended to \( \phi \)-dependent deformations, and we do that for the \( \Lambda_0 \neq 0 \) case. As mentioned before, with \( \Lambda_0 \neq 0 \) the computation becomes substantially more memory-demanding: we take the Einstein-scalar sub-sector of the system (1) instead. This generalization should also be useful for the purpose of studying the configurations with more general boundary conditions, although we will not pursue that task in this work. We take the following ansatz:

\[ \Delta_\mu (u, z, \theta, \phi) = \frac{\Delta_\mu (u, \theta, \phi)}{z^4} + \frac{\Delta_\mu (u, \theta, \phi)}{z^3} + \frac{\Delta_\mu (u, \theta, \phi)}{z^2} + \ldots 

+ \kappa^2 \left[ \frac{\Delta_\mu (u, \theta, \phi)}{z^4} + \frac{\Delta_\mu (u, \theta, \phi)}{z^3} + \frac{\Delta_\mu (u, \theta, \phi)}{z^2} + \ldots \right] \]  

(32)

Note that the ansatz for \( \Delta_\mu \) starts with the \( \frac{1}{z^4} \)-term to reflect the form of the classical geometry when the classical cosmological constant is present. Repeating the analysis, one gets the mode relations whose explicit results can be found in Appendix A. One important feature, which is shared by the other cases, is that various inverse powers of \( \sin \theta \) appear. (To the orders examined, no inverse power of \( \cos \theta \) appears. It will be interesting to see whether or not they appear in higher orders. More on this in the Conclusion.)

3. Momentum Density and Geodesic 4-Velocity

The main goal of the present work, which we take up in the next section, is to study the radiation emitted by a time-dependent black hole. To that end, one of the crucial steps is isolating out the momentum density vector from the stress tensor. The task can be conveniently carried out in the ‘covariant 3+1 splitting.’ As with the energy density, the momentum density vector consists of two parts: the classical part and quantum corrections. In Section 3.1 we review the splitting, which then yields the momentum density vector, Equation (40). Since we were interested in the energy density – which is a scalar quantity – in our previous works, the geodesic in the EF coordinates was sufficient. This, however, is not the case for the present work since the momentum density is a vector quantity; the coordinate system employed matters. It is thus desirable to have the geodesic in the coordinate system adapted to the observer far away from the black hole: we review the geodesic in the BL coordinate system.

3.1. Quantum-Gravitational Momentum Density

Given a metric \( g_{\mu \nu} \) and a four-velocity \( u^\mu \) associated with a congruence of curves, one can construct projection operators onto the four-velocity direction and the directions normal to the velocity, respectively. The decomposition of the stress tensor, from which the momentum density as well as other useful quantities are obtained, can be achieved by applying an appropriate combination of the projections operators. The first step is to split the metric as

\[ g_{\mu \nu} = h_{\mu \nu} - u_\mu u_\nu \]  

(35)

where the \( h_{\mu \nu} \) denotes the induced metric of the 3D hypersurface; the velocity vector \( u_\mu \) is normalized as \( u_\mu u^\mu = -1 \). It is orthogonal to the hypersurface spanned by \( h_{\mu \nu} \); \( u_\mu h_{\nu \mu} = 0 \). (Later we will
take $\mathbf{u}^\nu$ to be $\mathbf{u}^\nu = U^\mu$, the geodesic four-velocity vector of the observer.) Let us define

$$V_{ \mu \nu} \equiv -u_\nu u_\mu,$$  

(36)

where $V^\nu_{ \mu}$ is the projection operator onto the velocity. The other projection operator is $h^\nu_{ \mu}$, where the raising of the indices is carried out by $g^\mu_{ \nu}$. These operators satisfy

$$V^\nu_{ \mu} V^\sigma_{ \nu} = \delta^\sigma_{ \mu}, \quad h^\nu_{ \mu} h^\rho_{ \nu} = h^\nu_{ \rho}, \quad V^\nu_{ \mu} h^\rho_{ \nu} = 0.$$  

(37)

The 3+1 splitting of a tensor $W_{\alpha\beta\gamma\delta\epsilon\zeta}$ can be performed by expanding the right-hand side of the following identity,

$$W_{\alpha\beta\gamma\delta\epsilon\zeta} = (h^\alpha_{ \mu} + V^\alpha_{ \mu}) (h^\beta_{ \nu} + V^\beta_{ \nu}) \cdots (h^\gamma_{ \sigma} + V^\gamma_{ \sigma}) W_{\delta\epsilon\zeta}.$$  

(38)

Applying the identity to the stress tensor $T_{\mu\nu}$, one gets

$$T_{\mu\nu} = (T_{\mu\nu} \mathbf{u}^\mu \mathbf{u}^\nu) u_\nu u_\mu + (P_{\mu\nu} + u_\mu P_{\nu}) + h^\nu_{ \mu} h^\rho_{ \nu} T_{\rho\mu},$$  

(39)

where we have introduced the momentum density vector,

$$P_{\mu\nu} \equiv -h^\sigma_{ \nu} T_{\rho\mu} u^\rho.$$  

(40)

For the present system, the stress tensor is given by $^5$

$$T_{\mu\nu} = -\frac{2}{\kappa^2} \mathcal{A}_{\mu\nu} + g_{\mu\nu} \left[ -|\mathbf{\partial}_\nu \mathbf{\psi} - i q A_{\nu} \mathbf{\psi}|^2 - \lambda \left( |\mathbf{\psi}|^2 + \frac{1}{2\lambda} \mathbf{\nabla}^2 \mathbf{\psi}^2 \right)^2 \right.$$

$$\left. - \frac{1}{4} F^2_{\mu\nu} + (c_2 R^2 - (4 c_1 + c_2) \mathbf{\nabla}^2 R + c_2 R_{\mu\nu} R_{\rho\sigma} R_{\rho\sigma}) + \ldots \right]$$  

$$+ \left[(\mathbf{\partial}_\nu - i q A_{\nu}) (\mathbf{\partial}_\mu - i q A_{\mu}) + (\mu \leftrightarrow \nu) \right] + F_{\mu\nu} F_{\nu\mu}$$

$$- 2(2 c_1 R R_{\mu\nu} - (4 c_1 + c_2) \mathbf{\nabla}^2 R, R - 2 c_2 R_{\mu\nu} R_{\rho\sigma} R_{\rho\sigma} + c_2 \mathbf{\nabla}^2 R_{\mu\nu})$$

$$+ \ldots.]$$

For our purpose this is the expression in Equation (40) to which we will return for further analysis in Section 4. However, for its clearer physical meaning, in particular, its meaning as a generalization of the electromagnetic Poynting vector, one may further split each sector of $T_{\mu\nu}$. Let us illustrate the procedure with the Maxwell’s sector; one of course gets the usual Poynting vector in terms of the electric and magnetic fields in the curved background. The corresponding analyses for the other sectors can be found in Appendix B.

Applying the identity (38) to the Maxwell sector stress-tensor

$$T^{(e.m.)}_{\mu\nu} = F_{\mu\rho} F_{\nu\rho} - \frac{1}{4} g_{\mu\nu} F_{\rho\sigma} F^{\rho\sigma},$$  

(42)

one gets

$$T^{(e.m.)}_{\mu\nu} = \left( T^{(e.m.)}_{\rho\sigma} \mathbf{u}^\rho \mathbf{u}^\sigma \right) u_\nu u_\mu + \left( P^{(e.m.)}_{\mu\nu} + u_\mu P^{(e.m.)}_{\nu}\right) + h^\nu_{ \mu} h^\rho_{ \nu} T^{(e.m.)}_{\rho\mu},$$  

(43)

where

$$P^{(e.m.)}_{\mu\nu} \equiv -h^\sigma_{ \nu} T^{(e.m.)}_{\rho\mu} u^\rho.$$  

(44)

The Maxwell field strength in terms of $E_\mu$ and $H_\rho$ fields (see, e.g., [29, 30]) is:

$$F_{\mu\nu} = (u_\mu E_\nu - u_\nu E_\mu) + \epsilon_{\mu\nu\rho} H^\rho \equiv 2 u_{\mu\nu} E_\nu + \epsilon_{\mu\nu\rho} H^\rho$$  

(45)

where $-u^\rho \epsilon_{\rho\mu\nu} \equiv E_\nu$ and $h^\rho_{ \mu} h^\nu_{ \rho} F_{\mu\nu} \equiv -\epsilon_{\mu\nu\rho} H^\rho$. It is straightforward to show

$$T^{(e.m.)}_{\mu\nu} = \frac{1}{2} \left( E^2 + H^2 \right) u_\nu u_\mu + 2 P^{(e.m.)}_{\mu\nu} u_\nu + \frac{1}{6} \left( E^2 + H^2 \right) h_{\mu\nu} + P^{(e.m.)}_{\mu\nu},$$  

(46)

where $P^{(e.m.)}_{\mu\nu}$ is a symmetric, trace-free tensor

$$P^{(e.m.)}_{\mu\nu} = \frac{1}{3} \left( E^2 + H^2 \right) h_{\mu\nu} - E_\mu E_\nu - H_\mu H_\nu.$$  

(47)

### 3.2. Geodesics in EF and BL

To compute the decomposed components of the stress tensor on the right-hand side of Equation (39), one needs the four-velocity vector, $U_\mu$. As noted in our previous works and reviewed in Section 2, the time-dependent pieces of the classical part of the quantum-level solution become constrained to vanish: the time-dependent part of the solution comes only from the quantum correction pieces. This implies that the classical part of the stress-energy is that of a Kerr geometry. Since the stress-energy tensor vanishes for a Kerr geometry, one can use the geodesic analysis of the Kerr spacetime to compute the leading quantum-gravitational correction of the energy. (This was noted in our previous works. The same is true for the momentum density. As a matter of fact, the leading behavior of the momentum density $P_\mu \sim - U_\mu \rho$, as shown in (67) below, so the result for the energy density $\rho$ can be borrowed from our previous work.) In this subsection, we review the geodesic four-velocity both in the EF and especially BL coordinates.

The metric admits two integrals, the energy and angular momentum:

$$p_1 \equiv -E = g_{\mu\nu} k^\mu U^\nu,$$  

(48)

$$p_\phi \equiv L = g_{\mu\nu} k^\mu U^\nu,$$  

(49)

The geodesic four-velocity $U^\nu \equiv \frac{dx^\nu}{d\lambda}$ with $\lambda$ being the proper-time parameter satisfies the normalization

$$g_{\mu\nu} \frac{dx^\nu}{d\lambda} \frac{dx^\nu}{d\lambda} = -s^2,$$  

(50)

with $s = 1, 0$ for the time-like and light-like cases, respectively. The geodesic four-velocity was obtained in the EF coordinates long ago in [31]. Denoting $U^\nu = (u, \dot{z}, \dot{\theta}, \dot{\phi})$ where the dot represents $\frac{d}{d\lambda}$, the four-velocity components are given by

\[\text{...}\]
\[ \dot{u} = \frac{1}{\zeta^2 + a^2 \cos^2 \theta} \left[ -a(L + aE \sin^2 \theta) + \left( \frac{1}{\zeta^2} + a^2 \right) \Delta z^{-1} (P + \sqrt{R}) \right], \]
\[ z = \frac{\zeta^2}{\zeta^2 + a^2 \cos^2 \theta} \sqrt{R}, \]
\[ \dot{\theta} = \pm \frac{1}{\zeta^2 + a^2 \cos^2 \theta} \sqrt{\Theta} \]
\[ \phi = \frac{1}{\zeta^2 + a^2 \cos^2 \theta} \left( aE + \frac{L}{\sin^2 \theta} \right) - a\Delta z^{-1} (P + \sqrt{R}), \]

with
\[ \Delta z = a^2 + z^{-2} - \frac{2M}{z}, \]
\[ P = -aL - (a^2 + z^{-2})E, \]
\[ \Theta = \mathcal{K} - (L + Ea)^2 - \cos^2 \theta \left[ a^2 (s^2 - E^2) + \frac{L^2}{\sin^2 \theta} \right], \]
\[ R = P^2 - \Delta z \left( \mathcal{K} + \frac{s^2}{z^2} \right), \]

where \( E, L \) are the energy and the angular momentum of a particle of the mass \( \mu \), respectively; \( \mathcal{K} \), called the Carter constant, is another integral of motion. Since a free-falling observer moves towards the black hole, we have chosen the negative branch.

In computing (40) one also needs the expressions for the covariant velocities (or momenta):
\[ U_u = -E, \quad U_z = \frac{1}{z^2 \Delta z} \left( P(z) + \sqrt{R} \right), \quad U_\theta = \pm \sqrt{\Theta}, \quad U_\phi = L. \]

Let us also obtain the geodesic in the BL coordinates. One way to do this is to use the coordinate transformation:
\[ U^\mu_{\text{BL}} = \frac{\partial \phi^\mu_{\text{EF}}}{\partial \phi^\mu_{\text{BL}}}, \]

where we put the subscripts and superscripts \( \text{EF}, \text{BL} \) for clarity. On account of (18), which we quote below,
\[ du = dt + \frac{\Xi}{\Delta r}(r^2 + a^2)dr, \quad d\phi = -d\varphi - \frac{\Xi a}{\Delta r} dr \]

one gets, by substituting the BL components (59) into right-hand side,
\[ U^\mu_{\text{BL}} = -\frac{\sqrt{R}}{\Delta z}. \]

Therefore the pole structure of \( U^\mu_{\text{BL}} \) is the same as \( \sim \frac{1}{\Delta z} \). Repeating the steps one can show
\[ U^u_{\text{BL}} = -E, \quad U^z_{\text{BL}} = \pm \sqrt{\Theta}, \quad U^\theta_{\text{BL}} = -L. \]

Near \( z_{\text{EH}} \), \( U_\mu \) scales as \( \sim \frac{1}{\Delta z} \), which comes from the \( \frac{1}{\Delta z} \) factor of \( U_\mu \). These results are confirmed by the direct BL-coordinate analysis presented in Appendix C.

4. Quantum Gravitational Radiation

Finally, we are ready to evaluate, at the quantum level, the momentum density Equation (40), which we quote below for convenience:
\[ P_\mu = -h_\mu^\rho T_{\rho \sigma} U^\sigma. \]

The four-velocity \( u^\mu \) in (40) has been replaced by the geodesic four-velocity \( U^\mu \) associated with the observer. We evaluate \( P_\mu \) by taking the \( Q = 0, \Lambda_0 \) system for simplicity. The qualitative features of the results thus obtained should remain the same for more general cases.

As in our previous works, only the classical part of the one-loop stress tensor (41) is needed for the computation to the leading order of the quantum corrections. (As for the solution, the quantum-corrected solution must be substituted.) This is due to the fact noted in Section 2 that the classical matter parts of the quantum solution vanish. Explicitly, the classical form of the stress-energy tensor is
\[ T^{\text{clas}}_{\mu \nu} = -\frac{2}{\kappa^2} \Lambda g_{\mu \nu} + g_{\mu \nu} \left[ -\sqrt{|\psi|} - i\sqrt{\lambda} \right] \left[ i\sqrt{\lambda} \left( |\psi|^2 + \frac{1}{2\lambda} |\psi|^2 \right)^2 - \frac{1}{4} F_{\mu \nu} F_{\mu \nu} \right] + \left( i\sqrt{\lambda} \left( |\psi|^2 + \frac{1}{2\lambda} |\psi|^2 \right)^2 - \frac{1}{4} F_{\mu \nu} F_{\mu \nu} \right) + \left( \mu \leftrightarrow \nu \right) + F_{\mu \nu} F^{\mu \nu}. \]

Another useful structure of the momentum density (64) is revealed by explicitly writing out \( h_\mu^\rho \):
\[ P_\mu = -\left( \delta_\mu^\rho + U_\rho U^\mu \right) T_{\rho \sigma} U^\sigma = -T_{\rho \sigma} U^\sigma - U_\mu (U^\rho T_{\rho \sigma} U^\sigma). \]

As we will soon see, the leading behavior comes from the second term:
\[ P_\mu \sim -U_\mu (U^\rho T_{\rho \sigma} U^\sigma) = -U_\mu \rho, \]

where \( \rho \equiv T_{\mu \nu} U^\nu U^\mu \) is the energy density, which has been computed in our previous work [5]. Below we evaluate the momentum density in the BL coordinates:
\[ p^{\text{BL}}_{\mu} \sim -U^{\text{BL}}_\mu \rho. \]

4.1. Evaluation of the Momentum Density

Let us review how the scaling of \( \rho \) was determined. The structure of the action (1) is such that the matter terms come at higher order of \( k^2 \) in the metric field equation in (2). This implies that rescalings of the matter fields are necessary for correct \( k \)-scalings of various physical quantities. Put another way, the values of the
matter fields take ‘ordinary’ numbers, i.e., numbers that are not too big or small, when specified in terms of the appropriately \( k \)-rescaled dimensionless fields which we denoted by \( \xi, a_m \):

\[
\psi = \frac{\xi}{k}, \quad A_m = \frac{a_m}{k}, \quad m = 1, 2, 3.
\]

(69)

The fields \( \xi, a_m \) have the following series expansions, the \( k \)-rescaled versions of (26):

\[
\xi(u, z, \theta) = \tilde{\xi}_0 + k^\tau \left[ \tilde{\xi}^0_{\text{ih}}(u, \theta) + \tilde{\xi}^0_{\text{zt}}(u, \theta) Y + \tilde{\xi}^0_{\text{zt}}(u, \theta) Y^2 + \tilde{\xi}^0_{\text{zt}}(u, \theta) \right] + \ldots,
\]

(70)

More generally, we denote the modes of the \( \hat{Y} \)-series (cf. (28)) with hats:

\[
\hat{\xi}(u, z, \theta) = \tilde{\xi}_0 + k^\tau \left[ \tilde{\xi}^0_{\text{ih}}(u, \theta) + \tilde{\xi}^0_{\text{zt}}(u, \theta) Y + \tilde{\xi}^0_{\text{zt}}(u, \theta) Y^2 + \tilde{\xi}^0_{\text{zt}}(u, \theta) \right] + \ldots,
\]

(71)

where \( \tilde{\xi}^0_{\text{ih}}, \tilde{\xi}^0_{\text{zt}}, \tilde{\xi}^0_{\text{zt}}(u, \theta) \) is a quantity that is proportional to \( T_{\text{ih}} \), whose explicit expression is given by:

\[
f_{(\rho, \Theta^0, \Theta^0, \Theta^0, \Theta^0)} = \frac{1}{\sin^2 \theta (a^2 z_{\text{EH}}^2 \cos^2 \theta + 1)} \left( a^2 z_{\text{EH}}^2 \sin^4 \theta (\partial_\theta \tilde{\Theta}^0)^2 + z_{\text{EH}}^2 (\partial_\theta \tilde{\Theta}^0)^2 + \sin^2 \theta \left[ z_{\text{EH}}^4 (\partial_\theta \tilde{\Theta}^0)^2 + a^2 z_{\text{EH}}^2 \cos^2 \theta - 2 M z_{\text{EH}}^4 + 1 \right] + 2 a z_{\text{EH}}^4 \partial_\theta \tilde{\Theta}^0 \partial_\theta \tilde{\Theta}^0 (a^2 z_{\text{EH}}^2 \cos^2 \theta + 1) \right) + \ldots.
\]

(74)

The ellipses represent the terms higher in \( k \) or \( h \).

With the reminder above, let us now turn to the evaluation of \( P_{\mu}^\text{EL} \). We examine two aspects: its \( k \)-scaling and \( \theta \)-dependence. As we have pointed out in Section 3, the leading behavior of \( U_{\rho} \) is:

\[
U_{\rho} \sim \frac{1}{k^2}.
\]

(75)

Note that this comes from the \( \mu = r \), i.e., the radial direction. Combining with the result of \( \rho \), one gets, for the \( k \)-scaling of \( P_{\mu}^\text{EL} \):

\[
P_{\mu}^\text{EL} \sim \frac{1}{k^4}.
\]

(76)

The leading behavior of each term in (39) is determined by the four-velocity and is the same as \( \frac{1}{k^2} \). The momentum density \( P_{\rho} \) contains a factor of a four-velocity, and this is why it has the higher inverse \( k \)-scaling order, compared with that of the energy density \( \rho \).

For the \( \theta \)-dependence, note that \( P_{\rho} \) is to be integrated over a two-sphere to eventually compute the flux; thus the proper quantity to look at is \( P_{\rho}^\text{EL} \sin^2 \theta \). Also, since \( U_{-} \) – which gives the leading \( k \)-scaling among \( U_{\mu} \) components – does not have \( \theta \)-dependence, one can simply examine the \( \theta \)-dependence of \( P_{\rho} \) (therefore the disk-like and jet structures are already manifest in \( \rho \)), which in turn is determined by \( f_{(\rho, \Theta^0, \Theta^0, \Theta^0, \Theta^0)} \):

\[
P_{\rho}^\text{EL} \sin^2 \theta \sim f \sin^2 \theta.
\]

(77)

Before getting to the algebra, let us develop some physical pictures, namely along the astrophysical context. The time evolution of the system will depend on various parameters, including the boundary conditions. Since the series solution technique is expected to work well with small deformations, one has to see to it that the function \( f \) is examined in the corresponding regime. The variables of \( f \) are \( \theta, a, M \), and the quantum modes. Therefore one should consider a regime in which, roughly speaking, the mode values are small compared with \( a \) and \( M \). This will ensure that the perturbation preserves the underlying Kerr geometry. One should thus carry out a large \( a \) and/or \( M \) expansion of \( f \sin^2 \theta \). The regime of the parameter space becomes narrower once we consider an astrophysical black hole: they are expected to rotate very fast, \( a \sim M \). Another simplifying (but natural) condition is weak \( \theta \)-dependence of the modes, \( (\rho, \Theta^0, \Theta^0, \Theta^0, \Theta^0) \). They play the role of boundary modes, and their strong \( \theta \)-dependence would,
undesirably, makes things weigh toward the perturbation instead of the black hole.

With this primer, we examine $f$ in the regime specified by the following two conditions. Firstly, we consider weak $\theta$-dependence of the quantum deformations, except the $\theta \ll 1$ or $|\frac{\pi}{2} - \theta| \ll 1$ or $\pi - \theta \ll 1$ region where more care is needed when taking various limits. We consider the region where $\theta \ll 1$ and $|\frac{\pi}{2} - \theta| \ll 1$ and $\pi - \theta \ll 1$. The weak $\theta$-dependence condition is a simple and convenient setup to study the subsequent evolution of the original Kerr black hole. Secondly, we consider a fast-rotating limit with a large black hole mass of the original Kerr. In other words, we consider $a \sim M \gg 1$. The large mass condition is to ensure that the black hole deformations are small. The fast rotation condition is a natural one since most of the astronomical black holes must rotate fast. In this regime (see (74)),

$$ f \sin^2 \theta \sim 2 \sin^2 \theta |\partial_a \tilde{h}|^2 $$

$$ + \frac{\sin^2 \theta z_{\tilde{h}}^2 (\partial_a \tilde{h})^2}{a^2(1 - \sin^2 \theta)} z_{\tilde{h}}^2 + 1 + \cdots $$

and thus $\partial_a f$ takes

$$ \partial_a f(\sin^2 \theta) $$

$$ \sim 2 \theta \left[ 2|\partial_a \tilde{h}|^2 + \frac{(z_{\tilde{h}}^2 + a^2 z_{\tilde{h}}^2(\partial_a \tilde{h})^2 + a^2 z_{\tilde{h}}^2(\partial_a \tilde{h})^2)}{(a^2(1 - \sin^2 \theta))} z_{\tilde{h}}^2 + 1 + \cdots \right] $$

where we have not explicitly recorded the terms on which $\partial_a$ acts on the matter modes. The square bracket term will be dominated by the first term and the extrema are determined by the $\sin 2\theta$-factor: the minimum occurs at $\theta = 0, \pi$ and the maximum at $\theta = \frac{\pi}{2}$. This indicates that for the extrema one should consider the region $\theta \ll 1$ or $|\frac{\pi}{2} - \theta| \ll 1$ or $\pi - \theta \ll 1$. However, these extrema are overshadowed by the divergent behaviors at $\theta = 0, \frac{\pi}{2}, \pi$, as we will now see. Let us turn to the region $\theta \ll 1$ or $|\frac{\pi}{2} - \theta| \ll 1$ or $\pi - \theta \ll 1$. Unlike the region just considered, it is not obvious whether or not the terms on which $\partial_a$ acts on the matter modes can be disregarded. However, this doesn’t matter since $f \sin^2 \theta$ clearly shows a blowing-up behavior, and it is not necessary to examine its $\theta$-derivative. We will focus on the small $\theta$; the story for the $\theta \sim \frac{\pi}{2}$ or $\theta \sim \pi$ region is similar. When the angle $\theta$ is not too small (or too close to $\frac{\pi}{2}, \pi$), one can take the modes as small as desired and the corresponding value of $f \sin^2 \theta$ will remain bounded. In contrast, in $\theta \ll 1$ region, it is not possible to keep the modes bounded, and overall, the $f \sin^2 \theta$ value will blow up. To see this, it is useful to consider an arbitrary fixed location:

$$ z_0 : \text{arbitrary fixed location} $$

such that

$$ z_0 \ll z_{\tilde{h}} \text{ or } r_0 = \frac{1}{z_0} \gg r_{\tilde{h}}. $$

Although we obtain the expression $f$ in (74) for $z_{\tilde{h}}$, the corresponding expression for $z_0$ is given by the same function $f$ (put differently, (74) was obtained by substituting $z_0 = z_{\tilde{h}}$ in the following),

$$ f(\tilde{h}, \tilde{h}^h, \tilde{h}_0^h, \tilde{h}_0^h) $$

$$ = \frac{1}{\sin^2 \theta (a^2 z_0^2 \cos^2 \theta + 1)} \left( a^2 z_0^2 \sin^2 \theta (\partial_a \tilde{h})^2 + z_0^2 (\partial_a \tilde{h})^2 \right) $$

$$ + \sin^2 \theta \left[ z_0^2 (\partial_a \tilde{h})^2 \right] \left( a^2 z_0^2 \cos^2 \theta - 2Mz_0 + 1 \right) $$

$$ + 2a z_0^2 (\partial_a \tilde{h}) (\partial_a \tilde{h})^2 $$

$$ + 2az_0^2 (\partial_a \tilde{h}) (\partial_a \tilde{h})^2 $$

$$ + \cdots $$

(82)

In the $M \gg 1$, $a \sim M$ regime, one gets

$$ f \sin^2 \theta \sim 2 \sin^2 \theta |\partial_a \tilde{h}|^2 $$

$$ + \frac{z_0^2 \sin^2 \theta (\partial_a \tilde{h})^2 + (\partial_a \tilde{h})^2}{a^2(1 - \sin^2 \theta)} z_0^2 + 1 + \cdots $$

(83)

which is nothing but (78) with $z_{\tilde{h}}$ replaced by $z_0$. What is important is the fact that eventually things will be dominated by $\theta \to 0$ limit. Let us focus on the first term of (83) since the second term is subleading. (Inclusion of the second term does not change the qualitative conclusion.) We now reason that the first term, and therefore $f \sin^2 \theta$ as a whole, increases without bound as one approaches the small-$\theta$ region. The crux of the argument is that the modes appearing in the $\tilde{h}$ series in (71), in particular, $\tilde{h}^h_0$, have such a characteristic. The series (71) can still be made to converge by sufficiently narrowing the range of $z$ around $z_0$. In other words, one can just look at things right around $z_0$. To see that $\tilde{h}^h_0$ blows up in the small-$\theta$ region, let us recall the feature noted in section 2.1: various inverse powers of $\sin \theta$ appear in some of the modes. The modes results in (24) have been obtained by setting $z_0 = 0$, the asymptotic boundary. By comparing the series expansions of $\tilde{h}$ for $z_0 = 0$ and $z_0 \neq 0$ cases one can easily deduce that the hatted modes of $\tilde{h}$ field are given by linear combinations of the unhatted modes; $\tilde{h}^h_0$, among other fields, is expressed as a linear combination of the entire tower of $\tilde{h}_i$:

$$ \tilde{h}_i^h = \tilde{h}_i^h (\tilde{h}^h_0), i = 0, 1, 2, \cdots $$

(84)

As noted in section 2.1, some of $\tilde{h}_i^h$ contain inverse powers of $\sin \theta$, and thus imply divergence of $\tilde{h}^h_0$.

To summarize, the momentum vector will have a controlled behavior outside of the region $\theta \ll 1$ or $|\frac{\pi}{2} - \theta| \ll 1$ or $\pi - \theta \ll 1$. However, the solution displays strong emissions near the poles and equator. To our knowledge, these findings are not inconsistent with actual observations. Further out, we believe that they have the potential to provide links to complete mechanisms for AGN jets and accretion disks. The findings are qualitatively compared with observations and theoretical models below.

### 4.2. Implications for AGN Physics

As well known in the astrophysical literature, AGNs have several characteristic features: enormous luminosity, accretion disk, and...
jets. It is also known that part of the UHECR, \( \sim 10^9 \) GeV, originate from AGNs. Although there has been significant progress (see, e.g., [33]), their production apparatuses are not well understood currently. The common missing link in the mechanisms in these phenomena appears to be how extreme high energy particles are generated by the black hole. Since our result naturally leads to a bulk production of trans-Planckian radiation in the vicinity of the horizon, it may well provide the missing link. The bipolar emission certainly resembles jets of an AGN, and according to our solution the jets start at the event horizon. It may be possible to compare this with near-future x-ray observations. As for the accretion disk observation, we are not aware of observational results that have probed the far inner structure of an accretion disk. Ideally, this would require use of an x-ray (or still better, \( \gamma \)-ray) probe. As for the theoretical side, our disk structure is different from the existing accretion disk theories in that ours displays strong radiation through the equator. Some of these issues are further discussed in the Conclusion.

5. Conclusion

Although it has been widely believed that the quantum gravitational effects are far too small and thus negligible, it has been explicitly demonstrated that that is not always the case.\(^{[1,4]}\) Continuing our endeavour of exploring the near-horizon physics of a quantum-corrected solution of an Einstein-Maxwell-scalarsystem, in this work we have analyzed the momentum density vector. As in our recent sequels, we have analyzed the one-loop quantum-gravitational corrections. To demonstrate the robustness of the method employed, we have started by generalizing our previous results in several directions: we have extended the analysis to the previously uncovered cases of the non-vanishing cosmological constant and black hole charge. As the main task we have analyzed the quantum-gravitational Poynting vector and examined its near horizon behaviors. The momentum density scales as \( \frac{1}{x} \) and displays the structures that are in line with an accretion disk and jets of an AGN.

As noted in [5], time-dependence is crucial for the trans-Planckian scaling. Then there is the question of how generically the time-dependence occurs. As commented on in Section 2, the quantum-deformed solution can be time-independent. However, the time-independent quantum-deformed solutions will be of measure-zero compared to the time-dependent ones.

There are several future directions.

The fact that the \( z \)-expansion works well whereas the \( Y \)-expansion does not may be a reflection of the fact that the physical states are determined by the boundary degrees of freedom. Not unrelated to this, it seems tempting to relate the metric boundary mode(s) to the field of the reduced Lagrangian obtained in [22]. It will be interesting to make this potential connection more accurate.

A relatively urgent direction is to study the quantum effects on the apparent horizon, event horizon, and singularity. It should be possible, at least for some simpler systems, to explicitly determine the AH and EH. With the trans-Planckian energy at the EH, one will not have access to the singularity. Nevertheless, it will be of some interest to examine the singularity at the quantum level. In particular, our setup may provide an arena to tackle the question of whether or not the quantum effects resolve the singularity. For this purpose, it will be necessary to consider (71) with \( z_0 \) approaching infinity. More work will be required to see whether or not one could make things sensible in such a limit.

Further exploration of the implications of our result to AGN physics will be worth it. The picture that we have for the accretion disks and jets is as follows. An astrophysical accretion disk of a black hole will play the role of sending the matter passing down to the innermost circular orbit. It is then the quantum gravitational process that produces the trans-Planckian energy and radiation from the infalling matter.

There are several things to be further investigated to make the connection more plausible. For instance the energy scale of UHECRs, \( \sim 10^9 \) GeV, is lower than the Planck scale by a factor of \( 10^{10} \). The lion’s share of this difference should be attributed to the potential energy loss over the black hole potential. Also, in the astrophysical literature there are results that seem consistent with a corona structure. It will be of some interest to study whether certain types of coronas may be a byproduct of the influence of the jets on the complex environs of a real astrophysical black hole. Still another potentially interesting issue is the fact that in the case of the Einstein-scalar system whose modes relations are listed in Appendix A, inverse powers of \( \cos \theta \) do not appear. This implies that the disk structure of the system is much weaker than that of the Einstein-Maxwell-scalar system. It is not clear at this point whether or not this absence of \( \sec \theta \) factors is due to the lower orders of the analysis. It may well be. If it is not an artifact of the low orders, it seems to be at odds with the astrophysical literature where the magnetic field plays an important role in jet formation.

Appendix A: 4D Perturbation (Einstein-Scalar Case with CC)

In our previous works we only considered the axisymmetric deformations. In Section 2.2, extension to the full 4D deformations is discussed. For this part of the exercise, we take the following Einstein-scalar system:

\[
S = \frac{1}{k^2} \int d^4x \sqrt{-g} \left[ R - 2\Lambda \right] \\
+ \int d^4x \sqrt{-g} \left[ c_i R^2 + c_i R_{\mu \nu} R^{\mu \nu} + \cdots \right] \\
- \int d^4x \sqrt{-g} \left[ |\partial_\mu \psi|^2 + \lambda \left( |\psi|^2 + \frac{1}{2\lambda^2} \psi^2 \right)^2 \right].
\]

(A1)

By taking the ansatz in Equations (32)–(34), one gets, after going through the ‘usual routines,’

\[
\begin{align*}
\psi_0(u, \theta, \phi) &= \psi_0, \\
\psi_0^*(u, \theta, \phi) &= -\frac{v^2}{2\lambda^2} \psi_0, \\
\psi_1(u, \theta, \phi) &= 0, \\
\Delta_{-\frac{1}{3}}(u, \theta, \phi) &= -\frac{\Lambda_0}{3}, \\
\Delta_{-1}(u, \theta, \phi) &= 0, \\
\Delta_{-1}(u, \theta, \phi) &= 0, \\
\Delta_{-1}(u, \theta, \phi) &= 0.
\end{align*}
\]
\[
\Phi_0(u, \theta, \phi) = 1, \quad \Phi_1(u, \theta, \phi) = 0, \quad \Phi_2(u, \theta, \phi) = 0
\]

(provided additional insights, and may be useful for future research. The splitting of the Maxwell’s sector has been reviewed in Section 3.1. Here we carry out the splitting of the scalar and one-loop graviton sectors.

Note that the stress tensor (41) is such that the classical part consists of matter terms whereas the quantum correction is purely of the graviton sector. Denoting the classical part by \(T^{(\text{class})}\) and quantum part by \(T^{(\text{quan})}\), it can be written as

\[
T_{\mu\nu} = T^{(\text{class})}_{\mu\nu} + T^{(\text{quan})}_{\mu\nu},
\]

where

\[
T^{(\text{class})}_{\mu\nu} = \frac{2}{k^2} \Lambda g_{\mu\nu},
\]

\[
+ g_{\mu\nu} \left[ -|\partial_\mu \psi - i q A_\mu \psi|^2 - \lambda \left( |\psi|^2 + \frac{1}{2\Lambda} \nabla^2 \right)^2 - \frac{1}{4} F_{\mu\nu}^2 \right]
\]

\[
+ \left[ (\partial_\mu \psi - i q A_\mu \psi)(\partial_\nu \psi^* + i q A_\nu \psi^*) + (\mu \leftrightarrow \nu) \right]
\]

\[
+ F_{\mu\nu} F^{\mu\nu},
\]

\[
T^{(\text{quan})}_{\mu\nu} = g_{\mu\nu} \left( c_1 R^2 - (4c_1 + c_2) \nabla^2 R + c_2 R_{\mu\nu} R^{\mu\nu} \right)
\]

\[
-2(2c_1 RR_{\mu\nu} - (2c_1 + c_2) \nabla_\mu \nabla_\nu R - 2c_2 R_{\mu\nu} R^{\mu\nu} + c_2 \nabla^2 R_{\mu\nu})
\]

\[
+ \ldots.
\]

One can also split the classical part:

\[
T_{\mu\nu}^{(\text{class})} = T^{(\text{scalar})}_{\mu\nu} + T^{(\text{em})}_{\mu\nu},
\]

where

\[
T^{(\text{em})}_{\mu\nu} = F_{\mu\rho} F^{\rho\nu} - \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} F^{\rho\sigma} F^{\mu\nu},
\]

\[
T^{(\text{scalar})}_{\mu\nu} \equiv \left[ D_\mu \psi \bar{D}_\nu \psi^* + D_\mu \bar{D}_\nu \psi \right]
\]

\[
- g_{\mu\nu} \left[ D_\mu \psi \bar{D}\psi^* + \lambda \left( |\psi|^2 + \frac{1}{2\Lambda} \nabla^2 \right)^2 \right]
\]

with

\[
D_\mu \psi \equiv \partial_\mu \psi - i q A_\mu \psi, \quad \bar{D}_\mu \psi \equiv \partial_\mu \psi^* + i q A_\mu \psi^*.
\]

**Scalar Sector:** By applying (39) to the scalar sector, one gets

\[
T^{(\text{scalar})}_{\mu\nu} = \left( T^{(\text{scalar})}_{\mu\nu} u^a u^b \right) + \left( p^{(\text{scalar})}_{\mu\nu} u^a + u_a p^{(\text{scalar})}_{\mu\nu} \right)
\]

\[
+ h_{\mu\nu} h^{a} T^{(\text{scalar})}_{\mu\nu}.
\]

By working out the three terms in (B6), one gets

\[
T^{(\text{scalar})}_{\mu\nu} = u_{\mu} u_{\nu} \left[ 2D_\mu \bar{D}_\nu \psi + D_\mu \bar{D}\psi^* + \lambda \left( |\psi|^2 + \frac{1}{2\Lambda} \nabla^2 \right)^2 \right]
\]

\[
- 2u_{\mu} \bar{D}_\nu \psi^* D_\nu - 2u_{\mu} D_\nu \bar{D}_\psi
\]

**Appendix B: Splitting of Each Sector of Stress Tensor**

The 3+1 splitting of the stress tensor is given in Equations (39). Although the form of the momentum density in (40) is sufficient for the further evaluation in Section 4, splitting of each sector provides additional insights, and may be useful for future research. The splitting of the Maxwell’s sector has been reviewed in Section 3.1. Here we carry out the splitting of the scalar and one-loop graviton sectors.

Note that the stress tensor (41) is such that the classical part consists of matter terms whereas the quantum correction is purely of the graviton sector. Denoting the classical part by \(T^{(\text{class})}\) and quantum part by \(T^{(\text{quan})}\), it can be written as

\[
T_{\mu\nu} = T^{(\text{class})}_{\mu\nu} + T^{(\text{quan})}_{\mu\nu},
\]

where

\[
T^{(\text{class})}_{\mu\nu} = \frac{2}{k^2} \Lambda g_{\mu\nu},
\]

\[
+ g_{\mu\nu} \left[ -|\partial_\mu \psi - i q A_\mu \psi|^2 - \lambda \left( |\psi|^2 + \frac{1}{2\Lambda} \nabla^2 \right)^2 - \frac{1}{4} F_{\mu\nu}^2 \right]
\]

\[
+ \left[ (\partial_\mu \psi - i q A_\mu \psi)(\partial_\nu \psi^* + i q A_\nu \psi^*) + (\mu \leftrightarrow \nu) \right]
\]

\[
+ F_{\mu\nu} F^{\mu\nu},
\]

\[
T^{(\text{quan})}_{\mu\nu} = g_{\mu\nu} \left( c_1 R^2 - (4c_1 + c_2) \nabla^2 R + c_2 R_{\mu\nu} R^{\mu\nu} \right)
\]

\[
-2(2c_1 RR_{\mu\nu} - (2c_1 + c_2) \nabla_\mu \nabla_\nu R - 2c_2 R_{\mu\nu} R^{\mu\nu} + c_2 \nabla^2 R_{\mu\nu})
\]

\[
+ \ldots.
\]

One can also split the classical part:

\[
T_{\mu\nu}^{(\text{class})} = T_{\mu\nu}^{(\text{scalar})} + T_{\mu\nu}^{(\text{em})},
\]

where

\[
T_{\mu\nu}^{(\text{em})} = F_{\mu\rho} F^{\rho\nu} - \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} F^{\rho\sigma} F^{\mu\nu},
\]

\[
T_{\mu\nu}^{(\text{scalar})} \equiv \left[ D_\mu \psi \bar{D}_\nu \psi^* + D_\mu \bar{D}_\nu \psi \right]
\]

\[
- g_{\mu\nu} \left[ D_\mu \psi \bar{D}\psi^* + \lambda \left( |\psi|^2 + \frac{1}{2\Lambda} \nabla^2 \right)^2 \right]
\]

with

\[
D_\mu \psi \equiv \partial_\mu \psi - i q A_\mu \psi, \quad \bar{D}_\mu \psi \equiv \partial_\mu \psi^* + i q A_\mu \psi^*.
\]

**Scalar Sector:** By applying (39) to the scalar sector, one gets

\[
T_{\mu\nu} = \left( T^{(\text{scalar})}_{\mu\nu} u^a u^b \right) + \left( p^{(\text{scalar})}_{\mu\nu} u^a + u_a p^{(\text{scalar})}_{\mu\nu} \right)
\]

\[
+ h_{\mu\nu} h^{a} T^{(\text{scalar})}_{\mu\nu}.
\]
\[-h_{\mu\nu} \left[ D_{\nu} \psi D^{\nu} \psi^* + \lambda \left( |\psi|^2 + \frac{1}{2\lambda} \psi^2 \right) \right] + D_{\mu} \psi D_{\nu} \psi^* \]
\[+ D_{\nu} \psi D_{\mu} \psi^* \]
\[= (B7) \]

where
\[D \equiv u^\mu D_{\mu}, \quad \bar{D} \equiv u^\nu \bar{D}_{\nu}, \quad D_{\mu} \equiv h_{\mu}^\nu \bar{D}_{\nu}, \quad \bar{D}_{\mu} \equiv h_{\mu\nu} \bar{D}_{\nu}. \]

From (B7) one reads off
\[p^{(\text{scalar})}_{\mu} = -\bar{D}_{\nu} \psi^* D_{\mu} \psi - D_{\mu} \psi D_{\nu} \psi^*. \]
\[= (B9) \]

One-Loop Graviton Sector: For the graviton sector (B3), we split, for convenience, \(T^{(\text{grav})}_{\mu\nu}\) as
\[T^{(\text{grav})}_{\mu\nu} = g_{\mu\nu} T_1 - T_{2,\mu\nu}, \]
\[= (B10) \]
\[T_1 = c_1 R^2 - (4c_1 + c_2) \nabla^2 R + c_2 R_{\mu\nu} R^{\mu\nu}, \]
\[= (B11) \]
\[T_{2,\mu\nu} = 2 \left( 2c_1 R R_{\mu\nu} - 2(c_1 + c_2) \nabla_{\mu} \nabla_{\nu} R - 2c_2 R_{\mu\nu\rho\sigma} R^{\rho\sigma} + c_2 \nabla^2 R_{\mu\nu} \right). \]
\[= (B12) \]

Further noting that
\[g_{\mu\nu} T_1 = h_{\mu}^\nu T_1 - u_{\mu} u_{\nu} T_1, \]
\[= (B13) \]
and
\[T_{2,\mu\nu} = h_{\mu}^\rho h_{\nu}^\sigma T_{2,\rho\sigma} + 2 P^{(\rho)}_{\mu} (u_\rho) + u_{\mu} u_{\nu} \rho^{(\mu)}, \]
\[= (B14) \]

where
\[\rho^{(\nu)} \equiv T_{2,\rho\sigma} u^\rho u^\sigma \]
\[= (B15) \]
\[P^{(\rho)}_{\mu} = -h_{\mu}^{\rho} T_{2,\rho\sigma} u^\sigma. \]
\[= (B16) \]

With this, the quantum part of the stress tensor \(T^{(\text{quant})}_{\mu\nu}\) can be rewritten
\[T^{(\text{quant})}_{\mu\nu} = -\left( \rho^{(\nu)} + T_1 \right) u_{\mu} u_{\nu} - 2 P^{(\rho)}_{(\mu)} u_{\rho} + T_1 h_{\mu\nu} - h_{\mu}^{\rho} h_{\nu}^{\sigma} T_{2,\rho\sigma}. \]
\[= (B17) \]

The Riemann tensor splits as follows,[32]
\[R_{\mu\nu}^{\rho\sigma} = 4 \epsilon_{\mu\nu}^{\rho\sigma} H_{\epsilon_{\rho\sigma}} + 2 \left( \epsilon_{\mu\nu}^{\rho\sigma} H_{\epsilon_{\rho}} + \epsilon_{\mu\sigma}^{\rho\nu} u_{\rho} \right) + \epsilon_{\mu\nu}^{\rho\sigma} u_{\rho} \epsilon_{\sigma}^{\nu} \bar{F}_{\mu\nu} \]
\[= (B18) \]

where
\[E_{\rho\sigma} \equiv R_{\mu\rho\sigma\nu} u^\mu u^\nu, \]
\[= (B19) \]
\[H_{\rho\sigma} \equiv R_{\mu\rho\sigma\nu} u^\mu u^\nu = \frac{1}{2} \epsilon_{\rho\sigma}^{\mu\nu} R_{\mu\rho\sigma\nu} u^\mu u^\nu, \]
\[= (B20) \]
\[F_{\rho\sigma} \equiv R_{\mu\rho\nu\sigma} u^\mu u^\nu = \frac{1}{4} \epsilon_{\rho\sigma}^{\mu\nu} \epsilon_{\mu\nu}^{\rho\sigma} R_{\rho\sigma\nu\mu} u^\mu u^\nu. \]
\[= (B21) \]

It follows from these that \(E_{\rho\sigma} = E_{\rho\sigma}, F_{\rho\sigma} = F_{\rho\sigma}, H_{\rho\sigma} = H_{\rho\sigma}\) is of arbitrary symmetry, but trace-free: \(H_{\rho\sigma} = 0\). Taking the trace over the 1st and the 3rd indices gives the Ricci tensor:
\[R^\rho_{\sigma} = E^\rho_{\nu} u^\nu_{\rho} - E^\rho_{\nu} u^\nu_{\sigma} - \epsilon^{\rho\sigma\mu\nu} H_{\mu\nu} u_{\rho} u_{\sigma} \]
\[- \epsilon_{\rho\sigma\mu\nu} H^{\mu\nu} u^\nu_{\sigma} - F^\rho_{\sigma} + F_{\rho}^{\mu\nu} h^\rho_{\sigma}. \]
\[= (B22) \]

For the Ricci scalar, one gets
\[R = 2(F^\rho_{\sigma} - E^\rho_{\sigma}) = 2(\text{Tr} F - \text{Tr} E). \]
\[= (B23) \]

We consider two examples. The first example is \(R_{\nu\mu} R^\nu_{\mu}\) that appears in \(T_1\); one can show, after some algebra,
\[R_{\nu\mu} R^\nu_{\mu} = (\text{Tr} E)^2 + (\text{Tr} F)^2 + 2 \text{Tr} F \text{Tr} E + 2 \text{Tr} (E^2) + 2 \text{Tr} (E F) + 2 \text{Tr} F (E F) + 2 \text{Tr} F^2 + 4 \text{Tr} H, \]
\[= (B24) \]

where \(H_{\rho\sigma}\) is the antisymmetric part of \(H_{\rho\sigma}\) and \(\text{Tr} H^2 = \tilde{H}^{\mu\nu} \tilde{H}_{\mu\nu}\). For the second example, let us consider \(\nabla_{\nu} \nabla_{\rho} R\) that appears in \(T_{2,\mu\nu}\): defining
\[\nabla_{\nu} \nabla_{\rho} R = u_{\mu} u_{\nu} \tilde{\nabla}^\nu R + \left[ \nabla_{\nu} \nabla_{\rho} R - (\nabla_{\nu} u_{\rho}) \tilde{\nabla} R \right] - [u_{\mu} \tilde{\nabla}_{\nu} R + u_{\nu} \tilde{\nabla}_{\mu} R - u_{\mu} (\tilde{\nabla}_{\nu} u_{\rho}) \tilde{\nabla} R]. \]
\[= (B26) \]

**Appendix C: Kerr Spacetime Geodesics in the BL**

Because we couldn’t find a review in the literature that contains all of the BL geodesic results used in Section 4, we review them here. The metric we consider is the pure Kerr metric with \(l^2 = 0\) and \(Q = 0\) in (4). The metric admits two Killing vectors:
\[k^\rho = (1, 0, 0, 0), \quad k^\rho = (0, 0, 0, 1), \]
\[= (C1) \]
which leads to two integrals to the geodesic equations: the energy
\[p_1 \equiv -E = g_{\rho\nu} k^\nu U^\rho, \]
\[= (C2) \]
and angular momentum projection
\[p_\phi \equiv L_{BL} = g_{\rho\phi} k^\rho U^\phi, \]
\[= (C3) \]

where we have introduced \(L_{BL}\) to distinguish it from \(L\) of the EF; due to the sign conventions of the azimuthal angles, one has \(L_{BL} = -L\). Following Carter,[31] the rest of the moments (recall, \(p_\mu = g_{\rho\phi} x^\rho\), where the dot denotes the derivative with respect to the proper-time \(\lambda\)) come from the Hamilton-Jacobi (HJ) equation
\[\frac{\partial S}{\partial \lambda} = H(p = \frac{\partial S}{\partial x}, x) = \frac{1}{2} g^{\rho\nu} \left( \frac{\partial S}{\partial x^\rho} \right) \left( \frac{\partial S}{\partial x^\nu} \right). \]
\[= (C4) \]
with $H(p, x) = 1/2g^{\mu\nu} p_\mu p_\nu = -\frac{1}{2}s^2$ ($s = 0, 1$ are the null and timelike geodesics, respectively) and with

$$S = -\frac{1}{2} s^2 \lambda - E t + L_{BL} \varphi + S_\theta (\theta) + S_r (r). \quad (C5)$$

By substituting (C5) into the HJ Equation (C4) one gets

$$g^{\alpha\beta} \left( \frac{\partial S_\alpha}{\partial t} \right)^2 + 2 g^{\alpha\beta} \frac{\partial S_\alpha}{\partial t} \frac{\partial S_\beta}{\partial \varphi} + g^{\alpha\beta} \left( \frac{\partial S_\alpha}{\partial \varphi} \right)^2 + g^{\alpha\beta} \left( \frac{\partial S_\alpha}{\partial t} \right)^2 + g^{\alpha\beta} \left( \frac{\partial S_\alpha}{\partial \varphi} \right)^2 + s^2 = 0. \quad (C6)$$

Upon substituting the explicit form of the inverse metric, Equation (C6) turns into

$$\left( \frac{\partial S_\alpha}{\partial t} \right)^2 + \left( \frac{\partial S_\alpha}{\partial \varphi} \right)^2 = - \frac{(t^2 + a^2)^2}{\Delta_r} - a^2 \sin^2 \theta \frac{\Delta_r}{\Delta_r} + \frac{4Ma}{\Delta_r} E L_{BL}$$

$$+ \left( \frac{1}{\sin^2 \theta} \right) L_{BL}^2 + s^2 (t^2 + a^2 \cos^2 \theta) = 0. \quad (C7)$$

By rewriting

$$\frac{4Ma}{\Delta_r} E L_{BL} = -2a EL_{BL} + 2a EL_{BL} \frac{r^2 + a^2}{\Delta_r}, \quad (C8)$$

the $\theta$-dependent part of (C7) becomes

$$\left( \frac{\partial S_\alpha}{\partial \theta} \right)^2 + a^2 s^2 \cos^2 \theta + \left( a \sin \theta \frac{L_{BL}}{\sin \theta} \right)^2 = \mathcal{K} \quad (C9)$$

with the Carter constant $\mathcal{K}$, which is a separation constant. Since $p_\theta = \partial S_\alpha/\partial \theta$, Equation (C9) yields

$$p_\theta = \pm \sqrt{\Theta}, \quad (C10)$$

where

$$\Theta = \mathcal{K} - (E a - L_{BL})^2 - \cos^2 \theta \left[ a^2 (s^2 - E^2) + \frac{L_{BL}^2}{\sin^2 \theta} \right]. \quad (C11)$$

The $r$-dependent part of (C7) gives

$$\Delta_r \left( \frac{\partial S_\alpha}{\partial r} \right)^2 + s^2 r^2 - \frac{1}{\Delta_r} [ (t^2 + a^2) E - a L_{BL} ]^2 = -\mathcal{K}. \quad (C12)$$

which can be written as

$$\left( \frac{\partial S_\alpha}{\partial r} \right)^2 = \frac{1}{\Delta_r} [ P(r) - \Delta_r (\mathcal{K} + s^2 r^2) ] \quad (C13)$$

where

$$P(r) \equiv -(t^2 + a^2) E + a L_{BL}. \quad (C14)$$

Noting $p_r = \partial S_\alpha/\partial r$ and introducing a new variable $R(r)$,

$$R(r) = P^2 (r) - \Delta_r (\mathcal{K} + s^2 r^2)^3 \quad (C15)$$

one gets

$$p_r = \pm \sqrt{\frac{R}{\Delta_r}}. \quad (C16)$$

To sum up, the geodesic equation in the BL is integrated to yield

$$p_t = U_t = -E, \quad p_r = U_r = \pm \sqrt{\frac{R}{\Delta_r}}, \quad p_\theta = U_\theta = L_{BL}. \quad (C17)$$

As indicated above, the $p_r$ (or the covariant velocity $U_r$) has two branches. Since a free-falling observer moves towards the black hole, the negative branch $U_r = -\sqrt{R/\Delta_r}$, has been chosen in sections 3 and 4.
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