Can optimization problem be solved without either relatively slow digital computers, or fast, but costly and difficult to make quantum computers? Instead of employing complex algorithms or expensive technologies, could we rely on a fast analogue device operating in a semi-automatic manner? We conceive and prove a principle behind optimization, which uses bifurcations caused by time delay in nonlinear dynamical systems, and could potentially be implemented in analogue circuits. We hypothesize, verify and utilize the finding that they become considerably more predictable in dynamical systems, where the right-hand side depends only on the delayed variable and represents a gradient of some potential energy function. By tuning the delay introduced into the gradient descent setting, thanks to global bifurcations destroying local attractors, one could force the system to spontaneously wander around all minima. This would be similar to noise-induced behavior in simulated annealing, but achieved deterministically. Ideally, a slow increase and then decrease of the delay should automatically push the system towards the global minimum. We explore the possibility of this scenario and formulate some prerequisites.

I. INTRODUCTION

Optimization is a challenging task of finding the best solution out of all the solutions available. Mathematically, optimization amounts to finding a global minimum of some cost (or utility) function that often depends on many variables and possesses many local minima. To solve this problem, three main general approaches have been employed based on distinct principles, namely, on an algorithm, an analogue device, and a quantum device. The arguably most popular approach to date has been based on an algorithm, i.e., on a digital computer. It assumes step-by-step procedures involving decision-making dependent on the outcome of the previous step, and usually requires generation of random numbers. A range of methods allow one to do this with various degrees of accuracy and efficiency. However, in case of multi-dimensional cost functions with many local minima, computer-based methods can be quite time consuming and do not guarantee an optimal solution within reasonable time. Such limitations inspired exploration of approaches based on potentially faster analogue devices. With this, perhaps the most famous and promising idea of a non-digital optimizing device is that of a quantum computer, which requires expensive technology.

Here we conceive a very different principle behind optimization, which is based on delay-induced bifurcations in nonlinear differential equations. This principle does not require algorithmic decision-making at every step and for this reason could potentially be implemented in non-digital, and also non-quantum, analogue devices. We construct a phenomenological mathematical model of an analogue optimizer of an alternative type, and prove the concept.
Many popular optimization techniques are based on, or are interpreted via, a gradient descent\cite{7}, which can be understood as placing a fictitious zero-mass particle at some randomly chosen position on the energy landscape representing the cost function, and allowing this particle to spontaneously evolve towards the relevant minimum (Fig. 1). The particle behavior can be described as evolution of a state point \( x \) of a gradient dynamical system (DS)

\[
\dot{x} = f(x) = -\nabla V(x),
\tag{1}
\]

where \( x = (x_1, x_2, \ldots, x_n) \) is a state vector in \( \mathbb{R}^n \), which in the context of optimization task becomes the vector of parameters in need of optimization. Also, \( \dot{x} \) is the time derivative of \( x \), i.e. \( \frac{dx}{dt} \), \( f(x) \) is the velocity vector field of the DS, \( V(x) : \mathbb{R}^n \rightarrow \mathbb{R} \) plays the role of a scalar energy landscape function at least twice continuously differentiable\cite{1,2,3,4}, and \( \nabla V(x) =\left( \frac{\partial V}{\partial x_1}, \ldots, \frac{\partial V}{\partial x_n} \right) \) is its gradient.

However, the process described by system (1) leads to the local minimum, which might not be the global one. In order to find the global minimum starting from arbitrary initial conditions, one needs to introduce into the system a mechanism to overcome the barriers between local minima. Arguably the most popular modifications of the technique above are based on adding stochastic terms in Eq. (1) or in its discrete-time analog\cite{5,6,7,8,9,10,11,12,13,14}. A distinctive feature of such methods, including one of the most efficient methods called simulated annealing\cite{15,16,17,18}, is monotonous decrease of the intensity of the applied random noise (analogue of “temperature”) from some relatively large value to zero, which leads to the convergence of the solution of the respective differential or difference equation to the global minimum with reasonably large probability. With this, the barriers separating the minima are overcome thanks to random forces pushing the system over their tops. Such approaches principally require algorithmic computation and therefore digital computers.

Contrary to that, quantum computers utilize quantum annealing, i.e. the ability of a quantum system to penetrate the potential barriers between the local minima of their energy function by means of tunnelling, thus dramatically speeding up the search for the global minimum as compared to classical methods. Theoretically, this seems to be the best optimization method, however, its physical implementation is technologically highly challenging. With this, in the existing quantum devices the convergence to the global minimum (ground state) is also achievable with some probability and is therefore not guaranteed\cite{19,20,21,22,23,24,25,26,27}. Generally, none of the optimization methods available to date are perfect, making exploration of new approaches always valuable.

Here we propose and explore an alternative principle enabling the fictitious particle to overcome the barriers between the minima by inducing global bifurcations in (1) after a simple modification. Given that differential equations are implementable in analogue electronic devices, this idea could pave the way for non-digital and non-quantum optimizers.

Namely, we propose to delay the argument of the right-hand side function in (1) by the same amount \( \tau \geq 0 \) to obtain the following delay-differential equation (DDE)

\[
\dot{x} = f(x_\tau), \quad x_\tau = x(t - \tau), \quad f(z) = -\nabla V(z)
\tag{2}
\]

with \( x, z \in \mathbb{R}^n \), assuming that \( V(z) \rightarrow \infty \) as \( |z| \rightarrow \infty \). Here, a scalar \( \tau \geq 0 \) is a single control parameter, whose modification leads to the changes in the available dynamical regimes.

Inspired by the theory of bifurcations in ordinary differential equations (ODEs) and by the knowledge of typical delay-induced effects in dynamical systems overviewed in Section II, we hypothesize that the increase of \( \tau \) should destroy all local attractors around the minima of \( V \) and create a single large attractor embracing all minima, thus forcing the phase trajectory to spontaneously visit their neighbourhoods. This way, the barriers between the minima would be effectively removed through a fully deterministic mechanism associated with global bifurcations, such as homoclinic bifurcations of fixed points and of periodic orbits. A useful overview of such homoclinic bifurcations occurring in ODEs can be found in the book from the research group of Vadim Anishchenko\cite{28,29}.

Assuming that our hypothesis is true, the desirable optimization procedure would consist of launching the system (2) from arbitrary initial conditions at \( \tau = 0 \) and waiting until it reaches one of the local minima, then slowly increasing \( \tau \) from zero to some positive value, then slowly decreasing \( \tau \) to zero, and watching the system converge to the global minimum automatically. This process would be somewhat similar to the simulated annealing in the sense that a control parameter would increase and subsequently decrease to lead the system to the global minimum. However, it would be dissimilar in being deterministic, which could be advantageous over probabilistic approaches of the simulated and quantum annealings, provided that it achieves the same goal.

Since a DDE could be implemented in an analogue electronic device, and the increase and decrease of a single control parameter \( \tau \) would be equivalent to turning a handle in an experiment, the proposed scheme would potentially not require sophisticated algorithms and hence a digital computer. However, in this paper we use a digital computer to verify the concept by simulating the relevant equation numerically.

Our goal is to investigate whether the newly proposed approach is able to deliver the global minimum successfully, and if so, under what conditions. In Section III we overview the facts about DDEs, which provide the theoretical founda-
tion for our delay-based approach to optimization. In Section III we reveal delay-induced bifurcations and demonstrate how the proposed technique works in systems with five-well landscapes of various configurations giving rise to various forms of the barrier-breaking mechanism based on global bifurcations. In Section IV we discuss the proposed approach in the context of quantum optimization and simulated annealing (often used as a benchmark for quantum optimization[14]), and indicate some of its potential advantages and limitations.

Alongside with exploring the potential applicability of DDEs for optimization, we reveal some universal behavioral features of nonlinear DDEs of the given class, and thus contribute to the general knowledge of systems with delay.

II. THEORETICAL BASIS FOR THE DELAY-BASED OPTIMIZATION: BIFURCATIONS

The gradient DS of the form (1) can demonstrate only two kinds of evolution: from a certain initial condition it can monotonously tend either to the fixed point located at some local minimum, or to infinity (positive or negative) if the shape of the landscape function $V(x)$ permits[8]. Importantly, it cannot demonstrate oscillations of any kind, let alone any more complex dynamics. However, it is well known that even if the DS without a delay behaves in a very regular manner, introduction of a time delay is likely to change its dynamics dramatically and to induce bifurcations leading to complex oscillations. Even a single delay term can give birth to periodic[13][15], quasi-periodic and chaotic solutions[17]. This phenomenon occurs thanks to the expansion of the dimension of the phase space of the DS from some finite number without delay to infinity with delay.

There has been a lot of research devoted to the study of various special cases of DSs with delay modelling natural processes[19][20]. In most examples studied, the delay appears in the extra term(s) added to the components(s) of the velocity field $f(x)$ of the system under study, like e.g. in[20][22], or when some terms defining the velocity field are delayed and some are not[19][34]. With this, the effects induced by a delay greatly depend on the particular form of the DS under study and on the exact way the delay is introduced. It is impossible to predict, without resorting to numerical bifurcation analysis, how a general non-linear DS would respond if the delay is incorporated into it in some arbitrary manner.

There is a small number of rigorous theoretical results allowing one to qualitatively predict the global behavior of non-linear DDEs for special simple cases of scalar DDEs of the form $\dot{x}=f(x(t))$ with functions $f$ crossing zero not more than twice. For $f(z)=-\frac{\partial V(z)}{\partial z}$, this would correspond to $V$ having not more than one minimum and/or one maximum. Clearly, such cases do not represent any challenge for optimization and can be handled with the simplest gradient descent (1).

Specifically, in such systems the key phenomena that can be predicted analytically are: (i) the birth of a limit cycle localized around the minimum of $V$[15][16], (ii) a homoclinic bifurcation of a saddle fixed point located at the maximum of $V$[17][19], and (iii) a homoclinic bifurcation of a saddle cycle around the maximum of $V$. In[11] it is demonstrated that such homoclinic bifurcations ultimately lead to the disappearance of attractors born from, and localized near, the single minimum of $V$ as the delay $\tau$ grows.

More realistically, the function $V$ in need of optimization would have more than one minimum, and for such cases no rigorous theoretical results predicting homoclinic or other global bifurcations are available. Striving to predict bifurcations in such systems, we make the following observations. Homoclinic bifurcations are global, i.e. technically non-local, since they do not affect the stability of a saddle point or a cycle, whose manifolds close to form a homoclinic loop. However, the regions of the phase space involved in a homoclinic bifurcation are bounded thanks to the presence of nearby attractors, saddle fixed points or cycles, and/or of their manifolds. So, firstly, homoclinic bifurcations are localized in this sense. Secondly, in[2] bifurcations do not change if $V$ is translated in space, which can be easily shown by a trivial variable substitution. Thus, if a single-well $V$ is shifted in the phase space, bifurcations change their locations accordingly, but otherwise stay the same. Thirdly, a smooth multi-well cost function $V$ can be obtained by gluing together, and smoothing out at the gluing points, the segments of single-well and/or single-hump functions, for which some predictions are possible as described above.

We combine the above observations with theoretical results for single-well and/or single-hump functions $V$, and use essentially induction to hypothesize that in[2] with a multi-well $V$, the increase of $\tau$ should induce a sequence of global homoclinic-like bifurcations eliminating local attractors one by one. We envision that after all local attractors disappear, at sufficiently large $\tau$ there should exist a single chaotic attractor spanning all maxima and minima of $V$, which would force the phase trajectory to approach the vicinities of all minima, including the global one. This would resemble both simulated annealing, and quantum annealing, in the sense that the delay would make the imaginary particle overcome the barriers between the local minima and hence act as a substitute for random forces or for quantum tunneling, respectively.

In[21] global bifurcations were numerically analyzed in a scalar version of (2) with a two-well landscape $V$. It was found that the growth of $\tau$ leads to a chain of three homoclinic bifurcations, which destroy attractors localized around two minima of $V$, and to the birth of a large attractor embracing both minima. Although the nature of homoclinic bifurcations varied depending on the local features of $V$, these were not very important in the sense that, one way or another, they caused the death of both local attractors at sufficiently large $\tau$, and leaving a single large chaos embracing both minima.

Here we analyze a scalar version of (2) with a multi-well cost function $V$, which reads

$$\dot{x}=f(x_\tau), \quad f(z)=-\frac{dV(z)}{dz},$$

where $x,f,V,z \in \mathbb{R}$, $x_\tau=x(t-\tau)$. Also, $V$ is the function of a scalar argument, such that $V(z)\rightarrow\infty$ as $|z|\rightarrow\infty$.

In Section III we explore and largely confirm the validity of the hypothesis about the chain of global, homoclinic or sim-
ilar, bifurcations evoked by the increasing delay, which con-
tinues until all local attractors cease to exist. Note, that for
a landscape with more than two wells, i.e. with more than
one saddle fixed point, in addition to homoclinic bifurcations
involving the same saddle point, it becomes reasonable to ex-
pect heteroclinic bifurcations involving more than one saddle
point. We discuss in what situations the newly proposed pro-
cedure can deliver the global minimum of a multi-well land-
scape.

In what follows, we use an expression “instant of bifur-
cation” for brevity in order to refer to the value of the delay
τ at which the given bifurcation occurs. All bifurcations
discussed in this paper occur as τ increases from smaller
to larger values. If we consider a fixed point at a value
ofτsmaller (or larger) than the value at which a certain
bifurcation occurs, we will say that the fixed point is below
(or above) the given bifurcation.

III. DEMONSTRATION OF PRINCIPLE

In the given section we demonstrate the performance of
our delay-based approach using three five-well landscapes
with subtly different local properties leading to noticeably
different delay-induced effects, and specifically to different
orders and forms of bifurcation mechanisms in which the
barriers between the local minima are removed. Namely, the
first two landscapes considered in Subsections III A and III B
have potential wells of a relatively simple shape, such that
the respective functions f of (3) do not oscillate between any
two consecutive zero-crossings (see red lines in Figs. 2(a) and
2(b)). In the third example analysed in Subsection III C some
of the wells have more complex shapes, such that within
them the function f displays oscillations, as shown by red
line in Fig. 3(a) between x=3 and x=10. With this, in the
first example the lowest minimum is also the flattest one,
whereas in the second and third examples the lowest minima
are not the flattest. We will show that the proposed approach
is likely to deliver the global minimum where this minimum
is the flattest and the respective potential well is sufficiently
wide, and the cost function is of relatively simple shape, i.e.
the right-hand side f of the DDE in (3) does not oscillate
between consecutive zero-crossings.

A. Reaching the global minimum

Here we consider the landscape V specified by Eq. (4) from
Table I and shown by blue line in Fig. 2(a). In the given
function V(x), there are five minima marked by red filled
circles, and four maxima marked by green filled circles. In what
follows, we will denote the minima as x_{min}^i and the maxima
as x_{max}^j, with indices i and j being the numbers of the re-
spective minimum/maximum if counted from the left, so that
i = 1,...,5 and j = 1,...,4. All minima x_{min}^i together with
their depths V_{min}^i are given in Table I under Eq. (4). Although
the global minimum here is x_{min}^2, there is another minimum
x_{min}^4, which is only marginally higher and would be an almost
equivalent choice for the best solution. The landscape V has
a relatively simple shape, so that f=−V′ does not oscillate
between any two consecutive zero-crossings, see red line in
Fig. 2(a). Below we will first reveal bifurcations occurring in
this system as τ grows, and then the behavior of the system as
τ slowly decreases from a large value.

At any τ, the equation (3) with V specified by (4) has nine
fixed points indicated by circles in Fig. 2(a). At τ=0, there are
two stable and four unstable fixed points, both of a node type,
which means that the solution x(t) approaches the former
and departs the latter in a non-oscillatory manner. At τ>0, ev-
every fixed point has infinitely many pairs of complex-conjugate
eigenvalues. An overview of the theoretical results related to
the stability analysis of fixed points in DDEs using Lambert
function is available in. The values of τ at which local bifur-
cations of the fixed points occur are determined by the values
of the Jacobian J= f′ at these points. A kth eigenvalue λ_k of
a fixed point of (3) can be expressed in terms of the Lambert
function W(y) with y∈R and W∈C as

\[ \lambda_k = \frac{W_k(Jτ)}{τ} = \frac{JW_k(z)}{z}, \quad k = 0, \pm1, \pm2, \ldots \]

where J= f′(x^*) and x^* is the fixed point. Note, that the func-
tion W(z) has countably many branches. Illustrations of W(z)
and of the respective eigenvalues as functions of τ can be
found e.g. in.

The function f′ is shown in Fig. 2(a) by a green line, and its
values at the fixed points are indicated by red or green filled
circles for the minima and maxima, respectively.

Firstly, consider local bifurcations of the fixed points at
the landscape minima x_{min}^i, at which J<0. The values J_{min}
of J at all minima are given in Table I under Eq. (4). For
τ∈(0,\frac{1}{|C_{min}|}) a fixed point x_{min}^i has one real negative
eigenvalue and infinitely many pairs of complex-conjugate eigenvalues
with very large negative real parts. The latter implies
that although x_{min}^i is technically a stable focus, the phase tra-
jectories approach this point in a non-oscillatory manner. For
τ∈[\frac{1}{|C_{min}|},\frac{π}{2|C_{min}|}] the same point has infinitely many pairs of
complex-conjugate eigenvalues with negative real parts. It re-
mains a stable focus, but here the real parts of the leading pair
of eigenvalues are relatively small negative numbers, so the
solution near this point oscillates.

At a value of τ=\frac{π}{2|C_{min}|} from this point a stable limit cycle
is born via the first Andronov-Hopf (AH) bifurcation. The re-
spective values τ_{AH} of τ for all minima are given in Table I
below Eq. (4). In the bifurcation diagram given in Fig. 2(b),
the fixed points at the minima x_{min}^i are shown as lilac vertical
lines until the values τ=τ_{AH}, i.e. as long as they remain sta-
bile. Above these values of τ they continue to exist as unstable
fixed points of a saddle-focus type and are not shown. At even
higher values of τ they undergo more AH bifurcations, which
do not restore their stability and instead make them more and
more unstable.

Also, in Fig. 2(b) above every point of the first AH bifur-
cation of x_{min}^i, i.e. above the top of the lilac line, we show
observe how a limit cycle grows in size with $\tau$ given, with

$$\begin{align*}
T_{\text{AH1}} &= 1.0673 \\
T_{\text{AH2}} &= 1.1683
\end{align*}$$

TABLE I. Five-well landscapes

Both the maxima (red dots) and the minima (black dots) of the newly born stable limit cycles. This style of presenting a bifurcation diagram is different from a conventional one, in which only one kind of an attractor extremum is usually depicted. Here we need to monitor both extrema in order to observe how a limit cycle grows in size with $\tau$ and eventually approaches a nearby saddle fixed point or another saddle object before vanishing in a homoclinic bifurcation, bearing in mind that the respective saddle object can exist to any side of the limit cycle. At higher values of $\tau$, the limit cycles are replaced by non-periodic attractors, for which we continue to experience homoclinic bifurcations.

Note that at the same values of $\tau$ there can be more than one co-existing non-fixed point attractor. However, in Fig. 2(b) we use the same two colors black and red to depict all such attrac-
tors at the given value of $\tau$. The reason is that technically it becomes quite difficult to label different attractors in the presence of so many non-local bifurcations. Therefore, the given bifurcation diagram alone does not allow one to determine either the total number of coexisting attractors, or the span of individual attractors at every value of $\tau$. However, a better understanding of the sequence of bifurcations can be achieved by comparing this diagram with phase portraits in Fig. 5 described below.

Now, consider local bifurcations of the fixed points at the landscape maxima $x_{max}^j$ indicated by vertical green lines in Fig. 2(b), at which $J>0$. From being unstable nodes at $\tau=0$, at any positive $\tau$ they turn into saddle-foci because they have a finite number of pairs of complex-conjugate eigenvalues with positive real parts, and a countably infinite number of complex-conjugate eigenvalue pairs with negative real parts. With this, they can also undergo AH bifurcations. Namely, the first AH bifurcation of a saddle-focus fixed point $x_j^{max}$ occurs at $\tau=\tau_{AH1}^{j}=\frac{3\pi}{2J_j}$, where $J_j^{max}>0$ is the Jacobian $J$ at this point. The values of $J_j^{max}$ and the respective $\tau_{AH1}^{j}$ for all maxima are given in Table I under Eq. (4). The first AH bifurcation can give rise to a saddle cycle. All four unstable fixed points $x_j^{max}$ are shown in Fig. 2(b) by green vertical lines for the range of $\tau$ until their respective second AH bifurcations at $\tau_{AH2}^{j}=\frac{7\pi}{2J_j}$ occurs. An exception is $x_1^{max}$, for which the second AH bifurcation occurs at $\tau_{AH2}^{1}=11.1544$ and is outside the range of $\tau$ covered by this graph. The first AH bifurcations for each point are marked by filled cyan circles, and the second AH bifurcations by empty circles on the green vertical lines.

Next, consider non-local bifurcations occurring in this system. As explained in Section III, we expect at least two kinds of homoclinic bifurcations leading to the disappearance of localized attractors. These would constitute slightly different versions of the same mechanism, based on global bifurcations, behind the elimination of the barriers between the local minima of $V$, which are embodied in the manifolds separating the basins of attraction of localized attractors.

The simplest homoclinic bifurcation occurs when the manifolds of a saddle-focus fixed point at a landscape maximum close to form a homoclinic loop. A more complex scenario takes place if below the homoclinic bifurcation, the saddle-focus at a maximum has undergone AH bifurcation and gave birth to a saddle cycle. Then the homoclinic “loop” is formed by the manifolds of this saddle cycle rather than those of the fixed point. Note, that the unstable manifold of the saddle cycle has dimension two, rather than one in the case of the simplest saddle fixed point. The structure formed by the manifolds of the saddle cycle at the homoclinic bifurcation is more complex than the relatively simple loop created by the homoclinic manifolds of the saddle point. For this reason, when describing the homoclinic bifurcation involving the saddle cycle, we refer to a “loop”, rather than the loop. In either case, the end result is the disappearance of the local attractor as a result of its collision with either the saddle point, or the saddle cycle.

With this, as predicted by Shilnikov’s theorem for a homoclinic loop of a saddle-focus in ODEs depending on the value of its saddle quantity $\sigma$, before such a collision one can expect two different kinds of dynamics. Namely, $\sigma=\lambda_4+Re(\lambda_{2,3})$, where $\lambda_4$ is the positive real eigenvalue of the fixed point, and $\lambda_{2,3}$ are eigenvalues with the negative real parts closest to zero. If $\sigma<0$, the homoclinic loop is expected to be “safe” and should coincide with the limit cycle at the instant of collision. This result was verified for a special form of a DDE [T1][15][15][15][15][15]. If $\sigma>0$, the loop is expected to be “dangerous”, and at $\tau$ just below the loop formation the localized attractor should be chaotic. However, to the best of our knowledge, this was not verified for DDEs. Regardless of the kind of the homoclinic loop, the localized attractor should disappear, but in Fig. 2(b) we nevertheless indicate the values of $\tau$ at which the saddle quantities of all saddle-foci at the maxima of $V$ change.

FIG. 2. Illustration of the case where the lowest minimum $x_{2min}^j$ of $V$ is also the flattest. (a) Landscape $V(x)$ given by (3) (blue line), the function $f(x)=V'(x)$ of (3) (red line) and its derivative $J(x)=f'(x)$ (green line). Red/green circles show (i) on blue line, the positions of minima/maxima of $V$, (ii) on red line, the locations of respective fixed points, (iii) on green line, the values of Jacobian $J$ at these fixed points. (b) Bifurcation diagram of (3) with landscape (3) as $\tau$ grows. Black/red dots show local minima/maxima of oscillatory attractors; lilac/green vertical lines show fixed points at the local minima/maxima of $V$; yellow filled circles on green lines are placed at the values of $\tau$ at which the saddle quantities $\sigma$ of the saddle-foci take zero values; cyan/white filled circles on green lines show first/second Andronov-Hopf bifurcations of the fixed points at the maxima of $V$. (c) Behavior of (3) with $V$ given by (3) as $\tau$ decreases slowly from $\tau=7$ starting from a point on the large chaotic attractor. Local minima (black dots) and maxima (red dots) of the solution are shown. The system automatically converges to the global minimum $x_{2min}$ (see (a) and Table I under (4)).

\[
\begin{align*}
\tau = \frac{3\pi}{2J_j} \\
\tau = \frac{7\pi}{2J_j} \\
\end{align*}
\]
FIG. 3. Phase portraits on the plane \((x(t), x(t - \tau))\) illustrating a sequence of non-local bifurcations in (3) with landscape (4) as \(\tau\) increases. Here, the lowest minimum \(x_{\text{min}}^2\) of \(V\) is also the flattest. Fixed points at minima/maxima of \(V\) are given by black/yellow circles. Panel (a) shows labels of attractors A1–A5 at or around the minima, and of saddle fixed points S1–S4 at the maxima, as they are referred to in text. The value of \(\tau\) increases from (a) to (g). Each panel illustrates the situation just before (left) and immediately after (right) a certain non-local bifurcation with the values of \(\tau\) given in the fields of each plot.

(a) Before (left) and after (right) the safe homoclinic loop of the saddle point at the maximum S4. Green line: limit cycle A5 before bifurcation. Blue line: phase trajectory starting near A5 and converging to fixed point A4 after bifurcation.

(b) Before (left) and after (right) the global bifurcation eliminating attractor A3. Green line: chaotic attractor A3 before bifurcation. Blue line: phase trajectory starting near A3 and converging to the minimum A4 after bifurcation.

(c) Before (left) and after (right) the safe homoclinic loop of the saddle point at the maximum S1. Green line: limit cycle A1 before bifurcation. Blue line: limit cycle A2 to which trajectory converges after bifurcation starting from the vicinity of A1.

(d) Before (left) and after (right) the homoclinic “loop” formed by the manifolds of the saddle cycle around the maximum S4. Green line: chaotic attractor A4 before bifurcation. Blue line: limit cycle A2 attracting the trajectory after bifurcation from the vicinity of A4.

(e) Before (left) and after (right) the homoclinic “loop” formed by the manifolds of the saddle cycle around the maximum S2. Green line: chaotic attractor A2 before bifurcation. Blue line: non-localized chaotic attractor born after the bifurcation.

(f) Before (left) and after (right) the global bifurcation giving birth to large chaos embracing all fixed points. Green line: smaller chaotic attractor before bifurcation. Blue line: trajectory going to infinity after bifurcation.

(g) Death of the last attractor. Green line: large chaos before bifurcation. Blue line: trajectory going to infinity after bifurcation.

We can see that the type of a homoclinic bifurcation can be predicted from the knowledge of the eigenvalues of the respective saddle point at the instant of bifurcation. However, the parameter values, at which this or any other non-local bifurcation occurs, can be detected only through numerical simulations by observing the solutions. Therefore, we reveal all
non-local bifurcations in (3) with the landscape (4) by looking at the phase portraits projected on the plane \((x(t), x(t - \tau))\). In Fig. 3 panels (a)–(g) illustrate such bifurcations one by one in the order of their occurrence as \(\tau\) increases. Each panel shows all fixed points of the system, with black circles indicating the landscape minima \(x_{i}^{\text{min}}\), which can be stable or unstable at different \(\tau\), and yellow circles indicating all unstable points at the landscape maxima \(x_{i}^{\text{max}}\). Note, that all fixed points lie on the diagonal \(x(t) = x(t - \tau)\). For the ease of reference, in (a) we label all the landscape maxima \(x_{i}^{\text{max}}\) as \(S_j\) with \(j = 1, \ldots, 4\), and all attractors at or around the minima \(x_{i}^{\text{min}}\) as \(A_i\) with \(i = 1, \ldots, 5\). In each panel, the green line in the left-hand part shows an attractor about to disappear as a result of a bifurcation; the blue line in the right-hand part of the same panel shows an attractor to which the system converges after the bifurcation from the initial conditions where the vanished attractor was. The exceptions here are panels (a)–(d), whose right-hand parts show the whole trajectories converging to the fixed points, rather than the resultant fixed points only. The respective values of \(\tau\) are given in the fields of every phase portrait. Note, that in (a)–(d) there might co-exist oscillatory attractors not involved in the given homoclinic bifurcation, but these are not shown to avoid confusion.

The first homoclinic bifurcation occurs when the limit cycle \(A5\) (green line in (a)), born at \(\tau = 0.35409\) around \(x_{4}^{\text{min}}\), is the first to collide with the nearest saddle \(S4\) at \(\tau \approx 0.635\) to form a homoclinic loop. As seen from Fig. 2(b), this collision occurs before the saddle quantity \(\sigma\) turns positive, so the homoclinic loop is “safe”. After attractor \(A5\) vanishes, the phase trajectory (blue line in (a)) goes to the neighbouring attractor \(A4\), which is the stable fixed point \(x_{4}^{\text{min}}\).

The second non-local bifurcation is associated with a sudden disappearance of a chaotic attractor \(A3\) around \(x_{4}^{\text{min}}\) (green line in Fig. 3(b)). No collision with any saddle-focus is observed here. Moreover, from Fig. 2(b) one can see that no saddle cycles were born from the nearby saddle-foci \(S2\) and \(S3\) before this global bifurcation, since both \(S2\) and \(S3\) are below the first AH bifurcation at \(\tau \approx 1.057\). Thus, there could be no collision with a saddle cycle either. We can only hypothesize that some heteroclinic connection might be involved, in which a manifold of one saddle object connects to another saddle object, but we cannot verify this here. In any case, the second localized attractor disappears as a result of a non-local bifurcation at \(\tau \approx 1.0565\), and the phase trajectory (blue line in (b)) goes to the stable fixed point \(A4\). Note, that although \(x_{4}^{\text{min}}\) underwent AH bifurcation before \(x_{4}^{\text{min}}\) (see Table I), the attractor \(A3\) vanishes only after \(A5\) because its potential well is wider.

The third non-local bifurcation occurs at \(\tau \approx 1.823\) to the limit cycle \(A1\) (green line in (c)) born from \(x_{1}^{\text{min}}\) at \(\tau \approx 1.0673\). This bifurcation is of the simplest type since the saddle quantity is negative. After the bifurcation, the phase trajectory converges to the closest attractor \(A2\), which is a limit cycle (blue line in (c)).

Next, at \(\tau \approx 1.957\) disappears an attractor \(A4\) (green line in (d)). Note, that at the instant of homoclinic bifurcation, the relevant saddle point \(S4\) at \(x_{4}^{\text{max}}\) is above the first AH bifurcation, which implies that there is a saddle cycle around \(x_{4}^{\text{max}}\) whose co-dimension-one (infinite-dimensional) stable and two dimensional unstable manifolds form the relevant homoclinic “loop”. The attractor about to vanish in the bifurcation is chaotic (compare with simpler cases in (3)). Above this homoclinic bifurcation there remains no attractor localized around \(x_{4}^{\text{min}}\), and the phase trajectory starting from its vicinity goes to the limit cycle \(A2\) (blue line in (d)).

The last local attractor to disappear is \(A2\), which at \(\tau \approx 4.067\) collides with a saddle cycle born from the saddle \(S2\) and is therefore chaotic before this collision (green line in (e)). Above this bifurcation, no localized attractors are left. However, a larger attractor embracing all fixed points except \(x_{1}^{\text{min}}\) and \(x_{1}^{\text{max}}\) (formed (blue line in (e)) presumably due to an intersection of some manifolds or some heteroclinic connection.

As \(\tau\) grows further, this attractor goes beyond the saddle \(x_{4}^{\text{max}}\) (green and blue lines in (f)). A large attractor spanning all fixed points exists for a relatively large range of \(\tau\) values, and it remains chaotic for most of this range, as seen from Fig. 3(b)). However, at \(\tau \approx 7.380588\) the final non-local bifurcation occurs, which destroys the basin of attraction of this large chaos, and the phase trajectory goes to infinity (blue line in (g)).

Note, that the last localized attractor to disappear here is around \(x_{2}^{\text{min}}\), which is the lowest and the flattest minimum whose potential well is wide enough (see blue line in Fig. 3(a)). The largest flatness (the smallest value of \(|J|\)) of this minimum ensures that the limit cycle is born from it at the largest value of \(\tau\) as compared to other minima. The sufficiently large distance between this minimum and the nearest edge of the respective well ensured that for the attractor born from the minimum there is sufficient room to grow in size before disappearing, and thus to outline all other localized attractors as \(\tau\) grows.

Now, when running the simulation from the initial conditions on the large chaotic attractor at some sufficiently large value of \(\tau \approx 7\), and slowly decrease \(\tau\) to zero, as illustrated in Fig. 3(c), the phase trajectory ends up at the lowest minimum \(x_{2}^{\text{max}}\) automatically, as desired within an ideal global optimization scenario.

### B. Reaching the flattest minimum

In the example considered here, \(V\) is designed in order to achieve a different order of deaths of the localized attractors as \(\tau\) increases, comparing to (4), by appropriately adjusting the flatnesses, depths and locations of the relevant minima, as described below. The landscape \(V(x)\) is specified by Eq. (5) and given by blue line in Fig. 4(a). Similarly to the landscape described by (4) and considered in Sec. II A here there are five minima. Four of these minima, namely \(x_{1}^{\text{min}}\) to \(x_{4}^{\text{min}}\), are at approximately the same positions, and their respective potential wells are of approximately the same width as in (4). Inside each well of \(V\), the function \(f\) (red line in Fig. 4(a)) does not oscillate, so the shape of \(V\) is relatively simple.

The global minimum is still \(x_{2}^{\text{min}}\), however, it is no longer the flattest of all minima. The minimum \(x_{4}^{\text{min}}\) is slightly higher than \(x_{2}^{\text{min}}\) and also slightly flatter, i.e. its \(|J|\) is slightly smaller.
Given by (5) as at these fixed points. The positions of minima/maxima of (3) with landscape \( V \) given by (5) (blue line), the function \( f = V' \) with its derivative \( f' \) (green line). Red/green circles show (i) on blue line, the values of Jacobian \( J \) at these fixed points. (ii) on red line, the locations of respective fixed points. (iii) on green line, the values of Jacobian \( J \) at these fixed points. (b) Bifurcation diagram of (3) with landscape \( V \) as \( \tau \) grows, notations are as in Fig. 2(b). (c) Behavior of (3) with \( V \) given by (5) as \( \tau \) decreases slowly from \( \tau = 7 \) starting from a point on the large chaotic attractor. Local minima (black dots) and maxima (red dots) of the solution are shown. The system automatically converges to the flattest minimum \( x_{3}^{\text{min}} \), which is slightly higher than the global minimum \( x_{2}^{\text{min}} \) (see (a) and Table I under (4)).

(see Table I below Eq. (5)). With this, because \( x_{3}^{\text{min}} \) is now located further to the right than in (2), the distances from both \( x_{2}^{\text{min}} \) and \( x_{3}^{\text{min}} \) to their respective nearest well edges are very close.

Figure 4 has the same structure and notations as Fig. 2. One can see that the bifurcation diagram in (b) is qualitatively similar to the one of Fig. 2(b), and all the same bifurcations are taking place here as \( \tau \) increases, albeit in a slightly different manner than with previous examples. In what follows, we indicate similarities and distinctions from the cases considered above in the scenarios developing as \( \tau \) grows.

The most important distinction from the case of Sec. III A is that the last localized attractor surviving at the highest value of \( \tau \) is chaos A4 around \( x_{4}^{\text{min}} \). In Fig. 5(e) green line in the left part shows this attractor just before the homoclinic bifurcation at \( \tau = 2.413 \), and blue line in the right part shows the attractor to the phase trajectory converges after the homoclinic bifurcation at \( \tau = 2.414 \), which is chaos spanning three minima and two maxima. The homoclinic bifurcation occurs at \( \tau \approx 2.4135 \) and consists of the closure of manifolds of the saddle cycle around \( x_{4}^{\text{max}} \) (S3).

After the disappearance of all localized attractors, the further increase of \( \tau \) leads to the further growth of the single large chaotic attractor, until it goes beyond the outermost maximum as illustrated in Fig. 5(g) and ends up spanning all fixed points. With this, the growth of this single remaining attractor is limited by the final non-local bifurcation at \( \tau \approx 9.8295 \), after which the phase trajectory tends to infinity (Fig. 5(f)).

If we launch the system from the initial conditions on the large chaotic attractor at \( \tau = 7 \), and its behavior is observed as \( \tau \) slowly decreases to zero, the system converges to the non-global minimum \( x_{4}^{\text{min}} \), which is the flattest minimum, as illustrated in Fig. 4(c).

### C. Reaching an arbitrary minimum

Here we construct an example of \( V \) with the same number of minima as in previously considered cases (3) and (6), but with a more intricate shape of some wells. By doing so, we assess whether the enhanced non-linearity of the system is likely to disrupt the hypothesized and provisionally verified chain of delay-induced global bifurcations destroying local attractors one by one, leading to global chaos at large values of \( \tau \), and thus removing the barriers that without the delay prevented the phase trajectory from approaching some (most) minima of \( V \).

We are also interested in testing the proposed approach to optimization in the difficult situation where the deepest wells are only subtly different in their depths. The landscape \( V \) meeting the above requirements is specified by (7) in Table I and shown by blue line in Fig. 6(a). Here, just like in the previous two cases considered, \( V \) has five minima. However, in the range \( x \in [3, 10] \), the function \( f = V' \) demonstrates small oscillations between consecutive pairs of zero-crossings, which make the respective DDE considerably more nonlinear. The depths of the five local minima are only slightly different from each other (see Table I below Eq. (6)), and the global minimum \( x_{4}^{\text{min}} \) is only slightly lower than the other minima.

As \( \tau \) grows, all five fixed points \( x_{1}^{\text{min}} - x_{5}^{\text{min}} \) undergo AH bifurcations and give birth to stable limit cycles, which grow in size with \( \tau \) in full analogy with the previous cases considered, as illustrated in Fig. 6(b).

However, non-local bifurcations occur in a less predictable manner than with previous examples. In what follows, we indicate similarities and distinctions from the cases considered above in the scenarios developing as \( \tau \) grows.

We start from listing the similarities. Firstly, all five localized attractors disappear through the homoclinic bifurcations in the same manner as before, as illustrated in Figs. 4(a)–(f). With this, the nature of the homoclinic bifurcation is determined by whether the relevant saddle-focus fixed point was before or after the first AH bifurcation. Namely, in (a)–(c) the limit cycles born from \( x_{1}^{\text{min}} - x_{5}^{\text{min}} \) collide with the saddle-foci \( x_{1}^{\text{max}} \) and \( x_{4}^{\text{max}} \) and form safe homoclinic loops, because the latters are not only below their first AH bifurca-

![Illustration of the case where the lowest minimum is not the flattest, and the flattest minimum is given by (5) as (a)](image1.png)

![Bifurcation diagram of (3) with landscape \( V \) as \( \tau \) grows, notations are as in Fig. 2(b).](image2.png)
FIG. 5. Phase portraits on the plane \((x(t), x(t - \tau))\) illustrating a sequence of non-local bifurcations in (3) with landscape (5) as \(\tau\) increases. Here, the lowest minimum of \(V\) is \(x_{\text{min}}^2\), and the flattest one is \(x_{\text{min}}^4\). Fixed points at minima/maxima of \(V\) are given by black/yellow circles. Panel (a) shows labels of attractors \(A_1 - A_5\) at or around the minima, and of saddle fixed points \(S_1 - S_4\) at the maxima, as they are referred to in text. The value of \(\tau\) increases from (a) to (g). Each panel illustrates the situation just before (left) and immediately after (right) a certain non-local bifurcation with the values of \(\tau\) given in the fields of each plot.

(a) Before (left) and after (right) the safe homoclinic loop of the saddle point \(S_4\) (similar to Fig. 3(a)). Green line: limit cycle \(A_5\) before bifurcation. Blue line: phase trajectory starting near \(A_5\) and converging to the minimum \(A_4\) after bifurcation.

(b) Before (left) and after (right) the global bifurcation eliminating attractor \(A_3\) (similar to Fig. 3(b)). Green line: chaotic attractor \(A_3\) before bifurcation. Blue line: phase trajectory starting near \(A_3\) and converging to the minimum \(A_4\) after bifurcation.

(c) Before (left) and after (right) the safe homoclinic loop of the saddle point \(S_1\) (similar to Fig. 3(c)). Green line: limit cycle \(A_1\) before bifurcation. Blue line: limit cycle \(A_2\) to which trajectory converges after bifurcation starting from the vicinity of \(A_1\).

(d) Before (left) and after (right) the homoclinic “loop” formed by the manifolds of the saddle cycle around \(S_2\) (different from Fig. 3(d)). Green line: chaos \(A_2\) before bifurcation. Blue line: chaos \(A_4\) attracting the trajectory after bifurcation from the vicinity of \(A_2\).

(e) Before (left) and after (right) the homoclinic “loop” formed by the manifolds of the saddle cycle around \(S_3\) (different from Fig. 3(e)). Green line: chaotic attractor \(A_4\) before bifurcation. Blue line: non-localized chaotic attractor born after the bifurcation.

(f) Before (left) and after (right) the global bifurcation giving birth to large chaos embracing all fixed points (similar to Fig. 3(f)). Green line: smaller chaotic attractor before bifurcation. Blue line: large chaotic attractor born from the bifurcation.

(g) Death of the last attractor (similar to Fig. 3(g)). Green line: large chaos before bifurcation. Blue line: trajectory going to infinity after bifurcation.

Note, that in the given landscape \(V\), \(x_{\text{max}}^3\) and \(x_{\text{max}}^4\) are much sharper than in (4) and (5), as can be seen from the high splashes of function \(J = V''\) in Fig. 6(a) (green line). The high values of \(J\) lead to AH bifurcations of these fixed points.
occurring at much smaller values of $\tau$ than in both previous
examples. However, the homoclinic bifurcations involving
manifolds of the saddle cycles around these maxima occur in
the same manner as in the previous two examples (compare
Figs. 7(d), (f) with e.g. Figs. 5(d)–(e)), although at the instants
of homoclinic collisions both $x^\text{max}_2$ and $x^\text{max}_3$ are already
above the second AH bifurcation.

The second similarity is that at a sufficiently large $\tau$, the
system possesses a single large chaotic attractor embracing all
fixed points (compare the left parts of Figs. 7(i)–(j) with those
of Figs. 5(g) and 6(g)). Thirdly, at even larger $\tau$, this large
chaos disappears too, and the system goes to infinity (compare
the right part of Fig. 7(j) with those of Figs. 5(g) and 6(g)).
Finally and perhaps most importantly, as could be expected
from the previous argument and in agreement with previous
cases, the localized attractor surviving at the largest value of
$\tau$ is $A2$ whose potential well is the flattest and of a similar width
with other wells (see Fig. 7(f)).

Next, we describe the distinctions from the relatively pre-
dictable scenarios involving relatively simple shapes of $V$
given by (4) and (5). Firstly, unlike in the case above, here
attractors involving two or more minima can coexist with
attractors localized around a single minimum. Namely, in
Figs. 7(c)–(f) one can see a chaotic attractor spanning minima
$x^\text{max}_2$ and $x^\text{max}_3$, which exists while the localized attractors $A2$,
$A3$ and $A4$ are not yet destroyed via homoclinic bifurcations.

Secondly, as seen from Figs. 6(b) and 7, in homoclinic bi-
furcations involving $x^\text{max}_2$—$x^\text{max}_4$, counterintuitively, the local-
ized attractor collides with the saddle object (point or cycle),
which is not the closest to the minimum from which this at-
tractor had originated. For example, Fig. 7(d) shows an at-
tractor $A3$ around $x^\text{min}_3$ undergoing a homoclinic bifurcation
with the saddle cycle around $S3$ at $x^\text{max}_3$, although $x^\text{max}_2$ and the
saddle cycle around it are both located closer.

Thirdly, and most significantly, the minimum attracting the
system while $\tau$ slowly decreases from the value of 8.6 is not
the one which survives at the largest value of $\tau$, i.e. not $x^\text{min}_\text{max}$,
as can be seen from Fig. 6(c). Instead, it is the $x^{\text{hump}}_\text{max}$, whose
homoclinic bifurcation with the saddle-focus $S4$ at $x^\text{max}_4$ gave
rise to the chaotic attractor embracing $x^{\text{hump}}_\text{max}$ and $x^\text{min}_\text{min}$ (see blue
line in Fig. 7(c)). The reason is that the large chaos shown in
the left part of (i) develops from the latter attractor as $\tau$ grows.
When at $\tau$=8.6 the phase trajectory is launched from the only
attractor available, as $\tau$ decreases, this chaotic attractor under-
goes a cascade of non-local bifurcations, as a result of which
it becomes confined within the smaller and smaller number of
minima. As a result, the phase trajectory does not go beyond
$x^\text{max}_3$ (S3) since it settles down on the attractor $A4$ (see green
line in (c)), which exists for all values of $\tau$ up to zero.

Interestingly, at $\tau$ above 8.6 the basin of attraction of large
chaos seems to become very close to the attractor itself, and is
apparently quite riddled, since a very small disturbance of ini-
tial conditions can lead to the phase trajectory going to infinity
even before the attractor disappears completely at $\tau$=9.008, as
illustrated in Figs. 7(i).

The attractors spanning more than one minimum appear
here despite the existence of localized attractors. By analogy
with similar phenomena in ODEs it is reasonable to sug-

D. Summary of findings

Here we summarize the results reported in the three ex-
amples considered in Sections III A, III B and III C which il-
strate different mechanisms of barrier-breaking between the
local minima. We reiterate that generally it is impossible to
predict without numerical analysis the behavior of nonlinear
systems with delay as the delay changes, as illustrated particu-
larly well by the case of Section III C. However, for delay
systems in a special form (3) with $V(x)$ being a multi-well
landscape tending to positive infinity as $|x|$ goes to infinity, it
appears possible to make certain qualitative predictions with
regard to the bifurcations occurring as the delay $\tau$ increases.
Firstly, as has been well known for general delay equations,
one can accurately predict the values of $\tau$, at which local
Andronov-Hopf bifurcations occur for all fixed points. Also,
in the systems of the form (3) with single-well and/or single-
hump $V$ it is possible to predict the occurrence of a non-local
homoclinic bifurcation with the growth of $\tau$ to some extent,
although the exact value of $\tau$ cannot be predicted and the ex-
act form of this bifurcation can be determined only when the
respective $\tau$ is known at least approximately. For systems with
multi-well landscapes, we envisioned that localized attractors
growing in size with $\tau$ would eventually collide with saddle
objects and their manifolds in non-local bifurcations.

However, although non-local bifurcations are quantitatively
unpredictable, some qualitative universal phenomena induced
by such bifurcations have been hypothesized and revealed in
all three cases considered. Note, that that all attractors grow in
size with the delay until they experience some non-local bifur-
cation and vanish. Thus, the first effect is the disappearance
of all attractors localized around the minima of $V$ as the delay
increases, with the typical reason behind their disappearance
being a homoclinic bifurcation involving the manifolds of a
nearby saddle-focus fixed point or a saddle cycle. The second
phenomenon is the existence of a single attractor spanning all
minima of $V$ at sufficiently large values of $\tau$, which is chaotic
for most $\tau$ at which it exists. The third phenomenon is dis-
appearance of all attractors as $\tau$ exceeds a certain threshold,
FIG. 6. Illustration of the case where the landscape $V$ has complex shape, i.e. $f=V'$ oscillates between consecutive zero crossings. Here the lowest minimum of $V$ is $x_{\text{min}}^4$, the flattest one is $x_{\text{min}}^3$, and the found one is $x_{\text{min}}^5$. (a) Landscape $V$ given by (5) (blue line), the function $f=V''$ of (3) (red line) and its derivative $J=f'$ (green line). Red/green circles show (i) on blue line, the positions of minima/maxima of $V$, (ii) on red line, the locations of respective fixed points, (iii) on green line, the values of Jacobian $J$ at these fixed points. (b) Bifurcation diagram of (3) with landscape (5) as $\tau$ grows, notations are as in Fig. 3(b). (c) Behavior of (3) with $V$ given by (6) as $\tau$ decreases slowly from $\tau=8.6$ starting from a point on the large chaotic attractor. Local minima (black dots) and maxima (red dots) of the solution are shown. The system automatically converges to the flattest minimum $x_{\text{min}}^3$, which is slightly higher than the global minimum $x_{\text{min}}^4$ and slightly more concave than the flattest minimum $x_{\text{min}}^3$ (see (a) and Table I under (6)).

which is different in different systems.

Besides the coexistence of attractors confined to different wells of $V$, a typical phenomenon is the coexistence of attractors within the same well. Some of these cases were illustrated for single- and two-well cases in [21], but we are not focussing on them specially here because they do not play a significant role in the system behavior when $\tau$ is decreased slowly. Also, the coexistence of attractors spanning more than one well is possible, particularly with complex shapes of $V$, such as the one considered in Section III C.

Generally, in the class of delay systems considered here, besides Andronov-Hopf bifurcation, the key role is played by the numerous manifolds of the saddle fixed points and saddle cycles, whose tangencies and closures induce dramatic changes in the system behavior.

In addition to possessing five local minima, the three cases of the landscape function $V(x)$ considered here have one more feature in common, namely, as $x$ tends to $\pm \infty$, they asymptotically tend to the function $k(x-a)^4$, where $k>0$ and $a$ are some real constants. However, the universality of the phenomena presented here is confirmed by our consideration of several other forms of the landscape function $V$ with different asymptotic behaviors, which we do not report in this paper because of the limited space.

Note, that the original idea of the given research has been to investigate the applicability of delay-induced bifurcations to global optimization. The hypothesized bifurcation scenario was partly verified and partly clarified here. With this, it appears that the delivery of the global minimum with this approach is possible if the shape of the cost function $V$ in the vicinity of this minimum satisfies certain conditions, and if the shapes of all potential wells of $V$ are not too complex. Namely, the first two cases demonstrate that in the absence of oscillations of $V'$ within individual potential wells of $V$, the slow decrease of $\tau$ from a large value to zero makes the system converge to the minimum, which is the flattest and is far enough from the nearest maximum. This would be the minimum around which a localized attractor survives at the largest value of $\tau$. If such a minimum is global, then the proposed procedure will deliver the global minimum.

IV. DISCUSSION

To summarize, we conceived a phenomenological mathematical model of a non-quantum analogue optimizer based on a previously unknown principle behind overcoming the barriers between the minima of the cost function, namely, global bifurcations caused by time delay. We proved the principle by numerical simulations of a scalar version of the model (2), and explored the possible theoretical limitations of this approach. As a key prerequisite to our approach, based on a highly limited number of relevant rigorous theoretical results available for non-linear delay equations, we formulated a hypothesis about the inevitability of a chain of global attractor- and barrier-destroying bifurcations caused by the increase of delay. Further research would be needed in order to test this approach with non-scalar versions of (2) and with more realistic tasks to solve. If its workability is confirmed, it would be interesting to implement the same principle with analogue electronic circuits, which could potentially be more efficient than digital computers in such specialized tasks.

Like in many earlier works, while developing an approach for global optimization, we introduced an extension of the famous gradient descent method described by Eq. (1), in which the role of the landscape $V$ is played by the cost function. However, unlike in previous works, which used stochastic perturbations of the relevant evolution equation and employed probabilistic approaches, our trial approach described by (2) is entirely deterministic and extremely simple in its setting. Namely, we delay the argument of the right-hand side of the "gradient descent" differential equation by a certain amount...
FIG. 7. Phase portraits on the plane \((x(t), x(t - \tau))\) illustrating a sequence of non-local bifurcations in (3) with landscape (6) as \(\tau\) increases. Here, \(V\) has more intricate shape than in cases illustrated by Figs. 3 and 5. Minimum \(x_{\text{min}}^5\) is the lowest, \(x_{\text{min}}^3\) is the flattest, and \(x_{\text{min}}^4\) is found with optimization procedure, but their depths are very similar. Fixed points at minima/maxima of \(V\) are given by black/yellow circles. Panel (a) shows labels of attractors A1 – A5 at or around the minima, and of saddle fixed points S1 – S4 at the maxima, as they are referred to in text. Delay \(\tau\) increases from (a) to (j), with the values of \(\tau\) given in the fields of each plot.

(a)/(b) Before (left) and after (right) the safe homoclinic loop of the saddle point at the maximum S1/S4. Green line: limit cycle A1/A5 before bifurcation. Blue line: phase trajectory starting near A1/A5 and converging to fixed point A2/ limit cycle A4 after bifurcation.
(c) Before (left) and after (right) the safe homoclinic loop of the saddle point S4. Green line: limit cycle A4 before bifurcation. Blue line: non-localized attractor attracting trajectory from the vicinity of A4.
(d) Before (left) and after (right) the homoclinic “loop” formed by the manifolds of the saddle cycle around S3 (similar to Fig. 5(e)). Green line: chaos A3 before bifurcation. Blue line: non-localized chaos attracting the trajectory after bifurcation from the vicinity of A3.
(e) Temporary disappearance of the first non-localized attractor (see gap in Fig. 6(b)). Green line: non-localized chaos before bifurcation. Blue line: limit cycle A4 attracting the trajectory from where chaos was at \(\tau = 3.16\).
(f) Before (left) and after (right) the homoclinic “loop” formed by the manifolds of the saddle cycle around S2. Green line: last localized attractor A2. Blue line: reappeared non-localized chaos (compare with (d)).
(g)/(h) Smaller non-localized attractors replaced by bigger ones. Smaller chaos before (green line) and larger chaos after (blue line) bifurcation.
(i) Sensitivity to initial conditions and parameters. Green line: large chaos. Blue line: trajectory goes to infinity after a tiny change in \(\tau\).
(j) Death of the last attractor. Green line: large chaos before bifurcation. Blue line: trajectory goes to infinity after bifurcation.
\( \tau \), which becomes the only control parameter in the system.

We assume that the optimization technique should start from launching the system (2) from arbitrary initial conditions at zero \( \tau \) and waiting until it reaches one of the local minima, then increasing \( \tau \) slowly until we observe the birth of a large attractor and its subsequent disappearance, and noting the respective value of \( \tau \). The procedure should be repeated until \( \tau \) reaches the value just below the disappearance of the global attractor. After that, in an ideal scenario, a slow decrease of \( \tau \) to zero would automatically bring the system to the global minimum of the cost function. Here we revealed the conditions under which this scenario could be possible.

Just like the simulated and quantum annealings, our approach involves overcoming the potential barriers separating local minima of the cost function. However, it uses a different principle to achieve this. Namely, in simulated annealing the fictitious massless particle is pushed past the maxima, in quantum annealing the barriers can be in addition penetrated using tunneling effect and in our delay-based method the barriers are effectively removed via global bifurcations.

Specifically, we revealed that in a scalar version (3) of (2) the key phenomenon is homoclinic bifurcation, which occurs repeatedly as the delay increases. The role of the homoclinic bifurcation is to eliminate, one by one, all attractors localized around the minima of the landscape as the delay grows, and to ultimately give rise to a single chaotic attractor spanning all local minima at some moderately large value of the delay.

The homoclinic bifurcation in the system considered comes in at least two varieties depending on whether the relevant saddle point located at the maximum of the landscape has undergone Andronov-Hopf bifurcation or not. However, in the context of global optimization, the exact form of a particular homoclinic bifurcation is not essential since, regardless of its form, it results in the breakdown of the localized attractor. With this, the localized attractors can disappear through mechanisms not immediately associated with the homoclinic bifurcations, for example in Figs. 3(b) and 5(b).

Based on the results of our analysis of (3) with several smooth landscapes \( V \), which were constructed to specification in order to assess various versions of the barrier-breaking mechanism operating in various orders, we conclude that the delay-induced chain of homoclinic and other global bifurcations destroying local attractors is a universal scenario, whose details depend on the shape of the particular function \( V \), but whose existence is independent of the latter.

Standard optimization tools, including simulated annealing, require algorithmic decision-making at numerous stages of the procedure and thus rely on the provision of a digital computer. It is certainly possible to simulate a continuous-time system with delay on a computer, as we do here. However, we note that the proposed approach exploits spontaneous behavior of a dynamical system, which would emerge in an underlying physical device thanks to its inner structure, just like oscillations of a pendulum in a “grandfather clock”. This approach does not require continual decision-making dependent on the previous step, and hence does not need to rely on a digital computer. It could be implemented in a non-quantum analogue device with a delay, which could be designed to have a high evolution rate and hence achieve a solution reasonably quickly.

By analogy with optimization techniques based on stochastic extensions of gradient descent, it is impossible to guarantee the convergence of (2) to the global minimum of \( V \) by slowly decreasing \( \tau \) to zero due to the general impossibility to predict the behavior of nonlinear systems. However, if the global minimum is also the flattest and the respective well is wide enough, as \( \tau \) grows, the attractor around it is likely to be destroyed last. If the wells of the cost function are not too complex in their shape, as \( \tau \) decreases from the positive value, at which global chaos exists, to zero, the system is likely to end up at the global minimum.

Note, that the above conditions are quite consistent with those for quantum computers, in which the possibility to achieve a global minimum depends on the shape of the energy landscape. With this, the implementability of the proposed principle with analogue electronic devices could be an advantage over quantum computers, which although expected to be the best optimizers in theory, are difficult and expensive to make in practice. Therefore, this approach deserves to be explored further as an interesting alternative to the available techniques for global optimization.

Obviously, it will be very important to assess the efficiency of the proposed approach by applying it to more realistic challenging problems, and by comparing its performance with that of the standard optimization methods, which will be the subject of future work.

In addition to probing a novel approach to optimization, our paper contributes to the theory of nonlinear delay differential equations (DDEs) by considering their special class and revealing a universal scenario that unfolds as the delay is increased. Despite the high nonlinearity of the DDEs considered, we show that it is possible to make some qualitative predictions about their behavior.

In order to improve our understanding of the delay-induced effects in the nonlinear systems of the given class, it would be desirable to verify some of the qualitative predictions and numerical observations made here with more rigorous approaches. For example, it would be important to rigorously address the seeming absence of any attractors at sufficiently large values of delay, or the existence of a single global attractor embracing all fixed points at some moderate delays. Lyapunov functionals could be promising for this purpose, although identification of suitable functionals is not straightforward here. Addressing these questions would be an interesting task for the future.
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