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Abstract

Let $M$ be a compact manifold without boundary and let $N$ be a connected manifold without boundary. For each $k \in \mathbb{N}$ the set of $k$ times continuously differentiable maps between $M$ and $N$ has the structure of a smooth Banach manifold where the underlying manifold topology is the compact-open $C^k$ topology. We provide a detailed and rigorous proof for this important statement which is already partially covered by existing literature.
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1 Introduction

Let $M$ be a closed manifold and let $N$ be a connected manifold without boundary. For each $k \in \mathbb{N} := \{0, 1, 2, \ldots \}$ we denote by $C^k(M, N)$ the set of $k$ times continuously differentiable maps between $M$ and $N$.

It is well known that for each $k \in \mathbb{N}$ the set $C^k(M, N)$ has the structure of a smooth Banach manifold. The natural idea to turn $C^k(M, N)$ into a Banach manifold is to choose a Riemannian metric on $N$ and then use the exponential map of $N$ to construct the charts of $C^k(M, N)$. More precisely, for $g$ close enough to $f$, the map

$$C^k(M, N) \ni g \mapsto (p \mapsto (\exp_{f(p)})^{-1}g(p)) \in \Gamma_{C^k}(f^*TN),$$

is a chart around $f$. Here, $\exp$ denotes the exponential map of the Riemannian manifold $N$. This idea can be found in many places in the literature (references are given below). Let us denote this chart by $\varphi_f$.

Driven by applications, there are several natural requirements and questions: One needs a rigorous and detailed proof that these charts induce a smooth structure. Are the transition maps $\varphi_f \circ (\varphi_g)^{-1}$ only smooth for $f, g \in C^\infty(M, N)$ or are they also smooth in the case that $f$ and $g$ are precisely $k$ times continuously differentiable? Is the manifold topology of $C^k(M, N)$ the compact-open $C^k$ topology?

An investigation of literature regarding such questions only brought up partial answers and proofs [3, 1, 4, 5, 11, 10, 7, 2, 9]. We explain this in more detail at the end of this section. Note that the case $k = \infty$ is better dealt with in the literature, in particular a very thorough treatment of the space $C^\infty(M, N)$ can be found in [9].

In this paper we provide a detailed proof for the following theorem.

**Main Theorem** (c.f. Theorem 4.4). Let $M$ be a closed manifold and let $N$ be a connected manifold without boundary. Let $k \in \mathbb{N}$ and fix a Riemannian metric on $N$. Then the set $C^k(M, N)$ endowed with the compact-open $C^k$ topology has the structure of a smooth Banach manifold with the following property: for any $f \in C^k(M, N)$ and any small enough open neighborhood $U_f$ of $f$ in $C^k(M, N)$ there is an open neighborhood $V_f$ of the zero section in $\Gamma_{C^k}(f^*TN)$ such that the map

$$\varphi_f: U_f \to V_f,$$

$$g \mapsto \exp^{-1} \circ (f, g),$$

i.e., $\varphi_f(g)(p) = (\exp_{f(p)})^{-1}g(p)$ for all $g \in U_f$, $p \in M$, is a local chart. Here, we endow the space $\Gamma_{C^k}(f^*TN)$ of $C^k$-sections of $f^*TN$ with the usual $C^k$-norm. Note that the inverse of $\varphi_f$ is given by

$$\varphi_f^{-1}(s)(p) = \exp_{f(p)} s(p).$$

---

1 By “manifold” we always mean a finite-dimensional manifold with or without boundary. All manifolds we consider are non-empty, second-countable, and Hausdorff. All manifolds considered are smooth ($= C^\infty$), unless otherwise specified. A closed manifold is a compact manifold without boundary. Moreover, in the following we use “vector space” for vector spaces over $\mathbb{R}$. 

---
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for all \( s \in V_f, p \in M \). Moreover, this smooth structure on \( C^k(M,N) \) does not depend on the choice of Riemannian metric on \( N \).

Our detailed treatment of the proof of the Main Theorem might also be helpful for treating mapping groupoids of \( C^k \)-maps \([13,12]\).

The basic strategy to prove the Main Theorem is as follows. We first show that the maps \( \varphi_f: U_f \to V_f \) are homeomorphisms. Then we argue why the transition maps \( \varphi_f \circ \varphi_g^{-1} \) given by

\[
(\varphi_f \circ \varphi_g^{-1})(s) = \left( (\exp_f)^{-1} \circ \exp_g \right) s
\]

are smooth provided that \( U_f \cap U_g \neq \emptyset \). For this our arguments are inspired by [1]. The smoothness of the transition maps is the most delicate part, and one has to argue very carefully, since \( \varphi_f \) and \( \varphi_g \) are defined using not necessarily smooth maps \( f \) and \( g \). The main input for this will be the \( \Omega \)-lemma (using the terminology of [1,2]) which we will first prove in a “local” version, see Lemma 2.3 and then “globalize” to maps between sections of vector bundles, see Lemma 4.2.

In [4] the idea how the charts of \( C^k(M,N) \) are constructed is outlined, it is however not included how to show that the charts are homeomorphisms or how to show smoothness of the transition maps. In [3] one finds details for the case \( k = 0 \), i.e., \( C^0(M,N) \), but not for general \( k \in \mathbb{N} \). The notes [1] contain details regarding the proof of the smoothness of the transition maps, however, the question whether the topology of \( C^k(M,N) \) is the compact-open \( C^k \) topology is not treated.

## 2 Preliminaries and the local \( \Omega \)-lemma

We begin by recalling some basic definitions regarding the notion of differentiability of maps between normed vector spaces that we use in the following, see e.g. [2]. Let \((X,\|\|_X)\) and \((Y,\|\|_Y)\) be normed vector spaces, \( U \subset X \) open, and \( f: U \to Y \) a map. We say that \( f \) is differentiable at \( x_0 \in U \) if there exists a continuous linear map \( Df(x_0): X \to Y \) s.t.

\[
\forall \varepsilon > 0, \exists \delta = \delta(\varepsilon) > 0 \text{ s.t. whenever } 0 < \|x - x_0\|_X < \delta, \text{ we have }
\]

\[
\frac{\|f(x) - f(x_0) - Df(x_0)(x - x_0)\|_Y}{\|x - x_0\|_X} < \varepsilon.
\]

Moreover, the map \( f \) is continuously differentiable if \( f \) is differentiable at every \( x_0 \in U \). We say that \( f \) is continuously differentiable if \( f \) is differentiable and the map

\[
Df: U \to L(X,Y), \quad x \mapsto Df(x),
\]

is continuous. Here, \( L(X,Y) \) denotes the space of continuous linear maps \( X \to Y \). Similarly, \( L^k(X,Y) \) denotes the space of \( k \)-multilinear continuous maps \( X \times \ldots \times X \to Y \). We endow \( L^k(X,Y) \) with the norm

\[
\|f\| := \sup \left\{ \frac{\|f(x_1,\ldots,x_k)\|_Y}{\|x_1\|_X \cdot \ldots \cdot \|x_k\|_X} \mid x_1,\ldots,x_k \in X \setminus \{0\} \right\}.
\]
Then $L^k(X,Y)$ is a Banach space if $Y$ is a Banach space. Finally, we denote by $L^k_s(X,Y) \subset L^k(X,Y)$ the symmetric elements of $L^k(X,Y)$. Inductively, we define

$$D^k f := D(D^{k-1} f) : U \to L^k(X,Y)$$

if it exists, where we have identified $L(X,L^{k-1}(X,Y))$ with $L^k(X,Y)$ via the norm-preserving isomorphism

$$L(X,L^{k-1}(X,Y)) \ni f \mapsto (x_1, \ldots, x_k) \mapsto f(x_1)(x_2, \ldots, x_k) \in L^k(X,Y).$$

If $D^k f$ exists and is continuous, we say that $f$ is $k$ times continuously differentiable (or $f$ is a $C^k$-map). We use the notation

$$C^k(U,Y) := \{ f : U \to Y \mid f$ is $k$ times continuously differentiable $\}.$

Note that if $f \in C^k(U,Y)$, then $D^k f(x) \in L^k(X,Y)$ for all $x \in U$.

In the following the special case $X = \mathbb{R}^n$ will also be important. Then a map $f : U \to Y$ (where $U \subset \mathbb{R}^n$ is open and $(Y, \| \cdot \|_Y)$ be a normed vector space) is continuously differentiable iff for all $j = 1, \ldots, n$ and all $x_0 \in U$ the limit

$$(\partial_{x_j} f)(x_0) := \lim_{h \to 0} \frac{1}{h} (f(x_0 + he_j) - f(x_0))$$

exists in $Y$ and the maps $\partial_{x_j} f : U \to Y$ are continuous. Let $k \in \mathbb{N}_{>0}$. Then $f$ is $k$ times continuously differentiable iff for all $j = 1, \ldots, n$ the map $\partial_{x_j} f : U \to Y$ is continuous for $k = 1$, respectively $(k-1)$ times continuously differentiable for $k \geq 2$. We define

$$C^k(U,Y) := \{ f \in C^k(U,Y) \mid \partial_x^\alpha f \text{ has a continuous extension to } U \text{ for all } |\alpha| \leq k\},$$

where $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n$ is a multiindex, $\partial_x^\alpha = \partial_{x_1}^{\alpha_1} \cdots \partial_{x_n}^{\alpha_n}$, and $|\alpha| = \alpha_1 + \cdots + \alpha_n$. If $U \subset \mathbb{R}^n$ is open and bounded, we define

$$\| f \|_{C^k(U,Y)} := \max_{|\alpha| \leq k} \sup_{x \in U} \| \partial_x^\alpha f(x) \|_Y$$

for all $f \in C^k(U,Y)$. If $(Y, \| \cdot \|_Y)$ is a Banach space, then $(C^k(U,Y), \| \cdot \|_{C^k(U,Y)})$ is a Banach space.

The following technical lemma will be helpful to show e.g. that the maps that will later be the charts of $C^k(M,N)$ are homeomorphisms.

**Lemma 2.1.** Let $U_1 \subset \mathbb{R}^n$ and $W \subset \mathbb{R}^m$ be open. Let $K \subset U_1$ and $\bar{K} \subset W$ be compact. Let $\Psi : W \to \mathbb{R}^l$ be a $C^k$-map and $R > 0$. Let $f_1 \in C^k(U_1, \mathbb{R}^m)$ with $f_1(K) \subset \bar{K}$ and $f_1(U_1) \subset W$. Then there exists $C = C(\Psi, K, \bar{K}, R, f_1) > 0$ s.t.

$$\max_{|\alpha| \leq k} \sup_{x \in K} \| \partial_x^\alpha (\Psi \circ f_1)(x) - \partial_x^\alpha (\Psi \circ f_2)(x) \|$$

$$\leq C \max_{|\alpha| \leq k} \sup_{x \in K} \| \partial_x^\alpha f_1(x) - \partial_x^\alpha f_2(x) \|$$
for all \(f_2 \in C^k(U_2, \mathbb{R}^m)\) with \(f_2(K) \subset \tilde{K}, f_2(U_2) \subset W\), and

\[
\max_{|\alpha| \leq k} \sup_{x \in K} \|\partial^\alpha_x f_1(x) - \partial^\alpha_x f_2(x)\| \leq R. \tag{2.1}
\]

Moreover, \(C(\Psi, K, \tilde{K}, R, f_1)\) can be chosen s.t. \(R \mapsto C(\Psi, K, \tilde{K}, R, f_1)\) is non-decreasing.

**Sketch of proof.** The assertion of the lemma can be shown by mathematical induction over \(k\), applying the chain rule, and adding zeros. We want to illustrate the idea in the case \(k = n = m = l = 1\) by the following exemplary calculation:

\[
\partial_x (\Psi \circ f_1) - \partial_x (\Psi \circ f_2) = (\partial_x \Psi) \circ f_1 \cdot \partial_x f_1 - (\partial_x \Psi) \circ f_2 \cdot \partial_x f_2 = (\partial_x \Psi) \circ f_1 \cdot (\partial_x f_1 - \partial_x f_2) + ((\partial_x \Psi) \circ f_1 - (\partial_x \Psi) \circ f_2) \cdot \partial_x f_2.
\]

Now we can deal with the terms on the right hand side of the above equation by using the induction hypothesis and (2.1). For higher differentiability orders and space dimensions, the calculations get more technical, but the idea stays the same. For example, in the case \(k = 2\) (and \(n = m = l = 1\)) we apply the chain rule to get

\[
\partial^2_x (\Psi \circ f_1) = (\partial^2_x \Psi) \circ f_1 \cdot (\partial_x f_1)^2 + (\partial_x \Psi) \circ f_1 \cdot \partial^2_x f_1.
\]

Using this equation and adding zero, we have

\[
\partial^2_x (\Psi \circ f_1) - \partial^2_x (\Psi \circ f_2) = ((\partial^2_x \Psi) \circ f_1 - (\partial^2_x \Psi) \circ f_2) \cdot (\partial_x f_2)^2 + (\partial^2_x \Psi) \circ f_1 \cdot ((\partial_x f_1)^2 - (\partial_x f_2)^2) + ((\partial_x \Psi) \circ f_1 - (\partial_x \Psi) \circ f_2) \cdot \partial^2_x f_1 + ((\partial_x \Psi) \circ f_2 \cdot (\partial^2_x f_1 - \partial^2_x f_2).
\]

Again, we now use the induction hypothesis and (2.1). (The term \((\partial_x f_1)^2 - (\partial_x f_2)^2\) can be dealt with by the binomial formula and (2.1).)

The goal for the remainder of this section is to state and prove the so-called (local) \(\Omega\)-lemma. As stated in the introduction, this lemma is the key to show that \(C^k(M, N)\) carries a smooth structure. To that end, we recall the following version of Taylor’s theorem.

Suppose that \(X\) is a Banach space and that \(U \subset X\) is an open convex subset. An open subset \(\bar{U} \subset X \times X\) is a *thickening of \(U\) if*

1. \(U \times \{0\} \subset \bar{U},\)
2. \(u + th \in \bar{U}\) for all \((u, h) \in \bar{U}\) and \(0 \leq t \leq 1,\)
3. \((u, h) \in \bar{U}\) implies \(u \in U.\)

Note that there always exists a thickening of \(U.\)
Lemma 2.2 (Taylor’s theorem). Let $X$ and $Y$ be Banach spaces, $U \subset X$ open and convex, $\tilde{U}$ a thickening of $U$. A map $f: U \to Y$ is $r$ times continuously differentiable if and only if there are continuous maps
\[
\varphi_i: U \to L^r_i(X,Y), \quad i = 1,\ldots,r,
\]
and
\[
R: \tilde{U} \to L^r_i(X,Y),
\]
s.t. for all $(u,h) \in \tilde{U}$,
\[
f(u + h) = f(u) + \left( \sum_{i=1}^{r} \frac{\varphi_i(u)}{i!} h^i \right) + R(u,h)h^r
\]
where $h^i = (h,\ldots,h)$ ($i$ times) and $R(u,0) = 0$. If $f$ is $r$ times continuously differentiable, then necessarily $\varphi_i = D^r f$ for all $i = 1,\ldots,r$ and in addition
\[
R(u,h) = \int_0^1 (1 - t)^{r-1} \frac{(r-1)!}{(r-1)!} (D^r f(u + th) - D^r f(u)) dt
\]
A proof can be found in e.g. [2, 2.4.15 Theorem].

Lemma 2.3 (local $\Omega$-lemma). Let $r, l \in \mathbb{N}$. Let $U \subset \mathbb{R}^n$ be open and bounded and let $V \subset \mathbb{R}^m$ be open, bounded, and convex. Moreover, let $Y$ be a Banach space and $g: U \times V \to Y$ a map s.t.

i) $g \in C^r(U \times V, Y)$.

ii) For each $i \in \{0,\ldots,l\}$ the map
\[
D^i g: U \times V \to L^i_s(\mathbb{R}^m, Y),
\]
defined by $(D^i g)(x,y) := (D^i (g(x,\cdot))(y)$ for all $(x,y) \in U \times V$ exists and is an element of $C^r(U \times V, L^i_s(\mathbb{R}^m, Y))$.

Then the map
\[
\Omega_g: C^r(\overline{U}, V) \to C^r(\overline{U}, Y) \quad f \mapsto (x \mapsto g(x,f(x)))
\]
is an element of $C^l(C^r(\overline{U}, V), C^r(\overline{U}, Y))$. Here,
\[
C^r(\overline{U}, V) := \{ f \in C^r(\overline{U}, \mathbb{R}^m) \mid f(\overline{U}) \subset V \}
\]
and $C^r(\overline{U}, V) \subset C^r(\overline{U}, \mathbb{R}^m)$ is open. Moreover, if $l > 0$, it holds that
\[
D^l (\Omega_g) = A_i \circ \Omega_{D^2 g} \quad (2.2)
\]
for each $i = 1, \ldots, l$, where $A_i$ is the continuous map

$$A_i : C^r(U, L^i_{s}(\mathbb{R}^m, Y)) \to L^i_{s}(C^r(U, \mathbb{R}^m), C^r(U, Y))$$

defined by

$$((A_i(H))(h_1, \ldots, h_i))(x) := (H(x))(h_1(x), \ldots, h_i(x))$$

The statement of Lemma 2.3 can be found in different versions in [1, 2, 3]. We want to humbly point out that it is possible that [1, 3.6 Theorem] only holds in special cases. This theorem is tied to the assumptions of the version of the local $\Omega$-lemma [1, 3.7 Theorem]. Therefore it is possible that the assumptions of the local $\Omega$-lemma in [1] are not ideal.

Our proof is an adapted version of [2, Proof of 2.4.18 Proposition].

Proof of Lemma 2.3. First we prove that $C^r(U, V) \subset C^r(U, \mathbb{R}^m)$ is open. Choose $f_0 \in C^r(U, V)$. Since $f_0(U)$ is compact, $\mathbb{R}^m \setminus V$ is closed, and $f_0(U) \cap (\mathbb{R}^m \setminus V) = \emptyset$, we have

$$\varepsilon := \text{dist}(f_0(U), \mathbb{R}^m \setminus V) > 0.$$ 

Now assume that $\|f - f_0\|_{C^r(U, \mathbb{R}^m)} < \varepsilon$. It follows that $\|f(x) - f_0(x)\|_Y < \varepsilon$ for all $x \in U$. By definition of $\varepsilon$, this means $f(U) \subset V$ and so $C^r(U, V) \subset C^r(U, \mathbb{R}^m)$ is open.

In the case “$l = 0$, $r \in \mathbb{N}$” the assertion of the lemma follows from a computation. Assume $l \in \mathbb{N}_{>0}$ and $r \in \mathbb{N}$. Let $\tilde{V} \subset \mathbb{R}^m \times \mathbb{R}^m$ be a thickening of $V$. From applying Lemma 2.2 to $g(x,.)$ (for $x$ fixed) it follows that for all $(y_1, y_2) \in \tilde{V}$ and all $x \in U$ we have

$$g(x, y_1 + y_2) = g(x, y_1) + \left(\sum_{i=1}^{l} \frac{1}{l!} (D^i_2 g)(x, y_1)y_2^i\right) + R(x, y_1, y_2)y_2^l \quad (2.3)$$

where the map

$$R : U \times \tilde{V} \to L^i_{s}(\mathbb{R}^m, Y)$$

is given by

$$R(x, y_1, y_2) = \int_0^1 \frac{(1-t)^{l-1}}{(l-1)!} (D^i_2 g(x, y_1 + ty_2) - D^i_2 g(x, y_1)) \, dt.$$ 

Define

$$F(t, x, y_1, y_2) := \frac{(1-t)^{l-1}}{(l-1)!} \left( D^i_2 g(x, y_1 + ty_2) - D^i_2 g(x, y_1) \right).$$

From ii) it follows that

$$F \in C^r((0,1) \times U \times \tilde{V}, L^i_{s}(\mathbb{R}^m, Y)).$$

By differentiating under the integral it follows that

$$R \in C^r(U \times \tilde{V}, L^i_{s}(\mathbb{R}^m, Y)).$$
Since we already proved the case “\( l = 0, r \in \mathbb{N} \)” we see that
\[
\Omega_R \colon C^r(\overline{U}, \tilde{V}) \to C^r(\overline{U}, \mathcal{L}_s(\mathbb{R}^m, Y)),
\]
\[h \mapsto (x \mapsto R(x, h(x))),\]
is continuous. In particular,
\[
\tilde{R} := A_i \circ \Omega_R \colon C^r(\overline{U}, \tilde{V}) \to \mathcal{L}_s(C^r(\overline{U}, \mathbb{R}^m), C^r(\overline{U}, Y))
\]
is continuous. Analogously, we see that
\[
\Omega_D := A_i \circ \Omega_D^i \colon C^r(\overline{U}, \tilde{V}) \to \mathcal{L}_s(C^r(\overline{U}, \mathbb{R}^m), C^r(\overline{U}, Y))
\]
is continuous for \( i = 1, \ldots, l \). From (2.3) it follows that for all \( (f, h) \in C^r(\overline{U}, \tilde{V}) \) we have
\[
\Omega_g(f + h) = \Omega_g(f) + \left( \sum_{i=1}^l A_i \circ \Omega_D^i(f) h^i \right) + \tilde{R}(f, h) h^l.
\]
From Lemma 2.2 we conclude that \( \Omega_g \in C^l(C^r(\overline{U}, V), C^r(\overline{U}, Y)) \) and
\[
D^i(\Omega_g) = \tilde{\Omega}_D^i = A_i \circ \Omega_D^i
\]
for \( i = 1, \ldots, l \). (Here we used that \( C^r(\overline{U}, \tilde{V}) \), viewed as a subset of \( C^r(\overline{U}, \mathbb{R}^m) \times C^r(\overline{U}, \mathbb{R}^m) \), is a thickening of \( C^r(\overline{U}, V) \).) \( \square \)

3 The topological space \( C^k(M, N) \)

In this section we recall the definitions of the compact-open \( C^k \) topology on \( C^k(M, N) \) and the \( C^k \)-norm on sections of vector bundles. We try to be as precise as possible when stating these definitions, so that no confusion arises when we use them later in technical proofs. Then we show that the maps which will be the charts of \( C^k(M, N) \) are homeomorphisms.

The following definition is taken from [8, Chapter 2].

**Definition 3.1** (compact-open \( C^k \) topology). Let \( M \) and \( N \) be manifolds without boundary and \( k \in \mathbb{N} \). For \( f \in C^k(M, N) \), charts \( (\varphi, U) \) and \( (\psi, V) \) of \( M \) and \( N \), respectively, \( K \subset U \) compact with \( f(K) \subset V \) and \( \varepsilon > 0 \) we define the set
\[
N^k(f, \varphi, U, \psi, V, K, \varepsilon) := \{ g \in C^k(M, N) \mid g(K) \subset V, \max_{|\alpha| \leq k} \sup_{x \in f(K)} \| \partial^\alpha \psi (\varphi g \varphi^{-1})(x) - \partial^\alpha \psi (\psi f \varphi^{-1})(x) \| < \varepsilon \}
\]
where \( \| \cdot \| \) denotes the Euclidean norm. The **compact-open \( C^k \) topology** (or weak topology) on \( C^k(M, N) \) is the topology generated by the set
\[
\{ N^k(f, \varphi, U, \psi, V, K, \varepsilon) \mid f \in C^k(M, N), (\varphi, U) \text{ and } (\psi, V) \text{ charts of } M \text{ and } N, \text{ respectively, } K \subset U \text{ compact with } f(K) \subset V, \varepsilon > 0 \}
\]
as a subbasis.
From now on, we always assume $C^k(M, N)$ to be equipped with the compact-open $C^k$ topology. The topological space $C^k(M, N)$ is second-countable and metrizable [8, p. 35]. In particular, it is Hausdorff.

We will use the following lemma later.

**Lemma 3.2.** Assume $M$ is closed. Let $f \in C^k(M, N)$, $k \in \mathbb{N}$, $(\varphi_i, U_i)$ and $(\psi_i, V_i)$ charts of $M$ and $N$ respectively, $K_i \subset U_i$ compact with $f(K_i) \subset V_i$, $i = 1, \ldots, r$, and $\bigcup_{i=1}^r K_i = M$. Then the set

$$\{ \bigcap_{i=1}^r N^k(f, \varphi_i, U_i, \psi_i, V_i, K_i, \varepsilon) \mid \varepsilon > 0 \}$$

is a neighborhood basis of $f$. In particular, a sequence $(f_m)_m \in N \subset C^k(M, N)$ converges to $f$ in $C^k(M, N)$ iff for all $\varepsilon > 0$ there exists some $N = N(\varepsilon)$ s.t. for all $m \geq N(\varepsilon)$ it holds that $f_m \in \bigcap_{i=1}^r N^k(f, \varphi_i, U_i, \psi_i, V_i, K_i, \varepsilon)$.

**Proof.** We have to show the following: If an arbitrary $N^k(f, \varphi, U, \psi, V, K, \varepsilon)$ is given, then there exists some $\delta > 0$ s.t.

$$\bigcap_{i=1}^r N^k(f, \varphi_i, U_i, \psi_i, V_i, K_i, \delta) \subset N^k(f, \varphi, U, \psi, V, K, \varepsilon).$$

To that end, assume that $K_i \cap K \neq \emptyset$. Since the complement $\psi_i(V_i \cap V)^c$ is closed, $\psi_i(f(K_i \cap K))$ is compact, and $\psi_i(V_i \cap V)^c \cap \psi_i(f(K_i \cap K)) = \emptyset$ we have

$$\delta_i := \text{dist}(\psi_i(V_i \cap V)^c, \psi_i(f(K_i \cap K))) > 0.$$ 

Now choose an arbitrary $\delta$ with

$$0 < \delta \leq \frac{1}{2} \min \{ \delta_i \mid i \in \{1, \ldots, r\} \text{ and } K_i \cap K \neq \emptyset \}$$

and let

$$g \in \bigcap_{i=1}^r N^k(f, \varphi_i, U_i, \psi_i, V_i, K_i, \delta).$$

We show $g(K) \subset V$. Since $g(K_i) \subset V_i$ and because the $K_i$ cover $M$, it is sufficient to show $g(K_i \cap K) \subset V_i \cap V$ whenever $K_i \cap K \neq \emptyset$. To that end, assume $K_i \cap K \neq \emptyset$. From $g \in N^k(f, \varphi_i, U_i, \psi_i, V_i, K_i, \delta)$ it follows that

$$\max_{|\alpha| \leq k} \sup_{x \in \varphi_i(K_i \cap K)} \| \partial^\alpha_x (\psi_i \circ g \circ \varphi^{-1})(x) - \partial^\alpha_x (\psi_i \circ f \circ \varphi^{-1})(x) \| < \delta.$$ 

In particular, that means that for each $p \in K_i \cap K$ we have $\psi_i(g(p)) \in B_\delta(\psi_i(f(p)))$. From the definition of $\delta$ it follows that for all $p \in K_i \cap K$ we have $B_\delta(\psi_i(f(p))) \subset \psi_i(V_i \cap V)$. It follows that $\psi_i(g(K_i \cap K)) \subset \psi_i(V_i \cap V)$ and thus $g(K_i \cap K) \subset V_i \cap V$. We have shown $g(K) \subset V$. Using Lemma 2.1 (and a version of Lemma 2.1) that estimates pre-composition with diffeomorphisms rather than post-composition with
Now we choose $\delta < \varepsilon$. This finishes the proof. \hfill $\Box$

**Definition 3.3** ($C^k$-norm on sections of a vector bundle). Let $M$ be a closed manifold. Let $\pi: E \to M$ be a $C^k$ vector bundle. Pick charts $(U_i, \varphi_i)$ of $M$, $i = 1, \ldots, l$, $\bigcup_{i=1}^l U_i = M$ s.t. $\overline{U_i} \subset M$ is compact, $\overline{U_i} \subset \hat{U}_i$, $(\hat{U}_i, \varphi_i)$ is still a chart of $M$ and there are local trivializations $(\hat{U}_i, \Phi_i)$ of $E$ with $\overline{U_i} \subset \hat{U}_i$ for each $i = 1, \ldots, l$. For $k \in \mathbb{N}$ let

$$
\Gamma_{C^k}(E) := \{ s: M \to E \mid s \in C^k(M, E) \text{ and } \pi \circ s = id_M \}
$$

be the space of $C^k$-sections of $E$. Define the $C^k$-norm on $\Gamma_{C^k}(E)$ by

$$
\| s \|_{C^k} := \| s \|_{\Gamma_{C^k}(E)} := \max_{i=1, \ldots, l} \max_{|\alpha| \leq k} \sup_{x \in \varphi_i(U_i)} \| \partial^\alpha_x (\varphi_i \circ s \circ \varphi_i^{-1}) \|
$$

for $s \in \Gamma_{C^k}(E)$.

Note that $(\Gamma_{C^k}(E), \| \cdot \|_{C^k})$ is a Banach space. Up to equivalence of norms, $\| \cdot \|_{C^k}$ does not depend on the choices made in its definition.

For the definition of the charts of $C^k(M, N)$ the exponential map of $N$ is the main input. For the convenience of the reader and to fix notation we recall some basic facts about the exponential map of a Riemannian manifold. In the following we denote the bundle projection of $TN$ by $\pi_{TN}: TN \to N$.

**Lemma 3.4.** Let $(N, h)$ be a Riemannian manifold. Define $\mathcal{E} \subset TN$ by

$$
\mathcal{E} := \{ v \in TN \mid \exp_{\pi_{TN}}(v) exists \}.
$$

i) $\mathcal{E} \subset TN$ is open and

$$
\exp: \mathcal{E} \to N
$$

defined by $\exp(v) := \exp_{\pi_{TN}}(v)$ is smooth.
ii) Define the smooth map 
\[ E := (\pi_{TN}, \exp) : \mathcal{E} \rightarrow N \times N \]
by \[ E(v) := (\pi_{TN}(v), \exp_{\pi_{TN}(v)} v) . \]
For each \( p \in N \) there exists a neighborhood \( W \) of \( 0_p \) (where \( 0_p \) denotes the zero-element in \( T_p N \) in \( TN \)) s.t. the map \[ E : W \rightarrow E(W) \]
is a diffeomorphism (in particular \( E(W) \) is open in \( N \times N \)).

iii) For all \( p \in N \) and \( 0 < \delta < \text{inj}_p(N) \) where \( \text{inj}_p(N) > 0 \) is the injectivity radius of \( N \) at \( p \) it holds that \( \exp_p : B_\delta(0_p) \rightarrow B_\delta(p) \)
is a diffeomorphism where \( B_\delta(0_p) = \{ v \in T_p M \mid \|v\|_h := \delta \} \), \( B_\delta(p) = \{ q \in N \mid d(p, q) < \delta \} \), and \( d \) is the distance function induced by \( h \).

Now we define the maps that will later be the charts of \( C^k(M, N) \) and show that they are homeomorphisms.

**Lemma 3.5.** Let \( k \in \mathbb{N} \). Let \( M \) and \( N \) be manifolds without boundary. Let \( M \) be compact and let \( N \) be connected. Choose a Riemannian metric \( h \) on \( N \). Define 
\[ U_{f, \varepsilon} := \cap_{i=1}^l \mathcal{A}^k(f_i, \phi_i, \tilde{U}_i, \psi_i, V_i, U_i, \varepsilon) \]
for \( (U_i, \phi_i) \) charts of \( M \), \( i = 1, \ldots, l \), \( \bigcup_{i=1}^l U_i = M \), s.t. \( \overline{U_i} \subset M \) is compact, \( \overline{U_i} \subset \tilde{U}_i \), \( (\tilde{U}_i, \phi_i) \) is still a chart of \( M \) and charts \( (V_i, \psi_i) \) of \( N \) with \( f(\overline{U_i}) \subset V_i \) for each \( i = 1, \ldots, l, \varepsilon > 0 \). Define the map 
\[ \varphi_f : U_{f, \varepsilon} \rightarrow \varphi_f(U_{f, \varepsilon}) \subset \Gamma_{C^k}(f^*TN) \]
by 
\[ (\varphi_f(g))(p) := (\exp_{f(p)})^{-1} g(p) \]
for all \( p \in M \), where \( \exp \) is the exponential map of \( (N, h) \). Then it holds that

i) For every \( \delta > 0 \) there exists \( \varepsilon > 0 \) s.t. for all \( g \in U_{f, \varepsilon} \) and all \( p \in M \) we have 
\[ d(g(p), f(p)) < \delta. \]
In particular, \( \varphi_f \) is well-defined on \( U_{f, \varepsilon(\delta)} \) for \( \delta < \inf_{p \in M} \text{inj}_f(p)(N) \).

Moreover, for \( \varepsilon > 0 \) small enough the following is true:

ii) \( \varphi_f : U_{f, \varepsilon} \rightarrow \varphi_f(U_{f, \varepsilon}) \) is continuous (where on \( U_{f, \varepsilon} \) we have the subspace topology induced from the compact-open \( C^k \) topology and on \( \varphi_f(U_{f, \varepsilon}) \) we have the subspace topology induced from the \( C^k \)-norm on \( \Gamma_{C^k}(f^*TN) \)).
iii) \( \varphi_f(U_{f,\epsilon}) \subset \Gamma_{C^k}(f^*TN) \) is open.

iv) \( \varphi_f^{-1}: \varphi_f(U_{f,\epsilon}) \to U_{f,\epsilon} \) is continuous.

Proof. We start by mentioning that since \( C^k(M,N) \) and \( \Gamma_{C^k}(f^*TN) \) are first-countable, it is sufficient to show that \( \varphi_f \) and \( \varphi_f^{-1} \) are sequentially continuous. To make the proofs of i) and ii) easier, we first choose the \( V_i \) s.t.

\[
(A) \begin{cases}
\psi_i(V_i) \text{ is convex and compact, } V_i \subset \tilde{V}_i \text{ where } (\tilde{V}_i, \psi_i) \text{ is still a chart of } N, \\
\tilde{V}_i \times \tilde{V}_i \subset E(W_i), \text{ where } W_i \subset TN \text{ and } \\
E(W_i) \subset N \times N \text{ are open s.t.} \\
E: W_i \to E(W_i) \text{ is a diffeomorphism, } \\
(\tilde{V}_i, \tilde{\Phi}_i) \text{ are local trivializations of } TN \text{ with induced local trivialization } (f^{-1}(\tilde{V}_i), \Phi_i) \text{ of } f^*TN \text{ for each } i = 1, \ldots, l.
\end{cases}
\]

(See Lemma 3.4 ii.).

In the following we prove i) and ii) with the additional assumption (A) and then show afterwards that we don’t need it, provided that \( \epsilon > 0 \) is small enough.

Proof of i): It is not difficult to see that for every \( \delta > 0 \) there exists \( \epsilon > 0 \) s.t. for all \( g \in U_{f,\epsilon} \) and all \( p \in M \) we have

\[
d(g(p), f(p)) < \delta.
\]

Choosing \( \delta < \inf_{p \in M} \text{inj}_{f(p)}(N) \) we have that \((\exp_{f(p)})^{-1}(g)\) exists for each \( p \in M \) and all \( g \in U_{f,\epsilon(\delta)} \). Moreover, \( \varphi_f(g) \in \Gamma_{C^k}(f^*TN) \), since on \( U_i \) it holds that \( \varphi_f(g) = (E|_{W_i})^{-1} \circ (f,g) \). We have shown that \( \varphi_f \) is a well-defined map.

Proof of ii): Choose \( \epsilon \) so small that \( \varphi_f \) is well-defined on \( U_{f,\epsilon} \), see i). Let \((g_m)_{m \in \mathbb{N}}\) be a sequence in \( U_{f,\epsilon} \), \( g \in U_{f,\epsilon} \) with \( g_m \xrightarrow{m \to \infty} g \) in \( U_{f,\epsilon} \). In particular, for each \( r > 0 \) there exists \( N = N(r) \in \mathbb{N} \) s.t.

\[
g_m \in \bigcap_{i=1}^l N^k(g, \varphi_i, \tilde{U}_i, \psi_i, V_i, \overline{U}_i, r)
\]

for all \( m \geq N \). (We note that the \( \varphi_i, \tilde{U}_i, \psi_i, V_i, U_i \) are the same as in the statement of the lemma where we additionally assume (A) as mentioned above.) That means, that for all \( i = 1, \ldots, l \) we have

\[
\|\psi_i \circ g_m \circ \varphi_i^{-1} - \psi_i \circ g \circ \varphi_i^{-1}\|_{C^k(\psi_i(U_i), \mathbb{R}^n)} \xrightarrow{m \to \infty} 0
\]
where \( n = \dim(N) \). Using Lemma 2.1\(^3\) we calculate for each \( i = 1, \ldots, l \)

\[
\| pr_2 \circ \Phi_i \circ \varphi_f(g_m) \circ \varphi_i^{-1} - pr_2 \circ \Phi_i \circ \varphi_f(g) \circ \varphi_i^{-1} \|_{C^k(\overline{V_i \cap U_i}, \mathbb{R}^n)}
\]

\[
= \| pr_2 \circ \Phi_i \circ E|_{\overline{W_i}} \circ (f, g_m) \circ \varphi_i^{-1} - pr_2 \circ \Phi_i \circ E|_{\overline{W_i}} \circ (f, g) \circ \varphi_i^{-1} \|_{C^k(\overline{V_i \cap U_i}, \mathbb{R}^n)}
\]

\[
= \| \left( pr_2 \circ \Phi_i \circ E|_{\overline{W_i}} \circ (\psi_i^{-1} \times \psi_i^{-1}) \right) \circ \left( (\psi_i \times \psi_i) \circ (f, g_m) \circ \varphi_i^{-1} \right) - \left( pr_2 \circ \Phi_i \circ E|_{\overline{W_i}} \circ (\psi_i^{-1} \times \psi_i^{-1}) \right) \circ \left( (\psi_i \times \psi_i) \circ (f, g) \circ \varphi_i^{-1} \right) \|_{C^k(\overline{V_i \cap U_i}, \mathbb{R}^n)}
\]

\[
\leq C_i \| (\psi_i \times \psi_i) \circ (f, g_m) \circ \varphi_i^{-1} - (\psi_i \times \psi_i) \circ (f, g) \circ \varphi_i^{-1} \|_{C^k(\overline{V_i \cap U_i}, \mathbb{R}^n \times \mathbb{R}^n)}
\]

\[
= C_i \| \psi_i \circ g_m \circ \varphi_i^{-1} - \psi_i \circ g \circ \varphi_i^{-1} \|_{C^k(\overline{V_i \cap U_i}, \mathbb{R}^n)} \xrightarrow{m \to \infty} 0,
\]

i.e.,

\[
\| \varphi_f(g_m) - \varphi_f(g) \|_{C^k} \xrightarrow{m \to \infty} 0.
\]

Hence, \( \varphi_f: U_{f, \varepsilon} \to \varphi_f(U_{f, \varepsilon}) \) is continuous.

We have shown i) and ii) under the additional assumption (A). Now we show that we don’t need the assumption (A), provided that \( \varepsilon > 0 \) is small enough. To that end, choose \( (U_i', \varphi_i') \) charts of \( M \), \( i = 1, \ldots, m \), \( \bigcup_{i=1}^m U_i' = M \), s.t. \( \overline{U_i'} \subset M \) is compact, \( \overline{U_i' \cap \overline{U_j'}} \subset \overline{U_i'} \) (that is what we have shown above) it is obviously well-defined and continuous on the subset \( \bigcap_{i=1}^m N_k(f, \varphi_i', \overline{U_i'}, \psi_i', \varepsilon) \) (that is what we have shown above).

Proof of iii) and iv): Choose \( \varepsilon \) so small that \( \varphi_f \) is well-defined on \( U_{f, \varepsilon} \) and ii) holds. From Lemma 3.2 we see that \( \varphi_f(U_{f, \varepsilon}) \subset U := \{ s \in \Gamma_{C^k}(f^*TN) \mid \| s(p) \|_h < \delta \text{ for all } p \in M \} \). First we prove that \( U \) is open in \( \Gamma_{C^k}(f^*TN) \). To that end, let \( s_0 \in U \). Since the function \( M \to \mathbb{R}, p \mapsto \| s_0(p) \|_h \) is continuous and \( M \) is compact, we have \( \delta_0 := \max_{p \in M} \| s_0(p) \|_h < \delta \). Comparing \( h \) to the Euclidean norm in the trivialization it is easy to verify that there exists \( C > 0 \) s.t.

\[
\| s(p) - s_0(p) \|_h \leq C \| s - s_0 \|_{C^k}
\]

for all \( s \in \Gamma_{C^k}(f^*TN) \) and all \( p \in M \). Choose \( r > 0 \) s.t. \( Cr < \delta - \delta_0 \). If \( \| s - s_0 \|_{C^k} < r \), then

\[
\| s(p) \|_h \leq \| s(p) - s_0(p) \|_h + \| s_0(p) \|_h \leq C \| s - s_0 \|_{C^k} + \delta_0 < C r + \delta_0 < \delta
\]

\(3\) For \( f_2 = (\psi_i \times \psi_i) \circ (f, \varphi_i^{-1}) \) defined on \( \varphi_i(\overline{U_i \cap f^{-1}(\overline{V_i})} \cap g^{-1}(\overline{V_i})) \), \( f_2 = (\psi_i \times \psi_i) \circ (f, g_m) \circ \varphi_i^{-1} \) defined on \( \varphi_i(\overline{U_i \cap f^{-1}(\overline{V_i})} \cap g_m^{-1}(\overline{V_i})) \), and for \( \Psi = pr_2 \circ \Phi_i \circ E|_{\overline{W_i}} \circ (\psi_i^{-1} \times \psi_i^{-1}) \), defined on \( \psi_i(\overline{V_i}) \times \psi_i(\overline{V_i}) \), \( K = \varphi_i(\overline{U_i}) \), and \( \overline{\psi_i(\overline{V_i})} \), see Section 3.2.
for all $p \in M$, therefore $U$ is open in $\Gamma_{C^k}(f^*TN)$.

Next we show that the well-defined map

$$H : U \to C^k(M, N),$$

$$(H(s))(p) := \exp_{f(p)} s(p)$$

is continuous. Then we have in particular that $\varphi_f^{-1} = H|_{\varphi_f(U_f, \epsilon)}$ is continuous and that $\varphi_f(U_f, \epsilon) = H^{-1}(U_f)$ is open in $U$ (and therefore also in $\Gamma_{C^k}(f^*TN)$).

To show continuity of $H$, choose charts $(U_i, \varphi_i)$ of $M$, $i = 1, \ldots, l$, $\bigcup_{i=1}^l U_i = M$ s.t. $\overline{U_i} \subset M$ is compact, $\overline{U_i} \subset \tilde{U}_i$, $(\tilde{U}_i, \varphi_i)$ is still a chart of $M$ and there are local trivializations $(\tilde{U}_i, \Phi_i)$ of $f^*TN$ and charts $(V_i, \psi_i)$ of $N$ with $f(\overline{U_i}) \subset V_i$ and $(B_\delta(V_i), \psi_i)$ is still a chart of $N$ for each $i = 1, \ldots, l$, where $B_\delta(V_i) = \{ p \in N | \exists q \in V_i : d(p, q) < \delta \}$. (Note that the $\varphi_i, \tilde{U}_i, \psi_i, V_i, U_i$ here don’t need to be the same as in the statement of the lemma.)

Let $(s_m)_{m \in \mathbb{N}}$ be a sequence in $U$, $s \in U$, with

$$\|s_m - s\|_{C^k} \xrightarrow{m \to \infty} 0,$$

i.e.,

$$\|pr_2 \circ \Phi_i \circ s_m \circ \varphi_i^{-1} - pr_2 \circ \Phi_i \circ s \circ \varphi_i^{-1}\|_{C^k(\varphi_i(U_i), \mathbb{R}^n)} \xrightarrow{m \to \infty} 0$$

for each $i = 1, \ldots, l$. For showing $H(s_m) \xrightarrow{m \to \infty} H(s)$ in $C^k(M, N)$ it is sufficient to show that for all $r > 0$ there exists $N = N(r) \in \mathbb{N}$ s.t.

$$H(s_m) \in \bigcap_{i=1}^l N^k(H(s), \varphi_i, \tilde{U}_i, \psi_i, B_\delta(V_i), \overline{U_i}, r)$$

for all $m \geq N$, see Lemma 3.2. First of all, by definition of $H$ and Lemma 3.4 iii) it holds that

$$d(H(s_m)(p), f(p)) < \delta$$

for all $m \in \mathbb{N}$ and $d(H(s)(p), f(p)) < \delta$

for each $p \in M$. Since $f(\overline{U_i}) \subset V_i$ it follows that $(H(s_m)(\overline{U_i})) \subset B_\delta(V_i)$ and $(H(s)(\overline{U_i})) \subset B_\delta(V_i)$ for each $m \in \mathbb{N}$ and $i = 1, \ldots, l$. Let $r > 0$. Using Lemma 2.1.
we calculate for each \( i = 1, \ldots, l \) and \( m \) large enough
\[
\| \psi_i \circ H(s_m) \circ \varphi_i^{-1} - \psi_i \circ H(s) \circ \varphi_i^{-1} \|_{C^k(\varphi_i(U_i), \mathbb{R}^n)} = \| \psi_i \circ f^* \exp \circ s_m \circ \varphi_i^{-1} - \psi_i \circ f^* \exp \circ s \circ \varphi_i^{-1} \|_{C^k(\varphi_i(U_i), \mathbb{R}^n)}
\] 
\[
= \| (\psi_i \circ f^* \exp \circ \Phi_i^{-1} \circ ((\varphi_i^{-1} \times id)) \circ ((\varphi_i \times id) \circ \Phi_i \circ s_m \circ \varphi_i^{-1}) - (\psi_i \circ f^* \exp \circ \Phi_i^{-1} \circ (\varphi_i^{-1} \times id)) \circ ((\varphi_i \times id) \circ \Phi_i \circ s \circ \varphi_i^{-1}) \|_{C^k(\varphi_i(U_i), \mathbb{R}^n)}
\]
\[
\leq C_i \| (\varphi_i \times id) \circ \Phi_i \circ s_m \circ \varphi_i^{-1} - (\varphi_i \times id) \circ \Phi_i \circ s \circ \varphi_i^{-1} \|_{C^k(\varphi_i(U_i), \mathbb{R}^n)}
\] 
\[
= C_i \| pr_2 \circ \Phi_i \circ s_m \circ \varphi_i^{-1} - pr_2 \circ \Phi_i \circ s \circ \varphi_i^{-1} \|_{C^k(\varphi_i(U_i), \mathbb{R}^n)} < r,
\]
where \((f^* \exp)(v) := \exp_{f(p)} v \) for \( v \in (f^* TN)_p \), \( p \in M \). We have shown
\[
H(s_m) = \bigcap_{i=1}^l N^k(H(s), \varphi_i, \tilde{U}_i, \psi_i, B_\delta(V_i), \mathbb{R}^n, r)
\]
for \( m \) large enough, so \( H: U \to C^k(M, N) \) is continuous. 

### 4 The smooth structure on \( C^k(M, N) \)

In the following we “globalize” the local Ω-lemma (Lemma 2.3) to sections of vector bundles. This will be the main input for showing that \( C^k(M, N) \) carries a smooth structure.

We start with a proposition that provides a criterion for a map with target \( \Gamma_{C^k}(E) \) to be a \( C^r \)-map.

**Proposition 4.1.** In the situation of Definition 3.3, we define
\[
R_i: \Gamma_{C^k}(E) \to C^k(\varphi_i(U_i), \mathbb{R}^n)
\]
by \( R_i(s) := pr_2 \circ \Phi_i \circ s \circ \varphi_i^{-1} \) for \( i = 1, \ldots, l \), where we assume that \( \text{rank}(E) = n \). Let \( r \in \mathbb{N} \), \( X \) a Banach space, \( U \subset X \) open, and
\[
F: U \to \Gamma_{C^k}(E)
\]
a map. Then \( F \in C^r(U, \Gamma_{C^k}(E)) \) if and only if \( R_i \circ F \in C^r(U, C^k(\varphi_i(U_i), \mathbb{R}^n)) \) for \( i = 1, \ldots, l \).

**Sketch of proof.** \( \Rightarrow \) The \( R_i \) are linear and continuous, so they are smooth. \( \Leftarrow \) To make things easier, we first get rid of the \( \Phi_i \) and \( \varphi_i \) in \( R_i \circ F \) as follows: On the vector space
\[
\Gamma_{C^k, \overline{\nu}}(E) := \{ s: U_i \to E \mid s \in \Gamma_{C^k}(E|_{U_i}) \text{ and } pr_2 \circ \Phi_i \circ s \circ \varphi_i^{-1} \in C^k(\varphi_i(U_i), \mathbb{R}^n) \}
\]
\( ^4 \)For \( f_1 = (\varphi_i \times id) \circ \Phi_i \circ s \circ \varphi_i^{-1} \) defined on \( \varphi_i(U_i \cap f^{-1}(B_\delta(V_i))) \), \( f_2 = (\varphi_i \times id) \circ \Phi_i \circ s_m \circ \varphi_i^{-1} \) also defined on \( \varphi_i(U_i \cap f^{-1}(B_\delta(V_i))) \), \( \Psi = \psi_i \circ f^* \exp \circ \Phi_i^{-1} \circ (\varphi_i^{-1} \times id) \) defined on \( (\varphi_i \times id) \circ \Phi_i \circ s \circ \varphi_i^{-1} \) in \( X \cap f^* TN | U_i \cap f^{-1}(B_\delta(V_i)) \), \( K = \varphi_i \circ \tilde{U}_i \), and \( \tilde{K} = (\varphi_i \times id) \circ \Phi_i \circ s \circ \varphi_i^{-1} \) in \( X \cap f^* TN | \overline{\nu} \cap f^{-1}(\overline{\nu}) \) for \( \nu \in \mathbb{R}^n \).
we define the norm
\[ \|s\|_i := \|pr_2 \circ \Phi_i \circ s \circ \varphi_i^{-1}\|_{C^k(\varphi_i(U_i), \mathbb{R}^n)}. \]
We get isomorphisms of Banach spaces
\[ J_i : \Gamma_{C^k} E \to C^k(\varphi_i(U_i), \mathbb{R}^n) \]
\[ s \mapsto \Phi_i \circ s \circ \varphi_i^{-1}, \]
with \( J_i^{-1}(f) = \Phi_i^{-1}(id_{U_i}, f \circ \varphi_i) \). By assumption, we have that
\[ F_i := J_i^{-1} \circ R_i \circ F : U \to \Gamma_{C^k} E, \]
\[ x \mapsto F(x)|_{U_i} \]
is an element of \( C^r(U, \Gamma_{C^k} E) \) for \( i = 1, \ldots, l \). Define
\[ \tilde{D}^j F : U \to L_j^* X \]
by
\[ (\tilde{D}^j F)_u (x_1, \ldots, x_j)|_{U_i} := (D^j F)_u (x_1, \ldots, x_j) \]
for \( u \in U, x_1, \ldots, x_j \in X, j = 1, \ldots, r \).
Inductively, one can show that \( \tilde{D}^j F \) is well-defined, continuous, and \( F \) is \( r \) times continuously differentiable with \( D^j F = \tilde{D}^j F \) for \( j = 1, \ldots, r \). Details can be found in [14, Proof of Proposition 3.4.1.].

**Lemma 4.2** (global \( \Omega \)-lemma). Let \( r, k \in \mathbb{N} \). Let \( M \) be a closed manifold of dimension \( m \). Let \( E \to M \) be a \( C^k \) vector bundle of rank \( n \), and let \( h \) be a bundle metric on \( E \). Choose \( U_i, \tilde{U}_i, \varphi_i, \Phi_i, i = 1, \ldots, l \) as in Definition 3.3 and s.t. the \( \Phi_i \) are isometries on the fibers. Let \( \delta > 0 \) and define the open subset \( U \subset E \) by
\[ U := \{ v \in E \mid \|v\|_h < \delta \}. \]
Let \( F \to M \) be a \( C^k \) vector bundle of rank \( d \) with local trivializations \( (\tilde{U}_i, \tilde{\Phi}_i) \), \( i = 1, \ldots, l \), and \( f : U \to F \)
a map s.t.

i) \( f \) is fiber-preserving and

ii) the maps
\[ g_i : \varphi_i(U_i) \times B_\delta(0) \to \mathbb{R}^d \]
defined by
\[ g_i(x, v) := (pr_2 \circ \tilde{\Phi}_i \circ f \circ \Phi_i^{-1} \circ (\varphi_i^{-1}, id))(x, v) \]
for \( i = 1, \ldots, l \) and \( B_\delta(0) \subset \mathbb{R}^n \) the open ball in \( \mathbb{R}^n \) of radius \( \delta \) and center \( 0 \), satisfy
\[ g_i \in C^k(\varphi_i(U_i) \times B_\delta(0), \mathbb{R}^d) \]
and for each \( j = 0, \ldots, r \) the map
\[
D^2_j g_i : \varphi_i(U_i) \times B_\delta(0) \to L^1_\delta(\mathbb{R}^m, \mathbb{R}^d)
\]
developed by \((D^2_j g_i)(x, y) := (D^j_i(g_i(x, .)))(y)\) for all \((x, y) \in \varphi_i(U_i) \times B_\delta(0)\)
exists and is an element of \( C^k(\varphi_i(U_i) \times B_\delta(0), L^1_\delta(\mathbb{R}^m, \mathbb{R}^d))\).

Then the map
\[
\Omega_f : \Gamma_{C^k}(E)^U \to \Gamma_{C^k}(F),
\]
\[
s \mapsto f \circ s,
\]
is an element of \( C^r(\Gamma_{C^k}(E)^U, \Gamma_{C^k}(F)) \) where \( \Gamma_{C^k}(E)^U \subset \Gamma_{C^k}(E) \) is the open subset of \( C^k \)-sections of \( E \) with image contained in \( U \). If \( r \geq 1 \), then
\[
\left((D\Omega_f)_{s_0}\right)(p) = (D(f|_{E_s \circ U}))_{s_0}(p) s(p)
\]
for all \( p \in M \), \( s_0 \in \Gamma_{C^k}(E)^U \), and all \( s \in \Gamma_{C^k}(E) \).

A different version of the global \( \Omega \)-lemma can be found in [6, Theorem 5.9].
(Note that in [6] Theorem 5.9 it is a requirement that the considered map \( f \) maps the zero element of each fiber onto itself, \( f(0_x) = 0_x \). This makes it problematic to apply [6, Theorem 5.9] in our setting, since we will consider maps of the form \( v \mapsto \exp_{g_1^{-1}} \circ \exp_{f(p)} v \).)

**Remark 4.3.**

i) Note that in the situation of Lemma 4.2 ii), the statement
\[
g_i \in C^k(\varphi_i(U_i) \times B_\delta(0), \mathbb{R}^d) \text{ and } D^2_j g_i \in C^k(\varphi_i(U_i) \times B_\delta(0), L^1_\delta(\mathbb{R}^m, \mathbb{R}^d))
\]
for \( j = 0, \ldots, r \) is equivalent to the statement that
\[
\partial_y^\alpha \partial_x^\beta g_i : \varphi_i(U_i) \times B_\delta(0) \to \mathbb{R}^d
\]
are continuous and continuously extendable to \( \varphi_i(U_i) \times B_\delta(0) \) for all \(|\alpha| \leq k + r, |\beta| \leq k, \text{ s.t. } |\alpha + \beta| \leq k + r\), where \( x \) denotes the “\( \varphi_i(U_i) \)-direction” and \( y \) denotes the “\( B_\delta(0) \)-direction”.

ii) The assumptions of Lemma 4.2 ii) imply in particular that \( \Omega_f \) is well-defined as a map: from ii) we see that \( pr_2 \circ \Phi_i \circ f : U \cap E|_{U_i} \to \mathbb{R}^d \) is \( C^k \). It follows that \( f(v) = \Phi^{-1}_i \circ (\pi \circ pr_2 \circ \Phi_i)(v) \) for all \( v \in U \cap E|_{U_i} \), where \( \pi : E \to M \) is the projection of \( E \), so \( f \in C^k(U \cap E|_{U_i}, F) \). Since the \( U_i \) cover \( M \), we have \( f \in C^k(U, F) \) and thus \( f \circ s \in \Gamma_{C^k}(F) \) for all \( s \in \Gamma_{C^k}(E)^U \).

**Proof of Lemma 4.2.** For each \( i = 1, \ldots, l \) we have a commutative diagram
Proof. For $U$, first show the statement holds for sets $U$ using a strategy similar to the proofs of Lemma 3.5 i)-ii). To be more precise, we show that for $h$ all $\Omega_f$ it holds that we don’t need these additional assumptions, provided that $U$ are small enough. We start by defining the sets $i$ fibers for $M$ of $\Omega_f\circ \varphi_i^{-1}$ is compact, and $\varphi_i^{\circ} \varphi^{-1}_1$. Therefore, we see that $\Omega_f$ is $C^r$ if $\hat R_i \circ \Omega_f$ is $C^r$. Moreover, $\hat R_i \circ \Omega_f = \Omega_{g_i} \circ R_i$ is $C^r$ because of Lemma 2.3, thus $\Omega_f$ is $C^r$.

Equation (4.1) can be shown by differentiating the above commutative diagram and using equation (2.2) from Lemma 2.3.

**Theorem 4.4 ($C^k(M, N)$ as a Banach manifold).** Let $k \in \mathbb{N}$. Let $M$ and $N$ be manifolds without boundary. Let $M$ be compact and let $N$ be connected. Choose a Riemannian metric $h$ on $N$. Then the topological space $C^k(M, N)$ (i.e., the set $C^k(M, N)$ equipped with the compact-open $C^k$ topology) has the structure of a smooth Banach manifold such that the following holds: for any $f \in C^k(M, N)$ and any small enough open neighborhood $U_f$ of $f$ in $C^k(M, N)$ there is an open neighborhood $V_f$ of the zero section in $\Gamma_{C^k}(f^*TN)$ such that the map

$$\varphi_f: U_f \to V_f,$$

$$g \mapsto \exp^{-1} \circ (f, g),$$

i.e., $\varphi_f(g)(p) = (\exp_{f(p)})^{-1}(p)$ for all $g \in U_f$, $p \in M$, is a local chart (in particular a smooth diffeomorphism). Note that the inverse of $\varphi_f$ is given by

$$\varphi_f^{-1}(s)(p) = \exp_{f(p)} s(p)$$

for all $s \in V_f$, $p \in M$. This smooth structure does not depend on the choice of the Riemannian metric $h$ on $N$. Moreover, for all $f, g \in C^k(M, N)$ s.t. $U_f \cap U_g \neq \emptyset$ it holds that

$$(D(\varphi_g \circ \varphi_f^{-1})_{s_0}(p) = D(\exp_{g(p)}^{-1} \circ \exp_{f(p)})_{s_0}(p) s(p)$$

for all $p \in M$, $s_0 \in \varphi_f(U_f \cap U_g)$, $s \in \Gamma_{C^k}(f^*TN)$.

**Proof.** For $f \in C^k(M, N)$ we denote by $U_{f, \varepsilon}$ the set defined in Lemma 3.5. First we show that for $U_{f, \varepsilon} \cap U_{g, \varepsilon} \neq \emptyset$ the transition map $\varphi_g \circ \varphi_f^{-1}$ is smooth. We use a strategy similar to the proofs of Lemma 2.3 i)-ii). To be more precise, we first show the statement holds for sets $U_{f, \varepsilon}$ with some additional assumptions on the charts in the definition of $U_{f, \varepsilon}$. We will call these sets $U_{f, \varepsilon}^{\text{add}}$. Then we show that we don’t need these additional assumptions, provided that $\varepsilon > 0$ and $\varepsilon^g > 0$ are small enough. We start by defining the sets $U_{f, \varepsilon}^{\text{add}}$, that is, we formulate which additional assumptions we make on the charts in the definition of $U_{f, \varepsilon}$.

Let $f \in C^k(M, N)$. Choose charts $(U_i^f, \varphi_i^f)$ of $M$, $i = 1, \ldots, l \equiv l(f)$, $\bigcup_{i=1}^{l} U_i^f = M$, s.t. $U_i^f \subset M$ is compact, $U_i^f \subset \hat U_i^f$, $(\hat U_i^f, \varphi_i^f)$ is still a chart of $M$, $f(U_i^f) \subset V_i^f$ (if $V_i^f, \psi_i$) chart of $N$, $V_i^f \subset N$ is compact, $V_i^f \subset \hat V_i^f$, $\hat V_i^f \subset N$ is compact, and $(\hat V_i^f, \hat \varphi_i^f)$ is a local trivialization of $TN$ which is an isometry on fibers for $i = 1, \ldots, l$. Choose

$$0 < r_i < \min_{1 \leq i \leq l(f)} \inf_{q \in V_i^f} \text{dist}_q (N)$$
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s.t. $E$ is a diffeomorphism from the set
\[ X_f^j := \{ v \in TN \mid \pi_{TN}(v) \in V_f^j, \|v\|_h < r^f \} \]
onto its image. Denote by $(f^{-1}(\tilde{V}_f^j), \Phi_f^j)$ the local trivialization of $f^*TN$ induced by $(\tilde{V}_f^j, \hat{\Phi}_f^j)$. Now we define the set
\[ U_{f,\varepsilon}^{\text{add}} := \bigcap_{i=1}^l N^k(f, \phi_f^i, \tilde{U}_f^j, \psi_f^i, V_f^j, U_f^j, \varepsilon^f) \]
where $\varepsilon^f = \varepsilon^f(\delta^f) > 0$ is chosen s.t. Lemma 3.5.1)-iii) hold (for $U_{f,\varepsilon}^{\text{add}}$) where $\delta^f < \frac{r^f}{6}$.

Assume that $U_{f,\varepsilon}^{\text{add}} \cap U_{g,\varepsilon^g}^{\text{add}} \neq \emptyset$. Define
\[ U := \{ v \in f^*TN \mid \|v\|_{f^*h} < 2\delta^f \} \]
and
\[ F: U \to g^*TN \]
by
\[ F(v) := \left( (\exp_g(p))^\frac{1}{2} \circ \exp_f(p) \right)(v) \]
for $v \in U \cap T_{f(p)}N$.

After possibly interchanging the roles of $f$ and $g$, we may assume
\[ \delta^f \leq \delta^g. \] (4.3)

(It is important to note here, that (4.3) is achieved by possibly interchanging $f$ and $g$. It is not achieved by choosing $\delta^f$ so small, that (4.3) holds. The latter would mean that $\delta^f$ also depends on $g$ and then some of the arguments below no longer work.) Then
\[ F(v) = E|_{X_f^j}(g(p), \exp_f(p), v) \] (4.4)
for all $v \in U \cap T_{f(p)}N$, where $p \in U_f^j$. Hence, $F$ is well-defined. To show (4.4), let $v \in U \cap T_{f(p)}N$ and $p \in U_f^j$. Then $\exp_f(p)v \in B_{2\delta^f}(f(p))$. Since $U_{f,\varepsilon}^{\text{add}} \cap U_{g,\varepsilon^g}^{\text{add}} \neq \emptyset$, we have $d(f(p), g(p)) < \delta^f + \delta^g$ by the triangle inequality. Therefore, $\exp_f(p)v \in B_{3\delta^f + \delta^g}(g(p))$. Since $\delta^f \leq \delta^g$ we have $3\delta^f + \delta^g \leq 4\delta^g < \frac{1}{6}r^g < \frac{1}{6}\text{inj}_g(p)(N)$. From this it is easy to see that (4.4) holds.

Now we want to use Lemma 4.2 to show that
\[ \Omega_F: \Gamma_{C^k}(f^*TN)^U \to \Gamma_{C^k}(g^*TN), \]
\[ s \mapsto F \circ s, \]
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is (well-defined and) smooth. If we have shown that, then we have in particular that \( \varphi_g \circ \varphi_f^{-1} = \Omega_F|_{\varphi_f(U_{f,\varepsilon}^{\text{add}} \cap U_{g,\varepsilon}^{\text{add}})} \) is smooth. Condition i) of Lemma 4.2 is satisfied, as \( F \) is fiber-preserving. Now we show Condition ii): To that end, we consider the maps

\[ g_{ij} : pr_2 \circ \Phi^g_j \circ F \circ (\Phi^f_i)^{-1} \circ ((\varphi^f_i)^{-1}, id) : \varphi^f_i(U_i^f \cap U_j^g) \times B_{2\delta_i}(0) \to \mathbb{R}^n, \]

where \( n = \dim(N) \) and the maps

\[ H_{ij} : Y_{ij} \to TN \]

where \( Y_{ij} \) is the non-empty open set

\[ Y_{ij} := \{(q_1, q_2, y) \in V_i^f \times V_j^g \times B_{2\delta_i}(0) \mid q_2 \in B_{2\delta_i + \delta_y}(q_1)\} \]

and

\[ H_{ij}(q_1, q_2, y) := ((\exp_{q_2})^{-1} \circ \exp_{q_1}) \left( (\Phi^f_i)^{-1}(q_1, y) \right). \]

Note that \( H_{ij} \) is well-defined and smooth (on \( Y_{ij} \)) since under our assumption it holds that

\[ H_{ij}(q_1, q_2, y) = E_{\mid_{X_{ij}^f}}^{-1}(q_2, \exp_{q_1}((\Phi^f_i)^{-1}(q_1, y))) \]

on \( Y_{ij} \).

Moreover, we have

\[ pr_2 \circ \Phi^g_j \circ H_{ij} \circ ((f, g) \circ (\varphi^f_i)^{-1}, id) = g_{ij} \quad (4.5) \]

on \( \varphi^f_i(U_i^f \cap U_j^g) \times B_{2\delta_i}(0) \). Given any multiindex \( \alpha \) we see from (4.5) that

\[ \partial^\alpha_y g_{ij}(x, y) = (pr_2 \circ \Phi^g_j)(\partial^\alpha \Phi^f_i(x)) \left( \left(\partial^\alpha_y H_{ij}\right) \left( f((\varphi^f_i)^{-1}(x)), g((\varphi^f_i)^{-1}(x), y) \right) \right) \]

for all \((x, y) \in \varphi^f_i(U_i^f \cap U_j^g) \times B_{2\delta_i}(0), \) so \( \partial^\alpha_y g_{ij} \) is \( C^k \) in \((x, y)\). In particular, for \(|\beta| \leq k\), we have that \( \partial^\beta \partial^\alpha_y g_{ij} \) is continuous on \( \varphi^f_i(U_i^f \cap U_j^g) \times B_{2\delta_i}(0) \). We have shown Conditions i) and ii) of Lemma 4.2, which we now apply to deduce that \( \Omega_F : \Gamma_{\mathcal{C}^k}(f^*TN) \to \Gamma_{\mathcal{C}^k}(g^*TN) \) is smooth. In particular, \( \varphi_g \circ \varphi_f^{-1} = \Omega_F|_{\varphi_f(U_{f,\varepsilon}^{\text{add}} \cap U_{g,\varepsilon}^{\text{add}})} \) is smooth.

Next we show that we don’t need the additional assumptions we made in the definition of the sets \( U_{f,\varepsilon}^{\text{add}} \). For arbitrary \( U_{f,\varepsilon} \) and \( U_{g,\varepsilon} \) (defined as in Lemma 4.2), there exist \( U_{f,\varepsilon}^{\text{add}} \) and \( U_{g,\varepsilon}^{\text{add}} \) with \( U_{f,\varepsilon} \subset U_{f,\varepsilon}^{\text{add}} \) and \( U_{g,\varepsilon} \subset U_{g,\varepsilon}^{\text{add}} \), provided that \( \varepsilon > 0 \) and \( \tilde{\varepsilon} > 0 \) are small enough (see Lemma 4.2). If \( U_{f,\varepsilon} \cap U_{g,\varepsilon} \neq \emptyset \), then we have in particular \( U_{f,\varepsilon}^{\text{add}} \cap U_{g,\varepsilon}^{\text{add}} \neq \emptyset \). We have shown that the transition map \( \varphi_g \circ \varphi_f^{-1} \) is smooth on \( \varphi_f(U_{f,\varepsilon}^{\text{add}} \cap U_{g,\varepsilon}^{\text{add}}) \), so it is in particular smooth on \( \varphi_f(U_{f,\varepsilon} \cap U_{g,\varepsilon}) \).

Equation (4.2) is a direct consequence of equation (4.1).
Summing up, we have shown that for $f, g \in C^k(M, N)$ with $U_{f, \varepsilon} \cap U_{g, \tilde{\varepsilon}} \neq \emptyset$ ($\varepsilon, \tilde{\varepsilon} > 0$ small enough), the transition map
\[
\varphi_g \circ \varphi_f^{-1} : \varphi_f(U_{f, \varepsilon} \cap U_{g, \varepsilon}) \to \varphi_g(U_{f, \varepsilon} \cap U_{g, \varepsilon})
\]
is smooth after possibly interchanging the roles of $f$ and $g$, c.f. (4.3). Hence, we did not show yet that $\varphi_g \circ \varphi_f^{-1}$ is a diffeomorphism. Equation (4.2) yields that the differential of $\varphi_g \circ \varphi_f^{-1}$ at an arbitrary $s_0 \in \varphi_f(U_{f, \varepsilon} \cap U_{g, \varepsilon})$ is a bijective, continuous linear map (between Banach spaces), hence it is a linear isomorphism. The Inverse Mapping Theorem (see e.g. [2, Theorem 2.5.2]) yields that $\varphi_g \circ \varphi_f^{-1}$ is a diffeomorphism.

A similar argument can be used to show that the above smooth structure does not depend on the choice of the Riemannian metric $h$ on $N$.

**Remark 4.5.** For our proofs it was a crucial fact that $M$ is compact. If $M$ is non-compact, the ansatz of using the exponential map of the target manifold to construct the charts still makes sense, but the question of how to topologize $C^k(M, N)$ arises. The case $k = \infty$ was worked out in [9].

Also, one can consider infinite dimensional target $N$. In the case that $N$ is a Banach manifold admitting partitions of unity, one can work with sprays to construct the charts [1].

Lastly, we want to state and prove some mapping properties which can be found in e.g. [1].

**Proposition 4.6 (Mapping properties).** Let $k, r \in \mathbb{N}$. Let $M, N, A, Z$ be manifolds without boundary. Assume that $M$ and $A$ are compact. Moreover, assume that $N$ and $Z$ are connected. Then the following holds:

i) If $g \in C^{k+r}(N, Z)$, then the map
\[
\omega_g : C^k(M, N) \to C^k(M, Z), \quad f \mapsto g \circ f,
\]
is $C^r$.

ii) If $g \in C^k(A, M)$, then the map
\[
\alpha_g : C^k(M, N) \to C^k(A, N), \quad f \mapsto f \circ g,
\]
is smooth.

**Proof.** To show assertion i) of the proposition, one uses the local charts from Theorem 4.4 to write down the local representative of $\omega_g$ to which Lemma 4.2 is applied.

Assertion ii) of the proposition is shown in a similar manner. First, one uses the charts of $C^k(M, N)$ to reduce to the situation of maps between sections of vector bundles. Using local trivializations of these vector bundles, the problem is
further reduced to the following statement: Let $Y$ be a Banach space. Let $U \subset \mathbb{R}^n$ and $V \subset \mathbb{R}^m$ be open and bounded. Given $g \in C^k(V,U)$, the map

$$\tilde{\alpha}_g : C^k(U,Y) \to C^k(V,Y),$$

$$f \mapsto f \circ g,$$

is smooth. This however is clear, since $\tilde{\alpha}_g$ is linear and continuous.

\[\square\]
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