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Abstract—With the recent advances of deep learning techniques, there are rapidly growing interests in applying machine learning to log data. As a fundamental part of log analytics, accurate log parsing that transforms raw logs to structured events is critical for subsequent machine learning and data mining tasks. Previous approaches either analyze the source code for parsing or are data-driven such as text clustering. They largely neglect to exploit another widely available and valuable resource, software documentation that provides detailed explanations for the messages, to improve accuracy. In this paper, we propose an approach and system framework to use documentation knowledge for log parsing. With parameter value identification, it not only can improve the parsing accuracy for documented messages but also for undocumented messages. In addition, it can discover the linkages between event templates that are established by sharing parameters and indicate the correlation of the event context.
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I. INTRODUCTION

System logs have been widely used in system management and IT operational analytics, because they are universally available in almost all software and systems while also being the primary data resource that records run-time system states and events. Log analytics applies data mining and machine learning techniques on log data to model system behaviors and events [1]–[3], detect system anomalies [4]–[6] and security breach [7], and program diagnose [8], [9].

In general, log message is unstructured text produced by logging statements in the software source code. It often consists of invariant keyword part and variable part. The invariant part, that is often referred to as template, represents a message type or an event type, since it remains the same for every event occurrence. The variable part contains the values of specific parameters for the corresponding event, which records the run-time information and can change among different executions and event occurrences. Therefore, for log analytics, log parsing is usually the very first step, which transforms the unstructured raw log data to a sequence of templates through template mining. A sequence of templates represents a sequence of events, since it is tightly stitched together with execution flows. Therefore, most log analytics tasks are based on the sequence of templates to discover the control flow of the system [4] and predict system anomaly [5].

Template mining have been widely studied in recent years. A source code based method [8] uses regular expressions automatically generated from the source code for template mining. Most works assume no access to the source code and propose data-drive approaches. For instance, LKE [5], IPLoM [10] and multi-model algorithm [4] use data mining and text clustering techniques. Spell [11] and Drain [12] are two online log parsers that use prefix tree to find templates. Data-driven approaches have gained in popularity because the source code are often inaccessible. However, their accuracy is highly affected by the complexity of message text structures, noises and clustering algorithms. The accuracy of mining templates is important, since it decides the accuracy of structured events discovered and the performance of subsequent event mining and system modeling tasks with machine learning techniques.

In this work, we propose to exploit a widely available but long-neglected resource, software documentation, to improve the performance of log parsing. Many commercial software products have detailed documentation of log messages such as Oracle StorageTek [13],IBM MVS [14] and Cisco Security Appliance System [15] from different software vendors. These documentations usually define each message with a unique id, a message text that consists of keywords, parameters, and the fields with annotations (in different formats) indicating they are optional or single-select. Besides that, today a growing number of software packages like Kubernetes [16] and MongoDB [17] support structured logging in the format of json that is also well documented. The documentation offers rich information of messages that can be used to improve accuracy and efficiency of log parsing even when the source code is inaccessible.

Our documentation based approach derives the syntax tree of log messages from documentation, and effectively utilizes it for parsing both documented and undocumented log messages. The syntax tree allows more accurate parsing of well documented messages. For undocumented messages, we reuse the parameter values extracted from documented messages to identify the parameter parts in the messages and annotate them with the names given by the documentation. Such parameter name annotation effectively improves the accuracy of template mining. With explicit annotation of parameters in a message text, our approach can differentiate the templates with highly similar invariant keywords but distinct parameters semantically, which indicate different events. Previous data-driven approaches parse log messages without being aware of semantics of variable parts. They largely treat the variable part in all messages as the same, which creates confusions that regard different events as the same event. In addition, our approach can discover the semantic correlation between templates. The parameter name annotation can be used to identify if two templates have the same parameter. Sharing the same parameter indicate that two events happen in the same context, which is important information for problem diagnose.
and system modeling. Since existing log parsing techniques are not able to identify the parameter semantics, they cannot identify the linkage between two templates established by the sharing parameters.

Our demonstration shows the workflow of our documentation-based approach, and its effectiveness for parsing of real log messages that are partially documented.

II. SEMANTIC-AWARE LOG PARSING WITH SOFTWARE DOCUMENTATION

A. Log Message Syntax Tree

The software documentation may describe the text formats of log messages in many different ways, varying among products, components, and software vendors. Developing a message parser for each type of documentations increases development cost and limits the scalability. To address this problem, we introduce an intermediate representation of log message formats, log message syntax tree, to achieve broad expressiveness of log message formats, while allowing a uniform message parsing for logs from different software products.

We define log message syntax tree with five types of node elements. Two basic types are:

- **keyword**: representing the invariant single-word text in the log message.
- **parameter**: representing a named placeholder for the variant part in the log message, carrying the run-time information in every execution.

The other three are composite types, which can be composed of any type of elements:

- **sequential**: representing a sequential combination of elements. The sequential node’s children are ordered, representing each element in the sequence.
- **optional**: representing a special sequential type, of which the element sequence can be either included or excluded from the log message body.
- **single-select**: representing a list of the elements of that only one element is included in the log message body.

All the leaf nodes in the log message syntax tree are the basic types, and the parent nodes are composite types.

**Example.** We use a message with identifier ARC0704E from IBM z/OS MVS(Multiple Virtual Storage) System as an example. This message indicates the error on volume operations. Although it has a unique ID, its message text has optional keywords and single-select field, which means that the message instances of ARC0704E can have multiple templates. Its instances can be:

- example 1: ARC0704E RECOVER OF VOLUME vol1 TERMINATED, ERROR ALLOCATING VTOC COPY DATA SET ON VOLUME vol2
- example 2:ARC0704E BACKUP OF VOLUME vol1 TERMINATED, ERROR OPENING VTOC COPY DATA SET

where RECOVER, BACKUP are chosen from a list of keywords, **ON VOLUME vol2** is an optional string in the message, and **vol1 & vol2** are parameter values. The syntax tree for message ARC0704E derived from documentation is shown in Figure 1.

The definition of log message syntax tree can cover almost every different format of log messages we’ve seen due to its rich expressiveness. With the syntax tree, a log message instance can be effectively parsed by depth-first search (DFS), and the parameter values can be easily extracted (Section 2). **Deriving Message Syntax Tree From Documentation.** The process for deriving message syntax tree from software documentation can vary among different products and software components.

With all these information, we can derive the format of a message text as a sequence of different types of elements defined before, which can be further converted to a message syntax tree. For messages with unique IDs, it is easy to associate its syntax tree with its log instance from execution. However, if a message does not have a unique ID for its log instance, we cannot do reverse lookup from log instance to its message documentation. One solution is to derive a unique signature for these messages from its text structure, keywords, parameter properties etc, that can be also inferred from their log instances. We use the signature of a log message as the index to find its message description and syntax tree. Because all the documentations are published online in the forms of webpages and pdf, the general workflow consists of 1). scraping data from documentation media; 2). extracting message IDs and descriptions; 3). building a syntax tree for each message, indexed by message IDs. Along with the syntax tree, we may also extract the explanations for a message and the semantic meaning of every parameter in a message from the documentation.

B. Syntax Tree based Message Parsing and Parameter Value Extraction

Given an instance of a log message, we look up its corresponding log syntax tree by its message ID. After the tokenization of the message text, the parsing can be simply done using depth-first search (DFS) through the tree, which is more efficient and general than using regular expression. The syntax tree based message parsing produces a mapping between variant parts in the log to their corresponding named parameters, referred to as parameter value extraction.

Using the first log in our previous example as input, DFS will match the tokens **vol1 & vol2** with parameter node **volser1** and **volser2**. It results in the correct mapping between variant parts of log messages with the parameter names given in the description for messages in the documentation. The extracted parameter values can be connected with their semantic meanings, which could be very important for log analytic and anomaly detection.

**Anchor based Syntax Tree Searching.** In most cases the parameter value is a single token such as status code, system name, ip address, time, etc. However, there are many cases where parameter values consist of multiple tokens and vary in length. Moreover, the log message and documentation can be noisy. The message text in the documentation can have additional punctuation, conjunctions etc. Any keyword mismatch will fail the search on the syntax tree. To address this problem, we first identify all the sequences consisting of consecutive keywords (of length >= 2) from the children of the root node. we call them anchors. Then, we search these anchors in a log message to be parsed, divide the text to different parts, each of which is matched with a part of
the syntax tree decided by anchors. In Fig 1, consecutive keywords ('OF', 'VOLUME'), ('TERMINATED', 'ERROR'), ('VTOC', 'COPY', 'DATA', 'SET') are three anchors. The text of example 1 is divided to multiple ones by these anchors as ('RECOVER'), (' vol1'), ('ALLOCATING'), ('ON', 'VOLUME', 'vol2). Each is matched with a part of sibling trees between these anchor nodes. For instance, ('RECOVER') is matched with the most left subtree rooted at 'single'.

This approach is able to handle multi-words values in the case that among two anchors there is only one parameter node. The whole sub-string between two anchors in the log message is treated as the value of that parameter. It also improves the reliability of parsing against noisy data, since the divide-and-conquer approach based on anchor effectively isolates the noisy parts in the log message and the syntax tree from documentation. We can also apply anchor based syntax tree searching recursively to the sub-tree matching. However, because of the cost of finding and matching anchors, it may increase the computation cost. Our observation is that most log messages have a shallow syntax tree, thus for them it is good enough to only find the anchors on the first layer of nodes.

C. Value Dictionary based Parameter Identification

Using syntax tree based parsing can identify the parameter values in log messages, and map them to the parameter name given in the documentation. However, it is usually the case that not all log messages have documentation and/or unique message IDs, especially for today's distributed system that runs many different applications and open-source software. The users can also define their own log messages, which are not in the documentation from product vendors. The documentation can also be outdated, which lacks the description of new log messages and/or new parameters added to old log messages. To identify the parameters and their semantics for undocumented ones, we maintain a dictionary of parameter values extracted from documented log messages with their syntax trees. In this value dictionary, for each value, we keep a list of parameter names that has been matched with that value. The reason we have a list of names is that the same parameter can have different placeholder names for different messages in the documentation. In addition, for each name, we maintain a count for the number of unique message IDs we’ve seen that use that name.

For each log message, if it has the syntax tree built from documentation, tree based parsing is used to identify parameters and their values are stored into the value dictionary. If a value already exists in the dictionary, the parameter name list for this value gets updated with new identified parameter name. For the message in example 1, the value dictionary is \{'vol1': [(volser1, count=1], 'vol2': [volser2, count=1]}.

If the log message does not have the syntax tree, token-based value matching is performed. For each token in the message text, the value dictionary is checked to see if the token is a value seen before or any value begins with that token. If it is, the token (with the following tokens if they together fully matched with that value) is annotated with the name with the largest count in the name list of that value, which could be the most representative name.

Note that different parameters having distinct semantic meanings may share the same value, especially for simple numerical values such as return code, counter value etc. To avoid annotating a value with a wrong parameter, we only keep complex values in the value dictionary for parameter identification, with constraints such as satisfying minimum string length requirement, and no simple numeric values.

Additionally, for a log message with the syntax tree, after tree-based parsing and parameter name annotation, we can apply the value dictionary based parameter identification for the rest of tokens, in case of missing parameters from the document and the syntax tree, which could be caused by out-of-date or error of documentation.

D. Semantic-aware Template Mining with Value Name Annotation

In real log data, not all messages or parameters are documented. We cannot solely rely on the syntax tree derived from the documentation for template mining. We use the results of syntax tree based parsing and parameter annotation as an intermediate step, which produces approximate templates from raw logs by replacing the identified values with corresponding parameter placeholders. For example, the approximate template can be "RECOVER OF VOLUME <volser1> TERMINATED AT STEP xx:1" where <volser1> is parameter holder with name volser1. The approximate templates are further feed into data-driven template mining algorithms such as existing clustering and prefix-tree based parsing to produce final templates that identifies the last step parameter with value xx:1.

For either clustering or prefix-tree matching method based template mining, a fundamental step is to determine the similarity or measure the distance between two tokens. With our approximate templates where a token can be a parameter placeholder, the only exception we need to take care of is about how to measure the similarity (for clustering) or decide it is a match (for prefix tree) between a token and a named parameter placeholder. We propose a parameter signature based method to address this problem.

For a parameter, with the values extracted by the syntax tree based parsing, we create a profile for all the values it have hold before, as the parameter’s signature. Each time a
We compute precision, recall and accuracy and compare our approach with Drain3. The result is shown in Table I. We can see that our approach achieves better accuracy than Drain, which demonstrates the benefit of documentation knowledge and parameter value annotation based on that.

| TABLE I |
|----------------------------------|-----------|-----------|
| Precision | Recall | Accuracy |
|-----------|--------|----------|
| Our approach | 1.0 | 0.9993 | 0.9996 |
| Drain | 0.7729 | 0.9830 | 0.8861 |

Our demonstration will consist of two steps:
1) We first give a brief overview to our system framework and functionalities, each corresponding to the techniques introduced in the previous sections.
2) We demonstrate the syntax tree building from the document, to log data parsing. We demonstrate the templates output by our approach and compare them with the output of Drain3 by default.
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