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Abstract
It is a theorem of Kim–Tamagawa that the $\mathbb{Q}_\ell$-pro-unipotent Kummer map associated to a smooth projective curve $Y$ over a finite extension of $\mathbb{Q}_p$ is locally constant when $\ell \neq p$. This paper establishes two generalisations of this result. First, we extend the Kim–Tamagawa theorem to the case that $Y$ is a smooth variety of any dimension. Second, we formulate and prove the analogue of the Kim–Tamagawa theorem in the case $\ell = p$, again in arbitrary dimension. In the course of proving the latter, we give a proof of an étale–de Rham comparison theorem for pro-unipotent fundamental groupoids using methods of Scholze and Diao–Lan–Liu–Zhu. This extends the comparison theorem proved by Vologodsky for certain truncations of the fundamental groupoids.
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# INTRODUCTION

Let $K$ be a field of characteristic 0 with algebraic closure $\overline{K}$, and let $Y$ be a smooth geometrically connected variety over $K$. For a prime number $\ell'$, let $\text{Loc}^{\text{un}}(Y_{\overline{K}}, \mathbb{Q}_{\ell'})$ denote the $\otimes$-category of unipotent $\mathbb{Q}_{\ell'}$-local systems on $Y_{\overline{K}}$. This is a $\mathbb{Q}_{\ell'}$-linear Tannakian category, and any $\overline{K}$-point $\bar{x} \in Y(\overline{K})$ determines a fibre functor $\omega^{\text{et}}_{\bar{x}} : \text{Loc}^{\text{un}}(Y_{\overline{K}}, \mathbb{Q}_{\ell'}) \to \text{Vec}(\mathbb{Q}_{\ell'})$. The Tannaka groupoid of $\text{Loc}^{\text{un}}(Y_{\overline{K}}, \mathbb{Q}_{\ell'})$ is called the $\mathbb{Q}_{\ell'}$-pro-unipotent étale fundamental groupoid $\pi^{\text{et}, \mathbb{Q}_{\ell'}}_{1}(Y_{\overline{K}}; -,-)$ of $Y_{\overline{K}}$.

If we fix a choice of $K$-rational basepoint $x_0$, then there is a natural continuous action of the absolute Galois group $G_K$ on $U_{\ell'} := \pi^{\text{et}, \mathbb{Q}_{\ell'}}_{1}(Y_{\overline{K}}, x_0, x_0)$, as well as the Tannakian path-torsor $\pi^{\text{et}, \mathbb{Q}_{\ell'}}_{1}(Y_{\overline{K}}, x_0, y)$ for any $y \in Y(K)$. If we pick a path $\gamma \in \pi^{\text{et}, \mathbb{Q}_{\ell'}}_{1}(Y_{\overline{K}}, x_0, y)(\mathbb{Q}_{\ell'})$, then the map $\xi_{\gamma} : G_K \to U_{\ell'}(\mathbb{Q}_{\ell'})$ given by $\sigma \mapsto \gamma^{-1}\sigma(\gamma)$ is a non-abelian continuous cocycle. The class of $\xi_{\gamma}$ is independent of the choice of $\gamma$, and so there is a pro-unipotent Kummer map

$$j_{\ell'} : Y(K) \to H^1(G_K, U_{\ell'}(\mathbb{Q}_{\ell'}))$$

sending $y \in Y(K)$ to the class of $\xi_{\gamma}$. This pro-unipotent Kummer map plays a central role in the Chabauty–Kim method [3, 22, 23].

In some cases, the pro-unipotent Kummer map can be understood quite explicitly. From now on, let $K$ be a finite extension of $\mathbb{Q}_p$ for some prime $p$. When $Y/K$ is a smooth projective variety with good reduction and $\ell' \neq p$, then it follows from a standard specialisation argument that the pro-unipotent Kummer map $j_{\ell'}$ is constant. Without the good reduction and projectivity hypotheses, the pro-unipotent Kummer map $j_{\ell'}$ need not be constant, but is still well-behaved for curves by a theorem of Kim–Tamagawa.

**Theorem [24, Theorem 0.1].** Suppose that $K$ is a finite extension of $\mathbb{Q}_p$ for $\ell' \neq p$, and that $Y/K$ is a smooth geometrically connected curve. Then the pro-unipotent Kummer map $j_{\ell'}$ is locally constant on $Y(K)$ for the $p$-adic topology.

Our first (easy) result in this paper is a generalisation of the Kim–Tamagawa theorem to arbitrary dimension.

**Theorem 1.1.** Suppose that $K$ is a finite extension of $\mathbb{Q}_p$ for $\ell' \neq p$, and that $Y/K$ is a smooth geometrically connected variety. Then the pro-unipotent Kummer map $j_{\ell'}$ is locally constant on $Y(K)$ for the $p$-adic topology.

Our main interest in this paper, however, is to formulate and prove the analogue of these results in the case $\ell' = p$. Let us first observe that Theorem 1.1 does not hold verbatim in the case $\ell' = p$: for $Y/K$ any smooth projective curve with good reduction, the cohomology set $H^1(G_K, U_p(\mathbb{Q}_p))$ has a natural $\mathbb{Q}_p$-scheme structure, and the Zariski-closure of the image of $j_p$ is

$$H^1_f(G_K, U_p(\mathbb{Q}_p)) := \ker \left( H^1(G_K, U_p(\mathbb{Q}_p)) \to H^1(G_K, U_p(B_{\text{cris}})) \right)$$

where $B_{\text{cris}}$ is Fontaine’s ring of crystalline periods [23, Theorem 1]. So, as soon as the genus of $Y$ is $\geq 1$, the map $j_p$ has infinite image and so cannot be locally constant.

The $p$-adic analogue of Theorem 1.1 that we will prove in this paper says that the pro-unipotent Kummer map $j_p$ is locally constant ‘modulo $H^1_f$’. To make this precise, consider the subset
H^1_g(G_K, U_p(Q_p)) \subseteq H^1(G_K, U_p(Q_p)) defined by

H^1_g(G_K, U_p(Q_p)) := \ker \left( H^1(G_K, U_p(Q_p)) \to H^1(G_K, U_p(B_{dR})) \right),

and define an equivalence relation \sim_{H^1_e} on H^1(G_K, U_p(Q_p)) by declaring \xi \sim_{H^1_e} \eta just when \xi and \eta have the same image under the map

H^1(G_K, U_p(Q_p)) \to H^1(G_K, U_p(B_{cris}^{=1})).

We define

H^1_{g/e}(G_K, U_p(Q_p)) := H^1_g(G_K, U_p(Q_p)) / \sim_{H^1_e}.

Our main theorem is as follows.

**Theorem 1.2.** Suppose that K is a finite extension of Q_p, and that Y/K is a smooth geometrically connected variety. Then the image of the pro-unipotent Kummer map \( j_p \) is contained in \( H^1_g(G_K, U_p(Q_p)) \), and the composite

\[ Y(K) \xrightarrow{j_p} H^1_g(G_K, U_p(Q_p)) \xrightarrow{} H^1_{g/e}(G_K, U_p(Q_p)) \]

is locally constant on \( Y(K) \) for the p-adic topology.

**Remark 1.3.** We can even be quite precise about how locally constant the map in Theorem 1.2 is: if \( V \subseteq Y^{an} \) is open in the rigid analytification \( Y^{an} \) of \( Y \), isomorphic to an open polydisc, then the map is constant on \( V(K) \).

These two local constancy results play a central role in the theory developed in [5], which relates these pro-unipotent Kummer maps to the classical theory of Néron–Tate heights on abelian varieties. Moreover, by generalising some of the foundational results supporting the Chabauty–Kim method, Theorems 1.1 and 1.2 constitute preliminary steps towards setting up the Chabauty–Kim method for higher dimensional varieties and, more interestingly, for varieties with bad reduction.

Let us now say a little about the method of proof of Theorem 1.2. For any \( \bar{K} \)-point \( \bar{x} \in Y(\bar{K}) \), we have an associated universal pro-unipotent local system \( \bar{x} \bar{E}_{\et} \in \text{pro-} \text{Loc}_{Y_{\bar{K}}, Q_p}^{\text{un}} \), namely the pro-object pro-representing the fibre functor \( \omega_{\bar{x}}^{\et} \). This universal pro-unipotent local system naturally carries the structure of a cocommutative coalgebra, induced by the tensor product on \( \text{Loc}_{Y_{\bar{K}}, Q_p}^{\text{un}} \). When \( \bar{x} = x \in Y(K) \) is K-rational, \( \bar{x} \bar{E}_{\et} \) also carries a natural \( G_K \)-action, using which it descends to a pro-\( Q_p \)-local system \( x E_{\et} \) on \( Y_{\et} \). Theorem 1.2 boils down to proving the following.

(a) For any two \( K \)-rational points \( x, y \in Y(K) \), the fibre \( x \bar{E}_{\et}^{\eta} \) is pro-de Rham with respect to the natural action of \( G_K \).
(b) For fixed \( x \in Y(K) \), the isomorphism class of \( D_{ps}^{\text{et}}(x \bar{E}_{\et}) \) (as a cocommutative coalgebra in the category of pro-(\( \varphi, N, G_K \))-modules) is locally constant on \( Y(K) \) in the p-adic topology.

The key ingredient to establish both of these facts is a comparison theorem between pro-unipotent étale and de Rham fundamental groupoids. Let \( \text{MIC}_{Y, \partial Y}^{\text{un}}(Y, \partial Y) \) denote the category
of unipotent vector bundles with integrable connection on $Y$. This is a $K$-linear Tannakian category, and any $K$-point $x \in Y(K)$ determines a fibre functor $\omega_{x}^{\text{dR}} : \text{MIC}^{\text{un}}(Y, \mathcal{O}_{Y}) \to \text{Vec}(K)$. The \textit{de Rham fundamental groupoid} $\pi^{\text{dR}}_{1}(Y; -, -)$ of $Y$ is, by definition, the Tannaka groupoid of $\text{MIC}^{\text{un}}(Y, \mathcal{O}_{Y})$ based at these fibre functors. As before, for any $x \in Y(K)$ there is a \textit{universal pro-unipotent vector bundle with integrable connection} $\tilde{x}^{\text{dR}} \in \text{pro-} \text{MIC}^{\text{un}}(Y, \mathcal{O}_{Y})$ pro-representing $\omega_{x}^{\text{dR}}$, which carries the structure of a cocommutative coalgebra. We will prove the following.

\textbf{Theorem 1.4.} Suppose that $K$ is a finite extension of $\mathbb{Q}_{p}$, and that $Y/K$ is a smooth geometrically connected variety.

(1) For any $K$-rational points $x, y \in Y(K)$, there is a canonical $G_{K}$-equivariant isomorphism

$$B_{\text{dR}} \otimes_{\mathbb{Q}_{p}} \pi_{1}^{\text{ét}, \mathbb{Q}_{p}}(Y_{K}, \tilde{x}, \tilde{y}) \cong B_{\text{dR}} \otimes_{K} \pi_{1}^{\text{dR}}(Y; x, y)$$

(1.1)

of $B_{\text{dR}}$-schemes.

(2) For any $K$-rational point $x \in Y(K)$, the rigid analytification $\tilde{x}^{\text{ét}, \text{an}}$ is a pro-de Rham local system on $Y^{\text{an}}_{\text{ét}}$ in the sense of [29, Definition 8.3], and there is a canonical isomorphism

$$\mathcal{O}_{B_{\text{dR}}, Y^{\text{an}}} \otimes_{\mathbb{Q}_{p}} \tilde{x}^{\text{ét}, \text{an}} \cong \mathcal{O}_{B_{\text{dR}}, Y^{\text{an}}} \otimes_{\mathcal{O}_{Y^{\text{an}}}} x^{\text{dR}, \text{an}}$$

(1.2)

of pro-sheaves of $\mathcal{O}_{B_{\text{dR}}, Y^{\text{an}}}$-modules with integrable connection on the pro-étale site $Y^{\text{an}}_{\text{pro-ét}}$. (See Subsection 5.3 for precise definitions.)

Moreover, the first of these isomorphisms is compatible with identities, composition and inversion in the fundamental groupoids, and the second is compatible with cocommutative coalgebra structures. Both isomorphisms are strictly compatible with Hodge filtrations (to be defined in Subsection 5.1).

\textbf{Remark 1.5.} Theorem 1.4(1) generalises a number of étale–de Rham comparison theorems for fundamental groupoids available in the literature. Under various kinds of good reduction assumptions, similar comparison isomorphisms appear in [35, Theorem A], [27, Theorem 1.8], [28, Corollary 8.13], [18, section 7] and [15, section 5]. Beyond the good reduction case, a comparison isomorphism for semistable curves was constructed in [2].

We remark that very general comparison theorems were proved in [14] between different realisations of Cushman’s motivic fundamental groupoid. It is presumably the case that the étale and de Rham realisations of the motivic fundamental groupoid can be identified with the étale and de Rham fundamental groupoids as defined via the Tannakian formalism, in which case Theorem 1.4(1) would be a special case of [14, Corollary 4.19], but we will not prove this in this paper.

It is more or less clear that Theorem 1.4(2) implies point (a) above; what deserves a little more explanation is how it implies point (b). The extra ingredient required is theory developed by Shimizu [32], which shows that for a horizontal de Rham local system $E$ on a closed polydisc or spherical polyannulus $V$, the isomorphism class of $D_{\text{pst}}(E_{\tilde{y}})$ as a $(\varphi, N, G_{K})$-module is constant.

\footnote{It can of course happen that $Y(K) = \emptyset$, in which case the de Rham fundamental groupoid, as we have defined it, is empty.}
as \( y \) ranges over \( K \)-points of \( V \). Applying this theory to \( \chi^{\text{ét}} \) then gives the local constancy required for Theorem 1.2.

**Remark 1.6.** We do not actually need the full strength of Theorem 1.4 for the results in this paper; in fact it just suffices to know that \( \chi^{\text{ét,an}} \) is a pro-de Rham local system. This can actually be proved rather quickly and indirectly, see, for example, [7, Remark 3.2]. However, Theorem 1.4 implies something stronger about the pro-unipotent Kummer map \( j_p \); not only is it locally constant modulo \( H^1 \), but it is locally analytic and can be explicitly described in terms of iterated integrals on small discs, much as in the Chabauty–Kim method for curves. Although we don’t expand on this here, we still prove the full statement of Theorem 1.4 with an eye to future work.

**Proof of the comparison theorem**

The perspective that we adopt in proving the Comparison Theorem 1.4 is that comparison isomorphisms for fundamental groupoids should ultimately come from a comparison isomorphism on the level of Tannakian categories. We can make this precise using the logarithmic Riemann–Hilbert correspondence for rigid analytic varieties [13].

Let us fix a smooth normal crossings compactification \((X, D)\) of \( Y \). For convenience, we replace the category \( \text{Loc}^{\text{un}}(Y, \mathbb{K}, \mathbb{Q}_p) \) by the equivalent category \( \text{Loc}^{\text{un}}(X^{\text{an}}_{\mathbb{C}_K}, \mathbb{Q}_p) \) of unipotent Kummer étale \( \mathbb{Q}_p \)-local systems on \( X^{\text{an}}_{\mathbb{C}_K} \), where \( C_K \) is the completion of \( \mathbb{K} \) and \( X^{\text{an}}_{\mathbb{C}_K} \) is given the log structure coming from the divisor \( D^{\text{an}}_{\mathbb{C}_K} \). Similarly, we replace \( \text{MIC}^{\text{un}}(Y, \mathcal{O}_Y) \) by the equivalent category \( \text{MIC}^{\text{un}}(X^{\text{an}}, \mathcal{O}_{X^{\text{an}}}) \) of unipotent vector bundles with integrable logarithmic connection on \( X^{\text{an}} \). Diao, Lan, Liu and Zhu define a certain ringed site \((\mathcal{X}, \mathcal{O}_X)\) that plays the role of the ‘base change’ of \((X^{\text{an}}_{\mathbb{C}_K}, \mathcal{O}_{X^{\text{an}}})\) from \( K \) to \( B_{\text{dr}} \), as well as a category \( \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X) \) of unipotent \( \mathcal{O}_{X^{\text{an}}-\text{vector}} \) bundles with integrable logarithmic connection. We show that \( \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X) \) is a Tannakian category over \( B_{\text{dr}} \), and that every \( K \)-point \( x \in Y^{\text{an}}(K) = Y(K) \) gives rise to a fibre functor \( \omega^{\text{RH}}_x : \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X) \to \text{Vec}(B_{\text{dr}}) \). Thus, we have an associated fundamental groupoid \( \pi_1^{\text{RH}}(\mathcal{X}; -, -) \), which we call the pro-unipotent Riemann–Hilbert fundamental groupoid.

There are natural \( \otimes \)-functors

\[
B_{\text{dr}} \otimes_K (-) : \text{MIC}^{\text{un}}(X^{\text{an}}, \mathcal{O}_{X^{\text{an}}}) \to \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X)
\]

and

\[
\mathcal{R}H : \text{Loc}^{\text{un}}(X^{\text{an}}_{\mathbb{C}_K}, \mathbb{Q}_p) \to \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X)
\]

\((K-\text{ and } \mathbb{Q}_p-\text{linear, respectively})\), the latter of which is (essentially) the logarithmic Riemann–Hilbert functor [13, Theorem 1.9]. The main input, coming from the theory of [13], is that the induced maps

\[
B_{\text{dr}} \otimes_K \text{Ext}^1(\mathcal{O}_{X^{\text{an}}}, \mathcal{E}) \to \text{Ext}^1(\mathcal{O}_{\mathcal{X}}, B_{\text{dr}} \otimes_K \mathcal{E}) \quad \text{and} \quad B_{\text{dr}} \otimes_K \text{Ext}^1(\mathcal{O}_p, \bar{\mathcal{E}}) \to \text{Ext}^1(\mathcal{O}_{\mathcal{X}}, \mathcal{R}H(\bar{\mathcal{E}}))
\]

on Yoneda Ext-groups are isomorphisms for all \( \mathcal{E} \in \text{MIC}^{\text{un}}(X^{\text{an}}, \mathcal{O}_{X^{\text{an}}}) \) and all \( \bar{\mathcal{E}} \in \text{Loc}^{\text{un}}(X^{\text{an}}_{\mathbb{C}_K}, \mathbb{Q}_p) \). This implies parts (1) and (2) of Theorem 1.4 in an essentially formal manner: the only part that requires any real care is checking compatibility with \( G_K \)-actions and Hodge filtrations.
Remark 1.7. One advantage of this approach, constructing the comparison maps on the level of Tannakian categories, is that the proof should easily generalise to more general kinds of fibre functors than just those arising from \( K \)-rational points. For example, it should be straightforward to give a version of Theorem 1.4 where \( x \) and \( y \) are allowed to be \( K \)-rational tangential basepoints, but we do not pursue this here.

1.1 Notation

We fix the following notation for the rest of the paper. \( p \) will be a prime number, and \( K \) will denote a finite extension of \( \mathbb{Q}_p \). We fix an algebraic closure \( \overline{K} \) of \( K \), and write \( C_K \) for its completion. We write \( G_K \) for the Galois group of \( \overline{K} \) over \( K \), or equivalently the group of continuous automorphisms of \( C_K \) over \( K \).

We will denote by \( Y \) a smooth geometrically connected variety over \( K \), and choose a smooth compactification \( X \) of \( Y \) whose complementary divisor \( D \) has normal crossings. We view the rigid analytifications \( Y^{an} \) and \( Y^{an}_{\overline{K}} \) as adic spaces in the usual way, and view \( X^{an} \) and \( X^{an}_{\overline{K}} \) as log adic spaces in the sense of [12, section 2.1] by endowing them with the log structure coming from the analytification of \( D \) as in [12, Example 2.3.16].

Rings and algebras are always commutative and unital; coalgebras are always counital. For a ring \( A \) we write \( \text{Mod}(A) \) for the category of \( A \)-modules and \( \text{Vec}(A) \) for the subcategory of finite projective \( A \)-modules.

A \( \otimes \)-category/functor/natural transformation means a symmetric monoidal category/functor/natural transformation. We will permit ourselves the usual imprecisions of not explicitly describing the compatibility isomorphisms on \( \otimes \)-categories or functors.

A Tannakian category \( \mathcal{T} \) over a field \( F \) is an essentially small\(^1\) \( F \)-linear rigid abelian \( \otimes \)-category such that \( \text{End}_{\mathcal{T}}(1) = F \) and \( \mathcal{T} \) admits a faithful exact \( F \)-linear \( \otimes \)-functor \( \mathcal{T} \to \text{Vec}(A) \) for some \( F \)-algebra \( A \).

2 LOCAL CONSTANCY OF THE \( \mathbb{Q}^\ell \)-PRO-UNIPOTENT KUMMER MAP

We begin with the proof of the easier of our two main theorems: Theorem 1.1. In fact, we will prove a stronger result, that if \( \pi_1^{(p')} (Y_{\overline{K}}, \bar{x}_0) \) denotes the maximal pro-prime-to-\( p \) quotient of the profinite étale fundamental group of \( Y_{\overline{K}} \), then the pro-\( p' \) Kummer map

\[
j^{(p')} : Y(K) \to H^1(G_K, \pi_1^{(p')} (Y_{\overline{K}}, \bar{x}_0))
\]

(defined in exactly the same way as \( j_{\ell} \)) is locally constant.

For this, let \( V \) be a rigid analytic space isomorphic to a closed polydisc and let \( V_{\mathcal{C}_K} \) be its base-change to \( \mathcal{C}_K \). We view \( V \) and \( V_{\mathcal{C}_K} \) as adic spaces in the usual way [19, (1.1.11)]. Let \( \text{Cov}^{(p')} (V_{\mathcal{C}_K}) \) denote the category of prime-to-\( p \) finite étale coverings of \( V_{\mathcal{C}_K} \), that is, finite étale maps \( V' \to V_{\mathcal{C}_K} \).

\(^1\)This essential smallness requirement is omitted in some definitions but is necessary for a well-behaved theory of Tannakian categories, as a Tannakian category that is not essentially small cannot be equivalent to the category of representations of an affine group-scheme.
such that $V'$ is dominated by a finite étale covering of $V_{C_K}$ that is Galois with group of order prime to $p$. If $\bar{x} \in V(C_K)$, then there is an associated fibre functor $\omega^{(p')}_{\bar{x}} : \text{Cov}^{(p')}(V_{C_K}) \to \text{fSet}$ valued in the category of finite sets, and this makes $\text{Cov}^{(p')}(V_{C_K})$ a Galois category. Its fundamental groupoid is the maximal pro-prime-to-$p$ quotient of the algebraic fundamental group of $V_{C_K}$ in the sense of [11].

Remark 2.1. When we define $\text{Cov}^{(p')}(V_{C_K})$ as the category of prime-to-$p$ finite étale coverings of $V_{C_K}$, it does not matter whether we view $V_{C_K}$ as a rigid space over $C_K$ or as an adic space by [19, (1.1.11), Lemma 1.4.5(iv) and Proposition 1.7.11(i)].

Now the absolute Galois group $G_K$ acts on $V_{C_K}$ in a natural way $^\dagger$ and this induces an action on $\text{Cov}^{(p')}(V_{C_K})$. If $x \in V(K)$ is a $K$-rational point, then the fibre functor $\omega^{(p')}_{\bar{x}}$ is $G_K$-invariant, and hence for any second $K$-rational point $y$ there is an induced action of $G_K$ on $\pi_1^{(p')}(V_{C_K}; \bar{x}, \bar{y})$. Our main input is the following.

Lemma 2.2. For any two $K$-rational points $x, y \in V(K)$, we have

$$\pi_1^{(p')}(V_{C_K}; \bar{x}, \bar{y})^{G_K} \neq \emptyset.$$ 

Proof. If $V$ is 0-dimensional, then $x = y$ and there is nothing to prove. If $V$ is 1-dimensional, then [4, Theorem 6.3.2] and the discussion in [11, section 4] shows that every prime-to-$p$ finite étale Galois covering of $V_{C_K}$ is trivial, that is, is a disjoint union of copies of $V_{C_K}$. This implies that $\pi_1^{(p')}(V_{C_K}; -, -)$ is the trivial groupoid: $\pi_1^{(p')}(V_{C_K}; \bar{x}, \bar{y})$ consists of a single point, which is perforce $G_K$-fixed.

In general, we would like to run the same argument, but unfortunately the author does not know a proof of the triviality of the pro-prime-to-$p$ fundamental groupoid of a polydisc. Instead, we observe that there is a morphism $V_1 \to V$ from the 1-dimensional disc $V_1$ into $V$ that takes some $K$-points $x_1, y_1 \in V_1(K)$ to $x, y \in V(K)$. The induced map

$$\pi_1^{(p')}(V_{1,C_K}; \bar{x}_1, \bar{y}_1) \to \pi_1^{(p')}(V_{C_K}; \bar{x}, \bar{y})$$

is then $G_K$-equivariant, so we are done by reducing to the 1-dimensional case. $\square$

As an immediate consequence, we obtain a proof of Theorem 1.1. As $Y$ is smooth, for any $x \in Y(K)$ we may choose an admissible open $V \subseteq Y^\text{an}$ containing $x$ and isomorphic to a closed polydisc. If $\text{Cov}^{(p')}(Y_K)$ denotes the category of prime-to-$p$ finite étale coverings of $Y_K$, then we obtain by base-change, analytification and pullback a restriction functor

$$\text{Cov}^{(p')}(Y_K) \to \text{Cov}^{(p')}(V_{C_K})$$

inducing for every $\bar{y} \in V(C_K) \subseteq Y(C_K)$ a map

$$\pi_1^{(p')}(V_{C_K}; \bar{x}, \bar{y}) \to \pi_1^{(p')(Y_{K}; \bar{x}, \bar{y})}.$$ 

$^\dagger$ This is where it is necessary that we view $V_{C_K}$ as an adic space: the automorphisms of $V_{C_K}$ given by elements of $G_K$ are automorphisms of adic spaces, but are not morphisms of rigid spaces over $C_K$. 
When \( \tilde{y} = y \in V(K) \subseteq Y(K) \) is \( K \)-rational, this map is \( G_K \)-equivariant, so we deduce from Lemma 2.2 that \( \pi_1^{(p')} (Y_K; \tilde{x}, \tilde{y})^{G_K} \neq \emptyset \).

In particular, if we choose a \( G_K \)-invariant path \( \gamma \in \pi_1^{(p')} (Y_K; \tilde{x}, \tilde{y})^{G_K} \), then composition with \( \gamma \) gives a \( G_K \)-equivariant isomorphism

\[
\pi_1^{(p')} (Y_K; \tilde{x}_0, \tilde{y}) \sim \pi_1^{(p')} (Y_K; \tilde{x}_0, \tilde{y})\]

of \( \pi_1^{(p')} (Y_K, \tilde{x}_0) \)-torsors. This means that \( x \) and \( y \) have the same image under the pro-prime-to-\( p \) Kummer map \( j^{(p')} \), that is, \( j^{(p')} \) is constant on the \( p \)-adic neighbourhood \( V(K) \) of \( x \in Y(K) \). The corresponding statement for the \( \mathbb{Q}_p \)-pro-unipotent Kummer map follows immediately. \( \square \)

3 | THE UNIPOTENT TANNAKIAN FORMALISM

In this section, we collect a few facts about Tannakian categories that will be used in the sequel. Throughout this section, we fix a field \( F \) and an \( F \)-linear Tannakian category \( \mathcal{T} \). We denote fibre functors on \( \mathcal{T} \) by \( \omega_x, \omega_y \), and so on, and adopt the shorthand \( E_x := \omega_x (E) \).

We write \( \text{ind} - \mathcal{T} \) and \( \text{pro} - \mathcal{T} \) for the categories of ind- and pro-objects in \( \mathcal{T} \), respectively. We denote the induced tensor products on \( \text{pro} - \mathcal{T} \) and \( \text{ind} - \mathcal{T} \) by \( \hat{\otimes} \) and \( \otimes \), respectively, and denote by \( (-)^\vee : \text{pro} - \mathcal{T} \sim (\text{ind} - \mathcal{T})^{\text{op}} \) the functor induced by duality on \( \mathcal{T} \). For a fibre functor \( \omega_x : \mathcal{T} \to \text{Vec}(F) \), we also denote by \( \omega_x \) the evident extensions

\[
\text{ind} - \mathcal{T} \to \text{ind} - \text{Vec}(F) = \text{Mod}(F)
\]

\[
\text{pro} - \mathcal{T} \to \text{pro} - \text{Vec}(F) = \text{Mod}(F)^\wedge,
\]

where \( \text{Mod}(F)^\wedge \) denotes the category of topological \( F \)-modules that are isomorphic to a product of copies of \( F \) with the discrete topology.

3.1 | Universal objects

Any fibre functor \( \omega_x \) on \( \mathcal{T} \) is pro-representable by \([1, I.8.10.14]\), meaning that there is a pro-object \( _x E^T \in \text{pro} - \mathcal{T} \) and an element \( e^T_x \in _x E^T_x \) such that the map

\[
\text{Hom}_{\text{pro} - \mathcal{T}} (_x E^T, E) \to E_x
\]

given by evaluation at \( e^T_x \) is bijective for all \( E \in \mathcal{T} \). We call \( _x E^T \) the universal object of \( \mathcal{T} \). There are comultiplication and counit maps

\[
\Delta : _x E^T \to _x E^T \otimes _x E^T \quad \text{and} \quad \eta : _x E^T \to 1
\]

given by \( \Delta (e^T_x) = e^T_x \otimes e^T_x \) and \( \eta (e^T_x) = 1 \), respectively. These make \( _x E^T \) into a cocommutative coalgebra object in \( \text{pro} - \mathcal{T} \).
If now $\omega_y$ is a second fibre functor, possibly equal to $\omega_x$, then there is a canonical bijection

$$\text{Hom}(\omega_x, \omega_y) \sim \text{Hom}(\omega_y, \omega_x) \quad (3.1)$$

courtesy of the Yoneda lemma, taking a natural transformation $\alpha : \omega_x \to \omega_y$ (not necessarily $\otimes$-natural) to $\alpha_x^T(e_x^T) \in \chi E_y^T$. In fact, (3.1) is an isomorphism of pro-finite-dimensional vector spaces where the pro-structure on $\text{Hom}(\omega_x, \omega_y)$ is the one coming from its description as an end.

It follows that there are natural morphisms

$$\mu_{x,y,z} : \chi E_y^T \otimes \chi E_z^T \to \chi E_x^T$$

and

$$S_{x,y} : \chi E_y^T \sim \chi E_y^T$$

the former corresponding to composition of natural transformations and the latter sending a natural transformation $\alpha : \omega_x \to \omega_y$ to the natural transformation $S_{x,y}(\alpha) : \omega_y \to \omega_x$ with components $S_{x,y}(\alpha)_x = \alpha_y^\vee$.

We will see shortly that $\mu_{x,y,z}$ and $S_{x,y}$ are morphisms of cocommutative coalgebras, and that they make the $\chi E_x^T$ into a groupoid in the category of cocommutative coalgebras.

### 3.1.1 Description of the Tannakian fundamental groupoid

If $\omega_x$ and $\omega_y$ are two fibre functors on $\mathcal{T}$, then the functor from $F$-algebras to sets given by

$$\Lambda \mapsto \text{Isom}^\otimes(\Lambda \otimes \omega_x, \Lambda \otimes \omega_y) = \{\otimes\text{-natural } \Lambda\text{-linear isomorphisms } \Lambda \otimes \omega_x \cong \Lambda \otimes \omega_y\}$$

is representable by an affine $F$-scheme $\pi_1(\mathcal{T}; \omega_x, \omega_y)$, called the Tannakian torsor of paths from $\omega_x$ to $\omega_y$ [26, Theorem 9.48(a)]. These Tannakian path-torsors come with composition maps

$$\pi_1(\mathcal{T}; \omega_y, \omega_z) \times \pi_1(\mathcal{T}; \omega_x, \omega_y) \to \pi_1(\mathcal{T}; \omega_x, \omega_z)$$

and inversion maps

$$\pi_1(\mathcal{T}; \omega_x, \omega_y) \to \pi_1(\mathcal{T}; \omega_y, \omega_x)$$

given by composition and inversion of $\otimes$-natural isomorphisms, and this makes the affine schemes $\pi_1(\mathcal{T}; \omega_x, \omega_y)$ for varying fibre functors $\omega_x, \omega_y$ into a groupoid enriched in the category of affine $F$-schemes: the Tannakian fundamental groupoid of $\mathcal{T}$. This Tannakian fundamental groupoid can also be described in terms of the universal objects $\chi E_x^T$.

**Proposition 3.1.** For any two fibre functors $\omega_x, \omega_y$, there is a canonical isomorphism

$$\pi_1(\mathcal{T}; \omega_x, \omega_y) \cong \text{Spec}(\chi E_y^T, \vee) \quad (3.2)$$

of affine $F$-schemes. Moreover, under this identification, the element $e_x^T \in \chi E_x^T$ corresponds to the identity in $\pi_1(\mathcal{T}; \omega_x)(F)$, and the maps $\mu_{x,y,z}$ and $S_{x,y}$ correspond to the maps on duals of affine rings induced by composition and inversion in the fundamental groupoid of $\mathcal{T}$. 
Proof. For any $E_1, E_2 \in \mathcal{T}$, there is a map

$$\Delta_{E_1, E_2} : \text{Hom}(\omega_x, \omega_y) \rightarrow \text{Hom}(E_{1,x}, E_{1,y}) \otimes \text{Hom}(E_{2,x}, E_{2,y}) = \text{Hom}(E_{1,x} \otimes E_{2,x}, E_{1,y} \otimes E_{2,y}),$$

given by $\alpha \mapsto \alpha_{E_1 \otimes E_2}$. Taking the inverse limit (or more accurately the end) over all $E_1, E_2$ gives a map

$$\Delta : \text{Hom}(\omega_x, \omega_y) \rightarrow \text{Hom}(\omega_x, \omega_y) \hat{\otimes} \text{Hom}(\omega_x, \omega_y)$$

in the category of pro-finite-dimensional $F$-vector spaces. It is easy to check that $\Delta$ corresponds under the Yoneda isomorphism (3.1) to the comultiplication on $x_{E_{y,x}} T$, and that the counit on $x_{E_{y,x}} T$ corresponds to the map $\eta : \text{Hom}(\omega_x, \omega_y) \rightarrow F$ given by the action of natural transformations on the unit object $1$.

Hence, the Yoneda isomorphism (3.1) is an isomorphism of cocommutative coalgebras in the category of pro-finite-dimensional $F$-vector spaces. In particular, for any $F$-algebra $\Lambda$, there is an induced bijection

$$\text{Hom}(\omega_x, \omega_y)_{\Lambda}^{\text{gplike}} \sim x_{E_{y,x}} T, \text{gplike}$$

between the grouplike\(^\dagger\) elements of the base-changes to $\Lambda$. But it follows from the above description that the grouplike elements of $\text{Hom}(\omega_x, \omega_y)_{\Lambda} = \text{Hom}(\Lambda \otimes_F \omega_x, \Lambda \otimes_F \omega_y)$ can be canonically identified with the $\otimes$-natural transformations $\Lambda \otimes_F \omega_x \rightarrow \Lambda \otimes_F \omega_y$, while the grouplike elements of $x_{E_{y,x}} T, \Lambda = \text{Hom}_F(x_{E_{y,x}} T, \Lambda)$ can be canonically identified with the $F$-algebra maps $x_{E_{y,x}} T, \Lambda \rightarrow \Lambda$. As every $\otimes$-natural transformation $\Lambda \otimes_F \omega_x \rightarrow \Lambda \otimes_F \omega_y$ is a $\otimes$-natural isomorphism [26, Proposition 1.13], this shows that $\text{Spec}(x_{E_{y,x}} T, \Lambda)$ represents the functor of $\otimes$-natural transformations $\omega_x \rightarrow \omega_y$, and the result follows.

\[\square\]

### 3.2 Unipotent Tannakian categories

**Definition 3.2.** We say that an object $E$ in an abelian $\otimes$-category $\mathcal{A} = (\mathcal{A}, \otimes, 1)$ is unipotent just when it has a finite filtration

$$0 = \text{Fil}_{-1}E \leq \text{Fil}_0E \leq \text{Fil}_1E \leq \cdots \leq \text{Fil}_nE = E$$

whose graded pieces are isomorphic to finite direct sums of the unit object $1$. The smallest possible value of $n$ is called the unipotency class of $E$. We say that an $F$-linear Tannakian category $\mathcal{T}$ is unipotent just when every object is unipotent; we say that $\mathcal{T}$ is finitely generated unipotent if additionally $\text{Ext}_\mathcal{T}^1(1, 1)$ is finite-dimensional over $F$. This implies that in fact $\text{Ext}_\mathcal{T}^1(1, 1)$ is finite-dimensional for all $E_1, E_2 \in \mathcal{T}$.

**Remark 3.3.** If $\mathcal{T}$ is a Tannakian category and $\omega_x$ a neutral fibre functor, then $\mathcal{T}$ is unipotent (resp., finitely generated unipotent) if and only if its Tannaka group $\pi_1(\mathcal{T}, \omega_x)$ is pro-unipotent (resp., finitely generated pro-unipotent).

\(^\dagger\) An element of a coalgebra is called grouplike just when it satisfies $\Delta(\gamma) = \gamma \otimes \gamma$ and $\Delta(\gamma) = 1$. 
We note the following criteria to be a unipotent Tannakian category.

**Lemma 3.4.** Let \((\mathcal{A}, \otimes, 1)\) be an \(F\)-linear abelian closed \(\otimes\)-category, and let \(\mathcal{T}\) be the full subcategory consisting of unipotent objects.

1. If \(\text{End}(1) = F\), then \(\mathcal{T}\) is an abelian subcategory of \(\mathcal{A}\).
2. Suppose that for every exact sequence
   \[
   0 \to M_1 \to M_2 \to 1 \to 0
   \]
   in \(\mathcal{A}\) and object \(M \in \mathcal{A}\), the sequences
   \[
   0 \to M_1 \otimes M \to M_2 \otimes M \to M \to 0
   \quad \text{and} \quad
   0 \to M \to \text{Hom}(M_2, M) \to \text{Hom}(M_1, M) \to 0
   \]
   are again exact. Then \(\mathcal{T}\) is a closed \(\otimes\)-subcategory of \(\mathcal{A}\). Moreover, every object of \(\mathcal{T}\) is dualisable and hence flat in \(\mathcal{A}\).
3. Suppose that (1) and (2) hold. Suppose that \(\omega : \mathcal{A} \to B\) is an exact \(F\)-linear lax \(\otimes\)-functor valued in an \(F\)-linear abelian closed \(\otimes\)-category \(B\). Assume that \(\omega(1) = 1_B\) is the unit object of \(B\). Then \(\omega\) restricts to an exact \(\otimes\)-functor \(\mathcal{T} \to B\). If \(B\) is not the zero category, this induced functor is moreover faithful.

In particular, if (1) and (2) hold, if there exists a functor \(\omega_x : \mathcal{A} \to \text{Mod}(A)\) as in (3) for some non-zero \(F\)-algebra \(A\), and if \(\text{Ext}_A^1(1, 1)\) is a set, then \(\mathcal{T}\) is a unipotent Tannakian category over \(F\) and the restriction of \(\omega_x\) is a fibre functor.

**Proof.** (1) is [31, Proposition 1.2.1].

For (2), let \(\mathcal{P}\) denote the subcategory of \(\mathcal{A}\) consisting of those objects \(P\) such for that the functors \(P \otimes (-)\) and \(\text{Hom}(P, -)\) are exact, and for every exact sequence
   \[
   0 \to M_1 \to M_2 \to P \to 0
   \]
   and every object \(M \in \mathcal{A}\), the sequences
   \[
   0 \to M_1 \otimes M \to M_2 \otimes M \to P \otimes M \to 0
   \quad \text{and} \quad
   0 \to \text{Hom}(P, M) \to \text{Hom}(M_2, M) \to \text{Hom}(M_1, M) \to 0
   \]
   are again exact. A diagram-chase using the nine-lemma shows that \(\mathcal{P}\) is closed under extensions. As \(1 \in \mathcal{P}\) by assumption, we have \(\mathcal{T} \subseteq \mathcal{P}\).

This implies in particular that every object of \(\mathcal{T}\) is flat, and hence \(\mathcal{T}\) is closed under tensor products, that is, is a \(\otimes\)-subcategory of \(\mathcal{A}\). Similarly, the functor \(\text{Hom}(E, -)\) is exact for every \(E \in \mathcal{T}\), which implies that \(\mathcal{T}\) is also closed under \(\text{Hom}(-, -)\), that is, is a closed \(\otimes\)-subcategory.

Finally, an object \(E \in \mathcal{A}\) is dualisable if and only if the natural maps
   \[
   \beta_{E,M} : \text{Hom}(E, 1) \otimes M \to \text{Hom}(E, M)
   \]
are isomorphisms for all $M \in \mathcal{A}$. For fixed $M$, the functors $\text{Hom}(-,1) \otimes M$ and $\text{Hom}(-,M)$ are exact when restricted to $\mathcal{T}$, and $\beta_{1,M}$ is an isomorphism for all $M$. Hence, by the five-lemma $\beta_{E,M}$ is an isomorphism for all $E \in \mathcal{T}$, that is, all objects of $\mathcal{T}$ are dualisable.

For (3), the maps

$$\mu_{E_1,E_2} : \omega(E_1) \otimes \omega(E_2) \rightarrow \omega(E_1 \otimes E_2)$$

coming from the lax $\otimes$-structure on $\omega$ are the components of a natural transformation between exact bifunctors. As $\mu_{1,1}$ is an isomorphism by assumption, a repeated application of the five-lemma shows that $\mu_{E_1,E_2}$ is an isomorphism for all $E_1, E_2 \in \mathcal{T}$, that is, $\omega : \mathcal{T} \rightarrow \mathcal{B}$ is a $\otimes$-functor.

To show that $\omega$ is faithful for $\mathcal{B} \neq 0$, consider the bifunctor $K : \mathcal{T} \times \mathcal{T} \rightarrow \mathcal{B}$ given by

$$K(E_1, E_2) = \ker(\text{Hom}_\mathcal{T}(E_1, E_2) \rightarrow \text{Hom}_\mathcal{F}(\omega(E_1), \omega(E_2))) .$$

It is easy to see that $K$ is left-exact in each variable and $K(1,1) = 0$ by (1), so by induction we have $K(E_1, E_2) = 0$ for all $E_1, E_2 \in \mathcal{T}$ and we are done.

Example 3.5. Suppose that $(\mathcal{A}, \otimes, 1)$ is the category of $\mathcal{O}_X$-modules on a ringed site $(\mathcal{X}, \mathcal{O}_X)$ where $\mathcal{O}_X$ is a sheaf of $F$-algebras. Then condition (1) holds if and only if $H^0(\mathcal{X}, \mathcal{O}_X) = F$, and condition (2) holds automatically because every surjection $M \twoheadrightarrow \mathcal{O}_X$ is locally split. Given a morphism $\chi : (\mathcal{X}, \mathcal{O}_X)$ of $F$-ringed sites, the pullback functor along $\chi$ is an exact $\otimes$-functor that is faithful by condition (3). So, provided such an $\chi$ exists and $\mathcal{X}$ is essentially small, the category of unipotent $\mathcal{O}_X$-modules is a unipotent neutral Tannakian category.

One advantage of finitely generated unipotent Tannakian categories $\mathcal{T}$ is that the universal object $\chi E^T \in \text{pro-} \mathcal{T}$ pro-representing a fibre functor $\omega_x$ admits an explicit description in terms of extensions. We define a sequence $(\chi E_n^T)_{n \geq 0}$ of objects of $\mathcal{T}$ as follows. We take $\chi E_0^T = 1$, and for $n \geq 0$ define $\chi E_{n+1}^T$ to be the extension

$$0 \rightarrow 1 \otimes_F \text{Ext}^1_{\mathcal{T}}(\chi E_n^T, 1) \rightarrow \chi E_{n+1}^T \rightarrow \chi E_n^T \rightarrow 0$$

(3.3)

corresponding to $1 \in \text{Ext}^1_{\mathcal{T}}(\chi E_n^T, 1) \otimes_F \text{Ext}^1_{\mathcal{T}}(\chi E_n^T, 1)$ of objects of $\mathcal{T}$ of unipotency class $\leq n$. In other words, (3.3) is the unique extension such that the coboundary map

$$\delta : \text{Ext}^1_{\mathcal{T}}(\chi E_n^T, 1) \rightarrow \text{Ext}^1_{\mathcal{T}}(\chi E_n^T, 1)$$

obtained by applying the functor $\text{Hom}_{\mathcal{T}}(-,1)$ to (3.3) is the identity. We fix points $e_{n,x}^T \in \chi E_{n,x}^T$ by taking $e_{0,x}^T = 1$ and thereafter taking $e_{n+1,x}^T$ to be any lift of $e_{n,x}^T$ via the map in (3.3). This construction gives an explicit construction of $\chi E^T$, as follows.

Proposition 3.6. Suppose that $\mathcal{T}$ is a finitely generated unipotent Tannakian category and that $\omega_x$ is a fibre functor. Then for all $n \geq 0$, the pair $(\chi E_n^T, e_{n,x}^T)$ represents the restriction of $\omega_x$ to the category of objects of $\mathcal{T}$ of unipotency class $\leq n$. In particular, $(\chi E^T, e_x^T) := (\lim_{n \rightarrow \infty} \chi E_n^T, (e_{n,x}^T)_{n \geq 0})$ pro-represents $\omega_x$.

Proof. This is standard, see, for example, [18, Theorem 2.1] or [2, Proposition 3.3].
3.7. The construction of the $\chi E^T_n$ above shows that they, and $\chi E^T$, are independent of the choice of fibre functor $\omega_x$ up to non-canonical isomorphism. The reason we keep the $x$ in the notation is that we will later want to endow certain universal objects $\chi E^T$ with extra structures that do genuinely depend on the basepoint $x$.

### 3.3 A criterion for isomorphy

Suppose now that $F'/F$ is an extension of fields, that $T = (T, \otimes, 1)$ and $T' = (T', \otimes', 1')$ are Tannakian categories over $F$ and $F'$, respectively, and that $G : T \to T'$ is an $F$-linear exact $\otimes$-functor. We say that neutral fibre functors $\omega_x$ and $\omega_{x'}$ on $T$ and $T'$, respectively, are **compatible** just when the square

\[
\begin{array}{ccc}
T & \xrightarrow{G} & T' \\
\downarrow{\omega_x} & & \downarrow{\omega_{x'}} \\
\text{Vec}(F) & \xrightarrow{F' \otimes_{\omega} (-)} & \text{Vec}(F')
\end{array}
\]

commutes (up to a specified $\otimes$-natural isomorphism). If $(\omega_x, \omega_{x'})$ is a compatible pair of neutral fibre functors, then there is an induced map

\[\chi E^{T'} \to G(\chi E^T)\tag{3.4}\]

in pro $T'$, namely the unique map sending $e^{T'}_\chi$ to the element $1 \otimes e^T_\chi \in G(\chi E^T)_{\chi'} \cong F' \otimes_F \chi E^T_\chi$. If $(\omega_y, \omega_{y'})$ is a second compatible pair of fibre functors, then there is an induced morphism

\[\pi_1(T'; \omega_{x'}, \omega_{y'}) \to F' \otimes_F \pi_1(T; \omega_x, \omega_y)\tag{3.5}\]

of affine $F'$-schemes, given as follows. If $\Lambda$ is an $F'$-algebra and $\gamma \in \pi_1(T'; \omega_{x'}, \omega_{y'})(\Lambda)$, then (3.5) sends $\gamma$ to the $\otimes$-natural transformation with components given by the composites

\[\Lambda \otimes_F E_x \cong \Lambda \otimes_{F'} G(E)_x \xrightarrow{\gamma_{G(E)}} \Lambda \otimes_{F'} G(E)_{y'} \cong \Lambda \otimes_F E_y\]

for $E \in T$. We note that all of the obvious compatibilities hold.

**Lemma 3.8.** In the above setup, (3.4) is compatible with coalgebra structures, and (3.5) is compatible with the identities, composition and inversion in the fundamental groupoids. Moreover, the maps (3.4) and (3.5) are compatible with the identification in Proposition 3.1, in that the square

\[
\begin{array}{ccc}
\pi_1(T'; \omega_{x'}, \omega_{y'}) & \xrightarrow{(\gamma)} & F' \otimes_F \pi_1(T; \omega_x, \omega_y) \\
\downarrow{(\gamma)} & & \downarrow{(\gamma)} \\
\text{Spec}(\chi E^{T'}_{\chi'} \gamma) & \xrightarrow{(\gamma)} & F' \otimes_F \text{Spec}(\chi E^T_{\chi' \gamma})
\end{array}
\]

commutes.
Proof. Compatibility with coalgebra structures and groupoid operations is clear from the definitions. For the latter part, it suffices to show that the square

\[
\begin{array}{ccc}
\text{Hom}(\omega_{x'}, \omega_{y'}) & \xrightarrow{G_*} & F' \otimes_F \text{Hom}(\omega_x, \omega_y) \\
\downarrow & & \downarrow \\
x' E^T_{y'} & \xrightarrow{G_{x'}} & F' \otimes_F x' E^T_y \\
\end{array}
\]

(*)

commutes, in which the vertical maps are the Yoneda isomorphisms (3.1) and the top map \( G_* \) is defined similarly to (3.5). For any \( \gamma \in \text{Hom}(\omega_{x'}, \omega_{y'}) \) we consider the diagram

\[
\begin{array}{ccc}
x' E^T_{y'} & \xrightarrow{G_{x'}} & F' \otimes_F x' E^T_x \\
\downarrow \gamma' & & \downarrow G_{x'}(\gamma) \\
x' E^T_{y'} & \xrightarrow{G_{x'}} & F' \otimes_F x' E^T_y,
\end{array}
\]

in which the left-hand square commutes by naturality and the right-hand square commutes by definition of \( G_* \). Pushing the element \( e_{x'}^{T'} \) both ways around this diagram shows that (*) commutes when evaluated at \( \gamma \), so we are done. \( \square \)

We will need the following criterion for the maps (3.4) and (3.5) to be isomorphisms.

**Proposition 3.9.** Suppose that the Tannakian categories \( \mathcal{T} \) and \( \mathcal{T}' \) above are finitely generated unipotent, and that the map

\[
F' \otimes_F \text{Ext}^1_{\mathcal{T}}(1, E) \to \text{Ext}^1_{\mathcal{T}'}(1', G(E))
\]

induced by \( G \) is an isomorphism for all \( E \in \mathcal{T} \). Then the maps (3.4) and (3.5) are isomorphisms for all compatible pairs of neutral fibre functors \((\omega_x, \omega_{x'})\) and \((\omega_y, \omega_{y'})\).

Proof. It suffices to prove that the maps

\[
\phi_n : x' E^T_{n} \to G(x E^T_n)
\]

sending \( e_{n,x,x'} \in x' E^T_{n,x'} \) to \( 1 \otimes e^T_{n,x} \in G(x E^T)_x \cong F' \otimes_F x' E^T_x \) are isomorphisms for all \( n \). We do this using the explicit description of Subsection 3.2, proceeding by induction. In the case \( n = 0 \) this is trivial, as \( \phi_0 \) is the identity map on \( 1' \).

For \( n \geq 0 \), suppose that \( \phi_n \) is an isomorphism. It follows by definition that \( \phi_{n+1} \) fits into a commuting diagram

\[
\begin{array}{cccccc}
0 & \to & 1' \otimes_F \text{Ext}^1_{\mathcal{T}}(x E^T_n, 1') & \to & x' E^T_{n+1} & \to & x' E^T_{n} & \to & 0 \\
& & \downarrow \phi_{n+1} & & \downarrow \phi_n & & \downarrow i & & \downarrow 1 \\
0 & \to & 1' \otimes_F \text{Ext}^1_{\mathcal{T}'}(x E^T_n, 1') & \to & G(x E^T_{n+1}) & \to & G(x E^T_{n}) & \to & 0
\end{array}
\]

(3.7)
where the rows are the exact sequences (3.3). Applying the functor \( \text{Hom}_{\mathcal{F}}(-, \mathbf{1}') \), we obtain a commuting square

\[
\begin{array}{ccc}
\text{Ext}^1_{\mathcal{F}}(x^r E_n^r, \mathbf{1}') & \xrightarrow{\delta} & \text{Ext}^1_{\mathcal{F}}(x^r E_n^r, \mathbf{1}') \\
\uparrow & & \uparrow \\
F' \otimes \mathcal{F} \text{Ext}^1_{\mathcal{F}}(x^r E_n^r, \mathbf{1}) & \xrightarrow{\delta} & \text{Ext}^1_{\mathcal{F}}(G(x^r E_n^r), \mathbf{1}').
\end{array}
\tag{3.8}
\]

The topmost coboundary map \( \delta' \) is the identity map by the description of the coboundary map in (3.3), while the bottom coboundary maps \( \delta \) is the map induced by \( G \), which is an isomorphism by assumption. Hence, the left-hand map in (3.8) is also an isomorphism. This implies that the left-hand vertical map in (3.7) is also an isomorphism, and hence \( \phi_{n+1} \) is an isomorphism by the five-lemma. This completes the induction. □

Remark 3.10. In the particular case that \( F' = F \), Proposition 3.9 recovers the well-known criterion that an exact \( F \)-linear \( \otimes \)-functor between unipotent neutral Tannakian categories over \( F \) is an equivalence if and only if it induces isomorphisms on first Ext-groups.

4 THE UNIPOTENT RIEMANN–HILBERT FUNDAMENTAL GROUPOID

Now we come to the central construction in this paper: the pro-unipotent Riemann–Hilbert fundamental groupoid of a smooth geometrically connected variety \( Y/K \), which is a pro-unipotent groupoid-scheme over \( \mathcal{B}_{\text{dR}} \) that we will use to relate the pro-unipotent étale and de Rham fundamental groupoids of \( Y \). The construction follows the methods of \( p \)-adic Hodge theory for log rigid analytic varieties and the \( p \)-adic Riemann–Hilbert correspondence of [13].

As in the introduction, let \( Y/K \) be a smooth geometrically connected variety, and choose a smooth proper compactification \( X \) of \( Y \) whose complement \( D \) is a normal crossings divisor. Let \( X^{\text{an}} \) denote the rigid analytification of \( X \) of \( X^{\text{an}} \), viewed as an adic space in the usual way, and make \( X^{\text{an}} \) into an fs log adic space by giving it the log structure coming from the divisor \( D^{\text{an}} \), as in [13, Example 2.1.2].

Let \( \mathcal{O}_{X^{\text{an}}} \) denote the structure sheaf on the analytic site \( X^{\text{an}} \) of \( X^{\text{an}} \), and let \( \mathcal{O}_X := \mathcal{B}_{\text{dR}} \otimes_K \mathcal{O}_{X^{\text{an}}} \) be the sheaf defined by

\[
\mathcal{O}_X = \left( \lim_n \left( \mathcal{B}_{\text{dR}}^+ / t^n \mathcal{B}_{\text{dR}}^+ \right) \otimes_K \mathcal{O}_{X^{\text{an}}} \right)[t^{-1}],
\]

where, inside the bracket, the symbol \( \otimes_K \) denotes the \( p \)-adically completed tensor product \(^{1}\) [13, Definition 3.1.1(2)]. The sheaf \( \mathcal{O}_X \) is simultaneously a sheaf of \( \mathcal{B}_{\text{dR}} \)-algebras and a sheaf of \( \mathcal{O}_{X^{\text{an}}} \)-algebras on \( X^{\text{an}} \), and comes with a \( \mathcal{B}_{\text{dR}} \)-linear logarithmic connection

\[
\nabla : \mathcal{O}_X \to \mathcal{O}_X \otimes_{\mathcal{O}_{X^{\text{an}}}} \Omega^1_{X^{\text{an}}/K}.
\]

\(^{1}\) We follow the notation of [13] and use the symbol \( \otimes_K \) both for the \( p \)-adically completed tensor product and, when applied to filtered objects, the completion of the \( p \)-adically completed tensor product with respect to the filtration.
compatible with the derivation on \( \mathcal{O}_{X^{\text{an}}} \), where \( \Omega_{X^{\text{an}}/K}^1 \) is the sheaf of logarithmic differentials on \( X^{\text{an}} \).

We write \( \mathcal{X} \) for the ringed site \( (X^{\text{an}}, \mathcal{O}_{\mathcal{X}}) \). By a logarithmic connection on an \( \mathcal{O}_{\mathcal{X}} \)-module \( \mathcal{E} \), we mean a morphism

\[
\nabla : \mathcal{E} \to \mathcal{E} \otimes_{\mathcal{O}_{X^{\text{an}}}} \Omega_{X^{\text{an}}/K}^1
\]

of abelian sheaves satisfying the Leibniz rule with respect to the logarithmic connection on \( \mathcal{O}_{\mathcal{X}} \). In particular, such a connection is always \( \mathbb{B}_{\text{dR}} \)-linear. We say that \( \nabla \) is integrable just when it is integrable in the sense of logarithmic connections on \( \mathcal{O}_{X^{\text{an}}} \)-modules.

We write \( \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_{\mathcal{X}}) \) for the category of unipotent objects in the category of \( \mathcal{O}_{\mathcal{X}} \)-modules with integrable logarithmic connection. Objects of \( \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_{\mathcal{X}}) \) are called unipotent \( \mathcal{O}_{\mathcal{X}} \)-vector bundles with integrable logarithmic connection; as the name suggests, they are automatically locally free as \( \mathcal{O}_{\mathcal{X}} \)-modules. Given a point \( x \in Y^{\text{an}}(L) \) defined over a finite extension \( L \) of \( K \) inside \( \mathbb{C}_K \), the natural morphism \( (\ast, L) \to (X_{\text{an}}^{\text{an}}, \mathcal{O}_{X^{\text{an}}}) \) of ringed sites extends naturally to a morphism

\[
i_x : (\ast, \mathbb{B}_{\text{dR}}) \to (\mathcal{X}, \mathcal{O}_{\mathcal{X}}).
\]

We write

\[
\omega_{\mathcal{X}}^{\text{RH}} : \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_{\mathcal{X}}) \to \text{Mod}(\mathbb{B}_{\text{dR}})
\]

for the map induced by the pullback functor \( i_x^* \).

**Proposition 4.1.** \( \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_{\mathcal{X}}) \) is a finitely generated unipotent Tannakian category over \( \mathbb{B}_{\text{dR}} \) (with respect to the evident tensor product), and \( \omega_{\mathcal{X}}^{\text{RH}} \) is a neutral fibre functor for all points \( x \in Y^{\text{an}}(L) \) as above.

The subtle part of this proposition is the finite generation. For this, we need to have a good description of the Ext-groups in \( \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_{\mathcal{X}}) \). This is afforded by de Rham cohomology, as usual.

**Lemma 4.2.** For any \( \mathcal{E}_1, \mathcal{E}_2 \in \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_{\mathcal{X}}) \) there is a canonical \( \mathbb{B}_{\text{dR}} \)-linear isomorphism

\[
\text{Ext}^1_{\text{MIC}}(\mathcal{E}_1, \mathcal{E}_2) \cong H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}_1^\vee \otimes_{\mathcal{O}_{\mathcal{X}}} \mathcal{E}_2),
\]

natural in \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \). Here \( H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}) := H^1(X_{\text{an}}^{\text{an}}, \mathbb{D} \mathcal{R}(\mathcal{E})) \), where \( \mathbb{D} \mathcal{R}(\mathcal{E}) \) is the de Rham complex of \( \mathcal{E} \).

**Proof.** This is a variation on the usual argument, see, for example, [18, Proposition 3.3]. Let \( \mathcal{E} \) be an extension of \( \mathcal{E}_1 \) by \( \mathcal{E}_2 \). Choose a covering \( U = (U_i)_{i \in I} \) of \( \mathcal{X} = X_{\text{an}}^{\text{an}} \) over which the extension splits \( \mathcal{O}_{\mathcal{X}} \)-linearly, and fix a choice of \( \mathcal{O}_{\mathcal{X}} \)-linear splitting \( s_i \) of \( \mathcal{E}|_{U_i} \to \mathcal{E}_1|_{U_i} \) for each \( i \). Viewing \( s_i \) as an element of \( H^0(U_i, \mathcal{E}_1^\vee \otimes_{\mathcal{O}_{\mathcal{X}}} \mathcal{E}_2) \), we obtain elements

\[
\chi_{ij} := s_i|_{U_i} - s_j|_{U_i} \in H^0(U_{ij}, \mathcal{E}_1^\vee \otimes_{\mathcal{O}_{\mathcal{X}}} \mathcal{E}_2) \quad \text{and} \quad \\
\lambda_i := \nabla(s_i) \in H^0(U_i, \mathcal{E}_1^\vee \otimes_{\mathcal{O}_{\mathcal{X}}} \mathcal{E}_2 \otimes_{\mathcal{O}_{X^{\text{an}}}} \Omega_{X^{\text{an}}/K}^1)
\]
for each $i$, $j$. Taken together, these elements define a Čech 1-cochain

$$
\xi = ((\kappa_{ij})_{i,j \in I}, (\lambda_i)_{i \in I}) \in \check{C}^1(I, \underline{\text{DR}}(\mathcal{E}_1^\mathcal{V} \otimes \mathcal{O}_X, \mathcal{E}_2)).
$$

As the logarithmic connection $\nabla$ on $\mathcal{E}$ is integrable, we have $d\xi = 0$, that is, $\xi$ is a 1-cocycle, and one easily checks that different choices of the splittings $s_i$ only change $\xi$ by a coboundary. Hence, we have constructed a map

$$
\{\text{extensions } \mathcal{E} \text{ that are } \mathcal{O}_X\text{-linearly split over } \mathcal{U}\}/\text{iso} \to \check{H}^1(I, \underline{\text{DR}}(\mathcal{E}_1^\mathcal{V} \otimes \mathcal{O}_X, \mathcal{E}_2)) \quad (*)
$$
given by $[\mathcal{E}] \mapsto [\xi]$.

To show that $(*)$ is bijective, we explicitly describe the inverse. Given a Čech 1-cocycle

$$
\xi = ((\kappa_{ij})_{i,j \in I}, (\lambda_i)_{i \in I}) \in \check{C}^1(I, \underline{\text{DR}}(\mathcal{E}_1^\mathcal{V} \otimes \mathcal{O}_X, \mathcal{E}_2)),
$$
we consider the logarithmic connections $\nabla_i$ on the $\mathcal{O}_X|_{U_i}$-modules $\mathcal{E}_2|_{U_i} \oplus \mathcal{E}_1|_{U_i}$ given by

$$
\nabla_i := \begin{pmatrix}
\nabla_{\mathcal{E}_2|_{U_i}} & \lambda_i \\
0 & \nabla_{\mathcal{E}_1|_{U_i}}
\end{pmatrix}.
$$

As $\xi$ is a 1-cocycle, we have $\nabla(\lambda_i) = 0$ for each $i$, so $\nabla_i$ is an integrable logarithmic connection. Moreover, we have $\nabla(\kappa_{ij}) = \lambda_i - \lambda_j$ for all $i$, $j$, which implies the automorphisms

$$
\phi_{ij} := \begin{pmatrix}
1_{\mathcal{E}_2|_{U_{ij}}} & \kappa_{ij} \\
0 & 1_{\mathcal{E}_1|_{U_{ij}}}
\end{pmatrix} : \mathcal{E}_2|_{U_{ij}} \oplus \mathcal{E}_1|_{U_{ij}} \sim \mathcal{E}_2|_{U_{ij}} \oplus \mathcal{E}_1|_{U_{ij}}
$$
carry $\nabla_i|_{U_{ij}}$ to $\nabla_j|_{U_{ij}}$. Hence, if $\mathcal{E}$ is the $\mathcal{O}_X$-linear extension of $\mathcal{E}_1$ by $\mathcal{E}_2$ obtained by gluing the $\mathcal{E}_2|_{U_j} \oplus \mathcal{E}_1|_{U_i}$ along the isomorphisms $\phi_{ij}$, then the logarithmic connections $\nabla_i$ induce a well-defined logarithmic connection on $\mathcal{E}$, making it into an extension of $\mathcal{E}_1$ by $\mathcal{E}_2$ in $\text{MIC}^{\text{un}}(X, \mathcal{O}_X)$.

This construction is easily checked to define an inverse to $(*)$. Taking the colimit over coverings $\mathcal{U}$ then yields the desired result. $\square$

We have the following calculation of these cohomology groups in the case $\mathcal{E} = \mathcal{O}_X$.

**Lemma 4.3.** The natural map

$$
\text{B}_{\text{dR}} \otimes_K H^1_{\text{dR}}(X_{\text{an}}, \mathcal{O}_X^{\text{an}}) \to H^1_{\text{dR}}(X, \mathcal{O}_X)
$$
is an $\text{B}_{\text{dR}}$-linear isomorphism. In particular, $H^1_{\text{dR}}(X, \mathcal{O}_X)$ is finite-dimensional over $\text{B}_{\text{dR}}$.

**Proof.** See [13, Lemma 3.6.3]. $\square$

**Proof of Proposition 4.1.** The criteria of Lemma 3.4 are easily verified (with $\mathcal{A}$ the $\text{B}_{\text{dR}}$-linear abelian closed $\otimes$-category of all $\mathcal{O}_X$-modules with integrable logarithmic connection). Finite-dimensionality of $\text{Ext}^1_{\text{MIC}}(\mathcal{O}_X, \mathcal{O}_X)$ follows from Lemmas 4.2 and 4.3. $\square$
As a consequence, we can now make the following definition.

**Definition 4.4.** For two points $x, y \in Y^\text{an}(L)$ defined over a finite extension $L$ of $K$ inside $\mathbb{C}_K$, we define the pro-unipotent Riemann–Hilbert path torsor

$$\pi_1^\text{RH}(\mathcal{X}, x, y)$$

to be the Tannakian path torsor from $\omega^\text{RH}_x$ to $\omega^\text{RH}_y$ in the Tannakian category $\text{MIC}^\text{un}(\mathcal{X}, \mathcal{O}_\mathcal{X})$. These assemble into a groupoid in affine $\mathbb{B}^{\text{dR}}$-schemes on object-set $Y(\overline{K})$, which we call the pro-unipotent Riemann–Hilbert fundamental groupoid of $X^\text{an}_{\mathbb{C}_K}$.

This fundamental groupoid comes with extra structures, which we now describe.

### 4.1 Galois action

The left action of $G_K$ on $\mathbb{B}^{\text{dR}}$ induces an action on $\mathcal{O}_\mathcal{X}$, and hence a right action on the category $\text{MIC}^\text{un}(\mathcal{X}, \mathcal{O}_\mathcal{X})$. Explicitly, if $\mathcal{E} \in \text{MIC}^\text{un}(\mathcal{X}, \mathcal{O}_\mathcal{X})$ and $\sigma \in G_K$, then $\sigma^*(\mathcal{E})$ has the same underlying abelian sheaf and logarithmic connection as $\mathcal{E}$, but has the $\sigma$-twisted $\mathcal{O}_\mathcal{X}$-action:

$$\lambda : e \mapsto \sigma(\lambda)e$$

for sections $\lambda$ of $\mathcal{O}_\mathcal{X}$ and $e$ of $\mathcal{E}$.

If $x \in Y^\text{an}(L)$ is an $L$-rational point, then its associated fibre functor $\omega^\text{RH}_x : \text{MIC}^\text{un}(\mathcal{X}, \mathcal{O}_\mathcal{X}) \to \text{Vec}(\mathbb{B}^{\text{dR}})$ is $G_L$-equivariant, that is, we have $(\sigma^*(\mathcal{E}))_x = \sigma^*(\mathcal{E}_x)$, where $\sigma^*(\mathcal{E}_x)$ is the abelian group $\mathcal{E}_x$ made into a $\mathbb{B}^{\text{dR}}$-vector space with the $\sigma$-twisted $\mathbb{B}^{\text{dR}}$-action. In other words, $\omega^\text{RH}_x$ is fixed under the natural action of $G_L$ on the functor category $[\text{MIC}^\text{un}(\mathcal{X}, \mathcal{O}_\mathcal{X}), \text{Vec}(\mathbb{B}^{\text{dR}})]$. Consequently, for any second $L$-rational point $y \in Y^\text{an}(L)$, there is an induced left action of $G_L$ on the Riemann–Hilbert path torsor $\pi_1^\text{RH}(\mathcal{X}; x, y)$. Explicitly, if $\Lambda$ is a $\mathbb{B}^{\text{dR}}$-algebra and $\gamma \in \pi_1^\text{RH}(\mathcal{X}; x, y)(\sigma^*\Lambda)$, then there is a bijection

$$\pi_1^\text{RH}(\mathcal{X}; x, y)(\sigma^*\Lambda) \cong \pi_1^\text{RH}(\mathcal{X}; x, y)(\Lambda),$$

which sends a $\otimes$-natural isomorphism $\gamma : \sigma^*\Lambda \otimes_{\mathbb{B}^{\text{dR}}} \omega^\text{RH}_x \sim \sigma^*\Lambda \otimes_{\mathbb{B}^{\text{dR}}} \omega^\text{RH}_y$ to the $\otimes$-natural isomorphism $\sigma(\gamma)$:

$$\Lambda \otimes_{\mathbb{B}^{\text{dR}}} \mathcal{E}_x = (\sigma^{-1})^*\left(\sigma^*\Lambda \otimes_{\mathbb{B}^{\text{dR}}} \sigma^*(\mathcal{E}_x)\right) \xrightarrow{(\sigma^{-1})^*\gamma \sigma^*\mathcal{E}} (\sigma^{-1})^*\left(\sigma^*\Lambda \otimes_{\mathbb{B}^{\text{dR}}} \sigma^*(\mathcal{E}_y)\right) = \Lambda \otimes_{\mathbb{B}^{\text{dR}}} \mathcal{E}_y.$$

One can check that these bijections describe an action of $G_L$ on $\pi_1^\text{RH}(\mathcal{X}; x, y)$ by scheme automorphisms, which is semilinear in the sense that the action on the affine ring of $\pi_1^\text{RH}(\mathcal{X}; x, y)$ is semilinear for the usual action of $G_L$ on $\mathbb{B}^{\text{dR}}$. Moreover, these actions on the schemes $\pi_1^\text{RH}(\mathcal{X}; x, y)$ for varying $x, y \in Y^\text{an}(L)$ respect the groupoid structure maps.
If $\mathcal{E} \in \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X})$ is a unipotent $\mathcal{O}_\mathcal{X}$-vector bundle with integrable logarithmic connection, then by a semilinear (left) action of $G_L$ on $\mathcal{E}$ we mean a collection of morphisms

$$\phi_\sigma : \mathcal{E} \to \sigma^*(\mathcal{E})$$

in $\text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X})$, one for each $\sigma \in G_L$, such that $\phi_1 = 1_\mathcal{E}$ is the identity on $\mathcal{E}$ and

$$\phi_{\sigma \tau} = \tau^* \phi_\sigma \circ \phi_\tau$$

for all $\sigma, \tau \in G_L$. Ignoring the $\mathcal{O}_\mathcal{X}$-linear structure, the maps $\phi_\sigma$ define an action of $G_L$ on $\mathcal{E}$ (as an $\mathcal{O}_X^{an}$-module with integrable logarithmic connection), and hence the maps $\phi_\sigma$ are, a posteriori, isomorphisms.

If $x \in Y^{\text{un}}(L)$ is defined over $L$, then we write $(x^{\text{RH}}, e_x^{\text{RH}})$ as shorthand for the pointed universal object representing the fibre functor $\omega_x^{\text{RH}}$ as in Subsection 3.1. There is a semilinear action of $G_L$ on $x^{\text{RH}}$, where

$$\phi_\sigma : x^{\text{RH}} \to \sigma^*(x^{\text{RH}})$$

is the unique morphism in $\text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X})$ sending $e_x^{\text{RH}}$ to $\sigma^*(x^{\text{RH}}) = \sigma^*(e_x^{\text{RH}})$ (here we are implicitly using the equality $\sigma^*(x^{\text{RH}}) = x^{\text{RH}}$ of abelian groups to view $e_x^{\text{RH}}$ as an element of the former). This action can be characterized by a universal property.

**Lemma 4.5.** Let $\text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X})^{G_L}$ denote the category of unipotent $\mathcal{O}_\mathcal{X}$-vector bundles with integrable logarithmic connection endowed with a semilinear action of $G_L$. Then $(x^{\text{RH}}, e_x^{\text{RH}})$, endowed with the action described above, pro-represents the functor

$$\text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X})^{G_L} \to \text{Mod}(B^{G_L}_{\text{dR}})$$

$$\mathcal{E} \mapsto (\mathcal{E}_x)^{G_L}$$

**Proof.** As $(x^{\text{RH}}, e_x^{\text{RH}})$ pro-represents the fibre functor

$$\omega_x^{\text{RH}} : \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X}) \to \text{Vec}(B_{\text{dR}}),$$

the proposition amounts to the following: for any $\mathcal{E} \in \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X})^{G_L}$, a morphism $f : x^{\text{RH}} \to \mathcal{E}$ in pro $\text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X})$ is $G_L$-equivariant if and only if $f(e_x^{\text{RH}}) \in (\mathcal{E}_x)^{G_L}$. But this is straightforward: $f$ is $G_L$-equivariant if and only if the square

$$\begin{array}{ccc}
x^{\text{RH}} & \xrightarrow{f} & \sigma^*(x^{\text{RH}}) \\
\downarrow & & \downarrow \\
\mathcal{E} & \xrightarrow{\phi_\sigma} & \sigma^*(\mathcal{E})
\end{array}$$

commutes for all $\sigma \in G_L$ (where $\phi_\sigma$ are the actions of $\sigma$ on $x^{\text{RH}}$ and $\mathcal{E}$). Each such square commutes if and only if it commutes when evaluated at $e_x^{\text{RH}} \in x^{\text{RH}}$, whence the result.
Let us also remark that the $G_L$-actions on the universal objects $\pi^{\text{RH}}$ and the Tannakian path-torsors $\pi_1^{\text{RH}}(\mathcal{X}; x, y)$ are compatible, in the sense that the latter is obtained from taking the fibre of the former at $y$ and applying Proposition 3.1. This is a consequence of the following lemma.

**Lemma 4.6.** For all $x, y \in Y^{\text{an}}(L)$, the Yoneda isomorphism (3.1)

$$\text{Hom}(\omega_x^{\text{RH}}, \omega_y^{\text{RH}}) \cong x \mathcal{E}^{\text{RH}}$$

is $G_L$-equivariant, for the natural $G_L$-action on either side.

**Proof.** For $\gamma \in \text{Hom}(\omega_x^{\text{RH}}, \omega_y^{\text{RH}})$ and $\sigma \in G_L$, we have a commuting diagram of abelian groups

$$\xymatrix{ x \mathcal{E}^{\text{RH}}_x \ar[r]_{\phi_{\sigma,x}} \ar[d]^{\gamma_{\sigma,x}^{\text{RH}}} & \sigma^*(x \mathcal{E}^{\text{RH}})_x \ar[d]^{\gamma_x^{\text{RH}} \sigma} \ar[r] & x \mathcal{E}^{\text{RH}}_y \ar[d]^{\sigma(y)_{\sigma,y}^{\text{RH}}} \ar[l]_{\phi_{\sigma,y}} \\ x \mathcal{E}^{\text{RH}}_y \ar[r]_{\phi_{\sigma,y}} & \sigma^*(x \mathcal{E}^{\text{RH}})_y \ar[l]_{\phi_{\sigma,x}} & x \mathcal{E}^{\text{RH}}_y \ar[l]_{\phi_{\sigma,x}} \ar[r] & x \mathcal{E}^{\text{RH}}_y. }$$

The element $e^{\text{RH}}_x \in x \mathcal{E}^{\text{RH}}_x$ satisfies $\phi_{\sigma,x}(e^{\text{RH}}_x) = e^{\text{RH}}_x$ by definition, so commutativity of the diagram gives

$$\phi_{\sigma,y}(\gamma \mathcal{E}^{\text{RH}}(e_x^{\text{RH}})) = \gamma \mathcal{E}^{\text{RH}}(e_x^{\text{RH}}).$$

As the action of $\sigma$ on $x \mathcal{E}^{\text{RH}}_y$ is given by $\phi_{\sigma,y}$, this is exactly saying that the Yoneda isomorphism is $G_L$-equivariant. □

### 4.2 Hodge filtration

The other structure on the Riemann–Hilbert fundamental groupoid is a Hodge filtration. The usual $t$-adic filtration on $\mathcal{E}^{\text{dR}}$ induces a filtration on $\mathcal{O}_\mathcal{E}$ that satisfies Griffiths transversality with respect to the logarithmic connection.

**Definition 4.7.** Let $(\mathcal{E}, \nabla)$ be an $\mathcal{O}_\mathcal{X}$-module with integrable logarithmic connection. By a filtration on $\mathcal{E}$ we mean a decreasing filtration

$$\ldots \supseteq \Gamma^1 \mathcal{E} \supseteq \Gamma^0 \mathcal{E} \supseteq \Gamma^{-1} \mathcal{E} \supseteq \ldots$$

of $\mathcal{E}$ that is compatible with the filtration on $\mathcal{O}_\mathcal{X}$ and satisfies Griffiths transversality with respect to the logarithmic connection $\nabla$. A filtered $\mathcal{O}_\mathcal{X}$-module with integrable logarithmic connection $\mathcal{E} = (\mathcal{E}, \nabla, F^\cdot)$ is called unipotent just when it has a finite filtration

$$0 = \text{Fil}_{-1} \mathcal{E} \subseteq \text{Fil}_0 \mathcal{E} \subseteq \text{Fil}_1 \mathcal{E} \subseteq \ldots \subseteq \text{Fil}_n \mathcal{E} = \mathcal{E}$$

by subobjects in $\text{MIC}(\mathcal{X}, \mathcal{O}_\mathcal{X})$ whose graded pieces, equipped with their induced filtrations, are isomorphic to finite direct sums of $\mathcal{O}_\mathcal{X}$ with its $t$-adic filtration. We write

$$\text{FMIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X})$$
for the category of unipotent filtered $\mathcal{O}_X$-vector bundles with integrable logarithmic connection. Thus, $\text{FMIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X)$ is the smallest subcategory of the category of filtered $\mathcal{O}_X$-vector bundles with integrable logarithmic connection that contains $\mathcal{O}_X$ and 0 and is closed under strict extensions. The filtration on an object of $\text{FMIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X)$ is automatically exhaustive and separated.

The filtration on $\mathcal{O}_X$ satisfies $F_i \mathcal{O}_X = t^i F^0 \mathcal{O}_X$ for all $i \in \mathbb{Z}$. It follows automatically that the same holds for any $\mathcal{E} \in \text{FMIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X)$: $F_i \mathcal{E} = t^i F^0 \mathcal{E}$ and so the whole filtration on $\mathcal{E}$ is determined by $F^0 \mathcal{E}$.

We denote the groups of strict extensions in $\text{FMIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X)$ by $\text{Ext}^1_{\text{FMIC}}(\mathcal{X}, \mathcal{O}_X)$. To describe these extension-groups explicitly in a manner akin to Lemma 4.2, we define for any $\mathcal{E} \in \text{FMIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X)$

$$H^1_{\text{FdR}}(\mathcal{X}, \mathcal{E}) := H^1(\mathcal{X}^{\text{an}}, F^0 \text{DR}(\mathcal{E})),$$

where $F^* \text{DR}(\mathcal{E})$ denotes the induced filtration on the de Rham complex of $\mathcal{E}$ (i.e., the filtration for which $F^j(\mathcal{E} \otimes \Omega^j_{\mathcal{X}^{\text{an}}/K}) = F^{j-i} \mathcal{E} \otimes \Omega^j_{\mathcal{X}^{\text{an}}/K}$).

**Lemma 4.8.** For any $\mathcal{E}_1, \mathcal{E}_2 \in \text{FMIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X)$ there is a canonical $B^+_{\text{dr}}$-linear isomorphism

$$\text{Ext}^1_{\text{FMIC}}(\mathcal{E}_1, \mathcal{E}_2) \cong H^1_{\text{FdR}}(\mathcal{X}, \mathcal{E}_1^\vee \otimes \mathcal{O}_X \mathcal{E}_2),$$

natural in $\mathcal{E}_1$ and $\mathcal{E}_2$.

**Proof.** A very similar proof to that of Lemma 4.2 works here. Given a strict extension $\mathcal{E}$ of $\mathcal{E}_1$ by $\mathcal{E}_2$, one may choose a covering $\mathbf{U} = (U_i)_{i \in I}$ over which $\mathcal{E}$ splits as an extension of filtered $\mathcal{O}_X$-modules. If one chooses splittings $s_i$ of $\mathcal{E}|_{U_i} \rightarrow \mathcal{E}_1|_{U_i}$ compatible with filtrations, then the elements $\xi_{ij} := s_i|_{U_{ij}} - s_j|_{U_{ij}}$ and $\lambda_i := \nabla(s_i)$ lie in $H^0(U_i, F^j(\mathcal{E}_1^\vee \otimes \mathcal{O}_X \mathcal{E}_2))$ and $H^0(U_i, F^{-j}(\mathcal{E}_1^\vee \otimes \mathcal{O}_X \mathcal{E}_2) \otimes \Omega^j_{\mathcal{X}^{\text{an}}/K})$, respectively, the latter by Griffiths transversality. So, $\xi := ((\xi_{ij})_{i,j}, (\lambda_i)_i)$ defines a Čech 1-cochain with coefficients in $F^0 \text{DR}(\mathcal{E}_1^\vee \otimes \mathcal{O}_X \mathcal{E}_2)$. As in the proof of Lemma 4.2, one checks that $\xi$ is a 1-cocycle, that it is independent of the choice of filtered splittings $s_i$ up to 1-coboundaries, and that the assignment $[\mathcal{E}] \mapsto [\xi]$ gives the desired bijection. \hfill \Box

For any $\mathcal{E} \in \text{FMIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_X)$, there is a natural map

$$H^1_{\text{FdR}}(\mathcal{X}, \mathcal{E}) \rightarrow H^1_{\text{dr}}(\mathcal{X}, \mathcal{E})$$

induced by the inclusion $F^0 \text{DR}(\mathcal{E}) \hookrightarrow \text{DR}(\mathcal{E})$; via the identifications in Lemmas 4.2 and 4.8 this corresponds to the map

$$\text{Ext}^1_{\text{FMIC}}(\mathcal{O}_X, \mathcal{E}) \rightarrow \text{Ext}^1_{\text{MIC}}(\mathcal{O}_X, \mathcal{E})$$

given by forgetting the filtration. The map (4.1) has image $F^0 H^1_{\text{dr}}(\mathcal{X}, \mathcal{E})$ by definition, and induces a filtered isomorphism

$$H^1_{\text{FdR}}(\mathcal{X}, \mathcal{E})[t^{-1}] = B_{\text{dr}} \otimes B^+_{\text{dr}} H^1_{\text{FdR}}(\mathcal{X}, \mathcal{E}) \cong H^1_{\text{dr}}(\mathcal{X}, \mathcal{E}).$$

Note, however, that the map (4.1) is not a priori injective in general.
Lemma 4.9. \((4.1)\) is injective for \(E = \mathcal{O}_X\), and yields an isomorphism

\[
H^1_{\text{FdR}}(X, \mathcal{O}_X) = F^0(B_{\text{dR}} \otimes_K H^1_{\text{dR}}(X^{\text{an}}, \mathcal{O}_{X^{\text{an}}}))
\]

under the identification of Lemma 4.3.

Corollary 4.10. \(H^1_{\text{FdR}}(X, E)\) is a \(B_{\text{dR}}^+\)-module of finite type for all \(E \in \text{FMIC}^{\text{un}}(X, \mathcal{O}_X)\). With respect to the induced filtration, \(H^1_{\text{dR}}(X, E)\) is filtered-isomorphic to a finite direct sum of copies of \(B_{\text{dR}}\) with its \(t\)-adic filtration.

Proof. For the first claim, the case \(E = \mathcal{O}_X\) follows from Lemma 4.9, and the general case follows by induction. The second is a consequence of the first. \(\square\)

Lemma 4.9 is essentially a special case of [13, Lemma 3.6.3], except that we need to take a modicum of care to justify the injectivity of the map \((4.1)\). For this, we use the language of (unbounded) filtered derived categories. If \(R\) is a sheaf of rings on a small site, we define the category \(\text{Seq}(R)\) of (decreasing) sequences of \(R\)-modules to be the category whose objects are diagrams

\[
\cdots \rightarrow F^2 M \rightarrow F^1 M \rightarrow F^0 M \rightarrow F^{-1} M \rightarrow \cdots
\]

of \(R\)-modules, and whose morphisms are morphisms of diagrams. The underlying \(R\)-module of a sequence of \(R\)-modules is defined to be \(\lim_i F^i M\), and this inherits a natural filtration by the images of the maps \(F^{i+1} M \rightarrow \lim_i F^i M\). In this way, the category of exhaustively filtered \(R\)-modules is equivalent to the subcategory of \(\text{Seq}(R)\) consisting of those sequences whose transition maps \(F^{i+1} M \rightarrow F^i M\) are all injective.

We define the filtered derived category \(\mathcal{FD}(R)\) of \(R\)-modules to be the derived category of \(\text{Seq}(R)\). (See [33, Theorem 3.16] for why this coincides with other definitions of the filtered derived category. In particular, every object of \(\mathcal{FD}(R)\) is isomorphic to a filtered complex of \(R\)-modules.) The isomorphisms in \(\mathcal{FD}(R)\) are often referred to as filtered quasi-isomorphisms.

Slightly more generally, if \(R\) is a filtered sheaf of rings on a small site, we define a sequential \(R\)-module to be a sequence

\[
\cdots \rightarrow F^2 M \rightarrow F^1 M \rightarrow F^0 M \rightarrow F^{-1} M \rightarrow \cdots
\]

of sheaves of \(\mathbb{Z}\)-modules endowed with multiplication maps

\[
\mu^{i,j} : F^i R \otimes_{\mathbb{Z}} F^j M \rightarrow F^{i+j} M
\]

for all \(i, j \in \mathbb{Z}\). These maps are required to make the diagram

\[
\begin{array}{ccc}
F^i R \otimes_{\mathbb{Z}} F^j M & \xrightarrow{\mu^{i,j}} & F^{i+j} M \\
\downarrow & & \downarrow \\
F^{i-1} R \otimes_{\mathbb{Z}} F^j M & \xrightarrow{\mu^{i-1,j}} & F^{i+j-1} M
\end{array}
\]
commute, as well as to satisfy the obvious associativity and identity relations. So, if the transition maps in \( M \) are injective, then \( M \) is a filtered \( R \)-module in the usual sense. The category \( \text{Seq}(R) \) of sequential \( R \)-modules is abelian, and we define the filtered derived category \( \text{FD}(R) \) of \( R \)-modules to be the derived category of \( \text{Seq}(R) \).

If \( R \) is a filtered algebra over a sheaf of rings \( R_0 \), then there is a natural base-change functor \( R \otimes_{R_0} (-) : \text{Seq}(R_0) \to \text{Seq}(R) \) given by

\[
F^k(R \otimes_{R_0} M) := \lim_{i+j \geq k} F^i R \otimes_{R_0} F^j M
\]

(cf. [33, Definition 4.5]), where the transition maps implicit in the above colimit are the obvious maps \( F^i R \otimes_{R_0} F^j M \to F^{i-1} R \otimes_{R_0} F^j M \) and \( F^i R \otimes_{R_0} F^j M \to F^i R \otimes_{R_0} F^{j-1} M \) induced from the transition maps in \( R \) and \( M \). We will want to extend this functor to the filtered derived category in a very special case.

**Lemma 4.11.** If, in the above notation, \( F^i R \) and \( F^i R / F^{i+1} R \) are flat \( R_0 \)-modules for all \( i \), then the base-change functor

\[
R \otimes_{R_0} (-) : \text{Seq}(R_0) \to \text{Seq}(R)
\]

is exact. In particular, it induces (in a trivial manner) a base-change functor

\[
R \otimes_{R_0} (-) : \text{FD}(R_0) \to \text{FD}(R).
\]

**Proof.** For any \( M \in \text{Seq}(R_0) \), consider the complex

\[
F^k(R \otimes_{R_0} M) := \bigoplus_{i+j=k+1} F^i R \otimes_{R_0} F^j M \xrightarrow{d} \bigoplus_{i+j=k} F^i R \otimes_{R_0} F^j M
\]

supported in cohomological degrees 0 and \(-1\), where \( d \) is the difference of the two obvious maps

\[
\bigoplus_{i+j=k+1} F^i R \otimes_{R_0} F^j M \xrightarrow{d} \bigoplus_{i+j=k} F^i R \otimes_{R_0} F^j M.
\]

We have \( H^0(F^k(R \otimes_{R_0} M)) \equiv F^k(R \otimes_{R_0} M) \) by definition, and \( H^{-1}(F^k(R \otimes_{R_0} M)) = 0 \) because \( R \) is filtered and each \( F^i R / F^{i+1} R \) is flat. As the functor \( M \mapsto F^k(R \otimes_{R_0} M) \) is clearly exact, it follows by the 5-lemma that \( M \mapsto F^k(R \otimes_{R_0} M) \) is also exact, which is what we wanted to show. \( \square \)

Now in the above terminology, the de Rham complex \( DR(\mathcal{E}) \) of a filtered \( \mathcal{O}_X \)-vector bundle with integrable connection \( \mathcal{E} \) is a filtered complex of sheaves of \( \mathcal{O}_{\text{dr}} \)-modules on \( X \) (for the \( t \)-adic filtration on \( \mathcal{O}_{\text{dr}} \), where the filtration on \( \mathcal{E} \otimes_{\mathcal{O}_{\text{an}}} \Omega^i_{X_{\text{an}}/K} \) is the tensor product of the filtration on \( \mathcal{E} \) with the filtration on \( \Omega^i_{X_{\text{an}}/K} \) supported in filtration-degree \( i \). This makes the total de Rham cohomology

\[
R \Gamma_{\text{dr}}(X, \mathcal{E}) := R \Gamma(X, DR(\mathcal{E}))
\]
into an object of the filtered derived category $\text{FD}(B_{\text{dR}})$ of $B_{\text{dR}}$-modules (over the point). The cohomology objects of $R\Gamma_{\text{dR}}(\mathcal{X}, \mathcal{E})$ are sequential $B_{\text{dR}}$-modules, whose underlying $B_{\text{dR}}$-modules are the de Rham cohomology groups $H^i_{\text{dR}}(\mathcal{X}, \mathcal{E})$ with their natural induced filtrations. (The fact that the cohomology objects might not be filtered $B_{\text{dR}}$-modules is closely related to the fact that (4.1) might not be injective in general.)

Remark 4.12. Let us say a little about what we mean by the derived global sections functor $R\Gamma$ appearing in the definition of the total de Rham cohomology. On the one hand, it is easy to check that the category of sheaves of sequential $B_{\text{dR}}$-modules on $\mathcal{X} = X_{\text{an}}$ is Grothendieck abelian, and hence any right-derived functor can always be computed by a $K$-injective resolution. But actually it is better for us to think of $R\Gamma$ here as being computed by Čech hypercohomology with respect to an admissible affinoid covering of $X_{\text{an}}$. Let us explain why this works. If $U \subset X_{\text{an}}$ is admissible affinoid, then we have

$$H^q\left(U, \bigwedge^j \mathcal{E} \otimes_{\mathcal{O}_{X_{\text{an}}}} \Omega^i_{X_{\text{an}}/K}\right) = 0$$

for all integers $i \geq 0$, $j \in \mathbb{Z}$ and $q \geq 1$. Indeed, when $\mathcal{E} = \mathcal{O}_{\mathcal{X}}$ we have

$$H^q\left(U, \bigwedge^j \mathcal{O}_{\mathcal{X}} \otimes_{\mathcal{O}_{X_{\text{an}}}} \Omega^i_{X_{\text{an}}/K}\right) = H^q\left(U, \bigwedge^j (B_{\text{dR}}) \otimes_K \Omega^i_{X_{\text{an}}/K}\right) = H^q\left(U, t^j \mathbb{C}_K \otimes_K \Omega^i_{X_{\text{an}}/K}\right) = 0,$$

where $t$ denotes the generator of the maximal ideal of $B_{\text{dR}}^+$. The final vanishing above deserves some more explanation. We may ignore the factor of $t^j$, and then identify $\mathbb{C}_K \otimes_K \Omega^i_{X_{\text{an}}/K} = \beta_* \Omega^i_{X_{\text{an}}/\mathbb{C}_K}$ where

$$\beta : X_{\text{an}}^{\mathbb{C}_K} \rightarrow X_{\text{an}}$$

is the base-change morphism of analytic sites. For $q' \geq 1$, the $q'$th derived pushforward $R^{q'} \beta_* \Omega^i_{X_{\text{an}}/\mathbb{C}_K}$ is the sheafification of the presheaf

$$U' \mapsto H^{q'}\left(U'_{\mathbb{C}_K}, \Omega^i_{X_{\text{an}}/\mathbb{C}_K}\right)$$

on $X_{\text{an}}$. As $\Omega^i_{X_{\text{an}}/\mathbb{C}_K}$ is coherent, this presheaf vanishes on affinoid $U'$ by Kiehl’s theorem [21, Satz 2.4.2], and so $R^{q'} \beta_* \Omega^i_{X_{\text{an}}/\mathbb{C}_K} = 0$ for $q' \geq 1$. Thus, from the Leray spectral sequence we have

$$H^q\left(U, \mathbb{C}_K \otimes_K \Omega^i_{X_{\text{an}}/K}\right) = H^q\left(U_{\mathbb{C}_K}, \Omega^i_{X_{\text{an}}/\mathbb{C}_K}\right) = 0$$

by Kiehl’s theorem again, and completes the justification of (*) when $\mathcal{E} = \mathcal{O}_{\mathcal{X}}$. The case of general $\mathcal{E}$ follows by induction over strict extensions.
Now the vanishing (*) implies in particular that
\[
H^q \left( U, \frac{F^j(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}})}{F^k(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}})} \right) = 0
\]
and that the maps
\[
H^0 \left( U, \frac{F^j(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}})}{F^{k+1}(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}})} \right) \to H^0 \left( U, \frac{F^j(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}})}{F^k(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}})} \right)
\]
are surjective for all \( i \geq 0, j \geq k \) and \( q \geq 1 \). So, the Mittag–Leffler criterion implies that
\[
R^1 \lim_{\to k} H^0 \left( U, \frac{F^j(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}})}{F^{k+1}(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}})} \right) = 0
\]
for all \( i \geq 0 \) and \( j \in \mathbb{Z} \). This implies that we have
\[
H^q \left( U, F^j(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}}) \right) = H^q \left( U, \lim_{\to k} \frac{F^j(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}})}{F^{k+1}(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}})} \right) = 0
\]
for all \( i \geq 0, j \in \mathbb{Z} \) and \( q \geq 1 \), where the first equality comes from completeness of the filtration on \( E \) and the second is [29, Lemma 3.18]. In other words, all of the sheaves \( F^j(E \otimes \mathcal{O}_{\mathcal{X}_{\text{an}}}) \) are acyclic over \( U \). So, the de Rham cohomology \( R\Gamma(\mathcal{X}, DR(E)) \), as an object of \( \mathcal{F}_d(\mathcal{B}_{dR}) \), can be computed by Cech hypercohomology over any admissible affinoid covering of \( \mathcal{X}_{\text{an}} \), as claimed.

In the particular case that \( E = \mathcal{O}_{\mathcal{X}} \), the evident map
\[
\text{DR}(\mathcal{O}_{\mathcal{X}_{\text{an}}}) \to \text{DR}(\mathcal{O}_{\mathcal{X}})
\]
of filtered complexes of sheaves of \( K \)-vector spaces induces on taking derived pushforwards a morphism
\[
R\Gamma_{dR}(\mathcal{X}_{\text{an}}, \mathcal{O}_{\mathcal{X}_{\text{an}}}) \to R\Gamma_{dR}(\mathcal{X}, \mathcal{O}_{\mathcal{X}})
\]
in \( \mathcal{F}_d(K) \). By adjunction, we obtain a morphism
\[
\mathcal{B}_{dR} \otimes_K R\Gamma_{dR}(\mathcal{X}_{\text{an}}, \mathcal{O}_{\mathcal{X}_{\text{an}}}) \to R\Gamma_{dR}(\mathcal{X}, \mathcal{O}_{\mathcal{X}})
\]
(4.2)
in \( \mathcal{F}_d(\mathcal{B}_{dR}) \). The following is a filtered derived strengthening of Lemma 4.3.

**Lemma 4.13.** The map (4.2) is a filtered quasi-isomorphism in \( \mathcal{F}_d(\mathcal{B}_{dR}) \).
Proof. This is essentially a special case of [13, Lemma 3.6.3]. More precisely, [13, Lemma 3.6.3] contains as a special case the fact that (4.2) becomes an isomorphism on cohomology objects after forgetting filtrations. The stronger statement we need can be obtained by following through the proof of [13, Lemma 3.6.3] sufficiently carefully, as we now explain.

The natural map

\[ B_{\text{dR}} \hat{\otimes}_K \text{DR}(\mathcal{O}_{X^{\text{an}}}) \to \text{DR}(\mathcal{O}_X) \]

is an isomorphism of filtered complexes of sheaves of $B_{\text{dR}}$-modules (as in [13, Corollary 3.4.21], but this is easy to see directly). So, it suffices to prove that the map

\[ B_{\text{dR}} \otimes_K \Gamma_{\text{dR}}(X^{\text{an}}, \mathcal{O}_{X^{\text{an}}}) \to \Gamma(X^{an}, B_{\text{dR}} \otimes_K \text{DR}(\mathcal{O}_{X^{an}})) \]

is a filtered quasi-isomorphism, slightly strengthening the statement in [13, Lemma 3.5.9]. For this, it suffices to prove that the maps

\[ B_{\text{dR}} \otimes_K \Gamma(X^{an}, \Omega_{X^{an}/K}^i) \to \Gamma(X^{an}, B_{\text{dR}} \otimes_K \Omega_{X^{an}/K}^i) \]

are filtered quasi-isomorphisms for all $i$, where we equip $\Omega_{X^{an}/K}^i$ with the filtration supported in degree 0 (or any other degree) and $B_{\text{dR}}$ with the $t$-adic filtration. As in the proof of [13, Lemma 3.5.9], we know that the maps

\[ \text{gr}_j B_{\text{dR}} \otimes_K \Gamma(X^{an}, \Omega_{X^{an}/K}^i) \to \Gamma(X^{an}, \text{gr}_j B_{\text{dR}} \otimes_K \Omega_{X^{an}/K}^i) \]  

(4.3)

are quasi-isomorphisms for all $i$ and $j$. Here, the symbol $\hat{\otimes}_K$ on the right-hand side denotes the $p$-adically completed tensor product; there is no need to $p$-adically complete the left-hand side because the cohomology groups of $\Gamma(X^{an}, \Omega_{X^{an}/K}^i)$ are all finite-dimensional over $K$. Hence, the maps

\[ \frac{F^j B_{\text{dR}}}{F^k B_{\text{dR}}} \otimes_K \Gamma(X^{an}, \Omega_{X^{an}/K}^i) \to \Gamma(X^{an}, \frac{F^j B_{\text{dR}}}{F^k B_{\text{dR}}} \otimes_K \Omega_{X^{an}/K}^i) \]

are quasi-isomorphisms for all $i$ and $j \leq k$. This map can concretely be written as a morphism of complexes

\[ \frac{F^j B_{\text{dR}}}{F^k B_{\text{dR}}} \otimes_K \check{\Gamma}(\mathcal{U}, \Omega_{X^{an}/K}^i) \to \check{\Gamma}(\mathcal{U}, \frac{F^j B_{\text{dR}}}{F^k B_{\text{dR}}} \otimes_K \Omega_{X^{an}/K}^i), \]

where $\check{\Gamma}(\mathcal{U}, -)$ denotes Cech cohomology with respect to an admissible affinoid covering $\mathcal{U}$ of $X^{an}$. Fixing $i$ and $j$ and varying $k$, we obtain an inverse system of morphisms of complexes with surjective transition maps. Passing to the inverse limit, we obtain a quasi-isomorphism

\[ \frac{F^j B_{\text{dR}}}{F^k B_{\text{dR}}} \otimes_K \check{\Gamma}(\mathcal{U}, \Omega_{X^{an}/K}^i) \to \check{\Gamma}(\mathcal{U}, \frac{F^j B_{\text{dR}}}{F^k B_{\text{dR}}} \otimes_K \Omega_{X^{an}/K}^i), \]

using that Cech cohomology commutes with inverse limits, and using the Mittag–Leffler criterion to show that the inverse limit of the quasi-isomorphisms above remains a quasi-isomorphism. As
$F^{i}B_{dR} \otimes_{K} \Omega^{i}_{X_{an}/K}$ is acyclic over $\mathcal{U}$ (see Remark 4.12), we have shown that the induced map

$$F^{i}B_{dR} \otimes_{K} R\Gamma(X_{an}, \Omega^{i}_{X_{an}/K}) \rightarrow R\Gamma(X_{an}, F^{i}B_{dR} \otimes_{K} \Omega^{i}_{X_{an}/K})$$

(4.4)

is a quasi-isomorphism for all $i$ and $j$, and so are done.

Remark 4.14. The main technical point we wanted to make clear in the above proof is how one passes from quasi-isomorphy of the maps (4.3) to quasi-isomorphy of the maps (4.4). The argument given in the proof of [13, Lemma 3.5.9] uses the spectral sequence of a filtered complex, but it is not a priori clear (at least to the author) why these spectral sequences should converge in this case. We have given the above argument using Čech cohomology as an alternative route to proving this implication.

Lemma 4.13 gives us an explicit description of $R\Gamma(\mathcal{X}, \mathcal{O}_{\mathcal{X}})$. To complete the proof of Lemma 4.9, we also need a consequence of the degeneration of the Hodge–de Rham spectral sequence for $\mathcal{O}_{X_{an}}$.

**Lemma 4.15.** The total de Rham cohomology

$$R\Gamma_{dR}(X_{an}, \mathcal{O}_{X_{an}}) \in FD(K)$$

is filtered quasi-isomorphic to a complex of filtered $K$-vector spaces with zero differential.

Proof. Let $M^{\cdot}$ be a filtered complex of $K$-vector spaces that is filtered quasi-isomorphic to $R\Gamma(X_{an}^{\text{an}}, \text{DR}(\mathcal{O}_{X_{an}}))$. As $F^{j}\text{DR}(\mathcal{O}_{X_{an}}) = 0$ for $j \gg 0$ and $F^{j}\text{DR}(\mathcal{O}_{X_{an}}) = \text{DR}(\mathcal{O}_{X_{an}})$ for $j \ll 0$, it follows that we may choose $M^{\cdot}$ to be a finitely filtered complex. The spectral sequence associated to the filtered complex $M^{\cdot}$ is the same as the Hodge–de Rham spectral sequence for $\mathcal{O}_{X_{an}}$, which degenerates at the $E_{1}$ page by [13, Theorem 3.2.7(3)]. So, by [9, Proposition 1.3.2], this implies that $M^{\cdot}$ is a filtered complex with strict differentials.

Strictness of the differentials in $M^{\cdot}$ implies that the cohomology objects $H^{i}(M^{\cdot})$, which a priori are merely sequences of $K$-vector spaces, are actually filtered $K$-vector spaces. If we choose a filtered splitting

$$M^{i} = \text{im}(d : M^{i-1} \rightarrow M^{i}) \oplus H^{i}(M^{\cdot}) \oplus \text{coim}(d : M^{i} \rightarrow M^{i+1})$$

for each $i$, then we obtain by projection a filtered quasi-isomorphism of complexes $M^{\cdot} \rightarrow H^{\cdot}(M^{\cdot})$, where the differential on the latter is zero. This completes the proof.

As an immediate consequence of Lemma 4.15, the cohomology objects of $R\Gamma_{dR}(\mathcal{X}, \mathcal{O}_{\mathcal{X}}) \cong B_{dR} \otimes_{K} R\Gamma_{dR}(X_{an}, \mathcal{O}_{X_{an}})$, which a priori are sequential $B_{dR}$-modules, are in fact filtered $B_{dR}$-modules. In other words, the natural maps

$$H^{i}(\mathcal{X}, F^{j}\text{DR}(\mathcal{O}_{\mathcal{X}})) \rightarrow H^{i}(\mathcal{X}, \text{DR}(\mathcal{O}_{\mathcal{X}})) \cong B_{dR} \otimes_{K} H^{i}_{dR}(X_{an}, \mathcal{O}_{X_{an}})$$

are injective for all $i, j$. The case $(i, j) = (1, 0)$ is exactly what was asserted in Lemma 4.9.
4.2.1 The Hodge filtration on the universal object

Now fix a point \( x \in Y^{an}(L) \) defined over a finite extension of \( K \), and let \((\mathcal{E}^{\text{RH}}, e^{\text{RH}}) = (\mathcal{E}_x^{\text{RH}}, e_x^{\text{RH}})\) denote the pair pro-representing the fibre functor \( \sigma_x^{\text{RH}} \). We will construct a Hodge filtration on \( \mathcal{E}^{\text{RH}} \), making it into a pro-object of \( \text{FMIC}^{\text{un}}(\mathcal{X}, O_{\mathcal{X}}) \). This is done using the recursive description of \( \mathcal{E}^{\text{RH}} \) from Proposition 3.6 as follows.

**Proposition 4.16.** There is a unique way to put a filtration \( F^\bullet \) on each \( \mathcal{E}_n^{\text{RH}} \) such that the following conditions are satisfied:

1. \( \mathcal{E}_n^{\text{RH}} \in \text{FMIC}^{\text{un}}(\mathcal{X}, O_{\mathcal{X}}) \) for all \( n \);
2. the filtration on \( \mathcal{E}_0^{\text{RH}} = O_{\mathcal{X}} \) is the t-adic filtration;
3. for all \( n \geq 0 \) the sequence
   \[
   0 \to O_{\mathcal{X}} \otimes_{B_{dR}} H^1_{dR}(\mathcal{X}, \mathcal{E}_n^{\text{RH},\vee})^\vee \to \mathcal{E}_n^{\text{RH}} \to \mathcal{E}_n^{\text{RH}} \to 0
   \]
   is strict exact for the filtrations; and
4. \( e_n^{\text{RH}} \in F^0 \mathcal{E}_n^{\text{RH},x} \) for all \( n \).

The sequence (4.5) in the second point is the sequence (3.3), using the description of the Ext-groups from Lemma 4.2. The implicit filtration on \( H^1_{dR}(\mathcal{X}, \mathcal{E}_n^{\text{RH},\vee}) \) is the one induced from the filtration on the de Rham complex induced from the filtration on \( \mathcal{E}_n^{\text{RH}} \).

**Proof.** We use a modification of the argument sketched in [18, Lemma 3.6]. We will show by induction that there exists a unique sequence of filtrations on the \( \mathcal{E}_n^{\text{RH}} \) satisfying conditions (0)–(3), and that these filtrations additionally satisfy the auxiliary condition

4. The map \( H^1_{dR}(\mathcal{X}, \mathcal{E}_n^{\text{RH},\vee}) \to H^1_{dR}(\mathcal{X}, \mathcal{E}_n^{\text{RH},\vee}) \) is injective.

In the base case \( n = 0 \), the given filtration on \( \mathcal{E}_0^{\text{RH}} = O_{\mathcal{X}} \) is the unique filtration satisfying (1). It clearly satisfies (0) and (3), and satisfies (4) by Lemma 4.9.

So, suppose inductively that there is a unique sequence of filtrations on \( \mathcal{E}_m^{\text{RH}} \) for \( 0 \leq m \leq n \) satisfying (0)–(3) (for those values of \( m \) for which these make sense), and that these filtrations also satisfy (4). We write \( \mathcal{G} := \mathcal{E}_n^{\text{RH},\vee} \otimes_{B_{dR}} H^1_{dR}(\mathcal{X}, \mathcal{E}_n^{\text{RH},\vee})^\vee \), and endow it with the tensor product of the filtration on \( \mathcal{E}_n^{\text{RH},\vee} \) and the dual of the induced filtration on \( H^1_{dR}(\mathcal{X}, \mathcal{E}_n^{\text{RH},\vee}) \). By Corollary 4.10, we have that \( \mathcal{G} \) is filtered-isomorphic to a direct sum of copies of \( \mathcal{E}_n^{\text{RH},\vee} \); it follows from (4) that the map

\[
H^1_{dR}(\mathcal{X}, \mathcal{G}) \to H^1_{dR}(\mathcal{X}, \mathcal{G}) \cong \text{End}(H^1_{dR}(\mathcal{X}, \mathcal{E}_n^{\text{RH},\vee}))
\]

is injective. As the class of the extension \( \mathcal{E}_n^{\text{RH}} \) is \( 1 \in F^0 \text{End}(H^1_{dR}(\mathcal{X}, \mathcal{E}_n^{\text{RH},\vee})) \), we see from Lemma 4.8 that there is a strict extension of \( \mathcal{E}_n^{\text{RH}} \) by \( O_{\mathcal{X}} \otimes_{B_{dR}} H^1_{dR}(\mathcal{X}, \mathcal{E}_n^{\text{RH},\vee})^\vee \) whose underlying non-filtered extension class is \( [\mathcal{E}_n^{\text{RH}}] \), and this extension is unique up to isomorphism of strict extensions.

In other words, there exists a filtration \( F^\bullet \) on \( \mathcal{E}_n^{\text{RH}} \) making (4.5) into a strict extension, and this filtration is unique up to the action of (non-filtered) automorphisms of the extension (4.5). This
automorphism group is

$$\text{Hom}_{\text{MIC}}(\mathcal{E}^\text{RH}_n, \mathcal{O}_x \otimes_{B_{\text{dr}}} H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n)^\vee) = H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n)^\vee,$$

using the fact that $\mathcal{E}^\text{RH}_n$ represents the restriction of the fibre functor $\omega^\text{RH}_x$ to objects of unipotency class $\leq n$ by Proposition 3.6. The action of this automorphism group on the fibre of $\mathcal{E}^\text{RH}_{n+1}$ at $x$ is the addition action of the subgroup $H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n)^\vee \subseteq \mathcal{E}^\text{RH}_{n+1,x}$; in particular it acts simply transitively on the fibres of $\mathcal{E}^\text{RH}_{n+1,x} \to \mathcal{E}^\text{RH}_{n,x}$. Hence, by using a suitable automorphism, we may assume that $\mathcal{E}^\text{RH}_{n+1} \subseteq F^0\mathcal{E}^\text{RH}_{n+1,x}$.

Thus, the filtration on $\mathcal{E}^\text{RH}_{n+1}$ constructed above satisfies conditions (0)–(3). To see that it is the unique such filtration, we have shown above that any other filtration satisfying (2) would have to be equal to $\tau_\alpha F^*$ for some automorphism of $\mathcal{E}^\text{RH}_{n+1}$ (as an extension in $\text{MIC}^\text{un}(\mathcal{X}, \mathcal{O}_\mathcal{X})$), and that such an automorphism $\tau_\alpha$ is given by

$$s \mapsto s + f(s) \otimes \alpha$$

where $f : \mathcal{E}^\text{RH}_{n+1} \to \mathcal{E}^\text{RH}_0 = \mathcal{O}_\mathcal{X}$ is the projection and $\alpha \in H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n)^\vee$. If this new filtration also satisfies (3), then we must have $\tau^{-1}_\alpha(\mathcal{E}^\text{RH}_{n+1}) = e^\text{RH}_{n+1} - \alpha \in F^0\mathcal{E}^\text{RH}_{n+1}$, which implies that $\alpha \in H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n)^\vee$. But as the morphism $f$ is filtered (by (1) and (2) applied inductively) this implies that $\tau_\alpha$ is a filtered automorphism, in which case $\tau_\alpha F^* = F^*$ and we have proven uniqueness.

To complete the induction, it remains to show that this filtration on $\mathcal{E}^\text{RH}_{n+1}$ also satisfies condition (4). For this, we take logarithmic de Rham cohomology of the dual of the strict exact sequence (4.5) to obtain a commuting diagram

$$
\begin{array}{cccccc}
H^0_{\text{dR}}(\mathcal{X}, \mathcal{O}_\mathcal{X} \otimes_{B_{\text{dr}}} H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n)) & \xrightarrow{\delta} & H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n) & \xrightarrow{\delta} & H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n) & \xrightarrow{\delta} & H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
H^0_{\text{dR}}(\mathcal{X}, \mathcal{O}_\mathcal{X} \otimes_{B_{\text{dr}}} H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n)) & \xrightarrow{\delta} & H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n) & \xrightarrow{\delta} & H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n) & \xrightarrow{\delta} & H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n)
\end{array}
$$

with exact rows. The second vertical map is injective by (4), and the final vertical map is injective because $\mathcal{O}_\mathcal{X} \otimes_{B_{\text{dr}}} H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n)$ is a direct sum of copies of $\mathcal{O}_\mathcal{X}$ by Corollary 4.10. Under the obvious identification

$$H^0_{\text{dR}}(\mathcal{X}, \mathcal{O}_\mathcal{X} \otimes_{B_{\text{dr}}} H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n)) \cong H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n),$$

the bottom coboundary map marked $\delta$ is the identity, as this is the extension-class used to define the extension (4.5). The first vertical map is then identified with the inclusion $F^0 H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n) \hookrightarrow H^1_{\text{dR}}(\mathcal{X}, \mathcal{E}^\text{RH,v}_n)$, so is injective and the top coboundary map marked $\delta$ is an isomorphism.

A diagram-chase then shows that the central horizontal maps are both zero, implying that the third vertical map is injective as desired. This completes the inductive proof of Proposition 4.16.

□

The filtrations on $\mathcal{E}^\text{RH}_n$ from Proposition 4.16 make $\mathcal{E}^\text{RH}$ into a pro-object of $\text{FMIC}^\text{un}(\mathcal{X}, \mathcal{O}_\mathcal{X})$. This filtration on $\mathcal{E}^\text{RH}$ also admits an abstract characterisation via a universal property.
Proposition 4.17. The pair \((e^R, e^R)\) pro-represents the functor

\[
\mathcal{FMIC}^\text{un}(X, O_X) \to \text{Mod}(B^+_{dR})
\]

\[
\mathcal{E} \mapsto \Gamma^0_{\mathcal{E}_X}
\]

Proof. As \((e^R, e^R)\) represents the fibre functor

\[
\omega^R_X : \mathcal{MIC}^\text{un}(X, O_X) \to \text{Vec}(B_{dR})
\]

the proposition amounts to the following: for any \(\mathcal{E} \in \mathcal{FMIC}^\text{un}(X, O_X)\), a morphism \(f : e^R \to \mathcal{E}\) in \(\text{pro}-\mathcal{MIC}^\text{un}(X, O_X)\) is filtered if and only if \(f(e^R) \in \Gamma^0_{\mathcal{E}_X}\). The only if direction is immediate because we have \(e^R \in \Gamma^0_{\mathcal{E}^R}\); we prove the converse implication by induction on \(\text{rk}(\mathcal{E})\).

In the base case \(\mathcal{E} = O_X\), as \(H^0(X, O_X) = B_{dR}\) we know from Proposition 3.6 that any map \(f : e^R \to \mathcal{E}\) factors uniquely as

\[
\mathcal{E}^R \to O_X^R = O_X^\alpha \to O_X = \mathcal{E}
\]

where the latter map is multiplication by some \(\alpha \in B_{dR}\). So \(f\) is filtered if and only if \(\alpha \in \Gamma^0 B_{dR}\), which occurs if and only if \(f(e^R) \in \Gamma^0_{\mathcal{E}_X}\) as desired.

For the inductive step, we may write any non-zero \(\mathcal{E} \in \mathcal{FMIC}^\text{un}(X, O_X)\) as a strict extension

\[
0 \to O_X \to \mathcal{E} \to \mathcal{E}' \to 0,
\]

and we may assume inductively that the claim holds for \(\mathcal{E}'\). Fix a map \(f : e^R \to \mathcal{E}\), and suppose that \(f(e^R) \in \Gamma^0_{\mathcal{E}_X}\). Writing \(f'\) for the composite

\[
\mathcal{E}^R \xrightarrow{f} \mathcal{E} \to \mathcal{E}',
\]

we have that \(f'(e^R) \in \Gamma^0_{\mathcal{E}'_X}\) and so \(f'\) is a filtered map by inductive assumption.

Now \(f'\) factors through a filtered morphism \(f'_n : e^R_n \to \mathcal{E}'\) for some \(n\). We saw in the proof of Proposition 4.16 that the map

\[
H^1_{\text{Fdr}}(X, e^R_{n+1}) \to H^1_{\text{Fdr}}(X, e^R_{n+1}^\vee)
\]

is zero, so by Lemma 4.8 any strict extension of \(e^R_n\) by \(O_X\) splits when pulled back to \(e^R_{n+1}\). This implies that \(f'_n\) lifts to a filtered map \(f''_n : e^R_{n+1} \to \mathcal{E}\), which we may further lift to a filtered map \(f'' : e^R \to \mathcal{E}\).

Now the difference \(f - f'' : e^R \to O_X\) satisfies \(f(e^R) - f''(e^R) \in \Gamma^0 B_{dR}\), so by the base case again we find that \(f - f''\) is a filtered map. Hence \(f = (f - f'') + f''\) is filtered, as desired. \(\square\)

For any two points \(x, y \in Y^\text{an}(L)\) defined over a finite extension \(L\) of \(K\) inside \(C_K\), we define the Hodge filtration on \(\pi^R_1(X; x, y)\) to be the filtration on its affine ring induced from the filtration on \(e^R_X\) via the identification

\[
O(\pi^R_1(X; x, y)) \cong e^R_{x,y}^\vee
\]
of Proposition 3.1. This is an exhaustive, separated $B^+_{\text{dR}}$-linear filtration. It follows from Proposition 4.17 that the Hodge filtration on $\mathcal{E}^{\text{RH}}_x$ is compatible with the coalgebra structure, and hence the Hodge filtration on $\pi^{\text{RH}}_1(\mathcal{X};x,y)$ is compatible with the algebra structure on its affine ring. Moreover, the Hodge filtration is also compatible with identities, composition and path-reversal in the fundamental groupoid, which is a consequence of the following lemma, which also gives another characterisation of the Hodge filtration.

**Lemma 4.18.** The isomorphism (3.1)

$$\text{Hom}(\omega^{\text{RH}}_x, \omega^{\text{RH}}_y) \cong \mathcal{E}^{\text{RH}}_y$$

is strictly compatible with filtrations, where the filtration on the right-hand side is the fibre of the Hodge filtration and the filtration on the left-hand side is the one where a natural transformation $\gamma : \omega^{\text{RH}}_x \to \omega^{\text{RH}}_y$ lies in $F_i$ just when $\gamma_\mathcal{E}$ is filtered of degree $i$ for all $\mathcal{E} \in \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X})$.

**Proof.** One direction is easy: if $\gamma \in F_i$ then $\gamma(e^{\text{RH}}_x) \in F_i \mathcal{E}^{\text{RH}}_y$. Conversely, if $\gamma \in \text{Hom}(\omega^{\text{RH}}_x, \omega^{\text{RH}}_y)$ corresponds to an element $e' \in F_i \mathcal{E}^{\text{RH}}_y$, then for any $\mathcal{E} \in \text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X})$ the map $\gamma_\mathcal{E}$ is given by

$$\gamma_\mathcal{E}(e) = f_\mathcal{E}(e')$$

where $f_\mathcal{E} : \mathcal{E}^{\text{RH}} \to \mathcal{E}$ is the unique map such that $f_\mathcal{E}(e^{\text{RH}}_x) = e$. If $\mathcal{E}$ is filtered and $e \in F_j \mathcal{E}_x$, then by Proposition 4.17 applied to a shift of the filtration on $\mathcal{E}$ we see that $f_\mathcal{E}$ is filtered of degree $j$, and hence $\gamma_\mathcal{E}(e) \in F_{i+j} \mathcal{E}_y$. Hence $\gamma$ is in $F_i$ as desired. \qed

## 5 COMPARISON BETWEEN ÉTALE AND DE RHAM FUNDAMENTAL GROUPOIDS

Having defined the Riemann–Hilbert fundamental groupoid, we can now relate it to both the étale and de Rham fundamental groupoids, proving the comparison isomorphisms of Theorem 1.4.

### 5.1 Comparison with de Rham fundamental groupoid

Let

$$\text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X}), \quad \text{MIC}^{\text{un}}(\mathcal{X}^\text{an}, \mathcal{O}_{\mathcal{X}^\text{an}}), \quad \text{MIC}^{\text{un}}(\mathcal{Y}, \mathcal{O}_\mathcal{Y}), \quad \text{and} \quad \text{MIC}^{\text{un}}(\mathcal{Y}^\text{an}, \mathcal{O}_{\mathcal{Y}^\text{an}})$$

denote the categories of unipotent vector bundles with integrable (logarithmic) connection on $\mathcal{X}^\text{Zar}, \mathcal{X}^\text{an}, \mathcal{Y}^\text{Zar}$ and $\mathcal{Y}^\text{an}$, respectively, where $(-)^\text{Zar}$ and $(-)^\text{an}$ denote the Zariski and analytic sites.

These categories are all finitely generated unipotent Tannakian categories over $K$, and the obvious pullback morphisms of sites induce $\otimes$-functors

$$\text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X}) \xrightarrow{(\cdot)^\text{un}} \text{MIC}^{\text{un}}(\mathcal{X}^\text{an}, \mathcal{O}_{\mathcal{X}^\text{an}})$$

$$\downarrow (\cdot)^\text{an}_{\mathcal{Y}} \quad \downarrow (\cdot)^\text{an}_{\mathcal{Y}^\text{an}}$$

$$\text{MIC}^{\text{un}}(\mathcal{Y}, \mathcal{O}_\mathcal{Y}) \xrightarrow{(\cdot)^\text{un}} \text{MIC}^{\text{un}}(\mathcal{Y}^\text{an}, \mathcal{O}_{\mathcal{Y}^\text{an}})$$
which are all equivalences. (See, variously, [10, section 2.2] and [29, Theorem 9.1]). Any $K$-rational point $x \in Y(K)$ gives rise to compatible fibre functors on each of these four categories, which we denote by $\omega_{x}^{\mathrm{dR}}$. We denote the corresponding Tannaka groupoids by

$$
\pi_1^{\mathrm{dR}}(X; -, -), \quad \pi_1^{\mathrm{dR}}(X^{\mathrm{an}}; -, -), \quad \pi_1^{\mathrm{dR}}(Y; -, -), \quad \text{and} \quad \pi_1^{\mathrm{dR}}(Y^{\mathrm{an}}; -, -),
$$

respectively. For the sake of brevity we will confine our further discussion to the second of these only.

The de Rham fundamental groupoid $\pi_1^{\mathrm{dR}}(X^{\mathrm{an}}; -, -)$ carries a Hodge filtration described in the case of affine algebraic curves in [18, section 3], which we now describe. For this, we let $\mathcal{F}_{\mathrm{MIC}}^{\mathrm{un}}(X^{\mathrm{an}}, \mathcal{O}_{X^{\mathrm{an}}})$ denote the category of \textit{unipotent filtered vector bundles with integrable logarithmic connection}, defined as follows.

**Definition 5.1.** Let $\mathcal{E}$ be an $\mathcal{O}_{X^{\mathrm{an}}}$-module, $\nabla: \mathcal{E} \to \mathcal{E} \otimes_{\mathcal{O}_{X^{\mathrm{an}}}} \Omega^1_{X^{\mathrm{an}}/K}$ an integrable logarithmic connection on $\mathcal{E}$, and $F^*$ a decreasing $\mathcal{O}_{X^{\mathrm{an}}}$-linear filtration on $\mathcal{E}$ satisfying Griffiths transversality with respect to $\nabla$. We say that $(\mathcal{E}, \nabla, F^*)$ is \textit{unipotent} just when there is a finite $\nabla$-stable $\mathcal{O}_{X^{\mathrm{an}}}$-linear filtration on $\mathcal{E}$, each of whose graded pieces is filtered-isomorphic to

$$
V \otimes_K \mathcal{O}_{X^{\mathrm{an}}}
$$

for some finitely filtered finite-dimensional $K$-vector space $V$. We denote the category of such triples $(\mathcal{E}, \nabla, F^*)$ by $\mathcal{F}_{\mathrm{MIC}}^{\mathrm{un}}(X^{\mathrm{an}}, \mathcal{O}_{X^{\mathrm{an}}})$.

**Remark 5.2.** The condition on the triple $(\mathcal{E}, \nabla, F^*)$ in the above definition is stronger than merely requiring $(\mathcal{E}, \nabla)$ to be unipotent. In fact (though we will not use this), if $(\mathcal{E}, \nabla)$ is unipotent and $F^*$ is a Griffiths-transverse filtration on $\mathcal{E}$, then $(\mathcal{E}, \nabla, F^*) \in \mathcal{F}_{\mathrm{MIC}}^{\mathrm{un}}(X^{\mathrm{an}}, \mathcal{O}_{X^{\mathrm{an}}})$ if and only if $F^*$ is a filtration by \textit{unipotent} $\mathcal{O}_{X^{\mathrm{an}}}$-submodules $\dagger$.

Suppose now that $x \in Y^{\mathrm{an}}(K)$ is a $K$-rational point. Let $(\mathcal{E}^{\mathrm{dR}}, e^{\mathrm{dR}}) = (\mathcal{E}_x^{\mathrm{dR}}, e_x^{\mathrm{dR}})$ be the pair pro-representing $\omega_{x}^{\mathrm{dR}}$ as in Subsection 3.1, and write $\mathcal{E}^{\mathrm{dR}}$ as the inverse limit of $(\mathcal{E}_n^{\mathrm{dR}})_{n \geq 0}$ as in Proposition 3.6. The Hodge filtration on $\mathcal{E}^{\mathrm{dR}}$ is then characterised recursively as follows.

**Proposition 5.3** (cf. [18, Lemma 3.6]). \textit{There is a unique way to put a decreasing filtration $F^*$ on each $\mathcal{E}_n^{\mathrm{dR}}$ so that the following properties are satisfied:}

1. each $\mathcal{E}_n^{\mathrm{dR}}$ is an object of $\mathcal{F}_{\mathrm{MIC}}^{\mathrm{un}}(X^{\mathrm{an}}, \mathcal{O}_{X^{\mathrm{an}}})$;
2. the filtration on $\mathcal{E}_0^{\mathrm{dR}} = \mathcal{O}_{X^{\mathrm{an}}}$ is the trivial filtration;

$\dagger$ Here is an outline of the proof. In one direction, if $(\mathcal{E}, \nabla, F^*)$ is unipotent, then each $F^l \mathcal{E}$ possesses an $\mathcal{O}_{X^{\mathrm{an}}}$-linear filtration whose graded pieces are trivial vector bundles, so $F^l \mathcal{E}$ is unipotent. In the reverse direction, the category of unipotent $\mathcal{O}_{X^{\mathrm{an}}}$-modules is Tannakian over $K$ because $X^{\mathrm{an}}$ is proper (see Example 3.5). So, if $(\mathcal{E}, \nabla)$ is unipotent, being an iterated extension of trivial vector bundles $V \otimes_K \mathcal{O}_{X^{\mathrm{an}}}$, and if each $F^l \mathcal{E}$ is unipotent, then the induced filtration on each $V \otimes_K \mathcal{O}_{X^{\mathrm{an}}}$ is also a filtration by unipotent $\mathcal{O}_{X^{\mathrm{an}}}$-submodules. But the only unipotent $\mathcal{O}_{X^{\mathrm{an}}}$-submodules of $V \otimes_K \mathcal{O}_{X^{\mathrm{an}}}$ are $F^l V \otimes_K \mathcal{O}_{X^{\mathrm{an}}}$ for some subspace $F^l V \subseteq V$, and so we see that $(\mathcal{E}, \nabla, F^*)$ is unipotent in the sense of Definition 5.1.
(2) for all \( n \geq 0 \) the sequence

\[
0 \to \mathcal{O}_{Xan} \otimes_K H^1_{dR}(X^{an}, \mathcal{E}_n^{dR,\vee})^\vee \to \mathcal{E}_{n+1} \to \mathcal{E}_n^{dR} \to 0
\]  

(5.1)
is strict exact for the filtrations and

(3) \( \mathcal{E}_n^{dR} \in \mathcal{F}_n^{dR} \) for all \( n \).

The sequence (5.1) in the second point is the sequence (3.3), using the usual identification of Ext-groups in \( \text{MIC}^{un}(X^{an}, \mathcal{O}_{Xan}) \) with de Rham cohomology. The implicit filtration on \( H^1_{dR}(X^{an}, \mathcal{E}_n^{dR,\vee}) \) is the natural one induced from the filtration on \( \mathcal{E}_n^{dR} \).

Remark 5.4. The corresponding statement of [18, Lemma 3.6] omits condition (3): without this condition the filtration is not unique, only unique up to the action of \( \text{Aut}(\mathcal{E}_n^{dR}) \).

Proof. A proof similar to the proof of Proposition 4.16 works. One first checks, as in Lemma 4.8 (and [18, Proposition 3.3]), that the groups of strict extensions in \( \text{FMIC}^{un}(X^{an}, \mathcal{O}_{Xan}) \) are computed by

\[
\text{Ext}^1_{\text{FMIC}}(\mathcal{E}_1, \mathcal{E}_2) \cong H^1_{\text{FDR}}(X^{an}, \mathcal{E}_1^{\vee} \otimes_{\mathcal{O}_{Xan}} \mathcal{E}_2) := H^1(X^{an}, F^0_{\text{DR}}(\mathcal{E})).
\]

The key claim is that there exist unique filtrations on the \( \mathcal{E}_n^{dR} \) satisfying (0)–(3), and that these filtrations additionally satisfy the auxiliary condition

(4) the natural map \( H^1_{\text{FDR}}(X^{an}, \mathcal{E}_n^{dR}(i)) \to H^1_{dR}(X^{an}, \mathcal{E}_n^{dR}) \) is injective for all \( i \), where \((-)(i)\) denotes a shift of the filtration by \( i \).

In the base case \( \mathcal{E}_0^{dR} = \mathcal{O}_{Xan} \), condition (4) follows from the degeneration of the Hodge–de Rham spectral sequence at the first page, as in Lemma 4.15. From here on, we proceed by induction, supposing that there is a unique sequence of filtrations on \( \mathcal{E}_m^{dR} \) for \( 0 \leq m \leq n \) satisfying (0)–(3), and that these filtrations also satisfy (4). We write \( \mathcal{G} := \mathcal{E}_n^{dR,\vee} \otimes_K H^1_{dR}(X^{an}, \mathcal{E}_n^{dR,\vee})^\vee \), and endow it with the tensor product of the filtration on \( \mathcal{E}_n^{dR,\vee} \) and the dual of the induced filtration on \( H^1_{dR}(X^{an}, \mathcal{E}_n^{dR,\vee})^\vee \). So, \( \mathcal{G} \) is filtered-isomorphic to a direct sum of copies of \( \mathcal{E}_n^{HR,\vee} \) with shifted filtration; it follows from (4) that the map

\[
H^1_{\text{FDR}}(X^{an}, \mathcal{G}) \to H^1_{dR}(X^{an}, \mathcal{G}) \cong \text{End}(H^1_{dR}(X^{an}, \mathcal{E}_n^{dR,\vee}))
\]
is injective. As the class of the extension \( \mathcal{E}_{n+1}^{dR} \) in \( \mathcal{F}_n^{dR} \text{End}(H^1_{dR}(X^{an}, \mathcal{E}_n^{dR,\vee})) \), we see that there is a strict extension of \( \mathcal{E}_n^{dR} \) by \( \mathcal{E}_X^{an} \otimes_K H^1_{dR}(X^{an}, \mathcal{E}_n^{dR,\vee})^\vee \) whose underlying non-filtered extension class is \( [\mathcal{E}_{n+1}^{dR}] \), and this extension is unique up to isomorphism of strict extensions.

In other words, there exists a filtration \( F^* \) on \( \mathcal{E}_{n+1}^{dR} \) making (5.1) into a strict extension, and this filtration is unique up to the action of (non-filtered) automorphisms of the extension (5.1). Arguing as in the proof of Proposition 4.16, this automorphism group is \( H^1_{dR}(X^{an}, \mathcal{E}_{n+1}^{dR,\vee})^\vee \), the filtration can be chosen such that \( \mathcal{E}_{n+1}^{dR} \in \mathcal{F}_n^{dR} \), and the resulting filtration is the unique filtration satisfying (0)–(3).

It remains to show that this filtration on \( \mathcal{E}_{n+1}^{dR} \) also satisfies condition (4). For this, we take logarithmic de Rham cohomology of a filtration-shift of the dual of the strict exact sequence (5.1)
to obtain a commuting diagram

\[
\begin{array}{cccc}
H^0_{\text{dR}}(X, \mathcal{O}_X \otimes H^1_{\text{dR}}(X, \mathcal{E}_n^{\text{dR,V}}(i))) & \xrightarrow{\delta} & H^1_{\text{dR}}(X, \mathcal{E}_n^{\text{dR,V}}(i)) & \xrightarrow{\delta} & H^1_{\text{dR}}(X, \mathcal{E}_n^{\text{dR,V}}(i)) \\
\downarrow & & \downarrow & & \downarrow \\
H^1_{\text{dR}}(X, \mathcal{O}_X \otimes H^1_{\text{dR}}(X, \mathcal{E}_n^{\text{dR,V}})) & \xrightarrow{\delta} & H^1_{\text{dR}}(X, \mathcal{E}_n^{\text{dR,V}}) & \xrightarrow{\delta} & H^1_{\text{dR}}(X, \mathcal{E}_n^{\text{dR,V}})
\end{array}
\]

with exact rows. (We write \( X \) for \( X^{\text{an}} \) and suppress subscripts on the tensors so that the diagram fits on the page.) A similar argument to in Proposition 4.16 shows that the indicated vertical maps are injective and that the coboundary maps are isomorphisms. The same diagram-chase as before then shows that the central horizontal maps are both zero, implying that the third vertical map is injective as desired. This completes the inductive proof of Proposition 5.3.

The filtration on \( \mathcal{E}^{\text{dR}} = \mathcal{E}^{\text{dR}} = \lim_{\leftarrow n} \mathcal{E}_n^{\text{dR}} \) provided by Proposition 5.3 is called the Hodge filtration, and induces a Hodge filtration on the affine ring of \( \pi_{\text{dR}}^1(X^{\text{an}}; x, y) \) for all \( x, y \in Y^{\text{an}}(K) \) via Proposition 3.1. Arguing as in Subsection 4.2, this Hodge filtration is compatible with the algebra structure on the affine ring, and with identities, composition and inversion in the fundamental groupoid.

To compare the de Rham and Riemann–Hilbert fundamental groupoids, we will consider the functor \( \text{MIC}^{\text{un}}(X^{\text{an}}, \mathcal{O}_{X^{\text{an}}}) \rightarrow \text{MIC}^{\text{un}}(X, \mathcal{O}_X) \) given by

\[
\mathcal{E} \mapsto B_{\text{dR}} \hat{\otimes}_K \mathcal{E} = \mathcal{O}_X \otimes_{\mathcal{O}_{X^{\text{an}}}} \mathcal{E}.
\]

This is a \( K \)-linear exact \( \otimes \)-functor, and the induced map on first Ext-groups is given by the induced map on de Rham cohomology. There is an induced \( G_K \)-action on \( \mathcal{O}_X \otimes_{\mathcal{O}_{X^{\text{an}}}} \mathcal{E} \) (the given action on \( \mathcal{O}_X \) tensored with the trivial action on \( \mathcal{E} \)), and, for \( \mathcal{E} \in \text{FMIC}^{\text{un}}(X^{\text{an}}, \mathcal{O}_{X^{\text{an}}}) \), also an induced filtration in the sense of Definition 4.7 (the tensor product of the \( t \)-adic filtration on \( \mathcal{O}_X \) and the filtration on \( \mathcal{E} \)). Regarding the Ext-groups, we have the following.

**Lemma 5.5.** For every \( \mathcal{E} \in \text{MIC}^{\text{un}}(X^{\text{an}}, \mathcal{O}_{X^{\text{an}}}) \), the induced map

\[
B_{\text{dR}} \otimes_K H^1_{\text{dR}}(X^{\text{an}}, \mathcal{E}) \rightarrow H^1_{\text{dR}}(X, B_{\text{dR}} \otimes_K \mathcal{E})
\]

is a \( G_K \)-equivariant isomorphism for all \( i \). If \( \mathcal{E} \in \text{FMIC}^{\text{un}}(X^{\text{an}}, \mathcal{O}_{X^{\text{an}}}) \), it is moreover strictly compatible with filtrations.

**Proof.** The map in question is clearly \( G_K \)-equivariant. For the remaining parts we make the stronger claim that the map

\[
B_{\text{dR}} \otimes_K \Gamma_{\text{dR}}(X^{\text{an}}, \mathcal{E}) \rightarrow \Gamma_{\text{dR}}(X, B_{\text{dR}} \otimes_K \mathcal{E})
\]

induced by the inclusion \( \text{DR}(\mathcal{E}) \hookrightarrow \text{DR}(B_{\text{dR}} \otimes_K \mathcal{E}) \) of de Rham complexes is a filtered quasi-isomorphism for all \( \mathcal{E} \in \text{FMIC}^{\text{un}}(X^{\text{an}}, \mathcal{O}_{X^{\text{an}}}) \). Indeed, it is an isomorphism for \( \mathcal{E} = \mathcal{O}_{X^{\text{an}}} \) by Lemma 4.13, and hence also for \( \mathcal{E} \) any filtration-shift of \( \mathcal{O}_{X^{\text{an}}} \). As the property of (*) being a filtered quasi-isomorphism is preserved under strict extensions, it is a filtered quasi-isomorphism for every \( \mathcal{E} \) and we are done. \( \Box \)
By the general machinery of Section 3, Lemma 5.5 translates into a comparison result between the unipotent de Rham and Riemann–Hilbert fundamental groupoids. For any $x \in Y^{\mathrm{an}}(K)$, the square

$$
\begin{array}{ccc}
\mathbf{MIC}^{\mathrm{un}}(X^{\mathrm{an}}, \mathscr{O}_{X^{\mathrm{an}}}) & \xrightarrow{\partial_{\mathfrak{X}}(-)} & \mathbf{MIC}^{\mathrm{un}}(\mathfrak{X}, \mathscr{O}_{\mathfrak{X}}) \\
\mathbf{Vec}(X) & \xrightarrow{\partial_{\mathfrak{X}}\otimes(-)} & \mathbf{Vec}(\mathbb{B}_{dR})
\end{array}
$$

commutes (up to a canonical $\otimes$-natural isomorphism). So, by the discussion in Subsection 3.3 there is a natural comparison map

$$
x^\mathfrak{X} \to \mathbb{B}_{dR} \otimes_K \mathbb{X}^{\mathfrak{X}}
$$

(5.2)

in $\mathbf{pro-MIC}(\mathfrak{X}, \mathscr{O}_{\mathfrak{X}})$, and for any second $K$-rational point $y \in Y^{\mathrm{an}}(K)$ there is also a comparison map

$$
\pi_1^{\mathfrak{X}}(\mathfrak{X}; x, y) \to \mathbb{B}_{dR} \otimes_K \pi_1^{dR}(X^{\mathrm{an}}; x, y)
$$

(5.3)

in the category of $\mathbb{B}_{dR}$-schemes. These maps are compatible with all groupoid operations. We have thus proved the following.

**Proposition 5.6.** The maps (5.2) and (5.3) are isomorphisms for all points $x, y \in Y^{\mathrm{an}}(K)$, and are $G_K$-equivariant and strictly compatible with Hodge filtrations.

**Proof.** Using Lemma 5.5, Proposition 3.9 shows that the induced maps are isomorphisms. For $G_K$-equivariance, we note that (5.2) takes $e_{\mathfrak{X}}^{\mathfrak{X}}$ to $1 \otimes e^{dR}_x \in (\mathbb{B}_{dR} \otimes_K \mathbb{X}^{\mathfrak{X}})^{G_K}$. This implies by Lemma 4.5 that (5.2) is $G_K$-equivariant, and this automatically implies the same for (5.3).

The argument for Hodge-filteredness is slightly more subtle. It suffices to show that the isomorphisms

$$
\phi_n : x^{\mathfrak{X}} \to \mathbb{B}_{dR} \otimes_K \mathbb{X}^{\mathfrak{X}}
$$

of (3.6) are filtered isomorphisms for all $n$. Proposition 4.17 shows that $\phi_n$ is a filtered map, but it is not immediately obvious that it is strict. We prove this by induction, the base case $n = 0$ being trivial. Supposing inductively that $\phi_n$ is strict for the Hodge filtration, we recall from the proof of Proposition 3.9 that we have a commuting diagram

$$
\begin{array}{cccccc}
0 & \xrightarrow{\phi_{n+1}} & \mathcal{H}^1_{dR}(X^{\mathrm{an}}, x^{\mathfrak{X}}_n, \mathfrak{X}^{dR}) & \xrightarrow{\phi_n} & 0 \\
0 & \xrightarrow{0} & \mathcal{H}^1_{dR}(X^{\mathrm{an}}, x^{\mathfrak{X}}_n, \mathfrak{X}^{dR}) & \xrightarrow{\phi_n} & 0
\end{array}
$$

with strict exact rows, where the unmarked vertical map is dual to the composite map

$$
\mathbb{B}_{dR} \otimes_K \mathcal{H}^1_{dR}(X^{\mathrm{an}}, x^{\mathfrak{X}}_n, \mathfrak{X}^{dR}) \xrightarrow{\sim} \mathcal{H}^1_{dR}(\mathfrak{X}, \mathbb{B}_{dR} \otimes_K \mathfrak{X}^{dR}) \xrightarrow{\phi_n^*} \mathcal{H}^1_{dR}(\mathfrak{X}, x^{\mathfrak{X}}_n, \mathfrak{X}^{dR}).
$$
By Lemma 5.5, this map is strict for the filtrations. So, by the five-lemma $\phi_{n+1}$ is also strict, completing the induction.

## 5.2 Comparison with étale fundamental groupoid

The comparison between étale and Riemann–Hilbert fundamental groups is a little more involved than the de Rham case. Let

$$
\text{Loc}^\text{un}(X_{\mathbb{C}K}, \mathbb{Q}_p), \quad \text{Loc}^\text{un}(X_{\mathbb{C}K}^{\text{an}}, \mathbb{Q}_p), \quad \text{Loc}^\text{un}(Y_{\mathbb{C}K}, \mathbb{Q}_p), \quad \text{and} \quad \text{Loc}^\text{un}(Y_{\mathbb{C}K}^{\text{an}}, \mathbb{Q}_p)
$$

denote the categories of unipotent $\mathbb{Q}_p$-local systems on $X_{\mathbb{C}K,k\text{ét}}, X_{\mathbb{C}K}^{\text{an},k\text{ét}}, Y_{\mathbb{C}K,\text{ét}}$, and $Y_{\mathbb{C}K}^{\text{an},\text{ét}}$, respectively. Here $(-)_{k\text{ét}}$ denotes the Kummer étale site, see [20, section 2] and [12, section 4.1], respectively.

These categories are all finitely generated unipotent Tannakian categories over $\mathbb{Q}_p$, and the obvious pullback morphisms of sites induce $\otimes$-functors

$$
\begin{align*}
\text{Loc}^\text{un}(X_{\mathbb{C}K}, \mathbb{Q}_p) & \xrightarrow{(-)_{\text{an}}} \text{Loc}^\text{un}(X_{\mathbb{C}K}^{\text{an}}, \mathbb{Q}_p) \\
\text{Loc}^\text{un}(Y_{\mathbb{C}K}, \mathbb{Q}_p) & \xrightarrow{(-)_{\text{an}}} \text{Loc}^\text{un}(Y_{\mathbb{C}K}^{\text{an}}, \mathbb{Q}_p),
\end{align*}
$$

which are all equivalences. (See, variously, [20, Example 4.7(c)], [29, Theorem 9.3] and [12, Corollary 6.3.4]). Any point $x \in Y(\mathbb{C}K)$ gives rise to compatible fibre functors on each of these four categories, which we denote by $\omega^k\text{ét}_x$ or $\omega^\text{ét}_x$. We denote the corresponding Tannaka groupoids by

$$
\pi^k\text{ét},\mathbb{Q}_p(\mathbb{C}K; -, -), \quad \pi^{\text{ét},\mathbb{Q}_p}(\mathbb{C}K^{\text{an}}; -, -), \quad \pi^{\text{ét},\mathbb{Q}_p}(\mathbb{C}K; -, -), \quad \text{and} \quad \pi^{\text{ét},\mathbb{Q}_p}(\mathbb{C}K^{\text{an}}; -, -),
$$

respectively. For the sake of brevity we will confine our further discussion to the first of these only, but a similar discussion holds in all cases.

There is a canonical left† action of $G_\mathbb{K}$ on the site $X_{\mathbb{C}K,k\text{ét}}$, and hence a natural right action on $\text{Loc}^\text{un}(X_{\mathbb{C}K}, \mathbb{Q}_p)$. If $\tilde{x} = x \in Y(\mathbb{K})$ is a $\mathbb{K}$-rational point, then its fibre functor $\omega^k\text{ét}_{\tilde{x}}: \text{Loc}^\text{un}(X_{\mathbb{C}K}, \mathbb{Q}_p) \rightarrow \text{Vec}(\mathbb{Q}_p)$ is $G_\mathbb{K}$-invariant. Hence, for any second $\mathbb{K}$-rational point $y \in Y(\mathbb{K})$, the functor of $\otimes$-natural isomorphisms $\omega^{k\text{ét}}_{\tilde{x}} \sim \omega^{k\text{ét}}_{\tilde{y}}$ is $G_\mathbb{K}$-invariant, and hence there is an induced left $G_\mathbb{K}$-action on $\pi^k\text{ét},\mathbb{Q}_p(\mathbb{C}K^{\text{an}}; \tilde{x}, \tilde{y})$. For varying $\tilde{x}$ and $\tilde{y}$, these actions clearly respect the groupoid structure maps.

Similarly, there is an action of $G_\mathbb{K}$ on the universal object $\xi \mathbb{C}^{k\text{ét}}$ lying over the action of $G_\mathbb{K}$ on $X_{\mathbb{C}K}$, that is, there are isomorphisms

$$
\phi_\sigma: \xi \mathbb{C}^{k\text{ét}} \rightarrow \sigma^*(\xi \mathbb{C}^{k\text{ét}})
$$

namely the unique map sending $e^{k\text{ét}}_\tilde{x} \in \xi \mathbb{C}^{k\text{ét}}_{\tilde{x}}$ to $e^{k\text{ét}}_\tilde{x} \in (\sigma^*(\xi \mathbb{C}^{k\text{ét}}))_{\tilde{x}} = \xi \mathbb{C}^{k\text{ét}}_{\tilde{x}}$. This action can also be described by universal properties similar to Lemmas 4.5 and 4.6, and hence the $G_\mathbb{K}$-
actions we have described on \( \pi_1^{\text{két}, \mathbb{Q}_p}(X_{C_K}; -,-) \) and on \( \check{\mathbb{E}}^{\text{két}} \) agree via the identification in Proposition 3.1.

The isomorphisms \( \phi_\sigma \) above satisfy the cocycle condition

\[
\phi_\sigma \tau = \tau^*(\phi_\sigma) \circ \phi_\tau,
\]

and so can be viewed as descent data for the ‘covering’ \( X_{C_K} \to X \). An important technical point for us is that these descent data are effective.

**Lemma 5.7.** There exists a pro-\( \mathbb{Q}_p \)-local system \( \check{\mathbb{E}}^{\text{két}} \) on \( X_{\text{két}} \) whose pullback to \( X_{C_K, \text{két}} \) is isomorphic to \( \check{\mathbb{E}}^{\text{két}} \) and such that the isomorphisms \( \phi_\sigma \) are the natural ones.

We will deduce this as a special case of a more general criterion. For this, we will say that a \( \mathbb{Q}_p \)-local system \( \mathbb{E} \) on \( X_{\text{két}} \) is geometrically unipotent just when it has a finite filtration, all of whose graded pieces are pullbacks of \( \mathbb{Q}_p \)-local systems on \( \text{Spec}(K)_{\text{ét}} \).

**Lemma 5.8.** Let \( \check{\mathbb{E}} \in \text{Loc}^{\text{un}}(X_{C_K}, \mathbb{Q}_p) \), and suppose we are given isomorphisms \( \phi_\sigma : \check{\mathbb{E}} \sim \sigma^*(\check{\mathbb{E}}) \) for all \( \sigma \in G_K \) satisfying (5.4). Then \( (\check{\mathbb{E}}, (\phi_\sigma)_{\sigma \in G_K}) \) is the pullback of a geometrically unipotent \( \mathbb{Q}_p \)-local system \( \mathbb{E} \) on \( X_{\text{két}} \) if and only if the induced \( G_K \)-action on \( \check{\mathbb{E}} \) is continuous.

**Proof.** Note that every unipotent \( \mathbb{Q}_p \)-local system on \( X_{C_K, \text{két}} \) is an isogeny \( \mathbb{Z}_p \)-local system, meaning that there is a (unipotent) \( \mathbb{Z}_p \)-local system \( \check{\mathbb{E}}_0 \) such that \( \check{\mathbb{E}} = \check{\mathbb{E}}_0[p^{-1}] \). Hence, \( \text{Loc}^{\text{un}}(X_{C_K}, \mathbb{Q}_p) \) is equivalent via the fibre functor \( \omega_{\text{két}} \) to the category \( \text{Rep}^{\text{un}}_{\text{cts}}(\check{\pi}_1^{\text{két}}(X_{C_K}, \check{x})) \) of unipotent continuous representations of the profinite Kummer étale fundamental group \( \check{\pi}_1^{\text{két}}(X_{C_K}, \check{x}) \) [20, section 4.6]. Similarly, the category \( \text{Loc}^{\text{un}}(X, \mathbb{Q}_p) \) of geometrically unipotent \( \mathbb{Q}_p \)-local systems on \( X \) is equivalent to the category \( \text{Rep}^{\text{un}}_{\text{cts}}(\check{\pi}_1^{\text{két}}(X, \check{x})) \) of continuous representations of \( \check{\pi}_1^{\text{két}}(X, \check{x}) = \check{\pi}_1^{\text{két}}(X_{C_K}, \check{x}) \rtimes G_K \) that possess a filtration such that the action on each graded piece factors through \( G_K \). Under these correspondences, the pullback functor \( \text{Loc}^{\text{un}}(X, \mathbb{Q}_p) \to \text{Loc}^{\text{un}}(X_{C_K}, \mathbb{Q}_p) \) is the forgetful functor

\[
\text{Rep}^{\text{un}}_{\text{cts}}(\check{\pi}_1^{\text{két}}(X, \check{x})) \to \text{Rep}^{\text{un}}_{\text{cts}}(\check{\pi}_1^{\text{két}}(X_{C_K}, \check{x})).
\]

Giving isomorphisms \( (\phi_\sigma)_{\sigma \in G_K} \) on some \( \check{\mathbb{E}} \in \text{Loc}^{\text{un}}(X_{C_K}, \mathbb{Q}_p) \) satisfying (5.4) is equivalent to giving an action of \( G_K \) on an object \( V \in \text{Rep}^{\text{un}}_{\text{cts}}(\check{\pi}_1^{\text{két}}(X_{C_K}, \check{x})) \) satisfying

\[
\sigma(\gamma \cdot v) = \sigma(\gamma) \cdot \sigma(v)
\]

for all \( \sigma \in G_K \), \( \gamma \in \check{\pi}_1^{\text{két}}(X_{C_K}, \check{x}) \) and \( v \in V \). In other words, it corresponds to giving an action of \( \check{\pi}_1^{\text{két}}(X, \check{x}) \) on \( V \) extending the given action of \( \check{\pi}_1^{\text{két}}(X_{C_K}, \check{x}) \). It is then clear that \( V \) comes from an object \( V_0 \in \text{Rep}^{\text{un}}_{\text{cts}}(\check{\pi}_1^{\text{két}}(X_{C_K}, \check{x})) \) if and only if the \( G_K \)-action on \( V \) is continuous, in which \( V_0 \) is unique up to isomorphism. This is what we wanted to show.

**Proof of Lemma 5.7.** We saw in the proof of Lemma 5.8 that \( \text{Loc}^{\text{un}}(X_{C_K}, \mathbb{Q}_p) \) is equivalent to the category \( \text{Rep}^{\text{un}}_{\text{cts}}(\check{\pi}_1^{\text{két}}(X_{C_K}, \check{x})) \) of unipotent continuous representations of \( \check{\pi}_1^{\text{két}}(X_{C_K}, \check{x}) \). This gives the
following description of the $\mathbb{Q}_p$-pro-unipotent Kummer étale fundamental group $\pi_1^{k\text{ét}, \mathbb{Q}_p}(X_{\mathbb{C}K}, \tilde{x})$. We define

$$Z_p[[\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})]] := \lim_{\leftarrow G} Z_p[G],$$

where the inverse limit is taken over finite continuous quotients of $\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})$. So $Z_p[[\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})]]$ is a topological $Z_p$-algebra, which is non-commutative in general. We define $I^n \trianglelefteq Z_p[[\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})]]$ to be the closure of the $n$th power of the augmentation ideal (the kernel of the projection $Z_p[[\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})]] \to Z_p[1] = Z_p$), and set

$$\mathbb{Q}_p[[\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})]] := \lim_{\leftarrow n} \left( \mathbb{Q}_p \otimes_{Z_p} \left( Z_p[[\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})]]/I^n \right) \right).$$

As in [7, section 3.1], we have a canonical isomorphism

$$\mathcal{O}(\pi_1^{\text{ét}, \mathbb{Q}_p}(X_{\mathbb{C}K}, \tilde{x}))^\vee \cong \mathbb{Q}_p[[\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})]]$$

of pro-finite-dimensional vector spaces over $\mathbb{Q}_p$. (Here is a sketch of the argument. The category of topological $\mathbb{Q}_p[[\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})]]$-modules that are finite-dimensional as $\mathbb{Q}_p$-vector spaces is equivalent to the category of unipotent continuous representations of $\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})$. This is equivalent to the category of unipotent $\mathbb{Q}_p$-local systems on $X_{\mathbb{C}K,k\text{ét}}$, and hence to the category of representations of $\pi_1^{\text{ét}, \mathbb{Q}_p}(X_{\mathbb{C}K}, \tilde{x})$. So, $\mathbb{Q}_p[[\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})]]$ is the (topological) opposite Hopf algebra to the ring of functions on $\pi_1^{\text{ét}, \mathbb{Q}_p}(X_{\mathbb{C}K}, \tilde{x})$.)

The equivalence $\text{Loc}_{\text{un}}^\text{un}(X_{\mathbb{C}K}, \mathbb{Q}_p) \cong \text{Rep}_{\text{cl}}^\text{un}(\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x}))$ is $G_K$-equivariant, which implies that the isomorphism (*) is $G_K$-equivariant. Now the profinite Kummer étale fundamental group of $X_{\mathbb{C}K}$ is isomorphic to the profinite étale fundamental group of $Y_K$ [20, Example 4.7(c)], and the action of $G_K$ on $\hat{\pi}_1^{\text{ét}}(Y_K, \tilde{x})$ is the conjugation action arising from the split fundamental exact sequence

$$1 \to \pi_1^{\text{ét}}(Y_K, \tilde{x}) \to \pi_1^{\text{ét}}(Y, \tilde{x}) \to G_K \to 1.$$ 

This action is certainly continuous, and hence the action on

$$\tilde{x}^{\hat{\pi}_1^{\text{ét}, \mathbb{Q}_p}(X_{\mathbb{C}K}, \tilde{x})} = \mathcal{O}(\pi_1^{\text{ét}, \mathbb{Q}_p}(X_{\mathbb{C}K}, \tilde{x}))^\vee = \mathbb{Q}_p[[\hat{\pi}_1^{\text{ét}}(X_{\mathbb{C}K}, \tilde{x})]] = \mathbb{Q}_p[[\hat{\pi}_1^{\text{ét}}(Y_K, \tilde{x})]]$$

is pro-continuous (i.e., an inverse limit of finite-dimensional continuous representations). So, we are done by Lemma 5.8.

In preparation to compare the pro-unipotent Kummer étale fundamental groupoid with the pro-unipotent Riemann–Hilbert fundamental groupoid, let us give an equivalent description of the Tannakian category $\text{Loc}_{\text{un}}(X_{\text{an}}^\text{an}, \mathbb{Q}_p)$ in terms of the pro-Kummer étale site [12, section 5.1]. We let $X_{\text{prok\text{ét}}}^\text{an}$ and $X_{\mathbb{C}K, \text{prok\text{ét}}}^\text{an}$ denote the pro-Kummer étale sites of $X_{\text{an}}$ and $X_{\mathbb{C}K}^\text{an}$, respectively, which
fit into a 2-commuting diagram of sites†

\[
\begin{array}{ccc}
X_{C_K,\text{két}}^{\text{an}} & \xleftarrow{\varphi} & X_{C_K,\text{prokét}}^{\text{an}} \\
\downarrow{\varphi_{\text{két}}} & & \downarrow{\varphi_{\text{prokét}}} \\
X_{\text{két}}^{\text{an}} & \xleftarrow{\nu} & X_{\text{prokét}}^{\text{an}} \\
& & \downarrow{\mu} \\
& & X_{an}^{\text{an}}
\end{array}
\]

As in [12, Definition 6.3.2], we write \( \hat{\mathbb{Z}}_p := \varprojlim (\mathbb{Z}/p^n) \) for the inverse limit of the constant sheaves \( \mathbb{Z}/p^n \) on \( X_{\text{prokét}}^{\text{an}} \) and set \( \hat{\mathbb{Q}}_p := \hat{\mathbb{Z}}_p[p^{-1}] \). A \( \hat{\mathbb{Q}}_p \)-local system on \( X_{\text{prokét}}^{\text{an}} \) or \( X_{C_K,\text{prokét}}^{\text{an}} \) means a locally finite free sheaf of \( \hat{\mathbb{Q}}_p \)-modules. We write \( \text{Loc}^{\text{un}}(X_{C_K}^{\text{an}}, \hat{\mathbb{Q}}_p) \) for the category of unipotent \( \hat{\mathbb{Q}}_p \)-local systems on \( X_{C_K,\text{prokét}}^{\text{an}} \). Any \( C_K \)-point \( \bar{x} \in Y^{\text{an}}(C_K) \) determines a morphism of sites

\[ i_{\bar{x}} : \text{Sp}(C_K)_{\text{proét}} \to X_{C_K,\text{prokét}}^{\text{an}} \]

where \( \text{Sp}(C_K)_{\text{proét}} \) is the pro-étale site of [29, Definition 3.9] and [30, Erratum 1] (it is also the pro-Kummer étale site of \( \text{Sp}(C_K) \) for the trivial log structure). We define the functor

\[ \omega_{\text{prokét}} : \text{Loc}^{\text{un}}(X_{C_K}^{\text{an}}, \hat{\mathbb{Q}}_p) \to \text{Mod}(\mathbb{Q}_p) \]

\[ \hat{\mathcal{E}} \mapsto H^0(\text{Sp}(C_K), i_{\bar{x}}^{-1}\hat{\mathcal{E}}) \]

**Proposition 5.9.** \( \text{Loc}^{\text{un}}(X_{C_K}^{\text{an}}, \hat{\mathbb{Q}}_p) \) is a \( \mathbb{Q}_p \)-linear finitely generated unipotent neutral Tannakian category, and \( \omega_{\text{prokét}} \) is a fibre functor for all \( \bar{x} \in Y^{\text{an}}(C_K) \).

**Proof.** We verify the conditions of Lemma 3.4. Only two of the conditions require discussion: finite-dimensionality of \( \text{Ext}^1(\hat{\mathbb{Q}}_p, \hat{\mathbb{Q}}_p) \) and exactness of \( \omega_{\text{prokét}} \). The former will follow from Lemma 5.10 shortly, for the latter it suffices to show that every pro-étale covering of \( \text{Sp}(C_K) \) splits. This follows from the definition of the pro-étale site: any pro-étale map \( U \to \text{Sp}(C_K) \) factors as \( U \to U_0 \to \text{Sp}(C_K) \) for \( U_0 \to \text{Sp}(C_K) \) étale (so a disjoint union of copies of \( \text{Sp}(C_K) \)) and \( U \to U_0 \) a cofiltered inverse limit of finite étale maps. As soon as \( U \neq \emptyset \), we have that \( U_0 \to \text{Sp}(C_K) \) splits, and so does \( U \to U_0 \) because a cofiltered inverse limit of finite non-empty sets is non-empty.

Given a unipotent \( \mathbb{Q}_p \)-local system \( \mathcal{E} \) on \( X_{C_K}^{\text{an}} \), we may choose a \( \mathbb{Z}_p \)-lattice \( \mathcal{E}_0 = \varprojlim \mathcal{E}_{0,n} \) in \( \mathcal{E} \), and define a unipotent \( \hat{\mathbb{Q}}_p \)-local system \( \hat{\mathcal{E}} \) by

\[ \hat{\mathcal{E}} := \left( \varprojlim \mathcal{E}_{0,n} \right)[p^{-1}] . \]

It is easy to see that \( \hat{\mathcal{E}} \) is independent of the choice of \( \mathbb{Z}_p \)-lattice \( \mathcal{E}_0 \), and the assignment \( \mathcal{E} \mapsto \hat{\mathcal{E}} \) defines a \( \otimes \)-functor \( \text{Loc}^{\text{un}}(X_{C_K}^{\text{an}}, \mathbb{Q}_p) \to \text{Mod}(\mathbb{Q}_p) \).

**Lemma 5.10.** The above functor \( \text{Loc}^{\text{un}}(X_{C_K}^{\text{an}}, \mathbb{Q}_p) \to \text{Loc}^{\text{un}}(X_{C_K}^{\text{an}}, \hat{\mathbb{Q}}_p) \) is a \( \otimes \)-equivalence.

† The functors \( \bar{\mu} \) and \( \bar{\nu} \) are denoted \( \mu' \) and \( \nu' \) in [13].
Proof. It suffices to check that \( \overline{\mathcal{E}} \mapsto \overline{\mathcal{E}} \) induces an isomorphism

\[
H^i(X_{an}^{\operatorname{C_K,két}}, \overline{\mathcal{E}}) \to H^i(X_{an}^{\operatorname{C_K,prokét}}, \overline{\mathcal{E}})
\]

for all \( i \) and all \( \overline{\mathcal{E}} \in \operatorname{Loc}^{\text{un}}(X_{an}^{\operatorname{C_K}}, \mathbb{Q}_p) \). In the case \( \overline{\mathcal{E}} = \mathbb{Q}_p \), this follows from \([12, \text{Corollary 6.3.4}]\); in general it follows by induction. \( \square \)

Now the pro-Kummer étale site \( X_{\operatorname{prokét}}^{\text{an}} \) carries a natural period sheaf \( \mathcal{O}_{\mathbb{B}^{\wedge}_{dR}} = \mathcal{O}_{\mathbb{B}^{\wedge}_{dR,X_{an}}} \) \([13, \text{section 2.2, especially Definition 2.2.10(3)}]\). This is a sheaf of filtered \( \mu^{-1} \mathcal{O}_{X_{an}} \)-algebras, and comes with an integrable logarithmic connection \([13, (2.2.17)]\)

\[
\nabla : \mathcal{O}_{\mathbb{B}^{\wedge}_{dR}} \to \mathcal{O}_{\mathbb{B}^{\wedge}_{dR}} \otimes \mu^{-1} \mathcal{O}_{X_{an}} \mu^{-1} \Omega_{X_{an}/K}^{1}
\]

which is compatible with the \( \mu^{-1} \mathcal{O}_{X_{an}} \)-algebra structure and satisfies Griffiths transversality with respect to the filtration \([13, \text{lines below (2.2.13) and (2.2.17)}]\). We will also denote the pullback of \( \mathcal{O}_{\mathbb{B}^{\wedge}_{dR}} \) to \( X_{\operatorname{an}}^{\operatorname{C_K,prokét}} \) with the same symbol. By \([13, \text{Lemma 3.3.2}]\), we have that

\[
\hat{\mu}_*(\mathcal{O}_{\mathbb{B}^{\wedge}_{dR}}) = \mathcal{O}_{\mathbb{B}^{\wedge}_{dR}} \otimes_{\mathcal{O}_{\mathbb{B}^{\wedge}_{dR}}^{\mathbb{Q}_p}} \mathcal{O}_{\mathbb{B}^{\wedge}_{dR}}^{\mathbb{Q}_p} = \mathcal{O}_{X}^{\mathbb{Q}_p},
\]

and this identification is compatible with connections, \( G_{\mathbb{K}} \)-actions and filtrations.

The period sheaf \( \mathcal{O}_{\mathbb{B}^{\wedge}_{dR}} \) is also a sheaf of \( \hat{\mathbb{Q}_p} \)-algebras, where \( \hat{\mathbb{Q}_p} \) is contained in the kernel of the logarithmic connection \( \nabla \). Diao, Lan, Liu and Zhu define a unipotent Riemann–Hilbert functor as follows.

**Definition 5.11** \([13, \text{section 3.2}]\)†. The unipotent Riemann–Hilbert functor

\[
\mathcal{R}H : \operatorname{Loc}^{\text{un}}(X_{\operatorname{an}}^{\operatorname{C_K}}, \mathbb{Q}_p) \to \operatorname{MIC}^{\text{un}}(\mathcal{A}, \mathcal{O}_{\mathcal{A}})
\]

is defined by

\[
\mathcal{R}H(\overline{\mathcal{E}}) := \hat{\mu}_*(\mathcal{O}_{\mathbb{B}^{\wedge}_{dR}} \otimes_{\mathcal{O}_{\mathbb{B}^{\wedge}_{dR}}^{\mathbb{Q}_p}} \hat{\mathcal{E}}).
\]

The \( \mathcal{O}_{\mathcal{A}} \)-module structure on \( \mathcal{R}H(\overline{\mathcal{E}}) \) is the one induced from the \( \mathcal{O}_{\mathbb{B}^{\wedge}_{dR}} \)-module structure on \( \mathcal{O}_{\mathbb{B}^{\wedge}_{dR}} \otimes_{\mathcal{O}_{\mathbb{B}^{\wedge}_{dR}}^{\mathbb{Q}_p}} \hat{\mathcal{E}} \) (using that \( \hat{\mu}_*(\mathcal{O}_{\mathbb{B}^{\wedge}_{dR}}) = \mathcal{O}_{\mathcal{A}} \)). The logarithmic connection on \( \mathcal{R}H(\overline{\mathcal{E}}) \) is the natural one induced from the logarithmic connection on \( \mathcal{O}_{\mathbb{B}^{\wedge}_{dR}} \). The Hodge filtration on \( \mathcal{O}_{\mathbb{B}^{\wedge}_{dR}} \) induces a filtration on \( \mathcal{R}H(\overline{\mathcal{E}}) \) for all \( \overline{\mathcal{E}} \). If \( \overline{\mathcal{E}} \) is the pullback of a geometrically unipotent \( \mathbb{Q}_p \)-local system \( \mathcal{E} \) on \( X_{\operatorname{an}}^{\operatorname{C_K,két}} \), then there is an induced \( G_{\mathbb{K}} \)-action on \( \mathcal{R}H(\overline{\mathcal{E}}) \).

Note that it is not immediately obvious that the image of \( \mathcal{R}H \) actually lands in \( \operatorname{MIC}^{\text{un}}(\mathcal{A}, \mathcal{O}_{\mathcal{A}}) \), as we do not yet know that \( \mathcal{R}H \) is exact. This is fixed by the following lemma.

† This sheaf is denoted \( \mathcal{O}_{\mathbb{B}^{\wedge}_{dR,log}} \) in \([13]\), and in the case of trivial log structure is the completion of Scholze’s period sheaf \([29, \text{Definition 6.8(iv)}]\) and \([30, \text{Erratum 3}]\) with respect to its filtration, see \([13, \text{Remark 2.2.11}]\).

† Strictly speaking, this is not quite the same Riemann–Hilbert functor as defined in \([13, \text{section 3.2}]\), as the functor described there is defined on \( \mathbb{Q}_p \)-local systems on \( X_{\operatorname{an}}^{\operatorname{C_K,prokét}} \), whereas our \( \mathcal{R}H \) will be defined on unipotent \( \mathbb{Q}_p \)-local systems on \( X_{\operatorname{an}}^{\operatorname{C_K,prokét}} \).
Lemma 5.12. The functor $\mathcal{R}H$ is a $\mathbb{Q}_p$-linear exact $\otimes$-functor, and for every $\hat{E} \in \text{Loc}^{\text{un}}(X_{\text{an}}^{\text{tr}}, \mathbb{Q}_p)$ the induced map

$$B_{\text{dR}} \otimes_{\mathbb{Q}_p} H^i_{\text{két}}(X_{\text{an}}^{\text{tr}}, \hat{E}) \to H^i_{\text{dR}}(\mathcal{X}, \mathcal{R}H(\hat{E})) \tag{*}$$

is a filtered isomorphism for all $i$. If $\hat{E}$ is the pullback of a geometrically unipotent $\mathbb{Q}_p$-local system on $X_{\text{két}}^{\text{tr}}$, then the isomorphism is moreover $G_K$-equivariant.

Proof. Note that [13, Theorem 3.2.3(3)] shows that (*) is a $G_K$-equivariant filtered isomorphism whenever $\hat{E}$ is a pullback of a geometrically unipotent $\mathbb{Q}_p$-local system on $X_{\text{két}}^{\text{tr}}$. In particular it is an isomorphism for $\hat{E} = \mathbb{Q}_p$ the unit object. Moreover, [13, Lemma 3.3.2] shows that the natural map $\mathcal{R}H(\hat{Q}_p) \to \mathscr{O}_{\mathcal{X}}$ is an isomorphism, and that

$$R^i\bar{\mu}_*(\mathcal{O}^{\wedge}_{\text{B}_{\text{dR}}}) = 0$$

for $i > 0$. It then follows by induction that

$$R^i\bar{\mu}_*(\mathcal{O}^{\wedge}_{\text{dR}} \otimes_{\mathcal{O}_p} \hat{E}) = 0$$

for all $\hat{E} \in \text{Loc}^{\text{un}}(X_{\text{an}}^{\text{tr}}, \mathbb{Q}_p)$ and all $i > 0$. So $\mathcal{R}H$ is exact and its image is contained in $\text{MIC}^{\text{un}}(\mathcal{X}, \mathcal{O}_\mathcal{X})$. As $\mathcal{R}H$ is certainly a lax $\otimes$-functor, it is in fact a $\otimes$-functor using Lemma 3.4(3).

A similar inductive argument establishes that (*) is an isomorphism for all $\hat{E} \in \text{Loc}^{\text{un}}(X_{\text{an}}^{\text{tr}}, \mathbb{Q}_p)$. Showing that it is filtered requires a modicum of care, as the property that (*) is a filtered isomorphism is not necessarily preserved under extensions. We prove instead the a priori stronger claim that the natural maps

$$B^+_{\text{dR}} \otimes_{\mathbb{Q}_p} H^i_{\text{két}}(X_{\text{an}}^{\text{tr}}, \hat{E}) \to H^i_{\text{FdR}}(\mathcal{X}, \mathcal{R}H(\hat{E})) \tag{**}$$

are isomorphisms for all $\hat{E} \in \text{Loc}^{\text{un}}(X_{\text{an}}^{\text{tr}}, \mathbb{Q}_p)$ and all $i$. This does hold for $\hat{E} = \mathbb{Q}_p$ using the fact that (*) is a filtered isomorphism and the maps $H^i_{\text{FdR}}(\mathcal{X}, \mathcal{O}_\mathcal{X}) \to H^i_{\text{dR}}(\mathcal{X}, \mathcal{O}_\mathcal{X})$ are injective by Lemma 4.9, and this stronger property is preserved under extensions. □

Now for any $K$-rational point $x \in Y^{\text{an}}(K)$ we have a commuting square of ringed sites

$$
\begin{array}{ccc}
(X_{\text{an}}^{\text{tr}}, \mathcal{O}^{\wedge}_{\text{B}_{\text{dR}}}) & \xrightarrow{\bar{\mu}} & (\mathcal{X}, \mathcal{O}_\mathcal{X}) \\
\uparrow{i_x} & & \uparrow{i_x} \\
(Sp(C_K)^{\text{proét}}, \mathcal{O}^{\wedge}_{\text{B}_{\text{dR}}, \text{Sp}(C_K)}) & \longrightarrow & (*, B_{\text{dR}}),
\end{array}
$$

where $\mathcal{O}^{\wedge}_{\text{dR}, \text{Sp}(C_K)}$ denotes the de Rham period sheaf for $\text{Sp}(C_K)$. (The top morphism being a morphism of ringed sites is a consequence of the fact that $\bar{\mu}_*(\mathcal{O}^{\wedge}_{\text{B}_{\text{dR}}}) = \mathcal{O}_\mathcal{X}$.) The base-change map from the above square gives a map

$$\mathcal{R}H(\hat{E})_x \to B_{\text{dR}} \otimes_{\mathcal{O}_p} \hat{E}_x = B_{\text{dR}} \otimes_{\mathcal{O}_p} \mathcal{E}_x,$$
⊗-natural in $\bar{E} \in \text{Loc}^{\an}(X^{\an}_{C_K}, Q_p)$. As this base change map is an isomorphism for $\bar{E} = Q_p$, it is an isomorphism in general, so the fibre functors $\omega^{\text{két}}_E$ and $\omega^{\text{RH}}_X$ are associated in the sense of Subsection 3.3. This implies that we have a natural comparison map

$$
\chi E^{\text{RH}} \rightarrow \mathcal{R}H(\bar{E}^{\text{két}}_E) \quad (5.5)
$$

in pro $\text{MIC}^{\an}(\mathcal{X}, O_{\mathcal{X}})$, and for any second $K$-rational point $y \in Y^{\an}(K)$ also a comparison map

$$
\pi^{\text{RH}}_1(\mathcal{X}; x, y) \rightarrow B_{dR} \otimes_{Q_p} \pi^{\text{két}, O_p}_1(X^{\an}_{C_K}, \bar{x}, \bar{y}) \quad (5.6)
$$

in the category of $B_{dR}$-schemes. These maps are compatible with all groupoid operations. Lemma 5.12 implies the following comparison result.

**Proposition 5.13.** The maps (5.5) and (5.6) are isomorphisms for all points $x, y \in Y^{\an}(K)$, and are $G_K$-equivariant and strictly compatible with Hodge filtrations.

**Proof.** Using Lemma 5.12, Proposition 3.9 shows that the maps (5.5) and (5.6) are isomorphisms. For $G_K$-equivariance, we note that (5.5) takes $e^{\text{RH}}_E$ to $1 \otimes e^{\text{két}}_E \in \mathcal{R}H(\bar{E}^{\text{két}}_E)^{G_K} = (B_{dR} \otimes_{Q_p} e^{\text{két}}_E)^{G_K}$. This implies by Lemma 4.5 that (5.2) is $G_K$-equivariant, and this automatically implies the same for (5.6).

As in the proof of Proposition 5.6, to show that (5.5) and (5.6) are filtered isomorphisms, we show that the isomorphisms

$$
\phi_n : \chi E^{\text{RH}}_n \rightarrow \mathcal{R}H(\bar{E}^{\text{két}}_n)
$$

of (3.6) are filtered isomorphisms for all $n$. The map $\phi_n$ is certainly filtered by Proposition 4.17; we argue inductively that it is strict. This is obvious in the base case $n = 0$. Supposing then inductively that $\phi_n$ is strict for the Hodge filtration, the proof of Proposition 3.9 gives a commuting diagram

$$
\begin{array}{ccccccccc}
0 & \rightarrow & O_{\mathcal{X}} \otimes_{B_{dR}} H^1_{dR}(\mathcal{X}, x^{\text{RH}, \nu})^\nu & \rightarrow & x E^{\text{RH}}_n & \rightarrow & x E^{\text{RH}}_{n+1} & \rightarrow & 0 \\
\downarrow \phi_n & & \downarrow \phi_{n+1} & & \downarrow \phi_n & & \downarrow \phi_n & & \downarrow \phi_n \\
0 & \rightarrow & O_{\mathcal{X}} \otimes_{Q_p} H^1_{\text{két}}(X^{\an}_{C_K}, \bar{x}^{\text{két}, \nu})^\nu & \rightarrow & \mathcal{R}H(\bar{E}^{\text{két}}_n) & \rightarrow & \mathcal{R}H(\bar{E}^{\text{két}}_{n+1}) & \rightarrow & 0
\end{array}
$$

with strict exact rows, where the unmarked map is dual to the composite map

$$
B_{dR} \otimes_{Q_p} H^1_{\text{két}}(X^{\an}_{C_K}, \bar{x}^{\text{két}, \nu}) \sim H^1_{dR}(\mathcal{X}, \mathcal{R}H(x^{\text{két}, \nu})) \xrightarrow{\phi_n^*} H^1_{dR}(\mathcal{X}, x^{\text{RH}, \nu}).
$$

By Lemma 5.5, both of the outer maps in the above diagram are strict for the filtrations. So, by the five-lemma $\phi_{n+1}$ is also strict, completing the induction.

\[\square\]

### 5.3 Comparison of universal objects

Comparison Theorem 1.4 is now easy to extract from Propositions 5.6 and 5.13. For part (1), we have for any $K$-rational points $x, y \in Y(K)$ a canonical isomorphism
of affine $B_{dR}$-schemes, $G_K$-equivariant and strictly compatible with the Hodge filtrations on affine rings. Moreover, these isomorphisms are compatible with the identities, composition and inversion in the fundamental groupoids. Thus, up to using different names for the objects involved, we have proved (1).

For the statement of (2), we proceed somewhat indirectly. In our case, part (1) provides a $G_K$-equivariant isomorphism

$$B_{dR} \otimes_{Q_p} \pi_1^{két,Q_p}(X_{\mathcal{C}_K}^\an; \bar{x}, \bar{y}) \cong B_{dR} \otimes_K \pi_1^{dR}(X^\an; x, y)$$

of $B_{dR}$-algebras, and hence an isomorphism

$$D_{dR}(\mathcal{O}(\pi_1^{két,Q_p}(X_{\mathcal{C}_K}^\an; \bar{x}, \bar{y}))) \cong D_{dR}(\mathcal{O}(\pi_1^{dR}(X^\an; x, y))).$$

So, the natural map

$$B_{dR} \otimes_K D_{dR}(\mathcal{O}(\pi_1^{két,Q_p}(X_{\mathcal{C}_K}^\an; \bar{x}, \bar{y}))) \rightarrow B_{dR} \otimes_{Q_p} \mathcal{O}(\pi_1^{két,Q_p}(X_{\mathcal{C}_K}^\an; \bar{x}, \bar{y}))$$

is an isomorphism and so $\mathcal{O}(\pi_1^{két,Q_p}(X_{\mathcal{C}_K}^\an; \bar{x}, \bar{y}))$ is ind-de Rham as a representation of $G_K$, that is, all of its finite-dimensional $G_K$-stable subrepresentations are de Rham. By Proposition 3.1, this implies that the fibre of $x E_n^{\dR} = x E_n^{két}|_{Y^\an}$ at any $K$-rational point of $Y^\an$ is de Rham for any $n$, where $x E_n^{két}$ is the descent of $x E_n^{két}$ described in Lemma 5.7. Hence, by [25, Theorem 1.5(iii)], $x E_n^{\dR}$ is a de Rham local system on $Y_{\text{proét}}^\an$ in the sense of Scholze [29, Definition 8.3], for all $n$.

This means that $x E_n^{\dR}$ has an associated filtered vector bundle with integrable connection on $Y^\an$, which we denote by $D_{dR}(x E_n^{\dR})$. Recall that being associated means that there exists an isomorphism

$$c : D_{dR}(x E_n^{\dR}) = \mu^* (x E_n^{\dR}) \rightarrow D_{dR}(x E_n^{\dR})$$

of filtered $\mathcal{O}_B_{dR,Y^\an}$-vector bundles with integrable connection on $Y^\an_{\text{proét}}$, where $\mu : Y^\an_{\text{proét}} \rightarrow Y^\an_{\text{proét}}$ is the projection to the analytic site. It follows from [29, Theorem 7.6(i) and Lemma 7.3] that $D_{dR}(x E_n^{\dR})$ has the following canonical description: we have

$$D_{dR}(x E_n^{\dR}) = \mu_* (\mathcal{O}_B_{dR,Y^\an} \otimes_{\mathcal{O}_p} x E_n^{\dR})$$

and the isomorphism $c$ is the inverse of the map induced by the pull–push adjunction.

If now $\mathcal{O}_{B_{dR,Y^\an}}$ denotes the period sheaf of [13, Definition 2.2.10(3)] (which we were denoting simply $\mathcal{O}_{B_{dR}^\wedge}$ earlier), then the restriction of $\mathcal{O}_{B_{dR,Y^\an}}$ to $Y^\an_{\text{proét}}$ is the completion of Scholze’s period sheaf $\mathcal{O}_{B_{dR,Y^\an}}$ with respect to its filtration (see [13, Remark 2.2.11]), and so the restriction of $\mathcal{O}_{B_{dR,X^\an}} \otimes_{\mathcal{O}_p} x E_n^{két}$ to $Y^\an_{\text{proét}}$ is the completion of $\mathcal{O}_{B_{dR,Y^\an}} \otimes_{\mathcal{O}_p} x E_n^{\dR}$ with respect to its filtration.

† Actually, Scholze uses the étale site of $Y^\an$ instead of the analytic site, but this makes no difference due to [29, Lemma 7.3].
Completing both sides of (5.8) with respect to their filtrations thus gives a strict inclusion

$$D_{dR}(x \mathcal{E}_{n}^\text{ét}) \subseteq \mu_{*}
\left(\bigotimes_{\mathcal{O}_{dR,X_{\text{an}}}} \mathcal{E}_{n}^\text{két}_{n}\right)_{y_{\text{pro ét}}}$$

(5.9)
of filtered $\mathcal{O}_{y_{\text{an}}}$-modules with connection. For any open $V \subseteq Y_{\text{an}}$, the map $V_{C_{K}} \to V$ is a covering in $X_{\text{pro ét}}$, and so we obtain

$$\Gamma(\mathcal{O}_{dR,X_{\text{an}}}, \mathcal{E}_{n}^\text{két}_{n}) \subseteq \Gamma(V_{C_{K}}, \mathcal{O}_{dR,X_{\text{an}}} \bigotimes_{\mathcal{O}_{y_{\text{an}}}} \mathcal{E}_{n}^\text{két}_{n})_{G_{K}} = \Gamma(V, \mathcal{R}H(\mathcal{E}_{n}^\text{két}))_{G_{K}},$$

using the definition of $\mathcal{R}H(\mathcal{E}_{n}^\text{két}) = \mu_{*}(\mathcal{O}_{dR,X_{\text{an}}} \bigotimes_{\mathcal{O}_{y_{\text{an}}}} \mathcal{E}_{n}^\text{két}_{n})$. Moreover, this inclusion is strict with respect to filtrations and compatible with connections. So, from (5.9) we obtain a strict inclusion

$$D_{dR}(x \mathcal{E}_{n}^\text{ét}) \subseteq \mathcal{R}H(\mathcal{E}_{n}^\text{két})_{G_{K}}|_{y_{\text{an}}}$$

(5.10)
of filtered $\mathcal{O}_{y_{\text{an}}}$-modules with integrable connection.

On the other hand, Propositions 5.6 and 5.13 provide us with $G_{K}$-equivariant filtered isomorphisms

$$\mathcal{R}H(\mathcal{E}_{n}^\text{két}) \cong x \mathcal{E}_{n}^{\text{RH}} \cong B_{dR} \bigotimes_{K_{x}} \mathcal{E}_{n}^{\text{dR}}.$$  

(5.11)
The graded pieces of the $t$-adic filtration on $B_{dR} \bigotimes_{K_{x}} \mathcal{E}_{n}^{\text{dR}}$ are isomorphic to $C_{K}(i) \bigotimes_{K} \mathcal{E}_{n}^{\text{dR}}$, and the $G_{K}$-invariants of the latter are $\mathcal{E}_{n}^{\text{dR}}$ if $i = 0$ and zero otherwise by the Tate–Sen theorem. So, the inclusion $x \mathcal{E}_{n}^{\text{dR}} \hookrightarrow (B_{dR} \bigotimes_{K_{x}} \mathcal{E}_{n}^{\text{dR}})_{G_{K}}$ is an equality, and thus taking $G_{K}$-invariants in (5.11) yields an isomorphism

$$\mathcal{R}H(\mathcal{E}_{n}^\text{két})_{G_{K}} \cong x \mathcal{E}_{n}^{\text{dR}}$$

(5.12)
of filtered vector bundles with integrable connection on $Y_{\text{an}}$.

Combining (5.12) and (5.10), we have a strict inclusion

$$D_{dR}(x \mathcal{E}_{n}^\text{ét}) \hookrightarrow x \mathcal{E}_{n}^{\text{dR}}|_{y_{\text{an}}}.$$ of filtered vector bundles with integrable connection on $Y_{\text{an}}$. Both sides are vector bundles of the same rank by (5.7) and (5.11), and so this inclusion, being compatible with the connection, must be an isomorphism.

It is easy to check (using $\bigotimes$-naturality of the constructions involved) that these isomorphisms are compatible as $n$ varies, so induce a canonical isomorphism

$$D_{dR}(x \mathcal{E}_{n}^\text{ét}) \cong x \mathcal{E}_{n}^{\text{dR}}|_{y_{\text{an}}}$$

of coalgebras in pro $\text{MIC}_{\text{un}}(Y_{\text{an}}, \mathcal{O}_{y_{\text{an}}})$. So, $x \mathcal{E}_{n}^{\text{ét}}$ and $x \mathcal{E}_{n}^{\text{dR}}|_{y_{\text{an}}}$ are associated in a canonical manner, meaning that we have the isomorphism (1.2) claimed in part (2). □
Remark 5.14. One can also run a direct proof, starting from the isomorphism (5.11) and transforming it into the desired isomorphism (1.2); deducing \textit{a posteriori} that $x \mathcal{E}^\text{ét}_n$ is de Rham. However, due to the differences in conventions between [29] and [13] (chiefly that the period sheaves in [13] are the completions of their counterparts in [29]), this direct argument is rather fiddly to write down carefully.

6 HORIZONTAL DE RHAM LOCAL SYSTEMS OVER POLYDISCS

The other ingredient we will need in order to prove Theorem 1.2 is a theorem of Shimizu on potential horizontal semistability for horizontal de Rham local systems over spherical polyannuli. The exposition here roughly follows [8, section 3.5]. Let $V$ be a rigid-analytic space over $K$ isomorphic to either a closed polydisc $\text{Sp}(K(t_1, \ldots, t_n))$, a spherical polyannulus $\text{Sp}(K(t_1^{\pm 1}, \ldots, t_n^{\pm 1}))$, or an open polydisc $\bigcup \text{Sp}(K(p^{-1/2}t_1, \ldots, p^{-1/2}t_n))$. A vector bundle $\mathcal{E}$ with integrable connection $\nabla$ on $V$ is said to have a \textit{full basis of horizontal sections} just when there is an isomorphism

$$\phi : (\mathcal{O}_V, d)^{\otimes m} \sim (\mathcal{E}, \nabla)$$

for some $m$. As $H^0_{\text{dR}}(V, \mathcal{O}_V) = K$, it follows that the choice of isomorphism $\phi$ is unique up to the action of $\text{GL}_m(K)$. Hence, for any two points $x, y \in V(K)$ there is a well-defined $K$-linear \textit{parallel transport} isomorphism

$$T^V_{x,y} := \phi_y \circ \phi_x^{-1} : \mathcal{E}_x \sim \mathcal{E}_y.$$

The precise result we need to extract from Shimizu’s theory is the following.

\textbf{Theorem 6.1.} Let $V$ be a rigid-analytic space over $K$ isomorphic to a closed polydisc, a spherical polyannulus, or an open disc and let $\mu : V_{\text{pro\acute{e}t}} \to V_{\text{an}}$ be the projection from the pro-\acute{e}tale site of $V$ to the analytic site, as before. Let $\mathbb{E}$ be an isogeny $\mathbb{Z}_p$-local system on $V_{\text{ét}}$, $\mathcal{E}$ a filtered vector bundle with integrable connection on $V$, and

$$c : \mathcal{O}_{\text{BdR}, V} \otimes_{\mathcal{O}_p} \mathbb{E} \sim \mathcal{O}_{\text{BdR}, V} \otimes_{\mu^{-1} \mathcal{O}_V} \mathcal{E}^{-1}$$

an isomorphism of filtered $\mathcal{O}_{\text{BdR}, V}$-vector bundles with integrable connection on $V_{\text{pro\acute{e}t}}$ (so $\mathbb{E}$ is de Rham, associated to $\mathcal{E}$). Suppose that $\mathcal{E}$ has a full basis of horizontal sections. Then for every $x, y \in V(K)$, there is a unique isomorphism

$$T_{x,y} : D_{\text{pst}}(\mathbb{E}_x) \sim D_{\text{pst}}(\mathbb{E}_y)$$

of $(\varphi, N, G_K)$-modules making the diagram

\begin{equation}
\begin{array}{ccc}
B_{\text{dR}} \otimes_{\mathcal{O}_p} D_{\text{pst}}(\mathbb{E}_x) & \xrightarrow{1 \otimes \varphi_{\text{pst}}} & B_{\text{dR}} \otimes_{\mathcal{O}_p} \mathbb{E}_x \\
1 \otimes T_{x,y} & \sim & 1 \otimes T_{x,y} \\
B_{\text{dR}} \otimes_{\mathcal{O}_p} D_{\text{pst}}(\mathbb{E}_y) & \xrightarrow{1 \otimes \varphi_{\text{pst}}} & B_{\text{dR}} \otimes_{\mathcal{O}_p} \mathbb{E}_y
\end{array}
\end{equation}

(6.1)
commute. Here $D_{pst}$ denotes Fontaine’s potentially semistable functor [16, section 5.6.4], and $\alpha_{pst}$ denotes the natural map

$$B_{st} \otimes_{Q_p} D_{pst}(E) \to B_{st} \otimes_{Q_p} E$$

for any $Q_p$-linear representation $E$ of $G_K$ (which is an isomorphism for $E$ de Rham).

**Remark 6.2.** To make sense of the arrows marked $1 \otimes \alpha_{pst}$ in the above diagram, one has to choose an embedding $B_{st} \hookrightarrow B_{dR}$, that is, a branch of the $p$-adic logarithm. We fix such a choice once and for all. Although we will not need this, we remark that the map $T_{x,y}$ of Theorem 6.1 is independent of this choice.

**Remark 6.3.** The isomorphism $T_{x,y}$ appearing in Theorem 6.1 is $\otimes$-natural in $E$, as the parallel transport map $T_{\nabla}^{V}$ is $\otimes$-natural in $\mathfrak{e}$.

We first prove Theorem 6.1 in the case that $V = \mathbb{T}^n := \text{Sp}(R[p^{-1}])$ is the spherical polyannulus with $R := \mathcal{O}_K(t_1^{\pm1}, t_2^{\pm1}, \ldots, t_n^{\pm1})$. Fix a geometric generic point $\overline{\eta}$ of $V$, by which we mean a $K$-embedding $\overline{\eta} : R \hookrightarrow \Omega$ into an algebraically closed field $\Omega$ containing $\overline{K}$. We write $\overline{R} \subseteq \Omega$ for the union of the finite $R$-subalgebras $R' \subseteq \Omega$ such that $R'[p^{-1}]$ is étale over $R[p^{-1}]$. So $\overline{R}[p^{-1}]$ is the union of all finite étale $R[p^{-1}]$-subalgebras of $\Omega$, and $\overline{R}$ is the normalisation of $R$ in the fraction field of $\overline{R}[p^{-1}]$. We write

$$G_{R_K} := \text{Aut}(\overline{R}/R[p^{-1}]).$$

By construction, we have $\overline{K} \subseteq \overline{R}[p^{-1}]$, and restriction of the tautological action provides a surjective homomorphism

$$G_{R_K} \twoheadrightarrow G_K.$$

If $L$ is a finite extension of $K$ contained in $\overline{K}$, we write $G_{R_L} \subseteq G_{R_K}$ for the preimage of $G_L$ under the restriction map.

The group $G_{R_K}$ is canonically identified with the profinite étale fundamental group of $\text{Spec}(R[p^{-1}])$ based at $\overline{\eta}$ [34, Proposition 5.4.9]. This is the same as the algebraic fundamental group $\pi_1^{\text{alg}}(V, \overline{\eta})$ of $V$ in the sense of de Jong [11, p. 94], as follows.

**Lemma 6.4.** Let $A$ be a strictly affinoid $K$-algebra, with associated affinoid $K$-analytic space $\text{Sp}(A)$. Then the functor $B \mapsto \text{Sp}(B)$ provides a contravariant equivalence of categories between finite étale $A$-algebras and finite étale coverings of $\text{Sp}(A)$.

In particular, if $A$ is an integral domain and $\overline{\eta} : A \to \Omega$ is a homomorphism from $A$ into a complete algebraically closed field, then there is a canonical isomorphism

$$\pi_1^{\text{alg}}(\text{Sp}(A), \overline{\eta}) \cong \pi_1^{\text{et}}(\text{Spec}(A), \overline{\eta}).$$

**Proof.** Note that [17, Definition 4.5.7] and the result just below it show that $B \mapsto \text{Sp}(B)$ gives an equivalence between finite $A$-algebras and $K$-analytic spaces finite over $\text{Sp}(A)$. Part (1) of the proof of [17, Proposition 8.1.1] shows that a morphism $\text{Sp}(B) \to \text{Sp}(A)$ of affinoid $K$-analytic spaces is étale
if and only if \( B \) is a flat \( A \)-algebra and the module \( \Omega^1_{B/A} \) of finite differentials is zero. In the particular case that \( B \) is a finite \( A \)-algebra, the module \( \Omega^1_{B/A} \) of Kähler differentials is finite, whence \( \Omega^1_{B/A} = \Omega^1_{B/A} \). We conclude that a finite morphism \( \text{Sp}(B) \to \text{Sp}(A) \) is étale just when \( B \) is flat over \( A \) and \( \Omega^1_{B/A} = 0 \); that is to say, just when \( B \) is an étale \( A \)-algebra.

Now associated to \( \overline{R}[p^{-1}] \) is a certain object of the pro-étale site of \( V \), namely

\[
\overline{V} := \lim_{\leftarrow} \text{Sp}(R'[p^{-1}]),
\]

where \( R' \) runs over all finite \( R \)-algebras in \( \Omega \) such that \( R'[p^{-1}] \) is étale over \( R[p^{-1}] \). There is a tautological action of \( G_K \) on \( \overline{V} \) from the right, which is the same as the usual action of the fundamental group \( G_K \) on the pointed universal covering \( \overline{V} \). Following [32, p. 47], we write\(^1\)

\[
B_{dR}(R) := \mathcal{O}\overline{B}_{dR,V}(\overline{V}),
\]

which is a filtered \( \overline{R}[p^{-1}] \)-algebra endowed with an action of \( G_K \) extending the tautological action on \( \overline{R}[p^{-1}] \), and with a connection

\[
\nabla : B_{dR}(R) \to \Omega^1_{R[p^{-1}]/K} \otimes_{R[p^{-1}]} B_{dR}(R)
\]

satisfying the Leibniz rule with respect to the derivation on \( R[p^{-1}] \). We write \( B_{dR}(R) \) for the kernel of the connection. The \( G_K \)-invariant subring of \( B_{dR}(R) \) is \( K \) [32, Proposition 4.9].

Shimizu defines a \( G_K \)-stable subring \( B_{st}^V(R) \subset B_{dR}^V(R) \) possessing a semilinear crystalline Frobenius endomorphism \( \varphi \) and monodromy operator \( N \) satisfying all the usual relations [32, Definition 4.7]. The \( G_K \)-invariant subring of \( B_{st}^V \) is the maximal absolutely unramified subextension \( K_0 \) of \( K \) [32, Corollary 4.10]; more generally, we have \( (B_{st}^V)^{G_L} = L_0 \) for every finite extension \( L \) of \( K \) contained in \( \overline{K} \).

In this setup, we have analogues of Fontaine’s functors for representations of \( G_K \).

**Definition 6.5** [32, Definitions 4.7 & 4.16]. Let \( E \) be a continuous representation of \( G_K \) on a \( \mathbb{Q}_p \)-vector space. Then we define

\[
D_{dR}^V(E) := (B_{dR}^V(R) \otimes_{\mathbb{Q}_p} E)^{G_K} \quad \text{and} \quad D_{pst}^V(E) := \lim_{\rightarrow L} (B_{st}^V(R) \otimes_{\mathbb{Z}_p} E)^{G_L}
\]

where the colimit is taken over finite extensions \( L/K \) contained in \( \overline{K} \). The natural action of \( G_K \) on \( D_{pst}^V(E) \) factors through \( G_K \) and has finite point-stabilisers: together with the crystalline Frobenius \( \varphi \) and monodromy operator \( N \) induced from those on \( B_{st}^V(R) \), this makes \( D_{pst}^V(E) \) into a discrete \((\varphi,N,G_K)\)-module.

We always have the inequality \( \dim_{\mathbb{K}} D_{dR}(E) \leq \dim_{\mathbb{Q}_p} E \) [32, Lemma 4.12], and we say that \( E \) is **horizontal de Rham** just when equality holds. Equivalently, \( E \) is horizontal de Rham just when

\[^1\] Contrary to what the notation suggests here, \( B_{dR}(R) \) depends on \( \overline{R} \), not just \( R \).
the evident map
\[ \alpha_{\text{dr}}^\nabla : B_{\text{dr}}^\nabla (R) \otimes_K D_{\text{dr}}^\nabla (E) \to B_{\text{dr}}^\nabla (R) \otimes_{\mathbb{Q}_p} E \]
is a $B_{\text{dr}}^\nabla (R)$-linear isomorphism. (One can also define potentially horizontal semistable representations via a similar formalism, but it turns out that every horizontal de Rham representation is potentially horizontal semistable and vice versa, as we will see shortly.)

This theory is contravariant functorial in the ring $\overline{R}$ [32, section 4.3]. Suppose that $x \in V(\mathbb{K})$ is a $K$-point of $V$, and choose an extension of the map $x^* : R[p^{-1}] \to K$ to a $\overline{K}$-algebra homomorphism $\tilde{x}^* : \overline{R}[p^{-1}] \to \overline{K}$. There are then induced maps
\[
\tilde{x}^* : B_{\text{st}}^\nabla (R) \to B_{\text{st}}^\nabla (\mathcal{O}_K) = B_{\text{st}} \quad \text{and} \quad \tilde{x}^* : B_{\text{dr}}^\nabla (R) \to B_{\text{dr}}^\nabla (\mathcal{O}_K) = B_{\text{dr}},
\]
the latter of which is the map $H^0(\overline{V}, \mathcal{O}\mathbb{B}_{\text{dr},V}) \to H^0(\mathcal{O}(\overline{K}), \mathcal{O}\mathbb{B}_{\text{dr},\text{Sp}(K)})$ given by taking the fibre at $x$. These maps are compatible with all of the usual structures and inclusions between these algebras.

These maps $\tilde{x}^*$ are also Galois-equivariant, in the following sense. The $\mathbb{K}$-algebra homomorphism $\tilde{x}^*$ determines a $\overline{K}$-point $\tilde{x}$ on $\overline{V}$ lying over $x \in V(\mathbb{K})$. This determines in turn a profinite étale path $\gamma_{\tilde{x}} \in \pi_1^{\text{alg}}(V; \tilde{\eta}, \tilde{x})$, and hence a splitting $s_{\tilde{x}}$ of the map $G_{R_K} \to G_K$. This splitting is characterised by the fact that the map $\tilde{x}^* : \overline{R}[p^{-1}] \to \overline{K}$ is $G_K$-equivariant for the action on $\overline{R}[p^{-1}]$ given by restricting the $G_{R_K}$-action along $s_{\tilde{x}}$. As the construction of $B_{\text{st}}^\nabla (R)$ and $B_{\text{dr}}^\nabla (R)$ is functorial in $R[p^{-1}]$, this also implies that the maps $\tilde{x}^* : B_{\text{st}}^\nabla (R) \to B_{\text{st}}$ and $\tilde{x}^* : B_{\text{dr}}^\nabla (R) \to B_{\text{dr}}$ are both $G_K$-equivariant in the same sense.

If now $E$ is a continuous representation of $G_{R_K}$ on an $\mathbb{Q}_p$-vector space, we write $E|_{\tilde{x}}$ for $E$ endowed with the $G_K$-action given by restriction along $s_{\tilde{x}}$. There are natural maps
\[
\psi_{\text{dr}}^{\tilde{x}} : D_{\text{dr}}^\nabla (E) \to D_{\text{dr}}^\nabla (E|_{\tilde{x}}) \quad \text{and} \quad \psi_{\text{pst}}^{\tilde{x}} : D_{\text{pst}}^\nabla (E) \to D_{\text{pst}}^\nabla (E|_{\tilde{x}})
\]
given by taking invariants in $\tilde{x}^* \otimes 1 : B_{\text{dr}}^\nabla (R) \otimes_{\mathbb{Q}_p} E \to B_{\text{dr}} \otimes_{\mathbb{Q}_p} E|_{\tilde{x}}$ and $\tilde{x}^* \otimes 1 : B_{\text{st}}^\nabla (R) \otimes_{\mathbb{Q}_p} E \to B_{\text{st}} \otimes_{\mathbb{Q}_p} E|_{\tilde{x}}$. The map $\psi_{\text{dr}}^{\tilde{x}}$ is $K$-linear, and $\psi_{\text{pst}}^{\tilde{x}}$ is a morphism of discrete $(\varphi, N, G_K)$-modules.

We summarise the key results from Shimizu’s paper that we will need.

**Proposition 6.6.** Suppose that $E$ is a horizontal de Rham representation of $G_{R_K}$. Then:

1. $\dim_{\mathbb{Q}_p} D_{\text{pst}}^\nabla (E) = \dim_{\mathbb{Q}_p} E$ and the natural map
\[
\overline{K} \otimes_{\mathbb{Q}_p^{nr}} D_{\text{pst}}^\nabla (E) \to \overline{K} \otimes_K D_{\text{dr}}^\nabla (E)
\]
is an isomorphism;

2. for any point $x \in V(K)$ and lift $\tilde{x} \in \overline{V}(\overline{K})$, the restricted representation $E|_{\tilde{x}}$ is de Rham, and the maps $\psi_{\text{dr}}^{\tilde{x}}$ and $\psi_{\text{pst}}^{\tilde{x}}$ are isomorphisms fitting into a commuting square
\[
\begin{array}{ccc}
\overline{K} \otimes_{\mathbb{Q}_p^{nr}} D_{\text{pst}}^\nabla (E) & \xrightarrow{\sim} & \overline{K} \otimes_K D_{\text{dr}}^\nabla (E) \\
\downarrow_{1 \otimes \psi_{\text{pst}}^{\tilde{x}}} & & \downarrow_{1 \otimes \psi_{\text{dr}}^{\tilde{x}}} \\
\overline{K} \otimes_{\mathbb{Q}_p^{nr}} D_{\text{pst}}(E|_{\tilde{x}}) & \xrightarrow{\sim} & \overline{K} \otimes_K D_{\text{dr}}(E|_{\tilde{x}}).
\end{array}
\]
Proof. For the first point, Shimizu’s $p$-adic monodromy theorem [32, Theorem 7.4] implies that $E$ is potentially horizontal semistable, meaning that the natural map $B^V_{st}(R) \otimes_{Q_p} D^V_{pst}(E) \to B^V_{st}(R) \otimes_{Q_p} E$ is an isomorphism. This directly gives the equality of dimensions, and by tensoring up to $B^dR(R)$ and taking $G_{R,L}$ fixed points, also the isomorphy of the claimed map. In the second point, the fact that $E|_{\bar{x}}$ is de Rham and that $\psi_{\bar{x}}^{dR}$ is an isomorphism is [32, Lemma 4.4]. That the square commutes is obvious, and this then implies that $\psi_{\bar{x}}^{pst}$ is also an isomorphism. \[\square\]

In particular, if $y \in V(K)$ is a second $K$-rational point and $\bar{y}$ is a lift, then there are natural isomorphisms

$$T^dR_{\bar{x},\bar{y}} = \psi_{\bar{y}}^{dR} \circ \psi_{\bar{x}}^{dR,-1} : D^dR(E|_{\bar{x}}) \rightarrow D^dR(E|_{\bar{y}})$$

and

$$T^{pst}_{\bar{x},\bar{y}} = \psi_{\bar{y}}^{pst} \circ \psi_{\bar{x}}^{pst,-1} : D^{pst}(E|_{\bar{x}}) \rightarrow D^{pst}(E|_{\bar{y}})$$

for any horizontal de Rham representation $E$, the latter of which is an isomorphism of discrete $(\varphi, N, G_K)$-modules.

Using this, we are in a position to prove Theorem 6.1, beginning with the case that $V$ is a spherical polyannulus. We set $E = H^0(V, E) = E_{\bar{y}}$ and $E' = H^0(V, E')$, so that we have $E|_{\bar{x}} = E_{\bar{x}}$ and $E|_{\bar{y}} = E_{\bar{y}}$, and $E_{\bar{x}}$ and $E_{\bar{y}}$ are the base-changes of $E'$ along $x^*: R[p^{-1}] \to K$, respectively. We will show that the map $T^{pst}_{\bar{x},\bar{y}}$ above makes the desired square commute; it is certainly then unique.

Taking sections over $\bar{V}$ of the isomorphism $c : \Omega^dR_{\bar{B}}(V) \otimes_{Q_p} \bar{E} \sim \Omega^dR_{\bar{B}}(V) \otimes_{\bar{v}} E$ yields a $G_{R,K}$-equivariant isomorphism

$$B^dR(R) \otimes_{Q_p} E \sim B^dR(R) \otimes_{R[p^{-1}]} E'$$

(6.2)

of $B^dR(R)$-modules, compatible with connections. The assumption that $E'$ has a full basis of horizontal sections implies that the natural map $R[p^{-1}] \otimes_K (E'|_{\bar{V}} = 0) \to E'$ is an isomorphism, and so the right-hand side of (6.2) is isomorphic to $B^dR(R) \otimes_K (E'|_{\bar{V}} = 0)$ compatibly with $G_{R,K}$ actions and connections. As $B^dR(R)_{G_{R,K}} = K$ by [32, Proposition 4.9], we obtain from (6.2) an isomorphism

$$D^dR_{dR}(E) \sim E'|_{\bar{V}} = 0.$$
Tensoring up with $B_{dR}$ then gives commutativity of

\[
\begin{array}{ccc}
B_{dR} \otimes_K D_{dR}(E|_x) & \xrightarrow{\alpha_x} & B_{dR} \otimes_{Q_p} E|_x \\
\downarrow & & \downarrow \\
B_{dR} \otimes_K D_{dR}(E|_y) & \xrightarrow{\alpha_y} & B_{dR} \otimes_{Q_p} E|_y
\end{array}
\]

using that the fibre $c_x$ of the isomorphism $c$ is the base-change of (6.2) along the map $\bar{x}^* : B_{dR}(R) \rightarrow B_{dR}$. Combined with Proposition 6.6, this implies that the map $T_{x,y}^{\text{pst}} = T_{\bar{x},\bar{y}}^{\text{pst}}$ makes (6.1) commute. It is clearly the unique such map, and so we are done.

Next we deal with the case that $V$ is a closed polydisc, for which we reduce to the case of a spherical polyannulus. When the residue field of $K$ is not $F_2$, we may choose a spherical polyannulus $V^o \subseteq V$ containing $x$ and $y$, and the result for $V$ follows from the result for $V^o$. If the residue field is $F_2$, we let $K_d$ for $d > 1$ denote the unramified field extension of degree $d$ inside $\overline{K}$. The result for $V_{K_d}$ implies that there is a unique isomorphism $T_{x,y}^{\text{pst},d} : D_{\text{pst}}(E_x) \sim D_{\text{pst}}(E_y)$ of $(\varphi, N, G_{K_d})$-modules making (6.1) commute. Unicity implies that in fact all the $T_{x,y}^{\text{pst},d}$ are equal, so define a $Q_{p}^{\text{nr}}$-linear isomorphism $T_{x,y}^{\text{pst}} : D_{\text{pst}}(E_x) \sim D_{\text{pst}}(E_y)$ which is compatible with the Frobenius $\varphi$, monodromy operator $N$, and the action of $G_{K_d} \subseteq G_K$ for any $d > 1$. As $G_{K_2}$ and $G_{K_3}$ generate $G_K$, we see that $T_{x,y}^{\text{pst}}$ is $G_K$-equivariant and we are done.

Finally, the case of an open polydisc follows immediately by writing it as an ascending union of closed polydiscs.

\[
\Box
\]
where \( \text{DR}(\mathcal{E}^i) \) is the overconvergent de Rham complex, cf. [17, Definition 7.5.1]. But \( H^1_{\text{dr}}(\mathcal{V}_p, \Theta^i_{\mathcal{V}_p}) = 0 \), so all objects in \( \text{MIC}^\text{un}(\mathcal{V}_p, \Theta^i_{\mathcal{V}_p}) \) are direct sums of the unit object, and so \( \mathcal{E}|_{\mathcal{V}_p} \) has a full basis of horizontal sections for every \( \mathcal{E} \in \text{MIC}^\text{un}(Y_{\text{an}}, \Theta_{Y_{\text{an}}}) \). As this holds for all \( p < 1 \), we see that \( \mathcal{E}|_V \) has a full basis of horizontal sections, as desired.

**Proof of Theorem 1.2.** First, for any \( x \in Y(K) \), the comparison isomorphism of Theorem 1.4(1) shows that

\[
\pi_{1}^{\text{ét},Q}(Y_K; \tilde{x}_0, \tilde{x})(B_{\text{dr}})^{G_K} \cong \pi_{1}^{\text{dr}}(Y; x_0, x)(B_{\text{dr}})^{G_K} = \pi_{1}^{\text{dr}}(Y; x_0, x)(K) \neq \emptyset,
\]

which means that the class of \( \pi_{1}^{\text{ét},Q}(Y_K; \tilde{x}_0, \tilde{x})(B_{\text{dr}}) \) inside \( H^1(G_K, U_p(B_{\text{dr}})) \) is zero. Hence, we have that \( j_p(x) \in H^1(G_K, U_p(Q_{\text{st}})) \) as claimed.

For the remaining part of the proof, we will prove that if \( V \subseteq Y_{\text{an}} \) is open, isomorphic to an open polydisc, then the unipotent Kummer map modulo \( H^1_e \) is constant on \( V \). Let \( x, y \in V(K) \), and write \( \tilde{x}^{\text{ét}} \) for the universal object of \( \text{Loc}^\text{un}(Y_{\text{cK}}, Q_{p}) \) based at \( \tilde{x} \). Let \( x^{\text{ét}} \) be the descent of \( \tilde{x}^{\text{ét}} \) to a local system on \( Y_\text{ét} \) as in Lemma 5.7; this is a pro-de Rham local system with associated vector bundle with connection \( \partial \mathcal{E}^{\text{dr}} \) by Theorem 1.4. Proposition 7.1 implies that \( x^{\text{ét},Q} \mid_{V} \) has a full basis of horizontal sections, so we deduce from Theorem 6.1 an isomorphism

\[
T_{x,y} : D_{\text{pst}}(\tilde{x}^{\text{ét}}_{\tilde{x}}) \sim D_{\text{pst}}(\tilde{x}^{\text{ét}}_{\tilde{y}})
\]

of pro-(\( \phi, N, G_K \))-modules. This isomorphism is compatible with the coalgebra structure on either side by Remark 6.3.

Via Proposition 3.1, we obtain a \( G_K \)-equivariant isomorphism

\[
B_{\text{st}} \otimes \Omega^p_{Q_p} \phi(\pi_{1}^{\text{ét},Q}(Y_{cK}; \tilde{x}, \tilde{y})) \sim B_{\text{st}} \otimes \Omega^p_{Q_p} \phi(\pi_{1}^{\text{ét},Q}(Y_{cK}; \tilde{x}, \tilde{x}))
\]

of \( B_{\text{st}} \)-algebras, compatible with the Frobenius automorphism and monodromy operator on either side. In particular, passing to (\( \phi, N \))-fixed points yields a \( G_K \)-equivariant isomorphism

\[
B_{\text{cris}}^{\phi=1} \otimes \Omega^p_{Q_p} \phi(\pi_{1}^{\text{ét},Q}(Y_{cK}; \tilde{x}, \tilde{y})) \sim B_{\text{cris}}^{\phi=1} \otimes \Omega^p_{Q_p} \phi(\pi_{1}^{\text{ét},Q}(Y_{cK}; \tilde{x}, \tilde{x}))
\]

of \( B_{\text{cris}}^{\phi=1} \)-algebras. Hence,

\[
\pi_{1}^{\text{ét},Q}(Y_{cK}; \tilde{x}, \tilde{y})(B_{\text{cris}}^{\phi=1})^{G_K} \neq \emptyset,
\]

as it contains an element corresponding to \( 1 \in \pi_{1}^{\text{ét},Q}(Y_{cK}; \tilde{x}, \tilde{x})(B_{\text{cris}}^{\phi=1})^{G_K} \). Composition with this element gives a \( G_K \)-equivariant isomorphism

\[
\pi_{1}^{\text{ét},Q}(Y_{cK}; \tilde{x}_0, \tilde{y})(B_{\text{cris}}^{\phi=1}) \cong \pi_{1}^{\text{ét},Q}(Y_{cK}; \tilde{x}_0, \tilde{y})(B_{\text{cris}}^{\phi=1})
\]

of \( \pi_{1}^{\text{ét},Q}(Y_{cK}, \tilde{x}_0)(B_{\text{cris}}^{\phi=1}) \)-torsors, whence \( j(x) = j(y) \) modulo \( H^1_e \) as desired. \qed
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