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Abstract

In this work, we explore “prompt tuning”, a simple yet effective mechanism for learning “soft prompts” to condition frozen language models to perform specific downstream tasks. Unlike the discrete text prompts used by GPT-3, soft prompts are learned through backpropagation and can be tuned to incorporate signal from any number of labeled examples. Our end-to-end learned approach outperforms GPT-3’s “few-shot” learning by a large margin. More remarkably, through ablations on model size using T5, we show that prompt tuning becomes more competitive with scale: as models exceed billions of parameters, our method “closes the gap” and matches the strong performance of model tuning (where all model weights are tuned). This finding is especially relevant in that large models are costly to share and serve, and the ability to reuse one frozen model for multiple downstream tasks can ease this burden. Our method can be seen as a simplification of the recently proposed “prefix tuning” of Li and Liang (2021), and we provide a comparison to this and other similar approaches. Finally, we show that conditioning a frozen model with soft prompts confers benefits in robustness to domain transfer, as compared to full model tuning.

1 Introduction

With the wide success of pre-trained large language models, a range of techniques have arisen to adapt these general-purpose models to downstream tasks. ELMo (Peters et al., 2018) proposed freezing the pre-trained model and learning a task-specific weighting of its per-layer representations. However, since BERT (Devlin et al., 2019), the dominant adaptation technique has been “model tuning” (or “fine-tuning”), where all model parameters are tuned during adaptation.

More recently, Brown et al. (2020) showed that “prompt design” (or “priming”) is surprisingly effective at modulating a frozen GPT-3 model’s behavior through short text prompts. Prompts are typically composed of a task description and/or several canonical examples. The choice of description is important (Jiang et al., 2020), and performance improves as more examples are included in the prompt (Brown et al., 2020). This return to “freezing” pre-trained models is appealing, especially as model size continues to increase. Rather than requiring a separate copy of the model for each downstream task, a single generalist model can simultaneously serve many different tasks.

Unfortunately, prompt-based adaptation has several key drawbacks. First, task description is error-prone and requires human involvement. Second, the effectiveness of the prompt is limited by the number of conditioning examples that can fit in the model’s maximum input length. Third, and most importantly, downstream task quality still
Figure 2: **Model tuning** requires making a task-specific copy of the entire pre-trained model for each downstream task, and inference must be performed in separate batches. **Prompt tuning** only requires storing a small task-specific prompt for each task, and enables mixed-task inference using the original pre-trained model. Using a T5 “XXL” model, each additional copy of the tuned model would require 11 billion parameters. By contrast, our tuned prompts would only require 81,920 parameters per task—a reduction of over five orders of magnitude—given a prompt length of 20 tokens and embedding dimension 4,096.

lags far behind that of tuned models. For instance, GPT-3 175B few-shot performance on SuperGLUE is 17.5 points below fine-tuned T5-XXL (Raffel et al., 2020) (71.8 vs. 89.3), despite using 16 times more parameters.

Several efforts to automate prompt design have been recently proposed. Shin et al. (2020) propose a search algorithm over the discrete space of words, guided by the downstream application training data. While this technique outperforms manual prompt design, there is still a gap relative to model tuning. This may be because the loss as a function of the prompt tokens is non-differentiable and hard to optimize reliably in practice.

Li and Liang (2021) propose “prefix tuning” and show impressive results on generative tasks. This method freezes the language model parameters and backpropagates the error during tuning to prefix activations prepended to each transformer layer in the encoder stack, including the input layer. Hambardzumyan et al. (2021) simplify this recipe by restricting the trainable parameters to the input and output sub-networks of a masked language model, and show reasonable results on classification tasks.

In this paper, we propose **prompt tuning** as a further simplification for adapting language models. We freeze the entire pre-trained model and only allow an additional $k$ tunable tokens per downstream task to be prepended to the input text. This “soft prompt” is trained end-to-end and can condense the signal from a full labeled dataset, allowing our method to outperform “few-shot” prompts, and close the quality gap with model tuning. At the same time, because a single pre-trained model is recycled for all downstream tasks, we retain the efficient serving benefits of frozen models, as illustrated in Figure 2.

While we developed our method concurrently with Li and Liang (2021) and Hambardzumyan et al. (2021), we are the first to show that prompt tuning alone (with no further complexity such as intermediate-layer prefixes or task-specific output layers) is sufficient to be competitive with model tuning. Through detailed experiments in Sections 2–3, we demonstrate that language model capacity is a key ingredient for these approaches to succeed. As Figure 1 shows, prompt tuning becomes more competitive with scale. We offer a comparison with similar approaches in Section 4.

Explicitly separating task-specific parameters from “generalist” parameters (those needed for general language-understanding) has a range of additional benefits. In Section 5, we show that by capturing the task definition in the prompt while keeping the generalist parameters fixed, we are able to achieve better transfer learning when adapting to new domains. In Section 6, we show that “prompt ensembling” (learning multiple prompts for the same task) can increase quality and is more efficient than traditional model ensembling.

To summarize, our key contributions are:

1. Proposing prompt tuning and showing its competitiveness with model tuning in the regime of large language models.
2. Ablating many design choices, and showing quality and robustness improve with scale.
3. Showing prompt tuning outperforms model
tuning on domain shift problems.

4. Proposing “prompt ensembling” and showing its effectiveness.

2 Prompt Tuning

Following the “text-to-text” approach of T5 (Raffel et al., 2020), we cast all tasks as text generation. Instead of modeling classification as the probability of an output class given some input, \( p(y|X) \), where \( X \) is a series of tokens and \( y \) is a single class label, we now model it as conditional generation, where \( Y \) is a sequence of tokens that represent a class label. This is a natural fit for T5, as it is an encoder-decoder model. T5 models classification as a parameter \( P \), parameterized by the weights, \( \theta \), of the transformers (Vaswani et al., 2017) that make up its encoder and decoder.

Prompting is the approach of adding extra information to the model to condition on during its generation of \( Y \). Normally, prompting is done by prepending a series of tokens, \( P \), to the input \( X \), such that the model maximizes the likelihood of the correct \( Y \), \( p_0(Y|[P; X]) \), while keeping the model parameters, \( \theta \), fixed. In GPT-3, the representations of the prompt tokens, \( P = \{p_0, p_1, \ldots, p_n\} \), are part of the model’s embedding table, parameterized by the frozen \( \theta \). Finding an optimal prompt thus requires the selection of prompt tokens, through either manual search or non-differentiable search methods (Jiang et al., 2020; Shin et al., 2020). Prompt tuning removes the restriction that the prompt \( P \) be parameterized by \( \theta \); instead the prompt has its own dedicated parameters \( \theta_P \) that can be updated. While prompt design involves selecting prompt tokens from a fixed vocabulary of frozen embeddings, prompt tuning can be thought of as using a fixed prompt of special tokens, where only the embeddings of these prompt tokens can be updated. Our new conditional generation is now \( p_0, \theta_P(Y|[P; X]) \) and can be trained by maximizing the likelihood of \( Y \) via backpropagation, while only applying gradient updates to \( \theta_P \).

Given a series of \( n \) tokens, \( \{x_0, x_1, \ldots, x_n\} \), the first thing T5 does is embed the tokens, forming a matrix \( X_e \in \mathbb{R}^{n \times e} \) where \( e \) is the dimension of the embedding space. Our soft-prompts are represented as a parameter \( P_e \in \mathbb{R}^{p \times e} \), where \( p \) is the length of the prompt. Our prompt is then concatenated to the embedded input forming a single matrix \( [P_e; X_e] \in \mathbb{R}^{(p+n) \times e} \) which then flows though the encoder-decoder as normal. Our models are trained to maximize the probability of \( Y \), but only the prompt parameters \( P_e \) are updated.

2.1 Design Decisions

There are many possible ways to initialize the prompt representations. The simplest is to train from scratch, using random initialization. A more sophisticated option is to initialize each prompt token to an embedding drawn from the model’s vocabulary. Conceptually, our soft-prompt modulates the frozen network’s behavior in the same way as textual context preceding the input, so it follows that a word-like representation might serve as a good initialization spot. For classification tasks, a third option is to initialize the prompt with embeddings that represent an enumeration of the output classes, similar to the “verbalizers” of Schick and Schütze (2020). Since we want the model to produce these tokens in the output, initializing the prompt with the embeddings of the valid target tokens could “prime” the model to restrict its output to the legal output classes.

Another design consideration is the length of the prompt. The parameter cost of our method is \( EP \), where \( E \) is the token embedding dimension and \( P \) is the length of the prompt. The shorter the prompt, the fewer new parameters must be tuned, so we aim to find a minimal length of prompt that still has strong performance.

2.2 Unlearning Span Corruption

Unlike autoregressive language models like GPT-3, the T5 models we experiment with use an encoder-decoder architecture and pre-train on a span corruption objective. Specifically, T5 is tasked with “reconstructing” masked spans in an input text string, which are marked with unique sentinel tokens, indicated here with \( \langle X \rangle \), \( \langle Y \rangle \), and \( \langle Z \rangle \). The target output text consists of all the masked content, separated by sentinels, plus a final sentinel. For instance, from the text “Thank you for inviting me to your party last week” we might construct a pre-training example where the input is “Thank you \( \langle X \rangle \) me to your party \( \langle Y \rangle \) week” and the target output is “\( \langle X \rangle \) for inviting \( \langle Y \rangle \) last \( \langle Z \rangle \)”.

While Raffel et al. (2020) find this architecture and pre-training objective to be more effective than traditional language modeling, we hypothesize that this setup is not a good fit for producing a “frozen” model that can be readily controlled through prompt tuning. In particular, a T5 model pre-trained exclusively on span corruption, such
as T5.1.1, has never seen truly natural input text (free of sentinel tokens), nor has it ever been asked to predict truly natural targets. In fact, due to the details of T5’s span corruption preprocessing, every pre-training target will begin with the sentinel \( \langle X \rangle \). While this “unnatural” tendency to output sentinels is easy to overcome through fine-tuning, we suspect that it would be much harder to over-ride through a prompt alone, as the decoder priors cannot be adjusted.

Given these concerns, we experiment with T5 models in three settings. In the first case (“Span Corruption”), we use pre-trained T5 off-the-shelf as our frozen model, and test to what degree we can learn prompts that result in the natural text output expected for downstream tasks. In the second case (“Span Corruption + Sentinel”), we use the same model, but prepend all downstream task target text with the sentinel \( \langle X \rangle \), so as to more closely resemble the targets seen in pre-training. Finally, in the third case (“LM Adaptation”), we continue T5’s self-supervised training for a small number of addition steps, but using the “prefix LM” objective discussed by Raffel et al. (2020): given a natural text prefix as input, the model must produce the natural text continuation as output. Crucially, this adaptation step is independent of the downstream task, and happens only once, producing a single frozen model that we can reuse for prompt tuning across a variety of tasks.

Through LM adaptation, we hope to be able to “quickly” transform T5 into a model more similar to GPT-3, which always outputs realistic text, and is known to respond well to prompts as a “few-shot learner”. It is not immediately apparent how successful such a late-stage transformation will be (compared to pre-training from scratch), and it has not been investigated previously to our knowledge. As such, we experiment with various lengths of adaptation, between 10K and 100K steps.

3 Results

Our frozen models are built on top of pre-trained T5 checkpoints of all sizes (Small, Base, Large, XL, XXL). We leverage the public T5.1.1 checkpoints, which include a few improvements over the original T5: (i) the removal of all supervised data from pre-training, (ii) adjustments to hyperparameters \( d_{\text{model}} \) and \( d_{\text{ff}} \), and (iii) the use of GeGLU (Shazeer, 2020) over ReLU (Nair and Hinton, 2010) activations.

We select an LM adapted version of T5 (trained for an additional 100K steps) as the default setting for our experiments, as we found it to have less variance and yield higher performing models. We set our default prompt size to 100 tokens and prepend these to the embedded input. While this is longer than the default 10-token prefix used by Li and Liang (2021), our method still uses fewer task-specific parameters, as we only tune the input layer, as opposed to overwriting activations in all network layers. See Figure 4 for a detailed comparison. We will also see shortly that even much shorter prompts are viable as model size increases.

We measure performance on the SuperGLUE benchmark (Wang et al., 2019a; Clark et al., 2019; De Marneff et al., 2019; Roemmele et al., 2011; Khashabi et al., 2018; Zhang et al., 2018; Dagan et al., 2005; Bar-Haim et al., 2006; Giampiccolo et al., 2007; Bentivogli et al., 2009; Pilehvar and Camacho-Collados, 2018; Levesque et al., 2012), a collection of eight challenging language understanding tasks designed to be summarized into a single metric. We report metrics on the development set associated with each dataset.

Each of our models train on a single SuperGLUE task; there was no multi-task setup or mixing of training data across tasks. We translate each SuperGLUE dataset into a text-to-text format following Raffel et al. (2020), except that we omit the task names prepended to inputs indicating which SuperGLUE task an example belongs to.

We train our prompts for 30,000 steps with a constant learning rate of 0.3 and a batch size of 32. The best checkpoints are selected via early stopping on the development set, where the stopping metric is either the default metric for that dataset (e.g. Accuracy for BoolQ), or the average of metrics in the cases where a dataset is evaluated on multiple metrics. The models were trained in JAX (Bradbury et al., 2018) using the Adafactor (Shazeer and Stern, 2018) optimizer with weight decay \( 1e-5 \), \( \beta_2 = 0.8 \), and parameter scaling turned off.

3.1 Closing the Gap

To compare our method against standard model tuning, we tune the public T5.1.1 checkpoints on SuperGLUE using the default hyperparameters specified in the T5 library (2^{20} tokens per batch, learning rate 0.001, and Adafactor optimizer with pre-training parameter states restored). We use T5’s multi-task fine-tuning setup to achieve a competi-
In our “best” (green ‘×’) configuration, quality improves stably with model size. Across all ablations, the largest (XXL) model shows the most robustness to hyperparameter choice. Lines show mean and standard deviation across 3 runs.

(a) Prompt initialization scheme: Random uniform initialization lags behind more “advanced” initializations using sampled vocabulary or class label embeddings, but the difference vanishes at XXL size. (b) Prompt length: Increasing to 20 or more tokens generally confers a large boost, but XXL performs well even with single-token prompts. (c) Pre-training objective: LM adaptation outperforms span corruption, even when a sentinel is added to downstream task targets, but XXL works well with any method. (d) LM adaptation: As little as 10K steps of LM adaptation boosts performance dramatically across all model sizes. Longer adaptation generally gives additional gains, but XXL is robust to even very short adaptation.

In this setup, a single model is tuned on all tasks jointly, with a text prefix indicating the task name. The performance of our model-tuned XXL baseline on the SuperGLUE dev set is one point higher (90.3 vs. 89.3) than T5’s published results on the SuperGLUE test set, supporting the view that this is a fairly strong baseline.

In our original Figure 1, we see that prompt tuning becomes more competitive with the model tuning baseline as scale increases. At the XXL size (11 billion parameters), prompt tuning matches the performance of model tuning, despite having over 20,000 times fewer task-specific parameters.

To make a rough comparison with prefix design,
we include GPT-3 few-shot performance on the SuperGLUE dev split, as reported by Brown et al. (2020). While the pre-training data and model architecture differ from T5, we can still take GPT-3 as a good representative of prompt design and observe overall trends. From Figure 1, we see that prompt tuning beats GPT-3 prompt design by a large margin, with prompt-tuned T5-Small matching GPT-3 XL (over 16 times larger), and prompt-tuned T5-Large beating GPT-3 175B (over 220 times larger).

3.2 Prompt Initialization
We ablate the effect of prompt initialization by training models at all sizes while fixing the rest of the hyperparameters, using a prompt length of 100. When using random initialization, we draw from a uniform distribution from $-0.5$ to $0.5$. When initializing from the embeddings of sampled vocabulary items, we restrict the selection to only the 5,000 most “common” tokens in T5’s SentencePiece vocabulary (Kudo and Richardson, 2018), which is ordered by likelihood in the pre-training corpus. For “class label” initialization, we take the embedding values for the string representations of each class in the downstream task and use them to initialize one of the tokens in the prompt. In cases where the class label is multi-token, we use the mean of the token embeddings. At longer prompt lengths, we often run out of class labels before we have initialized all of the prompt tokens. In this case we fall back to our embedding initialization strategy and sample from the most common 5,000 tokens to finish filling in the prompt. T5, and our work by extension, doesn’t treat all of the SuperGLUE tasks as classification prompts: notably, the ReCoRD and WSC datasets involve the generation of short, free-form text. In these cases we initialize the prompts with words related to the task, “commonsense”, “reasoning”, “reading”, and “comprehension” for ReCoRD and “commonsense”, “pronoun”, and “resolution” for WSC.

Figure 3(a) shows our ablation of initialization strategy across model sizes, where we find that the class based initialization performs best. At smaller model sizes, there are large gaps between the different initializations, but once the model is scaled to XXL size, those differences disappear.

3.3 Prompt Length
We train prompts for each model size while varying the prompt length in \{1, 5, 20, 100, 150\}, while fixing the rest of the model hyperparameters. Specifically, we use the 100K-step LM-adapted frozen model, and class-label initialization. Figure 3(b) shows that for most model sizes, increasing prompt length beyond a single token is critical for achieving good performance. Notably, the XXL model still gives strong results with a single-token prompt, suggesting that the larger the model, the less conditioning signal is needed to achieve the target behavior. Across all models, increasing beyond 20 tokens only yields marginal gains. Going past 100 tokens appears to be mildly detrimental for the larger models. A similar pattern of diminishing performance past a certain prompt length is observed by Li and Liang (2021) in the case of prefix tuning.

3.4 Pre-training Objective
In Figures 3(c) and 3(d), we see that pre-training objectives have a profound effect on prompt tuning quality. As hypothesized in Section 2.2, T5’s default “span corruption” objective is generally not well-suited for training frozen models to be later conditioned by prompts. Intuitively, models pretrained to read and write sentinel tokens are hard to apply directly to tasks of reading and writing text without sentinels. As seen in Figure 3(c), even the “workaround” of adding a sentinel to the downstream targets has little benefit. While LM adaptation (of 100K steps) adds value across all model sizes, we note that our largest XXL model is the most forgiving, and can achieve strong results even with span corruption.

Given the clear benefit of LM adaptation, we also explore how long of an adaptation is helpful. Figure 3(d) shows that generally longer adaptation provides additional gains, up to 100K steps. This suggests that the “transition” from span corruption to a language modeling objective is not a trivial change, and making an effective switch takes an investment of training resources (10% of the steps of the original T5 pre-training). At the same time, as in our other ablations, we observe that the XXL model is robust to even non-ideal configurations. At this size, the gains from additional adaptation are quite modest.

One interesting side note is that in the (non-optimal) “span corruption” setting, the Small model outperforms the larger Base, Large, and XL models. This is not due to random variance in the prompt tuning process, as we observed low variance across 3 runs for each data point. It could
be that there is random luck in which pre-trained checkpoints are able to “overcome” span corruption through prompting alone. This hypothesis could be tested by pre-training new models from scratch. However, since LM adaptation provides an easy fix, we opt to go forward with that instead.

4 Comparison to Similar Approaches

Following the success of GPT-3, there has been a marked increase in the study of “prompting”. Due to the impracticality of hand-designing prompts and the challenge of automatically searching for optimal prompts in the discrete text space, several recent works have explored learning a continuous version of prompts.

Li and Liang (2021) propose “prefix tuning”: learning a sequence of prefixes that are prepended to the representation at every layer of the transformer. This is akin to learning transformer activations that are fixed across examples at every network layer. In contrast, prompt tuning uses a single prompt representation that is prepended to the embedded input. In addition to requiring less parameters, this choice allows the transformer to update the intermediate-layer task representations, as contextualized by an input example. Their work builds on GPT-2 (Radford et al., 2019) and BART (Lewis et al., 2020), while ours focuses on T5, and examines changes in performance and robustness to design choices as model size increases. When using BART, prefix tuning includes learnable prefixes on both the encoder and decoder network, while prompt tuning requires prompts on only the encoder. As a final difference, Li and Liang (2021) rely on a reparameterization of the prefix in order to stabilize learning, which adds a large number of parameters during training, while we have found a set of hyperparameters that do not require this reparameterization and are robust across SuperGLUE tasks and model sizes.

Hambardzumyan et al. (2021) propose “WARP”, a similar method where prompt parameters are only specified in the input layer, not at each layer of the transformer. However, their model is only designed to work with masked language models, given that it requires the inclusion of a \([\text{MASK}]\) token and a learnable output layer that projects the mask to class logits. This formulation restricts the model to producing a single output, limiting the tasks it can perform to classification. Prompt tuning does not require any changes to the input, or a task-specific head, as it is a generative text-to-text model. The performance of prompt tuning is also considerably closer to the strong performance of model-tuning.

Liu et al. (2021) propose “P-tuning”, a similar approach where continuous prompts are learned by inserting a trainable variable into the embedded input. These prompts are interleaved throughout the input, following patterns based on human design, while our approach removes this complication by only prepending the prompt to the beginning of the input. To achieve strong results on SuperGLUE, P-tuning has to be used in conjunction with model tuning: that is, their models jointly update both the prompt variables and the main model parameters, while our models keep the original language model frozen. In order to enforce a sequential nature to the prompts, Liu et al. (2021) represent the prompts as the output of a BiLSTM (Graves et al., 2013), while we represent our prompts with a simple embedding table. Finally, P-tuning requires the addition of “anchor” tokens in the input (e.g. a question mark following the hypothesis in the RTE...
Adapters offer another means of reducing the number of task-specific parameters each method requires. We compare various approaches in Figure 4. To aid comparison, we normalize to a fixed network architecture (T5.1.1), and fixed prompt/prefix lengths in the range 1–100. Among the methods that tune network parameters or activations, prompt tuning is the most parameter efficient. For models over a billion parameters, the task-specific parameters needed are less than 0.01% of the pre-trained model size. For prompt design, we count each token ID in the prompt as a parameter, and assume a longer prompt of between 500–2000 tokens to match the GPT-3 setting. Even with these longer prompts, this approach is by far the most parameter efficient, but this comes at the cost of task quality.

More generally, this line of work is closely aligned with work on “adapters” (Rebuffi et al., 2017; Houlsby et al., 2019), small bottleneck layers inserted between frozen pre-trained network layers. Adapters offer another means of reducing the number of task-specific parameters, with Houlsby et al. (2019) achieving GLUE performance close to full model tuning when freezing BERT-Large and only adding 2–4% additional parameters. However, this still has over 100 times more parameters than our approach, which adds around 0.01% parameters for similarly-sized models.

5 Resilience to Domain Shift

By freezing the parameters of the core language model, prompt tuning prevents the model from modifying its general understanding of language. Instead, prompt representations indirectly modulate the representation of the input. This reduces the model’s ability to overfit to a dataset by memorizing specific lexical cues and spurious correlations. This restriction suggests that prompt tuning may help a model be more robust to domain shifts, where the distribution of inputs differs between training and evaluation, even though the underlying task is the same.

We test prompt tuning’s ability to facilitate domain transfer in a zero-shot setting. We train a prompt on a source dataset, and then evaluate it on a target dataset that represents the same task, but in a different domain. No training is done on the target dataset. Our first experiment in domain transfer uses the two paraphrase detection datasets from GLUE (Wang et al., 2019b). The first dataset is the Quora Question Pairs (QQP) dataset (Iyer et al., 2017). For this task, models receive two questions as input, and must predict if they are “duplicates” of each other. The domain of this dataset is web text from the community Q&A site, Quora, and the examples are all drawn from questions asked on the site. The second dataset is the Microsoft Research Paraphrase Corpus (MRPC) (Dolan and Brockett, 2005). This dataset is similar to QQP in that a model must predict if one sentence is a re-phrasing of the other, but the data is drawn from news articles. We select the model that is to be run on the target dataset by picking the checkpoint that has the strongest performance on the validation set of the source dataset.

Table 1 shows that training a lightweight prompt on the QQP data and evaluating on MRPC gives much better performance than the “heavyweight” approach of tuning the entire model (+13.9 accuracy and +0.7 F1). Prompt tuning wins in the other direction as well (transferring from the smaller MRPC dataset to the larger QQP), showing a +3.8 point improvement in accuracy, while maintaining similar F1. These results suggest that model tuning may be over-parameterized and more prone to overfit the training task, to the detriment of similar tasks in different domains.

We also test the generalization capability of prompt tuning using the 2019 Machine Reading for Question Answering (MRQA) shared task (Fisch et al., 2019) on generalization. For this task, several different question answering datasets (Dua et al., 2019; Saha et al., 2018; Lai et al., 2017; Levy et al., 2017; Kembhavi et al., 2017; Rajpurkar et al., 2016) are converted into a singular, extractive format. Furthermore, the datasets are divided into in-domain and out-of-domain groups. In-domain datasets are provided for model training, while out-of-domain validation datasets are used to measure...
Table 1: Performance on zero-shot cross-domain transfer between QQP duplicate question detection and MRPC paraphrase detection. When trained on QQP and evaluated zero-shot on MRPC, prompt tuning shows far better generalization than model tuning. Prompt tuning transfers better in the opposite direction as well, reaching higher accuracy with similar F1.

Table 2: Models trained on SQuAD, evaluated on the out-of-domain datasets from the MRQA 2019 shared task in a zero-shot fashion. We see that prompt tuning has stronger zero-shot performance than model tuning. The datasets where model tuning has an advantage are some of the smallest domain transfers (e.g. Wikipedia to Wikipedia), while prompt tuning really shines on large domain shifts like TextbookQA.

6 Prompt Ensembling

Ensembles of neural models trained from different initializations on the same data are widely observed to improve task performance (Hansen and Salamon, 1990), and are useful for estimating model uncertainty (Lakshminarayanan et al., 2017). However, as model size increases, ensembling can become impractical. Beyond the space required to store $N$ models (e.g. 42 GiB for each copy of T5-XXL), there is a substantial inference cost to running $N$ distinct models, whether in parallel or in series.

Prompt tuning provides a more efficient way to ensemble multiple adaptations of a pre-trained language model. By training $N$ prompts on the same task, we create $N$ separate “models” for a task, while still sharing the core language modeling parameters throughout. Beyond drastically reducing storage costs, the prompt ensemble makes inference more efficient. To process one example, rather than computing forward passes of $N$ different models, we can execute a single forward pass with a batch size of $N$, replicating the example across the batch and varying the prompt. These savings mirror those seen for multi-tasking in Figure 2.

To demonstrate the viability of prompt ensembling, we train five prompts for each SuperGLUE task, using a single frozen T5-XXL model with 100K steps of LM adaptation and a prompt length of 100. We use simple majority voting to compute predictions from the ensemble. The results in Table 3 show that the prompt ensemble outperforms the single-prompt average on all tasks, and, with the exception of the RTE and WSC, outperforms any individual prompt. Our ensemble of prompts also produces a stronger overall SuperGLUE score than using the best performing prompt for each dataset.

3 http://bioasq.org/
| Dataset   | Metric | Avg. | Best | Ensemble |
|-----------|--------|------|------|----------|
| BoolQ     | Acc.   | 91.0 | 91.2 | 91.6     |
| COPA      | Acc.   | 97.2 | 98.0 | 99.0     |
| CB        | Acc.   | 92.1 | 98.2 |          |
|           | F1a    | 92.5 | 96.4 | 100.0    |
| RTE       | Acc.   | 92.4 | 93.5 | 92.8     |
| ReCoRD    | EM     | 88.4 | 90.2 | 90.6     |
|           | F1     | 90.5 | 91.8 | 92.0     |
| MultiRC   | EM     | 65.7 | 66.3 | 67.2     |
|           | F1     | 89.0 | 89.0 | 89.4     |
| WiC       | Acc.   | 76.2 | 76.8 | 77.9     |
| WSC       | Acc.   | 91.7 | 93.3 | 93.3     |

| SuperGLUE |         | 88.5 | 89.8 | 90.5 |

Table 3: Performance of a five-prompt ensemble, using a single frozen T5-XXL model throughout. Prompt ensembling outperforms the strongest prompt on all datasets except for RTE and WSC. The ensemble SuperGLUE score also outperforms using the best prompt from each dataset.

7 Conclusion and Future Work

In this paper, we showed that prompt tuning is a competitive technique for adapting frozen pre-trained language models to downstream tasks. On the popular SuperGLUE benchmark, its task performance rivals that of traditional model tuning, with the gap vanishing as model size increases. On zero-shot domain transfer, we saw that prompt tuning leads to improved generalization ability. This is plausibly an indication that freezing general-purpose language understanding parameters and restricting downstream learning to a lightweight parameter footprint can help to avoid overfitting to a specific domain.

Beyond task quality metrics, we discussed the appeal of moving to frozen pre-trained models in terms of storage and serving costs. This move enables both efficient multi-task serving, as well as efficient high-performing prompt ensembling.

The ability of our prompts to match the performance of model tuning suggests that task definitions exist in their own subspace of parameters. Looking forward, we believe that factoring out task-defining parameters as distinct from general language-modeling parameters is an exciting step that opens up several avenues for new research.

**Task Complexity** In the task subspace we can measure the capacity required to capture a specific task by varying the prompt length in the spirit of experiments conducted by Aghajanyan et al. (2020). This task complexity metric will enable us to understand better which categories of tasks require either more training data or higher capacity pre-trained language models.

**Task Similarity** Measuring the similarity of tasks utilizing their prompt representations, similar to Achille et al. (2019), could provide an efficient means of searching the growing number of publicly available labeled datasets, and identifying which tasks could benefit each other.

**Meta-Learning** Relations in the task subspace might be deductible from their descriptions. For example, could we learn to translate from German to English by manipulating the task prompt for an English to German task with a learned operator that flips the order of the arguments? Learning these operators is an active area of research (Lampinen and McClelland, 2020) that would benefit from simple methods to learn task representations such as prompt tuning.
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