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Abstract
Premise: Most phylogenomic library preparation methods and bioinformatic analysis tools in restriction site–associated DNA sequencing (RADseq)/genotyping-by-sequencing (GBS) studies are designed for use with Illumina data. The lack of alternative bioinformatic pipelines hinders the exploration of long-read multi-locus data from other sequencing platforms. The Simple Long-read loci Assembly of Nanopore data for Genotyping (SLANG) pipeline enables locus assembly, orthology estimation, and single-nucleotide polymorphism (SNP) calling using Nanopore-sequenced multi-locus data.

Methods and Results: Two test libraries (Leucanthemum spp., Senecio spp.; Compositae) were prepared using an amplified fragment length polymorphism (AFLP)-based method to reduce genome complexity, then Nanopore-sequenced, and analyzed with SLANG. We identified 704 and 448 orthologous loci with 12,368 and 10,048 SNPs, respectively. The constructed phylogenetic networks were identical to a GBS network produced using Leucanthemum Illumina data and were consistent with Senecio species circumscriptions based on morphology.

Conclusions: SLANG identifies orthologous loci and extracts SNPs from long-read multi-locus Nanopore data for phylogenetic inference, population genetics, or phylogeographical studies. Combined with an AFLP-based library preparation, SLANG provides an easily scalable, cost-effective, and affordable alternative to Illumina-based RADseq/GBS procedures.
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require highly robust gene trees, which are best inferred from long, non-recombining loci providing a large number of linked single-nucleotide polymorphisms (SNPs; McCormack et al., 2013).

Over the past few years, long-read sequencing has become more attractive because of the commercially available Nanopore sequencer MinION from Oxford Nanopore Technologies (Oxford, United Kingdom). Unlike Illumina sequencers, the MinION system can be established for a low initial cost in any lab. Reusable flow cells allow for the high scalability of sequencing projects, and the small size of the machine permits its use during field excursions for the rapid sequencing of freshly sampled material. For systematic studies, Nanopore sequencers seem to have been overlooked or omitted, most likely because of their relatively high error rates of around 10% (Magi et al., 2017; Fuselli et al., 2018) compared to median error rates of 0.087–0.613% observed across Illumina sequencers (Stoler and Nekrutenko, 2021). The lack of bioinformatic tools specifically tailored for the use of long, error-prone reads in the analysis of multi-locus data has likely also hindered progress toward longer-read genotyping. To kickstart the exploration of long-read genotyping, we developed a pipeline written in Python called Simple Long-read loci Assembly of Nanopore data for Genotyping (SLANG), which is able to analyze error-prone multi-locus data as produced by a Nanopore sequencer, comparable with the ipyrad or Stacks pipelines developed for Illumina data. Similar to these established pipelines, SLANG’s workflow comprises three major segments (Figure 1). (1) During within-sample clustering, loci are assembled for each sample by grouping them according to read similarity. This is followed by (2) the among-samples clustering, in which locus orthology is estimated through the consensus read similarity clustering of all previously assembled loci across all samples. Finally, (3)

**FIGURE 1** The SLANG workflow. During within-sample clustering, quality- and length-filtered reads are clustered according to their locus identity. Reads are then mapped to their cluster-consensus sequence. Unmapped reads are filtered out under the assumption that they do not belong to the locus concerned. Only clusters meeting the mapped-read depth threshold are eligible for the among-samples clustering analysis, where consensus sequences of the passing clusters are clustered to estimate locus orthology across samples. Clusters with only one consensus sequence per sample and enough samples per locus pass the filters. Finally, sequences of the among-samples clusters are mapped to their consensus sequence for reference-based SNP calling.
reference-based SNP calling extracts relevant variants from the orthologs, which can then be used for downstream phylogenetic inference or population genetic analyses.

As a proof-of-concept for SLANG, we prepared two small Nanopore sequencing libraries for analysis. The first library consisted of four samples, one per species, from the genus *Leucanthemum* Mill. (*L. vulgare* Lam., *L. monspeliense* (L.) H. J. Coste, *L. gaudinii* Dalla Torre, and *L. rotundifolium* (Willd.) DC.), and the second library comprised three accessions for each of the three species in the central European *Senecio nemorensis* L. group (*S. hercynicus* Herborg, *S. ovatus* (G. Gaertn., B. Mey. & Scherb.) Willd., and *S. germanicus* Wallr.; Table 1). To generate an anonymous multi-locus data set, we took advantage of the well-known amplified fragment length polymorphism (AFLP)-based genome-reduction approach (Vos et al., 1995) and applied it in the modern setting of NGS. Similar methods are familiar with this method. Also, provide an easy entry into NGS, as most plant genomicists and systematists and ecology labs are familiar with this method.

Here, we describe the procedures of preparing AFLP-based sequencing libraries for Nanopore sequencers and how SLANG handles these long-read multi-locus data to extract orthologous loci and SNPs for phylogenetic inference, population genetics, or phylogeographical studies.

### METHODS AND RESULTS

#### Leucanthemum and Senecio nemorensis group sequencing library preparations

All samples were silica-dried and their DNA was extracted using the cetyltrimethylammonium bromide (CTAB) method (Doyle and Dickson, 1987; Doyle and Doyle, 1987). Beginning with the AFLP-based genome reduction, the fragment length distributions of the genomic DNA digested with different restriction enzymes were screened. While longer fragments are most desirable, one should keep in mind that they demand a higher flow cell capacity than shorter fragments at the same read coverage per locus, so either fewer samples should be sequenced per flow cell or fewer loci can be covered. We selected *Mse* I as a suitable restriction enzyme for the present demonstration, with fragment lengths around 500 bp. For the combined restriction–ligation reaction, 4 µL genomic DNA (12.5 ng/µL) was mixed with 1 µL T4 Ligase Buffer (Thermo Fisher Scientific, Waltham, Massachusetts, USA), 1 µL NaCl (0.5 M), 0.5 µL BSA (1 mg/mL), 0.5 µL *Mse* adapter (40 µM), 0.5 µL *Mse* (10 U/µL; Thermo Fisher Scientific), 0.5 µL T4 Ligase (5 U/µL; Thermo Fisher Scientific), and 2 µL H2O and placed into a thermocycler for 2 h at 37°C with an additional 15 min at 70°C for enzyme denaturation. For the *Mse* adapter,
the two oligos 5′-GACGATGATCCTGAG-3′ and 5′-TACTGAGACTCAT-3′ were annealed by heating the samples to 95°C for 5 min and reducing the temperature to 22°C by 2°C every 5 s. The number of loci is first reduced in the preselective PCR (94°C at 2 min; 30 cycles of 94°C for 20 s, 56°C for 15 s, and 72°C for 2 min; followed by a final elongation at 72°C for 2 min), which uses a primer with an additional cytosine nucleotide added to the 3′ end (5′-GATGAGTCTGAGTAAC-3′). To every 2 µL of 1 : 10 diluted restriction–ligation product, 5 µL Taq DNA Polymerase Master Mix RED (AmpliQon, Odense, Denmark), 0.5 µL preselective primer (10 µM), and 2.5 µL H2O were added. Further loci reduction was accomplished using a selective PCR, where two additional bases, ‘AA’, are added to the 3′ end and Nanopore barcode adapter sequences are tailed to the 5′ end (5′-TTCCTGGGGTCAGATATTGGCATGAGTCTGAGTAAAC-3′ and 5′-ACTTGCCCTGCTCTATCTTGCGTAAGTCTGAGTAAACAAC-3′) of the primers, as suggested in the ‘Ligation sequencing amplicons - PCR barcoding (SQK-LSK109 with EXP-PBC001)’ protocol by Oxford Nanopore Technologies, substituting a subsequent ligation of the Nanopore barcode adapter. To ensure specific binding with long and tailed primers, a two-step variation of the preselective PCR was conducted (94°C for 2 min; followed by 30 cycles of 94°C for 20 s and 72°C for 2 min; and a final step at 72°C for 2 min). To every 2 µL of 1 : 10 diluted preselective PCR product, 5 µL Taq DNA Polymerase Master Mix RED, 0.25 µL of each 10 µM tailed selective primer, and 2.5 µL H2O were added.

The selective bases were chosen based on a screening procedure with multiple combinations of selective bases. For both libraries, the selective bases ‘CAA’ resulted in a consistent fragment length distribution of around 500 bp, which is crucial for a more even sequencing depth of the selected loci. The selective PCR products were cleaned using AmpliClean magnetic beads (NimaGen, Nijmegen, the Netherlands). Nanopore barcode adapters were added by PCR (95°C for 2 min; followed by 25 cycles of 98°C for 20 s and 72°C for 2 min; with a final extension at 72°C for 1 min), in which 12.5 µL KAPA HiFi HotStart ReadyMix (Roche, Basel, Switzerland), 0.5 µL Nanopore PCR Barcode of the PBC001 PCR Barcoding Expansion 1-12 (Oxford Nanopore Technologies), and 10 µL H2O were added to 2 µL of cleaned selective PCR product (10 ng/µL).

The samples were then equimolarly multiplexed and loaded onto a 1.5% agarose gel for size selection at ~500 ± 100 bp by gel excision (QIAquick PCR and Gel Cleanup Kit; Qiagen, Hilden, Germany). Finally, the Nanopore sequencing libraries were prepared following the ‘Ligation sequencing amplicons (SQK-LSK109)’ protocol (Oxford Nanopore Technologies) and sequenced with the MinION Mk1B using a R9.4.1 flow cell.

**Read data processing**

The FAST5 files were basecalled using the Guppy basecalling software (version 3.2.4; Oxford Nanopore Technologies) and demultiplexed with qcat version 1.1.0 (Oxford Nanopore Technologies), with the ‘--detect-middle’, ‘--trim’, ‘--min-read-length 1’, and ‘--guppy’ parameters. NanoFilt version 2.7.1 (De Coster et al., 2018) was then used to filter for reads with Phred quality scores of 7 or higher (‘--quality 7’). Primer sequences were removed with BBduk from the BBTools software suite version 38.87 (Bushnell, 2014). First, the 5′ ends were trimmed by only allowing matches of the primer sequence within the first 100 bases (‘ktrim = 1’, ‘restrictleft = 100’, ‘literal = GATGAGTCTGAGTAAAC’, ‘rcomp = f’). Considering the Nanopore read quality, a k-mer of 10 (‘k = 10’) with up to one error (‘edit = 1’) was considered sufficient for it to be accepted as a match. In order for BBduk to properly work with the provided Nanopore reads, the ‘ignorebadquality’ and ‘qin = 33’ parameters were necessary. To trim the 3′ ends, the respective parameters were adjusted (‘ktrim = r’, ‘restrictright = 100’, ‘literal = TTGGTACTCG-GACTCATC’). Finally, BBduk was used to filter for read lengths between 200 and 1000 bp in the Leucanthemum data set and between 50 and 1000 bp in the Senecio data set.

**De novo locus assembly with SLANG (within-sample clustering)**

The quality- and length-filtered reads were then subjected to the SLANG pipeline, starting with the within-sample clustering, in which all sequenced loci with adequate read depth are assembled for each sample. Similar established software adapted to Illumina data, such as ipyrad (Eaton and Overcast, 2020), address de novo locus assembly with clustering algorithms, as provided by VSEARCH version 2.15.0 (Rognes et al., 2016). SLANG also adapts VSEARCH for clustering reads on the basis of a read similarity–threshold parameter, assuming that reads group according to their locus identity. Even at an optimized similarity threshold, where most reads are correctly assigned to their clusters, some clusters do contain reads unassociated with the locus that the cluster represents, which could negatively influence the SNP-calling quality and must therefore be removed. Overcoming this problem is an even more apparent challenge to address for error-prone Nanopore reads. For this reason, a majority-rule consensus sequence based on all reads of a cluster is computed and used as a mapping reference in the Nanopore read–specialized Minimap2 version 2.17 (Li, 2018), to which all reads of the cluster concerned are mapped. Individual reads that strongly deviate from the majority of the clustered reads due to an incorrect assignment or because they are too flawed by sequencing errors are prevented from mapping to the reference and will thus be filtered. Finally, a cluster read depth filter removes all clusters that are not covered by sufficient mapped reads for high-quality SNP calling. To preserve as much read data as possible while still being able to make sophisticated SNP calls (see “Reference-based SNP calling” below), we chose a minimum read depth of 10 for the Leucanthemum and Senecio data sets.

The correct inference of phylogenies using methods based on read-similarity clustering relies heavily on the choice of the similarity threshold values, as they determine
the orthology of reads during both within-sample clustering and among assembled loci (among-samples clustering, see below). Setting the similarity threshold too low results in reads of different loci clustering together (locus undersplitting), while setting it too high will split reads of the same locus into different clusters (locus oversplitting). Many valid and sophisticated methods have been proposed for the choice of optimized similarity thresholds (Ilut et al., 2014; Harvey et al., 2015; Mastretta-Yanes et al., 2015; McCartney-Melstad et al., 2019), each with a different focus on weighting the importance of certain metrics. We conceptualized and applied another methodology that chooses an optimized within-sample clustering threshold by multiplying two metrics: the total number of clusters and the number of clusters containing unmapped reads, the former being high in cases with prevalent oversplitting and the latter indicating locus undersplitting by larger values. The product of the two metrics was calculated for similarity thresholds in incremental steps of 0.05. By doing so, a similarity threshold value of 0.75 (75%) was determined for both the Leucanthemum and the Senecio nemorensis group data sets (Appendix 1), which can be interpreted as quite stringent when considering the 10% Nanopore error rate (Magi et al., 2017; Fuselli et al., 2018), basecalling errors (Wick et al., 2018), and PCR artifacts. Additional free space for allowing allelic variation within clusters must be considered, otherwise locus oversplitting will be an issue.

In general, the formula presented favors similarity thresholds where high numbers of clusters are formed, but prefers to have as few clusters with unmapped reads as possible. The similarity threshold resulting in the highest value represents a tradeoff between high cluster count and potential paralogous read groupings within these clusters. As a result, the resulting optimized similarity threshold keeps over- and undersplitting at low levels. Nonetheless, despite intensive efforts to determine the optimal similarity threshold, high topological accuracy can be expected across a wide range of similarity threshold values, as long as non-extreme values are chosen (Rubin et al., 2012). In order to give users the opportunity to implement their own approaches on choosing similarity thresholds, no automatic choice is made by the SLANG pipeline, and optimization as described above is suggested.

**Identification of orthologous loci (among-samples clustering)**

The described procedure for within-sample clustering identifies potential loci for each individual sample in the form of majority-rule consensus sequences. Subsequently, the among-samples clustering aggregates all consensus sequences of every sample with the goal of forming groups of orthologous sequences, which are referred to as locus clusters. Again, VSEARCH is used to group similar sequences based on a similarity threshold, a practice of orthology inference that has been shown to be effective in ipyrad for the analysis of Illumina data. In order to only filter for clusters containing orthologous sequences, a specific adaption of SLANG is to filter all locus clusters with more than one consensus sequence of a single sample. Multiple consensus sequences of a single sample may indicate potential paralogous groupings or oversplit loci (in the within-sample clustering step) coming together; because both will introduce erroneous SNP calls, these locus clusters are therefore omitted. Singleton clusters consisting of unique loci only found in a single sample are also filtered, as well as clusters not passing the minimum samples-per-locus parameter, which by default must be set to at least two samples. Similar to the within-sample clustering, multiple similarity threshold values must be explored to allow an optimized choice to be made. Overly stringent similarity thresholds will only result in singleton locus clusters, which would be excluded; on the other hand, if they are too lax, more same-sample clusters are generated, which would also be filtered out. With regard to the filtering procedure, the optimal similarity threshold value results in the highest number of passing locus clusters, where same-sample consensus sequence groupings and singleton clusters are minimized. For both the Leucanthemum and Senecio data sets, we left the minimum samples-per-locus parameter at the default (at least two samples), and after testing the similarity thresholds in incremental steps of 0.05, values of 0.91 and 0.90 were found to provide the highest numbers of passing locus clusters (704 and 448, respectively).

**Reference-based SNP calling**

The orthologs are established through locus clusters, which means the SNPs are then called using a reference-based approach. For the locus clusters, majority-rule consensus sequences are used as mapping references, referred to as “locus consensus sequences” below. Subsequently, the filtered reads from the within-sample clustering are mapped, sample by sample, to their respective locus consensus sequence using Minimap2. With BCFtools mpileup (Danecek et al., 2021), all possible variants are collected, except for indels (‘--skip-indels’), which were excluded due to the high probability of being frequently occurring Nanopore sequencing artifacts. We disabled the reconsideration of the per-base alignment quality (BAQ; ‘--no-BAQ’) due to many variants being excluded when the parameter was active. Moreover, variants are gathered without reconsideration of their base quality score (‘--min-BQ 0’). Multiallelic sites are split using BCFtools norm ‘--m--’, facilitating a downstream assessment of each individual allelic variation. SNPs are then filtered with BCFtools view. Assuming diploid individuals and a minimum read depth of 10, we retained SNPs with a frequency over 0.25 that appeared at least twice at the position concerned, with a minimum total read depth of 5. It was previously shown that, despite reported Nanopore read error rates around 10% (Magi et al., 2017; Fuselli...
et al., 2018), read depths between 2 and 5 were sufficient for a 75% SNP-calling accuracy at heterozygous sites, and even up to 98% at homozygous sites (Malmberg et al., 2019). Finally, multiallelic sites are restored with BCFtools norm `-m+`, and all variant data are combined into a single Variant Call Format (VCF) file, which can be used as an input for most downstream phylogenetic applications or transformed into other common input formats.

**FIGURE 2** Phylogenetic network reconstructions of the *Leucanthemum* and *Senecio* data sets. (A) Phylogenetic network reconstruction of the *Leucanthemum* data set based on GBS high-quality short Illumina reads assembled using *ipyrad* (left) and AFLP-based Nanopore reads assembled using SLANG (right). (B) Phylogenetic network reconstruction of the *Senecio nemorensis* group data set produced using SLANG. Nei–Li distances were calculated based on the base frequencies in the VCF file and used as inputs in SplitsTree version 4.16.1 (Huson and Bryant, 2006).
SLANG in action—part I: *Leucanthemum* data set

In total, 742,217 reads and ~310.34 Mbp were sequenced for the four *Leucanthemum* representatives (Table 1). After read preprocessing, 505,715 reads (268.5 Mbp) passed the Q7 quality filter and had a length between 200 and 1000 bp. The read length distribution after preprocessing was similar among all *Leucanthemum* samples, indicating the representation of comparable loci across samples (Appendix 2), although in the range of around 430 bp, *L. rotundifolium* and *L. monspeliense* reads were overrepresented compared to the numbers observed in the other accessions. The preprocessed sequence data were then subjected to the SLANG pipeline after the clustering threshold optimization, performed as described above. This resulted in the assembly of 704 orthologous loci and the extraction of 12,368 SNPs. To evaluate the quality of the methodology’s locus assembly, orthology estimation, and SNP-calling process, we calculated the base frequency-sensitive Nei–Li distances (https://github.com/TankredO/nei_vcf) and constructed a phylogenetic network using the unweighted pair group method with arithmetic mean (UPGMA) method in SplitsTree version 4.16.1 (Huson and Bryant, 2006). The resulting network grouped *L. rotundifolium* with *L. monspeliense*, and *L. vulgare* with *L. gaudinii* (Figure 2A). Exactly the same relationships with comparable relative genetic distances and topology were revealed based on a preceding Illumina short-read GBS data set (T. Ott [University of Regensburg], M. Schall [University of Regensburg], R. Vogt [Free University of Berlin], and C. Oberprieler [University of Regensburg], unpublished manuscript) analyzed with ipyrad version 0.9.54 (Eaton and Overcast, 2020). Different accessions were included in the Illumina GBS data set and in the Nanopore SLANG analysis; however, the sampled *Leucanthemum* species are so distinctly separated from each other that it is highly unlikely for the accessions to break their species boundaries. The only notable difference between the two networks are the longer branch lengths of the Nanopore SLANG data set. The fragment length distribution on the agarose gel remained after Q7 quality and 50–1000 bp length filtering. With the SLANG pipeline, 448 orthologous loci were assembled, containing 10,048 SNPs. As with the *Leucanthemum* data, the UPGMA network based on Nei–Li distances was reconstructed (Figure 2B). All accessions of the three species grouped together according to their species affiliation, with *S. ovatus* showing greater genetic similarity with *S. germanicus* than with *S. hercynicus*. A comparison of read length distributions revealed major deviations caused by one of the *S. hercynicus* samples (accession 01–03), originating from divergent locus sampling during library preparation. This subsequently led to a conspicuously low number of orthologs found as observed in the VCF output, which explains its outlying position in the network. In fact, several attempts were needed to successfully amplify this sample and even then, in hindsight, the fragment length distribution on the agarose gel slightly differed from those of the other samples. Difficulties during PCRs could indicate lower-quality DNA, stressing the importance of high-quality DNA for NGS library preparation.

**CONCLUSIONS**

The SLANG pipeline proved to be a simple and effective tool for fast genotyping with error-prone long-read Nanopore data. It successfully de novo assembled loci and estimated orthology through clustering, as well as extracting meaningful SNP data for phylogenetic reconstructions. By preparing, sequencing, and analyzing two independent data sets, two phylogenetic networks were generated from Nei–Li distances calculated from the extracted SNPs, which in the case of the *Leucanthemum* data set could be compared to a topologically identical network based on high-quality short-read Illumina data. The phylogenetic network for the *Senecio nemorensis* group data set comprised distinct groups corresponding to species affiliation. These results were based on the well-known AFLP method, which proved to still be a viable option to reduce genome complexity in the age of NGS for its ability to produce a reproducible multi-locus data set. SLANG could therefore have the potential to expand the growing interest in long-read genotyping methods alongside the more common short-read procedures. SLANG is freely available at Github: https://github.com/DorfnerM/SLANG.
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Appendix 1. Similarity threshold optimization for the within-sample clustering. To select an optimized similarity threshold, the sum of the total number of clusters is multiplied by the sum of all clusters containing unmapped reads (potentially paralogous loci). The product of the two metrics was calculated for similarity thresholds in incremental steps of 0.05. This was reproduced at minimum read depths of 2, 10, and 50. For both data sets, 0.75 is the optimal similarity threshold, except when a minimum read depth of 2 is requested for Senecio.

Appendix 2. Read length distribution of the Leucanthemum and Senecio nemorensis group read data sets after read preprocessing. Read length distributions are similar among the samples; only L. rotundifolium and L. monspeliense were overrepresented around the 430 bp length. Senecio hercynicus (01-03) deviated from other Senecio samples.