Abstract—In the recent years there has been a growing interest in techniques able to automatically recognize activities performed by people. This field is known as Human Activity recognition (HAR). HAR can be crucial in monitoring the wellbeing of the people, with special regard to the elder population and those people affected by degenerative conditions. One of the main challenges concerns the diversity of the population and how the same activities can be performed in different ways due to physical characteristics and life-style. In this paper we explore the possibility of exploiting physical characteristics and signal similarity to achieve better results with respect to deep learning classifiers that do not rely on this information.
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I. INTRODUCTION

Nowadays smartphones are able to acquire, store, share, and elaborate huge amount of data in a very short time. As consequence of this technological development, new instruments related to data availability, data processing, and data analysis have attracted the attention of many research field including Human Activity Recognition (HAR). Indeed, the possibility to monitor people daily activities, risky activities, or changes in behavior (e.g. falls or diseases development) with a simple smartphone is very attractive and actual.

The increased computational power makes possible to consider not only traditional machine learning, but also more complex deep learning techniques.

Traditional machine learning methods (ML) are low cost in terms of time consumption, data, and complexity, however the dependency on expert knowledge in the features extraction phase often generates weak models difficult to compare [1]–[3]. On the other side, deep learning methods (DL) remain stable in terms of feature extraction, which is mainly automatically done, but the training phase requires more data, and, consequently, it is either very time consuming or requires expansive hardware [4].

Regardless of the underlaying learning method (either classic machine learning or deep learning), real-world HAR systems achieve non satisfying recognition accuracy in real world applications mostly because HAR techniques struggle to generalize to new users and/or new environments [5], [6]. One of the most relevant difficulty to face with new situations is due to the population diversity problem [7], that is, the natural differences between users when they perform the same activities. According to Zunino et al. [8], two factors are the reasons why the same activity is carried out in a different way.

- Inter-subject variability, which refers to anthropometric differences of body parts or to incongruous personal styles in accomplishing the scheduled action.
- Intra-subject variability, which represents the random nature of a single action class and reflects the fact that the same subject never performs an action in the same way.

To face subjects variability, algorithms should be trained on a representate number of subjects and on as many cases as possible. The number of subjects present in the dataset does not just impact the quality and robustness of the induced model, but also the ability to evaluate the consistency of results across subjects [9]. Nevertheless, in the sensor-based HAR community, datasets are in a low number.

To overcome this issue, we propose machine learning and deep learning models based on user personalization, that is, based on the similarity of the subjects in terms of both physical characteristics and signals. In order to evaluate our approach, we compare our results with deep learning techniques. The impact of personalization in traditional ML has been covered in [10].

II. PROPOSED METHODS

To take into account the population diversity, we introduce the concept of similarity between subjects. The similarity between subjects is used to weight the training data in order to give more importance to data that are more similar to the data of the user under test.

Each subject $i$ can be described with a feature vector $g_i = \{g_1, \ldots, g_K\}$. Similarity between two subjects $i$ and $j$ is defined as follows.

$$\text{sim}(i, j) = e^{-\gamma d(i,j)} \quad (1)$$

where $\gamma$ is a scale parameter and $d(i,j)$ is the Euclidean distance between the feature vectors of two subjects:

$$d(i,j) = \sqrt{\sum_{k=1}^{K} (g_{k,i} - g_{k,j})^2} \quad (2)$$

The resulting similarity value ranges from 0 to 1 where 0 means that the two subjects are dissimilar, and 1 means that the two subjects are equal. The idea is to take advantage of the similarity between subjects in ML and DL engines as follows.

- Personalized Machine Learning (PML). Given a subject $i$ under test, all the training data are weighted by
using the similarity between the user \( i \) and the rest of the users. We can define three types of similarity: physical-based \((\text{sim}^{\text{physical}})\), sensor-based \((\text{sim}^{\text{sensor}})\), and physical combined with sensor-based similarity \((\text{sim}^{\text{physical}+\text{sensor}})\).

- **Personalized Deep Learning (PDL).** Starting from a minimum value \( m \) we select the most \( m \) similar subjects, with respect to the test subject. The network is trained with the samples related to these \( m \) subjects. We selected the parameter \( m \) equals to 10, trained the network, and added 5 subjects until the maximum number of subjects in the dataset is achieved.

### III. Experimental setup

The PML technique in our experiment is an Adaboost classifier, while for the DL and the PDL we implemented two Convolutional Neural Networks. PML, PDL and DL models have been trained and tested with two different splits, that is, Subject Independent (SI) and hybrid (HYB). In SI fashion the data of the user is left out from the training dataset, while in HYB fashion a part of the test user is insert in the training dataset.

Two public datasets containing accelerometer signals of Activities of Daily Living (ADLs) and Falls recorded with smartphones have been considered. **UniMiB-SHAR** \([11]\) contains tri-axial acceleration data organized in 3s windows around the peak. The dataset contains 17 different activities (both ADLs and Falls) performed by 30 subjects. Sex, age, weight, and height of each subject are known. The original sampling rate is 50Hz. The subjects placed the smartphone used for the acquisition (a Samsung Galaxy Nexus I9250) half of the times in the left trouser pocket and the remaining times in the right one.

**Motion Sense** \([12]\) contains time-series data generated by the accelerometers in an iPhone 6s worn by 24 participants. Each of the subjects performed 6 activities (only ADLs). The smartphone were kept in the participant’s front pocket.

### IV. Results

Table I shows preliminary results in terms of macro average accuracy (i.e., the average across subjects, split, and \( m \) selection of subjects). Comparison between PML and PDL lead to contrasting conclusions. In UniMiB-SHAR, PML shows better results, while for Motion Sense is the opposite. Concerning DL without personalization, we see that in most of the cases, it outperforms both PML and PDL techniques. Results in UniMiB-SHAR remains contrasting.

### V. Conclusion

Over last decades, HAR has been a very active field producing abundance of machine learning and deep learning based results. Nevertheless the lack of availability of large datasets prevent the traditional algorithms to generalize in real world situation. PML and DL techniques are becoming more and more popular because of their promising results. In this study we showed that traditional deep learning outperform personalized technique in most of the cases. Although, results on UniMiB-SHAR still confirm that personalized machine learning can yield better results. Given the contrasting results obtained with UniMiB-SHAR and Motion Sense datasets, we planned further investigation using other datasets, such as, for instance, MobiAct \([13]\).

### References

[1] R. Zhu, Z. Xiao, Y. Li, M. Yang, Y. Tan, L. Zhou, S. Lin, and H. Wen, “Efficient human activity recognition solving the confusing activities via deep ensemble learning,” IEEE Access, vol. 7, pp. 75 490–75 499, 2019.

[2] N. H. Friday, M. A. Al-garadi, G. Mujtaba, U. R. Alo, and A. Waqas, “Deep learning fusion conceptual frameworks for complex human activity recognition using mobile and wearable sensors,” in *Proceedings of the International Conference on Computing, Mathematics and Engineering Technologies (iCoMET)*, 2018.

[3] T. Yu, J. Chen, N. Yan, and X. Liu, “A multi-layer parallel lstm network for human activity recognition with smartphone sensors,” in *Proceedings of the International Conference on Wireless Communications and Signal Processing (WCSP)*, 2018.

[4] A. Ferrari, D. Micucci, M. Marco, and P. Nepoletano, “Hand-crafted features vs residual networks for human activities recognition using accelerometer,” in *Proceedings of the IEEE International Symposium on Consumer Technologies (ISCT)*, 2019.

[5] J.-H. Hong, J. Ramos, and A. K. Dey, “Toward personalized activity recognition systems with a semipopulation approach,” *IEEE Transactions on Human-Machine Systems*, vol. 46, no. 1, pp. 101–112, 2016.

[6] R. Igual, C. Medrano, and I. Plaza, “A comparison of public datasets for acceleration-based fall detection,” *Medical engineering & physics*, vol. 37, no. 9, pp. 870–878, 2015.

[7] N. D. Lane, Y. Xu, H. Lu, S. Hu, T. Choudhary, A. T. Campbell, and F. Zhao, “Enabling large-scale human activity inference on smartphones using community similarity networks (csn),” in *Proceedings of the International Conference on Ubiquitous Computing (UbiComp)*, 2011.

[8] A. Zunino, J. Cavazza, and V. Murino, “Revisiting human action recognition: Personalization vs. generalization,” in *International Conference on Image Analysis and Processing (ICIAP)*. Springer, 2017.

[9] J. W. Lockhart and G. M. Weiss, “Limitations with activity recognition methodology & data sets,” in *Proceedings of the ACM International Joint Conference on Pervasive and Ubiquitous Computing: Adjunct Publication*, 2014.

[10] A. Ferrari, D. Micucci, M. Mobilo, and P. Nepoletano, “On the personalization of classification models for human activity recognition,” *IEEE Access*, vol. 8, pp. 32 066–32 079, 2020.

[11] D. Micucci, M. Mobilo, and P. Nepoletano, “Unimib shar: A dataset for human activity recognition using acceleration data from smartphones,” *Applied Sciences*, vol. 7, no. 10, p. 1101, 2017.

[12] M. Malekzadeh, R. G. Clegg, A. Cavallaro, and H. Haddadi, “Protecting sensory data against sensitive inferences,” in *Proceedings of the Workshop on Privacy by Design in Distributed Systems (W-P2DS18)*, 2018.

[13] G. Vavoulas, C. Chatzaki, T. Malliotakis, M. Pediaditis, and M. Tsiknakis, “The mobiact dataset: Recognition of activities of daily living using smartphones,” in *Proceedings of the International Conference on Information and Communication Technologies for Ageing Well and e-Health (IC4AgeingWell)*, 2016.