Entrainment of self-sustained oscillators by periodic inputs is widely observed in the real world, including the entrainment of circadian rhythms to sunlight and injection locking of electrical oscillators to clock signals. Optimization of input waveforms for stable entrainment has been considered by using phase reduction, which neglects amplitude deviations of the oscillator state from the original orbit. However, such methods do not perform well for strong inputs because the phase-only approximation breaks down. In this study, using phase-amplitude reduction, we propose two methods for obtaining input waveforms that can suppress amplitude deviations. We demonstrate that both methods enable us to achieve faster entrainment by applying stronger periodic inputs.
I. INTRODUCTION

Synchronization or entrainment is a phenomenon in which rhythms of self-sustained oscillators adjust with each other or adjust to periodic external inputs. It is observed in a variety of real-world systems including metronomes [1], Belousov-Zhabotinsky chemical reaction [2], flashing fireflies [3–5], circadian rhythms [6, 7], and many others [8–13]. Entrainment of nonlinear limit-cycle oscillators by external periodic inputs, also known as injection locking, finds many technological applications such as the frequency tuning in millimeter-wave oscillators [14, 15], frequency stabilization of class-E electrical oscillators [16], suppression of pulsus alternans in the heart [17, 18], and adjustment of circadian rhythms [7, 19].

When the input given to the limit-cycle oscillator is sufficiently weak, the phase reduction theory can be used to analyze the oscillator dynamics [8, 10, 20, 22], which allows us to describe multidimensional nonlinear dynamics of the oscillator by an approximate one-dimensional phase equation. It has been extensively used in the analysis of coupled oscillators [11], in particular, in explaining their collective synchronized dynamics [9, 23, 24]. Recently, the phase reduction theory has been formulated also for non-conventional physical systems, such as piecewise-smooth oscillators [25], oscillators with time delay [26], rhythmic spatiotemporal patterns [27, 28], and quantum limit-cycle oscillators [29].

The phase equation can also be used to formulate optimization and control problems for limit-cycle oscillators [21], for example, minimizing the control power [30–33], maximizing the locking range [34–36] and linear stability [37] in the entrainment, maximizing the linear stability of mutual synchronization between coupled oscillators [38, 39], maximizing the phase coherence of noisy oscillators [40], performing phase-selective entrainment of oscillators [41], and controlling the phase distributions in oscillator populations [42–45].

Optimization methods based on phase reduction have also been studied in non-conventional oscillatory systems such as mutual synchronization between rhythmic spatiotemporal patterns [46] and collectively oscillating networks [47], and entrainment of a quantum limit-cycle oscillator in the semiclassical regime [48]. However, these methods do not perform well when the driving input given to the oscillator is not sufficiently weak because the amplitude deviations of the system state from the unperturbed limit cycle become non-negligible and the phase-only description of the system breaks down; this is a fundamental limitation hampering practical applications of all methods that rely only on phase reduction.

Recent developments in the Koopman operator theory [49, 50] have clarified that the deviations
of the system state from the limit cycle can be characterized naturally by the amplitude variables, which are Koopman eigenfunctions associated with non-zero Floquet exponents of the system \[ 51\, 52\]. Phase-amplitude reduction theories that generalize the conventional phase-only reduction theory by including the amplitude variables have also been formulated \[ 21\, 53\, 59\]. By using the resulting phase-amplitude equations, optimization methods have been proposed \[ 18\, 57\, 60\, 61\], for example, for minimizing the control power applied to the oscillator with slow amplitude relaxation.

In this study, on the basis of the phase-amplitude reduction and Floquet theory, we propose two methods that allow us to apply strong inputs to the oscillator and realize fast entrainment: an \textit{amplitude-feedback method}, which applies feedback control to suppress amplitude deviations in addition to the optimal input for phase locking, and an \textit{amplitude-penalty method}, which is in the feedforward framework and uses the optimal input that is designed not to excite large amplitude deviations. Using the van der Pol and Willamowski-Rössler oscillators as examples, we demonstrate that the proposed methods can significantly improve the convergence time to the entrained state and enlarge the entrainment range.

This paper is organized as follows; in Sec. II, the phase-amplitude reduction and Floquet theory are briefly explained; in Sec. III, the conventional phase-only optimization method for stable entrainment is reviewed and its failure for strong inputs is demonstrated; in Sec. IV, the amplitude-feedback and amplitude-penalty methods are proposed on the basis of phase-amplitude reduction; in Sec. V, the validity of the proposed methods are demonstrated by using the van der Pol and Willamowski-Rössler oscillators; in Sec. VI, conclusions and discussion are given, and in the Appendix, additional discussions on the optimal tangential input and details of the numerical methods for calculating the Floquet eigenvectors are given.

**II. PHASE-AMPLITUDE REDUCTION AND FLOQUET THEORY**

In this section, we briefly review the phase-amplitude reduction theory for limit-cycle oscillators and its relation to the Floquet theory.

**A. Phase-amplitude reduction**

We begin with a brief introduction of the phase-amplitude reduction \[ 53\, 55\, 57\]. We consider a limit-cycle oscillator described by

\[
\dot{\mathbf{X}}(t) = \mathbf{F}(\mathbf{X}(t)),
\]  

(1)
where $X(t) \in \mathbb{R}^N$ is the system state at time $t$, the dot (\(\dot{\cdot}\)) denotes the time derivative, and $F(X) \in \mathbb{R}^N$ describes the system dynamics. It is assumed that Eq. (1) has an exponentially stable limit-cycle solution $X_0(t) = X_0(t + T)$ with period $T = 2\pi/\omega$, where $\omega$ is the natural frequency. We denote this limit cycle as $\chi$.

The linear stability of $\chi$ is characterized by the Floquet exponents $\lambda_i (i = 0, 1, ..., N - 1)$. One of the exponents vanishes, $\lambda_0 = 0$, which is associated with the phase direction tangent to $\chi$, and the other exponents $\lambda_1, ..., \lambda_{N - 1}$ associated with the amplitude deviations from $\chi$ possess negative real parts and are in general complex. These Floquet exponents are sorted in decreasing order of their real parts, i.e., $\lambda_0 = 0 > \text{Re}(\lambda_1) \geq \text{Re}(\lambda_2) \geq ... \geq \text{Re}(\lambda_{N - 1})$.

For this system, we can define a phase function $\Theta(X) : \mathbb{R}^N \rightarrow [0, 2\pi)$ and amplitude functions $R_i(X) : \mathbb{R}^N \rightarrow \mathbb{C} (i = 1, ..., N - 1)$ in the basin of $\chi$ satisfying

$$
\dot{\Theta}(X) = \langle \nabla \Theta(X), F(X) \rangle = \omega,
$$

$$
\dot{R}_i(X) = \langle \nabla R_i(X), F(X) \rangle = \lambda_i R_i(X),
$$

where the inner product is defined by $\langle a, b \rangle = \sum_{j=1}^{N} a_j^* b_j$ (* denotes complex conjugate). It is noted that the phase constantly increases with the frequency $\omega$ and the amplitudes decay linearly with the rate (possibly complex) $\lambda_i$, namely, the phase and amplitude functions provide a global linearization of the original nonlinear system in the basin of $\chi$.

Using the phase and amplitude functions $\Theta$ and $R_i$, we introduce the phase and amplitude variables of the system state $X$ as $\theta = \Theta(X)$ and $r_i = R_i(X) (i = 1, ..., N - 1)$. When the state $X(t)$ is on $\chi$, it can be represented as a function of the phase as $X(t) = X_0(\theta/\omega) =: \chi(\theta)$, where the state $X_0(0)$ at $t = 0$ is chosen as the origin $\theta = 0$ of the phase without loss of generality, and the symbol $\chi(\theta)$ is introduced to represent the state on the limit cycle $\chi$ as a function of the phase $\theta$. Each amplitude $R_i(X)$ measures the deviation of the system state $X$ from $\chi$ and vanishes when $X$ is on $\chi$, i.e., $R_i(\chi(\theta)) = 0$.

The phase defined above is called the asymptotic phase [8,11,20,22] and characterizes the oscillator dynamics along $\chi$. The level sets of this phase function is called isochrons. Similarly, the level sets of the (absolute values of the) amplitudes characterizing deviations of the system state from $\chi$ are called isostables [51].

We now assume that the oscillator is perturbed by an external input as

$$
\dot{X}(t) = F(X(t)) + p(t),
$$

where $p(t) \in \mathbb{R}^N$ represents the input. By using the chain rule of differentiation, we can derive the
equations for the phase and amplitudes variables as

\[ \dot{\theta}(t) = \omega + \langle \nabla \Theta(X(t)), p(t) \rangle, \]
\[ \dot{r}_i(t) = \lambda_i r_i(t) + \langle \nabla R_i(X(t)), p(t) \rangle. \]

(4)

We are interested in the phase \( \theta \) and only a small number of slowly decaying amplitudes \( r_1, ..., r_M \) \( (M < N - 1) \) to reduce the dimensionality of the system.

In the conventional phase(-amplitude) reduction for a weakly perturbed limit-cycle oscillator [9, 20], it is assumed that the perturbation \( p \) is sufficiently weak and of order \( O(\epsilon) \) where \( 0 \leq \epsilon \ll 1 \). Then, neglecting the terms of order \( O(\epsilon^2) \), we can obtain the approximate phase-amplitude equations at the lowest order in a closed form (see e.g. Refs. [22, 53, 56]),

\[ \dot{\theta} = \omega + \langle Z(\theta), p(t) \rangle, \]
\[ \dot{r}_i = \lambda_i r_i + \langle I_i(\theta), p(t) \rangle, \]

(5)

where the gradients \( \nabla \Theta(X) \) and \( \nabla R_i(X) \) are approximated by the phase sensitivity function (PSF) \( Z(\theta) = \nabla \Theta|_{X=\chi(\theta)} \) and amplitude (isostable) sensitivity functions (ISFs) \( I_i(\theta) = \nabla R_i|_{X=\chi(\theta)} \) evaluated at \( X = \chi(\theta) \) on the limit cycle \( \chi \).

In this study, however, we do not assume that the perturbation \( p \) is weak in deriving the phase-amplitude equations. Instead, we assume that each amplitude \( r_i \) is kept to be of order \( O(\delta) \) with \( 0 \leq \delta \ll 1 \) even under the effect of \( p \), namely, \( p \) is chosen such that the amplitude \( r_i \) does not deviate largely from 0 as we explain later (as such \( p \), we will use a periodic input with an additional feedback control, or a periodic input that is designed not to excite large amplitude deviations). As shown in Appendix A, we can then approximately derive the following phase-amplitude equations:

\[ \dot{\theta} = \omega + \langle Z(\theta), p(t) \rangle + O(\delta/\omega), \]
\[ \dot{r}_i = \lambda_i r_i + \langle I_i(\theta), p(t) \rangle + O(\delta/\omega), \]

(6)

Thus, even if \( p \) is not very small, we can neglect the terms of order \( O(\delta/\omega) \) when \( \delta/\omega \) is small and obtain the lowest-order phase-amplitude equations of the form (5) also in this case.

It often happens that the negative real part of \( \lambda_i \) decreases quickly with \( i \) and only the first few amplitude variables \( r_i \) for \( i = 1, ..., M \) decay slowly. In the simplest situation, we may need to consider only the slowest-decaying amplitude \( r_1 \) when \( \lambda_1 \) is real, or only a pair of slowest-decaying amplitudes \( r_1 \) and \( r_2 \) when \( \lambda_1 = \lambda_2^* \) is complex, and reduce the dimensionality of the original \( N \)-dimensional system to \( M + 1 = 2 \) or 3.
From the phase and amplitudes $\theta$ and $r_i$, the original system state can be approximately reconstructed as $X \approx \chi(\theta)$ at the lowest order, or
\[
X \approx \chi(\theta) + \sum_{i=1}^{M} r_i u_i(\theta/\omega)
\] at the first order, where $u_i(t)$ is the right Floquet eigenvector associated with $\lambda_i$ given in the next subsection.

B. Floquet theory

The phase-amplitude equations (5) are characterized by the natural frequency $\omega$, PSF $Z(\theta)$, Floquet exponents $\lambda_i$, and ISFs $I_i(\theta)$ for $i = 1, ..., M$. Though it is difficult to obtain the phase and amplitude functions $\Theta$ and $R_i$ analytically, the PSF and ISFs are given by the left Floquet eigenvectors of the limit cycle and can be evaluated more easily [8–11, 20, 22, 53, 56, 62, 63].

By linearizing the unperturbed system described by Eq. (1) around the limit-cycle solution $X_0(t)$ for a small variation $y(t) = X(t) - X_0(t) \in \mathbb{R}^N$, we obtain a periodically driven linear system, $\dot{y}(t) = J(X_0(t))y(t)$, where $J \in \mathbb{R}^{N \times N}$ is a $T$-periodic Jacobian matrix of $F$ evaluated at $X = X_0(t)$. We denote the fundamental matrix of this linearized equation as $\Psi(t) \in \mathbb{R}^{N \times N}$, which satisfies $\dot{\Psi}(t) = J(X_0(t))\Psi(t)$ with an initial condition $\Psi(0) = E$, where $E \in \mathbb{R}^{N \times N}$ is an identity matrix [64, 65].

According to the Floquet theory, $\Psi(t)$ can be expressed as $\Psi(t) = P(t)\exp(\Lambda t)$ where $P$ is a $T$-periodic matrix satisfying $P(t + T) = P(t) \in \mathbb{R}^{N \times N}$ and $P(0) = E$, and $\Lambda \in \mathbb{R}^{N \times N}$ is a constant matrix. It is noted that $\Lambda$ depends on the initial condition $X_0(0)$ at $t = 0$ of the system. The matrix $M = \exp(\Lambda T)$ is called a monodromy matrix [64, 65].

We consider the eigensystem $\{\lambda_i \in \mathbb{C}, \ u_i \in \mathbb{C}^N, \ v_i \in \mathbb{C}^N\}_{i=0,1,\ldots,N-1}$ of $\Lambda$ satisfying $\Lambda u_i = \lambda_i u_i$ and $\Lambda^\dagger v_i = \lambda_i^* v_i$ for $i = 0, 1, ..., N - 1$, where $\dagger$ represents Hermitian conjugate (transpose for real matrices). The eigenvalue $\lambda_i$ gives the $i$th Floquet exponent (i.e., $e^{\lambda_i T}$ is the Floquet multiplier; the principal value is chosen when $\lambda_i$ is complex) and we call the associated right and left eigenvectors $u_i$ and $v_i$ the Floquet eigenvectors. Among them, one of the Floquet exponent is $\lambda_0 = 0$ and the associated right Floquet eigenvector $u_0$ is parallel to the tangent vector of $\chi$ at $X_0(0)$ [9, 22]. We choose this vector as $u_0 = (1/\omega)dX_0(t)/dt|_{t=0}$, where the normalization factor $(1/\omega)$ is introduced to be consistent with the convention of the phase reduction theory [9, 22]. The eigenvectors are normalized to satisfy the bi-orthonormality relation $\langle v_i, u_j \rangle = \delta_{ij}$ for $i, j = 0, 1, ..., N$. 
Using the right and left Floquet eigenvectors $u_i$ and $v_i$, we further define

$$u_i(t) = P(t)u_i \in \mathbb{C}^N, \quad v_i(t) = (P(t)^{-1})^\dagger v_i \in \mathbb{C}^N \quad (8)$$

for $0 \leq t < T$ along $\chi$, which we also call the Floquet eigenvectors. These eigenvectors are $T$-periodic, i.e., $u_i(T) = u_i(0) = u_i$ and $v_i(T) = v_i(0) = v_i$, and satisfy the bi-orthonormality relation $\langle v_i(t), u_j(t) \rangle = \delta_{i,j}$ ($i, j = 0, 1, ..., N - 1$) for $0 \leq t < T$. We can also confirm that these vectors are $T$-periodic solutions to the following set of linear and adjoint linear equations [22, 56, 62, 63]:

$$\frac{d}{dt} u_i(t) = [J(X_0(t)) - \lambda_i] u_i(t),$$

$$\frac{d}{dt} v_i(t) = -[J(X_0(t))^\dagger - \lambda_i^*] v_i(t). \quad (9)$$

In particular, the right Floquet eigenvector associated with $\lambda_0 = 0$ is given by $u_0(t) = (1/\omega)dX_0(t)/dt = (1/\omega)F(X_0(t))$ and satisfies the above equation.

The PSF and ISFs, which are the gradients of the phase and amplitude functions $\Theta(X)$ and $R_i(X)$ evaluated at $X = \chi(\theta)$ with $\theta = \omega t$ on the limit cycle $\chi$, can be expressed by the left Floquet eigenvectors $v_i(t)$ ($i = 0, 1, ..., N - 1$) as

$$Z(\theta) = \nabla \Theta|_{X = \chi(\theta)} = v_0(\theta/\omega),$$

$$I_i(\theta) = \nabla R_i|_{X = \chi(\theta)} = v_i(\theta/\omega), \quad (10)$$

for $0 \leq \theta < 2\pi$. Indeed, assuming that the above relations hold, we can linearly approximate the phase and amplitude functions for $X$ close to $\chi(\theta)$ as

$$\Theta(X) \approx \Theta(\chi(\theta)) + \langle \nabla \Theta|_{X = \chi(\theta)}, y(t) \rangle = \theta + \langle v_0(t), y(t) \rangle,$$

$$R_i(X) \approx R_i(\chi(\theta)) + \langle \nabla R_i|_{X = \chi(\theta)}, y(t) \rangle = \langle v_i(t), y(t) \rangle, \quad (11)$$

for sufficiently small $y(t) = X(t) - \chi(\theta(t))$. We then have

$$\frac{d}{dt} \Theta(X) \approx \frac{d\theta}{dt} + \left\langle \frac{dv_0(t)}{dt}, y(t) \right\rangle + \left\langle v_0(t), \frac{dy(t)}{dt} \right\rangle = \omega + \left\langle \frac{dv_0(t)}{dt}, y(t) \right\rangle + \left\langle v_0(t), J(X_0(t))y(t) \right\rangle = \omega + \frac{dv_0(t)}{dt} + J(X_0(t))^\dagger v_0(t), y(t) \right\rangle = \omega \quad (12)$$

and

$$\frac{d}{dt} R_i(X) \approx \left\langle \frac{dv_i(t)}{dt}, y(t) \right\rangle + \left\langle v_i(t), \frac{dy(t)}{dt} \right\rangle = \left\langle \frac{dv_i(t)}{dt}, y(t) \right\rangle + \left\langle v_i(t), J(X_0(t))y(t) \right\rangle = \frac{dv_i(t)}{dt} + J(X_0(t))^\dagger v_i(t), y(t) \right\rangle = \langle \lambda_i^* v_i(t), y(t) \rangle = \lambda_i R_i(X). \quad (13)$$
hence Θ and Ri satisfy their defining equations (2) within the linear approximation. It is noted that, by the above definition of u0(t) and Z(θ), we have dΘ(X0(t))/dt = ⟨∇Θ(X0(t)), dX0(t)/dt⟩ = ⟨Z(θ), ωu0(θ)⟩ = ω ⟨v0(t), u0(t)⟩ = ω, which is a standard convention in the phase reduction theory [9, 22]. For more details, see e.g. Appendix A in Ref. [22].

Thus, by numerically solving the linear and adjoint linear equations (9) and obtaining ui(t) and vi(t), we can calculate the PSF Z(θ) and ISF Ii(θ) and use them to reduce the original N-dimensional dynamical system given by Eq. (1) to the (M + 1)-dimensional phase and amplitude equations (6). Details of the numerical schemes for calculating the Floquet eigenvectors are explained in Appendix B.

III. PHASE EQUATION FOR A PERIODICALLY DRIVEN OSCILLATOR

In this section, we consider a limit-cycle oscillator driven by a periodic input. We first derive an averaged equation for the phase difference between the oscillator and the periodic input. We then briefly review the optimization of the periodic input for linear stability within the phase-reduction framework by Zlotnik et al. [37]. We also demonstrate that the method fails when the periodic input is too strong due to breakdown of the phase-only approximation, leading to discrepancy between the target and realized phase-locking points.

A. Averaged phase equation

We consider a limit-cycle oscillator subjected to a periodic input described by Eq. (3). The perturbation is given in the form p(t) = q(Ωt), where q ∈ R^N represents the waveform of the periodic input of frequency Ω and period Te = 2π/Ω. Following the previous studies for optimal entrainment [34, 37], we first derive an approximate, autonomous equation for the phase difference φ(t) = θ(t) − Ωt by using the averaging method [9, 66], and then derive the optimal periodic waveform by using the averaged equation.

Unlike the conventional analysis [9], we do not assume the perturbation q to be small, but we assume that the functional form of q is chosen appropriately such that the amplitude deviations of the oscillator state from the limit cycle remains O(δ) (0 ≤ δ ≪ 1) as explained in Sec. II and Appendix A. Here, to perform the averaging approximation, we additionally assume that q is of O(ωδ) and that the natural frequency ω of the oscillator and the input frequency Ω are close to each other in the sense that the frequency mismatch Δ = ω − Ω is of order O(ωδ). We stress that
\(q\) and \(\Delta\) may not be small when \(\omega\) is large.

The approximate equation for the oscillator phase \(\theta(t) = \Theta(X)\) is given from Eq. (6) by

\[
\frac{d}{dt} \theta(t) = \omega + \langle Z(\theta(t)), q(\Omega t) \rangle, \tag{14}
\]

which is non-autonomous. To average this equation and derive an autonomous form, we introduce a rescaled time \(t' = \Omega t\). Using \(d/dt = \Omega d/dt'\), we obtain

\[
\Omega \frac{d}{dt'} \tilde{\theta}(t') = \omega + \langle Z(\tilde{\theta}(t')), \tilde{q}(t') \rangle, \tag{15}
\]

where \(\tilde{\theta}(t') = \theta(t = t'/\Omega)\) and \(\tilde{q}(t') = q(\Omega t = t')\). The equation for the phase difference \(\tilde{\phi}(t') = \phi(t = t'/\Omega) - \Omega t = \tilde{\theta}(t') - t'\) is then given by

\[
\frac{d}{dt'} \tilde{\phi}(t') = \frac{1}{\Omega} \left[ \Delta + \langle Z(\tilde{\phi}(t') + t'), \tilde{q}(t') \rangle \right]. \tag{16}
\]

Because we assumed that \(q\) and \(\Delta\) are of \(O(\omega \delta)\), the right-hand side of the above equation is of order \(O(\delta)\) and small, namely, \(\tilde{\phi}\) is a slowly-varying quantity. We can thus average the right-hand side over one period of oscillation and derive an approximate equation for \(\tilde{\phi}(t')\) as \[9, 66\]

\[
\frac{d}{dt'} \tilde{\phi}(t') = \frac{1}{\Omega} \left[ \Delta + \langle Z(\tilde{\phi}(t') + t'), \tilde{q}(t') \rangle \right]s, \tag{17}
\]

where \(T_e' = \Omega T_e = 2\pi\) is the input period measured in the timescale of \(t'\) and a small error term of \(O(\delta^2)\) that arises by the averaging was dropped \[66\]. Returning to the original timescale \(t\), the approximate averaged equation for the phase difference \(\phi(t) = \tilde{\phi}(t' = \Omega t)\) is given by

\[
\frac{d}{dt} \phi(t) = \Delta + \frac{1}{T_e} \int_0^{T_e} \langle Z(\phi + \Omega s), q(\Omega s) \rangle ds, \tag{18}
\]

where we put \(s' = \Omega s\) in the integral.

Thus, the approximate equation for the phase difference \(\phi\) is given by

\[
\dot{\phi} = \Delta + \Gamma(\phi), \quad \Gamma(\phi) = \left[ \langle Z(\phi + \Omega s), q(\Omega s) \rangle \right]_s \tag{19}
\]

where we defined the phase coupling function \(\Gamma(\phi)\) and \([g(s)]_s = \frac{1}{T_e} \int_0^{T_e} g(s) ds\) represents the time average of a given function \(g \in \mathbb{R}\) over one input period \(T_e\). It is noted that, though our assumptions are different from the standard analysis for weakly perturbed oscillators, Eq. (19) for the phase difference takes the same form as the averaged phase equation in the standard analysis \[9\]. Therefore, we can use the same optimization method as in Ref. [37] to derive the optimal waveform for the periodic input \(q\).
B. Optimal waveform for stable entrainment

We seek the optimal input for which (i) a given \( \phi^* (0 \leq \phi^* < 2\pi) \) is a stable phase-locking point and (ii) the linear stability (negative of the stability exponent) at \( \phi^* \),

\[
-\Gamma'(\phi^*) = -\left[ \left\langle Z'(\phi^* + \Omega t), q(\Omega t) \right\rangle \right]_t,
\]

is maximized under a constraint on the power of the periodic input \( q \). This maximization problem is formulated as

\[
\max_q -\Gamma'(\phi^*),
\]

s.t. \( \Delta + \Gamma(\phi^*) = 0 \), \[\|q\|_t^2 = P,\]

where the one-period average of the power \( \|q\|^2 = \langle q, q \rangle \) of the input is constrained at a constant \( P > 0 \), where \( \sqrt{P} \) is generally of order \( \mathcal{O}(\omega \delta) \). These constraints can be incorporated into the Lagrange function

\[
C(q, \mu, \nu) = -\Gamma'(\phi^*) + \mu\{\Delta + \Gamma(\phi^*)\} + \nu(P - \|q\|_t^2),
\]

by introducing Lagrange multipliers \( \mu \) and \( \nu \). From the conditions for the extremum, we obtain an Euler-Lagrange equation and two additional conditions as follows:

\[
\frac{\delta C}{\delta q} = \frac{1}{T_e} \left\{ -Z'(\phi^* + \Omega t) + \mu Z(\phi^* + \Omega t) - 2\nu q(\Omega t) \right\} = 0,
\]

\[
\frac{\partial C}{\partial \mu} = \Delta + \left\langle Z(\phi^* + \Omega t), q(\Omega t) \right\rangle_t = 0,
\]

\[
\frac{\partial C}{\partial \nu} = P - \|q(\Omega t)\|^2_t = 0,
\]

where \( \delta / \delta q \) represents functional differentiation with respect to \( q \). The optimal input waveform in the phase-reduction framework, denoted as \( q^{ls}(\Omega t) \), is thus obtained as

\[
q^{ls}(\Omega t) = -\frac{1}{2\nu} Z'(\phi^* + \Omega t) + \frac{\mu}{2\nu} Z(\phi^* + \Omega t),
\]

\[
\mu = -\frac{2\nu \Delta}{\|Z\|^2_t}, \quad \nu = \frac{1}{2} \sqrt{\frac{\|Z\|^2_t}{P - \Delta^2 / \|Z\|^2_t}}.
\]

C. Breakdown of the phase-only approximation

In the above derivation, we generally assumed that \( \sqrt{P} \) of the periodic input is of order \( \mathcal{O}(\omega \delta) \). However, the phase equation is valid only when the amplitude deviations of the system state from
FIG. 1: Results of phase-only optimization for the linear stability. (a) Evolution of the phase differences. (b) Trajectories on the phase plane in the steady state for input powers $P = 0.001$ (blue), 0.03 (yellow), and 1.0 (green). Black dashed line in (a) indicates the target phase difference $\phi^* = 0$, and the red dashed curve in (b) shows the unperturbed limit cycle with $P = 0$.

The limit cycle remain small. Thus, if we simply apply the optimal waveform $q^{ls}$ with non-small $P$ to the oscillator, the assumption of small amplitude deviations may be violated and the oscillator may not be entrained as desired because $q^{ls}$ is not designed to suppress amplitude deviations. Here, we illustrate the breakdown of the phase-only approximation for large $P$.

We use the Stuart-Landau oscillator, a normal form of the supercritical Hopf bifurcation [9, 20], as an example, given by

$$
\begin{pmatrix}
\dot{x} \\
\dot{y}
\end{pmatrix} = \begin{pmatrix}
x - ay - (x - by)(x^2 + y^2) \\
ax + y - (bx + y)(x^2 + y^2)
\end{pmatrix}.
$$

(28)

We assume the parameter values to be $a = 11$ and $b = 1$, which gives the natural frequency $\omega = a - b = 10$ and non-zero Floquet exponent $\lambda_1 = -2$. The input frequency is assumed to be equal to the natural frequency, $\Omega = 10$. The target phase-locking point is set as $\phi^* = 0$ and the initial condition of $(x, y)$ is chosen such that the phase difference at $t = 0$ is $\phi(0) = \pi/2$.

Figures [1](a) and (b) show the evolution of the phase difference $\phi(t)$ and the trajectory on the $(x, y)$ phase plane, respectively, for three values of $P$. From Fig. [1](a), we observe that the convergence becomes faster as $P$ is increased, but the realized phase-locking point deviates more significantly from the target point $\phi^* = 0$. This discrepancy is caused by the breakdown of the phase-only approximation. As shown in Fig. [1](b), as the intensity of the input $P$ increases, the system state deviates from the unperturbed limit cycle more significantly, yielding larger errors in the phase reduction and invalidating the results of the optimization that relies only on the phase
IV. OPTIMAL ENTRAINMENT WITH AMPLITUDE SUPPRESSION

From the results in the previous section, it is expected that faster convergence to the target phase-locking point can be realized if the amplitude deviations of the system state from the limit cycle can be suppressed. To accomplish this, we propose two methods: an amplitude-feedback method and an amplitude-penalty method.

A. Amplitude-feedback method

The first method is to add an amplitude-feedback term to the optimal input $q^{ls}$ derived in the previous section. We consider a modified periodic input given by

$$q^{fb}(t) = q^{ls}(\Omega t) - \alpha y(t)$$

(29)

where $y(t) = X - \chi(\theta(t))$ represents the deviation of the system state from the limit cycle $\chi$ and $\alpha > 0$ is a feedback gain. When $y(t)$ is small, we can approximately expand it as

$$y(t) \approx \sum_{i=1}^{M} r_i(t) u_i(\theta(t)/\omega)$$

(30)

by using the first $M$ amplitude variables $r_i$ for $i = 1, \ldots, M$ ($M \leq N - 1$). Therefore, the approximate phase and amplitude equations become

$$\dot{\theta}(t) = \omega + \left< Z(\theta(t)), q^{fb}(t) \right>$$

$$= \omega + \left< Z(\theta(t)), q^{ls}(\Omega t) \right>$$

(31)

and

$$\dot{r}_i(t) = \lambda_i r_i(t) + \left< I_i(\theta(t)), q^{fb}(t) \right>$$

$$= (\lambda_i - \alpha) r_i(t) + \left< I_i(\theta(t)), q^{ls}(\Omega t) \right>$$

(32)

from the bi-orthonormality relation of the left Floquet eigenvectors (PSF and ISFs) and the right Floquet eigenvectors, $\left< Z(\theta), u_i(\theta/\omega) \right> = 0$ and $\left< I_i(\theta), u_j(\theta/\omega) \right> = \delta_{ij}$ for $i, j = 1, \ldots, M$. Namely, at the lowest-order phase-amplitude reduction, the phase dynamics is unaffected by the feedback while the convergence rate of the amplitude $r_i$ changes from $\lambda_i$ to $\lambda_i - \alpha$ when the deviation $y(t)$
is small. We thus expect faster decay of the amplitudes and suppression of the deviation of the system state from the unperturbed limit cycle $\chi$.

In the numerical simulations described in the next section, a moderate value of the feedback gain $\alpha$ is chosen empirically so that the feedback input is sufficiently large to suppress the amplitude deviations but not too large to lose efficiency.

B. Amplitude-penalty method

The second method, which is feedforward, is to add a penalty term to the optimization problem, Eq. (21), which increases if the amplitude deviations of the system state from the limit cycle are excited. Specifically, we consider the following optimization problem:

$$\max_{\mathbf{q}} -\Gamma'(\phi^*) - \sum_{i=1}^{M} k_i \left[ \langle I_i(\phi^* + \Omega t), \mathbf{q}(\Omega t) \rangle^2 \right]_t,$$

subject to $\Delta + \Gamma(\phi^*) = 0$, $\|\mathbf{q}\|^2_t = P$, (33)

where the second term in the objective function represents the penalty and $k_i \geq 0$ gives the weight of the penalty for the excitation of the $i$th amplitude. We use the same weights $k_i = k_{i+1}$ if the $i$th and $i+1$th amplitudes are mutually complex conjugate, namely, when $\lambda_i = \lambda_{i+1}^*$. The inner product $\langle I_i(\phi^* + \Omega t), \mathbf{q}(\Omega t) \rangle$ is nothing but the second perturbation term in the amplitude equation (5) for the case that the oscillator phase is $\theta = \phi^* + \Omega t$ and the input phase is $\Omega t$; namely, the effect that the periodic input exerts on the $i$th amplitude when the oscillator is phase-locked to the periodic input at the target phase difference $\phi^*$. By adding this term to the objective function, the functional component in the periodic input that causes amplitude deviations of the oscillator state from the limit cycle is expected to be diminished.

To solve the optimization problem Eq. (33), we introduce a Lagrange function

$$C(\mathbf{q}, \mu, \nu) = -\Gamma'(\phi^*) - \sum_{i=1}^{M} k_i \left[ \langle I_i(\phi^* + \Omega t), \mathbf{q}(\Omega t) \rangle^2 \right]_t + \mu(\Delta + \Gamma(\phi^*)) + \nu(P - \|\mathbf{q}\|^2_t),$$

(34)

where $\mu$ and $\nu$ are the Lagrange multipliers and the amplitudes up to $M$ ($\leq N - 1$) are taken into
account. The conditions for the extremum yield
\[
\frac{\delta C}{\delta q} = \frac{1}{T_e} \left\{ - Z'(\phi^* + \Omega t) - 2 \sum_{i=1}^{M} k_i I_i(\phi^* + \Omega t) I_i^\dagger (\phi^* + \Omega t) q(\Omega t) \right. \\
+ \mu Z(\phi^* + \Omega t) - 2\nu q(\Omega t) \right\} = 0,
\] (35)
\[
\frac{\partial C}{\partial \mu} = \Delta + \left[ \langle Z(\phi^* + \Omega t), q(\Omega t) \rangle \right]_t = 0,
\] (36)
\[
\frac{\partial C}{\partial \nu} = P - \|q(\Omega t)\|^2 = 0.
\] (37)

From Eq. (35), we obtain
\[
q(\Omega t) = \frac{1}{2} \left\{ \nu E + \sum_{i=1}^{M} k_i I_i(\phi^* + \Omega t) I_i^\dagger (\phi^* + \Omega t) \right\}^{-1} \left\{ - Z'(\phi^* + \Omega t) + \mu Z(\phi^* + \Omega t) \right\},
\] (38)
where \( E \in \mathbb{R}^{N \times N} \) is an identity matrix. By plugging Eq. (38) into Eq. (36), we obtain
\[
\Delta + \left[ \langle Z, \frac{1}{2} \left\{ \nu E + \sum_{j=1}^{M} k_j I_j I_j^\dagger \right\}^{-1} \left\{ - Z' + \mu Z \right\} \rangle \right]_t = 0,
\] (39)
from which the relation between \( \mu \) and \( \nu \) is derived as
\[
\mu = \left[ \langle Z, \left\{ \nu E + \sum_{i=1}^{M} k_i I_i I_i^\dagger \right\}^{-1} Z' \rangle \right]_t - 2\Delta \left[ \langle Z, \left\{ \nu E + \sum_{i=1}^{M} k_i I_i I_i^\dagger \right\}^{-1} Z \rangle \right]_t.
\] (40)

Though it is difficult to determine \( \mu \) and \( \nu \) analytically, we can numerically find an appropriate Lagrange multiplier \( \nu \), which determines \( q \) and \( \mu \) from Eqs. (38) and (40), such that the power constraint in Eq. (37) is satisfied. We denote the resulting optimal input as \( q^{pl} \).

If we consider the limit \( k_i \to \infty \) \((i = 1, ..., M)\) in Eq. (33), it is expected that the input waveform \( q \) can possess only the tangential component along the limit cycle because \( q \) should not excite the amplitude deviations at all. In Appendix B, we present the result of optimization for such a tangential input and compare it with the results of the amplitude-penalty method.

In the numerical simulations described in the next section, moderate values of the weights \( k_i \) are chosen empirically so that the effect of the input exerting on the \( i \)th amplitude is sufficiently small and at the same time the penalty does not degrade the improvement in the linear stability.

V. EXAMPLES

In this section, we illustrate the results of the two methods using a two-dimensional van der Pol model \([67, 68]\) with a real non-zero Floquet exponent and a three-dimensional Willamowski-Rössler model \([69]\) that possesses a pair of complex non-zero Floquet exponents.
FIG. 2: Floquet eigenvectors $\mathbf{u}_i(\theta/\omega), \mathbf{v}_i(\theta/\omega)$ of the van der Pol model for $i = 0$ (a,c) and $i = 1$ (b, d). Both $x$ and $y$ components of the eigenvector are shown in each figure.

A. van der Pol model

We consider the van der Pol model of an electric oscillator [67, 68] given by

$$\begin{pmatrix}
\dot{x} \\
\dot{y}
\end{pmatrix} = \begin{pmatrix}
\frac{d}{dx} (cx - x^3/3 - y) \\

\end{pmatrix},$$

(41)

where $x$ and $y$ represent the current and voltage, respectively, and $c$ and $d$ are parameters, which we fix as $c = 0.3$ and $d = 10$. The natural frequency of the limit cycle is $\omega \approx 9.94$ and the non-zero Floquet exponent is $\lambda_1 \approx -3.02$. The Floquet eigenvectors are plotted in Fig. 2 (See Appendix B for the numerical methods). We fix the input power as $P = 1.0$ and the input frequency as $\Omega = \omega + 0.5 \approx 10.44$. The value $P = 1.0$ is already non-weak for this system and can excite amplitude deviations if neither feedback nor penalty method is introduced. The target phase-locking point is $\phi^* = 0$ and the initial system state $(x, y)$ at $t = 0$ is chosen such that the initial phase difference is $\phi(0) = \pi/2$. The feedback gain in the amplitude-feedback method is $\alpha = 50$ and the weight in the amplitude-penalty method is $k_1 = 20$ (note that $N = 2$).

The results of the optimal entrainment with the amplitude-feedback method are shown in Figs. 3(a) and (b). The optimal input waveforms in this case are given by the dashed curves (‘without penalty’) in Fig. 3(f). The phase difference $\phi$ converges to the correct target value $\phi^* = 0$ when the amplitude feedback is applied. This is because the deviation of the system state
FIG. 3: Results of amplitude-feedback and amplitude-penalty methods for the van der Pol model. (a) Evolution of the phase differences (raw and averaged) and (b) Trajectory on the phase plane for the amplitude-feedback method. (c) Evolution of the phase differences (raw and averaged) and (d) Trajectory on the phase plane for the amplitude-penalty method. (e) $\Delta + \Gamma(\phi)$ in Eq. (19) for the cases with and without the amplitude penalty. (f) Optimal inputs with and without amplitude penalty. In (a) and (c), the black dashed lines represent the target phase-locking point $\phi^* = 0$. In (b) and (d), the red dashed curves show the unperturbed limit cycle when $P = 0$.

from the unperturbed limit cycle is suppressed as shown in Fig. 3(b) and the validity of the phase equation is kept. In contrast, without the feedback, large amplitude deviations occur as shown in Fig. 3(b) and $\phi$ converges to an incorrect value.

The results of the optimal entrainment with the amplitude-penalty method are shown in Figs. 3(c), (d), (e) and (f). The phase difference converges to the correct target value also in this case when the penalty is introduced. This is because the optimal input with the amplitude
penalty does not excite large amplitude deviations and the system state stays near the unperturbed limit cycle as shown in Fig. 3(d). In contrast, for the optimal input without the penalty, large amplitude deviations occur and φ converges to an incorrect value.

Figure 3(e) shows $\Delta + \Gamma(\phi)$ in Eq. (19), calculated using the optimal inputs with and without the penalty plotted in Fig. 3(f). The linear stability of the phase-locking point $\phi^* = 0$ is given by the (negative) slope of the curve at the origin. The case without the penalty gives higher stability than the case with the penalty because some of the vector components that are included in the input waveform without the penalty are dropped in the input waveform with the penalty to avoid excitation of the amplitude deviations. Thus, the optimal input without penalty should lead to faster convergence when the input power $P$ is sufficiently weak. However, because $P$ is not weak in this simulation, the input without the penalty yields large deviations of the system state from the limit cycle and does not realize the correct target value.

In Figs. 3(a,c), we plotted two values of the phase difference for each curve, that is, the raw values directly measured by using the phase function $\Theta$ and the averaged values calculated by taking a moving average of the raw values for one period $T_e = 2\pi/\Omega$ of the periodic input, i.e., $\tilde{\phi}(t) = [\phi(t+s)]_s$, where the latter values correspond to the averaged phase variable used in Eq. (19) (though we used the same symbol $\phi$ for both raw and averaged phase variables for simplicity). The raw phase $\phi(t)$ naturally exhibits small wobbling around the averaged phase $\tilde{\phi}(t)$.

In this two-dimensional van der Pol model, the case with the penalty yielded larger wobbling than the case with the amplitude feedback. This is because the input waveforms with the penalty fluctuates more strongly than those without the penalty as shown in Fig. 3(f) in order not to perturb the oscillator when the ISFs shown in Fig. 2(d) take large values. The wobbling of all curves can be well suppressed by taking the moving average.

Figure 4 shows the optimal entrainment for the cases with the amplitude feedback ($\alpha = 50$) and with the amplitude penalty ($k = 10$), where the input power $P = 1.0$ is the same as that used in Fig. 3. For comparison, the results without the feedback nor the penalty are also shown as the simple cases for very weak ($P = 0.01$) and strong ($P = 1.0$) inputs. Here we fix the input frequency as $\Omega = \omega \approx 9.94$.

As shown in Fig. 4(a), without the amplitude suppression, the phase difference converges to the correct target value $\phi^* = 0$ only for the weak input ($P = 0.01$) and fails to converge appropriately for the strong input ($P = 1.0$). In contrast, both feedback and penalty methods achieve accurate convergence to the target phase-locking point for the strong input ($P = 1.0$). Figure 4(b) shows that both methods suppress amplitude deviations of the system state from the limit cycle even
FIG. 4: Optimal entrainment by the amplitude-feedback and amplitude-penalty methods for strong input ($P = 1.0$). For comparison, the cases without feedback nor penalty are also shown for weak ($P = 0.01$) and strong ($P = 1.0$) inputs. (a) Evolution of the phase differences (averaged). (b) Trajectories on the phase plane in the steady state.

under the strong input, while the system state largely deviates from the limit cycle for the strong input if neither feedback nor penalty are given.

It is remarkable that the proposed methods with the amplitude suppression can achieve faster convergence to the correct target phase-locking point than the conventional simple case without the amplitude suppression. The feedback method can realize much faster convergence by using a strong feedback gain, while the improvement in the performance of the penalty method is rather moderate. However, it should be stressed that the penalty method gives feedforward control and does not require the measurement of the system state.

The amplitude-feedback and amplitude-penalty methods can also widen the parameter region in which the phase difference converges to the correct target phase-locking point. Figure 5 shows the Arnold tongues for the (a) amplitude-feedback method ($\alpha = 50$), (b) amplitude-penalty method ($k = 20$), and (c) without the amplitude suppression. In each figure, the horizontal axis represents the frequency mismatch $\Delta = \omega - \Omega$ and the vertical axis represents the input power $P$. In each Arnold tongue, the discrepancy between the realized phase-locking point (averaged over one oscillation period after convergence) and the target phase-locking point $\phi^* = 0$ is visualized by a color map. Accurate convergence to $\phi^* = 0$ is confirmed in wide parameter regions in Fig. 5(a) (amplitude-feedback) and Fig. 5(b) (amplitude-penalty). In contrast, in the case without the amplitude suppression in Fig. 5(c), the realized phase-locking point shows considerable deviations from $\phi^* = 0$ for large $P$.

Thus, both proposed methods enable us to apply stronger periodic inputs by suppressing the amplitude deviations and achieve considerably faster entrainment and wider entrainment ranges.
FIG. 5: Arnold tongues and realized phase-locking points for (a) amplitude-feedback method, (b) amplitude-penalty method, and (c) no amplitude suppression. The color map represents the discrepancy between the target phase-locking point $\phi^* = 0$ and the realized phase-locking point.

B. Willamowski-Rössler model

The Willamowski-Rössler model for chemical oscillations [69, 70] is described by (in the expression of Ref. [70])

$$\frac{d}{dt} \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} = \begin{pmatrix} x_1(b_1 - d_1x_1 - x_2 - x_3) \\ x_2(b_2 - d_2x_2 - x_1) \\ x_3(x_1 - d_3) \end{pmatrix}, \quad (42)$$

where $x_1$, $x_2$, and $x_3$ represent the concentrations of intermediate chemical species and the parameters $b_1, b_2, d_1, d_2$, and $d_3$ are reaction rates. This system has 6 fixed points [70] and exhibits various dynamics including limit-cycle oscillations and chaos [71, 72]. We set the parameters as $b_1 = 80$, $b_2 = 20$, $d_1 = 0.16$, $d_2 = 0.13$, and $d_3 = 16$, with which the system has a stable limit cycle. The frequency of this limit cycle is $\omega \approx 17.25$ and the non-zero Floquet exponents are given by a pair of complex values $\lambda_1, \lambda_2 \approx -3.280 \pm 4.326\sqrt{-1}$. Figure 6 shows the Floquet eigenvectors $i = 0$ (real) and $i = 1, 2$ (mutually complex conjugate) obtained numerically (see Appendix B for the numerical methods).

We set the input power and frequency as $P = 10$ and $\Omega = \omega + 0.3 \approx 17.55$, respectively. As shown below, this value of $P$ is considerably strong and the system state largely deviates from the unperturbed limit cycle if neither feedback nor penalty is introduced. The target phase-locking point is $\phi^* = 0$ and the initial state is prepared such that the initial phase difference is $\phi(0) = \pi/2$. We use a feedback gain $\alpha = 1.0 \times 10^3$ for the amplitude-feedback method and weights $k_1 = k_2 = 0.1$ for the amplitude-penalty method ($N = 3$).

Figures 7(a) and (b) show the optimal entrainment with the amplitude-feedback method. The deviations of the system state from the unperturbed limit cycle is suppressed as shown in Fig. 7(b) and the phase difference $\phi$ converges to the correct target phase-locking point $\phi^* = 0$ as shown
FIG. 6: Floquet eigenvectors $u_i(\theta/\omega), v_i(\theta/\omega)$ of the Willamowski-Rössler model for $i = 0$ (a, d) and $i = 1$ (b, e, c, f, real and imaginary parts). Note that the first Floquet eigenvectors are complex and the second Floquet eigenvectors are their complex conjugate, i.e., $u_2 = u_1^*$ and $v_2 = v_1^*$.

in Fig. 7(a). In contrast, without the feedback, the system state largely deviates from the limit cycle and the phase difference does not accurately converge to $\phi^* = 0$. Indeed, the oscillator is so strongly perturbed by the periodic input that the system undergoes a period-doubling bifurcation and exhibits a longer closed orbit different from the unperturbed limit cycle as shown in Fig. 7(b).

Figure 7(c) and (d) show the optimal entrainment with the amplitude-penalty method. We can confirm in Fig. 7(c) that the amplitude deviations are suppressed and the phase difference converges to the correct target phase-locking point in the case with the penalty. In contrast, as shown in Fig. 7(d), the case without the penalty induces large amplitude deviations, which causes strong fluctuations of the phase difference and failure in realizing the correct target value. As in the previous case of the van der Pol model, the linear stability of $\phi^* = 0$ is higher in the case without penalty as shown in Fig. 7(e), where $\Delta + \Gamma(\phi)$ in Eq. (19) calculated by using the optimal inputs shown in Fig. 7(f) is plotted. However, because $P$ is not small, the input without the penalty fails to converge correctly.

In this model, without the amplitude suppression, the raw phase differences exhibit strong wobbling as shown in Figs. 7(a) and (c). This is caused by the considerable deviations of the system state from the unperturbed limit cycle due to strong inputs as shown in Figs. 7(b) and (d). Both the amplitude-feedback and amplitude-penalty methods suppress the wobbling in the phase differences in this model, in contrast to the case of the van der Pol model. This is because suppression of the
FIG. 7: Results of amplitude-feedback and amplitude-penalty methods for the Willamowski-Rössler model. (a) Evolution of the phase differences (raw and averaged) and (b) Trajectories on the phase plane for the amplitude-feedback method. (c) Evolution of the phase differences (raw and averaged) and (d) Trajectories on the phase plane for the amplitude-penalty method. (e) $\Delta + \Gamma(\phi)$ in Eq. (19) for the cases with and without the amplitude penalty. (f) Optimal inputs with and without the amplitude penalty. In (a) and (c), the black dashed lines represent the target phase-locking point $\phi^* = 0$. In (b) and (d), the red dotted lines represent the unperturbed limit cycle with $P = 0$.

amplitude deviations does not necessarily cause fluctuations in the phase direction in this three-dimensional model. In Figs. 7(a) and (c), we averaged the raw phases for two periods $2T_e$ of the input because the system without feedback nor penalty exhibits a period-doubled orbit due to the strong effect of the periodic input as shown in Figs. 7(b) and (d).
VI. CONCLUDING REMARKS

In this paper, based on the phase-amplitude reduction, we have proposed two methods to derive strong input waveforms that suppress amplitude deviations and realize fast entrainment of limit-cycle oscillators, namely, the amplitude-feedback and amplitude-penalty methods. We used the van der Pol and Willamowski-Rössler models as examples and demonstrated that both methods enable us to apply stronger inputs while avoiding the breakdown of the phase equation, thereby realizing faster and accurate convergence to the target phase-locking point and wider locking range than the conventional method without the amplitude suppression.

The amplitude-feedback method can realize much faster entrainment by using a large feedback gain, but it assumes that we can always obtain the system state and the phase value, which could be difficult in practical implementation. Development of efficient methods to estimate the system’s phase from a small number of measurements would thus be desirable. Regarding the amplitude-penalty method, it can realize moderately faster entrainment in the feedforward setting, i.e., without measuring the system state. However, because it considers only the local amplitude deviations at the target phase-locking point, it only guarantees that the system state is close to the unperturbed limit cycle in the steady entrained state and not in the transient. It would thus be desirable to devise a method that can suppress also the amplitude deviations in the whole transient process for a more general, global optimization.

In the penalty method, we used a penalty term of the form \( \langle I_i(\phi^* + \Omega t), q(\Omega t) \rangle^2 \) in the objective function in Eq. (33) in order to suppress the effect of the input \( q(\Omega t) \) exerted on the amplitude \( r_i(t) \). This form of the penalty allowed us to derive the analytical solution Eq. (38) to the optimization problem. Instead of the above form, it may also be possible to include a more direct penalty term, namely, the squared mean of the amplitudes \( \langle |r_i(t)|^2 \rangle \) in order to suppress the amplitude deviations caused by \( q(\Omega t) \). However, the optimization problem with this penalty term is difficult to solve analytically and it should be solved numerically as a nonlinear programming problem (e.g. Ref. [45]). In this study, we chose the former one for the analytical tractability and confirmed that it reasonably suppressed the amplitude deviations and achieved faster entrainment in numerical simulations.

It should also be mentioned that there are other approaches that allow us to apply strong inputs for entrainment or synchronization by adaptively modifying the response curves to take into account the changes caused by strong perturbations [61, 73, 76]. In comparison to these adaptive methods, our present approach requires only the fundamental information near the limit cycle,
namely, the PSF and ISFs that can be evaluated simply by solving the adjoint equations, and hence it would be more easily implemented when the underlying model is known. It would also be possible to generalize the present method to consider the effect of uncertainties in these response functions as in Refs. [77, 78].

An important future topic is to develop a method to realize the present method of fast entrainment in a fully data-driven way. In the present study, we assumed that the system model is known, but it often happens in practical applications that the underlying dynamics is unknown. In such cases, data-driven methods as discussed, e.g., in Refs. [79–81] should be necessary. Because only the PSF and ISFs are required in the present methods, it may be possible to devise a simple algorithm to infer these quantities from observed data.

The methods proposed in the present study can also be used in different types of problems and allow us to apply stronger inputs to the oscillator for synchronization and entrainment. For example, we will be able to use the present method for minimizing the control power of oscillators [30–33] or maximizing the locking range of periodically driven oscillators [34–36]. We will also be able to use the present methods for optimizing mutual synchronization of coupled oscillators. Moreover, though we considered only the optimization of the local linear stability of the phase-locked state, we may be able to apply the present methods to other optimization problems, such as those for global entrainment property [45] and phase-distribution control [42–45]. Finally, using the phase-amplitude reduction frameworks for time-delayed [58] and spatially-extended [59] systems, we would also be able to realize fast entrainment in such non-conventional infinite-dimensional systems via amplitude suppression. We thus expect broad applicability of the proposed methods in the control of limit-cycling dynamics using strong perturbations.
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Appendix A: Derivation of the phase-amplitude equations for non-weak inputs

In this section, we derive the first-order approximate phase-amplitude equations (6). We denote the right and left Floquet eigenvectors in Eq. (8) as

$$U_i(\theta) = u_i(\theta/\omega), \quad V_i(\theta) = v_i(\theta/\omega),$$

(A1)

for simplicity. From Eq. (9), these eigenvectors satisfy

$$\frac{dU_i(\theta)}{d\theta} = \frac{1}{\omega}[J(\theta) - \lambda_i]U_i(\theta), \quad \frac{dV_i(\theta)}{d\theta} = -\frac{1}{\omega}[J(\theta) - \lambda_i^*]V_i(\theta),$$

(A2)

where $J(\theta) = J(\chi(\theta)) = J(X_0(t = \theta/\omega))$ is the Jacobian matrix of $F(X)$ at $X = \chi(\theta)$ and $\lambda_i$ is the $i$th Floquet exponent. In particular, $U_0(\theta)$ is tangent to the limit-cycle orbit $\chi(\theta)$ and we choose it as

$$U_0(\theta) = \frac{d\chi(\theta)}{d\theta} = \frac{dt}{d\theta} \frac{d\chi(\theta = \omega t)}{dt} = \frac{1}{\omega}F(\chi(\theta)).$$

(A3)

These eigenvectors satisfy the bi-orthogonality relation in the main text, i.e.,

$$\langle V_j(\theta), U_k(\theta) \rangle = \delta_{j,k},$$

(A4)

Note that $Z(\theta) = V_0(\theta)$ and $I_i(\theta) = V_i(\theta)$ ($i = 1, \ldots, N - 1$).

We consider a perturbed limit-cycle oscillator given by (Eq. (3) in the main text)

$$\dot{X}(t) = F(X(t)) + p(t),$$

(A5)

where we do not assume $p(t)$ to be weak. Instead, we assume that the system state $X$ is kept close to the limit cycle within the distance of $O(\delta)$ by appropriately choosing the functional form of $p$.

As explained in the main text, we introduce the phase function $\Theta$, define the phase variable of the oscillator state $X$ as $\theta = \Theta(X)$, and represent the oscillator state $X$ as

$$X(t) = \chi(\theta(t)) + y(t),$$

(A6)
where $y(t)$ is a deviation of $X(t)$ from the state $\chi(\theta(t))$ on the limit cycle with the same phase $\theta(t)$ as $X(t)$. We expand $y(t)$ using right Floquet vectors as

$$y(t) = \sum_{j=1}^{N-1} c_j(t) U_j(\theta(t)),$$

where $c_j(t) = \langle V_j(\theta), y(t) \rangle$ is the $j$th expansion coefficient of $O(\delta)$. These expansion coefficients are approximately equal to the amplitudes, because $R_j(X(t)) = R_j(\chi(\theta(t)) + y(t)) = R_j(\chi(\theta(t))) + \langle \nabla R_j(\chi(\theta(t))), y(t) \rangle + O(\delta^2) = \langle I_j(\theta(t)), y(t) \rangle + O(\delta^2)$, where we used $R_j(\chi(\theta(t))) = 0$ and $V_j(\theta) = I_j(\theta) = \nabla R_j(\chi(\theta))$. Thus, we have $r_j(t) = R_j(X(t)) = c_j(t) + O(\delta^2)$ and $r_j(t) = O(\delta) (j = 1, ..., N - 1)$.

Plugging Eqs. (A6) and (A7), and the above expression into Eq. (A5), we have

$$\frac{dX}{dt} = \frac{d\chi}{dt} + \frac{dy}{dt} = \frac{d\theta}{dt} \frac{d\chi}{d\theta} + \sum_j \frac{dr_j}{dt} U_j(\theta) + \sum_j r_j \frac{d\theta}{dt} \frac{dU_j}{d\theta} + O(\delta^2)$$

$$= \frac{d\theta}{dt} U_0(\theta) + \sum_j \frac{dr_j}{dt} U_j(\theta) + \sum_j r_j \frac{d\theta}{dt} \frac{1}{\omega} [J(\theta) - \lambda_j] U_j(\theta) + O(\delta^2)$$

(A8)

for the left-hand side and

$$F(X) + p = F(\chi(\theta) + y) + p$$

$$= F(\chi(\theta)) + J(\theta)y + O(\delta^2) + p$$

$$= \omega U_0(\theta) + \sum_j r_j J(\theta) U_j(\theta) + p + O(\delta^2)$$

(A9)

for the right-hand side. Therefore,

$$\frac{d\theta}{dt} \left( U_0(\theta) + \sum_j r_j \frac{1}{\omega} [J(\theta) - \lambda_j] U_j(\theta) \right) + \sum_j \frac{dr_j}{dt} U_j(\theta)$$

$$= \omega U_0(\theta) + \sum_j r_j J(\theta) U_j(\theta) + p + O(\delta^2).$$

(A10)

We assume that the last $O(\delta^2)$ term is sufficiently small and drop it in the following analysis.

First, taking an inner product of Eq. (A10) with $V_0(\theta)$, we obtain

$$\frac{d\theta}{dt} \left( 1 + \frac{1}{\omega} \sum_j r_j \langle V_0(\theta), J(\theta) U_j(\theta) \rangle \right) = \omega + \sum_j r_j \langle V_0(\theta), J(\theta) U_j(\theta) \rangle + \langle V_0(\theta), p \rangle$$

(A11)

and therefore the equation for the phase $\theta$ is given by

$$\frac{d\theta}{dt} = \omega + \frac{\langle V_0(\theta), p \rangle}{1 + \frac{1}{\omega} \sum_j r_j \langle V_0(\theta), J(\theta) U_j(\theta) \rangle} = \omega + \langle V_0(\theta), p \rangle + O\left( \frac{\delta}{\omega} \right),$$

(A12)
where we expanded the denominator and used that $r_j = \mathcal{O}(\delta)$ in the second expression. Thus, the phase equation is expressed as

$$\frac{d\theta}{dt} = \omega + \langle V_0(\theta), p \rangle + \mathcal{O}\left( \frac{\delta}{\omega} \right) \approx \omega + \langle \mathbf{z}(\theta), p \rangle + \mathcal{O}\left( \frac{\delta}{\omega} \right), \quad (A13)$$

where $\delta/\omega$ characterizes the order of the approximation error. We assume that $\delta/\omega$ is sufficiently small.

Next, taking an inner product of Eq. (A10) with $V_k(\theta)$ with $k \geq 1$, we obtain

$$\frac{d\theta}{dt} \left( -\frac{\lambda_k}{\omega} r_k + \frac{1}{\omega} \sum_j r_j \langle V_k(\theta), J(\theta)U_j(\theta) \rangle \right) + \frac{dr_k}{dt} = \sum_j r_j \langle V_k(\theta), J(\theta)U_j(\theta) \rangle + \langle V_k(\theta), p \rangle \quad (A14)$$

and, using Eq. (A12),

$$\frac{dr_k}{dt} = \lambda_k r_k + \langle V_k(\theta), p \rangle + \langle V_0(\theta), p \rangle \left( \frac{\lambda_k}{\omega} r_k - \frac{1}{\omega} \sum_j r_j \langle V_k(\theta), J(\theta)U_j(\theta) \rangle \right) + \mathcal{O}\left( \frac{\delta^2}{\omega^2} \right). \quad (A15)$$

Retaining only the terms up to $\mathcal{O}(\delta/\omega)$, we obtain

$$\frac{dr_k}{dt} = \lambda_k r_k + \langle V_k(\theta), p \rangle + \mathcal{O}\left( \frac{\delta}{\omega} \right) = \lambda_k r_k + \langle I_k(\theta), p \rangle + \mathcal{O}\left( \frac{\delta}{\omega} \right). \quad (A16)$$

Equations (A13) and (A16) give the first-order approximate phase-amplitude equations (6) in the main text.

**Appendix B: Tangential periodic input**

If we take the limit of large weights in the amplitude-penalty method, i.e., $k_i \to \infty$ for $i = 1, \ldots, M$ in the objective function in Eq. (33), the optimal input waveform is expected to possess only the vector components tangent to the limit cycle. Here, we consider this limit and assume that the input waveform is always proportional to the tangent vector of the limit cycle, optimize its scalar coefficient, and compare the result with those of the amplitude-penalty method.

We assume an input waveform given in the form

$$q(\Omega t) = \alpha(\Omega t)u_0((\phi^* + \Omega t)/\omega), \quad (B1)$$

where $\alpha(\Omega t)$ is a temporally periodic scalar coefficient, and consider the following optimization problem for $\alpha(\Omega t)$:

$$\max_{\alpha} -\Gamma'(\phi^*), \quad \text{s.t.} \quad \Delta + \Gamma(\phi^*) = 0, \quad \left[ \|\alpha(\Omega t)u_0((\phi^* + \Omega t)/\omega)\|_2^2 \right]_t = P, \quad (B2)$$
where the first constraint is for the phase-locking point and the second constraint is for the input power. We introduce Lagrange multipliers $\mu$ and $\nu$ and consider a Lagrange function

$$
C(\alpha, \mu, \nu) = -\Gamma'(\phi^*) + \mu\{\Delta + \Gamma(\phi^*)\} + \nu(P - [\|\alpha(\Omega t)u_0((\phi^* + \Omega t)/\omega)\|^2_t]).
$$

(B3)

From the extremum condition, we obtain

$$
\frac{\delta C}{\delta \alpha} = \frac{-1}{T_e} \{\langle Z'(\phi^* + \Omega t), u_0((\phi^* + \Omega t)/\omega) \rangle + \mu - 2\nu\alpha(\Omega t)[u_0((\Omega t + \phi^*)/\omega)]_t \},
$$

(B4)

$$
\frac{\partial C}{\partial \mu} = \Delta + [\alpha(\Omega t)]_t = 0,
$$

(B5)

$$
\frac{\partial C}{\partial \nu} = P - [\|\alpha(\Omega t)u_0((\phi^* + \Omega t)/\omega)\|^2_t]_t = 0,
$$

(B6)

from which the optimal $\alpha(\Omega t)$ is obtained as

$$
\alpha(\Omega t) = \frac{-\langle Z'(\phi^* + \Omega t), u_0((\phi^* + \Omega t)/\omega) \rangle + \mu}{2\nu\|u_0\|^2},
$$

(B7)

$$
\mu = \left[ \frac{\langle Z', u_0 \rangle}{\|u_0\|^2} \right]_t - 2\nu\Delta
$$

(B8)

$$
\nu = \sqrt{\frac{-\left[ \frac{\langle Z', u_0 \rangle}{\|u_0\|^2} \right]_t^2 + \left[ \frac{\langle Z', u_0 \rangle}{\|u_0\|^2} \right]_t \left[ \frac{1}{\|u_0\|^2} \right]_t}{4 \left( P \left[ \frac{1}{\|u_0\|^2} \right]_t - \Delta^2 \right)}}.
$$

(B9)

Here, for the existence of the optimal $\alpha(\Omega t)$, the argument inside the square root in Eq. (B9) should be positive, which restricts the allowed ranges of $P$ and $\Delta$.

As an example, we consider the van der Pol model used in Sec. V. The input power and frequency are $P = 1.0$ and $\Omega = \omega + 0.1 \approx 10.04$, respectively. The target phase-locking point is $\phi^* = 0$ and the initial state of the system is chosen so that the initial phase difference is $\phi(0) = \pi/2$.

Figure 8 shows the results, where the entrainment by the tangential input is compared with the entrainment by the amplitude-penalty method for several values of the weight $k_1 = k$. The result for the amplitude-penalty method approaches the result for the tangential input as $k$ becomes larger. For relatively small $k$, including $k = 0$ corresponding to the case without penalty (simple), the phase difference does not converge to the correct target value due to the amplitude deviations as shown in Fig. 8(b). In contrast, for the case with a large amplitude penalty ($k = 5$) and for the tangential case, the amplitude deviations are suppressed or do not arise and the phase difference converges to the correct value, $\phi^* = 0$. 
FIG. 8: Optimal entrainment by the tangential input, compared with the amplitude-penalty method for the van der Pol model. (a) Evolution of the phase differences, (b) Trajectories on the phase plane, (c) $\Delta + \Gamma(\phi)$ in Eq. [19], (d) Optimal inputs ($x$ component). (e) Optimal inputs ($y$ component). In (a), black dashed line shows the target phase-locking point $\phi^* = 0$. In (b), red dashed curve shows the unperturbed limit cycle at $P = 0$

It is notable that the convergence in the tangential case is slower than in the case with the amplitude penalty. This is because the optimal direction of the input waveform for stable entrainment generally possesses vector components in the amplitude directions, though of course too strong amplitude excitations lead to the breakdown of phase-only approximation. Thus, restricting the directions of the input waveform completely in the tangential direction hampers the realization of larger stability and leads to slower convergence. Allowing small but not too-large amplitude excitations is thus helpful for fast entrainment.
Appendix C: Numerical methods for Floquet exponents and eigenvectors

In this section, we explain the details of the numerical method used to calculate the Floquet eigenvalues and eigenvectors, including the case with complex eigenvalues. The eigenvalues and eigenvectors are calculated in the increasing order of $i$ from $i = 0$.

1. Eigenvector for $i = 0$

The zeroth eigenvalue is $\lambda_0 = 0$. The associated right eigenvector $u_0(t)$ can be taken as the tangent vector along the limit cycle [9], i.e.,

$$u_0(t) = \frac{1}{\omega} \frac{dX_0(t)}{dt} = \frac{1}{\omega} F(X_0(t)),$$

where the length scale of $u_0(t)$ is chosen to be consistent with the convention of the phase reduction theory. The zeroth left eigenvector $v_0(t)$, which is equivalent to the PSF, can be calculated by the adjoint method [20, 63], namely, by backward integration of the adjoint linear equation

$$\frac{dy(t)}{dt} = -J(X_0(t))^\dagger y(t)$$

from an arbitrary final condition. Since $\lambda_0 = 0 > \Re \lambda_1 \geq \ldots \geq \Re \lambda_{N-1}$, $y(t)$ eventually converges to a periodic solution satisfying $y(t) \propto v_0(t)$ after a transient. Since $v_0(t)$ should satisfy the normalization condition $\langle v_0(t), u_0(t) \rangle = 1$, we normalize $y(t)$ at intervals of $T$ as

$$y(t) \rightarrow y(t) \frac{y(t)}{\langle y(t), u_0(t) \rangle}$$

during the calculation.

2. Eigenvalues and eigenvectors for $i \geq 1$ (real)

We assume that the eigenvalue and the eigenvectors $\{\lambda_i, u_i(t), v_i(t)\}$ ($i \geq 1$) are real and simple, and the eigenvalues and eigenvectors for $j = 0, 1, \ldots, i - 1$ are already obtained. We numerically integrate the linearized equation

$$\frac{d}{dt} y(t) = J(X_0(t)) y(t)$$

from an arbitrary initial condition. During the calculation, we remove unnecessary vector components for $j = 0, 1, \ldots, i - 1$ to obtain the correct $i$th vector components (the vector components for
\( j = i + 1, \ldots, N - 1 \) have larger decay rates and automatically vanish. Namely, we subtract \( u_j(t) \) (\( j = 0, 1, \ldots, i - 1 \)) at each time step as

\[
y(t) \rightarrow y(t) - \sum_{j=0}^{i-1} \langle y(t), v_j(t) \rangle u_j(t).
\]

Since \( \text{Re} \lambda_i > \text{Re} \lambda_{i+1} \geq \ldots \geq \text{Re} \lambda_{N-1} \), the solution converges to \( y(t) \propto u_i(t) \) after a transient. We assume the length of \( u_i(t) \) to be \(|u_i(t)| = 1\) (this can be arbitrary chosen and determines the scale of the \( i \)th amplitude \( r_i \)) and normalize \( y(t) \) to satisfy \( \langle y(t), y(t) \rangle = 1 \) at each time step. After the transient, we take \( y(t) \) as a new initial state \( y(0) \) and calculate the eigenvalue \( \lambda_i \) as the growth rate of \( y \) during one period of oscillation as

\[
\lambda_i = \frac{1}{T} \ln \frac{y(T)}{y(0)}.
\]

The right eigenvector \( u_i(t) \) can then be calculated by integrating

\[
\frac{d}{dt} y(t) = [J(X_0(t)) - \lambda_i] y(t)
\]

from \( y(0) \) for one period, which gives \( u_i(t) = y(t) \) \((0 \leq t < T)\).

We next calculate the left eigenvector \( v_i(t) \). We integrate the following equation from an arbitrary final condition backward in time:

\[
\frac{d}{dt} y(t) = -J(X_0(t))^\dagger y(t).
\]

During the calculation, we subtract the vector components in the directions \( v_j(t) \) \((j = 0, 1, \ldots, j-1)\) at each time step as

\[
y(t) \rightarrow y(t) - \sum_{j=0}^{i-1} \langle y(t), u_j(t) \rangle v_j(t).
\]

Since \( \text{Re} \lambda_i > \text{Re} \lambda_{i+1} \geq \ldots \geq \text{Re} \lambda_{N-1} \), we eventually obtain \( y(t) \propto v_i(t) \) after the transient. In order to satisfy the normalization condition \( \langle v_i(t), u_i(t) \rangle = 1 \), we periodically normalize \( y(t) \) at intervals of \( T \) as follows:

\[
y(t) \rightarrow \frac{y(t)}{\langle y(t), u_i(t) \rangle}.
\]

By using \( y(t) \) sufficiently after the initial transient as a new final state \( y(T) \), the left eigenvector can be calculated by backward integration of

\[
\frac{dy(t)}{dt} = -[J(X_0(t))^\dagger - \lambda_i^*] y(t)
\]

for one period \((0 \leq t < T)\) as \( v_i(t) = y(t) \).
3. Eigenvalues and eigenvectors for \( i \geq 1 \) (complex)

We assume that \( \{\lambda_i, \mathbf{u}_i, \mathbf{v}_i\} \) and \( \{\lambda_{i+1}, \mathbf{u}_{i+1}, \mathbf{v}_{i+1}\} \) for some \( i \geq 1 \) are mutually complex conjugate, namely, \( \lambda_{i+1} = \lambda_i^*, \mathbf{v}_{i+1} = \mathbf{v}_i^* \), and \( \mathbf{u}_{i+1} = \mathbf{u}_i^* \), and also \( \text{Re} \lambda_i, \lambda_{i+1} > \text{Re} \lambda_{i+2} \). We also assume that the eigenvalues and eigenvectors for \( j = 0, 1, \ldots, i - 1 \) are already obtained. In this case, we cannot use the numerical method for the real vectors, so we calculate the complex one by one.

\[
M = [\mathbf{m}_0, \mathbf{m}_1, \ldots, \mathbf{m}_{N-1}] \quad \text{where} \quad \{\mathbf{m}_k \in \mathbb{R}^N\}_{k=0,\ldots,N-1} \quad \text{are column vectors. By solving}
\]

\[
\frac{d}{dt} y(t) = J(X_0(t)) y(t) \tag{C12}
\]

from an arbitrary initial condition \( y(0) \) at \( t = 0 \) for one oscillation period \( T \), we obtain \( y(T) = \exp(\Delta T) y(0) \). By choosing a unit vector in the \( k \)th direction \((k = 0, \cdots, N - 1)\) as the initial condition, i.e., \( y(0) = e_k \), we can obtain \( y(T) = \mathbf{m}_i \) \((i = 0, \cdots, N - 1)\). From the numerically evaluated \( M \) and \( M^\dagger \), we can evaluate \( \{\lambda_i, \mathbf{u}_i, \mathbf{v}_i\} \) and \( \{\lambda_{i+1}, \mathbf{u}_{i+1}, \mathbf{v}_{i+1}\} \), i.e., the Floquet exponents and the Floquet eigenvectors at \( X_0(0) \).

The right eigenvectors \( \mathbf{u}_{i'}(t) \) \((i' = i, i + 1)\) for \( 0 \leq t < T \) can be obtained by integrating

\[
\frac{d}{dt} y(t) = [J(X_0(t)) - \lambda_{i'}] y(t) \tag{C13}
\]

from the initial condition \( y(0) = \mathbf{u}_{i'} \) \((i' = i, i + 1)\) for one oscillation period \( T \). During the calculation, we subtract the components in the directions \( \mathbf{u}_j(t) \) \((j = 0, \ldots, i - 1)\) at each time step as

\[
y(t) \rightarrow y(t) - \sum_{j=0}^{i-1} \langle \mathbf{v}_j(t), y(t) \rangle \mathbf{u}_j(t). \tag{C14}
\]

Next, the left eigenvectors \( \mathbf{v}_{i'}(t) \) \((i' = i, i + 1)\) for \( 0 \leq t < T \) can be calculated by integrating

\[
\frac{d}{dt} y(t) = -[J(X_0(t))^\dagger - \lambda_{i'}^*] y(t) \tag{C15}
\]

backward from the final condition \( y(T) = \mathbf{v}_{i'} \) \((i' = i, i + 1)\). During the calculation, we subtract the coefficients in the directions of \( \mathbf{v}_j(t) \) \((j = 0, \ldots, i - 1)\) at each time step by

\[
y(t) \rightarrow y(t) - \sum_{j=0}^{i-1} \langle y(t), \mathbf{u}_j(t) \rangle \mathbf{v}_j(t). \tag{C16}
\]

In this method, we need to obtain an accurate monodromy matrix \( M \) by using sufficiently small time steps for numerical integration. Also, it is not guaranteed in this method that the vector components in the directions of \( \mathbf{u}_i(t) \) and \( \mathbf{u}_{i+1}(t) \) and those in the directions of \( \mathbf{v}_i(t) \) and \( \mathbf{v}_{i+1}(t) \) do
not mix due to numerical errors. The validity of the numerical results can be confirmed by checking the bi-orthonormality relation $\langle v_j(t), u_k(t) \rangle = \delta_{jk}$ for $j, k = i, i + 1$ after the calculation. If the numerical errors are non-negligible, we may need to introduce an additional bi-orthonormalization procedure to separate the vector components from each other. For the two examples used in this study, these numerical errors were negligible in our calculations. We also note that the method in this subsection can also be used to calculate real eigenvalues and eigenvectors, but the method in the previous subsection is numerically more accurate.
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