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ABSTRACT
Pipeline parallelism has achieved great success in deploying large-scale transformer models in cloud environments, but has received less attention in edge environments. Unlike in cloud scenarios with high-speed and stable network interconnects, dynamic bandwidth in edge systems can degrade distributed pipeline performance. We address this issue with QuantPipe, a communication-efficient distributed edge system that introduces post-training quantization (PTQ) to compress the communicated tensors. QuantPipe uses adaptive PTQ to change bitwidths in response to bandwidth dynamics, maintaining transformer pipeline performance while incurring limited inference accuracy loss. We further improve the accuracy with a directed-search analytical clipping for integer quantization method (DS-ACIQ), which bridges the gap between estimated and real data distributions. Experimental results show that QuantPipe adapts to dynamic bandwidth to maintain pipeline performance while achieving a practical model accuracy using a wide range of quantization bitwidths, e.g., improving accuracy under 2-bit quantization by 15.85% on ImageNet compared to naive quantization.
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1. INTRODUCTION

Recently, transformer models \cite{1–3} have achieved high accuracy in many natural language processing \cite{4} and computer vision tasks \cite{5, 6}. However, this high accuracy come at the cost of extremely large size. For example, Megatron-LM has 8.3 billion parameters \cite{7} and GPT-3 has 175 billion parameters \cite{8}. To alleviate this issue, many distributed parallelism training strategies have been proposed to use decentralized cloud compute resources and accelerate the training process. For instance, the Parameter Server \cite{9} approach is a typical data-parallel method that trains multiple duplicated models with different data sets in parallel. Another model-parallel method \cite{10} slices a large-scale model into several sub-models that are small enough to fit on single nodes. The data that flows across the slicing boundary now must be transmitted through the communication interface between devices. A special case of model parallelism is pipeline parallelism, which partitions the model into consecutive shards and pipelines the execution of these shards across devices. Pipeline parallelism is straightforward, but efficient, and thus widely adopted by many applications \cite{11–13}.

Although pipeline parallelism has made considerable progress in training large models on the cloud, few of works focus on empowering inference at the edge. It is vital for many applications, since they may not be able to leverage the computation power on the cloud due to constraints on latency, privacy, or an unreliable (or non-existent) link to the cloud \cite{14}. For example, to enable a real-time detection task on a drone formation, it may be more reliable to process the task using processors of multiple drones than offloading the task to the cloud with long round-trip latency. Distributed edge inference systems have therefore been proposed \cite{14, 15}. However, when high-speed and stable bandwidths are not guaranteed, these systems may fail to achieve the expected performance. Fig. 1 demonstrates how the overall throughput suffers when communication bandwidth between individual stages is reduced. System performance can no longer be improved solely by further refinements to the partition strategy — communication between nodes must be optimized.

We address this need with QuantPipe\textsuperscript{1}, a communication-efficient distributed edge pipeline system using post-training quantization (PTQ). To the best of our knowledge, this is the first work that leverages PTQ in a distributed pipeline system specifically to compress the communication of activations between pipeline stages. QuantPipe prevents bottlenecks caused by stages suffering from performance degradation resulting

\textsuperscript{1}Code available at https://github.com/usc-isi/PipeEdge.
from intermittent bandwidth reductions in dynamic edge environments. We leverage the analytical clipping for integer quantization (ACIQ) method [16] to improve inference accuracy over a naive PTQ approach. However, we find that ACIQ still results in considerable accuracy loss under 2-bit PTQ. We find that ACIQ fails to identify the gap between the estimated and real distributions. Thus, we propose a directed-search ACIQ method (DS-ACIQ) to bridge this gap by searching for a better estimation closer to the real data distribution. Our PTQ with DS-ACIQ method (PDA) yields an accuracy improvement of 15.85% on ImageNet, and for the first time puts 2-bit PTQ into practical implementation. We also design an adaptive PDA module that responds to network dynamics. When bandwidth fluctuation is detected, QuantPipe applies PDA using the highest quantization bitwidth that can achieve the target performance under the current bandwidth.

2. BACKGROUND AND MOTIVATION

Pipeline parallelism is a straightforward but efficient parallel computing paradigm that partitions a computing task into subtasks and pipelines their execution across devices. Several works [11–13] already prove it can accelerate training of large models on the cloud. However, pipeline parallelism is still poorly developed for edge environments, and its downside — the overall performance is bounded by the slowest stage — is amplified by the intrinsic property of unstable connections in the edge environment. If any stage in the pipeline is blocked by communication due to network fluctuation, it will become the bottleneck and dominate the overall performance.

Compressing communication in a pipeline architecture can help limit or avoid communication bottlenecks. Most existing approaches [17, 18] focus on accelerating model training on the cloud, where connections are relatively fast and stable compared to edge environments. Furthermore, the pruning and knowledge distillation techniques used in these solutions require additional training prior to deployment, which is too compute-intensive for edge applications. PTQ [16] is one of the most common model compression methods that can be deployed at runtime without any training efforts. However, current works [16, 19] only use PTQ to compress the model size to fit on a single device.

These challenges motivate applying PTQ to the distributed pipeline edge system. The insight is that when communication becomes the new bottleneck due to network fluctuation, applying PTQ for communication compression can prevent performance degradation. We will use the popular ViT model [2] for performance evaluation of the pipeline system, since it has a layer-wise concatenated structure without inter-layer connections, making it suitable to be partitioned at layer boundaries in a pipeline architecture.

3. SYSTEM DESIGN AND IMPLEMENTATION

As shown in Fig. 2, QuantPipe introduces an adaptive PDA module in a pipeline system. If network fluctuation is detected at any stage, the adaptive PDA module compresses the activations out of the previous stage to reduce communication by representing data with fewer bits. For example, the communication will be compressed by $4 \times$ using 8-bit quantization. The adaptive PDA process consists of three steps. It first performs the directed search method to get an accurate estimation of the real data distribution and then calculates the optimal ACIQ clipping range based on the estimated distribution parameter. After applying ACIQ clipping to the activation data, the adaptive PDA module applies PTQ using the bitwidth that can achieve the predefined target output rate $R$. The required bitwidth is determined by the current measured bandwidth and some other support information collected by the runtime monitor. The model is evenly partitioned by an optimal partition algorithm [15]. For efficient implementation, each model shard will be assigned to only one device to avoid the overhead of collective synchronization.

**Naive PTQ and ACIQ.** QuantPipe uses a PTQ compression technique to achieve expected performance under limited bandwidth. We apply uniform quantization, which divides the data range into equal intervals for rounding. However, we find that the naive PTQ method that determines the quantization range based on the minimum and maximum tensor values can result in poor model accuracy. As shown in Fig. 3, the
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**Fig. 2:** Overview of the QuantPipe system. An adaptive PDA module is introduced for communication compression.
naive quantization interval causes significant precision loss for relatively small values. To quantify, the mean squared error (MSE) between the original tensor and the quantized tensor shows that PTQ is large and heavily influenced by outliers. We therefore adopt the ACIQ clipping method [16] which provides a theoretical optimal clipping range that minimizes the MSE after quantization, thus limiting the impact of outliers [19]. Fig. 3 visualizes the difference between naive PTQ and ACIQ. Precision loss is more severe for those layers with extremely large variance (e.g., at the 6th layer) where the naive PTQ derives a larger quantization interval and loses almost all information for relatively small values, resulting in worse quantization accuracy. ACIQ assumes the activation follows a Laplace distribution \( L(\mu, b) \), and the optimal clipping range \( \alpha \) is determined by \( \alpha = F(q) \cdot b \), where \( b \) is the scale parameter of Laplace estimated from the real data, and \( F(q) \) is a lookup function based on the quantization bitwidth \( q \). With ACIQ clipping, most of the outliers are clamped and the quantization range is confined such that the quantization interval is still accurate enough to represent the distribution without rounding most of the data to zero.

**Directed Search.** However, ACIQ still results in significant accuracy loss under small bitwidths, like 2-bit quantization. Empirically, it results from the gap between the distribution estimated by ACIQ and the original distribution, as shown in Fig. 4. Therefore, we propose a directed-search ACIQ (DS-ACIQ) approach to bridge this gap by searching for a better-estimated scale factor \( b^* \) that minimizes MSE along the direction toward the real data. DS-ACIQ collects the histogram information of the original data \( D_R \) and compares it with the estimated distribution \( D_E \), which is derived from the estimated scale factor \( b_E = \sum_i \frac{\text{abs}(X)}{N} \) for tensor \( X \) with size \( N \). If \( \max(D_R) < \max(D_E) \), then it will solve the optimization problem

\[
\text{argmin}_{b^* \in [b_E, b_R]} \text{MSE}(D_R, D_E)
\]

by numerically searching \( b^* \) in the increasing direction with \( t \) steps, vice versa, where \( b_R = \left[ 2 \times \max(D_R) \right]^{-1} \) is the search boundary determined by the peak of the real distribution. \( t \) is heuristically set as 100 in experiments. It either finds the parameter \( b^* \) that gives a lower MSE or otherwise uses \( b_E \).

Fig. 4 shows that DS-ACIQ decreases the MSE by around 50%. DS-ACIQ compute overhead averages less than 1% in deployment.

Table 1 reports the average accuracy for all ViT-Base model partitions. We implement naive PTQ and ACIQ [16] over our pipeline framework for a fair comparison. By leveraging DS-ACIQ, PDA limits accuracy loss to an acceptable level compared to naive PTQ. The slight accuracy decrease under 6, 8, and 16 bits when compared with the ACIQ method results from the inconsistency between the intermediate minimal-MSE representation and the final output. Although the difference is minor, the DS-ACIQ approach is only activated under 4- and 2-bit quantization. For the first time, our PDA achieves a practical level of accuracy under 2 bits, outperforming that of the ACIQ method by 15.85%.

**Adaptive PDA.** QuantPipe’s adaptive PDA module monitors the output bandwidth \( B_i \) on each stage \( i \) (\( i = 1 \ldots n \)). If a significant change in bandwidth is detected at any stage \( i \), it will estimate the bitwidth \( q_{k,t+1} \) required to achieve the pre-defined target sending rate \( R \) under current bandwidth \( B_{k,t} \) and bitwidth \( q_{k,t} \) at the \( t \)-th iteration:

\[
q_{k,t+1} = \frac{32}{2^{\left(\log\left(\frac{V_{k,t} \times 32}{B_{k,t}}\right)\right)}}
\]

\( V_{k,t} \) represents the size of quantized data using bitwidth of \( q_{k,t} \) out from stage \( i \), and \( S \) denotes the microbatch size. Thus, QuantPipe adaptsively changes the quantization bitwidth to prevent performance degradation under dynamic network conditions.

**Fig. 3:** Distribution of the original data (top), after naive PTQ (middle), and after PTQ with ACIQ (bottom) using the ViT-Base model partitioned after 4th (left) and 6th (right) block.

**Fig. 4:** Estimated distribution using ACIQ with and without directed search after 4th (left) and 6th (right) block.
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**Table 1: Average ViT-Base model accuracy with ImageNet.**

|       | 32bit | 16bit | 8bit | 6bit | 4bit | 2bit |
|-------|-------|-------|------|------|------|------|
| PTQ   | 80.25%| 75.74%| 75.03%| 30.29%| 0.44%|      |
| ACIQ  | 80.03%| 79.35%| 78.87%| 76.46%| 34.97%|      |
| PDA   | 78.94%| 78.72%| 78.21%| 77.34%| 70.82%|      |
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4. EXPERIMENTAL EVALUATION

4.1. Experimental Setup

Our evaluation environment is a testbed with 6 NVIDIA Jetson AGX Orin devices. Each device has a 12-core ARM CPU, a 1792-core GPU, and runs Linux kernel 5.10.65-tegra. We change bandwidth between devices using Linux traffic control tools (tc). We implement QuantPipe on top of the PipeEdge distributed edge computing framework [15] using Python 3.8 and PyTorch 1.12.

4.2. Adaptive Quantization to Dynamic Bandwidth

We demonstrate QuantPipe adapting quantization bitwidth between two nodes in response to dynamic bandwidth to maintain a stage output performance constraint. It is sufficient to show results using two nodes since the analysis will be similar if the communication bottleneck is located between two stages in a larger deployment. As is common in adaptive runtime systems, QuantPipe measures relevant metrics over a window period, then makes an adaptive decision based on the window average values. We set a window period of 50 microbatches, a microbatch size of 64 images, and a stage minimum target output rate of 100 images/sec. At roughly 200-microbatch intervals, we change the bandwidth between the devices. Importantly, QuantPipe is not informed of this change but relies on its own runtime measurements.

Fig. 5 demonstrates QuantPipe adapting to changing bandwidth in five phases. Based on the measured bandwidth, QuantPipe’s adaptive PDA module updates bitwidth after every window period. In Phase 0, bandwidth is high and QuantPipe performance exceeds 100 images/sec. In Phases 1 and 2, we change the bandwidth between stage1 and stage2 to 400 and 50 Mbps, respectively. On stage1, QuantPipe measures that the output rate falls below the constraint value. When the window period expires, PDA updates the bitwidth to 16 and then 2 bits. The stage1 output rate then recovers to again satisfy the target output rate, which also results in a corresponding recovery in the performance of the entire pipeline. Even under 2-bit quantization, only a tiny reduction in pipeline accuracy is incurred. In Phase 3, we increase the bandwidth to 200 Mbps. The stage1 output rate grows to almost 4× the target output rate, but the overall system performance does not improve since bandwidth is no longer the bottleneck. PDA responds by switching from 2-bit to 6-bit quantization (as the bandwidth measurements lag behind the change), and then finally to 8-bit, which satisfies the target output rate constraint while maximizing the bitwidth and thus pipeline accuracy. In Phase 4, we remove the bandwidth limitation and the system returns to its nominal state, i.e., running without quantization. Throughout all phases, model accuracy remains at an acceptable level, even under 2-bit quantization. The experiment results illustrate that QuantPipe is adaptive and resistant to network fluctuation.

5. CONCLUSION

In this paper, we propose QuantPipe, a post-training quantization (PTQ) paradigm for communication compression in distributed transformer pipelines in dynamic edge environments. We introduce DS-ACIQ, a quantization method to improve accuracy loss caused by small-bitwidth PTQ. We empirically demonstrate adaptive quantization to recover from performance degradation caused by network fluctuations, with only limited accuracy loss.
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