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Maria J. Gonzalez Stefanelli¹, Avi Rajesh Jain², Sandeep Kamal Jalui² and Dr. Eva Agapaki¹
¹ M.E. Rinker, Sr. School of Construction Management, University of Florida, USA
² H. Wertheim College of Engineering, University of Florida, USA

Abstract

Maintenance of industrial facilities is a growing hazard due to the cumbersome process needed to identify infrastructure degradation. Digital Twins have the potential to improve maintenance by monitoring the continuous digital representation of infrastructure. However, the time needed to map the existing geometry makes their use prohibitive. We previously developed class segmentation algorithms to automate digital twinning, however a vast amount of annotated point clouds is needed. Currently, synthetic data generation for automated segmentation is non-existent. We used Helios++ to automatically segment point clouds from 3D models. Our research has the potential to pave the ground for efficient industrial class segmentation.

Introduction

Currently, there is an infrastructure investment gap, and worldwide professional entities are developing solutions to close it. The Belt and Road is an initiative to evaluate long-term strategies that improve infrastructure in different continents such as Africa, Europe, Australia, Asia, and Latin America (Organization for Economic Co-operation and Development 2018). The strategy is implemented due to the urgent need to alleviate the excessive amounts of global infrastructure failing short by $0.35-0.37 trillion per year (McKinsey 2016). Globally, the improvement of road infrastructure falls into an investment of $0.44 trillion annually. However, the needs will not be met these coming years (Miyamoto & Wu 2018). According to the Department of Energy in the United States, the cost of power outages is up to $70 billion annually leading the country to a required minimum investment of $65 billion to support development of energy infrastructure (House 2021). Infrastructure investments are even more significant for fast growing industries, such as the manufacturing industry (with 35% productivity growth), which creates an outsize economic impact in the United States (Institute 2021). Therefore, the high value of manufacturing assets to our economies necessitates the need to properly maintain the industrial sector.

The United States spends $50 billion per year due to poor maintenance of industrial facilities, and existing documentation is not enough to prevent deterioration of the industrial building stock (Thomas & Thomas 2018). This is a consequence of the aging industrial building stock. Buildings require periodic maintenance, especially those built in the 20th century, where the replacement of major systems is needed to avoid failure. To give an example, 72% of existing facilities in the United States are over 20 years old, requiring a high financial maintenance cost (The American Institute of Architects and Rocky Mountain Institute 2013). The life cycle of industrial facilities represents a high value in maintenance worldwide; the United States Pipeline and Hazardous materials Safety Administration has on record more than 10,000 failures in oil and gas pipelines in the country, which resulted in $6 billion financial losses (US Department of Transportation 2016). Poor maintenance of existing and growing factories is affecting the territory’s economy. It is essential to highlight that U.S Oil plants are running at a capacity of 82%, reflecting a 10% decrease in the average production capacity. The extended problem results from the cutbacks of maintenance, which makes it harder to improve production for the future by (Sanicola, Seba 2021). In addition to that, there are time constraints on how long equipment and industrial elements can be stopped without affecting production. Production boundaries cannot be crossed without paying additional expenses. Given the market needs, this paper contributes to the use of advanced point cloud processing methods to alleviate the harm and minimize time spent on the creation of 3D representations of industrial parts, which can then accelerate maintenance and lower costs.

3D modeling and digital twinning. 3D digital models have gradually shifted the construction industry standards a step ahead from 2D drawings to highly detailed 3D object-based information systems (Migilinskas et al. 2013). Building Information Models (BIM) have been extensively used in the past decades for the construction of new buildings. However, the process of generating BIM for operating existing facilities remains cumbersome.

The first 3D BIM software was released in 1970. As a result, constructed buildings built before the 1970’s lack the existence of 3D models that describe the design, functional, and operating systems of buildings and their components (Eastman et al. 1974). BIM has been
implemented in the United Kingdom (UK) and the United States at a faster rate compared to other countries. For example, 73% of construction professionals in the UK reported using BIM (Statista 2022). However, there is a need to improve productivity when generating BIM models. The most widely used software modeling packages are Autodesk, Clearedge3D, and AVEVA, because they have tools that allow the 3D modeling of mechanical and piping equipment. Still, they require highly qualified labor to achieve accurate modeling results, since humans rely on manually layering and recognizing shapes. The generation of a 3D model is a step forward towards the generation of a digital copy of the existing conditions of industrial facilities. The possible existing gap of using 3D models is the continuous representation of the life cycle of facilities.

In contrast to BIM, a Digital Twin (DT) is not just a digital copy of the infrastructure. It is a geometrically accurate replica of the existing conditions and it is able to show changes, while being connected to its physical counterparts (Sacks et al. 2020, IET 2019). The concept of DT was originally created by NASA, and it is defined as the continuous improvement in the generation of product design and engineering practices (Glaessgen & Starge 2012).

A DT represents the life cycle of a facility, including detailed information that can promote proactive maintenance of the facility, lowering the cost of unknown failures to come. DTs incorporate a plethora of data sources, in order to represent existing facilities accurately. As an example, DTs allow builders to save 15-25% in the infrastructure market by 2025, because they help monitor the inefficiencies enabling accurate maintenance repairs (Barbosa et al. 2017, Gerbert et al. 2016).

3D data capturing of the geometry of existing industrial facilities plays a pivotal role in cost, and it is one of the most labor-intensive processes in the generation of a DT (Hullo et al. 2015). This process is known as geometric digital twinning (Agapaki & Brilakis 2021).

Speeding the process of 3D geometric digital twinning will result in immediate access to documentation, facilitating owners and engineering teams to gather information, improving the decision-making processes that can lead to proactive maintenance of industrial facilities. Also, implementing state-of-the-art deep learning algorithms can help reduce the 3D modeling time and cost. However, databases of labeled, virtual laser-scanned industrial facilities need to be developed to generate the input. That is why this paper proposes the generation of synthetic, labeled datasets to test whether this input can be used in existing point cloud processing algorithms by (Agapaki & Brilakis 2020). The milestone is to reduce labor-intensive work for easier adoption of deep learning algorithms. Class segmentation is an approach that can classify a remotely sensed image based on image segments (Agapaki & Brilakis 2020). The implementation of class segmentation contributes to the interpretation of objects with better accuracy regarding its components and condition of mechanical parts. An example of data that is successful by the implementation of class segmentation is the CLOI dataset. The point cloud dataset named CLOI is defined as a “novel class segmentation solution that consists of an optimized PointNET++ based deep learning network and post-processing algorithms that enforce stronger contextual relationships per point”. The CLOI dataset is based on class segmentation generated by Terrestrial Laser Scanners, and it was developed to efficiently minimize the cost and manual labor during the generation of industrial objects (Agapaki & Brilakis 2020).

The current constraint is that real-world data is limited. The focus of this investigation is to generate synthetic data to test the ability of class segmentation algorithms on classifying laser scanned data obtained by virtual laser scanners.

**Background**

Simulations are vital for finding suitable parameters of virtual laser scanners due to the lack of labeled point cloud data. However, there is no commercial virtual laser scanner that generates point clouds that include information on the existing conditions of industrial facilities. Simulation tools developed in the literature for engineering and science purposes provide a tool for analyzing existing options of generating data by (Oden et al. 2006). They give space to improve the efficiency of point cloud segmentation by creating different scenarios (i.e., changing the parameters of a 3D model). Point cloud simulation requires two main inputs: (a) a 3D model of the facility to be scanned and (b) information regarding the sensor used.

The input 3D model should provide spatial relationships required to create a representative 3D point cloud. Simple triangulated mesh models are insufficient for automating the labeling of simulated point cloud data, because they lack the semantic information and component labels required to determine which class/object category each point should belong to. Synthetic point clouds or meshes generated from 3D models without the parameters of a real laser scanner are "perfect", but they cannot represent the actual real conditions. As a result, it is necessary to generate synthetic point clouds with parameters of real laser scanners. BIM models contain the 3D spatial and semantic data needed for automated labeling of simulated point cloud data. The Industry Foundation Classes (IFC) BIM format is a convenient, free, and interoperable to use format for this purpose by (Agapaki et al. 2018).

IFC is a data model that presents a metadata set established by buildingSMART. The IFC format includes...
BIM representations with well-defined characteristics of building components. The IFC standard incorporates terms, concepts, and data specification elements. IFC is a format in which each element represents its geometric shape. The IFC format allows the modification of parameters during 3D modeling, giving the advantage of being implemented in research instead of other BIM representations by (Agapaki et al. 2018). 3D representations such as CAD 3D meshes could be “sparse and irregular” to manage. In this case, it is necessary to compare results to initial parameters to recover values to assess the accuracy of the method by (Bénierie et al. 2013). It can be concluded that the IFC format allows users to have a smoother manipulation of 3D models.

3D representations of laser scanned data rely on understanding the simulation and computational needs for specific problems. Different simulations depend on the type of input scene model and how the interaction between the laser scanner and the object is modeled (Winiwarter et al. 2021). In the next sections, we analyze simulation platforms that can generate virtual laser scanned data with their parameters as well as existing synthetically generated point cloud datasets.

Analysis of Virtual Laser Scanners

The study focuses on finding the most precise virtual laser scanners with parameters that allow the modification of sensor specifications and settings to produce labeled point cloud data of industrial facilities. We focus on four laser scanners, of which three are virtual laser scanners named: Helios, Helios++, BlenSor; and one is a commercial simulation tool named: VirScan3D (Chizhova et al. 2021, Bechtold & Höfle 2016). VirScan3D is a terrestrial laser scanner simulator designed as an educational tool where independent users from university courses execute testing results. Yet, the results have to be evaluated to analyze its functionality. The goal of the laser scanner is to provide a tool for teaching purposes (Chizhova et al. 2021). The authors have not made the inner workings of the algorithms used in the VirScan3D software available. Therefore, it is excluded from further analysis.

The Helios library has a core package and various modules that perform tasks. The platform component simulates where the scanner is mounted with various parameters that can be adjusted to represent specific classes (Four-wheel ground vehicle with one steerable axle, helicopter/multicopter, simple linear interpolated movement along straight lines, and a dummy platform without movement code). The scene component contains a data structure that holds scene geometries and materials. A scene in Helios is defined as a triangle mesh that holds as reference a “material definition” able to describe physical properties of the scanned surface. Also, point cloud simulations use ray-casting for the transmission of laser pulses from the laser scanner to the scenes surfaces allowing a set of recommendations for optimal scanner positions. Finally, the scanner component is the actual scanner. On the other hand, Helios presents limitations on detecting collision, but it can capture movement such as the ones from vegetation with certain freedom. To date, the current state of the software only allows indirect control of the scanner by the XML configuration files, and the survey playback module. Future applications propose a graphical front-end to allow direct interaction with laser scanners. (Bechtold & Höfle 2016).

An application of HELIOS was investigated on a sample industrial dataset by (Noichl et al. 2021). The study compared real laser scans and synthetically created point clouds. The differences presented in the results of both scenarios were due to the inaccuracies of the laser scanner itself. The primary concern is the deviation of the model and the appropriate format of geometric information representation. Data was less noisy than the real laser scanned point cloud, as a result less realistic. The study concluded that synthetic data used relies extensively on higher precision of the laser scanner because it will perform worse in real data.

As the evolution of Helios, a newer version of a laser scanner plays a pivotal role, called Helios++. Helios++, compared to Helios, presents an 83% reduction in runtimes and 94% less memory requirements. It simulates beam divergence using a subsampling strategy, and it creates fullwaveform outputs as the basis for analysis. HELIOS++ ensures that the angular distance between adjacent subrays is approximately constant, allowing the combination of input data from multiple sources and data formats. It is classified into two main categories: transmissive and nontransmissive. The transmissive pulse stops when an object with a dash is approaching, and the non-transmissive goes on until unlimited distance. This version allows a faster and easier generation of labeled training data. Data does not suffer from ground truth errors because when the network has learned to represent data, it can be modified to real data by adding small amounts of training data. As a result, it permits the generation of labeled point cloud data, which cuts the costs and provides the possibility of generating a massive amount of training data. However, files might not be supported by the current memory. In this case, a two-stage algorithm is implemented to process point clouds of "arbitrary size". The inputs quality is predominant for obtaining representative results because being physically realistic allows the estimation of accurate occlusion and point density. This versions process has a live preview of the point cloud acquisition in Python, giving a visual impression during simulations. However, the current drawback of Helios++ is the amount of energy needed for a single laser shot, affecting how realistic the point clouds are in terms of physical accuracy by (Winiwarter et al. 2021).
A comparison between Helios and Helios++ capabilities is presented in Figure 1.

The third laser is BlenSor, which does not allow real-time simulation. It casts several rays simultaneously, and simulation accuracy increases by modifying the sensor code if features are not yet available for the ray-tracing required parameters. The speed of light is finite, allowing reflection and precision on most surfaces. Although functionality is limited because of the computational demand to simulate a large amount of laser rays, the performance suffers on the way. As a result of the high computational demand, the laser focuses on the simulation of the sensors instead of the sensor’s interaction with the environment. One of the differences between BlenSor and Helios/Helios++ is the focus on data creation. Blensor is designed to create data offline to focus on usability and features. Blensor simplifies simulations related to unstable and dynamic scenarios such as car crashes. BlenSor can be used with a software called Blender because its engine allows the interaction of objects to complex simulated scenarios in applications with Blensor by (Gschwandtner et al. 2011).

### Available Synthetic Point Cloud Datasets

There is a wealth of synthetic point cloud datasets capturing various types of objects. These are captured with different types of virtual scanners such as Blensor by (Gschwandtner et al. 2011) and LIDAR and are summarized in Figure 2. A LIDAR sensor has flexible configurations to scan various types of objects. The parameters of the LIDAR sensor by (Wang et al. 2019) shown in Figure 2 are $\mu$, $\nu$, $\alpha$, $\beta$. The $\alpha$ and $\mu$ are in the X-Z dimension representing vertical scanning. $\nu$ and $\beta$ are in the X-Y dimension representing horizontal scanning.

### Point Cloud Class segmentation

Generally for image-based classification and segmentation, Convolutional Neural Networks (CNNs) are used due to their higher accuracy. They are extensively used in image segmentation by (Krizhevsky et al. 2012), text classification by (LeCun et al. 2008), and self-driving vehicles by (Teichmann et al. 2018). A CNN consists of convolutional and pooling layers to merge into local information per pixel. There are three main groups to classify the 3D deep learning methods. These are view-based (Su et al. 2015, Kalogerakis et al. 2017, Wei et al. 2016), volumetric (Klokov & Lempitsky 2017), and geometric deep learning methods (Qi et al. 2017).

Traditional CNNs are not useful to classify and adjust to variation density, since they only process structured data. To solve such a complex issue, our previous research used PointNET++ SFR (part of CLOI-NET) which is one of the best techniques in geometric deep learning methods. It extracts local features capturing both local and global fine geometric structures from small neighborhoods. These...
local features are further grouped into larger units and combine their outputs by using a hierarchical approach to produce higher level features. This process is repeated until we obtain the features of the whole point set.

The objective of this paper is to derive whether synthetic point cloud data is beneficial for point cloud segmentation. This will be achieved by a Helios, Helios++, and Blensor qualitative comparison. Still, Helios++ presents a higher virtual laser scanning performance. It provides flexible computational requirements and a better approximation to physical realism. It is not possible to compare synthetic data parameters that are realistic over laser scanners. That is why Helios++ is selected to resemble the conditions. Also, Helios++ is able to simulate laser scanned data in real-time. Its object model called transmissive voxel is an achievement to virtual laser scanning characteristics because of the ability to penetrate objects in the absence of detailed 3D mesh models. Another positive development is the maximum detection binning mechanism, even if waveforms are not written to a specific output file. Also, Helios++ allows the usage of significant input of point clouds by dividing it into smaller parts. As a result, the generation of VLS (virtual laser scanning) realistic data invites users to rely on the algorithm. Therefore, it is most suitable for our approach.

**Research Approach**

Figure 2 presents our research methodology. Helios++ can be easily used via the command line or Python bindings. It can be installed and setup in numerous ways. It is recommended that the user set up a virtual environment to download and install all necessary packages and then start using the software as desired. The most optimum way of installing Helios++ would be with Docker. In our research, we make use of python bindings to run experiments and record the results.

Once the software is running, we then use the object file on Helios++. It is essential that the input is in .obj format due to the lack of support with other formats. Our first step is to convert the object file into an XML file. The XML file acts as a survey file which consists of Platforms, Scanners and Scenes. These parameters are determined by the type of object model provided. This laser scan XML file can be a Terrestrial (TLS), Airborne (ALS), Mobile (MLS) and UAV-borne (ULS). The scene is made up of components that are scanned, the platform which in turn is made up of groundplane.obj found in the repository and acts as a virtual scanner and lastly, the scanner itself. The survey consists of various legs which are wavepoints for the platform. An illustration of the elements is presented in Figure 4.

Noichl et al. (2021) uses Helios to create the point cloud model. The scene and survey preparation are similar for Helios and Helios++. Both require a .obj file with information and the orientation being stored in an XML file. Helios++ lacks a UI but makes up for it with better computation. Helios++ has a better accuracy over the cost of run time or vice-versa depending on the parameters set. For the output, both Helios and Helios++ create one point cloud per scan. All the outputs can be combined to form one single point cloud. To create the XML file, we run the python script for the scene generator with the following arguments: the folder that contains the obj files, path to the ground plane, name of the scene to be generated, number of objects to be distributed, number of circular segments and radius of the scan positions around center of the scene.

Once we generate the XML, we get the survey and scene parameters in one file. We also need to separate the scene and survey into 2 XML files as the script for generating the point cloud does not detect the scene. We add the tag "<?xml version=1.0?>" to both our survey and scene files. The filters applied onto the scene are rotation and translation. We remove the rotation filters so that our object lay flat on the ground plane. In future work, we intend to address that limitation. After creating the appropriate XML, we then proceed with generating the point cloud for the object/scene of interest. The point cloud file consists of the following parameters: X, Y, Z, Nx, Ny and Nz co-ordinates, Scalar values (representing class labels) as well as R, G and B values. The output consists of a point cloud extension(.xyz) file and the log files that are automatically stored in the outputs folder. If needed,
one can visualize the waveform by providing specific flags during run time. We run the script to generate the point cloud and then compare the object file with the point cloud model.

CLOI-NET Segmentation

In this methodology by (Agapaki & Brilakis 2020), the first step is data pre-processing and converting it into the file format which will be suitable for running CLOI-NET which is explained below.

After completing the synthetic point cloud generation step, we get the point cloud data in (.xyz format). We then convert it into (.txt) format, so that data pre-processing can be performed. We only use X, Y, Z labels in the CLOI-NET model. We use data pre-processing technique and convert it into batches of small files using a 3D sliding window/block approach. Once the data is prepared, the second step in the CLOI-NET method is to predict a class label per point using a modified version (SFR-Smaller and Fewer neighborhoods with smaller Radius) to accurately segment the CLOI shapes.

Results

Synthetic Point Cloud Generation

We generate another point cloud for the basic joints and edges. Here, we define the number of circular segments as 14, number of defined objects as 5 and we keep the radius 100, which in hindsight is large enough for our scene. Some sample scene results are illustrated in Figures 5-7.
Conclusions

Our analysis illustrated that HELIOS++ has potential to be used for point cloud class segmentation, however further research is needed to simplify the point cloud generation and using the generated outputs for training the existing segmentation networks as illustrated above. Another limitation is the significant manual user input needed to segment the IFC files that need to be parsed to individual objects, so that they can be used in the HELIOS++ virtual scanner platform. HELIOS++ minimizes the needs for data conversion that lead to a more efficient generation of virtual scanned point clouds. The significance of this work is to minimize human labor involved in the generation of annotated point cloud datasets without sacrificing performance.
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