Collaborative beamforming in wireless sensor networks using a novel particle swarm optimization algorithm variant
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ABSTRACT

Collaborative Beamforming (CBF) is an essential tool towards increasing transmission range in Wireless Sensor Networks (WSNs). Owing to the random and complex nature of WSNs, development and use of improved metaheuristic algorithms in CBF is of essence. Particle Swarm Optimization (PSO) algorithm is a good candidate for use in CBF owing to its simplicity and low computation complexity. However, the basic PSO algorithm suffers from premature convergence particularly in highly multimodal functions (typical of CBF). This paper delves into the development and application of an improved Particle Swarm Optimization (PSO) algorithm in CBF. A new fuzzy-logic based confidence and inertia weight parameters adaptation scheme has been developed with an aim of enhancing exploration and exploitation capabilities of the PSO algorithm. Normalized particle quality and iteration count have been used as the inputs to the designed fuzzy-logic inference system. The fuzzy logic based parameters adaptation scheme has been implemented in the form of a lookup table to minimize “on-line” computation complexity. Furthermore, a particle culling/re-initialization procedure is utilized at half the number of maximum iterations to enhance overall swarm diversity. The modified PSO algorithm has been christened Culled Fuzzy Adaptive Particle Swarm Optimization (CFAPSO) algorithm. The developed CFAPSO algorithm is noted to outperform other metaheuristic algorithms in a statistical performance analysis procedure (on the basis of a set of standard unimodal and multimodal functions). Upon application to CBF, the CFAPSO algorithm is found to generate a beamsteering outcome statistically identical to that of conventional beamsteering.

1. Introduction

A Wireless Sensor Network (WSN) is an interconnection of wirelessly linked, small-sized and low power sensor nodes spread out (usually randomly) over an area of monitoring interest. Unlike traditional sensors, WSN nodes are equipped with data processing and wireless transmission capabilities. Reference can be made to [1, 2, 3, 4, 5, 6].

Sensor nodes transmit sensed data to remote sinks (for final processing/analysis or for onward forwarding to other specialized processing/analysis/storage terminals). Fig. 1 illustrates the WSN concept.

Sensor nodes in WSNs bear limited energy sources implying limited data transmission range (required transmission power increases with transmission distance as per the inverse square law). Long-range transmission consequently necessitates multiple hop transmission resulting in increased network interference. A recent solution to the long-range transmission problem is Collaborative Beamforming (CBF).

A typical collaborative beamforming scenario is as depicted in Fig. 2. The desire is to form a link between a source node (one of the collaborating nodes) and the sink. In this case, it is assumed that the sink is out of the source node’s transmission range. The source node shares the data it ought to transmit with carefully selected nodes in its neighbourhood (collaborating nodes). The collaborating nodes coherently form a transmission link towards the sink through appropriate amplitude and phase weighting at individual nodes (CBF). The outcome is a radiation pattern whose main beam is ideally oriented towards the sink. Reference can be made to [7].

CBF with a set of N collaborating nodes each transmitting at a fixed power can extend the transmission range by N. The transmission power can be reduced to the extent of \( \frac{1}{N^2} \) per node given a fixed transmission range [7].

CBF schemes are widely classified into two categories: feedback based and non-feedback based. Feedback based schemes tend to in-
increase network load, hence the wide adoption of non-feedback based schemes.

The delay-and-sum beamforming concept typical of conventional antenna array beam-steering has traditionally been applied in CBF [7]. Delay-and-sum beamforming cannot be directly utilized in beam-pattern optimization in CBF despite being a plausible candidate for beam-steering. Beam-pattern optimization calls for application of deterministic or stochastic algorithms in beamforming weights selection.

1.1. Related work: application of Artificial Intelligence (AI) algorithms in CBF

There is growing interest in research in application of Artificial Intelligence (AI) algorithms in CBF. In [8], research into the use of Cuckoo Search (CS) algorithm in reducing the maximum sidelobe level in a CBF process is highlighted. A discrete version of the CS algorithm is utilized in node location selection and a continuous version of the CS algorithm is utilized in optimization of the excitation amplitude in the selected nodes. The proposed CS algorithm based approach is noted to outperform cross-entropy optimization based approach in sidelobe level minimization. In [9], use of Variation Particle Chicken Swarm Optimization (VPCSO) algorithm in maximum sidelobe suppression in CBF is presented. The VPCSO algorithm is utilized in optimization of the CBF nodes’ amplitude. The algorithm is noted to outperform Biogeography Based Optimization (BBO) and Chicken Swarm Optimization (CSO) algorithms. In [10] a Distributed Parallel Cuckoo Search (DPCS) algorithm is utilized in CBF optimization. The optimization problem entails minimizing the maximum sidelobe level, node moving energy consumption and transmission power in a mobile WSN. The DPCS is noted to perform better than standard CS algorithm, Firefly algorithm (FA) and Genetic algorithm (GA). In [11], use of an Improved Non-dominated Sorting GA algorithm (INSGA) and a distributed parallel INSGA in CBF optimization is presented. In [12], a node selection based algorithm for CBF in WSNs is presented. This is achieved through application of a low complexity greedy node selection algorithm. The work generally highlights the necessity of low complexity algorithms in CBF in WSNs. However, the adopted node selection procedure is only feasible in highly dense WSNs. The adopted greedy node selection algorithm is sub-optimal, and is bound to take an extended duration to yield feasible CBF results. The work does not address CBF in 3-dimension node/sink layout. In [13], a review of research in CBF in WSNs is presented. Research trends covered are in the domains of beam-pattern oriented CBF mechanisms, node power and node lifetime optimization, node transmission phase synchronization and practical CBF implementation. Notably, among the recommendations made for future research is CBF in the case of 3-dimension node/sink layout.

Current research in CBF is generally in the domain of planar node arrangement with the sink at the nodes’ plane. It is worth researching into CBF given planar node arrangement with the sink at an elevated plane; This is taken into consideration in this paper.

1.2. Related work: research work in PSO algorithm

Among metaheuristic optimization algorithms in place, Particle Swarm Optimization (PSO) algorithm stands out owing to its simplicity, fast convergence and outstanding overall performance. PSO algorithm has been applied in a plethora of problems since its inception.

Despite its good performance in handling a number of optimization problems, the basic PSO has some shortcomings: premature convergence (getting trapped in local optima) particularly in large scale multi-modal complex optimization problems. This can be attributed to poorly tuned parameters (inertia/ confidence) and the basic global updating strategy that typically yields loss of diversity in the swarm. Consequently, research has been dedicated towards averting the premature convergence issue. Recent research entailing modification and application of the PSO algorithm in various problems can be found in [14, 15, 16, 17, 18, 19, 20, 21, 22].

The proposed PSO algorithm variants are generally geared towards balancing local and global search capabilities. This is mainly through inertia weight/ confidence parameter tuning, modification of the velocity/ position update rules, swarm topology perturbation, application of evolution strategies (for example, culling/ mutation) among others. Nevertheless, there is still room for new (problem-specific) proposals with recent application areas (optimization problems) becoming increasingly complex.

In [14], a mutation operator is introduced with the aim of overcoming the “local trap” issue. The mutation operator inherently improves the swarm particles’ diversity. In general, an improvement in convergence speed and performance stability is observed. A hybrid PSO algorithm employing an Adaptive Learning Strategy (ALPSO) is designed in [16]. A self-learning based candidate solution generation strategy aimed at improving exploration and a competitive learning based strategy aimed at improving exploitation are brought to the fore. Moreover, a tolerance based search direction adjustment scheme aimed at balancing exploration and exploitation is developed. An experimental analysis based on a set of 40 benchmark test functions establishes the strength of the proposed improvements on performance accuracy and convergence speed. In [17], a Hybrid Many-objective PSO (HMaPSO) algorithm is designed with the platform of application being a multi-objective green coal production problem. Offspring generation and selection mechanisms typical of evolutionary strategies are applied yielding appreciable performance improvement. A hybrid Firefly-PSO (HFPSO) algorithm that takes advantage of the strengths of basic Firefly and PSO algorithms is proposed in [18]. In the proposed algorithm, the starting point of local search is determined intelligently by checking into previous global best fitness values. A statistical performance comparison brings out the strengths of the proposed algorithm in handling unimodal, multimodal alongside other computationally expensive numerical functions. In [20], a Differential Evolution-Crossover Quantum PSO (DE-CQPSO) algorithm is designed. The developments are on the basis of the fast convergence associated with DE algorithm and the particle diversity typical.
of crossover operators in genetic algorithm. In general, an improvement in convergence speed is noted.

An adaptive parameter approach entailing sampling parameter values from a promising set is developed in [23]. The scheme eliminates the necessity of specifying and tuning PSO parameters. A set of three adaptive strategies are proposed in [24]. Among the proposed strategies entails parameter tuning. A comparative analysis brings to the fore the strengths of the proposed scheme. In [25] an adaptive approach utilizing Lévy flights to enhance swarm diversity/reduce stagnation at local optima is presented. The proposed approach outperforms the standard PSO algorithm.

The afore-cited research brings to the fore the significance of use of improved variants of AI algorithms in correspondence to the optimization problem under consideration. There is room for research in problem-specific improvements with the ever-increasing problem complexity. An appropriately improved PSO algorithm befits application in CBF owing to its simplicity and low computation complexity. In this paper, fuzzy logic has been applied in PSO inertia weight and confidence parameters adaptation (upon carrying out a problem specific meta-optimization procedure). An off-line approach towards implementing the fuzzy-adaptive parameter values is proposed to minimize overall computation complexity. This is alongside application of selection and culling mechanisms typical of evolution strategies (in particular genetic algorithm). The modified PSO algorithm (Called Fuzzy Adaptive PSO (CFAPSO) algorithm) is noted to outperform other algorithms in solving the CBF problem.

The rest of this paper is organized as follows. A description of collaborative beamforming is given in Section 2. The standard PSO algorithm, genetic algorithm and fuzzy logic concepts are described in Section 3. The proposed CFAPSO algorithm is presented in Section 4. An analysis of the performance of the CFAPSO algorithm on several benchmark unimodal and multimodal functions is given in Section 5. The CFAPSO algorithm is applied in CBF in Section 6. The overall conclusion is given in Section 7.

2. Collaborative beamforming array factor

The CBF array factor corresponding to a planar node layout with the sink at an elevated plane is herein presented.

A WSN model featuring 2-dimension random arrangement of sensor nodes (as per the layout in Fig. 3) is utilized. This modelling approach is sufficient in representing scenarios in which sensor nodes are deployed on planar/ nearly-planar surfaces.

The model takes into consideration a large variety of practical WSNs deployment scenarios. Practically, the 3-dimension perspective in terms of sink placement might correspond to an Unmanned Aerial Vehicle (UAV) based sink [26].

With reference to Fig. 3, through basic trigonometry, the distance between the \(k\)th node and the sink \((A_0, \phi_0, \theta_0)\) is as per Eq. (1).

\[
d_k(\phi_0, \phi_0, \theta_0) = \sqrt{A_0^2 + r_k^2 - 2r_kA_0 \sin \phi \cos(\phi_0 - \psi)}
\]

In general, with reference to some general position \((A, \phi, \theta)\), the relationship in Eq. (2) holds true.

\[
d_k(A, \phi, \theta) = \sqrt{A^2 + r_k^2 - 2r_kA \sin \theta \cos(\theta_0 - \psi_k)}
\]

In the far-field radiation region, the relationship \(A \gg r_k\) holds. Consequently, \(d_k\) can be approximated as per Eq. (3).

\[
d_k(A, \phi, \theta) \approx A - r_k \sin \theta \cos(\theta_0 - \psi_k)
\]

The array factor for a total of \(K\) collaborating nodes, each transmitting at an amplitude equivalent to \(1/K\) is as per Eq. (4).

\[
AF_{\phi, \theta} = \frac{1}{K} \sum_{k=1}^{K} e^{i\Psi_k} e^{i\frac{2\pi}{\lambda}d_k(\phi, \theta)} = \frac{1}{K} \sum_{k=1}^{K} e^{i\Psi_k} e^{i\frac{2\pi}{\lambda}(A - r_k \sin \theta \cos(\theta_0 - \psi_k))}
\]

Where:

- \(AF\): Array Factor.
- \(K\): Total number of collaborating nodes.
- \(\Psi_k\) is the initial phase for node \(k \in \{1, 2, ..., K\}\).
- Node transmission amplitude: \(1/K\).

Eq. (4) can be re-written in the form of Eq. (5).

\[
AF_{\phi, \theta} = \frac{1}{K} \sum_{k=1}^{K} e^{i\frac{2\pi}{\lambda}A} e^{i\frac{2\pi}{\lambda}(-r_k \sin \theta \cos(\theta_0 - \psi_k))}
\]

The term \(e^{i\frac{2\pi}{\lambda}A}\) is a phase offset.

The node transmission amplitude \((1/K)\) and phase \((\Psi_k)\) can be varied to change the form of the array factor; for instance to steer the main beam of the array factor towards a desired direction.

The terms \(1/K\), \(e^{i\Psi_k}\) and \(e^{i\frac{2\pi}{\lambda}A}\) can be combined to form a single variable complex weight \((w_k)\) as per Eq. (6).

\[
AF_{\phi, \theta} = \frac{1}{K} \sum_{k=1}^{K} w_k e^{i\frac{2\pi}{\lambda}(-r_k \sin \theta \cos(\theta_0 - \psi_k))}
\]

Upon normalizing \(r_k\) with respect to signal wavelength \((r_k = r_j/\lambda)\), Eq. (6) can be expressed as per Eq. (7). The wavelength normalization procedure so undertaken allows for wavelength independent CBF problem formulation.

\[
AF_{\phi, \theta} = \frac{1}{K} \sum_{k=1}^{K} w_k e^{2\pi i(-r_k \sin \theta \cos(\theta_0 - \psi_k))}
\]

Generally, the array factor as presented in Eq. (7) can be manipulated by optimally adjusting the node transmission complex weights \((w_k)\) to fit a desired form/ pattern (the CBF action).

3. Algorithm reviews

3.1. Particle swarm optimization algorithm

PSO algorithm is essentially a checked movement of a swarm of “particles” (representative of potential solutions) in some defined search space. Eqs. (8) and (9) are representative of the PSO algorithm.

\[
u_j(t + 1) = (w_1 \nu_j(t)) + (c_p r_p (p_j - x_j)) + (c_r r_s (x_{j+1} - x_j))
\]

\[
x_j(t + 1) = x_j(t) + \nu_j(t + 1)
\]

For some particle \(j\) at iteration \(t\) and position \(x_j\), the particle’s velocity \(\nu_j\) is updated in accordance to Eq. (8). Inertia weight \(w\) controls the influence of the immediate previous velocity. It is commonly decreased linearly from 0.9 to 0.4 [27]. Parameter \(c_p\) (self/ personal confidence parameter) controls the influence of the personal best position \((p_j)\) achieved. It is commonly set at a static value of 2 [28]. Parameter \(c_s\)
(social confidence parameter) controls the influence of the best position that has been found by any of the particles in the neighbourhood of particle $i$ ($i_r$). It is commonly set at a static value of 2 \cite{28}. Random values $r_x$ and $r_y$ are usually drawn with uniform probability from the number set $[0 – 1]$. The random values serve to increase the exploration capabilities of personal and social influences. The particle position $x_i$ is updated according to Eq. (9). Reference can be made to \cite{29, 30, 31}.

3.2. Standard genetic algorithm

Genetic Algorithm (GA) is an evolutionary metaheuristic inspired by the natural process of evolution/ selection (survival for the fittest) \cite{32}. The action of GA can be summarized in the following main steps \cite{32}:

1. The starting point is the creation of a random initial population. Each member of the population is a candidate solution, typically represented in gray coded binary strings.
2. Each member of the population (candidate solution) is assigned a score corresponding to its fitness value as per the cost function under consideration (raw fitness scores).
3. The raw fitness scores are subsequently converted (scaled) to an appropriate range of values, expectation values.
4. Some population members are selected stochastically on the basis of expectation values to form a parent population. Elite individuals, the individuals that are passed to the next population, are also selected on the basis of expectation values.
5. Children are subsequently generated from the parent population. The children generation process is through either mutation (making random changes to a single parent) or crossover (combining the vector entries of a pair of parents).
6. The current population is consequently replaced with the elite individuals and children to form the next generation.
7. Steps 2 to 6 are repeated over again a number of times in an attempt at getting better and better solutions. The algorithm is terminated once the termination condition is met.

Population size, mutation and crossover probabilities are usually appropriately tuned to enhance the solution generation process. Too high a mutation/crossover rate is bound to lead to loss of good solutions. Too low a mutation rate is bound to lead to low population variation.

3.3. Fuzzy logic

Fuzzy logic involves approximate rather than exact reasoning/computation. Fuzzy logic maps an input data space to some output space via approximate mathematical functions. Fuzzy logic can easily generate viable non-linear mapping functions in a variety of logic/mathematical problems \cite{33, 34}. Fuzzy logic exploits tolerance for uncertainty, approximation, imprecision and partial truth to achieve tractability, robustness and low solution cost.

4. Modification of particle swarm optimization algorithm

4.1. PSO parameter selection

The choice of PSO confidence parameter values greatly affects the overall algorithm performance. Personal and social confidence parameter values ought to be selected judiciously in line with the problem under consideration. In the case at hand, controlled brute-force search is applied in PSO self and social confidence parameter values selection.

A beamsteering problem is utilized in the meta-optimization process. A swarm size of 30 particles is considered, with 60 algorithm iterations. Brute-force search is run over social and self confidence values within the interval [0 to 4] in steps of 0.1. The obtained outcome is as per Fig. 4. The best confidence parameter combination is identified as a self/ personal-confidence parameter ($C^1_i$) value of 2.4 and a social-confidence parameter ($C^2_i$) value of 2.2.

![Fig. 4. Meta-optimization surface in the form of a contour plot. The ideal set of confidence parameter values is marked with a cross symbol (2.4 against 2.2).](image)

The standard PSO algorithm is utilized in subsequent sections with the following parameters: swarm size of 30 particles, an inertia weight value ranging from 0.9 to 0.4 (decreased linearly during a run) \cite{27}, a self/ personal-confidence parameter ($C^1_i$) value of 2.4 and a social-confidence parameter ($C^2_i$) value of 2.2.

4.2. Fuzzy logic based PSO parameters adaptation scheme

4.2.1. Adaptive inertia weight

A large inertia weight value is ideal in exploration stages and a smaller value in exploitation stages. In previous work, time and iteration varying inertia weight in the range [0.4 - 0.9] has been recommended. Time and iteration based procedures do not take into account the solution quality corresponding to each and every swarm particle. It would be ideal to tie inertia weight value to particle quality.

The adaptive inertia weight procedure presented herein ties inertia weight value to particle quality as per the associated cost function value; this is alongside iteration dependence. Normalized particle quality ($Ψ_i$) is obtained as per Eq. (10). This evaluation is to be performed at each and every algorithm iteration.

$$Ψ_i = \frac{CF_{\text{max}} - CF_i}{CF_{\text{max}} - CF_{\text{min}}}$$ (10)

In Eq. (10): $CF$ denotes cost function value, $CF_i$ denotes cost function value corresponding to particle $i$, $CF_{\text{max}}$ denotes maximum cost function value attained in the iteration under consideration and $CF_{\text{min}}$ denotes minimum cost function value attained in the iteration under consideration. A high value of $Ψ_i$ is indicative of a particle bearing a solution near the global best (taking into consideration a minimization problem) and vice-versa. Particles associated with low valued $Ψ_i$ are accorded high inertia weight values to enhance their exploration. Particles associated with high valued $Ψ_i$ are accorded low inertia weight values to enhance their exploitation. Iteration-wise, inertia weight is reduced with increase in algorithm iteration count. The mapping between parameter $Ψ_i$, iteration count and inertia weight (in the range [0.4 - 0.9]) is done on the basis of a Fuzzy Logic system (Section 4.2.2).
4.2.1.2. Adaptive personal and social confidence parameters Large values of $c_p$ as compared to $c_i$ result in enhanced exploration. Large values of $c_s$ as compared to $c_i$ result in enhanced exploitation and convergence. Consequently, it is imperative to have adaptive confidence parameters as opposed to the static values defined in the standard PSO algorithm.

Herein, the value of the social confidence parameter ($c_s$) is mapped onto the range [2 - 4] on the basis of parameter $\Psi_i$ as defined in Eq. (10) and iteration count. The value of the self/ personal confidence parameter ($c_p$) is mapped onto the range [2.2 - 2.6] on the basis of parameter $\Psi_i$ as defined in Eq. (10) and iteration count. These intervals are informed to a great extent by the meta-optimized PSO algorithm presented in Section 4.1. The mapping between parameter $\Psi_i$, iteration count and confidence parameters ($c_p$ and $c_s$) is done on the basis of a Fuzzy Logic system (Section 4.2.2).

4.2.2. Fuzzy system design

The proposed mapping between parameter $\Psi_i$, iteration count and inertia weight/ confidence parameters ($c_p$ and $c_s$) as per Section 4.2.1 is done on the basis of a fuzzy logic inference system, the subject of this section. The developed fuzzy logic based PSO parameters adaptation scheme is as per the illustration in Fig. 5.

The fuzzy logic based PSO parameters adaptation scheme has been implemented in the form of a look-up table to minimize “on-line” computation complexity. A Mamdani FIS is utilized, with other setup features being: minimum AND method, minimum Implication method, maximum Aggregation method and centroid Defuzzification method.

4.2.2.1. Variable fuzzification The input variables (normalized particle performance index/ quality ($\Psi_i$) and iteration count values) are interpreted as either Small, Medium or Large. The output variables (inertia weight, personal and social confidence values) are assigned the linguistic terms Very Small, Small, Medium, Large and Very Large. Gaussian membership functions have been utilized owing to their “accurate” representation of the input-output relationships implying increased evaluation reliability. The normalized particle performance index ($\Psi_i$) membership functions are as per Fig. 6. The normalized iteration count membership functions follow an arrangement equivalent to that presented in Fig. 6. The inertia weight membership functions are as per Fig. 7. The inertia weight values fall within the limits [0.4 → 0.9]. The personal confidence membership functions are a replica of Fig. 7 but within the limits [2.2 → 2.6]. Similarly, the social confidence membership functions are as per Fig. 7 but within the limits [2 → 2.4].

4.2.2.2. Fuzzy rules design The designed fuzzy rules corresponding to the inertia weight and social confidence variables are as presented in Tables 1 and 2. Fuzzy rules corresponding to the personal confidence variable are a replica of Table 1.

4.2.2.3. Fuzzy inference system results The relationship obtained between the fuzzy inference system input variables (quality parameter $\Psi_i$, iteration count) and the inertia weight output variable is as depicted in Fig. 8.

The relationship obtained between the fuzzy inference system input variables (quality parameter $\Psi_i$, iteration count) and the personal confidence output variable is a replica of Fig. 8 but on a scale of [2.2 → 2.6].

The relationship obtained between the fuzzy inference system input variables (quality parameter $\Psi_i$, iteration count) and the social confidence output variable is as depicted in Fig. 9.
1. The swarm/population particles (candidate solutions) are ranked in accordance to fitness scores as per the cost function under consideration.
2. Particles corresponding to the bottom half in terms of fitness scores are culled.
3. Particles corresponding to the top half in terms of fitness scores (elite individuals) are passed to the next population.
4. New particles are randomly created to refill the next population (substitute culled particles). This mimics the aspect of (children) generation process in the GA algorithm.

4.4. Adoption of a viable “local best” neighbourhood scheme

Use of a number of local neighbourhoods rather than a single global neighbourhood leads to enhanced swarm exploration. The adopted neighbourhood scheme is static in nature wherein the entire swarm is divided into 4 local neighbourhoods. This simplistic approach is aimed at ensuring minimal computation complexity.

4.5. PSO algorithm implementation in the special case of functions of complex variables

The general PSO algorithm structure has been altered to allow for optimization of the envisaged complex valued functions. A complex variable can be presented as per Eq. (11) (this matches the complex weights desired in the proposed CBF schemes). With Eq. (11) in mind, the approach taken is that of having each and every swarm particle framed in dimensions $A$ and $B$. In the proposed CBF schemes, dimensions $A$ and $B$ are vectors of identical length, the length being equivalent to the number of nodes participating in CBF.

$$W = A \exp^{jB}$$

(11)

4.6. Modifications summary

The overall structure of the modified PSO algorithm, christened CFAPSO algorithm, is as per the flowchart in Fig. 10.

The general essence of the modifications carried out is captured in Fig. 11.

5. Performance analysis of the CFAPSO algorithm

Herein, the performance of the developed CFAPSO algorithm is analyzed against that of APSO, Basic PSO, GA, Covariance Matrix Adaptation-Evolution Strategy (CMA-ES) and Marine Predators Algorithm (MPA) algorithms. This is in terms of solving sets of unimodal and multimodal benchmark functions. Friedman and Holm–Bonferroni statistical tests have been utilized.

5.1. Utilized functions

Sets of six unimodal and six multimodal functions have been utilized. General simulation parameters are as tabulated in Table 4.
Fig. 10. Overall CFAPSO algorithm flowchart.

Essence of fuzzy-adaptive confidence and inertia weight parameters

Large values of personal confidence parameter as compared to social confidence parameter result in enhanced exploration. Large values of social confidence parameter as compared to personal confidence parameter result in enhanced exploitation and convergence. Consequently, it is imperative to have adaptive confidence parameters as opposed to the static values defined in the standard PSO algorithm. Good quality particles ought to be accorded high exploitation chances. Poor quality particles ought to be accorded high exploration chances. The proposed fuzzy logic scheme ties individual particle quality and iteration count to ideal parameter values.

A large inertia weight value is ideal in exploration stages and a smaller value in exploitation stages.

Fig. 11. Essence of the modifications.

Table 4. General simulation parameters.

| Parameter                  | Value            |
|----------------------------|------------------|
| Dimension                  | 40               |
| Independent runs           | 50               |
| Iterations per run         | 200              |
| Processor                  | Intel Core i5-4300U at 1.9GHz, 2.49GHz |
| Memory                     | 4 GB             |
| Operating system           | Windows, 64 bit  |
| Simulation software        | Matlab           |

Fig. 12. Function 1 (Sphere function).

Fig. 13. Function 2 (Schwefels function).

5.1.1. Unimodal functions

Unimodal functions are essential in evaluating exploitation capability of an algorithm. The utilized unimodal functions are herein briefly described. (See Figs. 12–17.)

Function 1

Formula:

\[ f(x) = \sum_{i=1}^{n} x_i^2 \]  \hspace{1cm} (12)

Global minimum: 0
Search domain:
\[-100 \leq x_i \leq 100, \quad 1 \leq i \leq n \]

Function 2

Formula:

\[ f(x) = \sum_{i=1}^{n} |x_i| + \prod_{i=1}^{n} |x_i| \]  \hspace{1cm} (13)

Global minimum: 0
Search domain:
\[-100 \leq x_i \leq 100, \quad 1 \leq i \leq n \]
Fig. 14. Function 3 (Quadric function).

Function 3
Formula:
\[ f(x) = \sum_{i=1}^{n} \left( \sum_{j=1}^{n} x_j \right)^2 \]  
Global minimum: 0
Search domain: \(-100 \leq x_i \leq 100, 1 \leq i \leq n\)

Function 4
Formula:
\[ f(x) = \max\{x_i, 1 \leq i \leq n\} \]
Global minimum: 0
Search domain: \(-100 \leq x_i \leq 100, 1 \leq i \leq n\)

Function 5
Formula:
\[ f(x) = \sum_{i=1}^{n-1} \left[ 100 (x_{i+1} - x_i^2)^2 + (1 - x_i)^2 \right] \]
Global minimum: 0
Search domain: \(-30 \leq x_i \leq 30, 1 \leq i \leq n\)

Function 6
Formula:
\[ f(x) = \sum_{i=1}^{n} (|x_i + 0.5|)^2 \]

Global minimum: 0
Search domain: \(-5.12 \leq x_i \leq 5.12, 1 \leq i \leq n\)

Fig. 15. Function 4.

Fig. 16. Function 5 (Rosenbrock function).

5.1.2. Multimodal functions
Multimodal functions are essential in evaluating exploration capability of an algorithm owing to the inherent large number of local optima. The utilized multimodal functions are herein briefly described. (See Figs. 18–23.)

Function 7
Formula:
\[ f(x) = \sum_{i=1}^{n} -x_i \sin(\sqrt{|x_i|}) \]
Global minimum: -418.98n
Search domain: \(-500 \leq x_i \leq 500, 1 \leq i \leq n\)

Function 8
Formula:
\[ f(x) = 10n + \sum_{i=1}^{n} \left[ x_i^2 - 10 \cos(2\pi x_i) \right] \]
Global minimum: 0
Search domain: \(-5.12 \leq x_i \leq 5.12, 1 \leq i \leq n\)

Fig. 17. Function 6 (Step function).
Fig. 18. Function 7.

Fig. 19. Function 8 (Rastrigin function).

Fig. 20. Function 9 (Ackley function).

Fig. 21. Function 10 (Griewank function).

Fig. 22. Function 11.

Global minimum: 0
Search domain:
$-600 \leq x_i \leq 600$, $1 \leq i \leq n$

Function 11
Formula:

$$f(x) = \frac{\pi}{d} \left[ 10 \sin^2 (\pi y_1) + \sum_{i=1}^{n} (y_i - 1)^2 \left[ 1 + 10 \sin^2 (\pi y_{i+1}) \right] + (y_n - 1)^2 \right]$$
$$+ \sum_{i=1}^{n} u(x_i, 10, 100, 4)$$

Global minimum: 0
Search domain:
$-50 \leq x_i \leq 50$, $1 \leq i \leq n$

Function 12
Formula:

$$f(x) = 0.1 \left[ \sin^2 (3x_1) + \sum_{i=1}^{n} (x_i - 1)^2 \left[ 1 + \sin^2 (3x_{i+1}) \right] + (x_n - 1)^2 \right]$$
$$\left[ 1 + \sin^2 (2\pi x_n) \right]$$
$$+ \sum_{i=1}^{n} u(x_i, 5, 100, 4)$$

Global minimum: 0
Search domain:
$-50 \leq x_i \leq 50$, $1 \leq i \leq n$

Function 9
Formula:

$$f(x) = -20 \exp \left[ -0.2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2} \right] - \exp \left[ \frac{1}{n} \sum_{i=1}^{n} \cos (2\pi x_i) \right] + e + 20$$

Global minimum: 0
Search domain:
$-5 \leq x_i \leq 5$, $1 \leq i \leq n$

Function 10
Formula:

$$f(x) = \frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos \left( \frac{x_i}{\sqrt{i}} \right) + 1$$

Global minimum: 0
Search domain:
$-50 \leq x_i \leq 50$, $1 \leq i \leq n$
5.2. Performance analysis results

5.2.1. Exploitation test results (F1 to F6)

Figures 24 to 29 illustrate convergence curves obtained upon optimizing the unimodal test functions using the six algorithms under consideration. The presented convergence curves are the average outcome of the 50 independent runs. It is distinctly clear that the CFAPSO algorithm outperforms the other algorithms in optimizing Functions 1, 2, 4 and 6 (Figs. 24, 25, 27 and 29). A Friedman test is performed to statistically prove/disapprove that the six algorithms under study perform differently in optimizing the six unimodal functions. It can be deduced that the CFAPSO algorithm bears the best mean rank. Table 6 gives the overall Friedman test outcome. The null hypothesis is rejected, indicating that the performance of the six algorithms is different. A Holm–Bonferroni test is consequently carried out to pinpoint the algorithms bearing differing performance.

Tables 7 and 8 give the Holm–Bonferroni test results corresponding to the unimodal functions at significance levels 0.1 and 0.2 respectively. The performance of the CFAPSO algorithm is found to be statistically different to that of GA and Basic PSO algorithms and similar to that of APSO, MPA, CMA-ES algorithms at a significance level of 0.1. The performance of the CFAPSO algorithm is statistically different to that of all other algorithms at a significance level of 0.2.

Fig. 23. Function 12.

Fig. 24. Convergence plot: Function 1.

Fig. 25. Convergence plot: Function 2.

Fig. 26. Convergence plot: Function 3.

Fig. 27. Convergence plot: Function 4.

Fig. 28. Convergence plot: Function 5.

Fig. 29. Convergence plot: Function 6.
Table 5. Friedman ranking: Unimodal functions.

| Func | CFAPSO | APSO | Basic PSO | GA | CMA-ES | MPA |
|------|--------|------|-----------|----|--------|-----|
| F1   | Mean   | 0.002| 0.028     | 10.491| 46.014 | 0.117| 2.700 |
| Rank | 1      | 2    | 5         | 6  | 3      | 4   |
| F2   | Mean   | 0.92 | 11.68     | 6.72 | 23.06  | 2.16 | 3.49 |
| Rank | 1      | 5    | 4         | 6  | 2      | 3   |
| F3   | Mean   | 17882 | 36983    | 30712| 28694  | 18248| 13589 |
| Rank | 2      | 6    | 5         | 4  | 3      | 1   |
| F4   | Mean   | 12.95| 24.92     | 34.58| 31.51  | 16.86| 21.42 |
| Rank | 1      | 4    | 6         | 5  | 2      | 3   |
| F5   | Mean   | 95.84| 49.43     | 108.50| 230.43 | 132.96| 125.00 |
| Rank | 2      | 1    | 3         | 6  | 5      | 4   |
| F6   | Mean   | 0.002| 0.016     | 6.746| 52.462 | 0.112| 2.853 |
| Rank | 1      | 2    | 5         | 6  | 3      | 4   |
| ∑ ranks | 8 | 20   | 28        | 33 | 18     | 19  |
| Mean rank | 1.33 | 3.33 | 4.67 | 5.50 | 3.00 | 3.17 |

Table 6. Friedman test outcome: Unimodal functions.

| alpha | 0.05 |
|-------|------|
| Critical value | 11.0704977 |
| p-value | 0.00306816 |
| Friedman statistic | 17.9047619 |
| H_0 | All algorithms are identical |
| Reject Null? | YES |

Fig. 30. Convergence plot: Function 7.

Fig. 31. Convergence plot: Function 8.

5.2.2. Exploration test results (F7 to F12)

Figures 30 to 35 illustrate convergence curves obtained upon optimizing the multimodal test functions using the six algorithms under consideration. The presented convergence curves are the average outcome of the 50 independent runs. It is distinctly clear that the CFAPSO algorithm outperforms the other algorithms in optimizing Functions 8, 9, 11 and 12 (Figs. 31, 32, 34 and 35).

A Friedman test is performed to statistically prove/disapprove that the six algorithms under study perform differently in optimizing the six multimodal functions. Table 9 gives the performance ranks of the six algorithms in optimizing the six multimodal functions. It can be deduced that the CFAPSO algorithm bears the best mean rank. Table 10 gives the overall Friedman test outcome. The null hypothesis is rejected, indicating that the performance of the six algorithms is different. A Holm–Bonferroni test is consequently carried out to pinpoint the algorithms bearing differing performance.

Table 11 gives the Holm–Bonferroni test results corresponding to the multimodal functions at a significance level of 0.1. The performance
Table 7. Holm–Bonferroni test results: Unimodal functions.

| Control: CFAPSO alpha = 0.1 |  |
|-----------------------------|--|
| Data set | Z | P | Rank of P | Holm-B alpha | Reject Null H? |
| GA | 3.86E+00 | 1.15E-04 | 1 | 0.0200 | YES |
| Basic PSO | 3.09E+00 | 2.03E-03 | 2 | 0.025 | YES |
| APSO | 1.85E+00 | 6.41E-02 | 3 | 0.03 | NO |
| MPA | 1.70E+00 | 8.96E-02 | 4 | 0.05 | NO |
| CMA-ES | 1.54E+00 | 1.23E-01 | 5 | 0.1 | NO |

Table 8. Holm–Bonferroni test results: Unimodal functions.

Control: CFAPSO alpha = 0.2

| Data set | Z | P | Rank of P | Holm-B alpha | Reject Null H? |
|-----------------------------|--|--|--|--|--|
| GA | 3.86E+00 | 1.15E-04 | 1 | 0.04 | YES |
| Basic PSO | 3.09E+00 | 2.03E-03 | 2 | 0.05 | YES |
| APSO | 1.85E+00 | 6.41E-02 | 3 | 0.0667 | YES |
| MPA | 1.70E+00 | 8.96E-02 | 4 | 0.1 | YES |
| CMA-ES | 1.54E+00 | 1.23E-01 | 5 | 0.2 | YES |

Table 9. Friedman ranking: Multimodal functions.

| Func | CFAPSO | APSO | Basic PSO | GA | CMA-ES | MPA |
|-----------------------------|--|--|--||--|--|
| F7 Mean | -117.52 | -120.23 | -117.31 | -114.16 | -115.07 | -109.82 |
| Rank | 2 | 1 | 3 | 5 | 4 | 6 |
| F8 Mean | 120.60 | 157.69 | 167.12 | 170.00 | 125.80 | 129.80 |
| Rank | 1 | 4 | 5 | 6 | 2 | 3 |
| F9 Mean | 0.05 | 0.22 | 0.44 | 2.13 | 1.45 | 1.22 |
| Rank | 1 | 2 | 3 | 6 | 5 | 4 |
| F10 Mean | 0.03 | 1.35 | 1.01 | 0.01 | 0.70 | 0.15 |
| Rank | 2 | 6 | 5 | 1 | 4 | 3 |
| F11 Mean | 0.94 | 4.69 | 13.37 | 13.17 | 6.23 | 2.04 |
| Rank | 1 | 4 | 6 | 2 | 5 | 3 |
| F12 Mean | 1.33 | 3.44 | 7.02 | 810.32 | 530.32 | 45.12 |
| Rank | 2 | 6 | 5 | 1 | 4 | 3 |
| ∑ ranks | 8 | 19 | 25 | 26 | 25 | 23 |
| Mean | 1.33 | 3.17 | 4.17 | 4.33 | 4.17 | 3.83 |

5.3. Computational complexity analysis

Herein, time complexity analysis of the six algorithms under comparison is presented.

5.3.1. Average computation time

Table 10 gives the six algorithms’ average computation time for a single iteration. The time has been calculated with respect to the twelve (unimodal and multimodal) optimization problems. The algorithms’ rank in terms of computation time has been given. The order (ascending) of performance is: Basic PSO, APSO, CFAPSO, MPA, GA and CMA-ES. The Basic PSO algorithm yields the lowest computation time. This can be directly attributed to the generally simple structure of the algorithm. It is worth noting that a metaheuristic algorithm computation complexity in general doesn’t relate to the overall algorithm quality in terms of solution generation performance. Despite the good time complexity performance, the Basic PSO algorithm has a tendency of premature convergence.

Fig. 36 is a graphical illustration of the computation time data given in Table 12.
Table 11. Holm–Bonferroni test results: Multimodal functions.

| Control: CFAPSO alpha = 0.1 |
|-----------------------------|
| Data set       | Z       | P         | Rank of P | Holm-B alpha | Reject Null H? |
|-----------------|---------|-----------|-----------|--------------|---------------|
| GA              | 2.78E+00 | 5.48E-03 | 1         | 0.02         | YES           |
| Basic PSO       | 2.62E+00 | 8.71E-03 | 2.5       | 0.028571429  | YES           |
| CMA-ES          | 2.62E+00 | 8.71E-03 | 2.5       | 0.028571429  | YES           |
| MPA             | 2.31E+00 | 2.06E-02 | 4         | 0.05         | YES           |
| APSO            | 1.70E+00 | 8.96E-02 | 5         | 0.1          | YES           |

Table 12. Average computation time (per iteration).

| Algorithm | Average computation time (ms) | Rank |
|-----------|-------------------------------|------|
| CFAPSO    | 4.553                         | 3    |
| APSO      | 4.385                         | 2    |
| Basic PSO | 4.213                         | 1    |
| GA        | 4.758                         | 5    |
| CMA-ES    | 4.885                         | 6    |
| MPA       | 4.626                         | 4    |

Fig. 37. Average computation time.

Table 13. Computation time: Function 8, at function val 200.

| Algorithm | No. of Iter | Time/ Iter (ms) | Total time (ms) | Rank |
|-----------|-------------|-----------------|-----------------|------|
| CFAPSO    | 106         | 4.530           | 480.180         | 1    |
| APSO      | 126         | 4.370           | 550.620         | 5    |
| Basic PSO | 127         | 4.170           | 529.590         | 4    |
| GA        | 153         | 4.750           | 726.750         | 6    |
| CMA-ES    | 106         | 4.860           | 515.160         | 2    |
| MPA       | 114         | 4.620           | 526.680         | 3    |

Fig. 38. Average computation time.

Table 14. General parameters (apply to all utilized algorithms).

| Parameter                | Value |
|--------------------------|-------|
| Population/ Swarm size   | 30    |
| Swarm initialization     | Random|
| Upper phase bound        | 2r    |
| Lower phase bound        | -2r   |
| Upper amplitude bound    | 1     |
| Lower amplitude bound    | -1    |
| Iterations               | 60    |

6. Collaborative beamforming using the CFAPSO algorithm

Herein, the performance of the developed CFAPSO algorithm in CBF has been analyzed. Performance comparison has been done against other PSO algorithm variants (linearly-adaptive PSO, basic PSO) and GA.

6.1. Methodology

The general methodology followed is as per the listing below:

- The model developed in Section 2 is utilized as the algorithm performance comparison basis (in terms of solving a beamsteering problem).
- The algorithms are run over identical (60) iterations. A huge chunk of computation time is spent handling cost function evaluation as opposed to handling algorithm intricacies. As such, an iteration count comparison basis offers an outcome more or less similar to that of a time-based comparison.
- The algorithms’ “particle swarms” / “populations” are identically initialized to allow for fair comparison.
- Owing to the stochastic nature of the algorithms under study, average outcomes emanating from 50 independent runs are utilized as the comparison basis.
- Results are presented qualitatively (in the form of radiation pattern plots) and quantitatively (radiation power and beamsteering accuracy data).
- Appropriate statistical analysis (Analysis Of Variance (ANOVA) comparison test alongside Tukey-Kramer post-hoc analysis) is performed on the obtained data.

The utilized performance metrics are: Beamforming accuracy and the value of the normalized power in the desired direction. Utilized GA algorithm parameters are: Elite Count = 10 and Crossover Fraction = 2/3. Other algorithm parameters are as per the tabulations given in Tables 14 and 15.

6.2. General problem formulation

A set of ten nodes is configured in a planar manner as per the illustration given in Fig. 39. The nodes are randomly distributed over
The limits of complex $w_k$ amplitude are shown.

In the frequency domain, the power pattern is expressed as $w_k e^{j B_k}$.

The objective function to be optimized is as per Eq. (24).

$\max |A_F w_k|^2 \approx |\sum_{k=1}^{n} w_k e^{j [\phi_k - j B_k \sin(\theta_k) \cos(\phi_k - \gamma_k)]}|^2$  \hspace{1cm} (24)

Where:

- $(\phi_k, \theta_k)$ is the sink direction.
- $|A_F w_k|^2$ is the power observed in the direction of the sink.
- $w_k$ are complex beamsteering weights (nodes’ transmission weights).

The objective function as presented in Eq. (24) can be maximized by optimally adjusting the nodes’ transmission complex weights ($w_k$). The complex weights can be expressed as per Eq. (25) where $A_k$ is the amplitude factor and $B_k$ is the phase factor.

$w_k = A_k e^{j B_k}$  \hspace{1cm} (25)

The algorithms under study have been configured to obtain optimum complex weights (as per the guideline given in Section 4.5).

6.3 Results analysis/ discussion

In this section, the results obtained in the algorithm comparison process are laid out and analyzed.

6.3.1 Section A: normalized power patterns in the form of contour plots

The normalized power pattern corresponding to the initial node weights is illustrated in Figure Fig. 40.

The power pattern presented in Figure Fig. 40 reflects the low average amplitude of initial node weights (randomly distributed within the limits [-1, 1]).

Normalized power patterns in the form of contour plots corresponding to CBF using the algorithms under study are given in Figs. 41-45. The presented power patterns are statistical averages corresponding to power patterns derived over 50 independent algorithm runs.

As per Figs. 41-45, high radiation power is directed towards the sink direction in all cases under study as expected. A relatively high sidelobe appears in the direction (80 deg. azimuth, 70 deg. elevation). It can be qualitatively deduced (albeit vaguely) that the CFAPSO algorithm outperforms the other algorithms under consideration. The CFAPSO algorithm power pattern roughly matches the conventional beamsteering power pattern.
6.3.2. Section B: comparative plots

Fig. 46 comparatively illustrates the evolution of the CBF cost function (average outcome of 50 independent runs for each and every algorithm under study). It can be clearly deciphered that the CFAPSO algorithm outperforms the other algorithms. The common starting point reflects the aspect of a common initial seed among the algorithms under study.

Figs. 47 and 48 comparatively illustrate azimuth and elevation cuts of the normalized power pattern. Normalization is with respect to the highest power level achieved upon CBF with the algorithms under study (specifically the highest power level corresponding to conventional CBF). It can be clearly deciphered that the CFAPSO algorithm outperforms the other algorithms under study in terms of the power radiated towards the desired direction. The pattern corresponding to CBF using the CFAPSO algorithm almost matches that of conventional CBF.

6.3.3. Section C: quantified results

The normalized power observed in the desired direction upon CBF is as tabulated in Table 16. The tabulated data corresponds to the average outcome of 50 independent runs.

A statistical analysis is performed to establish that indeed the differences observed in the normalized power data are statistically significant (Tables 17 and 18).

Analysis of variance results corresponding to normalized power in the desired direction are tabulated in Table 17. The low P value (less than 0.05) is indicative of significant unitary or multiple differences in the analyzed data-set.

The exact statistically significant differences in the data given in Table 16 are brought out in the Tukey-Kramer post-hoc analysis results presented in Table 18. It can be deduced that the performance of the CFAPSO algorithm statistically matches that of the conventional beam-steering approach.

The absolute deviation of the direction of peak power from the desired direction upon CBF is as tabulated in Table 19. The tabulated data corresponds to the average outcome of 50 independent runs.

Analysis of variance results corresponding to absolute deviation of the direction of peak power from the desired direction are tabulated in Tables 20 and 21. The low P values (less than 0.05) are indicative of significant unitary or multiple differences in the analyzed data-sets.

The exact statistically significant differences in the data given in Table 19 are brought out in the Tukey-Kramer post-hoc analysis results presented in Tables 22 and 23. Again, it can be deduced that the performance of the CFAPSO algorithm statistically matches that of the conventional beamsteering approach.

Tabulated in Table 24 are the percentages of direct "hits" from the perspective of perfect alignment between the direction of maximum power and the intended radiation direction. It can be deduced that the CFAPSO algorithm outperforms the other algorithms under study.

7. Conclusion

In this paper, the PSO algorithm has been modified and applied in CBF in the special case of a planar random arrangement of sensor nodes with the sink at an elevated plane. The modifications done on the PSO algorithm entail use of fuzzy-adaptive confidence and inertia weight parameters alongside a particle culling procedure. The modified PSO algorithm has been christened CFAPSO algorithm. Comparisons against an adaptive PSO algorithm variant (APSO), basic PSO, MPA, CMA-ES and the GA algorithms have established the superiority of the developed


| Table 18. Tukey-Kramer comparison test: Normalized power in desired direction. |
| Comparison | Absolute Difference | Std. Error of Difference | Critical Range | Results |
|-------------|---------------------|-------------------------|----------------|---------|
| CFAPSO to APSO | 0.092186 | | | Means are different |
| CFAPSO to SPSO | 0.218056 | | | Means are different |
| CFAPSO to SGA | 0.318098 | 0.01314273 | 0.0511 | Means are different |
| CFAPSO to Conv | 0.036583 | | | Means are not different |
| APSO to SPSO | 0.124587 | | | Means are different |
| APSO to SGA | 0.225912 | | | Means are different |
| APSO to Conv | 0.128756 | | | Means are different |
| SPSO to SGA | 0.100442 | | | Means are different |
| SPSO to Conv | 0.254638 | | | Means are different |
| SGA to Conv | 0.354681 | | | Means are different |

| Table 19. Absolute deviation of the direction of peak power from the desired direction. |
| Algorithm | Azimuth angle | | Elevator angle | |
|-------------|-----------------|-----------------|-----------------|-----------------|
| CFAPSO | 0.46 | 0.734291273 | 0.48 | 0.673298691 |
| APSO | 0.94 | 1.01840211 | 1.22 | 1.015994536 |
| Standard PSO | 1.62 | 1.047604692 | 1.9 | 1.474269103 |
| GA | 1.92 | 1.53649818 | 2 | 1.76126144 |

| Table 20. Analysis of variance: Azimuth angle deviation. |
| Source | SS | df | MS | F | P |
|----------------|--------|-----|-----|-----|-----|
| Between | 126.264000 | 4 | 31.566000 | 31.348480 | 0.000000 |
| Within | 246.700000 | 245 | 1.006939 | | |
| Total | 372.964000 | 249 | 1.497847 | | |

| Table 21. Analysis of variance: Elevation angle deviation. |
| Source | SS | df | MS | F | P |
|----------------|--------|-----|-----|-----|-----|
| Between | 152.840000 | 4 | 38.210000 | 28.234558 | 0.000000 |
| Within | 331.560000 | 245 | 1.353306 | | |
| Total | 484.400000 | 249 | 1.945382 | | |

CFAPSO algorithm in solving a set of standard unimodal and multimodal functions. The general performance of the CFAPSO algorithm in CBF has been analyzed. As far as CBF is concerned, the CFAPSO algorithm is found to generate a beamsteering outcome nearly identical to that of conventional beamsteering. Despite yielding ideal beamsteering outcomes, it is noteworthy that conventional beamsteering is inapplicable to beam-pattern optimization with respect to processes such as sidelobe minimization, nulling among others. The developed CFAPSO algorithm benefits utilization in beamsteering alongside beam-pattern optimization.
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