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1. Introduction

With the advancement of the interconnection, intercommunication, and interoperability of the information processing platform, as well as the improvement of the degree of integration, higher requirements are put forward for the reliable serviceability and service quality assurance of the service computing system [1]. The general information processing platform provides a consistent operating environment for all kinds of general information processing services and supports the intensive operation of all kinds of information services. At the same time, various information systems on the same platform, different services in the same information system, different service requests of different users, and different requests of the same user all have various requirements of service quality [2]. On the one hand, the unique characteristics of service computing, such as loose coupling, location transparency, and protocol independence, make it an ideal model for building various complex data processing and information service systems in the network environment. On the other hand, factors such as the looseness, independence, and heterogeneity of the computing environment also bring new technical challenges to the guarantee of nonfunctional attributes such as real-time performance, security, reliability, and availability of service computing. In the open and dynamic network environment, the composite service-oriented computing model needs to implement a reliable software architecture with high reliability, adaptability, and self-management capability [3].

Trusted computing integrates real-time, safe, reliable, and available computing theories in the traditional category and studies the interaction of system behaviors under nonfunctional attributes in a unified way, so that the behavior state can be monitored, the behavior results can be evaluated, and the abnormal behaviors can be controlled [4]. Quality of service (QoS) is a comprehensive index describing the nonfunctional characteristics of computer systems and communication networks, which is used to measure the
satisfaction degree of using a service [5]. Both trusted computing and QoS aware computing focus on the multidimensional nonfunctional characteristics of the system, so it can be considered to represent the trusted attribute as the multidimensional QoS demand of the system, to provide credibility guarantee for the network service. It has become an important direction in the field of trusted computing to use the service quality theory to provide a guarantee for the trusted demand of service [6].

As the number of Web services shared over the network increases dramatically, the traditional choice of user services is based on QoS values published by vendors. In reality, the network environment shared by Web services is characterized by openness, instability influenced by the external environment, and unreliability of QoS value of services influenced by business competition. The inaccuracy of the QoS value of Web services and the uncertainty of the invocation of Web services make users unable to obtain Web service combinations according to actual requirements. Therefore, in the case of complex network environment and massive Web services, how to efficiently select a group of Web services that can meet users’ functional requirements and have credibility from a large number of candidate services is a key scientific and technical problem to be solved in the field of service computing.

In this paper, we proposed an approach composed of QoS modeling, QoS prediction, QoS planning, and service selection, to guarantee the QoS of composite service. Firstly, we built the models to describe the trusted QoS of atomic service and trusted QoS of composite service, respectively. Secondly, we introduced the exponential smoothing method to evaluate the abilities of atomic services and found that the prediction of QoS information of atomic service by the exponential smoothing method was accurate and feasible. Based on the QoS estimation, we modeled QoS calculation rules of composite service. In addition, we proposed a series of service selection algorithms and used computational simulation to demonstrate that the Euclidean distance preference algorithm had a more balanced and excellent characteristic. Finally, we compared the memetic algorithm with random selection to meet the multidimensional QoS requirement of composite service.

2. Related Works

With the popularization and development of Web service technology, on the one hand, more and more users begin to complete various business processes by combining Web service, and the business process pattern is being promoted to the broader users. On the other hand, users no longer need specific Web service as the executors of tasks in the process owing to the appearance of a large number of Web services with the same or similar functions rather than automatically selecting Web service according to the needs and constraints of users.

To meet the specific application background and requirements, we usually need to combine multiple Web services according to certain granularity to form a service process with a specific structure and realize complete business logic in dealing with complex business. Facing this situation makes it important to evaluate and ensure the process of QoS.

When users select Web service, in addition to functional attributes, they can also set up constraints on some non-functional attributes, that is, by constraining QoS attributes to be selected. QoS can include attributes such as price, response time, availability, and reliability [7]. Providers of Web service also tend to give a range of QoS attribute values of the service, thus providing a reference for potential users.

In QoS sensitive business processes, the QoS of the entire process is also a feature of user concern except requiring the process to complete predefined tasks [8]. Therefore, how to make an effective choice in the alternative Web service to meet the requirements of users, so that the selected Web service can not only complete the task assigned by the process and meet the local constraints, but also cooperate with the Web service which completes other tasks in the process, is an urgent issue that needs to be solved and it is often referred to as QoS sensitive Web service composite issue.

At present, many scholars have studied the trusted computing technology and QoS technology in the complex distributed computing environment and achieved some results [9]. Existing research is often based on the idea of QoS guarantee, from the perspective of reliability, security, and other nonfunctional attributes of service computing research, especially through the combination of atomic services to maximize the needs of users [10, 11]. For Web service composition in the study, the researcher proposed the service selection method based on mathematical programming; service selection method based on genetic algorithm (GA); service selection method based on particle swarm optimization (PSO) algorithm, based on swarm intelligence computing; service selection method based on global QoS constraint decomposition; service selection method based on artificial intelligence theory; and many other kinds of service composition methods [12–14].

The literature [15] carries out a survey and research review in the field of Web services technology, clarifies the research motivation of service credibility evaluation, discusses the importance of atomic Web services credibility in the construction of service composition strategy, and classifies the credibility evaluation methods. Wang et al. [16] divided the process of service composition into three stages: service planning, service selection, and service binding, to reasonably and effectively evaluate the credibility of services, and investigated the credibility of services in each stage. Ardagna and Pernici [17] designed a service composition method based on mixed-integer programming when considering the possible local and global QoS constraints in service selection. Sun and Zhao [18] decomposed global QoS constraints into local QoS constraints through a mixed-integer programming method, thus transforming the service composition problem belonging to the global optimization problem into the local optimal service selection problem and reducing the complexity of the problem. Surianarayanan et al. [19] proposed a service composition method of constraint decomposition method to calculate the utility of
composite services through the utility of component services and the utility constraints of component services of composite service constraints. The literature [20] decomposed service composition into two stages: constraint decomposition and service selection. Another study [21] proposed a service optimization combination method based on correlation graph and 0-1 linear programming. The service optimization combination method based on mathematical programming can effectively solve the problem of service optimization combination to a certain extent. However, when the problem scale is large, the calculation time of such a method is relatively long, and it cannot meet the real-time requirements of service composition.

Few researchers in the above studies distinguish the concept of service and service entity from the perspective of trusted QoS guarantee architecture. When making QoS planning, planners are faced with the underlying atomic service entity that provides specific service functions. In this system view, the requirement of trusted QoS for composite services can only be met through QoS planning based on the choice of atomic service entities. Moreover, the QoS embodied by the service entity at run time is often inconsistent with the QoS declared by the service entity, which makes this QoS planning method limited in guaranteeing the trusted QoS of the composite service at run time.

3. Trusted QoS for Service Modeling

In this paper, we refer to the composite service with trusted constraints of QoS described jointly by BPEL language and state diagrams as processes. We focus more on service entities than service for the process; what directly determines the process QoS is not the service entity of QoS, but the QoS; the planning of QoS is also based on the service (abstract service) of QoS, not the service entity of QoS.

Service composition is to combine some relatively simple services according to certain business process logic into complex composite services, thus providing more powerful and complete business functions. Based on the loose service combination, the customization of business processes can be realized, and personalized services can be provided to users, so that the business can adapt to changes [22].

Entities are defined as people, units, various computer hardware and software modules, or their multiple sets. Multiple sets are linear sum of integral coefficients of various elements.

Atomic service/service entity is defined as an entity that works or operates for another entity called service. Here, the work is for the service provider; the operation (computer and information receiving, sending, transforming, etc.) is for the computer hardware and software module that provides the service.

Composite service is defined as merging multiple small granularity services into one large granularity service. In the network architecture, the service combination is a combination of service providers.

Abstract service is defined as service functions provided by service entities. It can also be understood as an abstract proxy composed of atomic service entities with the same service function (but the nonfunctional capabilities of QoS will be different), which is used to represent all atomic services with this function.

With this concept, in the planning process of QoS, we can put forward reasonable requirements of QoS for each abstract service in the composite service, because the abstract service represents the operation status and QoS capability of all atomic service entities with the same function. In this paper, unless otherwise specified, we call abstract service “servic”, which is different from atomic service (service entity).

When the business process changes, it is only necessary to reorganize the services that make up the business process or dynamically adjust the component services that make up the business process to quickly respond to the changes of the business process [23]. In the business process realized by service composition, both developers and end-users can combine the existing services to obtain new and complex services and form new or even dynamic business processes. This promotes the utilization of service, improves the reusability of service, and accelerates the development of application projects [24].

3.1. Trusted QoS for Atomic Service Modeling. There are many methods for modeling the trusted properties of atomic services. Generally speaking, it is divided into real time, availability, reliability, cost, and so on. In this paper, we use the following methods to model:

(i) Real time: it is used to measure the time characteristics of a service. A service call time \( t \) defined as follows: on the service caller side, the time difference between \( t_1 \) moment and \( t_2 \) moment from sending service request to receiving returned result is \( |t_2 - t_1| \). \( t \) includes network transmission time. The real-time performance of service will be described by ternary < minimum. Minimum, average, and maximum are all elements of \( R^+ \). Average represents the average service call time to access the service in history, and maximum represents the minimum service call time to access the service in history. The average access time can be calculated using the following formula: \( T(s) = (\sum_{i=1}^{n} T_i(s))/n \), where \( n \) is the number of times the service was observed in history, and \( T_i(s) \) is the time at which the service was called in history.

The reason why this arithmetic average method has a predictive function is that it can always eliminate to a certain extent the influence of random changes caused by accidental interference on the QoS capability of atomic service. However, this method also conceals the fluctuating trend in the development of the atomic service itself.

Aiming at the limitation of this modeling method, we will use a weighted average method named exponential smoothing in the planning process of QoS. It means that the recent QoS characteristics of the atomic service have a greater impact on the
future and the more up-to-date information reflected; the importance of historical data which predict the QoS capability of the atomic service should decrease from the close to the distant in time.

(ii) Availability: the availability of a service describes the probability that the service can be accessed correctly. The availability of service \( S \), namely \( A(S) \), is defined as a real number on \([0, 1]\), \( A(S) \in [0, 1] \). Use the following method to measure the availability of services: \( A(S) = T_\theta(S)/\theta \), where \( \theta \) is a time constant in seconds and \( T_\theta(S) \) is the time at which the service can be accessed correctly in the past \( \theta \) seconds. In practical application, different \( \theta \) values are selected for observation according to the access frequency of different services. For services with high frequency of access, we choose a smaller period of time for investigation. For services with low frequency of access, we choose a larger period of time for investigation.

(iii) Cost: it is the expense of using a service. The trusted cost of a service is described as a positive integer. The cost of atomic services is defined as an element on \( I^+ \). In practical applications, the cost of a service is given by the provider of the service (or the cost is determined according to the time spent by the service user to calculate the resources and the use of the resources).

3.2. Trusted QoS for Composite Service Modeling. The trusted nature of the process has the same trusted aspect and description domain as the trusted nature of the service. The credibility of the composite service is determined by the credibility of its subservices and its composition mode. The operation function of composite service is composed of multiple subtasks in a certain way, and there are control dependency and data dependency between subtasks. For the execution process of composite services \( S \), we can decompose it with reference to the method in [10] and describe the control dependence in the execution process by using state diagram. On this basis, we can use the method of [8] to generate a directed acyclic graph to describe its execution process. The node represents the subtask, and the direction of the edge describes the execution order of the task. Different subtasks may be provided by different subtasks. The execution plan of a service \( S \) is defined as \( \langle G, P \rangle \), where \( G \) is a directed acyclic graph representing its control dependency during execution. \( P = \langle t_1, s_1 \rangle, \langle t_2, s_2 \rangle, \ldots, \langle t_m, s_m \rangle \) describes the corresponding relationship between subtasks and subservices, and \( \langle t_i, s_i \rangle \) indicates that \( t_i \) is completed by the service \( s_i \).

Figure 1 is a typical implementation plan diagram. The process of service \( S \) can be broken down into multiple subtasks. The control dependency among tasks is described by the directed acyclic graph. The starting state is \( t_i \), two parallel subtasks \( t_1 \) and \( t_2 \) are triggered simultaneously, the concurrent activities are synchronized at \( t_i \), then task \( t_3 \) is started, and finally \( t_f \) is finished. The functions of these subtasks are provided by several services. \( \langle t_i, s_i \rangle \) describes the corresponding relationship between subtasks and services. Among them, \( \langle t_1, t_2, t_3, t_4, t_f \rangle \) is a critical path (shown by the green squares in Figure 1 in the execution process), and the execution time of the critical path determines the execution time of the whole operation. For a more complex business process of Web service, we can decompose it into recursive combinations of several basic institutions. Table 1 gives the QoS calculation rules for the flow of several basic structures. In this paper, we will explain and verify the proposed method with three common QoS attributes: time, cost, and availability.

Sequence structure (Sequence): the service process of sequence structure \( W \) is composed of the sum of the response time of each service that constitutes the service process.

Time (T): the response time \( T(W) \) of the service process \( W \) is composed of the sum of the response time of each service that constitutes the service process.

\[
T(W) = \sum_{i=1}^{m} T(s_i). \tag{1}
\]

Cost (C): the cost \( C(W) \) of service process \( W \) is the sum of the costs of each service that constitutes the service process.

\[
C(W) = \sum_{i=1}^{m} C(s_i). \tag{2}
\]

Availability (A): the availability \( A(W) \) of service process \( W \) is composed of the availability product of each service that constitutes the service process.

\[
A(W) = \prod_{i=1}^{m} A(s_i). \tag{3}
\]

Choice structure (Choice): the service process of choice structure \( W \) is composed of service by \( m \) \((s_1, s_2, \ldots, s_m)\) in a certain order. For the selection structure, each selection branch is marked with the probability of being selected. For example, a process selection structure has two branches, its prices \( c_1 \) and \( c_2 \), respectively. The probability of being selected is \( p \) and \( q \), respectively. The cost of the whole structure is calculated as follows: \( pc_1 + qc_2 \), s.t. \( p + q = 1 \).
The initialization value of probability can be determined by the designer of business process, and then the information obtained by monitoring the process execution is updated continuously. Accordingly, for the selection structure $1, \ldots, m$ with $N$ of branches, the probability of each branch is $\{p_1, p_2, \ldots, p_i, \ldots, p_m\}$, of which $\sum_{i=1}^{m} p_i = 1$. Usually, the QoS of this choice structure is the attribute value of each task and its corresponding branch probability, and then the sum.

**Time (T):** the response time $T(W)$ of the service process $W$ is composed of the weighted sum of the response time probabilities of the service that constitutes the service process.

$$T(W) = \sum_{i=1}^{m} p_i * T(s_i). \quad (4)$$

**Cost (C):** the cost $C(W)$ of service process $W$ is composed of the weighted sum of the cost probabilities of the service that constitutes the service process.

$$C(W) = \sum_{i=1}^{m} p_i * C(s_i). \quad (5)$$

**Availability (A):** the availability $A(W)$ of service process $W$ is composed of the weighted sum of the cost probabilities of the service that constitutes the service process.

$$A(W) = \sum_{i=1}^{m} p_i * A(s_i). \quad (6)$$

**Parallel structure (Parallel):** the service process of parallel structure $W$ is composed of service by $m$ ($s_1, s_2, s_3, \ldots, s_m$) in synchronization.

**Loop structure (Loop):** the service process $W$ of loop structure is composed of $m$ times repetition of loop body service $s$. For a given service $s$ and the number of cycles $m$, it can also be equivalent to a sequential structure which is composed of $m$ of the same service.

$$A(W) = \prod_{i=1}^{m} A(s_i). \quad (7)$$

Before service selection, the QoS planning module must know the QoS information of the atomic services in the service portfolio, which should conform to the atomic services trust modeling approach described in Section 3.1. For an atomic service, its QoS capabilities may be manifested at different levels over time. Simply put, multiple executions of an atomic service will necessarily reflect different QoS, just as a Web service will not have the same response time every time. In the face of such a large amount of historical information, it is very important for the accuracy of QoS planning to make a reasonable analysis and estimate the QoS capability of the atomic service in the next execution.
For each atomic service with the same functionality, its ability to provide services is different, which is not only restricted by its characteristics but also shows different QoS characteristics due to the environment it is deployed in and the resources it allocates. Therefore, for each atomic service, it is necessary to estimate the QoS capability of the services it currently provides. This process is called “QoS prediction” of atomic services. The main purpose of QoS prediction of atomic services is to meet the demand after QoS planning by selecting appropriate atomic services as far as possible, that is, to meet the user’s QoS demand at the same time, to avoid the adjustment of the resource layer. A forecast is an estimate of the current QoS capabilities of atomic services that, if accurate, may avoid the additional overhead of resource layer control. If there is no special explanation, this paper takes the QoS prediction of the time dimension as an example for illustration.

4.1. Exponential Smoothing Prediction. The exponential smoothing method requires less data, so it is a simple and practical forecasting method for QoS prediction [25]. The method of exponential smoothing takes the weighted average of a sequence of historical events as a forecast of the future. It is a special case of the weighted moving average method, where we select only one weight, the weight of the nearest observed value. The weights of other data can be calculated automatically and will get smaller over time. The basic model of the exponential smoothing method is as follows.

\[ F_{t+1} = \alpha Y_t + (1 - \alpha)F_t. \]  

In (13), \( F_{t+1} \) is the predicted value of time series in the period \( t + 1 \), \( Y_t \) is the actual value of time series in the period \( t \), \( F_t \) is the predicted value of time series in the period \( t \), and \( \alpha \) is the smoothing constant \((0 \leq \alpha \leq 1)\).

Formula (13) shows that the predicted value for the period \( t + 1 \) is the weighted average of the actual value for the period \( t \) and the predicted value for the period \( t \). In fact, we can show that the predicted value for the exponential smoothing method for any period is also the weighted average of all the historical actual data for the time series, as in

\[ F_i = \alpha Y_1 + \alpha(1 - \alpha)Y_2 + \ldots + \alpha Y_{t-i+1}, \]

Although the exponential smoothing method provides a weighted average of all historical observations, we do not need to store all historical data on the computer for the next period. Once the smoothing constant \( \alpha \) is selected, we need only two items of information to calculate the predicted value. The formula shows that if \( \alpha \) is given, we only need to know the actual value and the predicted value of the time series in the period of \( t \), namely, \( Y_t \) and \( F_t \); then, we can calculate the predicted value in the period of \( t + 1 \).

Forecast accuracy. Although any value of \( \alpha \) up to 0 to 1 is acceptable, some values of \( \alpha \) produce more accurate predictions than others. We rewrite (13) in the following form:

\[ F_{t+1} = F_t + \alpha(Y_t - F_t). \]  

Therefore, the new forecast \( F_{t+1} \) is equal to the historical forecast \( F_t \) plus an adjustment, which is equal to \( \alpha \) times the most recent forecast error \( (Y_t - F_t) \). In other words, by adjusting the predicted value of the \( t \) period and some prediction errors, we can get the predicted value of the \( t + 1 \) period. If the time series contains a large number of random variations, we tend to use a smaller smoothing constant. The reason for this choice is that many forecast errors are due to random variation, and we do not want to overreact to forecasts and adjust them too quickly. For the time series with small random variation, a larger smoothing exponential constant can be selected. The advantage of this method is that the condition can be changed quickly to adjust the error when the prediction error occurs. For the selection of the most appropriate \( \alpha \), the Mean Square Error (MSE) analysis should be carried out through the analysis of historical data or experiments.

4.2. QoS Prediction Experiment for Random Changes. Figure 2 shows the QoS capability estimation diagram of atomic service based on the exponential smoothing method, where the red broken line on the vertical axis represents the response time of a Web service executed for 50 consecutive times, and the blue asterisk represents the response time of these 50 atomic services. The abscissa represents the number of tests based on the time estimate from the exponential smoothing method. Besides, we use \( T(Y_i) \) to represent the actual measured value of the \( i \)-th Web service response time, and \( T(F_i) \) is used to represent the exponential smoothing estimate of the \( i \)-th Web service response time, where \( i \in (1, 2, \ldots, 50) \).

As can be seen from the figure, the exponential smoothing method has a good prediction effect on the estimation of QoS capability of atomic service and smooths the capability deviation displayed by the service during its execution, which can eliminate interference errors to a certain extent. These errors can be caused by inaccuracies in measurement or by the environment in which the atomic service itself is deployed. The exponential smoothing method can be used to describe a considerable extent the true level of service quality of the atomic service itself, which is an essential characteristic of the atomic service, as opposed to the performance characteristics that are affected by the environment in which it is deployed and the allocation of resources. Besides, the QoS estimation of exponential smoothing cannot guarantee the accurate prediction of QoS level for the next execution of the atomic service. In essence, it is the weighted average of the historical value of the service on the QoS indicator, which is an improvement of the time average of the trusted QoS modeling method of the atomic service in Section 3.1.

What we need to notice is that the value of each blue asterisk \( T(F_i) \) is given by the weighted average of \( T(Y_j) \) \( [j \in (1, 2, \ldots, i - 1)] \), which is less than \( i \) in the time coordinate. Of course, in practical application, to reduce the storage capacity, the actual value stored in the data center is the actual measured value and the estimated value at the last execution of the Web service which is calculated by (14), rather than recording all measurements of the historical execution time of the atomic service.
Linear fitting was conducted between the actual and estimated values of 50 measurements in this experiment, as shown in Figure 3, where the abscissa represents the actual value, the ordinate represents the estimated value, and \((T(Y_i), T(F_i))\) constitutes the coordinate points in the figure. Figure 3(a) represents the original data, and Figure 3(b) represents the results of actual and estimated values sorted from small to large (to reflect the fluctuation range of QoS value). The results show that both the actual value and the estimated value can reflect the response time of the Web service around 100, while the estimated value has a smaller standard variance. The fitting equation in Figure 3(b) is \(T(F) = 0.29 T(Y) + 71\), and the correlation coefficient \(R^2 = 0.97\). \(R^2\) is a real number between 0 and 1, which is used to evaluate the fitting degree of the regression equation. The greater the value, the better the fitting degree.

Figure 4 shows the residual analysis between the 50 measurement results and the estimated results. All the values are evenly distributed between them, belonging to the standard normal shape, which further confirms the correctness of linear fitting in Figure 3. In this experiment, the prediction effect of QoS is not good enough because QoS varies randomly. Nevertheless, the evaluation of atomic service QoS capability by using the exponential smoothing method is relatively accurate. It is essentially a dynamic estimation of the average value of the atomic service QoS capability and a weighted average of the historical measurement value. It explores the essential characteristics of the service. The QoS ability of atomic service will show random fluctuations with the white noise interference. The results of experiments show that the standard deviation of the estimated value 2.75 is significantly smaller than that of the actual value 9.19 (shown in Figures 2 and 3). The estimated value is embedded into small volatilities around real the QoS ability value 100. This means that the estimated value based on exponential smoothing method could reflect the nature of the QoS ability of atomic service. Therefore, this approach is consistent with the QoS modeling for atomic services in Section 3.1.

4.3. Prediction of QoS with a Linear Trend. Studies have shown that the QoS supply level of a service entity is related to the load of the service node where the service entity is located. For example, in [26], through a large number of experimental tests on database services, it is found that the average service response time of the service is correlated with the CPU load of the service nodes. This relationship can be intuitively understood as follows: in general, a lower load on the service node means that the service node has fewer service invocation requests in the local service queue, and the service request of the service entity will be processed faster. Furthermore, when a load of service nodes is low, the task scheduling overhead caused by service process switching and file association and the interaction between processes of different service entities will be reduced, which will also improve the response time and availability of service entities.

The time response of an atomic service may change with the node load, and this change has a linear trend. In other words, in a certain time series, the response time of an atomic service will increase with the increase of node load and decrease with the decrease of node load. Although there is not necessarily a strictly linear relationship between them, such a monotonous trend does exist.

Based on the theory of the relationship between response time and node load, we conducted relevant tests again, as shown in Figure 5. For QoS estimation with a rising trend, the exponential smoothing method can also have a good tracking effect, and the estimation of the actual measured value is accurate, which fully reflects the time response characteristics of the atomic service. However, for a real system, the response time that increases as the node load increases should be a value that varies more slowly and is closer to that shown in Section 4.2.

Figure 6 shows the fitting between the actual and estimated values of QoS with an upward trend. Figure 6(a) shows the raw data, and Figure 6(b) shows the actual and estimated values sorted from smallest to largest. The results show that the QoS estimation with the linear trend is more accurate than that with the random change, and can reflect the changing trend of QoS. The \(R^2\) of the linear equation fitted in Figures 6(a) and 6(b) is greater than 0.95, and the correlation coefficient is greater than 0.9. The RMSE value and SSE value of fitting results in Figure 6(a) are 14.76 and 10460, respectively, while the RMSE value and SSE value of fitting results in Figure 6(b) are 7.875 and 2977, respectively. This indicates that there is a strong correlation between the actual value and the estimated value and that the ratio between \(T(F)\) and \(T(Y)\) is close to 1, indicating that the estimated value is very accurate in predicting the actual measured value.

The above two experiments fully prove that the prediction of atomic service QoS information by the exponential smoothing method is accurate and feasible. The estimated data obtained by the exponential smoothing
method is a group of QoS information with relatively slow changes, which can fully reflect the reliable QoS level of the atomic service. Moreover, the algorithm is simple and easy to operate, and the consumption of system resources is small. Therefore, it can be fully applied to the preprocessing of QoS data of atomic service for reliable QoS planning.

5. Service Selection Based on QoS Planning

By preprocessing the history data of atomic service, the multidimensional trusted QoS information of each atomic service could be obtained. The typical information would be applied to trusted QoS planning, which is equivalent to decomposing the process QoS requirements of the application into QoS requirements for each service in this composite service.

QoS planning is the decomposition of the QoS requirements of the application process proposed by the user into the QoS requirements that should be satisfied by each service that makes up the process (the process is shown in Figure 7). Based on the results of QoS planning, the system selects the atomic services for each service that can guarantee the QoS requirements of that service according to a certain service selection strategy. The selection of appropriate atomic services to form a composite service is the key to meeting the QoS requirements of users. For verification, this paper uses three dimensions of the QoS metrics for illustration: time (T), cost (C), and availability (A). Based on the results of QoS planning, three service selection strategies are proposed by the author.

5.1. Time Preference Algorithm. For each service in the composite service, the atomic service with the shortest response time (the value after data preprocessing) is selected to complete the service according to the requirements of the time dimension in the results of QoS planning (average time complexity is \( O(n^2) \)). This method maximally satisfies the user’s requirements for the QoS time dimension, because for each atomic service, even if the QoS capability is estimated using data preprocessing, there is still no precise guarantee that the QoS characteristics of the atomic service will be the
estimated value at the next execution. In the case when the
time characteristics of the atomic service are significantly
different from the estimated value, the user’s requirements
for the time dimension could be satisfied to the maximum
extent with the time preference policy, because it leaves the
maximum amount of redundancy in time.

5.2. Cost/Availability (C/A) Preference Algorithm. The cost/
availability (C/A) preference algorithm is a service selection
algorithm based on QoS planning. The basic idea, shown as
follows, is to satisfy the user’s demand in the time dimension
at the lowest possible cost. (Algorithm 1).

Algorithm description:
Based on the results of QoS planning, for each service, the atomic services that satisfy its real-time requirements $T_p|_j$ and form a sequence $A_j$ are selected. Note that the atomic services in the sequence are out of order at this point.

For each atomic service in the sequence $A_j$, it is backed up to form a service group until the availability meets the QoS planning requirements $A_p|_j$ (if the availability of the atomic service already meets the requirements, no backup is needed); the cost of the atomic service group is $C_j \cdot k$, and $k$ is the number of atomic services in the service group.

Sort all the atomic service groups in increasing order of cost/availability (C/A), with the services of different functions in one column, to obtain the order $A_j$.

Select the first service group from the sequence $A_j$, i.e., the service $S_j^1$ with the smallest C/A, to form the service flow.

This service selection strategy allows users to achieve the required QoS requirements for each dimension with a minimal cost. The average time complexity is $O\left(\sum s_j + B \cdot N_A + N_A^2\right)$, where $B$ is the average backup times of $A_j$ and $N_A$ is number of atomic services in $A_j$. However, for atomic services whose real-time QoS estimates deviate significantly from the actual measurements, the real-time performance may not be satisfied.

5.3. Euclidean Distance Preference Algorithm. The composite service selected by the Euclidean distance preference algorithm is the closest to the comprehensive quality of service proposed by the user [27]. Besides, the required quality of service for each service after QoS planning is denoted as QoS(s) = (T, C, A), which represents the conditions that the service should satisfy in three dimensions: real time, cost, and availability.

For example, there are $n$ atomic services $s_1, s_2, s_3$, QoS(s$_1$) = (T$_1, C_1, A_1$), QoS(s$_2$) = (T$_2, C_2, A_2$), QoS(s$_3$) = (T$_3, C_3, A_3$), so that the services of the same function could be described as a matrix:

$Q = \begin{pmatrix} T_1 & C_1 & A_1 \\
T_2 & C_2 & A_2 \\
\vdots & \vdots & \vdots \\
T_n & C_n & A_n \end{pmatrix}.$ (15)

In terms of service quality criteria, there are quality standards where higher values indicate better quality, while there are quality standards where lower values indicate better quality [28]. The former are called positive-quality criteria, such as availability, and the latter are called negative-quality criteria, such as execution time. In addition, in order to prevent the value of a quality criterion from being exceedingly large to influence the final result, it is necessary to concentrate on the values of all quality criteria between [0, 1].
For negative service quality, we use (16) for processing; for positive service quality, (17) is used for processing.

\[
V_{i,j} = \begin{cases} 
\frac{Q_i^\text{max} - Q_{i,j}}{Q_j^\text{max} - Q_j^\text{min}}, & \text{if } Q_j^\text{max} - Q_j^\text{min} \neq 0, \\
1, & \text{if } Q_j^\text{max} - Q_j^\text{min} = 0.
\end{cases}
\]  

(16)

\[
V_{i,j} = \begin{cases} 
\frac{Q_{i,j} - Q_j^\text{max}}{Q_j^\text{max} - Q_j^\text{min}}, & \text{if } Q_j^\text{max} - Q_j^\text{min} \neq 0, \\
1, & \text{if } Q_j^\text{max} - Q_j^\text{min} = 0.
\end{cases}
\]  

(17)

In the above equation, atomic services \( s_{ij} \) with the same function constitute service \( s_p \). \( Q_j^\text{max} \) denotes the maximum value of service \( s_j \) on dimension \( Q_j \). \( Q_j^\text{min} \) denotes the minimum value of all atomic services \( s_j \) on dimension \( Q_j \), and \( Q_{i,j} \) denotes the value of atomic services on dimension \( Q_j \) where \( Q \) denotes the dimension of service quality, e.g., real time \( T \), cost \( C \), and availability \( A \).

The matrix in (15) is processed according to (16) and (17) to obtain

\[
Q' = \begin{pmatrix}
V_{11} & V_{12} & V_{13} \\
V_{21} & V_{22} & V_{23} \\
\vdots & \vdots & \vdots \\
V_{n1} & V_{n2} & V_{n3}
\end{pmatrix} = \begin{pmatrix}
Q_1 \\
Q_2 \\
\vdots \\
Q_n
\end{pmatrix}.
\]  

(18)

5.4. Simulation Experiment. Figure 8 shows the graph of the results after using trusted QoS planning. In the following, the three algorithms are compared in terms of the total time, total cost, and Euclidean distance metrics, respectively. The horizontal axis indicates the number of simulation experiments and the vertical axis indicates the indicator we examined.

The three algorithms are examined in terms of total time, which is shown in Figure 9.

From the figure, it could be seen that the time (\( T \)) preference algorithm has the shortest total time, which is due to the fact that the algorithm uses only the time metric as the basis for service selection, which maximizes the satisfaction of the time requirement. The random selection algorithm and the cost/availability (C/A) preference algorithm exhibit random fluctuations around the expected value (1400) because they do not consider the time metric. The Euclidean distance preference algorithm performs better than the random selection algorithm and the cost/availability (C/A) preference algorithm in terms of time metrics because it considers time, cost, and availability together, but not as well as the time (\( T \)) preference algorithm.

The three algorithms are examined in terms of total cost, which is as shown in Figure 10.

From Figure 10, it could be seen that the cost/availability (C/A) preference algorithm is the least costly. This is due to the fact that the algorithm uses cost (\( C \)) as a metric for measuring service selection and therefore is able to maximize the cost satisfaction.

The random selection algorithm and the time (\( T \)) preference algorithm exhibit random fluctuations around the expected value (250) because the metric of cost is random in both. The Euclidean distance preference algorithm performs better than the random selection algorithm and the time (\( T \)) preference algorithm in terms of cost metrics because it considers time, cost, and availability together, but not as well as the cost/availability (C/A) preference algorithm.

The three algorithms are examined in terms of similarity to the expected value (Euclidean distance), as shown in Figure 11.

As can be seen from Figure 11, the Euclidean distance preference algorithm has the best performance in this metric. The algorithm considers a combination of time (\( T \)), cost (\( C \)), and availability (\( A \)). The random selection algorithm has the worst performance in all three metrics because they are chosen randomly. The time (\( T \)) preference algorithm performs better than the random selection algorithm.
in terms of the Euclidean distance of the expected value because it takes time ($T$) into account. The cost/availability ($C/A$) preference algorithm outperforms the time ($T$) preference algorithm in terms of Euclidean distance because it considers both cost ($C$) and availability ($A$), but it is inferior to the Euclidean distance preference algorithm.

In summary, the Euclidean distance preference algorithm integrates the three indicators into consideration and has a more balanced and excellent characteristic. In practice, different algorithms can be chosen according to different needs.

5.5. **Service Selection Based on Heuristic Algorithms.** When the computational power is sufficient, service selection can be achieved using heuristic algorithms without going through QoS planning. Service selection for composite service is an NP-hard problem, and this paper propose the memetic algorithm (MA) by combining genetic algorithm (GA) with local search to solve this class of problems [29, 30].

The algorithmic framework of this paper is listed in Algorithm 2. Firstly, various parameters of the genetic algorithm, the flow of the composite service, and the QoS of each atomic service are required to be input. Then the population $P$ is generated by the initialization function InitialPopulation($\cdot$), and next it enters a loop until the number of iterations reaches the set maximum number of iterations. In the loop, firstly, Selection($\cdot$) is used to select the parent population to participate in crossover and mutation in a roulette manner, then GeneticOperation($\cdot$) is used to perform crossover and mutation operation. LocalSearch($\cdot$) is a further search after the crossover and mutation operation so as to find the local optimum, and then UpdatePopulation($\cdot$) is used to update the population and get a better
Input: The maximum number of iterations: $N_{\text{max}}$. The size of population: $S_p$. The size of the mating pool: $S_{\text{MP}}$. The size of tournament: $S_T$. The probability of crossover: $P_C$. The probability of mutation: $P_M$. The process of composite service and the QoS of each atomic service.

Output: The selected atomic services and the QoS of composite service.

Steps:
1. Initialize $P \leftarrow \text{InitialPopulation}(S_p)$;
2. for $n = 1; n < N_{\text{max}} + 1; n++$
3. $P_{\text{parent}} \leftarrow \text{Selection}(P, S_{\text{MP}}, S_T)$;
4. $P_{\text{child}} \leftarrow \text{GeneticOperation}(P_{\text{parent}}, P_C, P_M)$;
5. $P_{\text{newchild}} \leftarrow \text{LocalSearch}(P_{\text{child}})$;
6. $P \leftarrow \text{UpdatePopulation}(P, P_{\text{newchild}})$;
7. end for
8. return $P, \text{QoS}_{\text{max}}$

**Algorithm 2**: MA of service selection.

Input: The chromosome $P_{\text{child}}$. The process of composite service and the QoS of each atomic service.

Output: New chromosome $P_{\text{newchild}}$.

Steps:
1. Initialize $P_{\text{newchild}} = P_{\text{child}}$
2. for $i = 1; i < N_{\text{AbstS}} + 1; i++$
3. for $j = 1; j < N_{\text{AtomS}}(i) + 1; j++$
4. $P_{\text{child}}(i) \leftarrow S(j)$;// (A atomic service differs from $P_{\text{child}}$' gene)
5. if $\text{QoS}(P_{\text{child}}) > \text{QoS}(P_{\text{newchild}})$;// (find an atomic service that improve QoS)
6. $P_{\text{newchild}} = P_{\text{child}}$;
7. end if
8. end for
9. $P_{\text{child}}(i) = P_{\text{newchild}}(i)$;
10. end for
11. return $P_{\text{newchild}}$

**Algorithm 3**: Algorithm of local search.

![Figure 12: Algorithm comparison based on success rate of QoS assurance.](image)

chromosome population. Finally, the result of the calculation is output.

The local-search strategy is given by Algorithm 3 in order to accelerate the convergence. $N_{\text{AbstS}}$ in Algorithm 3 denotes the number of abstract services in the composite service, and $N_{\text{AtomS}}(i)$ denotes the number of atomic services in abstract service $i$. We traverse each gene of the chromosome and determine whether replacing it with
another atomic service improves the QoS. If changing the atomic service of a gene can improve the QoS, the new gene is accepted so that a local optimum is achieved. If QoS could be improved by changing atomic service of the typical gene, this gene could be accepted in order to reach optimal results. The average time complexity of MA algorithm is $O(N_{\text{max}} \sum N_{\text{AtomS}}(i))$.

The simulation experiments are performed on the composite service flow in Figure 8, using random selection of atomic services and MA selection of atomic services for each experiment, for a total of 100 tests. We set $N_{\text{max}} = 1000$, $S_p = 100$, $S_{\text{MP}} = 100$, $S_T = 2$, $P_C = 0.1$, and $P_M = 0.9$. Figure 12 shows the number of successes of the above two methods in meeting the QoS requirements proposed by the application in 100 experiments, respectively, where the horizontal coordinate represents the number of experiments $n$, $n \in 1, 2, \ldots, 100$, and the vertical coordinate represents the number of times $m$ the QoS requirements of the composite service are satisfied in $n$ experiments, $m \in 1, 2, \ldots, n$. As can be seen from the figure, the number of successes after MA selection of atomic services is significantly greater than the number of successes for random selection of atomic services. Among the 100 experiments conducted, the user’s requirements can be satisfied up to 90% because of the QoS of the composite service after MA-selected atomic service, while the randomly selected service has less than 50% chance of success in terms of the QoS requirements proposed by the user, although the user’s functional requirements could be satisfied.

6. Conclusion and Future Work

Web composite service technology aims at solving the problem of effective integration of functionally diverse Web service resources on the Internet, and users’ multifaceted application requirements could be satisfied by constructing functionally complex and superior composite services. The huge number of candidate services with similar functional attributes and different nonfunctional attributes will increase the complexity of composite service and lead to the problem of Web composite service as NP-hard problem. In the complex network environment, it is difficult for the traditional QoS-based composite service approach to guarantee that the constructed combination solution can meet the user requirements because it cannot measure the trustworthiness of Web services. In this paper, we mainly focus on how to solve the problem of trustworthy QoS guarantee for composite service in the highly complex, dynamic, and untrustworthy Internet environment. We design an operational mechanism to guarantee the trustworthiness requirements of the composite services. The various task segments in the composite services are completed by virtual services, and the quality of the composite services is ensured by QoS planning of the upper layer applications, prediction of the QoS capability of atomic services, and implementation of various service selection algorithms to finally meet the abstract service trustworthiness requirements. Future work will optimize (1) the selection of services with identical functions but differing interfaces and (2) the impact of interatomic service correlations on composite services.
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