Multimodal Fusion of Speech and Gesture Recognition based on Deep Learning
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Abstract. This paper proposes a multimodal fusion architecture based on deep learning. The architecture consists of two forms: speech command and hand gesture. First, the speech and gesture commands input by users are recognized by CNN for speech command recognition and LSTM for hand gesture recognition respectively. Secondly, the obtained results are searched by keywords and compared by similarity degree to obtain recognition results. Finally, the two results are fused to output the final instructions. Experiments show that the proposed multi-mode fusion model is superior to the single-mode fusion model.

1. Introduction

In previous studies, traditional machine learning models often control the robot through a single mode, but sometimes a mode is not enough to fully represent the recognized content\cite{1}. Therefore, the control method of multi-mode robot is introduced. Multi-mode representation learning is to eliminate the redundancy between modes by utilizing the complementarity between modes and improve the recognition rate \cite{2}. This paper proposes a multi-modal fusion architecture based on microphone-based speech command recognition and hand motion recognition based on Leap motion \cite{3}. In order to design the proposed architecture, this paper uses different deep neural networks to process the instructions of each single-mode input, and then detects the correctness of the recognition command through keyword retrieval and similarity comparison. Finally, the obtained results are merged and output instructions. The innovation of this paper is to compare the obtained recognition results twice and then to fuse. Firstly, the keywords of gesture recognition are retrieved in speech recognition. Secondly, the speech recognition words were processed by word segmentation, and then the word segmentation results were compared with the keywords of gesture recognition. Finally, the two comparison results were fused to obtain the final command, which improved the accuracy of identification.

2. Related work

2.1 Speech command recognition

In previous studies, speech commands have been used by many researchers in robot control. In the absence of a noisy environment, speech command recognition can achieve higher accuracy \cite{4}, but the robot in motion state inevitably generates its own noise. Different from ambient noise, the self-noise is closer to the microphone and more easily acquired. These factors greatly reduce the robustness of robot
speech recognition under motion [5]. CNN is superior to traditional rule-based feature extraction methods in terms of robustness and efficiency, and it has been successfully applied in a variety of applications, including speech command recognition [6]. Therefore, this study uses CNN for speech recognition.

2.2 Gesture Recognition
The initial gesture recognition mainly uses machine equipment to directly detect the angle and spatial position of the joints of the arms and arms [7]. Later, the vision-based gesture recognition technology makes the operation of the machine no longer requires physical contact between the operator and the machine [8]. With the increasing demand for application scenes, gesture recognition based on monocular cameras has received more attention. However, due to the large deformation of the gesture, self-occlusion, complex background [9], relying solely on gesture recognition can not meet the requirements of fast and accurate recognition by users. In hand motion recognition, the data set consists of a hand movement time series with strong order dependence between each hand movement [10]. Because LSTM has the advantage of learning long-term dependencies, LSTM is currently an ideal model for some sequence processing tasks.

2.3 Multimodal fusion
Multimodal models can potentially generate more knowledge about classification problems than single mode models. Multi-modal fusion in the HAR domain is usually divided into two categories: feature-level fusion and classification-level fusion. Feature-level fusion is the merging of feature data extracted from each modality before the classification process [11]. The purpose of classification-level fusion is to combine the classification results given by different modalities [12].

3. Algorithm design

3.1 Multimodal fusion architecture
The process of multi-modal fusion can be divided into multi-modal input and perception, identification and processing of multimodal information, integrate results to get instructions. Figure 1 shows the architecture of multimodal fusion. The words recognized by the speech command and the keywords recognized by the gesture can be represented as $X^S$ and $X^H$. $T_{iI}(X^S, X^H)$ and $T_{iD}(X^S, X^H)$ are the results obtained by using different alignment modes for the two modes.

![Figure 1. Multimodal Fusion Architecture Description.](image)

3.2 Algorithm Description
In the first process, the robot's microphone and camera respectively acquire the speech and gesture commands. In the second process, the speech recognition sentence and the gesture recognition keyword are first obtained. Secondly, the comparison is performed twice. The first comparison is to retrieve the keyword of the gesture recognition in the speech recognition sentence. Returns True if the retrieval is successful, otherwise returns False. The second comparison is to segment the speech recognition sentence, extract the keyword, and then compare the similarity with the keyword of the gesture recognition. If the similarity is above 60%, it returns True, otherwise it returns False. In the third process,
the results returned by the two sets of comparisons are intersected or combined, and when the processed result is True, the correct instruction is obtained. As shown in Table 1. And table 2 shows the actions corresponding to different instructions.

Table 1. Description of multi-mode fusion algorithm.

| Multimodal fusion algorithm |
|----------------------------|
| Input: Enter speech and gesture commands |
| Output: Output the recognized instruction |

1. (1) Identify and convert the input speech into text
   (2) While(Gesture number: i < The number of gestures in the recognition library: n)
     (1) Compare input gestures with the gestures of the library to get the similarity: P.
     (2) If the similarity of gesture: i > P, P = Pi.
     (3) Gesture number: i+1
   (3) Get the highest similarity gesture, and get the keyword
2. (1) Use jieba participle to process the text of the speech and obtain the keywords.
   (2) Use difflib's text comparison method to compare the keywords in the voice with the keywords of the gesture. If the similarity exceeds 60%, return True, otherwise return False.
3. if(Ti(XS, XH) ∩ TiD(XS, XH) = = True)
   { Instruction: comm = Gesture number: i }
else if(Ti(XS, XH) ∪ TiD(XS, XH) = = True)
   { (1) Compare the results of the two comparisons and take the highest accuracy as the recognition result.
     (2) Instruction: comm = Gesture number: i }
else:
   Instruction: comm = 0
End

Table 2. User Instruction Intent Decision Table.

| Output instruction | Corresponding behavior           |
|--------------------|--------------------------------|
| 1:                 | Take the phone for the user     |
| 2:                 | Take water for the user         |
| 3:                 | Respond to users               |
| 4:                 | Greet the audience             |
| 0:                 | Input command error, voice reminder retry |

4. Experiment

In this section, the author first describes the recognition process of each modality, and then shows the effect of multi-modal fusion, comparing the recognition rate of multi-modality and single-mode. Finally, the results of multimodal fusion are given.

4.1 Single mode identification

4.1.1 Speech Command Identification. This experiment uses the speech recognition data set provided by Baidu API. When the voice command is input, the sound is first framed. After the frame is divided, the
MFCC features are extracted to obtain a matrix. Finally, the matrix is transformed into text through three steps: the frame is recognized as a state, combine states into phonemes, combine factors into words. Figure 2 is an MFCC representation of recognized speech commands.

4.1.2 Gesture recognition. This experiment builds a gesture library based on the gestures required to complete the relevant instructions. When enters a gesture, the program controls the camera to take a photo and returns the gesture image to the temporary storage. In the recognition, the background will return the similarity between the image and the gesture in the library. If there is no gesture in the image, it returns 0. Finally, the gesture with the highest similarity is the recognition result, and the keyword is obtained. Figure 3 shows an example of a gesture corresponding to four sets of actions.

4.2 Multimodal fusion effect display
In the experiment, the author inputs speech and gesture commands to the robot. For example, when speaking to the robot, I want to make a call and make a call gesture. The robot will return the acquired voice in wav format and send the gesture image back. After the above single mode identification, the result is fused, and finally the result instruction is obtained and transmitted back to the robot. The experimental effect is shown in Figure 4.

4.3 Comparative experiment
In order to further detect whether the multimodal fusion achieved the expected accuracy, this experiment compared the results of multimodal fusion with the recognition results of single mode (speech, gesture). 15 experimenters were found to participate in the experiment. Each group performed 10 sets of actions, and then counted the number of successful recognitions. In order to be closer to daily life, this experiment was chosen to be carried out in a noisy and lit room, and the results as shown in Figure 5.
5. Conclusion
In this paper, a robust multi-modal fusion structure is proposed. In order to improve the accuracy of recognition, two single modes are first identified, and the recognition sentences and keywords are respectively obtained from the two commands of voice command and hand motion. The results of the two recognitions were further fused after two comparisons. Experiments show that the model has higher accuracy than the single-mode model.
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