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Abstract
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\textsuperscript{*}Current address: Schlumberger, SPC, 110 Schlumberger Dr., MD-5, TX 77478, USA. Email address: davyd@thep.physik.uni-mainz.de

\textsuperscript{†}Supported by DFG under Contract SFB/TR 9-03 and in part by RFBR grant # 04-02-17192. Email address: kalmykov@thsun1.jinr.ru
1 Introduction

In many cases, the results of analytical calculation of Feynman diagrams can be represented as combinations of hypergeometric functions. However, the problem of constructing the $\varepsilon$-expansion of hypergeometric functions within dimensional regularization [1] (where $n = 4 - 2\varepsilon$ is the space-time dimension) is not completely solved. Rather often, results for the terms of the $\varepsilon$-expansion can be expressed in terms of polylogarithms [2] as well as Nielsen polylogarithms [3]. Recently it was demonstrated that new types of functions, harmonic polylogarithms [4] and multiple polylogarithms [5], appear in multiloop calculations. Furthermore, the nested sums [6] were proposed as a generalization of multiple polylogarithms, and the $\varepsilon$-expansion for a large class of hypergeometric function was constructed [7].

In this paper we study the multiple inverse binomial sums defined as

$$
\Sigma_{i_1, \ldots, i_p; j_1, \ldots, j_q}^a(u) \equiv \sum_{j=1}^{\infty} \frac{1}{j!} \frac{u^j}{j!} \left[ S_{i_1}(j-1) \right]^{i_1} \ldots \left[ S_{i_p}(j-1) \right]^{i_p} \left[ S_{j_1}(2j-1) \right]^{j_1} \ldots \left[ S_{j_q}(2j-1) \right]^{j_q},
$$

(1.1)

where $S_a(j) \equiv \sum_{k=1}^{j} k^{-a}$ is the harmonic sum² and $u$ is an arbitrary argument. In what follows, we will also use $z \equiv \frac{1}{4} u$ as the argument of the occurring hypergeometric functions. For sums of the type (1.1), the weight $J$ can be defined as $J = c + \sum_{k=1}^{p} a_k i_k + \sum_{k=1}^{q} b_k j_k$, whereas the depth can be associated with the sum $\sum_{k=1}^{p} i_k + \sum_{k=1}^{q} j_k$.

All multiple binomial sums (1.1) can be presented in terms of function $\psi(z) = \frac{d}{dz} \ln \Gamma(z)$ and its derivatives by means of the following relation

$$
\psi^{(k-1)}(j) = (-1)^k (k-1)! \left[ \zeta_k - S_k(j-1) \right], \quad k > 1,
$$

where $\psi^{(k)}(z)$ is the $k$-th derivative of the $\psi$-function. In particular, for $k = 1$ we have $\psi(j) = S_1(j-1) - \gamma_E$, where $\gamma_E$ is Euler’s constant.

The sums (1.1) appear in the calculation of massive Feynman diagrams within several different approaches: for instance, as solutions of differential equations for Feynman amplitudes [9], through a naive $\varepsilon$-expansion of hypergeometric functions within Mellin–Barnes technique [10], or in the framework of recently proposed algebraic approach [11]. Physical applications include the one-, two- and three-loop massive Feynman diagrams with two massive cuts [12–17]. The case $u = 1$ corresponds to the single-scale propagator-type diagrams [18]. Although there are many publications concerning harmonic series [19], only a limited number of results are available for the inverse binomial sums. Some particular results for $u = 1, 2, 3$ can be extracted from [16, 20]. The sums with $u = 1, 3$ are expressible in terms of an “odd” basis [21], whereas the case $u = 2$ corresponds to an “even” basis [16, 22]³.

1Some particular results for the multiple binomial sums are presented in [8]. Those sums are defined similarly to Eq. (1.1), but with $\left( \frac{3j}{j} \right)$ in the numerator, rather than in the denominator.

2Through the rest of this paper, the notations $S_i$ and $S_{\hat{i}}$ will always mean $S_i(j-1)$ and $S_{\hat{i}}(2j-1)$, respectively, even we do not mention this explicitly. When there are no sums of the type $S_a$ or $S_{\hat{b}}$ on the r.h.s. of Eq. (1.1), we shall put a “−” sign instead of the indices $(a, i)$ or $(b, j)$ of $\Sigma$, respectively.

3The connection between “sixth root of unity” [23] and “odd”/“even” bases was discussed in [16, 24].
Several new results for a generalization of the sums (1.1) are presented in [25]. However, only for special type of sums the analytical results are available [20, 26, 27],

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)^c} u^j = -\sum_{i=0}^{c-2} \frac{(-2)^i}{i!(c-2-i)!} (\ln u)^{c-2-i} L_s^{(i)}_{c+2}(\theta),
\]

where \( c \geq 2 \),

\[
\theta \equiv 2 \arcsin \left( \frac{1}{2} \sqrt{u} \right) = 2 \arcsin \sqrt{z},
\]

\[
L_s^{(k)}(\theta) = -\int_0^\theta d\phi \phi^k \ln^{j-k-1} \left| 2 \sin \frac{\phi}{2} \right|, \quad L_s_j(\theta) = L_s^{(0)}(\theta)
\]

is the generalized log-sine function [2]. Some examples when such functions occur in the \( \epsilon \)-expansion of Feynman diagrams can be found in Refs. [21, 28–30]. Usually, the occurring angles (1.3), possess certain geometrical meaning [13].

The main aim of the present publication is the analytical calculation of inverse binomial sums (1.1), including some relevant examples of physically important Feynman diagrams.

The paper is organized as follows. In Section 2, employing the connection with the \( \epsilon \)-expansion of hypergeometric functions, we obtain analytical results for sums of the type (1.1), valid for \( u \leq 4 \) (\( z \leq 1 \)). Mainly the sums of the weights 3 and 4 are considered. In Section 3 the analytical continuation to other values of \( u \) is constructed. Section 4 contains some applications of our results related to the \( \epsilon \)-expansion of Feynman diagrams, mainly two-loop master integrals. In Appendix A we briefly summarize the relevant properties of the harmonic polylogarithms of complex arguments and related functions. In Appendix B we show how certain identities between hypergeometric functions can be used to establish relations between the corresponding sums. In Appendix C we have collected explicit results for inverse binomial sums of lower weights. In Appendix D relations between binomial, harmonic and inverse binomial sums are explored, and analytical results for multiple binomial sums up to weight 3 are presented. Appendix E contains a realistic example of a physical application of the considered integrals. (Remember to change when appendices are ready!)

2 Inverse binomial sums and hypergeometric functions

2.1 The \( \epsilon \)-expansion of the \( 2F_1 \) function

Here, our analysis is based on comparing two representations of hypergeometric function whose parameters depend on \( \epsilon \). One of them is the series representation in terms of the harmonic sums, whereas the second one is the exact result in terms of the functions related to the polylogarithms.

In particular, we consider the \( 2F_1 \) hypergeometric function of a special type,

\[
2F_1 \left( \frac{1 + a_1 \epsilon}{2 + b \epsilon}, \frac{1 + a_2 \epsilon}{2 + b \epsilon}; \frac{2}{2 + b \epsilon}; z \right) = \sum_{j=0}^{\infty} \frac{w^j}{j!} \frac{(1 + a_1 \epsilon)_j (1 + a_2 \epsilon)_j (1 + b \epsilon)_j}{(2 + 2b \epsilon)_{2j}}, \quad (2.1)
\]
where \( u = 4z \), \((\alpha)_j \equiv \Gamma(\alpha + j)/\Gamma(\alpha)\) is the Pochhammer symbol, and we have used the duplication formula \((2\beta)_{2j} = 4^j (\beta)_j (\beta + \frac{1}{2})_j\). To perform the \( \varepsilon \)-expansion we use the well-known representation

\[
(1 + a\varepsilon)_j = j! \exp \left[ -\sum_{k=1}^{\infty} \frac{(-a\varepsilon)^k}{k} S_k(j) \right],
\]

which yields

\[
2F_1 \left( \begin{array}{c} \frac{1}{2} + a_1 \varepsilon, 1 + a_2 \varepsilon \\ \frac{3}{2} + b \varepsilon \end{array} \right) \left( \frac{z}{u} \right) = \frac{2(1 + 2b\varepsilon)}{u} \sum_{j=1}^{\infty} \frac{1}{(2j)} \left\{ 1 + \varepsilon \left[ (A_1 + b)S_1 - 2bS_1 \right] \\
+ \varepsilon^2 \left[ 2b^2 \left( S_2 + \bar{S}_2^1 \right) - 2b(A_1 + b)S_1 \bar{S}_1 - \frac{1}{2}(A_2 + b^2)S_2 + \frac{1}{2}(A_1 + b)^2 S_1^2 \right] \\
+ \varepsilon^3 \left[ \frac{1}{6}(A_1 + b)^3 S_1^3 - b(A_1 + b)^2 S_2 \bar{S}_1 - \frac{1}{2}(A_1 + b)(A_2 + b^2)S_1 S_2 \\
+ 2b^2 (A_1 + b) S_1 \left( S_2 + \bar{S}_2^1 \right) + b(A_2 + b^2)S_2 \bar{S}_1 + \frac{1}{6}(2b^3 - A_1^3 + 3A_1 A_2)S_3 \\
- \frac{1}{3} b^3 \left( 2\bar{S}_3 + 3S_2 \bar{S}_1 + \bar{S}_1^3 \right) \right\} + O(\varepsilon^4),
\]

where \( A_k \equiv a_k^k + a_k \). Note that the coefficient of the \( \varepsilon^3 \) term can be represented as

\[
\frac{1}{6}(A_1^3 + b^3)C_0 + 2b^2 (A_1 + b) C_1 + 4b^3 C_2 + \frac{1}{2} b(A_1 - b)(A_1 - 2b) C_3 \\
+ \frac{1}{2} (A_1^2 - A_2)(A_1 + b)(S_1 S_2 - S_3) + \frac{1}{2} b(A_1^2 - A_2) \left( S_3 - 2S_2 \bar{S}_1 \right),
\]

where we have introduced the following combinations of harmonic sums:

\[
C_0 = S_1^3 - 3S_1 S_2 + 2S_3, \\
C_1 = S_1^3 - S_1 S_2 + S_1 (S_2^1 + \bar{S}_2) - \frac{1}{2} S_1 \bar{S}_1 + \frac{3}{2} S_2 \bar{S}_1, \\
C_2 = \frac{3}{2} S_1 S_2 - \frac{3}{2} S_1^3 + \frac{3}{2} S_2 \bar{S}_1 - S_2 \bar{S}_1 - \frac{1}{3} \left( 2S_3 + 3S_1 \bar{S}_2 + \bar{S}_1^3 \right), \\
C_3 = S_1^3 - 2S_1^2 \bar{S}_1 - S_1 S_2 + 2S_2 \bar{S}_1.
\]

To completely define the \( \varepsilon^3 \) order of the expansion of \( 2F_1 \), we need results for six combinations of sums, according to the number of independent combinations of the parameters \( A_i \) and \( b \).

Let us first consider the case \( 0 \leq u \leq 4 \) (\( 0 \leq z \leq 1 \)). In this region the following parametrization can be used: \( u = 4 \sin^2 \frac{\theta}{2} \) (\( z = \sin^2 \frac{\theta}{2} \)), where \( 0 \leq \theta \leq \pi \). In the rest of this paper, we will use the short-hand notation

\[
L_\theta \equiv \ln \left( 2 \cos \frac{\theta}{2} \right), \quad l_\theta \equiv \ln \left( 2 \sin \frac{\theta}{2} \right).
\]

For a few special cases, the \( \varepsilon \)-expansion of the \( 2F_1 \) functions is known. First of all, the following relation holds [31]:

\[
2F_1 \left( \begin{array}{c} 1 + \varepsilon, 1 - \varepsilon \\ \frac{3}{2} \end{array} \right) \left( \sin^2 \frac{\theta}{2} \right) = \frac{\sin (\varepsilon \theta)}{\varepsilon \sin (\theta)}.
\]
Its expansion contains only the even powers of $\varepsilon$. Using it, it is easy to get

$$
\sum_{j=1}^{\infty} \frac{1}{(2j)^j} \frac{u^j}{j} S_2 \ = \ \frac{1}{6} \theta^3 \tan \frac{\theta}{2},
$$

(2.8)

$$
\sum_{j=1}^{\infty} \frac{1}{(2j)^j} \frac{u^j}{j} \left( S_2^2 - S_4 \right) \ = \ \frac{1}{60} \theta^5 \tan \frac{\theta}{2},
$$

(2.9)

etc. Then, there are some cases [16, 30] when an arbitrary term of the $\varepsilon$-expansion can be calculated in terms of log-sine functions,

$$
\text{Eqs. (2.8) and (2.9)}
$$

Moreover, for a more general case an integral representation can be obtained [16,31],

$$
2F1 \left( \frac{1}{3}, \frac{1}{2} + a \varepsilon \left| \sin^2 \frac{\theta}{2} \right. \right) = \frac{1}{2} \theta \left( \frac{2}{3} \cos \frac{\theta}{2} \right)^{2a \varepsilon - 2} \frac{1}{2} \tan \frac{\theta}{2} \int \frac{d\phi}{2} \ln \left| \frac{\tan \frac{\phi}{2}}{2} \right| \ln ^{j \varepsilon} \left( \frac{\theta}{\pi} \right).
$$

(2.14)

5
For $T_i N(z)$, the following integral representation (see, e.g., in Ref. [28]) is useful:

$$T_i N(z) = \frac{(-1)^{N-1}z}{(N-1)!} \int_0^1 d\xi \frac{\ln^{N-1}\xi}{1 + z^2\xi^2}.$$  \hfill (2.17)

In this way, we arrive at the following representation of $L_{2c,3}(\theta)$ in terms of the inverse tangent integrals (2.16):

$$L_{2c,3}(\theta) = \frac{1}{12} L_{s_3}(2\theta) - \frac{1}{3} L_{s_4}(\theta) + 2 T_i 4 \left(\tan\frac{\theta}{2}\right) - 2 \ln\left(\tan\frac{\theta}{2}\right) T_i 3 \left(\tan\frac{\theta}{2}\right) + \ln^2\left(\tan\frac{\theta}{2}\right) T_i 2 \left(\tan\frac{\theta}{2}\right) - \frac{8}{3} \theta \ln^3\left(\tan\frac{\theta}{2}\right).$$  \hfill (2.18)

Note that $L_{2c,3}(\pi - \theta)$ can be reduced to $L_{2c,3}(\theta)$ by using Eq. (A.27) of Ref. [16].

Using Eqs. (2.10)-(2.13), we obtain the following results for the weight-2 and weight-3 sums, in addition to Eq. (2.8):

$$\sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} S_1 = 2 \tan^2\frac{\theta}{2} \left[2 L_{s_2}(\pi - \theta) - \theta L_{\theta}\right],$$  \hfill (2.19)

$$\sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} S_1 = \tan^2\frac{\theta}{2} \left[2 L_{s_2}(\pi - \theta) + L_{s_2}(\theta) + \theta L_{\theta} - 2 \theta L_{\theta}\right],$$  \hfill (2.20)

$$\sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} S_1^2 = 4 \tan^2\frac{\theta}{2} \left[2 L_{s_2}(\pi - \theta) - L_{s_3}(\pi) - 2 L_{s_2}(\pi - \theta) L_{\theta} + \theta L_{\theta}^2 + \frac{1}{24} \theta^3\right],$$  \hfill (2.21)

$$\sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} \left(S_2 + S_1^2\right) = \tan^2\frac{\theta}{2} \left\{6 \left[2 L_{s_3}(\pi - \theta) - L_{s_3}(\pi)\right] - 3 L_{s_3}(\theta) + 4 L_{s_2}(\pi - \theta) L_{\theta}
+ 2 L_{s_2}(\pi - \theta) L_{\theta} - 8 L_{s_2}(\pi - \theta) L_{\theta} + 2 \theta L_{\theta}^2 + 4 \theta L_{\theta}^2 + \frac{1}{24} \theta^3\right\},$$  \hfill (2.22)

$$\sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} \left(C_0 = 8 \tan^2\frac{\theta}{2} \left[L_{s_4}(\pi - \theta) - L_{s_4}(\pi)
- 3 \left[L_{s_3}(\pi - \theta) - L_{s_3}(\pi)\right] L_{\theta} + 3 L_{s_2}(\pi - \theta) L_{\theta}^2 - \theta L_{\theta}^3\right]\right),$$  \hfill (2.24)

$$\sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} \left(C_1 = \tan^2\frac{\theta}{2} \left\{\frac{2}{3} L_{s_4}(\theta) - \frac{1}{3} L_{s_4}(2\theta) - \frac{14}{3} \left[L_{s_4}(\pi - \theta) - L_{s_4}(\pi)\right]\right\}\right),$$  \hfill (2.24)
+14 \left[ Ls_3 (\pi - \theta) - Ls_3 (\pi) \right] L_\theta - 2Ls_3 (\theta) l_\theta + Ls_3 (2\theta) \left[ L_\theta + l_\theta \right] - 14Ls_2 (\pi - \theta) L_\theta^2 \\
+2Ls_2 (\pi - \theta) l_\theta^2 - 2Ls_2 (2\theta) L_\theta l_\theta - Ls_2 (2\theta) L_\theta^2 - 2\theta L_\theta l_\theta^2 - 2\theta^2 L_\theta^2 l_\theta + 4\theta L_\theta^3 \right), \quad (2.25)

\sum_{j=1}^{\infty} \frac{1}{(2j)^j} \frac{u^j}{j} C_2 = \tan \frac{\theta}{2} \left\{ \frac{1}{2} Ls_4 (2\theta) - Ls_4 (\theta) + 4 \left[ Ls_4 (\pi - \theta) - Ls_4 (\pi) \right] - Ls_3 (2\theta) (l_\theta + L_\theta) \\
-12 \left[ Ls_3 (\pi - \theta) - Ls_3 (\pi) \right] L_\theta + 3Ls_3 (\theta) l_\theta + 12Ls_2 (\pi - \theta) L_\theta^2 - 3Ls_2 (\pi - \theta) l_\theta^2 \\
-\frac{1}{2} Ls_2 (2\theta) l_\theta^2 + Ls_2 (2\theta) L_\theta^2 + 2Ls_2 (2\theta) l_\theta L_\theta + 2\theta l_\theta^2 L_\theta + 2\theta^2 l_\theta^2 - \frac{1}{3} \theta l_\theta^3 - \frac{10}{3} \theta L_\theta^3 \right\}, \quad (2.26)

where \( Ls_4 (\pi) = \frac{3}{2} \pi C_3 \) and the combinations of the harmonic sums \( C_j \) are defined in \( \leqref{2.13} \).

Finally, using \( \leqref{2.13} \), the result for the sum involving \( C_3 \) can be expressed in terms of the \( Lsc \)-function \( \leqref{2.18} \).

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)^j} \frac{u^j}{j} C_3 = -4 \tan \frac{\theta}{2} \left\{ 2Lsc_{2,3} (\theta) + 2 \left[ Ls_4 (\pi - \theta) - Ls_4 (\pi) \right] \\
+2 \left[ Ls_3 (\pi - \theta) - Ls_3 (\pi) \right] l_\theta - 8 \left[ Ls_3 (\pi - \theta) - Ls_3 (\pi) \right] L_\theta - Ls_3 (2\theta) L_\theta + 2Ls_3 (\theta) L_\theta \\
+8Ls_2 (\pi - \theta) L_\theta^2 - 4Ls_2 (\pi - \theta) l_\theta L_\theta + Ls_2 (2\theta) L_\theta^2 - 2\theta L_\theta^2 - 2\theta^2 L_\theta^2 \right\}, \quad (2.27)
\]

Some of the results \( \leqref{2.19} - \leqref{2.27} \) can be written in a slightly different form by means of relations \( \leqref{2.2} \).

\[
Ls_2 (\theta) = Cl_2 (\theta), \quad Cl_{2n} (\pi + \theta) = -Cl_{2n} (\pi - \theta), \quad Cl_{2n+1} (\pi + \theta) = Cl_{2n+1} (\pi - \theta).
\]

However, in this way one cannot obtain results for the two remaining combinations in \( \leqref{2.2} \), involving \( A_1^2 - A_2 = 2a_1 a_2 \), since in Eq. \( \leqref{2.13} \) we always have \( a_1 a_2 = 0 \). An interesting relation between these two functions is obtained in Appendix B. It should also be noted that for higher hypergeometric functions other combinations of sums may arise at this level (see below).

### 2.2 Expansion of higher functions

Let us consider the hypergeometric function of the following type:

\[
P_{p+1} F_p \left( \begin{array}{c}
\frac{3}{2} + b_1 \varepsilon, \ldots, \frac{3}{2} + b_{J-1} \varepsilon, 1 + a_1 \varepsilon, \ldots, 1 + a_K \varepsilon, 2 + d_1 \varepsilon \ldots, 2 + d_L \varepsilon \\
\frac{3}{2} + f_1 \varepsilon, \ldots, \frac{3}{2} + f_J \varepsilon, 1 + e_1 \varepsilon, \ldots, 1 + e_R \varepsilon, 2 + c_1 \varepsilon, \ldots, 2 + c_{K+L-R-2} \varepsilon
\end{array} \right| z \right), \quad (2.28)
\]

where \( P = K + L + J - 2 \). Using the representation \( \leqref{2.2} \), its \( \varepsilon \)-expansion can be reduced to inverse binomial sums \( \leqref{1.1} \). The original hypergeometric function \( \leqref{2.28} \) can be written as (see details in Appendix B of Ref. \[16\])

\[
P_{p+1} F_p \left( \begin{array}{c}
\left\{ \frac{3}{2} + b_i \varepsilon \right\}^{j-1}, \left\{ 1 + a_i \varepsilon \right\}^K, \left\{ 2 + d_i \varepsilon \right\}^L \\
\left\{ \frac{3}{2} + f_i \varepsilon \right\}^J, \left\{ 1 + e_i \varepsilon \right\}^R, \left\{ 2 + c_i \varepsilon \right\}^{K+L-R-2}
\end{array} \right| z \right) = \sum_{j=1}^{\infty} \frac{1}{(2j)^j} \frac{u^j}{j^{K-R-1}} \Delta, \quad (2.29)
\]
where \( u = 4z \),

\[
\Delta = \exp \left\{ \sum_{k=1}^{\infty} \frac{(-\varepsilon)^k}{k} \left( S_k T_k + 2kU_k \bar{S}_k + W_k j^{-k} \right) \right\} \\
= 1 - \varepsilon \left[ W_1 j^{-1} + T_1 S_1 + 2U_1 \bar{S}_1 \right] + \varepsilon^2 \left[ \frac{1}{2} j^{-2} \left( W_2 + W_1^2 \right) + W_1 j^{-1} \left( T_1 S_1 + 2U_1 \bar{S}_1 \right) \right] \\
+ 2T_1 U_1 S_1 \bar{S}_1 + \frac{1}{2} T_2 S_2 + \frac{1}{2} T_1^2 S_1^2 + 2 \left( U_2 \bar{S}_2 + U_1^2 \bar{S}_1^2 \right) \right] \\
- \varepsilon^3 \left\{ \frac{1}{6} j^{-3} \left( 2W_3 + 3W_1 W_2 + W_1^3 \right) + \frac{1}{2} j^{-2} \left( W_2 + W_1^2 \right) \left( T_1 S_1 + 2U_1 \bar{S}_1 \right) \right\} \\
+ \frac{1}{2} W_1 j^{-1} \left[ T_2 S_2 + T_1^2 S_1^2 + 4T_1 U_1 S_1 \bar{S}_1 + 4 \left( U_2 \bar{S}_2 + U_1^2 \bar{S}_1^2 \right) \right] \\
+ \frac{1}{2} T_1^2 S_1^2 + T_1 U_1 S_1 S_1 + \frac{1}{2} T_1 T_2 S_1 S_2 + T_2 U_1 S_1 \bar{S}_1 + \frac{3}{4} T_3 S_3 \\
+ 2T_1 S_1 \left( U_2 \bar{S}_2 + U_1^2 \bar{S}_1^2 \right) + \frac{4}{3} \left( U_1^3 \bar{S}_1^2 + 3U_1 U_2 S_1 \bar{S}_2 + 2U_3 S_3 \right) \right\} + O(\varepsilon^4) , \quad (2.30) 
\]

and we introduced the constants

\[
A_k \equiv \sum a_i^k, \quad B_k \equiv \sum b_i^k, \quad C_k \equiv \sum c_i^k, \quad D_k \equiv \sum d_i^k, \quad E_k \equiv \sum e_i^k, \quad F_k \equiv \sum f_i^k, \\
T_k \equiv B_k + C_k + E_k - A_k - D_k - F_k, \quad U_k \equiv F_k - B_k, \quad W_k \equiv C_k - D_k ,
\]

where the summations extend over all possible values of the parameters in Eq. \((2.28)\). We can see that for the general values of the parameters of the \( p+1 \) \( F \) function \((2.28)\), we need all the occurring sums separately. However, for many applications, it is sufficient to consider the case \( J = 1 \) only. In this case, \( B_k = 0 \) and \( U_k = F_k = f_i^k \). Substituting this into Eq. \((2.30)\), we see that \( \bar{S}_2 \) and \( \bar{S}_3 \) would only appear in combinations \( \left( \bar{S}_2 + \bar{S}_1^2 \right) \) and \( \left( \bar{S}_3^3 + 3 \bar{S}_1 \bar{S}_2 + 2 \bar{S}_3 \right) \).

Furthermore, using the notations \((2.25)\), Eq. \((2.30)\) in the case \( J = 1 \) can be presented as

\[
\Delta_{J=1} = 1 - \varepsilon \left( W_1 j^{-1} + T_1 S_1 + 2f_1 \bar{S}_1 \right) + \varepsilon^2 \left[ \frac{1}{2} j^{-2} \left( W_2 + W_1^2 \right) + W_1 j^{-1} \left( T_1 S_1 + 2f_1 \bar{S}_1 \right) \right] \\
+ 2f_1 T_1 S_1 \bar{S}_1 + \frac{1}{2} T_2 S_2 + \frac{1}{2} T_1^2 S_1^2 + 2f_1^2 \left( \bar{S}_2 + \bar{S}_1^2 \right) \right] \\
- \varepsilon^3 \left\{ \frac{1}{6} j^{-3} \left( 2W_3 + 3W_1 W_2 + W_1^3 \right) + \frac{1}{2} j^{-2} \left( W_2 + W_1^2 \right) \left( T_1 S_1 + 2f_1 \bar{S}_1 \right) \right\} \\
+ \frac{1}{2} W_1 j^{-1} \left[ T_2 S_2 + T_1^2 S_1^2 + 4f_1 T_1 S_1 \bar{S}_1 + 4f_1^2 \left( \bar{S}_2 + \bar{S}_1^2 \right) \right] \\
+ \frac{1}{6} T_1 \left( T_1^2 + 3f_1 T_1 + 3f_1^2 \right) S_1^3 + \frac{1}{2} T_1 \left( T_2 - f_1 T_1 - f_1^2 \right) S_1 S_2 + \frac{1}{3} T_3 S_3 \\
+ f_1 \left( T_2 + T_1^2 + 2f_1 T_1 + 2f_1^2 \right) S_2 \bar{S}_1 + 2f_1^2 T_3 C_1 - 4f_1^3 C_2 \\
- \frac{1}{2} f_1 (T_1 + 2f_1) (T_1 + 3f_1) C_3 \right\} + O(\varepsilon^4) . \quad (2.31) 
\]

Eq. \((2.30)\) also shows that we may need the sums with higher values of \( c \) (the power of \( 1/j \)), which would come from \( 1/j^K - R - 1 \) in Eq. \((2.29)\) and extra powers of \( 1/j \) in Eq. \((2.30)\). Note that in the case \( K = R = 2 \), when we have the same number of \( c_i \) and \( d_i \), we have \( 1/j \) factor in the sum in Eq. \((2.29)\). Moreover, when the parameters \( \{ 2 + c_i \} \) and \( \{ 2 + d_i \} \) are at all missing, we get no extra factors of \( 1/j \) in Eq. \((2.30)\), for all \( W_k \) would vanish.

For the sums of the type \((1.1)\) with an arbitrary integer power \( c \geq 2 \) and \( 0 \leq u \leq 4 \), the
following one-fold integral representation [27] is useful:

\[
\sum_{j=1}^{\infty} \frac{u^j f(j)}{j^c 2^j} = \frac{1}{(c-2)!} \int_0^\theta d\phi \frac{\cos \frac{\phi}{2}}{\sin \frac{\phi}{2}} \left[ \ln u - 2 \ln \left( 2 \sin \frac{\phi}{2} \right) \right] c-2 \sum_{j=1}^{\infty} \frac{4 \sin^2 \frac{\phi}{2}}{j} f(j), \tag{2.32}
\]

where \( f(j) \) stands for an arbitrary combination of the harmonic sums. In this manner, the original sum of the type (1.1) with an arbitrary positive integer parameter \( c \geq 2 \) is reduced to a one-fold integral representation containing a sum with \( c = 1 \) in the integrand. Using the representation (2.32) we can generalize our results (2.8), (2.9), (2.19)–(2.27) to the case of an arbitrary integer \( c > 1 \). However, only for special types of sums these results are expressible in terms of generalized log-sine functions (1.4):

\[
\sum_{j=1}^{\infty} \frac{u^j}{j^c 2^j} S_2 = -\frac{1}{16} \sum_{i=0}^{c-2} \frac{(-2)^i}{i!(c-2-i)!} (\ln u)^{c-2-i} L_{i+4}^{(3)} (\theta), \tag{2.33}
\]

\[
\sum_{j=1}^{\infty} \frac{u^j}{j^c 2^j} (S_2^2 - S_4) = -\frac{1}{60} \sum_{i=0}^{c-2} \frac{(-2)^i}{i!(c-2-i)!} (\ln u)^{c-2-i} L_{i+6}^{(5)} (\theta), \tag{2.34}
\]

where \( c \geq 2 \), \( 0 \leq u \leq 4 \), and the angle \( \theta \) is defined in Eq. (1.3).

Further results can be extracted from integral representation (2.32) by using the integration rules for Clausen’s function [2] and the following relation:

\[
k \int_0^\theta d\phi \phi^{k-1} L_{j}^{(i)} (m\phi) = \theta^k L_{j}^{(i)} (m\theta) - \frac{1}{m^k} L_{j+k}^{(i+k)} (m\theta).
\]

In this way, we obtain

\[
\sum_{j=1}^{\infty} \frac{1}{2^j j^2} \sum_{j=1}^{\infty} \frac{u^j}{j^2} S_1 = 4C_{13} (\pi - \theta) - 2\theta C_{12} (\pi - \theta) + 3\zeta_3, \tag{2.35}
\]

\[
\sum_{j=1}^{\infty} \frac{1}{2^j j^2} \sum_{j=1}^{\infty} \frac{u^j}{j^2} \bar{S}_1 = -2C_{3} (\theta) + 4C_{13} (\pi - \theta) - 2\theta C_{12} (\pi - \theta) - \theta C_{12} (\theta) + 5\zeta_3, \tag{2.36}
\]

\[
\sum_{j=1}^{\infty} \frac{1}{2^j j^2} \sum_{j=1}^{\infty} \frac{u^j}{j^2} S_1^2 = 4 \theta [L_3 (\pi - \theta) - L_3 (\pi)] - 4 [L_2 (\pi - \theta)]^2 + \frac{1}{24} \theta^4, \tag{2.37}
\]

\[
\sum_{j=1}^{\infty} \frac{1}{2^j j^2} \sum_{j=1}^{\infty} \frac{u^j}{j^2} \bar{S}_1 = 5\theta [L_3 (\pi - \theta) - L_3 (\pi)] - \theta L_3 (\theta) + \frac{1}{2} \theta L_3 (2\theta)
\]

\[-4 [L_2 (\pi - \theta)]^2 + \frac{1}{48} \theta^4 - 2L_2 (\pi - \theta) - 2L_2 (\theta), \tag{2.38}
\]

\[
\sum_{j=1}^{\infty} \frac{1}{2^j j^2} \sum_{j=1}^{\infty} \frac{u^j}{j^2} (\bar{S}_1^2 + \bar{S}_2) = 6 \theta [L_3 (\pi - \theta) - L_3 (\pi)] - 3\theta L_3 (\theta) + \theta L_3 (2\theta)
\]

\[-4 [L_2 (\pi - \theta)]^2 - [L_2 (\theta)]^2 + \frac{1}{48} \theta^4 - 4L_2 (\pi - \theta) - L_2 (\theta). \tag{2.39}
\]
However, other sums are not expressible in terms of the generalized log-sine functions. One needs to introduce a new function\footnote{Alternatively, instead of \( \Phi(\theta) \) one may introduce the generalized Glashier function \( \text{Gl}_4(\theta;1) \), see Eq. (A.16) in Appendix A.},

\[
\Phi(\theta) \equiv \int_0^\theta d\phi \, L_2(\phi) \ln \left( 2 \cos \frac{\phi}{2} \right),
\]

which obeys the following symmetry property:

\[
\Phi(\theta) + \Phi(\pi - \theta) = \Phi(\pi) + L_2(\pi - \theta)L_2(\theta),
\]

where

\[
\Phi(\pi) = \frac{1}{6} \ln^4 2 - \zeta_2 \ln^2 2 + \frac{7}{2} \zeta_3 \ln 2 - \frac{53}{16} \zeta_4 + 4 \text{Li}_4 \left( \frac{1}{2} \right) = 0.64909 \ldots .
\]

The following sums of the weight $4$ are expressible in terms of the function $\Phi(\theta)$:

\[
S_1 = \frac{1}{2j} \int_0^\infty \frac{u^j}{j^2} \, d\theta = 2 \left[ L_4(\pi - \theta) - L_4(\pi) \right] - \frac{1}{2} L_4(2\theta) + 2 \text{Li}_4(\theta) - 4 \theta L_2(\pi - \theta) \theta
\]

\[
-2\pi \left[ L_3(\pi - \theta) - L_3(\pi) \right] + 8 \left[ \text{Li}_3(\pi - \theta) - \text{Li}_3(\pi) \right] \theta + 4 \Phi(\pi - \theta) - 4 \Phi(\pi),
\]

\[
S_2 = \frac{1}{2j} \int_0^\infty \frac{u^j}{j^2} \, d\theta = 2 \left[ L_4(\pi - \theta) - L_4(\pi) \right] - \frac{1}{2} L_4(2\theta) + 2 \text{Li}_4(\theta) + \left[ L_2(\theta) \right]^2
\]

\[
-2\pi \left[ L_3(\pi - \theta) - L_3(\pi) \right] + 8 \left[ \text{Li}_3(\pi - \theta) - \text{Li}_3(\pi) \right] \theta - 4 \left[ \text{Li}_3(\pi - \theta) - \zeta_3 \right] \theta
\]

\[
-2\theta L_2(\theta) \theta - 4 \theta L_2(\pi - \theta) \theta + 4 \Phi(\pi - \theta) - 4 \Phi(\pi),
\]

where we have also used the following integral:

\[
\int_0^\theta d\phi \, \ln \left( 2 \cos \frac{\phi}{2} \right) \ln \left( 2 \sin \frac{\phi}{2} \right) = -\frac{1}{8} L_4(2\theta) + \frac{1}{2} L_4(\theta) + \frac{1}{2} \left[ L_4(\pi - \theta) - L_4(\pi) \right]
\]

\[
-\frac{1}{2} \pi \left[ L_3(\pi - \theta) - L_3(\pi) \right].
\]

Let us note that $\Phi(\theta)$ can be related to the real part of a certain harmonic polylogarithm [4] of complex argument,

\[
\Phi(\theta) = \frac{1}{96} \theta^2 (2\pi - \theta)^2 - L_0 \text{Li}_3(\theta) + \zeta_3 \ln 2 - H_{-1,0,0,1}(1) + \frac{1}{2} \left[ H_{-1,0,0,1}(e^{i\theta}) + H_{-1,0,0,1}(e^{-i\theta}) \right],
\]

where (for details, see Appendix A)

\[
H_{-1,0,0,1}(y) = \int_0^y dx \, \frac{\text{Li}_3(x)}{1 + x},
\]

\[
H_{-1,0,0,1}(1) = -\frac{1}{12} \ln^4 2 + \frac{1}{2} \zeta_2 \ln^2 2 - \frac{3}{4} \zeta_3 \ln 2 + \frac{73}{16} \zeta_4 - 2 \text{Li}_4 \left( \frac{1}{2} \right) = 0.33955 \ldots .
\]
2.3 Further results for the sums

For further investigation of the sums of the type \( \sum \), a recursive approach appears to be useful. Some ideas applied below are described in the book [32]. Let us rewrite Eq. \( \sum \) in the following form:

\[
\Sigma_{a_1, \ldots, a_p; b_1, \ldots, b_q}^i j^c \equiv \Sigma_{A;B;\epsilon}(u) = \sum_{j=1}^{\infty} u^j \eta_{A;B;\epsilon}(j),
\]

(2.48)

where \( A \equiv (i_1, \ldots, i_p) \) and \( B \equiv (j_1, \ldots, j_q) \) denote the collective sets of indices, whereas \( \eta_{A;B;\epsilon}(j) \) is the coefficient of \( u^j \) in Eq. \( \sum \), i.e. the product of binomial sums divided by \( \binom{2j}{j} j^c \).

The idea is to find a recurrence relation \(^5\), with respect to \( j \), for the coefficients \( \eta_{A;B;\epsilon}(j) \), and then transform it into a differential equation for the generating function \( \Sigma_{A;B;\epsilon}(u) \). In this way, the problem of summing the series would be reduced to solving a differential equation. Using the explicit form of \( \eta_{A;B;\epsilon}(j) \) given in Eq. \( \sum \), the recurrence relation can be written in the following form:

\[
2(2j + 1)(j + 1)^{c-1} \eta_{A;B;\epsilon}(j + 1) - j^c \eta_{A;B;\epsilon}(j) = R_{A;B}(j),
\]

(2.49)

where the explicit form of the “remainder” \( R_{A;B}(j) \) is given by

\[
\binom{2j}{j} R_{A;B}(j) = \prod_{k=1}^{p} S_{a_k}(j - 1) + j^{-a_k} \prod_{l=1}^{q} \left[ S_{b_l}(2j - 1) + (2j)^{-b_l} + (2j + 1)^{-b_l} \right]^j_l
\]

\[
- \prod_{k=1}^{p} S_{a_k}(j - 1) \prod_{l=1}^{q} S_{b_l}(2j - 1)^j_l.
\]

(2.50)

In other words, it contains all contributions generated by \( j^{-a_k} \), \( (2j)^{-b_l} \) and \( (2j + 1)^{-b_l} \) which appear because of the shift of the index \( j \).

Multiplying both sides of Eq. (2.49) by \( u^j \), summing from 1 to infinity, and using the fact that any extra power of \( j \) corresponds to the derivative \( u (d/u) \), we arrive at the following differential equation for the generating function \( \Sigma_{A;B;\epsilon}(u) \):

\[
\left( \frac{4}{u} - 1 \right) \left( \frac{u}{d/d\mu} \right)^c \Sigma_{A;B;\epsilon}(u) - \frac{2}{u} \left( \frac{d}{d\mu} \right)^{c-1} \Sigma_{A;B;\epsilon}(u) = 2\eta_{A;B;\epsilon}(1) + R_{A;B}(u),
\]

(2.51)

where \( \eta_{A;B;\epsilon}(1) = \frac{1}{2} \delta_{\epsilon0} \) and \( R_{A;B}(u) \equiv \sum_{j=1}^{\infty} u^j R_{A;B}(j) \). Using Eq. (2.50) we obtain

\[
R_{a_1;\epsilon}(u) = \sum_{j=1}^{\infty} \frac{u^j}{\binom{2j}{j} j^{b_1}},
\]

(2.52)

\[
R_{b_1;\epsilon}(u) = \sum_{j=1}^{\infty} \frac{u^j}{\binom{2j}{j} \left( \frac{1}{(2j)^{b_1}} + \frac{1}{(2j + 1)^{b_1}} \right)},
\]

(2.53)

\(^5\)About application of the difference equations in the physical calculations we refer to [33].
the differential equation (2.51) takes the following form:}

\[ R_{a_1,a_2;1}(u) = \sum_{j=1}^{\infty} \frac{u^j}{(2j)^j} \left[ \frac{S_{a_1}}{j^a_2} + \frac{S_{a_2}}{j^a_1} + \frac{1}{j^{a_1+a_2}} \right], \quad (2.54) \]

\[ R_{a_1;b_1}(u) = \sum_{j=1}^{\infty} \frac{u^j}{(2j)^j} \left[ \frac{S_{a_1}}{(2j)^b_1} + \frac{S_{a_1}}{j^a_1 + (2j)^b_1} + \frac{1}{j^{a_1+(2j)^b_1}} \right], \quad (2.55) \]

\[ R_{-b_1,b_2}(u) = \sum_{j=1}^{\infty} \frac{u^j}{(2j)^j} \left[ \frac{S_{b_1}}{(2j)^b_2} + \frac{S_{b_2}}{j^a_2 + (2j)^b_2} + \frac{S_{b_1}}{j^{a_2+a_3}} + \frac{S_{b_2}}{j^{a_1+a_3}} + \frac{1}{j^{a_1+a_2+a_3}} \right], \quad (2.56) \]

\[ R_{a_1,a_2,a_3;1}(u) = \sum_{j=1}^{\infty} \frac{u^j}{(2j)^j} \left[ \frac{S_{a_1}}{j^a_3} + \frac{S_{a_2}}{j^a_2} + \frac{S_{a_3}}{j^a_1} + \frac{S_{b_1}}{j^{a_2+a_3}} + \frac{S_{b_2}}{j^{a_1+a_3}} + \frac{S_{b_3}}{j^{a_1+a_2+a_3}} \right]. \quad (2.57) \]

In terms of the geometrical variable (1.3),

\[ u \equiv u_\theta = 4 \sin^2 \frac{\theta}{2}, \quad \frac{4}{u} - 1 = \cot^2 \frac{\theta}{2}, \quad u \frac{d}{du} = \tan \frac{\theta}{2} \frac{d}{d\theta}, \quad (2.58) \]

the differential equation (2.51) takes the following form:

\[ \frac{1}{2} \sin^2 \frac{\theta}{2} \left( 2 \sin \frac{\theta}{2} \cos \frac{\theta}{2} \frac{d}{d\theta} - 1 \right) \left( \tan \frac{\theta}{2} \frac{d}{d\theta} \right)^{c-1} \Sigma_{A;B;1}(u_\theta) = \delta_{\rho\theta} + R_{A,B}(u_\theta). \quad (2.59) \]

Furthermore, Eq. (2.59) can be represented as

\[ \left( \tan \frac{\theta}{2} \frac{d}{d\theta} \right)^{c-1} \Sigma_{A;B;1}(u_\theta) = \tan \frac{\theta}{2} \sigma_{A;B}(\theta), \quad (2.60) \]

where

\[ \frac{d}{d\theta} \sigma_{A;B}(\theta) = \delta_{\rho\theta} + R_{A,B}(u_\theta), \quad \sigma_{A;B}(\theta) = \delta_{\rho\theta} + \int_0^\theta \frac{d}{d\phi} R_{A,B}(u_\phi) \]. \quad (2.61) \]

with \( u_\phi = 4 \sin^2 \frac{\phi}{2} \). In particular, for \( c = 1 \) and \( c = 2 \) we have, respectively,

\[ \Sigma_{A;B;1}(u_\theta) = \tan \frac{\theta}{2} \sigma_{A;B}(\theta) = \tan \frac{\theta}{2} \left[ \delta_{\rho\theta} + \int_0^\theta \frac{d}{d\phi} R_{A,B}(u_\phi) \right], \quad (2.62) \]

\[ \Sigma_{A;B;2}(u_\theta) = \int_0^\theta \frac{d}{d\phi} \sigma_{A;B}(\phi) = \theta \sigma_{A;B}(\theta) - \frac{1}{2} \delta_{\rho\theta} \theta^2 - \int_0^\theta \phi \frac{d}{d\phi} R_{A,B}(u_\phi). \quad (2.63) \]

Introducing \( l_\theta \equiv \ln \left( 2 \sin \frac{\theta}{2} \right) = \frac{1}{2} \ln u_\theta \), Eq. (2.60) can be rewritten as

\[ \left( \frac{1}{2} \frac{d}{dl_\theta} \right)^{c-k} \Sigma_{A;B;1}(u_\theta) = \Sigma_{A;B;k}(u_\theta), \quad (2.64) \]
which is nothing but the differential form of the relation (2.32). The iterative solution of Eq. (2.64) is

$$\Sigma_{A;B;c}(u_\theta) = -\sum_{i=1}^{k} \frac{(-2)^i}{i!} l^i_\theta \Sigma_{A;B;c-i}(u_\theta) + \frac{(-2)^k}{k!} \int_0^\theta d\phi \frac{d\Sigma_{A;B;c-k}(u_\phi)}{d\phi},$$

where $l_\phi \equiv \ln \left(2 \sin \frac{\phi}{2}\right) = \frac{1}{2} \ln u_\phi$.

In particular, this solution allows us to formulate and prove the following important statement. If for some $k$ the derivative $\Sigma_{A;B;c-k}(u_\theta)$ is expressible only in terms of the powers of $\theta$ and $l_\theta$, then the sum $\Sigma_{A;B;c}(u_\theta)$ can be presented in terms of the generalized log-sine functions. Moreover, according to a statement proven in Appendix A.1 of Ref. [16], the analytic continuation of any generalized log-sine function $L_{j}^{(k)}(\theta)$ can be expressed in terms of Nielsen polylogarithms.

Let us now explain how this general method works for specific sums of interest. Consider

$$\Sigma_{3,1,-1}^{1,-1}(u) = \sum_{j=1}^{\infty} \frac{1}{(2j)} \sum_{j} u^j S_3 = \tan \frac{\theta}{2} \int_0^\theta d\phi R_{3,1,-1}(u_\phi),$$

where $R_{3,1,-1}(u)$ is defined in Eq. (2.52) and the result can be extracted from Eq. (1.12):

$$\sum_{j=1}^{\infty} \frac{1}{(2j)} \sum_{j} u^j = \frac{1}{2} \left(6 \text{Cl}_4(\theta) - \theta^2 \text{Cl}_2(\theta) - 4 \theta \text{Cl}_3(\theta) - 2 \zeta_3\right).$$

Integrating over $\phi$ we obtain

$$\sum_{j=1}^{\infty} \frac{1}{(2j)} \sum_{j} u^j S_3 = \tan \frac{\theta}{2} \left\{6 \text{Cl}_4(\theta) - \theta^2 \text{Cl}_2(\theta) - 4 \theta \text{Cl}_3(\theta) - 2 \zeta_3\right\}.$$

For another sum, $\Sigma_{2,1,1,-1}^{1,1,-1}(u)$, we get

$$\Sigma_{2,1,1,-1}^{1,1,-1}(u) = \sum_{j=1}^{\infty} \frac{1}{(2j)} \sum_{j} u^j S_1 S_2 = \tan \frac{\theta}{2} \int_0^\theta d\phi R_{2,1,1,-1}(u_\phi),$$

where $R_{2,1,1,-1}(u)$ is defined in Eq. (2.54). Using Eqs. (2.65), (2.67) and (2.66) to calculate $R_{2,1,1,-1}(u)$, and integrating over $\phi$, we get

$$\sum_{j=1}^{\infty} \frac{1}{(2j)} \sum_{j} u^j S_1 S_2 = \tan \frac{\theta}{2} \left\{\theta^2 \text{Cl}_2(\pi - \theta) - \theta^2 \text{Cl}_2(\theta) - 4 \theta \text{Cl}_3(\pi - \theta) - 4 \theta \text{Cl}_3(\theta)\right.$$

$$-8 \text{Cl}_4(\pi - \theta) + 6 \text{Cl}_4(\theta) + \theta^3 L_{\theta} - \frac{1}{3} \theta^3 L_{\theta}\right\}.$$
with $R_{1,1,1;\ldots}(u)$ defined in Eq. (2.57). Using Eqs. (2.21), (2.35) and (2.66) to calculate $R_{1,1,1;\ldots}(u)$, and integrating over $\phi$, we get

$$\sum_{j=1}^{\infty} \frac{1}{(2j-j)j} u^j_j S^2_j = \tan \frac{\theta}{2} \left\{ 6C_4 \left( \theta \right) - 24C_4 \left( \pi - \theta \right) - 12\theta C_3 \left( \pi - \theta \right) - 4\theta C_3 \left( \theta \right) 
- 24L_\theta \left[ L_3 \left( \pi - \theta \right) - L_3 \left( \pi \right) \right] + 8 \left[ L_4 \left( \pi - \theta \right) - L_4 \left( \pi \right) \right] - \theta^2 C_2 \left( \theta \right) 
+ 3\theta^2 C_2 \left( \pi - \theta \right) + 24C_2 \left( \pi - \theta \right) L^2_\theta - \theta^3 L_\theta - 8\theta L^3_\theta + 7\zeta_3 \theta \right\}.$$

(2.69)

Combining Eqs. (2.67), (2.68) and (2.69), we successfully reproduce Eq (2.24).

As a further example, let us consider the sum $\Sigma_{2;1,1}^1(u)$. We obtain

$$\Sigma_{2;1,1}^1(u) = \sum_{j=1}^{\infty} \frac{1}{(2j-1)j} u^j_j S^2 = \tan \frac{\theta}{2} \int_{0}^{\theta} d\phi R_{2;1}(u_\phi),$$

where $R_{2;1}(u)$ corresponds to Eq. (2.55), with some of the contributing sums having $(2j+1)$ in the denominator. Let us denote them as

$$\bar{\Sigma}_{A;B;c;d}(u) \equiv \sum_{j=1}^{\infty} \frac{u^j_j}{(2j+1)d} \eta_{A;B;c}(j).$$

To calculate such sums, it is convenient to apply the differential operator that lowers the value of $d$,

$$2u^{1/2} \frac{d}{du} \left[ u^{1/2} \bar{\Sigma}_{A;B;c;d}(u) \right] \leftrightarrow \frac{2}{\cos \frac{\theta}{2}} \frac{d}{d\theta} \left[ \sin \frac{\theta}{2} \bar{\Sigma}_{A;B;c;d}(u_\theta) \right] = \bar{\Sigma}_{A;B;c;d-1}(u_\theta).$$

(2.70)

In particular, for $d = 1$ the sum on the r.h.s. is the standard sum which is supposed to be known. Then the result for $\bar{\Sigma}_{A;B;c;1}(u)$ can be obtained by integration,

$$\bar{\Sigma}_{A;B;c;1}(u_\theta) = \frac{1}{2 \sin \frac{\theta}{2}} \int_{0}^{\theta} d\phi \cos \frac{\phi}{2} \bar{\Sigma}_{A;B;c}(u_\phi).$$

Using the following decomposition

$$\frac{1}{j^a(2j+1)^b} = \sum_{i=0}^{\alpha-1} (-2)^i \left( \begin{array}{c} b-1+i \\ b-1 \end{array} \right) \frac{1}{j^{a-i}} + \sum_{i=0}^{\beta-1} (-2)^i \left( \begin{array}{c} a-1+i \\ a-1 \end{array} \right) \frac{1}{(2j+1)^{b-i}},$$

we are able to rewrite $\bar{\Sigma}_{A;B;c;d}(u)$ as a linear combination of the sums, with one of the last two indices equal to zero:

$$\bar{\Sigma}_{A;B;c;d}(u) = \sum_{i=0}^{c-1} (-2)^i \left( \begin{array}{c} d-1+i \\ d-1 \end{array} \right) \bar{\Sigma}_{A;B;c-i;0}(u) + \sum_{i=0}^{d-1} (-2)^c \left( \begin{array}{c} c-1+i \\ c-1 \end{array} \right) \bar{\Sigma}_{A;B;c-d-1}(u).$$
For the calculation of the $\Sigma_{A:B;0:d}(u)$ (with $c = 0$) we will apply d-times the procedure (2.70)

$$
\left( \frac{2}{\cos \frac{\theta}{2}} \frac{d}{d\theta} \right)^d \left[ \sin \frac{\theta}{2} \Sigma_{A:B;0:d}(u_\theta) \right] = \left( \tan \frac{\theta}{2} \frac{d}{d\theta} \right)^\infty \Sigma_{A:B;1:0}(u_\theta). \tag{2.71}
$$

This equation can be easily integrated for some particular cases

$$
\sum_{j=1}^\infty \frac{1}{(2j)^2} \frac{w^j}{(2j+1)} = \frac{\theta}{\sin \theta} - 1 = \frac{2}{\sin \theta} \text{Ti}_1 \left( \tan \frac{\theta}{2} \right) - 1, \tag{2.72}
$$

$$
\sum_{j=1}^\infty \frac{1}{(2j)^2} \frac{w^j}{(2j+1)^2} = \frac{2}{\sin \frac{\theta}{2}} \text{Ti}_2 \left( \tan \frac{\theta}{2} \right) - 1, \tag{2.73}
$$

$$
\sum_{j=1}^\infty \frac{1}{(2j+1)^2} \frac{w^j}{S_1} = \theta \cot \frac{\theta}{2} + \frac{2}{\sin \theta} \left[ L_{s2} (\pi - \theta) - \theta L_\theta \right] - 2, \tag{2.74}
$$

$$
\sum_{j=1}^\infty \frac{1}{(2j+1)^2} \frac{w^j}{S_2} = \frac{\theta^3}{6 \sin \theta} - 2\theta \cot \frac{\theta}{2} - \frac{1}{2} \theta^2 + 4, \tag{2.75}
$$

$$
\sum_{j=1}^\infty \frac{1}{(2j+1)^2} \frac{w^j}{S_1} = \frac{1}{\sin \theta} \left[ 2L_{s2} (\pi - \theta) - 2\theta L_\theta + L_{s2} (\theta) + \theta l_\theta \right]
+ \frac{1}{2} \theta \cot \frac{\theta}{2} - \frac{2}{\sin \frac{\theta}{2}} \text{Ti}_2 \left( \tan \frac{\theta}{2} \right) - 1, \tag{2.76}
$$

$$
\sum_{j=1}^\infty \frac{1}{(2j+1)^2} \frac{w^j}{S_1 S_2} = -\frac{1}{2} \theta^2 + 4 \cot \frac{\theta}{2} \left[ L_{s2} (\pi - \theta) - \theta L_\theta \right] - 4 + 2\theta \cot \frac{\theta}{2} + \frac{\theta^3}{6 \sin \theta}
+ \frac{4}{\sin \theta} \left[ L_{s3} (\pi - \theta) - L_{s3} (\pi) + \theta L_{s2}^2 - 2L_{s2} (\pi - \theta) L_\theta \right], \tag{2.77}
$$

$$
\sum_{j=1}^\infty \frac{1}{(2j+1)^2} \frac{w^j}{S_1 S_2} = 8 - \theta^2 l_\theta + 2\theta C_{l2} (\pi - \theta) - 2\theta C_{l2} (\theta) - 4C_{l3} (\pi - \theta) - 2C_{l3} (\theta) - \zeta_3
+ \cot \frac{\theta}{2} \left[ \frac{1}{6} \theta^3 - 4\theta + 4\theta L_\theta - 4C_{l2} (\pi - \theta) \right]
+ \frac{1}{\sin \theta} \left\{ \theta^2 \left[ C_{l2} (\pi - \theta) - C_{l2} (\theta) \right] - 4\theta \left[ C_{l3} (\pi - \theta) + C_{l3} (\theta) \right]
- 8C_{l4} (\pi - \theta) + 6C_{l4} (\theta) + \theta \z_3 - \frac{1}{3} \theta^3 L_\theta \right\}. \tag{2.78}
$$

where $Ti_N(z)$ is the inverse tangent integral (2.16). Together with Eqs. (2.8) and (2.36), this provides us the result for $R_{2;1}(u)$,

$$
R_{2;1}(u_\theta) = 4C_{l3} (\pi - \theta) - C_{l3} (\theta) - 2\theta C_{l2} (\pi - \theta) + 4\zeta_3 + \frac{1}{2} \theta^2 l_\theta + \frac{1}{6} \theta^3 \tan \frac{\theta}{2} + \frac{1}{12} \theta^3 \cot \frac{\theta}{2}. \tag{2.79}
$$

Finally, using Eq. (2.62) and integrating over $\phi$, we arrive at

$$
\sum_{j=1}^\infty \frac{1}{(2j)^2} \frac{w^j}{S_2 S_1} = \tan \frac{\theta}{2} \left\{ \theta^2 C_{l2} (\pi - \theta) - 4\theta C_{l3} (\pi - \theta) - 8C_{l4} (\pi - \theta) - C_{l4} (\theta)
+ \frac{1}{6} \theta^3 l_\theta - \frac{1}{3} \theta^3 L_\theta + 4\zeta_3 \right\}. \tag{2.80}
$$
Using the results for the sums with \( c = 1 \) and applying Eq. (2.32), we obtain the following results for the case \( c = 2 \):

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)!} \frac{u^j}{j^2} S_3 = \theta^2 Cl_3 (\theta) - 6\theta Cl_4 (\theta) - 12 Cl_5 (\theta) - \theta^2 \zeta_3 + 12 \zeta_5 , 
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)!} \frac{u^j}{j^2} S_1 S_2 = - \frac{1}{3} \theta^3 Cl_2 (\pi - \theta) + 2\theta^2 Cl_3 (\pi - \theta) + \theta^3 Cl_3 (\theta) + 8\theta Cl_4 (\pi - \theta) - 6\theta Cl_4 (\theta) - 16 Cl_5 (\pi - \theta) - 12 Cl_5 (\theta) + \frac{1}{2} \theta^2 \zeta_3 - 3 \zeta_5 , 
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)!} \frac{u^j}{j^2} S_2 S_1 = - \frac{1}{3} \theta^3 Cl_2 (\pi - \theta) - \frac{1}{6} \theta^3 Cl_2 (\theta) + 2 \theta^2 Cl_3 (\pi - \theta) + 2 \theta^2 \zeta_3 - \frac{1}{2} \theta^2 Cl_3 (\theta) + 8 \theta Cl_4 (\pi - \theta) + \theta Cl_4 (\theta) - 16 Cl_5 (\pi - \theta) + 2 Cl_5 (\theta) - 17 \zeta_5 . 
\]

We note that the results for other sums obtained in the previous sections can be also reproduced by this method. Moreover, it is possible to consider not only the combinations \((S_2 + \bar{S}_2^2)\) that correspond to the \( J = 1 \) case of Eq. (2.30) (given in Eq. (2.31)), but also the sums containing \( S_2 \) or \( \bar{S}_2^2 \) separately (which appear for \( J \neq 1 \)). As an example, let us consider the sum

\[
\Sigma_{-2:1}^{-1} (u) = \sum_{j=1}^{\infty} \frac{1}{(2j)!} \frac{u^j}{j} S_2 = \tan \frac{\theta}{2} \left[ \theta + \int_0^\phi d\phi \ R_{-2} (u_\phi) \right] , 
\]

where \( R_{-2} (u) \) corresponds to the case (2.33).

Substituting

\[
R_{-2} (u_\phi) = \frac{2}{\sin \frac{\theta}{2}} \ Ti_2 \left( \tan \frac{\theta}{4} \right) + \frac{1}{6} \theta^2 - 1 , 
\]

into Eq. (2.34) and integrating over \( \phi \), we arrive at

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)!} \frac{u^j}{j} S_2 = \tan \frac{\theta}{2} \left\{ 4 Ti_3 \left( \tan \frac{\theta}{4} \right) + \frac{1}{24} \theta^3 \right\} . 
\]

Moreover, upon applying Eq. (2.32) we can perform another integration and obtain the result for \( c = 2 \),

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)!} \frac{u^j}{j^2} S_2 = 4\theta Ti_3 \left( \tan \frac{\theta}{4} \right) - 8 \left[ Ti_2 \left( \tan \frac{\theta}{4} \right) \right]^2 + \frac{1}{96} \theta^4 . 
\]

Using the connections between \( Ti_2 \left( \tan \frac{\theta}{4} \right) \), \( Ti_3 \left( \tan \frac{\theta}{4} \right) \) and the log-sine functions (see Eq. (17) on p. 292 and Eq. (44) on p. 298 of Ref. [2]), we can get other representations,

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)!} \frac{u^j}{j} S_2 = \tan \frac{\theta}{2} \left\{ \frac{1}{24} \theta^3 + \frac{3}{2} \theta\ln \left( \tan \frac{\theta}{4} \right) + 2 \ln \left( \tan \frac{\theta}{4} \right) \left[ Ls_2 \left( \frac{\theta}{2} \right) + Ls_2 \left( \pi - \frac{\theta}{2} \right) \right] 
\]

\[
+ 2 \left[ Ls_3 \left( \pi - \frac{\theta}{2} \right) - Ls_3 \left( \pi \right) \right] - 2 Ls_3 \left( \frac{\theta}{2} \right) + \frac{1}{2} Ls_3 \left( \theta \right) \right\} , 
\]

\(16\)
\[
\sum_{j=1}^{\infty} \frac{1}{(j^2)} \frac{u^j}{j^2} \bar{S}_2 = 2\theta \left[ L_{S_3} \left( \pi - \frac{\theta}{2} \right) - L_{S_3} \left( \frac{\theta}{2} \right) \right] + \frac{1}{2} \theta L_{S_3} \left( \theta \right) - 2 \left[ L_{S_2} \left( \pi - \frac{\theta}{2} \right) + L_{S_2} \left( \frac{\theta}{2} \right) \right]^2 \\
+ \frac{1}{6} \pi^3 \theta + \frac{1}{96} \theta^4 .
\] (2.89)

Note the appearance of log-sine functions of arguments \( \frac{\theta}{2} \) and \( \left( \pi - \frac{\theta}{2} \right) \).

### 3 Analytical continuation

To obtain results valid in other regions of variable \( u \) (for \( u < 0 \) and \( u > 4 \)), we will construct the proper analytical continuation of the expressions presented in the previous section. For generalized log-sine integrals it is described in [16]. Let us introduce a new variable

\[
y \equiv e^{i\sigma \theta}, \quad \ln(-y - i\sigma 0) = \ln y - i\sigma \pi,
\] (3.1)

where the choice of the sign \( \sigma = \pm 1 \) is related to the causal “+i0” prescription for the propagators. For completeness, we also present the inverse relations,

\[
u = -\frac{(1 - y)^2}{y}, \quad y = \frac{1 - \sqrt{u}}{1 + \sqrt{u}}, \quad u = -\frac{1 - y}{1 + y} \frac{dy}{dy},
\] (3.2)

and also expressions for \((1 \pm y)\) in terms of \( \theta \):

\[
1 - y = 2 \sin \frac{\theta}{2} e^{-i\sigma (\pi - \theta)/2}, \quad 1 + y = 2 \cos \frac{\theta}{2} e^{i\sigma \theta/2}.
\] (3.3)

In terms of this variable \( y \), the analytic continuation of all generalized log-sine integrals can be expressed in terms of Nielsen polylogarithms, whereas for the function \( \Phi(\theta) \) we get

\[
\Phi(\theta) = \zeta_3 \ln 2 + \frac{1}{2} \zeta_4 - H_{-1,0,0,1}(1) + \frac{1}{2} \left[ H_{-1,0,0,1}(y) + H_{-1,0,0,1}(y^{-1}) \right] \\
- \frac{1}{4} \left[ \text{Li}_4(y) + \text{Li}_4(y^{-1}) \right] - \frac{1}{2} \left[ \ln(1 + y) - \frac{1}{2} \ln y \left[ \text{Li}_3(y) + \text{Li}_3(y^{-1}) \right] \right],
\] (3.4)

with \( H_{-1,0,0,1}(y) \) defined in Eq. (2.16).

For the cases involving the inverse tangent integrals \( \text{Ti}_N \left( \tan \frac{\theta}{2} \right) \) and \( \text{Ti}_N \left( \tan \frac{\theta}{4} \right) \), the analytic continuation is straightforward (see Eq. (2.16)),

\[
\text{Ti}_N \left( \tan \frac{\theta}{2} \right) = -\frac{\sigma}{2i} \left[ \text{Li}_N(\omega) - \text{Li}_N(-\omega) \right], \quad \omega = \frac{1 - y}{1 + y} = -i\sigma \tan \frac{\theta}{2}.
\] (3.5)

\[
\text{Ti}_N \left( \tan \frac{\theta}{4} \right) = -\frac{\sigma}{2i} \left[ \text{Li}_N(\omega_s) - \text{Li}_N(-\omega_s) \right], \quad \omega_s = \frac{1 - \sqrt{y}}{1 + \sqrt{y}} = -i\sigma \tan \frac{\theta}{4}.
\] (3.6)

Below we list the most complicated results, corresponding to the analytical continuation of the results obtained in Section 2:

\[
\sum_{j=1}^{\infty} \frac{1}{(j^2)} \frac{u^j}{j^2} S_1 = -8S_{1,2}(-y) \ln y + 4\text{Li}_3(-y) \ln y - 2\text{Li}_2(-y) \ln^2 y + 4 \left[ \text{Li}_2(-y) \right]^2.
\]
\[
\sum_{j=1}^{\infty} \frac{1}{j} \psi_j^2 \left( \sum_{j=1}^{\infty} \frac{1}{j^2} S_1 S_1 = -10 S_{1,2}(-y) \ln y + S_{1,2}(y^2) \ln y - 2 S_{1,2}(y) \ln y + 4 [\text{Li}_2(-y)]^2
\]
\[
-2 \text{Li}_2(y) \text{Li}_2(-y) + 3 \text{Li}_3(-y) \ln y - 6 \text{Li}_3(y) \ln y - 3 \text{Li}_2(-y) \ln^2 y + \frac{3}{2} \text{Li}_2(y) \ln^2 y - \frac{1}{48} \ln^4 y + 6 \zeta_2 \text{Li}_2(-y) - \zeta_2 \text{Li}_2(y) + \frac{3}{2} \zeta_2 \ln^2 y + \frac{11}{2} \zeta_3 \ln y + 5 \zeta_4 ,
\]
\[
\sum_{j=1}^{\infty} \frac{1}{j} \psi_j^2 \left( \sum_{j=1}^{\infty} \frac{1}{j^2} (\bar{S}_1 + \bar{S}_1^2) = -12 S_{1,2}(-y) \ln y + 2 S_{1,2}(y^2) \ln y - 6 S_{1,2}(y) \ln y + 4 [\text{Li}_2(-y)]^2
\]
\[
+ [\text{Li}_2(y)]^2 - 4 \text{Li}_2(-y) \text{Li}_2(y) + 2 \text{Li}_3(-y) \ln y - 6 \text{Li}_3(y) \ln y - 2 \text{Li}_2(-y) \ln^2 y + \frac{1}{2} \text{Li}_2(y) \ln^2 y + 8 \zeta_2 \text{Li}_2(-y) - 4 \zeta_2 \text{Li}_2(y) + \zeta_2 \ln^2 y + 8 \zeta_3 \ln y + 10 \zeta_4 ,
\]
\[
\sum_{j=1}^{\infty} \frac{1}{j} \psi_j^2 \left( \sum_{j=1}^{\infty} \frac{1}{j^2} C_1 = \frac{1 - y}{1 + y} \left[ 3 \text{Li}_4(y) - 3 \text{Li}_4(y) + 28 \text{Si}_{1,3}(-y) - 2 \text{Si}_{1,3}(y^2) + 4 \text{Si}_{1,3}(y) - 14 \text{Si}_{2,2}(-y) + S_{2,2}(y^2) - 2 S_{2,2}(y) + 28 S_{2,2}(y) \ln(1 + y) - 2 S_{1,2}(y^2) \ln(1 - y)
\right.
\]
\[
-2 S_{1,2}(y^2) \ln(1 + y) + 4 \text{Si}_{1,2}(y) \ln(1 - y) + 4 \text{Li}_3(-y) \ln(1 - y) + 2 \text{Li}_3(y) \ln(1 - y) - 10 \text{Li}_3(-y) \ln(1 + y) + 4 \text{Li}_3(y) \ln(1 + y) - 2 \text{Li}_2(-y) \ln^2(1 - y)
\]
\[
-2 \text{Li}_2(y^2) \ln(1 + y) \ln(1 - y) + 12 \text{Li}_2(-y) \ln^2(1 + y) - 2 \text{Li}_2(y) \ln^2(1 + y) - 2 \text{Li}_2(y) \ln^2(1 - y) - 2 \text{Li}_2(y) \ln^2(1 + y) - 2 \text{Li}_2(y) \ln^2(1 - y) - 2 \text{Li}_2(y) \ln^2(1 + y) + 2 \text{Li}_2(y) \ln^2(1 - y) + 2 \text{Li}_2(y) \ln^2(1 + y) + 2 \text{Li}_2(y) \ln^2(1 - y) + 2 \text{Li}_2(y) \ln^2(1 + y) + 2 \text{Li}_2(y) \ln^2(1 - y) + 2 \text{Li}_2(y) \ln^2(1 + y) + 2 \text{Li}_2(y) \ln^2(1 - y)
\]
\[
+ \frac{1}{2} \ln y \ln^2(1 - y) + 2 \ln^2 y \ln(1 - y) + 2 \ln^2 y \ln(1 + y) - \frac{5}{2} \ln^2 y \ln^2(1 + y) + \frac{1}{2} \ln^3 y \ln(1 - y) + \frac{45}{8} \zeta_4 - 2 \ln \ln^2(1 + y) + 12 \text{Li}_2(-y) \ln(1 + y) + 7 \zeta_3 \ln y + \frac{2}{3} \zeta_2 \ln^2 y - \zeta_2 \ln^2(1 - y) + 2 \zeta_2 \ln(1 - y) \ln(1 + y) + 8 \zeta_2 \ln^2(1 + y) - 9 \zeta_2 \ln y \ln(1 + y) \right],
\]
\[
\sum_{j=1}^{\infty} \frac{1}{j} \psi_j^2 \left( \sum_{j=1}^{\infty} \frac{1}{j^2} C_2 = \frac{1 - y}{1 + y} \left[ 2 \text{Si}_{1,3}(y^2) - 24 \text{Si}_{1,3}(-y) - 6 \text{Si}_{1,2}(y) + 12 \text{Si}_{2,2}(-y) - S_{2,2}(y^2)
\right.
\]
\[
+ 3 \text{Si}_{2,2}(y) - 2 \text{Li}_4(-y) - \frac{5}{2} \text{Li}_4(y) - 24 \text{Si}_{1,2}(-y) \ln(1 + y) - 6 \text{Si}_{1,2}(y) \ln(1 - y)
\]
\[
- \text{Li}_3(y) \ln(1 - y) + 2 \text{Si}_{1,2}(y^2) \ln(1 - y) + 2 \text{Si}_{1,2}(y^2) \ln(1 + y) - 4 \text{Li}_3(-y) \ln(1 - y)
\]
\[
+ 8 \text{Li}_3(-y) \ln(1 + y) - 4 \text{Li}_3(y) \ln(1 + y) + 2 \text{Li}_2(-y) \ln^2(1 - y) - \text{Li}_2(y) \ln^2(1 - y) + 4 \text{Li}_2(-y) \ln(1 + y) + 4 \text{Li}_2(y) \ln(1 - y) \ln(1 + y) - 10 \text{Li}_2(-y) \ln^2(1 + y) + 2 \text{Li}_2(y) \ln^2(1 + y) - \frac{1}{2} \ln y \ln^3(1 - y) + 2 \ln y \ln^2(1 - y) \ln(1 + y)
\]
\[
+ 2 \ln y \ln(1 - y) \ln^2(1 + y) - \frac{10}{3} \ln y \ln^3(1 + y) - \frac{1}{4} \ln^2 y \ln^2(1 - y)
\]
\[
- 2 \ln^2 y \ln(1 - y) \ln(1 + y) + 2 \ln^2 y \ln^2(1 + y) + \frac{5}{12} \ln^3 y \ln(1 - y) - \frac{1}{4} \ln^3 y \ln(1 + y)
\]
\[
- \frac{1}{96} \ln^4 y + \frac{2}{3} \zeta_4 + 8 \zeta_3 \ln(1 - y) + 11 \zeta_3 \ln(1 + y) - \frac{13}{2} \zeta_3 \ln y - 7 \zeta_2 \ln^2(1 + y) + 2 \zeta_2 \ln^2(1 - y) - 2 \zeta_2 \ln(1 - y) \ln(1 + y) - \frac{7}{4} \zeta_2 \ln^2 y - \zeta_2 \ln y \ln(1 - y)
\]
\[
+ 8 \zeta_2 \ln y \ln(1 + y) \right],
\]
\[
\sum_{j=1}^{\infty} \frac{1}{j^3} S_1 = 4 H_{-1,0,0,1}(-y) + S_{2,2}(y^2) - 4 S_{2,2}(y) - 4 S_{2,2}(-y) - 6 \text{Li}_4(-y)
\]
\begin{align}
-2\text{Li}_4(y) &+ 4\text{S}_{1,2}(-y) \ln y + 4\text{S}_{1,2}(y) \ln y - 2\text{S}_{1,2}(y^2) \ln(y) + 4\text{Li}_3(-y) \ln(1 - y) \\
+ 2\text{Li}_3(-y) \ln y + 2\text{Li}_3(y) \ln y - \text{Li}_2(y) \ln^2 y - 4\text{Li}_2(-y) \ln y \ln(1 - y) \\
- \frac{1}{4} \ln^3 y \ln(1 - y) + \frac{3}{24} \ln^4 y + 2\zeta_2 \text{Li}_2(y) - \frac{1}{2} \zeta_2 \ln^2 y + 2\zeta_2 \ln y \ln(1 - y) \\
+ 6\zeta_3 \ln(1 - y) - 3\zeta_3 \ln y - 4\zeta_4 ,
\end{align}

\begin{align}
\sum_{j=1}^{\infty} \frac{1}{j} \frac{u^j}{j^3} \tilde{S}_1 &= 4\mathcal{H}_{-1,0,0,1}(-y) + \text{S}_{2,2}(y^2) - 8\text{S}_{2,2}(-y) - 4\text{S}_{2,2}(-y) - 6\text{Li}_4(-y) \\
&+ 2\text{Li}_4(y) - [\text{Li}_2(y)]^2 + 4\text{S}_{1,2}(-y) \ln y + 8\text{S}_{1,2}(y) \ln y - 2\text{S}_{1,2}(y^2) \ln y + \frac{1}{38} \ln^4 y \\
&+ 4\text{Li}_3(-y) \ln(1 - y) - 4\text{Li}_3(y) \ln(1 - y) + 2\text{Li}_3(-y) \ln y - 4\text{Li}_2(-y) \ln y \ln(1 - y) \\
&+ 2\text{Li}_2(y) \ln y \ln(1 - y) - \frac{1}{2} \text{Li}_2(y) \ln^2 y - \frac{1}{6} \ln^3 y \ln(1 - y) + 4\zeta_2 \ln y \ln(1 - y) \\
&- \zeta_2 \ln^2 y + 10\zeta_3 \ln(1 - y) - 5\zeta_3 \ln y + 4\text{Li}_2(y) - \frac{10}{2} \zeta_4 ,
\end{align}

\begin{align}
\sum_{j=1}^{\infty} \frac{1}{j} \frac{u^j}{j^2} \tilde{S}_3 &= \frac{1 - y}{1 + y} \left[-48\text{S}_{1,2}(-y) \ln(1 + y) - 48\text{S}_{1,3}(-y) + 24\text{S}_{2,2}(-y)ight] \\
&- 12\zeta_2 \ln^2(1 + y) - 24 \ln^2(1 + y) \text{Li}_2(-y) - 24 \zeta_3 \ln(1 + y) + 24 \ln(1 + y) \text{Li}_3(-y) \\
&- 8 \ln y \ln^3(1 + y) + 12 \zeta_2 \ln y \ln(1 + y) + 6 \ln^2 y \ln^2(1 + y) - \ln^3 y \ln(1 + y) \\
&+ \frac{1}{24} \ln^4 y - \frac{3}{2} \zeta_2 \ln^2 y + 3 \ln^2 y \text{Li}_2(-y) + \ln^2 y \text{Li}_2(y) - 5 \zeta_3 \ln y - 12 \ln y \text{Li}_3(-y) \\
&- 4 \ln y \text{Li}_3(y) + \frac{9}{2} \zeta_4 + 12 \text{Li}_4(-y) + 6 \text{Li}_4(y) ,
\end{align}

\begin{align}
\sum_{j=1}^{\infty} \frac{1}{j} \frac{u^j}{j^2} \tilde{S}_3 &= -12 \text{Li}_5(y) + 6 \ln y \text{Li}_4(y) - \ln^2 y \text{Li}_3(y) - \frac{1}{120} \ln^5 y \\
&+ \zeta_3 \ln^2 y + 6 \zeta_4 \ln y + 12 \zeta_5 ,
\end{align}

\begin{align}
\sum_{j=1}^{\infty} \frac{1}{j} \frac{u^j}{j^2} \tilde{S}_1 \tilde{S}_2 &= -12 \text{Li}_5(y) - 16 \text{Li}_5(-y) + 6 \ln y \text{Li}_4(y) + 8 \ln y \text{Li}_4(-y) \\
&- \ln^2 y \text{Li}_3(y) - 2 \ln^2 y \text{Li}_3(-y) + \frac{1}{3} \ln^3 y \text{Li}_2(-y) + \frac{1}{24} \ln^5 y - \frac{1}{6} \zeta_2 \ln^3 y \\
&- \frac{1}{2} \zeta_3 \ln^2 y - \zeta_4 \ln y - 3 \zeta_5 ,
\end{align}

\begin{align}
\sum_{j=1}^{\infty} \frac{1}{j} \frac{u^j}{j^2} \tilde{S}_2 \tilde{S}_1 &= 2 \text{Li}_5(y) - 16 \text{Li}_5(-y) - \ln y \text{Li}_4(y) + 8 \ln y \text{Li}_4(-y) \\
&+ \frac{1}{6} \ln^2 y \text{Li}_3(y) - 2 \ln^2 y \text{Li}_3(-y) + \frac{1}{3} \ln^3 y \text{Li}_2(-y) - \frac{1}{6} \ln^3 y \text{Li}_2(y) + \frac{1}{24} \ln^5 y \\
&- \frac{1}{3} \zeta_2 \ln^3 y - 2 \zeta_3 \ln^2 y - 8 \zeta_4 \ln y - 17 \zeta_5 ,
\end{align}

where we have used the relations (5.6) and (5.7).

For the results involving \( \text{Ls}_c_{2,3}(\theta) \) we can use Eq. (2.18) to express them in terms of Ti function, and then employ Eq. (3.5). For example, starting from Eq. (3.5) we obtain

\begin{align}
\sum_{j=1}^{\infty} \frac{1}{j} \frac{u^j}{j^2} \tilde{S}_1 \tilde{S}_1 &= \frac{1 - y}{1 + y} \left\{ \text{Li}_4(y) + 8 \text{Li}_4(-y) - 4 \text{Li}_4(\omega) + 4 \text{Li}_4(-\omega) \\
&+ 2 \text{S}_{1,3}(y^2) - 8 \text{S}_{1,3}(-y) - 4 \text{S}_{2,2}(y^2) + 4 \text{S}_{2,2}(y) + 24 \text{S}_{2,2}(-y) \\
&+ 2 \ln(1 + y) \left[ \text{S}_{1,2}(y^2) - 24 \text{S}_{1,2}(-y) + 10 \text{Li}_3(-y) - 2 \text{Li}_3(y) \right] \right\}
\end{align}
\[+2 \ln(1 - y) \left[ S_{1,2}(y^2) - 4S_{1,2}(y) - 2\text{Li}_3(-y) \right] - 8 \ln y \text{Li}_3(-y)
+2\text{Li}_2(-y) \left[ \ln^2(1 - y) + 2\ln(1 - y) \ln(1 + y) - 11\ln^2(1 + y) + \ln^2 y \right]
+2\text{Li}_2(y) \left[ \ln^2(1 + y) - \ln^2(1 - y) + 2\ln(1 - y) \ln(1 + y) \right] + \frac{1}{48} \ln y
+2\ln y \left[ \ln(1 + y) \ln^2(1 - y) + \ln(1 - y) \ln^2(1 + y) - \frac{1}{3} \ln^3(1 - y) - \frac{11}{3} \ln^3(1 + y) \right]
-2\ln^2 y \ln(1 + y) \ln(1 + y) + 5\ln^2 y \ln^2(1 + y) + \frac{1}{6} \ln^3 y \ln(1 - y) - \frac{2}{3} \ln^3 y \ln(1 + y)
+\zeta_2 \left[ 3\ln^2(1 - y) - 2\ln(1 - y) \ln(1 + y) - 13\ln^2(1 + y) - 2 \ln y \ln(1 - y) + 14 \ln y \ln(1 + y) - \frac{3}{2} \ln^2 y \right]
+\zeta_3 \left[ 3 \ln(1 - y) - 6 \ln y + 23 \ln(1 + y) \right] + \frac{33}{4} \zeta_4 \right], \quad (3.18)
\]

where \( \omega = (1 - y)/(1 + y) \), see Eq. (3.20). We note that the analytic continuation of \( \text{Lsc}_{2,3}(\theta) \) can also be obtained directly, using the integral representation (2.14). This procedure is described in Appendix A, Eqs. (A.26)–(A.32).

The analytic continuation of the sum involving \( S_2 \) can be presented in terms of the variable \( \omega_s \) given in Eq. (3.6),

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)^2} u_j^j S_2 = 2 \ln \left[ \text{Li}_3(\omega_s) - \text{Li}_3(-\omega_s) \right] + 2 \left[ \text{Li}_2(\omega_s) - \text{Li}_2(-\omega_s) \right]^2 + \frac{1}{90} \ln^4 y . \quad (3.19)
\]

The results for lower values of \( c \) can be deduced using

\[
\sum_{j=1}^{\infty} \frac{u_j^j}{j^c} f(j) = u \frac{d}{du} \sum_{j=1}^{\infty} \frac{u_j^j}{j^{c+1}} f(j) . \quad (3.20)
\]

For example,

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)^2} u_j^j S_1 = 4\text{Li}_3(-y) - 2\text{Li}_2(-y) \ln y - \frac{1}{6} \ln^3 y + 3\zeta_3 + \zeta_2 \ln y , \quad (3.21)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)^2} u_j^j \bar{S}_1 = -2\text{Li}_3(y) + 4\text{Li}_3(-y) - 2\text{Li}_2(y) \ln y + \text{Li}_2(y) \ln y
- \frac{1}{12} \ln^3 y + 2\zeta_2 \ln y + 5\zeta_3 . \quad (3.22)
\]

The results for these two sums can be extracted from Ref. [14]. Further results for the sums are collected in Appendix C.

### 4 Application to Feynman diagrams

Below we present results for the \( \varepsilon \)-expansion of one- and two-loop master integrals shown in Fig. 1. In the rest of this paper we use the notation \( u = p^2/m^2 \).
4.1 One-loop vertex

Let us consider a one-loop triangle diagram with \( m_1 = m_2 = m_3 = m \), \( p_1^2 = p_2^2 = 0 \), with an arbitrary (off-shell) value of \( p_3^2 \equiv p^2 \). Such diagrams occur, for example, in Higgs decay into two photons or two gluons via a massive quark loop. Following the notation of Ref. [10], we will denote this integral (with unit powers of propagators) as \( J_3(1, 1, 1; m) \). According to Eq. (40) of Ref. [10], the result in an arbitrary space-time dimension \( n = 4 - 2\varepsilon \) is

\[
J_3(1, 1, 1; m) \bigg|_{p_1^2=p_2^2=0} = -\frac{i}{2} \pi^{2-\varepsilon} (m^2)^{-1-\varepsilon} \Gamma(1 + \varepsilon) \, {}_3F_2 \left( 1, 1, 1 + \varepsilon ; \frac{3}{2}, 2 \right) \frac{p^2}{4m^2}. \tag{4.1}
\]

For this integral a number of one-fold integral representations are available, see Eqs. (3.10)–(3.11) in Ref. [16]. Expanding in \( \varepsilon \) we get

\[
J_3(1, 1, 1; m) \bigg|_{p_1^2=p_2^2=0} = -i \pi^{2-\varepsilon} \Gamma(1 + \varepsilon) \left( \frac{m^2}{p^2} \right)^{-\varepsilon} \sum_{j=1}^{\infty} \frac{1}{j^2} \frac{w^j}{(2j)!} \left[ 1 + \varepsilon S_1 + \frac{1}{2} \varepsilon^2 \left( S_1^2 - S_2 \right) + \frac{1}{6} \varepsilon^3 \left( S_1^3 - 3S_1 S_2 + 2S_3 \right) + \frac{1}{24} \varepsilon^4 \left( S_1^4 - 6S_1^2 S_2 + 8S_1 S_3 + 3S_2^2 - 6S_4 \right) + \mathcal{O}(\varepsilon^5) \right]. \tag{4.2}
\]

Substituting results for the occurring inverse binomial sums, we obtain

\[
J_3(1, 1, 1; m) \bigg|_{p_1^2=p_2^2=0} = -i \pi^{2-\varepsilon} \Gamma(1 + \varepsilon) \left( \frac{m^2}{p^2} \right)^{-\varepsilon} \left\{ -\frac{1}{2} \ln^2 y \right\}. \tag{4.3}
\]
\[ +\varepsilon \left[ 4\text{Li}_3 (-y) - 2\text{Li}_2 (-y) \ln y - \frac{1}{6} \ln^3 y + \zeta_2 \ln y + 3\zeta_3 \right] \]
\[ +\varepsilon^2 \left[ 2 \left[ \text{Li}_2 (-y) \right]^2 + 2\text{Li}_3 (-y) \ln y - 4S_{1,2} (-y) \ln y - \text{Li}_2 (-y) \ln^2 y \right. \]
\[ \left. + 2\zeta_2 \text{Li}_2 (-y) + \frac{1}{2} \zeta_2 \ln^2 y + 2\zeta_3 \ln y - \frac{1}{24} \ln^4 y + \frac{5}{4} \zeta_4 \right] + \mathcal{O}(\varepsilon^3) \].

These results correspond to the analytic continuation of Eqs. (3.13), (3.14) and (3.16) from Ref. [16].

The \(\varepsilon^3\) term is Eq. (4.2) contains the same combination of sums as \(C_0\) in Eq. (2.5). However, the sum in Eq. (4.2) contains \(j^2\) in the denominator, i.e., it corresponds to the case \(c = 2\). Using the result (2.24) (with \(c = 1\)) together with (2.32), we obtain a one-fold integral representation for the \(\varepsilon^3\)-term in Eq. (4.2). Analyzing it, we see that we get only one new non-trivial integral,

\[ \int_0^\theta d\phi \text{Ls}_2 (\phi) \ln^2 \left| 2 \sin \frac{\phi}{2} \right|, \]

while all other terms can be expressed in terms of known functions. For \(\theta = \frac{2\pi}{3}\) the integral (4.3) is connected with the new element \(\chi_5\) of the \textit{odd} basis, whereas for \(\theta = \frac{\pi}{2}\) it is related to the new element \(\chi_5\) of the \textit{even} basis, see Section 3.3 in Ref. [16] and Eqs. (14)–(15) in Ref. [24].

At the same time, the \(\varepsilon^4\)-term of Eq. (4.2) (and all other even powers of \(\varepsilon\)) can be calculated in terms of log-sine functions, so that their analytic continuation can be expressed in terms of Nielsen polylogarithms. Namely, for the \(\varepsilon^4\)-term, combining Eqs. (3.14), (3.19) from Ref. [16] and Eq. (2.34), we obtain the result for the sum

\[ \sum_{j=1}^{\infty} \frac{1}{(2j)^j} \frac{u^j}{j^c} \left( S_1^4 - 6S_1^2S_2^2 + 8S_1^3S_3 - 3S_2^3 \right) \]

with \(c = 2\). Using Eq. (2.24), we also obtain the result for the case \(c = 1\).

### 4.2 Two-loop self-energy integral \(F_{10101}\)

This integral is a good illustration of the application of general expressions given in Section 3. The off-shell result for this integral in arbitrary dimension was presented in [34] (where it was called \(I_3\), see Eq. (22) of [34]). For unit powers of propagators, the result reads

\[ m^{2+4\varepsilon}(1 - 2\varepsilon)F_{10101}(p^2, m) = \frac{1}{(1 - \varepsilon^2)(1 + 2\varepsilon)} F_3 \left( \begin{array}{c} 1, 1 + \varepsilon, 1 + \varepsilon, 1 + 2\varepsilon \\ \frac{3}{2} + \varepsilon, 2 + \varepsilon, 2 - \varepsilon \end{array} \middle| \frac{p^2}{4m^2}\right) \]
\[ - \frac{1}{2\varepsilon(1 + \varepsilon)} F_2 \left( \begin{array}{c} 1, 1 + \varepsilon, 1 + \varepsilon \\ \frac{3}{2}, 2 + \varepsilon \end{array} \middle| \frac{p^2}{4m^2}\right) + \frac{1}{2\varepsilon} \Gamma^2(1 - \varepsilon) \left( -\frac{m^2}{p^2} \right)^\varepsilon F_2 \left( \begin{array}{c} 1, 1, 1 + \varepsilon \\ \frac{3}{2}, 2 \end{array} \middle| \frac{p^2}{4m^2}\right). \]

\(^6\)In given normalization each loop is divided by \(\pi^{2-\varepsilon}\Gamma(1 + \varepsilon)\).
Expanding in $\varepsilon$, we obtain

$$p^2(m^2)^{2\varepsilon}(1-2\varepsilon)F_{10101}(p^2,m)$$

$$= \sum_{j=1}^{\infty} \frac{1}{(\frac{3}{j})^2} \left\{ \frac{3}{j} - \ln(-u) + \varepsilon \left[ -\frac{1}{j^2} + \frac{11}{j} S_1 - \frac{4}{j} S_1 - \ln(-u)S_1 + \frac{1}{2} \ln^2(-u) - \zeta_2 \right] + O(\varepsilon^2) \right\}$$

$$= 6\text{Li}_3(y) - 6\text{Li}_2(y) \ln y - 2 \ln^2 y \ln(1+y) - 6\zeta_3$$

$$+ \varepsilon \left\{ 28H_{-1,0,1}(y) + 7S_{2,2}(y^2) - 28S_{2,2}(y) - 16S_{2,2}(y) - 42\text{Li}_4(-y) - 26\text{Li}_4(y) \right\}$$

$$+ 4 [\text{Li}_2(y)]^2 + 16S_{1,2}(y) \ln y - 14S_{1,2}(y^2) \ln y + 28S_{1,2}(y^2) \ln y + 18\text{Li}_3(-y) \ln y$$

$$+ 20\text{Li}_3(y) \ln y + 20\text{Li}_3(-y) \ln(1-y) + 12\text{Li}_3(y) \ln(1-y) - 2\text{Li}_2(-y) \ln^2 y - 9\text{Li}_2(y) \ln^2 y$$

$$- 24\text{Li}_2(-y) \ln y \ln(1-y) - 4\text{Li}_2(y) \ln y \ln(1-y) - 2 \ln^3 y \ln(1-y) + 6\zeta_2 \text{Li}_2(y)$$

$$+ 4\zeta_2 \ln y \ln(1-y) - 12\zeta_3 \ln y + 24\zeta_3 \ln(1-y) - 9\zeta_4 \right\} + O(\varepsilon^2) .$$

(4.6)

The result for the finite part coincides with [35], whereas the result for the $\varepsilon$-term is new.

### 4.3 Two-loop sunset-type diagram $J_{011}$

Let us consider sunset-type diagrams with two equal masses and one zero mass (see Fig. 1). The off-shell result for the sunset-type integral $J_{011}$ with arbitrary powers of propagators has been obtained \(^7\) in Refs. [34,36] by using the Mellin–Barnes technique [10]:

$$J_{011}(\sigma,\nu_1,\nu_2;p^2,m) = (m^2)^{n-\sigma-\nu_1-\nu_2} \frac{\Gamma(\nu_1+\nu_2+\sigma-n)\Gamma\left(\frac{n}{2}-\sigma\right)\Gamma\left(\nu_2+\sigma-\frac{n}{2}\right)\Gamma\left(\nu_1+\sigma-\frac{n}{2}\right)}{\Gamma(\nu_1)\Gamma(\nu_2)\Gamma\left(\frac{n}{2}\right)\Gamma(\nu_1+\nu_2+2\sigma-n)\Gamma^2\left(3-\frac{n}{2}\right)}$$

$$\times 4F3 \left\{ \begin{array}{c}
\sigma, \nu_1 + \nu_2 + \sigma - n, \nu_2 + \sigma - \frac{n}{2}, \nu_1 + \sigma - \frac{n}{2} \\
\frac{n}{2}, \sigma + \frac{1}{2}(\nu_1 + \nu_2 - n), \sigma + \frac{1}{2}(\nu_1 + \nu_2 + 1 - n)
\end{array} \right\} \frac{p^2}{4m^2} .$$

(4.7)

For simplicity, in the definition of the integral $J_{011}$ we will omit the arguments $p^2$ and $m$.

$$J_{011}(\sigma,\nu_1,\nu_2) \equiv J_{011}(\sigma,\nu_1,\nu_2;p^2,m) .$$

(4.8)

Let us remind that for the integrals $J_{011}$ with different integer values of $\sigma$ and $\nu_i$ there are two master integrals [38] of this type, $J_{011}(1,1,1)$ and $J_{011}(1,1,2)$. However, two other independent combinations of the integrals of this type happen to be more suitable for constructing the $\varepsilon$-expansion, $J_{011}(1,2,2)$ and [$J_{011}(1,2,2)+2J_{011}(2,1,2)$] (see also in Ref. [39]). The latter combination corresponds to the integral $J_{011}(1,1,1)$ in $2-2\varepsilon$ dimensions [40]. In Ref. [18] $J_{011}(1,1,3)$ has been used as the second integral. To construct the $\varepsilon$-expansion of the integrals $J_{011}(1,1,1)$ and $J_{011}(1,1,2)$ up to order $\varepsilon^2$, the integral $J_{011}(1,2,2)$ should also be expanded up to $\varepsilon^2$, whereas [$J_{011}(1,2,2)+2J_{011}(2,1,2)$] or $J_{011}(1,1,3)$ up to the order $\varepsilon$ only. In Appendix C we give an example of a realistic calculation which demonstrates the required orders of the $\varepsilon$-expansion for the integrals involved.

\(^7\)The imaginary part of the sunset diagrams in an arbitrary dimension is presented in [37].
For $J_{011}(1,2,2)$ we have obtained
\[
J_{011}(1,2,2) = \frac{(m^2)^{-1-2\varepsilon}}{(1-\varepsilon)(1+2\varepsilon)} F_2 \left( \begin{array}{c} 1, 1 + \varepsilon, 1 + 2\varepsilon \\ \frac{3}{2} + \varepsilon, 2 - \varepsilon \end{array} \right) \frac{p^2}{4m^2}
\]
\[
= 2\frac{(m^2)^{-2\varepsilon}}{p^2} \sum_{j=1}^{\infty} \frac{1}{(2j/\varepsilon)} \left\{ \varepsilon \left[ \frac{1}{j} + 5S_1 - 2S_1 \right] \right\}
\]
\[
+ \varepsilon^2 \left[ \frac{1}{j} + \frac{5}{2} S_1 - \frac{5}{2} S_1 + \frac{5}{2} S_1^2 - 10S_1 S_1 - \frac{5}{2} S_2 + 2S_1^2 + 2S_2 \right]
\]
\[
+ \varepsilon^3 \left[ \frac{1}{j} + \frac{5}{2} S_1 - \frac{5}{2} S_1 + \frac{5}{2} S_1^2 - \frac{10}{j} S_1 S_1 - \frac{5}{2} S_2 + \frac{2}{j} (S_1^2 + S_2) + \frac{125}{6} S_1^3 - 25 S_1^2 S_1 - \frac{25}{2} S_1 S_2 + \frac{11}{3} S_3 + 5S_2 S_3 - \frac{4}{3} S_1^2 + S_2 + 2S_3 \right] + \mathcal{O}(\varepsilon^4)
\]
\[
= 2\frac{(m^2)^{-2\varepsilon}}{p^2} (1 - y)^2 \left\{ -\frac{1}{2} \ln^2 y \right\}
\]
\[
+ \varepsilon \left[ \frac{1}{2} \ln^3 y + \zeta_2 \ln y - 6 \ln y Li_2 (-y) - 4 \ln y Li_2 (y) + 3 \zeta_3 + 12 Li_3 (-y) + 6 Li_3 (y) \right]
\]
\[
+ \varepsilon^2 \left[ 12H_{1,0,0,0} (-y) - 12 \ln y S_1 (-y) - 12 \ln y S_1 (y^2) + 8 \ln y S_1,2 (-y) - 12 S_2,2 (-y) \right]
\]
\[
+ 3 S_2,2 (y^2) - 12 \ln (1 - y) Li_3 (-y) - \frac{7}{24} \ln^4 y - \frac{1}{2} \zeta_2 \ln y + 2 \zeta_3 \ln y + 6 \ln y Li_3 (-y) + 6 \ln y Li_3 (y)
\]
\[
+ 8 \ln y Li_3 (y) + 6 \zeta_2 Li_2 (y) - 4 \zeta_2 Li_2 (y) + \frac{13}{4} \zeta_4 + 18 \left[ Li_2 (-y) \right]^2
\]
\[
+ 12 Li_2 (y) Li_2 (-y) + 4 \left[ Li_2 (y) \right]^2 - \frac{4}{3} Li_4 (y^2) \right] + \mathcal{O}(\varepsilon^3)
\]
(4.8)

where the result for the $\varepsilon^2$-term is new.

For another combination, we get
\[
J_{011}(1,2,2) + 2 J_{011}(2,1,2) = -\frac{(m^2)^{-1-2\varepsilon}}{\varepsilon(1+2\varepsilon)} F_2 \left( \begin{array}{c} 1, 1 + \varepsilon, 1 + 2\varepsilon \\ \frac{3}{2} + \varepsilon, 1 - \varepsilon \end{array} \right) \frac{p^2}{4m^2}
\]
\[
= -2\frac{(m^2)^{-2\varepsilon}}{p^2} \sum_{j=1}^{\infty} \frac{1}{(2j/\varepsilon)} \left\{ \varepsilon \left[ 5S_1 - 2S_1 + \frac{25}{2} S_1^2 - 10S_1 S_1 - \frac{5}{2} S_2 + 2S_1^2 + 2S_2 \right]
\]
\[
+ \varepsilon^2 \left[ \frac{125}{6} S_1^3 - 25 S_1^2 S_1 - \frac{5}{2} S_1 S_2 + \frac{11}{3} S_3 + 5S_2 S_3 + 10S_1 \left( S_1^2 + S_2 \right)
\]
\[
- \frac{4}{3} \left( S_1^3 + 3S_1 S_2 + 2S_3 \right) \right] + \mathcal{O}(\varepsilon^3)
\]
\[
= -2\frac{(m^2)^{-2\varepsilon}}{p^2} \frac{(1 - y)^{-1-2\varepsilon} \left\{ \varepsilon \left[ \ln y + 2 \ln^2 y - \zeta_2 - 6 Li_2 (-y) - 2 Li_2 (y) \right]
\]
\[
+ \varepsilon \left[ 24 S_1,2 (-y) + 6 S_1,2 (y^2) - 8 S_1,2 (y^2) + \frac{5}{3} \ln y - 4 \zeta_3 + 11 S_3 - 24 Li_3 (-y) - 8 Li_3 (y) \right]
\]
\[
+ \varepsilon^2 \left[ 24 Li_4 (\omega) - 24 Li_4 (-\omega) - 24 S_1,3 (y^2) + 12 S_2,2 (y^2) + 64 S_1,3 (y)
\]
\[
+ 96 S_2,2 (-y) - 32 S_2,2 (y) - 92 S_1,3 (-y) + 52 Li_4 (y) + 48 Li_4 (y)
\]
\[
- 6 \ln \omega [2S_1,2 (y^2) - 8 S_1,2 (y) - 8 S_1,2 (-y) + 7 \zeta_3] - 72 \ln y Li_3 (-y) - 48 \ln y Li_3 (y)
\]
\[
- 6 \ln \omega [2S_1,2 (y^2) - 8 S_1,2 (y) - 8 S_1,2 (-y) + 7 \zeta_3] - 72 \ln y Li_3 (-y) - 48 \ln y Li_3 (y)
\]
\[
\right) + \mathcal{O}(\varepsilon^3)
\]
\[+6 \ln^2 \omega \left[2 \mathrm{Li}_2(y) - 2 \mathrm{Li}_2(-y) - 3 \zeta_2\right] + 12 \ln^2 y \mathrm{Li}_2(y) + 18 \ln^2 y \mathrm{Li}_2(-y)
\]
\[+4 \ln y \ln^3 \omega + \frac{11}{12} \ln^4 y - 5 \zeta_2 \ln^2 y - 26 \zeta_3 \ln y - 57 \zeta_4 + \mathcal{O}(\varepsilon^3)\]  

(4.9)

where \(\omega = (1 - y)/(1 + y)\), see Eq. (3.5). The \(\varepsilon\)-term can be related to that of the result for \(J_{011}(1, 1, 3)\) presented in Ref. [18], whereas the result for the \(\varepsilon^2\) term is new.

### 4.4 Two-loop vertex diagrams

Consider the two-loop vertex-type diagram \(P_{126}\) given in Ref. [14]

\[(p^2)^2 P_{126} = \sum_{j=1}^{\infty} \frac{1}{(2^j j)^2} \left\{ \frac{1}{\varepsilon^2} + \frac{1}{\varepsilon} \left[-S_1 - \ln(-u)\right] + \frac{1}{2} \ln^2(-u) - S_1 \ln(-u) - \frac{3}{2} S_2 - \frac{15}{2} S_1^2 + 4 S_1 S_1 + 2 \frac{S_1}{j} + \mathcal{O}(\varepsilon) \right\} .\]  

(4.10)

It corresponds to one of the two-loop contributions to a boson decay into two massless particles, with a massive triangle subloop. Diagrams of such type have been intensively studied for Higgs boson production via gluon fusion [42].

Using our approach, we obtain

\[(p^2)^2 P_{126} = \frac{1}{2\varepsilon^2} \ln^2 y + \frac{1}{\varepsilon} \left[2 \mathrm{Li}_2(-y) \ln y - 4 \mathrm{Li}_3(-y) + \ln^2 y \ln(1 - y) - \frac{1}{3} \ln^3 y - \zeta_2 \ln y - 3 \zeta_3\right]
\[+8 H_{-1,0,0,1}(-y) + 2 S_{2,2}(y^2) - 8 S_{2,2}(-y) - 8 S_{2,2}(y) - 4 \mathrm{Li}_4(y) - 12 \mathrm{Li}_4(-y)
\[\quad -8 \mathrm{Li}_2(y) \mathrm{Li}_2(-y) - 14 [\mathrm{Li}_2(-y)]^2 + 28 S_{1,2}(-y) \ln y - 10 \mathrm{Li}_3(-y) \ln y
\[\quad +7 \mathrm{Li}_2(-y) \ln^2 y - 4 \mathrm{Li}_2(-y) \ln y \ln(1 - y) - \ln^2 y \ln^2(1 - y) - \frac{1}{6} \ln^4 y
\[\quad +\frac{2}{3} \ln^3 y \ln(1 - y) + 2 \zeta_2 \ln y \ln(1 - y) - \frac{5}{2} \zeta_2 \ln^2 y + 6 \zeta_3 \ln(1 - y) - 11 \zeta_3 \ln y
\[\quad -6 \mathrm{Li}_2(-y) \zeta_2 - \frac{27}{4} \zeta_4 + \mathcal{O}(\varepsilon) .\]  

(4.11)

Here, the result for the finite part is new. Alternatively, results of such type can be obtained in a different way, using a technique based on Mellin–Barnes contour integrals [46].

Let us consider another two-loop vertex-type diagram shown in Fig. 1, \(K(\nu_1, \nu_2, \sigma_1, \sigma_2, \sigma_3)\), where two external momenta are on shell \((p_1^2 = p_2^2 = m^2)\) and we also put \(p_3^2 = p^2\). Note

---

8The \(q^2\) from Ref. [14] corresponds to our \(p^2\), whereas their \(z\) corresponds to our \(u\). For \(P_{126}\) we keep the normalization used in in Ref. [14] for two-loop vertices: each loop integral is divided by \(\pi^{2-\varepsilon} m^{-2\varepsilon} e^{-\gamma_E \varepsilon}\), where \(\gamma_E\) is Euler’s constant. Note that it is different from the normalization used in Ref. [41], where each loop is divided by \(\pi^{2-\varepsilon} \Gamma(1 + \varepsilon)^\mu \mu^{-2\varepsilon}\), where \(\mu\) is the scale parameter of dimensional regularization [1]. Furthermore, in numerical results presented in Table 1 of Ref. [41] an extra common factor \(m^4 \Gamma(1 - 2\varepsilon)/\Gamma^2(1 - \varepsilon)\) was extracted.

9Recently this result was checked numerically by G. Passarino and S. Uccirati with the help of their approach [43]. After fixing a typo in an earlier version of our result, the results are in full agreement. The corrected result below was also confirmed (according to a private communication by R. Bonciani) by R. Bonciani, P. Mastrolia and E. Remiddi [44], using their approach [45].
that \( K(1, 1, 1, 1, 0) \) appears as one of the master integrals in Ref. [45] (see Eqs. (102)–(106) of [45]).

First of all, integration over the momentum of the massless loop (with powers of the propagators equal to \( \sigma_1 \) and \( \sigma_2 \)) can be easily performed, yielding the corresponding massless propagator to the power \( \sigma_1 + \sigma_2 - \frac{\nu}{2} \), times a well-known factor containing \( \Gamma \) functions. The resulting integral is nothing but a one-loop triangle function, \( J_2(\nu_1, \nu_2, \sigma_1 + \sigma_2 + \sigma_3 - \frac{\nu}{2}; m) \) in the notation of Ref. [10], with two external momenta \( (p_1 \text{ and } p_2) \) on shell and \( \nu_3 = \sigma_1 + \sigma_2 + \sigma_3 - \frac{\nu}{2} \). Using the results of Ref. [10], one can see that in this on-shell limit the three-point integral \( J_2 \) reduces to a two-point function \( J^{(2)} \) with two massive propagators (with the powers \( \nu_1 \) and \( \nu_2 \)), but with a shifted value of the space-time dimension \( (n \to n - 2\nu_3) \),

\[
J_2(\nu_1, \nu_2, \nu_3; m) \big|_{p_1^2 = p_2^2 = m^2, p_3 \equiv p} = \pi^{\nu_3} \sqrt{-1}^{2\nu_3} \frac{\Gamma(n - \nu_1 - \nu_2 - 2\nu_3)}{\Gamma(n - \nu_1 - \nu_2 - \nu_3)} \ J^{(2)}(n - 2\nu_3; \nu_1, \nu_2). \quad (4.12)
\]

This is a generalization to arbitrary values of \( \nu_i \) of the relation found in Ref. [16, 47] for \( \nu_1 = \nu_2 = \nu_3 = 1 \).

Using Eq. (4.12), we arrive at the following result for the diagram \( K(\nu_1, \nu_2, \sigma_1, \sigma_2, \sigma_3; p^2, m) \) (which we normalize by dividing each loop by \( i\pi^{n/2} \Gamma(3 - \frac{n}{2}) \)):

\[
K(\nu_1, \nu_2, \sigma_1, \sigma_2, \sigma_3; p^2, m) = \frac{(-1)^{\nu_1 + \nu_2 + \sigma_1 + \sigma_2 + \sigma_3}}{(m^2)^{\nu_1 + \nu_2 + \sigma_1 + \sigma_2 + \sigma_3 - n}} \frac{\Gamma(\nu_1 + \nu_2 + \sigma_1 + \sigma_2 + \sigma_3 - n) \Gamma\left(\frac{n}{2} - \sigma_1\right) \Gamma\left(\frac{n}{2} - \sigma_2\right) \Gamma\left(\sigma_1 + \sigma_2 - \frac{n}{2}\right)}{\Gamma(\sigma_1) \Gamma(\sigma_2) \Gamma(\nu_1 + \nu_2) \Gamma(n - \sigma_1 - \sigma_2) \Gamma(2 - \frac{n}{2})} \times \frac{\Gamma(2n - \nu_1 - \nu_2 - 2\sigma_1 - 2\sigma_2 - 2\sigma_3)}{\Gamma\left(\frac{3n}{2} - \nu_1 - \nu_2 - \sigma_1 - \sigma_2 - \sigma_3\right)} \ _3F_2\left(\nu_1, \nu_2, \nu_1 + \nu_2 + \sigma_1 + \sigma_2 + \sigma_3 - n; \frac{1}{2}(\nu_1 + \nu_2), \frac{1}{2}(\nu_1 + \nu_2 + 1) - \frac{1}{4}; u\right), \quad (4.13)
\]

where \( u = p^2/m^2 \).

For \( \nu_1 = \nu_2 = \sigma_1 = \sigma_2 = 1 \) and \( \sigma_3 = 0 \), the parameter \( \nu_3 \) in Eq. (4.12) gets equal to \( \varepsilon \), and the function corresponds to a one-loop two-point function in \( 4 - 4\varepsilon \) dimensions (i.e., \( \varepsilon \to 2\varepsilon \)),

\[
K(1, 1, 1, 1; p^2, m) = (m^2)^{-2\varepsilon} \frac{1}{2^{2\varepsilon}} \frac{\Gamma(1 - \varepsilon) \Gamma(1 + 2\varepsilon) \Gamma(2 - 4\varepsilon)}{\Gamma(2 - 2\varepsilon) \Gamma(2 - 3\varepsilon) \Gamma(1 + \varepsilon)} \ _2F_1\left(\frac{1}{3}, \frac{2\varepsilon}{3}; \frac{1}{4}; u\right). \quad (4.14)
\]

As in the one-loop case (cf. Eqs. (C29)–(C30) of Ref. [47]), the \( _2F_1 \) function can be reduced to the type considered in section 2 by means of one of the Kummer relations,

\[
(1 - 4\varepsilon) \ _2F_1\left(\frac{1}{3}, \frac{2\varepsilon}{3}; 1 - z\right) = 1 - 4\varepsilon(1 - z) \ _2F_1\left(\frac{1}{3}, \frac{1 + 2\varepsilon}{3}; z\right).
\]

All orders of the \( \varepsilon \)-expansion of the resulting \( _2F_1 \) function are given in (see also in Refs. [16, 30]). For another special case, \( K(1, 1, 1, 1, 1) \), the parameter \( \nu_3 \) in Eq. (4.12) is equal to \( 1 + \varepsilon \), and the function corresponds to a one-loop two-point function in \( 2 - 4\varepsilon \) dimensions. In this case, we directly get the \( _2F_1 \) function of the type \( \ _2F_1(1, 1, 1, 1, 1, 2\varepsilon) \), with \( \varepsilon \to 2\varepsilon \).
Analytic continuation in terms of the Nielsen polylogarithms was discussed in section 2.2 of Ref. [16]. In the case of \( K(1, 1, 1, 1, 0) \), we get

\[
K(1, 1, 1, 1, 0; p^2, m) = (m^2)^{-2\varepsilon} \frac{1}{2^{2\varepsilon}} \frac{\Gamma^2(1-\varepsilon)\Gamma(1+2\varepsilon)\Gamma(1-4\varepsilon)}{\Gamma(1-2\varepsilon)\Gamma(1-3\varepsilon)\Gamma(1+\varepsilon)(1-2\varepsilon)(1-3\varepsilon)} \left\{ 1 - \frac{(1+y)^{1-4\varepsilon}}{2(1-y)}(1-y^{4\varepsilon}) - 2\varepsilon \frac{(1+y)^{1-4\varepsilon}}{y^{-2\varepsilon}(1-y)} \sum_{j=0}^{\infty} (-4\varepsilon)^j \right. \\
\left. \times \sum_{p=0}^{j-1} \ln^p y \sum_{k=1}^{j-p} (-2)^{-k} \left[ S_{k,j+1-k-p}(-y) - (-1)^p S_{k,j+1-k-p}(-y^{-1}) \right] \right\}, \tag{4.15}
\]

where the generalized polylogarithms \( S_{k,p}(-y^{-1}) \) can be expressed in terms of inverse argument by means of the standard formulae given in Ref. [3]. In this way, we have obtained results for all coefficients of the \( \varepsilon \)-expansion of \( K(1, 1, 1, 1, 0) \). The first three coefficients coincide with those given in Eqs. (104)–(106) of Ref. [45].

### 4.5 Three-loop vacuum diagram \( D_4 \)

Consider a three-loop vacuum diagram with two different masses shown in Fig. (1). Such an integral with equal masses \( (M = m) \) enters as a master integral in Avdeev's package [49] and MATAD [50]. Although there is no similar package for three-loop vacuum diagrams with two different masses, it is clear that such configuration (with unit powers of the propagators) will remain one of the master integrals in this more general case.

This integral can be calculated by integrating over the momentum \( p \) the off-shell two-loop diagram \( F_{10101} \) (also shown in Fig. (1)) with a massive propagator containing an arbitrary mass \( M \) (see Eq. (4.7) in [16]),

\[
D_4(1, 1, 1, 1, 1; u) = \frac{1}{i\pi^{n/2}} \int \frac{d^np}{p^2 - M^2} F_{10101}(p^2, m), \tag{4.16}
\]

where \( u = M^2/m^2 \). The result of this integration can be presented in the following form:

\[
(m^2)^{3\varepsilon}(1-\varepsilon)(1-2\varepsilon)D_4(1, 1, 1, 1, 1; u) \\
= -\frac{u^{1-\varepsilon}}{\varepsilon(1-\varepsilon)(1+\varepsilon)(1+2\varepsilon)} 4F_3 \left( \begin{array}{c} 1, 1+\varepsilon, 1+\varepsilon, 1+2\varepsilon \\ \varepsilon \end{array} \right| \frac{u}{4} \right) \\
+ \frac{u\Gamma(1-\varepsilon)\Gamma^2(1+2\varepsilon)\Gamma(1+3\varepsilon)}{\varepsilon(1+2\varepsilon)(1+4\varepsilon)\Gamma(1+\varepsilon)\Gamma(1+4\varepsilon)} 4F_3 \left( \begin{array}{c} 1, 1+2\varepsilon, 1+2\varepsilon, 1+3\varepsilon \\ \varepsilon \end{array} \right| \frac{u}{4} \right) \\
+ \frac{u^{1-\varepsilon}}{2\varepsilon^2(1+\varepsilon)} 3F_2 \left( \begin{array}{c} 1, 1+\varepsilon, 1+\varepsilon \\ \frac{3}{2}, 2+\varepsilon \end{array} \right| \frac{u}{4} \right) - \frac{u}{2\varepsilon^2(1+2\varepsilon)^2} 3F_2 \left( \begin{array}{c} 1, 1+2\varepsilon, 1+2\varepsilon \\ \frac{3}{2} + \varepsilon, 2+2\varepsilon \end{array} \right| \frac{u}{4} \right) \\
- \frac{u^{1-2\varepsilon}\Gamma(1-\varepsilon)\Gamma(1+2\varepsilon)\Gamma(1+3\varepsilon)}{4\varepsilon^2\Gamma(1+\varepsilon)} 3F_2 \left( \begin{array}{c} 1, 1+\varepsilon, 1+\varepsilon \\ \frac{3}{2}, 2 \end{array} \right| \frac{u}{4} \right) + \frac{\Gamma(1-\varepsilon)\Gamma^2(1+2\varepsilon)\Gamma(1+3\varepsilon)}{4\varepsilon^4\Gamma^2(1+\varepsilon)\Gamma(1+4\varepsilon)} 3F_2 \left( \begin{array}{c} 1, 1+2\varepsilon, 1+3\varepsilon \\ \frac{3}{2} + 2\varepsilon, 2+2\varepsilon \end{array} \right| \frac{u}{4} \right) - \frac{1}{4\varepsilon^4}, \tag{4.17}
\]
where, as before, \( u = 4z = 4\sin^2 \frac{\theta}{2} \). All hypergeometric functions occurring in Eq. (4.17) belong to the type considered in section 2. Applying the results for the \( \varepsilon \)-expansion of these functions, we arrive at

\[
(m^2)^{3\varepsilon}(1 - \varepsilon)(1 - 2\varepsilon)D_4(1, 1, 1, 1, 1; u)
= \frac{2\zeta_3}{\varepsilon} - 9\zeta_4 + \sum_{j=1}^{\infty} \frac{u^j}{(2j)^j} \left\{ -\frac{1}{2j^2} \ln^2 u + \frac{3}{j^3} \ln u - \frac{5}{j^4} - \frac{1}{j^2} \zeta_2 \\
+ \frac{4}{j^3} S_1 - \frac{4}{j^3} S_1 + \frac{2}{j^2} S_1^2 - \frac{4}{j^2} S_1 \bar{S}_1 - \frac{1}{j^2} S_2 + \frac{2}{j^2} \left( S_1^2 + \bar{S}_2 \right) + O(\varepsilon) \right\}
= \frac{2\zeta_3}{\varepsilon} + 2Ls_{1(1)}(\theta) + 8l_0 [Cl_3(\theta) - \zeta_3] - 2\theta Ls_3(\theta) - 6 [Ls_2(\theta)]^2 + \frac{1}{12} \theta^4 - \frac{1}{2} \zeta_2 \theta^2 - 9\zeta_4 + O(\varepsilon).
\]

Using analytic continuation described in section 3, we can also present this result in terms of the variable \( y \) defined in (3.2),

\[
(m^2)^{3\varepsilon}(1 - \varepsilon)(1 - 2\varepsilon)D_4(1, 1, 1, 1, 1; u)
= \frac{2\zeta_3}{\varepsilon} + \frac{1}{4} \ln^2 u \ln^2 y + \ln u \left[ 6L_{3i}(y) - 6 \ln y Li_2(y) + \frac{1}{2} \ln^3 y - 3 \ln^2 y \ln(1 - y) - 6\zeta_3 \right]
+ 4Li_4(y) - 4S_{2,2}(y) + 6 [Li_2(y)]^2 - 4 \ln(1 - y) Li_3(y) + 12 \ln y \ln(1 - y) Li_2(y)
- 3 \ln^2 y Li_2(y) + 5 \ln^2 y \ln^2(1 - y) - \frac{7}{3} \ln^3 y \ln(1 - y) + \frac{1}{4} \ln^4 y
- 12\zeta_2 Li_2(y) - 8\zeta_2 \ln y \ln(1 - y) + \frac{1}{2} \zeta_2 \ln^2 y + 4\zeta_3 \ln(1 - y) + 3\zeta_4 + O(\varepsilon). \tag{4.19}
\]

One should remember however, that in this case the variable \( y \) becomes complex (although all imaginary parts should cancel for real masses), whereas Eq. (4.18) is explicitly real.

As a non-trivial check on these results we consider two particular values, \( M^2 = m^2 \) and \( M^2 = 0 \). In the first case \( (\theta = \frac{\pi}{3}) \), we reproduce the known result (see in Ref. [23]) for the master integral \( D_4 \equiv D_4(1, 1, 1, 1, 1; u) |_{u \rightarrow 1} \),

\[
(m^2)^{3\varepsilon}(1 - \varepsilon)(1 - 2\varepsilon) D_4(1, 1, 1, 1, 1; u) |_{u \rightarrow 1} = \frac{2\zeta_3}{\varepsilon} - \frac{77}{12} \zeta_4 - 6 \left[ Ls_2 \left( \frac{\theta}{3} \right) \right]^2 + O(\varepsilon) . \tag{4.20}
\]

In the second case, \( M^2 = 0 \ (\theta = 0, y \rightarrow 1) \), the result for the master integral \( B_M \) is reproduced (which was first calculated in Ref. [51]),

\[
(m^2)^{3\varepsilon}(1 - \varepsilon)(1 - 2\varepsilon) D_4(1, 1, 1, 1, 1; u) |_{u \rightarrow 0} = (m^2)^{3\varepsilon}(1 - \varepsilon)(1 - 2\varepsilon) B_M = \frac{2\zeta_3}{\varepsilon} - 9\zeta_4 + O(\varepsilon) . \tag{4.21}
\]

In a similar manner, analytical results can be deduced for other diagrams with two different mass scales, like \( D_3 \) and \( E_3 \) (for notations, see in Ref. [16]). To our knowledge, this is the first example of the calculation of the finite part of a three-loop vacuum diagram with six internal lines with two different mass scales. In previous publications [52], only the divergent parts of some three-loop vacuum integrals have been analyzed.
5 Conclusion

In this paper, we have studied the \textit{multiple inverse binomial sums} of the type \((1.1)\), for arbitrary values of the variable \(u\). Our analysis was based on the connection between these sums and terms of the expansion of certain hypergeometric functions with respect to the parameter \(\epsilon\). Using known results for the hypergeometric functions, together with the integral representation \((2.32)\), we have obtained a number of new analytical results up to the weight 4, Eqs. \((2.19)\)–\((2.27)\), \((2.35)\)–\((2.39)\) and \((2.43)\)–\((2.44)\). Moreover, in some cases like \((2.33)\)–\((2.34)\) the results can be obtained for an arbitrary weight. Constructing analytical continuation of the obtained results, we have expressed them in terms of the generalized polylogarithms \((3.7)\)–\((3.13)\). In the cases considered, only one new function was needed, in addition to the basis of Nielsen polylogarithms. As such function one can take, e.g., the harmonic polylogarithm \(H_{-1,0,0,1}(-y)\), where the variable \(y\) is given in Eq. \((3.2)\).

This approach allowed us to construct some terms of the \(\epsilon\)-expansion of the generalized hypergeometric function \(p+1 F_p\) \((2.30)\) and obtain new analytical results for higher terms of the \(\epsilon\)-expansion of some one- and two-loop propagator-type (see Eqs. \((4.6)\), \((4.8)\) and \((4.9)\)) and vertex-type (see Eqs. \((4.5)\) and \((4.11)\)) diagrams depending on one dimensionless variable \(u = p^2/m^2\). As a by-product, we have analytically proven the earlier published results for the three-loop vacuum integrals, the finite part of \(D_4\) and the \(\epsilon\)-part of \(D_3\) and \(E_3\), corresponding to the particular value of \(u = 1\) \(\left(z = \frac{1}{4}\right)\), see Sections 4.3, 4.5 and 4.6 in Ref. \([16]\) and Refs. \([21, 23, 61]\). These integrals enter as master integrals in Avdeev’s package \([49]\) and MATAD \([50]\). Moreover, the developed technique is useful in the calculation of two-loop vertex-type diagrams \([45, 48]\).
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\section{Harmonic polylogarithms of complex arguments}

Here we collect some properties of the harmonic polylogarithms introduced in \([4]\). Let us define a \(w\)-dimensional vector \(\vec{a} = (a, \vec{b})\), where \(a\) is the leftmost component of \(\vec{a}\), while \(\vec{b}\) stands for the vector of the remaining \((w - 1)\) components. The harmonic polylogarithms of weight \(w\) are then defined as follows:

\[
H_{\vec{a}}(y) = \int_0^y dx \, f(a; x) \, H_{\vec{b}}(x) , \quad (A.1)
\]
where the three rational fractions \( f(a; x) \) are given by

\[
\begin{align*}
  f(+1; x) &= \frac{1}{1 - x}, \quad f(0; x) = \frac{1}{x}, \quad f(-1; x) = \frac{1}{1 + x}.
\end{align*}
\]

The derivatives can be written in a compact form

\[
\frac{d}{dy} H_a(y) = f(a; y) H_b(y). \tag{A.2}
\]

Let us put \( y = e^{i\theta} \), so that

\[
H_a(e^{i\theta}) = H_a(1) + i \int_0^\theta d\phi \ e^{i\phi} f(a; e^{i\phi}) H_b(e^{i\phi}), \tag{A.3}
\]

where

\[
\begin{align*}
  e^{i\phi}f(+1; e^{i\phi}) &= \frac{e^{i(\pi + \phi)/2}}{2 \sin \frac{\phi}{2}} = -\frac{1}{2} \left( 1 - i \cot \frac{\phi}{2} \right), \\
  e^{i\phi}f(0; e^{i\phi}) &= 1, \\
  e^{i\phi}f(-1; e^{i\phi}) &= \frac{e^{i\phi/2}}{2 \cos \frac{\phi}{2}} = \frac{1}{2} \left( 1 + i \tan \frac{\phi}{2} \right). \tag{A.4}
\end{align*}
\]

Consider, for example, the harmonic polylogarithm \( H_{-1,0,0,1}(y) \) given in Eq. \( \text{(2.46)} \). Using the decomposition of \( \text{Li}_3 \left( e^{i\phi} \right) \) into the real and imaginary parts \([2]\) and integrating by parts, we obtain expressions in terms of Clausen’s and generalized log-sine functions,

\[
H_{-1,0,0,1}(e^{i\theta}) = H_{-1,0,0,1}(1) + \frac{i}{2} \int_0^\theta d\phi \ \text{Li}_3 \left( e^{i\phi} \right) \left( 1 + \frac{i \sin \frac{\phi}{2}}{\cos \frac{\phi}{2}} \right)
\]

\[
= H_{-1,0,0,1}(1) - \frac{1}{8\theta^2} (2\pi - \theta)^2 + \Phi(\theta) + \ln \left( 2 \cos \frac{\theta}{2} \right) \text{Cl}_3(\theta) - \zeta_3 \ln 2
\]

\[
+ i \ln \left( 2 \cos \frac{\theta}{2} \right) \text{Gl}_2(\theta) + \frac{i}{2} \left[ \text{Cl}_4(\theta) + \text{Cl}_4(\pi - \theta) \right]
\]

\[
- i \left[ \text{Gl}_2(\theta) \text{Cl}_2(\pi - \theta) + \frac{1}{2} (\pi - \theta) \text{Cl}_3(\pi - \theta) - \frac{1}{2} \pi \text{Cl}_3(\pi) \right], \tag{A.5}
\]

where

\[
\text{Cl}_3(\pi) = -\frac{3}{4} \zeta_3, \quad \text{Gl}_2(\theta) = \zeta_2 - \frac{1}{2} \pi \theta + \frac{1}{4} \theta^2, \quad \text{Gl}_3(\theta) = \frac{1}{12} \theta (\pi - \theta) (2\pi - \theta),
\]

and \( \Phi(\theta) \) is defined in Eq. \( \text{(2.40)} \).

In this paper, we have also used the following relations:

\[
H_{-1,0,0,1} \left( -y^{-1} \right) = H_{-1,0,0,1}(-y) + \text{Li}_4 \left( -y^{-1} \right) + \text{Li}_4(y) - \text{Li}_3(y) \ln y - \zeta_2 \text{Li}_2(1 - y)
\]

\[
+ \frac{1}{2} \ln^2 y \text{Li}_2(y) + \frac{1}{6} \ln^3 y \ln(1 - y) - \frac{1}{8} \zeta_4 - i \sigma \pi \frac{3}{2} \zeta_3 \tag{A.6}
\]
and

\[ H_{-1,0,0,1}(y) + H_{-1,0,0,1}(-y) = \text{Li}_2(y) \text{Li}_2(-y) + \ln(1+y)\text{Li}_3(y) + \ln(1-y)\text{Li}_3(-y). \]  \hspace{1cm} (A.7)

The following two representations of \( H_{-1,0,0,1}(y) \) are also useful:

\[ H_{-1,0,0,1}(y) = \text{Li}_4(y) - \frac{3}{4} \zeta_3 \ln(1+y) + \frac{1}{2} \int_0^1 \frac{dx}{x} \ln^2 x \ln(1-xy), \]  \hspace{1cm} (A.8)

\[ H_{-1,0,0,1}(y) = -\frac{3}{4} \zeta_3 \ln(1+y) + \frac{1}{16} \sum_{l=1}^\infty \frac{y^l}{l} \left[ \psi''(l+1) - \psi''(l+\frac{1}{2}) \right]. \]  \hspace{1cm} (A.9)

Instead of \( \Phi(\theta) \), one could also introduce another function. One of such possibilities is to consider a generalization of the Glashier function. Let us recall that the real part of \( \text{Li}_j(e^{i\theta}) \) can be presented as

\[ \text{Li}_j(1,\theta) = (-1)^{j-1} \frac{1}{2(j-2)!} \int_0^1 \frac{d\xi}{\xi} \ln^{j-2} \xi \ln \left( 1 - 2 \xi \cos \theta + \xi^2 \right) = \begin{cases} C_l(\theta), & j \text{ odd} \\ G_l(\theta), & j \text{ even} \end{cases} \]  \hspace{1cm} (A.10)

where \( C_l(\theta) \) and \( G_l(\theta) \) are Clausen and Glashier functions, respectively. In particular, \( G_l(\theta) \) is just a polynomial in \( \theta \).

A possible non-trivial generalization of \( G_l(\theta) \) (for even \( j \)) could be

\[ G_l(\theta; a) = -\frac{1}{2(j-2)!} \int_0^1 \frac{d\xi}{\xi + a} \ln^{j-2} \xi \ln \left( 1 - 2 \xi \cos \theta + \xi^2 \right), \quad j \text{ even}, \]  \hspace{1cm} (A.11)

so that \( G_l(\theta; 0) = G_l(\theta) \). In particular,

\[ G_2(\theta; a) = -b \ln \frac{a + 1}{a} + \text{Li}_2 \left( \frac{a + 1}{b}, \tilde{\theta} \right) - \text{Li}_2 \left( \frac{a}{b}, \tilde{\theta} \right), \]  \hspace{1cm} (A.12)

where

\[ \cos \tilde{\theta} = \frac{a + \cos \theta}{\sqrt{1 + 2a \cos \theta + a^2}}, \]  \hspace{1cm} (A.13)

so that

\[ a = \frac{\sin(\theta - \tilde{\theta})}{\sin \theta}, \quad b = \sqrt{1 + 2a \cos \theta + a^2} = \frac{\sin \theta}{\sin \theta}. \]  \hspace{1cm} (A.14)

Using Eqs. (17) and (18) on p. 293 of [2], we can see that the general result (A.12) simplifies in the case \( a = 1 \ (\tilde{\theta} = \frac{\pi}{2}) \),

\[ G_2(\theta; 1) = -\frac{1}{2} \text{Li}_2 \left( \cos^2 \frac{\theta}{2} \right) + \frac{1}{8} (\pi - \theta)^2 - \frac{1}{2} \ln^2 2. \]  \hspace{1cm} (A.15)

\^10We use the standard notation \( \text{Li}_j(r, \theta) = \text{Re} \left[ \text{Li}_j(re^{i\theta}) \right] \) (see in Ref. [2]).
Then, let us consider

$$ Gl_4(\theta; 1) = -\frac{1}{4} \int_0^1 \frac{d\xi}{\xi + 1} \ln^2 \xi \ln \left( 1 - 2\xi \cos \theta + \xi^2 \right). \quad (A.16) $$

For $\theta = 0$ we get

$$ Gl_4(0; 1) = U_{3.1} - \zeta_4, \quad (A.17) $$

where $U_{3.1}$ is the alternating two-fold Euler sum considered in [22, 23] (see also Ref. [53]),

$$ U_{3.1} = -2\text{Li}_4 \left( \frac{1}{2} \right) + \frac{1}{2} \zeta_4 - \frac{1}{12} \ln^4 2 + \frac{1}{2} \zeta_2 \ln^2 2. $$

For general $\theta$, one can see that $Gl_4(\theta; 1)$ is related to the real part of a harmonic polylogarithm,

$$ \text{Re}H_{-1,0,0,1}(e^{i\theta}) = Gl_4(\theta) - Gl_4(\theta; 1) - \frac{3}{4} \zeta_3 \ln \left( 2 \cos \frac{\theta}{2} \right). \quad (A.18) $$

In particular, the function $\Phi(\theta)$ can be presented as

$$ \Phi(\theta) = -Gl_4(\theta; 1) + Gl_4(0; 1) + \frac{7}{4} \zeta_3 \ln 2 - \frac{1}{96} \theta^2 (2\pi - \theta)^2 - [\text{Cl}_3(\theta) - \text{Cl}_3(\pi)] \ln \left( 2 \cos \frac{\theta}{2} \right), \quad (A.19) $$

where $\text{Cl}_3(\pi) = -\frac{3}{4} \zeta_3$.

Using the symmetry property of $\Phi(\theta)$, Eq. (2.41), we get

$$ Gl_4(\theta; 1) + Gl_4(\pi - \theta; 1) = \frac{11}{8} \zeta_4 - \frac{1}{18} \theta^2 (\pi - \theta)^2 - \text{Cl}_2(\theta) \text{Cl}_2(\pi - \theta) - [\text{Cl}_3(\theta) - \text{Cl}_3(\pi)] \ln \left( 2 \cos \frac{\theta}{2} \right) - [\text{Cl}_3(\pi - \theta) - \text{Cl}_3(\pi)] \ln \left( 2 \sin \frac{\theta}{2} \right). \quad (A.20) $$

For special values of $\theta$, Eq. (A.20) yields

$$ Gl_4(\pi; 1) = -U_{3.1} + \frac{19}{8} \zeta_4 - \frac{7}{4} \zeta_3 \ln 2, \quad (A.21) $$

$$ Gl_4 \left( \frac{\pi}{2}; 1 \right) = \frac{161}{256} \zeta_4 - \frac{21}{64} \zeta_3 \ln 2 - G^2, \quad (A.22) $$

$$ Gl_4 \left( \frac{\pi}{3}; 1 \right) + Gl_4 \left( \frac{2\pi}{3}; 1 \right) = \frac{277}{216} \zeta_4 - \frac{13}{24} \zeta_3 \ln 3 - \frac{2}{3} \left[ \text{Cl}_2 \left( \frac{\pi}{3} \right) \right]^2, \quad (A.23) $$

where $G$ is the Catalan constant. Moreover, with the help of PSLQ algorithm [54] one can obtain results for $Gl_4 \left( \frac{\pi}{3}; 1 \right)$ and $Gl_4 \left( \frac{2\pi}{3}; 1 \right)$ separately,

$$ Gl_4 \left( \frac{\pi}{3}; 1 \right) = \frac{259}{108} \zeta_4 - \frac{13}{24} \zeta_3 \ln 3 - \frac{1}{3} \left[ \text{Cl}_2 \left( \frac{\pi}{3} \right) \right]^2 + \frac{1}{4} \pi \text{Li}_3 \left( \frac{2\pi}{3} \right) - \frac{3}{8} \text{Li}_4^{(1)} \left( \frac{2\pi}{3} \right), \quad (A.24) $$

$$ Gl_4 \left( \frac{2\pi}{3}; 1 \right) = -\frac{241}{216} \zeta_4 - \frac{1}{3} \left[ \text{Cl}_2 \left( \frac{\pi}{3} \right) \right]^2 - \frac{1}{4} \pi \text{Li}_3 \left( \frac{2\pi}{3} \right) + \frac{3}{8} \text{Li}_4^{(1)} \left( \frac{2\pi}{3} \right). \quad (A.25) $$

We would also like to discuss the analytical continuation of $L_{sc,3}(\theta)$ (see Eq. (2.14)),

$$ L_{sc,3}(\theta) = -\int_0^\theta d\phi \ln |2 \sin \frac{\phi}{2}| \ln^2 |2 \cos \frac{\phi}{2}|. $$
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If we introduce a variable $z = e^{i\sigma \phi}$, we see that
\[
\ln \left(2 \sin \frac{\phi}{2}\right) \leftrightarrow \ln (1 - z) - \frac{1}{2} \ln z + \frac{1}{2} i \sigma \pi, \quad \ln \left(2 \cos \frac{\phi}{2}\right) \leftrightarrow \ln (1 + z) - \frac{1}{2} \ln z, \quad (A.26)
\]
and the analytical continuation of $L_{sc,2}(\theta)$ is given by
\[
i\sigma L_{sc,2}(\theta) = \int \frac{dz}{z} \left\{ \ln(1 - z) - \frac{1}{2} \ln z + \frac{1}{2} i \sigma \pi \right\} \left[ \ln^2(1 + z) - \ln z \ln(1 + z) + \frac{1}{4} \ln^2 z \right],
\]
with $y$ defined in (3.31). This integral can be calculated by using the following relations
\[
\int_0^y \frac{dz}{z} \ln(1 + z) \ln(1 - z) \ln z = S_{2,2}(y) + S_{2,2}(-y) - \frac{1}{4} S_{2,2}(y^2)
\]
\[+ \ln y \left[ S_{3,1,2}(y^2) - S_{1,2}(y) - S_{1,2}(-y) \right], \quad (A.27)
\]
\[
\int_0^y \frac{dz}{z} \ln^2(1 + z) \ln(1 + z) = 2 \ln(1 + z) S_{1,2}(y) - 2 H_{-1,0,1,1}(\pm y), \quad (A.28)
\]
where
\[
H_{-1,0,1,1}(y) \equiv \int_0^y \frac{dz}{1 + z} S_{1,2}(z).
\]
(A.29)
is another harmonic polylogarithm [19]. We note that
\[
H_{-1,0,1,1}(\pm y) = \frac{1}{4} S_{1,3}(y^2) - S_{1,3}(\mp y) + \ln(1 \pm y) S_{1,2}(\pm y) \mp \frac{1}{12} \int_0^y \frac{dz}{z} \ln^3 \left( \frac{1 - z}{1 + z} \right), \quad (A.30)
\]
\[
H_{-1,0,1,1}(y) + H_{-1,0,1,1}(-y) = \frac{1}{2} S_{1,3}(y^2) - S_{1,3}(y) - S_{1,3}(-y)
\]
\[+ \ln(1 + y) S_{1,2}(y) + \ln(1 - y) S_{1,2}(-y). \quad (A.31)
\]
Therefore, the analytic continuation of $L_{sc,2}(\theta)$ reads
\[
i\sigma L_{sc,2}(\theta) = S_{2,2}(y) - \frac{1}{4} S_{2,2}(y^2) - 2 S_{1,3}(y) + \frac{1}{2} S_{3,1,3}(y^2) + \frac{1}{2} \text{Li}_4(y) + \text{Li}_4(-y)
\]
\[+ \ln y \left[ S_{1,2}(y^2) - S_{1,2}(y) - \frac{1}{2} \text{Li}_3(y) - \text{Li}_3(-y) \right]
\]
\[+ \ln^2 y \left[ \frac{1}{4} \text{Li}_2(y) + \frac{1}{2} \text{Li}_2(-y) \right] + \frac{1}{32} \ln^4 y - \frac{3}{16} \zeta_4 - \frac{1}{6} \int_0^y \frac{dz}{z} \ln^3 \left( \frac{1 - z}{1 + z} \right)
\]
\[- i\sigma \pi \left\{ S_{1,2}(y) - \frac{1}{2} \text{Li}_3(-y) + \frac{1}{2} \ln y \text{Li}_2(-y) + \frac{1}{24} \ln^3 y - \frac{1}{2} \zeta_3 \right\}. \quad (A.32)
\]
Note that the integral occurring in Eqs. (A.30) and (A.32) is directly related to the integral in Eq. (2.15), and it can be calculated in terms of polylogarithms,
\[
\int_0^y \frac{dz}{z} \ln^3 \left( \frac{1 - z}{1 + z} \right) = -\frac{45}{4} \zeta_4 + 6 [\text{Li}_4(\omega) - \text{Li}_4(-\omega)] - 6 \ln \omega [\text{Li}_3(\omega) - \text{Li}_3(-\omega)]
\]
\[+ 3 \ln^2 \omega [\text{Li}_2(\omega) - \text{Li}_2(-\omega)] + \ln^3 \omega \ln y, \quad (A.33)
\]
where \( \omega = (1 - y)/(1 + y) \) (see Eq. (3.5)). Therefore, \( H_{-1,0,1,1}(\pm y) \) reduces to polylogarithms, as well as the analytic continuation of \( \text{Lsc}_{2,3}(\theta) \). We note that the imaginary part on the r.h.s. of Eq. (A.32) gets cancelled in the results for the corresponding sums.

The following relations are useful for the transformations:

\[
\begin{align*}
\text{Li}_2(\omega) - \text{Li}_2(-\omega) &= -\text{Li}_2(y) + \text{Li}_2(-y) - \ln \omega \ln y + \frac{3}{2} \zeta_2, \\
\text{Li}_3(\omega) - \text{Li}_3(-\omega) &= \frac{1}{2} S_{1,2}(y^2) - 2 S_{1,2}(y) - 2 S_{1,2}(-y) - \ln \omega [\text{Li}_2(y) - \text{Li}_2(-y)] \\
&\quad - \frac{1}{2} \ln^2 \omega \ln y + \frac{3}{2} \zeta_2 \ln \omega + \frac{7}{4} \zeta_3.
\end{align*}
\]

**B Additional identities between inverse binomial sums**

As we have seen, the \( \varepsilon \)-expansion of the hypergeometric functions produces series of the type (B.1). One can use certain properties of hypergeometric functions to get relations between the sums (B.1) involved in the \( \varepsilon \)-expansion.

Let us consider Eq. (B.18) of Ref. [16] (which follows from Eq. (22) on p. 498 of [31]),

\[
\binom{3}{3} F_2 \left( \begin{array}{c}
1 + a_1 \varepsilon, 1 + a_2 \varepsilon, 1 + \frac{1}{2}(a_1 + a_2) \varepsilon \\
\frac{3}{2} + \frac{1}{2}(a_1 + a_2) \varepsilon, 2 + (a_1 + a_2) \varepsilon
\end{array} \right) = (1 - \varepsilon) \left[ 2 F_1 \left( \begin{array}{c}
1 + \frac{1}{2} a_1 \varepsilon, 1 + \frac{1}{2} a_2 \varepsilon \\
\frac{3}{2} + \frac{1}{2}(a_1 + a_2) \varepsilon
\end{array} \right) \right]^2. \tag{B.1}
\]

It reduces the given \( \binom{3}{3} F_2 \) function to a square of the \( 2 F_1 \) function. Substituting the \( \varepsilon \)-expansions of the \( 3 F_2 \) and \( 2 F_1 \) functions into (B.1), we obtain the following relations between the sums:

\[
\begin{align*}
\Sigma_{i=1,2}^{2,1}(u) &= \frac{4 - u}{2 u} \left[ \Sigma_{i=1,1}^{2,1}(u) \right]^2, \\
\Sigma_{i=1,2}^{1,3}(u) - \Sigma_{i=1,3}^{1,2}(u) &= \frac{4 - u}{u} \Sigma_{i=1,1}^{1,2}(u) \left[ \Sigma_{i=1,1}^{1,2}(u) - \Sigma_{i=1,1}^{1,1}(u) \right], \\
\Sigma_{i=1,2}^{2,1}(u) &= \frac{4 - u}{4 u} \Sigma_{i=1,1}^{2,1}(u) \Sigma_{i=1,1}^{2,1}(u), \\
\Sigma_{i=1,2}^{1,3}(u) - 2 \Sigma_{i=1,2}^{1,2}(u) + \Sigma_{i=1,2}^{1,2}(u) - 2 \Sigma_{i=1,3}^{1,1}(u) + 2 \Sigma_{i=1,3}^{1,1}(u) + 2 \Sigma_{i=1,4}^{1,1}(u) \\
&= \frac{4 - u}{u} \left[ \Sigma_{i=1,1}^{1,1}(u) \left( \Sigma_{i=1,1}^{2,1}(u) - 2 \Sigma_{i=1,1}^{2,1}(u) + \Sigma_{i=1,1}^{2,1}(u) + \Sigma_{i=1,1}^{2,1}(u) - \frac{3}{8} \Sigma_{i=1,1}^{1,1}(u) \right) \\
&\quad + \left( \Sigma_{i=1,1}^{1,1}(u) - \Sigma_{i=1,1}^{1,1}(u) \right)^2 \right], \tag{B.5}
\end{align*}
\]

with \( u = 4 \varepsilon \), so that

\[
\frac{4 - u}{u} = \frac{1 - z}{z} = \cot^2 \frac{\theta}{2}.
\]

Another interesting relation, Eq. (B.19) of Ref. [16] (which follows from Eq. (20) on p. 498 of [31]), reads

\[
\begin{align*}
\binom{3}{3} F_2 \left( \begin{array}{c}
1 + a_1 \varepsilon, 1 + a_2 \varepsilon, 1 + \frac{1}{2}(a_1 + a_2) \varepsilon \\
\frac{3}{2} + \frac{1}{2}(a_1 + a_2) \varepsilon, 1 + (a_1 + a_2) \varepsilon
\end{array} \right) &= 2 F_1 \left( \begin{array}{c}
1 + \frac{1}{2} a_1 \varepsilon, 1 + \frac{1}{2} a_2 \varepsilon \\
\frac{3}{2} + \frac{1}{2}(a_1 + a_2) \varepsilon
\end{array} \right) \\
&\times \left\{ 1 + \frac{a_1 a_2 \varepsilon^2 z}{2 \left[ 1 + (a_1 + a_2) \varepsilon \right]} \binom{3}{3} F_2 \left( \begin{array}{c}
1 + \frac{1}{2} a_1 \varepsilon, 1 + \frac{1}{2} a_2 \varepsilon, 1 \\
\frac{3}{2} + \frac{1}{2}(a_1 + a_2) \varepsilon, 2
\end{array} \right) \right\}. \tag{B.6}
\end{align*}
\]
In this way, we get the following relations:

\[
\Sigma_{2;1}^{1;0}(u) = \frac{1}{3} \Sigma_{2;3}^{1;0}(u) \Sigma_{2;2}^{1;0}(u), \\
3 \Sigma_{1;2}^{1;1}(u) - 3 \Sigma_{2;1}^{1;1}(u) - \frac{7}{2} \Sigma_{3;1}^{1;1}(u) \\
= \Sigma_{1;1}^{1;0}(u) \left[ \Sigma_{1;3}^{1;0}(u) - \Sigma_{1;2}^{1;0}(u) \right] + \Sigma_{1;2}^{1;0}(u) \left[ \Sigma_{1;1}^{1;0}(u) - \Sigma_{1;1}^{1;0}(u) \right]. \tag{B.7}
\]

We have checked that all above equations are satisfied by the explicit results for the sums listed in this paper.

Let us also present some relations for higher-order sums:

\[
\Sigma_{3;2}^{1;0}(u) + \Sigma_{2;3}^{1;0}(u) - \Sigma_{2;1}^{1;0}(u) + \Sigma_{1;2}^{1;0}(u) = \frac{4-u}{4u} \left\{ \Sigma_{2;1}^{1;0}(u) \left[ \Sigma_{1;1}^{1;0}(u) - \Sigma_{1;2}^{1;0}(u) \right] + \Sigma_{1;1}^{1;0}(u) \left[ \Sigma_{2;1}^{1;0}(u) - \Sigma_{1;2}^{1;0}(u) \right] \right\}, \tag{B.8}
\]

\[
\Sigma_{2;2}^{1;0}(u) - \Sigma_{1;3}^{1;0}(u) = \frac{4-u}{16u} \left\{ \left[ \Sigma_{2;1}^{1;0}(u) \right]^2 + \Sigma_{1;1}^{1;0}(u) \left[ \Sigma_{2;1}^{1;0}(u) - \Sigma_{1;2}^{1;0}(u) \right] \right\}, \tag{B.9}
\]

\[
2 \left[ \Sigma_{1;2}^{1;0}(u) \right]^2 \left[ \Sigma_{1;1}^{1;0}(u) - \Sigma_{1;1}^{1;0}(u) \right] + 4 \Sigma_{2;1}^{1;0}(u) \Sigma_{1;2}^{1;0}(u) \left[ \Sigma_{1;1}^{1;0}(u) - \Sigma_{1;2}^{1;0}(u) \right] + 6 \Sigma_{1;1}^{1;0}(u) \left[ \Sigma_{1;1}^{1;0}(u) - \Sigma_{1;2}^{1;0}(u) \right] + 6 \Sigma_{1;2}^{1;0}(u) \left[ \Sigma_{1;1}^{1;0}(u) - \Sigma_{2;1}^{1;0}(u) \right] \\
+ 45 \Sigma_{2;1}^{1;0}(u) - 45 \Sigma_{4;1}^{1;0}(u) + 45 \Sigma_{4;1}^{1;0}(u) - 45 \Sigma_{4;1}^{1;0}(u) + 93 \Sigma_{3;2}^{1;0}(u) - 93 \Sigma_{5;1}^{1;0}(u) \\
+ 4 \Sigma_{3;1}^{1;0}(u) \left[ \Sigma_{1;2}^{1;0}(u) - 3 \Sigma_{1;2}^{1;0}(u) \right] = 0, \tag{B.10}
\]

where Eqs. (B.8) and (B.9) follow from Eq. (B.4), while Eqs. (B.9) and (B.10) follow from Eq. (B.6).

One more relation can be derived from Eq. (47) on p. 456 of [31],

\[
2F1 \left( \frac{1+a_1 \varepsilon, 1+a_2 \varepsilon}{\frac{3}{2} + \frac{1}{2}(a_1 + a_2) \varepsilon} \sin^2 \frac{\theta}{2} \right) = \cos \theta \left\{ \begin{array}{c} 2F1 \left( \frac{1+\frac{1}{2} a_1 \varepsilon, 1+\frac{1}{2} a_2 \varepsilon}{\frac{3}{2} + \frac{1}{2}(a_1 + a_2) \varepsilon} \sin^2 \theta \right) \end{array} \right. \tag{B.11}
\]

We can compare the \( \varepsilon \)-expansions of these \( 2F1 \) functions, considering the coefficients of \( \varepsilon^k \) as functions of \( \theta \). Introducing

\[
u = 4 \sin^2 \frac{\theta}{2}, \quad \bar{u} = 4 \sin^2 \theta, \quad A_1 = a_1 + a_2, \quad A_2 = a_1^2 + a_2^2,
\]

we get the following relations at orders \( \varepsilon^0 \) and \( \varepsilon^1 \):

\[
cot \frac{\theta}{2} \sum_{j=1}^{\infty} \frac{1}{(2j)} \frac{u^j}{j} = \frac{1}{2} \cot \theta \sum_{j=1}^{\infty} \frac{1}{(2j)} \frac{\bar{u}^j}{j}, \tag{B.12}
\]

\[
cot \frac{\theta}{2} \sum_{j=1}^{\infty} \frac{1}{(2j)} \frac{u^j}{j} \left( \frac{3}{2} S_1 - \bar{S}_1 \right) = \frac{1}{2} \cot \theta \sum_{j=1}^{\infty} \frac{1}{(2j)} \frac{\bar{u}^j}{j} \left( S_1 - \bar{S}_1 \right). \tag{B.13}
\]
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At order $\varepsilon^2$, comparison of the coefficients of $A_2$ and $A_1^2$ yields
\begin{equation}
\cot \theta \sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} S_2 = \frac{1}{8} \cot \theta \sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \tilde{u}^j S_2 ,
\end{equation}
(B.14)
\begin{equation}
\cot \theta \sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} \left[ \frac{1}{2} \left( \bar{S}_2 + \bar{S}_1^2 \right) - \frac{3}{2} S_1 \bar{S}_1 - \frac{1}{8} S_2 + \frac{3}{8} S_1^2 \right] = \frac{1}{2} \cot \theta \sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \tilde{u}^j \left[ \frac{1}{2} \left( \bar{S}_2 + \bar{S}_1^2 \right) - S_1 \bar{S}_1 - \frac{1}{8} S_2 + \frac{3}{8} S_1^2 \right] .
\end{equation}
(B.15)

All these equations are satisfied by analytic expressions for these sums in terms of $\theta$ from Section 2 of this paper. Remember that one needs to substitute $\theta \to 2\theta$ as an argument on the r.h.s.

At order $\varepsilon^3$, we have two independent structures, $A_3^1$ and $A_1 A_2$. It is more convenient, however, to compare the coefficients of $A_1^3$ and $A_1 (A_1^2 - A_2)$. The first equation coming from the coefficients of $A_1^3$ yields
\begin{equation}
\cot \theta \sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} \left( \frac{9}{16} C_0 + \frac{3}{4} C_1 + \frac{1}{4} C_2 \right) = \frac{1}{2} \cot \theta \sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \tilde{u}^j \left( \frac{9}{24} C_0 + \frac{1}{2} C_1 + \frac{1}{4} C_2 \right) ,
\end{equation}
(B.16)
where $C_j$ are the combinations of the harmonic sums defined in Eqs. (2.25). This equation is also satisfied, if we use analytic expressions for these sums in terms of $\theta$ given in Section 2.

The second equation at order $\varepsilon^3$ comes from the coefficient of $A_1 (A_1^2 - A_2)$,
\begin{equation}
\cot \theta \sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} \left( -\frac{3}{4} S_1 S_2 + \frac{1}{2} S_2 \bar{S}_1 + \frac{1}{2} S_3 \right) = \frac{1}{2} \cot \theta \sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \tilde{u}^j \left( -\frac{1}{8} S_1 S_2 + \frac{1}{8} S_2 \bar{S}_1 + \frac{1}{16} S_3 \right) .
\end{equation}
(B.17)

If we introduce two functions
\begin{equation}
\Psi_1(\theta) = \cot \theta \sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} (S_1 S_2 - S_3) ,
\end{equation}
(B.18)
\begin{equation}
\Psi_2(\theta) = \cot \theta \sum_{j=1}^{\infty} \frac{1}{\binom{2j}{j}} \frac{u^j}{j} (S_3 - 2 S_2 S_1) ,
\end{equation}
(B.19)
we obtain an interesting relation between them,
\begin{equation}
3 \Psi_1(\theta) + \Psi_2(\theta) = \frac{1}{4} \Psi_1(2\theta) + \frac{1}{8} \Psi_2(2\theta) .
\end{equation}
(B.20)
This relation is satisfied by the explicit results for the sums involved given in Eqs. (2.67), (2.68), (2.80).

C Further results for the inverse binomial sums

For completeness, in this Appendix we collect some results for the *multiple inverse binomial sums* of lower weights. They can be obtained by applying the operator $u(d/du)$ to our
results presented in sections 2 and 3. These sums occur in lower terms of the $\varepsilon$-expansion of hypergeometric functions given in Eq. (2.30).

First of all, we list explicit results for some particular cases of the general formulae (1.2) and (2.33), in terms of the angular variable $\theta$ (1.3):

\[
\sum_{j=1}^{\infty} \frac{1}{j} \frac{u^j}{j} = \theta \tan \frac{\theta}{2}, \quad (C.1)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{j^2} \frac{u^j}{j} = \frac{1}{2} \theta^2, \quad (C.2)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{j^4} \frac{u^j}{j} = -2L_4^{(1)}(\theta) + 4l_\theta [C_3 (\theta) + \theta C_2 (\theta) - \zeta_3] + \theta^2 l_\theta^2, \quad (C.3)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{j^6} \frac{u^j}{j} S_2 = \frac{1}{24} \theta^4. \quad (C.4)
\]

Then, let us present a few more complicated examples of the results in terms of $\theta$,

\[
\sum_{j=1}^{\infty} \frac{1}{j} \frac{u^j}{j} S_1^2 S_1 = \tan \frac{\theta}{2} \left\{ C_{12} (\pi - \theta) \left[ 28 L_0^2 - 8 L_0 l_\theta + \frac{5}{2} \theta^2 \right] + C_{12} (2\theta) \left[ 2 L_0^2 + \frac{1}{4} \theta^2 \right] \right. \\
+ 4L_0 L_3 (\theta) - 2 L_0 L_3 (2\theta) + 4 L_3 c_{2,3} (\theta) - \frac{1}{2} \theta^2 c_{2} (\theta) - C_{14} (\theta) \right. \\
\left. + [L_{35} (\pi - \theta) - L_3 (\pi)] [4l_\theta - 28 L_0] - 8 \theta [C_{13} (\pi - \theta) - C_{3} (\pi)] \right. \\
\left. + 8 [L_{45} (\pi - \theta) - L_4 (\pi)] - 16 [C_{14} (\pi - \theta) - C_{4} (\pi)] \right. \\
\left. + \frac{4}{3} \theta^3 l_\theta - \frac{4}{3} \theta^3 L_0 - 8 \theta L_0^3 + 13 \zeta_3 \theta + 4 \theta l_\theta L_0^2 \right\} \quad (C.5)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{j} \frac{u^j}{j} \left[ S_1^2 + S_2 \right] = \tan \frac{\theta}{2} \left\{ C_{12} (\pi - \theta) \left[ 2 \theta^2 + 2l_\theta^2 - 20 L_0 l_\theta + 32 L_0^2 \right] - \frac{1}{3} L_{45} (2\theta) \right. \\
+ C_{12} (2\theta) \left[ \frac{1}{4} \theta^2 - 2 L_0 l_\theta + 4 L_0^2 \right] + L_3 (\theta) [4l_\theta - 4 L_0] - 2 L_0 [l_\theta - 5 L_0] \\
\left. + [L_{35} (\pi - \theta) - L_{3} (\pi)] [10l_\theta - 32 L_0] - 6 \theta [C_{13} (\pi - \theta) - C_{3} (\pi)] \right. \\
\left. + 2 \frac{22}{3} [L_{45} (\pi - \theta) - L_{4} (\pi)] + 10 L_3 c_{2,3} (\theta) - 12 C_{14} (\pi - \theta) + \frac{4}{3} L_{45} (\theta) \right. \\
\left. - \frac{1}{2} \theta^3 C_{12} (\theta) + 10 \zeta_3 \theta + \frac{2}{3} \theta^3 l_\theta - \frac{1}{2} \theta^3 L_0 - 8 \theta L_0^3 + 8 \theta L_0^3 l_\theta - 2 \theta L_0 l_\theta^2 \right\} \quad (C.6)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{j} \frac{u^j}{j} \left[ S_1^3 + 3 S_1 S_2 + 2 S_3 \right] = \tan \frac{\theta}{2} \left\{ 9 C_{12} (\pi - \theta) \left[ \frac{1}{4} \theta^2 + (2 L_0 - l_\theta)^2 \right] \right. \\
+ \frac{3}{2} C_{12} (2\theta) \left[ \frac{1}{4} \theta^2 + (2 L_0 - l_\theta)^2 \right] + 18 L_3 c_{2,3} (\theta) - \frac{2}{3} C_{14} (\theta) - \frac{1}{2} \theta^2 C_{12} (\theta) \\
- 18 (2 L_0 - l_\theta) [L_{35} (\pi - \theta) - L_{3} (\pi)] - \frac{1}{2} L_3 (\theta) + \frac{1}{6} L_{35} (2\theta)] + \frac{21}{2} \zeta_3 \theta \\
+ 6 [L_{45} (\pi - \theta) - L_{4} (\pi)] - 6 \theta [C_{13} (\pi - \theta) - L_{3} (\pi)] - L_{45} (2\theta) + 3 L_{45} (\theta) \\
- 12 C_{14} (\pi - \theta) + \frac{1}{4} \theta^3 l_\theta - \frac{1}{2} \theta^3 L_0 + 8 \theta l_\theta^2 - 6 \theta L_0^3 L_0 + 12 \theta l_\theta L_0^2 - 8 L_0^3 - 7 \theta l_\theta^3 \right\}. \quad (C.7)
\]
Using the analytic continuation procedure described in Section 3, these results can be rewritten in terms of the conformal variable $y$ defined in Eq. (3.2). Below we list these analytically-continued results for Eqs. (C.1)–(C.4), as well as for those sums from Section 2 whose analytical continuations were not presented in Section 3:

\[
\sum_{j=1}^{\infty} \frac{1}{(\frac{2j}{j})^j} u_j^j = \frac{1 - y}{1 + y} \ln y, \quad (C.8)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(\frac{2j}{j})^j} u_j^j j = -\frac{1}{2} \ln^2 y, \quad (C.9)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(\frac{2j}{j})^j} u_j^j j^2 = 2 \text{Li}_3 (y) - 2 \ln y \text{Li}_2 (y) - \ln^2 y \ln(1 - y) + \frac{1}{6} \ln^3 y - 2 \zeta_3, \quad (C.10)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(\frac{2j}{j})^j} u_j^j j^3 = 4 \text{S}_2,2 (y) - 4 \text{Li}_4 (y) - 4 \text{S}_{1,2} (y) \ln y + 4 \text{Li}_3 (y) \ln(1 - y) + 2 \text{Li}_3 (y) \ln y
\]

\[-4 \text{Li}_2 (y) \ln y \ln(1 - y) - \ln^2 y \ln^2(1 - y) + \frac{1}{3} \ln^3 y \ln(1 - y) - \frac{1}{24} \ln^4 y
\]

\[-4 \ln(1 - y) \zeta_3 + 2 \ln y \zeta_3 + 3 \zeta_4, \quad (C.11)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(\frac{2j}{j})^j} u_j^j S_1 = \frac{1 - y}{1 + y} \left[ -2 \text{Li}_2 (-y) - 2 \ln y \ln(1 + y) + \frac{1}{2} \ln^2 y - \zeta_2 \right], \quad (C.12)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(\frac{2j}{j})^j} u_j^j \tilde{S}_1 = \frac{1 - y}{1 + y} \left[ \text{Li}_2 (y) - 2 \text{Li}_2 (-y) - 2 \ln y \ln(1 + y) + \ln y \ln(1 - y)
\]

\[+ \frac{1}{4} \ln^2 y - 2 \zeta_2 \right], \quad (C.13)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(\frac{2j}{j})^j} u_j^j S^2_1 = \frac{1 - y}{1 + y} \left[ 8 \text{S}_{1,2} (-y) - 4 \text{Li}_3 (-y) + 8 \text{Li}_2 (-y) \ln(1 + y) + 4 \ln^2(1 + y) \ln y
\]

\[-2 \ln(1 + y) \ln^2 y + \frac{1}{6} \ln^3 y + 4 \zeta_2 \ln(1 + y) - 2 \zeta_2 \ln y - 4 \zeta_3 \right], \quad (C.14)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(\frac{2j}{j})^j} u_j^j S_1 \tilde{S}_1 = \frac{1 - y}{1 + y} \left[ 10 \text{S}_{1,2} (-y) - \text{S}_{1,2} (y^2) + \text{Li}_3 (y) + 2 \text{S}_{1,2} (y) - 3 \text{Li}_3 (-y)
\]

\[-2 \ln(1 - y) \text{Li}_2 (-y) + 8 \ln(1 + y) \text{Li}_2 (-y) - 2 \ln(1 + y) \text{Li}_2 (y)
\]

\[-2 \ln y \ln(1 - y) \ln(1 + y) - \ln y \ln^2(1 - y) + 4 \ln y \ln^2(1 + y)
\]

\[+ \frac{1}{2} \ln^2 y \ln(1 - y) - \frac{3}{2} \ln^2 y \ln(1 + y) + \frac{1}{12} \ln^3 y + 6 \zeta_2 \ln(1 + y)
\]

\[+ \zeta_2 \ln(1 - y) - \frac{5}{2} \zeta_2 \ln y - \frac{11}{2} \zeta_3 \right], \quad (C.15)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(\frac{2j}{j})^j} u_j^j S_2 = -\frac{1 - y}{6(1 + y)} \ln^3 y, \quad (C.16)
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(\frac{2j}{j})^j} u_j^j j^2 S_2 = \frac{1}{24} \ln^4 y, \quad (C.17)
\]
Using the procedure described in section 2.2, one can also construct the \(\sum_{j=1}^{\infty} \frac{1}{(2j)} \frac{u^j}{j} S_3\) of the angular variable \(\omega\).

An asterisk means that the corresponding equation holds for general \(\omega\).\(^{(3.6)}\)

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)} \frac{u^j}{j} S_1 S_2 = \frac{1 - y}{1 + y} \left[ \frac{1}{24} \ln^4 y + 6 \text{Li}_4 (y) + \ln^2 y \text{Li}_2 (y) - 2 \zeta_3 \ln y - 4 \ln y \text{Li}_3 (y) - 6 \zeta_4 \right].
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)} \frac{u^j}{j} S_1 S_2 = \frac{1 - y}{1 + y} \left[ \frac{1}{24} \ln^3 y \ln(1 + y) - \frac{1}{24} \ln^4 y + \frac{1}{2} \zeta_2 \ln^2 y + \ln^2 y \text{Li}_2 (-y) + \ln^2 y \text{Li}_2 (y) + \zeta_3 \ln y - 4 \ln y \text{Li}_3 (-y) - 4 \ln y \text{Li}_3 (y) + \zeta_4 + 8 \text{Li}_4 (-y) + 6 \text{Li}_4 (y) \right].
\]

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)} \frac{u^j}{j} S_2 S_1 = \frac{1 - y}{1 + y} \left[ \frac{1}{24} \ln^3 y \ln(1 + y) - \frac{1}{6} \ln^3 y \ln(1 - y) - \frac{1}{48} \ln^4 y + \zeta_2 \ln^2 y + 4 \zeta_3 \ln y + \ln^2 y \text{Li}_2 (-y) - 4 \ln y \text{Li}_3 (-y) + 8 \zeta_4 + 8 \text{Li}_4 (-y) - \text{Li}_4 (y) \right].
\]

For the combination \(\sum_{j=1}^{\infty} \frac{1}{(2j)} \frac{u^j}{j} (S_2 + S_1^2)\) we get

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)} \frac{u^j}{j} (S_2 + S_1^2) = \frac{1 - y}{1 + y} \left[ 12 \text{S}_1,2 (-y) - 2 \text{S}_1,2 (y^2) + \text{Li}_3 (y) + 6 \text{S}_1,2 (y) - 8 \zeta_3 \right.
\]

\[
- 2 \text{Li}_3 (-y) - 4 \ln(1 - y^2) \text{Li}_2 (y) + 2 \ln(1 - y) \text{Li}_2 (-y) + 8 \ln(1 + y) \text{Li}_2 (-y) - 2 \zeta_2 \ln y + \ln y [\ln(1 - y) - 2 \ln(1 + y)]^2 + \left( \frac{1}{2} \ln^2 y - 4 \zeta_2 \right) [\ln(1 - y) - 2 \ln(1 + y)] \right],
\]

For a separate term of this sum involving \(\bar{S}_2\), we get

\[
\sum_{j=1}^{\infty} \frac{1}{(2j)} \frac{u^j}{j} \bar{S}_2 = \frac{1 - y}{1 + y} \left[ 2 \text{Li}_3 (-\omega_s) - 2 \text{Li}_3 (\omega_s) - \frac{1}{24} \ln^3 y \right],
\]

where \(\omega_s\) is defined in Eq. \(\text{(3.10)}\).

The results for the multiple inverse binomial sums presented in this paper are summarized in Table 1. When two equation numbers are present, the first one refers to the result in terms of the angular variable \(\theta\), whereas the second one corresponds to its analytical continuation. An asterisk means that the corresponding equation holds for general \(c\). The symbol \(\dag\) means that the results for the sums involving the combinations \(S_1 \left( \bar{S}_2 + \bar{S}_1^2 \right)\) and \(\bar{S}_1^3 + 3 \bar{S}_1 \bar{S}_2 + 2 \bar{S}_3\) can be extracted from the expressions \(\text{(3.10)}\) and \(\text{(3.11)}\) given for the sums involving \(C_1\) and \(C_2\), respectively, using the definitions \(\text{(2.4)}\).

### D Connection between binomial, harmonic and inverse binomial sums

Using the procedure described in section 2.2, one can also construct the \(\varepsilon\)-expansion of hypergeometric functions of the following types:

\[
P_{p+1} F_p \left( \begin{array}{c}
\frac{3}{2} + b_1 \varepsilon, \ldots, \frac{3}{2} + b_J \varepsilon, 1 + a_1 \varepsilon, \ldots, 1 + a_K \varepsilon, 2 + d_1 \varepsilon, \ldots, 2 + d_L \varepsilon \\
\frac{3}{2} + f_1 \varepsilon, \ldots, \frac{3}{2} + f_{J-1} \varepsilon, 1 + e_1 \varepsilon, \ldots, 1 + e_R \varepsilon, 2 + c_1 \varepsilon, \ldots, 2 + c_{K+L-R} \varepsilon
\end{array} \right| \frac{u}{u}\right),
\]
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functions can be written in the following form:

\[
\sum_{n=0}^{\infty} \binom{n}{\epsilon} (1 + z)^n, \quad z < 1,
\]

where the function \(\Delta\) is defined in the same way as in Eq. (2.30). One should only remember that the upper summation limits for the coefficients \(B_k\) and \(C_k\) are changed, since the numbers of the parameters \(b_i\) and \(c_i\) in Eqs. (D.1) and (D.2) are different.

The sums appearing in Eq. (D.1) are expressible in terms of the multiple binomial sums \([8]\), whereas the sums of Eq. (D.2) are reduced to the multiple harmonic sums. Using relations between hypergeometric function of different arguments, it is possible to express one type

\[
\begin{array}{c|cccc}
  \epsilon = 1 & \epsilon = 2 & \epsilon = 3 & \epsilon = 4 \\
\hline
S_1 & (1.1), (1.2) & (1.3), (1.4) & (1.5), (1.6) & (1.7), (1.8) \\
\tilde{S}_1 & (2.1), (3.1) & (2.2), (3.2) & (2.3), (3.3) & (2.4), (3.4) \\
S_2 & (2.5), (3.5) & (2.6), (3.6) & (2.7), (3.7) & (2.8), (3.8) \\
\tilde{S}_2 & (2.9), (3.9) & (2.10), (3.10) & (2.11), (3.11) & (2.12), (3.12) \\
\tilde{S}_2 \pm \tilde{S}_1 & (2.13), (3.13) & (2.14), (3.14) & (2.15), (3.15) & (2.16), (3.16) \\
S_3 & (2.17), (3.17) & (2.18), (3.18) & (2.19), (3.19) & (2.20), (3.20) \\
S_1, S_2 & (2.21), (3.21) & (2.22), (3.22) & (2.23), (3.23) & (2.24), (3.24) \\
S_1 S_3 & (2.25), (3.25) & (2.26), (3.26) & (2.27), (3.27) & (2.28), (3.28) \\
S_2 S_1 & (2.29), (3.29) & (2.30), (3.30) & (2.31), (3.31) & (2.32), (3.32) \\
S_1 \left( \tilde{S}_2 + \tilde{S}_1^2 \right) & (2.33), (3.33) & (2.34), (3.34) & (2.35), (3.35) & (2.36), (3.36) \\
S_1^2 + 3 S_1 S_3 + 2 S_3 & (2.37), (3.37) & (2.38), (3.38) & (2.39), (3.39) & (2.40), (3.40) \\
S_2^2 - S_4 & (2.41), (3.41) & (2.42), (3.42) & (2.43), (3.43) & (2.44), (3.44) \\
\end{array}
\]

Table 1: Equation index for the inverse binomial sums
of sums in terms of the another one, plus some trivial part. Let us illustrate this on the example of \( _2F_1 \) function \( (2.1) \). Using the standard formula of analytic continuation to the argument \( 1/z \), we obtain a combination of two \( _2F_1 \) functions. To bring them to the form of \( (D.1) \), we need to shift some of the parameters using

\[
_2F_1 \left( \frac{a, b}{c} \right) = 1 + \frac{abz}{c} \quad _3F_2 \left( \frac{1, a + 1, b + 1}{2, c + 1} \right).
\]

Finally, using the duplication formula for the argument of the \( \Gamma \)-function, we arrive at the following relation:

\[
2z(a_1 - a_2)\epsilon \frac{\Gamma(1 + b\epsilon)}{\Gamma(2 + 2b\epsilon)} _2F_1 \left( \frac{1 + a_1\epsilon, 1 + a_2\epsilon}{\frac{3}{2} + b\epsilon} \right) = \frac{1}{(-4z)^{a_1\epsilon}} \frac{\Gamma(1 + (a_2 - a_1)\epsilon)\Gamma(1 + (b - a_1)\epsilon)}{\Gamma(1 + a_2\epsilon)\Gamma(1 + 2(b - a_1)\epsilon)}\times \left\{ 1 + \frac{(1 + a_1\epsilon)(1 + 2(a_1 - b)\epsilon)}{2z(1 + (a_1 - a_2)\epsilon)} _3F_2 \left( \frac{1, 2 + a_1\epsilon, \frac{3}{2} + (a_1 - b)\epsilon}{2, 2 + (a_1 - a_2)\epsilon} \right) \right\}
\]

Here, the \( \epsilon \)-expansion of the hypergeometric function on the l.h.s. can be expressed in terms of the multiple inverse binomial sums (see Eq. \( (2.29) \)), whereas the functions on the r.h.s. yield the multiple binomial sums (see Eq. \( (D.1) \)).

Furthermore, the following three quadratic relations for \( _2F_1 \) functions (see, e.g., in [31]) allow us to connect some multiple binomial sums (appearing in Eq. \( (D.1) \)) with multiple harmonic sums (see Eq. \( (D.2) \)):

\[
_2F_1 \left( \frac{1 + b\epsilon, \frac{3}{2} + a\epsilon}{2 + (a + b)\epsilon} \right) | u \rangle = \frac{1}{\sqrt{1 - u}} (1 + \chi)^{2 + 2a\epsilon} _2F_1 \left( \frac{2 + 2a\epsilon, 1 + (a - b)\epsilon}{2 + (a + b)\epsilon} \right) | - \chi \rangle, \quad (D.4)
\]

\[
_2F_1 \left( \frac{1 + b\epsilon, \frac{3}{2} + a\epsilon}{2 + 2b\epsilon} \right) | u \rangle = (1 + \chi)^{3 + 2a\epsilon} _2F_1 \left( \frac{\frac{3}{2} + a\epsilon, 1 + (a - b)\epsilon}{\frac{3}{2} + b\epsilon} \right) | \chi \rangle, \quad (D.5)
\]

\[
_2F_1 \left( \frac{1 + \frac{3}{2}}{2 - \epsilon} \right) | u \rangle = \frac{1}{1 - 2\epsilon} \left( 2(1 - \epsilon) - (1 - u) \right)_2F_1 \left( \frac{1 + \frac{3}{2}}{2 - \epsilon} \right) | u \rangle = (1 + \chi)_2F_1 \left( \frac{1, \epsilon}{2 - \epsilon} \right) | \chi \rangle, \quad (D.6)
\]

where

\[
\chi = \frac{1 - \sqrt{1 - u}}{1 + \sqrt{1 - u}}, \quad u = \frac{4\chi}{(1 + \chi)^2}, \quad (D.7)
\]

and all orders of the \( \epsilon \)-expansion of the last \( _2F_1 \) function on the r.h.s. of Eq. \( (D.6) \) are known through Eq. (2.14) of Ref. [16].
Combining all these relations together with the results for the *multiple inverse binomial sums* presented in this paper, we have reproduced several known results for *multiple binomial sums*, including those obtained in Ref. [8]. For completeness, we list a number of such results, including trivial ones, which could be extracted from Ref. [8] (although were not explicitly listed there),

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j} z^j = \frac{2\chi}{1 - \chi},
\]

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j} \frac{z^j}{j} = 2 \ln(1 + \chi),
\]

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j^2} z^j = -2 \text{Li}_2(-\chi) - 2 \ln^2(1 + \chi),
\]

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j^3} z^j = 4 S_{1,2}(-\chi) - 2 \text{Li}_3(-\chi) + 4 \text{Li}_2(-\chi) \ln(1 + \chi) + \frac{4}{3} \ln^3(1 + \chi),
\]

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j} \frac{z^j}{j} S_1 = -\frac{2}{1 - \chi} \left[(1 - \chi) \ln(1 + \chi) + (1 + \chi) \ln(1 - \chi)\right],
\]

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j} \frac{z^j}{j} S_1 = \text{Li}_2(\chi^2) + 2 \ln^2(1 + \chi),
\]

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j} \frac{z^j}{j} \bar{S}_1 = \frac{2}{1 - \chi} \chi \ln(1 + \chi) - (1 + \chi) \ln(1 - \chi),
\]

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j} \frac{z^j}{j} \bar{S}_1 = 2 \text{Li}_2(\chi) + \ln^2(1 + \chi),
\]

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j} \frac{z^j}{j} \bar{S}_2 = -\frac{4\chi}{1 - \chi} \text{Li}_2(-\chi) + 2 \ln^2(1 + \chi),
\]

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j} \frac{z^j}{j} \bar{S}_1^2 = \frac{2}{1 - \chi} \left[4 \chi \text{Li}_2(\chi) + 2 \chi \text{Li}_2(-\chi) - (1 - \chi) \ln^2(1 + \chi) + 2(1 + \chi) \ln^2(1 - \chi)\right],
\]

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j} \frac{z^j}{j} \bar{S}_1 \bar{S}_1 = \frac{1}{1 - \chi} \left[6 \chi \text{Li}_2(\chi) - 2(1 + \chi) \ln(1 + \chi) \ln(1 - \chi) - (1 - \chi) \ln^2(1 + \chi) + 4(1 + \chi) \ln^2(1 - \chi)\right],
\]

\[
\sum_{j=1}^{\infty} \frac{(2j)^j}{j} \frac{z^j}{j} \left(\bar{S}_2 - \bar{S}_1^2\right) = -\frac{2}{1 - \chi} \left[2 \chi \text{Li}_2(\chi) - 2(1 + \chi) \ln(1 + \chi) \ln(1 - \chi) + \chi \ln^2(1 + \chi) + 2(1 + \chi) \ln^2(1 - \chi)\right].
\]

Furthermore, explicit results for the *multiple binomial sums* with $1/j^4, S_1/j^2, S_1/j^2, S_2/j, S_2^2/j, S_1S_1/j,$ and $(S_2 - S_1^2)/j$ are presented in Eqs. (A.4)–(A.10) of Ref. [8] (where the same notation $\chi$ as here was used, with $x$ corresponding to our $z$). We confirm all those
results. Moreover, using our approach we have obtained a number of new results for the multiple binomial sums,

\[
\sum_{j=1}^{\infty} \left( \frac{2^j}{j} \right) z^j S_3 = -\frac{4}{3} \ln^3(1+\chi) - 4 \ln(1+\chi) \text{Li}_2(-\chi) - \frac{4}{1-\chi} \left[ 2 \text{S}_{1,2}(-\chi) + \chi \text{Li}_3(-\chi) \right],
\]

\[
\sum_{j=1}^{\infty} \left( \frac{2^j}{j} \right) z^j S_1 S_2 = \frac{4}{3} \ln^3(1+\chi) + 4 \ln(1+\chi) \text{Li}_2(-\chi) + 4 \ln(1+\chi) \text{Li}_2(\chi)
\]

\[
+ \frac{4}{1-\chi} \left[ \chi \text{Li}_3(\chi) + S_{1,2} \left( \chi^2 \right) - 2 \text{S}_{1,2} \left( \chi \right) + (1+\chi) \ln(1-\chi) \text{Li}_2(-\chi) \right],
\]

\[
\sum_{j=1}^{\infty} \left( \frac{2^j}{j} \right) z^j S_1 \bar{S}_1 = \frac{2}{3} \ln^3(1+\chi) + 4 \ln(1+\chi) \text{Li}_2(\chi)
\]

\[
+ \frac{2}{1-\chi} \left[ 2 \chi \text{Li}_3(\chi) \right] + 6 \text{S}_{1,2}(-\chi) + 2 \text{S}_{1,2}(\chi) - 4 \text{S}_{1,2}(\chi) - 2 \text{S}_{1,2}(-\chi)
\]

\[
+ \frac{2(1+\chi)}{1-\chi} \left[ 2 \ln(1-\chi) - \ln(1+\chi) \right] \text{Li}_2(-\chi),
\]

\[
\sum_{j=1}^{\infty} \left( \frac{2^j}{j} \right) z^j \left( \bar{S}_2 - S_1^2 \right) = \frac{2}{1-\chi} \left[ 16 \text{S}_{1,2}(\chi) - 2 \chi \text{Li}_3(\chi) - 6 \chi \ln(1+\chi) \text{Li}_2(\chi) \right]
\]

\[
+ \frac{2(1+\chi)}{1-\chi} \left[ 4 \ln^3(1-\chi) - 4 \ln^2(1-\chi) \ln(1+\chi)
\]

\[
+ \ln(1-\chi) \ln^2(1+\chi) + 8 \ln(1-\chi) \text{Li}_2(\chi) \right] + \frac{2}{3} \ln^3(1+\chi),
\]

\[
\sum_{j=1}^{\infty} \left( \frac{2^j}{j} \right) z^j \left( 3 \bar{S}_3 - 2 \bar{S}_1^2 \bar{S}_1 \right) = \frac{2}{1-\chi} \left[ 12 \text{S}_{1,2}(\chi) - 6 \chi \ln(1+\chi) \text{Li}_2(\chi) - \chi \ln^3(1+\chi) \right]
\]

\[
+ \frac{2(1+\chi)}{1-\chi} \left[ 6 \ln(1-\chi) \text{Li}_2(\chi) - 6 \ln^2(1-\chi) \ln(1+\chi)
\]

\[
+ 3 \ln(1-\chi) \ln^2(1+\chi) + 4 \ln^3(1-\chi) \right] ,
\]

\[
\sum_{j=1}^{\infty} \left( \frac{2^j}{j} \right) z^j S_1^3 = -\frac{4}{3} \ln^3(1+\chi) - 4 \ln(1+\chi) \text{Li}_2(-\chi) - 12 \ln(1+\chi) \text{Li}_2(\chi)
\]

\[
- \frac{4}{1-\chi} \left[ 3 \text{S}_{1,2}(\chi) - 4 \text{S}_{1,2}(-\chi) + 6 \text{S}_{1,2}(\chi) - 2 \chi \text{Li}_3(-\chi) - 3 \chi \text{Li}_3(\chi) \right]
\]

\[
- \frac{4(1+\chi)}{1-\chi} \left[ 2 \ln^3(1-\chi) + 3 \ln(1-\chi) \text{Li}_2(-\chi) + 6 \ln(1-\chi) \text{Li}_2(\chi) \right], \quad \text{(D.9)}
\]
where $\chi$ is defined in Eq. (D.7) and, as before, $u = 4z$. These results were recently used to construct the $\varepsilon$-expansion of two-loop sunset-type diagrams of special type (for details, see section 3.1 in [62]).

The results for harmonic sums of the type $\sum_{j=1}^{\infty} z^j S_{a_1} \ldots S_{a_k} \bar{S}_{b_1} \ldots \bar{S}_{b_j}$ could be deduced from the following relation:

$$
\frac{\Gamma(2 + 2b\varepsilon)\Gamma(1 + a\varepsilon)\Gamma(1 + (a - b)\varepsilon)}{\Gamma(1 + b\varepsilon)\Gamma(2 + 2a\varepsilon)} \cdot \frac{4^{(a-b)\varepsilon}}{(1 - z)^{(1+(a-b)\varepsilon)z^{1/2+b\varepsilon}}}
$$

which corresponds to an analytic continuation of the $2F_1$ function from the argument $z$ to $(1 - z)$. In particular, we get

$$
\sum_{j=1}^{\infty} S_1 S_2 z^j = \frac{z}{1 - z} \left\{ \frac{1}{4} \ln^2(1 - z) + \frac{1}{2} \ln^2(1 - \sqrt{z}) + \frac{1}{2} \ln^2(1 + \sqrt{z}) + \frac{1}{2} \text{Li}_2(z) \right. \\
+ \frac{1}{2\sqrt{z}} \left[ \text{Li}_2 \left( \frac{1 + \sqrt{z}}{2} \right) - \text{Li}_2 \left( \frac{1 - \sqrt{z}}{2} \right) \right] \\
+ \frac{1}{4\sqrt{z}} \left[ \ln^2(1 - \sqrt{z}) - \ln^2(1 + \sqrt{z}) \right] - \frac{\ln^22}{2\sqrt{z}} \ln \left( \frac{1 + \sqrt{z}}{1 - \sqrt{z}} \right) \right\}. 
$$

Introducing a new variable $\xi$ such that

$$
\xi = \frac{1 - \sqrt{z}}{1 + \sqrt{z}}, \quad z = \frac{(1 - \xi)^2}{(1 + \xi)^2},
$$

we can present the above result in a more compact form,

$$
\sum_{j=1}^{\infty} S_1 S_2 z^j = \frac{z}{2(1 - z)} \left[ \text{Li}_2(z) + \ln^2(1 - z) \right] + \frac{1 - \xi^2}{4\xi} \left[ \text{Li}_2(-\xi) + \ln \xi \ln 2 + \frac{1}{2}\zeta_2 \right] + \frac{1 - \xi}{8\xi} \ln^2 \xi,
$$

where we have taken into account that

$$
\text{Li}_2 \left( \frac{1 + \sqrt{z}}{2} \right) - \text{Li}_2 \left( \frac{1 - \sqrt{z}}{2} \right) = 2\text{Li}_2(-\xi) + \ln \xi \ln(1 + \xi) + \zeta_2.
$$

Integrating the representation (D.13), it is easy to get the following result:

$$
\sum_{j=1}^{\infty} S_1 S_2 \frac{z^j}{j} = -S_{1,2}(z) - \frac{1}{2} \ln(1 - z) \text{Li}_2(z) - \frac{1}{\xi} \ln^3(1 - z) - \frac{3}{2}\zeta_3 - \frac{1}{4} \ln^2 \xi \ln(1 - z) - 2\text{Li}_3(-\xi) + \text{Li}_2(-\xi) \ln \xi - \frac{1}{2}\zeta_2 \ln \xi + \frac{1}{12} \ln^3 \xi.
$$

In Appendix E of Ref. [14] the results (up to weight 4) for the harmonic sums of the type $\sum_{j=1}^{\infty} S_{a_1} \ldots S_{a_k} z^j/j^a$ have been presented. It is easy to extend those results to the case $\sum_{j=1}^{\infty} S_{a_1} \ldots S_{a_k} z^j/j^a$, using the following property [32]:

$$
\text{if } \sum_{j=1}^{\infty} f(j) \frac{z^j}{j^a} = F(z) \quad \text{then } \sum_{j=1}^{\infty} f(2j) \frac{z^j}{j^a} = 2^{a-1} \left[ F(\sqrt{z}) + F(-\sqrt{z}) \right].
$$
As a consequence, we get
\[ \sum_{j=1}^{\infty} \bar{S}_a z^j = \frac{\sqrt{z}}{2(1-\sqrt{z})} \text{Li}_a (\sqrt{z}) - \frac{\sqrt{z}}{2(1+\sqrt{z})} \text{Li}_a (-\sqrt{z}) , \]
\[ \sum_{j=1}^{\infty} \bar{S}_1 z^{j^2} = 2^{a-1} \left[ S_{a-1,2} (\sqrt{z}) + S_{a-1,2} (-\sqrt{z}) \right] . \] (D.16)

As a further illustration, we also present results for other sums up to weight 3,
\[ \sum_{j=1}^{\infty} \bar{S}_2 z^{j^2} = \frac{\sqrt{z}}{2(1-\sqrt{z})} \left[ \text{Li}_2 (\sqrt{z}) - \ln^2 (1-\sqrt{z}) \right] - \frac{\sqrt{z}}{2(1+\sqrt{z})} \left[ \text{Li}_2 (-\sqrt{z}) + \ln^2 (1+\sqrt{z}) \right] , \]
\[ \sum_{j=1}^{\infty} \bar{S}_3 z^{j^2} = - \ln (1-\sqrt{z}) \text{Li}_2 (\sqrt{z}) - \ln (1+\sqrt{z}) \text{Li}_2 (-\sqrt{z}) - 2S_{1,2} (\sqrt{z}) - 2S_{1,2} (-\sqrt{z}) , \]
\[ \sum_{j=1}^{\infty} \bar{S}_4 z^{j^2} = \frac{\sqrt{z}}{2(1-\sqrt{z})} \left[ \text{Li}_3 (\sqrt{z}) - 3 \ln (1-\sqrt{z}) \text{Li}_2 (\sqrt{z}) + \ln^3 (1-\sqrt{z}) - 3S_{1,2} (\sqrt{z}) \right] \]
\[ - \frac{\sqrt{z}}{2(1+\sqrt{z})} \left[ \text{Li}_3 (-\sqrt{z}) - 3 \ln (1+\sqrt{z}) \text{Li}_2 (-\sqrt{z}) + \ln^3 (1+\sqrt{z}) - 3S_{1,2} (-\sqrt{z}) \right] , \]
\[ \sum_{j=1}^{\infty} \bar{S}_5 z^{j^2} = - \ln (1-\sqrt{z}) \text{Li}_2 (\sqrt{z}) - \ln (1+\sqrt{z}) \text{Li}_2 (-\sqrt{z}) - 2S_{1,2} (\sqrt{z}) - 2S_{1,2} (-\sqrt{z}) \]
\[ + \frac{1}{3} \ln^3 (1-\sqrt{z}) + \frac{1}{3} \ln^3 (1+\sqrt{z}) , \]
\[ \sum_{j=1}^{\infty} \bar{S}_6 z^{j^2} = \frac{\sqrt{z}}{2(1-\sqrt{z})} \left[ \text{Li}_3 (\sqrt{z}) - \ln (1-\sqrt{z}) \text{Li}_2 (\sqrt{z}) - S_{1,2} (\sqrt{z}) \right] \]
\[ - \frac{\sqrt{z}}{2(1+\sqrt{z})} \left[ \text{Li}_3 (-\sqrt{z}) - \ln (1+\sqrt{z}) \text{Li}_2 (-\sqrt{z}) - S_{1,2} (-\sqrt{z}) \right] . \] (D.17)

To investigate relations between multiple harmonic sums the technique proposed in Ref. [63] can be useful.

As a illustration, we present the higher order \( \varepsilon \)-expansion of the some of the hypergeometric functions:

\[ _2 F_1 \left( \frac{1 + a_1 \varepsilon, 1 + a_2 \varepsilon}{2 + c \varepsilon} \right) = \frac{1 + c \varepsilon}{z} \left( - \ln (1-z) - \varepsilon \left\{ \frac{c-a_1-a_2}{2} \ln^2 (1-z) + c \text{Li}_2 (z) \right\} \right) \]
\[ + \varepsilon^2 \left\{ (a_1 + a_2) c - c^2 - 2a_1 a_2 \right\} S_{1,2} (z) + \left\{ (a_1 + a_2) c - c^2 - a_1 a_1 \right\} \ln (1-z) \text{Li}_2 (z) \]
\[ + c^2 \text{Li}_3 (z) - \frac{(c-a_1-a_2)^2}{6} \ln^3 (1-z) \right\} \]
\[- \varepsilon^3 \left\{ c \left( (a_1 + a_2) c - c^2 - 2a_1 a_2 \right) S_{2,2} (z) + c \left( (a_1 + a_2) c - c^2 - a_1 a_1 \right) \ln (1-z) \text{Li}_3 (z) \]
\[ + (c-a_1)(c-a_2)(c-a_1-a_2) \left[ \ln (1-z) S_{1,2} (z) + \frac{1}{2} \ln^2 (1-z) \text{Li}_2 (z) \right] \]
\[ + \frac{1}{2} \left( \frac{c-a_1-a_2}{2} \right)^2 \ln^3 (1-z) \right\} \]
\[
+ \frac{(c - a_1 - a_2)^3}{24} \ln^4(1 - z) + c(c - a_1 - a_2)^2 S_{1,3}(z) + c^3 \text{Li}_4(z) + O(\varepsilon^4) \]. \quad (D.18)

**E** The $\mathcal{O}(\alpha\alpha_s)$ corrections to the polarization function of neutral gauge bosons in arbitrary dimension

![Diagram](image)

Figure 2: Two-loop contributions to the off-shell polarization function of a neutral gauge boson. Bold and thin lines correspond to the massive quark propagator and the massless boson (gluon or photon) propagator, respectively.

Here we present an example of a physically relevant calculation\(^{11}\) that can be expressed in terms of the master integrals $J_{011}$ studied in Section 4.3. Let us consider the two-loop propagator-type diagrams shown in Fig. 2. All of these $\mathcal{O}(\alpha\alpha_s)$ contributions to the polarization function of the gauge bosons involve a quark loop with a gluon exchange. It was analytically calculated in [56], up to the finite term of the $\varepsilon$-expansion. Here we present the bare two-loop results in $n$-dimensional space-time (see also in Ref. [8]). In contrast to the calculations performed in [56], here we use Tarasov’s recurrence relations [38] for the reduction of the original integrals to the set of master integrals. In this Appendix we use the Euclidean notation [57], $P^2 \leftrightarrow -p^2$, so that the on-shell limit would read $P^2 \to -m^2$.

Let us decompose the polarization tensor into the transverse $\Pi_T(P^2)$ and longitudinal $\Pi_L(P^2)$ parts,

\[
\Pi_{\mu\nu}(P^2) = \left( \delta_{\mu\nu} - \frac{P_\mu P_\nu}{P^2} \right) \Pi_T(P^2) + \frac{P_\mu P_\nu}{P^2} \Pi_L(P^2) .
\]

Then, the two-loop corrections can be written as

\[
\Pi_T^{(2)}(P^2) = \frac{g^2 g_s^2}{(4\pi)^{n/2}} N_c C_F \left\{ -J_{011}(1, 1, 1) \frac{4}{(n-1)t} \left[ -4Am^2 + 12Am^2 + At^2n^2 \right. \right.
\]

\[
\left. \left. -3Atn + 2At + Stn^2 - 3Stn + 2St \right] \right. 
\]

\[
- J_{011}(1, 1, 2) \frac{4}{(n-4)(n-3)(n-1)t} \left[ 112Am^4n + At^2n^3 - 7At^2n^2 + 18At^2n 
\]

\[
+ St^2n^3 - 7St^2n^2 + 18St^2n - 16Am^4n^2 - 192Am^4 + 4Am^2tn^3 - 32Am^2tn^2 - 16At^2 
\]

\[11\] Another non-trivial example where these master integrals appear is given in Ref. [55].
\[+100Am^2tn + 4Sm^2tn^3 - 36Sm^2tn^2 + 96Sm^2tn - 112Am^2t - 16St^2 - 80Sm^2t\]
\[+ [A_0(m)]^2 \frac{2(n-2)}{(4m^2 + t)(n-4)} \left\{ -4Stn^4m^2 + At^2n^3 + 4Am^2tn^3 \right.\]
\[+ 36Sm^2tn^3 + St^2n^3 - 32Am^2tn^2 - 7St^2n^2 - 16Am^4n^2 - 120Sm^2tn^2 - 7At^2n^2\]
\[+ 112Am^4n + 184Sm^2tn + 100Am^2tn + 18At^2n + 18St^2n - 192Am^4 - 16At^2\]
\[+ 112Sm^2t - 112Am^2t - 16St^2] \]
\[- A_0(m)B_0(m, m, t) \frac{2(n-2)}{(4m^2 + t)(n-4)} \left\{ \begin{aligned}
432Am^4n - 2At^4n^m \\
+ 64m^4S + 40m^4Sn + 8m^4Sn^3 - 48m^4Sn^2 + 80Am^4n^3 - 8Am^4m^2 - 2St^4m^2 \\
+ At^2n^3 - 7At^2n^2 + 18At^2n + St^2n^3 - 7St^2n^2 + 18St^2n - 280Am^4n^2 - 256Am^4 \\
+ 24Am^2tn^3 - 98Am^2tn^2 + 180Am^2tn + 24Sm^2tn^3 - 102Sm^2tn^2 + 176Sm^2tn \\
- 16At^2 - 128Am^2t - 16St^2 - 96Sm^2t \\n- [B_0(m, m, t)]^2 \frac{2(n-2)}{(4m^2 + t)(n-4)} \left\{ \begin{aligned} \\
448Am^4n - 32m^4S + 16Am^4n^3 \\
+ At^2n^3 - 9At^2n^2 + 30At^2n + St^2n^3 - 9St^2n^2 + 30St^2n - 144Am^4n^2 - 48Am^4 \\
+ 8Am^2tn^3 - 72Am^2tn^2 + 232Am^2tn + 4Sm^2tn^3 - 44Sm^2tn^2 + 152Sm^2tn \\
- 32At^2 - 240Am^2t - 32St^2 - 160Sm^2t \end{aligned} \right\} \right\}, \tag{E.1}\]
\[\Pi_{\mu}^{(2)}(P^2) = A \frac{g^2g_s}{(4\pi)^n/2} N_c C_F \left\{ - J_{011}(1, 1, 1) \frac{16m^2(n-3)}{t} \right. \]
\[- J_{011}(1, 1, 2) \frac{16m^2}{t(n-4)} \left[ 4m^2n^2 - 28m^2n + 48m^2 + tn^2 - 5tn + 8t \right] \]
\[+ [A_0(m)]^2 \frac{8(n-2)}{t(4m^2 + t)(n-4)} \left\{ tn^2 - 3tn + 4m^2n - 16m^2 \right\} \]
\[- [B_0(m, m, t)]^2 \frac{8m^2}{(4m^2 + t)(n-4)} \left\{ -4tn + 4t + 4m^2n^2 - 4m^2 + tn^2 + 40m^2 \right\] \]
\[- A_0(m)B_0(m, m, t) \frac{8(n-2)(n^2 - 5n + 8)}{(4m^2 + t)(n-4)(n-3)} \left\{ -2m^2n + 10m^2 + t \right\} \right\}, \tag{E.2}\]

where the vertices \( V_j \) \( (j = 1, 2) \) are defined as\(^{12}\)

\[V_j = ig\gamma_\mu(v_j + a_j\gamma_5),\]

and we have introduced the following notations:

\[A = a_1a_2, \quad S = v_1v_2, \quad t = P^2,\]

\(N_c\) is a color factor (equal to 3 for quark and 1 for lepton), \(C_F\) is the Casimir operator of the fundamental representation of the Lie algebra (equal to \(\frac{3}{2}\) for \(SU(3)\) and 1 for QED), and \(m\)

\(^{12}\)Explicit values of coefficients \(v_j\) and \(a_j\) for the Standard Model can be extracted from [57].
is the mass of the loop fermion. Finally, the occurring integrals are defined as

\[ J_{011}(\sigma, \nu_1, \nu_2) = \frac{\pi^{-n}}{\Gamma^2 \left(3 - \frac{n}{2}\right)} \int \int \frac{d^nK_1 \, d^nK_2}{[(K_2 - P)^2]^{\sigma} [K_1^2 + m^2]^\nu_1 [(K_1 - K_2)^2 + m^2]^\nu_2}, \]

\[ B_0(m_a, m_b, t) = \frac{\pi^{-n/2}}{\Gamma \left(3 - \frac{n}{2}\right)} \int \frac{d^nK}{[(K - P)^2 + m_a^2] [K^2 + m_b^2]}, \]

\[ A_0(m) = \frac{\pi^{-n/2}}{\Gamma \left(3 - \frac{n}{2}\right)} \int \frac{d^nK}{K^2 + m^2} \equiv \frac{4(m^2)^{n-2}}{(n-2)(n-4)}. \] (E.3)

We note that the integral \( J_{011} \) is defined in the same way as in Section 4.3, one should only remember to substitute \( p^2 \rightarrow -t \).

In particular, for the zero momentum transfer, \( P^2 = t = 0 \), we get

\[ \Pi_L^{(2)}(0) = -A \frac{g_s^2}{(4\pi)^{n/2}} N_c C_F [A_0(m)]^2 \frac{4(n-2)(n^2 - 5n + 7)}{m^2}, \]

\[ \Pi_T^{(2)}(0) = -A \frac{g_s^2}{(4\pi)^{n/2}} N_c C_F [A_0(m)]^2 \frac{4(n-2)(n^3 - 6n^2 + 13n - 11)}{(n-1)m^2}. \]

To obtain the finite terms of the \( \varepsilon \)-expansion of the results given in Eqs. (E.1) and (E.2), the integral \( J_{011}(1,1,2) \) should be expanded up to the \( \varepsilon \)-part. Furthermore, using the approach of Ref. [38], we obtain the following relations between the integrals investigated in Section 4.3 and the master integrals \( J_{011}(1,1,1) \) and \( J_{011}(1,1,2) \):

\[ J_{011}(1,1,1) \frac{(3n - 8)(3n - 10)(n - 3)^2}{n-4} = [A_0(m)]^2 (n - 3)(n - 2)^2 \left[ \frac{t}{4m^4} - \frac{(7n - 24)}{2m^2(n-4)} \right] \]

\[ + J_{011}(1,2,2) \frac{8m^2(t + m^2)}{n-4} \left[ -2t^2(n - 3) + 2tm^2(7n - 17) + 8m^4(2n - 5) \right] \]

\[ + [J_{011}(1,2,2) + 2J_{011}(2,1,2)] (n - 3)(t + 4m^2)(t - 2m^2), \] (E.4)

\[ J_{011}(1,1,2) \frac{(3n - 8)(3n - 10)(n - 3)^2}{n-4} = [A_0(m)]^2 \frac{(n - 3)(2n - 7)(3n - 8)(n - 2)^2}{4m^4(n-4)} \]

\[ + J_{011}(1,2,2) \left[ -\frac{4(t + 2m^2)}{n-4} - n^2 \left( \frac{15}{2}t + 12m^2 \right) + n \left( \frac{79}{2}t + 62m^2 \right) - 55t - 86m^2 \right] \]

\[ + \frac{1}{2} [J_{011}(1,2,2) + 2J_{011}(2,1,2)] (n - 3)(3n - 8)(t + 4m^2). \] (E.5)

From these relations we see that, in order to obtain the \( \varepsilon^j \) terms of \( J_{011}(1,1,1) \) and \( J_{011}(1,1,2) \), the integral \( J_{011}(1,2,2) \) should be expanded up to \( \varepsilon^j \), whereas the combination \([J_{011}(1,2,2) + 2J_{011}(2,1,2)] \) up to \( \varepsilon^{j-1} \) only. The expansion of the integrals near the threshold can be performed by using the numerical algorithm described in Ref. [58].

The higher-order terms of the \( \varepsilon \)-expansion of the one-loop integral \( B_0(m_1, m_2, t) \) can be extracted from Refs. [16,30]. Here we present coefficients up to the order \( \varepsilon^2 \) for the particular
case \( m_1 = m_2 = m \):

\[
B_0(m, m, t) = \frac{(m^2 - \varepsilon)}{(1 - 2\varepsilon)} \left\{ \frac{1}{\varepsilon} + \frac{1 + y}{1 - y} \left[ \ln y + \varepsilon \left[ \frac{1}{2} \ln^2 y - 2 \ln y \ln(1 + y) - 2 \text{Li}_2(-y) - \zeta_2 \right] \\
+ \varepsilon^2 \left[ 4S_{1,2}(-y) - 2 \text{Li}_3(-y) + 4 \ln(1 + y) \text{Li}_2(-y) - \ln^2 y \ln(1 + y) \\
+ 2 \ln y \ln^2(1 + y) + \frac{1}{6} \ln^3 y - \zeta_2 \ln y + 2 \zeta_2 \ln(1 + y) - 2 \zeta_3 \right] + \mathcal{O}(\varepsilon^3) \right\}, \tag{E.6}
\]

where the variable \( y \) is defined in Section 3.

The bare two-loop amplitudes \( (E.1) \) and \( (E.2) \) contain subdivergencies which should be canceled by proper counterterms,

\[
\Pi_{\text{CT}}(P^2) = \delta m^2 \frac{\partial}{\partial m^2} \Pi^{(1)}(P^2),
\]

where \( \Pi^{(1)} \) is the one-loop amplitude, while \( \delta m^2 \) is the one-loop mass counterterm defined in a particular renormalization scheme. The derivatives of the bare one-loop amplitudes in \( n \) dimensions read

\[
\frac{\partial}{\partial m^2} \Pi^{(1)}_T(P^2) = \frac{g^2}{(4\pi)^{n/2}} N_c A \left\{ \frac{St(3-n)}{(4m^2 + t)} + S + (2-n)A \right\} B_0(m, m, t) + \frac{2S(n-2)}{(4m^2 + t)} A_0(m),
\]

\[
\frac{\partial}{\partial m^2} \Pi^{(1)}_L(P^2) = A \frac{g^2}{(4\pi)^{n/2}} N_c A \left\{ \frac{t(n-3)}{(4m^2 + t)} + 1 - n \right\} B_0(m, m, t) + \frac{2(2-n)}{(4m^2 + t)} A_0(m).
\]

As an example of application of these formulae, let us consider the transversal part of the \( \gamma - Z \) propagator \( (A = 0) \) in the \( \overline{MS} \)-scheme. Up to the finite in \( \varepsilon \) part, the result for the subtracted quantity \( \Pi^{\text{sub}}_T(P^2) = \Pi^{(2)}(P^2) + \Pi_{\text{CT}} \) is

\[
\Pi^{\text{sub}}_{T,\gamma Z}(P^2) = S \frac{g_2^2}{(4\pi)^2} N_c C_F \left\{ -\frac{2t}{\varepsilon} + \left( -\frac{55}{3} t + \frac{296}{3} m^2 \right) + 16t \zeta_3 \left[ 1 - \frac{4}{(1-y)^2} \right] \\
- \frac{1}{3} m^2 \frac{(1 - 4y + y^2)}{y(1-y)^2} \ln(1 - y) + 2 \ln(1+y) \ln y \left[ (1+y^2) \ln y - 2(1-y^2) \right] \\
+ \frac{8}{3} m^2 \frac{(2 + 7y^2 + 6y^3)}{(1-y)^2} \ln^2 y - 4 m^2 \ln y \frac{(1-6y-46y^2-6y^3+y^4)}{y(1-y)^2} \\
+ 4t \ln \frac{m^2}{\mu^2} \left[ 1 - \frac{12y}{(1-y)^2} \right] - 96m^2 \frac{y}{1-y^2} \ln y \ln \frac{m^2}{\mu^2} \\
+ \frac{32}{3} m^2 \frac{(1 - 4y + y^2)}{y(1-y)^2} \left[ \text{Li}_2(y) + 2 \text{Li}_2(-y) \right] \left[ 1 - y^2 - 2 \left( 1 + y^2 \right) \ln y \right] \\
+ 32 m^2 \frac{(1 - 4y + y^2)}{y(1-y)^2} \left( 1 + y^2 \right) \left[ \text{Li}_3(y) + 2 \text{Li}_3(-y) \right] + \mathcal{O}(\varepsilon) \right\}, \tag{E.7}
\]

where we have taken into account the one-loop massive counterterm

\[
\delta m^2 = -2 \frac{g_2^2}{(4\pi)^2} C_F \frac{3}{\varepsilon} m^2.
\]
The small-momentum expansion of Eq. (E.7) is
\[
\Pi_{T,\gamma Z}^{\text{sub}}(p^2)\bigg|_{p^2 \to 0} = S \frac{g^2 g_s^2}{(4\pi)^2} m^2 N_c C_F \left\{ \frac{2}{\varepsilon} u + \frac{13}{3} u + \frac{776}{405} u^2 + \ln \frac{m^2}{\mu^2} \left( 4u + \frac{8}{3} u^2 \right) + \mathcal{O}(u^3) \right\},
\]
where \( u = -P^2/m^2 \). Let us remind that in a theory with the spontaneous symmetry breaking, like the Standard Model, the inclusion of tadpoles [59] is also required for the renormalization group invariance of the massive parameters \([8, 58, 60]\). The proper bare two-loop tadpole contribution is given in Section 4.3 of Ref. [8].
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