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ABSTRACT

By using quantum mechanical effects, quantum computers promise significant speedups in solving problems intractable for conventional computers. However, despite recent progress, they remain limited in scaling and availability—making quantum software and hardware development heavily reliant on quantum simulators running on conventional hardware. However, most of those simulators mimic perfect quantum computers and, hence, ignore the fragile nature of quantum mechanical effects which frequently yield to decoherence errors in real quantum devices. Considering those errors during the simulation is complex, but necessary in order to tailor quantum algorithms for specific devices. Thus far, most state-of-the-art simulators considering decoherence errors rely on (exponentially) large array representations. As an alternative, simulators based on decision diagrams have been shown very promising for simulation of quantum circuits in general, but have not supported decoherence errors yet. In this work, we are closing this gap. We investigate how the consideration of decoherence errors affects the simulation performance of approaches based on decision diagrams and propose advanced solutions to mitigate negative effects. Experiments confirm that this yields improvements of several orders of magnitudes compared to a naive consideration of errors.

1 INTRODUCTION

Quantum computers can solve specific problems significantly faster than classical computers. Besides early examples of corresponding algorithms such as Shor’s factorization approach [23] and Grover’s database search [8], recently also other relevant quantum algorithms have been found in the areas of chemistry, finance, machine learning, and mathematics [6, 11, 13, 17, 21]. Moreover, not least due to the drive of big companies such as IBM, Google, Intel, Rigetti, Microsoft, or Alibaba, who are heavily investing in this emerging technology, there have been remarkable accomplishments towards the physical realization of quantum computers recently.

However, quantum computers do not work perfectly and are indeed even more prone to errors than their classical counterparts. In particular, decoherence errors [26] are a common phenomenon with which researchers and engineers frequently have to deal with. They lead to the problem that qubits can only hold information for a limited amount of time. Although recent developments in the physical realization of quantum computers have improved upon that [5, 12], decoherence errors are still a dominating aspect in quantum computing.

Accordingly, it is essential to specifically evaluate whether quantum algorithms can cope with this kind of errors. To this end, methods for quantum circuit simulation would be ideal as they allow for an explicit investigation how a given algorithm behaves on a specific device and its possible errors. But most of the available simulators (such as, e.g., proposed in [16, 19, 25, 28, 34]) mimic perfect quantum computers and, thus, ignore the fragile nature of quantum mechanical effects which frequently yield to decoherence errors. Luckily, the effects are well understood and mathematical models for decoherence errors are available [18]—leading to first simulation approaches to also support the consideration of those errors (e.g. [1–3, 10, 14, 24, 29, 30]).

But a main challenge remains: The capabilities of those simulation approaches are severely limited by the inherent exponential nature of the vectors and matrices which describe the respective quantum states and operations, respectively. Additionally considering decoherence errors further increases the resulting complexity. Because of this, alternatives to straightforward approaches (which represent the required vectors and matrices in terms of arrays) are currently investigated. Decision diagrams for quantum circuit simulation (as introduced, e.g., in [16, 19, 22, 27, 34]) provide a promising approach. In many cases and/or for many quantum applications, they allow for a representation of vectors and matrices which is below the exponential size of array-based solutions [9, 34].

All these methods, however, do not support the consideration of decoherence errors yet. Moreover, thus far, it remains unknown whether the promising effects of a more efficient representation of vectors and matrices can still be maintained, when those errors are additionally taken into account. In this work, we are investigating this issue. Our observations and evaluations suggest that decision diagrams might remain compact in many cases—even if decoherence errors are considered. But we also show that just having a compact representation is not sufficient: Efficiently realizing the operations describing the error effects poses a substantial challenge. In order to mitigate those negative effects, we eventually propose...
2 BACKGROUND

In this section, we review the basics of quantum computing and the simulation of corresponding quantum algorithms/circuits (using array-based methods as well as methods based on decision diagrams).

2.1 Quantum Computing

While, in the classical world, systems are described by bits which can either be 0 or 1, in quantum computing a system is described by so-called quantum bits or qubits. In contrast to classical bits, qubits can either be 0 or 1, in quantum computing a system is described by size $2^n$ containing only the amplitudes, e.g., $[a_0 \ a_1 \ a_2 \ a_3]^T$ for $n = 2$.

The state of a qubit can be manipulated using quantum operations. With the exception of the measurement operation, all quantum operations are inherently reversible and, therefore, represented by unitary matrices. Important quantum operations are the NOT operation, which negates the state of a qubit, and the Hadamard operation, which transforms a qubit from a basis state into a superposition. In addition to single-qubit operations, there are two-qubit operations. A prominent operation is the controlled-NOT (CNOT) operation, which negates the state of a qubit, if the designated control qubit is in state |1⟩. Applying an operation to a quantum state is done via matrix-vector multiplication. To illustrate these concepts, consider the following example:

Example 1. Consider a two-qubit register in the state

$$|\psi⟩ = \frac{1}{\sqrt{2}} \cdot |00⟩ + \frac{1}{\sqrt{2}} \cdot |10⟩ + \frac{1}{\sqrt{2}} \cdot |01⟩ + \frac{1}{\sqrt{2}} \cdot |11⟩,$$

which is represented as $\frac{1}{\sqrt{2}} |00⟩ + \frac{1}{\sqrt{2}} |01⟩ + \frac{1}{\sqrt{2}} |10⟩ + \frac{1}{\sqrt{2}} |11⟩$. This is a valid state since $|\langle 0| \cdot |\psi⟩|^2 + |\langle 1| \cdot |\psi⟩|^2 + |\langle 01| \cdot |\psi⟩|^2 + |\langle 11| \cdot |\psi⟩|^2 = 1$. Measuring the state yields either |00⟩ or |10⟩, both with probability $\frac{1}{4}$. Applying a CNOT operation to the state, which flips the amplitude of the second qubit when the first qubit, is set to 1 is given by

$$\begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \cdot \begin{pmatrix} 1 \\ 0 \\ \sqrt{2}/2 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}.$$

Measuring the new state $|\psi’⟩$ now yields either |00⟩ or |11⟩, each with probability $\frac{1}{2}$.

2.2 Array-based Quantum Circuit Simulation

The array-based simulation style realizes the concepts described above in a straightforward fashion. States and operations are represented by 1-dimensional and 2-dimensional arrays, respectively. Simulation is conducted by matrix-vector multiplications similar to Example 1. Since the multiplication of a matrix and a vector can be decomposed into smaller operations, this simulation approach has a huge potential for parallelization. Every matrix-vector multiplication can be split into a series of multiplications and additions, i.e.,

$$\begin{pmatrix} M_{00} & M_{01} \\ M_{10} & M_{11} \end{pmatrix} \cdot \begin{pmatrix} V_0 \\ V_1 \end{pmatrix} = \begin{pmatrix} M_{00} \cdot V_0 + M_{01} \cdot V_1 \\ M_{10} \cdot V_0 + M_{11} \cdot V_1 \end{pmatrix}.$$

This can be further decomposed in a recursive fashion, leading to a large set of intermediate operations, which can be executed independently of each other with little synchronization overhead. State-of-the-art array-based simulators (such as [1–3, 14, 24, 25, 30]) make heavy use of that.

2.3 Decision Diagram-based Quantum Circuit Simulation

In order to tackle the memory problem of array-based simulators, a complementary approach has been developed using decision diagrams [16, 19, 22, 27, 34]. The general idea of decision diagram-based simulation is about identifying data redundancies in the state and representing them using shared sub-structures. Doing so results in a potentially very compact state representation, which in turn allows simulating quantum applications that cannot be simulated using array-based simulation approaches.

Representing a state vector as a decision diagram revolves around recursively splitting the vector into equal sized sub-vectors, until the sub-vectors only contain a single element. More precisely, consider a quantum register $q_0, q_1, \ldots, q_{n-1}$ composed of $n$ qubits, where $q_0$ represents the most significant qubit. The first $2^{n-1}$ entries of the corresponding state vector would then represent amplitudes for basis states where $q_0$ is |0⟩ and the other entries would represent amplitudes where $q_0$ is |1⟩. This is represented in a decision
3.1 Qubit Decoherence Errors

Coherence errors occur due to the fragile nature of qubits—leading to the problem that they can only hold information for a limited amount of time. More precisely, there are two types of coherence errors that arise [26]:

- A qubit in a high-energy state $|1\rangle$ naturally tends to decay to a low energy state $|0\rangle$, i.e., after a certain amount of time, qubits in a quantum system eventually relax to $|0\rangle$. This error is called amplitude damping error or $T_1$ error.
- In addition to that, when a qubit interacts with the environment, a phase flip effect might occur. This leads to an error called phase flip error or $T_2$ error.

Recent developments in the physical realization of quantum computers (such as, e.g., in [5, 12]) show significant improvements in the coherence times and improved possibilities to reduce unwanted interactions of qubits—improving the “lifetime” of qubits before decaying to $|0\rangle$ and reducing the frequency of phase flip errors, respectively. Nevertheless, the underlying errors are still a dominating aspect in all quantum computations and, hence, should also be considered during simulation.

However, in order to describe them mathematically, the formulation in terms of state vectors as reviewed in Section 2.1 obviously is not sufficient. Moreover, even a deterministic formulation is not suitable since decoherence heavily relies on probabilistic effects that are not known in advance. Hence, a description is needed which incorporates all possible states a quantum system may be in (including the original state but also states resulting from any of the decoherence effects mentioned above with a certain probability). This is accomplished by extending the vector representation introduced in Section 2 to density matrices (also known as density operators) as follows:

![State vector representation](image1)

**Figure 1: State vector representation**

diagram by a node labeled $q_0$ with two successors labeled $q_1$. By convention, the left (right) successor points to a node that represents the sub-vector with amplitudes for basis states with $q_0$ assigned $|0\rangle$ ($|1\rangle$). This process is repeated recursively until vectors of size 2 and matrices of size $2 \times 2$ remain. These are multiplied and the resulting new amplitudes are stored into terminal edges. Finally, the edge weights are calculated by extracting common factors of the amplitudes and equivalent sub-vectors are represented by the same node. Hence, multiplication of decision diagrams mainly involves recursive traversals of the involved decision diagrams. On top of that, further optimizations are possible with respect to the precision of the simulation [20, 33], the run-time performance [35], or a trade-off of both [31].
Definition 1. Let $|\phi\rangle$ be a complex vector representing the state of a quantum system. The corresponding density matrix is defined as

$$\rho = |\phi\rangle \langle \phi| \quad \text{with} \quad \langle \phi| := |\phi\rangle^\dagger.$$  \hspace{1cm} (1)

Example 3. Consider a system, which is in the state

$$|\psi\rangle = \frac{1}{\sqrt{2}} \cdot |00\rangle + 0 \cdot |01\rangle + 0 \cdot |10\rangle + \frac{1}{\sqrt{2}} \cdot |11\rangle,$$

or, using vector notation, $\frac{1}{\sqrt{2}} \cdot [1 \hspace{0.2cm} 0 \hspace{0.2cm} 0 \hspace{0.2cm} 1]^T$. The corresponding density matrix $\rho$ is given by

$$\rho = \frac{1}{2} \cdot \begin{pmatrix} 0 & 0 & 1 & \frac{1}{2} \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ \frac{1}{2} & 0 & 0 & 1 \end{pmatrix}.$$  

In contrast to the original vector representation (as illustrated in Example 1), the probabilities of measuring specific basic states are now reflected in the diagonal elements (highlighted in gray). More precisely, the diagonal entries from the first element in the upper-left to the last element in the bottom-right represent the probabilities for measuring $|00\rangle$, $|01\rangle$, $|10\rangle$, and $|11\rangle$, respectively. Hence, measuring this state would yield $|00\rangle$ or $|11\rangle$—both with probability of $\frac{1}{2}$. All other elements of the density matrix represent the coherence in the state.

Employing this concept allows to probabilistically apply decoherence, i.e., the application (or non-application) of decoherence effects by means of probabilities. More precisely, the effects of a decoherence error can be described by Kraus matrices defined as follows:

Definition 2. Using the operator-sum representation, an error is represented by a tuple $(E_0, E_1, \ldots, E_m)$ of Kraus matrices that satisfy the condition

$$\sum_{i=0}^m E_i^\dagger E_i = I.$$  \hspace{1cm} (2)

Using this notation, the T1 and T2 errors can be represented by [18]

$$T1 = (E_0, E_1) \quad \text{with} \quad E_0 = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1-p} \end{pmatrix}, \quad E_1 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and}$$  \hspace{1cm} (3)

$$T2 = (E_0, E_1) \quad \text{with} \quad E_0 = \sqrt{p} \cdot \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad E_1 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and}$$  \hspace{1cm} (4)

respectively, where the variable $p$ represents the probability that an error occurs. This probability is a parameter of the specific quantum computer realization (and, hence, needs to be provided by the user).

Applying these error descriptions to the current quantum system (represented by a density matrix) can be conducted as follows:

Definition 3. Applying an error specified by the Kraus matrices $(E_0, E_1, \ldots, E_m)$ to a quantum system given by the density matrix $\rho$ yields the density matrix [18]

$$\rho' = \sum_{i=0}^m E_i \rho E_i^\dagger.$$  \hspace{1cm} (5)

Example 4. In order to illustrate the concepts above, we apply the amplitude damping (T1) error to the state $\rho$ from Example 3. More precisely, we apply amplitude damping to the second qubit with a probability of 30% ($p=0.3$). The effects of this error are given by the Kraus matrices provided in Eq. 3. Applying each Kraus matrix to the state $\rho$ (as defined in Eq. 5) leads to

$$\begin{pmatrix} 0.5 & 0 & 0 & 0.418 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0.15 \\ 0.418 & 0 & 0 & 0.35 \end{pmatrix} \cdot \begin{pmatrix} 0.5 & 0 & 0 & 0.418 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0.15 \\ 0.418 & 0 & 0 & 0.35 \end{pmatrix} = \begin{pmatrix} 0.5 & 0 & 0 & 0.418 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0.15 \\ 0.418 & 0 & 0 & 0.35 \end{pmatrix}.$$  

The resulting density matrix accordingly describes the effect of the employed error: While the probability for measuring $|00\rangle$ remains the same, the probability of measuring $|11\rangle$ has dropped to 35% and, additionally, there is now a probability of 15% to measure $|10\rangle$. In other words, the probability that the second qubit is measured $|0\rangle$ has increased by 30%—reflecting the damping error assumed above.

Finally, since states are now represented by (density) matrices, applying an operation to a state has to be adjusted. Originally, given a quantum state $|\psi\rangle$ and a quantum operation $U$, the corresponding application is conducted by matrix-vector multiplication (as illustrated in Example 1). Now, vector states $|\psi\rangle$ are represented by density matrices given by $\rho = |\psi\rangle \langle \psi|$ (cf. Definition 1 and Eq. 1). Accordingly, applying $U$ onto $\rho$ is given by

$$\rho' = U \rho U^\dagger.$$  \hspace{1cm} (6)

3.2 Effect to Simulation

Having the mathematical description of decoherence errors as reviewed above, simulation approaches can accordingly be extended. This is particularly straightforward for array-based approaches as proposed in [1–3, 14, 24, 25, 30] and reviewed in Section 2.2. Here, the major challenge of considering decoherence is “only” given by the fact that the state is represented by density matrices rather than vectors. This can simply be addressed by extending the corresponding data structures (i.e., the arrays). The required operations (in particular, for multiplying and adding matrices) are supported by the corresponding libraries anyway and can also be extended in a straightforward fashion. Also, improvements employed by parallel executions can readily be utilized. Because of that, implementations of array-based simulation approaches supporting the consideration of decoherence are already available (see, e.g., [1–3, 10, 14, 24, 30]).

For approaches based on decision diagrams, the consideration of decoherence errors, however, may pose much more severe challenges (which have not be considered in the literature thus far). First, it remains open how severely the consideration of decoherence errors (and the corresponding need of representing states and operations through density matrices) harms the ability of decision diagrams to represent states and operations in a compact fashion. As reviewed in Section 2.3, being able to represent certain quantum states and quantum operations in a more compact fashion constitutes one of the main advantages of simulation using decision diagrams. The question remains whether this compactness can still be maintained when decoherence errors are additionally considered. To this end, consider the following example:
Considering Decoherence Errors in the
Simulation of Quantum Circuits Using Decision Diagrams

4 ADVANCED SIMULATION APPROACH

In order to address the shortcomings unveiled above, we investigated how the required operations (particularly Eq. 5) can efficiently be realized on decision diagrams. A major obstacle is that applying decoherence effects heavily relies on the addition of matrices which requires access to all single matrix elements and, in turn, triggers the complete traversal of the decision diagrams—causing an exponential overhead independently of how compact they can be represented.

Accordingly, we looked for alternatives that either completely avoid the addition of matrices or, at least, only conduct it on (smaller) sub-matrices. Our investigations eventually resulted in such alternatives whose main idea rests on the following three observations:

First, adding two matrices is not always necessary. In particular, the T2 error can be described by multiplications only. In fact, w.l.o.g., the effect of this error on a single qubit can be described by

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} a & (2p - 1)b \\ (2p - 1)c & d \end{pmatrix},
\]

where \( p \) represents the probability. That is, two of the elements are not changed at all, while the remaining ones are just multiplied by \( 2p - 1 \). Hence, applying the T2 error can be reduced to two multiplications—without the need for any addition.

Second, applying the error as specified in Eq. 5 is inefficient and allows to apply only one error effect to one qubit at a time. By explicitly enforcing the error effects directly on the corresponding nodes of the affected qubits, we can apply all desired effects to all qubits with just one traversal of the decision diagram.

Third, if the matrix is represented in terms of decision diagrams, it is not always necessary to do the addition on the entire matrix. In fact, in decision diagrams, every qubit is represented by one or more nodes. Applying a decoherence error to a qubit actually only modifies the outgoing edges from the nodes representing this specific qubit. All predecessor nodes are only indirectly affected when the edge weights are normalized (as described in Section 2.3).

Based on those observations, we are proposing an advanced method of applying this operation on decision diagrams: Instead of doing the matrix-matrix multiplications followed by the addition separately, we apply the decoherence effects in one step—exploiting our observation that applying an operation to a qubit only modifies the outgoing edge weights of nodes representing it. Decoherence can therefore accordingly be applied by directly modifying all those edges. In doing so, we also gain full control over how the operation is applied—allowing us to exploit the first two observations as well.

---

Example 5. Recall the state considered before in Example 3 in both the vector as well as in the density matrix representation. The corresponding decision diagram representations are provided in Fig. 2a and Fig. 2b, respectively. As can be seen, the size of the decision diagrams are rather similar (4 nodes vs. 6 nodes, although the corresponding vector/density matrix have a size of \( 2^2 \) and \( 2^4 \times 2^2 \)). This, at least, shows that considering decoherence errors does not necessarily harm the ability of decision diagrams to represent states/operations in a compact fashion.\(^1\) Moreover, also more detailed evaluations (summarized later in Section 5) confirm this observation.

Considering the example (and the evaluations summarized in Section 5) suggests that decision diagrams might remain compact in many cases—even if decoherence errors are considered. But having a compact representation alone is not sufficient. Also efficient realizations of the corresponding matrix-matrix operations (most notably multiplication and addition), as reviewed in Section 3.1, are required. For multiplication, related work such as [34] already provides efficient solutions since matrix-matrix multiplication already is a core operation of simulation without decoherence. Addition, however, which is required for applying the error effect as defined in Eq. 5, has not been that frequently required thus far and turns out to be particularly challenging.

More precisely, recall that adding two matrices is done by adding all elements sharing the same index. Hence, this requires access to all single matrix elements—something for which a decision diagram has to be completely traversed. This is in stark contrast with multiplication, where addition is required as well, but the operands are often just sub-parts of the involved decision diagrams (which substantially reduces the size of the decision diagrams that need to be traversed). Additionally, decision diagram representations of operations are of very sparse nature, so that during the multiplication often one part of the addition equals zero.

Overall, this suggests that decision diagrams also show promise for quantum circuit simulation when considering decoherence errors (something which has not been considered thus far). At the same time, it also unveils challenges which remains to be addressed, namely how to efficiently apply the decoherence to the state without having to traverse the entire decision diagram.

---

\(^1\)Note that this does not mean that decision diagrams always provide a compact representation for a quantum state/operation. In fact, previous work [34] clearly showed that the worst-case complexity of decision diagrams is exponential—even though polynomial representations are possible for certain applications. The example, however, shows that this characteristic is not completely lost when considering decoherence errors.
Example 6. The advanced approach is illustrated by reusing Example 4. Recall that, in this example, we apply an amplitude damping (T1) decoherence error with a probability of 30% to q_d of the quantum state $\rho$ from Example 3. In contrast to the earlier example, we now apply the error directly to the decision diagram of $\rho$ (given in Fig. 2b). To this end, we apply the effects of the T1 error to all nodes labeled q_d leading to the following transformations

$$\begin{bmatrix} a & b \\ c & d \end{bmatrix} \mapsto \begin{bmatrix} a + dp & b\sqrt{1-p} \\ c\sqrt{1-p} & d - dp \end{bmatrix}.$$ 

As defined in Section 2.3, the four outgoing edges of a node in a decision diagram represent the matrix elements a, b, c and d from left to right. Hence, modifying the fourth node labeled q_d with probability $p = 0.3$ leads to

$$\begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \mapsto \begin{bmatrix} 0 + 1 \cdot 0.3 & 0 \\ 0 & 1 - 1 \cdot 0.3 \end{bmatrix} = \begin{bmatrix} 0.3 & 0 \\ 0 & 0.7 \end{bmatrix}.$$ 

The other nodes labeled q_d are modified in the same way, leading to the new decision diagram shown in Figure 2c. This new decision diagram represents $\rho$ after the T1 decoherence error has been applied and is equal to $\rho'$ from Example 4.

5 EVALUATION

In this section, we summarize the core results of our evaluations conducted in order to investigate the effect of considering decoherence errors in the simulation of quantum circuits using decision diagrams. To this end, we took the state-of-the-art decision diagram-based simulator from [32, 34] and extended this implementation to additionally support decoherence errors. This led to one version in which error support has been added in a straightforward fashion (i.e., directly applying the concepts described in Section 3.1) and another version in which error support has been added in an advanced fashion (i.e., applying the methods described in Section 4). In addition to that and for the purpose of comparison, we also considered two state-of-the-art array-based simulators, namely LinAlg from the commercial Atos Quantum Learning Machine (QLM) [3] as well as the density_matrix simulator from IBM’s Qiskit [2].

For the evaluations, we assumed the amplitude damping (T1) error with 0.2% probability and the phase flip (T2) error with 0.1% probability (applied each time a qubit has been used). As quantum algorithm, we considered the Quantum Fourier Transform (QFT [18]) with an increasing number of qubits. This is an ideal choice for the purpose of this evaluation, since QFT (1) constitutes a core element of numerous existing quantum applications (such as Shor’s factorization method [23], quantum phase estimation [18] and the hidden subgroup problem [18]), (2) is an established benchmark for evaluating the effects of decoherence errors in related work (e.g., [4]), and (3) additionally has the benefit that, thus far, it represents one of the best cases for simulation using decision diagrams without considering decoherence (showing a linear scalability in memory and run-time with respect to the number of qubits). Therefore, the effects of considering decoherence errors can ideally be investigated using QFT.

All evaluations have been conducted on a system using 5 cores running at a clock frequency of 2.2 GHz and 1.5 TB of RAM. While the QLM simulator runs directly on this system, we ported the Qiskit simulator and the simulators using decision diagrams to this machine utilizing Docker [15]. We choose Docker since its virtualization overhead is negligible [7]. By this, all simulators have been evaluated using the same hardware resources.

Table 1 summarizes the obtained results. The first column provides the number of considered qubits. In the remaining columns, we list the peak memory usage in MB as well as the total simulation time in real time seconds for all considered approaches, i.e., Atos’ and IBM’s array-based QLM and Qiskit, respectively, as well as the considered decision diagrams-based approach with and without the improvement from Section 4. Note that the accumulated CPU time of the array-based approaches would be substantially larger than the real time values listed in Table 1, since both approaches heavily utilize concurrency enabled by the available five cores during the simulation. Cells without any entries represent instances where the timeout of one hour has been exceeded.

The results clearly confirm the observations from above: Considering decoherence errors during simulation does not necessarily harm the compact representation of decision diagrams. In fact, the respective memory requirements for the decision diagrams remain rather moderate (never more than 150 MB), while they sky-rocket for the array-based approaches (certainly, the main reason why those approaches only scale up to 15 or 14 qubits, respectively). At the same time, it also can be seen that run-time becomes much more the limiting factor for the decision diagram-based simulation. This confirms the discussion from Section 3.2 and shows the impact of the advanced method of conducting the required operations as described in Section 4—eventually yielding improvements of several orders of magnitude and more than twice the scalability.

6 CONCLUSION

Decision diagrams provide a promising alternative for quantum circuit simulation due to their capability of representing vectors and matrices in a much more compact fashion than, e.g., array-based methods. But no work existed yet which investigated whether these promising effects can be maintained when decoherence errors—still, a dominating aspect in quantum computing—are additionally assumed. This work sheds light on this. We observed that considering decoherence errors not necessarily harms the compact representation, but leads to new challenges with respect to conducting the respectively required operations in a run-time-efficient fashion. In order to address these challenges an advanced method has been proposed, which mitigates the negative effects and led to improvements of several orders of magnitudes. By this, we showed that quantum circuit simulation using decision diagrams remains a promising approach also when decoherence errors are considered.
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Table 1: Experimental results

| #Qubits | QLM | Mem [MB] | Time [s] | Decision diagram-based | Without Improvement | Mem [MB] | Time [s] | With Improvement | Mem [MB] | Time [s] |
|---------|-----|----------|----------|-------------------------|--------------------|----------|----------|------------------|----------|----------|
| 10      | QLM | 142.11   | 2.06     | Qiskit                   | 261.57             | 40.04    | 94.44    | 0.47             | 41.94    | 0.16     |
| 11      | QLM | 190.21   | 4.29     | Qiskit                   | 313.65             | 97.27    | 95.03    | 0.87             | 41.00    | 0.16     |
| 12      | QLM | 390.43   | 13.54    | Qiskit                   | 505.40             | 174.69   | 97.62    | 2.40             | 39.97    | 0.17     |
| 13      | QLM | 1166.96  | 58.22    | Qiskit                   | 1297.79            | 366.26   | 98.22    | 7.47             | 40.48    | 0.17     |
| 14      | QLM | 4241.86  | 265.40   | Qiskit                   | 4287.89            | 1144.23  | 100.58   | 22.49            | 40.74    | 0.17     |
| 15      | QLM | 16353.59 | 1217.52  | Qiskit                   | 16353.59           | 1217.52  | 103.10   | 72.89            | 43.21    | 0.17     |
| 16      | QLM | 135.08   | 1255.23  | Qiskit                   | 135.08             | 1255.23  | 107.69   | 269.04           | 41.70    | 0.17     |
| 17      | QLM | 94.44    | 0.47     | Qiskit                   | 94.44              | 0.47     | 109.55   | 1067.78          | 94.46    | 0.27     |
| 18      | QLM | 129.85   | 528.62   | Qiskit                   | 129.85             | 528.62   | 97.21    | 2.27             | 97.21    | 0.27     |
| 19      | QLM | 98.22    | 7.47     | Qiskit                   | 98.22              | 7.47     | 103.10   | 72.89            | 43.21    | 0.17     |
| 20      | QLM | 97.62    | 2.40     | Qiskit                   | 97.62              | 2.40     | 107.69   | 269.04           | 41.70    | 0.17     |
| 21      | QLM | 41.00    | 0.16     | Qiskit                   | 41.00              | 0.16     | 109.55   | 1067.78          | 94.46    | 0.27     |
| 22      | QLM | 390.43   | 13.54    | Qiskit                   | 390.43             | 13.54    | 103.10   | 72.89            | 43.21    | 0.17     |
| 23      | QLM | 41.70    | 0.17     | Qiskit                   | 41.70              | 0.17     | 107.69   | 269.04           | 41.70    | 0.17     |
| 24      | QLM | 103.10   | 72.89    | Qiskit                   | 103.10             | 72.89    | 109.55   | 1067.78          | 94.46    | 0.27     |
| 25      | QLM | 98.22    | 7.47     | Qiskit                   | 98.22              | 7.47     | 107.69   | 269.04           | 41.70    | 0.17     |
| 26      | QLM | 97.62    | 2.40     | Qiskit                   | 97.62              | 2.40     | 107.69   | 269.04           | 41.70    | 0.17     |
| 27      | QLM | 94.44    | 0.47     | Qiskit                   | 94.44              | 0.47     | 107.69   | 269.04           | 41.70    | 0.17     |
| 28      | QLM | 129.85   | 528.62   | Qiskit                   | 129.85             | 528.62   | 109.55   | 1067.78          | 94.46    | 0.27     |
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