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The density matrix of a non-relativistic quantum system, divided into \( N \) sub-systems, is rewritten in terms of the set of all partitioned density matrices for the system. For the case where the different sub-systems are distinguishable, we derive a hierarchy of equations of motion linking the dynamics of all the partitioned density matrices, analogous to the “Schwinger-Dyson” hierarchy in quantum field theory. The special case of a set of \( N \) coupled spin-1/2 “qubits” is worked out in detail. The equations are then rewritten in terms of a set of “entanglement correlators”, which comprise all the possible correlation functions for the system - this case is worked out for coupled spin systems. The equations of motion for these correlators can be written in terms of a first-order differential equation for an entanglement correlator supervector.

PACS numbers:

I. INTRODUCTION

In both physics and chemistry, the study of quantum-mechanical phenomena requires a definition of various statistical measures of correlation, between different sub-systems of a given physical system. Typically one is interested in two cases:

(i) We have an isolated system, and want to understand the internal correlations between its different parts, and their respective dynamics. Fig. 1(a) shows a quantum system \( S \) with degrees of freedom divided into \( N \) sub-systems \( \sigma_j \), with \( j = 1, 2, \ldots, N \). We wish to characterize the dynamics of \( S \) in terms of the dynamics of the correlations over the \( N \) sub-systems\textsuperscript{[1]}

(ii) Our system \( S \) is coupled to an “environment” \( E \), and we may wish to integrate out/average over at least some of the environmental degrees of freedom\textsuperscript{[2]} In Fig. 1(b) we show \( S \) coupled to \( E \), which can itself be subdivided into \( M \) sub-systems. Now we want to characterize the behaviour of both \( S \) and \( E \) in terms of both the internal correlations between their separate sub-systems, and also the correlations between sub-systems of \( S \) and \( E \). If we average wholly or partially over the environmental degrees of freedom, we would still like to be able to characterize the behaviour of \( S \).

In the first case, of an isolated system, this means we wish to find not only the dynamics of the total density matrix \( \rho_S(t) \) for \( S \), but also the dynamics of the reduced density matrices for all the different sub-sets of \( S \), and of the density matrices describing the correlations between these sub-sets. As an example, suppose that \( N = 3 \). Then we can write \( \rho_S \) as

\[
\rho_S = \tilde{\rho}_1 \tilde{\rho}_2 \tilde{\rho}_3 + \rho_{123}^C + \tilde{\rho}_1 \rho_{2} \rho_{13}^C + \tilde{\rho}_2 \rho_{13} \rho_{12}^C \tag{1}
\]

where the \( \tilde{\rho}_j \) are reduced density matrices for the sub-system \( j \), and the \( \rho_{ij}^C \) and \( \rho_{123}^C \) are density matrices describing the correlations between the sub-systems (including all the different kinds of multipartite entanglement between them). Our task is then to find the coupled equations of motion for each of these objects. In this paper we do this, both for the hierarchy of different correlated density matrices, and for a set of “entanglement correlators” to be defined in the paper. We note that for \( N \) sub-systems we will be dealing with all the different possible partitions of these subsets\textsuperscript{[3]}

One can treat both relativistic fields and non-relativistic systems of particles and/or spins, using the
same general framework for each. However here we focus on non-relativistic systems, in which the sub-systems are distinguishable. As our primary example we will choose systems of spins or of qubits.

Two key questions that have driven this work are (i) what is a good way to characterize the many different levels of entanglement that exist between all the different sub-systems of a given \( N \)-body system; and (ii) what are the equations of motion for the coupled density matrices and the associated entanglement correlators, and how does this affect the dynamics of experimental quantities? The first question overlaps with work done over a long period in the quantum information community, notably on entanglement and separability \cite{9–11} on measures of multipartite entanglement \cite{12,13} on its detection \cite{14,15} and on “disconnectivity” \cite{16}.

However we stress that our main goal here has been to elucidate the second question. In this sense our results are - in a way to be explained - a generalization of the “Schwinger-Dyson” hierarchy of coupled field correlators in either relativistic quantum field theory \cite{17} or non-relativistic \( N \)-particle theory \cite{18}. In the classical limit one can also see a relationship to the BBGKY hierarchy of equations of motion \cite{19}.

To fully appreciate the results to be described, one needs to develop the theory both for isolated systems like that in Fig. 1(a), and for systems coupled to an environment like those depicted in Fig. 1(b). To prevent this paper from becoming too long, we have divided the work into two parts: the present paper deals with isolated systems, and a following paper \cite{20} deals with systems coupled to a bath (where several new issues of principle arise). The main mathematical task of the present paper is the derivation of the relevant equations of motion. From a purely physical point of view, the present paper is more relevant to the dynamics of entanglement, whereas the second paper focuses more on the dynamics of “disentanglement” (i.e., what is usually called “decoherence”).

Clearly there are many physical examples for which the results might be used. Here we have focused here on one specific system, a set of \( N \) “qubits”, or spin-1/2 systems. In other papers we discuss (i) specific applications to non-relativistic systems, notably the quantum Ising system \cite{21} and (ii) the treatment of relativistic quantum fields, where we reformulate the present work in terms of path integrals and “composite field correlators” \cite{22}.

We stress that in this paper we only derive the equations of motion, but do not try to solve them. To do this requires picking a specific Hamiltonian, and then - since any hierarchy of equations of motion is generally unsolvable - it needs some approximation scheme. In papers relying on this one, we have given approximate solutions for (a) the quantum Ising model \cite{23} and (b) the central spin model \cite{24,25}.

The plan of this paper is as follows. In section II we describe any non-relativistic many-body quantum system \( \mathcal{S} \) in terms of a sum over all the different possible partitions of \( n \) specific subsets of \( \mathcal{S} \), of functions defined for each of these partitions. These different parts are assumed distinguishable. We then write this sum in terms of a complete set of “entanglement correlated density matrices” for the system. Then, in section III we show how this works for an \( N \)-qubit system, doing this for a pair and a triplet of qubits as well as for general \( N \).

Moving on to dynamics, in section IV we derive a hierarchy of coupled equations of motion for the partitioned density matrices over the different sub-systems, with the only assumption being pairwise interactions between these sub-systems; then we give results for the specific example of an \( N \)-qubit system. In section V we connect all of this with the measurement of physical quantities, by defining an “entanglement correlator supervector”, which has as coordinates a list of all possible correlation functions that can be defined between all of the different operators which can act on the system. The equation of motion of this vector satisfies a first-order differential equation, and is simple to analyze.

Because the use of partitioned density matrices and their dynamics is rather novel, we have tried to keep technical details to a minimum in the main body of the paper (and stressed simple examples for the same reason). Accordingly, lengthy derivations have been relegated to several Appendices.

II. PARTITIONED DENSITY MATRICES AND THEIR CORRELATIONS

In what follows we first define a set of correlated density matrices in terms of the full (unreduced) density matrix of the entire system \( \mathcal{S} \) we are dealing with. To make intuitively clear what these correlated density matrices are, we discuss in some detail the example of a system partitioned into 4 sub-systems. Then we give a general expression for the correlated density matrices for some part \( \mathcal{A}_n \) of the entire system containing \( n \) sub-systems; and we discuss one of the key defining properties of the entanglement correlated density matrices.

A. Definition of correlated density matrices

Consider a system \( \mathcal{S} \) made up of some number \( N \) of distinguishable disjoint subsystems (which we will often call “elementary cells”, or just “cells” for short). We may then enumerate all possible different ways of partitioning \( \mathcal{S} \) into groups of subsets - this list constitutes a set \( \mathcal{P}_\mathcal{S} \). As an example, in Fig. 2 we show the various partitions for the case \( N = 4 \). We can also enumerate all possible subsets of \( \mathcal{S} \); this list forms another set \( \mathcal{A}_\mathcal{S} \).

The two sets \( \mathcal{P}_\mathcal{S} \) and \( \mathcal{A}_\mathcal{S} \) are not the same. Thus, suppose we have \( N \) elementary cells. The set \( \mathcal{P}_\mathcal{S} \) of all partitions of \( \mathcal{S} \) then contains \( B_N \) members, where \( B_N \) is the Bell number \cite{26}, we will label the different members by \( \mathcal{P}_\mu \), with \( \mu = 1, 2, \ldots, B_N \), noting that one of the partitions...
of the system in terms of all the different reduced density matrices are defined in the usual way, ie., we define the correlated density matrices below. The reduced density matrices \( \bar{\rho} \) are made up of the subsets (12), (3), and (4) of \( S \). Notice that any given partition of \( S \) is the set of \( |S\rangle \) members of \( S \) of \( S \) grows exponentially with \( N \) (we have \( B_1 = 1, B_2 = 2, B_3 = 5, B_4 = 15, B_5 = 52, \) and already \( B_6 = 1.4 \times 10^9 \)). We will not, in this paper, need to know anything more about \( B_N \).
The set \( A_{S} \), on the other hand, simply has as members the different subsets of \( S \); it is usually called the "power set" of \( S \). If \( S \) has \( N \) members, then the total number of members of \( A_S \) is just \( 2^N \); these are easily enumerated. We will label the members of \( A_S \) by \( a_\alpha \), where \( a_\alpha = 1, 2, ..., 2^N \), for a set \( S \) containing \( N \) members.

Notice that any given partition of \( S \) is made up of the subsets (12), (3), and (4) of \( S \). We can write this statement as \( p_\mu = \prod_{a_\alpha \in p_\mu} a_\alpha \).

With these distinctions in mind, we would like in what follows to find an expression for the total density matrix of the system in terms of all the different reduced density matrices for the different subsets of \( S \), and of all the different entanglement correlated density matrices.

We will give a precise definition of these entanglement correlated density matrices below. The reduced density matrices are defined in the usual way, ie., we define the reduced density matrix \( \bar{\rho}_a \) for some specific subset \( a \) of \( S \) as the sum over all subsets \( A \) of \( S \) that make them useful. First, eqtn. (3) is a linear expansion of the full density matrix in terms of the \( \bar{\rho}_a \). Second, we will take it as one of the defining conditions for the entanglement correlated density matrices that if we trace any single cell out of \( \bar{\rho}_a \) we get zero; ie., we have for any \( i \in A \) that

\[
\hbox{tr} \bar{\rho}_a = 0 \quad (\forall i \in A)
\]

respectively.

Consider the terms in the sum \( \bar{\rho}_a \), in the cases where (i) \( A = \emptyset \), (ii) \( A = \{1, 2, 3\} \) and (iii) \( A = S \). These terms are then given by

\[
\bar{\rho}_S = \prod_{i \in S} \bar{\rho}_i \quad (A = \emptyset)
\]

\[
\bar{\rho}_S = \left( \prod_{i \in \{1, 2, 3\}} \bar{\rho}_i \right) \bar{\rho}_{123}^C \quad (A = \{1, 2, 3\})
\]

\[
\bar{\rho}_S = \bar{\rho}_S^C \quad (A = S)
\]

Now eqtns. (3) and (10), taken together, define the correlated parts \( \bar{\rho}_a^C \) uniquely. However one needs to unpack these equations to see what they really mean; and we would also like to have an explicit expression for \( \bar{\rho}_a^C \). In what follows we first see how to understand \( \bar{\rho}_a^C \) with simple examples; and we then find the desired expression for \( \bar{\rho}_a^C \).

B. A 4-cell example

The kind of thing we are talking about can be simply understood by looking at a system \( S \) composed of 4 distinguishable cells, with each cell denoted by a black dot. The total number of partitions is \( B_4 = 15 \), where \( B_n \) is the Bell number.
1. Expansion over entanglement correlators

Let us begin by looking at only 2 sub-systems (what we will call a “2-cell” system). The total density matrix $\rho_S$ for $S$ is then

$$\rho_S \equiv \rho_{12} = \bar{\rho}_1 \rho_2 + \rho_{12}^C$$

(11)

where $\bar{\rho}_1$ and $\bar{\rho}_2$ are the reduced density matrices for sub-systems 1 and 2 respectively, and $\rho_{12}^C$ is that part of $\rho_S$ in which there are correlations between the two sub-systems. We write $\rho_S = \rho_{12}$ here to indicate the system now is just made up of two sub-systems 1 and 2.

Notice that (11) actually defines what we mean by $\rho_{12}^C$, ie., we have defined $\rho_{12}^C$ as

$$\rho_{12}^C = \bar{\rho}_1 - \bar{\rho}_2.$$  

(12)

in terms of $\rho_S$, $\bar{\rho}_1$, and $\bar{\rho}_2$. The generalization of (11) to a 3-cell system is simple, and was given already above, in eq. (1) of the introduction.

A system consisting of 4 sub-systems, whose partitions were already shown in Fig. 2 turns out to be more interesting. Then (3) reads

$$\rho_{1234} = \bar{\rho}_1 \bar{\rho}_2 \bar{\rho}_3 \bar{\rho}_4 + \bar{\rho}_4 \bar{\rho}_3 \bar{\rho}_1 + \bar{\rho}_3 \bar{\rho}_2 \bar{\rho}_1 + \bar{\rho}_1 \bar{\rho}_2 \bar{\rho}_3 + \bar{\rho}_2 \bar{\rho}_3 \bar{\rho}_4 + \bar{\rho}_3 \bar{\rho}_4 \bar{\rho}_2 + \bar{\rho}_1 \bar{\rho}_2 \bar{\rho}_4 + \bar{\rho}_1 \bar{\rho}_3 \bar{\rho}_2 + \bar{\rho}_2 \bar{\rho}_3 \bar{\rho}_1 + \bar{\rho}_1 \bar{\rho}_3 \bar{\rho}_2 + \bar{\rho}_1 + \bar{\rho}_2 \bar{\rho}_3 + \rho_{12}^C$$

(13)

Let us first notice how we get the lower reduced density matrices from this. We can immediately trace out cell 4, to get $\rho_{123}$; then, because $\text{tr} \rho_{14}^C = \text{tr} \rho_{24}^C = \ldots = \text{tr} \rho_{124}^C = \ldots = \text{tr} \rho_{1234}^C = 0$, we have

$$\rho_{123} = \frac{1}{4} \text{tr} \rho_{1234}$$

$$= \bar{\rho}_1 \bar{\rho}_2 \bar{\rho}_3 + \bar{\rho}_4 \bar{\rho}_3 \bar{\rho}_1 + \bar{\rho}_3 \bar{\rho}_2 \bar{\rho}_1 + \bar{\rho}_1 \bar{\rho}_2 \bar{\rho}_3 + \bar{\rho}_2 \bar{\rho}_3 \bar{\rho}_4 + \bar{\rho}_3 \bar{\rho}_4 \bar{\rho}_2 + \bar{\rho}_1 \bar{\rho}_2 \bar{\rho}_4 + \bar{\rho}_1 \bar{\rho}_3 \bar{\rho}_2 + \bar{\rho}_2 \bar{\rho}_3 \bar{\rho}_1$$

(14)

which is just eqtn. (11). We can then trace out cell 3, as well, to get

$$\rho_{12} = \text{tr}_{\{3,4\}} \rho_{1234} = \bar{\rho}_1 \bar{\rho}_2 + \rho_{12}^C$$

(15)

which is just eqtn. (11).

Analogous expressions exist for $\rho_{23}^C$ and $\rho_{13}^C$; substituting these into expression (14) and rearranging we then find

$$\rho_{12}^C = \rho_{12} - \rho_{12} \bar{\rho}_3 - \rho_{13} \bar{\rho}_2 - \rho_{23} \bar{\rho}_1 + 2 \bar{\rho}_2 \bar{\rho}_3.$$  

(16)

so that finally we get an expression for the fourth order correlated part of the density matrix as

$$\rho_{1234} = \bar{\rho}_{1234} - \bar{\rho}_{12} \bar{\rho}_4 - \bar{\rho}_{23} \bar{\rho}_4 - \bar{\rho}_{13} \bar{\rho}_2 - \rho_{1234}^C + \bar{\rho}_{12} \bar{\rho}_3 \bar{\rho}_4 + \rho_{23} \bar{\rho}_4 \bar{\rho}_2 + \rho_{13} \bar{\rho}_2 \bar{\rho}_3 + \rho_{12} \bar{\rho}_3 \bar{\rho}_4 + \rho_{23} \bar{\rho}_4 \bar{\rho}_2 + \rho_{13} \bar{\rho}_2 \bar{\rho}_3 + \rho_{12} \bar{\rho}_3 \bar{\rho}_4 + \rho_{23} \bar{\rho}_4 \bar{\rho}_2 + \rho_{13} \bar{\rho}_2 \bar{\rho}_3 + \rho_{12} \bar{\rho}_3 \bar{\rho}_4.$$  

(17)

At this point it is very useful to introduce a diagrammatic representation for the various functions involved. We represent the different cells or sub-systems with “bullets” (ie., by the symbol •), and the reduced density matrix for a group of cells is shown by linking these cells with a thick line. Then, for example, the expression $\rho_{14} \bar{\rho}_2$ is represented as shown in Fig. 3(a).

We now represent the entanglement correlated density matrices, like $\rho_{12}^C, \rho_{123}^C$, etc., by double lines linking the cells. Then, in the 4-cell example, we have for the relation between the full density matrix $\rho_{1234}$ and the entanglement correlated density matrices $\rho_{12}^C$, given above in (13), the diagrammatic representation shown in Fig. 4.

Before continuing with the analysis, we remark two things about these results:

(i) we are not summing over different partitions to get these results, but over different subsets of the 4-site system, ie., over the power set.

(ii) the number of different terms shown in Fig. 4 is not $2^4 = 16$, as one might naively expect for the power set of our 4-site system. Instead it is $2^4 - 4 = 12$. This is because the 4 subsets made from single individual sites gives no contribution - the correlated part of a single site density matrix is zero, as specified in eqtn. (6). Thus in general we expect a total number of diagrams $2^N - N$ to contribute to the expansion (3).

2. Expansion over Cumulant matrices

As just noted, the expansion (3) is not an expansion over the different partitions of the total set $S$, but over the power set. However one can also do an expansion defined directly in terms of these partitions, rather than by the zero trace condition in eqtn. (10).

Suppose we take the set $\Psi_S$ of all partitions of $S$, and then for each one of these partitions we factorize the result into reduced density matrices for single cells uncorrelated with the rest, and a set of “cumulant reduced density matrices” $\rho_{CC}$ for the other cells. The expansion of the total density matrix in terms of these cumulant matrices then has the same structure as a cumulant expansion of a joint probability function or functional; ie., we can write

$$\rho_S = \sum_{P, \mu} \prod_{A \in P, \mu} \rho_{CC}.$$  

(18)

Equation (18) can be used to inductively to define $\rho_{CC}$, with the convention that for a single elementary sub-system, the cumulant matrix $\rho_{CC}$ is defined to be the reduced density matrix, ie., $\rho_{CC} \equiv \rho_i$. The relation between this cumulant expansion and the power set expansion we are using here, which is given in terms of entanglement correlated density matrices, is easily illustrated for the 4-cell problem, for which we find
the cumulant expansion
\[
\rho_{1234} = \tilde{\rho}_{123} + \tilde{\rho}_{124} + \tilde{\rho}_{134} + \tilde{\rho}_{1234} + \tilde{\rho}_{234} + \tilde{\rho}_{243} + \tilde{\rho}_{23} + \tilde{\rho}_{24} + \tilde{\rho}_{34} + \tilde{\rho}_{1} + \tilde{\rho}_{2} + \tilde{\rho}_{3} + \tilde{\rho}_{4} + \tilde{\rho}_{12} + \tilde{\rho}_{13} + \tilde{\rho}_{14} + \tilde{\rho}_{23} + \tilde{\rho}_{24} + \tilde{\rho}_{34} + \tilde{\rho}_{123} + \tilde{\rho}_{124} + \tilde{\rho}_{134} + \tilde{\rho}_{1234}
\]

for \(\rho_{1234}\) in terms of the \(\rho^{CC}\).

One can of course invert the relation as well. Thus, for example, the 4th-order cumulant density matrix is given in terms of the entanglement correlated matrices \(\rho^{CC}\) as a sum over entanglement correlated density matrices
\[
\rho_{123}^{CC} \equiv \rho_{123} - \rho_{12} \rho_{3} - \rho_{1} \rho_{23} - \rho_{13} \rho_{2}
\]

which when expanded out gives
\[
\rho_{123}^{CC} = \rho_{123} - \rho_{12} \rho_{3} - \rho_{1} \rho_{23} - \rho_{13} \rho_{2} - \rho_{1} \rho_{23} - \rho_{13} \rho_{2} + 2(\rho_{12} \rho_{3} - \rho_{12} \rho_{3} - \rho_{13} \rho_{2} - \rho_{1} \rho_{23} + \rho_{13} \rho_{2}) - 6(\rho_{1} \rho_{2} \rho_{3} - \rho_{1} \rho_{2} \rho_{3} - \rho_{1} \rho_{2} \rho_{3})
\]

We can also illustrate the cumulant expansion diagrammatically. If we represent the cumulant reduced density matrices \(\rho^{CC}\) by single lines between the relevant cells (compare Figs. 3(b) and 3(c)). Then, for the relation between the full density matrix \(\rho_{1234}\) and the cumulant density matrices \(\rho^{CC}\), we have the diagrammatic representation shown in Fig. 4.

We see that the relationship between the full density matrix \(\rho_S\) and the cumulant density matrices \(\rho^{CC}\) is the same as that in a typical cumulant expansion, and so can be derived in the usual way for any value of \(n\).
III. EXAMPLE: N-QUBIT SPIN SYSTEM

The example of a set of spins is extremely useful in understanding what is going on in the hierarchy of density matrices. In what follows we consider a system \( S \) of \( N \) spin-1/2 “qubits”, with fixed pairwise interactions between them. This is a simple toy model for a quantum information processing system. It is also used to model many real physical materials devised for quantum information processing, where a decohering bath also exists - examples abound in solid-state electronic and nuclear spin systems\(^{24-27}\) as well as neutral cold atoms\(^{28}\).

In this example, our “elementary cells” become much simpler - each cell is a single spin-1/2 degree of freedom. Because these cells are irreducible, i.e., can no longer be split into a set of smaller “sub-cells”, we will refer in this case to the cells as “sites”.

Apart from discussing the general \( N \)-qubit case, we also look in detail at pairs and triplets of spins \((N = 2, 3)\). The results are useful - in particular, they teach us that the easiest way to understand the hierarchy of entanglement at the level of different qubits is just to look at the different partitioned correlated density matrices.

A. General Results for \( N \) coupled Qubits

In what follows we wish to write some of the results of the last section for a set of \( N \) qubits - these results will hold regardless of what kinds of interaction may exist between the qubits, or what external fields may be acting on them.

1. Spin Representations

We begin by establishing some notation. In dealing with a set of \( N \) spin-half’s we write Pauli matrices for each spin as \( \{\sigma^\mu_i\} \) (where \( i \in \{1, 2, \ldots, N\} \) labels the site and in the “Cartesian” representation \( \mu \in \{x, y, z\} \) denotes the Cartesian components). We will also use a “ladder operator” representation: defining

\[
\sigma^\pm \equiv \frac{1}{\sqrt{2}} (\sigma^x \pm i\sigma^y). \tag{24}
\]

we will use barred indices, \( \bar{\mu} \in \{+, -, z\} \) to describe the different components of the spins in this representation so that

\[
\langle \sigma^\bar{\mu} \rangle = \begin{pmatrix} \langle \sigma^+ \rangle \\ \langle \sigma^- \rangle \\ \langle \sigma^z \rangle \end{pmatrix}. \tag{25}
\]

Then for a single spin we have the density matrix in the Bloch representation\(^{29}\)

\[
\rho = \frac{1}{2} (1 + \langle \sigma \rangle \cdot \sigma). \tag{26}
\]

The example of a set of spins is extremely useful in understanding what is going on in the hierarchy of density matrices. In what follows we consider a system \( S \) of \( N \) spin-1/2 “qubits”, with fixed pairwise interactions between them. This is a simple toy model for a quantum information processing system. It is also used to model many real physical materials devised for quantum information processing, where a decohering bath also exists - examples abound in solid-state electronic and nuclear spin systems\(^{24-27}\) as well as neutral cold atoms\(^{28}\).

In this example, our “elementary cells” become much simpler - each cell is a single spin-1/2 degree of freedom. Because these cells are irreducible, i.e., can no longer be split into a set of smaller “sub-cells”, we will refer in this case to the cells as “sites”.

Apart from discussing the general \( N \)-qubit case, we also look in detail at pairs and triplets of spins \((N = 2, 3)\). The results are useful - in particular, they teach us that the easiest way to understand the hierarchy of entanglement at the level of different qubits is just to look at the different partitioned correlated density matrices.

A. General Results for \( N \) coupled Qubits

In what follows we wish to write some of the results of the last section for a set of \( N \) qubits - these results will hold regardless of what kinds of interaction may exist between the qubits, or what external fields may be acting on them.

1. Spin Representations

We begin by establishing some notation. In dealing with a set of \( N \) spin-half’s we write Pauli matrices for each spin as \( \{\sigma^\mu_i\} \) (where \( i \in \{1, 2, \ldots, N\} \) labels the site and in the “Cartesian” representation \( \mu \in \{x, y, z\} \) denotes the Cartesian components). We will also use a “ladder operator” representation: defining

\[
\sigma^\pm \equiv \frac{1}{\sqrt{2}} (\sigma^x \pm i\sigma^y). \tag{24}
\]

we will use barred indices, \( \bar{\mu} \in \{+, -, z\} \) to describe the different components of the spins in this representation so that

\[
\langle \sigma^\bar{\mu} \rangle = \begin{pmatrix} \langle \sigma^+ \rangle \\ \langle \sigma^- \rangle \\ \langle \sigma^z \rangle \end{pmatrix}. \tag{25}
\]

Then for a single spin we have the density matrix in the Bloch representation\(^{29}\)

\[
\rho = \frac{1}{2} (1 + \langle \sigma \rangle \cdot \sigma). \tag{26}
\]
so that $\text{tr} \rho^2 = \frac{1}{2}(1 + (\sigma_1^z)^2)$, and for a pure state the polarization $(\sigma_1^z)$ sits on the Bloch sphere, with $|\langle \sigma_1^z \rangle| = 1$; otherwise $|\langle \sigma_1^z \rangle| < 1$. In the ladder representation this single-spin density matrix is written

$$
\rho = \frac{1}{2} \left( 1 + \langle \sigma_i^+ \rangle \sigma_i^- + \langle \sigma_i^- \rangle \sigma_i^+ + \langle \sigma_i^z \rangle \sigma_i^z \right). \quad (27)
$$

Notice that in the Cartesian representation the trace $\text{tr} \sigma^\mu\sigma^{\nu} = 2\delta^{\mu\nu}$, so that the coefficient of a given operator in any operator expansion is the expectation of that operator. This is no longer true in the ladder representation, in any operator expansion is the expectation of that operator expansion, so that

$$
\text{tr} \rho = 1. \quad (29)
$$

In what follows we will denote the eigenstates of $\hat{\sigma}_z$ by $|\uparrow\rangle$, $|\downarrow\rangle$, so that

$$
|\uparrow\rangle|\uparrow\rangle| = \frac{1}{2}(1 + \sigma^z) \quad (30)
$$

and for a pure state at some angle $\phi$ in the $xy$-plane,

$$
\rho_{\sigma^\mu\sigma^{\nu}} = \frac{1}{2}(|\uparrow\rangle + e^{i\phi} |\downarrow\rangle)(|\uparrow\rangle + e^{-i\phi} |\downarrow\rangle) = \frac{1}{2}(1 + \cos \phi \sigma^x + \sin \phi \sigma^y). \quad (32)
$$

with $\sigma^\mu\sigma^{\nu} = \pm 1$ labelling the rows and columns of the density matrix.

2. **General Results for $N$ qubits**

We assume a system of $N$ qubits $\{\sigma_j\}$, with $j = 1, 2, ..., N$. Let us write the density matrix for this system $S$ in the form

$$
\rho_S = \frac{1}{2^N} \sum_{C \subseteq S} \prod_{i \in C} \sigma_i^{\mu_i} \prod_{i \in C} \sigma_i^{\mu_i}. \quad (33)
$$

in which the density matrix contains contributions from all $2^N$ distinct subsets $C$ of the set $S$. The contribution to the density matrix from a given cluster $C$ is determined by the correlation tensor for those spins contracted into a product of the Pauli matrices then multiplied by a normalisation factor.

Clearly $\rho_S$, composed entirely of Pauli matrices, must be Hermitian. The trace of $\rho_S$ comes from the contribution in which $C$ is the empty set (because all the Pauli matrices are traceless) which is $2^{-N} \text{tr}(I) = 1$ as required.

One can verify that $\text{tr}(\sigma_i^\mu \rho_S) = \langle \sigma_i^\mu \rangle$ etc. by using the relation $\sigma_i^\mu \sigma_i^{\nu} = \delta^{\mu\nu} I_1 + i \epsilon^{\mu\nu\gamma} \sigma_i^\gamma$ and using the traceless property of the Pauli matrices (so that any term in the sum which contains a Pauli matrix after it has been multiplied by $\sigma_i^\mu$ gives zero). In general the density matrix must be positive semidefinite, although this is a hard condition to get a handle on using the representation (33), as it depends on the spectrum of $\rho_S$. If $\rho_S$ represents a pure state then $\rho_S^2 = \rho_S$, which can be used to derive those relations among the correlation functions which hold for pure states (see section [III.B.1] below for examples). More generally we have

$$
\text{tr} \rho_S^2 = \frac{1}{2^N} \sum_{C \subseteq S} \left( \prod_{i \in C} \sigma_i^{\mu_i} \right) \left( \prod_{i \in C} \sigma_i^{\mu_i} \right) \leq 1. \quad (34)
$$

As noted above, there are $2^N$ possible $C \subseteq S$. When one takes the partial trace of (33) we see that the expression for a reduced density matrix on a set $A \subseteq S$ containing $n$ spins is of the same form as (33), viz.,

$$
\rho_A = \frac{1}{2^n} \sum_{C \subseteq A} \left( \prod_{i \in C} \sigma_i^{\mu_i} \right) \prod_{i \in C} \sigma_i^{\mu_i}. \quad (35)
$$

By using the trace identity (29) we also see that the representation of the density matrix in terms of barred variables is just

$$
\rho_S = \frac{1}{2^N} \sum_{C \subseteq S} \left( \prod_{i \in C} \sigma_i^{\mu_i} \right) \prod_{i \in C} \sigma_i^{\mu_i}. \quad (36)
$$

so that this representation of $\rho_S$ is identical in form to the Cartesian representation in (33).

B. **Some examples**

The following simple examples are useful in that they not only illustrate much of the general theory discussed so far, but they also indicate some of the ways in which it can be further developed.

1. **A pair of spins**

Consider a pair of spins $\sigma_1, \sigma_2$, for which the density matrix is

$$
\rho_{12} = \frac{1}{4} \left( 1 + \sum_{j=1,2} \langle \sigma_j \rangle \sigma_j^\mu + \langle \sigma_1^\mu \sigma_2^\nu \rangle \sigma_1^\mu \sigma_2^\nu \right) \quad (37)
$$

We can split this up to a correlated and uncorrelated part, according to

$$
\rho_{12} = \rho_{12}^C + \rho_{12}^U = \frac{1}{4} \prod_j (1 + \langle \sigma_j \rangle \sigma_j^\mu) + \frac{1}{4} (\langle \sigma_1^\mu \sigma_2^\nu \rangle) \sigma_1^\mu \sigma_2^\nu \quad (38)
$$
where we have defined
\[
\langle (\sigma_1 \mu \sigma_2 \nu) \rangle = \langle \sigma_1 \mu \rho_2 \nu \rangle - \langle \sigma_1 \mu \rangle \langle \sigma_2 \nu \rangle.
\] (39)

Now \( \rho_{12} \) is a 4 \times 4 hermitian matrix with unit trace, and as such has 16-1=15 free real parameters, viz., 3 components of \( \langle \sigma_1 \rangle \) and \( \langle \sigma_2 \rangle \) each, and 9 components of \( \langle \sigma_1 \mu \sigma_2 \nu \rangle \). In the case of a single qubit in a pure state, the
the state \( | \rightarrow \rightarrow \rangle \), with both spins polarised in the \( x \) direction, and the state \( | \rightarrow \rightarrow \rangle \), with both spins polarised in the \( z \) direction.

Now \( \rho_{12} \) is a 4 \times 4 hermitian matrix with unit trace, and as such has 16-1=15 free real parameters, viz., 3 components of \( \langle \sigma_1 \rangle \) and \( \langle \sigma_2 \rangle \) each, and 9 components of \( \langle \sigma_1 \mu \sigma_2 \nu \rangle \). In the case of a single qubit in a pure state, the
spin had to lie on the Bloch sphere. In the two-qubit case things are more complicated; for a pure state one requires \( \rho_{12}^2 = \rho_{12} \), which leads to the following constraints on the correlators,
\[
3 = \langle \sigma_1 \rangle^2 + \langle \sigma_2 \rangle^2 + \langle \sigma_1 \mu \sigma_2 \nu \rangle \] (40)
\[
\langle \sigma_1^\mu \sigma_2^\nu \rangle = \langle \sigma_1^\mu \rangle \langle \sigma_2^\nu \rangle - \langle \sigma_1 \mu \rangle \langle \sigma_2 \nu \rangle \] (41)
\[
\langle \sigma_1^x \sigma_2^z \rangle = \langle \sigma_1^x \rangle \langle \sigma_2^z \rangle - \frac{1}{2} \epsilon^{\mu\nu\lambda} e^{\nu\gamma} \langle \sigma_1^\mu \sigma_2^\lambda \rangle \] (42)
\[
\langle \sigma_1^x \sigma_2^x \rangle = \langle \sigma_1^z \rangle \langle \sigma_2^z \rangle - \frac{1}{2} \epsilon^{\mu\nu\lambda} e^{\nu\gamma} \langle \sigma_1^\mu \sigma_2^\lambda \rangle \] (43)

This gives 1+3+3+9 = 16 constraint equations on the correlators for a pure state - obviously only 10 of these are independent, since there is a 6-dimensional set of real numbers which describes the possible pure states (8 real numbers describe a 2-qubit ket \( | \psi \rangle \), reduced by two by the requirements of normalisation and the invariance of \( \rho_{12} = | \psi \rangle \langle \psi | \) under phase rotations). For the pure state,
\[
| \psi \rangle = \sum_{\sigma, \sigma'} a_{\sigma \sigma'} e^{i \phi_{\sigma \sigma'}} | \sigma \sigma' \rangle
\] (44)

where \( \sigma, \sigma' = | \uparrow \rangle, | \downarrow \rangle \); the normalization condition is then \( \sum_{\sigma, \sigma'} a_{\sigma \sigma'}^2 = 1 \).

For a general mixed state of two qubits, equations \[ \text{40} \quad \text{43} \] are replaced by a set of three independent inequalities, which ensure the positivity of the density matrix.\[ \text{31} \]

This reflects the fact that a mixed state density matrix requires 15 independent real parameters (the 16 required to define an arbitrary \( 4 \times 4 \) hermitian matrix, minus one because the matrix must be traceless) rather than the eight required to define a pure state.

Of particular interest for qubit pairs are “cat states”, which are fully entangled. An example of such a state is \( | \Psi_2^C \rangle \) with wave-function and density matrix given by
\[
| \Psi_2^C \rangle = \frac{1}{\sqrt{3}} \left( | \uparrow \uparrow \rangle + e^{i \phi_{1+1}} | \downarrow \downarrow \rangle \right)
\] (45)
\[
| \Psi_2^C \rangle \langle \Psi_2^C | = \frac{1}{4} \left( 1 + \cos \phi_{1+1} \left[ \sigma_1^x \sigma_2^x - \sigma_1^y \sigma_2^y \right] + \sin \phi_{1+1} \left[ \sigma_1^y \sigma_2^x + \sigma_1^x \sigma_2^y \right] + \sigma_1^z \sigma_2^z \right)
\] (46)

When we come to look at entanglement dynamics, it is then the correlated part of these functions which will interest us.

Let us now consider the relationship between \( \rho_{12}^2 \) and the different types of entanglement. There is some subtlety in this \[ \text{3} \] especially in the case of mixed states. Consider, for instance, a mixed state which is an incoherent mixture of the state \( | \uparrow \uparrow \rangle \), with spins polarised in the \( z \) direction, and the state \( | \rightarrow \rightarrow \rangle \), with both spins polarised in the \( x \) direction, so that
\[
\rho_{12} = \frac{1}{2} \left( | \uparrow \uparrow \rangle \langle \uparrow \uparrow | + | \rightarrow \rightarrow \rangle \langle \rightarrow \rightarrow | \right)
\]
\[
= \frac{1}{4} \left( 1 + \frac{1}{2} (x + \hat{z}) \cdot (\sigma_1 + \sigma_2) + \frac{1}{2} \left( \sigma_1^x \sigma_2^x + \sigma_1^y \sigma_2^y \right) \right).
\] (47)

Now \( \rho_{12} \) has non-zero correlation functions; we have
\[
\langle \langle \sigma_1^x \sigma_2^y \rangle \rangle = \langle \langle \sigma_1^x \sigma_2^y \rangle \rangle
\]
\[
= -\langle \langle \sigma_1^x \sigma_2^y \rangle \rangle = -\langle \langle \sigma_1^x \sigma_2^y \rangle \rangle = \frac{1}{4}.
\] (48)

On the other hand, since \( \rho_{12} \) is an incoherent mixture of two separable states, it has zero entanglement of formation.\[ \text{27} \text{12} \] This is not the only measure of entanglement; and for a general mixed state the formulae for different entanglement measures may be quite complicated.

This example shows nicely that it makes sense to consider directly the set of correlators, instead of the different entanglement measures. Because the full set of 15 correlators completely specifies the density matrix, all information about entanglement between the pair of qubits is then contained in these correlators. Since any entanglement witness used to detect entanglement is necessarily a Hermitian operator, it follows that its expectation can also be written as a weighted sum over the correlators. Thus we can simply use the correlators themselves as the primary quantities, whose behaviour is to be determined.

2. Three spins

For a system with three spins, the general density matrix is written as a sum over correlators as
\[
\rho_{123} = \frac{1}{8} \left( 1 + \sum_j \langle \sigma_1 \mu \rangle \langle \sigma_j \nu \rangle + \sum_{i<j} \langle \sigma_i \mu \sigma_j \nu \rangle \langle \sigma_i \mu \sigma_j \nu \rangle + \langle \sigma_1 \mu \sigma_2 \nu \sigma_3 \nu \rangle \right)
\]
\[
= \langle \langle \sigma_1 \mu \sigma_2 \nu \sigma_3 \nu \rangle \rangle.
\] (49)

We now have a number of different types of entangled state. Consider as an example the three different states
\[
| \Psi_3^a \rangle = \frac{1}{\sqrt{3}} \left( | \uparrow \uparrow \downarrow \rangle + | \downarrow \downarrow \downarrow \rangle \right)
\] (50)
\[
| \Psi_3^b \rangle = \frac{1}{\sqrt{2}} \left( | \uparrow \uparrow \uparrow \rangle + | \downarrow \downarrow \downarrow \rangle \right)
\] (51)
and
\[
| \Psi_3^c \rangle = \frac{1}{\sqrt{3}} \sum_{\sigma_1, \sigma_2, \sigma_3} | \sigma_1 \sigma_2 \sigma_3 \rangle \delta (\sum_{i} \sigma_j + 1)
\]
\[
= \frac{1}{\sqrt{3}} \left( | \uparrow \downarrow \downarrow \rangle + | \downarrow \uparrow \downarrow \rangle + | \downarrow \downarrow \uparrow \rangle \right)
\] (52)

For each of these states we can find the non-zero expectation values for the correlators in the density matrix.
imply ρ-polarisation. It can be shown that the states also have 2-qubit entanglement, and which is the superposition of two terms, each of which is |qubit entanglement, as the correlated 3-qubit functions |

Now consider the other two states, for which we have

\[
|Ψ₃⟩ : \langle σ₁^z σ₂^z | = \langle σ₁^z σ₂^z | = \langle σ₁^z σ₂^z | = -1 \\
\langle σ₁^z σ₂^z | = \langle σ₁^z σ₂^z | = 1
\]

(53)

We that |Ψ₃⟩ does not have 3-qubit entanglement, because we can write |Ψ₃⟩ = \( \frac{1}{√2} (|↑↑⟩ + |↓↓⟩) \otimes |⟩\), and this is reflected in the fact that the correlated part of the three point function \( \langle \sigma₁ \sigma₂ \sigma₃⟩ \) is zero. However, it does have 2-qubit entanglement and single qubit polarization.

for the second state, and

\[
|Ψ₅⟩ : \langle σᵢ^z σⱼ^z | = \langle σᵢ^z σⱼ^z | = \frac{1}{2}, \langle σᵢ^y σⱼ^y | = \langle σᵢ^y σⱼ^y | = \frac{1}{2}
\]

(54)

for the third state. Both |Ψ₃⟩ and |Ψ₅⟩ do have three qubit entanglement, as the correlated 3-qubit functions are non-zero (this especially obvious in the case of |Ψ₃⟩, which is the superposition of two terms, each of which is obtained from a triple spin flip of the other). Both states also have 2-qubit entanglement, and |Ψ₅⟩ also has single qubit polarisation. It can be shown that the states |Ψ₃⟩ and |Ψ₅⟩ are members of the only two different classes of fully entangled 3-qubit states and all other fully entangled states can be obtained from them by local operations assisted with classical communication.

We observe that neither of the states |Ψ₃⟩, |Ψ₅⟩ has a full “3-qubit entanglement” in the way that |Ψ₅⟩ has full “2-qubit entanglement”. For |Ψ₅⟩ all the single qubit correlators are zero, whereas for the 3-qubit system it is impossible for the following three conditions to hold at once:

\[
\langle σᵢ^μ | = 0 \quad \forall i \in \{1, 2, 3\} \\
\langle σᵢ^μ σⱼ^ν | = 0 \quad \forall i \neq j \in \{1, 2, 3\}
\]

(56)

(57)

(58)

To show this, we note that the first two conditions imply \( ρ_{123} = \frac{1}{8} (I + \langle σ₁μ σ₂ν σ₃λ⟩σ₁^μ σ₂^ν σ₃^λ) \). We can then calculate \( ρ_{123}^2 \) and we find that the “σ₁σ₂σ₃” component is

\[
\frac{1}{32} (σ₁μ σ₂ν σ₃λ)σ₁^μ σ₂^ν σ₃^λ \neq \frac{1}{8} (σ₁μ σ₂ν σ₃λ)σ₁^μ σ₂^ν σ₃^λ
\]

(59)

where the inequality \( \neq \) holds for any non-zero value of \( ⟨σ₁μ σ₂ν σ₃λ⟩ \). Thus the state can’t be pure.

3. N-qubit states

There are still simple questions one can ask about N-qubit states; for example, whether an analogue of the statements (56)-(58) be true when we have N qubits. In other words, one can ask: does the N-qubit density matrix

\[
ρ₁₂...N = \frac{1}{2^N} (I + \langle σ₁μ σ₂ν ... σ₄λ⟩σ₁^μ σ₂^ν ... σ₄^λ) (60)
\]

represent a valid pure state? The answer is that this is true only if \( N = 1 \) or \( N = 2 \). For \( N = 3 \) we have just seen that is not a pure state, and proofs for the non-existence of pure states of the form (60) for \( N \geq 4 \) are given in the literature and refs therein.

When we deal with the full complexity of N-qubit states, it is hard to get very far in their analysis beyond simple statements of this kind. The number of possible partitions of the system becomes immense, growing super-exponentially as the Bell number, and to characterize the entanglement properties is clearly going to be very complicated. There is a large body of literature on the different types of multipartite entanglement, along with several reviews.

However, again, even for \( N \) spins, any observable witness we build to diagnose this entanglement can be expressed as a sum of different clusters of Pauli operators. Thus again it makes sense to go back to the study the dynamics of these correlators, in order to understand the dynamics of entanglement - this is perhaps the main lesson of the examples just examined. We therefore now turn to this dynamics.

IV. DYNAMICS OF PARTITIONED DENSITY MATRICES

One of our main objectives in this paper is to derive the dynamics of the entanglement correlated density matrices. For a system \( S \) made up from N sub-systems or “cells”, this means finding the equations of motion for each of the reduced density operators \( ρ_{A_i}^{(n)} \), as well as the correlated density operators \( ρ_{A_i}^{C(n)} \), which describe the different sub-sets \( ρ_{A_i}^{(n)} \) of \( S \). Now, unless the Hamiltonian for \( S \) is trivially non-interacting (ie., it consists of a simple sum of terms over each cell, with no interactions between the cells), it is clear that these equations of motion will actually couple the different \( ρ_{A_i}^{C(n)} \), since any sub-set \( A_i \) will have interactions with cells not contained in that sub-set (unless of course \( A_i = S \)). Thus we will end up with set of coupled equations of motion, which takes the form of a hierarchy of coupled differential equations.

In what follows we begin by deriving the hierarchy for a general closed system in which all interactions between the different cell subsystems are pairwise. Then, in order to see how things look for a specific example, we derive
the hierarchy for the system of $N$ qubits discussed in the previous section, with a set of local fields on each qubit as well pairwise interactions between them.

A. Result for $N$-partite system

In the most common kind of Hamiltonian in physics, one has (i) a "free" or trivial part which only acts inside individual cells, along with (ii) an interacting part which contains pairwise terms between cells. The Hamiltonian then takes the form

$$H_S \equiv H^0_S + H^I_S = \sum_{j \in S} \left( H^0_j + \frac{1}{2} \sum_{i \notin j \in S} V_{ij} \right)$$ \hspace{1cm} (61)

We make no assumptions for the moment about the nature of the cells, or of the interactions between them, except those assumptions already noted in the introduction, viz., that we refer to distinguishable sets of degrees of freedom for each cell (so that there are no "exchange terms" between cells), and the system is assumed non-relativistic.

The equation of motion for the system density matrix is

$$i \hbar \partial_t \rho_S = [H_S, \rho_S]. \hspace{1cm} (62)$$

Starting from this equation, and taking its trace over all cells except those contained in $A_n$, one can derive an equation of motion for the reduced density matrix $\bar{\rho}_{A_n}$ which takes the form

$$i \hbar \partial_t \bar{\rho}_{A_n} = \left[ \bar{H}_{A_n}, \bar{\rho}_{A_n} \right] + \sum_{\ell \notin \bar{A}_n} \text{tr}_\ell \left( \sum_{j \in \bar{A}_n} \left[ V_{j\ell}, \bar{\rho}_{A_n \cup \{ \ell \}} \right] \right). \hspace{1cm} (63)$$

and we see explicitly how the equation of motion for the $(N-4)$-cell system $A^{(n)}_n$ involves a coupling between the $(N-4)$-cell density matrix $\bar{\rho}_{A^{(n)}_n}$ and a set of $(N-3)$-cell density matrices $\bar{\rho}_{A^{(n)}_n \cup \{ \ell \}}$ with $\ell = 1, 2, \ldots, 4$.

In the next sub-section we discuss the example of a spin system; this will allow us to work out expressions like this explicitly.

As already noted above, there is a loose analogy here with the Schwinger-Dyson equations in quantum field theory and in non-relativistic many-body theory, in that we end up with a chain of coupled integro-differential equations for the $\bar{\rho}_{A^{(n)}_n}$ (here we restore the indices $\alpha$ and $n$, to emphasize that we are dealing in all these equations with a specific subset of $S$ in which $n$ denotes the number of cells involved, and $\alpha$ the specific set of $n$ cells that has been chosen).

B. Hierarchy of equations for reduced density matrices $N$ Spin$-1/2$'s.

For our set of $N$ spin$-1/2$'s, the $\{ \sigma_i \}$, the cells again become individual sites, each with its own spin. We wish to
we now consider two special cases of this general result. The spins contained in $A$ from adding one spin to $A$ spins in $A$ the correlator is given in terms of correlators between the correlator is given in terms of correlators between hierarchy of differential equations: the time derivative of in which we see the characteristic form of a coupled hi-

FIG. 7: An illustration of the terms in the sum in equation [63]. The set $A$, a subset of the total system $S$, is shown in blue in (a), along with four other sets 1, 2, 3, 4 distinct from $A$. Then in (b) in green we show the four different sets that can be made from the union of $A$ and one of the other sets. We have omitted the subscripts on the set variables.

find the dynamics of the various spin correlators, following the general theory given in section IV A. For this we need a Hamiltonian for the $N$-spin system. The general pairwise interaction Hamiltonian for this case is:

$$H = \sum_{i=1}^{N} \frac{1}{2} h_i \cdot \sigma_i + \sum_{i<j}^{N} \frac{1}{2} V_{ij}^{\mu\nu} \sigma_i^\mu \sigma_j^\nu.$$  

(66)

in which we see the characteristic form of a coupled hierarchy of differential equations: the time derivative of the correlator is given in terms of correlators between spins in $A$ and correlators among all possible subsets of $A$ with one spin removed, as well as all possible sets made from adding one spin to $A$. The local field term mixes up the different correlators between qubits in the cluster of qubits $A$, while the interaction terms “transfers correlations” to clusters which contain either one less or one more qubit.

The result (66) is still rather forbidding, mainly because it describes the dynamics of correlators for all of the spins contained in $A$. To make it more transparent, we now consider two special cases of this general result.

In this Hamiltonian each spin feels a local field $h_j$, and we have a pairwise interaction $V_{ij}^{\mu\nu}$ between the spins. Commonly used examples are (i) the quantum Ising model, for which $h_i = h_i \hat{x}$ and $V_{ij}^{\mu\nu} \sigma_i^\mu \sigma_j^\nu = V_{ij}^{zz} \delta^{\mu\nu}$, and (ii) the nearest-neighbour Heisenberg model, where $h_i = h$ is a uniform external field, and $V_{ij}^{\mu\nu} \sigma_i^\mu \sigma_j^\nu = J_o \delta^{\mu\nu}$, with $i, j$ restricted to be nearest neighbours.

In what follows we first derive the general hierarchy of equations of motion, and then look at some simple spacial cases.

1. General Form of Hierarchy

We derive the equations of motion for the various spin correlators from the reduced density matrix equation of motion we have found in [63]. Again, we pick a specific subset $A$ of the total $N$-spin system; we will therefore be interested in the time evolution of expectation values of products of spin operators for spins in $A$.

The result of the calculation can be read off from the general equation of motion in [63]; the commutators are evaluated in Appendix B 2 and we find

$$\frac{d}{dt} \langle \prod_{i \in A} \sigma_i^{\mu_i} \rangle = \sum_{i \in A} \varepsilon^{\mu_i \alpha \beta} h_i^{\alpha} \langle \sigma^{\nu} \prod_{j \in A \setminus \{i\}} \sigma_j^{\mu_j} \rangle + \sum_{i \in A, j \in A \setminus \{i\}} \varepsilon^{\mu_i \alpha \nu} V_{ij}^{\alpha \mu_j} \langle \sigma_i^{\nu} \prod_{k \in A \setminus \{i, j\}} \sigma_k^{\mu_k} \rangle + \sum_{i \in A, j \in A} \varepsilon^{\mu_i \alpha \nu} V_{ij}^{\alpha \lambda} \langle \sigma_i^{\lambda} \sigma_j^{\nu} \prod_{j \in A \setminus \{i\}} \sigma_j^{\mu_j} \rangle$$  

(67)

2. One- and two-spin Correlators

To simplify eqtn. (67), we can make the subset $A$ small. We consider the two simplest cases, where $A$ includes one or two sites.

**Single-site $A$:** Suppose $A$ is just a single spin - without loss of generality we call this “site 1”. Then there is only one correlator, given by the expectation value $\langle \sigma_1^\beta(t) \rangle$; the equation of motion, read off from (67), is just

$$\frac{d}{dt} \langle \sigma_1^{\mu_1} \rangle = \varepsilon^{\mu_1 \alpha \beta} \left( h_1^{\alpha} \langle \sigma_1^\beta \rangle + \sum_{\ell \neq 1} V_{1\ell}^{\alpha \lambda} \langle \sigma_\ell^\lambda \sigma_1^\beta \rangle \right)$$  

(68)
where we recall that $V_{ii}^{\alpha\beta} = 0$, i.e., there is no on-site interaction apart from the local field $h_i$, and we note again that the product over an empty set just gives unity for the 3rd term in (67). In vector notation, eq. (68) reads

$$\frac{d}{dt}\langle \sigma_1 \rangle = (h_1 + \hat{V}_1) \times \langle \sigma_1 \rangle \tag{69}$$

where the total field $\hat{V}_1$ acting on $\sigma_1$ from all the other spins, via the interaction, has components

$$\hat{V}_1^\alpha = \sum_{\ell \neq 1} V_{1\ell}^\alpha (\sigma_\ell^\alpha) \tag{70}$$

Thus (69) is simply telling us that spin 1 is precessing in a total field coming from the local external field plus the field on site 1 generated by all the other spins, via the interaction.

This result is of course well known, and can be derived trivially starting directly from the Hamiltonian. The second term in (69) can be thought of as a “Hartree” mean field interaction term.

Two-site $\mathcal{A}$: Slightly less trivial is the result we get when $\mathcal{A}$ incorporates a pair of sites, which we call site 1 and site 2. We are then interested in the dynamics of the pair correlator $\langle \sigma_1^{\mu_1} \sigma_2^{\mu_2} \rangle$, and we find

$$\frac{d}{dt} \langle \sigma_1^{\mu_1} \sigma_2^{\mu_2} \rangle = \sum_{j \neq j'} \varepsilon^{\mu_1 \alpha \beta} \left[ h_j^\alpha (\sigma_j^\beta \sigma_{j'}^{\beta}) + V_{12}^{\mu_1 \mu_2} (\sigma_j^{\beta}) \right] \tag{71}$$

where $\sum_{j \neq j'}$ means that we sum over both $j$ and $j'$, with the restriction that $j \neq j'$. This result contain both the fields we already saw for the single-site correlator (but now acting on both spins) plus a term - the 2nd term on the RHS in (71) above - which accounts for the interaction between the two spins.

We can now see intuitively how the results will develop as one goes to correlators including larger numbers of spins in $\mathcal{A}$. It is also interesting to see how things simplify if we look at a very small total system. Thus, e.g., suppose system $\mathcal{S}$ comprises only $N = 2$ spins. Then the subsystem $\mathcal{A}$ is just the whole system, and we expect the result to be trivial. Writing out all terms explicitly, we have

$$\frac{d}{dt} \langle \sigma_1^{\mu_1} \sigma_2^{\mu_2} \rangle = \varepsilon^{\mu_1 \alpha \beta} (h_1^\alpha \langle \sigma_1^{\beta} \sigma_2^{\beta} \rangle + V_{12}^{\alpha \mu_2} (\sigma_1^{\beta})) + \varepsilon^{\mu_2 \alpha \beta} (h_2^\alpha \langle \sigma_2^{\beta} \sigma_1^{\beta} \rangle + V_{12}^{\alpha \mu_1} (\sigma_2^{\beta})) \tag{72}$$

where we have written $V_{12} = V_o$ for the interspin interaction; the role of the effective fields acting on the one- and two-spin correlators is now transparent.

3. Relationship to Schwinger-Dyson Hierarchy

The Schwinger-Dyson hierarchy exists in both relativistic and non-relativistic forms - it is an infinite chain of coupled equations of motion for $n$-point correlators, whose specific form depends on the interactions in the theory being treated. Its general form is similar to the classical BBGKY hierarchy.

To see how this related to what we have done, consider the Schwinger-Dyson hierarchy for a scalar field Lagrangian of form

$$\mathcal{L} = \frac{1}{2} \phi \hat{K_o}^{-1} \phi - V(\phi) \tag{73}$$

where $\hat{K_o}$ is the free field propagator. Here $x$ is a spacetime coordinate; and to be definite let us assume a simple local “pairwise” interaction, of form

$$V(\phi) = \frac{g}{4!} \phi^4(x) \tag{74}$$

Then the Schwinger-Dyson hierarchy for the $n$-point correlation functions $G_n(\{x_j\})$, with $j = 1, \ldots, n$, is given by

$$K_o^{-1}(x,x)G_n(x,x',\ldots,x'_{n-1}) - \frac{g}{6} G_{n+2}(x,x,x',\ldots,x'_{n-1}) - \frac{i\hbar}{4} \sum_{j=1}^{n-1} \delta(x-x_j) \tilde{G}_{n-2}(\{x_j\}) = 0 \tag{75}$$

where $K_o^{-1}(x,x') = \langle x|\hat{K_o}^{-1}|x'\rangle$. If we multiply (75) through by $\hat{K_o}$, we have

$$G_n(x,x',\ldots,x'_{n-1}) + \frac{g}{6} \int d^4z K_o(x-z) G_{n+2}(zzz',\ldots,x'_{n-1}) + \frac{i\hbar}{4} \sum_{j=1}^{n-1} K_o(x-x_j) \tilde{G}_{n-2}(\{x_j\}) = 0 \tag{76}$$

In both of these equations we define the “reduced” correlator $\tilde{G}_{n-2}(\{x_j\})$ by

$$\tilde{G}_{n-2}(\{x_j\}) = G_{n-1}(x',\ldots,x'_{j-1},x'_{j+1},\ldots,x'_{n-1}) \tag{77}$$
V. ENTANGLEMENT CORRELATORS

Although the hierarchy of equations governing the dynamics of the different density matrices has a clear physical interpretation, and allows us to formulate the idea of different levels of entanglement, the equations of motion in the form given are not all that convenient to solve.

In what follows we set up a more useful description. The basic idea is fairly simple - we define a “supervector” whose components are an ordered list of all the different time-dependent correlation functions. We then derive a linear first-order differential equation for the time dependence of this vector. In keeping with the rest of this paper, we do not attempt to solve this equation - this will be done elsewhere, in studies of specific models.

To more easily explain the development, we do things first for a simple 2-spin problem, and then discuss some aspects of a general formulation of this kind - in particular, we describe how one treats a pair of coupled systems, and how to treat the equation of motion perturbatively, when there is a small parameter.

A. Example: Entanglement correlator dynamics: two qubits

For an arbitrary quantum system, the set of all possible observables is usually rather complicated. However in the case of spin systems, one can make an exhaustive list. For a single spin \(\tau\), the spin dynamics is completely defined by giving, as a function of time, the expectation values of all 3 components \(\langle \tau_\mu(t) \rangle\). For a pair of spins \(\tau_1\) and \(\tau_2\), 15 different correlators are required, viz., \(\langle \tau_1(t) \rangle\), \(\langle \tau_2(t) \rangle\), and \(\langle \tau_1 \tau_2 \rangle\), where this last contains components \(\langle \tau_1^\alpha(t) \tau_2^\beta(t) \rangle\). For a set of \(N\) qubits, we need \(2^{2N} - 1\) correlators.

To see how the general idea works, we go back to the the example of two qubits, with Hamiltonian

\[
H = \sum_{a=1}^{2} \frac{1}{2} h_a \cdot \tau_a + \frac{1}{2} V_{\mu\nu} \tau_1^\mu \tau_2^\nu
\]  

(78)

in which the orientation of the 2 static fields \(h_1, h_2\) is arbitrary. This is just the Hamiltonian (66), for a pair of spins.

Now, suppose we arrange all the information contained in the 2-qubit density matrix (compare equation (37)) in the form of a 15-component “supervector” \(X\) in the “space of possible correlators”, according to

\[
X = \begin{pmatrix}
X_1 \\
X_2 \\
X_3 \\
X_4 \\
X_5 \\
X_6 \\
X_7 \\
X_8 \\
X_9 \\
X_{10} \\
X_{11} \\
X_{12} \\
X_{13} \\
X_{14} \\
X_{15}
\end{pmatrix} = \begin{pmatrix}
\langle \tau_1^1 \rangle \\
\langle \tau_1^2 \rangle \\
\langle \tau_2^1 \rangle \\
\langle \tau_2^2 \rangle \\
\langle \tau_1 \tau_2 \rangle
\end{pmatrix}
\]  

(79)

We can then rewrite the hierarchy of equations of motion for the 2-qubit density matrix in the form

\[
\frac{d}{dt} X = M X
\]  

(80)

or, written out explicitly, in the block structure

\[
\frac{d}{dt} \begin{pmatrix}
\langle \tau_1 \rangle \\
\langle \tau_2 \rangle \\
\langle \tau_1 \tau_2 \rangle
\end{pmatrix} = \begin{pmatrix}
L_1 & 0 & U_{1,p} \\
0 & L_2 & U_{2,p} \\
U_{p,1} & U_{p,2} & I_p
\end{pmatrix} \begin{pmatrix}
\langle \tau_1 \rangle \\
\langle \tau_2 \rangle \\
\langle \tau_1 \tau_2 \rangle
\end{pmatrix}.
\]  

(81)

Looking first at the diagonal matrix elements of \(M\), we see that \(L_1, L_2\) are \(3 \times 3\) matrices which give an infinitesimal rotation of \(\langle \tau_1 \rangle, \langle \tau_2 \rangle\) around the applied fields. The \(9 \times 9\) matrix \(L_p\) rotates the pair correlator \(\langle \tau_1 \tau_2 \rangle\) around
the applied fields, and can also be written as a rank 4 tensor (the lowered indices in the following expressions are understood to be contracted to the right in equation [81]). Thus we have:

\[
L_1^\mu = h_1^{\mu,\lambda} e_\lambda \\
L_2^\alpha = h_2^{\alpha,\gamma,\beta} \\
L_\mu^\alpha = h_1^{\mu,\beta} e_\alpha + \delta_\mu^\alpha h_2^{\beta,\gamma,\delta}.
\] (82)

Turning now to the non-diagonal interaction matrices, we have terms \(U_{1,p}, U_{2,p}\) which are \(3 \times 9\) matrices, and which create single qubit coherences from the pair correlator; the corresponding terms \(U_{p,1}, U_{p,2}\) are \(9 \times 3\) matrices which create pair coherences from the single qubit coherences. All of these interaction matrices may be represented as rank 3 tensors:

\[
U_{1,p}^{\mu,\nu} = V_{\lambda,\beta} e^{\mu,\lambda,\nu} \\
U_{1,p,1}^{\mu,\nu} = V_{\lambda,\beta,\gamma} e^{\mu,\lambda,\nu} \\
U_{2,p,1}^{\alpha,\nu} = V_{\epsilon,\gamma} e^{\alpha,\gamma,\nu} \\
U_{2,p,2}^{\alpha,\nu} = V_{\epsilon,\gamma} e^{\alpha,\gamma,\nu}.
\] (85)

We see that the matrix \(M\) is fully anti-symmetric and has eigenvalues which are either zero or pure imaginary. One can divide these into two classes, as follows:

(i) there are at least 3 zero eigenvectors of \(M\), which are linear combinations of the eigenstates \(|n\rangle\langle n|\) of the Hamiltonian (the dimensionality of the system of equations is one less than the number of components of the density matrix, because the equations automatically preserve the trace of the density matrix).

(ii) The other eigenvalues of \(M\) occur at every difference \(E_{ii} - E_{mm}\) in the eigenvalues of the Hamiltonian and their eigenvectors are off-diagonal elements of the density matrix \(|n\rangle\langle m|\).

In general we can define a set of Green functions \(\{g_{ij}\}\) with \(i,j \in \{1,2,p\}\) for the solution to the equations of motion [81], so that the solution to the equations of motion for the vector \(\mathbf{X}\) can be written

\[
\mathbf{X}(t) = G(t)\mathbf{X}(0)
\] (89)

where the total propagator has the block form

\[
G(t) = \begin{pmatrix}
g_{11}(t) & g_{12}(t) & g_{1p}(t) \\
g_{21}(t) & g_{22}(t) & g_{2p}(t) \\
g_{p1}(t) & g_{p2}(t) & g_{pp}(t)
\end{pmatrix}
\] (90)

A formal solution for this Green function is found by Laplace transforming; writing \(f(z) = \int_0^{\infty} dt f(t)e^{-zt}\), we have

\[
G(z) = [zI - M]^{-1}.
\] (91)

so that \(G(z)\) has poles at along the imaginary axis at all the differences between the energy eigenvalues \(\pm i\Delta E\) as well as a pole at zero with a degeneracy of at least four.

In the time domain the Green function is just

\[
G(t) = \exp(Mt) = \sum_{n=0}^{\infty} \frac{M^n t^n}{n!}.
\] (92)

This series can be represented graphically (see Fig. 8). We define a graph whose vertices are the possible correlators, having (directed) links between them which represent the block components of \(M\). Then we an \(n\)-th order term in the sum is represented by a “walk” (ie., sequence of \(n\) hops) across \(n\) links between nodes; multiplying each term by \(t^n/n!\) we get the Green function.

It is important to get an idea of what these expressions look like in practice. Suppose we look first at a very simple case, where the Hamiltonian is

\[
H = \frac{1}{2} [\Delta_1 \tau^z + \Delta_2 \sigma^z + \omega \tau^x \sigma^z]
\] (93)

having energy eigenvalues \(\pm \epsilon_1, \pm \epsilon_2\) with

\[
\epsilon_1 = \frac{1}{2} \sqrt{\omega^2 + (\Delta_1 + \Delta_2)^2} \\
\epsilon_2 = \frac{1}{2} \sqrt{\omega^2 + (\Delta_1 - \Delta_2)^2}.
\] (94)

The 225 elements in the \(15 \times 15\) matrix \(M\) can now be written out directly, using eqtns. [82] - [85]. The large majority of the elements are zero; the non zero eigenvalues of \(M\) for this case are

\[
\omega_{10} = (\epsilon_1 - \epsilon_2) \\
\omega_{20} = \epsilon_1 + \epsilon_2 \\
\omega_{30} = 2\epsilon_1 \\
\omega_{21} = 2\epsilon_2.
\] (96)

The different components of \(G(t)\), i.e., the 9 different matrix Green functions given in eqtn. [90] are then multiperiodic functions containing these 4 frequencies. Their
explicit expressions are of course quite lengthy to write out; in App. C the explicit results for $G(z)$ are written in full.

The general 2-qubit Hamiltonian (78) is not much more complicated than this. In particular, the matrix $M$ has the key property that it is rather sparse, i.e., most elements are still zero. To see this, we write the interaction tensor in diagonal form, i.e., $V_{\mu\alpha} = V_{xz}\hat{\mu}\hat{n}_{\alpha} + V_{yy}\hat{y}_{\alpha}$; note that there is always a co-ordinate system where $V_{\mu\alpha}$ is of this form, which can be obtained using the singular value decomposition of $V_{\mu\alpha}$. Then the submatrices which make up $M$ can be written explicitly as

$$L_1 = \begin{pmatrix}
0 & -h_1^x & h_1^y \\
h_1^x & 0 & -h_1^y \\
-h_1^y & h_1^x & 0
\end{pmatrix} \quad (100)$$

$$L_2 = \begin{pmatrix}
0 & -h_2^x & h_2^y \\
h_2^x & 0 & -h_2^y \\
-h_2^y & h_2^x & 0
\end{pmatrix} \quad (101)$$

$$L_p = \begin{pmatrix}
0 & -h_2^x & h_2^y & h_2^z & -h_2^{z'} & 0 & 0 & 0 & 0 \\
-h_2^x & 0 & -h_2^y & h_2^z & -h_2^{z'} & 0 & 0 & 0 & 0 \\
-h_2^y & h_2^x & 0 & -h_2^z & h_2^{z'} & 0 & 0 & 0 & 0 \\
0 & h_2^z & -h_2^{z'} & 0 & 0 & 0 & -h_2^z & h_2^{z'} & 0 \\
0 & 0 & 0 & -h_2^z & 0 & 0 & 0 & -h_2^z & h_2^{z'} \\
0 & 0 & 0 & 0 & 0 & 0 & -h_2^z & h_2^{z'} & 0
\end{pmatrix} \quad (102)$$

$$U_{1p} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & V_{yy} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & V_{yy} & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix} \quad (103)$$

$$U_{2p} = \begin{pmatrix}
0 & 0 & 0 & 0 & V_{yy} & 0 & -V_{zz} & 0 & 0 \\
0 & 0 & -V_{xx} & 0 & 0 & 0 & V_{zz} & 0 & 0 \\
0 & 0 & -V_{yy} & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix} \quad (104)$$

$$U_{p1} = -U_{1p}^T \quad (105)$$

$$U_{p2} = -U_{2p}^T \quad (106)$$

By making $h_a = \hat{x}\Delta_a$, and using a purely longitudinal coupling, we get back the simpler Hamiltonian in (93). In any case, we see that most elements in these matrices are zeroes.

More generally, so long as there are only local fields and pairwise interactions, it is evident that the “sparseness” of the matrix $M$ will increase rapidly with the number of qubits. We will see in future papers that this makes them very useful in practical problems involving many interacting qubits.

B. Remarks on a General Formulation

Let us now consider how this might go for more complicated systems. The generalization of the 2-spin results to $N$ spins is clear - now the supervector $X$ has $d_N = 2^{2N} - 1$ entries, growing very rapidly with $N$.

More generally one may have to deal with systems in the thermodynamic limit, having an infinite number of degrees of freedom. Moreover, most degrees of freedom in Nature are usually described by continuous variables, and this automatically leads to an infinite set of possible correlators (such as the set $\langle x, x' \rangle$, $\langle x, x', x'' \rangle$, etc., for a single coordinate degree of freedom); and as noted in the introduction, the system may be composed of indistinguishable particles.

We will not deal with all these complications here - but it is still useful to understand some more general features of problems involving distinguishable spins. In what follows we look at two key questions, viz., (i) how do things work when we have 2 coupled spin systems, and (ii) if there is a small parameter in the problem, how do we make perturbation expansions for the entanglement correlators?

1. Two Coupled Systems

The special case of two separate but coupled systems is of interest for several reasons. Most notably, it forms the basis for a discussion of a central system coupled to some environment; and it is also useful when one comes to analyze how entanglement develops between any pair of systems.

Consider a pair of systems $S_1$ and $S_2$, which may or may not interact, and which are in general entangled. We again define an abstract supervector $\xi$ which contains all possible correlators for the pair of systems, in the form

$$\xi = \begin{pmatrix}
X_1 \\
Y \\
X_2
\end{pmatrix} \quad (107)$$

where $X_1$ is the vector containing all the correlators of operators acting on $S_1$ alone, $X_2$ likewise for $S_2$, and $Y$ refers to all “joint” operators, acting on both systems together.

As an example one can consider a pair of qubit systems, one containing $n_1$ spins $\{\tau_i\}$, and the other $n_2$ spin-1/2 degrees of freedom $\{\sigma_j\}$, with the total number of spins being $N = n_1 + n_2$. We then have

$$X_1 = \begin{pmatrix}
\langle \tau_1^x \rangle \\
\langle \tau_2^x \rangle \\
\vdots \\
\langle \tau_1^x \tau_2^x \rangle \\
\langle \tau_1^y \tau_2^y \rangle \\
\vdots \\
\langle \tau_1^a \tau_2^b \rangle \\
\vdots \\
\langle \sigma_1^a \sigma_2^a \rangle \\
\vdots \\
\langle \sigma_1^b \sigma_2^b \rangle \\
\vdots
\end{pmatrix} \quad ; \quad X_2 = \begin{pmatrix}
\langle \sigma_1^a \rangle \\
\langle \sigma_2^a \rangle \\
\vdots \\
\langle \sigma_1^b \sigma_2^a \rangle \\
\langle \sigma_1^b \sigma_2^b \rangle \\
\vdots
\end{pmatrix} \quad (108)$$
for the supervectors of \( S_1 \) and \( S_2 \) respectively; the supervector \( Y \) on the other hand has the entries

\[
Y = \begin{pmatrix}
\langle \tau_1^1 \tau_1^1 \rangle \\
\langle \tau_1^2 \tau_1^1 \rangle \\
\vdots \\
\cdots \\
\langle \tau_1^n \tau_2^1 \rangle \\
\langle \tau_1^n \tau_2^2 \rangle \\
\vdots \\
\cdots \\
\langle \tau_1^n \tau_2^n \rangle \\
\end{pmatrix}
\]  
\tag{109}

The number of components of these different vectors are then given by

\[
d_{X_j} = 2^{2n_1} - 1 \\
d_{X_j} = 2^{2n_2} - 1 \\
d_y = (2^{2n_1} - 1)(2^{2n_2} - 1) \\
d_{X_1 + X_2} = d_N = 2^{2N} - 1
\]  
\tag{110}

where \( N = (n_1 + n_2) \).

Let us now take the Laplace transform of \( \xi(t) \), defined as needed by

\[
\xi(z) = \int_0^\infty dt e^{-zt} \xi(t)
\]  
\tag{111}

The equations of motion can then be written in the following form

\[
\xi(z) = \mathcal{G}(z)\xi(0)
\]  
\tag{112}

where \( \xi(0) \) is the initial value of \( \xi \) and \( \mathcal{G}(z) \) is a matrix, whose inverse has the following block structure:

\[
\mathcal{G}(z)^{-1} = \begin{pmatrix}
g_1^{-1}(z) & -V_{1M} & 0 \\
-V_{M1} & g_M^{-1}(z) - V_{MM} & -V_{M2} \\
-V_{2M} & -V_{M2} & g_2^{-1}(z)
\end{pmatrix}
\]  
\tag{113}

where the “mixed” propagator \( g_M \) in the middle matrix element \( M_{M,M} \) is given by

\[
g_M^{-1}(z) = g_1^{-1}(z)I_2 + g_2^{-1}(z)I_1 - zI_1I_2
\]  
\tag{114}

In these equations \( \bar{X}_j(z) = g_j(z)\bar{X}(0) \) is the solution to the equations of motion for the individual system \( j \) (with \( j = 1, 2 \)) in the absence of any coupling between them; \( I_j \) is the identity acting on system \( j \), and the interaction matrix \( V \) has the form, in the same \( d_N \)-dimensional space,

\[
V = \begin{pmatrix}
0 & V_{1M} & 0 \\
V_{M1} & V_{MM} & V_{M2} \\
0 & V_{M2} & 0
\end{pmatrix}
\]  
\tag{115}

The elements of the sub matrices of \( V \) can be obtained as needed by reading them off from the equations of motion (for which of course we require a specific Hamiltonian).

In general the \( \mathcal{G}(z) \) will have poles at \( z = i(\omega_n - \omega_m) \) for all \( n, m \) where \( \omega_n \) is the \( n \)th energy eigenvalue of the Hamiltonian. The pole at \( z = 0 \) will be of at least of order \( 2^{n_1+n_2} - 1 \), with larger orders occurring when the system has degenerate energy levels.

When the systems are large it does not make sense to be enumerating all the poles and their residues. Instead we simply define a spectral function which gives us the density of the poles along the imaginary axis; we write

\[
\kappa(\omega) = \frac{1}{2\pi}[\mathcal{G}(i\omega + \epsilon) - \mathcal{G}(i\omega - \epsilon)]
\]  
\tag{116}

where we choose \( \epsilon \) to be small but still larger than the typical separation between poles. For sufficiently large systems the poles will become so close that we can treat them as defining a branch cut along the imaginary axis, with magnitude \( \kappa(\omega) \).

2. Perturbation Expansions

Suppose we have solved the full hierarchy in some specific case, and we add a small term to the Hamiltonian, - this could be, eg., to each of the bath spin local fields, or to the interaction between the central systems and the bath spins. The question is how a perturbation theory will be structured.

We do not give a full treatment here, since it is rather messy. The simplest case is the one in which we treat the interaction term \( V \) as a perturbation. We can then write an equation for the full Green function, \( \mathcal{G}(z) \) as an expansion about the \( V = 0 \) Green function, \( \mathcal{G}_0(z) \), where in this case one has

\[
\mathcal{G}_0(z) = \begin{pmatrix}
g_1(z) & 0 & 0 \\
0 & g_M(z) & 0 \\
0 & 0 & g_2(z)
\end{pmatrix}
\]  
\tag{117}

A Dyson series for \( \mathcal{G}(z) \) may then be obtained in through the usual manipulations,

\[
\mathcal{G}(z) = [\mathcal{G}_0^{-1}(z) - V]^{-1} = \mathcal{G}_0(z) \sum_{n=0}^\infty (V\mathcal{G}_0(z))^n
\]  
\tag{118}

where the matrix being raised to the \( n \)-th power is just

\[
V\mathcal{G}_0(z) = \begin{pmatrix}
V_{1M}g_1(z) & V_{MM}g_M(z) & V_{M2}g_2(z) \\
V_{M1}g_1(z) & V_{MM}g_M(z) & V_{M2}g_2(z) \\
0 & V_{M2}g_2(z) & 0
\end{pmatrix}
\]  
\tag{119}

Note that care needs to be taken when this expansion is performed near the high order poles of \( \mathcal{G}_n(0) \), to ensure that the corrections are still small.
VI. SUMMARY

For the most part the results in this paper have been rather formal. Our main goal was to derive a closed set of equations of motion for the partitioned density matrices, and from there derive coupled equations of motion for all the different correlation functions that exist for the system. This we have done in this paper, for the case of non-relativistic N-body quantum systems with distinguishable degrees of freedom.

Application of this analysis to the particular case of interacting qubits brings out a number of interesting features. We see clearly that the use of the entanglement correlators is in many ways a more transparent way of characterizing multipartite entanglement than the entanglement measures that have been discussed in the literature. When things are rewritten in terms of superoperators of entanglement correlators, one finds that the resulting matrix equations of motion involve sparse matrices, which clearly makes them practically useful.

Clearly the demonstration of the utility of these equations will come in their application to real physical systems, and this requires solutions to the equations of motion. As is always the case, such solutions require approximation techniques; in the paper we simply sketched how perturbation expansions work, leaving aside the main approximation techniques for future papers, since they need to be developed for specific models.

As already noted in the introduction, our interest in carrying out this work was partly motivated by a desire to understand how multipartite entanglement and its dynamics can be formulated for N-body systems, including quantum information processing systems. Our results can be applied immediately to treat the dynamics of spin systems, and elsewhere we have done this for the quantum Ising model. These results can be applied directly to a variety of quantum magnetic systems, to spins in semiconductors, and to ions interacting in ion traps.

However the most interesting application of the techniques and results developed here may be to the dynamics of both entanglement and decoherence in systems which are coupled to an environment. A key goal of future work will be to use this work to analyze such problems. One very useful model developed for this purpose is the “central spin” model in which a qubit couples to a spin bath, and generalizations of it in which the central system comprises many qubits, or is some other sort of central system. The work done here can be adapted very simply to these models.

Another useful model is the “spin-boson” model in which a central qubit couples to an oscillator bath (with analogous generalizations to other kinds of central system). To deal with models like this we need to adapt the work done here to systems of indistinguishable degrees of freedom.

Finally, one can generalize this work to relativistic quantum fields (which of course involves indistinguishable field excitations). A scheme for this has been developed recently and applied to the problem of soft photon and soft graviton emission in linearized quantum gravity, where it is relevant to the black hole information problem, and to information loss during scattering processes between interacting quantum fields.
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Appendix A: Properties of Entanglement Density Matrices

In this Appendix we prove two properties of the entanglement density matrices that were quoted without proof in section II C. We use same notation as that defined in this section.

1. Proof of Eqtn. (22)

We wish here to prove the result given in eqtn. (22) (or, equivalently eq. (23)) for the entanglement correlated density matrices.

We do this by induction. The n = 2 case comes from tracing out all of S except i and j from the equation for the density matrix, so that

\[ \rho_{ij} = \bar{\rho}_i \bar{\rho}_j + C_{ij} \Rightarrow \rho_{ij} = \bar{\rho}_i \bar{\rho}_j \]  

as required. Now we make the inductive assumption that for all k < n and B_k \subseteq A_n we have

\[ \rho_{B_k} = \sum_{k=2}^{n} (-1)^{(k-m)} \sum_{C_m \subseteq B_k} \left( \rho_{C_m} \prod_{j \in B_k \setminus C_m} \bar{\rho}_j \right) \]

Substituting equation (A2) into

\[ \rho_{A_n} = \prod_{j \in A_n} \bar{\rho}_j + \bar{\rho}_{A_n} + \sum_{k=2}^{n-1} \sum_{C_k \subseteq A_n} \left( \prod_{j \in A_n \setminus C_k} \bar{\rho}_j \right) \rho_{C_k} \]

then gives an expression of the form

\[ \rho_{A_n} = \rho_{A_n} + \sum_{\ell=2}^{n-1} \sum_{F \subseteq A_n} \xi_F \bar{\rho}_F \prod_{i \in A_n \setminus F} \bar{\rho}_i + \xi_0 \prod_{i \in A_n} \bar{\rho}_i. \]
This is because terms in \( A3 \) contain one \( \bar{\rho}_{C_k} \) multiplied by the single cell reduced density matrices for the rest of the cells, and terms in \( A2 \) contain one reduced density matrix over a larger set multiplied by single cell reduced density matrices, and all subsets of the same size appear symmetrically in \( A3 \) and \( A2 \). Thus the final reduced density matrices, and all subsets of the same size, are \( -1 \) times \( C_k \) to \( \xi_\ell \), so there are \( n^{\ell} \) \( C_k \)'s for a given \( k \); thus the coefficient is

\[
\xi_\ell = -\sum_{k=\ell}^{n-1} (-1)^{k-\ell} (n^{\ell} C_{k-\ell}) = -\sum_{p=0}^{n-\ell} (-1)^p (n^{\ell} C_p)
\]

\[
= -\sum_{p=0}^{n-\ell} (-1)^p (n^{\ell} C_p) + (-1)^{n-\ell} (n^{\ell} C_{n-\ell})
\]

\[
= - (1 - 1)^{n-\ell} + (-1)^{n-\ell}
\]

\[
= (-1)^{n-\ell}
\]

(A5)
as required.

To find \( \xi_0 \) we note that there is a contribution \( -1 \) from the first term in equation \( A3 \) as well as a contribution \( (-1)^k (k-1) \) from every \( B_k \) with \( n - 1 \geq k \geq 2 \). There are \( n C_k \) different \( B_k \)s for each \( k \), so that

\[
\xi_0 = -1 + \sum_{k=2}^{n-1} (-1)^k (k-1) (n^{C_k})
\]

\[
= (-1)^{n+1} (n-1)
\]

(A6)

It then follows that we can write

\[
\sum_{m=2}^{n} (-1)^{(n-m)} \sum_{C_m \subseteq A_n} \text{tr}_i \left( \bar{\rho}_{c_m} \prod_{j \in A_n \setminus c_m} \bar{\rho}_j \right) = \sum_{\ell \in A_n \setminus i} \text{tr}_i \bar{\rho}_{c_\ell} (-1)^{n-2} \prod_{j \in A_n \setminus \{i, \ell\}} \bar{\rho}_j
\]

\[
+ \sum_{m=2}^{n-2} \sum_{C_m \subseteq (A_n \setminus i)} (-1)^m \text{tr}_i \left( \bar{\rho}_{c_m} \bar{\rho}_i - \bar{\rho}_{c_m \cup \{i\}} \right) \prod_{j \in (A_n \setminus \{i\})} \bar{\rho}_j
\]

\[
= \sum_{\ell \in A_n \setminus i} (-1)^{n-2} \prod_{j \in A_n \setminus \{i\}} \bar{\rho}_j
\]

\[
= (n-1)(-1)^{n-2} \prod_{j \in A_n \setminus \{i\}} \bar{\rho}_j
\]

(A9)

so that

\[
\text{tr}_i \bar{\rho}_{A_n}^C = (n-1)(-1)^{n-2} \prod_{j \in A_n \setminus \{i\}} \bar{\rho}_j - (-1)^n (n-1) \prod_{j \in A_n \setminus \{i\}} \bar{\rho}_j
\]

\[
= 0
\]

(A10)

which is the result we wanted.

### 2. Proof that any partial trace of \( \bar{\rho}_{A_n}^C \) is zero

In the main text we took the result in eqtn. \( 10 \) to be a defining property of the partial trace. However, one can also derive the result explicitly from the expression \( 23 \). We now show this.

Let us begin with \( 23 \) of the main text, viz.,

\[
\text{tr}_i \bar{\rho}_{A_n}^C = \sum_{m=2}^{n} (-1)^{(n-m)} \sum_{C_m \subseteq A_n} \text{tr}_i \left( \bar{\rho}_{c_m} \prod_{j \in A_n \setminus c_m} \bar{\rho}_j \right)\]

\[
- (-1)^n (n-1) \prod_{j \in A_n \setminus \{i\}} \bar{\rho}_j.
\]

(A7)

with the notation as before.

We start by noting that

\[
\text{tr}_i \left( \bar{\rho}_{c_m} \prod_{j \in A_n \setminus c_m} \bar{\rho}_j \right) = \begin{cases} \bar{\rho}_{c_m} \prod_{j \in (A_n \setminus i) \setminus c_m} \bar{\rho}_j & i \not\in c_m \\ \bar{\rho}_{c_m \setminus i} \prod_{j \in A_n \setminus c_m \setminus j} \bar{\rho}_j & i \in c_m \end{cases}
\]

(A8)
Appendix B: Derivation of Equations of Motion hierarchies

In the main text we simply quoted the results for the equations of motion, for both a general multipartite system, and also for an $N$-qubit system. Here we give the derivations of these results.

1. Equation of Motion for $N$-partite system

Write begin by writing the Hamiltonian as a "free" single-system part, plus a pairwise interaction term, viz.,

$$H = H^0 + H^I = \sum_j \left( H^0_j + \frac{1}{2} \sum_{i \neq j} H^I_{ij} \right)$$  \hspace{1cm} (B1)

The equation of motion is then

$$i\partial_t \rho_S = [H, \rho_S]$$

$$= \sum_{A \subseteq S} \left\{ \sum_{j \in A} \left[ H^0_j, \prod_{i \notin A} \rho_i \right] \prod_{i \notin A} \bar{\rho}_i + \rho^C_A \sum_{j \notin A} \left[ H^0_j, \sum_{i \notin A} \rho_i \right] \prod_{i \notin A} \bar{\rho}_i \right\}$$

$$+ \sum_{j \in A} \sum_{i \notin A, i \notin \{j\}} \left[ \frac{1}{2} H^I_{ij}, \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k \right] \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k + \sum_{j \in A} \sum_{i \notin A, i \notin \{j\}} \left[ \frac{1}{2} H^I_{ij}, \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k \right] \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k$$

$$+ \rho^C_A \sum_{j \notin A, i \notin \{j\}} \left[ \frac{1}{2} H^I_{ij}, \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k \right] \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k \right\}.$$  \hspace{1cm} (B2)

for the part of the above containing the non-interacting part of the Hamiltonian each $j$ is either in $A$ or not $A$, for the interacting part there are three possible situations (see figure $B1$): Both $i, j \in A$, only one of $i$ or $j$ in $A$, and both $i, j \notin A$. We can split the sums up accordingly; one has

$$\sum_A \left[ H, \prod_{j \notin A} \hat{\rho}_j \right] \rho^C_A = \sum_A \left\{ \sum_{j \in A} \left[ H^0_j, \prod_{i \notin A} \hat{\rho}_i \right] \prod_{i \notin A} \bar{\rho}_i + \rho^C_A \sum_{j \notin A} \left[ H^0_j, \sum_{i \notin A} \rho_i \right] \prod_{i \notin A} \bar{\rho}_i \right\}$$

$$+ \sum_{j \in A} \sum_{i \notin A, i \notin \{j\}} \left[ \frac{1}{2} H^I_{ij}, \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k \right] \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k + \sum_{j \in A} \sum_{i \notin A, i \notin \{j\}} \left[ \frac{1}{2} H^I_{ij}, \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k \right] \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k$$

$$+ \rho^C_A \sum_{j \notin A, i \notin \{j\}} \left[ \frac{1}{2} H^I_{ij}, \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k \right] \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k \right\}.$$  \hspace{1cm} (B3)

Now we trace out a set $C$ of cells. This gives

$$\text{tr}_C \left[ H, \sum_A \rho^C_A \prod_{i \notin A} \bar{\rho}_i \right] = \sum_C \text{tr} \sum_A \left[ H^0_j, \prod_{i \notin A} \hat{\rho}_i \right] \prod_{i \notin A} \bar{\rho}_i + \sum_A \text{tr} \rho^C_A \sum_{j \notin A} \left[ H^0_j, \sum_{i \notin A} \rho_i \right] \prod_{i \notin A} \bar{\rho}_i \right\}$$

$$+ \sum_{j \notin A} \sum_{i \notin A, i \notin \{j\}} \text{tr} \left[ \frac{1}{2} H^I_{ij}, \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k \right] \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k + \sum_{j \notin A} \sum_{i \notin A, i \notin \{j\}} \text{tr} \left[ \frac{1}{2} H^I_{ij}, \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k \right] \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k$$

$$+ \sum_A \text{tr} \rho^C_A \sum_{j \notin A, i \notin \{j\}} \left[ \frac{1}{2} H^I_{ij}, \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k \right] \prod_{k \notin A, k \notin \{j\}} \bar{\rho}_k.$$  \hspace{1cm} (B4)
Let us simplify each term in the above equation separately:

1. First consider the terms involving $H^0_j$: 
   
   (a) Consider the first sum in eqtn. (B4), viz.,
   \[
   \sum_{A} \sum_{j \in A} [H^0_j, \rho_A^C] \prod_{i \notin A} \tilde{\rho}_i \tag{B5}
   \]

   • The terms are trivially zero when the overlap $C \cap A \neq \emptyset$ or \{j\}.
   
   • If the overlap contains exactly one cell $C \cap A = \{j\}$, then we have the following identity
     \[
     \text{tr}_j [H^0_j, \rho_A^C] = (H^0_j)_{mn} (\rho_A^C)_{mm}^M - (H^0_j)_{mn} (\rho_A^C)_{mm}^M = 0.
     \]
     where $M$ is an index on the Hilbert space of states on the set of cells $A \{j\}$ and $m, n$ are indices on the Hilbert space at $j$, and repeated indices are summed so $(\rho_A^C)_{mn}^M = \sum_M (mM)(\rho_A^C)_{mn}^M |nM\rangle$.

     We see therefore that only terms with no overlap $C \cap A = \emptyset$ contribute to the first sum in eqtn. (B4):

     \[
     \sum_{A \subseteq S} \sum_{j \in A} [H^0_j, \rho_A^C] \prod_{i \notin A} \tilde{\rho}_i = \sum_{A \subseteq (S \setminus C)} \sum_{j \in A} [H^0_j, \rho_A^C] \prod_{i \notin A \cup \{j\}} \tilde{\rho}_i \sum_{A \subseteq (S \setminus C) \cup A} \prod_{i \in A \cup \{j\}} \tilde{\rho}_i \tag{B6}
     \]

   (b) Consider now the second sum in (B4), viz.,

   \[
   \text{tr}_C \rho_A^C \sum_{j \notin A} [H^0_j, \rho_j] \prod_{i \notin A \cup \{j\}} \tilde{\rho}_i
   \]

   The terms are zero when $A \cap C \neq \emptyset$ and when $j \in C$, so that

   \[
   \sum_{A \subseteq S} \sum_{j \notin A} [H^0_j, \rho_j] \prod_{i \notin A \cup \{j\}} \tilde{\rho}_i = \sum_{A \subseteq (S \setminus C) \cup A} \prod_{i \notin A \cup \{j\}} \tilde{\rho}_i
   \]

   \[
   = \sum_{A \subseteq (S \setminus C)} \sum_{j \notin A \cup \{j\}} \rho_A^C_j H^0_j, \rho_j \prod_{i \notin A \cup \{j\}} \tilde{\rho}_i
   \]

   \[
   = \sum_{A \subseteq (S \setminus C) \cup A} \prod_{i \notin A \cup \{j\}} \tilde{\rho}_i
   \tag{B7}
   \]

   The last line here requires a bit of thought; it reflects the fact that summing over all possible $A \subseteq (S \setminus C)$, then over $j \in (S \setminus (C \cup A))$, is equivalent to summing over all possible $A \subseteq (S \setminus C)$ and all possible $j \in A$.

2. Now consider the terms involving the interaction Hamiltonian $H^I_{ij}$.

   (a) Consider first the third sum in equation (B4), viz.,

   \[
   \sum_{A} \sum_{j \in A} \sum_{i \notin A \cup \{j\}} \text{tr}_C \left[ \frac{1}{2} H^I_{ij}, \rho_A^C \right] \prod_{k \notin A} \tilde{\rho}_k \tag{B8}
   \]

   which contains all the terms where cells inside $A$ are interacting with each other, i.e., case (i) in figure B1

   • If the intersection $C \cap A$ contains cells other than $i$ or $j$, then
     \[
     \text{tr}_C \left[ \frac{1}{2} H^I_{ij}, \rho_A^C \right] \prod_{k \notin A} \tilde{\rho}_k = 0.
     \]

   • If the intersection $C \cap A = \{i, j\}$ then
     \[
     \text{tr}_C \left[ \frac{1}{2} H^I_{ij}, \rho_A^C \right] \prod_{k \notin A} \tilde{\rho}_k = 0.
     \]

   so that there are only nonzero terms in the sum when the intersection $A \cap C$ contains exactly one or zero elements.
• If the intersection is one of \( C \cap A \neq \{i\} \) or \( \{j\} \) then

\[
\text{tr}_C \left[ \frac{1}{2} H_{ij}^l, \varrho_A^C \right] \prod_{k \notin A} \bar{\rho}_k = \text{tr}_C \left[ \left( \frac{1}{2} H_{ij}^l, \varrho_A^C \right) \right] \prod_{k \notin (A \cup C)} \bar{\rho}_k
\]

which is not necessarily zero.

• When both \( i, j \) are in \( A \setminus C \) then

\[
\text{tr}_C \left[ \frac{1}{2} H_{ij}^l, \varrho_A^C \right] \prod_{k \notin A} \bar{\rho}_k = \left[ \frac{1}{2} H_{ij}^l, \bar{\varrho}_A^C \right] \prod_{k \notin (A \cup C)} \bar{\rho}_k.
\]

Thus there only two kinds of term in the sum (B10) that matter. The first are those where both \( i, j \not\in C \) and \( C \cap A \). The second are those where only one of \( i \) or \( j \) are in \( C \) (say \( i \in C \)) and \( A \cap C = \{i\} \). Thus

\[
\sum_{A} \sum_{j \in A} \sum_{i \in A \setminus \{j\}} \left[ \frac{1}{2} H_{ij}^l, \varrho_A^C \right] \text{tr} \prod_{k \notin A \setminus \{i\}} \bar{\rho}_k
\]

is a sum over terms involving interactions between \( j \) in \( A \) and \( i \) not in \( A \) (ie., terms like (ii) in figure B1).

• When neither \( i \) nor \( j \) are in \( C \), then

\[
\text{tr}_C \left[ \frac{1}{2} H_{ij}^l, \varrho_A^C \bar{\rho}_i \right] \prod_{k \notin A \cup \{i\}} \bar{\rho}_k
\]

• When there is an overlap \( A \cup C \) which contains an element other than \( j \), then

\[
\text{tr}_C \left[ \frac{1}{2} H_{ij}^l, \varrho_C^A \bar{\rho}_i \right] \prod_{k \notin A \cup \{i\}} \bar{\rho}_k = 0.
\]

• When \( i \) in \( C \) and \( A \cap C = \emptyset \), then

\[
\text{tr}_C \left[ \frac{1}{2} H_{ij}^l, \varrho_C^A \bar{\rho}_i \right] \prod_{k \notin A \cup \{i\}} \bar{\rho}_k
\]

• When \( j \) in \( C \) but \( i \) not is, then

\[
\text{tr}_C \left[ \frac{1}{2} H_{ij}^l, \varrho_C^A \bar{\rho}_i \right] \prod_{k \notin A \cup \{i\}} \bar{\rho}_k
\]

• If \( i \) and \( j \) are in \( C \), then

\[
\text{tr}_C \left[ \frac{1}{2} H_{ij}^l, \varrho_C^A \bar{\rho}_i \right] \prod_{k \notin A \cup \{i\}} \bar{\rho}_k = 0.
\]
Thus the sum (B10) is
\[
\sum_{A} \sum_{j \in A} \sum_{i \in A} \left[ \frac{1}{2} H_{ij}^I, \bar{\rho}_{A}^C \bar{\rho}_i \right] \prod_{k \notin A \cup \{i\}} \bar{\rho}_k = \sum_{A \subseteq (S \setminus C) \cup \{i\}} \sum_{j \in A} \sum_{i \notin A} \left[ \frac{1}{2} H_{ij}^I, \bar{\rho}_{A}^C \bar{\rho}_i \right] \prod_{k \notin (A \cup \{i\})} \bar{\rho}_k
\]
\[
+ \sum_{A \subseteq (S \setminus C) \cup \{i\}} \sum_{j \in A} \sum_{i \notin C} \frac{1}{2} \text{tr}(H_{ij}^I \bar{\rho}_i), \bar{\rho}_{A}^C \prod_{k \notin (A \cup \{i\})} \bar{\rho}_k
\]
\[
+ \sum_{A \subseteq \mathcal{S} \setminus \{i\}} \sum_{j \notin \mathcal{A} \cup \{i\}} \frac{1}{2} \text{tr}(H_{ij}^I \bar{\rho}_i), \bar{\rho}_{A}^C \prod_{k \notin (A \cup \{i\})} \bar{\rho}_k
\]
\[
= \sum_{A \subseteq (S \setminus C) \cup \{i\}} \sum_{j \in A} \sum_{i \notin A} \left[ \frac{1}{2} H_{ij}^I, \bar{\rho}_{A}^C \bar{\rho}_i \right] \prod_{k \notin (A \cup \{i\})} \bar{\rho}_k
\]
\[
+ \sum_{A \subseteq (S \setminus C) \cup \{i\}} \sum_{j \in A} \sum_{i \notin C} \frac{1}{2} \text{tr}(H_{ij}^I \bar{\rho}_i), \bar{\rho}_{A}^C \prod_{k \notin (A \cup \{i\})} \bar{\rho}_k
\]
\[
+ \sum_{A \subseteq \mathcal{S} \setminus \{i\}} \sum_{j \notin \mathcal{A} \cup \{i\}} \frac{1}{2} \text{tr}(H_{ij}^I \bar{\rho}_i), \bar{\rho}_{A}^C \prod_{k \notin (A \cup \{i\})} \bar{\rho}_k
\]
(B11)

(c) The fifth sum in eqtn. (B4), viz.,
\[
\sum_{C} \text{tr} \bar{\rho}_A^C \sum_{j \notin A \cup \{i\}} \sum_{i \notin A \cup \{j\}} \left( \frac{1}{2} H_{ij}^I, \bar{\rho}_j \bar{\rho}_i \right) \prod_{k \notin A \cup \{i,j\}} \bar{\rho}_k
\]
(B13)
is a sum over the interactions shown in figure (31) (iii), where both \(i\) and \(j\) are not in \(C\). Then

- When \(i,j \in C\), we have
  \[
  \text{tr} \bar{\rho}_A^C \left[ \frac{1}{2} H_{ij}^I, \bar{\rho}_j \bar{\rho}_i \right] \prod_{k \notin A \cup \{i,j\}} \bar{\rho}_k = 0.
  \]

- When \(A \cap C \neq \emptyset\), we have
  \[
  \text{tr} \bar{\rho}_A^C \left[ \frac{1}{2} H_{ij}^I, \bar{\rho}_j \bar{\rho}_i \right] \prod_{k \notin A \cup \{i,j\}} \bar{\rho}_k = 0.
  \]

- When one of \(i\) and \(j\) (say \(i\)) is in \(C\) and the other is not, then (and \(A \cap C = \emptyset\))
  \[
  \text{tr} \bar{\rho}_A^C \left[ \frac{1}{2} H_{ij}^I, \bar{\rho}_j \bar{\rho}_i \right] \prod_{k \notin A \cup \{i,j\}} \bar{\rho}_k = \bar{\rho}_A^C \left[ \frac{1}{2} \text{tr}(H_{ij}^I \bar{\rho}_i), \bar{\rho}_j \right] \prod_{k \notin (A \cup \{j\}) \cup C} \bar{\rho}_k.
  \]

- When neither \(i\) nor \(j\) are in \(C\) and \(A \cap C = \emptyset\), we have
  \[
  \text{tr} \bar{\rho}_A^C \left[ \frac{1}{2} H_{ij}^I, \bar{\rho}_j \bar{\rho}_i \right] \prod_{k \notin A \cup \{i,j\}} \bar{\rho}_k = \bar{\rho}_A^C \left[ \frac{1}{2} H_{ij}^I, \bar{\rho}_j \bar{\rho}_i \right] \prod_{k \notin (A \cup \{i\}) \cup C} \bar{\rho}_k.
  \]

Thus the sum (B13) is given by
\[
\sum_{A} \text{tr} \bar{\rho}_A^C \sum_{j \notin A \cup \{i\}} \sum_{i \notin A \cup \{j\}} \left( \frac{1}{2} H_{ij}^I, \bar{\rho}_j \bar{\rho}_i \right) \prod_{k \notin A \cup \{i,j\}} \bar{\rho}_k
\]
\[
+ \sum_{A \subseteq \mathcal{C} \setminus \mathcal{C} \cup \{i\}} \sum_{j \notin \mathcal{A} \cup \{i\}} \sum_{i \notin \mathcal{C} \cup \{j\}} \bar{\rho}_A^C \left[ \frac{1}{2} H_{ij}^I, \bar{\rho}_j \bar{\rho}_i \right] \prod_{k \notin (A \cup \{i\}) \cup C} \bar{\rho}_k.
\]
(B14)
Thus finally, inserting equations B6, B7, B9, B12, and B14 into B4, we have

\[
\text{tr}_\mathcal{C} [H, \rho_S] = \sum_{A \subseteq \mathcal{S} \setminus \mathcal{C}} \left\{ \sum_{j \in A} [H^0_j, \rho^C_A] \prod_{i \in \mathcal{S} \setminus (A \cup \{j\})} \tilde{\rho}_i + \rho^C_A \sum_{i \in \mathcal{S} \setminus (A \cup \{j\})} [H^0_i, \tilde{\rho}_j] \prod_{k \in \mathcal{S} \setminus (A \cup \{j\})} \tilde{\rho}_k + \sum_{j \in A} \sum_{i \in \mathcal{A}(A \cup \{j\})} \left[ \frac{1}{2} H^I_{ij}, \rho^C_A \right] \prod_{k \in \mathcal{S} \setminus (A \cup \{k\})} \tilde{\rho}_j + \sum_{j \in A} \sum_{i \in \mathcal{A}(A \cup \{j\})} \left[ H^I_{ji}, \rho^C_A \tilde{\rho}_j \right] \prod_{k \in \mathcal{S} \setminus (A \cup \{k\})} \tilde{\rho}_j \right\}.
\]

(B15)

Comparing this with equation B3, we see that all of those terms above which do not contain an explicit trace can be collected to give \([H_{\mathcal{S} \setminus \mathcal{C}}, \rho_{\mathcal{S} \setminus \mathcal{C}}]\), with

\[
H_{\mathcal{S} \setminus \mathcal{C}} = \sum_{j \in \mathcal{S} \setminus \mathcal{C}} \left( H^0_j + \frac{1}{2} \sum_{j \in (\mathcal{S} \setminus \mathcal{C}) \cup \{j\}} H^I_{ji} \right)
\]

so that

\[
i \partial_t \rho_{\mathcal{S} \setminus \mathcal{C}} = [H_{\mathcal{S} \setminus \mathcal{C}}, \rho_{\mathcal{S} \setminus \mathcal{C}}] + \text{TT}
\]

(B17)

The extra “trace term” TT is

\[
\text{TT} = i \sum_{i \in \mathcal{C}} \text{tr}_\mathcal{C} \left\{ \sum_{A \subseteq (\mathcal{S} \setminus \mathcal{C}) \cup \{i\}} \left[ H^I_{di}, \rho^C_A \tilde{\rho}_i \right] + \left[ H^I_{di}, \rho^C_A \tilde{\rho}_i \right] \sum_{j \in (\mathcal{S} \setminus \mathcal{C}) \cup \{j\}} \tilde{\rho}_j \right\}
\]

(B18)

Thus, finally, we have the result

\[
i \partial_t \rho_{\mathcal{S} \setminus \mathcal{C}} = [H_{\mathcal{S} \setminus \mathcal{C}}, \rho_{\mathcal{S} \setminus \mathcal{C}}] + \sum_{i \in \mathcal{C}} \left[ \sum_{j \in \mathcal{S} \setminus \mathcal{C}} H^I_{dj}, \rho_{\mathcal{S} \setminus \mathcal{C}} \tilde{\rho}_j \right].
\]

(B20)

If we now relabel the set \((\mathcal{S} \setminus \mathcal{C}) \rightarrow \mathcal{A}\), we get the result in the text.

\[
2. \text{ Equation of Motion for } N\text{-qubit system}
\]

We now want to derive the equations of motion for \(N\) qubits. The Hamiltonian is

\[
H = \sum_i \frac{1}{2} \mathbf{h}_i \cdot \mathbf{\sigma}_i + \sum_{i < j} \frac{1}{2} V^\text{int}_{ij} \sigma^+_i \sigma^-_j
\]

(B21)

We wish to calculate

\[
\frac{d}{dt} \left\langle \prod_{j \in \mathcal{C}} \sigma^\text{hyp}_j \right\rangle = -i \left\langle \left[ H, \prod_{j \in \mathcal{C}} \sigma^\text{hyp}_j \right] \right\rangle.
\]

(B22)
We thus need the commutators

\[
\begin{align*}
[H_0, \prod_{j \in C} \sigma_j^{\mu_j}] &= \sum_{i \in C} \frac{1}{2} h_i \sum_{i \in C} [\sigma_i^{\lambda_i}, \prod_{j \in \{i\}} \sigma_j^{\mu_j}] \\
&= i \sum_{i \in C} \varepsilon^{\mu_i \lambda_i \mu_j} h_i \sigma_i^{\lambda_i} \prod_{j \in \{i\}} \sigma_j^{\mu_j} \quad \text{(B23)}
\end{align*}
\]

and

\[
\begin{align*}
[H_{V}, \prod_{j \in C} \sigma_j^{\mu_j}] &= \sum_{i=1}^{N} \sum_{k<i} \frac{1}{2} V_{ik} \left[ \sigma_i^{\alpha} \sigma_k^{\beta} \prod_{j \in C} \sigma_j^{\mu_j} \right] \\
&= \sum_{i \in C} \varepsilon^{\mu_i \alpha \nu_i} \sigma_i^{\nu_i} \sigma_k^{\beta} \prod_{j \in \{i\}} \sigma_j^{\mu_j} \quad \text{(B24)}
\end{align*}
\]

Putting equations (B25) and (B26) into the equation of motion for the correlator (B22), one gets the hierarchy of equations of motion,

\[
\frac{d}{dt} \left( \prod_{i \in A} \sigma_i^{\mu_i} \right) = \sum_{i \in A} \varepsilon^{\mu_i \alpha \nu_i} h_i \left( \sigma_i^{\nu_i} \prod_{j \in A \setminus \{i\}} \sigma_j^{\mu_j} \right) + \sum_{i \in A \setminus \{i\} \in A} \varepsilon^{\mu_i \alpha \nu_i} V_{ij} \left( \sigma_i^{\nu_i} \prod_{j \in A \setminus \{i\}} \sigma_j^{\mu_j} \right) + \sum_{i \in A \setminus \{i\} \in A} \varepsilon^{\mu_i \alpha \nu_i} V_{ij} \left( \sigma_i^{\nu_i} \prod_{j \in A \setminus \{i\}} \sigma_j^{\mu_j} \right). \quad \text{(B27)}
\]

which is the hierarchy of equations of motion for the spin correlators that we wished to derive (cf. eqtn. (67)).

2-spin system, with the Hamiltonian

\[
H = \frac{1}{2} [\Delta_1 \sigma^x + \Delta_2 \sigma^x + \omega^z \sigma^z] \quad \text{(C1)}
\]

**Appendix C: Matrix Propagator for 2-spin system**

In the main text we worked out explicitly the equation of motion for the entanglement correlators of a simple 2-spin system, with the Hamiltonian

\[
H = \frac{1}{2} [\Delta_1 \sigma^x + \Delta_2 \sigma^x + \omega^z \sigma^z] \quad \text{(C1)}
\]

and eigenvalues \( \epsilon_1, \epsilon_2 \) (compare eqtn. (B3) et seq.).

Here we write out explicitly the propagators which appear in the block matrix \( G(z) \) (the result for \( G(t) \) then being given by Fourier transformation). We have

\[
\begin{align*}
g_{11}(z) &= \left( \frac{1}{2 \omega_{30} z^2 + \omega_{21}^2} + \frac{\omega_{21}^2}{\omega_{21}^2 - \omega_{30}^2} \right) \frac{1}{z} \hat{x} \\
&\quad + \left( \frac{\omega_{20} - \Delta_1^2}{\omega_{21}^2 + \omega_{20}^2} + \frac{\omega_{20} - \Delta_2^2}{\omega_{21}^2 + \omega_{20}^2} \right) \left( \hat{y} \hat{y} + \hat{z} \hat{z} \right) - 2 \omega_{20} \left( \frac{\hat{y} \hat{y}}{\omega_{21}^2 + \omega_{20}^2} + \frac{\hat{z} \hat{z}}{\omega_{21}^2 + \omega_{20}^2} \right) \\
&\quad + \frac{\omega_{20} - \Delta_1^2}{4 \omega_{20} \omega_{21}} \left( \omega_{21} (\Delta_1 + \Delta_2) - \omega_{30} (\Delta_1 - \Delta_2) \right) \frac{\omega_{10}^2}{\omega_{21}^2 + \omega_{10}^2} + \left[ \omega_{21} (\Delta_1 - \Delta_2) + \omega_{30} (\Delta_1 + \Delta_2) \right] \frac{\omega_{20}^2}{\omega_{21}^2 + \omega_{20}^2} \\
\end{align*}
\]

\[
\begin{align*}
g_{12}(z) &= \hat{x} \hat{y} \left( \frac{2 \Delta_1 \Delta_2 \omega^2}{\omega_{30} \omega_{21}^2 z} + \frac{z \omega^2}{2 \left( \frac{1}{\omega_{30} (z^2 + \omega_{30}^2)} - \frac{1}{\omega_{21} (z^2 + \omega_{21}^2)} \right) \right) = g_{21}(z) \\
\end{align*}
\]
for the “small” matrix propagators, and

\[
g^\mu_{1\nu\beta} = \frac{\Delta_1 \omega (2 \Delta_2 z^2 \bar{x}^\mu \bar{y}_\nu \bar{y}_\beta + [z^2 + \Delta_1^2 - \Delta_2^2 + \omega^2] \bar{x}^\mu \bar{y}_\nu \bar{y}_\beta - [z^2 + \Delta_1^2 + \Delta_2^2 + \omega^2] \bar{x}^\mu \bar{y}_\nu \bar{y}_\beta - \frac{\Delta_2}{\omega} (z^2 - \Delta_1^2 + \Delta_2^2 + \omega^2) \bar{x}^\mu \bar{y}_\nu \bar{y}_\beta)}{z (z^2 + \omega^2(z^2 + \omega^2)} \\
+ \omega \frac{z \Delta_2 \bar{y}^\mu \bar{x}_\nu \bar{y}_\beta + z^2 \bar{y}^\mu \bar{x}_\nu \bar{y}_\beta + \Delta_1 \Delta_2 \bar{y}^\mu \bar{x}_\nu \bar{y}_\beta + \Delta_1 \Delta_2 \bar{y}^\mu \bar{x}_\nu \bar{y}_\beta}{z^2 \omega^2 + (z^2 + \Delta_1^2)(z^2 + \Delta_2^2)}
\]

(C5)

for the “large” matrix propagators. In these equations \( \bar{x}, \bar{y}, \) \( \bar{z} \) are unit Cartesian vectors, and \( \bar{z} \) should not be confused with the complex frequency \( \bar{z} \).

Formulas for \( g_{212} \), \( g_{211} \), and \( g_{1p2} \) can be obtained from the expressions for \( g_{111}, g_{211}, \) and \( g_{1p1} \) if we make the replacements \( \Delta_1 \to \Delta_2 \) and \( \Delta_2 \to \Delta_1 \) and adjust the tensor indices accordingly (\( \mu \to \alpha, \nu \to \beta, \alpha \to \mu, \beta \to \nu \)). \( g_{p1}(z) \) and \( g_{p2}(z) \) can be obtained from \( g_{1p1}, g_{2p} \) using the identities \( g_{p1}(z) = g_{1p1}(-z) \) and \( g_{p2}(z) = g_{2p1}(-z) \) (we have obtained these identities by examining the full solution).
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