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Abstract: In developing countries, energy planning is important in the development planning due to high rates of economic growth and energy demand. However, existing approaches of energy prediction, using gross domestic product, hardly demonstrate how much energy specific regions or cities may need in the future. Thus, this study seeks to predict the amount of energy demand by considering urban growth as a crucial factor for investigating where and how much energy is needed. An artificial neural network is used to forecast energy patterns in Vietnam, which is a quickly developing country and seeks to have an adequate energy supply. Urban growth factors, population, and night-time light intensity are collected as an indicator of energy use. The proposed urban-growth model is trained with data of the years 1995, 2000, 2005, and 2010, and predicts the light distribution in 2015. We validated the model by comparing the predicted result with actual light data to display the spatial characteristics of energy-consumption patterns in Vietnam. In particular, the model with urban growth factors estimated energy consumption more closely to the actual consumption. This spatial prediction in Vietnam is expected to help plan geo-locational energy demands.
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1. Introduction

It is important to forecast energy demand, especially in developing countries. The problem with developing countries in the past was that the supply of electric energy was significantly inadequate. The World Bank [1] reported that nearly one billion people worldwide scarcely use electrical energy, and about three billion people still live on inefficient energy sources, such as wood and coal. Most developing countries, such as Ethiopia and India, want to quickly supply energy to people lacking it, since these countries have less access to electricity than do developed countries [1]. For such developing countries, energy-demand forecasting is essential for solving energy poverty.

The situation in Vietnam was not different. In the 1990s, Vietnam had an electrical access of 74.11%, and the situation in rural areas was more severe, at 68.01% [1]. In order to solve this problem, Vietnam’s electricity supply has started to increase, based on hydroelectric power generation using the plentiful hydropower resources in Vietnam. As a result, Vietnam now boasts a rural electrification rate of over 98% [2].

Vietnam seems to have solved most of its energy-poverty problems by reaching the same level of electricity accessibility as in advanced countries. However, Vietnam has entered a new phase where energy demand is increasing rapidly. This is partly due to its growth in the industrial and service sectors, which were underdeveloped when the country’s economy heavily relied on agriculture. Following this
socio-economic development, Vietnam’s GDP rapidly increased, from 6.47 billion USD in 1990 to 223.86 billion USD in 2017, and more than 35% of Vietnam’s population currently lives in urban areas [1]. This situation results in an increase in the energy demand in Vietnam. World Group [1] announced that electricity consumption increased by 43.62% over the four years to 2015. Now, Vietnam’s concern is with energy distribution, which is necessary to provide energy to the customers efficiently. In other words, it is urgent and critical in Vietnam to have an adequate power supply for the development of cities and growth of the national economy. In this sense, such socio-economic changes in Vietnam need a predictive model for energy supply and demand. Therefore, it is necessary to consider factors related to economic and urban growth in order to estimate future energy consumption in Vietnam.

2. Background

2.1. Approaches in Predicting Energy Demand

The prediction of electrical energy demand has been an important issue in previous studies. Various models that use economic factors have been developed to predict energy demand. Arbex and Perobelli [3] developed an input–output growth model to analyze the effects of economic growth on energy consumption, and Mu et al. [4] developed an input–output table of electricity demand in China based on national economy measures. More recently, data-driven models based on machine learning algorithms have been adopted in order to predict energy demand with a higher level of accuracy. Al-Musaylhi et al. [5] complementarily used multivariate adaptive regression spline (MARS), support vector regression (SVR), and autoregressive integrated moving average (ARIMA) models for short-term energy demand forecasting in Queensland, Australia, and Chang [6] revised the back propagation neural network (BPNN) model with the use of latent information (LI) function to be applicable for small-data-set learning in short-term electricity consumption forecasting.

In addition, the Vietnam Energy Outlook Report 2017 [7], provided by the Ministry of Industry and Trade (MOIT), the government agency in Vietnam, shows that Vietnam is forecasting its energy demand by creating three scenarios for GDP growth: Low Scenario, Business-as-usual Scenario (BAU), and High Scenario. The Low Scenario assumes that the region’s economy will suffer many difficulties. Conversely, the High Scenario anticipates that there will be very concrete changes in the economy. Finally, the BAU Scenario assumes that the economy will recover globally and supposes an economic status between that of the Low and High Scenarios. The scenarios predict the final energy demand through multiple regression equations between energy demand and GDP. The advantage of this approach is that all three scenarios can predict energy demand, allowing flexibility in setting up energy-supply measures that depend on the economic situation. In addition, long-term prediction is possible, although the predicted value may show a large error.

However, although these economic indicators are important for predicting energy demand, existing models rarely consider the spatial distribution of electrical-energy demand. The amount of energy demand can be obtained only as a numerical value rather than as spatial information. For Vietnam’s immediate need for energy supply, it is important to find out where and how much energy is needed. Therefore, this paper focuses on the geographical form of urban growth, in order to find out other spatial factors that affect energy usage. Previous studies have revealed that the form of urban growth can have great influence on the energy-consumption pattern [8]. The growth of cities is also comprehensive information that reflects economic factors, human activity, and social making.

2.2. Approaches in Predicting Urban Growth

The geographical form of urban growth is also important for building an energy-forecasting model in the urban environment. Previous studies sought to develop a numerical model of urban growth to effectively identify urban changes and predict urban growth. The extent of urban growth was defined by applying a mathematical correlation between factors in urban areas (e.g., [9–14]). Urban growth models sought to use urban-relevant elements, including the amount of population growth, consumption of
land, and degree of transportation development, but rarely considered the spatial form of cities [9]. Land-use and land-cover change (LUCC) that explains the topological characteristics of certain areas was also adopted to develop an urban growth model [10], which classified the urban area in terms of land forms, such as temperate mixed forest, plantation, grassland, and urban settlement, and its functions, such as forestry, agriculture, residential, commercial, and industries. For such analysis, Markov matrices were widely used. However, this model describes general tendencies of changes in cities and hardly specifies the changes. Batty [11] developed a model to simulate the spatial interaction between various locations of human activities, called the Land-Use Transportation (LUT) Model, which includes human activities as factors of urban growth. However, the model needs to establish a dataset of human activities, relevant data on which is hard to find in developing countries. Additionally, an urban dynamic process was analyzed to develop a model of urban growth and change. Sudhira et al. [12] sought to measure the potential threats to sustainable development named urban sprawl, and Jat et al. [15] developed this idea to predict the future using Geographic Information System (GIS) and remote sensing. Tayyebi et al. [13] developed an urban growth boundary model (UGBM) that investigated the extent of urban growth as a boundary vector using spatial logistic regression (SLR). Although these studies are a new method for measuring cities, both the extent of urban expansion and the degree of urbanization of that expanded area are not well measured numerically. A two-dimensional lattice of cells that is a cellular automaton (CA) was also adopted to construct a model by representing a site [14]. The SLEVTH model, usually called the Clarke Cellular Automaton Urban Growth Model, was improved from this cellular automaton model for simulating urban growth in advanced cities as in North America, based on abundant geographic information from the United State Geological Survey (USGS) [16]. Thus, previous studies on urban-growth measurement are being actively studied through improved GIS technology and remote sensing.

Because energy usage is a consequence of the economy and other factors, we want to create a model that predicts energy needs through urban growth. That is, we will include the forms of urban growth for predicting energy consumption in Vietnam in order to investigate how urban change affects energy demand. Accordingly, we attempt to combine these advanced urban-growth models with energy-consumption prediction.

3. Methods

To predict energy demand, we sought to develop a new method in a comprehensive way. In particular, the main research question was how urban change affects energy demand. It was divided into three parts. How can we identify the spatial distribution of electrical energy consumption? How can energy consumption be predicted with an urban growth pattern? What factors are used as inputs and outputs of the model?

3.1. How Can We Identify the Spatial Distribution of Electrical Energy Consumption?

We intended to study how urban growth factors affect energy demand, so we used the spatial indicator of urban change, which refers to data per pixel obtained by dividing the entire site area into a constant grid shape. Therefore, the predicted energy demand as output should have been secured as spatial data. However, it was difficult to directly obtain the spatial distribution of energy use, because Geographic Information System (GIS) data is not constructed well in developing countries such as Vietnam [17], whereas many developed countries have been promoting national strategic development projects through the GIS. Furthermore, in order to find the exact spatial distribution of energy consumption, it was necessary to find not only the locations of all buildings in Vietnam, but also the energy used by each building. However, obtaining such data was so complicated that it was hardly possible. Therefore, we needed data that could replace building information data.

Among alternatives, this study focused on night-time satellite data. Since the National Oceanic and Atmosphere Administration (NOAA) collected the night-time satellite data, various studies have been carried out based on its application. Existing studies have shown that night-time satellite
data can be used as two types of indicators: economic and electrification related. In economic terms, it was shown that night-time satellite data and economic activity have a strong correlation with GDP [18], and a map of calibrated poverty levels was drawn by being combined with other geographic information [19]. However, this study assumed that night-time satellite data could indicate energy-consumption patterns. Previous studies asserted that night-time light output can be used to classify electrified villages and distant areas accurately. Above all, there is a linear relation between DMSP (Defense Meteorological Satellite Program) night-time light data and electrical-power consumption [20], and the spatial characteristics of energy-power consumption have a pattern similar to that of night-time satellite data [21]. In addition, such data provides a spatial distribution of the energy consumption within a grid pattern and is available to anyone through NOAA. For these reasons, we assumed that the night-time light image was an indicator of the energy-consumption pattern. Based on this assumption, we estimated energy demand by predicting future light data in this study.

Night-time satellite light data, which is used as an indicator of energy consumption in this study, is among the remote sensing data given by the Defense Meteorological Satellite Program-Operational Line Scan System (DMSP-OLS). The two OLS sensors detect visible/near-infrared (0.4 to 1.1 μm) and thermal infrared (10.5 to 12.6 μm) wavebands with a resolution of 30 × 30 arc-seconds, giving about a 1 × 1 km resolution. This night-time light data has been generated as a form of ‘stable light image’ per year, which excludes sunlight, glare, moonlight, auroras, and observation with clouds. Therefore, it contains the predicted brightness from cities, towns, and other sites with persistent lighting, including gas flares. The brightness of each grid is recorded with a digital number (DN) ranging from 0 to 63 in a relative 6-bit scale. Accordingly, this digital number was used as a prediction output in this study, and the data from 1995 to 2010 is shown in Figure 1.

![Figure 1. Vietnamese night-time light pattern from 1995 to 2010.](image)

3.2. How Can Energy Consumption Be Predicted by an Urban Growth Pattern?

To successfully predict energy consumption from an urban growth pattern, two requirements need to be considered. First, the prediction model should be able to predict the site attribute, since night-time satellite data exists as grid information. Second, the model should include various urban growth factors to conform with the aim of this research. In order to meet these two conditions, we selected an Artificial Neural Network (ANN) as a method to establish a model that can predict future night-time satellite
According to previous research, ANN overcomes the limitations of existing models, which have a limited number of rules and extremely high time consumption, and can show the relationship between current site attributes and potential future urban growth (Maithani, 2009). In addition, ANN has the advantage of applying various kinds of data regardless of its distribution [22]. Thus, the ability to predict changes in urban growth through site attribute data with various types of distribution satisfied the requirements of this study.

The most basic element in ANN is a neuron. Each neuron is located in a different layer and inputs a factor to produce the desired data [23]. The ANN architecture represents the arrangement of neurons in each layer and the connections between them [22]. A feed-forward multilayer perceptron of ANN architecture consists of three layers: an input layer, a hidden layer, and an output layer. The input layer is determined by the input data source, and the number of hidden neurons is found out by trial and error [24]. Thus, the neurons in each layer in the ANN architecture were assigned to have adequate weights and bias from training.

3.3. What Factors Are Used as Inputs and Output of the Model?

As mentioned in the previous section, ANN trains several inputs to one output to analyze the network between them; so the composition of the input data plays a very important role. In order to consider the effect of urban-change factors on energy-consumption patterns and conduct precise data analysis, we assumed that predicted night-time satellite data was defined as a function of three main factors: urban growth, population, and night-time light satellite data.

3.3.1. Urban Growth Factor

Vietnam is located on the eastern shore of the Indochinese Peninsula in Southeast Asia and stretches approximately 1650 km from north to south. Laos and Cambodia are across the border to the west, China to the north, and coastal areas to the east and south. Vietnam has mountains in the north and a highland region in the central part of the country. In particular, it has an unusual terrain with two main deltas from the Hong and Mekong rivers. Considering the huge influence of landscape topography on the residential use of land [25], these geographical characteristics of Vietnam are expected to have a great influence on the formation of cities. Therefore, we selected the distance to the water area and the elevation as representative characteristics of topography and city blooming. GTOPO30, which is a global digital elevation model (DEM) developed by the U.S. Geological Survey’s Center for Earth Resources Observation and Science, was used as the elevation information in this research. The data was constructed as a raster topographic information with a horizontal grid spacing of 30 arc seconds, as shown in Figure 2. In addition, the distance from each pixel to the nearest water area shown in Figure 3 (i.e., lake, river, small water flow, etc.) was calculated in QGIS software. Therefore, all pixels contained both elevation and the distance to the nearest water. Finally, we attempted to add spatial extensibility of the terrain into the model to better use topographic information. The composition of surrounding cells within a certain area has a neighborhood effect on the central cell, influencing its characteristics [26]. Thus, gradients of elevation of each pixel towards east, west, south, north, southwest, southeast, northwest, and northeast were added using QGIS. Particularly, in this study, the gradient to the border of Vietnam was set as infinite, because of the prediction rule that the higher the gradient, the lower the spatial scalability and eventually the urban growth. This “preset to infinite” indicates that urban expansion in that direction is impossible. Since this topographical information assumed that there is no change and had virtually no annual data, this study did not include time-dependent changes. Therefore, urban growth factors included elevation, distance to water area, and gradients of elevation in eight directions, i.e., east, west, south, north, southwest, southeast, northwest, and northeast.
3.3.2. Population

Although the topographic aspects of Vietnam were considered in the previous section, this section highlights human activity in Vietnam. Human activity has been involved in shaping cities and revitalizing the economy, so it is expected to affect energy usage. In fact, there is also a tendency to see DMSP night-time light data as a result of human activity [20]. Therefore, this study suggested that an increase in population resulting from people gathering in a certain location would lead to the formation of cities and economic development, and eventually have a great influence on the consumption of electrical energy. The population data of 1995, 2000, 2005, and 2010 were used. The population of each
cell was calibrated by the US Department of Energy, Oak Ridge National Laboratory, system known as LandScan, which does a survey of population data. LandScan measured the population of the area where people were staying for a short period of time [19]. Hence, its data was optimized to indicate the residence of humans. An example of the LandScan population data is depicted in Figure 4.

![LandScan population data for 2010 in Vietnam.](image)

**Figure 4.** LandScan population data for 2010 in Vietnam.

3.3.3. Present Night-Time Light Satellite Data and Its Slope toward North, South, East, West

Finally, we tried to obtain more sophisticated future light data values by inputting night-time light data. We used time-series data to improve predictability of light data. All data from 1995 to 2010 and the variation over time was used for prediction. By the neighborhood effect, the light data of the center grid would have been affected by the surrounding data, so the spatial extensibility was also a matter of concern. It was also obtained by calculating gradients in the center, east, west, north, southeast, southwest, northeast, and northwest using QGIS in the same way as for elevation.

3.4. Implementation of ANN

3.4.1. Data Preparation

In this study, a raster image of Vietnam in a 2.5 × 2.5 km resolution unit was converted to a point vector layer, consisting of approximately 40,000 pixels with input data corresponding to each position. Likewise, the night-time light satellite data, which was selected as output data, was entered in the same way, with values ranging from 0 to 63. This study built two Tests in order to compare the effect of urban growth. For Test 1, data was modified into all the above types of input, except for topographic information, in 1995, 2000, and 2005 to perform time forecasting; the total number of neurons in the input layer was 42, as represented in Table 1. For Test 2, only the annual light data from 1995 to 2010, including its gradients and change over time, was used in the input; in total, 29 neurons were used, as summarized in Table 2.
Table 1. The Artificial Neural Network (ANN) architecture composition of Test 1 for Training.

| Input, Output | Factor                        | Detailed Type of Neuron | Position of Neuron in Layer |
|---------------|-------------------------------|--------------------------|----------------------------|
| Input         | Urban Growth factor           | Elevation                | 1                          |
|               |                               | The distance to the water area | 2                          |
|               |                               | Gradients of elevation in 8 directions | 3–10                      |
|               | Population                    | Population for 1995, 2000, 2005 | 11–13                     |
|               | Night-time Satellite Light    | Night-time light data for 1995, 2000, 2005 | 14–16                     |
|               |                               | Gradients of light data in 8 directions for 1995, 2000, 2005 | 17–40                     |
|               |                               | Change of light data over time from 1995 to 2000 and one from 2000 to 2005 | 41–42                     |
| Output        | Night-time Satellite Light    | Night-time light data for 2010 | 1                          |

Table 2. The ANN architecture composition of Test 2 for Training.

| Input, Output | Factor                        | Detailed Type of Neuron | Position of Neuron in Layer |
|---------------|-------------------------------|--------------------------|----------------------------|
| Input         | Night-time Satellite Light    | Night-time light data for 1995, 2000, 2005 | 1–3                        |
|               |                               | Gradients of light data in 8 directions for 1995, 2000, 2005 | 4–27                      |
|               |                               | Change of light data over time from 1995 to 2000 and one from 2000 to 2005 | 28–29                     |
| Output        | Night-time Satellite Light    | Night-time light data for 2010 | 1                          |

3.4.2. Generating Network

This study used the feed-forward net function of Matlab Neural Network Toolbox, which created a multilayer feed-forward network to implement ANN. A feed-forward network consists of input, hidden, and output layers that are connected to each other. The first data enters the input layer and connects with each subsequent neuron in the hidden layer. This multilayer feed-forward network had 10 neurons within one hidden layer, since it was a shallow network. Finally, mapping to the output generated the new multilayer network. The first network was built and initiated manually to conduct this process.

3.4.3. Training Network and Testing

Network training is the process of discovering the relationship between the input neurons initially provided and the final output neurons. The network is prepared for starting training after finishing initiation of network weights and bias. These weights and bias are tuned during training to optimize performance, which is defined by the network performance function, mean square error (MSE). MSE is the average squared error between the network output and the targeted output. Therefore, there are some optimization algorithms using either the gradient of the network performance or the Jacobian of the network errors for the weights. This optimization method to calculate the gradient and the Jacobian is called the back-propagation algorithm. Matlab offers various back-propagation algorithms that perform backward computations through the network: Levenberg–Marquardt, Bayesian Regularization, Scaled Conjugate Gradient, Gradient Descent, Quasi-newton, Resilient Back-propagation, and so on. For this study, we used the Levenberg–Marquardt algorithm, which has the fastest convergence for training (Maithani, 2009). As mentioned earlier, the ANN architecture for training was composed as in Tables 1 and 2. The feed-forward network divided the total of 401,839 points for Vietnam into three parts: Training, Validation, and Testing samples. Of all the samples, 70% were used for training, and 15% each for validation and Testing. Training samples were used for tuning according to the
resulting errors during training. Validation samples were applied for network generalization to end training when this generalization stopped improving. Testing samples were independently used to test network performance during and after training. Figure 5 shows the performance plot of Test 1 versus the iteration number. If the MSE value reached the minimum, the iteration was stopped. Finally, this training process would generate the network containing each weight and bias.

The next step was the Testing process. Tables 3 and 4 show the architecture of ANN for Testing. The crucial point was that the data after five years was in the same position in the ANN architecture. In addition, since the final predicted 2015 light data should have been the output through the Testing process, no data should have been put into the output neuron. Therefore, if we re-entered the input data after 5 years based on the calculated network, we could get a new predicted output.

![Figure 5. Performance for Test 1 of the Artificial Neural Network.](image)

**Table 3.** The ANN architecture composition of Test 1 for Testing.

| Input, Output | Factor                        | Detailed Type of Neuron                      | Position of Neuron in Layer |
|--------------|-------------------------------|---------------------------------------------|-----------------------------|
| Input        | Urban Growth factor           | Elevation                                   | 1                           |
|              |                               | The distance to the water area              | 2                           |
|              |                               | Gradients of elevation in 8 directions       | 3–10                        |
|              | Population                    | Population for 2000, 2005, 2010             | 11–13                       |
|              | Night-time Satellite Light    | Night-time light data for 2000, 2005, 2010  | 14–16                       |
|              |                               | Gradients of light data in 8 directions for 2000, 2005, 2010 | 17–40                       |
|              |                               | Change of light data over time from 2000 to 2005 and one from 2005 to 2010 | 41–42                       |
Table 4. The ANN architecture composition of Test 2 for Testing.

| Input, Output | Factor | Detailed Type of Neuron | Position of Neuron in Layer |
|---------------|--------|-------------------------|-----------------------------|
| Input         | Night-time Satellite Light | Night-time light data for 2000, 2005, 2010 | 1–3                         |
|               |        | Gradients of light data in 8 directions for 2000, 2005, 2010 | 4–27                        |
|               |        | Change of light data over time from 2000 to 2005 and one from 2005 to 2010 | 28–29                       |

4. Result

Figures 6 and 7 show the regression results between output, which is a result of prediction, and target, which is a value for training; a linear relation is identified through the $R$ value close to 1. Because the $R$ value is mostly 0.95 in the results of Tests 1 and 2, we conclude that each training process is perfect. Therefore, since network training in both Tests has good results with small errors, we will focus more on the differences between the two Tests.

Figure 8 shows the results of Test 1, which predicted 2015 light data by applying both urban growth factors and satellite light data, whereas Figure 9 shows the result of Test 2, which predicted 2015 light data by applying only satellite light data. According to the spatial distribution and the changes in night light, the result of Test 1 shows that the areas of bright light are expanding around the Hanoi and Ho Chi Minh city centers. The result of Test 2 shows a distribution pattern similar to the result of Test 1. However, the bright areas are more widely dispersed in Test 2. Likewise, the total DN value of Vietnam in 2015 is 3,136,156, which is larger than that of result 1.

Figure 10a shows the amount of electricity used by administrative districts in the Test 1 and Test 2 results and Figure 10b shows the population of each administrative district. According to Figure 10a, more energy is consumed mainly in areas such as Hanoi, Ho Chi Minh, Dong Nai, Long An, and Gia Lai. Test 2 shows larger consumption than Test 1 in almost all cities, because the total DN value of Test 2 was larger than that of Test 1. Hanoi and Ho Chi Minh, the most well-known cities in Vietnam, show larger consumption predictions. The number of people in each city in Figure 10b and the energy usage measured in Tests 1 and 2 in Figure 10a seem to have a similar pattern. According to Figure 10c, which shows electricity consumption per capita of each city, while Tay Ninh, Long An, Gai Lai, Bin Thuan, and Dac Lac demonstrate relatively large consumption per capita, Dac Lac demonstrates an exceptionally large consumption of electricity per capita. Those cities would be necessary to develop a careful planning for energy consumption of electricity.
Figure 6. Regression between output and target of Test 1.

Figure 7. Regression between output and target of Test 2.
Figure 8. The result of Test 1.

Figure 9. The result of Test 2.
Figure 10. Electricity Consumption of Each Vietnam City. (a) Electricity consumption of each Vietnam city (kW). (b) Population (ten thousand people). (c) Electricity consumption of each Vietnam city per capita.
5. Discussion

The final aim of this study is prediction of electricity consumption for year 2015. We conducted a regression analysis between night-time light data and electricity consumption by assuming a linear relation between them, using the relationship between the actual total energy use over time and the actual total digital number (DN) in order to find the linear relationship between the two, whereas previous studies have found a linear relationship according to administrative locations. The reason for grasping the relationship between total annual energy demand and the digital number is to predict the future demand through the obtained trend line formula. Electricity consumption (in kW) as used in this regression analysis is defined as total annual electricity generation plus imports minus exports.

Discrepancies between the amount of electricity and the consumption or exported amount are considered to be transmission and distribution losses. On the other hand, the annual total digital number was collected by NOAA from 1995 to 2013, and Figure 11 shows collected electricity-consumption data from 1995 to 2013 from the World Indicator and the annual total Digital Number. Additionally, Figure 12 shows the electricity consumption for the total number of DN. From this relation, we can get the linear trendline

\[ y = 7.40 \times 10^{-5} x - 15.6869395 \]  

with \( R^2 = 0.8292894 \). An \( R^2 \) value close to 1 implies that the relationship between the two datasets over time further stabilizes the linearity.
Through the regression analysis, this study assigns the total number of digital numbers in Test 1 and Test 2 to this formula. Test 1 is the predicted night-time satellite data for 2015 applying both urban growth factors and light data, and Test 2 applies only satellite light data. Therefore, Table 5 shows that the result of Test 1 predicts 180.12 billion kWh of electricity consumption in 2015, and the result of Test 2 predicts 216.39 billion kWh of electricity consumption in 2015. Both estimates are higher than the actual electricity consumption for 2015, which is 135 billion kWh. We can deduce why the results are not exactly the same as the actual data from Figure 12. This situation is likely to be influenced by the higher total DN value in 2010. The average annual growth rate of DN is 12.08%, whereas the rate of increase from 2009 to 2010 was 84.13%. Since we did not use a large number of time steps during training, this exaggerated data would have a significant effect on regression, which is a limitation of this research. However, comparing this with actual energy consumption, it is also noted that Test 1 using urban factors produced an estimation closer to the real values than did Test 2, using only light data, as shown in Table 4. Accordingly, we found that it is effective to combine night light data, population, and urban factors for forecasting energy consumption.

Table 5. Expected energy consumption and error in 2015.

| Results 1 and 2 | Total DN | Expected Energy Consumption | % Error with (Actual Data = 135 kWh) |
|-----------------|----------|----------------------------|-------------------------------------|
| Result 1        | 2,646,002| 180.1172 billion kWh       | 33.42015                            |
| Result 2        | 3,136,156| 216.3886 billion kWh       | 60.28786                            |

Since night-time light data is information for more precise prediction, we expected a test containing time-series light data to make better predictions. However, a prediction based on urban factors provided more accurate information, even though Test 1 was measured with only two time steps for a five-year period, because of having limited data, and Test 2 reported all of the annual data for the ten-year period. In fact, ANN has been used to derive future output by inserting time-sequenced data, but it requires at least several tens to hundreds of time steps for more accurate prediction. In Vietnam, however, there is little annual data available, and the electricity supply has rapidly increased since the 1990s. Therefore, there are limitations to prediction methods like Test 2. The fact that more accurate data is obtained when urban growth factors are added to night-time light information is an important result, showing the possibility of energy-demand prediction through considering urban growth.
6. Conclusions

This study is significant in that it proposed a model that reflects the characteristics of Vietnam, which has a different form of urban development and economic growth from that of developed countries. The results show that the urban growth factor is an argument that can more effectively measure electrical-energy demand. In addition, we used satellite data provided from developed countries in the prediction model, making it helpful for developing countries whose topographic information is not sufficiently constructed yet. This is also effective when considering the urban growth factor and the specific geographical conditions and characteristics of Vietnam. The essential advantage of this model over existing models is that the spatial distribution of energy demand can be predicted. Therefore, this will be a very useful resource in developing countries where energy demand is rising rapidly and needs to be supplied quickly.

However, this study includes some limitations. First, it is difficult to predict long-term demand after another five years. The Digital number can change as satellites change, which can affect predicted values. In fact, the satellite systems that provide the data used in this study also provided data from 1992 to 2013, and it were then measured by other satellites, so there may be a risk of subsequent estimates. Second, regression analysis based on national DN data does not provide good predictions for local characteristics of energy consumption. In other words, it is difficult to consider regional differences due to the regression analysis through the full annual DN of Vietnam. Last, for difficulties in acquiring data of actual electrical energy consumption in individual cities of Vietnam, the validity of the prediction model suggested in this study remains to be tested. Therefore, future studies are suggested to advance prediction models for a long-term growth, such as forecasting with GDP in a variety of scenarios, and using other factors for more precise predictions of energy consumption. Economic growth and energy demands would be helpful to be compared with prediction models. Additionally, building information data would be helpful to identify the relationship between buildings and energy consumption in specific locations. By exploring built forms, it might be helpful to specify energy consumption in a certain area.
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