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Abstract. This paper considers the problem of temporary shortage of some resources within a project execution period. Mathematical models for two different cases of this problem are established. Semidefinite relaxation technique is applied to get immediate solvent of these models. Relationship between the models and their semidefinite relaxations is studied, and some numerical experiments are implemented, which show that these mathematical models are reasonable and feasible for practice, and semidefinite relaxation can efficiently solve the problem.

1. Introduction. It is well known that scheduling problems are notably hard combinatorial optimization problems. For example, the deterministic resource-constrained project scheduling problem (the RCPSP) is known to be NP-complete ([1]). Blazewicz et al. have shown that the RCPSP belongs to the class of the strongly NP-hard problems ([3]). However, the scheduling problems have a wide range of applications in practice such as construction, manufacturing, military operations, etc. Thus they have attracted attention. In decades of time, not only the classic scheduling problems such as job-shop scheduling or travelling salesman problems, but also stochastic resource-constrained project scheduling problems and other scheduling problems have been extensively studied (See for example, [6, 8, 10], and the references there in), since a mathematical model for the RCPSP was developed by Pritsker et al. ([13]). At the same time, semidefinite relaxation and randomization techniques have played important roles in successfully solving some combinatorial optimization problems and polynomial programming problems ([4, 7, 14], etc.).

In this paper, the problem of temporary shortage of some resources within a project execution period is considered. Given a schedule of a certain project, we
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are to obtain an adjustment of the schedule in face of some unexpected temporary resource shortage. Scheduling problems and resource-constrained project scheduling problems have been well investigated. However, to the extent of our knowledge, this kind of schedule adjustment problem has been rarely considered in the literature. To solve this problem, of course we can implement some existing methodology to solve the resource-constrained scheduling problem and get a new schedule. But this may cost much more time. Therefore, we focus on getting an immediate solution.

The remainder of this paper is organized as follows: first, a detailed description of the problem is given in Section 2. Then in Section 3, mathematical models of two different cases are established under some certain assumptions. Section 4 presents the semidefinite relaxations of these models. After that in Section 5, some numerical experiments are implemented. Finally in Section 6, a conclusion is stated.

2. Problem description. An activity-on-node project network can be described by a directed graph $G(V,E)$, where $V = \{0, 1, ..., n, n+1\}$ denotes the set of activities of the project. Here, Activities 0 and $n+1$ stand for the start and the end of the project, respectively, which are dummy activities. The symbol $E$ represents the set of precedence relationships among the activities in $V$. And the set $K = \{1, 2, ..., m\}$ denotes the renewable resources that are required for the project to execute. Some other notations to be used are listed in Table 1.

| Symbol | Definition                                  |
|--------|---------------------------------------------|
| $\text{Pred}(i)$ | set of direct predecessors of Activity $i$ |
| $\text{Succ}(i)$ | set of direct successors of Activity $i$ |
| $d_i$ | processing time (or duration) of Activity $i$ |
| $s_i$ | start time of Activity $i$ according to the existing schedule |
| $f_i$ | completion time of Activity $i$ according to the existing schedule |
| $R_k$ | amount of originally available units of renewable resource $k$ in unit time |
| $r_{ik}$ | usage of Activity $i$ of renewable resource $k$ in unit time |
| $t_0$ | start time of the temporary shortage of resources |
| $T$ | lasting time of the resources shortage |
| $\Delta R_k$ | amount of decrement of resource $k$ in unit time |

We assume $s_0 = 0$, $d_0 = d_{n+1} = 0$.

In what follows, we assume that the execution schedule of a certain project $G(V,E)$ have been obtained. While the project is being executed, at time $t_0 > 0$, a temporary shortage of some resources occurs, and it will last for $T$ units of time. We also assume that the resources will be sufficiently replenished at the time $t_0 + T$. It will cost too much time to resolve this scheduling problem by some traditional methods unless $t_0$ is near to $f_{n+1}$ in the existing schedule. In this paper, we are interested in the case that $t_0 > 0$ is still far away from $f_{n+1}$, and we are aiming at a fast adjustment of the original schedule.

3. Mathematical modelling. In this part, we are to establish the mathematical model for the scheduling adjustment problem mentioned in the last section. At the beginning, we define some helpful index sets for convenience.

Let $\bar{I}$ denote the set of indices of activities that have been completed before $t_0$, i.e.,

$$\bar{I} := \{i \mid f_i \leq t_0, \ i = 1, \cdots, n+1\}.$$
Of course these activities can be ignored, since they will not affect the adjustment. Define $I_0$ to be the set of indices of ongoing activities at the time $t_0$, i.e.,

$$I_0 := \{ i \mid t_0 - d_i < s_i \leq t_0, \ i = 1, \ldots, n \},$$

and $I_1$ to be the set of indices of oncoming activities, i.e.,

$$I_1 := \{ i \mid t_0 < s_i < t_0 + T, \ i = 1, \ldots, n \},$$

which will be started between $t_0$ and $t_0 + T$ according to the existing schedule.

Let

$$d^r_i := \begin{cases} 
0, & \text{if } i \in \bar{I} \\
\max(s_i - t_0, t_i - d_i), & \text{if } i \in I_0 \\
d_i, & \text{otherwise}
\end{cases}$$

be the remaining duration of Activity $i$ from $t_0$.

### 3.1. One-batch-activity case

First we assume $T \leq \min\{\min_{i \in I_0} d^r_i, \min_{i \in I_1} (s_i - t_0 + d^r_i)\}$. Define $x_i$, $i \in I_0 \cup I_1$ as the decision variable, where $x_i = 1$ means that Activity $i$ will be delayed until $t_0 + T$, and $x_i = 0$ means that Activity $i$ will not be delayed. Moreover, for $i \in I_0 \cup I_1$, denote $p^r_i$ to be the maximal remaining time of the paths from Activity $i$ to $n + 1$, namely, for $i \in I_0$, $p^r_i$ is the maximal remaining time of the paths from Activity $i$ to $n + 1$ from the time $t_0$; and for $i \in I_1$, $p^r_i$ is the maximal remaining time of the paths from Activity $i$ to $n + 1$ from the start time $s_i$. Here, $p^r_i$ includes the remaining duration of Activity $i$, namely, $d^r_i$.

We want to minimize the remaining processing time of the project that may contain some delay. The mathematical model is as follows:

$$\begin{align*}
\min & \quad \max \left\{ \max_{i \in I_0} \{x_i T + p^r_i\}, \max_{i \in I_1} \{s_i - t_0 + x_i(t_0 + T - s_i) + p^r_i\} \right\} \\
\text{s.t.} & \quad \begin{cases} 
x_i = 0 \text{ or } 1, & i \in I_0 \cup I_1 \\
\sum_{i \in I_0} (1 - x_i)r_{ik} + \sum_{i \in I_1} (1 - x_i)r_{ik} \leq R_k - \Delta R_k, & k = 1, \ldots, m
\end{cases}
\end{align*}$$

which is a min-max 0-1 integer programming problem. It is equivalent to

$$\begin{align*}
\min & \quad t \\
\text{s.t.} & \quad \begin{cases} 
x_i T + p^r_i \leq t, & i \in I_0 \\
\sum_{i \in I_0} (1 - x_i)r_{ik} + \sum_{i \in I_1} (1 - x_i)r_{ik} \leq R_k - \Delta R_k, & k = 1, \ldots, m
\end{cases}
\end{align*}$$

Here, for $i \in I_0$, if Activity $i$ will be delayed until $t_0 + T$, then $x_i = 1$ and the corresponding maximal remaining time of the paths from Activity $i$ to $n + 1$ from the time $t_0$ is $T + p^r_i$; while if Activity $i$ will not be delayed, then $x_i = 0$ and the remaining time is still $p^r_i$. For $i \in I_1$, if Activity $i$ will be delayed and start at $t_0 + T$, then the maximal remaining time of the paths from Activity $i$ to $n + 1$ from $s_i$ is $t_0 + T - s_i + p^r_i$, since it will be delayed $t_0 + T - s_i$ units of time, and thus the remaining time from $t_0$ is $T + p^r_i$; while if Activity $i$ will not be delayed, then the remaining time from $t_0$ is $s_i - t_0 + p^r_i$.

In fact, noting that the start time of the activities in $I_0 \cup I_1$ need to be rescheduled to fit in the shortage of some resources, if we let $s'_i = \max\{t_0, s_i\}$, then we can
deal with them together. In this case, the modelling problem can be rewritten as
\[
\begin{align*}
\min \quad & t \\
\text{subject to} \quad & x_i T + (1 - x_i) (s_i - t_0) + p_i^r \leq t, \quad i \in I_0 \cup I_1 \\
& x_i (x_i - 1) = 0, \quad i \in I_0 \cup I_1 \\
& \sum_{i \in I_0 \cup I_1} (1 - x_i) r_{ik} \leq R_k - \Delta R_k, \quad k = 1, \ldots, m.
\end{align*}
\]

(3)

3.2. Two-batch-activity case. Now let us consider the case that the resource-shortage period will last longer. Let
\[
I_0 := \{i \mid t_0 - d_i < s_i \leq t_0, \quad i = 1, \ldots, n\},
\]
and \(I_1 := \{i \mid t_0 < s_i < t_0 + T, \quad i = 1, \ldots, n\}\).

We know that for \(i \in I_0\), its successors may be contained in \(I_1\), and for some \(i \in I_1\), its predecessors may be contained in \(I_0\). For convenience, we divide the indices set \(I_1\) into two parts:
\[
\begin{align*}
I_1^{(1)} := & \{i \mid I_1 \text{ | } f_j \leq t_0, \text{ for } \forall j \in \text{Pred}(i)\}, \\
I_1^{(2)} := & \{i \mid I_1 \text{ | } \exists j \in \text{Pred}(i), \text{ such that } f_j > t_0\}.
\end{align*}
\]

We can see that activities in \(I_1^{(1)}\) do not have any direct predecessor in \(I_0\).

In what follows, we assume \(t_0 + T \leq \min\{\min_{i \in I_1^{(1)}} f_i, \min_{j \in \text{Succ}(I_0)} f_j\}\) for simplicity. Here, \(\text{Succ}(I_0) := \{j \mid j \in \text{Succ}(i) \text{ for } i \in I_0\}\). In this case, we need to consider the activities in \(I_0\) and their direct successors starting at \(t \in (t_0, t_0 + T)\), and the activities in \(I_1^{(1)}\). Actually, under this assumption, \(I_1^{(2)} = \text{Succ}(I_0) \cap I_1\), containing all direct successors starting at \(t \in (t_0, t_0 + T)\) of activities in \(I_0\). Thus there are two batches of activities during \((t_0, t_0 + T)\) to be considered.

To establish the mathematical model for this case, we set \(x_i, \quad i \in I_0 \cup I_1\) where \(x_i = 1\) means Activity \(i\) will be delayed until \(t_0 + T\) (for \(i \in I_1^{(2)}\), it might be delayed after \(t_0 + T\) if one of its predecessors is delayed), and \(x_i = 0\) means Activity \(i\) will not be delayed.

Note that for an activity in \(I_1^{(2)}\), if a predecessor of it is decided to be delayed until \(t_0 + T\), then it will be delayed too; while if all predecessors of it are not delayed, then it may or may not be delayed. In other words, for an activity in \(I_0\), if it is decided to be delayed until \(t_0 + T\), then all its successors will be delayed; while if it is decided not to be delayed, then its successors in \(I_1^{(2)}\) may or may not be delayed. The above analysis leads to
\[
x_i \left( \sum_{j \in \text{Succ}(i) \cap I_1} (1 - x_j) \right) = 0, \quad i \in I_0.
\]

In fact, only activities in \(I_0\) that have a direct successor in \(I_1\) are required to satisfy this constraint.

Moreover, for \(i \in I_0 \cup I_1\), denote \(p_i^r\) to be the maximal remaining time of the paths from Activity \(i\) to \(n + 1\), namely, for \(i \in I_0\), \(p_i^r\) is the maximal remaining time of the paths from Activity \(i\) to \(n + 1\) from the time \(t_0\), and for \(i \in I_1\), \(p_i^r\) is the maximal remaining time of the paths from Activity \(i\) to \(n + 1\) from the start time \(s_i\), just as before.
At the same time, we also need to sort activities in $I_1$ in order of their start time. Let $h$ be the number of activities in the set $I_1$, and $i_j \in I_1, j = 1, \ldots, h$ satisfy $s_{i_j} \leq s_{i_{j+1}}$.

Then we can establish a model of scheduling adjusting for this two-batch activities case:

$$\begin{align*}
\min & \quad t \\
\text{s.t.} & \quad x_i T + p_i^r \leq t, \quad i \in I_0 \\
& \quad s_i - t_0 + x_i (t_0 + T - s_i) + p_i^r \leq t, \quad i \in I_1 \\
& \quad x_i (x_i - 1) = 0, \quad i \in I_0 \bigcup I_1 \\
& \quad x_i \left( \sum_{j \in \text{succ}(i) \cap I_1} (1 - x_j) \right) = 0, \quad i \in I_0 \\
& \quad \sum_{i \in I_0} (1 - x_i) r_{ij} \leq R_k - \Delta R_k, \quad k = 1, \ldots, m \\
& \quad \sum_{i \in I_0} (1 - x_i) r_{ik} + \sum_{l \leq j} [(1 - x_i) r_{ik} - \sum_{p \in I_p^j(l)} (1 - x_p) r_{pk}] \leq R_k - \Delta R_k, \\
& \quad i_j \in I_1, \quad j = 1, \ldots, h, \quad k = 1, \ldots, m
\end{align*}$$

(4)

Here, we set $I_p^j(l) := \{ p \in I_0 | s_{i_{l-1}} < f_p \leq s_{i_l} \}$ for $i_l \in I_1, l = 1, \ldots, h$ and $s_{i_0} = 0$. For illustration, the constraint $x_i \left( \sum_{j \in \text{succ}(i) \cap I_1} (1 - x_j) \right) = 0, \quad i \in I_0$ assures that if Activity $i \in I_0$ is delayed, then all its successors in $I_1$ will be delayed; the constraint $\sum_{i \in I_0} (1 - x_i) r_{ik} \leq R_k - \Delta R_k$ is to make sure that the resource constraints are satisfied at the time $t_0$; and the constraint $\sum_{i \in I_0} (1 - x_i) r_{ik} + \sum_{l \leq j} [(1 - x_i) r_{ik} - \sum_{p \in I_p^j(l)} (1 - x_p) r_{pk}] \leq R_k - \Delta R_k$ makes it sure that the resource constraints keep satisfied every time an activity in $I_1$ is added into execution.

The following conclusion holds for this model.

**Theorem 3.1.** For an activity $i \in I_0$ that has successors in $I_1$, if $x_i = 1$, or, if $x_i = 0$ and $x_j = 0$ for $\forall j \in \text{succ}(i) \cap I_1$, then

$$x_i T + p_i^r \geq s_j - t_0 + x_j (t_0 + T - s_j) + p_j^r, \quad \forall j \in \text{succ}(i) \cap I_1.$$  

**Proof.** By the definition of $p_i^r$, for $i \in I_0$, we have

$$p_i^r = \max_{j \in \text{succ}(i)} \{ s_j - t_0 + p_j^r \}.$$  

This leads to

$$p_i^r \geq \max_{j \in \text{succ}(i) \cap I_1} \{ s_j - t_0 + p_j^r \}.$$  

If $x_i = 1$, then $x_j = 1 \forall j \in \text{succ}(i) \cap I_1$ because of $x_i \left( \sum_{j \in \text{succ}(i) \cap I_1} (1 - x_j) \right) = 0$. Thus,

$$x_i T + p_i^r = T + p_i^r \geq T + \max_{j \in \text{succ}(i) \cap I_1} \{ s_j - t_0 + p_j^r \} \geq T + s_j - t_0 + \max_{j \in \text{succ}(i) \cap I_1} \{ s_j - t_0 + p_j^r \} \geq T + s_j - t_0 + x_j (t_0 + T - s_j) + p_j^r$$

holds for all $j \in \text{succ}(i) \cap I_1$, noting that $s_j > t_0$ for $j \in I_1$.

If $x_i = 0$ and $x_j = 0$ for $\forall j \in \text{succ}(i) \cap I_1$, then

$$x_i T + p_i^r = p_i^r \geq \max_{j \in \text{succ}(i) \cap I_1} \{ s_j - t_0 + p_j^r \} \geq s_j - t_0 + p_j^r = s_j - t_0 + x_j (t_0 + T - s_j) + p_j^r.$$  

This completes the proof. \hfill $\Box$
From this theorem, we know that for an activity \( i \in I_0 \) that has successors in \( I_1 \), if it is delayed, or, if it and all its successors in \( I_1 \) are not delayed, then it holds

\[
x_i T + p_i^f \geq s_j - t_0 + x_j(t_0 + T - s_j) + p_j^f, \forall j \in \text{Succ}(i) \cap I_1.
\]

However, if it is not delayed but some of its successors in \( I_1 \) are delayed, then it is possible that

\[
x_i T + p_i^f \leq s_j - t_0 + x_j(t_0 + T - s_j) + p_j^f, \text{ for some } j \in \text{Succ}(i) \cap I_1.
\]

Therefore, both constraints

\[
x_i T + p_i^f \leq t, \quad i \in I_0
\]

and

\[
s_i - t_0 + x_i(t_0 + T - s_i) + p_i^f \leq t, \quad i \in I_1
\]

are needed in the mathematical model.

Furthermore, we can also minimize the number of activities that will be delayed. Then the models (2) and (4) can be reformed as

\[
\begin{align*}
\min & \quad \alpha t + (1 - \alpha) \sum_{i \in I_0 \cup I_1} x_i \\
\text{s.t.} & \quad x_i T + p_i^f \leq t, \quad i \in I_0 \\
& \quad s_i - t_0 + x_i(t_0 + T - s_i) + p_i^f \leq t, \quad i \in I_1 \\
& \quad x_i(x_i - 1) = 0, \quad i \in I_0 \cup I_1 \\
& \quad \sum_{i \in I_0} (1 - x_i)r_{ik} + \sum_{i \in I_1} (1 - x_i)r_{ik} \leq R_k - \Delta R_k, \quad k = 1, \ldots, m
\end{align*}
\]

(5)

\[
\begin{align*}
\min & \quad \alpha t + (1 - \alpha) \sum_{i \in I_0 \cup I_1} x_i \\
\text{s.t.} & \quad x_i T + p_i^f \leq t, \quad i \in I_0 \\
& \quad s_i - t_0 + x_i(t_0 + T - s_i) + p_i^f \leq t, \quad i \in I_1 \\
& \quad x_i(x_i - 1) = 0, \quad i \in I_0 \cup I_1 \\
& \quad x_i(\sum_{j \in \text{Succ}(i) \cap I_1} (1 - x_j)) = 0, \quad i \in I_0 \\
& \quad \sum_{i \in I_0} (1 - x_i)r_{ik} \leq R_k - \Delta R_k, \quad k = 1, \ldots, m \\
& \quad \sum_{i \in I_0} (1 - x_i)r_{ik} + \sum_{i \in I_1} [(1 - x_i)r_{ik} - \sum_{p \in I'_0(l)} (1 - x_p)r_{pk}] \leq R_k - \Delta R_k, \\
& \quad i_j \in I_1, \quad j = 1, \ldots, h, \quad k = 1, \ldots, m
\end{align*}
\]

(6)

where \( \alpha \in (0, 1) \) is a weight related to the importance of time and the number of activities that will be delayed.

4. Semidefinite relaxation. The mathematical models in the previous section are mixed 0-1 integer programming problems, which are nonlinear and nonconvex. As is well-known, nonconvexity always brings much difficulty in solving the problems, especially when it is a large-scale problem. So we aim at obtaining a convex relaxation for the models in this part. The semidefinite relaxation (SDP relaxation, for short) technique is very useful in combinatorial optimization, nonconvex polynomial optimization, and many other fields ([7, 19, 20], etc.). Therefore, we are to get the SDP relaxations for these models.

Let \( x \) be a column vector with entries \( x_i, i \in I_0 \cup I_1 \). Set \( X = xx^T \), then \( X \) is a symmetric matrix, with \( \text{rank}(X) = 1 \). Then \( x_i(x_i - 1) = 0 \) results in \( X_{ii} = x_i \), and \( x_i(\sum_{j \in \text{Succ}(i) \cap I_1} (1 - x_j)) = 0 \) in (4) and (6) implies \( \sum_{j \in \text{Succ}(i) \cap I_1} (x_i - X_{ij}) = 0 \), in
which we are able to write the nonlinear constraints as linear ones. By the lifting procedure as in [7], we relax $X = xx^T$ to $X - xx^T \succeq 0$, which is in turn equivalent to $\begin{bmatrix} X & x \\ x^T & 1 \end{bmatrix} \succeq 0$ by Schur Complement Lemma ([5, 21]) since $X - xx^T$ is Schur complement of 1 for this matrix. Here, $M \succeq 0$ means the matrix $M$ is positive semidefinite.

In linear algebra and matrix theory, the Schur complement is defined as follows. Suppose $A, B, C, D$ are respectively $p \times p, p \times q, q \times p, q \times q$ matrices, and $D$ is invertible. Let $M = \begin{bmatrix} A & B \\ C & D \end{bmatrix}$, then the Schur complement of the block $D$ of the matrix $M$ is $M/D := A - BD^{-1}C$, and the Schur complement of the block $A$ of the matrix $M$ is $M/A := D - CA^{-1}B$, if $A$ is invertible.

Lemma 4.1. (Schur Complement Lemma, [5, 21]) For any symmetric matrix $M$ of the form $M = \begin{bmatrix} A & B \\ B^T & D \end{bmatrix}$, if $D \succ 0$, then $M \succeq 0$ if and only if $A - BD^{-1}B^T \succeq 0$.

Combining the above analysis with the fact that all the other constraints are linear, we get the following SDP relaxation for (2):

$$\begin{align*}
\min_t & \quad t \\
\text{s.t.} & \quad x_i^T + p_i^r \leq t, \quad i \in I_0 \\
& \quad s_i - t_0 + x_i(t_0 + T - s_i) + p_i^r \leq t, \quad i \in I_1 \\
& \quad \sum_{i \in I_0 \cup I_1} (1 - x_i)r_{ik} \leq R_k - \Delta R_k, \quad k = 1, \ldots, m \\
& \quad X_{ii} = x_i, \quad i \in I_0 \cup I_1
\end{align*}$$

(7)

And the SDP relaxation for (4) can be written as

$$\begin{align*}
\min_t & \quad t \\
\text{s.t.} & \quad x_i^T + p_i^r \leq t, \quad i \in I_0 \\
& \quad s_i - t_0 + x_i(t_0 + T - s_i) + p_i^r \leq t, \quad i \in I_1 \\
& \quad \sum_{i \in I_0} (1 - x_i)r_{ik} \leq R_k - \Delta R_k, \quad k = 1, \ldots, m \\
& \quad \sum_{i \in I_0} (1 - x_i)r_{ik} + \sum_{l \leq j} [(1 - x_i)r_{ik} - \sum_{p \in I_0(t)} (1 - x_p)r_{pk}] \leq R_k - \Delta R_k, \\
& \quad \sum_{j \in Succ(i) \cap I_1} (x_i - X_{ij}) = 0, \quad i \in I_0 \\
& \quad X_{ij} = x_i, \quad i \in I_0 \cup I_1 \\
& \quad \sum_{j \in Succ(i) \cap I_1} (x_i - X_{ij}) = 0, \quad i \in I_0
\end{align*}$$

(8)
Similarly, if we further want to minimize the number of activities that will be delayed, then the problems in (5) and (6) can be relaxed as

$$
\begin{align*}
\min \quad & \alpha t + (1 - \alpha) \sum_{i \in I_0 \cup I_1} x_i \\
\text{s.t.} \quad & \begin{cases}
x_i T + p^r_i \leq t, & i \in I_0 \\
s_i - t_0 + x_i(t_0 + T - s_i) + p^r_i \leq t, & i \in I_1 \\
\sum_{i \in I_0} (1 - x_i) r_{ik} \leq R_k - \Delta R_k, & k = 1, \ldots, m \\
\sum_{i \in I_0} (1 - x_i) r_{ik} + \sum_{j \leq i} [(1 - x_i) r_{ij,k} - \sum_{p \in I_p(t)} (1 - x_p) r_{pj,k}] \leq R_k - \Delta R_k, & i_j \in I_1, j = 1, \ldots, h, k = 1, \ldots, m \\
x_i, x_i, & i \in I_0 \cup I_1 \\
X_{ii} = x_i, & i \in I_0 \cup I_1 \\
\sum_{j \in \text{Succ}(i) \cap I_1} (x_i - X_{ij}) = 0, & i \in I_0
\end{cases}
\end{align*}
$$

and

$$
\begin{align*}
\min \quad & \alpha t + (1 - \alpha) \sum_{i \in I_0 \cup I_1} x_i \\
\text{s.t.} \quad & \begin{cases}
x_i T + p^r_i \leq t, & i \in I_0 \\
s_i - t_0 + x_i(t_0 + T - s_i) + p^r_i \leq t, & i \in I_1 \\
\sum_{i \in I_0} (1 - x_i) r_{ik} \leq R_k - \Delta R_k, & k = 1, \ldots, m \\
\sum_{i \in I_0} (1 - x_i) r_{ik} + \sum_{j \leq i} [(1 - x_i) r_{ij,k} - \sum_{p \in I_p(t)} (1 - x_p) r_{pj,k}] \leq R_k - \Delta R_k, & i_j \in I_1, j = 1, \ldots, h, k = 1, \ldots, m \\
x_i, x_i, & i \in I_0 \cup I_1 \\
X_{ii} = x_i, & i \in I_0 \cup I_1 \\
\sum_{j \in \text{Succ}(i) \cap I_1} (x_i - X_{ij}) = 0, & i \in I_0
\end{cases}
\end{align*}
$$

respectively.

Theorem 4.2. Let $v^*_1$, $v^*_2$, $v^*_3$ and $v^*_4$ be the optimal values of (2), (4), (5) and (6), respectively; and let $v^*_r$, $v^*_2$, $v^*_3$ and $v^*_4$ be the optimal values of (7), (8), (9) and (10), respectively. Then we have $v^*_r \leq v^*_i$, $i = 1, 2, 3, 4$.

Proof. Noting that $x$ is the column vector of entries $x_i$, $i \in I_0 \cup I_1$, let $X = xx^T$, then $X - xx^T \preceq 0$ holds. Thus by Lemma 4.1, we have $\begin{bmatrix} X & x \\ x^T & 1 \end{bmatrix} \succeq 0$. Moreover, $x_i(x_i - 1) = 0$ means $X_{ii} = x_i^2 = x_i$, i.e., $\text{diag}(X) = x$, and $x_i(\sum_{j \in \text{Succ}(i) \cap I_1} (1 - x_j)) = 0$ implies $\sum_{j \in \text{Succ}(i) \cap I_1} (x_i - X_{ij}) = 0$. Thus, the feasible set of (2) is included in that of (7), the feasible set of (4) is included in that of (8), the feasible set of (5) is included in that of (9), and the feasible set of (6) is included in that of (10). So we have $v^*_r \leq v^*_i$, $i = 1, 2, 3, 4$, since these are minimizing problems.

For more theoretical analysis on semidefinite relaxation models, please refer to [2, 11, 15, 17, 18, 22].

5. Numerical experiments. In this section, we are to present some preliminary numerical results for the mathematical models and their SDP relaxations. All codes are written in Matlab R2014, and run on laptop computer (Intel(R) Core(TM) i5-3337u CPU(1.80GHz)). The software of SeDuMi ([12, 16]) is applied.
**Example 1.** Let $A_i, i = 1, \ldots, 12$ be activities in a project, and $A_0, A_{13}$ be dummy activities, as shown in Figure 1. $s_i$ is the starting time of activities according to the existing schedule of the project, $d_i$ is the duration of Activity $i$, and $r_{i1}, r_{i2}$ are the usage of Activity $i$ of resources 1 and 2 in unit time, respectively. Suppose this project faces insufficient supply of resource 1 from the time $t_0 = 4$, and this situation will last for 2 units of time, i.e., $T = 2$. Assume $R_1 = 8$ and $\Delta R_1 = 3$.

It is the one-batch-activity case since $T = 2$. It is easily seen that activities $A_3, A_4, A_5, A_6$ must be considered, and $d_3 = 3$, $d_4 = 5$, $d_5 = 3$, $d_6 = 2$ at the time $t_0 = 4$. We can solve Model (2) by applying the function ‘intlinprog’ in Optimization Toolbox of Matlab, since it is a mixed-integer linear programming problem. The solution is $x_3^* = 1, x_4^* = x_5^* = x_6^* = 0$, and $t^* = 11$. Here $t^*$ stands for the minimum processing time of the remain activities of the project from the time $t_0$, so the whole executing time of the project is still $t_0 + t^* = 15 = f_{13}$. Therefore, we can delay Activity 3, and the project will be completed on time.

If we solve its semidefinite relaxation (7) by SeDuMi, we get $x_3^* = x_5^* = x_6^* = 1, x_4^* = 0$, and $t^* = 11$. We see that Activities 3, 5 and 6 should be delayed, however, the whole project will still not be delayed.

Furthermore, if we also want to minimize the number of activities that will be delayed, then we can solve the relaxation problem (9). Set $\alpha = 0.5$, and we obtain $x_3^* = 1, x_4^* = x_5^* = x_6^* = 0$, and $t^* = 11$.

Let the period of resource shortage last longer, namely, $T = 4$, then it becomes the two-batch-activity case. Then activities $A_3, A_4, A_5, A_6, A_7, A_{10}$ must be considered. In this case, Models (4) and (6) can be applied. These two problems are still mixed integer programming problems, but not linear any more, thus we cannot use the function ‘intlinprog’ in Matlab to solve them. Solve their relaxations (8) and (10) by SeDuMi, and then get integers from the solution.

For (8) or equivalently (10) in the case of $\alpha = 1$, we get $x_3 = x_5 = x_6 = x_7 = x_{10} = 1, x_4 = 0$, and $t^* = 13$, which means all activities in the shortage period except Activity 4 will be delayed by 4 units of time, and the completion time of the whole project will be delayed by 2 units of time, since $t_0 + t^* = 17 > f_{13} = 15$.

To minimize the number of delayed activities in addition, we solve (10) with the parameter $\alpha = 0.5$. In this case, we can obtain $x_3 = x_7 = 1, x_4 = x_5 = x_6 = x_{10} = 0$, and $t^* = 13$. So only Activity 3 and its direct successor 7 will be delayed in the considered period. Of course, all successors of Activity 3 will be delayed by 4 units of time, and thereby the whole project will be delayed by 2 units of time.
Sometimes, we may not obtain integer solution by solving the relaxation problems. For the above example, here we simply get a integer solution from the solution of the SDP relaxation model (10) by the rounding method. However, in many cases this might not be a good choice. So we try some other method in the following example.

Example 2. Let $A_i, i = 1, \cdots, 25$ be activities in a project, and $A_0, A_{25}$ be dummy activities, as shown in Figure 2. $s_i$ is the starting time of activities according to the existing schedule of the project, $d_i$ is the duration of Activity $i$, and $r_{i1}, r_{i2}$ are the usage of Activity $i$ of resources 1 and 2 in unit time, respectively.

Suppose this project faces insufficient supply of resource 1 from the time $t_0 = 4$, and this situation will last for 5 units of time, i.e., $T = 5$. Assume $R_1 = 15$ and $\Delta R_1 = 8$.

It is easily seen that activities $A_4, A_7, A_8, A_{11}, A_9, A_{10}, A_{12}, A_{13}, A_{14}, A_{15}, A_{17}$ must be considered, and it is the two-batch case. In this case, Models (4) and (6) can be applied. These two problems are not linear mixed integer programming, thus we cannot apply the function ‘intlinprog’ in Matlab to solve them. So we solve their relaxations (8) and (10) by SeDuMi, and then get integers from the solution.

To minimize both the time delayed and the number of delayed activities, we first solve (10) with the parameter $\alpha = 0.5$. Let $x$ be the solution of this relaxation model, and $x_i$ be the $i$-th component of $x$. We design the following scheme to get a integer solution from the solution of the relaxation problem: if $x_i \geq 1/3, i \in \{1, \cdots, n\}$, we set $x_i = 1, i \in \{1, \cdots, n\}$; otherwise, we set $x_i = 0, i \in \{1, \cdots, n\}$. That is, we choose 1/3 as a threshold for getting an integer solution. So we call it the 1/3-method.

For this problem, we solve the relaxation model (10) first, and then by using the 1/3-Method, we can obtain $x_4^* = x_7^* = x_{10}^* = x_{11}^* = 0, x_8^* = x_9^* = x_{12}^* = x_{13}^* = x_{14}^* = x_{15}^* = x_{17}^* = 1$, and $t^* = 18$. So Activities 8, 9, 12, 13, 14, 15, 17 will be delayed in the considered period, and the other activities will not be delayed. Of course, all successors of Activity 17 will be delayed by 4 units of time, and thereby the whole project will be delayed by 4 units of time, since $t_0 + t^* = 22 > f_{25} = 18$.

**Figure 2.** Project Network Diagram in Example 2
For Example 2, while computing the relaxation model (10), we also compare the 1/3-method with the rounding method to get integer solution. For different choices of \(\Delta R_1\), we solve the relaxation (10) with \(\alpha = 0.5\), then get integer solution by these two methods separately. It is found that the integer solution obtained by the 1/3-method is better than that obtained by the rounding method, especially for these two methods separately. It is found that the integer solution obtained by the rounding method is better than that obtained by the 1/3-method per-

\[ \text{Procedure: IMMEDIATE SCHEDULE ADJUSTMENT AND SDP RELAXATION} \]

\[ \Delta R_k \quad 1/3-Method \quad \text{Rounding Method} \quad \text{SDR Opt. Val} \quad \text{Opt. Val} \quad \text{Delay Time} \]

| \(\Delta R_k\) | 1/3-Method | Rounding Method | SDR Opt. Val | Opt. Val | Delay Time |
|--------------|-------------|----------------|--------------|----------|------------|
| 2            | 15          | infeasible     | 15.0000      | 15       | 1          |
| 5            | 18          | 15             | 15.0000      | 18       | 1          |
| 8            | 19          | infeasible     | 15.4583      | 18       | 4          |
| 11           | 19          | 15             | 16.7083      | 19       | 5          |

For Example 2, while computing the relaxation model (10), we also compare the 1/3-method with the rounding method to get integer solution. For different choices of \(\Delta R_1\), we solve the relaxation (10) with \(\alpha = 0.5\), then get integer solution by these two methods separately. It is found that the integer solution obtained by the 1/3-method is better than that obtained by the rounding method, especially for these two methods separately. It is found that the integer solution obtained by the rounding method is better than that obtained by the 1/3-method per-

\[ \text{Procedure: IMMEDIATE SCHEDULE ADJUSTMENT AND SDP RELAXATION} \]

\[ \Delta R_k \quad 1/3-Method \quad \text{Rounding Method} \quad \text{SDR Opt. Val} \quad \text{Opt. Val} \quad \text{Delay Time} \]

| \(\Delta R_k\) | 1/3-Method | Rounding Method | SDR Opt. Val | Opt. Val | Delay Time |
|--------------|-------------|----------------|--------------|----------|------------|
| 2            | 15          | infeasible     | 15.0000      | 15       | 1          |
| 5            | 18          | 15             | 15.0000      | 18       | 1          |
| 8            | 19          | infeasible     | 15.4583      | 18       | 4          |
| 11           | 19          | 15             | 16.7083      | 19       | 5          |

Table 2. Comparing the 1/3-Method with the Rounding Method

\[ \begin{align*}
\min & \quad t \\
\text{s.t.} & \quad y_iT + 2p_i^c + T \leq 2t, \quad i \in I_0 \\
& \quad t_0 - s_i + y_i(t_0 + T - s_i) + 2p_i^c \leq 2t, \quad i \in I_1 \\
& \quad \sum_{i \in I_0} (1 - y_i)r_{ik} + \sum_{i \in I_0} [(1 - y_i)r_{ik} - \sum_{p \in I_i^i(t)} (1 - y_p)r_{pk}] \leq 2R_k - 2\Delta R_k, \\
& \quad i_j \in I_1, \quad j = 1, \ldots, h, \quad k = 1, \ldots, m \\
& \quad \left[ \begin{array}{c} Y \\ y \\ \mathbf{1} \end{array} \right] \succeq 0 \\
& \quad Y_{ii} = 1, \quad i \in I_0 \cup I_1 \\
& \quad \sum_{j \in \text{Succ}(i) \cap I_1} (y_i - Y_{ij}) + \sum_{j \in \text{Succ}(i) \cap I_1} (1 - y_j) = 0, \quad i \in I_0 \end{align*} \]

(11)

and the model (10) can be reformulated as

\[ \begin{align*}
\min & \quad dt + 1/2(1 - \alpha) \sum_{i \in I_0 \cup I_1} (y_i + 1) \\
\text{s.t.} & \quad y_iT + 2p_i^c + T \leq 2t, \quad i \in I_0 \\
& \quad t_0 - s_i + y_i(t_0 + T - s_i) + 2p_i^c \leq 2t, \quad i \in I_1 \\
& \quad \sum_{i \in I_0} (1 - y_i)r_{ik} + \sum_{i \in I_0} [(1 - y_i)r_{ik} - \sum_{p \in I_i^i(t)} (1 - y_p)r_{pk}] \leq 2R_k - 2\Delta R_k, \\
& \quad i_j \in I_1, \quad j = 1, \ldots, h, \quad k = 1, \ldots, m \\
& \quad \left[ \begin{array}{c} Y \\ y \\ \mathbf{1} \end{array} \right] \succeq 0 \\
& \quad Y_{ii} = 1, \quad i \in I_0 \cup I_1 \\
& \quad \sum_{j \in \text{Succ}(i) \cap I_1} (y_i - Y_{ij}) + \sum_{j \in \text{Succ}(i) \cap I_1} (1 - y_j) = 0, \quad i \in I_0 \end{align*} \]

(12)
Models (11) and (12) can also be applied to the two-batch-activity case. We can solve their relaxations (11) and (12) by SeDuMi, and then get integer solution from solution of these relaxation models. Comparing the solution from the model (11) with that from (8), we find that the optimal value \( t^* \) and the scheme of delayed activities are the same. This result also holds while comparing the model (12) with (10).

6. Conclusions. In this paper, we consider the problem of schedule adjustment in the case of temporary insufficient supply of some resources within a project execution period. We first establish mathematical models for two different cases, then modify these models to minimize the number of delayed activities furthermore. Among these models, (2) and (5) for the case of one-batch activities are mixed-integer linear programming problems, while (4) and (6) are nonlinear. Then semidefinite relaxation technique is applied to the models, aiming at getting immediate solvent of these models. Relationship between the models and their semidefinite relaxations has been studied. Some preliminary numerical experiments have been implemented in Matlab, which show that these mathematical models are feasible and effective for practical use, and semidefinite relaxation technique helps to solve this kind of problem efficiently. Further study on the semidefinite relaxation of these models, including equivalent conditions for the relaxation and the original model and how to get integer solution after solving the relaxation models, is still needed.
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