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Abstract
Deep networks should be robust to rare events if they are to be successfully deployed in high-stakes real-world applications. Here we study the capability of deep networks to recognize objects in unusual poses. We create a synthetic dataset of images of objects in unusual orientations, and evaluate the robustness of a collection of 38 recent and competitive deep networks for image classification. We show that classifying these images is still a challenge for all networks tested, with an average accuracy drop of 29.5% compared to when the objects are presented upright. This brittleness is largely unaffected by various design choices, such as training losses, architectures, dataset modalities, and data-augmentation schemes. However, networks trained on very large datasets substantially outperform others, with the best network tested—Noisy Student trained on JFT-300M—showing a relatively small accuracy drop of only 14.5% on unusual poses. Nevertheless, a visual inspection of the failures of Noisy Student reveals a remaining gap in robustness with humans. Furthermore, combining multiple object transformations—3D-rotations and scaling—further degrades the performance of all networks. Our results provide another measurement of the robustness of deep networks to consider when using them in the real world. Code and datasets are available at https://github.com/amro-kamal/ObjectPose.

1 Introduction
In real-world applications, deep networks are often deployed and used to detect harder examples than those seen in the development test set. This has led researchers to investigate the performance of networks using more challenging test examples, in the so-called out-of-distribution (OOD) regime [Hendrycks et al. 2021b, Hendrycks and Dietterich 2019, Hendrycks et al. 2021a, Wang et al. 2019, Dodge and Karam 2017, Recht et al. 2019a, Shankar et al. 2021, Geirhos et al. 2018, 2021]. Many of the previous studies on out-of-distribution generalization have focused on measuring the generalization capabilities of networks to distorted images. Notably, [Geirhos et al. 2021] show that the newest generation of very large deep networks is closing the human-machine robustness gap on 17 different out-of-distribution image distortion types. However, most of the transformations used to generate these datasets are local distortions that only affect the texture of objects, but do not change the global structure of the image. [Taori et al. 2020] shows that robustness to these kinds of distortions does not transfer entirely to natural shifts and does not represent a comprehensive measure of the network’s robustness.

Pose transformations (e.g., a bus seen upside-down) represent an interesting case-study for networks’ robustness, as (1) unlike simple distortions, these transformations affect the global structure of the image, and (2) it would be technically challenging to augment an image dataset at scale with this type of 3D transformations. In a rare study of its kind, [Alcorn et al. 2019] show that two deep networks, Inception-V3 [Szegedy et al. 2016] and ResNet50 [He et al. 2016], drastically fail to recognize objects in unusual poses, incorrectly classifying most of the poses explored. Later, [Madan et al. 2021] also reveal a brittleness of ResNet18 and CLIP [Radford et al. 2021] to small changes in pose, in an adversarial setting.

In this study, we revisit the question of networks’ robustness to unusual poses using a diverse set of the latest and best publicly available networks for image classification. We test 38 networks with a variety of different architectures, sizes, training datasets, and training objectives on a custom dataset of images of objects in unusual poses. Our contributions are:

• We observe that, on unusual poses, the networks of our collection suffer from a 14.5% to 45.5% accuracy drop compared to usual poses. A visual inspection of networks’ failures reveal that, even for the best models, a robustness gap remains with the human visual system.

• We provide a detailed study of the effect of in-(image)-plane vs. out-of-plane object rotations, background-foreground congruency, and rotation angle on performance. We show that the best networks rely on a different strategy than weaker networks when it comes to incorporating information from the background.

• By combining multiple unusual transformations—such as object rotations and scaling—we show that such combinations lead to further performance degradation for all networks, as predicted by a combinatorial model of error.

• In an effort to go beyond synthetic datasets, we test the networks on images from the Common Objects in 3D Dataset (CO3D), a dataset of objects seen in various poses,
Figure 1: Performance of all networks on ObjectPose. (A) Rotating the objects in unusual poses (ObjectPose, colored bars) induces a top-1 accuracy drop of 14.5%-45.5% compared to when objects are presented upright (ObjectPose +-10, grey bars). Bar colors indicate different architectures. Blue dots: Top-1 accuracy on ImageNet (as reported in the papers). (B) Accuracy on usual vs. unusual poses. Networks trained on ImageNet1k cluster together with low accuracy on ObjectPose. Networks trained on ImageNet21k perform better, and networks trained on extremely large datasets—Noisy Student models (300M images) and SWAG (3.6B images)—perform the best, with the exception of CLIP models (400M images), which were not fine-tuned on ImageNet categories.

and show a generalization gap of 5.2% on average across networks compared to a benchmark of objects presented in their usual pose, ImageNetV2.

2 Dataset and Networks

ObjectPose Dataset We generated a synthetic dataset of objects in unusual poses, ObjectPose. The dataset contains 27,540 images of 17 high-quality 3D objects rendered in a range of different orientations and over different background images, following the pipeline of [Alcorn et al. 2019]. Briefly, the object is first placed in an initial upright position. We then choose one of the YAW, ROLL, or PITCH axes to rotate the object along it and render it on top of a background image. We used three different background images with each object. Two of the backgrounds are images chosen manually from the internet to match the object’s usual context and not to contain any other ImageNet object. We chose the third background to be grey with all its RGB pixel values equal to (0.485, 0.456, 0.406), corresponding to the average pixel color of ImageNet images. In order to focus on robustness to unusual poses, each object is chosen carefully so that the resulting images for that object are correctly classified with > 90% accuracy by a ResNet-50 when the object’s orientation is less than 10° apart from its upright pose. We gather these images where the object is rotated by -10° to 10° only in the ObjectPose +10 dataset (1,683 images in total), and exclude them from ObjectPose, such that ObjectPose only contains unusual poses (11° to 349° from the upright pose). Each of the 17 objects belonging to one of 1000 ImageNet [Russakovsky et al. 2015] classes.

Deep Networks We tested a collection of 38 networks on ObjectPose. We chose a diverse set of networks with different architectures, training datasets sizes, number of parameters, and training objectives. The networks have varying number of parameters (from 22M up to 645M), and different architectures including convolutional neural networks (CNNs) [He et al. 2016, Xie et al. 2020, Kolesnikov et al. 2020, Chen et al. 2020b, Liu et al. 2022], Vision Transformers (ViTs) [Dosovitskiy et al. 2020, Chen, Hsieh, and Gong 2021, Liu et al. 2021, 2022], and MLP-Mixers [Tolstikhin et al. 2021]. We also include ConViT [d’Ascoli et al. 2021], a hybrid CNN-ViT architecture that adds a convolutional inductive bias to the Vision Transformer.

We chose networks trained under different objectives, including (1) Supervised learning, including convolutional architectures, such as [He et al. 2016, Xie et al. 2020, Liu et al. 2022, Kolesnikov et al. 2020], Vision Transformers, such as [Dosovitskiy et al. 2020, Chen, Hsieh, and Gong 2021, Bao, Dong, and Wei 2021, Touvron et al. 2021], and MLP-mixer [Tolstikhin et al. 2021], (2) Self-supervised learning, such as SimCLR [Chen et al. 2020a], and BEiT [Bao, Dong, and Wei 2021], (3) Semi-weakly supervised learning, such as SWSL-ResNet50 and SWSL-ResNeXt101...
Figure 2: Presentation of the 17 3D objects composing ObjectPose. These objects were carefully selected from https://sketchfab.com.

Figure 3: Selected failures of Noisy Student EfficientNet-L2—the best-performing network of our collection—on ObjectPose. Left column: Objects presented upright and top-5 predictions from the network (as measured by the softmax layer activations). Other columns: Objects presented in incorrectly classified poses and top-5 predictions from the network. Some of these errors reveal a brittleness compared to the human visual system (e.g., a tank at 90° is confused with a shield).

[Chen et al. 2020b], and weakly supervised learning, such as SWAG [Singh et al. 2022], (4) Text supervision, such as CLIP [Radford et al. 2021].

The networks were trained on datasets with different sizes ranging from 1M to 3.6B images. Among the networks we use, Noisy Student EfficientNet [Xie et al. 2020] (300M images) and SWAG [Singh et al. 2022] (3.6B images) are the only networks pretrained on extremely large datasets and fine-tuned on ImageNet. Although CLIP [Radford et al. 2021] was pretrained on a very large dataset (400M image-caption examples), it was not fine-tuned on ImageNet. The best network of our collection according to its performance on ImageNet is the SWAG-RegNetY-128GF-384 model [Singh et al. 2022], pretrained with a weakly-supervised learning approach on 3.6B Instagram images (IG). It achieves 88.55% ImageNet top-1 accuracy.

3 Results

All networks exhibit a performance drop on unusual poses compared to usual poses (ObjectPose ±10). Examples of network failures are shown in Fig. 3 for the best model tested, Noisy Student EfficientNet-L2.

Scaling both training dataset size and network capacity is helpful on ObjectPose. Networks trained on larger datasets show a narrower performance gap than networks trained on smaller datasets (Fig. 1B), with the exception of CLIP models which were not fine-tuned on ImageNet. It is also important for the network to have a sufficient size (i.e. number of parameters) to benefit from the large dataset. This is deduced by the performance of the EfficientNet-L2 model (480M parameters) compared to EfficientNet-B7 (66M parameters), both trained using the Noisy Student method on the JFT-300M dataset. While EfficientNet-L2 outperforms the rest of the networks on ObjectPose, EfficientNet-B7 performs on par with many networks pretrained on smaller datasets (such as ImageNet21k).

Although SWAG models are pretrained on more images (3.6B) and have more parameters, they do not outperform Noisy Student EfficientNet-L2. This also shows that scaling the dataset is not the only factor that matters, here the training procedure and architecture also play an important role. In particular, Noisy student was trained using the RangAugment data augmentation method [Cubuk et al. 2020] which applies
intensive data augmentation including rotations and shears. In contrast, SWAG only used a limited augmentation strategy of cropping and flipping and not including rotations and shears.

A visual inspection of networks’ failures reveals room for improvement even for the best networks tested (Fig. 3). By visually inspecting the errors made by the networks (Fig. 3), we find that even the best model tested, Noisy Student EfficientNet-L2 (NS), makes errors that a human observer would not.

Which types of rotation are most problematic for deep networks (Fig. 4)? We compare the effect of object rotations in the plane of the image, vs. out-of-plane rotations seen in ObjectPose (Fig. 4A). We find that both conditions are problematic for all networks, with the out-of-plane condition only slightly worse than the in-plane condition for most networks. We then compare the in-plane condition with simple image rotations, where the background is rotated with the foreground object (Fig. 4B). By comparing these two conditions, we find that the best networks on ObjectPose rely on a different strategy than the weaker networks when it comes to incorporating background information. Indeed, weak networks perform better on in-plane rotations than on image rotations, in contrast to the best networks (e.g., Noisy Student EfficientNets and SWAG) which perform better on image rotations. Our interpretation is that weaker networks benefit from seeing features of the background upright, whereas the best networks suffer from the incongruency between the upright background and the rotated foreground object. The interpretation that the best networks suffer from the incongruency of the background is reinforced by the observation that they are the only ones to see an increase in accuracy on ObjectPose when the natural backgrounds are removed altogether. The interpretation that the weaker networks benefit from seeing the background features upright is confirmed by the observation that their accuracy drops when the background alone is rotated.

We next study the relation between network accuracy and rotation angle for different rotation types (Fig. 5). We find that all networks are most fragile when the object is rotated by 90° in the out-of-plane condition (ObjectPose).
Figure 5: Accuracy decreases as we increase rotation angle, with a low point at 90°. Networks are less robust to (A) out-of-plane rotations than (B) in-plane rotations and (C) image rotations. Noisy Student EfficientNet models are very robust to image rotations, perhaps for the reason that they were trained with this type of augmentation (RandAugment). Yet they are not completely robust to the two other types of rotations.

We also find that the best networks are more robust across the full range of rotation angles in the in-plane and image-rotation conditions than in the out-of-plane condition. Noisy Student EfficientNets are especially robust to image rotations, which might be explained by the fact that they are trained with image-rotation augmentations. Yet, we see that this type of data augmentation is not enough to guarantee full robustness to in-plane and out-of-plane rotations.

Combining more than one transformation degrades performance of all networks further, as predicted by a combinatorial model of error (Fig. 6). We next sought to study how the combination of multiple transformations would affect the performance of the networks. For this set of experiments, we use a grey background for all images in order to avoid complex interferences between foreground and background. First, we try combining rotations along the three axes of rotations, YAW, PITCH, and ROLL together. We find that this combination leads to a degradation of performance for all networks (Fig. 6A) in a range 6%-16.5% compared to the condition where only one axis is rotated at a time. Next we investigate the effect of combining three-axes rotations with scaling (Fig. 6C). We find that this combination of transformations further degrades the performance of all networks, with an accuracy drop in the range 24.5%-78.2% compared to usual poses, larger than the accuracy drop seen for ObjectPose in the range 14.5%-45%. We find that a simple combinatorial model of errors (grey bars in Fig. 6C) recapitulates the accuracy drop well for most of the networks: this model assumes that the probability of the network being correct in the scaled-rotated condition (panel C) is simply the product of the probabilities of being correct in the scaled-only (panel B) and rotated-only (panel A) conditions respectively (see Discussion for implications).

How well do our findings on synthetics datasets transfer to real-world datasets (Fig. 7)? In an attempt to go beyond synthetic datasets, we explore the robustness of our collection of networks to a dataset of real objects filmed from various points of view, the Common Objects in 3D Dataset (CO3D) [Reizenstein et al. 2021]. Originally designed for 3D reconstruction and new-view synthesis tasks, this dataset was collected by workers turning around and filming common objects from their environment. We sample 1000 images from each of 10 categories common to CO3D and ImageNet, to get a total of about 10,000 images. We then estimate the performance of our collection of networks on these images (Fig. 7). As a point of comparison, we measure the accuracy of networks on images of the same object categories taken from ImageNetV2, a dataset where objects are mostly presented in their usual canonical view. ImageNetV2 can be seen as a fairer comparison benchmark to CO3D than ImageNet, as networks were not overfitted to the the exact statistics of ImageNetV2 [Recht et al. 2019b]. We observe an average accuracy drop across networks of 10.4% on ImageNetV2 over ImageNet, and an average accuracy drop of 5.2% on CO3D over ImageNetV2 (Fig. 7A). However, four networks trained on very large datasets perform nearly as well on both datasets: CLIP-RN-101, CLIP-ViT-B/16, Noisy Student EfficientNet-B7, and SWAG-ViT (Fig. 7B). In summary, the variety of
Figure 6: Effect of combining multiple transformations on performance. (A) Combining rotations along the three axes ROLL, PITCH, and YAW decreases the accuracy of all networks (colored bars) compared to the single-axis rotation condition (grey bars). (B) Scaling the object size in the image decreases the accuracy severely for most networks (colored bars) compared to the fixed-scaled upright condition (grey bars), but only slightly for the best networks. (C) Combining three-axes rotations and scaling strongly affects the accuracy of all networks (colored bars), with the best network (Noisy Student) at 75% accuracy only in this condition. The grey bars represent a combinatorial model of error which predicts performance degradation well (see text).

Object views seen in CO3D seem less problematic for our collection of networks than the views from our synthetic dataset ObjectPose. This discrepancy could be due to the fact that although the workers turn around the objects in CO3D, they do not necessarily explore all the unusual views that we can explore in our synthetic dataset.
4 Discussion

Probing the robustness of deep networks to objects in unusual poses is interesting for multiple reasons. First, this type of transformation changes the global structure of the image, which might represent a bigger challenge for deep networks than local image distortions. Second, data-augmentation strategies do not provide an easy fix to the problem of generalization to unusual poses. Indeed, a classical mitigation strategy in deep learning consists in augmenting the dataset with the out-of-distribution case that one would like to become robust to, effectively making that case in-distribution. For most image distortions, this augmentation strategy is easy to implement. But for objects in unusual poses, one would need to collect a very large number of images of objects in unusual poses, which is practically challenging, especially at the scale needed to compete with the best current networks (e.g., Noisy Student is trained on JFT-300M comprising 300 million images). Alternatively, one could synthetically generate such a dataset with 3D models of objects, but this would require a very large database of high-quality 3D models which is currently lacking.

A striking result of our study is that very large networks trained on very large datasets (e.g., Noisy Student trained on JFT-300M, SWAG trained on 3.6B Instagram images) are quite robust to unusual poses. However, a careful visual inspection of the errors made by these networks reveal that they do not yet meet the robustness of the human visual system. A thorough comparison to human would be useful to estimate the fraction of the errors that are due to the images themselves not containing enough information about the class (e.g., a jeep seen from the bottom could be any sort of car) vs. out-of-distribution generalization errors that a human would not fall into (e.g., a cannon seen at a 90° angle is confused by the network with a harp). In future work, we plan to establish this human benchmark on our custom dataset ObjectPose in order to precisely quantify the gap in robustness between humans and networks.

When combining object rotations and scaling, we find that a combinatorial model of error—which assumes that the probability of the network being correct on the combination of transformations is equal to the product of the probabilities of it being correct on each respective transformation—accounts well for the degradation of performance of most networks. It would be interesting to study whether networks’ performance degrade according to this combinatorial model when combining even more transformations, such as translations, texture-removals etc. Indeed, an implication of this combinatorial model of error is that networks should be brittle in the face of a large combination of transformations, as each factor of variation adds its own source for potential errors.

It is an open question how the human visual system builds robustness to unusual poses. When performing mental rotation, a task consisting in comparing two 3D shapes in different orientations, human subjects take a time to respond that scales linearly with the angle of rotation between the two shapes [Shepard and Metzler 1971]. A similar phenomenon happens when recognizing every-day-life objects in unusual orientations [Jolicoeur 1985]: the recognition time is again linear with the angle of the object with respect to its upright pose. These observations are striking as they suggest that different mechanisms take place in the brain compared to feed-forward deep networks, where the processing time is fixed and does not depend on the complexity of the input. We hypothesize that recurrent mechanisms may play a key role in recognizing objects in unusual poses in the brain, as there is mounting evidence that such mechanisms are critical for recognizing images that are challenging to deep networks [Kar et al. 2019, Bonnen, Yamins, and Wagner 2021].
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