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Abstract: We propose a framework in order to econometrically estimate case-based learning and apply it to empirical data from twelve 2 × 2 mixed strategy equilibria experiments. Case-based learning allows agents to explicitly incorporate information available to the experimental subjects in a simple, compact, and arguably natural way. We compare the estimates of case-based learning to other learning models (reinforcement learning and self-tuned experience weighted attraction learning) while using in-sample and out-of-sample measures. We find evidence that case-based learning explains these data better than the other models based on both in-sample and out-of-sample measures. Additionally, the case-based specification estimates how factors determine the salience of past experiences for the agents. We find that, in constant sum games, opposing players’ behavior is more important than recency and, in non-constant sum games, the reverse is true.
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1. Introduction

Economists across the discipline—micro and macro, theory and empirics—study the impact of learning on individual and social behavior. Two questions are typical of this inquiry: first, whether and when learning leads to equilibrium behavior, and second, which model(s) of learning best explain the data. In this paper, we formulate a method to econometrically estimate Case-based Decision Theory (CBDT), introduced by Gilboa and Schmeidler [1], on individual choice data.

Like Expected Utility (EU), CBDT is a decision theory: that is, it shows that if an agent’s choice behavior follows certain axioms, it can be rationalized with a particular mathematical representation of utility e.g., Von Neumann and Morgenstern [2], Savage [3]. The Expected Utility framework has states of the world, actions, and payoffs/outcomes. The CBDT framework retains actions and payoffs, but it replaces the set of states with a set of “problems”, or circumstances; essentially, vectors of information that describe the choice setting the agent faces. CBDT postulates that when an agent is confronted with a new problem, she asks herself: how similar is today’s problem to problems in memory? She then uses those similarity-weighted problems to construct a forecasted payoff for each action, and chooses an action with the highest forecasted payoff.

The primary motivation for our study is to estimate and measure the efficacy of CBDT to explain learning. Therefore, in this context, we refer to Case-based Learning or CBL. We develop a framework to estimate dynamic case-based decision theory econometrically and test it in a game-theoretic setting against other learning models. One significant difference between CBL and other learning models is the formulation of how information enters into decision-making. In CBL, information enters in how agents perceive past experiences to be salient to current choice. To do this, CBL incorporates psychological similarity.
An important part of this work is using a stochastic choice rule to estimate CBDT. CBDT is a deterministic theory of choice, but, in this study, we transform it into stochastic choice. The primary purpose of this transformation is estimating parameters of models on data, like much of the literature in learning algorithms that we compare CBDT against. However, it is worth noting that there is precedent in the literature to treat CBDT specifically as stochastic, e.g., Pape and Kurtz [4] and Guilfoos and Pape [5] use stochastic forgetfulness in their implementations to match human data. Moreover, there is a broader tradition in psychology of converting deterministic utility valuations into stochastic choice through the so-called Luce choice rule or Luce choice axiom [6] (see Section 3.6).

We test CBL and other learning models on data from a series of $2 \times 2$ experimental mixed strategy equilibria games. Erev and Roth [7] make an explicit case for the use of unique mixed strategy equilibrium games to investigate learning models, in part because the number of equilibria does not change with finite repetitions of the game and the equilibrium can be achieved in the stage game. Given the simplicity of the information available to subjects, these data provide a relatively conservative environment for a researcher to test CBL, as it restricts the degrees of freedom to the researcher. In an experiment, the information available to subjects is tightly controlled, so a well-defined experiment provides a natural definition of the problem vector for CBDT. We estimate parameters of the learning algorithms to understand how parameters change under different contexts, and because they provide information about the nature of choice. A benefit of estimating parameters of CBL is to compare how stable the parameters remain under different contexts. The data we use are well-studied by researchers investigating stationarity concepts and learning models [8,9].

We find that CBL explains these empirical data well. We show that CBL outperforms other learning algorithms on aggregate on in-sample and out-of-sample measures. Reinforcement learning and CBL perform similarly across individual games and they have similar predictions across games. This is also supported by our analysis of the overlap in RL and CBL in attraction dynamics when certain restrictions are made. When learning models outperform the known equilibria or stationary concepts (Nash Equilibrium, action-sampling equilibrium, payoff-sampling equilibrium, and impulse balance equilibrium) it prompts the question of which learning models characterize the data well and what insights are gained through learning models into decision making behavior. For instance, it is known that some of the learning models in games do not converge to Nash Equilibrium and then we must consider what is it converging to, if anything, and how is it converging.

Our econometric framework for CBL provides estimates that measure the relative importance for each piece of information available to subjects and the joint significance of information in predicting individual choice; this can be interpreted as estimates of the salience of past experiences for the agents. We find that both recency and opposing players’ behavior are jointly important in determining salience. We also find that in constant sum games, the behavior of opposing players is more important than recency, while, in non-constant sum games, recency is more important. The relative importance (as revealed by the relative weights) provides new insight into how subjects respond to stimuli in mixed strategy games, and provides a new piece of empirical data for future theory models to explain and understand. This points toward future work, in which more studies interact learning models with available information to identify how learning occurs in and across games.

We compare CBL to two learning models from the literature: Reinforcement Learning [7]; and self-tuning Experience Weighted Attraction [10]. Reinforcement Learning (RL) directly posits that individuals will exhibit behavior that in the past has garnered relatively high payoffs. Self-tuning Experience Weighted Attraction (self-tuning EWA) is a model that allows for the learners to incorporate aspects of reinforcement learning and belief learning. Both have achieved empirical success in explaining experimental game play; in particular, these two were the most successful

---

1 The learning models from Chmura et al. [9] establish the fit of these stationary concepts and other learning models provide a worse fit of the data than the models considered here. We do replicate the findings for self-tuning EWA and find a better fit for reinforcement learning by estimating a greater number of free parameters.
learning models tested in Chmura et al. [9], whose data we analyze. We describe these models in greater detail in Section 3. We also formally investigate the relationship between CBL and RL; we show there is a mapping between RL and CBL when particular assumptions are imposed on both. Relaxing these assumptions is informative in understanding how the algorithms relate.

There is a small but persuasive literature evaluating the empirical success of CBDT. It has been used to explain human choice behavior in a variety of settings in and outside the lab. There are three classes of empirical studies. The first class uses a similarity function as a static model, which ignores dynamics and learning [11,12]. The second class is dynamic, but it utilizes simulations to show that case-based models match population dynamics rather than econometric techniques to find parameters [4,5]. The third class is experimental investigations of different aspects of case-based decision-making [13–18]. Our study is unique in that it proposes a stochastic choice framework to estimate a dynamic case-based decision process on game theoretic observations from the lab. Further, we relate this estimator to the learning and behavioral game theory literature and demonstrate the way in which case-based learning is different.

Neuroeconomic mechanisms also suggest that CBDT is consistent with how past cases are encoded and used in order to make connections between cases when a decision-maker faces a new situation [19]. Neuroeconomics is also in agreement with many other learning models. It is hypothesized by Gayer and Gilboa [20] that, in simple games, case-based reasoning is more likely to be discarded in favor of rule-based reasoning, but case-based reasoning is likely to remain in complex games. CBDT is related to the learning model of Bordalo et al. [21], which uses a similarity measure to determine which past experiences are recalled from memory. This is related to CBDT: in Bordalo et al. [21], experience recall is driven by similarity, while, in CBDT, how significant an experience weighs in utility is driven by similarity. Argenziano and Gilboa [22] develop a similarity-based Nash Equilibria, in which the selection of actions is based on actions that would have performed best had it been used in the past. While the similarity-based equilibria are closely related to this work, our case-based learning is not an equilibrium concept. Our work builds on the empirical design developed in the applied papers as well as those developing empirical and functional tools related to CBL e.g., [23,24].

2. Applying Case-Based Learning to Experiments

First, we compare the case-based approach to traditional expected utility. The expected utility framework requires that the set of possible states is known to the decision-maker and that the decision-maker has a belief distribution over this set of states. Case-based decision theory replaces the state space and its corresponding belief distribution with a “problem” space—a space of possible circumstances that the decision-maker might encounter—and a similarity function defined over pairs of problems (circumstances). One limitation of the expected utility approach is that it is not well-defined for the decision-maker to encounter a truly “new” state, which is, a state the decision-maker had never thought of before (it could be modeled as a state that occurs with probability zero, but then Bayesian updating would leave it at probability zero). The case-based approach overcomes this difficulty: the decision-maker can naturally encounter a “new” problem or circumstance, and need only be able to judge how similar that problem is to other problems the decision-maker has encountered: no ex-ante determination is required.2 The problem space is also, arguably, more intuitive for many practical decision-making problems than the corresponding state space. For example, consider the problem of hiring a new assistant professor, where one’s payoff includes the success of this candidate, fit with the current department, willingness of the candidate to stay, etc. Describing each candidate as a vector of characteristics that can be judged more or less similar is fairly intuitive, while constructing

2 It is worth noting that there is a mapping between expected utility and case-based decision theory [25], which implies that in a formal sense replacing the state space with the problem space is not ‘easier,’ if one requires that the decision-maker must ex-ante judge the similarity between all possible pairs of problems.
a corresponding state space—possible maps of candidates to payoff-relevant variables—may not be. Reasoning by analogy, through similarity, can also make complex decisions more manageable. Moreover, the similarity between vectors of characteristics provides a specific means of extrapolating learning about one candidate to other candidates; the assumption of prior distributions, and updating those distributions, provides less guidance about how that extrapolation should be done.

In our setting multiple games are played in a laboratory in which players interact with each other to determine outcomes. The state space in this setting is large. The broadest interpretation of the appropriate state space is: the set of all possible maps from all possible histories of play with all opponents to all future play. While this is quite general, learning (that is, extrapolation from past events to future ones) requires the specification of a well-informed prior; if literally any path of play is possible given history, and if one had a diffuse (i.e., “uninformed”) prior over that set, then any future path is equally likely after every possible path of play. Alternatively, the state space might assume a limited set of possible player types or strategies; in that case, the state space would be all possible mappings of player types/strategies to players. While this provides more structure to learning, it requires that the (correct) set of possible player types is known.

On the other hand, defining an information vector about history is less open-ended. There are natural things to include in such a vector: the identity (if known) of the player encountered; the past play of opponents, a time when each action/play occurred; and, perhaps other features, such as social distance [26] or even personality traits [27]. This implies a kind of learning/extrapolation in which the behavior of player A is considered to be more relevant to predictions of A’s future behavior than is the behavior of some other player B; that if two players behave in a similar way in the past; that learning about one player is useful for predicting the play of another; and, that more recent events are more important than ones far in the past. These implications for learning naturally arise from a similarity function that considers vectors closer in Euclidean distance to be more similar (as we do here).3 Interestingly, others have adopted the concept of similarity as a basis of choice in cognitive choice models [28].4

Note that this kind of extrapolation can be constructed in a setting with priors over a state space, under particular joint assumptions over the prior over the state space and the state space itself. Case-based decision theory can be thought of as a particular set of testable joint assumptions that may or may not be true for predicting human behavior.

3. Learning Algorithms

Learning models in economics have served dual purposes. First, learning algorithms can play a theoretical role as a model of dynamics which converge to equilibrium. This is the explicit goal of the “belief learning” model [29]. Second, learning algorithms can play an empirical role in explaining the observed dynamics of game play over time. This goal is explicit in the “reinforcement learning” model [7] which draws heavily on models from artificial intelligence and psychology.

Both purposes are incorporated in the Experience Weighted Attraction model, which, appropriately enough, explicitly incorporates the belief learning and reinforcement learning models [30–32]. EWA and its one parameter successor, self-tuning EWA, has proved to be a particularly successful account of human experimental game play. Here, we discuss these reinforcement and self-tuning EWA models and compare and contrast them to the case-based learning approach.

In the following repeated games, we assume the same following notation: there are a set of agents indexed by \( i = 1, \ldots, n \), each with a strategy set \( S_i \), which consists of \( m_i \) discrete choices,
so that \( S_i = \{ s_i^1, \ldots, s_i^m \} \). Strategies are indexed with \( j \) (e.g., \( s_i^j \)). Let \( s = (s_1, s_2, \ldots, s_n) \) be a strategy profile, one for each agent; in typical notation, \( s_{-i} \) denotes the strategy profile with agent \( i \) excluded, so \( s_{-i} = (s_1, \ldots, s_{i-1}, s_{i+1}, \ldots, s_n) \). Scalar payoffs for player \( i \) are denoted with the function \( \pi_i(s_i, s_{-i}) \).

Finally, let \( s_i(t) \) denote agent \( i \)'s strategy choice at time \( t \), so \( s_{-i}(t) \) is the strategy choices of all other agents at time \( t \).

Erev and Roth [7] argue that, empirically, behavior in experimental game theory appears to be probabilistic, not deterministic. Instead of recommending deterministic choices, these models offer what the EWA approach has come to call "attractions." An attraction of an agent \( i \) to strategy \( j \) at time \( t \) is a scalar which corresponds to the likelihood that agent will choose this strategy at this time relative to other strategies available to this agent. An attraction by agent \( i \) to strategy \( j \) at time \( t \) under an arbitrary learning model will be represented by \( A_i^j(t) \). We compare these models by saying that different models provide different functions which generate these attractions, so we will have, e.g., \( CBA_i^j(t) \) to represent the attraction that is generated by the case-based model.

Because a given attraction corresponds to a likelihood, a vector of attractions \( \{ A_i^j(t) \}^m_{j=1} \) corresponds to a probability distribution over available choices at time \( t \) and, therefore, fully describes how this agent will choose at time \( t \).\(^5\)

We consider case-based learning (CBL), reinforcement learning (RL), and self-tuning experience weighted attraction (EWA), in turn.

### 3.1. Case-Based Learning

We bring a formulation of case-based decision theory as introduced by Gilboa and Schmeidler [1] into the “attraction” notation discussed above, ultimately ending up with a case-based attraction \( CBA_i^j(t) \) for each strategy \( s_j \).

The primitives of Case-Based Decision Theory are: a finite set of actions \( \mathcal{A} \) with typical element \( a \), a finite set of problems \( \mathcal{P} \) with typical element \( p \), and a set of results \( \mathcal{R} \) with typical element \( r \). The set of acts is of course the same as the set of actions or strategies as one would find in a typical game theoretic set-up. The set of problems can be thought of a set of circumstances that the agent might face: or, more precisely, a vector of relevant information about the present circumstances surrounding the choice that the agent faces, such as current weather, time of day, or presence of others. The results are simply the prizes or outcomes that result from the choice.

A problem/action/result triplet \((p, a, r)\) is called a case and can be thought of as a complete learning experience. The set of cases is \( \mathcal{C} = \mathcal{P} \times \mathcal{A} \times \mathcal{R} \). Each agent is endowed with a set \( \mathcal{M} \subseteq \mathcal{C} \), which is called the memory of that agent. Typically, the memory represents those cases that the agent has directly experienced (which is how it is used here) but the memory could be populated with cases from another source, such another agent or a public information source.

Each agent is also endowed with a similarity function \( s : \mathcal{P} \times \mathcal{P} \rightarrow \mathbb{R}_+ \), which represents how similar two problems are in the mind of the agent. The agent also has a utility function \( u : \mathcal{R} \rightarrow \mathbb{R} \) and a reference level of utility \( H \), which is called the aspiration value. An aspiration value is a kind of reference point. It is the desired level of utility for the agent; when the agent achieves her aspiration value of utility, she is satisfied with that choice and is not moved to seek alternatives.

When an agent is presented with problem \( p \), the agent constructs the case-based utility for each available action \( a \in \mathcal{A} \) and selects an action with the highest CBU.\(^6\) CBU is constructed from memory in Equation (1).

\(^5\) We discuss the functional form of the probability distribution in Section 3.6.

\(^6\) As discussed in the introduction of this section, our implementation uses attractions, so choice is not deterministic, but rather stochastic with the probability of choosing an action increasing in the CBU.
\[ CBU(p, a) = \sum_{(q, r) \in M(a)} s(p, q) [u(r) - H] \]

where \( M(a) \) is defined as the subset of memory in which act \( a \) was chosen; that is \( M(a) = \{(q, a, r) | (q, a, r) \in M\} \). (Following Gilboa and Schmeidler [1], if \( M(a) \) is the empty set—that is, if act \( a \) does not appear anywhere in memory—then \( CBU(p, a) \) is assumed to equal zero.)

The interpretation of case-based utility is that, to form a forecast of the value of choosing act \( a \), the agent recalls all those cases in which she chose action \( a \). That typical corresponding case is called \((q, a, r)\). The value associated with that case is the similarity \( s(p, q) \) between case’s problem \( q \) and her current problem \( p \), times the utility value of the result of that decision, minus the aspiration value \( H \). Subsequently, her total forecast is the sum of those values across the entire available memory.

Now, let us bring the theory of case-based learning to an empirical strategy for estimating case-based learning in these experiments. Note that the experiments studied here—2 × 2 games with information about one’s history—provide an environment for testing the theory of case-based learning, because the information vectors \( \mathcal{P} \) presented to subjects is well-understood and controlled by the experimenter. (Outside the lab, more and stronger assumptions may be required to define \( \mathcal{P} \).)

### 3.1.1. Definition of Case-Based Attraction

CBL is defined by Equation (2). \( CBA^j_i(t) \) is the case-based attraction of agent \( i \) to strategy \( j \) at time \( t \); as discussed above, an attraction corresponds to the probability of selecting a strategy \( j \). Here we present the equation and discuss each component in turn:

\[ CBA^j_i(t) = A^j_0 + \sum_{m=\text{max}(t-M,0)}^{t-1} I(s^j_i, s_i(m)) \cdot S(x_t, x_m) \cdot [\pi(s_i(m)) - H] \]  

The first term, \( A^j_0 \), is a taste parameter for strategy \( j \). On the first instance of play, the second term is zero (we will explain below), so \( A^j_0 \) also equals the initial attraction to strategy \( j \). On the first instance of play, there are no prior cases to inform the experimenter of the subject’s preferences, so it might be natural to assume that the agent ought to be indifferent among all actions, which would suggest that agents ought to choose all actions with equal probability in the first round. This does not appear to be the case in the data, hence the inclusion of this taste parameter (if initial actions are selected with equal probabilities, then these taste parameters will be estimated to be equal).

Now, let us consider the second term:

\[ \sum_{m=\text{max}(t-M,0)}^{t-1} I(s^j_i, s_i(m)) \cdot S(x_t, x_m) \cdot [\pi(s_i(m)) - H] \]

The variable \( M \) the (maximum) length of memory considered by the agent. The first case considered by the agent is listed as \( m = \text{max}(t-M,0) \). This has a straight-forward interpretation: either considered memory begins at period 0, which is the beginning, or, if \( t > M \) (and, therefore, \( t-M > 0 \)), then only the last \( M \) periods are considered in memory. For example, if \( M = 3 \), then every utility calculation only considers the last three periods. If all experiences are included in memory then \( M \) is equal to \( \infty \). We test the importance of the choice of \( M \) in the Section 6.

\( I(s^j_i, s_i(m)) \) is an indicator function that maps cases in memory to the appropriate attraction for the strategy chosen: that is, when the strategy chosen, \( s_i(m) \), is equal to strategy \( s^j_i \), then this function equals one and it contributes to the attraction for strategy \( s^j_i \). Otherwise, this function is zero and it does not contribute.

\( S(x_t, x_m) \) is the similarity function, which translates the elements of the problem into relevance: the greater the similarity value, the more relevant problem \( x_m \) is to problem \( x_t \) to the decision-maker.
\[ \pi(s_i(m)) - H \] is the payoff in memory, net the aspiration level, so results that exceed aspirations are positive and results that fall short of aspirations are negative.

### 3.1.2. The Functional Form of Similarity

We give a specific functional form to the similarity function in Equations (3) and (4), where \( x \) and \( y \) denote two different problem vectors. We choose an inverse exponential function that uses weighted Euclidean distance between the elements of the circumstances to measure the similarity of situations. This choice has support from the psychology literature [33]. Specifically, the information that individuals encounter in past experiences and can observe in the current case are compared through the similarity function. The more similar the current case to the past case, the greater weight the past case is given in the formulation of utility. (We explore other functional forms of similarity and distance between information vectors in Section 7.2).

\[
S(x, y) = \frac{1}{e^{d(x, y)}} \quad (3)
\]

where \( d(x, y) = \sqrt{\sum_{i=1}^{\#Dims} w_i [(x_i - y_i)^2]} \quad (4) \)

for some weights \( w_i \).

### 3.1.3. Comparision to RL And EWA

In RL and self-tuning EWA, attractions at time \( t \) are a function of attractions at time \( t - 1 \), and attractions explicitly grow when the strategies they correspond to are valuable to the agent, a process called ‘accumulation’. Note that CBL does not explicitly accumulate attractions in this way, and has no built-in depreciation or accumulation factor such as \( \phi \) or \( \frac{N(t)}{N(t-1)} \). However, closer inspection suggests that CBL implicitly accumulates attractions through how it handles cases in memory: as new cases enter memory, when payoffs exceed the aspiration level, they increase the attraction of the corresponding strategy. This appears to function as explicit accumulation does in the other theories. One important difference between the case-based approach to accumulation and the RL/EWA method is dynamic re-weighting: that is, when the current problem (information vector) changes, the entire memory is re-weighted by the corresponding similarity values. There is accumulation of a sort, but that accumulation is information-vector dependent. Accumulation through similarity allows for CBL to re-calibrate attractions to strategies that are based on information in the current and past problem sets.\(^7\)

Depreciation can also be modeled in a natural way in CBL: if time is a characteristic in the information vector, then cases further in the past automatically play a diminishing role in current utility forecasts as they become more dissimilar to the present.

### 3.2. Reinforcement Learning

Reinforcement learning (RL) has origins in psychology and artificial intelligence and it is used in many fields, including neuroscience [34,35]. This is the formulation that we use here:

Consider a vector of attractions \( \{ RLA^i_j \}_{j=1}^{m_i} \). Suppose that strategy \( s^i \) is chosen, the payoff experienced by agent \( i \) is added to \( RLA^i_j \). In this way, strategies that turn out well (have a high payoff) have their attraction increased, so they are played more likely in the future. After strategy profile \( s(t) \) is chosen at time \( t \) and payoffs are awarded, the new vector of attractions is:

\(^7\) Moreover, the similarity function can also be dynamic, which further allows for reconsideration of past events in a way RL/EWA accumulation does not.
\[
\text{RLA}_s^t(t) = \phi \text{RLA}_s^t(t-1) + I(s_i^t(t), s_j^t) \cdot \pi_i(s_i, s_{-i}(t)) \quad \forall j = 1, \ldots, m_i
\]

This is the same basic model of accumulated attractions as proposed by Harley [36] and Roth and Erev [37]. The first term within the brackets, \( \phi \text{RLA}_s^t(t-1) \), captures the waning influence of past attractions. For all attractions other than the one corresponding to the selected strategy \( s(t) \) attractions tend toward zero, assuming that the single global factor is not too large. \( I(s_i^t, s_i(t)) \) will be used to denote the indicator function which equals 1 when \( s_i^t = s_i(t) \) and 0 otherwise. The one countervailing force is the payoff \( \pi_i \), which only plays a role in the selected strategy (as indicated by the indicator function). This version of reinforcement learning is a cumulative weighted RL, since payoffs accumulate in the attractions to chosen strategies. In a simplified setting where payoffs are weakly positive, this process can be thought of as a set of leaky buckets (with leak rate \( (1-\phi) \)), one corresponding to each strategy, in which more water is poured into buckets corresponding to the strategy chosen in proportion to the size of the payoff received.\(^8\) Subsequently, a strategy is chosen with a probability that corresponds to the amount of water in its bucket.

There are simpler forms of RL that can be used, where \( \phi \) is equal to 1, and not estimated. This simpler model is estimated in Chmura et al. [9] and performs worse than our modified model in explaining the data. We use Equation (5) to fit the data to make conservative comparisons to the CBL model.

### 3.3. Self-Tuning Experience Weighted Attraction

Self-tuning experience weighted attraction was developed by Ho et al. [10] to encompass experience weighted attraction [31] in a simple one parameter model. EWA incorporates both RL and belief learning, which relies on so-called “fictitious play”, in which the payoffs of forgone strategies are weighted alongside realized payoffs. Self-tuning EWA is a compact and flexible way to incorporate different types of learning in one algorithm.

Equation (6) describes self-tuning EWA: a \( \delta \) weight is placed on fictitious play and a \((1-\delta)\) weight is placed on realized outcomes. Self-tuning EWA has been successful at explaining game play in a number of different settings, including the data that we use in this paper.

\[
\text{EWA}_s^t(t) = \frac{N(t-1)\phi(t)\text{EWA}_s^t(t-1) + \left[ \delta + (1-\delta) \cdot I(s_i^t, s_i(t)) \right] \cdot \pi_i(s_i^t, s_{-i}(t))}{N(t)}
\]

In self-tuning EWA, the parameter \( N \) evolves by the rule \( N(t) = \phi \cdot N(t-1) + 1 \) and \( N(0) = 1 \). The \( I(\cdot) \) function is an indicator function that takes a value of 1 when \( s(t) = s_i \) and 0 otherwise. The parameter \( \phi \) acts as a discount on past experiences, which represents either agents forgetfulness or incorporating a belief that conditions of the game may be changing. This parameter evolves, so that \( \phi(t) = 1 - \frac{1}{2} \hat{S}_p(t) \), where \( \hat{S}_p(t) \) is a surprise index. \( \hat{S}_p(t) \) measures the extent to which agent’s partners deviate from previous play. More precisely, it is defined by the cumulative history of play \( h_j^k(t) \) and a vector of the most recent play \( r_j^k(t) \) for strategy \( j \) and opposing player \( k \), as given in the Equations (7) and (8).

\[
h_j^k(t) = \frac{\sum_{\tau=1}^{t} I(s_j^k, s_j^k(\tau))}{t}
\]

\[
r_j^k(t) = \frac{\sum_{j=1}^{2} \sum_{\tau=t-W+1}^{t} I(s_j^k, s_j^k(\tau))}{W}
\]

\(^8\) The bucket analogy is also apropos because Erev and Roth [7] describe a spillover effect, in which buckets can slosh over to neighboring buckets. We do not investigate the spillover effect in this paper, since with only two actions (in \( 2 \times 2 \) games) the spillover effect washes out.
$W = 2$ because there are only two strategies available to all agents in these games. In the experiments used in this paper, the subjects are unable to identify opposing players and we treat all of the opposing players as a representative average player, following Chmura et al. [9], to define histories and the surprise index. Equation (9) defines the surprise index, which is the quadratic distance between cumulative and immediate histories.

$$Sp(t) = \sum_{j=1}^{2} (r^j_k(t) - h^j_k(t))^2$$

The fictitious play coefficient $\delta$ shifts attention to the high payoff strategy. This function takes the value of $\delta = \frac{1}{W}$ if $\pi(s_i, s_{-i}(t)) > \pi(t)$ and 0 otherwise.

### 3.4. Relationship between RL and CBL

There is a strong connection between case-based learning and other learning algorithms, particularly reinforcement learning. One way to illustrate the connection between RL and CBL is by constraining both RL and CBL in particular ways, so that they become instances of each other. Subsequently, we can consider the implications of relaxing these constraints and allowing them to differ.

On CBL, we impose three restrictive assumptions: first, we constrain the information vector to include only time (so that the only aspect of situations/problems that the case-based learner uses to judge similarity is how close in time they occurred). Second, we set the aspiration level to zero, so that payoffs are reinforced equivalently in RL and CBL. Third, we assume the similarity function is of the form in Equation (10).

$$S(x_t, x_m) = \frac{1}{w|t-m|}.$$  

(Note, again, that $x_t$ is a ‘vector’, which consists only of $t$).

Finally, on both, we impose the assumption that initial attractions to be zero for both CBL and RL, which means that, in both cases, choices are randomized in the initial period.

We can then derive the weight in similarity that leads to the same decay in attractions in both RL and CBL, as displayed in Equation (11).

$$\phi = S(x_t, x_{t-1}) = \frac{1}{w}$$

Under the assumptions on RL and CBL listed above, if one estimates the RL equation (Equation (5)) and then estimates the CBL equation (Equation (2)) on the same data, and then resulting estimators $\phi$ and $w$ are necessarily related in the way described in Equation (11). We do not use these specialized forms to estimate against the data, but rather use them to demonstrate the simple similarities and differences in how CBL and RL are constructed. In Appendix A, we provide more details on the formal relationship between RL and CBL.

This is a base case, where RL and CBL are the same. Now, let us consider two complications relative to this base case and consider the implications for the different attractions.

First, let us allow for more variables in the information vector (in addition to time) and consider how this would change the CBL agent relative to the RL/base case agent. Adding more variables to the information vector can be thought of as a CBL agent being able to maintain multiple ‘rates of decay’, which could vary over time, where the CBL agent can choose which ‘rate of decay’ to use based on the current situation. For example, suppose opponent ID is included in the information vector. Subsequently, if the agent is playing a partner they encountered two periods ago, the CBL agent could choose to downweight the previous period’s attraction and increase the weight given to the problem from two periods ago. In essence, this additional information, and combination of weights in the definition of distance, allows for the $\phi$ parameter to be ‘recast’ based on the memory of an agent.
and the current problem. The modification of reinforcement learning to include the recasting is an elegant way to incorporate the multiple dimensions of information agents use when playing games. It suggests that other empirical applications in discrete choice may also benefit in using CBL, because it contains core elements of reinforcement learning that have been successful in modeling behavior.

Second, let us consider an aspiration level that differs from zero. Suppose payoffs \( \pi \geq 0 \), as they are in the games we consider here. Subsequently, under RL, and under CBL with \( H = 0 \), every experience acts as an attractor: that is, it adds probability weight to a particular action, the question is: how much probability weight does it add. However, when \( H > 0 \), then the change in attraction of an action is does not increase in \( \pi \), but rather in \( \pi - H \). This, importantly, changes the implications for attraction for payoffs that fall short of \( H \). Under CBLT, such payoffs provide a “detractor” to that action, so they directly lower the attraction corresponding to this action.

3.5. Initial Attractions

We estimate initial attractions to strategies for all learning models. This adds two additional parameters to estimate for all models, for the row player the initial attraction to strategy Up and for the column player the initial attraction to strategy Left. This seems sensible, because, empirically, it does not appear that subjects choose strategies randomly in the first period of play, and, a priori, there is a systematic difference between payoffs when considering the expected play by the opposing player. We can compare the actions in the first round of the experimental data to the estimated initial attractions as a sensible test of the learning model. We fit all learning models using the stochastic choice rule and appropriate learning theory and then predict the choice for each period (round) and subject in the dataset.

3.6. Stochastic Choice Probabilities

As defined in Sections 3.1–3.3, each learning model generates a set of attractions for each strategy \( j \): RLA\(_i\)(t), EWA\(_i\)(t), and CBA\(_i\)(t). We use the same function to aggregate the attractions generated by these different models. That function is a logit response rule. Let \( A_i(t) \) be any of these three attractions. Subsequently, Equation (12) gives the probabilities that the attractions yield:

\[
P_j(t+1) = \frac{e^{\lambda \cdot A_j(t)}}{\sum_{k=1}^{m_i} e^{\lambda \cdot A_k(t)}}
\]

Logit response has been expansively used in the learning literature of stochastic choice and, if the exponential of the attractions are interpreted as “choice intensities”, this formulation is consistent with the Luce Choice Rule [6], as discussed in the introduction.\(^9\) Equation (12) is used as the stochastic choice rule to fit data to the models to explain each individual choice \( j \) by each subject \( i \) in every time period \( t \). The learning algorithm equations will be estimated using maximum likelihood in order to determine the fit of the each of the models and provide estimates of the specific learning parameters. This includes experimenting with various initial parameters and algorithms.\(^10\)

In this logit rule, \( \lambda \) is the sensitivity of response to the attractions, where a low value of \( \lambda \) would suggest that choices are made randomly and a high value of \( \lambda \) would suggest that the choices determined by the attractions. This value will be estimated with the empirical data and could vary for a variety of reasons, such as the subject’s motivation in the game or unobserved components of payoffs.

---

\(^9\) In addition to logit response, we also estimate a power logit function, but find that it does not change the conclusions or generally improve the fit of the learning models estimated here.

\(^10\) We use STATA to estimate the maximum likelihood functions using variations of Newton–Raphson and Davidon–Fletcher–Powell algorithms, depending on success in estimation. Code is available upon request.
4. Description of the Data

All of the games investigated are of the $2 \times 2$ form, as shown in Figure 1. The experiments from these games were collected by Selten and Chmura [8] and discussed in Chmura et al. [9]. Chmura et al. [9] investigate a series of learning models and determine which rules characterize individual and aggregate performance better. They find that self-tuning EWA fit the data best yet impulse-matching learning also fit the data well. The twelve $2 \times 2$ games include both constant sum and non-constant sum games.

The experiments were performed at the Bonn Lab with 54 sessions and 16 subjects in each session. 864 subjects participated in the experiment. The subjects in a given session were only exposed to one game. Games were 200 rounds long and subjects were randomly matched by round in groups of eight during the sessions. Knowledge of the game structure, payoffs, and matching protocols were public at the outset. The subject’s role of row or column player are fixed during the experiment, so four subjects in the group of eight were assigned to be a row player and the others were assigned to be a column player. At the end of each round, the subjects were told their current round payout, the other player’s choice, the round number, and their cumulative payout. The experiments lasted between 1.5 and 2 h and subjects received at 5 Euro show-up fee plus an average of 19 Euros in additional payouts.

![Figure 1. 2 x 2 Games.](image-url)

| Game 1 | U | L | R | Game 7 | U | L | R |
|--------|---|---|---|--------|---|---|---|
| U      | (10,8) | (0,18) | Game 12 | U | (7,3) | (3,9) |
| D      | (9,9) | (10,8) |        | D | (3,5) | (10,0) |

| Game 2 | U | L | R | Game 8 | U | L | R |
|--------|---|---|---|--------|---|---|---|
| U      | (9,4) | (0,13) | Game 9 | U | (9,7) | (3,16) |
| D      | (6,7) | (8,5) |        | D | (6,7) | (11,5) |

| Game 3 | U | L | R | Game 10 | U | L | R |
|--------|---|---|---|--------|---|---|---|
| U      | (8,6) | (0,14) | Game 11 | U | (7,4) | (2,11) |
| D      | (7,7) | (10,4) |        | D | (4,5) | (10,0) |

| Game 4 | U | L | R | Game 11 | U | L | R |
|--------|---|---|---|--------|---|---|---|
| U      | (7,4) | (0,11) | Game 12 | U | (7,3) | (3,9) |
| D      | (5,6) | (9,2) |        | D | (3,5) | (10,0) |

Note: Payoffs for row (r) and column (c) players are given (r,c) in the matrix. Abbreviations of for Up, Down, Left, and Right are given as U,D,L, and R.
5. Measuring Goodness of Fit

Following Chmura et al. [9], we use a quadratic scoring rule in order to assess the goodness of fit of each learning model.\(^\text{11}\) This rule, as described in Equation (13), provides a measure of nearness from the predicted choice to the observed choice.\(^\text{12}\)

\[
q_i(t) = 2p_i(t) - p_i(t)^2 - (1 - p_i(t))^2
\]

The quadratic score, \(q_i(t)\), is a function of the probability, \(p_i(t)\), of the choice by action \(i\) in period \(t\). \(p\) is the predicted probability that is derived from the parameters of the learning models. The score is equal to 1 minus the squared distance between the predicted probability and the actual choice.

The expected range of \(q_i(t)\) is \([-1, 1]\). On one hand, if a learning model predicts the data perfectly, then \(p_i(t) = 1\), which implies \(q_i(t) = 1\). On the other hand, a completely uninformative learning model, in our setting, would be right half the time, so \(p_i(t) = 0.5\), which implies \(q_i(t) = 0.5\).

We employ the quadratic scoring rule in order to understand goodness of fit of each learning model in multiple tests. First, we calculate parameters on the entire playing history of all subjects and use the best-fitting parameters to estimate the predicted probabilities across playing history and calculate the mean quadratic score for each learning model. Next, we employ a rolling forward out-of-sample procedure. The out-of-sample process is chosen by fitting all models on the first \(X\)\(^\text{\%}\) of the data and using the fitted parameters of the model to predict the holdout sample of \((100 - X)\)\(^\text{\%}\) of the data. We then calculate the mean quadratic score for the remaining out-of-sample observations. We repeat for different values of \(X\); in particular, we use 40\%, 50\%, 60\%, 70\%, and 80\% in-sample training data to predict choice on the remaining 60\%, 50\%, 40\%, 30\%, and 20\% remaining data, respectively. The in-sample method is a standard way to judge goodness-of-fit, by simply looking at how much of the whole data the model can explain individual choice. The out-of-sample method guards against over-fitting the data, but, to be valid, it assumes stationarity of parameters across the in-sample and holdout data. For concerns of over-fitting the data with any learning model, this out-of-sample procedure is the preferred benchmark in choosing which model explain the data best.

In estimating CBL, we use information available to subjects to define the Problem set \(P\). In our main specification, we choose two elements in the information vector (i.e., problem vector). The first element is the round of the game (i.e., time). The round of the game plays the role of recency, or forgetting, in other learning models; cases that are distant in the past are less similar to present circumstances than cases that happened more recently. The second element is the opponents’ play from the game. We account for other players actions by using a moving average of past play, treating all opponents as a representative player, just as we do for the surprise index in self-tuning EWA. We use a four period moving average. For example, a row player would use the moving average of how many times their opponents played Left as a component of similarity and, as opponents trend toward different frequencies of playing Left, the CBL would put less weight on those cases, \(C\). There are many possible choices on how to incorporate these information vectors and we explore them further in the Appendix B in Table A1. We find that these choices do not have a large effect on the performance of CBL.

We include cases as much as 15 periods in the past in memory (we explore the sensitivity of this assumption in Section 7.1).

\(^{11}\) The quadratic scoring rule was introduced by Brier [38] to measure performance in weather forecasting. This scoring rule is also described in Selten [39].

\(^{12}\) The use of other measures of goodness of fit generally provide the same qualitative measures, but ordering of preferred learning models can be reversed by employing Log-Likelihood when model fitness is relatively close. We prefer the quadratic scoring rule and use that throughout.
6. Results

To fit the learning models to data, we estimate Equation (2) for CBL, Equation (5) for RL, and Equation (6) for self-tuning EWA. All of the learning algorithms use the stochastic logit choice rule in Equation (12). In Figure 2, we report the mean quadratic score by the learning models discussed in the previous section across all 12 experimental games. We find when using in-sample measures between the learning models that CBL fits best, RL fits second best, and self-tuning EWA fits third best.\textsuperscript{13} RL performs about as well as CBL across these experimental games. As expected, each learning model outperforms a baseline benchmark of random choice (i.e., a mean quadratic score of 0.5). Note that Chmura et al. \textsuperscript{9} also find that self-tuning EWA and a selection of other simple learning models out-perform random choice, but they found self-tuning EWA was the best performing learning model in predicting individual choice with these data.\textsuperscript{14}

![Figure 2. In-sample Fit of Learning Models. Note: The red line represents the quadratic score of the baseline model which is the predicted score of a learning model picking strategies at random. ST EWA refers to self-tuning EWA, RL refers to reinforcement learning, and CBL refers to case-based learning.](image)

We use a non-nested model selection test proposed by Vuong \textsuperscript{40}, which provides a directional test of which model is favored in the data generating process. Testing the CBL model versus the RL model, the Vuong test statistic is 7.45, which is highly significant and favors the selection of the CBL model. In addition, we find that the CBL is selected over the ST EWA model with a Vuong test statistic of 37.91.

In Figure 3, we report the mean quadratic scores of the out-of-sample data using in-sample parameter estimates. We find similar conclusions as in the in-sample fit in Figure 2. CBL fits best,

\textsuperscript{13} The mean squared error is 0.1618 for RL, 0.1715 for self-tuning EWA, and 0.1603 for CBL, where the ordering of selection of models is the same as the quadratic scoring rule.

\textsuperscript{14} We estimate the initial attractions in our self-tuning EWA model while Chmura et al. \textsuperscript{9} do not, which does not appear to make much of a difference in goodness of fit. They assume a random action initially for all learning models investigated. Chmura et al. \textsuperscript{9} also estimates a one parameter RL model, which under performs self-tuning EWA.
followed by RL, and then by ST EWA. This leads us to presume that CBL may be better at explaining behavior across all these games, likely due to the inclusion of information about the moving average of opposing players’ play during the game. It is important to note that the RL predicts almost as well as CBL with arguably a simpler learning model. The experiments we use, and have been traditionally used to assess learning models, are relatively information-poor environments for subjects compared to some other games. For example, many one-shot prisoner dilemma games or coordination games where information about partner’s identity or their past play is public knowledge would be a comparably information-rich environment. This makes us optimistic that CBL may be even more convincing in information-rich environments. Because CBL makes use of the data about opposing players, CBL is an obvious candidate to accommodate this type of information in a systematic way that seems consistent with the psychology of decision making.

**Figure 3.** Out-of-sample Fit of Learning Models. Note: Each model is estimated using a portion of the data, while goodness of fit is measured on the remaining data. ST EWA refers to the self-tuning EWA, RL refers to reinforcement learning, and CBL refers to case-based learning.

### 7. Case-Based Parameters

In this section, we discuss the parameters of CBL estimation based on the full sample estimation. The parameters of CBL are $\lambda$, which measures the sensitivity of choice to CBU (see Section 3.6), $A_L^0$ is the parameter measuring the initial attraction for Left for the column player, while $A_U^0$ is the initial attraction for Up for the row player (see Section 3.1). These initial attractions are relative measures as the initial attractions for Down and Right are held at zero. $W_i$ are weights in the similarity function on the different characteristics of the information vector (see Equation (4)). In particular, $W_1$ is the weight given to recency (here, round number), $W_2$ is the weight given to the moving average of actions of opposing players. These parameters are estimated to best fit the data using the logit rule in Equation (12).

We do not directly estimate the aspiration parameter, because it cannot be effectively empirically distinguished from the initial attraction parameters. If one considers Equation (2), one can see that the $H$ parameter and the mean of the $A_j$ parameters confound identification. We cannot distinguish
between the average initial attractions to strategies due to priors and the aspiration value of the agent. Fortunately, we find that the fit of the CBL generally does not rely on the estimation of the aspiration level to achieve the same goodness-of-fit.

In Table 1, we report the estimated parameters using the full sample of observations in each treatment of each experiment. In all experimental treatments, we find a statistically significant value for $\lambda$, meaning that the learning algorithm estimated explains some choice. We find that the initial attraction parameters $A_j^0$ are consistent with the frequency of choices in the first period. The relative weights of $W_1$ and $W_2$ are difficult to directly compare, as they are in different scales. We could normalize the data prior to estimation, but it is unclear what affect that might have on cumulative CBL over time. We explore ex-post normalization of the parameters in Appendix C and list results in Table A2. The empirical estimate of $W_1$ is positive and statistically significant. This indicates that, consistent with other learning models, recency is important to learning.

By comparing the coefficients $W_i$ in Table 1, we find that recency degrades similarity faster in non-constant sum games than in constant sum games. This difference suggests that in non-constant sum game, subjects ‘forget’ past experience faster when constructing expectations about the current problem and they put relatively more weight on the similarity of the moving average of opposing players.

The weight, $W_2$, on the moving average of past play of opposing players is positive and significant. A positive parameter gives greater weight to cases with similar average playing rates to the current problem. This parameter picks up adjustments to group actions over time.
Table 1. CBL Parameter Estimates. Note: ***, **, * denote statistical significance of 10%, 5%, and 1%. Clustered standard errors by subject are in parentheses. MQS is the mean quadratic score. † The standard error did not calculate using clustered standard errors and is instead calculated using the outer product of the gradient (OPG) vectors method.

### A: Combined Models

|                | $A$     | $A_{L}^{1}$ | $A_{U}^{1}$ | $W_{1}$ | $W_{2}$ | N     | MQS  |
|----------------|---------|-------------|-------------|---------|---------|-------|------|
| Constant sum games | 10.896 *** | −1.596 *** | 1.775 ***   | 0.043 *** | 15.917 *** | 115,200 | 0.688 |
|                | (0.331)  | (0.211)     | (0.250)     | (0.002) | (0.002) |
| Non-constant sum games | 37.831 *** | −1.024 *** | 1.023 ***   | 1.136 *** | 10.259 *** | 57,600  | 0.653 |
|                | (1.748)  | (0.148)     | (0.143)     | (0.000) | (1.006) |
| All games      | 10.179 *** | −1.946 *** | 1.553 ***   | 0.049 *** | 9.365 *** | 172,800 | 0.679 |
|                | (0.186)  | (0.195)     | (0.204)     | (0.000) | (0.364) |

### B: Individual Game Models

| Game | $A$     | $A_{L}^{1}$ | $A_{U}^{1}$ | $W_{1}$ | $W_{2}$ | N     | MQS  |
|------|---------|-------------|-------------|---------|---------|-------|------|
| 1    | 15.543 *** | −1.397 *** | 4.821 ***   | 0.205 *** | 4.146 *** | 19,200 | 0.809 |
|      | (0.823)  | (0.437)     | (1.021)     | (0.016) † | (0.953) † |
| 2    | 6.655 *** | −0.730 *   | 2.395 **    | 0.019 *** | 5.316 *** | 19,200 | 0.667 |
|      | (0.925)  | (0.444)     | (1.179)     | (0.007) | (1.376) |
| 3    | 15.175 *** | −1.753     | 2.465 ***   | 0.127    | 3.929 *** | 19,200 | 0.768 |
|      | (0.584) † | (3.794) †   | (0.269) †   | (0.134) | (0.398) |
| 4    | 13.758 *** | −2.683 *** | 2.139 ***   | 0.139 *** | 3.167 *** | 19,200 | 0.654 |
|      | (0.832)  | (0.471)     | (0.352)     | (0.005) | (0.028) |
| 5    | 110.704 *** | −0.416 *** | 0.377 ***   | 3.204 *** | 7.261 *** | 19,200 | 0.630 |
|      | (0.723)  | (0.071)     | (0.078)     | (0.000) | (2.352) |
| 6    | 65.058 *** | −0.406 *** | 0.114       | 1.535 *** | 3.264 **  | 19,200 | 0.594 |
|      | (5.276)  | (0.125)     | (0.090)     | (0.003) | (1.507) |
| 7    | 33.815 *** | −0.431     | 2.135 ***   | 1.005 *** | 8.853 *** | 9600   | 0.741 |
|      | (3.764)  | (0.316)     | (0.618)     | (0.104) † | (0.875) |
| 8    | 5.300 *   | −3.121 **  | 3.856 **    | 0.020    | 5.155 *   | 9600   | 0.637 |
|      | (3.092)  | (1.475)     | (1.941)     | (0.041) | (2.783) |
| 9    | 10.058 *** | −4.345 *** | 2.512 ***   | 0.080 *** | 2.784 *** | 9600   | 0.743 |
|      | (0.724)  | (1.155)     | (0.695)     | (0.000) | (0.004) |
| 10   | 5.837 *** | −4.364 **  | −0.563      | 0.020 *** | 1.499 *** | 9600   | 0.639 |
|      | (0.836)  | (2.063)     | (1.025)     | (0.008) | (0.013) |
| 11   | 20.525 *** | −1.588 *** | 1.444 ***   | 0.394 *** | 0.767 *** | 9600   | 0.616 |
|      | (1.638)  | (0.487)     | (0.416)     | (0.000) | (0.004) |
| 12   | 7.184 *** | −1.864     | 0.604       | 0.012 **  | 8.471 *** | 9600   | 0.593 |
|      | (1.078)  | (1.162)     | (0.890)     | (0.005) | (2.254) |
7.1. Memory

We explore to what extent adding memory explains behavior in CBL. This is an important part of our depiction of learning, and we test the regularity to which it is important by varying the known memory of subjects in CBL. Figure 4 shows the improvement in the mean quadratic score as more memory is allowed in the CBL algorithm starting with three prior periods in memory ($M = 3$) and expanding to seventeen prior periods ($M = 17$). If we refer to three periods in memory, then subjects ‘forget’ periods that were further in the past than three periods (rounds) ago and do not consider them in comparing the current periods definition of a case. The figure demonstrates that increasing the length of short time-horizons provide an improvement in model fit, but most gains are exhausted by around nine periods. Because period number is included as an element of the problem definition $\mathcal{P}$, continuing to add more periods into the similarity function makes little difference past nine periods and degrades past fifteen periods. This provides the basis of our choice of fifteen periods for estimation.

![Figure 4. Length of Memory $M$.](image)

7.2. Definition of Similarity

We estimate multiple similarity functional forms and measures of distance between the attributes used in the definition similarity between problems. We test how similarity as characterized by Equation (14) compares to in-sample fit of the data. The definitions of our similarity functions primarily differ in how similarity decays; above, we assume similarity decays exponentially and, in Equation (14), it decays according to the logarithm (Ones were added to avoid dividing-by-zero and log-of-zero problems).

$$S^2(x, y) = \frac{1}{\ln(d(x, y) + 1) + 1}$$  \hspace{1cm} (14)

In addition to the decay of similarity, we can also test a different definition of distance between elements of the problem. In our main specification, we use weighted Euclidean distance, as defined in Equation (4). Another popular definition in psychology for distance is the Manhattan distance given by Equation (15).
Using these definitions, we report that the in-sample fit of the data, measured by the quadratic scoring rule, in Table 1 to be robust to the various definitions of similarity and distance. We indicate by column heading in Table 2 which equations were used corresponding to specific functional forms of similarity and distance. The functional form of distance between elements seems to be of minor importance to fit in the mixed strategy equilibria games explored here. Nevertheless, there is greater variation in the performance of the different similarity functions. The similarity function provided in Equation (14) performs better than the exponential. We also find the weight $W_2$ with Equation (14) is negative and statistically significant, which is unexpected. To avoid overfitting the data with parameters that do not make psychological sense, we use Equation (3) in our main specification. We conclude that CBL is robust to different definitions of similarity, and the inverse exponential function is a good fit with the experimental data at hand. This also corresponds to previous findings in psychology and economics [4,33].

Table 2. Similarity Definitions Measured by Mean Quadratic Score.

|           | (1) | (2) | (3) | (4) |
|-----------|-----|-----|-----|-----|
| $S, d$    |     |     |     |     |
| $S^2, d$  |     |     |     |     |
| $S^2, d^2$|     |     |     |     |
| MQS       | 0.679 | 0.686 | 0.681 | 0.682 |

Note: $S$ denotes the similarity function in Equation (3) and $S^2$ denotes the similarity function in Equation (4). $d$ denotes the Euclidean distance function and $d^2$ denotes the Manhattan distance function.

8. Empirical Comparison of Learning Models

In this section, we investigate the dynamics of RL and CBL, the two best-fitting learning models, to more fully understand the results of these learning algorithms. Previously we discussed the potential overlap in RL and CBL, which in practice have similar fits to the data. CBL likely outperforms RL in aggregate due to its ability to incorporate important information in the choice behavior of subjects. RL and CBL appear to converge on choices overtime. We illustrate convergence in prediction between CBL and RL in Figure 5. There is a possibility that RL and CBL are increasingly correct about different types of individual decisions and could not actually be converging to similar predictions of behavior. For example, say there are three types of decision makers (A, B, and C). CBL and RL predict players of type A well, but not B or C. As more information is added and the learning models improve goodness of fit, CBL predicts player type B better and RL predicts player type C better. Both of the models are doing better, but are doing it on different observations and therefore on not converging on the types of predictions they get correct. The convergence between CBL and EWA by round in Figure 5 demonstrates that the gains in accuracy are accompanied by a convergence in agreement between the two learning algorithms, although convergence is slight. The coefficient of the regression line in Figure 5 is $-0.00006$ with a clustered standard error by game type of $0.00002$. This coefficient is statistically significant with a t-statistic of $-2.98$.

We also provide the model fits by individual games in Appendix D. Table A3 and A4 show the in-sample and out-of-sample model fits by individual game for all learning models.
9. Discussion

The parameters of CBL are also related to other theories of learning. Aspiration levels can be incorporated into both the self-tuning EWA and CBL models of learning. They are somewhat inherent in the self-tuning EWA algorithm already because the attractions compare the average payoffs of previous attractions to the current attraction and act as an endogenous version of aspiration level that incorporates foregone payoffs. Another similarity between these theories of behavior is recency, or the weighting of events that have more recently occurred in the past. In self-tuning EWA and RL, the parameter $\phi$ and cumulative attractions account for recency and, in CBL, a time indicator in the definition of the problem and definition of memory account for recency. In all the learning models, recency allows individuals to ‘forget’ old occurrences of a problem and adapt to new emergent behavior or payoffs.

In this study, we show the effectiveness of CBL in an environment used traditionally for learning models. CBL can easily be applied to other contexts with the same basic construction showed here. It would be simple to estimate the same algorithm on other games through the same procedures or choice data from outside the lab. The harder question is how to define the Problem, $P$, in these different environments. In Appendix B, we discuss different definitions of the Problem for this context. We find the results are robust to the definition of Problem in Table A1. In more information-rich contexts, it may be difficult to decide the number of characteristics, how information is presented in the similarity function, and whether fictitious cases are present in memory. One approach, if experiments are used, could be to track attention to particular pieces of information (e.g., through mouse clicks, eyetracking, or even asking subjects). Collecting secondary information on choices may be beneficial testing axioms of case-based decision theory. Further, as in Bleichrodt et al. [17], through experimental design, decision weights for information can be constructed to further understand the properties of CBL that can be non-parametrically estimated.

One suggested limitation of learning models is that they do not explain why the way partners are matched matters [41], although more sophisticated learners can address this deficiency [32].
CBL may better explain why matching matters directly through the information vector and the similarity function. This is the biggest difference between CBL and other algorithms: the formulation of how information enters into decision making, which is systematic, follows what we know from psychology about decision making of individuals, and it is shown to be important through numerous experimental investigations.

CBL also has the ability to incorporate fictitious play, although we do not pursue this in the current paper. As mentioned above, although typically an agent’s memory is the list of cases she has experienced—which is what we assume here—it is possible for cases in memory to come from some other sources. The agent could add fictitious play cases to memory and thereafter use those fictitious cases to calculate CBL. Moreover, this agent could distinguish fictitious from real cases if she so desired by adding a variable to the information vector denoting whether the case was fictitious; then fictitious cases could have less—but not zero—importance relative to real cases. Bayesian learning can also be tractable in the case of $2 \times 2$ games, where the dimensions of the state space are small. We did not consider forgone payoffs in CBL and, therefore, did not compare CBL to other Belief models. We can imagine that comparing CBL to Bayesian learning models that would have priors defined over the complete state space is a natural next step in this line of research. We leave this for future investigation.

10. Conclusions

In this work, we demonstrate the estimation of a new learning model based on an existing decision theory, Case-based Decision Theory. This form of decision-making under uncertainty when applied to game theoretic experiments performs well when compared to two other leading learning models: Reinforcement Learning and self-tuning Experience Weighted Attraction. An important feature of Case-Based Learning is the ability to systematically incorporate information that is available to subjects into choice decisions. Real people condition their behavior on their observations of their environments, and the case-based approach incorporates this in a natural way.

The parameters of Case-Based Learning indicate a relationship between recency and the type of game played. Constant sum games exhibit a smaller recency effect than non-constant sum games. This indicates that subjects weight experience with a opponents differently, depending on the type of game played. Significant attention is given to the average rates of play, and changes to those average rates of play, through the inclusion of moving averages in the definition of the ‘Problem’.

Further work in applying CBL to other decision making environments is important in understanding its limits and sensible parameterizations of information vectors, hypothetical references, and how deliberate thoughtful decisions are affected by institutions that include information. CBL could also be used and adapted to predict behavior across different types of games, or more generally changes to decision-making environments, to understand the influence of previous game play on decisions in new environments and how subjects encode information across games. A natural extension of this type of investigation are repeated prisoner dilemma games or repeated coordination games, which allow more complex equilibria, but also allow for a greater freedom to explore the primitives of learning across environments.
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Appendix A. Proofs

Proposition A1. Let $N(t)=N(t+1)$ and $H = 0$, $A_0 = 0$ for all choices, only time is in the definition of the problem for CBL, and the similarity function is simple inverse weighted exponential given in Equation (10). Then there exists $\phi > 0$ such that RL attraction $RLA$ with parameter $\phi$ and the case-based attraction implied by
the similarity function $S$ are equal, and therefore the attractions decay at the same rate and $\phi$ and $w$ are related in Equation (A1).

$$
\phi = S(x_t, x_{t-1}) = \frac{1}{w}
$$

(A1)

For Proposition 1 we provide the following proof. When considering attractions from RL and CBL with the following simplifications: $N(t) = N(t + 1)$, $H = 0$, $A_0 = 0$, and only time is in definition of the problem for CBL. Under the condition that the similarity function is an inverse exponential of the difference in the time index, RL attraction degrades at the rate $\phi$ while CBL degrades at the rate defined by the following similarity function,

$$
\phi = \frac{1}{w^{|t-t-1|}}.
$$

(A2)

Then, for all past attractions more generally, $\phi^k = \frac{1}{w^{|k|}}$. As past attractions are discounted each time period by $\phi$ so to is the weight in CBL by an equivalent adjustment in the distance between time periods. This rate is held constant across time in both models since $N(t) = N(t + 1)$.

The typical similarity and distance functions used in the literature do not have equivalence between the similarity and recency in RL, and therefore this may be seen as a special case of the relationship between RL and CBL. We do not use these specialized forms to estimate against the data, but rather use them to demonstrate the simple similarities and differences in how CBL and RL are constructed.

Appendix B. Definition of the Problem

In this section we discuss in greater detail the definition of the problem set, $P$, or, equivalently, the definition of the information vector. Experiments are very helpful for the researcher to define the information vector used in CBL since information is experimentally controlled and limited compared to observed behavior in the ‘wild.’ Here we describe the decisions we made to define the problem set $P$ in this series of $2 \times 2$ games.

In constructing a measure of recency we assume that rounds are considered as simple vectors of whole numbers and do not consider additional non-linearities in this information, such as squares or other transformations of the data. Perhaps more difficult in this setting is the definition of opposing player behavior since actions are anonymous in all games of this experiment. The history of the opposing player’s action could be incorporated in many ways into the problem. We use a moving average of the past play for all group members encountered by a subject, so as the recent trend of play changes, agents adapt to those trends. Another possibility is that agents use rules that specify the ordering of past play instead of a moving average. We can accommodate this definition in CBL by using binary indicators for the lag in observed play, This would make sense if subjects used strategies similar to Tit-for-Tat or more complex patterns that incorporate how the last three rounds of play occurred. For completeness we estimate CBL under these different information vectors and find small improvements in goodness of fit with more parameters. Table A1 shows the results of different definitions of the problem.

While the use of additional parameters improves the goodness of fit of the model, we choose to use the simpler and possibly more conservative moving average measure in the main models. We argue that our main estimates are more conservative based on fit, but are preferred because the parameters for the weights on the lags are negative in some cases which violate our understanding of the reasonable parameters for this model.
Table A1. Information Vector Definitions.

|                | Mean Quadratic Score |
|----------------|----------------------|
| One lag        | 0.677                |
| Two lags       | 0.684                |
| Three lags     | 0.682                |
| MA-3           | 0.678                |
| MA-5           | 0.678                |

Note: Each lag represents a extra parameter on whether a partner in the past played either Up or Left, depending on the roll of the subject. Abbreviations: MA-3 moving average for past three rounds, MA-5 moving average for past five rounds.

Appendix C. Normalization of Weights

To compare the relevance of the information vectors we need to transform the weights into comparable units. Therefore, we use a simple form of transformation by multiplying the estimated coefficients by the standard deviation of the data. The transformed coefficient would approximate how much a standard deviation in the data affects the similarity function. This does not change the interpretation of statistical significance, but does provide a way to assess the economic significance of the information vectors to subjects.

In Table A2, we find that the moving average captures more relative weight in constant sum games while recency is weighed more heavily in non-constant sum games. While both weights appear to be economically significant to define similarity of cases across all games, a standard deviation change in the moving average of opposing players garners much more weight on choices on average. Consistent with our previous interpretation, the non-constant sum games tend to discount cases in the relatively far past heavily compared to constant sum games.

Table A2. CBL Normalized weights.

|                | W1  | W2  |
|----------------|-----|-----|
| Constant sum games | 0.544 | 2.435 |
| Non-constant sum games | 14.245 | 1.539 |
| All games        | 0.622 | 1.414 |

Appendix D. Individual Game Results

In this section we provide the detailed results of the learning algorithms on each individual game.

Table A3. In-sample Fit by Game: Mean Quadratic Score * denotes the best-fitting model based on the mean quadratic score. CBL has five estimated parameters, RL has four estimated parameters, and ST EWA has one estimated parameter. ST EWA refers to the self-tuning EWA, RL refers to reinforcement learning, and CBL refers to case-based learning.

|              | CBL | ST EWA | RL  |
|--------------|-----|--------|-----|
| Game 1       | 0.809 * | 0.785   | 0.808 |
| Game 2       | 0.667 * | 0.661   | 0.667 |
| Game 3       | 0.768 * | 0.750   | 0.767 |
| Game 4       | 0.654 * | 0.636   | 0.650 |
| Game 5       | 0.630   | 0.608   | 0.633 * |
| Game 6       | 0.594   | 0.568   | 0.598 * |
| Game 7       | 0.741   | 0.735   | 0.751 * |
| Game 8       | 0.637 * | 0.629   | 0.636 |
| Game 9       | 0.743 * | 0.706   | 0.738 |
| Game 10      | 0.639 * | 0.607   | 0.637 |
| Game 11      | 0.616 * | 0.597   | 0.615 |
| Game 12      | 0.593 * | 0.573   | 0.590 |
Table A4. Out-of-sample Fit by Game Note: * denotes the best fitting model based on the mean quadratic score. ST EWA refers to the self-tuning EWA, RL refers to reinforcement learning, and CBL refers to case-based learning.

|          | A: Out-of-Sample: Predict Last 60% |          |          | B: Out-of-Sample: Predict Last 50% |          |          |
|----------|-----------------------------------|----------|----------|------------------------------------|----------|----------|
|          | CBL  | ST EWA | RL  | CBL  | ST EWA | RL  |
| Game 1   | 0.827 | 0.811 | 0.838 * | 0.845 * | 0.817 | 0.844 |
| Game 2   | 0.674 | 0.669 | 0.675 * | 0.671 | 0.671 | 0.677 * |
| Game 3   | 0.793 * | 0.771 | 0.793 | 0.782 | 0.778 | 0.798 * |
| Game 4   | 0.658 * | 0.637 | 0.653 | 0.659 * | 0.637 | 0.655 |
| Game 5   | 0.636 * | 0.607 | 0.632 | 0.641 * | 0.607 | 0.634 |
| Game 6   | 0.601 * | 0.568 | 0.600 | 0.603 * | 0.567 | 0.599 |
| Game 7   | 0.768 | 0.766 | 0.766 | 0.784 | 0.769 | 0.785 * |
| Game 8   | 0.641 | 0.638 | 0.644 * | 0.637 | 0.637 | 0.642 * |
| Game 9   | 0.743 | 0.715 | 0.747 * | 0.746 | 0.711 | 0.747 * |
| Game 10  | 0.632 | 0.605 | 0.638 | 0.645 * | 0.610 | 0.641 |
| Game 11  | 0.616 | 0.598 | 0.617 * | 0.618 | 0.601 | 0.624 * |
| Game 12  | 0.593 * | 0.576 | 0.593 | 0.579 | 0.574 | 0.593 |

|          | C: Out-of-Sample: Predict Last 40% |          |          | D: Out-of-Sample: Predict Last 30% |          |          |
|----------|-----------------------------------|----------|----------|------------------------------------|----------|----------|
|          | CBL  | ST EWA | RL  | CBL  | ST EWA | RL  |
| Game 1   | 0.843 | 0.818 | 0.847 | 0.843 | 0.82  | 0.852 |
| Game 2   | 0.665 | 0.672 | 0.680 * | 0.669 | 0.671 | 0.680 * |
| Game 3   | 0.787 | 0.779 | 0.800 * | 0.792 | 0.780 | 0.802 * |
| Game 4   | 0.661 * | 0.656 | 0.655 | 0.664 * | 0.641 | 0.659 |
| Game 5   | 0.641 * | 0.607 | 0.634 | 0.643 * | 0.611 | 0.635 |
| Game 6   | 0.594 | 0.569 | 0.600 * | 0.606 * | 0.574 | 0.603 |
| Game 7   | 0.789 | 0.775 | 0.792 * | 0.791 | 0.777 | 0.795 * |
| Game 8   | 0.635 | 0.635 | 0.640 * | 0.639 | 0.634 | 0.639 * |
| Game 9   | 0.750 * | 0.715 | 0.748 | 0.737 | 0.714 | 0.748 * |
| Game 10  | 0.651 * | 0.613 | 0.650 | 0.643 | 0.614 | 0.651 * |
| Game 11  | 0.621 | 0.605 | 0.626 * | 0.621 | 0.603 | 0.624 * |
| Game 12  | 0.596 * | 0.574 | 0.594 | 0.599 | 0.579 | 0.599 * |

|          | E: Out-of-Sample: Predict Last 20% |          |
|----------|-----------------------------------|----------|
|          | CBL  | ST EWA | RL  | CBL  | ST EWA | RL  |
| Game 1   | 0.866 * | 0.821 | 0.862 |
| Game 2   | 0.694 | 0.686 | 0.697 * |
| Game 3   | 0.804 | 0.789 | 0.806 * |
| Game 4   | 0.660 | 0.642 | 0.661 * |
| Game 5   | 0.637 * | 0.612 | 0.636 |
| Game 6   | 0.609 * | 0.574 | 0.604 |
| Game 7   | 0.794 * | 0.776 | 0.794 |
| Game 8   | 0.634 | 0.637 | 0.643 * |
| Game 9   | 0.746 | 0.726 | 0.757 * |
| Game 10  | 0.663 | 0.626 | 0.666 * |
| Game 11  | 0.620 | 0.608 | 0.629 * |
| Game 12  | 0.591 | 0.575 | 0.595 * |
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