High spatial resolution hyperspectral camera based on exponentially variable filter

Ingmar G. E. Renhorn
Linnéa Axelsson
High spatial resolution hyperspectral camera based on exponentially variable filter

Ingmar G. E. Renhorn\textsuperscript{a,*} and Linnéa Axelsson\textsuperscript{b}

\textsuperscript{a}Renhorn IR Consultant AB, Linköping, Sweden
\textsuperscript{b}FOI–Swedish Defence Research Agency, Linköping, Sweden

Abstract. The architecture and calibration of a hyperspectral imaging sensor based on an exponentially continuously variable narrow-band transmission filter is described. The system design allows for great flexibility in choice of sensors and lenses to be used. Spectral and radiometric calibration using lenses of different focal length and vignetting characteristics is described. The point-spread-function at different wavelengths depends on the lens design and the f-number. The advantage of using a tilt/shift lens is demonstrated. Low f-number lenses show vignetting, which influences both the spectral and radiometric calibration. Retroeffects in the micro-lenses of the focal plane array are observed but to a large extent will be remedied by future improvements in the optical filter. Noise properties of the sensor system are discussed, and signal-to-noise ratios estimated. From the model, it is possible to obtain parametric performance variations based on the properties of key components. Finally, the sensor performance is indicated by demonstrating a spectral image.
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1 Introduction

Hyperspectral imaging systems have much to offer with respect to areas such as precision farming, ecosystems and biodiversity, evaluating sustainable development, and disaster assessment. The demand on establishing reliable databases for trend monitoring is likely to increase. It is therefore not surprising that technologies to support these ambitions are continuously being developed. Hyperspectral imaging spectrometers can be very useful with respect to classification of targets and substances.

The magnitude of the large areas that need monitoring will also require an improved coverage rate with high spatial resolution at lower costs. In order to overcome some of the present limitations with respect to three-dimensional (3-D) mapping and increased coverage rate, new hyperspectral camera technologies optimized for large-area coverage at high spatial and adequate spectral resolution have been developed.\textsuperscript{1} The technology described in this paper has the extra benefit of allowing for determination of the 3-D structure of the scene using image sequences.\textsuperscript{2}

The different methods to obtain a hyperspectral data cube are dependent on the type of imaging spectrometer. The challenge is to record the spectrum of a 3-D terrain using a two-dimensional (2-D) focal plane array. In general, hyperspectral algorithms operate using spectral information. Only rarely is 3-D terrain information available from, e.g., LIDAR data or passive 3-D imaging. In common hyperspectral pushbroom sensor systems, a slit is scanned along the scene. In step-stare systems, the line-of-sight must be stabilized during integration time. In neither case, the 3-D spatial information is simultaneously obtained. With the new sensor technology, the opportunity exists to collect coincident 3-D spatial information together with the spectral information at each pixel. This information can be used to improve the material and target classification.

Besides the added 3-D information, the design also allows for forward motion compensation. This results in both the possibility to use longer integration time at lower light levels and also substantially increased area coverage rate. The forward motion compensation is not treated here, but it can be observed that such compensation is not possible when using a pushbroom system.

When retrieving the spectral reflectance, a Lambertian assumption is often made, ignoring the geometric properties of the scene.\textsuperscript{3} Including the geometric information, the observed signal can be analyzed using the bidirectional reflectance with respect to the direction of the solar irradiance and the direction of the observer.\textsuperscript{4} Since the geometric features are not generally available, the algorithms for accomplishing this task are still in development.\textsuperscript{5}

A hyperspectral sensor system based on a linear variable filter allowing for both spectral and geometric measurements was presented by Renhorn et al.\textsuperscript{1} The sampling was, however, denser in the NIR spectral region with respect to the spectral resolution compared to the visible spectral region. In order to obtain more uniform sampling with respect to spectral resolution, \textit{i.e.}, a constant number of samples per spectral resolution element, an exponentially variable filter (EVF) has been developed. This also improves the spectral resolution in the short wavelength region since the spectral broadening over the blur spot on the filter will be low. This is further explained below.

In the next section, the camera design is presented, followed by lens and filter characterization. The performance of a tilt lens where tilting is used for chromaticity compensation is given. The vignetting effect observed at low f-number is measured and modeled. The EVF is characterized, and the spectral influence of f-number and vignetting is...
discussed. The spectral and radiometric calibration of the sensor system is described in Secs. 4 and 5, respectively. Finally, the sensor system is applied to a complex scene demonstrating high spatial resolution.

2 Hyperspectral Camera Design

The key component in the sensor system is the continuously variable filter, in this case, a filter with exponential variation of wavelength as a function of position. The filter is replacing the cover glass of the focal plane array without changing any other functionalities except the spectral transmission. The only constraint is that the sensor must be at least full format, i.e., $24 \times 36 \text{ mm}^2$, or larger. The filter can be scaled up to fit very large focal plane arrays if needed. This solution enables the use of many different types of sensor systems, selected to fit the specific purpose, and is easily upgradable when new sensor technology becomes available. The realization described here is based on a machine vision camera. The large availability of cameras makes this solution very competitive with respect to size, weight, cost, and ease of use.

The following important performance properties of the hyperspectral instrument are addressed: sensor efficiency and radiometric responsivity, optics and spatial resolution, spectral transmission, and spectral bandwidth. Coregistration and the relationship between the spatial performance characteristics and spectral characteristics are not addressed in any detail here.

The sensor is a full-format sensor in which, in the present realization, a 16-MP sensor is selected. Here, a CCD sensor (OnSem, KAI-16070) was selected due to the availability of support with respect to mounting the hyperspectral filter onto the focal plane array. The image size is $4864 \times 3232$ pixels with a pixel size of $7.4 \times 7.4 \text{ mm}^2$. The pixel with row number $n_r = 1616$ and column number $n_c = 2432$ is selected as the center of the focal plane array. The geometric distance can be calculated from the number of pixels from the center times the pixel size. Consequently, there is a one-to-one correspondence between pixel number $(n_r, n_c)$ and geometric position $(x, y)$. Both scales will be used in the modeling and presentation of results. The modified sensor was installed into a Lumenera Li16059H machine vision camera. The filter can be scaled up to fit very large focal plane arrays if needed. The spectral resolution is chosen to be of the order of $10 \text{ nm}$, which is adequate for most solid materials in remote sensing applications. This also allows recordings at moderately low light levels. The field of view can be changed by simply changing lenses as in any ordinary camera.

The hyperspectral data are obtained by either rotating the sensor around the lens aperture in order to avoid parallax changes or by translating the sensor relative the scene. In both cases, a step-and-stare method is used, with the minimum number of frames corresponding to the number of independent spectral channels within one field of view. With standard oversampling, the number of frames will be twice this number. When scanning around the aperture, the image sequence does not contain any 3-D information and the image registration is simplified. With a moving sensor platform, signal processing similar to passive 3-D imaging is required in order to obtain simultaneous acquisition of 3-D and hyperspectral data. Both methods are further described by Renhorn et al.\(^1\) and Ahlberg et al.\(^2\).

The optical hyperspectral filter is placed close to the focal plane array, replacing the cover glass, in order to make the distance between the filter surface and the sensor surface very short. This makes the blur spot on the filter very small, and therefore the spectral resolution of the filter is not compromised. The filter geometry is shown in Figs. 1 and 2.

3 Modelling Camera Parameters

3.1 Filter Design and Spectral Sampling

For a linear variable filter, the peak transmission wavelength varies linearly with position. This makes the position/wavelength relation easy to model. When the wavelength is altered, the peak transmission position will move in relation to wavelength. For an EVF, this is no longer the case. When changing the wavelength by, say, $1 \text{ mm}$, the position will change more in the blue region of the filter than in the near-infrared region of the filter. The reason for the exponential design is that the same number of detector columns is obtained per spectral resolution element across the spectrum. This allows a constant spatial sampling rate irrespective of the wavelength. In Fig. 3, it can be seen that the spectral bandwidth proportional to $\Delta \lambda$ is smaller at shorter wavelengths than at longer wavelengths.

The spectral transmission bandwidth varies linearly with wavelength and can be modeled by

$$\Delta \lambda_{\text{FWHM}}(x) = k_0 + k_1 \Delta x(x), \quad (1)$$

where $k_0$ is the small offset due to the nature of the coating process. The corresponding distance, $\Delta x$, is given as

$$\Delta x(x) = \frac{k_0 + k_1 \Delta \lambda(x)}{\Delta \lambda(x)}. \quad (2)$$

We are looking for a solution where $\Delta x(x)$ is independent of $x$, i.e.,

$$\Delta x(x) = D, \quad (3)$$

where $D$ is the geometric width related to a basic spectral resolution element. With a sampling distance of $D$, one
sample per bandwidth $\Delta \lambda_{\text{FWHM}}$ is obtained. The differential equation is of the general type

$$\lambda(x) - b \lambda'(x) + a = 0,$$

(4)

with the solution

$$\lambda(x) = -a + ce^{x/b}.$$

(5)

With original parameters the solution becomes

$$\lambda(x) = -\frac{k_0}{k_1} + c e^{k_1 x/D}.$$

(6)

Using $\lambda(0) = \lambda_0 \rightarrow c = \lambda_0 + k_0/k_1$. Using $\lambda(L) = \lambda_L \rightarrow$

$$\lambda_{\text{off}} = \frac{k_0}{k_1},$$

and

$$D = \frac{k_1 L}{\ln \left( \frac{e^{L+\frac{\lambda_0}{D}}}{e^{\frac{\lambda_0}{D}}} \right)}.$$

(7)

where $\lambda_{\text{off}}$ is expected to be relatively small. The number of spectral bands, $N$, is consequently given by the length of the filter, $L$, and the distance parameter, $D$, according to

$$N = \frac{L}{D}. $$

(8)

Finally, the transmission wavelength as a function of position can be written

$$\lambda(x) = \lambda_{\text{off}} + \left( \lambda_0 + \lambda_{\text{off}} \right) e^{\ln \left( \frac{e^{L+\lambda_0}}{e^{\lambda_{\text{off}}}} \right) x / L},$$

(9)

or

$$\lambda(x) = \lambda_{\text{off}} + \left( \lambda_0 + \lambda_{\text{off}} \right) \left( \frac{\lambda_L + \lambda_{\text{off}}}{\lambda_0 + \lambda_{\text{off}}} \right)^{\frac{x}{L}}.$$

(10)

In practice, the coating will deviate somewhat from the ideal exponential function and a series expansion can therefore be used to higher accuracy. Hence, series expansions are used in the final calibration process.

The filter was designed for transmission between 450 and 950 nm over a 36-mm range with a spectral bandwidth (full-width at half-maximum (FWHM)) of 2% of the center wavelength, as shown in Fig. 4. Fitting to observed spectral transmission data results in an estimate of $\lambda_{\text{off}}$. Using $\lambda_0 = 450$ nm, $\lambda_L = 950$ nm, $\lambda_{\text{off}} = -154$ nm, $k_1 = 0.02$, and $L = 36$ mm, the number of independent spectral bands is estimated to $N \approx 49$. A change in transmission is observed at $\sim 800$ nm. The transmission is also somewhat low in the blue spectral region. Both effects are subject to improvements. The filter was manufactured by Delta Optical Thin Film A/S and is now commercially available.

The angle of incidence varies over the filter, and this will introduce some wavelength shifts. It is therefore more convenient to fit the observations using a 2-D polynomial as a function of sensor columns and rows. The following polynomial was used for the spectral calibration

$$\lambda(n_r, n_c) = a_{00} + a_{01} n_c + a_{02} n_c^2 + a_{03} n_c^3 + a_{10} n_r + a_{11} n_r n_c + a_{20} n_c^2,$$

(11)

where the coefficients $a_{ij}$ are determined in the calibration process. The indices $ij$ indicate the exponent of the corresponding row, $n_r$, and column, $n_c$, variable. The fitting of the reference spectrum was within 10% of the filter linewidth.

Small variations in the parameters are observed as a function of type of lens and the $f$-number. Each lens and $f$-number setting will therefore have a unique set of constants, although the deviations mostly correspond to a fraction of the spectral bandwidth.

The change in bandwidth with respect to wavelength is shown in Fig. 5. The number of measured independent spectral bands is 48, corresponding to 96 spectral channels at common sampling density. For slowly varying target spectra, lower sampling densities might still work, allowing for fewer samples per field of view. In practice, this must be evaluated for each specific situation.
The spatial contrast is important. A useful measure of spatial position.

The edge response is given for the edge placed at the fictitious origin must be adequately shifted, i.e., the response function is expected. The asymmetry of the signal indicates that several LSFs are contributing to the observed signal. The model is shown. For a single symmetric LSF, a symmetric signal is expected. The edge response function is obtained by integrating the LSF. The normalized convolved function is given as

$$\text{LSF}(n_c) = \frac{\text{erf} \left( \frac{d - n_c}{\sqrt{2} \sigma} \right) + \text{erf} \left( \frac{d + n_c}{\sqrt{2} \sigma} \right)}{2d}.$$  \hspace{1cm} (12)

where $d$ is the detector width (here, $d = 1$), $\sigma$ is the blur spot size (here in units of pixels), and erf is the error function. The edge response function is obtained by integrating the LSF. The normalized edge spread function (ESF) is given as

$$\text{ESF}(n_c) = \frac{\sqrt{\pi} \sigma}{2} \left[ e^{-\frac{(d - n_c)^2}{4\sigma^2}} - e^{-\frac{(d + n_c)^2}{4\sigma^2}} \right] - \left( \frac{d - n_c}{\sqrt{2} \sigma} \right) \text{erf} \left( \frac{d - n_c}{\sqrt{2} \sigma} \right) + \left( \frac{d + n_c}{\sqrt{2} \sigma} \right) \text{erf} \left( \frac{d + n_c}{\sqrt{2} \sigma} \right).$$  \hspace{1cm} (13)

The edge response is given for the edge placed at the fictitious position $n_c = 0$ (left edge of the filter). For displaced edges, the origin must be adequately shifted, i.e., the response function is given by $\text{ESF}(n_c - n_{\text{edge}})$ for the edge positioned at the possibly fractional position $n_{\text{edge}}$.

To measure the LSF, the edge target is placed in a collimator, and the target is imaged at various positions on the focal plane array. The collimator setup is shown in Fig. 6.

In Fig. 7, the signal as a function of distance to the edge is shown. For a single symmetric LSF, a symmetric signal is expected. The asymmetry of the signal indicates that several LSFs are contributing to the observed signal. The model is therefore adapted to a dual line response function. In Fig. 7, the edge is placed at approximately pixel column 172 which is in the blue spectral region.

The derivative of the ESF gives the LSF which is close to the PSF. This is shown in Fig. 8, where also the two components are shown separately. The focal plane array is fitted with microlenses in order to improve the fill factor and the efficiency. This also influences the reflective properties of the focal plane array by the corresponding retro-c or cat’s-eye effect. Due to further reflections from the filter and back onto the focal plane array, some blurring effects might appear. This explains the second peak, the green curve in Fig. 8. The relative magnitude of this signal can be reduced by improving on the filter transmission in this spectral region.

The shift between the primary focusing spot and the secondary somewhat blurred spot undergo a spatial shift with a magnitude dependent on the angle of incidence. It is therefore expected that the two spots are centered on the same column at the optical axis, i.e., at the center of the image. The shift is expected to increase with increasing off-axes angle with the retroreflected peak shifting toward the center. This is also observed and shown in Fig. 9.

The tilted lens focuses quite well over the full spectral region. The secondary peak is substantially broader and constitutes a blurring effect depending on the relative power. This is shown for the Canon TS-E 90 mm lens in Fig. 10.

3.3 Vignetting at Low f-Number

Large aperture lenses do exhibit substantial vignetting. This is causing not only an intensity variation over the focal plane array but also the spectral sampling to vary depending on the position.

The vignetting effect is modeled by assuming a moving disk with center at $k_r (x_a, y_a)$ and radius $\left( \frac{f}{f_m} \right)$:

$$F_{\text{vign}} = \begin{cases} 1, & (x_a - k_r x_r)^2 + (y_a - k_r y_r)^2 \leq \left( \frac{f}{f_m} \right)^2, \\ 0, & \text{else} \end{cases},$$  \hspace{1cm} (14)
Renhorn and Axelsson: High spatial resolution hyperspectral camera.

**Fig. 6** Collimator setup with a target wheel and an integrating sphere source.

**Fig. 7** Signal as a function of distance to edge. Red curve is a fitted edge-function with two components. The edge is approximately at column 172.

**Fig. 8** Line spread profile at column 172. Red curve is the main peak and the green curve is a retroreflected secondary peak. The secondary peak is strong at short wavelengths as shown here but becomes much weaker at longer wavelengths where the filter transmission is higher.

**Fig. 9** Position of secondary peak relative to the main peak. Red, dashed line is a linear fit.

**Fig. 10** PSF for Canon 90-mm TS lens at F/2.8 and 1.3 deg tilt. Blue curve is the main peak. Red curve is a retroscattered secondary peak. The intensity of the secondary peak is lower than the main peak, especially at longer wavelengths or larger column numbers.
The vignetted transmission is given as

\[ T_{\text{vign}}(x_s, y_s) = \int_{(x_a,y_a)\in \text{Aperture}} F_{\text{vign}}(x_s, y_s, x_a, y_a) \, dx_a \, dy_a. \] (15)

The model is shown in Fig. 11, where it is compared to measurements using a Zeiss lens with the following parameters:

\[ F = 85 \text{ mm}; \quad F_n = 1.4; \quad F_{\text{en}} = 1.4; \quad k_r = 1.2; \quad y_s = 0, \]

where \( F \) is the focal length, \( F_n \) is the \( f \)-number, \( F_{\text{en}} \) is a vignetting parameter of similar size as the \( f \)-number of the lens, \( k_r \) is a vignetting scaling factor, and \( y_s \) is the \( y \)-coordinate on the sensor. The parameter \( y_s = 0 \) corresponds to the center row \( n_r = 1616 \) in the image.

The signal is 45% lower at the edge as shown in Fig. 11 compared to the center of the image. There might also be other angle-dependent filter effects that can cause intensity variations similar to vignetting. All these effects are corrected in the calibration process.

4 Spectral Calibration

Spectral calibration is an important step, and it is useful to perform this calibration ahead of the radiometric calibration. It was performed using an integrating sphere as a Lambertian source and a set of laser diodes in combination with a spectrometer (Avantes AvaSpec-2048 XL, with a spectral resolution of 2 nm). In this way, several lines could be strategically selected across the spectral range of the sensor system. Most laser diodes were rather stable but a few in the near-infrared spectral region showed some drift. An example of a set of wavelengths used in this work is 452.6, 530.4, 636.1, 788.7, and 848.6 nm. Figure 12 shows this set of spectral lines using the Canon TS 90 mm at \( F/2.8 \) lens. The spectral position shifts slightly as a function of row number. After determining the wavelength at the point of gravity of the laser peak over the 2-D focal plane array, Eq. (11) is used to fit the wavelength versus pixel locations.

With lenses intended for focal plane arrays with microlenses, the microlens vignetting must be considered. This means that the angles-of-incidence is limited to a region with high microlens efficiency. This complicates the optical design somewhat but also results in similar angular behavior irrespective of focal length and therefore the spectral calibration functions become similar for many lenses.

As discussed above, the Zeiss 85 mm lens shows substantial vignetting at \( F/1.4 \). This influences not only the intensity but also the spectral line shape. The magnitude of the effect varies with sensor position.

The filter transmission properties are now studied as a function of filter coordinates and angles of incidence. In the camera model, the filter position is derived from aperture position \((x_a, y_a)\), sensor position \((x_s, y_s)\), the focal length \(f\), and the short distance between filter and sensor surface \(\delta\). The resulting equation is given as

\[ \delta_{\text{filter}}(x_s, y_s, x_a, y_a) = \left\{ a + b \left( \frac{(x_s - x_a)(f - \delta)}{f} + x_a \right) + c \left( \frac{(x_s - x_a)(f - \delta)}{f} + x_a \right)^2 + d \left( \frac{(x_s - x_a)(f - \delta)}{f} + x_a \right)^3 \right\} \sqrt{1 - \frac{(x_s - x_a)^2 + (y_s - y_a)^2}{n^2(f^2 + (x_s - x_a)^2 + (y_s - y_a)^2)}}, \] (16)

where the parameters \(a\) to \(d\) are given by the filter properties. The square root expression estimates the shift in transmission wavelength due to nonorthogonal angle of incidence. The parameter \(n\) is the effective index of refraction of the filter.

The filter transmission is modeled as

\[ T_{\text{filter}}(\lambda_{\text{filter}}, \lambda) = \exp \left( -2 \frac{\delta_{\text{filter}} - \lambda}{w} \right), \] (17)

where the transmission function is a generalized Gaussian function and the transmission value is calculated at the shifted wavelength.

The vignette signal is proportional to

\[ S_{\text{vign}}(x_s, y_s) \propto \frac{1}{A_p} \left[ \int_{(x_a, y_a)\in \text{Aperture}} F_{\text{vign}}(x_s, y_s, x_a, y_a) \right] \left[ T_{\text{filter}}(\lambda_{\text{filter}}, x_s, y_s, x_a, y_a, \lambda) \right] \, dx_a \, dy_a, \] (18)

where \(A_p\) is the aperture area.
In Fig. 13, the observed spectral change close to the center of the image is shown when switching the $f$-number between 1.4 and 2.8. Both wavelengths are recorded at the same exposure, i.e., the change in aperture is compensated for by changing the exposure time. The peak signal at $F/1.4$ is decreasing due to line broadening. The integrated signal is decreased by 11% and can only partly be attributed to vignetting.

Using Eq. (18), the corresponding calculated change in spectral response as observed above is shown in Fig. 14. Relative position 0 corresponds to column 2432 defined as the center of the sensor. The signal decrease due to vignetting is underestimated which points to the possibility of other filter effects contributing to the observed decrease in signal.

The spectral profile looks different at the blue and infrared edges of the filter. In Fig. 15, the result is shown in the blue spectral region. The integrated signal at $F/1.4$ is lowered by 37% compared to what is expected without vignetting as estimated from the $F/2.8$ signal. This corresponds to an effective $f$-number of 1.8 instead of 1.4. The spectral shape is also influenced due to a wavelength dependence in the vignetting effect.

In Fig. 16, the spectral line profile is calculated including vignetting. Using the vignetting results from above, the signal is expected to be lowered by 31%. This compares quite well with the observed result.

In Fig. 13, the observed spectral change close to the center of the image is shown when switching the $f$-number between 1.4 and 2.8. Both wavelengths are recorded at the same exposure, i.e., the change in aperture is compensated for by changing the exposure time. The peak signal at $F/1.4$ is decreasing due to line broadening. The integrated signal is decreased by 11% and can only partly be attributed to vignetting.

Using Eq. (18), the corresponding calculated change in spectral response as observed above is shown in Fig. 14. Relative position 0 corresponds to column 2432 defined as the center of the sensor. The signal decrease due to vignetting is underestimated which points to the possibility of other filter effects contributing to the observed decrease in signal.

The spectral profile looks different at the blue and infrared edges of the filter. In Fig. 15, the result is shown in the blue spectral region. The integrated signal at $F/1.4$ is lowered by 37% compared to what is expected without vignetting as estimated from the $F/2.8$ signal. This corresponds to an effective $f$-number of 1.8 instead of 1.4. The spectral shape is also influenced due to a wavelength dependence in the vignetting effect.

In Fig. 16, the spectral line profile is calculated including vignetting. Using the vignetting results from above, the signal is expected to be lowered by 31%. This compares quite well with the observed result.

It is of interest to see what the predicted result would be if vignetting was not present. This situation is simulated in Fig. 17. Not only does the signal increase, the spectral profile also changes.

Finally, it is also interesting to study the spectral responsivity at a specific position. Selecting position $-16.6$ mm which is close to transmission maximum at the wavelength
The signal in digital numbers (DN) in the absence of stray light and dark current can be written as

\[
S_{\text{DN}}(\lambda) = R_d P(\lambda) A_d T_F(\lambda) \frac{\pi \Delta t}{(2F^*)^2} \frac{\lambda}{hc} L_s(\lambda) \Delta \lambda_{\text{FWHM}}(\lambda),
\]

where \( R_d \) is the responsivity (DN/electron), \( \Delta t \) is the exposure time (s), \( \eta \) is the quantum efficiency (electrons/photon), \( A_d \) is the detector area (m\(^2\)), \( T_F \) is the filter transmission, \( F^* \) is the f-number, \( hc/\lambda \) is the photon energy (J), \( L_s \) is the spectral radiance of the source (W m\(^{-3}\) sr\(^{-1}\)). Often the radiance is given in different units and the equation must be changed accordingly. \( \Delta \lambda_{\text{FWHM}} \) is the spectral resolution (FWHM) (m). It is assumed that the spectral radiance \( L_s \) is approximately constant over the spectral bandwidth \( \Delta \lambda_{\text{FWHM}} \). The étendue, or optical throughput, is given by \( A_d \Omega \) and the solid angle is approximated by \( \Omega = \pi/(2F^*)^2 \). The signal is sometimes shifted to, e.g., 16 bit, requiring a multiplicative factor. When shifting from 14 to 16 bit, the signal is multiplied by a factor 4. This is the case for the present unit under test.

The calibration equation is given as

\[
S_{\text{DN}} = E_{xp} m L_s(\lambda),
\]

where \( S_{\text{DN}} \) is the dark current corrected signal and the exposure

\[
E_{xp} = \frac{\Delta t}{(F^*)^2},
\]

is related to the exposure value (EV)

\[
\text{EV} = \log_2 \frac{1}{E_{xp}}.
\]

The parameter \( m \) varies with the pixel indices. The calibration has to be performed for each individual lens at different f-numbers since they might differ in, e.g., vignetting and AR coating. With vignetting as for the Zeiss lens at \( F/1.4 \), calibration measurements at different aperture stops are particularly important.

The baseline noise, usable integration time, linearity, and dynamic range are parameters determined by the basic sensor properties. Those can therefore be estimated separate from the characteristics of the spectral imager. Noise is often not specified, making performance estimates under various illumination conditions difficult to judge. Stray light is a system property which is also influenced by the filter close to the sensor. The main cause is radiation retroreflected from the microlens/detector combination being trapped between the detectors and the filter surface. Although this is influencing the spectral resolution, it is best recorded in the spatial domain.

When measuring the dark current, a bias signal and read noise signal are added. This fixed noise is larger than the noise due to the random distribution of the electrons. The read noise is expected to be of the order of 12 electrons or 23 DN. A read noise of the order of 50 DN is consistent with the histogram distribution in Fig. 19, where also the offset is presented.

At short exposures, i.e., exposure times shorter than 100 ms, the deviations are dominated by the varying offsets of the different gain modules and the corresponding gain noise. For Poisson distributed electrons with a mean signal...
Ne, the standard deviation is given by \( \sqrt{N_e} \). This observed noise with added read noise is shown in Fig. 20. The variance has been fitted to the function

\[
\text{var}_{\text{DN}} = \text{read}_{\text{DN}}^2 + \frac{S_{\text{DN}}}{R_d},
\]

(23)

where \( \text{read}_{\text{DN}} \) is the readout noise in DNs, \( S_{\text{DN}} \) is the corresponding signal, and \( R_d \) is the responsivity. The value obtained for \( R_d \) is \( R_d = 0.523 \) and the read noise is \( \text{read}_{\text{DN}} = 39.1 \). Estimates from camera data are \( R_d = 0.486 \) and \( \text{read}_{\text{DN}} = 31.9 \).

The signal-to-noise ratio (SNR) is given by the signal divided by the standard deviation (RMS). The result is shown in Fig. 21, where also the region is extrapolated over the full 2\(^{16}\) range.

There is a tradeoff between SNR and pixel size or number of pixels. The emphases are here on large focal plane arrays with corresponding small pixel size making the SNR somewhat low. Focal plane arrays with larger number of pixels but the same SNR is already available.

6 Hyperspectral Imaging

The sensor system was tested on a rather cluttered scene using camera rotation in a record-while-scanning procedure. Approximately 100 frames are obtained over a single field of view. From the set of images, the spectral data cube is obtained. An example is shown in Figs. 22 and 23 for two sets of wavelength bands. The recorded images were registered to each other using the random sample consensus method (RANSAC) and geometric affine linear transformation and translation. Each point in the scene is observed by different sensor elements with the corresponding spectral transmission. If a point in the scene is recorded in 100
different frames while continuously rotating the sensor, this point is sampled at 100 different wavelengths. The spectrum of the scene can be reconstructed at each pixel. More details on the processing are described by Renhorn et al. and Ahlberg et al.

The appearance of the scene when including the increased vegetation reflectance in the NIR is shown in Fig. 23. Detailed analyses of scene elements can be performed but will not be further executed here.

The spectrum of the orange building at the arrow in Fig. 22 is shown in Fig. 24 together with a reference spectrum obtained from ground truth measurement using the Avantes spectrometer.

The difference between the hyperspectral imaging sensor and the spectrometer results might indicate that the calibration of this type of hyperspectral sensor is not trivial. Using vicarious calibration, deviations as observed here are still present. Straylight might be a cause to this problem but this has to be studied further.

7 Discussion and Conclusion

The architecture and calibration of a new type of hyperspectral imager based on an exponentially variable narrow-band transmission filter is described. This type of sensor has interesting advantages over conventional push-broom systems but also exhibit some delicate calibration problems. The system allows a broad range of lenses to be used at selected f-numbers, which brings about easy change of field of view. However, this flexibility comes at the price of requiring calibration with respect to the different lenses depending on focal length and vignetting characteristics.

The PSF depends on the lens design and the f-number. Most lenses are chromatically corrected. This is not needed in this hyperspectral camera design, but since this is a new characteristic, a lens specifically designed for this camera has still to be developed. As a compromise, a tilt/shift lens is used that can compensate for the change in focus as a function of wavelength to a degree that exceeds the performance of broad band achromatic lenses. Low f-number lenses, e.g., lenses at F/1.4, will inevitably show vignetting, which must be considered in the calibration process. Retroreflectors in the micro lenses of the focal plane array can be observed but will to a large extent be remedied by future improvements in the optical filter.

The spectral transmission properties of the spectral filter changes with angle of incidence, causing shifts compared to the filter at normal incidence and some curvature with respect to image rows. This effect is more pronounced at the edges of the image. The spectral properties also, to some degree, depend on the f-number. Furthermore, vignetting causes a wavelength shift due to shadowing of certain angles of incidence. All these effects have been accurately modeled. A 2-D spectral calibration has been performed using laser diodes with secondary wavelength calibration using a spectrometer.

Radiometric calibration was performed based on an integrating sphere with a NIST traceable QTH lamp. The radiometric level was determined using a well-calibrated monitoring sensor.

Finally, noise properties of the sensor system are discussed, and SNRs estimated. From the model, it is possible to obtain parametric performance variations based on the properties of key components.

Coregistration errors should also be considered in the analyses. It is difficult to give a general estimate of this error since it depends on both the relative motion between the sensor and the target and on the specific sensor system realization. For a situation with translational motion only, the registration error will be very small. The error increases with the degrees of freedom in the motion, and nonlinearities in the motion, requiring more sophisticated transformations.

The spatial resolution can be measured by using resolution targets. The combination of spectral and spatial resolution forms a measure of the information collection capability of the sensor. Efforts to summarize this capability in a spectral quality equation by adding the number of spectral channels to the measures of spatial resolution and SNR have been reported. The result is, however, highly context-dependent and further studies are needed in order to be able to prioritize different aspects of hyperspectral imaging depending on the task being considered. A detailed sensor system specification facilitates the possibility to form figures of merit relevant for the specific application.
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Fig. 24 Spectrum of the area on the orange building indicated by an arrow in Fig. 22. Dashed line is from ground truth measurements using a spectrometer.
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