A convolutional neural network to identify motor units from high-density surface electromyography signals in real time
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Abstract

Objectives. This paper aims to investigate the feasibility and the validity of applying deep convolutional neural networks (CNN) to identify motor unit (MU) spike trains and estimate the neural drive to muscles from high-density electromyography (HD-EMG) signals in real time. Two distinct deep CNNs are compared with the convolution kernel compensation (CKC) algorithm using simulated and experimentally recorded signals. The effects of window size and step size of the input HD-EMG signals are also investigated. Approach. The MU spike trains were first identified with the CKC algorithm. The HD-EMG signals and spike trains were used to train the deep CNN. Then, the deep CNN decomposed the HD-EMG signals into MU discharge times in real time. Two CNN approaches are compared with the CKC: (a) multiple single-output deep CNN (SO-DCNN) with one MU decomposed per network, and (b) one multiple-output deep CNN (MO-DCNN) to decompose all MUs (up to 23) with one network. Main results. The MO-DCNN outperformed the SO-DCNN in terms of training time (3.2–21.4 s epoch−1 vs 6.5–47.8 s epoch−1, respectively) and prediction time (0.04 vs 0.27 s sample−1, respectively). The optimal window size and step size for MO-DCNN were 120 and 20 data points, respectively. It results in sensitivity of 98% and 85% with simulated and experimentally recorded HD-EMG signals, respectively. There is a high cross-correlation coefficient between the neural drive estimated with CKC and that estimated with MO-DCNN (range of r-value across conditions: 0.88–0.95). Significance. We demonstrate the feasibility and the validity of using deep CNN to accurately identify MU activity from HD-EMG with a latency lower than 80 ms, which falls within the lower bound of the human electromechanical delay. This method opens many opportunities for using the neural drive to interface humans with assistive devices.
1. Introduction

The control of human movements relates to the activation of motor units (MUs), which combine a motor neuron and the muscle fibers it innervates. Thus, the force produced by a muscle depends on the neural drive it receives, defined here as the output of the motor neurons that innervate a muscle [1–3]. There is a growing interest of developing human–machine interfaces that decode the neural drive to control assistive devices and prostheses [4, 5]. Because muscle action potentials are generated before the production of force, inducing an electromechanical delay, it is possible to use myoelectric signals to predict motor intent and translate them into commands before the actual movement [6, 7]. To this end, the signal processing must be accurate and fast, typically shorter than the electromechanical delay observed during voluntary movements (i.e., 225 ± 50 ms [8]).

Bipolar surface electromyography (EMG) remains the classical technique to provide insight into muscle activation. However, because the innervation ratio (number of fibers within each unit) varies across MUs, the neural drive is not directly related to the number of muscle fiber action potentials that contribute to the EMG signal [3, 9, 10]. Indeed, larger MUs will have relatively more influence on the EMG signal amplitude than smaller MUs [9]. In addition, the lack of selectivity of surface EMG favors the detection of signals from neighboring muscles and makes the overall interpretation difficult [9, 11]. A possible solution to resolve these drawbacks is the direct estimation of the neural drive with algorithms that decompose the interference EMG into MU spike trains.

Numerous algorithms have been developed to decompose interference EMG signals. The first semi-automated decomposition techniques have been applied to intramuscular EMG recordings [12], leading to the accurate identification of a small sample of MUs, which, however, is not sufficient to estimate the neural drive [13]. Recently, blind-source separation methods have taken advantage of high-density EMG recordings (HD-EMG) to accurately identify a large number of MUs (up to 50 MUs [14]). Indeed, the large number of recording channels enables the application of latent component analysis approaches to identify MU spike trains [15–17]. Several decomposition methods, such as the convolution kernel compensation algorithm (CKC; [15]) or progressive fast independent component analysis peel-off [17], have been developed and validated. Although automated versions of these methods have been developed to identify MUs without manual edition [16, 18], several steps such as signal extension or whitening increase the computational time and prevent the estimation of neural drive in real time.

Alternative approaches have been developed to identify motor MU spike trains in real time [19–22]. They consist of the offline pre-training of an algorithm to identify the separation matrix, i.e. the filter that captures the MU properties and separates the overlapping action potentials. Then, this matrix is applied in real time on short segments of HD-EMG signals with or without overlapping [20–22]. For example, Chen et al [20] have accurately identified 12 ± 2 MUs during hand movements using EMG segments of 200 ms. In this experiment, the processing time, including signal recording and computation, was about 250 ms [20]. Recently, Clarke et al [19] have shown encouraging results using a neural network, which outperformed the CKC algorithm on signals with low signal-to-noise ratio [19]. The processing time was 67 ms for one second of HD-EMG data, which has the potential for real-time implementation. Similar approaches will require alternative machine learning methods with a frame-by-frame processing time below the human electromechanical delay to guarantee synchronous behavior between an assistive device and the user’s movement [7, 23].

In this study, we propose the application of a deep convolutional neural network (CNN) to accurately estimate the neural drive to muscles from HD-EMG signals in real time. We aim to estimate the neural drive with a computational delay within the range of the human electromechanical delay. The CKC algorithm was applied to identify the MU spike trains and to train the deep CNN. Then, the deep CNN was used to decompose HD-EMG signals into MU spike trains in real time, which were summed and filtered to estimate the neural drive. We first validated the approach using simulated HD-EMG signals. Secondly, we evaluated the performance of the real-time MU identification (sensitivity and precision) and time cost (training time and prediction latency) with experimentally recorded signals and we compared the estimation of the neural drive to that derived from the offline CKC algorithm.

2. Deep CNN for motor unit identification

2.1. Problem statement

Methods to decompose interference EMG signals into MU spike trains constantly evolve to increase the accuracy and to decrease the time latency. Essentially, the problem is to identify the MU spike trains using temporal-spatial features of motor unit action potentials (MUAPs). Due to the stochastic nature of EMG signals, this information is usually extracted from a window of HD-EMG signals with a sliding-window approach [15, 22]. Here, we use a window of the HD-EMG signals as the input of the deep CNN for MU identification, and we try to minimize its length to perform real-time identification with minimal latency. The length of the sliding window is defined by the window size w. The width of the sliding window is defined by the number of EMG channels.
Figure 1. Overview of data processing for the deep CNN. (A) The input of the deep CNN is a window of HD-EMG signals, including 20–120 data points from 64 HD-EMG channels. When trained, the deep CNN learns MUAP features from annotated HD-EMG windows associated with a ‘0’ (no spike; frame 11) or a ‘1’ (spike; frame 10). (B) The output of the neural network is a matrix of binary signals with 0 (no spike) and 1 (spike). In this figure, each tick represents a discharge time. These spike trains are summed and filtered to compute the neural drive to the muscle (dark gray trace). (C), (D) The structural design of the deep CNN model for HD-EMG MU identification. The deep CNN consists of four convolutional layers (C1–C4), two fully connected layers (F1 and F2), two max-pooling layers and one flatten layer. The numbers below input, feature maps, and outputs represent the dimensionality of each item. Note that the neural network structure differs between the SO-DCNN and the MO-DCNN after the first max pooling layer.

The sliding distance/increment is defined as step size $s$ (figure 1(A)).

The input of the deep CNN can be written as a $M \times w$ matrix,

$$
X_{i,w} = \left[ x_{i,w}^1, x_{i,w}^2, \ldots, x_{i,w}^M \right]^T,
$$

$$
X^m_{i,w} = \left[ x^m_{i \times s - w/2 + 1}, x^m_{i \times s - w/2 + 2}, \ldots, x^m_{i \times s + w/2} \right]^T,
$$

where $X$ is a window of HD-EMG signals, $x$ is the EMG measurement and $i$ is the window index. The superscript $m$ is the index of EMG channels, ranging from 1 to $M$. 

$M$. The sliding distance/increment is defined as step size $s$ (figure 1(A)).
The MU spike trains corresponding to each HD-EMG window can be written as a $N \times 1$ matrix,

$$
\mathbf{Y}_{w}^n(i) = \left[ y_{1,n}^w(i), y_{2,n}^w(i), \ldots, y_{N,n}^w(i) \right]^T,
$$

$$
y_{n}^w(i) = \max \left( y^n(i * s - \frac{s}{2} + 1), y^n(i * s - \frac{s}{2} + 2), \ldots, y^n(i * s + \frac{s}{2}) \right)^T,
$$

where $\mathbf{Y}$ is a matrix including binary signals from multiple MUs, $y$ is the MU binary signal obtained from the CKC algorithm, which is 1 (spike) or 0 (no spike); $N$ is the total number of MUs identified with the CKC algorithm. The superscript $n$ is the index of MUs, ranging from 1 to $N$.

Ultimately, the deep CNN predicts if a given MU is activated or not with an output value ranging from 0 to 1 for each window. An output value exceeding a threshold of 0.5 is considered as a spike.

### 2.2. Structure of the deep CNN model

We propose two deep CNN approaches to identify multiple MU spike trains from HD-EMG signals and estimate the neural drive. The first approach consists of dividing the task into a few simple tasks by constructing multiple single-output deep CNN (SO-DCNN) with one MU identified per network (figure 1(C)). The second approach consists of building one multiple-output deep CNN (MO-DCNN) to identify all MUs with one network (figure 1(D)). To this end, we adopted and modified the deep CNN structure introduced in a previous work on activity recognition from accelerometer data [24]. The structures and hyperparameters were manually optimized using experimental data from one participant. Specifically, we compared three neural networks with different numbers of layers (Case 1: two fully connected layers, Case 2: two convolutional layers and two fully connected layers; Case 3: four convolutional layers and two fully connected layers) and three neural networks with different numbers of nodes (Case 1: 64-64-64-32-128 nodes per layer; Case 2: 128-128-128-64-256 nodes per layer; Case 3: 256-256-256-128-512 nodes per layer). The deep CNN described in this section reached the best performance and was used for this study.

For the SO-DCNN, we used one window of the HD-EMG signal, where the width of the window was $M$ (number of HD-EMG channels) and the length was $w$ (e.g. 120 data points from each channel when the window size is equal to 120) as the input of the deep CNN. The output of the deep CNN was a binary value, indicating the discharge times of a given MU (figure 1(B)). In between, we implemented six parametric layers (four convolutional layers and two fully connected layers) and three non-parametric layers (two max-pooling layers and one flatten layer). The first three convolutional layers (C1–C3) included 128 parallel kernel filters with a kernel size of 3 to extract the temporal-spatial features, while the last convolutional layer (C4) had 64 kernel filters to decrease the number of trainable parameters of the fully connected layers. The output of convolutional layers (FM6) was flattened to a vector and was fed into two fully connected layers, including 256 nodes and 1 node, respectively. We used a sigmoid activation function for the output layer and a rectified linear unit (ReLU) activation function for all other layers. The sigmoid activation function had an output ranging from 0 to 1, which fitted our output requirement of being a binary value. The ReLU solved the vanishing gradient problem and accelerated the convergence speed.

In the case of the MO-DCNN, we used an identical structure for the first three layers (C1, C2, max-pooling) to the SO-DCNN, but we added multiple parallel layer sets (C3–F2), one for each MU (figure 1(D)). For example, to decompose the discharge times of four MUs, the deep CNN included one set of C1–C3 to generate FM3, and four sets of C3–F2, taking FM3 as input and predicting the discharge times for each MU. The number of outputs was determined dynamically by the number of MU used in the training dataset.

### 2.3. Implementation

We implemented the framework with Tensorflow [25] and Keras library (https://keras.io/ [26]). Keras functional application programming interface was used to create customized multiple outputs models. As
the goal is to predict the discharge times of an MU, which is a binary state, we used a binary cross-entropy loss function. Then RMSprop optimizer, one of the most influential adaptive stochastic algorithms, was used to update the network weights [27]. We used the F1-score, calculated as $2 \times (\text{sensitivity} \times \text{precision}) / (\text{sensitivity} + \text{precision})$, to determine the performance of the deep CNN during the training process and to adopt the best model. For this purpose, a customized metrics function was implemented to calculate the averaged F1-score across multiple MUs for MO-DCNN at the end of each epoch. The detailed implementation with Python can be found at https://github.com/ywen3/dcnn_mu_decomp.

3. Evaluation methods

3.1. Simulation of HD-EMG signals

The validation of algorithms that identified MU spike trains requires a comparison of MU spike trains between the proposed method and a gold standard method. As no gold-standard method exist for surface HD-EMG signals, we used simulated HD-EMG signals to compare the MU spike trains identified by the CKC algorithm and the deep CNN to the ground truth, i.e. the spike trains of simulated MU. To this end, we have created a cylindrical volume containing three layers (muscle, fat, and skin) with a radius of 10 mm, 4 mm and 1 mm, respectively, and an average fiber length of 200 mm [28–30]. The muscle had 125 664 fibers parallel to the skin that were grouped into 150 MUs. According to the size principle [31], the number of innervations per MU ranged from 52 to 3191, the recruitment thresholds ranged from 0% to 75% of maximal excitation level, and the conduction velocities were normally distributed with a mean value of $3.8 \pm 0.5$ m s$^{-1}$. The recruitment thresholds of the 150 motor neurons followed an exponential distribution, with most of the motor neurons recruited at the lowest intensities [32]. The MU discharge rate at the recruitment ranged from 5 to 10 pulses per second (pps) and linearly increased until the maximal discharge rate. The maximal discharge rate ranged from 30 to 40 pps.

We have simulated a trapezoidal contraction with a plateau of 60 s at 25% of maximal excitation level and a ramp-up with an increase in excitation of 2.5% per second. At 25% of maximal excitation level, 110 MUs were recruited. The variability of discharge rate followed a Gaussian random process with a coefficient of variation of the inter-spike interval set at 15% [32]. The MUAPs have been simulated as detected by a two-dimensional grid of 65 electrodes ($13 \times 5$) with a radius of 1 mm and an inter-electrode distance of 8 mm. The center of the grid was positioned over the center of the muscle and aligned with the fiber direction. The surface EMG signals were the algebraic sum of muscle fiber action potentials with an additional zero-mean Gaussian noise with signal-to-noise ratio of 20 dB. A single differential recording was simulated for each longitudinal pair of adjacent electrodes, resulting in 60 simulated detection points. The EMG signals were computed at 2048 Hz.

3.2. Collection of experimental HD-EMG signals

3.2.1. Participants

Six physically active males volunteered to participate in this study (mean ± standard deviation; age 34 ± 8 years, height 178 ± 6 cm, body mass 76 ± 7 kg). Participants had no history of lower leg injury or pain within the previous 6 months that could prevent their full engagement during the experiments. The institutional research ethics committee of the University of Queensland approved this study (No. 2013001448), and all procedures were in accordance with the Declaration of Helsinki. All participants provided their written informed consent prior to participation in the study. Note that the experimental data were a subset of a previously published dataset [33].

3.2.2. Experiments

Participants laid prone on a custom-made dynamometer, which consisted of a bench equipped with a foot pedal and a torque sensor (TRE-50K, Dacell, Rep. of Korea). They positioned their knee in full extension, and their ankle was securely fastened at a plantar flexion angle of 10° ($0^\circ$ being the foot perpendicular to the shank). The experimental setup is shown in figure 2(A). After performing a warm-up set, which included a series of submaximal contractions, participants performed three maximal isometric voluntary contractions (MVC) for 3–5 s with 120 s rest in between. We considered the maximal torque value obtained from a moving average window of 250 ms as the peak torque, and we used this value to set up the torque feedback during the submaximal isometric contractions. Then, participants performed three contractions at each of the following intensities: 10%, 30%, and 50% of their MVC (figure 2(B)). The order of the intensities was randomized. These contractions involved a 5 s ramp-up, a 15 s (50% MVC) or 20 s plateau (10% and 30% MVC), and a 5 s ramp-down phase. In total, 75 s of signals at 50% MVC and 90 s of signals at 10% and 30% MVC were considered for analysis. The contractions were separated by either 60 s (10% MVC) or 120 s (30% and 50% MVC) to reduce the effect of muscle fatigue on HD-EMG signals [10]. The torque signal was digitized at 2048 Hz using the same acquisition system as that used for HD-EMG (EMG-Quattrocento; 400-channel EMG amplifier, OT Bioelettronica, Italy) and was low-pass filtered (Butterworth 3rd order, cut-off frequency: 20 Hz).

3.2.3. High-density surface EMG recordings

A two-dimensional adhesive grid of 64 electrodes ($13 \times 5$) with one electrode absent on a
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Figure 2. Overview of the data collection procedure. (A) The participant performed a submaximal plantar flexion in a custom ankle dynamometer, and a grid of 64 electrodes was placed over the GM muscle. (B) To this end, a torque feedback was displayed. (C) HD-EMG signals was recorded with a grid of 64 electrodes. (D) Decomposed individual MU spike trains with the CKC algorithm.

corner, gold-coated, inter-electrode distance: 8 mm; [ELSCH064NM2, SpesMedica, Battipaglia, Italy]) was placed over the gastrocnemius medialis muscle. The grid was aligned with the main fascicle direction as determined using B-mode ultrasound (Aixplorer, Supersonic Imagine, France). Before applying the electrode, the skin was shaved and cleaned with an abrasive pad and alcohol. The adhesive grid was held on the skin using semi-disposable bi-adhesive foam layers (SpesMedica, Battipaglia, Italy). The skin-electrode contact was made by filling the cavities of the adhesive layers with conductive paste (SpesMedica, Battipaglia, Italy). An elastic band was placed over the electrode with slight tension to ensure that it remained in contact with the skin throughout the experiment. Strap electrodes dampened with water were placed around the contralateral (ground electrode) and ipsilateral ankle (reference electrode). The EMG signals were recorded in monopolar mode, band-pass filtered (10–900 Hz), and digitized at a sampling rate of 2048 Hz using a multichannel acquisition system (EMG-Quattrocento; 400-channel EMG amplifier, OT Bioelettronica, Italy).

3.3. Data processing

3.3.1. HD-EMG decomposition with the CKC algorithm

The HD-EMG signal decomposition of the simulated and experimentally recorded signals was carried out with the CKC algorithm [15] implemented in the DEMUSE tool software (v4.9; The University of Maribor, Slovenia) developed on MATLAB (The Mathworks, Inc, Natick, Massachusetts, USA). The EMG signals were band-pass filtered (Butterworth 2nd order, 20–750 Hz) before the decomposition. The decomposition procedure has been validated using simulated and experimentally recorded signals [16, 34–36]. After the automatic identification of the MUs, all the MU spike trains were visually inspected and manually edited when a false positive (FP; labeled artifact) or a false negative (FN; non-labeled discharges) were observed by an experienced operator [37]. Only the MUs that exhibited a pulse-to-noise ratio (PNR) >30 dB were retained for further analysis [34]. This threshold ensured a sensitivity higher than 90% and a false-positive rate lower than 2% [34]. In addition, MU spike trains with less than 150 spikes in any of the three segments (i.e. contractions) were not considered for the analysis.

3.3.2. Data pre-processing

The HD-EMG signals were normalized to the range of −1 and 1 with the maximal amplitude recorded on the entire grid to retain the temporal-spatial information (e.g. relative magnitude across different channels). The normalization procedure aims to accelerate the learning process by limiting the range of input values such that the weight updates calculated through backpropagation are reasonable. The HD-EMG and spike trains of decomposed MUs were further segmented into windows (with specific window size and step size) based on equations (1) and (2) for deep CNN training and validation.
3.3.3. Training and validation protocol

The training and validation of the deep CNN were done for each dataset. Specifically, three-fold cross-validation was performed to evaluate the robustness of the deep CNN. Instead of randomly dividing the data set into three-folds, we treated each segment as one-fold (figure 2(B)). The deep CNN model was trained with two segments of data and validated with the remaining segment to get the model performance (figure 2(B)). This procedure was repeated three times, each with a different segment as the validation set. The overall performance was computed by averaging the model performance from three different segments.

In the training stage, we used a batch size of 64 to accelerate the training of deep CNN and terminated the training process if the training loss had no improvement for 50 consecutive epochs or the training process reached 100 epochs. The timestamp and F1-score of each epoch during training were recorded in the TensorBoard logs for post analysis, and the model that reached the highest F1-score along the training epochs was saved. In the validation stage, we first loaded the best model with the highest F1-score; then we fed the model with the validation data segment and got the spike trains of the MU. We ultimately saved the spike trains identified by the deep CNN and the time elapsed for each prediction for further analysis.

3.3.4. Validation strategies

In order to use the estimation of neural drive in human–machine interfaces, the deep CNN should decompose HD-EMG into multiple MU spike trains with an excellent sensitivity, a low rate of FPs, and a latency in the range of the electromechanical delay. To this end, we first compared the performance of the SO-DCNN and the MO-DCNN to determine the most efficient structure. Then, we determined how the format of the input data (i.e. window size and step size) influenced the performance of the deep CNN, including prediction outcomes and time efficiency.

3.3.4.1. Comparison between SO-DCNN and MO-DCNN

As a pilot study, we used datasets from the simulation and from participant #1 during a plantar flexion performed at 10% MVC to train the two deep CNNs and validate their performance. As there were 17 and 10 MUs identified by the CKC algorithm from the simulated and experimentally recorded signals, respectively, we constructed 17 and 10 independent SO-DCNNs and two MO-DCNNs with 17 and 10 outputs. The inputs were the windows of HD-EMG ($X_{sw}$) for both the SO-DCNN and the MO-DCNN. The outputs for the SO-DCNN were 17 and 10 vectors of discharge times of the corresponding MUs, while the outputs of the MO-DCNN were two matrices of discharge times for all MUs. Based on prior knowledge, we compared the performance under four representative test conditions (step size of 5, 10, 20, and 40 data points corresponding to 2, 5, 10, and 20 ms at a frequency of 2048 Hz, and window size of 120 data points corresponding to 59 ms at a frequency of 2048 Hz).

3.3.4.2. Effects of window size and step size

Between the two deep CNN approaches (SO-DCNN and MO-DCNN), the approach that generated the best performance was used to systematically study the effects of window size and step size.

The window size defines the number of data points as input for each prediction. On one hand, according to equations (1) and (2), the deep CNN requires HD-EMG at $i \times s + \frac{s}{2}$ to predict the discharge activity of an MU at time instance $i \times s$, which causes a latency of half of the window size (figure 1(A)). Therefore, a smaller window size decreases the latency. On the other hand, the window size needs to be large enough to cover one MUAP for identification purposes. We selected four window sizes (i.e. 20, 40, 80, and 120 data points; corresponding to 10, 20, 39, and 59 ms at a frequency of 2048 Hz). This is (a) to account for the average length of the MUAP (about 10 ms [15]), and (b) to stay within the range of the muscle electromechanical delay (225 ± 50 ms [8]). For simplicity, we will use the number of data points as the unit in the rest of the manuscript.

The step size is the number of data points that differs between two consecutive predictions (difference/overlap between two consecutive windows). Hence, the step size determines the prediction frequency or cycle time for control purposes (e.g. a step size of 10 ms results in a prediction frequency of 100 Hz). With the sample frequency of 2048 Hz, we chose four step sizes (i.e. 5, 10, 20, and 40 data points) corresponding to prediction frequency of 410, 205, 102, and 51 Hz, respectively.

3.4. Evaluation criteria

We first validated our approach with simulated HD-EMG signals by comparing the spike trains identified by the deep CNN with the spike trains of simulated MU using sensitivity and precision. Then, we evaluated the performance of the deep CNN on experimental HD-EMG signals according to: (a) the accuracy of the deep CNN, including the number of identified MUs, the precision, and the sensitivity, (b) the training time and prediction time, and (c) the cross-correlation between neural drive estimations from the CKC algorithm and the deep CNN.

3.4.1. Accuracy of the deep CNN

We first used the F1-score to assess how successfully the MUs were identified by the deep CNN. We counted an MU as successfully identified by the deep CNN if the F1-score was greater than 0.7 [19].

$\text{F1-score} = \frac{2 \times \text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}}$
We compared the MU spike trains obtained from the deep CNN, the CKC algorithm, and the simulation with the calculation of the precision and the sensitivity \[38]:

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \times 100\%,
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \times 100\%.
\]

where true positive is the number of correctly identified discharge times, FN is the number of non-identified discharges, and FP is the number of incorrectly identified discharges. Note that we first realigned the spike trains from the simulation with the spike trains from the CKC algorithm to consider the delay between the spike generated at the motor neuron level (simulated signal) and the spike detected at the skin level (CKC and deep CNN). Then, the spike trains obtained from either simulated signal or CKC method were downsampled for each step size to match the prediction frequency of the deep CNN (i.e. 410, 205, 102, and 51 Hz, for step sizes of 5, 10, 20, and 40 data points, respectively). For the simulation study, we used simulated spike trains to assess the accuracy of both the CKC and the deep CNN method; for the experimental study, we used spike trains from the CKC method to assess the accuracy of the deep CNN.

3.4.2. Training time and prediction time

The computational complexity was quantified by the training time and prediction time. Training time is defined as the time elapsed for each epoch (i.e. s epoch\(^{-1}\)) to process all training data and update the network during the training stage. Thus, we loaded the timestamp of each epoch from the log files and calculated the time elapsed for each epoch. The prediction time is defined as the time elapsed to make a prediction from a window of HD-EMG (i.e. s sample\(^{-1}\)) during the validation stage. For the SO-DCNN approach, the training time and prediction time were considered as the sum of the time of all the SO-DCNNs. Training and testing stages were run on a PC with an Intel Xeon W-2123 CPU, a NVIDIA Quadro P1000 GPU, and 32 GB of RAM.

3.4.3. Comparison of neural drive estimations

We considered the neural drive to the muscle as the sum of the spike trains of all identified MUs also known as the cumulative spike train (CST). To generate the CST, the individual MU spike trains were summed and filtered with a Hanning window of 400 ms \[39\]. This procedure was applied to the set of MUs identified with the simulation, the CKC algorithm and the deep CNN. Then, we calculated the cross-correlation coefficient between the neural drive estimated with the different methods on 1 s segments without overlapping (figure 3). The averaged maximal cross-correlation coefficients for an entire contraction were considered for analysis.

4. Results

4.1. Effect of the network structure (SO-DCNN vs MO-DCNN) on the deep CNN performance

We accurately identified 17 out of the 150 simulated MUs using the CKC algorithm (averaged PNR of 35.9 dB) with sensitivity and precision higher than 99%. This allowed us to consider the MU spike trains predicted by the CKC algorithm as a highly reliable estimation and an excellent standard to assess the performance of our deep CNNs. The MO-DCNN achieved comparable sensitivity and precision as the SO-DCNN with step sizes of 10, 20, and 40 data points (figure 4(A)). With a step size of 20 data points, both SO-DCNN and MO-DCNN identified 17 MUs and reached the highest sensitivity (98% for SO-DCNN and 95% for MO-DCNN) and precision (98% for SO-DCNN and 97% for MO-DCNN).

With the experimental data, we identified 10 MUs using the CKC algorithm on HD-EMG signals recorded during a plantar flexion at 10% MVC.
Figure 4. Performance comparison between the SO-DCNN (SO) and the MO-DCNN (MO) with step sizes of 5, 10, 20, and 40 data points, and window size of 120 data points in simulated (A) and experimentally recorded (B) HD-EMG signals. The gray bars represent the averaged sensitivity and precision. Each black dot represents the sensitivity and precision for one MU. The training time is defined as the time elapsed for each epoch (i.e. s epoch$^{-1}$) to process all training data and update the network during the training stage. The prediction time is defined as the time elapsed to make a prediction (i.e. s sample$^{-1}$).

(both SO-DCNN and MO-DCNN approaches successfully identified 9 MUs. The sensitivity and precision of both approaches were affected by the step size (figure 4(B), left panels). Both achieved the highest performance with the step size of 20 (figure 4(B)). When compared to the SO-DCNN at a step size of 20 data points, the MO-DCNN reached comparable precision (91 ± 5% vs 90 ± 5%) but lower sensitivity (83 ± 11% vs 92 ± 4%). One reason for the better performance of the SO-DCNN is the greater number of hyperparameters per network specifically optimized for each MU (590 785 vs 524 199 parameters per MU) due to the independent training of the two first feature maps (figure 1(C)).

However, the training time of the SO-DCNN was doubled when compared to the MO-DCNN, and the prediction time was significantly larger for the SO-DCNN than for the MO-DCNN (figures 4(A) and (B)). Specifically, in the experimental study, the training time ranged from 6.5 to 48.3 s epoch$^{-1}$ for the SO-DCNN and from 3.4 to 20.7 s epoch$^{-1}$ for the MO-DCNN (figure 4(B), right panels); the prediction time ranged from 0.27 to 0.28 s sample$^{-1}$ for the SO-DCNN and from 0.040 to 0.041 s sample$^{-1}$ for the MO-DCNN (figure 4(B), right panels). Indeed, the SO-DCNN processed each frame of HD-EMG ten times to predict the discharge activities of ten MUs, while the MO-DCNN processed each frame only once. In addition, the time that the Keras library used to handle logging and memory management is accumulated with the SO-DCNN structure. Considering that the prediction time of the SO-DCNN exceeded the range of physiological electromechanical delay, thus preventing its use in real time, we only investigated the effects of window size and step size on the performance of MU identification with the MO-DCNN.

4.2. Effect of the input format (window size and step size) on the deep CNN performance

4.2.1. Validation with simulated signals

The deep CNN was able to identify the 17 MUs and reached its best performance with a step size of 20 data points and a window size of 120 data points, achieving a precision of 95% and a sensitivity of 97% (figure 5). The sensitivity and precision generally increased with window size, except with window sizes of 80 and 120 data points with a step size of 5 data points, where the sensitivity decreased for a window size of 20 data points. This may be because the window is not long enough to capture the properties of a MUAP within the grid of electrodes. In addition, the absence of overlap between
Figure 5. Sensitivity (A) and precision (B) for the 17 MUs when comparing the deep CNN and the CKC algorithm to the ground truth (i.e. the simulated MUs). We compared step sizes of 5, 10, 20, and 40 data points and window sizes of 20, 40, 80, and 120 data points. Each bar reports the mean value, and each scatter represents an individual MU.

Table 1. MUs identified with the CKC algorithm to train the deep CNN. This table shows the number of MUs identified with the DEMUSE software, the PNR of MUs identified by the CKC algorithm, and the number of MUs we used to train the deep CNN (i.e. with more than 150 spikes per contraction).

| Intensity     | 10% MVC | 30% MVC | 50% MVC |
|---------------|---------|---------|---------|
| Number of MUs (n) | 22 ± 5  | 23 ± 4  | 15 ± 5  |
| PNR (dB)       | 40 ± 4  | 39 ± 3  | 40 ± 3  |
| Number of MUs for deep CNN training (n) | 13 ± 4  | 18 ± 4  | 13 ± 4  |

The performance of the MO-DCNN across six participants and three contraction intensities (i.e. 10%, 30%, and 50% MVC) is presented in figure 6. Step size showed great effects on MU count, sensitivity, and precision. The sensitivity and precision increased when the step size increased from 5 data points to 20 data points, and when the window size increased for step sizes larger than 5 data points (figure 6). The number of identified MUs, sensitivity and precision were maximized with a step size of 20 data points and a window size of 120 data points (figure 6). The lower performance with a step size of 5 data points can be explained by the absence of significant differences between two consecutive windows. Therefore, the deep CNN cannot distinguish the differences between these HD-EMG windows, which is further confirmed by the oscillating loss function during the training period (unpublished data). In this case, this means that the deep CNN cannot optimize its parameters to improve the identification of MUAPs. The number of identified MUs was 13 ± 4 (range 6–22), 89% of the averaged total number of MUs (i.e. 15). The sensitivity and precision were 84 ± 5% and 93 ± 2%, respectively. Note that we only considered the MUs with a F1-score above 0.7 [19]. As a comparison, a F1-score threshold of 0.8 led to a number of 11 ± 4 identified MUs, 73% of the averaged total number of MUs (i.e. 15) and sensitivity and precision of 86 ± 3% and 94 ± 2%, respectively.

With a window size of 120 data points and a step size of 20 data points, the precision for each contraction intensity was 95 ± 2% for 10% MVC, 93 ± 2% for 30% MVC, and 91 ± 2% for 50% MVC across the six participants. The sensitivity for each contraction intensity was 88 ± 3% for 10% MVC, 83 ± 6% for 30% MVC, and 82 ± 2% for 50% MVC.

As shown in table 2, we observed a negative relationship between the training time and the step size (i.e. increasing step size decreased the training time) and a positive relationship between the training time and the window size (i.e. increasing window size increased the training time). However, the averaged prediction time for each window was about 50 ms and did not show a clear relationship with the window size and step size.
Figure 6. The effects of window size and step size on the MO-DCNN decomposition performance. (A) The number of MUs decomposed under 16 conditions, combination of four window sizes and four step sizes. The MU was considered as accurately identified if the F1-score was greater than 70%. If the F1-scores of all MUs in one trial were less than 70%, the MU count, sensitivity, and precision of that trial were assigned to zero. Panel (B) and (C) show the sensitivity and precision averaged across the identified MUs. Each bar is the average across six participants and three contraction intensities. Each scatter represents an individual value at 10% MVC (blue), 30% MVC (red), and 50% MVC (dark grey).

Table 2. The effect of window size and step size on deep CNN computational performance. This table shows the training time and prediction time of MO-DCNN for 16 conditions, combination of four window sizes and four step sizes. The training time for each epoch was averaged across all participants and contraction intensities.

| Window size (data points) | 20  | 40  | 80  | 120 |
|----------------------------|-----|-----|-----|-----|
| 5                          | 13  | 16  | 22  | 28  |
| 10                         | 7   | 9   | 11  | 15  |
| 20                         | 4   | 5   | 6   | 8   |
| 40                         | 3   | 3   | 4   | 5   |
| 80                         | 46  | 46  | 49  | 49  |
| 120                        | 46  | 48  | 48  | 48  |
| Step size (data points)    | 5   | 10  | 20  | 40  |
| Training time (s epoch⁻¹) | 46  | 46  | 49  | 49  |
| Prediction time (ms sample⁻¹) | 46  | 46  | 48  | 48  |

Figure 7. Cross-correlation coefficient between the neural drives estimated with the CKC algorithm and the deep CNN at 10% MVC (A), 30% MVC (B), and 50% MVC (C). Sixteen conditions were tested with four step sizes (i.e. 5, 10, 20, and 40 data points) and four window sizes (i.e. 20, 40, 80, and 120 data points). If the F1-scores of all MUs in one trial were less than 70%, the cross-correlation coefficient was assigned to zero. Therefore, with spike trains from fewer MUs, the correlation coefficients for window size of 20 and 40 data points were relatively low. Each bar represents the averaged cross-correlation coefficient, and each scatter is an individual participant.

4.2.4. Assessment of neural drive

All spike trains accurately identified with either the CKC algorithm or the MO-DCNN were summed and filtered with a Hanning window of 400 ms to compute the CSTs, an estimation of the neural drive to the muscle (figures 3(A) and (B)). Figure 7 depicts the cross-correlation coefficients between the CSTs. Regardless of the contraction intensity, the cross-correlation coefficients were higher with step sizes of 20 and 40 data points and window sizes of 80 and 120 data points. For example, the averaged cross-correlation coefficients calculated at 10% MVC reached $r = 0.90 \pm 0.06$, $r = 0.95 \pm 0.03$, $r = 0.85 \pm 0.05$ and $r = 0.91 \pm 0.05$ with conditions SS20-WS80, SS20-WS120, SS40-WS80, and SS40-WS120, respectively. The highest cross-correlation...
coefficients were obtained with a step size of 20 data points and a window size 120 data points ($r = 0.95 \pm 0.03$ at 10% MVC, $r = 0.94 \pm 0.03$ at 30% MVC, and $r = 0.88 \pm 0.05$ at 50% MVC). These results indicate that the estimation of the neural drive was strongly comparable between the CKC algorithm and the proposed MO-DCNN for the previously mentioned four conditions.

### 5. Discussion

In this study, we show that a deep CNN allows to accurately estimate the neural drive to muscles with the real-time identification of MUs discharge times during submaximal isometric contraction. Specifically, we demonstrate that a deep CNN with a single input (i.e. a window of HD-EMG signals) and multiple outputs (i.e. discharge times of multiple MU) minimizes the latency between the HD-EMG signals and the predicted discharge times (50 ms latency for the MO-DCNN vs 500 ms latency for the SO-DCNN). In addition, the identification accuracy is maximized when the deep CNN uses an input window of 120 data points resulting in precision higher than 90%, sensitivity higher than 80%, and correlation coefficients higher than 0.85, regardless of the contraction intensity. Overall, the total latency of the deep CNN is 80 ms, which is more than two times faster than previous approaches [20]. These results show the feasibility to accurately estimate the neural drive to muscles with a latency within the lowest boundaries of the human electromechanical delay (i.e. from 70 to 385 ms in [8]), opening new perspectives for human–machine interfaces.

We developed a deep CNN to perform the identification of MU spike trains. It is noteworthy that Clarke et al [19] have recently validated a similar approach with a two-source method, comparing the performance of a gated recurrent unit network with the gold-standard decompositions from intramuscular EMG recordings and simulations. They used windows of 80 data points of HD-EMG signals as the input of the neural network, leading to a processing time of 67 ms for one second of data. However, due to the different setups and testing conditions, we cannot directly compare the performance of the two implementations. In our settings, we found that windows of 120 data points were sufficient to reach sensitivity and precision higher than 80%, leading to a latency of 80 ms (duration of a half-window plus the prediction time). Thus, the proposed deep CNN outperforms all the previous approaches in terms of predicting MU spike trains in real time (250 ms in [20]; 1 s in [21]; 3 s in [22]). One reason is the ability of the proposed neural network to better identify MUs from the EMG signals with low signal-to-noise ratio [19], which enables to reduce the duration of data segments. In addition, the identification of MU discharge times without additional preprocessing steps such as signal extension and whitening, which are necessary with blind-source separation approaches, decreased the computational time [15, 16]. However, the deep CNN heavily relies on the CKC algorithm and the quality of its inputs (i.e. all the MUs identified by the deep CNN are completely derived from the decomposition results of CKC algorithm). This means that it is not possible to identify new MUs (e.g. recruited during the contraction) once the deep CNN is trained. In addition, it is noteworthy that the deep CNN approach has a lower time resolution compared to other methods (e.g. 102 Hz with a step size of 20 data points). Therefore, instantaneous discharge times of MUs cannot be accurately estimated with the current method, which limit the estimation of instantaneous discharge rates or inter-spike intervals.

It is important to note that the computational time required to decompose HD-EMG into MU spike trains remains significantly higher than methods that process interference EMG in real time. For example, Durandau et al [6] processed bipolar EMG data to predict the force of multiple muscles in 0.31 ms. However, bipolar EMG provides a crude estimate of the neural drive [5]. The decomposition of the HD-EMG into MU spike trains, as done here, confers some advantages. First, this direct information about neural coding enables to reach a nearly perfect classification to predict human movement with shorter segments of data than for the interference EMG [4, 40, 41]. It reveals the potential interest of these data coupled with linear or non-linear decoders to predict limb trajectories and translate the neural information into prosthetic commands [42, 43]. Second, the neural drive can be used to accurately predict joint moment in multiple degrees-of-freedom in combination with information of the muscle mechanical properties from a musculoskeletal model [4, 44, 45]. This approach is advantageous as it delivers commands based on subject-specific neural drive and biomechanical properties, reflecting the individual movement patterns [45].

Although the proposed deep CNN approach already presents a good estimation of neural drive with a decreased latency between HD-EMG signals and predicted discharge times, several improvements are essential to achieve higher performance. The first opportunity for improvement relates to the structure of the deep CNN. Indeed, the performance of the deep CNN is affected by hyperparameters such as the number of convolutional layers, the number of kernel filters, and the size of the kernels. Hyperparameter optimization can be manually performed, but automatic optimization using random search will be more efficient to benchmark the optimal number of layers and nodes [46]. Thus, we could potentially maximize the performance (sensitivity and precision) of the deep CNN [26]. The processing time
is also critical for real-time applications. This could be achieved by CNN pruning, namely, reducing the size and complexity of the CNN structure through compression, which leads to reduced computational cost while maintaining performance [47]. Another interesting path worth exploring is to use specialized hardware components (i.e., neuromorphic processors) that will improve the efficiency of the deep CNN [48].

In a practical perspective, many efforts are needed to investigate and improve the robustness and reliability of the MU identification with deep CNN during varied scenarios (e.g., dynamic contractions, muscle fatigue). These conditions affect the shape of MUAPs and can decrease the performance of the deep CNN. On one hand, muscle fatigue decreases action potential amplitude and conduction velocity due to a lower sarcolemma excitability [49, 50]. On the other hand, dynamic contractions alter geometries of the muscle and the surrounding tissue through which the action potentials propagate, affecting MUAP shapes [51]. To this end, Glaser et al [38] have recently extended the CKC algorithm to decompose interference EMG into MUAPs, with continuous updates of the separation matrix to accommodate changes in MUAP shapes. Interestingly, Chen et al [20] proposed a similar approach in real time. These approaches are complementary to our proposed deep CNN, as a limitation of the neural network is that it can only track MUs previously identified by the CKC algorithm and used for training. Our future work must investigate how the deep CNN could remain efficient during fatiguing tasks and dynamic contractions with dynamic regularization.

6. Conclusion

We propose a new deep CNN to identify MU spike trains and estimate the neural drive to muscles with minimal latency. The main advantage of this method is the identification of multiple MUs from short windows of HD-EMG signals. This led to a latency of 80 ms between HD-EMG signals and MU prediction with a window size of 120 data points. Implementation of the deep CNN in a human–machine interface should be pursued, especially combining both MU identification and musculoskeletal modelling to predict movement and achieve efficient assistive device commands [5]. Additional experiments will determine whether this interface with assistive devices can improve human movement performance during daily tasks.
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