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Many interdependent, real-world infrastructures involve interconnections between different communities or cities. Here we show how the effects of such interconnections can be described as an external field for interdependent networks experiencing a first-order percolation transition. We find that the critical exponents \( \gamma \) and \( \delta \), related to the external field can also be defined for first-order transitions but that they have different values than those found for second-order transitions. Surprisingly, we find that both sets of different exponents (for first and second order) can even be found within a single model of interdependent networks, depending on the dependency coupling strength. Nevertheless, in both cases both sets satisfy the Widom’s identity, \( \delta - 1 = \gamma/\beta \) which further supports the validity of their definitions. Furthermore, we find that both Erdős-Rényi and scale-free networks have the same values of the exponents in the first-order regime implying that these models are in the same universality class. In addition, we find that in k-core percolation the values of the critical exponents related to the field are the same as for interdependent networks suggesting that these systems also belong to the same universality class.

I. INTRODUCTION

In the past two decades, network theory has successfully described and predicted collective phenomena of many complex systems such as the brain, climate and infrastructures [1–4]. The resilience of such networks is often studied under a percolation process where a fraction \( 1 - p \) of nodes are removed randomly from the network and the size of the largest connected component, \( S \) (the order parameter of the system) is measured [5–10]. Several generalizations of percolation-like processes have also been developed and these processes also affect the values of the critical exponents, and the nature of the transition e.g., whether it is continuous or abrupt. Specifically, interdependent networks [11–15] where one network depends on another, have drawn much interest. In these systems there exist several networks with the ordinary connectivity links within the networks, yet dependency links between the networks imply that if a node at one end of a dependency link fails than the node at the other end will also fail, even if it is still connected in its own network. This process leads percolation on interdependent networks to result in cascading failures resulting in abrupt, first-order percolation transitions.

The Ising model is one of the fundamental examples used for studying a system under the effect of an external field and it is characterized by an up-down symmetry [16]. In the absence of an external field as the system cools down and goes from the disordered to the ordered phase, a spontaneous symmetry breaking to the up or down states occurs at a critical temperature. However, this symmetry can be broken by an external field. As the system heats up and the system goes from the ordered to the disordered phase an external field can keep the system ordered even above the critical temperature. In contrast, percolation does not have such symmetry and as the system crosses the critical point an infinite cluster emerges. Nonetheless, an analogy to the external field can be found in term of keeping the system in the ordered phase even at the critical point.

Several researchers have studied ‘interconnected networks’ where two networks each with many connections inside their own network, also have a smaller number of links between them [17–23]. Such networks have also been described in the literature as networks with community structure, since each network can be regarded as a separate community [24–27].

Recently, a new realistic model of community struc-
ture has been proposed where only some small fraction, \( r \), of nodes are assumed a priori to be capable of having interlinks to other communities [28]. This model is realistic for cases where additional resources are needed at a node in order to accommodate inter links. However, once such infrastructure exists, adding additional interlinks is of low cost. For example, international airports may need longer runways for transoceanic flights. Nonetheless, once these runways exist, adding more transoceanic flights is easy. Similarly, power stations that transfer large load to long distances may require additional infrastructure in order to handle such load. It was found that in this model, the fraction \( r \) affects the continuous second order percolation transition analogously to an external field and inter edge respectively do not lead to a nodecontinental equation relating \( S \) and the critical exponent \( \delta \) for cases where additional resources are needed at a node in order to accommodate inter links. However, once such infrastructure exists, adding additional interlinks is of low cost. For example, international airports may need longer runways for transoceanic flights. Nonetheless, once these runways exist, adding more transoceanic flights is easy. Similarly, power stations that transfer large load to long distances may require additional infrastructure in order to handle such load. It was found that in this model, the fraction \( r \) affects the continuous second order percolation transition analogously to an external field and inter edge respectively do not lead to a node.

The analogy to an external field is best characterized through the key exponents \( \beta \), \( \delta \), and \( \gamma \) describing the behavior of the system near (and at) criticality [5, 29–31], which fulfill Widom’s identity \( 3\delta - 1 = \gamma / \beta \) implying that there are only 2 degrees of freedom in determining these exponents. We propose here to generalize these critical exponents for both first and second order phase transitions when the control parameter \( p \) is near (and at) the percolation threshold \( p_c \), with respect to \( S(0, p_c) \) that can be zero (in 2nd order) or non-zero (in 1st order):

\( S(0, p) - S(0, p_c) \sim (p - p_c)^\beta \). (1)

\( i ) \) The critical exponent \( \beta \) describes the behavior of the order parameter \( S \) near the critical point with zero-field \((r = 0)\) and is given by

\[ S(r, p) - S(0, p_c) \sim |r - p_c|^{\gamma / \beta} \] . (2)

\( ii ) \) At the critical point, \((p = p_c)\), the increase of the order parameter with the magnitude of the field, \( r \), is given by the critical exponent \( \delta \) as

\[ S(r, p_c) - S(0, p_c) \sim r^{1/\delta} \] . (2)

\( iii ) \) The susceptibility of the system, \( \chi \), is given by the partial derivative of the order parameter with respect to the field, \( r \), and scales near the critical point with the exponent \( \gamma \) as

\[ \chi \equiv \left( \frac{\partial S(r, p)}{\partial r} \right)_{r \to 0} \sim |p - p_c|^{\gamma} \] . (3)

Here we study analytically and via simulations the percolation of community structure in interdependent networks as shown in Fig. 1 (described later in detail) with \( q \) fraction of interdependent nodes i.e., \( 1 - q \) fraction of nodes in each network are autonomous. We observe two distinct regimes in this same model, characterizing different values of the critical exponents and universality classes. For small values of \( q \), the network undergoes a continuous second-order phase transition as for isolated ER networks and has the corresponding critical exponent values. However, for large values of \( q \) this system undergoes a first-order phase transition with a different set of exponent values [15]. Moreover we find here that the fraction of interconnected nodes, \( r \), also for the case of an abrupt transition, can be analogized to an external field.

II. MODEL

Our network model (demonstrated in Fig. 1) assumes two communities where only a small fraction \( r \) of nodes in each community are capable of having interlinks [28]. A total of \( M_{\text{inter}} \) links are then assigned among this small subset of nodes. Next, the two networks constructed in this model are set to be partially interdependent with \( q \) fraction of nodes in each network depending on nodes in the other network, as seen in Fig. 1.

III. RESULTS

A. Analytic solution

We begin by developing an analytic solution for the effect of interlinks on percolation of interdependent networks of the type described above. We start by defining the generating functions for the degree distribution of intra- and inter-connected nodes. For intra nodes we obtain \( G_{\text{intra}}^\text{intra}(x) = \sum_k P_{\text{intra}}(x)^k \) and \( G_{\text{intra}}^\text{inter}(x) = \sum_k q_{\text{inter}}(x)^k \) where \( P_{\text{intra}} \) is the probability for a node to have \( k \) intra links and \( q_{\text{inter}}(x)^k \) is the intra excess degree distribution with \( x \) being the average intra degree [10, 32]. We assume that interlinks are always assigned randomly and thus their generating functions are given by \( G_{\text{intra}}^\text{intra}(x) = G_{\text{intra}}^\text{inter}(x) = e^{-x(1-z)} \) where \( z = M_{\text{inter}} / \nu \) is the average inter-degree of the \( r \) fraction of nodes in the core and \( \nu \) the total number of nodes.

We next define \( u \) and \( v \), the probability that after removal of \( 1 - p \) fraction of nodes from each network, an intra and inter edge respectively do not lead to a node connected to the giant component. They satisfy the equations:

\[ u = 1 - p, \quad u = 1 - q + G_{\text{intra}}^\text{intra}(u)(1 - r + G_{\text{intra}}^\text{inter}(v)) \]

\[ \times [1 - q + \rho p(1 - G_{\text{intra}}^\text{intra}(u)(1 - r + G_{\text{intra}}^\text{inter}(v))) \]

\[ [1 - q + \rho p(1 - G_{\text{intra}}^\text{intra}(u))G_{\text{intra}}^\text{inter}(v)] \times \]

\[ [1 - q + \rho p(1 - G_{\text{intra}}^\text{intra}(u))G_{\text{intra}}^\text{inter}(v)] \]

For ER networks (i.e., \( P_k = \frac{k^{\delta - 1}}{\delta - 1} \)), \( G_{\text{intra}}^\text{intra}(u) = G_{\text{intra}}^\text{inter}(u) = e^{-z(1-z)} \) and \( S = 1 - u \), leading to a single transcendental equation relating \( S, q, \) and \( r \)
\[
\frac{1 - q + 2qp - \sqrt{(1 - q)^2 + 4qS}}{2qp} e^{zS} + (r - 1) = r \exp \left( \frac{\kappa p}{r} \left[ (r - 1)(e^{-zS} - 1) \frac{1 - q + \sqrt{(1 - q)^2 + 4qS}}{2} - \frac{S}{p} \right] \right). \tag{4}
\]

As seen in Fig. 2, for large values of \( q \) the system undergoes an abrupt first order transition while for small values of \( q \) (Fig. 2 inset and [28, 33]) it experiences a continuous second-order transition. We note that for high \( q \) (the first-order regime), even for \( r > 0 \), there is still an abrupt phase transition (Fig. 2). However, as \( r \) increases, we observe that at the value of \( p_c(r = 0) \), there is a scaling behavior between \( S(r, p) \) and \( r \) (see Fig. 2b,c,d and below) suggesting that \( r \) can be analogized to an external field. Two sets of different critical exponents arise from Eq. (4). For strong dependency (i.e. large values of \( q \)) we obtain \( \delta = 2 \) and \( \beta = \gamma = 1/2 \) while for weak coupling we find \( \delta = 2 \) and \( \beta = \gamma = 1 \) as in no coupling, see [28]. Both sets of critical exponents satisfy Widom’s identity \( \delta - 1 = \gamma/\beta \).

In Fig. 3, the two sets of different critical exponents for strong and weak dependency are obtained from numerical analysis of Eq. (4). Later we also present an analytic derivation of the two sets of exponents obtained from Eq. (4). It can be seen that for large values of \( q \) we obtain \( \gamma = 1/2 \) and the system undergoes an abrupt transition (Fig. 2). In contrast, for small values of \( q \) we obtain \( \gamma = 1 \) and the system undergoing a continuous second-order transition (Fig. 2 inset and [28, 33]). This shows that even in a single model (represented by a single equation (Eq. (4))) one can obtain both sets of exponents. For the case of removing \( 1 - p \) fraction of nodes from network A only, an implicit equation similar to Eq. (4) can be obtained for the limits \( q = 0,1 \) (See Appendix A and [28]). In order to be consistent with [12, 34], Figs. 2 and 4 are presented for this specific case.

\[ S(r, p) = \frac{S_c}{\left(1 - \kappa p f(S_c, p_c, 0, q)\right)} - \frac{S_c}{\kappa p f(S_c, p_c, 0, q)}. \tag{5} \]

\[ f(S_c, p, r, q) = \left(1 - r\right)\left(1 - e^{-zS}\right) - zS. \tag{6} \]

In the limit of \( r \to 0 \), we recover \( f(S_c, p, 0, q) = 0 \) defining the giant component of two interdependent ER networks. Likewise, at criticality, \( f_S(S_c, p_c, 0, q) = 0 \), where
Further developing analytically this expansion leads to $\beta = 1/2$ for large $q$ and $\beta = 1$ for small $q$. The exponents $\delta$ and $\gamma$ require different approximations in the expansion of $f(S, p, r, q)$ in order to arrive at their values analytically (we find $\delta = 2$ and $\gamma = 1/2$ for large $q$ and $\delta = 2$ and $\gamma = 1$ for small $q$), see Appendix B for the detailed derivation.

Simulations and theory for the critical exponents for ER networks with large $q$ are in excellent agreement and are shown in Fig. 2b-d. The simulations support our analytical derivation that $\delta = 2$ and $\beta = \gamma = 1/2$. These values also satisfy the Widom’s identity. Simulations for the critical exponents for $q = 0$ have been shown elsewhere [28] and also show excellent agreement with our finding that for small $q$, $\delta = 2$ and $\beta = \gamma = 1$. These values also satisfy Widom’s identity.

Lee et al Ref [33] found $\gamma = 1$ for large values of $q$ using finite size scaling analysis of the susceptibility $\chi$ measured from the fluctuations. This finding seems to be in contrast to $\gamma = 1/2$ measured as a response to the field (Eq. (3)) found here. This might indicate that the fluctuation dissipation theorem (FDT) which has been studied widely [35–37] is violated. To resolve this question, we also measured for large $q$, $\gamma$ directly based on the fluctuations as $\chi = N((S^2) - \langle S^2 \rangle)$ with respect to the meta-stable state of each realization with respect its distance to $p_c$ (see Zhou et al [38]) and find $\gamma = 1/2$, thus validating the FDT (see Appendix C). This demonstrates an interesting point how measuring $\gamma$ in different ways could lead to different exponent values which can be related to each other [38].

**C. Scale free networks**

Fig. 4 shows $S(r, p)$ for interdependent SF networks (i.e., $p^\text{intra}_k \sim k^{-\lambda}$) for different values of $\lambda$ with large $q$, showing excellent agreement between the theory and the simulations. The critical exponents can also be measured and clear scaling relations are observed. For $\lambda > 4$ we have low heterogeneity and indeed as expected we find similar results as for ER networks (i.e, $\delta = 2$ and $\beta = \gamma = 1/2$). For high heterogeneity (i.e. $3 < \lambda < 4$ and $2 < \lambda < 3$) the system has different exponents than ER for the case of a single layer (corresponding to $q = 0$) [28], yet for interdependent networks for large $q$ we find that the critical exponents are the same as for interdependent ER networks, $\delta = 2$ and $\beta = \gamma = 1/2$. Thus, our results suggest that interdependent ER networks and interdependent SF networks with large $q$ are in the same universality class in contrast to small $q$ at which the exponents are different [28]. The reasoning is most probably...
due to the fact that the random spread of damage due to interdependence does not distinguish between high and low degree nodes.

D. \( k \)-core percolation

To further assess the effects of an external field on first-order transitions, we also consider here the case of \( k \)-core percolation. The \( k \)-core percolation is an iterative process in which one removes randomly 1 – \( p \) fraction of nodes as in regular percolation where nodes with less than \( k \) neighbors are also considered failed. Thus, in the final giant component all remaining nodes have at least \( k \) links to other surviving nodes [39–42] as illustrated in Fig. 5. We study \( k \)-core percolation on two communities where only a fraction \( r \) of nodes in each community are capable of having interlinks (See Fig. 5). \( M_{\text{inter}} \) links are assigned randomly between pairs of nodes one from each community that are capable of having interlinks. We denote by \( z \) the average degree in each community and by \( \kappa \) the average degree between the communities. To solve \( k \)-core percolation on our model, we generalize the approach of Dorogovtsev et al. [39] for two networks or communities with \( r \) interconnected nodes. We denote the probabilities \( R \) and \( T \) that following an intra and inter edge respectively, we will not reach a node which is connected to the giant \( k \)-core. The probabilities \( R \) and \( T \) satisfy the coupled equations

\[
R = 1 - p + p \sum_{n=0}^{k-2} \left\{ (1-r) \left[ \frac{(1-R)^n}{n!} \frac{d^n}{dR^n} G_{1}^{\text{intra}}(R) \right] + r \sum_{j=0}^{n} \frac{(1-R)^j}{j!} \frac{d^j}{dR^j} G_{0}^{\text{intra}}(R) \right\} \cdot \left[ \frac{(1-x)^{(n-j)}}{(n-j)!} \frac{d^{n-j}}{dT^{n-j}} G_{0}^{\text{inter}}(T) \right], \quad (7)
\]

and

\[
T = 1 - p + p \sum_{n=0}^{k-2} \sum_{j=0}^{n} \frac{(1-R)^j}{j!} \frac{d^j}{dR^j} G_{0}^{\text{intra}}(R) \cdot \left[ \frac{(1-x)^{(n-j)}}{(n-j)!} \frac{d^{n-j}}{dT^{n-j}} G_{0}^{\text{inter}}(T) \right]. \quad (8)
\]

Here the generating functions for the intra and inter nodes are the ones defined in Sec IIIA. The size of the giant \( k \)-core will be:

\[
S_k(r,p) = p \sum_{n=k}^{\infty} \left\{ (1-r) \left[ \frac{(1-R)^n}{n!} \frac{d^n}{dR^n} G_{0}^{\text{intra}}(R) \right] + r \sum_{j=0}^{n} \frac{(1-R)^j}{j!} \frac{d^j}{dR^j} G_{0}^{\text{intra}}(R) \right\} \cdot \left[ \frac{(1-x)^{(n-j)}}{(n-j)!} \frac{d^{n-j}}{dT^{n-j}} G_{0}^{\text{inter}}(T) \right]. \quad (9)
\]

For simplicity we denote \( \phi_{ab}(R) = \frac{(1-R)^n}{n!} \frac{d^n}{dR^n} G_{0}^{\text{intra}}(R) \), \( \psi_{ab}^{n}(T) = \frac{(1-x)^{(n-j)}}{(n-j)!} \frac{d^{n-j}}{dT^{n-j}} G_{0}^{\text{inter}}(T) \) and \( \phi_{ab}(R,T) = \sum_{j=0}^{n} \phi_{ab}^{j}(R)\psi_{ab}^{n-j}(T) \). Then Eqs. (7)-(9) become,

\[
R = 1 - p + p \sum_{n=0}^{k-2} (1-r)\phi_{0}^{n}(R) + r\phi_{10}^{n}(R,T), \quad (10)
\]
$$T = 1 - p + p \sum_{n=0}^{k-2} \phi_{01}^n(R,T)$$

and

$$S_k(r,p) = p \sum_{n=k}^{\infty} [(1 - r)\phi_0^n(R) + r\phi_0^n(R,T)],$$

where $\phi_0^n$ and $\phi_0^n$ are the probabilities that a randomly selected node has $n$ neighbors connected to the giant k-core if it is or is not interconnected, respectively. Here $a, b \in \{0, 1\}$. For the case of ER networks the generating functions are the same as the ones in the main text and thus,

$$\phi_0^n(R) = \psi_0^n(R) = \frac{(z(1-R))^n}{n!} e^{-z(1-R)}$$

and

$$\phi_{01}^n(R,T) = \sum_{j=0}^{n} \frac{(z(1-R))^j}{j!} \frac{(\kappa(1-T))^{n-j}}{(n-j)!} e^{-z(1-R) - \kappa(1-T)}$$

In this case $\phi_0^n(R) = \phi_0^n(R)$ and $\phi_{01}^n(R,T) = \phi_{01}^n(R,T)$.

Simulations and theoretical results for 3-core percolation on ER networks can be seen in Fig. 6a. Figs. 6b-d show that the critical exponents for k-core percolation are the same as those found for interdependent percolation (i.e. $\delta = 2$, $\beta = 1/2$ and $\gamma = 1/2$) which further suggests that interdependent percolation and k-core percolation are in the same universality class.

### IV. SUMMARY

In summary, we have shown the effects of an external field represented by interconnected nodes on first-order percolation phase transitions. This is done by analyzing analytically and numerically, interdependent networks with interconnections. We find that a single model of interdependent networks possesses two different sets of exponent values depending on the level of interdependence coupling, $q$. For high-values of $q$ the critical exponents are the same for both ER and SF networks ($\delta = 2$ and $\beta = \gamma = 1/2$) suggesting a common universality class. Moreover, we find that k-core percolation has similar exponents suggesting that interdependent percolation and k-core percolation belong to a common universality class as well. These exponents satisfy Widom’s identity $\delta - 1 = \gamma/\beta$ and their common value suggests the existence of an single universality class describing these cascading phenomena. We hope our study will encourage more researchers to apply an external field in systems experiencing first order transitions and study their critical behaviour.
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### Appendix A ANALYTIC DERIVATION FOR THE CASE OF REMOVAL FROM NETWORK A ONLY FOR $q = 1$

For the specific case of fully interdependent networks ($q = 1$), we consider the case of removal of $1 - p$ fraction of nodes from network A only in order to be consistent with [12, 34]. In this case $u$ and $v$ satisfy the equations [28]:

$$u = 1 - p + pG_1^{\text{intra}}(u)[1 - r + rG_0^{\text{inter}}(v)],$$

$$v = 1 - p + pG_0^{\text{intra}}(u)G_1^{\text{inter}}(v).$$
For the case of fully interdependent ER networks we use the framework from \[12, 34\] to arrive at the following equation for the mutual giant component,

\[
e^{-zS}(r-1) + 1 - \sqrt{\frac{S}{p}} = r \exp \left[ \frac{\kappa \sqrt{sp} (e^{-zS}(r-1) + 1 - \sqrt{\frac{S}{p}} - r)}{r} - zS \right] .
\]

(A.1)

Note that for \( r = 0 \), Eq. (A.1) recovers the well-known result for two interdependent networks \[12\] \( S = p(1 - e^{-zS})^2 \) and Eq. (4) in the main text is recovered with \( p \to \sqrt{p} \) since there we removed \( p \) fraction of nodes from both networks. Fig. 2 in the main text shows excellent agreement between the theory of Eq. (A.1) and the simulations.

**Appendix B CRITICAL EXPONENTS - ANALYTIC DERIVATION FOR PARTIAL INTERDEPENDENT NETWORKS**

In the main manuscript, we defined \( f(S, p, r, q) \) which allows us to analytically find the critical exponents

\[
f(S, p, r, q) = \left[ (1-r)(1-e^{-zS}). \right.
\]

\[
\cdot \frac{1-q + 4(1-q)^2 + 4qS}{2} - \frac{S}{p} \right] . \tag{B.1}
\]

In the limit of \( r \to 0 \), we recover \( f(S, p, 0, q) = 0 \) defining the giant component of two interdependent ER networks. Likewise, at criticality, \( f_S(S_c, p_c, 0, q) = 0 \), where \( f_S \) refers to the partial derivative of \( f \) with respect to \( S \). In order to find \( \beta \) we expand \( f(S, p, 0, q) \) around \( S = S_c \) and \( p = p_c \)

\[
f(S, p, 0, q) = f(S_c, p_c, 0, q) + f_S(S_c, p_c, 0, q)(S - S_c) + \]

\[
+ f_S(p_c, p_c, 0, q)(p - p_c) + ... = 0 .
\]

rearranging and keeping the dominant terms gives:

\[
(S - S_c)^2 \sim -2 \frac{f_S(S_c, p_c, 0, q)}{f_S(S_c, p_c, 0, q)}(p - p_c) -
\]

\[
-2 \frac{f_S(p_c, p_c, 0, q)}{f_S(S_c, p_c, 0, q)}(p - p_c)(S - S_c) +...
\]

the scaling depends on the value of \( f_p(S_c, p_c, 0, q) = S_c/p_c^2 \). Small values of \( q \) exhibit a second order phase transition with \( S_c = 0 \) leading to \( \beta = 1 \) while large values of \( q \) lead to an abrupt phase transition with \( S_c > 0 \) giving \( \beta = 1/2 \). It can be demonstrated that \( f_S(S_c, p_c, 0, q) = 1/p_c^2 \neq 0 \) and \( f_S(S_c, p_c, 0, q) \neq 0 \).

In order to find \( \delta \) we take the limit of small \( r \). We define \( x = f(S, p, r, q)/r \) which satisfies the equation:

\[
1 + \frac{2x}{1-q + \sqrt{(1-q)^2 + 4qS}} = \exp(\kappa px - zS) . \tag{B.2}
\]

The dominant balance of the equation for \( x \) and the conditions \( 0 < S, p < 1 \), imply that in the limit \( r \to 0 \), \( x \) approaches a constant whose value depends on \( p \) and \( q \), denoted here as \( C(p, q) \). We let the superscript \(^c\) denote that \( f \) is evaluated at \( p = p_c, S = S_c, r = 0 \). Expanding \( f \) around \( S = S_c, r = 0 \) (with fixed \( p = p_c \)) keeping the dominant terms and making use of the prior equation, we obtain

\[
x = f_c^c = \frac{1}{2} f_S^c (S - S_c^2) + ...
\]

whose RHS must equal to \( C(p_c, q) \). In addition, \( f_c^c = -S_c/p_c \) and \( f_S^c = -1/p_c \). For large values of \( q \) the transition is abrupt, therefore \( S_c > 0 \) and thus \( x = 0 \) is not a solution. By plugging \( x = -S_c/p_c \) into Eq. (B.2) at criticality one can see that \( C(p_c, q) \neq -S_c/p_c \) and thus \( (S - S_c)^2 \sim 2[C(p_c, q)]^{-1/2} \) giving \( \delta = 2 \). For small values of \( q \) the transition is continues, \( S_c = 0 \) and thus

\[
x = f_c^c = \frac{1}{2} f_S^c (S - S_c^2) + ...
\]

If \( C(p_c, q) < 0 \) then simply \( S \sim r^{1/2} \) meaning \( \delta = 2 \). If \( C(p_c, q) = 0 \) then \( x(r \to 0) = o(1) \). Assuming small \( x \) and \( S \) in Eq. (B.2) gives

\[
1 + \frac{1}{1-q} x + o(x) = 1 + \kappa p_c S - z S + o(x) + o(S),
\]

where \( o(x) \) is the little-O notation meaning terms much smaller than \( x \). Therefore,

\[
\frac{f_S^c}{2r} \frac{S^2}{S} + \frac{1}{p_c} S + ... = \frac{z}{\kappa p_c - 1/(1-q)} S + ... \;
\]

Since \( \kappa > z \) the condition \( \kappa p_c - 1/(1-q) > 0 \) is always satisfied, the equation has no balance and therefore we ignore the solution \( x(p_c, r \to 0) = 0 \) and thus \( \delta = 2 \) concluding that \( \delta = 2 \) for all value of \( q \).

In order to find \( \gamma \) we recall that the solution of Eq. (B.2) can be written as \( x = C(p_c, q) + o(1) < 0 \) where \( r \to 0 \). Thus,

\[
f(S, p, r, q) = r C(p, q) + o(r).
\]

Taking \( \partial r / \partial p \) on both sides, \( r \to 0 \) and rearranging for \( \partial S / \partial r \) gives,

\[
\frac{\partial S}{\partial r} = \frac{C(p, q) - f_r(S, p, 0, q)}{f_S(S, p, 0, q)}.
\]

Expanding \( f_r \) and \( f_S \), and substituting the result for the
scaling of \((S - S_c)\) with \(p - p_c\) gives

\[
\frac{\partial S}{\partial r} = \frac{C(p_c, q) - f_r^c + \ldots}{f_{SS}^c A(p - p_c)\beta + 1/p_c^2 (p - p_c) + \ldots}.
\]

For large values of \(q\) we find that \(\beta = 1/2\) leading to \(\gamma = 1/2\) while for small values of \(q\), \(\beta = 1\) giving \(\gamma = 1\).

### Appendix C: Critical Exponents - Analytic Derivation for Fully Interdependent Networks \((q = 1)\)

In order to derive analytically the critical exponents from Eq. (A.1) we define

\[
f(S, p, r) = e^{-zS}(r - 1) + 1 - \sqrt{\frac{S}{p}} \quad \text{(C.1)}
\]

and thus Eq. (A.1) takes the form

\[
f(S, p, r) = r \exp \left[ \kappa \sqrt{\frac{S}{p}} (f(S, p, r)/r - 1) - zS \right].
\]

The analytic derivation of the critical exponents is based on several assumptions regarding \(f(S, p, r)\) and its derivative at criticality. Here we validate these assumptions:

1) \(f(S_c, p, 0) = 0\). We get: \(-e^{-zS_c} + 1 - \frac{\sqrt{S}}{p_c} = 0\) which yields the well known result \([12]\) \(S_c = p_c(e^{-zS_c} - 1)^2\).

2) \(f_S(S_c, p_c, 0) = 0\). We obtain: \(ze^{-zS_c} - \frac{1}{2\sqrt{S_c p_c}} = 0\) as shown in Fig. C.1.

3) \(f_{SS}(S_c, p_c, 0) = \frac{1}{z^2 e^{-zS_c}} + \frac{1}{4S_c \sqrt{S_c p_c}} = \frac{-z^2 e^{-zS_c} + ze^{-zS_c} \sqrt{S_c p_c}}{2S_c} = ze^{-zS_c} \left( -z + \frac{1}{2S_c} \right) \neq 0\).

Inequality 3) is valid due to the fact that if we assume \(zS_c = 1/2\) and we substitute that in the equations obtained from 1) and 2) we get wrong equality \(-e^{-zS_c} + 1 = 2zS_c e^{-zS_c}\).

4) \(f_p(S_c, p_c, 0) = \frac{1}{2S_c \sqrt{p_c} \sqrt{S_c p_c}} \neq 0\).

5) \(f_r(S_c, p_c, 0) = e^{-zS_c} \neq 0\).

6) \(\frac{\partial S}{\partial r}(p_c) \neq f_r^c = e^{-zS_c}\).

Inequality 6) is valid because if we assume \(x = C(p_c) = e^{-zS_c}\) when \(r \to 0\) and \(p = p_c\) and substitute into \(x = \exp(\kappa \sqrt{S/p}(x - 1) - zS)\) we get: \(e^{-zS_c} = \exp(\kappa \sqrt{S_c p_c}(e^{-zS_c} - 1) - zS_c)\) which yields \(S_c = 0\).

To obtain \(\beta\) we assume \(S \to S_c\) and \(p \to p_c\) in \(f_S(S_c, p_c, 0) = 0\). Expanding \(f(S, p, 0)\) around \(S = S_c\) and \(p = p_c\), noting that \(f_S(S_c, p_c, 0) = f(S_c, p_c, 0) = 0\), and keeping the dominant terms gives

\[
(S - S_c)^2 = -\frac{2f_p(S_c, p_c, 0)}{f_{SS}(S_c, p_c, 0)}(p - p_c) + \ldots
\]

from which we obtain

\[
(S - S_c) \sim (p - p_c)^{\frac{1}{2}}.
\]

Thus, \(\beta = \frac{1}{2}\).

To find \(\delta\) we set \(p = p_c\) in Eq. (C.2) and analyze the limit of \(r \to 0\). We consider \(x = \frac{f(S, p, r)}{p}\), and rewrite Eq. (C.2) as \(x = \exp(\kappa \sqrt{S/p}(x - 1) - zS)\). The dominant balance of the equation for \(x\) and the conditions \(0 < \kappa \approx 4\), \(\beta = 1/2\) and \(\gamma = 1/2\) imply

\[
\frac{\partial S}{\partial r}(0) = \frac{1}{\sqrt{\frac{S}{p_c}}} \neq 0 \quad \text{and} \quad \frac{\partial S}{\partial r}(p_c) = \frac{1}{z^2 e^{-zS_c}} \neq 0.
\]

Thus the FDT is not violated.
\( S, p < 1, \) imply that in the limit \( r \to 0, \) \( x \) approaches a constant whose value depends on \( p, \) denoted here \( C(p). \) We let the superscript \( c \) denote that \( f \) is evaluated at \( p = p_c, S = S_c, r = 0. \) Expanding \( f \) around \( S = S_c, r = 0 \) (with fixed \( p = p_c \)) and making use of the prior equation, we obtain
\[
x = f_r + \frac{1}{2} f_{SS}^c (S - S_c)^2 + ...
\]
whose RHS must be equal to \( C(p_c). \) Thus, as long as \( C(p_c) \neq f_r^c \) it follows that
\[
(S - S_c) \sim r^\frac{\delta}{2},
\]
meaning \( \delta = 2 \) as confirmed numerically in Fig. C.2.

To find \( \gamma \) we note that for \( r \to 0^+, x = C(p) + o(1). \) Thus
\[
f(S, p, r) = r C(p) + o(r).
\]
Taking \( \partial_r \big|_p \) on both sides, \( r \to 0 \) and rearranging for \( \frac{\partial S}{\partial r} \) gives,
\[
\frac{\partial S}{\partial r} = \frac{C(p) - f_r(S, p, 0)}{f_{SS}(S, p, 0)}.
\]
Expanding \( f_r \) and \( f_{SS}, \) and substituting the result for scaling of \( (S - S_c) \) with \( p - p_c \) gives
\[
\frac{\partial S}{\partial r} = \frac{C(p_c) - f_r^c + ...}{f_{SS}^c \sqrt{-2f_r^c/f_{SS}^c(p - p_c)\frac{\delta}{2}} + ...}.
\]
Therefore, to the leading term
\[
\frac{\partial S}{\partial r} \sim (p - p_c)^{-\frac{\delta}{2}},
\]
giving \( \gamma = \frac{1}{2} \) as shown numerically in Fig. C.2.

In order to validate the FDT we measured \( \gamma \) directly from the fluctuations as \( \chi = N \langle (S^2) - (S) \rangle - (p - p_c)^{-\gamma}. \) We find that \( \gamma = 1/2 \) and the FDT is not violated as can be clearly seen in Fig. C.3.

**Appendix D** CRITICAL EXponents - ANALYTIC DERIVATION FOR A SINGLE NETWORK \((q = 0)\)

For the case of a single network the equation for the giant component \( S \) is [28]
\[
ea^{-zS} (r - 1) + 1 - \frac{S}{p} = \exp \frac{(\kappa p e^{-zS} (r - 1) + 1 - \frac{S}{p} - r)}{r} - zS \right) \). \quad (D.1)
\]
In order to derive analytically the critical exponents \( \beta, \delta \) and \( \gamma \) we let \( f(S, p, r) \) denote the LHS of Eq. (D.1). Thus
\[
f(S, p, r) = r \exp (\kappa p f(S, p, r)/r - 1 - zS) \right) \). \quad (D.2)
\]
In the limit of \( r \to 0 \) we find \( f(S, p, 0) = 0 \) which recovers the equation for a single ER network. Likewise, at criticality \( f_S(S_c, p_c, 0) = 0. \) These yield \( S_c = 0 \) and \( p_c = \frac{1}{z}. \) In addition, one can demonstrate the following:
1. \( f_{SS}(S_c, p_c, 0) = -z^2 \neq 0. \)
2. \( \frac{\partial f}{\partial p} f(S_c, p_c, 0) = 0. \)
3. \( \frac{\partial f}{\partial p} f(S_c, p_c, 0) = -\frac{\partial f}{\partial p} (1/p) \neq 0. \)
4. \( \frac{\partial f}{\partial p} f(S_c, p_c, 0) = z^2. \)
5. \( f_r(S_c, p_c, 0) = 1 \neq 0. \)

To obtain \( \beta \) we assume \( S \to S_c \) and \( p \to p_c \) in \( f(S, p, 0) = 0. \) Expanding \( f(S, p, 0) \) around \( S = S_c \) and \( p = p_c \) gives
\[
f(S, p, 0) = f(S_c, p_c, 0) + f_S(S_c, p_c, 0)S + f_p(S_c, p_c, 0)(p - p_c) + \frac{1}{2} f_{SS}(S_c, p_c, 0)S^2 + f_{Sp}(S_c, p_c, 0)(p - p_c) + ... = 0
\]
Noting 1), 2) and 4) and keeping the dominant terms gives
\[
S = -\frac{2f_p}{f_{SS}} (p - p_c) + ... = 2(p - p_c) + ...
\]
from which we find
\[
S \sim (p - p_c)^1.
\]
meaning \( \beta = 1. \)

To find \( \delta \) we substitute in Eq. (D.1) \( p = p_c \) and analyze the limit of \( r \to 0. \) We now consider \( x = \frac{f(S, p, r)}{f(S, p_c, 0)} \) and rewrite Eq. (D.1) as \( x = \exp (\kappa p (x - 1) - zS). \) Assuming \( p = p_c \) and \( r \to 0 \) yields \( S \to 0, \) thus, we can find \( x \) for the zero-order term from \( x = \exp (\kappa / (z(x - 1)) \) which has two solutions. The first solution is \( 0 < x_1 < 1 \) and the second is \( x_2 = 1. \) Regarding the solution \( x_2 = 1 \) we can also find the first-order term by substituting \( x = 1 + \epsilon, \) which yields,
\[
1 + \epsilon = (\kappa p / z - zS) = 1 + \kappa p / z - zS + ...
\]
and gives \( \epsilon \sim zS/\kappa(z - 1). \) Expanding \( f(S, p, r) \) at \( p = p_c \) around \( S = S_c \) and \( r = 0 \) gives
\[
f(S, p_c, r) = f(S_c, p_c, 0) + f_S(S_c, p_c, 0)S + \frac{1}{2} f_{SS}(S_c, p_c, 0)S^2 + ...
\]
Using \( x = \frac{f(S, p, r)}{f(S, p_c, 0)} \) with \( x_2 = 1 + \epsilon, \) noting 1) and 5) and keeping the dominant terms gives
\[
1 + \frac{zS}{\kappa(z - 1)} \sim 1 - \frac{(zS)^2}{2r},
\]
which yields \( S \sim \frac{2z}{z - \kappa} r. \) However, this can not be true
since $\kappa \gg z$ and $S > 0$ implying that $x_2$ is a spurious solution. Therefore we will use $x_1$ which gives

$$x = 1 - \frac{(zS)^2}{2r} + ... = x_1 + ...$$

and keeping the dominant terms we find

$$S \sim r^{1/2},$$

i.e. $\delta = 2$.

To find $\gamma$ we note that for $r \to 0^+$, $x = C(p) + o(1)$. Thus

$$f(s, p, r) = rC(p) + o(r).$$

Taking $\partial_r |_p$ on both sides and $r \to 0$ gives

$$\frac{\partial S}{\partial r} f_S(S, p, 0) + f_r(S, p, 0) = C(p).$$

Rearranging for $\frac{\partial S}{\partial r}$ gives,

$$\frac{\partial S}{\partial r} = \frac{C(p) - f_r(S, p, 0)}{f_S(S, p, 0)}.$$

Expanding $f_r$ and $f_S$, substituting the result for scaling of $(S - S_c)$ with $p - p_c$ and using 1), 4) and 5) gives

$$\frac{\partial S}{\partial r} = \frac{C(p_c) - f_r^c + ...}{f_S^c + f_S^cS + f_S^c(p - p_c) + ...} = \frac{1 - x_1}{z^2}(p - p_c)^{-1} + ...$$

Therefore the leading term is

$$\frac{\partial S}{\partial r} \sim (p - p_c)^{-1}.$$

giving $\gamma = 1$.

Appendix E ANALYTIC DERIVATION OF $q_c$

In the main manuscript we showed that for low values of $q$ the transition is continuous while for high values of $q$ the transition is abrupt. Here we will derive analytically the transition point $q_c$ between these two behaviours. For $r = 0$ Eq. 4 in the main text take the form

$$-S + (1 - q)p[1 - \exp(-zS)] + qp^2[1 - \exp(-zS)]^2 = 0$$

and we denote the LHS as $f(S, p, q)$. At the transition point $q_c$ the following conditions are satisfied

$$\begin{cases} f_S(0, p_c, q_c) = 0 \\ f_{SS}(0, p_c, q_c) = 0 \end{cases}$$

and explicitly

$$\begin{cases} -1 + (1 - q_c)p_c z = 0 \\ -z^2(1 - q_c)p_c + 2z^2q_c(p_c)^2 = 0 \end{cases}$$

leading to

$$q_c = \frac{(z + 1) - \sqrt{2z + 1}}{z}.$$

Appendix F SUMMARY OF THE CRITICAL EXPONENTS

In this table we summarize the values of the critical exponents $\beta$, $\delta$ and $\gamma$ for various percolation processes on random network structures.

| process                              | $\beta$ | $\delta$ | $\gamma$ |
|--------------------------------------|---------|----------|----------|
| regular percolation (ER)             | 1       | 2        | 1        |
| regular percolation (SF) $\lambda > 4$ | 1       | 2        | 1        |
| regular percolation (SF) $4 > \lambda > 3$ | $1/(\lambda - 3)$ | depends on $\lambda$ | depends on $\lambda$ |
| regular percolation (SF) $3 > \lambda > 2$ | $1/(3 - \lambda)$ | depends on $\lambda$ | depends on $\lambda$ |
| interdependent percolation (ER/SF)   | $1/2$   | 2        | $1/2$ (1 according to the definition of $[33]$) |
| k-core percolation ($k \geq 3$)     | $1/2$   | 2        | $1/2$    |
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