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Abstract—For autonomous agents moving around in our world, mapping of the environment is essential. This is their only perception of their surroundings, what is not measured is unknown. Humans have learned from experience what to expect in certain environments, for example in indoor offices or supermarkets.

We show on the MNIST dataset that the Bayesian approach performs equal or better to the standard CNN when processing digits unseen in the training phase when looking at accuracy, precision and recall. With the added benefit of having better calibrated scores and the ability to express model uncertainty.

We then show results for the Semantic Scene Completion task where a category is introduced at test time on the SUNCG dataset. In this more complex task the Bayesian approach outperforms the standard CNN. Showing better Intersection over Union score and excels in Average Precision and separation scores.

I. INTRODUCTION

Semantic scene completion is a challenging task in which both visible and occluded surfaces are labeled semantically in 3D. The problem naturally arises when aiming to predict a 3D scene from a single view, but can also be studied for multiple views.

Predicting occluded areas can be of great help to autonomous vehicles during navigation and exploration. Especially for UAVs (Unmanned Aerial Vehicles), which navigate a 3D space where observations may be sparse, scene completion can be used for smoother trajectories during path planning. During exploration it can help the agent understand the likelihood of free space in occluded areas. In Figure 1 we see an illustration of the problem where a UAV would benefit from knowing what to expect in occluded areas.

This work introduces a system for Bayesian Semantic Scene Completion (BSSC), which along with the prediction scores also delivers an estimation of uncertainty. This is crucial for decision making during autonomous navigation and exploration as it can help the agent understand when the data is new to the model and the prediction should not be trusted. It can also be used to understand what data should be added to the training to improve robustness.

We first test our implementation on the MNIST dataset to verify the Bayesian approach and to understand how the output distributions look for a well modeled dataset. We then move on to the SUNCG data for the Semantic Scene Completion task.

Our contributions include:

- An open source system for BSSC using Variational Inference released on https://github.com/DavidGillsjo/bssc-net.
- An extended SSC task on the SUNCG dataset which includes more occluded space.
- Experiments showing that the Bayesian approach is more robust to unseen data in the SSC task.
- Parameter studies on both MNIST and SUNCG.

II. RELATED WORK

Semantic scene completion has been formulated for both the single view and multiple view problem with different sensor modalities. One example is SSC-Net [1] that solves the single view using a 3D CNN with depth data as input. Our work is heavily inspired by their architecture and training setup. Other works [2], [3] have then extended the architecture by utilizing the RGB information as well.

Since the solutions are similar to Semantic Scene Segmentation, the following works are also of interest. Rather than feeding the whole input volume through the network, [4] takes a sliding window approach to better handle large datasets. By encoding the RGB information as features and using differentiable backprojection 3DMV [5] got impressive results on the ScanNet dataset [6].
Fig. 2: In 2a we see a filter bank from a standard 2D CNN, each weight is a scalar. In 2b we see a filter bank in a Bayesian Variational Inference 2D CNN, each weight represented as a distribution which is sampled from at inference time.

The best performing networks on ScanNet semantic segmentation is currently based on point clouds [7], [8], [9] or sparse convolutions [10].

Our work will not focus on performance, but rather how to estimate uncertainty in semantic scene completion using Bayesian NN.

There are several ways of modeling a Bayesian Neural Network, this work uses the Bayes by Backpropagation [11]. Our implementation of Bayes by Backpropagation is based on [12] which implements this for a 2D CNN using softplus and normalized softplus as activation functions.

Both occupancy maps and semantic segmentation typically use a probabilistic representation where each class is assigned probability between 0 and 1. If the algorithm also outputs uncertainty together with the probability score, what does that mean and how do we use it? This is studied for Gaussian Process Occupancy Maps (GPOM) [13] in the robotics community. GPOM yields a mean and variance per grid cell, these are then fed to a linear classifier, which is trained to output a probability score.

Most NN classifiers does not have calibrated probabilities, this can be adjusted with for example Platt Scaling as in [14]. Uncertainties from Bayesian NN classifier can be similarly calibrated. In [15] the authors study calibration for different BNNs by comparing Entropy, Mutual Information, Aleatoric uncertainty and Epistemic uncertainty under different perturbations of input data. They conclude that predictive entropy and Epistemic uncertainty provide the most robust uncertainty estimates.

III. BAYES BY BACKPROP

The method introduced by [11] is based on Variational Inference. The main idea is to let each weight in the network be sampled from a distribution, where the distribution is learned at training time, as illustrated in Figure 2.

Let \( P(\mathbf{w}|D) \) be the posterior for our Bayesian Neural Network. Given the posterior we can make predictions given unseen data by taking the expectation over the posterior

\[
P(\hat{y}|\hat{x}) = \mathbb{E}_{P(\mathbf{w}|D)}[P(\hat{y}|\hat{x}, \mathbf{w})] = \int P(\hat{y}|\hat{x}, \mathbf{w}) P(\mathbf{w}|D) d\mathbf{w}.
\]

We estimate the posterior using a simpler model \( q(\mathbf{w}|\theta) \) with learnable parameters \( \theta \), which minimizes the Kullback-Leibler (KL) divergence to the true posterior, i.e.

\[
\theta^* = \arg\min_{\theta} KL[q(\mathbf{w}|\theta)||P(\mathbf{w}|D)]
\]

\[
= \arg\min_{\theta} \int q(\mathbf{w}|\theta) \log \frac{q(\mathbf{w}|\theta)}{P(\mathbf{w}|D)} d\mathbf{w}
\]

\[
= \arg\min_{\theta} KL[q(\mathbf{w}|\theta)||P(\mathbf{w})] - \mathbb{E}_{q(\mathbf{w}|\theta)}[\log P(D|\mathbf{w})].
\]

This cost function is known as variational free energy or expected lower bound. We denote it as

\[
\mathcal{F}(D, \theta) = KL[q(\mathbf{w}|\theta)||P(\mathbf{w})] - \mathbb{E}_{q(\mathbf{w}|\theta)}[\log P(D|\mathbf{w})]. \tag{1}
\]

Where the first part is the complexity cost as it enforces model simplicity using the prior. The second part is the likelihood, which describes how well the model describes the data.

Using Monte Carlo sampling the cost in (1) is approximated as

\[
\mathcal{F}(D, \theta) \approx \frac{1}{n} \sum_{i=1}^{n} \beta \left[ \log q(\mathbf{w}^{(i)}|\theta) - \log P(\mathbf{w}^{(i)}) \right] - \log P(D|\mathbf{w}^{(i)}),
\]

where \( \mathbf{w}^{(i)} \) is a sample from the variational posterior \( q(\mathbf{w}^{(i)}|\theta) \). This approximation enables more priors and posteriors since a closed for solution for the first term in (1) is not necessary. The scale factor \( \frac{\beta}{n} \) with \( \beta \) as design parameter is introduced to tune the amount of regularization from the complexity cost.

A. Variational Posterior

Assuming the variational posterior \( q(\mathbf{w}|\theta) \) is a diagonal Gaussian distribution. With the re-parametrization trick [16] the weights can be sampled from the posterior as

\[
\mathbf{w} = \mu + \log(1 + e^{\gamma}) \odot \epsilon, \quad \epsilon \sim \mathcal{N}(0, 1),
\]

where the model parameters are \( \theta = (\mu, \gamma) \) and \( \sigma = \log(1 + e^{\gamma}) \) to ensure that the standard deviation remains positive during optimization.

B. Prior

For the choice of prior we tested both Gaussian (as in [12]), Cauchy and a scale mixture of two Gaussian (as in [11]). The two latter affords more flexibility to the network and we found they yielded the best results. We mainly worked with Cauchy since it is more efficient to compute but have some results on the Gaussian scale mixture. As they are centered around 0 we denote them as

\[
\text{Cauchy}(\gamma) = \frac{1}{\pi \gamma \left[ 1 + (\frac{x}{\gamma})^2 \right]}
\]

and

\[
G_{(\sigma_0, \sigma_1)}^M(\alpha) = \alpha \mathcal{N}(0, \sigma_0^2) + (1 - \alpha) \mathcal{N}(0, \sigma_1^2),
\]

where \( \mathcal{N} \) denotes the probability density function of the normal distribution.
C. Prediction & Uncertainty

The predictive mean and uncertainty is computed by sampling our variational posterior (BCNN) at test time. An unbiased estimation of the expectation is given [12] by

\[
E_p(w|\theta)\left[ P(y|x, w) \right] = \int q(w|\theta)P(y|x, w^{(t)}) \, dw \\
\approx \frac{1}{T} \sum_{t=1}^{T} P(y|x, w^{(t)}),
\]

where \( P(y|x, w^{(t)}) \) is the softmax output from forward pass \( t \). To simplify notation we now denote this as \( p_t \).

There are a number of choices when it comes to measuring the uncertainty [15], [17]. Common choices are predictive entropy, aleatoric uncertainty and epistemic uncertainty.

**Predictive Entropy** - Measures the diversity of the distribution, so a higher entropy corresponds to higher uncertainty. It is computed as

\[
H = -\sum_{t=1}^{T} p_t \log p_t.
\]

**Aleatoric Uncertainty** - Corresponds to measurement noise from the input data, so increasing the size of the dataset should not reduce this uncertainty. It is computed as

\[
\sigma_a^2 = \frac{1}{T} \sum_{t=1}^{T} \text{diag}(p_t) - p_t p_t^T.
\]

**Epistemic Uncertainty** - Corresponds to model uncertainty and will be low when input data is similar to training data. Increasing the amount and diversity of training data should reduce this uncertainty. This is computed as

\[
\sigma_e^2 = \frac{1}{T} \sum_{t=1}^{T} (p_t - \bar{p}_t)(p_t - \bar{p}_t)^T,
\]

where \( \bar{p}_t = \frac{1}{T} \sum_{t=1}^{T} p_t \) is the predictive mean from above.

IV. NETWORK ARCHITECTURE

We have explored two network architectures. The first network architecture is inspired by [1], but we have included batch normalization [18] and used dilated convolutions instead of max pooling layers and strided convolutions. This to keep the resolution [19]. We denote it as SSC-Net. The second architecture is a UNet [20] with max pooling and transposed convolutions as up-sampling. Just as in [12] we chose softplus as activation functions instead of relu to have more active weights in the network. This spread is beneficial for a well calibrated uncertainty [15]. The architecture of the network is displayed in Figure 3.

V. TRAINING

For training we use the Adam optimizer [21] with constant learning rate of 10^{-3}. We do not use weight decay since we regularize using KL divergence. For the weights we sample the mean uniformly as \( \mu \sim \mathcal{U}(-\frac{1}{\sqrt{k^2}}, \frac{1}{\sqrt{k^2}}) \), where \( k \) is the kernel size in one dimension and \( d \) is the number of dimensions. The parameter \( \sigma \) is simply initialized as a chosen constant \( \sigma_0 \).

As noted in [12] it is beneficial to set \( \sigma_0 \) larger than the variance of the prior. In our own experiments on MNIST we see that this improves the separation in predictive entropy. See the experiments section for details.

VI. EVALUATION

To measure the performance of the network we use the Intersection over Union (IoU), which is standard for segmentation tasks. The main goal is to compare the Bayesian implementation with the deterministic and see that the score is similar. Just like [1] and most works we don’t evaluate voxels that are outside of the camera field of view. Unlike previous works we do evaluate on pixels outside of the room so that the network can learn to predict a room layout e.g. even though the room in just glimpsed through a door.

To evaluate if the Bayesian approach gives us more information about model uncertainty we look at the scores and uncertainty metrics for true positives (TP) and false negatives (FN) for each class or for different distances to the surfaces. If the knowledge about the model limitations is good, there should be a good separation in scores and/or uncertainty for TP and FN. We measure this with the Bhattacharyya coefficient (BC) [22], which is an approximation of the amount of overlap of two distributions. The data is split into \( N \) partitions, where in each partition we count the number of TP \( q_i \) and FN \( p_i \) and calculate the BC as

\[
BC(p, q) = \frac{1}{N} \sum_{i=1}^{N} \sqrt{p_i q_i}.
\]

Finally, we also compute the Mean Average Precision (mAP) as the area under the Precision-Recall curve. This measures both the separation and the accuracy of the model. We use 101 thresholds \( T = \{0, 0.01, \ldots, 1.0\} \), just as the detection challenge COCO [23]. We follow their implementation and use interpolated precision to get a smoother curve.

VII. MNIST EXPERIMENTS

For MNIST we created a simple 2D CNN using the same building blocks as we use in the 3D SSC-Net. We used the same code base and tools to allow for faster debugging and experiments. The network is trained in both Bayesian and Deterministic mode.

A. Baseline experiment

Here we have trained the network on the training set and evaluated on the test set. Table I shows the Accuracy and mAP for each mode. We see that the Deterministic CNN without weight decay, i.e. \( \omega = 0 \), performs best. Our Bayesian version is close behind with the benefit of having built in regularization in terms of a prior. By explicitly adding regularization in form of weight decay on the deterministic CNN we get the worst performance, especially noticeable in mAP.
TABLE I: Compares Accuracy and mAP on MNIST for the
Table of the output we also look at the output distributions. As
described in section III-C we have calculated the predictive
mean \( \mathbf{p}_{l_i} \) and entropy \( H_i \) for each sample indexed by \( i \)
in the dataset. As usual we get the predicted label index as \( l_i = \arg \max \mathbf{p}_{l_i} \) with corresponding score \( \mathbf{p}_{l_i}(l_i) \) and
entropy \( H_i(l_i) \). In Figure 6 we form histograms of these for
all samples in the test dataset categorized by their true class.
For the deterministic case we see that the regularization helps
separate the true zeros from the other predictions. However, the
distributions for the other classes are much wider, indicating
that the network is more uncertain overall. In the Bayesian case
we see that the distribution for true zeros are well separated
from the others, while maintaining certainty for the other
classes. The entropy also seems to be a good indicator.

B. Leave one out experiment
To see how well the uncertainty measurements captured
model uncertainty we conducted an experiment where digit
0 was left out from the training data and then introduced at
test time. Unless stated otherwise the Bayesian model uses
Cauchy(0.3) as prior and \( \sigma_0 = 0.5 \) as initialization.

1) Prior and Initialization: In Figure 4 we see how the BC
and mAP changes for different priors and \( \sigma_0 \) during training.
A larger \( \sigma_0 \) decreases the BC score (increase separation) but
require longer training times. By binning the results on both
Entropy and mean score we get the best separation, which
indicates that we can most likely train a classifier on these
metrics and do better than the mean score. This is analogous
with the GPOM [13] mentioned in section II.

2) Activation function: Figure 5 shows how the choice of
activation function affects the result. Just as [12] we observe
that softplus in general yields better separation, both when
used as layer activation and normalized as final activation.

3) Output distributions: For a more in depth understanding
of the output we also look at the output distributions. As
described in section III-C we have calculated the predictive
mean \( \mathbf{p}_{l_i} \) and entropy \( H_i \) for each sample indexed by \( i \)
in the dataset. As usual we get the predicted label index as \( l_i = \arg \max \mathbf{p}_{l_i} \) with corresponding score \( \mathbf{p}_{l_i}(l_i) \) and
entropy \( H_i(l_i) \). In Figure 6 we form histograms of these for
all samples in the test dataset categorized by their true class.
For the deterministic case we see that the regularization helps
separate the true zeros from the other predictions. However, the
distributions for the other classes are much wider, indicating
that the network is more uncertain overall. In the Bayesian case
we see that the distribution for true zeros are well separated
from the others, while maintaining certainty for the other
classes. The entropy also seems to be a good indicator.
Fig. 4: BC, mAP and accuracy for different configurations of prior and $\sigma_0$ for the MNIST experiment where digit 0 is introduced at test time. We see that high $\sigma_0$ seems to improve BC but increase training time and a prior which is more narrow than $\sigma_0$ gets a lower BC score. We also see that Entropy, Aleatoric uncertainty and Entropy coupled with score seems to have best separation. The Deterministic version are comparable in either mAP or BC, but not both at the same time.

Fig. 5: BC, mAP and accuracy for different activation functions and $\sigma_0$ for the MNIST experiment where digit 0 is introduced at test time. We observe that softplus as a layer activation function in general gets a lower BC score than ReLU. For the final activation the normalized softplus reaches a lower BC faster than softmax.
VIII. SUNCG MINI EXPERIMENTS

SUNCG [1] is a large dataset consisting of 45,622 manually created synthetical indoor scenes with 84 labeled categories. We’ve used a subset of 2000 training scenes and 1000 testing scenes for the experiments. As in [1] we’ve used the flipped Truncated Signed Distance Function (TSDF) as input to our network and the same 11 categories as output. We chose the projective version since it is more realistic in a robotic setting. We’ve also chosen a coarser grid with 0.08m resolution and 60x40x60 in size which is similar to their output size and resolution.

A. Baseline experiment

In Table II we see the mean IoU (mIoU) over all categories for the Deterministic and Bayesian CNN. In general they have similar mIoU but the Bayesian versions have better mAP.

B. Complexity cost weight $\beta$

For the Bayesian UNet we conducted a $\beta$ parameter experiment on SUNCG, which weighs the complexity cost against the likelihood cost. As a reference, the deterministic version with different weight decays are also included. We see in Figure 7 that $\beta = 5$ is better in all metrics but mIoU, where $\beta = 1$ has the highest score. We also see that all Bayesian versions are better than the deterministic in mAP and that a too large $\beta$ makes the model unable to fit the data properly, while too small will get a better fit but worse separation.
TABLE III: BC, mAP and mIoU for different network architectures when the bed class is removed from training. S=Score, E=Entropy. We observe that Bayesian SSC-Net has the best score in most metrics.

| CNN       | mIoU | mAP: S | mAP: E | BC: S | BC: E |
|-----------|------|--------|--------|-------|-------|
| SSC-Net ω=0 | 0.19 | 0.2    | 0.31   |       |       |
| SSC-Net ω=0.01 | 0.14 | 0.23   | 0.29   |       |       |
| UNet ω=0   | 0.2  | 0.14   | 0.39   |       |       |
| UNet ω=0.01 | 0.15 | 0.21   | 0.28   |       |       |
| B-SSC-Net  | 0.21 | **0.26** | **0.19** | **0.27** | **0.28** |
| B-UNet     | **0.21** | 0.25   | 0.17   | 0.28  | 0.28  |

C. Leave one out

For the SUNCG mini dataset we removed all instances of the class bed during training and then tested on the full dataset. The result is presented in Table III. Here we test both the SSC-Net and the UNet architecture in both Bayesian and Deterministic versions. We observe that both Bayesian versions outperform the Deterministic in mIoU, mAP and BC. For the sample based metrics the Bayesian SSC-Net outperform the Bayesian UNet, but this might not be the case given more data.

D. Output distributions

In Figure 8 we see histograms for true and false predictions at different distances from the observed surface for the Bayesian SSC-Net. We see that as the entropy (uncertainty) grows the ratio of false to true predictions increases, this is what we would expect from a sound measurement of uncertainty. It seems to have a better grasp of the uncertainty close to the observed surface.

E. Example output

See Figure 9 for example output. More examples are available in the supplementary material.

IX. CONCLUSION

We’ve seen that a Bayesian CNN is clearly better at being uncertain when presented with unseen data. This was shown with a simple CNN model on the MNIST dataset. In the same experiment we also showed that the best separation between true and false predictions is found when combining entropy.
and mean score. This means that a final classifier layer could be added to get better probability estimates.

For the Semantic Scene Completion task we show that the Bayesian CNNs outperform the Deterministic CNNs when faced with a category not seen at training time. This is shown by evaluating mIoU, mAP and separation score BC. Due to the complexity of the task and the model capacity we cannot show the same well separated output distributions as in the MNIST experiment. We do show that entropy represents the uncertainty well, especially close to the observed surface.

Future work will be to use an architecture better suited for sparse data and to utilize the RGB information from the image as well. We also want to look at how the uncertainty scores can be used in navigation.
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