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Abstract
The aim of this article is to study the fields generated by the Fourier coefficients of Hilbert newforms at arbitrary cusps. Precisely, given a cuspidal Hilbert newform $f$ and a matrix $\sigma$ in (a suitable conjugate of) the Hilbert modular group, we give a cyclotomic extension of the field generated by the Fourier coefficients at infinity which contains all the Fourier coefficients of $f|_{k}\sigma$.
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1 Introduction

Let $f$ be a normalised Hecke eigenform for $\Gamma_0(N)$ of weight $k$. It is known that the field generated by the Fourier coefficients of $f$ is a number field, see [14, Proposition 2.8]. This number field we denote by $\mathbb{Q}(f)$. Furthermore, for any matrix $\sigma \in \text{SL}_2(\mathbb{Z})$, an
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application of the $q$-expansion principle shows that the Fourier coefficients of $f|_{k}\sigma$ lie in the cyclotomic extension $\mathbb{Q}(f)(\zeta_{N})$, see [6, Remark 12.3.5] for more details. In recent years, algorithms have been developed to compute these Fourier coefficients. These were developed by several different authors, see [4, 7] for more details about these algorithms. Their methods use the knowledge that these numbers are in fact algebraic numbers. This means if we know more about the number field where these Fourier coefficients lie, this could speed up the computations.

Therefore the question is given a Hecke eigenform (which we may assume to be a newform) $f$ of level $N$ and weight $k$ and $\sigma \in \text{SL}_2(\mathbb{Z})$; what is the number field that the Fourier coefficients of $f|_{k}\sigma$ generate? Or a slightly weaker question is: can one write down an explicit subfield of $\mathbb{Q}(f)(\zeta_{N})$, depending on the entries of $\sigma$, which contains all the Fourier coefficients of $f|_{k}\sigma$? This was answered in a paper of Brunault and Neururer, who proved the following result [2, Theorem 4.1].

Let $f$ be a normalised newform on $\Gamma_0(N)$ of weight $k$. Let $\mathbb{Q}(f)$ be the field generated by all the Fourier coefficients of $f$. Let $\sigma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z})$. Then the Fourier coefficients of $f|_{k}\sigma$ lie in the cyclotomic extension $\mathbb{Q}(f)(\zeta_{N'})$ where $N' = N/(cd, N)$.

The above result as stated is optimal. By optimal we mean that this is the field generated by the Fourier coefficients $f|_{k}\sigma$. The method of Brunault and Neururer was classical. They use a result of Shimura [13, Theorem 8], which studied the connections between two actions on spaces of modular forms: the action of $\text{GL}_2^+(\mathbb{Q})$ via the slash-operator and the action of $\text{Aut}(\mathbb{C})$ on the Fourier coefficient of a modular form. The proof of Brunault and Neururer also applies to modular forms of $\Gamma_0(N)$ that are not necessarily newforms but in that case it is not known if the field is optimal. In this paper we give a new proof of the result of Brunault and Neururer as well as a substantial generalisation (to the case of Hilbert modular forms) using adelic and local representation-theoretic methods. Specifically we use local Whittaker functions and their invariance properties. The starting point is an explicit formula for the Fourier coefficients of $f|_{k}\sigma$ given in [5, Sect. 3], in terms of local Whittaker functions. From there we find sufficient conditions for $\tau \in \text{Aut}(\mathbb{C})$ to fix this product. The advantage of this method is that it gives an insight into how one could prove analogous results for other families of modular forms, specifically it can be generalised to Hilbert modular forms. One would suspect that a similar method can also be used to prove a result of the same style for Whittaker coefficients (or other factorisable periods) of automorphic forms lying in cohomological automorphic representations of higher rank groups.

The main result of this paper is an extension of Brunault and Neururer stated above to the case of cuspidal Hilbert newforms. Let $F$ be a totally real number field of degree $n$ with narrow class group of size $h$. Let $F_+$ denote the set of all totally positive elements in $F$. Let $n$ be a fixed integral ideal of $\mathcal{O}_F$. The subgroup $\text{GL}_2^+(F)$ of $\text{GL}_2(F)$ is the subgroup consisting of all elements in $\text{GL}_2(F)$ who have a totally positive determinant. For $\mu = 1, \ldots, h$, we define the congruence subgroup $\Gamma_\mu(n)$ of $\text{GL}_2^+(F)$ as

$$\Gamma_\mu(n) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} : a, d \in \mathcal{O}_F, b \in (t_\mu)^{-1} \mathcal{D}_F^{-1}, c \in nt_\mu \mathcal{D}_F, ad - bc \in \mathcal{O}_F^\times \right\},$$
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where $\mathcal{D}_F$ is the absolute different of $F$ and $(t_{\mu})_{\mu=1}^h$ form a complete set of representatives of the narrow class group.

We identify $\alpha \in \text{GL}_F^+(F)$ with an element of $(\text{GL}_F^+(\mathbb{R}))^n$ via the various embeddings of $F$ in $\mathbb{R}$ and for $y = (y_1, \ldots, y_n) \in \mathbb{C}^n$ and $k = (k_1, \ldots, k_n) \in \mathbb{Z}^n$ we use the notation $y^k := y_1^{k_1} \cdots y_n^{k_n}$. In the case where $y_j = 0$ for some $j = 1, \ldots, n$ we set $y^k = 0$. For an element $a \in F_+$ we write $a^k := a_1^{k_1} \cdots a_n^{k_n}$, where $a_1, \ldots, a_n$ are the embeddings of $F$ into $\mathbb{C}$.

Then $f : \mathbb{H}^n \to \mathbb{C}$ is a Hilbert modular form of weight $k = (k_1, \ldots, k_n)$ and level $\Gamma_\mu(n)$ if $f$ is holomorphic on $\mathbb{H}^n$ and at the cusps and we have

$$f|_{k\alpha}(z) := (\det \alpha)^{k/2}(cz + d)^{-k} f(\alpha \cdot z) = f(z)$$

for every $\alpha = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_\mu(n)$; since $\det \alpha$ is totally positive $(\det \alpha)^{k/2}$ is well defined. Any $f$ of the above form has a Fourier expansion of the form

$$f(z) = \sum_{\xi \in t_{\mu} \mathcal{O}_F} a(\xi; f)e^{2\pi i \text{Tr}(\xi z)},$$

where $\text{Tr}(\xi z) = \eta_1(\xi)z_1 + \cdots + \eta_n(\xi)z_n$. Following Shimura [14, 2.24], we define for $f$ as above, $1 \leq \mu \leq h$,

$$c_\mu(\xi; f) = N(t_{\mu} \mathcal{O}_F)^{-k_0/2} a(\xi; f) \xi^{(k_01-k)/2},$$

where $1 = (1, \ldots, 1)$ and $k_0 = \max\{k_1, \ldots, k_n\}$.

We say $f$ is a Hilbert cuspform if the constant term in the Fourier expansion of $f|_{k\gamma}$ is zero for every $\gamma \in \text{GL}_F^+(F)$. A cuspidal Hilbert newform of weight $k$ and level $n$ is a tuple $f = (f_1, \ldots, f_h)$ where $f_\mu$ is a Hilbert cuspform for $\Gamma_\mu(n)$ and such that $f$ does not come from a form of lower level and is a Hecke eigenform, see [14, Sect. 2] for more details. For any integral ideal $m$ in $F$, there exists a unique $\mu \in \{1, \ldots, h\}$ and a totally positive element in $F$ so that $m = \xi t_\mu^{-1} \mathcal{O}_F$. Let $c(m, f) = a_\mu(\xi)\xi^{-k/2}$ where $a_\mu(\xi)$ are the Fourier coefficients of $f_\mu$, note that this is well defined since the right hand side of this expression is invariant under the totally positive elements in $F$. In the case that $m$ is not integral we set $c(m, f) = 0$. A normalised cuspidal Hilbert newform $f$ (also called primitive form) is one such that $c(\mathcal{O}_F, f) = 1$. A result of Shimura [14, Proposition 2.8], tells us that the set of all $\{c_\mu(\xi; f_\mu) : 1 \leq \mu \leq h$ and $\xi \in F_+\}$ generates a totally real or CM number field, denoted $\mathbb{Q}(f)$, under the assumption that $k_1 \equiv \cdots \equiv k_n \pmod{2}$. We prove the following result.

**Theorem 1** (Theorem 6.2) Let $f = (f_1, \ldots, f_h)$ be a normalised Hilbert newform of weight $k = (k_1, \ldots, k_n)$ with $k_1 \equiv \cdots \equiv k_n \pmod{2}$ and level $n$. Let $1 \leq \mu \leq h$ and let $\sigma = (a b \overline{c} d) \in \Gamma_\mu(1)$. Let $f_\mu|_{k\sigma}$ have the Fourier expansion

$$f_\mu|_{k\sigma}(z) = \sum_{\xi} a_\mu(\xi; \sigma) e^{2\pi i \text{Tr}(\xi z)},$$

where $\mathbb{Q}(f)$ is the absolute different of $F$ and $(t_{\mu})_{\mu=1}^h$ form a complete set of representatives of the narrow class group.
and define
\[ c_\mu(\xi; f_\mu || k \sigma) = N(t_\mu \mathcal{O}_F)^{-k_0/2} a_\mu(\xi; \sigma) \xi^{(k_0 1 - k)/2}. \]

Let \( n' \) be the integral ideal of \( \mathcal{O}_F \) such that \( n'(n + c d t_\mu^{-1} \mathcal{O}_F^{-1}) = n \). Then \( c_\mu(\xi; f_\mu || k \sigma) \) lie in the number field \( \mathbb{Q}(f)(\zeta_{N_0}) \) where \( N_0 \) is the integer such that \( N_0 \mathbb{Z} = n' \cap \mathbb{Z} \).

To prove this theorem we study the classical action of \( \text{Aut}(\mathbb{C}) \) on the Fourier coefficients via the action of \( \text{Aut}(\mathbb{C}) \) on local Whittaker newforms. We give an explicit formula for the Fourier coefficients of a classical Hilbert automorphic form in terms of a global Whittaker function, Lemma 5.4. We can then apply this general result to the specific newform in the theorem, Proposition 5.6. This generalises two results of [5], namely Lemma 3.1 and Proposition 3.2, where the authors proved analogous results for modular forms. The global Whittaker newform can be broken up into a product of local Whittaker newforms. Therefore we can write the Fourier coefficients of \( f_\mu || k \sigma \) in terms of local Whittaker newforms. Precisely, in Proposition 6.1, we show
\[ c_\mu(\xi; f_\mu || k \sigma) = N(t_\mu \mathcal{O}_F)^{-k_0/2} \xi^{k_0 1/2} \prod_{v < \infty} W_v(a(\xi)_{\sigma}^{-1}) x_\mu, \]

where \( W_v \) is the local Whittaker newform. Thus studying the action of \( \text{Aut}(\mathbb{C}) \) on these Fourier coefficients is equivalent to studying the action of \( \text{Aut}(\mathbb{C}) \) on local Whittaker newforms.

In [15, Lemma 10.5] Shimura provides a possible different approach to proving Theorem 1. Shimura proves a compatibility result between the Galois action and modular action for arbitrary (meromorphic, vector-valued) Siegel modular forms. The heart of our approach is Lemma 3.1 which is a local result about local Whittaker newforms. Shimura’s result is inherently global and relies on the reciprocity-law at CM-points and rationality of automorphic forms, while our method exploits the rational structure of the local Whittaker model.

2 Background setting and notation

Here we discuss the background setting and collect the notation which will be used throughout this paper.

2.1 Background notation

For an integer \( N \geq 1 \), we define \( \zeta_N = e^{2\pi i/N} \). For ease of notation we will write \( e^{2\pi i x} \) as \( e(x) \). We will use the shorthand for the following matrices, \( a(x) := \begin{pmatrix} x & 1 \\ 1 & 0 \end{pmatrix} \) and \( n(x) := \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \). We denote the upper half plane by \( \mathbb{H} \). We let \( \text{GL}_2^+(\mathbb{R}) \) denote the real two by two matrices with positive determinant. This group acts on \( \mathbb{H} \) via the action \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} z = \frac{az + b}{cz + d} \). For a representation \( \Pi \) we define the representation \( \tau \Pi \) as follows. Let \( V \) be the space of \( \Pi \) and let \( V' \) be any vector space such that \( t : V \rightarrow V' \) is a \( \tau \)-linear isomorphism. We define the representation \( (\tau \Pi, V') \) via \( \tau \Pi(g) = t \circ \Pi(g) \circ t^{-1} \).
2.2 Number fields

Let $F$ be a totally real number field of degree $n$, with narrow class group of size $h$. We denote the ring of integers of $F$ by $\mathcal{O}_F$. The embeddings of $F$ in $\mathbb{C}$ we write as $\eta_1, \ldots, \eta_n$. With respect to these embeddings we have that $F$ naturally embeds into $\mathbb{R}^n$. For an element $\alpha$ of $F$ write $(\alpha_1, \ldots, \alpha_n)$ for $(\eta_1(\alpha), \ldots, \eta_n(\alpha))$ as an element of $\mathbb{R}^n$. We write $\alpha^k = \prod_{j=1}^n \alpha_j^k$ for $k = (k_1, \ldots, k_n) \in \mathbb{Z}^n$. For a subset $S$ of $F$, $S_+$ denotes the totally positive elements of $S$. Throughout $\mathbb{N}$ will be a fixed integral ideal of $F$. We denote the trace map of $F$ to $\mathbb{Q}$ by $\text{Tr}$. Let $\mathcal{D}_F$ denote the absolute different of $F$, that is, $\mathcal{D}_F^{-1} = \{ x \in F : \text{Tr}(x\mathcal{O}_F) \subset \mathbb{Z} \}$. Let $F_v$ be the completion of $F$ at a non-archimedean place $v$. The ring of integers of $F_v$ are denoted by $\mathcal{O}_v$. We denote the maximal ideal of $\mathcal{O}_v$ by $\mathfrak{p}_v$ and a generator of $\mathfrak{p}_v$ by $\varpi_v$. We write $n_v = n \otimes \mathcal{O}_F \mathcal{O}_v$ and $\mathcal{D}_v = \mathcal{D}_F \otimes \mathcal{O}_F \mathcal{O}_v$ to be the $v$-part of $n$ and $\mathcal{D}_F$ respectively. For an ideal $n_v$ of $\mathcal{O}_v$ we define the subgroup $K_v(n_v)$ of $\text{GL}_2(F_v)$ as

$$K_v(n_v) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(F_v) : \begin{array}{l}
a \mathcal{O}_v + n_v = \mathcal{O}_v, 
 b \in \mathcal{D}_v^{-1},
c \in n_v \mathcal{D}_v, 
d \in \mathcal{O}_v
\end{array} : ad - bc \in \mathcal{O}_F^\times \right\}.$$  

By abuse of notation, given an ideal $n$ of $\mathcal{O}_F$ use $K_v(n)$ to denote $K_v(n_v)$ where $n_v = n \otimes \mathcal{O}_F \mathcal{O}_v$ is the $v$-part of $n$. We define $n_v$ and $d_v$ via $n_v = \varpi_v^{n_v} \mathcal{O}_v$ and $\mathcal{D}_v = \varpi_v^{d_v} \mathcal{O}_v$ respectively.

2.3 Adeles

The ring of adeles of $F$ is denoted by $\mathbb{A}_F$. In the specific case that $F = \mathbb{Q}$ we denote $\mathbb{A}_\mathbb{Q} = \mathbb{A}$. The narrow class group can be viewed as

$$F^\times \backslash \mathbb{A}_F^\times / F_\infty^\times \bigoplus \mathcal{O}_v^\times.$$

We fix elements, for $1 \leq \mu \leq h$, $t_\mu \in \mathbb{A}_F^\times$ such that

$$(t_\mu)_v = \begin{cases} 1, & \text{if } v \nmid \infty \text{ or } v \mid n \\
 \in \mathcal{O}_v, & \text{if } v \mid \infty \text{ and } v \nmid n \end{cases}$$

and $\{t_\mu\}^h_{\mu=1}$ are representatives of the narrow class group. We let $(t_\mu \mathcal{O}_F)$ denote the ideal of $\mathcal{O}_F$ corresponding to $t_\mu$. We have the following disjoint union decomposition

$$\mathbb{A}_F^\times = \bigcup_{1 \leq \mu \leq h} t_\mu F^\times F_\infty^\times \bigoplus \mathcal{O}_v^\times.$$ 

We denote $x_\mu = (1, t_\mu)$ and for a finite place $v$ we denote $x_{\mu, v} = (1, (t_\mu)_v)$. For $g \in \text{GL}_2(\mathbb{A}_F)$ we define $t_f(g)$ to equal $g$ at all finite places and the identity at infinite places.
2.4 Measures

We normalise the measures so that \( \text{Vol}(O_v) = 1 \) and in a multiplicative setting \( \text{Vol}(O_v^\times) = 1 \). We also normalise so that \( \text{Vol}(F \backslash A_F) = 1 \).

2.5 Additive characters

Let \( \psi_Q : \mathbb{Q} \backslash A \to \mathbb{C}^\times \) be an additive character defined by \( \psi_Q = \prod_p \psi_{Q,p} \) where \( \psi_{Q,\infty}(x) = e(x) \) for \( x \in \mathbb{R} \) and \( \psi_{Q,p}(x) = 1 \) for \( x \in \mathbb{Z}_p \). We then define an additive character \( \psi \) on \( F \backslash A_F \) by composing \( \psi_Q \) with the trace map from \( F \) to \( \mathbb{Q} \), that is, \( \psi = \psi_Q \circ \text{Tr} : F \backslash A_F \to \mathbb{C}^\times \). If \( \psi \) is a product of \( \psi_v \), then the local characters are defined analogously and we have \( \psi_\infty(x) = e(\text{Tr}(x)) \). Using [12, Lemma 2.3.1] we have a formula for computing the value of the exponent of the character \( \psi_v \) where \( v \) is a non-archimedean place of \( F \). For a place \( v \) of \( F \), letting \( c(\psi_v) \) denote the smallest integer \( c_v \) such that \( \psi_v \) is trivial on \( \mathfrak{p}_v^{c_v} \), we have by [12, Lemma 2.3.1]

\[
c(\psi_v) = d_v,
\]

where \( d_v \) is defined as above, that is, via \( \mathfrak{O}_v = \mathfrak{o}_v^{d_v} \mathfrak{O}_v \).

3 The Whittaker model

Recall that each infinite dimensional admissible representation of \( GL_2 \) over a local field admits a unique Whittaker model see [3, Chapter 3] and [9, Chapter 4]. Furthermore each cuspidal automorphic representation of \( GL_2 \) admits a unique global Whittaker model. We give below the definition and basic properties of the Whittaker model for representation of trivial central character.

For any place \( v \) of \( F \) let \( \Pi_v \) be an irreducible admissible infinite dimensional representation of \( GL_2(F_v) \). Let \( W(\psi_v) \) be the space of smooth functions \( W_v : GL_2(F_v) \to \mathbb{C} \) satisfying

\[
W_v\left( \begin{pmatrix} 1 & x \\ 0 & 1 \end{pmatrix} g \right) = \psi_v(x) W_v(g), \text{ for } x \in F_v \text{ and } g \in GL_2(F_v).
\]

The space \( \mathcal{W}(\psi_v) \) is a representation space of \( GL_2(F_v) \) with the action given by right-translation. The local Whittaker model, denoted \( \mathcal{W}(\Pi_v, \psi_v) \), is the unique sub-representation of \( \mathcal{W}(\psi_v) \) that is equivalent to the representation \( \Pi_v \).

Let \( (\Pi, V_\Pi) \) be a cuspidal automorphic representation of \( GL_2(A_F) \). Then the global Whittaker model, \( \mathcal{W}(\Pi, \psi) \), for \( \Pi \) with respect to a fixed non-trivial additive character \( \psi \), consists of the space generated by functions \( W_\phi \) on \( GL_2(A_F) \) given by

\[
W_\phi(g) := \int_{A_F/F} \phi\left( \begin{pmatrix} 1 & x \\ 0 & 1 \end{pmatrix} g \right) \overline{\psi(x)} \, dx,
\]

[Springer]
as $\phi$ varies in $V_{\Pi}$. The representation $\mathcal{W}(\Pi, \psi)$ decomposes as a restricted tensor product of local Whittaker models, $\mathcal{W}(\Pi_v, \psi_v)$.

For $\Pi_v$ an irreducible admissible infinite dimensional representation of $GL_2(F_v)$, with unramified central character, let $C(\Pi_v)$ be the smallest integer $n$ such that $\Pi_v$ has a $K_v(p^n_v)$-fixed vector. Then the normalised Whittaker newform (with respect to $\psi_v$) is the unique $K_v(p^C(\Pi_v))$-invariant vector $W_v \in \mathcal{W}(\Pi_v, \psi_v)$ satisfying $W_v(1) = 1$.

We now state a key result which will be used throughout this paper.

**Lemma 3.1** Let $\Pi_v$ be an irreducible admissible infinite dimensional representation of $GL_2(F_v)$ with unramified central character. Let $K_v(p^C(\Pi_v))$ be defined as in (1). Let $W_v$ be the local normalised Whittaker newform. Let $\tau \in Aut(C)$ and $g \in GL_2(F_v)$. Then we have $\tau(W_v(g)) = W_{\Pi_v}(a(\alpha_\tau)g)$ where $\alpha_\tau$ is defined via

$$\begin{align*}
  Aut(C/Q) &\rightarrow Gal(Q/\mathbb{Q}) \rightarrow Gal(Q(\mu_\infty)/Q) \rightarrow \hat{\mathbb{Z}}^\times \cong \Pi_v^{\times} \subset \Pi_v \Pi_v|_p \mathbb{Q}_p^\times
  \tau &\mapsto \tau|_Q \mapsto \tau|_{Q(\mu_\infty)} \mapsto \alpha_\tau \mapsto (\alpha_\tau, p).
\end{align*}$$

**Proof** See [5, Sect. 2] and [10, Sect. 3.2.3].

Let $\Pi_v$ be an irreducible admissible infinite dimensional representation of $GL_2(F_v)$ with unramified central character and normalised Whittaker newform $W_v$. Then consider the representation $\Pi_v \otimes |_{\nu}^{k_0/2}$, for some integer $k_0$. We now apply the above result to this representation. Therefore using Lemma 3.1 we have

$$
\tau(W_{\Pi_v \otimes |_{\nu}^{k_0/2}}(g)) = W_{\tau(\Pi_v \otimes |_{\nu}^{k_0/2})}(a(\alpha_\tau)g).
$$

This is equivalent to

$$
\tau(W_v(g)) \tau(|\det(g)|_{\nu}^{k_0/2}) = W_{\tau(\Pi_v \otimes |_{\nu}^{k_0/2})}(a(\alpha_\tau)g).
$$

So if $\Pi_v \otimes |_{\nu}^{k_0/2} \cong \tau(\Pi_v \otimes |_{\nu}^{k_0/2})$, we have that

$$
\tau(W_v(g)) \tau(|\det(g)|_{\nu}^{k_0/2}) = W_v(a(\alpha_\tau)g)|\det(g)|_{\nu}^{k_0/2}. \quad (4)
$$

## 4 Modular forms case

In this section we study the case of modular forms. The reason we do this is because the proof of the theorem stated below follows a similar method to the one used to prove Theorem 1 but is less technical. As a consequence of this we are able to prove Thereon 4.1 below, which is an alternative version of [2, Theorem 4.1] whereby we make some simplifying assumptions on the matrix $\sigma \in SL_2(\mathbb{Z})$. The general form of [2, Theorem 4.1] will follow from applying Theorem 1 in the setting of classical newforms.
4.1 Fourier expansion

For a function \( f : \mathbb{H} \to \mathbb{C} \) we define a function \( f|_k g \) on \( \mathbb{H} \) for an integer \( k \) and some \( g = (a \ b \ c \ d) \in \text{GL}_2(\mathbb{R}) \) as \( f|_k g(z) = (\det g)^{k/2}(cz + d)^{-k} f(gz) \). Let \( N \geq 1 \). Let \( \Gamma \) be a congruence subgroup of \( \text{SL}_2(\mathbb{Z}) \). Let \( f \) be a modular form on \( \Gamma \) of weight \( k \). Then we have that \( f \) has a Fourier expansion at infinity of the form

\[
f(z) = \sum_{n \geq 0} a_f(n) e^{2\pi inz/w},
\]

where \( a_f(n) \) are the Fourier coefficients of \( f \) and \( w \) is the smallest integer such that \( (\begin{smallmatrix} 1 & n \\ 0 & 1 \end{smallmatrix}) \in \Gamma \). Note that in the case that \( \Gamma = \Gamma_0(N) \) we have that \( w = 1 \). If the first Fourier coefficient of \( f|_k g \) is zero for every \( g \in \text{SL}_2(\mathbb{Z}) \) then we say that \( f \) is a cuspform. If we also have that \( a_f(1) = 1 \) we say that \( f \) is normalised. Recall that if \( f \) is a modular form for \( \Gamma_0(N) \) which is non-zero we have that \( k \) is even.

Let \( a \) be a cusp of \( \Gamma_0(N) \setminus \mathbb{H} \). Then \( a \) can be represented by the point \( \begin{smallmatrix} a \\ T \end{smallmatrix} \in \mathbb{Q} \), where \( (a, N) = 1 \) and \( L | N \). This is equivalent to \( \sigma \infty \), where \( \sigma = (\begin{smallmatrix} a & b \\ L & d \end{smallmatrix}) \in \text{SL}_2(\mathbb{Z}) \), with \( L | N \) and \( (a, N) = 1 \). If \( f \) is a modular form for \( \Gamma_0(N) \) then \( f|_k \sigma \) is a modular form for the congruence subgroup \( \sigma^{-1} \Gamma_0(N) \sigma \). We have that \( f|_k \sigma \) has a Fourier expansion of the form

\[
f|_k \sigma(z) = \sum_{n > 0} a_f(n; \sigma) e^{2\pi inz/w(a)},
\]

where \( a_f(n; \sigma) \) are the Fourier coefficients of \( f|_k \sigma \) and \( w(a) \) is the width of the cusp. The width of the cusp is defined to be the integer \( N/(L^2, N) \) where \( L \) is the denominator of the cusp \( a \).

4.2 Result for modular forms

**Theorem 4.1** Let \( f \) be a normalised newform on \( \Gamma_0(N) \) of weight \( k \). Let \( \mathbb{Q}(f) \) be the field generated by all the Fourier coefficients of \( f \). Let \( a \) be a cusp of \( \Gamma_0(N) \setminus \mathbb{H} \) that is equivalent to \( \sigma \infty \) with \( \sigma = (\begin{smallmatrix} a & b \\ L & d \end{smallmatrix}) \in \text{SL}_2(\mathbb{Z}) \), \( L | N \), \( (a, N) = (d, N) = 1 \), so that \( a \) is represented by the point \( a/L \). Then the Fourier coefficients of \( f|_k \sigma \) lie in the cyclotomic extension \( \mathbb{Q}(f)(\xi_{N/L}) \).

**Remark 4.2** Recall that to show a complex number \( \rho \in \mathbb{C} \) is an element of a number field it is equivalent to showing that \( \rho \) is fixed by the Galois group of that number field.

**Proof** Let \( \tau \in \text{Aut}(\mathbb{C}) \) fix \( \mathbb{Q}(f)(\xi_{N/L}) \). So in particular \( \tau \) fixes \( \mathbb{Q}(f) \) and all the \( \xi_{N/L} \) roots of unity.

Let \( n = n_0 \prod_{p|N} p^{\nu_p} \) with \( (n_0, N) = 1 \). In the proof of Proposition 3.3 in [5] the authors give an explicit formula for \( a_f(n; \sigma) \), given by

\[
a_f(n; \sigma) = a_f(n_0) n^{k/2} \left( \frac{n}{\delta(a)} \right)^{k/2} \prod_{p|N} W_p(a(n/\delta(a))\sigma^{-1}).
\]

\( \diamond \) Springer
where $\delta(a)$ is a rational number related to the cusp $a$ and $W_p$ are the local Whittaker newforms associated to $f$. Note that $\frac{n}{\delta(a)} \in \mathbb{Q}$ and since $k$ is even we have that the second term is automatically fixed by $\tau$. Since $\tau$ fixes $\mathbb{Q}(f)$ we have that $\tau$ fixes $a_f(n_0)$.

Since $\tau$ fixes $\zeta_{N/L}$ we have that $\alpha_\tau \equiv 1 \pmod{p^{n_0} - 1}$. This implies

$$\sigma \left( \begin{array}{cc} \alpha_\tau & 0 \\ 0 & 1 \end{array} \right) \sigma^{-1} = \left( \begin{array}{cc} ad\alpha_\tau - bc & ab(1 - \alpha_\tau) \\ dL(\alpha_\tau - 1) & ad - bL \alpha_\tau \end{array} \right) \in K_p(p^{n_p}) .$$

Since $\tau$ fixes $\mathbb{Q}(f)$ we have that $\pi_p = \tau \pi_p$. Therefore using Lemma 3.1 we have that

$$\tau(W_p(a(n/\delta(a))\sigma^{-1})) = W_p(a(\alpha_\tau) a(n/\delta(a))\sigma^{-1}) .$$

Recall that $W_p$ is right invariant by $K_p(p^{n_p})$. Thus from the condition that $\sigma a(\alpha_\tau) \sigma^{-1} \in K_p(p^{n_p})$ we have that

$$W_p(a(n/\delta(a))\sigma^{-1}) = W_p(a(\alpha_\tau) a(n/\delta(a))\sigma^{-1}) .$$

Thus $\tau$ fixes $a_f(n; \sigma)$ and so $a_f(n; \sigma) \in \mathbb{Q}(f)(\zeta_{N/L})$.

## 5 Preliminary results

In this section we define the classical Hilbert newform and how we can reinterpret this definition in the adelic setting. We then prove some general results needed to prove Theorem 1. Specifically we show that the Fourier coefficients of Hilbert newform equals the global Whittaker newform.

### 5.1 Hilbert modular forms

We define

$$\mathbb{H}^n = \{z = (z_1, ..., z_n) \in \mathbb{C}^n : \text{Im}(z_j) > 0, \forall j = 1, ..., n\} ,$$

where we write $z = x + iy$ to mean for $z = (z_1, ..., z_n)$ and $z_j = x_j + iy_j$ for each $j$. We have that $GL_2^+(F)$ acts on $\mathbb{H}^n$ in the following way

$$g \cdot z = \left( \frac{\eta_1(a_1)z_1 + \eta_1(b_1)}{\eta_1(c_1)z_1 + \eta_1(d_1)}, ..., \frac{\eta_n(a_n)z_n + \eta_n(b_n)}{\eta_n(c_n)z_n + \eta_n(d_n)} \right) .$$

We define the congruence subgroup $\Gamma_\mu(n)$ of $GL_2^+(F)$ for each $\mu$ as

$$\Gamma_\mu(n) = \langle \mu(\text{GL}_2^+(F_{\infty})K_0(n))x_\mu^{-1} \rangle \cap \text{GL}_2(F) ,$$

where $x_\mu = \frac{1}{2}(\mu(\text{GL}_2^+(F_{\infty})K_0(n))x_\mu^{-1} \cap \text{GL}_2(F)$.
where

\[ K_0(n) = \prod_{v < \infty} K_v(n). \]  \hfill (6)

Then \( f_\mu : \mathbb{H}^n \to \mathbb{C} \) is a Hilbert modular form of level \( \Gamma_\mu(n) \) and weight \( k = (k_1, \ldots, k_n) \) if \( f_\mu \) is holomorphic on \( \mathbb{H}^n \) and at cusps and

\[ f_\mu|_k \alpha(z) := (\det \alpha)^{k/2}(cz + d)^{-k} f_\mu(\alpha \cdot z) = f_\mu(z), \]

for every \( \alpha \in \Gamma_\mu(n) \).

**Remark 5.1** One can also consider this definition with a character \( \chi \) on \( \mathbb{A}_F^\times / F^\times \). We will assume that this character is trivial. For a treatment of \( \chi \) being non-trivial see \([10, \text{Sect. 4}] \) and the references therein.

If the constant term in the Fourier expansion of \( f_\mu|_k \gamma \) is zero for every \( \gamma \in \text{GL}_2^+(F) \) then we say \( f_\mu \) is a cuspform. For the space of cuspforms to be nonempty we require that \( k_j \geq 1 \), see \([8, \text{Sect. 1.7}] \) for a proof of this fact. In this case \( f_\mu \) has a Fourier expansion at infinity of the form

\[ f_\mu(z) = \sum_{\xi \in (t_\mu \mathcal{O}_F)_+} a_\mu(\xi) e^{2\pi i \text{Tr}(\xi z)}. \]

The space of cuspforms of level \( \Gamma_\mu(n) \) and weight \( k \) is denoted \( S_k(\Gamma_\mu(n)) \). For each \( \mu \) choose a cuspform in \( S_k(\Gamma_\mu(n)) \) and put \( f = (f_1, \ldots, f_h) \). Then we say that \( f \) is a cuspform of level \( n \) and weight \( k = (k_1, \ldots, k_n) \). The space of all such \( f \) is denoted by \( S_k(n) \) and we have

\[ S_k(n) = \bigoplus_{\mu = 1}^h S_k(\Gamma_\mu(n)). \]

An element \( f \in S_k(n) \) is said to be a cuspidal classical Hilbert newform if it lies in the orthogonal complement of the oldspace and is a common eigenfunction for the Hecke operators at almost all primes, see \([14, \text{Sect. 2}] \).

**Remark 5.2** For a more basic introduction to Hilbert modular forms one can see, for example, \([1, \text{Chapter 2}] \).

### 5.2 Classical and adelic correspondence

Here we give a description on how one can go between classical Hilbert newforms and adelic newforms (as in Sect. 5.1 we only consider the case of trivial character \( \chi \)). We will give an outline of how this description is constructed for a full discussion see \([8, \text{Chapter 3}] \) and \([10, \text{Sect. 4}] \). Let \( A_k(n) \) be the subspace of \( A_{\text{cusp}}(\text{GL}_2(F) \backslash \text{GL}_2(\mathbb{A}_F)) \) that consists of functions such that
(i) \( \phi(gr(\theta)) = e^{-ik\theta} \phi(g) \), where \( r(\theta) = \left\{ \begin{pmatrix} \cos \theta_j & -\sin \theta_j \\ \sin \theta_j & \cos \theta_j \end{pmatrix} \right\}_j \in \text{SO}(2)^n \).

(ii) \( \phi(g\kappa) = \phi(g) \), where \( \kappa \in K_0(n) \).

(iii) \( \phi \) is an eigenfunction of the Casimir element \( \Delta := (\Delta_1, \ldots, \Delta_n) \) as a function of \( \text{GL}_2(\mathbb{R})^n \) with its eigenvalue \( \lambda = \prod_{j=1}^n \frac{k_j i}{\pi} (1 - \frac{k_j i}{\pi}) \).

Then \( A_k(n) \) is isomorphic to \( S_k(n) \). To see this we define, for each \( f = (f_1, \ldots, f_h) \in S_k(n) \)

\[
\phi(\gamma x_z g_{\infty} \kappa) = f_\mu |k g_{\infty}(i)
\]

(7)

where \( \gamma \in \text{GL}_2(F) \), \( g_{\infty} \in \text{GL}_2^+(F_{\infty}) \), \( \kappa \in K_0(n) \) and \( i = (i, \ldots, i) \). This is well defined because of (5) and (6). One can also check that \( \phi \) as above gives an element of \( A_k(n) \). Conversely, given \( \phi \in A_k(n) \) define

\[ f_\mu(z) = y^{-k/2} \phi(x_z g_z), \]

where \( g_z i = z \). Then we have that \( f := (f_1, \ldots, f_h) \in S_k(n) \).

We say that \( \phi \in A_k(n) \) is an adelic newform if it generates an irreducible cuspidal automorphic representation \( \Pi = \Pi_{\phi} \) of \( \text{GL}_2(\mathbb{A}_F) \) of conductor \( n \). The set of adelic newforms in \( A_k(n) \) is in bijective correspondence with the set of classical cuspidal Hilbert newforms \( f \in S_k(n) \). Precisely given \( \phi \) as above it corresponds to a classical cuspidal Hilbert newform \( f = (f_1, \ldots, f_h) \) of level \( n \) and weight \( k \) defined via \( f_\mu(z) = y^{-k/2} \phi(x_z g_z) \).

Given an adelic newform \( \phi_{\mathfrak{f}} \) attached to \( f \in S_k(n) \), the automorphic representation of \( \text{GL}_2(\mathbb{A}_F) \) generated by it is known to be irreducible, see for example [10, Theorem 4.7]. The following lemma gives an explicit relation between the action of \( \text{Aut}(\mathbb{C}) \) on newforms and representations.

**Lemma 5.3** Let \( f = (f_1, \ldots, f_h) \) be a cuspidal classical Hilbert newform. Given \( \tau \in \text{Aut}(\mathbb{C}) \) let \( f_\tau \) be defined as in [14, Proposition 2.6]. Let \( \Pi \) be the automorphic representation generated by \( \phi_{\mathfrak{f}} \) and \( \Pi' \) be the automorphic representation generated by \( \phi_{\mathfrak{f}} \). Then for each finite place \( v \) we have

\[ \Pi'_v \otimes |^k_{v}/2 \cong \tau(\Pi_v \otimes |^k_{v}/2). \]

**Proof** See [10, Theorem 4.19].

### 5.3 Whittaker expansion

We now give the explicit relation between the Fourier coefficients of a classical Hilbert newform at a cusp and the global Whittaker newform. We start with a general result which holds for a larger class of Hilbert automorphic forms.

**Lemma 5.4** Let \( M \) be an ideal of \( \mathcal{O}_F \) with localisation \( M_v = \mathcal{O}_v^{m_v} \mathcal{O}_v \) for every finite place \( v \) such that for almost all \( v \) we have that \( m_v = 0 \). Let \( \phi \) be a Hilbert automorphic form in the space of \( \Pi \) such that \( \phi \) is right invariant by \( \begin{pmatrix} 1 & \mathcal{O}_v^{m_v} \mathcal{O}_v \\ 0 & 1 \end{pmatrix} \) for every finite
place and satisfies (i) and (iii) in Sect. 5.2. Let \( h \) be a holomorphic function on \( \mathbb{H}^n \) defined by the equation

\[
h(z) = j(g_z, i^k \phi(g_z)).
\]

Then \( h \) has a Fourier expansion of the form

\[
h(z) = \sum_{\xi \in M^{-1}D_F^{-1}} a_h(\xi) e^{2\pi i \text{Tr}(\xi z)}.
\]

(8)

Moreover

\[
W_\phi(a(\xi)g_z) = \begin{cases} 
\gamma^{k/2}a_h(\xi) e^{2\pi i \text{Tr}(\xi z)}, & \text{if } \xi \in M^{-1}D_F^{-1} \\
0, & \text{otherwise}.
\end{cases}
\]

**Proof** From the fact that \( \phi \) satisfies (i) and (iii) in Sect. 5.2, it follows that \( h \) is holomorphic on \( \mathbb{H}^n \) and \( h(z + \gamma) = h(z) \), for every \( \gamma \in M \). This shows that

\[
h(z) = \sum_{\xi \in F} a_h(\xi) e^{2\pi i \text{Tr}(\xi z)},
\]

for some complex numbers \( a_h(\xi) \).

Suppose \( a_h(\xi) \neq 0 \). From the property that \( h \) is invariant by \( M \) we have that \( \text{Tr}(\xi \gamma) \in \mathbb{Z} \) for every \( \gamma \in M \). This property is equivalent to that of \( \xi \in M^{-1}D_F^{-1} \). To see this note that for every place \( v < \infty \) we have that \( \text{Tr}(\xi_v \gamma_v) \in \mathbb{Z}_v \), for every \( \gamma_v \in M_v \). Thus \( \text{Tr}(n(n_v, \xi_v)g_z) \in \mathbb{Z}_v \) for every \( n_v \in O_v \). This is equivalent to the following

\[
\omega_v^{m_v} \xi_v \in D_v^{-1} \iff \xi_v \in \omega_v^{-m_v}D_v^{-1} \iff \xi \in M^{-1}D_F^{-1}.
\]

This shows that \( h \) has a Fourier expansion of the form (8). Next let \( \xi \in F^\times \) and let \( z = x + iy \in \mathbb{H}^n \). Then using the definition of \( W_\phi \), (3), we have that

\[
W_\phi(a(\xi)g_z) = \int_{\mathbb{F}/F} \phi(n(x')a(\xi)g_z) \bar{\psi}(x') \, dx',
\]

\[
= \int_{\mathbb{F}/F} \phi(a(\xi)n(\xi^{-1} x')g_z) \psi(-x') \, dx',
\]

\[
= \int_{\mathbb{F}/F} \phi(n(\xi^{-1} x')g_z) \psi(-x') \, dx',
\]

\[
= \int_{\mathbb{F}/F} \phi(n(x')g_z) \psi(-\xi x') \, dx',
\]

\[
= \int_{\mathbb{F}/F} \phi(n(x') + x) a(y) \psi(-\xi x') \, dx',
\]
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$$\int_{\mathbb{H}_F/F} \phi(n(x')a(y))\psi(-\xi x)\psi(\xi x) \, dx'.$$

$$= e(\text{Tr}(\xi x)) \int_{\mathbb{H}_F/F} \phi(n(x')a(y))\psi(-\xi x') \, dx'.$$

We denote the integral in the last line by $I_\phi(y, \xi)$. We now want to split this integral into the product of two integrals, using the fundamental domain

$$\mathbb{H}_F/F = F_\infty/M \times \prod_{v<\infty} \mathcal{O}_v,$$

using strong approximation. Therefore using $y \in F_\infty$ and the right invariance of $\phi$ by $n(\mathcal{O}_v)\mathcal{O}_v$ we have that

$$\text{Vol}(F_\infty/M)I_\phi(y, \xi) = \int_{F_\infty/M} \phi(n(x_\infty)a(y))\psi_\infty(-\xi x_\infty) \, dx_\infty$$

$$\prod_{v<\infty} \int_{\mathcal{O}_v} \psi_v(-\xi \mathcal{O}_v x_v) \, dx_v,$$

$$= \int_{F_\infty/M} y^{k/2}h(x_\infty + iy)e(-\text{Tr}(\xi x_\infty)) \, dx_\infty$$

$$\prod_{v<\infty} \int_{\mathcal{O}_v} \psi_v(-\xi \mathcal{O}_v x_v) \, dx_v.$$

We have that $I_\phi(y, \xi)$ will only be non-zero when

$$\int_{\mathcal{O}_v} \psi_v(-\xi \mathcal{O}_v x_v) \, dx_v \neq 0$$

for each $v$. Recall that $\psi_v = \psi_p \circ \text{Tr}_{F_v/Q_p}$ and $\psi_p(x) = 1$ for every $x \in \mathbb{Z}_p$. If the finite place integral is non-zero for each $v$ we write $\xi = \mathcal{O}_v^n u$ where $n \in \mathbb{Z}$ and $u \in \mathcal{O}_v^\times$. Therefore using (2) we have that

$$\int_{\mathcal{O}_v} \psi_v(\xi \mathcal{O}_v x_v) \, dx_v = \int_{\mathcal{O}_v} \psi_v(\mathcal{O}_v^{m+n} u k) \, dk = \begin{cases} 0, & \text{if } m_v + n < d_v \\ 1, & \text{if } m_v + n \geq d_v \end{cases},$$

Therefore we have that

$$I_\phi(y, \xi) = \begin{cases} \frac{1}{\text{Vol}(F_\infty/M)} \int_{F_\infty/M} y^{k/2}h(x_\infty + iy)e(-\text{Tr}(\xi x_\infty)) \, dx_\infty, & \text{if } \xi \in M^{-1}D_F^{-1} \\ 0, & \text{otherwise}. \end{cases}$$

Using the Fourier expansion of $h$,

$$h(x_\infty + iy) = \sum_{\xi' \in M^{-1}D_F^{-1}} a_h(\xi')e^{2\pi i \text{Tr}(\xi' x_\infty)}e^{-2\pi \text{Tr}(\xi'y)},$$
we have that

\[ I_{\phi}(y, \xi) = \begin{cases} 
y^{k/2}a_h(\xi)e^{-2\pi i \text{Tr}(\xi y)}, & \text{if } \xi \in M^{-1}D^{-1} \\
0, & \text{otherwise.} \end{cases} \]

Therefore for \( \xi \in M^{-1}D^{-1} \) we have

\[ W_{\phi}(a(\xi)g_z) = e(\text{Tr}(\xi x))y^{k/2}a_h(\xi)e(i \text{ Tr}(\xi y)) = y^{k/2}a_h(\xi)e(\text{Tr}(\xi z)), \]

and for \( \xi \notin M^{-1}D^{-1} \) we have \( W_{\phi}(a(\xi)g_z) = 0 \).

From now on we let \( \phi \) be an adelic newform in the space of \( \Pi \) and \( f \) be the corresponding classical Hilbert newform. We shall now also assume that \( k_j \geq 1 \) for every \( j = 1, ..., n \). Let \( \sigma = (a,b) \in \Gamma_\mu(1) \) then recall that if \( f_{\mu} \) is a Hilbert modular form for \( \Gamma_\mu(n) \) we have \( f_{\mu}||_k \sigma(z) \) is a Hilbert modular form for \( \sigma^{-1}\Gamma_\mu(n)\sigma \). We have for \( \sigma \in \Gamma_\mu(1) \), using (7)

\[ f_{\mu}||_k \sigma(z) = y^{-k/2}(f_{\mu}||_k \sigma g_z)(i) = y^{-k/2}\phi(x_{\mu,1}(\sigma)g_z) = y^{-k/2}\phi(t_\sigma x_{\mu}g_z) = y^{-k/2}\phi(t_\sigma^{-1}x_{\mu}g_z) = y^{-k/2}\phi(g_z t_\sigma^{-1}x_{\mu}), \]

where \( t_\sigma^{-1}x_{\mu} \) is an element of the finite adeles.

Our aim is to apply Lemma 5.4 to the specific case of \( f_{\mu}||_k \sigma \) where \( \sigma \in \Gamma_\mu(1). \) By the above calculation, this corresponds to \((t_\sigma^{-1}x_{\mu})\phi\) in the setup of Lemma 5.4. The first step to do this is by finding the ideal \( M' \) of \( O_F \) corresponding to \( M'_v = O_v^{n_v}O_v \) such that \( \left( \begin{smallmatrix} 1 & M'_v \\ 1 & 0 \end{smallmatrix} \right) \in \sigma^{-1}\Gamma_\mu(n)\sigma \). That is we require \( \sigma^{-1}\Gamma_\mu(n)\sigma \). Equivalently for each place \( v \), we require

\[ \left( \begin{smallmatrix} 1 & O_v^{n_v}O_v \\ \sigma_v^{-1}x_{\mu,v}K_v(O_v^{n_v})x_{\mu,v}^{-1} \end{smallmatrix} \right) \in \sigma^{-1}x_{\mu,v}K_v(O_v^{n_v})x_{\mu,v}^{-1}. \]

We can view

\[ \sigma = x_{\mu,v}\left( \begin{smallmatrix} 1 & O_v^{n_v}O_v \\ \sigma_v^{-1}x_{\mu,v}K_v(O_v^{n_v})x_{\mu,v}^{-1} \end{smallmatrix} \right) \]

where \((a'_{c'}b') \in \text{GL}_2(O_F)\) and \( x_{\mu,v} = \left( \begin{smallmatrix} 1 & O_v^{n_v}O_v \end{smallmatrix} \right) \). Denote \( A := (a'_{c'}b') \in \text{GL}_2(O_F) \). Therefore
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On computing the left hand side of (10) we require

\[
\begin{align*}
\left( \frac{1}{\sigma_v^{m'_v}} \sigma_v \right) & \in x_{\mu, v} \left( \frac{1}{\sigma_v^{d_v}} \right) A^{-1} \left( \frac{1}{\sigma_v^{-d_v}} \right) K_v (\sigma_v^{n_v}) \left( \frac{1}{\sigma_v^{d_v}} \right) A \left( \frac{1}{\sigma_v^{-d_v}} \right) \chi_{\mu, v}^{-1} \\
\iff \quad \left( \frac{1}{\sigma_v^{m'_v+t_v+d_v}} \sigma_v \right) & \in A^{-1} \left( \frac{1}{\sigma_v^{-d_v}} \right) K_v (\sigma_v^{n_v}) \left( \frac{1}{\sigma_v^{d_v}} \right) A
\end{align*}
\]

where \( \alpha \in \mathcal{O}_v \), \( y_v = \left( \frac{1}{\sigma_v^{d_v}} \right) \) and \( \varepsilon = \det A \in \mathcal{O}_F^\times \). If we now study the \( p \)-valuation we obtain the following conditions

1. \( 2v_p (a') + m'_v + t_v \geq 0 \),
2. \( 2v_p (c') + m'_v + t_v \geq n_v \).

On rearranging these conditions we obtain

\[
m'_v \geq -d_v - t_v - 2v_p (a'), \quad m'_v \geq -t_v - d_v + n_v - 2v_p (c').
\]

Hence

\[
m'_v \geq -t_v - d_v + \max\{ -2v_p (a'), n_v - 2v_p (c') \}.
\]

Let

\[
w_v (\sigma, n) = \max\{ -2v_p (a'), n_v - 2v_p (c') \} = n_v - \min\{ 2v_p (a') + n_v, 2v_p (c') \}.
\]

Then let \( w_v (\sigma, n) = \sigma_v^{w_v (\sigma, n)} \mathcal{O}_v \) and \( w (\sigma, n) \) the corresponding ideal in \( \mathcal{O}_F \), so

\[
w (\sigma, n) = n (\gcd ((a')^2 n, (c')^2))^{-1}.
\]

This leads to \( f_{\mu || k} \sigma \) having a Fourier expansion of the form

\[
f_{\mu || k} \sigma (z) = \sum_{\xi \in ((t_{\mu} \mathcal{O}_F) w (\sigma, n)^{-1})_+} a_{\mu} (\xi; \sigma) e (\text{Tr} (\xi z)).
\]

We define

\[
c_{\mu} (\xi; f_{\mu || k} \sigma) = N (t_{\mu} \mathcal{O}_F)^{-k_0/2} a_{\mu} (\xi; \sigma) \xi^{(k_0 - k)/2}, \quad (11)
\]

recall \( k_0 = \max\{ k_1, \ldots, k_n \} \) and \( k_0 \mathbf{1} = (k_0, \ldots, k_0) \).
Remark 5.5 Note from (9) we can view a matrix \( \sigma = (a_{ij}) \in \Gamma_\mu(1) \) as

\[
x_{\mu,v}(\frac{1}{m_v^{d_v}})(a'_{ij})^{b'} \left(\frac{1}{m_v^{d_v}}\right)x_{\mu,v}^{-1},
\]

with \((a'_{ij}) \in \text{GL}_2(\mathcal{O}_F)\). Therefore we have that

\[
\sigma_v = \left(\begin{array}{cc} a_v & b_v \\ c_v & d_v \end{array}\right) = \left(\begin{array}{cc} a'_v & b'_v \\ \omega_v^{b'+d_v} & c'_v \end{array}\right).
\]

Proposition 5.6 Let \( \mathfrak{w}(\sigma, n) \) be the ideal of \( \mathcal{O}_F \) defined by

\[
\mathfrak{w}(\sigma, n) = n \left(\gcd((a')^2, n), (c')^2\right)^{-1}.
\]

Let \( \xi \in \mathcal{F}^\times \). Then

\[
W_\phi(a(\xi)g_\tau(\sigma^{-1})x_\mu) = \begin{cases} y^{k/2}a_\mu(\xi; \sigma)e(\text{Tr}(\xi z)), & \text{if } \xi \in \left((t_\mu \mathcal{O}_F)\mathfrak{w}(\sigma, n)^{-1}\right)_+ \\ 0, & \text{otherwise}. \end{cases}
\]

Proof This follows from applying Lemma 5.4 to the automorphic form \( \phi' = \Pi(t_\tau(\sigma^{-1})x_\mu)\phi \) and using the fact \( W_\phi(a(\xi)g_\tau(\sigma^{-1})x_\mu) = W_{\phi'}(a(\xi)g_\tau) \).

6 Main result

In this section we prove our main result. We do this by applying a similar method to that used in the proof of Theorem 4.1.

In Proposition 5.6 we showed that \( a_\mu(\xi; \sigma) \) can be written in terms of the global Whittaker function. Recall that the global Whittaker function can be broken up into a product of local Whittaker functions. This means that finding sufficient conditions for \( \tau \) to fix \( c_\mu(\xi; f_\mu|k\sigma) \), boils down to finding sufficient conditions such that \( \tau \) fixes the local Whittaker newforms. With this in mind we have the following decomposition

\[
W_\phi(g) = C \prod_{v\mid\infty} W_\infty(g_\infty) \prod_{v<\infty} W_v(g_v),
\]

where \( C \) is a constant. This decomposition is due to the uniqueness of Whittaker functionals. We are able to evaluate \( W_\infty \) via,

\[
W_\infty(a(\xi)g_z) = (\xi y)^{k/2}e(\text{Tr}(\xi z)),
\]

see for example [11, Sect. 3]. We now wish to compute the constant \( C \). To do this let \( g_\infty = g_z \) and \( g_v = x_{1,v} \) for every \( v < \infty \). Then using Proposition 5.6 and the fact that \( f \) is normalised, that is, \( a_\mu(1; 1) = 1 \) we have

\[
W_\phi(g_zx_1) = y^{k/2}a_1(1; 1)e(\text{Tr}(z)) = y^{k/2}e(\text{Tr}(z)).
\]
On the other hand using (12), (13) and the fact that $W_v(1) = 1$ we obtain

$$W_\phi(g_z x_1) = C y^{k/2} e(\text{Tr}(z)).$$

Thus $C = 1$.

**Proposition 6.1** Let $c_\mu(\xi; f_\mu||k\sigma)$ be defined as in (11). Then

$$c_\mu(\xi; f_\mu||k\sigma) = N(t_\mu \mathcal{O}_F)^{-k_0/2} \xi^{k_0 1/2} \prod_{v < \infty} W_v(a(\xi)t_f(\sigma^{-1})x_\mu). \quad (14)$$

**Proof** From Proposition 5.6 and evaluating $W_{\infty}$ we have that

$$a_\mu(\xi; \sigma) = y^{-k/2} e(-\text{Tr}(\xi z)) W_\phi(a(\xi)g_z t_f(\sigma^{-1})x_\mu) = y^{-k/2} e(-\text{Tr}(\xi z)) (\xi y)^{k/2} e(\text{Tr}(\xi z)) \prod_{v < \infty} W_v(a(\xi)t_f(\sigma^{-1})x_\mu) = \xi^{k/2} \prod_{v < \infty} W_v(a(\xi)t_f(\sigma^{-1})x_\mu).$$

Recall from (11) we have

$$c_\mu(\xi; f_\mu||k\sigma) = N(t_\mu \mathcal{O}_F)^{-k_0/2} \xi^{(k_0 1-k)/2} a_\mu(\xi; \sigma).$$

Therefore

$$c_\mu(\xi; f_\mu||k\sigma) = N(t_\mu \mathcal{O}_F)^{-k_0/2} \xi^{k_0 1/2} \prod_{v < \infty} W_v(a(\xi)t_f(\sigma^{-1})x_\mu).$$

Let $f = (f_1, ..., f_h)$ be a normalised cuspidal Hilbert newform with weight $k = (k_1, ..., k_n)$ such that $k_1 \equiv ... \equiv k_n \pmod{2}$. We let $\mathbb{Q}(f)$ denote the number field generated by $c_\mu(\xi; f_\mu)$ as $\xi$ varies over $F$ and $\mu$ varies over $1 \leq \mu \leq h$. Then for $f$, $1 \leq \mu \leq h$, and $\sigma \in \Gamma_\mu(1)$ we let $\mathbb{Q}(f, \mu, \sigma)$ denote the field generated by $c_\mu(\xi; f_\mu||k\sigma)$ as $\xi$ varies over $F$. Note that $\mathbb{Q}(f)$ is the compositum of the fields $\mathbb{Q}(f, \mu, 1)$ as $\mu$ varies over $1 \leq \mu \leq h$.

We are now able to state and prove the main result of this article.

**Theorem 6.2** Let $f = (f_1, ..., f_h)$ be a normalised cuspidal Hilbert newform of level $n$ and weight $k = (k_1, ..., k_n)$ with $k_1 \equiv ... \equiv k_n \pmod{2}$. Let $1 \leq \mu \leq h$ and $\sigma = (a \, b \, c \, d) \in \Gamma_\mu(1)$. Let $n'$ be the integral ideal of $\mathcal{O}_F$ such that $n'(n+cdt_\mu^{-1}\mathcal{O}_F^{-1}) = n$. Then $\mathbb{Q}(f, \mu, \sigma)$ lies in the number field $\mathbb{Q}(f)(\zeta_{N_0})$ where $N_0$ is the integer such that $N_0 \mathbb{Z} = n' \cap \mathbb{Z}$.

**Proof** Let $\tau \in \text{Aut}(\mathbb{C})$ fix $\mathbb{Q}(f)(\zeta_{N_0})$ where $N_0$ is the unique positive integer such that $N_0 \mathbb{Z} = n(\text{gcd}(cdt_\mu^{-1}\mathcal{O}_F^{-1}, n))^{-1} \cap \mathbb{Z}$. Thus specifically $\tau$ fixes $\mathbb{Q}(f)$ and all the $\zeta_{N_0}$ roots of unity.
From the fact that \( \tau \) fixes \( \mathbb{Q}(f) \) and using [14, Proposition 2.6], multiplicity one and Lemma 5.3 we have that \( f = f^\tau \). Therefore, using Lemma 5.3 we have

\[
\Pi_v \otimes | \tau v^{k_0/2} \cong (\Pi_v \otimes | v^{k_0/2}).
\]

So, by (4), we have that for each non-archimedean place \( v \)

\[
\tau(W_v(a(\xi)\mu_f(\sigma^{-1})x_{\mu})) \tau(|\xi|_v|f_{\mu}|v)^{k_0/2} = W_v(a(\tau x)\mu f(\sigma^{-1})x_{\mu})(|\xi|_v|f_{\mu}|v)^{k_0/2}.
\]

(15)

Since all the \( N_0 \) roots of unity are fixed by \( \tau \) we have that

\[
\alpha^\tau \equiv 1 \pmod{n_v(\gcd(c_v d_v \sigma_{v^{-d_v}}, n_v))^{-1}},
\]

where \( c_v \) and \( d_v \) are the \( v \) parts of \( c \) and \( d \) respectively. Consider the product

\[
x^{-1}_{\mu} \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} \alpha^\tau \\ 1 \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix}^{-1} x_{\mu}.
\]

On using (9) we have this product is equal to

\[
\begin{pmatrix} 1 \\ \sigma_{v^{-d_v}} \end{pmatrix} \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix} \begin{pmatrix} 1 \\ \sigma_{v^{-d_v}} \end{pmatrix} \begin{pmatrix} \alpha^\tau \\ 1 \end{pmatrix} \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix}^{-1} \begin{pmatrix} 1 \\ \sigma_{v^{-d_v}} \end{pmatrix}.
\]

(16)

On evaluating (16) we have

\[
\begin{pmatrix} \varepsilon^{-1}(a'd'\alpha^\tau - b'c') \\ \varepsilon^{-1}c'd'(\alpha^\tau - 1)\sigma_{v^{-d_v}} \\ \varepsilon^{-1}(a'd' - b'c'\alpha^\tau) \end{pmatrix}, \text{ where } \varepsilon = \det(a' b'),
\]

We want to show that this matrix is an element of \( K_v(n) \). Therefore we need the following conditions to be satisfied

(1) \( \varepsilon^{-1}a'b'(1 - \alpha^\tau)\sigma_{v^{-d_v}} \in D_v^{-1} \)

(2) \( \varepsilon^{-1}c'd'(\alpha^\tau - 1)\sigma_{v^{-d_v}} \in n_v D_v \)

(3) \( \varepsilon^{-1}(a'd' - b'c'\alpha^\tau) \in O_v \).

Recall that \( a', b', c' \) and \( d' \) are elements of \( \mathcal{O}_F \) and \( \varepsilon^{-1} \in \mathcal{O}_F^\times \) so conditions (1) and (3) are satisfied with no additional assumptions on \( \alpha^\tau \). Now consider condition (2). From the fact we have

\[
\alpha^\tau \equiv 1 \pmod{n_v(\gcd(c' d'_v, n_v))^{-1}}
\]

which is equivalent to

\[
\alpha^\tau \equiv 1 \pmod{n_v(\gcd(c' d'_v, n_v))^{-1}},
\]

\( \square \) Springer
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using Remark 5.5. Thus we have that condition (2) is also satisfied. Therefore

\[
\begin{pmatrix}
\varepsilon^{-1}(a'd'\alpha_t - b'c') \\
\varepsilon^{-1}c'd'(\alpha_t - 1)\sigma_v \\
\varepsilon^{-1}(a'd' - b'c'\alpha_t)
\end{pmatrix}
\in K_v(n).
\]

Recall that in general for \(W_v(g_1) = W_v(g_2)\) it suffices that \(g_1^{-1}g_2 \in K_v(n)\). Therefore we have that

\[
W_v(a(\xi)\iota_\ell(\sigma^{-1})x_\mu) = W_v(a(\alpha_t)a(\xi)\iota_\ell(\sigma^{-1})x_\mu),
\tag{17}
\]

for every finite place. Combining (15) and (17), we have

\[
\frac{\tau(W_v(a(\xi)\iota_\ell(\sigma^{-1})x_\mu))}{W_v(a(\xi)\iota_\ell(\sigma^{-1})x_\mu)} = \frac{|\xi|^{k_0/2}}{\tau(|\xi|^{k_0/2}).}
\tag{18}
\]

We now consider the quotient

\[
\frac{\tau(c_\mu(\xi; f_\mu||k\sigma))}{c_\mu(\xi; f_\mu||k\sigma)}.
\]

To prove the result it now suffices to show this quotient is equal to one. Therefore by (14) and (18) we have

\[
\frac{\tau(c_\mu(\xi; f_\mu||k\sigma))}{c_\mu(\xi; f_\mu||k\sigma)} = \frac{\tau(N(t_\mu\mathcal{O}_F)^{-k_0/2})\tau(\xi^{k_0/2})}{N(t_\mu\mathcal{O}_F)^{-k_0/2}\xi^{k_0/2}} \prod_{v<\infty} \frac{|\xi|^{k_0/2}}{\tau(|\xi|^{k_0/2})}
\]

\[
= \frac{\tau(\prod_{v<\infty} |t_\mu|^{k_0/2})}{\prod_{v<\infty} |t_\mu|^{k_0/2}} \frac{\tau(\prod_{v<\infty} |\xi|^{k_0/2})}{\prod_{v<\infty} |\xi|^{k_0/2}} \left(\prod_{v<\infty} |t_\mu|^{k_0/2}\right)
\]

\[
= \frac{\tau(\prod_{v<\infty} |\xi|^{k_0/2})}{\prod_{v<\infty} |\xi|^{k_0/2}}, \text{ using global norm formula.}
\]

We have that \(\prod_{v<\infty} |\xi| = |N(\xi)| \in \mathbb{Q}\). Hence

\[
\frac{\tau(\prod_{v<\infty} |\xi|^{k_0/2})}{\prod_{v<\infty} |\xi|^{k_0/2}} = \frac{\prod_{v<\infty} |\xi|^{k_0}}{\prod_{v<\infty} |\xi|^{k_0}} = 1.
\]
Therefore we have that $\tau$ fixes $c_\mu(\xi; f_\mu |k \sigma)$ and so

$$c_\mu(\xi; f_\mu |k \sigma) \in \mathbb{Q}(f)(\xi_{N_0}).$$

**Remark 6.3** We see that in the special case of $F = \mathbb{Q}$ we obtain the result of Brunault and Neururer for newforms.

**Question 6.4** Our method to prove Theorems 4.1 and 6.2 was to find sufficient conditions not necessary ones. Therefore one can ask if the number field $\mathbb{Q}(f)(\xi_{N_0})$ is optimal, that is, do we have $\mathbb{Q}(f, \mu, \sigma) = \mathbb{Q}(f)(\xi_{N_0})$?

Note that if $F = \mathbb{Q}$ this is known to be true [2, Theorem 7.6], so one can restrict their attention to the case of $n > 1$.

**Question 6.5** It would be interesting to generalise the results in this paper to the setting of Hilbert newforms with non-trivial central character and specifically what will the number field be.

One can also ask the question of what happens for automorphic forms over different groups, for example Siegel modular forms. As stated in the introduction one would suspect that a similar method used here would work in that case.
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