SOLVING FUZZY QUADRATIC PROGRAMMING PROBLEMS WITH A PROPOSED ALGORITHM

Abstract

The theory of fuzzy mathematics has been proven very effective for defining and solving optimization problems. Fuzzy quadratic programming (FQP) is a consequence of this approach. In this paper, an algorithm has been proposed to solve FQP with coefficients as triangular fuzzy numbers (TFN). The proposed algorithm converts FQP into two parametric quadratic programming (QP) problems. These QP solutions provide a lower and upper bound on the objective function of FQP. When these two values coincide, an optimal solution is achieved. This algorithm has been analyzed using a numerical example and compared with existing methods.
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1 Introduction

Quadratic programming (QP) is an optimization technique and a generalization of linear programming (LP). Its theoretical foundation was developed by M. Frank and P. Wolfe [1]. QP is widely used in regression analysis, portfolio optimization, image and signal processing, etc. It is a nonlinear optimization problem that has a quadratic objective function with linear constraints. It can be formulated in a general form as [3].

\[
\begin{align*}
\text{min } z &= n \sum_{j=1}^{n} c_j x_j + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} q_{ij} x_i x_j \\
\text{s.t. } \sum_{j=1}^{n} a_{ij} x_j &\leq b_i, \quad i = 1, \ldots, n \\
&x_j \geq 0, \quad j = 1, \ldots, n
\end{align*}
\]

(1)

where \( x_i \) are decision variables to be determined, \( c_i \) represent cost coefficients, and \( q_{ij} \) are the coefficients of quadratic form for \( i, j = 1, 2, \ldots, n \). Note that the quadratic matrix \( Q = [q_{ij}] \) is symmetric and positive definite. The constraint coefficients and right hand constants are denoted by \( a_{ij} \) and \( b_i \), respectively.

The above formulation does not take into account the uncertain and vague data. But it can be dealt with using fuzzy sets and logic [10]. For this reason, fuzzy optimization techniques have become very useful. Zimmermann first applied this theory to mathematical programming [11]. Recently, many ideas have been proposed to formulate and solve QP problems in a fuzzy environment. For instance, Shiang-Tai Liu formulated QP as an FQP where all the coefficients are triangular fuzzy numbers (TFN) [5]. Liu has developed an algorithm where he proposed to create a pair of two-level mathematical programs to calculate the upper and lower bound of the objective function of FQP [4, 5]. Then the optimal solution was derived by solving two QP. Amin Mansoori, Sohrab Effati, and Mohammad Eshangnejad designed a one-layer structured neural network model for solving the FQP [6]. They changed the FQP to a bi-objective problem, then reduced it to a weighting problem, and finally constructed a Lagrangian dual. They have solved their proposed dynamical system by ODE method. To plan a waste management system under uncertainty,
A subset $A$ of a fuzzy optimization problem can be defined as,

$$\alpha$$

If $\forall \alpha \in [0,1]$, the support of $\tilde{A}$ is defined as,

Definition 2.1. Let $X$ be a universal set. Then a fuzzy set $\tilde{A}$ in $X$ with the membership function $\mu_{\tilde{A}}: \mathbb{R} \rightarrow [0,1]$ is defined as,

$$\tilde{A} = \{(x, \mu_{\tilde{A}}(x)) : x \in X\}$$

Support of $\tilde{A}$ is a crisp set $C(\tilde{A}) = \{x \in X : \mu_{\tilde{A}}(x) > 0\}$.

Definition 2.2. The $\alpha$-level set of $\tilde{A}$ is a crisp set $A_{\alpha}$, defined as

$$A_{\alpha} = \{x \in X : \mu_{\tilde{A}}(x) \geq \alpha\}, \alpha \in [0,1]$$

Definition 2.3. $\tilde{A}$ is called convex if $\mu_{\tilde{A}}(\lambda x_1 + (1-\lambda)x_2) \geq \min\{\mu_{\tilde{A}}(x_1), \mu_{\tilde{A}}(x_2)\}$, where $x_1, x_2 \in X$, $\lambda \in [0,1]$.

Definition 2.4. If $\mu_{\tilde{A}} = 1$ for at least one $x \in X$ then $\tilde{A}$ is called normal.

Definition 2.5. If $\tilde{A}$ is a normal, and convex fuzzy set with a bounded support then it is called a fuzzy number (FN).

Definition 2.6. The Triangular fuzzy number (TFN) $\tilde{A} = (a_1, a_2, a_3)$ is a FN with the membership function defined as

$$\mu_{\tilde{A}}(x) = \begin{cases} \frac{x-a_2}{a_3-a_2}, & x \in [a_1, a_2] \\ \frac{a_3-x}{a_3-a_2}, & x \in [a_2, a_3] \\ 0, & x < a_1 \text{ and } x > a_3 \end{cases}$$

where $a_1, a_2, a_3 \in \mathbb{R}$ and $a_1 \leq a_2 \leq a_3$.

Note that a FN can be fully and uniquely represented by its $\alpha$-cut. The $\alpha$-cut for a TFN is $\tilde{A}_{\alpha} = [A_{\alpha}^L, A_{\alpha}^U]$, $\forall \alpha \in [0,1]$, where $A_{\alpha}^L = a_1 + \alpha(a_2 - a_1)$, and $A_{\alpha}^U = a_3 - \alpha(a_3 - a_2)$. This representation allow us to perform arithmetic operation between two FN $\tilde{A}$, and $\tilde{B}$ as,

i. Addition: $(\tilde{A} + \tilde{B})_{\alpha} = [A_{\alpha}^L + B_{\alpha}^L, A_{\alpha}^U + B_{\alpha}^U]$

ii. Scalar Multiplication: If $k > 0$ then $(k \tilde{A})_{\alpha} = [kA_{\alpha}^L, kA_{\alpha}^U]$ and $(k \tilde{A})_{\alpha} = [kA_{\alpha}^U, kA_{\alpha}^L]$ if $k < 0$.

iii. Multiplication: $(\tilde{A}\tilde{B})_{\alpha} = [M_{\min}, M_{\max}]$, where $M_{\min} = \min(A_{\alpha}^L, B_{\alpha}^L, A_{\alpha}^U, B_{\alpha}^U, A_{\alpha}^L, B_{\alpha}^U, A_{\alpha}^U, B_{\alpha}^U)$ and $M_{\max} = \max(A_{\alpha}^L, B_{\alpha}^L, A_{\alpha}^U, B_{\alpha}^U, A_{\alpha}^L, B_{\alpha}^U, A_{\alpha}^U, B_{\alpha}^U)$.

A subset $A$ of $X$ is said to be convex, if $\lambda x + (1-\lambda)y \in A$ whenever $x, y \in A$ and $\lambda \in (0,1)$. Let $E$ denotes a collection of TFN. Then,

Definition 2.7. A fuzzy mapping $\tilde{f} : A \rightarrow E$ defined on a convex subsets $A$ in $X$ is convex, if and only if,

$$\tilde{f}(\lambda x + (1-\lambda)y) \leq \lambda \tilde{f}(x) + (1-\lambda) \tilde{f}(y), \forall x, y \in A, \lambda \in [0,1]$$

If $\tilde{f}(\lambda x + (1-\lambda)y) < \lambda \tilde{f}(x) + (1-\lambda) \tilde{f}(y), \forall x, y \in A, x \neq y, \lambda \in (0,1)$, then $\tilde{f}$ is called strictly convex.

Like the $\alpha$-cut of a fuzzy number, a fuzzy mapping $\tilde{f}$ can be written as follow,

$$\tilde{f}(x) = [f_{\alpha}^L, f_{\alpha}^U], \forall \alpha \in [0,1]$$

Now a fuzzy optimization problem can be defined as,
Definition 2.8. Let $\Omega \subset \mathbb{R}^n$ be a convex set which contains all feasible solutions, then

$$\begin{align*}
\min & \ f(x) = [f_L, f_U] \\
\text{s.t.} & \ x \in \Omega
\end{align*}$$

In the following section, FQP has been formulated with fuzzy coefficients as TFN.

3 Fuzzy Quadratic Programming

FQP is similar to QP in terms of formulation. It can be formulated as,

$$\begin{align*}
\min & \ z = \sum_{j=1}^{n} \tilde{c}_j x_j + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{q}_{ij} x_i x_j \\
\text{s.t.} & \ \sum_{j=1}^{n} \tilde{a}_{ij} x_j \leq \tilde{b}_i, i = 1, \ldots, n \\
& \ x_j \geq 0, \ j = 1, \ldots, n
\end{align*}$$

(3)

where the coefficients $\tilde{c}, \tilde{q}_{ij}, \tilde{a}_{ij}$ and $\tilde{b}$ are triangular fuzzy number (TFN). For $i, j = 1, 2, \ldots, n$ let $\tilde{c}_j = (c^1_j, c^2_j, c^3_j)$, $\tilde{q}_{ij} = (q^1_{ij}, q^2_{ij}, q^3_{ij})$, $\tilde{a}_{ij} = (a^1_{ij}, a^2_{ij}, a^3_{ij})$, and $\tilde{b}_i = (b^1_i, b^2_i, b^3_i)$. In vector matrix notation (3) can be simplified as,

$$\begin{align*}
\min & \ \tilde{z} = \tilde{C}^T X + \frac{1}{2} X^T \tilde{Q} X \\
\text{s.t.} & \ \tilde{A} X \leq \tilde{b} \\
& \ X \geq 0
\end{align*}$$

(4)

Proposition 3.1. If $\tilde{Q}$ is symmetric and positive semi-definite, then $\tilde{f}(x) = \tilde{C}^T X + \frac{1}{2} X^T \tilde{Q} X$ in (4) is a convex fuzzy mapping.

Proof. For any $\lambda \in [0, 1], \lambda x + (1 - \lambda)y \in \Omega$, implies,

$$\begin{align*}
\tilde{f}(x \lambda + (1 - \lambda)y) = & \ \tilde{C}^T(x \lambda + (1 - \lambda)y) + \frac{1}{2}(\lambda x + (1 - \lambda)y)^T \tilde{Q}(\lambda x + (1 - \lambda)y) \\
= & \ \tilde{C}^T(x \lambda + (1 - \lambda)y) + \frac{1}{2}(y + \lambda(x - y))^T \tilde{Q}(y + \lambda(x - y)) \\
= & \ \tilde{C}^T(x \lambda + (1 - \lambda)y) + \frac{1}{2}(y^T \tilde{Q} y + \lambda^2(x - y)^T \tilde{Q}(x - y) + 2\lambda y^T \tilde{Q}(x - y)) \\
\leq & \ \tilde{C}^T(x \lambda + (1 - \lambda)y) + \frac{1}{2}(y^T \tilde{Q} y + \lambda(x - y)^T \tilde{Q}(x - y) + 2\lambda y^T \tilde{Q}(x - y)) \\
= & \ \tilde{C}^T(x \lambda + (1 - \lambda)y) + \frac{1}{2}(y^T \tilde{Q} y + \lambda(x + y)^T \tilde{Q}(x - y)) \\
= & \ \tilde{C}^T(x \lambda + (1 - \lambda)y) + \frac{1}{2}(\lambda x^T \tilde{Q} x + (1 - \lambda)y^T \tilde{Q} y) \\
= & \ \lambda \tilde{f}(x) + (1 - \lambda) \tilde{f}(y)
\end{align*}$$

Since the objective function of equation (4) is a convex fuzzy mapping and $\{X : X \geq 0, \tilde{A} X \leq \tilde{b}\}$ is a convex feasible set, so (4) is a convex fuzzy programming. Now if $X^*$ is a local optimal solution of (4), then it will be a global solution of (4) according to (6). Also, if the objective function is strictly convex, the $X^*$ is the unique global optimal solution of (4) according to (6). In the next section, the proposed method has been discussed.

4 Proposed Method

First, define the real-life problem as (3). The arithmetic operations that have been used here are defined in section 2. Continue with the following steps.
Step-1: To determine the \( \alpha \)-optimal value by taking the \( \alpha \)-cut of the objective function and the constraints, we can write,

\[
\min \left[ z^L_\alpha, z^U_\alpha \right] = \sum_{j=1}^{n} [c^L_{\alpha,j}, c^U_{\alpha,j}] x_j + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} [q^L_{\alpha,ij}, q^U_{\alpha,ij}] x_i x_j
\]

s.t. \( \sum_{j=1}^{n} [a^L_{\alpha,ij}, a^U_{\alpha,ij}] x_j \leq [b^L_{\alpha,i}, b^U_{\alpha,i}], \ i = 1, \ldots, n \)

\( x_j \geq 0, \ j = 1, \ldots, n \) \hspace{1cm} (5)

Step-2: Formulate the following QP for different \( \alpha \) values to obtain the lower bound \( z^L_\alpha \) of the objective function.

\[
\min z^L_\alpha = \sum_{j=1}^{n} c^L_{\alpha,j} x_j + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} q^L_{\alpha,ij} x_i x_j
\]

s.t. \( \sum_{j=1}^{n} a^L_{\alpha,ij} x_j \leq b^L_{\alpha,i}, \ i = 1, \ldots, n \)

\( x_j \geq 0, \ j = 1, \ldots, n \) \hspace{1cm} (6)

Step-3: Similarly, to find the upper bound \( z^U_\alpha \) of \( \bar{z} \) for different \( \alpha \) values formulate the following QP.

\[
\min z^U_\alpha = \sum_{j=1}^{n} c^U_{\alpha,j} x_j + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} q^U_{\alpha,ij} x_i x_j
\]

s.t. \( \sum_{j=1}^{n} a^U_{\alpha,ij} x_j \leq b^U_{\alpha,i}, \ i = 1, \ldots, n \)

\( x_j \geq 0, \ j = 1, \ldots, n \) \hspace{1cm} (7)

Step-4: Choose an initial value of \( x_0 \) for the decision variables and solve the problem for a fixed \( \alpha \in [0, 1] \).

\[
y_k^L = x_k - \frac{1}{K_\alpha} \nabla z^L_\alpha
\]

\[
x_{k+1} = \text{proj}_{S_L} \left( y_k^L \right)
\]

For fixed \( \alpha, K_\alpha \) is the Lipschitz constant of \( z^L_\alpha \) and \( \text{proj}_{S_L} \) is the projection on the half space \( S_L = \{ x : A^L_\alpha x \leq b^L_\alpha \} \).

Step-5: Follow the same procedure as step-4 and perform the following steps for \( \alpha \).

\[
y_k^U = x_k - \frac{1}{M_\alpha} \nabla z^U_\alpha
\]

\[
x_{k+1} = \text{proj}_{S_U} \left( y_k^U \right)
\]

Like previous step, \( M_\alpha \) is the Lipschitz constant of \( z^U_\alpha \) and \( \text{proj}_{S_U} \) is the projection on the half space \( S_U = \{ x : A^U_\alpha x \leq b^U_\alpha \} \).

Step-6: If \( z^L_\alpha = z^U_\alpha \) for any \( \alpha \), then stop.

5 Numerical Example

In this section, effectiveness of the proposed algorithm has been analyzed with an example. Consider the following FQP from \( [5] \)

\[
\min \ \bar{z} = (-6, -5, -4) x_1 + (1, 1.5, 2) x_2 + \frac{1}{2} \left[ (4, 6, 8) x_1^2 + (-6, -4, -2) x_1 x_2 + (2, 4, 6) x_2^2 \right]
\]

s.t. \( x_1 + (0, 5, 1, 1.5) x_2 \leq (1, 2, 3) \)

\( (1, 2, 3) x_1 + (-2, -1, -0.5) x_2 \leq (3, 4, 5) \)

\( x_1, x_2 \geq 0 \)
At first, two QP models will be formulated according to Step-3 and 4. For any $\alpha \in [0, 1]$ the lower bound $z^L_\alpha$ of $\tilde{z}$ will be obtained by solving,

$$\min\ z^L_\alpha = (-6 + \alpha) x_1 + (1 + 0.5 \alpha) x_2 + \frac{1}{2} (x_1 \ x_2) \begin{pmatrix} 4 + 2 \alpha & -3 + \alpha \\ -3 + \alpha & 2 + 2 \alpha \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}$$

s.t. $$\begin{pmatrix} 1 & 0.5 + 0.5 \alpha \\ 1 + \alpha & -2 + \alpha \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \leq \begin{pmatrix} 1 + \alpha \\ 2 + 2 \alpha \end{pmatrix}$$

$$x_1, x_2 \geq 0$$  \hfill (8)

Similarly, to get the upper bound of $\tilde{Z}$, solve the following QP.

$$\min\ z^U_\alpha = (-4 - \alpha) x_1 + (2 - 0.5 \alpha) x_2 + \frac{1}{2} (x_1 \ x_2) \begin{pmatrix} 8 - 2 \alpha & -1 - \alpha \\ -1 - \alpha & 6 - 2 \alpha \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}$$

s.t. $$\begin{pmatrix} 1 & 1.5 - 0.5 \alpha \\ 3 - \alpha & 0.5 - 0.5 \alpha \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \leq \begin{pmatrix} 3 - \alpha \\ 6 - 2 \alpha \end{pmatrix}$$

$$x_1, x_2 \geq 0$$ \hfill (9)

The detailed results with comparison to existing methods have been discussed in the following section.

6 Results and Discussion

For different values of $\alpha$, the objective function values of (8) and (9) have been presented in Table 1. Solutions obtained by [5] and [6] are also presented in the same table with computation time. In Figure 1, the membership function of $\tilde{z}$ obtained by the proposed method has been presented along with Liu and Mansoori’s method. In Figure 2, a comparison between the proposed method and the existing methods is shown.

| $\alpha$ | 0.0 | 0.2 | 0.4 | 0.6 | 0.8 | 1.0 | CPU time (s) |
|----------|-----|-----|-----|-----|-----|-----|-------------|
| $z^L_\alpha$ in Proposed Method | -4.0833 | -4.0503 | -3.7271 | -3.1306 | -2.4891 | -2.0872 | 0.032 |
| $z^U_\alpha$ in Proposed Method | -1 | -1.1605 | -1.3444 | -1.5559 | -1.8 | -2.0872 | 0.029 |
| $z^L_\alpha$ in Liu’s [5] Method | -10.08 | -6.72 | -4.46 | -3.14 | -2.49 | -2.09 | 0.050 |
| $z^U_\alpha$ in Liu’s [5] Method | -1 | -1.16 | -1.34 | -1.45 | -1.8 | -2.09 | 0.055 |
| $z^L_\alpha$ in Mansoori’s Method with $w_1 = \frac{1}{4}$, $w_2 = \frac{3}{4}$ | -1.4464 | -1.559 | -1.6735 | -1.8 | -1.9363 | -2.0875 | 0.033 |
| $z^U_\alpha$ in Mansoori’s Method with $w_1 = \frac{1}{4}$, $w_2 = \frac{3}{4}$ | -1.6333 | -1.7146 | -1.8 | -1.8997 | -1.9841 | -2.0875 | 0.034 |

From the above table, it is clear that the sequence of objective values obtained by the proposed algorithm has converged at the same point as the existing methods. It generates more accurate solutions than others. In the following figure, the convergence of objective values for different methods is shown in terms of the triangular membership function.
The gap between the lower and upper bounds of the objective values of Liu’s method is larger than that of the proposed method. Although this gap is larger than Mansoori’s method, anyone can make an intuition that the proposed method is slower than Mansoori’s method. But the computation time tells another story. Though it could be easily observed from Table 1, let’s look at the following figure.

The proposed algorithm has taken 0.0305 seconds on average to solve the problem. On the other hand, Mansoori’s method took 0.0335 seconds and Liu’s method took 0.0525 seconds on average.
7 Conclusion

Solving FQP is more challenging than QP. In this paper, a new approach has been proposed to solve FQP. This approach has generated more accurate results than many existing methods while using less computation time. This idea can be easily extended to solve multi-objective FQP, fuzzy regression analysis, etc., which is the future goal of this work.
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