A tale of two kinds of exceptional point in a hydrogen molecule
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Abstract. We study the parity and time-reversal (PT) symmetric quantum physics in a non-Hermitian non-relativistic hydrogen molecule with local (Hubbard type) Coulomb interaction. We consider non-Hermiticity generated from both kinetic and orbital energies of the atoms and encounter the existence of two different types of exceptional points (EPs) in pairs. These two kinds of EP are characteristically different and depend differently on the interaction strength. Our discovery may open the gates of a rich physics emerging out of a simple Hamiltonian resembling a two-site Hubbard model.
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1. Introduction

In traditional quantum physics courses at the undergraduate level, only linear Hermitian operators are discussed, keeping the conventional wisdom that a quantum observable in a measurement experiment must possess real eigenvalues and the Hermiticity property of the observable ensures that. However, in 1998, Bender and Boettcher [1] showed that Hermiticity is not a necessary condition (though sufficient) for an observable (say, Hamiltonian) to have real eigenvalues. If a Hamiltonian preserves the parity ($\mathcal{P}$) and time-reversal ($\mathcal{T}$) symmetry, it still can exhibit real eigenvalues or eigenenergies within a certain parameter regime. Such Hamiltonians are dubbed $\mathcal{PT}$ symmetric Hamiltonians. As just mentioned, beyond one or more particular points in the parameter space, the Hamiltonian starts picking up complex eigenenergies and those special points are labeled as exceptional points (EPs). An EP is the degeneracy point where the complex eigenenergies coalesce. However, unlike the Hermitian degeneracy point, the eigenfunctions become identical (up to a phase factor) instead of being orthogonal to each other. The emergence of complex eigenenergies at the EP indicates the onset of an instability, often dubbed the dynamical instability, resulting from a competition between two or more energy scales involved in the system [2]. EPs have been interesting for the past decades as they have been the points signaling phase transitions ($\mathcal{PT}$ broken). EPs can signal several exotic phenomena such as unidirectional invisibility [3, 4, 5, 6], loss-induced transparency [7], topological mode switching or energy transfer [8, 9], single mode lasing operation [10, 11], on-chip control of light propagation [12], optical sensitivity against external perturbation [13, 3, 14], and dynamic phase transition in condensed matter systems [15]. Despite a large volume of work devoted to studying $\mathcal{PT}$ symmetry physics in various optical systems and other diverse areas of physics, limited attention has been offered towards its applications in molecular physics and chemistry [16, 17, 18]. Moreover, many-body interaction or correlation effect in condensed matter systems has become a growing interest [19, 20, 21, 15, 22, 23] with the advent of ultracold atoms [24, 25] where interaction can be precisely tuned by the Feshbach resonance. In this aspect, the Hubbard hydrogen molecule is one of the minimal models that can capture the fermionic correlation effect and represents the dimer limit of the Mott physics. Such systems, when interact with an environment in an open quantum system, can lead to an effective non-Hermitian two-level or two-state system (TLS) [26]. As we relate our results to a TLS eigen spectrum in the forthcoming discussions, we first provide a quick pedagogical introduction of two kinds of non-Hermitian TLS below.

A simple TLS can be defined by the following $2 \times 2$ matrix.

$$H_{\text{TLS}} = \begin{bmatrix} \epsilon_1 & 0 \\ 0 & \epsilon_2 \end{bmatrix}. \quad (1)$$

Here the eigenenergies $\epsilon_1$ and $\epsilon_2$ denote the two separate quantum states (if $\epsilon_1 \neq \epsilon_2$) or degenerate quantum states (if $\epsilon_1 = \epsilon_2$). Now if there is mixing between the separated states (say, due to photon absorption/emission, a particle from the lower/higher energy level reaches the higher/lower energy level), we get a finite off-diagonal term (say, $t$). Then the Hamiltonian looks like

$$H_{\text{TLS}}^{\text{mix}} = \begin{bmatrix} \epsilon_1 & t \\ t & \epsilon_2 \end{bmatrix}. \quad (2)$$
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The mixing Hamiltonian is also known as the Landau-Zener Hamiltonian in the context of avoided level crossing \[27, 28\]. If \( \epsilon_1, \epsilon_2, \) and \( t \) are real, \( H_{\text{TLS}} \) and \( H_{\text{mix}} \) are Hermitian as they satisfy the Hermiticity condition \( a_{ji}^* = a_{ij} \) where \( a_{ij} \) is the matrix element at \( i \)-th row and \( j \)-th column. Now if we make the diagonal parts complex: \( \epsilon_1 = \epsilon + i\gamma \) and \( \epsilon_2 = \epsilon - i\gamma \) (gain term \( i\gamma \) and loss term \(-i\gamma \) added to a degenerate energy level \( \epsilon \)), we have

\[
H_{\text{TLS}}^1 = \begin{bmatrix} \epsilon + i\gamma & t \\ t & \epsilon - i\gamma \end{bmatrix} = \epsilon \mathbf{1} + i\gamma \sigma^z + t\sigma^x. \tag{3}
\]

The Hamiltonian \( H_{\text{TLS}}^1 \) fails to satisfy the Hermiticity condition and hence non-Hermitian. However, we can easily write down the following eigenvalue or characteristic equation.

\[
(E - \epsilon)^2 + \gamma^2 - t^2 = 0 \tag{4}
\]

providing the eigenenergies:

\[
E_1, E_2 = \epsilon \pm \sqrt{t^2 - \gamma^2}. \tag{5}
\]

Like in the previous example, non-Hermiticity can also be introduced via asymmetry in the off-diagonal terms in the TLS matrix, for example,

\[
H_{\text{TLS}}^2 = \begin{bmatrix} \epsilon & \epsilon + \lambda \\ t - \lambda & \epsilon \end{bmatrix} \tag{6}
\]

leading to the characteristic equation:

\[
(E - \epsilon)^2 = \lambda^2 - t^2 \tag{7}
\]

which provides the eigenenergies:

\[
E_1, E_2 = \epsilon \pm \sqrt{t^2 - \lambda^2}. \tag{8}
\]

Despite \( H_{\text{TLS}}^1 \) and \( H_{\text{TLS}}^2 \) being non-Hermitian, their characteristic equations show that eigenenergies can become real within certain non-Hermiticity parameter regimes: \(|\gamma| \leq t \) and \(|\lambda| \leq t \) respectively while these parameters are real. Both these Hamiltonians preserve the \( \mathcal{PT} \) symmetry \[29\] and beyond the above-mentioned regimes, complex eigenenergies emerge leading to \( \mathcal{PT} \) symmetry broken phases. In our paper, we shall address both these scenarios and study the nature of EPs. We dub the first kind of Hamiltonian \((H_{\text{TLS}}^1)\) diagonal or orbital \( \mathcal{PT} \)-symmetric and the second kind \((H_{\text{TLS}}^2)\) off-diagonal or kinetic \( \mathcal{PT} \)-symmetric. We construct both of these scenarios in the context of the hydrogen molecule: our testing model.

Our paper is organized in the following way. We first discuss the non-interacting version of the hydrogen molecule and how the eigenenergies are obtained after constructing the basis set and the Hamiltonian matrix upon that. Then we introduce the asymmetry into the hopping elements keeping the \( \mathcal{PT} \)-symmetry reserved for the Hamiltonian and discuss the behavior of its complex eigenenergies. We then introduce the Hubbard interaction term to that and discuss the complex eigenenergies. In the next section, we add complex gain and loss terms to the orbital energies (maintaining the \( \mathcal{PT} \)-symmetry again) and discuss the existence of multiple sets of EPs and their dependence on the interaction strength. Finally, we conclude by providing physical interpretation and possible future applications of our findings.
2. Noninteracting hydrogen molecule

A hydrogen molecule consists of two hydrogen atoms where each atomic electron participates in covalent bonding with the other one. This scenario (neglecting vibrational modes and other interactions) can be modeled by a two-site electronic problem where electrons can hop from one site to another site (mimicking the orbital overlap) [30, 31]. In the second quantization notation, the Hamiltonian is equivalent to the two-site tight-binding Hamiltonian:

\[
\hat{H}^0 = \epsilon \sum_{\sigma} (c^\dagger_{1\sigma} c_{1\sigma} + c^\dagger_{2\sigma} c_{2\sigma}) + t \sum_{\sigma} (c^\dagger_{1\sigma} c_{2\sigma} + c^\dagger_{2\sigma} c_{1\sigma})
\]  

(9)

where \(c^\dagger_{i\sigma}\) or \(c_{i\sigma}\) operator creates or annihilates an electron of spin \(\sigma\) at site \(i\) \((i = 1, 2; \sigma \in \uparrow, \downarrow)\) \([c^\dagger_{i\sigma}|0\rangle_i = |\sigma\rangle_i; c_{i\sigma}|\sigma\rangle_i = |0\rangle_i]\), \(\epsilon\) is the atomic energy of a hydrogen atom, \(t\) is the amplitude of hopping from site 1 to site 2 or vice versa.

We get six possible atomic states for the above Hamiltonian which form the basis \(|i\rangle\), \(i = 1, 2, 3, 4, 5, 6\), the nonzero matrix elements of the Hamiltonian are (see Appendix A)

\[
H_{11}^0 = H_{22}^0 = H_{33}^0 = H_{44}^0 = H_{55}^0 = H_{66}^0 = 2\epsilon
\]

(10)
\[
H_{23}^0 = t = H_{32}^0
\]

(11)
\[
H_{24}^0 = -t = H_{42}^0
\]

(12)
\[
H_{35}^0 = t = H_{53}^0
\]

(13)
\[
H_{45}^0 = -t = H_{54}^0
\]

(14)

where \(H_{ij} = \langle i|\hat{H}|j\rangle\) for a generic Hamiltonian matrix element. Thus the Hamiltonian appears in the matrix form:

\[
H^0 = \begin{bmatrix}
2\epsilon & 0 & 0 & 0 & 0 & 0 \\
0 & 2\epsilon & t & -t & 0 & 0 \\
0 & t & 2\epsilon & 0 & t & 0 \\
0 & -t & 0 & 2\epsilon & -t & 0 \\
0 & 0 & t & -t & 2\epsilon & 0 \\
0 & 0 & 0 & 0 & 0 & 2\epsilon
\end{bmatrix}
\]

(15)

The above matrix can be divided into three block-diagonal matrices and one can note they represent three distinguished sectors of total spin \(S_z = 1, 0, -1\) (considering each electron is a spin-\(\frac{1}{2}\) particle):

\[
H^0 = \begin{bmatrix}
S_z = 1 \\
S_z = 0 \\
S_z = -1
\end{bmatrix}
\]

(16)

For \(S_z = \pm 1\), the eigenenergies are trivial: \(E = 2\epsilon\). For \(S_z = 0\) matrix:

\[
\begin{bmatrix}
2\epsilon & t & -t & 0 \\
t & 2\epsilon & 0 & t \\
-t & 0 & 2\epsilon & -t \\
0 & t & -t & 2\epsilon
\end{bmatrix}
\]

(17)
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the characteristic equation becomes

\[
\begin{vmatrix}
2\epsilon - E & t & -t & 0 \\
t & 2\epsilon - E & 0 & t \\
-t & 0 & 2\epsilon - E & -t \\
0 & t & -t & 2\epsilon - E
\end{vmatrix} = 0 \tag{18}
\]

\[
\Rightarrow (2\epsilon - E)^2[(2\epsilon - E)^2 - 4t^2] = 0 \tag{19}
\]
solving which we obtain the following eigenenergies:

\[
2\epsilon \text{ (degeneracy = 4 for the full Hamiltonian } H^0), \quad 2(\epsilon - t), \quad \text{and } 2(\epsilon + t).
\]

By setting \( \epsilon \) to 0, we get:

\[
0, \quad -2t, \quad \text{and } 2t\text{ as three distinct eigenenergies.}
\]

For positive values of \( t \), the states with eigenenergy \( \pm 2t \) correspond to antibonding (energy > \( \epsilon \)) and bonding states (energy < \( \epsilon \)) respectively.

3. Non-interacting hydrogen molecule with off-diagonal \( \mathcal{P}\mathcal{T} \) symmetry

Open quantum systems or dissipative systems have been studied for a long time where non-Hermiticity occurs naturally as a decay term in the Hamiltonian \([32, 33, 34, 35, 36]\). In our model Hamiltonian \( H^0 \), we introduce non-Hermiticity through the following dissipative current (asymmetric hopping) term \( H^\lambda \) \([37]\).

\[
\hat{H}^\lambda = \lambda \sum_\sigma (c^\dagger_{1\sigma} c_{2\sigma} - c^\dagger_{2\sigma} c_{1\sigma}). \tag{20}
\]

One can easily check that \( \hat{H}^\lambda_\lambda = \lambda \sum_\sigma (c^\dagger_{2\sigma} c_{1\sigma} - c^\dagger_{1\sigma} c_{2\sigma}) \neq \hat{H}^\lambda \). We rewrite our new Hamiltonian as

\[
\hat{H}^1 = H^0 + H^\lambda = \epsilon \sum_\sigma (c^\dagger_{1\sigma} c_{1\sigma} + c^\dagger_{2\sigma} c_{2\sigma}) + \sum_\sigma [t^+ c^\dagger_{1\sigma} c_{2\sigma} + t^- c^\dagger_{2\sigma} c_{1\sigma}] \tag{21}
\]

where \( t^+ \equiv t + \lambda; \quad t^- \equiv t - \lambda \).

\( \mathcal{P}\mathcal{T} \) symmetry:

Since \( \hat{H} \) is already Hermitian and hence also \( \mathcal{P}\mathcal{T} \) symmetric, to prove that \( \hat{H}^1 \) is \( \mathcal{P}\mathcal{T} \) symmetric as well, we only need to show that \( \hat{H}^\lambda \) is \( \mathcal{P}\mathcal{T} \) symmetric. \( \lambda \) is equivalent to a hopping amplitude and hence it changes sign under time-reversal:

\[
\mathcal{T} \hat{H}^\lambda \mathcal{T}^{-1} = -\lambda \sum_\sigma (c^\dagger_{1\sigma} c_{2\sigma} - c^\dagger_{2\sigma} c_{1\sigma}). \tag{22}
\]

Now under parity (\( \mathcal{P} \)) operation, site 1 and 2 get interchanged and we finally obtain

\[
\mathcal{P}\mathcal{T} \hat{H}^\lambda \mathcal{T}^{-1} \mathcal{P}^{-1} = -\lambda \sum_\sigma (c^\dagger_{2\sigma} c_{1\sigma} - c^\dagger_{1\sigma} c_{2\sigma}) = \hat{H}^\lambda. \tag{23}
\]
Hence $\hat{H}^\lambda$ is invariant under $\mathcal{PT}$ symmetry operation and the Hamiltonian in matrix form:

$$
\begin{bmatrix}
2\epsilon & 0 & 0 & 0 & 0 & 0 \\
0 & 2\epsilon & t^- & -t^- & 0 & 0 \\
0 & t^+ & 2\epsilon & 0 & t^- & 0 \\
0 & -t^+ & 0 & 2\epsilon & -t^- & 0 \\
0 & 0 & t^+ & -t^+ & 2\epsilon & 0 \\
0 & 0 & 0 & 0 & 0 & 2\epsilon
\end{bmatrix}.
$$

Like in the earlier case, we find this matrix also bears a block-diagonal form where the blocks represent three distinguished sectors of total spin ($S_z$) 1, 0 and -1 respectively.

The characteristic equation of the $S_z = 0$ block is

$$
\begin{vmatrix}
2\epsilon - E & t_- & -t_- & 0 \\
t_+ & 2\epsilon - E & 0 & t_- \\
-t_+ & 0 & 2\epsilon - E & -t_- \\
0 & t_+ & -t_+ & 2\epsilon - E
\end{vmatrix} = 0.
$$

$$
\Rightarrow (2\epsilon - E)^2[(2\epsilon - E)^2 - 2t_+t_-] - 2t_-t_+(2\epsilon - E)^2 = 0
$$

$$
\Rightarrow (2\epsilon - E)^2[(2\epsilon - E)^2 - 4t_+t_-] = 0.
$$

Figure 1: (a) Imaginary and (b) real parts of the two complex eigenenergies of the Hamiltonian $H^1_1$ plotted as functions of $\lambda$ for $t = 1.0$, $\epsilon = 0.5$.

Thus the eigenenergies of $\hat{H}^1_1$ are $2\epsilon$ (degeneracy 4), $2(\epsilon \pm \sqrt{t^2 - \lambda^2})$. When $|\lambda| > t$ situation occurs, the last two eigenenergies (we name this pair as $E^\pm$) become complex: $E^\pm = 2(\epsilon \pm i\sqrt{\lambda^2 - t^2})$. Thus symmetrically around $\lambda = 0$, a pair of EPs arise at $\lambda_e = \pm t$ in the parameter space of $\lambda$. In Fig. 1(a), we plot the real and imaginary parts of $E^\pm$ as functions of $\lambda$. For our parameter choice $t = 1$ and $\epsilon = 0.5$, we find at $|\lambda| \geq t$, the real parts become zero and the imaginary parts become finite, signifying EPs at $\lambda_e = \pm t = \pm 1$. The eigenenergies are very similar to that of the typical TLS Hamiltonian in Eq. (8) discussed in the Introduction. The occurrence
of these EPs can be physically interpreted as the dynamic instability caused by the interplay between regular and asymmetric hopping (represented by $t$ and $\lambda$ terms here respectively). The off-diagonal hopping can be considered as the gauge term attached to the hopping resulting in asymmetry in hopping [34, 35]. This asymmetric hopping wins over the regular one once the magnitude of $\lambda$ becomes greater than $t$ and lets the system become dynamically unstable (entirely dissipative). We see how electronic correlation affects this instability and the EPs in the next section.

4. Hubbard hydrogen molecule with off-diagonal $\mathcal{PT}$ symmetry

We turn on the Coulomb interaction between the atoms in the hydrogen molecule and for simplicity, we consider it be the on-site Hubbard interaction ($H^U$) which is routinely used in studies of correlated materials [38, 30]. The Hubbard interaction term is expressed as

$$H^U \equiv U(\hat{n}_{1\uparrow} \hat{n}_{1\downarrow} + \hat{n}_{2\uparrow} \hat{n}_{2\downarrow})$$

where $\hat{n}_{i\sigma}$ is the occupation number operator ($\hat{n}_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$) and $U$ amounts to the Coulomb energy one must pay to bring two electrons of opposite spins together. The full interacting Hamiltonian then becomes

$$H^2 = H^0 + H^\lambda + H^U = H^1 + H^U.$$

Since $\hat{n}_{i\sigma}$ is the occupation number operator, we can easily notice

$$H^2 |1\rangle = 0$$
$$H^2 |2\rangle = U |2\rangle$$
$$H^2 |3\rangle = 0$$
$$H^2 |4\rangle = 0$$
$$H^2 |5\rangle = U |5\rangle$$
$$H^2 |6\rangle = 0.$$ 

Working with the same basis states as before, the total Hamiltonian in matrix form can be written as the sum of the respective matrices for $H^U$ and $H^1$:

$$H^2 = \begin{bmatrix}
2\epsilon & 0 & 0 & 0 & 0 & 0 \\
0 & 2\epsilon + U & t^- & t^- & 0 & 0 \\
0 & t^+ & 2\epsilon & 0 & t^- & 0 \\
0 & -t^+ & 0 & 2\epsilon & -t^- & 0 \\
0 & 0 & t^+ & -t^+ & 2\epsilon + U & 0 \\
0 & 0 & 0 & 0 & 0 & 2\epsilon
\end{bmatrix}. \quad (35)$$

The characteristic equation for the $S_z = 0$ sector of Eq. (35) is

$$\begin{vmatrix}
2\epsilon + U - E & t_- & -t_+ & 0 \\
t_+ & 2\epsilon - E & 0 & t_- \\
-t_+ & 0 & 2\epsilon - E & -t_- \\
0 & t_+ & -t_+ & 2\epsilon + U - E
\end{vmatrix} = 0.$$
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\[
(2\epsilon - E)(2\epsilon + U - E) \times \left[ (2\epsilon - E)(2\epsilon + U - E) - 4t_+t_- \right] = 0 \quad (36)
\]

\[
(2\epsilon - E)(2\epsilon + U - E) \times \left[ (2\epsilon - E + U/2)^2 - U^2/4 - 4t_+t_- \right] = 0 . \quad (37)
\]

Thus the eigenenergies of \( \hat{H}^2 \) are \( 2\epsilon \) (degeneracy 3), \( 2\epsilon + U, \frac{1}{2}(4\epsilon \pm \sqrt{16t_+t_-} + U^2 + U) \).

\[\begin{align*}
&\text{(a) Imaginary and (b) real parts of the two complex eigenenergies plotted as} \\
&\text{functions of } \lambda \text{ for } t = 1.0, \epsilon = 0.5, \text{ and } U = 2.0. \\
&\text{(c) The exceptional points positions } |\lambda_e| \text{ varying with Hubbard interaction strength } U \text{ marks the boundary between } \mathcal{PT} \text{ broken and unbroken phases.}
\end{align*}\]

\[U = \frac{1}{2}(4\epsilon \pm \sqrt{16(t^2 - \lambda^2) + U^2 + U}). \]

We can check that by setting \( U = 0 \) in Eq. (37), we get back the non-interacting limit (Eq. (26)). We have complex eigenenergies
when the discriminant (term inside the square root) becomes negative, i.e. when $|\lambda| > \sqrt{t^2 + U^2}/16$. Thus presence of interaction shifts the positions of the EPs and we have $\lambda_e = \pm \sqrt{t^2 + U^2}/16$, agreeing with the recently studied Hubbard dimer model with entirely complex hopping ($t = 0$) [18]. For our choice of parameters: $t = 1$, $U = 2$, $\epsilon = 0.5$, we find $\lambda_e \simeq \pm 1.118$ (see Fig. 2(a) and Fig. 2(b) for the imaginary and real parts of $E^\pm$). Fig. 2(c) shows $\lambda_e$ symmetrically shifts from the non-interacting limit ($\lambda_e(U = 0) = 1$) as $U$ moves both in positive and negative directions. The presence of finite Coulomb interaction tends to localize electrons, reduces the kinetic energy of the electrons (all kinds of hopping) and prevents the system from encountering the dynamic instability. Thus finite $U$ eventually delays the PT-breaking transition and we notice minimum $|\lambda_e|$ at $U = 0$. The parabolic curve for $|\lambda_e|$ marks the boundary between $\mathcal{PT}$ broken and unbroken phases on the $|\lambda| - U$ plane.

5. Hubbard hydrogen molecule with diagonal $\mathcal{PT}$ symmetry

We now consider the case when the orbital energies of the hydrogen atoms get tuned to different energy levels by addition of complex loss and gain terms. For simplicity, let $\epsilon_+ = \epsilon + i\gamma$, $\epsilon_- = \epsilon - i\gamma$ be the energies, i.e. there are equal amounts of loss and gain terms added to the orbital energies. Hence the orbital part of our Hamiltonian becomes

$$\hat{H}^\gamma = \epsilon_+ \sum_\sigma c_{1\sigma}^{\dagger}c_{1\sigma} + \epsilon_- \sum_\sigma c_{2\sigma}^{\dagger}c_{2\sigma}.$$  \hspace{1cm} (38)

Two-level or two-band systems with loss and gain terms have been successfully realized in several photonic and optical setups [39, 40, 7, 41, 42]. Considering both diagonal and off-diagonal non-Hermiticity, our most generic $\mathcal{PT}$ symmetric Hamiltonian reads

$$\hat{H}^\lambda = \hat{H}_\lambda + \hat{H}^\gamma + \hat{H}^U = \sum_\sigma [\epsilon_+ c_{1\sigma}^{\dagger}c_{1\sigma} + \epsilon_- c_{2\sigma}^{\dagger}c_{2\sigma} + t_+ c_{1\sigma}^{\dagger}c_{2\sigma} + t_- c_{2\sigma}^{\dagger}c_{1\sigma}]$$

$$+ U(\hat{n}_{1\uparrow}\hat{n}_{1\downarrow} + \hat{n}_{2\uparrow}\hat{n}_{2\downarrow}).$$ \hspace{1cm} (39)

$\mathcal{PT}$ symmetry:

$H^\gamma$ is $\mathcal{PT}$ symmetric as we can check: Under $\mathcal{T}$ operation

$$\mathcal{T} H^\gamma \mathcal{T}^{-1} = \sum_\sigma [\epsilon_- c_{1\sigma}^{\dagger}c_{1\sigma} + \epsilon_+ c_{2\sigma}^{\dagger}c_{2\sigma}]$$ \hspace{1cm} (40)

and under $\mathcal{P} \mathcal{T}$ operation

$$\mathcal{P} \mathcal{T} H^\gamma \mathcal{T}^{-1} \mathcal{P}^{-1} = \sum_\sigma [\epsilon_- c_{2\sigma}^{\dagger}c_{2\sigma} + \epsilon_+ c_{1\sigma}^{\dagger}c_{1\sigma}] = H^\gamma.$$ \hspace{1cm} (41)
Following the same basis formulation, we get the Hamiltonian in matrix form:

$$
\begin{bmatrix}
\epsilon_+ + \epsilon_- & 0 & 0 & 0 & 0 \\
0 & 2\epsilon_- + U & t_- & -t_- & 0 \\
0 & t_+ & \epsilon_+ + \epsilon_- & 0 & t_- \\
0 & -t_+ & 0 & \epsilon_+ + \epsilon_- & -t_- \\
0 & 0 & t_+ & -t_+ & 2\epsilon_+ + U \\
0 & 0 & 0 & 0 & \epsilon_+ + \epsilon_- \\
\end{bmatrix}.
$$

(42)

Again like in the earlier cases, the $S_z = 0$ sector of the block-diagonal form yields the characteristic equation:

$$
(\epsilon_+ + \epsilon_- - E) \\
\times \left[ (2\epsilon_- + U - E)(\epsilon_+ + \epsilon_- - E)(2\epsilon_+ + U - E) \\
- 4t_+t_- (\epsilon_+ + \epsilon_- + U - E) \right] = 0
\Rightarrow (\epsilon_+ + \epsilon_- - E)
\times \left[ (2\epsilon_- + U - E)(\epsilon_+ + \epsilon_- - E)(2\epsilon_+ + U - E) \\
- 4t_+t_- (\epsilon_+ + \epsilon_- - E) - 4t_+t_- U \right] = 0.
$$

(43)

(44)

Eq. (43) reproduces Eq. (36) once we set $\gamma = 0$ (then we have $\epsilon_+ = \epsilon_- = \epsilon$). The eigenenergies of $H^3$ are $2\epsilon$ (degeneracy 3), and the three roots of the cubic equation inside the bracket of Eq. (44):

$$
(2\epsilon_- + U - E)(\epsilon_+ + \epsilon_- - E)(2\epsilon_+ + U - E) \\
- 4t_+t_- (\epsilon_+ + \epsilon_- - E) - 4t_+t_- U = 0
$$

(45)

which can be simplified as (see Appendix C)

$$
X^3 - UX^2 - KX - L = 0
$$

(46)

with $X \equiv x + U; x \equiv \epsilon_+ + \epsilon_- - E; K \equiv 4(\epsilon^2 - \gamma^2 - \lambda^2); L \equiv 4\gamma^2U$. Thus once we solve for $X$ in Eq. (46) by typical Cardano’s method [43] or numerically [44], we expect to have at least one real root all the time, the other two roots become complex conjugates of each other (since the coefficients of $X$ are real) beyond a certain parameter space. This pair of complex conjugate roots give rise to EPs at the parameter space when the complex roots just become real. Since we introduce two kinds of non-Hermiticity via the orbital energy and the hopping terms, it may be natural to expect observing additional EPs. These EPs are different from higher order EPs [14], since we are focusing always on the pair of energy levels that become complex in certain parameter regimes, while the other level remains real. However, unlike the $\gamma = 0$ or $U = 0$ case discussed in previous sections, this time, three of the eigenenergies or roots of Eq. (46) participate in generating different EPs at different places. We label the three eigenenergy levels as $E^-$, $E^0$, and $E^+$ and plot them as continuous functions of the parameter of interest (see Appendix D for the convention of marking them). When
$U = 0$ or $\gamma = 0$, $L$ vanishes in Eq. (46) and $X = x + U = 0$ becomes a trivial solution of it. $E^0 = 2\epsilon + U$ (e.g. see Fig. 4(d)) is the corresponding eigenenergy for that solution and it remains constant for any values of the non-Hermiticity parameters (independent of $\lambda$ and $\gamma$).

![Figure 3: (a) Imaginary and (b) real parts of the complex eigenenergy bands plotted as functions of dissipative parameter $\lambda$ for $t = 1.0$, $\epsilon = 0.5$, and $U = 2.0$ at $\gamma = 0.1$. The three eigenenergy bands $E^+$, $E^-$, and $E^0$ participate in forming complex conjugate pairs on different occasions and create EPs $\lambda_{e1}$, $\lambda_{e2}$, and $\lambda_{e3}$ on both positive and negative sides of $\lambda = 0$.](image)

We first plot the eigenenergies against the off-diagonal parameter $\lambda$ keeping the diagonal parameter $\gamma$ fixed. We notice, as we shift $\lambda$ from zero, imaginary parts of $E^+$ and $E^0$ start becoming finite beyond a point $\lambda_{e1}$ (corresponding real parts collapse on each other), then again disappear at $\lambda_{e2}$. As the $\lambda$-point moves further, imaginary parts of $E^-$ and $E^+$ become finite above $\lambda_{e3}$ while their real parts collapse like in the non-interacting case (see Fig. 3). $\lambda_{e1}$, $\lambda_{e2}$, and $\lambda_{e3}$: all these are EPs as they are degenerate onset points of imaginary eigenenergies and like in the previous cases, they appear symmetrically both on the positive and negative sides around $\lambda = 0$. Though the presence of additional EPs can be anticipated due to double non-Hermitian terms in the Hamiltonian and cubic nature of the characteristic equation (Eq. (46)), the characteristics of all of them are not alike. Unlike the previous cases, the presence of additional EPs breaks the mirror or reflection symmetry between $\text{Re} E^\pm$, i.e. the energy levels are no longer equally distributed around the EPs and $E^0$ no longer remains constant and purely real (see Fig. 3(b)). The different EPs arise from the cubic polynomial nature of the characteristic equation. In both cubic and quadratic equations, real parts remain the same when two of the solutions are complex conjugate of each other ($\mathcal{PT}$ broken). When all roots are real, in the quadratic case, the real parts have to be always symmetric around the EP value (Cf. $x = -b/(2a)$ for the quadratic equation $ax^2 + bx + c = 0$). On the other hand, in the cubic case, such symmetry cannot be guaranteed.

These additional EPs are different because the eigenenergies are generated from complex conjugate pairs of the roots of a cubic equation, where the discriminant depends on an additional coefficient compared to the quadratic equation’s case. The asymmetry in the real parts of $E^\pm$ gets reversed once we change the sign of $U$. The
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Figure 4: (a) Imaginary and (b) real parts of the complex eigenenergy bands plotted as functions of loss/gain parameter $\gamma$ for $t = 1.0$, $\epsilon = 0.5$, and $U = 2.0$ at $\lambda = 0$. $E^0$ and $E^+$ take part in forming complex conjugate pair of bands while $E^-$ remains purely real. (c) Imaginary and (d) real parts of the complex eigenenergy bands plotted against $\gamma$ for the non-interacting case ($U = 0$) at $\lambda = 0.6$ while other parameters remain the same. In the non-interacting situation, only $E^\pm$ form the complex conjugate band pair while $E^0 = 2\epsilon = 1$ remains constant and purely real. Thus the TLS eigenenergy symmetry is recovered.

Asymmetry becomes more evident when we plot the eigenenergies against $\gamma$ for fixed $\lambda$ or even when $H^\lambda$ is turned off (see Fig. 4(b)). Fig. 4(a) and Fig. 4(b) show that $E^+$ and $E^0$ energy bands are solely responsible in creating TLS-type EPs on the $\gamma$-axis keeping $E^-$ purely real for the entire parameter regime. Again, once we set $U$ negative, the asymmetry is reversed and this time, $E^-$ and $E^0$ bands create the EPs (figures not shown). However, when we set $U = 0$, we get back the mirror symmetric pair of $\text{Re } E^\pm$ just like our familiar TLS (see Fig. 4(d)). This can be easily understood by noticing that Eq. (46) reduces to effectively quadratic equation $x^2 - 4(t^2 - \gamma^2 - \lambda^2) = 0$ (for $t^2 \neq \gamma^2 + \lambda^2$) which produces typical square root EPs at $\gamma_c = \pm 2\sqrt{t^2 - \lambda^2}$ and in $\lambda_c = \pm 2\sqrt{t^2 - \gamma^2}$ in $\gamma$ and $\lambda$ parameter spaces respectively, similar to the form $\lambda_e$ has for $H^1$ and $H^2$.

The scenario becomes much clear when we plot the energy surfaces over $\lambda$-$\gamma$ plane for a fixed value of $U$. Fig. 5(a) and Fig. 5(b) plot real and imaginary parts of the eigenspectra for the non-interacting case ($U = 0$). In both plots, we notice that the spectra of $E^+$ and $E^-$ are equally separated from a middle plane ($\text{Re } E^0 = 2\epsilon = 1$...
Figure 5: (a) Real and (b) imaginary parts of eigenenergies plotted over $\lambda$-$\gamma$ plane for the hydrogen molecule ($U = 0$). Real and imaginary parts of $E^+$ and $E^-$ possess reflection symmetries from the plane $\text{Re} E^0 = 1$ and $\text{Im} E^0 = 0$ respectively. The real parts are fully rotationally symmetric while the imaginary parts are 4-fold rotationally symmetric on $\lambda$-$\gamma$ plane. As soon as we turn on the Hubbard interaction, both the rotational and reflection symmetries get broken. (c) and (d) depict the surface plots for $U = 2$. Point plots for $\gamma = 0.1$ are provided to guide the eyes.
for the real parts and $\text{Im} \, E^0 = 0$ for the imaginary parts). Clearly, this constitutes a circle of EPs or an *exceptional ring*, centered at $((\lambda, \gamma) = (0, 0))$, as a signature of two-dimensional symmetry dependence of the eigenenergies. Thus in absence of the interaction $U$, both non-Hermiticity parameters act on an equal footing with the Hamiltonian despite their dynamics being different (off-diagonal and diagonal). This raises the question of whether our Hamiltonian can have a mapping to another Hamiltonian where the diagonal and off-diagonal parameters can be interchanged without losing the essential physics. We hope the answer to this fundamental question will be found soon by the large community already involved in the diverse research area of non-Hermitian physics. Similar exceptional rings have already been observed in Dirac and Weyl semimetals [45, 21, 46], however, the non-Hermitian Hamiltonians there do not necessarily require to be $\mathcal{PT}$-symmetric. Now as we turn on $U$, the mirror symmetry between $E^+$ and $E^-$ gets disrupted and secondary EPs arise along the $\lambda$-line. The finite $U$ surface plots (Fig. 5(c) and Fig. 5(d)) show that $\text{Re}, \text{Im} \, E^0$ surfaces, which no longer remain flat like in the non-interacting case, play a significant role in determining the fates of the EPs discussed already.

The diagonal non-Hermiticity driven $\mathcal{PT}$ broken and unbroken phase diagrams are shown in Fig. 6(a). For no other non-Hermiticity parameter ($\lambda = 0$), the phase boundary hits the value of hopping amplitude ($t = 1$ in our case) in the non-interacting limit ($U = 0$). This agrees with the result recently obtained by Pan et al. [23]. However, as soon as the off-diagonal non-Hermiticity parameter is turned on (e.g. $\lambda = 0.5$ case shown Fig. 6(a)), the boundary diminishes implying $\mathcal{PT}$-symmetry breaking at lower values of $\gamma$. Fig. 6(b) plots the trajectory the $|\gamma_e|$ (EPs on the $\gamma$ axis) on the $U-\lambda$ plane reflecting the fact that both $U$ and $\lambda$ diminish its value and hence the $\mathcal{PT}$-broken phase transition gets delayed. This signifies two kinds of competition the $\gamma$-parameter encounters: (i) off-diagonal non-Hermiticity ($\lambda$) acting against the diagonal non-Hermiticity and (ii) Hermitian localization parameter ($U$) acting against the destabilizing loss-gain parameter.

*Two kinds of exceptional points – interaction-generated and self-generated:*

As we notice that the presence of three sets of EPs and interaction plays a role in creating an asymmetry in the real eigenvalues, we decide to plot their positions $\lambda_{e1}$, $\lambda_{e2}$, and $\lambda_{e3}$ against the interaction strength. Fig. 7(a) shows that $\lambda_{e1}$ always exists (even when $U = 0$) and it decreases as $U$ is increased. On the other hand, Fig. 7(c) and Fig. 7(e) clearly show that both $\lambda_{e2}$ and $\lambda_{e3}$ arise only at a finite value of $U$ and depending on the value of loss-gain parameter $\gamma$, it monotonically increases with $U$. $\lambda_{e3}$’s positions do not vary as significantly as $\lambda_{e2}$’s do for different $\gamma$ values (e.g. $\gamma = 0.1$ and $\gamma = 0.2$ shown in the figures). In the non-interacting case, the loop structures in $\text{Im} \, E^\pm$ (hence $\lambda_{e2}$ and $\lambda_{e3}$) disappear and we only obtain $\lambda_{e1}$. Fig. 7(b), Fig. 7(d), and Fig. 7(f) plots the EPs against both $\gamma$ and $U$ in three dimensions. The plots show that if we keep the non-Hermiticity parameters fixed, then by tuning the Hubbard interaction $U$, we may encounter EPs as well. Thus the EPs are bounded by the threshold values Hubbard interaction as well [23].

The above results allow us to categorize two distinguishable kinds of EPs: (A) *interaction-generated* ($\lambda_{e2}$ and $\lambda_{e3}$) and (B) *self-generated*. The interaction-generated EPs are different from traditional EPs often discussed in the literature and deserve special attention and further theoretical and experimental research. However, crudely we may mention that the EPs are originally the same in nature (as already seen in
6. Physical interpretation and outlook

\(\mathcal{PT}\) symmetric non-Hermitian physics have been successfully observed in several two level photonic and optical systems [49]. One particular feature of such Hamiltonians is the existence of exceptional points (EPs) beyond which complex eigenenergies emerge signaling breaking of the symmetry in the eigenfunctions. As a simplistic model, we consider a hydrogen molecule with Hubbard interaction acting between its atoms’ electrons. We then introduce both diagonal and off-diagonal non-Hermitian terms to the Hamiltonian preserving its \(\mathcal{PT}\) symmetry. Though effects of diagonal and off-diagonal terms have been studied extensively in the past, however, discussions on their dual presence in the same Hamiltonian is surprisingly missing in the literature, specifically with a particle-particle interaction term. Our work fills up this fundamental gap.

In our model, the \(\mathcal{PT}\)-symmetry broken phases occur due to competitions among several energy scales, mainly \(t\), \(U\), \(\lambda\), and \(\gamma\) (in our treatment, the orbital energy

\[ U = 0 \text{ case) for both non-Hermiticity parameters. It is the presence of interaction that makes the difference between the two. In the gain/loss case, the interaction term appears on the diagonal along with the non-Hermiticity parameter } \gamma. \text{ Hence it is expected to see one kind of EPs depending strongly on } U \text{ (with the interplay of } \gamma \text{ and } U) \text{ while the other one does not (either of } \gamma = 0 \text{ and } U = 0 \text{ leads to the same kind of TLS-like eigenenergies). It would be interesting to see the effect of off-diagonal kind of interaction (e.g. nonlocal or extended Hubbard Hamiltonian) [47, 48] which could be our future work and beyond the scope of this paper.} \]
Figure 7: Positions of exceptional points (a) $\lambda_{c1}$, (c) $\lambda_{c2}$, and (e) $\lambda_{c2}$ as Hubbard interaction $U$ is varied for different $\gamma$’s at $t = 1$, $\epsilon = 0.5$. Three dimensional plots of them over $\gamma$-$U$ plane are shown in (b), (d), and (f) respectively.

$\epsilon$ is a reference scale which can be set to zero or any constant value without loss of generality). $t$ and $U$ constitute the Hermitian terms, however, they compete against each other and take off-diagonal and diagonal positions respectively in the Hamiltonian matrix. Like in any $\mathcal{PT}$-symmetric Hamiltonian, both non-Hermiticity parameters $\lambda$ and $\gamma$ compete with the Hermitian $t$-term and spontaneously break the $\mathcal{PT}$-symmetry when the eigenenergies become complex (terms inside the square root becomes negative). The eigenenergy plots for both parameters are similar and follow the generic two-level state (TLS)'s $\mathcal{PT}$-symmetric diagrams. However, the presence of Hubbard interaction $U$ destroys the similarity between $\lambda$ and $\gamma$ and gives rise to a complicated cubic equation, which generically can have two complex roots.
in the broken symmetry regime. It is the nature of the Hubbard interaction and fermionic operators that gives rise to the $6 \times 6$ matrix (Eq. (42)) which reduces to a cubic characteristic equation (for $U \neq 0$) instead of a typical TLS-type quadratic one. The physical understanding of this scenario could be the following. In the absence of interaction and off-diagonal non-Hermiticity $\lambda$, $\gamma$-term has to compete with the symmetric hopping $t$ only. Hence $U = 0$ places the $\mathcal{PT}$-breaking boundary at the hopping amplitude: $|\gamma_c| = t$ (Fig. 6(a)). In the TLS language, $t$ induces avoided level crossing while $\gamma$ encourages crossing or transition between two energy levels [17]. Since Hubbard interaction $U$ goes against the kinetic term $t$, the term eventually enhances the effect of $\gamma$ (dissociation of the $H_2$ molecule) [17]. Thus we see $|\gamma_c|$ monotonically decreasing as $U$’s value rises. Now finite $\lambda$ joins hands with $\gamma$ and together lead to dynamical instability, hence $\mathcal{PT}$-boundary gets reduced in the presence of finite $\lambda$ (Fig. 6(a)). It is worth mentioning that recently Pan and coworkers [23] studied the Hubbard dimer model using the Lindblad master equation and found that the rescaled probability diverges at the same threshold value of interaction strength as found in the $\mathcal{PT}$-breaking effective non-Hermitian Hubbard dimer Hamiltonian.

We notice that interaction plays differently with different kinds of EPs generated by the parameters of the Hamiltonian. Changing the position of one kind of EPs in the increasing direction and the other kind in decreasing direction by varying interaction strength can offer flexibility in fine tuning EPs and more control over their potential applications. In a realistic hydrogen molecule, non-Hermitian loss-gain terms might be introduced through laser induced molecular ionization and dissociation [16, 17]. Besides this, a more precise two-site Hubbard model could be emulated in an ultracold double well system [50] or via NMR [51]. The role of Hubbard interaction on the EPs has been studied recently [23]. However, the interplay of the diagonal and off-diagonal $\mathcal{PT}$-symmetries and the role of interaction on them have not been studied ever to the best of our knowledge. Such interplay might be extended to the fermionic or bosonic lattice Hubbard models and effect on interesting physics such as closure of Mott gap [15, 22, 52] or multiple $\mathcal{PT}$-broken phases [53] can be studied. Finally, we must mention that the cube-root based EPs, found in our simplistic model, may require deeper understanding with potential applications in various areas of physics and quantum chemistry.
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Appendix A. Construction of non-zero matrix elements of $H^0$

For a 2-site electronic system, $4^2 = 16$ possible atomic states can appear which can be denoted as

\begin{align*}
|1\rangle & \equiv |0, 0\rangle, \\
|2\rangle & \equiv |\uparrow, 0\rangle, \\
|3\rangle & \equiv |\downarrow, 0\rangle, \\
|4\rangle & \equiv |\uparrow\downarrow, 0\rangle, \\
|5\rangle & \equiv |0, \uparrow\rangle, \\
|6\rangle & \equiv |\uparrow, \uparrow\rangle, \\
|7\rangle & \equiv |\downarrow, \uparrow\rangle, \\
|8\rangle & \equiv |\uparrow\downarrow, \uparrow\rangle,
\end{align*}
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\[ |9\rangle \equiv |0, \downarrow\rangle, \quad |10\rangle \equiv |\uparrow, \downarrow\rangle, \quad |11\rangle \equiv |\downarrow, \downarrow\rangle, \quad |12\rangle \equiv |\uparrow, \downarrow\rangle, \]
\[ |13\rangle \equiv |0, \uparrow\rangle, \quad |14\rangle \equiv |\uparrow, \uparrow\rangle, \quad |15\rangle \equiv |\downarrow, \uparrow\rangle, \quad |16\rangle \equiv |\uparrow, \uparrow\rangle \]

while in the state \(|\alpha, \beta\rangle\), \(\alpha\) and \(\beta\) represent the states of site (or atom) 1 and 2 respectively. Also, we stick to a convention that when two fermionic operators operate together, the site-1 operator acts first, i.e., it has to always be brought to the right of the site-2 operator. For example,

\[ c^\dagger_{2\uparrow}c^\dagger_{1\downarrow}|0, 0\rangle = |\uparrow, \downarrow\rangle \]  
(A.1)

This distinguishes from the other possible action of the same operators together but in the reverse order (by a minus factor):

\[ c^\dagger_{1\uparrow}c^\dagger_{2\downarrow}|0, 0\rangle = -|\uparrow, \down\rangle \]  
(A.2)

respecting the fermionic anticommutation rule

\[ \{c^\dagger_{1\alpha}, c^\dagger_{2\beta}\} = c^\dagger_{1\alpha}c^\dagger_{2\beta} + c^\dagger_{2\beta}c^\dagger_{1\alpha} = 0. \]  
(A.3)

Convention: site-1 operator acts first and among two same site operators of different spins, \(\uparrow\)-spin operator will be prior to act.

For a hydrogen molecule, total number of electrons is \(N = 2\). Therefore to form the basis, we need to only consider \(4C_2 = 6\) states restricted to \(N = 2\):

\[ |1\rangle \equiv |\uparrow, \uparrow\rangle = c^\dagger_{2\uparrow}c^\dagger_{1\uparrow}|0\rangle \]  
(A.4)
\[ |2\rangle \equiv |0, \uparrow\rangle = c^\dagger_{2\uparrow}c^\dagger_{1\downarrow}|0\rangle \]  
(A.5)
\[ |3\rangle \equiv |\uparrow, \down\rangle = c^\dagger_{2\uparrow}c^\dagger_{1\uparrow}|0\rangle \]  
(A.6)
\[ |4\rangle \equiv |\down, \uparrow\rangle = c^\dagger_{2\down}c^\dagger_{1\uparrow}|0\rangle \]  
(A.7)
\[ |5\rangle \equiv |\up\down, 0\rangle = c^\dagger_{1\down}c^\dagger_{1\uparrow}|0\rangle \]  
(A.8)
\[ |6\rangle \equiv |\down, \down\rangle = c^\dagger_{2\down}c^\dagger_{1\down}|0\rangle \]  
(A.9)

To construct the Hamiltonian in matrix form, we operate the Hamiltonian \(\hat{H}\) on each of the 6 states and we find

\[ \hat{H}^0|1\rangle = 2\epsilon c^\dagger_{2\uparrow}c^\dagger_{1\uparrow}|0\rangle = 2\epsilon |1\rangle. \]  
(A.10)

\[ \hat{H}^0|2\rangle = 2\epsilon c^\dagger_{2\uparrow}c^\dagger_{2\down\uparrow}|0\rangle + t(c^\dagger_{1\down}c^\dagger_{2\uparrow} + c^\dagger_{1\uparrow}c^\dagger_{2\down\uparrow})c^\dagger_{2\down}c^\dagger_{2\uparrow}|0\rangle. \]

We notice

\[ c^\dagger_{1\down}c^\dagger_{2\uparrow}c^\dagger_{2\down\uparrow}|0\rangle = c^\dagger_{1\down}(1 - c^\dagger_{2\down}c^\dagger_{2\uparrow})c^\dagger_{2\down\uparrow}|0\rangle \]

[Used \(\{c^\dagger_{2\down}, c^\dagger_{2\uparrow}\} = 1\)]

\[ = c^\dagger_{1\down}c^\dagger_{2\uparrow}|0\rangle \]
\[ = -c^\dagger_{2\down}c^\dagger_{1\down}|0\rangle \]
\[ = -|4\rangle \]
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and

\[ c_{1\uparrow}^\dagger c_{2\uparrow}^\dagger c_{2\downarrow}^\dagger c_{1\downarrow} |0\rangle = -c_{1\uparrow}^\dagger c_{2\uparrow}^\dagger c_{2\downarrow}^\dagger c_{1\downarrow} |0\rangle = -c_{1\uparrow}^\dagger (1 - c_{2\uparrow}^\dagger c_{2\downarrow}^\dagger) c_{2\downarrow}^\dagger c_{1\uparrow} |0\rangle \]

[Used \{c_{2\uparrow}, c_{2\downarrow}\} = 1]

\[ = -c_{1\uparrow}^\dagger c_{2\downarrow}^\dagger |0\rangle \]

\[ = c_{2\downarrow}^\dagger c_{1\uparrow}^\dagger |0\rangle \]

\[ = |3\rangle . \]

Thus

\[ \hat{H}^0 |2\rangle = 2\epsilon |2\rangle + t (|3\rangle - |4\rangle) . \] (A.11)

By proceeding in the same fashion, we find

\[ \hat{H}^0 |3\rangle = 2\epsilon |3\rangle + t (|2\rangle + |5\rangle) . \] (A.12)

\[ \hat{H}^0 |4\rangle = 2\epsilon |4\rangle + t (-|2\rangle - |5\rangle) . \] (A.13)

\[ \hat{H}^0 |5\rangle = 2\epsilon |5\rangle + t (|3\rangle - |4\rangle) . \] (A.14)

\[ \hat{H}^0 |6\rangle = 2\epsilon c_{2\downarrow}^\dagger c_{1\uparrow}^\dagger |0\rangle = 2\epsilon |6\rangle . \] (A.15)

Hence the Hamiltonian in matrix form:

\[ H^0 = \begin{bmatrix} 2\epsilon & 0 & 0 & 0 & 0 & 0 \\ 0 & 2\epsilon & t & -t & 0 & 0 \\ 0 & t & 2\epsilon & 0 & t & 0 \\ 0 & -t & 0 & 2\epsilon & -t & 0 \\ 0 & 0 & t & -t & 2\epsilon & 0 \\ 0 & 0 & 0 & 0 & 0 & 2\epsilon \end{bmatrix} . \] (A.16)

Appendix B. Construction of non-zero matrix elements of \( H^1 \):

We use the same basis as before, and repeat the steps followed in Appendix A. Thus

\[ \hat{H}^1 |1\rangle = 2\epsilon c_{1\uparrow}^\dagger |1\rangle . \] (B.1)

\[ \hat{H}^1 |2\rangle = 2\epsilon c_{2\uparrow}^\dagger + t^+ (|3\rangle - |4\rangle) . \] (B.2)

\[ \hat{H}^1 |3\rangle = 2\epsilon |3\rangle + t^- |2\rangle + t^+ |5\rangle . \] (B.3)

\[ \hat{H}^1 |4\rangle = 2\epsilon |4\rangle - t^- |2\rangle - t^+ |5\rangle . \] (B.4)

\[ \hat{H}^1 |5\rangle = 2\epsilon t^- |5\rangle + t^- (|3\rangle - |4\rangle) . \] (B.5)

\[ \hat{H}^1 |6\rangle = 2\epsilon c_{2\downarrow}^\dagger c_{1\downarrow}^\dagger |0\rangle = 2\epsilon |6\rangle . \] (B.6)
Therefore the nonzero matrix elements in the Hamiltonian are

\[ H_{11}^1 = H_{22}^1 = H_{33}^1 = H_{44}^1 = H_{55}^1 = H_{66}^1 = 2\epsilon \quad (B.7) \]

\[ H_{23}^1 = t_- \quad (B.8) \]

\[ H_{32}^1 = t_+ \quad (B.9) \]

\[ H_{24}^1 = -t_- \quad (B.10) \]

\[ H_{42}^1 = -t_+ \quad (B.11) \]

\[ H_{35}^1 = t_- \quad (B.12) \]

\[ H_{53}^1 = t_+ \quad (B.13) \]

\[ H_{35}^1 = -t_- \quad (B.14) \]

\[ H_{54}^1 = -t_+ \quad (B.15) \]

Hence the Hamiltonian in matrix form:

\[
\mathbf{H}_1 = \begin{bmatrix}
2\epsilon & 0 & 0 & 0 & 0 & 0 \\
0 & 2\epsilon & t^- & -t^- & 0 & 0 \\
0 & t^+ & 2\epsilon & 0 & t^- & 0 \\
0 & -t^+ & 0 & 2\epsilon & -t^- & 0 \\
0 & 0 & t^+ & -t^+ & 2\epsilon & 0 \\
0 & 0 & 0 & 0 & 0 & 2\epsilon \\
\end{bmatrix}.
\quad (B.17)
\]

Appendix C. Simplification of the cubic equation

Eq. (45) of the main text can be simplified as

\[(S - D + U - E)(S - E)(S + D + U - E) - M(S - E) - M U = 0 \]

[Define: \( S \equiv \epsilon_+ + \epsilon_-, \quad D \equiv \epsilon_+ - \epsilon_-, \quad M \equiv 4t_+t_- \)]

\[ \Rightarrow (x + D + U)x(x + D + U) - Mx - MU = 0. \]

[Define: \( x \equiv S - E \)]

\[ \Rightarrow [(x + U)^2 - D^2]x - M(x + U) = 0. \]

\[ \Rightarrow [X^2 - D^2](X - U) - MX = 0. \]

[Define: \( X \equiv x + U \)]

\[ \Rightarrow X^3 - UX^2 - (D^2 + M)X + D^2U = 0, \]

\[ \Rightarrow X^3 - UX^2 - KX - L = 0 \quad (46) \]

[Define: \( K \equiv D^2 + M; \quad L \equiv -D^2U \).]

Appendix D. Convention of marking energy bands

Noninteracting case:

The key equation (characteristic equation) whose roots provide the eigenenergies:

\[ X^3 - UX^2 - KX - L = 0 \quad (46) \]
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with \( X \equiv x + U; \) \( x \equiv 2 \epsilon - E; \) \( K \equiv 4(\epsilon^2 - \gamma^2 - \lambda^2); \) \( L \equiv 4\gamma^2 U. \) When \( U = 0, \)
Eq. (46) effectively becomes quadratic as \( L = 4\gamma^2 U \) becomes zero. However, keeping
the original cubic equation in mind, we can state that Eq. (46) has one trivial root \( X = x = 0 \) or
eigenenergy \( E = 2\epsilon = 1 \) for \( \epsilon = 0.5 \) and \( \forall \lambda, \gamma. \) Thus for \( U = 0, \) we end
up with two semicircular bands and a third one which stays always constant for the
real parts of the eigenenergies \((\text{Re } E = 1). \) We assign red color for the upper semicircle
\((E^+)\), blue \((E^-)\) for the lower one and cyan for the constant line \((E^0)\) (see Fig. D1(a)

![Figure D1](image_url)
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(b)

Figure D1: Real parts of the three eigenenergies plotted against (a) \( \lambda \) for fixed \( \gamma \)
and (b) \( \gamma \) for fixed \( \lambda = 0.9 \) for the non-interacting case \((U = 0). \)

and Fig. D1(b)). To identify the bands for the offline (black and white) version, we
use symbols: ‘plus’(+), ‘cross’(×), and ‘filled circle/dot’(●) respectively. Similarly, for
the imaginary parts of the eigenenergies, we color the bands with positive value by
magenta, negative value by green, and zero by orange (see Fig. D2(a) and Fig. D2(b)).
We make the following correspondence between the colors of the real and imaginary
parts of the eigenenergies.

| ReE \( \rightarrow \) ImE | Label | Symbol |
|----------------------|-------|--------|
| red \( \rightarrow \) magenta | \( E^+ \) | + |
| blue \( \rightarrow \) green | \( E^- \) | × |
| cyan \( \rightarrow \) orange | \( E^0 \) | ● |

This mapping needs to be obeyed to see how an eigenenergy band as a complex
entity change as a function of the parameter \( \lambda \) or \( \gamma. \) Despite having this color
convention, as we turn on \( U, \) keeping track of the eigenenergies (as continuous
functions of the parameters) becomes tedious and we encounter ambiguities when
overlaps occur in the real or imaginary parts of two eigenenergies as described below.

Finite interaction case:

We take the example of plotting eigenenergies against \( \lambda \) for \( U = 2 \) and \( \gamma = 0.1. \) Here
we encounter the cases where ambiguity in band-coloring arises due to the breaking
of mirror symmetry between \( E^+ \) and \( E^- \) at a finite value of \( U. \) Below we mention
them and discuss how we resolve the ambiguity by selecting a reasonable convention after taking a cue from that in the $U = 0$ case. Let us consider the following cases in the eigenenergy plots for $U = 2$ and $\gamma = 0.1$ (see Fig. D3(a) and Fig. D3(b)).

**Case 1:** Two real values of the eigenenergies (colored red and blue) overlap ($|\lambda| > 1$), positive and negative values of $\text{Im}E$ can be painted either magenta or green. Let us choose magenta ($E^+$) for the positive values of $\text{Im}E$ and green ($E^-$) for the negative one.

**Case 2:** Two merged real eigenenergies branching out into two separate eigenvalues (purely real, imaginary parts for both are zero, $|\lambda| < 1$). Of course, the colors of the two branches could be either red or blue. Following the $U = 0$ convention,
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we paint the upper band with red \((E^+)\) and the lower one with blue \((E^-)\).

**Case 3:** Again two real eigenenergies merge or overlap each other (this time, red and cyan, \(0.88 < |\lambda| < 1.05\)). So ambiguity arises in coloring the pair of complex conjugates of \(\text{Im}E\). We stick to the convention of painting magenta \((E^+)\) for the curve having positive values. So the lower negative curve \((E^0)\) becomes orange in color.

**Case 4:** Again branching happens in the real parts as the imaginary parts become around \(|\lambda| < 0.88\). The colors of the branches become ambiguous. Sticking to the convention, we paint the upper band with red \((E^+)\) and the lower one with cyan \((E^0)\).

**Shift of \(E^0\) band due to finite interaction:**

We know that Eq. (46) also reduces to a quadratic equation as \(L\) becomes zero again. Thus both presence of interaction and diagonal non-Hermiticity are essential to see the second kind of EPs. By turning off \(\gamma\), we can easily see that interaction only shifts the position of \(E^0\) (by an amount \(U\), see Fig. D4(a) and Fig. D4(b)). Thus real part must always lie between real parts of \(E^+\) and \(E^-\) bands (in the extreme case, it may overlap with \(E^+\) for \(U > 0\)). Presence of finite \(\gamma\) creates an overlap between \(E^+\) and \(E^0\) for \(U > 0\) and we obtain additional EPs. This observation provides the confidence to keep the \(\text{Re}E^0\) (cyan) curve in between \(\text{Re}E^+\) (red) and \(\text{Re}E^-\) (blue).

![Figure D4: Real parts of the three eigenergies plotted against \(\lambda\) for \(\gamma = 0\) for two cases: (a) \(U = 0\) and (b) \(U = 2\).](image)
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