Benford’s Law for Telemetry Data of Wildlife
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Abstract: Benford’s law (BL) specifies the expected digit distributions of data in social sciences, such as demographic or financial data. We focused on the first-digit distribution and hypothesized that it would apply to data on locations of animals freely moving in a natural habitat. We believe that animal movement in natural habitats may differ with respect to BL from movement in more restricted areas (e.g., game preserve). To verify the BL-hypothesis for natural habitats, during 2015–2018, we collected telemetry data of twenty individuals of wild red deer from an alpine region of Austria. For each animal, we recorded the distances between successive position records. Collecting these data for each animal in weekly logbooks resulted in 1132 samples of size 65 on average. The weekly logbook data displayed a BL-like distribution of the leading digits. However, the data did not follow BL perfectly; for 9% (99) of the 1132 weekly logbooks, the chi-square test refuted the BL-hypothesis. A Monte Carlo simulation confirmed that this deviation from BL could not be explained by spurious tests, where a deviation from BL occurred by chance.
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1. Introduction

Benford’s law (BL) proposes that the first nonzero digits of certain data (in decimal notation) are distributed according to (1). If \( d = 1, 2, 3, \ldots, 9 \), then the probability \( \text{Prob}(d) \) that \( d \) is observed as the first nonzero digit is (\( \log_{10} \) is decadic logarithm):

\[
\text{Prob}(d) = \log_{10}(d + 1) - \log_{10}(d)
\]  

(1)

The probabilities decrease from 30% for \( d = 1 \) to 5% for \( d = 9 \). Newcomb [1] proposed BL to explain why the initial pages of the logarithmic table books, the main computational tool at that time, were dirtier than the later ones. Initially, he had expected that each digit would occur with the same probability of 11%. Benford [2] rediscovered this curiosity and launched a highly active [3] research program to identify data that would obey BL. This research was applied to identify data corruption in social sciences [4]. Starting with [5–7], deviations from BL were used to expose possible cases of tax evasion [8], election fraud [9], fabrication of clinical data [10], or misrepresentation of data in government statistics [11]. There are further examples in other fields, such as astrophysics [12], atomic physics [13], biochemistry [14], library science [15], material sciences [16], theology [17], or epidemiology [18], where a recent application used BL to identify distorted COVID-19 counts [19].

Starting with Hill [20,21], another line of research sought to find theoretical explanations for BL; c.f. [22]. However, he cautioned that real data may not fulfill BL exactly. For instance, exponentially distributed random variables were shown to satisfy BL approximately [23,24]. In addition, there are related phenomena with BL-like distributions that...
were explained from power laws \[25,26\] developed criteria when BL-like distributions may be expected.

The present study may be motivated from literature describing animal movement by stochastic processes. For instance, certain random walks (Lévy flights) were used to model the movement of deer and reindeer \[27,28\], and Schürger \[29\] explained a relation between random walk theory and BL. However, a fine-grained analysis of animal movement refuted the Lévy flights hypothesis \[30\]. We therefore ask whether the movement of deer displays BL-like phenomena, for alternative mechanisms leading to BL are conceivable. For instance, in dynamical system theory, systems with attractors often follow BL \[31\]. During winter, feeding stations may be attractors for the movement of game in the habitat, and these attractors may facilitate BL.

For red deer (\textit{Cervus elaphus}), there is a large body of literature on movement ecology based on telemetry data (Google Scholar: about 5000 papers). We used such data to keep for each animal a logbook to record distances moved. By the analogy to drivers’ logbooks that were shown to fulfill BL \[32\], we hypothesized that, under natural conditions, the records of animals would obey BL. As to possible applications of this hypothesis, deviations of logbooks from BL may indicate restricted mobility due to environmental deterioration (e.g., fragmentation of the landscape), sickness of animals, or location errors due to bad satellite reception; c.f. \[33\]. As the use of telemetry is common in studies of wildlife and in fisheries research, our hypothesis, if true, would establish a new topic of research within the field of movement ecology. In this paper, we tested this hypothesis.

2. Materials and Methods

2.1. Data

Data came from a collaborative project \[34\] of two scientific and two business partners: Institute of Wildlife Biology and Game Management (University of Natural Resources and Life Sciences, Vienna), Research Institute of Wildlife Ecology (University of Veterinary Medicine, Vienna), Gutsverwaltung Fischhorn GmbH & Co KG, and Gletscherbahnen Kaprun AG. The project site covered about 4.2 km\(^2\) at altitudes between 880 and 3000 m above sea level in the valley of Kaprun (province of Salzburg, Austria). It was adjacent to the core area of Upper Tauern National Park.

Data were collected during 2015–2018. For details, see \[35\]. In consultation with the authorities, twenty wild red deer (ten males and ten females) with estimated ages between three and twenty years were selected at random, immobilized with a tranquilizer gun, and equipped with Global Positioning System (GPS) collars. Each device was used for a single animal. The sex, estimated age, and estimated weight of each animal were recorded when it received the GPS device.

Position recordings were taken every 2 hours and 15 minutes, saved on the collar, and transmitted to a ground station once a day per SMS. Owing to the timespan between successive measurements, we expected that successive positions of an animal would be stochastically independent of each other (for example, animals would alter their velocity, pause for grazing, and change their directions at random). There were time gaps, e.g., due to missing GPS signals. For May and June, there were no data, and for a few days of October 2016, signals were sent every 15 minutes. Further, different animals were observed through different periods of time (but there were large overlaps).

GPS-signals informed us about the \(x, y,\) and \(z\)-positions according to the WGS84 coordinate system \[36\], and time \(t\). Based on the changes in position between two consecutive signals, the distances between consecutive signals (i.e., lengths of walks) were computed:

\[
\sqrt{(x_{i+1} - x_{i})^2 + (y_{i+1} - y_{i})^2 + (z_{i+1} - z_{i})^2}
\]  

The GPS data were saved in spreadsheets (Microsoft Excel 365). For each animal, we obtained a list that recorded (in row \(i\)) the position coordinates \((x_i, y_i, z_i)\), the time \((t_i)\), and (starting with row 2) the distance (2) to the previous position. The leading nonzero digits
of the successive distances were also computed in the spreadsheet. If the time between two consecutive measurements exceeded one day, this distance was discarded. Distance 0 (one observation) was ignored.

As the behavior of animals differed between seasons, for each animal, we split the data into weekly logbooks. We used Mathematica software [37] to collect the weekly data and count the leading digits of the distances. The output was a spreadsheet. It displayed how often each number from 1 to 9 was the leading digit for each animal and week. Both mentioned spreadsheets are provided in the Supporting Information.

2.2. Statistics

To identify deviations of data from BL, we used multiple tests. The common measures to identify a deviation of data from BL is chi-square $\chi^2$, defined by the equation:

$$\chi^2 = \sum_{\text{digits}} \frac{(\text{observed} - \text{theoretical})^2}{\text{theoretical}}$$

(3)

The use of the chi-square test has been criticized in literature for various reasons, such as the “large n problem” [38,39], which matters for our data, too. If we aggregate the data of all animals, we get a large sample (“large n design”) with 73,393 distances (first digits); for the data of each animal, there were between 431 and 7738 distances. In this context, [4,40] proposed MAD, Equation (4), as test statistic: “What is needed is a test that ignores the number of records. The mean absolute deviation (MAD) test is such a test [...].”

$$\text{MAD} = \sum_{\text{digits}} \frac{|\text{observed} - \text{theoretical}|}{\text{sample size} \times \text{number of digits} (= 9)}$$

(4)

However, [41] pointed out limitations for MAD. Further, [42] found that “a fixed ‘critical value’ for the MAD irrespective of the sample size may lead to biased conclusions.” Instead, these authors referred to [43], where bootstrap resampling with samples of intermediate size was recommended. This means that rather than conducting one test for a large sample, many tests for smaller samples are conducted and, hopefully, most tests would verify BL. To implement this recommendation (“small n design”), we used weekly logbooks: There are in total 1132 weekly logbooks of the 20 animals with sample sizes of 65 distances, on average (for 95% of the logbooks, sample size varied between 31 and 74 distances). For these smaller samples (weekly logbooks), we used the Yates [44] continuity correction YCC, Equation (5):

$$\text{YCC} = \sum_{\text{digits}} \frac{(|\text{observed} - \text{theoretical}| - 0.5)^2}{\text{theoretical}}$$

(5)

As the critical value of each test statistic depends on sample size, we used a Monte Carlo simulation to assess whether our data fit BL; the computation used Mathematica [37]. This simulation was particularly important for our logbooks, as each logbook had a different size and, therefore, the test for BL required a different critical value for each logbook. We first generated 1132 BL-distributed random samples with the same sizes as the observed logbooks. We then applied a certain test statistic for each of these sample-logbooks and recorded the 1132 results. As an example, for $\chi^2$ and for each simulated BL-distributed logbook, we computed the $p$-value from the chi-square distribution with eight degrees of freedom and used it to check if BL was refuted (i.e., $p$-value below 0.05). To this end, we counted how many of the 1132 simulated logbooks refuted BL. We repeated this simulation 500 times. We thereby obtained a sample of 500 counts. We compared this sample with the observed count of refutations of BL for our logbook data. To this end, we estimated a Poisson distribution for the sample of 500 counts, verified its goodness of fit using probability plots [45] and statistical tests [46] implemented in a Mathematica [37] function.
(DistributionFitTest), and used this distribution to compute the p-value for the hypothesis of a higher number of refutations than observed for the animal logbooks. For \( p < 0.05 \), we concluded that the observed data were unlikely to fulfil BL.

As an additional test method, we computed Clopper–Pearson exact confidence intervals [47] for the frequencies of the leading digits for each animal-week. We used this method as it is suitable for small samples and does not make distribution assumptions. Reference [48] surveys several other conceivable statistical tests.

3. Results

When the data of each animal were considered separately, then, for 13 of the 20 individuals, the chi-square test refuted the null hypothesis that the data fit BL.

Table 1 confirms the “large n problem” [38], as discussed above. For the large sample of all 73,393 distances, the chi-square test refuted BL (p-value \( 5 \times 10^{-30} \) for a higher \( \chi^2 \) than observed), whereas in terms of MAD = 0.0048, the deviation of the data from BL was barely discernible. However, in a simulation of 500 BL-distributed samples of size 73,393 each, much smaller values of MAD were observed; 95% of the simulated MAD-values were below 0.00131. Fitting a lognormal distribution to the sample of simulated MAD-values, MAD > 0.0048 was unlikely (p-value \( 4.6 \times 10^{-10} \)).

Table 1. Overall count of leading digits for all 20 animals.

| Digit | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Observed: | 21,473 | 13,461 | 9516 | 7669 | 5941 | 4691 | 3976 | 3576 | 3090 |
| Theoretical: | 22,093.5 | 12,923.8 | 9169.6 | 7112.5 | 5811.4 | 4913.4 | 4256.2 | 3754.2 | 3358.3 |

Next, we focused on the analysis of the weekly logbooks of all animals.

The chi-square test refuted BL for 9% (99) of the 1132 logbooks. We used Monte Carlo simulations to assess if this outcome supported BL. Repeating the computations with 500 sets of 1132 simulated BL-distributed logbooks each, we obtained a sample of 500 simulated counts of refutations. This sample was approximately Poisson distributed with a mean value of 56 refutations. Figure 1 plots the probability plot to assess the goodness of fit of the Poisson distribution. For this distribution, a count of more than 99 refutations amongst 1132 simulated BL-distributed logbooks was unlikely (p-value \( 10^{-7} \)). Thus, although the chi-square test supported BL for most weekly samples, the number of observed refutations was too large to be explained by spurious tests alone.

Figure 1. Probability plots comparing the simulated counts of refutations for BL-distributed logbooks with a Poisson distribution for (a) refutations using \( \chi^2 \); (b) refutations using YCC; plots using Mathematica [30].
For the Yates correction, BL was refuted for 3% (33) of the 1132 logbooks (computing the p-value from the chi-square distribution with eight degrees of freedom). However, a sample of 500 simulated counts of refutations was approximately Poisson distributed with a mean value of 15 refutations (Figure 1 for the probability plot). For this Poisson distribution, a count of more than 33 refutations was unlikely (p-value 0.00002). Hence again, the number of observed refutations was too large to be explained by spurious tests alone.

MAD supported BL (meaning: $MAD \leq 0.05$), except for 4.8% (54) of the 1132 logbooks. By comparison, a sample of 500 simulated counts of refutations ($MAD > 0.05$) was approximately Poisson distributed with a mean value of 31 refutations, and for this distribution, the occurrence of more than 54 logbooks with $MAD > 0.05$ was unlikely (p-value 0.0001). Hence, several of the observed refutations were not spurious.

As Table 1 suggests, the digit 1 led less frequently than expected from BL. The confidence intervals for the weekly logbooks confirmed this observation. For 7% of logbooks, the observed frequency of 1 as a leading digit was outside the 95% confidence interval for this frequency under the assumption of BL. For digits 2, 3, . . . , and 9, the corresponding frequencies were 3%, 2%, 3%, 2%, 3%, 4%, 6%, and 8%, respectively. For 71% of logbooks, the frequencies of all leading digits were within the confidence intervals.

An analysis of the frequencies of 1s versus non-1s as leading digits confirmed the deficiencies of leading 1s. Using the chi-square test (one degree of freedom) for 7% (81) logbooks, a significant deviation from the BL-frequency was noted (p-value below 0.05). A sample of 500 simulated counts of refutations was approximately Poisson distributed with a mean value of 57 refutations. For this distribution, more than 81 significant deviations were unlikely (p-value 0.001).

Similar results were obtained when the distance was measured in two dimensions using Equation (2) without the z-coordinate, or when monthly logbooks were considered.

4. Discussion and Conclusions

In social sciences, BL is an established test for data corruption. This paper applied this test for the first time to telemetry data that track the movements of animals. We studied 1132 weekly logbooks of 20 individuals of wild red deer that, over four years, recorded the lengths of their walks. These data displayed a BL-like distribution of the leading digits. Nevertheless, BL had only limited evidence, as the data did not follow BL perfectly. For 9% of the weekly logbooks, the chi-square test refuted the BL-hypothesis. A Monte Carlo simulation confirmed that this deviation from BL could not be explained by spurious tests alone, where deviations from BL occurred by chance. This finding was confirmed by multiple tests, including the mean absolute deviation MAD.

This finding does not refute the hypothesis of BL-distributed logbooks, because we are not sure if our implicit assumptions (e.g., no human impact on the animals, no location error) were satisfied for all animals during the whole study period. Kaprun is a tourism hotspot with peaks in winter (skiing) and summer (hiking), and deer are expected to avoid the crowded areas. Behavioral changes are conceivable during the hunting season. The mating season may also change the movement pattern. In winter, restrictions in the movement are possible due to deep snow. Considering these possible impacts, movements of the deer during certain periods of our study may have been atypical. However, there were too few weeks (99) with significant deviations from BL to draw valid conclusions about the reasons for these deviations and to distinguish systematic from spurious deviations.

Thus, in exploring BL for animal movement, the approach using weekly logbooks may be suitable to study the impact of human and natural pressures, where data about such impacts on animal behavior are not accessible by other means. To explore this research question, in a forthcoming study (duration about one year), we will consider weekly logbooks in wildlife and in restricted areas (game preserves). We think that this should result in clear distinctions in the first digit frequencies. Further, we hypothesize that distances moved by wild animals, irrespective of species, should satisfy BL.
Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/stats4040055/s1, Table S1 is an Excel file that summarizes the data, Table S2 is an Excel file that summarizes the above computations, and Table S3 is one of twenty Excel files with raw data.
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