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I. INTRODUCTION

In many fields of physics, particularly quantum physics, atomic physics, subatomic physics and nuclear physics, for non relativistic case, no other fundamental equation has been studied more profoundly than the Schrödinger equation. Recently, considerable efforts have been made for several potentials to obtain analytical solutions of this famous equation, either in the ordinary case where the mass is considered as constant or in the context of position dependent effective mass.

The position dependent effective mass formalism has been originally introduced by Von Roos in semiconductor theory\(^1\). Later on, this formalism has been widely used in different fields of physics such as quantum liquids\(^2,3\), \(^3\)He clusters\(^3\), quantum wells, wires and dots\(^4,5\), metal clusters\(^6\), graded alloys and semiconductor heterostructures\(^7-13\), the dependence of energy gap on magnetic field in semiconductor nano-scale quantum rings\(^14\), the solid state problems with the Dirac equation\(^15\) and others\(^16-21\). Recently, it has been applied to study nuclear collective states within Bohr Hamiltonian with Davidson potential and Kratzer potential\(^22-24\). The advantage of this formalism resides in its ability to enhance the numerical calculation precision of physical observables, particularly the energy spectrum. Various methods have been used in the frame of this formalism for solving the Schrödinger equation for some potentials like the Point canonical transformation (PCT)\(^25-27\), Lie algebraic methods\(^28-31\), supersymmetric quantum mechanical (SUSYQM) and shape invariance (SI) techniques\(^32-34\) and Nikiforov-Uvanov method\(^35\).

In the present work, following the procedure described in Ref. 20, we solve the Schrödinger equation for some non central potentials by means of asymptotic iteration method (AIM)\(^36\). For this purpose, we introduce a new generalized decomposition of the effective potential which allows simplifying the calculations through an easy separation of the coordinates.

The AIM, an increasingly popular method, has proved to be a powerful, efficient and easily handling method in the treatment of problems in physics involving Schrödinger, Klein-Gordon and Dirac equations\(^36-43\).

The content of this study is arranged as follows. In section II, we give basic concepts of the asymptotic iteration method. In section III, we present a theoretical background of the position dependent effective mass formalism. In section IV, the separation of variables is carried out for the Deformed Schrödinger equation (DSE) with general non central potential in spherical coordinates. In section V, we investigate the exact bound states solutions of Deformed Schrödinger
equation with different non central potentials. Finally, section VI is devoted to the discussion and conclusion.

II. BASIC CONCEPTS OF THE ASYMPTOTIC ITERATION METHOD

In this section, we present basic concepts of the AIM; for more details we refer the reader to Refs. 36 and 37. The AIM has been proposed to solve homogenous linear second-order differential equations of the form

\[
\frac{d^2 y_n(x)}{dx^2} = \lambda_0(x) \frac{dy_n(x)}{dx} + s_0(x) y_n(x), \quad \lambda_0(x) \neq 0
\]  \hspace{1cm} (2.1)

Essentially, the functions \( s_0(x) \) and \( \lambda_0(x) \) are sufficiently differentiable. Equation (2.1) can be iterated up to \((k + 1)^{th}\) and \((k + 2)^{th}\) derivatives, \(k = 1, 2, 3, \ldots\). Therefore we have

\[
\frac{d^{k+1} y_n(x)}{dx^{k+1}} = \lambda_{k-1}(x) \frac{dy_n(x)}{dx} + s_{k-1}(x) y_n(x), \quad \frac{d^{k+2} y_n(x)}{dx^{k+2}} = \lambda_k(x) \frac{dy_n(x)}{dx} + s_k(x) y_n(x)
\]  \hspace{1cm} (2.2)

where \( \lambda_k(x) \) and \( s_k(x) \) are given by the recurrence relations

\[
\lambda_k(x) = \frac{d \lambda_{k-1}(x)}{dx} + s_{k-1}(x) + \lambda_0(x) \lambda_{k-1}(x), \quad s_k(x) = \frac{d s_{k-1}(x)}{dx} + s_0(x) \lambda_{k-1}(x)
\]  \hspace{1cm} (2.3)

From the ratio of the \((k + 2)^{th}\) and \((k + 1)^{th}\) derivatives, we have

\[
\frac{d}{dx} \ln(y_n^{(k+1)}) = \frac{\lambda_k(x) \left( \frac{dy_n(x)}{dx} + s_k(x) y_n(x) \right)}{\lambda_{k-1}(x) \left( \frac{dy_n(x)}{dx} + s_{k-1}(x) y_n(x) \right)}
\]  \hspace{1cm} (2.4)

Now, we introduce the asymptotic aspect of the method. If we have, for sufficiently large \(k\) Refs. 36 and 37,

\[
\frac{s_k(x)}{\lambda_k(x)} = \frac{s_{k-1}(x)}{\lambda_{k-1}(x)} := \alpha(x)
\]  \hspace{1cm} (2.5)

with a quantization condition

\[
\Delta_k(x) = \begin{vmatrix} \lambda_k(x) & s_k(x) \\ \lambda_{k-1}(x) & s_{k-1}(x) \end{vmatrix} = 0, \quad k = 1, 2, 3, \ldots
\]  \hspace{1cm} (2.6)

then, the solution of Eq.(2.1) can be written as

\[
y_n(x) = \exp \left( - \int^x \alpha(z) dz \right) \left[ C_2 + C_1 \int^x \exp \left( \int^z (\lambda_0(t) + 2\alpha(t)) dt \right) dz \right]
\]

where \( C_1 \) and \( C_2 \) are two constants.

For a given potential, the procedure consists first to convert the Schrödinger equation into the form

\[
\]
of equation (2.1). Then, \( s_0(x) \) and \( \lambda_0(x) \) are determined, while \( s_n(x) \) and \( \lambda_n(x) \) are calculated via the recurrence relations given by equation (2.3). The energy eigenvalues are then obtained by imposing the condition shown in Eq. (2.6) if the problem is exactly solvable. If not, for a specific principal quantum number \( n \), we choose a suitable \( x_0 \) point, generally determined as the maximum value of the asymptotic wave function or the minimum value of the potential and the approximate energy eigenvalues are determined from the roots of the quantization condition (2.6) for large values of \( k \). As to the exact eigenfunctions, they can be derived from the following wave function generator:

\[
y_n(x) = C_2 \exp \left( -\int^x \frac{s_k(t)}{\lambda_k(t)} \, dt \right), \quad k = 1, 2, \cdots, n
\]

\[\text{(2.7)}\]

III. FORMALISM OF POSITION-DEPENDENT EFFECTIVE MASS

The aim of this section is to present a theoretical background of the position-dependent effective mass formalism (PDEMF)\(^{20,22-24}\). In the PDEMF, for Schrödinger equation, the mass operator \( m(x) \) and momentum operator \( \vec{p} = -i\hbar \vec{\nabla} \) no longer commute. Due to this reason and in order to obtain a Hermitian operator there are several ways for generalizing the usual form of the kinetic energy operator \( \vec{p}^2 / 2m_0 \) valid for a constant mass \( m_0 \), since the generalization of the Hamiltonian describing the quantum state of a physical system is not trivial in this case. In order to avert any specific choices, one can use the general form of the Hamiltonian originally proposed by Von Roos\(^1\):

\[
H = -\frac{\hbar^2}{4} \left[ m^{\delta'}(x) \nabla m^{\kappa'}(x) \nabla m^{\lambda'}(x) + m^{\lambda'}(x) \nabla m^{\kappa'}(x) \nabla m^{\delta'}(x) \right] + V(x)
\]

\[\text{(3.1)}\]

where \( V(x) \) is the relevant potential and the parameters \( \delta', \lambda', \) and \( \kappa' \) are constrained by the condition: \( \delta' + \kappa' + \lambda' = -1 \).

By choosing the position-dependent mass \( m(x) \) in the following form:

\[
m(x) = m_0 M(x), \quad M(x) = \frac{1}{f(x)^2}
\]

\[\text{(3.2)}\]

where \( m_0 \) is a constant mass, \( M(x) \) is a dimensionless position-dependent mass, and \( f(x) \) is a deforming function, the Hamiltonian in Eq. (3.1) transforms into

\[
H = -\frac{\hbar^2}{4} \left[ f^{\delta}(x) \nabla f^{\kappa}(x) \nabla f^{\lambda}(x) + f^{\lambda}(x) \nabla f^{\kappa}(x) \nabla f^{\delta}(x) \right] + V(x)
\]

\[\text{(3.3)}\]

with \( \delta + \kappa + \lambda = 2 \). The limit of the choice of the ambiguity parameters \( \delta, \kappa \) and \( \lambda \) depends on the physical system. For example in the special choice where \( \delta = \lambda = 0 \) and \( \kappa = 2 \), the Hamiltonian
defined in Eq. (3.3) reduces to the most common BenDaniel-Duke form\textsuperscript{44}. Following the method described in Ref. 20, the Hamiltonian in Eq. (3.3) can be written as

\[ H = -\frac{\hbar^2}{2m_0} \sqrt{f(x)} \nabla f(x) \nabla \sqrt{f(x)} + V_{\text{eff}}(x) \]  

(3.4)

with

\[ V_{\text{eff}}(x) = V(x) + \frac{\hbar^2}{2m_0} \left[ \frac{1}{2} (1 - \delta - \lambda) f(x) \nabla^2 f(x) + \left( \frac{1}{2} - \delta \right) \left( \frac{1}{2} - \lambda \right) [\nabla f(x)]^2 \right] \]  

(3.5)

Therefore, the corresponding Deformed Schrödinger equation reads

\[ \left[ -\frac{\hbar^2}{2m_0} \sqrt{f(x)} \nabla f(x) \nabla \sqrt{f(x)} + V_{\text{eff}}(x) \right] \psi(x) = E \psi(x) \]  

(3.6)

where \( E \) is the energy, \( \hbar \) is the reduced Planck constant, \( \psi(x) \) is the total wave function and \( V_{\text{eff}}(x) \) is the effective potential.

IV. SEPARATION OF VARIABLES FOR THE DSE WITH GENERAL NON-CENTRAL POTENTIAL

The problem of position dependent mass Schrödinger equation with a central potential has been widely investigated\textsuperscript{16,17,21,35} unlike that with a non central potential. In spherical coordinates, the Deformed Schrödinger equation (3.6) for a particle in general non-central potential \( V(r, \theta, \varphi) \) reads as

\[ \left( -\frac{\hbar^2}{2m_0} \sqrt{f(r, \theta, \varphi)} \nabla f(r, \theta, \varphi) \nabla \sqrt{f(r, \theta, \varphi)} + V_{\text{eff}}(r, \theta, \varphi) \right) \psi(r, \theta, \varphi) = E \psi(r, \theta, \varphi) \]  

(4.1)

with

\[ V_{\text{eff}}(r, \theta, \varphi) = V(r, \theta, \varphi) + \frac{\hbar^2}{2m_0} \left\{ \frac{1}{2} (1 - \delta - \lambda) f(r, \theta, \varphi) \nabla^2 f(r, \theta, \varphi) \right. \]

\[ \left. + \left( \frac{1}{2} - \delta \right) \left( \frac{1}{2} - \lambda \right) [\nabla f(r, \theta, \varphi)]^2 \right\} \]  

(4.2)

In the special case of a mass \( m(x) \propto 1/f(x)^2 \) depending only on the radial variable \( r \) and in order to exactly separate the variables in Eq. (4.1), we propose a new generalized decomposition of the effective potential given by the following expression:

\[ V_{\text{eff}}(r, \theta, \varphi) = V(r, \theta, \varphi) + \frac{\hbar^2}{2m_0} \left\{ \frac{1}{2} (1 - \delta - \lambda) f(r) \nabla^2 f(r) \right. \]

\[ \left. + \left( \frac{1}{2} - \delta \right) \left( \frac{1}{2} - \lambda \right) [\nabla f(r)]^2 \right\} \]  

(4.3)
\[ V(r, \theta, \phi) = V_1(r) + \frac{f(r)^2}{r^2} V_2(\theta) + \frac{f(r)^2}{r^2 \sin^2(\theta)} V_3(\phi) \]  
(4.4)

with \( V_1(r), V_2(\theta) \) and \( V_3(\phi) \) are arbitrary functions of certain arguments.

This decomposition allows to introduce any forms of non-central potential in the Deformed Schrödinger equation (4.1). Besides, the particle wave function can be chosen in the following form

\[ \psi(r, \theta, \phi) = \frac{1}{r} R(r) Y(\Lambda)(\theta, \phi) \]  
(4.5)

where the angular part of this function is selected in the form

\[ Y(\Lambda)(\theta, \phi) = \Theta(\theta) \Phi(\phi) \].

Substituting Eq. (4.3) and Eq. (4.5) into Eq. (4.1) and using the standard procedure of separation of variables, one obtains the following equations:

\[
\left[ \frac{d^2}{dr^2} + \frac{2m_0}{\hbar^2} \left( \frac{E - V_1(r)}{f(r)^2} \right) - \frac{L^2}{r^2} - \left\{ \left( \frac{2 - \delta - \lambda}{f(r)} \right) \left( \frac{f''(r)}{2r} + \frac{f'(r)}{r} \right) \right\} \right] R(r) = 0
\]  
(4.6)

\[
\left[ \frac{d^2}{d\theta^2} + \cot(\theta) \frac{d}{d\theta} + L^2 - \frac{A^2}{\sin^2(\theta)} - \frac{2m_0}{\hbar^2} V_2(\theta) \right] \Theta(\theta) = 0
\]  
(4.7)

\[
\left[ \frac{d^2}{d\phi^2} - \frac{2m_0}{\hbar^2} V_3(\phi) + \Lambda^2 \right] \Phi(\phi) = 0
\]  
(4.8)

where we have introduced the separation constants \( \Lambda^2 \) and \( L^2 = \ell(\ell + 1) \), where \( \ell \) is the orbital angular momentum quantum number.

V. SOLUTIONS FOR SOME NON-CENTRAL POTENTIALS

A. Pöschl-Teller double-ring-shaped Coulomb potential

The Pöschl-Teller double-ring-shaped Coulomb potential (PTDRSC) is defined by the following expression\(^{45} \):

\[ V(r, \theta, \phi) = -\frac{\beta}{r} + \frac{1}{r^2} \left( \frac{b}{\sin^2(\theta)} + \frac{A(A-1)}{\cos^2(\theta)} \right) + \frac{1}{r^2 \sin^2(\theta)} \left( \frac{\alpha^2 D(D-1)}{\sin^2(\alpha \phi)} + \frac{\alpha^2 C(C-1)}{\cos^2(\alpha \phi)} \right) \]  
(5.1)

where \( A, C, D > 1, \beta > 0, b \geq 0, \alpha = 1, 2, 3, \cdots \). When \( A = C = D = 1 \) and \( b = 0 \), the PTDRSC potential reduces to the Coulomb potential, which is one of the most important model in classical and quantum physics. When \( A = C = D = 1 \), the PTDRSC potential reduces to Hartmann potential. Also, when \( C = D = 1 \), the PTDRSC potential reduces to the double-ring-shaped Coulomb potential.
potential.

Now, by adapting this potential to the general form given by equation (4.4) we have

\[ V_1(r) = -\frac{\beta}{r}, \]  
(5.2)

\[ V_2(\theta) = \frac{b}{\sin^2(\theta)} + \frac{A(A-1)}{\cos^2(\theta)}, \]  
(5.3)

\[ V_3(\varphi) = \frac{\alpha^2 D(D-1)}{\sin^2(\alpha \varphi)} + \frac{\alpha^2 C(C-1)}{\cos^2(\alpha \varphi)}. \]  
(5.4)

Let us turn to find the analytical solutions of the Deformed Schrödinger equation with the PTDRSC potential. For this purpose and in order to find exact analytical results for Eq. (4.1) we are going to consider for the deformation function the special form:\(^{20,22}\):

\[ f(r) = 1 + \varepsilon r, \quad \varepsilon \geq 0 \]  
(5.5)

Generally, the choice of the deformation function \( f(r) \) depends on the shape of the potential.

1. Solutions of the radial equation

When considering the Coulomb potential shown in Eq. (5.2) and the deformation function given by Eq. (5.5), the radial equation (4.6) takes the form:

\[
\left[ \frac{d^2}{dr^2} + \frac{2m_0}{\hbar^2} \frac{(Er - \beta)}{r(1 + \varepsilon r)^2} - \left\{ \frac{L^2}{r^2} + \varepsilon (2 - \delta - \lambda) \frac{1}{r(1 + \varepsilon r)} + \frac{\varepsilon^2 ((1 - 2\delta)(1 - 2\lambda) - 1)}{4(1 + \varepsilon r)^2} \right\} \right] R(r) = 0
\]  
(5.6)

To solve this differential equation by means of the asymptotic iteration method, we propose the following ansatz

\[ R(r) = r^u (1 + \varepsilon r)^v g(r) \]  
(5.7)

with

\[ u = \frac{1 + \sqrt{1 + 4L^2}}{2}, \quad v = \frac{1}{2} \pm \frac{\sqrt{\varepsilon^2 (2u - 1)^2 + 4(\varepsilon \sigma - \tau)}}{2\varepsilon} \]  
(5.8)

where

\[ \sigma = \frac{2m_0\beta}{\hbar^2} + (\delta + \lambda - 2(1 + L^2)) \varepsilon, \quad \tau = \frac{2m_0E}{\hbar^2} + \left( \frac{3}{2}(\delta + \lambda) - (2 + L^2 + \delta \lambda) \right) \varepsilon^2 \]  
(5.9)

For this form of the wave function, the radial equation (5.6) reads

\[
\frac{d^2 g_n(r)}{dr^2} = \lambda_0(r) \frac{dg_n(r)}{dr} + s_0(r) g_n(r)
\]  
(5.10)
with
\[
\lambda_0(r) = -\frac{2\varepsilon r(u+v)+2u}{r(1+\varepsilon r)}, \quad s_0(r) = -\frac{2\varepsilon u(u+v-1)+\sigma}{r(1+\varepsilon r)}
\] (5.11)

According to the AIM procedure, the energy eigenvalues are then computed by means of the quantization condition (2.6):
\[
\begin{align*}
v_0 &= \frac{2\varepsilon (u^2-u)+\sigma}{2\varepsilon u}, \\
v_1 &= \frac{2\varepsilon u^2+\sigma}{2\varepsilon (u+1)}, \\
v_2 &= \frac{2\varepsilon (u^2-u+1)+\sigma}{2\varepsilon (u+2)}, \\
v_3 &= \frac{2\varepsilon (u^2+2u+3)+\sigma}{2\varepsilon (u+3)}, \\
\vdots
\end{align*}
\] (5.12)

which can be generalized to
\[
v_n = -\frac{2\varepsilon \left( u^2 + (n_r-1)u + \frac{n_r(n_r-1)}{2} \right) + \sigma}{2\varepsilon (u+n_r)}, \quad n_r = 0, 1, 2, \ldots
\] (5.13)

Substituting \( u \) and \( v \) by their expressions given in Eq. (5.8), we finally derive the exact eigenvalues of the radial equation:
\[
E_{n_r, \ell} = -\left( \beta - \frac{\hbar^2}{2m_0} (\ell(\ell+1) + 2 - \delta - \lambda) \varepsilon \right)^2 m_0 - \frac{\hbar^2 \varepsilon^2}{8m_0} (n_r + \ell + 1)^2 + \frac{\varepsilon}{2} \left( \beta + \frac{\hbar^2}{2m_0} (\ell(\ell+1) + \delta + \lambda) \varepsilon \right) + \frac{\hbar^2}{2m_0} \left( 1 - \delta - \lambda + \left( \frac{1}{2} - \delta \right) \left( \frac{1}{2} - \lambda \right) \right) \varepsilon^2,
\]
n_r = 0, 1, 2, 3, \ldots
\] (5.14)

which, in the \( \varepsilon \to 0 \) limit, leads to the usual result \( E_{n_r, \ell} = -m_0 \beta^2 / (2\hbar^2 (n_r + \ell + 1)^2) \), where \( \beta = Ze^2 \). The corresponding eigenfunctions are the hypergeometrical functions,
\[
g_{n_r}(r) = {}_2F_1 (-n_r, n_r + 2\nu + 2u - 1; 2\nu; 1 + \varepsilon r)
\] (5.15)

Consequently, the radial wave functions reads as
\[
R_{n_r, \ell}(r) = C_{n_r} r^\ell (1 + \varepsilon r)^\nu \ {}_2F_1 (-n_r, n_r + 2\nu + 2u - 1; 2\nu; 1 + \varepsilon r)
\] (5.16)

where \( C_{n_r} \) is a normalization constant. Using the normalization condition of the radial wave function and the following series representation of the hypergeometric functions\(^{46,47}\):
\[
p_{F_q}(a_1, \ldots, a_p; c_1, \ldots, c_q; z) = \sum_{n=0}^{\infty} \frac{(a_1)_n \cdots (a_p)_n}{(c_1)_n \cdots (c_q)_n} \frac{z^n}{n!}
\] (5.17)
we obtain the normalization constant

\[ C_{nr} = \frac{\varepsilon^{u+\frac{1}{2}}(2v)^{nr}}{(n_r + 2v + 2u - 1)^{nr}} \left( \frac{\Gamma(2u + 1)}{Q_{nr}^{(u,v)}} \right)^{-\frac{1}{2}} \]  

(5.18)

with

\[ Q_{nr}^{(u,v)} = \sum_{k=0}^{n_r} (-n_r)_k (1 - 2v - n_r)_k \cdot \sum_{j=0}^{n_r} (-n_r)_j (1 - 2v - n_r)_j \cdot \frac{\Gamma(k + j + 3 - 2v - 2u - 2n_r)}{\Gamma(j + k + 4 - 2n_r - 2v)} \]  

(5.19)

where the Pochhammer symbols \((a)_i\) are defined by

\[ (a)_i = \frac{\Gamma(a + i)}{\Gamma(a)}, \quad (-n_r)_k = \frac{(-1)^k \Gamma(n_r + 1)}{\Gamma(n_r - k + 1)} \]  

(5.20)

2. **Solutions of the first angular equation**

We are now going to derive eigenvalues and eigenfunctions of the angular equation (4.7). Using the potential given by Eq. (5.3), one can write the differential equation (4.7) as

\[ \left[ \frac{d^2}{d\theta^2} + \cot(\theta) \frac{d}{d\theta} + L^2 - \frac{\Lambda^2}{\sin^2(\theta)} - \frac{2m_0}{\hbar^2} \left\{ \frac{b}{\sin^2(\theta)} + \frac{A(A - 1)}{\cos^2(\theta)} \right\} \right] \Theta(\theta) = 0 \]  

(5.21)

In order to apply the AIM approach for the above equation, we introduce a new variable \(y = \cos(\theta) \in [-1, 1]\). So, we obtain the following differential equation

\[ \frac{d^2 \Theta(y)}{dy^2} - \frac{2y}{1 - y^2} \frac{d\Theta(y)}{dy} + \frac{(-L^2 y^4 + \kappa y^2 - \gamma)(y(1 - y^2))^2}{(y(1 - y^2))^2} \Theta(y) = 0 \]  

(5.22)

with

\[ \kappa = L^2 + \Lambda^2 + \frac{2m_0}{\hbar^2} (A(A - 1) - b), \quad \gamma = \frac{2m_0}{\hbar^2} A(A - 1) \]  

(5.23)

A reasonable physical wave function is proposed as follows:

\[ \Theta(y) = y^\eta (1 - y^2)^\rho \xi(y) \]  

(5.24)

with

\[ \eta = \frac{1}{2} + \frac{\sqrt{1 + \frac{8m_0 A(A - 1)}{\hbar^2}}}{2}, \quad \rho = \frac{\sqrt{\Lambda^2 + \frac{8m_0 b}{\hbar^2}}}{2} \]  

(5.25)

The equation (5.22) reduces to

\[ \frac{d^2 \xi_k(y)}{dy^2} = \lambda_0(y) \frac{d \xi_k(y)}{dy} + s_0(y) \xi_k(y) \]  

(5.26)
with
\[ \lambda_0(y) = \frac{2((\eta + 2\rho + 1)y^2 - \eta)}{y(1-y^2)}, \quad s_0(y) = \frac{((\eta + 2\rho + 1)\eta + 2\rho - L^2)}{1 - y^2} \tag{5.27} \]

Thanks to the quantization condition (2.6), we derive the energy eigenvalues as:
\[ \ell_0 = \eta + 2\rho, \]
\[ \ell_1 = \eta + 2\rho + 2, \]
\[ \ell_2 = \eta + 2\rho + 4, \]
\[ \vdots \]

from which, we get the general form of the quantum number \( \ell \)
\[ \ell_k = \eta + 2\rho + 2k, \quad k = 0, 1, 2, \ldots \tag{5.29} \]

Substituting \( \eta \) and \( \rho \) by their expressions given in Eq. (5.25), we finally obtain the full expression of \( \ell \)
\[ \ell = 1 + \sqrt{\frac{1 + \frac{8m_0A(A-1)}{k^2}}{2}} + \sqrt{\Lambda^2 + \frac{2m_0b}{\hbar^2} + 2k}, \quad k = 0, 1, 2, \ldots \tag{5.30} \]

If we set \( t = y^2 \), the differential equation (5.26) transforms into the well-known Gauss hypergeometric differential equation Eq.(15.10.1) in Ref.46. So, the solution of Eq.(5.26) is given by
\[ \xi(y) = 2F_1\left(-k, k + \eta + 2\rho + \frac{1}{2}; \eta + \frac{1}{2}; y^2\right) \tag{5.31} \]

Finally, the wave function solutions of equation (5.21) are obtained:
\[ \Theta(\theta) = C_k(cos(\theta))^\eta(sin(\theta))^{2\rho} 2F_1\left(-k, k + \eta + 2\rho + \frac{1}{2}; \eta + \frac{1}{2}; cos^2(\theta)\right) \tag{5.32} \]

where \( C_k \) is the normalization constant of the angular wave function \( \Theta(\theta) \). This constant is calculated from the normalization condition:
\[ \int_0^\pi sin(\theta)|\Theta(\theta)|^2d\theta = 2\int_0^1 |\Theta(y)|^2dy = 1 \tag{5.33} \]

By using the following relation of the orthogonality of the Jacobi polynomials\(^{46,47}\):
\[ \int_0^1 z^{\gamma-1}(1-z)^{s-\gamma}[2F_1(-n,n+s;\gamma;z)]^2dz = \frac{n!}{(s+2n)}\Gamma(\gamma)^2\Gamma(n+s-\gamma+1) \tag{5.34} \]

we obtain
\[ C_k = \sqrt{\frac{(2k+\eta+2\rho+\frac{1}{2})\Gamma(k+\eta+2\rho+\frac{1}{2})\Gamma(k+\eta+\frac{1}{2})}{k!\Gamma(\eta+\frac{1}{2})^2\Gamma(k+2\rho+1)}} \tag{5.35} \]

where \( \eta \) and \( \rho \) are given in Eq. (5.25).
3. Solutions of the second angular equation

After introducing the expression of the potential given by equation (5.4) into (4.8) we get

\[
\frac{d^2}{d\phi^2} + \Lambda^2 - \frac{2m_0}{\hbar^2} \left( \frac{\alpha^2 D(D-1)}{\sin^2(\alpha \phi)} + \frac{\alpha^2 C(C-1)}{\cos^2(\alpha \phi)} \right) \Phi(\phi) = 0 \quad (5.36)
\]

Defining a new variable \( z = \cos(\alpha \phi) \), the differential equation (5.36) transforms to

\[
\frac{d^2 \Phi(z)}{dz^2} - \frac{z}{1-z^2} \frac{d\Phi(z)}{dz} + \left( \frac{-\epsilon^2 z^4 + \sigma z^2 - \vartheta}{(z(1-z^2))^2} \right) \Phi(z) = 0 \quad (5.37)
\]

with

\[\epsilon^2 = \frac{\Lambda^2}{\alpha^2}, \quad \sigma = \frac{2m_0(C+D-1)(C-D)}{\hbar^2} + \epsilon^2, \quad \vartheta = \frac{2m_0C(C-1)}{\hbar^2} \quad (5.38)\]

We choose the following ansatz

\[\Phi(z) = z^\mu (1-z^2)^\nu \chi(z) \quad (5.39)\]

with

\[\mu = \frac{1}{2} + \sqrt{1 + \frac{8m_0C(C-1)}{\hbar^2}}, \quad \nu = \frac{1}{4} + \sqrt{1 + \frac{8m_0D(D-1)}{\hbar^2}} \quad (5.40)\]

When we insert Eq. (5.39) into equation (5.38) we get

\[
\frac{d^2 \chi_q(z)}{dz^2} = \lambda_0(z) \frac{d\chi_q(z)}{dz} + s_0(z) \chi_q(z) \quad (5.41)
\]

with

\[\lambda_0(z) = \frac{(2\mu + 4\nu + 1)z^2 - 2\mu}{z(1-z^2)}, \quad s_0(z) = \frac{(2\nu + \mu)^2 - \epsilon^2}{1-z^2} \quad (5.42)\]

By using the same procedure as in the previous case and after few iterations we get

\[\epsilon_0 = \pm(2\nu + \mu), \quad \epsilon_1 = \pm(2\nu + \mu + 2), \quad \epsilon_2 = \pm(2\nu + \mu + 4), \quad \epsilon_3 = \pm(2\nu + \mu + 6), \cdots \quad (5.43)\]

which induce the generalized relation of \( \epsilon \)

\[\epsilon_q = \pm(\mu + 2\nu + 2q), \quad q = 0, 1, 2, \cdots \quad (5.44)\]

This equation can be rewritten in the following form

\[\Lambda_q = \pm \alpha(\mu + 2\nu + 2q), \quad q = 0, 1, 2, \cdots \quad (5.45)\]

Substituting the obtained expression for \( \mu \) and \( \nu \) Eq. (5.40) into Eq. (5.45) we get

\[\Lambda = \pm \alpha \left( \sqrt{1 + \frac{8m_0C(C-1)}{\hbar^2}} \right) + \sqrt{1 + \frac{8m_0D(D-1)}{\hbar^2}} + 2q + 1 \quad (5.46)\]
Like equation (5.26), the eigenfunctions of equation (5.41) are the hypergeometrical functions

\[ \chi(z) = 2F_1 \left(-q, \mu + 2\nu + q; \mu + \frac{1}{2}; z^2\right) \]  

(5.47)

Finally, we find the wave function of the angular equation (5.36)

\[ \Phi(\varphi) = C_q (\cos(\alpha \varphi))^\mu (\sin(\alpha \varphi))^{2\nu} 2F_1 \left(-q, \mu + 2\nu + q; \mu + \frac{1}{2}; \cos^2(\alpha \varphi)\right) \]  

(5.48)

where \( C_q \) is the normalization constant of the angular wave function given by

\[ C_q = \sqrt{\frac{(\mu + 2\nu + 2q) \Gamma(\mu + 2\nu + q) \Gamma(\nu + q + \frac{1}{2})}{2q! \Gamma(\mu + \frac{1}{2})^2 \Gamma(2\nu + q + \frac{1}{2})}} \]  

(5.49)

where \( \mu \) and \( \nu \) are given in Eq. (5.40).

B. Double ring-shaped Kratzer potential

In spherical coordinates, this potential is defined as\(^{42}\):

\[ V(r, \theta, \varphi) = -2D_e \left(\frac{r_e}{r} - \frac{r_e^2}{2r^2}\right) + \frac{1}{r^2} \left(\frac{b}{\sin^2(\theta)} + \frac{a}{\cos^2(\theta)}\right), \quad a \geq 0, \quad b \geq 0 \]  

(5.50)

where \( D_e \) is the dissociation energy between two atoms in a solid and \( r_e \) is the equilibrium internuclear length. In this case we choose

\[ V_1(r) = -2D_e \left(\frac{r_e}{r} - \frac{r_e^2}{2r^2}\right), \quad V_2(\theta) = \left(\frac{b}{\sin^2(\theta)} + \frac{a}{\cos^2(\theta)}\right), \quad V_3(\varphi) = 0 \]  

(5.51)

To find the energy spectrum and eigenfunctions of the Schrödinger equation with double ring-shaped Kratzer potential, we need just to replace \( L^2 = \ell(\ell + 1) \) by \( \Delta^2 = L^2 + \frac{4m_0D_e r_e^2}{\hbar^2} \) in the expression of \( u \) in Eq. (5.8) and to set \( \beta = 2D_e r_e \) in the expression of \( v \) in Eq. (5.8):

\[ \begin{cases} 
  u = \frac{1}{2} + \sqrt{1 + 4L^2 + \frac{16m_0D_e r_e^2}{\hbar^2}} \\
  v = \frac{1}{2} + \sqrt{\frac{\epsilon^2(2n-1)^2 + 4(\epsilon \sigma - \tau)}{2\epsilon}} 
\end{cases} \]  

(5.52)

with

\[ \sigma = \frac{4m_0D_e r_e}{\hbar^2} + (\delta + \lambda - 2(1 + L^2)) \epsilon, \quad \tau = \frac{2m_0E}{\hbar^2} + \left(\frac{3}{2}(\delta + \lambda) - (2 + L^2 + \delta \lambda)\right) \epsilon \]  

(5.53)
By using the identity relating $u$ to $v$ Eq. (5.13), we finally deduce the energy spectrum for double ring-shaped Kratzer potential,

$$E_{n_r, \ell} = -\left(\frac{2D_e r_e - \frac{\hbar^2}{2m_0} (2\ell (\ell + 2) - \delta - \lambda) \epsilon}{2\hbar^2 (n_r + u)^2} - \frac{\hbar^2}{2m_0 (n_r + u)^2} \right) n_r (n_r + 1) (u + \frac{n_r}{2})$$

$$\times (u + \frac{n_r - 1}{2}) \epsilon^2 + \frac{2\hbar^2 \epsilon}{m_0} u (u - 1) \left(2D_e r_e - \frac{\hbar^2}{2m_0} (2\ell (\ell + 2) - \delta - \lambda) \right)$$

$$+ \left(\frac{\hbar^2}{2m_0} (1 - \delta) (1 - \lambda) \epsilon + D_e r_e \right) \epsilon, \ n_r = 0, 1, 2, \cdots$$  (5.54)

where the quantum number $\ell$ is deduced from equation (5.30):

$$\ell = 1 + \sqrt{1 + \frac{8m_0 a}{\hbar^2}} + \sqrt{\Lambda^2 + \frac{2m_0 b}{\hbar^2}} + 2k, \ k = 0, 1, 2, \cdots$$  (5.55)

In addition, the radial and angular wave functions are identical to those given by the equations (5.16) and (5.32) respectively. On the other hand, from the results obtained for Kratzer potential (KP) we can also deduce the eigenvalues and eigenfunctions for a new type of potential called the Modified Kratzer potential (MKP) or Kratzer-Fues potential defined as$^{43,48}$:

$$V_1(r) = D_e \left(\frac{r - r_e}{r}\right)^2$$  (5.56)

which is obtained by adding a $D_e$ term to the potential $V_1(r)$ in Eq. (5.51). In this case, the energy spectrum formula is simply,

$$E^{(MKP)}_{n_r, \ell} = E^{(KP)}_{n_r, \ell} + D_e$$  (5.57)

where $E^{(KP)}_{n_r, \ell}$ is the energy spectrum given by the formula (5.54).

C. Makarov Potential

This potential has the following form$^{39,49}$:

$$V(r, \theta, \varphi) = -\frac{\beta}{r} + \frac{1}{r^2} \left(\frac{\alpha}{\sin^2(\theta)} + \frac{\gamma \cos(\theta)}{\sin^2(\theta)}\right), \ \beta > 0$$  (5.58)

The first term is the Coulomb potential, the second and the third represent the short-range ring-shape terms. The Makarov potential can be used to describe ring-shaped molecules such as benzene and interactions between deformed pairs of nuclei. The radial energy spectrum and the radial wave functions corresponding to this potential have been already determined in the subsection
So, we shall study only the analytical solutions of Eq. (4.7). For this purpose, we consider the expression of the potential \( V_2(\theta) \) as

\[
V_2(\theta) = \left( \frac{\alpha}{\sin^2(\theta)} + \frac{\gamma \cos(\theta)}{\sin^2(\theta)} \right)
\]  

(5.59)

Insering this potential into equation (4.7), we obtain the angular equation as

\[
\left[ \frac{d^2}{d\theta^2} + \cot(\theta) \frac{d}{d\theta} + L^2 - \frac{\Lambda^2}{\sin^2(\theta)} - \frac{2m_0}{\hbar^2} \left\{ \frac{\alpha}{\sin^2(\theta)} + \frac{\gamma \cos(\theta)}{\sin^2(\theta)} \right\} \right] \Theta(\theta) = 0
\]

(5.60)

We define a new variable \( t = \frac{1}{2}(1 + \cos(\theta)) \), so Eq. (5.60) becomes

\[
\frac{d^2}{dt^2} \Theta(t) + \frac{(1 - 2t)}{t(1 - t)} \frac{d}{dt} \Theta(t) + \frac{(-\rho^2 t^2 + \nu t + \omega)}{t^2(1 - t)^2} \Theta(t) = 0
\]

(5.61)

where the constants are given by

\[
\rho = L, \quad \nu = L^2 - \frac{m_0}{\hbar^2} \gamma, \quad \omega = \frac{m_0}{2\hbar^2} (\gamma - \alpha) - \frac{1}{4} \Lambda^2
\]

(5.62)

We take the wave function in the form

\[
\Theta(t) = t^u (1 - t)^v h(t)
\]

(5.63)

where

\[
u = \frac{1}{2} \sqrt{\Lambda^2 + \frac{2m_0}{\hbar^2} (\alpha - \gamma)}, \quad u = \frac{1}{2} \sqrt{\Lambda^2 + \frac{2m_0}{\hbar^2} (\alpha + \gamma)}
\]

(5.64)

By inserting the ansatz given in Eq. (5.63) into Eq. (5.61), we obtain the following differential equation

\[
\frac{d^2 h_j(t)}{dt^2} = \lambda_0(t) \frac{d h_j(t)}{dt} + s_0 h_j(t)
\]

(5.65)

with

\[
\lambda_0(t) = \frac{2(u + v + 1)t - 2u - 1}{t(1 - t)} , \quad s_0(t) = \frac{(u + v + 1)(u + v) - L^2}{t(1 - t)}
\]

(5.66)

According to the AIM procedure, the energy eigenvalues are then computed by means of the quantization condition (2.6). After few iterations we obtain

\[
\ell_0 = u + v, \quad \ell_1 = u + v + 1, \quad \ell_2 = u + v + 2, \quad \ell_3 = u + v + 3, \ldots
\]

(5.67)

In general form, we have

\[
\ell_j = u + v + j, \quad j = 0, 1, 2, \ldots
\]

(5.68)
Substituting \( u \) and \( v \) by their expressions given in Eq. (5.64), we finally derive the exact formula of the quantum number \( \ell \)

\[
\ell = \frac{1}{2} \sqrt{\frac{\Lambda^2 + \frac{2m_0}{\hbar^2} (\alpha - \gamma)}{\hbar^2}} + \frac{1}{2} \sqrt{\frac{\Lambda^2 + \frac{2m_0}{\hbar^2} (\alpha + \gamma)}{\hbar^2}} + j, \quad j = 0, 1, 2, \ldots
\]

\[
= \sqrt{\frac{\Lambda^2 + \frac{2m_0}{\hbar^2} \alpha + \sqrt{\left(\Lambda^2 - \frac{2m_0}{\hbar^2} \alpha\right)^2 - \left(\frac{2m_0}{\hbar^2} \gamma\right)^2}}{2}} + j, \quad j = 0, 1, 2, \ldots (5.69)
\]

The Eq. (5.65) is the hypergeometric differential equation, whose solutions are given by

\[
h(t) = {2F}_1 (-j, 2u + 2v + j + 1; 2u + 1; t) (5.70)
\]

Finally, the angular wave function (5.60) can be written as

\[
\Theta(\theta) = C_j \left(\frac{1 + \cos(\theta)}{2}\right)^u \left(\frac{1 - \cos(\theta)}{2}\right)^v {2F}_1 \left( -j, 2u + 2v + j + 1; 2u + 1; \frac{1 + \cos(\theta)}{2}\right) (5.71)
\]

where \( C_j \) is a normalization constant computed via the orthogonality relation of Jacobi polynomials

\[
C_j = \sqrt{\frac{(u + v + j + \frac{1}{2}) \Gamma(2u + 2v + j + 1) \Gamma(2u + j + 1)}{j! \Gamma(2u + 1) \Gamma(2v + j + 1)}} (5.72)
\]

where \( u \) and \( v \) are given by the formula (5.64).

**D. A new Coulomb ring-shaped potential**

In this subsection, we solve the angular part of Eq. (4.7) with two potentials using AIM. The first potential \( V_{1\theta}(\theta) \) is a novel angle-dependent (NAD) potential, originally introduced by Berkdemir\(^{50,51}\) and the second potential \( V_{2\theta}(\theta) \) is another kind of NAD potential, introduced by Zhang and Huang-Fu\(^{52}\). These potentials are defined as

\[
V_{1\theta}(\theta) = \left(\frac{\gamma + \kappa \sin^2(\theta) + \eta \sin^4(\theta)}{\sin^2(\theta) \cos^2(\theta)}\right) (5.73)
\]

\[
V_{2\theta}(\theta) = \left(\frac{\gamma + \kappa \cos^2(\theta) + \eta \cos^4(\theta)}{\sin^2(\theta) \cos^2(\theta)}\right) (5.74)
\]

where \( \gamma, \kappa \) and \( \eta \) are real constants.

The last potential is deduced from the potential in Eq. (5.73) using a simple transformation of
the angle $\theta : V_{2\theta}(\theta) = V_{1\theta}(\theta \rightarrow \theta \pm \frac{\pi}{2})$. So, in our case we can express the NAD-type Coulomb potential as

$$V(r, \theta, \varphi) = \begin{cases} -\frac{\beta}{r} + \frac{\hbar^2}{2m_0} \frac{V_{1\theta}(\theta)}{r^2} \\ -\frac{\beta}{r} + \frac{\hbar^2}{2m_0} \frac{V_{2\theta}(\theta)}{r^2} \end{cases} \quad (5.75)$$

where $\alpha = \frac{e^2}{\hbar c}$ is the fine structure constant and $\beta = Z\alpha$.

The radial energy spectrum and the radial wave functions of the standard Coulomb potential are already similar to those obtained in the previous section. Let us now turn to the calculation of the energy spectrum and the normalized wave functions for the first potential. The substitution of the above potential (5.73) into Eq. (4.7) leads to the following differential equation

$$\left[ \frac{d^2}{d\theta^2} + \cot(\theta) \frac{d}{d\theta} + L^2 - \frac{\Lambda^2}{\sin^2(\theta)} - \frac{\gamma + \kappa \sin^2(\theta) + \eta \sin^4(\theta)}{\sin^2(\theta) \cos^2(\theta)} \right] \Theta(\theta) = 0 \quad (5.76)$$

To solve this equation, we first introduce the transformation $x = \cos^2(\theta)$, so we get

$$\frac{d^2 \Theta(x)}{dx^2} + \frac{1 - 3x}{2x(x - 1)} \frac{d \Theta(x)}{dx} + \frac{(-\rho x^2 + \nu x - \kappa)}{x(1 - x)} \Theta(x) = 0 \quad (5.77)$$

with

$$\rho = \frac{1}{4} (L^2 + \eta), \quad \nu = \frac{1}{4} (L^2 + \kappa + 2\eta - \Lambda^2), \quad \kappa = \frac{1}{4} (\gamma + \eta + \kappa) \quad (5.78)$$

In order to obtain an equation suitable for applying the AIM approach, we choose the wave function as

$$\Theta(x) = x^p (1 - x)^q \zeta(x) \quad (5.79)$$

with

$$p = \frac{1}{4} + \frac{1}{4} \sqrt{1 + 4(\gamma + \eta + \kappa)}, \quad q = \frac{1}{2} \sqrt{\Lambda^2 + \gamma} \quad (5.80)$$

Inserting it into Eq. (5.77) we get

$$\frac{d^2 \zeta_i(x)}{dx^2} = \lambda_0(x) \frac{d \zeta_i(x)}{dx} + s_0(x) \zeta_i(x) \quad (5.81)$$

with

$$s_0(x) = \frac{(p + q + \frac{1}{4})(p + q - \frac{1}{4} (L^2 + \eta))}{x(1 - x)}, \quad \lambda_0(x) = \frac{(2p + 2q + \frac{3}{2})x - (2p + \frac{1}{2})}{x(1 - x)} \quad (5.82)$$
Applying the AIM to Eq. (5.81), the identities that connects \( p \) and \( q \) are then computed by means of the quantization condition (2.6). For few iterations, the obtained solutions are:

\[
\begin{align*}
p_0 &= -(q_0 + \frac{1}{4}) \pm \frac{1}{4} \sqrt{1 + 4(L^2 + \eta)}, \\
p_1 &= -(q_1 + 1) \pm \frac{1}{4} \sqrt{1 + 4(L^2 + \eta)}, \\
p_2 &= -(q_2 + 2 + \frac{1}{4}) \pm \frac{1}{4} \sqrt{1 + 4(L^2 + \eta)}, \\
\end{align*}
\] (5.83)

Then we deduce the general formula:

\[
p = - \left( q + \frac{(4i + 1)}{4} \right) \pm \frac{1}{4} \sqrt{1 + 4(L^2 + \eta)}, \quad i = 0, 1, 2, \ldots
\] (5.84)

From the last relation, we obtain the formula of \( L^2 \)

\[
L^2 = 4(p^2 + q^2 + i^2) + (8(p + q) + 2) i + (8p + 2) q + 2p - \eta, \quad i = 0, 1, 2, \ldots
\] (5.85)

By inserting the values of \( p \) and \( q \) given by Eq. (5.80) in Eq. (5.85) we finally get

\[
L^2 = 1 + 4i(i + 1) + \kappa + 2\gamma + \Lambda^2 + 2(2i + 1) \sqrt{\Lambda^2 + \gamma}
\]

\[
+ \left( 1 + 2i + \sqrt{\Lambda^2 + \gamma} \right) \sqrt{1 + 4(\gamma + \eta + \kappa)}, \quad i = 0, 1, 2, \ldots
\] (5.86)

Essentially, the eigenfunctions of Eq. (5.81) are the hypergeometrical functions

\[
\zeta(x) = 2F_1\left( -i, i + 2p + 2q + \frac{1}{2}; 2p + \frac{1}{2}; x \right)
\] (5.87)

From equations (5.87) and (5.79) we obtain the normalized wave function

\[
\Theta(\theta) = C_i (\cos(\theta))^{2p} (\sin(\theta))^{2q} 2F_1\left( -i, i + 2p + 2q + \frac{1}{2}; 2p + \frac{1}{2}; \cos^2(\theta) \right)
\] (5.88)

with

\[
C_i = \sqrt{\frac{(p + q + i + \frac{1}{2}) \Gamma(2p + 2q + i + \frac{1}{2}) \Gamma(2p + i + \frac{1}{2})}{i! \Gamma(2p + \frac{1}{2})^2 \Gamma(2q + i + 1)}}
\] (5.89)

where the parameters \( p \) and \( q \) are given in Eq. (5.80).

On the other hand, if we insert the potential \( V_{26}(\theta) \) (5.74) into Eq. (4.7), then after some algebraic manipulations, we obtain the same differential equation (5.81) where the parameters \( p \) and \( q \) are taken as

\[
p = \frac{1}{4} + \frac{1}{4} \sqrt{1 + 4\gamma}, \quad q = \frac{1}{2} \sqrt{\Lambda^2 + \eta + \kappa + \gamma}
\] (5.90)
Hence, the obtained energy spectrum and wave functions in this subsection for the novel angle-dependent potential $V_{1\theta}(\theta)$ are also valid for the NAD potential $V_{2\theta}(\theta)$. Consequently, Eq. (5.85) turns to

$$L^2 = 1 + 4i(i+1) + \kappa + 2\gamma + \Lambda^2 + (2i + 1) \sqrt{1 + 4\gamma}$$

$$+ \left(2 + 4i + \sqrt{1 + 4\gamma}\right) \sqrt{\Lambda^2 + \eta + \kappa + \gamma}, \ i = 0, 1, 2, \cdots$$

(5.91)

which is consistent with the result reported in Ref. 53.

VI. DISCUSSION AND CONCLUSION

In this work, by means of AIM, we have solved the Schrödinger equation, within the formalism of position dependent effective mass, for a class of non central physical potentials such as Pöschl-Teller double-ring-shaped Coulomb potential, Makarov Potential, double ring-shaped Kratzer potential, double ring-shaped Modified Kratzer potential (Kratzer-Fues potential) and a new Coulomb ring-shaped potential (Coulomb potential plus novel angle-dependent potential). In order to simplify such calculations, we have introduced a new generalized decomposition of the used effective potential. In our approach we have shown that the used new decomposition of the effective potential allows studying DSE with different non-central potentials. Moreover, we discuss some special cases of interest which can be deduced from our general solutions obtained in this work. So, we start with the first special case where $\varepsilon \neq 0$ corresponding to DSE with a purely central potential: in the absence of the ring-shaped form interaction, the used non central potential reduces to standard Coulomb potential and the corresponding energy spectrum given in Eq. (5.14) is identical to the result obtained in Ref. 20 via supersymmetric quantum mechanical and shape invariance techniques. While, in the limit $\varepsilon \rightarrow 0$ corresponding to standard SE with non central potentials, our results, for the used type potentials, reproduce exactly those previously obtained in several works especially for double ring-shaped Kratzer potential$^{42}$, Pöschl-Teller double-ring-shaped Coulomb potential$^{45}$, Makarov Potential$^{49}$, a new Coulomb ring-shaped potential$^{53}$ and double ring-shaped Coulomb potential$^{54}$. The present work could be extended to generalize the solution in multi-dimensional space of Deformed Schrödinger equation with any non central potential. Finally, the obtained theoretical results could find many applications in several fields of physics.
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