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In classical physics, the Kolmogorov extension theorem lays the foundation for the theory of stochastic processes. It has been known for a long time that, in its original form, this theorem does not hold in quantum mechanics. More generally, it does not hold in any theory of stochastic processes – classical, quantum or beyond – that does not just describe passive observations, but allows for active interventions. Such processes form the basis of the study of causal modelling across the sciences, including in the quantum domain. To date, the associated frameworks lack a firm theoretical underpinning. We prove a generalized extension theorem that applies to all theories of stochastic processes, putting them on equally firm mathematical ground as their classical counterpart. Additionally, we show that quantum causal modelling and quantum stochastic processes are equivalent. This provides the correct framework for the description of experiments involving continuous control, which play a crucial role in the development of quantum technologies. Furthermore, we show that the original extension theorem follows from the generalized one in the correct limit, and elucidate how a comprehensive understanding of general stochastic processes allows one to unambiguously define the distinction between those that are classical and those that are quantum.

I. INTRODUCTION

Stochastic processes are ubiquitous in nature. Their theory is used, among other applications, to model the stock market, predict the weather, describe transport processes in cells and understand the random motion of particles suspended in a fluid [1, 2]. Intuitively, when we speak of stochastic processes, we often mean joint probability distributions of random variables at a finite set of times: the probability for a stock to have prices $P_1$, $P_2$ and $P_3$ on three subsequent days, or the probability to find a particle undergoing Brownian motion in regions $R_1$ and $R_2$ when measuring its position at times $t_1$ and $t_2$.

This finite description of stochastic processes is motivated by both experimental and mathematical considerations. On the experimental side, temporal resolution is generally limited and digital instruments always record a finite amount of data. Hence, the only accessible information we are left with is encoded in probability distributions with a finite number of arguments. On the mathematical side, it is much less cumbersome to model stochastic processes on discrete times – for example, by defining transition probabilities $P(Y|X)$ between random variables at a fixed set of different times – than modelling probability densities on the space of all possible ‘trajectories’ of random variables.

These motivations notwithstanding, the fundamental laws of physics are continuous in nature and one always implicitly assumes that there is an underlying process that leads to the experimentally accessible finite distributions. Put differently, one assumes that there exists an infinite joint probability distribution that has all the finite ones as marginals. For classical stochastic processes, these two points of view, the finite and the infinite one, are reconciled by the Kolmogorov extension theorem (KET), which lays bare the minimal requirements for the existence of an underlying process, given a family of measurement statistics for finite sets of times [3–6]. It bridges the gap between experimental reality and mathematically rigorous theoretical underpinnings and, as such, enables the definition of stochastic processes as the limit of finite – and hence observable – objects. Additionally, the KET enables the modelling of continuous processes based on finite probability distributions. As a consequence, in the classical setting, stochastic processes over a continuous set of times, and families of finite probability distributions are two sides of the same coin.

The validity of the KET hinges crucially on the fact that the statistics of observations at a time $t$ do not depend on the kind of measurements that were made at any time $t’ < t$. Put differently, just like the Leggett-Garg inequalities for temporal correlations [7–9], the KET is based on the assumption of macroscopic realism and noninvasive measurements. For example, in a classical stochastic process, measuring the position of a particle undergoing Brownian motion, merely reveals information, but does not actively change the state of the particle.

On the other hand, the assumptions of noninvasiveness or macroscopic realism are not fulfilled in many experimental scenarios, leading to a breakdown of the KET, at the cost of a clear connection between
an underlying process and its finite time manifestations. This is the case whenever an experimenter chooses to actively interfere with a process to uncover its causal structure or to investigate the reaction to different inputs. For example, instead of just observing the progress of a disease, a pharmacologist tries to find out how the course of a disease changes with the administration of certain drugs. More generally, agent based modelling investigates how systems behave when they can not only be monitored, but actively influenced [10]. Experimental situations where interventions are actively used to uncover causal relations fall within the field of causal modelling [11].

Interventions appear naturally in quantum mechanics, where generic measurements necessarily perturb a system’s state; in fact, a complete description of quantum processes without interventions is not possible [12]. As in the classical case, interventions can also be used to actively probe the causal structure of a quantum process, and the description of quantum processes with interventions has been recently used to develop the field of quantum causal modelling [13–15]. Importantly, as in the case of classical processes with interventions, the invasiveness of measurements means that the KET does not hold for quantum processes [16]. This is analogous to the violation of Leggett-Garg inequalities [7, 9] in quantum mechanics.

The fundamental lack of an extension theorem in quantum mechanics (or any other theory with interventions) would be problematic for several reasons: Firstly, it would suggest a lack of consistency between descriptions of a process for different sets of times; for example, the description of a process for three times \( t_1, t_2, \) and \( t_3 \) would not already include the description of the process for the two times \( t_1 \) and \( t_3 \) only. In other words, we would need seven different independent descriptors for each of the seven subsets of times to describe all possible events! This lack of consistency would render the study of (quantum) causal models in multi-step experiments impossible; if local interventions lead to a completely different process, it is not meaningful to try to deduce causal relations by means of active manipulations of the system at hand.

Furthermore, the present situation (with no extension theorem) implies an incompatibility between existing frameworks to describe processes with interventions (both classical and quantum) and the classical theory of stochastic processes, even though they should converge to the latter in the correct limit. This then suggests that the mere act of interacting with a system over time introduces a fundamental divide between the continuity of physical laws and the finite statistics that can be accessed in reality, thus begging the question: What do we generally mean by a (quantum) ‘stochastic process’, and how can we reconcile causal modelling frameworks with the idea of an underlying process?

In this Paper, we answer these questions by generalizing the KET to the framework of (quantum) causal modelling, thus closing the apparent divide between the finite and the continuous point of view. To this end, in Sec. II we reiterate the relation between classical stochastic processes and classical causal modelling and show the breakdown of the KET when we allow for active interventions in Sec. III. We analyze the quantum case in Sec. IV and find that stochastic processes can only be defined properly by taking interventions into account. Consequently, the framework of quantum stochastic processes is equivalent to quantum causal modelling. In Sec. IV B, we prove our main result, that the KET can be generalized to quantum stochastic processes, and this generalized extension theorem (GET) reduces to the classical one in the correct limit. The breakdown of the KET is a breakdown of formalism only, not a fundamental property of quantum processes. Our generalized extension theorem provides an overarching theorem that puts all processes with interventions and, in particular, quantum processes on an equally sound footing as their classical counterpart.

We discuss the equivalence of quantum stochastic processes and quantum causal modelling in Sec. IV C. As a direct application, in Sec. IV D, we use the GET to provide a distinction between general, *i.e.*, non-Markovian, classical and quantum processes, as has been recently introduced in [17] for the restricted case of processes without memory. While we phrase our results predominantly in the language of causal modelling, they apply to a wide range of current theories of quantum processes and beyond. The relation of our results to other frameworks, in particular to the work of Accardi, Frigerio and Lewis [18], is discussed in Sec. V. We conclude the Paper in Sec. VI.

II. CLASSICAL STOCHASTIC PROCESSES AND CAUSAL MODELLING

A. Classical stochastic processes

A classical stochastic process can be described by joint probability distributions \( P_{\Lambda_k}(i_k, \ldots, i_1) := P_{\Lambda_k}(\{i\}) \) of random variables that take values \( \{i\} \) at time \( t_0 \) [5], where \( \Lambda_k \) is a collection of times with cardinality \( |\Lambda_k| = k \). For instance, for a \( k \) step process, the set of times could be \( \Lambda_k = \{t_k, \ldots, t_1\} \). We will employ the convention that subscripts signify the time as well as the particular value of the respective random variable. For example, \( i_\alpha \) signifies a value of the random variable at time \( t_\alpha \).

The distribution \( P_{\Lambda_k}(i_k) \) could express the probability for a particular length-\( k \) sequence of heads and tails when flipping a coin, or the probability to find a particle undergoing Brownian motion at positions \( i_k \) when measuring it at times \( \Lambda_k \). Importantly, this description of a stochastic process is sufficient to describe the behaviour on any subset of the times considered; for instance, the distribution over all but the \( j \)th time is found by marginalizing the larger distribution:
\[ P_{A_k \backslash \{t_i\}}(i_k, \ldots, i_{j+1}, i_{j-1}, \ldots, i_1) = \sum_{i'_j} P_{A_k}(i_k). \]

This property implicitly assumes that there is only one instrument that is used to interrogate the system of interest, and this interrogation does not influence its state. Neither of these assumptions are fulfilled in more general processes, such as the ones employed in causal modelling.

B. Classical causal modelling

Observing the statistics for measurement outcomes reveals correlations between events, but no information about causal relations. For instance, correlations of two events \( A \) and \( B \) could stem from \( A \) influencing \( B \), \( B \) influencing \( A \), or both \( A \) and \( B \) being influenced by an earlier event \( C \) [11, 13, 15] (see Fig. 1). Reiterating an example from Ref. [15], events \( A \) and \( B \) could be the occurrence of sunburns and the sales of ice cream, respectively. While these two variables are highly correlated, this correlation alone would not fix a causal relation between them. Inferring the causal structure of a process is the aim of causal modelling. Here, active interventions are used to uncover how different events can influence each other. In the example above, one could suspend the sale of ice cream to see how it affects the occurrence of sunburns, and find out that ice cream sales have no direct effect on sunburns (and vice versa, as the correlations of ice cream sales and sunburns stem from a common cause, the weather, and not from any direct causal relation).

Mathematically, causal modelling for \( k \) events \( A_k, \ldots, A_1 \) necessitates the collection of all joint probability distributions \( P_{\Gamma_k}(i_k, \ldots, i_1|j_k, \ldots, j_1) := P_{\Gamma_k}(i_k|J_{\Gamma_k}) \) to measure the outcomes \( i_k, \ldots, i_1 \) given that the interventions \( j_k, \ldots, j_1 \) were performed. Here, \( \Gamma_k \) is a set of labels for events; \textit{a priori}, there is no particular order imposed on the elements of \( \Gamma_k \), and we use a different letter for the set of event labels to distinguish it from the set of times \( \Lambda_k \) used above. For example, \( \Gamma_k \) could contain labels for different laboratories where experiments are performed. \( J_{\Gamma_k} \) are the \textit{instruments} that were used at each of the events; these can be seen as rules for how to intervene upon seeing a particular outcome (we will formalize the notion of an instrument in Sec. IV). For example, when investigating Brownian motion, an instrument could be a deterministic replacement rule: upon finding the particle at \( i_\alpha \), replace it by a particle at \( i'_\alpha \). It could also be probabilistic: upon finding the particle at \( i_\alpha \), with probability \( p_{i\alpha} \), replace it by a particle at \( i'_\alpha \).

One possible instrument is the trivial idle instrument \( J_\alpha = id_\alpha \), the instrument that only measures the particle but doesn’t change it. For classical stochastic processes, the corresponding joint distribution over outcomes can be thought of as the instrument-independent underlying distribution of the random variables describing the process:

\[ P_{\Gamma_k}(i_k|id_{\Gamma_k}) = P_{\Gamma_k}(i_k), \quad (1) \]

where \( id_{\Gamma_k} \) denotes the idle instrument at each of the events in \( \Gamma_k \). If we chose \( \Lambda_k \) to be a set of times \( \Lambda_k \), the right-hand side of Eq. (1) has the form of a \( k \)-step stochastic process. This directly leads to the following (well-known) proposition:

\textbf{Proposition 1.} Classical causal modelling contains classical stochastic processes as a special case.

As mentioned, this statement follows by choosing the set of events \( \Gamma_k \) to be a set \( \Lambda_k \) of ordered times and the instruments to be the idle instrument. We emphasize that causal modelling does not impose a temporal ordering \textit{per se}, but deduces the ordering of events from the obtained correlation functions (finding this order, or, more precisely, the underlying directed acyclic graph (DAG) that defines the causal relations of the events, is the original aim of causal modelling [11, 13]). As neither the proof of the KET, nor the proof of the GET makes use of the notion of \textit{a priori} temporal ordering (see Sec. IVB for a discussion), in what follows, we will drop the distinction between sets of labels \( \Gamma_k \) and sets of times \( \Lambda_k \). We now show that the introduction of interventions, that is crucial for the deduction of causal relations, leads to a breakdown of fundamental properties that are satisfied by classical stochastic processes.

III. THE KOLMOGOROV EXTENSION THEOREM AND INTERVENTIONS

A. The KET

The KET is concerned with the question of which properties a family of finite joint probability distributions have to satisfy in order for an underlying process to exist. As such, it defines the classical notion of a stochastic process. In what follows, we will distinguish between stochastic processes on a finite number of times – which are characterized by joint probability distributions with finitely many arguments – and the \textit{underlying} stochastic process that leads to all of these finite distributions.

As already mentioned, a classical stochastic process is described by a family of joint probability distributions \( P_{\Lambda_k}(i_{\Lambda_k}) \) for different finite sets of times \( \Lambda_k \). An underlying process on a set \( \Lambda \) (finite, countably or uncountably infinite) is a joint probability distribution \( P_\Lambda \), that has all finite ones as marginals. In detail, we have \( P_{\Lambda_k}(i_{\Lambda_k}) = \sum_{\Lambda \backslash \Lambda_k} P_{\Lambda}(i_{\Lambda}) := P^\Lambda_{\Lambda_k}(i_{\Lambda_k}) \) for all \( \Lambda_k \subseteq \Lambda \), where \( i_{\Lambda_k} \) is the subset of \( i_\Lambda \) corresponding to the times \( \Lambda_k \). \( \sum_{\Lambda \backslash \Lambda_k} \) denotes a sum over realizations of the random variables at all times that are part of \( \Lambda \backslash \Lambda_k \) (\textit{i.e.}, all the times that lie in \( \Lambda \) but not in \( \Lambda_k \)), and \( P^\Lambda_{\Lambda_k} \) denotes the restriction of \( P_\Lambda \) to the times \( \Lambda_k \). In
In other words, if a family of joint probability distributions on finite sets of times satisfies a consistency condition (as well as an additional minor regularity property [5, 6]) there is an underlying stochastic process on $\Lambda$ that has the distributions $\{\mathbb{P}_{\Lambda_k}\}_{\Lambda_k \subseteq \Lambda}$ as marginals. As stated above, the KET defines the notion of a classical stochastic process and reconciles the existence of an underlying process with its manifestations for finite times. It also enables the modelling of stochastic processes: Any mechanism that leads to finite joint probability distributions that satisfy a consistency condition is ensured to have an underlying process. For example, the proof of the existence of Brownian motion relies on the KET as a fundamental ingredient [19–22].

We emphasize that, in the (physically relevant) case where $\Lambda$ is an infinite set, the probability distribution $\mathbb{P}_{\Lambda}$ can generally not be experimentally accessed. For example, in the case of Brownian motion, the set $\Lambda$ could contain all times in the interval $[0, t]$ and each realization $i_{\Lambda}$ would represent a possible continuous trajectory of a particle over this time interval. While we assume the existence of these underlying trajectories (and hence the existence of $\mathbb{P}_{\Lambda}$) in experiments concerning Brownian motion, we often only access their finite time manifestations, i.e., $\mathbb{P}_{\Lambda_k}$ for some $\Lambda_k$. The KET bridges the gap between the finite experimental reality and the underlying infinite stochastic process.

Loosely speaking, the KET holds for classical stochastic processes, because there is no difference between ‘doing nothing’ and conducting a measurement but ‘not looking at the outcomes’ (i.e., summing over the outcomes at a time). Put differently, the validity of the KET is based on the fundamental assumption that the interrogation of a system does on average not influence its state. Consequently, marginalization is the correct way to obtain the descriptor for fewer times and any classical stochastic process leads to compatible finite joint probability distributions; this compatibility is independent of whether the system was interrogated or not, and the converse also holds. This fails to be true in causal modelling scenarios.

B. The KET and causal modelling

The compatibility of joint probability distributions for different sets of times hinges on the fact that observations in classical physics do not alter the state of the system that is being observed. In contrast to passive interrogations, that merely reveal information, active interventions, like they are used in the case of causal modelling, on average change the state of the interrogated system. Thus the future statistics after
an intervention crucially depends on how the system was manipulated and the prerequisite of compatible joint probability distributions is generally not fulfilled anymore.

Consider, for example, the case of a pharmacologist that tries to understand the effect of different drugs they developed on a disease. In our simplified example, let the disease have two different symptoms $S_a$ and $S_b$, and denote the absence of symptoms $S_c$. Whenever the pharmacologist observes $S_a$, they administer drug $D_a$; whenever they observe symptom $S_b$, they administer drug $D_b$, and whenever they observe $S_c$ they do nothing; this choice of actions defines an instrument $J$. Running their trial with sufficiently many patients, they would have obtained a probability distribution for the occurrence of symptoms over time, given the drugs that were administered. For example, if the drugs were administered on three consecutive days, $i.e.$ whenever they observe symptom $S$, they administer drug $D$.

However, this data would not allow them to find out the drug administration rule) are the same each day.

The respective replacement rules are encapsulated in the following concatenated Stern-Gerlach experiment: Let the initial state of a spin-$\frac{1}{2}$ particle be $|\uparrow\rangle = \frac{1}{\sqrt{2}} (|\uparrow\rangle + |\downarrow\rangle)$, where $|\uparrow\rangle$ and $|\downarrow\rangle$ are the spin-up and spin-down state in the $z$-direction, respectively. Now, we measure the state sequentially in the $z$-, $x$- and $z$-directions at times $t_1$, $t_2$ and $t_3$. These measurements have the possible outcomes $\{\uparrow, \downarrow\}$ and $\{\rightarrow, \leftarrow\}$ for the measurement in $z$- and $x$-direction, respectively. It is easy to see that the probability for any possible sequence of outcomes is equal to $1/8$. For example, we have

$$\Pr_\Lambda(\uparrow, \rightarrow, \uparrow | J_z, J_x, J_z) = \Pr_\Lambda(\uparrow, \leftarrow, \uparrow | J_z, J_x, J_z) = \frac{1}{8},$$

where $J_z$ and $J_x$ represent the instruments used to measure in the $z$- and $x$- direction respectively, and

IV. (QUANTUM) STOCHASTIC PROCESSES WITH INTERVENTIONS

A. The KET in QM

As hinted at throughout this work, descriptions of quantum mechanical processes must necessarily account for the fundamental invasiveness of measurements, which renders the KET invalid for the same reason that some choices of intervention do in the case of classical causal modelling. To see how even projective measurements in quantum mechanics lead to families of probability distributions that do not satisfy the KET, consider the following concatenated Stern-Gerlach experiment: Let the initial state of a spin-$\frac{1}{2}$ particle be $|\uparrow\rangle = \frac{1}{\sqrt{2}} (|\uparrow\rangle + |\downarrow\rangle)$, where $|\uparrow\rangle$ and $|\downarrow\rangle$ are the spin-up and spin-down state in the $z$-direction, respectively. Now, we measure the state sequentially in the $z$-, $x$- and $z$-directions at times $t_1$, $t_2$ and $t_3$. These measurements have the possible outcomes $\{\uparrow, \downarrow\}$ and $\{\rightarrow, \leftarrow\}$ for the measurement in $z$- and $x$-direction, respectively. It is easy to see that the probability for any possible sequence of outcomes is equal to $1/8$. For example, we have

$$\Pr_\Lambda(\uparrow, \rightarrow, \uparrow | J_z, J_x, J_z) = \Pr_\Lambda(\uparrow, \leftarrow, \uparrow | J_z, J_x, J_z) = \frac{1}{8},$$

where $J_z$ and $J_x$ represent the instruments used to measure in the $z$- and $x$- direction respectively, and
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$\Lambda_4 = \{t_3, t_2, t_1\}$. Summing over the outcomes at time $t_2$, we obtain the marginal probability $\mathbb{P}_{\Lambda_4}^{\{t_1, t_3\}}(\uparrow, \uparrow | J_2, J_3) = 1/4$. However, by considering the case where the measurement is not made at $t_2$, it is easy to see that $\mathbb{P}_{\{t_2, t_3\}}(\uparrow | J_2, J_3) = 1/2$. The intermediate measurement changes the state of the system, and the corresponding probability distributions for different sets of times are not compatible anymore [16, 23].

It is important to highlight the close relation of this breakdown of consistency and the violation of Leggett-Garg inequalities in quantum mechanics [7, 9]. The assumption of consistency between descriptors for different sets of times that is crucial for the derivation of the KET subsumes the assumptions of macroscopic realism and noninvasive measurability that are the basic principles leading to the derivation of Leggett-Garg inequalities: While macroscopic realism implies that joint probability distributions for a set of times can be expressed as marginals of a joint probability distribution for more times, non-invasiveness means that all finite distributions are marginals of the same distribution. For example, the two-step joint probability distributions $\mathbb{P}_{\{t_2, t_3\}}, \mathbb{P}_{\{t_3, t_1\}}$, and $\mathbb{P}_{\{t_1, t_3\}}$, that are considered in the Leggett-Garg scenario are all marginals of a three-step distribution $\mathbb{P}_{\{t_1, t_2, t_3\}}$. As soon as non-invasiveness and/or macrorealism don’t hold anymore, the KET can fail and Leggett-Garg inequalities can be violated.

Nevertheless, there should be some compatibility between descriptors for different sets of times: the breakdown of the KET should be a problem of the formalism rather than a physical fact. We now show that a change of perspective enables one to prove an extension theorem in quantum mechanics and any theory with interventions.

B. Generalized extension theorem (GET)

Processes involving interventions, including quantum processes and those in classical causal modelling, do not lead to compatible joint probability distributions for different sets of times in general. This problem can be remedied by assuming the standpoint of quantum causal modelling, and choosing a description of such stochastic processes that takes interventions and their corresponding change of the system into account. With this description, it is possible to recover a compatibility property that is satisfied by any process with interventions, and a generalized extension theorem can be derived.

As in the classical causal modelling case, in quantum mechanics, an experimenter can choose an instrument $J_a$ at each time $t_a$, and every outcome $i_a$ corresponds to a particular transformation of the system that is interrogated. Mathematically, an observation of outcome $i_a$ given the instrument $J_a$ corresponds to a completely positive (CP) map $M_{i_a}$ that describes the change of the state of the system [24, 25]. The set of possible CP maps comprising an instrument add up to a completely positive trace preserving (CPTP) sum $\sum_{i_a} M_{i_a}$, which describes the overall average transformation applied by the instrument. While the introduction of maps (or, more generally, events [23]) in classical physics (without interventions) is superfluous, it is fundamentally unavoidable in quantum mechanics, as well as in more general probabilistic theories [23, 26].

Every measurement alters the state of the system of interest, and a full description of a temporal process necessitates knowledge of how the system is changed at each time.

As in the example from Sec. IV A, an experimenter could choose to measure a system in different bases. The projective measurement in the basis $\{\{i\}\}$ at $t_a$ of a state $\rho$ that yields outcome $i_{\alpha}$ would be described by a CP map of the form $M_{i_{\alpha}}[\rho] = \langle i_{\alpha} | \rho | i_{\alpha} \rangle | i_{\alpha} \rangle$ $\langle i_{\alpha} |$, where $| i_{\alpha} \rangle \in \{\{i\}\}$. More generally, the measuring instrument need not preserve the measured state of the system, but could replace it entirely; upon measuring an outcome $i_{\alpha}$ (corresponding to a projection on a state $| i_{\alpha} \rangle$), a different instrument could leave the system in the state $\rho_{i_{\alpha}}$, with a resulting CP map $M_{i_{\alpha}}[\rho] = \langle i_{\alpha} | \rho | i_{\alpha} \rangle \rho_{i_{\alpha}}$. In the most general case, the experimenter could perform any (trace non-increasing) CP map, including deterministic operations, such as unitary transformations. We will employ the convention that, for a given instrument $J_a$, the CP map corresponding to the outcome $i_{\alpha}$ is denoted by $M_{i_{\alpha}}$.

In this language, each realization of an experiment corresponds to a sequence of CP maps that transform the system at a series of times, and the set of possible CP maps that could be applied is dictated by the choice of instruments used to interrogate the system in question. A quantum process is fully characterized once all of the probabilities $P_{\Lambda_k}(i_k, \ldots, i_1 | J_k, \ldots, J_1)$ for each such sequence with all possible instruments are known. Having all of these probability distributions at hand allows one to deduce the causal structure of a process, i.e., it is the basis of quantum causal modelling [13, 15].

Written more succinctly, a $k$-step quantum process is fully characterized by an object $T_{\Lambda_k}$ that maps sequences of CP maps to probabilities, i.e., $T_{\Lambda_k}[M_{i_k}, \ldots, M_{i_1}]$ yields the probability $P_{\Lambda_k}(i_k, \ldots, i_1 | J_k, \ldots, J_1)$ to obtain the outcomes $i_k, \ldots, i_1$ given the choices of instruments $J_k, \ldots, J_1$ (see Fig. 3). In this sense, $T_{\Lambda_k}$ represents a Born rule for temporal processes [27]. The mapping $T_{\Lambda_k}$ is a completely positive multilinear functional that can be reconstructed in a finite number of experiments [12, 28–30]. Throughout the remainder of this Paper, we will call $T_{\Lambda_k}$ a $k$-step comb, following Refs. [31–33].

A comb $T_{\Lambda_k}$ contains all the multi-time correlations necessary to fully characterize a $k$-step quantum process. While the CP maps $M_{i_a}$ change the state of the system, they do not change the $k$-step process given by $T_{\Lambda_k}$. Loosely speaking, the comb contains all parts of the dynamics that are not manipulated by the experimenter. This is analogous to the way in which the preparation of
with four slots (each slot corresponds to a time $t_{\alpha} \in \Lambda_4$); it encodes all multi-time correlations between observables at those times. The probability to observe the outcomes $i_4, \ldots, i_1$ given the instruments $\mathcal{J}_4, \ldots, \mathcal{J}_1$ is obtained by inserting the corresponding CP maps into the comb, i.e., by letting $\mathcal{T}_{\Lambda_4}$ act on $\mathcal{M}_4, \ldots, \mathcal{M}_1$.

an initial state and the measurement of the final state in quantum process tomography do not influence the underlying dynamics (i.e. the CPTP map connecting input and output state).

Just as in the classical case, the knowledge of all relevant joint probability distributions (i.e., the knowledge of $\mathcal{T}_{\Lambda_4}$) allows one to deduce causal relations between the $k$ events in $\Lambda_k$. We emphasize that classical causal modelling is included in this quantum causal modelling framework as a special case. Whenever a system is measured and prepared in a fixed basis (using a classical instrument), and the process $\mathcal{T}_{\Lambda_4}$ also preserves this basis, the result is a set of joint distributions consistent with a classical causal model. From Proposition 1, it also follows that classical stochastic processes without interventions can be described by the same framework.

With this complete description on finite sets of time steps at hand, we can determine the compatibility condition between related processes. A family of combs that stems from an underlying (open) dynamics fulfills a natural consistency condition [29]; for any two sets of times $\Lambda_k \subseteq \Lambda_4$, the comb $\mathcal{T}_{\Lambda_k}$ can be obtained from $\mathcal{T}_{\Lambda_4}$ by letting it act on identity operators $\mathcal{I}_{t\alpha}$ (with $\mathcal{I}_{t\alpha}[\rho] = \rho$ for any state of the system $\rho$ at time $t_{\alpha}$) at times $t_{\alpha} \in \Lambda_4 \setminus \Lambda_k$, i.e.,

$$\mathcal{T}_{\Lambda_k} \left[ \cdots \right] = \mathcal{T}_{\Lambda_4} \left[ \bigotimes_{t\alpha \in \Lambda_4 \setminus \Lambda_k} \mathcal{I}_{t\alpha}, \cdots \right] := \mathcal{T}^{\Lambda_k}_{\Lambda_4} \left[ \cdots \right],$$

(2)

where we have employed the shorthand notation $\bigotimes_{t\alpha \in \Lambda_T \setminus \Lambda_k} \mathcal{I}_{t\alpha}$ to signify that the identity operation was ‘implemented’ at each time $t_{\alpha} \in \Lambda_T \setminus \Lambda_k$. The graphical representation of Eq. (2) is depicted in Fig. 4.

It is important to note the difference between Eq. (2) and the consistency condition for classical stochastic processes, stemming from the stronger notion of ‘doing nothing’ in the quantum case. If there is an underlying process, any comb can be obtained from one that applies to a larger set of times by letting it act on the identity map, which leaves any state unchanged, at the excessive times. This is by no means the same as computing the marginals of families of probability distributions that have been obtained for a fixed set of measurement instruments, which will only preserve states which are diagonal in a fixed basis. We recover descriptors for different sets of times that are compatible with each other only when we switch to a causal modelling description of the process. From this, we obtain our main result, the generalized extension theorem (GET):

**Theorem** (Generalized extension theorem). Let $\Lambda$ be a set of times. For each finite $\Lambda_k \subseteq \Lambda$, let $\mathcal{T}_{\Lambda_k}$ be a $k$-step comb. There exists a general stochastic process $\mathcal{T}_{\Lambda}$ that satisfies $\mathcal{T}_{\Lambda_k} = \mathcal{T}_{\Lambda_k}^{\Lambda_k}$, as defined in Eq. (2), for all finite $\Lambda_k \subseteq \Lambda$ if $\mathcal{T}_{\Lambda_k} = \mathcal{T}_{\Lambda_k}^{\Lambda_k}$ for all $\Lambda_k \subseteq \Lambda \setminus \Lambda_k \subseteq \Lambda$.

The proof can be found in App. A. It proceeds analogously to that of the original Kolmogorov extension theorem, presented in [6]. The consistency property is used to uniquely define a comb $\mathcal{T}_{\Lambda_k}^\Lambda$ on a ‘sufficiently large’ container space. $\mathcal{T}_{\Lambda_k}^\Lambda$ can then be extended to a linear functional $\mathcal{T}_{\Lambda}^\Lambda$ that fulfills the properties of the comb $\mathcal{T}_{\Lambda}$ on the closure of said container space. As in the classical case [5], the underlying stochastic process characterized by $\mathcal{T}_{\Lambda}$ is – unlike $\mathcal{T}_{\Lambda}^\Lambda$ – not necessarily unique. Since the action of all possible $\mathcal{T}_{\Lambda}$ coincides with the unique $\mathcal{T}_{\Lambda}^\Lambda$ on a sufficiently large space, and hence yields the correct finite combs $\mathcal{T}_{\Lambda_k}$, this non-uniqueness cannot be detected experimentally and does not constitute a practical problem.

We emphasize that, even though we have phrased the above in the language of quantum mechanics, there is nothing particularly quantum mechanical about the GET. The proof of the theorem only uses the
linearity and boundedness of the combs \( \mathcal{T}_{\Lambda k} \), as well as their compatibility. Consequently, it holds for any probabilistic theory (with interventions).

Furthermore, the input and output spaces of the CP maps the comb acts on do not have to be of the same dimension. In this case, the identity map used for the consistency condition has to be slightly generalized: A CPTP map \( \mathcal{M}_{\Lambda a} : \mathcal{B}(\mathcal{H}_{\alpha}^{(1)}) \rightarrow \mathcal{B}(\mathcal{H}_{\alpha}^{(2)}) \), where \( \mathcal{B}(\mathcal{H}_{\alpha}^{(z)}) \) is the space of bounded operators on the Hilbert space \( \mathcal{H}_{\alpha}^{(z)} \), is implemented via a corresponding unitary \( U_{\alpha a} \), a fixed ancillary state \( \eta_{\alpha} \in \mathcal{B}(\mathcal{H}_{\alpha}^{(a)}) \), and a partial trace \( \text{tr}_{\Lambda a} \) that is such that the resulting state \( \mathcal{M}_{\Lambda a}[\rho] = \text{tr}_{\Lambda a} \left[ U_{\alpha a} (\rho \otimes \eta_{\alpha}) U_{\alpha a}^\dagger \right] \) lies in \( \mathcal{B}(\mathcal{H}_{\alpha}^{(2)}) \). With this, we can define a generalized identity map \( \mathcal{Z}_{t_{\alpha}^{(1\rightarrow 2)}} \) of identity map and identity context for marginalization, and the GET would still hold. Consequently, our theorem accounts for the case where particles are created/annihilated in the process, as well as the case where different degrees of freedom are manipulated at each time \( t_{\alpha} \), or where the number of measurement outcomes and active interventions differ.

In the derivation of the GET, we make the implicit assumption that probabilities only depend on the respective CP maps that where implemented, but not on the particular instrument that was used to implement them. This property has been dubbed ‘instrument non-contextuality’ [27, 34] or ‘operational instrument equivalence’ [23]. In principle, our derivation could be straightforwardly adapted to any theory, where this assumption is not satisfied anymore, but probabilities are still a linear function of the maps and their respective contexts (i.e., the respective instrument). Instead of the identity map, one would then use a pair \( (\mathcal{I}, \mathcal{J}_Z) \) of identity map and identity context for marginalization, and the GET would still hold.

It is important to clearly delineate between the classical Kolmogorov extension theorem and the GET. The KET hinges on the fact that, in classical physics, a measurement does not change the average state of a system. This fails to hold in quantum mechanics, or any theory with interventions. In detail, in the language of quantum maps, the sum over the outcomes \( i_{\alpha} \) of a measurement in a basis \( \{ |i\} \) at time \( t_{\alpha} \) corresponds to the CPTP map \( \mathcal{M}_{\alpha} = \sum_{i_{\alpha}} \mathcal{M}_{i_{\alpha}} \), where \( \mathcal{M}_{i_{\alpha}}[\rho] = \langle i_{\alpha} | \rho | i_{\alpha} \rangle | i_{\alpha} \rangle \langle i_{\alpha} |. \) In a classical stochastic process, the state \( \rho \) is diagonal in the basis \( \{ |i\} \), and we have \( \mathcal{M}_{\alpha}[\rho] = \rho \); the average over measurement outcomes has the same effect as the classical ‘do nothing’ operation. As soon as \( \rho \) is not diagonal in the measurement basis, we have \( \mathcal{M}_{\alpha}[\rho] \neq \rho \); on average, a measurement in quantum mechanics changes the state of the system and the future measurement statistics will depend on the measurement that was performed. Consequently, joint probability distributions in classical physics (without interventions) exhibit a consistency condition, while quantum processes (and theories with interventions) generally do not.

As in the classical case, the proof of the GET does not assume an a priori temporal ordering. The sets \( \Lambda k \) could be sets of times, but also labels of different laboratories. We have the following remark:

**Remark.** The proof of the GET does not assume any ordering of the sets \( \Lambda k \), and only uses the generalized containment property \( (2) \) as its main ingredient.

Consequently, the GET also applies to causally non-separable processes [35, 36], as the descriptors for different sets of laboratories would still satisfy a compatibility condition. However, these processes do not have a deterministic Stinespring dilation [37] and the interpretation of an underlying ‘process’ becomes much less clear in the absence of a definitive causal ordering. We will briefly remark on this further in our conclusions, but leave a full exploration of this interpretation as an open question for future work. Next, we will see that the distinction between stochastic processes and causal modelling does not exist in the general case.

### C. Quantum stochastic processes and quantum causal modelling

Using an instrument at some intermediate time \( t_{\alpha} \) alters the state of a quantum system (even when averaging over all outcomes) and influences the statistics of later measurements in a non-negligible way. Nevertheless, the full descriptor of an \( \ell \)-step process, i.e., \( \mathcal{T}_{\Lambda \ell} \), contains all descriptors \( \mathcal{T}_{\Lambda k} \) for fewer times \( \Lambda k \subseteq \Lambda \ell \), and a family of compatible combs implies the existence of an underlying stochastic process \( \mathcal{T}_{\Lambda} \).

Like in the classical case, the GET defines the notion of an underlying stochastic process in quantum mechanics, or any other theory with interventions, and fixes the minimal necessary requirements for the existence of an underlying process. As we have seen, in quantum mechanics, it is unavoidable to employ a description that takes interventions into account, when attempting to obtain a consistent description of a quantum process; if one wants to properly define quantum stochastic processes, one is forced to use the framework of causal modelling. This motivates the following proposition:

**Proposition 2.** The theory of quantum causal modelling and the theory of quantum stochastic processes are equivalent.

In contrast to Proposition 1, the set of quantum causal models does not just contain the set of quantum stochastic processes but coincides with it; in classical physics, we obtain a consistent description of stochastic processes without taking interventions into account, and we can choose to intervene if we want to probe the causal structure of a process. In quantum mechanics, a consistent description of stochastic processes can only be recovered if interventions are included in the description from the start. Interventions are not a choice but a necessity in quantum mechanics, which leads to the
equivalence of quantum causal modelling and quantum stochastic processes.

This implies that the breakdown of the KET in quantum mechanics is fundamental, while it can in principle be removed by changing perspective in a classical process with interventions. In the latter case, a super-observer, that observes both the experimenter manipulating the system of interest as well as the stochastic process itself, would obtain families of joint probability distributions that display a compatibility property. Put differently, for classical processes, by incorporating the experimenter and their choice of instrument into the stochastic process, the KET always applies on a higher level. In quantum mechanics, this is generally not true. No matter the level at which a super-observer observes a process, the respective joint probability distributions do not satisfy a compatibility property, and the KET fails to hold. This fundamental breakdown of the KET in quantum mechanics is mirrored by no-go theorems that show that non-contextual theories cannot reproduce the predictions of quantum mechanics; for many of these theorems, the notion of ontic latent variables [38, 39] or ontic processes [23] are introduced, and the basic assumption is made that the distributions over observable outcomes can be obtained by marginalization of a larger joint distribution over the values of the ontic variable. Subsequently, it is shown that, together with other assumptions, this prerequisite fails to reproduce predictions made by quantum mechanics. The GET dictates how to correctly compute marginals in quantum mechanics, such that all resulting probability distributions ‘fit together’ and are the marginals of one common comb $\mathcal{T}_\Lambda$. It is therefore conceivable that a derivation starting from the assumption of compatibility in the sense of the GET would lead to theories that can indeed reproduce quantum mechanics.

We reiterate that classical stochastic processes are a very special subset of general stochastic processes, namely the ones where the system of interest is never rotated out of its fixed (pointer) basis, and the experimenter can only perform projective measurements in this basis. We now show that the KET can be derived in a straightforward way as a corollary of the GET.

D. GET $\Rightarrow$ KET

Our generalised extension theorem applies to a strictly larger class of theories than the standard KET and includes the latter as a corollary. We have the following proposition:

**Proposition 3.** The GET implies the KET.

The detailed proof of this statement can be found in App. B. There, we show that a family of compatible probability distributions $\mathbb{P}_\Lambda$ can be mapped onto a family of combs $\mathcal{T}_\Lambda$ that satisfy the consistency condition of the GET. The existence of the underlying process $\mathcal{T}_\Lambda$ then ensures the existence of a joint probability distribution $\mathbb{P}_\Lambda$ that has all finite ones as marginals.

While the original version of the KET does not hold for quantum processes, it is important to note that the breakdown of the compatibility property of joint probability distributions is not a signature of quantum mechanics per se; as we have already seen, any framework that allows for interventions will exhibit this feature. The GET provides a proper theoretical underpinning for the corresponding experimental situations. On the other hand, the breakdown of the compatibility property can happen in quantum mechanics even if only projective measurements in a fixed basis $\{|i_\alpha\rangle\}$ are performed [16, 17].

As already mentioned, the absence of compatibility is tantamount to the absence of either macrorealism, or non-invasiveness (or both). Consequently, it can be used as a definition of non-classicality, as proposed in Ref. [17]. There, the authors employ the breakdown of the consistency condition on the level of probability distributions, when measuring in a fixed basis, as a means to define the non-classicality of Markovian processes. Using the framework of quantum combs for the description of quantum stochastic processes the ideas of [17] can be extended to general processes with memory, i.e., non-Markovian processes.

Following Ref. [17], we consider an $\ell$-step process to be classical if its joint probability distributions with respect to measurements in a fixed basis $\{|i_\alpha\rangle\}$ satisfy a consistency condition. Put differently, an $\ell$-step process $\mathcal{T}_{\Lambda_k}$ is classical (with respect to the basis $\{|i\rangle\}$) iff for all $\Lambda_k \subseteq \Lambda_{\ell}$ and all possible sequences of outcomes $i_k, \ldots, i_1$

$$
\mathcal{T}_{\Lambda_k}[\mathcal{P}_{i_k}, \ldots, \mathcal{P}_{i_1}] = \sum_{\Lambda_k \setminus \Lambda_k} \mathcal{T}_{\Lambda_k}[\mathcal{P}_{i_1}, \ldots, \mathcal{P}_{i_1}],
$$

where $\mathcal{P}_{i_\alpha}$ corresponds to obtaining outcome $i_\alpha$ from a projective measurement in a fixed basis at time $t_\alpha$, i.e., $\mathcal{P}_{i_\alpha}[\rho] = \langle i_\alpha | \rho | i_\alpha \rangle | i_\alpha \rangle \langle i_\alpha |$.

We provide an example of classical combs that satisfy Eq. (3) in our proof of Proposition 3 (specifically in Eq. (B3) of Appendix B). The general structure of classical combs that satisfy Eq. (3) can be analyzed using the Choi isomorphism between quantum processes and positive matrices (again, see App. B). As combs can describe general processes with memory, Eq. (3) represents the consistent definition of classical processes with memory and allows a direct extension of the results obtained in Ref. [17] to the non-Markovian case.

V. RELATION TO PREVIOUS WORKS

As already mentioned, the proof of the GET does not rely on any particularities that are exclusive to quantum mechanics or our formulation thereof. The GET constitutes a sound basis for the description of
any conceivable (classical, quantum or beyond) theory of stochastic processes with interventions – independent of the employed framework.

While we referred throughout to the framework of quantum combs [31–33], originally derived as the most general representation of quantum circuit architectures, our results apply equally well to any other framework for describing quantum processes as linear functionals. Examples of the mathematical objects and frameworks (often the same thing under a different name) given a firm theoretical foundation by the GET include: process tensors [12, 28, 29] and causal automata/non-anticipatory channels [40, 41], which describe the most general open quantum processes with memory; causal boxes [42] that enter into quantum networks with modular elements; operator tensors [43, 44] and superdensity matrices [45], employed to investigate quantum information in general relativistic space-time; and, finally, process matrices, used for quantum causal modelling [13–15, 35]. In classical physics, as well as the standard causal modelling framework discussed in Sec. II, our result applies to the $\epsilon$-transducers used within the framework of computational mechanics [46, 47] to describe processes with active interventions.

Our theorem proves the existence of a container space for all of the aforementioned frameworks and allows for their complete and consistent representation in the continuous time limit, thus providing an overarching theorem for probabilistic theories with interventions. This is of particular importance for the field of open quantum mechanics where the lack of an extension theorem has been a roadblock to obtaining a framework that coincides with classical descriptions in the correct limit [16]. Here, switching perspective allows one to describe both classical as well as quantum open systems in a unified framework. This fact has recently been used to obtain an unambiguous definition of non-Markovianity in quantum mechanics that coincides with the classical one in the correct limit [48].

The GET goes beyond previous attempts to generalize the KET for quantum mechanics. An extension theorem for positive operator valued measures was derived in Ref. [49] and was used in Ref. [50] to show the existence of an ‘infinite composition’ of an instrument. This extension theorem is, however, limited to particular cases of positive operator valued measures, and not general enough to provide an underpinning for the description of stochastic processes with interventions.

More generally, a version of the KET for quantum processes was derived in Ref. [18]. In this work, the authors showed that any quantum stochastic “process can be reconstructed up to equivalence from a projective family of correlation kernels”. By decomposing the control operations $M_{i\alpha}$ into their component Kraus operators, it can explicitly be shown that these correlation kernels correspond to combs, and consequently, for quantum processes, the GET is equivalent to Thm. 1.3 in Ref. [18]. However, the mathematical structure of the latter does not tie in easily with recently developed frameworks for the description of quantum (or classical) causal modelling, nor does it lend itself in a straightforward way to the discussion of their key properties. The structural features of combs render the investigation of fundamental features of a process, like their non-Markovianity [28, 48], their causal structure [13, 35, 42], and their classicality tractable.

Our formulation has the advantage that combs are defined in a clear-cut operational way, and allow for a generalized Stinespring dilation [29, 33], which makes their interpretation in terms of open quantum system dynamics straightforward. Additionally, even though the GET is stated for combs that map sequences of CP maps to probabilities, its proof also applies – with slight modifications – to general quantum combs (i.e., maps that map combs onto combs [32, 33]).

VI. CONCLUSIONS

While the KET is the fundamental building block for the theory of classical stochastic processes, it does not hold in quantum mechanics, or any other theory that allows for active interventions. This breakdown goes hand in hand with the violation of Leggett-Garg inequalities: the violation of such an inequality always implies that compatibility conditions are not satisfied, and hence the KET does not hold.

In this work, we have proven a generalized extension theorem that applies to any process with interventions, including quantum ones. We have therefore shown that the roadblocks encountered when describing quantum processes in terms of joint probability distributions can be remedied by changing perspective; while the evolution of a density matrix over time does not contain enough statistical information for consistency properties to hold [16], considering a quantum stochastic process as a linear functional acting on sequences of CP maps allows one to formulate a fully fledged theory. Taking interventions into account is the only way to obtain a consistent definition and rigorous mathematical foundation for quantum stochastic processes. Put differently, without taking interventions into account, there is no way to consistently define quantum stochastic processes. In this sense, two seemingly different frameworks – the framework of causal modelling, and the theory of quantum stochastic processes – are actually two sides of the same coin.

In the limit of continuous time, the sequence of CP maps becomes a continuous driving/control of the system of interest. Thus, the GET provides the theoretical foundation for these experimental scenarios, important for development of quantum technologies. Likewise, just as in the case of classical stochastic processes, the GET provides a toolbox for the modelling of quantum stochastic processes; any mechanism that leads
to consistent families of combs automatically defines an underlying process.

It is important to emphasize the generality of our main result. Due to the linearity of mixing, any meaningful description of a stochastic process – quantum or not – must be expressible in terms of a linear function on the space of locally accessible operations [12]. The proof of the GET is versatile enough to account for any framework that aims to describe temporally ordered processes, and hence provides a sound mathematical underpinning for all of them.

The GET contains the original KET as the special case where the family of processes is diagonal in the reference basis, and the only allowed CP maps are projective measurements in the same basis. On the one hand, this implies that our extension of classical processes to the quantum realm is the correct one. On the other hand, this clear-cut definition of classical combs lends itself ideally to the investigation of the interplay of coherence and classicality, as proposed in Ref. [17], in the experimental observation of real-world processes with memory.

Finally, while we have mostly discussed temporally ordered processes, in principle, even causally disordered processes could be described by families of functionals that satisfy a consistency requirement (A would then be thought of as a set of labels for different laboratories). However, there is no deterministic Stinespring dilation for causally disordered processes [37]. There are, on the other hand, dilations that include post-selection [31, 51], and we conjecture that an underlying causally disordered stochastic process would be equivalent to post-selection on a class of trajectories resulting from continuous weak measurement.
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**Appendix A: Proof of the Generalized extension theorem (GET)**

Here, we prove the general extension theorem for processes with interventions. The structure of the proof follows the derivation of the KET presented in [6]; given a family of compatible combs, we use the consistency condition to define a unique comb $T^d_{\Lambda}$ that contains all finite ones as ‘marginals’, on a large enough ‘container space’. Due to its properties $T^d_{\Lambda}$ can then be uniquely extended to a comb $\Pi^d_{\Lambda}$ on the closure of said container space.

Let $\Lambda$ be a (possibly uncountable) set, $\{\Lambda_k\}_{\Lambda_k \subseteq \Lambda}$ the set of all finite subsets of $\Lambda$, and let $\{T_{\Lambda_k}\}_{\Lambda_k \subseteq \Lambda}$ be the corresponding family of combs. For ease of notation, we assume all CP maps that the combs act on have the same input and output space, i.e., $M_{\Lambda_k} : B(H_{\Lambda_k}) \to B(H_{\Lambda_k})$; a generalization to maps with distinct input and output spaces is straightforward. We denote the space of these maps by $L(H_{\Lambda_k})$. Consequently, we have $T_{\Lambda_k} : L_{\Lambda_k} \to \mathbb{R}$, where $L_{\Lambda_k} = \bigotimes_{\Lambda_k} \mathcal{L}(H_{\Lambda_k})$ and $\bigotimes_{\Lambda_k}$ denotes a tensor product over all times $t_\alpha \in \Lambda_k$. Let the family of combs satisfy the consistency condition $T_{\Lambda_k}[\xi] := T_{\Lambda_k} \left[ \bigotimes_{t_\alpha \in \Lambda_k \setminus \Lambda} I_{t_\alpha}, \xi \right]$ for all finite $\Lambda_k \subseteq \Lambda \subseteq \Lambda$.

Now, we ‘lift’ the family of combs to a comb $T^d_{\Lambda}$ that contains all of them as ‘marginals’. To this end, we define the inverse projection $\pi^{-1}_{\Lambda_k} : L_{\Lambda_k} \to L_{\Lambda}$, with $\pi^{-1}_{\Lambda_k}[\xi_{\Lambda_k}] := \xi_{\Lambda_k} \bigotimes_{t_\alpha \in \Lambda \setminus \Lambda_k} I_{t_\alpha}$ for all $\xi_{\Lambda_k} \in L_{\Lambda_k}$, which trivially extends any $\xi_{\Lambda_k}$ to a corresponding operator that lies in $L_{\Lambda}$. The operator $\pi^{-1}_{\Lambda_k}[\xi_{\Lambda_k}]$ exists and is unique for any finite $\Lambda_k \in \Lambda$ and all $\xi_{\Lambda_k} \in L_{\Lambda_k}$ [52]. In the same way, we can define a partial inverse projection $\pi^{-1}_{\Lambda_k \Leftarrow \Lambda} : L_{\Lambda_k} \to L_{\Lambda}$ for any two finite sets $\Lambda_k \subseteq \Lambda \subseteq \Lambda$, i.e., $\pi^{-1}_{\Lambda_k \Leftarrow \Lambda}[\xi_{\Lambda_k}] := \pi^{-1}_{\Lambda_k}[\xi_{\Lambda_k}] \bigotimes_{t_\alpha \in \Lambda \setminus \Lambda_k} I_{t_\alpha}$. In terms of partial inverse projections, the consistency property reads $T_{\Lambda_k}[\xi_{\Lambda_k}] = T_{\Lambda_k} \left[ \pi^{-1}_{\Lambda_k \Leftarrow \Lambda}[\xi_{\Lambda_k}] \right]$.

Let $L^d_{\Lambda}$ denote the set of all ‘lifted’ operators, i.e., $L^d_{\Lambda} = \{ \xi \in L_{\Lambda} : \xi = \pi_{\Lambda_k}[\xi_{\Lambda_k}] \bigotimes_{t_\alpha \in \Lambda_k \setminus \Lambda} I_{t_\alpha}, \text{for some finite } \Lambda_k \}$. It is straightforward to see that this set forms a vector space; for any $\alpha, \beta \in \mathbb{R}$ and $\xi = \pi^{-1}_{\Lambda_k}[\xi_{\Lambda_k}], \zeta = \pi^{-1}_{\Lambda_k}[\zeta_{\Lambda_k}]$, we have $\alpha \xi + \beta \zeta = \pi^{-1}_{\Lambda_k \cup \Lambda}[\alpha \xi_{\Lambda_k} + \beta \zeta_{\Lambda_k}] \in \mathcal{L}^d_{\Lambda}$, where $\Gamma_{\Lambda_k \cup \Lambda} = \pi^{-1}_{\Lambda_k \Leftarrow \Lambda \cup \Lambda}[\alpha \xi_{\Lambda_k} + \beta \zeta_{\Lambda_k}]$ is the operator norm in $L^d_{\Lambda}$. On this vector space, we can define the comb $T^d_{\Lambda}$ via $T^d_{\Lambda}[\xi] := T_{\Lambda_k}[\xi_{\Lambda_k}]$, where $\xi = \pi^{-1}_{\Lambda_k}[\xi_{\Lambda_k}]$. $T^d_{\Lambda}$ is well-defined: if there are two different operators $\xi_{\Lambda_k} \in L_{\Lambda_k}$ and $\xi_{\Lambda_\ell} \in L_{\Lambda_\ell}$, such that $\xi = \pi^{-1}_{\Lambda_k}[\xi_{\Lambda_k}] = \pi^{-1}_{\Lambda_\ell}[\xi_{\Lambda_\ell}]$, the consistency property ensures that $T^d_{\Lambda}[\xi]$ is unique; it is straightforward to see that $\pi^{-1}_{\Lambda_k \Leftarrow \Lambda \cup \Lambda}[\xi_{\Lambda_k}] = \pi^{-1}_{\Lambda_\ell \Leftarrow \Lambda \cup \Lambda}[\xi_{\Lambda_\ell}] = \xi$. 


\( \xi_{\Lambda_k \cup \Lambda_t} \). Employing the consistency condition yields
\( \mathcal{T}_{\Lambda_k}[\xi_{\Lambda_k}] = \mathcal{T}_{\Lambda_k \cup \Lambda_t}[\pi_{\Lambda_k \cup \Lambda_t}^{-1}\xi_{\Lambda_k}] = \mathcal{T}_{\Lambda_k \cup \Lambda_t}[\xi_{\Lambda_k \cup \Lambda_t}] = \mathcal{T}_{\Lambda_k \cup \Lambda_t}[\pi_{\Lambda_k \cup \Lambda_t}^{-1}\xi_{\Lambda_k} \cup \Lambda_t] \),
and consequently \( \mathcal{T}^\dagger_{\Lambda_k}[\xi] \) is independent of the representation of \( \xi \).

The operator \( \mathcal{T}^\dagger_{\Lambda_k} \) is bounded, because every \( \mathcal{T}_{\Lambda_k} \) is bounded. It is also linear; due to the linearity of \( \mathcal{T}_{\Lambda_k} \) and the
linearity of the inverse projection operators, we have\( \mathcal{T}^\dagger_{\Lambda_k}[\alpha \xi + \beta \eta] = \alpha \mathcal{T}^\dagger_{\Lambda_k}[\xi] + \beta \mathcal{T}^\dagger_{\Lambda_k}[\eta] \) for all \( \alpha, \beta \in \mathbb{R} \) and \( \eta, \xi \in \mathcal{L}^\dagger_{\Lambda_k} \).

Any linear bounded transformation from a normed vector space \( X \) to a normed complete vector space \( Y \) can be uniquely extended to a linear transformation from the completion \( \overline{X} \) to \( Y \) [53]. Consequently, there exists a unique comb \( \overline{\mathcal{T}}^\dagger_{\Lambda_k} \) defined on the completion \( \overline{\mathcal{L}}^\dagger_{\Lambda_k} \) of \( \mathcal{L}^\dagger_{\Lambda_k} \) (this completion is sometimes called quasilocal algebra in the
literature [40]) that has – by construction – the family \( \{\mathcal{T}_{\Lambda_k}\}_{\Lambda_k \subseteq \Lambda} \) as ‘marginals’. This concludes the proof. \( \square \)

It is important to note that \( \overline{\mathcal{L}}^\dagger_{\Lambda_k} \) does not coincide with \( \mathcal{L}_{\Lambda_k} \) (they coincide iff \( \Lambda_k \) is finite [52]). Consequently, there might be different combs \( \mathcal{T}_{\Lambda_k} \) defined on \( \mathcal{L}_{\Lambda_k} \) with coinciding action on all elements of \( \overline{\mathcal{L}}^\dagger_{\Lambda_k} \). This, however, is not problematic. On the one hand, \( \overline{\mathcal{L}}^\dagger_{\Lambda_k} \) “is in a way more important than” \( \mathcal{L}_{\Lambda_k} \) because its elements arise from the ones of \( \mathcal{L}(\mathcal{H}_\alpha) \) “by extension and algebraical and topological processes” [52]. On the other hand – just like for the KET [5] – the different possible combs on \( \mathcal{L}_{\Lambda_k} \) all lead to the same measurement statistics on any experimentally accessible set of times, so this non-uniqueness is not accessible/detectable in practice.

**Appendix B: Proof GET \( \Rightarrow \) KET**

Here, we show that the GET contains the KET as a corollary. In detail, we show that any family of classical joint probability distributions can be mapped onto a family of quantum combs that satisfies the consistency condition. The GET then guarantees that there is an underlying classical comb \( \mathcal{T}^\dagger_{\Lambda_k} \), and thus also an underlying classical process \( \mathbb{P}_{\Lambda_k} \).

For the proof, we exploit the structural requirements a classical comb has to satisfy. To make these requirements evident, we employ the Choi-Jamiołkowski isomorphism (CJI) [54, 55] \( \mathcal{M}_{\Lambda_k} = (\mathcal{M}_{\Lambda_k} \otimes \mathcal{I})[\Phi^{+}_\alpha(\Phi^{+}_\alpha)] \), that maps CP maps (or generally superoperators) \( \mathcal{M}_{\Lambda_k} : \mathcal{B}(\mathcal{H}_{\alpha}^{(2)}) \to \mathcal{B}(\mathcal{H}_{\alpha}^{(1)}) \) to bounded operators \( \mathcal{M}_{\Lambda_k} \in \mathcal{B}(\mathcal{H}_{\alpha}^{(2)} \otimes \mathcal{H}_{\alpha}^{(1)}) \), by letting them act on one half of an unnormalized maximally entangled state \( \Phi^{+}_\alpha := \sum_{i,\alpha} |i\rangle\langle i| \otimes |i\rangle\langle i| \otimes |\alpha\rangle\langle \alpha|, \) while the ‘do nothing’ channel \( \mathcal{T}_{\Lambda_k} \) at time \( t \) is represented by \( \Phi^{+}_\alpha \).

Analogously, a comb can be mapped onto a (positive) matrix \( \mathcal{Y}_{\Lambda_k} \in \bigotimes_{\alpha} \mathcal{B}(\mathcal{H}_{\alpha}^{(2)} \otimes \mathcal{H}_{\alpha}^{(1)}) \) [29, 33]. In addition to positivity, the Choi matrices of a temporal process have to satisfy certain trace conditions to ensure proper causal ordering [32, 33]. All the combs we explicitly write down in what follows are constructed such that they automatically satisfy these conditions. Using the Choi matrix, the action of a comb can equivalently be expressed as
\[
\mathcal{T}_{\Lambda_k}[\mathcal{M}_{\Lambda_k}] = \text{tr} \left( \left( \mathcal{M}^{\dagger}_{\Lambda_k} \otimes \cdots \mathcal{M}^{\dagger}_{\Lambda_t} \right) \mathcal{Y}_{\Lambda_k} \right),
\]
where \( \cdot^\dagger \) denotes the transpose in the reference basis [12, 33].

In this notation, letting a comb act on identity maps amounts to projecting it on maximally entangled states, \( i.e., \)
\[
\mathcal{Y}_{\Lambda_k/\Lambda_k} = \text{tr}_{\Lambda_k/\Lambda_k} \left[ \left( \mathcal{I}_{\Lambda_k} \bigotimes_{\alpha \in \Lambda_k \backslash \Lambda_k} \Phi^{+}_\alpha \right) \mathcal{Y}_{\Lambda_k} \right],
\]
where \( \text{tr}_{\Lambda_k/\Lambda_k} \) signifies a trace over the Hilbert spaces corresponding to times \( t \in \Lambda_k \backslash \Lambda_k \) and \( \mathcal{I}_{\Lambda_k} \) is the identity matrix on the remaining Hilbert space \( \mathcal{H}_{\Lambda_k} := \bigotimes_{\alpha \in \Lambda_k \backslash \Lambda_k} (\mathcal{H}_{\alpha}^{(2)} \otimes \mathcal{H}_{\alpha}^{(1)}). \)

A classical family of joint probability distributions \( \mathbb{P}_{\Lambda_k} \) can be represented by a family of classical combs [56]
\[
\mathcal{Y}^\dagger_{\Lambda_k} = \sum_{i_k, \ldots, i_t} \mathbb{P}_{\Lambda_k}(i_k, t_k; \ldots; i_t, t_t) \mathcal{I}_{i_k}^{(2)} \otimes |i_k\rangle\langle i_k| \otimes \cdots \otimes \mathcal{I}_{i_t}^{(2)} \otimes |i_t\rangle\langle i_t|,
\]
where \( \mathcal{I}_{i}^{(2)} \in \mathcal{B}(\mathcal{H}_{i}^{(2)}) \) are identity matrices and \( |i_\alpha\rangle\langle i_\alpha| \in \mathcal{B}(\mathcal{H}_{\alpha}^{(1)}) \) are orthogonal pure states corresponding to the measurement outcomes \( i_\alpha \). The classical combs defined by (B3) are diagonal in the reference basis and correctly reproduce the probabilities given by \( \mathbb{P}_{\Lambda_k} \); indeed, it is easy to see that we have
\[
\text{tr} \left[ (P^T_{i_k} \otimes \cdots \otimes P^T_{i_t}) \mathcal{Y}^\dagger_{\Lambda_k} \right] = \mathbb{P}(i_k, t_k; \ldots; i_t, t_t).
\]
As \( \text{tr} \left[ \left( \sum_j P_{j\alpha} \right) P_{\alpha} \right] = \text{tr} \left[ \Phi^+_{\alpha} P_{\alpha} \right] \), the consistency property of the joint probability distributions induces a consistency property of the family of classical combs \( \{ \Upsilon_{\Lambda_k} \} \) constructed via to Eq. (B3). Then, according to the GET, there exists a classical comb \( \Upsilon_{\Lambda_k} \) that has all the finite combs \( \Upsilon_{\Lambda_k} \) as ‘marginals’, i.e., \( \Upsilon_{\Lambda_k} = \Upsilon_{\Lambda_k}^{\text{cl}} \) for all finite \( \Lambda_k \subseteq \Lambda \). This implies the existence of a joint probability distribution \( P_{\alpha} \) that has all finite \( P_{\alpha} \) as marginals, which proves the original KET.
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