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Abstract

Key-value stores (KV) have become one of the main components of the modern storage and data processing system stack. With the increasing need for timely data analysis, performance becomes more and more critical. In the past, these stores were frequently optimised to run on HDD and DRAM devices. However, the last decade saw an increased interest in the use of flash devices because of their attractive properties. Flash is cheaper than DRAM and yet has a lower latency and higher throughput than HDDs. This literature survey aims to highlight the changes proposed in the last decade to optimise key-value stores for flash devices and predict what role these devices might play for key-value stores in the future.
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1 Introduction

It is estimated that we will generate over 175 zettabytes of data globally by the year 2025 [110]. This is mainly because of the ever-increasing interest in big data, the cloud and the internet of things [71, 110, 130]. As the size of the datasets keeps increasing, so do the demands of the systems that are used to store and process this data. This in turn has caused for an increased interest in optimising the data processing stack. A big part of this stack is used by key-value stores. It is therefore beneficial to look into how key-value stores can be optimised.

Key-value stores are a means of storing data and are radically different from the more traditional RDBs, also known as relational databases [59]. Key-value stores store data as a single collection, where each key is unique and leads to one value. Data can be accessed using these keys with basic operations such as: get, put, delete and scan. Key-value stores can be used for all sorts of applications and are not limited to a particular size or hardware. Some common applications include caching systems [50], messaging applications [21], games [42], web shops [119], SQL backends [48] and time series management [75].

Traditionally the main storage medium used to store key-value stores was the Hard Disk Drive (HDD) [35]. Most data structures and algorithms were thus optimised around the physical properties of these devices. These were among others high latencies, symmetric read and write speeds, slow random access and an infinite number of reads and writes for each block on the HDD. This caused certain HDD specific optimisations such as trying to always write and read sequentially [25, 51, 54, 101, 106].

However, as flash devices became cheaper, many data centres and consumers alike transitioned to flash devices [5, 85]. This made it important to ensure that applications can still be properly used with flash devices and are in addition also optimised for these devices. (Un)fortunately, most of the properties and assumptions that hold for HDDs, do not hold for flash devices. Flash devices have lower latencies, have asymmetric read and write speeds, do not allow for in-place updates, have an all-new erase operation, are indifferent to random reads on the cell level and individual cells have a finite life cycle. The finite life cycle, commonly known as wear levelling (WL), can in particular be problematic if unattended. If applications carelessly keep writing to the same cells, the cells will eventually stop working correctly. Lower latencies are also important as lower latencies are becoming more critical for applications [10]. Yet, at the same time lower latencies on flash result in the latency overhead moving to other parts of the key-value store, such as the software that is executed on the host, and therefore require different design considerations [10]. Because of such idiosyncrasies, properly and efficiently using these devices requires a transition [60].

This survey tries to highlight the changes proposed in the last decade for using key-value stores on flash. We will look into various optimisation strategies that can be used to use key-value stores more efficiently on flash. However, first we will take a look at flash and key-value stores themselves. We will then combine the two topics and take a look at the main design concerns that occur when combining them. After having defined the problem space, we will show how these problems
can be solved. We will start by covering the commonly used data structures for key-value stores. This will be followed by how key-value stores and flash communicate with each other and how this communication can be optimised. Then we will look at software optimisations, data related optimisations and the current role of flash. Lastly, we will identify forward-looking trends on the role of flash for key-value stores.

2 Related work

Key-value stores and flash are by no means new technologies, both already appearing in the 20th century [46, 125]. In this section we will look at other surveys on these topics and cover a few adjacent works. There have been a few surveys that cover flash storage [30, 53, 143] and there have been a few surveys on key-value stores [22, 36, 63]. Most of the related works on key-value stores focus on NoSQL [22, 36, 63]. It is important to note that key-value stores are considered to be a type of NoSQL, but that there also exist various other NoSQL stores that are by some considered key-value stores and by others not. Further on, some data stores satisfy the requirements of multiple types of NoSQL. This makes the exact definition and nomenclature of key-value stores blurry. To give an example, Cassandra can be considered as a wide-column store [57] but is at the same time also frequently referred to as a key-value store [101]. In this survey we will refrain from using the term NoSQL.

To give a few examples of NoSQL surveys: Idreos et al. cover various key-value storage engines [63], Cartell et al. cover scalable SQL and NoSQL data stores [22], and Chen et al. did a survey on NoSQL [36]. There have also been literature studies on various storage techniques for commonly used data structures in key-value stores, such as on LSM-trees [96].

To the best of our knowledge, there has not been a publically available academic survey that covers key-value store techniques or general optimisations for key-value stores driven by flash. There do exist a few works that aim to help with understanding key-value stores, such as a practical overview by Seegers et al [124] on a few key-value stores. Other works that we found only used key-value stores. Such as a survey on multimedia systems [111], data storage in the cloud [98] and a survey on big data systems [37].

For this survey, we are also interested in flash storage. There have been various surveys on parts of flash storage. Such as surveys on indexing in flash storage [53], the flash translation layer [30] or garbage collection and wear levelling [143]. We will provide a more comprehensive introduction to these topics in section 4.

This survey aims to build the bridge between key-value stores and flash storage. It will thus combine topics from key-value store (NoSQL) surveys and flash storage surveys. In other words, the focus will not be on the technologies separately, but on the combination of the two.

Lastly, we shortly address some adjacent works on new storage technologies. Recently there have been hardware trends that introduced various new storage devices that could also be used as memory; such as Optane memory. A lot of effort has already been put into moving key-value stores to these devices [13, 67, 148]. A further study can look into these devices with regards to key-value stores. Similarly there have been new types of SSDs, made specifically for key-value stores, which are aptly named as KVSSDs. This could also be a valuable target for further investigations and has already garnered a healthy amount of interest [64–66, 83, 114, 139].

3 Study design

In this section we will describe the research goal and how this goal has been reached. In particular, we will go over the research questions, the scope of the research project and the methodology used to achieve the research goal.

3.1 Research Goal

This study aims to get an overview of how various key-value stores are optimised for flash storage. The main research question is: “What is the impact of flash storage on the design choices for key-value stores?” The following sub-questions were asked to aid in answering our research question:

- RQ1: What is the current role of flash for key-value stores?
- RQ2: How has flash influenced the design of key-value stores over the decade?
- RQ3: What are the main challenges involved in using key-value stores on flash and how can they be mitigated?
- RQ4: How will flash contribute to key-value stores in the future?

3.2 Scope

This study is about persistent key-value stores for flash devices that specifically use the block interface. Therefore, it does not cover caching or other non-persistent workloads. It also does not cover other promising novel non-flash solutions such as persistent memories. Key-value SSDs will also not be covered since they are object-addressable and are thus not a block-based technology. Further on, we will mainly focus on how the key-value stores are optimised for flash devices. We will for example not cover how key-value stores are optimised for the network, even if flash is involved. Lastly, we only cover relatively recent contributions. In this case from approximately 2010 up to early 2022, but exceptions can be made to create context. From these requirements, we set up the following inclusion & exclusion criteria:
• I.1: The work is novel.
• I.2: The work should be either about how flash impacts the design of key-value stores or how key-value stores can be optimised for flash.
• I.3: The key-value store must match the criteria of a persistent key-value store.
• E.1: The work is about ephemeral key-value stores such as caching.
• E.2: The work targets only non-flash solutions such as Optane memory or hard disk drives.
• E.3: The work merely uses flash or key-value stores but is not about them.
• E.4: The work is not relatively recent, main points should be from 2010 and up; papers from before 2010 can only be used for historical context.

Not every paper that satisfies these requirements is included. Papers are more likely to be included, in order of importance, if flash and key-value stores are the main topics, if they are cited frequently, if they are novel or if they were published recently.

### 3.3 Methodology

To accurately answer the research questions, it is important to select and evaluate a large selection of papers. Nevertheless, it is a Herculean effort to read every paper. Thus, only a selection of all papers related to the topic will be examined. A common approach is the **Snowball methodology**. With this methodology, you start with a few seed papers and recursively find related papers. This can be done by either looking at the references used in the paper or by verifying which papers have cited these papers themselves. It is also a good idea to start with at least a few recent papers, considering that they might bring up some novel ideas or terminology that did not exist before. The seed papers used in this research are:

| Paper      | Source         | Year |
|------------|----------------|------|
| NVMKV [99] | ATC            | 2015 |
| LOCS [136] | EuroSys        | 2014 |
| SILT [90]  | SOSP           | 2011 |
| SILK [9]   | ATC            | 2019 |
| WiscKey [94]| ACM TOS        | 2017 |
| PebblesDB [116]| SOSP | 2017 |
| RocksDB space amplification [48]| CIDR | 2017 |

Table 1: Seed papers. Paper titles are shortened to make space.

There are also a few conferences that typically reserve a few spots on storage topics. These were scraped from 2021 to 2012. This was done by iteratively checking the papers of the conferences and verifying if they might be relevant. Relevance is determined according to the rules defined in subsection 3.2. The names of the conferences considered were: USENIX ATC, FAST, NSDI, EuroSys, OSDI, SOSP, Systor, HotStorage, ASPLOS, SIGMOD, VLDB, SoCC, ICDCS and Middleware. Lastly, a few papers were found by simply querying Google Scholar (sorted on relevance and limited up to 2022), Connected Papers (using Semantic Scholar), USENIX, ACM, DBLP and Semantic Scholar with keywords. The keywords were picked based on words that are considered important in the seed papers and conferences. For some keywords, we also tried various synonyms and closely related words. The used keywords are:

- Flash Key-Value
- Flash KV
- Flash NoSQL
- NVMe Key-value
- NVMe KV
- KVSSD
- SSD key-value
- SSD KV
- persistent key-value store flash
- LSM SSD
- LSM NVMe
- Btree SSD
- Btree NVMe
- Btree Key-value store SSD
- Key-value garbage collection
- Key-value wear levelling
- Key-value write amplification
- Key-value read amplification
- Key-value space amplification

At times the search results were irrelevant to the research because they failed to meet the requirements. Frequently they were about caching, NVM as memory and other devices such as SMR disks or Optane. These have to be filtered out by hand. Many papers reoccurred across different search tools, which should make it more reproducible to get a part of the papers. Nevertheless, for best results, it is advised to set the range in years to a maximum of 2022. The literature study
was conducted in January 2022 and can thus not contain any more recent papers. Also note, that the order of results can fluctuate between the years and different people might assess papers differently on the provided criteria. We aim to provide sufficient details about our methodology to aid the reproduction of work.

4 Background

Before delving into various optimisation techniques, we take a look at the problem space. We will first take a look at key-value stores and flash technologies separately. Then we look at the combination of the two and formulate the main performance concerns that arise when combining the two.

4.1 Persistent key-value stores

Key-value stores are ubiquitous [21, 42, 49, 63, 119]. They are a type of NoSQL store, but we will in general refrain from using that term in this survey since its exact definition can be blurry and there exist multiple NoSQL stores that have a KV-like design. Such as can be seen in a survey by Davoudian et al. [36] on NoSQL. Therefore, we will provide a different definition. Key-value stores revolve around a flat structure with key-value pairs. Each key is unique and points to data. This data can in general be anything and restrictions depend entirely on the specifications of the store at hand. Key-value stores are considered to be lightweight and to implement only a few standard actions. These actions are specified in Table 2.

| Operation | Explanation | Required |
|-----------|-------------|----------|
| put       | Stores key-value pair | Yes      |
| get       | Retrieves key-value pair | Yes      |
| delete    | Deletes key-value pair | No       |
| scan      | Retrieves range of key-value pairs | No       |

Table 2: Key-value operations.

Key-value stores should at least implement a put and a get operation. Put associates a key with a value and set retrieves said value if it exists. The delete action is also regularly included, but can also be achieved with a put with an empty value. Lastly, most key-value stores define a scan operation to get a range of key-value pairs, but this is not required. An advantage of a scan operation is that if you already know that you need a range, you do not need to send multiple get requests. The key-value store can then also already optimise for such an operation. Lastly, not all key-value stores have to be persistent. They can for instance also be used for caching. We will only focus on persistent solutions. These in general follow BASE [112], but some also follow ACID [122]. This means that key-value stores are in general less strict on consistency. Some have even fewer restrictions than BASE. Some examples of popular key-value stores are RocksDB [49], LevelDB [54] and DynamoDB [126]. With such a small set of requirements, it can and is used in all sorts of different applications. It can for instance be used as a backend for relational databases [49], for gaming services [42], for web shops [119], for machine learning [21] and the social web [21].

That different workloads are used has performance implications. Not every application needs low latency or high throughput. For some it might be more beneficial to invest as little as possible in storage devices. This means that there is space to optimise key-value stores for different goals, which is also reflected in the literature that we will cover in this survey. Certain stores also optimise for a certain ordering of data. We will see a few of these optimisations later on.

Key-value stores have few constraints on the actual implementation and therefore contain a wide variety of implementations. They all make use of data structures. Data structures are structures that can be used to store, organise and access data. An example data structure would be an array. In key-value stores, the main data structure is used for indexing. Indexing means a method to get a reference to a value, think about getting a value based on a key. Indexing structures reserve a part of the memory. For example, it is very typical to keep the references in memory and store the actual values on storage. This can become problematic when the amount of memory required for each entry increases, as it hinders the maximum amount of key-value pairs that can be stored. It is therefore typical to also move a part of the index to storage. Moving a part of the index to storage does have a disadvantage. It requires more read and write operations to storage for each key-value store operation. That is because the index now also needs to be read and written. The amount of extra I/O operations needed for each logical operation is known as I/O amplification. Index structures have to make a trade-off between memory usage and I/O amplification. This trade-off is also highly dependent on the storage medium. For example, if the storage is slow, it becomes less advantageous to move more of the index to storage. Therefore, key-value stores that are optimised for flash have to consider the flash specifics for optimal performance, specifics which we will see in the next section. Commonly, additional data structures are used on top of the index to minimise the amount of I/O, such as buffers. Some common data structures that are used for indexing in key-value stores are LSM-trees, B-trees and hash tables. All three of these data structures will be explained in further detail in section 5. For now, it is enough to know that each of these has its advantages and disadvantages.

4.2 Flash storage

There are quite a few characteristics that make flash memory stand out, and flash memory itself is not just limited to one design. In order to properly optimise key-value designs for flash, it is imperative to first define what types of flash are used
in key-value stores and what characteristics these types of flash poses. This should then allow us, to properly define the main performance concerns. For more in-depth explanations on flash, there exist various more in-depth explanations on flash, including explanations with more technical details [7, 14, 30, 85, 102, 143].

Flash is a non-volatile storage medium where data is stored as an electronic charge on a floating gate between a control gate and the channel of a CMOS transistor. We will not go to deep on what such technicalities entail. In fact, for this survey we only need to understand a couple of details. The number of bits the earlier mentioned gate can store depends on the internal cell technology. For example there are single-level cells (SLC) and multi-level cells (MLC) technologies. When the number of levels in a cell increases, so does the number of bits it can store. These technologies are as of now in order of their density: SLC, MLC, TLC, QLC and PLC [97]. Multi-level cell technologies allow us to store more data in a smaller area, but also have downsides. Multi-level cell technologies namely result in lower throughput and an increased wear levelling [2]. Wear levelling means that after each write, the cell slowly degrades. This results in a decreased performance and eventually leads to a dead cell. It is therefore considered harmful to do excessive writes on flash. Cell degradation is also not just limited to writes, reads can also degrade the performance of cells, albeit to a lesser degree. This is known as read disturbance [91].

NAND flash is a technique that can be used to pack the earlier mentioned flash cells together. NAND packs the cells together densely, which is a good fit for commercial mass storage but only allows addressing cells on the block level [34], which can be any size such as 4 KiB. NAND flash does not allow writing to an already written block. It first has to be erased, before it can be written. Therefore updating a single bit in a block will result in writing an entire new block and at some point in time erasing the old block. A NAND package is organised hierarchically in pages, that are stored in blocks, that are stored in planes, that are stored in dies. NAND packages can be processed in parallel. Planes can also process requests in parallel. Further on, NAND cells themselves can also be packed vertically, resulting in 3D NAND. This is a property that also should be addressed since the heat of one area also propagates vertically and can therefore increase the wear levelling of neighbouring cells [137].

NAND flash can then be used within a storage device, such as Solid State Drives (SSD) [34]. Note that SSDs can also use different types of storage other than flash. SSDs that use flash internally allow for parallelism through the number of independent NAND flash chips, which allows it to process multiple write, read and erase requests in parallel [136]. This parallelism can be exposed to the host in the form of flash channels. SSDs do not just include non-volatile storage, they come with a controller that allows managing the device and usually come with a small bit of DRAM. SSDs are known as solid-state disks because they contain no moving parts. This is in contrast to more traditional storage such as HDDs, which require moving a platter and an arm. This allows them to deliver both adequate sequential and random I/O, which would not be possible if parts had to move. There also exist various ways to connect SSDs; such as AHCI through SATA and NVMe through PCIe [82]. Depending on the connection, different protocols can be used and different levels of throughput, latency and concurrency can be achieved.

Lastly, SSDs frequently contain firmware. These are typically a File Translation Layer (FTL) and a Garbage Collector (GC) among others. An FTL maps virtual addresses to physical addresses [30]. This allows the SSD to determine what it considers an optimal location to store a block. It also removes the need for the host to issue erasure commands. For the host, overwrites are still allowed. The FTL determines how to manage such I/O internally. The Garbage collector (GC) is then used to erase dead blocks and move blocks around to more beneficial locations [143]. An optimised program should account for the internal logic of this firmware. There also exist a few alternatives that allow the host to drop the need of an internal FTL and GC (these must then be defined on the host) such as open-channel SSDs [19] and ZNS [18]. Open-channel SSDs are already used in a few key-value designs as we will see in subsection 6.3. Note that we have intentionally left out some additional challenges for flash devices. The Unwritten Contract of Solid State Drives by He et al. is an interesting read on some additional challenges [60].

4.3 Performance challenges

In subsection 4.1 and in subsection 4.2 we respectively defined key-value stores and flash storage. We have already seen some challenges that are involved for flash and key-value stores separately, now we will describe the challenges involved in combining the two. We identify the following challenges that are commonly referred to in the literature: write amplification, read amplification, space amplification, garbage collection overhead, memory footprint and software overhead.

Write amplification: Write amplification (WA) means that the physical amount of data that is written on the device is more than the logical data that is written. For example writing 64 KiB of data to the device, when the application issued only 2 KiB. This can be because of the block size, garbage collection and internals of various data structures. Reducing write amplification seems to be an especially prevalent problem in studies. That is because write amplification can significantly reduce both throughput and increase latency. Another problem is wear levelling, which can degrade the flash devices and eventually make them unusable. Write amplification causes wear levelling and therefore inevitably also increases the monetary cost of using these devices. The effect of write amplification is also bigger in multi-cell technologies, such
as MLC and TLC.

**Read amplification:** There are also a few works on reducing read amplification (RA). Read amplification means that the amount of device-internal data that is read is more than the user-visible data that is read. For example, issuing a read of 2 KiB and in the end reading a total of 64 KiB. This can for example be because the application needs to find the data, requiring more reads, or because of the block size of flash. This can be problematic in read-heavy stores that require low latency for reads. Nevertheless, write amplification is generally more problematic than read amplification because writes cause wear levelling, which is more harmful than read disturbance, and because of the asymmetric nature of I/O, which makes write operations more expensive than read operations.

**Space amplification:** Space amplification and space efficiency can also be a problem. Space amplification is an application problem and means that the key-value store stores more data on storage than there are key-value pairs. This is inevitable, as some metadata is always needed for persistency. Further on, some key-value stores also reserve space for background operations, further limiting the amount that can be used for key-value data. The main concern is to keep the amount of extra data needed to a minimum. It is also a possibility to resort to compression, to reduce the amount of data that needs to be stored, sometimes creating negative space amplification. Space amplification can be problematic because it results in a need to invest in more flash because there is not enough space.

**Garbage collection:** Garbage collection is also frequently stated as a problem. In this case, we refer to garbage collection in the device, as described in subsection 4.2. Garbage collection causes erasure operations and moves data around in the background. Since the data is moved around, this can cause further write amplification. The background operations also introduce significant latency fluctuations. Works that focus on this problem aim to either reduce the latency fluctuations, use hints to help the garbage collection or properly separate hot and cold data, which helps the garbage collection by only moving hot data.

**Memory footprint:** Reducing the memory footprint is an issue that is mostly stated in situations where the usage of DRAM is more expansive or not a lot of DRAM is available in the first place. This is more prevalent in studies of the early 2010s. Generally, most of the data such as values are already stored on flash, but a part of the index and some caching is typically stored in memory, as described in subsection 4.1. When memory is scarce, it is not feasible to keep full index data structures or big caches in memory, so these works try to reduce memory footprint with more lightweight index data structures and move more data to flash.

**Software overhead:** Lastly, some works aim to reduce software overhead on the host. These works mainly consider flash devices with lower latency and higher throughput, such as NVMe SSDs. In this case, the CPU on the host can become the performance bottleneck. Therefore, it can be beneficial to streamline the software stack and focus on performance techniques on the host side.

From these challenges we formulate the following main concerns:

- **Q1:** How to reduce write amplification?
- **Q2:** How to reduce read amplification?
- **Q3:** How to reduce space amplification?
- **Q4:** How to deal with garbage collection?
- **Q5:** How to reduce the memory footprint?
- **Q6:** How to reduce software overhead?
- **Q7:** How to integrate flash into an architecture and use each component efficiently?

The challenges and concerns introduced in this section answer research question RQ3: “What are the main challenges involved in using key-value stores on flash and how can they be mitigated?”. In the next sections, we will cover various solutions that aim to find solutions to these concerns. We will find that there is no such thing as a free lunch. Indeed no solution is the solution to all our problems. On the contrary, most solutions we find will come with a trade-off or might be specific to only a few use cases.

We will give a short overview of the papers covered in the section and what concerns they address at the beginning of each section. Concerns will be marked with a corresponding Q number as given in the concern list we have just given. For example, concerns about write amplification will be referred to with Q1.

## 5 Data structures for flash

Various data structures can be used to implement persistent key-value stores. Together they represent the internals of the key-value store. Nevertheless, there have been three data structures in particular that have been most prevalent for key-value stores in the last decade. These are all index data structures as explained in subsection 4.1. The data that they index to are the key-value pairs. Keys can also be used as the pointer. The three data structures are Hash Tables, B-trees, and LSM-trees.

Many ideas have been proposed to either optimise these data structures for flash or use them as a part of their key-value store. Therefore, we will take a closer look at these structures and go into detail about how they can be optimised for flash. Of these three data structures, LSM-trees seem to have become the most commonly used and investigated. LSM-trees will therefore also be discussed most prominently. However, we will first take a short look at approximate membership queries (AMQ), which can be used along with all three data structures to increase performance.
5.1 AMQ

Approximate membership queries (AMQ), also known as filters, are a family of data structures that are used in close to all key-value solutions we will cover. They are data structures that are meant to prevent expensive I/O operations by approximating if a key is present in the key-value store or not [12]. An important characteristic is that they can lead to false positives, but not to false negatives. This characteristic can be used to prevent lookups. If the AMQ returns that it is not present, it is also definitely not present on flash. However, if the AMQ does return that it is present, it might be present on flash, necessitating a lookup.

One might already wonder about the use case for such queries, as they only seem to increase the amount of work necessary for each key-value operation. The reason is that AMQs are generally smaller than the data structure they approximate. The amount of space they require can be tuned, in this case space is traded for the accuracy of the AMQ. A smaller size allows it to be stored on a faster device that has less space and to be cached. If a device is fast enough such as DRAM, it can therefore eliminate the cost of accessing more expensive I/O such as flash. AMQs thus aim to solve issues with Q2. Some AMQs that we have seen in key-value stores optimised for flash include bloom filters [121], cuckoo filters [52] and quotient filters [12]. Bender et al. also proposed a Cascading Filter that combines multiple quotient filters and should also be efficient when parts of the filter are stored on flash [12], but AMQs should generally be kept completely in memory.

Take note that many designs that we will see later on, can be improved by the use of such AMQs to prevent I/O operations. Lu et al. even propose BloomStore [93], a key-value design that revolves around using bloom filters as the main index structure.

5.2 Hash tables

Hash tables contain a wide array of different solutions, but they are all based on a common principle; they maintain a table of keys with a mapping to the address of their value, and can therefore also be referred to as mapping tables. This fits very closely to the definition of key-value stores, as key-value stores are also a collection of keys mapping to values. Each mapping in the mapping table occupies a location, which we will refer to as a slot. In all solutions we cover all values are maintained on flash, so only the offset to values is maintained in the mapping tables. Keys are stored along with the values but are regularly also a part of the mapping table itself. If keys are not part of the mapping table, either a hash of the key is used or a part of the key is used in the mapping table.

The mapping table is cached at least partially in memory and can be constructed from the stored data. Hash table designs become problematic when a lot of key-value pairs are stored since the table increases linearly with the number of key-value pairs. Therefore not the entire hash table can fit in memory and a part needs to be repeatedly stored and loaded from persistent storage. This swapping between storage and memory can lead to read amplification when there is not a lot of memory. Further on, hash tables are also known to have problems with scan operations since keys and values are (typically) not sorted on flash. In this section we will see that a part of these problems can be mitigated. We will cover a few hash table designs, even some that consist out of multiple substructures.

5.2.1 Buffering

One of the first optimisations we will cover is buffering, which is deployed in many hash designs [3, 41–43, 90]. Buffering
is a technique that is not unique to hash designs, and a design we will also see in the other two index structures later on; see subsection 5.3 and subsection 5.4. The general idea is to keep items in memory until they collectively reach a certain size, which can be set as a threshold. To guarantee persistence, items should also be flushed to storage after a short amount of time has passed and the size threshold has not yet been reached. Buffering is done because most SSDs are block-based and force a minimum write size. Writing small strips of data would therefore require adding padding, which contains bytes that will not be used by the actual key-value store. This padding thus leads to write amplification. Buffering also removes the need for sending each operation to the device, essentially sending one big request. Sending each operation would incur a lower throughput, latency and more garbage collection (Q4) in the end. It would also incur a software overhead as each operation will need to be processed from beginning to end. Thus buffering can help by avoiding small I/O and batching operations (aiding Q6).

5.2.2 Reducing the memory footprint

Another problem is keeping the memory footprint to a minimum and at the same time keeping read amplification low (solving Q2 and Q5 issues). Key-value stores typically store all the values on flash in an append-only data structure, known as a log. Alternatives do exist but are not as common. SILT for example also stores values in a sorted log among others [90]. We will mainly focus on the log design, because of its frequency in usage [4, 41–43]. After the buffer is flushed, the data is appended to the log and the offset to said data is saved in the hash table. This forces sequential I/O on the storage device, which is considered better than random I/O. When a value is deleted or updated, the old entry in the log is marked as invalid. Eventually, such values do need to be erased and removed from the log, probably with a separate garbage collection process. Such a hash table design is visible in Figure 1.

A naive implementation would then simply conclude by making the hash table uniquely link the entire key to the offset of a value in the log, but we are not there yet. This implementation directly indexes full keys to value offsets. Unfortunately, full keys also take multiple bytes and this would not scale when billions of keys need to be saved. Instead, we need to find a way to only keep part of the keys or a part of each key in memory. For example what if we have 10 bytes of RAM and 5 keys of each 5 bytes. We would not be able to fit the entire hash table in memory. We either need to keep part of the key-value mappings on flash such as only 1 key, or we need to reduce the size of each mapping. We will cover a few examples of both approaches.

Our first solution is proposed by Andersen et al. in the form of FAWN [4]. FAWN reduces the memory footprint by only storing a part/fragment of each key in the hash table, reducing the memory footprint for each individual key-value pair. This allows more key-value mappings to remain in memory or to simply reduce the amount of DRAM used on the host. Such a design does have two problems. As only a fragment of each key is stored, it can lead to hash collisions; which means that two mappings end up in the same slot. Hash collisions can occur because two keys that are different can have exactly the same fragment. This would then force them to the same slot in the hash table, requiring multiple value offsets to occupy the same slot. Similarly, since you only know the fragment, you can not reliably tell if the key-value pair exists in the first place by only looking at the occupancy of the slot. FAWN solves this by storing the keys along with the values on flash, which allows verifying if it was indeed the correct key-value combination on lookup. Hash collisions are resolved in FAWN with the help of hash chaining. Slots in the hash table then contain chains of offsets instead of individual value offsets. Colliding keys are then added to the same slot in a chain in memory. Lookups can therefore issue multiple reads to find the correct pair because the entire chain might be read (creating Q2 problems). This is dependent on how big of a part is chosen from the key as a fragment, but Andersen et al. report numbers such as 1 in 1000 and 1 in 32,768 for having to do more than 1 lookup in their use case [4], indicating that extra lookups are rare. At the same time, this solution still requires some bytes in memory for each entry, even if it alleviates some memory issues by using fragments.

Debnath et al. take it one step further with the design of SkimpyStash [42], achieving on average less than 1 byte for each entry, while still using only one hash table. To achieve this they make use of a hash chain, similar to FAWN. However, instead of storing the chain in memory, they store the entire chain on flash. The entry in the hash table will point to the first entry of the chain. To get the next entry in the chain, some additional metadata needs to be stored on flash. Therefore on flash we will also write a pointer to the next entry in the chain along with each key-value pair. Such a design can however
lead to even more read amplification. It can also lead to read imbalance, especially when the chain is long. Long chains cause read imbalance because they can require significantly more reads than short chains. Lim et al. report an average of 5 lookups for each key-value pair [90] (increasing Q2). To mitigate such issues it does try to keep parts of the chain sequentially stored on flash to minimise the number of needed reads. It also adds a bloom filter as an AMQ for each chain, needing fewer reads for each chain on average.

**BloomStore** [93] takes it yet another step further, by completely moving the hash index structure to flash along with the key-value pairs. To achieve this, it uses a bloom filter to great effect. BloomStore keeps another bloomfilter based index in memory that can point to the hash indexes.

**uDepot** [77] tries a different route. It drops the idea of using just one hash table and uses a two-level hopscotch hash table instead. Hopscotch is a hashing method [61], that tries to move colliding keys into a *neighbourhood* close to the key, which has caching benefits among others. The key of a key-value pair is used for both hash tables. A part of the key is then used to access the location of a *directory*, the first level hash table. The other part of the key is used to access the index in this directory to retrieve an offset, the second level hash table. We thus have directories of offsets. Such a multi-structure design does incur more reads and more writes for each entry, but it does keep both memory overhead and read amplification relatively low. It is essentially a trade-off.

**Small Index Large Table (SILT)** [90] also uses multiple data structures. In fact it uses a total of three and they are not all hash tables, which we will explain soon. SILT also keeps a low memory footprint but does not result in large unpredictable read amplification like some of the previous designs. Lim et al. recognised that other data structures might be beneficial as well, instead of only using a hash design [90]. Different data structures have different advantages and disadvantages, combining multiple data structures can therefore combine the best features of such structures. At the same time, it comes with its own set of challenges. Such as efficient translations between data structures.

This idea lead to SILT, which used a *multi-stage design* (MS) in the end, which is essentially a series of data structures that are chained in sequence like a funnel. An LSM-tree, which we will cover in *subsection 5.4* is also an example of a multi-stage design. Each successive data structure in SILT will keep fewer data in memory, but more data on flash. Such a design makes the average size of each key-value pair in the indexing structure still small but also keeps performance up.

SILT uses in order a *LogStore*, a *HashStore* and a *SortedStore*, visible in *Figure 2*. The LogStore uses a hash table design that is close to the design we already discussed earlier. HashStores are simply LogStores stored to disk, indexes included. This requires minimal translation. SILT allows multiple HashStores on flash to enable some buffer space. The last store, the SortedStore stores all of its keys in order. There can only be one SortedStore present at the same time. SortedStore also adds compression, which allows SILT to significantly reduce space amplification (Q3). Entries slowly transition from structure to structure and each structure takes a little longer to read and write. This does incur write amplification, which is a major drawback of multi-stage designs. Further on, the transitions from HashStore to SortedStore can be quite expensive, which can cause some latency issues.

**Figure 2:** The multitier design of SILT. Reworked figure of the one made by Lim et al. [90]

In short, we have seen various hash-based designs and each has its own advantages and disadvantages. There is a trade-off to be made between the amount of the indexing structure that is maintained in memory and on flash. The more stored on flash, the bigger the read amplification and read latency (trading Q2 for Q5). At the same time multi-staged designs could be employed at the cost of more write amplification and wear levelling, but a possibly lower memory occupation and acceptable read amplification.

### 5.3 B-trees

**Figure 3:** B+-tree with three nodes. Values are only stored in the leaves.

The *B-tree* is a tree data structure that is used widely in various databases. Especially in the field of traditional relational
WiredTiger. When a key-value store uses a B-tree as its main key-value index, it will see in subsection 8.4. Data is also not stored sequentially in a B+-tree, which is also called a \textit{B}∗-tree [31]. B+-trees continue to be designed for read performance because read operations have an upper bound in regards to the height of the tree, requiring only one read for each level in the tree. B-trees can thus be beneficial if a key-value store is read-heavy.

B-trees have a long history and have at least already been deployed to flash storage systems as well as by 2003 [138] and were already considered ubiquitous in 1979 [31]. When a key-value store uses a B-tree as its main key-value pair indexing data structure, it typically actually refers to the \textit{B+-tree}, which is also called a \textit{B}++-tree [31]. B+-trees continue on the original design of B-trees and such a design can be seen in Figure 3.

Both the B-tree and the B+-tree are M-ary trees and both are designed to be self-balancing. This is accomplished by automatically merging and splitting nodes on insertions and deletions. All of the leaves are on the same height. This ensures upper bounds on the required number of reads to be equal to the height of the tree.

What differs between the two is what is stored in nodes and in leaves. In the B-tree design nodes and leaves both contain keys and values and keys are not duplicated. In B+-trees on the other hand, nodes can only contain keys in the form of pivots. Keys can be duplicated all the way from root to the leaf, also visible in Figure 3 for key 5. Leaves store the actual value pointers. In addition, the leaves can be linked. This linking has a major advantage because sequential access can be improved. Scan operations for example can directly go on to the next linked leave and do not require traversing the entire tree again for each subsequent read. Yet another advantage of the B+-tree is that values are only stored in leaves and not on a random level, adding search efficiency. The key-value pairs are also sorted in the data structure, allowing the client to only read one node on each level of the tree. The earlier stated read performance is thanks to this sorted and sequential characteristic.

B+-trees store each node and leave separately on different blocks on the flash device. There is no guarantee that nodes and leaves will fill entire blocks, which can waste space and cause write amplification (Q1) as the entire block still needs to be written [80]. This can be reduced with compression as we will see in subsection 8.4. Data is also not stored sequentially because inserts and updates change parts of the B-tree rather than appending their changes to the end. Reading, inserting and updates thus incur random I/O as data needs to be written to random locations. Random I/O causes a performance overhead, but not just because of the storage medium. We will show why this causes write amplification by looking at inserts. Parts of index data structures are typically cached, for example for B-trees a few blocks and leaves are cached. On an insert, data needs to be written to leaf blocks. If this block is in the cache, the write can simply be done in the cache. If the block is not in the cache, the block must first be loaded from I/O before being altered. The old block that was present in the cache is then generally written back to I/O as there is only a limited amount of memory. It is stated by Kuszmaul et al. that in the worst case, each insertion requires rewriting an entire block [80]. If the data is stored sequentially, multiple inserts can be written in one go. Lastly, B+-trees do not come with a lot of buffering by default, making it harder to amortise such operations.

There also exist various other B+-tree designs, which are tested on both flash and key-value stores, but we will only look at two B-tree designs: modified \textit{HB}+-tries and \textit{B}ε+-trees. However, first we will look at problems that occur when B-trees are directly stored on flash storage.

5.3.1 Implementing a B-tree directly on flash

It is possible to directly build B-trees on flash devices, without an extra layer between the B-tree and the storage. This could for example be an FTL (see section 4) that uses a B-tree, but some devices, which we will discuss in more detail in subsection 6.3, can also directly allow the key-value store to run on flash. Directly building a B-tree on flash comes with a few challenges, challenges which we do not have when there is some logic between the key-value store and the storage. We will explain these problems shortly.

B-trees store each node and leave separately on different blocks on the flash device. On an update this entire block needs to be rewritten as flash itself does not allow in-place updates (this is traditionally resolved with the help of an FTL). This inevitably brings us to a major crux of the B-tree when it is used directly on flash: if any node changes, its location changes. Therefore the parent node also needs to be updated because its pointers are no longer accurate, which recurses all the way back to the root. This is commonly referred to as the wandering tree [68]. Operations on B-trees can therefore cause a non-negligibly high write amplification (Q1).

A way to reduce the wandering tree problem is by packing multiple nodes and leaves into one page, allowing the cost of traversing writes to be reduced. Such as is done in the \textit{μ-tree} [68], which packs nodes and leaves together in a manner optimised for flash. This has not been tested on key-value stores as far as we know and we have not seen a key-value store that itself directly uses a B-tree on flash storage. Nevertheless, it is still interesting as the underlying FTL might use this functionality, which has implications for the key-value store on top. Similarly, it leaves options open for future key-value stores that aim to build a B-tree directly on flash storage.
5.3.2 HB+-trie

HB+-tries were originally implemented in ForestDB [1]. It uses a trie, which is a kind of data structure, where each node of the trie is a B+-tree. Leaves point either to another B+-tree node or to values. For more information on tries, we recommend looking at the ForestDB paper [1].

The HB+-trie comes with two optimisations that help with increasing the performance for flash. Updates to data instead of the data itself are stored in an append-only log, which avoids in-place updates. This helps flash because it reduces the need for random I/O. It also uses a small write buffer index. This index buffers references the log and is only flushed to the HB+-trie after a certain number of writes. This helps with amortising expensive I/O operations (addressing Q1).

Unfortunately, the append-only log requires regular cleaning, which necessitates a separate garbage collection process known as compaction. This requires copying old data over to new locations. This introduces more write amplification and temporarily reduces the latency and throughput for the client operations during the compaction. Lee et al. propose to make these compactions more optimised for SSDs by properly using the available parallelism [84]. It uses a parallel-fetch, which they call p-fetch. It submits multiple parallel reads, which can be linked to different flash channels. To make sure that the host does not have to wait for all operations, it makes use of asynchronous I/O (addressing Q6), which we will cover further in subsubsection 7.3.1. This reduces the software overhead and the time compactions would take. We conclude by stating that such an approach could also be reused in other log designs.

5.3.3 Bε-tree

![Figure 4: Example of the standard Bε-tree. Each node also has some buffer space.](image)

The Bε-tree adds buffers to all intermediate nodes of the B+-tree. If we were to adapt our original B+-tree design, visible in Figure 3, with buffers it would look like Figure 4. These buffers can be used to store operations such as writes for new data or updates for older data and allow amortising expensive I/O operations (addressing Q1). When a buffer is filled, it spills its data and moves the data downwards until it reaches the leaves, which have no buffer. Bε-trees allow for a write-heavy workload but do not suffer from compaction operations such as LSM-trees. At the same time, it does require more random I/O. Such a design is therefore only effective on devices that provide fast random I/O, such as NVMe SSDs (note that not every SSD is equal). It is also most effective when the entire index structure fits in memory (conflicting with Q5), which can be big. Such a design, albeit modified and further optimised, was implemented in Tucana by Papagiannis et al. [107] and is shown to be able to reduce the software overhead and increase throughput. Similar to WiscKey, which we will cover later, it is possible to separate the index structure from the values. This allows the index to be smaller and reduces the write amplification.

A remaining problem with Bε-tree is that it can cause significant write amplification (Q1) in spite of the buffering. That is because every time a buffer needs to be altered the entire buffer needs to be rewritten. Conway et al. therefore proposed yet another data structure, The STBe-tree [32]. This covers ideas from both the LSM-tree and the Bε-tree. Instead of using direct buffers in nodes, it uses multiple sub-indexes in the form of B-trees, replacing the log buffers of the Bε-tree. Each of these B-trees can be updated independently, reducing write amplification. Similarly to the main B-tree, each sub B-tree should also come with an AMQ, such as a bloom filter, to reduce the number of reads necessary for these trees (addressing Q2).

Another novel idea proposed for the STBe-tree is flush-then-compact [32]. Flush-then-compact enables more I/O and CPU parallelism. This reduces Q6 and the immediate effects of Q1. Traditionally data is moved from parent to child with a process known as flushing. Think about data moving from node to node. Data in the target node then needs to be reorganised, which is known as a compaction. This value copying requires locks to be held while all values move and temporarily introduces expensive I/O operations that need to be completed in one go. With flush-then-compact, a pointer-swing is performed instead. References to the child’s active branches are then copied from parent to child. This allows locks to be held very shortly, enabling better concurrency. Operations to copy the values can then be scheduled later on asynchronously without requiring locks. This also allows scheduling them in parallel trivially. Such a design, could in general also be used in other designs that make use of such a compaction operation.

5.4 LSM-trees

On flash storage writes are more expensive than reads, which makes it attractive to look for a data structure that is optimised for writes instead of reads. These types of data structures are commonly referred to as Write Optimised Indexes (WOI). An example of such a data structure is the log-structured merge-tree (LSM) [106]. A big part of the modern flash-optimised key-value stores make use of LSM-trees [44, 48, 81, 94, 116].
Nevertheless, just putting a plain LSM-tree on flash storage does not immediately make it optimised. There are a few optimisations that can be done to increase its performance, most with trade-offs. A few of the more novel solutions will be discussed in more detail. We will first discuss the general LSM-tree structure, followed by various optimisations and trade-offs.

5.4.1 What is an LSM-tree

![Figure 5: Original LSM-tree design in 1996, based on a figure by Lim et al. [106]](image)

The LSM-tree was originally intended to be used for HDDs, all the way back in 1996 [106]. Back then, HDDs were commonplace and DRAM was becoming big enough to allow for buffering. Many of the properties of the LSM-tree were thus optimised for the characteristics of this system. Such a design is seen in Figure 5. This design starts with a small part of data in memory and then uses multiple layers on disk. Each incremental layer is bigger and merge sorts into the next when it becomes too big. This relatively simple model has since been heavily optimised/modified, and it is this modified design that we actually see back in modern literature for flash key-value stores. This design is visible in Figure 6 and was popularised by Ghemawat et al. in LevelDB [54]. The data structure consists of four substructures, chained together in a multi-stage (MS) structure. A sorted in-memory table, a sorted immutable in-memory table, a write-ahead log (WAL) on storage and multiple sorted string tables (SSTables) that are stored on storage. We will take a look at how data propagates through the structure by addressing all steps in Figure 6 by numerical order.

1. On an insert or update, every key-value pair is first inserted into the WAL, which is an append-only log. This functions similar to journaling in traditional databases and guarantees persistence and consistency [120]. On recovery, the WAL can then be replayed as it contains all changes in order.

2. After the write to the WAL is complete, the same data is written again, but then to the in-memory table, which is typically small such as a few MBs [8]. The in-memory table functions as a buffer that can be used to avoid small writes to disk (reducing Q1). This is similar to buffering in hash tables and B*-trees, see subsection 5.2 and subsubsection 5.3.3.

3. When the in-memory table reaches a certain size, it is converted to an immutable in-memory table. These immutable tables should eventually be written to storage. At the same time, a new mutable memtable is created or an old memtable is reused. The immutable in-memory tables are used to allow writes to continue to memory without a prolonged wait. Otherwise, the key-value store has to wait for the entire I/O operation to complete. New data is written to the mutable memtable, while the old immutable table is written to storage.

4. The immutable in-memory table is written to storage as is. It is written as a sorted file, known as a Sorted String Table (SSTable). Such an operation is known as a flush. An SSTable is sorted on keys and contains a subset of the total range of keys. The SSTable itself is thus essentially an immutable ordered collection of key-value pairs, sorted on keys. The SSTables are stored on storage in a series of levels. Reaching from level 0, commonly referred to as L0, up to level N, commonly referred to as LN. The number of levels depends on the design and can be tweaked. Each level can only hold a certain amount of SSTables. This amount increases with each level, so higher levels can hold more data. LevelDB for example maintains a growth factor between levels of 10x by default [54]. For correctness, only 2 levels would be enough, but adding more levels helps with amortising step (5).

5. Data can be moved to a higher level, with a process known as compaction. Compaction moves a number of SSTables from one level to the next level. This is done with an n-way merge on the SSTables in the next level. In this context n-way merge approximately refers to merge sorting on multiple SSTables in the next level. Since each SSTable is limited to a certain size, this can also introduce new SSTables and in the worst case create yet another compaction for the next level. This process thus leads to cascaded write amplification
as writes have to be done for each level [128], instead of writing them just once in total. This write amplification can reach numbers as large as high as 50x in LevelDB [8]. More than 2 levels help with amortising compactions because updates move down multiple levels, not forcing an n-way merge with all data on every compaction.

Because of compaction, we can be sure that each level contains non-overlapping SSTables, except for L0, the first level. On L0, tables are simply appended. So whenever a read operation is performed, this can lead to one read in the mutable memtable, one in the immutable memtable, one for each SSTable in L0 and one for each additional level. Read operations thus have significant read amplification (Q2). This is often mitigated with the usage of AMQs such as bloomfilters.

LSM-trees are considered favourable for flash because of their append-reliant implementation and their buffering capabilities. Erase and write operations are expensive on flash and can be reduced with the usage of LSM-trees. It also reduces problems that occur with the usage of random I/O on flash as it favours sequential I/O. Some problems that can occur when random I/O are used, are expensive erasures and garbage collection. In addition, LSM-trees limit small writes with the help of buffering in DRAM, increasing throughput and lowering latency and write amplification.

At the same time, they also come with various disadvantages. LSM-trees have for example significant write and read amplification because of their levelled design (causing Q1 and Q2 issues). They also suffer from the expensive compaction procedure, which is expensive because it reduces latency of other operations, reduces available throughput and has a high software overhead.

5.4.2 Separating keys and values

![Figure 7: Separation of keys and values as used in WiscKey.](image)

Traditional LSM-trees batch their keys and values together sequentially. Whenever a key-value pair needs to be read or written, the entire pair is read or written. This occurs not only in client operations such as update and delete but also in background operations such as compactions. This is beneficial for devices that suffer from random I/O as data stays close together, but flash is known to suffer less from this problem and suffers more from the alternative; the alternative being a higher write amplification (Q1).

Lu et al. therefore proposed WiscKey [94]. WiscKey separates keys and values, which prevents rewriting the values unnecessarily. Values are instead stored in a separate data structure. The LSM-tree itself is then limited to keys and data pointers only. This also has the added side effect that the tree itself becomes smaller and is thus both easier to cache and requires fewer operations to read. This design is shown to both reduce write and read amplification and increase throughput. The idea is also already implemented in various other key-value stores [24, 44, 47, 49, 88, 140]. Nevertheless, it also results in new problems and is not a silver bullet. Most problems have to do with the separate data structure that is used to store the values.

The separate data structure that values are stored in, can in theory be anything. However, a common design is to use a circular log, called a vLog, which is also used in WiscKey [94]. The vLog fits naturally on flash storage because of its append-only structure. An additional benefit is that in theory when a log is used, this log can also function as part of the WAL [47]. Nevertheless, this structure creates problems for scanning operations, because the data is not sorted (increasing effects of Q2). This is in various designs resolved with the usage of prefetching further scan iterations beforehand [94], but this does not remove the actual problem. Therefore, Li et al. propose to store a part of the values in another LSM-like tree [88], known as a vTree, that is partially sorted to get better scan performance. However, the vTree would need additional management and is still not completely sorted.

Using a vLog also causes other problems. Various works namely reported that performance can degrade when the store is update and/or delete heavy and a vLog is used at the same time. That is because updates and delete operations result in garbage collection in the vLog. The overhead of this garbage collection increases, when the values stored are small. We expect similar problems when a different data structure is used. A solution that is data structure agnostic, differentiates between small, medium and large values [24, 88, 140]. Large values are stored separately and small values are stored in place as in the traditional approach.

The garbage collection procedure remains a major performance bottleneck, even when differentiating between the value sizes. Therefore Lu et al. proposed a more garbage collection friendly data structure [24]. They proposed mapping values into partitions by hashing the keys. So instead of using one big log, they make use of multiple partitions. This adds isolation of hot and cold data and determinism of where key-value pairs are stored. The same key is hashed to the same partition next time. Separating hot and cold data and determinism make it easier for a garbage collector (Q4) to move fewer data and thus reduces write amplification (Q1).
To conclude, key-value separation is a common optimisation that allows reducing write amplification (Q1) and better caching of the LSM-tree, but does come with additional garbage collection and can cause lower scan performance.

5.4.3 Reducing compaction overhead

Compactions are known to be one of the main bottlenecks of LSM stores. They incur many writes and reads in a short matter of time and can cause space amplification during the merge (Q1, Q3 issues). Chan et al. for example mention write amplifications at least as high as 50x during compactions [24]. In addition compactions consume CPU resources (Q6 issues) [20]. Since compactions generally happen at intervals, this causes spikes in latency and makes stable performance problematic. Therefore, various designs opt to postpone compactions or reduce the impact of compactions.

Tiering and levelling: There exist two major LSM models. These models are referred to as levelled and tiered designs [92] or alternatively as LSM-tree and LSM-forest designs [100]. Levelled designs follow the standard model we defined earlier, where each level above L0 contains non-overlapping sorted SSTables. However, there also exist various LSM-trees that are less strict on this rule. These go by multiple names. We will simply refer to them as LSM forests. They are known as forests because they can contain multiple logical LSM-trees on each level instead of just one. This can occur when during compaction, the trees are not fully merged, but only partially or not at all. Raju et al. noticed that in a write-dominated setting it is more important to reduce the write amplification, than it is to reduce read amplification [116]. Forest designs trade read amplification for lower write amplification, addressing Raju’s concern. They thus trade Q2 for Q1.

The common idea is to postpone compaction all the way up to the last level. This increases read amplification and space amplification and reduces the scan performance; since this would require reading all SSTables on each level. Further on, it can also cause a more expensive compaction on the long run because there is one big compaction at the end. On the other hand, it does reduce the write amplification significantly in many cases. PebblesDB for example reduced write amplification by 2.3-3x compared to RocksDB [116]. Mei et al. show similar results for PebblesDB for sequential workloads and favourable results for two other LSM-forest designs, SifrDB and size-tiered Cassandra [100]. Mei et al. do note that partitioned forest designs such as PebblesDB and size-tiered Cassandra have higher write amplification for sequential workloads and will thus not achieve the goal of reducing write amplification for such workloads. We will get to the definition of partitioned forest, but we will first look at some additional forest designs.

To mitigate the issues that are related to reads with forest designs, PebblesDB [116] introduced the fragmented LSM-tree (FLSM-tree), visible in Figure 8(b). This design adds a new data structure to LSM-trees known as guards. Each level contains guards in addition to the trees. The guards themselves have a key range similar to SSTables, but are strictly non-overlapping, decreasing the number of reads necessary on each level and essentially creating a layered index design. To explain why it is a layered design, we explain what happens on a read. On a read, first the guards are investigated rather than the SSTables. The guard that matches the key-value pair of the guard will be picked and all SSTables of that guard will need to be read. Thus two different types of ranges are in sequence. On a compaction, the SSTables are moved to their corresponding guards on the next level. In Figure 8(b) we see such an operation with the SSTable moving to L1 and directly into the guard having the range \(7 \sim \infty\). The FLSM design is still suitable for read-heavy situations unlike the standard forest design because of the usage of guards.

FLSM is known as a partitioned LSM-forest design. This means that trees on each LSM-tree level can overlap. For example, SSTables can move to already existing guards at a higher level on compaction. On a compaction, SSTables can also be split among guards. This can incur overhead when only a small part of an SSTable falls into a guard and the rest in another, which increases I/O amplification (in the form of Q1). It also increases write amplification on completely sequential workloads. That is because on completely sequential workloads, no merges are necessary on compactions. After all, each flushed SSTable has a new range. In that case, compaction is cheaper than creating new trees. Alternatively, a split LSM-forest design can be used. This has non-overlapping trees on each level. Such an idea is used in SifrDB, proposed by Mei et al. [100] and visible in Figure 8(a). This design aims to solve many of the earlier mentioned problems. The trees are stored separately and each tree itself is properly sorted. This allows the design to read trees in parallel, which can increase read performance and properly use the internal flash parallelism of SSDs. It also allows the store to already remove parts of the data during a merge, reducing space amplification. This removal is not possible with a standard tiered design or a levelled design. Lastly, split forests do not have problems with increased write amplification on sequential workloads. The decision to use either a tree or forest design is hard to make, also when only considering flash. In general, if the goal of a key-value store is to either process a lot of writes or reduce wear levelling caused by compaction, it might be beneficial to look at forest designs.

In memory compactions: It is also possible to leverage memory capabilities to do compactions, reducing the need for expensive I/O. Such an idea is proposed by Bortnikov et al [20]. Their design, Accordion, uses a pipeline of segments in memory instead of a single in-memory table. There is always one segment mutable and it is converted to an immutable segment once a certain size is reached. An immutable segment is implemented as a different data structure that has a lower
The final idea we will cover is to properly schedule compactions. This idea does not aim to remove compactions, but to do compactions at the right time. It should be scheduled in such a manner that read and write operations receive as little hinder as possible from this background operation. For example, if compactions are performed too late, flushes have to wait before L0 is properly compacted to L1. On the other hand, if they are performed too early, compactions might not fully use the buffering capabilities available and compact duplicate data (hot entries that keep reoccurring).

Such a scheduling idea is proposed by Balmau et al. in the form of SILK [9]. It properly links the compaction operations to the internal flash parallelism. It always prioritises compactions on L0 because these compactions are most relevant for client operations and it allows preempting compactions. This means that for example a compaction on L2 can be stopped, to perform a compaction on L0 instead. Compactions also only get a part of all available flash bandwidth, allowing clients to always make some progress, even when multiple compactions happen at the same time. This idea is shown to stabilise the latency of the key-value store and shows no latency peaks like would happen without such a scheduling procedure.

5.4.4 Adding indexes to LSM-tree levels

Typically LSM-trees use sorted buffers on each level of the tree, organised in SSTables. It is also possible to use a more involved data structure, such as using index structures, of which we have already seen three examples. This radically changes the characteristics of the individual levels. It for example reworks the entire compaction logic needed between each level. If chosen adequately it can avoid many of the compaction problems that we discussed in subsection 5.4.3.

Papagiannis et al. for example propose Kreon [108], which uses a B-tree on each level, accompanied with a completely different compaction operation (addressing Q1, Q2, Q4 and Q6). The design still uses an LSM-tree, but uses B-trees as indexes for each level, combining advantages of both data structures. Compactions for the B-tree indexes work as follows: Instead of completely rewriting the next level on compaction, it only spills a part of a B-tree to the next LSM level. To explain spilling, we take a look at how compaction is done for LSM-trees. Compactions for LSM-trees read the entire next level (except for tiering) and merge sort the entire level into this next level. Spills read the current level in lexicographic (sorted) order and inserts it into the B-tree of the next level. This proves that despite using a B-tree on each level, many other optimisations for client operations and it allows preempting compactions. Such a design reduces CPU overhead but does introduce many random I/O requests. It performs many random I/O requests because of the nature of B-trees, see subsection 5.3. So it only makes sense when CPU and I/O amplification are the main overhead. Similar to ordinary LSM-trees values can be stored separately, this is also done in Kreon [108]. This proves that despite switching to an index on each level, many other optimisations meant for standard LSM-trees can still be performed. Using indexes on each level leverage the idea that it is also a valid idea to add index logic to the individual levels of LSM-trees. Future work, could look at other indexing structures for the
5.4.5 Reducing space amplification

Space amplification (Q3) is an important goal of many key-value stores. For some even more important than throughput and latency. Storage can be expensive and efficient usage of the space can keep the monetary costs down. For example, at RocksDB they shifted the focus from reducing writing amplification to reducing space amplification [48, 49]. Dong et al. proposed a few techniques to achieve better space utilisation and reduce space amplification for LSM-trees.

In the multi-stage design of LSM-trees, the next level might be only marginally bigger than the previous level, which can waste space. Therefore an idea is to make use of dynamic levelled compaction [48, 49]. This ensures that each level is at most $\frac{1}{2}$ of the next level. The “x” is configurable; the bigger the “x”, the lower the space and read amplification, but the bigger the write amplification (trading Q1 for Q2 and Q3).

Another idea that is commonly used to keep space usage down is lossless compression. This can reduce the size of each file to only a fraction of its normal size. This does come with the disadvantage that data needs to be compressed on writes and decompressed on reads, which generally is done on the CPU, adding software overhead (Q6). Later on in subsection 8.4 we will also discuss SSDs that have built-in compression support and therefore do not need to use the CPU of the host anymore for compression. Dong et al. proposed a tiered compression design meant for LSM-trees [48]. Tiered compression uses different compression on different levels. Top levels are smaller and accessed more frequently. Compression on these levels would have less effect on the space but might hamper throughput. Therefore top levels have no compression, mid levels have light compression and bottom levels have the highest compression. Lastly, cached pages should always remain uncompressed as they are frequently accessed.

The last idea we will cover is simply dropping some structures that might not be necessary in all cases. Dong et al. for example argue that bloom filters can be dropped on the last LSM-tree level [48]. Bloom filters can use quite a bit of space for each entry and the last level contains quite a few entries. At the same time, these are accessed infrequently. So in certain use cases, it can be viable to drop these filters. This idea can be generalised to all AMQs on the last level, so also for cuckoo filters or quotient filters.

A similar approach can be taken for the WAL, as it can also take a bit of space. Therefore, some designs assume a small bit of NVM, PCM or battery-packed DRAM is present [136, 147], which can store the metadata instead of the SSD. This also causes the SSD to use no space for WAL at all. If no such hardware is available, it might also be possible to drop the WAL entirely under certain conditions [48]. The WAL can be dropped if there already exist other measures to keep the structure persistent and recoverable. Such as replication of the key-value store (duplicate data as a fail-safe) or databases on top of the key-value store that already provide persistency. Lastly in TRIAD data in the WAL can be reused in the SSTables [8], which prevents data duplication, but does not guarantee lower space amplification.

So in short, some common techniques we have seen for reducing space amplification on LSM-trees include: space-friendly compaction strategies, compression strategies and dropping unnecessary data structures.

6 Integrating with the flash interface

| Problem | Solution | Examples |
|---------|----------|----------|
| Q1,Q4,Q7 | Multistream SSDs | Cassandra [62], RocksDB [142], MongoDB [104] |
| Q1,Q2,Q4, Q5,Q6,Q7 | Rely on FTL capabilities | NVMKV [99] |
| Q1,Q2,Q4, Q7 | Open-channel SSDs | LOCS [136], NoFTL-KV [135], FlashKV [147] |
| Q1,Q2,Q4, Q7 | ZNS SSDs | LSM GC [29], ZenFS [18] |
| Q1,Q2,Q4, Q5,Q6,Q7 | Near data processing | Co-KV [129] |

Table 4: Overview of papers covered in section 6.

Key-value stores are commonly stored on a file system. This file system itself then traditionally added on top of another layer, known as the Flash Translation Layer (FTL), which is managed on the flash device itself. For more information about the FTL, see section 4. This leads to a layered design, which is visualised in Figure 9. This design is essentially a double-edged sword. It hides implementation details and allows both the key-value store and the file system to function with a well defined interface. However, at the same time there is a semantic gap between all of the layers. For example it is not always possible to communicate with the underlying layer what the difference is between hot and cold data. This in turn leads to duplicate work and leads to auxiliary write amplification (AWA) in the device, making optimisations non-trivial.

Therefore there has been both an academic and an industrial push to reduce the amount of layers needed and to better integrate the already existing layers. These ideas will be discussed in this section. It is important to note that all of these ideas are tied to certain devices and can therefore not be used in all cases, which is one of their main weaknesses.
Multi-stream SSDs are SSDs that allow the host to mark write commands with a stream hint. Normal SSDs have a single append point, also known as a stream, where all new data is stored. Multi-stream SSDs allow writing to multiple different streams [16, 69]. These streams can then be handled differently by the underlying FTL. This allows differentiating data and can thus help with separating hot and cold data, which in turn helps in bridging the aforementioned semantic gap (solving issues with Q1, Q4). It focuses on improving the communication between layers but does not remove any layers of itself (this communication helps with Q7). The main advantages of this improved communication will be a more efficient garbage collection and a reduced AWA.

The technology is promising, but not a lot of key-value stores are optimised specifically for such devices. Nevertheless, it has been tested on a few already existing key-value stores. For example on the wide-column store Cassandra. For more information on Cassandra, we recommend the paper written by Lakshman et al. [81] on the data store. Cassandra uses an LSM-tree and can use multi-stream SSDs to give different stream ids, used to differentiate between hot and cold streams, to different parts of the store [62, 69]. For example, the WAL can be given to one stream and bloom filters, cache and metadata to another. Lastly, as some readers might already expect they also used different streams for different LSM-tree levels. This design was shown to significantly reduce write amplification and make garbage collection more efficient. Such ideas were also at some point in time tested on RocksDB; using similar approaches as Cassandra [49, 142].

Multi-stream SSDs are also in use for B-tree designs such as WiredTiger in MongoDB [104]. MongoDB makes use of files to store data. They note that mapping different files to different streams is inadequate for their use case, as it does not address internal fragmentation of data. Hence they proposed an alternative, boundary-based stream mapping, where parts of individual files can be sent to different streams, allowing parts of files to be differentiated. Parts of a file can for instance be hot or cold.

We conclude by stating that this technology is not bound to any data structure and could also have benefits for other data structures such as hash tables. It is, for now, unsure if this technology will become bigger for key-value stores.

6.2 Native FTL capabilities

There exist various SSDs with FTLs that already provide various transactional operations and persistency guarantees. Instead of adding layers on top of these FTLs with similar functionality, it can be advantageous to make direct use of the FTL. This does not only avoid duplicate work, but it also leaves optimisations to the SSD itself (Q7). Not every SSD is made the same, so it does have advantages to leave optimisations up to the SSD vendor (this can help with Q1, Q2, Q4, Q5, Q6).

This idea was pursued in NVMKV [99]. This design only works for devices that have implemented certain capabilities such as atomic multi-block writes, persistent trimming operations, exist operations and iterate operations. NVMKV then maps all key-value operations such as get, put and delete to these FTL operations. Guarantees such as persistency and recoverability can already be encapsulated by existing FTL operations. Keys are in such designs mapped to hashes which are interpreted as logical addresses by the device, which the FTL then maps to the actual physical location. The device thus has complete control over where a hash is stored. Hash collisions can be resolved with operations such as linear probing, but are in general let up to the design of the store and are not relevant for this survey. Atomic multi-block writes can be used to write one file atomically, persistent trim operations can be used to make deletes persistent, iterate operations can be used for scan operations, et cetera. This makes the design of the key-value store more simplistic. The key-value store essentially becomes a thin layer on top of the FTL, or in other words, the FTL is also a kind of key-value store. Such a design can be seen in Figure 10.

Advantages of a thin layer on top of the FTL are a lower CPU usage and a lower DRAM footprint on the host (resolves Q5 and Q5). It also reduces AWA (Q1) since the device is now directly responsible for the application. Lastly, it reduces the need for multiple levels of key-value management, which reduces the complexity.

NVMKV also addresses another issue, that is absent in most other key-value stores that we cover: Multi-tenancy, the idea of running multiple applications on the same device. Multi-tenancy is favourable as it removes the need to use different storage devices for each application. It is also possible for multiple key-value stores to run on the same machines, which already happens in designs such as FAWN [4]. These other key-value stores also make use of the available
flash channels, the DRAM and the cache of the device and the storage of the device. These key-value stores can therefore hamper each other’s performance and interfere with the scheduling of operations. NVMKV aims to solve such issues with the use of pools. FTLs can provide a pool abstraction that allows binding operations to a group, a different group can be used for each application. KV pairs of different pools will then be spread evenly across the address space of the device.

6.3 Open-channel SSD

Open-channel SSDs (OCSSD) are SSDs that allow developers to directly control the SSD [19]. They do not come with FTL interfaces and instead entirely rely on the host device managing the SSD; minus a few device specific functionalities such as bad block management. This means that applications, such as key-value stores, themselves can assert direct control over page mappings and garbage collection (solving Q7 and reducing Q1, Q2, Q4). This leads to the lean stack visible in Figure 11, provided that the file system is dropped as well. The Linux kernel allows interfacing with such an SSD through LightNVM [19]. We will cover a few designs that make use of such devices.

A key-value store that popularised the idea of running key-value stores on OCSSDs is a design known as LSM-tree based Key-Value Store on Open-Channel SSD (LOCS) [136]. This store has been implemented on Software Defined Flash (SDF) [105], which is a type of SSD with open-channel like capabilities made by Baidu. SDF, unlike ordinary SSDs, exposes each channel as a different device to the host. This should make it possible to directly map operations to internal flash channels (see subsection 4.2) and to schedule the individual operations.

LOCS internally uses an LSM-tree, see subsection 5.4, and proposes various scheduling techniques that more adequately map LSM-tree operations to the individual device channels. Wang et al. discovered that it is beneficial to take the type of action into account when doing such scheduling [136]. They propose assigning a different cost to reads, writes and erasures and schedule each of these operations accordingly. Scheduling techniques could then include simple scheduling techniques such as Round Robin Scheduling [117], but also more involved ones that try to keep the queue size of each channel to a minimum, with queue size based on the sum of all assigned operations and their costs.

FlashKV [147] tries some completely different scheduling techniques but still uses an LSM-tree. It does not directly assign a cost to actions, but instead prioritises actions over other actions. It for example prioritises read operations over write operations as these take less time. It also chooses to give erasures the lowest priority, until there is not enough space left. This is done because of the non-critical nature of the erasure operation when there is enough space available and the high cost of said operation. It also includes separate scheduling techniques for compaction, based on the workload. When the workload is write-heavy it favours compactions. Similar to other LSM-tree scheduling techniques such as proposed in SILK [9] (covered in subsubsection 5.4.3), L0 compactions are considered to be the most important compactions and are prioritised.

FlashKV [147], LOCS [136] and SILK [9] all come with different scheduling ideas and yet all achieve significant performance gains. This raises the concern that scheduling operations and compactions are important for getting adequate throughput and latency. Key lessons that could be learned from these designs revolve around the principles of scheduling each operation differently, differentiating between client and background operations and how operations can be scheduled across channels to achieve better throughput.

Another idea that is interesting to try out is how files and data are spread across the different channels of the device. For example, writing a file to just one channel or to stripe the file’s blocks across multiple channels at the same time. Such an idea was proposed by Zhang et al. [147] and can improve the read and write performance of individual files significantly. That is because each channel can read a part of a file in parallel on a read request. However, such a design does come with its own metadata and management. LOCS also showcased that it is profitable to store key ranges that are present on multiple LSM-tree levels on different channels. For example by storing a particular range on channel 0 for L0 and channel 1 for L1. Storing on different channels has
benefits because this allows parallel reads on multiple LSM-tree levels [136]. This avoids having to do all reads on one channel for a read operation.

Vinçon et al. focus on an entirely different optimisation with OCSSDs. They state that with such devices it is possible to separate hot and cold data (addresses Q4). For example by sending different levels of an LSM-tree to different channels [135]. This is possible because all data can be managed from the side of the host, which allows the host to make decisions ranging from where data is stored to what data is stored. This could allow more efficient garbage collection or access patterns.

In short, we have seen various optimisation techniques for OCSSDs. Key-value stores can be made more efficient on such devices by considering how both operations and data are spread among the individual flash channels and scheduling operations accordingly.

6.4 ZNS SSD

Another device interface is the Zoned Namespace (ZNS) SSD [17]. ZNS SSD builds further on the NVMe specification with the NVMe ZNS specification and is a successor of open-channel SSDs. Such specifications allow standardising approaches and make optimisations transferable between devices. The main idea of the ZNS specification is to divide the capacity of the devices into distinct zones. Each zone can be read in any order, but can only be written sequentially. If a zone needs to be changed, it needs to be erased first. This specification closely follows the characteristics of flash and can thus lead to better internal placement (aiding Q4), higher write throughput, lower QoS and higher capacity. Unlike standard block interfaces and similar to open-channel SSDs, most logic can also be moved to the host (addressing Q7). Such as a host-managed FTL (HFTL). Optimisations discussed in subsection 6.3 can thus also be applied to ZNS devices, with some translations to make use of zones instead.

Since the host can control most logic and it has an append-friendly structure, it can be beneficial to also store key-value stores on ZNS SSDs. Especially append-heavy structures such as LSM-trees are promising (potentially aiding with Q1, Q2 and Q4). As a matter of fact an LSM-tree has already been ported to ZNS, but then for a garbage collection scheme and not for a key-value store [29]. ZNS is also considered promising because ZNS is not tied to a certain device and should in principle be able to run on all types of SSDs and other hardware such as HM-SMR HDDs, provided that they implement the interface.

A key-value store that runs on a ZNS SSD was proposed by Bjørling et al. [18] by letting RocksDB use ZenFS, a ZNS-friendly file system. This increased the throughput and lowered the write amplification in comparison to other block-interface file systems such as F2FS and XFS; mainly because the effect of garbage collection was significantly less.

This proofs that ZNS is a viable candidate; not just for file systems, but also for key-value stores. Further research could look into the merit of optimising a key-value store for such a device without the help of any file system, similar to the designs we saw in subsection 6.3. This could lead to a stack as seen in Figure 12.

![Figure 12: A potential design that could be used for ZNS devices.](image)

6.5 Near data processing

Near data processing is the practice of moving the computation close to the data. SSDs could for example come with their own computation units such as ARM chips or FPGAs. Such devices are also referred to as computational storage and various other names [95]. It allows the logic to be almost completely moved to the device with the benefits of having the computation close to the data and a lower lookup time (answers Q7 and can reduce Q1, Q2 and Q4). A beneficial side effect is not having to rely too much on the computing power of the host (indirectly solving Q6, Q5). Therefore, it takes the complete opposite direction of LOCS and ZNS. In Figure 13 a potential stack for near data processing is illustrated. For more information about exact definitions and current works on such devices, we recommend a survey by Lukken et al [95] on such devices. We will not cover such attempts in-depth as they mostly fall outside of the scope of this survey; we will merely mention them and explain the general idea with an example.

![Figure 13: A key-value store design that uses near data processing.](image)

Collaborative-KV (Co-KV) is a proposal to use near-data processing for key-value stores proposed by Sun et al [129]. Co-KV uses LSM-trees and offloads the compaction to the device. This should remove the need to move data between host and device solely for the need of compaction. We have already seen compaction to be a performance bottleneck for...
I/O, CPU and memory in subsection 5.4.3. This design therefore also reduces the CPU and memory footprint for compaction on the host. However, such a design does require efficient coordination between the host and the device itself.

7 Reducing software overhead

| Problem          | Solution          | Examples                      |
|------------------|-------------------|-------------------------------|
| Q6               | Shared nothing    | Kvell [86], PrismDB [115],   |
|                  |                   | SpaniDB [32]                  |
| Q6               | Polling or interrupts | uDepot [77], SpanDB [27]   |
| Q6               | I/O paths         | uDepot [77], SpanD [27],     |
|                  |                   | Kvell [86], Kreon [108],     |
|                  |                   | Tucana [107]                  |
| Q1,Q6            | Efficient commit log | SplinterDB [32],             |
|                  |                   | Tucana [107], Kreon [108],   |
|                  |                   | SpanDB [27], Kvell [86]      |

Table 5: Overview of papers covered in section 7.

SSDs are known to be significantly faster than earlier storage devices such as HDDs and tape. SSDs themselves however also do not have a homogeneous performance. There can be a significant difference in the latency and concurrency capabilities of SSDs. Some devices such as Z-NAND and NVMe SSDs are known to be able to achieve ultra-low latency (ULL) and are therefore referred to as ULL devices [74]. To give an example of how low low-latency is: Z-NAND can achieve a memory-read latency of 3µs, which is reported to be 8x times faster than the fastest page access latency of modern multi-level cell flash storage [74]. Kourtis et al. come with similar numbers, reporting that fetching a 4KIB block on NVMe SSDs took 80µs and only 12µs on Z-NAND [77]. They even state that storage starts to challenge the performance of network I/O, as a common round-trip latency of a TCP packet over 10 Gigabit Ethernet is 25-50 µs.

These fast devices are generally directly connected with PCIe and the NVMe protocol instead of with a more traditional approach such as SAS/SATA and AHCI to achieve optimal performance. SAS and SATA do not match the performance that can be reached with SSDs, limiting the bandwidth that can be achieved with SSDs. PCIe is better able to match the performance of the device. Many different SSD vendors implement their SATA, SAS or PCIe communication differently requiring an abstract host-to-controller interface such as AHCI [141]. AHCI causes some performance bottlenecks and challenges, such as a single point of aggregation, some additional latency and a complicated software stack. NVMe removes this point of aggregation, simplifies the software stack (aids Q6), shortens the hardware data path and allows the software to make use the full device parallelism [141].

For these types of devices, many assumptions about flash and storage in general no longer hold. The result is that if we are to optimise key-value stores for such devices, we should focus on keeping software overhead down to relieve the CPU. Instead of trading storage for CPU, we should trade CPU for storage. We will cover a few of such ideas, which will all focus on solving Q6. Some ideas we have already covered before and will not repeat, such as the $B^ε$-tree and ideas to reduce compaction overhead in subsection 5.4.3. Also note that a large part of these ideas, seem to contradict what we have determined earlier. That is because optimisations depend on the complete system architecture. So before optimising, always check where the bottleneck of the current underlying architecture is.

7.1 Shared nothing

A design that is frequently used to increase concurrency capabilities, is the shared nothing approach. Each thread has its own data structures and sharing of data between threads is kept to a minimum. Such an approach, ensures that threads do not have to content for the same resource. This essentially removes locking issues and allows each thread to use its full capabilities. Some of such ideas used for key-value stores include: dividing the key-value stores index structures across threads [86, 115], letting each thread handle a subset of the key space [86] and per thread WALs [32].

Kvell uses a data structure that is optimised around the idea of shared nothing [86]. They propose giving each thread a subset of the key space and its own B-tree index structure. The B-trees are supposed to be completely stored in memory, negating ordinary B-tree drawbacks. Such a design, can require some extra DRAM (worsening Q5), which can be reduced by only storing the prefixes of keys in the B-tree. This is similar to what we have seen for hash designs in subsection 5.2. The design of Kvell also does not force storing data in sequence in any way, reducing the need of communication among threads, but instead allowing more random I/O to occur.

Another interesting idea, which is adjacent but not the same as shared nothing, is to make use of multiple memtables in the LSM-tree design. For example using two mutable MemTables for each individual channel [136] instead of only one mutable and one immutable table in total. This makes better use of both the internal flash parallelism and of the CPUs parallelism and does not rely on a single point of operations. With the increasing performance of storage, we can only expect to see more of such works in the future.
7.2 Polling or interrupts

A classic dilemma is the decision to use interrupts or polling. Polling does a request to the device and then regularly checks if the request is ready; all the time keeping the thread busy. Interrupts on the other hand do a request to the storage device and then temporarily context switch. Once the data is ready, the context is switched back to the original context. Interrupts make sense when the I/O is slow because it is inefficient to keep a thread busy while other work could be done at the same time. However, they do come with one major disadvantage: the need to context switch. These context switches take time and can trash the cache. Typically I/O was slow, so this decision was given less thought for storage. Yet, with the onset of faster SSDs, it raises serious questions about the use case of interrupts for flash as interrupts might actually reduce the performance.

Kourtis et al. addressed this concern and discuss using polling for fast devices [77]. Some other works also make use of asynchronous I/O, which we will discuss further in subsection 7.3.1. Unfortunately, the line is blurred between the two concepts and we will therefore mainly focus on one of the two: asynchronicity. For now, we conclude by stating that asynchronous I/O can make use of polling and that the decision to use polling or interrupt will remain relevant.

7.3 I/O path

There exist a multitude of ways to interface with the storage device. Most of these go through the kernel. This adds software overhead as it adds additional complexity and depends on expensive operations such as system calls (syscalls). Lepers et al. even mention that with fast devices, focusing on reducing the number of syscalls instead of focusing on reducing random I/O is more lucrative [86]. I/O that goes through the kernel is also dependent on the Operation System and is unaware of the key-value stores’ characteristics. This causes a semantic gap similar to what we have seen in section 6 between the key-value store and the FTL. Similar approaches for solving the semantic gap might therefore be beneficial, such as rewriting layers for the key-value store or removing layers. In this section, We will cover a few common ways to access I/O and what problems and solutions have been identified for these approaches.

7.3.1 Asynchronous I/O

Traditionally applications made use of synchronous I/O. Synchronous I/O means that whoever calls the action has to wait for the action to complete. This is in the case of a local key-value a thread. In order to perform multiple operations concurrently, the application typically adds more threads. In order to achieve full performance, all flash queues need to be saturated, which are quite a few. Unfortunately, this adds expensive context switches and does not scale. Asynchronous I/O on the other hand means queuing a request, but not waiting for the request to finish; allowing something else to be done concurrently without requiring a context switch.

Asynchronous I/O makes it possible to simply add a request, such as a get to a request, and at the same time move on to different tasks in the same program. This more efficiently fills the device queues and allows the application to make progress. Linux allows both, a synchronous I/O backend [77] and asynchronicity with AI/O [15, 77] and io_uring [84].

Key-value stores like Kvell [86], SpanDB [27], uDepot [77] and others [84] all report using asynchronous I/O to increase performance. Using multiple asynchronous operations allows satisfying the individual queues of the flash device better.

7.3.2 User-space I/O

User-space I/O is another way to address I/O. Kourtis et al. [77] mention that such a design moves the logic entirely to the user-space, removing the kernel from the data path. This in turn reduces context switches, copying overheads and scheduling overheads. In short, it removes layers and thus potential overhead.

Kourtis et al. [77] therefore opt to use user-space I/O where possible. Unfortunately, they also mention that such a design requires access to the device, which is not always possible. This still necessitates traditional approaches for many use cases and leads to a major reason to still use synchronous I/O, compatibility. Therefore, they propose their own scheduler, known TRT, that can use various I/O backends, allowing the key-value store to use what is most efficient and available. A key-value store should therefore look into using the most-efficient backend, but to be compatible needs to keep its options open for now. An example of a user-space I/O framework is SPDK [144].

7.3.3 Memory-mapped I/O

A common way to access data on the disk is by using memory-mapped I/O (mmap). Mmap directly translates virtual addresses to logical addresses on flash and allows applications to treat storage like it is part of the memory. This can in principle be done with any of the earlier mentioned I/Os such as synchronous or asynchronous I/O.

Such a design can be a handy interface but is unfortunately hard to control. That is because the mmap implementation determines what is in memory and what is on disk at any given time, which leads to a semantic gap again. It also comes with extra operations such as translation operations. Therefore Papagiannis et al. propose using a custom implementation of mmap, known as Kmmmap [108]. Kmmmap allows assigning priorities to pages, which essentially separates hot and cold data. Separating hot and cold data helps with assigning what pages to evict. It also comes with several optimisations such as asynchronicity for writes, which make it a performant choice.
for key-value stores. We thus see that memory-mapped I/O is still viable for fast devices, but it might need some slight modifications to be optimal for flash and key-value stores.

### 7.3.4 Direct I/O

Another type of I/O is Direct I/O. Direct I/O directly accesses the device, which can again be both synchronous and asynchronous. This allows the key-value store to directly determine all of the I/O operations. This can essentially remove a big part of the semantic gap, as the programmer is given more control.

Unfortunately, such a design is known to not be able to fully saturate the disk queues when requests are done synchronously. This is because as discussed in subsection 7.3.1, synchronous I/O has to wait for completion. Therefore, Lepers et al. state that it would in such a case be more beneficial to batch operations [86]. Batching issues multiple operations at the same time. We suspect that batching can also have gains for asynchronous I/O. This not only allows more operations to be completed in one go, but it also reduces the number of syscalls. This is actually very similar to buffering techniques we have seen in data structure optimisations in section 5. To reduce expensive syscalls, we should group multiple operations into one batch operation.

### 7.3.5 Caching pages in memory

Caching is a general optimisation technique that is also used heavily in key-value stores. It is a common practice to cache pages retrieved from storage to memory. Contrary to what one might believe, such caching can also reduce performance. Caching can for example increase software overhead, especially when cache misses are frequent. There is no clear consensus on how caching should be done. Therefore, we discuss a few topics and hope to make clear that there is no silver bullet.

Caching is typically done by using the page cache of the underlying system, such as the virtual file system (VFS). Such a design is inefficient for a number of reasons [86, 108]. Firstly, it introduces duplication since data needs to be copied between kernel and user space. Secondly, the page cache uses its own eviction policy. Such a policy is not optimised for key-value stores and can keep files in memory that might not be necessary or remove files that are in fact necessary. Thirdly, it can only issue one read at a time for a single thread or use locking in the multi-threaded case. Various works also mention various other disadvantages [77, 86, 108], but the gist is that such a cache is not aware of the use case and is not optimised for such a case in the first place.

Therefore an idea is to create a cache optimised for key-value stores and cut out the middleman. Kvell uses such an approach with its own internal page cache, which uses a Least Recently Used (LRU) order [86]. SplinterDB also uses a user-level cache, optimised for concurrency [32], and SpanDB uses a user-level cache made for its own file system, TopFS [32].

It is also possible to use mmap for caching to avoid having both a copy in the kernel and user space [107]. Kreon uses a modified version of mmap, Kmmap (see subsection 7.3.3), to bypass the Linux page cache [108]. It uses a priority-based FIFO replacement policy. Such a priority-based policy allows keeping important data in the cache, such as in the case of LSM-trees: L0 and the WAL. It also used independent banks, that are completely independent and allow for fine-grained locking, which in turn allow for full parallelism.

Common among all these cache replacements is that they add semantic knowledge to the cache and opt for more concurrency capabilities, which we assume helps with increasing the performance of key-value stores. However, we can also ask ourselves if we even need a data cache in the first place (excluding CPU caches). Such a consideration is made possible because of the speed of modern SSDs. Cached data is typically stored in DRAM because of its lower latency compared to storage, but the gap is closing. Key-value stores use less memory and have a lower software overhead when the cache is dropped (Q5 and Q6 in one). Designs without caching such as uDepot [77] have shown that such a design can have potential. In short, many designs that consider reducing the software overhead, focus on moving the cache away from the kernel path and towards the user-space or opt to remove the cache entirely.

### 7.4 Efficient commit log

We already discussed the usage of a write-ahead log (WAL) as a commit log for data structures such as LSM-trees in subsection 5.4. Such a WAL does not only cause write amplification, it also incurs extra software overhead. There exist alternatives for the traditional WAL that are less of a burden on the CPU.

The first idea we will cover is turning the WAL into a concurrency friendly data structure. The WAL is by default one single shared log. This leads to resource contention when multiple threads are used. Therefore Conway et al. opted for a per-thread WAL for the design of SplinterDB [32]. In order to ensure order on recovery, they make use of cross-referenced logs. Each operation that is performed increments a generation number that is logged along with the data in the individual WALs, enabling a global order. SpanDB takes a similar approach by using multiple parallel WAL write streams [27].

The second idea we will cover is using copy-on-write (CoW) for persistence instead of a WAL [107, 108]. WAL causes each write to be done twice. Once to the WAL and once in-place to the actual data structure that is used. However, such a design does force I/O to be sequential. The main idea is therefore to trade more writes for sequential I/O (increasing Q1). CoW never does in place updates. Instead on a write, an entire structure is immediately rewritten out-of-place. This guarantees versioning and persistence because both the old
and the new data structure remain. At some point in time, the old entry can then be removed. CoW therefore only writes new data once, but it does require more random I/O. As the data is not stored sequentially as would be the case with a WAL, it thus trades fewer writes for random I/O (solving Q1 issues). We already know that flash has fewer problems with random I/O and performance can be gained, especially with faster SSDs.

The last idea we will cover is simply not using a commit log in its entirety. We have seen similar ideas in subsection 5.4.5 for LSM-trees. We now cover commit logs in general. For example, Kvell completely drops the commit log because it does not buffer updates at all. Buffering does not always make sense when devices are fast enough. Instead in such a design updates are immediately flushed to disk, preventing unnecessary I/O (Q1) [86].

8 Data related optimisations

| Problem | Solution | Examples |
|---------|----------|----------|
| Q1,Q2,Q4 | Transform access patterns | Key reshaping [73] |
| Q1,Q2,Q3 | Use spatial locality | EvenDB [55], SlimDB [118], RocksDB [48] |
| Q1,Q2,Q4 | Skewed data | EvenDB [55], TRIAD [8], elasticbf [89] |
| Q1,Q2,Q3,Q4, Q5,Q6,Q7 | Compression SSDs | KallaxDB [28], B-tree compression [113] |

Table 6: Overview of papers covered in section 8.

Various novel optimisations only make sense under certain circumstances or are very specific and are not necessarily tied to a data structure. For example optimisations for certain types of datasets or certain access patterns. In this section, we will discuss these types of optimisations.

8.1 Access patterns

It has already been argued that the differences between sequential and random accesses are less severe on flash storage than on traditional storage media such as HDDs. Nevertheless, flash still performs better on sequential access patterns than on random patterns. That is because most SSDs are still limited to a block device, which means that if multiple values are stored on one block, fewer reads are necessary (reducing Q2). Further on, various data structures such as B-trees and LSM-trees perform better with sequential operations. Random operations on B-trees might for example require going back from the top of the tree to the bottom of the tree for each random operation, in the process also tampering with the cache. The difference becomes more pronounced with scan operations. Stores such as LSM-trees (and especially tiered LSM) can also result in many reads for each individual read through read amplification.

Various works have therefore proposed to prefetch results beforehand [24, 94], which can mitigate the performance issues of random I/O (Q2). Another solution that has been proposed, is to make the key pattern more sequential, removing the problem entirely. This can for example be done with key reshaping proposed by Kim et al. [73] Key reshaping uses an additional B-tree to translate keys to sequential keys, which also requires an additional key for each unique key. On an insert, a new sequential key is created, which is used for the actual put operation in the key-value store. At the same time, there is a separate store, where the old key is inserted. The old key then points to the earlier created sequential key.

On a lookup, the sequential key is retrieved through this extra B-tree, which is then used on the key-value store. So each operation requires one extra operation in a translation tree. This additional tree also needs to be stored but is relatively small as keys are generally small [21]. Key reshaping is shown to significantly increase read and write performance (effecting Q1, Q2 and Q4) [73]. It should be noted that when a key-value store is only exposed to sequential patterns, some optimisations that we discussed in earlier sections no longer make sense. For example for LSM-trees it becomes possible to directly copy SSTables to the next level on compaction instead of merging into the next level, making optimisations such as tiering (partitioned forests) inefficient.

We will also shortly cover a unique problem that can occur with 3D NAND devices. 3D NAND devices stack multiple layers of flash on top of each other, allowing flash storage to become denser. Unfortunately, this can also cause excess heat to move from one layer to another, causing vertical wear levelling. This necessitates moving data around to different places when using such technologies. Such optimisations for LSM-trees are proposed by Wang et al [137]. The lesson to learn here is that wear levelling issues can differ between devices and still needs to be accounted for.

8.2 Spatial locality

There exist a variety of patterns that are common in key-value stores. Properly using such patterns can improve performance. For example, composite keys are common, which are essentially keys existing out of multiple parts. Think for example about multiple files in the same directory, where the prefix is the directory and the suffix is the filename. For such types of data, spatial locality typically has a meaning. However, this is often not accounted for. LSM-trees for example group data based on temporality and not on locality. Further on, such temporal grouping is indiscriminate with regards to key popularity, causing wear levelling by excess writing of cold data.
Gilad et al. propose a data structure, known as EvenDB, that combines the batching of LSM-trees with spatial locality [55]. To achieve this they make use of chunks as the unit of I/O, which hold contiguous key ranges. This means that instead of caching or writing pages, always a range of key-value pairs is written. Each chunk has its own key-value range, SSTable and WAL, allowing related data to stay together. On a read, the appropriate key-value range must be found, so the appropriate chunk. If the chunks index is in memory, the data is read directly from this chunk. Otherwise, the index first needs to be loaded into memory. The data can then be retrieved both from the chunks SSTable or the WAL. Since a range is used, scan performance can be significantly increased as a part of the range to scan can be brought directly into memory (reducing Q2 effects). This can significantly reduce write amplification and thus wear levelling, but such a design would not work when data has no spatial locality.

Composite keys are also a type of semi-sorted data: data where sorting does matter, but frequently only on a part of the data. For example, if you want to query all data of one user that all use the same prefix in the keys. Semi-sorted data typically exists out of a prefix and a suffix, such as a directory and a file path for file metadata. Key-value stores are generally not optimised for such data. This can cause significant read amplification since each key-value pair can be stored elsewhere. RocksDB allows using bloom filters made specifically for prefixes [48], removing part of the bottleneck for reading. Ren et al. propose a key-value store entirely optimised for such a situation, SlimDB [118].

Ren et al. note that traditional LSM-trees lack optimisations to maximise read performance on SSD and provide techniques to make use of semi-sorted data to achieve better performance [118]. They use a three-level compact index instead of the standard block index used on each level in LSM-trees. This block index makes clever use of the nature of semi-sorted data. The first index stores the prefixes of the data together and uses Entropy Coded Tries (ECT) for compression, keeping memory footprint down (Q5). This links to the second level, which keeps offsets to the individual SSTable blocks. The last index contains the suffix of the last key in each block, these can also be compressed. Compression works in these cases because the data is quite similar to each other, for example prefixes are generally similar. The indexes are optimised for the common access patterns, such as querying for prefixes. Such a design can achieve better space utilisation (helping with Q3), lower average latency and less I/O amplification (Q1 and Q2). Such a design is also highly specialised and not generalising, but illustrates some ideas on how to optimise data stores for specific patterns.

Ideas proposed in this section can also be used for other data patterns, specific use cases such as filesystem metadata or for different devices altogether. It showcases that it still possible to make optimisations on the host side, as the indexes reside in memory, without focusing on how to make better use of the flash device.

### 8.3 Skewed data

Various users of key-value stores report that their access patterns are skewed [21]. A small part of the data is accessed most of the time and a large part of the data is close to never read. Skewed data has implications for the performance of the key-value store. For example, take LSM-tree based stores. Data is flushed to L0 after a set number of operations independent of the amount of unique keys. If all of these operations only operate on the same key, they essentially only flush one value to L0, which is highly inefficient. Further on, this effect will be amplified by later cascading compactions (increasing Q1). Balmau et al. therefore proposed to not flush hot entries and keep them in memory and the WAL [8]. Gilad et al. propose using a row cache for frequently accessed keys [55]. This can keep the hottest entries in memory most of the time, preventing excess I/O (concerning Q2 and Q1).

Most key-value stores try to reduce I/O cost with the help of AMQs, see subsection 5.1. However, traditional AMQs such as bloom filters do not account for skewed data. Ideally, such filters should prevent unnecessary lookups, even for skewed data. Therefore Li et al. proposed ElasticBF [89]. A bloomfilter that considers skewed data and can thus drastically increase read throughput for such workloads.

### 8.4 SSDs with compression support

There exist flash devices with internal compression capabilities. Such devices can expose a larger address space to the user than actually physically exists on the device. This can be done with the help of virtualisation that makes use of said compression. This virtualisation can be directly implemented on the device with the help of an FTL. For example, a device might expose 32 TB of logical blocks, even when the physical space might be only 4 TB. Such a design is visible in Figure 14.

![Figure 14: Example of the sparse address space when compression is used. Modified variant of a figure posted by Qiao et al [113].](image)

Chen et al. investigated the viability of using the unique properties of such devices for key-value stores in the form of a new key-value store, KallaxDB [28]. This design directly
maps hashed keys to logical locations on the SSD, without using a physical hash table. Instead the address space of the device functions as the actual hash table (addressing Q7). Key-value pairs are stored at logical locations. Logical locations are defined in units of blocks; for example, KallaxDB reports 4 KB as a block size regardless of compression [28]. This design would could cause under-utilisation issues on SSDs without compression capabilities because there would be various blocks that are only partially occupied, causing fragmentation (impacting Q3). Blocks will be partially occupied because each key-value pair has to resort to using at least an entire block and frequently key-value pairs are small, sometimes only a few bytes [21]. Virtualisation that uses compression can mitigate this issue as the address space can be made sparser. There is still under-utilisation in this case, but the actual fragmentation effect is smaller because each logical block counts for less physical space on the device, for example reducing 4 KB to 1 KB. The tableless design should make it possible to also run key-value stores on devices with little memory or CPU power because there is very little logic involved on the host (mitigating Q5 and Q6 issues). Lastly, KallaxDB is shown to still achieve adequate throughput and latency, even under compression. This compression can reduce both write and read amplification (Q1, Q2 and Q4).

Qiao et al. showcase that such devices are also beneficial for B-trees [113]. They supposedly reduce the gap between LSM-trees and B-trees. To achieve this B-trees can make use of the sparse address space of the device, as the device has a larger logical space than physical space because of the aforementioned virtualisation. This can mitigate ordinary issues with operations such as random I/O, which were discussed in subsection 5.3. Using the compression capabilities of the device reduces write and space amplification issues (Q1 and Q3). Therefore, Qiao et al. suggest that it warrants at least a revisit to the role of B-tree and LSM-trees for future data management systems [113]. If such SSDs remain relevant, we would expect more specialised designs for such SSDs.

| Problem | Solution | Examples |
|---------|----------|----------|
| Q1,Q4,Q7 | Flash as cache | FlashStore [41] |
| Q1,Q2,Q7 | Multiple flash devices | I/O Isolation scheme [72], SpanDB [27], CaseDB [134] |
| Q1,Q2,Q4, Q6,Q7 | Integrating NVM | SHKV [146], NoveLSM [70], RangeKV [145], SplitKV [58], prismDB [115] |

Table 7: Overview of papers covered in section 9.

9 Hybrid architectures

We have discussed various optimisations techniques for running key-value stores solely on flash storage. Nevertheless, flash storage is not the only component capable of storage. The idea that a key-value store will only be stored on flash would be a simplification of the reality. For example, it is common for data centres, cloud providers and grid clusters alike to have a heterogeneous selection of storage devices [78]. Alternatives to flash have their own advantages and disadvantages that can be used for optimising key-value stores or simply keeping the total monetary cost down. This leads to hybrid designs, where different devices are used for different parts of the key-value store (addressing Q7). This allows key-value stores to use the advantages of different devices and mitigate their disadvantages. We will discuss a few hybrid designs that have been proposed.

A common approach we will see in such designs is that storage devices are differentiated based on their latency and throughput. In all the approaches we will discuss the faster device is considered more expensive and the slower device holds more data than the faster device. In such approaches, we identify two prominent designs: a design where the fast storage is merely used as cache between DRAM and the slower storage, and designs where the main data structure is split between the devices. The two designs are shown in Figure 15(b) and Figure 15(a) respectively. Ren et al. also identified such a distinction [115]. We will refer to these approaches as the cache approach and the split approach from now on.

9.1 Flash as cache

Flash has up until now been more expensive than HDDs. When the amount of data that needs to be stored becomes expansive, it can become beneficial to store the bulk of the data on HDDs instead. In that case, flash can be used as an extra layer of cache in between DRAM and HDD. This requires keeping hot data on SSD and eventually destaging cold data to HDD.

Such an idea is proposed by Debnath et al. in FlashStore and follows the cache approach [41]. In this design, valid and
recent data is stored on flash and indexed by a hash table in DRAM. Old data is stored on HDD and needs to be separately indexed. This also reduces the amount of data that is stored on flash, indirectly reducing Q1 and Q4 challenges for flash.

9.2 Integrating multiple flash devices

Using different types of flash in a key-value design is also a hybrid design because, as discussed in subsection 4.2, there exist multiple types of flash. Some are denser and some have lower latency. We will cover a few examples to show that differentiating flash has actual merit.

It has been proposed to use the split design on different flash devices. For example, 

- **SpanDB** splits a LSM-tree over multiple flash devices [27]. It proposes to put the frequently accessed parts of the store, such as the WAL and L0 of an LSM-tree on faster flash and the rest on slower flash. Performance is said to improve when combining multiple devices [27], despite it probably being faster when only using fast flash. Nevertheless, it is hard to truly compare such hybrids against alternatives, especially because it is dependent on the mix of storage devices used. 

- **CaseDB** also uses a split LSM-tree design, but combines it with the idea of key-value separation [134], discussed in subsection 5.4.2. It stores all the metadata, bloom filters and indexes on fast NVMe SSDs and stores the actual values on a slower SSD. CaseDB reports better write performance than WiscKey by as much as 1.8 times and increased read performance by as much as 1.5 times [134].

To overcome limits of individual flash devices, it is also possible to combine multiple physical flash devices and treat them as one logical flash device. This allows spreading the load over multiple devices and negates limits that would occur when only using one device (such as effects of Q1 and Q2). Such an idea is an I/O isolation scheme for SSDs proposed by Kim et al [72]. This is reminiscent of the scheduling logic we saw earlier in LOCS [136] and SILK [9], see subsection 6.3 and subsection 5.4.3 respectively. It classifies operations and files and determines what SSD will execute a particular operation on a particular file. To give an example: they show that is possible with such a design to only send application writes to certain SSDs, to allow other SSDs to be reserved solely for application reads, which can significantly increase read throughput and decrease read latency.

9.3 Persistent memory

Persistent memory is an emerging topic with a lot of attention from the community and various applications are already optimised for it, such as key-value stores [13, 67, 148]. These devices can be put in memory slots just like DRAM, but are unlike DRAM able to persist data. Persistent memory can persist data even when the power is cut off. Another interesting property is that since they are in a memory slot, they are byte addressable (at cache line granularity). Optimising for such devices requires a radically different way of thinking. For most these devices are at the moment still unobtainable and expensive, but they are an interesting topic nonetheless. Further on, such devices are not necessarily flash themselves, but there have also been works that proposed to use both flash and persistent memory in an architecture. Persistent memory goes by many names and has various implementations. We will use the abbreviation for Non-volatile memory, NVM, where possible, even if it is not always accurate. We will shortly cover a few of such hybrid ideas.

We see that split and cache designs are both very common, as we uncover examples for all major data structures covered in section 5. In all cases the part stored in NVM is altered to be more efficient on NVM, such as making use of the byte addressability. 

- **SSHKV** [146] splits a hash table, storing the metadata on NVM and storing the values on a log on flash. 

- **SplitKV** [58] uses a cache/split design for a B+-tree, storing hot and small items in NVM, and cold and large values on flash (reducing Q1 and Q4 in flash). 

- **NoveLSM** [70] and **RangeKV** [145] both resort to splitting LSM-trees. NoveLSM keeps the mutable and immutable memtables in NVM and RangeKV stores a modified L0, referred to as rangetabs, in persistent memory.

Nevertheless, it can also be beneficial to use completely reworked data structures altogether. Split and cache designs have their merits, but might not fully use the full potential of the available stack. We will cover one such design, known as **PrismDB** [115], which combines Quad Level Cell (QLC) NAND with 3D Xpoint (Optane). This combination is remarkable, as it combines both a dense flash device and a fast NVM, combining the benefits of both worlds. PrismDB uses a partitioned, shared-nothing architecture, where each thread has its own subset of keys. This separation goes down from DRAM, to NVM to flash. This allows the key-value store to more efficiently use the low latency and parallelism that NVM and the CPU can provide (addressing Q6 for NVM). In DRAM a B-tree is used, on NVM a part of the objects and metadata are stored and the rest of the values are stored on flash. It tries to keep hot objects on NVM and moves colder objects to flash through compaction, which is similar to various caching approaches. Data on flash is then stored in SSTables, similar to LSM-trees.

In short, we see that NVM can be used efficiently in combination with flash devices in order to optimise key-value stores. It can be used to split a data structure, to cache data on NVM or to create a data structure optimised for the combination of the two.

10 Measuring performance

We have already determined what we think defines performance in section 4, yet actually measuring this performance is non-trivial. Especially with the layered design and the hetero-
geneity of the devices that most key-value stores make use of. Additionally, various designs combine a multitude of ideas, add one new part, and yet test against an alternative with significantly fewer ideas. It raises serious questions about the validity of the comparison of various designs. Researchers have therefore opted for new ways to measure performance. Some have focused on specific data structures, others on general problems. This section will focus on the status of this field of studies and how key-value stores can be benchmarked in general. It will also take a look at the common workload patterns that key-value stores are typically optimised for.

The first tool we will cover is for LSM-trees, proposed by Batsaras et al. and is known as Variable Amplification Analysis (VAT) [11]. VAT introduces an analysis to make trade-offs for LSM parameters and their effect on among others I/O. It covers various parameters such as SSTable sizes, growth between levels, tree and forest optimisations, key-value separation optimisations and how the effects of these can be properly measured. This immediately captures a big part of the LSM optimisations we covered in subsection 5.4. Such designs make it easier to reason about the optimisations. As we are speaking about such optimisations, it would also be a good idea to ensure that when stores are compared, they are compared fairly. Both should be optimised. For LSM-trees there already exist some tooling to aid in automatic optimisation, such as Monkey or Dostoevsky [38, 39].

There also exist a myriad of other pitfalls. Fortunately, some of these have been identified. Didona et al. covered various pitfalls that are made in measuring the performance of key-value stores with regards to flash [45]. They also come with advice on how to solve these pitfalls. Some major findings include that it is essential to measure write amplification from both the application and the device (AWA), tests should be run for a longer period of time, tests should mention the state of the SSD, test should also be done with different data set sizes, tests should consider metadata, tests should consider over-provisioning and tests should consider heterogeneous flash devices. The state of the SSD refers to the various states that an SSD can be in. For example, a device can be empty or it can already be filled partially. This has performance implications and must be noted down to make research reproducible. Overprovisioning implies that a part of the SSD can not be used by the user, but is used by the device itself for internal operations. This has implications for various operations such as garbage collection or out of place writes. Didona et al. also show a few examples where depending on the device, a B-tree or an LSM-tree can perform better, hence the rule on heterogeneous devices [45].

We have thus already seen an analysis tool, some automatic optimisers and a set of pitfalls. As far as we know there exists no tool that can automatically verify all constraints and ensure validity. Similarly, there are no guarantees that all recent studies or future studies will uphold the pitfalls. This is probably in part because of the vastly heterogeneous use cases of key-value stores and the difficulty in setting up such tooling. For now, it is therefore simply a set of guidelines. For future devices or stores, it would therefore be ideal if they would adhere to said guidelines and maybe add some analysis tools such as VAT.

At the moment there do exist various benchmarks that can be used to partially test key-value stores on a few common workloads. This can be used to show that on someone’s hardware a key-value store performs better than another key-value store for a particular use case. In general, a good benchmark makes use of a real workload, to showcase that it is also usable in real scenarios. Such benchmarks are therefore in general provided by companies that actually use key-value stores and have a lot of data. Therefore, the workloads made by these companies reflect their workload and might not reflect edge cases or niche applications, making such benchmarks difficult. Instead, they approximate, which in the general case is enough. However, for high performing solutions, this probably requires a different workload. Some example benchmarks include Yahoo’s Yahoo Cloud Serving Benchmark (YCSB) [33] and db_bench [21] from Meta, which is integrated in RocksDB.

YCSB seems to be especially prevalent. Cooper et al. recognise a set of data distributions and workloads attached to said distributions [33]. Some example distributions are uniform and Zipfian distributions. Uniform evenly distributes the accesses and Zipfian distributions have skewed accesses, with more accesses in a small part of the set and a long tail tagging behind. The default workloads, named A to E, represent a set of common and distinct use cases: update heavy(A), read heavy(B), read only(C), read latest(D) and short ranges(E). This can be used to show case that when a key-value store is deployed on flash, it is suited for various use cases.

Cao et al. characterise the workloads of RocksDB and showcase that workloads differ wildly [21]. They come with various methodologies to analyse the workloads of three common use cases. Data from Facebook, ZippyDB (distributed key-value store) and UP2X (used for AI/ML) is traced to get the distribution. In all three workloads, the distributions differ significantly. Again confirming that each workload is different. However, they also conclude that spatial locality is important, making optimisations in subsection 8.2 sensible.

In short, for now, measuring performance of key-value stores for flash includes using prevalent benchmarks with common workloads. At the same time measuring flash specific metrics and adhering to a set of pitfalls. Lastly, adding some extra analysis where necessary such as VAT.

11 Future Prediction

Now that we have discussed most major contributions to key-value stores with regards to flash, we would like to discuss what will happen to key-value stores in the future. We have seen trends with each new type of device, both in academia
and the industry. Think about key-value stores for HDDs, SMR HDDs, ordinary SSDs, NVMe SSDs and various other variants of SSDs. Similarly, we have seen that it takes time for each technology to be adopted by the community, where some fail and some make it, but if an idea is promising it seems to come back. Think for example about near data processing technologies or open-channel designs; ideas that both already exist for a while.

If techniques discussed in this survey become more widely adopted, they can have significant effects in the near future. They allow reducing write, read and space amplification, which aids in better throughput, latency and lower wear leveling. Further on, they allow lower CPU overheads and lower memory overheads. This would require a smaller investment in flash storage, as the storage can be more effectively utilised and breaks done at a slower pace (wear levelling), requiring less replacements. This in turn can reduce costs of the data center. At the same time a few of the solutions require less of the host, allowing a reduction in investments for these devices. This also has an effect on the amount of energy necessary, as less devices need to be used. We have already seen, that many users of key-value stores have moved to using flash storage. We therefore expect (1) that the techniques discussed in this survey will become more widespread, which would allow these improvements to occur. At the same time this does imply that key-value stores will become primarily optimised for flash storage only and not for other media (yet).

Flash storage is moving in multiple directions. On one side we see a push in making flash storage denser to account for a need to store more data in the future. For example multi-cell technologies such as QLC and PLC NAND flash. Each of these is becoming denser, yet less tolerant to wear-levelling and has a higher latency and lower throughput. On the other hand, we see a push to increase the performance of flash storage. For example, Z-NAND or faster NVMe devices. We thus see both a push to faster storage and denser storage. We expect (2) key-value stores to move along; some key-value stores that aim to address the denser storage and some that aim to address the faster storage. This will on the long term cause either various different key-value stores or key-value stores that become highly complex as they need to address different needs. Developers than also need to consider what key-value store to use along with their storage decisions and requirement decisions, adding further complexity. This requirement of different needs is going to increase on the long term, as the needs keep expanding. On the long term this does allow using different stores and storage for the appropriate needs, which more efficiently uses what is available.

We also see a push in reducing the amount of layers needed to address storage on flash storage. We have for example seen open-channel SSDs and more recently ZNS SSDs. We have also seen key-value store solutions for open-channel SSDs, such as LOCS (see subsection 6.3). In the short term we expect (3) more solutions for ZNS SSDs as the technology seems promising and is already available. If this technology keeps expanding, it can on the long terms have effect on the cost and durability of storage in the data center, as such devices can reduce wear levelling and write amplification when properly used. The ordinary commodity SSD, having already stood the test of time, will also not go away anytime soon, but ZNS devices can significantly increase the performance of key-value stores, yet are at the same time not significantly more expensive to produce.

Recently, quite a few storage technologies different from flash started to receive attention from the community. There is an increased interest in using alternative storage media and materials. The main intent is to find a type of storage that better fits modern-day use cases, such as dealing with large amounts of archival data or cloud computing. This is becoming especially important as the amount of data that is needed in the world is ever-increasing. We also see more requirements to reduce the amount of energy needed and an interest in longevity of storage (archiving). Some examples include glass storage in the cloud for archiving with project Silica or an interest in storing large amounts of data in DNA.

In short, we expect that flash will remain a major storage medium for key-value stores for a long time. We expect that novel flash-specific techniques, as discussed in this survey, will become adopted and see a widespread usage. We also expect a part of the flash storage to move to denser solutions and a part to faster solutions. We expect key-value stores to move along on the long term, which will require different approaches. Further on, we expect more flash storage devices to adopt open-channel and ZNS designs and key-value stores to become more optimised for such solutions.
time, we also expect other completely different storage media to be considered at the long term for key-value stores or the other way around. This will require rethinking many designs decisions, which have been made for flash. Such redesigns are already done for persistent memory. In the end, all of these different requirements and designs will lead to vastly different implementations and probably different APIs.

12 Design guidelines for development of flash-based key-value stores

There exist various approaches that can be taken when designing key-value stores for flash. None of these approaches is necessarily wrong or right. However, we believe that there is a lot that can be learned from already existing solutions, such as the ones described in this survey. Based on these solutions, we come with a set of guidelines that can aid in creating a key-value store on flash. Note that this survey does not cover all possible use cases (see section 13), but the general remarks provided in this section can still aid in developing a key-value store. Further on, in this survey more in-depth optimisations are marked with numbers such as Q1 or Q2, which should further aid with finding solutions for requirements. Each optimisation should always be tested against the alternative, preferably with benchmarking tooling.

When designing a key-value store for flash, we recommend to first take a look at the use case and requirements of the key-value store in question. For example, should it have a high throughput, be space efficient or something else altogether. As is discussed in section 10, different use cases typically have different data distributions. Different distributions in turn allow for different optimisations, such as is discussed in section 5 and section 8. Therefore, we recommend (1) to first analyse or estimate the workload of the use case. This should be about what patterns exist in the data and the balance that exists between writes, reads, updates and deletes. When the workload is known, look if there already exists a key-value store optimised for this workload that satisfies the requirements. For example, key-value stores such as RocksDB [48] or LevelDB [54]. If not, this still helps with deciding on a data structure. For example, if the workload is write-heavy, data structures such as LSM-trees or other WOIs (see section 5) might be an option. Depending on the workload these can be further optimised, such as LSM-forests instead of LSM-trees (see subsection 8.4). Similarly, if we know that the data is skewed or certain access patterns exist it might be beneficial to look into data related optimisations (see section 8).

Once the use case is known, we recommend (2) looking at the storage hardware that will be used to store the data. Different hardware, needs to be treated differently. If the storage that will be used is heterogeneous, look into how all of these storage components can be used together effectively. For this we refer to section 9. For example, the faster storage can be used as cache between DRAM and slower storage, an existing data structure can be split between faster and slower storage, or an entirely novel data structure can be used that is optimised for a combination. Key-value store designers should also consider whether only flash is used or also other storage media are used in this hybrid approach. For example, if persistent memory is available it might also be beneficial to look into optimisations for persistent memory. Designers should also look at the type of flash storage that is used. If the storage is fast, the bottleneck will start to move more to the host. In that case we recommend (3) to also take a look at optimisations on the side of the host. Such techniques are described in section 7, such as making the data structures more concurrency friendly. If we know that the CPU on the host is weak, such design considerations are also be beneficial. Therefore consider (and benchmark), where the bottleneck of the key-value store is. Further on, designs should also address the memory (Q5) that is available on the host. As we have seen in section 5, certain index data structures need to be altered to make use of the memory available. Depending on the memory available, different data structures and caching policies make sense.

Another aspect we recommend (4) looking at, are the interfaces between the key-value store and the storage. If the store should be able to work on all kinds of devices and operating systems, it should adhere to a common interface, such as a file system. However, if not and storage devices are used that allow improving the communication between storage and host, this should be considered. This can help among others with better performance and reduced wear levelling (device longevity). This includes optimisations that are described in section 6. For example, using open-channel SSDs and dropping the file system and FTL to allow the key-value store to completely control the device.

Lastly, we recommend (5) to benchmark as described in section 10. For example, by adhering to a set of storage pitfalls, using common benchmarks and using workloads provided by companies that use key-value stores in production. To be able to use a common benchmark, it is advisable to adhere to a common interface of a benchmark such as YCSB [33] or db_bench [21].

In short, there a few steps to consider when deciding on a key-value store. Generally, the key-value store should be designed for its particular use case. That means that it should consider the use case’s workload, the storage devices available, the CPU and memory on the host devices, the interfaces between the store and storage and should be benchmarked by a common benchmark to ensure validity.

13 Open problems and future work

Key-value stores are a big research field and this survey does not address all aspects and challenges that arise when designing key-value stores. Neither did we find solutions to
all challenges that we already know of from literature. The biggest problems, which we identified as Q1-Q7, mostly reflect what is most prominent in the literature. In this section, we aim to address challenges, that we either think should be looked into in a later survey or that are still open problems for key-value stores and storage in general.

We have not looked at how much energy is required when using key-value stores. Another survey could look into how key-value stores on flash have an impact on energy usage. Reducing energy usage is considered important, also for storing data [40, 76, 123, 133], which makes addressing this challenge interesting. Flash storage is said to have a lower energy consumption than alternatives such as HDDs [109], which should aid developers and administrators in making decisions on what storage medium to use. Some potential questions are: “Do key-value stores cost a large amount of energy to maintain?”, “How does the energy usage of key-value stores compare to other data stores?”, “How does the usage of flash impact the energy usage of key-value stores?” and “How can key-value stores for flash be altered to reduce their energy usage?”.

Another issue we have not addressed in-depth is multi-tenancy. We have described one solution, NVMKV [99], in subsection 6.2. However, multi-tenancy is common, such as in Software as a Service (SaaS) solutions [132], and most solutions we see in the literature do not address this issue. Future work can look at how key-value stores (on flash) address this challenge.

We have also not addressed security and privacy concerns that arise when using key-value stores in this survey. An important requirement for many use cases is to store data securely, so that it is hard for the non-intended to among others read, alter or deny the data. Future surveys/work could look into how techniques proposed in this paper, are secure or can be altered to be more secure or how to secure key-value stores on flash in general.

Similarly, we have addressed some forms of persistence such as WAL and CoW (see subsection 7.4), but we have not focused on these parts of key-value stores. Recovery can take a different amount of time depending on the data structure. There is also a difference in reliability of various methods that can be used. Future work could look into reliability and recoverability of key-value stores with regards to flash. This is important, because it ensures that solutions discussed in this survey can be used in critical situations.

An important open problem, and a general problem in storage is how to compare solutions. For example, as discussed in section 10, it is currently not possible to automatically verify if research upholds pitfalls that occur when benchmarking flash. Similarly, many stores have been optimised for a particular case and device, making it hard to compare key-value solutions or estimate what solution will work best. Further on, various solutions have made use of different benchmarks, increasing the problem. This is a problem we expect will remain for now, and is something that needs to be addressed.

Future work could look into key-value stores for other storage media than block-based flash, such as persistent memory or key-value SSDs (KVSSDs). KVSSD devices are made specifically for key-value stores, so are especially interesting. Further research could also look into other types of key-value stores when used on flash, other than traditional persistent solutions, such as ephemeral key-value stores used for caching.

Future work could also look into how flash-based key-value stores fit into the entire ecosystem that they are used in. For example, if a database is used around key-value stores, or what tools interact with key-value stores. This is important to get a good picture of what to optimise key-value stores for.

Lastly, future work could look into other data stores and how they can be optimised for flash. This makes it less difficult to make an informed decision on what data store to pick apart from key-values. A related open problem is that it is at the moment difficult to test different solutions. Future work could look into how to do this efficiently to help with making a decision on the data store and the storage media.

14 Conclusion

We conclude by answering our research question: “What is the impact of flash storage on the design choices for key-value stores?” Considering the amount of flash-specific ideas that have been proposed, some already used widely in production, we can safely say that it has had a big impact. It has become common to store key-value stores on flash storage and to optimise these stores to get more use out of the device. To give a more precise answer to the research question, we will also answer each sub-question individually:

• RQ1 - “What is the current role of flash for key-value stores?”: Flash is used in a variety of roles, ranging from the main storage medium of key-value stores, to a caching layer, to slow storage used for cold data. Generally, it is used to store a large amount of data that needs to remain fast to access. Flash is widely used for key-value stores by among others data centres, game services and webshops.

• RQ2 - “How has flash influenced the design of key-value stores over the decade?”: We have seen various flash specific optimisations in this survey. Key-value stores have adapted to flash specific challenges such as wear levelling and device parallelism. We thus see that key-value stores have started to adapt to the idiosyncrasies of the storage medium. The design of various key-value stores is thus directly influenced by flash storage. Data structures and other design decisions, all the same, have evolved as a result of flash specifics.

• RQ3 - “What are the main challenges involved in using key-value stores on flash and how can they be mit-
The main challenges that we identified are: reducing write amplification, reducing read amplification, reducing space amplification, reducing garbage collection overhead, reducing memory overhead, reducing CPU overhead and how to integrate flash in an architecture. There exist various optimisations that tackle a few of these challenges, but none that tackles them all. Generally, a trade-off needs to be made, where one challenge is solved at the expense of another. The main challenge is then deciding what trade-off is best for the use case of a particular key-value store.

• RQ4 - “How will flash contribute to key-value stores in the future?”: Flash will continue to remain relevant for key-value stores. We expect key-value stores to keep storing the majority of their data on flash for years to come. We also expect new ideas to be proposed to further optimise key-value stores for flash storage.

Glossary

• AHCI: Advanced Host Controller Interface
• AMQ: approximate membership query
• AWA: auxiliary write amplification
• CoW: copy-on-write
• DB: database
• ECT: entropy coded trie
• FIFO: first in first out
• FLSM: fragmented LSM
• FS: file system
• FTL: Flash Translation Layer
• GC: garbage collector
• HDD: hard disk drive
• HFTL: host-managed FTL
• I/O: input/output
• KV: key-value
• LBA: logical block address
• LRU: least recently used
• LSM-tree: log-structured merge-tree
• MLC: multi-level cell
• mmap: memory-map
• MS: multi-stage
• NVM: non-volatile memory
• NVMe: non-volatile memory Express
• OCSSD: open-channel SSD
• PCI: Peripheral Component Interconnect
• PCIe: PCI Express
• PLC: penta-level cell
• RA: read amplification
• SaaS: Software as a Service
• SAS: Serial Attached SCSI
• SATA: Serial ATA
• SCM: storage class memory
• SDF: software defined flash
• SLC: single-level cell
• SMR: shingled magnetic recording
• SPDK: Storage Performance Development Kit
• SSD: solid state drive
• SSTable: sorted strings table
• syscall: system call
• TLC: triple-level cell
• VFS: virtual file system
• vLog: value log
• vTree: value tree
• QLC: quad-level cell
• ULL: ultra low latency
• WA: write amplification
• WAL: write-ahead log
• WL: wear levelling
• WOI: write optimised index
• ZNS: Zoned Namespace
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