A mixed finite element method with piecewise linear elements for the biharmonic equation on surfaces
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The biharmonic equation with Dirichlet and Neumann boundary conditions discretized using the mixed finite element method and piecewise linear (with the possible exception of boundary triangles) finite elements on triangular elements has been well-studied for domains in $\mathbb{R}^2$. Here we study the analogous problem on polyhedral surfaces. In particular, we provide a convergence proof of discrete solutions to the corresponding smooth solution of the biharmonic equation. We obtain convergence rates that are identical to the ones known for the planar setting. Our proof focuses on three different problems: solving the biharmonic equation on the surface, solving the biharmonic equation in a discrete space in the metric of the surface, and solving the biharmonic equation in a discrete space in the metric of the polyhedral approximation of the surface. We employ inverse discrete Laplacians to bound the error between the solutions of the two discrete problems, and generalize a flat strategy to bound the remaining error between the discrete solutions and the exact solution on the curved surface.
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1. Introduction

We consider the biharmonic equation on smooth surfaces embedded in three-dimensional Euclidean space: given a function $f$ on a smooth surface $\Gamma$ with smooth boundary $\partial \Gamma$, find a function $u$ such that

$$\Delta^2 u = f,$$
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where $\Delta_\Gamma$ is the Laplace–Beltrami operator on the smooth surface $\Gamma$. This Laplacian arises from the Riemannian metric $g$ on $\Gamma$, where $g$ is inherited from ambient three-dimensional Euclidean space. If boundaries are present, boundary conditions must be taken into account (where we assume that $\Gamma$ has a smooth boundary). We consider Dirichlet and Neumann boundary conditions,

$$u = \frac{\partial u}{\partial n} = 0 \quad \text{at the boundary},$$

where $\frac{\partial u}{\partial n}$ denotes the co-normal derivative of $u$ at the boundary – the scalar product of the function’s gradient and the boundary normal. For flat surfaces, this problem is sometimes referred to as the clamped thin plate problem. If no boundaries are present, $f$ and $u$ must have zero mean, i.e.,

$$\int_{\Gamma} f \, dx = \int_{\Gamma} u \, dx = 0.$$

In this paper, we use a mixed approach, which corresponds to solving a linear system of two equations: in $u_1$ (which corresponds to the solution $u$), and in $u_2$ (which corresponds to the Laplacian $\Delta_\Gamma u$ of the solution). Given $f \in L^2(\Gamma)$, the (smooth) mixed formulation takes the following form: Find $u_1 \in H^1_0(\Gamma)$, $u_2 \in H^1(\Gamma)$ such that

$$(u_2, \xi)_1 = (f, \xi)_0 \quad \forall \xi \in H^1_0(\Gamma) \quad \text{and} \quad (u_1, \eta)_1 = (u_2, \eta)_0 \quad \forall \eta \in H^1(\Gamma).$$

Here the Sobolev spaces $L^2(\Gamma)$ and $H^1_0(\Gamma)$ are equipped with the inner products

$$(u, v)_0 = \int_{\Gamma} uv \, dx \quad \text{and} \quad (u, v)_1 = \int_{\Gamma} g(\nabla_F u, \nabla_F v) \, dx,$$

respectively, where $g$ denotes the Riemannian metric on $\Gamma$, and $\nabla_F$ denotes the gradient on $\Gamma$. The mixed method can be formulated for any $u_1 \in H^1_0(\Gamma)$ and $u_2 \in H^1(\Gamma)$, and has a unique solution such that $u_1 \in H^1_0(\Gamma) \cap H^1(\Gamma)$ and $u_2 \in H^2(\Gamma)$, as we assumed smooth $\partial \Gamma$ (Gazzola et al., 2010).

In order to solve (1.3) numerically, we use a corresponding mixed finite element method on a polyhedral surface $\Gamma_h$ that is nearby the smooth surface $\Gamma$ in the sense of conditions (C1-C4) from Section 3.1. In particular, we consider $\Gamma_h$ to be a mesh with piecewise flat triangles with straight edges (with the exception of boundary triangles, which can have curved edges along the boundary – see Figure 1), together with a bijection $\Psi : \Gamma_h \to \Gamma$ that is defined via the closest point projection. As finite elements we use the space $\hat{S}_h$ of piecewise linear elements on $\Gamma_h$ (with the exception of boundary triangles, which can have modified elements). Then the discrete mixed formulation on $\Gamma_h$ is: Find $\hat{u}_1^h \in \hat{S}_{h,0}$, $\hat{u}_2^h \in \hat{S}_h$ such that

$$\int_{\Gamma_h} \nabla_{\Gamma_h} \hat{u}_1^h \cdot \nabla_{\Gamma_h} \xi \, dx = \int_{\Gamma_h} \hat{f} \xi \, dx \quad \forall \xi \in \hat{S}_{h,0} \quad \text{and} \quad \int_{\Gamma_h} \nabla_{\Gamma_h} \hat{u}_1^h \cdot \nabla_{\Gamma_h} \eta \, dx = \int_{\Gamma_h} \hat{u}_2^h \eta \, dx \quad \forall \eta \in \hat{S}_h, \quad (1.5)$$

where $\hat{f} = f \circ \Psi$ is the evaluation of the right hand side $f$ from (1.3) on $\Gamma_h$, and $\hat{S}_{h,0} := \hat{S}_h \cap H^1_0(\Gamma_h)$.

In our approach, every mesh $\Gamma_h$ is required to have uniformly shape-regular triangles. Moreover, we consider sequences of triangle meshes that converge to a given smooth limit surface such that both positions and normals converge at a certain rate (to be specified later). Letting $\hat{u}_1^h = \hat{u}_1^h \circ \Psi^{-1}$ and $\hat{u}_2^h = \hat{u}_2^h \circ \Psi^{-1}$ denote the liftings of the discrete solutions from $\Gamma_h$ to $\Gamma$, we show:

- $L^2$-convergence of $\hat{u}_1^h$ to $u_1$ of order $h$ (Theorem 5.3);
• $H^1$-convergence of $u_h^1$ to $u_1$ of order $h^2$ (Corollary 5.1);
• $L^2$-convergence of $u_h^2$ to $u_2$ of order $\sqrt{h}$ (Theorem 5.2);

where $h$ is the maximum edge length of the approximating triangles of the mesh. If no boundaries are present, the problem becomes simpler and we observe that better convergence rates can be obtained.

Before continuing with an overview of our proof, we provide a few historical remarks on mixed finite elements and finite elements for curved surfaces for context.

**Mixed finite elements for the biharmonic equation in $\mathbb{R}^2$.** Ciarlet & Raviart (1973) introduce the mixed finite element method for the biharmonic problem. Their work informs the functional analysis framework that we use here. They solve the same system of equations that we end up solving (in the flat case), but only show convergence for higher-order ($\geq 2$) Lagrangian finite elements. Their approach is later expanded by Monk (1987) to deal with boundary smoothness problems caused by triangulating (in the flat case).

Scholz (1978) proves that the mixed finite element method with linear, first-order Lagrange elements can be used to solve the biharmonic problem, and he gives an error bound of $h \log^2 h$ in the $L^2$ norm of the solution. The result by Scholz is central to understanding the convergence of the linear finite element method for the biharmonic equation, and forms the basis of our proof. The result is remarkable, since it shows convergence of the method, even though the standard convergence conditions for mixed finite elements (the inf-sup conditions (Boffi et al., 2013)) are not fulfilled. Scholz’s error estimate is not optimal, as it relies on an $L^\infty$ estimate of the Ritz projection error by Nitsche (1978). An application of a later, better bound for the same interpolation error (Rannacher & Scott, 1982) gives convergence of order $h$.

Oukit & Pierre (1996) provide an analysis of the biharmonic equation with Dirichlet and Neumann boundary conditions that combines a hybrid approach (which they call Hermann–Miyoshi) and the mixed approach (which they call Ciarlet–Raviart). Their analysis holds for first and second order elements. The result by Scholz (1978) is recovered in the limit $p \to \infty$, where $p$ is the degree of the $L^p$ space used in their estimate (5.39). An alternative approach to solving the biharmonic equation using mixed finite elements is the decomposition into four linear equations, such as done by Behrens & Guzmán (2011) (which leads to superconvergence of the solution) and Li & Zhang (2017).

**Finite elements on curved surfaces.** Dziuk (1988) generalizes the standard result for solving the Poisson equation with linear finite elements from $\mathbb{R}^2$ to smooth surfaces by working with inscribed meshes, i.e., requiring that vertices of the approximating mesh be contained in the limit surface. His approach to analyzing discretizations of curved surfaces has since been used in advanced numerical methods for curved surfaces (Dziuk & Elliott, 2007; Demlow & Dziuk, 2007; Olshanskii et al., 2009; Du et al., 2011; Dziuk & Elliott, 2013b). An overview of methods to discretize the Laplace–Beltrami operator on curved surfaces can be found, for example, in the works of Dziuk & Elliott (2013a); Bonito et al. (2020).

Wardetzky (2006) and Hildebrandt et al. (2006) generalize Dziuk’s result to non-inscribed meshes. We also work with this generalized setting here, as non-inscribed meshes are prevalent in various applications, e.g., in geometry processing. More specifically, the setting that we consider here, namely discretizations of the biharmonic equation (and its related Helmholtz problem) using a mixed formulation with linear Lagrange elements have been popular in practice (Desbrun et al., 1999; Sorkine et al.,
2004; Bergou et al., 2006; Garg et al., 2007; Tosun, 2008; Jacobson et al., 2010, 2011, 2012). In this article, we provide a justification for the use of the linear mixed finite element method for such applications.

Meanwhile, other methods for solving the biharmonic equation on surfaces exist in the literature. Larsson & Larson (2017) use the discontinuous Galerkin approach to achieve a method for surfaces without boundary where the $L^2$ error is of order $h$. Cockburn & Demlow (2016) use a different kind of discontinuous Galerkin method as well as non-conforming mixed finite elements (Raviart–Thomas, Brezzi–Douglas–Marini, Brezzi–Douglas–Fortin–Marini). Elliott & Herbert (2020) analyze a generalized framework for the solution of a variety of fourth-order problems formulated as saddle point problems in a Dziuk-like setting. Fourth-order problems and their discrete formulations also arise in fluid dynamics, see, e.g., (Reusken, 2018).

**Proof Strategy.** The above mentioned *liftings* $u_1^h$ and $u_2^h$ of discrete Lagrange functions $\hat{u}_1^h$ and $\hat{u}_2^h$ from $\mathcal{I}_h$ to $\Gamma$ via the closest point projection enable us to compare discrete and smooth solutions. This is necessitated by the geometric difference between the triangle mesh and the smooth limit surface (since otherwise there would be no way to compare the two solutions). Our proof requires certain approximation properties in order for the closest point projection to yield a bijection. These requirements are necessitated by the geometric difference between the triangle mesh and the smooth limit surface (since otherwise there would be no way to compare the two solutions). Our proof requires certain approximation properties in order for the closest point projection to yield a bijection. These requirements are fulfilled, e.g., for incribed meshes as considered by Dziuk (1988), i.e., the case where mesh vertices reside on the smooth surface and the triangles are uniformly shape regular. Our setting is more general than the case of inscribed meshes. We detail our setting in Section 3.

We denote by $S_h$ and $S_{h,0}$ the finite element spaces $\hat{S}_h$ and $\hat{S}_{h,0}$ lifted to the smooth surface $\Gamma$ (using the closest point projection $\Psi$), and we denote by $(\cdot, \cdot)_{0,h}$ and $(\cdot, \cdot)_{1,h}$ the $L^2$ and $H^1_0$ inner products lifted from $\mathcal{I}_h$ to $\Gamma$. Using these lifted inner products, (1.5) becomes

$$
(u_2^h, \xi)_{1,h} = (f, \xi)_{0,h} \quad \forall \xi \in S_{h,0} \quad \text{and} \quad (u_2^h, \eta)_{1,h} = (\hat{u}_2^h, \eta)_{0,h} \quad \forall \eta \in S_h.
$$

However, lifting alone does not suffice for directly proving error estimates for $(u_1^h - \hat{u}_1^h)$ and $(u_2^h - \hat{u}_2^h)$. Indeed, a problem arises from the difference between the metric on the polygonal surface (which is piecewise flat) lifted to $\Gamma$ and the smooth metric $g$. This difference implies that the Hilbert spaces $(S_{h,0}, (\cdot, \cdot)_{1,h})$ and $(S_h, (\cdot, \cdot)_{1,h} + (\cdot, \cdot)_{0,h})$ for the discrete solutions are not subspaces of the Hilbert spaces $(H^1_0(\Gamma), (\cdot, \cdot)_1)$ and $(H^1(\Gamma), (\cdot, \cdot)_1 + (\cdot, \cdot)_0)$ for the smooth solutions since, although the sets are respectively subsets, the metrics differ.

Therefore, we introduce the following *auxiliary* discrete mixed problem: find $\hat{u}_1^h \in S_{h,0}$, $\hat{u}_2^h \in S_h$ such that

$$
(\hat{u}_2^h, \xi)_{1} = (f, \xi)_{0} \quad \forall \xi \in S_{h,0} \quad \text{and} \quad (\hat{u}_2^h, \eta)_{1} = (\hat{u}_2^h, \eta)_{0} \quad \forall \eta \in S_h,
$$

where the inner products are those arising from the smooth metric $g$. Using this approach, the spaces $(S_h, (\cdot, \cdot)_0)$ and $(S_{h,0}, (\cdot, \cdot)_1)$ are indeed subspaces of the Hilbert spaces $(L^2(\Gamma), (\cdot, \cdot)_{0})$ and $(H^1_0(\Gamma), (\cdot, \cdot)_1)$, respectively. Notice that this problem is only an auxiliary problem for our proof; its operators are never computed in practice.

Considering the auxiliary mixed problem is central to our approach, since it allows us to adapt the proof of Scholz (1978), which treats the case of convergence for the mixed biharmonic problem using linear elements for the case of flat domains in $\mathbb{R}^2$. In the planar case, one has $u_1^h = \hat{u}_1^h$ and $u_2^h = \hat{u}_2^h$ by construction. Scholz (1978) splits up the proof for the planar case into showing that $u_2^h$ converges to $u_2$ and that $u_2^h$ converges to $u_1$. 


In the curved case, a similar argument only works to show that $\tilde{u}^2_h$ converges to $u_2$, and that $\tilde{d}_h^2$ converges to $u_1$. Indeed, in order to bound the error between $u_2$ and $u_2^h = \tilde{d}_h^2$ in the flat setting, Scholz invokes an $L^m$ estimate for the Ritz projection. His result relies on a suboptimal bound by Nitsche (1978). An application of a later, better bound for the same interpolation error (Rannacher & Scott, 1982) yields the above-mentioned convergence rates in the flat setting. In order to adapt this analysis to the curved setting, we rely on an $L^m$ estimate for the Ritz projection provided by Demlow (2009). While Demlow (2009) works with inscribed meshes, his result can be adapted to our more general setup, resulting in a bound of the error between $\tilde{u}_1^2$ and $u_2$ when combined with Scholz’s approach.

In our setup, we must consider an additional step in order to bound the error between $u_2^h$ and $\tilde{d}_h^2$, which finally leads to a bound on the error between $u_1^h$ and $u_1$. To this end, we adapt the classical formulation for the mixed biharmonic problem introduced by Ciarlet & Raviart (1973), which requires the definition of the following function spaces:

$$V := \{(v_1, v_2) \in H^1_0 \times L^2 \mid (v_1, \mu)_1 = (v_2, \mu) \forall \mu \in H^1\},$$

$$\tilde{V}^h := \{(v_1, v_2) \in S_h \times S_{h, L^2} \mid (v_1, \mu)_1 = (v_2, \mu) \forall \mu \in S_h\},$$

$$V^h := \{(v_1, v_2) \in S_{h, L^2} \times S_{h, L^2} \mid (v_1, \mu)_{1, h} = (v_2, \mu)_{0, h} \forall \mu \in S_h\},$$

where the space $S_{h, L^2}$ is the space $S_h$, but with the $L^2$ norm instead of its usual $H^1$ norm. Using these spaces, we formulate the mixed biharmonic problem employing the Riesz map that results from an inner product that is different from the spaces’ product metric. We detail this construction in Section 4. Notice that the space $\tilde{V}^h$ is absent in the classical formulation of Ciarlet and Raviart, as it corresponds to our auxiliary mixed problem.

It requires beyond a mere generalization of Scholz’s proof to control the error between $u_2^h$ and $\tilde{d}_h^2$. We do so by bounding the geometric error between the function spaces $V^h$ and $\tilde{V}^h$. While the need for controlling geometric errors is also present when studying solutions to the Poisson equation on surfaces (Dziuk, 1988; Wardetzky, 2006), these results cannot be directly applied to our setting. We bound the difference between elements of the spaces $V^h$ and $\tilde{V}^h$ by using inverse discrete Laplacians for constructing a map between these function spaces. Using inverse discrete Laplacians introduces an error of order $h^{-1}$, which we manage to contain using a geometric error bound of order $h^{\frac{1}{2}}$, adapted from the work of Wardetzky (2006). This yields an error of order $h^{\frac{1}{2}}$, which exactly corresponds to the error estimate for $u_2$ given in Scholz (1978) for the planar case.

**OVERVIEW.** We detail the mixed biharmonic problem of the smooth setting in Section 2. We then continue with the description of discrete function spaces and differential operators on polyhedral surfaces in Section 3, where we consider the case of non-inscribed meshes and their relation to smooth surfaces that they discretize. In Section 4, we continue with the description of the approach of Ciarlet & Raviart (1973) adapted to our setting. In Section 5 we provide our convergence proof for the mixed biharmonic problem on curved surfaces.

**2. The Biharmonic Equation on Smooth Surfaces**

Let $\Gamma$ be a compact smooth surface with smooth boundary or no boundary, embedded into $\mathbb{R}^3$. We denote by $L^p$ the usual $L^p$-spaces on surfaces, and we let $W^{k, p}$ denote the Sobolev space with $k$ weak derivatives in $L^p$. We let $H^k := W^{k, 2}$, and we denote by $H^1_0 \subseteq H^1$ the subspace of functions with zero trace along the boundary (for surfaces with nonempty boundary), or those functions that have zero mean.
(for surfaces without boundary). Whenever the domain is omitted, these spaces are implied to be defined over a smooth surface \( \Gamma \).

We denote the metric tensor on \( \Gamma \) by \( g(\cdot, \cdot) \), i.e., the restriction of the inner product on \( \mathbb{R}^3 \) to the tangent spaces of \( \Gamma \). The metric induces the \( L^2 \) inner product \((\cdot, \cdot)_0 \) and the \( H^1_0 \) inner product \((\cdot, \cdot)_1 \),

\[
(u, v)_0 = \int_{\Gamma} u v \, d\sigma \\
(u, v)_1 = \int_{\Gamma} g(\nabla u, \nabla v) \, d\sigma
\]

(2.1)

The norm on \( H^1 \) is induced by the inner product \((\cdot, \cdot)_0 + (\cdot, \cdot)_1 \).

**Definition 2.1** For \( f \in L^2 \), the biharmonic equation is defined as follows: find \( u \in H^1_0 \cap H^4 \), such that

\[
\Delta^2 u = f,
\]

(2.2)

where \( \Delta^2 \) is the positive semidefinite Laplace–Beltrami operator on \( \Gamma \). Additionally,

- if \( \Gamma \) has a boundary, then zero Dirichlet and Neumann boundary conditions apply, \( u = \frac{\partial u}{\partial n} = 0 \);
- if \( \Gamma \) is closed, \( f \) must have zero mean, i.e., \( \int_{\Gamma} f \, d\sigma = 0 \).

The biharmonic equation has a corresponding weak formulation. For \( f \in L^2 \), find \( u \in H^2_0 \) such that

\[
\int_{\Gamma} \Delta^2 u \Delta^2 v \, d\sigma = \int_{\Gamma} f v \, d\sigma \quad \forall v \in H^2_0
\]

(2.3)

where \( H^2_0 \) is the subspace of \( H^2 \) with zero Dirichlet and Neumann boundary conditions. If \( \Gamma \) is a closed surface, one additionally requires that \( \int_{\Gamma} f \, d\sigma = 0 \), and one looks for \( u \) such that \( \int_{\Gamma} \Delta^2 u \, d\sigma = 0 \).

We assume that there is a unique solution such that \( u \in H^4 \), \( \|u\|_{H^4} \leq C\|f\|_{L^2} \). For closed surfaces this follows from the fact that the biharmonic equation decouples into two Poisson equations (given that \( f \) integrates to zero), and for planar domains, it follows from Gazzola et al. (2010, Section 2.5.2). Additionally, we assume the standard existence and regularity estimates for the Poisson equation: for \( g \in L^p \), \( 1 < p < \infty \) there is a unique \( w \in W^{2,p} \) with Dirichlet boundary conditions such that, weakly, \( \Delta^2 w = g \) and \( \|w\|_{W^{2,p}} \leq C \|g\|_{L^p} \). See, for example, the work of Grisvard (2011, Section 2) for planar domains or Dziuk & Elliott (2013a) for smooth surfaces.

With \( u_1 := u \), and using the intermediate variable \( u_2 := \Delta^2 u_1 \), (2.3) can be rewritten in its mixed form (Monk, 1987, (1.4))

\[
(u_2, \xi)_1 = (f, \xi)_0 \quad \forall \xi \in H^1_0, \\
(u_1, \eta)_1 = (u_2, \eta)_0 \quad \forall \eta \in H^1
\]

(2.4)

We refer to this system of equations as the smooth mixed formulation of the biharmonic equation with Dirichlet and Neumann boundary conditions (this system was also mentioned in (1.7)). It can be formulated for any \( u_1 \in H^1_0 \) and \( u_2 \in H^1 \). By Ciarlet (2002, Theorem 7.1.1), (2.4) has a unique solution such that \( u_1 \in H^1_0 \cap H^2 \), so by our assumptions that \( \Gamma \) is a smooth surface with smooth boundary the mixed problem has a unique solution such that \( u_1 \in H^1_0 \cap H^4 \) and \( u_2 \in H^2 \).
3. Discretization

3.1 Discretizing the surface

In the discrete setting, we work with a triangulated surface, i.e., a connected topological manifold of dimension two, piecewise consisting of flat triangles. Boundary edges of triangles along the surface boundary are allowed to be curved as long as the curve remains in the plane of the triangle. In the planar case, where \( \Gamma \subseteq \mathbb{R}^2 \) is a flat surface embedded in the plane only (and not, as in our general case, embedded in \( \mathbb{R}^3 \)), triangle meshes are only needed to discretize the function space \( H^1_0 \) in which the solution lives. In the case of a surface \( \Gamma \subseteq \mathbb{R}^3 \), however, the mesh is also used to discretize the geometry itself. To deal with the error introduced by the discretization, we employ the setting of Wardetzky (2006), which we explain in this section.

**Definition 3.1** (Reach) Let \( X \) be a topologically closed subset of \( \mathbb{R}^3 \). The medial axis of \( X \) is the set of those points in \( \mathbb{R}^3 \) that do not have a unique closest point in \( X \). The *reach* of \( X \) is the distance of \( X \) to its medial axis, and we say that an object lies in the reach of \( X \) if the object is closer to \( X \) than the medial axis of \( X \).

Let \( \Gamma_h \) be a triangle mesh, where all triangles are flat, and interior triangles have straight edges while boundary triangles are allowed to have curved edges along the boundary as long as these curved edges remain within the triangle plane. Then we can define the following map:

**Definition 3.2** Let \( \Gamma_h \) lie within the reach of \( \Gamma \). The closest point projection is the map \( \Psi : \Gamma_h \to \Gamma \) defined via

\[
\Psi(q) = \arg\min_{p \in \Gamma} \|q - p\|_{\mathbb{R}^3}.
\]

If \( \Psi \) is bijective, we define the inverse closest point projection as \( \Phi = \Psi^{-1} \). Notice that in this case, \( \Phi \) maps any \( p \in \Gamma \) to the closest intersection of the line through \( p \) parallel to the normal of \( \Gamma \) at \( p \) with \( \Gamma_h \), see Figure 1.
Throughout, we require certain conditions of our mesh. These conditions are automatically satisfied for any shape-regular triangle mesh that is inscribed into a smooth surface $\Gamma$ (Wardetzky, 2006, Section 3.5). Indeed, the following conditions are fulfilled by the setting considered in the work of Dziuk (1988) and others (with minor modifications at the boundary).

(C1) The triangles of $\Gamma_h$ are uniformly shape regular, i.e., there exist constants $\kappa, K > 0$ such that every triangle contains a circle of radius $\kappa h$ and is contained in a circle of radius $Kh$.

(C2) The polyhedral surface $\Gamma_h$ is a normal graph over the smooth surface $\Gamma$, i.e., $\Gamma_h$ lies within the reach of $\Gamma$ and the closest point projection $\Psi$ is a bijective function. In particular, the boundary of $\Gamma_h$ is bijectively mapped to the boundary of $\Gamma$, where triangle edges along the boundary of $\Gamma_h$ are allowed to be curved, but must remain in the plane of their respective triangle, see Figure 1.

(C3) The distance of every point under the closest point projection is bounded by $Ch^\gamma$ for some $\gamma \geq \frac{3}{2}$.

(C4) Assuming (C2), the triangle normals of $\Gamma_h$ approximate the normals of $\Gamma$ in the sense that, at every point $p \in \Gamma$ that maps to an interior point $\Phi(p)$ of a triangle on $\Gamma_h$, the angle between the surface normal of $\Gamma$ at $p$ and the triangle normal of $\Gamma_h$ at $\Phi(p)$ is bounded by $Ch^\varepsilon$ for some $\varepsilon \geq 1$.

**Definition 3.3** We define the approximation parameter of the mesh $\Gamma_h$ as $\sigma := \min(\gamma, 2\varepsilon) \geq \frac{3}{2}$. Our bounds will depend on this combination of the mesh’s pointwise and normal approximation quality.

Condition (C2) might seem difficult to satisfy for meshes that have nonempty boundary, since we require that the boundary of $\Gamma$ maps exactly to the boundary of $\Gamma_h$ under $\Phi = \Psi^{-1}$. However, this condition is similar to the condition of Scholz (1978) in the flat case: Consider a straight-edged triangle mesh within the reach of $\Gamma$. Let boundary vertices be inscribed into the boundary of $\Gamma$ such that every triangle has at most two vertices on the boundary of the mesh. For every boundary triangle $T$, replace the straight boundary edge by a curved edge in the plane of $T$ such that the closest point projection $\Psi$ becomes surjective. This yields a piecewise flat surface $\Gamma_h$ for which condition (C2) is satisfied. This makes condition (C2) very similar to the condition of Scholz (1978) in the flat case, which requires triangles with curved edges that exactly match the boundary of the smooth domain.

**Remark 3.1** Similar conditions to (C1-C4) are being used by Wardetzky (2006) to show convergence of the finite element discretization of the Poisson equation. Condition (C2), however, is not present in the work of Wardetzky (2006) as it pertains to bijectivity at the boundary. Because of that, Wardetzky’s result on the convergence of the finite element method for the Poisson equation, Theorem 3.3.3, only holds for solutions that are supported sufficiently far away from the boundary. With Condition (C2), and with the finite element spaces that will be defined in Definition 3.6, the estimates of Wardetzky (2006) for the finite element solutions of the Poisson equation extend from the case of solutions that are compactly supported away from the boundary to the general case of solutions $u \in H^1_0 \cap H^2$. This mirrors similar work on polygonal meshes where boundary edges are allowed to be curved, as long as they bijectively map to the surface boundary (Scholz, 1978; Demlow & Dziuk, 2007; Demlow, 2009).

**Remark 3.2** The numerical method described in this work uses triangles whose edges are allowed to be curved at the boundary to fulfill the bijectivity constraint from (C2). It might be possible to relax condition (C2) to only require triangles with straight edges and vertices that are inscribed into the boundary.

\[\text{We adopt the convention that, wherever a constant } C \text{ occurs, the words "there is a constant } C > 0, \text{ dependent only on the surface } \Gamma \text{ and mesh regularity parameters" are implied.}\]
boundary. However, such a relaxation could lead to lower convergence rates. An example of such a construction in the flat case can be found, for example, in the work Monk (1987). Other alternatives for weakening the bijectivity constraint from (C2) are given by the approach of Elliott & Ranner (2012) who employ a piecewise polynomial boundary, or by the approach of Burman et al. (2018) who weakly enforce a nonhomogeneous boundary condition on straight-edged boundary triangles.

Using Conditions (C1-C4), we can relate the metric and the function spaces of the mesh \( \Gamma_h \) to the metric and the function spaces of \( \Gamma \). Let \( g \) denote the metric tensor on the smooth surface \( \Gamma \). Notice that the polyhedral surface \( \Gamma_h \) can be regarded as a so-called Riemannian manifold, see Troyanov (1986). Indeed, the surface \( \Gamma_h \) carries a Riemannian metric \( g_{\Gamma_h} \) that is flat almost everywhere except at the mesh vertices, which are singularities for the metric. Notice in particular that the metric \( g_{\Gamma_h} \) is smooth across triangle edges since any pair of adjacent triangles can be isometrically mapped to the flat plane; as a consequence, the metric \( g_{\Gamma_h} \) does not “see” triangle edges (they are intrinsically flat).

We can then use the inverse closest point projection \( \Phi \) in order to pull back the cone manifold’s metric \( g_{\Gamma_h} \) from \( \Gamma_h \) to \( \Gamma \). This results in a metric \( g_h \) on \( \Gamma \), defined everywhere except at the preimage under \( \Phi \) of edges of \( \Gamma_h \). More precisely, we define

\[
g_h(\mathbf{X}, \mathbf{Y}) := g_{\Gamma_h}(d\Phi(\mathbf{X}), d\Phi(\mathbf{Y})) = g_{\mathbb{R}^3}(d\Phi(\mathbf{X}), d\Phi(\mathbf{Y})) \quad \text{a.e.,}
\]

where \( \mathbf{X} \) and \( \mathbf{Y} \) are arbitrary smooth tangential vector fields on \( \Gamma \), \( d\Phi \) is the Jacobian of \( \Phi \), and where \( g_{\mathbb{R}^3} \) denotes the standard Euclidean metric of ambient three space. Since \( \Gamma_h \) depends on the chosen triangle mesh, and \( \Phi \) depends on the choice of \( \Gamma_h \), all three expressions depend on \( h \).

DEFINITION 3.4 Define the unique matrix field \( A \) on \( \Gamma \) that relates the pulled back metric \( g_h \) to the smooth metric \( g \) almost everywhere. This matrix field is defined by requiring that

\[
g_h(\mathbf{X}, \mathbf{Y}) = g(A\mathbf{X}, \mathbf{Y}) \quad \text{a.e.} \tag{3.1}
\]

holds for all smooth vector fields \( \mathbf{X} \) and \( \mathbf{Y} \) on \( \Gamma \).

Consider the \( L^2 \) and \( H^1 \) inner products on the polyhedral surface pulled back to the smooth surface \( \Gamma \) via \( \Phi \). Using the matrix field \( A \), these inner products can be conveniently be expressed as

\[
(u, v)_{0,h} := \int_\Gamma uv|\det A|^\frac{1}{2} \, dx \quad \text{for } u, v \in L^2(\Gamma),
\]

\[
(u, v)_{1,h} := \int_\Gamma g(A^{-1}\nabla_{\Gamma} u, \nabla_{\Gamma} v)|\det A|^\frac{1}{2} \, dx \quad \text{for } u, v \in H^1(\Gamma),
\]

respectively.

We adopt the convention that for every norm, the same norm subscripted with \( h \) implies that the norm is taken with respect to the metric \( g_h \) lifted from \( \Gamma_h \) to \( \Gamma \). For example, \( \| \cdot \|_{L^2_h} \) is the \( L^2 \) norm in the metric \( g_h \).

REMARK 3.3 The discretization described in Section 3.1 follows the approach of Wardetzky (2006), but parallels to some extent the theory of Dziuk (1988) (who considers inscribed meshes and \( \sigma = 2 \)). The metric distortion tensor \( A \) corresponds to a combination of Dziuk’s operators \( P, P_h, I - dH \).

The significance of using these inner products together with the lifting defined by \( \Phi \) lies in the fact that this allows us to work on the smooth surface \( \Gamma \), even when considering operations on the polyhedral surface \( \Gamma_h \), thus simplifying the comparison between solutions to differential equations. We cannot
compute finite element operators on \( \Gamma \) without numerical integration, but we can compute them on the piecewise triangular \( \Gamma_h^2 \). Consequently, from now on we will exclusively work on the smooth surface \( \Gamma \). In Section 4, this will allow us to introduce a discrete mixed finite element problem (with solutions \( u_{h1}, u_{h2} \)) on the surface \( \Gamma \) that is equivalent to the discrete problem (with solutions \( \tilde{u}_{h1}, \tilde{u}_{h2} \)). It is this new discrete mixed problem on \( \Gamma \) with the modified inner products from (3.2) that allows us to compute error bounds that also hold for \( \tilde{u}_{h1}, \tilde{u}_{h2} \).

In order to bound certain geometric errors for our finite element spaces later on, we make use of explicit bounds on the entries of the matrix field \( A \) that describes the pulled back metric \( g_h \) in terms of the smooth metric \( g \). From now on, the statement “for small enough \( h \)” is implied everywhere.

**Lemma 3.1** It holds that

\[
\|A - \text{Id}\|_{L^\infty} \leq Ch^\sigma, \\
\left\| \left| \det A \right|^{\frac{1}{2}} - 1 \right\|_{L^\infty} \leq Ch^\sigma, \\
\left\| \left| \det A \right|^{\frac{1}{2}} A^{-1} - \text{Id} \right\|_{L^\infty} \leq Ch^\sigma, \\
\left\| \left| \det A \right|^{-\frac{1}{2}} A - \text{Id} \right\|_{L^\infty} \leq Ch^\sigma,
\]

where the \( L^\infty \) norm is the essential supremum over the operator norms of the respective matrix fields. The scalar \( \sigma > 0 \) depends on approximation properties of the mesh and is defined in Definition 3.3.

**Proof.** By Wardetzky (2006, Theorem 3.2.1), for any point on \( \Gamma \) where \( A \) is defined and for any orthonormal tangent frame there exists a matrix decomposition \( A = PQP \) such that \( P, Q \) can be diagonalized (possibly in different bases) as

\[
P = \begin{pmatrix}
1 - \phi \kappa_1 & 0 \\
0 & 1 - \phi \kappa_2
\end{pmatrix}, \\
Q = \begin{pmatrix}
\frac{1}{\langle N,N_h \rangle} & 0 \\
0 & 1
\end{pmatrix},
\]

where \( \phi \) is the pointwise distance between \( \Gamma \) and \( \Gamma_h \) under the map \( \Phi \), \( N \) and \( N_h \) are the surface normals of \( \Gamma \) and \( \Gamma_h \) respectively, and \( \kappa_1, \kappa_2 \) are the principal curvatures of the surface. Therefore,

\[
\left| \det A \right|^{\frac{1}{2}} = \frac{|1 - \phi \kappa_1| |1 - \phi \kappa_2|}{|N \cdot N_h|} \approx \frac{|1 - \phi \kappa_1 - \phi \kappa_2|}{|N \cdot N_h|} \approx \frac{|1 - \phi \kappa_1 - \phi \kappa_2|}{|1 - \angle(N,N_h)^2/2|},
\]

where \( \angle(N,N_h) \) denotes the unsigned angle between the two vectors \( N, N_h \) in \( \mathbb{R}^3 \) and we have dropped higher order terms in \( \phi \) and \( \angle(N,N_h) \). A simple Taylor expansion then gives

\[
\left| \det A \right|^{\frac{1}{2}} - 1 \approx -\phi \kappa_1 - \phi \kappa_2 + \frac{1}{2} \angle(N,N_h)^2,
\]

which proves the estimate for \( \left\| \left| \det A \right|^{\frac{1}{2}} - 1 \right\|_{L^\infty} \), given that \( |\phi| \leq C h^\gamma (C3), |\angle(N,N_h)| \leq C h^\epsilon (C4), \) and \( \sigma = \min(\gamma, 2\epsilon) \) (Definition 3.3). A similar argument works for the other three expressions.

\(^2\) with some exceptions at the boundary
For inscribed meshes and $\sigma = 2$, Lemma 3.1, parallels the inequality on $A_h$ found in Dziuk (1988, Section 5).

**Lemma 3.2** Let $L^2_h(\Gamma)$ denote the $L^2$ space on $\Gamma$ where integration happens with the volume element of the lifted metric $g_h$. Let $H^1(\Gamma), H^1_0(\Gamma), W^{1,\infty}(\Gamma)$ denote the $H^1, H^1_0, W^{1,\infty}$ spaces on $\Gamma$ where the gradient is taken with respect to the lifted metric $g_h$, and integration happens with the volume element of the lifted metric $g_h$.

The following equalities hold as equalities of sets:

$$L^2(\Gamma) = L^2_h(\Gamma),$$
$$H^1(\Gamma) = H^1_h(\Gamma),$$
$$H^1_0(\Gamma) = H^1_0(\Gamma),$$
$$W^{1,\infty}(\Gamma) = W^{1,\infty}_h(\Gamma),$$

where $\Phi$ denotes the action of $\Phi$ mapping between sets.

The norms of the respective spaces are all equivalent independently of the choice of $h$ (for $h$ small enough).

**Proof.** Since $\Phi$ is bijective, every function on $\Gamma$ can be uniquely identified with a function on $\Gamma_h$, using $\Phi$ to lift functions.

Under the map $\Phi$, the inner products $(\cdot, \cdot)_{0,h}$ and $(\cdot, \cdot)_{1,h}$ that generate the norms of the spaces $L^2_h(\Gamma), H^1_h(\Gamma), \text{and } H^1_0(\Gamma)$ are exactly the inner products that generate the norms of the spaces $L^2(\Gamma), H^1(\Gamma), \text{and } H^1_0(\Gamma)$, respectively. Then (3.2) and Lemma 3.1 imply the respective norm equivalences with $L^2(\Gamma), H^1(\Gamma), \text{and } H^1_0(\Gamma)$. The pointwise estimates in the proof of Lemma 3.1 imply the equivalence of $W^{1,\infty}(\Gamma)$ and $W^{1,\infty}_h(\Gamma)$, as well as $W^{1,\infty}_h(\Gamma)$ under the map $\Phi$. □

**Remark 3.4** The equivalence of norms independently of $h$ also implies a Poincaré inequality for the pulled back cone metric norms, where the constant is independent of $h$,

$$\|u\|_{L^2_h} \leq C\|u\|_{H^1_0}, \quad \forall u \in H^1_0,$$
$$\|u - u_{F,h}\|_{L^2_h} \leq C\|u\|_{H^1_0} \quad \forall u \in H^1,$$

where $u_{F,h}$ is the average of $u$ with respect to integration in the pulled back metric $g_h$. These Poincaré inequalities can be derived from the smooth inequalities on $\Gamma$ using Lemma 3.2.

In order to quantify the differences between the inner products with respect to the smooth metric $g$ and the pulled back metric $g_h$, we introduce the following bilinear forms:

**Definition 3.5** The difference bilinear forms are defined as follows:

$$c(u,v) := (u,v)_0 - (u,v)_{0,h},$$
$$d(u,v) := (u,v)_1 - (u,v)_{1,h}. \quad (3.3)$$
LEMMA 3.3 The difference bilinear forms satisfy
\[ |c(u,v)| \leq Ch^2 \|u\|_{L^2} \|v\|_{L^2}, \quad \forall u,v \in L^2, \]
\[ |d(u,v)| \leq Ch^2 \|u\|_{H^1_0} \|v\|_{H^1_0}, \quad \forall u,v \in H^1. \]

Proof. This is a consequence of Lemma 3.1 and the Cauchy–Schwarz inequality. \(\square\)

3.2 Discretizing the function spaces

Having discretized the geometry of \(\Gamma\), we now turn to the approximation of function spaces.

DEFINITION 3.6 Let \(\hat{S}_h\) be the space of continuous functions on the mesh \(\Gamma_h\) that are linear within each triangle. On boundary triangles (which might have a curved edge), an isoparametric modification is applied (Zl´amal, 1973; Scott, 1973), which projects a curved edge of a triangle onto a straight edge while keeping the vertices fixed and minimizing distortion.\(^3\) On the resulting triangle, functions are required to be linear. \(\hat{S}_{h,0} := \hat{S}_h \cap H^1_0(\Gamma_h)\) is the space of finite element functions that evaluate to zero at the boundary.

Let \(S_h\) be the lift of the function space \(\hat{S}_h\) under the inverse of the closest point projection \(\Phi\). The space \(S_h\) has domain \(\Gamma\), and is a subset of \(H^1\) (as a set of functions). Analogously, we define the discrete space \(S_{h,0} := S_h \cap H^1_0\).

REMARK 3.5 Because the inner products \((\cdot, \cdot)_{0,h}, (\cdot, \cdot)_{1,h}\) defined in (3.2) arise from the mesh’s metric lifted to the surface \(\Gamma\), the Hilbert spaces \((S_{h,0}, (\cdot, \cdot)_{1,h}), (S_h, (\cdot, \cdot)_{1,h} + (\cdot, \cdot)_{0,h})\) are isometric to the corresponding Hilbert spaces generated by \(\hat{S}_{h,0}, \hat{S}_h\) (using the metric \(g_{\hat{\Gamma}}\)) on \(\hat{\Gamma}_h\).

Using inner products (2.1) derived from the smooth surface’s metric \(g\) leads to different Hilbert spaces \((S_{h,0}, (\cdot, \cdot)_1), (S_h, (\cdot, \cdot)_1 + (\cdot, \cdot)_0)\) that are not isometric to \((S_{h,0}, (\cdot, \cdot)_{1,h}), (S_h, (\cdot, \cdot)_{1,h} + (\cdot, \cdot)_{0,h})\). This difference will lead us to formulate two different mixed finite element problems, (4.2) and (4.1), each using different metrics.

REMARK 3.6 The number of degrees of freedom of \(S_h\) is the number of mesh vertices. The number of degrees of freedom of \(S_{h,0}\) is the number of mesh vertices minus the number of boundary vertices.

REMARK 3.7 The behavior of the discrete functions spaces on the boundary triangles is the same as in the work of Scholz (1978), who states: “Let \(S_h = S_h(\Gamma)\) be the space of continuous functions which are linear in each triangle of \(\Gamma_h\) with the usual modification for the curved elements (see Ciarlet & Raviart (1972); Zl´amal (1973)).” (Scholz, 1978, p. 2).

The discrete spaces come with various interpolation operators.

DEFINITION 3.7 Let \(I_h : H^2 \rightarrow S_h\) denote the per-vertex interpolation operator,\(^4\) i.e., \((I_h u)(p) = u(p)\) for all nodes.

---

\(^3\)This treatment of the boundary does not appear in the work of Wardetzky (2006). The main results of Wardetzky, however, remain true if an optimal isoparametric element is chosen (Bernardi, 1989), with minor modifications to the proofs, as long as Conditions (C1-C4) hold, see Remark 3.1.

\(^4\)The Sobolev embedding theorem implies that \(H^2(\Gamma) \subseteq C^0(\Gamma)\), which justifies pointwise interpolation.
Moreover, $R_h, R_h^{(b)} : H^1 \to S_h$ and $R_{h,0}, R_{h,0}^{(b)} : H^1_{0} \to S_{h,0}$ are the Ritz projection operators,

\[ (u - R_h u, \eta)_1 = (u - R_h^{(b)} u, \eta)_1, \quad \forall \eta \in S_h, \ u \in H^1 \]

\[ (u - R_h u, 1)_0 = (u - R_h^{(b)} u, 1)_0, \quad \forall \eta \in S_h, \ u \in H^1 \]

\[ (u - R_{h,0} u, \xi)_1 = (u - R_{h,0}^{(b)} u, \xi)_1, \quad \forall \xi \in S_{h,0}, \ u \in H^1_{0} \]

Ritz projections are a widely used tool in finite element analysis (Rannacher & Scott, 1982; Du et al., 2011; Dziuk & Elliott, 2013a). They are an important ingredient to show convergence of the discrete solution on the surface to the exact solution on the surface.

Standard arguments together with the equivalence of norms from Lemma 3.2 yield:

**LEMMA 3.4** The Ritz projection is $H^1$-stable, i.e.,

\[ \|R_{h,0} u\|_{H^1_{0}} + \|R_{h,0}^{(b)} u\|_{H^1_{0}} \leq C \|u\|_{H^1_{0}}, \quad \forall u \in H^1_{0} \]

\[ \|R_h u\|_{H^1} + \|R_h^{(b)} u\|_{H^1} \leq C \|u\|_{H^1}, \quad \forall u \in H^1 \]

Moreover, the interpolation operators satisfy certain interpolation inequalities. While these results are classical for flat domains, they require more work in the curved regime due to the presence of second derivatives in standard interpolation estimates.

**LEMMA 3.5** For $u \in H^1_{0} \cap H^2$ one has

\[ \|u - I_h u\|_{H^1_{0}} \leq C h \|u\|_{H^2} \]

\[ \|u - R_{h,0} u\|_{H^1_{0}} \leq C h \|u\|_{H^2} \]

\[ \|u - R_{h,0}^{(b)} u\|_{H^1_{0}} \leq C h \|u\|_{H^2} \]

Analogous results hold for $H^1$-functions that are nonzero at the boundary using the appropriate interpolation operators.

Let $T = \Psi(\hat{T}) \subset \Gamma$ denote a curved triangle that is the image of a flat triangle $\hat{T} \subset \Gamma_h$ under the closest point projection. Suppose that $u \in H^1_{0}$ is continuous and lies in $H^2(T)$ (resp. $W^{2,\infty}(T)$) for each such curved triangle $T$. Then one has

\[ \|u - I_h u\|_{\hat{H}^1_{0}} \leq C h \|u\|_{\hat{H}^2} \]

\[ \|u - I_h u\|_{\hat{H}^1_{0}} \leq C h \|u\|_{\hat{W}^{2,\infty}} \]

where the tilde above the norm indicates a per-triangle norm, summed over all triangles $T$ in the triangulation: \( \|u\|_{\hat{H}^2}^2 = \sum_T \|u\|_{H^2(T)}^2, \ \|u\|_{\hat{W}^{2,\infty}} = \max_T \|u\|_{W^{2,\infty}(T)} \).

**Proof.** The estimate in the first line of (3.4) follows from the first line of (3.5). The estimates in the second and third lines of (3.4) follow from the first line of (3.4) and the $H^1$-stability from Lemma 3.4. It thus remains to show (3.5).
4. Mixed Finite Elements

With the discrete geometry and discrete function spaces in place, we can now turn towards discretizing the problem (2.3) in its mixed form (2.4).

Using the two inner products (2.1) and (3.2) on \( \Gamma \) leads to two discrete mixed problems. In practice, one solves the discrete problem (1.5) on the mesh, which, using the inner products (3.2), is equivalent to

\[
\begin{align*}
(u_1^h, \xi)_{1,h} &= (f, \xi)_{0,h}, \\
(u_1^h, \eta)_{1,h} &= (u_2^h, \eta)_{0,h} \quad \forall \eta \in S_h,
\end{align*}
\]

(4.1)

where \( u_1^h \in S_{h,0}, \ u_2^h \in S_h, \) and \( f \in L^2 \). Having formulated an equivalent problem to (1.5) on the surface \( \Gamma \) itself, we can now compare \( u_1^h \) to \( u_1 \) and \( u_2^h \) to \( u_2 \), and attempt to derive an error estimate.

We additionally make use of a similar discrete problem with respect to the inner products (2.1), i.e.,

\[
\begin{align*}
(\tilde{u}_2^h, \xi)_{1} &= (f, \xi)_0, \\
(\tilde{u}_1^h, \eta)_{1} &= (\tilde{u}_2^h, \eta)_0 \quad \forall \eta \in S_h,
\end{align*}
\]

(4.2)
where \( \tilde{u}_h \in S_{h,0}, \tilde{u}_h^2 \in S_h, \) and \( f \in L^2 \). This problem is only an auxiliary problem for our proof. Its operators are never computed in practice. If the surface has no boundary, the solutions of (4.2) and (4.1) additionally have to fulfill the zero mean property from Definition 2.1.

In the planar case of Scholz (1978), where \( \Gamma \subseteq \mathbb{R}^2 \) is a planar domain, the two discrete problems (4.2) and (4.1) coincide.

Existence and uniqueness for (4.2) and (4.1) follow from an argument by Ciarlet (2002, Section 7), which we repeat here for convenience.

**Definition 4.1** We define the following three Hilbert spaces:

\[
V := \{(v_1, v_2) \in H^1_0 \times L^2 \mid (v_1, \mu)_1 = (v_2, \mu)_0 \forall \mu \in H^1\},
\]

\[
\tilde{V}^h := \{(v_1, v_2) \in S_{h,0} \times S_{h}\}_{L^2} \mid (v_1, \mu)_1 = (v_2, \mu)_0 \forall \mu \in S_h\},
\]

\[
V^h := \{(v_1, v_2) \in S_{h,0} \times S_{h}\}_{L^2} \mid (v_1, \mu)_{1,h} = (v_2, \mu)_{0,h} \forall \mu \in S_h\},
\]

where the space \( S_{h,0} \) is the space \( S_h \), but with the \( L^2 \) norm instead of its usual \( H^1 \) norm.

As an immediate consequence of Poincaré’s inequality we obtain that the resulting product norms on these spaces are equivalent to (simpler) norms that we heavily rely on going forward:

**Lemma 4.1** The product norms on \( V, \tilde{V}^h, V^h \) are equivalent to the norms induced by the inner products

\[
\begin{align*}
((v_1, v_2), (w_1, w_2)) &\mapsto (v_2, w_2)_0 \quad \text{on } V, \tilde{V}^h, \\
((v_1, v_2), (w_1, w_2)) &\mapsto (v_2, w_2)_{0,h} \quad \text{on } V^h.
\end{align*}
\]

**Proof.** The symmetric bilinear forms defined by (4.4) are indeed positive definite since \( v_2 = 0 \) implies \( v_1 = 0 \) for all elements \( (v_1, v_2) \) in \( V, \tilde{V}^h, V^h \). Poincaré’s inequality implies that

\[
\|v_1\|_{H^1_0}^2 = (v_1, v_1)_1 = (v_2, v_1)_0 \leq \|v_2\|_{L^2} \|v_1\|_{L^2} \leq C \|v_2\|_{L^2} \|v_1\|_{H^1_0}.
\]

Therefore, \( \|v_1\|_{H^1_0} \leq C \|v_2\|_{L^2} \), which proves the lemma for \( V \). By Remark 3.4, an identical derivation holds for \( \tilde{V}^h, V^h \). \( \square \)

**Definition 4.2** On the linear spaces \( V, \tilde{V}^h, V^h \) we can define the functionals

\[
J((v_1, v_2)) := \frac{1}{2} (v_2, v_2)_0 - F((v_1, v_2)) \quad \text{on } V \text{ and } \tilde{V}^h,
\]

\[
J_h((v_1, v_2)) := \frac{1}{2} (v_2, v_2)_{0,h} - F((v_1, v_2)) \quad \text{on } V^h,
\]

for a dual function \( F \in V', (\tilde{V}^h)' \), or \( (V^h)' \), respectively. The explicit dual functions used to solve the mixed finite element problems are introduced in Lemma 4.2.

As a direct consequence of Lemma 4.1 and the Riesz representation theorem, the functionals from (4.5) have unique minimizers:

**Lemma 4.2** (Existence and uniqueness for the mixed biharmonic problem) The functionals \( J \) on \( V, J \) on \( \tilde{V}^h \), and \( J_h \) on \( V^h \) have unique minimizers \( u := (u_1, u_2), \tilde{u}_h := (\tilde{u}_h^1, \tilde{u}_h^2) \), and \( u^h := (u^h_1, u^h_2) \), respectively.
Denoting by \( R : V \rightarrow V' \), \( \tilde{R}^h : \tilde{V}^h \rightarrow (\tilde{V})'^h \), and \( R^h : V^h \rightarrow (V^h)' \) the respective Riesz maps, and using the inner products defined in Lemma 4.1, these minimizers solve the mixed biharmonic equation and can be written as

\[
\mathcal{R} u = F, \quad \tilde{R}^h \tilde{u}^h = \tilde{F}^h, \quad R^h u^h = F^h, \tag{4.6}
\]

for \( F(v_1, v_2) := (v_1, f)_0 \) on \( V \), \( \tilde{F}^h(v_1, v_2) := (v_1, f)_0 \) on \( \tilde{V}^h \), and \( F^h(v_1, v_2) := (v_1, f)_{0,h} \) on \( V^h \).

**Remark 4.1** Lemma 4.2 ensures existence and uniqueness of the mixed formulation of the biharmonic equation. In particular, if the domain is a smooth surface with smooth boundary, then the respective minimizer on \( V \) solves the weak biharmonic equation (2.3). Notice, however, that the respective minimizer on \( V \) does not necessarily solve the weak biharmonic equation (2.3) if the domain does not satisfy appropriate regularity conditions, e.g., if the domain has reentrant corners (Stylianou, 2010, Section 4.3). This does not pose a problem for the smooth solution \( u_1 \), since we work with smooth surfaces for which standard regularity estimates hold. However, similar issues impact the discrete solutions, since Lemma 4.2 can only be used to show that the \( H^1_0 \) norms of \( \tilde{u}^h_1, u^h_1 \) are bounded independently of \( h \), and likewise, that the \( L^2 \) norms of \( \tilde{u}^h_2, u^h_2 \) are bounded independently of \( h \). We cannot infer boundedness of the \( H^1 \) norms of \( \tilde{u}^h_1, u^h_1 \) independently of \( h \) – these norms can (and in certain cases will) blow up as \( h \) decreases. We address this issue in the next section.

We end this section with a table visualizing all of our three settings, the functions spaces used for each of them, and the solutions that each of them contains (Table 1). It is important to note here that all functions and function spaces are defined exclusively on the smooth surface \( \Gamma \), making comparisons between functions from different settings possible.

### 5. Convergence of the Numerical Method

It is somewhat surprising that the derivatives of \( \tilde{u}^h_2, u^h_2 \) appear in the linear systems that we are solving, but the \( L^2 \)-norms of these derivatives cannot be bounded independently of \( h \). This indeed complicates the task of bounding errors between solutions of (2.4), (4.2), and (4.1). Scholz (1978) elegantly solves this issue by utilizing the Ritz projection in order to cancel contributions of derivatives of \( \tilde{u}^h_2 \). In the curved case, an argument similar to Scholz’s’ only serves to show that \( \tilde{u}^h_2 \) converges to \( u_2 \), and \( \tilde{u}^h_1 \) converges to \( u_1 \). In particular, for the case of curved geometries, one also must account for the approximation of the curved surface by a piecewise flat surface, i.e., to show that \( u^h_2 \) converges to \( \tilde{u}^h_2 \). This is precisely why the curved case is more intricate than the flat one.

#### 5.1 Convergence of the discrete problem on the mesh to the discrete problem on the surface

In this section and Section 5.2 we treat the case of surfaces with boundary; the case of surfaces without boundary (treated later) is significantly simpler.

So far, our treatment for the mixed biharmonic problem has considered the smooth setting alongside the two discrete settings. The next step, however, only works in the two discrete settings. We define a discrete Laplace operator that maps into the \( L^2 \)-like space \( S_{h, L^2} \) from \( S_{h, 0} \).
LEMMA 5.1 (Discrete Laplacians) There exist bounded linear and injective operators $\tilde{L}^h, L^h : S_{h,0} \to S_{h,L^2}$ such that

\[
\begin{align*}
(v_1, \tilde{L}^h v_1) &\in \tilde{V}^h & \forall v_1 \in S_{h,0}, \\
(v_1, L^h v_1) &\in V^h & \forall v_1 \in S_{h,0}.
\end{align*}
\]

(5.1)

Moreover, every element in $\tilde{V}^h$ can be written as the pair $(v_1, \tilde{L}^h v_1)$, and every element in $V^h$ can be written as the pair $(v_1, L^h v_1)$.

Proof. We prove the lemma for $\tilde{L}^h$; the proof for $L^h$ is similar. For all $(v_1, v_2) \in \tilde{V}^h$ we have that

\[(v_1, \mu)_1 = (v_2, \mu)_0 &\quad \forall \mu \in S_h.
\]

Written as a discrete linear equation, the right-hand side involves the mass matrix $M$ for piecewise linear (except, potentially, on boundary triangles) Lagrange finite elements. This matrix is invertible. We can thus define $\tilde{L}^h := M^{-1} \Sigma$, where $\Sigma$ denotes the discrete Laplacian stiffness matrix with columns in $S_{h,0}$ and rows in $S_h$. The resulting operator is well-defined and linear. Injectivity follows from the solvability...
of the Poisson equation. Indeed, \((v_1, \eta) = 0 \forall \eta \in S_{0,0}\) has a unique solution \(v_1 = 0 \in S_{0,0}\). This implies that the discrete Laplacian stiffness matrix \(\Sigma\) is injective, and hence \(\bar{L}^h\) is injective.

It remains to show that every element in \(\bar{V}^h\) can be written as a pair \((v_1, \bar{L}^h v_1)\). In order to see that, let \((v_1, v_2) \in \bar{V}^h\). Then, the definition of \(\bar{V}^h\) implies that

\[
0 = (0, \mu) = (v_2 - \bar{L}^h v_1, \mu) \quad \forall \mu \in S_h.
\]

Therefore, \(\bar{L}^h v_1 = v_2\).

**Remark 5.1** The linear operators \(\bar{L}^h, L^h\) are bounded, as they are discrete operators. This bound, however, is not independent of \(h\).

The next result is central for relating solutions from the two discrete spaces.

**Lemma 5.2 (Inverse estimate)** We have that

\[
\left\| \bar{L}^h v_1 - L^h v_1 \right\|_{L^2} \leq C h^{\sigma - 1} \| v_1 \|_{H_0^1} \quad \forall v_1 \in S_{0,0},
\]

where the constant \(C\) is independent of \(h\), and where \(\sigma\) was defined in Definition 3.3.

**Proof.** For \(\mu \in S_{h, L^2}\) and \(c, d\) as defined in Definition 3.5, it holds that

\[
\left( \bar{L}^h v_1 - L^h v_1, \mu \right)_0 = \left( \bar{L}^h v_1, \mu \right)_0 - \left( L^h v_1, \mu \right)_{0,h} - c(L^h v_1, \mu) = (v_1, \mu)_1 - (v_1, \mu)_{1,h} - c(L^h v_1, \mu)
\]

\[
= d(v_1, \mu) - c(L^h v_1, \mu) \leq C h^{\sigma} \| v_1 \|_{H_0^1} \| \mu \|_{H_0^1} + C h^{\sigma} \left\| L^h v_1 \right\|_{L^2} \| \mu \|_{L^2}.
\]

Using the standard inverse estimate, we have that \(\| L^h v_1 \|_{H_0^1} \leq C h^{-1} \| L^h v_1 \|_{L^2}\) (Braess, 2007, II 6.8).

Therefore,

\[
\left\| L^h v_1 \right\|_{L^2}^2 \leq C \left\| L^h v_1 \right\|_{L^2}^2 = C \left( v_1, L^h v_1 \right)_{1,h} \leq C h^{-1} \| v_1 \|_{H_0^1} \| L^h v_1 \|_{L^2}^2,
\]

which proves the lemma after applying another inverse estimate to \(\mu\).

**Lemma 5.3** Let \(W^h : \bar{V}^h \to V^h\) be the linear map such that

\[
W^h \left( (v_1, \bar{L}^h v_1) \right) = (v_1, L^h v_1).
\]

\(W^h\) is well-defined, bounded independently of \(h\), invertible, and the inverse is also bounded independently of \(h\). Additionally,

\[
\left\| (W^h)^* W^h - \text{Id} \right\| \leq C h^{\sigma - 1},
\]

where \((W^h)^*\) is the linear adjoint of \(W^h\).
We now show boundedness of $W^h$; a similar argument works to show boundedness of the inverse. Let $(v_1, \tilde{L}^h v_1) \in \tilde{V}^h$. Then

$$\left\| \left( W^h \left( v_1, \tilde{L}^h v_1 \right) \right) \right\|_{L^2} \leq C \left\| L^h v_1 \right\|_{L^2} + C \left\| L^h v_1 - \tilde{L}^h v_1 \right\|_{L^2} \leq C \left\| L^h v_1 \right\|_{L^2} + C \left\| L^h v_1 - \tilde{L}^h v_1 \right\|_{L^2},$$

where the last inequality follows from Lemma 5.2. Using that $\sigma > 1$ and the equivalence of norms from Lemma 4.1, $W^h$ is bounded independently of $h$.

We have

$$\left\| (W^h)^* W^h - \text{Id} \right\| = \sup_{(v_1, L^h v_1) \in \tilde{V}^h} \frac{1}{\left\| L^h v_1 \right\|_{L^2}^2} \left( \left( L^h v_1, L^h v_1 \right)_{0,h} - \left( \tilde{L}^h v_1, \tilde{L}^h v_1 \right)_0 \right),$$

where, again, we have used the equivalence of norms from Lemma 4.1. Now,

$$\left( L^h v_1, L^h v_1 \right)_{0,h} - \left( \tilde{L}^h v_1, \tilde{L}^h v_1 \right)_0 = \left( L^h v_1, L^h v_1 - \tilde{L}^h v_1 \right)_{0,h} + \left( L^h v_1, \tilde{L}^h v_1 \right)_{0,h} - \left( \tilde{L}^h v_1, \tilde{L}^h v_1 \right)_0$$

$$= \left( L^h v_1, L^h v_1 - \tilde{L}^h v_1 \right)_{0,h} + \left( v_1, \tilde{L}^h v_1 \right)_{1,h} - \left( v_1, \tilde{L}^h v_1 \right)_1 \right)$$

$$\leq \left\| L^h v_1 \right\|_{L^2} \left\| L^h v_1 - \tilde{L}^h v_1 \right\|_{L^2} + d(v_1, \tilde{L}^h v_1),$$

where $d$ is the bilinear difference form from Definition 3.5, and where we used the definition of $\tilde{L}^h, L^h$ from Lemma 5.1. By the equivalence of norms from Lemma 3.2, Lemma 5.2, and (5.3),

$$\left\| L^h v_1 \right\|_{L^2} \left\| L^h v_1 - \tilde{L}^h v_1 \right\|_{L^2} \leq C \left\| L^h v_1 \right\|_{L^2} \left\| L^h v_1 - \tilde{L}^h v_1 \right\|_{L^2} \leq C \left\| L^h v_1 \right\|_{L^2} \left\| v_1 \right\|_{H^1_H}.$$  (5.5)

By Lemma 3.3 as well as the standard inverse estimate for discrete Lagrangian functions that states $\|w\|_{H^1} \leq C^{-1} \|w\|_{L^2}$ for all $w \in S_h$ (Braess, 2007, II 6.8),

$$\left| d(v_1, \tilde{L}^h v_1) \right| \leq C \left\| v_1 \right\|_{H^1_H} \left\| \tilde{L}^h v_1 \right\|_{H^1_H} \leq C \left\| v_1 \right\|_{H^1_H} \left\| \tilde{L}^h v_1 \right\|_{L^2}.$$  (5.6)

Substituting (5.5) and (5.6) into (5.4) and applying Lemma 4.1 then gives

$$\left| \left( L^h v_1, L^h v_1 \right)_{0,h} - \left( \tilde{L}^h v_1, \tilde{L}^h v_1 \right)_0 \right| \leq C \left\| \tilde{L}^h v_1 \right\|_{L^2}^2,$$

which proves the lemma. $\square$
We denote by $(W^h)' : (V^h)' \to (\tilde{V}^h)'$ the dual operator to $W^h$. $(W^h)'$ is bounded independently of $h$, it is invertible, and its inverse is bounded independently of $h$. This is true by the same argument as the one for $W^h$. If $f : V^h \to \mathbb{R}$,

$$
\left( (W^h)'(f) \left( (v_1, \tilde{L}^h v_1) \right) \right) = (f \circ W^h) \left( (v_1, \tilde{L}^h v_1) \right) = f \left( (v_1, L^h v_1) \right),
$$

$$
\left\| (W^h)'(f) \left( (v_1, \tilde{L}^h v_1) \right) \right\| \leq \|f\|_{(V^h)'(V^h)} \left\| \tilde{L}^h v_1 \right\|_{L^2} \text{ by Lemma 4.1}
$$

$$
\leq \|f\|_{(V^h)'(V^h)} \left\| \tilde{L}^h v_1 \right\|_{L^2} \text{ by Lemma 5.2}
$$

$$
\leq \|f\|_{(V^h)'(V^h)} \left\| \tilde{L}^h v_1 \right\|_{\tilde{V}^h} \text{ by Lemma 4.1}.
$$

The operators $W^h$, $(W^h)'$, and $(W^h)^*$ provide the tool for relating the two discrete problems.

We mention a lemma that is true for maps between Hilbert spaces in general, independent of our particular setting:

**Lemma 5.4** Let $\Lambda : X \to Y$ be a bijective bounded linear map between Hilbert spaces, and let $R_X : X \to X'$, $R_Y : Y \to Y'$ be the respective Riesz maps. Let $\alpha \in X'$ and $\beta \in Y'$ be given. Let $\tilde{x} \in X$ be such that

$$
R_X(\tilde{x}) = \alpha \text{ and let } \tilde{y} \in Y \text{ be such that } R_Y(\tilde{y}) = \beta.
$$

Then we have that

$$
\|\Lambda \tilde{x} - \tilde{y}\| \leq \|\text{Id} - \Lambda^* \Lambda\| \|\alpha\| \|\Lambda^{-1}\| + \|\beta - (\Lambda')^{-1} \alpha\|.
$$

**Proof.** Let $y \in Y$ arbitrary such that $\|y\| = 1$, and let $\tilde{x} := \Lambda^{-1} y$. Then

$$
\langle \Lambda \tilde{x} - \tilde{y}, y \rangle = \langle \Lambda \tilde{x}, y \rangle - \langle \tilde{y}, y \rangle = \langle \Lambda \tilde{x}, \Lambda x \rangle - \langle \tilde{x}, x \rangle + \alpha(x) - \beta(y)
$$

$$
\leq \|\text{Id} - \Lambda^* \Lambda\| \|\tilde{x}\| \|\Lambda^{-1} y\| + \|\beta - (\Lambda')^{-1} \alpha\| \|y\|,
$$

which proves the lemma, since $\|\tilde{x}\| = \|\alpha\|$, and $y$ was arbitrary with norm 1. \qed

We can now bound the error between the solutions of our two discrete problems from Lemma 4.2.

**Lemma 5.5** Consider the following two linear problems for $\tilde{F}^h \in (\tilde{V}^h)'$, $F^h \in (V^h)'$,

$$
\tilde{R}^h u^h = \tilde{F}^h \quad \text{and} \quad R^h u^h = F^h.
$$

Then we have that

$$
\|W^h \tilde{u}^h - u^h\|_{V^h} \leq C h^{\sigma-1} \left\| \tilde{F}^h \right\|_{(\tilde{V}^h)'} + C \left\| F^h - ((W^h)')^{-1} \tilde{F}^h \right\|_{(V^h)'}.
$$

**Proof.** Combining Lemma 5.3 and Lemma 5.4 with $X = \tilde{V}^h, Y = V^h$, the statement immediately follows. \qed

The main result of this section relates the two discrete systems (4.2) and (4.1) that we use in our mixed finite element method.

**Theorem 5.1** Let $\tilde{u}^h_1, \tilde{u}^h_2$ solve problem (4.2), and let $u^h_1, u^h_2$ solve problem (4.1). Then

$$
\left\| u^h_2 - \tilde{u}^h_2 \right\|_{L^2} \leq C h^{\sigma-1} \left\| f \right\|_{L^2}.
$$
Proof. Let \( \bar{u}^h = (\bar{u}_1^h, \bar{u}_2^h) \), \( u^h = (u_1^h, u_2^h) \), \( \bar{F}^h((v_1, v_2)) = (f, v_1)_0 \), \( F^h((v_1, v_2)) = (f, v_1)_0 \). Then

\[
\|u_2^h - \bar{u}_2^h\|_{L^2} \leq C \|L^h u_1^h - L^h \bar{u}_1^h\|_{L^2} + \|L^h \bar{u}_1^h - L^h \bar{u}_1^h\|_{L^2},
\]

(by (5.2))

\[
\leq C \|u^h - W^h \bar{u}^h\|_{V_h} + \|L^h \bar{u}_1^h - L^h \bar{u}_1^h\|_{L^2} \quad \text{(by Lemma 5.2)}
\]

\[
\leq C \|u^h - W^h \bar{u}^h\|_{V_h} + Ch^\sigma-1 \|u_1^h\|_{H_0^\sigma} \quad \text{(by Lemma 4.1)}
\]

\[
\leq C \|F^h - ((W^h)^{-1}F^h)\|_{L^2(V_h')} + Ch^\sigma-1 \|F^h\|_{L^2(V_h')}. \quad \text{(by Lemma 5.5)}
\]

It remains to deal with the right-hand sides of the last inequality. By the equivalence of norms,

\[
\|F^h\|_{L^2(V_h')} \leq C \|f\|_{L^2}. \quad \text{For } (v_1, L^h v_1) \in V^h \text{ we have}
\]

\[
\left( F^h - ((W^h)^{-1}F^h) \left( (v_1, L^h v_1) \right) \right) = (f, v_1)_0 - (f, v_1)_0 = c(f, v_1), \text{ and hence,}
\]

\[
\left( F^h - ((W^h)^{-1}F^h) \left( (v_1, L^h v_1) \right) \right) \leq Ch^\sigma \|f\|_{L^2} \|v_1\|_{L^2} \quad \text{(by Lemma 4.1)}
\]

\[
\leq Ch^\sigma \|f\|_{L^2} \|L^h v_1\|_{L^2},
\]

\[
\left| F^h - ((W^h)^{-1}F^h) \right|_{L^2(V_h')} \leq Ch^\sigma \|f\|_{L^2}.
\]

This proves the result. \(\square\)

5.2 Convergence of the discrete problem on the surface to the exact solution

Having successfully bounded the error between the discrete problem on the mesh (with solution \( (u_1^h, u_2^h) \)) and the discrete problem on the surface (with solution \( (\bar{u}_1^h, \bar{u}_2^h) \)), we move on to bounding the error between \( (\bar{u}_1^h, \bar{u}_2^h) \) and the exact solution, \( (u_1, u_2) \). Our proof follows the roadmap laid out by Scholz (1978). However, we require considerable adjustments to extend this approach to curved surfaces.

We start with an extension of Scholz’s Lemma to curved surfaces, using a theorem by Demlow (2009) in place of Scholz’s use of a result by Nitsche (1978). Demlow works in the setting of inscribed meshes of Dziuk (1988) and adapts a result by Schatz (1998) from the flat setting. Demlow’s analysis can be adapted to our setting fulfilling conditions (C1-C4) by using Lemma 3.2, Lemma 3.3, and Lemma 3.5. Alternatively, one could also consider generalizing the \( L^\infty \) estimate of Rannacher & Scott (1982) (who offer an improved Nitsche-type bound) to our setting. For details, we refer to the work of Stein (2020, Section 5.2.3).

**Lemma 5.6** (Scholz’s Lemma) Let \( u \in H^1_0 \cap W^{2,\infty} \). Let \( \eta \in \mathcal{S}_h \). Then

\[
\left| (u - R_{h,0} u, \eta) \right|_1 \leq C \sqrt{h} \|u\|_{W^{2,\infty}} \|\eta\|_{L^2}.
\]

**Proof.** Let \( \xi \in \mathcal{S}_{h,0} \) interpolate \( \eta \) on all interior vertices of the mesh. Let \( \varphi := \eta - \xi \).

By the definition of Ritz projection, we have that

\[
(u - R_{h,0} u, \eta) = (u - R_{h,0} u, \varphi) \quad \text{on } \mathcal{S}_{h,0}.
\]
As \( \varphi \) is only supported on the boundary triangles \( T_\partial \), the last equation can be simplified to

\[
\left| \left( u - R_{h,0} u, \eta \right) \right| = \sum_{T \in T_\partial} \left| \nabla T (u - R_{h,0} u) \cdot \nabla \varphi \right| dx \leq C h^2 \left\| u - R_{h,0} u \right\|_{W^{1,\infty}} \sum_{T \in T_\partial} \| \varphi \|_{W^{1,\infty}(T)} ,
\]

where we used the fact that the area of a triangle is bounded by \( Ch^2 \), where the \( C \) depends on the triangle regularity constants.

By the standard inverse estimate we can conclude that \( \| \varphi \|_{W^{1,\infty}(T)} \leq C h^{-1} \| \varphi \|_{L^\infty(T)} \). By definition, \( \| \varphi \|_{L^\infty(T)} \leq C \| \eta \|_{L^\infty(T)} \). Moreover, using a per-triangle calculation, we obtain that \( \| \eta \|_{L^\infty(T)} \leq C h^{-1} \| \eta \|_{L^2(T)} \). Thus we conclude

\[
\left| \left( u - R_{h,0} u, \eta \right) \right| \leq C \left\| u - R_{h,0} u \right\|_{W^{1,\infty}} \sum_{T \in T_\partial} \| \eta \|_{L^2(T)} \leq C h^2 \left\| u - R_{h,0} u \right\|_{W^{1,\infty}} \| \eta \|_{L^2} ,
\]

where we used the fact that the number of triangles in \( T_\partial \) is \( \sim h^{-1} \).

The estimate by Demlow (2009, Theorem 3.2) (which carries over to our setting with non-inscribed triangle meshes with minor modifications) states that

\[
\| R_{h,0} v \|_{W^{1,\infty}} \leq C \| v \|_{W^{1,\infty}} \quad \text{for all } v \in W^{1,\infty} .
\]

Together with Lemma 3.5, this leads to

\[
\left\| u - R_{h,0} u \right\|_{W^{1,\infty}} \leq \left\| u - I_h u \right\|_{W^{1,\infty}} + \left\| I_h u - R_{h,0} u \right\|_{W^{1,\infty}} = \left\| u - I_h u \right\|_{W^{1,\infty}} + \left\| R_{h,0} (I_h u - u) \right\|_{W^{1,\infty}} 
\leq \left\| u - I_h u \right\|_{W^{1,\infty}} + C \left\| I_h u - u \right\|_{W^{1,\infty}} \leq C h \left\| u \right\|_{W^{2,\infty}} ,
\]

which proves the lemma. \( \square \)

Using this lemma we can now estimate the error in \( u_2 \). This mirrors the first part of Theorem 1 by Scholz (1978), but we achieve a bound of order \( \sqrt{h} \) instead of Scholz’s \( \sqrt{h} \log h \) due to the improved Lemma 5.6.

**Theorem 5.2** Let \( u_1, u_2 \) solve the smooth mixed biharmonic problem (2.4), and let \( u_1^h, u_2^h \) solve the discrete mixed biharmonic problem (4.1) on the mesh. Then one has

\[
\| u_2 - u_2^h \|_{L^2} \leq C \sqrt{h} \| f \|_{L^2} .
\]

**Proof.** Using Lemma 3.5, we obtain that

\[
\| u_2^h - u_2 \|_{L^2} \leq \| u_2^h - R_h u_2 \|_{L^2} + \| R_h u_2 - u_2 \|_{L^2} \leq \| R_h u_2 \|_{L^2} + C h \| u_2 \|_{H^2} . \tag{5.8}
\]

Using Theorem 5.1 (together with the fact that \( \sigma \geq \frac{3}{2} \)) and (5.8), we have

\[
\| u_2 - u_2^h \|_{L^2} \leq \| u_2^h - u_2 \|_{L^2} + \| u_2^h - u_2^h \|_{L^2} \leq \| u_2^h - R_h u_2 \|_{L^2} + C h \| u_2 \|_{H^2} + C \sqrt{h} \| f \|_{L^2} . \tag{5.9}
\]

Using (5.9) and the regularity estimate for the smooth problem, we thus obtain

\[
\| u_2 - u_2^h \|_{L^2} \leq \| u_2^h - R_h u_2 \|_{L^2} + C \sqrt{h} \| f \|_{L^2} . \tag{5.10}
\]
It remains to bound \( \| \tilde{u}_2^h - R_h u_2 \|_{L^2} \). To this end, we first note that
\[
\left( \tilde{u}_1^h - R_{h,0} u_1, \tilde{u}_2^h - R_h u_2 \right)_1 = \left( \tilde{u}_1^h - R_{h,0} u_1, \tilde{u}_2^h - u_2 \right)_1 = 0 ,
\]
using the definition of the Ritz projection for the first equality and using the smooth and discrete formulations of the mixed biharmonic problems for the second equality.

Thus we can compute
\[
\| \tilde{u}_2^h - R_h u_2 \|_{L^2}^2 = \left( \tilde{u}_2^h - R_h u_2, \tilde{u}_2^h - u_2 \right)_0 - \left( \tilde{u}_1^h - R_{h,0} u_1, \tilde{u}_2^h - R_h u_2 \right)_1 \\
= \left( u_2 - R_h u_2, \tilde{u}_2^h - u_2 \right)_0 + \left( R_{h,0} u_1 - u_1, \tilde{u}_2^h - R_h u_2 \right)_1 \\
\leq \| u_2 - R_h u_2 \|_{L^2} \| \tilde{u}_2^h - R_h u_2 \|_{L^2} + \left( R_{h,0} u_1 - u_1, \tilde{u}_2^h - R_h u_2 \right)_1 ,
\]
where we again used the (smooth and discrete) formulations of the mixed biharmonic problems. The first of the two summands can be estimated using the estimates for the Ritz projection from (3.4). The second summand is covered by Lemma 5.6 and the fact that \( \| u_1 \|_{W^{2,\infty}} \leq C \| u \|_{H^4} \leq C \| f \|_{L^2} \). Division by \( \| \tilde{u}_2^h - R_h u_2 \|_{L^2} \) then gives
\[
\| \tilde{u}_2^h - R_h u_2 \|_{L^2} \leq C \sqrt{h} \| f \|_{L^2} .
\]
Together with (5.10) this proves the theorem. \( \square \)

It remains to compute the error in \( u_1 \). The next theorem follows the second part of Theorem 1 by Scholz (1978), but requires additional work due to the curved geometries. Because of Lemma 5.6, we achieve convergence of order \( h \) here.

**Theorem 5.3** We have that
\[
\| u_1 - u_1^h \|_{L^2} \leq C h \| f \|_{L^2} .
\]

**Proof.** Since \( u_1 - u_1^h \in H^1_0 \), by assumption the biharmonic equation \( \Delta^2 w = u_1 - u_1^h \) with zero Dirichlet and Neumann boundary conditions has a unique solution \( w \in H_0^1 \cap H^4 \). As before, we use the geometrical convention that the Laplacian be positive semidefinite.

We use the mixed biharmonic PDEs, Ritz projection, and integration by parts repeatedly to obtain
\[
\| u_1 - u_1^h \|_{L^2}^2 = \left( u_1 - u_1^h, \Delta^2 w \right)_0 = \left( u_1 - u_1^h, \Delta w \right)_1 \\
= \left( u_1 - u_1^h, \Delta w - R_h \Delta w \right)_0 + \left( u_2 - u_2^h, R_h \Delta w \right)_0 + d(u_1^h, R_h \Delta w) + c(u_2^h, R_h \Delta w) \\
= \left( u_1 - u_1^h, \Delta w - R_h \Delta w \right)_1 + \left( u_2 - u_2^h, R_h \Delta w - \Delta w \right)_0 + \left( u_2 - u_2^h, w - R_{h,0} w \right)_1 \\
- d(u_2^h, R_{h,0} w) + c(f, R_{h,0} w) - d(u_1^h, R_h \Delta w) + c(u_2^h, R_h \Delta w) .
\]
Using (3.4), the first term of the last expression can be bounded by
\[
\left| \left( u_1 - u_1^h, \Delta g w - R_h \Delta g w \right)_1 \right| = \left| \left( u_1 - R_{h,0} u_1, \Delta g w - R_h \Delta g w \right)_1 \right| \leq C h^2 \| f \|_{L^2} \| w \|_{H^4} .
\]
Using (3.4) and Theorem 5.2, the bound for the second term is
\[ \left| \left( u_2 - u_2^h, \Delta \Gamma w - R_h \Delta \Gamma w \right)_0 \right| \leq \left| \left( R_h u_2 - u_2^h, \Delta \Gamma w - R_h \Delta \Gamma w \right)_0 \right| + \left( u_2 - R_h u_2, \Delta \Gamma w - R_h \Delta \Gamma w \right)_0 \]
\[ \leq Ch^\frac{3}{2} \| f \|_{L^2} \| w \|_{H^4} . \]

We can bound the third term as follows,
\[ \left| \left( u_2 - u_2^h, w - R_h w \right)_1 \right| \leq \left| \left( u_2 - R_h u_2, w - R_h w \right)_1 \right| + \left| \left( u_2^h - R_h u_2, w - R_h w \right)_1 \right| \]
\[ \leq Ch^2 \| u_2 \|_{H^2} \| w \|_{H^2} + \left( u_2^h - R_h u_2, w - R_h w \right)_1 \] (by (3.4))
\[ \leq Ch^2 \| u_2 \|_{H^2} \| w \|_{H^2} + Ch \| f \|_{L^2} \| w \|_{W^2} \] (by Lemma 5.6 and Theorem 5.2)
\[ \leq Ch \| f \|_{L^2} \| w \|_{H^4} . \]

Finally, three of the remaining terms can be bounded as
\[ d(u_1^h, R_h \Delta \Gamma w) + c(u_1^h, R_h \Delta \Gamma w) + c(f, R_h w) \leq Ch^\sigma \| f \|_{L^2} \| w \|_{H^4} , \]
where we used Lemma 3.3 and (3.4).

In order to bound the last remaining term, observe that
\[ \left| d(u_1^h, R_h w) \right| \leq Ch^\sigma \left| u_1^h \right|_{H^1} \| R_h w \|_{H^1} \leq Ch^\sigma \left| u_1^h \right|_{H^1} \| w \|_{H^1} , \]
\[ \left| u_1^h \right|_{H^1} \leq \| R_h u_2 \|_{H^1} + \left| u_2 - R_h u_2 \right|_{H^1} \leq C \| u_2 \|_{H^1} + Ch^{-1} \left| u_2 - R_h u_2 \right|_{L^2} \]
\[ \leq C \| f \|_{L^2} + Ch^{-\frac{1}{2}} \| f \|_{L^2} \leq Ch^{-\frac{1}{2}} \| f \|_{L^2} , \]
\[ \left| d(u_1^h, R_h w) \right| \leq Ch^{\sigma - \frac{1}{2}} \| f \|_{L^2} \| w \|_{H^1} . \]

where we used Lemma 3.3, Lemma 3.4, and Theorem 5.2.

Using that \( \Delta \Gamma w = u_1 - u_1^h \), we obtain \( \| w \|_{H^4} \leq C \| u_1 - u_1^h \|_{L^2} \). Together with the assumption that \( \sigma \geq \frac{3}{2} \), these estimates show that
\[ \left| u_1 - u_1^h \right|_{L^2} \leq Ch \| f \|_{L^2} \left| u_1 - u_1^h \right|_{L^2} , \]
which proves the theorem. \qed

A simple corollary provides a convergence rate of \( h^{\frac{3}{2}} \) for the gradient of \( u_1 \).

**Corollary 5.1** We have that
\[ \left| u_1 - u_1^h \right|_{H^1_0} \leq Ch^\frac{3}{2} \| f \|_{L^2} \]

**Proof.** Using the mixed biharmonic problem, it follows that
\[ \left( u_1^h - u_1, u_1^h - u_1 \right)_1 = \left( u_1^h - u_1, u_1^h - u_1 \right)_0 + d(u_1^h, u_1^h - u_1) - c(u_1^h, u_1^h - u_1) , \]
\[ \left| u_1 - u_1^h \right|_{H^1_0} \leq Ch^\frac{3}{2} \| f \|_{L^2} + Ch^\frac{3}{2} \| f \|_{L^2} + Ch^{\sigma + 1} \| f \|_{L^2} , \]
where we applied the estimates from Lemma 3.3, the fact that the solution of the discrete problem is bounded, and going through the Ritz approximation as an intermediate. Since we assumed that \( \sigma \geq \frac{3}{2} \), this proves the corollary.

5.3 The no-boundary case

Here we provide the proof for the case of empty boundary, which is much simpler than the case of a nonempty boundary. This case is also effectively handled in the work of Elliott et al. (2019).

A similar analysis (with minor modifications) to the one presented in this section also yields corresponding convergence results for the case of a surface with boundaries and boundary conditions \( \Delta \Gamma u = u = 0 \) on \( \partial \Gamma \).

If there is no boundary, the mixed formulation decouples, in the sense that \( u_1, u_2 \in H^1_0 \) solve the decoupled Poisson equations

\[
(u_2, \xi)_1 = (f, \xi) \quad \forall \xi \in H^1_0 ,
\]

\[
(u_1, \eta)_1 = (u_2, \eta) \quad \forall \eta \in H^1_0 .
\]

Notice that unlike the case of nonempty boundaries, we here have \( u_2, \eta \in H^1_0 \) instead of \( u_2, \eta \in H^1 \), where \( H^1_0 \) is the subspace of functions in \( H^1 \) that integrate to zero; see (2.3). The same pertains to the corresponding discrete formulations. In this case, we obtain a better convergence rate:

**Theorem 5.4** It holds that

\[
\| u^h_2 - u_2 \|_{L^2} + h \| u^h_2 - u_2 \|_{H^1_0} \leq Ch^2 \| f \|_{L^2} ,
\]

\[
\| u^h_1 - u_1 \|_{L^2} + h \| u^h_1 - u_1 \|_{H^1_0} \leq Ch^2 \| f \|_{L^2} .
\]

**Proof.** By Wardetzky (2006, Theorem 3.3.3) it holds that

\[
\| u^h_2 - u_2 \|_{L^2} + h \| u^h_2 - u_2 \|_{H^1_0} \leq Ch^2 \| f \|_{L^2} .
\]

To bound the error in \( u^h_1 \) we turn to the solution \( v_1 \in S_{h,0} \) of the discrete Poisson problem

\[
\begin{pmatrix} v^h_1, \eta \end{pmatrix}_{1,h} = (u_2, \eta)_0, \quad \forall \eta \in S_{h,0} .
\]

As \( v^h_1 \) is the solution to a discrete Poisson problem, we obtain

\[
\| v^h_1 - u_1 \|_{L^2} + h \| v^h_1 - u_1 \|_{H^1_0} \leq Ch^2 \| u_2 \|_{L^2} \leq Ch^2 \| f \|_{L^2} .
\]

As for the error between \( u^h_1 \) and \( v^h_1 \), we know that

\[
\| u^h_1 - v^h_1 \|_{H^1_0} \leq C \left( \| u^h_2 - u_2, u^h_1 - v^h_1 \|_{0,h} \right) \leq C \| u^h_2 - u_2 \|_{L^2} \| u^h_1 - v^h_1 \|_{H^1_0} ,
\]

\[
\| u^h_1 - v^h_1 \|_{H^1_0} \leq C \| u^h_1 - u_2 \|_{L^2} \leq Ch^2 \| f \|_{L^2} .
\]
Combining (5.12) and (5.13), and using the Poincaré inequality, we obtain that

\[ \| u_h^1 - u_1 \|_{L^2} + h \| u_h^1 - u_1 \|_{H^1_0} \leq C h^2 \| f \|_{L^2}, \]

which proves the theorem.

\[ \square \]

6. Algorithm & Experiments

The numerical method whose convergence we have shown in Section 5 is implemented by solving the following linear system for \( u_1 \in \mathbb{R}^{\dim \mathring{S}_{h,0}}, \) and \( u_2 \in \mathbb{R}^{\dim \mathring{S}_h}:

\[
\begin{pmatrix}
L & M \\
L^T & -M
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2
\end{pmatrix}
= \begin{pmatrix} f \\
0
\end{pmatrix}.
\]

(6.1)

Here we use the piecewise linear Lagrange basis functions \((\phi_i)_i\) as a basis for the finite element space \( \mathring{S}_{h,0} \), and the piecewise linear Lagrange basis functions \((\rho_i)_i\) is the basis for the finite element space \( \mathring{S}_h \). The linear system (6.1) corresponds to the discrete problem on the discrete mesh (1.5), and is equivalent to the problem (4.1) (via the map \( \Phi \)), for which Section 5 proves convergence estimates (lifting (1.5) from \( \Gamma_h \) to \( \Gamma \) results in the equivalent (4.1)). The solutions \( u_h^1, u_h^2 \) (which are equivalent to \( u_1, u_2 \)) are recovered via the sums

\[ u_h^1 = \sum_i (u_1)_i \phi_i \quad \text{and} \quad u_h^2 = \sum_i (u_2)_i \rho_i. \]

(6.2)

In (6.1), \( L \) denotes the sparse Laplacian stiffness matrix,

\[ L = \left( \int_{\Gamma_h} \nabla \phi_i \cdot \nabla \rho_j \, dx \right)_{i,j} \in \mathbb{R}^{\dim \mathring{S}_{h,0} \times \dim \mathring{S}_h}, \]

(6.3)

\( M \) denotes the mass matrix,

\[ M = \left( \int_{\Gamma_h} \rho_i \rho_j \, dx \right)_{i,j} \in \mathbb{R}^{\dim \mathring{S}_h \times \dim \mathring{S}_h}, \]

(6.4)

and \( f \) is the right-hand side,

\[ f = \left( \int_{\Gamma_h} \phi_i (f \circ \Psi) \, dx \right)_i \in \mathbb{R}^{\dim \mathring{S}_{h,0}}, \]

(6.5)

where \( \Psi \) is defined in Definition 3.2.

(6.3)-(6.4) are the standard stiffness and mass matrices for the Poisson equation on triangle meshes, as they appear, e.g., in the work of Dziuk (1988).

We performed a variety of numerical experiments with our method in MATLAB R2020a, using the gptoolbox (Jacobson et al., 2021) and triangle (Shewchuk, 2005) libraries. For all our experiments, errors are computed by measuring the difference between the method’s solution and the exact solution, projected onto the finite element space. The exact solutions and the right-hand sides are sampled from the exact functions pointwise at vertices in the parameter space, and these samples are then used as degrees of freedom of the discrete finite element spaces. Implementation details are provided in the supplemental material, along with the MATLAB code used to generate the images.
Figure 2. Solving the biharmonic equation on a hemisphere (log-log plot).

6.1 Spherical cap

Figure 2 shows our method used to solve the biharmonic equation on a hemisphere. We observe convergence to the exact solution, \( (\pi/2 - \theta)^2 \theta^5 \), where \( \theta \) is the colatitude of the spherical coordinate system, as predicted by the theory. We observe no convergence in the \( H^1 \) norm of \( u_2 \), where the theory makes no guarantees. Convergence to the exact solution is observed with rates at least as good as predicted by our theory. It can be seen in the solution plot for \( u_2 \) that the function is oscillating strongly near the boundary – which is due to the fact that \( u_2^h \) converges only in the \( L^2 \) norm, but not in the \( H^1 \) norm. This corresponds to the theoretical intuition from Remark 4.1 that the Ciarlet theory offers no way to directly estimate the norm of the derivative of \( u_2^h \): we can only control the \( L^2 \) norm.

As discussed in Remark 3.2, it might be possible to relax \( (C2) \) to allow for triangles with straight edges and vertices inscribed into the boundary instead of requiring that the closest point projection is a global bijection. Figure 3 shows an example of this conjecture in action for a spherical cap (not a hemisphere). In this example, the colatitude runs from 0 to \( \pi/4 \), and \( (C2) \) is not exactly fulfilled (as edges of boundary triangles are straight). Regardless, we observe convergence to the exact solution, \( (\pi/4 - \theta)^2 \theta^5 \), where \( \theta \) is the colatitude of the spherical coordinate system. We still empirically observe convergence, even if \( (C2) \) is relaxed in the above manner.

6.2 Schwarz’s Lantern

In Figure 4 the importance of the triangle regularity conditions are demonstrated. We solve the biharmonic equation with exact solution \( (\cos \varphi)(\sin \pi z)z(1 - z) \), where \( \varphi \) is the angular coordinate and \( z \) is

---

5In Figures 2-4, the curved boundaries of the smooth surface become straight when projected onto the triangles, thus boundary triangles with straight edges fulfill \( (C2) \). This is no longer true of the boundary of the spherical cap in Figure 3.
Fig. 3. Solving the biharmonic equation on a spherical cap with colatitude from 0 to $\pi/4$ (log-log plot).

Fig. 4. Solving the biharmonic equation on a Schwarz lantern perturbed on the order of $(\text{mean edge length})^2$ (log-log plot).
the $z$-coordinate of the cylindrical coordinate system on a Schwarz lantern perturbed on the order of $(\text{mean edge length})^2$. The standard Schwarz lantern fulfills conditions (C1-C4) if it fulfills the triangle regularity condition. Triangle regularity, in turn, is satisfied if $m \sim n$, where $m$ is the number of vertices along the equator, and $n$ is the number of vertices along the axis of rotational symmetry. In this case convergence is observed (in fact, we even observe a rate of $h^2$, which is better than predicted). If, on refinement, $m$ increases much more quickly than $n$, such as when $m \sim n^2$, the mixed finite element method ceases to converge. This is a standard result, and not at all surprising, since, in this case, not even the surface area of the discrete mesh converges to the surface area of the respective smooth cylinder under refinement (see, for example, the book of Morvan (2008, Section 3.1.3)).

Acknowledgments

We thank Prof. Qiang Du for insightful discussion on the topic of finite elements for curved surfaces. We thank Abhishek Madan, Derek Liu, Henrique Maia and Anne Fleming for proofreading.

This work is supported by the NSF under awards CCF-17-17268 and IIS-17-17178. This work is supported by the Swiss National Science Foundation’s Early Postdoc.Mobility fellowship. This work is partially supported by the Canada Research Chairs Program and the Fields Centre for Quantitative Analysis and Modeling. This work is partially supported by the DFG project 282535003: Geometric curvature functionals: energy landscape and discrete methods.
REFERENCES

Behrens, E. & Guzmán, J. (2011) A mixed method for the biharmonic problem based on a system of first-order equations. *SIAM J. Numerical Analysis*, **49**, 789–817.

Bergou, M., Wardetzky, M., Harmon, D., Zorin, D. & Grinspun, E. (2006) A quadratic bending model for inextensible surfaces. *Proceedings of the Fourth Eurographics Symposium on Geometry Processing*. SGP ’06. Aire-la-Ville, Switzerland: Eurographics Association, pp. 227–230.

Bernardi, C. (1989) Optimal finite-element interpolation on curved domains. *SIAM J. Numer. Anal.*, **26**, 1212–1240.

Boffi, D., Brezzi, F. & Fortin, M. (2013) *Mixed Finite Elements and Applications*. Springer-Verlag Berlin Heidelberg.

Bonito, A., Demlow, A. & Nochetto, R. H. (2020) Chapter 1 - finite element methods for the laplace-beltrami operator. *Geometric Partial Differential Equations - Part I* (A. Bonito & R. H. Nochetto eds). Handbook of Numerical Analysis, vol. 21. Elsevier, pp. 1–103.

Braess, D. (2007) *Finite Elements*. Cambridge University Press.

Brenner, S. C. & Scott, L. R. (2008) *The Mathematical Theory of Finite Element Methods*, third edn. Springer-Science+BusinessMedia.

Burman, E., Hansbo, P., Larson, M. G., Larsson, K. & Massing, A. (2018) Finite element approximation of the laplace-beltrami operator on a surface with boundary. *Numer. Math.*, **141**, 141–172.

Ciarlet, P. G. (2002) *The Finite Element Method for Elliptic Problems*. The Society for Industrial and Applied Mathematics.

Ciarlet, P. G. & Raviart, P. A. (1972) Interpolation theory over curved elements, with applications to finite element methods. *Comput. Meth. Appl. Mech. Engrg.*, **1**, 217–249.

Ciarlet, P. G. & Raviart, P. A. (1973) A mixed finite element method for the biharmonic equation. *Proceedings of a Symposium Conducted by the Mathematics Research Center, the University of Wisconsin–Madison*, **125–145**.

Cockburn, B. & Demlow, A. (2016) Hybridizable discontinuous galerkin and mixed finite element methods for elliptic problems on surfaces. *Math. Comp.*, **85**, 2609–2638.

Demlow, A. (2009) Higher-order finite element methods and pointwise error estimates for elliptic problems on surfaces. *SIAM J. Numer. Anal.*, **47**, 805–827.

Demlow, A. & Dziuk, G. (2007) An adaptive finite element method for the laplace-beltrami operator on implicitly defined surfaces. *SIAM J. Numer. Anal.*, **45**, 421–442.

Desbrun, M., Meyer, M., Schröder, P. & Barr, A. H. (1999) Implicit fairing of irregular meshes using diffusion and curvature flow. *Proceedings of the 26th Annual Conference on Computer Graphics and Interactive Techniques*. SIGGRAPH ’99. New York, NY, USA: ACM Press/Addison-Wesley Publishing Co., pp. 317–324.

Du, Q., Ju, L. & Tian, L. (2011) Finite element approximation of the cahn–hilliard equation on surfaces. *Computer Methods in Applied Mechanics and Engineering*, **200**, 2458–2470.

Dziuk, G. (1988) *Finite Elements for the Beltrami operator on arbitrary surfaces*. Berlin, Heidelberg: Springer Berlin Heidelberg, pp. 142–155.

Dziuk, G. & Elliott, C. (2007) Surface finite elements for parabolic equations. *Journal of Computational Mathematics*, **25**, 385–407.

Dziuk, G. & Elliott, C. M. (2013a) Finite element methods for surface pdes. *Acta Numerica*, **22**, 289–396.

Dziuk, G. & Elliott, C. M. (2013b) L2-estimates for the evolving surface finite element method. *Math. Comp.*, **82**, 1–24.

Elliott, C. M., Fritz, H. & Hobbs, G. (2019) Second order splitting for a class of fourth order equations. *Math. Comp.*, **88**, 2605–2634.
ELLIOTT, C. M. & HERBERT, P. J. (2020) Second order splitting of a class of fourth order pdes with point constraints. *Math. Comp.*, 89, 2613–2648.

ELLIOTT, C. M. & RANNER, T. (2012) Finite element analysis for a coupled bulk–surface partial differential equation. *IMA Journal of Numerical Analysis*, 33, 377–402.

GARG, A., GRINSPUN, E., WARDETZKY, M. & ZORIN, D. (2007) Cubic shells. *Proceedings of the 2007 ACM SIGGRAPH/Eurographics Symposium on Computer Animation*. SCA ’07. Aire-la-Ville, Switzerland: Eurographics Association, pp. 91–98.

GAZZOLA, F., GRUNAU, H.-C. & SWEERS, G. (2010) *Polyharmonic Boundary Value Problems*. Springer-Verlag Berlin Heidelberg.

GRISVARD, P. (2011) *Elliptic Problems in Nonsmooth Domains*. The Society for Industrial and Applied Mathematics.

HEINONEN, J. (2005) *Lectures on Lipschitz Analysis*. University of Jyväskylä.

HILDEBRANDT, K., POLTHIER, K. & WARDETZKY, M. (2006) On the convergence of metric and geometric properties of polyhedral surfaces. *Geometriae Dedicata*, 123, 89–112.

JACOBSON, A., TOSUN, E., SORKINE, O. & ZORIN, D. (2010) Mixed finite elements for variational surface modeling. *Computer Graphics Forum*, 29, 1565–1574.

JACOBSON, A., BARAN, I., POPOVIĆ, J. & SORKINE, O. (2011) Bounded biharmonic weights for real-time deformation. *ACM Trans. Graph.*, 30, 78:1–78:8.

JACOBSON, A., WEINKAUF, T. & SORKINE, O. (2012) Smooth shape-aware functions with controlled extrema. *Computer Graphics Forum*, 31, 1577–1586.

JACOBSON, A. et al. (2021). gptoolbox: Geometry Processing Toolbox. [http://github.com/alecjacobson/gptoolbox](http://github.com/alecjacobson/gptoolbox).

LARSSON, K. & LARSON, M. G. (2017) A continuous/discontinuous galerkin method and a priori error estimates for the biharmonic problem on surfaces. *Math. Comp.*, 86, 2613–2649.

LI, Z. & ZHANG, S. (2017) A stable mixed element method for the biharmonic equation with first-order function spaces. *Computational Methods in Applied Mathematics*, 17, 601–616.

MONK, P. (1987) A mixed finite element method for the biharmonic equation. *SIAM J. Numer. Anal.*, 24, 737–749.

MORVAN, J.-M. (2008) *Generalized Curvatures*. Springer-Verlag Berlin Heidelberg.

NITSCHE, J. A. (1978) L-infinity convergence of the ritz-method with linear finite elements for second order elliptic boundary value problems. *Kompleksnyi analiz i ego prolizheniia: sbornik statei*, 430–437.

OLSHANSKIĬ, M. A., REUSKEN, A. & GRANDE, J. (2009) A finite element method for elliptic equations on surfaces. *SIAM J. Numer. Anal.*, 47, 3339–3358.

OUKIT, A. & PIERRE, R. (1996) Mixed finite element for the linear plate problem: the hermann-miyoshi model revisited. *Numer. Math.*, 74, 453–477.

RANNACHER, R. & SCOTT, R. (1982) Some optimal error estimates for piecewise linear finite element approximations. *Math. Comp.*, 38, 437–445.

REUSKEN, A. (2018) Stream function formulation of surface Stokes equations. *IMA Journal of Numerical Analysis*, 40, 109–139.

SCHATZ, A. H. (1998) Pointwise error estimates and asymptotic error expansion inequalities for the finite element method on irregular grids: Part i. global estimates. *Math. Comp.*, 67, 877–899.

SCHOLZ, R. (1978) A mixed method for 4th order problems using linear finite elements. *RAIRO. Analyse numérique*, 12, 85–90.

SCOTT, R. (1973) Finite element techniques for curved boundaries. *Ph.D. thesis*, Massachusetts Institute of Technology.

SHEWCHUK, J. R. (2005). Triangle: A Two-Dimensional Quality Mesh Generator and Delaunay Triangulator. [https://www.cs.cmu.edu/~quake/triangle.html](https://www.cs.cmu.edu/~quake/triangle.html).
Sorkine, O., Cohen-Or, D., Lipman, Y., Alexa, M., Rössl, C. & Seidel, H.-P. (2004) Laplacian surface editing. *Proceedings of the 2004 Eurographics/ACM SIGGRAPH Symposium on Geometry Processing*. New York, NY, USA: ACM, pp. 175–184.

Stein, O. (2020) Smoothness energies in geometry processing. *Ph.D. thesis*, Columbia University.

Stylianou, A. (2010) Comparison and sign preserving properties of bilaplace boundary value problems in domains with corners. *Ph.D. thesis*, University of Cologne.

Tosun, E. (2008) Geometric modeling with high order derivatives. *Ph.D. thesis*, New York University.

Troyanov, M. (1986) Les surfaces euclidiennes à singularités coniques. *Enseign. Math.*, 32, 79–94.

Wardetzky, M. (2006) Discrete differential operators on polyhedral surfaces - convergence and approximation. *Ph.D. thesis*, FU Berlin.

Zlámal, M. (1973) Curved elements in the finite element method. *SIAM J. Numer. Anal.*, 10, 229–240.