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Abstract
Decision trees are popular machine learning models that are simple to build and easy to interpret. Even though algorithms to learn decision trees date back to almost 50 years, key properties affecting their generalization error are still weakly bounded. Hence, we revisit binary decision trees on real-valued features from the perspective of partitions of the data. We introduce the notion of partitioning function, and we relate it to the growth function and to the VC dimension. Using this new concept, we are able to find the exact VC dimension of decision stumps, which is given by the largest integer $d$ such that $2\ell \geq \left(\frac{d}{2}\right)$, where $\ell$ is the number of real-valued features. We provide a recursive expression to bound the partitioning functions, resulting in a upper bound on the growth function of any decision tree structure. This allows us to show that the VC dimension of a binary tree structure with $N$ internal nodes is of order $N \log(N\ell)$. Finally, we elaborate a pruning algorithm based on these results that performs better than the CART algorithm on a number of datasets, with the advantage that no cross-validation is required.

1 Introduction

Decision trees are popular decision models that are versatile, intuitive, and thus useful in critical fields where the interpretability of a model is important. They are particularly useful when data is limited and not organized as in a sequence or a picture. This makes them a good alternative to deep neural networks in several cases.

Due to their expressive power, decision trees are prone to overfitting. To handle this problem, algorithms usually make use of practical techniques such as cross-validation in the learning or the pruning step. Unfortunately, cross-validation increases the running time of the learning algorithm and impairs the generalization of the tree when the number of training examples is small.
As an alternative, one can use learning algorithms based on generalization bounds. Indeed, this approach has proven its value in the work of [Drouin et al. 2019], where decision trees were learned on a genomic dataset with success by optimizing a sample-compression-based bound. Such bounds guarantee that the true risk is bounded asymptotically with high probability (ignoring logarithmic terms) in $O\left(\frac{k + d}{m}\right)$, where $k$ is the number of errors made by the tree, $d$ is the size of a compressed sample and $m$ is the size of the initial dataset [Marchand and Sokolova 2005].

Relative deviation bounds based on the VC dimension [Vapnik 1998, Shawe-Taylor et al. 1998] are even tighter: in $O\left(\frac{d}{m}\right)$, where $d$ is the VC dimension of the tree. However, to be able to make use of such algorithms to learn or prune decision trees, we must have a reasonable estimate of the VC dimension of a decision tree class, given its structure. To the best of our knowledge, there currently exists no upper bound on the VC dimension nor the growth function of binary decision trees with real-valued features that share a common structure. The goal of this paper is to provide such bounds.

To do so, we introduce the idea of a realizable partition and define the notion of partitioning function, a concept closely related to the growth function and the VC dimension. We proceed to bound tightly the partitioning function of the class of decision stumps that can be constructed from a set of real-valued features, which leads us, through the use of graph theory, to find an exact expression of its VC dimension. To the best of our knowledge, this was previously unknown. We then extend our bound of the partitioning function to general binary decision tree structures, from which we derive the asymptotic behavior of the VC dimension of a tree with $N$ internal nodes. Finally, we show how these results can have practical implications by developing a pruning algorithm based on our bounds that outperforms CART [Breiman et al. 1984] on a number of datasets.

## 2 Related Work

For the case of binary features, [Simon 1991] has shown that the VC dimension of binary decision trees of rank at most $r$ with $\ell$ features is given by $\sum_{i=0}^{\ell} \binom{r}{i}$. However, the set of decision trees with rank at most $r$ includes multiple tree structures that clearly possess different individual generalization properties. Later, [Mansour 1997] claimed that the VC dimension of a binary decision tree with $N$ nodes and $\ell$ binary features is between $\Omega(N)$ and $O(N \log \ell)$, but did not provide the proof. Then, [Maimon and Rokach 2002] provided a bound on the VC dimension of oblivious decision trees, which are trees such that all the nodes of a given layer make a split on the same feature.

In 2009, [Aslan et al.] proposed an exhaustive search algorithm to compute the VC dimension of decision trees with binary features. Results were obtained for all trees of height at most 4. Then, they used a regression approach to estimate the VC dimension of a tree as a function of the number of features, the number of nodes, and the VC dimension of the left and right subtrees.

More recently, [Yıldız 2015] found the exact VC dimension of the class of decision stumps (i.e., trees with a single node) that can be constructed from a set of $\ell$ binary features, which is given by $\lceil \log_2(\ell + 1) \rceil + 1$, and proved that this is a lower bound for the VC dimension of decision stumps with $\ell$ real-valued features. They then used these expressions as base cases to develop a recursive lower bound on the VC dimension of decision trees with more than one node. However, they did not provide an upper bound for the VC dimension of decision trees.

On a related topic, [Gey 2018] found the exact VC dimension of axis-parallel cuts on $\ell$ real-valued features, which are a kind of one-sided decision stumps. They showed that the VC dimension of this class of functions is given by the largest integer $d$ such that $\ell \geq \left(\frac{d}{2}\right)$. As a corollary of their result, one has that the largest integer $d$ that satisfies $2\ell \geq \left(\frac{d}{2}\right)$ is an upper bound for the VC dimension of a decision stump, an observation they however do not make. Using a completely different approach, we here show that this upper bound is in fact exact. We discuss the difference between our results and theirs in Section 5.1.

Our work distinguishes itself from previous work by providing an upper bound for the VC dimension of any binary decision tree class on real-valued features. Our framework also extends to the multiclass setting, and we show that bound-based pruning algorithms are a viable alternative to CART.
\section{Definitions and notation}

Throughout this paper, each example \( x \in \mathcal{X} \coloneqq \mathbb{R}^\ell \) is a vector of \( \ell \) real-valued features. We consider the multiclass setting with labels \( y \in [n] \), where \([n] \coloneqq \{1, \ldots, n\}\) for some integer \( n \). Moreover, \( S \) always stands for a sample of \( m \) examples, and we let \( x^j \) be the \( j \)-th feature of the \( j \)-th example of \( S \).

Recall that any tree contains two types of nodes: \textit{internal nodes}, which have one or many children, and \textit{leaves} which do not have any children. For simplicity, internal nodes will be referred to as \textit{nodes} (in contrast to leaves). In a decision tree, each leaf is associated with a class label and each node is associated with a decision rule, which redirects incoming examples to its children. Here, we are concerned with binary decision trees where each node has exactly two children and each decision rule concerns exactly one feature. A decision stump is a decision tree with only one node and two leaves. The output \( t(x) \) of a tree \( t \) on an example \( x \) is defined recursively as follows.

\begin{definition}[Output of a binary decision tree] \label{def:output}
If the tree \( t \) is a leaf, the output \( t(x) \), on example \( x \), is given by the class label associated with the leaf. Otherwise, if the tree \( t \) is rooted at a node having a left subtree \( t_l \) and a right subtree \( t_r \) with a decision rule defined by feature \( i \in [\ell] \), threshold \( \theta \in \mathbb{R} \) and sign \( s \in \{\pm 1\} \), then the output \( t(x) \) is given by
\[
    t(x) \coloneqq \begin{cases} 
        t_l(x) & \text{if } \text{sign}(x^i - \theta) = s \\
        t_r(x) & \text{otherwise}, 
    \end{cases}
\]
where \( \text{sign}(u) = +1 \) if \( u > 0 \) and \( \text{sign}(u) = -1 \) otherwise.
\end{definition}

From now on, we use \( T \) to represent the class of binary decision trees with some fixed structure. In that case, the number of nodes and leaves and the underlying graph are fixed, but the parameters of the decision rules at the nodes and the class labels at the leaves are free parameters.

\begin{definition}[Partition] \label{def:partition}
Given some finite set \( A \), an \( a \)-partition \( \tilde{\alpha}(A) \) of \( A \) is a set of \( a \in \mathbb{N} \) disjoint and non-empty subsets \( \alpha_j \subseteq A \), called \textit{parts}, whose union is \( A \).
\end{definition}

\begin{definition}[Growth function] \label{def:Growth}
We define the growth function \( \tau_H \) of a hypothesis class \( H \subseteq [n]^X \) as the largest number of distinct functions that \( H \) can realize on a sample \( S \) of \( m \) examples, i.e.
\[
    \tau_H(m) \coloneqq \max_{S:|S|=m} |\{h|_S : h \in H\}|,
\]  
where \( h|_S = (h(x_1), h(x_2), \ldots, h(x_m)) \), for \( x_j \in S \), is the restriction of \( h \) to \( S \).
\end{definition}

The growth function can sometimes be hard to evaluate exactly. Fortunately, in the binary classification setting, one can use the VC dimension to bound the growth function as it is often easier to estimate the former than the latter.

\begin{definition}[VC dimension] \label{def:VC_dim}
Let \( H \) be a class of binary classifiers. A sample \( S = \{x_1, \ldots, x_m\} \) is shattered by \( H \) iff all possible Boolean functions on \( S \) can be realized by functions \( h \in H \). The VC dimension of \( H \), \( \text{VCdim} \ H \), is defined as the maximal cardinality of a set \( S \) shattered by \( H \). In particular, the VC dimension of \( H \) is the largest integer \( d \) such that \( \tau_H(d) = 2^d \).
\end{definition}

\section{Partitions as a framework}

Binary decision trees are traditionally defined as in Section\ref{sec:definitions}. However, it is useful to represent decision trees as some kind of “partitioning machines”. Indeed, consider a set \( S \) of examples that is sieved through some tree, so that all examples are distributed among the leaves. Then, setting aside the labels, the set of non-empty leaves exactly satisfies the definition of a partition of \( S \). However, when the leaves are labelled, if some leaves have the same label, we take the union of the identically labelled leaves to form a single part. Since we are interested in the set of distinct \( a \)-partitions that a tree class can realize, we need the following definition.

\footnote{While decision trees are often used on a mixture of real-valued and categorical features, we limit the scope of this paper to real-valued features only, mainly because categorical features require a different analysis than the one presented. We discuss the obstacles that limit the direct generalization of our framework to this type of features in more detail in the conclusion.}
Definition 5 (Realizable partition). Let $T$ be a binary decision tree class (of a fixed structure). An $a$-partition $\bar{\alpha}(S)$ of a sample $S$ is realizable by $T$ iff there exists some tree $t \in T$ such that

- For all parts $\alpha_j \in \bar{\alpha}(S)$, and for all examples $x_1, x_2 \in \alpha_j$, we have that $t(x_1) = t(x_2)$;
- For all distinct $\alpha_j, \alpha_k \in \bar{\alpha}(S)$, and for all $x_1 \in \alpha_j, x_2 \in \alpha_k$, we have that $t(x_1) \neq t(x_2)$.

Hence, the set $\mathcal{P}_T^a(S)$ of all distinct $a$-partitions a tree class $T$ can realize on $S$ is obtained by considering all possible rules that we can use at each node of $T$ and all possible labelings in $[a]$ that we can assign to the leaves of $T$. We can link the growth function $\tau_T(m)$ of $T$ to $|\mathcal{P}_T^a(S)|$ as follows. Given some realizable $a$-partition $\bar{\alpha}(S)$, we have $n$ choices of label for any one part, then we have $n-1$ choices for the next one, because assigning it the same label would effectively create an $(a-1)$-partition. This process continues until no more parts or labels are left. Therefore, for any $a$-partition with $a \leq n$, one can produce $(n)_a$ distinct functions, where $(n)_a \overset{\text{def}}{=} n(n-1) \cdots (n-a+1)$ is the falling factorial. Consequently, the growth function $\tau_T(m)$ can be written as

$$\tau_T(m) = \max_{S:|S|=m} \sum_{a=1}^{\min\{m,n,L_T\}} (n)_a |\mathcal{P}_T^a(S)|,$$  

where $L_T$ denotes the number of leaves of the tree class $T$ and where the sum goes up to $\min \{m,n,L_T\}$ so that every term in the sum stays well defined. This hints us to an important property of a tree class, that we call the partitioning functions.

Definition 6 (Partitioning functions). The $a$-partitioning function $\pi_T^a$ of a tree class $T$ is defined as the largest number of distinct $a$-partitions that $T$ can realize on a sample $S$ of $m$ examples, i.e.

$$\pi_T^a(m) \overset{\text{def}}{=} \max_{S:|S|=m} |\mathcal{P}_T^a(S)|.$$  

Moreover, we refer to the set of all possible $a$-partitioning functions of $T$ for all integers $a \in [L_T]$, with $L_T$ being the number of leaves of $T$, as the partitioning functions of the tree class $T$.

Since the maximum of a sum is less than or equal to the sum of the maxima of its summands, we have that

$$\tau_T(m) \leq \sum_{a=1}^{L_T} (n)_a \pi_T^a(m).$$  

Moreover, we have equality whenever $n = 2$ or $L_T = 2$ since the first term of the sum of Equation 3 is always $|\mathcal{P}_T^1(S)| = 1$ for any $S$ with $m > 0$.

Having linked the partitioning functions to the growth function, we can relate them to the VC dimension in the following way. On one hand we have that the total number of $a$-partitions that exist on a set of $m$ elements is given by the Stirling number of the second kind, denoted $\left\{ \begin{array}{c} m \\ a \end{array} \right\}$ [Graham et al., 1989]. In particular, for $m \geq 1$, we have that $\left\{ \begin{array}{c} m \\ 1 \end{array} \right\} = 1$ and $\left\{ \begin{array}{c} m \\ 2 \end{array} \right\} = 2^{m-1} - 1$. In the binary classification setting, each of these partitions yield exactly 2 distinct functions by labeling the parts with the two available classes. Thus, $T$ can realize $2^m$ binary functions iff $T$ realizes every 1- and 2-partition on $S$. On the other hand, Definition 4 implies that a tree $T$ shatters a sample $S$ iff it can realize all $2^m$ functions on $S$. Therefore, since any tree class $T$ can realize the single 1-partition, we have that $T$ shatters a sample $S$ iff it realizes every 2-partition on $S$. Hence, the VC dimension of any tree class $T$ having at least one internal node is given by

$$\text{VCdim } T = \max \left\{ d : \pi_T^2(d) = 2^{d-1} - 1 \right\}.$$  

5 Analysis of decision trees

In this section, we analyze the partitioning behavior of decision trees. First, we present an upper bound on the 2-partitioning function of decision stumps, which allows us to recover their exact VC dimension. Second, we extend our result to general tree classes, which leads us to find the asymptotic behavior of the VC dimension of a binary decision tree in terms of its number of internal nodes.
5.1 The class of decision stumps

As the class $T$ of decision stumps has only one root node and two leaves, the only non-trivial $a$-partitioning function of $T$ is $\tau_T^a(m)$, the maximum number of $2$-partitions achievable on $m$ examples. The following theorem gives a tight upper bound of this quantity.

**Theorem 7** (Upper bound on the 2-partitioning function of decision stumps). Let $T$ be the hypothesis class of decision stumps on examples of $\ell$ real-valued features. Then

\[
\pi_T^2(m) \leq \frac{1}{2} \sum_{k=1}^{m-1} \min \left\{ 2\ell, \binom{m}{k} \right\},
\]

and this is an equality for $2\ell \leq m$, for $2\ell \geq \left\lceil \frac{m}{2} \right\rceil$, and for $1 \leq m \leq 7$.

*Proof.* The proof is presented in Appendix A and relies on a permutation representation of the decision rules as well as on graph-theoretical arguments to prove the equality for $2\ell \geq \left\lceil \frac{m}{2} \right\rceil$. \hfill \Box

We conjecture that the bound is an equality for all $m$, but it is not clear how to show this.

Let us compare the theorem with the trivial bound that is often used for decision stumps. The trivial bound consists in exploiting the fact that for each available feature, a stump can realize at most $m - 1$ different 2-partitions, which gives $\pi_T^2(m) \leq \ell(m - 1) = \left(1/2\right) \sum_{k=1}^{m-1} 2\ell$. This yields $\tau_T^a(m) \leq 2 + 2\ell(m - 1)$ for the growth function. Comparing the trivial bound with Theorem 7, we see that the trivial bound becomes an equality for $2\ell \leq m$ and becomes strictly larger than the bound of Theorem 7 for $2\ell > m$. Also, the trivial bound exceeds the bound of Theorem 7 by $\ell(m - 1) + 1 - 2^{m-1}$ for $2\ell \geq \left\lceil \frac{m}{2} \right\rceil$ — a gap which is at least

\[
\frac{1}{2} \sum_{k=1}^{m-1} \left( \left\lceil \frac{m}{2} \right\rceil \right) - \binom{m}{k}.
\]

Each term of the sum being positive, the trivial bound can be much larger than the proposed bound.

Now that we have a tight upper bound on the 2-partitioning function of decision stumps, it is straightforward to find the exact VC dimension of decision stumps.

**Corollary 8** (VC dimension of decision stumps). Let $T$ be the hypothesis class of decision stumps on examples of $\ell$ real-valued features. Then, the VC dimension of $T$ is implicitly given by solving for the largest integer $d$ that satisfies $2\ell \geq \left\lceil \frac{d}{\ell} \right\rceil$.

*Proof.* According to Equation (5), the VC dimension is given by the largest integer $m$ such that $\pi_T^2(m) = 2^{m-1} - 1$. Theorem 7 gives an upper bound on the 2-partitioning function of decision stumps. Notice that for $2\ell \geq \left( \left\lceil \frac{m}{2} \right\rceil \right)$, this theorem simplifies to $\pi_T^2(m) = 2^{m-1} - 1$, while for $2\ell < \left( \left\lceil \frac{m}{2} \right\rceil \right)$, it implies $\pi_T^2(m) < 2^{m-1} - 1$. Since $\left( \left\lceil \frac{m}{2} \right\rceil \right)$ is a strictly increasing function of $m$, the largest integer $m$ such that $\pi_T^2(m) = 2^{m-1} - 1$ is the largest $m$ that satisfies $2\ell \geq \left( \left\lceil \frac{m}{2} \right\rceil \right)$. \hfill \Box

**Remark** Let us mention the similarities with the result of Gey [2018], where they find the VC dimension of axis-parallel cuts. They define axis-parallel cuts as some kind of asymmetric stump, where the left leaf is always labeled 0 and the right leaf is always labeled 1. The main difference is that the VC dimension of axis-parallel cuts is given by the largest integer $d$ that satisfies $\ell \geq \left( \left\lceil \frac{d}{2} \right\rceil \right)$ (the factor 2 is absent). Their approach is a set theoretic one, and we expect it would be hard to extend it to decision stumps, particularly for the case where $m$ is odd. Moreover, the graph theoretic approach used here (see Appendix A.3) allows us to recover a tight upper bound for the growth function (and therefore applies to the multiclass setting), while theirs does not.
5.2 Extension to general decision tree classes

We now provide an extension of Theorem 7 that applies to any binary decision tree class, before deriving the asymptotic behavior of the VC dimension of these classes.

**Theorem 9** (Upper bound on the c-partitioning function of decision trees). Let $T$ be a binary decision tree class that can construct decision rules from $\ell$ real-valued features, and let $T_l$ and $T_r$ be the hypothesis classes of its left and right subtrees. Let $L_T$ denote the number of leaves of $T$. Then, for $m \leq L_T$, we have $\pi^c_T(m) = \{m\}$, whereas for $m > L_T$, the c-partitioning function must satisfy

$$\pi^c_T(m) \leq \left(\frac{1}{2}\right) \delta_{lr} \sum_{k=L_T}^{m-L_T} \min \{2\ell, \binom{m}{k}\} \sum_{1 \leq a, b \leq c} a^b (c-a)^c (a+b-c)! \pi^a_{T_l}(k) \pi^b_{T_r}(m-k),$$

(7)

where $\delta_{lr} = 1$ if $T_l = T_r$, and 0 otherwise.

The proof is provided in Appendix B. It relies on a recursive decomposition of $\mathcal{G}^c_T(S)$ exposed at the beginning of the Appendix. Note that the inequality (7) of Theorem 9 reduces to the inequality (6) of Theorem 7 when $T$ is the class of decision stumps.

Theorem 9 can be used recursively to compute an upper bound on the VC dimension of decision trees. Indeed, starting with $m = L_T + 1$, one can evaluate the bound on $\pi^c_T(m)$ incrementally until it is less than $2^{m-1} - 1$, according to Equation (5). The algorithm is presented in Appendix C.

From this Theorem, one can find the asymptotic behavior of the VC dimension of a binary decision tree class on examples with real-valued features. It is stated in the following corollary.

**Corollary 10** (Asymptotic behavior of the VC dimension). Let $T$ be a class of binary decision trees with a structure containing $N$ internal nodes on examples of $\ell$ real-valued features. Then, $\text{VCdim } T \in O(N \log(N\ell))$.

The proof is given in Appendix C and relies on inductive arguments.

6 Experiments

To demonstrate the utility of our framework, we apply our results to the task of pruning a greedily learned decision tree with a structural risk minimization approach. We first describe the algorithm, then we carefully explain the methodology and the choices made, and finally we discuss the results.

6.1 The pruning algorithm

We base our pruning algorithm on Theorem 2.3 of Shawe-Taylor et al. [1998], which states that for any distribution $D$ over a set of $m$ examples, for any countable set of hypothesis classes $H_d$ (with growth function $\tau_{H_d}$) indexed by an integer $d$, and any distributions $p_d$ on $\mathbb{N}$ and $q_k$ on $[m]$, with probability at least $1 - \delta$, the true risk $R_D(h)$ of any predictor $h \in H_d$ is at most

$$\epsilon(m, k, d, \delta) \overset{\text{def}}{=} \frac{1}{m} \left(2k + 4 \ln \left(\frac{4\tau_{H_d}(2m)}{\delta q_k p_d}\right)\right).$$

(8)

Although that theorem was originally stated for binary classification and for a sequence of nested hypothesis classes $H_d$ indexed by their VC dimension, it is also valid in the multiclass setting with zero-one loss if we use the growth function directly instead of the upper bound provided by Sauer’s lemma. Furthermore, it is not necessary to have nested hypothesis classes, since the main argument of the proof uses the union bound which applies for any countable set of classes.

The goal of our pruning algorithm is to try to minimize the true risk $R_D(t)$ of a given tree $t$ by minimizing the upper bound $\epsilon$. It goes as follows. Given a greedily grown decision tree $t$, fixed distributions $q_k$ and $p_d$, and a fixed confidence parameter $\delta$, we compute the bound $\epsilon$ associated to this tree. Then, for each internal node of the tree, we prune the tree by replacing the subtree rooted at this node with a leaf and we compute the bound associated with the resulting tree. Among all such pruned trees, let $t'$ be the one that has the minimum bound value. If the bound of $t'$ is less than or equal to the bound of $t$, we discard $t$ and we keep $t'$ instead. We repeat this process until pruning
the tree doesn’t decrease the bound. The formal version of the algorithm is presented in Algorithm 3 of Appendix E.1.

A key distinction between our proposed algorithm and CART’s cost-complexity pruning algorithm is that, for each pruning step, the cost-complexity algorithm makes the choice to prune a subtree based on local information, i.e., it depends only on the performance of that subtree. In contrast, our algorithm takes into account global information about the whole tree via its growth function.

We would like to emphasize that the bound (8) could not be used to prune trees prior to our work, since no upper bound on the growth function of decision trees was known. Our paper provides such a bound via Equations (4) and (7).

6.2 Methodology

We benchmark our pruning algorithm on 19 datasets taken from the UCI Machine Learning Repository [Dua and Graff, 2017]. We chose datasets suited to a classification task with exclusively real-valued features and no missing entries. Furthermore, we limited ourselves to datasets with 10 or less classes, as Equation (3) becomes computationally expensive for a large number of classes.

These datasets do not come with a defined train/test split. As such, we chose to randomly split each dataset so that the models are trained on 75% of the examples and tested on the remaining 25%. To limit the effect of the randomness of the splits, we run each experiment 25 times and we report the mean test accuracy and the standard deviation.

We compare our pruning algorithm to CART’s cost-complexity algorithm as proposed by Breiman et al. [1984], as it is one of the most commonly used algorithms in practice (indeed, it is the implementation of the popular scikit-learn Python package). Another main reason is that it is natural to compare against the cost-complexity pruning algorithm, since it approximates the complexity of a tree via the number of leaves of the tree (which is an ad hoc educated guess), while our bounds on the growth function provide a theoretically valid quantifier of the tree’s complexity.

We consider 4 models: the fully grown unpruned tree as generated by CART, the pruned tree after using the cost-complexity pruning algorithm, a modification of CART’s cost-complexity pruning algorithm inspired by our work, and our pruning algorithm.

The first model we consider is the greedyly learned tree, grown using the Gini index until the tree has 100% classification accuracy on the training set or reaches 40 leaves. We impose this limit since the computation times for pruning trees become prohibitive for a large number of leaves. We expect that this constraint does not affect results significantly since all three pruning algorithms considered reduce the number of leaves well below 40.

The second model is the CART tree, which prunes the tree from the first model according to chapter 3 of Breiman et al. [1984]. The idea is to assume that the true risk of a tree can be approximated via its empirical risk by adding a complexity term of the form $\alpha L_T$ to it, where $\alpha$ is a constant and $L_T$ is the number of leaves of the tree $T$. We did a 10-fold cross-validation on the training set to find $\alpha$.

The third model is a modification to CART’s cost-complexity algorithm, where instead of assuming that the excess risk of a tree is controlled solely by the number of leaves (as in the CART algorithm), we suppose that the dependence is of the form $\frac{d}{m} \log \frac{m}{d}$, where $d = L_T \log(L_T \ell)$, $m$ is the number of examples and $\ell$ is the number of features. The form of the dependence is inspired by the form of bound (8), replacing the growth function by the approximation of Sauer’s lemma and using the dependence of Corollary 10 for the VC dimension. The rest of the algorithm is then identical to CART.

Finally, the fourth model is the one proposed in the previous section. As parameters, we fixed $\delta = 0.05$ for all experiments. The choices of distributions $p_d$ and $q_k$ are arbitrary and should reflect our prior knowledge of the problem. We would like $p_d$ to go to 0 slowly as $d$ grows in order not to penalize large trees too severely. As we are working in a multiclass setting, we cannot use the VC dimension to index the hypothesis classes. Instead, as an approximation to the complexity index of a tree, we use the number of leaves, and we give the same probability $p_d$ to every tree with the same number of leaves. We thus choose to let $p_d = \frac{6}{\pi^2 L_T^2 \text{WE}(L_T)}$, where $\text{WE}(L_T)$ denotes the $L_T$-th Wedderburn-Etherington number [Bóna, 2015], which counts the number of structurally different binary trees with $L_T$ leaves.
We observed that, in the bound (8), the penalty accorded to the complexity of the tree is disproportionately larger that the penalty accorded to the number of errors. This is because much of the looseness of the bound comes from the growth function. Indeed, it is already an upper bound for the annealed entropy, and our bound of the growth function adds even more looseness on top of that. The distribution \( q_k \) offers us a chance to compensate this fact by introducing a large penalty for the number of errors \( k \). We chose \( q_k \) of the form \((1 - r)^k \) for some \( r < 1 \), such that \( \sum q_k \) is a geometric series summing to 1. We made a 5-fold cross-validation of \( r \) on a single dataset and we stuck with this value of \( r \) for all others. We tried inverse powers of 2 for \( r \) and we took the geometric mean of 10 draws as the final value. The Wine dataset from the UCI Machine Learning Repository [Dua and Graff, 2017] gave a value of \( r = 2^{-13.7} \approx \frac{1}{13308} \). This choice makes the value of the bound \( \epsilon \) larger; however, it allows to correct the gap between the complexity dependence and the dependence of the bound on the number of errors, which gives better results in practice.

When running the experiments, we observed that Equation (7) was computationally too expensive to be used directly because of the sum over \( k \). Hence, we used the following upper bound instead

\[
\pi^c_T(m) \leq \left( \frac{1}{2} \right)^{m - L_T} (m - L_T) 2\ell \sum_{1 \leq a, b, c}^\infty \binom{a}{c-a} \binom{b}{c-b} \frac{(a+b-c)!}{a+b+c!} \pi^a_{T_1}(m - L_{T_1}) \pi^b_{T_2}(m - L_{T_2}),
\]

which simply replaces the sum over \( k \) by \( m - L_T \) times the greatest term of the sum. This modified expression was much faster to compute and had only a small impact on the bound \( \epsilon \) because of the logarithmic dependence on the growth function. It is straightforward to modify Algorithm 1 of Appendix D to compute this looser bound.

All experiments were done in pure Python. The source code used in the experiments and to produce the tables is freely available at the address https://github.com/jsleb333/paper-decision-trees-as-partitioning-machines.

### 6.3 Results and discussion

Table 1 presents the results of the four models we tested. The column “Original” corresponds to the unpruned tree, the “CART” column is the original tree pruned with the cost-complexity pruning algorithm, “M-CART” is the modified CART algorithm with the complexity dependencies changed to reflect our findings and the “Ours” column is the original tree pruned with Shawe-Taylor’s bound. More statistics about the models and the datasets used are gathered in Appendix E.

Our algorithm performs better than or similarly to the other algorithms on 13 out of 19 datasets, and on 16 out of 19 when excluding the original unpruned tree. Furthermore, our algorithm is able to do well on datasets of different sizes: it has the best performance on the Iris dataset with only 150 examples as well as on the Spambase dataset with 4601 examples. The mean accuracy gain of our algorithm versus the CART algorithm is of 2.02%, which suggests that it could be profitable to use our bound-based algorithm to prune trees instead of CART. Another advantage of our pruning algorithm is that it is on average 19.5 times faster than the pruning process of CART, due to the fact that our algorithm does not rely on cross-validation.

While our algorithm works well in practice, it is unfortunate that the computed bound \( \epsilon \) of the pruned tree is uninformative (i.e. greater than 1) most of the time. On the other hand, the good performances of our algorithm shows that Shawe-Taylor’s bound (8) and our bound (7) capture the behavior of decision trees well, up to a possibly large constant factor.

It is interesting to see that our pruning algorithm and the CART algorithm do not perform the same trade-off; indeed, the final tree produced by CART has three times less leaves on average than the pruned tree generated by our algorithm. This suggests that CART prunes decision trees more aggressively than necessary.

As for our modified version of CART, it generally does better than the original CART algorithm (it has a mean accuracy gain of 1.20%), but it is not as good as the algorithm based on the bound, and as such is of limited interest.
Table 1: Mean test accuracy and standard deviation on 25 random splits of 19 datasets taken from the UCI Machine Learning Repository [Dua and Graff, 2017]. In parenthesis is the total number of examples followed by the number of classes of the dataset. The best performances up to a 0.0025 accuracy gap are highlighted in bold.

| Dataset                        | Original | CART | M-CART | Ours   |
|--------------------------------|----------|------|--------|--------|
| BCWD* (569, 2)                 | 0.928 ± 0.024 | 0.923 ± 0.027 | 0.930 ± 0.017 | **0.942 ± 0.022** |
| Cardiotocography 10 (2126, 10) | **0.566 ± 0.023** | 0.562 ± 0.023 | **0.566 ± 0.024** | 0.567 ± 0.022 |
| CMSC (540, 2)                  | 0.903 ± 0.024 | **0.920 ± 0.021** | **0.922 ± 0.017** | **0.921 ± 0.014** |
| CBS (208, 2)                   | **0.727 ± 0.061** | 0.702 ± 0.054 | 0.695 ± 0.084 | 0.724 ± 0.053 |
| DRD (1151, 2)                  | 0.613 ± 0.027 | 0.576 ± 0.044 | 0.602 ± 0.040 | **0.622 ± 0.023** |
| Fertility (100, 2)             | 0.790 ± 0.060 | **0.878 ± 0.051** | **0.878 ± 0.051** | 0.866 ± 0.056 |
| Habermans Survival (306, 2)   | 0.660 ± 0.062 | **0.746 ± 0.043** | 0.721 ± 0.043 | 0.719 ± 0.043 |
| Image Segmentation (210, 7)    | **0.862 ± 0.048** | 0.814 ± 0.144 | 0.844 ± 0.050 | 0.858 ± 0.050 |
| Ionosphere (351, 2)            | 0.891 ± 0.035 | 0.772 ± 0.108 | 0.867 ± 0.057 | **0.892 ± 0.032** |
| Iris (150, 3)                  | 0.933 ± 0.030 | 0.860 ± 0.139 | 0.838 ± 0.158 | **0.937 ± 0.028** |
| Parkinson (195, 2)             | 0.859 ± 0.062 | 0.848 ± 0.064 | 0.858 ± 0.065 | **0.863 ± 0.065** |
| Planning Relax (182, 2)        | 0.595 ± 0.075 | 0.725 ± 0.049 | **0.729 ± 0.048** | 0.705 ± 0.075 |
| QSAR Biodegradation (1055, 2)  | 0.752 ± 0.031 | 0.741 ± 0.033 | 0.757 ± 0.026 | **0.761 ± 0.028** |
| Seeds (210, 3)                 | 0.918 ± 0.034 | 0.914 ± 0.040 | 0.905 ± 0.081 | **0.925 ± 0.033** |
| Spambase (4601, 2)             | 0.844 ± 0.027 | 0.839 ± 0.028 | 0.842 ± 0.029 | **0.846 ± 0.026** |
| Vertebral Column 3C (310, 3)   | 0.800 ± 0.050 | 0.725 ± 0.139 | 0.804 ± 0.046 | **0.819 ± 0.044** |
| WFR24 (5456, 4)                | **0.995 ± 0.002** | **0.994 ± 0.002** | **0.994 ± 0.002** | **0.994 ± 0.001** |
| Wine (178, 3)                  | **0.908 ± 0.041** | 0.902 ± 0.045 | 0.903 ± 0.043 | 0.904 ± 0.046 |
| Yeast (1484, 10)               | 0.429 ± 0.019 | 0.368 ± 0.059 | 0.384 ± 0.058 | **0.442 ± 0.019** |

*Breast Cancer Wisconsin Diagnostic, *Climate Model Simulation Crashes, *Connectionist Bench Sonar, *Diabetic Retinopathy Debrecen, *Wall Following Robot 24

7 Conclusion

By considering binary decision trees as partitioning machines, and introducing the set of partitioning functions of a tree class, we have found that the VC dimension of a tree class is given by the largest integer \( d \) such that \( \pi_\ell^\pi(d) = 2d - 1 \). Then, we found at tight upper bound on the 2-partitioning function of the class of decision stumps on \( \ell \) real-valued features. This bound allowed us to find the exact VC dimension of decision stumps, which is given by the largest \( d \) such that \( 2\ell \geq \left( \left\lfloor \frac{d}{2} \right\rfloor \right) \). It was then possible to extend these results to yield a recursive upper bound of the \( c \)-partitioning functions of any class of binary decision tree. As a corollary, we found that the VC dimension of a tree class with \( N \) internal nodes is of order \( O(N \log(N)) \). Based on our findings, we proposed a pruning algorithm which performed better or similarly to CART on 16 out of 19 datasets, showing that our bound-based algorithm is a viable alternative to CART.

In the future, we wish to extend our framework to decision trees on categorical features. While our partitioning framework can also be applied to categorical features, there are some obstacles to overcome at first. Most notably, as opposed to the case of real-valued features, there exist multiple ways to produce splitting rules on categorical features. For example, ID3 [Quinlan, 1986] produces a subtree for each category, LightGBM [Ke et al., 2017] bundles features together, and CART [Breiman et al., 1984] examines all possible split combinations. Other techniques involve binary encodings such as one-versus-all or one-versus-one. Every such way to proceed may result in different partitioning patterns requiring different analyses. Furthermore, one must introduce new notation to be able to handle the specific feature distribution relevant to each problem, i.e. there could be a certain number of features that are binary, another number that are ternary, and so on for all category sizes. We think these difficulties can be resolved and we aim to do so in a subsequent paper.
**Broader Impact**

This work could be profitable to machine learning practitioners that use decision trees to produce predictive models. The methods and results presented in this work are not incompatible with methods that try to correct the bias present in some datasets and with machine learning fairness methods that should be applied when the learned model attempts to make predictions on some aspects of human behaviour.
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A Proof of Theorem\textsuperscript{[7]}

Before proceeding with the proof, we introduce a convenient way to think about a node’s decision rule. Recall that a node is associated with a rule described by a feature $i \in [\ell]$, a threshold $\theta \in \mathbb{R}$, and a sign $s \in \{\pm 1\}$. The sample $S = \{x_1, \ldots, x_m\}$ may be represented by a collection $\Sigma$ of $\ell$ permutations of $[m]$ representing the ordering of its data points according to their values for each feature, since that relative ordering encapsulates all pertinent information on the sample, from the perspective of decision trees. To be more precise, for each $i = 1, \ldots, \ell$, let $\sigma^i$ be a permutation of $[m]$ satisfying

$$x_{\sigma^1_i} \leq x_{\sigma^2_i} \leq \cdots \leq x_{\sigma^m_i}.$$  

In general, unless the data points all have different values for a given feature, there may be many such permutations; just pick one arbitrarily.

Any node in a decision tree splits the data points in two according to a rule of the form

$$t(x) = \begin{cases} t_l(x) & \text{if } \text{sign}(x_i - \theta) = s \\ t_r(x) & \text{otherwise.} \end{cases}$$

This corresponds to splitting the permutation

$$\sigma^i = [\sigma^i_1 \ \sigma^i_2 \ \cdots \ \sigma^i_m]$$

in two parts, sending examples $x_{\sigma^i_j}$ to one subtree for $j \leq J$, and sending the rest of the examples to the other subtree, where $J$ is determined by $\theta$ and $s$. In fact, as long as the inequalities

$$x_{\sigma^1_i} < x_{\sigma^2_i} < \cdots < x_{\sigma^m_i}$$

are strict (all data points have different values for each feature), then all the different ways of splitting the (now unique) permutation $\sigma^i$ induce a split on the sample $S$ according to which it was defined. This situation could be called the worst-case scenario, because it allows for more distinct 2-partitions to be realized on the sample.

We split the proof in 4 parts: 1) the bound itself, 2) the equality for $2\ell \leq m$, 3) the equality for $2\ell \geq \binom{m}{\frac{m}{\ell}}$, and 4) the equality for $1 \leq m \leq 7$.

A.1 Proof of part 1 of Theorem\textsuperscript{[7]}

We want to show that

$$\pi_2^2(m) \leq \frac{1}{2} \sum_{k=1}^{m-1} \min \left\{ 2\ell, \binom{m}{k} \right\},$$

where $T$ is the class of decision stumps on $\ell$ real-valued features.

Proof. First, let $\mathcal{R}(S)$ be the set of 2-partitions of $S$ realizable by a single node, and notice that bounding the cardinality of $\mathcal{R}(S)$ directly gives a bound on $\pi_2^2(m)$ if the bound does not depend directly on $S$.

Let $\mathcal{R}_k(S) \subset \mathcal{R}(S)$ be the subset of 2-partitions with a part of size $k$, and notice $\mathcal{R}_k(S) = \mathcal{R}_{m-k}(S)$. Therefore, we can decompose $\mathcal{R}(S)$ into the disjoint union

$$\mathcal{R}(S) = \bigcup_{k=1}^{m} \mathcal{R}_k(S).$$

(9)

To bound $|\mathcal{R}_k(S)|$, first consider $k < \frac{m}{\ell}$. Every partition in $\mathcal{R}_k(S)$ is determined by a set of $k$ data points, so that $|\mathcal{R}_k(S)| \leq \binom{m}{k}$, the number of $k$-subsets of $S$. On the other hand, given a feature $i \in [\ell]$, in the worst-case scenario, we can split the permutation $\sigma^i$ after the $k$ first points or before the $k$ last points to induce 2 distinct elements of $\mathcal{R}_k(S)$. Since there are $\ell$ features, this makes a total of at most $2\ell$ realizable 2-partitions with a part of size $k$. We conclude that, for $k < \frac{m}{\ell}$, we have $|\mathcal{R}_k(S)| \leq \min \{ 2\ell, \binom{m}{k} \}$.  
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Now let $k = \frac{m}{2}$. Then the same arguments apply, except that the number of 2-partitions with a part of size $k$ is $\frac{1}{2} \binom{m}{k}$ because each such partition contains two subsets of the same size $k$. Moreover, for the same reason, the node can produce at most only one 2-partition with a part of size $k$ for each feature. Thus, $|R_k(S)| \leq \min \left\{ \ell, \frac{1}{2} \binom{m}{k} \right\}$.

Combining our results, we have

$$|R_k(S)| \leq \begin{cases} \min \left\{ \ell, \frac{1}{2} \binom{m}{k} \right\} & \text{if } k = \frac{m}{2} \\ \min \left\{ 2\ell, \binom{m}{k} \right\} & \text{otherwise.} \end{cases} \quad (10)$$

Using Inequality (10), the symmetry $R_k(S) = R_{m-k}(S)$ yields

$$|R(S)| = \sum_{k=1}^{\frac{m}{2}} |R_k(S)| \leq \sum_{k=1}^{m-1} \min \left\{ 2\ell, \binom{m}{k} \right\}$$

which concludes the proof, since the bound on $|R(S)|$ depends only on $m$ and not on $S$. $\square$

A.2 Proof of part 2 of Theorem [7]

Proof. We want to show that the bound of Theorem [7] is an equality for $2\ell \leq m$. To this end, we want to show the existence of a sample $S$ such that

$$|R_k(S)| = \begin{cases} \ell & \text{if } k = \frac{m}{2} \\ 2\ell & \text{otherwise.} \end{cases}$$

Since $2\ell \leq m$ implies $2\ell \leq \binom{m}{k}$ for all $k$, we will have

$$|R(S)| = \sum_{k=1}^{\frac{m}{2}} |R_k(S)| = \ell (m-1) = \frac{1}{2} \sum_{k=1}^{m-1} 2\ell = \frac{1}{2} \sum_{k=1}^{m-1} \min \left\{ 2\ell, \binom{m}{k} \right\}$$

which establishes that the bound of Theorem [7] is an equality.

Let us construct a suitable sample $S$. Consider the permutations $\sigma^1, \ldots, \sigma^\ell$ given by the rows of the following permutation representation of $S$:

$$\Sigma = \begin{bmatrix}
1 & 2 & \ldots & \ell & 2\ell + 1 & 2\ell + 2 & \ldots & m & 2\ell & 2\ell - 1 & \ldots & \ell + 1 \\
2 & 3 & \ldots & \ell + 1 & 2\ell + 1 & 2\ell + 2 & \ldots & m & 1 & 2\ell & \ldots & \ell + 2 \\
3 & 4 & \ldots & \ell + 2 & 2\ell + 1 & 2\ell + 2 & \ldots & m & 2 & 1 & \ldots & \ell + 3 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
\ell & \ell + 1 & \ldots & 2\ell - 1 & 2\ell + 1 & 2\ell + 2 & \ldots & m & \ell - 1 & \ell - 2 & \ldots & 2\ell
\end{bmatrix}.$$

$\Sigma$ is built up from an $\ell \times \ell$ matrix on the left, an $\ell \times (m - 2\ell)$ matrix in the middle, and an $\ell \times \ell$ matrix on the right. In the remainder of this paragraph, a shift is a shift in the sequence $1, 2, \ldots, 2\ell$. The first row of the left matrix is $1, 2, \ldots, \ell$; subsequent rows are obtained by shifting one position to the right. The middle matrix has identical rows running from $2\ell + 1$ to $m$. The first row of the right matrix is $2\ell, 2\ell - 1, \ldots, \ell + 1$; subsequent rows are obtained by shifting one position to the left. For example, if $\ell = 3$ and $m = 9$, we have

$$\Sigma = \begin{bmatrix}
1 & 2 & 3 & 7 & 8 & 9 & 6 & 5 & 4 \\
2 & 3 & 4 & 7 & 8 & 9 & 1 & 6 & 5 \\
3 & 4 & 5 & 7 & 8 & 9 & 2 & 1 & 6
\end{bmatrix}.$$

It is clear that, for $k = 1, \ldots, \left\lfloor \frac{m}{2} \right\rfloor$, splitting any of these permutations after the first $k$ points or before the last $k$ points always induces different 2-partitions with a part of size $k$ on the sample, as long as the sample is chosen so that the strict inequalities

$$x_{\sigma_1}^i < x_{\sigma_2}^i < \cdots < x_{\sigma_m}^i$$

hold; it suffices to choose $x_{\sigma_i}^j = j$ for $i = 1, \ldots, \ell$ and $j = 1, \ldots, m$. This gives us a total of $\ell$ distinct 2-partitions if $k = \frac{m}{2}$ (with even $m$), and a total of $2\ell$ distinct permutations if $k < \frac{m}{2}$, as required. $\square$
A.3 Proof of part 3 of Theorem 7

We prove part 3 of Theorem 7 by showing that for $2\ell \geq \binom{m}{\ell}$ (so that $2\ell \geq \binom{m}{k}$ for all $k$), there exists a sample $S$ such that

$$|R(S)| = \sum_{k=1}^{m-1} \binom{m}{k} = \sum_{k=1}^{m-1} \min \left\{ 2\ell, \binom{m}{k} \right\}.$$ 

We proceed in two steps. First, we show that there exists a sample $S$ of $m$ examples on which every 2-partition with a part of size $\left\lfloor \frac{m}{2} \right\rfloor$ is realized by a stump, when $2\ell \geq \binom{m}{\ell}$. Second, we use induction from this base case to establish the proof for all part sizes. More precisely, we show that if there exists a sample $S_k$ such that a stump can realize every 2-partition with a part of size $2 \leq k \leq \frac{m}{2}$, then there also exists a sample $S_{k-1}$ of the same size such that a stump can realize every 2-partition with a part of size $k$ and every 2-partition with a part of size $k-1$.

Let $\Sigma$ be the permutation representation of $S$, as explained at the beginning of Appendix A. Furthermore, assume we are in the worst-case scenario where

$$x_{i_1}^j < x_{i_2}^j < \cdots < x_{i_m}^j$$

for all $i \in [\ell]$. In this case, showing that every 2-partition of $S$ is realizable by a decision stump is equivalent to showing that every $k$-subset of $[m]$ is attainable by splitting a permutation of $\Sigma$ in two, either by splitting after the first $k$ elements or before the last $k$ elements for every possible $k$. Moreover, we only need to consider $k$-subsets for $1 \leq k \leq \frac{m}{2}$ since $R_k(S) = R_{m-k}(S)$.

**Step 1.** We want to show that there exists a sample $S_{\left\lfloor \frac{m}{2} \right\rfloor}$ of $m$ examples on which every 2-partition with a part of size $\left\lfloor \frac{m}{2} \right\rfloor$ is realized by a stump when $2\ell \geq \binom{\left\lfloor \frac{m}{2} \right\rfloor}{\ell}$, i.e. when $\ell \geq \left\lfloor \frac{1}{2} \left( \binom{m}{\ell} \right) \right\rfloor$. Let $\Sigma_{\left\lfloor \frac{m}{2} \right\rfloor}$ be its permutation representation. Our problem is then equivalent to finding a matrix $\Sigma_{\left\lfloor \frac{m}{2} \right\rfloor}$ whose rows are permutations of $[m]$ such that each $\left\lfloor \frac{m}{2} \right\rfloor$-subset of $[m]$ may be found as the first $\left\lfloor \frac{m}{2} \right\rfloor$ elements or the last $\left\lfloor \frac{m}{2} \right\rfloor$ elements of a row of $\Sigma_{\left\lfloor \frac{m}{2} \right\rfloor}$.

This is easy for even $m$. Given that $\ell \geq \frac{1}{2} \left( \binom{m}{\ell} \right)$ and that there are exactly $\frac{1}{2} \left( \binom{m}{\ell} \right)$ different 2-partitions of $[m]$ with a part of size $\frac{m}{2}$, we can fit them all the first $\ell$ rows of the matrix $\Sigma_{\frac{m}{2}}$ with the first $\frac{m}{2}$ elements of each row being the elements of the first part of each 2-partition. Then, $\Sigma_{\frac{m}{2}}$ induces a sample $S_{\frac{m}{2}}$ on which every 2-partition is realizable by a stump. If $S_{\frac{m}{2}} = \{x_1, \ldots, x_m\}$, choosing $x_{i_1}^j = j$, where the $j$ are the elements of the matrix $\Sigma_{\frac{m}{2}}$, suffices.

Now, let’s see what happens when $m$ is odd. Consider the minimal case $\ell = \left\lfloor \frac{1}{2} \left( \binom{m}{\ell} \right) \right\rfloor$. We rephrase our problem as a graph problem. Let the vertices of the graph $G = (V, E)$ be the $\left\lfloor \frac{m}{2} \right\rfloor$-subsets of $[m]$ and only place edges between disjoint $\left\lfloor \frac{m}{2} \right\rfloor$-subsets. Now, pairs of $\left\lfloor \frac{m}{2} \right\rfloor$-subsets with an edge connecting them are exactly the pairs of $\left\lfloor \frac{m}{2} \right\rfloor$-subsets of $[m]$ whose elements can occur in the same row of $\Sigma_{\frac{m}{2}}$ (since each row is a permutation and therefore contains each element of $[m]$ exactly once). The problem of constructing a suitable matrix $\Sigma_{\frac{m}{2}}$ becomes equivalent to showing that there exists a subset of edges $M \subseteq E$ such that no two edges $e_1, e_2 \in M$ are incident to the same vertex, with cardinality $|M| = \ell$ if $\left( \binom{m}{\ell} \right)$ is even and $|M| = \ell - 1$ if $\left( \binom{m}{\ell} \right)$ is odd (since in this case, one $\left\lfloor \frac{m}{2} \right\rfloor$-subset of $[m]$ will have its own row in the matrix $\Sigma_{\frac{m}{2}}$). Such problems are called matching problems in the field of graph theory.

As it turns out, the graph $G$ is known as the Odd Graph $O_n$ with $n = \left\lfloor \frac{m}{2} \right\rfloor$ (since $m = 2 \left\lfloor \frac{m}{2} \right\rfloor + 1$ when $m$ is odd). According to Muïte et al. (2018), $O_n$ has at least one Hamiltonian cycle for $n = 1$ and for every $n \geq 3$, a Hamiltonian cycle being a cycle which goes through every vertex exactly once. In particular, it has a Hamiltonian path as long as $n \neq 2$. This implies that for $n \neq 2$, there exists a matching of size $\left\lfloor \frac{1}{2} \left( \binom{m}{\ell} \right) \right\rfloor$. Indeed, it suffices to take one such Hamiltonian path, add the first edge to $M$, skip the next one, and continue adding every other edge to $M$ as we follow along the path. This ensures that every vertex is incident to exactly one of the selected edges, except when
We can easily construct a set of \( \ell \)-permutations which separates all \( \left[ \frac{m}{2} \right] \)-subsets from such a matching. Pair off the \( \left[ \frac{m}{2} \right] \)-subsets which are joined by an edge in the chosen matching \( M \). Since \( m \) is odd, choosing a pair of disjoint \( \left[ \frac{m}{2} \right] \)-subsets of \( [m] \) fixes \( m - 1 \) elements of a permutation, leaving exactly one possible element to complete it. Hence, sandwich the missing elements between each pair of \( \left[ \frac{m}{2} \right] \)-subsets to construct the rows of \( \Sigma \left[ \frac{m}{2} \right] \). If \( \left( \begin{array}{c} m \\ \frac{m}{2} \end{array} \right) \) is even, we are done. Otherwise, put the last \( \left[ \frac{m}{2} \right] \)-subset at the beginning of the \( \ell \)-th row of \( \Sigma \left[ \frac{m}{2} \right] \). Lastly, if \( \ell > \left\lceil \frac{1}{2} \left( \frac{m}{2} \right) \right\rceil \), then build the first \( \ell \) rows of \( \Sigma \left[ \frac{m}{2} \right] \) as described above and fill in the rest with arbitrary permutations. With this configuration, just like in the even case, \( \Sigma \left[ \frac{m}{2} \right] \) induces a sample \( S_{\frac{m}{2}} \) on which every 2-partition is realizable by a stump.

**Step 2.** We want to prove that given a sample \( S_{\left[ \frac{m}{2} \right]} \) on which every 2-partition with a part of size \( \left[ \frac{m}{2} \right] \) is realizable by a stump, we can construct a sample \( S_1 \) on which every 2-partition is realizable by a stump. We proceed inductively, showing that given a sample \( S_k \) with \( 1 < k \leq \left[ \frac{m}{2} \right] \) on which every 2-partition with a part of size \( k, k + 1, \ldots, \left[ \frac{m}{2} \right] \) is realizable by a stump, there exists a sample \( S_{k-1} \) of the same size as \( S_k \) on which every 2-partition with a part of size \( k - 1, k, k + 1, \ldots, \left[ \frac{m}{2} \right] \) is realizable by a stump.

Let \( S_k \) be a sample such that no two of its instances have the same value for any feature, and let \( \Sigma_k \) be its permutation representation.

Then, Lemma 11 proved below, assures us that there exists an injective map \( \phi \) from the set \( \binom{[m]}{k-1} \) of all \( (k - 1) \)-subsets of \( [m] \) to the set \( \binom{[m]}{k} \) of all \( k \)-subsets of \( [m] \) such that for every \( (k - 1) \)-subset \( a \), we have \( a \subset \phi(a) \).

By assumption, \( \Sigma_k \) separates all \( k \)-subsets of \( [m] \), that is all \( k \)-subsets of \( [m] \) appear either as the first \( k \) elements or the last \( k \) elements of a row of \( \Sigma_k \). For some \( a \in \binom{[m]}{k-1} \), reorder the elements of \( \phi(a) \) appearing at the beginning or the end of a row of \( \Sigma_k \) so that the elements of \( a \) are either at the beginning or at the end of this row (according to whether the elements of \( \phi(a) \) are at the beginning or at the end of the row). Notice that after this procedure, the new matrix \( \Sigma_k' \) that is obtained still separates \( \phi(a) \); moreover, it also separates \( a \). Since the map \( \phi \) is injective, we can continue this process without ever needing to reorder the same half-row twice, applying the same steps for each \( a \in \binom{[m]}{k-1} \). This yields a final matrix \( \Sigma_{k-1} \) which induces the desired sample \( S_{k-1} \).

![Figure 1: The odd graph \( O_2 \), also commonly known as the Petersen Graph. One matching of size 5 is shown in bold red.](image-url)
Now, since Lemma 11 is valid for $2 \leq k \leq \left\lceil \frac{m}{2} \right\rceil$, and because $S_1$ is a set on which every 2-partition with a part of size $\left\lceil \frac{m}{2} \right\rceil$ can be realized by a stump, one can repeat the process above until $k = 2$ so that $\mathcal{R}(S_1)$ contains every 2-partition. Thus, $S_1$ is the set needed to conclude the proof.

**Lemma 11.** Let $\binom{[m]}{k} \triangleq \{a \subseteq [m] : |a| = k\}$ be the set of all $k$-subsets of $[m]$. Then, for $1 \leq k < \frac{m}{2}$ there exists an injective mapping $\phi : \binom{[m]}{k} \to \binom{[m]}{k+1}$ such that $a \subset \phi(a)$ for all $a \in \binom{[m]}{k}$.

**Proof.** Let $k$ be such that $1 \leq k < \frac{m}{2}$. Consider the bipartite graph $G = (V, E)$ whose set of vertices is $V = \binom{[m]}{k} \cup \binom{[m]}{k+1}$, with an edge connecting $a \in \binom{[m]}{k}$ and $b \in \binom{[m]}{k+1}$ if and only if $a \subset b$, and no other edges. The lemma is equivalent to finding a matching of $G$ which covers $\binom{[m]}{k}$ in the sense that each vertex in $\binom{[m]}{k}$ is incident to an edge of the matching. We show the existence of such a matching using Hall’s marriage theorem (see Hall [1935]).

Let $W \subseteq \binom{[m]}{k}$ and consider the set $N(W)$ containing all the vertices in $\binom{[m]}{k+1}$ which are adjacent to a vertex in $W$, that is all $(k + 1)$-subsets of $[m]$ which contain a $k$-subset of $W$.

Given $a \in W$, we can make $m - k$ different $(k + 1)$-subsets containing $a$ by adding one of the $m - k$ elements of $[m]$ not present in $a$ to it. Since we can do this for each $a \in W$, we obtain $(m - k) |W|$ (not necessarily all distinct) $(k + 1)$-subsets. In fact, in the worst case, when all $\binom{k+1}{k} = k + 1$ different $k$-subsets of some $b \in \binom{[m]}{k+1}$ are present in $W$, $b$ will be counted $k + 1$ times. Therefore $(k + 1) |N(W)| \geq (m - k) |W|$. Moreover, since $1 \leq k < \frac{m}{2}$, we have $m - k \geq k + 1$. This means

$$|N(W)| \geq \frac{m - k}{k + 1} |W| \geq |W|.$$ 

Since this inequality holds for all $W \subseteq \binom{[m]}{k}$, a straightforward application of Hall’s marriage theorem yields a matching of $G$ which covers $\binom{[m]}{k}$ and proves the lemma.

**A.4 Proof of part 4 of Theorem 7**

We now prove that

$$\pi^2(m) = \frac{1}{2} \sum_{k=1}^{m-1} \min \left\{ 2\ell, \binom{m}{k} \right\}$$

(11)

when $1 \leq m \leq 7$. To do so, consider the permutation representation $\Sigma$ of a sample $S$ as described at the beginning of the Appendix. We explicitly define $\Sigma$ which induces a sample $S$ that shows Equation (11) is satisfied.

One must understand the following matrices as follows. If $\ell$ is less than or equal to the total number of rows of the matrix, build $\Sigma$ from the first $\ell$ rows. If $\ell$ is greater than the number of rows of the matrix, add arbitrary permutations to fill out the rest of the rows of $\Sigma$; these do not matter because $\Sigma$ already separates all subsets of $[m]$ with its first $\ell$ rows.

- $m = 1$:
  
  \[
  \begin{bmatrix}
  1
  \end{bmatrix}
  \]

- $m = 2$:
  
  \[
  \begin{bmatrix}
  1 & 2
  \end{bmatrix}
  \]

- $m = 3$:
  
  \[
  \begin{bmatrix}
  1 & 2 & 3 \\
  1 & 3 & 2
  \end{bmatrix}
  \]

- $m = 4$:
  
  \[
  \begin{bmatrix}
  1 & 2 & 4 & 3 \\
  2 & 3 & 1 & 4 \\
  1 & 3 & 2 & 4
  \end{bmatrix}
  \]
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• $m = 5$:

\[
\begin{bmatrix}
1 & 2 & 3 & 5 & 4 \\
2 & 3 & 4 & 1 & 5 \\
3 & 4 & 1 & 2 & 5 \\
1 & 3 & 5 & 2 & 4 \\
1 & 4 & 2 & 3 & 5 \\
\end{bmatrix}
\]

• $m = 6$:

\[
\begin{bmatrix}
1 & 2 & 3 & 6 & 5 & 4 \\
2 & 3 & 4 & 1 & 6 & 5 \\
3 & 4 & 5 & 2 & 1 & 6 \\
1 & 3 & 6 & 5 & 4 & 2 \\
3 & 5 & 2 & 1 & 6 & 4 \\
5 & 1 & 4 & 3 & 2 & 6 \\
1 & 4 & 3 & 6 & 2 & 5 \\
3 & 6 & 5 & 1 & 2 & 4 \\
1 & 2 & 5 & 3 & 4 & 6 \\
1 & 3 & 5 & 2 & 4 & 6 \\
\end{bmatrix}
\]

• $m = 7$:

\[
\begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
2 & 3 & 4 & 7 & 1 & 5 & 6 \\
3 & 4 & 7 & 6 & 2 & 1 & 5 \\
4 & 7 & 6 & 2 & 5 & 1 & 3 \\
1 & 4 & 3 & 7 & 6 & 2 & 5 \\
5 & 7 & 4 & 3 & 2 & 1 & 6 \\
3 & 7 & 5 & 6 & 1 & 2 & 4 \\
2 & 7 & 4 & 1 & 6 & 3 & 5 \\
2 & 6 & 3 & 7 & 1 & 4 & 5 \\
1 & 7 & 3 & 5 & 2 & 4 & 6 \\
3 & 6 & 7 & 1 & 2 & 4 & 5 \\
1 & 4 & 7 & 6 & 2 & 3 & 5 \\
1 & 2 & 7 & 3 & 4 & 5 & 6 \\
1 & 5 & 7 & 2 & 3 & 4 & 6 \\
1 & 6 & 7 & 2 & 3 & 4 & 5 \\
2 & 3 & 7 & 5 & 1 & 4 & 6 \\
2 & 5 & 7 & 4 & 3 & 6 & 1 \\
2 & 6 & 7 & 1 & 3 & 4 & 5 \\
\end{bmatrix}
\]

**B. Proof of Theorem 9**

Theorem 9 relies on a proposition we expose in the following section, and we proceed with the proof thereafter.

**B.1 Formalizing decision trees as partitioning machines**

In Section 4, we introduce the notion of trees as partitioning machines. We here formalize this idea by providing a recursive construction of partitions realizable by a tree class $T$.

Given a tree class $T$ and a sample $S$, let $\gamma \subseteq \{\gamma_1, \ldots, \gamma_c\} \in \mathcal{P}_c^T(S)$ be some $c$-partition realizable by $T$ and let $\lambda \subseteq \{\lambda, S \setminus \lambda\} \in \mathcal{R}(S)$ be a 2-partition realized by the root node which led to $\gamma$. According to our definition of a binary tree, we have that $\lambda$ is forwarded to the left subtree class $T_l$, which produces an $a$-partition $\bar{\alpha}(\lambda)$ while $S \setminus \lambda$ is sent to the right subtree class $T_r$ which produces a $b$-partition $\bar{\beta}(S \setminus \lambda)$, as pictured in Figure 2. As explained in Section 4, $\gamma$ arises from the union of some of the leaves, therefore it also arises from the union of some of the parts in $\bar{\alpha}$ and $\bar{\beta}$. Moreover, this implies that $a + b$ must be greater or equal to $c$. 
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We are now equipped to write a recursive relation of the set of partitions a tree is forwarded to that a similar reasoning shows that the union over all the partitions realizable by where the hypothesis classes of its left and right subtrees. The n, the following decomposition holds:

\[ \mathcal{P}_T(S) = \bigcup_{\{\lambda, S \setminus \lambda\} \in \mathcal{R}(S)} \bigcup_{1 \leq a, b \leq c} \mathcal{Q}^c(\mathcal{P}_{T_1}^a(\lambda), \mathcal{P}_{T_2}^b(S \setminus \lambda)) \cup \mathcal{Q}^c(\mathcal{P}_{T_1}^c(S \setminus \lambda), \mathcal{P}_{T_2}^c(\lambda)) , \]

where \( \mathcal{R}(S) \) denotes the set of 2-partitions the root node can realize on \( S \).

\[ \mathcal{P}_T(S) \]

Finally, this also implies that \( a', b' \leq c \), as wanted.

Having now described how a realizable partition \( \bar{\gamma} \in \mathcal{P}_T^c(S) \) of a tree class \( T \) is related to the realizable partitions \( \bar{\alpha} \) and \( \bar{\beta} \) of its left and right subtrees, it is relevant to ask instead what partitions \( \bar{\gamma} \) can be made given the partitions \( \bar{\alpha} \) and \( \bar{\beta} \). To do so, we define the following quantity.

**Definition 12** (c-partitions-set of pairwise unions of two partitions). Let \( \bar{\alpha} \) be an a-partition of some set \( A \) and \( \bar{\beta} \) be a b-partition of some other set \( B \), disjoint from \( A \). Define the set \( \mathcal{Q}^c(\bar{\alpha}, \bar{\beta}) \) of c-partitions that can be constructed from pairwise unions of \( \bar{\alpha} \) and \( \bar{\beta} \) as follows:

\[ \mathcal{Q}^c(\bar{\alpha}, \bar{\beta}) \overset{\text{def}}{=} \{ \bar{\gamma} : \bar{\gamma} \text{ is a c-partition of } A \cup B \text{ s.t. } \forall \gamma \in \bar{\gamma}, \exists \alpha \in \bar{\alpha}, \beta \in \bar{\beta} \text{ s.t. } \gamma = \alpha \text{ or } \gamma = \beta \text{ or } \gamma = \alpha \cup \beta \} . \]

\[ \mathcal{Q}^c(\mathcal{P}_{T_1}^a(\lambda), \mathcal{P}_{T_2}^b(S \setminus \lambda)) \]

From this definition, it follows that \( \mathcal{Q}^c(\bar{\alpha}, \bar{\beta}) = \emptyset \) if \( a + b < c \), \( a > c \), or \( b > c \). Moreover, if \( \mathcal{A}^a(A) \) is some set of a-partitions of \( A \) and \( \mathcal{B}^b(B) \) is some set of b-partitions of \( B \), we denote by

\[ \mathcal{Q}^c(\mathcal{A}^a(A), \mathcal{B}^b(B)) \overset{\text{def}}{=} \bigcup_{\bar{\alpha} \in \mathcal{A}^a(A), \bar{\beta} \in \mathcal{B}^b(B)} \mathcal{Q}^c(\bar{\alpha}, \bar{\beta}) \]

the union set of the \( \mathcal{Q}^c \).

We are now equipped to write a recursive relation of the set of partitions a tree \( T \) can realize knowing the set of partitions its subtrees can realize.

**Proposition 13** (c-partitions-set decomposition of decision trees). Let \( \mathcal{P}_T^c(S) \) be the set of c-partitions that a binary decision tree class \( T \) can realize on a sample \( S \) of \( m \geq L_T \) examples, and let \( T_1 \) and \( T_r \) be the hypothesis classes of its left and right subtrees. Then, the following decomposition holds.

\[ \mathcal{P}_T^c(S) = \bigcup_{\{\lambda, S \setminus \lambda\} \in \mathcal{R}(S)} \bigcup_{1 \leq a, b \leq c} \mathcal{Q}^c(\mathcal{P}_{T_1}^a(\lambda), \mathcal{P}_{T_2}^b(S \setminus \lambda)) \cup \mathcal{Q}^c(\mathcal{P}_{T_1}^c(S \setminus \lambda), \mathcal{P}_{T_2}^c(\lambda)) , \]

\[ \mathcal{P}_T^c(S) \]

**Proof.** Let \( \bar{\gamma} \in \mathcal{P}_T^c(S) \). Then, our explanations in the paragraphs above Definition 12 imply that if \( \lambda \) is forwarded to \( T_1 \), then \( \bar{\gamma} \in \mathcal{Q}^c(\mathcal{P}_{T_1}^a(\lambda), \mathcal{P}_{T_2}^b(S \setminus \lambda)) \). Alternatively, if \( \lambda \) is forwarded to \( T_r \), then a similar reasoning shows that \( \mathcal{Q}^c(\mathcal{P}_{T_1}^c(S \setminus \lambda), \mathcal{P}_{T_2}^c(\lambda)) \). On the other hand, we also have discussed that \( \mathcal{Q}^c(\bar{\alpha}, \bar{\beta}) \) is the quantity that contains all c-partitions realizable from \( \bar{\alpha} \) and \( \bar{\beta} \). Therefore, taking the union over all the partitions realizable by \( T_1 \) and \( T_r \) indeed gives \( \mathcal{P}_T^c(S) \). \( \square \)
B.2 Proof of the theorem

We are now ready to prove Theorem 9.

Proof. We consider first the case where the number of examples \( m \) is less than or equal to the number of leaves \( L_T \) of the tree \( T \). We want to show that there exists a sample \( S \) such that \( T \) can realize every \( c \)-partitions of \( S \).

Let \( S \) be a sample such that one feature takes distinct values for each of the \( m \) examples. Then, one can choose for the root of \( T \) the appropriate threshold on that feature such that \( m_1 \leq L_T \) examples will be redirected to the left and \( m_r \leq L_T \) examples will be redirected to the right (where we have \( L_T + m_r = L_T \) and \( m_l + m_r = m \)). Then each of the subtrees can do the required split on the same feature, with the required constraints on the number of examples that need to be redirected on each children, until that we have eventually at most one example per leaf. In that case, by choosing any labeling in \( [c] \) for the leaves, the tree class \( T \) can perform any \( c \)-partition of the \( m \) examples out of the \( \binom{m}{c} \) possible ones. Consequently, we have \( \pi_T^c(m) = \binom{m}{c} \) for any tree class with \( L_T \geq m \).

We now consider the case when \( m > L_T \). We want to show the following inequality:

\[
\pi_T^c(m) \leq \left( \frac{1}{2} \right) \delta_{lr} \sum_{k=L_T}^{m-L_T} \min \{ 2k, \binom{m}{k} \} \left( \binom{a}{b} \binom{b}{c-a-b} (a + b - c)! \right) \pi_T^c(k) \pi_T^c(m-k),
\]

where \( \delta_{lr} = 1 \) if \( T_l = T_r \), and 0 otherwise.

In the following, we assume every examples of \( S \) have distinct feature values, i.e. it is always possible to distinguish two examples using any feature. Indeed, assuming otherwise can only reduce the number of partitions that can be made on a sample, and therefore we have, for such a sample \( S \) of \( m \) examples, that \( |P_T^c(S)| \leq \pi_T^c(m) \).

We start from Proposition 13, which states

\[
P_T^c(S) = \bigcup_{(\lambda,S\setminus\lambda) \in R(S)} \bigcup_{1 \leq a,b \leq c} \Omega^c \left( \mathcal{P}_T^a(\lambda), \mathcal{P}_T^b(S\setminus\lambda) \right) \cup \Omega^c \left( \mathcal{P}_T^a(S\setminus\lambda), \mathcal{P}_T^b(\lambda) \right).
\]

Because \( \Omega^c \) is symmetric in its arguments and because the union over \( a \) and \( b \) is invariant under the exchange of \( a \) and \( b \), we have that

\[
\bigcup_{a,b} \Omega^c \left( \mathcal{P}_T^a(S\setminus\lambda), \mathcal{P}_T^b(\lambda) \right) = \bigcup_{a,b} \Omega^c \left( \mathcal{P}_T^a(\lambda), \mathcal{P}_T^b(S\setminus\lambda) \right),
\]

which is equivalent to say that one can exchange the subtrees instead of sending \( \lambda \) to the left and to the right. Therefore, we have

\[
P_T^c(S) = \mathcal{A}_{lr} \cup \mathcal{A}_{rl} \quad \text{with} \quad \mathcal{A}_{lr} \overset{\text{def}}{=} \bigcup_{(\lambda,S\setminus\lambda) \in R(S)} \bigcup_{1 \leq a,b \leq c} \Omega^c \left( \mathcal{P}_T^a(\lambda), \mathcal{P}_T^b(S\setminus\lambda) \right),
\]

where we mute the other dependencies of \( \mathcal{A} \) to alleviate the notation.

By the union bound, we have \( |\mathcal{P}_T^c(S)| \leq |\mathcal{A}_{lr}| + |\mathcal{A}_{rl}| \). Let us upper bound \( |\mathcal{A}_{lr}| \). Observe that a single node is very similar to a decision stump. Indeed, the root partitions decomposition of Equation 15 also applies here, so that we have

\[
\mathcal{A}_{lr} = \bigcup_{k=1}^{\lceil \frac{m}{2} \rceil} \bigcup_{(\lambda,S\setminus\lambda) \in R_k(S)} \bigcup_{1 \leq a,b \leq c} \Omega^c \left( \mathcal{P}_T^a(\lambda), \mathcal{P}_T^b(S\setminus\lambda) \right).
\]

Then, we show that the union over \( k \) can be changed to go from \( L_T \) to \( \min \left\{ \left\lfloor \frac{m}{2} \right\rfloor, m - L_T \right\} \) without changing \( \mathcal{A}_{lr} \). To do so, we need to show that for any partition \( \bar{\gamma} \in \mathcal{A}_{lr} \), there exists at least one \( 2 \)-partition \( \lambda = \{ \lambda, S\setminus\lambda \} \) realized by the root node with \( L_T \leq |\lambda| \leq \min \left\{ \left\lfloor \frac{m}{2} \right\rfloor, m - L_T \right\} \) that leads to \( \bar{\gamma} \). Indeed, assume \( |\lambda| < L_T \). Because of our assumption below Equation 14 one can always modify the threshold of the root node to send \( L_T \) examples in the subtree \( T_l \) and modify the subtree so that every example ends up alone in a leaf (as we have shown in the first part of the present
proof). These examples can then be united into the part they belonged in \( \gamma \) to give the same partition as before. An analogous argument also holds for \( |S\setminus \lambda| \geq L_{T_r} \), which implies \( |\lambda| \leq m - L_{T_r} \) (since \( m > L_T \) by assumption).

Letting \( M_r \overset{\text{def}}{=} \min \left\{ \left\lfloor \frac{m}{2} \right\rfloor, m - L_{T_r} \right\} \) and taking the union bound over \( k \) and over \( \mathcal{R}_k(S) \), one ends up with

\[
|A_{lr}| \leq \sum_{k = L_{T_l}}^{M_r} |\mathcal{R}_k(S)| \max_{\lambda, S, \lambda' \in \mathcal{R}_k(S)} \left| \mathcal{Q}^c (\mathcal{P}^a_{T_l}(\lambda), \mathcal{P}^b_{T_r}(S \setminus \lambda)) \right| \cup_{1 \leq a, b \leq c} \mathcal{Q}^c (\mathcal{P}^a_{T_l}(\lambda), \mathcal{P}^b_{T_r}(S \setminus \lambda)) . \tag{19}
\]

Let us evaluate the cardinality of \( \mathcal{Q}^c (\mathcal{P}^a_{T_l}(\lambda), \mathcal{P}^b_{T_r}(S \setminus \lambda)) \) when \( 1 \leq a, b \leq c \) and \( a + b \geq c \). Using the union bound over disjoint events, we have

\[
|\mathcal{Q}^c (\mathcal{P}^a_{T_l}(\lambda), \mathcal{P}^b_{T_r}(S \setminus \lambda))| = \sum_{\bar{\alpha} \in \mathcal{P}^a_{T_l}(\lambda)} \sum_{\bar{\beta} \in \mathcal{P}^b_{T_r}(S \setminus \lambda)} |\mathcal{Q}^c (\bar{\alpha}, \bar{\beta})| . \tag{20}
\]

Pick any \( \bar{\alpha} \in \mathcal{P}^a_{T_l}(\lambda) \) and \( \bar{\beta} \in \mathcal{P}^b_{T_r}(S \setminus \lambda) \). According to Definition \( \overline{12} \) we must take the unions of some parts of \( \bar{\alpha} \) and \( \bar{\beta} \) to end up with a \( c \)-partition, with the constraint that the joined parts belong to different partitions. We start with a total of \( a + b \) parts and we must take the union of some pairs to end up with only \( c \) parts. Taking the union of such a pair effectively reduces the total number of parts by one, therefore we must make \( a + b - c \) unions. To make these unions, choose \( a + b - c \) parts from \( \bar{\alpha} \) and choose \( a + b - c \) parts from \( \bar{\beta} \) and join them. Since there is \( (a + b - c)! \) ways to join those parts, we have that \( |\mathcal{Q}^c (\bar{\alpha}, \bar{\beta})| = \binom{a}{c-a} \binom{b}{c-b} (a + b - c)! \). Since the cardinality of \( \mathcal{Q}^c (\bar{\alpha}, \bar{\beta}) \) depends only on \( a \) and \( b \) and not the partitions themselves, Equation (20) becomes

\[
|\mathcal{Q}^c (\mathcal{P}^a_{T_l}(\lambda), \mathcal{P}^b_{T_r}(S \setminus \lambda))| = \left( \binom{a}{c-a} \binom{b}{c-b} \right) (a + b - c)! |\mathcal{P}^a_{T_l}(\lambda)||\mathcal{P}^b_{T_r}(S \setminus \lambda)| . \tag{21}
\]

Going back to Equation (19), one has

\[
|A_{lr}| \leq \sum_{k = L_{T_l}}^{M_r} |\mathcal{R}_k(S)| \sum_{1 \leq a, b, c \leq e} \left( \binom{a}{c-a} \binom{b}{c-b} \right) (a + b - c)! \max_{\lambda, S, \lambda' \in \mathcal{R}_k(S)} |\mathcal{P}^a_{T_l}(\lambda)||\mathcal{P}^b_{T_r}(S \setminus \lambda)| . \tag{22}
\]

Then, using Definition \( \overline{6} \) for \( \pi^c_T(m) \) yields

\[
|A_{lr}| \leq \sum_{k = L_{T_l}}^{M_r} |\mathcal{R}_k(S)| \sum_{1 \leq a, b, c \leq e} \left( \binom{a}{c-a} \binom{b}{c-b} \right) (a + b - c)! \pi^a_T(k) \pi^b_T(m - k) . \tag{23}
\]

This expression also applies to \( A_{ril} \) by exchanging indices \( l \) and \( r \). Apply this exchange to Equation (23). Then let \( k \rightarrow m - k \), and rename \( a \) to \( b \) and \( b \) to \( a \), so that we have

\[
|A_{ril}| \leq \sum_{k = M_l}^{m - L_T} |\mathcal{R}_k(S)| \sum_{1 \leq a, b, c \leq e} \left( \binom{a}{c-a} \binom{b}{c-b} \right) (a + b - c)! \pi^a_T(k) \pi^b_T(m - k) , \tag{24}
\]

where \( M_l \overset{\text{def}}{=} \max \left\{ \left\lfloor \frac{m}{2} \right\rfloor, L_{T_l} \right\} \). Notice that the coefficients inside the sum over \( k \) are the same in Equations (23) and (24). For convenience, let

\[
C_k \overset{\text{def}}{=} \sum_{1 \leq a, b, c \leq e} \left( \binom{a}{c-a} \binom{b}{c-b} \right) (a + b - c)! \pi^a_T(k) \pi^b_T(m - k) , \tag{25}
\]

so that \( |A_{lr}| \) and \( |A_{ril}| \) can written in the form \( \sum_k |\mathcal{R}_k(S)| C_k \), with the only difference being the values that \( k \) takes. We can now show that the sum over \( k \) in Equations (23) and (24) can be put together to yield the theorem.

There are 4 cases to consider according to the values of \( M_r = \min \left\{ \left\lfloor \frac{m}{2} \right\rfloor, m - L_{T_r} \right\} \) and \( M_l = \max \left\{ \left\lfloor \frac{m}{2} \right\rfloor, L_{T_l} \right\} \). First, let \( M_r = \left\lfloor \frac{m}{2} \right\rfloor \) and \( M_l = \left\lfloor \frac{m}{2} \right\rfloor \). The sum over \( k \) then goes from \( L_{T_l} \) to
\[
\left| \mathcal{A}_l \right| + \left| \mathcal{A}_r \right| \leq \begin{cases} 
\sum_{k=L_T}^{m-L_T} |R_k(S)| C_k & \text{if } m \text{ is odd} \\
|R_{\frac{m}{2}}(S)| C_{\frac{m}{2}} + \sum_{k=L_T}^{m-L_T} |R_k(S)| C_k & \text{if } m \text{ is even.}
\end{cases}
\] (26)

Using the upper bound on \(|R_k(S)|\) in Equation (10), the above expression simplifies to
\[
\left| \mathcal{A}_l \right| + \left| \mathcal{A}_r \right| \leq \sum_{k=L_T}^{m-L_T} \min \left\{ 2\ell, \binom{m}{k} \right\} C_k,
\] (27)
valid for both cases.

Second, let \(M_r = \min \left\{ \left\lfloor \frac{m}{2} \right\rfloor, m - L_T \right\} = \left\lfloor \frac{m}{2} \right\rfloor \) and \(M_l = \max \left\{ \left\lceil \frac{m}{2} \right\rceil, L_T \right\} = \left\lceil \frac{m}{2} \right\rceil \). This implies that \(L_T \geq \left\lfloor \frac{m}{2} \right\rfloor \). The sum over \(k\) then goes from \(L_T\) to \(\left\lfloor \frac{m}{2} \right\rfloor \) for \(|\mathcal{A}_l|\), which consists in exactly one term if \(L_T = \left\lfloor \frac{m}{2} \right\rfloor \) and none otherwise. For \(|\mathcal{A}_r|\), the sum over \(k\) goes from \(L_T\) to \(m - L_T\). Therefore, we have
\[
\left| \mathcal{A}_l \right| + \left| \mathcal{A}_r \right| \leq \begin{cases} 
|R_{\frac{m}{2}}(S)| C_{\frac{m}{2}} + \sum_{k=L_T}^{m-L_T} |R_k(S)| C_k & \text{if } L_T = \left\lfloor \frac{m}{2} \right\rfloor \\
\sum_{k=L_T}^{m-L_T} |R_k(S)| C_k & \text{otherwise}
\end{cases}
\] (28)
Again, using the upper bound on \(|R_k(S)|\) in Equation (10), the above expression simplifies to
\[
\left| \mathcal{A}_l \right| + \left| \mathcal{A}_r \right| \leq \sum_{k=L_T}^{m-L_T} \min \left\{ 2\ell, \binom{m}{k} \right\} C_k,
\] (29)
valid for both cases.

Third, let \(M_r = \min \left\{ \left\lfloor \frac{m}{2} \right\rfloor, m - L_T \right\} = m - L_T \) and \(M_l = \max \left\{ \left\lceil \frac{m}{2} \right\rceil, L_T \right\} = \left\lceil \frac{m}{2} \right\rceil \). This case is very similar to the second case, where \(|\mathcal{A}_r|\) consists in one or zero term instead of \(|\mathcal{A}_l|\). Thus, the same conclusion applies.

Fourth, let \(M_r = \min \left\{ \left\lfloor \frac{m}{2} \right\rfloor, m - L_T \right\} = m - L_T \) and \(M_l = \max \left\{ \left\lceil \frac{m}{2} \right\rceil, L_T \right\} = L_T \). This case violates our starting assumption that \(m\) is greater than \(L_T\). Hence, we can simply ignore this case.

Collecting our results, one concludes that for all \(m > L_T + L_T\), we have
\[
\left| \mathcal{P}_{\frac{m}{2}}(S) \right| \leq \left| \mathcal{A}_l \right| + \left| \mathcal{A}_r \right| \leq \sum_{k=L_T}^{m-L_T} \min \left\{ 2\ell, \binom{m}{k} \right\} C_k.
\] (30)

Observe that the right-hand-side of this inequality is independent of \(S\). Therefore, by taking the maximum value over all sample \(S\) of size \(m\), we have a bound for \(\pi_{\frac{m}{2}}(m)\).

One can improve this result when the left and the right subtrees are the same. Indeed, in this case \(\mathcal{A}_l = \mathcal{A}_r\) so that \(\mathcal{P}_{\frac{m}{2}}(S)\) is simply equal to \(\mathcal{A}_l\), according to Equation (17). Moreover, the condition that \(m > L_T + L_T\) implies \(L_T < \frac{m}{2}\), so that \(M_r\) is always equal to \(\left\lfloor \frac{m}{2} \right\rfloor\). Equation (23) then becomes
\[
\left| \mathcal{A}_l \right| \leq \sum_{k=L_T}^{\left\lfloor \frac{m}{2} \right\rfloor} |R_k(S)| \sum_{1 \leq a, b, c \leq e \atop a + b \geq c} \binom{a}{c-a} \binom{b}{c-b} (a+b-c)! \pi_{\frac{m}{2}}^a(k) \pi_{\frac{m}{2}}^b(m-k).
\] (31)
Using the fact that $\mathcal{R}_k(S) = \mathcal{R}_{m-k}(S)$, that $T_l = T_r$, and that the summation over $a$ and $b$ is symmetric, along with the bound of Equation (10) on $|\mathcal{R}_k(S)|$, one can show that

$$\left| \mathcal{R}_T(S) \right| \leq \left| \mathcal{A}_{T_l} \right| \leq \frac{1}{2} \sum_{k=L_{T_l}}^{m-L_{T_r}} \min \left\{ 2\ell, \binom{m}{k} \right\} \sum_{\substack{1 \leq a,b \leq c \leq \ell \atop a+b \geq c \geq \ell}} \binom{a}{c-a} \binom{b}{c-b} (a+b-c)! \pi^{a}_{T_l}(k) \pi^{b}_{T_r}(m-k),$$

(32)

which is different from Equation (30) by a factor of $1/2$ only.

We finally obtain the statement of the theorem if we use the indicator function $\mathbb{1}[\cdot]$ to handle into a single expression the cases when $T_l$ and $T_r$ are the same or not. \hfill $\Box$
C Proof of Corollary 10

We here give the proof of Corollary 10 which states that the asymptotic behavior of the VC dimension of a class $T$ of a binary decision tree with $N$ internal nodes on examples of $\ell$ real-valued features is given by $\text{VCdim } T \in O(N \log(N\ell))$.

Proof. Letting $c = 2$ in Theorem 9 using the fact that $2^{-2\ell r} \leq 1$, $\min \{2\ell, \binom{m}{k}\} \leq 2\ell$ and $\pi_T^c(k) \leq \pi_T^c(m)$ for $k \leq m$, we have

$$\pi_T^c(m) \leq 2\ell(m - L_T) \left(1 + 2\pi_T^c(m) + 2\pi_T^c(m) + 2\pi_T^c(m)\pi_T^c(m)\right).$$

We show by induction that $\pi_T^c(m) \in O((m\ell)^N)$. Assume $\pi_T^c(m) \leq (Cm\ell)^N$ for some constant $C \geq 1$, and let $N_l$ and $N_r$ be the number of nodes in the left and right subtrees respectively, so that $N_l + N_r + 1 = N$. The previous equation becomes (with $m - L_T < m)$

$$\pi_T^c(m) \leq 2m\ell \left(1 + 2(Cm\ell)^{N_l} + 2(Cm\ell)^{N_r} + 2(Cm\ell)^{N_l}(Cm\ell)^{N_r}\right) \leq 14m\ell(Cm\ell)^{N_l+N_r},$$

which proves our claim for $C \geq 14$. Then, Equation (5) implies

$$\text{VCdim } T \leq \max \{m : (Cm\ell)^N \geq 2^{m-1} - 1\}.$$  

One can solve for the inequality $(Cm\ell)^N \geq 2^{m-1} - 1$ instead, since this implies $(Cm\ell)^N \geq 2^{m-1} - 1$ is true too. The Lambert W function [Corless et al., 1996] can give us an exact solution, which is $m \leq -\frac{N}{\ln 2} W_{-1} \left(-\frac{\ln 2}{Cm\ell}\right)$. Since $-W_{-1}(-z^{-1}) \in O(\log z)$, we have that $\text{VCdim } T \in O(N \log(N\ell))$. 

\[ \square \]
D Algorithms to upper bound the VC dimension of decision tree classes

In this Appendix, we present the algorithms for obtaining an upper bound on the VC dimension of a tree class $T$. Algorithm 1 uses Theorem 9 to upper bound the $c$-partitioning function of a tree class. Algorithm 2 uses Algorithm 1 and Equation (5) to compute an upper bound on the VC dimension of a tree class.

**Algorithm 1:** PartitionFuncUpperBound($T, c, m, \ell$)

**Input:** A tree class $T$, the number $c$ of parts in the partitions, the number $m$ of elements, the number $\ell$ of features.

Let $L_T$ be the number of leaves of $T$.

if $c > m$ or $c > L_T$ then
  Let $N \leftarrow 0$.
else if $c = m$ or $c = 1$ or $m = 1$ then
  Let $N \leftarrow 1$.
else if $m \leq L_T$ then
  Let $N \leftarrow \{m\}^c$.
else
  Let $T_L$ and $T_R$ be the left and right subtree classes of $T$.
  Let $N \leftarrow 0$.
  for $k = L_T$ to $m - L_T$do
    Let $N \leftarrow N + \min \{2\ell, \binom{m}{k}\} \sum_{a=1}^{c} \sum_{b=\max\{1,c-a\}}^{c} \binom{a}{c-a} \binom{b}{c-b} (a + b - c)!$
    $\times$ PartitionFuncUpperBound($T_L, a, k, \ell$)
    $\times$ PartitionFuncUpperBound($T_R, b, m - k, \ell$).

  if $T_L = T_R$ then
    Let $N \leftarrow \frac{N}{2}$.

Output: $\min(N, \{m\}^c)$.

**Algorithm 2:** VCdimUpperBound($T, \ell$)

**Input:** A tree class $T$, the number $\ell$ of features.

if $T$ is a leaf then
  Output: 1
else
  Let $m \leftarrow L_T + 1$.
  while PartitionFuncUpperBound($T, 2, m, \ell$) $\geq 2^{m-1} - 1$ do
    Let $m \leftarrow m + 1$.

Output: $m - 1$.

Algorithm 2 can become quite inefficient because one has to compute the values of PartitionFuncUpperBound for increasing values of $m$, which may already have been computed for smaller values of $m$. It is thus suggested to store the values of PartitionFuncUpperBound computed for each $T$ and each $m$ to be more efficient.

We applied these algorithms to the first 11 non-equivalent binary decision trees when the number of features is $\ell = 10$. The bounds are presented in Figure 3. The lower bounds were obtained by the algorithm of Figure 7 of [Yildiz 2015] in conjunction with our exact value for the VC dimension of a decision stump. Using our base case improves considerably the lower bound found by [Yildiz 2015].
Figure 3: Lower and upper bounds on the VC dimension of the first 11 non-equivalent trees for $\ell = 10$ real-valued features. Diamond shaped nodes are leaves while circles denote internal nodes.
E Supplementary materials about the experiments

In this Appendix, we provide more details about the experiments that were done.

E.1 The pruning algorithm

The full formal pruning algorithm is given in Algorithm 3.

Algorithm 3: PruneTreeWithBound\((t, \epsilon, \delta, m)\)

**Input:** A fully grown tree \(t\), a bound function \(\epsilon\) on the true risk, a confidence internal \(\delta\), the number of examples \(m\).

Let \(T_d\) be the tree class of the tree \(t\) with complexity index \(d\).

Let \(k_t\) be the number of errors made by \(t\).

Let \(b \leftarrow \epsilon(m, k_t, d, \delta)\) according to Equation (8).

Let \(B \leftarrow b\) be the final bound.

while \(t\) is not a leaf do

  for every internal node \(n\) of the tree \(t\) do

    Let \(t_n\) be the tree \(t\) with node \(n\) replaced by a leaf.

    Let \(T_{dn}\) be the tree class of the tree \(t_n\) with complexity index \(d_n\).

    Let \(k_{tn}\) be the number of errors made by \(t_n\).

    if \(\epsilon(m, k_{tn}, d_n, \delta) \leq b\) then

      Let \(b \leftarrow \epsilon(m, k_{tn}, d_n, \delta)\) be the new best bound.

      Let \(t' \leftarrow t_n\) be the new best tree.

  if \(b \leq B\) then

    Let \(t \leftarrow t'\).

  else

    break

**Output:** The pruned tree \(t\), the associated bound \(B\).

E.2 More statistics about model performances

We here give more statistics on the performances of the model tested, such as the training accuracy, the number of leaves and the height of the final tree, the time it took to prune the original tree, and the computed bound in the case of our pruning algorithm. For each table, the caption gives the dataset name, the total number of examples it contains, the number of features each example has as well as the number of classes to predict. For more details about the table columns, see the methodology section 6.2.

All experiments were run on an Intel Core i5-750 CPU running Windows 10, with 12 Go of RAM.

Table 2: Breast Cancer Wisconsin Diagnostic Dataset [Street et al., 1993] (569 examples, 30 features, 2 classes)

|                  | Original | CART      | M-CART    | Ours        |
|------------------|----------|-----------|-----------|-------------|
| Train acc.       | 1.000 ± 0.000 | 0.962 ± 0.024 | 0.965 ± 0.020 | 0.983 ± 0.005 |
| Test acc.        | 0.928 ± 0.024 | 0.923 ± 0.027 | 0.930 ± 0.017 | **0.942 ± 0.022** |
| Leaves           | 18.0 ± 2.6  | 5.9 ± 3.3  | 5.8 ± 3.4  | 8.3 ± 1.4   |
| Height           | 7.0 ± 1.0   | 3.4 ± 1.6  | 3.2 ± 1.4  | 4.4 ± 0.6   |
| Time [s]         | N/A        | 5.3 ± 0.5  | 5.3 ± 0.5  | 0.1 ± 0.0   |
| Bound            | N/A        | N/A        | N/A        | 1.5 ± 0.2   |
Table 3: Cardiotocography 10 Dataset [Ayres-de Campos et al., 2000] (2126 examples, 21 features, 10 classes)

|          | Original | CART      | M-CART    | Ours     |
|----------|----------|-----------|-----------|----------|
| Train acc. | 0.604 ± 0.008 | 0.582 ± 0.014 | 0.586 ± 0.014 | 0.591 ± 0.008 |
| Test acc. | **0.566 ± 0.023** | 0.562 ± 0.023 | **0.566 ± 0.024** | **0.567 ± 0.022** |
| Leaves    | 40.0 ± 0.0  | 9.0 ± 6.2  | 11.2 ± 7.0 | 11.6 ± 2.7 |
| Height    | 15.6 ± 2.4  | 5.1 ± 2.6  | 5.9 ± 2.7 | 6.8 ± 1.3  |
| Time [s]  | N/A        | 25.4 ± 1.5 | 25.6 ± 1.6 | 48.3 ± 22.0 |
| Bound     | N/A        | N/A        | N/A        | 16.8 ± 0.3  |

Table 4: Climate Model Simulation Crashes Dataset [Lucas et al., 2013] (540 examples, 18 features, 2 classes)

|          | Original | CART      | M-CART    | Ours     |
|----------|----------|-----------|-----------|----------|
| Train acc. | 1.000 ± 0.000 | 0.918 ± 0.019 | 0.941 ± 0.022 | 0.977 ± 0.008 |
| Test acc. | 0.903 ± 0.024 | **0.920 ± 0.021** | **0.922 ± 0.017** | **0.921 ± 0.014** |
| Leaves    | 21.2 ± 3.2  | 1.7 ± 2.7  | 3.8 ± 2.9  | 9.6 ± 2.2  |
| Height    | 7.2 ± 1.3   | 0.5 ± 1.7  | 2.4 ± 1.9  | 5.2 ± 0.8  |
| Time [s]  | N/A        | 4.5 ± 0.8  | 4.5 ± 0.8  | 0.2 ± 0.1  |
| Bound     | N/A        | N/A        | N/A        | 1.9 ± 0.2  |

Table 5: Connectionist Bench Sonar Dataset [Gorman and Sejnowski, 1988] (208 examples, 60 features, 2 classes)

|          | Original | CART      | M-CART    | Ours     |
|----------|----------|-----------|-----------|----------|
| Train acc. | 1.000 ± 0.000 | 0.853 ± 0.117 | 0.877 ± 0.120 | 0.963 ± 0.012 |
| Test acc. | **0.727 ± 0.061** | 0.702 ± 0.054 | 0.695 ± 0.084 | 0.724 ± 0.053 |
| Leaves    | 16.4 ± 1.7  | 6.0 ± 3.3  | 7.3 ± 4.4  | 10.4 ± 1.6 |
| Height    | 6.4 ± 0.9   | 3.3 ± 1.7  | 3.6 ± 1.9  | 5.0 ± 0.6  |
| Time [s]  | N/A        | 2.8 ± 0.3  | 2.7 ± 0.2  | 0.1 ± 0.1  |
| Bound     | N/A        | N/A        | N/A        | 4.5 ± 0.4  |

Table 6: Diabetic Retinopathy Debrecen Dataset [Antal and Hajdu, 2014] (1151 examples, 19 features, 2 classes)

|          | Original | CART      | M-CART    | Ours     |
|----------|----------|-----------|-----------|----------|
| Train acc. | 0.717 ± 0.021 | 0.598 ± 0.062 | 0.625 ± 0.058 | 0.696 ± 0.023 |
| Test acc. | 0.613 ± 0.027 | 0.576 ± 0.044 | 0.602 ± 0.040 | **0.622 ± 0.023** |
| Leaves    | 40.0 ± 0.0  | 2.6 ± 1.9  | 4.3 ± 4.4  | 16.5 ± 4.3 |
| Height    | 10.7 ± 1.1  | 1.5 ± 1.6  | 2.4 ± 2.4  | 7.8 ± 1.5  |
| Time [s]  | N/A        | 10.6 ± 0.7 | 10.7 ± 0.6 | 2.6 ± 0.8  |
| Bound     | N/A        | N/A        | N/A        | 13.1 ± 0.8 |

Table 7: Fertility Dataset [Gil et al., 2012] (100 examples, 9 features, 2 classes)

|          | Original | CART      | M-CART    | Ours     |
|----------|----------|-----------|-----------|----------|
| Train acc. | 0.992 ± 0.007 | 0.886 ± 0.025 | 0.881 ± 0.017 | 0.888 ± 0.027 |
| Test acc. | 0.790 ± 0.060 | **0.878 ± 0.051** | **0.878 ± 0.051** | 0.866 ± 0.056 |
| Leaves    | 14.6 ± 2.2  | 1.4 ± 1.4  | 1.3 ± 0.5  | 1.6 ± 1.4 |
| Height    | 6.9 ± 1.1   | 0.4 ± 1.4  | 0.3 ± 0.5  | 0.5 ± 1.3  |
| Time [s]  | N/A        | 0.7 ± 0.1  | 0.6 ± 0.1  | 0.1 ± 0.1  |
| Bound     | N/A        | N/A        | N/A        | 0.0 ± 0.1  |
Table 8: Habermans Survival Dataset [Haberman, 1976] (306 examples, 3 features, 2 classes)

|                  | Original | CART     | M-CART   | Ours     |
|------------------|----------|----------|----------|----------|
| Train acc.       | 0.832 ± 0.024 | 0.732 ± 0.015 | 0.750 ± 0.021 | 0.760 ± 0.025 |
| Test acc.        | 0.660 ± 0.062 | **0.746 ± 0.043** | 0.721 ± 0.043 | 0.719 ± 0.043 |
| Leaves           | 40.0 ± 0.0 | 1.0 ± 0.0 | 3.1 ± 1.9 | 3.4 ± 1.8 |
| Height           | 12.4 ± 1.5 | 0.0 ± 0.0 | 2.0 ± 1.7 | 2.1 ± 1.4 |
| Time [s]         | N/A      | 4.4 ± 0.3 | 4.4 ± 0.3 | 1.6 ± 0.2 |
| Bound            | N/A      | N/A      | N/A      | 10.1 ± 0.8 |

Table 9: Image Segmentation Dataset (210 examples, 19 features, 7 classes)

|                  | Original | CART     | M-CART   | Ours     |
|------------------|----------|----------|----------|----------|
| Train acc.       | 1.000 ± 0.000 | 0.936 ± 0.126 | 0.960 ± 0.035 | 0.964 ± 0.010 |
| Test acc.        | **0.862 ± 0.048** | 0.814 ± 0.144 | 0.844 ± 0.050 | 0.858 ± 0.050 |
| Leaves           | 17.0 ± 1.4 | 10.8 ± 3.3 | 11.2 ± 2.7 | 10.6 ± 1.1 |
| Height           | 9.8 ± 1.3  | 7.0 ± 1.6  | 7.4 ± 1.3  | 7.4 ± 1.0  |
| Time [s]         | N/A      | 2.0 ± 0.1  | 2.0 ± 0.1  | 8.0 ± 4.6  |
| Bound            | N/A      | N/A      | N/A      | 4.6 ± 0.3  |

Table 10: Ionosphere Dataset [Sigillito et al., 1989] (351 examples, 34 features, 2 classes)

|                  | Original | CART     | M-CART   | Ours     |
|------------------|----------|----------|----------|----------|
| Train acc.       | 1.000 ± 0.000 | 0.809 ± 0.132 | 0.916 ± 0.051 | 0.968 ± 0.009 |
| Test acc.        | **0.891 ± 0.035** | 0.772 ± 0.108 | 0.867 ± 0.057 | **0.892 ± 0.032** |
| Leaves           | 19.6 ± 2.0 | 3.4 ± 3.6  | 5.2 ± 3.7  | 9.3 ± 1.6  |
| Height           | 9.6 ± 2.0  | 1.9 ± 2.3  | 3.2 ± 2.1  | 5.4 ± 0.8  |
| Time [s]         | N/A      | 4.6 ± 0.5  | 4.6 ± 0.5  | 0.4 ± 0.2  |
| Bound            | N/A      | N/A      | N/A      | 2.8 ± 0.2  |

Table 11: Iris Dataset [Fisher, 1936] (150 examples, 4 features, 3 classes)

|                  | Original | CART     | M-CART   | Ours     |
|------------------|----------|----------|----------|----------|
| Train acc.       | 1.000 ± 0.000 | 0.923 ± 0.116 | 0.901 ± 0.130 | 0.986 ± 0.009 |
| Test acc.        | 0.933 ± 0.030 | 0.860 ± 0.139 | 0.838 ± 0.158 | **0.937 ± 0.028** |
| Leaves           | 7.6 ± 1.3  | 3.9 ± 1.5  | 3.8 ± 1.4  | 4.8 ± 1.0  |
| Height           | 4.8 ± 0.8  | 2.8 ± 1.4  | 2.8 ± 1.4  | 3.6 ± 0.8  |
| Time [s]         | N/A      | 0.5 ± 0.1  | 0.6 ± 0.1  | 0.0 ± 0.0  |
| Bound            | N/A      | N/A      | N/A      | 2.0 ± 0.3  |

Table 12: Parkinson Dataset [Little et al., 2007] (195 examples, 22 features, 2 classes)

|                  | Original | CART     | M-CART   | Ours     |
|------------------|----------|----------|----------|----------|
| Train acc.       | 1.000 ± 0.000 | 0.908 ± 0.098 | 0.944 ± 0.060 | 0.976 ± 0.013 |
| Test acc.        | 0.859 ± 0.062 | 0.848 ± 0.064 | 0.858 ± 0.065 | **0.863 ± 0.065** |
| Leaves           | 12.7 ± 1.8 | 5.6 ± 3.5  | 6.8 ± 3.4  | 8.2 ± 1.3  |
| Height           | 5.7 ± 1.1  | 3.0 ± 2.0  | 3.6 ± 1.6  | 4.0 ± 0.7  |
| Time [s]         | N/A      | 1.4 ± 0.1  | 1.4 ± 0.1  | 0.0 ± 0.0  |
| Bound            | N/A      | N/A      | N/A      | 3.1 ± 0.4  |
### Table 13: Planning Relax Dataset [Bhatt, 2012] (182 examples, 12 features, 2 classes)

|          | Original | CART       | M-CART     | Ours       |
|----------|----------|------------|------------|------------|
| Train acc| 1.000 ± 0.000 | 0.720 ± 0.038 | 0.709 ± 0.016 | 1.000 ± 0.000 |
| Test acc | 0.595 ± 0.075 | 0.725 ± 0.049 | **0.729 ± 0.048** | 0.595 ± 0.075 |
| Leaves   | 29.1 ± 2.2  | 1.7 ± 2.6   | 1.0 ± 0.0   | 29.1 ± 2.2 |
| Height   | 11.4 ± 2.1  | 0.6 ± 2.3   | 0.0 ± 0.0   | 11.4 ± 2.1 |
| Time [s] | N/A       | 2.7 ± 0.3   | 2.0 ± 0.2   | 1.0 ± 0.3  |
| Bound    | N/A       | N/A         | N/A         | 6.5 ± 0.1  |

### Table 14: QSAR Biodegradation Dataset [Mansouri et al., 2013] (1055 examples, 41 features, 2 classes)

|          | Original | CART       | M-CART     | Ours       |
|----------|----------|------------|------------|------------|
| Train acc| 0.834 ± 0.022 | 0.758 ± 0.042 | 0.791 ± 0.026 | 0.804 ± 0.025 |
| Test acc | 0.752 ± 0.031 | 0.741 ± 0.033 | 0.757 ± 0.026 | **0.761 ± 0.028** |
| Leaves   | 40.0 ± 0.0  | 3.1 ± 2.9   | 7.0 ± 4.8   | 10.3 ± 4.0 |
| Height   | 12.8 ± 1.7  | 1.8 ± 1.9   | 4.3 ± 2.2   | 5.7 ± 1.8  |
| Time [s] | N/A       | 16.7 ± 1.9  | 16.2 ± 1.0  | 2.9 ± 0.8  |
| Bound    | N/A       | N/A         | N/A         | 8.5 ± 0.8  |

### Table 15: Seeds Dataset [Charytanowicz et al., 2010] (210 examples, 7 features, 3 classes)

|          | Original | CART       | M-CART     | Ours       |
|----------|----------|------------|------------|------------|
| Train acc| 1.000 ± 0.000 | 0.967 ± 0.019 | 0.964 ± 0.057 | 0.981 ± 0.007 |
| Test acc | 0.918 ± 0.034 | 0.914 ± 0.040 | 0.905 ± 0.081 | **0.925 ± 0.033** |
| Leaves   | 12.0 ± 1.8  | 5.7 ± 1.8   | 6.4 ± 2.1   | 7.0 ± 0.9  |
| Height   | 6.0 ± 0.9   | 3.9 ± 1.1   | 4.1 ± 1.1   | 4.3 ± 0.5  |
| Time [s] | N/A       | 1.1 ± 0.1   | 1.2 ± 0.1   | 0.1 ± 0.1  |
| Bound    | N/A       | N/A         | N/A         | 2.4 ± 0.4  |

### Table 16: Spambase Dataset (4601 examples, 57 features, 2 classes)

|          | Original | CART       | M-CART     | Ours       |
|----------|----------|------------|------------|------------|
| Train acc| 0.861 ± 0.026 | 0.846 ± 0.026 | 0.850 ± 0.028 | 0.855 ± 0.026 |
| Test acc | 0.844 ± 0.027 | 0.839 ± 0.028 | 0.842 ± 0.029 | **0.846 ± 0.026** |
| Leaves   | 40.0 ± 0.0  | 7.0 ± 5.6   | 8.1 ± 5.6   | 9.6 ± 4.0  |
| Height   | 19.8 ± 2.4  | 3.8 ± 2.5   | 4.4 ± 2.8   | 5.5 ± 2.0  |
| Time [s] | N/A       | 82.4 ± 10.1 | 81.6 ± 10.6 | 3.4 ± 0.4  |
| Bound    | N/A       | N/A         | N/A         | 6.0 ± 1.0  |

### Table 17: Vertebral Column 3C Dataset [Berthonnau et al., 2005] (310 examples, 6 features, 3 classes)

|          | Original | CART       | M-CART     | Ours       |
|----------|----------|------------|------------|------------|
| Train acc| 1.000 ± 0.000 | 0.784 ± 0.181 | 0.881 ± 0.044 | 0.952 ± 0.019 |
| Test acc | 0.800 ± 0.050 | 0.725 ± 0.139 | 0.804 ± 0.046 | **0.819 ± 0.044** |
| Leaves   | 31.8 ± 3.4  | 6.5 ± 7.0   | 6.4 ± 4.2   | 15.6 ± 3.2 |
| Height   | 9.8 ± 1.3   | 3.5 ± 3.5   | 4.3 ± 2.2   | 7.7 ± 1.7  |
| Time [s] | N/A       | 3.0 ± 0.3   | 2.9 ± 0.3   | 12.5 ± 3.4 |
| Bound    | N/A       | N/A         | N/A         | 4.6 ± 0.4  |
Table 18: Wall Following Robot 24 Dataset [Freire et al., 2009] (5456 examples, 24 features, 4 classes)

|          | Original | CART     | M-CART   | Ours    |
|----------|----------|----------|----------|---------|
| Train acc. | 1.000 ± 0.000 | 0.999 ± 0.001 | 0.999 ± 0.001 | 0.998 ± 0.001 |
| Test acc. | **0.995 ± 0.002** | **0.994 ± 0.002** | **0.994 ± 0.002** | **0.994 ± 0.001** |
| Leaves   | 28.5 ± 3.3  | 22.3 ± 4.8  | 22.8 ± 4.5  | 17.8 ± 1.5  |
| Height   | 9.6 ± 1.0   | 9.3 ± 1.3   | 9.3 ± 1.3   | 8.6 ± 1.0   |
| Time [s] | N/A        | 59.4 ± 3.0  | 57.6 ± 3.1  | 32.9 ± 20.5 |
| Bound    | N/A        | N/A        | N/A        | 0.3 ± 0.0   |

Table 19: Wine Dataset [Aeberhard et al., 1994] (178 examples, 13 features, 3 classes)

|          | Original | CART     | M-CART   | Ours    |
|----------|----------|----------|----------|---------|
| Train acc. | 1.000 ± 0.000 | 0.981 ± 0.015 | 0.984 ± 0.012 | 0.989 ± 0.010 |
| Test acc. | **0.908 ± 0.041** | 0.902 ± 0.045 | 0.903 ± 0.043 | 0.904 ± 0.046 |
| Leaves   | 8.0 ± 2.3  | 5.6 ± 1.6  | 5.9 ± 1.8  | 6.3 ± 1.2  |
| Height   | 4.2 ± 1.2  | 3.2 ± 0.6  | 3.4 ± 0.8  | 3.2 ± 0.4  |
| Time [s] | N/A        | 0.8 ± 0.1  | 0.8 ± 0.1  | 0.0 ± 0.0  |
| Bound    | N/A        | N/A        | N/A        | 2.2 ± 0.6  |

Table 20: Yeast Dataset [Horton and Nakai, 1996] (1484 examples, 8 features, 10 classes)

|          | Original | CART     | M-CART   | Ours    |
|----------|----------|----------|----------|---------|
| Train acc. | 0.470 ± 0.007 | 0.370 ± 0.057 | 0.386 ± 0.058 | 0.449 ± 0.008 |
| Test acc. | **0.429 ± 0.019** | 0.368 ± 0.059 | 0.384 ± 0.058 | **0.442 ± 0.019** |
| Leaves   | 40.0 ± 2.0 | 2.0 ± 1.1  | 2.7 ± 2.0  | 6.2 ± 1.3  |
| Height   | 14.2 ± 2.0 | 1.0 ± 1.1  | 1.6 ± 1.7  | 4.1 ± 0.9  |
| Time [s] | N/A        | 8.5 ± 0.4  | 8.4 ± 0.3  | 418.9 ± 74.5 |
| Bound    | N/A        | N/A        | N/A        | 22.3 ± 0.3  |