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ABSTRACT

We study the tidal response of a superfluid neutron star in a binary system, focussing on Newtonian models with superfluid neutrons present throughout the star’s core and the inner crust. Within the two-fluid formalism, we consider the main aspects that arise from the presence of different regions inside the star, with particular focus on the various interfaces. Having established the relevant theory, we determine the tidal excitation of the most relevant oscillation modes during binary inspiral. Our results suggest that superfluid physics has a negligible impact on the static tidal deformation. The overwhelming contribution to the Love number is given by, as for normal matter stars, the ordinary fundamental mode (f-mode). Strong entrainment, here described by a phenomenological expression which mimics the large effective neutron mass expected at the bottom of the crust, is shown to have significant impact on the superfluid modes, but our results for the dynamical tide are nevertheless similar to the static limit: the fundamental modes are the ones most significantly excited by the tidal interaction, with the ordinary f-mode dominating the superfluid one. We also discuss the strain built up in the star’s crust during binary inspiral, showing that the superfluid f-mode may (depending on entrainment) reach the limit where the crust breaks, although it does so after the ordinary f-mode. Overall, our results suggest that the presence of superfluidity may be difficult to establish from binary neutron star gravitational-wave signals.
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1 CONTEXT: SUPERFLUID NEUTRON STAR DYNAMICS

Mature neutron stars exhibit states of matter commonly associated with low-temperature physics. The main difference from the laboratory setting is that, for neutron stars, the relevant ‘reference temperature’ (the Fermi temperature of the nucleons) is of order $10^{12}$ K. Shortly after a neutron star is born, the outer layers freeze to form an elastic crust of neutron-rich nuclei. Meanwhile, beyond the neutron-drip density the neutrons form a superfluid and in the star’s fluid core the protons condense into a superconductor. More exotic phases of matter, like superfluid hyperons and/or colour superconducting quarks may come into play above the nuclear saturation density. In essence, astrophysical observations allow us to explore the hottest superfluids/superconductors in the Universe (Page et al 2011; Shternin et al 2011, 2021).

The natural question to ask is to what extent we can use neutron-star observations to establish, beyond the level of theoretical expectation, the actual presence of macroscopic superfluidity. This is clearly a challenge given that neutron stars represent ‘hands-off laboratories’. However, it is well established that the macroscopic glitches seen in the spin evolution of many young neutron stars (with the Vela pulsar the poster example) provide smoking-gun evidence (Haskell and Melatos 2015). The rapid spin-up and gradual relaxation associated with a glitch is explained in terms of angular momentum transfer from a loosely coupled superfluid component. The argument is fairly intuitive, involving the unpinning of an ensemble of quantised vortices by means of which the superfluid mimics bulk rotation, but we do not yet have truly quantitative models that can be matched against observed events (although note the recent constraints on the glitch rise time in the Vela pulsar (Palfreyman et al 2018; Graber, Cumming and Andersson 2018; Ashton et al 2019)).

Superfluidity also enters discussions of neutron-star seismology. As an example, it is expected that the vortex mutual friction provides the dominant damping mechanism for the gravitational-wave driven instability of the star’s fundamental oscillation mode (Lindblom and Mendell 1995; Andersson, Glampedakis and Haskell 2009). Many different aspects on superfluid neutron star oscillations have been explored since the seminal work of Mendell in the early 1990s (Mendell 1991a,b). To cut a long story short, one of the main features of the superfluid problem is the doubling of (many of) the star’s oscillation modes (Epstein 1988; Lee 1995; Andersson and Comer 2001; Comer, Langlois and Lin 1999). The standard two-fluid description involves two coupled components with the presence of an additional dynamical degree of
freedom enriching the oscillation spectrum. Another natural question then is if there are situations where the additional modes come into play, perhaps in a way that leads to observationally distinguishable features? This is the context for the present discussion.

We consider the tide raised in a superfluid star by a binary companion (treated as a point particle, which should be a good enough approximation for our purposes, see Poisson and Will (2014) for a detailed discussion of the formulation of tidal problem). The tidal interaction induces a linear response in the primary, with both a static and a dynamical component. Both features may be described in terms of a sum over the star’s oscillations modes, a fact that is well established for Newtonian single fluid stars (see Andersson and Pnigouras 2020 and Passamonti, Andersson and Pnigouras 2021 for recent discussions) and which we extend to superfluid models here. As the mode spectrum depends on the superfluid parameters, it seems reasonable to ask what the impact on the tidal response may be. Previous work in this direction has considered the tidal deformability for two-fluid stars in relativity (Datta and Char 2020), the impact of internal differential rotation on the so-called I-Love-Q relations (Yeung et al 2021) and the shift of the dynamical g-mode resonances due to superfluidity (Yu and Weinberg 2017). The latter effort is particularly relevant for the present discussion as it concerns the dynamical tidal response. However, in that case the focus was on a somewhat indirect feature of a superfluid star. The standard two-fluid model does not allow for g-modes due to composition gradients (Lee 1995; Andersson and Comer 2001) (see Rau and Wasserman (2018) for a recent discussion of superfluid g-modes), often considered in tidal discussions. The g-modes are reinstated in models that allow for muons (which should appear beyond a moderate density). This then leads to an electron-muon composition variation and an associated set of g-modes (Gusakov and Kantor 2013; Kantor and Gusakov 2014; Passamonti, Andersson and Ho 2016). These new g-modes lead to tidal resonances appearing at higher frequencies than in the corresponding single-fluid model. However, indications are that this has little impact on the detectability of the contribution to dynamical tide—which would be a distinct signature of superfluidity—as the resonances appear at the late stage of binary inspiral where the system evolves too rapidly to significantly excite the modes (Yu and Weinberg 2017). In this paper, our main focus is on the role of the second degree of freedom enriching the oscillation spectrum. As this problem has not previously been explored in detail, we develop the relevant formalism (aspects of which are also discussed by Andersson, Comer and Grosart 2004 and Yu and Weinberg 2017) making contact with, in particular, the discussion of superfluid oscillations from Passamonti and Andersson (2012) and highlighting the impact of the entrainment effect on the two-fluid dynamics.

2 RECAP: THE SINGLE-FLUID PROBLEM

In order to provide context for the discussion, and establish some of the key results we will need, let us remind ourselves of the results for single-fluid systems. If we want to quantify the fluid response to a tidal driving potential—in essence, quantify the dynamical tide—we need to solve the linearised fluid equations (here in Newtonian gravity). Focussing on non-rotating stars and following Friedman and Schutz (1978), we express the perturbations in term of the Lagrangian displacement vector (with components) $\xi^i$, governed by

$$A^i_j \partial^2 \xi_j + C^i_j \xi_j = -\rho \nabla \chi,$$

where $\chi$ is the tidal potential associated with the binary companion. We simply have $A^i_j = \rho \delta^i_j$, with $\rho$ the density of the unperturbed star, while the expression for the $C^i_j$ operator is more involved (but we will not need it here).

Assuming a mode expansion

$$\xi^i = \sum_n a_n(t) \tilde{\xi}_n^i(r, \theta, \varphi),$$

where the time-independent mode eigenfunctions $\tilde{\xi}_n^i$ are solutions to the corresponding homogeneous problem (including the relevant boundary conditions), and that the modes behave as $e^{i\omega_n t}$, we have

$$-\omega_n^2 A^i_j \tilde{\xi}_n^i + C^i_j \tilde{\xi}_n^j = 0.$$

As demonstrated by Friedman and Schutz (1978), two mode solutions (labelled $n$ and $n'$) are orthogonal in the sense that (here, and in the following, suppressing the spatial indices for clarity)

$$\langle \tilde{\xi}_{n'}, \rho \tilde{\xi}_n \rangle = \int \rho \tilde{\xi}_{n'}^i \tilde{\xi}_n \mathrm{d}V = A^2_n \delta_{nn'},$$

where $A^2_n$ is a normalisation constant. Making use of this we have

$$\langle \tilde{\xi}_{n'}, \sum_n (\tilde{a}_n + \omega_n^2 a_n) \rho \tilde{\xi}_n \rangle = \sum_n (\tilde{a}_n + \omega_n^2 a_n) \langle \tilde{\xi}_{n'}, \rho \tilde{\xi}_n \rangle = (\tilde{a}_{n'} + \omega_{n'}^2 a_{n'}) A^2_{n'} = -\langle \tilde{\xi}_{n'}, \rho \nabla \chi \rangle,$$

or

$$\tilde{a}_n + \omega_n^2 a_n = -\frac{1}{A_n} \langle \tilde{\xi}_n, \rho \nabla \chi \rangle.$$

Once we account for the time dependence of the tidal potential, we can solve this equation for the individual mode amplitudes $a_n$. The usual procedure involves working in the frequency domain, but if we assume that the binary orbit evolves adiabatically we can make a short cut. We have

$$\chi(t, r, \theta, \varphi) = -G M' \sum_{l \geq 2} \sum_{m=-l}^l W_{lm}^{ij} Y_{lm}^{ij} e^{-im\Omega t},$$

$$= \sum_{l \geq 2} \sum_{m=-l}^l \chi_{lm} Y_{lm}^{ij} e^{-im\Omega t},$$

where $M'$ is the mass of the binary companion, $\Omega$ is the orbital frequency and $D$ is the orbital separation. Assuming a circular orbit in the equatorial plane, the $W_{lm}$ coefficients can be found in, for example, Lai (1994) and we provide specific examples later when we work out the tidal mode excitation. As we are interested in the driven solution to (6), we see that $a_n$ must inherit the time dependence of the tidal potential. With (for a given value of $m$)

$$a_n = \tilde{a}_n e^{-im\Omega t}$$
we have
\[ \dot{a}_n = -\frac{1}{A_n^2 \left[ \omega_n^2 - (m\Omega)^2 \right]} \langle \tilde{\chi}_n, \rho \nabla \tilde{\chi} \rangle. \quad (9) \]

Finally, we introduce the inner product between the tide and the mode eigenfunction
\[ Q_n = -\langle \tilde{\chi}_n, \rho \nabla \tilde{\chi} \rangle = -\int \rho \tilde{\chi}_n^* \nabla_i \tilde{\chi} dV \]
where we used the continuity equation for the (Eulerian) density perturbation \( \delta \rho \) in the last equality. Expanding the perturbed density in spherical harmonics, we are left with
\[ Q_{nlm} = GM' \sum_i W_{lm} \int r^{l+2} \delta \tilde{\rho}_{ilm}^* dr \]
\[ = GM' \sum_i W_{lm} \int r^{l+1} \delta \tilde{\rho}_{ilm}^* dr \]
\[ = GM' \sum_i W_{lm} \int r^{l+1} \delta \tilde{\phi}_{ilm}^* dr, \quad (11) \]
where the mass multipole moment \( I_{nlm} \) is also referred to as the “overlap integral”. Since we know that—because of the spherical symmetry—each mode contributes only to a single \((l, m)\)-multipole for a then-rotating star, we may dispose of the sums over \( l \) and \( m \). We then have
\[ \dot{a}_n = \frac{Q_{nlm}}{A_n^2 \left[ \omega_n^2 - (m\Omega)^2 \right]}. \quad (12) \]

We also need (integrating the perturbed Poisson equation by parts)
\[ 4\pi G \int_0^R r^{l+2} \delta \tilde{\rho}_{ilm} dr \]
\[ = R^{l+2} \left[ \frac{d}{dr} \tilde{\phi}_{ilm} \mid_{r=R} - lR^{l+1} \tilde{\phi}_{ilm}(R) \right], \quad (13) \]
where we know that the solution should satisfy (assuming that the density vanishes at the star’s surface, \( r = R \))
\[ \frac{d}{dr} \tilde{\phi}_{ilm} + \frac{l+1}{r} \tilde{\phi}_{ilm} = 0 \quad \text{at} \quad r = R. \quad (14) \]
Hence, (13) leads to
\[ 4\pi G \int_0^R r^{l+2} \delta \tilde{\rho}_{ilm} dr = -(2l+1) R^{l+1} \tilde{\phi}_{ilm}(R), \quad (15) \]
or, connecting to the mass multipole moment (noting the different sign convention from Andersson and Pnigouras 2020, which has no impact on the final result)
\[ I_{nlm} = \frac{2l+1}{4\pi G} R^{l+1} \tilde{\phi}_{ilm}^*(R). \quad (16) \]
Expanding the induced perturbation in the gravitational potential in terms of the mode solutions, we have
\[ \delta \Phi = \sum_{l,m} \delta \Phi_{lm} Y_l^m = \sum_{l,m} \sum_n a_n \delta \Phi_{nlm} Y_l^m. \quad (17) \]

We then have, at the star’s surface,
\[ \delta \Phi_{lm} = -4\pi G \sum_n \frac{1}{(2l+1)R^{l+1}} \]
\[ \times \frac{1}{A_n^2 \left[ \omega_n^2 - (m\Omega)^2 \right]} Q_{nlm} I_{nlm} e^{-im\Omega t}. \quad (18) \]

which, as each mode depends on single values of \( l \) and \( m \), leads to
\[ \delta \Phi_{lm} = -\frac{4\pi G}{(2l+1)(DR)^{l+1}} \]
\[ \times \sum_n \frac{1}{A_n^2 \left[ \omega_n^2 - (m\Omega)^2 \right]} |Q_{nlm}|^2 e^{-im\Omega t}. \quad (19) \]

From before, we know that (again, at the surface)
\[ \chi_{lm} = -GM' W_{lm} \frac{R'}{D} e^{-im\Omega t}. \quad (20) \]

Comparing (19) to (20) we see that
\[ \delta \Phi_{lm} = 2k_{lm} \chi_{lm} \]
leads to the (effective) Love number
\[ k_{lm} = \frac{2\pi G}{(2l+1)R^{l+1}} \sum_n \frac{1}{A_n^2 \left[ \omega_n^2 - (m\Omega)^2 \right]} |I_{nlm}|^2. \quad (22) \]

This expression for \( k_{lm} \) is notably simpler than the, formally equivalent, result from Andersson and Pnigouras (2020).

Finally, we introduce the dimensionless frequency \( \tilde{\omega}_n \)
\[ \tilde{\omega}_n^2 = \omega_n^2 \frac{(GM)}{(R^3)} \]
and similar for \( \tilde{\Omega} \), along with the normalisation
\[ A_n^2 = M_n R^2 \]
\[ I_n = I_{nlm} \frac{R^2}{M_n}, \]
where \( M_n \) is the star’s mass, to get the final result
\[ k_{lm} = \frac{2\pi}{(2l+1)R} \sum_n \frac{|\tilde{L}_n|^2}{\tilde{\omega}_n^2 - (m\Omega)^2}. \quad (26) \]

In the static limit, when \( \tilde{\Omega} \to 0 \), this result provides an expression for the Love number in terms of the set of modes of the star (notably degenerate in \( m \) as one would expect). We can sanity check this by making use of the numerical results (for simple polytropic models) from Andersson and Pnigouras (2020). An illustrative example is provided in Table 1, showing that the mode-sum is completely dominated by the contribution from the fundamental \( f \)-mode. This is as expected. What is perhaps remarkable is how small the contribution from the other modes is. For \( \tilde{\Omega} \neq 0 \) Eq. (26) provides a simple expression for the dynamical tide, reflecting its origin in a set of driven stellar oscillation modes.

3 THE SUPERFLUID PROBLEM

In order to establish how superfluidity impacts on the tidal response we make use of the standard two-fluid model. That is, we separate the superfluid neutrons from the (co-moving) charged components (protons and electrons in the simplest case), and carefully consider the role of the two (coupled) fluid degrees of freedom in the problem. Formally, this involves repeating the steps from the single-fluid case. First, we need to establish the appropriate orthogonality condition for mode solutions and derive the mode-sum formula for the dynamical tide. Second, we need to take a closer look at the
3.1 Representing the two degrees of freedom

As in the single-fluid problem, we begin by deriving the equations governing Lagrangian perturbations of the system. In the first instance we ignore the entrainment coupling—in order to keep the discussion as transparent as possible—we have the Euler equations (Andersson, Comer and Grosart 2004)

\[(∂_t + \mathcal{L}_{\nu_0}) \upsilon^x + \nabla_i \left( \Phi + \bar{\mu}_x - \frac{1}{2} \nabla^2 \right) = 0 ,\]  

(27)

where \( x \) represents one of the two fluid degrees of freedom (and \( y \neq x \) provides the other one later) and \( \mathcal{L}_{\nu_0} \) denotes the Lie derivative with respect to \( \upsilon^x \). As we focus on non-rotating stars (some of the reasons for this are explained later when we discuss the entrainment), the background equilibrium must be such that (since \( \upsilon^x = 0 \))

\[\nabla_i (\Phi + \bar{\mu}_x) = 0 ,\]  

(28)

where we have introduced \( \bar{\mu}_x = \mu_x / m_B \), with \( \mu_x \) the chemical potential of the \( x \) component and \( m_B \) the baryon mass.

Clearly, we must now work with two distinct Lagrangian displacement vectors \( \xi^x_i \) (Andersson, Comer and Grosart 2004). In order to distinguish between the two possibilities we use Lagrangian variations \( \Delta_x \) such that

\[\Delta_x Q = \delta Q + \mathcal{L}_{\xi^x} Q .\]  

(29)

The generalisation of the single-fluid results for co- and contravariant vectors is straightforward. The two Lagrangian variations are introduced in such a way that

\[\Delta_x \upsilon^x = \partial_i \xi^x_i ,\]  

(30)

which then leads to the perturbed continuity equation for the number density \( n_x \) taking the form

\[\Delta_x n_x = -n_x \nabla_i \xi^x_i \quad \Rightarrow \quad \delta n_x = -\nabla_i (n_x \xi^x_i) .\]  

(31)

With these definitions, it is relatively easy to derive the perturbed Euler equations. From (27) it follows that

\[\partial_t^2 \xi^x + \nabla_i (\partial_i \bar{\mu}_x + \delta \Phi) = 0 ,\]  

(32)

or

\[\partial_t^2 \xi^x + \nabla_i \left[ \left( \frac{\partial \bar{\mu}_x}{\partial n_x} \right) \nabla_j (n_x \xi^x_j) \right] = \nabla_i \delta \Phi = 0 .\]  

(33)

From this result it is evident that the two fluids are coupled even in the absence of entrainment. We need to consider the fact that they live in the same gravitational potential—gravity cannot distinguish neutrons from protons/electrons—and the equation of state may also lead to ‘chemical coupling’, arising when the chemical potential of one species depends on the presence of particles of the other kind (Mendell 1991a, b; Lee 1995; Andersson and Comer 2001; Prix and Rieutord 2004; Gusakov and Kantor 2011; Gualtieri et al. 2014; Andersson and Comer 2021).

The perturbed gravitational potential explicitly depends on both displacement vectors. Labelling the two components by \( n \) (not to be confused with the mode label \( n \)) and \( p \) later taken to represent the superfluid neutrons and a conglomerate of all other components in the neutron star core, respectively—-we have

\[\nabla^2 \delta \Phi = 4\pi m_B G (\delta n_n + \delta n_p) = -4\pi m_B G \nabla_i (n_n \xi^x_i + n_p \xi^x_p) .\]  

(34)

Since this is a linear equation we can write the solution as

\[\delta \Phi = \delta \Phi_n + \delta \Phi_p = \sum_{x=n,p} \delta \Phi_x \]  

(35)

where we define

\[\nabla^2 \delta \Phi_x = 4\pi m_B G \delta n_x = -4\pi m_B G \nabla_i (n_x \xi^x_i) .\]  

(36)

There are clearly different ways to write the perturbation equations, but we know from Mendell (1991a, b; Lee (1995); Andersson and Comer (2001) and Prix and Rieutord (2004) that it makes sense to represent one of the degrees of freedom by an equation for the total momentum. In essence, we want to compare (33) to the perturbed single-fluid equation. In order to effect this comparison, we introduce \( \rho_x = m_B n_x \) along with the weighted displacement (Andersson and Comer 2001)

\[\rho^x \delta \xi = \rho_n \xi^x_n + \rho_p \xi^x_p .\]  

(37)

Adding the two perturbed Euler equations, we then get

\[\partial_t^2 \xi^x_i + \frac{1}{\rho} (n_n \nabla_i \delta \mu_n + n_p \nabla_i \delta \mu_p) + \nabla_i \delta \Phi = 0 .\]  

(38)

Here we have

\[\delta p = n_n \delta \mu_n + n_p \delta \mu_p \]  

(39)

and we also introduce (Andersson and Comer 2001)

\[\delta \beta = \delta \mu_p - \delta \mu_n \]  

(40)

such that

\[\delta \mu_n = \frac{1}{\rho} \delta p - \frac{\rho_n}{\rho} \delta \beta \]  

(41)

and

\[\delta \mu_p = \frac{1}{\rho} \delta p + \frac{\rho_p}{\rho} \delta \beta .\]  

(42)
This then leads to
\[
\frac{1}{\rho} (n_a \nabla_i \delta \mu_a + n_p \nabla_i \delta \mu_p) = \frac{1}{\rho} (\rho_a \nabla_i \delta \mu_a + \rho_p \nabla_i \delta \mu_p)
\]
\[
= \nabla_i \left( \frac{\delta \rho}{\rho} \right) - \nabla_i \left( \frac{\rho \nabla_i}{{\rho}} \delta \beta \right)
\]
\[
= \nabla_i \left( \frac{\delta \rho}{\rho} \right) - \left[ \frac{\partial}{\partial \rho} \left( \frac{\rho}{\rho} \right) \nabla_i \rho \right] \delta \beta
\]  
(43)
which reproduces the result from Andersson and Comer (2001) (and also agrees with Yu and Weinberg 2017).

Before we proceed, it makes sense to pause and note that in the barotropic single-fluid case, which is relevant for the static tide (Andersson and Pngouaras 2019), we have
\[
- \left( \frac{1}{\rho} \nabla_i \rho \right) \delta \rho = \nabla_i \left( \frac{1}{\rho} \right) \delta \rho .
\]  
(44)

In effect, if we were to impose \( \delta \beta = 0 \) in the single-fluid region, as would be natural in the static limit, it is obvious that (43) extends continuously across the superfluid transition. By enforcing this condition we assume that the single-fluid region is barotropic and hence cannot support g-modes. This is appropriate for a discussion of the static tide—and the usual Love number—but not for the dynamical tide that is our main interest here. In the latter case, we implement the same junction conditions as Passamonti and Andersson (2012), see the discussion later.

The fact that the new term in the Euler equation for the perturbed (total) momentum involves the deviation from chemical equilibrium associated with perturbation provides an intuitive idea of the way the two-fluid nature of the problem impacts on the tidal response. The effect will be large on modes that induce a significant \( \delta \beta \) while the result should be close to the single-fluid one when this quantity remains small. Our main aim is to make this expectation precise.

Before we turn to this issue, and in order to complete the derivation, the dynamical equation for the second degree of freedom is easily obtained from (33). Introducing the difference (note that Yu and Weinberg 2017 use a slightly different definition)
\[
\psi^i = \xi^i_x - \xi^i_n
\]  
(45)
we immediately get
\[
\partial^2_t \psi_i + \frac{1}{m_B} \nabla_i \delta \beta = 0 .
\]  
(46)

Intuitively, the relative motion is driven by the deviation from chemical equilibrium (Mendell 1991a; Andersson and Comer 2001).

In summary, the new variables \( \xi^i \) and \( \psi^i \) (later referred to as co- and counter-moving, respectively) are motivated by the fact that the two degrees of freedom would decouple if the second term in (43) were to vanish. In general, this is not the case, but (as we will see later in Fig. 4) the oscillation modes of the system are still fairly well represented by this intuition.

3.2 The static tide

Before we consider the problem of dynamical tides in a superfluid star, it is natural to comment on the (simpler) problem of the static tide, usually expressed in terms of the tidal deformability. Essentially, this means that we consider the perturbation equations in the static limit. In the two-fluid case, we then have
\[
- \frac{1}{\rho} \nabla_i \delta \rho - \frac{\delta \rho}{\rho^2} \nabla_i \rho - \left[ \frac{\partial}{\partial \rho} \left( \frac{\rho}{\rho} \right) \nabla_i \rho \right] \delta \beta = \nabla_i \delta \Phi = 0
\]  
(47)
along with
\[
\nabla^2 \delta \Phi = 4\pi G \delta \rho
\]  
(48)
and
\[
\nabla_i \delta \beta = 0 .
\]  
(49)

The key point here is that (49) is consistent with the condition \( \delta \beta = 0 \), mentioned earlier, which would represent the two fluids being in chemical equilibrium. As discussed by Andersson and Pngouaras (2019), one would expect the unperturbed system to be in equilibrium in the static limit (effectively, in the static limit the tidal driving is much slower than the timescale required for the system to reach equilibrium).

As a result, the fluid is adequately described as a barotrope \( p = p(\rho) \). In the normal fluid case, there will be no g-modes while in the superfluid case we have \( \delta \beta = 0 \) and the second fluid degree of freedom has no effect on the tidal response. The argument is quite general. In order to distinguish the presence of a superfluid component we need to consider dynamical aspects of the tide. This will be brought out by our numerical results.

3.3 Modes and orthogonality

Now consider the general problem. In analogy with the single fluid problem (and following Andersson, Comer and Grossart 2004), we can write the perturbed Euler equations in the schematic form, after multiplying Eq. (33) by \( n_x \),
\[
A_k \partial_t^2 \xi_k + C_k \xi_k + D_k \xi_y = 0 .
\]  
(50)

The first two terms are (fairly) obvious generalisations of the single fluid case, although they now relate to each of the two fluids. The last term is new, and describes the coupling between the components. Explicitly, it takes the form
\[
D_k \xi_y = -n_x \nabla_x \left[ \frac{\partial \psi_x}{\partial n_y} n_x \right] \nabla_y (n_x \xi_y) + n_x \nabla_i \delta \Phi .
\]  
(51)

In order to develop a mode-sum approach for the tidal problem, we need to introduce a suitable inner product. Given the single-fluid results, it is easy to show that we have the following symmetries
\[
\langle \eta_k, A_k \xi_k \rangle = \langle \xi_k, A_k \eta_k \rangle^* ,
\]  
(52)
\[
\langle \eta_k, C_k \xi_k \rangle = \langle \xi_k, C_k \eta_k \rangle^* ,
\]  
(53)
where \( \eta_k \) can (at this point) be any solution to the perturbation equation for the \( x \) component. Integrating by parts, with \( \hat{n}_i \) the outwards pointing normal to the surface and noting that (mixed second partial derivatives commute)
\[
\hat{\mu}_x = \frac{1}{m_B} \left( \frac{\partial \xi}{\partial n_y} \right)_{n_y} \Rightarrow \hat{\mu}_x = \frac{\partial \xi}{\partial n_y} = \frac{\partial \eta}{\partial n_x}
\]  
(54)
where \( \xi \) is the energy representing the equation of state (Prix,
Comer and Andersson (2002), we have
\[
- \int n_x \eta^* \nabla_i \left( \frac{\partial \mu}{\partial n_y} - \nabla_j (n_y \xi^i) \right) dV
= \int \left[ n_y \xi^i \left( \frac{\partial \mu}{\partial n_y} - \nabla_j (n_x \eta^* \xi^i) \right) - n_x \eta^* \left( \frac{\partial \mu}{\partial n_y} \right) \nabla_j (n_x \eta^* \xi^i) \right] dV
- \int n_y \xi^i \nabla_i \left( \frac{\partial \mu}{\partial n_y} \right) \nabla_j (n_x \eta^* \xi^i) dV .
\] (55)

For the gravitational potential we need
\[
\int n_x \eta^* \nabla_i \delta \Phi_y dV
= \int \left[ n_x \eta^* \delta \Phi_y \right] \tilde{n}_i dS - \int \delta \Phi_y \nabla_i (n_x \eta^*) dV
= \int \left[ n_x \eta^* \delta \Phi_y - n_x \xi^i \delta \Phi_y \right] \tilde{n}_i dS
+ \int n_y \xi^i \nabla_i \delta \Phi_y dV .
\] (56)

Leaving out the surface terms for a moment, these results show that
\[
(n_\eta \cdot D_\eta \xi_\rho) + (n_\rho \cdot D_\rho \xi_\eta) = (\xi_\eta \cdot D_\eta \eta^*) + (\xi_\rho \cdot D_\rho \eta^*) .
\] (57)

In order to work out what this means for the tidal problem, we first of all need to consider the orthogonality of the mode solutions. It is clear that a global mode must have the two components move with the same frequency. Consider two such solutions: first of all the set \((\xi^i, \xi^i_\rho)\) associated with frequency \(\omega\) (momentarily omitting the mode label, for clarity) and secondly the set \((\xi^i_\rho, \xi^i_\rho)\) associated with \(\omega\). Then we have
\[
0 = (\xi_\eta, -\omega^2 A_\eta \xi_\rho + C_\eta \xi_\rho + D_\eta \xi_\rho) = -\omega^2 (\xi_\eta, A_\eta \xi_\rho)^* + (\xi_\eta, C_\eta \xi_\rho)^* + (\xi_\eta, D_\eta \xi_\rho)
= -\omega^2 (\xi_\eta, A_\eta \xi_\rho)^* + (\omega^2)^* (\xi_\eta, A_\eta \xi_\rho)^* + (\xi_\eta, D_\eta \xi_\rho)^* + (\xi_\eta, D_\eta \xi_\rho)
= \left[ (\omega^*)^2 - \omega^2 \right] (\xi_\eta, A_\eta \xi_\rho) - (\xi_\eta, D_\eta \xi_\rho)^* + (\xi_\eta, D_\eta \xi_\rho) .
\] (58)

which demonstrates that the individual component eigenfunctions are not orthogonal in the usual sense. However, in the same way we get for the other component
\[
\left[ (\omega^*)^2 - \omega^2 \right] (\xi_\rho, A_\rho \xi_\eta) - (\xi_\rho, D_\rho \xi_\eta)^* + (\xi_\rho, D_\rho \xi_\eta) = 0 .
\] (59)

If we add the two relations and make use of (57), we have
\[
\left[ (\omega^*)^2 - \omega^2 \right] (\xi_\eta, A_\eta \xi_\rho) + (\xi_\eta, A_\eta \xi_\rho) = 0 .
\] (60)

It appears that, for modes with distinct (real) frequencies we must have
\[
(\xi_\eta, \rho \xi_\rho) + (\xi_\rho, \rho \xi_\rho) = 0 , \quad m \neq n .
\] (61)

1 In fact, the first term on the left is equal to the second term on the right, while the second term on the left balances the first term on the right, but all we require here is the balance of the sum of the two terms.

Now introduce the ‘sum and difference’ displacements \(\xi^i\) and \(\psi^i\) from (37) and (45), respectively, to get
\[
\rho \xi^i = \rho_n \xi^i + \rho_\rho \xi^i = \rho_n \xi^i + \rho_\rho \psi^i \implies \xi^i_n = \xi^i - x_p \psi^i ,
\] (62)

where \(x_p = \rho_\rho / \rho\) is the proton fraction, and
\[
\xi^i_\rho = \xi^i + (1 - x_p) \psi^i .
\] (63)

Use these results in (61) to get (where the meaning of \(\xi\) and \(\psi\) should be obvious)
\[
\langle \xi - x_p \psi, \rho_n (\xi - x_p \psi) \rangle + \langle \xi - x_p \psi, \rho_\rho (\xi + (1 - x_p) \psi) \rangle = \langle \xi, \rho \xi \rangle - \langle x_p \psi, \rho_n \xi \rangle + \langle \rho_\rho \psi, x_p \xi \rangle
= \langle \xi, \rho \xi \rangle + \langle \psi, \frac{\rho_\rho}{\rho} \psi \rangle = 0 (64)
\]

This establishes the sense in which the superfluid mode solutions are orthogonal. It accords with the conclusions from Andersson, Comer and Grosart (2004) and Yu and Weinberg (2017).

3.4 The tidal response

Let us now work out how the additional degree of freedom affects the mode-sum argument for the tidal response. This turns out to be relatively straightforward. Adapting the logic from the single fluid problem, we need
\[
\left( \xi^i, \psi^i \right) = \sum_n a_n(t) \left( \tilde{\xi}^i_n, \tilde{\psi}^i_n \right)
\] (65)

where \(\tilde{\xi}^i_n\) is a time-independent mode solution for the total displacement from (37), while \(\tilde{\psi}^i_n\) is the corresponding difference defined in (45).

It is easy to see that the tidal potential—introduced by replacing \(\delta \Phi \rightarrow \delta \Phi + \chi\) in the Euler equations—explicitly enters only the equation for the co-moving degree of freedom associated with \(\xi^i\). Assuming, as before, that the mode frequency is \(\omega_n\) we get
\[
\sum_n (\tilde{a}_n + \omega_n^2 \tilde{a}_n) \left( \tilde{\xi}^i_n, \tilde{\psi}^i_n \right) = \left( -\nabla^i \chi, 0 \right) .
\] (66)

Next, using the inner product along with the normalisation implied by (64),
\[
\langle \xi_\eta, \rho \xi_\eta \rangle + \langle \psi_\eta, \frac{\rho_\rho}{\rho} \psi_\eta \rangle = A_n \delta_{mn} ,
\] (67)

it is easy to show that
\[
\tilde{a}_n + \omega_n^2 \tilde{a}_n = -\frac{1}{A_n^2} \langle \tilde{\xi}^i_n, \rho \nabla_i \chi \rangle ,
\] (68)

Formally, the result takes the same form as in the single-fluid case (cf. Eq. (6)). The main difference is associated with the implicit presence of the difference degree of freedom in the normalisation integral.

The final steps are easy. From the definition of the \(\tilde{\xi}^i_n\) it follows that
\[
\delta \tilde{\rho}_n = -\nabla_i \left( \rho \tilde{\xi}^i_n \right) ,
\] (69)

just as in the single-fluid case. As a result, the derivation of
the mode-sum for the tide proceeds as before (as it involves only the gravitational potential and the total density perturbation). The expression for the dynamical tidal response (26) remains unchanged (as long as we work with a neutron star model that has a single fluid surface, see the discussion in Passamonti, Andersson and Pnigouras 2021). The numerical results will, of course, be different. Before we explore this, we need to consider a few points of detail.

3.5 Fine print: The superfluid transition

In order to complete a superfluid model, we need to understand the conditions to be imposed at the superfluid transition density. Superfluid neutrons will be present from the neutron drip density and the pairing gap may also be such that the superfluid region ends at some higher density (also depending on the star’s interior temperature). The question then is how—in a dynamical setting—we deal with the transition from superfluidity (and two degrees of freedom) to normal matter (and a single fluid component).

As in Passamonti and Andersson (2012), we impose at neutron drip a ‘free-surface’ condition on the free superfluid chemical potential, \( \Delta \mu = 0 \), along with continuity of the radial component of the total momentum \( \rho \xi' = \rho_c \xi'_c + \rho \xi'_\xi \). These conditions and the vanishing of the free superfluid density at neutron drip guarantee the continuity of the pressure perturbation.

In a realistic model there will be two transitions: 1) at the base of the crust, where it is natural to change ‘chemical potential’ at neutron drip guarantee the continuity of the pressure perturbation. More problem—which is relevant in the outer crust (as long as we ignore the elastic aspects) we see that the first term represents the (anticipated) continuity of the perturbed pressure. Moreover, as \( x_c \to 1 \) and the other quantities take finite values, the second term will vanish at the superfluid transition. Finally, when it comes to the conditions on the gravitational potential it is easy to see that we end up with the same result—once we use the weighted displacement—as in the single-fluid case (see Passamonti, Andersson and Pnigouras 2021).

3.6 Second fine print: Entrainment

Adding important realism to the model, let us now account for entrainment (Prix 2004; Yoshida and Lee 2003; Kantor and Gusakov 2011; Andersson and Comer 2021). This effect introduces an additional (non-dissipative) coupling mechanism to the two-fluid model, an essential aspect if we want to describe the dynamics of the neutron star crust, where Bragg scattering off of the nuclear lattice makes the ‘free’ neutrons less mobile than one might otherwise have expected (Carter, Chamel and Haensel 2005; Chamel 2005, 2006). This, in turn, impacts on the detailed oscillation modes and hence the tidal mode sum.

Formally, the entrainment encodes how the internal energy of the system depends on the relative velocity of the two fluids. Introducing the entrainment parameter \( \alpha \) (encoding how the system’s energy functional \( \mathcal{E} \) depends on the relative velocity between the two components (Mendell 1991a; Prix, Comer and Andersson 2002; Prix 2004; Carter, Chamel and Haensel 2005; Andersson and Comer 2021; Andersson 2021)) and \( \varepsilon_x = 2\alpha/\rho_x \) (following Prix 2004), the Euler equations can be written

\[
\left( \partial_t + v'^*_y \nabla_j \right) \left( v^*_y + \varepsilon_x w^*_yx \right) + \nabla_i \left( \Phi + \mu^*_x \right) + \varepsilon_x w^*_yx \nabla_i v'^*_y = 0 ,
\]

(72)

where

\[
w^*_yx = v'^*_y - v'_x
\]

(73)

represents the relative velocity between the components. Phenomenologically, entrainment is crucial for the understanding of observed pulsar glitches (Andersson et al 2012; Chamel 2013)—but for the present purposes the introduction of bulk rotation in the unperturbed configuration makes the analysis much less tractable. Fortunately, for the tidal problem it is reasonable to assume that the system is sufficiently old that the stars have spun down to the extent that we may ignore rotational effects. As any relative rotation should be a small fraction of the bulk rotation rate\(^2\), it should be very safe to ignore background terms involving \( w^*_yx \). This leaves us with a much simpler model. We get some idea of what may happen if we push the relative rotation to the extreme from the analysis of Yeung et al (2021), but we will not explore that regime here.

First of all, the continuity equations and the Poisson equation are not affected by entrainment. Second, the perturbed chemical potential terms also remain as before. In principle,

\[
\rho \delta \mu^*_x (\xi'_c \hat{n}_i) + \rho \delta \mu^*_p (\xi'_p \hat{n}_i) = \delta \mu^*_n (\xi'_n \hat{n}_i) + (1 - x_p) \rho \delta \mu^*_p (\psi'^*_ i \hat{n}_i) .
\]

(71)

Comparing to the surface term from the stratified single-fluid

\[
\rho \delta \mu^*_x (\xi'_c \hat{n}_i) + \rho \delta \mu^*_p (\xi'_p \hat{n}_i) = \delta \mu^*_n (\xi'_n \hat{n}_i) + (1 - x_p) \rho \delta \mu^*_p (\psi'^*_ i \hat{n}_i) .
\]

(71)

\[
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\( \delta \mu_k \) depends on the entrainment since the chemical potential \( \mu_k \) follows from the partial derivative of the energy functional, \( E \), with respect to the number density, \( n_k \). Since \( E \) depends on the entrainment the Eulerian variation of the chemical potential inherits this dependence. In general, we have

\[
\delta \mu_k = - \left( \frac{\partial \mu_k}{\partial n_k} \right)_{n_y, w^2} \nabla_j \left( n_k \xi_k^j \right) - \left( \frac{\partial \mu_k}{\partial n_k} \right)_{n_x, w^2} \nabla_j \left( n_k \xi_k^j \right) + \left( \frac{\partial \mu_k}{\partial n_k} \right)_{n_k, n_y} \delta w^2 , \quad (74)
\]

where

\[
\delta w^2 = 2w^1 \delta w^j \xi_k^j . \quad (75)
\]

However, if the relative flow vanishes in the background then the last term in (74) vanishes, as well, and we are left with the terms we have already accounted for.

In essence, when we account for entrainment (for a co-moving background configuration), the Euler equations change to

\[
(1 - \varepsilon) \partial \xi^j + \varepsilon \xi^j C^k \xi^k + D^k \xi^k = 0 \quad (76)
\]

where only the first two terms are different from the non-entrained case. Noting that (Prix 2004)

\[
2 \alpha = \rho_n \varepsilon_n = \rho_p \varepsilon_p , \quad (77)
\]

it is easy to see that the equation for the weighted displacement remains as before—entrainment does not impact on the total momentum. For the mode orthogonality, we need (a straightforward extension of the earlier argument)

\[
(\tilde{\xi}_n, \rho_n (1 - \varepsilon) \xi_n + \rho_n \varepsilon_n \xi_p) + (\tilde{\xi}_p, \rho_p (1 - \varepsilon) \xi_p + \rho_p \varepsilon_p \xi_n) = (\tilde{\xi}_n, (\rho_n - 2 \alpha) \xi_n + 2 \alpha \xi_p) + (\tilde{\xi}_p, (\rho_p - 2 \alpha) \xi_p + 2 \alpha \xi_n) = 0 , \quad m \neq n .
\]

As before, we express this in terms of \( \xi_n = \xi - x_p \psi \) and \( \xi_p = \xi + (1 - x_p) \psi \), leading to

\[
(\tilde{\xi} - x_p \tilde{\psi}, (\rho_n - 2 \alpha) (\xi - x_p \psi) + 2 \alpha (\xi + x_p \psi)) \quad + (\tilde{\xi} + x_n \tilde{\psi}, (\rho_p - 2 \alpha) (\xi + x_n \psi) + 2 \alpha (\xi - x_p \psi)) = (\tilde{\xi}, \psi) + (\tilde{\psi}, (\rho_p (1 - x_p) - 2 \alpha) \psi) . \quad (79)
\]

We may also use

\[
\rho_p (1 - x_p) - 2 \alpha = \frac{1}{\rho} [\rho_p \rho_n - 2 \alpha (\rho_n + \rho_p)] = \frac{\rho_n \rho_p}{\rho} (1 - \varepsilon_p - \varepsilon_n) . \quad (80)
\]

Finally, taking the difference between the two Euler equations, we now have

\[
(1 - \varepsilon_n) \partial \xi^j + \varepsilon_n \partial \xi^j = (1 - \varepsilon_p) \partial \xi^j + \varepsilon_p \partial \xi^j + \nabla_i (\delta \mu_p - \delta \mu_n) = (1 - \varepsilon_p - \varepsilon_n) \partial \xi^j + \nabla_i \delta \gamma = 0 . \quad (81)
\]

In summary, in order to account for the impact of entrainment on the tidal response mode sum, we need to change the normalisation condition to

\[
(\tilde{\xi}_n, \tilde{\xi}_p) + (\tilde{\psi}_n, \rho_n \rho_p (1 - \varepsilon_p - \varepsilon_n) \tilde{\psi}_p) = \mathcal{A}_n \delta m_n . \quad (82)
\]

Everything else stays the same (although the mode frequencies and eigenfunctions are obviously affected by the entrainment).

3.7 Third fine print: The crust-core interface

As discussed by, for example, Passamonti and Andersson (2012), the superfluid in the neutron star crust requires a slightly different treatment. We describe the crust in terms of two components, labelled c for all confined nucleons (both neutrons and protons) associated with nuclei and the elastic crust and f for the free (superfluid) neutrons (replacing the charged conglomerate p and the neutrons n from the core, respectively). The distinction is important if we aim to account for the crust elasticity, which involves the nuclei associated with the elastic lattice (and hence both neutrons and protons). With our convention, we then have

\[
(1 - \varepsilon_c) \partial^2 \xi^j + \varepsilon_c \partial^2 \xi^j = \nabla_i (\delta \mu_c) = \frac{1}{\rho_c} \nabla \sigma_{ij} \quad (83)
\]

and

\[
(1 - \varepsilon_f) \partial^2 \xi^j + \varepsilon_f \partial^2 \xi^j = \nabla_i (\delta \mu_f) = 0 , \quad (84)
\]

where the elastic stress tensor is defined as

\[
\sigma_{ij} = \hat{\mu} (\nabla_i \xi^j + \nabla_j \xi^i) - \frac{2}{3} \hat{\mu} \left( \nabla^k \xi_k \right) \delta_{ij} , \quad (85)
\]

and the shear modulus is denoted by \( \hat{\mu} \). The equations for the neutron star core are the same as before. Effectively, we replace the indices c and f with p and n, respectively, and set \( \hat{\mu} \) to zero.

The key point is that the model assumes different ‘chemical gauges’ in the two regions (Carter, Chanal and Haensel 2005; Chanal 2005, 2006; see also Andersson 2021 for a recent discussion). The need for this follows from the physics. It is easy to identify all neutrons in the core with the superfluid degree of freedom, but in the crust some of the neutrons are contained in the nuclei that form the elastic component. Hence, (78) we need to make a distinction between the two cases. The alternative would be to continue to count all the neutrons also in the crust but this would then impact on the elastic stress tensor, which would depend on both displacement vectors. Our chosen prescription (which is the same as in Andersson, Haskell and Samuelsson 2011) is natural as it simplifies the elastic contribution. Within the two-fluid description, the difference can be expressed in terms of the ‘chemical gauge’ parameter \( \alpha_c \), defined through

\[
n_c = a_c n_p \implies n_f = n_n + (1 - a_c) n_p \quad (86)
\]

where \( n_f \) and \( n_c \) are, respectively, the number density of the free neutrons and the confined nucleons (both neutrons and protons), while \( n_n \) and \( n_p \) are the total number densities of neutrons and protons. One can show that the neutron conjugate momentum and the chemical potential are independent of the chemical gauge choice as long as \( a_c \) is either held fixed or depends only on the nuclear charge number Z. This gauge independence is important for the derivation of the crust/core junction conditions.

We need

\[
\mu_t = \left( \frac{\partial E}{\partial n_t} \right)_{n_c} = \left( \frac{\partial E}{\partial n_n} \right)_{n_p} + \left( \frac{\partial E}{\partial n_p} \right)_{n_n} \left( \frac{\partial n_p}{\partial n_t} \right)_{n_c}
\]

\[
= \mu_n \left( \frac{\partial n_n}{\partial n_t} \right)_{n_c} + \mu_p \left( \frac{\partial n_p}{\partial n_t} \right)_{n_c} \quad (87)
\]
but we have
\[
\begin{align*}
d\mathcal{E} &= \left( \frac{\partial \mathcal{E}}{\partial n_i} \right)_{n_c} dn_i + \left( \frac{\partial \mathcal{E}}{\partial n_c} \right)_{n_i} dn_c \\
&= \left( \frac{\partial \mathcal{E}}{\partial n_i} \right)_{n_c} dn_i + \left[ (1 - a_c) \left( \frac{\partial \mathcal{E}}{\partial n_i} \right)_{n_c} + a_c \left( \frac{\partial \mathcal{E}}{\partial n_c} \right)_{n_i} \right] dn_p \\
&\quad + n_p \left[ \left( \frac{\partial \mathcal{E}}{\partial n_i} \right)_{n_c} - \left( \frac{\partial \mathcal{E}}{\partial n_i} \right)_{n_c} \right] da_c . \tag{88}
\end{align*}
\]

It is easy to see that, if \( da_c = 0 \) we have (Carter, Chamel and Haensel 2005)
\[
\mu_t = \left( \frac{\partial \mathcal{E}}{\partial n_i} \right)_{n_c} \left( \frac{\partial \mathcal{E}}{\partial n_i} \right)_{n_c} = \mu_n . \tag{89}
\]

In terms of the number density of nuclei \( N \) and the charge number \( Z \), we have
\[
N = \frac{n_p}{Z} , \tag{90}
\]
as all protons are associated with the nuclei. Similarly, the confined baryon number is
\[
n_c = AN , \tag{91}
\]
where \( A \) is the atomic number of the nuclei. We see that this leads to
\[
a_c = \frac{A}{Z} . \tag{92}
\]

Now assume that the equation of state provides \( A = A(Z) \) in such a way that
\[
\begin{align*}
da_c &= a'_c dZ = a'_c \left( \frac{1}{N} \, dn_p - \frac{n_p}{N^2} \, dN \right) \\
&= Z a'_c \left( \frac{dn_p}{n_p} - \frac{dN}{N} \right) , \tag{93}
\end{align*}
\]
where the prime indicates a derivative with respect to \( Z \). It seems natural to assume that this will vanish as long as all protons are locked inside nuclei. The inferred invariance of the neutron chemical potential then leads to
\[
\delta \mu_t = \delta \mu_n , \tag{94}
\]
at the crust-core interface.

As we are counting all protons on the two sides of the interface, it stands to reason that we should also expect continuity of the corresponding radial displacement
\[
\xi_c' = \xi_p' , \tag{95}
\]
and we also know (from the continuity of the baryon current) that the weighted displacement must be continuous. That is, we have
\[
\begin{align*}
\xi' &= (1 - x_p)\xi_n' + x_p\xi_p' = (1 - x_c)\xi_n' + x_c\xi_p' \\
&\implies (1 - x_c)\xi' = (1 - x_p)\xi_n' + (x_p - x_c)\xi_p' , \tag{96}
\end{align*}
\]
which is the condition also implemented by Passamonti and Andersson (2012).

Finally, we need—in order to avoid a contribution from surface terms—the continuity of
\[
(1 - x_p)\rho_p \delta \beta' (\psi' \hat{n}_i) , \tag{97}
\]

How is this going to work out? First, for \( \psi \) we need
\[
\begin{align*}
\xi_c' - \xi_p' &= \xi_p' - \frac{1 - x_p}{1 - x_c} \xi_n' - \frac{x_p - x_c}{1 - x_c} \xi_p' \\
&= \frac{1}{1 - x_c} \left[ 1 - x_c - x_p + x_c \right] \xi_p' - \frac{1 - x_p}{1 - x_c} \xi_n' \\
&= \frac{1 - x_p}{1 - x_c} (\xi_p' - \xi_n') , \tag{98}
\end{align*}
\]
and
\[
\begin{align*}
\mu_p - \mu_n &= \left( 1 - a_c \right) \left( \frac{\partial \mathcal{E}}{\partial n_i} \right)_{n_c} + a_c \left( \frac{\partial \mathcal{E}}{\partial n_c} \right)_{n_i} - \mu_t \\
&= a_c (\mu_c - \mu_t) = \frac{x_c}{x_p} (\mu_c - \mu_t) . \tag{99}
\end{align*}
\]
We have already assumed that \( \delta a_c = 0 \), so this leads to
\[
\begin{align*}
\delta \mu_p - \delta \mu_n &= \frac{x_c}{x_p} (\delta \mu_c - \delta \mu_t) , \tag{100}
\end{align*}
\]
which allows us to establish the continuity at the crust-core interface. In order to complete the model, we also need the traction condition, as discussed by Passamonti and Andersson (2012).

4 THE NEUTRON STAR MODEL

In order to quantify the impact of superfluidity on the tidal response (expressed in terms of the mode-sum (26)) we revisit the model considered by Passamonti and Andersson (2012). That is, we have a Newtonian star with distinct superfluid constituents in the crust and the core, composition gradients and entrainment. The star has four different layers: a core, an inner and outer crust and an ocean. Superfluid neutrons are present in the core and in the inner crust, where they drip out of the atomic nuclei. These two regions are described by the two-fluid model. In the star’s core, the first dynamical degree of freedom is associated with the superfluid neutrons and the second describes the motion of a conglomerate of charged particles (protons, electrons, . . . ). Dynamically, the charged components are assumed to move like a single fluid (a simplifying assumption that allows us to leave out electromagnetism, as there is no charge current). In the outer crust, up to the neutron drip transition, neutrons are tied up in the nuclei so this region can be described by a single component. The single component (although fluid rather than elastic) model is also used to describe the ocean. To identify the various constituents, in the fluid core we use \( n \) for neutrons and \( p \) for the charge-neutral mixture. In the inner crust we change labels because only a fraction of the neutrons are able to move relative to the crust nuclei. We use \( f \) to represent the free neutrons and \( c \) for the neutral (now elastic) conglomerate. In order to avoid repetition, we use the notation for the inner crust in the following equations but they are, when not explicitly stated, still valid for the core once we replace \( f \) with \( n \) and \( c \) with \( p \).

As we are working in Newtonian gravity, we cannot build our model from a realistic matter equation of state but we can still ensure that the phenomenology is appropriately represented. A simple model equation of state for a superfluid star is described by an energy functional which ensures the Galilean invariance (Prix, Comer and Andersson 2002):
\[
\begin{align*}
\mathcal{E} &= \mathcal{E}_0 (\rho_x, w_i^2) , \tag{101}
\end{align*}
\]
where \( v_{\alpha}' = v_{\alpha} - v_{f}' \) is the relative velocity between free neutrons and the neutral conglomerate. This leads to the chemical potential \( \tilde{\mu}_{\alpha} \) and the entrainment parameter \( \varepsilon_{\alpha} \):

\[
\tilde{\mu}_{\alpha} \equiv \frac{\partial \mathcal{E}}{\partial \rho_{\gamma, w_{xy}}} \left|_{\rho_\gamma, w_{xy}} \right.
\]

and

\[
2\alpha = \rho_{\alpha} \varepsilon_{\alpha} \equiv 2 \frac{\partial \mathcal{E}}{\partial w_{xy}} \left|_{\rho_\gamma, \rho_\gamma} \right.
\]

As the relative velocity between the two fluids is expected to be small, equation (101) can be expanded as:

\[
\mathcal{E} = \mathcal{E}_0 (\rho_{\gamma}, \rho_{\gamma}) + \alpha_0 (\rho_{\gamma}, \rho_{\gamma}) w_{xy}^2 + \mathcal{O} (w_{xy}^4)
\]

This approximation has the advantage that the bulk equation of state, \( \mathcal{E}_0 \), and the entrainment parameter, \( \alpha_0 \), can be independently specified at \( w_{xy} = 0 \). From Eq. (103) it follows that the entrainment parameter \( \varepsilon_{\alpha} \) is related to the function \( \alpha_0 \) by

\[
\rho_{\alpha} \varepsilon_{\alpha} = 2\alpha_0.
\]

From the equation of state, we can derive a useful relation between density and chemical potential perturbations

\[
\delta \rho_{\gamma} = S_{\gamma} \delta \tilde{\mu}_{\gamma} + S_{\gamma \gamma} \delta \tilde{\mu}_{\gamma},
\]

\[
\delta \rho_{\alpha} = S_{\alpha \gamma} \delta \tilde{\mu}_{\gamma} + S_{\alpha \alpha} \delta \tilde{\mu}_{\alpha},
\]

which is valid for a co-moving background. Here we have defined

\[
S_{\gamma \gamma} \equiv \frac{\partial \rho_\gamma}{\partial \tilde{\mu}_\gamma}.
\]

We build a simple model which allows for composition gradients, by combining two polytropes (as in Passamonti and Andersson 2012)

\[
\mathcal{E}_0 = k_{\gamma} \rho_{\gamma}^{\gamma_{\gamma}} + k_{\alpha} \rho_{\alpha}^{\gamma_{\alpha}},
\]

where \( k_{\gamma} \) and \( \gamma_{\gamma} \) are constants. This equation of state leads to models with varying composition when \( \gamma_{\gamma} \neq \gamma_{\alpha} \). From Eqs. (102) and (109) it follows that the chemical potential and the corresponding mass density are related by

\[
\rho_{\alpha} = \left( \frac{\tilde{\mu}_{\alpha}}{k_{\alpha} \gamma_{\alpha}} \right)^{N_{\alpha}},
\]

where the polytropic index is given by \( N_{\alpha} = (\gamma_{\alpha} - 1)^{-1} \). From this result we can determine the proton fraction for a given stellar model by imposing \( \beta \)-equilibrium. Assuming that the background star is in chemical equilibrium, and introducing \( \tilde{\mu} = \tilde{\mu}_{\alpha} = \tilde{\mu}_{\gamma} \), we have

\[
x_{\alpha} = \left[ 1 + \frac{\gamma_{\alpha} k_{\alpha}}{\gamma_{\alpha} k_{\gamma}} \rho_{\alpha}^{N_{\alpha} - N_{\gamma}} \right]^{-1}.
\]

For \( \tilde{\mu} \to 0 \), it is clear that \( x_{\alpha} \) vanishes for \( N_{\alpha} < N_{\gamma} \) and tends to unity when \( N_{\alpha} > N_{\gamma} \).

In realistic neutron star models, the proton fraction decreases from the centre to the crust-core interface, while the confined component increases from the bottom of the crust and reaches unity at the neutron drip. We approximate this behaviour by choosing in Eq. (109) different polytropic indices in the core and in the crust, \( (N_{\gamma}, N_{\alpha}) \neq (N_{\gamma}, N_{\alpha}) \). However, we assume that the total mass density, the chemical potential and its derivative are continuous at the crust-core and crust-ocean transition (see Fig. 1).

As a specific model we choose \( N_{\rho} = 1.4, N_{\alpha} = 1.0, k_{\rho} = 3.76 \) and \( k_{\alpha} = 0.69 \) in the core and \( N_{\alpha} = 1.2, N_{\gamma} = 3.9, k_{\gamma} = 1.88 \) and \( k_{\gamma} = 0.20 \) in the crust. The coefficients \( k_{\alpha} \) are given in units of \( GR^2 \rho_0^{2-\gamma_{\alpha}} \), where \( \rho_0 \) is the total mass density at the star centre, \( R_{cc} \). We set the crust-core transition at \( R_{cc} = 0.9R \) and the crust-ocean interface at \( R_{co} = 0.999R \), where \( R \) is the star’s radius. The solution of the equilibrium equations then leads to a star with mass \( M_{\star} = 1.196 \rho_0 R^3 \). The proton fraction reaches \( x_{\rho} = 0.1 \) at the centre and decreases to \( 4.3 \times 10^{-2} \) at \( R_{cc} \). The charged component at the bottom of the crust is \( x_c = 0.2 \) and increases to 1 at neutron drip. The mass density, pressure and composition fractions are shown in Fig. 1.

It is obviously helpful to express our solution in physical
units in order to make contact with more ‘realistic’ neutron star models. Considering that the mass density at the crust-core transition is expected to be \( \rho_{cc} = 1.2845 \times 10^{14} \text{ g cm}^{-3} \) (Douchin and Haensel 2001), we can use our numerical solution \( \rho_{cc} = 9.979 \times 10^{-2} \rho_0 \) to determine the central mass density of our model, \( \rho_0 = 1.29 \times 10^{15} \text{ g cm}^{-3} \). In our model, neutron drip (expected to occur at around \( \rho_{ND} = 4.3 \times 10^{11} \text{ g cm}^{-3} \)) is reached at \( R_{ND} = 0.997R \). We introduce the crust-ocean transition at \( R_{co} = 0.999R \) where the mass density is \( \rho_{co} = 9.3 \times 10^{10} \text{ g cm}^{-3} \). This value is larger than the typical melting point of a neutron star crust, \( 10^8 - 10^9 \text{ g cm}^{-3} \). However, this is not a problem as long as we keep in mind that our results are qualitative. More realistic neutron star models require relativistic gravity and tabulated equations of state. Finally, we can determine the stellar radius for a couple of typical masses. For \( M_* = 1.4M_\odot \) we have \( R = 12.2 \text{ km} \), while for \( M_* = 2.0M_\odot \) the radius is \( R = 13.7 \text{ km} \).

In real superfluid neutron stars, the different constituents are coupled by different processes (entrainment, mutual friction, through the equation of state, etc.). The entrainment, in particular, can be described in terms of an effective mass for each fluid component. The effect can be particularly strong in the inner crust (Carter, Chamel and Haensel 2005; Chamel 2005, 2006). We consider two indicative models, one without entrainment and a second model with entrainment which has a large effective mass in the inner crust. Specifically, we use the same approximation as Passamonti and Andersson (2012). This leads to the effective neutron mass shown in Fig. 2.

Finally, in order to establish the impact of superfluidity on the Love number we construct a single-fluid reference model with the main properties of the superfluid star. In order to do this, we need to provide the total mass density, the pressure and the gravitational potential. In practice, all relevant variables follow from the inferred profile for the polytropic index

\[
\gamma = \frac{\nabla \log p}{\nabla \log \rho}.
\]  

The variation of \( \gamma \) with the radius is shown in Fig. 3.

5 RESULTS

Having outlined the relevant theory and described the specific neutron star model, let us turn to the numerical results for the mode contribution to the tidal response of a superfluid neutron star. As shown in Section 3, the oscillation modes of the homogeneous problem provide a complete set of eigenfunctions which can be used to decompose the tidal deformation during binary inspiral. In particular, some of the modes may become resonant with the tidal driving and, as a consequence, reach amplitudes such that they impact on the gravitational-wave signal or build up significant stresses in the crust.

We work with the perturbation equations from Passamonti and Andersson (2012), where the Lagrangian displacement for polar perturbations has the following spherical harmonic expansion (in the orthonormal basis used in the numerical code):

\[
\xi_r = W_r(r)Y_{lm} e^{i\omega t},
\]

\[
\xi_\theta = V_\theta(r)\partial_\theta Y_{lm} e^{i\omega t},
\]

\[
\xi_\phi = V_\phi(r)\frac{\partial_\phi Y_{lm}}{\sin \theta} e^{i\omega t}.
\]

Before discussing the dynamical aspects, we consider the static limit and the impact of superfluidity on the Love number (the tidal deformability). In the limit \( m\Omega \ll \tilde{\omega} \), Eq. (26) is approximately given by

\[
k_l = \sum_n k_{nl}
\]

where the contribution to the Love number from each mode is given by

\[
k_{nl} = \frac{2\pi}{2l + 1} \frac{|\tilde{I}_{nl}|^2}{\tilde{\omega}_n^4}.
\]
fluid oscillations can be described by co- and counter-moving the fundamental and acoustic modes (Epstein 1988; Mendell for single fluid models. The presence of the additional degree where $\bar{\omega}_{nl}$ can be written in several different, but equivalent

$$\omega_{nl} = \frac{2\pi}{2l+1} \left| \bar{I}_n \right|^2 \left[ 1 - \omega_n^2 \left( \frac{V_n}{W_n} \right)_R \right]^{-1}. \quad (119)$$

The upshot is that the results obtained from (117) for a single mode cannot be directly compared with those of our previous work, where we used equation (119). However, the combined results for the Love number are consistent. We have

$$\sum_n \bar{k}_{nl} = -\frac{1}{2} + \sum_n k_{nl}, \quad (120)$$

as a direct consequence of equations (116) and (118), and we have confirmed that the numerical results satisfy this relation. In a superfluid star the mode classification is richer than for single fluid models. The presence of the additional degree of freedom—the superfluid neutrons—doubles the family of the fundamental and acoustic modes (Epstein 1988; Mendell 1991a,b; Lee 1995; Andersson and Comer 2001; Prix and Rieutord 2004). As in a coupled harmonic oscillator, the two-fluid oscillations can be described by co- and counter-moving motion. The first leads to oscillation modes with properties very similar to the single fluid model, often called ‘ordinary modes’. The counter-moving oscillations instead occur only in superfluid stars and for this reason tend to be referred to as ‘superfluid modes’. With our model we can study the ordinary and superfluid fundamental modes (f-modes) and pressure modes (p-modes). In addition, as in Passamonti, Andersson and Pnigouras (2021), the presence of an elastic crust sustains shear modes (s-modes), while any sharp transition between different stellar regions produces an interface mode (i-modes). We cannot study here the gravity modes (g-modes), which are restored by buoyancy, because in superfluid stars these appear only when there is at least a third constituent, as for instance muons (see Gusakov and Kantor 2013, Kantor and Gusakov 2014 and Passamonti, Andersson and Ho 2016). These modes were, however, discussed by Yu

| Mode | $\bar{\omega}_{nl}$ | $|\bar{I}_n|$ | $(V/W)_R$ | $k_{nl}$ |
|------|----------------------|----------------|--------------|-----------|
| p3   | 6.9820              | 8.0756 $\times 10^{-6}$ | 2.0513 $\times 10^{-2}$ | 1.68 $\times 10^{-12}$ |
| p2   | 5.5401              | 1.3037 $\times 10^{-3}$ | 3.2580 $\times 10^{-2}$ | 6.96 $\times 10^{-8}$ |
| p1   | 3.7275              | 1.8984 $\times 10^{-2}$ | 7.2111 $\times 10^{-2}$ | 3.26 $\times 10^{-5}$ |
| f    | 1.2695              | 5.4565 $\times 10^{-1}$ | 4.1420 $\times 10^{-1}$ | 0.02217 |
| p\_f | 2.6996              | 6.6633 $\times 10^{-3}$ | 1.3641 $\times 10^{-1}$ | 7.66 $\times 10^{-6}$ |
| p\_s | 2.5083              | 8.9742 $\times 10^{-4}$ | 1.5903 $\times 10^{-1}$ | 1.61 $\times 10^{-7}$ |
| $s_0$  | 1.0265            | 1.0173 $\times 10^{-2}$ | 9.4643 $\times 10^{-1}$ | 1.23 $\times 10^{-4}$ |
| s1    | 0.3836             | 5.1906 $\times 10^{-4}$ | 6.7766 $\times 10^{-4}$ | 2.30 $\times 10^{-6}$ |
| s2    | 0.6906             | 4.7713 $\times 10^{-4}$ | 2.1180 $\times 10^{-4}$ | 6.00 $\times 10^{-7}$ |
| s3    | 0.9898             | 3.7483 $\times 10^{-4}$ | 1.0200 $\times 10^{-4}$ | 1.80 $\times 10^{-7}$ |
| s4    | 1.5898             | 7.8292 $\times 10^{-4}$ | 0.3986 $\times 10^{-4}$ | 3.05 $\times 10^{-7}$ |
| s5    | 1.8891             | 3.0885 $\times 10^{-4}$ | 0.2793 $\times 10^{-4}$ | 3.36 $\times 10^{-8}$ |
| s6    | 0.0376             | 5.8390 $\times 10^{-5}$ | 7.0752 $\times 10^{-2}$ | 3.03 $\times 10^{-6}$ |
| $i_2$  | 0.0134             | 5.9756 $\times 10^{-6}$ | 5.5659 $\times 10^{-3}$ | 2.50 $\times 10^{-7}$ |

| Mode | $\bar{\omega}_{nl}$ | $|\bar{I}_n|$ | $(V/W)_R$ | $k_{nl}$ |
|------|----------------------|----------------|--------------|-----------|
| p3   | 6.0741              | 5.6000 $\times 10^{-4}$ | 2.2249 $\times 10^{-2}$ | 8.77 $\times 10^{-9}$ |
| p2   | 5.1425              | 3.0948 $\times 10^{-3}$ | 3.7810 $\times 10^{-2}$ | 4.55 $\times 10^{-7}$ |
| p1   | 3.7318              | 2.3154 $\times 10^{-2}$ | 7.1951 $\times 10^{-2}$ | 4.84 $\times 10^{-5}$ |
| f    | 1.2693              | 5.4582 $\times 10^{-1}$ | 4.2845 $\times 10^{-1}$ | 0.23237 |
| s1    | 0.3766            | 4.0011 $\times 10^{-4}$ | 7.0033 $\times 10^{-4}$ | 1.42 $\times 10^{-6}$ |
| s2    | 0.6598             | 3.7305 $\times 10^{-4}$ | 2.3103 $\times 10^{-4}$ | 4.02 $\times 10^{-7}$ |
| s3    | 0.9471             | 9.0455 $\times 10^{-4}$ | 1.1029 $\times 10^{-4}$ | 1.15 $\times 10^{-6}$ |
| s4    | 1.2346             | 5.4510 $\times 10^{-3}$ | 0.7079 $\times 10^{-3}$ | 2.45 $\times 10^{-5}$ |
| s5    | 1.5223             | 9.2691 $\times 10^{-4}$ | 0.4357 $\times 10^{-4}$ | 4.66 $\times 10^{-7}$ |
| s6    | 1.8100             | 3.1379 $\times 10^{-4}$ | 0.3043 $\times 10^{-4}$ | 3.78 $\times 10^{-8}$ |
| $i_2$  | 0.0268             | 7.8216 $\times 10^{-5}$ | 1.3878 $\times 10^{3}$ | 1.07 $\times 10^{-5}$ |
| $i_1$  | 0.0134             | 4.8537 $\times 10^{-6}$ | 5.5665 $\times 10^{-3}$ | 1.65 $\times 10^{-7}$ |

It is useful to note that in Andersson and Pnigouras (2020) and Passamonti, Andersson and Pnigouras (2021) we decomposed the Love number as

$$k_l = -\frac{1}{2} + \sum_n \bar{k}_{nl}. \quad (118)$$

where $\bar{k}_{nl}$ can be written in several different, but equivalent ways (see Andersson and Pnigouras 2020). One alternative is, for instance,

$$\bar{k}_{nl} = \frac{2\pi}{2l+1} \left| \bar{I}_n \right|^2 \left[ 1 - \omega_n^2 \left( \frac{V_n}{W_n} \right)_R \right]^{-1}. \quad (119)$$

Same as Table 2 for the model with entrainment. The 4s-mode line is left blank because this mode lies in the same frequency range with the ordinary f-mode, therefore numerical convergence is difficult to achieve.
and Weinberg (2017), so it makes sense for us to focus on the two-fluid aspects of the problem. The impact of entrainment can be significant on both mode frequencies and eigenfunctions. In general, entrainment increases the coupling between the two components, enforcing the comoving features and leading to oscillation properties more similar to the single fluid case. The effect of entrainment on the various oscillation modes has already been extensively studied in literature (see for instance Passamonti and Andersson 2012).

We determine the mode properties by solving the linearised equations as an eigenvalue problem using multiple shooting and relaxation methods, updating the numerical code developed by Passamonti, Andersson and Puigouras (2021) taking care of the junction conditions at the internal boundaries. The relaxation approach is used to increase the numerical accuracy of the solution, especially for calculating the required overlap integrals. The multiple shooting method provides a first guess solution for the relaxation code. More details on the numerical codes and relevant tests are provided by Passamonti, Andersson and Puigouras (2021).

For the superfluid model without entrainment the main properties of the oscillation modes are shown in Table 2. We focus on the $l = 2$ multipole which is the most relevant for the tidal deformation and the gravitational-wave aspects. As anticipated, the ordinary f-mode has (by far) the largest overlap integral and provides the main contribution to the effective Love number. The shear and interface mode results are similar to the single-fluid model, and it is evident that their influence on the dynamical tide is negligible (at least away from resonance). The superfluid f- and p-modes are associated with very small values for $l_n$ and $k_{nl}$. This is expected, since the two-fluid components are weakly coupled in this model. The superfluid modes are dominated by counter-moving motion and their contribution to the total mass density is small compared to the co-moving oscillations. Hence, they are not significantly affected by the tidal driving. This behaviour is even more evident in the two-fluid model without crust. The eigenfunctions of the Lagrangian displacement for the ordinary and superfluid f-modes are shown in Fig. 4, where $\overline{W}_x = W_x/R$ and $\overline{V}_x = V_x/R$ and $R$ is the star’s radius. The results in the two panels clearly illustrate the superfluid nature of the $2\ell_s$-mode, where the superfluid and normal constituents tend to have eigenfunctions with opposite sign (they are counter-moving). The figure also shows the discontinuity between the radial component $\overline{W}_l$ and $\overline{W}_n$, which is an effect of the junction conditions between the superfluid neutrons of the core and inner crust (see the discussion in Section 3).

When we add entrainment to the model there are notable changes in the frequencies of the superfluid modes. The $2\ell_s$-mode changes from $\tilde{\omega}_n = 2.0449$ for the model without entrainment to $\tilde{\omega}_n = 1.0265$ for the specific entrainment model we consider. This latter value is lower than the ordinary fundamental mode frequency, $\tilde{\omega}_n = 1.2695$, which is hardly at all affected by entrainment. This variation is explained by the (assumed) large effective neutron mass in the inner crust, which strongly couples the dynamics of the two constituents. From the eigenfunctions of the Lagrangian displacement for the ordinary and superfluid f-modes, shown in Fig. 5, we note that the two fluid constituents of the $2\ell_s$-mode maintain the counter-moving character in the radial components $\overline{V}_e$ and $\overline{W}_e$, while the tangential component $\overline{V}_t$ in the inner crust has the same sign as $\overline{V}_e$ and their radial profiles are very similar. Actually, at the bottom of the crust, they almost overlap. The same feature is exhibited by the tangential components of the $2\ell_o$-mode; compare Fig. 5 with Fig. 4. For the superfluid pressure modes, we find similar changes in the oscillation frequencies (see Table 3).

Not surprisingly, the ordinary f-mode provides the most relevant contribution to the Love number even for the model with entrainment. Its value, $k_{nl} = 0.23217$, is only slightly smaller than in the case without entrainment, $k_{nl} = 0.23234$. The difference, $1.7 \times 10^{-4}$ (much too small to ever be distinguished by observations), is mainly explained by the superfluid f-mode contribution, $k_{nl} = 1.23 \times 10^{-4}$, more than an order of magnitude larger than in the non-entrained case (see Tables 2 and 3). The results for $k_{nl}$ for the superfluid pressure modes remain negligible even though they show a slight enhancement due to entrainment. In essence, the superfluid parameters affect the mode results but the overall conclusion remains the same. The tidal response is completely dominated by the ordinary f-mode. Still, our results quantify the extent to which entrainment impacts on the Love number. The mode sum for the model without entrainment leads to $k_l = 0.23242$, which is only slightly larger than the result for the model with entrainment, $k_l = 0.23234$. However, the difference, about $8 \times 10^{-5}$, is small enough that it may be due to numerical error—we are certainly not claiming that the mode results are accurate to 5 decimal places. The main conclusion is that we do not distinguish an influence of entrainment on the Love number. This accords with the argument from Section 3, which explains why the result in the static limit should not be affected by superfluidity.

In order to further test this assertion, we consider the results for a single fluid model, corresponding to a star with normal matter with the same pressure and total mass density as the superfluid model (see Section 4). In this case, the mode sum provides $k_l = 0.2346$ and, not surprisingly, the fundamental mode gives the main contribution (see Table 4). Again, the value is very close to the two superfluid models, in particular the model with entrainment. In essence, there is no (significant) difference between the static tide in superfluid and normal stars.

### 5.1 Mode excitation

In addition to the mode-sum for the static tide, we may consider the tidal excitation of the stellar oscillations, focusing on the most relevant modes.

We can apply the strategy and formalism developed for single fluid stars (Passamonti, Andersson and Puigouras 2021), the only difference being the normalisation $\mathcal{A}_l^2$ which is now given by Eq. (82). The mode amplitude evolution is described by (Lai 1994)

$$\ddot{a}_n + \omega_n^2 a_n = -\frac{G M'}{R^3} \tilde{\ell}_n \left( \frac{R}{D(t)} \right)^{l+1} W_m e^{-i\omega t}$$

(121)

where $D$ is the orbital separation, $\Phi(t) = \int \Omega(t) dt$ and for $l = 2$ the $W_m$ coefficients are (Lai 1994)

$$W_{20} = -\sqrt{\frac{\pi}{5}}, \quad W_{2 \pm 2} = \sqrt{\frac{3\pi}{10}}, \quad W_{2 \pm 1} = 0.$$  

(122)

The evolution of the orbital separation and the orbital fre-
quency follows from

\[ \dot{D} = - \frac{64}{5} \frac{G^3 M_\star M'(M_\star + M')}{c^5 D^3}, \]  \tag{123} 

\[ \Omega = \left[ \frac{G(M_\star + M')}{D^3} \right]^{1/2}. \]  \tag{124} 

From the evolution of the mode amplitude we can determine the kinetic and potential energy and therefore the total mode energy:

\[ E = E_k + E_p = \frac{1}{2} \sum_n A_n^2 (|\dot{a}_n(t)|^2 + \omega_n^2 |a_n(t)|^2). \]  \tag{125} 

More details on the numerical method used to evolve Eq. (121) are given by Passamonti, Andersson and Pnigouras (2021).

Evolving the fundamental modes of our three stellar models, we arrive at the results in Figs. 6–8. As expected, the ordinary f-mode is the mode with the largest energy and dominates the evolution. Moreover, the behaviour of the \( ^2 f_o \)-mode does not depend on the entrainment or, indeed, superfluidity. As is evident from Fig. 8, the mode evolution is barely distinguishable in the two models. For the 'normal' star we find practically the same result (not shown in the figure).

Figure 6 shows that the superfluid f-mode is excited during the inspiral and we note that, in this case, entrainment has a relevant impact. In general, the energy of this mode is more than two orders of magnitude larger in the model with entrainment. Again, this is due to the large effective mass which couples more efficiently the two degrees of freedom and leads to an enhancement of the overlap integral. However, even in...
the most promising case the mode energy of the superfluid f-mode is about two orders of magnitude smaller than that of the ordinary f-mode. Still, it is worth noting that, in the literature suggest $\bar{\sigma}_b = 0.1$ (Horowitz and Kadau 2009) and $\bar{\sigma}_b = 0.04$ (Baiko and Chugunov 2018) as the breaking limit (see Passamonti, Andersson and Pnigouras 2021, for more details).

5.2 The crust breaking

Finally, let us consider the stress built up in the crust by the resonant oscillation modes. Crust failure depends on the detailed physics of the crust and represents, in general, a very complex problem. However, we can estimate the breaking strain with the von Mises criterion which is based on the elastic strain, $\bar{\sigma}_{ij} = \sigma_{ij}/\bar{\mu}$, where the stress tensor is given in Eq. (85). A key difference with ‘normal’ matter stars is that the Lagrangian displacement in the inner crust is given only by the neutral conglomerate of charged particles. However, moving towards the neutron drip transition, the mode eigenfunction $\xi_i$ tends to the co-moving $\xi^c$, as expected. Crust fracture is established by comparing

$$\bar{\sigma} = \sqrt{\frac{1}{2} \bar{\sigma}_{ij} \bar{\sigma}^{ij}} \quad (126)$$

to the assumed strain breaking $\bar{\sigma}_b$. Different models in the literature suggest $\bar{\sigma}_b = 0.1$ (Horowitz and Kadau 2009) and $\bar{\sigma}_b = 0.04$ (Baiko and Chugunov 2018) as the breaking limit (see Passamonti, Andersson and Pnigouras 2021, for more details).

For each oscillation mode we determine the energy required to reach $\bar{\sigma} = \bar{\sigma}_b$ at some point (or rather, some region) of the crust. We denote this energy by $E_b$ and report the results...
for the case $\sigma_b = 0.1$ in Tables 5-7 for our three models. For the case $\sigma_b = 0.04$, one can easily determine the breaking energy from a simple rescaling $E_b|_{\sigma=0.04} = 0.16 E_b|_{\sigma=0.1}$ (Passamonti, Andersson and Pnigouras 2021).

Not all oscillation modes reach the energy required to fracture the crust during the binary evolution. The outcome depends entirely on the detailed properties of the modes. In Figs. 6 and 7 we indicate, for our stellar models, the breaking point for the most relevant modes. The interface mode associated with the crust-ocean transition, $i_2$, is the first to reach the breaking limit, at about $D \approx 360$km. This is a low frequency mode which has time to build up stresses on the crust during the early phases of inspiral, when the binary evolution is slow. In this case the crust cracking is strongly localised near the crust-ocean transition where the eigenfunctions have a characteristic cusp. The next resonant mode is the $i_3$-mode, arising due to the core-crust transition, but it does not reach the breaking limit in our models. Although the fundamental modes do not reach resonance with the orbital motion, they are significantly amplified close to merger, to the point where they may fracture the crust. As previously mentioned, the ordinary f-mode dominates the other modes and reaches the breaking limit at about $D \approx 80 - 120$km—depending on the model and $\sigma_b$ (see Figs. 6 and 7). From these figures we also note that the superfluid f-mode can fracture the crust only for strong entrainment. The crust then fractures when $D \approx 70 - 100$km. In the late inspiral phase, just before merger, the first and second shear modes may also break the crust.

Table 5. Mode excitation and breaking energy for the superfluid stellar model without entrainment. We provide the maximum resonant energy $E_{\text{max}}$ (second column) and the breaking energy $E_b$ (third column; normalised to $E_0 = GM^2/R$ for the most relevant modes (first column). The breaking energy is determined from the von Mises criterion for a breaking strain $\sigma_b = 0.1$

| Mode | $E_{\text{max}}/E_0$ | $E_b/E_0$ |
|------|------------------|-----------|
| $f_o$ | $1.59 \times 10^{-1}$ | $2.79 \times 10^{-6}$ |
| $f_s$ | $1.87 \times 10^{-6}$ | $3.48 \times 10^{-6}$ |
| $i_2$ | $1.21 \times 10^{-11}$ | $3.36 \times 10^{-9}$ |
| $i_1$ | $9.59 \times 10^{-13}$ | $2.07 \times 10^{-13}$ |
| $s_1$ | $4.45 \times 10^{-9}$ | $1.94 \times 10^{-9}$ |
| $s_2$ | $2.93 \times 10^{-9}$ | $7.94 \times 10^{-10}$ |

Table 6. Same as Table 5, but for the superfluid model with entrainment.

| Mode | $E_{\text{max}}/E_0$ | $E_b/E_0$ |
|------|------------------|-----------|
| $f_o$ | $1.74 \times 10^{-1}$ | $1.46 \times 10^{-6}$ |
| $f_s$ | $8.47 \times 10^{-4}$ | $3.44 \times 10^{-8}$ |
| $i_2$ | $2.88 \times 10^{-12}$ | $1.52 \times 10^{-9}$ |
| $i_1$ | $1.02 \times 10^{-12}$ | $2.07 \times 10^{-13}$ |
| $s_1$ | $2.61 \times 10^{-9}$ | $2.95 \times 10^{-9}$ |
| $s_2$ | $1.55 \times 10^{-9}$ | $1.25 \times 10^{-9}$ |

Table 7. Same as Table 6, but for the single-fluid model.

| Mode | $E_{\text{max}}/E_0$ | $E_b/E_0$ |
|------|------------------|-----------|
| $f$ | $1.56 \times 10^{-1}$ | $6.41 \times 10^{-6}$ |
| $i_2$ | $4.02 \times 10^{-12}$ | $3.79 \times 10^{-10}$ |
| $i_1$ | $6.52 \times 10^{-13}$ | $2.11 \times 10^{-13}$ |
| $s_1$ | $1.73 \times 10^{-9}$ | $3.24 \times 10^{-9}$ |
| $s_2$ | $2.26 \times 10^{-9}$ | $1.38 \times 10^{-9}$ |

6 CONCLUDING REMARKS

When they reach the late stages of binary inspiral, neutron stars should be sufficiently mature to host superfluid and superconducting constituents throughout the fluid core and free superfluid neutrons in the inner crust. Hence, it is natural to consider the impact, if any, of superfluid physics on the tidal response of a neutron star. In order to explore this issue, we extended our previous work (Passamonti, Andersson and Pnigouras 2021), using the two-fluid formalism to account for the superfluid degrees of freedom. The star was taken to be a Newtonian spherically symmetric body with a core, inner and outer crust and an ocean. We considered a barotropic two-fluid equation of state and models with composition gra-
dients in the core and crust which mimic the expected values for realistic equations of state. In our models we also introduced entrainment representing the large effective neutron mass expected at the bottom of the inner crust. With this set up we confirmed that entrainment may have significant impact on the mode frequencies of the superfluid fundamental and pressure modes (Passamonti and Andersson 2012).

We explored the tidal response in both the static limit and the dynamical case, evolving the mode amplitude excited by the tidal driving. In the static limit, we showed that the difference in the Love number between models with and without superfluid constituents is not significant (a result that accords with a general argument that superfluidity should not affect the static tide). As for normal stars, the main contribution to the static deformation is given by the fundamental mode. In a superfluid model with strong entrainment, we noted a slight decrease of the effective Love number contribution from the ordinary f-mode, compensated for by an increased contribution from the superfluid f-mode. The latter is still likely too small to be distinguishable by observations, but the result demonstrates that we need to consider the complete set of oscillation modes in order to establish the precise tidal response. This agrees with the demonstrations from Andersson and Pnigouras (2020) and Passamonti, Andersson and Pnigouras (2021).

The overall result for the tidal excitation is very similar to stars with ‘normal’ matter. Basically, even though we show that the superfluid f-mode energy may be larger than that of the shear and interface modes, it is always much smaller than the ordinary f-mode. In the most favourable case, the contribution of the superfluid f-mode is at the percent level.

We also consider the mode-induced breaking of the crust. Our results are similar to those of Passamonti, Andersson and Pnigouras (2021), although it is worth noting that the superfluid f-mode may also induce crust fracture before the eventual merger of a neutron star binary. This is, at least conceptually, interesting. It is also worth noting that different regions in the crust are strained by different modes, see Fig. 9, so even if the normal fundamental mode has exceeded the breaking strain, there may still be scope for higher density crust failures to be induced by the superfluid f-mode. This is, of course, speculative given that we do not really know what happens once the crust reaches the breaking strain in an extended region. If it is a local failure, then our suggestion might have some merit. If it is a global event then this seems less likely.

Qualitatively, our results should be expected to carry over to more realistic, relativistic models based on nuclear equations of state with detailed superfluid pairing gaps and entrainment. Quantitatively, the results may (obviously) change. We need to be mindful of the fact that the use of a realistic equation of state (within a fully relativistic calculation, following, for example, Lin, Andersson and Comer 2008) may shift the results. We also need to pay attention to the fact that aspects of the entrainment are still being discussed (Noel and Urban 2016; Delsate et al 2016; Watanabe and Pethick 2017; Sauls, Chamel and Alpar 2020; Allard and Chamel 2021). At the end of the day, the superfluid imprint on the tide is likely to remain small. Our results suggest that a detection of the effect would require percent level accuracy in the parameter inference, which will be a challenge even for third generation gravitational-wave instruments like the Einstein Telescope and the Cosmic Explorer. Of course, the conclusions need to be confirmed with fully relativistic models. The first step in this direction would be to develop the mode-sum strategy in relativity. So far there has not been much (if any) progress in this respect. Work in this direction should clearly be encouraged.
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