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ABSTRACT Nowadays, most applications hosted on public cloud data centers (DCs) disseminate data from a single source to a group of receivers for service deployment, data replication, software upgrade, etc. For such one-to-many data communication paradigm, multicast routing is the natural choice as it reduces network traffic and improves application throughput. Unfortunately, recent approaches adopting IP multicast routing suffer from scalability and load balancing issues, and do not scale well with the number of supported multicast groups when used for cloud DC networks. Furthermore, IP multicast does not exploit the topological properties of DCs, such as the presence of multiple parallel paths between end hosts. Despite the recent efforts aimed at addressing these challenges, there is still a need for multicast routing protocol designs that are both scalable and load-balancing aware. This paper proposes Ernie, a scalable load-balanced multicast source routing for large-scale DCs. At its heart, Ernie further exploits DC network structural properties and switch programmability capabilities to encode and organize multicast group information inside packets in a way that minimizes downstream header sizes significantly, thereby reducing overall network traffic. Additionally, Ernie introduces an efficient load balancing strategy, where multicast traffic is adequately distributed at downstream layers. To study the effectiveness of Ernie, we extensively evaluate Ernie’s scalability behavior (i.e., switch memory, packet size overheads, and CPU overheads), and load balancing ability through a mix of simulation and analysis of its performances. For example, experiments of large-scale DCs with 27k+ servers show that Ernie requires a downstream header sizes that are 10× smaller than those needed under state-of-the-art schemes while keeping end-host overheads at low levels. Our simulation results also indicate that at highly congested links, Ernie can achieve a better multicast load balancing than other existing schemes.
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I. INTRODUCTION

The past decade has witnessed a rapid boom of cloud computing services. Large cloud service providers, such as Amazon AWS [1], Microsoft Azure [2] and Google Cloud Platform [3], host hundreds of thousands of tenants, each of which possibly running hundreds of applications. Many of these applications [4]–[6] are rife with one-to-many communication patterns, making multicast the choice for supporting this type of communication, as it greatly conserves network bandwidth and reduces server overhead. IP multicast can meet these requirements; however, it gives rise to two major challenges: scalability and load balancing. Scalability limitations arise in both the control and the data planes of the network. For example, switches can only support limited multicast states in their forwarding tables (e.g., thousands to a few tens of thousands [7]). Furthermore, today’s data center (DC) networks operate under a single administrative domain and no longer require decentralized protocols like PIM [8] and IGMP [9]. In terms of load balancing, IP multicast-based protocols like PIM are principally designed for arbitrary network topologies and do not utilize topological structure of modern DC networks to take full advantage of the multipath property. For instance, such protocols usually choose a random single core switch on a Fat Tree as the rendezvous point (RP) to build the multicast tree. When multiple groups use the same core switch simultaneously, traffic bursts and network congestion may occur. Unfortunately, these two keys obstacles of IP-multicast have forced some cloud providers to use application-based or
overlay-multicast [10] approaches as an alternative method. In such approaches, where all packet replications occur at the host instead of switches, bandwidth and end-host CPU overheads are inflated.

SDN-based approaches [11], [12], on the other hand, have strived to handle these needs, but still present many challenges. For example, network switch resources are exhausted due to large numbers of flow-table entries, as well as high numbers of switch entry updates. Another challenge is the high computation complexity when maintaining real-time congestion of all network links to balance the multicast traffic [13], [14]. This impedes the deployment potential in large-scale networks of these approaches and as such, it is suitable only for small two-tier Leaf-Spine topologies.

Recently proposed source-routed multicast schemes for cloud DCs, such as Elmo [15] and Bert [16], address the scalability limitations and are shown to scale well with millions of multicast groups. They do so by exploiting both the DC network topology symmetry and hardware switch programmability to efficiently encode multicast routing information inside packets. However, these schemes still have some key shortcomings. For instance, Elmo [15] incurs extra overhead when the multicast group is large in size or dispersed across the network. Although Bert [16] aims to alleviate network overhead incurred by Elmo, it imposes bandwidth and end-host CPU overheads when the number of clusters (packet replications at the source) is large. Furthermore, these schemes neglected the multicast traffic load balancing and relied on underlying multipathing protocols (e.g., ECMP [17]). In fact, these load balancing protocols are mainly designed for unicast traffic and are not suitable for multicast.

Given the above inefficiencies, we revisit the multicast in DCs and propose Ernie, scalable, load-balanced source-routed scheme for large-scale data center networks. Ernie reconsiders possible solutions by further leveraging the topological properties of modern DC architectures. It scales to much larger numbers of multicast groups, while minimizing network overhead (i.e., switch memory and packet size overheads) and with an eye towards downlinks loads (highly congested links). Ernie does so by leveraging the structural property of multi-rooted Clos topology as well as the programmability and configurability of DC switches to encode forwarding headers inside multicast packets to substantially compact downstream packet headers. More specifically, this paper makes the following contributions:

• We propose a novel multicast routing technique that scales well with both the number and size of multicast groups, while keeping network overhead (i.e., switch memory and packet size overheads) minimal. Specifically, Ernie appropriately constructs and organizes multicast header information inside packets in a manner that minimizes downstream network traffic.

• We introduce an effective multicast traffic load balancing technique for downstream links that assigns multicast groups to core switches in a way that ensures the evenness of load distribution across the downstream links.

• We extensively evaluate the proposed techniques in terms of scalability and load balancing ability through a series of simulation experiments. In multi-tenant datacenters with 27k servers, our experiments show that the proposed techniques require a downstream header size that is \(10 \times 3 \times 10^3\) smaller than that needed under Elmo and Bert, respectively, and achieve between 25 and 65% load balancing improvement over other schemes for highly congested network links.

The rest of this paper is organized as follows. In Section II, we discuss related works. Section III briefly describes the network architecture, techniques of modern DCs, and the limitations of prior related state-of-the-art works. We present Ernie, the proposed multicast routing scheme, in Section IV. In Section V, we study and evaluate the performances of Ernie and compare them with those achieved under existing schemes. Finally, we conclude the paper in Section VI.

II. RELATED WORKS

The field of large-scale DCs has recently been the focus of many researchers addressing various DC challenges, including, but not limited to, resource allocation [23]–[26], traffic load balancing [27]–[30], security and privacy [31]–[35], and power consumption [36]–[39]. Over the years, multicast also has been the focus of a large body of research to address issues related to scalability [21], [40], reliability [41]–[43], security [44], and congestion control [45], [46]. In this section, we briefly discuss related works, particularly those related to DC multicast scalability and load balancing. Multicast routing for wide-area networks is different in significant ways from that for DC networks. Thus, we restrict our focus on related works for DC multicast.

A. SCALABILITY

Scalability of multicast routing in DC networks has been a real concern and attracted considerable attention in the research community. For instance, SDN-based multicast solutions [11], [12] suffer from a high number of switch updates as well as limited switch group-table capacities. For example, in [11], a centralized controller partitions the address space, and local address aggregation is implemented when the table space in switches is not enough. This approach suffers from exhausting network switch resources with a large number of flow-table entries, as well as a high number of switch entry updates. On the other hand, several other proposals seek to increase the number of multicast groups that can be supported by encoding forwarding states inside multicast packets, as in [21], [22], [47], [48], which does so through the use of bloom filters. The overhead of these approaches arises from unnecessary traffic leakage (unnecessary multicast transmissions) due to high false positive forwarding. Moreover, these schemes support only small-sized groups (i.e., less than 100 receivers [49]). In [19], [20], division (modulo) operation is used to encode forwarding states inside the packets. In these approaches, a route between source and destination(s) is defined as the remainder of the division between a route-
ID and switch-IDs. These approaches are only suitable for small DCs (micro data centers), and do not scale beyond a few tens of switches. Recent source-routed schemes, like Elmo [15] and Bert [16], address both control and data planes scalability limitations by exploiting DC topology symmetry as well as hardware switch reconfigurability. Although, these are shown to scale well with millions of multicast groups, they still present some major issues. For instance, Elmo [15] incurs some overhead when the multicast group is large in size or dispersed across the network. It behaves poorly under these scenarios by increasing network overhead (i.e., switch memory and packet size overheads). On the other hand, Bert [16] imposes bandwidth and end-host CPU overheads when the number of clusters (packet replications at the source) is large.

### B. LOAD BALANCING

Abundant research on DC traffic load balancing has mostly focused on unicast traffic [27]–[29], [50]–[53]. These approaches mainly rely on TCP characteristics (e.g., SYN/ACK and ECN), and are not suited for multicast. Moreover, there has been scarce research efforts on multicast traffic load balancing in DCs. For example, in [13], [14], [54], multicast traffic load balancing is done by maintaining bandwidth information for all the paths between all ToR switches. These approaches work well only in small 2-tier, leaf-spine topologies and do not scale well for large 3-tier, Clos topologies, which are widely deployed in production DCs. In large 3-tier topologies, collecting real-time congestion information for all links is quite expensive to implement. The dual-structure Multicast (DuSM) proposed in [12] classifies multicast groups into two kinds of multicast flows—Mice and Elephant flows—based on a threshold flow rate of the multicast group. DuSM forwards small flows using unicast rules on switches and uses multiple trees for large flows. Unfortunately, this approach gives rise to other challenges such as sacrificing network bandwidth. Miniforest [18], on the other hand, is a distributed multicast framework that aims to balance multicast traffic by evenly assigning multicast groups into root switches. Unfortunately, as discussed in Section IV-B1, inadequate assignment to root switches can lead to inefficient load balancing of other network layers. Moreover, continuous contact between Administrative Nodes (NA) in each pod to update leave/join requests, routing table, etc., may increase the network overhead, especially in large scale topologies.

To the best of our knowledge, Ernie is the first source-routed scheme that takes into account both scalability and load balancing aspects of multicast traffic in large scale DCs. Ernie addresses the multicast scalability limitations while keeping both the network and end-host overheads at low levels. In Table 1, we present the drawbacks of prior solutions, thus motivating our design of Ernie.

### III. BACKGROUND

#### A. DC TOPOLOGIES

Large-scale production DCs typically are multi-rooted tree-based topologies (e.g., fat-tree [55] and its variants [56]–[58]). These types of topologies are highly connected and scalable to support a massive number of servers and applications with high demands. The servers are tree leaves, which are physically connected to (leaf/edge) switches, called Top-of-Rack (ToR) switches. General fat-tree topologies organize the network into three layers of switches, leaf, spine, and core, from bottom to top, as shown in Fig 1. The lower two layers are separated into $k$ pods, with each pod containing $k/2$ leaf (aka edge) switches and $k/2$ spine (aka aggregation), which form a complete bipartite graph in between. There are $k^2/4$ core switches, constituting the top/root layer, each of which is connected to each of the $k$ pods. These types of topologies provide large numbers of parallel paths to support high bandwidth, low latency, and non-blocking connectivity among servers.

| TABLE I Summary and comparison between Ernie and prior DC multicast routing schemes. (*Switch size is 5K entries.) |
|---------------------------------------------------------------|
| Scheme Type | Switch Storage Overhead* | Network Traffic Overhead | Scalability | Multicast Load Balancing | End-host Overhead (Packet Replication) |
|---------------------------------|------------------------|--------------------------|-------------|-------------------------|----------------------------------------|
| Overlay Multicast [10] | Unicast | No | High | Huge (1M+) | No | Yes | High |
| IP Multicast | Decentralized | High | Minimal | Small (5K) | No | No | No |
| Miniforest [18] | Decentralized | High | Minimal | Small (5K) | No | Yes | No |
| Miniforest Scaling [11] | SDN | High | Minimal | Small (5K) | No | Yes | No |
| RDNA [19], OXCast [20] | Source-Routed | No | Medium | Huge (1M+) | Yes | No | No |
| LIPSIN [21], ESM [22] | Source-Routed | No | Medium | Huge (1M+) | Yes | No | No |
| Elmo [15] | Source-Routed | Medium / Low (with rule agg.) | Low / Medium (with rule agg.) | Huge (1M+) | No | No | No |
| Bert [16] | Source-Routed | No | Low | Huge (1M+) | No | No | Low |
| Ernie (proposed scheme) | Source-Routed | No | Low | Huge (1M+) | No | Yes | No |
B. MULTI-TENANT DCS

Multi-tenancy is one of the key features of cloud DCs. In Multi-tenant DCs (like Microsoft Azure [2], Amazon Web Services (AWS) [1], and Google Cloud Platform [3]), a fraction of computing resources (e.g., CPUs, memory, storage, and network) are rented to customers/tenants (e.g., commercial, government, individual) by means of virtualization technology. On the other hand, in multi-tenant cloud computing, infrastructures, applications, and databases are shared among all tenants. By moving towards multi-tenant DCs, tenants can lower their operational costs of maintaining private infrastructure, meet scalability demands with changing workload, and withstand disasters. For example, Netflix, the world’s leading online video streaming service provider, uses AWS for nearly all its computing and storage needs [59].

C. VIRTUALIZATION IN DCS

In multi-tenant DCs, computing and network resources are virtualized. Typically, this is done by using software or firmware called a hypervisor [60]. The hypervisor allows one host computer to support multiple guest VMs by virtually sharing its resources, such as memory and processing. A virtual switch in the hypervisor, called the vswitch [61], manages routing traffic between VMs on a single host, and between those VMs and the network at large. Moreover, these DCs employ tunneling protocols (like VXLAN [62]) to guarantee resource isolation and fair share of network resources among tenants.

D. PROGRAMMABLE SWITCHES

Emerging programmable switch ASICs (e.g., Barefoot Tofino [63]) render flexible packet parsing and header manipulation through reconfigurable match-action pipelines that allow network operators to customize the behavior of physical switches. Network operators can program these switches using high-level network-specific languages like P4 [64]. P4, a language for Programming Protocol Independent Packet Processors, is a recent innovation providing an abstract model suitable for programming the network data plane.

E. SOURCE-ROUTED MULTICAST

In multicast source-routing approaches, a multicast tree is encoded into the header of each packet, and switches can read this information to make forwarding decisions. Recent source-routed schemes [15], [16] address both control and data planes scalability limitations by exploiting DC topology symmetry as well as hardware switch reconfigurability. Topology symmetry of DC networks (e.g., Fat-tree) is utilized to efficiently compact forwarding header size whereas emerging programmable switches are exploited to parse and process packets header efficiently. By doing so, the need for network switches to store routing information is minimized, and the burden on the controller is alleviated. Now we present two recently proposed source-routed multicast routing schemes:

1) Elmo

Elmo [15] primarily focuses on how to efficiently encode and compact a multicast forwarding information in the packet header. A multicast forwarding information is encoded in a packet header as a list of packet rules (p-rules for short). Exploiting the nature of DC networks topology, e.g. most servers are within five hops of each other, packet header consists of five p-rules, one for each hop. Each p-rule is comprised of set of output ports encoded as a bitmap that network switches use to forward the packet. Each multicast packet’s journey can be explained in two phases: upstream path (from leaf switches up to core switches), and downstream path (from core switches down to leaf switches). In the upstream path, when the packet arrives at the upstream leaf switch, the switch forwards it to the given downstream ports as well as multipathing it to the upstream spine switch using an underlying multipath routing scheme; e.g. ECMP [17]. Using Fig. 2a for illustration, when leaf switch L1 receives the packet, it first removes its p-rules (0001 – M) from the packet, and then forwards it to the host H4 as well as multipathing it to any spine switch (e.g P1). In the same manner, the upstream spine switches will forward the packet to the core switches. In the downstream path, the p-rules for the core, spine, and leaf switches consist of downstream ports, and switch IDs for spine, and leaf switches. A core switch replicates the packet and forwards it to each destination pod (spine switch), which in turn replicates the packet and forwards it down to the destination leaf switches. The leaf switches do the same to deliver the packet to the destination hosts.

2) Bert

Bert [16] overcomes Elmo’s aforementioned limitations by alleviating traffic congestion at downstream paths as it reduces both the packet header sizes and the number of extra packet transmissions, as well as eliminates switch memory utilization. It does so by adequately splitting multicast group members into multiple disjoint multicast clusters and encodes forwarding information for each cluster in the packet header. For example, as illustrated in Fig. 2b, Bert clusters the destination members into two clusters, R1 and R2. As for multicast tree encoding, Bert [16] follows Elmo [15].
IV. Ernie: THE PROPOSED MULTICAST SCHEME

Ernie adequately encodes forwarding states inside each multicast packet with an eye towards downlinks traffic loads. In this section, we describe in detail Ernie, our proposed source-routed multicast scheme for DCs. We first describe how Ernie scales well, by capitalizing on the minimizing of packet header overhead at downstream paths. Then we introduce Ernie’s load balancing technique that efficiently distributes multicast traffic across downstream (highly congested) layers.

A. SCALABILITY

1) Motivation

An efficient scalable multicast source routing design should aim to minimize (1) network overhead (i.e., switch memory and traffic overhead) and (2) CPU computation. These two aims can be obtained by reducing packet header size and by avoiding packet replication at the source.

Regardless of the group size or placement strategy, clearly there is no packet replication when multicast packets traverse through the upstream path. Conversely, packet replications occur at the downstream path, and depend on group size and placement strategy. As a result, for multicast flows, the downstream path has a much heavier load than the upstream path. For example, in Fig. 1, the multicast flow uses two upstream links (from leaf to core switches) and 8 downstream links (from core to leaf switches). Without loss of generality, if the weight of this flow is 0.5, the flow will contribute 1 (i.e., 0.5 × 2) traffic load to the upstream path and 3.5 (i.e., 0.5 × 7) traffic load to the downstream path. Moreover, when using source-routed multicast, conveying a large header inside each multicast packet will tend to exacerbate traffic congestion at the downstream paths. In Elmo and Bert, each destination pod (downstream spine and leaf switches) receives unneeded information by receiving all/some other destination pods’ routing information. For example, in Figs. 2a and 2b, the black p-rules received by each destination pods are unneeded.

This unneeded information results in a large header that increases traffic overhead at downstream paths. If each pod is prevented from receiving other pods’ p-rules, we can further reduce the header size and traffic overhead of a multicast group. Furthermore, we can reduce the number of bits needed to identify downstream spine and leaf switches. In Elmo and Bert, switch IDs are globally assigned to the downstream switches. This is because any downstream switch in one pod might receive other downstream switches’ information of other pods. By preventing this, we can locally (per pod) assign switch IDs. For example, in Figs. 2b and 2a, to identify switches, Bert and Elmo use three bits for each of the spine and leaf switches. Hence, in Bert (Fig. 2b), the average size of downstream p-rules received by each destination pod is 22 bits whereas with Elmo (Fig. 2a) is 43 bits. On the other hand, in Fig. 2c only one bit is needed to identify each of the spine and leaf switches. Thus, the average size of downstream p-rules received by each destination pod is only 10 bits.

FIGURE 2. An example of multicast tree on a three-tier Clos topology with four pods. We use the same multicast tree in Fig.1. Unused switches and paths are eliminated for clarification. We show the header format of Elmo (a), Bert (b), and Ernie (c). Black downstream rules received by each pod are unneeded (redundant).
2) Design Choice

One natural question that arises here is how do we achieve minimal header overhead in downstream paths? One way is through clustering as in Bert [16]. For example, a multicast group is clustered into a set of disjoint clusters such that each cluster contains only the members of one pod. However, as mentioned before, end hosts will have to pay a price for this by observing an increased CPU overhead. The proposed scheme, Ernie, efficiently reduces header size by further exploiting the structural property of 3-tier Clos DC network topologies. For example, inter-pod traffic must pass through core switches where all inter-pod packets are sent to the core (root) switches, and then routed down to the host destinations. In other words, core switches are the intersection point between the upstream and downstream paths. Ernie also exploits the programmable capability of the DC switches which allows to parse and manipulate packet header at line rate. Ernie, first, encodes and orders the downstream \(p\)-rules inside a packet by pods, and then chooses the core switches to handle redundancy at the downstream paths.

3) System Components

1) Controller: A network controller is a software that orchestrates network functions. In Ernie, for each multicast group, the controller is responsible for calculating the forwarding header. First, the controller calculates a multicast tree and encodes \(p\)-rules as a bitmap. Then, it installs these \(p\)-rules in the hypervisor of the multicast group source.

   Header format: In Ernie, Fig. 2c, multicast forwarding information is encoded as a sequence of \(p\)-rules. Each \(p\)-rule comprises of upstream and downstream ports encoded in bitmap format, with 1 meaning forward packet through corresponding port and 0 otherwise. Upstream \(p\)-rules are grouped by layers: upstream leaf, upstream spine, and core. Downstream \(p\)-rules, however, are grouped by pods instead of layers (e.g. Pod 2, Pod 3, and Pod 4). Furthermore, each pod downstream \(p\)-rules consist only of spine and leaf \(p\)-rules for the corresponding pod only. These \(p\)-rules consist of downstream ports and switch IDs. Organizing downstream \(p\)-rules in such a way allows us to: 1) further reduce header size and traffic overhead at downstream path, and 2) facilitate header processing procedures at core switches.

2) Hypervisor Switch: A hypervisor switch, such as Open vSwitch (OVS), runs on each server and manages routing traffic between VMs on a single host, and between those VMs and the network at large. In Ernie, the hypervisor intercepts each multicast packet generated from multicast sources, and adds the \(p\)-rules to the packet header.

3) Network Switches: Unlike traditional switches, where the data plane is designed with fixed functionalities, programmable switches can be configured by network operators to enable and customize the functionality of the networking switches without additional hardware upgrades. Moreover, these switches are capable of processing packets at high speed. Ernie assumes that DCs deploy and run P4 [64] programmable switches ASICs (e.g., Barefoot Tofino [63]). When network switches receive a multicast packet, they parse, replicate (if needed), and forward the packet to the corresponding output ports. In Fig. 2c, when leaf switch \(L_4\) receives the multicast packet with \(p\)-rules (\(0001 - 10\)), it forwards the packet down to the fourth port (e.g., \(H_4\) as well as up through first port to spine switch (e.g., \(P1\)). Unlike, Elmo and Bert, upstream ports are predetermined in Elmo due to load balancing awareness (to be explained later). Similarly, when the packet arrives to spine switch \(P1\) with \(p\)-rules (\(90 - 10\)), \(P1\) only forwards the packet up to the core switches (e.g. \(C1\)). When core switch \(C1\) receives the packet with \(p\)-rule (\(0111\)), it first generates multiple copies of the packet (i.e. 3 copies), and then for each copy,

   - it removes other pods’ \(p\)-rules from the header except the one that corresponds to the egress port. For example, in Fig. 2c, for the first copy, \(C1\) keeps the \(p\)-rule (Pod 2), which corresponds to the second egress port, and removes the last two \(p\)-rules (Pod 3 and Pod 4), which correspond to the third and fourth ports, respectively.
   - it routes the packet to the corresponding egress port.

As intended, each destination pod only receives its \(p\)-rules. For example, Pod 2 only receives its spine (\(P2\)) and leaf (\(L4\)) switches information. Each of these \(p\)-rules consists of downstream ports and switch IDs. Note that switch IDs here are locally assigned because there is no inter-pod switches’ information received by the destination pod. The packet arriving at downstream spine switches (e.g. \(P2\)) is forwarded down to leaf switches (e.g. \(L4\)) using the \(p\)-rule: (\(P2 : 01\)). The downstream leaf switches do the same to deliver the packet to the destination hosts. For example, \(L4\) forwards packet down through the second and third port (e.g. to \(H_{14}\) and \(H_{15}\)) using the \(p\)-rule: (\(L4 : 0110\)).

B. LOAD BALANCING

1) Motivation

We use the example given in Fig. 3 to illustrate the impact of the lack of even distribution of multicast traffic in multi-rooted Clos topologies DCNs. Suppose there are two multicast groups, R (Red) and B (Blue), each having a source server and multiple destination servers randomly located across the network. Here, unevenly distributing multicast groups across the core switches results in jamming a small number of the core switches, yielding poorly unbalanced traffic loads. This situation arises when using: 1) PIM-SM [65], which randomly chooses a single core switch as the rendezvous point (RP) or 2) ECMP [17], which balances traffic loads among multiple upstream paths through multipathing. For instance, as shown in Fig 3a, due to the randomness nature, group R and group B can end up being routed through the same core switch (i.e.,
C3), thereby causing heavy congestion among downstream paths, core and spine downlinks, respectively.

To improve load balancing, one may consider evenly assigning multicast groups to core switches. For example, multicast groups are randomly divided into several disjoint sets, and each set is routed through a specific root switch [18]. Another approach would be to assign multicast groups to core switches in a round-robin manner. Though, these approaches can locally balance downstream traffic (only from core to downstream spines), it may still introduce large traffic congestion in the downstream leaf switches. Referring to Fig.3b for illustration, suppose multicast groups R and B are assigned to two consecutive core switches C1 and C2, respectively. The downlinks of core switches for both groups are disjoint. However, because C1 and C2 are in the same core group (e.g., group 1), the traffic between downstream spine and leaf switches for both groups go through the same links.

2) Design Choice
To overcome all these challenges, Ernie proposes an effective load balancing strategy that evenly distributes downstream multicast traffic by exploiting the symmetric property of fat-tree topologies. In fat-tree topologies, there are \((k/2)^2\) core switches that are divided into \(k/2\) groups \(j_1, j_2, \ldots, j_{k/2}\), each of which contains \(k/2\) cores. Each core group connects to all pods through different spine switches. For example, in Fig.3c, the core switches in the first group are connected to the first spine switches in each pod, and the core switches in the second group are connected to the second spine switches in each pod, and so on. This property of the fat-tree topology ensures that the path between each core group and any leaf switch is disjoint. Hence, Ernie assigns multicast groups sequentially per core group such that no successive multicast groups go through the same core group. Let \(C_{ij}\) indicate the \(i^{th}\) core switch in the \(j^{th}\) core group, where \(1 \leq i \leq k/2\) and \(1 \leq j \leq k/2\). Generally, to assign multicast groups to core switches, Ernie iterates through all \(i^{th}\) switches in each group \(j\) in consecutive order. For example, in Fig.3c, multicast groups R and B are assigned to route through core switches \(C_{11}\) and \(C_{12}\), respectively. To further explain this, suppose there are four multicast groups in this example; so based on Ernie’s technique, the first multicast group goes through \(C_{11}\), and the second to fourth multicast groups go through \(C_{12}, C_{21}, C_{22}\), respectively. Intuitively, Ernie provides disjoint and periodic connections for successive multicast groups at all downstream layers. In general, in fat-tree topologies with \(k\) pods, when using Ernie’s load balancing technique, there are no \((k/2)^i\) consecutive multicast groups go through the same downstream links in layer \(i\), where \(1 \leq i \leq 2\).

In fact, Ernie achieves a good load balancing while ensuring scalability at not cost. At its heart, to scale well, Ernie efficiently encodes the entire multicast tree in the packet. Unlike other source-routed schemes, Ernie also considers balancing downstream traffic (heavy load traffic) during the encoding process by routing the multicast packets through a proper core switch. Particularly, this process is done only when upstream switch ports (output ports of upstream leaf and spine) are encoded. Furthermore, Ernie’s load balancing strategy does not need to continually pursue all the possible paths utilization information [13], [14], nor maintain the number of assigned multicast groups for each core switch [18].

C. KEY FEATURES OF Ernie
1) Reducing Traffic Overhead
We have shown that for multicast traffic, downstream paths are much heavier and are always the main bottleneck of the network (due to high number of packet replications). In Ernie, header size for the downstream packet is minimal compared to other approaches (e.g. Elmo [15] and Bert [16]), as shown in Section IV-A1. As a result of reduced downstream header size, the overall traffic (upstream and downstream) incurred by Ernie is significantly reduced and is lesser than that incurred by Elmo or Bert.

2) Reducing End-Host CPU Overhead
In Ernie, end hosts need to send one single copy of the packet to the network, regardless of multicast group members’ size or distribution. Note that Elmo also does the same and reduces CPU overhead but at the price of increasing traffic overhead and switch memory usage. On the other hand, end hosts in Bert might send multiple copies of the packet based on the number of clusters, resulting in increased CPU overhead.
3) Eliminating Switch Memory Utilization

In Elmo, in order to reduce traffic overhead caused by large header sizes in downstream paths, it uses switch memory to store some forwarding rules at downstream switches. Ernie, on the other hand, does not use switch memory.

4) Balancing Downstream Multicast Traffic

In addition to minimizing high network and CPU overheads, Ernie offers good balancing of multicast traffic load in the downstream links. Ernie wisely and uniformly assigns multicast groups to core/root switches. To the best of our knowledge, Ernie is the first source-routed multicast scheme that addresses scalability while providing good load balancing of traffic in the downstream layers (highly congested layers).

V. PERFORMANCE EVALUATION

In this section, we assess the effectiveness of Ernie vis-a-vis of its ability to improve scalability and load balancing. We simulate cloud DC topologies, mimicking the experiment setup used in [15], [16] and consist of large fat-tree topologies with 48 pods, each having 576 hosts for a total of 27,648 hosts. We consider multi-tenant environments with varying number of tenants, number of VMs per tenant, VM placement strategies, and numbers and sizes of multicast groups.

The simulated cloud DC networks are populated by 3000 tenants, with the number of VMs per tenant being exponentially distributed between 10 and 5000, with mean=178. Each physical server can host up to 20 VMs and VMs belonging to the same tenant cannot be placed in the same server. We evaluate two types of VM placement policies: (i) a tenant’s VMs are placed on hosts that are located next to one another (Nearby), and (ii) tenant’s VMs are distributed across the network uniformly at random (Random). We generate 100K multicast groups, and the number of groups assigned to each tenant is proportional to the size of the tenant. Each tenant’s group sizes are uniformly distributed between five (minimum group size) and the entire tenant size. Such a distribution is shown in Fig. 4, where the average group size is 646.

A. SCALABILITY ANALYSIS

We compare the scalability performance of Ernie to that of state-of-the-art source routed schemes, Elmo and Bert, discussed in Section III. We focus on four metrics/aspects (defined in Section IV-C): header sizes, traffic overhead, switch memory cost, and source packet replications. We also compare Ernie to other switch-based multicast schemes, like iRP and Miniforest, in terms of traffic overhead and switch memory cost.

1) Header Sizes

We first evaluate the packet header overhead in the downstream path. Figs. 5a and 5b show the header size as a function of group size under the Nearby and Random placement strategies. Note that the header size of Elmo increases as the size of the group increases in each placement strategy. On the other hand, Bert and Ernie adapt to the group size and do not blow up as the header size increases. For the Nearby placement, Ernie requires a header size that is more than 10× and 3× smaller than that needed under Elmo for large group sizes (e.g. 1000 members or more) and small group size (e.g. 100 members or less), respectively. Compared to Bert, Ernie requires a header sizes that is at least 3× smaller regardless of the group size. For the Random placement, compared to Elmo, Ernie requires about 40× smaller header sizes for group sizes between 50 and 150 members and about
6× for large group sizes (e.g. 1000 or more). When compared to Bert, Ernie requires about 10× and 1.6× smaller header size for small and large group sizes, respectively.

As explained in Section IV-A, Ernie significantly achieves this improvement by obviating unneeded p-rules received on each destination pod as well as reducing the number of bits used for switch IDs. On the other hand, compared to Elmo, Bert reduces the forwarding header by clustering the multicast groups, at the cost of increasing the number of packet replications at the host (see below). Note that Elmo has bounded the packet header sizes to 512 bytes, and opted for storing the extra forwarding information in switch memories. So, we apply this restriction to Elmo Header. We evaluate switch memory usage in Section V-A3.

Fig. 6 shows that the header of Ernie traverses through upstream links (from source leaf to core switches). For the Nearby placement, the header size marginally increases as the size of the group increases. For example, it increases from 20 bytes to 150 bytes when the group size is increased from 10 to 5000 members. For the Random placement strategy, the header size dramatically increases as the size of the group increases. Because group members are dispersed across pods and leaf switches, forwarding information is too large to encode, especially for large group sizes. Nevertheless, as will be shown in this section, the overall traffic, switch memory, and end-host CPU overheads achieved by Ernie are minimal.

2) Traffic Overhead

In this experiment, we evaluate the overall traffic overhead incurred in the upstream (from leaf switches to core switches) and downstream (from core switches to leaf switches) paths. We compare Ernie with the source-routed (Elmo and Bert) and with the switch-based schemes (Mini-forest and iRP). In switch-based schemes, multicast forwarding states/information are stored in switches, so the header overhead is zero. Figs. 7a and 7b show the network traffic overhead of the Nearby and Random placement strategies for packet payload of 1500 bytes. The results are normalized to the values achieved by Elmo. Observe that Ernie performs better than Elmo and Bert for both placement strategies, especially at large group sizes. For small group sizes (i.e. less than 100 members), the performance achieved under all three schemes is close to that achieved under the switch-based schemes (zero header overhead). This is because when the group size is small, both the header size and the number of downstream replications are small. For large group sizes, Ernie still performs effectively compared to the switch-based schemes. However, Elmo contributes 20% and 27% more traffic compared to them for the Nearby and Random placement strategies, respectively. Bert contributes about 9% more traffic compared to the switch-based schemes for both placement strategies.

We also assess the network traffic overheads of Nearby and Random placement strategies in Figs. 8a and 8b for small packet payload sizes (i.e. 64 bytes). Compared to switch-based schemes, source-routed schemes contribute more traffic when packet payload is small for large group sizes. This is because the header size for large group sizes is large when compared to the payload size. Elmo traffic overhead rises quickly when the group size is increased. Again, this is because in Elmo, the header size is too large compared to the payload size for large group sizes. Bert does better than Elmo here by dividing the members of the multicast group into a set of clusters. Again, this is at the price of increasing the number of packet replications at the host. Compared to Elmo and Bert, Ernie achieves significant reductions when smaller
payload sizes are used. For example, Ernie achieves $4 \times$ lower traffic overhead compared to Elmo and $1.2 \times$ better compared to Bert for large group sizes (i.e., 5000 members) in the two placement strategies.

In summary, Ernie yields less traffic overhead when compared to the source-routed schemes, Elmo and Bert, while performing competitively when compared to the switch-based schemes (zero header overhead).

3) Switch Memory Cost

We next study the switch memory cost for all schemes in both placement strategies. First, in Fig. 9 we study the effects of the different number of multicast groups (e.g., 10K-100K multicast groups) on the switch memory for Nearby placement. Regardless of the number of groups and placement strategies, Ernie and Bert show drastic improvements in switch memory utilization, as there is no need to store any forwarding information and hence switch memory usage is zero for both schemes. On the other hand, in Miniforest and iRP, switch memory cost is dramatically increased when the number of multicast groups is increased, regardless of the placement strategy. For example, switch memory cost increases between 100K- 800K bytes when the number of groups varies from 10K – 100K. Note that real switching hardware supports only a limited number of multicast group table sizes, typically thousands to a few tens of thousands of entries nowadays [7].

This shows the scalability obstacle of switch-based multicast schemes in today’s public clouds. In Elmo, switch memory cost depends on the placement strategies and the number of multicast groups. Elmo stores some forwarding information in switch’s multicast table when the forwarding headers reach their maximum size (i.e., 512 bytes). In the Nearby placement, the header size of Elmo does not exceed the threshold for all numbers of the multicast group, yielding a zero switch memory usage. However, for the Random placement, Elmo’s switch memory cost increases as the group sizes increase. For example, when the number of groups varies from 10K-100K, the switch memory cost increases between 10K to 180K bytes. However, it is much less when compared to switch-based multicast schemes.

4) Source Packet Replications

In this section, we assess the CPU overhead of the studied schemes, and do so by capturing the number of packet replications the source needs to make, which captures various aspects of CPU overhead like processing delay, CPU power consumption, storage cost, etc. Here, the higher the number of packet replications is, the higher the CPU overhead is, and vice versa. In Fig 10, regardless of the multicast group size or placement strategy, Ernie, Elmo, Miniforest, and iRP schemes maintain minimal overheads since only one packet replication takes place at the source. On the other hand, in Bert, packets are
replicated per cluster where the number of packet replications depends on the group sizes, placement strategies, and packet payload size. Bert clusters/divides multicast groups to reduce the packet header sizes but at the cost of increasing the CPU overhead. For example, in Fig. 10a, for the Nearby placement with a large packet payload, the number of replications is 1 for small group sizes, and it slightly increases and reaches 5 when the multicast group size is large (e.g. 5000 members). However, in Fig. 10b, for the Random placement with a small packet payload, the number of replications dramatically increases when the group size is increased.

B. LOAD BALANCING ANALYSIS

We now turn our attention to the study of Ernie’s load balancing ability, and in doing so, we compare it with the following existing load balancing schemes:

- Least-Congested Link (LCL): distributes packets/flows through an optimum link by considering the current link load.
- Round-Robin (RR): multicast groups are assigned to core switches in a round-robin manner.
- Random (Rand): multicast groups are randomly assigned to a core switches.

For this experiment, the traffic load on each link is randomly chosen from 100 – 1000 bytes for all DC links. We consider 10K multicast groups that generate traffic with multicast group sources are each sending one packet of size 1500 bytes. We calculate the amount of traffic for all links in each layer. For ease of illustration, we visualize the traffic load for all links in each layer using boxplot. In boxplot, the central red mark is the median; whiskers represent the min and max value; boxes show the 25th, 50th (red line), and 75th percentiles. We also calculate the standard deviation (SD) to show the evenness of load distribution across the links in each layer; here the lower the standard deviations are, the closer the loads of links are to one another.

In Figs. 11 and 12, we observe that downstream traffic (core-to-spine and spine-leaf) in both placement strategies is much heavier than upstream traffic (leaf-to-spine and spine-to-core), and this is due to packet replications. Furthermore, downstream traffic load of the Random placement strategy is much heavier than that of the Nearby placement. Simply the reason is that for the Random placement strategy, where group members are dispersed across leaf switches, the number of packet replications is higher than that of the Nearby placement. For example, in the Nearby placement, traffic of core-to-spine (Fig. 11c) and spine-to-leaf (Fig. 11d) is about $3 \times$ and $50 \times$ more than spine-to-core (Fig. 11b) and leaf-to-spine (Fig. 11a), respectively. For the Random placement, traffic of core-to-spine (Fig. 12c) and spine-to-leaf (Fig. 12d) is about $28 \times$ and $240 \times$ more than spine-to-core (Fig. 12b) and leaf-to-spine (Fig. 12a), respectively.

In spine-to-leaf layer (Figs. 12d and 11d), Ernie outperforms other schemes and returns the lowest SD (standard deviation) of link utilizations in both placement strategies. For example, SD (right Y-axis) achieved by Ernie in the Random placement strategy (Fig. 12d) is about 65% less than RR, 32% less than Random, LCL and iRP, and 25% less than Miniforest. This is as expected because as we have shown in Section IV-B1, Ernie takes all downstream traffic (core-to-spine and spine-leaf) into account when assigning multicast groups to core switches to avoid link congestion.

In the Nearby placement strategy (Fig. 11d), Ernie still achieves the best load balancing with an SD of about 67% lesser than RR, 17% lesser than Random, LCL, and Miniforest, and 4% lesser than iRP. Interestingly, the performance of the RR approach is the worst among all schemes at spine-to-leaf layer (Figs. 11d and 12d) in both placement strategies. The reason is as shown in Section IV-B1 Fig. 3b; due to topological property of fat-tree structures, when multicast groups are assigned to core switches of the same core group in round-robin manner, the same (spine-to-leaf) links repeatedly exploited by multiple
In the core-to-spine layer (Figs. 12c and 11c), Ernie achieves better load balancing when compared to LCL and Random schemes with SD being lesser than 60% and 10% of these schemes in the Random and Nearby placement strategies, respectively. Furthermore, Ernie performs similarly to RR and Miniforest in both placement strategies. This is because these three schemes evenly distribute multicast groups among all core switches. On the other hand, iRP outperforms all schemes in the two placement strategies due to link congestion visibility of iRP in this layer. However, the cost of this achievement is quite high. For example, in this experiment, iRP needs to monitor and compare about $10^8$ links to choose the best core.

For load balancing of the upstream traffic (Figs. 11a, 11b, 12a and 12b), Ernie, Rand, Miniforest, and RR perform closely to each other in both placement strategies. In these schemes, when a core switch is selected, a multicast packet traverses a fixed, predetermined path between source and destination(s). In other words, when a core switch is selected, there is only one path from source leaf switch to destination leaf switch. Hence, a congested upstream path may be picked to be the routing path. LCL performs well in the upstream path, and poorly on the downstream path in terms of load balancing. The reason is because when packet crossing layers in the upstream direction, multiple paths are possible and the least congested one is picked. However, once a core switch has been reached and the packet is sent down to destinations, only a single path is available (algorithm cannot work). Ernie is within 35% of LCL (ideal load balancing for the upstream traffic) in both placement strategies in each upstream layer.

iRP achieves good load balancing at spine-to-core layer (Figs. 11b and 12b), traffic, and again this is due to the monitoring of enter-pod traffic.

C. DISCUSSION: PROS AND CONS

We discuss here some challenging scenarios that can limit the performance of Ernie. First, we have seen in Section V-A1 (Fig. 6) that in Random placement strategy, Ernie requires larger header sizes than those required by Elmo and Bert at the upstream layers. This is because the multicast group members are dispersed across pods and leaf switches, thereby needing more encoded information. Note that this scenario is not only challenging for Ernie but also for both Elmo and Bert. In Elmo, in the downstream paths (highly congested paths), header sizes are much larger than those of Ernie (Fig. 5b), resulting in higher traffic overhead (4× greater than Ernie (Fig. 7)). Moreover, for this scenario, Elmo needs to store some forwarding information in the switch's multicast table while Ernie does not use switch memory at all (Fig. 9b). In the case of Bert, Random placement requires more clusters (more packet replication at the source) which in turn increases end-host CPU overheads. For example, packet replications at the source ranges between 1 and 48 where group sizes range between 10 and 5000 members (Fig. 10).

Second, Ernie performs worse than some of the other schemes (Figs. 11a and 12a) in terms of load balancing at the upstream layers. The reason is, as discussed in Section V-B, that the multicast routing path in Ernie is predetermined, and unlike LCL and iRP, congested path cannot be avoided. However, at the highly congested links, Ernie achieves better load balancing when compared to all other schemes.
VI. CONCLUSION AND FUTURE DIRECTIONS

Multicast is a crucial communication primitive in today’s cloud DC networks. Multicast benefits group communications in saving network bandwidth and increasing application throughput. The use of IP multicast has been traditionally curtailed due to scalability and load balancing limitations. Despite much progress in recent years towards addressing these challenges, an efficient scalable and load-balanced multicast method for cloud DCs has remained elusive. To this end, we present Ernie, a scalable load-balanced multicast source routing scheme suitable for large-scale cloud DCs. When compared to existing multicast routing schemes for DCs, Ernie is developed with two design goals in mind: 1) scalability; it scales well with the number and size of multicast groups in that it incurs minimal network overhead in terms of header size, network traffic, and switch memory, and 2) load balancing: it achieves good balance of traffic loads at highly congested links. With new and emerging developments in both programmable and virtualized networks, we believe that Ernie is qualified to be deployable in today’s production DCs, as it neither requires new network hardware nor does it require changes to the applications running on the end host.

Current advancements in cloud DC networks unlock a variety of applications and open challenges. First, contemporary literature lacks real-world multicast studies related to cloud DCs. Most works focus on flow characteristics such as flow sizes, arrival rates, and distributions [6]. Thus, we believe there is a need for studies that analyze multicast behavior in detail such as the number of multicast groups, multicast group sizes, and group member distributions in real-world DCs. These studies would be useful in evaluating newly proposed multicast approaches for DCs. Second, in addition to scalability and load balancing, a reliable multicast protocol should easily with the lowest-cost handle common multicast group dynamics when members leave or join an existing group requiring forwarding information in switches or packet headers to be updated. This behavior, known as churn, exhausts network hardware resources and increases control plane overhead. Thus, stability and adaptivity against churn are of crucial importance for reliable multicast protocols in cloud DCs. Finally, Ernie with new features that consider multicast membership dynamics and respond immediately to the failure while achieving the lowest-cost solution are left for future work.
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