Age of Information in Random Access Networks: A Spatiotemporal Study
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Abstract—We investigate the age-of-information (AoI) in the context of random access networks, in which transmitters need to send a sequence of information packets to intended receivers over shared spectrum. We establish an analytical framework that accounts for the key features of a wireless system, including the fading, path loss, network topology, as well as the spatial interactions amongst the queues. A closed-form expression is derived to quantify the network average AoI and its accuracy is verified via simulations. Our analysis unveils several unconventional behaviors of AoI in such a setting. For instance, even when the packet transmissions are scheduled in a last-come first-serve (LCFS) order whereby the newly incoming packets can replace the undelivered ones, the network average AoI may not monotonically decline with respect to the packet arrival rates, if the infrastructure is densely deployed. Moreover, the ALOHA protocol is shown to be instrumental in reducing the AoI when the packet arrival rates are high, yet it cannot contribute to decreasing the AoI in the regime of infrequent packet arrivals.

I. INTRODUCTION

Fueled by the eagerness for fresh data in many real-time applications, the age-of-information (AoI) has been introduced as a metric to assess the “freshness” of information delivered over a period of time [1]. Compared with transmitter-centric metrics, e.g., delay or throughput, AoI puts the focus on the receiver side and measures the time elapsed since the latest packet has been delivered, thus being able to gauge the freshness associated with the information packets [2–8]. As such, networks designed by minimizing the metric of AoI enable the acquisition of fresh data and are particularly relevant in Internet of Things (IoT) applications where the timeliness of information is crucial, e.g., monitoring the status of a system or asserting remote controls based on information collected from a network of sensors [9–12]. Because these platforms generally constitute a random access network in which multiple source nodes need to communicate with their destinations via shared spectrum, the interference amongst transmitters located in geographical proximity may be severe and lead to transmission failures that hinder the timely updates of information. In response, a number of strategies to schedule the set of simultaneously active links have been proposed [13], [14], that achieve age minimization by limiting the interference to an acceptable range. Moreover, several threshold-based channel access schemes have also been developed to optimize the AoI from a network perspective [15], [16]. However, these results are devised based on collision models or conflict graphs, which do not precisely capture the key attributes of a wireless system such as fading, path loss, and co-channel interference. Recognizing this, a recent line of research has been carried out [17]–[19], that conflates queueing theory with stochastic geometry – a disruptive tool for assessing the performance of wireless links in large-scale networks – to account for the spatial, temporal, and physical level attributes in the analysis of AoI. Consequently, lower and upper bounds on the distribution of average AoI are derived in the context of a Poisson network [17]. Additionally, the performance of peak AoI in uplink IoT networks is analytically evaluated under time-triggered and event-triggered traffic profiles [18]. Moreover, a distributed algorithm that configures the channel access probabilities at each individual transmitter based on the local observation of the network topology is proposed to minimize the peak AoI [19]. Nonetheless, these works assume that transmissions of information packets are scheduled in a first-come first-serve (FCFS) discipline which is not appealing for minimizing the AoI. Moreover, the performance metric considered in most of these works is the peak AoI while the more commonly used metric of average AoI has not been well-studied.

In this paper, we aim to develop a theoretical template for a thorough understanding of the AoI over a random access network. Toward that purpose, we model the positions of transmitter-receiver pairs as a Poisson bipolar network. Each transmitter generates a sequence of status updates, encapsulated in the information packets, according to independent Bernoulli processes. The newly incoming packets at each transmitter are stored in a unit-size buffer and replace the older undelivered ones, if any. In each time slot, transmitters with non-empty buffers employ an ALOHA protocol to access the shared spectrum and send out packets when granted approval. Different from most related works, the transmissions are successful only if the received signal-to-interference-plus-noise ratio (SINR) exceeds a decoding threshold, upon which the packet can be removed from the transmitter buffer. Otherwise, the packet stays in the buffer and will be retransmitted in the next available time slot (unless replaced by a new generated packet). Because of interference, there is a coupling between the node position and its active state. We thus jointly use tools from stochastic geometry, to capture the macroscopic interference behavior, and queueing theory, to characterize the
evolution of queues at the microscopic level, to derive accurate and closed-form expressions for the network average AoI. The analytical results enable us to explore the effects of different network parameters on the AoI performance and hence can serve as useful guidelines for further system designs.

II. SYSTEM MODEL

A. Spatial Configuration and Physical Layer Parameters

Let us consider a wireless network that consists of a set of transmitter-receiver pairs, all located in the Euclidean plane. The transmitters are scattered according to a homogeneous Poisson point process (PPP) $\Phi$ of spatial density $\lambda$, where a generic node $i$ located at $X_i \in \Phi$ has one dedicated receiver at $y_i$, which is at distance $r$ to $X_i$ and oriented in a uniformly random direction\(^1\). According to the displacement theorem [20], the location set $\Phi = \{y_i\}_{i=0}^\infty$ also forms a homogeneous PPP with spatial density $\lambda$. If a transmitter needs to communicate with its receiver, it employs a unified power $P_{tx}$ and sends out packets over a shared spectrum, which is affected by Rayleigh fading with unitary power gain and path-loss that follows power law attenuation. All channel gains are independent and identically distributed (i.i.d.) across space and time. Besides, the transmission is also subject to Gaussian thermal noise with variance $\sigma^2$.

B. Temporal Configuration and Transmission Protocol

We assume the network is synchronized\(^2\) and the time is segmented into slots with each equal to the duration to finish one packet transmission. At the beginning of each time slot, every transmitter has an arrival of information packet with probability $\xi \in (0, 1]$. The newly incoming packet at each transmitter will be stored in a unit-size buffer and replace the undelivered older one if there is any. In that respect, the schedule of packet transmissions constitutes a last-come first-serve with replacement (LCFS-R) protocol.

In each time slot, transmitters with non-empty buffers adopt the ALOHA protocol with probability $p$ to access the radio channel, and send out packets when granted approval. A transmission is considered successful if the SINR received at the destination exceeds a decoding threshold, upon which the receiver sends an ACK feedback message so that the packet can be removed from the buffer. Otherwise, the receiver sends a NACK feedback message and the packet is retransmitted in the next available time slot\(^3\). In this network, the delivery of packets incurs a delay of one time slot, namely, packets are transmitted at the beginning of time slots and, if the transmission is successful, they are delivered by the end of the same time slot.

Because the time scale of fading and packet transmission is much smaller than that of the spatial dynamics, we assume

\(^1\)Such a setting is commonly known as the Poisson bipolar model [20], which is a large-scale analog to the classical model of Random Networks [21] and has been widely used for the modeling of networks without a centralized infrastructure, e.g., the D2D, IoT, and wireless ad-hoc networks.

\(^2\)Synchronization over networks can be achieved by either centralized [22] or distributed mechanisms [23].

\(^3\)We assume the ACK/NACK transmission is instantaneous and error-free, as commonly done in the literature [24].
By extending this concept to a large scale, we define the network average AoI as follows:

\[
\tilde{\Delta} = \limsup_{R \to \infty} \frac{1}{T} \sum_{X_j \in \Phi \cap B(0,R)} \tilde{\Delta}_j \approx \mathbb{E}[\limsup_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \Delta_0(t)]
\]

where \( B(0,R) \) denotes a disk centered at the origin with radius \( R \), \( \mathbb{1}\{ \cdot \} \) is the indicator function, and \( a \) follows from Campbell’s theorem [20]. The notion \( \mathbb{E}^a[\cdot] \) indicates that the expectation is taken with respect to the Palm distribution \( \mathbb{P}^0 \) of the stationary point process \( \Phi \) – the condition will be given in Section III – where under \( \mathbb{P}^0 \) almost surely there is a node located at the origin [20].

III. ANALYSIS

This section constitutes the main technical part of our paper, in which we derive analytical expressions to characterize the statistics of AoI. For better readability, most proofs and mathematical derivations have been relegated to the Appendix.

A. Preliminaries

1) SINR at a typical receiver: Due to the stationary property of PPPs, we can apply Slivnyak’s theorem [20] and concentrate on a typical receiver located at the origin, with its tagged transmitter situated at \( X_0 \). Note that when averaging over the point process, this representative link has the same statistic as those obtained by averaging over other links in the network. As such, if the transmitter sends out a packet during time slot \( t \), the SINR received at the destination can be written as

\[
\text{SINR}_{0,t} = \frac{P_{tx}H_{00}\rho^{-\alpha}}{\sum_{j \neq 0} P_{tx}H_{ji}\rho^{\alpha}X_j^{-\alpha} + \sigma^2} \tag{3}
\]

where \( \alpha \) denotes the path loss exponent, \( H_{ji} \sim \exp(1) \) is the channel fading coefficient from transmitter \( j \) to receiver \( i \) which varies in each time slot, \( \zeta_{j,t} \in \{0,1\} \) is an indicator showing whether node \( j \) is active \( (\zeta_{j,t} = 0) \) or not \( (\zeta_{j,t} = 1) \).

2) Conditional transmission success probability: Seen from the temporal perspective, dynamics on any given link can be abstracted as a Geo/G/1/2 queue with replacement in which the service rate is dependent on the statistics of SINR, namely the transmission success probability. Because the network is considered to be static, we condition on the node positions \( \Phi = \tilde{\Phi} \cup \bar{\Phi} \) and define the conditional transmission success probability of the typical link at time slot \( t \) as follows [25]

\[
\mu_{0,t}^\Phi = \mathbb{P}(\text{SINR}_{0,t} > \theta|\Phi) \tag{4}
\]

where \( \theta \) is the decoding threshold.

Due to the broadcast nature of wireless medium, transmissions over the link pairs are correlated in both space and time via the interference they cause. This phenomenon is usually referred to as the spatially interacting queues [26], which results in \( \{\mu_{0,t}^\Phi\}_{t \geq 0} \) being correlated over time and hinders tractable analysis. For the sake of tractability, we need the following approximation.

Assumption 1: Each node experiences independent interferers over time, and hence their queues evolve independently from each other.

This assumption is commonly known as the mean-field approximation, which has been shown to be applicable to the spatiotemporal analysis of large-scale networks [27].

3) Conditional Age of Information: Following Assumption 1, when we condition on the network topology \( \Phi \), the transmissions of packets over a typical link are i.i.d. over time with a success probability \( \mu^{\Phi}_0 = \lim_{T \to \infty} \mu_{0,t}^\Phi \). As such, we can treat the dynamics at the typical sender as a Geo/Geo/1/2 queue where the arrival and departure rates are given by \( \xi \) and \( p_{\mu_0^{\Phi}} \), respectively. In consequence, we can leverage tools from queuing theory and arrive at a conditional form of the AoI.

Lemma 1: Conditioned on the point process \( \Phi \), the average AoI at the typical link is given as follows:

\[
\mathbb{E}[\Delta_0|\Phi] = \frac{1}{\xi} + \frac{1}{p_{\mu_0^{\Phi}}} - 1. \tag{5}
\]

Proof: See Appendix A.

In view of Lemma 1, we note that the core of analyzing the AoI lies at the characterization of the transmission success probability. In the following, we detail the procedure of deriving this quantity.

B. Transmission Success Probability

Using Assumption 1, we can now assume that each node activates independently in the steady state, and hence compute the conditional transmission success probability as follows.

Lemma 2: Conditioned on the network topology \( \Phi \), the probability of successful transmission over the typical link is given as:

\[
\mu_0^{\Phi} = e^{-a_0^{\Phi}} \prod_{j \neq 0} \left( 1 - \frac{a_j^{\Phi}}{1 + \|X_j\|^\alpha/\rho^{\alpha}} \right) \tag{6}
\]

where \( \rho = P_{tx}/\sigma^2 \) and \( a_0^{\Phi} = \lim_{T \to \infty} \sum_{t=0}^{T} \zeta_{j,t}/T \) is the active probability of node \( j \) in the steady state.

Proof: See [19] for a detailed proof.

We can now explicitly identify the randomness in the departure rate, which mainly arises from \( i \) the random locations of interfering nodes, and \( ii \) their corresponding active states. A conditional expression for the active state at each communication link can be obtained as follows.

Lemma 3: Conditioned on the network topology \( \Phi \), the active probability of a generic node \( j \) is given as:

\[
a_j^{\Phi} = \frac{p\xi}{\xi + (1 - \xi)p\mu_j^{\Phi}}. \tag{7}
\]

Proof: See Appendix B.

With these results in hand, we can now put the pieces together and derive the distribution of the conditional transmission success probability.

Theorem 1: The cumulative distribution function (CDF) of the conditional transmission success probability is given by the fixed-point equation (9) at the top of the next page, in which \( j = \sqrt{-1} \) and \( \text{Im}\{\cdot\} \) denotes the imaginary part of a complex quantity.
\[ F(u) = \frac{1}{2} - \int_0^\infty \text{Im} \left\{ u^{-i\omega} \exp \left( -\frac{j\omega \theta r^\alpha}{\rho} - \lambda \pi r^2 \theta^3 \sum_{k=1}^\infty \left( j\omega \right)^k \int_0^\infty \frac{(-1)^{k+1}dv}{(1+v^2)^k} \int_0^1 \frac{(p\xi)^k F(dt)}{[\xi + (1-\xi)pt]^k} \right) \right\} d\omega \]  

(9)

**Proof:** See Appendix C.

Owing to the space-time coupling amongst the queues, the transmission success probability CDF (9) is given in the form of a fixed-point functional equation. It is noteworthy that the right hand side of (9) constitutes a contraction as a functional of \( F(\cdot) \). As such, solution of (9) can be obtained via successive approximations [25], i.e., the Picard’s method, which converges exponentially fast.

**C. Network Average AoI**

We are now ready to present the main results of this paper, i.e., the analytical expressions for the AoI.

**Theorem 2:** The network average AoI is given as follows:

\[ \Delta = \frac{1}{\xi} + \int_0^1 F(dt) - 1 \]  

(10)

where \( F(\cdot) \) is given in (9).

**Proof:** By deconditioning (5) according to the CDF of \( \mu_0^\Phi \) per (9), the result follows.

Notably, the AoI expression in Theorem 2 accounts for all the key features of a random access network, including the packet arrival rate, channel access probability, deployment density, and interference. We will verify the accuracy of this analysis in Section IV and obtain a number of design insights based on numerical results. Before that, let us remark a special case as follows.

**Remark 1:** When \( \lambda \to 0 \), i.e., the network is in the noise-limited regime, it can be shown that the network average AoI is given by

\[ \Delta = \frac{1}{\xi} + \frac{\exp \left( \frac{\theta r^\alpha}{\rho} \right)}{p} - 1, \]

(11)

which monotonically decreases with the packet arrival rate \( \xi \).

This observation is in line with conclusions drawn from the conventional point-to-point settings, namely under the LCFS discipline, increasing the update frequency can always benefit the AoI performance.

**IV. SIMULATION AND NUMERICAL RESULTS**

In this section, we show simulation results that confirm the accuracy of our analytical framework, and based on the analysis we further investigate the AoI performance under different settings of network parameters. During each simulation run, we realize the node positions over a 1 km² area according to a Poisson bipolar model with spatial density \( \lambda \). The packet arrivals at each source node are generated as independent Bernoulli processes with rate \( \xi \). We average over 10,000 realizations and collect the statistic from every link to calculate the average AoI. Unless differently specified, we use the following parameters: \( \alpha = 3.8, \theta = 0 \text{ dB}, P_{tx} = 17 \text{ dBm}, \) and \( \sigma^2 = -90 \text{ dBm} \).

In Fig. 2, we depict the network average AoI as a function of the packet arrival rate \( \xi \), under different values of the deployment density \( \lambda \). From this figure, we first observe a close match between the simulation and analytical results, which verifies the accuracy of Theorem 2. Moreover, we note that the optimal update frequency that minimizes the average AoI is dependent on the particular value of \( \lambda \). Specifically, when \( \lambda \) is small, the link pairs recede into the distance from each other and the packet transmissions can enjoy low level of interference because of the path loss. This resembles a noise-limited scenario and, as pointed out by Remark 1, the average AoI can be reduced by increasing the update frequency at the source nodes. On the contrary, when \( \lambda \) becomes large, the

\[ \text{Fig. 3. The average AoI versus channel access probability, where we set } r = 0.5 \text{ m}, \lambda = 5 \times 10^{-2} \text{ m}^{-2}, \text{ and vary the packet update frequencies as } \xi = 0.25, 0.50, 0.75. \]
network is densely deployed, in which the inter-link distances shrink and transmitters in geographical proximity can suffer from interference that results in transmission failures. As such, with an increase of packet arrival rate, not only more link pairs are activated but, more crucially, additional failure packet deliveries and retransmissions are incurred, which prolongs the active period of the nodes. These together slow down the packet successful decoding process at each individual link and deteriorate the information freshness over the network. In consequence, an optimal arrival rate exists that balances the tradeoff between the information freshness at the source nodes and the interference level across the network. This observation shows an unconventional behavior of the AoI in random access networks employing LCFS queueing disciplines.

Fig. 3 plots the average network AoI for fixed \( \lambda = 5 \times 10^{-2} \) as a function of the channel access probability \( p \), under various packet arrival rates. We can see that in the situation of infrequent packet arrivals, the average AoI declines steadily as the channel access probability increases. It is worth noting that this observation poses a dissent on the conclusions drawn from conflict graph models [15], where the ALOHA protocol is asserted to be optimal for minimizing average AoI in the light traffic condition. The reason for such a difference is that under the SINR model, for small update frequency, the aggregated interference at each node is low and hence there is no necessity to reduce the channel use, which will, in turn, downgrade the packet successful decoding rate and deteriorate the AoI. On the other hand, when the packet arrival rate is high, we can see that there exists an optimal channel access probability which minimizes the average AoI. This is because the defection of interference on the service rate is more devastating in this scenario, and adopting the ALOHA protocol is beneficial to striking a balance between information freshness at the transmitters and the overall interference level. The figure also indicates that in order to achieve a small average AoI across the network, one should tune the update arrival frequency to a high level and adopt ALOHA to control the channel access.

V. Conclusion

In this work, we have developed a theoretical framework for the understanding of AoI performance in random access networks. We have used a general model that accounts for the channel gain and interference, dynamics of status updating, and spatial queueing interactions. Our results have confirmed that the network topology has a direct and sweeping influence on the AoI. Specifically, even when the transmitters employ an LCFS-R strategy for packet management, if the topology infrastructure is densely deployed then there exists an optimal rate of packet arrival that minimizes the average AoI. In addition, ALOHA is instrumental in further reducing the AoI, given the packet arrival rates are high. However, when the network deployment density is low, the average AoI decreases monotonically with the packet arrival rate, and ALOHA cannot contribute to reducing the AoI in this scenario.

APPENDIX

A. Proof of Lemma 1

Let us consider a Geo/Geo/1 queueing system under the LCFS with preemption (LCFS-PR) discipline [28], where the arrival and departure rates are set as \( \xi \) and \( \mu_j \), respectively. The AoI in this system evolves as follows:

\[
\tilde{\Delta}_0(t+1) = \begin{cases} \tilde{\Delta}_0(t) + 1, & \text{if transmission fails}, \\ \min\{t - G_0(t), \tilde{\Delta}_0(t)\} + 1, & \text{otherwise} \end{cases}
\]

where \( G_0(t) \) is the generation time of the packet delivered over the typical link at time \( t \). Then this system and the employed system in this paper possess the same AoI evolution statistics.

We denote by \( M \) and \( N \) the inter-arrival time and the total sojourn time in the queue, respectively, which are random variables. As such, under the LCFS-PR discipline, the average AoI is given as [28]:

\[
E[\tilde{\Delta}] = E[M] + \frac{E[\min(N, M)] - E[M]}{P(N \leq M)}. (12)
\]

On the one hand, as \( M \sim Geo(\xi) \) and \( N \sim Geo(\mu_0) \), we have the following:

\[
E[M] = \frac{1}{\xi}, \quad E[M^2] = \frac{2}{\xi^2} - \xi, \quad P(N \leq M) = 1 - E[(1 - \mu_0) M] = \frac{\mu_0}{1 - (1 - \mu_0)(1 - \xi)}. \quad (13)
\]

On the other hand, since \( M \) and \( N \) are independent random variables, through simple calculations we have \( \min(M, N) \sim Geo(1 - (1 - \mu_0)(1 - \xi)) \). Thus the following holds

\[
E[\min(M, N)] = \frac{1}{1 - (1 - \mu_0)(1 - \xi)}. \quad (15)
\]

The result in (5) then follows from substituting (13), (14), and (15) into (12).

B. Proof of Lemma 3

The evolution of the buffer state at a generic node \( j \) can be modeled as a two-state Markov chain (empty/non-empty) with transition matrix given as follows:

\[
P = \begin{bmatrix} 1 - \frac{xi}{\mu_i} & \frac{xi}{\mu_i + \mu_j} \\ \mu_i & 1 - \frac{xi}{\mu_i} \end{bmatrix}.
\]

Let \( \mathbf{v} = (v_0, v_1) \) denote the steady-state probability vector of the number of this Markov chain. Then, we have

\[
\mathbf{v}^T = \mathbf{v}^T \mathbf{p}, \quad v_0 + v_1 = 1. \quad (16)
\]

Solving the above system of equations yields the following:

\[
v_0 = \frac{\mu_j (1 - \xi)}{\xi + \mu_j (1 - \xi)}, \quad v_1 = \frac{\xi}{\xi + \mu_j (1 - \xi)}. \quad (18)
\]

As such, the active state probability \( a_j^0 \) can be obtained from (19) (the probability of having a non-empty buffer).
\[ \mathcal{M}_{Y^\Phi}(s) = \mathbb{E} \left[ (Y^\Phi_0)^s \right] = e^{-s\alpha \rho / \rho} \mathbb{E} \left[ \prod_{j=0}^{s-1} \left( 1 - \frac{\xi}{1 + \|X_j\|^n / \rho \alpha} \right)^s \right] = e^{-s\alpha \rho / \rho} \mathbb{E} \left[ \prod_{j=0}^{s-1} \left( 1 - \frac{\xi}{1 + \|X_j\|^n / \rho \alpha} \right)^s \right] \]

where (a) follows by using the probability generating functional (PGFL) of PPP and (b) expands the expression via the binomial theorem. A complete expression of (20) requires us to compute the term \( Q_1 \), which however needs the CDF, \( F(\cdot) \), of \( Y^\Phi_0 \). At this stage, let us assume the function \( F(\cdot) \) is available. We can then expand the expectation term \( Q_1 \) and further reduce (20) as we do below:

\[
\mathcal{M}_{Y^\Phi}(s) = \exp \left( -\frac{s\theta r^\alpha}{\rho} - \frac{\pi \tau r^2 \theta^2}{\rho} \sum_{k=1}^s \left( \frac{-1}{1 + \|x\|^n / \rho \alpha} \right)^k \right) \times \int_0^1 \left( \frac{p_k}{\xi + (1 - \xi) \rho t} F(dt) \right) \frac{1}{(1 + v^2)^k} \left( \frac{1}{v} \right)^k \right) \]  

Finally, by using the Gil-Pelaez theorem [29], we can derive the CDF of \( \mu^\Phi_0 \) as:

\[
F(u) = \Pr(\mu^\Phi_0 < u) = \Pr(Y^\Phi_0 < \ln u) = \frac{1}{2} \int_0^\infty \text{Im} \left\{ \int_{-\infty}^\omega e^{-i u \omega} \mathcal{M}_{Y^\Phi}(-i \omega) \, d\omega \right\} \frac{d\omega}{\omega} \]  

The statement readily follows by substituting (21) into the above equation.
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