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Abstract

In large crowd events, there is always a potential possibility that a stampede accident will occur. The accident may cause injuries or even death. Approaches for controlling crowd flows and predicting dangerous congestion spots would be a boon to on-site authorities to manage the crowd and to prevent fatal accidents. One of the most popular approaches is real-time crowd simulation based on position data from personal Global Positioning System (GPS) devices. However, the accuracy of spatial data varies for different GPS devices, and it is also affected by an environment in which an event takes place. In this paper, we would like to assess the effect of position errors on stampede prediction. We propose an Automatic Real-time Detection of Stampedes (ARES) method to predict stampedes for large events. We implement three different stampede assessment methods in Menge framework and incorporate position errors. Our analysis suggests that the probability of simulated stampede changes significantly with the increase of the magnitude of position errors, which cannot be eliminated entirely with the help of classic techniques, such as the Kalman filter. Thus, it is our position that novel stampede assessment methods should be developed, focusing on the detection of position noise and the elimination of its effect.
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1 Introduction

In recent decades, the number of events where a stampede has occurred is increasing, along with the number of people involved in such accidents. In 2014, 36 people were killed and 47 others were injured in a crush at New Year’s Eve celebrations in Shanghai, China [4]; in 2015, at least 2,177 people were crushed to death and 934 were injured at the annual Hajj in Saudi Arabia [50]; in 2017, more than 1,500 soccer fans were injured in stampede in Turin, Italy [52]; in the same year, at least 22 people were killed and hundreds were injured in a stampede at Elphinstone road station in Mumbai, India [51].

To prevent stampede accidents, the Saudi Ministry of Hajj has already begun considering plans to give each pilgrim an electronic bracelet with individual identification and Global Positioning System (GPS) [1]. Moreover, the percentage of the population owning smartphones (having built-in GPS) is increasing. The recent reports show that ten countries now have smartphone penetration\(^1\) greater than 70\% [38], with the numbers growing each year [45]. This will provide a technological foundation to enable the gathering of locations of most of the people in the near future, even if no specialized device (such as the electronic bracelet mentioned above) is present.

In recent years, many researches are leveraging data from GPS handheld devices to prevent stampedes by providing early warning to authorities [60, 15, 68]. However, all GPS devices suffer from position errors. The main GPS error source is due to the satellite synchronization [33]. Other errors arise because of atmospheric disturbances that distort the signals before they reach a receiver. Reflections from buildings and other large, solid objects can lead to GPS accuracy problems too. To the best of our knowledge, the literature is lacking the analysis of the impact of GPS noise on the prediction of stampedes.

In this paper, we focus on quantifying the impact of GPS measurement errors on stampede probabilities. The main contributions of this paper include: (1) presentation of a stampede prediction solution by the incorporation of three different stampede assessment methods into a crowd simulator; (2) introduction of a noise modeling technique in crowd simulation and evaluation of the probability of simulated stampede with various position errors; and (3) analysis of the impact of position errors on simulated stampede probabilities.

\(^1\)That is the percentage of the people in the population that own a smartphone.
The remainder of this paper is constructed as follows: Section 2 reviews the related work in crowd management, stampede assessment methods, and crowd simulation. Section 3 describes our proposed solution, namely, how we simulate stampede accidents and measure the position errors. Section 4 covers experimental results and analysis. Finally, Section 5 summarizes our findings.

2 Related Work

Crowd management based on data from GPS handheld devices (e.g., smartphones, smartwatches, and personal fitness trackers) has been widely studied. Wirz et al. [60] adopted the crowd pressure technique to visualize this information as heat maps, offered a global view of the crowd situation, and assessed different crowd conditions instantaneously throughout an event. Franke et al. [15] implemented a smartphone based crowd management system, which also uses a heat map representation of the crowd state and its evolution. Zhou et al. [68] proposed a solution based on Baidu map and developed a prediction model to perceive the crowd anomaly and to assess the risk of the crowd event.

Besides GPS-based solutions, vision-based systems have also been developed to detect congestion spots and pedestrian behaviors. The accuracy of vision-based systems can be affected by three factors: camera coverage, camera resolutions, and level of illumination [68, 25]. The existing computer vision work focuses on real-time detection of the stampedes [24, 35, 26, 36, 69, 42, 43] rather than proactive prediction, making it complementary to our goal. While the field of computer vision is rapidly evolving, modern computer vision methods have not perfected crowd analysis yet. For example, they have difficulty tracking individuals in the crowd [24, 35]. The training of a computer vision model for each camera has to be individualized [26]. The accuracy of the detection of anomalies fluctuates for various methods, e.g., going to as low as 57% [36], which may negatively affect the accuracy of stampede analysis. Last but not least, vision-based detection techniques face privacy and security related issues [44] (which are conceptually similar to those based on GPS trackers even though a different technology is leveraged).

Recent research of anomaly detection in crowd focuses on developing deep learning-based approaches, e.g., Convolutional Neural Networks (CNNs), combined with video analysis [69, 42, 43]. However, they have not yet been
tested on high-density scenarios, which result in stampedes; so far the performance of CNNs was benchmarked against the UCSD dataset \cite{54}, which focuses on sparse crowds with non-pedestrian anomalous objects (e.g., skaters, biker, carts, and wheelchairs) and anomalous pedestrian patterns (e.g., a pedestrian walking in opposite direction to other pedestrians). Conceptually, one may create a hybrid stampede detection system that would leverage GPS trackers and video data feeds synergistically, improving the accuracy of the stampede analysis \cite{5}.

Agent-based pedestrian crowd simulation is a well-known solution for crowd management. Thus, a variety of simulation frameworks were proposed. Almeida et al. \cite{2} proposed a multi-agent framework to simulate emergency evacuation scenarios. Curtis et al. \cite{10} introduced an open-source, cross-platform and agent-based crowd simulation framework—Menge. Mahmood et al. \cite{34} proposed an agent-based crowd simulation and analysis framework and used a case study of Hajj as an example for the assessment of crowd evacuation strategies.

To analyze the risk of stampedes, a number of stampede measuring techniques were presented in the literature. Helbing et al. \cite{20}, Johansson et al. \cite{22} derived crowd pressure formulas (by analyzing video recordings of the crowd disaster during the Hajj in 2006) and discovered crowd turbulence phenomenon, in which physical contacts among people are transferred and accumulated. People try to escape the crowd, which causes crowd panic. Such phenomenon may trigger crowd disasters, such as stampedes. Lee and Hughes \cite{29} developed a crowd pressure measuring technique using the standard forward-backward auto-regressive modeling approach. Elliott and Smith \cite{14} examined some sporting disasters and found the relationship between the accidents and the inter-person forces. Helbing et al. \cite{19} introduced social and physical forces among pedestrians and then treated each pedestrian as a particle abiding Newton’s laws. Lee and Hughes \cite{28} studied the relationship between crushing situation and people density, which gives the typical threshold of people density of different nationalities. However, none of these work has taken into account the impact of GPS noise on the prediction of stampedes.

Recent research has attempted to combine data from GPS and external sensors to improve the tracking accuracy. Groves et al. \cite{17} developed a positioning technique by integrating GPS and Wi-Fi data (to improve positioning indoors) and accelerometers (to distinguish pedestrian behavior). Corbetta et al. proposed an approach to utilize overhead Microsoft Kinect\textsuperscript{TM} depth
sensors placed in a walkway to provide reliable automatic pedestrian positioning for tracking [9]. Suzuki et al. [48] proposed to use infrared cameras to eliminate the multi-path errors which are caused by different positioning systems. Assisted-GPS (A-GPS) technique is also widely used to improve the performance of GPS-enabled smartphones [56]. In general, combining GPS, WiFi, and sensors data improves tracking accuracy indoors (see [47] for review). Besides employing external sensors, various algorithms were developed to mitigate GPS measurement noise, e.g., the Kalman filter [13, 61] and the autoregressive moving average filter [30].

As a rule of thumb, the accuracy of GPS can be hugely affected by the environment. The U.S. government claimed that GPS-enabled smartphones are typically accurate to within 4.9 m; however, their accuracy worsens near buildings or other obstacles [39]. Zandbergen and Barbeau’s research showed that the horizontal error of GPS-enabled smartphones ranges from 5.0 m to 8.5 m [64]. In 2015, Garnett and Stewart tested two personal GPS devices and two GPS-enabled mobile devices, and they found that the mean relative accuracy ranges from 3.65 m to 6.50 m [16].

3 The ARES method

In this paper, we propose a simulation-based method to predict a stampede during large crowd events. The name of the method is ARES, which stands for Automatic Real-time dEtection of Stampedes. In ARES, we assume that the venue map is provided before the event, and we can collect all pedestrian locations via personal GPS devices during the event. We call pedestrians with wearable GPS devices agents. The word agent is used interchangeably with pedestrian in this paper. The method employs simulation to monitor pedestrians’ behavior and measure possible stampede accidents. In case of a potential stampede, on-site authorities will be notified by an alert message, so that the authorities can intervene proactively and prevent the stampede from occurring.

The key idea of ARES is to run the simulation and estimate the probability of a future stampede ahead of time. In reality, agent locations are collected in a discrete time manner to preserve GPS power. The interval between two GPS data collection points is denoted by $T$. During this time interval, GPS locations are unknown. Thus, we use the latest GPS locations as starting positions and simulate agents’ trajectories for the interval
To mitigate the uncertainty, we employ Monte Carlo method in simulations to calculate the stampede probabilities. We run simulations in parallel on a computing platform fast enough (e.g., a computer cluster) to ensure simulation completion time $K$ is less than $T$. Once the stampede probability is calculated, the result (including position information) is sent to the authorities, if necessary.

Figure 1 outlines the major steps of ARES. The details of the steps are as follows.

1. **Collect agents’ current locations and velocities.** In the beginning of each interval $T$, we collect all agents’ locations and velocities in the field. The locations and velocities are measured in the global coordinate system.
2. **Convert agents’ locations and velocities to the local coordinate system.** Agents’ longitude and latitude coordinates would be converted to local coordinates, which are relative locations in the venue map. In addition, agents’ velocities in the global coordinate system would also be converted to the ones in the local coordinate system.

3. **Run the simulation with a pedestrian model and a stampede assessment method.** Agents’ locations and velocities from Steps 2 are input parameters for the pedestrian model. We employ Monte Carlo method to run simulations and execute $M$ simulations in parallel using GNU parallel [49] (other parallelization techniques can be used as well). This is done to ensure that $K < T$ and the time difference is sufficient for on-site authorities to respond.

4. **Compute simulated stampede probabilities.** Each realization of simulation reports if a stampede has happened or not. After all the simulations complete, we calculate the expected value of the simulated stampede probability $p$ based on the Law of Large Numbers.

5. **Send alerts to on-site authorities if necessary.** If the value of $p$ exceeds a threshold, an alert message can be sent out to notify on-site authorities, so that they could control the crowd near the specific spot.

6. **Repeat the above steps once a new batch of locations and velocities data comes in.** Once a new batch of locations and velocities data has been collected after interval $T$, we repeat the procedure from Step 1 to Step 5.

There are two important assumptions in ARES. First, we assume that each pedestrian has a wearable GPS device. This assumption is reasonable as mentioned in Section [1]. Second, we assume that we know each agent’s next destination based on the current state in the simulation. We believe that this is also a reasonable assumption in many cases. For instance, we know that pilgrims will stop and throw pebbles at three pillars on Jamarat bridge during Hajj, and soccer fans will move towards the nearest exit (or the one that they came in) to leave a stadium.
3.1 Simulation framework

We employ Menge [10] as our crowd simulation framework. Menge has two built-in pedestrian models: ORCA and PedVO. The former is based on the Optimal Reciprocal Collision Avoidance (ORCA) algorithm [55], and the latter is based on the Pedestrian Velocity Obstacle (PedVO) model [11]. As a successor to the ORCA model, PedVO preserves ORCA’s geometric optimization technique and introduces a self-adaptive velocity technique by employing the fundamental diagram—the phenomenon that pedestrian speed reduces as density increases. The PedVO model captures both physiological and psychological factors that give rise to the fundamental diagram. It computes a collision-free velocity for each pedestrian based on a preferred velocity and its local neighborhood (i.e., other pedestrians and obstacles).

In our work, we choose PedVO to simulate pedestrians’ behavior, but others may choose the most suitable pedestrian model (e.g., ORCA or Johansson et al.’s model [23]) to address their cases. The default parameters of the PedVO model in Menge are as follows: agents are represented as filled circles with radius equals 0.19 m [32], agents’ preferred velocity equals 1.04 m/s [8]. Note that the default preferred velocity is lower than the average preferred walking speed—1.4 m/s [7]. However, this setup is adequate for a crowd of people in a pilgrimage setting. The PedVO model uses the preferred velocity to compute an actual velocity based on the surroundings (the maximum velocity is 2 m/s [65]). The maximum acceleration rate is 5 m/s$^2$ [3]. Other calibration parameters of PedVO can be found in [B]. Note that these values may be adjusted if necessary (other reasonable values of the parameters are discussed in [12]).

To simulate a representative crowd congestion scenario, we build a simplified venue map of the Jamarat bridge based on the map in the supplementary material of Helbing et al.’s work [21]. The Jamarat bridge is the place where the stampede happened during Hajj in 2006. A simulated scene on the map can be seen in Fig. 2.

3.2 Stampede assessment methods

We extend Menge with three stampede assessment methods. The three threshold-based stampede assessment methods that we employ are crowd pressure method [20], physical force method [14,19], and density method [28]. Details of these methods are given below.
Figure 2: Simulation venue map. A set of emulated agents are generated on the right ramp (in a rectangular grid), and they are moving towards the left in the venue. The width of the ramps is 22 m, and the width of the bridge is 44 m. The three obstacles simulate the three pillars on the Jamarat bridge where pilgrims throw stones. Agents stop at each pillar for an average of 60 simulation time units (i.e., 60 s in our simulation), and they get off the bridge after that. Note that this venue is smaller than the actual Jamarat bridge, but it is sufficient to illustrate the concept.

3.2.1 Crowd pressure method

As crowd density reaches a certain dangerous level (typically seven or eight people per square metre [20]), the physical contacts transfer and accumulate among the crowd, and individual motion gets replaced by mass motion. When the pressure becomes too large, the mass splits up into different clusters, which causes strong variations of local strengths and velocities. This can lead to sudden and uncontrolled pressure release. Such a phenomenon is referred to as crowd turbulence. Crowd turbulence is observed by analyzing video recordings of the crowd disaster during the Hajj in 2006 [20]. People try to escape such a situation; therefore, they push each other. This is called crowd panic as per [20]. The crowd panic introduces extra power into the compressed crowd. Eventually, stampede accidents occur when a significant amount of power accumulates and then releases.

Both crowd turbulence and stampede accident can be quantified by crowd

\(^2\)Note that a stampede may also occur in the absence of panic.
pressure (which is different from physical pressure). Crowd pressure is defined as local density times the local velocity variance \[20\].

Formally, the local density at a given place \( \mathbf{r} = (x, y) \) and time \( t \) is defined as

\[
\rho(\mathbf{r}, t) = \sum_{j} f(\mathbf{r}_j(t) - \mathbf{r}),
\]

where \( \mathbf{r}_j(t) \) is the position of pedestrian \( j \) in the surrounding of \( \mathbf{r} \) at time \( t \), and \( f(\mathbf{r}_j(t) - \mathbf{r}) \) is a Gaussian distance-dependent weight function

\[
f(\mathbf{r}_j(t) - \mathbf{r}) = \frac{1}{\pi R^2} \exp\left[-\frac{||\mathbf{r}_j(t) - \mathbf{r}||^2}{R^2}\right],
\]

where \( R \) defines the radius of the local measured area. The local velocity at position \( \mathbf{r} \) and time \( t \) is defined as

\[
\mathbf{V}(\mathbf{r}, t) = \frac{\sum_{j} \mathbf{v}_j f(\mathbf{r}_j(t) - \mathbf{r})}{\sum_{j} f(\mathbf{r}_j(t) - \mathbf{r})},
\]

where \( \mathbf{v}_j \) is the velocity of pedestrian \( j \) in the surrounding of \( \mathbf{r} \) at time \( t \). Then, we can determine the local crowd pressure based on Eqs. (1) and (3) as

\[
P(\mathbf{r}, t) = \rho(\mathbf{r}, t) \cdot \text{Var}_{\mathbf{r}, t}(\mathbf{V}),
\]

where \( \text{Var}_{\mathbf{r}, t}(\mathbf{V}) \) is the local velocity variance at time \( t \), and its value is calculated by \( \text{Var}_{\mathbf{r}, t}(\mathbf{V}) = \langle (\mathbf{V}(\mathbf{r}, t) - \langle \mathbf{V} \rangle_{\mathbf{r}})^2 \rangle_{\mathbf{r}} \), where \( \langle \mathbf{V} \rangle_{\mathbf{r}} \) is the average local velocity over the circular area centered in \( \mathbf{r} \) and with radius \( R \). According to [20], crowd turbulence starts when the pressure reaches 0.02 s\(^{-2}\), and stampede starts when the pressure reaches 0.04 s\(^{-2}\).

### 3.2.2 Physical force method

The second stampede assessment method is based on physical force [14, 19]. The idea is that physical interactions in jammed crowds add up and can lead to dangerous consequences. In simulations, we monitor the physical force among agents, and set a threshold for the force. A stampede is measured if any monitored physical force exceeds the threshold. Pure force function is defined by Newton’s second law, \( F = m \cdot a \), where \( m \) is the mass, and \( a \) is the acceleration. Based on the research in [14, 19], 4500 N is the force that,
on average, may cause an adult to fall on the ground, potentially causing stampede accidents.

For parameterization, we set $m$ to follow a normal distribution with mean value of 70 kg (which is a typical weight of adults in Europe [57]) and standard deviation of 10 kg [27]. We set the minimum value of $m$ to 50 kg, and the maximum value of $m$ to 100 kg. Note that these values can be adjusted according to different nationalities and occasions. The value of $a$ can be calculated by

$$a = \frac{\vec{v}(t + \Delta t) - \vec{v}(t)}{\Delta t},$$

(5)

where $\Delta t$ is the change in time, and $\vec{v}(t)$ is the velocity at time $t$.

### 3.2.3 Density method

Our last stampede assessment method is based on a local density threshold. Lee and Hughes [28] found the correlation between crowds involving stampede accidents and crowd density. Typical stampede accidents involve a large number of pedestrians, which is generally about seven or eight pedestrians per square metre (possibly up to 13 pedestrians per square metre). The maximum observable densities are naturally dependent on different nationalities [28].

![Figure 3: A stampede is observed in the density method. The white filled circle is the agent whose neighbors exceed the threshold—22, and the neighbors are within the unfilled circle with $R = 1$ m. All the information about the agent and its neighborhood can be seen in the left part of the figure.](image)
Compared to the local density calculation (which is an estimate) in the crowd pressure method, we employ a classical density estimation. We monitor the number of neighbors (local density) for each agent during simulations, and set a threshold for the local density, which is calculated as \( D = \frac{L}{\pi R^2} \), where \( L \) is the number of neighbors within the area where the radius is \( R \). In our experiments, we set the density threshold to seven agents per square metre as per [28]. A stampede is measured if any local density exceeds this threshold.

Figure 3 shows a scenario where a stampede is detected with the density threshold. In this case, we have \( L = 22 \) agents and \( R = 1 \) m. Thus, \( D \approx 7.01 \) m\(^{-2}\). In our experiments, the maximum density that we observed is 29 agents within the radius of one metre, i.e., \( D \approx 9.24 \) m\(^{-2}\).

In this method, the density calculation does not take into account the obstacles (i.e., pillars and walls). We conjecture that if we took obstacles into account (when computing local densities), the simulated stampede probabilities might increase, making the estimates more sensitive (i.e., increasing false positive error rate). As the coordinates of agents and obstacles are known, one may create an algorithm to estimate the impact of obstacles on the local densities.

In the literature, there exist various approaches to estimate local or global densities [35, 46, 53], but they are not applicable to our experiments. A fractal-based image processing technique was proposed to estimate crowd density in [35]. The work of [46] focused on estimating global density rather than local density. The method in [53] can be used to estimate local density, but it is not applicable to our setup, because it assumes that local densities are homogeneous (which is violated in our case). These methods cannot be directly applied to our case, but they can be extended to take into consideration only the accessible areas. For example, we know all the coordinates of obstacles and agents in our case study, and we can remove inaccessible areas from the density estimators. Because the standard approach is sufficient for the density estimation, we leave the research of obstacle-aware density estimation to future work.

### 3.3 Noise modeling

Now, we introduce the noise modeling technique in crowd simulation. In real world, personal GPS devices often report locations with certain amount of errors. These errors include horizontal distance errors, vertical distance
errors, and velocity errors. In this paper, we only consider horizontal errors as our map is two-dimensional. Velocity errors may have impact on the two velocity-dependent measurements, i.e., the crowd pressure method and the physical force method; however, these errors will not affect the density method (which is velocity independent). More importantly, it was shown that velocity errors are negligible compared to distance errors: velocity errors are in the order of centimetres while distance errors are in the order of metres. Therefore, we chose to ignore the velocity error.

The empirical distribution of latitude and longitude errors is very similar to normal distribution. Consequently, the GPS horizontal error, which is geometric sum of these two errors, is very similar to Rayleigh distribution. The Cumulative Distribution Function (CDF) for Rayleigh distribution is:

$$P(Z \leq z) = 1 - \exp \left( -\frac{z^2}{E^2} \right), \quad E > 0,$$

where $z$ is the distance error, and $E$ is the root-mean-squared distance error.

Finally, we could use Eq. (6) to generate random errors $z$ to add to the starting true positions of agents in the simulation. This simulates the scenario where the real-time simulation starts with GPS position errors. In our simulations, we vary the values of $E$ from zero to ten metres to test the vulnerability of the stampede assessment method. As mentioned earlier, Zandbergen and Barbeau’s research shows that the positional error of smartphones ranges from five to eight metres. Wilson’s tests on personal GPS devices suggest a similar estimate. Thus, we believe that it is reasonable to set the range of the values of $E$ as zero to ten metres, so that we could cover most of the cases. Note that in the case when $E = 0$, we use the actual starting positions of the agents; thus, we do not need to use Eq. (6) in this case.

Figure 4 shows an example, where agents’ starting positions have no noise added ($E = 0$). Figures 5 and 6 show two examples, where noise is added to starting positions. The values of noise are drawn from the Rayleigh distribution as per Eq. (6) with $E = 5$ and 10 m, respectively. As can be seen in

---

3 The velocity estimate can achieve the accuracy of centimeters per second by using Doppler frequency shifts of the received signal produced by user-satellite motion. In GPS applications, improved performance is achieved by processing differences of consecutive carrier phase measurements, which are better than the “raw” Doppler measurements.
Figs. 4 and 5, some agents are shifted outside of the bridge due to the errors. We deliberately choose not to alter agents’ behavior in such simulations to assess the effect of the spread in simulated stampede probabilities (further discussion can be found in Section 4.1).

3.4 Simulated stampede probabilities

To estimate the simulated stampede probabilities and the impact of position errors, we employ Monte Carlo method. Given probabilistic nature of
Menge simulation, every realization of the trajectories of agents from start to finish will be different. By the Law of Large Numbers, once we have sufficient number of realizations of the trajectories, we will be able to compute the expected value of the probability of simulated stampede along with the confidence interval for the expected value.

Every realization of the simulation will report if a stampede has occurred in a given run or not. Let us denote the outcome of the simulation by the indicator variable $I$, and the total number of realizations is $n$. If a stampede occurred in a given realization, $I$ will be equal to one, otherwise—to zero. Then, the expected value of the probability of simulated stampede $p$ is given by

$$p = \frac{\sum_{j=1}^{n} I_j}{n}.$$  

(7)

The 95% confidence interval of this expected value is

$$\approx [p + 1.96\sigma/\sqrt{n}, p - 1.96\sigma/\sqrt{n}],$$

(8)

where $\sigma$ is the standard deviation of the realizations of $I$.

3.5 Discussion

As discussed in Section 2, there exists a large number of stampede assessment methods. For this study, we chose three of these methods. The design of this study is based on the concept of the critical case [62]. That is, the selected
models are representative instances of the stampede assessment methods. While we cannot generalize these results to other methods, the fact that these models are all affected by the measurement error suggests that other models may be affected as well. The same experimental examination can also be applied to other stamped prediction models and methods with well-designed and controlled experiments.

The GPS accuracy can be improved using various techniques, e.g., A-GPS, accelerometers, the Kalman filter, and the moving average filter (as discussed in Section 2). However, the resulting accuracy of the measurements will not be perfect. To illustrate this, we evaluate the performance of the standard Kalman filter applied to the noisy coordinates of the agents. We chose this particular filter, as it has been used for decades to eliminate GPS position noise [6].

Details of the analysis are given in A. In short, we observe that the standard Kalman filter reduces the noise significantly when an agent is following a monotonic trajectory (which has been observed in the past [37]). However, the filter has difficulty in detecting an abrupt change in the direction or velocity of the move, which replaces random error with systemic error [18]. We also show that, when applied to a set of agents, the average position error (after application of the Kalman filter) ranges from 2.6 to 3.0 m. Moreover, the Kalman filter amplifies noise when the position errors are small, making it impractical for such a case. To conclude, the error after the adoption of the Kalman filter is still significant and may affect model performance. Therefore, let us explore how the noise affect the performance of the models.

4 Experimental results

We set up a testbed on our server, which has Ubuntu (4.4.0-103-generic) system, 56 CPUs, and 512 GB memory. We run simulations in the scene given in Fig. 2; we use GNU parallel [49] to parallelize the simulations. We vary the values of the root-mean-squared distance error ($E$) and the number of agents ($N$), choose a sufficient number for repeated realizations (in our case, $n = 1000$), and calculate the expected value of probabilities ($p$), as well as the 95% confidence interval ($C$) as follows.

1. For $E = 0, 1, 2, \ldots, 10$ m and $N = 1, 5, 10, \ldots, 10240$ ($N$ increases by a factor of two, starting from $N = 5$), repeat 1000 simulations with
the same set of \( \{E,N\} \). For each simulation, return one if stampede occurs; otherwise, return zero.

2. Upon the completion of simulations with one set of \( \{E,N\} \), compute \( p \) and \( C \) using Eqs. (7) and (8), respectively.

The pseudocode of this process is shown in Algorithm 1.

```
Algorithm 1 Pseudocode to execute the simulation

Input: \( E, N \)
Output: \( p, C \)
1: for each stampede assessment method do \( \triangleright \) iterate over \( R \) if needed
2: \hspace{0.5cm} for \( E = 0,1,\ldots,10 \) do
3: \hspace{1cm} for \( N = 1,5,10,\ldots,10240 \) do
4: \hspace{1.5cm} \( i \leftarrow 1 \)
5: \hspace{1.5cm} repeat
6: \hspace{2cm} Run simulation for a given value of \( E \) and \( N \)
7: \hspace{2cm} if stampede occurs then
8: \hspace{2.5cm} Return 1
9: \hspace{2cm} else
10: \hspace{2.5cm} Return 0
11: \hspace{2cm} end if
12: \hspace{1.5cm} \( i \leftarrow i + 1 \)
13: \hspace{1.5cm} until \( i > 1000 \)
14: \hspace{1cm} Compute \( p \) and \( C \) using Eqs. (7) and (8)
15: \hspace{1cm} end for
16: \hspace{0.5cm} end for
17: end for
```

4.1 Crowd pressure method

Experimental results of simulated stampede probabilities from the crowd pressure method are shown in Fig. 7. In this method, the values of the crowd pressure depend on the choice of \( R \) in Eq. (2). Figures 7a, 7b, 7c, and 7d represent the simulated stampede probabilities when \( R = 1, 2, 3, \) and 4 m, respectively. The threshold of the pressure is set to 0.04 \( s^{-2} \); if we detect a value of the pressure above the threshold—we record a stampede. In the
Figure 7: Stampede probabilities in the pressure method. Three-dimensional bar graph of \((N, E, p)\)-tuples. Stampede probabilities with (a) \(R = 1\) m, (b) \(R = 2\) m, (c) \(R = 3\) m, and (d) \(R = 4\) m.

experiments, we test the sensitivity of this metric to the changes of \(R\) and \(N\). From Fig. 7, we have four observations as follows.

- The crowd pressure method is very sensitive when \(R = 1\) m. It generates false positive errors when the number of agents is relatively small: even with 20 agents, the crowd pressure method provides stampede prediction with \(p = 1\) (almost surely).

- The crowd pressure method becomes less sensitive when \(R\) increases: the greater the \(R\)—the closer the local density \(\rho\) to the average of the global density. As \(R\) grows large enough to cover the whole area which
includes all the agents, all local densities will result in the same value, which corresponds to the overall number of agents divided by the area.

• When the values of $R$ and $E$ are fixed, the value of $p$ tends to increase with the growth of $N$. However, this is not always the case (as shown in Figs. 7c and 7d). The underlying reason is that the pedestrian model—PedVO—uses the fundamental diagram to model the correlation between velocities and surroundings. Less neighbors means higher velocities in the beginning of simulations. Consequently, agents may have to change velocities dramatically when facing the pillars. As a result, the variance of local velocity in Eq. (1) increases. Experiments with different distributions of agents’ starting positions have been done (but not presented here to avoid repetition), where the $p$ value can increase with the value of $N$ monotonically.

• Position errors may affect the $p$ values, especially when $0 < p < 1$. The impact of position errors could be positive or negative. For example, in Fig. 7c increased position errors decrease the simulated stampede probability when $N = 40$. However, the $p$ value rises and then drops with the growth of $E$ when $N = 80$. The reason that the $p$ value decreases, when $E$ increases from seven to ten, is that the crowd is spread out when the position errors are introduced (as shown in Figs. 5 and 6). Thus, physical contacts among agents are generally small when $E$ is large. However, the spreading-out positions may randomly generate some “hot zones”, and this explains why the $p$ value increases in some cases mentioned above.

To estimate the confidence intervals of simulated stampede probabilities in the crowd pressure method, we show the confidence intervals calculated by Eq. (8) with $R = 1, 2, 3,$ and $4$ m in Fig. 8. To improve comprehension of the plots, we choose three representative values of $E$; namely, $E = 0, 5,$ and $10$ m. Besides the observations from Fig. 7, we have two new observations from Fig. 8 as follows.

• The confidence interval is relatively narrow, which means that the sampling size of the method is reasonable and the estimated stampede probabilities are precise. In other words, we are confident that we would get a similar result when re-running the simulations.
Figure 8: Simulated stampede probabilities with confidence levels in the crowd pressure method. Two-dimensional line plots of simulated stampede probabilities ($p$) and confidence levels ($C$). Values of $p$ are presented in dots connected by lines, while values of $C$ are presented in bars around the corresponding values of $p$. Plots of $E = 0$ m are in blue, plots of $E = 5$ m are in red, and plots of $E = 10$ m are in yellow. The values of $p$ and $C$ with (a) $R = 1$ m and $N = 1, \ldots, 40$, (b) $R = 2$ m and $N = 1, \ldots, 80$, (c) $R = 3$ m and $N = 1, \ldots, 320$, (d) $R = 4$ m and $N = 1, \ldots, 10240$.

- Generally speaking, the larger the position errors we observe, the less accurate the estimated stampede probabilities are. For example, the two curves of $E = 0$ m and $E = 5$ m are close to each other in Fig. 8a, while the curve of $E = 10$ m departs from them.
4.2 Physical force method

Let us now present the experimental results for the physical force method. Note that unlike the previous method, it does not need to set the $R$. In this method, the threshold is 4500 N. The simulated stampede probabilities can be seen in Fig. 9a. We also plot the simulated stampede probabilities and confidence intervals for the physical force method in Fig. 9b. The figures suggest the following.

- The physical force method is very sensitive to the values of $N$ in the simulations. The simulated stampede probabilities reach around 0.45 when $N = 40$.

- The position errors affect the simulated stampede probabilities of the physical force method, especially when $N = 20$.

- The confidence intervals are narrow, which indicates that the expected stampede probabilities would be consistent with repetitive simulations.
Figure 10: Simulated stampede probabilities and the corresponding confidence levels in the density method. (a) Simulated stampede probabilities of the density method with $R = 1 \text{ m}$ in three-dimensional bar graph of $(N, E, p)$-tuples. (b) Simulated stampede probabilities of the density method with $R = 1.5 \text{ m}$ in three-dimensional bar graph. (c) Values of $p$ and $C$ of the density method with $R = 1 \text{ m}$ in two-dimensional line plot. (d) Values of $p$ and $C$ of the density method with $R = 1.5 \text{ m}$ in two-dimensional line plot.

4.3 Density method

Results for estimation of $p$ using the density method are given in Fig. [10]. We vary the value of $R$, setting it to 1 m and 1.5 m to adjust the method’s sensitivity (as was discussed in Section 4.1). The threshold of density is set to about $7 \text{ m}^{-2}$. Examining Fig. [10] suggests the following.
• The larger the value of $R$—the less sensitive the density method.

• Similar to the results in Fig. 7, the position errors may affect the value of $p$. For example, Figure 10a suggests that the number of agents $N$ is equal to 320, the $p$ value varies from 8% to 32.7% for different values of $E$.

• As for the other models, the confidence intervals are narrow, indicating high precision and reproducibility of the simulations.

4.4 Comparison

Comparing all three stampede assessment methods, we can arrive at the following conclusions.

• All the three stampede assessment methods can be largely affected by changes to their corresponding thresholds, i.e., $p = 0.04$ s$^{-2}$ for the crowd pressure method, $N = 4500$ N for the physical force method, and $D \approx 7$ m$^{-2}$ for the density method. Moreover, the results of the crowd pressure method and the density method can be affected by changing to the value of $R$.

• The simulated stampede probabilities $p$ can be affected by position errors (especially in the crowd pressure method and the density method) if the number of agents is not very small or very large. In the former case $p = 0$ and in the latter $p = 1$, almost certainly.

• In general, the value of $p$ increases with the number of agents.

• In all the experiments, the confidence intervals are narrow, suggesting high precision and reproducibility of the simulations.

To sum up, the results of the stampede prediction can be affected by the position errors $E$, as well as some input parameters for stampede assessments, e.g., $R$. Thus, these factors need to be taken into account when implementing stampede measuring techniques. A practitioner can calibrate and validate the model with the empirical data gathered from the agents.
5 Conclusions and future work

To conclude, in this work we analyze the impact of position errors on the accuracy and precision of stampede prediction. To achieve this goal, we propose an automatic real-time method, called ARES, for stampede prediction. We implement a prototype of ARES using Menge simulation framework. Then, we add position errors to three different stampede assessment methods. We compute the corresponding probabilities of the simulated stampede and compare those results. Finally, we analyze the impact of position errors. Experimental results show that the position errors can change the probability of simulated stampede significantly, even when noise reduction technique, such as the standard Kalman filter, is applied. This implies that analysis of the impact of position errors on crowd simulation is crucial, especially when the GPS signal interference is pronounced. Thus, we argue that more research is needed to take position errors into account when dealing with stampede assessments. The results in this paper can be seen as a starting point to control the position errors in stampede assessments. Future research will focus on exploring potential approaches for mitigating position errors as well as exploring the distributions of position errors from hybrid sources of data (e.g., video cameras and GPS) into this framework, to improve the accuracy of the solution for stampede prediction.
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A Noise reduction using Kalman filter

In order to test if the Kalman filter could improve the tracking accuracy, we apply a standard Kalman filter to our simulations. The venue map is the same as shown in Fig. 2 and the pedestrian model is the same as described in Section 3.1. We compare filtered estimates to noisy positions (which correspond to measured positions of GPS devices) and true positions. In our case, the state vector of the Kalman filter is $(x_{i,s}, y_{i,s}, v_{x,i,s}, v_{y,i,s})$, where $(x_{i,s}, y_{i,s})$ is the coordinate of agent $i$ at time $s$, and $(v_{x,i,s}, v_{y,i,s})$ is the velocity vector of agent $i$ at time $s$.

We explore the performance of the Kalman filter in the analysis of a set of agents in A.1 followed by the analysis of two individual agents in A.2. We summarize our findings in A.3.

Algorithm 2 Pseudocode to estimate performance of the standard Kalman Filter

\begin{itemize}
  \item **Input:** $N, S, E$
  \item **Output:** MAE, KDE
  \begin{enumerate}
    \item Simulate and store true positions for each agent at every step, while
      \begin{itemize}
        \item $N = 10240$ and $S = 150$
      \end{itemize}
    \item for $E = 0, 1, \ldots, 10$ do
      \item for each agent do
        \begin{enumerate}
          \item Add noise to the position at each step
          \item Feed these noisy positions to the Kalman filter and estimate the coordinate at the last step
          \item Compute the error of the noisy (measured) position and the error of the estimated position by comparing to the true position
        \end{enumerate}
    \item end for
    \item Compute the MAEs and plot the KDEs
  \end{enumerate}
\end{itemize}

A.1 Estimation of positions for a set of agents

To explore behaviour of a set of agents, we perform the following set of experiments summarized by the pseudocode in Algorithm 2. Details of the experiments are given below.
We set the number of agents to $N = 10240$ and the simulation time horizon, deemed $S$, to $S = 150$ s. Each simulation step takes 0.1 s, which means that each agent has 1500 simulation steps. For each agent, we collect and save the position and velocity in each simulation step. We choose 1500 simulation steps, because 1) it provides sufficient prior observations for the Kalman filter, and 2) it spreads agents over the bridge in the end of the simulation (some agents have already left the bridge while others have just reached the first pillar).

Once the simulation is complete, we perform ten experiments (described below), repeated for ten values of $E = 1, 2, \ldots, 10$ m. For each value of $E$, we take the actual positions of the agents and add the noise to the coordinates. The noise is drawn from the Rayleigh distribution (see Eq. (6), where the amount of noise is controlled by the value of $E$. The velocities are kept accurate. We then apply the standard Kalman filter to the noisy trajectories (and true velocities) of each agent to estimate the final position of each agent at the last step (i.e., when $S = 150$ s).

After that, for each agent, we compute the absolute errors 1) between the actual and the noisy position at the last step, deemed \textit{measured error} and 2) between the actual and the estimated (by the Kalman filter) position at the last step, deemed \textit{estimated error}.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
$E$ & Estimated error & Measured error \\
\hline
1 & 2.68 & 0.89 \\
2 & 2.71 & 1.76 \\
3 & 2.74 & 2.66 \\
4 & 2.77 & 3.59 \\
5 & 2.80 & 4.44 \\
6 & 2.83 & 5.30 \\
7 & 2.86 & 6.23 \\
8 & 2.90 & 7.19 \\
9 & 2.93 & 8.00 \\
10 & 2.96 & 8.83 \\
\hline
\end{tabular}
\caption{MAEs of measured and estimated errors for $E = 1, 2, \ldots, 10$ m. The MAEs are measured in metres.}
\end{table}

Finally, we compute the mean absolute errors (MAEs), shown in Table 1. We also plot kernel density estimates (KDEs) of the measured and estimated
Figure 11: KDEs with $E = 1, 4, 7, \text{ and } 10 \text{ m}$. The x-axis represents the distance errors in metres, and the y-axis represents the probability density. The rose shaded area represents the KDEs of the Kalman filter estimates, and the mint shaded area represents the KDEs of the noisy positions. To compute MAEs, we calculate Euclidean distance errors for each agent’s final coordinates and then compute the average of the Euclidean distances of all the agents. Table 1 shows the MAEs estimated by the Kalman filter as well as the amount of error added to the actual coordinates. The Kalman filter yields an error, ranging, on average, between 2.6 and 3.0 m. The amount of the estimated error increases monotonically with the growth of $E$. As was shown in Figs. 7, 9, and 10, the stampede probabilities will be affected by this amount of noise.

The measured error is smaller than the one yielded by the Kalman filter when $E < 4 \text{ m}$. Essentially, one should not apply the Kalman filter when $E < 4 \text{ m}$, as it will decrease the accuracy of the estimated coordinates. It
may be beneficial to use the filter when $E \geq 4$ m. However, an error of $\approx 3$ m may lead to significant variation in the positions of the agents relative to each other, reducing the performance of the stampede prediction models. Moreover, KDEs plotted in Figure 11 exhibit heavy right tails: while an average error is $\approx 3$ m, some agents will have a position error greater than 20 m.

A.2 Estimation of positions for two individual agents

Why the Kalman filter cannot reduce the MAE below $\approx 3$ m (as shown in Table 1)? It has been observed in the past that the Kalman filter has difficulty detecting non-monotonic trajectories [18]. We conjecture that the filter faces this challenge in our experiments too. To support this conjecture, let us take a look at the trajectories of two agents from 10240 agents that we simulated in A.1. We then add noise to the trajectories of the agents using Eq. (6) and the setting $E = 1$ m. These trajectories are shown in Fig. 12.

In Fig. 12a, the agent is slowly approaching the first pillar (moving from right to left), because a lot of agents (which are in front of this agent) block the agent’s path. We can see that the agent’s trajectory is monotone. In addition, the trajectory estimated by the Kalman filter and the true trajectory starts overlapping from the coordinate around (180, -9.5).

However, the Kalman filter fails to detect abrupt state changes in agent’s trajectory; Figure 12b depicts such a case. The agent (while moving from right to left) stops around the first two pillars near the coordinates (-10, -6) and (-30, -6) (changing the velocity). The filter has difficulty detecting this change and predicts that the agent keeps moving in a straight line. The agent also changes the direction near the first pillar, which the filter also does not detect. Thus, the estimates of the Kalman filter have noticeable distances from the true trajectory.

A.3 Summary

To conclude, the standard Kalman filter may help to improve the positional accuracy of GPS when the position errors are high ($E \geq 4$ m). However, the stampede probabilities will still be affected by the amount of position error ($\approx 3$ m) retained by the filter. This level of noise may be explained by the difficulty the filter exhibits while dealing with changing movement patterns. To address this limitation, possible solutions have been proposed.
(a) An agent is slowly approaching the first pillar.

(b) An agent stopped at the first two pillars, and is approaching the third one.

Figure 12: Examples of Kalman filter performance when $E = 1$ m. One coordinate unit is equal to one metre.

in the literature by extending the standard Kalman filter [37] or integrating other techniques, e.g., mean shift algorithm [31]. We leave the investigation
of the applicability of such solutions to future researchers.

B The PedVO model

| Parameter  | Description                                           | Value |
|------------|-------------------------------------------------------|-------|
| factor     | The factor capturing the relationship between speed and stride length | 1.57  |
| buffer     | The psychological stride buffer required beyond that needed for stride length | 0.9   |
| tau        | The default time horizon for predicting inter-agent collisions | 3.0   |
| tauObst    | The default time horizon for predicting agent-obstacle collisions | 0.1   |
| turningBias| The default turn bias                                 | 1.0   |
| density_aware | Controls if the preferred speed is adjusted to density (true) or not (false) | false |

Table 2: Default parameters of PedVO adopted in our experiments.

As mentioned in Section 3.1, we use the fundamental diagram as the velocity modifier, which represents the relationship between speed and density. The pedestrian model adopted, namely, PedVO [11], also captures the underlying physiological and psychological factors besides the fundamental diagram. In our experiments, we use the default settings of PedVO in the fundamental diagram example provided by Menge. These settings are shown in Table 2.
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