LOCAL LIMIT THEOREM FOR RANDOM WALKS ON SYMMETRIC SPACES
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ABSTRACT. We reduce the local limit theorem for a non-compact semisimple Lie group acting on its symmetric space to establishing that a natural operator associated to the measure is quasicompact. Under strong Diophantine assumptions on the underlying measure, we deduce the necessary spectral results for the operator in question. We thereby give the first examples of finitely supported measures satisfying such a local limit theorem. Moreover, quantitative error rates for the local limit theorem are proved under additional assumptions.
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1. INTRODUCTION

Let $G$ be a group and $\mu$ a probability measure on $G$. A fundamental problem in the theory of random walks is to describe the distribution of the product of independent $\mu$-distributed random elements, in other words to study the measures $\mu^\ast n$. Local limit theorems, which establish the existence of a sequence $a_n \in \mathbb{R}$ such that $a_n \mu^\ast n$ converges to a limit measure, were studied by many authors. The case where $G$ is commutative or compact is classical (cf. for instance [Sto65], [IK40]). Breuillard [Bre05b] and Diaconis-Hough [DH21] considered the Heisenberg group and a local limit theorem for the Isom($\mathbb{R}^d$) action on $\mathbb{R}^d$ was proved by Varjú [Var15]. For the latter case, under further assumptions on $\mu$, results with strong error terms were shown by Lindenstrauss-Varjú [LV16]. The reader interested in discrete groups may consult Lalley’s local limit theorem for the free group [Lal93], which was extended by Gouëzel [Gou14] to hyperbolic groups.

The above results establish local limit theorems for the various mentioned settings under weak assumptions on $\mu$. In contrast, the understanding for non-compact semisimple Lie groups is less developed. The only case where a local limit theorem is known is by assuming that $\mu$ is spread out, i.e. a convolution power $\mu^\ast n$ for
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some $n \geq 1$ is not singular to the Haar measure. For spread out measures Bougerol [Bou81] proved in 1981 a local limit theorem that will be recalled in (1.1).

For a finitely supported measure whose support generates a dense subgroup, the convolutions $\mu^n$ become increasingly well-distributed, more and more resembling a continuous measure. Therefore Bougerol’s theorem is expected to hold. In this paper we give the first examples of finitely supported measures on semisimple Lie groups that satisfy Bougerol’s theorem for the Lie group acting on the associated symmetric space. Indeed, we reduce the question at hand to understanding spectral properties of a natural operator $S_0 = S_0(\mu)$ associated to $\mu$.

The operator $S_0$ may be viewed as the Fourier transform of the measure $\mu$ at 0 and was studied by Bourgain [Bou12] in his construction of a finitely supported measure on SL$_2(\mathbb{R})$ with absolutely continuous Furstenberg measure. Further results on $S_0$ are due to [BISG17], generalizing [Bou12], as well as [BQ18]. These results imply the necessary spectral properties for $S_0$ in order to establish local limit theorems and will be discussed after stating Theorem 1.3. In certain cases, the necessary results for $S_0$ will also be proved in this paper following closely Bourgain’s original ideas.

In addition, we deduce quantitative error rates for the local limit theorem (Theorems 1.2 and 1.3).

We proceed with stating Bougerol’s theorem. Recall that a measure $\mu$ on $G$ is said to be non-degenerate whenever the semigroup generated by its support is dense in $G$. Let $G$ be a non-compact connected semisimple Lie group with finite center. For a probability measure $\mu$ on $G$, denote $\sigma = ||\lambda_G(\mu)||$, where $\lambda_G$ is the left regular representation and $\lambda_G(\mu) = \int \lambda_G(g) d\mu(g)$. Furthermore denote by $p$ the number of positive indivisible roots of $G$ and by $d$ the rank of $G$ (these notions are further discussed in Section 2.1) and write $\ell = 2p + d$. For a non-degenerate and spread out probability measure $\mu$ with finite second moment (defined in (1.2)), Bougerol [Bou81] showed that there is a continuous function $\psi_0$ on $G$ (depending on $\mu$) such that

$$\lim_{n \to \infty} \frac{n^{\ell/2}}{\sigma^n} \int f(g) d\mu^n(g) = \int f(g)\psi_0(g) dm_\Omega(g)$$

(1.1)

for all $f \in C_c^\infty(G)$. The function $\psi_0$ satisfies $\mu * \psi_0 = \psi_0 * \mu = \sigma \psi_0$.

To introduce further notation, let $K$ be a maximal compact subgroup of $G$ and denote by $X = G/K$ the associated symmetric space. We recall the definition of the Furstenberg boundary. Let $G = KAN$ be an Iwasawa decomposition of $G$ as introduced in Section 2.1. Let $M$ be the centralizer of $A$ in $K$ and write $P = MAN$. The Furstenberg boundary of $G$ is defined as $\Omega = G/P = K/M$. The measure $m_\Omega$ is the pushforward of the Haar probability measure $m_K$ onto $\Omega$.

Denote by $\rho_0$ the Koopman unitary representation of the $G$ action on the measure space $(\Omega, m_\Omega)$, which is also called the 0-principal series representation (see Section 2.1). For a probability measure $\mu$ on $G$, consider the operator $S_0 = \rho_0(\mu) = \int \rho_0(g) d\mu(g)$. In order to state the first theorem, recall that a bounded operator is called quasicompact if the essential spectral radius $\rho_{ess}(A)$ (defined in 2.1) is strictly less than the spectral radius.

Let $a = \text{Lie}(A)$ and choose a closed Weyl chamber $a^+$. Then for every $g \in G$ denote by $\kappa(g) \in a^+$ the unique element such that $g \in K \exp(\kappa(g))K$. We say that
\(\mu\) has finite \(k\)-th moment for some \(k \geq 1\) if
\[
\int |\kappa(g)|^k \, d\mu(g) < \infty.
\] (1.2)

**Theorem 1.1.** (Local limit theorem) Let \(G\) be a non-compact connected semisimple Lie group with finite center. Choose a maximal compact subgroup \(K\) and denote \(X = G/K\). Let \(\mu\) be a non-degenerate probability measure on \(G\) with finite second moment and assume that \(S_0 = \rho_0(\mu)\) is quasicompact. Write \(\sigma = ||\lambda_C(\mu)|| = ||S_0||\) and \(\ell = 2p + d\) for \(p\) the number of indivisible positive roots of \(G\) and \(d\) the rank of \(G\).

Then there is a continuous real-valued function \(\psi_0\) on \(G\) satisfying \(\mu * \psi_0 = \psi_0 * \mu = \sigma \psi_0\) such that for \(x_0 \in X\) and \(f \in C_c^\infty(X)\),
\[
\lim_{n \to \infty} \frac{n^{\ell/2}}{\sigma^n} \int f(g \cdot x_0) \, d\mu^*_n(g) = \int f(g \cdot x_0) \psi_0(g) \, dm_G(g). \tag{1.3}
\]
Moreover, the operator \(S_0\) has a unique \(\sigma\)-eigenfunction \(\eta_0 \in L^2(\Omega)\) of unit norm and there exists a unique \(\sigma\)-eigenfunction \(\eta_0^*\) of \(S_0^*\) satisfying \(\langle \eta_0, \eta_0^* \rangle = 1\). Then \(\eta_0\) and \(\eta_0^*\) are positive almost surely and \(\psi_0\) is given as \(\psi_0(g) = c_\mu \cdot \langle \eta_0, \rho_0(g)\eta_0^* \rangle\) for \(c_\mu > 0\) a constant depending on \(\mu\).

The only difference between (1.1) and (1.3) is that the latter is only proved on \(X\). Indeed, the limit function of Bougerol’s theorem arises as in Theorem 1.1 and since a non-degenerate, spread out measure \(\mu\) satisfies that \(S_0\) is quasicompact (cf. Proposition 2.2.1 of [Bou81]), Theorem 1.1 is a generalization of Bougerol’s theorem on \(X\). We furthermore mention that it is conjectured that (1.1) and therefore also (1.3) holds for every non-degenerate probability measure (with finite second moment) on \(G\).

Having stated Theorem 1.1 the question arises to give quantitative error rates for (1.3). Towards this aim and in order to motivate Theorem 1.2, we discuss \(G = \mathbb{R}\). Let \(\mu\) be a non-degenerate measure on \(\mathbb{R}\) with mean zero and variance \(\sigma^2 < \infty\). The local limit theorem on \(\mathbb{R}\) (cf. [Bre92] Section 7.4) states that \(\sqrt{n}\mu^*_n \to \frac{m}{\sqrt{2\pi \sigma^2}}\).

Denote
\[
\eta_n(x) = \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left( -\frac{x^2}{2n\sigma^2} \right).
\]
Using that \(|\hat{\mu}(r)| < 1\) for \(r \neq 0\) and \(\hat{\mu}(r) = \int e^{i r x} \, d\mu(x)\) the Fourier transform of \(\mu\), one can show for \(f \in C^\infty(\mathbb{R})\) a smooth function whose Fourier transform is compactly supported that there is a constant \(c_f = c_f(\mu)\) depending on \(\mu\) and the support of \(\hat{f}\) such that
\[
\sqrt{n}\mu^*_n(f) = \int f(x) \eta_n(x) \, dm_\mathbb{R}(x) + (O(\mu(n^{-1}) + O_{\mu,f}(e^{-c_f n})) \|f\|_1, \tag{1.4}
\]
where the first implied constant depends on \(\mu\) and the second on \(\mu\) and the support of \(\hat{f}\). The result (1.4) may be referred to as the local central limit theorem as it implies the local limit theorem as well as the central limit theorem. Using that \(|\sqrt{2\pi \sigma^2} \eta_n(x)| \ll \sigma n^{-1} x^2\), it follows that
\[
\sqrt{n}\mu^*_n(f) = \frac{1}{\sqrt{2\pi \sigma^2}} \int f(x) \, dm_\mathbb{R}(x) + O(\mu(n^{-1})\|f\|_1) + O_{\mu,f}(e^{-c_f n}\|f\|_1) \tag{1.5}
\]
for
\[ \|f\|_* = \int |f(x)|/(1 + x^2) \, dm(x). \]

We deduce the same behaviour as (1.5) even with matching error terms for the $G$ action on its symmetric space under the assumption that $S_0$ is quasicompact. Choosing a maximal compact subgroup $K$ corresponds to fixing the origin $o = eK \in X$ of $X$. Denote by $d_X(\cdot, \cdot)$ the distance function induced by a Riemannian metric on $X$ (for which $X$ is a symmetric space, see (2.10)). In the theorem below we refer to the Fourier transform of a function $f \in C^\infty(X)$ as discussed in Section 2.1. For the asymptotic notation used see also Section 2.1.

**Theorem 1.2.** (Local limit theorem with weak quantitative error rates) With the notation and assumptions from Theorem 1.1, assume further that $\mu$ has finite fourth moment. Then for $f \in C^\infty(X)$ with compactly supported Fourier transform, there is a constant $c_f = c_f(\mu) > 0$ depending on $\mu$ and the support of $\hat{f}$ such that for $n \geq 1$ and all $x_0 \in X$,
\[
\frac{n^{\ell/2}}{\sigma^n} \int f(g.x_0) \, d\mu^n(g) = \int f(g.x_0) \psi_0(g) \, d\mu_G(g) + O_n(n^{-1}\|f\|_s + n^{-1}d_X(x_0, o)^2\|f\|_{\|\cdot\|_1}) + O_{\mu,f}(e^{-cfn}\|f\|_1),
\]
where the first implied constant depends on $\mu$, the second on $\mu$ and the support of $\hat{f}$ and
\[
\|f\|_* = \int |f(x)|(1 + d_X(x, o)^2) \, dm_X(x).
\]

For $G = \mathbb{R}$, it is only possible to give strong error rates for (1.5) if one gains control over the behaviour of the function $|\hat{\mu}(r)|$ as $r \to \infty$, which as is shown in [Bre05a] is equivalent to assuming certain Diophantine properties on the support of $\mu$.

In similar vein, we give strong error rates for (1.6) under a suitable Fourier decay assumption. The Schwartz space $\mathcal{S}(X)$ of below theorem is defined in Section 2.1. For $r \in \mathbb{N}$ denote by $\rho_r$ the $r$-principal series representation defined in (2.14) and write
\[ S_r = \rho_r(\mu). \]

**Theorem 1.3.** (Local limit theorem with strong quantitative error rates) With the notation and assumptions from Theorem 1.1, assume further that $\mu$ has finite fourth moment and that
\[
\sup_{|r| \geq 1} \|S_r\| < \|S_0\|. \tag{1.8}
\]

Then for $f \in \mathcal{S}(X)$, $x_0 \in X$ and $n \geq 1$,
\[
\frac{n^{\ell/2}}{\sigma^n} \int f(g.x_0) \, d\mu^n(g) = \int f(g.x_0) \psi_0(g) \, d\mu_G(g) + O_n(n^{-1}\|f\|_s + n^{-1}d_X(x_0, o)^2\|f\|_{\|\cdot\|_1} + e^{-cn}\|f\|_{H^s}),
\]
where $c = c(\mu)$ is a constant depending on $\mu$, $s = \frac{1}{2}(\dim X + 1)$, $\|\cdot\|_{H^s}$ is the Sobolev norm (2.18) of degree $s$ and the implied constant depends only on $\mu$. Moreover, the assumption (1.8) holds whenever $\mu$ is spread out or bi-$K$-invariant (i.e. $\mu = m_K * \mu * m_K$).
We proceed with discussing spectral properties of the operator $S_0$ and also related results on absolute continuity of the Furstenberg measure. In order to introduce convenient notation, we recall the definition of almost Diophantine measures introduced in [BG12].

**Definition 1.4.** Let $G$ be a connected Lie group, $\mu$ a probability measure on $G$ and let $c_1, c_2 > 0$. The measure $\mu$ is called $(c_1, c_2)$-**almost Diophantine** or simply $(c_1, c_2)$-**Diophantine** if

$$\sup_{H < G} \mu^{*n}(B_{e^{-c_1 n}}(H)) \leq e^{-c_2 n}$$

for sufficiently large $n$, where $B_{e^{-c_1 n}}(H) = \{ g \in G : d(g, H) < e^{-c_1 n} \}$ and the supremum is taken over all closed connected subgroups $H$ of $G$.

Almost Diophantine measures are useful in understanding random walks on compact groups. Generalizing the Bourgain-Gamburd method developed for $\text{SU}(2)$ by [BG08] and for $\text{SU}(d)$ in [BG12], it was shown in [BdS16] for $K$ a compact connected simple Lie group, that a symmetric measure $\mu$ is $(c_1, c_2)$-Diophantine for some $c_1, c_2 > 0$ if and only if $\lambda_K(\mu)$ has strong spectral gap (Definition 3.3), in this setting being equivalent to $||| \lambda_K(\mu) |||_{\text{op}} < 1$ for $L_0^2(K) = \{ f \in L^2(K) : m_K(f) = 0 \}$. Indeed, the essential spectral radius of $\lambda_K(\mu)$ can be bounded in terms of $K, c_1$ and $c_2$. Strong spectral gap of $\lambda_K(\mu)$ can be used to deduce by using the Fourier inversion formula on $K$ that for $f \in C^\infty(K)$

$$|\mu^{*n}(f) - m_K(f)| \ll e^{-cn} ||f||_{H^s}$$

(1.10)

with $c > 0$ a constant depending on $\mu$ and $||.||_{H^s}$ a Sobolev norm [2.7] on $K$ of high enough degree. Without assuming that $\mu$ is almost Diophantine, only weaker results than (1.10) are known. Nonetheless, it is conjectured that every non-degenerate measure is almost Diophantine. For finitely supported measures it is established in [BdS16] that non-degenerate symmetric measures with matrices supported on algebraic entries are almost Diophantine.

For finitely supported measures, most known spectral results for $S_0$ also rely on the Bourgain-Gamburd method. However one requires stronger Diophantine conditions. Indeed, as in contrast to compact groups it is necessary to control the exponential norm growth of the $\mu$-random walk on $G$, we have to demand that the measure is $(c_1, c_2)$-Diophantine while being close to the identity in terms of $c_1$ and $c_2$. We therefore introduce the following definition.

**Definition 1.5.** Let $G$ be a connected Lie group, $\mu$ a probability measure on $G$ and let $c_1, c_2, \varepsilon > 0$. The measure $\mu$ is called $(c_1, c_2, \varepsilon)$-**Diophantine** if

(i) $\mu$ is $(c_1 \log \frac{1}{\varepsilon}, c_2 \log \frac{1}{\varepsilon})$-Diophantine, i.e. for $n$ large enough,

$$\sup_{H < G} \mu^{*n}(B_{e^{-c_1 n}}(H)) \leq \varepsilon^{c_2 n}.$$

(ii) $\text{supp}(\mu) \subset B_\varepsilon(e)$.

We state a result of [BISG17] showing that there is an abundant collection of examples of $(c_1, c_2, \varepsilon)$-Diophantine measures for arbitrarily small $\varepsilon$.

**Theorem 1.6.** ([Theorem 3.1 of BISG17]) Let $G$ be a connected simple Lie group with finite center and adjoint representation $\text{Ad} : G \to \text{GL}(\mathfrak{g})$. Let $\Gamma < G$ be a countable dense subgroup and assume that there is a basis of $\mathfrak{g}$ such that $\text{Ad}(\gamma)$ is algebraic with respect to that basis for every $\gamma \in \Gamma$.
Then there exist $c_1, c_2 > 0$ such that for every $\varepsilon_0 > 0$ there is $0 < \varepsilon < \varepsilon_0$ and a finitely supported symmetric $(c_1, c_2, \varepsilon)$-Diophantine probability measure $\mu$ satisfying $\text{supp}(\mu) \subset \Gamma \cap B_\varepsilon$.

Using the above defined notion of Diophantine measures, one can establish the following result on quasicompactness of $S_0$. Together with Theorem 1.6 numerous examples of finitely supported measures satisfying (1.3) are provided.

**Theorem 1.7.** Let $G$ be a non-compact connected simple Lie group with finite center. Let $c_1, c_2 > 0$. Then there is $\varepsilon_0 = \varepsilon_0(G, c_1, c_2) > 0$ depending on $G$ and $c_1, c_2 > 0$, such that every symmetric and $(c_1, c_2, \varepsilon)$-Diophantine probability measure $\mu$ with $\varepsilon \leq \varepsilon_0$ satisfies that $S_0 = \rho_0(\mu)$ is quasicompact. In particular, Theorem 1.6 and Theorem 1.2 hold for $\mu$.

Theorem 1.7 is a straightforward consequence of the techniques and results developed in [BISG17] and will be deduced in section 5.1. Under the additional assumption that the maximal compact subgroup is semisimple, we offer an alternative proof following more closely the method by Bourgain [Bou12], leading to marginally stronger results (Theorem 5.2). Indeed, using an idea from [LV16], we simplify Bourgain’s original approach by exploiting that the irreducible representations of $K$ have high dimension.

We proceed with discussing the Furstenberg measure. Let $\mu$ be a measure on $G$ whose support generates a Zariski dense subgroup. Then the Furstenberg measure of $\mu$ is the unique $\mu$-stationary Borel probability measure $\nu_\Omega$ on the boundary $\Omega$ (cf. for example [GdM89]). It was initially conjectured by Kaimanovich-Le Prince [KLP11] that the Furstenberg measure of a finitely supported measure is singular to the Haar measure $m_\Omega$. However Bourgain [Bou12] and Bárany-Pollicott-Simon [BPS12] disproved the latter conjecture, with Bourgain [Bou12] giving an explicit construction while [BPS12] exploiting probabilistic methods.

[BQ18] also provide examples of finitely supported measures with absolutely continuous Furstenberg measure, yet their construction does not lead to results as versatile as Theorem 1.6. It is apparent from their proof, that $S_0$ is also quasicompact for these examples.

A further result of [Bou12] is the construction of finitely supported measures on $\text{SL}_2(\mathbb{R})$ satisfying $\frac{d\nu_\Omega}{dm_\Omega} \in C^k(\Omega)$ for any $k \in \mathbb{Z}_{\geq 1}$. Following Bourgain’s technique, we also deduce smoothness results for the Furstenberg measure for arbitrary simple Lie groups.

**Theorem 1.8.** Let $G$ be a non-compact connected simple Lie group with finite center. Let $c_1, c_2 > 0$ and $m \in \mathbb{Z}_{\geq 1}$. Then there is $\varepsilon_m = \varepsilon_m(G, c_1, c_2) > 0$ depending on $G, c_1, c_2$ and $m$ such that every symmetric and $(c_1, c_2, \varepsilon)$-Diophantine probability measure $\mu$ with $\varepsilon \leq \varepsilon_m$ has absolutely continuous Furstenberg measure with density in $C^m(\Omega)$.

While writing this paper, the author became aware of [Leq22] who establishes a similar yet less general result to Theorem 1.8. Since our proof is short and differs from [Leq22] for instance in introducing Agmon’s inequality (Lemma 5.13) for compact Lie groups, it is included in this paper.

We comment on the organization of this paper. After reviewing the necessary notation and giving an outline of proofs in Section 2, we discuss some preliminary results in Section 3. Then the local limit theorems Theorem 1.1, Theorem 1.2
and Theorem 1.3 are proved in Section 4. Finally, quasicompactness of $S_0$ and the Furstenberg measure are discussed in Section 5 establishing Theorem 1.7 and Theorem 1.8.
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2. Notation and Outline

2.1. Notation. In this section we collect the notations used in this paper.

Throughout this paper, we denote by $G$ a non-compact connected semisimple Lie group with finite center, by $K$ a maximal compact subgroup of $G$ and write $X = G/K$ for the associated symmetric space.

We use the asymptotic notation $X \ll Y$ or $X = O(Y)$ to denote that $|X| \leq CY$ for a constant $C > 0$ and for a sequences $X_n$ and $Y_n$ we write $X_n = o(Y_n)$ to symbolize $\frac{X_n}{Y_n} \to 0$ as $n \to \infty$. If the constant $C$ or the speed of convergence depends on additional parameters we add subscripts, unless the quantity depends on the fixed group $G$ in which case we omit addition subscripts for convenience.

Let $B$ be a Banach space and let $A : B \to B$ be a bounded operator. Recall that $A$ is called a Fredholm operator if there exists a bounded operator $T$ such that $TA - Id$ and $AT - Id$ are compact operators. Denote by $\text{spec}(A)$ the spectrum of $A$. The essential spectrum $\text{spec}_{\text{ess}}(A)$ is defined as the set of complex numbers $\lambda$ such that $A - \lambda \cdot Id$ is not Fredholm. The spectral radius is defined as $\rho(A) = \max_{\lambda \in \text{spec}(A)} |\lambda|$ and the essential spectral radius as

$$\rho_{\text{ess}}(A) = \max_{\lambda \in \text{spec}_{\text{ess}}(A)} |\lambda|,$$

if $\rho_{\text{ess}}(A) \neq 0$ and otherwise $\rho_{\text{ess}}(A) = 0$.

For a locally compact Hausdorff group $H$, write $m_H$ for a fixed choice of Haar measure. Whenever $H$ is compact, $m_H$ is the Haar probability measure. The left-regular representation is denoted $\lambda_H$ while we write $\rho_H$ for the right regular representation.

If $\mu$ is a finite measure on $H$ and $\pi : H \to \mathcal{U}(\mathcal{H})$ is a unitary representation, where $\mathcal{H}$ is a Hilbert space and $\mathcal{U}(\mathcal{H})$ the space of unitary operators $\mathcal{H} \to \mathcal{H}$, then

$$\pi(\mu) = \int \pi_g\,d\mu(g)$$

is the operator uniquely characterized by $\langle \pi(\mu)v, w \rangle = \int \langle \pi_g v, w \rangle\,d\mu(g)$ for $v, w \in \mathcal{H}$.

For a group $H$ with metric $d_H$, for $R > 0$ and $x \in H$ we will denote by $B_R(x) = \{y \in H : d_H(y, x) < R\}$ and abbreviate $B_R = B_R(e)$ for $e \in H$ the identity element. On $G$ we fix a left invariant metric such that $B_R(g) = gB_R(e)$. For a closed subset $H' \subset H$ we define $B_R(H') = \{h \in H : d(h, H') < R\}$, where $d(h, H') = \sup_{h' \in H'} d(h, h')$. 
We first fix notation for structure theory on $K$. Write $T$ for a maximal torus in $K$ with Lie algebra $\mathfrak{t}$ and real dual Lie algebra $\mathfrak{t}^*$. Let $W_K$ be the Weyl group and we fix a $W_K$-invariant inner product on $\mathfrak{t}$, inducing an $W_K$-invariant inner product on $\mathfrak{t}^*$. The set of real roots is denoted as $R$ and we choose a fundamental Weyl chamber $C$ which we consider as a subset of $\mathfrak{t}^*$. The fundamental Weyl chamber determines a basis $S$ of the real roots and the set of positive roots $R^+$. We denote by $I^* \subset \mathfrak{t}^*$ the set of integral forms. Then (cf. [BtD85] Section 6) the set $\mathfrak{C} \cap I^*$ parametrizes the irreducible representations of $K$.

For $\gamma \in \mathfrak{C} \cap I^*$ denote by $\pi_\gamma$ the associated irreducible unitary representation of $K$ and by $M_\gamma$ the span of matrix coefficients of $\pi_\gamma$. By the Peter-Weyl Theorem it holds that

$$L^2(K) = \bigoplus_{\gamma \in \mathfrak{C} \cap I^*} M_\gamma,$$

where we used the convention applied throughout this paper that by a direct sum we denote the closure of the algebraic direct sum of the involved vector spaces. For any $\gamma \in \mathfrak{C} \cap I^*$ and an orthonormal basis $v_1, \ldots, v_d$, of $\pi_\gamma$, we set $\chi_{ij}^\gamma(k) = \langle \pi_\gamma(k)v_i, v_j \rangle$. Then the set of functions $d_\gamma^{1/2}\chi_{ij}^\gamma$ forms an orthonormal basis of $L^2(K)$. For $\phi \in L^2(K)$, we set $\tilde{\phi}_{ij}^\gamma = a_{ij}^\gamma = \langle \phi, d_\gamma^{1/2}\chi_{ij}^\gamma \rangle$. For $\phi \in C^\infty(K)$ and all $k \in K$,

$$\phi(k) = \sum_{\gamma \in \mathfrak{C} \cap I^*} \sum_{i,j=1}^d d_\gamma^{1/2}a_{ij}^\gamma \chi_{ij}^\gamma(k).$$

We want to group together functions on $K$ that oscillate at roughly the same rate. Therefore, one defines

$$V_0 = \bigoplus_{\gamma \in \mathfrak{C} \cap I^*} M_\gamma \quad \text{and} \quad V_\ell = \bigoplus_{\gamma \in \mathfrak{C} \cap I^*} M_\gamma$$

for $\ell \geq 1$. The decomposition

$$L^2(K) = \bigoplus_{\ell \geq 0} V_\ell$$

is referred to as the Littlewood-Paley decomposition of $L^2(K)$. For $\ell \geq 0$ we denote by $P_\ell$ the orthogonal projection from $L^2(K)$ to $V_\ell$. Therefore any $\phi \in L^2(K)$ can be decomposed as $\phi = \sum_{\ell \geq 0} P_\ell \phi$. For Littlewood-Paley decompositions on groups in more general contexts we refer the reader to [MKMSG22].

We finally define Sobolev spaces and Sobolev norms on $K$. Denote by $\mathfrak{t}$ the Lie algebra of $K$ and fix an orthonormal basis $X_1, \ldots, X_n$ of $\mathfrak{t}$. Then the Casimir operator given by $\Delta = -\sum_{i=1}^n X_i \circ X_i$ is a central element of the universal enveloping algebra $U(\mathfrak{t})$. For $\gamma \in \mathfrak{C} \cap I^*$ denote by $\lambda_\gamma$ the eigenvalue of $\Delta$ acting on $\pi_\gamma$. For $s \in \mathbb{Z}_{\geq 0}$, we define

$$H^s(K) = \{ \phi \in L^2(K) : \lambda_\gamma(\Delta)^{s/2}\phi \in L^2(K) \}$$

$$= \left\{ \phi = \sum_{\gamma \in \mathfrak{C} \cap I^*} \phi_\gamma \in \bigoplus_{\gamma \in \mathfrak{C} \cap I^*} M_\gamma : \|\phi\|_{H^s}^2 = \sum_{\gamma \in \mathfrak{C} \cap I^*} \lambda_\gamma^s \|\phi_\gamma\|_2^2 < \infty \right\}.$$
and we choose a Cartan decomposition \( g = \mathfrak{k} \oplus \mathfrak{a} \oplus \mathfrak{n} \) for \( \mathfrak{k} \) the Lie algebra of \( K \). Denote by \( \mathfrak{a}^* \) the real dual of \( \mathfrak{a} \). Let \( \Sigma \) be the sets of roots, choose a closed Weyl chamber \( \mathfrak{a}^+ \) and let \( \Sigma^+ = \{ r_1, \ldots, r_k \} \subset \mathfrak{a}^* \) be the system of positive roots. For a root \( r \in \Sigma \) write \( m(r) \) for the multiplicity of \( r \) and denote by \( \delta = \frac{1}{2} \sum_{r \in \Sigma^+} m(r) r \) the half sum of the positive roots counted with multiplicities. We fix a norm \( | \cdot | \) on \( \mathfrak{g} \) arising from an \( \text{Ad} \)-invariant inner product. The latter norm restricts to \( \mathfrak{a} \) and induces the operator norm on \( \mathfrak{a}^* \).

Denote \( A = \exp(\mathfrak{a}) \), \( N = \exp(\mathfrak{n}) \) and \( P^+ = AN \). Then (cf. [Kna02] chapter VI) the multiplication map \( K \times A \times N \to G \) is a diffeomorphism, giving rise to the Iwasawa decomposition \( G = KAN \). Write further \( K : G \to K \), \( A : G \to A \) and \( N : G \to N \) for the maps induced from the Iwasawa decomposition and the map \( H : G \to \mathfrak{a} \) is defined for \( g \in G \) as

\[
H(g) = \log A(g).
\] (2.8)

Set \( A^+ = \exp(\mathfrak{a}^+) \). Then the Cartan decomposition \( G = KA^+K \) holds and denote by \( \kappa : G \to \mathfrak{a}^+ \) the map uniquely characterized by \( g \in K \exp(\kappa(g))K \). We furthermore define

\[
|g| = |\kappa(g)|.
\] (2.9)

On the symmetric space \( X = G/K \), one defines the metric \( d_X \) as

\[
d_X(g.o, o) = |\kappa(g)|
\] (2.10)

for the origin \( o = K \in X \) and all \( g \in G \). Then for \( g \in KA \) it holds that \( |H(g)| = d_X(g.o, o) = |\kappa(g)| \). Recall Exercise B2 (iv) from Chapter VI of [Hel78] stating that \( d(a.o, o) \leq d(an.o, o) \) for all \( a \in A \) and \( n \in N \), which follows by applying suitably that the manifolds \( A.o \) and \( N.o \) are perpendicular at their unique intersection point \( o \in X \). It therefore holds for all \( g \in G \) that

\[
|H(g)| \leq |\kappa(g)| = |g|.
\] (2.11)

For each \( g \in G \) consider the diffeomorphism

\[
\alpha_g : K \to K, \quad k \mapsto \alpha_g(k) = K(gk).
\]

The map \( G \to \text{Diff}(K), g \mapsto \alpha_g \) defines an action of \( G \) on \( K \). Denote by \( \alpha'_g \) the Radon-Nikodym derivative of \( (\alpha_g), m_K \) with respect to \( m_K \). Then by I Lemma 5.19 of [Hel84]

\[
\alpha'_g(k) = \frac{d(\alpha_g)_*m_K}{dm_K}(k) = e^{-2\delta H(g^{-1}k)}.
\] (2.12)

For \( r \in \mathfrak{a}^* \), we consider the unitary representation \( \rho^+_r : G \to L^2(K) \) defined for \( g \in G \) and \( \varphi \in L^2(K) \) as

\[
(\rho^+_r(g)\varphi)(k) = e^{-(\delta + ir)H(g^{-1}k)}\varphi(K(g^{-1}k))
\] (2.13)

with \( k \in K \).

The representation (2.13) is not irreducible in general. In order to make it irreducible, denote by \( M \) the centralizer of \( A \) in \( K \) and write \( P = MAN \) for the associated minimal parabolic subgroup. The Furstenberg boundary \( \Omega = G/P \) can be identified with \( K/M \) and we therefore view functions on \( \Omega \) as \( M \)-invariant functions on \( K \). The probability measure \( m_\Omega \) is the pushforward of \( m_K \) under the projection map. For \( r \in \mathfrak{a}^* \) we consider the \( r \)-principal series \( \rho_r : G \to \mathcal{H}(L^2(\Omega)) \) defined for \( g \in G \) and \( \varphi \in L^2(\Omega) \)

\[
(\rho_r(g)\varphi)(\omega) = e^{-(\delta + ir)H(g^{-1}\omega)}\varphi(g^{-1}\omega)
\] (2.14)
functions in $S$ for all spherical Fourier inversion formula holds 

The Schwartz space on $\mathcal{S}(G)$ is defined as the group quotient $N_K(a)/Z_K(a)$, where $N_K(a) = \{k \in K : \text{Ad}(k)a \subset a\}$ and $Z_K(a) = M = \{k \in K : ka = ak \text{ for all } a \in A\}$.

We call a root $r \in \Sigma$ indivisible if $\frac{1}{2} r$ is not a root and we order the positive roots in such a way that $r_1, \ldots, r_p$ are the indivisible roots. For any complex linear form $r$ on $a^*$ denote

$$I(r) = \left( \prod_{\ell=1}^{p} B \left( \frac{m(r_{\ell})}{2}, \frac{\langle r, r_{\ell} \rangle}{\langle r, r_{\ell} \rangle} \right) \right) \cdot \left( \prod_{\ell=p+1}^{k} B \left( \frac{m(r_{\ell})}{2}, \frac{m(r_{\ell}/2)}{4} + \frac{\langle r, r_{\ell} \rangle}{\langle r, r_{\ell} \rangle} \right) \right),$$

where $B(x, y) = \int_0^1 t^{n-1}(1-t)^{y-1} dt$ is the Beta function. We further set for $r \in a^*$

$$c(r) = \frac{I(ir)}{I(\delta)}.$$

The spherical function of parameter $r \in a^*$ is defined as $\phi_r(g) = \langle \rho_r(g)1, 1 \rangle$. Denote by $\mathcal{S}(G)$ the set of differential operators on $G$ (see [He84] chapter 2). The Harish-Chandra Schwartz space introduced in [HC58] (see further page 230 of [War72]) is defined as

$$\mathcal{S}(G) = \{f \in C^\infty(G) : (1+|H(g)|)^{\ell} |Df|(g) \ll f, D, \ell \phi_0(g) \text{ for all } D \in \mathcal{D}(G), \ell \geq 0\}.$$  (2.15)

The Schwartz space on $X$, denoted $\mathcal{S}(X)$, is defined as the set of right $K$-invariant functions in $\mathcal{S}(G)$.

Recall that a function $f$ on $G$ is called bi-$K$-invariant or radial if $f(k_1 g k_2) = f(g)$ for all $g \in G$ and $k_1, k_2 \in K$. For a radial function $f \in \mathcal{S}(G)$ we denote by $\rho_r(f)$ as in (2.2) the operator $\int f(g) \rho_r(g) \, dm_G(g)$. We then define the spherical Fourier transform as

$$\hat{f}(r) = \langle 1, \rho_r(f)1 \rangle = \langle \rho_{-r}(f)1, 1 \rangle = \int_G f(g) \phi_{-r}(g) \, dm_G(g).$$

Note that for all $\omega \in \Omega$ it holds that $\hat{f}(r) = \langle \rho_{-r}(f)1 \rangle(\omega)$. For all $g \in G$, the spherical Fourier inversion formula holds

$$f(g) = \int_{a^*} \hat{f}(r) \phi_r(g) \, dm_{sph}(r),$$  (2.16)

where $dm_{sph}(r) = |c(r)|^{-2} dm_{a^*}(r)$ is the spherical Plancharel measure.

We furthermore define for $f \in \mathcal{S}(X)$, $r \in a^*$ and $\omega \in \Omega$,

$$\hat{f}(r, \omega) = \langle \rho_{-r}(f)1 \rangle(\omega) = \int_G f(g) \rho_{-r}(g)1(\omega) \, dm_G(g).$$

Then it follows by a brief calculation from (2.16), for $f \in \mathcal{S}(X)$ and $g \in G$,

$$f(g) = \int_{a^*} \int_{\Omega} \hat{f}(r, \omega) \rho_r(g)1(\omega) \, dm_{\Omega}(\omega) \, dm_{sph}(r).$$  (2.17)

We say that $f \in \mathcal{S}(X)$ has compactly supported Fourier transform if there is a constant $R > 0$ such that $\hat{f}(r, \omega) = 0$ for $|r| \geq R$ and $\omega \in \Omega$. 

We will further need Sobolev spaces and Sobolev norms on $X$, defined for $s \geq 0$ as
\[
H^s(X) = \left\{ f \in L^2(X) : ||f||_{H^s}^2 = \int_{s^+} ||\hat{f}(r, \cdot)||_{L^2(\Omega)}^2 (1 + |r|^2)^s \, d\nu_{\text{sph}}(r) < \infty \right\}.
\]

(2.18)

It holds that $C_c^\infty(X) \subset \mathcal{S}(X) \subset H^s(X)$ for all $s \geq 0$ (c.f. [Hei84] chapter IV).

For a probability measure $\mu$ on $G$, we write for $r \in \mathfrak{a}^*$
\[
S_r^+ = \rho_r^+(\mu) \quad \text{and} \quad S_r = \rho_r(\mu),
\]

(2.19)

using the definition (2.2) for the unitary representations $\rho_r^+$ and $\rho_r$.

We further use the notation $\sigma = ||S_0||$. Since $MAN$ is an amenable group, it holds by Section D of [Gui80] that $\sigma = ||\lambda_G(\mu)||$. If $\lambda(r) \in \mathbb{C}$ satisfying $|\lambda(r)| = \rho(S_r)$ is in the discrete spectrum of $S_r$, has geometric multiplicity one and is the unique element of $\text{spec}(S_r)$ on the circle of radius $\rho(S_r)$, then we denote by $\eta_r \in L^2(\Omega)$ the $\lambda(r)$-eigenfunction of $S_r$ with unit norm. Furthermore, if the same properties hold for $S_r^+$ and $\lambda(r)$, choose $\eta'_r$ the $S_r^+$-eigenfunction with eigenvalue $\lambda(r)$ satisfying $|\eta'_r, \eta_r| = 1$, provided there exists such an $\eta'_r$. Then we denote
\[
\psi_{\mu, r}(g) = \langle \eta_r, \rho_r(g) \eta'_r \rangle
\]

(2.20)

for $g \in G$.

The operator $T_0 : L^2(\Omega) \to L^2(\Omega)$ is defined as
\[
T_0 \varphi = \int \varphi \circ \alpha_g \, d\mu(g)
\]

for $\varphi \in L^2(\Omega)$, where we equally denote by $\alpha_g : \Omega \to \Omega$ the map on $\Omega$ induced by $\alpha_g : K \to K$, and
\[
T_0^+ : L^2(K) \to L^2(K) \quad \text{defined as} \quad T_0^+ \varphi = \int \varphi \circ \alpha_g \, d\mu(g)
\]

for $\varphi \in L^2(K)$.

2.2. Outline of Proofs. For the proof of Theorem 1.1, Theorem 1.2 and Theorem 1.3 one uses the Fourier inversion formula on $X$ to reduce the question at hand to spectral problems about the operators $S_r$. Indeed, by (2.17) it holds for $x_0 = h_0K \in X$ with $h_0 \in G$ and $f \in \mathcal{S}(X)$,
\[
\frac{n^{\ell/2}}{\sigma^n} \int f(x_0) \, d\mu^{x_0}(g) = \frac{n^{\ell/2}}{\sigma^n} \int_\Omega \int \hat{f}(r, \omega)(S_r^n \rho_r(h_0)1)(\omega) \, d\mu(\Omega) \, d\nu_{\text{sph}}(r).
\]

(2.21)

One then decomposes (2.21) into high and low frequencies. Namely for $\delta_0 \in (0, 1)$ small enough depending on $\mu$ and for $f \in \mathcal{S}(X)$,
\[
(2.21) = \frac{n^{\ell/2}}{\sigma^n} \int_{|r| > \delta_0} \int_\Omega \hat{f}(r, \omega)(S_r^n \rho_r(h_0)1)(\omega) \, d\mu(\Omega) \, d\nu_{\text{sph}}(r)
\]

(2.22)

\[
+ \frac{n^{\ell/2}}{\sigma^n} \int_{|r| \leq \delta_0} \int_\Omega \hat{f}(r, \omega)(S_r^n \rho_r(h_0)1)(\omega) \, d\mu(\Omega) \, d\nu_{\text{sph}}(r).
\]

(2.23)

The following spectral properties of $S_r$ are used to deal with the arising terms:
(1) There are operators $E_0$ and $D_0$ such that
\[ S_0 = \sigma E_0 + D_0, \]  
(2.24)
where $E_0$ is a projection to a one-dimensional subspace, $E_0 D_0 = D_0 E_0 = 0$ and $D_0$ satisfies $\rho(D_0) < \sigma = \|S_0\|$. In Section 3.2 we refer to the property (2.24) as strong spectral gap.

(2) For $|r| \leq \delta_0$, the operator $S_r$ has a decomposition as (2.24), i.e.
\[ S_r = \lambda(r) E_r + D_r, \]  
(2.25)
for $E_r$ and $D_r$ as in (2.24).

(3) For any $r \neq 0$, $\rho(S_r) < \sigma = \|S_0\|$.

One deduces (1) from quasicompactness of $S_0$ and by using that $S_0$ is a positive operator in the sense of Banach lattices (c.f. Section 3.2). (2) will follow as quasicompactness is an open property under certain assumptions (Corollary 3.2) and (3) by a convexity argument similar to an argument of Conze-Guivarch [CG13]. The necessary spectral properties are proved in Section 4.1.

Properties (1) and (2) will be necessary to deal with low frequencies (2.23), whereas (3) is used for high frequencies (2.22). However, (3) only allows to prove a decay for (2.22) either by assuming that $f$ has compactly supported Fourier transform or by imposing the stronger assumption \( \sup_{|r| \geq 1} ||S_r|| < ||S_0|| \) of Theorem 1.3. One then deduces Theorem 1.1 and Theorem 1.2 by approximating a given function $f \in \mathcal{S}(X)$ with functions whose Fourier transform is compactly supported.

A novel contribution is the observation that the functions $\psi_{\mu,r}$ as defined in (2.20), where $|r| \leq \delta_0$ such that (2.25) holds, satisfy
\[ \int f \cdot \psi_{\mu,r} \, dm_G = \int_\Omega \hat{f}(r,\omega)(E_r1)(\omega) \, dm_\Omega(\omega) \]  
(2.26)
for $f \in \mathcal{S}(X)$ (see Lemma 4.4). We further mention that (2.26) may be viewed as an analogue of the formula
\[ \int f(x) e^{-\sigma^2 x^2} \, dm_R(x) = \frac{1}{\sqrt{2\pi \sigma^2}} \int \hat{f}(r)e^{-\frac{r^2}{2\sigma^2}} \, dm_R(r) \]  
(2.27)
on $\mathbb{R}$, where $f \in \mathcal{S}(\mathbb{R})$ and $\sigma > 0$, which is used in the proof of the local limit theorem on $\mathbb{R}$.

The outline of the proof of the local limit theorem is concluded. We next discuss quasicompactness of $S_0$. As in [Bou12] and [BISG17], the main tool are flattening statements for $\mu$. These results, which will be recalled in Section 3.4, have as consequence that for any $\gamma > 0$ and $x \in G$,
\[ \mu^{*n}(B_\delta(x)) \ll \delta^{\dim G - \gamma} \]  
(2.28)
for $\delta$ small enough depending on $\mu$ and $\gamma$ and $n \asymp_{\mu,\gamma} \log \frac{1}{\delta}$. The property (2.28) may be referred to as high dimension, since an absolutely continuous measure $\nu$ satisfies $\nu(B_\delta(x)) \asymp_{\nu} \delta^{\dim G}$. The proof of quasicompactness of $S_0$ comprises two steps. First we will show that the restricted operator $S_0|_{V_\ell}$ has small norm for all $\ell$ large enough, where $V_\ell$ is the Littlewood-Paley space introduced in (2.5). The second step is to use the latter to deduce that $S_0$ restricted to $\bigoplus_{\ell \geq L} V_\ell$ has small norm for a suitable $L > 0$ and therefore is quasicompact. This exploits the first step and that the spaces $V_\ell$ are
mutually orthogonal. Indeed, since the measure $\mu$ in question is supported close to the identity, the spaces $S_0 V_I$ and $V'_I$ are almost orthogonal too.

For the first step, one uses that for $\varphi \in V_I$ the matrix coefficients $|\langle \rho_0(g)\varphi, \varphi \rangle|$ are small on average. Indeed, it is shown in Section 3.5, following [LV16], that

$$ \frac{1}{m_G(B_R)} \int_{B_R} |\langle \rho_0(g)\varphi, \varphi \rangle| \, dm_G(g) \ll 2^{-\ell/2} ||\varphi||_2. \quad (2.29)$$

Since $\mu$ has high dimension, we are able to use (2.29) to give strong estimates for $\langle S_0 \varphi, \varphi \rangle$ and therefore conclude a bound on the operator norm of $S_0|_{V_I}$.

In order to use (2.29), we ought to control the size of the support of $\mu^n$ while ensuring that $\mu^n$ has high dimension (2.28) quickly enough. Analogous to [Bou12] and [BISG17], this is where the $(c_1, c_2, \varepsilon)$-Diophantine property comes into play. Indeed, as $\varepsilon$ becomes smaller, a $(c_1, c_2, \varepsilon)$-Diophantine measure is increasingly rapidly non-concentrated on subgroups and therefore a strong flattening lemma applies (Lemma 3.10). The latter holds while the measure is still close to the identity, which will allow us to conclude the claimed properties for $S_0$.

2.3. Relation to Other Work. As mentioned in the introduction, the necessary results for $S_0$ are also proved in [BISG17]. The main difference between [BISG17] and our proof is in the use of a different Littlewood-Paley decomposition. [BISG17] develop a Littlewood-Paley decomposition on $G$, which leads to more general results as they are able to deal with all possible quotients of $G$, while we work with the Littlewood-Paley decomposition on $K$, leading to marginally stronger results.

For the Isom($\mathbb{R}^d$) action on $\mathbb{R}^d$, a similar representation theoretic decomposition to (2.17) holds for a suitable family of unitary representations $\rho_r : \text{Isom}(\mathbb{R}^d) \to \mathcal{B}(L^2(S^{d-1}))$ for $r \in \mathbb{R}$. In [LV16], a local limit theorem with strong error terms as in Theorem 1.3 is proved by just assuming that $S_0 = \rho_0(\mu)$ is quasicompact. Indeed they establish (1.8) for their setting by solely assuming that $S_0$ is quasicompact. It seems reasonable to believe that the same result may hold for a semisimple Lie group acting on its symmetric space, yet the proof of [LV16] is not transferable as several properties only applicable to Isom($\mathbb{R}^d$) are used.

We further mention that in [Tol00] a Berry-Essen result is shown on $G$ for a probability measure with a smooth density of compact support.

3. Preliminary Results

3.1. Quasicompact Operators. Throughout this section we denote by $\mathcal{B}$ a separable Banach space and the reader may recall the notations introduced in Section 2.1. A bounded operator $A : \mathcal{B} \to \mathcal{B}$ is called quasicompact if $\rho_{\text{ess}}(A) < \rho(A)$. In this section we show that being quasicompact is an open property. We first state a useful lemma.

**Lemma 3.1.** For any bounded operator $A : \mathcal{B} \to \mathcal{B}$ the following properties hold:

(i) $\rho_{\text{ess}}(A) = \inf_{U \text{ compact}} \rho(A - U)$.

(ii) $A$ is quasicompact whenever $A^*$ is. Moreover,

$\rho_{\text{ess}}(A^*) = \rho_{\text{ess}}(A)$.

(iii) The set of spectral values of $A$ with modulus $\rho_{\text{ess}}(A)$ is at most countable and all of its accumulation points have modulus $\rho_{\text{ess}}(A)$. 

Proof. (i) follows as the essential spectral radius is spectral radius of the image of $A$ in the Calkin algebra (c.f section 2.4 in the appendix of [BQ16]) and (ii) as a bounded operator is Fredholm whenever its adjoint is (Corollary 2.12 of appendix B in [BQ16]). Finally (iii) is contained in Proposition 2.14 of appendix B in [BQ16]. ☐

Corollary 3.2. Let $A_n : \mathcal{H} \to \mathcal{H}$ be a sequence of bounded operators on a Hilbert space $\mathcal{H}$ converging in operator norm to a bounded operator $A : \mathcal{H} \to \mathcal{H}$. If $A$ is quasicompact then so is $A_n$ for $n$ large enough and there is $\varepsilon > 0$ such that for $n$ large enough $\rho_{\text{ess}}(A_n) < \rho_{\text{ess}}(A) + \varepsilon < \rho(A) - \varepsilon < \rho(A_n)$.

Proof. By Lemma 3.1 (i) for any $\varepsilon > 0$ there is a compact operator $U$ (depending on $\varepsilon$) such that $\rho(A - U) < \rho_{\text{ess}}(A) + \varepsilon$. We choose a small $\varepsilon > 0$ such that $\rho_{\text{ess}}(A) + 2\varepsilon < \rho(A) - 2\varepsilon$. Recall that the spectral radius is upper semi-continuous and since $A$ is quasicompact, $A$ is a continuity point for the spectral radius (cf. [New51]). Thus for large enough $n$ it holds that $\rho(A_n - U) < \rho(A - U) + \varepsilon$ and $\rho(A) - 2\varepsilon < \rho(A_n)$. Then for the above compact operator $U$,

$$\rho_{\text{ess}}(A_n) \leq \rho(A_n - U) < \rho(A - U) + \varepsilon < \rho_{\text{ess}}(A) + 2\varepsilon < \rho(A) - 2\varepsilon < \rho(A_n),$$

showing the claim upon replacing $2\varepsilon$ by $\varepsilon$. ☐

3.2. Strong Spectral Gap and Quasicompact Positive Operators. We introduce the following definition of strong spectral gap.

Definition 3.3. Let $S : \mathcal{B} \to \mathcal{B}$ be a bounded operator on a Banach space $\mathcal{B}$. We say that $S$ has strong spectral gap if there are two operators $E, D : \mathcal{B} \to \mathcal{B}$ and a decomposition $S = \lambda E + D$ with $\lambda \in \mathbb{C}$ satisfying $|\lambda| = ||S||$ such that the following properties are satisfied:

(i) The operator $E$ is a projection onto its image and $\dim(\text{Im}(E)) = 1$.
(ii) $E \circ D = D \circ E = 0$.
(iii) $\rho(D) < ||S||$.

The aim of this section is to prove Corollary 3.5 below on quasicompact operators which are positive in the sense of Banach lattices. We refer to the book [Sch74] for the definition of a Banach lattice. For the convenience of the reader, we recall some further definitions from [Sch74].

Let $\mathcal{B}$ be a Banach lattice and denote by $\mathcal{B}_+$ the set of positive elements. We write $x \geq y$ whenever $x - y \in \mathcal{B}_+$ and further $x > y$ if and only if $x - y \in \mathcal{B}_+$ and $x \neq y$. We say that the bounded operator $A : \mathcal{B} \to \mathcal{B}$ is positive if $A(\mathcal{B}_+) \subset \mathcal{B}_+$, in notation $A \geq 0$. We write $A > 0$ if $Ax > 0$ for $x > 0$.

We furthermore say that the operator $A$ has a strictly positive invariant form if there is a linear form $\eta$ that maps vectors $> 0$ to real numbers $> 0$ and that is invariant under $A$, i.e. $\eta \circ A = \eta$.

For an element $u \in \mathcal{B}_+$ we denote by

$$I_u = \{x \in \mathcal{B} : 0 \leq |x| \leq \lambda u \text{ for some } \lambda > 0\}$$

the principal ideal generated by $u$, where as in [Sch74, II Definition 1.3] we write $|x| = \max(x, -x)$. The element $u$ is called quasi-interior if $I_u$ is dense in $\mathcal{B}$.

A subspace $I$ of $\mathcal{B}$ is called an ideal if $I_u \subset I$ for all $u \in I$. An operator $A : \mathcal{B} \to \mathcal{B}$ is referred to as irreducible if the only $A$-invariant ideals are the trivial ideals $\{0\}$ and $\mathcal{B}$.
Theorem 3.4. (V 5.2 of [Sch74]) Let $\mathcal{B}$ be a Banach lattice and let $A : \mathcal{B} \to \mathcal{B}$ be a positive irreducible bounded operator $> 0$ satisfying $\rho(A) = 1$ and with a strictly positive invariant form. Then the following properties hold:

(i) $1$ is an eigenvalue. The eigenspace of $1$ is one-dimensional and spanned by a quasi-interior element of $\mathcal{B}_+$. 
(ii) Every eigenvalue $\lambda$ of $A$ with $|\lambda| = 1$ is a root of unity and has a one-dimensional eigenspace. Moreover, the latter eigenvalues form a group.
(iii) $1$ is the unique eigenvalue of $A$ with a positive eigenvector.

Using this Theorem 3.4, we can draw the following corollary.

Corollary 3.5. Let $\mathcal{H}$ be a Hilbert lattice (i.e. a Hilbert space endowed with the structure of a Banach lattice) and let $A : \mathcal{H} \to \mathcal{H}$ be a positive quasicompact bounded operator $> 0$ and assume that $A^n$ are irreducible for every $n \geq 1$. Then $A$ has strong spectral gap.

Proof. Without loss of generality, we may replace $A$ by $A/\rho(A)$ and assume that $\rho(A) = 1$. The map

$$E = \lim_{\lambda \to 1} (\lambda - 1)R(\lambda, A)$$

is the strictly positive projection to the one-dimensional eigenspace of $1$, where $R(\lambda, A)$ is the resolvent of $A$ at $\lambda$ (see corollary to Theorem V 5.2 of [Sch74]). As the resolvent $R(\lambda, A)$ commutes with $A$, so does $E$. Note moreover that $E$ gives rise to a strictly positive invariant form. Indeed denote by $v_0 \in \mathcal{H}$ the by Theorem 3.4 (i) unique eigenvector of $1$ with norm $||v_0|| = 1$ and consider $\eta(v) = (Ev, v_0)$ for $v \in \mathcal{H}$. Since $v_0$ is positive by Theorem 3.4 (iii) it follows that $\eta$ is a strictly positive invariant form.

Set $D = A - E$. Then $E \circ D = D \circ E = 0$ as $A$ commutes with $E$ and we claim that $\rho(D) < 1$, which follows if we show that $1$ is the unique eigenvalue of $A$ on the circle of radius $1$. To show the latter, if $\lambda$ is an eigenvalue of $A$ with $|\lambda| = 1$ and eigenvector $v_\lambda$, then by Theorem 3.4 (ii) $\lambda$ is a root of unity and hence $T^n v_\lambda = v_\lambda$ for some $n > 0$. Therefore by Theorem 3.4 (i) applied to $T$ and $T^n$, it follows that $v_\lambda$ must be the unique positive $1$-eigenvector of $T$ and hence $\lambda = 1$. $\square$

We return to the operators $S_0$ and $S_0^+$ defined in (2.19).

Lemma 3.6. Let $G$ be a connected semisimple Lie group with finite center and let $\mu$ be a non-degenerate probability measure on $G$. Then $S_0$ and $S_0^+$ are positive bounded operators and $(S_0^+)^n$ are irreducible for all $n \geq 1$.

Proof. We show that $S_0$ is irreducible and the same argument will apply to $S_0^+$ and $(S_0^+)^n$ for all $n \geq 1$ since $G$ is connected. By III Proposition 8.3 of [Sch74], it suffices to show for any $\varphi_1, \varphi_2 \in L^2(\Omega)$ with $\varphi_1 > 0$ and $\varphi_2 > 0$ that $(S_0^\ell \varphi_1, \varphi_2)$ is $> 0$ for some $\ell \geq 1$. Indeed, we may reduce to the case where $\varphi_1 = 1_{U_1}$ and $\varphi_2 = 1_{U_2}$ for $U_1$ and $U_2$ two sets of positive measure. Using that the support of $\mu$ generates a dense subgroup, we may choose $\ell$ large enough such that the support of $S_0^{1/2}1_{U_1}$ has measure larger than $1 - m_\Omega(U_2)/2$ and therefore $(S_0^{1/2}1_{U_1}, 1_{U_2}) > 0$. $\square$

3.3. Preliminaries on Representation Theory of Compact Lie Groups.
Recall the notation introduced in Section 2.3.
Lemma 3.7. For $\gamma \in \mathcal{O} \cap I^*$ denote $d_\gamma := \dim \pi_\gamma$ and $\lambda_\gamma := \pi_\gamma(\Delta)$. Then for $\gamma$ large enough it holds that $\lambda_\gamma \asymp ||\gamma||^2$ and $d_\gamma \ll ||\gamma||^{R_+}$. Moreover, assuming that $K$ is semisimple, $||\gamma|| \ll d_\gamma$.

Proof. By Lemma 10.6 of [Hal15], $\lambda_\gamma := \pi_\gamma(\Delta) = \langle \gamma + \rho, \gamma + \rho \rangle - \langle \rho, \rho \rangle$, where $\rho = \frac{1}{2} \sum_{\alpha \in R^+} \alpha$ is the sum of positive half roots (notice that the multiplicity of each root is one cf. Theorem 7.23 of [Hal15]). This easily implies $\lambda_\gamma \asymp ||\gamma||^2$. The upper bound on $d_\gamma$ follows by Weyl’s dimension formula:

$$d_\gamma = \prod_{\alpha \in R^+} \frac{\langle \alpha, \gamma + \rho \rangle}{\langle \alpha, \rho \rangle} \leq \left( \prod_{\alpha \in R^+} \frac{||\alpha||}{\langle \alpha, \rho \rangle} \right) ||\gamma + \rho||^{R_+} \ll_{G} ||\gamma||^{R_+}$$

for $||\gamma||$ large enough. For the lower bound we recall that in [BSI13], also using the Weyl dimension formula, it is proved that $||\gamma||^{R_+ - p} \ll d_\gamma$, where $p$ is the number of maximal elements of $R^+$ that are contained in one hyperplane. If $K$ is semisimple, the roots span the vector space $t^*$ and therefore $(|R^+| - p) \geq 1$. 

Recall the Sobolev spaces defined in (2.7). We deduce a condition for a function being in $C^m(K)$ under an assumption on the decay of $||P_\ell \varphi||_2$.

Lemma 3.8. Let $m \in \mathbb{Z}_{\geq 0}$, $s > m + \frac{1}{2} \dim K$ and let $\varphi \in L^2(K)$. Assume that for all $\ell \in \mathbb{Z}_{\geq 0}$ large enough,

$$||P_\ell \varphi||_2 \leq 2^{-(s+1)\ell}.$$ 

Then $\varphi \in H^s(K) \subset C^m(K)$.

Proof. If $\varphi = \sum_{\gamma \in \mathcal{O} \cap I^*} \varphi_\gamma$, by the assumption for large enough $\ell$, $2^{2s\ell} ||P_\ell \varphi||_2^2 = 2^{2s\ell} \sum_{\ell \geq 0} \sum_{2^{\ell-1} \leq ||\gamma|| < 2^\ell} ||\varphi_\gamma||_2^2 \ll 2^{2s\ell} \sum_{\ell \geq 0} 2^{-2\ell} < \infty,$

showing that $\varphi \in H^s(K)$. The inclusion $H^s(K) \subset C^m(K)$ follows from the Sobolev embedding theorem (cf. [Aub98] Theorem 2.10). 

3.4. Flattening of $\mu^\infty$. In this section we state strong flattening results from [BISG17] for $(c_1, c_2, \varepsilon)$-Diophantine measures. To introduce notation, denote

$$P_\delta = \frac{1_{B_\delta}}{m_G(B_\delta)}$$

and for a measure $\nu$ and $g \in G$, we note that $(\nu * P_\delta)(g) = \frac{\nu(B_\delta(g))}{m_G(B_\delta)}$. We also use the notation $\nu_\delta = (\nu)_\delta = \nu * P_\delta$.

We first relate the condition that a measure is $(c_1, c_2, \varepsilon)$-Diophantine to the assumptions of several theorems in [BISG17].
Lemma 3.9. Let \( c_1, c_2, \varepsilon > 0 \) and let \( \mu \) be a probability measure on \( G \) satisfying \( \text{supp}(\mu) \subseteq B_2 \). Then \( \mu \) is \((c_1, c_2, \varepsilon)\)-Diophantine if and only if for \( \delta \) small enough and \( n = \frac{\log \frac{\delta}{c_1}}{\log \frac{\delta}{c_2}} \),

\[
\sup_{H < G} \mu^*n(B_\delta(H)) \leq \delta^{\frac{c_2}{c_1}},
\]

where \( B_\delta(H) = \{ g \in G : d(g, H) < \delta \} \) and the supremum is taken over all closed subgroups of \( G \).

Proof. This follows from the fact that \( \mu \) is \((c_1, c_2, \varepsilon)\)-Diophantine if and only if \( \sup_{H < G} \mu^*n(B_\delta(H)) \leq \delta^{\frac{c_2}{c_1}} \) for \( n = \frac{\log \frac{\delta}{c_1}}{\log \frac{\delta}{c_2}} \).

We state Corollary 4.2 from [BISG17].

Theorem 3.10. (Flattening Lemma, Corollary 4.2 of [BISG17]) Let \( G \) be a connected simple Lie groups with finite center. Let \( c_1, c_2 > 0 \). Then for every \( \gamma > 0 \) there is \( \varepsilon_0 = \varepsilon_0(c_1, c_2, \gamma) > 0 \) and \( C_0 = C_0(c_1, c_2, \gamma) > 0 \) such that the following holds:

If \( 0 < \varepsilon < \varepsilon_0 \) and \( \mu \) is a symmetric and \((c_1, c_2, \varepsilon)\)-Diophantine probability measure on \( G \), then for \( \delta > 0 \) small enough,

\[
\| (\mu^* n)_\delta \|_2 \leq \delta^{-\gamma} \quad \text{for any integer} \quad n \geq C_0 \frac{\log \frac{1}{\varepsilon}}{\log \frac{1}{\delta}},
\]

3.5. Estimate of Averages of Matrix Coefficients for Oscillating Functions. In this subsection we prove the following proposition, which is inspired by [LV16]. We denote \( B_R = \{ g \in G : d(g, e) < R \} \).

Proposition 3.11. Let \( G \) be a non-compact semisimple Lie groups with finite center and maximal compact subgroup \( K \). Recall the Littlewood-Paley decomposition (2.10) \( L^2(K) = \bigoplus_{\ell \geq 0} V_\ell \) and assume further that \( K \) is a semisimple Lie group. Then for any \( r \in \mathbb{R} \) and \( \ell \in \mathbb{Z}_{\geq 1} \), for \( \varphi_1, \varphi_2 \in V_\ell \subset L^2(K) \),

\[
\frac{1}{m_G(B_R)} \int_{B_R} |\langle \rho^+_r(g)\varphi_1, \varphi_2 \rangle | \, dm_G(g) \ll 2^{-\ell/2} \| \varphi_1 \|_2 \| \varphi_2 \|_2,
\]

where the representation \( \rho^+_r \) is defined in (2.13).

We recall the following lemma from [LV16].

Lemma 3.12. (Proposition 5.1 of [LV16]) Let \((\pi, \mathcal{H})\) be a unitary representation of a compact group \( K \) and let \( D \) be the minimum of the dimension of all irreducible representations contained in \( \pi \). Then for any vectors \( u, v \in \mathcal{H} \),

\[
\left( \int_{B_R} |\langle \pi(g)u, v \rangle|^2 \, dm_K(k) \right)^{1/2} \leq \frac{|u||v|}{D^{1/2}}.
\]

If \( \pi \) is irreducible, then Lemma 3.12 follows from Schur’s Lemma (see [Kn02], Section 1.5). For the general case one decomposes \( \pi \) as a direct sum of irreducible representations.

Proof. (of Proposition 3.11) Denote \( B'_R = B_R \cdot K \). By left invariance of the metric, it follows that \( B'_R \subset B_{R+C} \) for \( C \) an absolute constant and therefore \( m_G(B'_R) \ll
\]
Using Cauchy-Schwarz and that for \( k \in K \) the operator \( \rho^+_r(k) \) acts as the regular representation, it follows by Lemma 3.12
\[
\int_{B_R} |\langle \rho^+_r(g) \varphi_1, \varphi_2 \rangle| \, dm_G(g) \leq \int_{B_{R'}} |\langle \rho^+_r(g) \varphi_1, \varphi_2 \rangle| \, dm_G(g)
\]
\[
= \int_{B_{R'}} \left( \int_K |\langle \rho^+_r(k) \varphi_1, (\rho^+_r)^{-1}(g^{-1}) \varphi_2 \rangle| \, dm_K(k) \right) \, dm_G(g)
\]
\[
\leq \int_{B_{R'}} \left( \int_K |\langle \rho^+_r(k) \varphi_1, (\rho^+_r)^{-1}(g^{-1}) \varphi_2 \rangle|^2 \, dm_K(k) \right)^{1/2} \, dm_G(g)
\]
\[
\leq m_G(B_{R'}) \left( \min_{2^{\ell-1} \leq \|\gamma\| < 2^\ell} d_\gamma \right)^{-1/2} \|\varphi_1\| \|\varphi_2\|
\]
\[
\ll m_G(B_{R'}) 2^{-\ell/2} \|\varphi_1\| \|\varphi_2\|,
\]
having used in the last line that \( \|\gamma\| < d_\gamma \) from Lemma 3.7 under the assumption that \( K \) is semisimple.

\[\Box\]

4. Proof of Local Limit Theorem

We fix throughout a non-compact semisimple Lie group \( G \) with finite center. In this section we prove Theorem 1.1, Theorem 1.2 and Theorem 1.3. The reader may recall the outline given in Section 2.2.

In Section 4.1 we prove the necessary spectral properties for the operators \( S_r \). Then in Section 4.2 we prove the claimed properties of the limit measure as well as deduce (2.26). In Section 4.3 we deal with the high frequency term (2.22) while in Section 4.4 we establish most of the necessary results to deal with the low frequency term (2.23). The proof of Theorem 1.2 and Theorem 1.3 is then completed in Section 4.5 while Theorem 1.1 is deduced in Section 4.6.

4.1. Spectral Properties of \( S_r \). In this section we discuss spectral results for the operators \( S_0 \) and \( S_r \) and the function \( r \mapsto \rho(S_r) \) under the assumption that \( S_0 \) is quasicompact and using the results developed in Section 3.1 and Section 3.2. Notice that if \( \mu \) is non-degenerate and \( S_0 \) is quasicompact, then by Lemma 3.6 and Corollary 3.8 the operator \( S_0 \) has strong spectral gap.

Before stating the first lemma, we mention that \( |S_r \eta| \leq S_0 |\eta| \) for all \( r \in a^* \) and \( \eta \in L^2(\Omega) \), which implies \( \rho(S_r) \leq \|S_0\| \). Lemma 4.1 is concerned with improving the latter inequality to \( \rho(S_r) < \|S_0\| \) under suitable assumptions on \( \mu \).

**Lemma 4.1.** Let \( \mu \) be a non-degenerate probability measure and assume that \( S_0 \) is quasicompact. Then for any non-zero \( r \in a^* \),
\[
\rho(S_r) < \rho(S_0) = \|S_0\|. \tag{4.1}
\]
Moreover, for any \( c_2 > c_1 > 0 \) and \( n \) large enough depending on \( c_1 \) and \( c_2 \),
\[
\sup_{c_1 \leq |r| \leq c_2} \|S^n_r\|^\frac{1}{n} < \|S_0\|. \tag{4.2}
\]

**Proof.** To prove (4.1), we follow ideas from the proof of Theorem 3.9 of [CG13]. Fix a non-zero \( r \in a^* \). We assume for a contradiction that \( \rho(S_r) = \rho(S_0) \) and therefore there is \( \lambda = e^{\gamma} \rho(S_0) \in \text{spec}(S_r) \) for \( \gamma \in \mathbb{R} \). Then (cf. Section 12.1 of [EW17])
either $\lambda$ is in the discrete spectrum or in the approximate spectrum, i.e. there is a sequence $\eta_\ell \in \ker(S_\gamma - \lambda \cdot \text{Id})^\perp$ with $\|\eta_\ell\| = 1$ and

$$\lim_{\ell \to \infty} \|S_\gamma \eta_\ell - \lambda \eta_\ell\| = 0. \quad (4.3)$$

Note that as $S_0$ is quasicompact, $\rho(S_0) = \|S_0\|$. We first treat the case where $\lambda$ is in the discrete spectrum, i.e. that there exists $\eta \in L^2(\Omega)$ such that $S_\gamma \eta = \lambda \eta$. Then $\|S_0\| |\eta| = |S_\gamma \eta| \leq S_0|\eta|$ and thus $||S_0|\eta|| = \|S_0\|||\eta||$. Denote by $\eta_0$ the $\|S_0\|$-eigenfunction of $S_0$ with unit norm. As $S_0$ has strong spectral gap (by Lemma 3.6 and Corollary 3.5), it follows that $\eta(\omega) = e^{i\theta(\omega)}\eta_0(\omega)$, for $\theta : \Omega \to \mathbb{R}$ a measurable function and $\omega \in \Omega$.

Then for almost all $\omega \in \Omega$ and $n \geq 1$,

$$\int e^{-\ell(t + i\gamma)}|\eta_0(g^{-1}\omega)|^{\|\eta_\ell\|}(g) \, d\mu^{\ast n}(g) = (S^n_\gamma \eta_\ell)(\omega) = \lambda^n \eta_\ell(\omega) = \int e^{i\gamma t}||S_0||^n e^{i\theta(\omega)}\eta_0(\omega) = e^{i\gamma t}||S_0||^n \int e^{-\ell(t + i\gamma)}|\eta_0| ||\eta_\ell\| d\mu^{\ast n}(g).$$

As $\eta_0$ is a quasi-interior element by Theorem 3.3 it must hold that $\eta_0(\omega) > 0$ for almost all $\omega \in \Omega$. Hence for almost all $\omega \in \Omega$ and $g \in \text{supp}(\mu^{\ast n})$,

$$e^{-i\ell(t + i\gamma)}|\eta_0(g^{-1}\omega)|^{\|\eta_\ell\|}(g) = 1.$$

If $r \neq 0$, for a fixed $\omega \in \Omega$ and $n \geq 1$, we can choose $h_n \in G$ such that $e^{-i\ell t H(h_n^{-1}\omega)} = e^{i(n\gamma + \pi)}$ yet $e^{i(\theta(h_n^{-1}\omega) - \theta(\omega))} = 1$. Indeed, for a representative $\omega = kM$ for $k \in K$, we may choose $h_n = k a_n k^{-1}$ for an element $a_n \in A$ satisfying $e^{-i\ell H(a_n^{-1})} = e^{i(n\gamma + \pi)}$ as then $H(h_n^{-1}k) = H(a_n^{-1})$ and $\theta(h_n^{-1}\omega) = \theta(\omega)$. We may choose the $h_n$ within a bounded region of $G$ and therefore upon replacing $h_n$ with a subsequence we may assume that $h_n$ converges to some element $h \in G$. Since $\mu$ is non-degenerate we can find some $n$ and $g \in \text{supp}(\mu^{\ast n})$ such that $g$ becomes arbitrarily close to $h$ and hence for $n$ large enough also to $h_n$. This is a contradiction.

It remains to assume that $\lambda$ is in the approximate spectrum. Let $\eta_\ell$ as in (4.3). Since $\langle S_\gamma \eta_\ell, \lambda \eta_\ell \rangle = \langle S_\gamma \eta_\ell - \lambda \eta_\ell, \lambda \eta_\ell \rangle + \|S_0\|^2$, it follows that $\langle S_\gamma \eta_\ell, \lambda \eta_\ell \rangle \overset{\ell \to \infty}{\longrightarrow} \|S_0\|^2$ and furthermore exploiting $\|\langle S_\gamma \eta_\ell, \lambda \eta_\ell \rangle\| \leq \|S_0\| \|\eta_\ell\|\|\eta_\ell\|$ one concludes

$$\lim_{\ell \to \infty} \langle S_0|\eta_\ell\|, \|S_0\| \|\eta_\ell\|\rangle = \|S_0\|^2$$

and hence $\|S_0|\eta_\ell\| - \|S_0\| \|\eta_\ell\|\|\eta_\ell\| \leq 2\|S_0\|^2 - 2\langle S_0|\eta_\ell\|, \|S_0\| \|\eta_\ell\|\rangle \overset{\ell \to \infty}{\longrightarrow} 0$.

Denote $\psi_\ell = |\eta_\ell| - \langle |\eta_\ell|, \eta_0 \rangle \eta_0 \in \langle \eta_0 \rangle^\perp \subset L^2(\Omega)$. Then it holds that

$$\|\langle S_0 - \|S_0\|\rangle \psi_\ell\|_2 = \|S_0|\eta_\ell\| - \|S_0\| \|\eta_\ell\|\|\eta_\ell\| \overset{\ell \to \infty}{\longrightarrow} 0.$$

Since $\psi_\ell$ is in $\langle \eta_0 \rangle^\perp$ and $S_0 - \|S_0\|$ is invertible on $\langle \eta_0 \rangle^\perp$ it follows that $\|\psi_\ell\|_2 \to 0$. Notice that $\|\psi_\ell\|_2^2 = 1 - \langle |\eta_\ell|, \eta_0 \rangle^2$ and hence $\langle |\eta_\ell|, \eta_0 \rangle \to 1$ and further $\|\eta_\ell| - \eta_0\|_2 \to 0$. Upon replacing $\ell$ by a subsequence, we can assume that $|\eta_\ell|$ converges pointwise to $\eta_0$ almost everywhere.
We further note that for all \( n \geq 1 \), \( \langle S^n_0 \eta, \lambda^n \eta \rangle \to ||S_0||^{2n} \) as \( \ell \to \infty \). Indeed this follows by induction as

\[
\langle S^n_0 \eta, \lambda^n \eta \rangle - \langle S^n_0 \eta, \lambda^{n-1} \eta \rangle = \langle S^n_0 \eta, \lambda \eta \rangle + ||S_0||^2 \langle S^n_0 \eta, \lambda^{n-1} \eta \rangle \to ||S_0||^{2n}.
\]

Write \( \lambda = e^{\gamma} ||S_0|| \) and \( \eta(\omega) = e^{i \theta_\ell(\omega)} ||\eta||(\omega) \) for \( \theta_\ell : \Omega \to \mathbb{R} \) a measurable function and \( \omega \in \Omega \). Notice that \( \langle S^n_0 \eta, \lambda \eta \rangle \) equals

\[
\int \int e^{-\delta(\ell+i\tau)H(g^{-1}\omega) + i(\theta_\ell(g^{-1}\omega)-\theta_\ell(\omega)-n\gamma)} ||S_0||^n ||\eta||(g^{-1}\omega)||\eta||(\omega) \, d\mu^n(g) \, d\Omega(\omega).
\]

and on the other hand

\[
\langle S^n_0 \eta_0, ||S_0||^n \eta_0 \rangle = \int \int e^{-\delta H(g^{-1}\omega)} ||S_0||^n ||\eta_0||(g^{-1}\omega)||\eta_0||(\omega) \, d\mu^n(g) \, d\Omega(\omega).
\]

As \( \langle S^n_0 \eta, \lambda \eta \rangle \xrightarrow{\ell \to \infty} ||S_0||^{2n} = \langle S^n_0 \eta_0, ||S_0||^n \eta_0 \rangle \) and since almost surely \( ||\eta|| \to \eta_0 \), we conclude that for almost all \( g \in \text{supp}(\mu^n) \) and \( \omega \in \Omega \),

\[
\lim_{\ell \to \infty} e^{i(\tau H(g^{-1}\omega)-\theta_\ell(g^{-1}\omega)+\theta_\ell(\omega)+\gamma)} = 1.
\]

This leads to a contradiction by a similar argument to the case of the discrete spectrum.

To prove (4.2), we notice that for an operator \( T \) on a Hilbert space \( \mathcal{H} \) with \( ||T|| \leq 1 \), the value of \( ||T^n||^{\frac{1}{n}} \) for a given \( n \) controls \( ||T^k||^{\frac{1}{k}} \) for any \( k \geq n \). Indeed (cf. [Rem]) if \( k = \ell n + j \) for \( 0 \leq j \leq n - 1 \) then it holds that

\[
||T^n||^{\frac{1}{n}} \leq (||T^{\ell n}||^{\frac{1}{\ell n}})^{\frac{n}{j}} ||T||^{\frac{j}{n}} \leq (||T^n||^{\frac{1}{n}})^{1-\frac{j}{n}} ||T||^{\frac{j}{n}}.
\]

(4.4)

Therefore for \( k \) large enough in terms of \( n \), \( ||T^k||^{\frac{1}{k}} \) is at most slightly larger than \( ||T^n||^{\frac{1}{n}} \). Assume now for a contradiction that (4.2) does not hold. Then there is a sequence \( (n_i)_{i \geq 1} \) with \( n_i \to \infty \) and for each \( i \) there is \( r_i \) with \( ||S^n_{r_i}||^{\frac{1}{n_i}} = ||S_0|| \). As the set \( \{ c_1 \leq |r| \leq c_2 \} \) is compact, we may choose a subsequence of \( i \) such that \( r_i \) converges to \( r \in \mathfrak{a}^* \) with \( c_1 \leq |r| \leq c_2 \). We arrive at a contradiction as by (4.4),

\[
||S^n_{r_i}||^{\frac{1}{n_i}} \leq ||S_{r_i}|| + \varepsilon.
\]

Thus for \( r_i \) close enough to \( r \), \( ||S^n_{r_i}||^{\frac{1}{n_i}} \leq \rho(S_r) + \varepsilon \). Then for \( r_i \) close enough to \( r \), \( ||S^n_{r_i}||^{\frac{1}{n_i}} \leq \rho(S_r) + 2\varepsilon \) and hence by (4.4), choosing \( i \) sufficiently large, \( ||S^n_{r_i}||^{\frac{1}{n_i}} \leq \rho(S_r) + 3\varepsilon < ||S_0|| \), a contradiction to the assumption.

\[ \square \]

**Proposition 4.2.** Let \( \mu \) be a non-degenerate probability measure with finite second moment and assume that \( S_0 \) is quasicompact. Then there is \( \delta_0 = \delta_0(\mu) > 0 \) such that for any \( r \in \mathfrak{a}^* \) with \( |r| \leq \delta_0 \) the operators \( S_r \) and \( S^\ast_r \) have strong spectral gap.

More precisely there is \( 0 < \delta_0 < 1 \) small enough satisfying the following properties. For \( |r| \leq \delta_0 \) we can write

\[
S_r = \lambda(r) E_r + D_r \quad \text{and} \quad S^\ast_r = \lambda(r) E^\ast_r + D^\ast_r
\]

where \( \lambda(r), E_r \) and \( D_r \) and equally \( \lambda(r), E^\ast_r \) and \( D^\ast_r \) satisfy the assumptions of Definition 3.3 and the following properties hold:

(i) \( \sup_{|r| \leq \delta_0} ||D_r|| \leq (1 - c) ||S_0|| \) for \( c = c(\mu) > 0 \).

(ii) \( ||E_r - E_0|| \ll \mu |r|^2 \) and \( ||E^\ast_r - E^\ast_0|| \ll \mu |r|^2 \) for \( |r| \leq \delta_0 \).
(iii) Let \( \eta_r \) be the unique \( \lambda(r) \)-eigenfunction of \( S_r \) with unit norm. Then for small enough \( r \) there exists a unique \( \lambda(r) \)-eigenfunction \( \eta'_r \) of \( S^*_r \) satisfying \( \langle \eta'_r, \eta_r \rangle = 1 \). Then for \( \varphi \in L^2(\Omega) \),
\[
E_r \varphi = \langle \varphi, \eta'_r \rangle \eta_r.
\]

(iv) Moreover,
\[
\| \eta_r - \eta_0 \|_2 \ll \mu |r|^2, \quad \text{and} \quad \| \eta'_r - \eta'_0 \| \ll \mu |r|^2
\]
for \( |r| \leq \delta_0 \).

Proof. As \( \mu \) has finite second moment, the directional derivatives of second order of the family of operators \( S_r \) and \( S_r^* \) exist. Therefore the function \( r \mapsto \| S_r - S_0 \| \) is \( C^2 \). Since \( S_r \varphi = S_r \varphi \) for \( \varphi \in L^2(\Omega) \), it follows by Taylor’s theorem that \( \| S_r - S_0 \| \ll \mu |r|^2 \) for small \( r \). By Corollary 3.2 and Corollary 3.5, \( S_0 \) has strong spectral gap and \( S_r \) is quasicompact for small \( r \). Equally by Lemma 3.1 (ii) and since \( S_0^* = \int \rho_0(g^{-1}) \, d\mu(g) \) is a positive operator too, it follows that \( S_0^* \) has strong spectral gap and \( S^*_0 \) is quasicompact for small \( r \).

We show that there is \( \delta_0, c > 0 \) small enough such that for \( |r| \leq \delta_0 \) and two orthogonal functions of unit norm \( \varphi_1, \varphi_2 \in L^2(\Omega) \) it must hold for either \( i = 1 \) or \( i = 2 \) that
\[
\| S_r \varphi_i \|_2 \leq (1 - c) \| S_0 \|. \tag{4.6}
\]
Indeed, assume for a contradiction that (4.6) does not hold. Then \( \| S_0 \varphi_i \|_2 \geq \| S_r \varphi_i \|_2 - \| (S_r - S_0) \varphi_i \|_2 \geq (1 - c) \lambda(0) + O_\mu(|r|^2) \geq (1 - 2c) \| S_0 \| \) for small enough. For \( c \) small enough, as \( S_0 \) has strong spectral gap and \( \langle \varphi_1, \varphi_2 \rangle = 0 \), the latter is a contradiction.

Therefore we have shown for \( |r| \leq \delta_0 \) that the \( \lambda(r) \)-eigenspace of \( S_r \) is one dimensional and on its complement the norm of \( S_r \) is bounded by \( (1 - c) \| S_0 \| \). Choose \( \delta_0 > 0 \) in addition small enough such \( \| S_0 \|(1 - \frac{c}{2}) \lambda(0) \) around zero and by \( \gamma_1: \mathbb{S}^1 \to \mathbb{C} \) a smooth parametrization of the closed circle of radius \( \| S_0 \|(1 - \frac{c}{2}) \) around zero and by \( \gamma_2: \mathbb{S}^1 \to \mathbb{C} \) a smooth parametrization of the circle of radius \( \| S_0 \| \) around \( \| S_0 \| \). Consider the operators
\[
Pr = -\frac{1}{2\pi i} \int_{\gamma_1} R(z, S_r) \, dz, \quad \text{and} \quad Er = -\frac{1}{2\pi i} \int_{\gamma_2} R(z, S_r) \, dz, \tag{4.7}
\]
for \( R(z, S_r) = (S_r - z \cdot \Id)^{-1} \) the resolvent of \( S_r \) at \( z \). Then by Theorem 6.17 of Chapter 3 in [Kat95], the operators \( E_r \) and \( P_r \) are commuting projections with \( \Id = E_r + P_r \) and where \( \ker(P_r) = \Im(P_r) \) is the one dimensional eigenspace of \( S_r \) with eigenvalue \( \lambda(r) \). By setting \( D_r = S_r P_r \), we therefore have shown that \( S_r \simeq S_r(E_r + P_r) = \lambda(r) E_r + D_r \) has strong spectral gap and that (i) holds.

We claim that the operators \( E_r \) and \( P_r \) are also \( C^2 \). Indeed by Lemma 3 of Chapter VII.6 of [DG88], it holds that whenever \( \| S_r - S_0 \| < \| R(z, S_0) \|^{-1} \), then for any \( z \) in the resolvent set of \( S_0 \) that \( z \) is also in the resolvent set for \( S_r \) and that
\[
R(z, S_r) = R(z, S_0) \sum_{n=0}^{\infty} (S_r - S_0)^n R(z, S_0)^n.
\]
Since \( S_r \) is \( C^2 \) it therefore follows that for \( r \) small enough \( R(z, S_r) \) is also \( C^2 \) on \( \gamma_1 \) and \( \gamma_2 \). Thus \( \| P_r - P_0 \| \ll \mu |r|^2 \) and \( \| E_r - E_0 \| \ll \mu |r|^2 \) and the claim for \( E^*_r \) is established similarly.
To show (iii), first assume that such an $\eta'_r$ exists. Then as $E_r \varphi = \langle \varphi, \psi \rangle \eta_r$ for some $\psi \in L^2(\Omega)$ with $S_r E_r = E_r S_r$ and $E_r^2 = E_r$ it follows that $S_r^2 \psi = \lambda(r) \psi$ and that $\langle \eta_r, \psi \rangle = 1$, which implies that $\psi = \eta'_r$. By the above, it follows that there is a unique $\lambda(r)$-eigenfunction of $S_r^*$ with unit norm for $|r| \leq \delta_0$, yet we need to show that there exists one with $\langle \eta_r, \eta'_r \rangle = 1$. For $r = 0$ this holds as both eigenfunctions are positive almost surely and for small $r$ we apply (iv) (for $\eta'_r$ with a fixed norm) to show that there is a $\lambda(r)$-eigenfunction $\eta'_r$ of $S_r^*$ satisfying $\langle \eta_r, \eta'_r \rangle \neq 0$ and therefore upon normalizing $\eta'_r$ the claim follows.

To conclude, we show (iv) for $||\eta_r - \eta_0||_2$ and note that the same argument applies to $||\eta'_r - \eta'_0||_2$. The claim is deduced from (ii) by noticing that for $\delta_0$ small enough, $\eta_r = \frac{E_r \eta_0}{||E_r \eta_0||}$. Indeed, $||E_r \eta_0|| = ||E_r \eta_0 - \eta_0 + \eta_0|| \geq ||\eta_0|| - ||E_r - E_0|| \eta_0| > \frac{1}{2}$ for $\delta$ small enough. To prove (iv), notice

$$||\eta_r - \eta_0||_2 \leq ||\frac{E_r \eta_0}{||E_r \eta_0||} - \frac{E_0 \eta_0}{||E_0 \eta_0||}||_2 + ||\frac{E_0 \eta_0}{||E_0 \eta_0||} - \eta_0||_2 \leq \mu ||E_r - E_0|| + ||\frac{1}{||E_r \eta_0||} - 1|| \leq \mu ||E_r - E_0|| \leq \mu |r|^2,$$

using that $1 = ||E_0 \eta_0||$ and $|\frac{1}{||E_r \eta_0||} - 1| \leq |\frac{||E_0 \eta_0|| - ||E_r \eta_0||}{||E_r \eta_0||}| \leq \mu ||E_r - E_0|| \leq \mu |r|^2$. □

**Proposition 4.3.** Let $\mu$ be a non-degenerate probability measure with finite second moment and assume that $S_0$ is quasicompact. Then $\lambda(r)$ is a $C^2$-function and the Hessian $H_{\lambda,0}$ of $\lambda$ at 0 is a negative definite sesquilinear form.

**Proof.** Using the notation of the proof of Proposition 4.2 it holds that $\lambda(r) = \langle S_r E_r \eta_0, \eta'_0 \rangle$ and therefore for $r$ small enough it follows that $r \mapsto \lambda(r)$ is a $C^2$-function.

For the remainder we follow roughly the proof of Proposition 2.2.7 of [BonaII]. To show that $H_{\lambda,0}$ is negative definite, we fix a non-zero element $r \in \mathfrak{s}^*$ and prove that the function $\xi(t) = \lambda(tr)$ has strictly negative second derivative at zero. Consider the function $h_n(t) = \langle D^n_{tr} \eta_0, \eta'_0 \rangle$. As $D^n_{tr} = (I + E_{tr} D^n_{tr})(I + E_{tr})$ it holds that

$$h_n(t) = \langle D^n_{tr} (I + E_{tr} \eta_0), (I + E_{tr})^* \eta'_0 \rangle \leq ||D_{tr}||^n ||(I + E_{tr} \eta_0)|| ||(I + E_{tr})^* \eta'_0|| \leq ||D_{tr}||^n ||(E_0 - E_{tr})|| ||(E_0^* - E_{tr}^*)|| \leq ||D_{tr}||^n ||E_0 - E_{tr}|| ||(E_0^* - E_{tr}^*)|| \leq ||D_{tr}||^n t^2,$$

using Proposition 4.2(ii). In particular, using Proposition 4.2(i), $\lambda(0)^{-n} |h_n(t)| \ll \mu, t^2$ for all $n \geq 1$ and small $t$ and therefore $\lambda(0)^{-n} h_n^0(0)$ is bounded for all $n \geq 1$ as otherwise Taylor’s theorem would yield a contradiction.

As $\xi(0) = \lambda(0)$ and $\xi'(0) = 0$, it follows that

$$\frac{d^2}{dt^2} \bigg|_{t=0} \left( \lambda(0)^{-n} \langle S^n_{tr} \eta_0, \eta'_0 \rangle \right) = \frac{d^2}{dt^2} \bigg|_{t=0} \left( \lambda(0)^{-n} \xi(t)^n \langle E_{tr} \eta_0, \eta'_0 \rangle + \lambda(0)^{-n} h_n(t) \right) = n\lambda(0)^{-1} \xi''(0) + \left. \frac{d^2}{dt^2} \right|_{t=0} \langle E_{tr} \eta_0, \eta'_0 \rangle + \lambda(0)^{-n} h_n''(0). \tag{4.8}$$

Note that $\frac{d^3}{dt^3} |\langle E_{tr} \eta_0, \eta'_0 \rangle| \ll \mu, r$ 1 + t^2.
We finally consider the functions \( f_n(t) = \lambda(0)^{-n} \langle S^n_{t,\cdot}, \eta_0 \rangle \) for \( n \geq 1 \). We claim that the function \( f_n(t) \) is positive definite. Indeed, for \( t_1, \ldots, t_m \in \mathbb{R} \) and \( \alpha_1, \ldots, \alpha_m \in \mathbb{C} \),

\[
\lambda(0)^n \sum_{k,\ell} \alpha_k \overline{\alpha_\ell} f_n(t_k - t_\ell) = \sum_{k,\ell} \langle S^n_{(t_k - t_\ell),\cdot}, \alpha_k \eta_0, \alpha_\ell \eta_0 \rangle
\]

\[
= \sum_{k,\ell} \int \alpha_k \overline{\alpha_\ell} e^{-i(t_k - t_\ell) \rho(g^{-1}k)} e^{-\delta H(g^{-1}k)} \eta_0(g^{-1}k) \eta_0(k) \, d\mu(g) \, dm_{\Omega}(k)
\]

\[
= \int \left| \sum_k e^{-it_k \rho(g^{-1}k)} \alpha_k \right|^2 e^{-\delta H(g^{-1}k)} \eta_0(g^{-1}k) \eta_0(k) \, d\mu(g) \, dm_{\Omega}(k),
\]

which is positive as \( \eta_0 \geq 0 \). Therefore by Bochner’s theorem and since \( f_n(0) = 1 \) one may expresses \( f_n \) as the Fourier transform of a real valued random variable \( X_n \), i.e. \( f_n(t) = \int e^{itx} \, d\mu_{X_n}(x) \). Denote by \( \nu_n = -i f_n'(0) \) the expected value of \( X_n \) and by \( \sigma_n^2 = -f_n''(0) \) its variance. For any given \( c > 0 \) we notice that \( P[|X_n - \nu_n| < c] \to 0 \) as \( n \to \infty \) since by Lemma 1.1 it holds that \( f_n(t) \to 0 \) for \( t \neq 0 \) as \( n \to \infty \) and therefore \( \mu_n \) weakly converges to the zero measure. Applying Chebyshev’s inequality,

\[
1 - \frac{\sigma_n^2}{c^2} \leq 1 - P[|X_n - \nu_n| \geq c] = P[|X_n - \nu_n| < c] \to 0
\]

and hence \( \sigma_n^2 \geq c^2/2 \) for any large enough \( n \). Thus \( f_n''(0) \to -\infty \) which by (4.8) can only happen if \( \xi''(0) < 0 \). This concludes the proof. \( \square \)

4.2. The Limit Measure. In this section we establish the claimed properties of the functions \( \psi_{\mu,r} \) as stated in (2.26). A multiple of \( \psi_{\mu,0} \) is the limit function of Theorem 1.1.

The main lemma of this section may be viewed as a Lie group analogue of (2.27).

**Lemma 4.4.** Let \( \mu \) and \( \delta_0 \in (0,1) \) be as in Proposition 4.2. Denote for \( |r| \leq \delta_0 \) by \( \eta_r \) the unique \( \lambda(r) \)-eigenfunction of \( S_r \) with unit norm and by \( \eta'_r \) the \( S^*_r \)-eigenfunction with eigenvalue \( \lambda(r) \) satisfying \( \langle \eta'_r, \eta_r \rangle = 1 \). Then the continuous function

\[
\psi_{\mu,r}(g) = \langle \eta_r, \rho_r(g) \eta'_r \rangle
\]

satisfies \( \mu * \psi_{\mu,r} = \psi_{\mu,\rho_r} * \mu = \lambda(r) \psi_{\mu,r} \). Moreover, for any \( f \in \mathcal{S}(X) \) and \( h \in G \),

\[
\int f : \rho_G(h) \psi_{\mu,r} \, dm_G = \int \tilde{f}(r,\omega)(E_r \rho_r(h^{-1})1)(\omega) \, dm_{\Omega}(\omega), \quad (4.10)
\]

where \( \rho_G \) is the right regular representation of \( G \) and we view \( f \) as a right \( K \)-invariant eigenfunction on \( G \).

**Proof.** The relation (4.10) follows as for \( f \in \mathcal{S}(X) \) and \( h \in G \),

\[
\int f : \rho_G(h) \psi_{\mu,r} \, dm_G = \langle \eta_r, \rho_r(f) \rho_r(h) \eta'_r \rangle
\]

\[
= \langle \eta_r, \rho_r(f) \rho_r(m_K) \rho_r(h) \eta'_r \rangle
\]

\[
= \langle \eta_r, \rho_r(f) \eta'_r, \rho_r(h^{-1})1 \rangle
\]

\[
= \langle \rho_r(h^{-1})1, \eta'_r, \rho_r(f) \rangle
\]

\[
= \int \tilde{f}(r,\omega)(E_r \rho_r(h^{-1})1)(\omega) \, dm_{\Omega}(\omega),
\]
Lemma 4.5. Let \( \mu \) be a non-degenerate probability measure on \( G \) with finite second moment and assume that \( S_0 \) is quasicompact. Denote by \( \delta_0 \) the constant obtained from Proposition 4.2. Then for \( |r| \leq \delta_0 \) with \( \delta_0 \) small enough, and \( g \in G \),
\[
|\psi_{\mu,r}(g) - \psi_{\mu,0}(g)| \ll |r|(1 + ||g||).
\]
Moreover, for \( |r| \leq \delta_0 \) and \( g \in G \),
\[
\frac{1}{2} |\psi_{\mu,r}(g) + \psi_{\mu,-r}(g) - \psi_{\mu,0}(g)| \ll |r|^2(1 + ||g||^2).
\]

Proof. Observe that

\[
|\psi_{\mu,r}(g) - \psi_{\mu,0}(g)| = |\langle \eta_r, \rho_r(g) \eta'_r \rangle - \langle \eta_0, \rho_0(g) \eta'_0 \rangle| \\
= |\langle \rho_r(g^{-1}) \eta_r, \eta'_r \rangle - \langle \rho_0(g^{-1}) \eta_0, \eta'_0 \rangle| \\
\leq |\langle \rho_r(g^{-1}) \eta_r, \eta'_r - \eta'_0 \rangle \rangle + |\langle \rho_r(g^{-1}) \eta_r - \rho_0(g^{-1}) \eta_0, \eta'_0 \rangle| \\
\ll \mu ||\eta'_r - \eta'_0||_2 + ||(\rho_r(g^{-1}) - \rho_0(g^{-1})) \eta_0||_2.
\]

Thus in order to prove (4.11), by using Proposition 4.2 (iii) it suffices to deal with \( ||(\rho_r(g^{-1}) - \rho_0(g^{-1})) \eta_0||_2 \). One calculates that for \( g \in G \) and \( \omega \in \Omega \),
\[
|\langle \rho_r(g^{-1}) - \rho_0(g^{-1}) \eta_0 \eta_0(\omega) \rangle| = |(e^{i r H(g\omega)} - 1)||e^{-\delta H(\eta_\omega)} \eta_0(g\omega)| \\
\ll |r||g||e^{-\delta H(\eta_\omega)} \eta_0(g\omega)|.
\]

Equation (4.11) therefore follows by squaring the latter term, integrating over \( \Omega \) and using that \( ||\rho_0(\eta_0)||_2 = ||\eta_0||_2 = 1 \). For (4.12) one performs the same calculation and notices that
\[
\left| \frac{1}{2} \left( \rho_r(g) + \rho_{r,-r}(g) \right) \eta_0(\omega) \right| = |(\cos(r H(g^{-1}\omega)) - 1)||e^{-\delta H(\eta_\omega)} \eta_0(g^{-1}\omega)|.
\]

Then (4.12) follows by using that \( |(\cos(r H(g^{-1}\omega)) - 1)| \ll |r|^2 ||g||^2 \).

4.3. High Frequency Estimate. For a Schwartz function \( f \in \mathcal{S}(X) \), we say that the Fourier transform \( \hat{f} : a \times K \to \mathbb{C} \) has compact support if there is \( R \geq 0 \) such that \( \hat{f}(r, \omega) = 0 \) for \( r \geq R \) and all \( \omega \in \Omega \). In this section with make no notational difference between a function \( f \in \mathcal{S}(X) \) and its \( G \)-lift. We first prove a preliminary lemma on the Fourier transform.

Lemma 4.6. For \( f \in \mathcal{S}(X) \),
\[
||\hat{f}(r, \cdot)||_{L^2(\Omega)} \leq ||f||_1
\]
Proof. We calculate for \( r \in \mathfrak{a} \) and \( \omega \in \Omega \) that

\[
|\hat{f}(r, \omega)|^2 = \left| \int_G f(g)(\rho_r(g)1)(\omega) \, dm_G(g) \right|^2 \\
\leq \int_G |f(g)| \left| (\rho_r(g)1)(\omega) \right| \, dm_G(g)^2 \\
\leq \int_G |f(g)| \left| (\rho_0(g)1)(\omega) \right| \, dm_G(g)^2.
\]

Set \( f_1 = \frac{||f||}{\|f\|_1} \) so that it follows that

\[
|\hat{f}(r, \omega)|^2 \leq ||f||_1^2 \cdot \left| \int_G (\rho_0(g)1)(\omega) f_1(g) \, dm_G(g) \right|^2.
\]

Recall that if \( X \) is a random variable on a probability space then by Jensen’s inequality \( E[X^2] \leq E[X]^2 \). By construction \( f_1 dm_G \) is a probability measure and hence it follows that

\[
|\hat{f}(r, \omega)|^2 \leq ||f||_1^2 \int_G (\rho_0(g)1)(\omega)^2 f_1(g) \, dm_G(g)
\]

\[
\leq ||f||_1^2 \int_G \left( \frac{d(\alpha_g) m_\Omega}{dm_\Omega}(\omega) \right) f_1(g) \, dm_G(g)
\]

Thus we conclude that

\[
||\hat{f}(r, \cdot)||_2^2 \leq ||f||_1^2 \int_G \left( \int_\Omega \frac{d(\alpha_g) m_\Omega}{dm_\Omega}(\omega) \, dm_\Omega(\omega) \right) f_1(g) \, dm_G(g)
\]

\[
\leq ||f||_1^2.
\]

\[\square\]

Lemma 4.7. Let \( \mu \) be a non-degenerate probability measure on \( G \) assume that \( S_0 \) is quasicompact and let \( \delta_0 \in (0,1) \) be the constant from Proposition 4.2. Let \( R \geq 1 \) and let \( f \in \mathcal{S}(X) \) be a Schwartz function whose Fourier transform satisfies \( \hat{f}(r, \omega) = 0 \) for all \( |r| \geq R \) and \( \omega \in \Omega \). Then there is \( c_R = c_R(\mu) > 0 \) depending on \( \mu \) and \( R \) such that for \( n \geq 1 \),

\[
\left| \frac{n^{1/2}}{\sigma^n} \int_{|r| \geq \delta_0} \int_\Omega \hat{f}(r, \omega) (S_r \rho_r(h_0)1)(\omega) \, dm_\Omega(\omega) \, d\nu_{\text{sph}}(r) \right| \leq \mu R^{\text{dim}X} e^{-c_R n} ||f||_1.
\]
Proof. Choose $R$ such that $\hat{f}(r, \omega) = 0$ for $r \geq R$ and $\omega \in \Omega$. Then using Cauchy-Schwarz and Lemma 4.1,

\[
\frac{1}{\sqrt[n]{\sigma}} \int_{|r| \leq R} \int_{\Omega} \left| \hat{f}(r, \omega) \left( S^n \rho_r(h_0)1 \right) \right| dm_\Omega(\omega) d \nu_{\text{sph}}(r) \leq \frac{1}{\sqrt[n]{\sigma}} \int_{|r| \leq R} \left\| \hat{f}(r, \cdot) \right\|_{L^2(\Omega)} \left\| S^n \rho_r(h_0)1 \right\|_2 d \nu_{\text{sph}}(r)
\]

\[
\leq \frac{1}{\sqrt[n]{\sigma}} \sup_{|r| \leq R} \left\| S^n \rho_r(h_0)1 \right\| \left( \int_{|r| \leq R} \left| \hat{f}(r, \cdot) \right|_{L^2(\Omega)} d \nu_{\text{sph}}(r) \right)
\]

\[
\leq e^{-c_R} R \int_{|r| \leq R} \left| c(r) \right|^{-2} d \nu_a(r)
\]

\[
\ll e^{-c_R} \|f\|_1 \int_{|r| \leq R} \left( 1 + |r|^{\dim(N)} \right) d \nu_a(r) \ll e^{-c_R} \|f\|_1,
\]

using \[4.2\] in order to choose a constant $c_R > 0$ depending on $\mu$ and $R$ such that \(\left( \frac{r^{\ell/2}}{\sigma} \sup_{|r| \leq R} \| S^n \| \right) \leq e^{-c_R} \) for $n$ large enough and Proposition 7.2 of chapter IV in [Hei84], asserting that $|c(r)|^{-2} \ll 1 + |r|^{\dim(N)}$ for any $r \in a^*$.

Towards proving Theorem 1.3 we strengthen Lemma 4.7 under strong assumptions on $\|S_r\|$.

**Lemma 4.8.** Let $\mu$ be a non-degenerate probability measure on $G$. Assume that $S_0$ is quasicompact and that $\left( \sup_{|r| \geq 1} \| S_r \| \right) < \| S_0 \|$. Let $\delta_0$ be the constant from Proposition 4.2. Then for $f \in \mathcal{F}(X)$, $s > \frac{1}{2} \dim X$ and $n \geq 1$,

\[
\frac{r^{\ell/2}}{\sqrt[n]{\sigma}} \int_{|r| \geq \delta_0} \int_{|r| \geq \delta_0} \Omega \left| \hat{f}(r, \omega) \left( S^n \rho_r(h_0)1 \right) \right| d \nu_{\text{sph}}(r) d \nu_{\text{sph}}(r) \ll_{\mu, s} e^{-c_R} \|f\|_{H^s}.
\]

**Proof.** The left hand side of the claimed equation is bounded by

\[
\leq \frac{r^{\ell/2}}{\sqrt[n]{\sigma}} \int_{|r| \geq \delta_0} \left\| \hat{f}(r, \cdot) \right\|_{L^2(\Omega)} \left\| S^n \rho_r(h_0)1 \right\|_2 d \nu_{\text{sph}}(r)
\]

\[
\leq e^{-c_R} \int_{|r| \geq \delta_0} \left\| \hat{f}(r, \cdot) \right\|_{L^2(\Omega)} |r|^s d \nu_{\text{sph}}(r)
\]

\[
\leq e^{-c_R} \sqrt{\int_{|r| \geq \delta_0} |r|^{-2s} d \nu_{\text{sph}}(r)} \sqrt{\int_{|r| \geq \delta_0} \left\| \hat{f}(r, \cdot) \right\|^2_{L^2(\Omega)} |r|^{2s} d \nu_{\text{sph}}(r)}
\]

\[
\ll_{\delta_0, s} e^{-c_R} \|f\|_{H^s},
\]

for $n$ large enough and choosing $s$ sufficiently large such that $\int_{|r| \geq 1} |r|^{-2s} d \nu_{\text{sph}}(r)$ is bounded. Indeed, by Proposition 7.2 of chapter IV in [Hei84], it holds that $|c(r)|^{-2} \ll 1 + |r|^{\dim(N)}$ for any $r \in a^*$ and therefore $|c(r)|^{-2} \ll_{\delta_0} |r|^{\dim(N)}$ for $|r| \geq \delta_0$. Thus $\int_{|r| \geq \delta_0} |r|^{-2s} d \nu_{\text{sph}}(r) \ll_{\delta_0} \int_{|r| \geq \delta_0} |r|^{\dim(N) - 2s} d \nu_a(r)$ and the latter term is $< \infty$ whenever $\dim(N) - 2s < - \dim A$. \[\square\]
4.4. Low Frequency Estimate. Throughout this section we assume that $S_0$ is quasicompact and denote by $\delta_0 \in (0,1)$ the constant from Proposition 4.2. In this section we deal with the some preliminary estimates for the frequency range $|r| \leq \delta_0$. We recall that by Proposition 4.2 for $|r| \leq \delta_0$ we have a decomposition

$$S_r = \lambda(r) E_r + D_r,$$

where $E_r$ and $D_r$ satisfy the properties of Definition 3.3. We first show that we can ignore the contribution of $D_r$.

**Lemma 4.9.** Let $\mu$ be a non-degenerate probability measure on $G$ and assume that $S_0$ is quasicompact. There exists a constant $c > 0$ depending on $\mu$ such that for all $f \in \mathcal{S}(X)$ and $h_0 \in G$,

$$\left| \frac{n^{\ell/2}}{\sigma^n} \int_{|r| \leq \delta_0} \int_{\Omega} \hat{f}(r,\omega) (D^n_r \rho_r(h_0)1)(\omega) d\mu_\Omega(\omega) d\nu_{\text{sph}}(r) \right| \leq \|f\|_1 e^{-cn}. $$

**Proof.** Using Proposition 4.2, we deduce $\frac{n^{\ell/2}}{\sigma^n} \sup_{|r| \leq \delta_0} \|D^n_r \rho_r(h_0)1\| \ll e^{-cn}$ for $c > 0$ a constant depending on $\mu$. Using Cauchy-Schwarz the term in question is bounded by

$$\frac{n^{\ell/2}}{\sigma^n} \int_{|r| \leq \delta_0} ||\hat{f}(r,\cdot)||_{L^2(\Omega)} \|D^n_r \rho_r(h_0)1\|_2 d\nu_{\text{sph}}(r).$$

The lemma follows as $||\hat{f}(r,\cdot)||_{L^2(\Omega)} \leq ||f||_1$ by Lemma 4.6 and by estimating $\int_{|r| \leq \delta_0} 1 d\nu_{\text{sph}}(r) \ll 1$ since $\delta_0 \leq 1$. \qed

Therefore, up to an exponential error term, we only need to deal with

$$\frac{n^{\ell/2}}{\sigma^n} \int_{|r| \leq \delta_0} \lambda(r)^n \int_{\Omega} \hat{f}(r,\omega)(E_r \rho_r(h_0)1)(\omega) d\mu_\Omega(\omega) d\nu_{\text{sph}}(r). \quad (4.14)$$

Recall that $\ell = 2p + d$ for $d$ the rank of $G$, where the rank is defined as the real dimension of $a$. We therefore may rewrite (4.14) by replacing $r$ by $\frac{r}{\sqrt{n}}$ as

$$\frac{n^p}{\sigma^n} \int_{|r| \leq \delta_0 \sqrt{n}} \lambda\left(\frac{r}{\sqrt{n}}\right)^n |c(\frac{r}{\sqrt{n}})|^{-2} \int_{\Omega} \hat{f}(\frac{r}{\sqrt{n}},\omega)(E_{\frac{r}{\sqrt{n}}} \rho_{\frac{r}{\sqrt{n}}}(h_0)1)(\omega) d\mu_\Omega(\omega) d\nu_{a^*}(r). \quad (4.15)$$

Towards proving the local limit theorem, we first replace $\lambda(r/\sqrt{n})$ by a suitable function. Before doing so we give some elementary calculative results.

**Lemma 4.10.** The following inequalities hold:

1. For any $A, B \in \mathbb{R}$,

$$|e^A - e^B| \leq |A - B| \max\{e^A, e^B\}$$

2. For any $c > 0, r \neq 0$ and $n \geq 1$,

$$ne^{-cnr^2} \leq \frac{2}{c} e^{-cnr^2/2r^2}.$$

**Proof.** For the first inequality by assuming without loss of generality that $A \geq B$ we deduce that $|e^A - e^B| \leq e^A|1 - e^{B-A}|$ and hence reduce to showing that $|1 - e^{B-A}| \leq |A - B|$. For this we use that $e^x \geq 1 + x$ and hence as $B - A$ is negative, $|1 - e^{B-A}| = 1 - e^{B-A} \leq -(B - A) = |A - B|$. 

For the second inequality, we use that $e^x \geq 1 + x$ and hence as $B - A$ is negative, $|1 - e^{B-A}| = 1 - e^{B-A} \leq -(B - A) = |A - B|$. 
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For the second inequality we apply the observation that \( e^{-x} \leq \frac{1}{2} \) to deduce that \( ne^{-cnr^2/2} \leq n \frac{2}{e^{cnr^2}} \) which implies the claim by multiplication with \( e^{-cnr^2/2} \).

\[\square\]

**Lemma 4.11.** Assume that \( \mu \) has finite fourth moment. There are constants \( c_2, c^* > 0 \) and a positive definite sesquilinear form \( Q \) on a such that for \( |r| \leq \delta_0 \),

\[
\left| \frac{\lambda(r)^n}{\sigma^n} - e^{-c_2nQ(r,r)} \right| \ll \mu e^{-c^* n^2 |r|^2}.
\]

In particular, for \( |r| \leq \delta_0 \sqrt{n} \),

\[
\left| \frac{\lambda(r/\sqrt{n})^n}{\sigma^n} - e^{-c_2Q(r,r)} \right| \ll \mu n^{-1} e^{-c^* |r|^2}.
\]

**Proof.** As in the proof of Proposition 4.3 one shows that \( \lambda(r) \) is \( C^4 \) if \( \mu \) has finite fourth moment. Indeed, by conducting a Taylor expansion of \( \lambda \), for small \( r \),

\[
\lambda(r) = \lambda(0) - Q(r,r) + O_C(|r|^{4}),
\]

where \( Q(r,r) = -H_{\lambda,0}(r,r)/2 \) for \( H_{\lambda,0} \) the Hessian of \( \lambda \) at \( 0 \). By Proposition 4.3 the sesquilinear form \( Q \) is positive definite. Moreover, we may choose for small enough \( r \) a constant \( c_* > 0 \) such that \( |\lambda(r)| \leq \lambda(0)(1 - c^* |r|^2) \). Using that \( \ln(1 + x) \leq x \), it therefore follows that

\[
\lambda(0) - Q(r,r) \leq -c^* n |r|^2.
\]

Throughout set \( c_2 = \frac{1}{\lambda(0)} \) and choose \( c^* \leq c_2 \). Then

\[
\max \{ e^{-c_2nQ(r,r)}, e^{n \ln(\lambda(r)/\lambda(0))} \} \leq e^{-c^* n |r|^2}.
\]

Using Lemma 4.10 (i) it follows that

\[
\left| \frac{\lambda(r)^n}{\lambda(0)^n} - e^{-c_2nQ(r,r)} \right| = \left| e^{n \ln(\lambda(r)/\lambda(0))} - e^{-c_2nQ(r,r)} \right| \\
\leq \max \{ e^{-c_2nQ(r,r)}, e^{n \ln(\lambda(r)/\lambda(0))} \} |n \ln(\lambda(r)/\lambda(0)) + c_2nQ(r,r)| \\
\ll e^{-c^* nQ(r,r)} |r|^{4} \\
\ll e^{-c^* nQ(r,r)} |r|^2,
\]

by using Lemma 4.10 (ii) in the last line by changing the constant \( c^* \). \( \square \)

Recall by the definition of the c-function:

\[
|c(r)|^{-2} = \frac{1}{I(\delta)} \left( \prod_{\ell=1}^{p} \left| B \left( \frac{m(r_\ell)}{2}, \frac{i(r_\ell, r_{\ell'})}{r_{\ell'} \ell} \right) \right|^{-2} \cdot \left( \prod_{\ell=p+1}^{k} \left| B \left( \frac{m(r_\ell)}{2}, \frac{m(r_{\ell})/2}{r_{\ell'} \ell} + \frac{i(r_\ell, r_{\ell'})}{r_{\ell'} \ell} \right) \right|^{-2} \right) \\
= \frac{1}{I(\delta)} \left( \prod_{\ell=1}^{p} \frac{1}{\Gamma \left( \frac{m(r_{\ell})}{2} \right)^2 \Gamma \left( \frac{i(r_{\ell}, r_{\ell'})}{r_{\ell' \ell}} \right)^2} \cdot \left( \prod_{\ell=p+1}^{k} \frac{1}{\Gamma \left( \frac{m(r_{\ell})}{2} \right)^2 \Gamma \left( \frac{m(r_{\ell})/2}{r_{\ell' \ell}} + \frac{i(r_\ell, r_{\ell'})}{r_{\ell' \ell}} \right)^2} \right) \right),
\]

where \( B(x, y) = \int_0^1 t^{x-1} (1 - t)^{y-1} \) is the Beta function satisfying \( B(x, y) = \frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} \).
Lemma 4.12. There is a constant $c_G$ depending only on $G$ such that for $|r| \leq \delta_0$, 
\[ |c(r)|^{-2} = c_G \prod_{\ell=1}^p |(r, r_\ell)|^2 + O\left(|r|^2 \right). \]

In particular, for $|r| \leq \delta_0 \sqrt{n}$,
\[ n^p |c(\frac{r}{\sqrt{n}})|^{-2} - c_G \prod_{\ell=1}^p |(r, r_\ell)|^2 \ll n^{-1}|r|^2. \]

Proof. As the singularities of the $\Gamma$ function are at $0, -1, -2, \ldots$ and $\Gamma(z)$ behaves around 0 like $\frac{1}{z}$, it holds that $|\Gamma(\frac{1}{n} r^2)| - x^2| \ll x^4$ and $|\Gamma(\frac{x+ix}{2} - \Gamma(\frac{x}{2})| \ll x^2$. Therefore,
\[ \frac{|\Gamma(\frac{m(r_\ell)}{2})|}{|\Gamma(\frac{m(r)}{2})|} e^{\frac{i(m(r_\ell)/2)}{r_\ell}} \ll |r|^{-2} \]

and similarly
\[ \frac{|\Gamma(\frac{m(r_\ell)}{2})|}{|\Gamma(\frac{m(r)}{2})|} e^{\frac{i(m(r)/2)}{r_\ell}} \ll |r|^{-2}. \]

Using these two estimates in (4.16) the lemma follows for a suitable constant $c_G$. □

Denote by
\[ \gamma(r) = c_G e^{-c_Q(r, r)} \prod_{\ell=1}^p |(r, r_\ell)|^2 \]

for $c_G$ the constant from Lemma 4.12. We then may draw the following corollary.

Corollary 4.13. Assume that $\mu$ has finite fourth moment. For $|r| \leq \delta_0 \sqrt{n}$ and $c' > 0$ a constant depending on $\mu$,
\[ \left| \frac{n^p}{\sigma^n} \lambda(\frac{r}{\sqrt{n}})|c(\frac{r}{\sqrt{n}})|^{-2} - \gamma(r) \right| \ll \mu n^{-1} e^{-c'|r|^2}. \]

Proof. Combining Lemma 4.11 and Lemma 4.12 for a suitable constant $c' > 0$,
\[ \left| \frac{n^p}{\sigma^n} \lambda(\frac{r}{\sqrt{n}})|c(\frac{r}{\sqrt{n}})|^{-2} - \gamma(r) \right| \leq \left| \frac{\lambda(\frac{r}{\sqrt{n}})^n}{\sigma^n} - e^{-c_Q(r, r)} \right| n^p |c(\frac{r}{\sqrt{n}})|^{-2} \]
\[ + \left| n^p |c(\frac{r}{\sqrt{n}})|^{-2} - c_G \prod_{\ell=1}^p |(r, r_\ell)|^2 \right| e^{-c_Q(r, r)} \]
\[ \ll \mu n^{-1} e^{-c'|r|^2}, \]

using that $|c(\frac{r}{\sqrt{n}})|^{-2} - \gamma(r) \ll \mu |r|^{O(1)}$ which equally follows by Lemma 4.12. □

4.5. Proof of Theorem 1.2 and Theorem 1.3. Throughout this section assume that $\mu$ has finite fourth moment. We are now in a suitable position to prove Theorems 1.2 and 1.3. Let $f \in \mathcal{S}(X)$. Recall that we expressed in (2.21) the term in question $\frac{n^p}{\sigma^n} \int f(g, x_0) d\mu^n(g)$ for $x_0 = h_0K$ by using the Fourier inversion formula as
\[ \frac{n^p}{\sigma^n} \int_{\Omega} \int f(r, \omega) (S_{\rho_r}^n h_0)(\omega) \, dm_\Omega(\omega) \, d\nu_{\text{ph}}(r). \]
The latter term is decomposed into the high frequency \((2.22)\) and low frequency \((2.23)\) component for \(\delta_0 \in (0, 1)\) small enough such that Lemma 4.2 holds. Under the assumption \(\sup_{|r| \geq 1} ||S_r||\), the high frequency term \((2.22)\) is dealt with by Lemma 4.8 collecting an error term of size \(O_\mu(e^{-cn}||f||_{H^s})\) for \(s = \frac{1}{2}(\dim X + 1)\). Without this assumption, one requires that the Fourier transform of \(f\) is compactly supported yielding by Lemma 4.7 an error term of size \(O_\mu(f(e^{-cn}||f||_1))\).

For the low frequency term, one applies Lemma 4.9 thereby collecting an error term of size \(O_\mu(e^{-cn}||f||_1)\). It remains to deal with \((4.14)\), which after the substitution \(r \to \frac{r}{\sqrt{n}}\) is of the form \((4.15)\). Using Lemma 5.9 and Corollary 4.13, we arrive at the term

\[
\int_{|r| \leq \delta_0 \sqrt{n}} \gamma(r) \int_{\Omega} \tilde{f}(\frac{r}{\sqrt{n}}, \omega) (E_{\frac{r}{\sqrt{n}}} \rho \frac{r}{\sqrt{n}} (h)) 1(\omega) \, dm_\Omega(\omega) \, dm_{\ast^r}(r)
\]

admitting an additional error term of size

\[
\ll \mu \, n^{-1} ||f||_1 \int_{|r| \leq \delta_0 \sqrt{n}} e^{-c'|r|^2} \, dm_{\ast^r}(r) \ll \mu \, n^{-1} ||f||_1,
\]

using that the latter integral converges.

We define for \(n \geq 1\) the continuous real-valued functions on \(G\),

\[
\psi_n(g) = \int_{|r| \leq \delta_0 \sqrt{n}} \gamma(r) \psi_{\mu, \frac{r}{\sqrt{n}}}(g) \, dm_{\ast^r}(r) \quad \text{and} \quad (4.17)
\]

\[
\psi_0(g) = c_\mu \cdot \psi_{\mu, 0}(g) \quad \text{for} \quad c_\mu = \int_{r \in \ast^r} \gamma(r) \, dm_{\ast^r}(r).
\]

While \(\psi_{\mu, \frac{r}{\sqrt{n}}}\) is not necessarily real-valued, the function \(\psi_n\) is as \(\psi_{\mu, \frac{r}{\sqrt{n}}} = \psi_{\mu, \frac{-r}{\sqrt{n}}}\) and the definition of \(\psi_n\) is invariant under \(r \mapsto -r\).

We have so far collected a total error of size

\[
O_\mu(n^{-1} ||f||_1 + e^{-cn} ||f||_{H^s})
\]

under the assumption \(\sup_{|r| \geq 1} ||S_r|| < ||S_0||\) and for \(f \in \mathcal{F}(X)\) and

\[
O_\mu(n^{-1} ||f||_1) + O_\mu(f(e^{-cn}||f||_1))
\]

without the latter assumption yet requiring that the Fourier transform of \(f\) has compact support. To conclude the proof, we show the following lemma.

**Lemma 4.14.** For \(g \in G\) and \(n \geq 1\),

\[
|\psi_n(g) - \psi_0(g)| \ll_\mu n^{-1}(1 + ||g||^2).
\]

**Proof.** Since \(\gamma(r) \ll_\mu e^{-c'|r|^2}\) for a suitable constant \(c'\) it follows that

\[
|\psi_{\mu, 0}(g)| \ll_\mu \int_{|r| > \delta_0 \sqrt{n}} \gamma(r) \, dm_{\ast^r}(r)
\]

decays exponentially fast in \(n\) (using that \(|\psi_{\mu, 0}(g)| = |\langle \eta_0, \rho_0(g) \gamma_{0'} \rangle| \ll_\mu 1\) and therefore we need to deal with

\[
\left| |\psi_n(g) - \int_{|r| \leq \delta_0 \sqrt{n}} \gamma(r) \psi_{\mu, 0}(g) \, dm_{\ast^r}(r) |\right|. \quad (4.18)
\]
By Lemma 4.4 it holds that
\[
\left| \frac{\psi_{\mu_n}(g) + \psi_{\mu_n,0}(g)}{2} - \psi_{\mu,0}(g) \right| \ll_{\mu} n^{-1}|r|^2(1 + ||g||^2)
\]
and therefore using again that \(\gamma(r) \ll_{\mu} e^{-\alpha^*|r|^2}\) and as the defining integral of \(\psi_n\) is invariant under replacing \(r\) by \(-r\),
\[
(4.18) \ll_{\mu} n^{-1}(1 + ||g||^2)^2 \int_{|r| \leq \delta_0\sqrt{n}} \gamma(r)|r|^2 dm_{\ast}(r) = \ll_{\mu} n^{-1}(1 + ||g||^2).
\]

Recall that we have defined
\[
||f||_1 = \int |f(x)|(1 + dX(x, o)^2) dm_X(x) = \int |f(g)|(1 + ||g||^2) dm_G(g),
\]
where we make no notational difference between \(f\) and its lift to \(G\). To conclude the proof of (1.6) and (1.9) we estimate
\[
\left| \int f(g.x_0) \psi_n(g) dm_G(g) - \int f(g.x_0) \psi_0(g) dm_G(g) \right| \\
\leq \int |f(g)||\psi_n(gh_0^{-1}) - \psi_0(gh_0^{-1})| dm_G(g) \\
\ll_{\mu} n^{-1} \int |f(g)|(1 + ||gh_0^{-1}|)^2) dm_G(g) \\
\ll_{\mu} n^{-1} \int |f(g)|(1 + ||g||^2 + ||h_0||^2) dm_G(g) \\
\ll_{\mu} n^{-1}||f||_1 + n^{-1}d_X(x_0, o)^2 ||f||_1,
\]
having used in the penultimate line that \(||gh_0^{-1}|| \leq ||g|| + ||h_0^{-1}||\) by Corollary 7.20 of [BQ16] as \(G\) is connected. This concludes the proof of Theorem 1.2 and of (1.9).

The final claim of Theorem 1.3 is proved in the following lemma.

**Lemma 4.15.** Let \(G\) be a non-compact connected semisimple Lie group with finite center and let \(\mu\) be a non-degenerate probability measure on \(G\) with finite second moment. Assume that \(\mu\) satisfies one of the following properties:

(i) \(\mu\) is spread out.

(ii) \(\mu\) is bi-\(K\)-invariant, i.e. \(m_K * \mu * m_K\).

Then \(S_0\) is quasicompact and \((\sup_{|r| \geq 1} ||S_r||) < ||S_0||\).

**Proof.** The claim of the lemma was established for spread out measures in Section 2.2 of [Bon81]. It remains to treat the case where \(\mu\) is bi-\(K\)-invariant. Note that as \(S_r = \rho_r(m_K)^* S_r^* \rho_r(m_K)\) it holds that \(S_r 1_{\Omega} = \lambda(r) 1_{\Omega}\) and \(S_r (1_{\Omega})\perp = \{0\}\) and therefore \(\lambda(r) = \int \phi_r(g) d\mu(g)\). The claim now follows as \(\phi_r(g) \to 0\) (cf. for example appendix A of [FM21]) for fixed \(g \in G'K\) and \(r \to \infty\) and using that \(\mu(G'K) > 0\) as \(\mu\) is non-degenerate. \(\square\)
4.6. Proof of Theorem [1.1]

**Lemma 4.16.** Let $G$ and $\mu$ be as in Theorem [1.1]. Let $f \in \mathcal{S}(X)$ be a Schwartz function whose Fourier transform is compactly supported. Then

$$\lim_{n \to \infty} \frac{n^{\ell/2}}{\sigma^n} \int f(g.x_0) \, d\mu^n(g) = \int f(g.x_0) \psi_0(g) \, dm_G(g).$$

**Proof.** The proof is as the one of Theorem 1.3 expect that we cannot use Lemma 4.11. Revising the argument of Lemma 4.11, it follows that for the positive definite quadratic form $Q$ from Lemma 4.11 under the assumption that $\mu$ has finite second moment, it holds that

$$\lambda(r) = \lambda(0) - Q(r, r) + o(|r|^2)$$

and therefore for $|r| \leq \delta_0 \sqrt{n}$,

$$\lim_{n \to \infty} \lambda(r/\sqrt{n}) = e^{-c Q(r, r)}$$

for a suitable constant $c' > 0$. Similarly to Lemma 4.13,

$$\lim_{n \to \infty} \frac{n^p}{\sigma^n} \lambda(\sqrt{n}) = \gamma(r).$$

Arguing as in the proof of Theorem 1.2, it therefore follows by dominated convergence,

$$\lim_{n \to \infty} \frac{n^{\ell/2}}{\sigma^n} \int f(g.x_0) \, d\mu^n(g) = \lim_{n \to \infty} \int \gamma(r) \int f(0, \omega)(E_0 1 (\omega) dm_\omega dm_\omega) \, dm_G(g).$$

**Lemma 4.17.** Let $f \in \mathcal{S}(X)$. Then

$$\limsup_{n \to \infty} \left| \frac{n^{\ell/2}}{\sigma^n} \int f(g.x_0) \, d\mu^n(g) \right| \ll ||f||_1,$$

where the implied constant depends only on $G$.

**Proof.** One may reduce to functions $f \geq 0$. By covering the latter function suitably by a linear combination of characteristic functions, it suffices to show the claim for $f = 1_{B_\delta(x)}$ with $\varepsilon > 0$ small and $x \in X$. By Theorem 5.7 of [And04] there is a positive function $h \in \mathcal{S}(X)$, whose Fourier transform has compact support, satisfying $1_{B_\delta(x)} \leq h$ and $||h||_1 \ll \text{vol}_X(B_\delta)$. The lemma follows by applying Lemma 4.10 to $h$.

**Proof.** (of Theorem 1.1) Let $\delta_\varepsilon \in \mathcal{S}(X)$ be an approximation to the identity on $G$ that is bi-$K$-invariant and whose Fourier transform has compact support. Such functions exists by choosing a sequence $\omega_\ell$ of smooth bi-$K$-invariant approximations to the identity that are supported on smaller and smaller balls around the identity and to decay to zero rapidly outside of it. One then readily checks that $\delta_\varepsilon$ satisfies the required properties.
Then for \( f \in \mathcal{H}(X) \), it holds for \( r \in \mathfrak{a}^* \) and \( k \in \Omega \),
\[
\hat{f} * \delta_\ell(r, k) = (\rho_\ell(f * \delta_\ell)1)(k) = (\rho_\ell(f) \rho_\ell(\delta_\ell)1)(k) = \hat{f}(r, k) \delta_\ell(r).
\]

Therefore the Fourier transform of \( f * \delta_\ell \) has compact support.

Combining Corollary 4.16 and Lemma 4.17 for \( f \in \mathcal{H}(X) \),
\[
\frac{n^{\ell/2}}{\sigma^n} \int f(g.x_0) \, d\mu^n(g)
= \frac{n^{\ell/2}}{\sigma^n} \int (f * \delta_\ell)(g.x_0) \, d\mu^n(g) + \frac{n^{\ell/2}}{\sigma^n} \int (f - f * \delta_\ell)(g.x_0) \, d\mu^n(g)
= \int f(g.x_0) \psi_0(g) \, d\mu_G(g) + O_\mu(||f - f * \delta_\ell||_1) + o_{f, \ell}(1)
\]

having used Lemma 4.17 and that \( ||(f - f * \delta_\ell)(gh_0^{-1}) \, d\mu_G(g)|| \ll_\mu ||f - f * \delta_\ell||_1 \) as \( \psi_0 \) is bounded. The claim follows by choosing \( \ell \) sufficiently slowly increasing in \( n \). \( \square \)

5. Quasicompactness of \( S_0 \)

In this section we discuss how to establish quasicompactness of \( S_0 \) under strong Diophantine assumption. The reader may recall the Littlewood-Paley decomposition \( L^2(K) = \bigoplus_{\ell \geq 0} V_\ell \) (see (2.20)), where the space of functions \( V_\ell \) can be pictured as oscillating with frequency \( 2^\ell \). The main result of this section states that under suitable assumptions, the operator \( S_0 \) has small norm on the space of functions with high enough oscillations.

Recall that we denoted by \( \rho_0^+ \) the Koopman representation induced by the \( G \) action on \( K \), which contains the zero principal series \( \rho_0 \) as a subrepresentation and write \( S_0^+ = \rho_0^+(\mu) \). Instead of considering \( S_0 \), we study \( S_0^+ \), which leads to stronger statements.

**Theorem 5.1.** Let \( G \) be a non-compact connected simple Lie group with finite center. For \( c_1, c_2 > 0 \) there exists \( \varepsilon_0 = \varepsilon_0(c_1, c_2) > 0 \) such that the following holds. For any \( 0 < \varepsilon < \varepsilon_0 \) and any symmetric and \((c_1, c_2, \varepsilon)\)-Diophantine probability measure \( \mu \) there is \( L = L(c_1, c_2) \in \mathbb{Z}_{\geq 1} \) such that for \( \varphi \in \bigoplus_{\ell \geq L} V_\ell \),
\[
||S_0^+ \varphi||_2 \leq \frac{1}{4} ||\varphi||_2.
\]

Theorem 5.1 will be deduced in Section 5.4 using results and ideas from [BISGL17], thereby exploiting that the measure \( \mu \) has high dimension (2.28) as well as a Littlewood-Paley decomposition and a mixing inequality on \( G \). Under the additional assumption that \( K \) is semisimple, one may instead follow Bourgain’s [Bon12] original ideas and improve (5.1).

**Theorem 5.2.** Let \( G \) be a non-compact connected simple Lie group with finite center and maximal compact subgroup \( K \). Assume that \( K \) is semisimple. For \( c_1, c_2 > 0 \) there exists \( \varepsilon_0 = \varepsilon_0(c_1, c_2) > 0 \) such that the following holds. For any \( 0 < \varepsilon < \varepsilon_0 \) and any symmetric and \((c_1, c_2, \varepsilon)\)-Diophantine probability measure \( \mu \) there is \( L = L(c_1, c_2) \in \mathbb{Z}_{\geq 1} \) such that for \( \varphi \in \bigoplus_{\ell \geq L} V_\ell \),
\[
||S_0^+ \varphi||_2 \leq c^{O_{c_1, c_2}(1)} ||\varphi||_2.
\]
Corollary 5.3. Let $G$ be a non-compact connected simple Lie group with finite center and maximal compact group $K$. For $c_1, c_2 > 0$ there exists $\varepsilon_0 = \varepsilon_0(c_1, c_2) > 0$ such that the following holds. For any $0 < \varepsilon < \varepsilon_0$ and any symmetric and $(c_1, c_2, \varepsilon)$-Diophantine probability measure $\mu$, the operators $S_0$ and $S_0^+$ are quasicompact.

Proof. As $||S_0|| = ||S_0^+||$ (by Section D of [Gu80]) and since $\rho_0^+$ is a subrepresentation of $\rho_0$, it suffices to show that $S_0^+$ is quasicompact. By Lemma 3.1 the estimate (5.1) implies that $\rho_{\text{ess}}(S_0^+) \leq \frac{1}{2}$. As for $\varepsilon > 0$ small enough, $||\sqrt{\alpha_g} - 1||_\infty \ll |\delta||g| \ll \varepsilon^{O(1)}$ for $g \in B_\varepsilon$, it holds that $||S_0^+|| \geq 1 - \varepsilon^{O(1)}$ and hence the claim follows.

We next explain how to deduce from (5.1) that the Furstenberg measure is absolutely continuous. Given a non-degenerate probability measure, we study the operator

$$T_0 : L^2(\Omega) \to L^2(\Omega), \quad \varphi \mapsto T_0 \varphi = \int \varphi \circ \alpha_g \, d\mu(g).$$

As we discuss in the proof of Corollary 5.3, it is shown in [BQ18] that if $\rho_{\text{ess}}(T_0) < 1$, then the Furstenberg measure of $\mu$ is absolutely continuous. The following corollary is also necessary to establish Theorem 1.3.

Corollary 5.4. Let $G$ be a non-compact connected simple Lie group with maximal compact subgroup $K$. For $c_1, c_2 > 0$ there exists $\varepsilon_0 = \varepsilon_0(c_1, c_2) > 0$ such that the following holds. For any $0 < \varepsilon < \varepsilon_0$ and any symmetric and $(c_1, c_2, \varepsilon)$-Diophantine probability measure $\mu$ there is $L = L(c_1, c_2) \in \mathbb{Z}_{\geq 1}$ such that

$$||T_0 \varphi||_2 \leq \frac{1}{2} ||\varphi||_2 \quad \text{for} \quad \varphi \in \left( L^2(\Omega) \cap \bigoplus_{\ell \geq L} V_\ell \right). \quad (5.3)$$

Then $\rho_{\text{ess}}(T_0) < 1$ and the Furstenberg measure of $\mu$ is absolutely continuous.

Proof. Using as in the proof of Corollary 5.3 that $||\sqrt{\alpha_g} - 1||_\infty \ll |\delta||g| \ll \varepsilon^{O(1)}$ for $g \in B_\varepsilon$ and $\varepsilon > 0$ small enough, it follows that $||S_0 - T_0|| \leq \varepsilon^{O(1)}$. Therefore (5.3) is implied by (5.2). By Lemma 3.1 we hence conclude $\rho_{\text{ess}}(T_0) < 1$.

We finally review the argument from [BQ18] to show that the Furstenberg measure of $\mu$ is absolutely continuous under the assumption that $\rho_{\text{ess}}(T_0) < 1$. Indeed as $T_01 = 1$, it follows that 1 is in the discrete spectrum of $T_0$. If $\rho_{\text{ess}}(T_0) < 1$, one furthermore concludes (cf. Fact 2.3 of [BQ18]) that 1 is in the discrete spectrum of the adjoint operator $T_0^*$ and therefore there is a function $\psi_\varphi \in L^2(\Omega)$ satisfying $T_0^* \psi_\varphi = \psi_\varphi$. One then readily checks that $\psi_\varphi d\mu_\varphi$ is a $\mu$-stationary measure and thus by uniqueness of the Furstenberg measure it holds $d\nu_\varphi = \psi_\varphi d\mu_\varphi$.

We comment on the organization of this section. Theorem 5.1 is proved in Section 5.1. The proof of Theorem 5.2 comprises two steps. In Section 5.2 we first establish using the flattening results from Theorem 3.10 that $S_0^+|_{V_\ell}$ has small operator norm. In Section 5.3 we complete the proof of Theorem 5.2 by using that
there is \( \varepsilon \) (Theorem 6.7 of [BISG17]) and \( V, D > 0 \) is a finite dimensional subspace. Finally in Section 5.2 we show how to deduce that the Furstenberg measure has a \( C^m(K) \) density.

5.1. Proof of Theorem 5.1 Write \( T_0^+ \phi = \int \phi \circ \alpha_g d\mu(g) \) for \( \phi \in L^2(K) \). Since \( \|S_0^+ - T_0^+\| \leq \varepsilon^{O(1)} \), as argued in the proof of Corollary 5.4 in order to prove Theorem 5.1 it suffices to show that

\[
\|T_0^+ \phi\|_2 \leq \frac{1}{8} \|\phi\|_2
\]

for \( \phi \in \bigoplus_{l \geq L} V_l \) and \( L = L(c_1, c_2) \).

We proceed similarly to the proof of Corollary C of [BISG17]. Indeed, we reduce the problem at hand to studying the regular representation on \( L^2(G) \). One then uses the following result of [BISG17], which may be considered as their core technical contribution, which uses that \( \mu \) has high dimension as well as a novel Littlewood-Paley decomposition and a mixing inequality on \( G \). We rephrase their result using the notion of \( (c_1, c_2, \varepsilon) \)-Diophantine measures.

To introduce notation, for a measurable subset \( B \subset G \) we consider the norm

\[
\|f\|_{L^2(B)}^2 = \int_B |f(g)|^2 \, d\mu(g).
\]

Theorem 5.5. (Theorem 6.7 of [BISG17]) Let \( G \) be a connected simple Lie group with finite center and \( B \subset G \) a measurable set with compact closure. Let \( c_1, c_2 > 0 \). Then there is \( \varepsilon_0 = \varepsilon_0(B, c_1, c_2) > 0 \) such that the following holds. For any \( 0 < \varepsilon < \varepsilon_0 \) and any symmetric and \( (c_1, c_2, \varepsilon) \)-Diophantine probability measure \( \mu \) there is a finite dimensional subspace \( V_B \subset L^2(B) \) such that

\[
\|\lambda_G(\mu)(\cdot_{V_B})\|_{op,L^2(B)} \leq \varepsilon^{O_{c_1,c_2}(1)}.
\]

In order to apply Theorem 5.5 we use the following lemma, which is inspired by the proof of Corollary C of [BISG17]. Denote by \( \pi_K : G \to K = G/P^+ \) the natural projection.

Lemma 5.6. Denote \( B = \{ g \in G : |\kappa(g)| \leq c \} \) for \( c > 0 \). For small enough \( c > 0 \) there is a constant \( D > 1 \) depending on \( G \) and \( c > 0 \) such for all \( \phi \in L^2(K) \),

\[
D^{-1} \|\phi\|_{L^2(K)} \leq \|\phi \circ \pi_K\|_{L^2(B)} \leq D \|\phi\|_{L^2(K)}.
\]

Proof. Recall that we denote \( P^+ = AN \). By [BdlHV08] Theorem B.1.4 there is a continuous function \( \rho : G \to \mathbb{R}_{>0} \) such that

\[
\int_G f(g) \rho(g) \, d\mu(g) = \int_K \int_{P^+} f(kp) \, d\mu_P(p) \, dm_K(k)
\]

for all \( f \in L^1(G) \) with compact support. It moreover holds that \( \alpha'_g(xP^+) = \frac{\rho(gx)}{\rho(x)} \) for all \( x, g \in G \). For \( c \) small enough \( 0 < \rho(g) < 1 \) for all \( g \in B \) and therefore \( \inf_{g \in B} |1 - \rho(g)| > 0 \). We choose the constant \( D' \) such that

\[
\sup_{g \in B} |1 - \rho(g)| \leq D'.
\]
We then calculate for \( \varphi_1, \varphi_2 \in L^2(K) \) using (5.6),
\[
\left| m_G(B)(\varphi_1, \varphi_2)_{L^2(K)} - \langle \varphi_1 \circ \pi_K, \varphi_2 \circ \pi_K \rangle_{L^2(B)} \right|
\leq \left| \int_K \int_{P^+} \varphi_1(k) \varphi_2(k) 1_B(p) \, dm_P(p) \, dm_K(k) - \int_B 1_B(g) \varphi_1(\pi_K(g)) \varphi_2(\pi_K(g)) \, dm_G(g) \right|
\leq \int_B \varphi_1(\pi_K(g)) \varphi_2(\pi_K(g))(1 - \rho(g)) \, dm_G(g)
\leq \||\varphi_1 \circ \pi_K||_{L^2(B)} \sqrt{\int_B |\varphi_2(\pi_K(g))|^2 |1 - \rho(g)|^2 \, dm_G(g)}
\leq D' ||\varphi_1 \circ \pi_K||_{L^2(B)} ||\varphi_2 \circ \pi_K||_{L^2(B)}.
\]
By a similar argument we may also estimate the latter term by
\[
m_G(B) D' ||\varphi_1||_{L^2(K)} ||\varphi_2||_{L^2(K)}.
\]
Setting \( \varphi = \varphi_1 = \varphi_2 \) the claim is readily implied by choosing \( D \) suitably in terms of \( D' \) and \( m_G(B) \).

Throughout the following denote by \( B = \{g \in G : |\kappa(g)| \leq c\} \) a set from Lemma 5.6 such that (5.6) holds. We are now in a suitable position to apply Theorem 5.1. Indeed for \( \varphi \in L^2(K) \) it holds by (5.5) that
\[
||T_0 \varphi||_{L^2(K)} \leq D ||(T_0 \varphi) \circ \pi_K||_{L^2(B)} = D ||\lambda_G(\mu)(\varphi \circ \pi_K)||_{L^2(B)}. \tag{5.7}
\]
Let \( V_B \subset L^2(B) \) the finite dimensional subspace of Theorem 5.5. We then may choose \( L \) large enough such that if \( \varphi \in \bigoplus_{i \geq L} V_i \) then
\[
||\varphi \circ \pi_K - (\varphi \circ \pi_K)_{(V_B)^\perp}||_{L^2(B)} \leq \frac{1}{16D^2} ||\varphi \circ \pi_K||_{L^2(B)}, \tag{5.8}
\]
where \((\varphi \circ \pi_K)_{(V_B)^\perp}\) is the projection of \( \varphi \circ \pi_K \) onto \((V_B)^\perp\). Indeed this follows using (5.6) and that \( V_B \) is finite dimensional.

We conclude using Theorems 5.5, 5.3, 5.1, and 5.8,
\[
||T_0 \varphi||_{L^2(K)} \leq D ||\lambda_G(\mu)(\varphi \circ \pi_K)||_{L^2(B)}
\leq D ||\lambda_G(\mu)(\varphi \circ \pi_K - (\varphi \circ \pi_K)_{(V_B)^\perp})||_{L^2(B)} + D ||\lambda_G(\mu)(\varphi \circ \pi_K)_{(V_B)^\perp}||_{L^2(B)}
\leq \frac{1}{16D} ||\varphi \circ \pi_K||_{L^2(B)} + D \varepsilon^{O(c_1, c_2)} ||\varphi \circ \pi_K||_{L^2(B)}
\leq \left( \frac{1}{16} + D^2 \varepsilon^{O(c_1, c_2)} \right) ||\varphi||_{L^2(K)},
\]
showing (5.4) by choosing \( \varepsilon \) small enough in terms of \( c_1 \) and \( c_2 \). The proof of Theorem 5.1 is complete.

5.2. Operator Norm Estimate for \( S_0^+ \) on \( V_\ell \). In this section we prove the following proposition.

**Proposition 5.7.** For \( c_1, c_2 > 0 \) there exists \( \varepsilon_0 = \varepsilon_0(G, c_1, c_2) > 0 \) such that the following holds. For any \( 0 < \varepsilon < \varepsilon_0 \) and any symmetric and \((c_1, c_2, \varepsilon)\)-Diophantine probability measure \( \mu \), there is \( L = L(G, c_1, c_2) \in \mathbb{Z}_{\geq 1} \) such that \( ||S_0^+||_{op} \leq \varepsilon^{O(c_1, c_2)} \) for \( \ell \geq L \).
Recall that as introduced in Section 5.3

\[ P_\delta = \frac{1_{B_R}}{m_G(B_R)}. \]

For the proof of Proposition 5.7, one estimates by the triangle inequality for \( n \geq 1 \) and \( \varphi \in V_t \),

\[ \|(S^+_0)^n\varphi\|_2 \leq \|(S^+_0)^n\varphi - \rho_0^+(\mu^{*n} + P_\delta)\varphi\|_2 + \|(\mu^{*n} + P_\delta)\varphi\|_2. \quad (5.9) \]

We aim to show that (5.9) is very small for a suitably chosen \( n \) and \( \delta \). For the first term of (5.9), we use that the Lipschitz constant of \( \varphi \) is \( \ll ||\gamma||^{O(1)} \).

\[ \text{We aim to show that } (5.9) \text{ is very small for a suitably chosen } n \text{ and } \delta. \]

\[ \text{For the first term of } (5.9), \text{ we use that the Lipschitz constant of } \varphi \text{ is } \ll ||\gamma||^{O(1)}. \]

\[ \text{Therefore, for } \delta \text{-perturbation of } (S^+_0)^n\varphi = \rho_0^+(\mu^{*n})\varphi \text{ is small provided we choose } \delta \text{ miniscule in terms of } \ell. \]

The second term of (5.9) is dealt with by using that \( \mu \) has high dimension. Indeed by Lemma 3.10 it will follow that \( \mu^{*n} + P_\delta \) has small \( \|\cdot\|_\infty \)-norm for \( n \) chosen in terms of \( \delta \). This will allow us to compare \( \|(\mu^{*n} + P_\delta)\varphi\|_2 \) to the average estimate of matrix coefficients

\[ \frac{1}{m_G(B_R)} \int_{B_R} |\langle \rho_0^+(g)\varphi, \varphi \rangle| \, dm_G(g) \ll 2^{-\ell/2}||\varphi||_2 \]

that was discussed in Section 5.3.

We proceed with some preliminary lemmas used in the proof of Proposition 5.7:

First, we estimate how much \( \rho_0^+(g)\varphi \) differs from \( \varphi \), given that \( \varphi \in V_t \) and \( g \in B_R \).

**Lemma 5.8.** Fix \( \ell \geq 0 \). Then for \( \varphi \in V_t \) and \( 0 < \delta \ll 2^{-\ell} \), it holds for \( g \in B_R \),

\[ \|\rho_0^+(g)\varphi - \varphi\|_2 \ll e^{O(1)}\ell^{O(1)}||\varphi||_2. \]

**Proof.** We first fix \( \gamma \in \mathbb{C} \cap I^* \) and denote as usual by \( \pi_\gamma \) the associated irreducible representation and let \( v_1, \ldots, v_n \in \pi_\gamma \) be an orthonormal basis of the representation space of \( \pi_\gamma \). For \( k \in B_3 \) in \( K \) for \( \delta \) small enough, it holds by Lemma 3.1 of [3] that \( ||\pi_\gamma(k) - \Id_{\pi_\gamma}||_{op} \ll d_K(k, e)||\gamma|| \). Indeed, upon conjugation, we can assume that \( k \) is inside the maximal torus \( T \) of \( K \) and hence we can write \( k = e^X \) for \( X \in t = \operatorname{Lie}(T) \) with \( ||X|| \ll d_K(k, e) \). With these assumptions, the eigenvalues of \( \pi_\gamma(k) - \Id_{\pi_\gamma} \) can be calculated as \( e^{\gamma'(X)} - 1 \) for \( \gamma' \) the weights of \( \pi_\gamma \). Choosing \( \delta \ll 2^{-\ell} \), and therefore having \( ||\gamma'(X)|| \ll 1 \), we can bound \( \max_{\gamma'} |e^{\gamma'(X)} - 1| \ll \max_{\gamma'} ||\gamma'(X)|| \ll d_K(g, e)||\gamma|| \), showing the claim.

Denote by \( \psi \) the matrix coefficient \( k \mapsto \sqrt{d_{\pi_\gamma}(\pi_\gamma(k)v_i, v_j)} \), satifying \( ||\psi||_2 = 1 \).

We first show that \( ||\rho_0^+(g)\psi - \psi||_2 \ll e^{O(1)}||\gamma||^{O(1)} \) for \( g \in B_R \). Indeed, using as in the proof of Corollary 5.3 that \( ||\sqrt{\alpha_{\gamma}(k)}(1) - 1||_{\infty} \ll \delta^{O(1)} \) and Lemma 3.7

\[ |\langle \rho_0^+(g)\psi(k) - \psi(k)\rangle| = \left| \left( \sqrt{\alpha_{\gamma}(k)} - 1 \right) \psi(g^{-1}.k) \right| + \left| \psi(g^{-1}.k) - \psi(k) \right| \]

\[ \ll \delta^{O(1)}||\psi(g^{-1}.k)|| + \delta^{O(1)}||\psi(g^{-1}.k) - \pi_\gamma(k)||_{op} \]

\[ \ll \delta^{O(1)}||\psi(g^{-1}.k)|| + \delta^{O(1)}||\gamma||^{O(1)}, \]

which implies the claim using \( ||\psi(g^{-1}.k)|| \leq ||\psi(g^{-1}.k) - \psi(k)|| + ||\psi(k)|| \).

To prove the lemma, denote by \( (\psi_i)_{i \in I} \) an orthonormal basis of \( V_t \) with functions as in the previous paragraph. Then \( ||I|| \ll e^{O(1)}\ell \) and for \( \varphi \in V_t \) we decompose \( \varphi = \sum_{i \in I} a_i \psi_i \), implying using Cauchy-Schwarz,

\[ ||\rho_0^+(g)\varphi - \varphi||_2 \leq \sum_{i \in I} |a_i| ||\rho_0^+(g)\psi - \psi||_2 \ll e^{O(1)}\ell\delta^{O(1)}||\varphi||_2. \]
We next show how to compare $\pi(\nu)\varphi$ with $\pi(\nu \ast P_\delta)\varphi$ for a suitable vector $\varphi$ and a unitary representation $\pi$ and probability measure $\nu$.

**Lemma 5.9.** Let $(\pi, H)$ be a unitary representation of $G$ and let $\delta > 0$. Fix $\varphi \in H$. Assume that $||\pi(g)\varphi - \varphi|| \leq C_\delta ||\varphi||$ for all $g \in B_\delta$ and $C_\delta > 0$ a constant. Then for any probability measure $\nu$,

$$||\pi(\nu)\varphi - \pi(\nu \ast P_\delta)\varphi|| \leq C_\delta ||\varphi||.$$

**Proof.** Using Fubini’s theorem and that $1_B$:

$$\pi(\nu)\varphi = \int \frac{1}{m_G(B_\delta(e))} \left( \int_{B_\delta(h)} \pi(g)\varphi \mu_G(h) \right) d\nu(g)$$

$$= \int \frac{1}{m_G(B_\delta(e))} \left( \int_{B_\delta(h)} \pi(g)\varphi \mu_G(h) \right) d\mu_G(h).$$

Furthermore, by the assumption and using that $B_\delta(h) = hB_\delta(e)$ (the metric on $G$ is left invariant),

$$||\int_{B_\delta(h)} \pi(g)\varphi \mu_G(h) - \nu(B_\delta(h)) \cdot \pi(h)\varphi|| \leq \int_{B_\delta(h)} ||(\pi(g) - \nu(h))\varphi|| \mu_G(h)$$

$$\leq \int_{B_\delta(h)} ||\pi(h)(\pi(h^{-1}g) - \text{Id})\varphi|| \mu_G(h)$$

$$\leq C_\delta ||\varphi||,$$

Finally, as $(\nu \ast P_\delta)(h) = \frac{\nu(B_\delta(h))}{m_G(B_\delta(e))}$,

$$||\pi(\nu)\varphi - \pi(\nu \ast P_\delta)\varphi||$$

$$= \left|\int \frac{1}{m_G(B_\delta(e))} \left( \int_{B_\delta(h)} \pi(g)\varphi \mu_G(h) \right) \mu_G(h) - \int \pi(h) \varphi \nu(B_\delta(h)) \mu_G(h) \right|$$

$$\leq \int \frac{1}{m_G(B_\delta(e))} \left|\int_{B_\delta(h)} \pi(g)\varphi \mu_G(h) - \nu(B_\delta(h)) \cdot \pi(h)\varphi \right| \mu_G(h)$$

$$\leq C_\delta ||\varphi|| \cdot \int \frac{\nu(B_\delta(h))}{m_G(B_\delta(e))} \mu_G(h) = C_\delta ||\varphi||,$$

using in the last line that by Fubini’s theorem $\int \frac{\nu(B_\delta(h))}{m_G(B_\delta(e))} \mu_G(h) = 1$ as $\nu$ is a probability measure.

**Proof.** (of Proposition 5.7) Let $\gamma > 0$ be a fixed constant to be determined later. Then by Proposition 6.10 there is $\varepsilon_0 = \varepsilon_0(c_1, c_2) > 0$ and $C_0 = C_0(c_1, c_2) > 0$ such that for $\delta > 0$ small enough it holds that $||(|\mu^\ast_n|)_\delta||_2 \leq \delta^{-\gamma}$ for any $n \geq C_0 \log \frac{1}{\delta}$ and

$$(\mu^\ast_n)_\delta = \mu^\ast_n \ast P_\delta.$$

Let $\varphi \in V_\ell$ with $||\varphi||_2 = 1$. Then by the triangle inequality,

$$||((S_0^+)^n\varphi)_\delta||_2 \leq ||((S_0^+)^n\varphi - \rho_0^+(\mu^\ast_n \ast P_\delta)\varphi)||_2 + ||\rho_0^+(\mu^\ast_n \ast P_\delta)\varphi||_2.$$

The first term can be estimated using Lemma 5.8 and Lemma 5.9 as $||((S_0^+)^n\varphi - \rho_0^+(\mu^\ast_n \ast P_\delta)\varphi)||_2 \leq e^{O(1)} \delta^{O(1)}$ assuming that $\delta \ll 2^{-\ell}$. For the second term,
Lemma 5.11. Proposition 3.10 to hold. To conclude, it holds by construction that \( \kappa \) and \( \kappa \).

Let \( n \) be a power of 2 satisfying \( n \geq C_0 \log \frac{1}{\log n} \). Then by using that \( S_0^+ \) is self-adjoint and \( n \) a power of 2, it follows by induction on \( k \) with \( 2^k = n \) that \( \| (S_0^+)^k \varphi \|_2 \leq \| (S_0^+)^k \varphi \|_2 \). Therefore it follows for \( \delta \ll 2^{-t} \) that

\[
\| S_0^+ |V_1| \|_{op} \leq D \max\left\{ e^{\frac{\alpha_k}{2} \delta^{\frac{\alpha_k}{\beta}}}, e^{-\frac{\alpha_k}{\beta} \delta^{\frac{\alpha_k}{\beta}}} \right\},
\]

for \( D, \sigma_1, \sigma_2, \sigma_3 > 0 \) absolute constants. We choose \( \delta = e^{-\max\{1, \frac{\alpha_k}{\beta}\} t} \) so that \( \delta \ll 2^{-t} \) and \( e^{\frac{\alpha_k}{2} \delta^{\frac{\alpha_k}{\beta}}} \leq e^{-\frac{\alpha_k}{\beta} \delta^{\frac{\alpha_k}{\beta}}} \). We furthermore set \( \gamma = \frac{\sigma_3}{\max\{1, \frac{\alpha_k}{\beta}\}} \) and therefore \( e^{-\frac{\alpha_k}{\beta} \delta^{\frac{\alpha_k}{\beta}}} = e^{-\frac{\alpha_k}{\beta} \delta^{\frac{\alpha_k}{\beta}}} \). With these choices, \( \| S_0^+ |V_1| \|_{op} \leq D \delta \). In addition we make \( \ell \) large enough in terms of \( c_1 \) and \( c_2 \) such that \( \delta \) becomes small enough for Proposition 5.10 to hold. To conclude, it holds by construction that \( \ell \ll c_1, c_2 \) and therefore \( e^{-\delta} \sim e^{-\delta} \). Similarly \( D \delta \ll e^{-\delta} \), so choosing \( \ell \) additionally larger than a further constant depending on \( c_1 \) and \( c_2 \), the claim follows.

5.3. Proof of Theorem 5.2. Having established that \( \| S_0^+ |V_1| \|_{op} \) is small for \( L \geq L(c_1, c_2) \), we aim to convert this to an estimate that \( \| S_0^+ |\Theta_{c_1, c_2} V_1| \|_{op} \) is also small. We use that the spaces \( S_0^+ V_1 \) and \( V_{\ell} \) are almost orthogonal for \( \ell \neq \ell' \) as shown in Lemma 5.11.

The Lie algebra of \( K \) is denoted \( \mathfrak{k} \) and we also write \( \lambda_K \) for the Lie algebra representation induced by the regular representation \( \lambda_K \) on \( K \). Indeed, for a smooth function \( \varphi \) on \( K \) the function \( \lambda_K(X) \varphi(k) = \lim_{\epsilon \to 0} \frac{1}{\epsilon}(\varphi(e^{-\epsilon X} k) - \varphi(k)) \) with \( X \in \mathfrak{k} \) and \( k \in K \) is the directional derivative of \( \varphi \) in the direction \( -X \).

As in [Bou12], we use an argument based on partial integration to show that \( S_0^+ V_1 \) and \( V_{\ell} \) are almost orthogonal. For a general manifold there is no suitable partial integration formula. However, for compact Lie groups we overcome this issue by exploiting that the Laplacian acts as a scalar on functions on \( L^2(K) \) induced by the representation \( \pi \). Indeed, for a fixed orthonormal basis \( X_1, \ldots, X_{\dim K} \) of \( \mathfrak{k} \) recall that the Casimir element is defined as \( \Delta = -\sum_i X_i \circ X_i \). We then use as replacement to partial integration that

\[
\langle \varphi_1, \lambda_K(\Delta) \varphi_2 \rangle = \sum_i \langle \lambda_K(-X_i) \varphi_1, \lambda_K(X_i) \varphi_2 \rangle .
\]

In order to give a suitable estimate for (5.10), we first analyse \( \| \lambda_K(X) \varphi \|_2 \) for \( X \in \mathfrak{k} \).
Lemma 5.10. Let \( \ell \geq 0 \) and \( \varepsilon > 0 \). Then for \( \varphi \in V_\ell, g \in B_\varepsilon \) and \( X \in \mathfrak{t} \) of unit norm, 
\[
\| \lambda_k(X) \varphi \|_2 \ll 2^\ell \| \varphi \| \quad \text{and} \quad \| \lambda_k(X)(\rho_0^+(g) \varphi) \|_2 \ll (1 + O(\varepsilon^{O(1)})) 2^\ell \| \varphi \|_2.
\]

Proof. Without loss of generality we assume that \( X \in \mathfrak{t} \). Fix \( \gamma \in \mathcal{T} \cap \mathcal{T}^* \). The eigenvalues of the operator \( \pi_\gamma(e^{tX}) - \text{Id} \) can be calculated as \( e^{\gamma(X)} - 1 \) for \( \gamma \) the various weights of the representation \( \pi_\gamma \). Therefore the operator \( \pi_\gamma(X) = \lim_{t \to 0} \frac{1}{t}(\pi_\gamma(e^{tX}) - \text{Id}) \) has eigenvalues \( \gamma(X) \). Let \( v_1, \ldots, v_n \) be an orthonormal basis of eigenvectors of \( \pi_\gamma(X) \). Then the functions \( \psi(k) = \sqrt{\gamma_\pi}(\pi_\gamma(k)v_i, v_j) \) for \( k \in K \) satisfy \( (\lambda_k(X)\psi)(k) = \sqrt{\gamma_\pi}(\pi_\gamma(k)v_i, \pi_\gamma(X)v_j) = (\gamma(X)\psi)(k) \). The first claim follows as \( \| \gamma(X) \| \ll \| \gamma \| \leq 2^\ell \) and by decomposing the function \( \varphi \) as a sum of functions of the form \( \psi \).

For the second claim recall that \( \rho_0^+(g) \varphi = \sqrt{\gamma_\pi}(\varphi \circ \alpha_g) \) and therefore
\[
\lambda_k(X)(\rho_0^+(g) \varphi) = \left( \lambda_k(X) \sqrt{\gamma_\pi} \right) \cdot \left( \varphi \circ \alpha_g \right) + \sqrt{\gamma_\pi} \cdot \lambda_k(X)(\varphi \circ \alpha_g).
\]
(5.11)

To deal with the first term of (5.11), since \( \alpha_g \) is a smooth polynomial perturbation of the identity, it follows that \( \| \lambda_k(X) \sqrt{\gamma_\pi} \|_\infty \leq (1 + O(\varepsilon^{O(1)})) \) and furthermore using integration by substitution, \( \| \varphi \circ \alpha_g \|_2 \ll (1 + O(\varepsilon^{O(1)})) \| \varphi \|_2 \). For the second term of (5.11), we use the chain rule and the first step to conclude that \( \| \lambda_k(X)(\varphi \circ \alpha_g) \|_2 \ll (1 + O(\varepsilon^{O(1)})) 2^\ell \| \varphi \|_2 \), concluding the lemma.

We now apply Lemma 5.10 to prove the following lemma.

Lemma 5.11. For \( \varphi_{\ell_1} \in V_{\ell_1} \) and \( \varphi_{\ell_2} \in V_{\ell_2} \) with \( \ell_1 \neq \ell_2 \) and \( g \in B_\varepsilon \)
\[
\| \langle \rho_0^+(g) \varphi_{\ell_1}, \varphi_{\ell_2} \rangle \| \ll (1 + O(\varepsilon^{O(1)})) 2^{-|\ell_1 - \ell_2|} \| \varphi_{\ell_1} \|_2 \| \varphi_{\ell_2} \|_2.
\]

Proof. Without loss of generality we assume that \( \ell_2 > \ell_1 \). Denote by \( \psi \in V_{\ell_2} \) the function such that \( \lambda_k(\Delta)\psi = \varphi_{\ell_2} \). Then by Lemma 5.7 \( \| \psi \|_2 \ll 2^{-2\ell_2} \| \varphi_{\ell_2} \|_2 \).

Using then Lemma 5.10 and Lemma 5.10
\[
\| \langle \rho_0^+(g) \varphi_{\ell_1}, \varphi_{\ell_2} \rangle \| \ll \| \langle \rho_0^+(g) \varphi_{\ell_1}, \lambda_k(\Delta)\psi \rangle \|
\leq \sum_i |\lambda_k(-X_i)\rho_0^+(g)\varphi_{\ell_1}, \lambda_k(X_i)\psi |
\leq \sum_i \| \lambda_k(-X_i)(\rho_0^+(g)\varphi_{\ell_1}) \| \| \lambda_k(X_i)\psi \|
\ll (1 + O(\varepsilon^{O(1)})) 2^{\ell_1 + \ell_2} \| \varphi_{\ell_1} \|_2 \| \psi \|_2
\ll (1 + O(\varepsilon^{O(1)})) 2^{\ell_1 - \ell_2} \| \varphi_{\ell_1} \|_2 \| \varphi_{\ell_2} \|_2.
\]

\[\square\]

We conclude this section by proving Theorem 5.2 by combining Proposition 5.7 and Lemma 5.11.

Proof. (of Theorem 5.2) By Proposition 5.7 there is \( \varepsilon_0 = \varepsilon_0(c_1, c_2) > 0 \) and \( L = L(c_1, c_2) \in \mathbb{Z}_{\geq 1} \) such that \( \| S_0^+ | V_\ell \|_{op} \leq \varepsilon^{D_1 \cdot c_2(1)} \) for \( \ell \geq L \). Let \( \varphi \in \bigoplus_{\ell \geq L} V_\ell \) and
Lemma 5.11 is used to bound the second term: the conclusion of Proposition 5.7, therefore it follows that

Theorem 5.12.

Let \( G \), \( c \) depending on \( G, c_1, c_2 \) and \( m \) such that every symmetric and \((c_1, c_2, \varepsilon)\)-Diophantine probability measure \( \mu \) with \( \varepsilon \leq \varepsilon_m \) has absolutely continuous Furstenberg measure with density in \( C^m(\Omega) \).

By Corollary 5.4 we know that the Furstenberg measure is absolutely continuous if we choose \( \varepsilon_m \) small enough, i.e. there is \( \psi_F \in L^2(\Omega) \) such that \( d\nu_F = \psi_F d\mu_{\Omega} \). In order to prove Theorem 1.8 we use the smoothness condition from Lemma 3.8 for \( \psi_F \). Indeed, for \( P_t \) the projection from \( L^2(K) \) to \( V_\ell \), it suffices to show

\[
|P_t\psi_F|_2 \leq 2^{-(s+1)\ell}
\]

for \( s > m + \frac{1}{2} \dim K \) and \( \ell \) large enough.

By the characterization of the Furstenberg measure, for any \( n \geq 1 \) it holds that \( \nu_F = \mu^{*n} * \nu_F \) and therefore for \( \varphi \in L^2(K) \),

\[
\langle \psi_F, \varphi \rangle = \left| \int \varphi \, d\nu_F \right| = \left| \int \int \varphi(g,k) \, d\mu^{*n}(g) \, d\nu_F(k) \right| \leq \left| \int \varphi \circ \alpha_g \, d\mu^{*n}(g) \right|_\infty.
\] (5.12)
We thus study the $L^\infty$-norm of the function
\[ \Phi_n = T_n^0 \varphi = \int \varphi \circ \alpha_g \, d\mu^n(g). \]

We will use Corollary 5.4 to give $L^2$-estimates of $\Phi_n$. In order to convert these estimates to an $L^\infty$-bound, we use Agmon’s inequality (cf. [Agm65] chapter 13), which we introduce for compact Lie groups.

**Lemma 5.13.** (Agmon’s Inequality for Compact Lie Groups). Let $K$ be a compact Lie group. Then there is $t \in \mathbb{Z}_{\geq 2}$ depending on $K$ such that for any $\varphi \in C^\infty(K)$,
\[ ||\varphi||_\infty \ll ||\varphi||_2^{1/2} ||\varphi||_{H^t}^{1/2}. \]

**Proof.** For $M \in \mathbb{R}_{>0}$ to be determined, we group together the contribution of the representations with $||\gamma|| \leq M$ and $||\gamma|| > 0$. Indeed, by (2.4), for $k \in K$,
\[ \varphi(k) = \sum_{\gamma \in \mathcal{C} \cap I^*} d_{\gamma} \sum_{i,j=1}^{d_{\gamma}} a_{ij}^\gamma \chi_{ij}^\gamma(k) \]
\[ = \sum_{||\gamma|| \leq M} d_{\gamma} \sum_{i,j=1}^{d_{\gamma}} a_{ij}^\gamma \chi_{ij}^\gamma(k) + \sum_{||\gamma|| > M} d_{\gamma} \sum_{i,j=1}^{d_{\gamma}} a_{ij}^\gamma \chi_{ij}^\gamma(k) \]
\[ = \sum_{||\gamma|| \leq M} d_{\gamma} \sum_{i,j=1}^{d_{\gamma}} a_{ij}^\gamma \chi_{ij}^\gamma(k) + \sum_{||\gamma|| > M} \lambda_1^\gamma \lambda_t^t \sum_{i,j=1}^{d_{\gamma}} a_{ij}^\gamma \chi_{ij}^\gamma(k), \]

where in the last line we multiplied the second term by $1 = \lambda_1^\gamma \lambda_t^t$ for some $t \in \mathbb{Z}_{\geq 0}$. By Cauchy-Schwarz and using Lemma 3.7, the first term can be bounded by $||\varphi||_2 \sqrt{\sum_{||\gamma|| \leq M} d_{\gamma}} \ll M^C ||\varphi||_2$, where $C$ is a constant depending on $K$. For the second term, we choose $t$ large enough such that $\sqrt{\sum_{||\gamma|| > M} \lambda_1^\gamma \lambda_t^t d_{\gamma}} \ll M^{-C}$. Again using Cauchy-Schwarz, the second term is bounded by $M^{-C} ||\varphi||_{H^t}$. The claim is implied by setting $M = (||\varphi||_{H^t})^{1/2C}$. \qed

**Lemma 5.14.** For $\varphi \in V_\ell$ set $\Phi_n = T_n^0 \varphi$. Let $\gamma \in \mathcal{C} \cap I^*$ and $r \in \mathbb{Z}_{\geq 1}$. Then it holds for $\Phi_n(\gamma) = \pi_\gamma(\Phi_n)$,
\[ ||\Phi_n(\gamma)||_{op} \ll r 2^{O(1)\ell - rt}(1 + \varepsilon)^{O(1)n} \gamma ||\gamma||^{O(1)r} ||\varphi||_2. \]

**Proof.** Let $v_1, \ldots, v_{d_{\gamma}}$ be an orthonormal basis of $\pi_\gamma$. Then
\[ ||\Phi_n(\gamma)||_{op} \leq d_{\gamma} \sup_{1 \leq i \leq d_{\gamma}} ||\tilde{\Phi}(\gamma) v_i|| \]
\[ \leq d_{\gamma} \sup_{1 \leq i,j \leq d_{\gamma}} |\langle \tilde{\Phi}(\gamma) v_i, v_j \rangle| \]
\[ = d_{\gamma} \sup_{1 \leq i,j \leq d_{\gamma}} |\langle \Phi_n, \chi_{ij}^\gamma \rangle| \]
\[ \leq d_{\gamma} \sup_{g \in \supp(\mu^n)} |\langle \varphi \circ \alpha_g, \chi_{ij}^\gamma \rangle|. \quad (5.13) \]
Notice further that for \( g \in B_\varepsilon \) and a further \( \gamma' \in \mathcal{C} \cap I^* \) and \( 1 \leq i', j' \leq d_\gamma \),
\[
|\langle \chi'_{i,j'} \circ \alpha_g, \chi_{i,j}^\gamma \rangle| = \frac{\lambda_{\gamma'}}{\lambda_{\gamma}} |\langle \chi'_{i,j'} \circ \alpha_g, \chi_{i,j}^\gamma \rangle| \\
= \frac{1}{\lambda_{\gamma}} |\langle \chi'_{i,j'} \circ \alpha_g, \lambda_K(\Delta)^{\gamma'} \chi_{i,j}^\gamma \rangle| \\
\leq \frac{1}{\lambda_{\gamma}} \sum_{\ell_1, \ldots, \ell_r} |\langle (\lambda(-X_{i_1}) \cdots \lambda(-X_{i_r}) \chi'_{i',j'} \circ \alpha_g, \lambda(X_{i_1}) \cdots \lambda(X_{i_r}) \chi_{i,j}^\gamma \rangle| \\
\ll_r \lambda_{\gamma}^{-r}(1 + \varepsilon)^{O(1)nr} ||\gamma'||^r ||\gamma||^r \\
\ll_r (1 + \varepsilon)^{O(1)nr} ||\gamma'||^r ||\gamma||^{-r}
\]
where for the penultimate line one argues as in Lemma 5.10 and in the last line we use Lemma 3.7. Similarly, it holds that \( |\langle \chi_{i',j'}^\gamma \circ \alpha_g, \chi_{i,j}^\gamma \rangle| \ll_r (1 + \varepsilon)^{O(1)nr} ||\gamma'||^r ||\gamma||^r \).
Then using the decomposition
\[
\varphi = \sum_{2^{t-1} \leq ||\gamma'|| < 2^t} \sum_{i', j'=1} d_{ij} \chi'_{i',j'} \chi_{i,j}
\]
we conclude
\[
|\langle \varphi \circ \alpha_g, \chi_{i,j}^\gamma \rangle| \leq \sum_{\gamma', i', j'} d_{ij}^{1/2} |\chi'_{i',j'}| |\langle \chi'_{i',j'} \circ \alpha_g, \chi_{i,j}^\gamma \rangle| \\
\leq 2^{O(1)t} ||\varphi||_2 \sum_{\gamma', i', j'} |\langle \chi'_{i',j'} \circ \alpha_g, \chi_{i,j}^\gamma \rangle| \\
\ll_r 2^{O(1)t-r} (1 + \varepsilon)^{O(1)nr} ||\gamma'||^r ||\gamma||^r.
\]
This implies the claim by (5.13) and using Lemma 3.7 \( \square \)

**Proof.** (of Theorem 1.8) Let \( \varphi \in V_\varepsilon \) be of unit norm and write \( \Phi_n = T_n^{\varepsilon} \varphi \). It suffices to prove for \( \varepsilon < \varepsilon_m \) and some some \( n \geq 1 \) that
\[
||\Phi_n||_\infty \leq 2^{-(s+1)t}, \tag{5.14}
\]
where \( s \) is a constant depending on \( G \) and \( m \). Indeed, if (5.14) holds, then by (5.12),
\[
||P_\ell \psi_F||_2 \ll 2^{O(1)t-2^{-(s+1)t}},
\]
which satisfies the smoothness condition from Lemma 3.8 for \( s \) large enough depending on \( G \) and \( m \).

We will use Agmon’s inequality to prove (5.14). Notice first that for the fixed \( t \in \mathbb{Z}_{\geq 2} \) from Lemma 5.13
\[
||\Phi_n||_{H^t} = ||\lambda_K(\Delta)^{t/2} \Phi_n||_2 \\
\leq \sup_{g \in \text{supp} \mu^n} ||\lambda_K(\Delta)^{t/2} (\varphi \circ \alpha_g)||_\infty \\
\leq ||\lambda_K(\Delta)^{t/2} \varphi||_\infty (1 + \varepsilon)^{O(1)n} \leq 2^{At},
\]
for an absolute constant \( A \) and where we choose \( n = \frac{1}{10E_2} \ell \) for \( E_2 \) a fixed constant to be determined later.
We next bound \( \|\Phi_n\|_2 \). In order to do so, we decompose \( \Phi_n \) into a low and high frequency part:
\[
\Phi_n = \Phi_n^{(1)} + \Phi_n^{(2)} \quad \text{where} \quad \Phi_n^{(1)} = \sum_{\|\gamma\| \leq \ell(c_1, c_2)} d_{\gamma} \left( \Phi_n \right) \gamma \chi_{\gamma},
\]
Then for \( n \geq 1 \), exploiting Corollary \ref{corollary:5.14}
\[
\|\Phi_n\|_2 \leq \left\| \int \Phi_n^{(1)} \circ \alpha g \, d\mu(g) \right\|_\infty + \left\| \int \Phi_n^{(2)} \circ \alpha g \, d\mu(g) \right\|_2 \leq \|\Phi_n^{(1)}\|_\infty + \frac{1}{2}\|\Phi_n^{(2)}\|_2 \quad (5.15)
\]
Using Lemma \ref{lemma:5.14} it follows for all \( m \leq n \) and \( r \geq 1 \),
\[
\|\Phi_m\|_\infty \ll_\epsilon 2^{O(1)\ell-\epsilon r}(1 + \epsilon)^{O(1)n\ell} L(c_1, c_2)^{O(1)r}\|\varphi\|_2.
\]
Iterating \ref{equation:5.15}, there are absolute constants \( E_1, E_2, E_3 \geq 1 \) such that
\[
\|\Phi_n\|_2 \ll_\epsilon (n^2 E_1^{\ell-\epsilon r}(1 + \epsilon)^{E_2 n\ell} L(c_1, c_2)^{E_3 r} + 2^{-n})\|\varphi\|_2.
\]
By Lemma \ref{lemma:5.13} it therefore follows that
\[
\|\Phi_n\|_\infty \ll_\epsilon (n^2 E_1^{\ell-\epsilon r}(1 + \epsilon)^{E_2 n\ell} L(c_1, c_2)^{E_3 r} + 2^{-n})\|\varphi\|_2.
\]
Setting the parameters suitably, the proof is concluded. Indeed, choose for instance
\[
r = 2(s + 1) + E_1 + A + 100
\]
and \( n = \frac{1}{102^2} \ell \). For \( s \) large enough and choosing \( \epsilon \) small enough in terms of \( r \) and \( s \) the claim \ref{equation:5.14} holds for large \( \ell \) (depending on \( s \) and \( \epsilon \)). \( \square \)
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