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ABSTRACT

We consider a multi-objective optimization problem with objective functions that are expensive to evaluate. The decision maker (DM) has unknown preferences, and so the standard approach is to generate an approximation of the Pareto front and let the DM choose from the generated non-dominated designs. However, especially for expensive to evaluate problems where the number of designs that can be evaluated is very limited, the true best solution according to the DM’s unknown preferences is unlikely to be among the small set of non-dominated solutions found, even if these solutions are truly Pareto optimal. We address this issue by using a multi-objective Bayesian optimization algorithm and allowing the DM to select a preferred solution from a predicted continuous Pareto front just once before the end of the algorithm rather than selecting a solution after the end. This allows the algorithm to understand the DM’s preferences and make a final attempt to identify a more preferred solution. We demonstrate the idea using ParEGO, and show empirically that the found solutions are significantly better in terms of true DM preferences than if the DM would simply pick a solution at the end.
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1 INTRODUCTION

Many real-world optimization problems have multiple, conflicting objectives. A popular way to tackle such problems is to search for a set of Pareto-optimal solutions with different trade-offs, and allow the decision maker (DM) to pick their most preferred solution from this set. This has the advantage that the DM doesn’t have to specify their preferences explicitly before the optimization, which is generally considered very difficult.

In this paper, we consider the case of expensive multi-objective optimization problems, where the evaluation of the objective functions is very costly, and thus the number of solutions that can be evaluated during optimization is small. This creates challenges for optimization, but also means that the Pareto front, which may consist of thousands of Pareto-optimal solutions or even be continuous, can only be approximated by a small set of solutions. It is thus unlikely that the solution most preferred by the DM would be among the small set of solutions found by the optimization algorithm, even if these are among the true Pareto-optimal solutions.

We suggest to tackle this issue by using Bayesian Optimization (BO), a surrogate-based global optimization technique. BO is not only known to be very suitable to expensive optimization as it carefully selects points to evaluate through an acquisition function that explicitly balances exploration and exploitation. It also generates a surrogate model of each objective function. These surrogate models can be optimized by a multi-objective evolutionary algorithm to generate an approximated Pareto front, and as evaluation of the surrogate model is cheap relative to a fitness evaluation, we can generate a fine-granular representation of the approximated Pareto front, consisting of very many solution candidates. This approximated Pareto front with many hypothetical solutions can then be shown to a DM to select from. While we cannot guarantee that the picked solution is actually achievable, the location of the picked solution should still give us a very good idea about the DM’s preferences. Essentially, it provides a reference point which we suspect to be very close to the true Pareto front. We then continue to run BO for a few more steps (often only one more step), aiming to generate
we know that the new found solution is the most preferred one. We believe that the cognitive burden for the DM is not much higher than in standard multi-objective optimization: rather than having to identify the most preferred solution from a discrete approximation of the Pareto front at the end of the run, they now pick the most preferred out of the predicted (larger) set of solutions, but the size of the set presented to the DM should not make a big difference in terms of cognitive effort if the problem has only 2 (perhaps 3) objectives, where the interesting region can be identified easily by inspecting the Pareto front visually. After the final optimization step, if we have found a solution that dominates the DM’s chosen solution, there is no need for the DM to choose again - we know that the new found solution is the most preferred one. If no such new solution is found in the final step, the DM would have to look at the set of found solutions again (this time the small set of actually evaluated non-dominated solutions) and pick a final solution. However, given that the DM has already engaged with the approximated Pareto front, also this selection step should carry a low cognitive load.

We examine the trade-off with respect to when the DM is asked to pick a solution. If the DM is asked too early, the approximation of the Pareto front generated may be poor, and the preference information learned not very reliable. On the other hand, if the DM is asked too late, the algorithm has not many attempts to find a better solution. We find that while there is already a significant benefit in letting the DM choose just one iteration before the end of the algorithm. Asking earlier may yield even greater benefits in case the predicted Pareto front is already reasonable accurate, but may be detrimental if the budget of evaluations is very small and no good approximation has been found yet.

Our paper is structured as follows. Section 2 briefly summarizes some related work. The problem we consider is formally defined in Section 3. Section 4 describes the proposed algorithm, and empirical results on several benchmark problems are presented in Section 5. The paper concludes with a summary and some ideas for future work.

2 LITERATURE REVIEW

Depending on the involvement of the DM in the optimization process, multi-objective optimization can be classified into a priori approaches, a posteriori approaches, and interactive approaches [7, 18]. The field is very large, so we can only mention some of the most relevant papers here. A priori approaches ask the DM to specify their preferences ahead of optimization. This allows to turn the multi-objective optimization problem into a single objective optimization problem, but it is usually very difficult for a DM to specify their preferences before having seen the alternatives. One effective way to capture preferences is to ask the DM to specify a reference point [4].

Most multi-objective EAs are a posteriori approaches, attempting to identify a good approximation of the Pareto frontier, and the DM can then pick the most preferred solution from this set. This is much easier for a DM, but identifying the entire Pareto front may be computationally expensive.

Interactive approaches attempt to learn the DM’s preferences during optimization and then focus the search on the most preferred region of the Pareto front. This often involves asking the DM to compare pairs of solutions, and usually assumes some utility function model. The achievement scalarizing function based on the Tchebychev utility is widely used. It has the advantage that also solutions in concave regions of the Pareto front are supported [17]. However, also more flexible models based on robust ordinal regression have been used [2].

Our proposed algorithm lies in between a priori and interactive approaches: It generates an approximation of the Pareto front a priori, and only requires the DM to pick a solution from this front, but it may then make a final attempt to find a more preferred solution based on what the DM has picked.

Bayesian optimization is a global optimization technique that builds a Gaussian process (GP), often called Kriging, surrogate model of the fitness landscape, and then uses the estimates about mean and variance at each location to decide which solution to evaluate in the next iteration. It uses an acquisition function to explicitly make a trade-off between exploitation and exploration (see, e.g., [16]). A frequently used acquisition function is the expected improvement (EI) [8] which selects the point with the largest expected improvement over the current best known solution as the next solution to evaluate. Recently, Bayesian optimization has been adapted to the multi-objective case, for a survey see [15]. One of the earliest approaches, ParEGO [10] simply uses the Tchebychev achievement scalarization function to turn the multi-objective problem into a single objective problem, but uses a different scalarization vector in every iteration where the next solution is collected according to EI. Other multi-objective algorithms fit separate models for each individual objective. [5] trains a Gaussian process model for each objective function, then chooses the next solution to be evaluated according to a hypervolume-based acquisition criterion. Other multi-objective BO approaches include [9, 11].

An interactive multi-objective BO approach has recently been proposed in [1]. The approach assumes the DM has a linear utility function and regularly asks the DM to rank pairs of solutions to narrow down the search onto the most interesting region.

We are aware of only one paper that attempts to use reference points in multi-objective Bayesian optimization, [6] modify the expected hypervolume improvement criterion to take into account a reference point and focus the search on the preferred region. This could be an alternative approach to the reference direction approach we use in this paper for the final phase of the optimization. The DM can also propose reference points in [12], and a Gaussian process is used in combination with multi-objective evolutionary algorithms for optimization. The acquisition function balances DM preferences and model uncertainty.

3 PROBLEM DEFINITION

The standard multi-objective optimization problem with respect to a particular DM is defined as follows. We assume a D-dimensional real-valued space of possible solutions, i.e., \( x \in X \subseteq \mathbb{R}^D \). The objective function is an arbitrary black box \( f : X \to \mathbb{R}^K \) which takes as arguments a solution and returns a deterministic vector \( y \in \mathbb{R}^K \). The (unknown) DM preference over the outputs
We assume that, rather than just presenting the DM the solution of the Pareto front, the solution chosen yields information about the direction of optimization in the final $p$ optimization steps. In Subsection 4.1 we describe the Gaussian process model. Subsection 4.2 describes briefly ParEGO. Lastly, Subsection 4.3 explains details of the proposed approach.

4.1 Statistical Model over Simulator and Utility

Let us denote the set of evaluated points and their objective function up to iteration $n$ as $\mathcal{F}^n = \{(x, y)^1, \ldots, (x, y)^n\}$, and the utility of each solution as $\mathcal{U}^n = \{(x, u)^1, \ldots, (x, u)^n\}$, with $u = U(f(x))$.

Specifically, we define the sampled output data for the $j$-th objective function as $Y_j^n$. Then, we propose to use an independent GP to model each objective function $y_j = f_j(x), \forall j = 1, \ldots, K$, defined by a mean function $\mu_j(x) : \mathbb{R} \rightarrow \mathbb{R}$ and a covariance function $k_j(x, x') : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$. Given the dataset $\mathcal{F}^n$, predictions at new locations $x$ for output $y_j$ are given by

$$\mathbb{E}[f_j(x)] = \mu_j(x) = \mu_j^0(x) - k_j^0(x, \tilde{X}_j) k_j^0(\tilde{X}_j, \tilde{X}_j)^{-1} (y_j^0 - \mu_j^0(\tilde{X}_j))$$

and the preferred sampled solution, $x$, after consuming the budget, the DM chooses a preferred solution $\tilde{x}$ of all solutions in $\mathcal{F}^n$ and the quality of the solution is determined by the utility of the chosen sample, and we assume that, rather than just presenting the DM the solution set $\mathcal{F}$, the DM is presented with an (effectively) continuous approximation.

4.2 ParEGO

ParEGO [10] translates a multi-objective problem into a single-objective problem using the following achievement scalarization function based on the Tchebychev function.

$$U(\theta) = \max_{j=1,\ldots,K} (\theta_j f_j(x)) + \rho \sum_{j=1,\ldots,K} \theta_j f_j(x)$$

where $\rho$ is usually a very small number. The parameter $\theta \in \Theta$ is defined as

$$\theta = [\theta \in [0, 1]^K | \sum_j \theta_j = 1]$$

An iteration of ParEGO consists of randomly sampling a parameter vector $\theta$ and compute the dataset $\mathcal{U}^n$ based on $\mathcal{F}^n$ using $U(\theta)$. Then, $\mathcal{U}^n$ is used to build a GP metamodel where the next
recommended solution, $x_r$, is given by the solution that maximizes the expected improvement,

$$E_l\theta(x) = \mathbb{E}[\max \{ U_{\theta}(x) - u_{\text{max}}, 0 \}]$$

where,

$$u_{\text{max}} = \max_{i=1,\ldots,N} U_{\theta}(x^i)$$

This process is repeated until the budget $B$ has been depleted.

### 4.3 ParEGO with One Step Preference Elicitation

ParEGO returns a set of non-dominated solutions. But especially for expensive to evaluate problems where the number of evaluated solutions is extremely limited, the true most preferred solution $x^*$ may be quite far away from any found non-dominated solution, even if these are truly Pareto-optimal. This is because even a set of Pareto optimal solutions will have gaps that can contain the true most preferred solution (cf. Figure 1). To focus more directly on the region interesting to the DM, at step $m = B - p$, we fit a GP for each objective function $f_j(x)$, using $\mathcal{F}^m$ to produce a response surface over each output using the mean posterior $\mu^m_j$. Then, we use NSGA-II to produce a Pareto front approximation based on the response surfaces and show this approximation to the DM.

Assuming that the DM’s utility function is based on the Tchebychev utility, we can estimate the parameters $\theta$ from the solution the DM has picked, $x_p$, by

$$\frac{\hat{\theta}_i}{\hat{\theta}_j} = \frac{f_j(x_p)}{f_i(x_p)} \quad \forall i, j = 1, \ldots, K$$

Figure 2 shows the proposed approach at step $m$. Finally, we compute the last $p$ optimization steps by using expected improvement with the estimated parameters $E_l\theta(x)$.

### 5 RESULTS AND DISCUSSION

To demonstrate the performance of the proposed approach, we compare it against using ParEGO for the full budget of $B$ evaluations, without exploiting information from a DM in the final $p$ optimization steps.

To plot the convergence of the opportunity cost (OC) over iterations, we want to show, at each iteration $i$, the performance if the algorithm would have stopped there. Thus, to determine the OC at iteration $i$, we take the set of non-dominated solutions generated up to iteration $i - p$, create an approximation of the Pareto front, select the most preferred solution from that approximated front by using the true DM’s preferences, and finally execute iterations $i - p + 1, \ldots, i$ of the optimization taking the preference information into account. The final OC at iteration $i$ is then the OC of this final solution set and is based on the true DM utility function.

#### 5.1 Experimental setup

We assume the DM has a Tchebychev utility with true underlying (but unknown to the algorithm) parameters $\theta$. The true underlying parameters are generated randomly for every replication of a run using a different random seed. In all experiments, NSGA-II is run for 300 generations with a population size of 100 to produce a Pareto front approximation.

![Figure 2: HOLE test problem (b=0). (orange) Estimated Pareto front based on the mean posterior $\hat{f}_j$, (black) sampled output data. (red) Solution chosen by the DM in the front. (green) estimated direction given $\hat{\theta}$.](image)

We use three different test functions: The HOLE function [14] is defined over $X = [-1, 1]^2$ and has $K = 2$ objectives. We show results for two parameter settings $b > 0$ (denoted HOLE-1) and $b = 0$ (denoted HOLE-2). In the first setting, a hole is produced which creates two unconnected Pareto fronts whereas for the latter a continuous convex Pareto front is generated. The POL function [3] is defined over $X = [-\pi, \pi]^2$ and also has $K = 2$ objectives. Details for all three functions can be found in the appendix. All results are averaged over multiple independent replications (50 replications for HOLE functions and 160 replications for POL).

#### 5.2 Benefit of Final Step Preference Elicitation

In this subsection, we look at the benefit that can be gained from showing the DM the approximated Pareto front at the final stage of optimization, with $p = 1$ or $p = 2$.

Figures 3 (a) and (b) show, for both HOLE test functions, that the proposed approach allows to find significantly better solutions (in terms of true DM utility) than if the DM is only given the final output data. The latter a continuous convex Pareto front is generated. The POL function (see Figure 3(c)), results look similar, although there seems to be a more noticeable difference between the settings of $p = 1$ and $p = 2$.

#### 5.3 Mismatch with the DM’s Utility model

Our approach assumes the DM’s utility to be a Tchebychev utility model, as this is the scalarization function used as default in ParEGO. In this section, we examine what happens if the DM’s true utility...
model is different, meaning there is a mismatch between the DM’s true utility model (unknown to the algorithm) and the learned Tchebychev model used in the final steps of ParEGO.

So, we assume that the true DM utility model is linear, and this linear model is used when the DM picks a solution from the approximated Pareto front at step $B - p$, and again to evaluate the OC at the end. ParEGO still derives a Tchebychev function and uses this in the final $p$ steps. As before, in each replication of the algorithm, a random true utility model is generated for the DM, only that it is linear rather than Tchebychev.

As Figure 4 shows, there is still a benefit from asking the DM one step before the end of the run, although it seems slightly smaller than without the utility model mismatch.

Figure 4: Comparison of ParEGO and ParEGO with preference elicitation for $p = 1$. Mean and 95% CI for the OC over iterations. True utility function of DM is linear. (a) HOLE-1 function with $b > 0$, (b) HOLE-2 function with $b = 0$, (c) POL function.

### 5.4 Asking the DM earlier

The larger benefit of $p = 2$ over $p = 1$ prompted us to consider even larger values of $p$. The earlier the DM is involved, the longer it is possible for ParEGO to exploit the preference information gained. On the other hand, the earlier the DM is shown an approximated Pareto front, the less accurate is this Pareto front, and thus the learned preference information may be wrong. Also, the difference between the approximated Pareto front shown to the DM early on and the final set of solutions identified will be larger, which means the additional cognitive effort to the DM is likely to be higher.

Figure 5 depicts the final utility to the DM depending on $p$, with $B = 100$. As can be seen, for our experimental setting but over all three test functions, best results are obtained when the DM is shown the approximated Pareto front approximately 20 iterations before the end of the run (or after 80% of the total budget). Therefore, after
80 evaluations, the approximated Pareto front seems of sufficient quality to make the estimated parameter \( \hat{\theta} \) close enough to \( \theta \) and guide the remaining optimization steps in a reasonable direction.

On the other hand, a restricted budget \( B \) results in a reduced accuracy of the approximated Pareto front shown to the DM and, as a consequence, the estimated parameter \( \hat{\theta} \) might not be a good approximation for \( \theta \). This would cause the proposed approach to focus on a less desirable direction during the last \( p \) optimization steps. Therefore, under a restricted budget, the proposed approach may not be capable of taking advantage of several \( p \). Figure 6 shows that decreasing the budget to \( B = 40 \) results in better performance when the DM is shown the approximated front towards the end (\( p = 1 \)).

**Figure 5:** Final true utility of the generated solution set after \( B = 100 \) iterations, depending on how many iterations before the end the DM was presented with an approximation of the front (\( p \)). True DM utility was linear. Mean and 95% CI for the OC. (a) HOLE-1 function with \( b > 0 \) (b) HOLE-2 function with \( b = 0 \), (c) POL function.

**Figure 6:** Final true utility of the generated solution set after \( B = 40 \) iterations, depending on how many iterations before the end the DM was presented with an approximation of the front (\( p \)). True DM utility was linear. Mean and 95% CI for the OC. (a) HOLE-1 function with \( b > 0 \) (b) HOLE-2 function with \( b = 0 \), (c) POL function.

### 6 CONCLUSION

For the case of expensive multi-objective optimization, we show how the surrogate models generated by Bayesian optimization can be used not only to speed up optimization, but also to show an approximated continuous Pareto front to the DM once before the end of optimization. Then, the information on the most preferred solution can be used to focus the final iterations of the algorithm to try and find this predicted most preferred solution, or even a solution that dominates this solution. We argue that the additional cognitive effort for the DM should be small, but the benefit in terms of true utility to the DM is significant. We empirically demonstrate the effectiveness of the proposed approach on several test problems.
Future directions of research may include to explore this idea with other BO algorithms, and also to turn this into a fully interactive approach with multiple interactions with the DM during the optimization.
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A APPENDIX

A.1 HOLE Test function
This problem is defined over \( X = [-1, 1]^2 \) and has two objectives:

| Hole Problem |
|---------------|
| Design variables |
| \( x_1 = [-1, 1], \quad x_2 = [-1, 1] \) |
| Function Parameters |
| \( q = 0.2 \quad p = 2 \quad d_0 = 0.02 \) |
| Problem Hardness |
| \( h = 0.2 \) |
| Translation |
| \( \delta = 1 - \sqrt{2}/2 \) |
| \( x_1' = x_1 + \delta \) |
| \( x_2' = x_2 - \delta \) |
| Rotation of 45 deg |
| \( \alpha = \pi/4 \) |
| \( x_1'' = x_1' \cos(\alpha) + x_1' \sin(\alpha) \) |
| \( x_2'' = -x_2' \sin(\alpha) + x_2' \cos(\alpha) \) |
| Scale of \( \pi \) |
| \( x_1''' = x_1''/\pi \) |
| \( x_2''' = x_2''/\pi \) |
| Change into problem Coordinates |
| \( u = \sin(x_1'''/2), \quad u \in [-1, 1] \) |
| \( v = \sin(x_2'''/2), \quad v \in [0, 1] \) |
| Apply Hardness |
| \( u' = u^h \quad \text{if} \quad u \geq 0; \quad u' = -(u)^h \quad \text{if} \quad u < 0 \) |
| \( v' = v^{1/h} \) |
| Change into Problem Parameters |
| \( t = u', \quad t \in [-1, 1] \) |
| \( a = \exp(2p), \quad a \in [0, 2p] \) |
| Other Parameter |
| \( b = (p-a) \exp(q) \quad \text{if} \quad a \leq p; \quad b = 0 \quad \text{if} \quad a > p \) |
| \( d = 1/2a + d_0 \) |
| \( c = q/d^2 \) |
| Objective Functions |
| \( \min f_1 = (t + 1)^2 + a + b \exp[-(c - t)^2] \) |
| \( \min f_2 = (t - 1)^2 + a + b \exp[-(c + t)^2] \) |

A.2 POL Test function
The POL problem has two input variables \( x_1, x_2 \in [-\pi, \pi] \) and two objective functions:

\[
\min f_1 = 1 + (a - b)^2 + (c - d)^2
\]

\[
\min f_2 = (x_1 + 1)^2 + (x_2 + 1)^2
\]

with

\[
a = 0.5 \sin(1) - 2.0 \cos(1) + 1.0 \sin(2) - 1.5 \cos(2)
\]

\[
b = 0.5 \sin(x_1) - 2.0 \cos(x_1) + 1.0 \sin(x_2) - 1.5 \cos(x_2)
\]

\[
c = 1.5 \sin(1) - 1.0 \cos(1) + 2.0 \sin(2) - 0.5 \cos(2)
\]

\[
d = 1.5 \sin(x_1) - 1.0 \cos(x_1) + 2.0 \sin(x_2) - 0.5 \cos(x_2)
\]