STRONG SOLUTIONS FOR THE BERIS-EDWARDS MODEL FOR NEMATIC LIQUID CRYSTALS WITH HOMOGENEOUS DIRICHLET BOUNDARY CONDITIONS

HELMUT ABELS, GEORG DOLZMANN, AND YUNING LIU

Abstract. Existence and uniqueness of local strong solution for the Beris–Edwards model for nematic liquid crystals, which couples the Navier-Stokes equations with an evolution equation for the $Q$-tensor, is established on a bounded domain $\Omega \subset \mathbb{R}^d$ in the case of homogeneous Dirichlet boundary conditions. The classical Beris–Edwards model is enriched by including a dependence of the fluid viscosity on the $Q$-tensor. The proof is based on a linearization of the system and Banach’s fixed-point theorem.

1. Introduction

Most of the classical models in the context of continuum mechanics for the description of nematic liquid crystals fall into one of three major models classes, the Oseen-Frank model [25, 35, 17], the Ericksen-Leslie model [14, 15, 21, 22], and the Beris-Edwards model [6]. The Oseen-Frank model is a variational model in which the configurations of liquid crystals are described by a director field $n \in \mathbb{S}^{d-1}$ and in which observed configurations are explained as minimizers of a free energy functional. In the Ericksen-Leslie model, the evolution of the director field is coupled with an evolution equation for the underlying flow field which is given by the Navier-Stokes equation with an additional forcing term. The most comprehensive model is the Beris-Edwards model in which the director field is replaced by a $Q$-tensor field [9], thus allowing for a variable degree of order in the material. A detailed discussion of this model and its connections to closely related models can be found in [28], see also [11, 20, 29, 28, 31], and the literature therein.

In the $Q$-tensor models [9], the unit director field $n$ is replaced by a symmetric, traceless $d \times d$ tensor $Q$. This tensor is said to be uniaxial if it has two equal non-zero eigenvalues and in this case it can be represented as

$$Q = s \left( n \otimes n - \frac{1}{d} I_d \right),$$

where the scalar order parameter $s \in [-\frac{1}{2}, 1]$ measures the degree of orientational ordering. Connections between the director field $n$ and a corresponding uniaxial $Q$-tensor field have been investigated in [4, 5].

In order to formulate the system of nonlinear partial differential equations describing the liquid crystal flow with velocity $u$ and pressure $p$ and its orientation tensor $Q$, we assume that $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, is a bounded domain with boundary of class $C^4$, that $T > 0$ is the time horizon, that $\Omega_T = (0, T) \times \Omega$ is the time-space cylinder, and that $a$, $b$, $c$, $\lambda$ and $\Gamma$ are positive constants. As usual, the material is supposed to be incompressible and the system is considered at a fixed temperature which is not explicitly included in our notation.
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The Beris-Edwards model leads to the following system, which contains the Navier-Stokes equations in \( \Omega_T \) with variable viscosity and an additional forcing term and an evolution equation of parabolic type for the order parameter \( Q \),

\[
\begin{align*}
\partial_t u + (u \cdot \nabla) u + \nabla p &= \text{div}(\nu(Q) D(u)) + \text{div}(\sigma(Q, Q) + \tau(Q)), \\
\text{div} u &= 0, \\
\partial_t Q + (u \cdot \nabla) Q - S(\nabla u, Q) &= \Gamma H(Q)
\end{align*}
\]  

subject to the initial and boundary conditions,

\[
\begin{align*}
Q|_{t=0} &= Q_0 \text{ in } \Omega, \\
Q|_{\partial \Omega \times (0,T)} &= 0, \\
u|_{t=0} &= u_0 \text{ in } \Omega, \\
u|_{\partial \Omega \times (0,T)} &= 0,
\end{align*}
\]

with tensors \( \sigma, \tau, \) and \( S \) given by

\[
\begin{align*}
\sigma(Q_1, Q_2) &= Q_1 \Delta Q_2 - (\Delta Q_2) Q_1, \\
\tau(Q) &= -\lambda \nabla Q \odot \nabla Q, \\
S(\nabla u, Q) &= S(W(u), Q) = W(u)Q - QW(u),
\end{align*}
\]

where

\[
\begin{align*}
D(u) &= \frac{1}{2}(\nabla u + (\nabla u)^T), \\
W(u) &= \frac{1}{2}(\nabla u - (\nabla u)^T)
\end{align*}
\]

are the stretch and the vorticity tensor, respectively. The forcing term in the evolution of the order parameter is given by

\[
H = H(Q) = \lambda \Delta Q - aQ + b(Q^2 - \frac{1}{d} \text{tr}(Q^2) I_d) - c \text{tr}(Q^2) Q,
\]

and we shall denote by \( L \) the lower-order terms in (1.6), i.e.,

\[
L = L(Q) = -aQ + b(Q^2 - \frac{1}{d} \text{tr}(Q^2) I_d) - c \text{tr}(Q^2) Q.
\]

Note that (1.6) is related to the variational derivative of the free energy functional which uses the one-constant approximation for the Oseen-Frank energy of liquid crystals together with a Landau-DeGennes expression for the bulk energy,

\[
\mathcal{F}(Q) = \int_{\Omega} \left( \frac{\lambda}{2} |\nabla Q|^2 + f_B(Q) \right) \, dx
\]

where the bulk energy \( f_B \) is given by

\[
f_B(Q) = \frac{a}{2} \text{tr}(Q^2) - \frac{b}{3} \text{tr}(Q^3) + \frac{c}{4} \text{tr}(Q^4).
\]

We see from (1.7) that

\[
L + \frac{b}{d} \text{tr}(Q^2) I_d = -\nabla_Q f_B(Q).
\]

The constitutive assumptions (1.4) and (1.6) are special cases of more general expressions [11] for the corresponding tensors and do not include alignment effects due to the flow. They correspond to the assumption that the coupling parameter \( \xi \) between the order tensor \( Q \) and the stretch tensor \( D(u) \) is zero.

It is known that the viscosity of a liquid crystal may depend on its local orientation with respect to the fluid flow or on the flow rate [9, 12]. Moreover, the classical derivation of the constitutive equations [22] identifies the viscous stress tensor as a sum of contributions each of which has its own hydrodynamic viscosity coefficient. The temperature and order parameter dependence of these nematic viscosities was, e.g., discussed in [13]. Mathematically, it is a challenging task to include the full dependence of the viscosity coefficients on the order parameter. As a first step towards this goal, we include a dependence of the fluid viscosity \( \nu \) on the order
parameter $Q$ via $\nu = \nu(Q)$. Even with this very weak coupling of the director field with the fluid viscosity, the analysis requires the assumption

$$\nu \in C^2(\mathbb{R}^{d \times d}), \quad 0 < c_0 \leq \nu(\cdot) \leq c_1 < \infty$$

(1.10)

and leads to a significant number of additional terms in our estimates. More general dependencies have, e.g., been explored in [7].

Global weak solutions for the system (1.1)–(1.6) with constant viscosity $\nu$ and $\Omega = \mathbb{R}^d$ were constructed in [27]. The full system with coupling parameter $\xi \neq 0$ but sufficiently small is treated in [26] if $\Omega = \mathbb{R}^d$. In [33] Wilkinson studied the system (1.1)-(1.4) under periodic boundary conditions in the case that $f_B$ is replaced by a certain singular potential, which guarantees that $Q$ attains only physically reasonable values. For general $\xi$ existence of weak solutions was established. Moreover, he proved higher regularity in the case of two space dimensions and $\xi = 0$. Finally, Feireisl et al. [16] derived a non-isothermal variant of the Beris-Edwards system and proved existence of weak solutions for this system in the case of a singular potential and for periodic boundary conditions. Recently, Wang et al. establish in [32] a rigorous convergence result from the Beris-Edwards system to the Ericksen-Leslie system, which is widely investigated in the literature. First results in the case of a bounded domain were obtained by Guillén-González and Rodríguez-Bellido [19] in the case $\xi = 0$, where existence of weak solutions in bounded domains with inhomogeneous Dirichlet and homogeneous Neumann boundary conditions was proved. Moreover, the authors proved a Serrin-type uniqueness criterion. In [2] the authors prove existence of weak solutions and well-posedness locally in time with higher regularity in time in the case of inhomogeneous mixed Dirichlet/Neumann boundary conditions in a bounded domain.

The main novelty of the present contribution concerns short time existence for strong solutions in bounded domains in the case of homogeneous Dirichlet/Neumann boundary conditions:

**Theorem 1.1.** For any $u_0 \in H^1_0(\Omega)$ and $Q_0 \in H^1_0(\Omega; S_0) \cap H^2(\Omega; S_0)$, there exists some $T > 0$ and a unique solution $(u, Q)$ of the system (1.1) with

$$u \in H^1(0, T; L^2_\sigma(\Omega)) \cap L^2(0, T; H^2(\Omega; \mathbb{R}^d)), \quad Q \in H^1(0, T; H^1_0(\Omega; S_0)) \cap L^2(0, T; H^3(\Omega; S_0))$$

satisfying the initial and boundary conditions (1.2)-(1.3).

The most subtle point in our analysis is related to the fact, that the evolution equation for the director field $Q$ implies in view of the regularity of the strong solutions the compatibility condition $\Delta Q(t, \cdot) = 0$ on $(0, T) \times \partial \Omega$. This observation leads to the following outline for the proof of Theorem 1.1, see Section 2 for the notation used throughout the paper. We apply (formally) the Helmholtz projector to the first equation of (1.1), and obtain

$$\partial_t u - P_\sigma \text{div}(\nu(Q) D(u)) = P_\sigma \text{div}(\tau(Q) + \sigma(Q, Q)) - P_\sigma (u \cdot \nabla u),$$

an equation in which the pressure has been eliminated from the system. The existence of a local solution for the corresponding system is now obtained by applying Banach’s fixed-point theorem to the nonlinear operator $\mathcal{L} = \mathcal{L}^{-1} \mathcal{N}$ which is constructed from a linearization of the system about the initial value $Q_0$, i.e., the system is rewritten in the form

$$\mathcal{L}(Q_0)(u, Q) = \mathcal{N}(Q_0)(u, Q)$$

with $\mathcal{L}$ defined in (4.1) and $\mathcal{N}$ in (5.1) below. We prove in Section 4 that $\mathcal{L}$ is bounded, onto and one-to-one between suitable spaces and in Section 5 that $\mathcal{N}$ is Lipschitz continuous with arbitrarily small Lipschitz constant for $T$ sufficiently small. In order to deal with the compatibility condition $\Delta Q = 0$ on $(0, T) \times \partial \Omega$, which we need to impose also on solutions of the linearized equation, we add a singular perturbation to the operator in the third equation.
in (1.1), i.e., we consider an approximation of the heat operator $\partial_t Q - \Delta Q$ in the linearization of the evolution equation for the director field by the operator

$$\partial_t Q + \varepsilon \Delta^2 Q - \Delta Q, \quad \varepsilon > 0,$$

see (3.1) for the complete set of equations. The proof of global existence of solutions to this approximating system is quite classical in the sense that we employ a fixed-point argument to obtain a local solution and global a priori estimates which are closely related to the energy law which holds for the system (1.1). This analysis is presented in Section 3. Uniform bounds in $\varepsilon > 0$ allow us to construct global solutions to the linear system in Section 4 by passing to the limit $\varepsilon \downarrow 0$. With all these results in place, the proof of Theorem 1.1 is given in Section 6.

Finally, in Section 7 we discuss estimates of the solutions, which are the basis to prove existence of strong solutions globally in time for small initial velocities and $Q_0$ close to the global minimizer of $F$ if $d = 3$ and any sufficiently regular initial data if $d = 2$, cf. Lin and Liu [23] or Wu et al [34, Lemma 3.3 and Corollary 4.2].

2. Preliminaries

In this section we collect the relevant definitions and some auxiliary results which will be used throughout the paper.

2.1. Notation. For two vectors $a, b \in \mathbb{R}^d$ we set $a \cdot b = \sum_{i=1}^d a_i b_i$ and for two matrices $A, B \in \mathbb{R}^{d \times d}$ we set $A : B = \sum_{i,j=1}^d A_{ij} B_{ij} = \text{tr}(A^T B)$. Then

$$(AB) : C = B : (A^T C) = A : (CB^T)$$

for all $A, B, C \in \mathbb{R}^{d \times d}$ (2.1)

and we omit the parentheses for simplicity in the following if it is clear from the context that the equation is scalar. We shall use $(\cdot, \cdot)_H$ to denote the inner product in a Hilbert space $H$ and use $(\cdot, \cdot)_{X',X}$ to denote the dual product between $X$ and its dual space $X'$. The symbol $C$ denotes a generic constant whose value may change from line to line. We do not indicate the dependence of constants on the domain $\Omega$. In order to specify the dependence of estimates on key inequalities, some constants are specifically labeled, e.g., $C_S$ denotes the constant in the $H^2$-estimate for the Stokes operator in (2.13) below and $C_E$ stands for the constant in the $H^2$-estimate for the Laplace operator,

$$\|\Delta f\|_{L^2(\Omega)} \geq C_E \|f\|_{H^2(\Omega)}, \quad f \in H^1_0(\Omega) \cap H^2(\Omega).$$

Let $S_0 \subset \mathbb{R}^{d \times d}$ denote the space of $Q$-tensors, i.e.,

$$S_0 = \{ Q \in \mathbb{R}^{d \times d}, \, Q = Q^T, \, \text{tr} Q = 0 \}.$$

The norm of a matrix $F \in \mathbb{R}^{d \times d}$ is given by $|F|^2 = \text{tr}(F^T F) = F : F$ and hence it follows for all $Q \in S_0$ that $|Q|^2 = \text{tr}(Q^2)$. The symbol $I_d$ denotes the identity matrix in dimension $d$.

Throughout the paper we adopt Einstein’s summation convention. Moreover, we define the contraction $\nabla Q \circ \nabla Q$ for a second order tensor field $Q = (Q_{ij})_{i,j=1}^d$ by

$$(\nabla Q \circ \nabla Q)_{ij} = \sum_{k,l=1}^d \partial_i Q_{kl} \partial_j Q_{kl} = \partial_i Q_{kl} \partial_j Q_{kl}.$$

Furthermore $a \otimes b := ab^T$ for $a, b \in \mathbb{R}^d$. For matrix-functions $F$, we denote $(\text{div } F)_i := \partial_j F_{ij}$.

Finally, we note that we will often omit “$dx$, $dt$,...” at the end of the integrals in order to obtain shorter formulas.
Lemma 2.1. There are constants $C > 0$ such that:

(i) If $d = 2$, then for all $u \in H^1_0(\Omega)$,
$$
\|u\|_{L^4(\Omega)} \leq C \|u\|_{L^2(\Omega)}^{\frac{1}{2}} \|
abla u\|_{L^2(\Omega)}^{\frac{1}{2}}.
$$

2.2. Function spaces. We use standard notation for Lebesgue and Sobolev spaces of scalar and vector valued functions and we omit the domain and the range in the notation if it is clear from the context. The subscript $\sigma$ indicates solenoidal vector fields, e.g.,
$$
C^\infty_{0,\sigma}(\Omega) = \{ u \in C^\infty_0(\Omega; \mathbb{R}^d), \text{div } u = 0 \}
$$
and
$$
L^2_\sigma(\Omega) = \{ u \in L^2(\Omega; \mathbb{R}^d), \text{div } u = 0, \gamma(u) = 0 \} = \overline{C^\infty_{0,\sigma}(\Omega)}^{L^2(\Omega; \mathbb{R}^d)},
$$
$$
H^1_{0,\sigma}(\Omega) = \{ u \in H^1_0(\Omega; \mathbb{R}^d), \text{div } u = 0 \}, \quad H^{-1}_\sigma(\Omega) = (H^1_{0,\sigma}(\Omega))'.
$$
where $\gamma(u) = u \cdot n \in H^{-\frac{1}{2}}(\partial \Omega)$ is understood in the sense of a (weak) trace and where $n$ is the exterior normal to $\partial \Omega$. Note that
$$
L^2(\Omega; \mathbb{R}^d) = L^2_\sigma(\Omega) \oplus L^2_\sigma(\Omega)^\perp \quad \text{with } L^2_\sigma(\Omega)^\perp = \{ u \in L^2(\Omega; \mathbb{R}^d), u = \nabla q \text{ for some } q \in H^1(\Omega) \}.
$$

The orthogonal projection $L^2(\Omega; \mathbb{R}^d) \to L^2_\sigma(\Omega)$ is denoted by $P_\sigma$ and often referred to as the Helmholtz projection and the decomposition
$$
u = P_\sigma u + \nabla q \quad \text{with } q \in H^1(\Omega) \quad (2.3)
$$
for $u \in L^2(\Omega; \mathbb{R}^d)$ as Helmholtz decomposition. See [30] for more information on these spaces.

In order to write (1.1) in an abstract way as an operator equation between two Banach spaces, we define the domain $X_T = X_{T;u} \times X_{T;Q}$ and the range $Y_T = Y_{T;u} \times Y_{T;Q}$ by
$$
X_{T;u} = L^2(0, T; H^2(\Omega; \mathbb{R}^d) \cap H^1_0(\Omega)) \cap H^1(0,T; L^2_\sigma(\Omega)),
$$
$$
X_{T;Q} = \{ Q \in L^2(0, T; H^3(\Omega; \mathbb{S}_0)) \cap H^1(0, T; H^1_0(\Omega; \mathbb{S}_0)), \Delta Q|_{\partial \Omega} = 0 \},
$$
$$
Y_T = L^2(0, T; L^2_\sigma(\Omega)) \times L^2(0, T; H^1_0(\Omega; \mathbb{S}_0))
$$
together with the norms defined by
$$
\|(u, Q)\|_{X_T}^2 = \int_0^T (\|u(t)\|_{H^2(\Omega)}^2 + \|\partial_t u(t)\|_{L^2(\Omega)}^2) \, dt + \int_0^T (\|Q(t)\|_{H^3(\Omega)}^2 + \|\partial_t Q(t)\|_{H^1(\Omega)}^2) \, dt
$$
$$
+ \|u|_{t=0}\|_{H^1(\Omega)}^2 + \|Q|_{t=0}\|_{H^2(\Omega)}^2
$$
and
$$
\|(f, G)\|_{Y_T}^2 = \int_0^T (\|f(t)\|_{L^2_\sigma(\Omega)}^2 + \|G(t)\|_{H^1(\Omega; \mathbb{S}_0)}^2) \, dt.
$$

To formulate the initial conditions we set
$$
Y_0 = H^1_{0,\sigma}(\Omega) \times (H^2(\Omega; \mathbb{S}_0) \cap H^1_0(\Omega; \mathbb{S}_0)).
$$

For any Banach space $Z$, $z \in Z$ and $R > 0$ we denote by $B_Z(z, R)$ the closed ball of radius $R$ about $z$ with respect to the norm of $Z$,
$$
B_Z(z, R) = \{ z \in Z, \|z\|_Z \leq R \}.
$$

2.3. Inequalities and a priori estimates. The following estimates will be frequently used.

Lemma 2.1. There are constants $C > 0$ such that:

(i) If $d = 2$, then for all $u \in H^1_0(\Omega)$,
$$
\|u\|_{L^4(\Omega)} \leq C \|u\|_{L^2(\Omega)}^{\frac{1}{2}} \|\nabla u\|_{L^2(\Omega)}^{\frac{1}{2}}.
$$
(ii) If \( d = 3 \), then for all \( u \in H^1_0(\Omega) \),
\[
\|u\|_{L^4(\Omega)} \leq C\|u\|_{L^2(\Omega)}^{\frac{1}{2}}\|\nabla u\|_{L^2(\Omega)}^{\frac{3}{2}},
\]
and
\[
\|u\|_{L^3(\Omega)} \leq C\|u\|_{L^2(\Omega)}^{\frac{1}{2}}\|\nabla u\|_{L^2(\Omega)}^{\frac{3}{2}}.
\]

If \( u \in H^1_0(\Omega) \cap H^2(\Omega) \), then
\[
\|u\|_{L^\infty(\Omega)} \leq C\|u\|_{H^1(\Omega)}^{\frac{1}{2}}\|u\|_{H^2(\Omega)}^{\frac{1}{2}}.
\]

Finally, if \( f \in H^1(\Omega) \) and \( g \in H^2(\Omega) \), then
\[
\|fg\|_{H^1(\Omega)} \leq C\|f\|_{H^1(\Omega)}\|g\|_{H^2(\Omega)}.
\]

**Proof.** Inequalities (i) and (2.4) can be found in [30, pp. 291 and 296] and (2.5) can be obtained from (2.4) with Hölder’s inequality in its interpolation form. For (2.6) see, e.g., [8, Lemma 4.10]. Inequalities (i) and (2.4) can be found in [30, pp. 291 and 296] and (2.5) can be obtained from (2.4) with Hölder’s inequality in its interpolation form. For (2.6) see, e.g., [8, Lemma 4.10]. To prove (2.7) it suffices to estimate the gradient term by (2.5) and (2.6)
\[
\|\nabla (fg)\|_{L^2(\Omega)} \leq \|f\|\|\nabla g\|_{L^2(\Omega)} + \|\nabla f\|\|g\|_{L^2(\Omega)} \leq \|f\|_{L^6(\Omega)}\|\nabla g\|_{L^3(\Omega)} + \|\nabla f\|_{L^2(\Omega)}\|g\|_{L^\infty(\Omega)}
\]
\[
\leq C\|f\|_{H^1(\Omega)}\|\nabla g\|_{L^2(\Omega)}^{1/2}\|\nabla g\|_{H^1(\Omega)}^{1/2} + C\|\nabla f\|_{L^2(\Omega)}\|g\|_{H^2(\Omega)}^{1/2}\|g\|_{H^2(\Omega)}^{1/2}.
\]

The proof is now complete. □

**Remark 2.2.** By the classical Gagliardo-Nirenberg inequality, we have in two and three dimensions
\[
\|u\|_{L^4(\Omega)} \leq C\|u\|_{L^2(\Omega)}\|u\|_{H^1(\Omega)}^{\frac{3}{2}} \quad \text{and} \quad \|u\|_{L^3(\Omega)} \leq C\|u\|_{L^2(\Omega)}^{\frac{1}{2}}\|u\|_{H^1(\Omega)}^{\frac{5}{4}}
\]
respectively, for all \( u \in H^1(\Omega) \).

In the following we will frequently use that
\[
\|f\|_{C^2([0,T];H)}^2 \leq 2(\|f\|_{H^1(0,T;H)}\|f\|_{L^2(0,T;H)} + \|f(0,\cdot)\|_{H^1})
\]
for all \( f \in H^1(0,T;H) \cap L^2(0,T;H_1) \), where \( H_1 \hookrightarrow H \cong H' \hookrightarrow H_1' \) is a Gelfand-triple.

The construction of solutions which satisfy the compatibility condition \( \Delta Q = 0 \) on \( \partial \Omega \) requires the approximation of the equation for \( Q \) by a fourth-order equation. The existence of solutions can be inferred from results in semi-group theory.

**Proposition 2.3.** Let \( A : D(A) \subset H \rightarrow H \) be a generator of a bounded analytic semi-group on a Hilbert space \( H \) and let \( 1 < q < \infty \). Then for every \( f \in L^q(0,\infty;H) \) and \( u_0 \in (H,D(A))_{1/q} \) there is a unique \( u : [0,\infty) \rightarrow H \) such that \( \frac{du}{dt} - Au = f(t) \), \( t > 0 \),
\[
\text{solution}
\]
\[
\frac{du}{dt}(t) - Au(t) = f(t), \quad t > 0,
\]
\[
u(0) = u_0.
\]

Moreover, there is a constant \( C_q > 0 \) independent of \( f \) and \( u_0 \) such that
\[
\left\| \frac{du}{dt} \right\|_{L^q(0,\infty;H)} + \left\| Au \right\|_{L^q(0,\infty;H)} \leq C_q \left( \|f\|_{L^q(0,\infty;H)} + \|u_0\|_{(H,D(A))_{1/q}} \right).
\]

**Proof.** In the case \( u_0 = 0 \) the statement is the main result of [10]. The general case can be easily reduced to the case \( u_0 = 0 \) by subtracting a suitable extension. The existence of such an extension follows e.g. from [3, Chapter III, Theorem 4.10.2]. □

As an application, we obtain an existence result for the fourth order equation in the subsequent lemma.
Lemma 2.4 (Strong solutions for a 4th-order parabolic system).

Let $\varepsilon > 0$, $T \in (0, T_0)$ be fixed constants. For any $G \in L^2(\Omega_T; \mathbb{S}_0)$ and $Q_0 \in H^2(\Omega; \mathbb{S}_0) \cap H^1_0(\Omega; \mathbb{S}_0)$, the system
\[
\partial_t Q + \varepsilon \Delta^2 Q - \Delta Q = G \quad \text{in} \ (0, T) \times \Omega,
Q_{|\partial \Omega} = \Delta Q_{|\partial \Omega} = 0 \quad \text{on} \ (0, T) \times \partial \Omega,
Q_{|t=0} = Q_0 \quad \text{in} \ \Omega
\]
has a unique strong solution $Q \in L^2(0, T; H^1(\Omega; \mathbb{S}_0) \cap H^1_0(\Omega; \mathbb{S}_0)) \cap H^1(0, T; L^2(\Omega; \mathbb{S}_0))$. Moreover, the following estimate holds
\[
\|Q\|_{L^2(0,T;H^4)}^2 + \|\partial_t Q\|_{L^2(\Omega_T)}^2 \leq C(\varepsilon)(\|Q_0\|_{H^2(\Omega)}^2 + \|G\|_{L^2(\Omega_T)}^2).
\]

Proof. Let $A = -\varepsilon \Delta^2 + \Delta$. We first show that $A : D(A) = \{ Q \in H^4(\Omega; \mathbb{S}_0); \ Q|_{\partial \Omega} = 0, \ \Delta Q|_{\partial \Omega} = 0 \} \rightarrow L^2(\Omega; \mathbb{S}_0)$ generates a bounded analytic semi-group. By standard elliptic regularity theory, the operator equation $Au = f$ has a unique solution $u \in D(A)$ for each $f \in L^2(\Omega; \mathbb{S}_0)$. Moreover, $A$ is a symmetric operator and negative. By standard theory of elliptic equations $\lambda - A$ is invertible for all $\lambda > 0$ sufficiently large. Hence $A$ is self-adjoint and has negative spectrum. Thus it generates an analytic semi-group. Finally, $(L^2(\Omega; \mathbb{S}_0), D(A))_{1/2,1} = H^2(\Omega; \mathbb{S}_0) \cap H^1_0(\Omega; \mathbb{S}_0)$ is a consequence of [18, Théorème 8.1] applied component-wise. Hence Proposition 2.3 implies the statement of the lemma. \hfill \Box

For completeness we also quote existence results for the Stokes system with a prescribed but variable viscosity,
\[
\partial_t u - \div(\nu(Q_0) D(u)) + \nabla p = f \quad \text{in} \ (0, T) \times \Omega,
\div u = 0 \quad \text{in} \ (0, T) \times \Omega,
u(0, T) \times \partial \Omega,
u(0, T) \times \partial \Omega,
u(0, T) \times \partial \Omega,
u(0, T) \times \partial \Omega,sup_{\partial \Omega} = 0 \quad \text{on} \ (0, T) \times \partial \Omega,
u(0, T) \times \partial \Omega,u_{|t=0} = u_0 \quad \text{in} \ \Omega.
\]

The following result establishes the regularity of the Stokes operator with variable viscosity.

Lemma 2.5 (Regularity of Stokes operator).

Let $\nu$ satisfy (1.10) and suppose that $Q_0 \in H^2(\Omega; \mathbb{S}_0) \cap H^1_0(\Omega; \mathbb{S}_0)$. Let $u \in H^1_{0,\sigma}(\Omega)$ be such that
\[
(\nu(Q_0) D(u), D(\varphi))_{L^2(\Omega)} = (f, \varphi)_{L^2(\Omega)}, \quad \forall \varphi \in C_0^\infty(\Omega),
\]
where $f \in L^2(\Omega; \mathbb{R}^d)$. Then $u \in H^2(\Omega; \mathbb{R}^d)$ and there exists a constant $C = C(\|Q_0\|_{H^2(\Omega)}, \nu)$ independent of $f$ such that
\[
\|u\|_{H^2(\Omega)} \leq C\|f\|_{L^2(\Omega)}.
\]

A proof can be found in [1, Lemma 4] in the case that $\nu$ depends on a scalar quantity $c$. But the proof directly carries over to the present situation.

Remark 2.6. Let $A = -P_\sigma \div(\nu(Q_0) D(u)) : D(A) \subseteq L^2_\sigma(\Omega) \rightarrow L^2_\sigma(\Omega)$ be the Stokes operator with prescribed viscosity, where $D(A) = H^2(\Omega; \mathbb{R}^d) \cap H^1_{0,\sigma}(\Omega)$. Then (2.12) implies the following $H^2$-estimate for the Stokes operator,
\[
\|u\|_{H^2(\Omega)}^2 \leq C_S \int_\Omega |Au|^2 \, dx,
\]
where $C_S = C_S(\nu, Q_0)$ is independent of $u \in D(A)$.

We will also extend $A = -P_\sigma \div(\nu(Q_0) D(u))$ to a map from $H^1_{0,\sigma}(\Omega)$ to $H^{-1}_{\sigma}(\Omega)$ defined by
\[
\langle Au, \varphi \rangle_{H^{-1}_{\sigma}, H^1_{0,\sigma}} = \int_\Omega \nu(Q_0) Du : D\varphi \, dx \quad \text{for all} \ \varphi \in H^1_{0,\sigma}(\Omega).
\]
Similarly to the case of constant viscosity, a weak solution of (2.11) will be some \( u \in L^2(0, T; H^1_{0,\sigma}(\Omega)) \cap H^1(0, T; H^{-1}_{\sigma}(\Omega)) \) such that
\[
\partial_t u + Au = P_\sigma f \quad \text{in } L^2(0, T; H^{-1}_{\sigma}(\Omega)),
\]
\[
u_0 \quad \text{in } L^2_{\sigma}(\Omega),
\]
where we note that \( L^2(0, T; H^1_{0,\sigma}(\Omega)) \cap H^1(0, T; H^{-1}_{\sigma}(\Omega)) \) form a Gelfand triple.

The following result is concerned with existence and regularity of solutions to (2.11).

**Lemma 2.7.** Let \( \nu \) satisfy (1.10), suppose that \( Q_0 \in H^2(\Omega; S_0) \cap H^1(\Omega; S_0) \), and let \( u_0 \in L^2_{\sigma}(\Omega) \), \( f \in L^2(0, T; H^{-1}_{\sigma}(\Omega)) \), where \( T \in (0, \infty) \). Then there is a unique weak solution \( u \in L^2(0, T; H^1_{\sigma}(\Omega)) \cap H^1(0, T; H^{-1}_{\sigma}(\Omega)) \) to (2.11) satisfying
\[
\|\partial_t u\|_{L^2(0, T; H^{-1}_{\sigma}(\Omega))} + \|u\|_{L^2(0, T; H^1_{\sigma}(\Omega))} \leq C(\nu, Q_0, T) (\|u_0\|_{L^2(\Omega)} + \|f\|_{L^2(0, T; H^{-1}_{\sigma}(\Omega))}).
\]
If, additionally, \( u_0 \in H^1_{0,\sigma}(\Omega) \) and \( f \in L^2(0, T; L^2_{\sigma}(\Omega)) \), then
\[
u \in H^1(0, T; L^2_{\sigma}(\Omega)) \cap L^2(0, T; H^2(\Omega; \mathbb{R}^d))
\]
along with the estimate
\[
\|\partial_t u, \nabla^2 u\|_{L^2(0, T; L^2(\Omega))} \leq C(\nu, Q_0, T) (\|u_0\|_{H^1_{0,\sigma}(\Omega)} + \|f\|_{L^2(0, T; L^2_{\sigma}(\Omega))}).
\] (2.14)

Furthermore, \( C(\nu, Q_0, T) \) can be chosen as an increasing function with respect to \( T \) in both estimates.

**Proof.** The proof is an immediate consequence of [1, Theorem 7, Lemma 6, and Proposition 4]. In these results the viscosity \( \nu \) depends on a scalar parameter \( c \in BUC([0, T]; W^1_r(\Omega)) \) for some \( r > d \). But the proofs directly carry over to the case that \( c \in BUC([0, T]; W^1_1(\Omega; \mathbb{R}^N)) \) for any \( N \in \mathbb{N} \) provided \( \nu \in C^0_b(\mathbb{R}^N; \mathbb{R}) \) is bounded from below by a positive constant. Formally, one could also replace \( c \) by \( \nu(Q) \) and replace \( \nu \) by an auxiliary function, which is the identity on \([c_0, c_1] \). Finally, the monotone dependence of \( C(\nu, Q_0, T) \) on \( T > 0 \) can be easily verified by extending \( f \) by zero for \( t > T \) and applying the result on a time interval \((0, T') \) with \( T' > T \). □

Finally, by the Sobolev embedding theorem, we deduce that \( \|Q\|_{L^\infty(\Omega)} \leq C\|Q\|_{H^2(\Omega)} \). More generally, whenever \( Q \in H^2(\Omega) \), then (1.10) implies that
\[
\|\nabla \nu(Q)\|_{L^\infty(\Omega)} + \|\nabla^2 \nu(Q)\|_{L^\infty(\Omega)} \leq C(\|Q\|_{H^2(\Omega)}).
\] (2.15)

2.4. An algebraic identity. The following algebraic identity will be used later.

**Lemma 2.8.** Let \( Q, G \in L^1(\Omega) \) be symmetric tensors and \( u \in W^{1,1}(\Omega) \). Then for a.e. \( x \in \Omega \),
\[
S(\nabla u, Q) = G \cdot \nabla u : (GQ - QG).
\] (2.16)

**Proof.** We use (2.1) and the symmetries to obtain
\[
2S(\nabla u, Q) = \nabla u : G - (\nabla u)^T Q : G - Q \nabla u : G + Q(\nabla u)^T : G = 2(\nabla u : GQ - \nabla u : QG).
\]
This proves the assertion. □

We note that the lemma implies \( \text{tr}(S(\nabla u, Q)) = S(\nabla u, Q) : I = 0 \). Therefore \( S(\nabla u, Q) \in S_0 \) since \( S(\nabla u) \) is symmetric.
3. Existence for the linear system with singular perturbation

The key ingredient in the proof of the good mapping properties of the linearized operator in (4.1) below is the existence of solutions for the following system including a singular perturbation. Suppose that $\varepsilon > 0$ and consider the linear system

$$
\begin{align*}
\partial_t u - \text{div}(\nu(Q_0)D(u)) + \nabla p - \text{div} \sigma(Q_0, Q) &= F \\
\text{div} u &= 0 \\
\partial_t Q + \varepsilon \Delta^2 Q - \Delta Q - S(\nabla u, Q_0) &= G \\
\big|_{\partial \Omega} &= 0 \\
Q|_{\partial \Omega} &= \Delta Q|_{\partial \Omega} = 0 \\
(u, Q)|_{t=0} &= (u_0, Q_0) \\
\end{align*}
$$

(3.1)

Proposition 3.1. Let $T > 0$ be fixed. Then there exists an $\varepsilon_0 = \varepsilon_0(T) > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$ and for all $(F, G, u_0, Q_0) \in Y_T \times Y_0$ the system (3.1) has a unique solution

$$
(u, Q) \in X_T \text{ with } Q \in L^2((0, T; H^4(\Omega; S_0))).
$$

(3.2)

Moreover, the following estimate holds

$$
\| (u, Q) \|_{X_T} + \sqrt{\varepsilon} \| \Delta^2 Q \|_{L^2(\Omega_T)} \leq C(Q_0, T) \|(F, G, u_0, Q_0)\|_{Y_T \times Y_0},
$$

(3.3)

where $C(Q_0, T)$ is monotone increasing in $T$ and independent of $\varepsilon$.

Proof. We divide the proof into several steps. In the first steps we prove local existence, then we address estimates uniformly in $\varepsilon > 0$ and conclude global well-posedness. While carrying out the program, we verify an energy dissipation law which implies some lower-order a priori estimates for $(u, Q)$, formulate a higher-order energy estimate, and finally take advantage of a cancellation of critical higher-order terms, an observation that was already used in [26, 27] in the case when $\Omega = \mathbb{R}^d$. An application of Gronwall’s inequality concludes the proof.

Step 1: Local existence in $X_T$. We show the local existence via a fixed-point approach. In this step we prove existence on a time interval $(0, T)$, where $T$ may depend on $\varepsilon$. Fix any $T > 0$. For any $f \in L^2(\Omega_T; \mathbb{R}^d)$, we consider the linear system

$$
\begin{align*}
\partial_t u - \text{div}(\nu(Q_0)D(u)) + \nabla p + f &= F \\
\text{div} u &= 0 \\
\partial_t Q + \varepsilon \Delta^2 Q - \Delta Q - S(\nabla u, Q_0) &= G \\
\big|_{\partial \Omega} &= 0 \\
\Delta Q|_{\partial \Omega} &= 0 \\
(u, Q)|_{t=0} &= (u_0, Q_0) \\
\end{align*}
$$

(3.4)

Note that (3.4) corresponds to (3.1) where the term $- \text{div} \sigma(Q_0, Q)$ has been replaced by $f$. By Lemma 2.7, the first equation of (3.4) has a unique solution $u \in X_{T; u}$ on $(0, T)$. Then $S(\nabla u, Q_0) \in L^2(\Omega_T; S_0)$, recall (1.4), and by Lemma 2.4 the third equation of (3.4) has a unique solution $Q \in L^2((0, T; H^4(\Omega; S_0))) \cap H^1((0, T; L^2(\Omega; S_0)))$ on $(0, T)$. As a result we obtain an affine mapping

$$
\mathcal{F} : L^2(\Omega_T; \mathbb{R}^d) \to L^2(\Omega_T; \mathbb{R}^d),
$$

$$
f \mapsto \mathcal{F}(f) = - \text{div} \sigma(Q_0, Q) = - \text{div}(Q_0 \Delta Q - \Delta QQ_0).
$$

(3.5)

In order to employ Banach’s fixed-point theorem to $\mathcal{F}$, we will show that there exists a $T$ positive but small enough such that $\mathcal{F}$ maps from $L^2(\Omega_T; \mathbb{R}^d)$ into itself and is a contraction.
Step 2: The map $\mathcal{F}$ is a contraction for $T > 0$ small enough. Fix $T > 0, f_1, f_2 \in L^2(\Omega_T; \mathbb{R}^d)$ and denote by $(u_i, Q_i), i = 1, 2$, the solutions of the systems

$$
\begin{align*}
\partial_t u_i - \text{div}(\nu(Q_0)D(u_i)) + \nabla p_i + f_i &= F \quad \text{in } (0, T) \times \Omega, \\
\text{div } u_i &= 0 \quad \text{in } (0, T) \times \Omega, \\
\partial_t Q_i + \varepsilon \Delta^2 Q_i - \Delta Q_i - S(\nabla u_i, Q_0) &= G \quad \text{in } (0, T) \times \Omega, \\
\partial_i Q_i \big|_{\partial \Omega} &= \Delta Q_i \big|_{\partial \Omega} = 0 \quad \text{on } (0, T) \times \partial \Omega, \\
(u_i, Q_i)_{t=0} &= (u_0, Q_0) \quad \text{in } \Omega.
\end{align*}
$$

(3.6)

Let $\hat{u} = u_1 - u_2$, $\hat{Q} = Q_1 - Q_2$, $\hat{f} = f_1 - f_2$, and note that by (3.5) the identity

$$
\mathcal{F}(f_1) - \mathcal{F}(f_2) = - \text{div}(Q_0 \Delta \hat{Q} - \Delta \hat{Q} Q_0)
$$

follows. Hence (3.6) leads to

$$
\begin{align*}
\partial_t \hat{u} - \text{div}(\nu(Q_0)D(\hat{u})) + \nabla \hat{p} + \hat{f} &= 0 \quad \text{in } (0, T) \times \Omega, \\
\text{div } \hat{u} &= 0 \quad \text{in } (0, T) \times \Omega, \\
\partial_t \hat{Q} + \varepsilon \Delta^2 \hat{Q} - \Delta \hat{Q} - S(\nabla \hat{u}, Q_0) &= 0 \quad \text{in } (0, T) \times \Omega, \\
\hat{u} \big|_{\partial \Omega} &= 0 \quad \text{on } (0, T) \times \partial \Omega, \\
\hat{Q} \big|_{\partial \Omega} &= \Delta \hat{Q} \big|_{\partial \Omega} = 0 \quad \text{on } (0, T) \times \partial \Omega, \\
(\hat{u}, \hat{Q})_{t=0} &= (0, 0) \quad \text{in } \Omega.
\end{align*}
$$

(3.7)

For almost every $t \in [0, T]$,

$$
\|\mathcal{F}(f_1)(t) - \mathcal{F}(f_2)(t)\|_{L^2(\Omega)} \leq \|\Delta \hat{Q}(t)Q_0 - Q_0 \Delta \hat{Q}(t)\|_{H^1(\Omega)} \leq C\|\Delta \hat{Q}(t)\|_{H^1(\Omega)}\|Q_0\|_{H^2(\Omega)}.
$$

By the interpolation inequality $\|\hat{Q}\|_{H^3(\Omega)} \leq C\|\hat{Q}\|_{H^2(\Omega)}^{\frac{1}{2}}\|\hat{Q}\|_{H^4(\Omega)}^{\frac{1}{2}}$,

$$
\|\mathcal{F}(f_1)(t) - \mathcal{F}(f_2)(t)\|_{L^2(\Omega)}^2 \leq C\|\hat{Q}(t)\|_{H^2(\Omega)}\|\hat{Q}(t)\|_{H^4(\Omega)}\|Q_0\|_{H^2(\Omega)}^2.
$$

As a result,

$$
\|\mathcal{F}(f_1) - \mathcal{F}(f_2)\|_{L^2(\Omega_T)}^2 \leq C\|\hat{Q}\|_{L^\infty(0,T;H^2)}\|Q_0\|_{H^2(\Omega)}^2\|\hat{Q}\|_{L^1(0,T;H^4)}^2 \leq C\|\hat{Q}\|_{L^\infty(0,T;H^2)}\|Q_0\|_{H^2(\Omega)}^2 T^\frac{1}{2} \|\hat{Q}\|_{L^2(0,T;H^4)}^2.
$$

We estimate $\|\hat{Q}\|_{L^2(0,T;H^4)}$ and $\|Q_0\|_{L^\infty(0,T;H^2)}$ by making use of the third equation in (3.7). In view of the estimates in Lemma 2.4 and (2.9)

$$
\|\hat{Q}\|_{L^2(0,T;H^2)}^2 + \|\hat{Q}\|_{L^2(0,T;H^4)}^2 \leq C(\varepsilon)\|S(\nabla \hat{u}, Q_0)\|_{L^2(\Omega_T)},
$$

where $C$ is independent of $T > 0$. For $\|S(\nabla \hat{u}, Q_0)\|_{L^2(\Omega_T)}$ we use the first equation in (3.7) and the bound of $\hat{u}$ by Lemma 2.7,

$$
\|S(\nabla \hat{u}, Q_0)\|_{L^2(\Omega_T)} \leq \|Q_0\|_{L^\infty(\Omega)}\|\hat{u}\|_{L^2(0,T;H^1)} \leq C\|Q_0\|_{H^2(\Omega)}\|\hat{u}\|_{L^2(0,T;H^1)} \leq C(\varepsilon)\|Q_0\|_{H^2(\Omega)}\|\hat{f}\|_{L^2(\Omega_T)}.
$$

(3.8)

Based on these estimates we infer

$$
\|\mathcal{F}(f_1) - \mathcal{F}(f_2)\|_{L^2(\Omega_T)}^2 \leq T^\frac{1}{2}C(\varepsilon)\|Q_0\|_{H^2(\Omega)}^4\|\hat{f}\|_{L^2(\Omega_T)}^2,
$$

and consequently $\mathcal{F}$ is a contraction provided that $T \ll 1$. 
Step 3: The map $\mathcal{F}$ is a self-map. Employing the result in the previous step, we have
\[ \|\mathcal{F}(f)\|_{L^2(\Omega_T)} \leq \|\mathcal{F}(f) - \mathcal{F}(0)\|_{L^2(\Omega_T)}^2 + \|\mathcal{F}(0)\|_{L^2(\Omega_T)}^2 \]
\[ \leq T^{\frac{1}{2}} C(\epsilon) (\|Q_0\|_{H^2(\Omega)}^4 + \|f\|_{L^2(\Omega_T)}^2 + \|\mathcal{F}(0)\|_{L^2(\Omega_T)}^2). \]

It remains to show that $\mathcal{F}(0) \in L^2(\Omega_T)$. For almost every $t \in [0, T]$,
\[ \|\mathcal{F}(0)(t)\|_{L^2(\Omega)} \leq \|\Delta Q(t)Q_0 - Q_0\Delta Q(t)\|_{H^1(\Omega)} \leq C \|\Delta Q(t)\|_{H^1(\Omega)} \|Q_0\|_{H^2(\Omega)} . \]

As a result
\[ \|\mathcal{F}(0)(t)\|_{L^2(\Omega_T)} \leq C \|Q(t)\|_{L^2(0,T;H^1(\Omega))} \|Q_0\|_{H^2(\Omega)} . \] (3.9)

We estimate $\|Q\|_{L^2(0,T;H^1)}$ by making use of the third equation in (3.4). In view of the estimates in Lemma 2.4,
\[ \|Q\|_{L^2(0,T;H^1)} \leq C(\epsilon) (\|Q_0\|_{H^2(\Omega)}^2 + \|G\|_{L^2(\Omega_T)}^2 + \|\nabla u, Q_0\|_{L^2(\Omega_T)}^2) . \] (3.10)

To estimate $\|S(\nabla u, Q_0)\|_{L^2(\Omega_T)}$ we use again the first equation in (3.4) and the bound of $u$ by Lemma 2.7,
\[ \|S(\nabla u, Q_0)\|_{L^2(\Omega_T)} \leq \|Q_0\|_{L^\infty(\Omega)} \|u\|_{L^2(0,T;H^1)} \leq C \|Q_0\|_{H^2(\Omega)} \|u\|_{L^2(0,T;H^1)} \]
\[ \leq C(\epsilon) \|Q_0\|_{H^2(\Omega)} (\|u_0\|_{H^1_0(\Omega)} + \|F\|_{L^2(\Omega_T)}). \] (3.11)

We deduce from (3.9), (3.10) and (3.11) that:
\[ \|\mathcal{F}(0)\|_{L^2(\Omega_T)}^2 \leq C(\epsilon, u_0, Q_0, F, G). \] (3.12)

Combining the assertion of Step 2 and 3 along with Banach’s fixed-point theorem implies that there exists a unique solution on the time interval $(0, T)$.

Step 4: The basic energy estimate. In order to prove the existence of a solution $(u, Q)$ on $(0, T)$ for $T > 0$ given, suppose that $(u, Q)$ is a solution on $(0, T)$ with the regularity in the assertion of the proposition. If we establish the a priori estimate in the assertion of the proposition, then we obtain some $T^\epsilon > 0$ such that the solution is uniquely determined on $(0, T^\epsilon)$. In view of the uniform bounds on $(0, T)$ we may solve on $(T^\epsilon, 2T^\epsilon)$ and obtain the existence of a unique solution in finitely many steps.

Here we establish a first estimate. Fix $T > 0$. There exists a constant $C$ which may depend on $T$ and may be monotone increasing in $T$ but is independent of $\epsilon$ such that
\[ \|\nabla Q\|_{L^\infty(0,T;L^2)} + \|u\|_{L^\infty(0,T;L^2)} + \|\nabla u\|_{L^2(\Omega_T)} + \|\Delta Q\|_{L^2(\Omega_T)} \]
\[ \leq C (\|F\|_{L^2(\Omega_T)} + \|G\|_{L^2(\Omega_T)} + \|u_0\|_{L^2_0(\Omega)} + \|\nabla Q_0\|_{L^2(\Omega)}). \]

The proof is based on the observation that, like the fully nonlinear system (1.1), the approximating linearized system (3.1) satisfies an energy dissipation law. To obtain this law, use $u$ and $\Delta Q$ as test functions in the equations for $u$ and $Q$, respectively, to obtain
\[ \frac{1}{2} \frac{d}{dt} \int_\Omega |u|^2 + \int_\Omega \nu(Q_0)|D(u)|^2 - \int_\Omega \text{div} \sigma(Q_0, Q) \cdot u = \int_\Omega F \cdot u \]
and
\[ \frac{1}{2} \frac{d}{dt} \int_\Omega |\nabla Q|^2 + \epsilon \int_\Omega |\nabla \Delta Q|^2 + \int_\Omega |\Delta Q|^2 + \int_\Omega S(\nabla u, Q_0) : \Delta Q = - \int_\Omega G : \Delta Q \]
for every $t \in (0, T)$. The key observation is that the algebraic identity (2.16) leads together with an integration by parts to
\[ \int_\Omega S(\nabla u, Q_0) : \Delta Q = \int_\Omega ((\Delta Q)Q_0 - Q_0\Delta Q) : \nabla u = - \int_\Omega \sigma(Q_0, Q) : \nabla u = \int_\Omega \text{div} \sigma(Q_0, Q) \cdot u. \]
Step 5: Higher-order energy estimate. In this step we assert the validity of the estimate
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \left( |\nabla Q|^2 + |Au|^2 \right) + \int_\Omega \nu(Q_0)|D(u)|^2 + \varepsilon \int_\Omega |\nabla \Delta Q|^2 + \int_\Omega |\Delta Q|^2 = \int_\Omega F \cdot u - \int_\Omega G : \Delta Q.
\]
By (1.10), the Cauchy-Schwarz and Young inequality, Gronwall’s Lemma, and Korn’s inequality we obtain the assertion in this step. This estimate will be used frequently in the sequel when we estimate the lower-order terms.

Therefore the critical terms cancel and the combination of the foregoing identities implies
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \left( |\nabla Q|^2 + |Au|^2 \right) + \int_\Omega \nu(Q_0)|D(u)|^2 + \varepsilon \int_\Omega |\nabla \Delta Q|^2 + \int_\Omega |\Delta Q|^2 = \int_\Omega F \cdot u - \int_\Omega G : \Delta Q.
\]

By (1.10), the Cauchy-Schwarz and Young inequality, Gronwall’s Lemma, and Korn’s inequality we obtain the assertion in this step. This estimate will be used frequently in the sequel when we estimate the lower-order terms.

Choose a sequence \((q_k)_{k\in\mathbb{N}} \subset H^2(\Omega)\) with \(q_k \to q\) in \(H^1(\Omega)\). Since \(q\) is divergence-free and in view of the boundary conditions for \(u\), an integration by parts yields
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \nu(Q_0)|D(u)|^2 + \int_\Omega |Au|^2 - \int_\Omega \text{div}(\sigma(Q_0, Q) \cdot Au) - \int_\Omega F \cdot Au = 0.
\]

Note that the Helmholtz decomposition for \(\tilde{A}u\) is given by
\[
\tilde{A}u = Au + \nabla q \quad \text{for some } q \in H^1(\Omega),
\]
cf. (2.3). Hence
\[
\int_\Omega \text{div}(\sigma(Q_0, Q)) \cdot \tilde{A}u = \int_\Omega \text{div}(\sigma(Q_0, Q)) \cdot Au + \int_\Omega \text{div}(\sigma(Q_0, Q)) \cdot \nabla q.
\]
Choose a sequence \((q_k)_{k\in\mathbb{N}} \subset H^2(\Omega)\) with \(q_k \to q\) in \(H^1(\Omega)\). Since \(\sigma\) is skew-symmetric and since \(Q_0\) vanishes on \(\partial\Omega\), we infer
\[
\int_\Omega \text{div}(\sigma(Q_0, Q)) \cdot \nabla q = - \lim_{k \to \infty} \int_\Omega \sigma(Q_0, Q) : \nabla^2 q_k = 0.
\]
The foregoing identities imply the following energy-type estimate for \(u\),
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \nu(Q_0)|D(u)|^2 + \int_\Omega |Au|^2 - \int_\Omega \text{div}(\sigma(Q_0, Q)) \cdot \tilde{A}u + \int_\Omega F \cdot Au = 0. \quad (3.15)
\]

Now we consider the equation for \(Q\) and use \(\Delta(\nu(Q_0)\Delta Q)\) as a test function for the evolution equation for \(Q\) to obtain
\[
\int_\Omega (\partial_t Q : \Delta(\nu(Q_0)\Delta Q) + \varepsilon \Delta^2 Q : \Delta(\nu(Q_0)\Delta Q)) + \int_\Omega (-\Delta Q : \Delta(\nu(Q_0)\Delta Q) - S(\nabla u, Q_0) : \Delta(\nu(Q_0)\Delta Q)) = \int_\Omega G : \Delta(\nu(Q_0)\Delta Q).
\]
In view of the boundary conditions for \( Q \) we deduce

\[
\int_{\Omega} \partial_t Q : \Delta (\nu(Q_0)\Delta Q) = \frac{1}{2} \int_{\Omega} \nu(Q_0)|\Delta Q|^2
\]

and analogously with one integration by parts and product rule,

\[
\int_{\Omega} -\Delta Q : \Delta (\nu(Q_0)\Delta Q) = \int_{\Omega} \nu(Q_0)|\nabla \Delta Q|^2 + \int_{\Omega} \nabla \Delta Q : \nabla (\nu(Q_0)) \otimes \Delta Q.
\]

Here we write for simplicity \( \nabla \Delta Q : \nabla (\nu(Q_0)) \otimes \Delta Q = \partial_\gamma \Delta Q_{\alpha\beta} \partial_\gamma (\nu(Q_0)) \Delta Q_{\alpha\beta} \). The combination of these three identities for \( Q \) yields:

\[
\frac{1}{2} \int_{\Omega} \nu(Q_0)|\Delta Q|^2 + \int_{\Omega} \nu(Q_0)|\nabla \Delta Q|^2 + \int_{\Omega} \nabla \Delta Q : \nabla (\nu(Q_0)) \otimes \Delta Q
\]

\[+ \varepsilon \int_{\Omega} \nu(Q_0)|\Delta^2 Q|^2 + 2\varepsilon \int_{\Omega} \Delta^2 Q_{\alpha\beta} (\nabla (\nu(Q_0)) \cdot \nabla \Delta Q_{\alpha\beta}) + \varepsilon \int_{\Omega} \Delta (\nu(Q_0)) \Delta^2 Q : \Delta Q \]

\[= \int_{\Omega} S(\nabla u, Q_0) : \Delta (\nu(Q_0)\Delta Q) + \overline{V}, \tag{3.16}
\]

where \( \overline{V} \) is defined by

\[
\overline{V} = - \int_{\Omega} \nabla \Delta Q : (\nabla (\nu(Q_0)) \otimes \Delta Q) - 2\varepsilon \int_{\Omega} \Delta^2 Q_{\alpha\beta} \nabla (\nu(Q_0)) \cdot \nabla \Delta Q_{\alpha\beta}
\]

\[- \varepsilon \int_{\Omega} \Delta (\nu(Q_0)) \Delta^2 Q : \Delta Q + \int_{\Omega} G : \Delta (\nu(Q_0)\Delta Q) \equiv \sum_{i=1}^4 J_i. \tag{3.17}
\]

Finally the combination of (3.15) and (3.16) gives the assertion of this step, where

\[
A = -2 \int_{\Omega} \text{div} \sigma(Q_0, Q) \cdot \dot{A} u - \int_{\Omega} S(\nabla u, Q_0) : \Delta (\nu(Q_0)\Delta Q) \tag{3.18}
\]

and

\[
J_5 = -2 \int_{\Omega} F \cdot Au. \tag{3.19}
\]

**Step 6: Estimates for the terms \( J_i \)**: These estimates are routine calculations and deferred to Appendix B. There it is shown that for all \( \delta > 0 \) there exists a constant \( C = C(\delta, \Omega, Q_0) \) such that

\[
\sum_{i=1}^5 J_i \leq 2\delta \| \nabla \Delta Q \|^2_{L^2} + C(\delta, Q_0)(\| F \|^2_{L^2} + \| G \|^2_{H^1} + \| \Delta Q \|^2_{L^2}) + \frac{3\varepsilon}{5} \| \Delta^2 Q \|^2_{L^2} + 3\varepsilon C(Q_0)\| \nabla \Delta Q \|^2_{L^2} + \delta \| Au \|^2_{L^2}. \tag{3.20}
\]

**Step 7: The cancellation property and the estimate for \( A \)**. This is the most important part in the uniform estimate, which shows that the highest order terms in \( A \) have the cancellation property and the remaining parts can be controlled. In order to show this, we shall integrate by parts several times and third order derivatives of \( u \), like \( \Delta \nabla u \), might appear, while in the first step we only show \( H^2 \)-regularity for \( u \). However, noticing that \( A \) depends on \( u \) (along with its derivatives) linearly, by a standard density argument, we can assume that \( \Delta \nabla u \in L^2(\Omega) \) for
almost every $t$. The point is, in the final form, $A$ only contains $u$ and its derivatives up to order 2. We start by estimating $A$ defined in (3.18). By (2.16)

$$A = -2 \int_\Omega \text{div} \sigma(Q_0, Q) : \tilde{A}u + \int_\Omega \sigma(Q_0, \nu(Q_0) \Delta Q) : \nabla u = A_1 + A_2.$$  

For $A_1$, we integrate by parts, employ the boundary conditions for $Q$ in (3.1), use $2 \text{div} \, D(u) = \Delta u$ and infer

$$A_1 = -\int_\Omega \text{div} \sigma(Q_0, Q) \cdot 2\tilde{A}u = \int_\Omega \text{div} \sigma(Q_0, Q) \cdot (2D(u)\nabla(\nu(Q_0)) + \nu(Q_0)\Delta u)$$

$$= \int_\Omega 2 \text{div} \sigma(Q_0, Q) \cdot (D(u)\nabla(\nu(Q_0))) - \int_\Omega \sigma(Q_0, Q) : (\Delta u \otimes \nabla(\nu(Q_0)))$$

$$- \int_\Omega \sigma(Q_0, Q) : (\nu(Q_0)\Delta \nabla u) = I_1 + I_2 + I_3.$$  

For $A_2$ we note that by (2.1) for all $A, B, C \in \mathbb{R}^{d \times d}$ with $A^T = A$ the identity

$$(AB - BA) : C = (AC - CA) : B$$

holds. We integrate by parts twice and discover

$$A_2 = \int_\Omega \nabla u : (Q_0\Delta(\nu(Q_0)\Delta Q) - \Delta(\nu(Q_0)\Delta Q)Q_0)$$

$$= \int_\Omega \nu(Q_0)\Delta(Q_0 \nabla u) : \Delta Q - \nu(Q_0)\Delta(\nabla u Q_0) : \Delta Q$$

$$= \int_\Omega \nu(Q_0)(Q_0\Delta \nabla u - \Delta \nabla u Q_0) : \Delta Q + \int_\Omega \nu(Q_0)(\Delta Q_0 \nabla u - \nabla u \Delta Q_0) : \Delta Q$$

$$+ 2 \int_\Omega \nu(Q_0)\nabla \partial_\beta u_\alpha \cdot (\nabla(Q_0)_{\alpha\gamma} \Delta Q_{\gamma\beta} - \nabla(Q_0)_{\gamma\beta} \Delta Q_{\alpha\gamma}) = I_4 + I_5 + I_6.$$  

Notice that $I_3 + I_4 = 0$ and that we can rewrite $A$ as

$$A = \int_\Omega \text{div} \sigma(Q_0, Q) \cdot (2D(u)\nabla(\nu(Q_0))) - \int_\Omega \sigma(Q_0, Q) : (\Delta u \otimes \nabla(\nu(Q_0)))$$

$$+ \int_\Omega \nu(Q_0)\nabla u : (\Delta Q_0 \Delta Q - \Delta Q \Delta Q_0)$$

$$+ 2 \int_\Omega \nu(Q_0)\nabla \partial_\beta u_\alpha \cdot (\nabla(Q_0)_{\alpha\gamma} \Delta Q_{\gamma\beta} - \nabla(Q_0)_{\gamma\beta} \Delta Q_{\alpha\gamma}) = I_1 + I_2 + I_5 + I_6.$$  

We prove in Appendix C that

$$A \leq 8\delta(\|Au\|_L^2 + \|
abla \Delta Q\|_L^2) + C(\delta, Q_0)(\|\nabla u\|_L^2 + \|\Delta Q\|_L^2).$$  

(3.21) 

**Step 8: Proof of (3.2).** We combine the higher order estimate (3.13) in Step 5 with (3.20) and (3.21) and choose $\delta$ independently of $\varepsilon$ small enough to obtain

$$\frac{d}{dt} \int_\Omega \nu(Q_0)(2\|D(u)\|^2 + \|\Delta Q\|^2) + \int_\Omega |Au|^2 + \frac{3}{4} \int_\Omega \nu(Q_0)|\nabla \Delta Q|^2 + \frac{2}{5} \varepsilon \int_\Omega \nu(Q_0)|\Delta Q|^2$$

$$\leq C(Q_0)(\|F\|_{L^2}^2 + \|G\|_{H^1}^2 + \|\Delta Q\|_{L^2}^2 + \|\nabla u\|_{L^2}^2 + \|\Delta Q\|_{L^2}^2) + 2\varepsilon C(Q_0)\|\nabla \Delta Q\|_{L^2}^2.$$  

Fix $\varepsilon_0 > 0$ small enough so that one can absorb the last term on the right-hand side for all $\varepsilon \in (0, \varepsilon_0)$ by the corresponding term on the left-hand side. Then

$$\frac{d}{dt} \int_\Omega \nu(Q_0)(\|D(u)\|^2 + \|\Delta Q\|^2) + \frac{1}{2C_S} \int_\Omega \|\nabla^2 u\|^2 + \frac{1}{2} \int_\Omega \|\nabla \Delta Q\|^2 \nu(Q_0) + \varepsilon \int_\Omega \nu(Q_0)|\Delta Q|^2$$

$$\leq C(Q_0)(\|F\|_{L^2}^2 + \|G\|_{H^1}^2 + \|\Delta Q\|_{L^2}^2 + \|\nabla u\|_{L^2}^2 + \|\Delta Q\|_{L^2}^2).$$
An application of Gronwall’s inequality establishes (3.3). Note that the bound depends exponentially on the norm of the initial data \((Q_0, u_0)\).

\[ \square \]

4. Well-Posedness for the Linearized System

In this section we define a linearization of the full system which leads to a bounded linear operator which is one-to-one and onto between the function spaces defined in Section 2. For simplicity, we set \(\lambda = \Gamma = a = b = c = 1\) in (1.1) and (1.6).

The linear operator \(\mathcal{L}(Q_0) : X_T \to Y_T \times Y_0\) is given by

\[
\mathcal{L}(Q_0)(u, Q) = \begin{pmatrix}
\partial_t u - P_\sigma \text{div}\left[\left(\nu(Q_0)D(u) + \sigma(Q_0, Q)\right)\right] \\
\partial_t Q - \Delta Q - S(\nabla u, Q_0) \\
(u, Q)|_{t=0}
\end{pmatrix}.
\]  

(4.1)

The main result in this section concerns the global existence and boundedness of solutions.

**Proposition 4.1** (Linearized system). The linear operator \(\mathcal{L}\) defined by (4.1) is an isomorphism between the spaces \(X_T\) and \(Y_T \times Y_0\) and

\[
\|\mathcal{L}^{-1}(Q_0)\|_{\mathcal{L}(Y_T \times Y_0, X_T)} \leq C_\mathcal{L}(Q_0).
\]

*Proof.* Fix \(T > 0\). We need to show that for all \((F, G, u_0, Q_0) \in Y_T \times Y_0\) there exists a unique pair \((u, Q) \in X_T\) such that

\[
\mathcal{L}(Q_0)(u, Q) = (F, G, u_0, Q_0) \in Y_T \times Y_0.
\]  

(4.2)

The idea is to invoke Proposition 3.1, to pass to the limit \(\varepsilon \to 0\), and to make use of the weak compactness given by the bounds which hold uniformly in \(\varepsilon\). More precisely, for each \(\varepsilon \in (0, \varepsilon_0)\) with \(\varepsilon_0\) as in Proposition 3.1, the system (3.1) has a unique solution \((u_\varepsilon, Q_\varepsilon)\) and (3.3) implies the bounds

\[
\|u_\varepsilon\|_{L^\infty(0,T;H^1)} + \|Q_\varepsilon\|_{L^\infty(0,T;H^2)} + \|u_\varepsilon\|_{L^2(0,T;H^2)} + \|Q_\varepsilon\|_{L^2(0,T;H^3)} + \sqrt{\varepsilon}\|\Delta^2 Q_\varepsilon\|_{L^2(\Omega_T)} \leq C(Q_0)\|(F, G, u_0, Q_0)\|_{Y_T \times Y_0}.
\]  

(4.3)

Moreover, by (2.7), we estimate

\[
\|\text{S}(\nabla u_\varepsilon, Q_\varepsilon)\|_{L^2(0,T;H^1)} \leq C(Q_0)\|u_\varepsilon\|_{L^2(0,T;H^2)}.
\]  

(4.4)

Hence the equation for \(Q_\varepsilon\) implies that \(\partial_t Q_\varepsilon\) is uniformly bounded in \(L^2(0, T; L^2(\Omega, S_0))\) since \(\sqrt{\varepsilon}\Delta^2 Q\) is bounded in \(L^2(0, T; L^2(\Omega, S_0))\). Similarly, since the right-hand side of

\[
\partial_t u_\varepsilon - P_\sigma \text{div}(\nu(Q_0)D(u_\varepsilon)) = P_\sigma \text{div}(Q_0\Delta Q_\varepsilon - \Delta Q_\varepsilon(0) + P_\sigma F)
\]

is bounded \(L^2(0, T; L^2(\Omega))\), \(\partial_t u_\varepsilon\) is bounded in \(L^2(0, T; L^2(\Omega))\).

By weak compactness, there exists a subsequence \(\varepsilon_k \to 0\) for \(k \to \infty\), corresponding pairs \((u_k, Q_k) = (u_{\varepsilon_k}, Q_{\varepsilon_k})\) and an element \((u, Q)\) such that

\[
\begin{align*}
  u_k & \rightharpoonup^* u & \text{in } L^2(0, T; H^1_{0,\sigma}(\Omega) \cap H^2(\Omega; \mathbb{R}^d)) \cap H^1(0, T; L^2_{\sigma}(\Omega)), \\
  u_k & \to u & \text{in } L^\infty(0, T; H^1(\Omega)), \\
  Q_k & \to Q & \text{in } L^2(0, T; H^1(\Omega; S_0) \cap H^3(\Omega; S_0)) \cap H^1(0, T; L^2(\Omega; S_0)), \ (4.5) \\
  Q_k & \rightharpoonup^* Q & \text{in } L^\infty(0, T; H^2(\Omega; S_0)),
\end{align*}
\]

where \(\Delta Q|_{\partial\Omega} = 0\) and \((u, Q)|_{t=0} = (u_0, Q_0)\) in \(L^2(\Omega) \times H^1(\Omega; S_0)\) since the corresponding trace maps are linear and bounded. By weak sequential lower semi-continuity of norms it follows
from (4.5) and (4.3) that
\[
\|u\|^2_{L^\infty(0,T;H^1(\Omega))} + \|Q\|^2_{L^\infty(0,T;H^2(\Omega))} + \|\nabla u\|^2_{L^2(0,T;H^2(\Omega))} + \|Q\|^2_{L^2(0,T;H^3(\Omega))} \
\leq C(Q_0)\|F, G, u_0, Q_0\|_{\mathcal{Y}_T \times \Gamma_0}^2.
\]  
(4.6)

It remains to improve the regularity of the time derivative of $Q$ along with the corresponding estimates and to show that the weak limit $(u, Q)$ is the unique solution of (4.2). We first consider the third equation in (3.1),
\[
\partial_t Q_k + \varepsilon_k \Delta^2 Q_k - \Delta Q_k - S(\nabla u_k, Q_0) = G.
\]  
(4.7)

In view of (4.5) and $\varepsilon_k \Delta^2 Q_k \to 0$ in $L^2(0,T; L^2(\Omega))$ as $k \to \infty$, we may pass to the limit $k \to \infty$ in (4.7) and infer
\[
\partial_t Q = \Delta Q + S(\nabla u, Q_0) + G.
\]  
(4.8)

Since the right-hand side belongs to $L^2(0,T; H^1_0(\Omega))$, we obtain $\partial_t Q \in L^2(0,T; H^1_0(\Omega))$. Moreover, we can use the equation and (4.4) to estimate $\partial_t Q$ and conclude
\[
\|Q\|_{X_{T,Q}} \leq C(Q_0)(\|Q_0\|_{H^2} + \|u\|_{L^2(0,T;H^2)} + \|G\|_{L^2(0,T;H^1)}).
\]  
(4.9)

Moreover, we may pass to the limit $k \to \infty$ in the first equation of (3.1) such that
\[
\partial_t u - P_\sigma \text{ div } (\nu(Q_0)D(u)) = P_\sigma \text{ div } (Q_0 \Delta Q - \Delta Q Q_0) + P_\sigma F
\]  
(4.10)

holds in $L^2(0,T; L^2_\sigma(\Omega))$. Notice that the right-hand side of (4.10) belongs to $L^2(0,T; L^2_\sigma(\Omega))$. Hence by Lemma 2.7
\[
\|u\|_{X_{T,u}} \leq C(Q_0)(\|u_0\|_{H^1_{0,\sigma}(\Omega)} + \|\text{ div } (Q_0 \Delta Q - \Delta Q Q_0) + F\|_{L^2(\Omega_T)}).
\]  
By (2.7) one obtains
\[
\|\text{ div } (Q_0 \Delta Q - \Delta Q Q_0)\|_{L^2(0,T; L^2_\sigma)} \leq C(Q_0)\|Q\|_{L^2(0,T;H^3)}.
\]

The foregoing two estimates give
\[
\|u\|_{X_{T,u}} \leq C(Q_0)(\|u_0\|_{H^1_{0,\sigma}(\Omega)} + \|Q\|_{L^2(0,T;H^3)} + \|F\|_{L^2(\Omega_T)}).
\]  
(4.11)

The combination of (4.9), (4.11) and (4.6) implies the stated boundedness of $L^{-1}(Q_0)$. \qed

5. Properties of the nonlinear operator

For a given pair $(u_0, Q_0) \in Y_0$ we define a nonlinear operator $\mathcal{N} : X_T \to Y_T \times Y_0$ by
\[
\mathcal{N}(Q_0)(u, Q) = \begin{cases}
    P_\sigma \text{ div } [(\nu(Q) - \nu(Q_0))D(u)] + (\tau(Q) + \sigma(Q - Q_0, Q) - u \otimes u) \\
    \quad - (u \cdot \nabla)Q + S(\nabla u, Q - Q_0) + L(Q) \\
    (u_0, Q_0)
\end{cases}.
\]  
(5.1)

The important properties of this nonlinear operator are formulated in the subsequent proposition. First we define a constant $M$ which shall be used later. For any $Q_0 \in H^2(\Omega)$, let $\bar{Q}(t, x)$ be the solution of the heat equation with initial data $Q_0$ and homogenous Dirichlet boundary condition. Then we define $M > 0$ to be such that
\[
\|Q_0\|_{H^2(\Omega)}.
\]  
(5.2)

Proposition 5.1. Suppose that $(u_0, Q_0) \in Y_0$, let $T \in (0, 1]$ and $R > M\|Q_0\|_{H^2}$. Then there is a constant $C_N(T, R) > 0$ with the following properties:

(i) $\mathcal{N}$ is bounded on $B_{X_T}(0, R)$ subject to the given initial data, i.e., for all $(u, Q) \in B_{X_T}(0, R)$ with $Q_{|t=0} = Q_0$ one has the estimate
\[
\|\mathcal{N}(Q_0)(u, Q)\|_{Y_T \times Y_0} \leq C_N(T, R)(R + M\|Q_0\|_{X_T}) + C\|(u_0, Q_0)\|_{Y_0};
\]

(ii) $\mathcal{N}$ is coercive on $B_{X_T}(0, R)$ subject to the given initial data, i.e., for all $(u, Q) \in B_{X_T}(0, R)$ with $Q_{|t=0} = Q_0$ one has the estimate
\[
\|\mathcal{N}(Q_0)(u, Q)\|_{Y_T \times Y_0} \geq \beta M\|Q_0\|_{X_T}
\]  
where $\beta$ is a constant independent of $Q_0$.
(ii) $\mathcal{N}$ is Lipschitz continuous on $B_{X_T}(0, R)$ subject to the given initial data, i.e., for all $(u_1, Q_1), (u_2, Q_2) \in B_{X_T}(0, R)$ with $Q_1|_{t=0} = Q_0$, $i = 1, 2$, one has the estimate
$$
\|\mathcal{N}(Q_0)(u_1, Q_1) - \mathcal{N}(Q_0)(u_2, Q_2)\|_{Y_T \times Y_0} \leq C_N(T, R)\|(u_1 - u_2, Q_1 - Q_2)\|_{X_T};
$$

(iii) for all $R > 0$ the map $C_{N}(\cdot, R) : (0, \infty) \to [0, \infty)$ satisfies
$$
\lim_{T \to 0} C_N(T, R) = 0.
$$

Proof. We begin with the proof of the Lipschitz continuity since it is the most demanding part of the proof. From this we easily get the boundedness and the properties of the constant in the a priori estimates.

Proof of (ii). We divide the proof into several steps. In the first step, we deduce estimates on the distance between various trajectories of director fields. In the subsequent steps, we estimate all the terms in the expression $\mathcal{N}(Q_0)(u_1, Q_1) - \mathcal{N}(Q_0)(u_2, Q_2)$ which need to be controlled for the Lipschitz continuity.

Step 1: Estimates for trajectories. Let $(\overline{\pi}, \overline{Q}) = (u_1 - u_2, Q_1 - Q_2)$. By the fundamental theorem of calculus
$$
Q_1(t, x) - Q_0(x) = \int_0^t \left( \partial_t Q_1(\tau, x) \right) \, d\tau + (Q_1(0, x) - Q_0(x)) \quad \text{for } t \in (0, T).
$$

We infer by Hölder’s inequality that
$$
\|Q_1(t, \cdot) - Q_0\|_{H^1(\Omega)} \lesssim \left( \int_0^t \int_0^t |\partial_t Q_1(\tau, x)|^2 \, d\tau \, dx \right)^{1/2} \lesssim t^{1/2} \|\partial_t Q_1\|_{L^2(0, t; H^1)}.
$$

The assumption $Q_1 \in B_{X_T}(0, R)$ implies
$$
\|Q_1 - Q_0\|_{L^\infty(0, T; H^1)} \lesssim T^{1/2} \|\partial_t Q_1\|_{L^2(0, T; H^1)} \lesssim T^{1/2} R \quad (5.3)
$$

One obtains analogously that
$$
\|Q_2 - Q_0\|_{L^\infty(0, T; H^1)} \lesssim T^{1/2} R \quad (5.4)
$$

and
$$
\|\overline{Q}\|_{L^\infty(0, T; H^2)} = \|Q_1 - Q_2\|_{L^\infty(0, T; H^1)} \lesssim T^{1/2} \|\partial_t \overline{Q}\|_{L^2(0, T; H^1)} \lesssim T^{1/2} \|\overline{Q}\|_{X_T, Q} \quad (5.5)
$$

Moreover, we note that (2.9) implies
$$
\|\overline{Q}\|_{L^\infty(0, T; H^2)} \lesssim C\|\overline{Q}\|_{X_T, Q}
$$

with a constant $C > 0$ independent of $T > 0$. This estimate will be used frequently in the following.

Step 2: Estimates for viscous stresses. The following estimate holds for suitable constants,
$$
\left\| P_\sigma \left( \text{div} \left( (\nu(Q_1) - \nu(Q_0)) D(u_1) \right) - \text{div} \left( (\nu(Q_2) - \nu(Q_0)) D(u_2) \right) \right) \right\|_{Y_T, u}
\lesssim C(R) T^{1/2} \left( \|\overline{Q}\|_{X_T, Q} + \|\overline{\pi}\|_{X_T, u} \right) + C(R) T^{1/2} \|\overline{\pi}, \overline{Q}\|_{X_T}.
$$

For the proof of this estimate, note that $P_\sigma$ does not increase the $L^2$-norm and that for $i = 1, 2$,
$$
\text{div} \left( (\nu(Q_i) - \nu(Q_0)) D(u_i) \right) = \frac{1}{2} (\nu(Q_i) - \nu(Q_0)) \Delta u_i + \nabla (\nu(Q_i) - \nu(Q_0)) \cdot D(u_i).
$$

In view of this decomposition it suffices to prove the estimates
$$
\left\| (\nu(Q_1) - \nu(Q_0)) \Delta u_1 - (\nu(Q_2) - \nu(Q_0)) \Delta u_2 \right\|_{L^2(\Omega_T)} \lesssim C(R) T^{1/2} \|\overline{\pi}, \overline{Q}\|_{X_T} \quad (5.6)
$$

and
$$
\left\| \nabla (\nu(Q_1) - \nu(Q_0)) D(u_1) - \nabla (\nu(Q_2) - \nu(Q_0)) D(u_2) \right\|_{L^2(\Omega_T)} \lesssim C(R) T^{1/2} \|\overline{\pi}, \overline{Q}\|_{X_T} \quad (5.7)
$$

To prove (5.6), note that
\[
\|(\nu(Q_1) - \nu(Q_0))\Delta u_1 - (\nu(Q_2) - \nu(Q_0))\Delta u_2\|_{L^2(\Omega_T)} \\
= \|(\nu(Q_1) - \nu(Q_2))\Delta u_1 + (\nu(Q_2) - \nu(Q_0))\Delta \overline{\nu}\|_{L^2(\Omega_T)} \\
\leq \|(\nu(Q_1) - \nu(Q_2))\|_{L^\infty(\Omega_T)}\|\Delta u_1\|_{L^2(\Omega_T)} + \|(\nu(Q_2) - \nu(Q_0))\|_{L^\infty(\Omega_T)}\|\Delta \overline{\nu}\|_{L^2(\Omega_T)} \\
\leq \|(\nu(Q_1) - \nu(Q_2))\|_{L^\infty(\Omega_T)}R + \|(\nu(Q_2) - \nu(Q_0))\|_{L^\infty(\Omega_T)}\|\overline{\nu}\|_{X_{T;u}}.
\]
In the last step, we used \((u_i, Q_i) \in B_{X_T}(0, R), i = 1, 2\). This fact also implies
\[
\|u_i\|_{C([0,T];H^1)} + \|Q_i\|_{C([0,T];H^2)} + \|Q_i\|_{L^\infty(\Omega_T)} \leq C(R), \quad i = 1, 2.
\]
With (2.15) and (5.5) we conclude
\[
\|(\nu(Q_1) - \nu(Q_2))\|_{L^\infty(\Omega_T)} \leq C(R)\|Q_1 - Q_2\|_{L^\infty(\Omega_T)} \leq C(R)\|\overline{Q}\|_{L^\infty(0,T;H^1)}|\overline{Q}|_{L^\infty(0,T;H^2)} \\
\leq C(R)T^{\frac{1}{4}}\|\overline{Q}\|_{X_{T;Q}}^\frac{1}{2} \leq C(R)T^{\frac{1}{4}}\|\overline{Q}\|_{X_{T;Q}}.
\]
Based on (5.4), (5.8) and (2.15), we can estimate \(\nu(Q_2) - \nu(Q_0)\) in a similar way,
\[
\|(\nu(Q_2) - \nu(Q_0))\|_{L^\infty(\Omega_T)} \leq C(R)\|Q_2 - Q_0\|_{L^\infty(0,T;H^1)}|Q_2 - Q_0|_{L^\infty(0,T;H^2)} \\
\leq C(R)T^{\frac{1}{4}}.
\]
With these estimate we obtain immediately (5.6).

To verify the estimate (5.7), we note that
\[
\nu(Q_1) - \nu(Q_2) = \int_0^1 \frac{d}{d\tau}(\nu(Q_1 + (1 - \tau)Q_2)) d\tau = \int_0^1 D\nu(\tau Q_1 + (1 - \tau)Q_2)(\overline{Q}) d\tau.
\]
As a result,
\[
\frac{\partial}{\partial x_i}(\nu(Q_1) - \nu(Q_2)) = \int_0^1 \nabla^2 \nu(\tau Q_1 + (1 - \tau)Q_2) \left(\overline{Q}, \frac{\partial}{\partial x_i}(\tau Q_1 + (1 - \tau)Q_2)\right) d\tau \\
+ \int_0^1 \nabla \nu(\tau Q_1 + (1 - \tau)Q_2) \left(\frac{\partial}{\partial x_i}Q\right) d\tau.
\]
Now we combine (2.15), (5.8) and (5.9), and deduce, for any \(p > 1\),
\[
\|
abla (\nu(Q_1) - \nu(Q_2))\|_{L^p(\Omega)} \leq C(R)\|\nabla Q\| + |\nabla Q_2|\|Q\|_{L^p(\Omega)} + C(R)\|
abla \overline{Q}\|_{L^p(\Omega)} \\
\leq C(R)\|\overline{Q}\|_{L^\infty(\Omega)} + C(R)\|\nabla Q_2\|_{L^p(\Omega)} + C(R)\|\nabla Q_2\|_{L^p(\Omega)}.
\]
Using (5.10) with \(p = 6\), Hölder’s inequality, Sobolev embedding, (5.8) and (2.5), we can estimate by
\[
\|
abla (\nu(Q_1) - \nu(Q_0))D(u_1) - \nabla (\nu(Q_2) - \nu(Q_0))D(u_2)\|_{L^2(\Omega)} \\
\leq \|
abla (\nu(Q_1) - \nu(Q_2))D(u_1)\|_{L^2(\Omega)} + \|
abla (\nu(Q_2) - \nu(Q_0))D(\overline{u})\|_{L^2(\Omega)} \\
\leq C(R)\|\nabla \overline{Q}\|_{L^6(\Omega)}\|D(u_1)\|_{L^3(\Omega)} + C(R)\|
abla Q_2\|_{L^6(\Omega)}\|D(u_1)\|_{L^3(\Omega)} \\
+ C(R)\|\nabla Q_2\|_{L^6(\Omega)}\|D(\overline{u})\|_{L^3(\Omega)} + C(R)\|D(\overline{u})\|_{L^3(\Omega)} \\
\leq C(R)\|\overline{Q}\|_{H^3(\Omega)}|D(u_1)|_{L^2(\Omega)}^\frac{1}{2} + C(R)\|\overline{Q}\|_{H^3(\Omega)}|D(u_1)|_{H^1(\Omega)}^\frac{1}{2} \\
+ C(R)\|\overline{Q}\|_{X_{T;Q}}\|D(u_1)\|_{L^2(\Omega)}^\frac{1}{2} + C(R)\|\overline{Q}\|_{H^3(\Omega)}^\frac{1}{2}.
\]
Integration in time implies (5.7).

**Step 3: The extra stress in the flow equation.** We have
\[
\|P_\sigma (\text{div } \sigma(Q_1 - Q_0, Q_1) - \text{div } (Q_2 - Q_0, Q_2))\|_{L^2(\Omega_T)} \leq \frac{C}{\sqrt{T}} (R + \|Q_0\|_{H^2}) \|\nabla\sigma\|_{X_{T,Q}}.
\]
In fact, by (2.7):
\[
\| \text{div } \sigma(Q_1 - Q_0, Q_1) - \text{div } (Q_2 - Q_0, Q_2)\|_{L^2}
= \| \text{div } (\Delta Q_1(Q_1 - Q_0) - (Q_1 - Q_0)\Delta Q_1) - \text{div } (\Delta Q_2(Q_2 - Q_0) - (Q_2 - Q_0)\Delta Q_2)\|_{L^2}
\leq \|\Delta \sigma(Q_1 - Q_0) + \Delta Q_2 \sigma - (Q_1 - Q_0)\Delta \overline{\sigma} - \overline{\sigma} \Delta Q_2\|_{H^1}.
\]
As a result:
\[
\| \text{div } \sigma(Q_1 - Q_0, Q_1) - \text{div } (Q_2 - Q_0, Q_2)\|_{L^2(\Omega_T)} \leq C \|Q_1 - Q_0\|_{L^\infty(0,T;H^1)} \|\overline{\sigma}\|_{L^2(0,T;H^3)}
+ C \|\Delta \sigma\|_{L^\infty(0,T;H^1)} \|\overline{\sigma}\|_{L^2(0,T;H^3)} \|Q_2\|_{L^2(0,T;H^3)}.  
\]
Combining (5.3), (5.5) with (5.12) gives:
\[
\| \text{div } \sigma(Q_1 - Q_0, Q_1) - \text{div } (Q_2 - Q_0, Q_2)\|_{L^2(\Omega_T)} \leq \frac{C}{\sqrt{T}} R \|\nabla\sigma\|_{X_{T,Q}},
\]
i.e., the assertion.

**Step 4: The convection term in the Navier-Stokes equation.** We have
\[
\|P_\sigma (u_1 \cdot \nabla u_1 - u_2 \cdot \nabla u_2)\|_{L^2(\Omega_T)} \leq \frac{T}{\sqrt{T}} C(R) \|\nabla\sigma\|_{X_{T,u}}.
\]
Indeed,
\[
\|u_1 \cdot \nabla u_1 - u_2 \cdot \nabla u_2\|_{L^2(\Omega)}
\leq C \|\nabla\sigma\|_{L^2(\Omega)} \|\nabla u_1\|_{H^1(\Omega)} + C \|\nabla u_1\|_{H^2(\Omega)} \|\nabla u_2\|_{H^1(\Omega)} + C \|\nabla u_2\|_{H^1(\Omega)} \|\nabla u_2\|_{H^2(\Omega)}.
\]
Therefore
\[
\|u_1 \cdot \nabla u_1 - u_2 \cdot \nabla u_2\|_{L^2(\Omega_T)}
\leq C(R) \|\nabla\sigma\|_{X_{T,u}} \|\nabla u_1\|_{H^2(\Omega)} \|\nabla u_2\|_{H^2(\Omega)} + C(R) \|\nabla\sigma\|_{X_{T,u}} \|\nabla u_2\|_{H^2(\Omega)} \|\nabla u_2\|_{H^2(\Omega)}.
\]

**Step 5: The additional forces in the evolution of the director.** We have
\[
\|S(\nabla u_1, Q_1 - Q_0) - S(\nabla u_2, Q_2 - Q_0)\|_{L^2(0,T;H^4)} \leq \frac{C}{\sqrt{T}} R \|\nabla\sigma\|_{X_{T,Q}}.
\]
Note that
\[
S(\nabla u, Q - Q_0) = W(u)(Q - Q_0) - (Q - Q_0) W(u).
\]
By a similar argument as for (5.11), one obtains:
\[
\|S(\nabla u_1, Q_1 - Q_0) - S(\nabla u_2, Q_2 - Q_0)\|_{H^1}
\leq \|\nabla u_1\|_{H^1} \|\nabla\sigma\|_{H^2} + \|\nabla\sigma\|_{H^1} \|Q_2 - Q_0\|_{H^1} + \|Q_2 - Q_0\|_{H^2}.
\]
The above estimate implies:
\[
\|S(\nabla u_1, Q_1 - Q_0) - S(\nabla u_2, Q_2 - Q_0)\|_{L^2(0,T;H^1)} \\
\leq \|u_1\|_{L^2(0,T;H^2)} \|\overline{Q}\|_{L^2(0,T;H^2)^*}^{\frac{1}{2}} \|\overline{Q}\|_{L^\infty(0,T;H^2)}^{\frac{1}{2}} \\
+ \|\overline{\tau}\|_{L^2(0,T;H^2)} \|Q_2 - Q_0\|_{L^\infty(0,T;H^1)} \|Q_2 - Q_0\|_{L^\infty(0,T;H^2)}^{\frac{1}{2}}. \tag{5.15}
\]

Combining (5.15) with (5.4) and (5.5) implies
\[
\|S(\nabla u_1, Q_1 - Q_0) - S(\nabla u_2, Q_2 - Q_0)\|_{L^2(0,T;H^1)} \\
\leq C(R)T^{\frac{1}{2}} \|\overline{\tau}\|_{X_{T,Q}}^{\frac{1}{2}} \|\overline{Q}\|_{X_{T,Q}}^{\frac{1}{2}} + C \|\overline{\tau}\|_{X_{T,u}} \|T^{\frac{1}{2}} R\| \leq C(R)T^{\frac{1}{2}} \|\overline{\tau}, \overline{Q}\|_{X_T}. \tag{5.16}
\]

**Step 6: The Ericksen stress tensor.** We have
\[
\|P_\sigma(\nabla (Q_1) - \nabla (Q_2))\|_{L^2(\Omega_T)} \leq C(R)T^{\frac{1}{2}} \|\overline{Q}\|_{X_{T,Q}}.
\]

With (2.7) we find
\[
\|\nabla (Q_1) - \nabla (Q_2)\|_{L^2(\Omega_T)} \\
\leq \|\nabla (Q_1) - \nabla (Q_2)\|_{H^1(\Omega)} = \|\nabla \overline{Q} \circ (\nabla Q_1 + \nabla Q_2)\|_{H^1(\Omega)} \\
\leq C \|\nabla \overline{Q}\|_{H^1(\Omega)}^{\frac{1}{2}} \|\nabla \overline{Q}\|_{H^2(\Omega)}^{\frac{1}{2}} (\|\nabla Q_1\|_{H^1(\Omega)} + \|\nabla Q_2\|_{H^1(\Omega)}).
\]

So we deduce from the foregoing estimate that:
\[
\|\nabla (Q_1) - \nabla (Q_2)\|_{L^2(\Omega_T)} \\
\leq C \|\nabla \overline{Q}\|_{L^\infty(0,T;H^2(\Omega))} (\|Q_1\|_{L^\infty(0,T;H^2(\Omega))} + \|Q_2\|_{L^\infty(0,T;H^2(\Omega))}) \|\nabla \overline{Q}\|_{H^2(\Omega)}^{\frac{1}{2}}(t)\|_{L^2(0,T)} \tag{5.17}
\]
\[
\leq C(R) \|\overline{Q}\|_{X_{T,Q}}^{\frac{1}{2}} T^{\frac{1}{2}} \|\overline{Q}\|_{L^2(0,T;H^2)} \leq C(R)T^{\frac{1}{2}} \|\overline{Q}\|_{X_{T,Q}}.
\]

**Step 7: The convection term in the equation for the Q-tensor.** We have
\[
\|u_1 \cdot \nabla Q_1 - u_2 \cdot \nabla Q_2\|_{H^1(\Omega)} \leq C(R)T^{\frac{1}{2}} \|\overline{\tau}, \overline{Q}\|_{X_T}.
\]

In view of (2.7) we find
\[
\|u_1 \cdot \nabla Q_1 - u_2 \cdot \nabla Q_2\|_{H^1(\Omega)} \\
\leq C \|\overline{\tau}\|_{H^1(\Omega)} \|\nabla Q_1\|_{H^2(\Omega)}^{\frac{1}{2}} \|\nabla Q_1\|_{H^2(\Omega)}^{\frac{1}{2}} + C \|u_2\|_{H^1(\Omega)} \|u_2\|_{H^2(\Omega)} \|\nabla \overline{Q}\|_{H^1(\Omega)}^{\frac{1}{2}}. \tag{5.18}
\]

The above estimates imply:
\[
\|u_1 \cdot \nabla Q_1 - u_2 \cdot \nabla Q_2\|_{L^2(0,T;H^1)} \\
\leq C \|\overline{\tau}\|_{L^\infty(0,T;H^1)} \|Q_1\|_{L^\infty(0,T;H^2)} \|\nabla Q_1\|_{H^2(\Omega)}^{\frac{1}{2}} + C \|u_2\|_{L^2(0,T;H^1)} \|u_2\|_{H^2(\Omega)} \|\overline{Q}\|_{L^\infty(0,T;H^1)} \tag{5.19}
\]
\[
\leq C(R) \|\overline{\tau}\|_{X_{T,u}} T^{\frac{1}{2}} \|Q_1\|_{L^2(0,T;H^2)}^{\frac{1}{2}} + C(R)T^{\frac{1}{2}} \|u_2\|_{L^2(0,T;H^2)} \|\overline{Q}\|_{X_{T,Q}} \\
\leq C(R)T^{\frac{1}{2}} \|\overline{\tau}, \overline{Q}\|_{X_T}.
\]

**Step 8: The lower-order terms.** One can show
\[
\|L(Q_1) - L(Q_2)\|_{L^2(0,T;H^1)} \leq T^{\frac{1}{2}} \|L(Q_1) - L(Q_2)\|_{L^\infty(0,T;H^1)} \leq T^{\frac{1}{2}} C(R) \|Q\|_{X_T}. \tag{5.20}
\]
the estimate follows. By Proposition 5.1 (iii) we conclude that and 5.1. For any pair \((u, Q)\) in a straightforward manner. Combining (5.6), (5.7), (5.13), (5.14), (5.16), (5.17), (5.19) and (5.20) implies the Lipschitz continuity, as asserted.

Proof (i) and (iii): From the estimates above one easily verifies (iii). Finally, let \(\tilde{Q}(t, x)\) be the trajectory defined by (5.2). Then it is clear that \((u, Q)\) and \((0, \tilde{Q})\) satisfy the conditions for (ii) and we obtain
\[
\|N(Q_0)(u, Q)\|_{Y_T \times Y_0} \\
\leq \|N(Q_0)(u, Q) - N(Q_0)(0, \tilde{Q})\|_{Y_T \times Y_0} + \|N(Q_0)(0, \tilde{Q})\|_{Y_T \times Y_0} \\
\leq C_N(T, R)\|(u, Q - \tilde{Q})\|_{X_T} + C\|(u_0, Q_0)\|_{Y_0} \\
\leq C_N(T, R) (R + M\|Q_0\|_{X_T}) + C\|(u_0, Q_0)\|_{Y_0}.
\]

\[\Box\]

6. Proof of Theorem 1.1

Based on the properties of the linear operator in Proposition 4.1 and of the nonlinear operator in Proposition 5.1, we can give the proof of Theorem 1.1 which we divide into several steps.

*Step 1: Reformulation as a fixed-point theorem.* Note that \((u, Q)\) is a strong solution of the system with given initial and boundary conditions if and only if
\[
\mathcal{L}(Q_0)(u, Q) = N(Q_0)(u, Q) \quad \text{with } (u, Q) \in X_T.
\]

In view of the results in Proposition 5.1 the mapping \(N\) is a contraction if the initial values of the director field \(Q\) are fixed and \(T\) is small enough. This motivates the definition
\[
X_{T,0} = \{(u, Q) \in X_T, Q|_{t=0} = Q_0\}.
\]

It follows that the existence of a solution is equivalent to the assertion that the nonlinear mapping
\[
\mathcal{L}(Q_0) = \mathcal{L}(Q_0)^{-1}N(Q_0) : X_{T,0} \to X_{T,0}
\]
has a fixed-point. We prove the existence of such a fixed-point with Banach’s fixed-point theorem applied to the closed ball \(B_{X_{T,0}}(0, R)\) with
\[
R > 3C_{\mathcal{L}}(Q_0)\|(u_0, Q_0)\|_{Y_0} \quad (6.1)
\]

*Step 2: \(\mathcal{L}(Q_0)\) is a contraction for \(T\) small enough.* We use the estimates in Propositions 4.1 and 5.1. For any pair \((u_i, Q_i) \in B_{X_{T,0}}(0, R)\), \(i = 1, 2\), we obtain
\[
\|\mathcal{L}^{-1}(Q_0)N(Q_0)(u_1, Q_1) - \mathcal{L}^{-1}(Q_0)N(Q_0)(u_2, Q_2)\|_{X_T} \\
\leq C_{\mathcal{L}}(Q_0)\|N(Q_0)(u_1, Q_1) - N(Q_0)(u_2, Q_2)\|_{Y_T} \\
\leq C_{\mathcal{L}}(Q_0)C_N(T, R)\|(u_1 - u_2, Q_1 - Q_2)\|_{X_T}.
\]

By Proposition 5.1 (iii) we conclude that \(\mathcal{L}(Q_0)\) is a contraction for \(T > 0\) sufficiently small.

*Step 3: \(\mathcal{L}(Q_0)\) is a self-map for \(T\) small enough.* We infer from the bounds in Propositions 4.1 and 5.1 and from (6.1) that for \((u, Q) \in B_{X_{T,0}}(0, R)\) and \(T > 0\) sufficiently small so that
\[
R > 3C_{\mathcal{L}}(Q_0)\|(u_0, Q_0)\|_{Y_0} + M\|Q_0\|_{X_T}
\]
the estimate
\[
\|\mathcal{L}(Q_0)(u, Q)\|_{X_T} \leq C_{\mathcal{L}}(Q_0)\|N(Q_0)(u, Q)\|_{Y_T \times Y_0} \\
\leq C_{\mathcal{L}}(Q_0)C_N(T, R) (R + M\|Q_0\|_{X_T}) + C_{\mathcal{L}}(Q_0, \Omega)\|(u_0, Q_0)\|_{Y_0} \\
\leq 2C_{\mathcal{L}}(Q_0)C_N(T, R)R + \frac{R}{3} \leq R \quad \text{for } T \text{ sufficiently small}
\]
follows.
Step 4: Conclusion of the proof. Choosing $T > 0$ in the first three steps sufficiently small we obtain the assertion of the theorem from Banach’s fixed-point theorem applied to the complete metric space $B_{X_T,0}(0, R)$ with $R > 0$ as in (6.1) and $d(z_1, z_2) = \|z_1 - z_2\|_{X_T}$ for all $z_1, z_2 \in B_{X_T,0}(0, R)$. □

7. Global Estimates

The solution of (1.1) satisfies the following energy dissipation law,
\[
\mathcal{E}(t) + \int_0^t \mathcal{B}(\tau) d\tau \leq \mathcal{E}(0) \leq C_\mathcal{E} \left( \|u_0\|_{L^2(\Omega)}, \|Q_0\|_{H^1(\Omega)} \right) \quad \forall t \in (0, T),
\] (7.1)
where $\mathcal{E}$ and $\mathcal{B}$ are given by
\[
\mathcal{E}(t) = \frac{1}{2} \|u(t)\|^2_{L^2(\Omega)} + \mathcal{F}(Q)
\]
and
\[
\mathcal{B}(t) = \|\nabla u(\cdot, t)\|^2_{L^2(\Omega)} + \|H(Q(\cdot, t))\|^2_{L^2(\Omega)},
\]
respectively, and $\mathcal{F}$ is defined by (1.8). The proof of (7.1) can be achieved by standard energy integral method, cf. Step 4 of the proof of Proposition 3.1 in [34] or [27, Prop 1]. By Sobolev’s embedding theorem, $H^1(\Omega) \hookrightarrow L^6(\Omega)$ and we deduce from (7.1) that
\[
\|Q\|_{L^\infty(0,T;H^1(\Omega))} + \|u\|_{L^\infty(0,T;L^2(\Omega))} \leq C(Q_0, u_0) \quad \text{for a.e. } t \in (0, T).
\] (7.2)
The bound for $u$ in (7.2) is clear and the bound for $Q$ can be deduced from the estimate $f_B \geq \frac{4}{7} \tr Q^4 - C$ for some $C > 0$, which follows from Young’s inequality.

For $d = 2$ and $\nu$ constant, we can establish the following higher-order energy inequality following the steps of [34, Lemma 3.2].

Lemma 7.1. Let $d = 2$ and $\nu$ be constant. Then the local strong solution established in Theorem 1.1 satisfies
\[
\frac{d}{dt} \mathcal{B}(t) + \nu \|Au(\cdot, t)\|^2_{L^2(\Omega)} + \|\nabla(H(Q(\cdot, t)))\|^2_{L^2(\Omega)} \leq C \left( \mathcal{B}^2(t) + \mathcal{B}(t) \right) \quad \forall t \in [0, T)
\]
where $C$ is a constant which may depend on $\|u_0\|_{H^1(\Omega)}, \|Q_0\|_{H^2(\Omega)}$ but is independent of $T$.

In the three-dimensional case we obtain the corresponding estimate following the steps of [34, Lemma 4.1].

Lemma 7.2. Let $d = 3$ and $\nu$ be constant. Then the local strong solution established in Theorem 1.1 satisfies
\[
\frac{d}{dt} \mathcal{B}(t) + \nu \|Au(\cdot, t)\|^2_{L^2(\Omega)} + \|\nabla(H(Q(\cdot, t)))\|^2_{L^2(\Omega)} \leq C \left( \mathcal{B}^4(t) + \mathcal{B}(t) \right) \quad \forall t \in [0, T)
\] (7.3)
where $C$ is a constant which may depend on $\|u_0\|_{H^1(\Omega)}, \|Q_0\|_{H^2(\Omega)}$ but is independent of $T$.

The proofs of these two lemmas are similar to the proofs of [34, Lemma 3.2, Lemma 4.1]. We only need to show that the homogeneous Dirichlet condition along with the compatibility condition enables us to obtain the same a priori estimate. We present here the proof for (7.3) and indicate how the proof can be adapted to the two-dimensional situation.

Proof of Lemma 7.2. Without loss of generality, we can choose $\nu = 2$. During the proof, we shall frequently use the boundary conditions
\[
u|_{(0,T) \times \partial \Omega} = 0, \quad Q|_{(0,T) \times \partial \Omega} = \Delta Q|_{(0,T) \times \partial \Omega} = H(Q)|_{(0,T) \times \partial \Omega} = 0.
\] (7.4)
We test the third equation of (1.1) by $\Delta H$ and the first equation by $Au$ (recall (3.14)) and integrate over $\Omega$ to obtain

\[
\int_{\Omega} \partial_t Q_{\alpha\beta} \Delta H_{\alpha\beta} + \int_{\Omega} u_{\gamma} \partial_{\gamma} Q_{\alpha\beta} \Delta H_{\alpha\beta} - \int_{\Omega} S_{\alpha\beta}(\nabla u, Q) \Delta H_{\alpha\beta} = \int_{\Omega} H_{\alpha\beta} \Delta H_{\alpha\beta}, \tag{7.5}
\]

\[
\int_{\Omega} \partial_t u_{\alpha}(Au)_{\alpha} + \int_{\Omega} u_{\beta} \partial_{\beta} u_{\alpha}(Au)_{\alpha} = \int_{\Omega} \Delta u_{\alpha}(Au)_{\alpha} + \int_{\Omega} \partial_{\beta} \tau_{\alpha\beta}(Q)(Au)_{\alpha} + \int_{\Omega} \partial_{\beta} \sigma_{\alpha\beta}(Q, Q)(Au)_{\alpha}. \tag{7.6}
\]

For the first term in (7.5) we find

\[
\int_{\Omega} \partial_t Q_{\alpha\beta} \Delta(H_{\alpha\beta}(Q)) = \int_{\Omega} (\Delta \partial_t Q_{\alpha\beta}) H_{\alpha\beta}(Q) = \int_{\Omega} \partial_t (H_{\alpha\beta}(Q) - L_{\alpha\beta}(Q)) H_{\alpha\beta}(Q) = \int_{\Omega} \partial_t (H_{\alpha\beta}(Q)) H_{\alpha\beta}(Q) - \int_{\Omega} \partial_t (L_{\alpha\beta}(Q)) H_{\alpha\beta}(Q) = \frac{1}{2} \frac{d}{dt} \|H(Q)\|_{L^2(\Omega)}^2 - \int_{\Omega} \partial_t Q_{\gamma\delta} \frac{\partial L_{\alpha\beta}(Q)}{\partial Q_{\gamma\delta}} H_{\alpha\beta}(Q). \tag{7.7}
\]

The combination of (7.5), (7.6) and (7.7) gives the following energy estimate,

\[
\frac{1}{2} \frac{d}{dt} \left( \|H(Q)\|_{L^2(\Omega)}^2 + \|A^2 u\|_{L^2(\Omega)}^2 \right) + \left( \|\nabla H(Q)\|_{L^2(\Omega)}^2 + \|Au\|_{L^2(\Omega)}^2 \right) - \int_{\Omega} \partial_t Q_{\gamma\delta} \frac{\partial L_{\alpha\beta}(Q)}{\partial Q_{\gamma\delta}} H_{\alpha\beta}(Q) + \int_{\Omega} u_{\gamma} \partial_{\gamma} Q_{\alpha\beta} \Delta H_{\alpha\beta} - \int_{\Omega} S_{\alpha\beta}(\nabla u, Q) \Delta H_{\alpha\beta} = \int_{\Omega} \partial_{\beta} \tau_{\alpha\beta}(Q)(Au)_{\alpha} + \int_{\Omega} \partial_{\beta} \sigma_{\alpha\beta}(Q, Q)(Au)_{\alpha} + \int_{\Omega} u_{\beta} \partial_{\beta} u_{\alpha}(Au)_{\alpha} = 0. \tag{7.8}
\]

We define

\[
\mathcal{J}_0 = - \int_{\Omega} \partial_t Q_{\gamma\delta} \frac{\partial L_{\alpha\beta}(Q)}{\partial Q_{\gamma\delta}} H_{\alpha\beta}(Q),
\]

\[
\mathcal{J}_1 = \int_{\Omega} u_{\gamma} \partial_{\gamma} Q_{\alpha\beta} \Delta H_{\alpha\beta}, \quad \mathcal{J}_3 = - \int_{\Omega} \tau_{\alpha\beta,\beta}(Q)(Au)_{\alpha},
\]

\[
\mathcal{J}_2 = - \int_{\Omega} S_{\alpha\beta}(\nabla u, Q) \Delta H_{\alpha\beta}, \quad \mathcal{J}_4 = - \int_{\Omega} \partial_{\beta} \sigma_{\alpha\beta}(Q, Q)(Au)_{\alpha},
\]

\[
\mathcal{J}_5 = \int_{\Omega} u_{\beta} \partial_{\beta} u_{\alpha}(Au)_{\alpha},
\]

and rewrite (7.8) as

\[
\frac{1}{2} \frac{d}{dt} \mathcal{B}(t) + \left( \|\nabla H(Q)\|_{L^2(\Omega)}^2 + \|Au\|_{L^2(\Omega)}^2 \right) + \sum_{k=0}^{5} \mathcal{J}_k = 0. \tag{7.9}
\]

A series of technical estimates in Appendix A implies in the three-dimensional situation the following estimate,

\[
\left| \sum_{k=0}^{5} \mathcal{J}_k \right| \leq \varepsilon (\|\nabla H(Q)\|_{L^2}^2 + \|u_0\|_{H^1(\Omega)}^2) + C(\varepsilon, \|u_0\|_{H^1(\Omega)}, \|Q_0\|_{H^2(\Omega)}) \mathcal{B}(t) \left( \mathcal{B}^3(t) + 1 \right). \tag{7.10}
\]

The combination of (7.9) and (7.10) implies for $\varepsilon > 0$ sufficiently small the assertion of the lemma in formula (7.3).
Proof of Lemma 7.1. The proof in the two-dimensional situation is done in exactly the same way. Instead of (7.10) one verifies
\[
\sum_{k=0}^{5} J_k \leq \varepsilon \left( \| \nabla H(Q) \|_{L^2}^2 + \| Au \|_{L^2}^2 \right) + C(\varepsilon, \| u_0 \|_{H^1(\Omega)} \| Q_0 \|_{H^2(\Omega)}) B(t) (B(t) + 1) ,
\] (7.11)

cf. Section A.6 for more details. \(\square\)

APPENDIX A. PROOF OF (7.10)

A.1. Some Inequalities. In the sequel, we use \(C = C(u_0, Q_0)\) for a constant which may depend on \(\| u_0 \|_{H^1(\Omega)} + \| Q_0 \|_{H^2(\Omega)}\) but is independent of \(t\). Elliptic regularity, the definition of \(B(t)\), (7.2) and Sobolev’s embedding imply
\[
\| H(Q(t)) \|_{L^2(\Omega)} \leq C \| \nabla H(Q(t)) \|_{L^2(\Omega)} \leq C \left( \| \nabla H(Q(t)) \|_{L^2(\Omega)} + \| L(Q(t)) \|_{L^2(\Omega)} \right)
\leq C(u_0, Q_0) (B(t) + 1) \text{ for a.e. } t \in (0, T).
\] (A.1)

Let \(F_k(Q)\) be a matrix-valued polynomial of \(Q\) of degree less than or equal to \(k\). It follows with Sobolev’s embedding theorem, Poincaré’s inequality and (7.2) that
\[
\| F_3(Q(t)) \|_{L^2(\Omega)} \leq C(\| \nabla Q(t) \|_{L^2(\Omega)}^2 + 1) \leq C(Q_0, u_0) \text{ for a.e. } t \in (0, T)
\] (A.2)

and
\[
\| F_2(Q(t)) \|_{L^2(\Omega)} \leq C(\| \nabla Q(t) \|_{L^2(\Omega)}^2 + 1) \leq C(Q_0, u_0) \text{ for a.e. } t \in (0, T).
\] (A.3)

In the following \(J_i, i = 0, \ldots, 5\) are defined as in Section 7.

A.2. Estimate of \(J_0\). With the third equation in (1.1) one finds
\[
-J_0 = \int_{\Omega} \partial_t Q_{\gamma \delta} \frac{\partial L_{\alpha \beta}(Q)}{\partial Q_{\gamma \delta}} H_{\alpha \beta}(Q)
= \int_{\Omega} (-u_0 \partial_t Q_{\gamma \delta} + S_{\gamma \delta} + H_{\gamma \delta}) \frac{\partial L_{\alpha \beta}(Q)}{\partial Q_{\gamma \delta}} H_{\alpha \beta}(Q) := \sum_{i=1}^{3} I_i.
\]

Note that by (1.6) the derivatives \(\partial L_{\alpha \beta}(Q)/\partial Q_{\gamma \delta}\) are quadratic expressions in \(Q\), i.e., of the form \(F_2(Q)\). With (A.3), the inequalities of Hölder, Cauchy-Schwarz, and Sobolev, (7.2) and (A.1) one infers
\[
|I_1| \leq \| H(Q) \|_{L^6} \| u \|_{L^6} \| \nabla Q \|_{L^3} \| F_2(Q) \|_{L^3}
\leq \varepsilon \| \nabla H(Q) \|_{L^2}^2 + C(\varepsilon, Q_0, u_0) \| \nabla u \|_{L^2}^2 \| \nabla Q \|_{L^2}^2
\leq \varepsilon \| \nabla H(Q) \|_{L^2}^2 + C(\varepsilon, Q_0, u_0) \| \nabla u \|_{L^2}^2 (\| H(Q) \|_{L^2}^2 + 1) .
\]

A similar argument leads to the following two estimates:
\[
|I_2| \leq \| \nabla u \|_{L^6} \| F_3(Q) \|_{L^2} \| H(Q) \|_{L^3} \leq C \| \nabla u \|_{L^6} \| F_3(Q) \|_{L^2} \| \nabla H(Q) \|_{L^2} \frac{1}{2} \| H(Q) \|_{L^2}^2
\leq C(u_0, Q_0) \left( \| \nabla u \|_{L^2}^2 + \| \nabla H(Q) \|_{L^2}^2 \right)^{1/2} \| H(Q) \|_{L^2}^2
\leq \varepsilon \left( \| \nabla u \|_{L^2}^2 + \| \nabla H(Q) \|_{L^2}^2 \right)^{1/4} \| H(Q) \|_{L^2}^2 + C(\varepsilon, u_0, Q_0) \| H(Q) \|_{L^2}^2 .
\]

\[
|I_3| \leq \| H(Q) \|_{L^6} \| H(Q) \|_{L^2} \| F_2(Q) \|_{L^3} \leq \varepsilon \| \nabla H(Q) \|_{L^2}^2 + C(\varepsilon, u_0, Q_0) \| H(Q) \|_{L^2}^2 .
\]

A combination of all of the above estimates yields
\[
|J_0| \leq \varepsilon \left( \| \nabla H(Q) \|_{L^2}^2 + \| Au \|_{L^2}^2 \right) + C(\varepsilon, u_0, Q_0) B(t) (B(t) + 1) .
\] (A.4)
A.3. Estimates of $J_1 + J_3$. Although there is no cancellation between the terms $J_1$ and $J_3$, we combine their estimates since they share some similarities. For $J_1$, we employ (7.4), integrate by parts, insert the definition $H_{\alpha\beta} = \Delta Q_{\alpha\beta} + L_{\alpha\beta}$ and use
\[ \int_{\Omega} u_\gamma (\partial_\gamma H_{\alpha\beta}) H_{\alpha\beta} = 0 \]
to obtain
\[ J_1 = \int_{\Omega} u_\gamma \partial_\gamma Q_{\alpha\beta} \Delta H_{\alpha\beta} = \int_{\Omega} \Delta (u_\gamma \partial_\gamma Q_{\alpha\beta}) H_{\alpha\beta} \]
\[ = \int_{\Omega} \Delta u_\gamma (\partial_\gamma Q_{\alpha\beta}) H_{\alpha\beta} + \int_{\Omega} u_\gamma (\partial_\gamma H_{\alpha\beta} - \partial_\gamma L_{\alpha\beta}) H_{\alpha\beta} + 2 \int_{\Omega} \partial_\gamma u_\gamma (\partial_\gamma Q_{\alpha\beta}) H_{\alpha\beta} \quad \text{(A.5)} \]
\[ = \int_{\Omega} \Delta u_\gamma (\partial_\gamma Q_{\alpha\beta}) H_{\alpha\beta} - \int_{\Omega} u_\gamma (\partial_\gamma L_{\alpha\beta}) H_{\alpha\beta} + 2 \int_{\Omega} \partial_\gamma u_\gamma (\partial_\gamma Q_{\alpha\beta}) H_{\alpha\beta} . \]
For $J_3$, we integrate by parts and obtain
\[ J_3 = - \int_{\Omega} \tau_{\alpha\beta\gamma\delta}(Q)(Au)_\alpha = \int_{\Omega} \partial_\beta (\partial_\beta Q_{\gamma\delta}(\partial_\alpha Q_{\gamma\delta})) (Au)_\alpha \]
\[ = \int_{\Omega} \Delta Q_{\gamma\delta}(\partial_\alpha Q_{\gamma\delta})(Au)_\alpha + \int_{\Omega} \partial_\beta Q_{\gamma\delta}(\partial_\alpha \partial_\beta Q_{\gamma\delta})(Au)_\alpha . \]
The second term in the last step of the above estimate vanishes due to the orthogonality of the Helmholtz decomposition:
\[ \int_{\Omega} \partial_\beta Q_{\gamma\delta}(\partial_\alpha \partial_\beta Q_{\gamma\delta})(Au)_\alpha = - \int_{\Omega} \frac{1}{2} \nabla |\nabla Q|^2 \cdot P_\sigma \Delta u = 0 . \]
Therefore we obtain
\[ J_3 = \int_{\Omega} \Delta Q_{\gamma\delta}(\partial_\alpha Q_{\gamma\delta})(Au)_\alpha = \int_{\Omega} (H_{\gamma\delta} - L_{\gamma\delta}) (\partial_\alpha Q_{\gamma\delta})(Au)_\alpha = \int_{\Omega} H_{\gamma\delta}(\partial_\alpha Q_{\gamma\delta})(Au)_\alpha . \quad \text{(A.6)} \]
In the last step, we used that by the definition of $L$ in (1.7) and the formula (1.9) we can calculate with the help of $\partial_\alpha \text{tr}(Q) = 0$
\[ \int_{\Omega} L_{\gamma\delta}(A)(\partial_\alpha Q_{\gamma\delta})(Au)_\alpha = - \int_{\Omega} \left( \frac{1}{d} \text{tr}(Q^2) I_d + \frac{\partial f_B}{\partial Q}(Q) \right) : \nabla Q \cdot Au = - \int_{\Omega} \nabla (f_B(Q)) \cdot Au = 0 . \]
We obtain by summation of (A.5) and (A.6) that
\[ (J_1 + J_3) \]
\[ = \underline{\Delta u_\gamma (\partial_\gamma Q_{\alpha\beta}) H_{\alpha\beta}} - \int_{\Omega} u_\gamma (\partial_\gamma L_{\alpha\beta}) H_{\alpha\beta} + 2 \int_{\Omega} \partial_\gamma u_\gamma (\partial_\gamma Q_{\alpha\beta}) H_{\alpha\beta} + \int_{\Omega} H_{\gamma\delta}(\partial_\alpha Q_{\gamma\delta})(Au)_\alpha . \quad \text{(A.7)} \]
Among these four terms, $\mathcal{R}_1$ and $\mathcal{R}_4$ are of the same type. Using (A.1)
\[ |\mathcal{R}_1| + |\mathcal{R}_4| \leq \varepsilon \| Au \|_{L^2}^2 + C(\varepsilon) \| \nabla Q \|_{L^2}^2 \| H(Q) \|_{L^3}^2 \]
\[ \leq \varepsilon \| Au \|_{L^2}^2 + C(\varepsilon) (B(t) + 1) \| H(Q) \|_{L^2}^2 \| \nabla (H(Q)) \|_{L^2} \]
\[ \leq \varepsilon \left( \| Au \|_{L^2}^2 + \| \nabla (H(Q)) \|_{L^2}^2 ight) + C(\varepsilon) (B^2(t) + 1) \| H(Q) \|_{L^2}^2 \]
\[ \leq \varepsilon \left( \| Au \|_{L^2}^2 + \| \nabla (H(Q)) \|_{L^2}^2 ight) + C(\varepsilon) (B^2(t) + 1) B(t) . \]
As for $\mathcal{R}_2$ and $\mathcal{R}_3$ we obtain with (A.3) and (A.1)
\[ |\mathcal{R}_2| \leq \| H(Q) \|_{L^6} \| u \|_{L^6} \| \nabla Q \|_{L^6} \| F_2(Q) \|_{L^3} \]
\[ \leq C(u_0, Q_0) \| \nabla (H(Q)) \|_{L^2} \| \nabla u \|_{L^2} \| \nabla Q \|_{L^3} \]
\[ \leq \varepsilon \| \nabla (H(Q)) \|_{L^2}^2 + C(\varepsilon, u_0, Q_0) \| \nabla u \|_{L^2}^2 (1 + B(t)) . \]
Estimates (2.4), (A.2) and the $H^2$-estimate for the Dirichlet-Laplace equation lead to
\[
|R_3| \leq 2\|\nabla u\|_{L^2} \|\nabla^2 Q\|_{L^2} \|H(Q)\|_{L^2} \\
\leq C\|\nabla u\|_{L^2} \|\nabla^2 u\|_{L^2} \left(\|L(Q)\|_{L^2} + \|H(Q)\|_{L^2}\right) \|\nabla (H(Q))\|_{L^2} \\
\leq C \left(\|\nabla (H(Q))\|_{L^2}^2 + \|\nabla^2 u\|_{L^2}^2\right) \left(\|L(Q)\|_{L^2} + \|H(Q)\|_{L^2}\right) \\
\leq \varepsilon \left(\|\nabla (H(Q))\|_{L^2}^2 + \|Au\|_{L^2}^2\right) + C(\varepsilon, u_0, Q_0)\|\nabla u\|_{L^2}^2 (1 + B^2(t)) .
\] (A.8)

A combination of all of the above estimates yields
\[
|J_1 + J_3| \leq \varepsilon \left(\|\nabla H(Q)\|_{L^2}^2 + \|u\|_{L^2}^2\right) + C(\varepsilon, u_0, Q_0)B(t) \left(1 + B^2(t)\right) . \tag{A.9}
\]

A.4. Estimates of $J_2 + J_4$. As in the proof of Proposition 3.1 (Step 7), this is the most important part in the uniform estimate, which shows that the highest order terms have a cancellation property. In order to show this, we shall integrate by parts several times and third order derivatives of $u$, like $\Delta \nabla u$, might appear, while in the local well-posedness, we only show the $H^2$-regularity for $u$. However, noticing that $J_2 + J_4$ depends on $u$ (along with its derivatives) linearly, by a standard density argument, we can assume that $\Delta \nabla u \in L^2(\Omega)$ for almost every $t$ since in the final form that $J_2 + J_4$ only contains $u$ and its derivatives up to order two. For the term $J_2$, by (2.16):
\[
J_2 = -\int \Omega S_{\alpha\beta} \Delta H_{\alpha\beta} = \int \Omega \partial_{\alpha\beta} u_\alpha (Q_{\alpha\gamma} \Delta H_{\gamma\beta} - \Delta H_{\alpha\gamma} Q_{\beta\gamma}) .
\]

If we integrate by parts and make use of (7.4), it follows that
\[
J_2 = \int \Omega \Delta (\partial_{\alpha\beta} u_\alpha Q_{\alpha\gamma}) H_{\gamma\beta} - \int \Omega \Delta (\partial_{\alpha\beta} u_\alpha Q_{\beta\gamma}) H_{\alpha\gamma} . \tag{A.10}
\]

By the same trick (the skew-symmetry of the tensor $\sigma$) that we used to prove (3.15), we can replace $Au$ by $\Delta u$ in the following and obtain
\[
J_4 = -\int \Omega \partial_{\alpha\beta} u_\alpha (Au)_\alpha = \int \Omega \partial_{\alpha\beta} u_\alpha \Delta u_\alpha = \int \Omega (H_{\alpha\gamma} Q_{\gamma\beta} - Q_{\alpha\gamma} H_{\beta\gamma}) \Delta \partial_{\alpha\beta} u_\alpha .
\]
The above two equalities imply
\[
J_2 + J_4
\]
\[
= \int \Omega \partial_{\alpha\beta} u_\alpha \Delta Q_{\alpha\beta} H_{\gamma\beta} - \int \Omega \partial_{\alpha\beta} u_\alpha \Delta Q_{\gamma\beta} H_{\alpha\gamma}
\]
\[
+ 2 \int \Omega (\partial_{\alpha\beta} \partial_{\gamma\delta} u_\alpha (\partial_{\gamma\delta} Q_{\alpha\beta}) H_{\gamma\beta} - \partial_{\beta} \partial_{\gamma\delta} u_\alpha (\partial_{\gamma\delta} Q_{\beta\gamma}) H_{\alpha\gamma})
\]
\[
= \int \Omega \partial_{\alpha\beta} u_\alpha \Delta Q_{\alpha\beta} H_{\gamma\beta} - \int \Omega \partial_{\alpha\beta} u_\alpha \Delta Q_{\gamma\beta} H_{\alpha\gamma}
\]
\[
+ 2 \int \Omega \partial_{\beta} u_\alpha (\Delta Q_{\alpha\beta} H_{\gamma\alpha} - H_{\beta\gamma} \Delta Q_{\beta\gamma} + \partial_{\gamma\delta} Q_{\beta\gamma} (\partial_{\gamma\delta} H_{\beta\gamma}) - \partial_{\gamma\delta} Q_{\beta\gamma} (\partial_{\gamma\delta} Q_{\gamma\alpha}))
\]
\[
= \underbrace{\int \Omega \partial_{\alpha\beta} u_\alpha (\Delta Q_{\alpha\beta} H_{\gamma\alpha} - H_{\beta\gamma} \Delta Q_{\beta\gamma})}_{I_1} + 2 \underbrace{\int \Omega \partial_{\beta} u_\alpha (\partial_{\gamma\delta} Q_{\beta\gamma} (\partial_{\gamma\delta} H_{\beta\gamma}) - \partial_{\gamma\delta} Q_{\beta\gamma} (\partial_{\gamma\delta} Q_{\gamma\alpha}))}_{I_2} .
\]

The part $I_1$ can be estimated in the same way as (A.8). So we only consider $I_2$,
\[
I_2 \leq C(\varepsilon)\|\nabla u\|_{L^2}^2 \|\nabla Q\|_{L^2}^2 + \varepsilon \|\nabla (H(Q))\|_{L^2}^2 . \tag{A.12}
\]
The first term on the right-hand side can be estimated by (2.4) and (A.1) by
\[
\| \nabla u \|_{L^2}^2 \| \nabla Q \|_{L^4}^2 \\
\leq \| \nabla u \|_{L^2} \| \nabla u \|_{H^1}^2 \| \nabla Q \|_{L^2} \| \nabla Q \|_{H^1}^2 \\
\leq C \| \nabla u \|_{L^2}^2 \| Au \|_{L^2}^2 \| \nabla Q \|_{L^2} \| \Delta Q \|_{L^2}^2 \\
\leq \varepsilon_1 \| Au \|_{L^2}^2 + C(\varepsilon_1) \| \nabla Q \|_{L^2}^2 \| \nabla u \|_{L^2}^2 \| \Delta Q \|_{L^2}^6 \\
\leq \varepsilon_1 \| Au \|_{L^2}^2 + C(\varepsilon_1) \| \nabla u \|_{L^2}^2 (\| H(Q) \|_{L^2}^2 + 1)^3 \\
\leq \varepsilon_1 \| Au \|_{L^2}^2 + C(\varepsilon_1) B(t) (B(t) + 1)^3.
\]

These two estimates leads to
\[
|J_2 + J_4| \leq \varepsilon \left( \| \nabla H(Q) \|_{L^2}^2 + \| Au \|_{L^2}^2 \right) + C(\varepsilon) B(t) (B^3(t) + 1).
\] (A.14)

A.5. Estimates of \( J_5 \) and proof of (7.11). The estimate of \( J_5 \) is standard and we state the result without proof. In the three-dimensional case
\[
|J_5| \leq C(\varepsilon) \| \nabla u \|_{L^2}^4 + \varepsilon_1 \| \Delta u \|_{L^2}^2 \leq C(\varepsilon) \mathcal{B}^2(t) + \varepsilon \| Au \|_{L^2}^2 .
\] (A.15)

The combination of (A.4), (A.9), (A.14) and (A.15) implies (7.10).

A.6. Modifications in the two-dimensional case. In order to prove (7.11) if \( d = 2 \) one can modify the foregoing estimates as follows. The term \( J_6 \) can be estimated in the same way. In order to estimate \( J_1 + J_3 \) we estimate \( |\mathcal{R}_1| + |\mathcal{R}_4| \) as follows:
\[
|\mathcal{R}_1| + |\mathcal{R}_4| \leq \varepsilon \| Au \|_{L^2}^2 + C(\varepsilon) \| \nabla Q \|_{L^4}^2 \| H(Q) \|_{L^4}^2 \\
\leq \varepsilon \| Au \|_{L^2}^2 + C(\varepsilon) \| \nabla Q \|_{L^2} \| \nabla Q \|_{H^1} \| H(Q) \|_{L^2} \| \nabla (H(Q)) \|_{L^2} \\
\leq \varepsilon \left( \| Au \|_{L^2}^2 + \| \nabla (H(Q)) \|_{L^2}^2 \right) + C(\varepsilon) (B(t) + 1) \| H(Q) \|_{L^2}^2 \\
\leq \varepsilon \left( \| Au \|_{L^2}^2 + \| \nabla (H(Q)) \|_{L^2}^2 \right) + C(\varepsilon) (B(t) + 1) B(t).
\]

The term \( \mathcal{R}_2 \) can be estimated in the same way and for \( \mathcal{R}_3 \) we use
\[
|\mathcal{R}_3| \leq 2 \| \nabla u \|_{L^4} \| \nabla^2 Q \|_{L^2} \| H(Q) \|_{L^4} \\
\leq C \| \nabla u \|_{L^2}^5 \| \nabla^2 u \|_{L^2}^2 (\| L(Q) \|_{L^2} + \| H(Q) \|_{L^2}) \| H(Q) \|_{L^2}^3 \| \nabla (H(Q)) \|_{L^2} \\
\leq C \left( \| \nabla (H(Q)) \|_{L^2} + \| \nabla^2 u \|_{L^2} \right) \| \nabla u \|_{L^2}^5 \| L(Q) \|_{L^2} + \| H(Q) \|_{L^2} \| H(Q) \|_{L^2}^3 \\
\leq \varepsilon \left( \| \nabla (H(Q)) \|_{L^2}^2 + \| Au \|_{L^2}^2 \right) + C(\varepsilon, u_0, Q_0) B(t) (1 + B(t)).
\]

In order to estimate \( J_2 + J_4 \) one just uses \( \| u \|_{L^4} \leq C(\varepsilon) \| \nabla u \|_{L^2} = \| u \|_{H^1}^2 \| u \|_{H^1} \) instead of (2.8) in the estimate (A.13). More precisely, we only need to improve the estimate (A.12) by adapting (A.13) to the case \( d = 2 \):
\[
\| \nabla u \|_{L^4}^2 \| \nabla Q \|_{L^2}^2 \\
\leq \| \nabla u \|_{L^2} \| \nabla u \|_{H^1} \| \nabla Q \|_{L^2} \| \nabla Q \|_{H^1} \\
\leq C \| \nabla u \|_{L^2} \| Au \|_{L^2} \| \nabla Q \|_{L^2} \| \Delta Q \|_{L^2} \\
\leq \varepsilon_1 \| Au \|_{L^2}^2 + C(\varepsilon_1) \| \nabla Q \|_{L^2}^2 \| \nabla u \|_{L^2}^2 \| \Delta Q \|_{L^2}^2 \\
\leq \varepsilon_1 \| Au \|_{L^2}^2 + C(\varepsilon_1) \| \nabla u \|_{L^2}^2 (\| H(Q) \|_{L^2}^2 + 1) \\
\leq \varepsilon_1 \| Au \|_{L^2}^2 + C(\varepsilon_1) B(t) (B(t) + 1).
\] (A.16)

The estimate of \( J_5 \) stays the same.
Appendix B. Estimates for lower-order terms due to the variable viscosity

In the following let $J_1,\ldots,J_5$ be as in the proof of Proposition 3.1. In this appendix we prove (3.20), that is, we verify that for $\delta > 0$ there exists a constant $C = C(\delta, Q_0)$ such that

\[ J_1 \leq \delta \| \nabla \Delta Q \|_{L^2}^2 + C(\delta, Q_0)\| \Delta Q \|_{L^2}^2, \quad (B.1a) \]

\[ J_2 \leq 2\varepsilon \left( \frac{1}{5} \| \Delta^2 Q \|_{L^2}^2 + C(Q_0)\| \nabla \Delta Q \|_{L^2}^2 \right), \quad (B.1b) \]

\[ J_3 \leq \varepsilon \left( \frac{1}{5} \| \Delta^2 Q \|_{L^2}^2 + C(Q_0)\| \nabla \Delta Q \|_{L^2}^2 \right), \quad (B.1c) \]

\[ J_4 \leq \delta \| \nabla \Delta Q \|_{L^2}^2 + C(Q_0, \delta)\| G \|_{H^1}, \quad (B.1d) \]

\[ J_5 \leq \delta \| Au \|_{L^2}^2 + C(\delta)\| F \|_{L^2}^2. \quad (B.1e) \]

In the estimates, we frequently use Poincaré’s inequality and the second boundary condition for $Q$, namely $\Delta Q|_{\partial \Omega} = 0$.

Proof of (B.1a): To estimate $J_1$, we apply (2.15),

\[ J_1 = - \int_{\Omega} \nabla \Delta Q_{\alpha \beta} \cdot \nabla (\nu(Q_0)) \Delta Q_{\alpha \beta} \leq \delta \| \nabla \Delta Q \|_{L^2}^2 + C(\delta)\| \nabla (\nu(Q_0)) \Delta Q \|_{L^2}^2 \]

\[ \leq \delta \| \nabla \Delta Q \|_{L^2}^2 + C(\delta, Q_0)\| \nabla Q_0 \| \Delta Q \|_{L^2}^2. \]

By Hörder’s inequality, Sobolev embedding theorem, (2.5) and (2.15),

\[ \| \nabla Q_0 \| \Delta Q \|_{L^2} \leq \| \nabla Q_0 \|_{L^2} \| \Delta Q \|_{L^2} \leq C \| \nabla Q_0 \|_{H^1} \| \Delta Q \|_{L^2} \]

\[ \leq C(Q_0)\| \Delta Q \|_{L^2}^2 \| \nabla \Delta Q \|_{L^2} \]

\[ \leq \delta \| \nabla \Delta Q \|_{L^2}^2 + C(Q_0, \delta)\| \Delta Q \|_{L^2}^2, \]

and the combination of these two estimates implies the assertion.

Proof of (B.1b): Young’s inequality and (2.15) allow us to infer

\[ J_2 = -2\varepsilon \int_{\Omega} \Delta^2 Q_{\alpha \beta} \nabla (\nu(Q_0)) \Delta Q_{\alpha \beta} \leq 2\varepsilon \left( \frac{1}{10} \| \Delta^2 Q \|_{L^2}^2 + \frac{3}{2} \| \nabla \Delta Q \|_{L^2}^2 \right) \]

\[ \leq 2\varepsilon \left( \frac{1}{10} \| \Delta^2 Q \|_{L^2}^2 + C(Q_0)\| \nabla Q_0 \| \Delta Q \|_{L^2}^2 \right). \]

It remains to estimate $\| \nabla Q_0 \| \nabla \Delta Q \|_{L^2}$. Hörder’s inequality, (2.5), Sobolev embedding, (2.2), and Young’s inequality imply that

\[ \| \nabla Q_0 \| \nabla \Delta Q \|_{L^2}^2 \leq \| \nabla Q_0 \|_{L^2}^2 \| \Delta Q \|_{L^2}^2 \leq C \| \nabla Q_0 \|_{H^1} \| \nabla \Delta Q \|_{L^2} \| \nabla^2 \Delta Q \|_{L^2} \]

\[ \leq C \| \nabla Q_0 \|_{H^1} \| \nabla \Delta Q \|_{L^2}^2 + \frac{1}{10} \| \Delta^2 Q \|_{L^2}^2 \]

\[ \leq C(Q_0)\| \nabla \Delta Q \|_{L^2}^2 + \frac{1}{10} \| \Delta^2 Q \|_{L^2}^2. \]

The combination of these two estimates implies the assertion.

Proof of (B.1c): Analogously to the proof of (B.1b) we find

\[ J_3 = -\varepsilon \int_{\Omega} \Delta (\nu(Q_0)) \Delta^2 Q : \Delta Q \leq \varepsilon \left( \frac{1}{10} \| \Delta^2 Q \|_{L^2}^2 + \frac{3}{2} \| \Delta (\nu(Q_0)) \| \Delta Q \|_{L^2}^2 \right) \]

\[ \leq \varepsilon \left( \frac{1}{10} \| \Delta^2 Q \|_{L^2}^2 + C(Q_0)(\| \Delta Q_0 \| \Delta Q \|_{L^2}^2 + \| \nabla Q_0 \|^2 \Delta Q \|_{L^2}^2) \right). \]
With (2.6) and (2.2) one deduces

\[ \|\Delta Q_0 \Delta Q\|_{L^2}^2 \leq \|\Delta Q_0\|_{L^2}^2 \|\Delta Q\|_{L^\infty}^2 \leq C(Q_0) \|\Delta Q\|_{H^1} \|\Delta Q\|_{H^2} \]
\[ \leq C(Q_0) \|\nabla \Delta Q\|_{L^2} \|\Delta^2 Q\|_{L^2} \]
\[ \leq \frac{1}{10} \|\Delta^2 Q\|_{L^2}^2 + C(Q_0) \|\nabla \Delta Q\|_{L^2}^2 . \]

By Hölder’s inequality and Sobolev’s embedding theorem

\[ \|\nabla Q_0\|^2 \Delta Q\|_{L^2}^2 \leq \|\nabla Q_0\|^4 \|\Delta Q\|^2_{L^6} \leq C(Q_0) \|\nabla \Delta Q\|_{L^2}^2 . \]

These three estimates together imply the assertion.

Proof of (B.1d): By assumption, \( G \in L^2(0, T; H^1_0(\Omega; S_0)) \) and therefore

\[ \mathcal{J}_4 = \int_{\Omega} G : \Delta (\nu(Q_0)) \Delta Q \leq \|G\|_{H^1} \|\nabla (\nu(Q_0)) \Delta Q\|_{L^2} \]
\[ \leq C(Q_0) \|G\|_{H^1} (\|\nabla Q_0\|\Delta Q\|_{L^2} + \|\nabla \Delta Q\|_{L^2}) \]
\[ \leq C(Q_0) \|G\|_{H^1} (\|\nabla Q_0\|_{H^1} \|\nabla \Delta Q\|_{L^2} + \|\nabla \Delta Q\|_{L^2}) \]
\[ \leq C(Q_0) \|G\|_{H^1} \|\nabla \Delta Q\|_{L^2} \leq \delta \|\nabla \Delta Q\|_{L^2}^2 + C(Q_0, \delta) \|G\|_{H^1}^2 , \]
as asserted.

Proof of (B.1e): This follows immediately from Young’s inequality,

\[ \mathcal{J}_5 = -2 \int_{\Omega} F \cdot Au \leq \delta \|Au\|_{L^2}^2 + C(\delta) \|F\|_{L^2}^2 . \]

The estimates (B.1a), (B.1b), (B.1c), (B.1d) and (B.1e) imply

\[ \sum_{i=1}^{5} \mathcal{J}_i \leq 2\delta \|\nabla \Delta Q\|_{L^2}^2 + C(\delta, Q_0) (\|F\|_{L^2}^2 + \|G\|_{H^1}^2 + \|\Delta Q\|_{L^2}^2) \]
\[ + \frac{3\varepsilon}{5} \|\Delta^2 Q\|_{L^2}^2 + 3\varepsilon C(Q_0) \|\nabla \Delta Q\|_{L^2}^2 \leq \delta \|Au\|_{L^2}^2 . \]  

APPENDIX C. ESTIMATES FOR THE TERMS \( \mathcal{I}_i, i = 1, 2, 5, 6 \)

In the following let \( \mathcal{I}_i \) be as in the proof of Proposition 3.1. The estimate of \( \mathcal{I}_1 \) can be handled by using (2.15), (2.7), (2.5), (2.2), (2.13), Poincaré’s inequality and Young’s inequality,

\[ \mathcal{I}_1 = \int_{\Omega} \text{div} \sigma(Q_0, Q) \cdot (2D(u) \nabla (\nu(Q_0))) \]
\[ \leq 2 \|\sigma(Q_0, Q)\|_{H^1} \|D(u) \nabla (\nu(Q_0))\|_{L^2} \]
\[ \leq C(Q_0) \|\Delta Q\|_{H^1} \|Q_0\|_{H^2}^\frac{1}{2} \|Q_0\|_{H^2}^\frac{1}{2} \|\nabla Q_0\|_{L^6} \|D(u)\|_{L^3} \]
\[ \leq C(Q_0) \|\Delta Q\|_{H^1} \|\nabla Q_0\|_{L^6} \|\nabla u\|_{L^2}^\frac{1}{2} \|u\|_{H^2}^\frac{1}{2} \]
\[ \leq C(Q_0) \|\nabla \Delta Q\|_{L^2} \|\nabla u\|_{L^2}^\frac{1}{2} \|Au\|_{L^2}^\frac{1}{2} \]
\[ \leq \delta (\|\nabla \Delta Q\|_{L^2}^2 + \|Au\|_{L^2}^2) + C(Q_0, \delta) \|\nabla u\|_{L^2}^2 . \]
We can estimate $I_2$ in a similar way with $\delta, \delta_1 > 0$

$$I_2 = -\int_{\Omega} \sigma(Q_0, Q) : \Delta u \otimes \nabla(\nu(Q_0))$$

$$\leq \delta_1 \|\Delta u\|_{L^2}^2 + C(Q_0, \delta_1) \|\sigma(Q_0, Q)\|_{L^1} \|\nabla Q_0\|_{L^2}^2$$

$$\leq \delta_1 \|\Delta u\|_{L^2}^2 + C(Q_0, \delta_1) \|\sigma(Q_0, Q)\|_{L^1} \|\nabla Q_0\|_{L^2}^2$$

$$\leq \|\Delta Q\|_{L^2}^2 + C(Q_0, \delta_1) \|\Delta Q\|_{L^2} \|\nabla Q_0\|_{L^2}^2$$

$$\leq \delta \|Au\|_{L^2}^2 + \delta \|\nabla Q\|_{L^2}^2 + C(Q_0, \delta) \|\Delta Q\|_{L^2}^2$$

provided that $\delta_1 C_S \leq \delta$ where $C_S$ is the constant in (2.13). H"{o}lder’s inequality, (2.15), (2.5) and Young’s inequality give for $\delta > 0$

$$I_5 = \int_{\Omega} \nu(Q_0) \nabla u : (\Delta Q_0 \Delta Q - \Delta Q \Delta Q_0)$$

$$\leq 2 \|\nabla u\|_{L^6} \|\Delta Q_0\|_{L^2} \|\Delta Q\|_{L^6}$$

$$\leq C(Q_0) \|\nabla u\|_{H^1} \|\Delta Q\|_{L^2}^{\frac{3}{2}} \|\nabla \Delta Q\|_{L^2}^{\frac{1}{2}}$$

$$\leq C(Q_0) \|Au\|_{L^2} \|\Delta Q\|_{L^2}^{\frac{3}{2}} \|\nabla \Delta Q\|_{L^2}^{\frac{1}{2}}$$

$$\leq \delta \left( \|Au\|_{L^2}^2 + \|\nabla \Delta Q\|_{L^2}^2 \right) + C(\delta, Q_0) \|\Delta Q\|_{L^2}^2.$$

The estimate of $I_6$ can be carried out similarly and leads to the upper bound with $\delta > 0$

$$I_6 \leq \delta \left( \|Au\|_{L^2}^2 + \|\nabla \Delta Q\|_{L^2}^2 \right) + C(\delta, Q_0) \|\Delta Q\|_{L^2}^2.$$

The combination of (C.1), (C.2), (C.3) and (C.4) gives

$$A \leq 8\delta \left( \|Au\|_{L^2}^2 + \|\nabla \Delta Q\|_{L^2}^2 \right) + C(\delta, Q_0) \left( \|\nabla u\|_{L^2}^2 + \|\Delta Q\|_{L^2}^2 \right).$$
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