Tight distance-dependent estimators for screening two-center and three-center short-range Coulomb integrals over Gaussian basis functions
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We derive distance-dependent estimators for two-center and three-center electron repulsion integrals over a short-range Coulomb potential, \( \text{erfc}(\omega r_{12})/r_{12} \). These estimators are much tighter than or based on the Schwarz inequality and can be viewed as a complement to the distance-dependent estimators for four-center short-range Coulomb integrals and for two-center and three-center full Coulomb integrals previously reported. Because the short-range Coulomb potential is commonly used in solid-state calculations, including those with the HSE functional and with our recently introduced range-separated periodic Gaussian density fitting, we test our estimators on a diverse set of periodic systems using a wide range of the range-separation parameter \( \omega \). These tests demonstrate the robust tightness of our estimators, which are then used with integral screening to calculate periodic three-center short-range Coulomb integrals with linear scaling in system size.

I. INTRODUCTION

Accurate estimators of electron repulsion integrals (ERIs) over pairs of charge densities are essential ingredients for large-scale electronic structure calculations using Gaussian-type orbitals (GTOs). Screening based on these estimators can be used to avoid computing negligible integrals and thereby achieve reduced computational scaling in both Hartree-Fock (HF) Coulomb and exchange\textsuperscript{7–9} problems and electron correlation methods.\textsuperscript{10–13} Despite its simplicity and behavior as a rigorous upper bound, the well-known Schwarz inequality\textsuperscript{14–16} does not capture the decay of ERIs with the distance between the charge densities.\textsuperscript{11} This has led to the development of tight distance-dependent integral estimators for conventional four-center ERIs,\textsuperscript{11–13,17} as well as two-center and three-center ERIs,\textsuperscript{18,19} which appear in many semi-empirical methods\textsuperscript{20} and the density fitting method.\textsuperscript{21–23}

In addition to the bare Coulomb operator, other potentials commonly appear in the ERIs.\textsuperscript{24–32} One of the most widely used is the Coulomb potential attenuated by the complementary error function,

\[ g_{\omega}(r_{12}) = \frac{\text{erfc}(\omega r_{12})}{r_{12}}, \]

which we henceforth refer to as the short-range (SR) Coulomb potential. The SR Coulomb potential reduces to the full Coulomb potential for \( \omega \to 0 \) and \( \delta(r_{12}) \) for \( \omega \to \infty \), thus connecting the full ERIs to the overlap integrals between two charge distributions.\textsuperscript{33,34} The four-center SR ERIs are used in calculating the screened exchange energy in the Heyd-Scsueria-Ernzerhof (HSE) exchange correlation functional,\textsuperscript{28,35} whose application in solids is motivated by the unphysical behavior of long-range exchange in metals. Distance-dependent estimators for the four-center SR ERIs were first derived by Izmaylov and co-workers,\textsuperscript{36} which have since been used for the efficient evaluation of the HSE exchange integrals.\textsuperscript{37–40}

The two-center and three-center SR ERIs were first used in local density fitting for finite systems\textsuperscript{33,34} and screening was done according to the Schwarz inequality,\textsuperscript{34} which is suboptimal, as discussed above. More recently, the two of us introduced a global density fitting scheme for periodic systems\textsuperscript{41} where the use of range separation, in the spirit of Ewald summation, results in the appearance of two-center and three-center SR ERIs, which has motivated us to find tight estimators for integral screening. To the best of our knowledge, there has been no systematic studies on the estimators for two-center and three-center SR ERIs, which we aim to address in this work.

Although our estimators are expected to work equally well in both finite and periodic calculations, we choose periodic systems in this work to demonstrate the practical use of the estimators. We develop algorithms for efficiently evaluating the periodic two-center and three-center SR ERIs, where the estimators are used to truncate the infinite lattice sum and avoid the calculation of unimportant integrals. We show that highly controlled accuracy of the computed periodic integrals can be achieved over a wide range of \( \omega \) values. We analyze how the computational scaling of the lattice sum changes with \( \omega \) and show that the computational cost scales linearly with the system size.

This paper is organized as follows. In Section II A, we establish our notation, and in Sections II B to II D, we present the derivation of the distance-dependent estimators for two-center and three-center SR ERIs, first for primitive GTOs and then extended to contracted GTOs. In Section II E, we describe our algorithms for efficiently computing the periodic two-center and three-center SR ERIs, where the estimators derived in previous sections play the key role to truncate the infinite lattice sum and perform integral screening. After giving computational details in Section III, we present numerical data in Section IV to assess the tightness and accuracy of our estimators. We also discuss the favorable computational scaling for the lattice sum enabled by using the estimators. In Section V, we conclude by pointing out a few future direc-
tions.

II. THEORY

A. Notations

In this work, a primitive GTO (pGTO) with principal angular momentum \( l \), projected angular momentum \( m \), and Gaussian exponent \( \zeta_a \) is defined as
\[
\phi_{alm}(r) = N_{al} r^l y_{lm}(\hat{r}) e^{-\zeta_a r^2}.
\]
where
\[
N_{al} = \frac{2(2\zeta_a)^{l+3/2}}{\Gamma(l+3/2)}
\]
is the radial normalization factor, and
\[
y_{lm}(\theta, \phi) = \sqrt{\frac{2l + 1 (l + |m|)!}{4\pi (l - |m|)!}} (2 - \delta_{m0})
\times P_{lm}^{m|} \left( \cos \theta \right) \left\{ \begin{array}{ll}
\cos(m\phi) & m \geq 0, \\
\sin(m\phi) & m < 0.
\end{array} \right.
\]
is the angular part of a real solid harmonic function. A contracted GTO (cGTO) is a linear combination of a group of concentric pGTOs that have the same angular momentum but differ in their Gaussian exponents,
\[
\chi_{\mu}(r; R) = \sum_a C_{a\mu} \phi_{alm\nu}(r - R).
\]
A shell refers to a set of GTOs differing only by the projected angular momentum \( m \). There are \( 2l + 1 \) orbitals in a shell of angular momentum \( l \). Throughout this work, we consider atomic orbital (AO) basis sets that contain both primitive and contracted GTOs and auxiliary basis sets that are all primitive GTOs. Unless otherwise stated, the two-center ERIs are over two auxiliary orbitals, and the three-center ERIs are over the product of two AOs (in the bra) and an auxiliary orbital (in the ket).

In the derivation below, we omit the labels for angular momentum and use \( \phi_a \equiv \phi_{alm\nu} \) in cases without possible confusion. We also omit the radial normalization factor \( N_{al} \), which is multiplicative and can be readily recovered if necessary.

B. Two-center SR ERIs over pGTOs

Consider the SR ERIs over two pGTOs
\[
J_{ab}(R) = \int dr_1 \int dr_2 \phi_a(r_1) \phi_b(r_2) g_{\omega}(r_1r_2)
\]
where we choose a coordinate system where the ket orbital is centered at the origin. The ERI \( J_{ab}(R) \) may take \( (2l_a + 1) \times (2l_b + 1) \) possible values \( \{ J_{ablm}(R) \} \), each corresponding to a specific choice of \( (m_a, m_b) \). Our goal in this section is to derive an approximate formula for estimating the shell-wise Frobenius norm
\[
||J_{ablm}^{m_a|}(R)||_F \equiv J_{ab}(R) = \left\{ \sum_{m_a=-l_a}^{l_a} \sum_{m_b=-l_b}^{l_b} ||J_{ablm}^{m_a|}(R)||^2 \right\}^{1/2}
\]
which only depends on the distance \( R \) between the two orbitals due to the rotational invariance of the Frobenius norm.

1. The \( O_{01} v_0 \) estimator

We begin by considering the simplest case of two \( s \)-type orbitals. The exact expression for Eq. (6) in this special case is well-known
\[
J_{ab}(R) = \frac{1}{R} \int_0^\infty dr \left[ \frac{\phi_a(r)}{\sqrt{\frac{\pi}{2\xi_a}}} \right] \left[ \frac{\phi_b(r)}{\sqrt{\frac{\pi}{2\xi_b}}} \right] e^{-r^2} \left( \frac{1}{\xi_a} + \frac{1}{\xi_b} \right)^{-1}
\]
and \( O_{01} = \pi/(2\xi_a) \) is the charge of \( \phi_{alm(=0)} \). Since the complementary error function decays exponentially with its argument and \( \eta_{lab} > \eta_{lab} \), only the first term of Eq. (8) survives at large \( R \). This leads to what we call the \( O_{01} v_0 \) estimator
\[
J^{O_{01}}_{ab}(R) = O_{01} \frac{\text{erfc}(\eta_{lab}^{1/2})}{R}
\]
which can be applied for orbitals of arbitrary angular momenta. The name comes from interpreting Eq. (10) as two charges or zeroth-order multipoles (hence \( O_0 \)) interacting via an effective SR Coulomb potential
\[
v_0(\eta_{lab}, R) = g_{\omega}(\eta_{lab}^{1/2}) = \frac{\text{erfc}(\eta_{lab}^{1/2})}{R}.
\]
Despite the formal similarity between the \( O_{01} v_0 \) estimator and the classical Coulomb interaction between two point charges, we emphasize that the interpretation above is phenomenological rather than physical. As pointed out by Izmaylov and co-workers, the fact that \( v_0 \) depends on the orbital exponents [i.e., not simply \( \text{erfc}(\omega R)/R \)] means that Eq. (10) is not a classical multipole interaction. Nonetheless, we will see below that the phenomenological interpretation applies for orbitals of higher angular momentum, too.

The \( O_{01} v_0 \) estimator shows no dependence on the orbital angular momentum \( l \). One thus expects it to be accurate only for integrals over e.g., \( s- \) and \( p- \) type orbitals.

2. The \( O_{11} v_0 \) estimator

Let us now consider the general case of Eq. (6) with arbitrary angular momenta, \( l_a \) and \( l_b \). The real-space double integral in Eq. (6) can be turned into a single integral in reciprocal coordinates.
space by using the Fourier transforms from Appendix A; the result is
\[
J_{\text{ab}}(\mathbf{R}) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} i^l T_{l,m}^{m} Y_{l,m}(\hat{\mathbf{R}}) x, \\
\Gamma(R; l_a, l, \eta_{l_a b}) - I(R; l_a, l, \eta_{l_a b}),
\]
where \( l_a = l_b \leq 0 \), and the Boys relation \(^{43,44}\) can be used,
\[
\phi_{a(l=0)}(\mathbf{r}_1)\phi_{b(l=0)}(\mathbf{r}_2) = y_00 e^{-\eta_0 b^2} \phi_{\zeta ab}(l=0)(\mathbf{r}_1\mathbf{R}), \tag{26}
\]
where \( \zeta = \zeta_a + \zeta_b \).

For \( l_a = l_b = 0 \), both the orbital multipole Eq. (20) and the effective potential Eq. (21) reduce to their counterpart in Section II B 1. Thus, the \( O_{lV_1} \) estimator Eq. (19) is a direct generalization of the \( O_{tV_0} \) estimator to arbitrary orbital angular momenta. Equation (19) also parallels the estimator for two-center Coulomb ERIs obtained by Valeev and Shiozaki based on a multipole analysis.\(^{19}\)

In addition to \( O_{tV_0} \) and \( O_{lV_1} \), one can readily write down two other estimators
\[
\mathcal{J}_{lV_0}^{O_{lV_0}}(R) = O_{lV_0} O_{l_a b}(\eta_{l_a b}, R), \tag{22}
\]
\[
\mathcal{J}_{lV_1}^{O_{lV_1}}(R) = O_{lV_1} O_{l_a b}(\eta_{l_a b}, R), \tag{23}
\]
which consider the \( l \)-dependence for the orbital multipoles alone (\( O_{lV_0} \)) or the effective potential alone (\( O_{lV_1} \)), respectively. In Section IV A, we will see that only the \( O_{lV_1} \) estimator is tight in all cases, and the comparison with the other three estimators help understand the importance of a correct treatment of the orbital angular momenta.

C. Three-center SR ERIs over pGTOs

Consider the SR ERIs over three pGTOs
\[
J_{(a,\mathbf{R}_a, \mathbf{R}_b)} = \int dr_1 \int dr_2 \phi_a(r_{1a})\phi_b(r_{1b})\phi_c(r_{2})\gamma_{a}(r_{12}) \tag{24}
\]
where \( r_{1a} = r_1 - R_a, r_{1b} = r_1 - R_b \), and we choose a coordinate system where the ket orbital is centered at the origin. The ERI \( J_{(a,\mathbf{R}_a, \mathbf{R}_b)} \) can take \((2l_a+1)(2l_b+1)(2l_c+1)\) possible values \([J_{abc}^{m_a m_b m_c}(\mathbf{R}_a, \mathbf{R}_b)]\), each corresponding to a specific choice of \((m_a, m_b, m_c)\). Our goal is again to derive an approximate formula for estimating the shell-wise Frobenius norm,
\[
\mathcal{J}_{abc}(\mathbf{R}, d) = \left\{ \sum_{m_a=-l_a}^{l_a} \sum_{m_b=-l_b}^{l_b} \sum_{m_c=-l_c}^{l_c} [J_{abc}^{m_a m_b m_c}(\mathbf{R}_a, \mathbf{R}_b)]^2 \right\}^{1/2} \tag{25}
\]
where on the left side of the equation we have switched to the representation of the bra separation, \( d = \mathbf{R}_b - \mathbf{R}_a \), and the bracket separation, \( \mathbf{R} = (\zeta_0 \mathbf{R}_a + \zeta_0 \mathbf{R}_b) / \zeta_{ab} \), where \( \zeta_{ab} = \zeta_a + \zeta_b \).

Unlike the two-center case [Eq. (7)], \( \mathcal{J}_{abc}(\mathbf{R}, d) \) in general depends on both the norm and the orientation of the relevant position vectors.

Our starting point for deriving an estimator for Eq. (25) is to turn the bra product distribution, \( \rho_{ab}(r_1) = \phi_a(r_{1a})\phi_b(r_{1b}) \), into a sum of individual pGTOs, which will then reduce a three-center ERI into a sum of two-center ERIs, for which the \( O_{lV_1} \) estimator (19) is a good approximation.

1. The ISF estimator

We begin with the simple case, \( l_a = l_b = 0 \), where the Boys relation\(^{5,44}\) can be used,
\[
\phi_{a(l_a=0)}(r_{1a})\phi_{b(l_b=0)}(r_{1b}) = y_00 e^{-\eta_0 b^2} \phi_{\zeta ab}(l=0)(r_1\mathbf{R}), \tag{26}
\]
which expresses the well-known result that the product of two s-type pGTOs is another s-type pGTO with an exponent $\zeta_{ab}$, located at the charge center $R$, and scaled in magnitude by $\gamma_0 e^{-\eta_0 d^2}$. Using this identity, a three-center ERI with two s-type bra orbitals and an arbitrary ket orbital is

\[
J_{\alpha l_\alpha l_\beta l_\beta}(R, d) = \frac{e^{-\eta d^2}}{2\pi^{1/2}} J_{\alpha l_\alpha l_\beta l_\beta}(R).
\]

(27)

Approximating $J_{\alpha l_\alpha l_\beta l_\beta}(R)$ by the $O_{V_1}$ estimator (19) leads to what we call the ISF estimator for three-center SR ERIs

\[
J^{\text{ISF}}_{\alpha l_\alpha l_\beta l_\beta}(R, d) = \frac{e^{-\eta d^2}}{2\pi^{1/2}} O_{\alpha l_\alpha l_\beta l_\beta} v_i(\eta_{abcw}, R)
\]

where

\[
\eta_{abcw} = (\eta_{ab}^{-1} + \zeta_e^{-1} + \omega^{-2})^{-1}.
\]

(29)

The name comes from the fact that Eq. (28) can be viewed as a direct extension of the work by Izmaylov, Scuseria, and Frisch (ISF), who derived the exact expression for a four-center SR ERI over all s-type pGTOs using the Boys relation (26) and then used it as an estimator for orbitals of arbitrary angular momentum. Here in Eq. (28), we include the $l$-dependence for the ket orbital via our two-center estimator (19).

Note that the ISF estimator (and all other three-center estimators derived below) depends on only the norm of $R$ and $d$. The lack of angular dependence here is not a crucial issue as applications such as integral screening are nearly exclusive to medium to large bra-ket separation $R$, where the effect of the orbital orientation is relatively weak.

2. The ISF$_{Q_0}$ estimator

For non-s-type orbitals, the bra product is in general a sum of $l_{ab} + 1$ terms according to the Gaussian product theorem (GPT).  

\[
\phi_a(r_{1a})\phi_b(r_{1b}) = e^{-\eta_{ab} d^2} \sum_{l=0}^{l_{ab} + 1} \sum_{m=-l}^{l} L_{l_{ab} l_{ab} m_{ab}}^m(d, \zeta_a, \zeta_b) \phi_{\text{GPT}}(l_{ab})(r_{1a}, r_{1b}),
\]

(30)

where $\{L_{l_{ab} l_{ab} m_{ab}}^m\}$ are related to the Talmi coefficients whose explicit expression can be derived in various ways. Equation (30) can also be viewed as expanding a product distribution by its multipole components, and the ISF estimator (28) keeps only the lowest-order multipole, i.e., the charge, of the bra product distribution.

One way to include the effect of higher-order multipoles is using the Schwarz $Q$-integral \cite{schwarz} generalized for a SR Coulomb potential

\[
Q_{ab}(d) = ||V_{abab}(d)||^2_{\text{Frobenius}}^{1/2}
\]

(31)

where

\[
V_{abab}(d) = \int dr_1 \int dr_2 \phi_a(r_1)\phi_b(r_1 - d) \times \phi_a(r_2)\phi_b(r_2 - d) g_{ab}(r_{12})
\]

(32)

and the Frobenius norm is again shell-wise

\[
||V_{abab}(d)||_{\text{Frobenius}} = \left( \sum_{m_a = -l_a}^{l_a} \sum_{m_b = -l_b}^{l_b} \sum_{m_c = -l_c}^{l_c} \sum_{m_d = -l_d}^{l_d} [V_{abab}^{m_a m_c m'_d}]^2 \right)^{1/2}.
\]

(33)

For the simplest case of two s-type pGTOs,

\[
Q_{ab0}(d) = e^{-\eta_{ab} d^2} \frac{\sqrt{2}}{\pi^{1/2}} (\eta_{abab}^{-1/2} - \eta_{abab}^{-1/2})^{1/2}
\]

(34)

where $\eta_{abab} = (\zeta_a^{-1} + \zeta_b^{-1} - 1 + \omega^{-2} - 1)$. By rewriting the exponential factor $e^{-\eta_{ab} d^2}$ in Eq. (28) using Eq. (34), we obtain what we call the ISF$_{Q_0}$ estimator

\[
J^{\text{ISF}_{Q_0}}_{\alpha l_\alpha l_\beta l_\beta}(R, d) = \frac{\pi^{1/4} Q_{ab}(d) O_{\alpha l_\alpha l_\beta l_\beta}}{[2(\eta_{abab}^{-1/2} - \eta_{abab}^{-1/2})]^{1/2}} v_i(\eta_{abcw}, R)
\]

(35)

We note that Eq. (35) parallels the QVI estimator obtained by Hollman et al. for three-center Coulomb ERIs \cite{hollman}.

3. The ISF$_{Q_1}$ estimator

The ISF$_{Q_0}$ estimator amounts to approximating the exact multipole expansion of the bra product distribution (30) by the $l = 0$ term with a modified prefactor to capture the overall effect of all higher-order terms. When $\omega$ is small, we expect this to be a good approximation, because the SR Coulomb potential resembles the full Coulomb potential, for which the classical multipole interaction, which decays faster for higher-order multipoles, is a good approximation. For large $\omega$, however, terms with $l > 0$ could be more important due to the incomplete gamma function in the effective potential (21). Using the ISF$_{Q_0}$ estimator may cause underestimation in this regime.

While it is possible to consider a full multipole expansion with approximate coefficients (Section II.C), a simpler amendment to the ISF$_{Q_0}$ estimator is to restore the $l$-dependence and keep only the term of the maximum value. Specifically, we define the ISF$_{Q_1}$ estimator as

\[
J^{\text{ISF}_{Q_1}}_{\alpha l_\alpha l_\beta l_\beta}(R, d) = \frac{\pi^{1/4} Q_{ab}(d) O_{\alpha l_\alpha l_\beta l_\beta}}{2^{1/2}} \times \max_l \left\{ (\eta_{abab}^{-1/2} - \eta_{abab}^{-1/2})^{-1} v_i(\eta_{abcw}, R) \right\}
\]

(36)

where the maximization is over $\{0, 1, \ldots, l_{ab}\}$ for $d > 0$ but $\{l_a - l_b, |l_a - l_b| + 1, \ldots, l_{ab}\}$ for $d = 0$ by the properties of angular momentum coupling. We expect ISF$_{Q_0}$ to essentially reduce to ISF$_{Q_0}$ when $\omega$ is small, but corrects the underestimation of the latter for larger $\omega$.

4. The ME estimator

In principle, a more accurate account of the multipole expansion (30) needs the GPT coefficients $\{L_{l_{ab} l_{ab} m_{ab}}^m\}$. Consider
a special case where both $\phi_a$ and $\phi_b$ are located on the z-axis and $m_a = m_b = 0$. In this case, the spherical GTO (2) becomes equivalent to a Cartesian GTO with z-component only,

$$\phi_{a(m_a=0)}(r_{1a}) \sim \frac{-\epsilon}{|r_{1a}|},$$

(37)

and a similar expression holds for $\phi_{b(m_b=0)}(r_{1b})$. The product distribution then becomes,

$$\phi_{a(m_a=0)}(r_{1a})\phi_{b(m_b=0)}(r_{1b}) \sim e^{-\epsilon|d^2|} \epsilon_{l_a}^{l_b} \sum_{l=0}^{l_{ab}} L_{l_a,l_b}^l \epsilon_{l_a}^{l_b} R e^{-\epsilon|d^2|} R \tag{38}$$

where

$$L_{l_a,l_b}^l = \sum_{l'=l}^{l_a} \left[ \frac{\alpha}{\beta} d_{l_a}^{l_a} f(l_a, l) \right]^{l} d_{l_b}^{l_b} f(l_b, l), \tag{39}$$

gives the GPT coefficients in this special case, where \( l_a = (l + l')/2, l_b = (l - l')/2, d_{l_a} = z_R - \xi_a, d_{l_b} = z_R - \xi_b, \) and the primed summation means increment by 2. Now for the general case where $\phi_a$ and $\phi_b$ are arbitrarily located and have arbitrary $(m_a, m_b)$, we can still use Eq. (39) to approximate the GPT coefficients if $d > 0$ and $d_a$ and $d_b$ are chosen to be

$$d_a = -|R_a - R| = -|\xi_a / \xi_b d|,$$
$$d_b = |R_b - R| = |\xi_a / \xi_b d|. \tag{40}$$

Using Eqs. (39) and (40) leads to what we call the ME estimator (where “ME” stands for multipole expansion)

$$J_{abc}^{\text{ME}}(R, d) = \frac{e^{-\epsilon|d^2|} O_{cl}}{2\pi^{1/2}} \sum_{l=0}^{l_{ab}} \left[ L_{l_a,l_b}^l d_{l_a}^{l_a} f(l_a, l) d_{l_b}^{l_b} f(l_b, l) \right]. \tag{41}$$

The case $d = 0$, i.e., $\phi_a$ and $\phi_b$ are concentric, needs special consideration. As mentioned above, the GPT expansion in this case should range from $|l_a - l_b|$ to $l_{ab}$, while Eqs. (39) and (40) predict all terms except for $l = l_{ab}$ vanish, which leads to a significant underestimation of the true integrals. To obtain a better approximation in this case, we assume a simple structure for the approximate GPT coefficients

$$L_{l_a,l_b}^l (d = 0, \xi_a, \xi_b) = \alpha_{l_a}^{l_b} f(l_{ab}, l) \tag{42}$$

where $l = |l_a - l_b|, l_a - l_b + 1, \ldots, l_{ab}$, and determine the parameters in Eq. (42) empirically from numerical tests. We found that the following choices work well

$$\alpha = \frac{1}{2}, \beta = -\frac{1}{2}, f(l_{ab}, l) = \left[ \frac{(l_a - 1)!}{(l - 1)!} \right]^{1/2} \tag{43}$$

where we define $(-1)! = 1$. The numerical evidence for Eq. (43) is given in Figs. S1 and S2. Equations (42) and (43) together with Eqs. (39) and (40) thus complete the definition of the ME estimator (41) for three-center SR ERIs.

D. From primitive to contracted GTOs

The estimators derived above assume all orbitals are pGTOs [Eq. (2)]. To apply them for integrals over cGTOs [Eq. (5)], we find that a one-term approximation works well in the appropriate large-$R$ limit. In this case, a cGTO, $\chi_{\mu}$, is replaced by its most diffuse pGTO component, $\chi_{\mu\nu}\phi_{\mu\nu}$, and

$$J_{abc}(R, d) \approx C_{\mu\nu} \chi_{\nu} J_{abc}(R, d), \tag{44}$$

where $J_{abc}(R, d)$ can be estimated by one of the three-center estimators derived in the previous section. For ISF $Q_{0}$ (35) and ISF $Q_{1}$ (36), the Schwarz-$Q$ integrals can be calculated using the original cGTOs [i.e., $Q_{0}(d)$] to effectively account for the contribution from other pGTOs in the cGTOs.

E. Periodic two-center and three-center SR ERIs with screening

As a practical application of the estimators derived above and also a means to test their accuracy, we show how to exploit these estimators to efficiently calculate periodic two-center and three-center SR ERIs. As mentioned in the introduction, these integrals are needed in our recently introduced periodic global density fitting scheme\textsuperscript{41} and would be needed in a density-fitted implementation of the HSE functional,\textsuperscript{28,35} among other possible applications.

1. Periodic two-center SR ERIs

A periodic system consists of a unit cell and its infinite periodic images, each specified by a lattice translational vector, $m$, with $m = 0$ the reference cell. Consider $n$ atom-centered GTOs, $\{\phi_{a}(r - \tau_{a})\}$, in the reference cell, which, under the periodic boundary condition, become $n$ translationally adapted GTOs

$$\tilde{\phi}_{a}^{k}(r) = \sum_{m} e^{i k \cdot m} \phi_{a}(r - m_{a}) \tag{45}$$

where $m_{a} = m + \tau_{a}$ and $k$ is a crystal momentum vector in the first Brillouin zone. In the following, we consider only the $\Gamma$-point Brillouin zone sampling with $\tilde{\phi}_{a} \equiv \tilde{\phi}_{a}^{k=0}$. This choice corresponds to an in-phase superposition of all cells and hence represents the most challenging case for integral screening. The method can be straightforwardly adapted to use other Brillouin zone sampling schemes.

A periodic two-center SR ERI is

$$J_{ab} = \int_{\Omega} dr_{1} \int_{\Omega} dr_{2} \tilde{\phi}_{a}(r_{1}) \tilde{\phi}_{b}(r_{2}) g_{ab}(r_{1}r_{2}) = \sum_{m} J_{ab}(m_{ab}) \tag{46}$$

where $\Omega$ is the volume of a unit cell, $m_{ab} = m_{a} - \tau_{b}$, and we used Eqs. (6) and (45) to obtain the second equality, which is an infinite lattice sum. To calculate $J_{ab}$ to a finite precision $\epsilon$, we approximate the lattice sum by an integral over $R_{ab} =$...
m_{ab,c} and analyze the error of truncating it at a finite $R_{cut}^{ab}$
\[
\delta_{L_{ab}} \sim \int_{R_{ab} > R_{cut}^{ab}} dR_{ab} J_{ab}(R_{ab}) \sim f(\eta_{ab,cut}) \mathcal{J}_{ab}(R_{cut}^{ab})
\]
where the form of the multiplicative prefactor $f(\eta_{ab,cut})$ will be derived in Section II E 3. Equation (47) suggests the cutoff criterion for the lattice sum for $L_{ab}$,
\[
f(\eta_{ab,cut}) \mathcal{J}_{ab}(R_{cut}^{ab}) = \epsilon,
\]
where $\mathcal{J}_{ab}(R)$ can be estimated using a two-center estimator from Section II B. Once $R_{cut}^{ab}$ is determined from Eq. (48),
\[
\mathcal{M}_{ab} = \{m \mid ||m_{ab,c}|| \leq R_{cut}^{ab}\}
\]
gives the set of cells needed for calculating $L_{ab}$ to the precision $\epsilon$ via the lattice summation (46). The union $\mathcal{M}_{a} = \bigcup_b \mathcal{M}_{ab}$ then gives all “important” cells for orbital $a$. An algorithm for efficiently calculating the entire $[L]_{ab}$ matrix based on precomputed cutoffs $[R]_{ab}^{cut}$ and cell data $[\mathcal{M}]_{a}$ is presented in Algorithm 1.

**Algorithm 1** Eq. (46) by a truncated lattice sum.
Input: $[R]_{ab}^{cut}$, $[\mathcal{M}]_{a}$
Initialize: $[L]_{ab} \leftarrow \text{zeros}(n_{a}, n_{b})$
for $a$ in range($n_{a}$) do
    for $b$ in range($n_{b}$) do
        for $m \in \mathcal{M}_{a}$ do
            if $||m_{ab,c}|| \leq R_{cut}^{ab}$ then
                $L_{ab} \leftarrow J_{ab}(m_{ab,c})$

2. Periodic three-center SR ERIs

Let $\tilde{\phi}$ and $\tilde{\varphi}$ denote two sets of translationally adapted GTOs [Eq. (45)] of size $n_{a}$ and $n_{b}$, respectively (e.g., the sets of periodic AOs and auxiliary basis functions). A periodic three-center SR ERI (using $\Gamma$-point Brillouin zone sampling as discussed above) is
\[
L_{abc} = \sum_{m,n} J_{abc}(m_{a_{0c}}, n_{b_{0c}}),
\]
where we used Eqs. (24) and (45) to obtain the second equality, which is an infinite double lattice sum. The double lattice sum in Eq. (50) can be rewritten to be over the bra separation, $d_{ab} = m_{a} - n_{b}$, and the bra-ket separation, $R_{abc} = \xi_{a_{1}}(m_{a_{0c}} + \xi_{b} n_{b_{0c}})$,
\[
L_{abc} = \sum_{d_{ab}} J_{abc}(R_{abc}, d_{ab}).
\]
Equation (51) is more convenient for truncation to compute $L_{abc}$ to a finite precision $\epsilon$ as we discuss now.

First, the Schwarz inequality
\[
\mathcal{J}_{abc}(R_{abc}, d_{ab}) \leq Q_{ab}(d_{ab})Q_{c}
\]
with $Q_{c} = \left[\mathcal{J}_{\varphi}(0)\right]^{1/2}$ gives the decay with $d_{ab}$ regardless of the value for $R_{abc}$. We thus follow a similar derivation for Eq. (48) and obtain an equation for the cutoff of $d_{ab}$.
\[
f(\eta_{ab,cut}) \mathcal{J}_{ab}(d_{cut}^{ab}) Q_{ab}(d_{cut}^{ab}) Q_{c} = \epsilon
\]
where $Q_{c}^{max} = \text{max}, Q_{c}$.

Second, for a fixed $d_{ab} \leq d_{cut}^{ab}$, Eq. (51) reduces to a single lattice sum over $R_{abc}$. Following the same argument for obtaining Eq. (48), we determine a cutoff for $R_{abc}$ for a given bra separation $d_{ab}$ from solving
\[
f(\eta_{ab,cut}) \mathcal{J}_{abc}(d_{ab}) \mathcal{J}_{abc}(R_{abc}(d_{ab}), d_{ab}) = \epsilon
\]
where $\mathcal{J}_{abc}(R, d)$ can be estimated using one of the estimators from Section II C. In principle, Eq. (54) needs to be solved for all unique $d_{ab}$’s arising from all bra pairs $ab$ with $d_{ab} \leq d_{cut}^{ab}$. This number could be very large, leading to high cost in both the CPU time and the storage. We avoid this difficulty by solving Eq. (54) only for $d_{ab} \in [d_{cut}^{ab} i]_{i=1}^{Q_{c}^{max}}$, where $d_{cut}^{ab} i = (i - 1)\Delta d$ for some chosen $\Delta d$ and $d_{cut} i = d_{cut}^{ab} i / \Delta d$. The cutoff $[R]_{abc}^{cut}(d_{cut}^{ab} i)$ is then used for all bra pairs with $d_{ab} \in (d_{cut}^{ab} i, d_{cut}^{ab} (i + 1))$.

With these cutoffs, the double lattice sum for $L_{abc}$ contains only a finite number of terms given by $S_{abc} = \bigcup_{i=1}^{Q_{c}^{max}} S_{abc}^{(i)}$ where
\[
S_{abc}^{(i)} = \{(m, n) \mid d_{cut}^{ab} i \leq d_{ab} < d_{cut}^{ab} (i + 1), R_{abc} \leq [R]_{abc}^{cut}(d_{cut}^{ab} i)\}.
\]
The union $S_{abc}^{(i)} = \bigcup_{j} S_{abc}^{(j)}$ then gives the set of “important” cell pairs for a bra pair $ab$. An algorithm for efficiently calculating the entire $[L]_{abc}$ tensor based on the cutoffs $[R]_{abc}^{cut}$ and cell pair data $[S]_{abc}^{(i)}$ is presented in Algorithm 2.

**Algorithm 2** Eq. (50) by a truncated double lattice sum.
Input: $[R]_{abc}^{cut}$, $[S]_{abc}^{(i)}$
Initialize: $[L]_{abc} \leftarrow \text{zeros}(n_{a}, n_{b})$
for $a$ in range($n_{a}$) do
    for $b$ in range($n_{b}$) do
        for $i$ in range($n_{c}$) do
            for $(m, n)$ in $S_{abc}^{(i)}$ do
                for $c$ in range($n_{c}$) do
                    if $R_{abc} \leq [R]_{abc}^{cut}(d_{cut}^{ab} i)$ then
                        $L_{abc} \leftarrow J_{abc}(m_{a_{0c}}, n_{b_{0c}})$

3. An expression for the $f$-prefactor

The three cutoffs discussed above all correspond to truncating a single lattice sum approximated by an integral to a finite precision $\epsilon$,
\[
\delta \sim \int_{R_{\alpha} = R_{\alpha_{c}}}^{R_{\alpha_{c}} - R_{\alpha_{z}}} dR K(R) \leq \epsilon
\]
where $K(R) = J_{ab}(R)$ for Eq. (48), $Q_{ab}(R)$ for Eq. (53), and $J_{abc}(R, d)$ with $d$ fixed for Eq. (54). We approximate $J_{ab}$ and $J_{abc}$ by the corresponding distance-dependent estimators, which have the following asymptotic behavior at large $R$,
\[
K(R) \sim R^{l-2} e^{-\eta R},
\]
where \( l = l_{ab} \) and \( \eta = \eta_{ab} \) for \( J_{ab} \) and \( l = l_{abc} \) and \( \eta = \eta_{abc} \) for \( J_{abc} \), respectively. Equation (57) also describes the asymptotics of \( Q_{ab} \) with \( l = 0 \) and \( \eta = \eta_{ab} \) if we approximate it by \( Q_{\text{cut}}(l=0) = Q_{\text{cut}}(l=0) \) [Eq. (34)]. Combining Eq. (57) with Eq. (56) gives

\[
\delta \sim \frac{R_{\text{cut}}^{-1}}{\eta} - \eta R_{\text{cut}}^{-1} \sim \frac{R_{\text{cut}}}{\eta} K(R_{\text{cut}}),
\]

which suggests that

\[
f(\eta, R_{\text{cut}}) = \frac{R_{\text{cut}}}{\eta}.
\]

Numerical tests suggest that Eq. (59) works well for determining the cutoffs for calculating \( |L|_{abc} \), but leads to overestimation of the cutoffs for \( |L|_{ab} \). To that end, we drop the \( R \) dependence and simply use

\[
f_2(\eta, R_{\text{cut}}, \Omega) = \eta^{-1}
\]

for solving Eq. (48). The numerical data justifying the choice of Eq. (60) for the two-center integrals are shown in Fig. S3.

### III. COMPUTATIONAL DETAILS

We implemented all the estimators derived in Sections II B and II C as well as Algorithms 1 and 2 for calculating the periodic two-center and three-center SR ERIs in the PySCF software package.\(^{49}\) We checked the correctness of our implementation by verifying that the calculated periodic integrals match those from the analytic Fourier transform (AFT) approach\(^ {50}\) for small systems (limited by the high computational cost of AFT). The cutoff equations (48), (53), and (54) are solved numerically using a binary search algorithm. The bin size \( \Delta d \) for grouping the bra AO pairs is set to be 1 Å. All cutoffs and important cell (pair) data, including \( R_{\text{cut}}^{\text{rel}} \) and \( \{M_{i}\} \) for the two-center integrals (Section II E 1) and \( \{e_{\text{rel}}, \{p_{\text{rel}}(0)^{\text{rel}}\}\} \) and \( \{S_{\text{rel}}^{\text{rel}}\} \) for the three-center integrals (Section II E 2), are pre-computed and kept in memory before performing the lattice sum by Algorithms 1 and 2. The cost of the precomputation is in general only a small fraction of the subsequent lattice sum (up to a few percent in the worst cases).

We assess both the accuracy of the estimators and the computational cost of the lattice sum based on them over a test set of four three-dimensional solids and a water-solvated urea molecule as shown in Fig. 1 (Cartesian coordinates in Supporting Information). The Dunning’s cc-pVXZ basis set\(^{51–55}\) (abbreviated as "XZ" henceforth) is chosen as the AO basis. Specifically, we consider DZ for all systems and also TZ and QZ for ZnS. The cc-pVXZ-JKFIT basis set\(^ {56}\) is used as the auxiliary basis for all elements except for Na, Ti, and Zn, for which the JKFIT basis set is not defined and we use the even tempered basis functions generated by PySCF with a progressing factor \( \beta = 2.0 \) (details in Supporting Information). The exponents of the most diffuse orbitals of all basis sets used in this work are summarized in Table I. A series of \( \omega \) va-

![FIG. 1. Structure of the systems tested in this work. The unit simulation cell is indicated by the grey box in each case.](image-url)

| Table I. The exponent of the most diffuse orbital of given angular momentum for all basis sets used in this work. For each element, the first line is the AO basis, and the second line is the corresponding auxiliary basis ("JK" for the JKFIT basis and "ET" for the even tempered basis). |
|---|---|---|---|---|---|
| | Element | Basis | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| | H | DZ | 0.122 | 0.272 |
| | | JK | 0.284 | 0.502 | 0.713 |
| | C | DZ | 0.160 | 0.512 | 0.550 |
| | | JK | 0.192 | 0.203 | 0.200 | 0.416 |
| | N | DZ | 0.225 | 0.218 | 0.817 |
| | | JK | 0.273 | 0.282 | 0.290 | 0.609 |
| | O | DZ | 0.302 | 0.275 | 1.815 |
| | | JK | 0.339 | 0.367 | 0.356 | 0.825 |
| | Na | DZ | 0.023 | 0.021 | 0.097 |
| | | ET | 0.046 | 0.044 | 0.041 | 0.089 | 0.195 |
| | Si | DZ | 0.092 | 0.088 | 0.275 |
| | | JK | 0.132 | 0.185 | 0.170 | 0.237 |
| | S | DZ | 0.157 | 0.141 | 0.479 |
| | | JK | 0.216 | 0.263 | 0.242 | 0.396 |
| | Cl | DZ | 0.194 | 0.162 | 0.600 |
| | | JK | 0.234 | 0.306 | 0.275 | 0.499 |
| | Ti | DZ | 0.025 | 0.029 | 0.052 | 0.279 |
| | | ET | 0.051 | 0.055 | 0.059 | 0.104 | 0.241 | 0.558 |
| | Zn | DZ | 0.038 | 0.046 | 0.252 | 1.462 |
| | | ET | 0.075 | 0.084 | 0.093 | 0.216 | 0.503 | 1.213 | 2.923 |
| | | TZ | 0.038 | 0.046 | 0.252 | 1.485 | 4.114 |
| | | ET | 0.075 | 0.084 | 0.093 | 0.216 | 0.503 | 1.223 | 2.970 |
| | | QZ | 0.037 | 0.039 | 0.159 | 0.853 | 2.069 | 4.414 |
| | | ET | 0.074 | 0.076 | 0.078 | 0.157 | 0.319 | 0.737 | 1.706 |

```
ues ranging from 0.1 to 1 are tested, which cover both the value used by the HSE functional (ω = 0.11) and those commonly used by the range-separated Gaussian density fitting (RSGDF). These choices (atom types, crystal structures, basis sets, and ω values) together make the numerical study of this work cover a wide range of parameters.

We measure the accuracy of the estimators in two ways. First, we calculate the intrinsic bra-ket cutoffs, \( R_{ab}^{\text{est}} \) for the two-center case and \( R_{abc}^{\text{est}} (\delta_{abc}^{d}) \) for the three-center case, by solving Eq. (48) and Eq. (54) without the \( f \)-prefactor using both the exact SR ERIs and our estimators [the orbital orientation effect in the exact \( J_{ab} (\mathbf{R}, \mathbf{d}) \) is accounted for by averaging over three randomly generated configurations for each \( (\mathbf{R}, \mathbf{d}) \)]. The error of the estimated cutoffs then reflects directly the accuracy and tightness of the corresponding estimators. Second, we calculate the maximum absolute error (MAE) of the periodic SR ERI tensor, \( [L]_{ab} \) and \( [L]_{abc} \), computed using Algorithms 1 and 2 based on our estimators. This provides an indirect but more practical measure of the accuracy of the estimators for their applications to periodic systems.

Ideally, the error should be computed against the exact periodic integrals from the infinite lattice sum, which is unfortunately not possible in practice. To that end, we truncate the lattice sum using the most accurate estimators (\( O_{1l}V_l \) and ME for two- and three-center integrals, respectively, justified by the numerical data in Section IV) with a tight target precision of \( \varepsilon = 10^{-12} \), and then perform the lattice sum without any screening, i.e., with the "if" statements in Algorithms 1 and 2 always set to true. For three-center integrals, this essentially amounts to using only the rigorous upper bound provided by the Schwarz inequality to discard unimportant AO pairs. We verified that internal consistency is achieved in all cases: the MAEs calculated as above are essentially the same as those calculated against the integrals obtained with \( \varepsilon = 10^{-12} \) and with the screening based on the same estimator.

The computational cost is measured by either the number of integrals being evaluated (i.e., the number of times where the "if" statements in Algorithms 1 and 2 are evaluated to true) or the actual CPU time spent on the lattice sum. In this work, we will focus on the cost of the three-center integrals alone because the cost of evaluating the two-center integrals is essentially negligible in our applications.

IV. RESULTS AND DISCUSSIONS

A. Accuracy of two-center estimators

We first study the accuracy of the four two-center estimators from Section II B. In Fig. 2, we show the error of the estimated cutoffs for TiO\(_2\)/DZ with \( \varepsilon = 10^{-10} \) for \( \omega = 0.1 \) (a) and \( \omega = 1 \) (b); the same plots for other systems are shown in Fig. S4. An immediate conclusion one can draw from these plots is that the \( O_{1l}V_l \) estimator (19) is very tight, predicting essentially the exact cutoffs in all cases. As a result, the periodic integrals \([L]_{ab}\) computed based on the \( O_{1l}V_l \) estimator display highly controlled accuracy for all systems and all values of \( \omega \in [0.1, 1] \), as shown in Fig. 3(d). The high accuracy of the \( O_{1l}V_l \) estimator is due to the correct treatment of the \( l \)-dependence in both the orbital multipoles and the effective potential: ignoring the \( l \)-dependence in either or both cases generally leads to higher errors as can be seen in Fig. 2 (red, blue and green dots) and Fig. 3(a)–(c). These results can be understood as follows.

The \( l \)-dependence in the orbital multipoles depends strongly on the orbital exponents as \( \zeta^{-(l+3/2)} \) [Eq. (20)]. For diffuse orbitals (\( \zeta \ll 1 \)) of high angular momentum, approximating \( O_l \) by \( O_0 \) leads to significant underestimation. This explains the negative errors of the \( O_0V_0 \) (red) and the \( O_{1l}V_l \) (blue) estimators in Fig. 2 when the exact cutoffs are large, which produce large errors in the corresponding periodic integrals in Fig. 3(a) and (b). Also, the highest error of the periodic integrals is seen in TiO\(_2\) in both cases, because the even tempered auxiliary basis for Ti/DZ has very diffuse shells (\( \zeta \lesssim 0.1 \)) up to \( l = 4 \) (Table I). On the other hand, for non-s-type compact orbitals (\( \zeta > 1 \)), the \( O_0 \) approximation overestimates the true integrals as is clear from the large positive cutoff errors of the two \( O_0 \) estimators (red and blue) in Fig. 2 when the exact cutoffs are small. This does no harm to the accuracy of the periodic integrals over these orbitals but increases the computational cost.

The \( l \)-dependence in the effective potential shows a strong \( \omega \)-dependence. For \( \omega \) small, the SR Coulomb potential resembles the full Coulomb potential, and approximating \( V_l \) by \( V_0 \) overestimates the integrals as in the classical multipole interaction and leads to positive errors for the \( O_{1l}V_l \) estimator (green) in Fig. 2(a). This also explains two trends observed for the filled circles (\( \omega = 0.1 \)) in Fig. 3: (i) \( O_{10}V_0 \) is more accurate than \( O_{10}V_l \) [Fig. 3(a) and (b)], and (ii) \( O_{10}V_0 \) is as accurate as \( O_{11}V_l \) [Fig. 3(c) and (d)]. As \( \omega \) increases, however, the \( l \)-dependence in \( V_l \) starts to deviate from that of the classical multipole interaction and the \( V_0 \) approximation tends to underestimate the integrals. Consequently, negative errors are
FIG. 3. MAE of periodic two-center SR ERIs computed using Algorithm 1 with four different two-center estimators for integral screening: $O_{V_0}$ (a), $O_{V_1}$ (b), $O_{V_0}$ (c), and $O_{V_1}$ (d). Different colors are for different target precision, $\epsilon = 10^{-6}$ (red), $10^{-8}$ (blue), and $10^{-10}$ (green), and the shaded area highlights $0.1\epsilon \sim 10\epsilon$ for the corresponding color. For each system and target precision, the horizontal bar shows the distribution of the MAEs for $\omega = 0.1, 0.2, \cdots, 1$, where $\omega = 0.1$ and 1 are highlighted as a filled and hollow circles, respectively.

seen for the cutoffs of the $O_{V_0}$ estimator (green) in Fig. 2(b) and quick growth of the MAEs of $[L_{lab}]$ with $\omega$ is observed for the $O_{V_0}$ and the $O_{V_0}$ estimators in Fig. 3(a) and (c) (hollow circles), respectively.

To summarize the results for two-center estimators, the numerical data presented in Figs. 2 and 3 confirm the tightness of the $O_{V_1}$ estimator and the accuracy of the resulting periodic integrals, hence justifying its use in Section II C for obtaining the three-center estimators, whose performance is discussed in the next section.

B. Accuracy of three-center estimators

In Fig. 4, we show the error of the cutoffs computed by the four three-center estimators from Section II C for TiO$_2$/DZ with $\epsilon = 10^{-10}$ and $\omega = 0.1$ and 1; the same plots for other systems can be found in Figs. S5 and S6. An immediate conclusion from these plots is that the ISF estimator (28) significantly underestimates the true integrals in all cases. For TiO$_2$, it underestimates about 80% of the cutoffs as shown in Fig. 4(i) and (j) (red circles). The underestimation by the ISF estimator comes from ignoring the higher-order multipoles of the bra AO product and results for TiO$_2$ clearly show more severe underestimation for larger $l_{lab}$ (Fig. S7). As a result, the MAEs of the periodic three-center SR ERIs computed based on the ISF estimator are two to four order of magnitude higher than the target precision as shown in Fig. 5(a). One exception is the solvated urea molecule, where the low packing density makes the $f$-prefactor (59) overestimate the truncation error, which cancels the underestimation by the ISF estimator and leads to MAEs $\leq 10\epsilon$ in this case. In general, one should not rely on such fortuitous error cancellation.

The underestimation by the ISF estimator is largely corrected by the three other estimators that account for the higher-order multipoles of the bra AO product, as can be seen in Fig. 4(b)–(d) and (f)–(h). As expected from the discussion in Section II C 3, the ISFQ$_0$ estimator (36) reduces essentially to the ISFQ$_0$ estimator (35) for small $\omega$ [Fig. 4(b) and (c)], but corrects the slight underestimation of the latter for large $\omega$ [Fig. 4(f) and (g)]. The ME estimator (41), which includes all terms in the multipole expansion with approximate GPT coefficients (39) and (42), is the most accurate among the three for large $\omega$ [Fig. 4(h)], but shows slight underestimation for small $\omega$ [Fig. 4(d)]. Overall, the three estimators have similar performance, and the difference between them is at most modest. This is also reflected by the high accuracy of the periodic integrals computed based on these estimators as shown in Fig. 5(b)–(d), where the MAEs typically fall in the range of $0.1\epsilon \sim 10\epsilon$ (with the solvated urea the only exception where the MAE is lower than $\epsilon$ for the reason discussed above).

In summary, the data in Figs. 4 and 5 suggest that ISFQ$_0$, ISFQ$_1$, and ME are all accurate estimators for three-center SR ERIs. In the next section, we will assess them based on the computational cost of the screened lattice sum.

C. Computational cost of the lattice sum for three-center integrals

1. Computational efficiency

The results of the previous section clearly show increasing accuracy of the three-center estimator as its complexity grows. However, this alone does not justify the practical use of the more accurate estimators (ISFQ$_0$, ISFQ$_1$, and ME) because, although tedious, one can always empirically adjust the $\epsilon$ parameter for an inaccurate estimator (ISF in this case) to achieve the same accuracy for a specific system. We thus need to compare the computational cost of the lattice sum based on different estimators for achieving the same accuracy. We measure the computational cost by counting the number of integrals being evaluated in the lattice sum for computing the entire $[L_{lab}]$ tensor and study its relation to the MAE data presented in Fig. 5.

The results are plotted in Fig. 6 for the two extreme cases, $\omega = 0.1$ and 1. In both cases, the ISF curves of all systems lie to the upper right of the curves of the other three estimators, suggesting consistently higher computational cost of the lattice sum based on the ISF estimator for achieving the same ac-
accuracy as the other three. For small $\omega$ (upper panels in Fig. 6), the saving in computational cost by using the more accurate estimator is as large as a factor of two in the most challenging case (TiO$_2$). For large $\omega$ (lower panels in Fig. 6), however, only the ME estimator maintains the large saving against ISF for all systems, while the ISF$^Q_0$ and ISF$^Q_l$ curves both move closer to the ISF curve in some cases, indicating a loss of computational efficiency of the two Schwarz-$Q$ integral-based estimators for large $\omega$. This observation confirms that the ME estimator is tighter than the ISF$^Q_0$ and ISF$^Q_l$ estimators when $\omega$ is large.

2. Scaling with $\omega$

We next investigate how the cost of the screened lattice sum scales with $\omega$. Given that the characteristic decay length of the SR Coulomb potential is roughly $\omega^{-1}$, one may expect $\omega^{-3}$ scaling for three-dimensional systems. However, as discussed in Section II B, the decay of the final SR ERIs is described instead by an effective potential, $v(\eta, R)$ [Eq. (21)], where the bare $\omega$ is replaced, for three-center integrals, by $\eta_{\text{labcw}}$ [Eq. (29)], which depends not only on $\omega$ but also on the exponents of the orbitals. This means that different elements in the $[L]_{abc}$ tensor need different computational effort, and the term with the smallest $\eta_{\text{labcw}}$ represents the computational bottleneck. The smallest $\eta_{\text{labcw}}$ (call it $\eta_{\text{labcw}}^{\text{min}}$) for a given system is roughly the minimum of $\omega^2$ and half the smallest AO exponent, $\eta_{\text{AO}}^{\text{min}} \approx \eta_{\text{AO}}^{\text{min}} / 2$.

We predict the following two limits for the scaling of the computational cost with $\omega$. In the small $\omega$ regime where $\omega \ll [\eta_{\text{AO}}^{\text{min}}]^{1/2}$, we have $\eta_{\text{labcw}}^{\text{min}} \approx \eta_{\text{AO}}^{\text{min}}$ and we expect the ideal $\omega^{-3}$ scaling. In the large $\omega$ regime where $\omega \gg [\eta_{\text{AO}}^{\text{min}}]^{1/2}$, we have $\eta_{\text{labcw}}^{\text{min}} \approx \eta_{\text{AO}}^{\text{min}}$ and we expect a plateau in the cost as a function of $\omega$. These asymptotic predictions are confirmed numerically in Fig. 7 for the ME estimator with $\epsilon = 10^{-8}$; other choices of the estimator and $\epsilon$ lead to essentially identical plots (Fig. S8). In all cases, the cost follows the ideal $\omega^{-3}$ decay (grey line) but then begins to plateau as $\omega$ increases. The crossover point between these asymptotic behaviors (and therefore also the plateau height) are consistent with the values of $[\eta_{\text{AO}}^{\text{min}}]^{1/2}$ for these systems: 0.25 for the solvated urea, 0.21 for SiC,
FIG. 6. The MAE data taken from Fig. 5 plotted as a function of the CPU cost measured by the total number of integrals being calculated in the lattice sum (relative to the cost of ISF/ω = 10^{-6}) for ω = 0.1 (upper panels) and 1 (lower panels).

0.14 for ZnS, 0.11 for TiO₂, and 0.10 for NaCl (all calculated using the data from Table I).

3. Scaling with system size

In periodic calculations, an infinite system is approximated by a finite simulation supercell subject to Born-von Karman periodic boundary conditions (Section II E). This introduces a finite-size error that must be removed by increasing the size of the simulation supercell (or equivalently the density of Brillouin zone sampling).38,57–63 Therefore, in this final section, we study how the cost of the screened lattice sum scales with the size of the supercell.

For each element of the [L]_{abc} tensor, the number of integrals that pass the screening is ∑_{i} n_{loc} |S_{abc}^{(i)}|, where S_{abc}^{(i)} is defined in Eq. (55). Thus, the total computational cost for executing Algorithm 2 is proportional to

\[ N_I = \sum_{a,b} \sum_{i} \sum_{c} |S_{abc}^{(i)}|, \]

where both n_{AO} and n_{aux} grow linearly with the system size.

FIG. 7. Relative CPU cost of the lattice sum for computing [L]_{abc} based on the ME estimator [Eq. (41)] with ε = 10^{-8} plotted as a function of ω (in log-log scale) for the five test systems in the DZ basis. The grey line indicates a perfect ω^{-3} scaling of the relative CPU cost.

FIG. 8. CPU time for the lattice sum for computing [L]_{abc} using the ME estimator with ε = 10^{-8} for ZnS/DZ of different supercell size and different values of ω. Each line is a linear fit for the data of the same color. The apparent scaling factors obtained from the fitting are listed aside, all showing linear scaling with system size. The number of AOs per supercell is also shown in the top abscissa.
while \( n_{d_{ab}} \) remain constant, which seems to suggest cubic scaling with system size. However, since the cutoffs, \( d_{\text{cut}} \) [Eq. (53)] and \( R_{\text{cut}} \) [Eq. (54)], depend only on the nature of the orbitals and are independent of the system size, we expect a quadratic decrease of the number of elements in each \( S_{abc}^{(0)} \) with system size according to Eq. (55). This suggests that the overall scaling with system size is linear if integral screening is performed as described in Section II E 2.

To confirm this analysis, we perform a series of supercell calculations for ZnS/DZ. A supercell of size \( n_p \) is constructed by repeating a primitive cell \( n_p \) times in each of the three dimensions. The CPU time of the lattice sum for computing the entire \( L_{\text{labc}} \) tensor using the ME estimator with \( \epsilon = 10^{-8} \) is shown in Fig. 8 for \( n_p = 1 - 6 \) and four different values of \( \omega \). Results generated using the ISF estimators and the ISF estimators show similar trends (Fig. S9). For all choices of \( \omega \), the results demonstrate nearly perfect linear scaling with the supercell size.

V. CONCLUDING REMARKS

In summary, we derived distance-dependent estimators for the two-center and three-center SR ERIs over atom-centered GTOs. Performance was assessed by the accuracy of the periodic two-center and three-center SR ERIs, which are calculated using the estimators to screen the integrals appearing in the lattice summation. Based on the numerical data collected for systems that cover a wide range of parameters including the atom types, crystal structures, orbital exponents and angular momenta, and the range-separation parameter \( \omega \), we recommend the \( O_{l_{ij}} \) estimator (19) and the ME estimator (41) for two-center and three-center SR ERIs, respectively. In the case of small \( \omega \) (such as that used in the HSE functional), the ISF estimators are also a good choice for three-center SR ERIs. We discussed why the computational scaling of the lattice sum for three-center integrals deviates from \( \omega^{-3} \), and show that the cost scales linearly with system size for all tested values of \( \omega \).

Although we chose to demonstrate their use for periodic systems, the estimators derived in this work also should be useful in large molecular applications. We also expect our results to be useful for semiempirical methods, where two-center and three-center SR ERIs are typical, and phenomenologically screened or otherwise SR Coulomb interactions are commonly used. For \( ab \text{initio} \) periodic calculations using our recently developed range-separated Gaussian density fitting (RSGDF), building the three-center SR ERI tensor represents one of the main computational bottlenecks—at least for Hartree-Fock and lower-order perturbation theory. We thus anticipate the estimators together with the algorithms for screening the lattice sum to improve the computational efficiency of such calculations.

SUPPLEMENTARY MATERIAL

See the supplementary material for (i) the performance of ME estimator (41) for three-center SR ERIs with concentric bra pairs (i.e., \( d_{ab} = 0 \)), (ii) the effect of using different \( f \)-prefactors to solve Eq. (48) on the performance of the \( O_{l_{ij}} \) estimator, (iii) the error of the estimated two-center cutoffs, (iv) the error of the estimated three-center cutoffs, (v) AO angular momentum-resolved error plot of the estimated three-center cutoffs, (vi) the CPU cost of the lattice sum for computing \( L_{\text{labc}} \) plotted as a function of \( \omega \) for different choices of estimator and \( \epsilon \), (vii) the CPU time of the lattice sum for computing \( L_{\text{labc}} \) plotted as a function of the supercell size of ZnS/DZ for the ISF estimators and the ISF estimators, (viii) Cartesian coordinates of the test systems shown in Fig. 1, (ix) details of the even tempered basis functions for Na, Ti, and Zn.

Appendix A: Fourier transform of primitive GTOs and SR Coulomb potentials

\[
\tilde{\phi}_{\text{alm}}(q) = \int dr \ e^{-iqr} \phi_{\text{alm}}(r) = i^{l}(\pi/\xi)^{3/2} q^{l} e^{-q^{2}/(4\xi^{2})} y_{lm}(\hat{q}) \tag{A1}
\]

\[
\tilde{g}_{\omega}(q) = \int dr \ e^{-iqr} g_{\omega}(r) = \frac{4\pi}{q^{2}} \left( 1 - e^{-q^{2}/(4\omega^{2})} \right) \tag{A2}
\]

Appendix B: Asymptotic analysis of Eq. (14)

The integral (14) can be analytically performed,

\[
I(R; L, l, \eta) = 2^{L-1} \pi^{1/2} \Gamma(\alpha) \Gamma(\beta) \eta^{\beta-3/2} M(\alpha, \beta; -\eta R^{2}) \tag{B1}
\]

where \( \alpha = (L + l + 1)/2, \beta = l + 3/2, \) and \( M(\alpha, b; z) \) is the confluent hypergeometric function of the first kind. Using the asymptotic behavior of \( M(\alpha, b; z) \) at large \( |z| \),

\[
M(\alpha, b; z) \sim \Gamma(b) \left[ \frac{e^{z} a^{-\beta} z^{-\alpha}}{\Gamma(\alpha)} + \frac{(-z)^{-\alpha}}{\Gamma(b - \alpha)} \right] \tag{B2}
\]

we obtain an asymptotic expression for Eq. (B1) at large \( R \),

\[
I(R; L, l, \eta) \sim 2^{L-1} \pi^{1/2} \left[ \frac{\Gamma(\alpha)}{\Gamma(\beta - \alpha) R^{L+1}} - \frac{R^{L-2} \eta^{L-1/2} e^{-\eta R^{2}}}{\Gamma(L+1)} \right]. \tag{B3}
\]

The first term decaying as \( R^{L+1} \) is the long-range classical multipole interaction. As this term is \( \eta \)-independent, its contribution to Eq. (12) vanishes when taking the difference. The second term decaying exponentially with \( R \) is the short-range interaction via orbital overlap. Its contribution to Eq. (12) is non-vanishing but \( l \)-independent.
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Figure S1: Frobenius norm of the three-center SR ERIs over all pGTOs [Eq. M27] for concentric bra pairs (i.e., $d_{ab} = 0$) evaluated exactly (circles) and approximately by the ME estimator [Eq. M42] with the GPT coefficients determined using Eqs. M43 and M44. Three colors correspond to three representative values of $\omega$, 0.1 (red), 0.3 (blue), and 0.7 (green). Each panel corresponds to a different choice of Gaussian exponents, $(\zeta_a,\zeta_b,\zeta_c)$, as specified by the three numbers at the upper right corner. $l_a = 1$, $l_b = 2$, and $l_c = 2$ are used.
Figure S2: Same plot as Fig. S1 except for $l_a = 0$, $l_b = 3$, and $l_c = 3$. 

abc \[\text{Bohr}\]
Figure S3: Same plot as Fig. M3 for the $O_{VJ}$ estimator with different choices of the $f$-prefactor to solve for the cutoffs Eq. M51: $f = 1$ (a), $f = \eta_{ab\omega}^{-1}$ (b), $f = R_{\text{cut}}$ (c), $f = R_{\text{cut}}\eta_{ab\omega}^{-1}$ (d). Note that panel (b) is the same as Fig. M2d.

Figure S4: Same plot as Fig. M2 for all other systems studied in this work.
Figure S5: Same plot as Fig. M4 for all SiC/DZ, NaCl/DZ, and Urea+8 H$_2$O/DZ.
Figure S6: Same plot as Fig. M4 for all ZnS/DZ, ZnS/TZ, and ZnS/QZ.
Figure S7: Same plot as Fig. M4(i) and (j) for TiO$_2$/DZ (upper panels: $\omega = 0.1$; lower panels: $\omega = 1$) except that the data are grouped by the summed orbital angular momentum of the bra AO pairs, $l_{ab}$. 
Figure S8: Same plot as Fig. M5 but for different choices of estimators and $\epsilon$. (a) – (c) ISF, (d) – (f) ISF$_Q$, (g) – (i) ME. For each row, the three panels are generated with $\epsilon = 10^{-6}$, $10^{-8}$, and $10^{-10}$, respectively. Note that panel (f) is the same as Fig. M5.
Figure S9: Same plot as Fig. M6 except for the ISF\(Q_0\) (left) and ISF\(Q_l\) (right) estimators.
S2 Cartesian coordinates of the test systems in Fig. M1

The water-solvated urea is optimized at PBE level using Quantum Espresso [1], while others all taken from the Materials Project website. The structures are listed below in the format of the VASP POSCAR file.

• SiC:

```plaintext
si1  c1
1.0
3.0968165398 0.0000000000 0.0000000000
1.5484082699 2.6819217943 0.0000000000
1.5484082699 0.8939739314 2.5285401165
```

Cartesian

```plaintext
4.645224571 2.681921721 1.896405101
0.000000000 0.000000000 0.000000000
```

• ZnS:

```plaintext
zn1  s1
1.0
3.8539228439 0.0000000000 0.0000000000
1.9269614220 3.3375950871 0.0000000000
1.9269614220 1.1125316957 3.1467148252
```

Cartesian

```plaintext
0.000000000 0.000000000 0.000000000
5.780884266 3.337594986 2.360036135
```

• TiO$_2$:

```plaintext
ti2  o4
1.0
4.6532721519 0.0000000000 0.0000000000
0.0000000000 4.6532721519 0.0000000000
0.0000000000 0.0000000000 2.9692029953
```
• NaCl:

\[
\begin{align*}
\text{na4 cl4} \\
1.0 \\
5.6916937828 & \quad 0.0000000000 & \quad 0.0000000000 \\
0.0000000000 & \quad 5.6916937828 & \quad 0.0000000000 \\
0.0000000000 & \quad 0.0000000000 & \quad 5.6916937828 \\
\text{Na Cl} \\
4 & \quad 4 \\
\text{Cartesian} \\
0.0000000000 & \quad 0.0000000000 & \quad 0.0000000000 \\
0.0000000000 & \quad 2.845846891 & \quad 2.845846891 \\
2.845846891 & \quad 0.0000000000 & \quad 2.845846891 \\
2.845846891 & \quad 2.845846891 & \quad 0.0000000000 \\
2.845846891 & \quad 0.0000000000 & \quad 0.0000000000 \\
2.845846891 & \quad 2.845846891 & \quad 2.845846891 \\
0.0000000000 & \quad 0.0000000000 & \quad 2.845846891 \\
0.0000000000 & \quad 2.845846891 & \quad 0.0000000000 \\
\end{align*}
\]

• CO(NH\textsubscript{2})\textsubscript{2} + 8H\textsubscript{2}O:

\[
\begin{align*}
\text{opt/w8_u1.xyz} \\
1.0 \\
7.0000100136 & \quad 0.0000000000 & \quad 0.0000000000 \\
0.0000000000 & \quad 7.0000100136 & \quad 0.0000000000 \\
0.0000000000 & \quad 0.0000000000 & \quad 7.0000100136 \\
\text{C H N O} \\
1 & \quad 20 & \quad 2 & \quad 9 \\
\text{Cartesian} \\
2.114744902 & \quad 1.112133145 & \quad 4.689898968 \\
5.858695507 & \quad 5.137805939 & \quad 1.606225967 \\
5.772367954 & \quad 6.110748291 & \quad 0.300243974 \\
\end{align*}
\]
|       |       |       |
|-------|-------|-------|
| 3.475453854 | 4.738635063 | 5.818874359 |
| 4.900005341 | 4.512650490 | 6.412111282 |
| 3.027989626 | 1.066418648 | 0.408960432 |
| 1.880431294 | 1.816695333 | 1.115824580 |
| 4.569515228 | 0.365846038 | 5.707927227 |
| 6.117840290 | 0.606375813 | 5.531702995 |
| 6.958346844 | 3.276045322 | 0.525006950 |
| 6.410978794 | 1.831803322 | 0.435900956 |
| 1.661094666 | 5.845547676 | 5.571903229 |
| 0.666638434 | 5.158105373 | 6.597812653 |
| 4.296371460 | 1.647681236 | 2.256358862 |
| 4.984510899 | 0.560827553 | 3.078486919 |
| 5.644823551 | 3.450089455 | 3.122845411 |
| 5.253567219 | 4.553706169 | 4.100537777 |
| 1.679444432 | 3.125636101 | 4.936808109 |
| 3.285182714 | 2.652383327 | 5.369400978 |
| 0.912300110 | 6.955224037 | 3.56621530 |
| 0.455770701 | 1.570324898 | 3.542329550 |
| 2.378637075 | 2.385869026 | 4.974523067 |
| 0.898828924 | 0.830556989 | 4.083653330 |
| 6.066536427 | 5.223955631 | 0.640273750 |
| 4.313398838 | 4.261108875 | 5.660450935 |
| 2.760848999 | 1.393758059 | 1.285377860 |
| 5.426894188 | 0.447687060 | 6.206815720 |
| 0.239478484 | 2.344601870 | 0.525727928 |
| 1.394407511 | 4.987095833 | 5.961184502 |
| 5.110028267 | 1.480589747 | 2.791260481 |
| 5.828163147 | 4.399785519 | 3.308534861 |
| 2.892082214 | 0.158870816 | 4.997205257 |
S3  Even tempered basis (ETB) used in this work

Generated by PySCF with the following code (Zn/cc-pVDZ as an example):

```python
from pyscf import gto, df
mol = gto.M(atom="Zn", basis="cc-pVDZ", spin=None)
auxmol = df.make_auxmol(mol)
print(auxmol._basis["Zn"] ) # ETB with progression beta = 2.0
```

```
# Na: cc-pVDZ/ETB
Na S
6047.6620800000 1.0000000000
Na S
3023.8310400000 1.0000000000
Na S
1511.9155200000 1.0000000000
Na S
755.9577600000 1.0000000000
Na S
377.9788800000 1.0000000000
Na S
188.9894400000 1.0000000000
Na S
94.4947200000 1.0000000000
Na S
47.2473600000 1.0000000000
Na S
23.6236800000 1.0000000000
Na S
11.8118400000 1.0000000000
Na S
5.9059200000 1.0000000000
Na S
2.9529600000 1.0000000000
Na S
1.4764800000 1.0000000000
Na S
0.7382400000 1.0000000000
Na S
0.3691200000 1.0000000000
```
Na S 0.1845600000 1.0000000000
Na S 0.0922800000 1.0000000000
Na S 0.0461400000 1.0000000000
Na P 1426.2583584328 1.0000000000
Na P 713.1291792164 1.0000000000
Na P 356.5645896082 1.0000000000
Na P 178.2822948041 1.0000000000
Na P 89.1411474020 1.0000000000
Na P 44.5705737010 1.0000000000
Na P 22.2852868505 1.0000000000
Na P 11.1426434253 1.0000000000
Na P 5.5713217126 1.0000000000
Na P 2.7856608563 1.0000000000
Na P 1.3928304282 1.0000000000
Na P 0.6964152141 1.0000000000
Na P 0.3482076070 1.0000000000
Na P 0.1741038035 1.0000000000
Na P 0.0870519018 1.0000000000
Na P 0.0435259509 1.0000000000
Na D 168.1817600000 1.0000000000
Na D 84.0908800000 1.0000000000
Na D 42.0454400000 1.0000000000
21.0227200000 1.0000000000
Na D
10.5113600000 1.0000000000
Na D
5.2556800000 1.0000000000
Na D
2.6278400000 1.0000000000
Na D
1.3139200000 1.0000000000
Na D
0.6569600000 1.0000000000
Na D
0.3284800000 1.0000000000
Na D
0.1642400000 1.0000000000
Na D
0.0821200000 1.0000000000
Na D
0.0410600000 1.0000000000
Na F
5.7208540000 1.0000000000
Na F
2.8604270000 1.0000000000
Na F
1.4302135000 1.0000000000
Na F
0.7151067500 1.0000000000
Na F
0.3575533750 1.0000000000
Na F
0.1787766875 1.0000000000
Na F
0.0893883438 1.0000000000
Na G
0.1946000000 1.0000000000

# Ti: cc-pVDZ/ETB
Ti S
53403.9756800000 1.0000000000
Ti S
26701.9878400000 1.0000000000
Ti S
13350.9939200000 1.0000000000
Ti S

15
| \(6675.496960000\) | \(1.000000000\) |
| \(3337.748480000\) | \(1.000000000\) |
| \(1668.874240000\) | \(1.000000000\) |
| \(834.437120000\) | \(1.000000000\) |
| \(417.218560000\) | \(1.000000000\) |
| \(208.609280000\) | \(1.000000000\) |
| \(104.304640000\) | \(1.000000000\) |
| \(52.152320000\) | \(1.000000000\) |
| \(26.076160000\) | \(1.000000000\) |
| \(13.038080000\) | \(1.000000000\) |
| \(6.519040000\) | \(1.000000000\) |
| \(3.259520000\) | \(1.000000000\) |
| \(1.629760000\) | \(1.000000000\) |
| \(0.814880000\) | \(1.000000000\) |
| \(0.407440000\) | \(1.000000000\) |
| \(0.203720000\) | \(1.000000000\) |
| \(0.101860000\) | \(1.000000000\) |
| \(0.050930000\) | \(1.000000000\) |
| \(7172.8675792108\) | \(1.000000000\) |
| \(3586.4337896054\) | \(1.000000000\) |
| \(1793.2168948027\) | \(1.000000000\) |
| \(896.6084474013\) | \(1.000000000\) |
| \(448.3042237007\) | \(1.000000000\) |
Ti P
224.1521118503 1.0000000000
Ti P
112.0760559252 1.0000000000
Ti P
56.0380279626 1.0000000000
Ti P
28.0190139813 1.0000000000
Ti P
14.0095069906 1.0000000000
Ti P
7.0047534953 1.0000000000
Ti P
3.5023767477 1.0000000000
Ti P
1.7511883738 1.0000000000
Ti P
0.8755941869 1.0000000000
Ti P
0.4377970935 1.0000000000
Ti P
0.2188985467 1.0000000000
Ti P
0.1094492734 1.0000000000
Ti P
0.0547246367 1.0000000000
Ti D
1926.8239360000 1.0000000000
Ti D
963.4119680000 1.0000000000
Ti D
481.7059840000 1.0000000000
Ti D
240.8529920000 1.0000000000
Ti D
120.4264960000 1.0000000000
Ti D
60.2132480000 1.0000000000
Ti D
30.1066240000 1.0000000000
Ti D
15.0533120000 1.0000000000
Ti D
7.5266560000 1.0000000000
Ti D
| Distance | Atom 1 | Atom 2 | Bond Type |
|----------|--------|--------|-----------|
| 3.763328  | Ti     | D      | 1.00000000 |
| 1.881664  | Ti     | D      | 1.00000000 |
| 0.940832  | Ti     | D      | 1.00000000 |
| 0.470416  | Ti     | D      | 1.00000000 |
| 0.235208  | Ti     | D      | 1.00000000 |
| 0.117604  | Ti     | D      | 1.00000000 |
| 0.058802  | Ti     | D      | 1.00000000 |
| 319.9541  | Ti     | F      | 1.00000000 |
| 159.9770  | Ti     | F      | 1.00000000 |
| 79.9885   | Ti     | F      | 1.00000000 |
| 39.9942   | Ti     | F      | 1.00000000 |
| 19.9971   | Ti     | F      | 1.00000000 |
| 9.9985    | Ti     | F      | 1.00000000 |
| 4.9992    | Ti     | F      | 1.00000000 |
| 2.4996    | Ti     | F      | 1.00000000 |
| 1.2498    | Ti     | F      | 1.00000000 |
| 0.6249    | Ti     | F      | 1.00000000 |
| 0.3124    | Ti     | F      | 1.00000000 |
| 0.1562    | Ti     | F      | 1.00000000 |
| 0.0781    | Ti     | G      | 1.00000000 |
| 106.2584  | Ti     | G      | 1.00000000 |
| 53.1292   | Ti     | G      | 1.00000000 |
| 26.5646   | Ti     | G      | 1.00000000 |
Ti G
13.2823040000 1.0000000000
Ti G
6.6411520000 1.0000000000
Ti G
3.3205760000 1.0000000000
Ti G
1.6602880000 1.0000000000
Ti G
0.8301440000 1.0000000000
Ti G
0.4150720000 1.0000000000
Ti G
0.2075360000 1.0000000000
Ti G
0.1037680000 1.0000000000
Ti H
15.3947655628 1.0000000000
Ti H
7.6973827814 1.0000000000
Ti H
3.8486913907 1.0000000000
Ti H
1.9243456953 1.0000000000
Ti H
0.9621728477 1.0000000000
Ti H
0.4810864238 1.0000000000
Ti H
0.2405432119 1.0000000000
Ti I
2.2304000000 1.0000000000
Ti I
1.1152000000 1.0000000000
Ti I
0.5576000000 1.0000000000

# Zn: cc-pVDZ/ETB
Zn S
79066.8247040000 1.0000000000
Zn S
39533.4123520000 1.0000000000
Zn S
19766.7061760000 1.0000000000
Zn S
9883.3530880000 1.0000000000
Zn S
4941.6765440000 1.0000000000
Zn S
2470.8382720000 1.0000000000
Zn S
1235.4191360000 1.0000000000
Zn S
617.7095680000 1.0000000000
Zn S
308.8547840000 1.0000000000
Zn S
154.4273920000 1.0000000000
Zn S
77.2136960000 1.0000000000
Zn S
38.6068480000 1.0000000000
Zn S
19.3034240000 1.0000000000
Zn S
9.6517120000 1.0000000000
Zn S
4.8258560000 1.0000000000
Zn S
2.4129280000 1.0000000000
Zn S
1.2064640000 1.0000000000
Zn S
0.6032320000 1.0000000000
Zn S
0.3016160000 1.0000000000
Zn S
0.1508080000 1.0000000000
Zn S
0.0754040000 1.0000000000
Zn P
10950.3544120812 1.0000000000
Zn P
5475.1772060406 1.0000000000
Zn P
2737.5886030203 1.0000000000
Zn P
1368.7943015102 1.0000000000
Zn P
684.3971507551  1.0000000000
Zn P
342.1985753775  1.0000000000
Zn P
171.0992876888  1.0000000000
Zn P
85.5496438444  1.0000000000
Zn P
42.7748219222  1.0000000000
Zn P
21.3874109611  1.0000000000
Zn P
10.6937054805  1.0000000000
Zn P
5.3468527403  1.0000000000
Zn P
2.6734263701  1.0000000000
Zn P
1.3367131851  1.0000000000
Zn P
0.6683565925  1.0000000000
Zn P
0.3341782963  1.0000000000
Zn P
0.1670891481  1.0000000000
Zn P
0.0835445741  1.0000000000
Zn D
6066.2743040000  1.0000000000
Zn D
3033.1371520000  1.0000000000
Zn D
1516.5685760000  1.0000000000
Zn D
758.2842880000  1.0000000000
Zn D
379.1421440000  1.0000000000
Zn D
189.5710720000  1.0000000000
Zn D
94.7855360000  1.0000000000
Zn D
47.3927680000  1.0000000000
Zn D
23.6963840000  1.0000000000
| Element | Atomic Number | Charge | Mass (amu) | Mass Error (amu) |
|---------|---------------|--------|------------|-----------------|
| Zn D    | 12            | 2      | 11.848122  | 0.000000000     |
| Zn D    | 12            | 2      | 5.924096   | 0.000000000     |
| Zn D    | 12            | 2      | 2.962048   | 0.000000000     |
| Zn D    | 12            | 2      | 1.481024   | 0.000000000     |
| Zn D    | 12            | 2      | 0.740512   | 0.000000000     |
| Zn D    | 12            | 2      | 0.370256   | 0.000000000     |
| Zn D    | 12            | 2      | 0.185128   | 0.000000000     |
| Zn D    | 12            | 2      | 0.092564   | 0.000000000     |
| Zn F    | 12            | 2      | 884.0121   | 0.000000000     |
| Zn F    | 12            | 2      | 442.0061   | 0.000000000     |
| Zn F    | 12            | 2      | 221.0030   | 0.000000000     |
| Zn F    | 12            | 2      | 110.5015   | 0.000000000     |
| Zn F    | 12            | 2      | 55.2507    | 0.000000000     |
| Zn F    | 12            | 2      | 27.6253    | 0.000000000     |
| Zn F    | 12            | 2      | 13.8127    | 0.000000000     |
| Zn F    | 12            | 2      | 6.9063     | 0.000000000     |
| Zn F    | 12            | 2      | 3.4531     | 0.000000000     |
| Zn F    | 12            | 2      | 1.7266     | 0.000000000     |
| Zn F    | 12            | 2      | 0.8633     | 0.000000000     |
| Zn F    | 12            | 2      | 0.4316     | 0.000000000     |
| Zn F    | 12            | 2      | 0.2158     | 0.000000000     |
| Zn G    | 12            | 2      | 257.6465   | 0.000000000     |
128.8232960000 1.0000000000
Zn G
64.4116480000 1.0000000000
Zn G
32.2058240000 1.0000000000
Zn G
16.1029120000 1.0000000000
Zn G
8.0514560000 1.0000000000
Zn G
4.0257280000 1.0000000000
Zn G
2.0128640000 1.0000000000
Zn G
1.0064320000 1.0000000000
Zn G
0.5032160000 1.0000000000
Zn H
38.8098180469 1.0000000000
Zn H
19.4049090234 1.0000000000
Zn H
9.7024545117 1.0000000000
Zn H
4.8512272559 1.0000000000
Zn H
2.4256136279 1.0000000000
Zn H
1.2128068140 1.0000000000
Zn I
11.6920000000 1.0000000000
Zn I
5.8460000000 1.0000000000
Zn I
2.9230000000 1.0000000000

# Zn: cc-pVTZ/ETB
Zn S
79066.8247040000 1.0000000000
Zn S
39533.4123520000 1.0000000000
Zn S
19766.7061760000 1.0000000000
Zn S
9883.3530880000 1.0000000000
Zn S
4941.6765440000 1.0000000000
Zn S
2470.8382720000 1.0000000000
Zn S
1235.4191360000 1.0000000000
Zn S
617.7095680000 1.0000000000
Zn S
308.8547840000 1.0000000000
Zn S
154.4273920000 1.0000000000
Zn S
77.2136960000 1.0000000000
Zn S
38.6068480000 1.0000000000
Zn S
19.3034240000 1.0000000000
Zn S
9.6517120000 1.0000000000
Zn S
4.8258560000 1.0000000000
Zn S
2.4129280000 1.0000000000
Zn S
1.2064640000 1.0000000000
Zn S
0.6032320000 1.0000000000
Zn S
0.3016160000 1.0000000000
Zn S
0.1508080000 1.0000000000
Zn S
0.0754040000 1.0000000000
Zn S
10950.3544120812 1.0000000000
Zn P
5475.1772060406 1.0000000000
Zn P
2737.5886030203 1.0000000000
Zn P
1368.7943015102 1.0000000000
Zn P
684.3971507551 1.0000000000
Zn P
Zn P 342.1985753775 1.0000000000
Zn P 171.0992876888 1.0000000000
Zn P 85.5496438444 1.0000000000
Zn P 42.7748219222 1.0000000000
Zn P 21.3874109611 1.0000000000
Zn P 10.6937054805 1.0000000000
Zn P 5.3468527403 1.0000000000
Zn P 2.6734263701 1.0000000000
Zn P 1.3367131851 1.0000000000
Zn P 0.6683565925 1.0000000000
Zn P 0.3341782963 1.0000000000
Zn P 0.1670891481 1.0000000000
Zn P 0.0835445741 1.0000000000
Zn D 6066.2743040000 1.0000000000
Zn D 3033.1371520000 1.0000000000
Zn D 1516.5685760000 1.0000000000
Zn D 758.2842880000 1.0000000000
Zn D 379.1421440000 1.0000000000
Zn D 189.5710720000 1.0000000000
Zn D 94.7855360000 1.0000000000
Zn D 47.3927680000 1.0000000000
Zn D 23.6963840000 1.0000000000
11.8481920000  1.0000000000
Zn D
5.9240960000  1.0000000000
Zn D
2.9620480000  1.0000000000
Zn D
1.4810240000  1.0000000000
Zn D
0.7405120000  1.0000000000
Zn D
0.3702560000  1.0000000000
Zn D
0.1851280000  1.0000000000
Zn D
0.0925640000  1.0000000000
Zn F
884.0121324288  1.0000000000
Zn F
442.0060662144  1.0000000000
Zn F
221.0030331072  1.0000000000
Zn F
110.5015165536  1.0000000000
Zn F
55.2507582768   1.0000000000
Zn F
27.6253791384   1.0000000000
Zn F
13.8126895692   1.0000000000
Zn F
6.9063447846    1.0000000000
Zn F
3.4531723923    1.0000000000
Zn F
1.7265861962    1.0000000000
Zn F
0.8632930981    1.0000000000
Zn F
0.4316465490    1.0000000000
Zn F
0.2158232745    1.0000000000
Zn G
257.6465920000  1.0000000000
Zn G
128.8232960000  1.0000000000
Zn G  
64.4116480000  1.0000000000
Zn G  
32.2058240000  1.0000000000
Zn G  
16.1029120000  1.0000000000
Zn G  
8.0514560000  1.0000000000
Zn G  
4.0257280000  1.0000000000
Zn G  
2.0128640000  1.0000000000
Zn G  
1.0064320000  1.0000000000
Zn G  
0.5032160000  1.0000000000
Zn H  
39.1219096558  1.0000000000
Zn H  
19.5609548279  1.0000000000
Zn H  
9.7804774140  1.0000000000
Zn H  
4.8902387070  1.0000000000
Zn H  
2.4451193535  1.0000000000
Zn H  
1.2225596767  1.0000000000
Zn I  
11.8808000000  1.0000000000
Zn I  
5.9402387070  1.0000000000
Zn I  
2.9702000000  1.0000000000
#  Zn:  cc-pVQZ/ETB
Zn S  
77135.3477120000  1.0000000000
Zn S  
38567.6738560000  1.0000000000
Zn S  
19283.8369280000  1.0000000000
Zn S  
9641.9184640000  1.0000000000
| Element | Mass   | Abundance |
|---------|--------|-----------|
| Zn S    | 4820.959232 | 1.000000000 |
| Zn S    | 2410.479616 | 1.000000000 |
| Zn S    | 1205.239808 | 1.000000000 |
| Zn S    | 602.619904  | 1.000000000 |
| Zn S    | 301.309952  | 1.000000000 |
| Zn S    | 150.654976  | 1.000000000 |
| Zn S    | 75.327488   | 1.000000000 |
| Zn S    | 37.663744   | 1.000000000 |
| Zn S    | 18.831872   | 1.000000000 |
| Zn S    | 9.415936    | 1.000000000 |
| Zn S    | 4.707968    | 1.000000000 |
| Zn S    | 2.353984    | 1.000000000 |
| Zn S    | 1.176992    | 1.000000000 |
| Zn S    | 0.588496    | 1.000000000 |
| Zn S    | 0.294248    | 1.000000000 |
| Zn S    | 0.147124    | 1.000000000 |
| Zn S    | 0.073562    | 1.000000000 |
| Zn P    | 9897.273208 | 1.000000000 |
| Zn P    | 4948.636604 | 1.000000000 |
| Zn P    | 2474.318400 | 1.000000000 |
| Zn P    | 1237.1592   | 1.000000000 |
| Zn P    | 618.579575  | 1.000000000 |
| Value         | Probability |
|--------------|-------------|
| 309.29...    | 1.0000      |
| 154.64...    | 1.0000      |
| 77.32...     | 1.0000      |
| 38.66...     | 1.0000      |
| 19.33...     | 1.0000      |
| 9.66...      | 1.0000      |
| 4.83...      | 1.0000      |
| 2.41...      | 1.0000      |
| 1.20...      | 1.0000      |
| 0.60...      | 1.0000      |
| 0.30...      | 1.0000      |
| 0.15...      | 1.0000      |
| 0.07...      | 1.0000      |
| 5079.69...   | 1.0000      |
| 2539.85...   | 1.0000      |
| 1269.92...   | 1.0000      |
| 634.96...    | 1.0000      |
| 317.48...    | 1.0000      |
| 158.74...    | 1.0000      |
| 79.37...     | 1.0000      |
| 39.68...     | 1.0000      |
| 19.84...     | 1.0000      |
| 9.92...      | 1.0000      |
163.1610880000  1.0000000000
Zn G
81.5805440000  1.0000000000
Zn G
40.7902720000  1.0000000000
Zn G
20.3951360000  1.0000000000
Zn G
10.1975680000  1.0000000000
Zn G
5.0987840000   1.0000000000
Zn G
2.5493920000   1.0000000000
Zn G
1.2746960000   1.0000000000
Zn G
0.6373480000   1.0000000000
Zn G
0.3186740000   1.0000000000
Zn G
47.1892204748  1.0000000000
Zn H
23.5946102374  1.0000000000
Zn H
11.7973051187  1.0000000000
Zn H
5.8986525594   1.0000000000
Zn H
2.9493262797   1.0000000000
Zn H
1.4746631398   1.0000000000
Zn H
0.7373315699   1.0000000000
Zn I
13.6480000000  1.0000000000
Zn I
6.8240000000   1.0000000000
Zn I
3.4120000000   1.0000000000
Zn I
1.7060000000   1.0000000000
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