Abstract—The area of graph embeddings is currently domi-
ninated by contrastive learning methods, which demand for-
mulation of an explicit objective function and sampling of
positive and negative examples. This creates a conceptual and
computational overhead. Simple, classic unsupervised approaches
like Multidimensional Scaling (MSD) or the Laplacian eigenmap
skip the necessity of tedious objective optimization, directly
exploiting data geometry. Unfortunately, their reliance on very
costly operations such as matrix eigendecomposition make them
unable to scale to large graphs that are common in today’s digital
world. In this paper we present Cleora: an algorithm which
gets the best of two worlds, being both unsupervised and highly
scalable. We show that high quality embeddings can be produced
without the popular step-wise learning framework with example
sampling. An intuitive learning objective of our algorithm is that
a node should be similar to its neighbors, without explicitly
pushing disconnected nodes apart. The objective is achieved by
iterative weighted averaging of node neighbors’ embeddings,
followed by normalization across dimensions. Thanks to the
averaging operation the algorithm makes rapid strides across
the embedding space and usually reaches optimal embeddings in
just a few iterations. Cleora runs faster than other state-of-the-art
CPU algorithms and produces embeddings of competitive quality
as measured on downstream tasks: link prediction and node clas-
sification. We show that Cleora learns a data abstraction that is
similar to contrastive methods, yet at much lower computational
cost. We open-source Cleora under the MIT license allowing commercial use under https://github.com/Synerise/cleora.

I. INTRODUCTION

Graphs are data structures which are extremely useful for
modeling real-life interaction structures. A graph is repre-
sented by sets of nodes and edges, where each node represents
an entity from the graph domain, and each edge represents the
relationship between two or more nodes. Graph structures are
found for example in biology as interconnected sets of amino
acids building proteins [17], [30], [45], [46], road networks
[43], [48], as well as social networks [4], [47], citation
networks [5], [34], or web data [11], [39]. In most machine
learning applications it is crucial to represent graph nodes as
node embeddings - structures expressing node properties
as an input to downstream machine learning algorithms. A
simple node adjacency matrix is usually not feasible due to
its large size (quadratic with respect to the number of nodes)
and lack of easily accessible representation of node proper-
ties. A number of elaborate node embedding methods have
been proposed, with configurable embedding dimensionality
and node similarity defined in terms of a selected distance
metric. However, most of these approaches do not scale to
the real-world large graphs consisting of millions of nodes
and billions of edges. Methods such as Deepwalk [32] or
Node2Vec [15], require hours or even days of training even on
medium-sized graphs to arrive at a representation of reasonable
quality. Scalable models have also been proposed, such as
PyTorch BigGraph (PBG) [21] or GOSH [3], however such
optimization methods demand significant model complexity
in order to parallelize the computations or/and coarsen the graph into
a smaller structure.

In this paper we present Cleora: a very simple yet competi-
tive graph embedding scheme. Cleora relies on multiple itera-
tions of normalized, weighted averaging of each node’s neigh-
bor embeddings. Each embedding dimension is optimized inde-
dependently from other dimensions (with the exception of normali-
zation, which takes into account all dimensions). As such, Cleora can be thought of as an ensemble of 1-D
optimizers rather than a single optimizer of N-D data. The
operation of averaging can make rapid, substantial changes to
embeddings (as compared to step-wise optimization based on
an objective), making the algorithm reach optimal embeddings
in just four to five iterations on average. Cleora is purely
unsupervised. No explicit learning objective is formulated and
no sampling of positive or negative examples is performed.

Cleora has only two configurable parameters: the number of
iterations and dimensionality of resulting embeddings, which
makes it easy to search for an optimal configuration. Con-
trastive learning methods will usually have many more config-
urable parameters, for example PBG has at least 18 parameters
which directly define the training process. Moreover, some
methods (PBG included) define a number of loss functions
which optimize embeddings for various purposes separately
(e.g. node ranking or classification). With Cleora the obtained
embeddings are versatile as no explicit objective is defined.

Cleora scales well to massive graph sizes and can embed
various types of edges: undirected, directed and/or weighted.
We evaluate Cleora on various real-world datasets of medium
to large size, in order to show that the quality of produced
embeddings is competitive to recent state-of-the-art methods,
without the overhead of complex architecture. We show that
Cleora is faster than other recent CPU-based methods, thanks
to the simplicity and the ease of parallelization.

Moreover, our algorithm possesses two interesting prop-
erties which are a consequence of the weighted averaging
approach and may turn up useful in practical scenarios:
• Additivity. The embedding procedure can be conducted
on chunked graph and the embedded chunks can be merged with a single Cleora step, without any extra solution. As the method is based on simple weighted averaging, an average of all chunks’ embeddings produces the final embeddings. This simply repeats the operation which would have happened on the full graph if embedded directly. Cleora can embed massive graphs which do not fit into RAM/disk space at once.

- Inductivity. Embedding of nodes added after the computation of full graph embedding is a natural operation, requiring a single iteration of the algorithm on just the newly added nodes. None of the competitors we evaluate have this ability.

Cleora is an algorithm which processes data from large retailers in our production environment, with graphs comprised of millions of nodes and billions of edges. Embedding times for our biggest e-commerce datasets are below 2 hours on a single Azure virtual machine of type Standard E32s v3 32 vCPUs/16 cores and 256 GB RAM. Cleora has already been in use for 1 year.

We release Cleora as open-source software. We offer an easy to run, highly optimized implementation written in Rust. We release the code under the permissive MIT license, which allows commercial use.

II. RELATED WORK

The first attempts at graph embeddings were purely unsupervised. Methods such as classic PCA [18], Laplacian eigenmap [7], MSD [12], and IsoMap [40] typically exploit spectral properties of various matrix representations of graphs, such as the Laplacian and the adjacency matrix. In essence, these methods preform dimensionality reduction while preserving distance relations between nodes (viewed as path distances in graphs). Unfortunately, their complexity is at least quadratic to the number of nodes, which makes these methods far too slow for today’s volumes of graph data.

A subsequent, essential line of work was based on random walks between graph nodes. The classic DeepWalk model [32] uses random walks to create a set of node sequences fed to a skip-gram model, taking an inspiration from learning representations of tokens in Word2Vec [28] from the area of natural language processing. Node2vec [15] is a variation of DeepWalk where the level of random walk exploration (depth-first search) versus exploitation (breadth-first search) is controlled with parameters. Other more recent approaches make the random walk strategy more flexible at the cost of increased complexity [10], [33]. These models perform well in practice, but cannot scale to graphs with millions of nodes.

LINE [39] is yet another approach, which aims to preserve the first-order or second-order proximity separately by the use of KL-divergence minimization. After optimizing the loss functions, it concatenates both representations. LINE is optimized to handle large graphs, but its GPU-based implementation - Graphvite [49] - cannot embed a graph when the total size of the embedding is larger than the total available GPU memory. With GPU memory size usually much smaller than available RAM, this is a serious limitation.

Another established line of work focuses on embedding graphs with the use of graph convolutional neural networks [19]. Methods such as GraphSAGE [16] are designed for cases where the graph nodes are accompanied by additional feature information and incorporation of no-feature nodes might be complicated or demand additional measures. In contrast, our approach focuses on pure graph structure.

Works closest to our aims in terms of scalability and speed are able to embed massive graphs in reasonable time without the requirement of node features or any kind of side information. These fast embedding methods often boil down to older methods implemented in parallelizable and highly efficient architectures. Pytorch BigGraph (PBG) [21] uses ideas such as adjacency matrix partitioning and reusing examples within one batch to train models analogous to successful but less scalable RESCAL [31]. DistMult [44], TransE [8], and ComplEx [41], thus making these models applicable to large graphs. GOSH [3] is a GPU-based approach which trains a parallelized version of Verse [42] on a number of smaller, coarsened graphs. Embeddings are computed with Noise Contrastive Estimation between positive and negative samples, first on smaller, coarsened graphs and projected to bigger ones. In contrast to these methods, Cleora is not a reimplementation of an older approach but a conceptually new algorithm. Moreover, the listed methods are complex, demand step-wise training via gradient descent, and do not naturally generalize to unseen data.

III. CLEORA EMBEDDINGS

A. Preliminaries

A graph $G$ is a pair $(V, E)$ where $V$ denotes a set of nodes (also called vertices) and $E \subseteq (V \times V)$ as the set of edges connecting the nodes. We consider undirected graphs, where an edge is an unordered pair of nodes. An embedding of a graph $G = (V, E)$ is a $|V| \times d$ matrix $T$, where $d$ is the dimension of the embedding. The $i$-th row of matrix $T$ (denoted as $T_{i,*}$) corresponds to a node $i \in V$ and each value $j \in \{1, ..., d\}$ in the vector $T_{i,j}$ captures a different feature of node $i$.

Hypergraphs are a generalization of graphs where the relationships between nodes can be not only pairwise, but also higher-order. For example, the relation of Customer $c$ buying a Product $p$ in Store $s$ is a hyperedge composed of nodes $c, p, s$. Hyperedge width $k$ is defined as the number of nodes contained in the hyperedge. For example, the hyperedge $(c, p, s)$ has width 3.

B. The Algorithm

Hypergraph Expansion. In order to produce hypergraph embedding, Cleora needs to break down all existing hyperedges into edges as the algorithm relies on the pairwise notion of node transition. Hypergraph expansion to graph is done using two alternative strategies:

- Clique Expansion. Each hyperedge is transformed into a clique - a subgraph where each pair of nodes is
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connected with an edge. Space/time complexity of the whole embedding procedure in this approach is given by \(O(|V| \times d + |E| \times k^2)\) where \(|E|\) is the number of hyperedges and \(k\) is the maximal width of hyperedge from the hypergraph. With the usage of cliques the number of created edges can be significant but guarantees better fidelity to the original hyperedge relationship. We apply this scheme to smaller graphs.

- **Star Expansion.** An extra node is introduced which links to the original nodes contained by a hyperedge. Space/time complexity of the whole embedding procedure in this approach is given by \(O((|V|+|E|) \times d + |E|k)\). Here we must include the time and space needed to embed an extra entity for each hyperedge, but we save on the number of created edges, which would be only \(k\) for each hyperedge. This approach is recommended for large graphs or graphs with large hyperedges.

**Embedding.** With all hyperedges broken down into pairwise edges, we proceed to embed the graph. Given an interaction network (e.g. between users and items) represented as a graph \(G = (V,E)\), we define the random walk transition matrix \(M \in \mathbb{R}^{V \times V}\) where \(M_{ab} = \frac{e_{ab}}{\deg(v_a)}\) for \(ab \in E\), where \(e_{ab}\) is the number of edges running from node \(a\) to \(b\), and \(\deg(v_a)\) is the degree of node \(a\). For \(ab\) pairs which do not exist in the graph, we set \(e_{ab} = 0\). If edges have attached weights, \(e_{ab}\) is the sum of the weights of all participating edges.

We initialize the embedding matrix \(T_0 \in \mathbb{R}^{V \times d} \sim U(-1,1)\), where \(d\) is the embedding dimensionality. Then for \(I\) iterations, we multiply matrix \(M\) and \(T_i\), and normalize rows to keep constant \(L_2\) norm. \(T_I\) is our final embedding matrix. If the graph is too big to be embedded at once due to memory constraints, it can be split and merged in a natural way by weighted averaging of the composing parts’ embeddings. The full procedure (including graph splitting and averaging) is shown in detail in Algorithm 1.

Initial vectors in matrix \(T_0\) need to 1) be different from each other so that the algorithm does not collapse to the same representation 2) have similar pairwise distances in order to avoid ‘false friends’ which are accidentally close in the embedding space. Matrix initialization from the uniform distribution creates vectors which fulfill these conditions in high dimensional space.

Cleora works analogously to an ensemble of \(d\) models, as each dimension is optimized separately from others (see the column-wise matrix multiplication operation in Figure 2). The only operation which takes into account all dimensions (and as such, allows some information sharing) is the \(L_2\) normalization. The normalization step ensures numeric stability, preventing the norm of embedding vectors from collapsing towards zero during repeated multiplication by the transition matrix, of which the determinant is \(\leq 1\).

The method can be interpreted as iterated \(L_2\)-normalized weighted averaging of neighboring nodes’ representations. After just one iteration, nodes with similar 1-hop neighborhoods in the network will have similar representations. Further iterations extend the same principle to \(q\)-hop neighborhoods.

**Data:** Graph \(G = (V,E)\) with set of nodes \(V\) and set of edges \(E\), iteration number \(I\), chunk number \(Q\), embedding dimensionality \(d\)

**Result:** Embedding matrix \(T \in \mathbb{R}^{V \times d}\)

Divide graph \(G\) into \(Q\) chunks. Let \(G_q\) be the \(q\)-th chunk with edge set \(E_q\);

for \(q\) from 1 to \(Q\) do

- For graph chunk \(G_q\) compute random walk transition matrix \(M_q = \frac{e_{ab}}{\deg(v_a)}\) for \(ab \in E_q\), where \(e_{ab}\) is the number of edges running from node \(a\) to \(b\): Initialize chunk embedding matrix \(T^0_q \sim U(-1,1)\);

for \(i\) from 1 to \(I\) do

- \(T^i_q = M_q \cdot T^{i-1}_q\);

- \(L_2\) normalize rows of \(T^i_q\);

end

end

**Algorithm 1:** Cleora algorithm.

Thanks to the weighted averaging approach two useful operations become natural:

- Creation of new node embedding by weighted averaging of all neighbors’ representations. With \(I\) being the maximum iteration number, the representations should ideally come from \((I-1)\)th iteration to mirror the last matrix multiplication and average. Using representations from \(I\)th iteration is not an error either, but caution is advised as the embedding quality can deteriorate quickly with increasing iteration number (see Section x).

- Obtaining node embedding from a large partitioned graph by weighted averaging of the representation from each slice.

**IV. Implementation**

Cleora is implemented in Rust in a highly parallel architecture, using multithreading and adequate data arrangement for fast CPU access.

**A. Modes of Operation**

Cleora ingests text files with relational tables of rows representing a heterogeneous hypergraph. The same input will be treated differently depending on parameters, which define the meaning of particular columns, and as such - the actual graph that will be created. Each column of nodes in the input file can be defined with a number of properties represented with column modifiers. Following column modifiers are available:

- transient - the field is virtual - it is considered during embedding process, no entity is written for the column
Fig. 1: Examples of various embedding modes and the resulting graph structures and output embeddings. Fractional numbers given next to nodes show values form transition matrix \( M \) for each node.

- **complex** - the field is composite, containing multiple entity identifiers separated by space in TSV or an array in JSON
- **reflexive** - the field is reflexive, which means that it interacts with itself, additional output file is written for every such field
- **ignore** - the field is ignored, no output file is written for the field

Figure 1 shows examples of the most common combinations of column modifiers, with resulting graph structures and the outputs which will be written.

### B. Embedding Computation

We exemplify the embedding procedure in Figure 2 using a very general example of multiple relations in one graph. Embedding is done in two basic steps: graph construction and training. Such multi-relation configuration is allowed and will result in computation of a separate embedding matrix for each relation pair.

For maximum efficiency we created a custom implementation of a sparse matrix data structure - the `SparseMatrix` struct. It follows the sparse matrix coordinate list format (COO). Its purpose is to save space by holding only the coordinates and values of nonzero entities.

### C. Graph construction

Graph construction starts with the creation of a helper matrix \( P \) object as a regular 2-D Rust array, which represents the input graph edges according to the selected expansion method (clique, star, or no expansion). An example involving clique expansion is presented in Figure 2: a Cartesian product (all combinations) of all columns is created. If there are more than 2 relations in the graph, multiple separate \( M \) matrices will be created for each relation pair.

Each entity identifier from the original input file is hashed with `xxhash` - a fast and efficient hashing method. We hash the identifiers to store them in a unified, small data format.

Subsequently, for each relation pair from matrix \( P \) we create a separate matrix \( M \) as a `SparseMatrix` object (the matrices \( M \) will usually hold mostly zeros). Each matrix \( M \) object is produced in a separate thread.

### D. Training

In this step training proceeds separately for each matrix \( M \), so we will now refer to a single object \( M \). The matrix \( M \) is multiplied by a freshly initialized 2-D array representing matrix \( T_0 \) - this array will represent node embeddings. Multiplication is done against each column of matrix \( T_0 \) object in a separate thread. The obtained columns of the new matrix \( T_1 \) object are subsequently merged into the full matrix. \( T_1 \) matrix is L2-normalized, again in a multithreaded fashion across matrix columns. The appropriate matrix representation lets us accelerate memory access taking advantage of CPU caching.

Finally, depending on the target iteration number, the \( T_1 \) matrix object is either returned as program output and printed to file, or fed for next iterations of multiplication against the matrix \( M \) object.

### E. Memory Consumption

Memory consumption is linear to the number of nodes and edges. To be precise, during training we need to allocate space for the following:

- \( |V| \) objects of 40 bytes to store the matrix \( P \);
- \( 2 \times |E| \) objects of 24 bytes (in undirected graphs we need to count an edge in both directions) to store the matrix \( M \);
- \( 2 \times d \times |V| \) objects of 4 bytes to store the embedding matrix \( T \).

As such, the total memory complexity is given by \( O(|V|(1+2d)+2|E|)) \).

### V. Experiments

To evaluate the quality of Cleora embeddings, we study their performance on two popular tasks: link prediction [24] and node classification. As competitors we consider recent state-of-the-art methods designed for big data: PBG and GOSH, as well as classic models: LINE and Deepwalk. The details on the competitors’ algorithms are described in Section II (Related Work). For each competitor, we use its original author’s implementation. We train each model with the best parameter configurations reported in their original papers or
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Fig. 2: Cleora Architecture.
We conduct all experiments on two machines: 1) Standard E32s v3 Azure (32 vCPUs/16 cores) and 256 GB RAM for CPU-based methods, and 2) 128 GB RAM, 14 core (28 HT threads) Intel Core i9-9940X 3.30GHz CPUs and GeForce RTX 2080 Ti 11GB GPU for GPU-based methods.

A. Datasets

We use 5 public datasets, summarized in Table I. We focus on picking the most referential datasets, which are already popular benchmarks. Moreover, we take care to include datasets of various sizes, spanning from medium-sized (Facebook) to massive (Twitter). For each experiment we randomly sample out 80% of the edges found in each dataset as trainset (both for the embeddings and the proceeding proxy tasks) and the rest serves as validation/test dataset.

- **Facebook** [36]. In this graph, the nodes represent official Facebook pages while the links are mutual likes between sites. All nodes belong to one of 4 classes defined by Facebook: politicians, governmental organizations, television shows and companies.
- **Youtube** [29]. This graph represents mutual friendships in the Youtube social networks. Nodes are also characterized by class assignments representing membership in groups.
- **RoadNet** [23]. A road network of California. Intersections and endpoints are represented by nodes and the roads connecting these intersections or road endpoints are represented by edges.
- **LiveJournal** [6]. LiveJournal is a free online community with almost 10 million members. The graph represents friendships among members.
- **Twitter** [20]. A subset of the Twitter network with directed follower-following social network. This graph is marked by low reciprocity of relations and a strong presence of influential nodes.
### Table V: Quality check of reconstructed nodes in a challenging setting where only 30% of all nodes are learned directly and 70% are reconstructed. 1-hop reconstruction nodes are computed from original nodes. 2-hop reconstruction nodes are computed from 1-hop reconstruction nodes.

| Algorithm                  | Facebook          | YouTube          |
|----------------------------|-------------------|------------------|
|                            | Micro-F1 | Macro-F1 | MR | Micro-F1 | Macro-F1 | MR |
| Original                   | 0.9190   | 0.9191   | 457 | 0.3673   | 0.3032   | 3677 |
| 1-hop reconstruction       | 0.8718   | 0.8586   | 704 | 0.3013   | 0.2046   | 3751 |
| 2-hop reconstruction       | 0.7856   | 0.7664   | 1552| 0.2195   | 0.1136   | 3943 |

Fig. 3: The influence of iteration number on embedding quality.

Fig. 4: t-SNE projections of embeddings learned on Facebook dataset, colored by class assignment. The displayed methods are: a) Cleora b) GOSH c) PBG.
B. Embedding Computation

We use the following configurations for each of the models:

- **Cleora**: all embeddings are trained with iteration number \( i = 4 \) and embedding dimensionality \( d = 1024 \). We treat each row of the adjacency matrix as a hyperedge. Hyperedges are expanded with the clique expansion approach in Facebook and RoadNet datasets, and with star expansion in YouTube and LiveJournal datasets (due to the appearance of very large clusters).

- **PBG** [21]: We use the code from original author repository. We use the following parameter configurations which we find to give the best results:
  - LiveJournal dataset: we reuse the original configuration from the author repository.
  - Facebook, Roadnet datasets:
    - `dimension=1024`, `global_emb=False`, `num_epochs=30`, `lr=0.001`, `regularization_coef=1e-3`, `comparator="dot"`
  - Youtube dataset: same as above, with `num_epochs=40`

For link prediction we use `loss_fn="ranking"` and for classification `loss_fn="softmax"` as suggested in the documentation.

- **LINE** [38]: We use the code from Graphvite [4] which includes a parallelized GPU-based implementation of the original algorithm. We use the configuration for Youtube dataset from author repository for embedding this dataset. We reuse this configuration for other datasets with epoch number \( e = 4000 \). We concatenate the base embeddings with context embeddings as recommended by the authors.

- **GOSH** [3]: We use the original author code [5]. The model is trained with learning rate `lr = 0.045` and epochs `e = 1000`, defined in the original paper as the optimal configuration for our graph sizes (without any graph coarsening for maximum accuracy).

- **Deepwalk** [32]: We use the original author code [6]. We reuse the optimal configuration from author paper:
  - `workers 30`, `representation-size 128`, `number-walks 80`, `walk-length 40`

We compare the results of scalable methods (Cleora, PBG, GOSH), contrasting them with unscalable methods (Deepwalk, LINE). We deem LINE unscalable as its implementation cannot embed a graph when the total size of the embedding is larger than the total available GPU memory.

Embedding training times are displayed in Table II. We compare the results of scalable methods (Cleora, PBG, GOSH), contrasting them with unscalable methods (Deepwalk, LINE), contrasting them with unscalable methods (Deepwalk, LINE). We deem LINE unscalable as its implementation cannot embed a graph when the total size of the embedding is larger than the total available GPU memory.

We face technical difficulties with training the embeddings on the Twitter graph. Both GOSH and PBG crash during or just after loading the data into memory due to exhausting the available hardware resources. This demonstrates that Cleora can be trained on hardware which fails for other fast methods (note, though, that our hardware configuration is not small but rather standard). Also, technical errors can stem directly from complex model architecture (e.g. heavy and complicated parallelism in PBG), a problem which does not exist in Cleora due to the simplicity of the algorithm. As a consequence, the only model we evaluate on Twitter is Cleora.

C. Performance Check

**Link Prediction.** Link prediction is one of the most common tasks for embedding quality evaluation [25]. It consists in determining whether two nodes should be connected with an edge.

We collect the embeddings for all positive pairs (real edges) and for each such pair we generate a negative pair with random sampling. We compute the Hadamard product for each pair, which is a standard procedure observed to work well for performance comparison [13], [15]. Then, we feed the products to a Logistic Regression classifier which predicts the existence of edges. As the graphs we use are mostly large-scale, we resort to step-wise training with the SGDClassifier module from scikit-learn with a Logistic Regression solver.

For evaluation, we reuse the setting from [21]: for each positive node pair, we pick 10,000 most popular graph nodes, which are then paired with the start node of each positive pair to create negative examples. We rank the pairs, noting the position of the real pair among the 10,001 total examples. In this setting we are able to compute popular ranking-based metrics:

- **MRR** (mean reciprocal rank). This is the average of the reciprocals of the ranks of all positives. The standard formulation of MRR requires that only the single highest rank be summed for each example \( i \) (denoted as \( \text{rank}_i \)) from the whole query set \( Q \):

\[
MRR = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \frac{1}{\text{rank}_i}.
\]

As we consider all edge pairs separately, this is true by default in our setting. Higher score is better, the best is 1.0.

- **HitRate@10**. This gives the percentage of valid end nodes which rank in top 10 predictions among their negatives. Higher score is better, the best score is 1.0.

Due to a large size of graphs, we evaluate on 100,000 sampled examples from the testset. The variances of scores among samples drawn with various seeds are very low, on the level of \( 1e-8 \) to \( 1e-12 \), so the sampling error will have no visible influence on model ranking.

https://github.com/facebookresearch/PyTorch-BigGraph/
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Results of our evaluation versus the competitors are presented in Table III. The table shows that in spite of its extreme simplicity, the quality of Cleora embeddings is generally on par with the scalable competitors. Cleora performs worse than the competitors on the smallest graph - Facebook, but gets better with increasing graph size. In some cases Cleora reaches results that are better than other fast algorithms aligned for big data - PBG and GOSH. Cleora performs especially well in the MRR metric, which means that it positions the correct node pair high enough in the result list as to avoid punishment with the harmonically declining scores.

Apart from score rankings, another important issue is embedding versatility. This can be problematic in particular for PBG, which defines a number of loss functions linked to the downstream task. Indeed, we note that in order to achieve the top results we observe, it is necessary to train 2 versions of the embeddings: a version for link prediction task with loss_fn="ranking" and a version for classification task with loss_fn="softmax". Whenever training with the classification objective, we observe significant drops of performance in link prediction (e.g. up to 5 times lower MRR and HR for Youtube dataset). The other models, including Cleora, do not require separate task-specific parameters.

We are unable to compare our results on the other datasets which have node labels: Facebook and YouTube. In Facebook, we use the 4 available classes. In YouTube, the number of classes (representing interest group numbers) is on the scale of thousands. We select 47 most numerous classes for our classification objective (following [38]). As performance measures we use micro-F1 and macro-F1 scores from scikit-learn library.

The results are displayed in Table V. The findings confirm the results from link prediction. Cleora is again ranking high, this time usually beating the scalable competitors, and getting close to non-scalable ones.

Figure 3 shows Cleora, GOSH and PBG vectors learned on Facebook and projected to 2-D space using t-SNE. The vectors are colored by their class assignments. It can be observed that Cleora learns an essentially similar data abstraction as the contrastive methods. Additionally, a number of outliers appear in Cleora’s visualization, which are nodes from small, strongly interconnected clusters. Such nodes’ embeddings get extremely similar to each other and at the same time distant from the rest of the embeddings. As such, Cleora clearly separates strongly connected components of the graph.

Classification. We evaluate node classification on two datasets which have node labels: Facebook and YouTube. In Facebook, we use the 4 available classes. In YouTube, the number of classes (representing interest group numbers) is on the scale of thousands. We select 47 most numerous classes for our classification objective (following [38]). As performance measures we use micro-F1 and macro-F1 scores from scikit-learn library.

The results are displayed in Table V. The findings confirm the results from link prediction. Cleora is again ranking high, this time usually beating the scalable competitors, and getting close to non-scalable ones.

Node Reconstruction (Inductivity). We also evaluate the quality of embeddings of new nodes which are added to the graph after the computation of the full graph embedding table. To this end, we split the Facebook and Youtube datasets into a 'seen node' set comprised of 30% of each dataset, and 'new node' set comprised of the remaining 70% of each dataset. This setting is challenging as the vast majority of nodes will need to be reconstructed. At the same time, it gives us enough data to study embedding quality of two kinds of reconstruction: 1-hop reconstruction, where a new node embedding is created based on 'seen node' embeddings, which have been learned directly from interaction data, and 2-hop reconstruction, where a new node embedding is created based on reconstructed node embeddings. 2-hop reconstruction is a much harder task, as errors from previous reconstruction step will be accumulated.

Table V shows the results of the reconstruction quality check. We use the previous measures of micro-F1 and macro-F1 in the Node Classification task, also taking into account the MR (Mean Rank) measure, which is a simple average of obtained ranks in the Link Prediction task. The measure is a simplified abstraction of the MRR and HR metrics. 1-hop and 2-hop reconstruction results are computed on the reconstructed embeddings only.

We observe that the task of classification on Facebook dataset notes only a 5% micro-F1 drop in 1-hop node generation, and a 14.5% micro-F1 drop in 2-hop node generation. Youtube faced a stronger drop of 18% and 40%, respectively. A reversed tendency is observed for link prediction: the MR drops are severe for Facebook (MR falling by a half when reconstructed), while being very mild for Youtube (absolute difference in MR being only 266). This suggests that quality of reconstruction is heavily dependent on dataset. Even with 2-hop reconstruction, it is possible to obtain embeddings of high relative quality.

VI. ANALYSIS

A. Optimal iteration number

The iteration number defines the breadth of neighborhood on which a single node is averaged: iteration number \( i \) means that nodes with similar \( i \)-hop neighborhoods will have similar representations. We show the influence of \( i \) on classification performance in Figure 3.

The iteration number is related to the concept of average path length from the area of graph topology. The average path length is defined as the average number of steps along the shortest paths for all possible pairs of network nodes. If the iteration number reaches the average path length, an average node will likely have access to all other nodes. Thus, iteration number slightly exceeding the average path length can be deemed optimal. For example, the average path length for the Facebook graph equals 5.18 and the best \( i \) is found to be 5-7 according to Figure 3. In practice however the computation of average path length is significantly slower than the computation of Cleora embeddings. An optimal solution to determining the iteration number is to verify iteration number empirically on a downstream task.

Too large iteration number will make all embeddings gradually more similar to each other, eventually collapsing to an exact same representation. This behavior might be rather slow or abrupt after passing the optimal point depending on the dataset, as evidenced in Figure 3.
TABLE VI: Results of the homophily vs. structural equivalence experiment. We contrast Cleora with Word2Vec [28] showing varied levels of homophily and structural equivalence depending on iteration number.

|        | butterfly | elephant |        |        |
|--------|-----------|----------|--------|--------|
| w2v    | Cleora i = 1 | Cleora i = 4 | w2v    | Cleora i = 1 | Cleora i = 4 |
| 1. feather | madama | cover | giraffe | dumbo | elephants |
| 2. shark | wildflower | pictured | orca | elephas | mammoths |
| 3. unicorn | state | strange | panda | elephantiasis | hunting |
| 4. eyed | norsemen | photograph | ox | loxodonta | predator |
| 5. pear | gopal | nice | albino | shrews | covered |

B. Homophily and Structural Equivalence

The idea of node similarity can be considered under various formulations. [15] propose to focus on two such aspects: homophily [27] and structural equivalence. Under the homophily criterion, node embeddings should be similar when the nodes are highly interconnected. Structural equivalence, on the other hand, stresses that similarity of node embeddings should be based on their role within a graph (e.g. two nodes which are centers of large clusters should be similar, or two leaf nodes should be similar). Under this definition, Cleora leans strongly towards the homophily criterion. An extreme example of this behavior would be the embedding of a leaf node. Leaf nodes have only one neighbor, so their embedding is always equal to the embedding of their single neighbor from the previous iteration. As such, two leaf nodes will have very different embeddings if their geodesic distance is higher than the iteration number. With rising iteration number, more structural knowledge flows into the embeddings.

We exemplify this property contrasting Cleora with Word2Vec [28] in Table VI. Both models are trained on the enwik8 dataset. Cleora is trained with clique expansion approach on token sequences with window sizes of 5, 7, 9. Representations computed with each window size were concatenated.

We query each set of embeddings with selected nouns to find their nearest neighbors. Word2Vec embeddings exhibit strong structural equivalence, usually keeping to the part of speech (PoS) of the query. PoS is an important structural characteristic of a word, defining its role within a sentence. On the other hand, Cleora i = 4 usually returns similar nouns but sometimes also related words of other PoS, e.g. elephant is related to hunting. Cleora i = 1 is an extreme case of homophily in close neighborhoods, returning words which appear in one phrase, e.g. madama butterfly, elephant dumbo.

C. Complement and Substitute Prediction

Node similarity problem can be cast as complement versus substitute identification [26], which is especially interesting in e-commerce applications. Substitutes are defined as products that can be purchased instead of each other, while complements are products that can be purchased in addition to each other (they often appear together in the same basket). As such, complements are expected to be similar if their 1-hop neighborhoods are similar, boiling down to neighborhood prediction. Substitutes should be close in terms of a broader notion of semantic similarity of nodes.

Thanks to the influence of the iteration number, Cleora can represent either the complementary or the substitute relation. To exemplify this property, we preprocess the "Complete Journey" Dunnhumby dataset [3]. The dataset includes transactions of 2,500 households within all categories in the store, gathered over 2 years. We embed the product baskets with Cleora, expanding each basket with the clique expansion approach. We use two configurations: iteration number i = 1 and i = 4, and compute the nearest neighbors for each product using cosine similarity.

Extracts from our results are displayed in Table VII. With i = 1 the closest embeddings mirror the complement relation. For example, instant Ramen soups seem to be often bought together with automotive parts, dips and sweets which suggests that they might be bought by drivers stopping by. Regarding bread, there seems to be a marked difference in the perception of regular white bread and French bread. White bread is associated with everyday meals, while French bread is bought together with greeting cards, candy and gifts. As such, it is much more strongly connected to special occasions such as celebration of Valentine’s Day and parties. In the case of i = 4, products are more closely aligned with similar products (possible substitutes): ramen soups with other ramen soups of various kinds (only the product IDs differ here). Breads are close to cereal, pies, sandwiches and other bakery products but also meats.

Note that nearest neighbor search between i = 1 embeddings does not achieve identical goals as algorithms of association rule mining [1], [2], [14]. Due to the averaging operation over neighbors, embeddings of items appearing in small baskets will be much more similar to each other than if they appeared in bigger baskets. Thus, nearest neighbor search with Cleora strongly promotes smaller, more selective clusters.

https://www.dunnhumby.com/source-files/

https://deepai.org/dataset/enwik8
We have presented Cleora - a simple, purely unsupervised embedding algorithm which learns representations analogous to contrastive methods. Cleora is much faster than other CPU-based methods. Moreover, it has useful extra properties, such as node embedding inductivity and the ability to compute partial embeddings on chunked graph, which can be subsequently merged. The iteration number allows to obtain various functionalities, for example complement or substitute prediction. We open-source Cleora to the community in order to aid reproducibility and allow a wide use of our method, including commercial use.
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