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Generalized Hydrodynamics (GHD) has recently been devised as a method to solve the dynamics of integrable quantum many-body systems beyond the mean-field approximation. In its original form, a major limitation is the inability to predict equal-time correlations. Here we present a new method to treat thermal fluctuations of a 1D bosonic degenerate gas within the GHD framework. We show how the standard results using the thermodynamic Bethe ansatz can be obtained through sampling of collective bosonic excitations, revealing the connection or duality between GHD and effective field theories such as the standard hydrodynamic equations. As an example, we study the damping of a coherently excited density wave and show how equal-time phase correlation functions can be extracted from the GHD evolution. Our results present a conceptually new way of treating fluctuations beyond the linearized regime of GHD.

Ultracold atomic gases confined to an effectively one-dimensional (1D) geometry have become an important tool to study the out-of-equilibrium dynamics of many-body quantum systems [4]. The absence of Bose-Einstein condensation and long-range order in 1D systems stems from fluctuations playing an important role, even at low temperatures. In experiments, fluctuations in the density have been used for characterization [7, 9], while phase fluctuations give rise to the formation of density ripples in time-of-flight [10, 11], useful for thermometry [12, 13]. At equilibrium, the fluctuations are captured by the Bogoliubov theory [14] or the Lieb-Liniger liquid theory [15, 17], describing linearized 1D quantum fluids. However, to capture the full quantum dynamics, non-linearized descriptions beyond the mean-field approach are needed.

The Generalized Hydrodynamics (GHD) [19, 20] is one of such methods. It is based on the assumption that a 1D system of bosonic atoms can be locally characterized by an equilibrated mixed state of the Lieb-Liniger model [21, 22]. Its solutions are parameterized in terms of quasi-particles, each characterized by its rapidity \( \theta \), whose distribution at finite temperature is obtained via the thermodynamic Bethe ansatz (TBA) [23]. GHD provides a coarse-grained description of dynamics by casting the coupled continuity equations for all the conserved quantities into a single transport equation for the quasi-particles.

Although GHD has been demonstrated to accurately describe the dynamics of 1D cold gas experiments [24–26], the theory suffers from a few significant limitations: Firstly, the quasi-particle distributions enable computation of local expectation values but do not provide information on the fluctuations. Secondly, the assumption of locality results in all spatially separated, equal-time connected correlations to vanish [28, 29]. Correlations of the phase in particular, which can be measured in interference experiments with split quasi-condensates [30], have been instrumental in characterizing 1D systems [31–35]. In the present Letter we demonstrate a method to treat thermal fluctuations of a 1D bosonic degenerate gas within the GHD framework, thus advancing the capabilities of GHD to a new level, usually attainable by effective field theories.

The quantum collective variables of density and phase can be introduced using the bosonization procedure [15, 17]. Our idea is to start from a hydrostatic equilibrium for a 1D bosonic gas at zero temperature \( T = 0 \) [36], which yields the unperturbed linear density profile \( \varrho_0(z) \). The next step is to add density fluctuations \( \delta \varrho(z) \) subject to the constraint \( \int^\infty_{-\infty} dz \delta \varrho(z) = 0 \). Knowing the perturbed local density \( \varrho(z) = \varrho_0(z) + \delta \varrho(z) \) and the interaction parameter \( c \), we can calculate the rapidity distribution for the ground state of the Lieb-Liniger model for each position \( z \). Next, we recall the observation that a local, \( z \)-dependent Galilean boost of the Lieb-Liniger ground state results in the subsequent evolution describable in terms of conventional hydrodynamics [37]. Hence, we induce a phase shift \( \phi(z) \) that gives rise to the macroscopic hydrodynamic velocity \( V = (\hbar/m) \partial \phi/\partial z \). At the macroscopic description level, this means that the ground state distribution of rapidities at each \( z \) experiences a shift (a Galilean boost) \( \zeta(z) = \partial \phi(z)/\partial z \).

The density and phase fluctuations can be quantized in a standard way [15, 17], yielding bosonic creation and annihilation operators for collective excitation quanta. Note that these quanta do not correspond to individual particle-like or hole-like excitations of the Lieb-Liniger model [22], but rather reflect the overcompleteness of the particle-hole basis that allows to express an excitation with a given momentum in infinitely many ways. Herein lies the main difference between ours and other approaches [38, 39] including the quantum GHD [40, 41]. To distinguish excitations of the type considered in the present Letter from those used for the construction of the quantum GHD, we dub the former ones "boostons".

Our first task is to show that the distribution of quasi-particles \( \rho_p(\theta) \) obtained from the TBA at thermal equilibrium can be reproduced, at least at low temperatures, by a thermal ensemble of boostons. In the spatially uni-
form case at $T = 0$, we have $\rho_p(\theta) = f(\gamma, \theta/K)$ for $|\theta| \leq K$ and zero otherwise, where $\gamma = c/\rho$ is the Lieb-Liniger parameter, $K$ is the “Fermi rapidity”, and the function $f$ is introduced in Ref. [21]. Adding excitations in the form of boostons means that at a given point $z$ the rapidity distribution changes to $\rho_p(\theta) = f[\gamma', (\theta - \zeta)/K']$ for $-K + \zeta \leq \theta \leq K + \zeta$ and 0 otherwise, where $\gamma'$ and $K'$ are defined for the new local density $\theta' = \theta + \delta\theta$ and $\zeta = \delta\theta/\delta z$ is the local boost (statistically independent from the density fluctuation $\delta\theta$). Introducing the respective probability densities $w_{1,2}$, we obtain

$$\rho_p(\theta) = \int_{-\infty}^{\infty} d\delta\theta \ w_1(\delta\theta) \int_{\theta - K'}^{\theta + K'} d\zeta \ w_2(\zeta) f[\gamma', (\theta - \zeta)/K'] \ .$$

(1)

Since local density and phase fluctuations are superpositions of many thermally populated momentum modes [39], which are statistically mutually independent for small thermal fluctuations, we can assume, according to the central limit theorem [12], that the distributions $w_{1,2}$ are Gaussian with zero mean. We estimate the variances for the density and local boost fluctuations as $D_{\delta\rho} = \langle \delta\rho^2 \rangle$ and $D_{\zeta} = \langle \zeta^2 \rangle$, respectively, where we perform the second quantization of these fields and take thermal average of normally ordered operators in order to exclude zero-point oscillations. Since boostons are bosons [15][17], the result is

$$D_{\delta\rho} = \frac{\mathcal{K}}{6} \left( \frac{k_B T}{\hbar v_s K} \right)^2 K^2, \quad D_{\zeta} = \frac{\pi^2}{6\mathcal{K}} \left( \frac{k_B T}{\hbar v_s K} \right)^2 K^2,$$

(2)

where $v_s$ is the sound velocity and $\mathcal{K}$ is the Luttinger liquid parameter [15][17][36] that has the asymptotics $\mathcal{K} \approx \pi/\sqrt{\gamma}$ for $\gamma \ll 1$ and $\mathcal{K} \rightarrow 1$ for $\gamma \rightarrow \infty$. The assumption of normally distributed fluctuations with the variances given by Eq. (2) holds only if $D_{\delta\rho}$ is small compared to $\theta^2$, which corresponds to the low temperature range

$$k_B T \lesssim m v_s^2 \min(\gamma^{-1/4}, 1).$$

(3)

Estimations for higher temperatures are much more complicated and beyond the scope of the present Letter.

We can numerically test the approximation of Eqs. (1, 2) by expanding the density and phase fluctuation fields in eigenmodes, sampling boostons from Bose-Einstein distribution and then finding the local quasiparticle distributions for the resulting values of $K'$ by solving the ground-state Bethe ansatz [39]. Averaging over many such realizations yields the distributions plotted in Fig. 1 which agree very well with the TBA results. Equivalently, a state can be parameterized through the occupation function $n(\theta) = \rho_p(\theta)/\varpi(\theta)$, where $\varpi(\theta)$ is the density of states [23]. According to the TBA the Lieb-Liniger rapidities exhibit fermionic statistics, whereby the $T = 0$ occupation reads $n(\theta) = 1$ for $|\theta| \leq K$ and 0 otherwise, i.e., a Fermi sea in the rapidity space. At finite temperature the edge of the Fermi sea starts to "melt", as higher rapidities become thermally occupied, thus creating a smooth transition between the completely filled and completely empty rapidity states. From the normalised distribution of sampled

FIG. 1. Quasi-particle distributions $\rho_p(\theta)$ and occupations functions $n(\theta)$ at finite temperature obtained using the thermodynamic Bethe ansatz (TBA) and by sampling boostons from a thermal ensemble. For comparison, the ground state distribution obtained using the Bethe ansatz is also plotted. (a) Strongly interacting regime (Tonks-Girardeau): $\gamma = 100$, $k_B T = 0.055m v_s^2$. (b) Intermediately interacting regime: $\gamma = 1$, $k_B T = 0.15m v_s^2$. (c) Weakly interacting regime (quasi-condensate): $\gamma = 0.01$, $k_B T = 0.25m v_s^2$.

FIG. 2. Evolution of occupation function $n$ parameterized as Fermi contours $\Gamma^+$ (colored lines) for a few thermal booston realizations with a single coherently excited density mode. For comparison, the evolution of the finite temperature occupation obtained using TBA is plotted as a 2d color plot underneath. The results are computed for a quasi-condensate (a) and a Tonks-Girardeau gas (b) and are plotted at select fractions of the mode period $\tau_j = 2\pi/(k_j v_s)$. See main text for parameters used.
FIG. 3. Evolution of states with thermally sampled boostons and a single density mode coherently excited. (a) Bogoliubov mode operators $b_j$ of Eq. (4) at select fractions of the mode period $\tau_j = 2\pi/(k_j v_s)$. Here, the $j = \pm 2$ mode of a quasi-condensate is coherently excited and plotted. The grey line indicates the evolution of $\langle b_j \rangle$ up to time $t = \tau_j$. (b) Corresponding density $\rho(z)$ and phase profiles $\phi(z)$. The thin lines are examples of profiles for a few individual realizations, while the thick black line is the expectation value computed via ensemble averaging. For comparison, expectation values obtained using GHD with TBA initial state are plotted as dashed lines. (c, d) Similar plots here for the coherently excited $j = \pm 4$ density mode in a Tonks-Girardeau gas. The evolution of $\langle b_j \rangle$ is plotted up to time $t = 2\tau_j$.

Fermi momenta $w(K')$, we can approximate the occupation function near the right Fermi momentum following $n(\theta) = 1 - \int_0^\theta dK' w(K')$. Again, we find good agreement with the results of TBA, as seen in Fig. 1. Thus, at low temperatures, thermal distributions of the thermodynamic Bethe ansatz can be reproduced by a thermal ensemble of boostons.

Next, we seek to demonstrate how local expectation values obtained form a TBA thermal state propagated according to GHD can be reproduced by thermally sampled boostons propagated following the same GHD principles [36]. Owing to local fluctuations, a single realization in the booston picture is given by a locally perturbed zero-temperature state. Thus, the occupation function of a single realization reads $n(\theta, z) = 1$ for $\Gamma^-(z) \leq \theta \leq \Gamma^+(z)$ and 0 otherwise, where $\Gamma^\pm(z) = \pm K'(z) + \zeta(z)$ is the boosted Fermi contour. Time-dependent expectation values are then computed via ensemble averaging over a number of realization individually propagated according to GHD. Crucially, this approach accounts for the contribution of the fluctuations to the dynamics, unlike most low-energy effective field theories [14] or the quantum GHD [40] which linearize the equations of motion for the fluctuations around a background state.

For the demonstration, we study the setup of a thermal state with a single, coherently excited density mode, inspired by recent experimental protocols [27]. We employ periodic boundary conditions and sample boostons for the 40 lowest momentum modes, whose thermal populations follow the Bose-Einstein distribution. We perform the numerical experiment for two different systems: (i) a quasi-condensate with Lieb-Liniger parameter $\gamma = 0.01$, temperature $k_B T = 0.25mv_s^2$, and the $j = \pm 2$ density mode with momentum $k_j = 2\pi j/L$ initially coherently excited, and (ii) a Tonks-Girardeau gas with $\gamma = 100$, $k_B T = 0.055mv_s^2$ and the $j = \pm 4$ mode excited.

First, we simulate the GHD evolution [43] of thermal states obtained using the thermodynamic Bethe ansatz, whose occupation function we plot in Fig. 2(a) and 2(b) for the quasi-condensate and Tonks-Girardeau gas, respectively. Note that only the rapidities near the corresponding zero-temperature Fermi momentum $K$ are shown. The spatial variation of the occupation function reflects the coherently excited density mode. For comparison, the Fermi contours $\Gamma^+(z)$ of a few propagated booston realizations are plotted on top of the TBA occupation functions. The contours follow in general the shape of the coherent mode, however, it is slightly obscured by the thermal fluctuations.

To better visualize the evolution of the coherently excited mode, we extract the density fluctuations $\delta \rho(z)$ and...
The insets show the full correlation functions $C(z,0)$ of Eq. (3) plotted at the times indicated on the plot for (a) the quasi-condensate and (b) the Tonks-Girardeau gas. See main text for parameters used. The dashed lines in (a) are obtained from GPE calculations with the same initial state (short-dashed line for $t = \tau_j/4$, long-dashed line for $t = 5\tau_j/8$). The insets show the full correlation functions $C(z,z')$, where the corresponding $C(z,0)$ curves are indicated by a dotted line.

phase $\phi(z)$ for each booston realization following evolution. From these we can compute the Bogoliubov mode operators [14]

$$b_j = \int_{-\infty}^{\infty} dz \frac{1}{\sqrt{2\theta_0}} \left[ f_j^- \delta \phi(z) + i\sqrt{\theta_0} f_j^+ \phi(z) \right] ,$$

where $f_j^\pm$ are the complex conjugated mode functions of the $j$th mode for periodic boundary conditions. In Figs. 3(a) and 3(c) we plot the mode operators of the excited mode for the two systems. By virtue of our sampling, the distribution of $b_j$ corresponds to a coherent state, whose variance is determined by the temperature, and which is initially offset on the real axis indicating the coherent population in the density quadrature. Following dynamics the coherent amplitude $\langle b_j \rangle$ decreasing over time, as the excited mode decays into higher modes. For the given scenario, the decay follows from the fully interacting nature of the system achieved by propagating the full state according to GHD.

Next, we compute the expectation values of the phase and density through ensemble averaging, which are plotted as black lines in Fig. 3(b) and 3(d). For reference, a few profiles of individual realizations are plotted as thin, colored lines. Initially, the coherently exited mode ($j = 2$ mode for the quasi-condensate and $j = 4$ mode for the Tonks-Girardeau gas) can be seen clearly in the density profile, while the fluctuating phase profiles average to zero. During the evolution the excited mode rotates into the phase quadrature, where it is at its maximum after a propagation time of $t = \tau_j/4$, with $\tau_j = 2\pi/(k_j\nu_s)$ being the period of the $j$th mode. Comparing the expectation values to TBA results (plotted as dashed lines) we find the two approaches to agree well, both in the quasi-condensate and the Tonks-Girardeau regime. Thus, the results plotted in Figs. 2 and 3 demonstrate that the approximation of thermal states through booston excitations remains valid following the GHD evolution.

Finally, we wish to demonstrate how the booston excitations enable us to compute correlation functions. Thus, from the phase profiles of the individual booston realizations we calculate the two-point phase correlation function

$$C(z,z') = \langle e^{i(\phi(z)-\phi(z'))} \rangle ,$$

which is routinely measured in experiments with ultracold atomic gases. In Fig. 4(a) we plot the resulting correlation functions for the quasi-condensate, while Fig. 4(b) shows the results in the Tonks-Girardeau regime. Initially, at time $t = 0$, the phase correlations are completely thermal, as the coherent excitation is confined to the density quadrature. However, as the coherent excitation rotates into the phase quadrature, a pattern in the shape of the excited mode emerges in the full two-point correlation function $C(z,z')$.

For comparison we show $C(z,0)$ in the quasi-condensate regime, when evolving the initial states with the 1d Gross-Pitaevskii equation (GPE) for the same value of $\gamma$ and the stochastic initial conditions sampling the fluctuations for the same temperature. We find good agreement between the GHD and GPE evolution. Since the mean-field method works well for quasi-condensates, this agreement indicates the correctness of both our theoretical approach and its numerical implementation.

We presented a new method to treat fluctuations within the GHD framework. Representing the quasi-particle distribution through an ensemble of states sampled within the bosonic 'booston' basis, our method enables the calculation of equal-time correlations evolving the ensemble with the standard GHD equations. In particular, our results extend beyond the linearized regime of quantum GHD [39, 40] by taking into account backaction of the fluctuations. The presented GHD method enables to calculate correlations for arbitrary Lieb-Liniger parameters $\gamma$, with good agreement to predictions of the GPE within the weakly interacting quasi-condensate regime. Higher-order equal-time correlations provide a new precise method to compare predictions of GHD to other numerical methods or experimental results.
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Appendix A: Derivation of hydrodynamic equations from GHD

The GHD evolution equation reads as

$$\frac{\partial}{\partial \theta} \rho_p + \frac{\partial}{\partial z} (v^{\text{eff}} \rho_p) = 0$$  \hspace{1cm} (A1)

and is supplemented by two equations

$$v^{\text{eff}}(\theta) = \frac{\hbar \theta}{m} + \int_{-\infty}^{\infty} d\theta' \frac{2c\rho_p(\theta')}{c^2 + (\theta - \theta')^2} [v^{\text{eff}}(\theta') - v^{\text{eff}}(\theta)] ,$$  \hspace{1cm} (A2)

$$\varpi(\theta) = \frac{1}{2\pi} + \frac{1}{\pi} \int_{-\infty}^{\infty} d\theta' \frac{c}{c^2 + (\theta - \theta')^2} \rho_p(\theta') ,$$  \hspace{1cm} (A3)

where $m$ is the mass of the atoms, $c$ is the velocity of light, and $\varpi(\theta)$ is the sum of the densities of quasi-particles (p) and holes (h). We introduce the mean hydrodynamic velocity

$$V = \frac{1}{\varpi} \int_{-\infty}^{\infty} d\theta \frac{\hbar \theta}{m} \rho_p(\theta) ,$$  \hspace{1cm} (A5)

where

$$\varpi = \int_{-\infty}^{\infty} d\theta \rho_p(\theta)$$  \hspace{1cm} (A6)

is the linear density of atoms. It follows from Eq. (A2) that

$$V = \frac{1}{\varpi} \int_{-\infty}^{\infty} d\theta v^{\text{eff}}(\theta) \rho_p(\theta) .$$  \hspace{1cm} (A7)

Consider the rapidity distribution with a co-ordinate-dependent Galilean boost

$$\rho_p(\theta) = \hat{\rho}_p(\theta - \zeta) ,$$  \hspace{1cm} (A8a)

$$v^{\text{eff}}(\theta) = v^{\text{eff}}(\theta - \zeta) + V ,$$  \hspace{1cm} (A8b)

where

$$\zeta(z) = mV(z)/\hbar$$  \hspace{1cm} (A9)

is the rapidity characterizing the local boost and the barred quantities describe the system in the comoving frame of reference. By definition,

$$\int_{-\infty}^{\infty} d\theta \hat{v}^{\text{eff}}(\theta) \hat{\rho}_p(\theta) = 0 .$$  \hspace{1cm} (A10)

The local density $\rho(z)$ also can depend on the co-ordinate. Integrating Eq. (A1) over rapidities, we obtain the continuity equation

$$\frac{\partial}{\partial \theta} \hat{\rho} + \frac{\partial}{\partial z} (v^{\text{eff}} \hat{\rho}) = 0 .$$  \hspace{1cm} (A11)

Multiplying Eq. (A1) by $\hbar \theta/m$ and then integrating over $\theta$, we obtain the momentum balance equation

$$\frac{\partial}{\partial \theta} (\hat{\rho} V) + \frac{\partial}{\partial z} \int_{-\infty}^{\infty} d\theta \frac{\hbar \theta}{m} v^{\text{eff}}(\theta) \rho_p(\theta) + \frac{\rho}{m} \frac{\partial U}{\partial z} = 0 ,$$  \hspace{1cm} (A12)

where $P = \int_{-\infty}^{\infty} d\theta \hbar \theta v^{\text{eff}}(\theta) \rho_p(\theta)$ is the 1D pressure. Eqs. (A11 A13) have a form of the standard equations of macroscopic hydrodynamics, supplemented by the equation of state (A14). These equations are essentially classical: the quantum potential $-\hbar^2/(2m\sqrt{\det g}) \partial^2 \sqrt{\det g} / (\partial z^2)$ does not appear (added to $U$) in the r.h.s. of Eq. (A13), because the GHD is an essentially local theory. Using Eq. (A3), we can rewrite Eq. (A2) for the effective velocity in the co-moving frame as

$$\bar{v}(\theta) v^{\text{eff}}(\theta) = \frac{\hbar \theta}{2\pi m} + \frac{1}{\pi} \int_{-\infty}^{\infty} d\theta \frac{c}{c^2 + (\theta - \theta')^2} v^{\text{eff}}(\theta) \hat{\rho}_p(\theta) .$$  \hspace{1cm} (A15)

Appendix B: Sampling of boostons

Fluctuations of the local Fermi points in the form of boostons translate into local fluctuations of density $\delta \varrho$ and boost $\zeta$, and vice versa. The density and boost (phase) fluctuations are quantized \cite{15,17}

$$\delta \varrho(z) = \sqrt{\varrho_0} \sum_j \left[ f_j^+(z) b_j + \text{H.c.} \right]$$  \hspace{1cm} (B1)

$$\zeta(z) = \frac{1}{\sqrt{3\varrho_0}} \sum_j \left[ k_j f_j^+(z) b_j + \text{H.c.} \right] ,$$  \hspace{1cm} (B2)

with the creation and annihilation operators of the collective (mode) excitations obeying the usual bosonic commutation relations $[b_i, b_j^+] = \delta_{ij}$. For simplicity the background density $\varrho_0$ is assumed to homogeneous, while coherent variations in density and boost added as part of
the mode operators. The mode functions \( f_j^\pm \) appearing in Eqs. (B1, B2) are normalized as
\[
\frac{1}{2} \int dz \left[ f_j^+ f_j^- + f_j^- f_j^+ \right] = 1 ,
\] (B3)
where the bar here denotes complex conjugate. For the majority of this work we concern ourselves with periodic boundary conditions, in which case the mode functions take the form
\[
f_j^\pm (z) = \frac{1}{\sqrt{L}} \left( \frac{\epsilon_j}{E_j} \right)^{\pm 1/2} e^{\pm ik_j z} ,
\] (B4)
with \( k_j = 2\pi j/L \), \( E_j = \hbar^2 k_j^2/2m \), and \( \epsilon_j \) being given by the Bogoliubov spectrum
\[
\epsilon_j = \sqrt{E_j(E_j + 2mv_0^2)} .
\] (B5)
We assume the population of the individual modes to be follow the Bose-Einstein distribution \( n_j = 1/(e^{\epsilon_j/k_B T} - 1) \). To achieve a thermal ensemble of boostons, the mode operators are sampled following
\[
b_j = \alpha_j e^{i\varphi_j} + \sqrt{n_j} \frac{X_1 + iX_2}{\sqrt{2}} ,
\] (B6)
where \( X_1 \) and \( X_2 \) are sampled from independent, Gaussian distributions with zero mean and unit variance. The first term of Eq. (B6) accounts for any coherent population of the mode, shifting the expectation value of the creation operator \( \langle b_j \rangle = \alpha_j e^{i\varphi_j} \). Given the thermally sampled creation operators, the corresponding density and boost fluctuations are computed via Eqs. (B1, B2), which in turn are translated into fluctuations in the Fermi edge (boostons) by locally solving the (zero-temperature) Lieb-Liniger equations. To this end, significant computational advantage can be achieved by solving the equations beforehand for a range of interaction strengths \( \gamma \) and then tabulating the results.

Appendix C: Numerical implementation of zero-temperature GHD with boostons

The zero-temperature GHD (+boostons) simulations in this work employ the algorithm originally featured in Ref. [37], while TBA and finite temperature GHD calculations were performed using the iFluid framework [13].

For the GHD simulations, rather than propagating the quasi-particle distribution \( \rho_\theta (\theta) \), it is numerically more convenient to work with the occupation function \( n(\theta) \), which for a zero-temperature state with Fermi rapidity \( K \) is given by
\[
n(\theta) = \begin{cases} 
1, & \text{for } -K \leq \theta \leq K \\
0, & \text{otherwise},
\end{cases}
\] (C1)
thus realizing a Fermi sea. In the presence of multiple local Fermi seas \( K_1^- < K_1^+ < K_2^- < K_2^+ < \ldots \), the occupation function will assume the value 1 between the rapidity pairs \( (K_i^-, K_i^+) \) and 0 anywhere else. It is thus sufficient to encode the state only by the local Fermi points, whose displacement following dynamics is given by
\[
\partial_t K_i^\pm + v_{\text{eff}}^{1}(K_i^\pm) \partial_z K_i^\pm = 0 . \]
(C2)
Here the effective velocity is computed using
\[
v_{\text{eff}}^{1}(K_i) = \frac{i d_{\text{dr}}}{\Gamma(K_i)} , \]
(C3)
which is an equivalent expression than that of Eq. (A2).

In Eq. (C3), \( \Gamma(\alpha) \) is the identity function and the dressing operation is defined as
\[
f_{\text{dr}}(K_i) = f(\alpha) + \sum_{i=1}^{N} \int_{K_i^-}^{K_i^+} d\theta \frac{2c}{c^2 + (\alpha - \theta)^2} f_{\text{ir}}(\theta) ,
\] (C4)
where \( N \) is the number of local Fermi seas. Following Ref. [37], we can encode the time- and space-dependent state \( n(\theta, z, t) \) as a Fermi contour \( \Gamma \) containing all the Fermi points. Discretizing the contour yields a set of points \( (z_j(t), K_j(t)) \), whose displacement after a small time step \( \delta t \) is
\[
z_j(t + \delta t) = z_j(t) + \delta t \cdot v_{\text{eff}}^{1}(K_j) .
\] (C5)
Note, in the absence of any acceleration of the quasi-particles, which is the case in Eq. (C2), all rapidities are conserved, whereby all \( K_j \) remain constant. The numerical propagation of the state follows from a simple algorithm: For each point \( j \) in the contour \( \Gamma \), find all local Fermi seas by searching for intersections between the vertical line at \( z = z_j \) and the contour itself (see Fig. 5). Next, compute the effective velocity at each point using Eq. (C3). Finally, displace each point of the contour according to Eq. (C5) and repeat.
For a fermionic system near the ground state, all excitations are limited to momenta near the Fermi momentum. In the Bethe ansatz of the Lieb-Liniger model, whose quasi-particle excitations are fermiones, the sound velocity therefore reads [41]

\[ v_s = \frac{\partial_\theta \varepsilon(K)}{\partial_k \theta} \bigg|_{\theta = K} \equiv v_s^{\text{eff}}(K) \, . \]  

(D1)

Thus, for a zero-temperature state of the Lieb-Liniger model (with only a single local Fermi sea) the sound velocity is equal to the effective velocity at the Fermi point \( K \). Accounting for thermal density fluctuations leads to local fluctuations in the the Fermi point \( \delta K \), and thereby local fluctuations in the sound velocity. In the presence of phase fluctuations, equivalent to a local boost of the ground state distributions, we obtain a fluctuating advection velocity \( v = v_\alpha + \hbar \varepsilon/\ell \) in the laboratory frame. These fluctuations are implicitly accounted for in the thermodynamic Bethe ansatz (TBA) by "melting" the edge of the Fermi sea of rapidities, as illustrated in Fig. 6. At low enough temperatures, averaging over thermally sampled booston fluctuations reproduces the TBA equilibrium distributions, as demonstrated in the main text. Hence, at low temperatures the two approaches should predict the same relaxation rate of a single excited mode.

The local advection velocity is dependent on the local density and boost. Following the central limit theorem the local fluctuations in density and boost are Gaussian. Further, we assume density and boost fluctuations to be independent, thus making fluctuations in advection velocity Gaussian as well

\[ w_v(\delta v) = \exp\left(-\frac{\delta v^2}{2D_v}\right) \, . \]  

(D2)

Consider the evolution of a single coherent density mode following Bogoliubov theory

\[ \delta \phi_j(z,t) = \sqrt{\theta_0} \left[ f_j^+(z) e^{-i\varepsilon_j t/\hbar} \alpha_j + \text{H.c.} \right] \, , \]  

(D3)

where \( \alpha_j = \langle b_j \rangle \) is the coherent amplitude. For simplicity we restrict ourselves to the phononic branch of the Bogoliubov spectrum where \( \varepsilon_j \approx \hbar k_j v_\alpha \). To account for local fluctuations in the advection velocity we let \( v = v_\alpha + \delta v \), where \( v_\alpha \) is the sound velocity computed with respect to the homogeneous background density \( \theta_0 \). Averaging over the fluctuations, we obtain the following expression for the evolution of the mode

\[ \delta \phi_j(z,t) = \int_{-\infty}^{\infty} d\delta v \, w_v(\delta v) \sqrt{\theta_0} \times \left[ f_j^+(z) e^{-i\varepsilon_j t/\hbar} \alpha_j + \text{H.c.} \right] 
\qquad \times \left[ f_j^+(z) e^{-i\varepsilon_j t/\hbar} \alpha_j + \text{H.c.} \right] e^{-\frac{1}{2} \chi D_v k_j^2 t^2} \, . \]  

(D4)

Indeed, in the presence of fluctuations the mode evolves as a damped oscillation, whose damping exponent scales

\[ \chi \equiv \frac{1}{2} \sum_j \frac{\partial_\varepsilon \varepsilon_j}{\partial k_j} \left( \frac{\partial k_j}{\partial \varepsilon_j} \right) \, . \]  

Appendix D: Relaxation of coherently excited modes

In Bogoliubov’s theory for the interacting Bose gas, the equation of motion are linearized around a stationary solution, thus neglecting any back-action of the fluctuations. Hence, the Hamiltonian of the fluctuations is given by a sum of uncoupled harmonic oscillators, whereby the populations of all modes are conserved during evolution. The linearization step is reasonable for very low temperatures and small coherent populations of the modes, however, beyond this low-energy regime the back-action of fluctuations must be taken into account, which inevitably will lead to relaxation of excited modes. Within the thermodynamic Bethe ansatz the full thermodynamic state is characterized by the quasi-particle distribution, while thermal effects on dynamics are implicitly accounted for in GHD through the effective velocity. An example of this can be found in Ref. [27], where GHD was employed to describe the relaxation of a single excited density mode. Although the excited mode was well-defined in \( k \)-space, its corresponding rapidity distribution spanned over a range of rapidities by virtue of finite temperature. During evolution of the mode, its different rapidity components propagated at slightly different velocities, resulting in a gradual dephasing of the mode. While GHD provides an incredibly powerful framework for treating finite temperature dynamics, the exact role of temperature is thereby local fluctuations in the sound velocity.

\[ T = 0 \]

\[ T > 0 \]

\[ \theta \]

\[ K \]

\[ n(\theta) \]

\[ \text{FIG. 6. Illustration of occupation function } n(\theta), \text{ which following the thermodynamic Bethe ansatz is given by a Fermi distribution, for zero temperature (solid line) and finite temperature (dashed line). At finite temperature the Fermi point (rapidity) } K, \text{ and thereby the sound velocity following Eq. (D1), is ill-defined. For small enough temperatures, thermal fluctuations can be treated as local fluctuations of the Fermi point in the form of boostons, thus leading to local fluctuations of the sound velocity.} \]
FIG. 7. (a) Sampled distribution of advection velocities for a Tonks-Girardeau gas with interaction $\gamma = 100$ and temperature $k_B T = 0.11 m v_f^2$. For comparison, a Gaussian distribution with variance $D_{\delta v}^{\text{TG}}$ of Eq. (D6) is plotted. (b) Corresponding relaxation of a single, coherently excited density mode. The dynamics of the $j = 4$ mode is computed using GHD with TBA initial state (blue, solid curve). Its relaxation is compared to the damping term $e^{-\frac{1}{2} D_{\delta v}^{\text{TG}} k^2 j^2 t^2}$ (red, dashed lines) of Eq. (D4). (c) Sampled distribution of advection velocities for a quasi-condensate with interaction $\gamma = 0.01$ and temperature $k_B T = 0.25 m v_f^2$. For comparison, a Gaussian distribution with variance $D_{\delta v}^{\text{QC}}$ of Eq. (D8) is plotted. (d) Corresponding relaxation of the $j = 4$ density mode.

To obtain the scaling of the damping with temperature, we must compute the variance of the advection velocity $D_{\delta v}$. This can be achieved analytically in the Tonks-Girardeau and quasi-condensate regime, where exact expressions for the sound velocity are known. Hence, in the Tonks-Girardeau (TG) regime we have

\begin{equation}
\nu_{\text{TG}} = \frac{\pi \hbar}{m} + \frac{\hbar \zeta}{m},
\end{equation}

\begin{equation}
D_{\delta v}^{\text{TG}} = \left( \frac{\pi \hbar}{m} \right)^2 D_{\delta \rho} + \left( \frac{\hbar}{m} \right)^2 D_{\delta \zeta},
\end{equation}

where the variances of the density and boost fluctuations are given in Eq. (D2). Likewise, in the quasi-condensate (QC) regime, the variance reads

\begin{equation}
\nu_{\text{QC}} = \frac{\hbar c}{m \sqrt{c q}} + \frac{\hbar \zeta}{m},
\end{equation}

\begin{equation}
D_{\delta v}^{\text{QC}} = \left( \frac{\hbar c}{m \sqrt{c q}} \right)^2 D_{\delta \rho} + \left( \frac{\hbar}{m} \right)^2 D_{\delta \zeta}.
\end{equation}

Figs. 7(a) and 7(c) depict histograms of advection velocities calculated via Eq. (D1) for a state with thermally sampled boostons. The sampled velocities are compared to the analytic distributions of Eqs. (D6, D8), and a good agreement is found. Further, in Figs. 7(b) and 7(d) GHD simulations of a single, coherently excited density mode are compared to the predicted relaxation from Eq. (D4). The simulations are carried out both in the Tonks-Girardeau and quasi-condensate regime, whereby the variance in advection velocity can be obtained analytically via Eqs. (D6, D8). As evident from the figure, in the regime of relatively small coherent excitations and low temperatures, the relaxation of the mode is well-described by Eq. (D4), illustrating how GHD based off the thermodynamic Bethe ansatz implicitly accounts for thermal fluctuations in the local velocity.
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