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Martial arts tracking is an important research topic in computer vision and artificial intelligence. It has extensive and vital applications in video monitoring, interactive animation and 3D simulation, motion capture, and advanced human-computer interaction. However, due to the change of martial arts’ body posture, clothing variability, and light mixing, the appearance changes significantly. As a result, accurate posture tracking becomes a complicated problem. A solution to this complicated problem is studied in this paper. The proposed solution improves the accuracy of martial arts tracking by the image representation method of martial arts tracking. This method is based on the second-generation strip wave transform and applies it to the video martial arts tracking based on the machine learning method.

1. Introduction

The extraction of visual image information features is a crucial problem of computer vision and intelligent image processing. It is also an essential technology, which has received extensive attention in the past 20 years. It mainly refers to using a computer algorithm to extract the representative image information in the image to determine whether a point is a unique factor for identification. The standard image features can be divided into local features and global features from the representation range of their features. The content of image features can be divided into the corner, edge, contour, histogram, region, etc. Distinguishing particular features is the most fundamental basis of computer vision and image information understanding. Its basic meaning is generating a dimension vector that can reflect the essential characteristics of the recognized pattern according to the input system information. Therefore, the selection of features has become the most fundamental basis for computer judgment. The most crucial feature of feature extraction is “repeatability”: the features extracted from different images of the same scene should be the same, in which the computer can repeatedly select. For example, features make it possible to find similar martial arts structures in multiple motion images. These can be used as the model input for further selection and processing. In essence, the martial arts tracking method based on machine learning is to extract appropriate features and add appropriate machine learning algorithms. The quality of feature extraction can directly affect the classifier’s performance and the final detection result [1, 2].

The machine learning method can be divided into classification and regression according to the data category and discrete degree. Classification can be seen as finding a label that belongs to a particular class in a discrete category for given data. Generally, it can be described as follows: a training sample set is known, which is the feature set of a sample, and usually expressed in the form of a vector. Each element of the vector is a description of an inevitable feature of the sample and is a label of the sample’s category. What we want to establish is a classification rule. For any unknown sample, we can apply this rule to its eigenvector to determine
the sample category. Regression is to make accurate predictions or estimate the label’s continuous real value corresponding to the data, which is the specific real value [3].

For continuous and comprehensive trend estimation in the real number space, the corresponding label in this problem is the continuous space, such as the posture coordinate value of three-dimensional joint points in each image of martial arts. The machine learning method of Wushu motion tracking is to estimate the value of the 3D posture corresponding to the image space. The standard models of discriminant tracking methods include parametric methods and nonparametric methods, such as NNK, Kr, local GP, shared Golem, and skill. The data association is shown in Figure 1, which is the low-dimensional popular or implicit variable space of data features [4].

However, generally speaking, many machine learning methods are derived from some basic ideas. The most typical and representative is the Gaussian process [5].

2. Machine Learning Methods in Wushu Arts

A Gaussian regression process is a set of random variables, and any numbers of its finite subsets are subject to the joint Gaussian distribution. The Gaussian process has been widely studied in martial arts tracking. It poses a recovery in recent years because of its output probability distribution, function continuity, and other characteristics. However, we do not know the spatial distribution characteristics of a specific sequence of martial arts postures. Any traditional data distribution (martial arts postures are no exception) is infinitely close to a Gaussian normal distribution under the finite number of samples. GPR represents a Bayesian function with Gaussian distribution [10]. However, generally speaking, many machine learning methods are derived from some basic ideas. The most typical and representative is the Gaussian process [5].

\[ p(f|X) = N(0, K), \]

where \( f = [f_1 \& \ldots \& f_n] \) is a series of data spaces with function value and \( f_1 = f(x_i) \) is the feature vector of the original image. \( X = [X_1 \ldots \ldots X_N]^T \) is a covariance matrix, and \( K \) is a covariance function \( K_{ij} = k(x_i, x_j) \). In the actual operation process, we have assumed that the data are Gaussian distribution. Hence, a radial basis function (RBF) or a Gaussian kernel function can be represented by the data association. For example, consider the function \( K_R(x_i, x_j) = \exp\left(-\gamma_x \|x_i - x_j\|^2\right) + \gamma_0 \delta_{ij} \), where \( \gamma_x = 0 \) is the kernel width parameter, \( \gamma_0 = 0 \) is the noise difference, \( \gamma_x \) is the Kronecker trigonometric function, if the value is 1, other cases are 0. Since the prior of the joint distribution is Gaussian distribution, the posterior prediction of the new data is based on the output value of the observed samples. The mean and variance are as follows:

\[
\begin{align*}
\mu(y^{(d)}) &= Y^{(d)} K^{-1}_x K^x, \\
\sigma^2(y^{(d)}) &= K_x(x, x) - (K^x)^T K^{-1}_x K^x.
\end{align*}
\]

From the perspective of the graph structure, the Gaussian process can be recognized as a potential structural association between any observed data pair. The square node is the observed vector, and the circular node is the unobserved vector. Each sample pair obeys Gaussian distribution, and the data are also interrelated, which affects the estimation of other variable functions [11–13].

Besides, any machine learning process similar to the Gaussian process involves the problem of data generalization or generalization ability. This is how we use the existing data to fit the data distribution of unknown results as much as possible and infer the existing observations into a more comprehensive problem space [14]. The generalization ability of the data is one of the basic requirements to test whether a machine learning algorithm has real wide availability. However, it is impossible to know precisely whether the test data are consistent with the sample space of the training data. According to the law of large numbers and the general situation of the whole data, most problems can be simplified as a Gaussian distribution or a linear superposition of multiple Gaussian distributions. The posterior distribution also conforms to the Gaussian theory. It can be believed that the Gaussian process reflects the complex correlation of the sample data to a certain extent [15]. The core of this correlation is the kernel function and covariance, which are mainly regulated by the parameters of the kernel.
3. Wushu Tracking Mechanism

The subject of Wushu tracking comes from the urgent research needs of computer vision in recent 20 years. As an essential branch of computer science and artificial intelligence, computer vision aims to use various electronic imaging systems to replace the human eye to obtain visual perception. The computer replaces the human brain to realize the processing and understanding of visual information [21–23]. In short, it is to make the computer have human visual recognition. A complete vision system usually involves the following contents: acquisition, processing, representation, storage, and transmission. First, the computer equipment based on control sensing collects the original data. Then, the acquired visual data are further characterized or compressed by the computer, analyzed, and processed. Then, the data are stored and transmitted through the network to realize a series of functions of human biological vision. Finally, the computer forms a clear and meaningful description of the collected image content to perceive the objective world visually. Visual information processing is the crucial and challenging point in the field of computer vision [24–27].

3.1. Martial Arts Tracking Using the Second-Generation Band Wave Transform. The traditional representation method based on the image edge only describes the geometric characteristics of the image through the edge. It is not only not strict but also tricky to describe the image well, which hinders further effective feature representation and advanced computer vision processing. Therefore, Mallat introduced geometric flow to describe the geometric characteristics of images. Based on the first-generation bandelet, they proposed the second-generation strip wave transform. Based on the geometric flow of image characteristics, a new image feature extraction method in martial arts tracking based on the second-generation strip wave transform is proposed in this paper. This method extracts the top feature of geometric flow in the region direction, representing the main texture direction and change in the region direction. Because the representation of this method is sparse and scale-invariant, it can be used for illumination change. The main image also has good robustness (based on the change of the gray image level rather than brightness). It can distinguish the difference under the apparent deformation of the image. In this method, the statistical features of the bandelet in the bandelet transform are used as image features. The Gaussian and double Gaussian processes are combined to perform regression and track martial arts in the image [28, 29].

3.2. Geometric Flow Feature Extraction Method of the Strip Wave. The visual information of the image is the precondition of Wushu tracking. Using the geometric flow feature of the strip wave to extract the image features of martial arts can accurately express the movement posture and the general texture distribution in the image. As the most critical part of bandelet geometric flow feature extraction, our algorithm requires a full analysis of feature extraction early. The proposed algorithm uses the second-generation strip wave algorithm experiment to ensure that the specific feature extraction method [30–33] can extract the most suitable pattern and texture information of the characters in the image. The generated image [34] descriptor is unique and selective.

3.3. Optimal Parameter Selection. When the bandelet transform is used for image compression, the primary purpose is to reduce the number of nonzero coefficients as far as possible. The parameters of the conventional bandelet transform are different from those of the martial arts tracking, which need to be determined by the parameter selection experiment. In terms of parameter selection, the experiment adopts the same method as 2, comparing the ROC curve after training the classifier with different transformation parameters to determine these parameters. Here, we choose the ROC curve of different detection rates for each possible false positive rate. The higher the ROC curve tends to the left vertex angle, the better the corresponding parameters are.

4. Results and Discussion

In this section, we described the results of the proposed scheme and explained them in detail.

4.1. Two-Dimensional Wavelet Transforms. We choose one to five layers of-dimensional wavelet transform and do not carry out two-dimensional wavelet transform, a total of six
cases of experiments. Among them, \( j - \text{max} = 2 \), \( j - \text{min} = 2 \), and \( T = 15 \), and the experimental results are consistent. When the wavelet level is 1-2, the ROC curve can present good detection results. Therefore, we choose an excellent wavelet transform. The obtained image features are used for tracking with good results, as shown in Figure 2.

The results obtained in this paper are consistent with those in the literature, and the best result is obtained by using only one layer of the two-dimensional wavelet transform. The main reasons are as follows: the more the decomposition level, the lower the representation ability of the feature of the higher layer’s low-frequency approximation coefficient is compared to the better the high-frequency detail coefficient. Furthermore, using only one layer of the two-dimensional wavelet transform is also conducive to selecting the scale range of features in the process of tracking the predictor regression mapping, maintaining a unified quantization interval, and avoiding the instability caused by too extensive variation range of kernel parameters [35, 36].

4.2. The Scale of the Minimum Binary Partition and the Maximum Scale of Quadtree Upward. In theory, the smaller the minimum partition is, the larger \( j - \text{min} \) is and the more reasonable the quadtree \( j - \text{max} \) is. Larger \( j - \text{max} \) and smaller \( j - \text{min} \) will bring more time complexity to the process of feature extraction, which is not conducive to the learning of a vast database. The tracking error can be stabilized in a lower range, and the time required for feature extraction is significantly reduced to demonstrate that the average joint error of each frame of three-dimensional equine or human posture data on theoretical knot data is mm. Obviously, the lower the error, the more accurate the tracking. In the double Gaussian system with a neighbor pruning algorithm, the number of \( k \)-nearest neighbors is 100. As a result, a video sequence from the Humaniva database is selected for testing. When the \( 4 \times 4 \) bandelet descriptor parameters are selected, the average joint error of each frame of the Wushu 3D pose data verified on the walking data is mm.

It should be noted that the results of this group of experiments are consistent and generalizable. Suppose the same feature extraction method is used on similar motion data. The average effect of \( j - \text{max} = 2 \) and \( j - \text{min} = 2 \) will be better than that of other transform extraction features, and a 2-scale subdivision size is adopted. It can be seen that only \( 4 \times 4 \) size blocks are used to extract features from the bandelet transform. A two-layer upward quadtree optimization merging strategy is adopted. It has the best representation ability and relatively low time consumption. At the same time, we further use the features of large and small blocks. Although the tracking effect will be slightly affected, it can significantly reduce the dimension of the descriptor.

4.3. Quantization Threshold \( T \). The purpose of determining the quantization threshold \( T \) is to control the quantization range in the process of image signal quantization. The value whose coefficient is less than \( t \) is set to zero, thus omitting redundant information. In the image coding, \( t \) is used to control the compression ratio. The larger the value is, the higher the compression ratio is and the more pronounced the image distortion is. On the contrary, the selection of the quantization value affects the coefficient value more significantly than in a one-dimensional wavelet transform in a certain direction while searching for the optimal direction of geometric flow. Therefore, selecting too large or too small \( t \) is not conducive to finding the optimal direction of geometric flow. According to different application fields, the processing of the \( T \) value is also different. It is still necessary to find the best \( t \) value through specific experiments.

4.4. Block Size. For the influence of subblock size selection on the image signal, large or small subblock partition will have a deviation effect on the actual image feature extraction results. There is an optimal subblock size, and the subblock segmentation is too small or too large. We select \( 4 \times 4 \) (or \( 8 \times 8 \)) subblock size for feature extraction and parameter selection in the actual experiment. This choice is mainly based on the size of the image and the dimension of the description features.

4.4.1. Strip Wave Feature Extraction Using Algorithm Optimization. The implementation of the bandelet transform in the second generation of the bandelet transform involves a tedious sorting operation. We need to improve the algorithm further and reduce the sorting complexity of descriptor extraction. In the extraction process, the order of
wavelet coefficients will be consistent for geometric flow blocks with the same scale and order. Therefore, the sorting index can be established in advance according to all possible sizes, such as $4 \times 4$ and $8 \times 8$. The strip wave block’s geometric flow direction, which eliminates a considerable number of repeated sorting procedures. We use a similar optimization algorithm.

Two sort indexes are created:

(i) For each possible direction, the reordering index of the whole two-dimensional wavelet transform coefficient matrix is established, and the two-dimensional wavelet transform coefficient matrix is reordered into a one-dimensional vector

(ii) The second index is set up to rearrange the wavelet coefficients of the one-dimensional vector after the one-dimensional wavelet transform is applied to each strip wave block.

Then, the reordered one-dimensional vector is segmented (equivalent to the original two-dimensional matrix which is divided into blocks). The Lagrange function values in each direction are obtained. Finally, the direction of the minimum Lagrange function value corresponding to each vector segment is the best geometric flow direction of the corresponding block. The strip wave coefficients are obtained. Using this optimization, in the actual experiment, each martial arts image’s feature extraction time (the size is $192 \times 64$ pixels) is 0.138 seconds. Compared with the original 1.4 seconds, the time consumption is significantly reduced. It is close to the HOG feature extraction time of each sample (0.12 seconds). The reduction of time consumption mainly depends on transforming a one-dimensional wavelet transform into a simple one-dimensional matrix. Then, the whole process only needs to implement a one-dimensional wavelet transform.

5. Conclusion

A new method for the feature extraction and detection of martial arts is proposed based on the second-generation strip wave transform. To carry out learning information and recover the three-dimensional posture of martial arts in the image, statistical approaches in band wave transform as image descriptors are applied. Firstly, the optimization algorithm based on the original second-generation strip wave is used to improve the operation speed. Then, the relevant optimal parameters are established through experiments. Some statistical features are selected through the feature selection experiment and feature combination hoof. Finally, the maximum value of geometric flow is determined as an effective global feature representation. Different block sizes are used to reduce the dimension of features to further reduce the complexity of feature vectors. Then, the feature extraction method is used to extract the features of the training samples. The Gaussian process algorithm is used to train the predictor. The test image is tested on the database using the obtained predictor model. All the results are compared with feature extraction methods. From the results, it can be found that the maximum geometric flow feature can effectively represent the posture of martial arts. The image description ability of simple and basic motion sequences is better than that of the classical global image features. Different learning methods can obtain better tracking results and lower tracking errors. On the whole, from the test results of standard deviation, we can see that the tracking results of the data are relatively stable by using the maximum value feature of the strip wave. They have good adaptability and robustness in continuous image tracking, with slight fluctuation, which is more suitable for the description of martial arts images.
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