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Abstract

We develop a self-contained approach to bosonization and refermionization using the Keldysh functional integral. Starting from fermionic particles, we bosonize the system and obtain a description in terms of the Tomonaga-Luttinger liquid, with, in addition, an infinite series of interaction terms arising from the curvature of the fermionic particle spectrum. We explicitly calculate the leading interaction term and check its consistency with a different approach based on the Matsubara framework, within which we calculate the second leading interaction term, as well. Moreover, we bosonize weakly and strongly interacting bosonic particles, and, finally, refermionize interacting phonons into non-interacting fermionic quasiparticles. The work culminates in a map between bosonic and fermionic particles and effective bosonic and fermionic excitations, representing phonons and fermionic quasiparticles.
1 Introduction

Quantum systems in one dimension have been studied intensively with regard to their static or equilibrium properties. Equilibrium properties are associated with low energies, and one of the most important results for quantum systems in one dimension is that their low-energy theory can be expressed in terms of non-interacting phonons, even though the particles constituting the system are interacting. This result is known as bosonization \[1, 2, 3, 4, 5, 6\], and the phenomenology behind its success relies on this fact: particles moving in one dimension cannot avoid each other as would be possible in higher dimensions. As a consequence, any amount of interaction between particles leads to a behaviour where each particle pushes the next one in line in a sequence that leads to a density wave, that is, a phonon.

Despite the fact that non-interacting phonons describe particularly well one-dimensional systems in equilibrium, they are not sufficient for a proper description of dynamical or non-equilibrium properties, where higher energies become important. At zero temperatures, to capture the dynamics it is sufficient to couple a single mobile impurity, representing higher energies, to phonons, representing low energies \[6, 7\]. Instead, finite temperatures require a thermodynamical number of mobile impurities \[8\].

The passage from static to dynamic properties and from zero to finite temperatures requires a robust theoretical framework in order to capture the properties of these systems. At zero temperature, the real time many-body quantum field theory is a successful tool both for static and dynamic properties \[7\]. At finite temperatures, the imaginary time Matsubara formalism is suitable for static properties \[6\] and the Keldysh formalism is the natural candidate for dynamic properties \[9\]. Because of the recent interest in the dynamics of one-dimensional quantum systems at finite temperatures \[7\], in this work we derive a self-contained framework for these systems within the Keldysh formalism\[1\].

We start with a phenomenological derivation of the hydrodynamic theory of one-dimensional systems, describing low-energy excitations in terms of phonons. After that, we turn to study fermionic particles, starting from an overview of the spectrum of excitations of free fermions to introduce important concepts to which we will refer in the rest of the work. Using these concepts, we bosonize a system of interacting fermions and obtain an equivalent description in terms of interacting phonons. We proceed by evaluating the leading contribution, corresponding to the Tomonaga-Luttinger liquid. Extending this result, we express the system as the sum of the Tomonaga-Luttinger liquid, representing non-interacting phonons, and an infinite series of terms, induced by the curvature of the fermionic spectrum, describing interactions between an arbitrary number of phonons. We

\[1\] We will use Keldysh formalism and notation developed in Ref. \[9\].
explicitly calculate the low-energy asymptotic expression of the leading interaction term, representing the interaction between three phonons, and check the consistency of this result in the Appendix using the Matsubara formalism. In addition, in the Appendix, we derive the the low-energy asymptotic expression of the next leading interaction term. Then we turn to a system of bosonic particles with contact interactions and, in the cases of weak and strong interactions, derive a description of their low-energy excitations in terms of phonons. We conclude the work by refermionizing the phononic systems obtained starting from fermions or bosons to obtain a description of the low-energy excitations in terms of free fermionic quasiparticles. Finally, we gather the results into a map that translates between bosonic and fermionic particles and effective bosonic and fermionic excitations, representing phonons and fermionic quasiparticles.

2 Hydrodynamics

In one dimension, systems of bosonic and fermionic particles behave differently than in higher dimensions, as particles constrained to move on a line cannot avoid each other. As a consequence, fermions, even in absence of interactions, cannot go past each other because of the Pauli exclusion principle and, similarly, for bosons with local repulsive interactions \[6, 5\]. These systems are dominated by collisions and, for times longer than the time between two consecutive collisions, are in a hydrodynamic regime. Since longer times translate into lower energies, at low enough energies we expect these systems to be described by the hydrodynamic Hamiltonian of a liquid \[10\],

\[
\hat{H} = \int dx \left[ \frac{1}{2} m \hat{n}(x) \hat{v}(x)^2 + e_0[\hat{n}] - \mu \hat{n}(x) \right],
\]

where \(\hat{n}(x)\) and \(\hat{v}(x)\) are the density and velocity operators of the liquid, \(m\) and \(e_0[\hat{n}]\) are the mass and the ground state energy per unit length and \(\mu\) is the chemical potential. The first and second terms in the square brackets are respectively the kinetic and internal energies of the liquid.

The ground state of the liquid corresponds to \(\hat{v} = 0\) and \(\hat{n} = n\), where \(n\) is the constant homogeneous density determined by \(e'_0[n] = \mu\) and the prime symbol, \(\,'\), denotes derivative with respect to the argument. The low-energy physics is associated with small variations of velocity, \(\hat{v}\), and density, \(\hat{\rho}\), over the ground state values, \(\hat{v} = 0\) and \(\hat{n} = n\). Expressing the density as \(\hat{n} = n + \hat{\rho}\), the Hamiltonian becomes,

\[
\hat{H} = \int dx \left[ \frac{1}{2} m(n + \hat{\rho}) \hat{v}^2 + e_0(n + \hat{\rho}) - \mu(n + \hat{\rho}) \right],
\]
and expanding over the small variations, $\hat{\rho}$ and $\hat{v}$, we have,

$$\hat{H} \approx L\left[\epsilon_0(n) - \mu n\right] + \int dx \left[\frac{1}{2} \left( m\hat{v}^2 + \frac{1}{\kappa n^2} \hat{\rho}^2\right) + \frac{m}{2} \hat{\rho} \hat{v}^2 + \frac{\alpha}{6} \hat{\rho}^3\right],$$  

(1)

where $\kappa = 1/n^2\epsilon_0''[n]$ is the compressibility of the liquid \[11\], $\alpha = \epsilon_0'''[n]$ and we neglected higher order terms. It is common to express the hydrodynamic Hamiltonian in terms of the phase fields $\theta(x,t)$ and $\phi(x,t)$, related to density and velocity as \[4, 5, 6, 7\],

$$\hat{\rho}(x,t) = \frac{1}{\pi} \partial_x \hat{\theta}(x,t),$$

$$\hat{v}(x,t) = \frac{1}{m} \partial_x \hat{\phi}(x,t).$$

(2)

Substituting Eqs. (2) in Hamiltonian (1) we obtain,

$$\hat{H} = L\left[\epsilon_0(n) - \mu n\right]$$

$$+ \int dx \left[\frac{c}{2\pi} \left( K(\partial_x \hat{\phi})^2 + \frac{1}{K} (\partial_x \hat{\theta})^2\right) + \frac{1}{2\pi m} \partial_x \hat{\theta} (\partial_x \hat{\phi})^2 + \frac{\alpha}{6\pi^3} (\partial_x \hat{\theta})^3\right],$$

(3)

where we defined the speed of sound, $c$, and the Luttinger parameter, $K$, as \[6\],

$$c = \frac{1}{\sqrt{\kappa mn}},$$

$$\frac{K}{\pi} = \sqrt{\frac{\kappa n^3}{m}}.$$  

(4)

The quadratic part of Eq. (3), is the Tomonaga-Luttinger liquid Hamiltonian describing linear waves in one dimension \[6, 1, 2, 4, 5\]. The cubic terms are the non-linear part of the Hamiltonian and are useful to the dynamics of one-dimensional systems, as we will see later. In this work, we will see how the low-energy physics of bosons and fermions with local repulsive interactions in one dimension is described by hydrodynamics Hamiltonian (3) and how to map it into an effective theory of free fermionic quasiparticles.

3 Fermion hydrodynamics

In this section we derive the hydrodynamic theory for interacting fermions. Since hydrodynamics is a theory of low-energy excitations, it is instructive to study the low-energy excitations of free fermions at zero and finite temperatures. At zero temperature, $T = 0$, fermions occupy all the states below the Fermi surface, as shown by the grey region in

\[Here we follow the convention of Refs. \[4, 5\]. The convention of Refs. \[6, 7\] is obtained by the substitutions $\phi \rightarrow \theta$ and $\theta \rightarrow -\phi$ in our equations.]
Figure 1: Occupation of states for free fermions at zero temperature, $T = 0$, and finite temperature, $T > 0$. The Fermi sea is represented by the grey regions and the Fermi surface is constituted by two separate points, $p = \pm p_F$. The temperature leads to a smearing of the average occupation of states around the Fermi surface. The circles and arrows represent particle-hole excitations.

Fig. 1-left, forming the Fermi sea. The Fermi surface in one dimension is constituted by two separate points in momentum space, $p = \pm p_F$, a central fact for one dimensional hydrodynamics, as we will see soon. Fermions inside the Fermi sea are frozen due to the Pauli exclusion principle. However, they can jump across the Fermi points to the unfilled region above, as shown by the arrows in Fig. 1-left. This process is referred to as particle-hole excitation. The height of the jump is the energy of the excitation and it becomes clear that low-energy particle-hole excitations are fermions just below a Fermi point jumping slightly above it. As a consequence, low-energy particle-hole excitations must cross the Fermi points and remain close to them. At temperatures much smaller than the Fermi energy, $T \ll \varepsilon_F = \frac{p_F^2}{2m}$, where $m$ is the mass of fermions, the average occupation of the states is smeared around the Fermi points, as shown by the grey region in Fig. 1-right. However, the above argument still holds. Then, given that particle-hole excitations can be arbitrarily close to the Fermi surface, they constitute the lowest energy excitations of the system, suggesting that they could be good candidates for the hydrodynamical description.

To check this intuitive picture, we study the spectrum of particle-hole excitations. For the moment, we use the operator formalism of second quantisation, as it leads to a better insight. Although the particle-hole excitation spectrum of free fermions is known [7], it is useful to review its calculation in order to build some intuition. We start from the zero temperature case and later extend the results to low temperatures. The spectrum of particle-hole excitations can be studied using the dynamical structure factor, that gives the probability per unit time to excite a density fluctuation of momentum $q$ and energy $\omega$.
by an external source. This quantity is accessible through Bragg spectroscopy [12] and was recently measured for an array of one-dimensional Bose gases [13]. The dynamical structure factor is defined as the Fourier transform of the density-density correlation [14, 17],

\[ S(q, \omega) = \int_0^L dx \int_{-\infty}^{\infty} dt \langle \hat{n}(x, t) \hat{n}(0, 0) \rangle e^{-iqx+i\omega t}, \tag{5} \]

where \( \hat{n}(x, t) \) is the density operator, \( L \) is the system size and \( \langle \ldots \rangle \equiv \langle 0 | \ldots | 0 \rangle \) denotes the expectation value over the ground state, \( | 0 \rangle \). Inserting the completeness relation

\[ \sum_j | j \rangle \langle j | = 1, \]  

where \( j \) labels the energy eigenstates, between the densities in Eq. (5), we obtain,

\[ S(q, \omega) = \int_0^L dx \int_{-\infty}^{\infty} dt \sum_j \langle 0 | \hat{n}(x, t) | j \rangle \langle j | \hat{n}(0, 0) | 0 \rangle e^{-iqx+i\omega t}. \]

Making the time dependence of the density explicit, \( \hat{n}(x, t) = e^{i\hat{H}t} \hat{n}(x) e^{-i\hat{H}t} \), we have,

\[ S(q, \omega) = \int_0^L dx \int_{-\infty}^{\infty} dt \sum_j e^{-i(E_j-E_0)t} \langle 0 | \hat{n}(x) | j \rangle \langle j | \hat{n}(0, 0) | 0 \rangle e^{-iqx+i\omega t}, \]

where \( E_j \) is the energy of the state \( | j \rangle \) and \( E_0 \) is the energy of the ground state. Integrating over time we find,

\[ S(q, \omega) = 2\pi \int_0^L dx \sum_j \langle 0 | \hat{n}(x) | j \rangle \langle j | \hat{n}(0, 0) | 0 \rangle e^{-iqx} \delta(\omega - E_j + E_0). \]

In terms of the Fourier transform of the fermionic creation and annihilation operators of momentum \( k \), \( \hat{c}^\dagger_k \) and \( \hat{c}_k \), the density reads \( \hat{n}(x) = \frac{1}{L} \sum_q \hat{n}_q e^{iqx} = \frac{1}{L} \sum_{q,k} \hat{c}^\dagger_{k-q} \hat{c}_k e^{iqx} \) and the dynamical structure factor becomes,

\[ S(q, \omega) = \frac{2\pi}{L} \sum_j \sum_{q',k,k'} \langle 0 | \hat{c}^\dagger_{k-q} \hat{c}_k | j \rangle \langle j | \hat{c}^\dagger_{k'-q} \hat{c}_k | 0 \rangle \delta(\omega - E_j + E_0). \tag{6} \]

Here, \( \hat{c}^\dagger_{k+q} \hat{c}_k | 0 \rangle \) is the ground state plus a particle excited from momentum \( k \) to momentum \( k + q \), as pictured in Fig. 2, that is, a particle-hole excitation. Due to the orthogonality of these excited states, the only non-zero contribution comes from \( | j \rangle = \hat{c}^\dagger_{k+q} \hat{c}_k | 0 \rangle =
Figure 2: Particle-hole excitation close to the right Fermi point, $p_F$, given by a fermion with momentum $k$ below the Fermi point excited to a state with momentum $k + q$ above the Fermi point. The momentum of the particle-hole excitation, $q$, is represented by the thick line. The dashed line is the linearisation of the spectrum around the Fermi point.

$\hat{c}_{k+q} \hat{c}_k |0\rangle$, which also imposes $q = q'$ and $k = k'$. Then,

\[
S(q, \omega) = \frac{2\pi}{L} \sum_k \left| \langle 0 | \hat{c}_{k+q} \hat{c}_k |0\rangle \right|^2 \delta \left( \omega - \frac{q(q + 2k)}{2m} \right)
\approx \frac{m}{q} \int dk \left| \langle 0 | \hat{c}_{k+q} \hat{c}_{k+q} \hat{c}_k |0\rangle \right|^2 \delta \left( k - \frac{m \omega}{q} + \frac{q}{2} \right),
\]

where we approximated the sum by the integral and we used the fact that the energy of the ground state plus a particle excited from momentum $k$ to momentum $k - q$ is,

\[
E_j = E_0 + \frac{(k + q)^2}{2m} - \frac{k^2}{2m} = E_0 + \frac{q(q + 2k)}{2m}.
\]

In order for $c_{k+q} \hat{c}_k |0\rangle$ to be different from zero, because of the Pauli exclusion principle, $c_k$ has to annihilate a particle inside the Fermi sea, that is, $|k| \leq k_F$, and $c_{k+q}$ has to create a particle outside the Fermi sea, that is, $|k + q| > k_F$. In other words, in the case of the right Fermi point, $p_F$, the momentum $q$ of the particle-hole excitation is represented by the thick line in Fig. 2 that can move left or right but has to be pinned to the Fermi point. Considering only positive $q$, for $q \leq 2k_F$ the restriction on $k$ becomes $k_F - q < k \leq k_F$ and the result is symmetric for negative $q$. Finally, integrating over $k$ we obtain,

\[
S(q, \omega) = \frac{m}{q} \theta (\omega - \omega_-(q)) \theta (\omega_+(q) - \omega),
\]

\[
\omega_\pm(q) = v_F q \pm \frac{q^2}{2m},
\]

where $v_F = p_F/m$ is the Fermi velocity. The dynamical structure factor at zero temperature
as a function of $\omega$ is a box centred around $v_F q$, of height $m/q$ and width,

$$\delta \omega(q) = \omega_+(q) - \omega_-(q) = \frac{q^2}{m}. \quad (8)$$

Particle-hole excitations with momentum $q$ and energy $\omega$ are present in the system where the dynamical structure factor is non-zero, that is, the grey region in Fig. 3-right (ignore $q \ll T/v_F$ for the moment). For each momentum, the dynamical structure factor is bound in energy above and below. The upper bound, $\omega = \omega_+(q)$, corresponds to a particle picked from the Fermi surface, $k_F$, and moved to $k_F + q$ and the lower bound, $\omega = \omega_-(q)$, corresponds to a particle picked from $k_F - q$ and moved to the Fermi surface, $k_F$, as shown in the insets of Fig. 3-right. Higher and lower bounds correspond to the thick line pinned to the Fermi surface in Fig. 3-right moved completely to the right or left. Moving the thick line from right to left creates all the intermediate particle-hole excitations between higher and lower bounds, the grey region in Fig. 3. The peculiarity of one-dimensional systems is the absence of low-energy excitations away from $q = 0$ and $q = 2k_F$. This absence is related to the presence of the lower bound, which in turn is related to the Fermi surface in one dimension consisting of just two separate points. In higher dimensions, Fermi surfaces are continuous, for example, a circle in two dimensions, allowing one to play with angles to create excitations with arbitrary low energy for any momentum [6].

Now, we have a look at how the result is modified by the temperature. At temperatures
smaller than the Fermi energy, $T \ll \varepsilon_F$, the average over the ground state in Eq. (5) is replaced by the thermal average $\sum_i e^{-E_i/T} \langle i \ldots | i \rangle$, and for $q \ll T/v_F$ the dynamical structure factor becomes:

$$S(q, \omega) = \frac{m}{q} n_F \left( v_F \frac{2m(\omega - v_Fq) - q^2}{2q} \right) n_F \left( v_F \frac{-2m(\omega - v_Fq) - q^2}{2q} \right)$$

$$\approx \frac{m}{4q \cosh^2 \left( \frac{mv_F}{2Tq} (\omega - v_Fq) \right)}.$$  \hfill (9)

The procedure to obtain this result is similar to that at zero temperature just seen and has been omitted. As a function of $\omega$, the dynamical structure factor has the shape of a bell centred around $\omega = v_Fq$, of height $m/4q$ and width linear in $q$,

$$\delta \omega_T(q) \sim \frac{T}{mv_F} q$$  \hfill (10)

The width at finite temperatures is equal to the one at zero temperature, Eq. (8), with one power of $q$ replaced by the thermal momentum, $T/v_F$. The width of the dynamical structure factor is represented by the grey region in Fig. 3-left. The thermal momentum scale, $T/v_F$, separates a thermal region for $q \ll T/v_F$ from a quantum region for $q \gg T/v_F$ as shown in 3-left. The important observation is that both at zero and finite temperature the widths $\delta \omega(q)$ and $\delta \omega_T(q)$ are small compared to the mean value $v_Fq$ in the small momentum and small energy limits, $q \ll k_F$, $\omega \ll \varepsilon_F$ and $T \ll \varepsilon_F$. Referring to the zero temperature dynamical structure factor in Fig. 3, it means that the excitations are centred around the line $\omega = v_Fq$. In turn, this means that in this limit excitations have approximately fixed velocity $v_F$, like the speed of sound, $c$, of hydrodynamic wave excitation in Eq. (4). Therefore, we have and intuitive link between low-energy fermions and hydrodynamics. In the next two subsections we will see how the physics of low-energy excitations around the Fermi points leads to the hydrodynamic theory with speed of sound $c = v_F$ for free fermions and a modified speed of sound in presence of interactions.

### 3.1 Bosonization

We are ready to derive the hydrodynamic theory for interacting fermions, a procedure known as bosonization [6, 7]. Bosonization of interacting fermions was first derived by Haldane using the operator formalism of second quantisation [4, 5]. Complementary to the operator approach, a functional integral approach was suggested in Ref. [15], elaborated in

---

Note that to satisfy the $f$-sum rule, $\int d\omega \omega S(q, \omega) \propto q^2/2m$, (see e.g., Ref. [14]), one needs to consider the full expression, the first line of Eq. (9). This is because the full expression correctly accounts for the detailed balance at negative $\omega$. 

---
Ref. [16] and presented in a clear picture in Refs. [17] [18] [19]. This approach is known as functional bosonization and relies on the Hubbard-Stratonovich transformations. All these approaches are based on equilibrium physics and an extension to non-equilibrium was obtained in Ref. [20] using the Keldysh technique. An appealing aspect of bosonization is that the initial theory of interacting fermions is reformulated as a non-interacting theory that is completely solvable. However, the non-interacting theory is a low-energy approximation to which refinements can be added. One of such refinement is the inclusion of non-linear corrections. A non-linear correction was derived in Ref. [4] using the operator formalism and the assumption that the excitations of the system are created above the ground state. Here we will derive the functional bosonization using the Keldysh technique and, in the spirit of Ref. [21], a double Hubbard-Stratonovich transformation approach, that results in a procedure a bit different from those mentioned above. The advantage of this procedure is that we are able to derive non-linear semiclassical corrections within the functional integral formulation. The result is an infinite series of terms where higher non-linear terms are less important. We find that that the most important non-linear correction coincides with the one calculated in Ref. [4]. This correction is derived using the Keldysh formalism. However, due to the complication of the Keldysh indices and not to interrupt the flow of the section, we derive rigorously more terms using the Matsubara formalism in Appendix A.

Low-energy physics being restricted around the two Fermi points for free fermions is at the base of bosonization. The addition of weak local interactions between fermions smears the average occupation around the Fermi points, in addition to the smearing due to the temperature. However, the Fermi points, \( \pm p_F \), are not modified by the presence of interactions as a consequence of the Luttinger’s theorem [22, 23, 24]. The Hamiltonian of a system of interacting fermionic particles is,

\[
\hat{H} = \int dx \hat{\psi}^\dagger(x) \left[ -\frac{\partial^2}{2m} - \epsilon_F \right] \hat{\psi}(x) + \frac{1}{2} \int dx dx' : \hat{\psi}^\dagger(x) \hat{\psi}(x) V(x-x') \hat{\psi}^\dagger(x') \hat{\psi}(x') :, \tag{11}
\]

where \( \hat{\psi}(x) \) is the fermionic field operator, \( m \) the mass of fermions, \( V(x-x') \) a local density-density interaction and the colons denotes normal order of operators. In the functional integral representation, the partition function corresponding to Hamiltonian (11) is,

\[
Z = \int \mathcal{D}[\tilde{\psi}, \psi] e^{i \int dt \left[ \int dx \hat{\psi}(x,t) \left( i\partial_t + \frac{\partial^2}{2m} + \epsilon_F \right) \hat{\psi}(x,t) - \frac{1}{4} \int dx dx' \hat{\psi}(x,t) \hat{\psi}(x,t) V(x-x') \hat{\psi}(x',t) \hat{\psi}(x',t) \right]}, \tag{12}
\]

where \( \psi \) and \( \tilde{\psi} \) are the Grassmann fields corresponding to \( \hat{\psi} \) and \( \hat{\psi}^\dagger \), \( \mathcal{D} \) denotes the closed
time contour\footnote{\(\leftrightarrow\)} and the thermal distribution in the infinite past has an average occupation,

\[ n(p) = \frac{1}{\epsilon(p) + \beta (\epsilon_F - \epsilon(p)) + 1}, \tag{13} \]

where \(\epsilon(p) = \frac{p^2}{2m}\) is the free fermionic spectrum. Now, we use the fact that, at low energies, the physics is constrained around the Fermi points in order to simplify the interaction term in partition function (12), that in momentum space reads,

\[-\frac{1}{2} \int dk dk' dq \frac{V(q)}{2\pi} \bar{\psi}(k-q,t) \psi(k,t) \bar{\psi}(k'+q,t) \psi(k',t). \tag{14}\]

Here, quantities in real space and momentum space are related by,

\[ V(q) = \int dx V(x) e^{-iqx}, \]

\[ \psi(k,t) = \int dx \psi(x,t) e^{-ikx}, \]

where we considered a system of infinite length. The density-density interaction term (14) is represented by two particle-hole excitations: two particles with momentum \(k\) and \(k'\) are annihilated and two with momentum \(k-q\) and \(k'+q\) are created. At small energies, this leads to the three processes depicted in Fig. 4. All the three processes have small total momentum and energy; however, while single particle-hole excitations in the first two processes have small momenta, \(q \approx 0\), the ones in the third process have large momenta, \(q \approx \pm 2k_F\), as particles move to opposite Fermi points. It is then convenient to split the fermion fields in the relevant parts, close to the Fermi points, and irrelevant ones, away from them. 

---

\footnote{\(\leftrightarrow\) corresponds to \(\leftrightarrow\) in Ref. \cite{9}.}
from them,
\[
\psi(x, t) = \int \frac{dk}{2\pi} \psi(k, t) e^{ikx} = e^{ik_Fx} \int^{q_0/2} d\frac{k}{2\pi} \psi(k_F + k, t) e^{ikx} + e^{-ik_Fx} \int^{-q_0/2} d\frac{k}{2\pi} \psi(-k_F + k, t) e^{ikx} + \ldots
\]
(15)
where we introduced the momentum cut-off \(q_0\) around the Fermi points to delimit the relevant from the irrelevant parts, represented by the dots. Since \(\psi_+\) and \(\psi_-\) are only constituted by positive or negative momenta, they move respectively to the right and to the left; for this reason we call them right and left movers. Substituting decomposition (15) into partition function (12) we have,
\[
Z[u] = \int D[\bar{\psi}_\pm, \psi_\pm] e^{i\int_{r} d\bar{\psi}_\eta(r) (G^{-1}_\eta(r) - u_\eta(r)) \psi_\eta(r)} \times e^{-\frac{i}{2} \int_{r} d\bar{\psi}_\eta(r) \psi_\eta(r) g_{\eta\eta'}(r) \bar{\psi}_{\eta'}(r) \psi_{\eta'}(r)},
\]
(16)
where \(\eta = \pm 1\), \(r = (x, t)\), \(d\tau = dxdt\) and we defined the bare Green’s functions,
\[
G^{-1}_\eta(r) = i\partial_t + \eta iv_F \partial_x + \frac{\partial^2_x}{2m},
\]
(17)
and the interaction matrix,
\[
g_{\eta\eta'} = \begin{pmatrix} g_1 & g_2 \\ g_2 & g_4 \end{pmatrix},
\]
\[
g_4 \approx V(0),
\]
\[
g_2 \approx V(0) - V(2k_F).
\]
We also integrated over the fields far away from the Fermi points, represented by the dots in decomposition (15), as they contribute only through the quadratic free propagator to the normalisation of the partition function. We added external source fields, \(u_+(r)\) and \(u_-(r)\), coupled to the densities of right and left movers, \(\bar{\psi}_+(r)\psi_+(r)\) and \(\bar{\psi}_-(r)\psi_-(r)\), to keep track of what these quantities become after bosonization. Now, we decouple the interaction term using a Hubbard-Stratonovich transformation,
\[
Z[u] = \int D[\bar{\psi}_\pm, \psi_\pm] e^{i\int_{r} d\bar{\psi}_\eta(r) (G^{-1}_\eta(r) - \varrho_\eta(r)) \psi_\eta(r)} Z_+ [\varrho_+ + u_+] Z_- [\varrho_+ + u_-],
\]
where,
\[
Z_\eta[\varrho] = \int D[\bar{\psi}_\eta, \psi_\eta] e^{i\int_{r} d\bar{\psi}_\eta(r) (G^{-1}_\eta - \varrho) \psi_\eta},
\]
is the non-interacting part of the partition function. Here and in the following we often omit the \( r \) dependence of the fields. We make the shift \( \varrho \to \varrho - u \) and the partition function becomes,

\[
Z[u] = \int \mathcal{D}\varrho e^{\frac{i}{2} \int_{-\infty}^{\infty} \frac{d\varrho}{2\pi} (\varrho \eta - u \eta)} Z_+\varrho Z_-\varrho.
\]  

(18)

The presence of the inverse interaction term is problematic when the interaction is zero, in the case of free fermions. To avoid this, in the spirit of Ref. [21], we make a second Hubbard-Stratonovich transformation,

\[
Z[u] = \int \mathcal{D}\varrho e^{\frac{i}{2} \int_{-\infty}^{\infty} \frac{d\varrho}{2\pi} \frac{1}{2\pi} \alpha \xi_{\rho}^{\alpha} \varrho \eta - \frac{1}{2\pi} \xi_{\rho}^{\alpha} \xi_{\rho}^{\alpha}} Z_+\varrho Z_-\varrho,
\]  

(19)

where \( \xi_{\rho}^{\alpha} \) are called right and left chiral fields, prime denotes a position derivative, \( \xi' = \partial_x \chi \), and \( \tilde{Z}_\eta \) is the functional Fourier transform of \( Z_\eta \),

\[
\tilde{Z}_\eta[\chi_\eta] = \int \mathcal{D}\varrho e^{\frac{i}{2} \int_{-\infty}^{\infty} \frac{d\varrho}{2\pi} \frac{1}{2\pi} \alpha \xi_{\rho}^{\alpha} \varrho \eta \xi_{\rho}^{\alpha} - \frac{1}{2\pi} \xi_{\rho}^{\alpha} \xi_{\rho}^{\alpha}} Z_\eta[\varrho_\eta].
\]  

Z[\varrho] = \int \mathcal{D}[\bar{\psi}_\eta, \psi_\eta] e^{\int_{-\infty}^{\infty} dr \bar{\psi}_\eta [G^{-1}_\eta]_{\beta\alpha} \psi_\eta},
\]  

(20)

where \( [G^{-1}_\eta]_{\beta\alpha}(x, t) = \delta^{ab}G^{-1}_{\eta}G^{\beta\alpha}(x, t) \) is the inverse Green’s function and \( \varrho_\eta^a = \delta^{ab} \varrho_\eta^b + \sigma^a \varrho_\eta^b \), For brevity, we omit the classical and quantum indices in the integration measure and we introduce the covariant-like notation \( \varrho_\alpha = \sigma^\alpha_\beta \varrho_\beta \), where \( \sigma^\alpha_\beta \) is the first Pauli matrix. We also omitted the infinitesimally small Keldysh component, \( [G^{-1}_\eta]_{ab} \). Here and in the following we include the normalisation factor of the partition function in the integration measure and use the fact that \( Z = 1 \) in absence of quantum sources. We evaluate \( Z[\varrho] \)

\[\text{The derivative also contributes to the normalisation of the partition function, that we include in the integration measure.}\]
by integrating over right and left movers,

$$Z_\eta[\bar{\varrho}_\eta] = \frac{\det(-iG^{-1}_\eta + i\varrho_\eta)}{\det(-iG^{-1}_\eta)} \begin{equation} \tag{21} \end{equation} = e^{\text{Tr} \log(-iG^{-1}_\eta + i\varrho_\eta) - \text{Tr} \log(-iG^{-1}_\eta)} = e^{\text{Tr} \log(1 - G_\eta \circ \varrho_\eta)} ,$$

where the compact notation means,

$$\varrho_\eta = \varrho^{ab}_\eta(r)\delta^2(r - r') , \quad G^{-1}_\eta = [G^{-1}_\eta]^{ab}(r)\delta^2(r - r') , \quad G_\eta = G^{ab}_\eta(r - r') .$$

Here $G_\eta$ is the right or left movers Green’s function and $\circ$ denotes convolution with respect to position and time. Substituting result (21) into the second line of Eq. (20), we have,

$$\tilde{Z}_\eta[\chi_\eta] = \int D\varrho_\eta e^{i\int dr \frac{1}{2} \chi^*_\eta \varrho_\eta + \text{Tr} \log(1 - G_\eta \circ \varrho_\eta)} . \begin{equation} \tag{22} \end{equation}$$

The trace of the logarithm can be expanded in the usual way \cite{25}, leading to the n-particle vertices for the field $\varrho_\eta$. 

Figure 5: Diagrammatic representation of series (23). The wavy lines represent the fields $\varrho_\eta$’s and the solid lines the fermionic Green’s functions, $G_\eta$’s. The fermionic loops $\Gamma_{n,\eta}$ are given by Eq. (24).
\[-\text{Tr} \log(1 - G_\eta \circ \varrho_\eta) = \text{Tr}(G_\eta \circ \varrho_\eta) + \frac{1}{2} \text{Tr}(G_\eta \circ \varrho_\eta \circ G_\eta \circ \varrho_\eta) + \ldots \]

\[= \sum_{n \geq 1} \frac{1}{n} \int dr_1 \ldots dr_n \Gamma_{\eta,n}^{\alpha_1, \ldots, \alpha_n}(r_1, \ldots, r_n) \varrho_{\eta}^{\alpha_1}(r_1) \ldots \varrho_{\eta}^{\alpha_n}(r_n). \quad (23)\]

The interaction vertex is,

\[\Gamma_{\eta,n}^{\alpha_1, \ldots, \alpha_n}(r_1, \ldots, r_n) = \sigma_{\alpha_1 a_1, a_1'} \sigma_{\alpha_2 a_2, a_2'} \sigma_{\alpha_3 a_3, a_3'} \ldots \sigma_{\alpha_n a_n, a_n'} G_{\eta n}^{a_n a_1}(r_n - r_1), \quad (24)\]

where \(\sigma_{\alpha a, a'} = \delta_{\alpha, c_\eta} \delta_{a a'} + \delta_{\alpha, \eta} \sigma_{1 a a'}^c\). Series (23) is represented by means of the Feynman diagrams in Fig. The wavy lines represent the fields \(\varrho_\eta\)'s and the solid lines the free fermion Green functions, \(G_\eta\)’s. The first term of the series, known as tadpole diagram, is \(\sim \int dr \varrho_{\eta}^0(r)\) and just contributes to the homogeneous density of the system [26]. We omit it by measuring the density from its constant homogeneous value. The second term of the series, known as polarisation diagram, contributes to the free propagator of \(\varrho_\eta\) and is the leading contribution in the bosonization procedure. The rest of the terms, \(n \geq 3\), are the non-linear diagrams, generating interactions between the fields \(\varrho_\eta\)'s. Although the series of diagrams is infinite, in the limit of low energies non-linear corrections become smaller compared to the polarisation diagram, as we will see in the following. We proceed by considering the lowest approximation, that is, the polarisation diagram.

### 3.2 Linear spectrum

The lower the energy, the lower the momentum and the smaller the relevant region around the Fermi points. This means that we may choose a smaller cut-off, \(q_0\). The spectrum with the cut-off around the right Fermi point is represented in Fig. The dashed line in the figure represents the linearised spectrum around the right Fermi point and it is clear that the smaller the cut-off, the smaller the contribution of the curvature. Then, in the limit \(q_0 \ll m v_F\), in first approximation we may neglect the curvature. To do so, we consider the fermionic spectrum with momentum centred around the right or left Fermi points, \(\pm p_F\),

\[\varepsilon(p) = \frac{p^2}{2m} - \varepsilon_F \rightarrow \varepsilon_\eta(p) = \frac{(p - \eta p F)^2}{2m} - \frac{p_F^2}{2m} = \eta v_F p + \frac{p^2}{2m}.\]

The linear approximation amounts to neglecting the quadratic term, retaining only the linear one,

\[\varepsilon_\eta(p) \approx \eta v_F p.\]
Figure 6: Linearisation of the spectrum, \( \varepsilon(p) = v_F p + p^2 / 2m \), around the right Fermi point. The dashed line represents the linearised spectrum, \( \varepsilon(p) = v_F p \), and \( q_0 \) is the cut-off introduced in the decomposition of the fermionic field into left and right movers, Eq. (15).

In the case of linear spectrum, Dzyaloshinski and Larkin proved that in equilibrium only the first two diagram in Fig. 5 are non-zero, that is, \( \Gamma_{\eta,n} = 0 \) for \( n \geq 3 \) in Eqs. (23) and (24) [27]. This statement goes by the name of the Dzyaloshinski-Larkin theorem. In the non-equilibrium case, an infinite series of non-linear terms in the quantum field is present, leading to an expansion in noise cumulants [20]. However, we neglect these terms by considering small deviations from equilibrium. Taking the linear spectrum approximation and using the Dzyaloshinski-Larkin theorem, Eq. (22) becomes,

\[ \tilde{Z}_\eta[\chi_\eta] = \int D\eta e^{\frac{i}{2} \int \chi_\eta^\dagger \chi_\eta^\alpha \Pi_{\eta}^{\alpha\beta}(r-r') \phi_\eta^\beta(r') - \frac{1}{2} \int \phi_\eta^\alpha(r) \Pi_{\eta}^{-1}(r-r') \phi_\eta^\beta(r')} \]

where,

\[ i\Pi_{\eta}^{\alpha\beta}(r) = \Gamma_{\alpha\beta,2,\eta}(r-r) = \begin{pmatrix} 0 & i\Pi_{\eta}^{A}(r) \\ i\Pi_{\eta}^{R}(r) & i\Pi_{\eta}^{K}(r) \end{pmatrix} \]

(25)

is the polarisation function of free fermions and,

\[ i\Pi_{\eta}^{R}(x, t) = [i\Pi_{\eta}^{A}(x, -t)]^* = G_{\eta}^{R}(x, t)G_{\eta}^{K}(x, -t) + G_{\eta}^{K}(x, t)G_{\eta}^{A}(x, -t) \]

\[ i\Pi_{\eta}^{K}(x, t) = G_{\eta}^{K}(x, t)G_{\eta}^{K}(x, -t) + G_{\eta}^{R}(x, t)G_{\eta}^{A}(x, -t) + G_{\eta}^{A}(x, t)G_{\eta}^{R}(x, -t) - (G_{\eta}^{R}(x, t) - G_{\eta}^{A}(x, t)) (G_{\eta}^{R}(x, t) - G_{\eta}^{A}(x, t)) \]
where in the last line we used,
\[
G^R_\eta(x, t)G^R_\eta(-x, -t) = 0, \\
G^A_\eta(x, t)G^A_\eta(-x, -t) = 0, 
\] (26)
since their support is of null dimension [9]. The polarisation function is easier to calculate in the Fourier representation,
\[
g^\alpha_\eta(x, t) = \int \frac{dq}{2\pi} \frac{d\omega}{2\pi} g^\alpha_\eta(q, \omega) e^{iqx - i\omega t},
\]
that gives,
\[
\tilde{Z}_\eta[\chi_\eta] = \frac{1}{\sqrt{\det i\Pi_\eta}} e^{i \int \frac{dq}{2\pi} \frac{d\omega}{2\pi} \frac{1}{2} \chi_\eta(q, \omega) \frac{d^2}{d^2} \left[ \Pi^{-1}_\eta \right]^{\alpha\beta}(q, \omega) \chi_\eta(\alpha, \beta, q, \omega)}, 
\] (27)
where,
\[
\Pi^R_\eta(q, \omega) = \left[ \Pi^A_\eta(q, \omega) \right]^* \\
\Pi^K_\eta(q, \omega) = -i \int \frac{dk}{2\pi} \frac{d\epsilon}{2\pi} \left[ G^R_\eta(k + q, \epsilon + \omega)G^K_\eta(k, \epsilon) + G^K_\eta(k + q, \epsilon + \omega)G^A_\eta(k, \epsilon) \right] \\
= -i \int \frac{dk}{2\pi} \left( F(\epsilon_\eta(k)) - F(\epsilon_\eta(k + q)) \right) \int \frac{d\epsilon}{2\pi} G^R_\eta(k + q, \epsilon + \omega)G^A_\eta(k, \epsilon),
\]
Here we used the fluctuation-dissipation theorem to express the Keldysh component in terms of retarded and advanced ones,
\[
G^K_\eta(k, \epsilon) = F(\epsilon) \left( G^R_\eta(k, \epsilon) - G^A_\eta(k, \epsilon) \right) \\
= F(\epsilon_\eta(k)) \left( G^R_\eta(k, \epsilon) - G^A_\eta(k, \epsilon) \right).
\]
We also used the fact that Eqs. (26) imply,
\[
\int \frac{d\epsilon}{2\pi} G^R_\eta(k + q, \epsilon + \omega)G^R_\eta(k, \epsilon) = 0, \\
\int \frac{d\epsilon}{2\pi} G^A_\eta(k + q, \epsilon + \omega)G^A_\eta(k, \epsilon) = 0.
\]
Using the thermal equilibrium average occupation, $F(\varepsilon) = \tanh(\frac{\varepsilon}{2T})$, and integrating over $\varepsilon$, the retarded component of the polarisation function becomes,

$$\Pi^R_\eta(q, \omega) = \frac{1}{\omega - \eta q + i0} \int \frac{dk}{2\pi} \left[ \tanh \left( \eta \frac{v_F k + v_F q}{2T} \right) - \tanh \left( \eta \frac{v_F k}{2T} \right) \right]$$

$$= \frac{\eta}{\pi} \frac{q}{\omega - \eta q + i0},$$

and the Keldysh component,

$$\Pi^K_\eta(q, \omega) = -i\delta(\omega - \eta v_F q) \int dk \left[ 1 - \tanh \left( \eta \frac{v_F k + v_F q}{2T} \right) \tanh \left( \eta \frac{v_F k}{2T} \right) \right]$$

$$= -i\delta(\omega - \eta v_F q) \coth \left( \frac{v_F q}{2T} \right) \int dk \left[ \tanh \left( \eta \frac{v_F k + v_F q}{2T} \right) - \tanh \left( \eta \frac{v_F k}{2T} \right) \right]$$

$$= -2i q \coth \left( \frac{v_F q}{2T} \right) \delta(\omega - \eta v_F q),$$

where in the second line we used the identity,

$$1 - \tanh(a) \tanh(b) = \coth(a - b) \left[ \tanh(a) - \tanh(b) \right].$$

Summarising, retarded, advanced and Keldysh Green’s functions are,

$$\Pi^{R,A}_\eta(q, \omega) = \frac{\eta}{\pi} \frac{q}{\omega - \eta v_F q \pm i0},$$

$$\Pi^K_\eta(q, \omega) = -2i q \coth \left( \frac{v_F q}{2T} \right) \delta(\omega - \eta v_F q),$$

where, as before, we omitted the infinitesimally small Keldysh component \[^9\]. Substituting the inverse Green’s function in Eq. \[^27\] we have,

$$\tilde{Z}_\eta[\chi_\eta] = \frac{1}{\sqrt{\det i\Pi_\eta}} e^{i \int d\omega \frac{d^2 q}{2\pi} \frac{1}{2} \chi^\dagger_\eta(q, \omega) D^{-1}\eta(q, \omega) \chi_\eta(q, \omega)},$$

where, as before, we omitted the infinitesimally small Keldysh component \[^9\]. Substituting the inverse Green’s function in Eq. \[^27\] we have,
where we defined the propagator of the chiral fields without the contribution \( \sim g_{\eta\eta}' \) from the density-density interactions of fermions (see first line of Eq. (20)) as,

\[
D^{-1}_{0,\eta}(q, \omega) = \frac{q^2}{\pi^2} \Pi^{-1}_\eta(q, \omega) = \frac{\eta}{\pi} q(\omega - \eta v_F q).
\]

Fourier transforming back to position and time, the partition function becomes,

\[
Z_\eta[u] = \frac{1}{\sqrt{\det i \Pi_\eta}} e^{i \int dr \frac{1}{2} \chi_\eta^\alpha(r) D^{-1}_{0,\eta}(r) \chi_\eta^{\alpha}(r)},
\]  

(29)

where,

\[
D^{-1}_{0,\eta}(r) = \frac{\eta}{\pi} \partial_x(\partial_t + \eta v_F \partial_x),
\]

(30)

Finally, substituting Eqs. (29) into the first line in Eq. (20), we find the bosonized partition function of fermions with linear spectrum,

\[
Z[u] = \int D\chi_{\pm} e^{i \int dr \left[ \frac{1}{2} \chi_{\eta}^\alpha D^{-1}_{\eta\eta'}(r) \chi_{\eta'}^{\alpha} - \frac{1}{2} \chi_{\eta}^\alpha u_{\eta'} \right]},
\]  

(31)

where the chiral fields propagator is,

\[
D^{-1}_{\eta\eta'}(r) = \delta_{\eta\eta'} D^{-1}_{0,\eta}(r) + \frac{1}{\pi} \frac{g_{\eta\eta'}}{2\pi} \partial_x^2.
\]

(32)

The first thing that we note is that the exponent of partition function (31) is quadratic in \( \chi_{\pm} \). As hinted at the beginning of the section, this is a major advantage of bosonization: we started with a system of interacting electrons and we ended up with a quadratic low-energy theory that allows for exact analytical results. Thanks to the external source \( u_\eta \) we can relate the right and left chiral fields with right and left movers by comparing Eqs. (16) and (31), to obtain the correspondence\(^6\)

\[
\bar{\psi}_\eta \psi_\eta \longleftrightarrow \frac{1}{2\pi} \partial_x \chi_\eta.
\]  

(33)

This means that \( \frac{1}{2\pi} \partial_x \chi_\pm \) has the meaning of density of right and left movers. Partition function (31) is not the usual form found in literature [6]. The usual form corresponds to the expression in parenthesis of Eq. (3) and, to obtain it, we make the transformation,

\[
\chi_\pm = \theta \pm \phi,
\]  

(34)

\(^6\)Note that in this definition we dropped the Keldysh indices by writing the fields in the closed time contour, \( \leftrightarrow \), in order to meet the standard definitions found in literature [4, 5, 6, 7]. We also removed a factor 2 multiplying \( \partial_x \chi_\eta^\alpha /2\pi \) that appears Keldysh formalism (See also Ref. [9]). We will refer again to this footnote, for example for the fields \( \theta \) and \( \phi \).
and find the Tomonaga-Luttinger liquid partition function,

\[
Z[u] = \int D\theta D\phi e^{i \int dr \left( \theta^\alpha \left( \frac{c}{\pi K} \frac{\partial^2}{\partial x^2} + \frac{1}{\pi} \frac{\partial}{\partial x} - \frac{K}{\pi} \frac{\partial^2}{\partial t^2} \right) - \frac{2}{\pi} \frac{\partial}{\partial x} \phi^\alpha \right) \left( \theta^\alpha \right) - \frac{2}{\pi} \frac{\partial}{\partial x} \phi^\alpha \left( \phi^\alpha \right) - \frac{u_{\theta^\alpha}}{u_{\phi^\alpha}} \right)}
\]  

(35)

where we defined,

\[
c = \sqrt{\left( \frac{v_F + \frac{g_4}{2\pi}}{2\pi} \right)^2 - \left( \frac{g_2}{2\pi} \right)^2},
\]

\[
K = \sqrt{\frac{v_F + \frac{g_4}{2\pi} - \frac{g_2}{2\pi}}{v_F + \frac{g_4}{2\pi} + \frac{g_2}{2\pi} + \frac{v_F}{2\pi}}}
\]  

(36)

Note that \( c \approx v_F \) and \( K \approx 1 \) because the initial fermions are weakly interacting. We also defined the new source fields coupled to \( \theta \) and \( \phi \) in terms of the ones coupled to \( \chi^\pm \) as,

\[
u_{\theta,\phi} = \frac{u_+ \pm u_-}{2}
\]

Relation (33) is now updated to,

\[
\bar{\psi}_+ \psi_+ + \bar{\psi}_- \psi_- \leftrightarrow \frac{1}{\pi} \frac{\partial}{\partial x} \theta.
\]

\[
\bar{\psi}_+ \psi_+ - \bar{\psi}_- \psi_- \leftrightarrow \frac{1}{\pi} \frac{\partial}{\partial x} \phi.
\]  

(37)

The first line is the sum of the densities of right and left movers, which defines the non-homogeneous part of the density. Remembering that we are measuring the non-homogeneous part of the density from its homogeneous part, we find that \( \frac{1}{\pi} \frac{\partial}{\partial x} \theta \) measures the density fluctuations (in the low-energy limit). The term \( \phi^\alpha \frac{1}{\pi} \frac{\partial}{\partial x} \left( \frac{1}{\pi} \frac{\partial}{\partial x} \theta^\alpha \right) \) in partition function (35) is the term of the Legendre transform that relates the Lagrangian and the Hamiltonian, such as \( p \dot{x} \) in \( L = p \dot{x} - H \) in quantum mechanics. Then, in the same way \( p \) is conjugate to \( x \), we deduce that \( \phi \) is the phase conjugate to the density \( \frac{1}{\pi} \frac{\partial}{\partial x} \theta \). We conclude that we have obtained the hydrodynamic formalism given by the Luttinger liquid Hamiltonian, Eq. (3), without the non-linear corrections and the constant energy term. Therefore, the the parameter \( c \) and \( K \) in Eq. (36) are the speed of sound and the Luttinger parameter. From the second line of Eq. (37) and Eq. (2) we also find that the low-energy velocity field in terms of right and left movers is \( v = \frac{2}{m} \left( \bar{\psi}_+ \psi_+ - \bar{\psi}_- \psi_- \right) \).

\footnote{For the comparison, note that there is an additional factor 2 multiplying the Lagrangian in the Keldysh formalism.}
3.3 Non-linear corrections

In the last subsection we derived the linear bosonization, corresponding to the first two diagrams of Fig. 5. The first diagram was omitted by measuring the density from its homogeneous value and the second diagram led to a quadratic low-energy theory of hydrodynamic excitations. As part of the original contributions of this work, in this sub-section we derive the first non-linear correction to linear bosonization, the three-leg diagram in Fig. 5 within the Keldysh functional integral. We show that perturbation theory in the spectrum curvature works well to derive the three-leg correction. We check this result using a more rigorous approach based on the Matsubara formalism, derived in Appendix A, where we also derive the four-leg correction and formulate a conjecture for all other terms.

The non-linear part of series \( 23 \), given by the sum with \( n \geq 3 \), that we denote as \( M_\eta[\varrho_\eta^n] \), can be reformulated using the knowledge of the polarisation diagram. We split linear and non-linear parts of \( \text{Tr} \log(1 - G_\eta \circ \varrho_\eta) \) in \( 22 \),

\[
\tilde{Z}_\eta[\chi_\eta] = \int \mathcal{D} \varrho_\eta e^{i \int dr \frac{1}{\pi} \chi_\eta^\alpha \varrho_\eta^\alpha - \frac{1}{2} \int dr dr' \varrho_\eta_0^\alpha(r-r')\varrho_\eta_0^\alpha(r') - M_\eta[\varrho_\eta^n],
\]

and express the non-linear term, \( M_\eta[\varrho_\eta^n] \), in terms of the functional Fourier transform field, \( \chi_\eta^\alpha \), by substituting \( \varrho_\eta^\alpha \) with \( -i\pi \frac{\delta}{\delta \chi_\eta^\alpha} \) and moving \( M_\eta[-i\pi \frac{\delta}{\delta \chi_\eta^\alpha}] \) in front of the integral,

\[
\tilde{Z}_\eta[\chi_\eta] = e^{-M_\eta[-i\pi \frac{\delta}{\delta \chi_\eta^\alpha}]} \int \mathcal{D} \varrho_\eta e^{i \int dr \frac{1}{2} \chi_\eta^\alpha \varrho_\eta^\alpha - \frac{1}{2} \int dr dr' \varrho_\eta_0^\alpha(r-r')\varrho_\eta_0^\alpha(r')} = e^{-M_\eta[-i\pi \frac{\delta}{\delta \chi_\eta^\alpha}]} e^{i \int dr \frac{1}{2} \chi_\eta^\alpha D_{0, \eta}^{-1} \chi_\eta^\alpha} \left[ e^{-i \int dr \frac{1}{2} \chi_\eta^\alpha D_{0, \eta}^{-1} \chi_\eta^\alpha} e^{-M_\eta[-i\pi \frac{\delta}{\delta \chi_\eta^\alpha}]} e^{i \int dr \frac{1}{2} \chi_\eta^\alpha D_{0, \eta}^{-1} \chi_\eta^\alpha} \right],
\]

where in the second line we integrated over \( \varrho_\eta \) and used the linear bosonization results \( 29 \) and \( 30 \) and in the third line we multiplied and divided by \( e^{i \int dr \frac{1}{2} \chi_\eta^\alpha D_{0, \eta}^{-1} \chi_\eta^\alpha} \). Expanding the first term in a Taylor series in \( -i\pi \frac{\delta}{\delta \chi_\eta^\alpha} \) and inserting \( 1 = e^{i \int dr \frac{1}{2} \chi_\eta^\alpha D_{0, \eta}^{-1} \chi_\eta^\alpha} e^{-i \int dr \frac{1}{2} \chi_\eta^\alpha D_{0, \eta}^{-1} \chi_\eta^\alpha} \) between each derivative, we obtain the shift \( -i\pi \frac{\delta}{\delta \chi_\eta^\alpha} \to -\eta \partial_\eta \chi_\eta^\alpha - i\pi \frac{\delta}{\delta \chi_\eta^\alpha} \), where we defined,

\[
\partial_\eta = \partial_t + \eta \nu_\pi \partial_x,
\]

that leads to,

\[
\tilde{Z}_\eta[\chi_\eta] = e^{i \int dr \frac{1}{2} \chi_\eta^\alpha D_{0, \eta}^{-1} \chi_\eta^\alpha - M_\eta[-\eta \partial_\eta \chi_\eta^\alpha - i\pi \frac{\delta}{\delta \chi_\eta^\alpha}].
\]}
Figure 7: Example of contraction of two legs of the five-loop caused by the replacement of $\sim \chi_\eta^\alpha$ by $\sim \frac{\delta}{\delta \chi_\eta^\alpha}$ inside $M_\eta$ in partition function (38). The contraction gives a correction to the semiclassical three-loop shown in Fig. 5.

Inserting this result in the first line of Eq. (20) and using Eq. (32) we find,

$$Z[u] = \int D\chi \pm e^{i \int dr \left[ \frac{1}{2} \chi_\eta^\alpha D^{-1}_{\eta \eta'} \chi_\eta^\alpha - \frac{i}{\hbar} \partial_x \chi_\eta^\alpha u_{\eta \eta'} - \sum_\eta M_\eta[-\eta \partial_x \chi_\eta^\alpha - i\pi \frac{\delta}{\delta \chi_\eta^\alpha}] \right]}.$$ (38)

This partition function contains two contributions in the exponent: the first term is the linear contribution found previously and the second term is the non-linear contribution. The argument of $M_\eta$ is the sum of two terms, $\sim \chi_\eta^\alpha$ and $\sim \frac{\delta}{\delta \chi_\eta^\alpha}$. Let us explore what this means by considering the fifth power in the expansion of $M_\eta$ from Eq. (23). If the derivative term, $\sim \frac{\delta}{\delta \chi_\eta^\alpha}$, were not present, we would have a term proportional to the product of five fields $\chi_\eta \chi_\eta \chi_\eta \chi_\eta \chi_\eta$, where we omitted variables and indices for brevity. The presence of $\sim \frac{\delta}{\delta \chi_\eta^\alpha}$ summed to $\sim \chi_\eta^\alpha$ in the power series, means that we consider terms where $\sim \chi_\eta^\alpha$ is replaced by $\sim \frac{\delta}{\delta \chi_\eta^\alpha}$, such as $\sim \chi_\eta \chi_\eta \chi_\eta \frac{\delta}{\delta \chi_\eta^\alpha} \chi_\eta \sim \chi_\eta \chi_\eta \chi_\eta$, where in the second step we acted with the derivative. Following this example, we see that replacing $\sim \chi_\eta^\alpha$ with $\sim \frac{\delta}{\delta \chi_\eta^\alpha}$ in the power series expansion of $M_\eta$ amounts to reducing by two the number of fields in each term. By doing the explicit calculation it is easy to show that this generates contractions between pairs of fields $\chi_\eta^\alpha$, as shown in Fig. 7 in the case of five fields. Because contractions between pairs of fields generate quantum corrections [26], neglecting the derivative in the argument of $M_\eta$ amounts to discarding quantum corrections, leading to a semiclassical approximation. Moreover, as we show in Appendix A, the quantum corrections are small for small momenta and, because we are considering the case $q \ll mc$, we can neglect them by dropping the term $\sim \frac{\delta}{\delta \chi_\eta}$,

$$M_\eta[-\eta \partial_x \chi_\eta^\alpha - i\pi \frac{\delta}{\delta \chi_\eta^\alpha}]_{\text{semiclassical}} \approx M_\eta[-\eta \partial_x \chi_\eta^\alpha].$$

In the semiclassical approximation, we start exploring the first non-linear correction in
$M_\eta$, that is, the three-leg vertex, whose additional term to the action is,

$$S_{nl}[\chi_\eta^a] = \frac{\hbar}{3} \int dr_1 dr_2 dr_3 \Gamma_{3,\eta}^{\alpha_1\alpha_2\alpha_3}(r_1, r_2, r_3) \partial_\eta \chi_\eta^{\alpha_1}(r_1) \partial_\eta \chi_\eta^{\alpha_2}(r_2) \partial_\eta \chi_\eta^{\alpha_3}(r_3). \quad (39)$$

More specifically, since the main contribution in the semiclassical approximation is given by the equation of $\chi_\eta^{cl}$ [2], we need the product of two classical fields and one quantum field,

$$S_{nl}[\chi_\eta^a] = \frac{\hbar}{3} \int dr_1 dr_2 dr_3 \Gamma_{3,\eta}^{\text{clclq}}(r_1, r_2, r_3) \partial_\eta \chi_\eta^{cl}(r_1) \partial_\eta \chi_\eta^{cl}(r_2) \partial_\eta \chi_\eta^{q}(r_3), \quad (40)$$

where the vertex is,

$$\Gamma_{3,\eta}^{\text{clclq}}(r_1, r_2, r_3) = G_\eta^R(r_1 - r_2)G_\eta^K(r_2 - r_3)G_\eta^R(r_3 - r_1) + G_\eta^K(r_1 - r_2)G_\eta^A(r_2 - r_3)G_\eta^R(r_3 - r_1) + G_\eta^A(r_1 - r_2)G_\eta^A(r_2 - r_3)G_\eta^K(r_3 - r_1).$$

To calculate the vertex we Fourier transform,

$$-\frac{i\hbar}{3} \int dQ_1 dQ_2 \Gamma_{3,\eta}^{\text{clclq}}(Q_1, Q_2)(\omega_1 - \eta c q_1)\chi_\eta^{cl}(Q_1)(\omega_2 - \eta c q_2)\chi_\eta^{cl}(Q_2) \times (\omega_1 + \omega_2 - \eta c(q_1 + q_2))\chi_\eta^{q}(-Q_1 - Q_2),$$

where we use the shorthand notation $Q_i = (q_i, \omega_i)$ and,

$$\Gamma_{3,\eta}^{\text{clclq}}(Q_1, Q_2) = \int \frac{dk\,d\epsilon}{2\pi^2} \left[ G_\eta^R(K)G_\eta^K(K + Q_1)G_\eta^R(K + Q_1 + Q_2) + G_\eta^K(K)G_\eta^A(K + Q_1)G_\eta^R(K + Q_1 + Q_2) + G_\eta^A(K)G_\eta^A(K + Q_1)G_\eta^K(K + Q_1 + Q_2) \right].$$

Integrating over $\epsilon$ we have,

$$\Gamma_{3,\eta}^{\text{clclq}}(Q_1, Q_2) = \int \frac{dk}{2\pi} \left[ \frac{\tanh(\epsilon_\eta(k + q_1)/2T)}{[\omega_1 - \epsilon_\eta(k + q_1) + \epsilon_\eta(k)][\omega_2 - \epsilon_\eta(k + q_1 + q_2) + \epsilon_\eta(k + q_1)] \tanh(\epsilon_\eta(k)/2T)} + \frac{[\omega_1 - \epsilon_\eta(k + q_1) + \epsilon_\eta(k)][\omega_1 + \omega_2 - \epsilon_\eta(k + q_1 + q_2) + \epsilon_\eta(k)]}{\tanh(\epsilon_\eta(k + q_1 + q_2)/2T)} + \frac{[\omega_2 - \epsilon_\eta(k + q_1 + q_2) + \epsilon_\eta(k + q_1)][\omega_1 + \omega_2 - \epsilon_\eta(k + q_1 + q_2) + \epsilon_\eta(k)]}{\tanh(\epsilon_\eta(k + q_1 + q_2)/2T)} \right],$$

where $\epsilon_\eta(k) = \eta ck + k^2/2m$. We split the first term using the identity $1/ab = (1/a +
We expand the integral up to the second power in the small spectrum curvature, which, as we saw previously, is equivalent to a small momentum expansion, \( q \ll k_F \). This expansion is convergent term by term and the first two are calculated more rigorously in Appendix A using the Matsubara formalism. As the vertices are symmetric for the exchange of external legs, we consider only their symmetrised part. The zero order symmetrised term in \( 1/m \) is zero, consistent with the Dzyaloshinski-Larkin theorem. Up to the third order we have,

\[
\Gamma_{3,\eta}^{\text{ch}}(Q_1, Q_2) = -\frac{i\eta}{2\pi m} \frac{q_1 q_2 (q_1 + q_2)}{(\omega_1 - \eta c q_1) (\omega_2 - \eta c q_2) (\omega_1 + \omega_2 - \eta c (q_1 + q_2))} + \mathcal{O}(m^{-3}) .
\]

This result is already symmetric and does not need symmetrisation. We also multiplied by a factor 3, as there are three ways of choosing the quantum field in Eq. (39). We note the absence of the second order term in \( m^{-1} \). Then, Eq. (40) becomes,

\[
i S_{\text{nl}}[\chi^\eta_n] \approx \frac{1}{2\pi m} \int dQ_1 dQ_2 q_1 \chi_{\eta}^{cl}(Q_1) q_2 \chi_{\eta}^{cl}(Q_2) (q_1 + q_2) \chi_{\eta}^n(-Q_1 - Q_2) .
\]

Taking the Fourier transform we have,

\[
S_{\text{nl}}[\chi^\eta_n] = -\frac{1}{2\pi m} \int dr \left( \chi_{\eta}^{cl}(r) \right)^2 \chi_{\eta}^n(r) ,
\]

and adding this term to the quadratic part of the action in partition function (31), we have,

\[
Z[u] = \int D\chi \exp i \int dr \left[ \frac{1}{2} \chi_{\eta}^\alpha D_{\eta\eta'} \chi_{\eta'}^\alpha - \frac{1}{2\pi m} \left( \chi_{\eta}^{cl} \right)^2 - \frac{1}{\pi} \chi_{\eta}^n u_{\eta\alpha} \right] .
\]

Moreover, in the \( \theta - \phi \) representation the non-linear term (41) becomes,

\[
S_{\text{nl}}[\theta^\eta, \phi^\eta] = -\frac{1}{\pi m} \int dr \left\{ \left( \left( \theta^{cl}(r) \right)^2 + \left( \phi^{cl}(r) \right)^2 \right) \theta^n(r) + 2 \theta^{cl}(r) \phi^{cl}(r) \phi^n(r) \right\} .
\]

For the chiral fields, \( \chi_{\pm} \), and the phase fields, \( \theta \) and \( \phi \), the mass curvature, \( m^{-1} \), becomes the parameter that control the interaction.
The three-leg correction, being proportional to the mass curvature, is smaller and smaller the closer we are to the Fermi points or the smaller the cut-off, $q_0$, is, as can be understood by Fig. 6. This fact, however, does not exclude the presence of higher non-linear terms, such as the four-leg diagram in Fig. 5. To exclude them, we have to show that higher non-linear terms are smaller than the three-leg term in the mass curvature. In support of this fact, at zero temperature, we have the Dzyaloshinski-Larking theorem discussed previously. But, we can have a better feel by using dimensional analysis. By rescaling the $n$-leg contribution, Eq. (24), by the characteristic energy and momentum of the system, $mv_F^2$ and $mv_F$, we find that the $n$-loop behaves as $\tilde{\Gamma}_n \sim (mv_F^2)^{-(n-2)}$, where we defined $\tilde{\Gamma}_{n,\eta}$ as the symmetrised $n$-leg vertex for a correct treatment of $n$-loops, as seen in Appendix A. In turn, we have $\tilde{\Gamma}_{n+1}/\tilde{\Gamma}_n \sim m^{-1}$, that means that for a smaller spectrum curvature, $m^{-1}$, higher $n$-loop corrections become increasingly weaker. At finite but small temperatures, $T \ll mv_F^2$, the result must be consistent with the one at zero temperature in the limit of $T \to 0$, which implies that the thermal corrections to the $n$-loop can only have positive powers of the temperature, $\tilde{\Gamma}_n \sim T^\ell$, $\ell \geq 1$. Putting the zero and finite temperature dimensional analysis together, we conclude that the $n$-loop can only contain terms of the type,

$$\tilde{\Gamma}_n \sim (mv_F^2)^{-(n-2)} \left( \frac{T}{mv_F^2} \right)^\ell, \quad \ell \geq 0$$

and the term with $\ell = 0$ corresponds to the zero temperature contribution. So, in first approximation in $T/mv_F^2 \ll 1$, we have a small temperature extension of the Dzyaloshinski-Larking theorem,

1. $\tilde{\Gamma}_n = \mathcal{O}(m^{-(n-2)})$ for $m^{-1} \to 0$;
2. $\tilde{\Gamma}_n$ does not depend on temperature at the lowest order in $m^{-1}$, that is, $m^{-(n-2)}$.

We verify this result in Appendix A for the three-, four- and five-loop and find $\tilde{\Gamma}_3 = \mathcal{O}(m^{-1})$, $\tilde{\Gamma}_4 = \mathcal{O}(m^{-2})$ and $\tilde{\Gamma}_5 = \mathcal{O}(m^{-3})$. Moreover, in the expansion in powers of $m^{-1}$, the first non-zero terms, respectively proportional to $\tilde{\Gamma}_3 \sim m^{-1}$, $\tilde{\Gamma}_4 \sim m^{-2}$ and $\tilde{\Gamma}_5 \sim m^{-3}$, are temperature independent.

Within this argument, successive terms of series (23), given by fermionic loops with an increasing number of phononic external legs as in Fig. 5, are smaller and smaller in the spectrum curvature or closer to the Fermi points, justifying the dropping of loops with more than three legs for small momenta.

Note that the characteristic energy and momentum coming from the fermionic interaction terms, $\sim g_2$ and $\sim g_4$, do not participate in the evaluation of the $n$-loop corrections.
4 Boson hydrodynamics

In the previous section we derived a low-energy hydrodynamic description of weakly interacting fermionic particles in one dimension using the technique of functional bosonization. In this section, we derive the low-energy hydrodynamic description of bosonic particles with repulsive contact interaction in the limits of weak and strong interaction.

The Lagrangian of the system is,

$$L[\bar{\varphi}, \varphi] = \int dx \left[ i\partial_t \varphi + \frac{1}{2m} \partial_x^2 \varphi + \mu - \frac{g}{2} (\bar{\varphi}\varphi)^2 \right],$$  

where $\varphi(x,t)$ is the bosonic particle field, $m$ is the mass of the particle, $\mu$ the chemical potential and $g$ the interaction strength of the density-density interaction. The system described by Lagrangian (43) is homogeneous as it is not subject to any external potential. Then, we consider the mean homogeneous density of the system, $n$, and distinguish two cases [28, 14]:

1. Weak interaction or high density, $mg \ll n$;
2. Strong interaction or low density, $mg \gg n$ (Tonks-Girardeau gas)\(^9\)

We start from the simpler case of weak interaction.

4.1 Weak interactions

For weak interactions or high density, it is useful to introduce the healing length, $\xi = \frac{1}{2\sqrt{mgn}}$, the characteristic length of the interacting system. The number of particles within a healing length is $n \xi = \frac{1}{2} \sqrt{\frac{n}{mg}} \propto \sqrt{n}$ and increases with density. At high densities, there are many particles in a healing length, satisfying the criterion for the applicability of the mean field theory [14]. Then, the dominant contribution to the functional integral is the mean field solution $\varphi = \bar{\varphi} = \sqrt{n}$ and minimisation of the energy $H[\bar{\varphi}, \varphi] = \int dx \bar{\varphi}i\partial_t \varphi - L[\bar{\varphi}, \varphi]$ gives the condition,

$$\mu = gn.$$  

Now, we consider small fluctuations of the bosonic field, $\varphi$, around its mean value, $\sqrt{n}$. To do this, we write the bosonic field using the phase-density representation,

$$\varphi(x,t) = \sqrt{n} + \rho(x,t)e^{i\phi(x,t)},$$  

\(^9\)Reintroducing $\hbar$, the left and right terms in the inequalities read $\hbar n$ and $mg/\hbar$. Setting $\hbar = 1$, $n$ and $mg$ have the dimensions of a momentum.
where \( \rho \) and \( \phi \) are small density and phase fluctuations. Substituting phase-density representation (45) in Lagrangian (43) we find,

\[
L[\rho, \phi] = \int \! \! dx \left[ -\rho \partial_t \phi - \frac{n}{2m} (\partial_x \phi)^2 - \frac{g}{2} \rho^2 - \frac{1}{2m} \rho (\partial_x \phi)^2 - \frac{1}{8m n + \rho} \right], \tag{46}
\]

where we omitted constant and boundary terms. The last term is called quantum pressure and accounts for quantum effects. As we consider small density fluctuations, \( \rho \), that is, fluctuations with size greater than the healing length, the quantum pressure can be neglected \[14\]. Comparing this hydrodynamic Lagrangian with Hamiltonian (1), the compressibility of the system is \( \kappa = 1/\sqrt{gn^2} \) and, as one would expect, it is harder to compress the system when the repulsion is stronger or the density is higher. Expressing the density in term of the phase \( \theta \), as \( \rho = \frac{1}{\pi} \partial_x \theta \), the Lagrangian becomes,

\[
L[\theta, \phi] = \int \! \! dx \left[ -\frac{1}{\pi} \partial_x \theta \partial_t \phi - \frac{n}{2m} (\partial_x \phi)^2 - \frac{g}{2\pi^2} (\partial_x \theta)^2 - \frac{1}{2m\pi} \partial_x \theta (\partial_x \phi)^2 \right], \tag{47}
\]

where the first three terms are the linear part and the last term the non-linear part. Integrating by parts we have,

\[
L[\theta, \phi] = \int \! \! dx \frac{1}{2} \begin{pmatrix} \theta \\ \phi \end{pmatrix}^T \begin{pmatrix} \frac{c}{\pi K} \partial_x^2 & \frac{1}{\pi} \partial_t \partial_x \\ \frac{1}{\pi} \partial_t \partial_x & \frac{cK}{\pi} \partial_x^2 \end{pmatrix} \begin{pmatrix} \theta \\ \phi \end{pmatrix} - \int \! \! dx \frac{1}{2m\pi} \partial_x \theta (\partial_x \phi)^2, \tag{47}
\]

where,

\[
c = \sqrt{\frac{ng}{m}}, \quad K = \sqrt{\frac{n}{mg}}, \tag{48}
\]

are the speed of sound and the Luttinger parameter. Finally, we consider the action \( S[\theta, \phi] = \int_{-\infty}^{\infty} dt L[\theta, \phi] \) and perform a Keldysh rotation to find the hydrodynamic action: the linear part is the same as the fermionic one, Eq. (35); however, the non-linear part does not contain the term cubic in \( \partial_x \theta \), present in the fermionic case, Eq. (42).
The constraint means that the boson fields anti-commute at the same position, which imposes the constraint

$$\left[ \varphi ( x ) , \varphi ( x ) \right] = 0$$

where in the second line we introduced the field $\xi$ through a Hubbard-Stratonovich transformation. The last term in the limit $g \gg n/m$ becomes,

$$\int D[\bar{\xi}, \xi] e^{i \int dt dx [\frac{2}{g} \xi \partial_\xi \xi + \xi \phi \bar{\phi}]} = \delta (\bar{\phi}^2) \delta (\phi^2)$$

which imposes the constraint $\varphi ( x ) \varphi ( x ) = \bar{\varphi} ( x ) \bar{\varphi} ( x ) = 0$, that is, two bosons cannot be at the same position. The partition function simplifies to

$$Z = \int D[\bar{\varphi}, \varphi] e^{i \int dx [\bar{\varphi} ( i \partial_t + \frac{1}{m} \partial_x^2 + \mu ) \varphi - \frac{g}{2} \varphi^2 \bar{\varphi}^2]}$$

The constraint means that the boson fields anti-commute at the same position, $[\varphi ( x ), \varphi ( x )] = 2 \varphi ( x ) \varphi ( x ) = 0$, and commute at different positions, $[\varphi ( x ), \varphi ( x ') ] = 0 , x \neq x '$. The anti-commutation property suggests to change the bosonic complex fields $\varphi ( x )$ and $\bar{\varphi} ( x )$ to the fermionic Grassmann fields $\psi ( x )$ and $\bar{\psi} ( x )$. Through the anti-commutativity of the fermions, the constraint $\varphi ( x ) \varphi ( x ) = \psi ( x ) \bar{\psi} ( x ) = 0$ is automatically satisfied. However, the change of variables must respect the commutativity $[\varphi ( x ), \varphi ( x ') ] = 0$ for $x \neq x '$. In other words, moving a boson through other bosons must not produce any change of sign. However, moving a fermion through an odd number of fermions produces a minus sign. This minus sign can be compensated by a phase factor through a Jordan-Wigner transformation,

$$\varphi ( x ) = \psi ( x ) e^{i \int_{-\infty}^x dy \bar{\psi} ( y ) \psi ( y )}$$

Note that, alternatively, the interaction term can be split as $\int D[\varphi] e^{i \int dt dx [\frac{1}{g} \varphi^2 + \varphi \bar{\phi}^2]}$, which, in the limit $mg \gg n$, would lead to the constraint $\varphi ( x ) \varphi ( x ) = 0$. However, this imposes that the density is zero or, in other words, that there are no particles in the system. Having no particles in the system implies that no two bosons are at the same position, but the constraint that two bosons cannot be at the same position does not imply that there are no particles in the system. Therefore, for a more general constraint we need the weaker condition, that is, two bosons cannot be at the same position.
The integral at the exponent, \( \int_{-\infty}^{x} dy \bar{\psi}(y) \psi(y) = \int_{-\infty}^{x} dy \sum_{j \in \text{particles}} \delta(y - y_j) \), counts the number of particles at the left of position \( x \). Therefore, the minus sign coming from moving a fermion through an odd number of fermions is compensated by the one coming from the phase factor. Substituting Eq. (50) into partition function (49) and using the Grassmann variable identities, \( \bar{\psi}^2 = \psi^2 = 0 \), we obtain

\[
Z = \int \mathcal{D}[\bar{\psi}, \psi] e^{\frac{i}{\hbar} \int dt dx \left[ \bar{\psi} \left( i \partial_t + \frac{1}{2m} \partial_x^2 + \mu \right) \psi \right]}
\]

This shows that a system of strongly-interacting or hard-core bosons can be mapped into a system of free fermions. As a consequence, the chemical potential corresponds to the ground state energy of a system of fermions with density \( n \), that is, \( \mu = (\pi n)^2 / 2m = \varepsilon_F \). It follows that the Tonks-Girardeau gas of hard-core bosons is mapped into the Tomonaga-Luttinger liquid with,

\[
c = v_F = \frac{\pi n}{m}, \quad K = 1.
\]

5 Refermionization

So far, we have derived the low-energy hydrodynamic theory, Eq. (3), starting from interacting fermionic or bosonic particles. In the case of weakly interacting fermions, the speed of sound, \( c \), and the Luttinger parameter, \( K \), are given by Eqs. (36) and the coefficient characterising the cubic density non-linearity is \( \alpha = \pi^2 / m \). In the case of weakly interacting bosons, \( c \) and \( K \) are given by Eqs. (48) and \( \alpha = 0 \). Instead, we saw that strongly interacting bosons behave like free fermions, leading to \( c \) and \( K \) given by Eqs. (51) and \( \alpha = \pi^2 / m \). Corresponding to the quadratic part of hydrodynamic Hamiltonian (3) are action (35) for fermions and the quadratic part of action (47) for bosons. These actions are not diagonal and it would be interesting to know what the excitations of the systems are by diagonalising them. First, we rescale the phase fields \( \theta \) and \( \phi \) to the effective phase fields \( \tilde{\theta} \) and \( \tilde{\phi} \) as \( \theta = \sqrt{K} \tilde{\theta} \) and \( \phi = \tilde{\phi} / \sqrt{K} \) and the quadratic part of the action becomes,

\[
S_0[\tilde{\theta}^\alpha, \tilde{\phi}^\alpha] = \int dr \begin{pmatrix} \tilde{\theta}^\alpha_T \left( -\frac{\varepsilon}{\pi} \partial_x^2 + \frac{1}{2} \partial_t \partial_x \right) \tilde{\theta}^\alpha \right) - \left( \frac{2\sqrt{K}}{\pi} \partial_t \tilde{\phi}^\alpha \right) \left( u_{\theta^\alpha} \right) \end{pmatrix}.
\]

This action is equal in form to the hydrodynamic action of non-interacting fermions with a renormalised Fermi velocity \( c \) and a rescaled coupling to the source fields. Since the action of non-interacting fermions is diagonal in the chiral fields representation, the action
is diagonalised by a transformation to the effective chiral fields \( \tilde{\chi}_\pm = \tilde{\theta} \pm \tilde{\phi} \),

\[
S_0[\tilde{\chi}_\eta] = \int dr \left[ \frac{1}{2} \tilde{\chi}_\eta^\alpha \tilde{D}^{-1}_{0,\eta} \tilde{\chi}_\eta^\alpha - \frac{2\sqrt{K}}{\pi} \partial_x (\tilde{\chi}_+^\alpha + \tilde{\chi}_-^\alpha) u_{\theta\alpha} - \frac{2}{\pi \sqrt{K}} \partial_x (\tilde{\chi}_+^\alpha - \tilde{\chi}_-^\alpha) u_{\phi\alpha} \right],
\]

where,

\[
\tilde{D}^{-1}_{0,\eta}(r) = \frac{\eta}{\pi} \partial_x (\partial_t + \eta c \partial_x),
\]

is the inverse propagator (30) with a renormalised sound velocity, \( c \). Now we turn to the non-linear part of the action.

The non-linear terms are different for fermions and bosons. We start with fermions. In terms of the rescaled fields \( \tilde{\theta} \) and \( \tilde{\phi} \), the non-linear part of the fermionic hydrodynamic action, Eq. (42), becomes,

\[
S_{nl}[\tilde{\theta}^\alpha, \tilde{\phi}^\alpha] = -\frac{1}{\pi m} \int dr \left\{ \left[ K (\tilde{\theta}^{\eta \bar{\eta}})^2 + \frac{1}{K} (\tilde{\phi}^{\bar{\eta} \eta})^2 \right] \sqrt{K} \tilde{\theta}^{\eta \bar{\eta}} + \frac{2}{\sqrt{K}} \tilde{\theta}^{\eta \bar{\eta}} \tilde{\phi}^{\bar{\eta} \eta} \tilde{\phi}^{\eta \bar{\eta}} \right\},
\]

and in terms of the effective chiral fields, \( \tilde{\chi}_\pm \), we have,

\[
S_{nl}[\tilde{\chi}_\eta] = -\frac{1}{2\pi m^*} \int dr (\sqrt{\tilde{\chi}_\eta^{\eta \bar{\eta}}} \tilde{\chi}_\eta^{\eta \bar{\eta}})
+ \frac{1}{8\pi m^*} \frac{1}{\sqrt{K}} (1 - K^2) \int dr \left[ (\sqrt{\tilde{\chi}_\eta^{\eta \bar{\eta}}} \tilde{\chi}_\eta^{\eta \bar{\eta}})^2 + 2\tilde{\chi}_\eta^{\eta \bar{\eta}} \tilde{\chi}_\eta^{\eta \bar{\eta}} \tilde{\chi}_\eta^{\eta \bar{\eta}} \tilde{\chi}_\eta^{\eta \bar{\eta}} \right],
\]

where \( \bar{\eta} \) is the opposite of \( \eta \) and we defined the effective mass,

\[
m^* = m \frac{4\sqrt{K}}{3 + K^2} \approx m \left( 1 - \frac{3}{8} \delta K^2 \right)
\]

where we expanded the Luttinger parameter in the weak interaction limit, \( K = 1 + \delta K \) with \( \delta K \ll 1 \).

In the case of weakly interacting bosons, the non-linear part in Eq. (47) does not have the density-cube term, \( \sim \tilde{\theta}^3 \), present in the fermionic one, Eq. (42). Rescaling the fields, Eq. (47) becomes,

\[
S_{nl}[\tilde{\theta}^\alpha, \tilde{\phi}^\alpha] = -\frac{1}{\pi \sqrt{K} m} \int dr \left\{ (\tilde{\phi}^{\eta \bar{\eta}})^2 \tilde{\theta}^{\eta \bar{\eta}} + 2\tilde{\phi}^{\eta \bar{\eta}} \tilde{\phi}^{\bar{\eta} \eta} \tilde{\phi}^{\eta \bar{\eta}} \right\},
\]

and in terms of \( \tilde{\chi}_\pm \) we have,

\[
S_{nl}[\tilde{\chi}_\eta] = -\frac{1}{2\pi m^*} \int dr (\sqrt{\tilde{\chi}_\eta^{\eta \bar{\eta}}} \tilde{\chi}_\eta^{\eta \bar{\eta}})
+ \frac{1}{8\pi m^*} \frac{1}{\sqrt{K}} \int dr \left[ (\sqrt{\tilde{\chi}_\eta^{\eta \bar{\eta}}} \tilde{\chi}_\eta^{\eta \bar{\eta}})^2 + 2\tilde{\chi}_\eta^{\eta \bar{\eta}} \tilde{\chi}_\eta^{\eta \bar{\eta}} \tilde{\chi}_\eta^{\eta \bar{\eta}} \tilde{\chi}_\eta^{\eta \bar{\eta}} \right].
\]
where we defined the effective mass,
\[ m^* = \frac{4}{3} m \sqrt{K}, \quad (56) \]
and we remind that for weakly interacting bosons \( K \gg 1 \).

In the non-linear actions (53) and (55) the first line describes interactions between effective chiral fields moving in the same directions, either \( \eta = +1 \) or \( \eta = -1 \); instead, the second line describes mixed interactions between right, \( \eta = +1 \), and left, \( \eta = -1 \), effective chiral fields. Since the interaction time between chiral fields moving in opposite directions is negligible compared to that of those moving in the same direction, we neglect the second lines of Eqs. (53) and (55). Then, the hydrodynamic partition functions for fermionic and bosonic particles have the same form, 
\[ Z[u] = \int D\tilde{\chi}_{\pm} e^{i \int dr \left[ \frac{1}{2} \tilde{\chi}_{\eta} D_{\alpha \eta} \tilde{\chi}_{\eta} - \frac{1}{2 \pi m^*} (\tilde{\chi}_{\eta}^{\alpha \bar{\alpha}})^2 - 2 \frac{\sqrt{K}}{\pi} \partial_x (\tilde{\chi}_{\eta}^{\alpha} + \tilde{\chi}_{\eta}^{\bar{\alpha}}) u_{\theta \alpha} - \frac{2}{\pi \sqrt{K}} \partial_x (\tilde{\chi}_{\eta}^{\alpha} - \tilde{\chi}_{\eta}^{\bar{\alpha}}) u_{\phi \alpha} \right]}, \quad (57) \]

Integrating over the quantum component of right and left chiral field [9], we obtain the equations of motion for the classical component,
\[ (\partial_t + \eta c \partial_x) \tilde{\chi}^{\alpha \bar{\alpha}}_{\eta} = -\frac{\eta}{2m^*} (\tilde{\chi}^{\alpha \bar{\alpha}}_{\eta})^2, \quad (58) \]
where we omitted the source fields.

Partition function (57) looks like the partition function of bosonized free fermions with effective mass \( m^* \) and a different coupling to density and phase source fields \( u_\theta \) and \( u_\phi \). Comparing the transformation between fermionic fields and chiral fields, Eq. (33), we transform to the effective fermionic fields \( \bar{\tilde{\psi}} \) and \( \tilde{\psi} \) as,
\[ \frac{1}{2\pi} \partial_x \tilde{\chi}_{\eta} \leftrightarrow \bar{\tilde{\psi}}_\eta \tilde{\psi}_\eta. \]

Then, the effective chiral fields partition function, Eq. (57), corresponds to the effective fermions partition function,
\[ Z[u] = \int D[\bar{\tilde{\psi}}_\pm, \tilde{\psi}_\pm] e^{i \int dr \left[ \bar{\tilde{\psi}}_\eta(r) \hat{G}^{-1}_\eta(\bar{\tilde{\psi}}_\eta(r) - \sqrt{K}(\tilde{\psi}_+ \tilde{\psi}_+ + \tilde{\psi}_- \tilde{\psi}_-) u_{\theta \alpha} - \frac{1}{\sqrt{K}} (\tilde{\psi}_+ \tilde{\psi}_+ + \tilde{\psi}_- \tilde{\psi}_-) u_{\phi \alpha} \right]}, \quad (59) \]
where the Green’s functions is,
\[ \hat{G}^{-1}_\eta(r) = i \partial_t + \eta ic \partial_x + \frac{\partial_x^2}{2m^*}, \quad (60) \]
which leads to the spectrum,
\[ \varepsilon_{\eta}(k) = \eta ck + \frac{k^2}{2m^*}. \] (61)

The coupling to the source fields tells us that density and phase in terms of the effective fermions are \( \sqrt{K}(\tilde{\psi}_+\tilde{\psi}_+ + \tilde{\psi}_-\tilde{\psi}_-) \) and \( (\tilde{\psi}_+\tilde{\psi}_+ - \tilde{\psi}_-\tilde{\psi}_-)/\sqrt{K} \). These relations together with Eqs. (59) and (60) are known as refermionization. We do not prove it rigorously here and we refer to Refs. [31, 32, 33] for a rigorous derivation.

As in the case of bosonization, for which the non-linearity of the spectrum must be small, \( k \ll mv_F \), for refermionization to be possible the condition \( k \ll m^*c \) must hold. An additional condition in the case of weakly interacting bosons requires \( p \ll p_G \), where \( p_G = 4(m/m^*)mc = 3mc/\sqrt{K} \) is the Ginzburg momentum [34, 35]. The reason is that, only for momenta smaller than \( p_G \) the spectrum of weakly interacting bosons is quadratic [34, 35, 36], which is one of requirement for refermionization. The Ginzburg momentum is found by comparing the value of the momentum for which the quadratic spectrum,
\[ \varepsilon(p) = cp + \frac{p^2}{2m^*}, \quad p \ll p_G, \]
crosses over to the Bogoliubov spectrum,
\[ \varepsilon(p) = cp\sqrt{1 + \frac{p^2}{4m^2c^2}} \approx cp + \frac{p^3}{8m^2c}, \quad p \gg p_G. \]

The two energies match at momentum \( p_G \), where we used Eq. (56) for the value of the effective mass. As \( K \gg 1 \) for weakly interacting bosons, the condition for the validity of refermionization is restrictive because \( p_G \ll mc \). Finally, we note that fermionic quasiparticles are lighter than the initial particles, \( m^* < m \), for interacting fermions and heavier, \( m^* > m \), for weakly interacting bosons.

6 Particle-excitation map

In this work we derived the low-energy hydrodynamic and the fermionic quasiparticle theories for interacting fermionic and bosonic particles. The relations between these theories are depicted in Fig. 8 with the help of Feynman diagrams. We started from fermions, the top-right box in Fig. 8. The fermionic theory is characterised by the propagator and the local density-density interaction term, represented by the straight line and the cross diagrams. The propagator depends on the Fermi velocity, \( v_F \), and mass, \( m \), and the interaction terms correspond to scattering with strengths \( g_2 \) and \( g_4 \) between two fermions. Using functional bosonization, we showed that the low-energy particle-hole excitations around the two Fermi points give rise to phononic excitations. The theory of
phononic excitations is characterised by the two diagrams in the bottom-left box in Fig. 8. The wiggly line is the phonon propagator that depends on the speed of sound, $c$, and the Luttinger parameter, $K$. The three-leg diagram represents the non-linear contribution proportional to $m^*$ that comes from the mass curvature, $m$, of the fermionic spectrum and corresponds to the three-loop of Fig. 5. This non-linear term, as suggested by the diagram, corresponds to the processes of splitting a phonon into two or recombining two into one. Additional non-linear terms with more legs are present, but can be neglected for small momenta, $p \ll mv_F$. Then, we considered bosonic particles with contact interactions, the top-left box in Fig. 8. The bosonic theory is characterised by the propagator and the contact density-density interaction term, represented by the straight line and the cross diagrams. The propagator depends on the density, $n$, and mass, $m$, and the interaction term corresponds to the scattering with strength $g$ between two bosons. We considered
the two limits of weak and strong interactions. In the case of weak interactions, \( g \ll \frac{n}{m} \), the hydrodynamic theory was derived in terms of density and phase fluctuations over the average values. In the case of strong interactions, \( g \gg \frac{n}{m} \), bosons become impenetrable, a feature that allows the mapping to free fermions and, in turn, to the hydrodynamic theory with \( K = 1 \). Finally, we mapped the non-linear hydrodynamic theory to free fermionic quasiparticles with an effective Fermi velocity \( c \) and an effective mass \( m^* \), the bottom-right box in Fig. 8. The mapping requires the additional low-momentum condition \( p \ll m^* c \) and in the case of weakly interacting bosons the additional condition \( p \ll p_G \sim 1/\sqrt{K} \).

7 Dynamics at finite temperatures

Non-linear phonons and free fermionic quasiparticles are equally good at describing static properties [7]. However, this is not the case for dynamical ones. In fact, to realise this, it is sufficient to compare the dynamical structure factor, \( S(q, \omega) \), calculated using the two representations. We have already calculated \( S(q, \omega) \) using free fermions and the result is represented in Fig. 3. In the case of fermionic quasiparticles, Fermi velocity, \( v_F \), and mass, \( m \), are replaced by \( c \) and \( m^* \) but the width depends on \( q \) in the same way: \( \delta \omega(q) \sim q^2 \) at \( T = 0 \) and \( \delta \omega_T(q) \sim q \) at \( T > 0 \). Using phonons, we start deriving the dynamical structure factor using the quadratic approximation. We do not need to do the calculation explicitly, we just need to know that the dynamical structure factor is non-zero where the spectrum of particle-holes excitations is non-zero. Because the quadratic phonons approximation corresponds to fermions with linearised spectrum, there is no spectrum curvature and particle-hole excitations can only satisfy the relation \( \omega = cq \). It follows that the dynamical structure factor is a straight line with slope \( c \) and no width in the \( q - \omega \) plane of Fig. 3. This result is in clear contrast with the one derived using fermionic quasiparticles. But we know that, when there are no interactions between fermions, particles and quasiparticles coincide, giving the correct result. Then, we may add the three-leg term to the quadratic phonons. With this term, the calculation of the width of the dynamical structure factor is not straightforward as it involves a self-consistent approach to avoid a resonant behaviour. We do not give the explicit calculation here and refer to Refs. [37, 38]. The resulting width is \( \delta \omega(q) \sim q^2 \) at \( T = 0 \) and \( \delta \omega_T(q) \sim q^{3/2} \) at \( T > 0 \). Now, fermionic quasiparticles and phonons give the same result at \( T = 0 \) but differ at \( T > 0 \): even with the three-leg correction, the two representations lead to different thermal dynamics in the small-momentum limit, where the three-leg approximation should hold better. This leads to an apparent paradox: which one is the best representation to describe the thermal dynamics of one-dimensional systems, non-linear phonons or free fermionic quasiparticles? This question is answered in Refs. [8, 39] through the study of...
the dynamical structure factor, which shows that, at momenta lower than

\[ q_c = \frac{\pi^5}{128} \left[ \Gamma'_0 \right]^2 \frac{T^7}{m^2 c^2}, \]

the dynamics is dominated by interacting phonons and, at momenta higher that \( q_c \), the dynamics is dominated by free fermionic quasiparticles. Here, \( \Gamma'_0 \) is a parameter that depends on the specific details of the systems.

8 Conclusions

In this work we gave a self-contained presentation of non-linear bosonization and refermionization of one-dimensional quantum systems within the Keldysh functional integral. We started with the derivation of the Tomonaga-Luttinger liquid for a system of interacting fermions by considering the linear spectrum approximation, that amounts to neglecting the spectrum curvature. This is a good approximation at low energies, where there are mainly low-energy particle-hole excitations around the two Fermi points and works well for static systems. In order to study dynamical systems, where higher energies become important, we derived an infinite series of non-linear corrections arising from the fermionic spectrum curvature and calculated the first one, corresponding to the interaction between three phonons. The result, obtained within the Keldysh formalism, was checked against a more rigorous approach based on the Matsubara formalism, presented in the Appendix, by evaluating the low-energy asymptotic contribution of the three- and four-phonon interactions to the action and some properties of the five-phonon interaction. These results and dimensional analysis invited a conjecture on the asymptotic curvature and temperature dependence of the interaction terms between an arbitrary number of phonons.

To complement the bosonization of interacting fermions, we bosonized interacting bosonic particles in the weak and strong interaction limits. In the weak-interaction limit, the standard mean-field approach was sufficient to derive the effective phononic action, but the strong-interaction limit required a more creative solution by decoupling the interaction term with a Hubbard-Stratonovich transformation and showing how a system of bosons with infinite repulsive interaction can be restated as a system of free fermions.

Finally, we used the relation between non-linear phonons and interacting fermions to refermionize the system, that is, to derive an approximate theory of fermionic quasiparticles. This work culminates in a map between fermionic and bosonic particles and bosonic and fermionic excitations, that is, phonons and fermionic quasiparticles. In particular, we noticed that the description of one-dimensional quantum systems in term of phonons and fermionic quasiparticles should be equivalent. However, the dynamical structure factor
shows that, within the approximations that we considered, the equivalence applies only to static and zero-temperature dynamical properties and leads to different results for the thermal dynamics, where phonons and fermionic quasiparticles are better at describing respectively lower and higher momenta.
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\section{n-loop reduction formula}

In this section we derive a reduction formula for the symmetrised fermionic n-loop by adapting the zero temperature derivation of Refs. \cite{40, 41} to finite temperatures, $T$, using the Matsubara formalism. The fermionic n-loop is shown in Fig. 9 and is defined as (compare it with the analogous expression (24) in the Keldysh formalism),

$$\Gamma_n(Q_1, \ldots, Q_{n-1}) = I_n(P_1, \ldots, P_n) = -\frac{1}{\beta} \sum_{E_\ell} \int \frac{dk}{2\pi} G(K + P_1) \ldots G(K + P_n),$$

where $Q_j = (\omega_j, q_j)$ are phononic momentum and Matsubara energy variables and $P_j = (\epsilon_j, p_j) = Q_1 + \ldots + Q_j$ and $K = (E_\ell, k)$ are fermionic ones. The Matsubara Green's function is defined as,

$$G(K) = \frac{1}{iE_\ell - \varepsilon(k)},$$
and $\epsilon(k) = v_F k + k^2/2m$ is the right mover spectrum. Here we limit the study to right movers as the results for left movers are symmetric. The sum over fermionic energies $E_\ell = \pi i (2\ell + 1) T$ is easily evaluated by means of the residue theorem and yields,

$$I_n(P_1, \ldots, P_n) = \int\frac{dk}{2\pi} \sum_{i=1}^{n} n_i \prod_{j=1, j \neq i}^{n} \frac{1}{f_{ij}(k)},$$

where,

$$n_i = n_F \left(-i\epsilon_i + \epsilon(k + p_i)\right),$$

is the occupation factor of a state with momentum $p_i$ and energy $\epsilon_i$ and,

$$f_{ij}(k) = (i\epsilon_i - \epsilon(k + p_i)) - (i\epsilon_j - \epsilon(k + p_j)) = (i\epsilon_i - \epsilon(p_i)) - (i\epsilon_j - \epsilon(p_j)) - \frac{p_i - p_j}{m} k.$$

The n-loop can be rewritten as,

$$I_n(P_1, \ldots, P_n) = \int\frac{dk}{2\pi} \sum_{i=1}^{n} n_i \prod_{j=1, j \neq i}^{n} \left(\frac{m}{p_{ij}} \prod_{j=1, j \neq i}^{n} \left(k - \Delta_{ij}\right)\right),$$

where $p_{ij} = p_i - p_j$ and,

$$\Delta_{ij} = \frac{m}{p_{ij}} [(i\epsilon_i - \epsilon(p_i)) - (i\epsilon_j - \epsilon(p_j))].$$

The last product in the n-loop (63) can be expressed as a sum using a partial fraction expansion,

$$\prod_{j=1, j \neq i}^{n} \left(\frac{1}{k - \Delta_{ij}}\right) = \sum_{j=1, j \neq i}^{n} \left[\frac{1}{k - \Delta_{ij}} \prod_{n=1}^{n} \left(\frac{1}{\Delta_{ij} - \Delta_n}\right)\right].$$

Then, the n-loop (63) becomes,

$$I_n(P_1, \ldots, P_n) = \sum_{i,j=1}^{n} \left(\frac{m}{p_{ij}} \int\frac{dk}{2\pi} \frac{n_i}{k - \Delta_{ij}} \prod_{n=1}^{n} \left(\frac{1}{f^n_{ij}}\right)\right),$$

where,

$$f^n_{ij} = \frac{p_{mn} (\Delta_{ij} - \Delta_m)}{m} = \frac{p_{ij} (\tilde{\epsilon}_i - \frac{p_i^2}{2m}) - p_{il} (\tilde{\epsilon}_j - \frac{p_j^2}{2m}) + p_{ij} (\tilde{\epsilon}_i - \frac{p_i^2}{2m})}{p_{ij}}.$$
Using the symmetries $f^n_{ij} = f^n_{ji}$ and $\Delta_{ij} = \Delta_{ji}$, we expressed the sum using the difference of occupation factors,

$$I_n(P_1, \ldots, P_n) = \sum_{i,j=1 \atop i>j}^n \left( \frac{m}{p_{ij}} \int \frac{dk}{2\pi} \frac{n_i - n_j}{k - \Delta_{ij}} \right) \prod_{n=1 \atop n \neq i,j}^n \left( \frac{1}{f^n_{ij}} \right).$$

The term in the first parenthesis coincides with the two-loop,

$$I_2(P_i, P_j) = -\frac{1}{\beta} \sum_{E} \int \frac{dk}{2\pi} G(K + P_i)G(K + P_j)$$

$$= \frac{m}{p_{ij}} \int \frac{dk}{2\pi} \frac{n_i - n_j}{k - \Delta_{ij}},$$

shown in Fig. 10. Making the shift $K \rightarrow K - P_j$, we obtain,

$$I_2(P_i, P_j) = -\frac{1}{\beta} \sum_{E} \int \frac{dk}{2\pi} G(K + P_i - P_j)G(K) = I_2(P_i - P_j, 0) \equiv I_2(P_i - P_j).$$

The two-loop depends only on the differences $p_{ij} = p_i - p_j$ and $\epsilon_{ij} = \epsilon_i - \epsilon_j$ as a consequence of energy and momentum conservations. Finally, the reduction formula becomes,

$$I_n(P_1, \ldots, P_n) = \sum_{i,j=1 \atop i>j}^n I_2(P_{ij}) \prod_{n=1 \atop n \neq i,j}^n \left( \frac{1}{f^n_{ij}} \right).$$

### A.1 Two-loop

We rewrite the two-loop (64) as,

$$I_2(P_i, P_j) = -\frac{m}{4\pi p_{ij}} \int_{-\infty}^{\infty} \frac{dk}{2\pi} \frac{k \left[ \tanh \left( \frac{e(k+p_i)}{2T} \right) - \tanh \left( \frac{e(k+p_j)}{2T} \right) \right]}{k - \Delta_{ij}}.$$

In this form, a shift of the variable $k$ cannot be taken separately for the two hyperbolic tangents, as only their difference is convergent at $k \rightarrow \pm \infty$. To allow for the shift to be taken for the two terms separately, we integrate by parts,

$$I_2(P_i, P_j) = \frac{m}{8\pi T p_{ij}} \int dk \log (k - \Delta_{ij}) \left[ \frac{v_F + (k + p_i)/m}{\cosh^2 \left( \frac{e(k+p_i)}{2T} \right)} - \frac{v_F + (k + p_j)/m}{\cosh^2 \left( \frac{e(k+p_j)}{2T} \right)} \right].$$
we can neglect the second zero as it describes a sub-leading contribution with momenta 

The zeros of the argument of the delta function are at

where we defined \( \bar{\epsilon}_{ij} = \epsilon_{ij} - \nu F p_{ij} \), where the double index from now on denotes the difference, for example \( \bar{\epsilon}_{ij} = \bar{\epsilon}_{i} - \bar{\epsilon}_{j} \). At zero temperature,

\[
\lim_{T \to 0} \frac{1}{4T \cosh^2 \left( \frac{\nu F k^2/2m}{2T} \right)} = \delta \left( v_F k + \frac{k^2}{2m} \right).
\]

The zeros of the argument of the delta function are at \( k = 0 \) and \( k = -2 m v_F = -2 k_F \), but we can neglect the second zero as it describes a sub-leading contribution with momenta close to the left Fermi point. Integrating over \( k \), the two-loop simplifies to,

\[
I_{2,0}(P_{ij}) = \frac{m}{2 \pi p_{ij}} \log \left[ \frac{\bar{\epsilon}_{ij} + \frac{p_{ij}^2}{2m}} {\bar{\epsilon}_{ij} - \frac{p_{ij}^2}{2m}} \right].
\]

Noting that \( I_2 \) is even in \( m \), an expansion in powers of \( m^{-1} \) at zero temperature reads,

\[
I_{2,0}(P_{ij}) = \frac{m}{\pi p_{ij}} \sum_{n=1}^{\infty} \frac{1}{n} \left( \frac{p_{ij}^2}{2m \epsilon_{ij}} \right)^n = \frac{1}{2 \pi \bar{\epsilon}_{ij}} \frac{p_{ij}^2}{2m} + \frac{1}{24 \pi^2 m^2 \bar{\epsilon}_{ij}^3} + \mathcal{O}(m^{-4})
\]

The dynamical condition for the convergence of the series is \( p_{ij}^2 \ll m \epsilon_{ij} \). Instead, in the static limit, \( \epsilon_i \to 0 \), we have \( \bar{\epsilon}_{ij} \to -c p_{ij} \) and the condition for convergence becomes \( |p_{ij}| = |q_i + \ldots + q_{j-1}| \ll m v_F = k_F \), which means that the phononic momenta must be small compared to the Fermi momentum, as seen in Chap. [2] At finite temperatures, the two-loop gets an additional term dependent on \( T \) in the second term of the expansion in \( m^{-1} \),

\[
I_2(P_{ij}) = \frac{1}{2 \pi \bar{\epsilon}_{ij}} \frac{p_{ij}^2}{2m} + \frac{1}{24 \pi \epsilon_{ij}^2 \bar{\epsilon}_{ij}^3} \left[ p_{ij}^3 + 2 \pi^2 T^2 c^3 (2 c p_{ij} - \bar{\epsilon}_{ij}) \right] + \mathcal{O}(m^{-4}).
\]
Note that we did not expand in $T$.

### A.2 Three-loop and four-loop

The three-loop, the first in Fig. [I1] is given in terms of $q_i$ and $\omega_i$, by,

$$
\Gamma_3(Q_1, Q_2) = I_3(P_1 = 0, P_2 = Q_1, P_3 = Q_1 + Q_2) \\
= \frac{q_1 I_2(Q_1) + q_2 I_2(Q_2) - (q_1 + q_2) I_2(Q_1 + Q_2)}{i(q_1 \varepsilon_2 - q_2 \varepsilon_1) + q_1 q_2(q_1 + q_2)/2m}.
$$

n-loops are symmetric by exchange of external legs. Therefore, we symmetrise by taking the circular permutations of $Q_1, Q_2$ and $Q_3$, which amount to summing $\Gamma_3(Q_1, Q_2)$ and $\Gamma_3(Q_2, Q_1)$. The symmetric part of the three loop is,

$$
\tilde{\Gamma}_3(Q_1, Q_2) = \Gamma_3(Q_1, Q_2) + \Gamma_3(Q_2, Q_1) \\
= -\frac{q_1 q_2(q_1 + q_2) q_1 I_2(Q_1) + q_2 I_2(Q_2) - (q_1 + q_2) I_2(Q_1 + Q_2)}{2m} \left(\frac{1}{(q_1 \varepsilon_2 - q_2 \varepsilon_1)^2 + (q_1 q_2(q_1 + q_2)/2m)^2}\right).
$$

An $m^{-1} \rightarrow 0$ power expansion reads,

$$
\tilde{\Gamma}_3(Q_1, Q_2) = \frac{1}{4\pi m \tilde{\omega}_1 \tilde{\omega}_2 \tilde{\omega}_3} q_1 q_2 q_3 \\
+ \frac{1}{8\pi m^2} q_1 q_2 q_3 \left\{ \frac{1}{(q_2 \tilde{\omega}_1 - q_1 \tilde{\omega}_2)^2} \left[ \frac{1}{2} q_1^2 \tilde{\omega}_2 \tilde{\omega}_3 \right] - \frac{1}{3} q_1 q_2 \tilde{\omega}_3 \left[ q_1 \tilde{\omega}_1 + \frac{q_2}{2} \tilde{\omega}_2 \tilde{\omega}_3 + \frac{q_3}{3} \tilde{\omega}_3^2 \right] \right\} \\
- \frac{4}{3} \frac{T^2}{c^2} \left( q_1^4 \tilde{\omega}_1^{-3} + q_2^4 \tilde{\omega}_2^{-3} + q_3^4 \tilde{\omega}_3^{-3} \right) - \frac{2}{3} \frac{T^2}{c^3} q_1 \tilde{\omega}_2 \tilde{\omega}_3 + \tilde{\omega}_1 q_2 \tilde{\omega}_3 + \tilde{\omega}_1 q_3 \tilde{\omega}_2 \tilde{\omega}_3 \\
+ O(m^{-5}),
$$

where $\tilde{\omega}_i = i \omega_i - v_F q_i$ and $Q_3 = -Q_1 - Q_2$. We note that at the first order in $m^{-1}$, the three-loop does not depend on temperature. Moreover, there is no term independent of $m$, which leads to $\lim_{m^{-1} \rightarrow 0} \tilde{\Gamma}_3 = 0$, consistent with the Dzyaloshinski-Larkin theorem (see page 16). Similarly, the symmetrised four-loop, the second in Fig. [I1] is,

$$
\tilde{\Gamma}_4(Q_1, Q_2, Q_3) = \frac{1}{4\pi m^2 \tilde{\omega}_1 \tilde{\omega}_2 \tilde{\omega}_3 \tilde{\omega}_4} q_1 q_2 q_3 q_4 \left[ \frac{q_1 + q_2}{\tilde{\omega}_1 + \tilde{\omega}_2} + \frac{q_1 + q_3}{\tilde{\omega}_1 + \tilde{\omega}_3} + \frac{q_2 + q_3}{\tilde{\omega}_2 + \tilde{\omega}_3} \right] + O(m^{-4})
$$

As for the three-loop, at the first order in $m^{-1}$, the three-loop does not depend on temperature and it is consistent with the Dzyaloshinski-Larkin theorem, $\lim_{m^{-1} \rightarrow 0} \tilde{\Gamma}_4 = 0$. However, $\tilde{\Gamma}_4 = O(m^{-2})$ goes to zero faster than $\tilde{\Gamma}_3 = O(m^{-1})$ for $m^{-1} \rightarrow 0$. Moreover, it can be checked that the five-loop, the third in Fig. [I1] is $\tilde{\Gamma}_5 = O(m^{-3})$ for $m^{-1} \rightarrow 0$ and
at the lowest order, $m^{-3}$, $\bar{\Gamma}_5$ does not depend on temperature.
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