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ABSTRACT

Medical images are an important source of diagnosis. The brain of human analysis is now an advanced field of research for computer scientists and biomedical physicians. Services provided by the healthcare units usually vary, the quality of treatment provided in the urban and rural generally not same. Unavailability of medical equipment and services can have serious consequences in patient disease diagnosis and treatment. In this context, we developed. MRI (Magnetic Resonance Imaging) based CAD (Computer Aided Diagnosis) system which takes MRI as input and detects abnormal tissues (Tumors). MRI is the safe and well reputed imaging methodology for prediction of tumors. MRI modality assists the medical team in diagnosis and proper treatment plan (Medication/Surgery) of different types of abnormalities in the soft tissues of the human body. This paper proposes a framework for brain cancer detection and classification. The tumor is segmented using a semi-automatic segmentation algorithm in which the threshold values selection for head and cancer regions are premeditated automatically. Segmented tumors are further sectioned into malignant and benign using SVM (Support Vector Machine) classifier. Detailed experimental work indicates that our proposed CAD system achieves higher accuracy for the analysis of brain MRI analysis.
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1. INTRODUCTION

Bio-Health imaging is the strongest part of the study during the past few years donating to culture in several behaviors. Several image methodologies are used for the health field, like as MRI, endoscopy, CT (Computerized Tomography) scan, etc. These images methodologies perform a vast role in present health measures for research education, diagnosis, analysis, and dealing with multi-factorial health sicknesses. The health images play a central role in the act of any radiology section. Health descriptions need processing of image techniques in computer vision, such as development and segmentation of an image [1] to find-out analytic figures like recognition of damaging area or disease. The brain of human analysis is currently an advanced research field for computer scientists and bio-medical physicians [2]. The brain is the core part of
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the human CNS (Central Nervous System), it is protected via a strong bone called a skull. The total average mass of a normal human brain is 1300-1500 mg and volume is 1260 cm³. The brain consists of around 86 billion neurons (perceptron), glial cells and vessels. It can be classified into fluid, GM (Gray Matter) and WM (White Matter). GM may easily be distinguished from the white matter due to its color. Spinal and brain cord are bounded by a liquid called CSF (Cerebrospinal Fluid). Thus in a natural system in new cells are born and the old cells are replaced, but in case of tumor the old cell does not die and grows which can be very dangerous for human life. Broadly there are two of tumors such as, malignant and benign. In case of the benign cancer, evolution is slow and cells are smaller in size. If does not affect the normal cells and spread. However, the malignant growths are a cancerous lump, larger in size, and growth of cells are faster.

MRI is the secure and famous imaging methodology for tumor prediction in radiology. It creates 3D (Three-Dimensional) DICOM (Digital Imaging and Communications in Medicine) volumetric images of the brain. MRI technologies produce volumetric descriptions and support the radiologists to research on the human brain in depth. Physical analysis of skull MRI is time taking and vulnerable to errors due to the size of MRI data and complexity for every patient. So, many state-of-art segmentation methods have been presented for this type of situation; each technique has both advantages and disadvantages [3]. Most of the work done on brain MRI analysis has been made on a single 2D image, which has been converted from DICOM format to simple image format (.png, .jpg etc). The segmentation of brain and tumor in a single image is easier than the segmentation of volumetric images, but the results obtained are not beneficial for the surgeons and radiologists. The segmentation phase is also an important phase for several dimensions such as calculation of tumor volume in cubic millimeter, 3D therapy 360° rotation, and sorting of cancer type into benign and malignant. Thresholding typed segmentation is a famous technique for the MRI volumetric image segmentation [4]. Working of threshold-type segmentation is depended on the collection of a preferable value of the threshold.

Physical collection for the correct edges is complicated and needs machine learning knowledge. For this kind of operational test support unibinarized auto-segmented brain and tumor parts with the support of selecting threshold correct values [5]. This Otsu binarized way is cheap to apply but it is noisaters and sustains segmenting cancer having similar existence to other brain portions. In the Watershed [6] segmentation, objects are overlapping because it is a robust technique for segmentation. Watershed applies with the magnitude of gradient on the image to find segment objects of interest or tumor. The overall performance of watershed technique is good, but it is not satisfactory for 3D volumetric classification. Clustering is an unverified knowledge method in the brain knowledge used to combine unbalanced items with matching characteristics in a collection [7]. According to clustering scenario procedures, K-map is recognized as a clustering procedure that is utilized for image processing and collecting based facts [8]. Area increasing [9] known as segmentation technique of image and mounted on optimal seed facts, region growing algorithm can be single-seeded or multi-seeded. Multi-seeded point region growing is better than a single-seeded point because the region grows algorithm is very sensitive to noise. Area increasing algorithm is a partial automatized technique because the seed points are selected manually, so choosing a good kernel edge is a complicated job. FCM (Fuzzy C Mean) [10] is a vast familiar collecting procedure same as K-map and other FCM conversion is more complicated than K-map image division [11].
In the current research, a hybrid segmentation algorithm is developed. A GUI (Graphical User Interface) component is used to select five seeds from the brain and tumor region. Based on these five seeds automatic threshold values for brain and tumor are calculated. After image-segmenting the human brain into various neurons, classification is applied to each tissue to analyze whether parts are damaged or not. In this situation, the reason for the classification of tumors is to create an effective and robust machine to predict the type of tumor. BOVW (Bag of Visual Words) features extraction method is a robust method for the removal from the image in the computer vision system. This was adopted for the arrangement of infected point class and typically does not provide a reasonable response for the textures holding spatial revolution in large volume, for example, translation and rotation. MRI consist of a geometrical change in large volume. In the planned work, BOVW is enlarged by SURF (Speeded Up Robust Features) structures for real categorization of brain cancer for drilling metaphors of malignant and benign cancers were found beside their crushing reality. After, classification and segmentation, brain size can be designed by using the material found from DICOM and tumor region.

2. LITERATURE REVIEW

In this review, both segmentation and classification are discussed. Image segmentation is the pre-processing operations in a medical image that is done before classification and other post-processing operations including volume calculation and 3D visualization.

Natarajan et. al. [4] represented a very basic and useful structure for the improvement and the segmentation of the magnetic resonance. In the data sharing phase, the image is reinforced by the equalization of the histograms and the morphological operations are applied to eliminate unwanted points. A middling filter is functional for the elimination of salt and pepper noise from the images. Lastly, the threshold-based guideline segmentation method is used to perceive the tumor. Threshold segmentation offers improved outcomes than programmed and semi-programmed segmentation procedures, though, it is affluent because of the manual assortment of a suitable threshold.

Zhang et. al. [1] represented a brief study on present methods associated with MRI brain study with deliberating many partition procedures for brain cancer segmentation [17]. Several edges-based segmentation approaches fluctuating from physical to involuntary edging have been discussed. Every approach has its own benefits and drawbacks. A further illustration, Otsu-thresholding is also an image division procedure which mechanically picks an optimum threshold value with diverse statistical procedures between forefront voxels and background voxels. Region mounting is an other familiar segmentation procedure grounded on solitary seed or multi-seed point assortment. The evolution starts from the seed point and a homogeneousness standard is followed grounded on voxels strengths values. This method delivers good results, but it is very subtle to difference variation, noise and the assortment of best seed point is a challenging job.

Khotanlou et. al. [10] proposed unsupervised fuzzy data grouping algorithm for the segmenting MRI volumetric facts, i.e. K-map. Fuzzy separation procedure splits the voxels in two or more added modules integrating a fixed number of uncertain sets for the individual category. Fuzzy clustering-based segmentation procedure has more complication in stretch time than K-map.
Deng et al. [9] offered cancer division structure that practiced personalized area mounting procedure with boundaries and statistical constraints, overwhelming the encounters of physical thresholding. In this technique, the gradient data is retained, so the average variance of the edge curve is designed. In the opinion of authors, improved segmentation results were obtained by means of this method.

Yazdani et al. [12] offered a well-organized and programmed technique that was more appropriate and precise for the segmentation of GM, WM, and CSF from MRI volumetric images. This technique involved three steps: segmentation was achieved by histogram-based segmentation technique, then texture structures of the segmented regions were mined, and lastly, SVM-classifier was utilized for the arrangement.

Galen et al. [16] proposed a completely involuntary brain cancer division framework for 3D MRI data. They, initials regularize Gaussian combination technique to the classical standard brain and then a 2D FVF (Fluid Vector Flow) procedure is protracted to 3D FVF. This technique is verified on a limited dataset with for brain cancer division.

In Albarracin et al. [14], a statistically based method i.e. tissue possibility maps is a programmed. Segmentation technique proposed by the author identifies the tumor type and predcates class for the tumor. The offered work is verified on two typical brain cancer datasets (i.e. BRATS 2013 and Leaderboard¹).

In Zakeri et al. [15], brain tumors are satisfied by mining shape based structures (that is, peculiarity, solidness, alteration region-hull-rectangular, variance region-mass-rectangular, cross-correlation left-hand, and cross-correlation right-hand) and consistency structures of the extract ROI (Region of Interest). An SVM classifier is trained by the extracted shape and texture structures from the exercise images, while in the testing stage and a class tag is predicated to the innovative challenging facts. Authors claimed 95% precision.

Galen et al. [16] offered an involuntary classification technique i.e. wavelet-energy based method for the arrangement of MRI volumetric brain metaphors into usual or irregular. The results of BBO-KSVM were better than BP-NN (Back Propagation Neural Network), KSVM (Kernel Support Vector Machine), and PSO (Particle Swarm Optimization).

3. METHODOLOGY

The proposed framework involves two stages:

1. Calculation of an optimum threshold for segmentation of brain and cancer sections

2. Classification using machine learning algorithm of the subdivided ROI into the malignant or benign class using SVM classifier. Structures extraction is done using SURF created BOVW.

For vigorous subdivision, a semi-automated threshold collection method is proposed, the projected semi-automatic technique is very fit for the segmentation of MRI volumetric images. BOVW is assumed for the variety and extraction of concerned points in an image using SURF descriptor. The overall sight of the planned framework is shown in Fig. 1.

3.1 Brain Tumor Segmentation from Volumetric MRI Using Global Thresholding Algorithm

MRI is processed for the sake of enhancement, restoration, and extraction of expressive data from the images. MRI uses the 16-bit monochrome DICOM format.
which is indeed complex and time consuming for processing manually and automatically. Similarly, the brain MRI data not only consists of the brain, but it also contains skull, Cerebrospinal fluid, skin, and fats. Threshold segmentation is easy and more commonly used in CV (Computer Vision) and image processing application. The aim of thresholding is to divide a copy into two clusters: one cluster will be the foreground and the other cluster will have background values. The single and Multi-level threshold value is a manual technique and a threshold value calculation for single image 2D MRI slices does not provide satisfactory and meaningful segmentation results. A better approach is to segment 3D volumetric data automatically.

![FIG. 1. FRAMEWORK FOR BRAIN TUMOR SEGMENTATION AND CLASSIFICATION [1]](image-url)
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Otsu based automatic segmentation is used in CV and image processing to cluster an image in bi-levels or to reduce the gray levels 0-65536 into binary 0-1, 0 represent the background and 1 represent the foreground. This method creates a bi-modal histogram separating the gray levels into two separate classes for the sake of finding an optimal threshold value, the combined spread (intra-class variance) should be minimal. Otsu segmentation computes an optimal threshold value using different statistical parameters (weights, standard deviation, and variance) for the segmentation of interest regions in an image. The voxels are clustered on the basis of optimal threshold value, intensities greater than or equal to the optimal threshold are clustered as foreground voxels and intensities less then optimal threshold are clustered as background voxels.

The algorithm of OTSU is explained using a 6x6 image with only 6 grayscale levels as shown in Fig. 2(a-b).

3.2 Calculation for an Optimal Threshold Value

Calculating the foreground and background variance for obtaining an optimal threshold value is show in Fig. 3. Following steps are explained in [21].

1. Weight of Background Voxels:
   \[ W_b = \frac{(8+7+2)}{36} = 0.4722 \]

2. Mean of Background Voxels:
   \[ \mu_b = \frac{(0x8)+(1x7)+(2x2)}{17} = 0.6471 \]

3. Variance of Background Voxels:
   \[ \sigma^2_b = \frac{((0-0.6471)^2x8)+((1-0.6471)^2x7)+((2-0.6471)^2x2)}{17} = 0.4637 \]

4. Weight of foreground Voxels:
   \[ W_f = \frac{(6+9+4)}{36} = 0.5278 \]

5. Mean of foreground Voxels:
   \[ M_f = \frac{(3x6)+(4x9)+(5x4)}{19} = 3.8947 \]

6. Variance of foreground Voxels:
   \[ \sigma^2_f = \frac{((3-3.8947)^2x6)+((4-3.8947)^2x9)+((5-3.8947)^2x4)}{19} = 0.5152 \]

7. Calculating the Intra Class Variance:
   \[ \sigma^2_w = W_b \sigma^2_b + W_f \sigma^2_f 
   \sigma^2_w = 0.4722\times0.4637+0.5278\times0.5152 
   \sigma^2_w = 0.4909 \]

MRI volumetric data is represented using the histogram in Fig. 4. Automatic segmentation of brain and tumor regions is shown in Fig. 5.

Morphological operations are performed on the segmented brain and tumor images to remove unwanted areas/voxels from the segmented brain and tumor images. In these operations, a 2D or 3D small image (kernel) is created which consists of dissimilar kinds of numerical...
values depending on the type of operation to be performed on the segmented images. 2D kernels perform erosion/dilation in different angles i.e. Horizontal, Vertical, Diagonally and non-directional. Similarly, the 3D kernel performs the same as 2D but an extra 3D for the number of slices in the MRI volumetric images is added. The working

![FIG 3. SEPARATING THE BACKGROUND AND FOREGROUND VOXELS](image1)

![FIG 4. HISTOGRAM OF MRI VOLUMETRIC DATA](image2)

![FIG 5. AUTOMATIC SEGMENTATION OF BRAIN AND TUMOR REGIONS](image3)
mechanism of morphological erosion and opening is almost the same but in the situation of volumetric images, morphological erosion performs better. All the proposed work is shown in Figs. 6(a-b)-7(a-b).

3.3 Features Extraction using Edge Histogram Descriptor

In our proposed framework, we used EHD (Edge Histogram Descriptor) for feature extraction.
EHD descriptor compute the direction of edges in different angles. In the first phase of EHD descriptor, the image is divided into 16 non-overlapping blocks of the same size. Each image block is then split into four sub-blocks and assigned the labels from 0-3. Average gray level for each block is then calculated as $a_{i,j}(k)$. For each direction, filter co-efficient is represented as $f$. Each of the image blocks is then classified into one of the five mentioned edge categories or as a non-directional edge block. Now, the magnitude is represented as $m$. The proposed framework is shown in Figs. 8-9(a-e).

$$m_{00}(i,j) = \left[ \sum_{k=0}^{30} a_{i,j}(1,j) \times f_{00}(k) \right]$$  \hspace{1cm} (1)

$$m_{k0}(i,j) = \left[ \sum_{k=0}^{30} a_{i,j}(1,j) \times f_{k0}(k) \right]$$  \hspace{1cm} (2)

$$m_{d-450}(i,j) = \left[ \sum_{k=0}^{30} a_{i,j}(1,j) \times f_{d-450}(k) \right]$$  \hspace{1cm} (3)

$$m_{d-1350}(i,j) = \left[ \sum_{k=0}^{30} a_{i,j}(1,j) \times f_{d-1350}(k) \right]$$  \hspace{1cm} (4)

**FIG. 8. DEFINITION OF SUB IMAGE AND IMAGE BLOCK**

**FIG. 9. FIVE TYPES OF EDGES**

Equations (1-5) are derived from Figs. 8-9, where \( m \) is magnitude, \( v \) is vertical direction, \( k \) is the location of sub blocks, \( d \) is the directional, \( nd \) is the non-directional, \( \Sigma \) is sigma, \( a \) is the average, \( f \) is the filter coefficient and \((I,j)\) specifies the location of image block. Mostly we deal with the five types of edges therefore, we use five clicks. A total number of features extracted from 16 blocks are 80 numerical values whose data type is floating point, where every feature is actually the frequency of the edges in a certain block of image histogram as shown in Fig. 10 and Table 1.

### 3.4 Classification

SVM classifier is used for classification, Supervised Classifier is trained on the edges angles features extracted from the ROI (benign and Malignant). The proposed classification framework is shown in Fig. 11. Then the classifier finds out the difference between benign and malignant features. Similarly, a class (benign or malignant) is assigned by the SVM classifier to the new brain tumor test image. State-of-art machine learning SVM classifier is used to diagnose two classes of cancer (i.e. benign and malignant). The kernel in classifiers is used to remove the outlier located in the wrong class which affects the precision of the classifier. In our work, we used geometrical features which are very robust and do not contain any outliers. SVM draws hyperplane which can be linear or non-linear. Many hyperplanes can be drawn in case of two classes but the optimal one is selected which separates the features of two classes with maximum margins. Hyperplane is a line (i.e. straight or curly). It, in our case, can be well-defined in Equations (6-9):

\[
x_0 + \theta = 00
\]

### TABLE 1. SEMANTICS OF LOCAL EDGE

| Histogram Bins | Semantics                  |
|----------------|----------------------------|
| BinCount(0)    | Straight line Vertical edges|
| BinCount(1)    | Straight line Horizontal edges|
| BinCount(2)    | Diagonal 450-degree edges  |
| BinCount(3)    | Diagonal 1350-degree edges |
| BinCount(4)    | Non-directional curly edges|
| BinCount(5)    | Straight line Vertical edges|
| ...            | ...                        |
| BinCount(75)   | Straight line Vertical edges|
| BinCount(76)   | Straight line Horizontal edges|
| BinCount(77)   | Diagonal 450-degree edges  |
| BinCount(78)   | Diagonal 1350-degree edges |
| BinCount(79)   | Non-directional curly edges|

**FIG 10. ONE DIMENSIONAL ARRAY OF 80 BINS OF EHD**
Where $x$ and $y$ can be defined as points on hyperplane, similarly, $b$ defined as bias and $w$ defined as the mean/average of the Euclidean.

\begin{align*}
wx_0 + b &\geq 0 + 1.0 y_i = +10 \\
wx_0 + b &\leq 0 - 1, y_i = 0 - 1 \\
y_i (wx_0 + b) &- 1 \geq 0 \geq 0
\end{align*}

\subsection{Evaluation of the Proposed Segmentation Method}

A subjective performance evaluation of the proposed segmentation method is performed using sensitivity, specificity, FNR (False Negative Rate), FPR (False Positive Rate), and F-measure as shown in Equations (10-14):

\begin{align*}
\text{Sensitivity} &= \frac{TP}{TP + FN} \\
\text{Specificity} &= \frac{TN}{TN + FN} \\
\text{FNR} &= \frac{FN}{TP + FN}
\end{align*}

\begin{equation}
FPR = \frac{FP}{TN + FN}
\end{equation}

\begin{equation}
F - \text{Measure} = 2 \times \frac{FPR \times FNR}{FPR + FNR}
\end{equation}

where TP is defined as the True Positive, FN as False Negative, similarly TN as True Negative and FP as False Positive.

\subsection{Dataset and Tool}

The Dataset for the proposed method is obtained from the radiology department of Shifa International Hospital Ltd. Faisalabad, Pakistan. Images were acquired through the open 35Tesla MRI machine. The whole proposed work is implemented by using MATLAB.

\section{EXPERIMENTAL WORK}

Detailed experimental work is carried out to check the efficiency and robustness of the planned segmentation and classification methods. Experimental work has two parts i.e. segmentation and classification which are discussed in Tables 2-3 and Figs. 11-12. The graphical comparison is shown in Figs. 13-15.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Method & Sensitiveness & Preciseness & FPR & FNR & F-Measure \\
\hline
Ray [19] & 0.99900 & 0.98200 & 0.11500 & 0.67500 & 0.8900 \\
Irfan et. al. [28] & 0.98200 & 0.99100 & 0.06900 & 0.17800 & 0.8800 \\
Haiyan et. al. [27] & 0.97300 & 0.99300 & 0.0500 & 0.09900 & 0.9600 \\
Proposed Method & 0.94100 & 0.98100 & 0.04900 & 0.098800 & 0.9700 \\
\hline
\end{tabular}
\caption{TUMOR SEGMENTATION METHOD COMPARISON WITH SOME STATE-OF-THE-ART METHODS}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Classification Approach & Specificity (%) & Sensitivity (%) & Precision (%) & Mean Square Error \\
\hline
Backpropagation Neural Network & 68.1700 & 89.5800 & 88.8500 & 0.2100 \\
K-Nearest Neighbors & 76.1900 & 91.8400 & 91.1400 & 0.1000 \\
Fusion RGSA & 95.000 & 98.9400 & 98.400 & 0.0150 \\
Projected & 97.6100 & 99.7100 & 99.0100 & 0.09000 \\
\hline
\end{tabular}
\caption{PERFORMANCE COMPARISON WITH SOME BENCHMARK CLASSIFIERS}
\end{table}
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**FIG. 11.** THE PROPOSED FRAMEWORK FOR CLASSIFICATION

- Input MRI Image of Brain
- Segmentation and saved in 256 x 256 image
- Feature Extraction by EHD (Edge Histogram Descriptor)
- Classification by SVM (Support Vector Machine)
- Malignant

**FIG. 12.** CLASSIFIED OUTPUT

| DICOM Images Classification by SVM | Display Feature |
|----------------------------------|------------------|
| **Image Panel**                  | **Value**        |
| Text Image                       | corr  | corr  | corr  | corr  | corr  |
| Equalisation                     | 0.7306| -0.9024| 932.4471| 86.0676| 0.3182 |
| Filtering                        |        |        |        |        |        |
| Segmentation                     |        |        |        |        |        |
| **Classifier Performance**       |        |        |        |        |        |
| Specifity                        | 97.6100|
| Sensitivity                      | 99.7100|
| Precision                        | 99.0100|
| Mean square error                | 0.09000|
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FIG. 13. BRAIN TUMOR MRI AND SEGMENTED TUMOR REGIONS

FIG. 14. EVALUATION OF OUR PROJECTED CLASSIFIER WITH SOME STATE-OF-THE-ART CLASSIFIERS
5. CONCLUSION

In this paper, authors have presented a framework which is very efficient for the diagnosis of tumors in brain MRI DICOM images. First of all, the tumor is segmented efficiently from the MRI slices using 3D segmentation technique which automatically select an optimum threshold value for brain and cancer voxels. SVM classifier with BOVW features is used which achieves higher accuracy for classifying two class of tumors (Malignant and benign). The proposed framework performs important diagnosis tasks in biomedical imaging. Experimental study validates the efficiency of the proposed system.
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