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ABSTRACT
Gaussianizing the one-point distribution of the weak gravitational lensing convergence has recently been shown to increase the signal-to-noise ratio contained in two-point statistics. We investigate the information on cosmology that can be extracted from the transformed convergence fields. Employing Box–Cox transformations to determine optimal transformations to Gaussianity, we develop analytical models for the transformed power spectrum, including effects of noise and smoothing. We find that optimized Box–Cox transformations perform substantially better than an offset logarithmic transformation in Gaussianizing the convergence, but both yield very similar results for the signal-to-noise ratio. None of the transformations is capable of eliminating correlations of the power spectra between different angular frequencies, which we demonstrate to have a significant impact on the errors in cosmology. Analytic models of the Gaussianized power spectrum yield good fits to the simulations and produce unbiased parameter estimates in the majority of cases, where the exceptions can be traced back to the limitations in modelling the higher order correlations of the original convergence. In the ideal case, without galaxy shape noise, we find an increase in the cumulative signal-to-noise ratio by a factor of 2.6 for angular frequencies up to $\ell = 1500$, and a decrease in the area of the confidence region in the $\Omega_m - \sigma_8$ plane, measured in terms of $q$-values, by a factor of 4.4 for the best performing transformation. When adding a realistic level of shape noise, all transformations perform poorly with little decorrelation of angular frequencies, a maximum increase in signal-to-noise ratio of 34 per cent, and even slightly degraded errors on cosmological parameters. We argue that to find Gaussianizing transformations of practical use, it will be necessary to go beyond transformations of the one-point distribution of the convergence, extend the analysis deeper into the non-linear regime and resort to an exploration of parameter space via simulations.
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1 INTRODUCTION
Weak gravitational lensing of distant galaxies by the large-scale structure is considered as one of the most powerful probes in cosmological physics [Albrecht et al. 2006; Peacock et al. 2006; see Munshi et al. (2008) for a recent review]. Planned surveys from the ground (e.g. LSST1) and from space (e.g. Euclid2) will measure the dark energy equation of state, properties of dark matter and possible deviations from general relativity with unprecedented precision, reaching percentage accuracy on some parameters (e.g. Rérigier et al. 2010).

The standard analysis employs two-point statistics of the gravitational shear, which would fully specify the properties of the underlying matter distribution if it were distributed according to a Gaussian random field. However, non-linear structure formation induces correlations between different angular scales in Fourier space and hence reduces the cosmological information contained in weak lensing two-point statistics. At the same time extra information is generated in higher order statistics of the shear, which, if it can be extracted, improves parameter constraints. The most widely used approaches to exploit higher order correlations make use of shear three-point statistics (e.g. Sembolini et al. 2011) and peak statistics (e.g. Bergé et al. 2008).

The goal of drawing a highly precise inference on cosmological parameters entails the need for access to the constraining power created by non-linear effects on the shear fields in an effective way, and for the guarantee that none of the steps in the observations
and analysis introduces uncertainty or systematics at a level that significantly affects errors on cosmology. These requirements have raised a range of issues driving current research, among them are an efficient choice of higher-order statistic (Bergé, Amara & Réfrégier 2010), the determination of accurate covariances (Takada & Jain 2009; Pliorz et al. 2010; Kiessling et al. 2011) and the derivation of the functional form of the likelihood (Hartlap et al. 2009; Schneider & Hartlap 2009).

The problems listed above could, at least in principle, all be solved if one could find a bijective mapping of the observed gravitational shear field, or equivalently the weak lensing convergence field, such that the transformed field is described by a Gaussian random field. This field is completely determined by its power spectrum which consequently contains all the cosmological information present in the original field. Therefore only two-point statistics have to be considered in the likelihood analysis whose covariance can also be expressed in terms that are second-order in the shear or convergence. In addition, the common assumption of a simple Gaussian likelihood becomes exact when formulating it for the transformed convergence (for a similar ansatz in the context of cosmic microwave background temperature fluctuations, see Bond, Jaffe & Knox 2000).

The recent work by Seo et al. (2011) suggests that such a beneficial transformation is approximately realized by taking the logarithm of the positively offset convergence, decorrelating angular frequencies and boosting the signal-to-noise ratio in the transformed power spectrum. Logarithmic transformations are widely used in statistics to reduce the skewness in distributions which in the context of large-scale structure is caused by the excess of high-density regions due to non-linear evolution. Coles & Jones (1991) provided a heuristic physical justification by demonstrating that the one-point distribution of the matter density contrast, δ, is lognormal in Lagrangian coordinates if one assumes the Zel’dovich approximation and Gaussian initial conditions for the matter density and velocity fields (for an exact calculation of the one-point distribution under these assumptions, see Kofman et al. 1994).

Kayo, Taruya & Suto (2001) showed by means of N-body simulations that a lognormal model accurately describes the one-point distribution of δ well within the non-linear regime. This fact has fostered the use of the lognormal distribution, or equivalently ln (1 + δ) as a ‘natural’ variable, in the modelling of large-scale structure (e.g. Szapudi & Kaiser 2003; Kitaura, Jasche & Metcalf 2010). The weak lensing convergence κ is a weighted projection of the matter density contrast and hence should inherit a skewed shape of the one-point distribution, although its minimum varies as κ does in practice not reach its theoretical lower limit, as opposed to δ ≥ 1 (see the discussion in Taruya et al. 2002). Indeed Taruya et al. (2002) found that κ is well described empirically as lognormal distributed, with some deviations reported for high source galaxy redshifts and the tails of the convergence distribution.

As presented in Neyrinck, Szapudi & Szalay (2009, 2011), Gaussianizing the one-point distribution of the matter density contrast via logarithmic transformation, or by matching the cumulative distribution function to a Gaussian one (referred to as rank-order Gaussianization henceforth), increases the signal-to-noise ratio in the transformed matter power spectrum. This result has triggered the analogous studies on the weak lensing convergence by Seo et al. (2011) considering logarithmic transformations and by Yu et al. (2011) who investigate the bispectrum and higher moments of the rank-order Gaussianized convergence. Note also the approach of Zhang et al. (2011) and Yu, Zhang, Harnois-Déraps & Pen (2010) who apply a non-linear Wiener filter to the matter density contrast and the convergence, respectively, instead of transforming these quantities. Recently, Neyrinck (2011) presented a simulation-based study of the effect on cosmological parameters due to the Gaussianization of the matter density contrast, finding significantly improved constraints in some cases.

This work is aimed at elucidating the cosmological information content of transformed convergence fields and their ability to constrain cosmological parameters using analytical models. To this end, we employ Box–Cox transformations which encompass a range of transformations frequently applied in statistics, including the logarithm, and which provide us with an efficient maximum likelihood formalism to estimate their free parameters. This allows us to quantify how well logarithmic transformations fare in Gaussianizing the one-point distribution of κ, and derive optimal transformations.

Contrary to rank-order Gaussianization, it is conceptually easy to determine the statistics of the transformed convergence analytically for a parametrized form as given by the Box–Cox transformations. We assess the accuracy and limitations of our models in fitting the power spectra obtained from a large suite of simulations of transformed convergence fields, and investigate the constraints on cosmological parameters that can be achieved with these models for different transformations as well as convergence maps with and without galaxy shape noise.

The article is structured as follows. In Section 2 we summarize the simulations underlying our analysis. Section 3 describes the transformations we apply to the weak lensing convergence and their optimization, as well as the modelling of the statistics of the transformed fields. Our results for optimal transformations, the analytical models of the power spectrum of the transformed fields, the noise properties and the constraints on cosmology are presented in Section 4. In Section 5 we discuss our findings and their implications, before summarizing and concluding in Section 6.

2 WEAK LENSING SIMULATIONS

To test the performance of our transformations and models, and perform a mock likelihood analysis, we use 100 independent realizations of weak lensing convergence fields generated by the SUNGLASS pipeline (Kiessling et al. 2011). They are based on medium-resolution dark-matter-only N-body simulations with a box size of 512 h⁻¹ Mpc and periodic boundary conditions. The simulations are populated by 512³ particles with mass 7.5 × 10¹⁰ M⊙, using a force softening length of 33 h⁻¹ kpc. A flat ΛCDM cosmology with WMAP7 parameters (Jarosik et al. 2011), particularly Ω_m = 0.27 and σ₈ = 0.81, is adopted.

The weak lensing convergence is given by a weighted integral over the matter density contrast, δ (see e.g. Bartelmann & Schneider 2001),

\[ \kappa(\theta, z_s) = \frac{3H_0^2 \Omega_m}{2c^2} \int \frac{d\chi'}{\chi'} \chi' \left[ \frac{\chi(z_s) - \chi}{\chi(z_s)} \right] \delta(\chi', \theta), \]

where \( \chi \) denotes comoving distance and \( a \) the cosmic scalefactor. The convergence depends on the redshift \( z_s \) of the galaxies which serve as sources for the weak lensing signal. Usually the source galaxies follow a distribution in redshift, but for simplicity we will assume a single source redshift \( z_s = 1 \), which is close to the median redshift of upcoming surveys.

SUNGLASS assumes the Born approximation and computes the convergence directly via a discretized version of equation (1), using the three-dimensional particle positions. The light cone out to \( z_s = 1 \) is constructed from 19 snapshots with a separation of 128 h⁻¹ Mpc each. To avoid the repetition of structure after spanning distances exceeding the box size of the simulation, boxes are randomly
translated and rotated. The convergence maps are computed on a grid with $N^2$ points with $N = 2048$, covering an area of $A_{\text{field}} = 10 \times 10 \, \text{deg}^2$. Since the realizations are fully independent, we obtain a total survey size of 10 000 deg$^2$ by jointly analysing all convergence maps.

We are also interested in considering convergence maps with a realistic level of noise which in weak lensing is governed by the random distribution of intrinsic galaxy shapes. To add shape noise, the convergence fields are Fourier-transformed and converted to shear fields via

$$\gamma(\ell) = e^{2\pi i \kappa(\ell)}, \quad (2)$$

where $\gamma$ denotes the complex gravitational shear (quantifying the ellipticity and the position angle of the galaxy shape), and $\varphi_\ell$ the polar angle of the angular frequency vector $\ell$. Note that, to ease the notation, we will throughout use the same symbol to designate quantities and their respective Fourier transforms.

After Fourier-transforming back to real space, an intrinsic ellipticity is added to each shear component at every grid point of the shear map by randomly drawing values from a Gaussian distribution with dispersion $\sigma_e / \sqrt{2n_{\text{gal}}A_{\text{field}}/N^2}$, where $\sigma_e = 0.35$ is a typical intrinsic ellipticity dispersion, and $n_{\text{gal}} = 30 \, \text{arcmin}^{-2}$ the assumed number density of galaxies. Inverting equation (2), one readily calculates the convergence from the shear maps with shape noise included by again transforming to Fourier space and back.

Since we work with the convergence maps, the convergence power spectrum is the two-point statistic of choice for the subsequent likelihood analysis. We employ the estimator

$$\hat{P}_\kappa(\ell) = \frac{2\pi}{\Delta \ell} \sum_{\ell_j \in \text{shell}(\ell)} |\kappa_{\ell_j}|^2, \quad (3)$$

where $\Delta \ell$ is the width of the angular frequency bin, which we choose to be constant in log-space with $\ln \Delta \ell \approx 0.23$. We use the notation $\kappa_\ell$ for the convergence values on a discretely Fourier-transformed grid; see also Appendix C. The sum runs over all angular frequency vectors that lie in a shell with central radius $\ell$ and width $\Delta \ell$. To avoid aliasing in the power spectrum due to the edges of the convergence fields, a Hann window is applied to the convergence values in the margins covering the outmost 12.5 per cent of the maps. For further details on the simulations and power spectrum estimation we refer the reader to Kiessling et al. (2011).

### 3 Transformations of Convergence and Power Spectrum

In the following we will detail the transformations that we apply to Gaussianize the convergence maps, including the procedure to estimate the free parameters in the transformation equations. We then proceed to express the power spectrum of the transformed convergence in terms of the statistics of the original convergence, the central pre-requisite that will allow us to compute the analytical models required for the likelihood analysis.

#### 3.1 Box–Cox transformations

Box & Cox (1964) introduced a parametrized set of power transformations that are widely used in statistical data analysis, encompassing the logarithmic transformation which has recently gained attention in attempts to boosting information in cosmological density fields. For a given random sample of data, in our case $n = N^2$ grid point values of the convergence in one map, the Box–Cox transformation reads

$$\bar{\kappa}_i(\lambda, a) = \begin{cases} (\kappa_i + a)^{\lambda} - 1 & |\lambda| \neq 0 \\ \ln(\kappa_i + a) & |\lambda| = 0 \end{cases}, \quad (4)$$

for all $i = 1, \ldots, n$. We will consider both the power $\lambda$ and the shift $a$ as free parameters of the transformation. Note that the transformed convergence is denoted by a bar, and that the dependence on $\lambda$ and $a$ will mostly be suppressed henceforth. The normalization of equation (4) is chosen such that the transformation is continuous in $\lambda$ at $\lambda = 0$. We have illustrated the mapping according to equation (4) for a few exemplary cases in Fig. 1.

The Box–Cox parameters $(\lambda, a)$ shall be determined from the sample $\{\kappa_i\}$ such that the one-point distribution of transformed convergence values, $P_{\text{ip}}(\kappa_i)$, is Gaussian.\(^3\) The relation to the distribution of the original convergence is given by

$$P_{\text{ip}}(\kappa) = P_{\text{ip}}(\bar{\kappa}) \prod_{i=1}^{n} (\kappa_i + a)^{\lambda - 1}, \quad (5)$$

where the last term is the Jacobian of the Box–Cox transformation. Equation (5) provides a model for the distribution $P_{\text{ip}}(\kappa)$ from which the data sample $\{\kappa_i\}$ is drawn, featuring only the two Box–Cox parameters and the mean and variance of the assumed Gaussian $P_{\text{ip}}(\kappa)$ as undetermined parameters. Employing the maximum likelihood estimators for mean and variance, one can derive the concentrated log-likelihood for $\lambda$ and $a$ (Box & Cox 1964; see also Joachimi & Taylor 2011), resulting in

$$L_{\text{max}}(\lambda, a) = -\frac{n}{2} \ln \left\{ \frac{1}{n} \sum_{i=1}^{n} \left[ \bar{\ell}_i(\lambda, a) - \langle \bar{\kappa}(\lambda, a) \rangle \right]^2 \right\}$$

$$+ (\lambda - 1) \sum_{i=1}^{n} \ln(\kappa_i + a). \quad (6)$$

Here, the term in curly brackets is the maximum likelihood estimate for the variance of the transformed convergence field, the

---

\(^3\) Note that Box–Cox transformations are not limited to one-dimensional distributions. We follow earlier work by concentrating on transforming the one-point distribution only, but discuss possible ways beyond this ansatz in Section 5.
angular brackets denoting the mean. Note that the exponential of the Gaussian likelihood is unity if the maximum likelihood estimate of the mean is unbiased. Equation (6) constitutes a model for the distribution of the original convergence with only $\lambda$ and $a$ as free parameters. Maximizing this equation with respect to the Box–Cox parameters provides us with maximum-likelihood estimates for $\lambda$ and $a$ and thus with a method to determine an optimal transformation to Gaussianity which is entirely driven by the data itself.

Note that the Box–Cox transformation changes the dimension of the data set under consideration which could be corrected for example by dividing by a function of the geometric mean of the original data set (Box & Cox 1964). However, since $\kappa$ is dimensionless, we prefer to keep the simplest possible form of the transformation as given by equation (4). Unlike the original convergence, $\tilde{\kappa}$ has a non-vanishing mean on average which generally is a function of all moments of the original field. In principle this is irrelevant as there is no cosmological information in the mean, but due to the finite size of the convergence maps large-scale modes might become biased. Hence we correct all transformed fields to a mean of zero.

3.2 Transformed power spectrum

One of the major advantages of Box–Cox transformations (including the logarithmic transformation) over rank-order Gaussianization techniques as for example applied by Neyrinck et al. (2009) and Yu et al. (2011) is the analytical relation between original and transformed values in each grid point of the field. This permits us to calculate the power spectrum of the Box–Cox transformed convergence in terms of the statistics of the original convergence, which in turn are computed from the cosmological model. We begin by Taylor-expanding the term in parentheses appearing in equation (4) for $\lambda \neq 0$:

$$ (\kappa + a)^{\lambda} = a^{\lambda} + \lambda a^{\lambda-1} \kappa + \frac{\lambda(\lambda - 1)}{2} a^{\lambda-2} \kappa^2 + \frac{\lambda(\lambda - 1)(\lambda - 2)}{6} a^{\lambda-3} \kappa^3 + O(\kappa^4). \quad (7) $$

With this result the Fourier transform of the transformed convergence reads, to the same order in $\kappa$,

$$ \tilde{\kappa}(\ell) = \int d^2 \theta \tilde{\kappa}(\theta) e^{i \ell \theta} = a^{\lambda} \sum_{j=0}^{\infty} \frac{1}{j!} \int d^2 \theta \left[ \kappa(\theta) \right]^j e^{i \ell \theta} $$

$$ = \frac{(2\pi)^2}{\lambda} \tilde{\kappa}^{(2\lambda)}(\ell) $$

$$ = \frac{(2\pi)^2}{\lambda} \left( a^{\lambda} - 1 \right) \delta^{(2\lambda)}(\ell) + a^{\lambda-1} \kappa(\ell) $$

$$ + \frac{\lambda - 1}{2} a^{\lambda-2} \int \frac{d^2 \ell_1}{(2\pi)^2} \kappa(\ell_1) \kappa(\ell - \ell_1) $$

$$ + \frac{\lambda - 1}{2} a^{\lambda-2} \int \frac{d^2 \ell_1}{(2\pi)^2} \int \frac{d^2 \ell_2}{(2\pi)^2} \int \frac{d^2 \ell_3}{(2\pi)^2} \kappa(\ell_1) \kappa(\ell - \ell_1 - \ell_2) \kappa(\ell - \ell_1 - \ell_2 - \ell_3) + O(\kappa^4), \quad (8) $$

where $\delta^{(2\lambda)}(\ell)$ denotes the Dirac-delta distribution. To arrive at the last equality, we applied the convolution theorem several times. Note that the corresponding calculation for the case $\lambda = 0$, i.e. based on the expansion of $\ln(\kappa + a)$, yields the same result except for the zeroth-order term. This term is generated by the non-vanishing mean of the transformed convergence, but contributes due to the Dirac-delta function only to the DC ($\ell = 0$) component of the power spectrum and is hence irrelevant. As an aside, since we correct $\bar{\kappa}$ to zero mean, there are in principle more terms contributing to the zeroth order in equation (8), but we have omitted this step to keep the formalism simple.

It is evident from equation (8) that the two-point correlation of $\tilde{\kappa}$ is a function of all $n$-point correlations of the original convergence. The $d$th spectrum of the convergence is defined via

$$ \left\langle \prod_{i=1}^{d} \kappa(\ell_i) \right\rangle_c = (2\pi)^2 \delta^{(2d)} \left( \sum_{i=1}^{d} \ell_i \right) S_c^d(\ell_1, \ldots, \ell_d), \quad (9) $$

where the subscript c denotes the connected moments. We identify the second-order spectrum $S_c^2 \equiv P_c$ with the power spectrum, $S_c^0 \equiv B_c$ with the convergence bispectrum, and $S_c^4 \equiv T_c$ with the connected convergence trispectrum. Making use of these definitions, one arrives at the following expression, containing terms up to the fourth order in $\kappa$:

$$ P_c(\ell) = a^{2\lambda-2} \left\{ P_c(\ell) $$

$$ + (\lambda - 1) a^{-1} \int \frac{d^2 \ell_1}{(2\pi)^2} B_c(\ell, \ell_1, |\ell - \ell_1|) $$

$$ + \frac{(\lambda - 1)(\lambda - 2)}{3} a^{-2} \left[ \int P_c(\ell) \right] \int \frac{d^2 \ell_1}{(2\pi)^2} P_c(\ell_1) $$

$$ + \int \frac{d^2 \ell_1}{(2\pi)^2} \int \frac{d^2 \ell_2}{(2\pi)^2} T_c(\ell, -\ell_1, -\ell_2, \ell_1 + \ell_2 - \ell) $$

$$ + \frac{(\lambda - 1)^2}{4} a^{-2} \left\{ 2 \int \frac{d^2 \ell_1}{(2\pi)^2} \int \frac{d^2 \ell_2}{(2\pi)^2} P_c(\ell_1) P_c(\ell - \ell_1) $$

$$ + \int \frac{d^2 \ell_1}{(2\pi)^2} \int \frac{d^2 \ell_2}{(2\pi)^2} T_c(\ell_1, \ell - \ell_1, -\ell_2, \ell_2 - \ell) + O(\kappa^5) \right\}. \quad (10) $$

We provide the technical details of this and the following computations in Appendix A. Third-order or higher order contributions consist of integrals that run up to infinitely high angular frequencies. The finite resolution of simulations or observational data and our ignorance of e.g. the bispectrum in the highly non-linear regime necessitate a truncation of these integrals, which is achieved by a Gaussian smoothing of the convergence maps before the transformation. The Fourier transform of the Gaussian kernel reads

$$ W(\ell) = e^{-\sigma^2 \ell^2 / 2}, \quad (11) $$

where $\sigma$ denotes the dispersion of the Gaussian. We will specify $\sigma$, in terms of the number of pixels in the convergence map that it covers, where the pixel size is approximately 0.3 arcmin.

Moreover, equation (10) illustrates that any non-linear transformation entails a more complex dependence on noise. Although we have made the simple assumption that the shape noise is Gaussian distributed and hence fully described by its power spectrum, the transformed power spectrum still receives extra contributions, e.g. from the Gaussian four-point terms. If the distribution of intrinsic ellipticities is not Gaussian (see e.g. van Waerbeke et al. 2000), $P_c(\ell)$ will also contain its higher moments. In the cases without shape noise that we will consider, shot noise caused by the discrete summation over particle positions in the simulation to obtain the convergence might become relevant. This particle shot
noise should be approximately Gaussian, and we will thus represent both shape and shot noise by a scale-independent power spectrum \( P_{\text{noise}} \).

Taking the effects of smoothing and noise into account, one arrives at the following model for the transformed convergence power spectrum:

\[
P_\delta(\ell) \approx a^{2\lambda^2 - 2} [P_\delta(\ell) + P_{\text{noise}}] W^2(\ell)
+ (\lambda - 1) a^{2\lambda^2 - 2} W(\ell) \int_0^\infty \frac{d\ell_1 \ell_1}{2\pi} W(\ell_1)
\times \int_0^\infty \frac{d\ell_2 \ell_2}{2\pi} \sum_{a, b} B_a \{ \ell_1, \ell_2, \ell_3(\ell, \ell_1, \varphi) \} W[\ell_3(\ell, \ell_1, \varphi)]
\]

\[
+ (\lambda - 1)(\lambda - 2) a^{2\lambda^2 - 4} [P_\delta(\ell) + P_{\text{noise}}] W^2(\ell)
\times \int_0^\infty \frac{d\ell_1 \ell_1}{2\pi} [P_\delta(\ell_1) + P_{\text{noise}}] W^2(\ell_1)
\]

\[
+ \frac{(\lambda - 1)^2}{2} a^{2\lambda^2 - 4} \int_0^\infty \frac{d\ell_1 \ell_1}{2\pi} [P_\delta(\ell_1) + P_{\text{noise}}]
\times W^2(\ell_1) \int_0^\infty \frac{d\ell_2 \ell_2}{2\pi} [P_{\lambda}(\ell_1, \ell_1, \varphi)] + P_{\text{noise}}
\times W^2[\ell(\ell_1, \ell_1, \varphi)] + \mathcal{H}(\ell),
\]

where we defined

\[
\ell_3(\ell, \ell_1, \varphi) = \sqrt{\ell^2 + \ell_1^2 - 2\ell_1 \ell_1 \cos \varphi}
\]

for convenience, and introduced a term \( \mathcal{H}(\ell) \) which includes a number of higher order contributions as detailed below. The smoothing kernel, \( W \), now suppresses the remaining integrands exponentially for large values of angular frequencies. If \( P_{\text{noise}} \) attains values of the same order of magnitude as the original convergence power spectrum over a range of angular frequencies which are well outside the smoothing regime, it yields significant contributions in particular to the four-point term.

A priori it is not guaranteed that the connected trispectrum terms or higher order correlations are small; indeed we find that including terms only up to the Gaussian four-point level results in substantially biased parameter constraints. Thus we incorporate a number of higher order contributions into the model, subsumed into the term \( \mathcal{H}(\ell) \). Here, we only provide a brief synopsis of the calculation of \( \mathcal{H} \), deferring the technical details to Appendix B.

While results for the trispectrum from tree-level perturbation exist in the literature (Fry 1984) and higher orders could be derived analogously, their non-linear evolution is very likely to be important in our modelling, yet unknown to date. As will be discussed further in Section 4.2, even the modelling of the convergence bispectrum in the mildly non-linear regime already introduces a significant amount of uncertainty. Hence we take a different approach and assume that the original convergence follows a lognormal distribution, which should be reasonably accurate given the good performance of the logarithmic transformations to Gaussianity at the one-point level (see below), and which allows us to proceed analytically.

Equation (12) contains all terms up to second order in \( P_\delta \), so that we include all terms proportional to \( P_\delta^2 \) under the assumption of multivariate lognormality into \( \mathcal{H} \). This includes the lowest order contribution to the lognormal trispectrum, the unconnected part of the convergence five-point correlation and the Gaussian six-point correlation. We find that the connected moments calculated from the lognormal model significantly underestimate the moments of the original convergence fields as measured from the simulations. Therefore we recalculate the amplitudes of the different contributions to the model to match the respective simulation signal, thereby implicitly assuming that the angular dependence of the lognormal model is accurate.

### 4 Results

The main goal of this work is to assess the cosmological information contained in the Box–Cox transformed convergence fields, which we will quantify in terms of a figure of merit for the two best constrained cosmological parameters in weak lensing surveys, \( \Omega_m \) and \( \sigma_8 \). In a first step we determine transformations that optimally Gaussianize the one-point distribution of the convergence before testing how well our analytic models recover the simulation results.

The performance of the transformed convergence is further investigated via the signal-to-noise ratio, power spectrum covariances and a likelihood analysis in the \( \Omega_m - \sigma_8 \) plane. We will first work with the idealistic case of convergence maps that only contain low levels of discreteness noise from the underlying N-body simulations, but repeat the analysis adding a realistic amount of shape noise in Section 4.5.

#### 4.1 Optimal transformations

Each convergence map contains 2048² pixels whose convergence values we use as the input data-vector for equation (6) to determine the optimal Box–Cox parameters. To gain further insight and keep the numerics tractable, we compute optimal values for \( \lambda \) and \( a \) for each realization individually and obtain the final pair of Box–Cox parameters by taking the mean over the 100 realizations.

For comparison we also investigate logarithmic transformations, i.e. \( \lambda = 0 \) in the parameterization given by equation (4), where we determine the shift \( a \) to be slightly larger than the absolute value of the minimum convergence in all 100 realizations. Since it is clear that the convergence maps need to be smoothed for the likelihood analysis, the question arises whether the transformation parameters shall be estimated from the untreated or the smoothed fields. We will investigate both cases, where throughout a smoothing kernel with a width of 5 pixels is used which, as will be demonstrated below, is suited to suppress noise and modelling uncertainty on small scales.

In Fig. 2 we illustrate the dependence of the properties of the one-point distribution of the transformed convergence on \( \lambda \) and \( a \). As diagnostics we use the skewness, excess kurtosis and the Kullback–Leibler divergence \( D_{\text{KL}} \), between the convergence distribution and a Gaussian with the same mean and variance, defined as

\[
D_{\text{KL}} = \int dk \ |P_\text{1pt}(k)| \ln \frac{P_\text{1pt}(k)}{P_{\text{Gauss}}(k)},
\]

and likewise for the transformed convergence. Note that we place the Gaussian reference distribution in the denominator because it has infinite support. All the considered quantities approach zero as the transformed convergence becomes more Gaussian.

The Kullback–Leibler divergence obtains its minimum along a linear degeneracy line in the \( \lambda - a \) plane. All the optimal Box–Cox parameters determined from the 100 realizations come to lie close to this minimum, their distribution being excellently fit by the line

\[
a = m \lambda + b
\]

with \( m = (−6.45 ± 0.07) \times 10^{-2}; b = (7.02 ± 0.08) \times 10^{-2} \). Contours of equal skewness are close to straight lines, and the region of vanishing skewness matches the valley in \( D_{\text{KL}} \). The kurtosis varies along this line, but apparently does not cause a significant deviation.
from a Gaussian distribution since $D_{KL}$ as a global measure of Gaussianity remains approximately constant. The scatter of optimal Box–Cox parameter values along the degeneracy line is caused by cosmic variance and determined by the varying position of the intersection with the zero-kurtosis contour, which for the realization used to produce Fig. 2, right-hand panel, is close to the mean of $\lambda$ and $a$ taken over all realizations.

In Table 1 an overview on the different transformations and their parameters is provided. The Box–Cox transformations generally prefer negative values for $\lambda$, e.g. if applied to the unsmoothed convergence fields, the optimum is close to an inverse transformation. Values of $\lambda < 0$ imply that high-density peaks in the convergence fields are downweighted even stronger than for a logarithmic transformation (see Fig. 1). Note that deriving the value of the shift $a$ for the logarithmic transformation from the minimum value of the convergence produces a pair of Box–Cox parameters that is also located in the valley of minimum skewness and $D_{KL}$, as indicated by the blue triangle in the left-hand panel of Fig. 2.

The plots of the one-point distribution of $\kappa$ shown in Fig. 3 confirm that both Box–Cox and logarithmic transformation effectively remove the pronounced skewness of the original convergence distribution. The logarithmic transform features a significant deviation from the Gaussian case for values $3\sigma$ and more above the mean which is avoided in the optimal Box–Cox transform by the negative value of $\lambda$. When applied to the unsmoothed fields, the Box–Cox transformed distribution deviates less than $\pm 10$ per cent in the range $\pm 3\sigma$ around the mean while the logarithmic transformation features slightly larger deviations for $\kappa$ values close to the mean and also differs from the Gaussian more significantly for extreme values of $\kappa$.

Smoothing the convergence field flattens high-density peaks and makes voids shallower, so that the distribution of original convergence values is modified to look slightly more Gaussian. None the less, the transformations we consider perform somewhat worse in rendering the one-point distribution Gaussian, which applies in particular to the logarithmic transformation for $\kappa$ values far from the mean; see the right-hand panel of Fig. 3. Note that the optimal Box–Cox parameters determined from the smoothed convergence fields follow a similarly well defined linear relation as the one shown in Fig. 2, only shifted to more negative values of $\lambda$.

Table 2 lists the mean and standard deviation, computed from 100 realizations, of skewness, kurtosis and $D_{KL}$ for the original and transformed convergence fields. For both unsmoothed and smoothed convergence the logarithmic transformation improves all the three diagnostics by at least an order of magnitude while the Box–Cox transformation adds another factor of 10 reduction in skewness and kurtosis. The Kullback–Leibler divergence decreases less when switching from logarithmic to Box–Cox transformation, by factors of 2.6 and 4.1, respectively. To illustrate the absolute values of $D_{KL}$, one can compare them to $D_{KL}$ for two Gaussian distributions with identical variance but shifted means. We find that $D_{KL} = 0.1$, as

&  

Table 1. Overview of the transformations used in this work. In each case we consider a Box–Cox transformation with optimized parameters and a logarithmic transformation (which corresponds to $\lambda = 0$). Parameters are determined from the unsmoothed convergence fields, from fields smoothed by a Gaussian of the width of 5 pixels, and from fields with shape noise added. The identifiers used in the remainder of this paper, and the values of the Box–Cox parameters $\lambda$ and $a$ are also listed.

| Transformation | Convergence map | Identifier | $\lambda$ | $a$ |
|----------------|-----------------|------------|----------|-----|
| Box–Cox        | Unsmoothed      | BC1        | -1.13    | 0.14 |
| Logarithmic    | Unsmoothed      | LOG1       | 0        | 0.07 |
| Box–Cox        | Smoothed        | BC2        | -2.20    | 0.08 |
| Logarithmic    | Smoothed        | LOG2       | 0        | 0.03 |
| Box–Cox        | Shape noise     | BCs        | -7.47    | 0.62 |
| Logarithmic    | Shape noise     | LOGs       | 0        | 0.07 |

Figure 2. Left-hand panel: Kullback–Leibler divergence $D_{KL}$ as a function of the Box–Cox parameters $\lambda$ and $a$ for one randomly chosen realization of an unsmoothed convergence field. The grey shading corresponds to $D_{KL}$, as indicated by the colour bar, with smallest values shown in white. We also plot the distribution of optimal Box–Cox parameters $\lambda$ and $a$ determined from each of the 100 realizations of convergence fields as black points. The red line indicates the linear fit (15). The blue dotted lines indicate the values of $\lambda$ and $a$ used for the Box–Cox transformation BC1. The values of $\lambda$ and $a$ that correspond to the logarithmic transformation are marked by the blue triangle. Right-hand panel: same as above, but for skewness and kurtosis of the Box–Cox transformed convergence field. Black contours correspond to the skewness and are linearly spaced with steps of 0.25, with values of 0 given by the red line and negative values shown as dotted lines. The grey shading corresponds to the kurtosis, as indicated by the colour bar, with values above 0.7 shown in white. The green curve indicates vanishing kurtosis.
Gaussianized weak lensing signals

Figure 3. One-point distribution of convergence values. The bottom panels show the convergence distribution, stacked for five randomly chosen realizations of convergence fields and corrected to zero mean and unit variance. Shown is the original distribution of the convergence as a red solid line, the logarithmically transformed convergence as a blue dotted line, and the Box–Cox transformed convergence as a black solid line. For reference a Gaussian distribution is shown in grey. The top panels display the relative deviation from the Gaussian distribution after logarithmic and Box–Cox transformation. Left-hand panel: for the unsmoothed convergence. Right-hand panel: for the convergence smoothed with a Gaussian kernel of width 5 pixels.

Table 2. Mean and standard deviation of skewness, kurtosis and Kullback–Leibler divergence $D_{\text{KL}}$ as measured from the 100 realizations of convergence fields. The fields are unsmoothed, smoothed by a Gaussian of width 5 pixels, or incorporate shape noise. In each case results are given for the original, the logarithmically transformed and the Box–Cox transformed convergence fields. Values for the log-arctan transformation applied to the noisy convergence fields are listed as well.

| Convergence map   | Analysis        | Skewness          | Kurtosis          | $D_{\text{KL}}$     |
|-------------------|-----------------|-------------------|-------------------|---------------------|
|                   |                 | $2.05 \pm 0.45$   | $18.77 \pm 22.04$ | $0.126 \pm 0.006$   |
|                   | Unsmeared LOG1  | $(0.57 \pm 1.92) \times 10^{-2}$ | $(3.93 \pm 0.69) \times 10^{-1}$ | $(3.47 \pm 0.70) \times 10^{-3}$ |
|                   |                 | $(0.04 \pm 1.29) \times 10^{-2}$ | $(-2.86 \pm 3.78) \times 10^{-2}$ | $(1.33 \pm 0.18) \times 10^{-3}$ |
|                   | Smoother LOG2   | $1.80 \pm 0.32$   | $8.65 \pm 6.24$   | $0.131 \pm 0.012$   |
|                   |                 | $(1.02 \pm 0.61) \times 10^{-1}$ | $(5.50 \pm 1.19) \times 10^{-1}$ | $(5.78 \pm 1.40) \times 10^{-3}$ |
|                   |                 | $(0.24 \pm 3.94) \times 10^{-2}$ | $(2.37 \pm 5.35) \times 10^{-2}$ | $(1.42 \pm 0.26) \times 10^{-3}$ |
| Shapenoise        | Original LOGs   | $0.83 \pm 0.17$   | $3.11 \pm 2.36$   | $0.038 \pm 0.007$   |
|                   |                 | $(-4.74 \pm 6.55) \times 10^{-2}$ | $(7.28 \pm 1.48) \times 10^{-1}$ | $(7.49 \pm 1.46) \times 10^{-3}$ |
|                   |                 | $(-2.32 \pm 4.31) \times 10^{-2}$ | $(4.33 \pm 0.78) \times 10^{-1}$ | $(4.22 \pm 0.84) \times 10^{-3}$ |
|                   |                 | $(-5.04 \pm 5.70) \times 10^{-2}$ | $(-1.86 \pm 4.37) \times 10^{-2}$ | $(1.74 \pm 0.29) \times 10^{-3}$ |

found for the original convergence distribution, corresponds to a shift in the mean of half a standard deviation. Similarly, one obtains shifts of $0.1 \sigma$ ($0.04 \sigma$) for $D_{\text{KL}} = 5 \times 10^{-3}$ ($D_{\text{KL}} = 10^{-3}$), which is of the same order as the results for the logarithmic and Box–Cox transformations, respectively.

4.2 Modelling accuracy

To model the power spectra calculated from the Box–Cox and logarithmically transformed convergence fields according to equation (12), convergence power spectra and bispectra are required. We compute the matter power spectrum $P_s(k)$ for the simulation cosmology, employing the transfer function by Eisenstein & Hu (1998) and the correction for the non-linear regime by Smith et al. (2003). As was demonstrated in Kiessling et al. (2011), our model power spectra match the simulation results well in the relevant angular frequency regime.

The convergence power spectrum is then given by the Limber equation (Kaiser 1992):

$$P_s(\ell) = \frac{9 H_0^2 \Omega_m^2}{4 c^2} \int_0^\chi_{\text{hor}} d\chi \frac{a^2(\chi)}{a^2(\chi)} P_s \left( \frac{\ell}{\chi}, \chi \right),$$

(16)
where we use the lensing efficiency \( g(\chi) = 1 - \chi' / \chi(z_s) \) with \( z_s = 1 \).

The analogous equation for the convergence bispectrum reads (e.g. Takada & Jain 2004)

\[
B_s(\ell_1, \ell_2, \ell_3) = \frac{27H_0^2\Omega_m^2}{8c^2} \int_0^{\chi_{\text{hor}}} d\chi \frac{\chi^3}{\chi a^3(\chi)} 
\times B(B(\ell_1, \ell_2, \ell_3) / \chi, B(\ell_2, \ell_3, \ell_1) / \chi, \ell_3) .
\]  

The matter bispectrum \( B_s(k_1, k_2, k_3) \) is computed via perturbation theory (Fry 1984) from the matter power spectrum, applying the corrections due to non-linear structure evolution given in Scoccimarro & Couchman (2001). To allow for efficient interpolation, we calculate \( B_s \) in practice as a function of two triangle side lengths \( \ell_1, \ell_2 \) and their internal angle \( \varphi \), with dense binning between \( \ell = 1 \) and \( \ell \sim 10000 \) (where the smoothing has safely suppressed all contributions to zero), and for \( \varphi \in [0; \pi] \).

Kiessling et al. (2011) found that in the simulations under consideration angular frequencies larger than \( \ell \sim 1500 \) are significantly affected by particle shot noise and thus discarded these scales in their cosmological analysis, so that we can safely choose a smoothing scale that downweights scales \( \ell > 1500 \). Besides, we have to make sure that we limit our study to sufficiently large scales on which higher order correlations which we are not able to model have not yet become important.

In Fig. 4, top panel, the mean simulation power spectrum using transformation BC1 (for the definition of identifiers, see Table 1), averaged over 100 realizations, is shown without any smoothing as well as for smoothing with kernels of width 2, 4 and 5 times the pixel size of the convergence map of 0.3 arcmin. Note that in this and all similar figures we use the error bars corresponding to a single realization, i.e. a 100 deg\(^2\) patch; errors on the mean from all realizations are smaller by a factor of 10. In addition we plot the power spectrum models obtained by using the corresponding smoothing window. Increasing the smoothing scale boosts the simulation signal on large scales and significantly reduces it at \( \ell \sim 1000 \) and above. The model is biased high at high angular frequencies for the 2-pixel kernel, but provides a good fit to the simulation data on all scales for the 4- and 5-pixel kernels.

Using a narrow smoothing kernel, one includes more information from highly non-linear scales into the transformed power spectrum model for which the prescription of the bispectrum and the included higher order contributions becomes insecure and the neglected higher order statistics more important, hence the bias. Henceforth we will adopt a kernel width of 5 pixels (corresponding to 1.5 arcmin) which balances the systematic offset due to inaccurate modelling and the suppression of cosmological information at high angular frequencies, visible in the decrease in the amplitude of the transformed power spectrum setting in at increasingly smaller \( \ell \).

Particle shot noise is incorporated throughout our models, computed via the analytical formula given in Kiessling et al. (2011), equation (15), which yields \( P_{\text{noise}} \approx 2.4 \times 10^{-12} \). The 5-pixel window effectively downweights the regime where shot noise becomes important, so that the models are affected by less than 3 per cent in the range 100 < \( \ell < 1500 \).

The centre panel of Fig. 4 details the contributions of terms with different orders of \( \kappa \) to the model of the transformed power spectrum, again for transformation BC1. The two-point term is simply a rescaled version of the original convergence power spectrum while the three-point contribution is negative due to \( \lambda < 0 \), see equation (12), and has a stronger effect at high angular frequencies. The
Gaussian four-point term adds to the model almost constantly over the range of \( \ell \) considered.

The combined higher order contribution is also positive and surpasses the Gaussian four-point term in amplitude (although the latter is second order in \( P_1 \), in particular on small scales. The full model yields a good fit to the simulation, being marginally low at high angular frequencies, but note that in this regime error bars are significantly correlated.

We construct a toy model to estimate the influence of the limited accuracy of modelling the non-linear matter bispectrum by the Scoccimarro & Couchman (2001) fitting formula. A multiplicative term \( f(\ell_1, \ell_2) \) is introduced which modifies the convergence bispectrum to \( B(\ell_1, \ell_2, z_1) \rightarrow B(\ell_1, \ell_2, z_1) f(\ell_1, \ell_2) \). Scoccimarro & Couchman (2001) found little dependence of the accuracy of their fit on the internal angle of a triangle of angular frequencies, so that, without loss of generality, we assume \( f \) to only depend on \( \ell_1 \) and \( \ell_2 \). Due to a lack of information about any further dependence on triangle shapes, we furthermore assume that any deviation of the fit can be phrased in terms of the mean side length \( \bar{\ell} = 1/2(\ell_1 + \ell_2) \). Judging from the plots in Scoccimarro & Couchman (2001), the formula fits their \( \Lambda \)CDM simulations well up to \( k \sim 0.5 h^{-1} \text{Mpc} \). We translate this into a scale \( \bar{\ell} \sim 700 \) as the sensitivity of lensing peaks at about half the source distance at \( z_s = 1 \).

The discrepancy between fit formula and simulation seems to increase linearly at high wavenumbers, with an average accuracy of 15 per cent (Scoccimarro & Couchman 2001), so that we define

\[
f(\ell_1, \ell_2) = \begin{cases} 
1 & \ell < 700 \\
1 \pm 0.15 \left( \frac{\ell}{700} - 1 \right) & \ell \geq 700
\end{cases}.
\]  

(18)

Although the fit formula persistently underestimates the simulations used in that work, we understand the model in equation (18) as a rough estimate for the general accuracy of the fit and consider both positive and negative deviations from the formula, which leads to the light-grey regime of uncertainty in the transformed convergence power spectrum shown in Fig. 4. At high \( \ell \) this uncertainty amounts to about \( \pm 5 \) per cent for the BC1 transformation and is thus of the same order as the Gaussian four-point contribution.

The dark grey regions shown in Fig. 4 correspond to the uncertainty induced by the measurement error of the connected fourth moment, entering \( r_s \), which we determine from the simulations to normalize the lognormal trispectrum contribution in \( \mathcal{H}(\ell) \); see equations (12) and (B20). For the BC1 transformation the higher order terms are small and so is the uncertainty due to \( r_s \).

The bottom panel of Fig. 4 displays the model details for the Box–Cox transformation BC2 (determined from the smoothed convergence fields). Since compared to BC1 \( \lambda \) is more negative and \( a \) closer to zero, the higher order contributions are boosted much stronger, which entails a larger impact of the uncertainty in the bispectrum and \( r_s \), the latter having a weaker dependence on \( \ell \) and thus dominating on large and intermediate scales. Despite these substantial sources of uncertainty and the high amplitudes of each of the three-point, four-point and \( \mathcal{H} \) terms, the full model provides an excellent fit to the simulation power spectrum also in the BC2 case.

### 4.3 Noise properties

If Gaussianizing the one-point distribution of the convergence succeeds in turning convergence maps into approximative realizations of a Gaussian random field, one expects that the covariance of the convergence power spectrum is diagonal. Conversely, any significant cross-correlation between angular frequencies is a clear sign of a non-zero trispectrum (e.g. Pielorz et al. 2010). We determine the power spectrum covariance

\[
\text{Cov}_P(\ell, \ell') = \langle \hat{P}_r(\ell) \hat{P}_r(\ell') \rangle - \langle \hat{P}_r(\ell) \rangle \langle \hat{P}_r(\ell') \rangle
\]

(19)

from the simulations, where angular brackets denote the average over the 100 realizations, and subsequently correlation coefficients

\[
r_c(\ell, \ell') = \frac{\text{Cov}_P(\ell, \ell')}{\sqrt{\text{Cov}_P(\ell, \ell') \text{Cov}_P(\ell', \ell')}}.
\]

(20)

These and the following equations all hold likewise for the transformed power spectra.

In Fig. 5 we show \( r_c \) for the original as well as for all transformed convergence fields. The power spectra transformed according to BC1 and LOG1 have been computed from the unsmoothed fields and those transformed according to BC2 and LOG2 from the smoothed convergence, i.e. the transformations have been applied to the cases where they should work optimally. The original convergence power spectrum features significant positive cross-correlations for \( \ell, \ell' > 200 \) which rise up to \( r_c = 0.9 \) for \( \ell, \ell' > 1000 \). Box–Cox and logarithmic transformations perform almost identically and reduce these correlations substantially, yet in neither case to a negligible level.

These findings are in disagreement with the results of Seo et al. (2011) who obtained a level of cross-correlations that is consistent with zero after a logarithmic transformation of the convergence. However, \( r_c \) does not exceed 0.4 even for their original power spectra, but a direct comparison is hindered by the different angular frequency binning which affects the Gaussian contribution to the diagonal of the covariance and thereby the normalization of \( r_c \). The parameters of the underlying simulations are similar to ours, except for the considerably lower cosmological parameter values \( \Omega_m = 0.24 \) and \( \sigma_8 = 0.76 \) (Sato et al. 2009). Thus non-linear clustering might be less pronounced in these simulations and hence their mode-coupling effects easier to remove.

A first insight into the information content is given by the cumulative signal-to-noise ratio (S/N), defined by

\[
S/N(\ell_{\text{max}}) = \sqrt{\sum_{\ell, \ell'} P_\ell(\ell) \text{Cov}^{-1}_P(\ell, \ell') P_{\ell'}(\ell')}.
\]

(21)

Note that we employ the correction factor given in Hartlap, Simon & Schneider (2007) to get an unbiased estimate of the inverse covariance in the presence of simulation noise. This step removes the bias introduced when using the inverse of the sample covariance as an estimator for the inverse; see Anderson (2003) for details.

We follow Seo et al. (2011) in using the maximum S/N, achieved in the limit of a Gaussian random field and given by the total number of independent modes, as a reference. As is demonstrated in Fig. 6, the cumulative S/N for the original convergence power spectra departs from this ideal already at \( \ell \sim 200 \), reaching a value of about 12.1 at \( \ell = 1500 \), the maximum angular frequency we use for the likelihood analysis.

In agreement with Seo et al. (2011) the cumulative S/N for the transformed power spectra remains close to the Gaussian limit up to \( \ell \sim 1000 \), yielding an increase in S/N by a factor of 2.6 (2.0) for transformations based on the (un-)smoothed convergence fields. Again choosing optimal Box–Cox parameters or the respective logarithmic transformation makes little difference in the performance. The BC2/LOG2 transformations concentrate the S/N into angular frequencies up to \( \ell = 1000 \) and level off in the regime where
Figure 5. Top panels: correlation coefficients $r_c$ for the power spectrum covariance, computed from the original convergence fields (red solid lines), the Box–Cox transformed fields (black lines), and the logarithmically transformed fields (blue lines). In the two latter cases solid curves were obtained for the transformations determined from the smoothed convergence fields (BC2, LOG2), and dotted curves for the transformations determined from the unsmoothed fields (BC1, LOG1). In the left-hand panel the correlation at low angular frequencies (around $\ell \approx 65$) is shown; in the right-hand panel the correlation for medium high angular frequencies (around $\ell \approx 420$). Bottom panels: same as above, but for angular frequencies around $\ell \approx 1350$, close to the maximum used for the likelihood analysis. The left-hand panel, like the top panels, shows results obtained without shape noise, while in the right-hand panel shape noise is included, using the corresponding transformation parameters. We additionally show the results for the log-arctan transformation discussed in Section 4.5 as green dashed curves.

The cumulative S/N for the BC1/LOG1 transformations has a shallower slope for $\ell \leq 1000$, but surpasses the S/N for the BC2/LOG2 case beyond $\ell \sim 2500$, even if the convergence fields are also smoothed with the same kernel. This behaviour is reflected also in $r_c$ where the BC2/LOG2 transformations suppress cross-correlations better in the range $200 < \ell < 1000$. The strong rise in S/N for the original convergence power spectra and the BC1/LOG1-transformed power spectra for $\ell > 3000$ could be due to either noise or cosmological information from the highly non-linear regime, but is in any case inaccessible to us because of the limitations in modelling.

4.4 Likelihood analysis

Due to the computational costs of calculating the transformed power spectrum models according to equation (12), we restrict ourselves to the cosmological parameters $\Omega_m$ and $\sigma_8$ in the likelihood analysis. This should allow us to study the effects of Gaussianizing transformations on the joint constraints on cosmology as well as the potential to break the characteristic degeneracy in the $\Omega_m$–$\sigma_8$ plane appearing in standard analyses of weak lensing two-point statistics. The signals from all the 100 realizations are combined, so that we reach an effective survey size of 10 000 deg$^2$.

We make the assumption of a Gaussian likelihood for both the original and transformed convergence power spectra,

$$L(\{P_\kappa\}, p) \propto \exp \left\{ -\frac{1}{2} \sum_{i,j=1}^{N_\ell} \left[ \hat{P}_\kappa(\ell_i) - P_\kappa(\ell_i, p) \right] \right\} \times \text{Cov}^{-1}_p(\ell_i, \ell_j) \left[ \hat{P}_\kappa(\ell_j) - P_\kappa(\ell_j, p) \right],$$

(22)

where $N_\ell$ is the number of angular frequency bins. The measured power spectrum $\hat{P}_\kappa$ and the covariance are extracted from the simulations, while the cosmology-dependent models $P_\kappa(\ell, p)$ are calculated from equation (12).

In total $N_\ell = 10$ bins in the range $150 < \ell < 1500$ are included in the likelihood. We exclude lower angular frequencies to avoid systematic effects in the simulation power spectra due to the discreteness error caused by the limited number of Fourier modes per angular frequency bin at low $\ell$; see Kiessling et al. (2011) for details. At $\ell > 1500$ shot noise becomes relevant, and the power spectra are largely suppressed by the smoothing.

If the Gaussian approximation were of different accuracy for the original and the transformed power spectra, a fair comparison of the
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Figure 6. Cumulative S/N as a function of the maximum angular frequency included. Results for the original (Box–Cox transformed; logarithmically transformed) convergence fields are shown as red (black; blue) curves. In the case of the transformed fields solid lines correspond to using parameters determined from the smoothed fields (BC2, LOG2), and dashed lines to parameters obtained from the unsmoothed fields (BC1, LOG1). The effect on the S/N of smoothing with a Gaussian kernel of width 5 pixels is indicated for the Box–Cox (BC1) transformed case by the black dotted line. For reference the Gaussian limit resulting from uncorrelated angular frequencies is shown as grey curve.

resulting parameter constraints would be hampered. Therefore we inspect the distribution of power spectrum values from all realizations in the linear regime 100 < ℓ < 500 and the non-linear regime 500 < ℓ < 3500 where scales are not yet dominated by shot noise.

The results for the original and the BC1-transformed power spectra are presented in Fig. 7.

At high ℓ the distribution of the original convergence power spectra is marginally left-skewed, which is removed after Box–Cox transformation. In the linear regime κ should be Gaussian distributed anyway, so that the power spectrum histogram should be well described by a χ^2 distribution, which is expected to be very close to Gaussian due to the large number of modes included. However, both original and transformed distributions are mildly skewed, an effect which was also evident in the results of Kiessling et al. (2011). We suspect that this is caused by the apodization in the power spectrum estimation and will investigate this effect elsewhere. Since the deviation from Gaussianity is small and similar for all power spectra considered, and since the bulk of the cosmological information stems from angular frequencies above 500 (see the error bars in Fig. 4), we conclude that the assumption of a Gaussian likelihood is justified.

We compute power spectrum models from equation (12) on a grid in the Ω_m–σ_8 plane with boundaries Ω_m ∈ [0.15; 0.70] and σ_8 ∈ [0.45; 1.20] which we treat as conservative top-hat priors. The resulting 2σ confidence levels from the subsequent likelihood evaluation are shown in Fig. 8. The constraints from the original convergence power spectrum feature the typical banana-shaped degeneracy. The fiducial cosmology at Ω_m = 0.27 and σ_8 = 0.81 is enclosed in the contours, nearly coinciding with the maximum likelihood point.

The Box–Cox and logarithmic transformations BC1/LOG1 produce similar constraints which are very narrow transverse to the degeneracy line, but the extent of the contours alongside the degeneracy is increased, in particular in the case of the BC1 transformation.

Figure 7. Histograms of the distribution of convergence power spectra, transformed to zero mean and unit variance, for 100 < ℓ < 500 (left-hand panels) and 500 < ℓ < 3500 (right-hand panels). The top row corresponds to power spectra computed from the original convergence fields, and the bottom row to those obtained from the Box–Cox transformed fields (BC1). The red curves are unit Gaussians with a normalization adapted to the number of data in the histograms.
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for which a secondary, very elongated peak along the degeneracy line can be found at a high $\Omega_m$ and a low $\sigma_8$. This indicates a nearly perfect degeneracy between $\Omega_m$ and $\sigma_8$ which is even more pronounced for the BC1 transformation although it results in a higher cumulative S/N. The confidence region of the transformed power spectra is slightly tilted with respect to the original one, but the 2$\sigma$ contours of both the LOG1 and BC1 results enclose the fiducial cosmology. The maximum likelihood is located at slightly higher values of $\sigma_8$ than the fiducial one, which is in agreement with the model for the fiducial cosmology being marginally low in overall amplitude; see the centre panel of Fig. 4).

Given the persistent degeneracy between $\Omega_m$ and $\sigma_8$, marginal errors on theses parameters are of little value. Instead we employ $q$-values, defined as $q = -\sqrt{\det Q_{\mu\nu}}$ (Kilbinger & Schneider 2004), as a figure of merit, being a measure of the area enclosed by the confidence contours. They are based on the quadrupole of the posterior distribution

$$Q_{\mu\nu} = \sum_{P} L\{|P_s|, p\}(p_{\mu} - p_{\mu_{\text{max}}})(p_{\nu} - p_{\nu_{\text{max}}})$$

(23)

where $p_{\text{max}}$ marks the point of maximum likelihood. The $q$-values correspond to the parameter constraints shown in Fig. 8 are summarized in Table 3. Note that smaller $q$-values correspond to tighter parameter constraints and hence a better performance of the transformations. Transforming the convergence according to the parameter sets BC1/LOG1 yields an increase in this figure of merit, i.e. a degradation of constraints, by roughly an order of magnitude.

The S/N discussed in the foregoing section is equivalent to the Fisher matrix with the amplitude of the power spectrum as the single inferred parameter. Hence the S/N can also be used as a measure for the change in constraints when only $\sigma_8$ is varied. Contrasting the doubling in S/N with the pronounced increase in $q$, it is clearly the failure of breaking the $\Omega_m-\sigma_8$ degeneracy that hinders a stronger improvement in the figure of merit.

We repeat the likelihood analysis for the original convergence power spectra smoothed with the same kernel as the transformed convergence fields; see Fig. 8, right-hand panel. The smoothing affects the area of the confidence region only marginally, but the suppression of the signal from high angular frequencies shifts the contours upwards along the degeneracy line. The corresponding $q$-value increases slightly.

The likelihood analysis for the transformation BC2, which boosts the cumulative S/N stronger than BC1/LOG1, results in $q$-values that are a factor of 4.4 smaller than for the original convergence (Table 3). The confidence region still features a degeneracy between $\Omega_m$ and $\sigma_8$, but has shrunk considerably. We observe a similar tilt of the degeneracy line as for the BC1/LOG1 case and a mild bias, the 2$\sigma$ confidence level touches the point of the fiducial cosmology.

In stark contrast to this, the LOG2 transformed models fail to fit the simulation power spectra, leading to a strong bias in cosmological parameters and a very strong degeneracy between $\Omega_m$ and $\sigma_8$. The LOG2 transformation features by far the smallest value of the $q$-values (Table 3). The confidence region still features a degeneracy between $\Omega_m$ and $\sigma_8$, but has shrunk considerably. We observe a similar tilt of the degeneracy line as for the BC1/LOG1 case and a mild bias, the 2$\sigma$ confidence level touches the point of the fiducial cosmology.

Table 3. Figure of merit in terms of $q$-values in the $\Omega_m-\sigma_8$ plane. The likelihood analysis has been performed for the original convergence fields, the Box–Cox transformed field, and the logarithmically transformed fields. The second column contains results based on transformations determined from the unsmoothed convergence (BC1, LOG1), the third column those based on transformations determined from the smoothed convergence (BC2, LOG2), and the fourth column those for the analysis including shape noise. Values of $q$ are given in units of $10^{-3}$. Note that smaller $q$-values correspond to tighter parameter constraints.

| Analysis     | Unsmoothed | Smoothed | Shape noise |
|--------------|------------|----------|-------------|
| Original     | 7.2        | 7.5      | 7.6         |
| Logarithmic  | 51.6       | 37.2     | 27.0        |
| Box–Cox     | 83.8       | 1.7      | 12.9        |
in this case, particularly on small scales where the amplitude of the model is correspondingly low (Fig. B1).

4.5 Effect of shape noise

So far we have considered an idealistic experiment with noise levels that cannot be achieved even by future weak lensing experiments. For instance, the deep, space-based COSMOS survey contains \( n_{\text{gal}} = 76 \text{arcmin}^{-2} \) galaxies usable for shape measurement (Schrabback et al. 2010), which would still produce noise power more than an order of magnitude larger than the shot noise level. We assume \( n_{\text{gal}} = 30 \text{arcmin}^{-2} \), which the planned Euclid mission aims for, resulting in a noise power spectrum \( P_{\text{noise}} = \sigma_i^2/(2n_{\text{gal}}) \approx 1.7 \times 10^{-10} \). Transformations are only determined from the smoothed convergence fields as otherwise the (Gaussian) shape noise would dominate the one-point distribution of convergence values and hence obscure any cosmological effects.

Since the overall minimum of the convergence is very similar to the case of the unsmoothed noise-free maps, we set again \( \alpha = 0.07 \). The optimization procedure for the Box–Cox parameters prefers strongly negative values of \( \lambda \ll -10 \) mainly to reduce the residual kurtosis, which causes numerical issues, e.g. due to a very small variance of the transformed convergence. Hence we restrict \( \lambda \) to a moderately negative value of approximately \(-7.5 \) and choose \( a \) such that \((\lambda, a)\) lies on the degeneracy line of close to optimal Gaussianity, analogous to the one observed in Fig. 2; see Table 1 for an overview of the transformation parameters.

Fig. 9 shows that both logarithmic and Box–Cox transformations (designated LOGs and BCs, respectively) struggle to render the one-point distribution of the transformed convergence Gaussian.

The original distribution still features a long positive tail caused by clustering, but values of \( \kappa \) below the mean now have a shallower slope closer to a Gaussian due to shape noise. The transformations are capable of reducing the skewness of this hybrid distribution to negligible values, but the Mexican-hat-shaped residuals in Fig. 9, top panel, indicate that a significant positive excess kurtosis remains; see Table 2 for the statistics. Consequently, \( D_{\text{KL}} \) for the transformed fields is larger than in the cases without shape noise while the opposite holds for the original convergence, so that one expects overall less improvement through the Gaussianizing transformations.

To ensure that the limited ability of Box–Cox-type transformations to arrive at a Gaussian one-point distribution (which could in principle be overcome by a rank-order Gaussianization procedure) does not mislead our conclusions on the information content of Gaussianized fields, we introduce yet another type of transformation which fares better in the case of noisy convergence fields. Noting that the main flaw of the BCs/LOGs transformations is a significantly leptocurtic result, we define

\[
\tilde{\kappa}(x, a) = \arctan[s \ln(\kappa_i + a)],
\]

where \( s \approx 1.7 \), i.e. after the LOGs transformation we apply in addition the arc-tangent, using a free scaling \( s \) as a second free parameter.

Fig. 10 shows the contributions to the model of the BCs-transformed power spectrum, again obtained by using equation (12), which provides a good fit to the mean from the simulation. Although \( \lambda \ll 0 \), the three-point, four-point and higher order contributions are...
small and sequentially decline in amplitude because $a$ is almost an order of magnitude larger than for the noise-free Box–Cox transformations. Note that both model and simulation include shape noise which is visible as the bump at $\ell > 500$.

Gaussian shape noise adds only to the diagonal of the power spectrum covariance and thus reduces the importance of off-diagonal terms. This implies a decrease in $r_{\kappa}$ for the original covariance power spectrum, as is evident in the bottom-right panel of Fig. 5. The gain in decorrelation due to the transformation of the convergence is largely reduced as $r_{\kappa}$ changes little compared to the noise-free case and even marginally increases for $\ell \approx 500$. The different transformations perform similarly, where as a trend we find that the closer the transformed one-point distribution for $\kappa$ is to a Gaussian, the smaller the cross-correlations between angular frequencies.

The same conclusion holds for the cumulative S/N displayed in Fig. 11, yielding improvements of 34 per cent (20 per cent; 13 per cent) by the log-arctan (BCs; LOGs) transformation over the S/N of the original convergence power spectrum at $\ell = 1500$. However, all curves deviate largely from the Gaussian limit (which can only be reached if noise contributions are negligible) from $\ell \approx 200$ onwards. This remains true even if we consider the S/N using a Gaussian covariance with shape noise included, so that the comparatively low S/N is mainly caused by the cross-correlation of angular frequencies, and not by the higher noise levels. Again these results differ from the findings by Seo et al. (2011) who assume the same number density of galaxies, but whose cumulative S/N degrades less in the presence of shape noise. We can only speculate at this point that this discrepancy might, like in the noise-free case, be related to the different levels of non-linear structure evolution in the underlying N-body simulations.

Note that shape noise of course adds to the covariance, but should not be included in the signal, i.e. not enter the power spectra used in equation (21). The usual approach of subtracting the shape noise power spectrum from the observed signal does not work after non-linear transformations of the convergence which spread noise contributions to all terms of even order in $\kappa$, see equation (12). Since in this case our analytic models fit the simulation well, we recompute the model without shape noise and use this result in the S/N computation.

Both $q$-values and contours change less compared to the noise-free transformations after Gaussianizing the convergence; see Fig. 12 and Table 3. Despite the increase in S/N, and although the transformations have been optimized for the smoothing and noise level present in the convergence fields, parameter constraints mildly degrade. The $2\sigma$ contours for the Box–Cox and logarithmic transformation have a similar form, being slightly more concentrated in the former case (hence we expect analogous results, with possibly marginally tighter constraints still, for the log-arctan transformation). The degeneracy between the cosmological parameters is once again more pronounced than for the original likelihood analysis, the degeneracy line being tilted in the same way as in the noise-free cases. The confidence regions comfortably enclose the fiducial cosmology, so that in the most realistic situation of a convergence with shape noise our modelling is reliable and thus our conclusions robust.

5 INTERPRETATION AND DISCUSSION

5.1 Performance of Gaussianizing transformations

Generally we can confirm earlier results that a logarithmic transformation of the weak lensing convergence renders its one-point distribution close to Gaussian, mainly via removing the skewness induced by structure evolution. Optimized Box–Cox transformations perform in all considered cases significantly better in Gaussianizing the convergence distribution, but do not necessarily produce better constraints on cosmology than the logarithmic transformation. This suggests that any fine-tuning on the shape of the transformed one-point distribution has only a modest effect on the amount of cosmological information in the transformed two-point statistics, implying that little could be gained by using a perfect rank-order Gaussianization as in Yu et al. (2011).

For all the three situations we study, both logarithmic and Box–Cox transformations fail to reduce correlations between power
spectra at different angular frequencies to a negligible level, so that a non-vanishing connected trispectrum must be present in the transformed convergence fields. Together with the measurement of a non-zero bispectrum from a perfectly (one-point) Gaussianized field by Yu et al. (2011), this provides firm evidence that manipulating the one-point distribution is insufficient in turning the convergence into a Gaussian random field. As discussed in Yu et al. (2011), this also implies that the assumption of a Gaussian copula (Scherrer et al. 2010; Sato, Ichiki & Takeuchi 2011) to describe the convergence field is of limited accuracy.

In addition to concentrating cosmological information into two-point statistics, a Gaussianized convergence would allow one to use an exact functional form for the likelihood. Instead of assuming a Gaussian likelihood for weak lensing two-point statistics, which cannot be accurate due to the effects of non-linear structure formation (Hartlap et al. 2009) and because of theoretical arguments (Schneider & Hartlap 2009), one treats \( \kappa \) itself as the data for which the Gaussian assumption then holds. In Appendix C we outline the likelihood formalism for \( \kappa \) and show that the Fisher information in the likelihood for \( \kappa \) is equivalent to that in the likelihood for \( P_\kappa \) if the latter is Gaussian and contains a Gaussian covariance.

We compare the constraints from the two likelihood formalisms for a Box–Cox transformed (BC1) convergence without shape noise in Fig. 13. The resulting confidence levels are largely different, the likelihood based on \( \kappa \) as the data-vector having considerably less constraining power. The difference can be ascribed to the residual connected four-point correlations in the convergence fields which can be incorporated into the power spectrum likelihood via the simulation covariance matrix with its off-diagonal terms, but not into the likelihood for \( \kappa \) which includes at most terms that are second order in \( \kappa \). This result suggests that the residual non-Gaussianity of the convergence after transformation is not a small effect, and that the information in the transformed connected trispectrum helps considerably to constrain cosmological parameters.

To ameliorate the performance, it is therefore necessary to go beyond transformations of the one-point distribution. Box–Cox transformations are readily applied to multidimensional data (Velilla 1993), so that one could in principle compose a large data-vector of all convergence values on the grid on \( \kappa \) and assign an individual pair of Box–Cox parameters \((\lambda, a)\) to each entry. As a consequence the transformation becomes scale-dependent, which violates the statistical transnational invariance of the convergence fields and is thus undesirable. The same holds for a global transformation of the Fourier-transformed convergence values \( \kappa_\ell \) which couple spherical harmonics, i.e. angular frequencies \( \ell \) with \( 2\ell, 3\ell, 4\ell, \ell 3, \ell 4 \) etc.

Hence, the only practical option seems retaining a global transformation of the real-space convergence, but using a multidimensional \( \kappa \) data-vector, thereby taking spatial correlations within the convergence map into account. Then the variance in equation (6) needs to be replaced by the full covariance of the \( \kappa \) values in the data-vector, readily obtained by measuring the correlation function \( \xi_\ell (\theta) = \xi_\ell (\theta) \) from the fields. As an aside, note that it is not obvious how to generalize rank-order Gaussianization procedures to more than one-dimensional data as they rely on the concept of a cumulative probability density function. The necessary statistics to optimize the transformation parameters in this multivariate case could be obtained either from a large number of simulation realizations or by exploiting translational and rotational invariance of a single simulation or observational data.

Although fairly comprehensive, the flexibility of Box–Cox transformations encapsulated in the parameters \( \lambda \) and \( a \) might not suffice to Gaussianize the multivariate distribution of convergence values to the desired accuracy. The formalism used in this work to find optimal transformation parameters via equation (6) and develop models of the transformed power spectrum (see Section 3.2) is applicable to any parametrized, analytical set of transformations, so it could e.g. be used to explore general parametrizations with a larger number of free parameters.

It would be desirable to derive a more physically motivated set of transformations which ideally describe a bijective mapping from the present-day convergence field to a nearly Gaussian convergence that one would have observed at an early stage of structure formation. Since matter in high-density regions is virialized and thus can by definition not remember its original trajectory, such a mapping can principally only exist down to a certain spatial scale. We defer the investigation of advanced transformations of the convergence as outlined above to future work.

### 5.2 Extraction of cosmological information

Throughout this work we use invertible transformations, so that the mapping should preserve the cosmological information contained in the convergence fields (we ignore the smoothing for the moment). This information is distributed over the \( n \)-point statistics of the field, and in the dependence of these statistics on the amplitude and phases of the angular frequencies (or equivalently angular scales) involved. The power spectrum only depends on the absolute value of \( \ell \) and not its phase while higher order statistics also vary, e.g. as a function of the internal angles of the triangle, quadrangle, etc. they are evaluated at. If the convergence was transformed into a perfect Gaussian random field, all information in the amplitude and phase dependence of all \( n \)-point statistics would be transferred into the amplitude dependence of the transformed power spectrum.

With this in mind we will attempt to elucidate why none of the transformations could efficiently break the degeneracy between \( \Omega_m \) and \( \sigma_8 \), thereby limiting the improvement in, or even degrading, the figure of merit. Our models include both the power spectrum and bispectrum as the dominant contributions, and their combined analysis has been proven to break this parameter degeneracy (Takada

---

Figure 13. Comparison between the 2\( \sigma \) confidence levels obtained from the power spectrum likelihood analysis (red solid line; cf. Fig. 8) and the convergence likelihood analysis (black dashed line) after Box–Cox transformation BC1.
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This is readily shown by introducing a dependence of \( \lambda \) and \( a \) on \( \theta \) in equation (8) and then repeating the computation of the correlator \( \langle \kappa (\ell) \kappa^{*} (\ell') \rangle \).


$$r_{\text{diff}}(\ell) = 1 - \left. \frac{\delta S}{\delta \Omega_m} \right|_{\ell} \left/ \left. \frac{\delta S}{\delta \sigma_s} \right|_{\ell} \right. \times \left( \left. \frac{\delta S}{\delta \Omega_m} \right|_{\ell=1300} \left/ \left. \frac{\delta S}{\delta \sigma_s} \right|_{\ell=1300} \right. \right)^{-1},$$

as a measure for degeneracy-breaking capabilities. Here, $S$ stands for the quantity whose properties are tested, i.e. the convergence power spectrum or bispectrum, the transformed power spectrum, as well as its three-point contribution. To simplify the visual inspection, we normalize the ratio of derivatives to unity at $\ell = 1300$, i.e. in the regime where the S/N is highest. Hence, a flat $r_{\text{diff}}$ indicates a strong degeneracy between parameters whereas a strongly varying $r_{\text{diff}}$ and in particular a steep slope at the pivot $\ell$ signify non-degenerate constraints.

As is shown in Fig. 14, $r_{\text{diff}}$ for the convergence power spectrum varies only moderately with a rather shallow slope at $\ell = 1300$, remaining relatively close to zero within the angular frequency range entering the likelihood analysis. For reference we also show $r_{\text{diff}}$ with the derivative with respect to $\Omega_m$ replaced by the one with respect to the slope of the initial matter power spectrum $n_s$. This parameter predominantly affects the slope of the convergence power spectrum while $\sigma_s$ only changes its amplitude, so that these parameters are close to orthogonal. Correspondingly, $r_{\text{diff}}$ has a steep slope at the pivot point and attains values more than an order of magnitude larger than the original $r_{\text{diff}}$ with $\Omega_m$.

The curve for the Box–Cox transformed (BC1) power spectrum has a similar form, so that no significant improvement in the parameter degeneracy can be expected. In fact, the degeneracy proves to be much more pronounced in this case (see Fig. 8), which might also be related to the size and correlation of the errors on the power spectrum. In the case of the BC2 transform for which we found strong constraints $r_{\text{diff}}$ is even slightly closer to zero over a large portion of the angular frequency range, i.e. the degeneracy is still present. However, we find that the relative change of the BC2-transformed power spectrum with $\Omega_m$ and $\sigma_s$ individually is much stronger than for the original $P_s$, hence the substantial shrinkage of the confidence region.

Furthermore, the three-point contribution to the transformed power spectrum, i.e. the integrated bispectrum in equation (10), produces again a slowly varying $r_{\text{diff}}$, albeit with a differing dependence on angular frequency. Contrasting this with $r_{\text{diff}}$ for the convergence bispectrum evaluated at two exemplary sets of triangle shapes, one finds a very similar functional form as for the three-point contribution to the Box–Cox transformed power spectrum for isosceles triangles, but with a different degree of degeneracy. For comparison we have also plotted $r_{\text{diff}}$ for the convergence power spectrum with the derivative with respect to $\Omega_m$ replaced by the derivative with respect to $n_s$ as grey dashed line. In both panels the range used for the likelihood analysis is marked by vertical lines. All curves have been normalized to zero at $\ell \approx 1300$, i.e. within the angular frequency range with highest S/N entering the likelihood analysis.

To summarize, the particular way in which the convergence statistics are combined to arrive at the Box–Cox transformed power
spectral analysis implies a dilution and partial cancellation of cosmological parameter dependencies, thereby yielding much less improvement in the breaking of the degeneracy between \( \Omega_m \) and \( \sigma_8 \) in the angular frequency range we consider than if the statistics were analysed separately and their constraints combined afterwards. See also the perfect cancellation of terms at a different order in the case of a lognormal distributed convergence (Appendix B). Since the transformed power spectrum is rather featureless (see Fig. 4), and thus parameter dependencies generally difficult to disentangle, we expect similar conclusions to hold if a larger set of cosmological parameters is considered.

All conclusions made in this paper are restricted to the limited range of angular frequencies available for analysis. One has little control over which angular frequencies cosmological information is transferred to by the different transformations, so it might well be possible that the gain from Gaussianizing the convergence is much higher when extending the analysis farther into the non-linear regime.

In our case the restrictions in \( \ell \) were given by the resolution of the simulation, but were more stringently determined by the limitations of analytical modelling of weak lensing statistics on non-linear scales. While no significant progress on (semi-)analytical models is to be expected in the near future, a potential remedy could be provided by the path integral marginalization technique developed by Kitching & Taylor (2010). This way all model uncertainties could be accurately accounted for, allowing e.g. two-point statistics at higher angular frequencies or a tree-level perturbation trispectrum to add to the constraints without risking parameter bias.

Modelling issues can be circumvented by resorting to a massive suite of simulations to sample parameter space (e.g. Neyrinck 2011). The immense computational costs are not necessarily a downside of the Gaussianization approach as also standard weak lensing measurements will eventually require a large simulation effort to obtain precise models for two- and higher order statistics and their covariances. Even when fully simulating Gaussianized signals, however, one needs to carefully account for noise and resolution effects, as our analytical models demonstrate.

### 5.3 Prospects for an application to real data

To be a viable alternative to the standard statistical analysis of weak lensing data, Gaussianization methods have to work in the presence of a realistic level of shape noise. We find a rather poor performance, even after introducing a transformation that accurately Gaussianizes the one-point convergence distribution, with only a modest increase in S/N and a small degradation in constraints on cosmology. The main reason for this is that shape noise partly takes over the Gaussianization of the data by turning the one-point distribution more Gaussian and decorrelating angular frequencies, so that there is less room for information gain. In addition, Gaussianizing the one-point distribution does worse in bringing the convergence close to a Gaussian random field, as can be concluded from the increased correlation coefficient at intermediate scales 300 < \( \ell \) < 1000; compare the bottom panels of Fig. 5.

Furthermore, this and the foregoing work are based on convergence fields, which however are not directly observable. Convergence maps can be constructed from the gravitational shear via grid-based techniques (see Seitz & Schneider 1997 and references therein) or pseudo-\( C_\ell \) methods (Wandelt, Hivon & Görski 2001; Brown, Castro & Taylor 2005; see Hikage et al. 2011 for an application to weak lensing). In practice one needs to take into account the complex masks applied to weak lensing surveys, which will modify the distribution of convergence values. Hence a more flexible convergence transformation than a fixed logarithm, as provided by the Box–Cox formalism, could prove fruitful in this case.

As already pointed out above, the results on more realistic data might be improved by going beyond transforming only the one-point distribution. Even if that were successful, and e.g. the bispectrum and trispectrum in the transformed maps removed, one still could not rule out the transfer of information into \( n \)-point correlations of the transformed field with \( n \geq 5 \). Thus one would not be spared the usage of large sets of simulations to verify that the noisy \( n \)th moment or \( n \)-point statistics are negligible, similar to the need for covariances of higher order statistics in the standard analysis of weak lensing data. Yet, one may be able to build up an alternative way to inference on cosmology from weak lensing data, based on Gaussianized convergence fields, which relies on different assumptions than the standard approach and therefore provides valuable complementarity.

### 6 CONCLUSIONS

In this work we investigated the information on cosmology contained in Gaussianized weak lensing convergence fields, using Box–Cox transformations of the one-point distribution of the convergence \( \kappa \). We derived an expression for the power spectrum of the transformed convergence in terms of the statistics of the original fields and computed models including contributions up to the sixth order in \( \kappa \) and taking the dependence on noise and smoothing into account.

From a set of 100 convergence maps obtained via \( N \)-body simulations we measured the correlation properties and the cumulative S/N of transformed power spectra for a number of different transformations. Using our analytical models, we performed a likelihood analysis jointly on all simulated maps, deriving constraints on the parameters \( \Omega_m \) and \( \sigma_8 \).

Our main findings can be summarized as follows.

(i) Optimal Box–Cox transformations prefer in all cases considered an even stronger downweighting of high-density regions in the convergence map than a logarithmic transformation and yield excellent results on the Gaussianization of the one-point convergence distribution. The logarithmic transformation has results close to this optimum, performing slightly worse in Gaussianizing the convergence, but in some cases producing similar constraints on cosmological parameters. The best results are obtained when extracting the transformation parameters from a convergence field that has already undergone the same smoothing as the fields used for the power spectrum estimation and likelihood analysis.

Note that in the case of the cosmic microwave background (CMB) analysis the pseudo-harmonic coefficients are a linear combination of the original Gaussian distributed coefficients, and thus also follow a Gaussian distribution. However, a linear combination of non-normal random variables generally results in another non-normal but differently distributed quantity, as applies to the weak lensing convergence.

\[ \text{Note, however, the results of Fig. 6: when optimizing the transformations on the smoothed convergence fields, the main increase in S/N is on scales that are not affected by smoothing whereas no independent information is added to the angular frequency range where smoothing is important. Note further that in practice not only cosmological information would be redistributed, but also the remaining systematic effects, complicating the analysis.} \]

\[ ^6 \text{Note that in the case of the cosmic microwave background (CMB) analysis the pseudo-harmonic coefficients are a linear combination of the original Gaussian distributed coefficients, and thus also follow a Gaussian distribution. However, a linear combination of non-normal random variables generally results in another non-normal but differently distributed quantity, as applies to the weak lensing convergence.} \]
However, none of the transformations was capable of rendering the transformed convergence fields close to a Gaussian random field, despite the one-point distribution being very close to Gaussian. We found significant residual correlations between power spectra at different angular frequencies, indicative of a non-vanishing connected trispectrum of the transformed convergence, and demonstrated that these have a strong effect on cosmological constraints if ignored. We discussed possible remedies by going beyond transformations of the one-point distribution and recommended the Box–Cox formalism outlined in this work to be readily applicable to the multivariate case and alternative parametrized forms of transformations.

(ii) The accuracy of analytical models for the transformed power spectra is limited by the uncertainty in the modelling of higher order convergence statistics as well as by systematic deviations of the fit formulae for the convergence power spectrum and particularly the bispectrum in the non-linear regime. Due to the non-linearity of the transformations this uncertainty affects all scales of the transformed statistics.

Suppressing contributions from small scales substantially via smoothing, our models yield good fits to the simulations, enclosing the true combination of cosmological parameters within the 2σ confidence limits in five of six cases. The modelling fails for a logarithmic transformation with very small shift parameter $a$, which we demonstrate to be caused by important contributions from higher order terms in the convergence beyond those that we can include. As stronger smoothing modifies the convergence distribution such that optimal Box–Cox parameters cause contributions by higher order correlations to be even more important (more negative $\lambda$; $a$ closer to zero), the resulting bias in this one case can only be removed by further increasing the overall modelling accuracy.

(iii) The cumulative S/N of the convergence power spectrum in the range $100 \leq \ell \leq 1500$ increases by a factor of up to 2.6 after applying Box–Cox or logarithmic transformations, in qualitative agreement with the results reported by Seo et al. (2011). We find that the S/N is only a rough indicator of the strength of cosmological constraints, primarily because it does not account for degeneracies between parameters.

Measuring the size of the confidence region in the $\Omega_{\text{m}}$–$\sigma_8$ plane in terms of $q$-values, we obtain a significant degradation due to a near-perfect degeneracy between $\Omega_{\text{m}}$ and $\sigma_8$ if the transformations are determined from the unsmoothed convergence fields, and a decrease in $q$ by up to a factor of 4.4 if transformations are optimized for the smoothing. Although contributions from e.g. the convergence bispectrum enter the transformed models, the degeneracy between $\Omega_{\text{m}}$ and $\sigma_8$ is broken in neither case, which we ascribe to the cancellation of information through the integration over the phase dependence of the bispectrum (and higher order correlations) as well as the summation over the two-point, three-point, and higher order terms.

(iv) If a realistic level of galaxy shape noise is added to the convergence fields, transformations achieve an increase in the cumulative S/N by up to 34 per cent, but leave the statistical errors of and correlations between cosmological parameters practically unchanged, if not mildly degraded. The failure to boost the information contained in the transformed power spectrum is first caused by the fact that shape noise already renders the distribution of convergence values more Gaussian, so that there is less to gain by a subsequent Gaussianization, and secondly, the decorrelation of angular frequencies by the transformations performs worse. The latter result means that the approximation that Gaussianizing the one-point distribution renders the full convergence field Gaussian is worse in the more realistic case with noise.

All of the conclusions above depend on the angular frequency range included in the analysis since cosmological information might be redistributed to scales outside this regime by the transformations and hence not recovered in our study. The low maximum $\ell = 1500$ in our likelihood analysis (plus a suppression of signal by smoothing relevant for $\ell > 1000$) was governed by the limitations of analytical modelling. One way to extend the analysis deeper into the non-linear regime is the inclusion of marginalization over free functional forms (Kitching & Taylor 2010) to account for uncertainty in the modelling, which of course would degrade the cosmological parameter constraints. Otherwise one has to resort to simulations to explore parameter space for the likelihood of the transformed power spectrum, as already proposed by Yu et al. (2011); see also Neyrinck (2011).

To prove that Gaussianizing transformations of convergence fields are a viable and worthwhile approach to the analysis of upcoming weak lensing surveys, it is first necessary to demonstrate that cosmological information can be gained and the statistical properties of the transformed two-point statistics substantially improved under realistic conditions which include shape noise, a distribution of source galaxies in redshift, and the effects of masks on the convergence fields. It will be the subject of follow-up work to investigate whether this goal can be achieved by improved modelling, an extended angular frequency range or by going beyond transformations of the one-point distribution.
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APPENDIX A: CALCULATION OF THE BOX–COX TRANSFORMED POWER SPECTRUM

In this appendix we detail the calculation of the Box–Cox transformed convergence power spectrum from the statistics of the original convergence field. We take into account the fact that the convergence has an additive noise component originating from the random intrinsic ellipticities of galaxies, indicated by a subscript \( n \) to \( \kappa \). Furthermore, we consider the smoothed convergence \( \kappa' (\boldsymbol{\ell}) = [\kappa_n \ast W (\boldsymbol{\ell})] \), where \( W \) is the Gaussian smoothing kernel. Via Taylor expansion we find

\[
\tilde{\kappa} (\boldsymbol{\ell}) = \frac{1}{\lambda} \left\{ (\kappa' (\boldsymbol{\ell}) + \alpha)^{\lambda} - 1 \right\} = \frac{1}{\lambda} \left( a^{\lambda - 1} + a^{\lambda - 2} k' (\boldsymbol{\ell}) + \frac{\lambda - 1}{2} a^{\lambda - 3} k'^2 (\boldsymbol{\ell}) + \frac{\lambda - 1}{6} a^{\lambda - 4} k'^3 (\boldsymbol{\ell}) \right) + \frac{1}{2} a^{\lambda - 4} \kappa (\boldsymbol{\ell})
\]

Except for the irrelevant zeroth-order term the expansion for the case \( \lambda = 0 \) is identical. In analogy to equation (8) we change to Fourier space and apply the convolution theorem on the powers of \( \kappa' (\boldsymbol{\ell}) \). Writing \( \kappa' (\boldsymbol{\ell}) = [\kappa_n \times W (\boldsymbol{\ell})] \), one obtains for the two-point correlator of the transformed convergence (\( \ell, \ell' \neq 0 \))

\[
\langle \tilde{\kappa} (\ell) \tilde{\kappa} (\ell') \rangle = a^{2 \lambda - 2} \langle \kappa' (\ell) \kappa' (\ell') \rangle + \frac{\lambda - 1}{2} a^{2 \lambda - 3} \int \frac{d^2 \ell_1}{(2\pi)^2} \langle \kappa (\ell) \kappa' (\ell - \ell_1) \kappa' (\ell_1 - \ell') \rangle + \langle \kappa' (\ell) \kappa' (\ell - \ell_1) \kappa' (\ell_1 - \ell') \rangle + \frac{\lambda - 1}{6} a^{2 \lambda - 4} \langle \kappa (\ell) \kappa (\ell - \ell_1) \kappa (\ell_1 - \ell') \rangle
\]

Since the convergence is real, we could replace \( \kappa (\ell) = \kappa (\ell) \). The first four-point term is produced by correlating the first- and third-order contributions in equation (A1); the second four-point term is produced by correlating the second-order term of the original convergence. Correlations of higher order than \( \kappa \) will be considered in Appendix B.

The noise contribution to the convergence results in an additional scale-independent power spectrum, so that \( (\kappa_n (\ell) \kappa_n (\ell')) = (2\pi)^2 \delta^{(2)} (\ell + \ell') \). Higher order statistics are not affected by noise, so equation (9) can be used. We apply Wick’s theorem to split up the four-point correlators of \( \kappa_n \), arriving at

\[
\langle \kappa (\ell) \kappa (\ell - \ell_1) \kappa (\ell - \ell_2) \kappa (\ell + \ell_1 - \ell') \rangle = \langle \kappa (\ell) \kappa (\ell - \ell_1) \kappa (\ell - \ell_2) \kappa (\ell_1 + \ell_2 - \ell') \rangle + \langle \kappa (\ell) \kappa (\ell - \ell_1) \rangle \langle \kappa (\ell - \ell_2) \kappa (\ell_1 + \ell_2 - \ell') \rangle + \langle \kappa (\ell) \kappa (\ell_1 + \ell_2 - \ell') \rangle \langle \kappa (\ell - \ell_2) \kappa (\ell - \ell_1) \rangle
\]

and likewise for \( \kappa' \) and the other four-point correlators. In each of the power spectrum terms one delta function disappears after performing one of the angular frequency integrals, turning the other one into \( \delta^{(2)} (\ell - \ell') \). Moreover, after renaming the remaining integration variable to
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\( \ell_1 \), all products of power spectra in equation (A3) can be written as \( P_x(\ell) P_x(\ell_1) \). Treating the other correlators analogously, one hence obtains

\[
\langle \hat{\kappa}(\ell)\hat{\kappa}^*(\ell') \rangle = (2\pi)^2 \delta^{(2)}(\ell - \ell') a^{3-2} \left\{ [P_x(\ell) + P_{\text{noise}}] W^2(\ell) \right. \\
\left. + (\lambda - 1) \alpha^{-1} W(\ell) \int \frac{d^2 \ell_1}{(2\pi)^2} B_\ell(\ell_1, |\ell - \ell_1|) W(\ell_1) W(|\ell - \ell_1|) \right. \\
\left. + \frac{3}{2} (\lambda - 2) \alpha^{-2} \int \frac{d^2 \ell_1}{(2\pi)^2} B_\ell(\ell_1, |\ell - \ell_1|) W(\ell_1) W(\ell_1) W(\ell_1) W(|\ell - \ell_1|) \right. \\
\left. + W(\ell) \int \frac{d^2 \ell_1}{(2\pi)^2} \int \frac{d^2 \ell_2}{(2\pi)^2} T_\kappa(\ell, -\ell_1, -\ell_2, \ell_1 + \ell_2 + \ell) W(\ell_1) W(\ell_2) W(|\ell - \ell_1| + \ell_2 - \ell) \right. \\
\left. + \frac{3}{4} (\lambda - 1)^2 \alpha^{-2} \int \frac{d^2 \ell_1}{(2\pi)^2} [P_x(\ell_1) + P_{\text{noise}}] W^2(\ell_1) [P_x(\ell_1) + P_{\text{noise}}] W^2(|\ell - \ell_1|) \right. \\
\left. \right. + \int \frac{d^2 \ell_1}{(2\pi)^2} \int \frac{d^2 \ell_2}{(2\pi)^2} T_\kappa(\ell_1, -\ell_1, -\ell_2, \ell, \ell_2 - \ell) W(\ell_1) W(\ell_1) W(\ell_2) W(\ell_2) W(|\ell - \ell_1| + \ell_2 - \ell) \bigg] + O(\kappa^5) \bigg\} \quad (A4)
\]

Note that the Fourier transform of \( W \) depends only on the modulus of the angular frequency. Invoking equation (9) again, an expression for the Box–Cox transformed power spectrum immediately follows, which reduces to equation (10) if smoothing and noise are ignored. Equation (12) follows from equation (A4) if one defers the connected trispectrum terms to the higher order contribution \( \mathcal{H}(\ell) \), and if one rewrites the two-dimensional integration over \( \ell \) as a radial integral over \( \ell_1 \) and an integral over the angle \( \varphi \) between \( \ell \) and \( \ell_1 \), noting that \( |\ell - \ell_1|^2 = \ell^2 + \ell_1^2 - 2\ell \ell_1 \cos \varphi \).

**APPENDIX B: MODELLING HIGHER ORDER CONTRIBUTIONS TO THE TRANSFORMED POWER SPECTRUM**

Including contributions only up to the Gaussian four-point level into the model of the transformed power spectrum results in significantly biased parameter constraints for both Box–Cox and logarithmic transformations. Hence higher order terms are important and need to be included. Since Gaussianizing transformations of the convergence using the logarithm perform well at least at the one-point level, we make the assumption that the original convergence is lognormal distributed, which allows one to proceed with analytic means.

Under the lognormal assumption we derive in Appendix B1 a closed-form relation between the original and transformed two-point convergence statistics which, however, still yields poor fits to the simulations. Yet, by means of this relation we are able to calculate expressions for higher order correlations of the lognormal distributed convergence in Appendix B2. By comparing the moments of the convergence obtained from the simulations and from our models in Appendix B3, we normalize the different contributions to match results from the simulated original convergence fields, arriving at the final expression (B20) for the higher order contribution to the transformed power spectrum models.

**B1 The lognormal model**

A logarithmic transformation renders the one-point distribution of the convergence, both with and without shape noise, Gaussian to good approximation; see above, and e.g. Taruya et al. (2002). Hence it is reasonable to assume that the original convergence follows a lognormal distribution although the non-vanishing higher order statistics of the logarithmically transformed fields indicate that the lognormal assumption cannot be perfect.

Analogous to equation (4) for \( \lambda = 0 \) we write for the transformed convergence \( \hat{\kappa} = \ln(\kappa + a) + N \), where we have now introduced a normalization \( N \) to ensure that \( \kappa \) has vanishing expectation. Solving this equation for \( \kappa \) and choosing \( N \) such that \( \langle \hat{\kappa} \rangle = 0 \), one obtains

\[
\kappa + a = a \exp \left\{ \hat{\kappa} - \frac{\bar{\sigma}^2}{2} \right\},
\]

where \( \bar{\sigma} \) denotes the variance of the transformed convergence. Note that throughout this appendix we do not include the effects of noise and smoothing on the convergence to keep the notation tractable.

If \( \kappa \) is lognormal distributed, \( \hat{\kappa} \) follows a Gaussian distribution which allows us to compute expectation values analytically via Gaussian integration. In the case of two-point convergence statistics, this results in

\[
\langle [\kappa(\theta) + a][\kappa(\theta + a)] \rangle = \xi_4(\theta) + a^2 = a^2 \left\{ \exp \left( \frac{\bar{\sigma}^2}{2} \right) \exp \left( \hat{\kappa}(\theta) - \frac{\bar{\sigma}^2}{2} \right) \right\},
\]

where we have made use of \( \langle \kappa \rangle = 0 \) and the definition of the correlation function \( \xi \). Solving for the correlation function of \( \hat{\kappa} \), one arrives at

\[
\xi_4(\theta) = \ln \left[ 1 + a^{-2} \xi_4(\theta) \right] = a^{-2} \xi_4(\theta) - \frac{1}{2} a^{-4} \xi_4^2(\theta) + \frac{1}{2} a^{-6} \xi_4^3(\theta) + O(\xi_4^4),
\]

where the second equality is derived from a Taylor expansion. The first equality provides us with a closed-form relation between transformed and original correlation functions (see also Hilbert, Hartlap & Schneider 2011, as well as Coles & Jones 1991 for a similar result) which can
readily be converted into a closed-form relation between transformed and original power spectra as \( \xi \) and \( P \) are Hankel transform pairs (e.g. Schneider, van Waerbeke & Mellier 2002).

However, although not suffering from the truncation at a certain order in \( \kappa \), the lognormal model for the transformed power spectrum fails to fit the simulations on small scales, as illustrated in Fig. B1 for the LOG2 transformation (we find similar results for LOG1). It is interesting to note that the lognormal model remains very close to the two-point contribution \( a^{-2} P_\kappa(\ell) \) which implies that the higher order terms almost cancel each other; see the alternating signs of the expansion in equation (B3).

We ascribe the shortcomings of the lognormal model to the failure of providing a fair representation of the three-point, four-point and possibly higher order statistics of the simulated convergence fields. Hence we seek to study the different orders of an expansion in \( \kappa \) individually within the lognormal framework and match the resulting models to the simulations. A further motivation for this approach is that it will enable us to calculate expressions for arbitrary \( \lambda \).

Transforming the expansion in equation (B3) to Fourier space yields

\[
P_\kappa(\ell) = a^{-2} P_\kappa(\ell) - \frac{1}{2} a^{-4} \int \frac{d^2 \ell_1}{(2\pi)^2} P_\kappa(\ell_1) P_\kappa(\ell - \ell_1) + \frac{1}{3} a^{-6} \int \frac{d^2 \ell_1}{(2\pi)^2} P_\kappa(\ell_1) P_\kappa(\ell_2) P_\kappa(\ell - \ell_1 - \ell_2) + \mathcal{O}(P_\kappa^4)
\]

\[
\equiv a^{-2} P_\kappa(\ell) - \frac{1}{2} a^{-4} B(\ell) + \frac{1}{3} a^{-6} C(\ell) + \mathcal{O}(P_\kappa^4),
\]

(B4)

where we defined the shorthands \( B(\ell) \) and \( C(\ell) \) for convenience. Note that \( B(\ell) \) is the Fourier transform of \( \xi_2^2 \), and \( C(\ell) \) of \( \xi_3^3 \). The first term in equation (B4) is identical to the one in equation (10) for \( \lambda = 0 \), as expected. The second term is of the same form as one of the Gaussian four-point contributions, but has a different pre-factor. As we will see below, this term receives additional contributions from the lognormal bispectrum. The third term collects contributions of the order of \( P_\kappa^4 \) which are not included in equation (10), but which may be important particularly for small \( a \). In the next section we will identify and explicitly calculate all contributions that are third order in the two-point statistic within the lognormal framework.

### B2 Lognormal higher order correlations

In complete analogy to the steps performed in equation (B2) one can derive relations between the \( n \)-point correlations of \( \kappa \) and the correlation function \( \xi \). Subsequently applying equation (B3), one can express the \( n \)-point correlations in terms of the two-point statistic of the original convergence field as follows:

\[
\langle [\kappa(x_1) + a] \cdots [\kappa(x_n) + a] \rangle = a^n \exp \left\{ \sum_{i<j}^{n} \xi_\kappa(|x_j - x_i|) \right\} = a^n \prod_{i<j} \left[ 1 + a^{-2} \xi_\kappa(|x_j - x_i|) \right].
\]

(B5)

In the case of three-point statistics the correlator on the left-hand side can be expanded into

\[
\langle [\kappa(x) + a] [\kappa(x + \theta_1) + a] [\kappa(x + \theta_2) + a] \rangle = \Gamma_\kappa(\theta_1, \theta_2) + a \left[ \xi_\kappa(\theta_1) + \xi_\kappa(\theta_2) + \xi_\kappa(\theta_1 + \theta_2) \right] + a^2 \xi_\kappa(\theta_1) \xi_\kappa(\theta_2) \xi_\kappa(\theta_1 + \theta_2),
\]

(B6)

where the shorthand notation \( \theta_{ij} = |\theta_j - \theta_i| \) was introduced. We defined \( \Gamma_\kappa(\theta_1, \theta_2) \) as the three-point correlation function of the convergence, i.e. the Fourier transform of the convergence bispectrum. Due to the homogeneity of the convergence field, two angular vectors suffice to specify \( \Gamma_\kappa \); we have not invoked rotational invariance at this stage.

Together with equation (B5), one can derive the lognormal three-point correlation function

\[
\Gamma_{\kappa,\text{LN}}(\theta_1, \theta_2, \theta_2) = a^{-1} \left\{ \xi_\kappa(\theta_1) \xi_\kappa(\theta_2) + \xi_\kappa(\theta_1) \xi_\kappa(\theta_1 + \theta_2) + \xi_\kappa(\theta_2) \xi_\kappa(\theta_1 + \theta_2) + a^{-3} \xi_\kappa(\theta_1) \xi_\kappa(\theta_2) \xi_\kappa(\theta_1 + \theta_2) \right\},
\]

(B7)

which, after Fourier transformation, yields the lognormal bispectrum

\[
B_{\kappa,\text{LN}}(\ell_1, \ell_2, \ell_3) = a^{-1} \left\{ P_\kappa(\ell_1) P_\kappa(\ell_2) + P_\kappa(\ell_1) P_\kappa(\ell_3) + P_\kappa(\ell_2) P_\kappa(\ell_3) + a^{-3} \int \frac{d^2 \ell_1}{(2\pi)^2} P_\kappa(\ell_1) P_\kappa(\ell_1 + \ell_2) P_\kappa(\ell_1 - \ell_2) \right\}.
\]

(B8)
Note that we use a subscript LN to label expressions that were obtained under the assumption of lognormality of $\kappa$. This result allows us to compute the third-order integral expression entering equation (10) in the lognormal case,

$$
\int \frac{d^2 \ell_1}{(2\pi)^2} B_{\kappa,\text{LN}}(\ell, \ell_1, |\ell - \ell_1|) = a^{-1} \left\{ 2 \sigma_1^2 P_2(\ell) + B(\ell) \right\} + a^{-3} \sigma_1^2 B(\ell),
$$

(B9)

where we defined the variance of the convergence given by

$$
\sigma_1^2 = \xi_1(0) = \int_0^\infty \frac{d \ell}{2\pi} P_4(\ell).
$$

(B10)

Terms second order in $P_\kappa$ contributing to equation (B9) are of exactly the same form as the Gaussian four-point contributions. Taking the pre-factors into account, see equation (10), the terms proportional to $\sigma_1^2 P_2(\ell)$ cancel, while the terms proportional to $B(\ell)$ reduce to the second-order contribution to equation (B4).

The procedure spelled out in equations (B5) and (B6) can readily be applied to four-point statistics. Note, however, that the four-point correlator splits into connected and unconnected parts, the latter reproducing the Gaussian four-point contribution, and the former yielding the connected four-point correlation function for which we find

$$
\eta_{4,\text{LN}}(\theta_1, \theta_2, \theta_3) = a^{-2} \{ \xi_4(\theta_1) \xi_2(\theta_2) \xi_2(\theta_3) + \xi_4(\theta_1) \xi_2(\theta_2) \xi_4(\theta_3) + \xi_4(\theta_1) \xi_4(\theta_2) \xi_2(\theta_3) + 13 \text{ perm.} \} + O(\xi_4^2). \tag{B11}
$$

Note that equations (B7) and (B11) are in agreement with the results found by Hilbert et al. (2011).

The corresponding expression for the lognormal trispectrum is readily derived but is lengthy, also containing 16 terms that are third order in $P_\kappa$. Considerable simplification is achieved by performing the two integrals entering equation (10), yielding

$$
\int \frac{d^2 \ell_1}{(2\pi)^2} T_{\kappa,\text{LN}}(\ell, -\ell_1, -\ell_2, \ell_1 + \ell_2 - \ell) = a^{-2} \left\{ 9 \sigma_2^2 P_4(\ell) + 6 \sigma_2^2 B(\ell) + C(\ell) \right\} + O(P_4^2);
$$

$$
\int \frac{d^2 \ell_1}{(2\pi)^2} T_{\kappa,\text{LN}}(\ell_1, -\ell_1, -\ell_2, \ell_2 - \ell) = a^{-2} \left\{ 4 \sigma_2^2 P_4(\ell) + 8 \sigma_2^2 B(\ell) + 4 C(\ell) \right\} + O(P_4^2). \tag{B12}
$$

Note that the lognormal trispectrum and all lognormal $n$-point correlations with $n \geq 5$ do not contain terms proportional to $P_\kappa^2$ anymore.

The connected part of the five-point convergence correlation contains powers of at least 4 in the two-point statistic, so that we only have to consider the unconnected parts, consisting of products of two- and three-point statistics. Inserting the terms proportional to $\xi_5^2$ in equation (B7) into the five-point analogues of equations (B5) and (B6), one obtains

$$
\langle \kappa(x_1) \kappa(x_2) \ldots \kappa(x_4) \rangle_{\text{LN}} = a^{-1} \{ \xi_5(\theta_1) \xi_3(\theta_2) \xi_2(\theta_3) + \xi_5(\theta_1) \xi_3(\theta_2) \xi_3(\theta_4) + \xi_5(\theta_1) \xi_3(\theta_2) \xi_4(\theta_3) + 9 \text{ perm.} \} + O(\xi_5^2). \tag{B13}
$$

Writing the real-space analogue of the computation done in equation (A2), one realizes that only correlators of the form $\langle \kappa^j(x) \kappa^j(x + \theta) \rangle$ are required to calculate the transformed convergence power spectrum, i.e. in the five-point case it is sufficient to determine

$$
\langle \kappa(x) \kappa^3(x + \theta) \rangle_{\text{LN}} = \langle \kappa^3(x) \kappa(x + \theta) \rangle_{\text{LN}} = a^{-1} \left\{ 6 \sigma_5^2 \xi_5(\theta) + 24 \sigma_3^2 \xi_5(\theta) \right\} + O(\xi_5^2);
$$

$$
\langle \kappa^2(x) \kappa^2(x + \theta) \rangle_{\text{LN}} = \langle \kappa^2(x) \kappa^2(x + \theta) \rangle_{\text{LN}} = a^{-1} \left\{ 6 \sigma_5^2 \xi_5(\theta) + 15 \sigma_5^2 \xi_5(\theta) + 6 \sigma_4^2 \xi_5(\theta) + 3 \sigma_6^2 \right\} + O(\xi_5^2). \tag{B14}
$$

Likewise, at the six-point level only the following correlators are needed:

$$
\langle \kappa(x) \kappa^2(x + \theta) \rangle = \langle \kappa^2(x) \kappa(x + \theta) \rangle = 15 \sigma_5^2 \xi_5(\theta) + O(\xi_5^2);
$$

$$
\langle \kappa^2(x) \kappa^2(x + \theta) \rangle = \langle \kappa^3(x) \kappa(x + \theta) \rangle = 12 \sigma_5^2 \xi_5(\theta) + 3 \sigma_6^2 + O(\xi_5^2);
$$

$$
\langle \kappa^3(x) \kappa^2(x + \theta) \rangle = 6 \sigma_5^2 \xi_5(\theta) + 9 \sigma_4^2 \xi_5(\theta) + O(\xi_5^2). \tag{B15}
$$

Note that to third order in $\xi_5$ only the Gaussian terms, i.e. triple products of two-point correlators, contribute to equation (B15), so that the results do not rely on the lognormal assumption (hence the omission of the subscript LN).

Noting again the correspondence $\xi_5^2(\theta) \leftrightarrow B(\ell)$ and $\xi_5^2(\theta) \leftrightarrow C(\ell)$, equations (B14) and (B15) are readily transformed to Fourier space. Extending the calculation of equation (A2), with all necessary terms in the expansion of $\kappa$ given by equation (A1), we obtain the five- and six-point contribution to $P_\kappa$

$$
P_{\kappa}^{5+6}(\ell) = a^{2n+6} \left\{ \frac{(\lambda - 1)(\lambda - 4)(\lambda - 3)}{2} \left[ 4 \sigma_4^2 P_4(\ell) + \sigma_2^2 B(\ell) \right] + \frac{(\lambda - 1)^2(\lambda - 2)}{2} \left[ 2 \sigma_3^2 P_3(\ell) + 5 \sigma_2^2 B(\ell) + 2 C(\ell) \right] \right. \\
+ \frac{(\lambda - 1)(\lambda - 2)}{4} \sigma_4^2 P_4(\ell) + \frac{(\lambda - 1)^2(\lambda - 2)}{2} \sigma_2^2 B(\ell) + \frac{(\lambda - 1)(\lambda - 2)(\lambda - 3)}{12} \left[ 3 \sigma_5^2 P_5(\ell) + 2 C(\ell) \right] \right\} + O(P_4^2). \tag{B16}
$$

Inserting equation (B12) and the $P_\kappa$ contribution to equation (B9) into the general expansion given by equation (10), plus adding the equation above, one can show for $\lambda = 0$ that the terms proportional to $\sigma_2^2 P_4(\ell)$ and $\sigma_2^2 B(\ell)$ cancel, whereas the terms containing $C(\ell)$ add up to reproduce the third term in equation (B4), as desired. This implies that indeed terms of the same power in $\xi_5$ from different orders in $\kappa$ nearly or fully cancel each other under the lognormal assumption, resulting in only small corrections to the lognormal model. However, if the amplitudes of the higher order statistics of the simulations are not well represented by the lognormal model, these cancellations will not occur anymore and cause substantially different signals.
Table B1. Normalizations $r_i$ of contributions to the transformed power spectrum of order $i = 3, \ldots, 6$ in $\kappa$, as determined from the $i$th moment measured from the 100 simulation realizations. The second (third) column displays results for the case without (with) shape noise in the convergence fields. The coefficients $r_3$ and $r_5$ are different because they are determined from the lognormal prediction which depends on $a_{\text{LN}}$, the free parameter in the lognormal distribution.

| Order | Noise-free | Shape noise |
|-------|------------|-------------|
| $r_3$ | $1.30 \pm 0.04$ | $1.29 \pm 0.04$ |
| $r_4$ | $4.06 \pm 0.42$ | $5.19 \pm 0.50$ |
| $r_5$ | $1.65 \pm 0.05$ | $1.42 \pm 0.04$ |
| $r_6$ | $1$ | $1$ |
| $a_{\text{LN}}$ | $0.03$ | $0.07$ |

B3 Moment normalization

We compare the connected third and fourth moments of the original convergence fields as determined from the simulations and the models we employ. If finding a discrepancy, we normalize the corresponding contributions to the models to match the amplitude of the simulations. This implicitly assumes that the angular dependence of the various contributions is modelled correctly. We choose the moment as the quantity used for this comparison because it is given by the integration over all angular dependencies of the corresponding polyspectrum, thereby testing the models on all relevant scales.

At the three-point level we continue to use the bispectrum model based on perturbation theory and the fitting formula by Scoccimarro & Couchman (2001). We calculate the third-order moment from the bispectrum via

$$\langle \kappa^3 \rangle = \int_0^\infty \frac{d\ell_1 \ell_1}{2\pi^2} \int_0^\infty \frac{d\ell_2 \ell_2}{2\pi^2} \int_0^{\pi} \frac{d\psi}{\pi} B_\kappa [\ell_1, \ell_2, \ell_3(\ell_1, \ell_2, \psi)],$$

where $\ell_3$ is given by equation (13). The normalization is then defined as $r_i = \langle \kappa^i \rangle_{\text{sim}} / \langle \kappa^i \rangle_{\text{model}}$; the results have been summarized in Table B1. The uncertainty quoted in the table originates from the error on the mean simulation moment measured from the 100 realizations. For both the convergence fields with and without shape noise we find that the moment as obtained from the simulations is about 30 per cent higher than predicted by the perturbation theory bispectrum model. The sign of this deviation is in agreement with the underestimation of the bispectrum in the $\Lambda$CDM case by the fit formula, but is larger than the quoted 15 per cent average discrepancy. We have also estimated that the uncertainty due to the fit formula should increase with $\ell$, see Section 4.2, but none the less find that a simple rescaling with $r_3$ yields satisfactory fits of the models for $P_\kappa$ to the simulations.

At the five-point level we intend to include the unconnected parts, consisting of products of two- and three-point correlation functions, into the modelling. We refrain from using the perturbation theory bispectrum in this case as this would necessitate computationally expensive convolutions of power spectra and bispectra. Instead, we work under the lognormal assumption which allows us to use the simple expressions contained in equation (B16). While the second moments of simulated and modelled convergence should agree well, and indeed they do, we need to match the third moment of the simulation with the lognormal one, given by

$$\langle \kappa^3 \rangle_{\text{LN}} \equiv \Gamma_{\kappa,\text{LN}}(0, 0, 0) = 3a \sigma^3 + \frac{1}{a^3} \sigma^6,$$

cf. equation (B7). The lognormal model underestimates the third moment even stronger than the one based on Scoccimarro & Couchman (2001), producing $r_3 \sim 1.5$. The normalization $r_3$ is different for the noise-free convergence fields and those with shape noise because in the latter case the variance $\sigma_\kappa^2$ is larger due to the noise, changing the result of equation (B18). Moreover, the parameter $a$ which enters the lognormal models, chosen to render $\kappa$ as close to Gaussian as possible, is not the same; see Table 1.

Repeating the steps that lead to the expressions for the lognormal polyspectra, now setting $\theta_1 = \ldots = \theta_n = 0$, it is straightforward, though tedious, to calculate higher moments:

$$\langle \kappa^4 \rangle_{\text{LN}} = 3a^3 \sigma^4 + 16a^{-2} \sigma^6 + 15a^{-4} \sigma^8 + 6a^{-6} \sigma^{10} + a^{-8} \sigma^{12},$$

$$\langle \kappa^5 \rangle_{\text{LN}} = 30a^{-1} \sigma^5 + 135a^{-3} \sigma^7 + 222a^{-5} \sigma^9 + 205a^{-7} \sigma^{11} + O(\kappa^{14}),$$

$$\langle \kappa^6 \rangle_{\text{LN}} = 15a \sigma^6 + 330a^{-1} \sigma^8 + 1581a^{-3} \sigma^{10} + 3760a^{-5} \sigma^{12} + O(\kappa^{14}).$$

The first term contributing to $\langle \kappa^4 \rangle_{\text{LN}}$ stems from the connected part and corresponds to the Gaussian four-point term. The remaining terms originate from the trispectrum, where the second one can be identified with equation (B11). Comparing the connected fourth moments, we obtain $r_3 \approx 4$ for the noise-free convergence and $r_3 \approx 5$ in the case with shape noise, as also shown in Table B1. This means that the rescaling of the trispectrum contributions to the model is quite substantial and is in addition associated with a 10 per cent uncertainty; see Fig. 4 for an illustration of the effect on the transformed power spectrum.
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We set $r_h = 1$ since only Gaussian terms contribute to our models at the six-point level which should be modelled accurately. Connected fifth and sixth moments can only be determined with large error bars from the simulation, but as a tendency we find that they are considerably above the lognormal prediction given by equation (B19), the ratios surpassing $r \sim 10$. While the simulations thus seem to favour even stronger higher order contributions, we can still use the lognormal expressions in equation (B19) for a conservative estimate on how much an error is introduced when truncating the series of contributions to the transformed power spectrum after terms containing $P_5$. For the smallest value of $a$ we consider, $a = 0.03$ for LOG2, the term proportional to $\sigma^8$ contributes 12 per cent to the leading term of the connected fourth moment; for $a = 0.07$ (LOG1) this reduces to a 2 per cent contribution. Similarly, at the five-point level we find the ratio of next-to-leading over leading term to be 57 per cent ($a = 0.03$, LOG2) and 10 per cent ($a = 0.07$, LOG1), respectively. For the sixth moment the higher order contributions can even dominate, yielding ratios over the first, Gaussian term of $2.76 \times 10^{-5}$ (shape noise). For the smallest value of $a$ from the lognormal models, keeping these parameters fixed at $a = 0.03$ (noise-free) and $a = 0.07$ (shape noise). Collecting all higher order contributions, and incorporating the normalizations to the simulation moments, we finally obtain the model term:

$$\mathcal{H}(\ell) = C_A \sigma^8 P_5(\ell) + C_B \sigma^2 B(\ell) + C_C \kappa(\ell)$$

with

$$C_A = r_a a^{21-4} \kappa_{\text{LN}}^2 (-\lambda - 1)/3 + r_a a^{21-5} \kappa_{\text{LN}}^3 (-\lambda - 1)/2$$

$$C_B = r_a a^{21-4} \kappa_{\text{LN}}^2 (-\lambda - 1)/2 + r_a a^{21-5} \kappa_{\text{LN}}^3 (-\lambda - 1)/2$$

$$C_C = r_a a^{21-4} \kappa_{\text{LN}}^2 (-\lambda - 1)/6 + r_a a^{21-5} \kappa_{\text{LN}}^3 (-\lambda - 1)/6.$$

To summarize, $\mathcal{H}(\ell)$ contains contributions from the leading term of the lognormal trispectrum, the unconnected five-point correlations also in the lognormal framework, and the Gaussian six-point term. Note that the effects of noise and smoothing still need to be incorporated into equation (B20).

APPENDIX C: LIKELIHOOD ESTIMATION BASED ON THE CONVERGENCE AS THE DATA-VECTOR

If one succeeds in transforming convergence maps such that they are close to a Gaussian random field, it becomes advantageous to compute a likelihood for $\kappa$ instead of the widespread likelihood analysis for two-point statistics. The latter are generally chosen because two-point statistics provide a certain amount of data compression and are expected to be closer to Gaussian distributed than the underlying field. However, weak lensing two-point statistics are not accurately modelled by a Gaussian distribution (see e.g. Hartlap et al. 2009; Schneider & Hartlap 2009) and require the computation of four-point statistics to obtain covariances (e.g. Takada & Jain 2009; Pielorz et al. 2010). If one treats the convergence itself as the data-vector, the covariance is a two-point statistic which contains the cosmological information (e.g. Heavens 2003).

In the following we will outline our formalism for the likelihood for $\kappa$ and compare its Fisher information to the one of the power spectrum likelihood. We continue to work in Fourier space and compose the data-vector of the values $\kappa(\ell)$ of the convergence on the grid of a discrete Fourier transformation, defined via

$$\kappa(\ell) = \int \frac{d^2 \ell}{(2\pi)^2} \kappa(\ell) e^{i \ell \cdot \ell} = \sum_{i} \kappa(\ell_i) e^{i \ell \cdot \ell_i},$$

where $\delta \ell$ denotes the grid spacing of the discrete Fourier transformation such that $A_{\text{field}} = (2\pi)^2 / \delta \ell^2$ for a square survey region. The $\kappa(\ell)$ are Gaussian distributed if the convergence is a Gaussian random field, unless real-world effects such as masking become important. The a covariance of the $\kappa(\ell)$, averaged over annuli of radius $\ell$ and $\ell'$, with width $\Delta \ell$ each, is given by

$$\text{Cov}_\kappa(\ell, \ell') = \sum_{\ell \in \text{shell}(\ell)} \sum_{\ell' \in \text{shell}(\ell')} \langle \kappa(\ell) \kappa(\ell') \rangle = \sum_{\ell \in \text{shell}(\ell)} \sum_{\ell' \in \text{shell}(\ell')} \left( \frac{\delta \ell}{2\pi} \right)^4 \langle \kappa(\ell) \kappa(\ell') \rangle$$

$$= \sum_{\ell \in \text{shell}(\ell)} \sum_{\ell' \in \text{shell}(\ell')} \left( \frac{\delta \ell}{2\pi} \right)^2 \delta_j P_j(\ell) = \delta_{\ell \ell'} \frac{\Delta \ell}{2\pi} P_1(\ell),$$

where we used the equality

$$\sum_{\ell \in \text{shell}(\ell)} 1 = \frac{A_{\text{shell}(\ell)}}{A_{\text{cell}}} = \frac{2\pi \Delta \ell}{\delta \ell^2} = \frac{A_{\text{field}} \Delta \ell}{2\pi}.$$  

Here, $A_{\text{shell}(\ell)}$ denotes the area covered by an annulus and $A_{\text{cell}} = \delta \ell^2$ the area of a pixel of the Fourier transformed convergence map. If the shells over which the average is performed do not overlap, the $\kappa(\ell)$ are uncorrelated, i.e. the covariance in equation (C2) is diagonal.
The likelihood for the Gaussian covariance is then given by (e.g. Bond et al. 2000)

\[
L(\kappa, p) = \left[ (2\pi)^N \text{det}(\text{Cov}_\kappa) \right]^{-1/2} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{N_\ell} \sum_{j \in \text{shell}(\ell_i)} \kappa_{\ell_j} \frac{\delta \kappa_{\ell_i} \delta \kappa_{\ell_j}}{\text{Cov}_\kappa(\ell_i, \ell_j)} \right\}
\]

\[
= \left[ \prod_{\ell=1}^{N_\ell} \Delta \ell, P_\kappa(\ell, p) \right]^{-1/2} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{N_\ell} \frac{\hat{P}_\kappa(\ell_i)}{P_\kappa(\ell_i, p)} \right\},
\]

where \(N_\ell\) denotes the number of angular frequency bins. To obtain the second equality, we inserted equation (C2) and the estimator of equation (C3).

To assess the information content in \(L(\kappa, p)\), we compute the Fisher matrix. If the convergence is Gaussian distributed and the dependence on cosmology in its covariance, the Fisher matrix reads (Tegmark, Taylor & Heavens 1997)

\[
F_{\mu\nu} = \frac{1}{2} \text{Tr} \left( \text{Cov}_\kappa^{-1} \frac{\partial \text{Cov}_\kappa}{\partial p_\mu} \text{Cov}_\kappa^{-1} \frac{\partial \text{Cov}_\kappa}{\partial p_\nu} \right) = \frac{1}{2} \sum_{i=1}^{N_\ell} \sum_{j \in \text{shell}(\ell_i)} \frac{\partial P_\kappa(\ell_i)}{\partial p_\mu} P_\kappa^{-2}(\ell_i) \frac{\partial P_\kappa(\ell_i)}{\partial p_\nu}
\]

\[
= \sum_{i=1}^{N_\ell} \frac{\partial P_\kappa(\ell_i)}{\partial p_\mu} \left\{ \frac{4\pi}{A_{\text{field}} \Delta \ell_i} P_\kappa^2(\ell_i) \right\}^{-1} \frac{\partial P_\kappa(\ell_i)}{\partial p_\nu},
\]

where in the last step we again made use of equation (C3). The term in curly brackets is identical to the Gaussian power spectrum covariance (Joachimi, Schneider & Eifler 2008), and thus the information content of \(L(\kappa, p)\) and \(L(P_\kappa, p)\) is the same for a Gaussian distributed convergence. Illustratively, a Gaussian random field is fully specified by its power spectrum, and therefore the power spectrum covariance (a four-point statistic) cannot yield additional information. Conversely, if the convergence is not perfectly Gaussian, e.g. manifested via a non-vanishing connected trispectrum, \(L(P_\kappa, p)\) can still yield accurate constraints when incorporating the now more complex power spectrum covariance whereas \(L(\kappa, p)\) fails to account for such changes.
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