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Abstract

Federated Learning (FL) is a Machine Learning (ML) technique that aims to reduce the threats to user data privacy. Training is done using the raw data on the users’ device, called clients, and only the training results, called gradients, are sent to the server to be aggregated and generate an updated model. However, we cannot assume that the server can be trusted with private information, such as metadata related to the owner or source of the data. So, hiding the client information from the server helps reduce privacy-related attacks. Therefore, the privacy of the client’s identity, along with the privacy of the client’s data, is necessary to make such attacks more difficult. This paper proposes an efficient and privacy-preserving protocol for FL based on group signature. A new group signature for federated learning, called GSFL, is designed to not only protect the privacy of the client’s data and identity but also significantly reduce the computation and communication costs considering the iterative process of federated learning. We show that GSFL outperforms existing approaches in terms of computation, communication, and signaling costs. Also, we show that the proposed protocol can handle various security attacks in the federated learning environment. Moreover, we provide security proof of our protocol using a formal security verification tool.
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1. Introduction

Federated Learning (FL) is a machine learning method ensuring that raw data is not distributed to other devices. The motivation behind FL is to secure users’ sensitive information. For example, uploading real-time images increases the risk of revealing personal information to the server or eavesdroppers. The data breach has become a serious threat that even if organizations spend a massive budget on securing their data, they are still getting attacked. In 2020, the investment to secure companies’ data grew to 53 billion. However, 30 billion records were compromised [1]. It shows how serious and important it has become to secure our data. It is often illegal to share data from one place to another, even from one country to another. Therefore, FL will be essential in sharing machine learning models without compromising privacy.

The clients in a FL network participate in updating the system model by sending their local model updates to a central system, say a server. Then, the server can finalize the global model to be deployed. During this process, the clients do not send their raw data. They send only locally trained gradients. Next, the server collects gradients from all the clients and aggregates those to generate an updated global model. Still, there are many scenarios at various stages of the FL process where network entities, including the server, are compromised, requiring additional measures to preserve privacy even if the data is not being sent in raw form, as shown in Figure 1. The communication process mainly involves
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the participating clients and the server. If any of the entities in the network is compromised, the secrecy of this technique is at stake. In that case, the compromised entity can attempt to infer the sensitive information or the source of information from the received gradients based on the sender, revealing the sender identity [2] and increasing the risk of inference attacks. Hence, it is crucial to secure the privacy of the sender and the information even if only the updated gradient is being shared. Moreover, since FL is a decentralized network, entities of the network can be active or passive attackers themselves [3].

1.1. Related Work

The conventional privacy-preserving techniques for FL, their contributions, and their limitations are discussed below:

1.1.1. Masking Based

Bonawitz et al. [4] proposed a double masking scheme in which messages are shared with servers after double masking it. Each user shares double sets of secret keys with every participant. After adding their share of secret keys to the message, all participants send messages to the server. Every secret key gets canceled out when a certain number of secret keys are combined. Hence, actual data is hidden, and the method effectively protects privacy. However, the computation cost is exponentially high because the secret keys must be distributed to each client for each message. In 2020, Li, Yong et al. [5] proposed a single masking FL framework based on the chained secure multiparty computing (SMC) technique (chain-PPFL). They used a chained-communication mechanism to transfer the masked information between participants with a serial chain frame. Their experimental result shows they can achieve competent accuracy and convergence rate while providing privacy preservation for FL. However, their costs are higher than many existing techniques. In 2021, Ang Li et al. [6] addressed the issue of heterogeneous data in separate clients and the bandwidth limitation of a mobile device. They proposed the FedMask FL framework, where only heterogeneous binary masks are communicated between the server and the end devices. The clients do not learn the global model. Still, they learn from a personalized and structured sparse DNN model composed by applying the learned binary mask to the fixed parameters (frozen parameters) of the local model. However, the model has high complexity.

1.1.2. Homomorphic Encryption (HE) Based

Wan et al. [11] proposed a Verifiable Federated Matrix Factorization (VPFedMF) technique, which highlights the shortcomings of earlier proposed additive homomorphic encryption and FedMF, as these had significant performance overheads, weaker security model, and non-assurance of computation integrity of model-aggregation. In comparison, VPFedMF’s masking-based lightweight and secure aggregation provide cryptographic guarantees on the confidentiality of gradient and user-side verification for the correctness of the aggregated model.

1.1.3. Group Based

In 2018, Hartmann [7] proposed sampling-based groups in FL in which users were divided into various groups related to their physical traits like location, region, language, etc. The tasks of the members are divided by their groups, where different groups execute independent tasks. Differential privacy (DP) is used for maintaining privacy. However, the computation cost of the algorithm is high, and it is not scalable in more extensive networks.

1.1.4. Blockchain Based

In 2020, Kim et al. [8] proposed a blockchain FL (BlockFL), in which blockchain was used to exchange information between clients. Their protocol is based upon on-device machine learning, and there is no centralized data for training. This model focuses on exchanging global models with their associated minor, and they receive awards based on the trained samples transmitted. However, storage and speed limitations are major bottlenecks with on-device training. Recently, in 2022, Zhu et al. [9] proposed a double-masked blockchain-based FL technique, in which they claimed to provide better privacy with lower communication costs between blockchain and end-users. However, it has high computation costs for computing double masks. Also, the problem of sharing secrets with
other participants and user dropouts remains. Li et al. [10] presented a FL-based privacy preservation technique in autonomous driving where the original data is stored in local vehicles, and only updated information is shared with the server. Based on blockchain, drivers are authenticated with zero-knowledge proof. They used homomorphic encryption in their traceable identity-based approach because the server cannot be trusted completely.

1.2. Limitations of Existing Approaches

1.2.1. Masking Based

The cost of communication is relatively high. Each client needs to communicate with other clients in the network to share the secret keys, making the complexity in polynomial time, which is highly inefficient. Also, the client needs to trust another client with their secret keys, which is risky because nodes in a decentralized wireless system cannot be trusted. The situation worsens when the server and a client (or few clients) conspire together to extract information about a particular client (Figure 1). If the server can acquire a particular number of secret keys from the compromised clients, it can reveal the actual data sent by a client. Moreover, the list of clients participating in the FL process is disclosed publicly so that clients may know the participating clients to share their secret keys. However, the list is a piece of additional information for the attacker, who may target a particular client from the list.

1.2.2. Homomorphic Encryption Based

Clients send encrypted data to a server, aggregating the received encrypted data without decrypting it. HE can reduce the model inversion or data leakage risks even if the server is malicious. However, it has a high complexity making it challenging to be implemented in practice. The server might need some privacy-relevant data to aggregate the message. Also, the output obtained from HE may contain more noise than the original data, so the accuracy of the model trained using these data is likely to be reduced.

1.2.3. Differential Privacy Based

DP ensures that the outcome does not reveal whether an individual’s data has been included in the database or not [12]. It helps to secure the privacy of individual data as the behavior of the output data hardly changes when a single individual joins or leaves the dataset. However, if data is very much diversified or we have to retrieve data from a vast dataset, DP adds noise to data in each step, reducing accuracy.

1.2.4. Blockchain Based

Blockchain is well-suited technology to protect the distributed data in FL. However, there is redundant data on devices and in different rounds, which makes it inefficient for the iterative process of FL. Because of its complexity and storage requirements, scalability is a challenge.

1.3. Our Approach

We are motivated to implement privacy in FL using a less complex, more efficient, and secure technology to solve the abovementioned issues. Hence, we propose a privacy-preserving Group Signature scheme for FL (GSFL). A group signature (GS) verifies a group instead of a particular client. There can be multiple groups, and each group consists of an admin. The admin is assumed to be a trusted entity in the network, assigning the keys to each group member to generate the signature. No one other than the admin knows the signer. Since the server cannot infer the particular identity from the received information, the risk of inference attacks is reduced because there is no linking between the clients and their gradients. GSFL has several advantages over the existing privacy-preserving techniques for FL, as explained below.

- There is no need to share keys with other clients as in masking: A client communicates only with an admin and a server. It considerably saves communication costs.

- GS does not require data to be aggregated in encrypted form as in HE: The trained model is encrypted with the server’s public keys; hence only the server can decrypt it. However, the server does not know the source.

- Even if the data is diversified, there is no need to add noise to the data as in DP: Since the noise level is lower in the original trained data, the accuracy rate is also higher.

- Privacy preservation and authentication are done together, takes lesser storage: The members in a group share the same signature, and hence, the server needs to store less number of signatures to authenticate the clients.

GS is fundamentally different from anonymity, as later, there is no way to trace back the sender of the anonymous data. Hence, the information received from anonymous clients cannot be trusted. However, in GS,
clients authenticate their identity as valid group members, and the admin can trace it. Hence the information shared by the group member is verifiable, making it more trustworthy than anonymous data.

Implementing GS in FL changes the communication process, but it does not affect the learning process. Therefore, it can be used in combination with different FL models. However, the original GS contains several verification parameters, increasing the packet’s size. The distributed learning process in FL incurs a high communication cost from multiple iterations involving thousands of clients. Hence, communication efficiency is one of the critical performance metrics. Therefore, we aim to provide a new group signature algorithm that is efficient for the iterative process of FL.

1.4. Our Contribution

The contribution of our proposed work is summarized below:

- **Design a new group signature tailored for FL:** The proposed GS protocol provides an efficient integration with the iterative process of FL.
- **Provide identity preservation of clients:** GS hides the identity of individual clients to provide enhanced privacy protection.
- **Provide authentication of clients:** Clients are authenticated using a common GS.
- **Maintain the secrecy of network:** The security of the network is verified by a formal verification tool AVISPA (Automated Validation of Internet Security Protocols and Applications) [13].
- **Provide enhanced security and efficiency:** Our protocol achieves significantly lower computation and communication costs than existing algorithms while protecting against a more comprehensive range of security attacks.

1.5. Paper Organization

The remainder of the paper is organized as follows. Section 2 presents preliminaries and our system model. Section 3 presents the detail of our proposed protocol. A comprehensive security analysis is provided in Section 4. The performance analysis of our proposed protocol compared with existing algorithms is provided in Section 5. Finally, the conclusion of our paper is given in Section 6. The list of symbols and abbreviations used in the paper are presented in Table 1.

2. Preliminaries and our system setup

Federated Learning involves an iterative process where users collaboratively train machine learning models while protecting the privacy of user data, as implemented in Google Gboard [14]. End devices (clients) process their data locally, and instead of the raw data, they send only updates to the centralized system (server). After this, data from all the clients would be aggregated at the server to create an updated global model, and this model is again sent back to clients. The iterative process continues until an optimum global model is obtained.

2.1. Privacy Preservation in Federated Learning

FL aims to minimize the information shared by the clients. Although the server can only see the updates, if the server can identify the client of a particular update, it can guess the original data because it has some additional information based on the previous iterations or causes inference attacks [2]. Hence, it is vital to protect the client’s identity along with data. This can be achieved in various ways, as listed below:

- **Homomorphic Encryption:** HE hides the individual updates and enables the aggregation process on encrypted data, which leads to malleability [15]. The server does not know which actual data was sent, and data is aggregated without revealing the original content. However, the server can add something to the encrypted data, which is very much disadvantageous and may affect the integrity of the data. Moreover, it is complex to perform computation on encrypted data, and the source may need to reveal part of their secret key, a significant threat in a wireless scenario. Hence, HE is not entirely suitable as it is very complex and may lead to various security threats.
- **Masking** [16]: It hides the data using masks. The server cannot unmask individual data from a separate device and can be unmasked only when combined with other devices’ data. So, the server can only see combined data and does not know the source. However, the cost of sharing masks is very high, as it requires each client to communicate with others for mask sharing.
- **Group Signature:** It hides the identity of the data owner. The server will not know which update is coming from which device [17]. However, the updates are visible to the server.
We have chosen the group signature-based privacy preservation technique for our work. It can preserve the integrity of the original information to achieve high accuracy while having relatively low complexity compared to other works, especially when there are many clients and iterations in FL.

2.2. Group Signature

Group signature is proposed by [17] in 1991, which shows how a person can be authenticated as a member of a particular group without revealing their identity. Only a valid member can sign the group signature. The receiver can always verify that the signature is from a valid group but can never verify the actual individual who signed the message. However, the issuer of the group signature can always find out the original signer of the message. Hence, a group signature assures privacy, authentication, and non-repudiation at the same time.

In our initial work [18], we have attempted to integrate GS in FL. As shown in Figure 2, the admin issues $A_i$ to the client $i$, and this $A_i$ is used to create a group signature using other global parameters provided by the admin. Client $i$ signs its update using the group signature generated by it. It also sends a few parameters in the message along with the group signature, which is used for the verification process by the server. This process is repeated in each iteration of the FL process.

The use of a group signature assures that the privacy of the source of information is preserved even without the need for client-to-client communication. As shown in Figure 2, the server cannot fetch $A_i$, but it can still verify the signature for authentication. This requires a much lower cost, and this process is significantly beneficial compared to traditional masking/double masking techniques. In this paper, we propose a new and improved group signature scheme for FL, where the computation and communication cost is significantly re-


2.3. Bilinear Pairing

Bilinear pairing is the pairing of two multiplicative and isomorphic cyclic groups $G_1$ and $G_2$ to map into a third group $G_T$, with a mapping $e : G_1 \times G_2 \rightarrow G_T$. This map holds the bilinearity, non-degeneracy, and computability, as given in [19]. Many identity-based encryption systems are based on these bilinear pairing concepts. The bilinear pairing can be used to solve a Decisional Diffie-Hellman (DDH) problem, which is the base of our identity-based cryptosystem. We have assumed $g_1$, $g_2$, and $g_r$ as the generator of the group $G_1$, $G_2$ and $G_T$, respectively, all of order a prime number $q$. We assume that Strong Diffie-Hellman (SDH) holds for $(G_1, G_2)$, and signature generation is based on a new Zero-Knowledge Proof of Knowledge (ZKPK) of the solution to an SDH problem [20].

3. Proposed Protocol

3.1. Problem Formulation

We aim to improve the traditional group signature process considering the iterative process of FL. Tradi-
tionally, the group signature sends all the binding and tracing parameters in its signature so it can be recovered at the receiver side. It requires certain variables at the receiver side to verify that it is a valid group signature. Compared to the baseline protocol presented in [18], the proposed protocol improves the efficiency of group signature by avoiding repetitive transmission of some variables. We assume that a signature is valid for at least a session of the FL. We also assume that the admin is the trusted third party for all communication members, including clients and servers. Admin communicates with the server to share the latest valid group signature for including clients and servers. Admin communicates with the server to share the latest valid group signature for the session. Let us call this signature as the server to share the latest valid group signature.

Compared to the baseline protocol presented in [18], the receiver side to verify that it is a valid group signature. It requires certain variables at the receiver side. It requires certain variables at the receiver side. However, (C128-bit each, which is used to verify the signature at the receiver side. However, (C1, C2) does not require any private key, separating one client from another. Hence, we can save computation and communication costs if the admin sends these variables directly to the server instead of the clients computing and sending them to the server.

3.2. The Algorithm
A novel efficient group signature for the iterative process of federated learning is presented in this subsection. The protocol diagram is shown in Figure 3.

Step 1: Generating Group Signature
Below are the steps to generate a group signature for a group.

1. Client i sends a Group Signature Request (GS Req(i)) to the Admin.
2. Admin computes Tracing Variables C1 and C2:
   \[ C_1 \leftarrow v_a, \quad C_2 \leftarrow v_b, \]
   where a, b ∈ Zp are the randomly chosen exponents selected by the admin. Admin also computes Ai for the i-th client as:
   \[ A_i \leftarrow g^{1/(y+x)} \in G_1. \]
   At this stage, the admin also computes the group signature for the group, \( \sigma_{GS} \), in the same way clients compute it in step 5 of this algorithm. This signature is stored on the admin for verification purposes.
3. Admin sends a Group Signature Reply to the clients in the group generated as:
   \[ GS\text{Rep} \leftarrow (C_1, C_2, A_i, a, b), \]
   and sends the tracing variables and the group signature \((C_1, C_2, \sigma_{GS})\) to the server.
4. The tracing variable generated at the client-side is computed as:
   \[ C_3 \leftarrow Ah^{a+b}, \quad \delta_1 \leftarrow xa, \quad \delta_2 \leftarrow xb. \]
5. Each client randomly selects the following five binding values, \(d_a, d_b, a_x, d_b, \) and \(d_6\). Each client computes its binding variables as:
   \[ B_1 \leftarrow u^{d_a}, \quad B_2 \leftarrow v^{d_b}, \]
   \[ B_3 \leftarrow \hat{e}(C_3, g_2^{d_e}(h, w)\gamma^{d_4-d_6} \hat{e}(h, g_2)^{-d_4-d_2}, \]
   \[ B_4 \leftarrow C_4^{d_4}u^{-d_4}, \quad B_5 \leftarrow C_2^{d_2}v^{-d_2}. \]
6. Each client computes its challenger c as:
   \[ c \leftarrow H(a_1, C_1, C_2, C_3, B_1, B_2, B_3, B_3) \in Z_p. \]
7. It computes signing variables from challenger:
   \[ s_1 \leftarrow d_a+c\alpha, \quad s_2 \leftarrow d_b+c\beta, \quad s_3 \leftarrow d_x+\theta, \]
   \[ s_4 \leftarrow d_1+c\gamma_1, \quad s_5 \leftarrow d_2+c\gamma_2. \]
8. Finally, the group signature is generated as:
   \[ \sigma_{GS} \leftarrow (C_3, c, s_1, s_2, s_3, s_4, s_5). \]

Compared with the baseline, the final signature consists of only C3, instead of the original set \((C_1, C_2, C_3)\). Although the size of the algorithm is reduced, the overall unknown key size is reduced from 384-bits to 128-bits since the keys \((C_1, C_2)\) are known to the server and the same for all clients. Hence, to increase the unknown variable key size, we have increased the size of all three keys from 128-bits to 256-bits. The resulting size of the unknown key is still 256-bits compared to 384-bits earlier, but it is infeasible to break in real-time. Hence, it is safe to use. Please note that this signature is used for all iterations of the same session in Figure 3. Hence, the signature generation step is only required once and not for subsequent iterations.

Step 2: Encryption
Encryption is done to protect the message from outsiders. We used ElGamal encryption for our protocol, as given in [21]. The server publishes its public key set as \((G_T, g, g, h)\), where \(h = g^y\) and x is the private key of server. The message is encrypted with the server’s public key, so the server can decrypt it to check the message signed with GS. The client encrypts message \(M = Upd\) as follows:

1. Chooses a random integer \(y \in \{1, \ldots, q - 1\}. \)
2. Compute \(s = h^y. \)
3. Compute \(c_1 = g^y. \)
4. Compute \(c_2 = M \times s. \)

Then, the message set \((c_1, c_2, \sigma_{GS})\) is sent to the server.
Figure 3  Proposed group signature generation and communication for iterative process of federated learning

Step 3: Decryption
Since the message is encrypted with the server’s public key, it must be first decrypted at the server’s side using the server’s private key $x$. Server follows the following steps:

1. Compute $s' = c_1^x$.
2. Since $c_1 = g_1^{s'}$, $s' = (g_1^{-1})^x = g_1^{-xy} = h = s$.
3. Compute $M = c_2 s'^{-1}$. The inverse of $s'$ can be computed as $s'^{-1} = c_1^{q-x}$ [22].

Step 4: Server to Admin Communication
The server checks with the admin for the latest group signature of the group.

1. The server sends a request to the admin for the latest group signature of the group $(LastestGSVerReg(GID))$.
2. Admin replies to the server with the latest group signature version $(LastestGSVerRep(C1, C2))$ that contains $(\sigma_{GS}, C1, C2)$, where $\sigma_{GS}$ denotes the signature of that particular group and $(C1, C2)$ are
the tracing variables that were sent to the clients in the first step.

**Step 5: Verification**

The server needs to verify the group signature associated with message $M$.

1. In first iteration of a session, server collects all public entities, the latest $C_1, C_2$ and the $\sigma_{GS}$ available for the particular group from the admin, and computes the verification variables as:

$\tilde{B}_1 \leftarrow u^{\alpha} C_1^{-\gamma}$, $\tilde{B}_2 \leftarrow v^{\beta} C_2^{-\gamma}$,

$\tilde{B}_3 \leftarrow \tilde{\epsilon}(C_3, g_2)^{\gamma} \tilde{\epsilon}(h, w)^{-\gamma} \tilde{\epsilon}$,

$\tilde{\epsilon}(h, g_2)^{-\gamma} \tilde{\epsilon}(C_3, w) \tilde{\epsilon}(g_1, g_2)^{\gamma}$,

$\tilde{B}_4 \leftarrow C_1^{\alpha} u^{-\beta}$, $\tilde{B}_5 \leftarrow C_2^{\beta} v^{-\alpha}$.

Then, the server computes the challenger from the received information, denoted as $\tilde{c}$, as:

$\tilde{c} \leftarrow H(M, C_1, C_2, C_3, \tilde{B}_1, \tilde{B}_2, \tilde{B}_3, \tilde{B}_4, \tilde{B}_5)$.

2. If $c = \tilde{c}$, then the signature is verified, and $\sigma_{GS}$ with particular $(C_1, C_2)$ is stored at server side. Otherwise, the server rejects the received message.

In this way, the server knows the message $M$ but does not know the signer of the message. The server receives the model updates from all participating members in this way.

3. After the first iteration, the server simply fetches the $(\sigma_{GS}, C_1, C_2)$ from its local storage for all the subsequent iterations of the session. It saves the computation and communication cost of the server, and it does not need to compute those keys again.

**Step 6: Federated Aggregation**

The main task of the server is to compute an aggregated average of the updates received. The formula for local training and gradient aggregation in FedAvg [16] is given as:

$$w_{t+1} = w_t - \eta g_t,$$

$$\alpha_{t+1} = \alpha_t - \eta g_t,$$

$$\alpha_{t+1} = \alpha_t - \eta g_t,$$

where $\eta$ is the fixed learning rate, $K$ is the number of clients, $C$ is the fraction of clients that participate in the process, $\omega$ is the model parameter, $\omega_{t+1}$ is the current model, and $\omega_{t+1}$ is the subsequence model. We take $n_t = \sum_i n_i^t$, where $n_i^t$ is the total number of samples in the dataset for client $k$, and we set $\eta_t = \frac{n}{\eta_t}$. After gradient aggregation, the global model is redistributed to all clients, and the process repeats until a specific condition set by the server is satisfied.

4. Security Analysis

4.1. Security Proof Using AVISPA tool

We have provided a formal security verification using AVISPA, which gives the result based on the goal of the algorithm. The algorithm is written in HLPSL code which checks for the authenticity and secrecy of the keys and secret messages. As a proof of concept, we configured to have six entities: server, client 1, client 2, client 3, client 4, and admin. At first, the server sends the global model to all clients in the network. Then, each client sends a group signature request to the admin, to which the admin replies with the necessary keys for the clients. Each client signs its message with the group signature and sends it to the server. The process is iterated.

The goal of the algorithm comprises all the secret protocols, majorly named secrecy and authentication, as given below. The simulation code, written in HLPSL, shows that the algorithm can protect secrets between the admin (named A2) and the clients (named C1, C2, C3, and C4), and between the server (named S) and the clients. The proper authentication of all four clients is done, shown by the authentication code.

```
goal
secrecy_of sec_A2_C1, sec_A2_C2, sec_A2_C3,
        sec_A2_C4, sec_S_C1, sec_S_C2,
        sec_S_C3, sec_S_C4
```

```
authentication_on
rand1_auth, rand2_auth,
rand3_auth, rand4_auth
```

end goal

The simulation result is given in Figure 4, which confirms that our algorithm is safe. Figure 5 lists all the knowledge acquired by an intruder. It is shown that the attacker can only acquire public keys or encrypted messages.

4.2. Security Attacks and Their Prevention

Security is the main essence of any networking algorithm. Federated learning enhances machine learning through iterative updates without compromising the user’s privacy. Hence, the main aim of the algorithm is to learn while protecting personal data. However, like any network technology, FL is also vulnerable to various attacks if not implemented properly. Hence, we have tried to show the possible attacks in the FL network and how our algorithm prevents them from taking place.
Table 2  Protection against various security attacks

| Type of Attack                  | Runhua Xu et al. [25] | Chai et al. [26] | Brendan et al. [16] | Sun et al. [27] | Xu et al. [28] | GSFL (Proposed) |
|--------------------------------|------------------------|------------------|---------------------|-----------------|----------------|-----------------|
| 1. Honest But Curious Server   | ☑                      | ☑                | ☑                   | ☑               | ☑              | ☑               |
| 2. Inference Attack            | ✓                      | ☑                | ☑                   | ☑               | ☑              | ☑               |
| 3. Selected/Target Clients     | ✓                      | ☑                | ☑                   | ☑               | ☑              | ☑               |
| 4. Sybil Attack                | ✓                      | ✓                | ✓                   | ✓               | ✓              | ✓               |
| 5. Denial of Service Attack    | ✓                      | ✓                | ✓                   | ✓               | ✓              | ✓               |
| 6. Intruder Creating a Valid Channel | ✓              | ✓                | ✓                   | ✓               | ✓              | ✓               |

4.2.1. Security Against Honest but Curious Server

The server cannot be fully trusted when it comes to the privacy of the data. The server might not be interested in the client’s data, but it can still peek into some sensitive information if data is not kept securely. An honest but curious server is a server or any other communication member that wants to learn sensitive information about other members from the legitimately received messages.

In our setting, the server receives updates as \((C_i, \sigma_{GS})\) from a list of selected client devices. Since all clients have the same group signature, the server cannot distinguish the particular signer of \(\sigma_{GS}\). \(C_i\) is the encrypted message with the server’s public key. Hence, other members cannot decrypt it. The server can only see the updates, neither raw messages nor the sender of the message. Thus, it makes it difficult to correlate the messages to earlier messages. Therefore, the honest but curious user will not be able to know any sensitive information.

4.2.2. Security Against Inference Attacks

Since the sender of the message is not known even to the server, no entities in the network can relate a message to its previous message. Each message contains only updates and does not contain the entire message. Moreover, raw messages are never sent in the network and are always sent in a processed form. Hence, inferring from previous messages or the same message is impossible.

4.2.3. Security Against Attack on Selected Clients

Corrupted clients may join their hands to manipulate the input for the FL process. Hence, the list of clients selected for FL should not be disclosed to other clients. However, clients must be notified about their own selection. We have used encrypted replies from the server-side instead of the open list to ensure this. The key for
decryption is only available to the receiver. So, other clients will not be able to know the clients selected for the FL.

4.2.4. Security Against Sybil Attacks
In a Sybil attack, one user creates multiple fake identities and communicates in the network. This type of attack is challenging, especially in wireless and P2P networks. It is difficult for a receiver to recognize fake identities, leading to other attacks, e.g., data poisoning attacks. Each client is registered with the admin in our model and has a valid group signature. Admin first validates the client’s identity, then adds it to the group. It also continuously monitors the suspicious participants, and if any, it immediately revokes them from the group and updates the group signature. It also maintains a revocation table, mentioning the reason for the revocation of any member.

4.2.5. Security Against Intruders Creating Valid Channels
An intruder can create a valid channel in-network if it has a valid group signature. It can pretend to be a valid group member if its signature matches the legitimate member’s signature. However, we have used strong encryption and hashing techniques to generate the signature, and the elements to generate the signature are not published in the network. Hence, an intruder cannot create a valid channel in the network.

5. Performance Analysis
The performance of federated learning is sensitive to the communication and computation costs due to a large number of iterative distributed learning processes on massive resource-constrained client devices. A lower latency will help to achieve higher accuracy.

In this section, we show that the proposed protocol can keep the computation and communication costs low while providing protections against various security attacks, as discussed in Section 4. We evaluate the performance of the proposed protocol with existing algorithms in terms of computation, communication, and signaling costs.

5.1. Computation Cost
The computation cost is the number of CPU cycles needed to formulate the message. Each operation for computing the various parameters of messages requires a different number of CPU cycles, called the unit cost of those operations. We have taken various unit costs of an operation from [23]. These unit costs are multiplied by the number of occurrences in the entire process. Table 3 lists the computation cost of operations used in our analysis.

The computation cost for the entire process can be computed in three parts: (1) computation cost at the admin (\(C_{\text{admin}}\)), (2) computation cost at each client (\(C_{\text{client}}\)), and (3) computation cost at server (\(C_{\text{server}}\)). Let us assume that there are 200 clients in the network, and the server has selected 100 (\(n = 100\)) of them for the FL process in each iteration. In each simulation session, there are 1000 iterations. The computation cost is directly proportional to the number of iterations involved.

### 5.1.1. Computation Cost at the Admin (\(C_{\text{admin}}\))
- \(C_{\text{admin}}\): The admin generates the latest keys necessary to sign the messages, which is basically \(A_i, C_1,\) and \(C_2\). It also generates 2 random numbers \(a\) and \(b\). Hence, the total computation cost at the admin is \(C_{\text{admin}} = C_{\text{DIV}} + 3C_{\text{EXP}} + 2C_{\text{RAND}} = 1.22 + 3(1.0) + 2(0.045) = 4.31\) ms.

### 5.1.2. Computation Cost at Each Client (\(C_{\text{client}}\))
- \(C_{\text{client}}\): Client uses the keys sent by admin to sign and encrypt the message. Hence, the cost for client can be given as \(C_{\text{client}} = C_{\text{sig}} + C_{\text{enc}}\).

- Signature Generation Cost (\(C_{\text{sig}}\)): The signature generation mainly includes computing \(C_1\), binding variables, and signing variables computed as \(C_{\text{sig}} = C_{C_1} + C_{BV} + C_{SV} + C_{CH}\),

\[
C_{\text{sig}} \leftarrow C_{C_1} + C_{BV} + C_{SV} + C_{CH}, \quad (2)
\]

where each term is computed as \(C_{C_1} = C_E + C_M + C_{AS} = 1.0 + 0.612 + 0.001 = 1.613\) ms, \(C_{BV} = 9C_E + 3C_{BP} + 4C_M = 9(1.0) + 3(4.51) + 4(0.612) = 24.978\) ms, \(C_{SV} = 5C_{AS} + 5C_{MUL} = 5(0.001) +

| Notation | Operation                  | Unit Cost (ms) |
|----------|----------------------------|----------------|
| \(C_{AES}\) | Symmetric encryption         | 0.161          |
| \(C_{AS}\)  | Addition/subtraction         | 0.001          |
| \(C_{BP}\)  | Bilinear pairing             | 4.51           |
| \(C_{DIV}\) | Division                    | 1.22           |
| \(C_{EXP}\) | Exponentiation              | 1.0            |
| \(C_{H}\)   | Hash function               | 0.067          |
| \(C_{MOD}\) | Modulus                     | 1.24           |
| \(C_{MUL}\) | Multiplication              | 0.612          |
| \(C_{PM}\)  | Point multiplication         | 1.25           |
| \(C_{RAND}\) | Random number generation     | 0.045          |
| \(C_{XOR}\) | XOR                        | 0.002          |
Table 4  Comparison of average computation cost for \( t \) number of iterations \((n = 100)\)

| Algorithm                | Operations                                                                 | Cost of Operations (seconds) |
|--------------------------|---------------------------------------------------------------------------|------------------------------|
| Runhua Xu et al. [25]    | \( C_{\text{enc}} + C_{\text{dec}} + n(C_{\text{enc}} + C_{\text{dec}} + C_{\text{agg}}) \) | \( t = 1 \) 0.59 \( t = 50 \) 29.45 \( t = 100 \) 58.9 \( t = 150 \) 88.353 \( t = 1000 \) 589.025 |
| Chai et al. [26]         | \( C_{\text{enc}} + C_{\text{dec}} + n(3(C_{\text{enc}} + C_{\text{dec}}) + C_{\text{agg}}) \) | 1.63 \( 81.7 \) \( 163.4 \) \( 245 \) \( 1634 \) |
| Bonawitz et al. [16]     | \( C_{\text{enc}} + C_{\text{dec}} + 9900 + n(C_{\text{enc}} + C_{\text{dec}} + C_{\text{agg}}) \) | 10.49 \( 524.5 \) \( 1049 \) \( 1573.35 \) \( 10489 \) |
| Sun et al. [27]          | \( C_{\text{enc}} + C_{\text{dec}} + 99 + n(C_{\text{enc}} + C_{\text{dec}} + C_{\text{agg}}) \) | 0.68 \( 34.4 \) \( 68.8 \) \( 103.2 \) \( 688 \) |
| Xu et al. [28]           | \( C_{\text{client}} + C_{\text{agg}} + 2C_{\text{enc}} + 2C_{\text{dec}} \) \( C_{\text{admin}} + C_{\text{server}} + C_{\text{client}} + (i - 1)(C_{\text{enc}} + C_{\text{dec}} + C_{\text{agg}}) \) | 0.08 \( 2.36 \) \( 4.69 \) \( 23.3 \) \( 46.6 \) |

\[ C_{\text{client}} = C_{\text{sig}} + C_{\text{enc}} = 29.723 + 2.612 = 32.335 \text{ ms}. \]

\[ C_{\text{enc}} = 2C_{\text{EXP}} + C_{\text{MUL}} = 2(1.0) + 0.612 = 2.612 \text{ ms}. \]

\[ C_{\text{agg}} \approx C_{\text{AS}} + C_{\text{MUL}} = .001 + .612 = .613 \text{ms} \]

5(0.612) = 3.065 ms, and \( C_{\text{CH}} = C_{\text{H}} = 0.067 \) ms. Putting all above values in (2), we get \( C_{\text{sig}} = 1.613 + 24.978 + 3.065 + 0.067 = 29.723 \) ms.

- Encryption Cost \( (C_{\text{enc}}) \): It is the cost of encrypting the message that clients send to the server. The encryption cost can be computed according to [24] as \( C_{\text{enc}} = 2C_{\text{EXP}} + C_{\text{MUL}} = 2(1.0) + 0.612 = 2.612 \) ms.

- Hence, the total computation cost at the client is \( C_{\text{client}} = C_{\text{sig}} + C_{\text{enc}} = 29.723 + 2.612 = 32.335 \) ms.

5.1.3. Computation Cost at the Server \( (C_{\text{server}}) \)

- Decryption Cost \( (C_{\text{dec}}) \): It is the cost of decrypting the message sent by the client. The decryption cost is computed as \( C_{\text{dec}} = 2C_{\text{EXP}} + C_{\text{MUL}} + C_{\text{AS}} = 2(1.0) + 0.612 + 0.001 = 2.613 \) ms.

- Verification Cost \( (C_{\text{ver}}) \): It is the cost of verifying the signature of a client computed as

\[ C_{\text{ver}} \leftarrow (C_{\text{BV}}) + (C_{\text{H}}), \quad (3) \]

where \( (C_{\text{BV}}) = 8C_{\text{H}} + 12C_{\text{E}} + 5C_{\text{BP}} + C_{\text{DIV}} \approx 8(0.612) + 12(1.0) + 5(4.51) + 1.22 = 40.666 \) ms. Putting all above values in (3), we get \( C_{\text{ver}} = 40.666 + 0.067 = 40.733 \) ms.

- Aggregation Cost \( (C_{\text{agg}}) \): It is the cost needed to aggregate the gradients from the clients participating in the federated learning process. The aggregation cost in FedAvg can be calculated by \( \sum_{k=1}^{K} p_k w_{k+1} \) as given in (1), where \( p_k = \frac{K}{n} \). Hence, total cost of aggregation for \( n \) clients would be \( n \) multiplications, \( n - 1 \) additions, and 1 division, where \( (K = n) \) is the total number of participating clients. \( C_{\text{agg}} = (n - 1)(C_{\text{AS}} + n(C_{\text{MUL}}) + C_{\text{DIV}}. \) Hence aggregation cost for 1 client would be \( C_{\text{agg}} \approx C_{\text{AS}} + C_{\text{MUL}} = 0.001 + .612 = .613 \text{ms} \)

- Hence, the total computation cost at the server is \( C_{\text{server}} = C_{\text{dec}} + C_{\text{ver}} + C_{\text{agg}} = 2.613 + 40.733 + 0.613 = 43.959 \text{ms}. \)

Finally, the total computation cost of our algorithm is calculated as \( C_{\text{alg}} = C_{\text{server}} + C_{\text{client}} + C_{\text{admin}} = 43.959 + 32.33 + 4.31 = 80.599 \text{ms}. \)

The above is the cost of computation for the first iteration of FL. However, in the next iterations, we do not need to compute the cost of signature generation. The same signature is used for all the iterations of a session. Hence, we have to add only encryption, decryption, verification and aggregation cost for next iterations, which is \( C_{\text{enc}} + C_{\text{dec}} + C_{\text{ver}} + C_{\text{agg}} = 2.612 + 2.613 + 40.733 + 0.613 = 46.571 \text{ms}. \)

Hence, the computation cost when:

- \( t = 50, C_{\text{alg}} = 1 \times 80.6 + 49 \times 46.571 = 2362.579 \text{ms} \)
- \( t = 100, C_{\text{alg}} = 1 \times 80.6 + 99 \times 46.571 = 4691.129 \text{ms} \)
- \( t = 150, C_{\text{alg}} = 1 \times 80.6 + 149 \times 46.571 = 7019.679 \text{ms} \)
Comparison of signalling cost (Figure 8)

The cost of the client-to-client communication is denoted as two encryptions and two decryptions for a single transmission between the sender’s public key. So, we assumed two encryptions and one decryption for a single transmission between two clients. The cost of the client-to-client communication needed for secure key transmission is denoted as $C_{\text{client-client}}$.

Similarly, we can compute the computation cost of existing algorithms. The comparison of computation costs is summarized in Table 4. Since the encryption mechanism is not specified in refereed papers, we have assumed that all algorithms have used the ElGamal algorithm for cryptography. Since they have not mentioned any signatures, we have assumed other algorithms have used their digital signature to verify them. In the digital signature, a message is encrypted with the private key of the sender and decrypted at the receiver using the sender’s public key. So, we assumed two encryption and two decryption for a single transmission between two clients. The cost of the client-to-client communication needed for secure key transmission is denoted as $C_{\text{client-client}}$.

5.2. Communication Cost

This section describes the cost caused by the size of the packet transmitted from clients and the admin to the server. Note that the packets sent from the server to the clients have no specific change, which will be the same as other traditional approaches. Hence, we are not comparing the packet size from the server to clients.

For our algorithm, the packet size can be given by the final output message we are sending in the network, which is $(c_i, \sigma_{GS})$. The size of $c_i$ is same for all algorithms, suppose it is 1024-bits. On the other hand, signature varies depending on the algorithms. In our case, it is given as $\sigma_{GS} \leftarrow (C_1, C_2, C_3, c, s_a, s_b, s_s, s_i)$. Each variable in a signature is 171-bits long, and there are nine variables in the signature. So, the total signature size is $9 \times 171 = 1539$-bits. The message structure is given in Table 5. The total size of the message per communication is the sum of all fields calculated as $M_{\text{size}} = GID_{\text{size}} + MID_{\text{size}} + RAND_{\text{size}} + Payload_{\text{size}} + GS_{\text{size}} + TTL_{\text{size}} + TS_{\text{size}} = 16 + 16 + 128 + 1024 + 1539 + 8 + 32 = 2763$ bits = 345 bytes. Note that the client sends a message twice to the server: (1) request message for FL training and (2) actual data. Therefore, the total message size from the client will be 690 bytes.

In the algorithms that use personal signatures (not a group signature), each client sends a double encrypted message to the server, one for encryption and another for signature. Therefore, there is no separate section for signature in the final packet, and the size is saved. However, clients may need to send a separate message for further privacy preservation. For comparison, the message size of other algorithms is obtained as described below:

1. In Bonawitz et al. [16], each client sends two messages to the server. However, it also sends $n-1$ messages to other clients participating in the FL. Suppose there are $n = 100$ clients participating in FL. The total packet size for all communication in one iteration of FL would be $M_{\text{size(Bonawitz)}} = MID_{\text{size}} + RAND_{\text{size}} + Payload_{\text{size}} + TTL_{\text{size}} + TS_{\text{size}} = 16 + 128 + 1024 + 8 + 32 = 1080$ bits = 135 bytes. In addition to the server, each participating client needs to communicate with other $n-1$ clients. These messages contain all other fields as above messages other than the payload, which makes it 184-bits or 23 Bytes. So, the total size of all messages will be $(n-1) \times 23 + M_{\text{size(Bonawitz)}}$, which is $(99 \times 23 + 135) = 2412$ bytes.

2. In Sun et al. [27], we have considered the clients communicate with each other after ten iterations.
of FL. Hence, the total bandwidth after every ten iterations would be the same as [16]. However, no communication takes place for the next nine training iterations, and the bandwidth is saved for nine iterations. So, computing the average bandwidth for 1000 iteration will result in \((1000 \times 135 + 99 \times 100 \times 23)/1000 = 362.7\) bytes.

3. Similarly, the communication cost for other existing algorithms has been computed, and the result is given in Table 6.

### 5.3. Signalling Cost

This section compares the total number of message transmissions between client and server in a session. For handshaking and exchanging authentication information, the client and server exchange a few messages which are not part of actual updates. Those transmissions are costs of the network and need to be minimized. The timing diagram for our algorithm is given in Figure 8.

We can compute that the total number of signals transmitted for an iteration of FL is \(m + m + m + n + n + 1 + m\), where \(m\) is the total number of clients in the network, and \(n\) is the total number of clients chosen for the FL. We assumed 2000 clients in the network where half of them are chosen by the server to participate in FL (i.e., \(m = 2000\) and \(n = 1000\)). In our algorithm, the signalling cost is \(2000 + 2000 + 2000 + 1000 + 1000 + 1 + 2000 = 10001\). On the contrary, the signalling cost in [16] would be the highest among all algorithms we have referred to. Other steps would be the same, but in place of admin messages to the client, there are \(n(n - 1)\) messages for the client-to-client communication, resulting in \(2000 + 2000 + 1000 + 1000(1000 - 1) + 1000 + 1 + 2000 = 1007001\) signals. Similarly, we can compute the signalling cost of other algorithms, and the output is given in Table 7.

### 6. Conclusion

We proposed a new group signature protocol to handle clients’ privacy preservation in federated learning. The proposed protocol efficiently integrates the traditional group signature with federated learning by considering the iterative learning process. Moreover, it does not contradict the architecture and assumptions of the traditional federated learning approach. We provided a mathematical analysis of the computation, communication, and signaling cost, which are closely associated

### Table 6 Comparison of average communication cost for \(t\) number of iterations \((n = 100)\)

| Algorithm                  | size of messages (in bytes) | \(t = 1\) | \(t = 50\) | \(t = 100\) | \(t = 150\) | \(t = 1000\) |
|---------------------------|----------------------------|-----------|------------|------------|------------|-------------|
| Runhua Xu et al. [25]     |                            | 2412      | 120600     | 241200     | 361800     | 2412000     |
| Chai et al. [26]          |                            | 603       | 30150      | 603000     | 90450      | 603000      |
| Bonawitz et al. [16]      |                            | 2412      | 120600     | 241200     | 361800     | 2412000     |
| Sun et al. [27]           |                            | 363       | 18150      | 363000     | 54450      | 363000      |
| Xu et al. [28]            |                            | 712       | 35600      | 712000     | 106800     | 712000      |
| Proposed (GSFL)           |                            | 690       | 34500      | 690000     | 103500     | 690000      |

### Table 7 Comparison of average signalling cost for \(t\) number of iterations \((n = 100)\)

| Algorithm                  | Operations | Cost of Operations (seconds) | \(t = 1\) | \(t = 50\) | \(t = 100\) | \(t = 150\) | \(t = 1000\) |
|---------------------------|------------|----------------------------|-----------|------------|------------|------------|-------------|
| Runhua Xu et al. [25]     | \(m + m + m + t \times (n + n + n + 1) + m\) | 1.101     | 15,850     | 30,900     | 45,950     | 301,800    |
| Chai et al. [26]          | \(m + m + t \times (n + n + 1 + n + n) + m\) | 1.001     | 20,650     | 40,700     | 60,750     | 401,600    |
| Bonawitz et al. [16]      | \(m + m + t \times (n + n(n - 1) + n + 1) + m\) | 10,701    | 505,650    | 1,010,700  | 1,515,750  | 10,101,600 |
| Sun et al. [27]           | \(m + t \times (n(n - 1)/100 + n) + m\) | 1.490     | 10,350     | 20,300     | 30,250     | 199,400    |
| Xu et al. [28]            | \(m + m + t \times (n + n(n - 1) + n + 1) + m\) | 10,701    | 505,650    | 1,010,700  | 151,5750   | 10,101,600 |
| Proposed (GSFL)           | \(m + m + m + t \times (n + n + 1) + m\) | 1.001     | 10,850     | 20,900     | 30,950     | 201,800    |
with the performance of federated learning algorithms. Also, we have provided a comprehensive security analysis and proved the safety of the proposed protocol using a formal verification tool. Our protocol outperforms existing algorithms in terms of efficiency and handles various security attacks in the federated learning environment. There are still many challenges that remain. One of our future work is to handle dynamic changes in group members. We are also working on client selection of the federated learning process while the identity of the clients is hidden from the server.
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