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Abstract
Discretization is a fundamental step in numerical analysis for the problems described by differential equations, and the difference between the continuous model and discrete model is one of the most important problems. In this paper, we consider the difference in the effect of the time-dependent propagation speed on the energy estimate of the solutions for the wave equation and the semi-discrete wave equation which is a discretization with respect to space variables.

1 Introduction
The $d$-dimensional semi-discrete wave equation is given as the following infinite system of second order ordinary differential equations:

$$
\frac{d^2}{dt^2} u(t)[k] - a^2 \sum_{j=1}^{d} (u(t)[k + e_j] - 2u(t)[k] + u(t)[k - e_j]) = 0, \quad (t, k) \in \mathbb{R} \times \mathbb{Z}^d,
$$

where $u(t) = \{u(t)[k]\}_{k \in \mathbb{Z}^d}$ and $a$ is a positive constant, $\{e_1, \ldots, e_d\}$ is the standard basis of $\mathbb{R}^d$. (1.1) is a discretization with respect to the space variables for the following $d$-dimensional wave equation:

$$
\partial_t^2 u(t, x) - a^2 \sum_{j=1}^{d} \partial_{x_j}^2 u(t, x) = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^d,
$$

where $a$ describes the propagation speed of the wave. One of the most important properties for the wave equation (1.2) is the following equality which is called the energy conservation:

$$
\tilde{E}(t) := \int_{\mathbb{R}^d} |\partial_t u(t, x)|^2 \, dx + a^2 \sum_{j=1}^{d} \int_{\mathbb{R}^d} |\partial_{x_j} u(t, x)|^2 \, dx \equiv \tilde{E}(t_0), \quad t, t_0 \in \mathbb{R}. \quad (1.3)
$$

However, if the propagation speed $a$ depends on time variable, then (1.3) does not hold in general. On the contrary, the existence of a solution in the Sobolev space may not be valid if $a(t)$ has singularities like non-Lipschitz continuity or
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degeneration (see [1, 2]); thus time dependent propagation speed is possible to
give a crucial influence to the property of the wave equation.

Let us consider the following Cauchy problem for the wave equation with
time dependent propagation speed:

\[
\begin{aligned}
&\frac{\partial^2}{\partial t^2}u(t, x) - a(t)^2 \sum_{j=1}^{d} \frac{\partial^2}{\partial x_j^2} u(t, x) = 0, \quad (t, x) \in \mathbb{R}_+ \times \mathbb{R}^d, \\
u(0, x) = u_0(x), \quad (\partial_t u)(0, x) = u_1(x), \quad x \in \mathbb{R}^d,
\end{aligned}
\]

(1.4)

where \( \mathbb{R}_+ := [0, \infty) \) and \( a(t) \) satisfies

\[
a_0 \leq a(t) \leq a_1
\]

(1.5)

for some positive constants \( a_0 \) and \( a_1 \). Since the energy conservation does
not hold for (1.4), we introduce the generalized energy conservation, which is
abbreviated as GEC, as the following uniform equivalence of the energy with
respect to \( t \):

\[
\tilde{E}(0) \lessapprox \tilde{E}(t) \lessapprox \tilde{E}(0), \quad t \in \mathbb{R}_+,
\]

(1.6)

where \( f \lessapprox g \) with positive functions \( f \) and \( g \) denotes that there exists a positive
constant \( C \) such that \( f \leq Cg \). We will use the notations \( g \lessapprox f \) and \( f \gtrapprox g \) if
\( f \lessapprox g \) and \( g \lessapprox f \lessapprox g \) hold, respectively. Moreover, we will use \( C \) to denote a
generic positive constant.

Let \( a \in C^m(\mathbb{R}_+) \) with \( m \geq 1 \) and \( (u_0, u_1) \in H^2 \times H^1 \). Then a unique time
global classical solution of (1.4) exists, and the following energy estimate holds:

\[
\tilde{E}(t) \leq \exp \left( \frac{2}{a_0} \int_0^t |a'(s)| \, ds \right) \tilde{E}(0), \quad t \in \mathbb{R}_+.
\]

(1.7)

It follows that GEC holds if \( a' \in L^1(\mathbb{R}_+) \). On the other hand, the success
or failure of GEC depends on the properties of \( a(t) \) and the initial data if
\( a' \notin L^1([0, \infty)) \). Indeed, the following result is known:

**Theorem 1.1** ([8]). (i) If \( a \in C^2[\mathbb{R}_+] \), \( |a'(t)| \lessapprox (1 + t)^{-1} \) and \( |a''(t)| \lessapprox (1 + t)^{-2} \), then GEC is established for the Cauchy problem (1.4).

(ii) For any positive and monotone increasing function \( \nu(t) \) satisfying \( \lim_{t \to \infty} \nu(t) = \infty \), the conditions \( |a'(t)| \lessapprox \nu(t)(1 + t)^{-1} \) and \( |a''(t)| \lessapprox \nu(t)(1 + t)^{-2} \) does not necessarily conclude GEC.

**Remark 1.2.** (1.7) is derived by the estimate

\[
\tilde{E}'(t) = 2a'(t)a(t) \sum_{j=1}^{d} \int_{\mathbb{R}^d} |\partial_{x_j} u(t, x)|^2 \, dx \leq \frac{2|a'(t)|}{a(t)} \tilde{E}(t)
\]

(1.8)

and Gronwall’s inequality. We observe from the first equality of (1.8) that
\( \tilde{E}(t) \) increases and decreases if \( a'(t) > 0 \) and \( a'(t) < 0 \), respectively. That is,
time dependent propagation speed causes increase or decrease for the energy.
Furthermore, we notice that the second inequality is not taken account the
sign of \( a'(t) \). Actually, (1.8) is obtained with assuming both \( a'(t) > 0 \) and
\( a'(t) < 0 \) increase the energy, but Theorem 1.1 (i) is derived with considering
some cancellation of the energy which is caused by changing sign of \( a'(t) \).
According to Theorem 1.1, the oscillation speed of $a(t)$, which is described by the order of $|a'(t)|$, is crucial for GEC, and the order of threshold is $(1+t)^{-1}$. However, GEC is not determined only the order of $|a'(t)|$. Indeed, under the additional assumptions to $a(t)$ below, GEC is possible even if $|a'(t)| \lesssim (1+t)^{-1}$ does not hold.

(H1) There exists a positive constant $a_{\infty}$ such that either of the following estimates hold:

$$
\int_{t}^{\infty} |a(s) - a_{\infty}| \, ds \lesssim (1+t)^{\alpha} \quad \text{for} \quad \alpha < 0 \quad (1.9)
$$

or

$$
\int_{0}^{t} |a(s) - a_{\infty}| \, ds \lesssim (1+t)^{\alpha} \quad \text{for} \quad 0 \leq \alpha \leq 1. \quad (1.10)
$$

(H2) $a \in C^m(\mathbb{R}_+)$ with $m \geq 1$ and the following estimates hold for $\beta < 1$:

$$
\left| a^{(k)}(t) \right| \lesssim (1+t)^{-k\beta}, \quad k = 1, \ldots, m. \quad (1.11)
$$

Then the following theorem is established:

**Theorem 1.3 ([5]).** If $m \geq 2$, $a(t)$ satisfies (H1) and (H2) for

$$
\beta \geq \alpha + \frac{1 - \alpha}{m}, \quad (1.12)
$$

then GEC is established for the Cauchy problem (1.4). On the other hand, if $\beta < \alpha$, then GEC does not hold in general.

**Remark 1.4.** The right hand side of (1.12) is smaller as $m$ larger or $\alpha$ smaller. That is, the restriction on $\beta$ can be weaker if the differentiability of $a(t)$ is higher or the restriction of (H1) is stronger. Actually, the Theorem 1.3 does not conclude the optimality of the condition (1.12), but the limit case $m = \infty$ is nearly optimal for GEC.

**Remark 1.5.** Since the estimate (1.10) with $\alpha = 1$ is trivial, Theorem 1.1 can be considered a special case of Theorem 1.3 without (H1).

Let us consider the following initial boundary value problem:

$$
\begin{align*}
\partial_t^2 u(t,x) - a^2 \sum_{j=1}^{d} \partial_{x_j}^2 u(t,x) &= 0, \quad (t,x) \in \mathbb{R}_+ \times \Omega, \\
u(t,x) &= 0, \quad (t,x) \in \mathbb{R}_+ \times \partial \Omega, \\
u(0,x) &= u_0(x), \quad (\partial_t u)(0,x) = u_1(x), \quad x \in \partial \Omega,
\end{align*}
\quad (1.13)
$$

where $\Omega$ is a bounded domain of $\mathbb{R}^d$ with smooth boundary $\partial \Omega$. Then the following energy conservation corresponding to (1.3) for (1.4) is established:

$$
\tilde{E}(t) := \int_{\Omega} |\partial_t u(t,x)|^2 \, dx + a^2 \sum_{j=1}^{d} \int_{\Omega} |\partial_{x_j} u(t,x)|^2 \, dx \equiv \tilde{E}(t_0).
$$

Moreover, if $a$ depends on time variable, then the following theorem, which is corresponding to Theorem 1.3 in bounded domain, is established:
Theorem 1.6 ([6]). If $m \geq 2$ and $a = a(t)$ satisfies (H2) for
\[ \beta \geq \frac{1}{m}, \tag{1.14} \]
then GEC is established for the initial boundary problem (1.13).

The condition (1.14) in Theorem 1.6 corresponds to (1.12) in Theorem 1.3 with $\alpha = 0$. This implies that GEC is established without the assumption (H1) even though the oscillation speed is faster on the problem (1.13). Briefly, (H1) and (H2) are required for the estimate of the solution in the time-frequency space for the low and the high frequency part, respectively. However, (H1) is not necessary for the problem (1.13) because the influence to the low frequency part can be neglected since the largest Dirichlet eigenvalue of the Laplace operator $\sum_{j=1}^{d} \partial_{x_{j}}^{2}$ is strictly negative. One of our main interest of the present paper is how the properties (H1) and (H2) for the time dependent propagation speed $a(t)$ relate to the energy estimate for semi-discrete wave equation (1.1).

There are many studies on the discretized wave equations with constant propagation speed, but not many results are known for time dependent propagation model, especially in the case that the propagation speed $a(t)$ is singular to collapse GEC. In [3], an approximation of the discretized wave equation with respect to time variable is studied in the case that $a(t)$ is degenerate and oscillating which was studied in [2]. The result is not directly related to the studies of the present paper; indeed, no approximation to the continuous model will be discussed, but discretization is a useful approach to study the influence of the time dependent propagation speed to the energy of the solution in time-frequency spaces.

2 Discretization and discrete-time Fourier transformation

Let us consider a discretized model of the Cauchy problem for the wave equation (1.4) with respect to the space variables $x$.

For $f = \{f[k]\}_{k \in \mathbb{Z}^{d}}$ and $j = 1, \ldots, d$, we denote the forward and the backward difference operators $D_{j}^{+}$ and $D_{j}^{-}$ by
\[ D_{j}^{+} f := \{f[k + e_{j}] - f[k]\}_{k \in \mathbb{Z}^{d}} \quad \text{and} \quad D_{j}^{-} f := \{f[k] - f[k - e_{j}]\}_{k \in \mathbb{Z}^{d}}, \quad k \in \mathbb{Z}^{d}, \]
respectively. Then the discrete Laplace operator in $\mathbb{Z}^{d}$ is given by $\sum_{j=1}^{d} D_{j}^{+} D_{j}^{-}$, that is,
\[ \sum_{j=1}^{d} D_{j}^{+} D_{j}^{-} f[k] = \sum_{j=1}^{d} \{f[k + e_{j}] - 2f[k] + f[k - e_{j}]\}. \]

For the solution $u(t, x)$ of (1.4), we consider the $d$-dimensional infinite matrix valued function $u(t) = \{u(t)[k]\}_{k \in \mathbb{Z}^{d}}$ as a sampled of $u(t, x)$ on the lattice $\mathbb{Z}^{d}$. Then a discretized model of (1.4) is given as the following initial value problem for an infinite system of ordinary differential equations, which is called the semi-
discrete wave equation with time dependent propagation speed:

\[
\begin{cases}
  u''(t)[k] - a(t)^2 \sum_{j=1}^{d} D_j^+ D_j^- u(t)[k] = 0, & (t, k) \in \mathbb{R}_+ \times \mathbb{Z}^d, \\
  u(0)[k] = u_0[k], & u'(0)[k] = u_1[k],
\end{cases}
\]

Then we define the total energy for the solution of (2.1) by

\[
E(t) := \sum_{k \in \mathbb{Z}^d} |u'(t)[k]|^2 + a(t)^2 \sum_{j=1}^{d} \sum_{k \in \mathbb{Z}^d} |D_j^+ u(t)[k]|^2.
\]

Evidently, the energy conservation \( E(t) \equiv E(0) \) is valid if the propagation speed \( a \) is a constant, but it does not hold in general for variable propagation speed. Therefore, the following energy estimate corresponding to (1.6) can be considered:

\[
E(t) \simeq E(0).
\]

Here (2.2) will be also denoted by GEC.

It is usual to study the energy estimate of (1.4) and (1.13) in the time-frequency spaces by introducing Fourier transformation and Fourier coefficients with respect to the space variables of the solution rather than the solutions \( u(t, x) \) themselves. Therefore, we introduce the discrete-time Fourier transformation to study the energy estimate of the solution for (2.1).

**Definition 2.1.** For \( f = \{f[k]\}_{k \in \mathbb{Z}^d} \in l^2(\mathbb{Z}^d) \) we define the discrete-time Fourier transformation \( \mathcal{F}_{\mathbb{Z}^d}[f](\theta) \) by

\[
\mathcal{F}_{\mathbb{Z}^d}[f](\theta) := \sum_{k \in \mathbb{Z}^d} e^{-ik \cdot \theta} f[k], \quad \theta = (\theta_1, \ldots, \theta_d) \in \mathbb{R}^d,
\]

where \( k \cdot \theta = \sum_{j=1}^{d} k_j \theta_j \) and \( k = (k_1, \ldots, k_d) \). We denote that \( \mathcal{F}_{\mathbb{Z}^d}[f] = \hat{f} \) and \( \sum_{k \in \mathbb{Z}^d} = \sum_{k} \) without any confusion.

Since the discrete-time Fourier transformation \( \hat{f}(\theta) \) is the \( d \)-dimensional Fourier series with the Fourier coefficient \( \{f[-k]\}_{k \in \mathbb{Z}^d} \), \( \hat{f} \) is a \( 2\pi \)-periodic function in \( \mathbb{R}^d \). That is, the following equality holds:

\[
\hat{f}(\theta + 2k\pi) = \hat{f}(\theta)
\]

for any \( k \in \mathbb{Z}^d \) and \( \theta \in \mathbb{T}^d \), where \( \mathbb{T} := [-\pi, \pi] \). Therefore, we will restrict the domain of \( \mathcal{F}_{\mathbb{Z}^d}[:] \) on \( \mathbb{T}^d \).

Here we introduce some lemmas for the discrete-time Fourier transformation, where the proofs will be introduced in Appendix.

**Lemma 2.2.** If \( f \in l^1(\mathbb{Z}^d) \) then the following equalities are established for \( j = 1, \ldots, d \):

\[
\mathcal{F}_{\mathbb{Z}^d}[D_j^+ f](\theta) = (e^{i\theta_j} - 1) \hat{f}(\theta)
\]

and

\[
\mathcal{F}_{\mathbb{Z}^d}[D_j^+ D_j^- f](\theta) = -4 \left( \sin \frac{\theta_j}{2} \right)^2 \hat{f}(\theta).
\]
Lemma 2.3. If \( f \in l^2(\mathbb{Z}^d) \) then the following Parseval’s type equality is established:

\[
\sum_{k \in \mathbb{Z}^d} |f[k]|^2 = \frac{1}{(2\pi)^d} \int_{\mathbb{T}^d} |\hat{f}(\theta)|^2 d\theta.
\]

For \( \theta \in \mathbb{T}^d \) we define \( \xi = \xi(\theta) \) by

\[
\xi(\theta) = (\xi_1(\theta_1), \ldots, \xi_d(\theta_d)), \quad \xi_j(\theta_j) := 2 \sin \frac{\theta_j}{2} \quad (j = 1, \ldots, d).
\]  

By the discrete-time Fourier transformation, (2.1) is reduced to the following problem:

\[
\begin{align*}
\partial^2_t \hat{u}(t, \theta) + a(t)^2 |\xi(\theta)|^2 \hat{u}(t, \theta) &= 0, \quad (t, \theta) \in \mathbb{R}_+ \times \mathbb{T}^d, \\
\hat{u}(0, \theta) &= \hat{u}_0(\theta), \quad (\partial_t \hat{u})(0, \theta) = \hat{u}_1(\theta), \quad \theta \in \mathbb{T}^d,
\end{align*}
\]  

where \( \hat{u}(t, \theta) = \sum_k e^{-ik \cdot \theta} u(t)[k] \).

For the solution \( \hat{u}(t, \theta) \) of (2.6), we define the energy density function \( \mathcal{E}(t, \theta) \) by

\[
\mathcal{E}(t, \theta) := |\partial_t \hat{u}(t, \theta)|^2 + a(t)^2 |\xi(\theta)|^2 |\hat{u}(t, \theta)|^2.
\]

By Lemma 2.3, the total energy \( \tilde{E}(t) \) is represented by \( \mathcal{E}(t, \theta) \) as follows:

Lemma 2.4. If \( u'(t), D_j^+ u(t) \in l^2(\mathbb{Z}^d) \) \((j = 1, \ldots, d)\), then the following equality is established:

\[
\tilde{E}(t) = \frac{1}{(2\pi)^d} \int_{\mathbb{T}^d} \mathcal{E}(t, \theta) d\theta.
\]

In the Cauchy problem of the wave equation (1.4), we shall call it a continuous model, not only the total energy \( \tilde{E}(t) \) but also the energy density \( \tilde{E}(t, \xi) \):

\[
\tilde{E}(t, \xi) := |\partial_t \mathcal{F}_{\mathbb{R}^d}[u](t, \xi)|^2 + a^2 |\xi|^2 |\mathcal{F}_{\mathbb{R}^d}[u](t, \xi)|^2
\]

is conserved if the propagation speed \( a \) is a constant, where \( \mathcal{F}_{\mathbb{R}^d}[u](t, \xi) \) denotes the Fourier transformation of \( u(t, x) \) with respect to the space variable \( x \). However, the energy density is not conserved for time dependent propagation speed in general. Indeed, time dependent propagation speed has the effect of changing the total energy with respect to \( t \), and it considered to be a phenomenon that caused by transition of energy across frequencies. Basically, the behavior of \( \tilde{E}(t, \xi) \) is determined by the properties of \( a(t) \), and the assumptions for \( a(t) \) in Theorem 1.3 ensure the estimate \( \tilde{E}(t, \xi) \simeq \tilde{E}(0, \xi) \). On the other hand, the negative results for (1.6) are implied from the unboundedness of \( \tilde{E}(t, \xi) \). In particular, the non-existence result in the Sobolev space is derived from the increase in the energy in high frequency part which is provided from the non-Lipschitz continuity with very fast oscillation of \( a(t) \).

The energy density \( \mathcal{E}(t, \theta) \) for the solution of the semi-discrete model (2.6) is also conserved if the propagation speed \( a \) is a constant. On the other hand, if the propagation speed is variable, then the estimate

\[
\mathcal{E}(t, \theta) \simeq \mathcal{E}(0, \theta)
\]

does not hold in general as in the case of continuous model, and thus GEC may not be established. It will be natural that the estimate (2.8) is established if
\(a(t)\) satisfies the same assumptions of Theorem 1.1 and Theorem 1.3. However, we may expect to prove (2.8) under some weaker assumptions to \(a(t)\), because the range of \(|\xi|\) for \(E(t, \xi)\) is \([0, \infty)\), but the range of \(|\xi(\theta)|\) for \(E(t, \xi)\) is \([0, 2\sqrt{d}]\).

In the other words, unlike the continuous model, the solution cannot have high-frequency energy above a certain level because the solution of semi-discrete model has a finite resolution. Here we note that the situation of high-frequency energy for the semi-discrete model is the corresponding to the low-frequency energy for the initial boundary value problem (1.13).

### 3 Main results

Let us generalize the properties (1.10) of (H1) and (H2) by positive and monotone increasing functions \(\Theta(t)\) and \(\Xi(t)\) on \(\mathbb{R}_+\) as follows:

(H1*) There exists a positive constant \(a_\infty\) such that the following estimate holds:

\[
\int_0^t |a(s) - a_\infty| \, ds \leq \Theta(t). \tag{3.1}
\]

(H2*) \(a \in C^m(\mathbb{R}_+)\) with \(m \geq 1\) and the following estimates hold for some positive constants \(C_k\):

\[
|a^{(k)}(t)| \leq C_k \Xi(t)^{-k}, \quad k = 1, \ldots, m. \tag{3.2}
\]

For \(\Theta(t)\) and \(\Xi(t)\) we introduce the following conditions corresponding to the conditions \(\alpha \leq \beta\) and (1.12):

(H3*) There exists a positive constant \(C_0\) such that

\[
\Theta(t) \leq C_0 \Xi(t). \tag{3.3}
\]

(H4*) For \(m \geq 2\), \(\Xi(t)^{-m} \in L^1(\mathbb{R}_+)\) and the following estimate holds:

\[
\sup_{t \geq 0} \left\{ \Theta(t)^{m-1} \int_t^\infty \Xi(s)^{-m} \, ds \right\} < \infty. \tag{3.4}
\]

Then our first theorem is given as follows:

**Theorem 3.1.** For the initial value problem of semi-discrete wave equation (2.1), GEC is established if any of the following (i) to (iii) is satisfied:

(i) (H1*) with \(\sup_{t \geq 0} \{\Theta(t)\} < \infty\).

(ii) (H2*) with \(m = 1\) and \(\Xi(t)^{-1} \in L^1(\mathbb{R}_+)\).

(iii) (H1*), (H2*), (H3*) and (H4*).

If we restrict ourselves \(\Theta(t) = (1 + t)^\alpha\) and \(\Xi(t) = (1 + t)^\beta\) with \(m\beta > 1\), then (3.1), (3.2) and (3.4) are the same as (1.10), (1.11) and (1.12), respectively. Moreover, (3.3) is valid if (1.12) holds. Comparing the assumptions of \(a(t)\) in Theorem 3.1 with Theorem 1.3 we observe the followings:
• If \( \alpha > 0 \), then GEC is established under the same assumptions for \( a(t) \).

• Though GEC does not hold for (1.4) in general if \( a(t) \) is not Lipschitz continuous, Theorem 3.1 concludes GEC without any assumption of the continuity for \( a(t) \) if \( \alpha = 0 \).

Example 3.2. Let \( \chi \in C^m(\mathbb{R}_+) \) be a positive and periodic function. For non-negative constants \( p, q \) and \( r \) we define \( a \in C^m(\mathbb{R}_+) \) by

\[
a(t) = 1 + (1 + t)^{-p} \chi((1 + t)^{q} (\log(e + t)^r)).
\]

Then we see the followings:

\[
\int_0^t |a(s) - 1| ds \leq \Theta(t) \simeq
\begin{cases}
1 & (p > 1), \\
\log(e + t) & (p = 1), \\
(1 + t)^{-p+1} & (p < 1).
\end{cases}
\]

Moreover, for any \( k = 1, \ldots, m \) we have

\[
\left| a^{(k)}(t) \right| \lesssim (1 + t)^{-p} \left( (1 + t)^{q-1} (\log(e + t)) \right)^k
\]

for \( q > 0 \) and

\[
\left| a^{(k)}(t) \right| \lesssim (1 + t)^{-p} \left( (1 + t)^{-1} (\log(e + t))^{r-1} \right)^k
\]

for \( q = 0 \). Hence we set

\[
\Xi(t) = \begin{cases}
(1 + t)^{\frac{m}{\alpha} - q+1} (\log(e + t))^{-r} & (q > 0), \\
(1 + t)^{\frac{m}{\alpha} + 1} (\log(e + t))^{-r+1} & (q = 0).
\end{cases}
\]  

(3.5)

By Theorem 3.1, we have GEC if any of the following holds:

• \( p > 1 \) (by (i)).

• \( m = 1 \) and \( q < p \) (by (ii)).

• \( m \geq 2, 0 < p = q \) and \( r = 0 \) (by (iii)).

• \( m \geq 2, p = q = 0 \) and \( 0 < r \leq 1 \) (by (iii)).

Example 3.3. Let \( \chi_\varepsilon \in C^m(\mathbb{R}_+) \) with \( m \geq 2 \) be a 2\( \pi \)-periodic function with a positive small parameter \( \varepsilon \) satisfying \( \chi_\varepsilon(\tau) = 0 \) near \( \tau = 0 \) and

\[
\sup_{\varepsilon > 0} \max_{\tau \in [0, 2\pi]} \left\{ \frac{1}{\varepsilon} \left| \frac{d^k}{d\tau^k} \chi_\varepsilon(\tau) \right| \right\} < \infty \quad (k = 0, 1, \ldots, m).
\]  

(3.6)

For a positive large constant \( \eta \) and positive constants \( \alpha, \beta \) and \( \kappa \) satisfying

\[
\alpha \leq \kappa \leq 1 \quad \text{and} \quad \alpha + \frac{1 - \alpha}{m} \leq \beta \leq \kappa + \frac{\kappa - \alpha}{m},
\]  

(3.7)
we define the sequences \( \{t_j\}_{j=1}^{\infty} \), \( \{\varepsilon_j\}_{j=1}^{\infty} \), \( \{\rho_j\}_{j=1}^{\infty} \) and \( \{\nu_j\}_{j=1}^{\infty} \) by

\[
t_j := \eta^j, \quad \varepsilon_j := t_j^{\alpha - \kappa}, \quad \rho_j := \eta^{-\nu_j} \quad \text{and} \quad \nu_j := \left[ t_j^{-\beta + \kappa - \frac{k}{m}} + 1 \right].
\]

Then we define \( a(t) \) by

\[
a(t) := \begin{cases} 
\sqrt{1 + \chi \varepsilon_j \left( \nu_j \rho_j^{-1}(t - t_j) \right)} & \text{for } t \in [t_j - \rho_j, t_j + \rho_j] \ (j = 1, 2, \ldots), \\
1 & \text{for } t \in \mathbb{R}_+ \setminus \bigcup_{j=1}^{\infty} [t_j - \rho_j, t_j + \rho_j].
\end{cases}
\]

where \([\cdot]\) denotes the Gauss symbol. Here we note that

\[
t_j + \rho_j + \rho_{j+1} = \eta^j \left( 1 + \eta^{-(1-\kappa)^{-1}} + \eta^{-(\nu+1)(1-\kappa)} \right) \leq 3\eta^j \leq \eta^{j+1} = t_{j+1}
\]

for \( \eta \geq 3 \), it follows that \( t_j + \rho_j \leq t_{j+1} - \rho_{j+1} \). Let \( t \in [t_{j-1} + \rho_{j-1} - t_j + \rho_j] \).

Then we have

\[
\int_0^t |a(s) - 1| ds \lesssim \sum_{k=1}^{j} \varepsilon_k \rho_k = \eta^{-1} \sum_{k=1}^{j} \eta^{\alpha_k} \simeq t_j^\alpha \simeq (1 + t)^\alpha
\]

(3.8) and

\[
\left| a^{(k)}(t) \right| \lesssim \varepsilon_j \left( \nu_j \rho_j^{-1} \right)^k \simeq t_j^{-k - (\kappa - \alpha)(1 - \beta)} \simeq t_j^{-k\beta} \simeq (1 + t)^{-k\beta}
\]

it follows that (3.1), (3.2) and (3.3) are established with

\[
\Theta(t) \simeq (1 + t)^\alpha \quad \text{and} \quad \Xi(t) = (1 + t)^\beta.
\]

Moreover, by (3.7) and noting \( \alpha + (1 - \alpha)/m > 1/m \), we have \( \Xi(t)^{-m} \in L^1(\mathbb{R}_+) \) and

\[
\Theta(t)^{m-1} \int_t^\infty \Xi(s)^{-m} ds \lesssim (1 + t)^{\alpha(m-1) - m\beta + 1} \lesssim 1
\]

thus (3.4) is established. Therefore, \( a(t) \) satisfies (iii) of Theorem 3.1.

If \( a \notin C^4(\mathbb{R}_+) \), then (1.4) is not \( L^2 \) well-posed in general, hence the energy estimate \( \dot{E}(t) \lesssim \dot{E}(0) \) cannot be expected. However, \( \dot{E}(t) \) is not necessarily unbounded if (1.4) is not \( L^2 \) well-posed. For example, if \( a(t) \) is a Hölder continuous function, then (1.4) is not \( L^2 \) well-posed in general but the Gevrey well-posed.

That is, if the initial data are functions of the Gevrey class of suitable order, then the solution is a function of the Gevrey class, too; hence \( \dot{E}(t) \) is bounded (see [1]). If \( a(t) \) does not satisfy (1.12), then GEC does not hold in general. However, if the initial data is a function of the Gevrey class of suitable order and (1.9) holds, then there exists a positive constant \( C(u_0, u_1) \), which depends on not only the initial energy \( \dot{E}(0) \) but also a norm of the initial data in the Gevrey class, such that the total energy \( \dot{E}(t) \) is bounded as follows (see [4]):

\[
\dot{E}(t) \leq C(u_0, u_1).
\]

(3.10)

Faster oscillation of \( a(t) \), which is described as smaller \( \beta \) not to satisfy (1.12), may increase the high frequency part of the energy for the solution of (1.4) and
cause GEC to collapse. However, since the high frequency part of the initial energy is small with the initial data in the Gevrey class, \( \tilde{E}(t) \) can stay bounded against the effect from the faster oscillation of \( a(t) \). Our second theorem concludes a corresponding estimate to (3.10) for the solution of the semi-discrete wave equation (2.1) under some weaker assumptions than that for \( a(t) \) in Theorem 3.1.

For a positive and strictly increasing function \( \Lambda(t) \) on \( \mathbb{R}_+ \) satisfying \( \lim_{t \to \infty} \Lambda(t) = \infty \) such that
\[
\Theta(t) \Lambda(t) \text{ is monotone increasing and } \lim_{t \to \infty} \frac{\Theta(t)}{\Lambda(t)} = \infty,
\]
we introduce the following conditions that are alternative to (H3*) and (H4*):

(H5*) There exists a positive constant \( C_0 \) such that
\[
\Lambda(t) \leq C_0 \Xi(t).
\]

(H6*) For \( m \geq 2 \), \( \Xi(t)^{-m} \in L^1(\mathbb{R}_+) \) and the following estimate holds:
\[
\sup_{t \geq 0} \left\{ \Lambda(t)^m \Theta(t)^{-1} \int_t^\infty \Xi(s)^{-m} ds \right\} < \infty.
\]

Here we note that if \( \Lambda(t) \simeq \Theta(t) \), then (H5*) and (H6*) are coincide with (H3*) and (H4*), respectively. On the other hand, it is possible that (H6*) holds, but (H4*) does not hold if (3.11) is valid. Our second theorem is given as follows:

**Theorem 3.4.** Let \( m \geq 2 \). If \( \Theta(t), \Xi(t) \) and \( \Lambda(t) \) satisfy (H1*), (H2*), (3.11), (H5*) and (H6*), then there exists a positive constant \( N_0 \) such that the following estimate is established:
\[
\mathcal{E}(t, \theta) \lesssim \exp \left( 2|\xi(\theta)| \Theta \left( \Lambda^{-1} \left( \frac{N_0}{|\xi(\theta)|} \right) \right) \right) \mathcal{E}(0, \theta).
\]

Consequently, denoting
\[
U(N, u_0, u_1) := \int_{\mathbb{T}^d} \exp \left( 2|\xi(\theta)| \Theta \left( \Lambda^{-1} \left( \frac{N}{|\xi(\theta)|} \right) \right) \right) \mathcal{E}(0, \theta) d\theta
\]
for \( N > 0 \), we have the followings:

(i) If \( U(N, u_0, u_1) < \infty \) holds for any \( N \geq 1 \), then there exists a positive constant \( N_0 \) such that the energy estimate
\[
E(t) \lesssim U(N_0, u_0, u_1)
\]
is established.

(ii) There exists a positive constant \( N_0 \), and the energy estimate (3.12) is established for any \( (u_0, u_1) \) satisfying \( U(N_0, u_0, u_1) < \infty \).
Remark 3.5. Denoting $t = \Lambda^{-1}(r^{-1})$ for $r > 0$, we have

$$
\mu(r) := r \Theta \left( \Lambda^{-1} \left( \frac{1}{r} \right) \right) = \frac{\Theta(t)}{\Lambda(t)} \nrightarrow \infty \quad (r \to +0)
$$

(3.13)

by (3.11) since $\Lambda^{-1}(r^{-1})$ is positive and strictly decreasing with respect to $r$. It follows that

$$
\lim_{\theta \to 0} |\xi(\theta)| \Theta \left( \Lambda^{-1} \left( \frac{N}{|\xi(\theta)|} \right) \right) = \lim_{|\xi| \to 0} N \mu \left( \frac{N}{|\xi|} \right) = \infty.
$$

On the other hand, if $\Theta(t) \lesssim \Lambda(t)$, then we have

$$
\sup_{\theta \in T^d \setminus \{0\}} \left\{ |\xi(\theta)| \Theta \left( \Lambda^{-1} \left( \frac{N}{|\xi(\theta)|} \right) \right) \right\} < \infty,
$$

it follows that $U(N, u_0, u_1) < \infty$ by Lemma 2.4. Therefore, (3.11) is a reasonable assumption for the case that Theorem 3.1 cannot be applied.

Since (3.11) provides

$$
\lim_{|\theta| \to 0} |\xi(\theta)| \Theta \left( \Lambda^{-1} \left( \frac{1}{|\xi(\theta)|} \right) \right) = \infty,
$$

the condition

$$
U(N, u_0, u_1) < \infty \quad (3.14)
$$

in Theorem 3.4 requires approximately that $|\xi(\theta)| \tilde{u}_0(\theta)$ and $\tilde{u}_1(\theta)$ degenerate at $\theta = 0$ in an appropriate order which is determined by $\Theta(t)$ and $\Xi(t)$. The following examples of $\Theta(t)$, $\Xi(t)$ and $u_1$ provide (3.14) for $d = 1$ and $u_0 = 0$.

Example 3.6. Let $a(t)$ be defined in Example 3.2 with $m \geq 2$, $p = q = 0$, $r \geq 1$ and $|\chi| \leq 1$. Then we have

$$
\Theta(t) = 1 + t, \quad \Xi(t) \simeq (1 + t) (\log(e + t))^{-r+1},
$$

and (H4*) does not hold. Let us define $\Lambda(t)$ by

$$
\Lambda(t) := (1 + t) (\log(e + t))^{-r+1} = \left( \frac{1 + t}{(1 + t)^{-m+1} (\log(e + t))^m(r-1)} \right)^{\frac{1}{m}}
$$

$$
= \left( \frac{\Theta(t)}{\int_{t}^{\infty} \Xi(s)^{-m} ds} \right)^{\frac{1}{m}}.
$$

Then (3.11), (H5*) are (H6*) are valid. Noting that $\Lambda^{-1}(\tau) \simeq \tau (\log \tau)^{-r-1}$ for $\tau \geq e$, there exists a positive constant $M$ such that

$$
\exp \left( 2|\xi(\theta)| \Theta \left( \Lambda^{-1} \left( \frac{N}{|\xi(\theta)|} \right) \right) \right) \lesssim \exp \left( 2MN \left( \log \frac{N}{|\xi(\theta)|} \right)^{r-1} \right)
$$

for any $N \geq 2e$ on $T \setminus \{0\}$. For $M_0 > 0$, we define $u_1 = \{u_1[k]\}_{k \in \mathbb{Z}}$ by

$$
u_1[k] := \frac{1}{2\pi} \int_{\mathbb{T}} \left( \sin^2 \frac{\theta}{2} \right) \frac{u_0}{\Xi(t)} \frac{e^{ik\theta}}{\Lambda(t)} d\theta,
$$
it follows that
\[
\mathcal{E}(0, \theta) = \left( \frac{\sin^2 \theta}{2} \right)^{M_0} = \left( \frac{N}{2} \right)^{2M_0} \exp \left( -2M_0 \log \frac{N}{|\xi(\theta)|} \right).
\]

Then we have
\[
U(N, u_0, u_1) \leq \int_T \exp \left( 2MN \left( \log \frac{N}{|\xi(\theta)|} \right)^{r-1} - 2M_0 \log \frac{N}{|\xi(\theta)|} \right) d\theta.
\]

If \(1 < r < 2\) then \(U(N, u_0, u_1) < \infty\) for any \(N \geq 2e\), hence Theorem 3.4 (i) can be applied. If \(r = 1\) then \(U(N_0, u_0, u_1) < \infty\) for \(M_0 \geq MN_0\), hence Theorem 3.4 (ii) can be applied if \(M_0\) is large enough.

**Example 3.7.** Let \(a(t)\) be defined in Example 3.2 with \(m \geq 1\), \(0 \leq p < q < 1\) and \(r = 0\). Then we have
\[
\Theta(t) \simeq (1 + t)^{1-p}, \quad \Xi(t) \simeq (1 + t)^{\frac{2}{p} - q + 1},
\]
and (H4*) does not hold. Let us define \(\Lambda(t)\) by
\[
\Lambda(t) := (1 + t)^{1-q} = \left( \frac{(1 + t)^{1-p}}{(1 + t)^{-p - m(1-q)+1}} \right)^{\frac{1}{m}} \simeq \left( \frac{\Theta(t)}{\int_T \Xi(s)^{-m} ds} \right)^{\frac{1}{m}}.
\]

Then (3.11), (H5*) are (H6*) are valid. Noting that \(\Theta(\Lambda^{-1}(\tau)) \simeq \tau^{(1-p)/(1-q)}\) for \(\tau \geq 1\), there exists a positive constant \(M_0\) such that
\[
|\xi(\theta)| \Theta \left( \Lambda^{-1} \left( \frac{N}{|\xi(\theta)|} \right) \right) \leq M_0 N^{\frac{1}{1-q} + \frac{1}{1-s}}
\]
for any \(N \geq 2\) on \(T \setminus \{0\}\). For \(\rho > 0\) and \(\kappa \geq (q - p)/(1 - q)\) we define \(u_1 = \{u_1[k]\}_{k \in \mathbb{Z}}\) by
\[
u_1[k] := \frac{1}{2\pi} \int_T \exp \left( -\rho \left( \frac{\sin^2 \theta}{2} \right)^{1-k} \right) e^{i k \theta} d\theta,
\]

it follows that
\[
\mathcal{E}(0, \theta) = \exp \left( -2\rho \left( \frac{\sin^2 \theta}{2} \right)^{-\frac{1}{k}} \right) = \exp \left( -2^{\kappa+1} \rho |\xi(\theta)|^{-\kappa} \right).
\]

Then we have
\[
U(N, u_0, u_1) \leq \int_T \exp \left( -2|\xi(\theta)|^{-\kappa} \left( 2^\kappa \rho - M_0 N^{\frac{1}{1-q} + \frac{1}{1-s}} |\xi(\theta)|^{\kappa - \frac{1}{m}} \right) \right) d\theta.
\]

If \(\kappa > (q - p)/(1 - q)\), then \(U(N, u_0, u_1) < \infty\) for any large \(N\), hence Theorem 3.4 (i) can be applied. If \(\kappa = (q - p)/(1 - q)\) then \(U(N_0, u_0, u_1) < \infty\) for \(\rho \geq 2^{-\kappa} M_0 N_0^{(1-p)/(1-q)}\), hence Theorem 3.4 (ii) can be applied if \(\rho\) is large enough.

By Theorem 3.4, Example 3.11 and Lemma 6.2 we have the following corollary:
Corollary 3.8. For \( \nu > 1 \) and \( \rho > 0 \) we define the Gevrey classes \( \gamma^\nu_\rho \) and \( \gamma^\nu_\infty \) by

\[
\gamma^\nu_\rho := \left\{ f \in C^\infty (\mathbb{T}^d) ; \sup_{\theta \in \mathbb{T}^d} \left| \frac{\partial^{[\nu]} f(\theta)}{\alpha!^{\nu}} \right| < \infty \right\}, \quad \gamma^\nu_\infty := \bigcup_{\rho > 0} \gamma^\nu_\rho,
\]

respectively. Let (H1\*\*) and (H2\*\*) hold for \( \Theta(t) \leq (1 + t)^{-p} \) and \( \Xi(t) = (1 + t)^{-q+1} \) with \( m \geq 1 \) and \( 0 \leq p < q < 1 \).

(i) If \( \xi_j \hat{u}_0, \hat{u}_1 \in \gamma^\nu_\rho \) (\( j = 1, \ldots, d \)) with \( \nu < (1 - p)/(q - p) \) and

\[
(\partial^\nu_j \xi_j \hat{u}_0)(0) = 0 \quad (j = 1, \ldots, d), \quad (\partial^\nu_j \hat{u}_1)(0) = 0, \quad \alpha \in \mathbb{N}_0^d, \tag{3.15}
\]

then there exists a positive constant \( N_0 \) such that \( U(N_0, u_0, u_1) < \infty \) and (3.12) is established.

(ii) There exist positive constants \( \rho \) and \( N_0 \) such that for any \( \xi_j \hat{u}_0, \hat{u}_1 \in \gamma^\nu_\rho \) (\( j = 1, \ldots, d \)) with \( \nu = (1 - p)/(q - p) \) satisfying (3.15), \( U(N_0, u_0, u_1) < \infty \) and (3.12) is established.

Let us consider the conditions for (3.14) to the initial data \( u_0 \) and \( u_1 \) themselves instead of \( \hat{u}_0 \) and \( \hat{u}_1 \). In order to describe the conditions, we introduce the logarithmic convexity and the associated functions for sequences. The sequence of positive real numbers \( \{M_j\} = \{M_j\}_{j=0}^\infty \) is called logarithmically convex if the following estimate holds:

\[
\frac{M_j}{M_{j-1}} \leq \frac{M_{j+1}}{M_j}, \quad j \in \mathbb{N}.
\]

For a logarithmically convex sequence \( \{M_j\} \), we define the associated function \( T[\{M_j\}](\tau) \) on \( \mathbb{R}_+ \) by

\[
T[\{M_j\}](\tau) := \sup_{j \in \mathbb{N}} \left\{ \frac{\tau^j}{M_j} \right\}.
\]

Then our third theorem is given as follows:

Theorem 3.9. Let \( \Theta(t), \Xi(t) \) and \( \Lambda(t) \) satisfy the same assumptions in Theorem 3.9, and \( \{M_j\} \) be a logarithmically convex sequence satisfying

\[
L(N, \{M_j\}) := \inf_{\tau \geq 1} \left\{ \frac{T[\{M_j\}](\tau)}{\exp \left( \tau^{-1} \Theta(\Lambda^{-1}(N \tau)) \right)} \right\} > 0 \tag{3.16}
\]

for a positive real number \( N \).

(i) If \( L(N, \{M_j\}) > 0 \) for any \( N > 0 \), and \( (u_0, u_1) \) satisfies

\[
\sum_{k \in \mathbb{Z}^d} k^\alpha D^\alpha_0 u_0[k] = 0 \quad (j = 1, \ldots, d), \quad \sum_{k \in \mathbb{Z}^d} k^\alpha u_1[k] = 0, \quad \alpha \in \mathbb{N}_0^d := (\mathbb{N} \cup \{0\})^d
\]

and

\[
\sup_{k \in \mathbb{N}^d} \left\{ \left( \sum_{j=1}^d |D^\alpha_0 u_0[k]| + |u_1[k]| \right) |k|^{d+1} T[\{M_j\}](\rho^{-1}|k|) \right\} < \infty \tag{3.17}
\]

for a positive constant \( \rho \), then there exists a positive constant \( N_0 \) such that \( U(N_0, u_0, u_1) < \infty \) and the energy estimate (3.12) is established.
(ii) If the following estimate holds:

$$\lim_{N \to \infty} \inf_{\tau \geq \frac{2}{1+p}} \left\{ \frac{\Theta \left( \Lambda^{-1}(N\tau) \right)}{N \Theta \left( \Lambda^{-1}(\tau) \right) \Lambda^{-1}(N\tau)} \right\} = \infty,$$

then there exist positive constants \( \rho \) and \( N_0 \) such that for any \( (u_0, u_1) \) satisfying (3.17) and (3.18), \( U(N_0, u_0, u_1) < \infty \) and (3.12) is established.

Let us introduce some examples of the choice of \( \{M_j\} \) in Theorem 3.9.

**Example 3.10.** Let \( a(t) \) be defined in Example 3.2 and Example 3.6. If \( \{M_j\} = \{j! \exp(bj^\nu)\} \) for \( b > 0 \) and \( \nu > 1 \), then there exists a positive constant \( b^* \) such that

$$T \left[ \left\{ \frac{M_j}{j!} \right\} \right] (\tau) \gtrsim \exp \left( b^* (\log \tau) \frac{\sigma}{\sigma - 1} \right)$$

for any \( \tau \geq 1 \) (see [7]). By the consideration of Example 3.6, there exists a positive constant \( M \) such that

$$T \left[ \left\{ \frac{M_j}{j!} \right\} \right] (\tau) \gtrsim \exp \left( b^* (\log \tau) \frac{\sigma}{\sigma - 1} - M \log(N\tau)^{-1} \right).$$

Therefore, for any \( N > 0 \), (3.16) is valid for \( \sigma > 1 \) if \( r \leq 2 \), and for \( (r - 1)/(r - 2) > \sigma > 1 \) if \( r > 2 \). Here we note that (3.19) does not hold.

**Example 3.11.** Let \( a(t) \) be defined in Example 3.2 and Example 3.7. If \( \{M_j\} = \{j!\nu\} \) for \( \nu > 1 \), then there exists a positive constant \( q \) such that

$$T \left[ \left\{ \frac{M_j}{j!} \right\} \right] (\tau) \gtrsim \tau^{-\frac{1}{\nu}} \exp \left( (\nu - 1)\tau^{-\frac{1}{\nu}} \right)$$

for any \( \tau \geq 1 \) (see [7]). By the consideration of Example 3.6, there exists a positive constant \( M \) such that

$$T \left[ \left\{ \frac{M_j}{j!} \right\} \right] (\tau) \gtrsim \tau^{-\frac{1}{\nu}} \exp \left( (\nu - 1)\tau^{-\frac{1}{\nu}} - MN^{-\frac{\nu}{1-q}} \frac{1}{r-1} \right).$$

Therefore, (3.16) is valid for any \( N > 0 \) with \( \nu < (1-p)/(q-p) \), that is, \( 1/(\nu - 1) > (q - p)/(1 - q) \), and thus Theorem 3.9 (i) can be applied. If \( \nu = (1-p)/(q-p) \) then (3.16) is valid for \( N \leq (\nu - 1)/M(1-q)/(1-p) \). Noting that \( \Theta(\Lambda^{-1}(N\tau))/N\Theta(\Lambda^{-1}(\tau)) \simeq N^{(q-p)/(1-q)} \to \infty \) as \( N \to \infty \), Theorem 3.9 (ii) can be applied.

### 4 Proof of Theorem 3.1

#### 4.1 Proof of Theorem 3.1 (i)

Let \( \xi = \xi(\theta) \) be defined by (2.5). Denoting

$$v = v(t, \xi) = \hat{u}(t, \theta),$$
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the equation of (2.6) is represented as follows:
\[ \partial_t^2 v(t, \xi) + a(t)^2 \xi^2 v(t, \xi) = 0, \quad (t, \xi) \in \mathbb{R}_+ \times [-2, 2]^d. \] (4.1)

Here we denote \( \mathcal{E}(t, \theta) \) by \( \mathcal{E}(t, \xi) \):
\[ \mathcal{E}(t, \xi) = |\partial_t v(t, \xi)|^2 + a(t)^2 |\xi|^2 |v(t, \xi)|^2 \]
without any confusion. We define \( \mathcal{E}_\infty(t, \xi) \) by
\[ \mathcal{E}_\infty(t, \xi) = |\partial_t v(t, \xi)|^2 + a_\infty^2 |\xi|^2 |v(t, \xi)|^2. \] (4.2)

Then we have
\[ \partial_t \mathcal{E}_\infty(t, \xi) = 2 \left( a_\infty^2 - a(t)^2 \right) |\xi|^2 \Re(\partial_t v \overline{v}) \]
\[ \leq \frac{|a_\infty^2 - a(t)^2|}{a_\infty} |\xi|^2 \mathcal{E}_\infty(t, \xi) \leq \frac{2a_1}{a_0} |a(t) - a_\infty| |\xi| \mathcal{E}_\infty(t, \xi). \]

By Gronwall’s inequality and (3.1), we have
\[ \mathcal{E}_\infty(t, \xi) \leq \exp \left( \frac{2a_1}{a_0} \sup_{t \geq 0} \{ \Theta(t) \} \right) \mathcal{E}_\infty(0, \xi) \]
for any \((t, \xi) \in \mathbb{R}_+ \times [-2, 2]^d\). Analogously, we have
\[ \mathcal{E}_\infty(t, \xi) \geq \exp \left( -\frac{4\sqrt{d} a_1}{a_0} \sup_{t \geq 0} \{ \Theta(t) \} \right) \mathcal{E}_\infty(0, \xi) \simeq \mathcal{E}_\infty(0, \xi). \]

Therefore, by Lemma 2.4 and noting the estimate:
\[ \mathcal{E}_\infty(t, \xi) \simeq \mathcal{E}(t, \xi) \] (4.3)

due to (1.5), we have
\[ E(t) \simeq \int_{\mathbb{T}^d} \mathcal{E}_\infty(t, \xi(\theta)) \ d\theta \simeq \int_{\mathbb{T}^d} \mathcal{E}_\infty(0, \xi(\theta)) \ d\theta \simeq E(0). \]

Remark 4.1. It is crucial for the proof of Theorem 3.1 (i) that \( \sup_{\theta \in \mathbb{T}} \{ |\xi(\theta)| \} < \infty \) which comes from the characteristics of the discrete model.

4.2 Proof of Theorem 3.1 (ii)

By (3.2) we have
\[ \partial_t \mathcal{E}(t, \xi) = 2a(t) |a(t)| |\xi|^2 |v(t, \xi)|^2 \leq \frac{2C_1}{a_0} \Xi(t)^{-1} \mathcal{E}(t, \xi). \]

Therefore, by Gronwall’s inequality we have
\[ \mathcal{E}(t, \xi) \leq \exp \left( \frac{2C_1}{a_0} \|\Xi(\cdot)^{-1}\|_{L^1(\mathbb{R}_+)} \right) \mathcal{E}(0, \xi) \simeq \mathcal{E}(0, \xi). \]

Analogously, we have
\[ \mathcal{E}(t, \xi) \geq \exp \left( -\frac{2C_1}{a_0} \|\Xi(\cdot)^{-1}\|_{L^2(\mathbb{R}_+)} \right) \mathcal{E}(0, \xi) \simeq \mathcal{E}(0, \xi). \]

Thus the proof is concluded by using Lemma 2.4.
4.3 Proof of Theorem 3.1 (iii)

4.3.1 Zones
We can suppose that \( \lim_{t \to \infty} \Theta(t) = \infty \); otherwise we have GEC by Theorem 3.1 (i). Let \( N \) be a large constant depends on \( a_0, a_1 \) and \( C_k \) (\( k = 0, \ldots, m \)), to be chosen later. We define \( T_0 \) and \( t_\xi \) for \( \xi \in [-2, 2]^d \) by

\[
T_0 := \max \left\{ t \geq 0 ; \Theta(t) = \frac{N}{2\sqrt{d}} \right\}
\]

and

\[
t_\xi := \max \{ t \geq T_0 ; \Theta(t)|\xi| = N \},
\]

respectively. Then we divide the region \( \mathbb{R}^+ \times \mathbb{R} \times [-2, 2]^d \) by \( (t, \xi) \) into the pseudo-differential zone \( Z_\Psi \) and the hyperbolic zone \( Z_H \) as follows:

\[
Z_\Psi := \left\{ (t, \xi) \in \mathbb{R}^+ \times [2, 2]^d ; t \leq t_\xi \right\}
\]

and

\[
Z_H := \left\{ (t, \xi) \in \mathbb{R}^+ \times [-2, 2]^d ; t \geq t_\xi \right\},
\]

respectively. We shall estimate \( E(t, \xi) \) in each zones by different methods.

4.3.2 Estimate in \( Z_\Psi \)
Let \( (t, \xi) \in Z_\Psi \), that is, \( \Theta(t)|\xi| \leq N \). By the same way as the method for the proof of Theorem 3.1 (i), we have

\[
E_\infty(t, \xi) \leq \exp \left( \frac{2a_1}{a_0} \Theta(t)|\xi| \right) E_\infty(0, \xi) \leq \exp \left( \frac{2a_1N}{a_0} \right) E_\infty(0, \xi)
\]

(4.4)

and

\[
E_\infty(t, \xi) \geq \exp \left( -\frac{2a_1N}{a_0} \right) E_\infty(0, \xi).
\]

Therefore, by (4.3) we have

\[
E(t, \xi) \simeq E(0, \xi), \quad t \leq t_\xi.
\]

(4.5)

4.3.3 Estimate in \( Z_H \)
Let us consider the following first order system:

\[
\partial_t V = AV, \quad V = \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}, \quad A = \begin{pmatrix} \phi(t, \xi) & r(t, \xi) \\ r(t, \xi) & \overline{\phi(t, \xi)} \end{pmatrix}.
\]

(4.6)

For a complex valued function \( \phi \), we denote the real and the imaginary parts of \( \phi \) by \( \phi_\Re \) and \( \phi_\Im \), respectively. Then we have the following lemma:

**Lemma 4.2.** For any \( t, \tilde{t} \in \mathbb{R} \) satisfying \( \tilde{t} \leq t \) the solution \( V = V(t, \xi) \) of (4.6) satisfies the following estimates:

\[
\| V(t, \xi) \|_{L^2}^2 \leq \exp \left( 2 \int_{\tilde{t}}^{t} \phi_\Re(s, \xi) \, ds + 2 \int_{\tilde{t}}^{t} |r(s, \xi)| \, ds \right) \| V(\tilde{t}, \xi) \|_{L^2}^2,
\]

\[
\geq \exp \left( 2 \int_{\tilde{t}}^{t} \phi_\Re(s, \xi) \, ds - 2 \int_{\tilde{t}}^{t} |r(s, \xi)| \, ds \right) \| V(t, \xi) \|_{L^2}^2.
\]

(4.7)
Proof. By Cauchy-Schwarz inequality, we have
\[
\partial_t ||V||_{\mathbb{C}^2}^2 = 2\Re (\partial_t V, V)_{\mathbb{C}^2} = 2\Re \left( \begin{pmatrix} \phi & 0 \\ 0 & \sigma \end{pmatrix} V, V \right)_{\mathbb{C}^2} + 2\Re \left( \begin{pmatrix} 0 & \sigma \\ r & 0 \end{pmatrix} V, V \right)_{\mathbb{C}^2} \\
= 2\phi \Re ||V||_{\mathbb{C}^2}^2 + 4\Re (rv_1 \overline{v_2}) \begin{cases} \leq 2 (\phi + |r|) ||V||_{\mathbb{C}^2}^2, \\ \geq 2 (\phi - |r|) ||V||_{\mathbb{C}^2}^2. \end{cases}
\]
Thus we have (4.7) by Gronwall's inequality.

Since the equation of (4.1) is reduced to the following first order system:
\[
\partial_t V_1 = A_1 V_1, \quad V_1 := \begin{pmatrix} \partial_t v + ia(t)|\xi|v \\ \partial_t v - ia(t)|\xi|v \end{pmatrix}, \quad A_1 := \begin{pmatrix} \phi & \overline{r} \\ r & \phi \end{pmatrix}, \quad (4.8)
\]
where
\[
r_1 := -\frac{a'(t)}{2a(t)} = \overline{r_1} \quad \text{and} \quad \phi_1 = \frac{a'(t)}{2a(t)} + ia(t)|\xi|,
\]
by Lemma 4.2 and noting the equality
\[
||V_1(t, \xi)||_{\mathbb{C}^2}^2 = 2\mathcal{E}(t, \xi), \quad (4.9)
\]
we have
\[
\mathcal{E}(t, \xi) \begin{cases} \leq \frac{a(t)}{a(t_0)} \exp \left( \int_{t_0}^{t} \frac{|a'(s)|}{a(s)} ds \right) \mathcal{E}(t_0, \xi), \\ \geq \frac{a(t)}{a(t_0)} \exp \left( - \int_{t_0}^{t} \frac{2|a'(s)|}{a(s)} ds \right) \mathcal{E}(t_0, \xi). \end{cases} \quad (4.10)
\]
Indeed, (2.2) is concluded from the estimate (4.10) if \( \Xi(t) \not\in L^1(\mathbb{R}_+) \), but not for \( \Xi(t) \in L^1(\mathbb{R}_+) \). Therefore, we introduce the following idea, which is called refined diagonalization procedure taking account the properties (3.1) and (3.2) with \( m \geq 2 \). A basic idea of this method was introduced in [9], and improved in [5] to take the benefit of the property (3.1). The refined diagonalization procedure can be understood to construct a \( 2 \times 2 \) regular matrix \( M = M(t, \xi) \) in \( Z_H \) satisfies the following properties:

- \( M \) is defined in \( Z_H \).
- \( V := MV_1 \) satisfies \( ||V(t, \xi)||_{\mathbb{C}^2}^2 \simeq \mathcal{E}(t, \xi) \).
- \( V \) is a solution of (4.6).
- \( \int_{t_1}^{t} \phi_{r}(s, \xi) ds \) is bounded in \( Z_H \).
- \( \int_{t_1}^{t} |r(s, \xi)| ds \) is bounded in \( Z_H \).

Indeed, if there exists such a matrix \( M \), then we immediately have (2.2) from (4.5) and (4.7) with \( \overline{t} = \overline{t_1} \).

For \( p \in \mathbb{N}_0 \) and \( q, r \in \mathbb{Z} \) we introduce the symbol-like class \( S^{(p)} \{ q, r \} \) as the set of functions \( f(t, \xi) \) satisfy the following estimates in \( Z_H \):
\[
|\partial_t^k f(t, \xi)| \lesssim |\xi|^q \Xi(t)^{-r-k} \quad (k = 0, \ldots, p).
\]
Then we have the following usual algebraic properties and a hierarchy of the classes in \( Z_H \):
Lemma 4.3. The following properties are established:

(i) If \( f \in S(p) \{ q, r \} \) with \( p \geq 1 \), then \( f \in S(p-1) \{ q, r \} \) and \( \partial_i f \in S(p-1) \{ q, r + 1 \} \).

(ii) If \( f_1 \in S(p) \{ q_1, r_1 \} \) and \( f_2 \in S(p) \{ q_2, r_2 \} \), then \( f_1 f_2 \in S(p) \{ q_1 + q_2, r_1 + r_2 \} \).

(iii) If \( f \in S(p) \{ q, r \} \), then \( f \in S(p) \{ q + 1, r - 1 \} \).

(iv) If \( f \in S(p) \{ -q, q \} \) with \( q \geq 1 \), then for any \( \varepsilon > 0 \) there exists a positive constant \( N_0 \) such that \( |f(t, \xi)| \leq \varepsilon \) for any \( N \geq N_0 \).

Proof. (i) and (ii) are trivial from the definition of \( S(p) \{ q, r \} \). Let \( f(t, \xi) \in S(p) \{ q, r \} \). By (3.3) we have

\[
|\partial^k f(t, \xi)| \lesssim |\xi|^q \Xi(t)^{-r-k} \leq N^{-1}|\xi|^{q+1} \frac{\Theta(t)}{\Xi(t)^{(r-1)-k}} \leq N^{-1}C_0|\xi|^{q+1} \Xi(t)^{-r-k}
\]

for \( k = 0, \ldots, p \). It follows that \( f(t, \xi) \in S(p) \{ q + 1, r - 1 \} \); thus (iii) is proved. If \( f(t, \xi) \in S(p) \{ -q, q \} \), then by (3.3) we have

\[
|f(t, \xi)| \leq C|\xi|^{-q} \Xi(t)^{-q} \leq CN^{-q} \left( \frac{\Theta(t)}{\Xi(t)} \right)^q \leq CC_0^q N^{-q} \leq \varepsilon
\]

by putting \( N_0 = C_0(C\varepsilon^{-1})^{1/q} \).

By Lemma 4.3 we have the following lemma:

Lemma 4.4. There exists a positive constant \( N_0 \) such that the following properties are established for any \( N \geq N_0 \):

(i) If \( f(t, \xi) \in S(p) \{ 0, 0 \} \) and \( f(t, \xi) \gtrsim 1 \), then \( 1/f(t, \xi) \in S(p) \{ 0, 0 \} \).

(ii) If \( f(t, \xi) \in S(p) \{ 1, 0 \} \) and \( f(t, \xi) \gtrsim |\xi| \), then \( 1/f(t, \xi) \in S(p) \{ -1, 0 \} \).

(iii) If \( f(t, \xi) \in S(p) \{ -q, q \} \) with \( q \geq 1 \), then \( \sqrt{1 - |f(t, \xi)|^2} \in S(p) \{ 0, 0 \} \).

Proof. Since (i) is proved by the same way as the proof of (ii), we prove (ii). By applying Faà di Bruno’s formula:

\[
\frac{d^k}{dt^k} F(G(x)) = k! \sum_{h=1}^{k} F^{(h)}(G(t)) \prod_{l=1}^{k} \frac{1}{h_l!} \left( G^{(l)}(t) \right)^{h_l}
\]

with \( F(G) = 1/G \) and \( G(t) = f(t, \xi) \), and noting \( |F^{(h)}(G)| \lesssim 1/|G|^{h+1} \), we have

\[
\left| \frac{1}{f(t, \xi)} \right| \lesssim k \sum_{h=1}^{k} \frac{1}{f(t, \xi)^{h+1}} \prod_{l=1}^{k} |\partial_l f(t, \xi)|^{h_l}
\]

\[
\lesssim \sum_{h=1}^{k} |\xi|^{-h-1} \prod_{l=1}^{k} \left( |\xi| \Xi(t)^{-l} \right)^{h_l}
\]

\[
\lesssim |\xi|^{-1} \Xi(t)^{-k}
\]
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for $k = 0, \ldots, p$; thus (iii) is proved. By Lemma 4.3 (iv) we can suppose that
\[ \sqrt{1 - |f(t, \xi)|^2} \geq 1/2. \]
By applying Faà di Bruno’s formula with $F(G) = \sqrt{1 - G}$ and $G(t) = |f(t, \xi)|^2 \in S^{(b)} \{-2q, 2q\}$, and noting the estimates
\[ |F^{(h)}(G)| \lesssim \frac{F(G)}{(1 - G)^h} \lesssim 4^h \]
for $h = 0, 1, \ldots$, we have
\[
|\partial^k \sqrt{1 - |f(t, \xi)|^2}| \lesssim \sum_{h=1}^k 4^h \sum_{h_1 + h_2 + \cdots + h_k = k} \prod_{l=1}^{k} |\partial^l f(t, \xi)|^2 |^{hi}
\]
\[
\lesssim \sum_{h=1}^k \sum_{h_1 + h_2 + \cdots + h_k = k} \prod_{l=1}^{k} (|\xi|^{-2q} \Xi(t)^{-2q-l})^{hi}
\]
\[
\lesssim \sum_{h=1}^k |\xi|^{-2qh} \Xi(t)^{-2qh-k} \leq \Xi(t)^{-k} \sum_{h=1}^k \left( \frac{C_0}{N} \right)^{2qh}
\]
\[
\Xi(t)^{-k}
\]
for $k = 1, \ldots, p$; thus (iii) is proved.

An eigenvalue of $A_1$ is represented by
\[ \lambda_1 = \phi_{1R} + i \phi_{1I} \sqrt{1 - \left( \frac{|r_1|}{\phi_{1I}} \right)^2}. \]

By (3.2), (3.3) and choosing $N > C_0C_1a_0^{-2}/2$, we have
\[ \left( \frac{|r_1|}{\phi_{1I}} \right)^2 \leq \left( \frac{C_1}{2a_0^2|\Xi(t)|} \right)^2 \leq \left( \frac{C_1}{2a_0^2 N \Xi(t)} \right)^2 \leq \left( \frac{C_0C_1}{2a_0^2 N} \right)^2 < 1. \]

It follows that the other eigenvalue of $A_1$ is given by $\overline{\lambda_1}$. Therefore, a diagonalizer $M_1$ for $A_1$ is formally given by
\[ M_1 = \begin{pmatrix} 1 & \overline{\delta_1} \\ \delta_1 & 1 \end{pmatrix}, \quad \delta_1 = \lambda_1 - \phi_1 \frac{r_1}{\overline{r_1}}. \]

Here we note that the following lemma is established which ensures the invertibility of $M_1$:

**Lemma 4.5.** There exists a positive constant $N_0$ such that $r_1 \in S^{(m-1)}\{0, 1\}$, $1/\phi_{1I} \in S^{(m)}\{-1, 0\}$ and $\delta_1 \in S^{(m-1)}\{-1, 1\}$ for any $N \geq N_0$.

**Proof.** The first two properties are trivial. Let $N_0$ be large enough so that Lemma 4.3 and Lemma 4.4 can be applied. By Lemma 4.3 (ii) and (iv), we have $(|r_1|/\phi_{1I})^2 \in S^{(m-1)}\{-2, 2\}$ and $(|r_1|/\phi_{1I})^2 \leq 1/2$. By Lemma 4.4 (iii) we have
\[ \sqrt{1 - \left( \frac{|r_1|}{\phi_{1I}} \right)^2} + 1 \in S^{m-1}\{0, 0\}, \]
it follows from Lemma 4.4 (i) that
\[ \frac{1}{\sqrt{1 - \left(\frac{|r_1|}{\phi_{13}}\right)^2} + 1} \in S^{(m-1)} \{0, 0\}. \]

Therefore, by Lemma 4.3 (ii) and the first two properties of Lemma 4.5, we have
\[ \delta_1 = \frac{i\phi_{13}}{r_1} \left( \sqrt{1 - \left(\frac{|r_1|}{\phi_{13}}\right)^2} - 1 \right) = \frac{ir_1}{\phi_{13}} \sqrt{1 - \left(\frac{|r_1|}{\phi_{13}}\right)^2} + 1 \in S^{(m-1)} \{-1, 1\}. \]

We define \( A_2 = A_2(t, \xi) \) by
\[ A_2 := \begin{pmatrix} \phi_2 & r_2 \\ r_2 & \phi_2 \end{pmatrix}, \quad r_2 := -\frac{(\delta_1)_t}{1 - |\delta_1|^2}, \quad \phi_2 := \lambda_1 + \frac{\overline{r_1}(\delta_1)_t}{1 - |\delta_1|^2}. \]

Then we see that \( r_2 \in S^{(m-2)} \{-1, 2\} \) by the lemmas for the symbol classes above. Noting the equalities
\[ M_1^{-1} (A_1 - \partial_t I) M_1 = \begin{pmatrix} \lambda_1 & 0 \\ 0 & \lambda_1 \end{pmatrix} - M_1^{-1} (\partial_t M_1) - \partial_t I = A_2 - \partial_t I, \]

(4.8) is reduced to the following system:
\[ \partial_t V_2 = A_2 V_2, \quad V_2 := M_1^{-1} V_1. \]

Here we remark the followings:

- \( M_1 \) is a diagonalizer for \( A_1 \) but not for \( A_1 - \partial_t I \), that is, \( A_1 - M_1^{-1}(\partial_t M_1) \) is not diagonal.

- Since \( r_1 \in S^{(m-2)} \{0, 1\} \) and \( r_2 \in S^{(m-2)} \{-1, 2\} \), \( M_1 \) is a diagonalizer for \( A_1 - \partial_t I \) modulo \( S^{(m-2)} \{0, 1\} \).

- The structure in which both the diagonal and the off-diagonal entries are complex conjugate are conserved by the diagonalization procedure due to \( M_1 \).

Therefore, one can carry out the same diagonalization procedure for \( A_2 - \partial_t I \) if \( m \geq 3 \). Generally, we have the following lemma, which is the essential of the refined diagonalization procedure.

**Lemma 4.6.** Let \( k \) be a positive integer satisfying \( k < m \), \( A_k \) be given by
\[ A_k = \begin{pmatrix} \phi_k & r_k \\ r_k & \phi_k \end{pmatrix}, \]
where \( r_k \) and \( \phi_{k3} \) satisfy
\[ r_k \in S^{(m-k)} \{-k + 1, k\}, \quad \phi_{k3} \in S^{(m-k)} \{1, 0\} \text{ and } |\phi_{k3}| \gtrsim |\xi|. \]

Then there exists a positive constant \( N_k \) such that the following properties are established for any \( N \geq N_k \):
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(i) $A_k$ has complex conjugate eigenvalues $\lambda_k$ and $\overline{\lambda_k}$.

(ii) The following matrix $M_k$ is invertible:

$$M_k := \begin{pmatrix} 1 & \delta_k \\ \delta_k & 1 \end{pmatrix}, \quad \delta_k := \frac{\lambda_k - \phi_k}{r_k},$$

moreover, we have

$$\delta_k \in S^{(m-k)} \{-k, k\}. \quad (4.12)$$

(iii) $A_{k+1} := M_k^{-1} A_k M_k - M_k^{-1} (\partial_t M_k)$ is represented as follows:

$$A_{k+1} = \begin{pmatrix} \phi_{k+1} \\ r_{k+1} \end{pmatrix} \begin{pmatrix} \frac{1}{\phi_{k+1}} \\ \frac{r_{k+1}}{\phi_{k+1}} \end{pmatrix},$$

where $r_{k+1}$ and $\phi_{k+1} = \phi_{(k+1)\Re} + i\phi_{(k+1)\Im}$ are given by

$$r_{k+1} = -\frac{(\delta_k)_t}{1 - |\delta_k|^2}, \quad (4.13)$$

and

$$\phi_{(k+1)\Re} = \phi_{k\Re} - \frac{\partial_t \log (1 - |\delta_k|^2)}{2}$$

and

$$\phi_{(k+1)\Im} = \phi_{k\Im} \sqrt{1 - \left(\frac{|r_k|}{\phi_{k\Im}}\right)^2} - \Im \left(\frac{\delta_k r_{k+1}}{\phi_{k\Im}}\right).$$

(iv) $r_{k+1}$ and $\phi_{(k+1)\Im}$ satisfy the followings:

$$r_{k+1} \in S^{(m-k-1)} \{-k, k+1\}, \quad \phi_{(k+1)\Im} \in S^{(m-k-1)} \{1, 0\}, \quad \text{and} \quad \phi_{(k+1)\Im} \gtrsim |\xi|.$$
It follows that
\[
\phi_{k+1} = \phi_k \left( 1 - \left( \frac{|r_k|}{\phi_k} \right)^2 - \frac{3 (r_k r_{k+1})}{\phi_k} \right) \geq \frac{\sqrt{3} - 1}{2} \phi_k \geq |\xi|.
\]

By Lemma 4.6 we have the following proposition:

**Proposition 4.7.** There exists a positive constant \(N_m\) such that the following estimate is established for any \(N \geq N_m\) in \(Z_H'\):

\[
E(t, \xi) \simeq E(t, \xi). \tag{4.15}
\]

**Proof.** Let \(M_k (k = 1, \ldots, m - 1)\) be defined by Lemma 4.6. Then we can suppose that \(|\delta_k(t, \xi)|^2 \leq 1/2\) for \(k = 1, \ldots, m-1\). Denoting \(M_{m-1} = M_1 \cdots M_{m-1}\) and \(V_m = M_{m-1} V_1\), we have

\[
(\partial_t - A_m) V_m = M_{m-1} (\partial_t - A_1) M_{m-1} V_m = M_{m-1} (\partial_t - A_1) V_1 = 0
\]

by (4.8). Therefore, by (4.7) we have

\[
\|V_m(t, \xi)\|_{C^2}^2 \begin{cases} 
\leq \exp \left( 2 \int_{t_\xi}^t \phi_{mR}(s, \xi) \, ds + 2 \int_{t_\xi}^t |r_m(s, \xi)| \, ds \right) \|V_m(t_\xi, \xi)\|_{C^2}, \\
\geq \exp \left( 2 \int_{t_\xi}^t \phi_{mR}(s, \xi) \, ds - 2 \int_{t_\xi}^t |r_m(s, \xi)| \, ds \right) \|V_m(t_\xi, \xi)\|_{C^2}.
\end{cases}
\]

By Lemma 4.6 (iii) and (iv) we have

\[
\exp \left( 2 \int_{t_\xi}^t \phi_{mR}(s, \xi) \, ds \right) = \exp \left( 2 \int_{t_\xi}^t \phi_{1R}(s, \xi) \, ds + \sum_{k=1}^{m-1} \log \frac{1 - |\delta_k(t, \xi)|^2}{1 - |\delta_k(t_\xi, \xi)|^2} \right)
= \frac{a(t)}{a(t_\xi)} \prod_{k=1}^{m-1} \frac{1 - |\delta_k(t, \xi)|^2}{1 - |\delta_k(t_\xi, \xi)|^2}
\leq \left( \frac{2^{m-1} a_0^{-1} a_1}{2^{m-1} a_0^{-1} a_1} \right),
\geq \left( \frac{2^{m-1} a_0^{-1} a_1}{2^{m-1} a_0^{-1} a_1} \right)^{-1}
\]

and

\[
\exp \left( 2 \int_{t_\xi}^t |r_m(s, \xi)| \, ds \right) \leq \exp \left( C|\xi|^{-m+1} \int_{t_\xi}^t \Xi(s)^{-m} \, ds \right)
\leq \exp \left( C N^{-m+1} \Theta(t_\xi)^{m-1} \int_{t_\xi}^\infty \Xi(s)^{-m} \, ds \right) \simeq 1.
\]

by (3.4). It follows that

\[
\|V_m(t, \xi)\|_{C^2}^2 \simeq \|V_m(t_\xi, \xi)\|_{C^2}^2 \tag{4.16}
\]
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Therefore, noting the estimates:

\[ \|V_k\|^2_{C^2} = \|M_k V_{k+1}\|^2_{C^2} \leq (1 + |\delta_k|^2)^{\frac{3 + 2\sqrt{2}}{2}} \|V_{k+1}\|^2_{C^2} \]

and

\[ \|V_k\|^2_{C^2} \geq \frac{3 - 2\sqrt{2}}{2} \|V_{k+1}\|^2_{C^2} \]

for \( k = 1, \ldots, m - 1 \), it follows that

\[ \left( \frac{3 - 2\sqrt{2}}{2} \right)^{m-1} \|V_m\|^2_{C^2} \leq \|V_1\|^2_{C^2} \leq \left( \frac{3 + 2\sqrt{2}}{2} \right)^{m-1} \|V_m\|^2_{C^2} , \]

and (4.9), we have

\[ \mathcal{E}(t, \xi) \simeq \|V_m(t, \xi)\|^2_{C^2} \simeq \|V_m(t, \xi)\|^2_{C^2} \simeq \mathcal{E}(t, \xi). \quad (4.17) \]

Combining the estimates (4.5), (4.17) and using Lemma 2.3, the proof of Theorem 3.1 (iii) is concluded.

5 Proof of Theorem 3.4

For a large constant \( \tilde{N} \), we define \( \tilde{T}_0 \) and \( \tilde{t}_\xi \) for \( \xi \in [-2, 2]^d \) by

\[ \tilde{T}_0 := \max \left\{ t \geq 0 ; \Lambda(t) = \frac{\tilde{N}}{2\sqrt{d}} \right\} \quad \text{and} \quad \tilde{t}_\xi := \max \left\{ t \geq \tilde{T} ; \Lambda(t)|\xi| = \tilde{N} \right\} , \]

respectively. Then we define the zones \( \tilde{Z}_H \) and \( \tilde{Z}_\Psi \) by

\[ \tilde{Z}_\Psi := \{(t, \xi) \in \mathbb{R}_+ \times [-2, 2]^d ; t \geq \tilde{t}_\xi \} \]

and

\[ \tilde{Z}_H := \{(t, \xi) \in \mathbb{R}_+ \times [-2, 2]^d ; t \leq \tilde{t}_\xi \} , \]

respectively.

Let \( t \leq \tilde{t}_\xi \). By the same way to derive the estimate (4.4) and using (3.13), we have

\[ \mathcal{E}(t, \xi) \lesssim \exp \left( \frac{2a_1}{a_0} \Theta(\tilde{t}_\xi)|\xi| \right) \mathcal{E}(0, \xi) \]

\[ = \exp \left( \frac{2a_1 \tilde{N} |\xi|}{a_0} \Theta \left( \Lambda^{-1} \left( \frac{\tilde{N}}{|\xi|} \right) \right) \right) \mathcal{E}(0, \xi) \]

\[ \leq \exp \left( \frac{2a_1 \tilde{N} |\xi|}{a_0} \Theta \left( \Lambda^{-1} \left( \frac{N}{|\xi|} \right) \right) \right) \mathcal{E}(0, \xi) \]

\[ \leq \exp \left( |\xi| \Theta \left( \Lambda^{-1} \left( \frac{N}{|\xi|} \right) \right) \right) \mathcal{E}(0, \xi) \]
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for any $N \geq 2a_{1}\tilde{N}/a_{0}$.

Let $t \geq \tilde{t}_{\xi}$. Noting that $\tilde{t}_{\xi} \geq t_{\xi}$ with $\tilde{N} = N$, Lemma 4.6 is valid in $\tilde{Z}_{H}$ for any large $\tilde{N}$. Therefore, by (H6*) there exist positive constants $C$ and $N$ such that

$$
\int_{t_{\xi}}^{t} |r_{m}(s, \xi)| \, ds \leq C|\xi|^{-m+1} \int_{t_{\xi}}^{\infty} \Xi(s)^{-m} \, ds
= C N^{-m} \Lambda(\tilde{t}_{\xi})^{-m} \Theta(\tilde{t}_{\xi})^{-1} \int_{t_{\xi}}^{\infty} \Xi(s)^{-m} \, ds \, |\xi| \Theta(\tilde{t}_{\xi})
\leq C N^{-m} \sup_{t_{\xi} \geq 0} \left\{ \Lambda(t)^{m} \Theta(t)^{-1} \int_{t}^{\infty} \Xi(s)^{-m} \, ds \right\} \, |\xi| \Theta(\Lambda^{-1} \left( \frac{N}{|\xi|} \right))
\leq |\xi| \Theta(\Lambda^{-1} \left( \frac{N}{|\xi|} \right)).
$$

By (4.9) and the same way to derive the estimate (4.16), we have the following estimate:

$$
E(t, \xi) \lesssim \exp \left( |\xi| \Theta \left( \Lambda^{-1} \left( \frac{N}{|\xi|} \right) \right) \right) E(\tilde{t}_{\xi}, \xi)
$$

for any $t \geq \tilde{t}_{\xi}$. Combining the estimates of $E(t, \xi)$ in $\tilde{Z}_{\Psi}$ and $\tilde{Z}_{H}$, we have

$$
E(t, \xi) \lesssim \exp \left( 2 |\xi| \Theta \left( \Lambda^{-1} \left( \frac{N}{|\xi|} \right) \right) \right).
$$

6 Proof of Theorem 3.9

The following proposition is essential for the proof of Theorem 3.9.

Proposition 6.1. Let $\{M_{j}\}$ be a logarithmically convex sequence. If $v = \{v[k]\}_{k \in \mathbb{Z}^{d}}$ satisfies

$$
\sum_{k \in \mathbb{Z}^{d}} k^{\alpha} v[k] = 0 \quad (6.1)
$$

for any $\alpha \in \mathbb{N}_{0}^{d}$ and there exists a positive constant $\rho$ such that

$$
\sup_{k \in \mathbb{N}^{d}} \left\{ |v[k]| |k|^{d+1} \right\} \left( \rho^{-1} |k| \right) < \infty, \quad (6.2)
$$

then the following estimate is established:

$$
\sup_{\theta \in \mathbb{T}^{d} \setminus \{0\}} \left\{ |\hat{v}(\theta)| T \left( \left\{ \frac{M_{j}}{J} \right\} \right) \left( \frac{1}{d \rho |\theta|} \right) \right\} < \infty.
$$

In order to prove Proposition 6.1, we introduce the following lemma:

Lemma 6.2. If $f \in C^{\infty}(\mathbb{T}^{d})$ satisfies $(\partial_{\theta}^{\alpha} f)(0) = 0$ and

$$
|\partial_{\theta}^{\alpha} f(\theta)| \leq CM_{[\alpha]^{\rho|\alpha|}} \quad (6.3)
$$

for any $\alpha \in \mathbb{N}^{d}$,

$$
|\partial_{\theta}^{\alpha} f(\theta)| \leq CM_{[\alpha]^{\rho|\alpha|}} \quad (6.3)
$$

for any $\alpha \in \mathbb{N}^{d}$,
for any $\alpha \in \mathbb{N}_0^d$ with positive constants $C$, $\rho$ and a logarithmically convex sequence $\{M_j\}$, then the following estimate is established:

$$\sup_{\theta \in \mathbb{T}^d \setminus \{0\}} \left\{ T \left[ \left\{ \frac{M_j}{j!} \right\} \left( \frac{1}{d\rho|\theta|} \right) \right] |f(\theta)| \right\} < \infty.$$ 

**Proof.** For any $\alpha \in \mathbb{N}_0^d$, there exists $\zeta \in \mathbb{T}^d$ such that $f(\theta) = (\partial_\theta^\alpha f)(\zeta)\theta^\alpha / \alpha!$ by Taylor’s theorem. By (6.3) and the inequalities $|\theta^\alpha| \leq |\theta|^{\alpha}$ and $|\alpha|! \leq \rho^{d|\alpha|}$ we have

$$|f(\theta)| \leq \frac{C M_{|\alpha|}\rho^{|\alpha|}}{\alpha!} |\theta|^\alpha \leq \frac{C M_{|\alpha|}}{|\alpha|!} \left( \frac{1}{d\rho|\theta|} \right)^{|\alpha|}.$$ 

Therefore, we have

$$|f(\theta)| \leq C \inf_{j \in \mathbb{N}_0} \left\{ \frac{M_j}{j!} \left( \frac{1}{d\rho|\theta|} \right)^j \right\} = \frac{C}{T \left[ \left\{ \frac{M_j}{j!} \right\} \left( \frac{1}{d\rho|\theta|} \right) \right]}.$$ 

**Proof of Proposition 6.1.** Let $\alpha \in \mathbb{N}_0^d$. By (6.1), we have

$$\partial_\theta^\alpha \hat{v} \big|_{\theta=0} = \sum_k (-ik)^\alpha e^{-ik\theta} v[k] \big|_{\theta=0} = (-i)^{|\alpha|} \sum_k k^\alpha v[k] = 0.$$ 

Let $\alpha \neq 0$. By (6.2), there exists a positive constant $C$ such that

$$|\partial_\theta^\alpha \hat{v}| \leq \sum_{|k| \leq 2} \left| (-ik)^\alpha e^{-ik\theta} v[k] \right| \leq C \sum_{k \in \mathbb{Z}^d \setminus \{0\}} |k|^{-d+1+|\alpha|} \left( T \left[ \left\{ \frac{M_j}{j!} \right\} \right] \left( \frac{\rho^{-1} |k|}{\rho} \right) \right)^{\frac{1}{2}}.$$ 

Therefore, by Lemma 6.2 we have

$$|\hat{v}(\theta)| \lesssim \frac{1}{T \left[ \left\{ \frac{M_j}{j!} \right\} \left( \frac{1}{d\rho|\theta|} \right) \right]}.$$ 

**Proof of Theorem 3.9 (i).** By (3.13), (3.16), $|\theta| \leq \pi|\xi(\theta)|/2$, and applying Proposition 6.1 with $v = D_j^+ u_0$ ($j = 1, \ldots, d$) and $v = u_1$, we have

$$\mathcal{E}(0, \theta) \approx |\hat{u}_1(\theta)|^2 + \sum_{j=1}^d |D_j^+ u_0(\theta)|^2 \lesssim T \left[ \left\{ \frac{M_j}{j!} \right\} \right] \left( \frac{1}{d\rho|\theta|} \right)^{-2} \lesssim L(N, \{M_j\})^{-2} \exp \left( -2d\rho|\theta| \Lambda^{-1} \left( \frac{N}{d\rho|\theta|} \right) \right) \lesssim L(N, \{M_j\})^{-2} \exp \left( -2N \mu \left( \frac{d\rho|\theta|}{N} \right) \right) \lesssim L(N, \{M_j\})^{-2} \exp \left( -2N \mu \left( \frac{\pi d\rho|\xi(\theta)|}{2N} \right) \right).$$
By Theorem 3.4 there exists a positive constant $\tilde{N}_0 \geq 1$ such that

$$E(t, \theta) \lesssim \exp\left(2\tilde{N}_0\mu \left(\frac{|\xi(\theta)|}{\tilde{N}_0}\right)\right)E(0, \theta).$$  \hspace{1cm} (6.4)

If (3.16) holds for any $N \geq 1$, then putting $N_0 = \max\{\tilde{N}_0, \pi d \rho \tilde{N}_0/2\}$ and noting

$$\tilde{N}_0 \mu \left(\frac{|\xi|}{N_0}\right) - N_0 \mu \left(\frac{\pi d \rho |\xi|}{2N_0}\right) = \tilde{N}_0 \left(1 - \frac{\pi d \rho}{2}\right) \mu \left(\frac{|\xi|}{N_0}\right) \leq 0 \quad \text{for} \quad \frac{\pi d \rho}{2} \geq 1,$n

$$\tilde{N}_0 \mu \left(\frac{|\xi|}{N_0}\right) - N_0 \mu \left(\frac{|\xi|}{N_0}\right) = 0 \quad \text{for} \quad \frac{\pi d \rho}{2} < 1,$$

we have $E(t, \theta) \lesssim L(N_0, \{M_j\})^{-2}$. It follows that

$$U(N_0, u_0, u_1) \lesssim (2\pi)^d L(N_0, \{M_j\})^{-2} < \infty,$$

and thus (3.12) is established. \hfill \Box

Proof of Theorem 3.9 (ii). By the same way for the proof of (i), there exist positive constants $N_0 \geq 1$ and $N_1$ such that $L(N_1, \{M_j\}) > 0$ and

$$U(N_0, u_0, u_1) \lesssim L(N_1, \{M_j\})^{-2} \times \int_{\mathbb{T}^d} \exp\left(2N_0 \mu \left(\frac{|\xi(\theta)|}{N_0}\right) - 2N_1 \mu \left(\frac{\pi d \rho |\xi(\theta)|}{2N_1}\right)\right) d\theta.$$

By (3.19) there exists a positive constant $N$ such that

$$\mu \left(\frac{1}{N} \frac{|\xi(\theta)|}{N_0}\right) = \Theta \left(\Lambda^{-1} \left(\frac{N}{\pi d \rho |\xi(\theta)|}\right)\right) \geq \frac{N_0}{N_1}.$$

Therefore, putting $\rho = 2N_1/(\pi d N_0 N)$ we have

$$N_0 \mu \left(\frac{|\xi(\theta)|}{N_0}\right) \leq N_1 \mu \left(\frac{\pi d \rho |\xi(\theta)|}{2N_1}\right),$$

it follows that $U(N_0, u_0, u_1) < \infty$, and thus (3.12) is established. \hfill \Box

7 Appendix

7.1 Proof of Lemma 2.2

Since $f \in l^1(\mathbb{Z}^d)$, we have

$$\sum_k e^{-ik \cdot \theta} f[k + e_j] = e^{i\theta_j} \sum_k e^{-i(k \pm e_j) \cdot \theta} f[k + e_j] = e^{i\theta_j} \sum_k e^{-ik \cdot \theta} f[k].$$

Hence we have

$$F_{\mathbb{Z}^d}(D_k^+ f)(\theta) = \sum_k e^{-ik \cdot \theta} (f[k + e_j] - f[k]) = (e^{i\theta_j} - 1) F_{\mathbb{Z}^d}[f](\theta),$$

$$26$$
that is, (2.3) is valid. Similarly, we have
\[ F_{\mathbb{Z}^d}[D_j^{-} f](\theta) = (1 - e^{-i\theta_j}) F_{\mathbb{Z}^d}[f](\theta). \]
Therefore, we have (2.4) as follows:
\[ F_{\mathbb{Z}^d}[D_j^+ D_j^{-} f](\theta) = \left( e^{i\theta_j} - 1 \right) \left( e^{i\theta_j} - 1 \right) F_{\mathbb{Z}^d}[f](\theta) \]
\[ = \left( e^{i\theta_j} - e^{-i\theta_j} \right)^2 \hat{f}(\theta) = -4 \left( \sin \frac{\theta_j}{2} \right)^2 \hat{f}(\theta). \]

7.2 Proof of Lemma 2.3

From the definition of \( \hat{f} \) we have
\[ \int_{\mathbb{T}^d} |\hat{f}(\theta)|^2 \, d\theta = \int_{\mathbb{T}^d} \left( \sum_k e^{-ik \cdot \theta} f[k] \right) \left( \sum_l e^{-il \cdot \theta} f[l] \right) \, d\theta \]
\[ = \sum_{k,l} f[k] \overline{f[l]} \int_{\mathbb{T}} e^{-i(k-l) \cdot \theta} \, d\theta \]
\[ = (2\pi)^d \sum_{k,l} \delta_{kl} f[k] \overline{f[l]} = (2\pi)^d \sum_k |f[k]|^2, \]
where \( \delta_{kl} \) denotes the Kronecker delta.

7.3 Proof of Lemma 2.4

By Lemma 2.2 and Lemma 2.3, we have
\[ (2\pi)^d \sum_{k \in \mathbb{Z}^d} |u'(t)[k]|^2 = \int_{\mathbb{T}^d} |F_{\mathbb{Z}^d}[u'(t)](\theta)|^2 \, d\theta = \int_{\mathbb{T}^d} |\partial_t \hat{u}(t, \theta)|^2 \, d\theta, \]
and
\[ (2\pi)^d \sum_{j=1}^d \sum_{k \in \mathbb{Z}^d} |D_j^+ u(t)[k]|^2 = \sum_{j=1}^d \int_{\mathbb{T}^d} |F_{\mathbb{Z}^d}[D_j^+ u(t)](\theta)|^2 \, d\theta \]
\[ = \sum_{j=1}^d \int_{\mathbb{T}^d} \left| (e^{i\theta_j} - 1) \hat{u}(t, \theta) \right|^2 \, d\theta \]
\[ = \int_{\mathbb{T}^d} \sum_{j=1}^d \xi_j(\theta)^2 |\hat{u}(t, \theta)|^2 \, d\theta. \]
Thus we have (2.7).
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