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Abstract: Recent advances in sensor technologies coupled with the development of machine/deep learning strategies are opening new frontiers in Structural Health Monitoring (SHM). Dealing with structural vibrations recorded with pervasive sensor networks, SHM aims at extracting meaningful damage-sensitive features from the data, shaped as multivariate time series, and taking real-time decisions concerning the safety level. Within this context, we discuss an approach able to detect and localize a structural damage avoiding any pre-processing of the acquired data. The method takes advantage of the capability of Deep Learning of Fully Convolutional Networks, trained during an offline SHM phase. As a hybrid model- and data-based solution is looked for, Reduced Order Models are also built in the offline phase to reduce the computational burden of the whole monitoring approach. Through a numerical benchmark test, we show how the proposed method can recognize and localize different damage states.
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1. Introduction

Collapses of civil infrastructures can be due to structural deterioration or to working conditions not in compliance with the design ones. SHM is aimed at assessing the safety level of aging structures by localizing and quantifying a damage state, possibly in real-time [1–4]. Since visual inspections are usually not able to provide quantitative estimates of such damage, recent advances in sensing technologies and signal processing are exploited to automatically and robustly monitor the health of real-life structural systems [5].

By attacking the damage detection and localization problem as a classification one [6], to distinguish the current state from the healthy baseline a Simulation-Based Classification approach is adopted [7], ruled by Deep Learning (DL) techniques. Copying with model uncertainties, measurement noise and operational/environmental variability, DL potentially allows classification in an automatic and efficient fashion. As the structural output consists of displacement and/or acceleration recordings, classification aims at recognizing which structural state, belonging to a discrete set, could have most probably produced them. Each damaged state in the mentioned set is characterized by its own damage
scenario, different from all the others: the larger the number of the considered scenarios, the higher the capability of the method to identify the actual damage location.

Focusing on data acquisition and feature extraction of the SHM strategy, a vibration-based approach is adopted whose strength is due to the fact that, once damage is triggered, the dynamic response of the structure gets modified along with the relevant modal information [8]. By collecting the displacement and/or acceleration histories at ad-hoc designed locations, the approach enables the analysis of global and local structural behaviors, even without any preliminary modal analysis [9,10]. Feature extraction can consist in determining the system vibration frequencies and modal shapes, but more involved structural properties or outcomes are to be accounted for to get rid of the spurious effects of operational/environmental variability [11,12].

In the literature, model-based and data-based approaches to (early) damage detection are typically adopted disjointly; in this work we try instead to cope with the SHM problem by exploiting the different features and strengths of the two approaches. By introducing an offline-online decomposition of the procedure, the initial offline stage is performed to train or update the model and to establish a damage-free baseline; the subsequent online stage aims at novelty detection, wherein the novelty is represented by damage occurrence. Data assimilation techniques such as Kalman or particle filters can be employed to efficiently deal with model updating [13]. To reduce the computational burden of dataset construction, simplified or reduced-order models (ROMs) take the place of high-fidelity simulations, characterized by being bias-free but often too accurate for the sole scope of damage detection. Specifically, in this work, the Reduced Basis (RB) method [14,15] is adopted for the construction of reliable and efficient low-fidelity ROMs.

When all the possible damage scenarios have been modeled, Machine Learning tools can perform the classification task in a supervised, unsupervised or semi-supervised way [2]. The adopted supervised DL approach allows data dimensionality reduction and hierarchical pattern recognition [16,17] and is therefore becoming popular for SHM purposes [18,19].

To go through the main features of the proposed SHM strategy, the remainder of this paper is organized as follows. In Section 2 the methodological approach to the SHM problem is detailed, along with the Neural Network (NN) architecture. In Section 3 we briefly summarize the rationale of the adopted RB approach to model order reduction. In Section 4 we describe the numerical benchmark and present the obtained results. Finally, Section 5 gathers some concluding remarks and foresees future developments.

2. SHM Methodology and Fully Convolutional Networks

As mentioned, the SHM procedure is subdivided into an offline phase and a subsequent online phase. In the offline phase dataset construction and training of the damage classifier are carried out. The dataset is made of multivariate time series, represented by the output of the sensor network in the different scenarios obtained by selectively reducing the structural stiffness with respect to the reference state. As discussed in [4,5], damage is considered frozen for each solution within the observation interval, so that the structure behaves linearly.

To feed the procedure with effective information on the damage state, the sensor network has to be designed according to e.g., a Bayesian optimization technique [20,21]; this guarantees that the collected measurements, even if affected by instrumental and environmental noise, bring relevant information for damage estimation. The simulated operational conditions and damage scenarios should be thus included in the dataset, according to a statistical criterion [2].

The dataset is used to train a Fully Convolutional Network (FCN) classifier. Classifiers with a different complexity can be employed, and the generalization capacities of the trained FCN must be finally assessed on the test set; additional details can be found in [22,23]. During the online
phase, the signals acquired by the sensors are provided to the classifier, and damage localization and quantification is performed, handling only a small amount of information to allow real time monitoring.

Since interconnected sensors in a network provide multivariate time series, FCNs can be effectively exploited to extract damage-sensitive features from the time series and analyze them [24]. The adopted FCN has been obtained by stacking three convolutional layers (CLs), each one featuring a different filter size, followed by a global pooling and a softmax classifier. Further to that, each CL has been used together with a Batch-Normalization (BN) layer and a Rectified Linear Unit (ReLU) activation layer [24,25]. In case of time series of different length, for each series the convolutional architecture is adopted separately, and then, data fusion on the extracted features is performed via a concatenation layer. Tensorflow [26] has been used for the NN construction.

While the input channels of the first CL are the displacement and/or acceleration time series recorded by the monitoring system, the outputs, even if still shaped as time series, do not represent the history of the actual structural response any more: They are the so-called features extracted from the input channels. In concrete terms, the tasks performed by the CL are the subdivision of the inputs into data sequences, whose length determines the receptive field and the multiplication of each data sequence by a filter; the output of each filter is called feature map. As the goal of stacking several CLs is to lead to non linear transformations of the input channels, the overall effect is to make the classes linearly separable [27].

A BN layer is introduced after each CL to address the possible issues related to the vanishing/exploding gradients experienced with DL [28]; for the same reason, the ReLU activation function is preferred to saturating ones [29]. The softmax activation layer finally performs the classification task, estimating the probability that one input channel belongs to a class, or damage scenario.

The NN training consists in the minimization of a loss function. For classification purposes, the commonly adopted loss function is the cross entropy. According to a standard procedure, part of the instances in the dataset (training set) are exploited to train the NN by back-propagating the classification error; a validation set is next employed to test the NN generalization capability and, possibly, to interrupt the training in case of overfitting. A test set is finally employed to verify the prediction capabilities of the trained NN.

The NN hyperparameters, on top of all the dimensions of the kernels and the number of feature maps, have been set according to the following. The number of filters to be adopted depends on the complexity of the classification task. Increasing the number of filters beyond a certain problem-dependent threshold has no effect on the prediction capabilities of the NN, but risks like overfitting of the training dataset can arise. Hence, we have kept $N_1 = N$, $N_2 = 2N$, and $N_3 = N$ as filter sequence and verified that by increasing $N$ beyond $N = 16$ the NN performance does not get affected.

3. Elastodynamics and Model Order Reduction

The dataset construction requires the evaluation of the building response for multiple inputs. From a mathematical point of view, such multiple evaluation is equivalent to reconstructing the high-fidelity solution set. To reduce the computational burden, the RB method has been exploited to provide a fast and reliable evaluation of the input-output relationship, thus approximating the high-fidelity solution through a set of RB functions [14]. To construct the RB solution space, a set of high fidelity solutions, called snapshots [15], have been collected by evaluating the structural response for a number of parameter sets chosen according to, e.g., the latin hypercube sampling or sparse grid techniques. The RB functions are then generated by orthonormalization of the snapshots with respect to a suitable scalar product.
Focusing finally on the parametrization of the elastodynamic problem, structural damage has been accounted for via non-homogeneity of the material stiffness, which features an explicit dependence on the placement. To build the dataset for the training of the classifier, the number of damage scenarios has been fixed as finite. This set has to cover data, like the most probable regions where a reduction in stiffness is expected to take place, to be chosen on the basis of a statistical analysis of the structural behavior.

4. Numerical Results

To start assessing the performance of the proposed approach, a cantilever beam of length \( L = 4 \text{ m} \) and with an IPE 200 cross-section has been considered. The beam is made of steel, with a density \( \varrho = 7800 \text{ kg/m}^3 \). A schematic representation of the problem is reported in Figure 1: vibrations of the cantilever are due to a surface load \( g^3 \), assumed constant over \( x \) and with a sinusoidal variation in time.

![Figure 1. Schematic representation of the cantilever beam problem.](image)

To mimic a space-varying damage pattern, the domain \( \Omega \) has been subdivided into four subdomains \( \Omega^r \), with \( r = 1, \ldots, 4 \), of equal size and wherein the Young's modulus has been assumed to be constant. In the dataset construction, uncertainties have been taken into account through a parametrization of the loading condition (regarding both its amplitude and frequency) and of the damage distribution or variation of the current structural stiffness. Modeling and damage uncertainties must be therefore addressed by associating probabilistic distributions to characterize the variability of the geometric, material and loading properties. Specifically, uniform constrained distributions have been adopted for the amplitude and frequency of the distributed load. Regarding instead the damage uncertainty, five damage scenarios (baseline undamaged state, plus the four cases characterized by one single subdomain damaged) have been allowed for with the same probability: in all the damage scenarios, a stiffness reduction by 25% has been enforced in a single subdomain.

The FCN has been trained with 20,480 beam responses, each one lasting 1.2 s and recorded with a sampling rate of 667 Hz. The deflection at the points on the top surface of the cantilever located at the interface between adjacent domains \( \Omega^r \), has been specifically recorded. Each damage scenario has been simulated 4096 times through a ROM of the structure, which enabled to take into account 12 modes only in place of the 1002 degrees of freedom of the high-fidelity finite element (FE) model of the cantilever. Figure 2 shows the evolution of the training and validation loss for the training dataset. In these plots, the iteration number accounts for the epochs as well as for the batch size: if the dataset is composed by 100 instances and a batch size of 10 instances is adopted, after the first epoch the iteration number then amounts to 10. Once trained, the FCN has been tested on 320 cases generated via the FE model: Figure 3 collects the obtained results, shown via the confusion matrix summing up the classification output. Though accuracy is reported to be not homogeneous for all the test cases, a remarkable overall classification accuracy of 93.1% has been obtained.
Figure 2. Evolution of training and validation losses (a) and of training and validation accuracies (b).

Figure 3. Confusion matrix relevant to damage localization.

5. Conclusions

In this work, we have discussed a hybrid model- and data-based approach to the health monitoring of civil structures. To enhance the performance of the procedure and move towards real-time monitoring, the high-fidelity physical models of the structures have been replaced by reduced-order ones, still guaranteeing a target accuracy of the solution. Damage detection has been framed as a classification problem: A set of solutions featuring different damage patterns or scenarios have been considered, and environmental/loading variability has been also allowed for by stochastically varying the forcing terms. Deep learning has been finally exploited to train the classifier of the damage state.

Results relevant to a cantilever beam, featuring four different possible damage scenarios, have been used to assess the remarkable accuracy of the proposed method, basically stemming from the hybrid approach.

In future works, the capability of the SHM strategy will be further assessed in complex real-life cases. The architecture of the neural network/classifier will be also investigated, in order to check the effects of the relevant hyperparameters and of the stacking of convolutional layers on the performance of health monitoring.
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