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Review of a matrix method used in optics of thin films for the calculation of reflectance, transmittance, absorptance, the electric field distribution inside the stack and the photonic dispersion considering the stack as perfect unidimensional crystals—Distributed Bragg mirrors—. We emphasize the discussion on transfer matrices and give an alternative approach with scattering matrices for the propagation of light as plane waves through a homogeneous layered system.

Thin films are present in diverse applications due to the effective control provided by advanced deposition and electrochemical techniques in the synthesis processes. Functional multilayer stacks offer a broad range of flexibility for their use in optical filters, antireflection coatings and Fabry-Pérot interferometers (1–4).

The transfer matrix method—TMM— reviewed here aims to help predicting the behavior of multilayer thin films structures in a given configuration. The TMM allows analyzing different thin film designs such as single films (5,6), Bragg mirrors—crystals—, quasicrystals—e.g. Fibonacci or Thue-Morse structures— according to reflection, transmission, absorption and electromagnetic field distribution (7,8). It proved to be useful to calculate the photonic dispersion—bands structure—for perfect crystals and to model porosity and thickness gradients (9). Optofluiddic techniques also take advantage of TMM studying the imbibition dynamics inside thin film nanostructures (10,11).

We focus on transfer matrices and discuss alternative equations with scattering matrix.

We present the thin film optical theory by steady state Maxwell’s equations for the propagation of light through a system of multilayers, assuming the following hypothesis (12):

• An optically isotropic medium describes the mass of a thin film, characterized by an index of refraction \( N \in \mathbb{C} \).
• A plane separates two consecutive media with different index of refraction.
• The variation of the index of refraction occurs in the direction normal to the multilayer structure—normal inhomogeneity—.
• Two planes define a layer in the propagation axis. The other dimensions of the layer extend to infinity.
• The magnitude of the thickness of a layer is in the order of the wavelength of the incident light.
• The incident wave is plane, monochromatic and linearly polarized (p or s) respect to the plane of incidence.

Consider the following physical aspects that the TMM ignore, but they exists (12):

• Dispersion of absorption of light caused by polycrystalline structures of evaporated thin films.
• The roughness of the substrate and planes—interfaces—dividing the layers.

• Anisotropy due to internal structures of the material.
• Temporal dependence of the index of refraction and thickness—e.g. aging effects—.

To study the reflection and transmission of the electromagnetic radiation of a multilayer stack, we consider one-unidimensional structures alternating layers with different indexes of refraction in any order—Fig. 1—. Assuming a wave traveling from \(-x\) to \(+x\) reflecting at each interface and refracting at each layer of a system composed by \(M\) layers, where the wave pass through the last layer experimenting refraction only. These conditions define the dielectric structure as follows:

\[
N(x) = \begin{cases} 
N_0, & x < x_1, \\
N_1, & x_1 < x < x_2, \\
\vdots & \vdots \\
N_M, & x_{M-1} < x < x_M, \\
N_{M+1}, & x_M < x,
\end{cases}
\]

where \(x_l\) is the position at interface \(l\). Maxwell’s equations...
for a linear, non-dispersive, homogeneous, isotropic and without free charges medium read
\[ \nabla \times \mathbf{E} = \varepsilon \frac{\partial \mathbf{E}}{\partial t}, \quad \nabla \cdot \mathbf{H} = 0, \]
\[ \nabla \times \mathbf{H} = -\mu \frac{\partial \mathbf{E}}{\partial t}, \quad \nabla \cdot \mathbf{E} = 0, \]
where \( \varepsilon \) and \( \mu \) are the electric permittivity and magnetic permeability of the material, respectively —for dielectric media, \( \mu = 1 \). We can write the plane wave solution\(^1\) to these equations as follow\(^15,16\):
\[
\mathbf{F} = \mathbf{F}_0 \exp[i(q \cdot \mathbf{r} - \omega t)],
\]
where \( \mathbf{F} \) is the amplitude of the field \( \mathbf{F} = \mathbf{E} \) for p-waves (TM) or \( \mathbf{H} \) for s-waves (TE) —, \( \mathbf{q} = \hat{\mathbf{x}} q_x + \hat{\mathbf{y}} q_y + \hat{\mathbf{z}} q_z \) is the wavevector propagation in the medium and \( \mathbf{r} = \hat{\mathbf{x}} x + \hat{\mathbf{y}} y + \hat{\mathbf{z}} z \) is the position vector. The wavevector \( q_x^2 = q^2 - q_y^2 = q^2 (1 - \sin^2 \theta) = q^2 \cos^2 \theta \), where \( q_j = q_0 \sqrt{\varepsilon_j \mu_j} = q_0 N_j \), and \( q_0 = \omega / c = 2 \pi / \lambda \) is the wavevector in free space\(^6\). For a steady state problem, we can simplify Eq. (2) as a linear combination of waves traveling to \(-x\) —regressive waves— and to \(+x\) —progressive waves—\(^15\):
\[
\mathbf{F}(x) = \mathbf{F}^+ (x) + \mathbf{F}^- (x) = \mathbf{F}_0^+ \exp[iq_j x] + \mathbf{F}_0^- \exp[-iq_j x].
\]
We orient the set \( \mathbf{E}, \mathbf{H}, \mathbf{q} \) for the incident and reflected waves in such a way that for normal incidence both polarization produce the same results respect to the phase vector \( \mathbf{E}^\perp(12) \): a change in the axis containing \( \mathbf{H} \), keeping the axis containing \( \mathbf{E} \) unchanged after reflection. The orientation of the set remains unaltered in the refracted wave respect to the incident wave —Fig. 2—.

The optical theory of multilayers consists in repeating the boundary conditions of a simple plane dividing two media, coherently coupling the consecutive boundaries affected by the phase changes applied to the progressive and regressive waves. We can write the boundary conditions taking the tangential components of the electromagnetic fields, \( \mathbf{E}^\perp_{\text{tan}} = \mathbf{H} y \) and \( \mathbf{H}^\perp_{\text{tan}} = \mathbf{E} \), since they conserve at each side of an interface\(^15,17\), employing progressive and regressive waves.

\[ \mathbf{E}_{\text{tan}}(x) = \mathbf{E}^\perp_{\text{tan}}(x) + \mathbf{E}^\perp_{\text{tan}}(x) = \mathbf{E}^\perp_{\text{tan}}(x) + \mathbf{E}^\perp_{\text{tan}}(x), \]

where \( s = \cos \theta / \zeta \). Taking the cross vector of \( \hat{n} \) by (5a) and using (9), the new system reads:
\[
s_j \mathbf{H}^\perp_{j+1} = s_j \mathbf{H}^\perp_j - s_{j+1} \mathbf{H}^\perp_{j+1} - s_j \mathbf{E}^\perp_{j+1} + s_{j+1} \mathbf{E}^\perp_{j+1}.
\]

\[ \mathbf{E}^\perp_{\text{tan}}(x) = \mathbf{E}^\perp_{\text{tan}}(x) + \mathbf{E}^\perp_{\text{tan}}(x), \]

\[ \mathbf{H}^\perp_{\text{tan}}(x) = \mathbf{H}^\perp_{\text{tan}}(x) + \mathbf{H}^\perp_{\text{tan}}(x). \]

\[ \mathbf{E}^\perp_{\text{tan}}(x) = \mathbf{E}^\perp_{\text{tan}}(x) + \mathbf{E}^\perp_{\text{tan}}(x), \]

\[ \mathbf{H}^\perp_{\text{tan}}(x) = \mathbf{H}^\perp_{\text{tan}}(x) + \mathbf{H}^\perp_{\text{tan}}(x). \]
where the negative sign of the last equation is due to that \( H \) relates to \( E \) through \( -\hat{n} \) for the regressive character of the wave.

We define the characteristic matrix of a layer \( j \) by

\[
\Gamma_j = \begin{bmatrix} 1 & 1 \\ s_j & -s_j \end{bmatrix} \quad \text{s-wave},
\]

\[
\Omega_j = \begin{bmatrix} s_j & -s_j \\ 1 & 1 \end{bmatrix} \quad \text{p-wave},
\]

where \( \Gamma_j \Omega_j^{-1} = I \), the identity matrix. Thus, systems (8) and (10) in matrix form read:

\[
\Gamma_{j-1} \begin{bmatrix} \tilde{F}^+_j \\ \tilde{F}^-_j \end{bmatrix} = \Gamma_j \begin{bmatrix} \tilde{F}^+_{j-1} \\ \tilde{F}^-_{j-1} \end{bmatrix}, \quad \Omega_{j-1} \begin{bmatrix} \tilde{F}^+_j \\ \tilde{F}^-_j \end{bmatrix} = \Omega_j \begin{bmatrix} \tilde{F}^+_{j-1} \\ \tilde{F}^-_{j-1} \end{bmatrix},
\]

or

\[
\begin{bmatrix} \tilde{F}^+_j \\ \tilde{F}^-_j \end{bmatrix} = \Delta_{j-1,j} \begin{bmatrix} \tilde{F}^+_{j-1} \\ \tilde{F}^-_{j-1} \end{bmatrix}, \quad \Delta_{j-1,j} = \Gamma_{j-1}^{-1} \Omega_j.
\]

Equation (13) describes the relation between the incoming and outgoing fields at the interface \( j \), where \( \Delta \) is the transfer matrix\(^{(15)} \)—also called transformation or refraction matrix\(^{(12)} \)—that satisfies the relation \( \det \{ \Delta_{j-1,j} \} = s_j / s_{j-1} \). After crossing the interface \( j \) the wave propagates certain distance until the next interface \( j+1 \). The distance between these two consecutive interfaces equals the thickness of the layer \( j, d_j \). The progressive and regressive waves, according to (4), are:

\[
\begin{align*}
\tilde{F}^+_j(x_t = 0) &= \tilde{F}^+_j, \quad \tilde{F}^-_j(x_t = 0) = \tilde{F}^-_j, \\
\tilde{F}^+_{j+1}(x_t = d_j) &= \tilde{F}^+_{j+1} \exp(iq_x d_j), \\
\tilde{F}^-_{j+1}(x_t = d_j) &= \tilde{F}^-_{j+1} \exp(-iq_x d_j).
\end{align*}
\]

Combining (14a) with (14c) and (14b) with (14d) we have:

\[
\begin{align*}
\tilde{F}^+_j(0) &= \tilde{F}^+_{j+1}(d) \exp(-iq_x d_j), \\
\tilde{F}^-_j(0) &= \tilde{F}^-_{j+1}(d) \exp(iq_x d_j).
\end{align*}
\]

A general expression results writing the previous equations in matricial form:

\[
\begin{bmatrix} \tilde{F}^+_j \\ \tilde{F}^-_j \end{bmatrix} = \begin{bmatrix} e^{iq_x d_j} & 0 \\ 0 & e^{-iq_x d_j} \end{bmatrix} \begin{bmatrix} \tilde{F}^+_{j+1} \\ \tilde{F}^-_{j+1} \end{bmatrix} = T_j \begin{bmatrix} \tilde{F}^+_{j+1} \\ \tilde{F}^-_{j+1} \end{bmatrix},
\]

where

\[
\varphi_j = q_x d_j = \frac{2\pi}{\lambda} N_j d_j \cos \theta_j
\]

is the phase shift angle experimented by the wave after crossing the layer \( j \). \( T_j \) is the propagation\(^{(9)} \) or phase\(^{(12)} \) matrix, which is unimodular: \( \det \{ T_j \} = 1 \).

Merging the matrices relating the fields at both sides of the interface and the propagation through a layer, we can compute the total matrix of a multilayer structure, using Eqs. (13) and (14) for a total number of \( M \) layers\(^{(12)} \):

\[
\begin{align*}
\begin{bmatrix} \tilde{F}^+_1 \\ \tilde{F}^-_1 \end{bmatrix} &= \Delta_{0,1} T_1 \Delta_{1,2} T_2 \cdots \\
\cdots \Delta_{M-1,M} T_M \Delta_{M,M+1} \begin{bmatrix} \tilde{F}^+_{M+1} \\ \tilde{F}^-_{M+1} \end{bmatrix}.
\end{align*}
\]

Taking the product of the r.h.s. of the last expression previous to the column vector, we define the total transfer matrix of the system, \( \Omega \), as follow:

\[
\begin{bmatrix} \tilde{F}^+_1 \\ \tilde{F}^-_1 \end{bmatrix} = \prod_{j=1}^{j=M} \Delta_{j-1,j} T_j \Delta_{j,j+1} \begin{bmatrix} \tilde{F}^+_{j+1} \\ \tilde{F}^-_{j+1} \end{bmatrix} = \Omega \begin{bmatrix} \tilde{F}^+_{M+1} \\ \tilde{F}^-_{M+1} \end{bmatrix}.
\]

The matrix \( \Omega \) relates the tangential components of the fields \( + \) and \( - \) at the extremes of the multilayer. We define the interference matrix \( \Phi_j \) for both polarization as \(^{(6,15,18)} \)

\[
\Phi_j = \Gamma_j T_j \Omega_j^{-1} = \begin{bmatrix} \cos \varphi_j & -(i/s_j) \sin \varphi_j \\ -i s_j \sin \varphi_j & \cos \varphi_j \end{bmatrix}.
\]

\( \Phi \) is unimodular and it relates to the transfer matrix of the system \( \Omega \) as follow\(^{(12,6)} \):

\[
\Omega = \prod_{j=1}^{j=M} \Phi_j = \prod_{j=1}^{j=M} \Gamma_j T_j \Omega_j^{-1} = \Gamma_0 \Omega_0^{-1} \psi \Omega_{M+1}.
\]

where \( \psi \) is the interference matrix of the system and establish the transformation of the incoming and outgoing tangential total fields in the system,

\[
\begin{align*}
\tilde{E}^+_1 &= \psi \tilde{E}^+_{M+1} \\
\tilde{E}^-_1 &= \psi \tilde{E}^-_{M+1}.
\end{align*}
\]

We can further use the matrix theory described until now to calculate the reflection, transmission and absorption spectra of the multilayer structure in terms of the transfer and the interference matrices. Expanding Eq. (20)

\[
\begin{align*}
\tilde{F}^+_1 &= \varphi_{1} \tilde{F}^+_{M+1} + \varphi_{1,2} \tilde{F}^-_{M+1} \\
\tilde{F}^-_1 &= \varphi_{2} \tilde{F}^+_{M+1} + \varphi_{2,3} \tilde{F}^-_{M+1},
\end{align*}
\]

the reflection \( \tilde{r} \) and transmission \( \tilde{t} \) Fresnel coefficients for both directions of incident light can be determined. Consider first the progressive waves, \( \tilde{F}^+_{M+1} = 0 \), i.e. after crossing the last layer, the wave does not undergoes any reflection. Then,

\[
\tilde{r}^+ = \tilde{F}^-_1 \frac{\tilde{F}^+_1}{\tilde{F}^+_{M+1}} = \frac{\varphi_{2,1}}{\varphi_{1,1}}
\]

\[
\tilde{t}^+ = \frac{\tilde{F}^+_{M+1}}{\tilde{F}^+_1} = \frac{1}{\varphi_{1,1}}.
\]

For regressive waves, \( \tilde{F}^-_{M+1} = 0 \), then

\[
\tilde{r}^- = \frac{\tilde{F}^+_{M+1}}{\tilde{F}^+_1} = \frac{\varphi_{1,2}}{\varphi_{1,1}}
\]

\[
\tilde{t}^- = \frac{\tilde{F}^-_{M+1}}{\tilde{F}^+_1} = \frac{1}{\varphi_{1,1}}.
\]

\( \Omega \) results from the product of \( \Delta \) and \( \Upsilon \), thus, \( \det \{ \Omega \} = s_{M+1} s_0^{-1} \), leading to the important relation\(^{(13)} \):

\[
\tilde{t}^- = \frac{s_{M+1}}{s_0} \tilde{r}^+.
\]

According to Eq. (22) we can relate the elements of \( \Omega \)
with those of $\Psi$

$$\omega_{1,1} = \frac{1}{2} \left( s_0 \psi_{1,1} + \psi_{2,1} + s_0 s_{M+1} \psi_{1,2} + s_{M+1} \psi_{2,2} \right)$$

$$\omega_{1,2} = \frac{1}{2} \left( s_0 \psi_{1,1} + \psi_{2,1} - s_0 s_{M+1} \psi_{1,2} - s_{M+1} \psi_{2,2} \right)$$

$$\omega_{2,1} = \frac{1}{2} \left( s_0 \psi_{1,1} - \psi_{2,1} + s_0 s_{M+1} \psi_{1,2} - s_{M+1} \psi_{2,2} \right)$$

$$\omega_{2,2} = \frac{1}{2} \left( s_0 \psi_{1,1} - \psi_{2,1} - s_0 s_{M+1} \psi_{1,2} + s_{M+1} \psi_{2,2} \right).$$

and then calculate the reflection and transmission coefficients as follow\(^{12,17}\):

$$\vec{r} = \begin{pmatrix} r_+ \\ r_- \end{pmatrix} = \begin{pmatrix} s_0 \psi_{1,1} - \psi_{2,1} + s_0 s_{M+1} \psi_{1,2} - s_{M+1} \psi_{2,2} \\ s_0 \psi_{1,1} + s_0 s_{M+1} \psi_{1,2} + \psi_{2,1} + s_{M+1} \psi_{2,2} \end{pmatrix},$$

$$\vec{i} = \begin{pmatrix} i_+ \\ i_- \end{pmatrix} = \begin{pmatrix} 2 \\ s_0 \psi_{1,1} + s_0 s_{M+1} \psi_{1,2} + \psi_{2,1} + s_{M+1} \psi_{2,2} \end{pmatrix}.$$

The expression for the reflectance and transmittance from the coefficients derived are:

$$R = \vec{r}^\dagger \vec{r}$$

$$T = s_0 s_{M+1} \vec{i}^\dagger \vec{r}^\dagger.$$

where $\dagger$ denotes the complex conjugate. Cisneros et. al explain that \((34)\) is valid when the last medium is non-absorbent\(^{15}\), although, a more general expression is proposed taking the real part, $\Re[s_{M+1}]$\(^{2}\). We do not include the absorbance in terms of the matrix elements, as it is simply calculated by $A = 1 - T - R$\(^{15}\).

There exists a direct relation between the absorption and the intensity of the field at any point inside the multilayer structures. Computing the electromagnetic field distribution allows to analyze important effects such as the damage induced by a laser radiation on the layers, in which the absorption transforms into incident heat energy\(^{14,19-22}\). The enhancement of the field inside Fabry-Pérot type cavities provoke an increase in the FTIR and Raman signals, which is useful to study intrinsically weak vibrational modes\(^{23}\).

We define normalized field distribution as follow\(^{14}\):

$$I = \frac{|\vec{F}(x)|^2}{|\vec{F}_t|^2},$$

where $\vec{F}(x)$ is the total field at the position $x$ inside the multilayer, and $\vec{F}_t$ is the incident field of the progressive wave, where $x = 0$ is the origin of the first layer in the stack. Since the wave travels towards $+x$, Eq. \((24a)\) establish that $\vec{F}_{M+1} = 0$, then $\vec{F}_+ = \omega_{1,1} \vec{F}_{M+1}$ for the first interface. The next step is to calculate the field as a function of the position $x$. A simple approach to do this is taking the product between the total matrix $\Psi$ by $\Xi = \Phi^{-1}$:

$$\Xi = \begin{bmatrix} \cos \vartheta_t & (i/s_t) \sin \vartheta_t \\ i s_t \sin \vartheta_t & \cos \vartheta_t \end{bmatrix},$$

where the elements vary for each position inside the multilayer through the phase shift angle $\vartheta_t$:

$$\vartheta_t = \frac{1}{\hbar} \left( \frac{2\pi}{\lambda} N_t d_t \cos \vartheta_t \right).$$

The constant $\hbar$ is the number of times we divide the phase shift angle to compute the electromagnetic field at the position $x \in [0, h \cdot M]$. Taking the product of $\Xi$ times the total $\Psi$,

$$G(x) = \left( \prod_{\ell} \Xi_{\ell} \right) \Psi,$$

determines the field at each position through

$$\vec{F}(x) = [g_{1,1}(x) + g_{1,2}(x) s_{M+1}] F_{M+1}^+,$$

where $g$ are the elements of the matrix $G$. The intensity ratio —Eq. \((35)\) — takes the final form:

$$I(x) = \frac{|g_{1,1}(x) + g_{1,2}(x) s_{M+1}|^2}{|\gamma_{1,1}|^2}.$$\(^{36}\)

A wave in a periodic system travels similarly to electrons in a crystalline solid. Hence, we can borrow the mathematical formulation for the band theory in solids and apply it to the electromagnetic propagation in periodic media, along with the concepts of Bloch waves, Brillouin zone and band-gaps. A binary —alternates two media with different index of refraction— periodic system resembles an unidimensional lattice invariant to translation operation. The relation between the waves amplitudes in a unit cell of a periodic multilayer is\(^{9}\):

$$\begin{bmatrix} \vec{F}_{1+}^+ \\ \vec{F}_{1-} \end{bmatrix} = \Lambda_{j,j+1} \Theta_{j+1 \rightarrow j+2} \begin{bmatrix} \vec{F}_{1+}^+ \Theta_{j+1 \rightarrow j+2} \end{bmatrix},$$

where $\Lambda$ is the translation operator in the unit cell. According to Bloch’s —Floquet— theorem a wave propagates in a periodic system in the form of\(^{14}\)

$$\vec{F}_K(x, z) = \vec{F}_K(x) \exp (iKx) \exp (iqz),$$

where $\vec{F}_K$ is periodic with period $\Lambda$, where $\Lambda$ —unit cell— results from adding the thicknesses of the two layers with different indexes of refraction gives the period:

$$\vec{F}_K(x + \Lambda) = \vec{F}_K(x).$$\(^{39}\)

The quantity to determine is the constant $K$, the Bloch wavevector. Rewriting condition \((39)\) in terms of Eq. \((4)\), results in

$$\begin{bmatrix} \vec{F}_{1+}^+ \\ \vec{F}_{1-} \end{bmatrix} = \exp (-i\Lambda) \begin{bmatrix} \vec{F}_{1+}^+ \Theta_{1 \rightarrow 2} \end{bmatrix}.$$\(^{40}\)

Combining Eqs. \((39)\) and \((40)\) we note that the Bloch wave satisfies the following eigenvalue equation:

$$U \begin{bmatrix} \vec{F}_{1+}^+ \\ \vec{F}_{1-} \end{bmatrix} = \exp (iK\Lambda) \begin{bmatrix} \vec{F}_{1+}^+ \\ \vec{F}_{1-} \end{bmatrix}.$$\(^{41}\)

The phase factor is the eigenvalue of the translation operator.
Scattering of incoming waves in terms of the scattering coefficients $t^{++}$, $t^{--}$, $r^{--}$ and $r^{+-}$.

Three regimes arise from Eq. (44). When
\[ \cos(KA) = \frac{1}{2} \left[ 2 \cos \varphi_1 \cos \varphi_2 - \left( \frac{s_1^2 + s_2^2}{s_1 s_2} \right) \sin \varphi_1 \sin \varphi_2 \right], \] (45)

where $\varphi$ is the phase shift angle from (18).

An alternative approach to the TMM formalism which is the scattering matrices method, defined as $X$ matrices (13,24). The base of this method is to express the outgoing waves from a scattering center as a function of the incoming waves —Fig. 4—. The scattering relations require the amplitudes to satisfy
\[
\begin{align*}
F_l^{++} &= t^{++} F_l^{++} + r^{--} F_l^{--} \\
F_l^{--} &= r^{--} F_l^{++} + r^{+-} F_l^{+-}.
\end{align*}
\] (46)

In matricial form the last equation reads:
\[
\begin{bmatrix}
1 & -r^{+-} \\
0 & t^{--}
\end{bmatrix} \begin{bmatrix}
F_l^{++} \\
F_l^{--}
\end{bmatrix} = \begin{bmatrix}
t^{++} & 0 \\
-r^{+-} & 1
\end{bmatrix} \begin{bmatrix}
F_l^{++} \\
F_l^{--}
\end{bmatrix}.
\] (48)

Inverting the matrix on the left of Eq. (48), results
\[
\begin{align*}
\begin{bmatrix}
F_l^{++} \\
F_l^{--}
\end{bmatrix} &= \begin{bmatrix}
t^{++} - r^{+-}(t^{--})^{-1}r^{+-} & r^{+-}(t^{--})^{-1} \\
-(t^{--})^{-1}r^{+-} & (t^{--})^{-1}
\end{bmatrix} \begin{bmatrix}
F_l^{++} \\
F_l^{--}
\end{bmatrix} \\
&= X \begin{bmatrix}
F_l^{++} \\
F_l^{--}
\end{bmatrix}.
\end{align*}
\] (49)

The expressions relating the transfer matrix with the scattering matrix at an interface results from the combination of Eqs. (13) and (49):
\[
\Delta = \begin{bmatrix}
t^{++} - r^{+-}(t^{--})^{-1}r^{+-} & r^{+-}(t^{--})^{-1} \\
-(t^{--})^{-1}r^{+-} & (t^{--})^{-1}
\end{bmatrix}^{-1}.
\] (51)

For a wave crossing an homogeneous layer the scattering matrix turns out to be:
\[
X = \begin{bmatrix}
e^{-i\varphi} & 0 \\
0 & e^{-i\varphi}
\end{bmatrix},
\] (53)

where $\varphi$ is the phase shift angle. Notice that this equation differs from that expressed by $T$ in Eq. (17).

We can summarize the main characteristics of the TMM as follow:

- Efficiently calculates the optical spectra of arbitrary ordered multilayer systems.
- Handle complex index of refraction denoting the gain or absorption for cases of negative or positive index of refraction. When the index is real it ideally behaves without dissipation of energy —lossless material—.
- The thicknesses of the layers can take any value. Although, we can expect incoherence effects.
- Suitable to calculate the distribution of the electric field throughout a multilayer stack.
- Assumes the plane perpendicular to the direction of propagation to be infinite, implicating that each layer extends infinitely in other dimensions. The incident and outgoing —substrate— media are semi-infinite.
- Calculates the fields in the structure propagating from one layer to the next one by matrix relations, making the computational cost dependable on the number of layers.
- Limited to waves traveling continuously without pulses of propagation, where finite difference techniques becomes useful.
- Handle dispersion relations for perfect crystals or periodic binary systems.
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