Long term prediction of rainfall in Andhra Pradesh with Deep learning
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ABSTRACT

Rainfall is the major concern for almost types of people in the society. It helps different types of people in the society in different means. For some people, it’s the source of providing drinking water. For others like farmers, it’s the source of their livelihood and for all other human beings too. As farmers grow the farm and rice will be produced for the human being to eat. As a whole, the rainfall plays a key role for almost all kinds of people living in the society. Prediction of this rainfall is always an interesting and useful news for any kind of people in the society. Especially for the government agencies, it’s a very useful source as based on predictions, the harvesting and storing of water could be prepared well in advance. It also plays a key role in the production of power or generation power with the help of water flow in dams and reservoirs. In the article, an attempt has been made to build a system that takes input of previous years rainfall data from dataset which was collected from the Meteorology department of Andhra Pradesh and predict the average amount of rainfall of upcoming months in a specific year. We have initially separated the available data into training and testing data sets and made a model. We had applied various statistical and machine learning approaches like the linear model, Support Vector Machine algorithms etc. in predicting the results, along with a Neural Network model and made analysis over various approaches and compared their results with actual data. By these various approaches, the error of prediction was minimized and increased the accuracy of results predicted by the model.
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INTRODUCTION

Agriculture is the backbone of the India’s work and economy (1). Most of the people who lives in rural India depends on the agriculture or agriculture was their main work and source of livelihood. The country depends mostly on agriculture and its related products development and usage. The provision of irrigation was getting developed slowly and it had become little faster than the previous decades. The sufficient number of irrigation projects are still not constructed or not available (2) farmers in the country. As a result, most of the water from rains will be passes to the sea and most of the water from rainfall could be used for agriculture and related sources. The prediction of rainfall is also one of the most important

Factors here to make the necessary arrangements for storing such rain water for both irrigation and for drinking water too. The saying a good and better (3) rainfall may give good storage of water for drinking and for agriculture too in the country.

The necessary of predicting the rainfall was very (4) serious due to several reasons. For a country like India where every few water storage capacities are available and most of the rural India depends on rain for drinking water. The information related to rainfall is always a good and interesting news for almost all types of people living in rural India. The economy and employment for rural India mostly depends on agriculture where they will produce most of the food and related crops to make feed to the other societies in the country. Hence, the prediction of rainfall is always a good work we felt and very few works were available in providing such information. The productivity (5) of the
crop also depends on the water available in ground and similarly the rainfall to be taken place during its growth of crop.

The other important factor to be noted was that the power generation was also another important factor to be considered for the rainfall prediction. As the rains are good, more amount of water was stored in reservoirs where the hydroelectricity was being generated with very low cost compared to other types of thermal and other sources of power generation. In the current work, a comparison between the various algorithms to minimize the error rate had performed. By taking the input of 100 years of rainfall data from Indian Meteorological Department (IMD) and applied various statistical, Data Preprocessing and Machine learning approaches. By using the previous data sets and the pattern of the rainfall to provide the most accurately predicted rainfall as a long-term forecasting. The data of Andhra Pradesh is taken to predict the average rainfall by separating data into training and testing. We have compared using classification algorithms like (Support vector machine (SVM), Linear Regression.) and analyzing monthly and yearly amount of rainfall in a specific location.

As the data needs to be processed for better results and for better predictions, the data set needs to be made for two purposes. The data was made to work as training purpose and for the testing of data. This phenomenon had done to evaluate the models which were considered with the help of machine learning algorithms. The dataset which was considered for training covers almost 75% f the data available in the dataset and the remaining 25% of data will from the dataset will be used for testing purpose f the model one the model was built successfully. The dataset was preprocessed by removing any unwanted data or any data errors presented in the dataset before using for the implementation. The values related to the rainfall were clustered by using the clustering algorithm and the states of the rainfall was noted as various stats like the actual rainfall state, predicted state of rainfall and submitted to the model for further training purpose of the model. In general, the Histogram formation was considered here and for the same histogram both regression and classification had used for better results. The major advantage with this step will be achieved was that the computation complexity will be reduced a lot. The process continues until with a status had reached. The status might be two types like the model reaches an error which could be an acceptable error or the threshold had crossed by the iterations count in the model. The artificial neural network model also implemented and tested for the generation of better results.

As a whole, three of the approaches may be used within the framework of a real time forecasting system, though with different levels of reliability. For better understanding of the problem, an example had provided as follows:

For example

Input
Prediction year, and month. (It undergoes the all-classification algorithms and data preprocessing techniques).

Output
Predicted amount of rainfall in mm (millimeters) (the comparison of algorithms in the result e.g. the prediction accuracy of neural network is 77.17%, SVM is 32.5% and linear model is 48.8% as per considering a year).

So, we finally consider neural network is performing the better result than remaining models.

LITERATURE SURVEY

Several authors had considered the problem of rainfall prediction with the help of different models. Some of those models are,

In (11), had discussed about the rainfall prediction. They had used various combined preprocessing techniques for cleaning the dataset before being implemented the actual processing of the dataset. They had used the feed forward neural network model for the prediction of rainfall. The results generated are shown in the tables for better understanding of the performance of the model considered here.

In (12) had developed and discussed about the rainfall prediction system based on the local data in Japan. They had collected the dataset of rainfall from the local Japan Meteorological department for analyzing the data for predicting the rainfall. They had used the neural network model to forecast rainfall. The data was a local dataset which had considered and results displayed in the form of tabular and graphical representations.

In (13) had developed and discussed about a hybrid model of using the machine learning techniques to predict the weather. They had used several machine learning techniques for the same to process and analyze the results. The results had tabulated and presented in a well-organized manner. C. Z. Basha ET. al. (4) also developed and discussed about the prediction of rainfall. They had used the neural network model to analyze and predict the rainfall.

In, (14) had considered several models and machine learning techniques for the prediction of rainfall. They had used various new approaches and techniques to enhance the performance of the model for the prediction. They had also used some forecasting techniques such that to predict the rainfall in an earlier time to make the people alert. Kaushik Dutta et.al. (6) had developed a model through which the prediction of rainfall could be predicted. The model was equipped with machine learning algorithms and other data mining techniques such that to make the prediction model more accurate and more efficient. The results generated are compared with the precious models which were already developed and current model had good improvement in the performance when compared with the previous models.

In (15) had developed a model through which the rainfall can be predicted in the Queensland area of Australia. They tried to forecast the rainfall in this area by using the artificial neural network models.
(16) had discussed and developed a model to predict the rainfall. He used the model of rainfall prediction with the help of time series model. He also used the multilayer perceptron network model such that to predict the rainfall. The results are very encouraging and the current model’s performance was compared with that of the other previous existing models. The model performance was very good when compared with the other existing models.

From all those above various works considered, the identification of rainfall was not same all the time and also the identification of rainfall various from time to time and also location specific. The amount of rainfall might take places may change from place to place. As a result, we cannot assume the same method or same model may process the better results with different locations. The rainfall prediction might depend on different types of features like the type of soil, environmental conditions etc. As a result, we need to predict the rainfall at various locations by considering the local atmospheric and environmental conditions too. Very few works had observed in rainfall prediction using the linear regression models, machine learning algorithms and the convolutional neural network models. As a result, in our current we tried to identify, predict and analyze the data by using the models like the Linear Regression Model, SVM algorithm and the Convolutional Neural Network models. As we had already discussed, the identification rainfall prediction based on location specific and depends of environmental conditions, we had chosen the area of which the prediction had to be identified was the Andhra Pradesh State of India. Where there is a huge difference of rainfall in different areas in the state of Andhra Pradesh.

**Proposed System**

Our proposed model predicts the long-term average amount of rainfall in Andhra Pradesh by considering the previous big data taken from India Meteorological Department. Our model also overcomes the problem of inconsistency of data along with low error rate in predictions. Rainfall prediction poses right from the ancient times as a big herculean task, because it depends on various parameters to predict. The Models for monthly rainfall prediction in which we evaluations, the anticipated models were compared by using Machine learning, Data preprocessing techniques like Artificial neural networks (ANN), classification algorithms such as (SVM, Linear regression.) to predict. The present research is focused on using the previous data sets and the pattern of the rainfall to provide the most accurately predicted monthly and yearly rainfall as a long-term forecasting.

**ALGORITHMS USED IN THE CURRENT MODEL**

Some of the algorithms or the techniques used in the current work to predict the rainfall are discussed here like,

**Linear Regression**

Linear regression is a supervised learning technique which comes under the model of machine learning algorithms. The regression task is being performed by this model. Several other types of regression techniques are available like the logistic regression etc. Basically, this regression had evolved or taken from the Statistics and being used in the Machine learning. In other words, this regression was borrowed from the statistics and being used in machine learning based problems. These regression model types vary from data to data based on the type of data like the dependent or independent data points. They also differ based on the relationship between the dependent and independent variables. In general, these models count the number of independent variables is used in the designed or executing model for better results (9).

In general, the machine learning models always tries to work on reducing the error in the data and tried to increase the more accurate predictions. These two things are interrelated to each other. As errors in the data of a dataset are less, the results expected from the dataset might give better output as a result the accuracy of the model could be enhanced a lot. This linear regression mode works to identify a relationship between more input variables and a single output variable.

**Support Vector Machine Algorithm**

The support vector machine algorithm is also one of the supervised learning model-based algorithms. This algorithm is also mainly used for the classification type of problems. Once two sets of data have been given to this algorithm as an input, the next level type of data will be predicted by this algorithm. It mainly works on two terms namely the hyper plane and the support vector. In general, the hyper planes are considered the points of data through which the data can be classified. The other points are the support vectors are other type of data points which lies very closer to these hyper planes and tried to influence the orientation and position of these hyper planes (10).

**Convolutional Neural Networks in Keras**

A convolutional neural network is a deep learning-based algorithm which could be used for the prediction of new data labels from the existing previous data. The normal working of a convolutional algorithm that it takes an image as input and processes it. The weights or the importance will be assigned for the various labels or the various locations on the image based on the importance. This assignment may vary from one point to the other point. The data needs to be pre-processed for analyzing and yielding better results in any case. But, in the case of this CNN models, the early pre-processing of much data is not required. The filters for filtering the data also embedded in these models such that to get the better results from the models considered.

The entire process of the current model works on two stages and those are the training and testing of the dataset chosen for the prediction of rainfall and the second phase was the fitting of the model and evaluates the model for getting the accurate results.

**DESIGN AND IMPLEMENTATION OF THE MODEL**

For predicting the rainfall at various locations, different strategies had followed by various authors. From the literature we had
understood that the prediction of rainfall and the conditions to be considered for the prediction might vary from location to location. The points on which the rainfall may depend like the type of the land or the soil, the climatic conditions, temperature and other environmental based conditions. As a result, several works of the authors had considered the database of rainfall of previous years from local government agencies for accurate and useful predictions. In the current work also, we had collected the dataset of rainfall for the last 100 years belongs to the state of Andhra Pradesh of India. This state comprises of three types of areas which varies in both type of lands and climatic conditions.

Among three regions of the Andhra Pradesh state, one was the “Coastal Region” which was full of agricultural lands and full of ground water. The land here was the very fertile land the farmers here will grow the rice twice in a year. The other part of the State was the “Uttar Andhra” which was very under developed and heavily cyclone hit areas. The people live here in this area always sees nearly one to two cyclones crossing thee districts every year. The land here also fertile land. The third part of the State was the “Rayala seema Region”, where the rainfall was very low. In some years, this region had got the very less rainfall in entire country also. The average rain fall of this region was less than the entire average of India’s rainfall. So, this made us to select this state of Andhra Pradesh to predict the rainfall as there is a diverse type of rainfall was noted in realistic conditions and people are very affected with this less amount of rainfall.

In order to use the current application for farmers any other normal person of a society, a user interface had been developed and provided for better utilization. The user interface had shown at figure 1.

**Purification of fungal sample**

Acetone purification done in dialysis membrane and this purified sample were taken after 24 hour incubation as shown in Figure 1.

![Figure 1: The home page of user interface for the current application](image1.png)

The workflow or the model diagram of the current work considered here was sown at figure 2.

The entire work in the current model had processed in two phases. The first phase was the collection of datasets and passes the dataset for pre-processing. In the stage of preprocessing the data, the errors in the data of the dataset or the values with missing values are identified and corrected in the first phase of the dataset. Similarly, if any unwanted data also present in the dataset also cleared in this stage. Then, the dataset was processed by using the chosen algorithm in the model and the results will be generated as per the model’s output.

![Figure 2: The architecture model of the proposed work](image2.png)

The working of the current model was shown above at figure 2 in detail. The rainfall data which was collected from the meteorological department for the last 100 years was fed to the model. The dataset given to the model was pre-processed and the data forwarded for the further analyzing and results generation. Then, the dataset will enter to the phase of feature selection. Here some of the important features to be considered here are like the area of the location where the rainfall needs to be identified or predicted and other related features. After the feature selection process had completed, the work will be classified into two parts namely the training of data and the testing of the data. In the phase of training the data, the CNN model was used and the training phase will be completed for the model and then the model was built and the accuracy of the model built will be arrived. The testing of the model also implemented and the results will be generated for further processing to identify the accuracy of the model. From this phase, the output of the predicted rainfall will be displayed as output. The output may be considered here for two types namely the high accuracy and the low accuracy. If the accuracy of the model was high, the output is considered, if the accuracy is lee or low, then again, the model was running for further times and the result were generated.

The considered techniques like the linear regression models, Support vector machine algorithm and the convolutional neural networks models had implemented for the considered dataset for predicting the rainfall and the results and entire process had discussed as follows. For better understanding of the influence of each value of the dataset or some selected values a histogram had been generated such that to understand the frequency distribution of various set of values in a dataset occurs. In the current work also, a histogram had been generated and shown at figure 3 for the better understanding of the distribution of various values in the dataset with respect to the frequency distribution.

From the below histogram at figure 3, the distribution of rainfall for several months in a particular year had displayed. From the figure, it is understood that the rainfall had increased gradually in the
From the data available in the dataset, it is observed that the year of 1954 had the highest rainfall since last 100 years. This gives the highest rainfall since last 100 years as per the model built as an output. For better understanding of the model, the results and the rainfall had displayed in the form of a table for better understanding of the users.

From above figure 5, it is clear that if amount of rainfall is high in the months of July, August, September then the amount of rainfall will be high annually. It is also observed that if amount of rainfall in good in the months of October, November, December then the rainfall is going to be good in the overall year.

In order to verify and test the performance of the current model developed, the model had ran for the year 2005 to predict the rainfall and compared with the actual rainfall noted by the meteorological department of India.

The ground results and the models output results had compared for better understanding of the model and almost the model is performing not bad in rely with the actual data. Also we had chosen the year 1996 as a random year and tried to analyze the performance of the model with the three techniques considered here. The performance of the had presented at various figures like figure 7, 8 and figure 9.

The output of the model for rainfall prediction during the year 1996 and the actual rainfall noted with respect to the linear regression model had noted and shown at the above figure 7.

The output of the model for rainfall prediction during the year 1996 and the actual rainfall noted with respect to the support vector method algorithm had noted and shown at the above figure 8.

The output of the model for rainfall prediction during the year 1996 and the actual rainfall noted with respect to the CNN algorithm had noted and shown at the above figure 9.
The mean absolute error that had for the three models considered was shown at table 1 as,

| Algorithm                  | Mean Absolute Error |
|----------------------------|---------------------|
| Linear Regression Model    | 65.67941720064871   |
| SVM Algorithm              | 77.94353245327993   |
| Convolutional Neural Network| 51.45843444837714   |

From the above table 1, it is understood that the error rate for the three models had calculated and tabulated. The SVM algorithm is having the highest error rate when compared to the other two algorithms and the Convolutional neural network is having the least error rate from which we can get the best predictions. As the error rate is less, the predictions from the model might be good and expected from the actual rainfall being happen at the coming years or the coming months of the period.

**CONCLUSION**

In the current article an attempt had been made to develop a model by using the deep learning and machine learning techniques to predict the rainfall in the state of Andhra Pradesh in India. A simulation-based model was running with different algorithms and the results were presented in the implementation and results section.

During the simulation of the algorithms, in the graph some points were not forming cluster rather these points were away from the clusters and the straight-line distance (Euclidean Distance) was greater. This problem had found in some month’s data. As a result, the result was giving quite different value than the actual rainfall amount in that month. In other cases, the simulation results were closer value to the actual data of rainfall. The current article and work could help normal people and also the farmers whose farming depends mainly on the rainfall. The farmers may come to know about the possibility of rainfall long before it will take place and a huge number of disasters due to the heavy rainfall and flood will be shorten in future.
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