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We study electromagnetically induced interference at superconducting qubits. The interaction between qubits and electromagnetic fields can provide additional coupling channels to qubit states, leading to quantum interference in a microwave driven qubit. In particular, the interwell relaxation or Rabi oscillation, resulting respectively from the multi- or single-mode interaction, can induce effective crossovers. The environment is modeled by a multi-mode thermal bath, generating the interwell relaxation. Relaxation induced interference, independent of the tunnel coupling, provides deeper understanding to the interaction between the qubits and their environment. It also supplies a useful tool to characterize the relaxation strength as well as the characteristic frequency of the bath. In addition, we demonstrate the relaxation can generate population inversion in a strongly driving two-level system. On the other hand, different from Rabi oscillation, Rabi oscillation induced interference involves more complicated and modulated photon exchange thus offers an alternative means to manipulate the qubit, with more controllable parameters including the strength and position of the tunnel coupling. It also provides a testing ground for exploring nonlinear quantum phenomena and quantum state manipulation, in not only the flux qubit but also the systems with no crossover structure, e.g. phase qubits.

PACS numbers: 85.25.Dq, 03.67.Lx, 32.80.Xx, 42.50.Hz

I. INTRODUCTION

As controllable artificial atoms, superconducting Josephson devices provide new insights into the fundamentals of quantum mechanics and also hold promise for use in quantum information science as qubits. Recently, a large number of experiments associated with the strong driving have been performed such as Rabi oscillation in the multiphoton regime, Landau-Zener-Stückelberg (LZS) interferometry, and dressed states in a strongly driven two-state system. In a superconducting flux qubit, when the external flux bias \( \Phi \approx 0.5 \Phi_0 \), the classical potential energy has a double well structure parameterized by \( \Phi' = \Phi - 0.5 \Phi_0 \) and the kinetic part of Hamiltonian provides quantum tunnel coupling \( \Delta \) between two wells. In the millikelvin temperature \( \sim 10 \) mK, energy-level quantization emerges and the states localized in each well are separated by the energy intervals on the order of the plasma frequency \( \omega_p \), which is usually much larger than \( \Delta \). The two lowest states in each well, |0\rangle and |1\rangle, form an effective two-level system (TLS), which can be manipulated by application of microwave pulses. If the external control parameter is changed so that the qubit traverses the crossover, a non-adiabatic transition between two states occurs. This transition is known as Landau-Zener (LZ) transition. When the qubit is subjected to a strong periodic microwave field, consecutive LZ transitions between two states at the crossover may result in LZS interference, which has been realized in two-state systems (TLSs) such as superconducting qubits.

In this article, different from LZS interference, we study the strongly microwave driven qubit in the presence of additional electromagnetic interactions based on the general theories of TLSs. The interactions between qubits and electromagnetic fields provide additional coupling channels to qubit states, which will detour the evolution path to lead a new interference. We name the new interference as electromagnetically induced interference (EI). We choose two typical electromagnetic systems: (i) a thermal bath with multi-mode electromagnetic fields and (ii) a weak single-mode field, to discuss interesting phenomena and applications.

In practice, superconducting qubits inevitably couple with electromagnetic environments which can often be described as a multi-mode thermal bath of harmonic oscillators, experiencing dephasing and energy relaxation simultaneously. Both processes contribute to decoherence which may hinder qubit performance in solid-state quantum systems. In general, the bath couples to the qubit longitudinally, causing the dephasing related with the environment property at low energies \( \ll \omega_p \). The transverse interaction between the qubit and bath produces the interwell relaxation between two lowest qubit states. Here we present a microscopic model, in which the relaxation induced coupling contributes to asymmetrical transitions to form interferences, i.e. relaxation induced interference (RII), independent of \( \Delta \) under the strong driving. In previous works, RII is usually overlooked and the interwell relaxation is described empirically, while RII always exists and interacts with the primary LZS interference. Moreover, we show that the relaxation can generate population inversion in a strongly driven TLS through the interference, which violates the intuitive picture. The model presents deeper understanding to the effect of the environment. It also provides a useful tool for characterizing the interaction of qubits and environment, e. g., the relaxation strength and the characteristic frequency of the bath.

Since the interwell relaxation is determined by the environment and hard to manipulate, we turn to a more controllable case. Then we consider applying the weak monochrome longitudinal microwave field, which is always used to demonstrate Rabi oscillation and serve as a basic method to manipulate quantum states. Rabi oscillation can construct new controllable coupling channels which act as effective energy level crossover. As a result, the new interference, which we call Rabi oscillation...
induced interference, (ROII) is generated under the strong microwave field. The crossover produced by Rabi oscillation is fully tunable from the position to the strength. ROII offers an alternative way to operate qubits in the strongly driven region and the potential of further application in the time-dependent interference which can manipulate the qubit state on the Bloch sphere over short timescales. In addition, it also provides a testing ground for exploring nonlinear quantum phenomena and quantum state manipulation, in the general TLS containing no crossover structure, e.g. phase qubits.

The paper is organized as follows. In Sec. II, the basic models are introduced first. In Sec. III, through the perturbation theory, we calculate transition rates based on the relaxation induced coupling. Then we present a discussion about relaxation induced interference. In Sec. IV, we discuss the competition of two interferences where one is RII and another is the primary LZS interference. By tuning the relaxation strength and the characteristic frequency of environment bath, we show different interference patterns in saturated and unsaturated cases. Finally, we compare our model with the phenomenological relaxation theory. In Sec. V, we study Rabi oscillation induced interference in the presence of the weak monochrome field. Then we discuss new interference mechanism and its application in quantum state manipulation.

II. BASIC MODEL

We consider a periodically driven superconducting flux qubit with the two lowest states $|0\rangle$ and $|1\rangle$ in the right and left well respectively. (Fig. 1) As we drive the qubit with the microwave $\Phi_{ac} = \Phi_{rf} \cos \omega t$, where $\Phi_{rf}$ is the microwave flux amplitude, the time-dependent magnetic flux $\delta \Phi(t) = \delta \Phi_{dc} + \Phi_{ac}$ controls the qubit and the time-dependent energy detuning of states $|0\rangle$ and $|1\rangle$ can be described as $\varepsilon(t) = \varepsilon_0 + A \cos \omega t$. $\varepsilon_0 = (|m_1| + |m_0|)\delta \Phi_{dc}$ is the dc energy detuning of states $|0\rangle$ and $|1\rangle$, $A = (|m_0| + |m_1|)\Phi_{rf}$ is the microwave amplitude in the unit of magnetic flux, and $m_i = d\varepsilon_0(\Phi)/d\Phi$ is the energy-level slope of state $|i\rangle$. This qubit can be described by the Hamiltonian

$$H = -\frac{\Delta}{2}\sigma_x - \frac{\varepsilon(t)}{2}\sigma_z,$$

where $\sigma_x$ and $\sigma_z$ are Pauli matrices, $\sigma_z = |1\rangle\langle 1| - |0\rangle\langle 0|$ and $\sigma_x = |1\rangle\langle 0| + |0\rangle\langle 1|$. Firstly we consider the interaction of the qubit and the environment bath with a continuum of electromagnetic modes in equilibrium at temperature $T$ (Fig. 1). The

![FIG. 1: (Color online). (a). Schematic energy diagram of a flux qubit. The dotted curve represents the strong driving field $A \cos \omega t$. The field through the tunnel coupling $\Delta$ forms a LZS interference, exchanging photons with the qubit. (b). Quantum tunnel coupling exists between states $|0\rangle$ and $|1\rangle$. The interaction between a qubit and an electromagnetic system (such as the environment bath or a single-mode electromagnetic field) would form new couplings between the two states.](image-url)
Hamiltonian describing the interaction of the qubit and bath reads (we set $\hbar = k_B = 1$)
\begin{equation}
H = -\frac{\Delta}{2}\sigma_x - \frac{\varepsilon(t)}{2}\sigma_z - \frac{Q}{2}\sigma_z - \frac{\phi Q}{2}\sigma_x + H_B,
\end{equation}
where $H_B = \sum \omega_i(a_i^\dagger a_i + 1/2)$ is the bath Hamiltonian, $a_i^\dagger$ and $a_i$ denote the boson creation and annihilation operators corresponding to the frequency $\omega_i$ for the bath, $Q = \sum \lambda_i(a_i^\dagger + a_i)$ is the environment operator, and $\lambda_i$ expresses the oscillator coupling constant. $-\phi Q\sigma_x/2$ describes the transverse interaction between the qubit and the multi-mode fields (the interwell relaxation) that causes the energy exchange between the qubit and bath. $-Q\sigma_z/2$ describes the longitudinal interaction between the qubit and the multi-mode fields (the dephasing process) dominated by the low frequency energy from the bath. $\phi$ represents the transverse interaction strength. Here, we replace the conventional expressions with the noise operator model\cite{26,27,32,33,52}, where the environment noise is assumed to follow the Gaussian approximation. As a result all averages can be expressed by the spectral density
\begin{equation}
S(\omega) = \frac{1}{2\pi}\int_{-\infty}^{\infty} dt e^{i\omega t}\langle Q(t)Q(0) \rangle.
\end{equation}

Now we follow the process in Ref. 33. By taking an interaction picture with respect to $H_B$, the Hamiltonian is changed to
\begin{equation}
H_1 = -\frac{\varepsilon(t)}{2}\sigma_z - \frac{Q(t)}{2}\sigma_z - \frac{\Delta}{2}\sigma_x - \frac{\phi Q(t)}{2}\sigma_x,
\end{equation}
where $Q(t) = e^{iH_B t}Qe^{-iH_B t}$. Then we make a transformation to a rotation frame, such that a state vector $|\psi\rangle$ in the interaction picture can be expressed as
\begin{equation}
|\psi\rangle = U_0(t)|\psi\rangle',
\end{equation}
with
\begin{equation}
U_0(t) = T\exp\frac{i}{2}\int_0^t [Q(\tau) + \varepsilon(\tau)]d\tau,
\end{equation}
where $T$ expresses the time ordering and $|\psi\rangle'$ is the state vector in the rotation frame.

Here we get the effect Hamiltonian
\begin{equation}
H'(t) = -1/2\exp[-i\int_0^t \varepsilon(\tau)d\tau]\ [\Delta U^\dagger_+(t)U_-(t) + \phi U^\dagger_+(t)Q(t)U_-(t)]|1\rangle\langle 0| + H.c.
\end{equation}
where $U_{\pm}(t) = T\exp[\pm(i/2)\int_0^t Q(\tau)d\tau]$. Therefore, the time evolution operator in the laboratory frame can be expressed as
\begin{equation}
U_1(t_1, t_2) = e^{-iH_B t_1}U_0(t_1)U_V(t_1, t_2)U_0^\dagger(t_2)e^{iH_B t_2},
\end{equation}
\begin{equation}
U_V(t_1, t_2) = T\exp[-i\int_{t_2}^{t_1} dt' H'(t')].
\end{equation}

Then we obtain the total density matrix of the qubit system plus the bath at the time interval $t$
\begin{equation}
\rho_{SB}(t) = U_1(t, 0)\rho_{SB}(0)U_1^\dagger(t, 0).
\end{equation}

The system reduced density matrix is $\rho(t) = \text{Tr}_B[\rho_{SB}(t)]$, where $\text{Tr}_B[...]$ denotes the trace over the environmental degrees of freedom. When the system-bath interaction energy is small, we assume $\rho_{SB}(0)$ factors as a direct product $\rho_{SB}(0) = \rho(0) \otimes \rho_B$, where $\rho_B = e^{-H_B / \Gamma}$ is the density matrix of the bath.

### III. RELAXATION INDUCED INTERFERENCE

Due to the weak relaxation and tunnel coupling compared with the dephasing rate $\Gamma_2$, we consider the time interval $t$ within which the change of qubit population is slow, but $t$ is much larger than the dephasing time $T_2 = 1/\Gamma_2$. Then we make the approximation with $U_V(t, 0)$ by performing a perturbation expansion,
\begin{equation}
U_V(t, 0) \approx 1 - i\int_0^t dt' H'(t').
\end{equation}
Therefore, the system reduced density matrix can be expressed as

\[
\rho(t) = \text{Tr}_B[U_1(t, 0)\rho(0) \otimes \rho_B U_1^\dagger(t, 0)]
\]

\[
= \text{Tr}_B\left[\frac{1}{2}\int_0^t dt_1 \int_0^{t_1} dt_2 \left\{ [\Delta U_+^\dagger(t_1) U_-(t_1) + \phi U_+^\dagger(t_1) Q(t_1) U_-(t_1)] e^{-i\Delta t_1^2 \varepsilon(t_1) dr} |1\rangle\langle 0| + H.c. \right\} \rho(0) \otimes \rho_B \left\{ [\Delta U_+^\dagger(t_2) U_-(t_2) + \phi U_+^\dagger(t_2) Q(t_2) U_-(t_2)] e^{-i\Delta t_2^2 \varepsilon(t_2) dr} |1\rangle\langle 0| + H.c. \right\} \right].
\]

(10)

The strong dephasing makes the off-diagonal elements of \( \rho(t) \) decay completely, and hence we focus on the diagonal part of the density matrix. Then we assume the initial condition \( \rho(0) = |1\rangle\langle 1| \), and obtain \( \rho_{00}(t) \)

\[
\rho_{00}(t) = \frac{1}{4} \int_0^t dt_1 \int_0^{t_1} dt_2 \text{Tr}_B \left\{ [\Delta U_+^\dagger(t_2) U_-(t_2) + \phi U_+^\dagger(t_2) Q(t_2) U_-(t_2)] e^{-i\Delta t_2^2 \varepsilon(t_2) dr} |1\rangle\langle 0| \right\} \rho_B \left\{ [\Delta U_+^\dagger(t_2) U_-(t_2) + \phi U_+^\dagger(t_2) Q(t_2) U_-(t_2)] e^{-i\Delta t_2^2 \varepsilon(t_2) dr} |1\rangle\langle 0| \right\}
\]

\[
= \frac{1}{4} \int_0^t dt_1 \int_0^{t_1} dt_2 e^{i\Delta t_2^2 \varepsilon(t_2) dr} \left\{ \Delta U_+^\dagger(t_2) U_-(t_2) U_+^\dagger(t_1) U_-(t_1) \right\} \rho_B \left\{ \Delta U_+^\dagger(t_2) U_-(t_2) U_+^\dagger(t_1) U_-(t_1) \right\}.
\]

(11)

We can calculate the first two average terms in Eq. (11) by expanding \( U_\pm^\dagger(t) \) to the second order in \( Q(t) \), with

\[
\langle U_+^\dagger(t_2) U_-(t_2) U_+^\dagger(t_1) U_-(t_1) \rangle \approx \left\{ 1 + \frac{1}{2} \int_0^{t_2} dt_1 \int_0^{t_1} dt_2 \langle Q(t_2) Q(t_1) \rangle - \frac{1}{2} \int_0^{t_2} dt \langle Q(t) Q(t) \rangle \right\} + \langle U_+^\dagger(t_2) U_-(t_2) U_+^\dagger(t_1) U_-(t_1) \rangle \approx \langle Q(t_2) Q(t_1) \rangle
\]

(12)

(13)

Since the last two terms in Eq. (11) are neglected under the average approximation compared with the other two terms, we obtain

\[
\rho_{00}(t) = \frac{\Delta^2}{4} \int_0^t dt_1 \int_0^{t_1} dt_2 \langle U_+^\dagger(t_2) U_-(t_2) U_+^\dagger(t_1) U_-(t_1) \rangle \times e^{i\Delta t_2^2 \varepsilon(t_2) dr} \frac{\phi^2}{4} \int_0^t dt_1 \int_0^{t_1} dt_2 e^{i\Delta t_2^2 \varepsilon(t_2) dr} \langle Q(t_2) Q(t_1) \rangle.
\]

(14)

The first term in Eq. (14) has been discussed in Ref. 27, where

\[
\langle U_+^\dagger(t_2) U_-(t_2) U_+^\dagger(t_1) U_-(t_1) \rangle = \exp\left\{ \int \omega' S(\omega') \right\} \times e^{i\omega'(t_1-t_2) - \frac{1}{2} \sin \omega'(t_1-t_2) \cos \omega'(t_1-t_2) \omega^2}. \]

(15)

If the noise is frequency independent (white) in low frequency region \( \omega' \leq 2\pi \leq 1/t, S(\omega') \approx S(0) \), Eq. (15) can be integrated to yield

\[
\langle U_+^\dagger(t_2) U_-(t_2) U_+^\dagger(t_1) U_-(t_1) \rangle = e^{-\Gamma_2 |t_2-t_1|},
\]

(16)

where \( \Gamma_2 = \pi S(0) \). Then we focus on the second term in Eq. (14) which is related to the interwell relaxation. With the Bessel functions

\[
e^{i(A/\omega) \sin \omega t} = \sum_n J_n(A/\omega) e^{in\omega t},
\]

(17)

where \( J_n(A/\omega) \) are Bessel functions of the first kind, for the high frequency driving \( \omega \gg \Delta J_n(A/\omega) \), where \( n \) is the closest integer to \( \varepsilon/\omega \), we apply the rotating-wave approximation to make

\[
e^{i(\Delta/\omega) \sin \omega t - i(\Delta/\omega) \sin \omega t} \approx \sum_n J_n^2(A/\omega) e^{in\omega(t_1-t_2)},
\]

(18)
where we neglect the nonresonant terms with exponent oscillating quickly with high frequency comparing to the time scale of the dynamics \( t \sim 1/|\Delta J_n(A/\omega)| \). Hence we have

\[
\rho_{00}(t) = \frac{\Delta^2}{4} \int_0^t \int_0^t dt_1 \int_0^t dt_2 \sum_n J_n^2(A/\omega) e^{i(\varepsilon_0 + n\omega)(t_1 - t_2)} \langle U^+_n(t_2) U^-_n(t_1) U^+_n(t_1) U^-_n(t_1) \rangle + \frac{\phi^2}{4 \Gamma} \int_0^t \int_0^t dt_1 \int_0^t dt_2 \sum_n J_n^2(A/\omega) e^{i(\varepsilon_0 + n\omega)(t_1 - t_2)} \langle Q(t_2) Q(t_1) \rangle.
\]  

(19)

With the inverse Fourier transformation

\[
\langle Q(t_2) Q(t_1) \rangle = \int d\omega' e^{-i\omega'(t_2 - t_1)} S(\omega'),
\]

(20)

we find

\[
\rho_{00}(t) = \frac{\Delta^2}{4} \int_0^t \int_0^t dt_1 \int_0^t dt_2 \sum_n J_n^2(A/\omega) e^{i(\varepsilon_0 + n\omega)(t_1 - t_2)} \langle U^+_n(t_2) U^-_n(t_1) U^+_n(t_1) U^-_n(t_1) \rangle + \frac{\phi^2}{4 \Gamma} \int_0^t \int_0^t dt_1 \int_0^t dt_2 \int d\omega' \sum_n J_n^2(A/\omega) e^{i(\varepsilon_0 + n\omega + \omega')(t_1 - t_2)} S(\omega').
\]

(21)

For the time interval \( t \), which is much larger than the dephasing time, we extend the integration limits \( t \) to \( \infty \) and obtain

\[
\rho_{00}(t) = \frac{\Delta^2}{4} \int_{-\infty}^{\infty} d\tau \sum_n J_n^2(A/\omega) e^{i(\varepsilon_0 + n\omega)\tau - |\Gamma| |\tau|} + \frac{\phi^2}{4 \Gamma} \int_{-\infty}^{\infty} d\tau \sum_n J_n^2(A/\omega) e^{i(\varepsilon_0 + n\omega)\tau} \int d\omega' e^{i\omega' \tau} S(\omega')
\]

\[
= \frac{\Delta^2}{2} \sum_n \frac{\Gamma_2 J_n^2(A/\omega)}{(\varepsilon_0 + n\omega)^2 + \Gamma^2_2} + \frac{\phi^2}{4} \sum_n J_n^2(A/\omega) S(\varepsilon_0 - n\omega),
\]

(22)

where \( \tau = t_1 - t_2 \). Strong dephasing eliminates the off-diagonal elements of \( \rho(t) \) quickly and changes the density matrix equation to the rate equation. Considering the small time interval, i.e. \( \rho_{00}(t) t \sim 0 \), we have the rate equation

\[
\dot{\rho}_{00}(t) = W_{10} + \Gamma_{10},
\]

(23)

where quantum tunneling \( \Delta \) resulted Landau-Zener transition rate from state \(|1\rangle \) to \(|0\rangle \) is

\[
W_{10} = \frac{\Delta^2}{2} \sum_n \frac{\Gamma_2 J_n^2(A/\omega)}{(\varepsilon_0 + n\omega)^2 + \Gamma^2_2},
\]

(24)

and \( W_{01}(\varepsilon_0) = W_{10}(\varepsilon_0) \). For the strong low frequency noise with \( 1/\omega' \) spectral in low frequency part \( \omega' \ll 1/\tau \) in Eq. (15)\textsuperscript{22}, we can derive quantum noise resulted LZ transition rate from state \(|1\rangle \) to \(|0\rangle \) in a similar way

\[
W_{10} = \sqrt{\frac{\pi}{8} \frac{\Delta^2}{\Gamma_2}} \sum_n J_n^2(A/\omega) \exp\left(-\frac{[\varepsilon_0 + n\omega + \varepsilon_p(t)]^2}{2\Gamma^2_2}\right),
\]

(25)

and \( W_{01}(\varepsilon_0) = W_{10}(\varepsilon_0) \), where \( \varepsilon_p(t) = \int d\omega' S(\omega')(1 - \cos \omega' t) \), and \( \Gamma_2 = \sqrt{\int d\omega' S(\omega') \omega'}. \) It should be emphasized that Lzs interference has been discussed comprehensively in Ref. 27, as a result in order to focus on the physical picture of EII we will use Eq. (24) when LZ transition in Sec. III and IV is mentioned. On the other hand, seen from Eq. (23), the transition rate induced by the interwell relaxation from state \(|1\rangle \) to \(|0\rangle \) is

\[
\Gamma_{10} = \frac{\phi^2}{4} \sum_n J_n^2(A/\omega) S(\varepsilon_0 - n\omega),
\]

(26)

and \( \Gamma_{01}(\varepsilon_0) = \Gamma_{10}(\varepsilon_0) \). It is clear that the dephasing would not influence the transition in Eq. (26). In order to clarify the physical picture, we consider an important class of spectral densities\textsuperscript{39,40}

\[
S(\omega') = \frac{\alpha \omega' e^{-|\omega'|/\omega_c}}{1 - e^{-\omega'/T}}.
\]

(27)
The spectral density at negative (positive) frequencies corresponds to the emission (absorption) of photons to/from the bath. Generally, the spectral density describes the ability of energy exchange between the qubit and bath.

First of all we consider a special situation in Eq. (26), where the microwave amplitude \( A = 0 \), then Eq. (26) is changed to the downward and upward relaxation rates

\[
\Gamma_{01} = \frac{\phi^2}{4} S(\varepsilon_0), \quad \Gamma_{10} = \frac{\phi^2}{4} S(-\varepsilon_0).
\]

Seen from the form of \( S(\omega') \), the bath satisfies the Einstein relation with a larger downward relaxation rate

\[
\Gamma_{10}/\Gamma_{01} = e^{-\varepsilon_0/\omega c}
\]

\( \Gamma_{01}(\Gamma_{10}) \) corresponds to the process that qubit is spontaneously relaxed down (up) from state \(|0\rangle \) (from state \(|1\rangle \) to \(|0\rangle \)) accompanied by emitting (absorbing) photons with energy \( \varepsilon_0 \) to (from) environment bath. Eq. (27) demonstrates that for the low temperature \( T \ll 0.5\omega_c \) there is a maximum downward relaxation rate near the detuning \( \varepsilon_0 = \pm \omega_c \). Then at the characteristic frequency \( \omega_c \), the bath can absorb photons from the qubit fastest. For the high temperature, the downward relaxation rate will decrease monotonically with the detuning. From Eqs. (27) and (29), we can know with the detuning approaching to zero, relaxation rates become constant and equal while with the detuning larger than \( \omega_c \), transition rates gradually become zero. Therefore even if the temperature does not satisfy the relation \( T \ll 0.5\omega_c \), there still exist the downward relaxation and smaller upward relaxation, mostly near the appropriate detuning \( \varepsilon_0 = \pm \omega_c \). Hence the interwell relaxations can asymmetrically couple two states in the qubit at the detuning \( \varepsilon_0 \approx \pm \omega_c \). Serving as beam splitters, the relaxations at the detuning \( \varepsilon_0 \approx -\omega_c \) can split state \(|1\rangle \) with a larger possibility than \(|0\rangle \) as indicated in Fig. 2 (a).

In the presence of microwave, i.e., \( A \neq 0 \), the stimulated transition will change the population distribution. Substituting \( S(\omega') \) in Eq. (27) into Eq. (26), we get

\[
\Gamma_{01} = \frac{\phi^2}{4} \sum_n J_n^2(\frac{A}{\omega})(\frac{\varepsilon_0 - n\omega}{1 - e^{-|\varepsilon_0 - n\omega|/\omega_c}}).
\]

The term \( \Gamma_{01}(\Gamma_{10}) \) can be understood from Fig. 2, where the qubit state decaying (exciting) processes with \( \Gamma_{01}(\Gamma_{10}) \) are shown. For the decaying process in Fig. 2 (a), the qubit emits a photon with energy \( \varepsilon_0 \). Part of this energy is absorbed by the microwave field and the residue is absorbed by the bath. If the energy absorbed by the field is larger than \( \varepsilon_0 \), i.e. \( n\omega > \varepsilon_0 \), the bath would emit photons with energy \( n\omega - \varepsilon_0 \) to the field (not notable in Fig. 2). For a specific value of \( \varepsilon_0 \), the relaxation processes are modulated by the amplitude. As shown in Fig. 2 (b), \( \Gamma_{10} \) reaches maximum when the energy provided by the field is larger than the energy \( \varepsilon_0 \), and the residue energy absorbed by the bath is just \( \omega_c \). It is similar to the exciting process in Fig. 2 (b). \( \Gamma_{10} \) reaches maximum when the energy provided by the field is larger than the energy \( \varepsilon_0 \), and the residue energy absorbed by the bath is just \( \omega_c \). Therefore, the presence of microwave will make the energy exchange process more complicated.

Furthermore, Eqs. (26) and (30) show that the microwave amplitude can modulate the transition through the asymmetric couplings to form interference. In order to reveal the physical picture, we further simplify the spectral density in Eq. (27) as

\[
S(\omega') = \begin{cases} 
\alpha \omega_c, \omega' = \omega_c \\
0, \omega' \neq \omega_c.
\end{cases}
\]

It is clear that here the bath can only absorb photons with the characteristic frequency \( \omega_c \). Moreover there is only downward relaxation, which means the splitters at \( \varepsilon_0 = \omega_c \) or \( -\omega_c \) will work only for \(|0\rangle \) or \(|1\rangle \), respectively. Substituting Eq. (31) into Eq. (26), we obtain transition rates

\[
\Gamma_{01} = \frac{\phi^2}{4} \begin{cases} 
J_n^2(\frac{\varepsilon_0}{\omega}), \varepsilon_0 = \omega_c + n\omega \\
0, \varepsilon_0 \neq \omega_c + n\omega
\end{cases}
\]

\[
\Gamma_{10} = \frac{\phi^2}{4} \begin{cases} 
J_n^2(\frac{-\varepsilon_0}{\omega}), \varepsilon_0 = -\omega_c + n\omega \\
0, \varepsilon_0 \neq -\omega_c + n\omega
\end{cases}
\]

At the detuning \( \varepsilon_0 = n\omega \pm \omega_c \), transition rates with the probability \( \frac{\phi^2}{4} J_n^2(\frac{\varepsilon_0}{\omega}) \) are modulated by the amplitude. As shown in Fig. 2 (a), when the system is initialized in state \(|1\rangle \), the microwave sweeps the state along \(|1\rangle \) until it reaches the detuning \( A \) where \( \varepsilon_0 = -\omega_c \) at time \( t_1 \). Then state \(|1\rangle \) is split into the superposition of states \(|0\rangle \) and \(|1\rangle \), collecting different phases in two paths. After evolving independently, they are driven back to \( A \) (time \( t_2 \)). \(|1\rangle \) is split into \(|0\rangle \) and \(|1\rangle \) again, while \(|0\rangle \) is not split. The relative phase difference accumulated by states \(|0\rangle \) and \(|1\rangle \) (marked with the blue region I plus yellow region II) results in the interference. We call this case relaxation induced interference (RII).
In addition, due to asymmetrical upward and downward relaxation transitions, there are interesting phenomena which will be discussed in the next section.

or phase difference contributing to the interference at \( \theta \). The total phase gained over one period referring to \( \varepsilon_0 \) of stabilizing the interference effect. Therefore, the resonant transition from state \(|0\rangle\) to \(|1\rangle\) would occur with the relation shown in Eq. (32). For the actual spectral density as shown in Eq. (27), there would be additional interference resonant peak width which is on the order of \( \omega_c \). Therefore, in order to form clear interference fringes, the microwave frequency should be larger than the characteristic frequency.

Generally, the interwell relaxation provides additional couplings between states \(|0\rangle\) and \(|1\rangle\) to form extra interferences. For the flux qubit, together with the primary LZS interference, the two ones would simultaneously determine the final qubit population. In addition, due to asymmetrical upward and downward relaxation transitions, there are interesting phenomena which will be discussed in the next section.

However, according to the simplified spectral densities in Eq. (31), the second term in Eq. (19) can be changed to

\[
\frac{\hbar^2 \alpha}{4} \int_0^t dt_1 \int_0^t dt_2 \int d\omega' \sum_n J_n^2(\Delta) e^{i(n\omega+\omega_c)(t_1-t_2)},
\]

(33)

which describes that the multi-mode fields transversely produces a phase accumulation \( i\omega_c t \) in the transition from state \(|1\rangle\) to \(|0\rangle\). Then the effective phase difference contributing to the interference at \( A \) is \( \Delta \theta_{qa} \) (blue region I) since the bath eliminates part of the phase (yellow region II). At \( A \), the interference phase \( \Delta \theta_{qa} = \int_0^t dt (\varepsilon_{|0\rangle} - \varepsilon_{|1\rangle} + \omega_c) \), where \( \varepsilon_{|1\rangle} = -\varepsilon(t)/2 \) and \( \varepsilon_{|0\rangle} = \varepsilon(t)/2 \), is modulated by the amplitude. The interference condition \( \Delta \theta_{qa} = 2\pi n \) or \( \Delta \theta_{qa} = 2\pi n + \pi \) would make the interference effect maximum or minimum. The total phase gained over one period referring to \( A \) is \( \theta_A = \oint dt (\varepsilon_{|0\rangle} - \varepsilon_{|1\rangle} + \omega_c) = 2\pi(\varepsilon_0 + \omega_c) / \omega \). Then the qubit state is driven to the detuning \( B \) where \( \varepsilon_0 = \omega_c \) and a similar procedure happens with an effective phase difference contributing to the interference at \( B \) (green region III). The total phase gained over one period referring to \( B \) is \( \theta_B = \oint dt (\varepsilon_{|1\rangle} + \omega_c - \varepsilon_{|0\rangle}) = 2\pi(-\varepsilon_0 + \omega_c) / \omega \). The stable interference can be constructed with the resonant condition \( \theta_A \) or \( \theta_B = 2\pi n \). It should be mentioned that this resonant condition is different from the interference condition, playing the role of stabilizing the interference effect. Therefore, the resonant transition from state \(|1\rangle\) to \(|0\rangle\) (from state \(|0\rangle\) to \(|1\rangle\)) would occur with the relation shown in Eq. (32). For the actual spectral density as shown in Eq. (27), there would be additional interference resonant peak width which is on the order of \( \omega_c \). Therefore, in order to form clear interference fringes, the microwave frequency should be larger than the characteristic frequency.
In order to study RII clearly, firstly we assume there is no crossover structure, i.e. $\Delta = 0$, to separate this interference from the primary one. Then the stationary population in state $|0\rangle$ in RII is

$$S = \frac{\Gamma_{10}(\varepsilon_0)}{\Gamma_{10}(\varepsilon_0) + \Gamma_{01}(\varepsilon_0)}. \quad (34)$$

In the case $\omega \gg \omega_c$, seen from Eq. (30), at the detuning $\varepsilon_0 = n\omega - \omega_c$, the multi-photon resonant fringes of the transition rate $\Gamma_{10}(\varepsilon_0)$ are observable in Fig. 3 (a). Due to the asymmetric transition rates, population inversion also emerges. The modulation of the amplitude results that the interference fringes is the Bessel dependence on the driving amplitude. Moreover, the peak width of spectral density yields different fringes from those of the primary LZS interference. In the other case $\omega < \omega_c$, the resonant peak width in RII is larger than $\omega$. Therefore, the individual resonances and Bessel function dependence are no longer distinguishable and merge into a continuous band [Fig. 3 (b)]. The population inversion also vanishes. In Fig. 3 (a) the temperature is larger than the characteristic frequency while in Fig. 3 (c) the temperature is much smaller than the characteristic frequency. Although in the high temperature there is not maximum downward relaxation, it is obvious that patterns in Fig. 3 (a) and (c) are similar, which agrees the discussion in Sec. III.

A. Population dynamics

Then we return to the dynamics of the qubit interacting with the environment bath. In order to describe the time evolution of the qubit population, we employ rate equations, in which the population obey

$$-(W_{01} + \Gamma_{01})\rho_{00}(t) + (W_{10} + \Gamma_{10})\rho_{11}(t) = \dot{\rho}_{00}(t)$$

$$\rho_{00}(t) + \rho_{11}(t) = 1, \quad (35)$$

where $W_{01}$ and $W_{10}$ are defined by Eq. (24), $\Gamma_{01}$ and $\Gamma_{10}$ are defined by Eq. (30). Therefore, RII and the primary one would contribute to the final qubit population together. The population in state $|0\rangle$ is

$$p_{00}(t) = \frac{W_{10}(\varepsilon_0) + \Gamma_{10}(\varepsilon_0)}{\Gamma_{10}(\varepsilon_0) + 2W_{10}(\varepsilon_0) + \Gamma_{01}(\varepsilon_0)} + \frac{W_{10}(\varepsilon_0) + \Gamma_{10}}{\Gamma_{10}(\varepsilon_0) + 2W_{10}(\varepsilon_0) + \Gamma_{01}(\varepsilon_0)}e^{-[\Gamma_{10}(\varepsilon_0) + 2W_{10}(\varepsilon_0) + \Gamma_{01}(\varepsilon_0)]t}. \quad (36)$$

Here we assume at the initial time the qubit is in equilibrium with its environment.

If the system dynamics time is long enough that the population is stationary, the population in state $|0\rangle$ can be described by

$$p_{00} = \frac{W_{10}(\varepsilon_0) + \Gamma_{10}(\varepsilon_0)}{\Gamma_{10}(\varepsilon_0) + 2W_{10}(\varepsilon_0) + \Gamma_{01}(\varepsilon_0)}. \quad (37)$$

RII, dependent on the characteristic frequency $\omega_c$, would greatly influence the final population, and hence the characteristic frequency $\omega_c$ would determine the final population distribution. $\Gamma_{10}$ ($\Gamma_{01}$) is on the order of $\omega_c\phi^2\alpha$, which is always smaller...
FIG. 4: (Color online). Calculated final qubit population versus energy detuning and microwave amplitude. (a). The stationary interference pattern in the weak relaxation situation. The parameters we used are the driving frequency \( \omega / 2\pi = 0.6 \) GHz, the dephasing rate \( \Gamma_2 / 2\pi = 0.06 \) GHz, the couple tunneling \( \Delta / 2\pi = 0.013 \) GHz, \( \alpha^2 = 0.0002 \) GHz, the temperature is 20 mK, and the characteristic frequency \( \omega_c / 2\pi = 0.05 \) GHz. The periodical patterns of RII can be seen, although not clear. (b). The stationary interference pattern in the strong relaxation situation with \( \alpha^2 = 0.02 \) GHz and \( \omega_c / 2\pi = 0.05 \) GHz. Since the relaxation strength is stronger, the periodical interference patterns are more notable. (c). The stationary interference pattern in the weak relaxation situation with \( \alpha^2 = 0.0002 \) GHz and \( \omega_c / 2\pi = 6 \) GHz. (d). The stationary interference pattern in the strong relaxation situation with \( \alpha^2 = 0.0002 \) GHz and \( \omega_c / 2\pi = 6 \) GHz. (e). The unsaturated interference pattern in the weak relaxation situation. The system dynamics time \( t = 0.5 \) \( \mu \) s. The characteristic frequency \( \omega_c / 2\pi = 0.05 \) GHz. \( \alpha^2 = 0.0002 \) GHz. (f). The unsaturated interference pattern in the strong relaxation situation. The system dynamics time \( t = 0.5 \) \( \mu \) s. The characteristic frequency \( \omega_c / 2\pi = 0.05 \) GHz. \( \alpha^2 = 0.02 \) GHz. (g). The unsaturated interference pattern in the strong relaxation situation. The system dynamics time \( t = 0.5 \) \( \mu \) s. The characteristic frequency \( \omega_c / 2\pi = 6 \) GHz. \( \alpha^2 = 0.0002 \) GHz. (h). The unsaturated interference pattern in the strong relaxation situation. The dynamics time \( t = 0.5 \) \( \mu \) s. The characteristic frequency \( \omega_c / 2\pi = 6 \) GHz. \( \alpha^2 = 0.0002 \) GHz. The other parameters used in these Figures are the same with those in Fig. 4 (a).

than \( W_{10} \) (\( W_{01} \)) at the region \( A > \varepsilon_0 \). Therefore the stationary population is dominated by the symmetric transition rates \( W_{10} \) and \( W_{01} \) thus nearly 0.5. At the region \( A < \varepsilon_0 \), \( W_{10} / W_{01} \) can be neglected so that RII would dominate the population.

In the case \( \omega \gg \omega_c \), for the increasing relaxation strength, i.e. from \( \phi^2\alpha\omega_c < \Delta^2/\Gamma_2 \) to \( \phi^2\alpha\omega_c \sim \Delta^2/\Gamma_2 \), at the region \( A > \varepsilon_0 \) population inversion can be more pronounced [Fig. 4 (a) and (b)] while at the region \( A < \varepsilon_0 \) the population would be nearly 0.5 as indicated by Fig. 3 (a). In the case \( \omega < \omega_c \), with the relaxation strength \( \phi^2\alpha\omega_c \) increasing, at the region \( A < \varepsilon_0 \) the population would be nearly 0 as indicated by Fig. 3 (b) while at the region \( A > \varepsilon_0 \) the visibility of RII improves, but with no population inversion, as shown in Figs. 4 (c) and (d).

For the short system dynamics time, i.e. \( t \sim \Gamma_2 / \Delta^2 \), the population in state \( |0 \rangle \) is described by Eq. (36). The relaxation strength determines the time the bath needs to excite the qubit and become more important in determining the qubit population. For the weak relaxation strength, i.e. \( \phi^2\alpha\omega_c \ll \Delta^2/\Gamma_2 \), the bath has no enough time to excite the qubit. With the characteristic frequency increasing, there is little difference between interference patterns, as shown in Figs. 4 (e) and (f). For the strong relaxation strength, i.e. \( \phi^2\alpha\omega_c \sim \Delta^2/\Gamma_2 \), RII emerges, and results in clearer difference between interference patterns for various characteristic frequencies [Figs. 4 (g) and (h)].

Therefore, from the short time dynamics, we can obtain the information of the relaxation strength. Furthermore, from the long time dynamics, the effect of the characteristic frequency emerges.

B. Phenomenological relaxation theory and discussions

If we take an average approximation with \( iA/\omega \sin \omega t_1 - iA/\omega \sin \omega t_2 \) in the second term of Eq. (14), the final expressions of transition rates in Eq. (26) will be changed to

\[
\Gamma_{10} = \frac{\phi^2}{4} S(-\varepsilon_0), \quad \Gamma_{01} = \frac{\phi^2}{4} S(\varepsilon_0).
\] (38)
Then assuming $\Gamma_{01} = const$, we obtain $\Gamma_{10} = \Gamma_{01}e^{-\varepsilon_0/T}$. This phenomenological theory is consistent with the existing experimental results. Then we substitute Eq. (38) into Eqs. (37) and (36), obtaining the stationary and unsaturated population.

Now we discuss the valid region of the approximation. When the relaxation is weak, i.e. $\Gamma_{01} \ll \Delta^2/\Gamma_2$, the qubit population in state $|0\rangle$ in the short time dynamics ($t \approx \Gamma_2/\Delta^2$) can be calculated as shown in Fig. 5 (a). For the model of RII, the weak relaxation strength $\chi^2_0 \omega_c \ll \Delta^2/\Gamma_2$ in the short time dynamics ($t \approx \Gamma_2/\Delta^2$) would lead to the population in state $|0\rangle$ as shown in Figs. 4 (e) and (f). There is almost no difference between two theories in the weak relaxation and short time dynamics.

For the long driving time, the stationary situation will be reached. Shown in Fig. 5 (b) is the population in state $|0\rangle$ obtained from the phenomenological theory. It is noticed that the stationary situation for the phenomenological theory agrees with the experimental results. Then we substitute Eq. (38) into Eqs. (37) and (36), obtaining the stationary and unsaturated population.

Then we consider the strong relaxation, i.e. $\Gamma_{01} \sim \Delta^2/\Gamma_2$. Although the relaxation is in the same order of magnitude with $\Delta^2/\Gamma_2$, it can still be much smaller than $\Gamma_2$ mentioned in Sec. III. Shown in Figs. 5 (d) and (e) are the results of the phenomenological theory in the short time dynamics ($t \approx \Gamma_2/\Delta^2$) and in the stationary case, respectively. Comparing Fig. 5 (d) with Figs. 4 (g) and (h), we can find the disagreement of two models is large in the short time dynamics. In the stationary case, the disagreement is larger, as shown in Figs. 4 (b), 4 (d) and 5 (e). This indicates that the phenomenological theory is only a good approximation of RII in the weak relaxation case.

On the other hand, the results of the phenomenological theory in Eq. (38) follow the Einstein relation with a larger downward relaxation rate. If we use Eqs. (24) and (38) in the rate equations Eq. (35), the larger downward relaxation rate would make more population exist at lower state and population inversion would not emerge. This is the result of well-known Einstein spontaneous and stimulated emission (ESSE) theory. Here, under the strong periodic driving, Eq. (38) is replaced by Eq. (30). The relaxation described by Eq. (30) will form the asymmetric transitions and produce population inversion, breaking the Einstein relation, as well as ESSE theory. As shown in Fig. 3 and 4, at some detunings, the upward relaxation is larger than the downward one and the population at higher state is larger than 0.5.

Nevertheless, for the weak driving $A \ll \omega$, the transition rates Eq. (30) would be changed to the forms of Eq. (38) and Einstein relation in Eq. (29) holds again. Therefore, in the presence of the environment bath ESSE theory is only justified in the weak driving. Since RII is not dependent on the crossover, these conclusions are applicable to a general TLS.
V. RABI OSCILLATION INDUCED INTERFERENCE

In above sections, we investigate RII which is produced by the interaction of the qubit and electromagnetic bath. The bath can be considered as multi-mode electromagnetic fields. However, the characteristic frequency and coupling strength are dominated by the environment thus uncontrollable, which restrict the applications of EII. Therefore, in this section we will introduce a more controllable situation. For a clear physical picture, we apply the monochrome high-frequency weak field with only the longitudinal component, which would interact with the qubit as shown in Fig. 6. This case is similar with circuit quantum electrodynamics (C-QED) where qubits are strongly coupled to quantum oscillators, especially the spectroscopy. However C-QED is also hard to change the parameters and here the applied monochrome weak field can realize more flexible control as shown below.

In the following discussions, although the effect of the inevitable environment bath still need to be considered, for a clear physical picture we will replace RII by the phenomenological relaxation theory discussed in Sec. IV, not treating it as multi-mode fields as discussed in former sections. Then the Hamiltonian (1) is changed to

$$H = -\frac{\Delta}{2} \sigma_z - \frac{\epsilon(t)}{2} \sigma_z - \frac{\bar{\epsilon}(t)}{2} \sigma_z - \frac{Q}{2} \sigma_z + H_B,$$

where $\bar{\epsilon}(t) = \tilde{A} \cos(\tilde{\omega}t)$ describes the weak field, $\tilde{A}$ and $\tilde{\omega}$ are the amplitude and frequency of the weak field. Now we make a transformation to an interaction picture with respect to $H_B - \bar{\epsilon}(t) \sigma_z / 2$. Therefore, the Hamiltonian is rewritten to

$$H_2 = -\frac{\epsilon(t)}{2} \sigma_z - \frac{Q(t)}{2} \sigma_z - \frac{\Delta}{2} \sum J_n(\tilde{A}/\tilde{\omega}) e^{-i\tilde{\omega}t} \sigma_+ - \frac{\Delta}{2} \sum J_n(\tilde{A}/\tilde{\omega}) e^{i\tilde{\omega}t} \sigma_-.$$  \hspace{1cm} (40)

Due to the weak driving, i.e. $\tilde{A} < \tilde{\omega}$, we only consider the case $n = \pm 1$ in the sum of the above expression. Now the Hamiltonian is

$$H_2 = -\frac{\epsilon(t)}{2} \sigma_z - \frac{Q(t)}{2} \sigma_z - \frac{\Delta J_1(\tilde{A}/\tilde{\omega})}{2} [e^{-i\tilde{\omega}t} - e^{i\tilde{\omega}t}] \sigma_+ - \frac{\Delta J_1(\tilde{A}/\tilde{\omega})}{2} [e^{i\tilde{\omega}t} - e^{-i\tilde{\omega}t}] \sigma_-,$$  \hspace{1cm} (41)

where the last two terms would lead to familiar Rabi oscillation. Then we repeat the process from Eq. (2) to Eq. (10). Considering the initial condition $\rho(0) = |1\rangle \langle 1|$, we have the population in state $|0\rangle$

$$\rho_{00}(t) = \frac{\Delta^2 J_1^2(\tilde{A}/\tilde{\omega})}{4} \int_0^t dt_1 \int_0^t dt_2 e^{i\int_{t_2}^{t_1} \epsilon(\tau)d\tau} \text{Tr}_B \{ [U^\dagger(t_1) U(t_1)] \{ [U^\dagger(t_2) U(t_2)] e^{i\tilde{\omega}t_2} - e^{-i\tilde{\omega}t_2} \} \} |1\rangle \langle 1| \otimes \rho_B \{ [U^\dagger(t_2) U(t_2)] e^{i\tilde{\omega}t_2} - e^{-i\tilde{\omega}t_2} \} |\sigma_+ \rangle \langle 0| \}.$$  \hspace{1cm} (42)

FIG. 6: (Color online). (a). Schematic energy diagram of a strongly driven flux qubit interacting with a weak single-mode field. The green solid curve represents the weak field, forming effective coupling between states $|0\rangle$ and $|1\rangle$. 
We accept the rotating-wave approximation with the weak and strong fields, respectively, obtaining

\[
\rho_{00}(t) = \frac{\Delta^2 J_1^2(\tilde{A}/\tilde{\omega})}{4} \int_0^t dt_1 \int_0^t dt_2 \sum_n J_n^2(\tilde{\omega}) e^{i(\varepsilon_0 + n\omega + \tilde{\omega})(t_1 - t_2)} (U^\dagger_{10}(t_2) U_{10}(t_2) U^\dagger_{01}(t_1) U_{01}(t_1)) + \frac{\Delta^2 J_1^2(\tilde{A}/\tilde{\omega})}{4} \int_0^t dt_1 \int_0^t dt_2 \sum_n J_n^2(\tilde{\omega}) e^{i(\varepsilon_0 + n\omega - \tilde{\omega})(t_1 - t_2)} (U^\dagger_{10}(t_2) U_{10}(t_2) U^\dagger_{01}(t_1) U_{01}(t_1)).
\]

(43)

If the noise spectral density is dominated by the white low frequency noise, following the process from Eq. (19) to Eq. (22), we have

\[
\rho_{00}(t) = \frac{\Delta^2 J_1^2(\tilde{A}/\tilde{\omega})}{2} \sum_n \frac{\Gamma_2 J_n^2(A/\omega)}{(\varepsilon_0 + n\omega + \tilde{\omega})^2 + \Gamma_2^2} + \frac{\Delta^2 J_1^2(\tilde{A}/\tilde{\omega})}{2} \sum_n \frac{\Gamma_2 J_n^2(A/\omega)}{(\varepsilon_0 + n\omega - \tilde{\omega})^2 + \Gamma_2^2},
\]

(44)

where \( \Gamma_2 \) has the same definition with Eq. (16). Considering the small time interval, i.e. \( \rho_{00}(t) \approx W_{10} \), we obtain the transition rate from state \( |1\rangle \) to \( |0\rangle \)

\[
W_{10} = \frac{\Delta^2 J_1^2(\tilde{A}/\tilde{\omega})}{2} \sum_n \frac{\Gamma_2 J_n^2(A/\omega)}{(\varepsilon_0 + n\omega + \tilde{\omega})^2 + \Gamma_2^2} + \frac{\Delta^2 J_1^2(\tilde{A}/\tilde{\omega})}{2} \sum_n \frac{\Gamma_2 J_n^2(A/\omega)}{(\varepsilon_0 + n\omega - \tilde{\omega})^2 + \Gamma_2^2},
\]

(45)

with \( W_{01}(\varepsilon_0) = W_{01}(-\varepsilon_0) \). In order to ensure the validity of Eq. (45), the frequency of the weak field \( \tilde{\omega} \) needs to be much larger than the driving frequency \( \omega \) of the strong field.

In the absence of the strong field, i.e. \( \bar{A} = 0 \), the Hamiltonian in Eq. (39) is used to describe Rabi oscillations at the detunings \( \varepsilon_0 = \pm \tilde{\omega} \) with the Rabi frequency \( \Delta J_1(\tilde{A}/\tilde{\omega}) \). Rabi oscillation replaces the primary tunnel coupling \( \Delta \) at the detunings \( \varepsilon_0 = 0 \) with two couplings at the detuning \( A'(\varepsilon_0 = \tilde{\omega}) \) and detuning \( B'(\varepsilon_0 = -\tilde{\omega}) \), \( \Delta_A' = \Delta_B' = \Delta J_1(\tilde{A}/\tilde{\omega}) \). Unlike the interwell relaxation, Rabi oscillation can construct symmetrical couplings between states \( |1\rangle \) and \( |0\rangle \), serving as a beam splitter working for both \( |1\rangle \) and \( |0\rangle \). If \( \tilde{\omega} > \Gamma_2 \), the detunings \( A' \) and \( B' \) are well separated. Similar with the primary coupling, under the strong field the couplings at \( A' \) and \( B' \) can form effective crossovers to produce interferences, as shown in Figs. 7 (a) and (b). We call this case Rabi oscillation induced interference (ROII). It is important to notice that the position and strength of couplings can be controlled by the frequency and amplitude of the weak field. Moreover, the exponent forms in Eq. (43) are similar with that of Eq. (33). That means the weak field also produces a phase accumulation \( i\tilde{\omega}t \), which would influence the interference phase and total phase accumulation, just as the multi-mode fields do.

Now we focus on ROII. First of all, we discuss the transition from state \( |1\rangle \) to \( |0\rangle \) [Fig. 7 (a)]. When the initial state is \( |1\rangle \), the microwave sweeps the state along \( |1\rangle \) (black solid arrow). As reaching the detuning \( B' \), state \( |1\rangle \) is split into the superposition of states \( |1\rangle \) and \( |0\rangle \), collecting different phases in two paths. When reaching the detuning \( A' \), state \( |1\rangle \) is split into \( |1\rangle \) and \( |0\rangle \) again. Evolving independently, states \( |1\rangle \) and \( |0\rangle \) accumulate the same relative phase difference corresponding to couplings \( A' \) and \( B' \), marked with the region containing the blue region I, and the yellow region II. However, the effective phase difference contributing to the interference at \( A' \) is the blue region I since the weak field eliminates part of the phase (yellow region II). In a similar way, the effective phase difference contributing to the interference at \( B' \) is the region containing the blue region I, the yellow region II, and the green region III. The total phase \( \theta_{A'} \) gained over one period referring to \( A' \) is \( 2\pi(\varepsilon_0 + \tilde{\omega})/\omega \), while the total phase \( \theta_{B'} \) gained over one period referring to \( B' \) is \( 2\pi(-\varepsilon_0 + \tilde{\omega})/\omega \). The stable interference can be constructed with \( \theta_{A'} \) or \( \theta_{B'} = 2\pi n \). Therefore, the resonant transition from state \( |1\rangle \) to \( |0\rangle \) would occur at \( \varepsilon_0 = n\omega - \tilde{\omega} \) or \( \varepsilon_0 = n\omega + \tilde{\omega} \). As the amplitude changes, the effective phase will also be modified, resulting in the interference patterns.

The transition from state \( |0\rangle \) to \( |1\rangle \) is similar [Fig. 7 (b)]. The effective phase difference contributing to the interference at \( A' \) is the blue region I while the effective phase difference contributing to the interference at \( B' \) is the region containing the blue region I, the yellow region II, and the green region III. The resonant transition from state \( |0\rangle \) to \( |1\rangle \) would occur at \( \varepsilon_0 = n\omega - \tilde{\omega} \) or \( \varepsilon_0 = n\omega + \tilde{\omega} \). This result is the same with that of transition from state \( |0\rangle \) to \( |1\rangle \). This consistency makes that there is no population inversion in this case.

The energy conservation is satisfied for these transitions as shown in Fig. 7 (a) and (b). For the transition from state \( |1\rangle \) to \( |0\rangle \), if the transition is through the coupling at \( A' \), besides \( n \) photons with frequency \( \omega \) absorbed, the total energy \( n\omega = \varepsilon_0 + \tilde{\omega} \) is larger than the energy spacing \( \varepsilon_0 \) so that the excess energy \( \tilde{\omega} \) flows into the weak field. If the transition is through the coupling at \( B' \), besides \( n \) photons with frequency \( \omega \) absorbed, the weak field provides an extra photon with frequency \( \tilde{\omega} \). Similarly, for the transition from state \( |0\rangle \) to \( |1\rangle \), the qubit emits \( n \) photons with the weak field absorbing or emitting a photon of frequency \( \tilde{\omega} \) through the couplings at \( A' \) or \( B' \) respectively.

In order to describe the evolution of qubit population in the presence of two couplings, we employ the rate equations, in which the qubit population obeys Eq. (35). But here, \( W_{10} \) and \( W_{01} \) are described by Eq. (45), with \( \Gamma_{01}/2\pi = 0.000008 \) GHz, \( \Gamma_{10} = \Gamma_{01} e^{-\varepsilon_0/T} \), and the temperature \( T = 20 \) mK. Figure. 7 (c) is the calculated qubit population versus energy detuning
FIG. 7: (Color online). (a) and (b). Schematic energy diagram of Rabi oscillation induced interference. (a) describes the transition from state $|1\rangle$ to $|0\rangle$. (b) describes the transition from state $|0\rangle$ to $|1\rangle$. (c), (d) and (e). The interference pattern of population in state $|0\rangle$ obtained from Eqs. (45), (46), and (47), respectively. The parameters used here are $\omega/2\pi = 2$ GHz, $A/\omega = 0.9$, $\Gamma_{01}/2\pi = 0.000008$ GHz and the temperature is 20 mK. Other parameters of the qubit are identical with Fig. 4 (a).

and microwave amplitude. To understand this complicate pattern, firstly we consider the only effect of the coupling at $A'$ with transition rates between states $|1\rangle$ and $|0\rangle$

$$W_{10} = W_{01} = \frac{\Delta^2 J_1^2(A/\omega)}{2} \sum_n \frac{\Gamma_{21} J_1^2(A/\omega)}{(\varepsilon_0 + n\omega - \omega)^2 + \Gamma_2^2}. \quad (46)$$

Substituting Eq. (46) into the rate equations, we have the contour plot of the qubit population in state $|0\rangle$ as functions of energy detuning and microwave amplitude, shown in Fig. 7 (d).

Then we only consider the effect of coupling at $B'$ with transition rates between states $|1\rangle$ and $|0\rangle$

$$W_{10} = W_{01} = \frac{\Delta^2 J_1^2(A/\omega)}{2} \sum_n \frac{\Gamma_{21} J_1^2(A/\omega)}{(\varepsilon_0 + n\omega + \omega)^2 + \Gamma_2^2}. \quad (47)$$

With Eq. (47), we obtain the population in state $|0\rangle$ as shown in Fig. 7 (e). Having addressed two couplings separately, we compare the results with Fig. 7 (c) and find that they match very well. The accordance gives a clear physical picture that interferences based on couplings at $A'$ and $B'$ construct the final interference pattern.

Rabi oscillation, resulting from the interaction between the qubit and the weak field, changes the primary coupling at $\varepsilon_0 = 0$ to two couplings which are controllable in the position and coupling strength. Then two couplings result into ROII so as to form a complicate structure shown in Fig. 7 (c). If we further increase the amplitude of the weak field, multi-photon Rabi oscillation would emerge and more couplings can be formed.

ROII offers an alternative means to manipulate the qubit. It can be applied further in the time-dependent interference which can coherently manipulate the qubit state on the Bloch sphere with a single crossing or continuous driving. In addition, if the strong periodic driving is further replaced to the linear adiabatic passage, the interference is changed to Stark-chirped rapid adiabatic passages which could serve as elementary logic gates for quantum computing. The adiabatic passages should be very slow compared to Rabi oscillation and fast compared to the coherence time. However, in our model, with a single crossing or continuous driving, the interference nature allows faster manipulation than adiabatic passages, which is important for the short coherence time.

For EII, the longitudinal monochrome field forms the channels which depend on the tunnel coupling $\Delta$, such as Rabi oscillation in Eq. (45). On the contrary, the transverse multi-mode fields form the channels which are independent on $\Delta$, such
as the interwell relaxation. Therefore, if we employ a transverse monochrome field, the qubit-field interaction will emerge in off-diagonal terms of the Hamiltonian Eq. (1) and Rabi oscillation\textsuperscript{48,49} can still be produced but independent on $\Delta$. As a result, even in the system without the double well structure, such as a phase qubit, ROII can still be produced.

In a recent experiment\textsuperscript{28}, two longitudinal strong monochrome fields were applied simultaneously on the flux qubit, just similar with the above discussion. Interesting phenomena different from our results were observed. The reason is that the amplitudes of two fields were modified together. There does not exist the stable coupling resulted by Rabi oscillation. Furthermore, the frequencies in two fields were comparable. Therefore, the phenomenon predicted here does not emerge in that experiment. In another experiment\textsuperscript{9}, two longitudinal weak monochrome fields were applied on the flux qubit. In this case, two fields interacted with the qubit and the energy transfer described above emerged. But the small amplitude made the interference we predicted invisible. Nevertheless, both experiments demonstrate the feasibility of our model.

VI. CONCLUSION

We have proposed and comprehensively studied electromagnetically induced interference in superconducting qubits based on the couplings formed by different electromagnetic systems. Especially, we focus on a flux qubit with the double well structure.

First of all, we consider an electromagnetic bath which is familiar and unavoidable. We show the transverse multi-mode fields form the interwell relaxation, which can asymmetrically couple two qubit states at the detuning $\varepsilon_0 = \pm \omega_c$. In the presence of the strong driving, the relaxation induced couplings can generate the interference, i.e. RII. Considering the rate equations, we show that the primary LZS interference resulted by $\Delta$ and RII interact together.

Our model provides a deeper understanding to the effect of the environment and shows the way to determine the relaxation strength and characteristic frequency of the environment bath. For the weak relaxation, we note that the phenomenological relaxation theory can be a good approximation. But for the strong relaxation, the phenomenological theory cannot be applicable. Moreover we show that RII can break the ESSE theory under the strong driving. As a result, population inversion can be produced in a strong driven TLS by the relaxation and the ESSE theory can only be justified under the weak driving.

Furthermore, we consider a longitudinal monochrome weak field, which interacts with the qubit through Rabi oscillation. We show Rabi oscillation changes the primary tunnel coupling into two symmetric beam splitters at $\varepsilon_\theta = \pm \tilde{\omega}$. Different from RII, ROII here can be controlled in the position and strength of the beam splitters by the amplitude and frequency of the weak field. ROII provides an alternative way to manipulate qubits in the strongly driven region, and characterize the qubit as well as the external fields. It provides the potential of further application in the time-dependent interference which can coherently manipulate the qubit state on the Bloch sphere with a single crossing or continuous driving. The models used here can be extended to other systems with double well such as quantum dots\textsuperscript{16} or even without double well such as phase qubits. Relative experiments\textsuperscript{61} have been already performed to test some of the predictions of this work.
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