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Abstract
Applications for kinetic equations such as optimal design and inverse problems often involve finding unknown parameters through gradient-based optimization algorithms. Based on the adjoint-state method, we derive two different frameworks for approximating the gradient of an objective functional constrained by the nonlinear Boltzmann equation. While the forward problem can be solved by the DSMC method, it is difficult to efficiently solve the high-dimensional continuous adjoint equation obtained by the “optimize-then-discretize” approach. This challenge motivates us to propose an adjoint DSMC method following the “discretize-then-optimize” approach for Boltzmann-constrained optimization. We also analyze the properties of the two frameworks and their connections. Several numerical examples are presented to demonstrate their accuracy and efficiency.
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1. Introduction
The development of modern technology requires accuracy in modeling physical processes. One critical task is to model the kinetic behavior of rarefied gas, which is required for low-pressure gas flow and cannot be accurately described by the Navier–Stokes equations. The Boltzmann equation models the dynamics of a many-particle system through a velocity distribution function, with a nonlinear collision operator that describes binary particle interactions. The Boltzmann equation is a powerful tool from the kinetic theory describing molecular gas dynamics, radiative transfer, plasma physics, and grain and polymer flow [4].

The Boltzmann equation can also be used for design, optimization, control, and inverse problems. A few of the many examples include the design of the semiconductor device, the topology optimization of the gas flow channel, and risk management in quantitative finance [22, 23, 21, 42, 31]. One may use a kinetic perspective to tackle optimal control problems for a large system of interacting agents. Common kinetic models involve the Boltzmann model and some mean-field models [44, 17, 3, 24, 25, 2]. Many of these applications involve finding unknown or optimal parameters in Boltzmann-type equations such that an objective function formed by the computational or experimental data is optimized, i.e., optimization problems with PDE constraints. However, due to the challenges caused by the complex nonlinear collision term, the linear Boltzmann equation [22] or simplified collision operators such as the Bhatnagar–Gross–Krook (BGK) model [8, 42], the Ellipsoidal Statistical model [30], or the Shakhov model [43] have been used as alternatives. Although these simplified models provide good approximations for many scenarios, the original nonlinear collision operator is still preferred for better accuracy [19].

The main contribution of this work involves the derivation of two optimization frameworks based on the spatially homogeneous Boltzmann equation with the nonlinear collision operator and the design of an efficient adjoint DSMC method for the gradient calculation. In this paper, we focus on the collision kernel for Maxwell molecules, but we expect our method to be generalized to other collision kernels. The frameworks should be broadly applicable to optimal control, optimal design, and general computational inverse problems. We employ two different approaches to derive numerical algorithms: optimize-then-discretize (OTD) and discretize-then-optimize (DTO) [29]. Fig. 1 summarizes
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these two approaches. In the OTD approach, we obtain a continuous adjoint equation as an optimality condition, which we discretize by a grid-based method or a Monte Carlo type method. In the DTO approach, we discretize the Boltzmann equation and the objective function using the direct simulation Monte Carlo method (DSMC) \cite{10, 38, 15}, from which a discrete optimality condition and the adjoint DSMC system are derived. The adjoint DSMC from the DTO approach is radically more cost-effective than the continuous adjoint equation in the OTD approach. To our knowledge, this is the first efficient numerical scheme to compute the gradient for nonlinear Boltzmann equation constrained optimization. In addition to the derivations, we also analyze the properties of the two adjoint systems and investigate connections between them. The analysis provides a better understanding of the adjoint-state method for constrained optimization problems.

The paper is arranged as follows. In Section 2, we briefly review the homogeneous Boltzmann equation with a nonlinear collision operator, the linearization of the collision operator, and the classical DSMC algorithm for the numerical solution. We derive the continuous adjoint equation for the continuous Boltzmann equation in Section 3 following the Lagrangian method. A particle method is then proposed to solve the continuous adjoint equation numerically. In Section 4, we regard the DSMC discretization of the Boltzmann equation as the forward problem and the particle velocities as the state variables. We then obtain equations for the adjoint particles following the adjoint-state method. Since one can compute the gradient of the optimization problem by both the continuous and the discrete adjoint systems, we analyze their properties and prove the critical connections between the two adjoint systems in Section 5. Finally, we show several numerical examples in Section 6 to demonstrate the accuracy of the gradient formulae obtained by both the continuous and the DSMC adjoint systems. Detailed comparison in terms of memory, accuracy, and computational cost of different numerical schemes are presented. Conclusion and future research directions follow in Section 7. Two appendices provide additional details on the numerical methods and numerical analysis of the results.

2. Boltzmann equation and the direct simulation Monte Carlo (DSMC) method

In this section, we first give a short introduction to the Boltzmann equation and some of its relevant properties. The latter part of the section is devoted to the description of the classical DSMC method.

2.1. Boltzmann equation

We consider the Boltzmann equation
\[
\frac{\partial f}{\partial t} + v \cdot \nabla_x f = Q(f, f)
\]
with the initial condition
\[
f(x, v, t = 0) = f_0(x, v),
\]
where \( f(x,v,t) \) is a nonnegative probability density function that describes the time evolution of the distribution of particles which move with velocity \( v \in \mathbb{R}^3 \) at the position \( x \in \mathbb{R}^3 \) at time \( t > 0 \). The bilinear (nonlinear) collision operator \( Q(f,f) \) that describes the binary collisions among particles is defined as follows:

\[
Q(f,f) = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} q(v-v_1,\sigma)(f(v'_1)f(v') - f(v_1)f(v))d\sigma dv_1, \tag{1}
\]

in which \((v',v'_1)\) represent the post-collisional velocities associated with the pre-collisional velocities \((v,v_1)\) and the \( \sigma \) integral is over the surface of unit sphere \( S^2 \). By conserving the momentum \( v + v_1 \) and the energy \( v^2 + v_1^2 \), we have

\[
\begin{align*}
  v' &= 1/2(v + v_1) + 1/2(v_1 - |\sigma|, \tag{2a} \\
  v'_1 &= 1/2(v + v_1) - 1/2(v_1 - |\sigma|), \tag{2b}
\end{align*}
\]

where \( \sigma \) is a collision parameter representing a unit direction of the relative velocity of particles after collision \( \beta \). We will hereafter use the shorthand notation \( f, f_1, f', f''_1 \) to denote \( f(v), f(v_1), f(v') \) and \( f(v'_1) \).

The collision operator \( Q \) has the following symmetries, which are related to the conservation of mass, momentum and energy: The transformations

\[
\begin{align*}
  v &\leftrightarrow v_1 \text{ and } v' \leftrightarrow v'_1 \\
  v &\leftrightarrow v' \text{ and } v_1 \leftrightarrow v'_1
\end{align*}
\]

with \( v' \) and \( v'_1 \) defined by \( \beta \) are isometries for \((\sigma,v,v_1) \in S^2 \times \mathbb{R}^3 \times \mathbb{R}^3 \). We define the unit vector along the direction of \( v - v_1 \) as \( \alpha = \frac{v-v_1}{|v-v_1|} \). The scattering angle \( \theta = \cos^{-1}(\sigma \cdot \alpha) \). Also, \(|v - v_1| = |v' - v'_1|\), and thus we have

\[
q(v - v_1,\sigma) = q(|v - v_1|,\theta) = q(|v' - v'_1|,\theta) = q(v' - v'_1,\alpha),
\]

where \( \tilde{q} \) is related to \( q \) by a change of variable \( \beta \). It follows that for any measurable function \( F(v,v_1,v',v'_1) \) under suitable integrability conditions

\[
\begin{align*}
\iiint F(v,v_1,v',v'_1)q d\sigma dv dv_1 &= \iiint F(v_1,v,v',v'_1)q d\sigma dv dv_1 \tag{3a} \\
&= \iiint F(v',v'_1,v,v_1)q d\sigma dv dv_1 \tag{3b} \\
&= \iiint F(v'_1,v',v_1,v)q d\sigma dv dv_1. \tag{3c}
\end{align*}
\]

These symmetries are used repeatedly through the paper.

The kernel \( q \) is a nonnegative function that characterizes the details of the binary interactions. For the Variable Hard Sphere (VHS) model, the collision kernel is

\[
q(v - v_1,\sigma) = \tilde{q}(|v - v_1|,\theta) = C_\beta(\theta)|v - v_1|^{\beta}, \tag{4}
\]

In particular, when \( \beta = 0 \), the collision kernel corresponds to the Maxwellian gas, which (along with \( C_\beta \) being constant) is the model that we focus on in this paper. For the Coulomb interaction, the collision kernel is given by the Rutherford formula

\[
q(v - v_1,\sigma) = \tilde{q}(|v - v_1|,\theta) = \frac{1}{|v - v_1|^3 \sin^4(\theta/2)}.
\]

2.2. Operator formulation for collisions

In this section, we rewrite the collision rules \( \beta \), in an operator formulation that clarifies some properties that will be useful for the analysis in later sections. First we denote \( \sigma = (v - v_1) \) and \( \sigma = (v' - v'_1) \) using the notation \( x' = x/|x| \), in which the equation for \( \sigma \) and the relation \(|v - v_1| = |v' - v'_1|\) follow from \( \beta \). As described in \( \beta \) P.53, the change of variables

\[
(v,v_1,\sigma) \rightarrow (v',v'_1,\alpha) \tag{5}
\]

is an involution with unit Jacobian.
We can rewrite (2), in terms of operators, as
\[
\begin{pmatrix}
v' \\
v'_1
\end{pmatrix} = A(\sigma, \alpha) \begin{pmatrix}v \\ v_1\end{pmatrix}, \quad \begin{pmatrix}v \\ v_1\end{pmatrix} = B(\sigma, \alpha) \begin{pmatrix}v' \\ v'_1\end{pmatrix},
\]
(6)
where
\[
A(\sigma, \alpha) = \frac{1}{2} \begin{pmatrix} I + \sigma \alpha^T & I - \sigma \alpha^T \\ I - \sigma \alpha^T & I + \sigma \alpha^T \end{pmatrix}, \quad B(\sigma, \alpha) = \frac{1}{2} \begin{pmatrix} I + \alpha \sigma^T & I - \alpha \sigma^T \\ I - \alpha \sigma^T & I + \alpha \sigma^T \end{pmatrix},
\]
(7)
where \(I\) is the identity matrix in \(\mathbb{R}^3\) and \(B = A^T = A^{-1}\).

Now consider small perturbations \(\delta v\) and \(\delta v_1\) in the pre-collision velocities \(v\) and \(v_1\). Since the collision parameter vector \(\sigma\) is chosen independently of \(v\) and \(v_1\) for a Maxwellian gas, there is no need to perturb \(\sigma\); i.e., \(\delta \sigma = 0\). Also note that \(\alpha = \delta |v - v_1| = -\delta v |v - v_1|\). The resulting first-order variations \(\delta v'\) and \(\delta v'_1\) in the post-collision velocities are
\[
\begin{pmatrix}\delta v' \\ \delta v'_1\end{pmatrix} = A(\sigma, \alpha) \begin{pmatrix}\delta v \\ \delta v_1\end{pmatrix},
\]
(8)

2.3. The linearized collision operator

The linearized collision operator is defined through perturbation theory [18], most frequently by linearization around a Maxwellian equilibrium. In this subsection, we define the linearized operator, due to multiplicative perturbation [5, 14] around a non-equilibrium distribution and its adjoint operator under a weighted \(L^2\) inner product.

For a general velocity distribution \(f\), consider the multiplicative perturbation \(\tilde{f} = f(1 + \psi)\). Since the collision operator \(Q(\tilde{f}, \tilde{f})\) defined in (1) is bilinear,
\[
Q(\tilde{f}, \tilde{f}) - Q(f, f) = Q(f, f \psi) + Q(f \psi, f) + Q(f \psi, f \psi)
\approx Q(f, f \psi) + Q(f \psi, f),
\]
in which \(\approx\) means that quadratic terms in \(\psi\) are neglected. We define the linearized operator \(L[f]\) based on \(f\) and applied to \(\psi\) as
\[
L[f] \psi = f^{-1} Q(f, f \psi) + Q(f \psi, f).
\]
(9)

In an original paper of Maxwell in 1866 [35], the Boltzmann equation was written in the weak formulation [46]. Following this approach for a test function \(\gamma(v, t)\) and using the symmetries [3], one gets the identity
\[
\int_{\mathbb{R}^3} Q(f, f) \gamma(v) dv = \frac{1}{2} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{S^2} f f_1 (\gamma' + \gamma_1 - \gamma - \gamma_1) q d\sigma dv_1 dv
\]
(10)
where \(\gamma_1, \gamma'\) and \(\gamma'_1\) are shorthand notations for \(\gamma(v_1, t), \gamma(v', t)\) and \(\gamma(v'_1, t)\). We will use (10) to find the adjoint of \(L[f]\). We replace \(f\) by \(f + \psi\) in (10) and calculate the first-order terms with respect to \(\psi\). As in the derivation of (9), the first-order terms in the left-hand side of (10) are derived as
\[
\int_{\mathbb{R}^3} [Q(f + f \psi, f + f \psi) - Q(f, f)] \gamma(v) dv \approx \int_{\mathbb{R}^3} [f(L[f] \psi) \gamma(v)] dv.
\]
Similarly, the first-order terms in the right-hand side of (10) are derived as
\[
\frac{1}{2} \int_{S^2} f f_1 (L[f] \psi) \gamma - \psi \int_{\mathbb{R}^3} \int_{S^2} f f_1 (\gamma' + \gamma'_1 - \gamma - \gamma_1) q d\sigma dv_1 dv.
\]
Combining both sides, we obtain the first-order variation equation
\[
\int_{\mathbb{R}^3} f(L[f] \psi) \gamma - \psi \int_{\mathbb{R}^3} \int_{S^2} f f_1 (\gamma' + \gamma'_1 - \gamma - \gamma_1) q d\sigma dv_1 dv = 0,
\]
which is equivalent to the following
\[
(L[f] \psi, \psi)_{L^2([\mu])} = (\psi, L^*[f] \gamma)_{L^2([\mu])},
\]
in which
\[
L^*[f] \gamma = \int_{\mathbb{R}^3} \int_{S^2} f f_1 (\gamma' + \gamma'_1 - \gamma - \gamma_1) q d\sigma dv_1.
\]
(11)
and \((h_1, h_2)_{L^2(\mu)} = \int h_1 h_2 f dv\) is the inner product for the weighted Hilbert space \(L^2(\mu)\) in which \(fdv = d\mu\). This shows that operator \(L'[f]\) is the adjoint of \(L[f]\).

In the special case that \(f = M\) is a Maxwellian equilibrium distribution, using the symmetries \([4]\) and the equilibrium property \(\mathcal{M}M_1 = M'M_1\),
\[
L[M] \psi = \int_{\mathbb{R}^3} \int_{S^2} (\psi' + \psi_1 - \psi_1) M(v_1) q(v - v_1, \sigma) d\sigma dv_1.
\] (12)

Comparison of (12) and (11) shows that \(L'[M] = L[M]\); i.e., that \(L[M]\) is self adjoint. The linearized collision operator around a Maxwellian has been extensively studied in the literature \([18, 46, 11]\).

2.4. The direct simulation Monte Carlo (DSMC) method

In this section, we describe the classical DSMC method \([10]\) for the spatially homogeneous Boltzmann equation following the presentation of \([40]\):
\[
\frac{\partial f}{\partial t} = Q(f, f).
\] (13)

As stated above, our focus is also on a Maxwellian gas for which the collision kernel does not depend on the relative velocity \(|v - v_1|\), i.e., \(q(v - v_1, \sigma) = q(\sigma)\), but the algorithm below can be modified to apply to a general set of collision kernels \([10, 40]\). Under this assumption, (13) can be rewritten in the form of
\[
\frac{\partial f}{\partial t} = [P(f, f) - \mu f],
\] (14)
where \(\rho = \int_{\mathbb{R}^3} f dv, \mu = \rho \int_{S^2} q(\sigma) d\sigma\), and
\[
P(f, f) = \int_{\mathbb{R}^3} \int_{S^2} q(\sigma) f' f' d\sigma dv_1.
\]

We remark that \(f' = \frac{1}{\rho} f\) is a probability density in the velocity space for any given \(t\). It also follows the Boltzmann equation \([13]\) with a scaled collision kernel. Without loss of generality, we regard \(f = f'\) as a probability density function hereafter.

In the DSMC method, we consider a set of \(N\) velocities evolving in time due to collisions whose distribution can be described by the probability distribution function \(f\) in \([13]\). We divide time interval \([0, T]\) into \(M\) number of sub-intervals of size \(\Delta t\). At the \(k\)-th time interval, the particle velocities are represented as
\[
V_k = \{v_1, \ldots, v_N\}(t_k)
\] (15)
and we denote the \(i\)-th velocity particle in \(V_k\) as \(v_i(t_k)\) or \(v_{i,k}\). The forward Euler scheme applied to (14) gives
\[
f_{k+1} = (1 - \mu \Delta t)f_k + \mu \Delta t \frac{P(f_k, f_k)}{\mu},
\] (16)
where \(f_k = f(v, k\Delta t)\). If additionally we discretize the velocity distribution at time \(t_k = k\Delta t\) by the velocity particles \(V_k\) defined in (15), which is to say
\[
f_k = f(v, t_k) = f(v, k\Delta t) \approx \frac{1}{N} \sum_{i=1}^{N} \delta(v - v_{i,k}), \quad k = 1, 2, \ldots, M,
\]
we can interpret (16) in terms of probability, which is the core idea of the method.

At time \(t_k\), a particle with velocity \(v_{i,k}\) will not collide with probability \(1 - \mu \Delta t\), and it will collide with another velocity particle with probability \(\mu \Delta t\), according to the collision law described by \(P(f_k, f_k)(v)\). Nanbu proposed an algorithm based on this probabilistic interpretation \([38]\), and later its convergence was proved by Babovsky and Illner \([6]\). One can view Algorithm \([1]\) as the realization of DSMC with the forward Euler scheme (16).

Remark 1. The decomposition \([13]\) is convenient to illustrate the core idea of DSMC but does not apply to all collision models. The acceptance-rejection method using “virtual collisions” is required to sample from a more general cross section \([15]\).
Algorithm 1 Nanbu–Babovsky Algorithm for Maxwellian Molecules

1: Compute the initial velocity of particles based on the given initial condition, \(V_0 = \{v_{0,1}, \ldots, v_{0,N}\}\). Set \(N_c = \lceil N \Delta t \rceil\) and \(M = T/\Delta t\) for final time \(T\).
2: for \(k = 1\) to \(M\) do
3:  Given the velocity of particles from the previous time step, \(V_{k-1}\).
4:  Select \(N_c/2\) collision pairs \((i, j)\) uniformly among all possible pairs without replacement.
5:  For those selected pairs, perform the collision between \(v_{k,i}\) and \(v_{k,j}\) based on \(\delta\); obtain the post-collision velocity \(v'_{k,i}\) and \(v'_{k,j}\).
6:  Set \(v_{k+1,i} = v'_{k,i}\) and \(v_{k+1,j} = v'_{k,j}\).
7:  Set \(v_{k+1,j} = v_{k,j}\) for all particles that have not collided.
8: end for

3. Continuous adjoint Boltzmann equations

We consider an idealized optimization problem for the spatially homogeneous Boltzmann equation \([13]\). The initial condition is

\[
J(\alpha) = \int_{\mathbb{R}^3} r(v) f(v, T) dv.
\]  

When the number of unknowns is large, which is the dimensionality of \(\alpha\) in our case, the adjoint-state method is necessary as an efficient numerical method for computing the gradient of a function or operator in a numerical optimization problem \([9, 16]\). It has applications in geophysics \([20]\), seismic imaging \([41]\) and general inverse problems \([56]\). It is also the theoretical foundation that gave rise to the back-propagation method in the 1990s for neural networks and machine learning \([32]\). One outstanding advantage of the adjoint-state method is that the number of PDE solves is independent of the dimension of the parameter for which the gradient needs to be calculated.

3.1. Derivation of the continuous adjoint equation

Following the adjoint-state method, we aim to derive the adjoint equations for our optimization problem starting with the Lagrangian

\[
J = \int_{\mathbb{R}^3} r(v) f(v, T) dv + \int_{\mathbb{R}^3} \kappa(v)(f(v, 0) - f_0(v; \alpha)) dv + \int_0^T \int_{\mathbb{R}^3} \gamma(v, t) (\partial_t f(v, t) - Q(f, f)) dv dt
\]

in which \(\kappa(v)\) in \(J_2\) is a Lagrange multiplier that enforces the initial condition for any \(v \in \mathbb{R}^3\), and \(\gamma(v, t)\) in \(J_3\) is a Lagrange multiplier that enforces the Boltzmann equation for any \(v\) and \(t\).

We remark that \(f(v, t)\) is any function here, and its dependence on the Boltzmann equation and the initial condition is imposed through Lagrange multipliers.

We rewrite \(J_3\) to calculate its Fréchet derivative with respect to \(f\).

\[
J_3 = \int_0^T \int_{\mathbb{R}^3} \gamma(v, t) \partial_t f(v, t) dv dt + (-1) \int_0^T \int_{\mathbb{R}^3} \gamma(v, t) Q(f, f) dv dt.
\]

After integrating by parts, we have

\[
J_{31} = -\int_0^T \int_{\mathbb{R}^3} f(v, t) \partial_t \gamma(v, t) dv dt + \int_{\mathbb{R}^3} \gamma(v, T) f(v, T) dv - \int_{\mathbb{R}^3} \gamma(v, 0) f(v, 0) dv,
\]

and for \(0 < t < T\) the Fréchet derivatives are

\[
\frac{\delta J_{31}}{\delta f(v, t)} = -\partial_t \gamma(v, t), \quad \frac{\delta J_{31}}{\delta f(v, T)} = \gamma(v, T), \quad \frac{\delta J_{31}}{\delta f(v, 0)} = -\gamma(v, 0).
\]
The second step is to solve the adjoint equation (19a) numerically with the final condition (19b) for the adjoint variable with initial condition (17) for

\[ \gamma(v,t)Q(f,f)dvdt = -\int_0^T \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} \gamma(f'_1 f' - f_1 f)qdelta dvdt \]

where \( \gamma, \gamma_1, \gamma' \) and \( \gamma'_1 \) are shorthand notations for \( \gamma(v,t), \gamma(v_1,t), \gamma(v',t) \) and \( \gamma(v'_1,t) \).

Now we perturb \( f \) by an amount \( \delta f \) and investigate the resulting change in \( J_{32} \). We obtain the first-order variation:

\[ \delta J_{32} = -\frac{1}{2} \int_0^T \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} (\gamma'_1 + \gamma' - \gamma_1 - \gamma)(f_1 f + \delta f)qdelta dvdt \]

Thus, the Fréchet derivative of \( J_{32} \) with respect to \( f \) is

\[ \frac{\partial J_{32}}{\partial f} = -\int_{\mathbb{R}^3} \int_{\mathbb{S}^2} (\gamma'_1 + \gamma' - \gamma_1 - \gamma)f_1 qdelta dvdt = -L^*[f] \gamma, \]

where the second equality follows \([11]\). Together with all the other functional derivatives, we obtain the following equations:

\[ \frac{\partial J}{\partial f(v,t)} = -\partial_t \gamma - L^*[f] \gamma, \]

\[ \frac{\partial J}{\partial f(v,T)} = \gamma(v,T) + r(v), \]

\[ \frac{\partial J}{\partial f(v,0)} = -\gamma(v,0) + k(v), \]

\[ \frac{\partial J}{\partial \alpha} = -\int_{\mathbb{R}^3} k(v)\partial_\alpha f_0(v;\alpha)dv. \]

Based on the first-order necessary condition for optimality, we set these variations to zero to obtain the adjoint equation for the adjoint variable \( \gamma \):

\[ -\partial_t \gamma = L^*[f] \gamma, \]

\[ \gamma(v,T) = -r(v). \]  \hspace{1cm} (19a)

The adjoint equation evolves backward in time from \( T \) to 0, thus the final condition (19b) is given instead of the initial condition. After time evolution, we can use \( \gamma(v,0) \) to eliminate \( k(v) \) and obtain the gradient of the objective function with respect to parameter \( \alpha \):

\[ \partial_\alpha J = -\int_{\mathbb{R}^3} \gamma(v,0)\partial_\alpha f_0(v;\alpha)dv. \]  \hspace{1cm} (20)

The continuous adjoint equation (19a) is an integro-differential equation which shares significant similarities with the linearized Boltzmann Equation \([18]\). We will further analyze and discuss the adjoint system in Section 5.

Given an initial guess \( \alpha_0 \) for the model parameter, the first step is to solve the forward equations (13) numerically with initial condition (17) for \( f \). A common choice is the DSMC method because of the nonlinear collision operator. The second step is to solve the adjoint equation (19a) numerically with the final condition (19b) for the adjoint variable \( \gamma \). One can solve the adjoint equation using a finite difference method in \( t \) and grid-based quadrature in \( v \), but this
is computationally difficult because \( v \) is three dimensional, and the integral at each value of \( v \) is five-dimensional. In Section 3.2, we propose Algorithm 2 as an efficient Monte Carlo type method for solving (19a). In the third step, we compute the gradient \( \partial J / \partial \alpha \) based on (20) using the numerical solutions from the first two steps. Numerical examples and comparisons are presented in Section 6. One can then update \( \alpha \) iteratively using a gradient-based optimization algorithm to find the optimal parameter. This is the “optimize-then-discretize” (OTD) approach to solve the PDE-constrained optimization numerically.

We remark that the entire derivation above is unrelated to the dimensionality of the model parameter \( \alpha \). In practice, \( \alpha \) can be, for example, a function of the velocity domain. Hence, an accurate numerical discretization of the parameter can contain thousands of variables. It is then infeasible to obtain the gradient by numerical differentiation. On the other hand, using the adjoint-state method, the cost of evaluating the gradient once is equivalent to only one forward solve of the Boltzmann equation (13) and one (backward) solve of the adjoint equation (19a), independent of the number of variables in \( \alpha \). The adjoint-state method is an extremely efficient tool for large-scale optimization problems.

3.2. A particle method for the continuous adjoint Boltzmann equation

The adjoint DSMC method presented in Section 4 is the main result of this work and the most efficient and accurate that we have found for solving the adjoint problem. Nevertheless, the particle method described in this section may be of independent interest. It is based on a formal derivation with several steps that are not fully justified, but are validated by the numerical results in Section 6.

The continuous adjoint equation (19a) is based on the solution to the forward equation \( f(v,t), t \in [0, T] \). Therefore, we assume that the state (forward) equation (13) has been solved numerically by the DSMC method, where the choice of collision times, collision partners, and collision angles during the simulation are all stored in memory. Based on the solution from the forward DSMC simulation, we will (approximately) solve the equation (19a) for \( \gamma(v,t) \) backward in time at the “final data” (19b).

According to (13) and (19a), we have

\[
\partial_t (\gamma f) = \gamma \partial_t f + f \partial_t \gamma = \int \left( (f') f - f f_1 \right) \gamma q d v d v_1 - \int \left( \gamma' + \gamma - \gamma_1 - \gamma \right) f_1 q d v d v_1.
\]

We then multiply both sides by a time-independent test function \( \psi(v) \) and integrate over the velocity domain. The left-hand side becomes

\[
\int_{R^v} \psi \partial_t (\gamma f) d v = \partial_t \left( \int_{R^v} \psi \gamma f d v \right),
\]

(21)

Using the symmetries (7), the right-hand side becomes

\[
\int\int\int \psi \left( (f') f - f f_1 \right) \gamma' - (\gamma' + \gamma - \gamma_1 - \gamma) f_1 f q d v d v_1 d v = \frac{1}{2} \int\int\int \left( \psi \gamma_1' + \psi' \gamma - \psi \gamma_1 - \psi \gamma \right) f_1 f q d v d v_1 d v - \frac{1}{2} \int\int\int \left( \psi + \psi_1 \right) (\gamma' + \gamma - \gamma_1 - \gamma) f_1 f q d v d v_1 d v
\]

(22)

Combining both (21) and (22), we discretize the time domain of the equation using the Euler scheme in \( t \). Consider a time interval \( [t_k, t_{k+1}] \) during which there is a collision of \( v \) and \( v_1 \) at \( t = t_k \) to produce \( v' \) and \( v_1' \) at \( t = t_{k+1} \).

As in the (forward) DSMC Algorithm 1, \( f = f(v,t) \) and \( f_1 = f(v_1,t) \) in (22) should be evaluated at \( t_k \) since \( v \) and \( v_1 \) are independent before the collision so that the product \( f f_1 \) is the joint density function for \( v \) and \( v_1 \).

On the other hand, the choice of time \( t \) at which to evaluate \( \gamma(v,t) \) is a new issue and not so clearcut. We choose to evaluate \( \gamma(v,t) \) at \( t_{k+1} \) based on the following considerations: First, the data for the adjoint variable comes at the final time (19b), so that (19a) should be solved backward in time, and it is most natural for the right-hand side (22) to be evaluated at the final time \( t_{k+1} \) of the time interval. Second, since \( \gamma \) is solved backward in time, we expect that \( \gamma(v,t_{k+1}) \) is independent of \( f(v,t_k) \), so that it is reasonable to sample using these values. Third, our numerical computations in Section 6 verifies that this choice leads to a correct result.
Based on these choices, we take $\gamma(v, t) = \gamma_{k+1}(v)$ at $t = t_{k+1}$ and $f(v, t) = f_k(v)$ at $t = t_k$ in (22) to obtain (with $\psi$ independent of $t$)

$$
\int_{\mathbb{R}^3} \psi \gamma_{k+1} f_{k+1} dv - \int_{\mathbb{R}^3} \psi \gamma_k f_k dv \approx \frac{\Delta t}{2} \left[ \sum_{i=1}^{N_c/2} \left( \psi_i \gamma_{k+1} f_{k+1} + \psi_i' \gamma_i' f_{k+1} \right) dv \sigma_i \right] dv
$$

Without loss of generality, we assume $\rho = \int f dv = 1$ and $\mu = \rho \int q(\sigma) d\sigma = 1$. Then $f(v)$ is a probability density in $\mathbb{R}^3$, and $F(\sigma, v, v_1) = f_k(v) f_k(v_1) q(\sigma)$ is a probability density function in the product space $S^2 \times \mathbb{R}^3 \times \mathbb{R}^3$. We apply Monte Carlo quadrature to approximate the integrals on both sides of (23), using the velocities from $V_k$ and $V_{k+1}$ (defined as in (15)) and values of $\sigma$ that were selected in the forward DSMC calculation. Similar to (15), we represent the adjoint variables as

$$
\Gamma_{k+1} = \{\hat{\gamma}_1, \ldots, \hat{\gamma}_i, \ldots, \hat{\gamma}_N\}(t_{k+1}).
$$

Both sides of the resulting Monte Carlo sums for (23) are nonzero only for velocities that undergo collisions. For the Monte Carlo quadrature we have $N_c/2 = \mu N t/2$ collision pairs.

The $j$-th collision between velocities $v_j, v_j \in V_k$, with collision parameters $\sigma_j$, results in velocities $v'_j, v'_j \in V_{k+1}$. The corresponding values of $\gamma$ are denoted as $\hat{\gamma}_j, \hat{\gamma}_j$ in $\Gamma_k$ and $\hat{\gamma}_j, \hat{\gamma}_j$ in $\Gamma_{k+1}$.

On the left-hand side of (23), the term $\gamma_{k+1}$ is represented by $\hat{\gamma}_j, \hat{\gamma}_j$ in $\Gamma_{k+1}$ and the term $\gamma_k$ is represented by $\hat{\gamma}_j, \hat{\gamma}_j$ in $\Gamma_k$.

On the right-hand side of (23), the terms $\gamma'_{k+1}, \gamma'_{k+1}$ are represented by $\hat{\gamma}', \hat{\gamma}'$ in $\Gamma_{k+1}$, but the terms $\gamma_{k+1}, \gamma_{k+1}$ are at $t = t_{k+1}$ and correspond to velocities $v, v, v \not\in V_{k+1}$, so that the corresponding $\hat{\gamma}$ values are not in $\Gamma_k$. We will instead use the values of the continuous function $\gamma(v(t_{k+1}) = \gamma(v(t_{k+1})$.

The resulting quadrature approximation for (23) by Monte Carlo sampling is

$$
\sum_{j=1}^{N_c/2} \left( \psi_j \hat{\gamma}_j(t_{k+1}) + \psi_j' \hat{\gamma}_j(t_{k+1}) - \psi_j \hat{\gamma}_j(t_k) \right)
$$

where $\psi_j = \psi(v_j)$, $\psi_j' = \psi(v'_j)$.

The values of the continuous adjoint function in (24) can be expressed in terms of a conditional expectation:

$$
\gamma(v, t) = \mathbb{E}[\hat{\gamma}(t)|v = v].
$$

Since $\psi$ is an arbitrary test function, and (24) holds for any $\psi$, we can match the coefficients and obtain a Monte Carlo type numerical scheme for solving $\gamma(v, t)$. If velocity particle $v_j$ did not collide at time $t_k$,

$$
\hat{\gamma}_j(t_k) = \hat{\gamma}_j(t_{k+1}).
$$

If $v_j$ and $v_{j'}$ are a collision pair at time $t_k$,

$$
\hat{\gamma}_j(t_k) = \hat{\gamma}_j(t_{k+1}) + \hat{\gamma}_{j'}(t_{k+1}) - \mathbb{E}[\hat{\gamma}_j(t_{k+1})|v = v_{j'}],
$$

$$
\hat{\gamma}_{j'}(t_k) = \hat{\gamma}_{j'}(t_{k+1}) + \hat{\gamma}_j(t_{k+1}) - \mathbb{E}[\hat{\gamma}_{j'}(t_{k+1})|v = v_j].
$$

Following (34) (35), one may approximate the expectation $\mathbb{E}[\hat{\gamma}(t_{k+1})|v = v]$ by numerical interpolation as the following:

$$
\hat{\gamma}(v_i, t_{k+1}) = \mathbb{E}[\hat{\gamma}(t_{k+1})|v = v_i] \approx \frac{1}{L} \sum_{i=1}^{L} \omega(v_i - v)\hat{\gamma}(t_{k+1})
$$

for appropriately chosen interpolation coefficients $\omega(v_i)$.

Given the final condition (19b), the continuous adjoint equation (19a) can be solved numerically following Algorithm [2].
Here, order, and the time step \( \Delta \) applied to the spatially homogeneous Boltzmann equation consists of a sequence of particle collisions in sequential

\[ \text{Algorithm 2} \]

1: Given the final-time velocity particles \( V_M \) in the forward DSMC and the final condition \((19b)\), set \( \tilde{\gamma}_i(T) = -r(v_{M,i}), i = 1, \ldots, N \). Obtain \( \Gamma_M \).
2: for \( k = M - 1 \) to 0 do
3:    Given \( \Gamma_{k+1} \) from the previous iteration and \( V_k \) from the forward DSMC.
4:    if \( v_j \in V_k \) did not collide at \( t_k \) then
5:        Set \( \tilde{\gamma}_j(t_k) = \tilde{\gamma}_j(t_{k+1}) \).
6:    else if \( v_i, v_j \in V_k \) collided at \( t_k \) then
7:        Approximate \( \mathbb{E}[\tilde{\gamma}_j(t_{k+1})|v_i = v_j] \) and \( \mathbb{E}[\tilde{\gamma}_i(t_{k+1})|v_i = v_j] \) following (27).
8:    Set \( \tilde{\gamma}_j(t_k) \) and \( \tilde{\gamma}_i(t_k) \) following (26).
9: end if
10: Obtain \( \Gamma_k \).
11: end for

\[ \text{Algorithm for solving the continuous adjoint equation (19)} \]

Obtain \( \Gamma \) as an iteration, starting with \( \Gamma = 0 \).
For \( k = M - 1 \) to 0 do
    Obtain \( \Gamma_k \).
    for \( i = 1 \) to \( N \) do
        for \( j = 1 \) to \( N \) do
            Construct the error in \( \tilde{\gamma}_i(t_k) \) and \( \tilde{\gamma}_j(t_k) \) following (26).
        end for
    end for
end for

\[ \text{Figure 2: (a) Collision for velocity particles at the final time } t = T; \text{ (b) Collision for velocity particles at the initial time } t = 0. \]

\[ \text{Remark 2. We regard the numerical method in Algorithm 2 as the DSMC-type scheme for the continuous adjoint equation, depending on a solution of (13) by the forward DSMC method following Algorithm 2. The gradient of the objective function (20) can be computed using the values of } \gamma(v,t) \text{ at } t = 0, \text{ i.e., } \Gamma_0. \text{ Numerical examples are shown in Section 6.3.} \]

4. Adjoint DSMC for Boltzmann equation

In this section, we derive the adjoint system based on the DTO approach. We first rewrite the objective functions and the constraints based on the DSMC method, to which the Lagrange multiplier method will be applied.

Following Algorithm 1 we discretize the time \([0, T]\) into \( M \) equal intervals \([t_k, t_{k+1}]\) and denote \( v_{k,i} \) to be the velocity of the \( i \)-th particle at time \( t_k \), for \( 1 \leq i \leq N \) and \( 0 \leq k \leq M \). We also denote \( v_{i,j} \) to be the velocity of the \( i \)-th particle at the initial time \( t = 0 \), and \( v_{F,j} \) to be the velocity of the \( i \)-th particle at the final time \( t = T \). The DSMC method applied to the spatially homogeneous Boltzmann equation consists of a sequence of particle collisions in sequential order, and the time step \( \Delta t \) plays no role. So we will choose \( \Delta t \) in whatever way is most convenient for the exposition. In this section, \( \Delta t \) will be chosen small enough that there is at most a single collision in each time step.

Consider the new objective function \( \mathcal{J} \) defined as

\[ \mathcal{J} = \frac{1}{N} \sum_{i=1}^{N} r(v_{F,i}) + \frac{1}{N} \sum_{i=1}^{N} \gamma_{I,i} \cdot (v_{t,i} - v_{0,i}(\alpha)) + \frac{1}{N} \sum_{k=1}^{M} \sum_{i=1}^{N} \gamma_{k,i} \cdot (v_{k+1,i} - v_{k,i}) \cdot \gamma_{k,i}. \] (28)

Here, \( \mathcal{J}_1 \) is the Monte Carlo quadrature of the objective function (13) by particle velocities \( [v_{F,i}]_{i=1}^{N} \), \( \mathcal{J}_2 \) is the constraint on the DSMC initial condition \( v = v_0(\alpha) \) using the Lagrange multiplier \( \{\gamma_{I,i}\}_{i=1}^{N} \), and \( \mathcal{J}_3 \) is the constraint that enforces the binary collision law (2) using the Lagrange multiplier \( \gamma_{k,i} \) for each particle \( i \) at the \( k \)-th time interval.
The resulting equation comes from the first-order optimality \( \partial wF \gamma \).\( ^{\text{4.2. Collisions away from the final time for DSMC}} \)

In particular, \( v'_{k,j} \) represents the post-collision velocity of particle \( i \) if it participates in the collision at the \( k \)-th time interval. Otherwise, \( v'_{k,j} = v_{k,j} \), which means the particle velocity remains the same at the \((k+1)\)-th time interval.

Again, we regard that \( \{v_{kj}\} \) is a general set of velocities, and its dependence on the collision rules (2) is imposed through the Lagrange multipliers. The following variation is easily calculated:

\[
\partial wF \gamma = -\frac{1}{N} \sum_{i=1}^{N} \gamma_{t,i} \partial w_{0,i} (\alpha)
\]

We proceed to derive the equations in the backward time direction from the final time \( t = T \) to the initial time \( t = 0 \). First, we consider the equations that come from the derivative of \( F \) with respect to \( V_{F,i} \), which are derived in Section 4.1. Second, we consider collisions that occur at a time \( t \) where \( 0 < t < T \). The derivatives of \( F \) with respect to the velocities in these collisions are derived in Section 4.2.

4.1. Velocities at the final time for DSMC

We denote a particular particle velocity at the final time as \( w_F = v_{F,i} \) for some \( i \), and the corresponding value of its dual variable is \( \gamma_F = \gamma_{F,i} \). The velocity \( w_F \) occurs in the objective function \( F \) at two places. First, it directly appears in the term \( r(v_{F,i}) \) in \( F \). Second, it occurs in the last collision that involves \( v_{F,i} \), through the term \( \gamma_{F,i} \cdot (v_{F,i} - v'_{k,i}) \) in \( F \). In this term, \( v'_{k,i} \) is a velocity produced by the collision, and is a function of the two velocities before the collision, but \( v'_{k,i} \) does not depend on \( v_{F,i} \) here. Therefore,

\[
\partial w_F F = \frac{1}{N} \partial w_F r(w_F) + \frac{1}{N} \partial w_F \left( \gamma_F \cdot (w_F - v'_{k,i}) \right) = \frac{1}{N} \partial w r(w_F) + \frac{1}{N} \gamma_F.
\]

The resulting equation comes from the first-order optimality \( \partial w_F F = 0 \):

\[
\gamma_F = -\partial w r(w_F).
\]

Equation (30) provides the starting values for solving the adjoint variable \( \gamma \) backward in time.

4.2. Collisions away from the final time for DSMC

According to the DSMC method, with \( V_k \) denoting the set of velocities in the \( k \)-th time interval as in (15), the collision operator \( C \) takes \( V_k \) to \( V_{k+1} = C[V_k] \) as follows: We first choose indices \( i \) and \( j \), and denote the corresponding velocities as \( (w_k, \tilde{w}_k) = (v_{k,i}, v_{k,j}) \) from \( V_k \) and also choose a unit vector \( \sigma_k \). Here, we assume the \( i \)-th and the \( j \)-th particles collide at the \( k \)-th time interval. Then \( C \) takes \( (w_k, \tilde{w}_k) \) to

\[
(w_{k+1}, \tilde{w}_{k+1}) = (w'_{k+1}, \tilde{w}'_{k+1})
\]

Figure 3: Collision for velocity particles at intermediate time.
where
\[
\begin{align*}
\tilde{w}_k' &= \frac{1}{2} ((w_k + \tilde{w}_k) + |w_k - \tilde{w}_k| \sigma_k), \\
\sigma_k' &= \frac{1}{2} ((w_k + \tilde{w}_k) - |w_k - \tilde{w}_k| \sigma_k).
\end{align*}
\] (31a)
(31b)

Note that the resulting velocities \((w_{k+1}, \tilde{w}_{k+1})\) correspond to \((v'_{k+j}, v'_{k+j})\).

On the other hand, we denote \(w_{k-1}\) and \(\tilde{w}_{k-1}\) to be the particle velocities whose collision produces \(w_k\). Similarly, \(\tilde{w}_k\) is produced by particle velocities \(\tilde{w}_{k-1}\) and \(\tilde{w}_{k-1}\). Particle velocities
\[
w_{k-1}, \tilde{w}_{k-1}, \tilde{w}_{k-1}, \tilde{w}_{k-1}, w_k, \tilde{w}_k, w_{k+1}, \tilde{w}_{k+1}
\]
correspond to the dual (adjoint) variables
\[
\gamma_{k-1}, \tilde{\gamma}_{k-1}, \tilde{\gamma}_{k-1}, \gamma_{k}, \tilde{\gamma}_{k}, \gamma_{k+1}, \tilde{\gamma}_{k+1},
\]
respectively, as shown in Fig. 3 which schematically depicts the three collisions that involve particles \(w_k\) and \(\tilde{w}_k\).

Next, we recall the variational quantity \(\mathcal{F}_3\) for collisions, with dual quantities \(\gamma\), as
\[
\mathcal{F}_3 = \int \sum_k \sum_i \gamma_{k,i} \cdot (v_{k+1,i} - v_{k,i}').
\]

We use \(\mathcal{F}_{3k}\) to denote the terms in \(\mathcal{F}_3\) that involve \(w_k\) or \(\tilde{w}_k\):
\[
\mathcal{F}_{3k} = \frac{1}{N} \left\{ \gamma_k \cdot (w_k - w'_{k-1}) + \tilde{\gamma}_k \cdot (\tilde{w}_k - \tilde{w}'_{k-1}) + \gamma_{k+1} \cdot (w_{k+1} - w'_{k}) + \tilde{\gamma}_{k+1} \cdot (\tilde{w}_{k+1} - \tilde{w}'_{k}) \right\}.
\]

Note that \(w'_{k-1}\) is a function only of \(w_{k-1}\) and \(\tilde{w}_{k-1}\), and that \(\tilde{w}'_{k-1}\) is a function only of \(\tilde{w}_{k-1}\). Consequently, \(w'_{k-1}\) and \(\tilde{w}'_{k-1}\), as well as \(w_{k+1}\) and \(\tilde{w}_{k+1}\), do not depend on \(w_k\) and \(\tilde{w}_k\). It follows that
\[
\begin{align*}
\partial_{w_k} \mathcal{F}_3 &= \partial_{w_k} \mathcal{F}_{3k} = \frac{1}{N} \left\{ \gamma_k - \gamma_{k+1} \cdot \partial_{w_k} w'_{k-1} - \tilde{\gamma}_{k+1} \cdot \partial_{\tilde{w}_k} \tilde{w}'_{k} \right\}, \\
\partial_{\tilde{w}_k} \mathcal{F}_3 &= \partial_{\tilde{w}_k} \mathcal{F}_{3k} = \frac{1}{N} \left\{ \gamma_k - \gamma_{k+1} \cdot \partial_{w_k} w'_{k-1} - \tilde{\gamma}_{k+1} \cdot \partial_{\tilde{w}_k} \tilde{w}'_{k} \right\}.
\end{align*}
\] (32a)
(32b)

These derivatives can be calculated from (31) to get
\[
\begin{align*}
\gamma \cdot \partial_{w_k} w_k' &= \frac{1}{2} (\gamma + \gamma \cdot \sigma_k (w_k - \tilde{w}_k)), \\
\gamma \cdot \partial_{\tilde{w}_k} w_k' &= \frac{1}{2} (\gamma - \gamma \cdot \sigma_k (w_k - \tilde{w}_k)), \\
\gamma \cdot \partial_{w_k} \tilde{w}_k' &= \frac{1}{2} (\gamma + \gamma \cdot \sigma_k (w_k - \tilde{w}_k)), \\
\gamma \cdot \partial_{\tilde{w}_k} \tilde{w}_k' &= \frac{1}{2} (\gamma + \gamma \cdot \sigma_k (w_k - \tilde{w}_k)).
\end{align*}
\]

where \(x = x/|x|\) denotes the unit vector along the direction of \(x\). Therefore,
\[
\begin{align*}
\partial_{w_k} \mathcal{F}_3 &= \frac{1}{N} \left\{ \gamma_k - \frac{1}{2} (\gamma_{k+1} + \tilde{\gamma}_{k+1}) - \frac{1}{2} (\gamma_{k+1} - \tilde{\gamma}_{k+1}) \cdot \sigma_k (w_k - \tilde{w}_k) \right\}, \\
\partial_{\tilde{w}_k} \mathcal{F}_3 &= \frac{1}{N} \left\{ \gamma_k - \frac{1}{2} (\gamma_{k+1} + \tilde{\gamma}_{k+1}) + \frac{1}{2} (\gamma_{k+1} - \tilde{\gamma}_{k+1}) \cdot \sigma_k (w_k - \tilde{w}_k) \right\}.
\end{align*}
\]

Setting these two partial derivatives to 0, gives the equations
\[
\begin{align*}
\gamma_k &= \frac{1}{2} (\gamma_{k+1} + \tilde{\gamma}_{k+1}) + \frac{1}{2} (\gamma_{k+1} - \tilde{\gamma}_{k+1}) \cdot \sigma_k (w_k - \tilde{w}_k), \\
\tilde{\gamma}_k &= \frac{1}{2} (\gamma_{k+1} + \tilde{\gamma}_{k+1}) - \frac{1}{2} (\gamma_{k+1} - \tilde{\gamma}_{k+1}) \cdot \sigma_k (w_k - \tilde{w}_k).
\end{align*}
\] (33a)
(33b)
Moreover, (33) can be rewritten using the operator notation (7) from Section 2.2 as

\[
\begin{align*}
\hat{\gamma}_{k+1} &= A(\sigma_k, \alpha_k) \hat{\gamma}_k, \\
\hat{\gamma}_k &= B(\sigma_k, \alpha_k) \hat{\gamma}_{k+1},
\end{align*}
\]

(34)
in which \(\alpha_k = (w_k - \tilde{w}_k)^\ast\).

Note that (33) for \(\gamma_k\) and \(\tilde{\gamma}_k\) does not involve any variables at time interval \(k - 1\). It follows that (33) is valid for values of \(\gamma_j = \gamma_k\) and \(\tilde{\gamma}_k\) corresponding to a collision in which one (or both) of the velocities \(w_j = w_k\) started at \(t = 0\), as depicted in Fig. 2(b).

The adjoint DSMC equations (33a)-(33b), which we derive following the DTO approach, are the DSMC analog of the dual equation (19a), and they are one of the main results of this paper. The evolution equations for the dual variable \(\gamma\) are solved backward in time, from \((k + 1)\)-th time interval to the \(k\)-th time interval, for each \(k\). For each collision, these equations are solved for the dual variables corresponding to the particle velocity variables involved in that collision.

4.3. Summary for discrete adjoint system

In summary, we solve the direct equations in DSMC forward in time for the velocity particles \(V = \{v_1, \ldots, v_N\}\) with the initial particle velocity sampled from (17) given the current value of \(\alpha\). Collisions are performed according to (2). Then the adjoint equations (33a)-(33b) for the adjoint particle \(\gamma\) are solved backward in time following Algorithm 3.

At the initial time \(t = 0\), we use (29) to calculate the gradient of the objective function with respect to the model parameter \(\alpha\), which can be used by optimization algorithms to update the \(\alpha\) iteratively.

Algorithm 3 Algorithm for solving the discrete adjoint DSMC system (33).

1: Given the final-time velocity particles \(V_M = \{v_{F,1}, \ldots, v_{F,N}\}\) from the forward DSMC, set \(\gamma_{F,j} = -\partial_r f(v_{F,j})\) for \(j = 1, \ldots, N\) following (30).
2: for \(k = M - 1\) to 0 do
3:   Given \(\{\gamma_{k+1,1}, \ldots, \gamma_{k+1,N}\}\) from the previous iteration and collision parameters in the forward DSMC.
4:   if \(v_j \in V_k\) did not collide at \(t_k\) then
5:     Set \(\gamma_{k,j} = \gamma_{k+1,j}\).
6:   else if \(v_j, v_{j_i} \in V_k\) collided at \(t_k\) then
7:     Perform backward collision between \(\gamma_{k+1,j}\) and \(\gamma_{k+1,j_i}\) and obtain \(\gamma_{k,j}\) and \(\gamma_{k,j_i}\) following (33a) and (33b).
8:   end if
9:   Obtain \(\{\gamma_{k,1}, \gamma_{k,2}, \ldots, \gamma_{k,N}\}\).
10: end for

Like the continuous adjoint system (Section 3), by solving the direct equations and the adjoint equations only once, we obtain all components of the gradient \(\partial_r J\), for any value of the dimensionality of \(\alpha\). We remark that the choice of collision times, collision partners, and collision angles is not included in the variational principle. These parts of the DSMC method are determined externally.

The restriction to Maxwell molecules significantly simplifies the adjoint DSMC method presented in this section. Since the collision kernel \(q\) is a constant, the collision rate for a pair of velocities \(v\) and \(v_1\) and the choice of the collision parameter \(\sigma\) do not depend on the values of the velocities. This implies that variations \(\delta v\) and \(\delta v_1\) in the velocities do not cause variations in the choice of collision pairs nor in the collision parameter, which simplifies the adjoint DSMC equation (33). This is the main reason that we restricted our attention to Maxwell molecules in this work. We believe it is possible to extend the adjoint DSMC method to non-Maxwell interactions. Extension to collision kernels \(q = q(\theta)\) with angular dependence should be straightforward since, in that case, the only thing that changes is the sampling of the collision parameter \(\sigma\), while it is still independent of pre-collision velocities \(v\) and \(v_1\). Extensions to the VHS model with \(q = q(|v - v_1|)\) collision kernel and other non-Maxwell interactions are more intricate since either the collision rates or the collision parameter \(\sigma\) will depend on pre-collision velocities. The former could be mitigated by using a different DSMC method with a constant collision rate such as (12), while the latter would produce additional terms in \(\partial_\alpha w_k^e, \partial_\alpha w_k^f, \partial_\alpha \tilde{w}_k^e, \partial_\alpha \tilde{w}_k^f\) in (32). We leave such generalizations for future work and they are beyond the scope of this paper.
5. Relationship between the continuous adjoint and the adjoint DSMC formulation

In this section, we discuss the similarities and differences between the continuous adjoint formulation (Section 3) and the adjoint DSMC formulation (Section 4). The former is derived under the “optimize-then-discretize” (OTD) approach, while the latter is based on the “discretize-then-optimize” (DTO) approach. For a given discretization scheme, OTD and DTO may not be equivalent, as demonstrated by many examples in the literature [28, 13, 1, 29, 33]. The DTO approach is particularly preferred for problems that are otherwise unsolvable under the OTD approach, such as the heat-transfer optimization problem [7, 26].

Since DTO and OTD are generally not the same, we investigate the analytical properties of the two adjoint systems. The analysis in Section 5.1 illustrates the essential role of the continuous adjoint variable γ(v, t), as a Fréchet derivative of the objective function. We find a similar result for the discrete adjoint variable γk,i for DSMC in Section 5.2. Based on these results, we find a direct relationship between γ(v, t) and γk,i in Section 5.3 that connects the two adjoint systems.

We remark that the derivatives in this section have slightly different meanings from the ones used before. In Section 3 and Section 4, the constraints for the state variables are not directly applied, but instead are imposed by the adjoint variables in the Lagrangian formulation. Here in Section 5, the derivatives with respect to f(v) or v_k are computed with the assumption that they are directly constrained to satisfy the Boltzmann equation [13] or the DSMC equations, respectively.

5.1. Continuous adjoint variable as a Fréchet derivative

If f(v, t) is a solution of the Boltzmann equation [13], then the linearized equation for a perturbed distribution f(v, t) + δf(v, t) is

\[ \partial_t \delta f(v, t) = f(v, t) L[f(v, t)] \frac{\delta f(v, t)}{f(v, t)} \]  

(35)

using the linearized collision operator \( L \).

For objective function \( J_1(α) = \int_v r(v)f(v, T)dv \), the perturbation \( δf \) causes a perturbation \( δJ_1 \), which satisfies

\[ δJ_1 = \int_v δf(v, t) \frac{δJ_1}{δf(v, t)} dv \]

for any t because the perturbation \( δf(t, \cdot) \) determines \( δf(t’, \cdot) \) for any \( t’ > t \). Since \( J_1 \) is time-independent, \( \forall t ∈ [0, T] \), we have

\[ 0 = \partial_t δJ_1 = \partial_t \left( \int_v δf(v, t) \frac{δJ_1}{δf(v, t)} dv \right) = \int_v (\partial_t δf) \left( \frac{δJ_1}{δf} \right) dv + \int_v δf (\partial_t \frac{δJ_1}{δf}) dv = \int_v f L[f] \left( \frac{δJ_1}{δf} \right) dv + \int_v δf \partial_t \left( \frac{δJ_1}{δf} \right) dv = \int_v f L'[f] \left( \frac{δJ_1}{δf} \right) dv + \int_v δf \partial_t \left( \frac{δJ_1}{δf} \right) dv = \int_v δf \left( L'[f] \left( \frac{δJ_1}{δf} \right) + \partial_t \left( \frac{δJ_1}{δf} \right) \right) dv. \]

Here, we have used the chain rule, the duality between \( L[f] \) and \( L'[f] \), and (35).

Since the perturbation \( δf \) is arbitrary, the following holds for any t

\[ -\partial_t \left( \frac{δJ_1}{δf} \right) = L'[f] \left( \frac{δJ_1}{δf} \right) . \]  

(36)

Note that equation (36) for \( -\frac{δJ_1}{δf} \) is the same as equation (19a) for the continuous adjoint function γ(v, t). Additionally, as seen directly from the objective function, the “final” condition for (36) is \( -\frac{δJ_1}{δf(v, T)} = -r(v) \), the same as the “final” condition (19b) for γ(v, T). Based on these two facts, we obtain the main result of this subsection:

\[ γ(v, t) = -\frac{δJ_1}{δf(v, t)} , \quad t ∈ [0, T]. \]  

(37)
Therefore, the continuous adjoint variable \( \gamma(v, t) \) is the negative Fréchet derivative of the objective function with respect to the state variable \( f(v, t) \).

### 5.2. DSMC adjoint variable as a derivative

The analysis of the DSMC adjoint variable \( \gamma \) is a discrete version of the analysis in the previous section for the continuous adjoint variable \( \gamma \). Consider small perturbations \( \delta w_k \) and \( \delta \tilde{w}_k \) in the pre-collision velocities \( w_k \) and \( \tilde{w}_k \). The resulting first-order variations in the post-collision velocities are \( \delta w_{k+1} \) and \( \delta \tilde{w}_{k+1} \). Since no other velocities are changed at times \( t_k \) and \( t_{k+1} \) and because \( J_1 \) is time independent, then

\[
\delta J_1 = \delta w_1 J_1 \cdot \delta w_k + \delta \tilde{w}_1 J_1 \cdot \delta \tilde{w}_k = \delta w_{k+1} J_1 \cdot \delta w_{k+1} + \delta \tilde{w}_{k+1} J_1 \cdot \delta \tilde{w}_{k+1},
\]

which can be rewritten in operator form, and then by using (8), as

\[
\begin{pmatrix}
\partial_{w_1} J_1^T \\
\partial_{\tilde{w}_1} J_1^T
\end{pmatrix}
\begin{pmatrix}
\delta w_k \\
\delta \tilde{w}_k
\end{pmatrix} =
\begin{pmatrix}
\partial_{w_{k+1}} J_1^T \\
\partial_{\tilde{w}_{k+1}} J_1^T
\end{pmatrix}
A(\sigma_k, \alpha_k)
\begin{pmatrix}
\delta w_{k+1} \\
\delta \tilde{w}_{k+1}
\end{pmatrix}.
\]

Since this is true for any values of \( \delta w_k \) and \( \delta \tilde{w}_k \), it follows that

\[
\begin{pmatrix}
\partial_{w_1} J_1^T \\
\partial_{\tilde{w}_1} J_1^T
\end{pmatrix} =
\begin{pmatrix}
\partial_{w_{k+1}} J_1^T \\
\partial_{\tilde{w}_{k+1}} J_1^T
\end{pmatrix} A(\sigma_k, \alpha_k).
\]

By taking the transpose and using \( A^T = B \), then

\[
\begin{pmatrix}
\partial_{w_1} J_1 \\
\partial_{\tilde{w}_1} J_1
\end{pmatrix} =
\begin{pmatrix}
\partial_{w_{k+1}} J_1 \\
\partial_{\tilde{w}_{k+1}} J_1
\end{pmatrix} A(\sigma_k, \alpha_k).
\]

Equation (38) shows that \( \partial_{w_1} J_1, \partial_{\tilde{w}_1} J_1 \) satisfies the same back-propagation rule as (34) for \( (\gamma_k, \tilde{\gamma}_k) \).

Recall (30) for the final condition for the adjoint DSMC particles,

\[
\gamma_F = -\partial_i r(w_F) = -N \partial_{w_i} J_1.
\]

in which the second equation comes from the definition of \( J_1 \) in (28). With the same final condition (39) (up to a constant scaling \(-N\)), and the same back-propagating rule (34) and (38) from \( t_{k+1} \) to \( t_k \), we conclude that

\[
\gamma_{k,i} = -N \partial_{w_i} J_1, \quad \forall k, i, \quad \text{where } J_1 = \frac{1}{N} \sum_{i=1}^{N} r(v_{F,i}).
\]

### 5.3. Connections between the continuous and DSMC adjoint variables

Given an empirical distribution and its limit, we know by the strong law of large numbers that

\[
\frac{1}{N} \sum_{i=1}^{N} I_\Omega(v_{F,i}) \xrightarrow{a.s.} \int_\Omega f(v, T)dv
\]

for every measurable set \( \Omega \subseteq \mathbb{R}^3 \), where \( I_\Omega \) is the indicator function. Also,

\[
\lim_{N \to \infty} J_1 = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} r(v_{F,i}) = \int_{\mathbb{R}^3} r(v)f(v, T)dv = J_1.
\]

Next, we derive the connections between the two derivatives at any time step \( t_k \),

\[
\frac{\delta J_1}{\delta f(v, t_k)} \quad \text{and} \quad \frac{\partial J_1}{\partial w_{k,i}},
\]

which will directly uncover the relationship between the continuous and DSMC adjoint variables based on (37) and (40).
We consider two empirical density functions,
\[
\frac{1}{N} \sum_{i=1}^{N} \delta(v - v_{k,i}) \quad \text{and} \quad \frac{1}{N} \sum_{i=1}^{N} \delta(v - \bar{v}_{k,i}), \quad \bar{v}_{k,i} = v_{k,i} + \delta v_{k,i},
\]
as the approximations to the density functions \(f(v, t_k)\) and \(f(v, t_k) + \delta f(v, t_k)\), respectively. We remark that \(v_{k,i}\) are random variables following the distribution function \(f(v, t_k)\), while we choose \(\delta v_{k,i}\) to be deterministic, as follows:
\[
\delta v_{k,i} = \begin{cases} 
\eta, & v_{k,i} \in \Omega, \\
0, & v_{k,i} \in \mathbb{R}^3 \setminus \Omega.
\end{cases}
\]
Here, \(\Omega\) is an arbitrary measurable set and \(\eta\) is a small constant vector.

The first-order variation of the continuous and the discrete objective functions can be stated as below. For any time step \(t_k\),
\[
\delta J_1 = \int_{\mathbb{R}^3} \frac{\delta J_1}{\delta f} \delta f dv = \int_{\mathbb{R}^3} \frac{\delta J_1}{\delta f(v, t_k)} \left( f(v, t_k) + \delta f(v, t_k) - f(v, t_k) \right) dv, \quad (41)
\]
\[
\delta J_1 = \sum_{i=1}^{N} \delta v_{k,i} \cdot \frac{\partial J_1}{\partial v_{k,i}}. \quad (42)
\]
Consider \(v_i = v_{k,i}\) as one of the \(N\) random variables following the distribution \(f(v, t_k)\), and denote \(\phi(v) = \frac{\delta J_1}{\delta f(v, t_k)}\). Based on (41), we have
\[
\delta J_1 = \int_{\mathbb{R}^3} \frac{\delta J_1}{\delta f(v, t_k)} (f(v, t_k) + \delta f(v, t_k)) dv - \int_{\mathbb{R}^3} \frac{\delta J_1}{\delta f(v, t_k)} f(v, t_k) dv,
\]
\[
= E_{\phi} [\frac{\delta J_1}{\delta f(v, t_k)}] - E_{v_i} \left[ \frac{\delta J_1}{\delta f(v, t_k)} \right]
\]
\[
= E_{v_i} [I_{\Omega}(v_i) \phi(v_i + \eta)] + E_{v_i} [I_{\mathbb{R}^3 \setminus \Omega}(v_i) \phi(v_i)] - E_{v_i} [\phi(v_i)]
\]
\[
= E_{v_i} [I_{\Omega}(v_i) \phi(v_i + \eta)] - E_{v_i} [I_{\Omega}(v_i) \phi(v_i)]
\]
\[
= E_{v_i} [I_{\Omega}(v_i) (\phi(v_i + \eta) - \phi(v_i))]
\]
\[
\approx \eta \cdot E_{v_i} [I_{\Omega}(v_i) \phi'(v_i)]. \quad (43)
\]
On the other hand, (41) is related to (42) as the following
\[
\delta J_1 = E_{v_1, \ldots, v_N} [\delta J_1] = \sum_{i=1}^{N} E_{v_i} \left[ \delta v_i \cdot \frac{\partial J_1}{\partial v_i} \right] = N \eta \cdot E_{v_i} \left[ I_{\Omega}(v_i) \frac{\partial J_1}{\partial v_i} \right]. \quad (44)
\]
We assume that all \(v_i = v_{k,i}\), for \(i = 1, \ldots, N\), are (approximately) i.i.d. random variables following the same velocity distribution \(f(v, t_k)\).

Therefore, by combining (43) and (44), we have
\[
\eta \cdot E_{v_i} [I_{\Omega}(v_i) \phi'(v_i)] = N \eta \cdot E_{v_i} \left[ I_{\Omega}(v_i) \frac{\partial J_1}{\partial v_i} \right].
\]
Since \(\eta\) is an arbitrarily small vector in \(\mathbb{R}^3\), then
\[
E_{v_i} \left[ I_{\Omega}(v) \phi'(v) \right] = N E_{v_i} \left[ I_{\Omega}(v_i) \frac{\partial J_1}{\partial v_i} \right] = N E_{v_i} \left[ I_{\Omega}(v_i) \frac{\partial J_1}{\partial v_i} | v_i = v \right] = E_i \left[ I_{\Omega}(v_i) E_{v_i} \left[ N \frac{\partial J_1}{\partial v_i} | v_i = v \right] \right],
\]
where we change the variable from \(v_i\) to \(v\) for the first term and apply the law of total expectation to the second term.

Since the set \(\Omega\) is arbitrary, \(\phi'(v) = (\eta f(v, t_k))' = -\gamma'(v, t_k)\) and \(N \frac{\partial J_1}{\partial v_i} = -\gamma_{k,i}\), which have been shown previously in (37) and (40), we obtain the following equation
\[
\gamma'(v, t_k) = E[\gamma_{k,i} | v_{k,i} = v]. \quad (45)
\]
Equation (45) serves as a bridge connecting the two adjoint systems that we have derived in Section 3 and Section 4.
5.4. The unbiasedness of the adjoint DSMC gradient estimator

In (20) and (29), we derive two gradient formulae, $\partial_\alpha J$ and $\partial_\alpha J$, through the continuous and the discrete adjoint systems, respectively. Next, we show the unbiasedness of the gradient estimator $\partial_\alpha J$ computed through the adjoint DSMC approach:

$$\partial_\alpha J = \mathbb{E}_{v_0 \sim \cdots \sim v_N \sim f_0(\alpha)}[\partial_\alpha J].$$

There are a direct way and an indirect way to draw samples from continuous distributions $f(v, 0) = f_0(v; \alpha)$, which is also our initial distribution for the Boltzmann equation:

**Direct way:** $v_0 \sim f_0(v; \alpha)$

**Indirect way:** $v_0 = g(\epsilon_0; \alpha)$, $\epsilon_0 \sim \phi(\epsilon)$.

The second and indirect approach is to first sample from a simpler base distribution $\phi(\epsilon)$, which is independent of the parameter $\alpha$, and then transform this variate through a deterministic path $g(\epsilon, \alpha)$. This is often referred to as the sampling path or the sampling process [27] [37]. For an invertible path, we have the mass-preserving equation:

$$\phi(\epsilon) = f_0\left(g(\epsilon, \alpha); \alpha\right) \det\left(\nabla g(\epsilon, \alpha)\right).$$

Recall in Section 5 where we derive the OTD framework,

$$\partial_\alpha J = \partial_\alpha J_2 = -\partial_\alpha \int_{\mathbb{R}^3} g(v, 0) f_0(v; \alpha) dv = -\partial_\alpha \mathbb{E}_{v \sim f_0(\alpha)}[g(v, 0)].$$

Based on the Law of the Unconscious Statistician (LOTUS),

$$\mathbb{E}_{v \sim f_0(\alpha)}[g(v, 0)] = \mathbb{E}_{\epsilon \sim \phi(\epsilon)}[g(g(\epsilon, \alpha), 0)].$$

Therefore, we have

$$\partial_\alpha J = -\partial_\alpha \mathbb{E}_{\epsilon \sim \phi(\epsilon)}[g(g(\epsilon, \alpha), 0)]$$

$$= -\partial_\alpha \mathbb{E}_{\epsilon \sim \phi(\epsilon)}\left[g(g(\epsilon, \alpha), 0)\right] = -\partial_\alpha \left(\int \phi(\epsilon) g(g(\epsilon, \alpha), 0) d\epsilon\right)$$

$$= -\int \phi(\epsilon) \left(\frac{\partial g(g(\epsilon, \alpha), 0)}{\partial v}\right)_{v=g(\epsilon, \alpha)} \frac{\partial g(\epsilon, \alpha)}{\partial \alpha} d\epsilon$$

$$= -\int f_0(g(\epsilon, \alpha); \alpha) \left(\frac{\partial g(g(\epsilon, \alpha), 0)}{\partial v}\right)_{v=g(\epsilon, \alpha)} \frac{\partial g(\epsilon, \alpha)}{\partial \alpha} \det\left(\nabla g(\epsilon, \alpha)\right) d\epsilon \quad \text{(by Equation (47))}$$

$$= -\int f_0(v; \alpha) \left(\frac{\partial g(g(\epsilon, \alpha), 0)}{\partial v}\right)_{v=g(\epsilon, \alpha)} \frac{\partial g(\epsilon, \alpha)}{\partial \alpha} dv.$$

The last equality is based on the change of variable $v = g(\epsilon, \alpha)$. Together with Equation (45), we have

$$\partial_\alpha J = -\int f_0(v; \alpha) \left(\frac{\partial g(g(\epsilon, \alpha), 0)}{\partial v}\right)_{v=g(\epsilon, \alpha)} \frac{\partial g(\epsilon, \alpha)}{\partial \alpha} dv$$

$$= -\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{v_i \sim f_0(\alpha)}\left[\gamma_{0,i} \cdot \frac{\partial \gamma_{0,i}}{\partial \alpha}\right]$$

$$= \mathbb{E}_{v_0 \sim \cdots \sim v_N \sim f_0(\alpha)}\left[\frac{1}{N} \sum_{i=1}^{N} \gamma_{0,i} \cdot \frac{\partial \gamma_{0,i}}{\partial \alpha}\right] = \mathbb{E}_{v_0 \sim \cdots \sim v_N \sim f_0(\alpha)}[\partial_\alpha J].$$

In conclusion, $\partial_\alpha J$ is an unbiased pathwise Monte Carlo gradient estimator for the objective function $J$.

If we solve the continuous adjoint equation (19a) numerically and then compute the gradient for $\alpha$ following (20), the result should match the gradient computed by the DSMC adjoint approach in Section 4 within numerical error. For example, (19a) can be solved numerically by the DSMC-type scheme which we propose in Section 3.2. The continuous and the DSMC adjoint systems are equivalent in optimizing the model parameter $\alpha$. We will present several numerical examples that verify the gradient accuracy and demonstrate the optimization process in Section 6.
6. Numerical results

In this section we discuss the results of numerical simulations computing the gradients of the objective function \( J_1 = \frac{1}{2} \sum_{i=1}^{N} r(v_{k,i}) \approx \int_{\mathbb{R}^3} r(v) f(v, T) dv = J_1 \), at the final time \( t = T \) with respect to the parameter \( \alpha \) in the initial conditions \( f_0(v; \alpha) \). Four different methods of the gradient computation are used here: (i) finite difference method using several forward DSMC simulations with different parameter values, (ii) the adjoint DSMC method, (iii) the DSMC-type scheme for the adjoint equation, (iv) the direct discretization of the continuous adjoint equation \( \dot{\alpha} q = \sum_{l \in \{x,y,z\}} m_4 l(t_k) \equiv T_l(t_k) = \frac{1}{N} \sum_{i=1}^{N} (v_{k,i})^l \approx \int_{\mathbb{R}^3} v_i^l f(v, t_k) dv, \quad l \in \{x,y,z\}, \)

They are the second-order and the fourth-order velocity moments of the distribution function in the \( l \)-direction at the time \( t = t_k \). We have six objective functions in total. For the parameter \( \alpha \) we use temperature values in the initial distribution function \( \alpha = [T_x^0, T_y^0, T_z^0] \). We further refer to these gradients as \( \frac{\partial J_1}{\partial \rho_{l}} \) and \( \frac{\partial m_{4l}}{\partial \rho_{l}} \) respectively, \( l, p \in \{x,y,z\} \). Here the dimension of \( \alpha \) is only 3. Still, a real advantage of these methods is, of course, when the vector \( \alpha \) is highly multi-dimensional since the described methods allow one to compute all the components of the gradient \( \frac{\partial J_1}{\partial \alpha} \) by doing the only one forward DSMC simulation and one backward adjoint DSMC simulation.

For all the methods we use the same initial condition, anisotropic Gaussian,

\[
 f_0(v) = \frac{1}{(2\pi)^{3/2}} \exp\left( -\frac{v_x^2}{2T_x^0} - \frac{v_y^2}{2T_y^0} - \frac{v_z^2}{2T_z^0} \right), \tag{49}
 \]

where \( T_x^0 = 0.5, T_y^0 = 1, T_z^0 = 1 \), and the total density \( \rho = 1 \). In this case, the solution to the Boltzmann equation \( \mathtt{13} \) will relax to an isotropic Gaussian with the temperature \( T_M = (T_x^0 + T_y^0 + T_z^0)/3 = 0.8333(3) \) over time. In all the tests below, we use the forward Euler time-integration scheme with a time-step \( \Delta t = 0.1 \). The gradients, \( \frac{\partial J_1}{\partial \rho_{l}} \) and \( \frac{\partial m_{4l}}{\partial \rho_{l}} \), are computed at the final time \( t = T = 2 \).

6.1. Forward DSMC simulation

We solve the Boltzmann equation \( \mathtt{13} \) with the Nanbu–Babovsky method as described in Algorithm \[1\]. We represent the distribution function with \( N \) particles, ranging from \( 10^8 \) to \( 10^9 \), and sample the initial condition from the distribution in \( \mathtt{19} \). Collisions are performed according to the collision rules \( \mathtt{2} \) and the collision angles are sampled uniformly over a unit sphere according to the collision kernel of Maxwellian particles, \( q(v - v_1, \sigma) = 1/(4\pi) \). Based on Algorithm \[1\] the fraction of particles that collide at every time step is \( N_c/N = \Delta t \mu \) and is equal to 10% for \( \Delta t = 0.1, \mu = 1 \). The total kinetic energy \( K(t) = T_x(t) + T_y(t) + T_z(t) \) and the total momentum \( p(t) = (p_x(t), p_y(t), p_z(t)) \), where \( p_l(t) = \int_{\mathbb{R}^3} v_l f(v, t) dv \), are conserved by construction of the algorithm, since every pair-wise collision is elastic. Fig. \[4\] shows the relaxation of temperatures \( T_x(t), T_y(t), T_z(t) \) towards the value \( T_M \) as well as the relaxation of the fourth-order moments \( m_{4x}(t), m_{4y}(t), m_{4z}(t) \) towards the value \( 3T_M^2 \) as functions of time.

Running the standard DSMC simulations several times with randomly sampled initial conditions allows us to estimate the mean values and the standard deviations of quantities of interest at \( t = T = 2 \). Details are shown in Table \[1\] where the standard deviation \( \sigma_{\dot{X}} \) is computed using \( M_s = 100 \) simulations with \( N = 10^6, 10^9 \) particles in each. The standard deviations of the quantities of interest give us estimates of the random errors in DSMC algorithm with \( N \) particles. They scale with \( 1/\sqrt{N} \) which can be seen from the \( \sigma_{\dot{X}} \) values in Table \[1\]. The actual standard deviations of the mean values \( \bar{X} \) in Table \[1\] computed using \( M_s \) independent simulations are approximately \( 1/\sqrt{M_s} \) times the values of \( \sigma_{\dot{X}} \) for one simulation from Table \[1\]. That is, \( \sigma_{\bar{X}} = \sigma_{\dot{X}}/\sqrt{M_s} \). We further estimate random errors in the mean
Table 1: Mean values of \( p_x, p_y, p_z, T_x, T_y, T_z \) and \( m_4_x, m_4_y, m_4_z \) and their standard deviations at \( t = 2 \), which are computed using \( M_s \) standard DSMC simulations with \( N \) particles in each. The temperatures in the initial condition \([49]\) are set to be \([T^0_x, T^0_y, T^0_z]\) = \([0.5, 1, 1]\).

![Figure 4: The relaxation of temperatures \( T_x(t), T_y(t), T_z(t) \) to the value \( T_M = (T^0_x + T^0_y + T^0_z)/3 = 0.8333(3) \) as well as the average temperature \( \langle T_M(t) \rangle = (T_x(t) + T_y(t) + T_z(t))/3 \) that stays constant throughout the simulation (left) and the relaxation of fourth moments \( m_4_x(t), m_4_y(t), m_4_z(t) \) to the value \( 3T^2_M = 2.08333(3) \) from DSMC simulation with initial condition \([49]\), \( N = 10^6 \) particles and \( \Delta t = 0.1 \). The red and yellow lines on both graphs practically coincide.

![Figure 4: The relaxation of moments that are computed using DSMC simulations with those different initial conditions, we need to perturb the parameter by a small amount and then compute the corresponding target values at those different initial temperatures. For each component in \([T^0_x, T^0_y, T^0_z]\), we apply a perturbation of size \( \Delta T^0_1 = 0.1 \) or 0.05 away from the original values of \([T^0_x, T^0_y, T^0_z]\) = \([0.5, 1, 1]\). In Table 2, we gather the resulting mean values of the moments that are computed using \( M_s = 100 \) simulations and \( N = 10^8 \) particles in each simulation.

Using the values in Table 2, we can estimate the gradients \( \frac{\partial T_1}{\partial a_1}(a_0) \) via the central finite difference

\[
\frac{\partial T_1}{\partial a_1}(a_0) \approx \frac{T_1(a_0 + \Delta a) - T_1(a_0 - \Delta a)}{2\Delta a}. \tag{51}
\]

We can also estimate their errors \( e_{T_1}^{rand}(a_0) \), as shown in Table 3. The error in \( \frac{\partial T_1}{\partial a_1}(a_0) \) consists of two parts:

\[
e_{T_1}^{rand}(a_0) = e_{T_1}^{FDB}(a_0) + e_{T_1}^{rand}(a_0) \tag{52}
\]
where the finite difference error can be estimated as
\[
e_{FD}^{\alpha} \approx \frac{\partial^3 J_\alpha}{\partial \alpha^3}(\alpha_0) \frac{(\Delta \alpha)^2}{6} \approx \frac{-J_1(\alpha_0 - 2\Delta \alpha) + 2J_1(\alpha_0 - \Delta \alpha) - 2J_1(\alpha_0 + \Delta \alpha) + J_1(\alpha_0 + 2\Delta \alpha)}{12(\Delta \alpha)^3} (\Delta \alpha)^2, \tag{53}
\]
where \(\Delta \alpha\) is a finite step used to estimate \(\frac{\partial^3 J_\alpha}{\partial \alpha^3}\), and the random error can be estimated roughly as
\[
e_{rand}^{\alpha} \approx \frac{e_{rand}^{J_{1}(\alpha_0 + \Delta \alpha)} + e_{rand}^{J_{1}(\alpha_0 - \Delta \alpha)}}{2\Delta \alpha} \approx \frac{e_{rand}^{J_{1}(\alpha_0)}}{\Delta \alpha}. \tag{54}
\]
Notice that the finite difference error is proportional to \((\Delta \alpha)^2\) while the random error is proportional to \(1/\Delta \alpha\), meaning that there is an optimal value of
\[
\Delta \alpha^* = \left( \frac{3e_{rand}^{J_{1}(\alpha_0)}}{\frac{\partial^3 J_\alpha}{\partial \alpha^3}(\alpha_0)} \right)^{1/3} \tag{55}
\]
for a given value of the random error \(e_{rand}^{J_{1}(\alpha_0)}\) in \(J_1(\alpha_0)\) and the third-order derivative of \(J_1\) at \(\alpha_0\) (unknown a priori) for which the total error is minimal. We compute the third-order derivatives according to \(\frac{\partial^3 J_\alpha}{\partial \alpha^3}\) with \(\Delta \alpha = 0.05\). Together with the previously computed \(e_{rand}^{\gamma_i}\) and \(e_{rand}^{m_i}\), we estimate the optimal step size \(\Delta \alpha^* \approx (0.06, 1.5)\), for various components of \(\frac{\partial J_\alpha}{\partial \gamma_i}\) and \(\frac{\partial J_\alpha}{\partial m_i}\). Eventually, we opt for \(\Delta \alpha = \Delta \alpha^*_i = 0.1\) for the computation of the gradients and the estimations of the errors that are shown in Table 3. The random errors reflected in the last column of Table 3 are computed using the standard deviations \(\sigma_{\gamma_i}\) and \(\sigma_{m_i}\), from the last column of Table 1, together with \(\frac{\partial J_\alpha}{\partial \alpha^*}\) and \(\frac{\partial J_\alpha}{\partial \gamma_i^*}\) components. Comparing the random errors in the last column with the finite-difference errors in the other columns of Table 3 we observe that our choice of \(\Delta \alpha = 0.1\) is nearly optimal for \(p = x\) components and smaller than optimal for the \(p = y, z\) components, but the current value of \(\Delta \alpha\) is good enough for our purposes.

### 6.2. Adjoint DSMC

In the adjoint DSMC method for the gradient calculation, we first solve the Boltzmann equation \(\frac{\partial f_i}{\partial t} + \nabla \cdot (v_i f_i) = 0\) as in the previous examples, but at each time step \(t = t_k\) the indices of the particles that collided, their collision angles \(\sigma_{k,i}\) and the pre-collision relative unit velocities \((v_{k,i} - \bar{v}_{k,i})\) are stored in memory for the later use in the backward solve.

Afterwards, we solve the adjoint DSMC equations derived in Section 4 backward in time. Similar to the definition of the forward particles \(\Gamma\), at the \(k\)-th time interval, we represent the adjoint particles as
\[
\Gamma_k = \{\gamma_1, \ldots, \gamma_i, \ldots, \gamma_N\}(t_k),
\]
and we denote the \(i\)-th adjoint particle in \(\Gamma_k\) as \(\gamma_{k,i}\). We remark that \(\gamma_{k,i}\) is a vector in \(\mathbb{R}^3\). We initialize our backward solve with the “final conditions” \(\gamma_{F,i} = -\partial_i r(v_{F,i}), i \in 1 \ldots N\), at the final time \(t = T = 2\), and \(r(v)\) is set to
The results are gathered in Table 4, where the values of the gradients match those in Table 3 up to 4-5 significant digits.

We calculate the gradient of the objective function with respect to the model parameter \( \alpha \) \( \gamma \) the forward solve using the collision angles and the relative unit velocities that have been stored during the forward solve. The samples depend continuously on the parameter \( \alpha \), we can sample it by sampling \( 3N \) \( 1 \). The random errors are the same for all \( \alpha = T_p^0, p \in \{x, y, z\} \). All quantities here are computed using \( \Delta \alpha = 0.1 \).

The adjoint DSMC equations (33a)–(33b) are then solved backward in time for each collision that happened during the forward solve using the collision angles and the relative unit velocities that have been stored during the forward solve. Once the backward time evolution reaches the initial time \( t = 0 \), we use (29), \( \frac{\partial \mathbf{J}_l}{\partial \mathbf{v}} = -\frac{1}{N} \sum_{i=1}^{N} \gamma_{ij} \cdot \partial \delta v_{0j}(\alpha) \), to calculate the gradient of the objective function with respect to the model parameter \( \alpha \). Here, \( \partial \delta v_{0j}(\alpha) \) is a derivative of the initial sample of particles with respect to the parameter \( \alpha \). Hence, it is important to have not only an initial distribution function \( f_0(v, \alpha) \) that depends continuously on the parameter \( \alpha \) but also a particular way of sampling such that the samples depend continuously on the parameter \( \alpha \). Since our initial distribution is an isotropic Gaussian (49), we can sample it by sampling \( 3N \) values from the standard normal distribution \( N(0, 1) \) and then rescaling the values with appropriate initial temperatures as

\[
v_{0j} = (v_{0j}^x, v_{0j}^y, v_{0j}^z) = (\sqrt{T_0^x v_{0j}^N}, \sqrt{T_0^y v_{0j}^N}, \sqrt{T_0^z v_{0j}^N}),
\]

where \( v_{0j}^N, v_{0j}^N, v_{0j}^N \) are samples of \( N(0, 1) \). For \( \alpha = T_p^0 \), we can easily compute

\[
\frac{\partial v_{0j}}{\partial T_p^0} = \frac{v_{0j}^N}{2 \sqrt{T_p^0}} \delta_{j0}, \quad j, p \in \{x, y, z\}.
\]

We perform \( M_f = 100 \) forward DSMC and backward adjoint DSMC simulations with \( N = 10^8 \) particles for each simulation. Based on (50), we compute the mean values and random errors for quantities \( \frac{\partial \mathbf{J}_l}{\partial \mathbf{v}} \) and \( \frac{\partial \mathbf{v}_{0j}}{\partial \mathbf{v}} \), \( l, p \in \{x, y, z\} \). The results are gathered in Table 4 where the values of the gradients match those in Table 3 up to 4-5 significant digits. The random errors in Table 4 are approximately \( 10^{-5} \) for \( \frac{\partial \mathbf{J}_l}{\partial \mathbf{v}} (t = 2) \) and \( 10^{-4} \) for \( \frac{\partial \mathbf{v}_{0j}}{\partial \mathbf{v}} (t = 2) \), which is about one order of magnitude smaller than the ones in Table 3. It demonstrates another advantage of this method that it does not suffer from amplified random errors compared to the finite difference calculations. For the latter, the random error increases while computing the gradients due to the subtraction of two close values in (51).

| \( \mathbf{J}_l = T_i(t = 2) \) | \( \frac{\partial \mathbf{J}_l}{\partial \mathbf{v}} \pm e_{\mathbf{v}}^p \) | \( \frac{\partial \mathbf{J}_l}{\partial \mathbf{v}} \pm e_{\mathbf{v}}^p \) | \( \frac{\partial \mathbf{J}_l}{\partial \mathbf{v}} \pm e_{\mathbf{v}}^p \) | \( e_{\mathbf{v}} \) |
|-----------------------------|------------------------|------------------------|------------------------|---------|
| \( \mathbf{J}_i = T_i(t = 2) \) | 0.572335 ± 0.00001 | 0.213839 ± 2.1e-06 | 0.213836 ± 8.6e-07 | ± 0.0002 |
| \( \mathbf{J}_i = T_i(t = 2) \) | 0.213831 ± 0.00003 | 0.572331 ± 2.1e-06 | 0.213842 ± 3.1e-07 | ± 0.0002 |
| \( \mathbf{J}_i = T_i(t = 2) \) | 0.213834 ± 0.00002 | 0.213830 ± 2.8e-08 | 0.572322 ± 5.6e-07 | ± 0.0002 |
| \( \mathbf{J}_i = m^4_i(t = 2) \) | 2.289942 ± 0.0011 | 0.996551 ± 7.5e-06 | 0.996538 ± 6.0e-06 | ± 0.0009 |
| \( \mathbf{J}_i = m^4_i(t = 2) \) | 1.071492 ± 0.0025 | 3.147580 ± 7.5e-06 | 1.139506 ± 5.5e-06 | ± 0.0011 |
| \( \mathbf{J}_i = m^4_i(t = 2) \) | 1.071524 ± 0.0006 | 1.139418 ± 1.1e-06 | 3.147446 ± 5.7e-07 | ± 0.0004 |

Table 3: Gradients \( \frac{\partial \mathbf{J}_l}{\partial \mathbf{v}} \) that are computed using the finite difference formula (51), estimates of the corresponding finite-difference errors based on (53) and Table 2 values, and the corresponding random errors that are computed based on (54) and Table 1 values. The objective functions \( \mathbf{J}_l = (T_i(t = 2), m^4_i(t = 2)) \) and parameter \( \alpha = T_p^0, l, p \in \{x, y, z\} \). The random errors are the same for all \( \alpha = T_p^0, p \in \{x, y, z\} \). All quantities here are computed using \( \Delta \alpha = 0.1 \).

| \( \mathbf{J}_l = T_i(t = 2) \) | \( \frac{\partial \mathbf{J}_l}{\partial \mathbf{v}} \pm e_{\mathbf{v}}^p \) | \( \frac{\partial \mathbf{J}_l}{\partial \mathbf{v}} \pm e_{\mathbf{v}}^p \) | \( \frac{\partial \mathbf{J}_l}{\partial \mathbf{v}} \pm e_{\mathbf{v}}^p \) | \( e_{\mathbf{v}} \) |
|-----------------------------|------------------------|------------------------|------------------------|---------|
| \( \mathbf{J}_i = T_i(t = 2) \) | 0.572316 ± 1.1e-05 | 0.213836 ± 8.4e-06 | 0.213835 ± 7.7e-06 | ± 0.0006 |
| \( \mathbf{J}_i = T_i(t = 2) \) | 0.213846 ± 9.5e-06 | 0.572337 ± 1.1e-05 | 0.213839 ± 9.5e-06 | ± 0.0006 |
| \( \mathbf{J}_i = T_i(t = 2) \) | 0.213838 ± 8.9e-06 | 0.213828 ± 7.5e-06 | 0.572325 ± 1.2e-05 | ± 0.0005 |
| \( \mathbf{J}_i = m^4_i(t = 2) \) | 2.289879 ± 1.3e-04 | 0.996589 ± 8.6e-05 | 0.996541 ± 8.3e-05 | ± 0.0004 |
| \( \mathbf{J}_i = m^4_i(t = 2) \) | 1.071577 ± 9.1e-05 | 3.147648 ± 1.8e-04 | 1.139492 ± 9.0e-05 | ± 0.0004 |
| \( \mathbf{J}_i = m^4_i(t = 2) \) | 1.071486 ± 8.0e-05 | 1.139424 ± 8.0e-05 | 3.147454 ± 1.7e-04 | ± 0.0004 |

Table 4: Gradients \( \frac{\partial \mathbf{J}_l}{\partial \mathbf{v}} \) computed by the adjoint DSMC approach and estimations of the corresponding random errors based on formula (50), where the objective function \( \mathbf{J}_l = (T_i(t = 2), m^4_i(t = 2)) \) and the parameter \( \alpha = T_p^0, l, p \in \{x, y, z\} \).
Table 5: Gradients \( \partial f / \partial \alpha \) computed by the DSMC-type scheme for the adjoint equation and estimations of the corresponding random errors based on formula (50), where the objective function \( J_1 = \{ T(t = 2), m_4(t = 2) \} \) and the parameter \( \alpha = T_p^0, l, p \in \{ x, y, z \} \).

6.3. DSMC-type scheme for the adjoint equation

For the DSMC-type scheme, we need to store the same information during the forward modeling as the adjoint DSMC method. We solve the continuous adjoint equation (19a) backward in time using a DSMC-type scheme that we have developed in Section 3.2. In this method, we evolve values of the function \( \gamma(v, t) \) evaluated at locations \( v_{k,i} \), i.e., the DSMC particles from the forward solve. At the \( k \)-th time step, the set

\[
\Gamma_k = \{ \hat{\gamma}_1, \ldots, \hat{\gamma}_i, \ldots, \hat{\gamma}_N \}(t_k)
\]

contains all those function values, where \( \hat{\gamma}_i(t_k) = \gamma(v_{k,i}, t_k) \) is \( i \)-th adjoint “particle” in \( \Gamma_k \). We remark that \( \hat{\gamma}_i(t_k) \) here is a scalar value, \( \hat{\gamma}_i(t_k) \in \mathbb{R} \). We initialize our backward solve with the “final conditions” (19b). That is, \( \hat{\gamma}_i(t = T) = -r(v_{F,i}), i = 1 \ldots N \), where \( \{ v_{F,i} \}_{i=1}^N \) are the velocity particles from the forward DSMC at the final time \( t = T \). Then the continuous adjoint equation (19a) can be solved backward in time following Algorithm 2 where \( \hat{\gamma}_i(t_k) \) are updated at \( k + 1 \rightarrow k \) time step according to (26) only if \( v_{k,i} \) particles participated in a collision during the forward solve at the step \( k \rightarrow k + 1 \). To approximate the last terms in (26), we perform a linear interpolation using the scattered data \( \Gamma_{k+1} \) at locations \( v_{k+1,i} \); see (27). Eventually, once the backward time evolution reaches the initial time \( t = 0 \), the gradient of the objective function (20) can be computed using the values of \( \hat{\gamma}_i(t = 0) \), i.e., \( \Gamma_0 \). In case of the initial condition (49) and the parameter \( \alpha = T_p^0, p \in \{ x, y, z \} \), the derivative \( \partial f_0(v; \alpha) \) of the initial distribution function with respect to the parameter \( \alpha \) in (20) becomes

\[
\frac{\partial f_0(v; \alpha)}{\partial \alpha} = \left( \frac{v^2}{T_p^0} - 1 \right) \frac{1}{2 T_p^0} f_0(v). \tag{56}
\]

By approximating the initial distribution function with the sample particles \( f_0(v) \approx \frac{1}{N} \sum_{i=1}^{N} \delta(v - v_{0,i}) \), we get

\[
\frac{\partial J_1}{\partial \alpha} = - \int \gamma(v, 0) \frac{\partial f_0(v; \alpha)}{\partial \alpha} dv = - \int \gamma(v, 0) \left( \frac{v^2}{T_p^0} - 1 \right) \frac{1}{2 T_p^0} f_0(v) dv \approx - \frac{1}{N} \sum_{i=1}^{N} \hat{\gamma}_i(t = 0) \left( \frac{v_{0,i}^2}{T_p^0} - 1 \right) = \frac{\partial J_1}{\partial \alpha} \tag{57}
\]

We performed \( M_s = 10 \) forward DSMC simulations and backward simulations of the adjoint equation using the DSMC-type scheme with \( N = 10^6 \) particles for each simulation. We choose smaller \( N \) and \( M_s \) here because this scheme works much slower due to the interpolation procedure at every time step for every colliding particle. We compute the mean values of the gradients according to (57), and estimate their random errors based on (50). The results are presented in Table 6. We observe that the gradients in Table 4 and Table 5 match up to 2-4 significant digits. The random errors in Table 5 are approximately 0.003 for \( \partial f_0 / \partial \alpha \) (\( t = 2 \)) and 0.02 for \( \partial f_0 / \partial \alpha \) (\( t = 2 \)), which are about two orders of magnitude larger than the ones in Table 4 as a result of using \( N = 10^6 \) instead of \( N = 10^8 \) and the additional error introduced by numerical interpolation.

6.4. Direct discretization of the adjoint equation integrals

Here we solve the continuous equation (19a) for \( \gamma(v, t) \) from \( t = T = 2 \) to \( t = 0 \) with the “final condition” (19b) using a direct numerical integration scheme to compute the integral term on the right-hand side. See details of the numerical scheme in Appendix A.

As previously, we consider the gradients of the second-order moments, \( T_i(t = 2) \), and the fourth-order moments, \( m_4(t = 2) \), with respect to \( \alpha = T_p^0, l, p \in \{ x, y, z \} \). For each objective function, we perform one forward DSMC simulation with \( N = 10^8 \) particles and one backward simulation via the scheme described in (A.4). We did only one
Table 6: Gradients $\frac{\partial J_1}{\partial x}$ computed by the direct discretization of the integrals in the continuous adjoint equation (19a), where $J_1 = \{T_i(t = 2), m_4(t = 2)\}$, $\alpha = T_{pp}, i, p \in \{x, y, z\}$.

| $J_i = T_i(t = 2)$ | $\frac{\partial J_1}{\partial x}$ | $\frac{\partial J_1}{\partial y}$ | $\frac{\partial J_1}{\partial z}$ |
|---------------------|-------------------------------|-------------------------------|-------------------------------|
| 0.573407            | 0.214738                      | 0.214742                      |
| 0.214944            | 0.572962                      | 0.569767                      |
| 0.211709            | 0.211531                      | 0.569767                      |
| 2.343578            | 1.027094                      | 1.026818                      |
| 1.097967            | 3.193492                      | 1.165838                      |
| 1.072689            | 1.137018                      | 3.153235                      |

Table 7: The comparison of the four methods that compute the gradients of the Boltzmann-constrained optimization problems, in terms of memory requirements, error scaling and operation count.

| Method                                    | Memory Requirements, Bytes | Error Scaling | Operation Count |
|-------------------------------------------|----------------------------|---------------|-----------------|
| (i) finite difference                     | $24N$                      | $O((\Delta \alpha)^2)$ + $O(\sqrt{N\Delta \alpha})$ | $23.5(N_{pp} + 1)N\mu T$ |
| (ii) adjoint DSMC method                  | $24N + (24N + 28N\mu T)$ | $O(\frac{1}{N\mu})$                     | $17.5N\mu T$ |
| (iii) DSMC-type scheme                    | $24N + (8N + 28N\mu T)$   | $O(\frac{1}{N\mu})$                     | $\approx (40 + \frac{6}{5} \log(N))N\mu T$ |
| (iv) direct discretization                | $8n_{\text{grid}}^2 \left(\frac{\Delta t}{\Delta x}\right)^2 + 2$ | $O\left(\frac{1}{\sqrt{N\mu}}\right)$ + $O((\Delta \alpha)^2)$ | $\approx (21n_{\text{grid}} + 4)n_{\text{grid}}^0 \frac{T}{\Delta t}$ |

Simulation ($M_i = 1$) for each objective function due to its extensively long computational time; see the next subsection for discussions on performance. The results are gathered in Table 6. Values of the gradients in Table 6 match up to 2-3 significant digits. We still have random errors that are contributed through the values of $f(v, t)$ in the forward DSMC. The random errors in Table 6 can be roughly estimated using two standard deviations in the last column of Table 1 or $e^{rand} = 2\sigma_{T_i} / \sqrt{M_i} \approx 0.0002$ and $e^{rand} = 2\sigma_{m_4} / \sqrt{M_i} \approx 0.001$. They are much smaller than the overall errors (dominated by finite discretization errors here) 0.002 for $\frac{\partial T_i}{\partial \theta}$ and 0.05 for $\frac{\partial m_4}{\partial \theta}$, which we can compute by comparing the gradient values in Table 7 and Table 4.

6.5. Method comparison

So far, we have described and demonstrated four different ways to compute the gradient of an objective function numerically after the forward DSMC simulations. The summary of their comparison in terms of memory requirements, error scaling and operation count is given in Table 7. See the details of the comparison in Appendix B.

Table 8 shows the timings of our code we recorded per objective function using Intel Core i7-3770K processor (4 cores @4.5Ghz) and $N = 10^6, 10^7, 10^8$, $T = 2$, $\Delta t = 0.1$, $n_{\text{grid}} = 30, 40, n_x = n_y = n_T = 10$ parameters.

The adjoint DSMC is slightly faster (up to 20-30%) than the forward DSMC for the same number of particles $N$ (timings for computing the vector $\sigma$ and the unit collision direction are included in the forward DSMC timings above and take about 20% of the overall timings, whereas they would add about 35% to the adjoint DSMC timings if we were to include them there). The adjoint DSMC is more than 1000 times faster than the DSMC-like scheme and much faster than the direct discretization of (19a). At the same time, the errors in the adjoint DSMC are at least one order of magnitude smaller than in other methods due to absence of finite-difference or interpolation errors; see Tables 3-5.

Table 8: CPU run time of the four different methods presented in Section 6.4 under different parameters.
and Section 6.4 where we have error estimates (partly numeric and partly analytic). By performing only one adjoint DSMC simulation, we obtain all the gradient components of the objective function. At the same time, if we use the finite difference method, we need to perform at least $D \alpha + 1$ simulations, where $D \alpha$ is the dimensionality of $\alpha$. The benefits of the adjoint DSMC algorithm particularly stand out when solving large-scale optimization problems.

Fig. 5 shows the error in $\frac{\partial m_4}{\partial T_0}$ vs. CPU time measured in simulations for all four methods. Since one forward DSMC solve is needed for all methods, Fig. 5 reflects only CPU timing for the additional computations needed to compute the gradient, namely one extra forward DSMC simulation ($D \alpha = 1$) for (i) or one backward solution for (ii)-(iv). For (ii), the errors were estimated using formula (50) as the error values in Table 4. For (iii) and (iv) the error values in the figure were computed as a difference between the numerical values $\frac{\partial m_4}{\partial T_0}$ obtained in numerical simulations and the reference value of $\frac{\partial m_4}{\partial T_0}$ from Table 4 as it is the most accurate value we have computed. For (i) the errors were estimated using formulas (52)-(55) and the fact that $e_{\text{rand}}^\alpha \approx \frac{1}{\sqrt{N}}$ to demonstrate that the error scaling and the actual errors (in comparison to the reference value from Table 4) were $2^{-10}$ times smaller. Note that the slope of the forward DSMC+FD line (blue) is less than the slopes for the adjoint DSMC (red) and DSMC-type scheme for adjoint equation (purple) since the total error in (52) for the optimal $\Delta \alpha^*$ (as in (55)) scales like $\propto 1/N^{1/3}$ and CPU time $\propto N$.

### 6.6. Optimization examples

We have previously discussed the accuracy and performance of several different numerical schemes to compute the gradient of optimization problems constrained by the Boltzmann equation. The adjoint DSMC method particularly stands out for its simplicity, computational efficiency, and the direct connections with the well-established forward DSMC method [38], as discussed in Section 5.2. Here, we use two optimization examples to illustrate the great potential of the adjoint DSMC method for efficiently solving optimization problems constrained by the Boltzmann equation with the nonlinear collision operator.

#### 6.6.1. Matching the velocity moments

We have been using the velocity moments of the probability distribution at the final time $T$ as the objective function to test the accuracy of the gradients. Here, we follow the earlier discussions and set the first objective function as

$$J_1(\alpha) = \|d_1 - d_2\|_2^2$$

(58)

where $d_1 = [T_x, T_y, T_z]$, the second velocity moments in each direction and $d_2 = \frac{1}{2}[m_4, m_4, m_4]$, half of the fourth-order velocity moments in each direction at $t = T = 2$. As we have defined earlier,

$$m_4(T) = \frac{1}{N} \sum_{i=1}^{N} \langle v_i^4 \rangle \approx \int_{\mathbb{R}^3} v_4^4 f(v, T) dv, \quad T_4(T) = \frac{1}{N} \sum_{i=1}^{N} \langle v_i^4 \rangle \approx \int_{\mathbb{R}^3} v_4^2 f(v, T) dv,$$
for \( l \in \{x, y, z\} \). Here, \( f(v, T) \) solves the Boltzmann equation (13) given the initial condition (49). We only treat the initial temperature of the y direction, \( T^0_y \), as the unknown parameter \( \alpha \), while fixing \( T^0_x = 0.5 \) and \( T^0_z = 1 \). This is to avoid the trivial optimal solution \( T^0_x = T^0_y = T^0_z = 0 \) that minimizes the objective function (58) if \( \alpha = [T^0_x, T^0_y, T^0_z] \).

One may notice that the objective function (58) in this example does not match the formulation (18). Nevertheless, it is easy to adapt a general objective function to either the continuous or the DSMC adjoint system based on the role of the adjoint equations: large systems of chain rule which propagate the Fréchet derivative it is easy to adapt a general objective function to either the continuous or the DSMC adjoint system based on the role of the adjoint equations: large systems of chain rule which propagate the Fréchet derivative.

The final condition for the DSMC adjoint system, \( \gamma_{F,i} = [\gamma^0_{F,i}, \gamma^1_{F,i}, \gamma^2_{F,i}] \), also the adjoint variable for the final particle velocity \( v_{F,i} = [v^0_{F,i}, v^1_{F,i}, v^2_{F,i}] \), should be

\[
\gamma^l_{F,i} = \frac{\partial J_i}{\partial v^l_{F,i}} = \frac{1}{N} (T_i(T) - m_A(T))(2v^l_{F,i} - 2(v^l_{F,i})^3), \quad l \in \{x, y, z\}, \quad i = 1, 2, \ldots, N.
\]

Starting with \( T^0_y = 1 \) as the initial guess for \( \alpha \), we use a gradient-based optimization algorithm to minimize the objective function (58). The steepest descent method with a backtracking line search following the Armijo–Goldstein condition is applied to find a proper stepsize along the descent direction (39). We compute the gradient by solving one forward DSMC with the current \( \alpha \), and then one adjoint DSMC is solved in every iteration of the optimization process. The total number of particles in both DSMC simulations is \( N = 10^7 \). The spacing in the time domain is \( \Delta t = 0.1 \). The convergence history of this example is shown in Fig. 6. Both the objective function and the size of the gradient monotonically decrease in the first 30 iterations. The convergence slows down as the gradient is smaller than 0.1% of its initial size. We start to observe oscillations in the gradient that come from the random errors in the DSMC solutions. The iterates converge to 0.4344, the global minimum of the objective function if \( T^0_y \) is the only parameter.

6.6.2. Inverse Problem

Our second example is based the setup of an inverse problem. The fourth-order velocity moments at the final time \( T = 2 \) are statistical quantities of interest that can be observed in a realistic or experimental setting. The observable
information is solely affected by the unknown initial temperature of the distribution that we aim to recover by minimizing the difference between the observed data and the predicted data simulated by our guess of the model parameter. The reconstruction is formulated as a nonlinear least-squares problem

$$\alpha^* = \arg \min_{\alpha} J_1(\alpha) = \arg \min_{\alpha} \|d_{\text{obs}} - d_{\text{pred}}(\alpha)\|_2^2$$

where the predicted data $d_{\text{pred}}(\alpha) = [m4_x, m4_y, m4_z]$ is a vector of the fourth-order velocity moments at $T = 2$. We set the true data $d_{\text{obs}} = [2, 1, 3]$. All other notations and the choice of optimization algorithm follow the previous optimization example.

The initial guess of the parameters is $[0.5, 1.5, 1.0]$. The convergence history of the computational inverse problem is shown in Fig. 7. The three components of $\alpha$ converge to $[0.8670, 0.0870, 1.3470]$ in the first 40 iterations. The same as in the previous example, the small variations in the objective function and the gradient norm for the remaining 60 iterations are introduced by the random errors of DSMC simulations, as seen in the plots. Increasing the number of particles can help mitigate the small perturbations.

**Remark 3.** We show two simple optimization experiments as examples, but one can apply the framework to more general and large-scale optimization problems constrained by the nonlinear Boltzmann equation. There are at least three directions to generalize the applications. First, the dimensionality of the unknown parameter could be increased with hardly any extra cost. Second, the model parameter is not limited to the initial condition. Such examples include shape optimization of the flow channel [42]. Third, following the same idea, we plan to generalize the adjoint DSMC systems for inhomogeneous Boltzmann equation with the nonlinear collision operator or even more complicated kinetic description.

**7. Conclusion**

In this paper, we present the OTD and DTO approaches of computing the gradient of optimization problems based on the nonlinear Boltzmann equation. The highlight of both frameworks is that one only needs to solve the Boltzmann equation and the adjoint system once to compute the gradient, independent of the size of the unknown in the optimization. The adjoint DSMC system, derived by the DTO approach, offers a deterministic numerical scheme that is remarkably efficient to implement with the forward DSMC method. On the other hand, the Monte Carlo type method designed for the continuous adjoint equation could potentially be used for the linear Boltzmann equation [11]. We plan to extend both frameworks to the general VHS kernel and to the inhomogeneous case. In particular, the adjoint DSMC approach applies to more general kinetic models for gases and plasmas whose behavior could be modeled by Monte Carlo binary collisions. One of such models is the Coulomb collision for charged particles [47]. As the next step, we will apply the adjoint DSMC methods to realistic optimization problems that occur naturally in a broader class of kinetic applications.
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Appendix A. Direct numerical integration scheme of the continuous adjoint equation \([19b]\)

We treat \(\gamma(v, t)\) as a continuous function with scalar values. We consider a grid in the \(v \in \mathbb{R}^3\) space with \(n_{\text{grid}}\) number of grid points equally spaced in the interval \([-5v_{\text{th}}, 5v_{\text{th}}]\) for each of the \(x, y, z\) directions. We set the thermal velocity \(v_{\text{th}} = \sqrt{T_M}\), where \(T_M = (T_0^p + T_0^f + T_0^s)/3\) is the equilibrium temperature. Thus, the grid spacing is \(\Delta v = 10v_{\text{th}}/(n_{\text{grid}} - 1)\) and the grid points are \(v_{i,y,i,z} = [-5v_{\text{th}} + i_x\Delta v, -5v_{\text{th}} + i_x\Delta v, -5v_{\text{th}} + i_x\Delta v]\), where \(i_x, i_y, i_z \in [0, 1, ..., n_{\text{grid}} - 1]\).

To propagate equation (19a) backward in time, we need values of \(f(v, t)\) at the grid points at each time step. Hence, at each time step of the forward DSMC solve of the Boltzmann equation (17), we compute and store those function values using a 3D histogram with bins of size \(\Delta v\) in each direction that are centered at the grid points \(v_{i,y,i,z}\). To solve equation (19a) numerically we first simplify it as follows

\[
-\frac{\partial \gamma(v,t)}{\partial t} = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \left( \gamma(v') + \gamma(v) \right) f(v) q d\sigma dv - \frac{\mu}{\rho} \int_{\mathbb{R}^3} \gamma(v) f(v) dv - \mu \gamma(v)
\]  

(A.1)

where \(v', v\) are as in (2) and \(\sigma\) is a unit vector spanning the unit sphere. Due to the symmetry \(\gamma(-\sigma) = \gamma(\sigma)\) and the fact that \(\sigma\) spans the whole unit sphere, \(\gamma(v')\) and \(\gamma(v)\) in the first integral give equal contributions.

We rewrite the integral over \(\sigma\) as an integral over two angles, \(\varphi \in [-\pi, \pi]\) and \(\theta \in [0, \pi]\), and thus replace \(d\sigma d\varphi = d(-\cos \theta) d\varphi\). We discretize \(\varphi\) with \(n_\varphi\) points, and then \(\varphi_j = -\pi + 2j\pi/n_\varphi, j = 0, 1, ..., n_\varphi - 1\). Similarly, we discretize \(\cos \theta\) with \(n_\theta\) points, and then \((\cos \theta)_k = -1 + 1/n_\theta + 2h/n_\theta, h = 0, 1, ..., n_\theta - 1\). Thus,

\[
\sigma_{j,k} = (\cos \varphi_j (\sin \theta)_k, \sin \varphi_j (\sin \theta)_k, (\cos \theta)_k), \quad \text{where } (\sin \theta)_k = \sqrt{1 - (\cos \theta)_k^2} \text{ and } \Delta \sigma = 4\pi/(n_\varphi n_\theta).
\]

Finally, we discretize the integrals as sums over the grid \(v_{i,y,i,z}, \varphi_j, (\cos \theta)_k\), \(i_x, i_y, i_z = 0, 1, ..., n_{\text{grid}} - 1\), \(j = 0, 1, ..., n_\varphi - 1\), \(k = 0, 1, ..., n_\theta - 1\) and use the backward Euler scheme for the time derivatives to obtain the following numerical scheme:

\[
\gamma(v_{i,y,i,z}, t_k) = \gamma(v_{i,y,i,z}, t_{k+1}) - \Delta t \sum_{k=0}^{n_{\text{grid}}-1} \sum_{j=0}^{n_\varphi-1} \sum_{k=0}^{n_\theta-1} \left( \gamma(v', t_{k+1}) - \frac{4\pi}{\Delta \sigma} \gamma(v, t_{k+1}) \right) f(v', t_{k+1}) q_{j,k}(\sigma) dv_{j,k} - \mu \gamma(v, t_{k+1}) (n_\varphi n_\theta).
\]  

(A.2)

where \(v' = 1/2(v_{i,y,i,z} + v_{j,y,j,z}) + 1/2|v_{i,y,i,z} - v_{j,y,j,z}| \sigma_{j,k}\) and we used our assumptions that \(q(\sigma) = 1/(4\pi)\) and \(\rho = 1\), and thus \(\mu = \rho \int_{\mathbb{S}^2} q(\sigma) d\sigma = 1\). Since post-collision velocity \(v'\) does not always fall onto the grid points of the velocity space, we approximate the function value \(\gamma(v', t_{k+1})\) by linear interpolation using the set of function values \(\gamma(v_{i,y,i,z}, t_{k+1})\). Fig. [X.8] shows the function \(\gamma(v, t)\) computed according to the numerical scheme (A.2) at \(t = T = 2\) and \(t = 0\) using \(\gamma(v, t = T) = -\gamma(v)\) and \(n_{\text{grid}} = 40, n_\varphi = n_\theta = 10, \Delta t = 0.1\).

To compute the gradients of the objective function with respect to the parameter \(\alpha\), we use the values of \(\gamma(v, 0)\) and the derivative of the initial distribution with respect to \(\alpha\); see (20). For the initial distribution (49) where the parameter \(\alpha = T_0^p\), \(p \in \{x, y, z\}\), the derivative of the initial distribution is computed following (56). After approximating the integral in (20) by the Riemann sum over the grids, we have

\[
\frac{\partial J_1}{\partial T_0^p} = -\int \gamma(v, 0) \frac{\partial f_0(v ; T_0^p)}{\partial T_0^p} dv = -\int \gamma(v, 0) \left( \frac{v_p^2}{T_0^p} - 1 \right) \left( \frac{1}{2 T_0^p} \right) f_0(v) dv \approx \sum_{i_x,i_y,i_z=0}^{n_{\text{grid}}-1} \gamma(v_{i,y,i,z}, 0) \left( \frac{v_p^2}{T_0^p} - 1 \right) \left( \frac{1}{2 T_0^p} \right) f_0(v_{i,y,i,z}) (\Delta v)^3.
\]

Appendix B. Numerical methods comparison. Memory requirements, error scaling and operation count.

Appendix B.1. Memory requirements

(i) The forward DSMC simulations are done using the Nanbu–Babosky scheme with \(N\) particles. Thus, we need \(3N \times 8 = 24N\) bytes in double-precision arithmetic to store the velocity of the particles. At each time step, there are \(N_c = N \Delta t\) particles that collide, which is a small fraction of \(N\). Thus, we disregard the temporary variables used for the computation of the collisions in calculating the memory requirements. We also overide the particle velocities to not use extra memory for the new velocities at each time step. To compute the gradients by the finite difference, we run
During the backward solve, we need to store $n_t$ additional complexity. With $\gamma$, we can store the distribution function $v$ parameters $\gamma$ storage of required for the forward DSMC. To recover the velocity particles when marching back from $\gamma_i$ at each time step since they constitute only a small fraction of the overall number of particles and the new data for $\gamma$ can subtract one term of the right-hand side at a time to save memory. Therefore, in total, we need $8\gamma N$ with the standard DSMC method. Afterwards, we need to convert velocity samples $\{\gamma_i\}_{i=1}^N$ to a distribution function $f(v, t_k)$ via a histogram at every time step. For each colliding pair, we store

- the indices of the two colliding particles, 4 bytes each if stored in the U32n32 format allowing for values in $[0, 2^{32} - 1]$; since $2^{32} \approx 4.3 \times 10^9 > 10^8$, it is good enough for our purposes;
- the $\sigma$ vector in $\mathbb{R}^3$, 8 bytes for each component of the vector;
- the unit collision direction $\gamma_i \vec{v}^0 \in \mathbb{R}^3$, 8 bytes for each component.

In total, the memory requirements are 56 bytes per colliding pair or 28 bytes per colliding particle. Overall, we need $8\gamma N$, new bytes stored per time step. If the number of time steps is $M = T/\Delta t$, the total amount of extra storage needed for the backward propagation is $8\gamma N M = 8\gamma N \mu T / \Delta t = 8\gamma N \mu T$. It becomes comparable to the 24 bytes required for the particle storage in the forward DSMC when $8\gamma N \mu T > 24 N$, or when roughly $\mu T > 1$. The total amount of extra memory required for the forward propagation is $24 N + 28 \gamma N \mu T$ bytes. In our simulations, we use $\mu = 1$, $T = 2$, so the total amount of memory required for the adjoint DSMC was about four times the amount of memory required for the forward DSMC.

(iii) The DSMC-type scheme for the continuous adjoint equation (A.1) requires $1N \times 8 = 8\gamma N$ extra bytes for the storage of $\gamma(v, t)$. Like the forward DSMC, we do not consider temporary storage needed for the colliding particles at each time step since they constitute only a small fraction of the overall number of particles and the new data for $\gamma(v, t)$ overrides the old one. We also do not store $v_k$ at every time step during the forward solve since we can always recover the velocity particles when marching back from $t = T$ to $t = 0$ based on equation (6) with the stored collision parameters $\sigma$. In this method, we also need to store all of the same information about colliding particles in the forward DSMC simulation as in the adjoint DSMC method, adding extra $28 \gamma N \mu T$ bytes needed for storage total of $8\gamma N + 28 \gamma N \mu T$ bytes.

(iv) For the direct discretization of the integrals in the adjoint equation (19a), we perform the forward simulation with the standard DSMC method. Afterwards, we need to convert velocity samples $\{v_k\}_{i=1}^N$ to a distribution function $f(v, t)$ at every time step $t_k$ during the forward propagation. With $n_{\text{grid}}$ being the number of the grid points in each direction of the $v$-space, we have in total $n_{\text{grid}}^3$ grid points, which requires $8n_{\text{grid}}^3 \gamma N$ bytes of memory to store the distribution function $f(v, t_k)$ at every time step. In our simulations, $n_{\text{grid}} = 40$ considering the high computational complexity. With $n_{\text{grid}}^3 = 64000 \approx N/1000$ for $N = 10^8$, we use $\approx 1000$ particles per $\Delta v^3$ box on average. During the backward solve, we need to store $n_{\text{grid}}^3$ values of the function $\gamma(v, t)$. For the right-hand side of (A.2), we can subtract one term of the right-hand side at a time to save memory. Therefore, in total, we need $8n_{\text{grid}}^3(M + 2)$ bytes.
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for the backward solve. With \( n_{\text{grid}}^3 = N/1000 \) and \( M = 20 \), we get \( 8n_{\text{grid}}^3(M + 2) = 0.176N \) bytes which is much smaller than the number of bytes required in the forward DSMC simulation.

Appendix B.2. Error scaling

To compare the accuracy, we assume that only one simulation is done for each value of the parameter \( \alpha \). We use the forward Euler time integration for all the methods, so the time-integration error is \( O(\Delta t) \) for all the four approaches. As it is hard to find all the constants in the error estimates, we only provide error scaling here.

(i) Due to the Monte Carlo representation of the distribution function \( f(v, t) \), we have a spatial error \( O(1/\sqrt{N}) \) in computing the moments. For the gradient calculation, due to the finite difference scheme, we have errors \( O((\Delta x)^2) + O(1/(\Delta x \sqrt{N})) \) contributed from (53) and (54).

(ii) Similar to the finite difference scheme, due to the Monte Carlo representation of the distribution function \( f(v, t) \), we have a spatial error \( O(1/\sqrt{N}) \).

(iii) Again, the Monte Carlo representations of \( f(v, t) \) and \( \gamma_i(t_k) \) contribute to spatial error \( O(1/\sqrt{N}) \). The interpolation part of the DSMC-type scheme for the adjoint equation does not introduce significant extra error since the local error of a linear interpolation scales like \( \propto (\Delta v)^2 \propto 1/N^{2/3} < 1/N^{1/2} \), where \( \Delta v \) is a characteristic distance between particles.

(iv) In (19a), functions under the integral sign are smooth, non-singular (including the constant kernel \( q \)) and thus can be considered periodic in the \( \varphi \)-space, cos \( \theta \)-space and the \( v \)-space (up to numerical round-off errors on the boundaries of the domain), so we can achieve effectively exponential convergence from the integral itself. However, since we have to compute \( \gamma(v', t_{k+1}) \) in (19a) using interpolation, the overall order of convergence is limited by the order of interpolation. The linear interpolation introduces an error of size \( O((\Delta v)^2) \). The forward simulation for (13) can be done by a deterministic method by computing the integrals in a similar way as how to handle the continuous adjoint equation, which can then achieve a similar error of \( O((\Delta v)^2) \). However, in this paper, we stick with computing \( f(v, t) \) by simply converting the empirical distribution represented by the \( N \) particles to a histogram at each time step. Thus, we get an additional error of \( O(1/\sqrt{N}) \) by the forward DSMC.

Appendix B.3. Operation count

In this subsection, we provide operation counts to illustrate the performance of the methods. The same as before, we only provide the dominant scaling for the operation counts.

(i) Colliding two particles takes 47 operations per collision pair in our code or 23.5 operations per colliding particle. That is, \( 23.5N\mu M = 23.5N\mu T \) total operations per simulation. To compute the gradient via the finite difference scheme, we need to run at least \( D_{\alpha} + 1 \) simulations with slightly different values of the parameter \( \alpha \), where \( D_{\alpha} \) is the dimensionality of \( \alpha \). Overall, to compute the gradient \( \partial f/\partial \alpha \), we need \( (D_{\alpha} + 1) \times 23.5N\mu T \) operations.

(ii) The adjoint DSMC algorithm takes 26 operations to collide two \( \gamma \)-particles together. There are \( N/2 \) pairs of particles collided at every time step, and \( M \) total backward steps. We get the total operation count 26/2N\mu M = 13N\mu T. Also, 6 more operations are needed to compute the post-collision unit direction \( \sigma \) per a collision pair, and 3 more operations are needed to compute the unit collision direction \( (v - v_i)^{\perp} \) during the forward DSMC propagation for each collision pair. They are used later in the backward adjoint DSMC step. In total, we need 17.5N\mu T operations per backward simulation in the adjoint DSMC algorithm.

(iii) In the DSMC-type scheme for the continuous adjoint equation (19a), we only need to perform 2 operations and 1 interpolation per particle at each time step. Interpolation is linear, but it is done here on a scattered (non-structured) set of data. We use a built-in MATLAB function to interpolate the scattered data, which uses a Delaunay triangulation on the scattered sample points to find neighboring points to the target location and perform the interpolation. The operation count of Delaunay triangulation scales like \( O(N \log(N)) \). This is why this method is relatively slow compared to the adjoint DSMC scheme. For the interpolation itself, we believe it is reasonable to assume that we need about 10 operations per point. As a result, it brings us roughly up to \( (20N_i + C N \log(N))M = (20 + C \log(N)/\Delta t)N\mu T \) operations per simulation. Besides, in the DSMC-type scheme, we need velocities \( v_{i_k} \) at each time step \( t_k \). If we do not save them during the forward propagation, we have to recover the velocity particles at a particular time from the final velocities \( \{v_{F,i}\}_{i=1}^N \) by marching backward in time. This is done in the same way as how we backpropagate the adjoint particle \( \gamma_{i_k} \) from \( t_{k+1} \) to \( t_k \); see (6). The back-propagation of the velocity particles requires an extra 17.5N\mu T operations per simulation. The total number of operations is roughly \( (40 + C \log(N)/\Delta t)N\mu T \) for the DSMC-type scheme.

(iv) Computing an integral over \( dv \) and \( d\sigma \) is the most expensive part at each time step for the direct discretization of (19a). Inside the integral, we need to compute \( \gamma(v') \) using interpolation from the grid points in the \( v \)-space to the point \( v' \). Again, we assume 20 operations are needed per grid point for the interpolation and the computation
of \( \nu' \). The total number of operations needed to compute \( \gamma(\nu, t_k) \) from \( \gamma(\nu, t_{k+1}) \) in (A.2) per grid point in the \( \nu \)-space is about \( (21n_{\varphi}n_\theta + 4)n_{\text{grid}}^3 \). Since there are \( n_{\text{grid}}^3 \) grid points in the \( \nu \)-space grid and \( M \) time steps, the total operation count per simulation is about \( (21n_{\varphi}n_\theta + 4)n_{\text{grid}}^3 M \). Assuming \( n_{\text{grid}}^3 = N/1000 \) and \( n_{\varphi} = n_\theta = 10 \), we get \( (21n_{\varphi}n_\theta + 4)n_{\text{grid}}^6 M = 0.0021N^2M \). There are drastically more operations in the direct discretization than the adjoint DSMC algorithm as a result of the \( O(N^2) \) scaling where typically \( N \geq 10^6 \).