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Abstract

We investigate the use of discrete and continuous versions of physics-informed neural network methods for learning unknown dynamics or constitutive relations of a dynamical system. For the case of unknown dynamics, we represent all the dynamics with a deep neural network (DNN). When the dynamics of the system are known up to the specification of constitutive relations (that can depend on the state of the system), we represent these constitutive relations with a DNN. The discrete versions combine classical multistep discretization methods for dynamical systems with neural network based machine learning methods. On the other hand, the continuous versions utilize deep neural networks to minimize the residual function for the continuous governing equations. We use the case of a fedbatch bioreactor system to study the effectiveness of these approaches and discuss conditions for their applicability. Our results indicate that the accuracy of the trained neural network models is much higher for the cases where we only have to learn a constitutive relation instead of the whole dynamics. This finding corroborates the well-known fact from scientific computing that building as much structural information is available into an algorithm can enhance its efficiency and/or accuracy.
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1. Introduction

Due to the abundance of data and computational resources (e.g., graphical processing units), machine learning methods and, in particular, deep learning have gained prominence across various fields including scientific computing. In recent years there has been a lot of interest in the scientific computing community to utilize deep learning methods to accelerate scientific discovery. Combining the partial or complete knowledge about the physics of a system with the data through the use of deep learning has resulted in novel computational approaches [1, 2, 3, 4, 5, 6, 7, 8].

In the current work, we employ both discrete and continuous models for learning unknown dynamics (physics) and constitutive relations of dynamical systems using physics informed neural networks (PINNs). Different versions of PINNs exist in the literature [9, 10, 11, 12]. We use a total of four different versions of PINNs to learn dynamics and constitutive relations.

It is important to understand the applicability and the relative merits of these methods. In this work we aim to accomplish this task by testing these methods on the same physics model, namely a fedbatch bioreactor model (FBR) [13]. Although the methods discussed here are very general and can be used for any dynamical system modeled with ordinary differential equations (ODEs), we choose the FBR model, as it offers a dynamical system that is tractable but also very sensitive to initial conditions and variations of the problem parameters.

The structure of this paper is as follows: In Section 2 we discuss various discrete and continuous physics informed neural network (PINN) models for dynamical systems. We model a fedbatch (nonstationary) bioreactor (FBR) as a nonlinear dynamical system to test the various PINN models in Section 3. In Section 4 we present numerical results for the various PINN models when applied to the FBR model. Section 5 contains conclusions and ideas for future work.

2. PINNs for dynamical systems

We consider a dynamical system modeled as

\[ \dot{y}(t) = f(y(t), u(t), t; \lambda) \] (1)

where the state of the system at any time \( t \) is given by the vector \( y(t) \in \mathbb{R}^D \) and \( f \) describes the dynamics of the system. Also, \( u(t) \) describes possible...
external forcing and $\lambda$ is a potentially constitutive relation. We assume that the dynamics $f$ are at least partially unknown. Given the measurements of $y(t)$ at different time instants $t_1, t_2, \cdots, t_n$ we want to learn all the unknown parts of the dynamics $f$ using deep learning methods.

2.1. Neural network model

When the the dynamics of evolution $(f(y(t), u(t), t; \lambda))$ are completely unknown, we model the dynamics $f$ as a function of the states using a neural network (NN) and train the NN with time series data of the states. When the dynamics $(f(y(t), u(t), t; \lambda))$ of the system is known but the constitutive relation process $(\lambda(y(t)))$ is not known we represent it using a NN.

2.2. Multistep neural network model to learn unknown dynamics

In this section we combine the multistep family of time stepping methods [14] for solving dynamical systems with PINNs [9 10] to learn the unknown dynamics of a system from time series data of the state.

We consider a dynamical system of the form (1). We discretize it in time using a generalized multistep method with $M$ steps [15] as follows

$$\sum_{m=0}^{M} [\alpha_m y_{n-m} + \Delta t \beta_m f(y_{n-m})] = 0, \quad n = M, \cdots, N,$$

(2)

where $y_{n-m}$ denotes the state of the system at time $t_{n-m}$. Note that for a multistep method with $M$ steps we need to provide the first $M$ steps for the initialization of the method i.e. the values $y_0, \ldots, y_{M-1}$. Different choices of $M$, $\alpha_m$ and $\beta_n$ lead to different schemes. For $M = 1$, $\alpha_0 = 1$, $\alpha_1 = -1$ and $\beta_0 = \beta_1 = 0.5$ we find the trapezoidal rule given by

$$y_n = y_{n-1} + \frac{1}{2}\Delta t [f(y_n) + f(y_{n-1})], \quad n = 1, \cdots, N.$$  

(3)

If the dynamics of the system are completely unknown, then we approximate the function $f$ by a NN and learn the parameters of the neural network from the time series data. We do so by minimizing the mean square error loss function

$$MSE = \frac{1}{N-M-1} \sum_{n=M}^{N} |l_n|^2,$$

(4)
where \( l_n \) measures how well the NN approximation \( f^{NN} \) of \( f \) reproduces the exact (but unknown) dynamics of the ODE at time \( t_n \). The quantity \( l_n \) is given by

\[
l_n = \sum_{m=0}^{M} [\alpha_m y_{n-m} + \Delta t \beta_m f^{NN}(y_{n-m})], \quad n = M, \ldots, N. \tag{5}
\]

We train the NN representing \( f^{NN} \) so that the loss shown in (4) is minimized.

2.3. Multistep neural network model to learn constitutive relations

In this section we employ a multistep neural network method to learn only the constitutive relation process \((\lambda(y(t)))\) of the dynamical system instead of the whole dynamics \((f(y(t), u(t), t; \lambda))\). This method is appropriate for situations where the governing equations of the dynamical system are known but certain constitutive relations of the system are unknown. In this case we represent the constitutive relation process \((\lambda(y(t)))\) by a NN and train as before to minimize the mean square error loss \(MSE\).

2.4. Continuous model to learn unknown dynamics

In the continuous PINN model, when the dynamics \( f \) is unknown, we model the state vector \( y(t) \) as a function of time and the RHS describing the dynamics \( f \) as a function of states \( y(t) \) using NNs. We train these NN models using time series data of the states by minimizing the following loss function,

\[
\text{loss}(f^{NN}(y^{NN}(t))) = \frac{1}{N_y} \sum_{n=1}^{N_y} \left( y^{NN}(t_n) - y^*(t_n) \right)^2 \\
+ \frac{1}{N_f} \sum_{n=1}^{N_f} \left( \frac{dy^{NN}}{dt}(t_n) - f^{NN}(y^{NN}(t_n)) \right)^2, \tag{6}
\]

Unlike the multistep neural network method the time series data doesn’t have to be uniformly spaced. If we are interested in interpolation of the states, that is the solution within the time duration of the training data, we can use the NN \( y^{NN} \). However, if we need to predict the solution beyond the time duration of the training data or with a different set of initial conditions, we need to use a time stepping scheme such as multistep or Runge-Kutta methods with the learned RHS \((f^{NN}(y(t)))\) as the function describing the
dynamics. The advantage of this approach is that we do not need the training data to be at equal intervals of time as is required for the multistep method. Another advantage is that we do not have to discretize the dynamical system for learning the constitutive relation or the dynamics.

2.5. Continuous neural network model to learn constitutive relations

In this section we employ a continuous physics-informed neural network method \cite{9,10} for learning constitutive relations of the system. In the discrete multistep neural network method the measurements of the state are required at uniform time intervals. This is necessitated by the multistep time stepping scheme. In the continuous PINNS model such condition can be relaxed and hence the measurements of the states can be obtained at arbitrary time intervals as is the case in many real experimental settings. For the dynamical system described in (1), we represent the state of the system with a NN and minimize the following loss function to estimate the constitutive relation process \( \lambda(y(t)) \),

\[
\text{loss}(\lambda^{NN}(y^{NN}(t))) = \frac{1}{N_y} \sum_{n=1}^{N_y} (y^{NN}(t_n) - y^*(t_n))^2 \\
+ \frac{1}{N_f} \sum_{n=1}^{N_f} \left( \frac{dy^{NN}}{dt}(t_n) - f(y^{NN}(t_n), \lambda^{NN}(y^{NN}(t_n))) \right)^2,
\]

where \( N_y \) is the number of measurements of the system state and \( N_f \) is the total number of pre-determined collocation points.

3. Fedbatch bioreactor model

Dynamical systems describing biological phenomena are very complex and can be of the form described in (1) where the state vector \( y \) and control vector \( u \) depend on the constitutive relation \( \lambda \) which in turn depends on state and control vectors as follows

\[
\lambda = g(y, u),
\]

for some function \( g \). Such an interdependence is more often than not expressed through nonlinear terms and the resulting system is often chaotic. The dependence of the constitutive relation \( \lambda \) on the state and control vectors is in general unknown and is difficult to derive from first principles due
to complex biological reaction kinetics. Hence one has to estimate these constitutive relations by indirect means using experimental data. Inaccurate modeling of constitutive relations results in inaccurate predictions of the state vector.

Here we consider a bioreactor operating in Fedbatch (nonstationary) conditions in which the microbial growth exhibits a wide range of dynamical behavior \cite{13} due to the continuous change of the growth rate in a complex manner. The Fedbatch bioreactor (FBR) model is given by

$$\frac{dX(t)}{dt} = \mu(X(t), S(t), V(t))X(t) - \frac{F(t)X(t)}{V(t)},$$

$$\frac{dS(t)}{dt} = -k_1\mu(X(t), S(t), V(t))X(t) + \frac{F(t)(S_{in}(t) - S(t))}{V(t)},$$

$$\frac{dV(t)}{dt} = F(t),$$

subject to the initial conditions

$$X(0) = X_0, \quad S(0) = S_0, \quad V(0) = V_0,$$

where $X(t)$ is the biomass concentration, $S(t)$ is the substrate concentration, and $V(t)$ is the volume of the bioreactor. The dynamics of the bioreactor are described by the mass balance between the reacting species and the kinetics of the specific growth rate $\mu(X(t), S(t), V(t))X(t)$ which accounts for the rate at which the substrate is converted to the biomass. Other parameters in the governing equations are the inlet substrate concentration $S_{in}(t)$, the flow rate $F(t)$ and the substrate to cell conversion coefficient $k_1$. Although it is very difficult to model the specific growth rate $\mu(X(t), S(t), V(t))X(t)$ due to its dependence on the states of the bioreactor system, we consider the Haldane model from \cite{13} as the ground truth model:

$$\mu(S(t)) = \frac{\mu^*S(t)}{K_m + S(t) + \frac{S(t)^2}{K_i}}$$

where $K_m$ and $K_i$ are model constants. In the numerical experiments we consider the Haldane model \cite{11} for $\mu(t)$ and solve the system \cite{6} to synthetically generate the data required to train the neural network.
3.1. FBR model with multistep NN for learning the unknown dynamics f

Let the state vector of the dynamical system be \( y(t) = [X(t), S(t), V(t)]^T \) and the RHS of the dynamical system is described by the unknown function \( f(y, t) = [f_1(y, t), f_2(y, t), f_3(y, t)]^T \) such that

\[
\begin{align*}
\frac{\partial X(t)}{\partial t} &= f_1[X(t), S(t), V(t), t], \\
\frac{\partial S(t)}{\partial t} &= f_2[X(t), S(t), V(t), t], \\
\frac{\partial V(t)}{\partial t} &= f_3[X(t), S(t), V(t), t].
\end{align*}
\]

(12)

Using vector notation we have

\[
\frac{dy}{dt} = f(y(t))
\]

(13)

Here the RHS function \( f(y(t)) \) is modeled as a neural network \( f_{NN}(y(t)) \) that takes the state \( y(t) \) as input and outputs the NN approximation \( \hat{f}(y(t)) \) to the true RHS. The NN-produced function \( \hat{f}(y(t)) \) is used to solve the ODE using multistep method to obtain the solution of the learned dynamical system as follows

\[
\sum_{m=0}^{M} [\alpha_m y_{n-m} + \Delta t \beta_m f_{NN}(y_{n-m})] = 0, \quad n = M, \ldots, N.
\]

(14)

3.2. FBR model with multistep NN for learning the constitutive relation \( \mu(t) \)

Here the constitutive relation \( \mu(t) \) is modeled as a neural network \( \mu_{NN}(y) \) that takes the state \( y(t) \) as input and outputs the value of the constitutive relation. The NN-estimated \( \mu_{NN}(y) \) is substituted into the governing differential equations and we find

\[
\begin{align*}
\frac{dX(t)}{dt} &= \mu_{NN}(t)X(t) - \frac{F(t)X(t)}{V(t)}, \\
\frac{dS(t)}{dt} &= -k_1 \mu_{NN}(y(t))X(t) + \frac{F(t)(S_{in}(t) - S(t))}{V(t)}, \\
\frac{dV(t)}{dt} &= F(t),
\end{align*}
\]

(15)
The system (15) was solved using the multistep method described in Section 2.2. Note that the neural network $\mu^{NN}(y(t))$ takes all the components of the state vector $y(t) = [X(t), S(t), V(t)]^T$ as input and returns the prediction $\mu^{NN}(y(t))$. If we have further knowledge that this constitutive relation $\mu$ depends only on the state $S(t)$ as e.g. in the Haldane model (11), we can design a smaller neural network $\mu^{NN}(S(t))$ which can potentially require a smaller amount of data to train without affecting the accuracy of the prediction. However, for the sake of generality we assume that such knowledge about $\mu$ is not available and design a neural network that depends on all the components of the state vector.

3.3. FBR model with continuous PINNs for learning dynamics $f$

In the continuous PINN model, when the dynamics $f$ is unknown, we model the state vector $y(t)$ as a function of time and the RHS describing the dynamics $f$ as a function of states $y(t)$ using NNs. We train these NN models using time series data of the states by minimizing the following loss function,

$$
\text{loss}(f^{NN}(y^{NN}(t))) = \frac{1}{N_y} \sum_{n=1}^{N_y} (y^{NN}(t_n) - y^*(t_n))^2 + \frac{1}{N_f} \sum_{n=1}^{N_f} \left( \frac{dy^{NN}}{dt}(t_n) - f^{NN}(y^{NN}(t_n)) \right)^2,
$$

(16)

Unlike the multistep neural network method the time series data doesn’t have to be uniformly spaced. If we are interested in interpolation of the states, that is the solution within the time duration of the training data, we can use the NN $y^{NN}$. However, if we need to predict the solution beyond the time duration of the training data or with a different set of initial conditions, we need to use a time stepping scheme such as multistep or Runge-Kutta methods with the learned RHS ($f^{NN}(y(t))$) as the function describing the dynamics.

3.4. FBR model with continuous PINNs for learning the constitutive relation $\mu(t)$

In the current formulation of continuous PINN model we model the state vector $y(t)$ (notation from 3.1) and the constitutive relation process $\mu(t)$
using neural networks and minimize the following loss function

\[
\text{loss}(\mu^{NN}(y^{NN}(t))) = \frac{1}{N_y} \sum_{n=1}^{N_y} (y^{NN}(t_n) - y^*(t_n))^2 \\
+ \frac{1}{N_f} \sum_{n=1}^{N_f} \left( \frac{dy^{NN}}{dt}(t_n) - f(y^{NN}(t_n), \mu^{NN}(y^{NN}(t_n))) \right)^2,
\]

such that \( \mu^{NN}(y^{NN}(t_n)) \) estimates the constitutive relation as a function of the state and \( y^{NN}(t) \) predicts the state vector as a function of time \( t \). Here, we can use the NN model \( y^{NN}(t) \) to predict the solution (interpolate) within the time duration of the training data. However, to find the solution for different time duration and different initial conditions, one has to solve the governing equations (15) using the NN model \( \mu^{NN}(y) \).

4. Numerical Experiments

We present numerical results for the FBR model with constitutive relations \( k_1 = 1, K_M = 10, K_i = 0.1 \) and \( \mu^* = 5 \). The initial conditions used for generating training data as a solution of the governing equations are \( X_0 = 0.1, S_0 = 1, \) and \( V_0 = 10 \). Without loss of generality, we use \( F(t) = 0.1 \) and \( S_{in}(t) = 3.5 \). For learning the dynamics \( f(y) \) and constitutive relation \( \mu(y) \), we use the data synthesized using the Haldane model (11) to train the neural networks.

4.1. Discrete time - Unknown dynamics

Figs. 1 and 2 show the numerical results obtained using the multistep NN model when the dynamics \( f \) are completely unknown. Fig. 1a shows the training data (in red), test data (in dashed blue) and the prediction of the multistep NN model with learned dynamics \( f^{NN} \) (in dashed black) of the states \( X(t), S(t) \) and \( V(t) \). Note that the initial conditions corresponding to the training data (\( X_0 = 0.1, S_0 = 1, \) and \( V_0 = 10 \)) and the test data (\( X_0 = 0.12, S_0 = 12, \) and \( V_0 = 10 \)) are different.

Although the test data (in blue) and the NN-based predictions (in black) match very well for the states \( X(t) \) and \( V(t) \), they deviate slightly for the state \( S(t) \). This is due to the fact that there is an order of difference in magnitude for \( X(t) \) and \( S(t) \) compared to that of \( V(t) \). This difference in magnitude makes it harder to train a network that learns unknown dynamics.
As we show in later plots (Figs. 2) this deviation can be remedied by using additional time series from different initial conditions (even if the trajectories are shorter).

Fig. 1 shows the training, learned and test evolutions of the right hand side function \( f \) describing the dynamics. We observe that there is a better agreement for the solution than the dynamics (RHS of the equations). It is due to the fact that the solution as a function of time is more smoother than that of the dynamics (\( f \)).

Figure 1: Unknown dynamics - Multistep NN (1 trajectory used for training): a). Solution of FBR model computed from exact dynamics and with learned dynamics using multistep neural networks, b). Right hand side (RHS) of the ODE describing the evolution dynamics.

In Fig. 2 we use two sets of training data (red and magenta) obtained with different initial conditions ([0.1, 1.0, 10.0] and [0.2, 1.5, 15.0]) but for a shorter time duration (25 sec) than that of the test data obtained with initial conditions ([0.15, 1.2, 12.0]) and NN-based predictions for a longer time duration (50 sec). We do that to highlight the neural network’s ability to learn the correct physics so that it can be used to simulate the dynamics beyond the time interval used for training. Furthermore, we see that the addition of a second set of data slightly improves the accuracy of the predicted state vector (Fig. 2a) as well as the accuracy of the predicted dynamics (Fig. 2b).
4.2. Discrete time - constitutive relation

In Fig. 3 we show the numerical results obtained with the multistep NN model when the equations governing the dynamics $f$ are known but the constitutive relation $\mu(y)$ is unknown. Here we model $\mu(y)$ as a neural network that takes the state vector as input and outputs $\mu^{NN}(y)$.

Fig. 3a shows the training data (in red), test data (in dashed blue) and predictions of the multistep NN model (in dashed black) of the states $X(t), S(t), V(t)$. Note that the initial conditions of the test and NN-learned dynamics are different from those of the training data. Since we have more information about the system, namely the equations governing dynamics, the multistep NN model works very well and its predictions (in dashed black) match well with the test data (dashed blue). Figs. 3b and 3c show the learned constitutive relation $\mu$ as a function of the state $S$ and time $t$ respectively. These are compared with the ground truth constitutive relation values from the Haldane model. There is good agreement between the learned constitutive relation $\mu^{NN}(S)$ with the Haldane model (11).

Fig. 4 shows similar plots as those in Fig. 3 with two sets of training data (shown in red and magenta) which extend to shorter time (25 sec) compared to the length of the test data and learned predictions (50 sec). Once again we can observe very good agreement between the NN-based predictions and the
test data (Fig. 4a). The same applies to the agreement between the learned constitutive relation and ground truth from the Haldane model (Figs. 4b and 4c).

Figure 4: constitutive relation - Multistep NN (2 shorter trajectories used for training): a). Solution of FBR model computed from exact dynamics and with learned dynamics using multistep neural networks, b). Coefficient $\mu(t)$ vs state $S(t)$, c). Coefficient $\mu(t)$ vs time $t$.

4.3. Continuous time - Unknown dynamics

Fig. 5 shows the results from continuous physics-informed neural network method for unknown dynamics case described in section 2.4. The figure shows
the system state training data in red and learned solution from $y^{NN}$ in dashed blue. Here the initial conditions ([0.1, 1.0, 10.0]) for the system dynamics is same for both training dynamics and NN learned dynamics, however the time duration of the training dynamics (25 sec) is shorter than that of the test and NN learned dynamics. Here, as observed in Fig. 5 the NN $y^{NN}$ acts as an interpolation function, that is the NN learned solution and the RHS describing the dynamics ($f$) agree very well with the test solution with in the interpolation range (from 0 to 25 sec) and deviates in the extrapolation range (from 25 to 50 sec). This approach also doesn’t work for test data with different initial conditions than those of the training data. Fig. 6 shows the results obtained with this approach where the initial conditions of the training data ([0.1, 1.0, 10.0]) are different from those of the test data ([0.15, 1.2, 12.0]). Fig. 6a shows the system states with training data in red, test solution in dashed blue and learned solution in dashed black. We can clearly see that the NN learned solution from $y^{NN}$ matches with the training data instead of the test data confirming again that this approach is good for interpolation alone. Fig. 6b shows the similar plot for the RHS function $f$.

To address this issue we also attempted to train the NN to learn the right hand side function $f(y)$ as a function of the system states $y$ so that one can solve the governing equations with RHS as the learned NN $f^{NN}(y)$. However, the NN $f^{NN}(y)$ obtained with this approach is not accurate and results in rapid error accumulation. Fig. 7 shows the results obtained with this approach. Fig. 7a shows the system states where the learned dynamics in dashed black shows the solution obtained by solving the governing equation using $f^{NN}(y)$ as the right hand side function. Fig. 7b shows $f^{NN}$ (in dashed black) as a function of time. These results clearly show that the continuous physics informed machine learning (CPINN) method does not produce good approximation of the unknown dynamics. This approach requires further investigation and may require additional constraints and a new loss function. Fig. 8 shows the rhs ($f$) as a function of the system states. This plot also confirms that $f^{NN}$ (in dashed black) does not approximate the right hand side function accurately.

4.4. Continuous time - constitutive relation

Finally, Fig. 9 shows the results from continuous physics-informed neural network method described in section 3.4 for learning the constitutive relation $\mu$. We can see that the NN learned solution (Fig. 9a), and learned constitutive relation (Figs. 9b and 9c) agree very well with those of test dynamics.
and true constitutive relation respectively. Here, we use the NN $y^{NN}$ which is good for interpolation to obtain the NN learned solution. As we can see from Figs. 9b and 9c, the learned constitutive relation process using the NN model $\mu^{NN}$ matches very well with that of the true constitutive relation process $\mu$. 

Figure 5: Unknown dynamics - Continuous time (1 shorter trajectory with same initial condition is used for training): a). Solution of FBR model computed from exact dynamics and with learned dynamics using continuous time neural networks, b). Right hand side (RHS) of the ODE describing the evolution dynamics.

Figure 6: Unknown dynamics - Continuous time (1 shorter trajectory with different initial condition is used for training): a). Solution of FBR model computed from exact dynamics and with learned dynamics using continuous time neural networks, b). Right hand side (RHS) of the ODE describing the evolution dynamics.
Fig. 7 shows similar plots with different initial conditions for training and test data. In Fig. 7b, the solution from $y^{NN}$ is shown as dashed black line. We can clearly see that this solution follows the training data trajectory (in solid red) instead of test data trajectory (in dashed blue). However, we can see in Fig. 7b that the constitutive relation $\mu(S)$ is approximated very well as a function of the state $S(t)$.

Hence for different initial conditions and time duration beyond that of the training data, we can solve the governing equations (9) with $\mu^{NN}$ as the constitutive relation process. This idea is further illustrated in Fig. 11 in which the training solution data (shown in solid red) is obtained with initial conditions [0.1, 1.0, 10.0] for a shorter time duration (25 sec) whereas the test solution (shown in dashed blue) is obtained with a different set of initial conditions [0.15, 1.2, 12.0] for a longer duration (50 sec). Fig. 11a shows the solution (in dashed black) obtained by solving governing equations (9) with $\mu^{NN}(y)$ as the constitutive relation process. We can see that this solution (in dashed black) agrees very well with the test solution (in dashed blue).

From these numerical tests, we infer that the continuous physics informed neural network (CPINN) method work well for estimating a constitutive relation but not for learning unknown dynamics. Unlike the continuous PINNS, the discrete multistep neural network (multistepNN) method works well for
Figure 8: Unknown dynamics - Continuous time: Right hand side $f$ of FBR model computed from exact dynamics and with learned dynamics as a function of the system state learning both constitutive relations and unknown dynamics.

Figure 9: Constitutive relation - Continuous time: a). Solution of FBR model computed from exact dynamics and with learned dynamics, b). Coefficient $\mu(t)$ vs state $S(t)$, c). Coefficient $\mu(t)$ vs time $t$. 
Figure 10: constitutive relation - Continuous time (1 shorter trajectory and different initial conditions used for training): a). Solution of FBR model computed from exact dynamics and with learned dynamics, b). Coefficient $\mu(t)$ vs state $S(t)$, c). Coefficient $\mu(t)$ vs time $t$.

Figure 11: constitutive relation - Continuous time (1 shorter trajectory and different initial conditions used for training. Solution obtained by solving governing equations with $\mu^{NN}$ as constitutive relation): a). Solution of FBR model computed from exact dynamics and with learned dynamics, b). Coefficient $\mu(t)$ vs state $S(t)$, c). Coefficient $\mu(t)$ vs time $t$.

5. Conclusions

We have used both discrete (multistepNN) and continuous (CPINN) physics-informed neural network methods for learning unknown dynamics or constitutive relation of a system of ODEs. We have applied this framework to the case of a Fedbatch bioreactor. The processes in this bioreactor are very complex due to continuously changing biological and chemical
reaction kinetics and nonlinear dependence of the constitutive relation on the system states. Our numerical results suggest that the discrete multi-stepNN framework is effective in training accurate NN-based estimators for the unknown system dynamics or constitutive relations whereas the continuous PINN framework is effective in training accurate NN-based estimators for unknown parameters alone. Our results corroborate the well-known lesson from scientific computing that whatever information we may have about the functional form of a system should be used. In particular, if we know the dynamics of a system up to a constitutive relation we can obtain more accurate predictions if we train a neural network to represent only the constitutive relation instead of the full dynamics.

The novelty of this work is

- comparing applicability and formulation of different physics-informed machine learning approaches for learning unknown dynamics and constitutive relations of the dynamical system.

- formulating and training the neural network models such that they accurately simulate the dynamics with different initial conditions and for different time duration than those of the training data.

- numerical tests for highly nonlinear dynamical system (fedbatch bioreactor model) in which the constitutive relation ($\mu(S(t))$) depends on the system state $S(t)$ in a nonlinear manner.

In future work we will study systems with larger state space and investigate the performance of the methods in the presence of noise.
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