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Abstract

As a simple technique to accelerate inference of large-scale pre-trained models, early exiting has gained much attention in the NLP community. It allows samples to exit early at internal classifiers without passing through the entire model. Most existing work usually trains the internal classifiers independently and employs an exiting strategy to decide whether or not to exit based on the confidence of the current internal classifier. However, none of these works takes full advantage of the fact that the internal classifiers are trained to solve the same task therefore can be used to construct an ensemble. In this paper, we show that a novel objective function for the training of the ensemble internal classifiers can be naturally induced from the perspective of ensemble learning and information theory. The proposed training objective consists of two terms: one for accuracy and the other for the diversity of the internal classifiers. In contrast, the objective used in prior work is exactly the accuracy term of our training objective therefore only optimizes the accuracy but not diversity. Further, we propose a simple voting-based strategy that considers predictions of all the past internal classifiers to infer the correct label and decide whether to exit. Experimental results on various NLP tasks show that our proposed objective function and voting-based strategy can achieve better accuracy-speed trade-offs.

1 Introduction

Recent years have witnessed great success of large-scale pre-trained language models (PLMs) \cite{1,2,3,4}. Despite their significant improvement in accuracy, the inference is time-consuming and computationally expensive. To tackle this problem, \textit{early exiting} has emerged as a simple yet effective method to achieve efficient inference \cite{5,6,7,8}.

Early exiting methods usually add internal classifiers to different layers of a model. By training these internal classifiers with the ground truth, the model has a chance to predict the correct label and exit earlier during inference. To be summarized, early exiting methods have two steps: (a) Training the internal classifiers on downstream tasks to make them capable of making predictions, (b) Designing an exiting strategy to decide whether to exit early or continue to the next layer.

Most existing work train the internal classifiers independently, and adopt an exiting strategy based on the confidence (e.g., entropy, max probability) of the current single internal classifier. They can significantly accelerate model inference with minimal loss in accuracy. However, we argue that the current methods are still far from the ceiling. To demonstrate the ceiling of early exiting, we define the \textit{Oracle} as a model that always exits at the first internal classifier that correctly predicts the label. Oracle is the smallest (also the fastest) model that correctly solves a given sample. As shown
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in Figure 1 compared with the full model, oracle is not only faster but also more accurate since it mitigates the overthinking problem [9]. Such a tempting oracle motivates us to ask: How can we approach such a fast and accurate model?

As a response, this work attempts to fully exploit the information inside all the available internal classifiers to predict the label and decide whether to exit. To that end, we formulate the early exiting from the perspective of ensemble learning because: (1) The internal classifiers are trained to solve the same task, which makes them possible to be used to construct an ensemble. (2) Ensemble methods have shown great power to boost performance by combining predictions of multiple classifiers [10, 11, 12]. In general, we employ all of the passed internal classifiers to construct an ensemble in a sequential style, which is then used to make predictions and decide whether or not to exit. From the perspective of ensemble learning, to construct a good ensemble, the internal classifiers should be as more accurate as possible, and also as more diverse as possible. With the help of information theory, we show that a novel objective function for the training of the ensemble internal classifiers can be naturally induced. The training objective consists of two terms, one is for accuracy and the other is for diversity. Besides, we find that the accuracy term in our training objective is exactly the loss function used in prior work [13, 7, 5, 8]. In contrast, our proposed training objective not only maximizes likelihood of ground truth but also encourages diversity among the internal classifiers. Our formulation shows that the objective to be maximized is a lower bound on the mutual information between the joint probability of the internal classifiers and the ground truth.

The proposed training objective is compatible with any ensemble-based exiting strategies such as the patience-based strategy [8], which exploits the agreement of the last s internal classifiers as the criterion to make decision. We also propose a simple voting-based strategy that lets all of the past internal classifiers take a vote to infer the answer and decide whether to exit. Experimental results on various NLP tasks confirm the effectiveness of our objective function and the voting-based strategy.

2 Related Work

Our work is closely related to the research of improving the efficiency of deep neural networks. We categorize the existing methods into two streams: model compression and conditional computation.

Model Compression. Compressing a cumbersome model to reduce the number or precision of parameters is a straightforward and effective solution. Currently, there are several approaches to achieve model compression: (1) model pruning, which removes part of neural network (e.g., weights, neurons, layers, attention heads) that is less important [14]. (2) knowledge distillation, which learns a compact student model that learns from the prediction distributions from the cumbersome teacher model [15, 16]. (3) weight sharing across different parts (e.g., layers) of the model [3]. (4) quantization, which uses low bit precision for parameter storage and speed-up inference with low bit hardware operations [17]. and (5) module replacing, which replaces the modules of large-scale models with more compact substitutes [18].
**Conditional Computation.** Instead of pursuing a more compact static model, conditional computation is to selectively activate only parts of the model conditioned on a given input [19][20]. [21] developed an end-to-end halting mechanism, Adaptive Computation Time (ACT), to perform input-adaptive computation, which is later used in Universal Transformer [22].

Early exiting can also be regarded as an instance of conditional computation. It is first applied in computer vision, such as BranchyNet [23] and Shallow-Deep Network [9]. Very recently, as the emergence of large-scale models for natural language processing, early exiting is also used to speed up inference of transformer-based models, such as Depth-Adaptive Transformer [13], DeeBERT [5], FastBERT [6], RightTool [7], and PABEE [8]. In Table 1, we compare our method with these previous work on early exiting mainly from the aspects of training objective and exiting strategy.

| Method      | Training Objective | Exiting Strategy          |
|-------------|-------------------|---------------------------|
| DeeBERT [5] | $\mathcal{L}_{rel}$ | Entropy($X_l$)             |
| RightTool [7] | $\mathcal{L}_{rel}$ | MaxProb($X_l$)           |
| FastBERT [6] | $\mathcal{L}_{self-distill}$ | Entropy($X_l$)            |
| PABEE [8]   | $\mathcal{L}_{rel}$ | Agree($X_{l-s+1:i}$)      |
| **Ours**    | $\mathcal{L}_{rel} + \mathcal{L}_{div}$ | Voting($X_{1:i}$)        |

Table 1: Comparison of several early exit methods.

### 3 An Ensemble Perspective on Early Exiting

Given a pre-trained language model (PLM) with $L$ layers, denote the hidden state at layer $i$ as $h_i$. To enable early exiting, we add an internal classifier $f_\theta$ to each layer of the PLM to make earlier prediction. Denote $X_i = f_\theta(h_i)$ as the output distribution of internal classifier $i$. During training, all of the internal classifiers are trained with the relevancy loss $\mathcal{L}_{rel}$ that maximizes the likelihood of the ground truth $Y$, and the diversity loss $\mathcal{L}_{div}$ that encourages the difference among the internal classifiers. During inference, we sequentially collect the predictions of the passed internal classifiers and employ a combination function $\phi$ to infer the correct label and decide whether or not to exit early. An overview of our approach is shown in Figure 2.
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Figure 2: A general illustration of our method. (a) During training, the loss function consists of the relevancy loss $\mathcal{L}_{rel}$ that maximizes the likelihood of the ground truth $Y$, and the diversity loss $\mathcal{L}_{div}$ that encourages the diversity of the internal classifiers. (b) During inference, the predictions of each internal classifiers are sequentially collected to be combined by a voting function $\phi$ to decide whether or not to exit early.

#### 3.1 Training Objective

During training, instead of training each internal classifier independently, we attempt to train them as an ensemble. Denote the output distribution of the internal classifier at layer $l$ as $X_l$. At layer $l$, given
the joint probability of the first \( l \) internal classifiers \( X_{1:l} \), our objective is to minimize the probability of error prediction, i.e.,

\[
\min p(\phi(X_{1:l}) \neq Y),
\]

where \( \phi \) is a combination function. The objective to be minimized can be bounded by two inequalities [24][25].

\[
\frac{H(Y) - I(X_{1:l}; Y) - 1}{\log |Y|} \leq p(\phi(X_{1:l}) \neq Y) \leq \frac{H(Y) - I(X_{1:l}; Y)}{2},
\]

where \( H(Y) \) is the entropy of variable \( Y \), which is defined as \( -\sum_y p(y) \log p(y) \). \( I \) is mutual information, which measures the amount of information shared by two random variables. The mutual information between \( X \) and \( Y \) is defined as follows,

\[
I(X; Y) = \sum_X \sum_Y p(x, y) \log \frac{p(x, y)}{p(x)p(y)}.
\]

Thus, to minimize the probability of error prediction, the mutual information \( I(X_{1:l}; Y) \) should be maximized. [26] suggest that the mutual information can be decomposed into relevancy and diversity, which is [3]

\[
I(X_{1:l}; Y) = \sum_{i=1}^l I(X_i; Y) + I(X_{1:l}; Y) - I(X_{1:l})
\]

\[
\geq \sum_{i=1}^l I(X_i; Y) - \sum_{i=2}^l I(X_i; X_{1:i-1}),
\]

where \( I \) is multi-information, which is the multivariate generalization of mutual information that expresses the dependence among multiple variables. Multi-information is defined as

\[
I(X_{1:l}) = \sum_{x_{1:l}} p(x_1, \ldots, x_l) \log \frac{p(x_1, \ldots, x_l)}{p(x_1)p(x_2)\cdots p(x_l)}.
\]

However, directly maximizing mutual information is intractable when the function is parameterized by modern neural networks [27]. A lower bound that can be optimized in practice is InfoNCE [28], that is

\[
I(X_i; Y) \geq -\mathcal{L}_{\text{InfoNCE}} + \log |\hat{Y}|
\]

\[
= \mathbb{E}_{X_i} \left[ \log \frac{\exp g_\theta(x_i, y) \cdot \exp \tilde{g}_\theta(h_i, y)}{\sum_{y' \in Y} \exp g_\theta(x_i, y')} \right] + \log |\hat{Y}|,
\]

where \( \hat{Y} \) contains a positive label \( y_c \) and \( |\hat{Y}| - 1 \) negative labels drawn from a proposal distribution \( p(y) \). Note that \( x_i = f(h_i) \) where \( h_i \) is the hidden state of the \( i \)-th layer, thus we can write \( g_\theta(x_i, y_j) = g_\theta(f(h_i), y_j) = \tilde{f}_\theta(h_i, y_j) \). In fact, \( \tilde{f}_\theta(h_i, y) \) is exactly the internal classifier at the \( i \)-th layer and can be simply implemented as a linear classifier, i.e., \( \tilde{f}_\theta(h_i, y_j) = z_j^T W_i h_i \) where \( z_j \) is the embedding of the \( j \)-th label.

When \( \hat{Y} = Y \) and \( y_c \) is uniformly sampled, InfoNCE is equivalent to the cross-entropy, therefore minimizing InfoNCE is analogous to minimizing the standard cross-entropy loss [29]. Thus, we can approximately maximize mutual information by minimizing cross-entropy loss

\[
\mathcal{L}_{\text{CE}}(x_i, y) = -\log \frac{\exp \tilde{f}_\theta(h_i, y_c)}{\sum_{y' \in Y} \exp \tilde{f}_\theta(h_i, y')},
\]

Now we have the tool to optimize the relevancy term in Eq. (5). It is worth noticing that the loss function for the relevancy term is exactly the loss function used in previous work [13][7][5][8], which we call the \textit{Relevancy Loss}:

\[
\mathcal{L}_{\text{rel}} = \sum_{i=1}^L \mathcal{L}_{\text{CE}}(x_i, y),
\]

\[3\] The diversity defined here is slightly different from [26]. See the original paper for detailed derivations.
As revealed by Eq. 5, minimizing the relevancy loss actually maximizes the lower bound of the mutual information between every internal classifier and the ground truth, i.e., \( \sum_{i=1}^{L} I(X_i; Y) \). However, it only optimizes the relevancy but not diversity.

Considering the diversity term in Eq. 5, the estimation of the joint probability \( X_{1:i-1} \) is infeasible due to the exponential number of possible values. So we take an approximation following [20].

\[
I(X_i; X_{1:i-1}) \approx \max_{j<i} I(X_i; X_j). \tag{11}
\]

To minimize \( \max_{j<i} I(X_i; X_j) \) we should maximize \( \min_{j<i} L_{CE}(x_i, x_j) \). Now it is easy to define the Diversity Loss:

\[
L_{\text{div}} = - \sum_{i=2}^{L} \min_{j<i} L_{CE}(x_i, x_j). \tag{12}
\]

Combining the relevancy loss (Eq. 10) and the diversity loss (Eq. 12), we have

\[
L = L_{\text{rel}} + L_{\text{div}} \tag{13}
\]

\[
= \sum_{i=1}^{L} L_{CE}(x_i, y) - \lambda \sum_{i=2}^{L} \min_{j<i} L_{CE}(x_i, x_j), \tag{14}
\]

where \( \lambda \) is a hyperparameter to balance the relevancy loss and the diversity loss. For simplicity, we neglect the weights for different internal classifiers. By minimizing the loss function above, the lower bound of the mutual information between the joint probability of predictions of all the internal classifiers and the ground truth is maximized, therefore the predictor \( \phi \) has more chances to infer the correct label, as revealed by inequalities (2). The predictor \( \phi \), which is related to the inference strategy, will be discussed latter in Section 3.2.

We find that the derived loss function is rather intuitive. Considering the loss function applied at layer \( i \), which is \( L_i = L_{CE}(x_i, y) - \lambda \min_{j<i} L_{CE}(x_i, x_j) \). The first term is the standard maximum-likelihood objective, while the second term is to find a previous internal classifier that has minimum cross-entropy with the current internal classifier and maximize it. Note that maximizing the cross-entropy is analogous to maximizing the Kullback-Leibler (KL) divergence, which measures the difference between two probability distributions. Thus, the second term essentially pulls apart the two distributions \( x_i \) and \( x_j \) that are the least different therefore promotes the diversity. It is also intuitive that promoting the diversity of the internal classifiers would help ensemble-based inference strategies. In ensemble learning, it is crucial to employ diverse individual learners as members of an ensemble due to the complementarity.

**Theoretical Analysis**

In this section we take a closer look to understand how this loss function works and provide some insights on setting \( \lambda \).

Considering the loss applied at layer \( i \), which is \( L_i = L_{CE}(x_i, y) - \lambda \min_{j<i} L_{CE}(x_i, x_j) \). For simplicity, let \( k = \arg \min_{j<i} L_{CE}(x_i, x_j) \), \( p = x_k \) and \( q = x_i \).

For binary classification, we have

\[
L_i = L_{CE}(q, y) - \lambda L_{CE}(q, p) = \lambda [p_c \log q_c + (1 - p_c) \log(1 - q_c)] - \log q_c = -[(1 - \lambda p_c) \log q_c + \lambda p_c \log(1 - q_c)] + \lambda \log(1 - q_c)] = L_{CE}(q, p') + \lambda \log(1 - q_c), \tag{16}
\]

where

\[
p'(x) = \begin{cases} 
1 - \lambda p_c & \text{when } x = c \\
\lambda p_c & \text{when } x \neq c 
\end{cases} \tag{19}
\]

c is the correct class. The first term in Eq. 13 is analogous to **knowledge distillation** where the teacher distribution is the transformation of distribution of the previous internal classifier \( p \). The

\[\text{Another alternative approximation is in [30].}\]
effect of the first term can also be analogous to label smoothing, where the soft target is \( \{1 - \alpha, \alpha\} \) and \( \alpha \) is a pre-defined hyperparameter. In our framework, \( \alpha = \lambda p_c \) is dynamic during training. The second term in Eq. (18) is simply enlarging the prediction probability on the correct class.

For multi-class classification, we have

\[
L_i = L_{CE}(q, y) - \lambda L_{CE}(q, p) \\
= -\log q_c + \lambda \sum_i p_i \log q_i \\
= (\lambda p_c - 1) \log q_c + \lambda \sum_{i \neq c} p_i \log q_i
\]

When \( \lambda \in (0, 1) \), we have \( (\lambda p_c - 1) < 0 \), thus the first term encourages the prediction probability on the correct class \( q_c \) to become bigger. The second term promotes the difference in the distribution of \( p \) and \( q \) at error categories. Given the analysis above, we suggest \( \lambda \in (0, 1) \).

### 3.2 Inference (Exiting) Strategy

As we optimize our loss function (Eq. (14)), the bound of the prediction error \( p(\phi(X_{1:l}) \neq Y) \) is minimized. However, whether or not the bound can be reached depends on the ability of the prediction function \( \phi \), which is related to our inference strategy to be discussed in this section.

During inference, our objective is to find a function \( \phi \) that, at the \( l \)-th layer, can infer the correct label for a given sample based on the output distributions of the first \( l \) internal classifiers, i.e. \( X_1, \ldots, X_l \). Rather than using only the last one or more internal classifier in prior work [5, 7, 6, 8], in this section we attempt to fully exploit information in all of the available internal classifiers.

A straightforward idea is to let all of the past internal classifiers take a vote to get the final prediction. When the number of votes for a certain class reaches a pre-defined threshold, we could believe the model is confident of its prediction and let the sample exit. At layer \( l \), we simply count the maximum votes over all of the classes,

\[
V_l = \max_c \left\{ \frac{\sum_{j=1}^{l} I(\text{Pred}(x_j) = y_c)}{l_k} \right\},
\]

where \( 1 \leq c \leq C \) is the class index, \( k \in [0, 1) \) is a hyperparameter to balance the importance of each layer. A figure that shows the effect of \( k \) on the distribution of \( V_l \) can be found in Appendix. The sample is supposed to exit at the \( l \)-th layer when \( V_l \geq \delta \).

### 4 Experiments

In this section, we evaluate our proposed training objective and inference strategy on various NLP tasks. Since our objective aims at optimizing multiple injected internal classifiers as an ensemble, it is compatible with any ensemble-based inference strategies, e.g. patience-based strategy [5][6][8]. Thus, we evaluate our proposed training objective, especially the diversity loss, with both the patience-based and the voting-based inference strategy.

#### 4.1 Experimental Setup

We mainly evaluate our approach with ALBERT [3] due to its superior performance with early exiting (See Figure 1). Also, ALBERT is the primary backbone used in [8]. Nevertheless, to demonstrate the versatility of our training objective with other PLMs, we also conduct experiments with BERT [11] on SST-2 and SST-5.

**Tasks and Datasets** Our experiments are conducted on five binary and three multi-class text classification tasks. For binary classification, we adopt two sentence-pair similarity tasks, MRPC [33] and QQP [44], a sentiment classification task, SST-2 [35], a linguistic acceptability task, CoLA [36], and an entailment task, RTE [34]. For multi-class tasks, we adopt a topic classification task, AG’s News [37], a sentiment classification task, SST-5 [35], and a question classification task, TREC [38].

---

5 Patience-based strategy allows a sample to exit when the prediction is unchanged for successive \( s \) layers, where \( s \) is a hyperparameter called patience to adjust the speed-up during inference.
| Method           | Speed-up | CoLA (8.5k) | MRPC (3.7k) | QQP (364k) | RTE (2.5K) | SST-2 (67K) | Macro Avg. |
|------------------|----------|-------------|-------------|------------|------------|-------------|------------|
| **Dev Set**      |          |             |             |            |            |             |            |
| ALBERT-base      | 1.0×     | 58.9        | 89.5        | 89.6       | 78.6       | 92.8        | 81.9       |
| ALBERT-6L        | 2.0×     | 53.4        | 85.8        | 86.8       | 73.6       | 89.8        | 77.9       |
| ALBERT-9L        | 1.3×     | 55.2        | 87.1        | 88.3       | 75.9       | 91.3        | 79.6       |
| LayerDrop        | 2.0×     | 53.6        | 85.9        | 87.3       | 74.3       | 90.7        | 78.4       |
| HeadPrune        | 1.2×     | 54.1        | 86.2        | 88.0       | 75.1       | 90.5        | 78.8       |
| DeeALBERT †      | 1.5×     | 57.6        | 89.8        | 89.1       | 79.1       | 92.9        | 81.7       |
| FastALBERT †     | 1.5×     | 58.0        | 89.8        | 89.3       | 79.5       | 92.9        | 81.9       |
| PABEE †          | 1.5×     | 61.2        | 90.0        | 89.6       | 80.1       | 93.0        | 82.8       |
| Ours             |          |             |             |            |            |             |            |
| w/ Patience      | 1.5×     | 61.4        | 92.4        | 89.6       | 80.9       | 93.2        | 83.5       |
| w/ Voting        | 1.5×     | 61.6        | 92.7        | 89.8       | 80.9       | 93.5        | 83.7       |
| **Test Set**     |          |             |             |            |            |             |            |
| ALBERT-base †    | 1.0×     | 54.1        | 86.9        | 71.1       | 76.4       | 94.0        | 76.5       |
| PABEE †          | 1.5×     | 55.7        | 87.4        | 71.2       | 77.3       | 94.1        | 77.1       |
| Ours             |          |             |             |            |            |             |            |
| w/ Patience      | 1.5×     | 56.2        | 87.7        | 71.4       | 77.9       | 94.1        | 77.5       |
| w/ Voting        | 1.5×     | 56.2        | 88.0        | 71.5       | 78.2       | 94.4        | 77.7       |

Table 2: Experimental results with ALBERT backbone on binary text classification tasks. The speed-up ratio is averaged across 5 tasks. † denotes the results that are obtained with our implementation, other baseline results are taken from [8].

**Baselines** We choose the following competitive models as our baselines: (1) The original ALBERT-base. (2) Directly fine-tuning different layers of ALBERT. We fine-tuned 6 and 9 layers of ALBERT with a linear classifier on the top, denoted as ALBERT-6L and ALBERT-9L. (3) Model compression approaches. We compare with LayerDrop [31] and HeadPrune [32] on ALBERT. (4) Early exiting approaches. We choose DeeBERT [5], FastBERT [6], and PABEE [8] as our baselines.

**Training** The internal classifier is implemented as a MLP with one hidden layer. For each task, we conduct the same grid search for both baselines and ours, then select the one that performs the best on development set. For models trained with diversity loss, we tried $\lambda$ in $\{0.1, 0.2, 0.3, 0.5\}$. The effect of $\lambda$ is explored in Section 4.3. Our implementation is based on Hugging Face’s Transformers [39]. All of the experiments are conducted on a single NVIDIA GTX1080Ti GPU. More details about our implementation and best-performed hyperparameters can be found in Appendix.

**Inference** Following prior work [23, 9, 8], we test speed of inference in a per-instance setting. The speed-up ratio is roughly defined as the number of original layers divided by the number of layers actually executed. Performances under different speed-up ratios are obtained by adjusting the voting threshold $\delta$. We select $k$ that achieves the best trade-off from $\{0, 0.25, 0.5, 0.75\}$. The effect of $k$ is explored in Section 4.5.

4.2 Main Results

Experimental results on binary and multi-class text classification tasks are shown in Table 2 and Table 3 respectively. We re-implement DeeBERT and FastBERT with backbone of ALBERT, denoted as DeeALBERT and FastALBERT. For binary classification tasks, following [8], we search over a set of thresholds to find the one achieving the best accuracy while targeting a speed-up ratio between $1.3 \times$ (ALBERT-9L) and $2.0 \times$ (ALBERT-6L). For multi-class tasks, we search the threshold with which the model performs the best while targeting a speed-up ratio between $1.3 \times$ and $2.3 \times$ to better demonstrate the superiority of our approach. The reported speed-up ratio in the tables are averaged over the tasks. For datasets with more than one metric, we report the mean of the metrics.

As shown in Figure 3, models trained with our loss function consistently outperform previous state-of-the-art [8] under the same exiting strategy, i.e. patience-based strategy. Equipped with the voting-based strategy, the trade-off can be further improved in most cases. We also confirm the effectiveness of our training objective with backbone of BERT, as shown in Figure 4.
| Method       | Speed-up | AG’s News (120K) | SST-5 (8.5K) | TREC (5.5K) | Macro Avg. |
|--------------|----------|------------------|--------------|-------------|------------|
| # Classes    | -        | 4                | 5            | 6           | -          |
| ALBERT-base  | 1.0×     | 94.8             | 53.9         | 97.0        | 81.9       |
| ALBERT-6L    | 2.0×     | 94.5             | 52.6         | 95.8        | 81.0       |
| ALBERT-9L    | 1.3×     | 94.7             | 53.6         | 97.0        | 81.8       |
| DeeALBERT    | 2.0×     | 94.8             | 53.7         | 96.5        | 81.7       |
| FastALBERT   | 2.0×     | 94.8             | 53.9         | **97.0**    | 81.9       |
| PABEE        | 2.0×     | 94.7             | 54.0         | 96.2        | 81.6       |
| Ours         |          |                  |              |             |            |
| w/ Patience  | 2.0×     | 95.0             | 54.5         | 96.6        | 82.0       |
| w/ Voting    | 2.0×     | **95.2**         | **54.9**     | **97.0**    | **82.4**   |

Table 3: Test results with ALBERT backbone on multi-class text classification tasks. The speed-up ratio is averaged across 3 tasks. The baseline results are obtained with our implementation.

Figure 3: Performance-speed curves with ALBERT. "Ours" means the model is trained with our loss.

4.3 Effect of $\lambda$ and $k$

In this section we explore the effect of the newly introduced hyperparameters, $\lambda$ in Eq. (14) and $k$ in Eq. (23). First we experiment ALBERT trained using our proposed loss function with $\lambda$ in [0.1, 0.2, 0.3]. The experiments are conducted on SST-2 with $\sim$67k training samples. As shown in Figure 5a, the model achieves the best accuracy-speed trade-off in the case of $\lambda = 0.2$ while the model without the diversity term (i.e., $\lambda = 0$) performs the worst.

Further, we evaluate model performance and speed-up ratio with different values of $k$ during inference. As shown in Figure 5b, our voting-based strategy with different $k$ consistently outperforms the patience-based strategy and entropy-based strategy when speed-up ratio is below $1.4 \times$. In addition, we also find that the entropy-based strategy performs surprisingly well when speed-up ratio is above $\sim 1.6 \times$, in which case the accuracy of ensemble-based strategies dramatically drop. Thus, a hybrid exiting strategy is suggested in real-world scenarios.

4.4 Analysis

In this section, we attempt to shed some light on the effect of the diversity loss. First we take a closer look at the training procedure with the diversity loss. As revealed in Eq. (18) and Eq. (19), the diversity loss has a similar effect as label smoothing in the case of binary classification. In label smoothing, the hard target $\{1, 0\}$ is softened into a static soft target $\{1 - \alpha, \alpha\}$. In our training objective, the distribution of each internal classifier is trained with a soft target $\{1 - \lambda p_c, \lambda p_c\}$. Thus, $\lambda p_c$ can be analogous to a dynamic $\alpha$ in label smoothing. We draw the change of $\alpha = \lambda p_c$ for different layers during training on MRPC in Figure 6a. We can find that the dynamic targets for deep layers are softer than shallow layers. In addition, targets for deeper layers...
converge to $\lambda = 0.1$ faster. We conjecture that this helps alleviate the overconfident problem in deep layers [40]. Second we investigate which previous layer has the closest prediction to the current layer. In Figure 6b we show the percentage of each previous layer that has the closest prediction to each layer over all the training steps. It is natural to find that adjacent layers are highly correlated therefore have the most similar prediction. Thus, the diversity loss mainly acts on adjacent layers, which provides an approximation to reduce the computation of searching for the previous layer that has minimum cross entropy with the current layer.

(a) Change of $\alpha = \lambda p_c$ for different layers during training. (b) Visualization of percentage of each previous layer that has the closest prediction with each layer.

Figure 6: Two empirical analyses on MRPC training set.

5 Discussion

This paper is motivated by the tempting capability of early exiting that can achieve faster and more accurate inference. To take a step toward the oracle model, we provide a general formulation for early exiting from the perspective of ensemble learning and information theory. Under our formulation, we propose a novel loss function and a voting-based inference strategy. The effectiveness of the both contributions are confirmed through experiments.

Our proposed methods attempt to achieve efficient inference, which can reduce the computational cost and carbon emission, and can facilitate the deployment of huge models on mobile devices and real-time scenarios. As a plug-in technique, our proposed approach would not introduce new potential negative societal impacts. Though, more work is needed to investigate the effect of early exiting models on social bias such as gender bias.

6 Limitations

There are two main limitations in this work. First, we introduce two new hyperparameters, i.e. $\lambda$ and $k$, which increase the computation cost. During training, one should add $\lambda$ to the hyperparameter search, which may cost more search time. During inference, one should try different values of $k$ to get a satisfying trade-off. Nevertheless, the increased search cost may not be too much according to the robustness analysis in Section 4.3. Second, our approach is mainly evaluated with ALBERT, therefore whether it is applicable to a wider range of backbones is still unknown, though in Figure 5 we show that the proposed diversity loss also works for BERT.
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A Appendix

A.1 Voting Values

The distribution of values of $V_l$ in Eq. (23) is important for selecting the early exiting threshold $\delta$. We show the distributions of $V_l$ when $k = \{0, 0.25, 0.5, 0.75\}$ in the context of binary classification in Figure 7.

![Figure 7](image)

Figure 7: Values of $V_l$ when $k$ takes different values. Given a threshold $\delta$, only points with values beyond it can exit. For example, when $\delta = 1.5$ when $k = 0.75$, the sample could exit at layer 6 if it gets 6 votes and at layer 9 if it gets 8 or 9 votes, and so on.

A.2 Comparison of Exiting Strategies

In Figure 5b we have shown the trade-off curves achieved by the three exiting strategies, in which we show that the voting-based strategy performs the best at low speed-up while the simple entropy-based strategy performs well when the speed-up ratio becomes higher. To take a closer look, in Figure 8 we shown the distribution of samples that correctly exited at each layer. The results are obtained under the three different exiting strategies with the same speed-up ratio ($\sim 1.30 \times$). We can find that under ensemble-based strategies (patience-based and voting-based) most samples exited at middle layers while more samples exited at earlier layers under entropy-based strategy.

![Figure 8](image)

Figure 8: Number of samples that correctly exit at each layer.

A.3 Visualization of Hidden States

We also visualize the hidden states of each layer during training with and without our proposed diversity loss. The visualization is shown in Figure 9, in which we use t-SNE to plot two-dimensional hidden states of each layer during training on SST-2. We only plot samples with positive labels. The three training stages are 100, 1k, and 10k training steps, respectively. As shown in the Figure, the correlation of the hidden states of adjacent layers increases with training, therefore the representations of adjacent layers become closer.
A.4 Implementation Details

As shown in Eq. (14), our loss function is a simple sum instead of a weighted sum of the losses of each internal classifier. Since the relevancy loss (Eq. (10)) that assigns each internal classifier different weights has proven to perform well in prior work [7, 8], we also explored using the weighted sum of our proposed loss for each internal classifier, i.e.,

$$\mathcal{L} = \sum_{i=1}^{L} \alpha_i \mathcal{L}_{CE}(x_i, y) - \sum_{i=2}^{L} \beta_i \min_{j<i} \mathcal{L}_{CE}(x_i, x_j). \quad (24)$$

Our preliminary experiments show that the simply summed loss function performs well with ALBERT but poorly with BERT. Thus, we follow [8] to set $\alpha_i = i$ for BERT. Further, we find that better results can sometimes be obtained when removing the diversity term of the last internal classifier (i.e., $\beta_L = 0$).

A.5 Dataset Statistics

The task statistics are listed in Table 4.

| Dataset   | Classes | Train | Test | Task       |
|-----------|---------|-------|------|------------|
| MRPC      | 2       | 3.7k  | 1.7k | Similarity |
| QQP       | 2       | 364k  | 391k | Similarity |
| CoLA      | 2       | 8.5k  | 1k   | Acceptability |
| RTE       | 2       | 2.5k  | 3k   | Entailment |
| SST-2     | 2       | 67k   | 1.8k | Sentiment  |
| AG’s News | 4       | 120k  | 7.6k | Topic      |
| SST-5     | 5       | 8.5k  | 2.2k | Sentiment  |
| TREC      | 6       | 5.5k  | 0.5k | Question   |

Table 4: Statistics of our experimented datasets.

A.6 Hyperparameters

For downstream tasks, we perform grid search over batch sizes of {16, 32}, learning rate of {1e-5, 2e-5, 3e-5, 5e-5}, training epochs of {3, 4, 5}, and $\lambda$ of {0.1, 0.2, 0.3, 0.5} with an Adam optimizer. For each group of hyperparameters, we perform 3 search trials. The maximum sequence length is set to 128 for all tasks. For RTE, to achieve comparable results to prior work, we follow [3] to start fine-tuning from the checkpoint trained on MNLI. The hyperparameters that perform the best on development set are listed in Table 5.
| Tasks       | LR    | BSZ | Epoch | WSR | λ   |
|------------|-------|-----|-------|-----|-----|
| MRPC       | 5e-5  | 32  | 3     | 0.1 | 0.1 |
| SST-2      | 1e-5  | 16  | 5     | 0.0 | 0.5 |
| QNLI       | 2e-5  | 32  | 3     | 0.1 | 0.5 |
| RTE        | 3e-5  | 16  | 5     | 0.1 | 0.1 |
| AG’s News  | 1e-5  | 32  | 5     | 0.1 | 0.5 |
| TREC       | 2e-5  | 16  | 4     | 0.1 | 0.3 |
| SST-5      | 2e-5  | 16  | 3     | 0.2 | 0.1 |

Table 5: Hyperparameters used in our experiments. LR: Learning Rate. BSZ: Batch Size. WSR: Warmup Step Ratio.