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\section{I. INTRODUCTION}

The understanding of the formation and the properties of hadronic matter requires that of the phase structure of Quantum Chromodynamics (QCD). For fixed density the QCD vacuum changes drastically with decreasing temperature from a deconfined quark-gluon plasma phase with effective chiral symmetry to a hadronic phase with confined quarks and broken chiral symmetry. Future and running heavy-ion experiments e.g. at CERN, FAIR, BNL and JINR aim at probing this phase transition, especially also at high densities \cite{1}.

The main challenge for theoretical studies of the QCD phase transition lies in its non-perturbative nature, and the – related – dynamical change of relevant degrees of freedom. However, in the past decade rapid progress has been made in the first principle description of QCD at finite temperature and density, both with continuum methods, see e.g. \cite{2–8}, and on the lattice, see e.g. \cite{9–12}. Within the continuum approach it has been worked-out in detail how low energy effective models are systematically embedded in first principle QCD within functional approaches, see \cite{3–5, 13–16}. It is a particular strength of such an approach that the necessary quantitative control over the matter and glue sector can be achieved separately, followed by a systematic combination of both sectors including their mutual back-reaction. This puts an even bigger emphasis on the systematic improvement of the corresponding low energy effective models of QCD. It not only further our understanding of the mechanisms underlying the physics phenomena responsible for the phase structure of QCD but also is necessary for quantitatively describing the phase structure within a first principle continuum approach.

For small chemical potential the lightest hadronic states, the pions and the sigma-meson, drive the chiral dynamics in the vicinity of the phase boundary. Thus, in order to achieve quantitative control over the matter sector of QCD, and in particular the phase structure, one has to accurately take into account the effects of mesonic fluctuations. The importance of such a procedure has been already observed in the context of higher order mesonic self-scatterings. These have been taken into account within low energy effective models in terms of full mesonic effective potential, for reviews see e.g. \cite{17–20}. It is also well-known that a corresponding Taylor expansion converges well towards the results obtained with a full mesonic effective potential \cite{21}. For a fully self-consistent expansion it is important to realise that quark-anti-quark multi-meson interactions have to be taken into account as well. Indeed, these terms contribute directly to the computation of the effective potential in the functional renormalisation group (FRG) approach.

Hence, in the present work, for the first time, we systematically also include higher order quark-anti-quark multi-meson interactions within the quark-meson (QM) model, and study their effect on the chiral phase structure of two-flavour QCD. In the QM model this amounts to a meson-field–dependent Yukawa coupling. The quantum, thermal, and density fluctuations are then taken into account by means of the FRG. This also allows us to consider the momentum-dependence of the propagators in terms of scale-dependent wave function renormalisations. Such effects are particularly relevant in the presence of massless excitations such as the pions close to a second order phase transition. The higher quark-meson interactions are included in a – convergent – Taylor expansion in the order of the mesonic fields. In total this leads to a significant extension of the local potential approximation of the quark meson model which has been used extensively to study the chiral phase transition of QCD, see e.g. \cite{17, 18, 22}.

We present results on the chiral phase boundary in the $T\mu$ plane, including the critical endpoint and the curvature of the phase boundary. We also compare different definitions of the phase boundary. This is particularly important in the region of the phase diagram where the system undergoes a crossover transition and the exact location of the phase boundary is not uniquely defined. We find that the inclusion of the higher order couplings lead to quantitatively significant changes in the phase structure. An intriguing observation is the rapid convergence of our results if the orders of meson-meson and quark-meson couplings are increased.

Our present findings are fully in the spirit of the systematic embedding of the low energy effective models in first principle QCD. They constitute significant steps towards quantitative precision in terms of convergence of...
a self-consistent truncation for the matter sector of QCD. The present work is organised as follows: In section II we briefly introduce the quark-meson model including the higher order quark-meson scattering processes in terms of an effective meson potential, a field-dependent Yukawa coupling and quark and meson wave function renormalisations. Section III summarises the renormalisation group approach and provides some details about the resulting flow equations of our model. Our results are presented in section IV, where we demonstrate the convergence of our expansion scheme and discuss the chiral phase structure at finite temperature and quark chemical potential. Conclusions are given in section V. A discussion of the expansion scheme as well as some details on the flow equations can be found in the Appendices.

II. QUARK-MESON MODEL

In the present work we concentrate on two-flavour QCD. In the spirit of the embedding of low energy effective models in first principle QCD within functional approaches we consider all QCD matter fluctuations with momenta above the infrared scale \( k \lesssim 1 \text{ GeV} \) to be integrated out. Glue fluctuations are considered to be fully integrated out, as they exhibit a mass gap of the order of 1 GeV.

A. Low energy effective action

For an effective description of the low energy matter sector of QCD at not too high densities, a model based solely on quarks and meson is a good approximation. The ultraviolet cut-off scale \( \Lambda \) of such a description relates to the scale where the pure glue sector of QCD decouples and the fluctuations of the lightest mesons and constituent quarks dominate the dynamics. Here we consider \( N_f = 2 \) degenerate quark flavours with pseudo-scalar pions \( \vec{\pi} \) and the scalar sigma meson as the dominant mesonic degrees of freedom for not too large chemical potential at \( \Lambda \approx 1 \text{ GeV} \). At this scale the low energy effective action \( \Gamma_\Lambda \) is approximated by that of the quark-meson model.

As described in the previous section, for momentum scales \( k \lesssim \Lambda \), we take into account the scale-dependent dressing of the propagators and higher mesonic– as well as quark-meson–interactions. The corresponding scale-dependent effective action reads

\[
\Gamma_k = \int_0^{1/T} d\tau_0 \int d^3 x \left\{ i Z_{\psi,k}(\rho) \bar{\psi}(\gamma_\mu \partial_\mu + \gamma_0 \mu) \psi + \frac{1}{2} Z_{\phi,k}(\rho) (\partial_\mu \phi)^2 + V_k(\rho) - \sigma + h_k(\rho) \bar{\psi} (\gamma_5 \vec{\tau} \vec{\pi} + i \sigma) \sigma \psi \right\}, \tag{1}
\]

with the meson fields in the \( O(4) \) representation, \( \phi = (\vec{\pi}, \sigma) \), and

\[
\rho = \frac{1}{2} \delta^2 = \frac{1}{2}(\vec{\pi}^2 + \sigma^2). \tag{2}
\]

In (1) we used the abbreviation \( \int_0^{1/T} d\tau_0 \int d^3 x \). The quark fields \( \psi \) are two flavour Dirac-spinors and \( \mu \) is the quark chemical potential. For \( N_f = 2 \) the chiral symmetry \( SU(N_f)_L \otimes SU(N_f)_R \) is isomorphic to \( SO(4) \), hence the \( O(4) \)-symmetry of the scalar effective potential \( V_k(\rho) \). Quarks and mesons are coupled via a meson field-dependent Yukawa coupling \( h_k(\rho) \). \( \vec{\tau} \) are the Pauli matrices.

This model captures spontaneous chiral symmetry breaking \( SU(N_f)_L \otimes SU(N_f)_R \rightarrow SU(N_f)_V \). The expectation value of the sigma meson serves as order parameter for the chiral phase transition and the three pions are Goldstone bosons of the spontaneous breaking of the axial \( SU(2)_A \). In the presence of explicit symmetry breaking, introduced by the linear breaking term \( -c\sigma \), the pions are not massless but rather pseudo-Goldstone bosons with finite mass and the chiral second order transition turns into a crossover.

The inverse quark and meson propagators are dressed with wave function renormalisations \( Z_{\psi,k}(\rho) \) and \( Z_{\phi,k}(\rho) \). Note that at finite temperature there are in general two different wave function renormalisations quarks and mesons, one perpendicular, \( Z = Z^\perp \), and one parallel to the heat bath, \( Z^\parallel \). In the present work we only compute the perpendicular one and identify \( Z^\parallel = Z^\perp \). Moreover, we expect a weak dependence of the \( Z \)'s on the meson field \( \rho \) and hence we drop all terms proportional to \( \partial_\rho Z(\rho) \). This approximation is discussed in section III C. The explicit breaking of \( O(4) \)-symmetry in the meson-sector of our model through the linear term \( -c\sigma \) is related to a finite current quark mass \( m_q^c \) via the relation

\[
m_q^c = \frac{h_\Lambda}{\lambda_1 \Lambda} c, \tag{3}
\]

where \( \lambda_{1,\Lambda} \) is the squared meson mass in the UV, see (7).

B. Higher order mesonic scattering

The present approximation includes field-dependent wave function renormalisations \( Z_{\phi,k}(\rho) \) for quarks and mesons, a full effective potential \( V_k(\rho) \), and a field-dependent Yukawa-coupling \( h_k(\rho) \). We implement higher order mesonic scattering processes via a systematic expansion in \( n \)-point functions \( \Gamma^{(n)} \) of the effective action (1).

We first discuss the wave function renormalisations. The \( \rho \)-dependence of the mesonic wave function renormalisation contains momentum-dependent meson self-interactions while that of the quarks contains momentum-dependent scattering of a quark–anti-quark pair with mesons. Note that both processes vanish at vanishing momenta. The wave function renormalisations can be expanded about a temperature and chemical potential dependent and potentially scale-dependent expansion point.
Appendix A, see in particular Fig. 11. Eq. (5) implies
\[ \bar{\rho} Z_k(\rho) \approx 0. \] (5)

The quantitative reliability of this hypothesis is tested in Appendix A, see in particular Fig. 11. Eq. (5) implies that locally (about a given expansion point \( \kappa_k \)) we can use
\[ Z_k = Z_{0,k} . \] (6)

Still, for the computation of observables the wave function renormalisation has to be determined at the expectation value \( \rho_0 \) of the mesonic field which does not necessarily agree with the expansion point \( \kappa_k=0 \). It is here where the field dependence of the Z’s play a rôle.

Meson self-interactions are contained in the effective potential \( V_k(\rho) \). As for the wave function renormalisations we expand the renormalised effective potential in powers of \( \rho \) about an expansion point \( \kappa_k(T,\mu) \), to wit
\[ V_k(\rho) = \sum_{n=1}^{N_V} \frac{\lambda_{n,k}}{n!} (\rho - \bar{\kappa}_k)^n . \] (7)

In (7) we have dropped all \( T,\mu \)-dependence for the sake of brevity. Eq. (7) captures a chiral crossover and a second order transition for \( N_V \geq 2 \). A first order transition requires at least \( N_V \geq 3 \). The effect of higher order mesonic self-interactions on the matter sector of QCD can be systematically studied by increasing the order of the expansion \( N_V \).

It is convenient to rewrite the effective action in terms of the renormalised fields
\[ \bar{\phi} = Z_{\phi,k}^{1/2} \phi , \quad \bar{\rho} = Z_{\phi,k} \rho , \] (8)

where the wave function renormalisations are locally constant in the present approximation. For the effective potential \( \bar{V}(\bar{\rho}) = V(\rho) \) this implies
\[ \bar{V}_k(\bar{\rho}) = \sum_{n=1}^{N_V} \frac{\tilde{\lambda}_{n,k}}{n!} (\bar{\rho} - \bar{\kappa}_k)^n . \] (9)

with
\[ \tilde{\lambda}_{n,k} = \frac{\lambda_{n,k}}{Z_{\phi,k}^{n/2}} , \quad \bar{\kappa}_k = Z_{\phi,k} \kappa_k . \] (10)

The \( \bar{\rho} \)-derivatives of the effective potential, \( \partial_{\bar{\rho}}^n \bar{V} \), and that of the effective action allow for a direct physical interpretation as they are RG-invariant. The linear term in (1) reads in the new fields
\[ c\sigma = \bar{c}_k \bar{\sigma} , \quad \text{with} \quad \bar{c}_k = \frac{c}{Z_{\phi,k}^{1/2}} . \] (11)

Figure 1: Diagrammatic representation of the flow equation for the matter sector of QCD. The dashed line represents the full meson propagator, the solid line the full quark propagator and the crossed circle depicts the regulator insertion.

Quark–multi-meson interactions are taken into account in (1) by the coupling of two quarks and a meson with a \( \rho \)-dependent Yukawa coupling \( h_k(\rho) \). Analogous to the effective potential, we also expand the Yukawa coupling in a \( O(4) \)-symmetric manner in powers of \( (\rho - \bar{\kappa}_k) \),
\[ h_k(\rho) = \sum_{n=0}^{N_h} \frac{\tilde{h}_{n,k}}{n!} (\rho - \bar{\kappa}_k)^n . \] (12)

\( N_h = 0 \) amounts to the standard Yukawa interaction which couples a quark-anti-quark pair and a meson. By increasing \( N_h \), the interaction between a quark-anti-quark pair and \((2N_h + 1)\) mesons can be taken into account. The renormalised analogue of (12) reads
\[ \tilde{h}_{n,k} = \frac{\tilde{h}_{n,k}}{Z_{\phi,k} Z_{\phi,k}^{(2n+1)/2}} . \] (14)

The convergence of these expansions implies that the higher order couplings get increasingly irrelevant with increasing order of the meson field, see section IV B. A more detailed analysis of the present expansion scheme is deferred to Appendix A. Here we only note that we choose a scale independent expansion point \( \kappa \).

III. FLUCTUATIONS

In the present work we include quantum, thermal and density fluctuations with the functional renormalisation group (FRG). In addition to its application to QCD, see [4, 23–26] and corresponding low energy effective models [17–20], the FRG has been used successfully in a variety of physical problems ranging from ultracold atoms and condensed matter physics [19, 27–29] to quantum gravity [30–33]. The idea is to start with the effective action \( \Gamma_L \) given in (1) at the initial scale \( k = \Lambda \) and to successively include quantum fluctuations by integrating out momentum shells down to an infrared-cutoff scale \( k \). By lowering \( k \) we resolve the macroscopic properties of the system and eventually arrive at the full quantum effective action \( \Gamma \) at...
\( k = 0 \). This evolution of \( \Gamma_k \) is governed by the Wetterich equation \([34]\). For the quark-meson model it reads,

\[
\partial_t \Gamma_k[\phi, \psi, \bar{\psi}] = \frac{1}{2} \text{Tr} \left[ \left( \frac{1}{\Gamma_k^{(2)}[\phi, \psi, \bar{\psi}] + R_k} \right) \partial_t R_k^{(2)} \right] - \text{Tr} \left[ \left( \frac{1}{\Gamma_k^{(2)}[\phi, \psi, \bar{\psi}] + R_k} \right) \partial_t R_k^{(2)} \right],
\]

(15)

where \( \partial_t \) is the total derivative with respect to the RG-time \( t = \ln(k/\Lambda) \). The traces sum over the corresponding discrete and continuous indices including momenta and species of fields. \( \Gamma_k^{(2)}[\phi, \psi, \bar{\psi}] \) is the matrix of second functional derivatives of \( \Gamma_k \) with respect to the fields. The indices \( \phi \) and \( \psi \bar{\psi} \) indicate the components in field space. In this notation the regulator \( R_k \) is also a matrix in field space, where \( R_k^{(2)} \) and \( R_k^{(2)} \) are the entries corresponding to the meson and quark regulators respectively. The flow equation has a simple diagrammatic representation, see Fig. 1.

The specific regulators used in the present work are three-dimensional Litim regulators and are specified in (B1) in Appendix B. They are proportional to the wave function renormalisations \( Z_\phi, Z_\psi \) and hence are RG-adapted. \([24, 35, 36]\). As a consequence of this choice the \( Z \)'s completely drop out of the flows and only the anomalous dimensions survive. Note that this only holds true within the locally constant approximation for the wave function renormalisation. It also implies that our regulators depend on the expansion point. Note also that fully field-dependent wave function renormalisations \( Z(\rho) \) cannot be introduced to the regulators without modifying the flow equation, see [24]. Such a flow will be considered elsewhere. The regulators suppress modes with momenta \( p^2 \lesssim k^2 \) and thus implement the successive inclusion of fluctuations on ever-lower energy scales down to the scale \( k \).

On the one hand such an approximation to the full QCD-flow is only satisfactory in the low energy regime of QCD at scales \( k \lesssim 1 \) GeV and \( k \) should be chosen as small as possible. On the other hand the initial cut-off scale \( \Lambda \) has to be far bigger than any other physical scale under investigation, i.e. \( T, \mu \) and the physical masses. In the present work we shall adopt \( \Lambda = 700 \) MeV. Note that \( \Lambda \) receives a physical meaning in this context since it is directly related to the scale where hadrons form.

It is left to project the flow equation (15) for the effective action on the scale- and field-dependent parameters of the effective action defined in (1):

### A. Effective potential

The flow equation of the effective potential \( V_k(\rho) - c \sigma \) is obtained by evaluating (15) for constant meson fields, \( \phi(x) \to \phi \), and vanishing quark fields. For these field configurations the effective action reduces to \( \Gamma_k = \text{Vol}^{-1}_4 (\bar{V}_k(\rho) - \bar{c}_k \bar{\sigma}) \), see (1). Note that the explicit symmetry breaking term is linear in the meson field, and hence is nothing but a source term. The right hand side of the flow equation (15) only involves second derivatives w.r.t. the fields. Thus, the explicit symmetry breaking term does not appear on the right hand side of the flow equation, which only depends on symmetric terms. Moreover the flow equation (15) is derived with cut-off–independent source terms, which implies \( \partial_t c = 0 \). With (11) this leads to

\[
\partial_t \bar{c}_k = \frac{1}{2} \eta_{\phi,k} \bar{c}_k. \tag{16}
\]

This has the remarkable consequence, that in terms of fluctuations the theory is effectively evaluated in the chiral limit. Hence, this also applies to the effective potential \( V_k \).

The explicit \( O(4) \) symmetry breaking introduced via the linear term \( c \sigma \) simply entails that the vacuum expectation value of the fields is shifted relative to that in the chiral limit. In other words, the physical observables that can be derived from \( V_k \) and its derivatives are evaluated away from the minimum of \( V_k \). Note also in this context that we could choose any \( k \)-dependence for \( c_k \), only the value at \( k = 0 \) is fixed by the physical quark masses. The flow for \( \bar{V}_k(\rho) = V_k(\rho) \) reads

\[
\partial_t V_k(\rho) = \frac{k^4}{4\pi^2} \left\{ \left[ 3l_0^{(B,A)}(\bar{m}^2_{\pi,k}, \eta_{\phi,k}; T) \right.ight.
\]

\[
+ l_0^{(B,A)}(\bar{m}^2_{\pi,k}, \eta_{\phi,k}; T) \left] + 4N_cN_f \left[ l_0^{(F,A)}(\bar{m}^2_{\psi,k}, \eta_{\psi,k}; T, \mu) \right) \right\} , \tag{17}
\]

with the (perpendicular) meson and quark anomalous dimensions,

\[
\eta_{\phi,k} = - \frac{\partial t Z_{\phi,k}}{Z_{\phi,k}}, \quad \text{and} \quad \eta_{\psi,k} = - \frac{\partial t Z_{\psi,k}}{Z_{\psi,k}}. \tag{18}
\]

Eq. (17) is nothing but the flow equation \( \partial_t V(\rho) \). The threshold functions \( l_0^{B/F,A} \) are defined in Appendix B, and depend on the field-dependent dimensionless renormalised masses

\[
\bar{m}^2_{\pi,k} = \frac{\partial \bar{V}_k}{k^2}, \quad \bar{m}^2_{\psi,k} = \frac{\partial \bar{V}_k + 2\rho \partial^2 \bar{V}_k}{k^2}, \tag{19}
\]

and

\[
\bar{m}^2_{\bar{\psi},k} = \frac{2\bar{h}_k(\rho)^2 \rho}{k^2}. \tag{20}
\]

The first and second lines in (17) are the pion and the sigma meson contributions respectively. The third line in (17) is the quark contribution, where \( 2N_cN_f \) is the number of internal quark degrees of freedom. The additional factor \(-2 \) is generic for fermionic loops.
The flow of the renormalised couplings $\bar{\lambda}_n$ is derived from (9) as $(n \geq 1)$,
\[
\frac{\partial^n}{\partial \bar{n}^n} \partial_{\bar{n}} V_k(\bar{\rho}) \bigg|_{\bar{n}=\bar{\kappa}_k} = (\partial_k - \eta_{\phi,k}) \bar{\lambda}_{n+1,k} + \bar{\lambda}_{n,k} (\partial_k + \eta_{\phi,k}) \bar{\kappa}_k.
\] (21)
where we have used that (8) implies
\[
\partial_i \kappa = -\eta_{\phi,k} \bar{\kappa}.
\] (22)
We have computed the scale derivative at fixed $\rho$ as we want to connect (21) to (17): the left hand side of (21) is the $n$th derivative w.r.t. $\bar{n}$ of the flow equation (17). The relative sign for the $\eta_{\phi,k}$-terms in the second line of (21) reflects the factor $1/Z_{\phi,k}$ in the renormalised couplings in comparison to the factor $Z_{\phi,k}$ in the expansion point $\bar{\kappa}$.

The equations (21) with (17) provide a tower of coupled differential equations for higher order mesonic correlators and therefore include meson-meson scattering up to order $2N_V$ into our model. We now use the freedom of choosing an expansion point $\bar{\kappa}$ in order to improve the convergence property of the Taylor expansion. To that end we note that an expansion about fixed $\bar{\kappa} = \bar{\kappa}$ with $\partial_i \bar{\kappa} = 0$ keeps a term proportional to $\bar{\lambda}_{n+1}$ on the right hand side of (21). Such a linear dependence of the flow of $\bar{\lambda}_n$ potentially destabilises the expansion as the $\bar{\lambda}_{n+1}$ grow rapidly with $n$ even though their relevance for the potential decreases rapidly. This is indeed the case as we have checked within an explicit numerical computation. Note that this argument also applies to an expansion about the scale dependent minimum of the effective potential $\bar{\rho}_{0,k}$.

In turn, the linear $\bar{\lambda}_{n+1}$-contribution vanishes precisely for
\[
\partial_i \bar{\kappa}_k = -\eta_{\phi,k} \bar{\kappa}_k, \quad \rightarrow \quad \partial_i \kappa = 0.
\] (23)
that is a scale-independent bare expansion point. We emphasise that it is only the expansion about a fixed bare field value that removes the destabilising back-coupling of the higher order couplings. Therefore, it is the preferred expansion point in terms of convergence of the expansion. An explicit numerical check indeed reveals the rapid convergence of such an expansion, see Section IV B. However, we have also checked that both expansions converge to the same results.

We close this Section with a discussion of possible order parameters. For a large region of the phase diagram the chiral transition is a cross-over. This only allows for the definition of a pseudo-critical temperature which is not unique. All possible definitions of pseudo order parameters have the property that they provide order parameters in the chiral limit where the cross-over turns into a second order phase transition. Here we discuss several order parameters. The variance of the pseudo-critical temperatures provide a measure for the width of the cross-over.

A simple order parameter of the chiral transition (in the chiral limit) is given by the vacuum expectation value $\bar{\sigma}_{0,k}$ at vanishing cut-off. It also determines the pion decay constant, $f_\pi = \bar{\sigma}_{0,k}=0$. The expectation value $\bar{\sigma}_{0,k}$ is obtained from
\[
\partial_{\bar{n}} \left[ V_k(\bar{\rho}) - \bar{c}_k \bar{\sigma} \right] \bigg|_{\bar{n}=\bar{\rho}_{0,k}} = 0,
\] (24)
where $\bar{\rho}_{0,k} = \frac{1}{2} \bar{\sigma}_{0,k}^2$ is the quadratic order parameter. Physical observables such as the pion decay constant and the masses are then defined at vanishing cut-off scale $k = 0$ and $\bar{\rho} = \bar{\rho}_{0,IR}$.

The position of the peak of the chiral susceptibility is an alternative definition of the phase transition temperature. The chiral susceptibility measures the strength of chiral fluctuations. Hence it is, independent of its use for an alternative definition of the phase transition temperature.

Note that for (26) to hold with high accuracy, we need to require that the expansion point $\kappa$ is very close to the physical point $\rho_{0,k}$. This is indeed the case for our choice of the expansion point, see (44).

We can rewrite (27) by virtue of the implicit function theorem since the relation between $\sigma_{0,k}$ and $c$ is implicitly given by (24). This yields:
\[
\frac{\partial \sigma_{0,IR}}{\partial c} = -\frac{h_B^2}{\lambda_{1,\Lambda}^2} \chi_{qq} + \frac{1}{\lambda_{1,\Lambda}}.
\] (27)
Note that for (26) to hold with high accuracy, we need to require that the expansion point $\kappa$ is very close to the physical point $\rho_{0,k}$. This is indeed the case for our choice of the expansion point, see (44).

We can rewrite (27) by virtue of the implicit function theorem since the relation between $\sigma_{0,k}$ and $c$ is implicitly given by (24). This yields:
\[
\frac{\partial \sigma_{0,k}}{\partial c} = \left( V_k'(\rho_{0,k}) + 2 \rho_{0,k} V_k''(\rho_{0,k}) \right)^{-1} = \frac{1}{m_{\sigma,k}^2}.
\] (28)
Thus, in practice we can compute the sigma meson mass and readily extract the chiral susceptibility for given initial parameters $\lambda_{1,\Lambda}$, $h_B$.

### B. Yukawa coupling

The scalar part of the Yukawa-term has been introduced in (1) as a $\phi$-dependent fermionic mass term with mass $h(\rho)\sigma$. This definition also entails that in leading order in $\rho$ the sigma field has been introduced as a field for the composite operator $\bar{\psi}\psi$. Accordingly we evaluate the flow of the fermionic two-point function at the minimal
fermionic momentum $p_{\text{low}}$ and constant mesonic fields, leading to

$$\partial_t h_k(\rho) = \frac{1}{\sigma} \frac{i}{4N_cN_f} \times \Re \left[ \lim_{p \to p_{\text{low}}} \text{Tr} \left( \frac{\delta^2 \partial_t \Gamma_k}{\delta \psi(-p) \delta \psi(p)} \right) \right]_{\rho(x)=\rho} \ ,$$

where the trace in (29) sums over all internal indices. Note that (29) is well-defined even in the limit $\sigma \to 0$. The diagrammatic representation of this equation is depicted in Fig. 2.

In (29) we have set the external spatial momenta to zero and the external Matsubara frequencies to their lowest mode, $p_{\text{low}} = (\pi T, \vec{0})$ for quarks. Implicitly we also use $p_{\text{low}} = (0, \vec{0})$ for mesons as we evaluate the Yukawa coupling in the derivative expansion has to be chosen real, with real expansion coefficients: $h(p_0 - i\mu)^\ast = h(p_0 + i\mu)$. Hence, any projection procedure has to reflect the property that

$$h(p_0 - i\mu) + h(-p_0 - i\mu) \in \mathbb{R} \ ,$$

where we have also used that the Yukawa coupling $h$ is a function of $(p_0 - i\mu)^2$. Eq. (30) has to hold in any self-consistent approximation scheme. In the present derivative expansion the Yukawa coupling is evaluated at a fixed frequency. This means that the Yukawa coupling in the derivative expansion has to be chosen real, $h(p_0 - i\mu) = h(-p_0 - i\mu)$. Within the flow this can be achieved via an appropriate choice of the expansion point. This singles out vanishing frequency $p_0 = 0$, where (30) holds trivially.

More generally one can project the flow of the Yukawa coupling on its real part. The former projection procedure at vanishing frequency has been used in the literature, for a detailed discussion and motivation of this approach see [2]. However, the latter procedure keeps the Matsubara mass-gap of the fermions, which also is potentially relevant for capturing the quantitative physics close to the Fermi surface of the quarks at higher density. Hence, in the present work we project on the real part of the flow in (29) for the computation of the Yukawa coupling. We have checked numerically that both procedures agree quantitatively for small chemical potential.

The projection (29) using the fermionic two-point function is directly related to the more customary projection where an additional derivative with respect to the pion fields is applied. One finds

$$-\frac{i}{\sigma} \text{Tr} \left( \partial_t \Gamma_k^{(\psi \bar{\psi})} \right) = \text{Tr} \left( \gamma_5 \sigma \partial_x \partial_t \Gamma_k^{(\psi \bar{\psi})} \right)_{\pi = 0} \ .$$

Figure 2: Diagrammatic representation of the flow of the Yukawa coupling. The grey circles depict the full vertices.

Note that a projection using an additional derivative with respect to the sigma field would contaminate the flow with additional contributions from the derivative of the Yukawa coupling. The same argument applies to the meson anomalous dimension and is briefly discussed in Appendix C.

With (29) we find for the flow of the renormalised Yukawa coupling:

$$\partial_t |_{\rho} \tilde{h}_k(\rho) = \left( \frac{1}{2} \eta_{\phi,k} + \eta_{\bar{\psi},k} \right) \tilde{h}_k(\rho) + 4v_3 \tilde{h}_k^2(\rho) \times \left[ L^{(4)}_{(1,1)} \left( \tilde{h}_k^2, \bar{\tilde{h}}_k, \eta_{\bar{\psi},k}; T, \mu \right) - 3L^{(4)}_{(1,1)} \left( \tilde{h}_k, \tilde{h}_k, \eta_{\bar{\psi},k}, \eta_{\bar{\psi},k}; T, \mu \right) + 16v_3 \tilde{h}_k(\rho) \tilde{h}_k^2(\rho) \tilde{h}_k(\rho) + \tilde{h}_k^2(\rho) \right] + 4v_3 \tilde{h}_k^2(\rho) \tilde{h}_k(\rho) \right) \times \left[ i^{(B,4)}_1 \left( \tilde{h}_k^2, \eta_{\bar{\psi},k}; T \right) + 3\tilde{h}_k(\rho) \tilde{h}_k(\rho) \right] \ .

The function $L^{(4)}_{(1,1)}$ is defined in Appendix B. We note that the terms proportional to $\tilde{h}_k^2$ in eq. (31) are the triangle-diagram contributions to the flow of field-independent Yukawa coupling, see e.g. [2]. For the renormalised couplings (14) in (13) we find analogously to (21)

$$\partial_{\bar{\rho}} \partial_{\bar{\rho}} |_{\bar{\rho}} \tilde{h}_k(\rho)\bigg|_{\bar{\rho} = \bar{\tilde{h}}_k} = (\partial_{\bar{t}} - \eta_{\phi,k}) \tilde{h}_{n,k} - \tilde{h}_{n+1,k}(\partial_{\bar{t}} + \eta_{\phi,k}) \bar{h}_k \ ,

$$

where $\partial_{\bar{t}} \tilde{h}_k(\rho)$ is given by eq. (31). Hence the flows of $\tilde{h}_{n,k}$ show the same decoupling properties within the expansion scheme already discussed below (21).

C. Wave function renormalisations

As discussed at the end of Section II A, at finite temperature the wave function renormalisations perpendicular and
\[ \eta_{\psi,k} = \frac{-1}{8N_fN_cZ_{\psi,k}} \left( \frac{\partial^2}{\partial p^2} \right) \left( \langle \overline{\psi}\psi \rangle + \Delta \right) \bigg|_{\kappa(T,\mu)} \]

Figure 3: Diagrammatic representation of the quark anomalous dimension.

parallel to the heat bath differ from each other, \( Z_k^S \neq Z_k^\parallel \). For scales above the chirality breaking scale, \( k > k_{SB} \), we have \( T/k < 1 \) which implies that thermal fluctuations are negligible and thus \( Z_k^S \approx Z_k^\parallel \). In the infrared we have \( k \ll T \). In this regime dimensional reduction occurs and we approach the three-dimensional limit. There the finite temperature RG flow is only driven by the lowest Matsubara modes. The lowest Matsubara mode for bosons is zero and therefore \( Z_k^\parallel \), \( k \ll T \) drops out. For fermions the lowest Matsubara mode is proportional to \( T \) and thus the fermions with dynamically generated mass effectively decouple from the flow in the infrared. Therefore we choose the approximation \( Z_k = Z_k^\parallel = Z_k^\perp \), which is approximately valid for large scales and hardly affects the RG flow in the infrared. Hence it should be a good approximation for calculating the chiral phase boundary.

The flow of (6) consistent with the expansion scheme about \( \rho = \kappa \) has to involve an evaluation of the two-point function at the expansion point. As the momentum dependence is covered in a coarse-grained form via the \( k \)-dependence of the \( Z_k \)'s, we also use the derivative expansion about the lowest momentum and frequency and arrive at

\[ \eta^{\phi,k} = \frac{1}{8N_fN_cZ_{\phi,k}} \left( \frac{\partial^2}{\partial p^2} \right) \left( \langle \overline{\phi}\phi \rangle + \Delta \right) \bigg|_{\kappa(T,\mu)} \]

Figure 4: Diagrammatic representation of the meson anomalous dimension.

The function \( \mathcal{F}B_{(1,2)} \) is defined in Appendix B. In the case of one quark flavour and for \( \tilde{h}_k = 0 \) this equation agrees with that found in [39]. The diagrammatic representation of equation (34) is shown in Fig. 3.

The anomalous dimension of the mesons can be either extracted by taking derivatives w.r.t. \( \sigma \) or \( \pi \). However, these two options differ despite of \( O(4) \) symmetry. This is discussed in Appendix C, and one sees easily that the \( \sigma \)-derivatives are contaminated by contributions proportional to \( \partial_\sigma \partial_\pi Z \). This is similar to the flow of the Yukawa coupling in the last Section III B where \( \sigma \)-derivatives would lead to \( \partial_\sigma \partial_\pi h \)-terms. Indeed we could use this difference in order to evaluate the validity of the present approximation as the difference of both definitions is proportional to \( \partial_\sigma \partial_\pi Z \). In summary we conclude that the anomalous dimension is determined by

\[ \eta_{\phi,k} = -\frac{1}{2N_fN_c} \lim_{p \to p_{low}} \left( \frac{\partial^2}{\partial p^2} \right) \left( \langle \overline{\phi}\phi \rangle + \Delta \pi \right) \bigg|_{\rho = \kappa(T,\mu)} \]

where the choice of \( i = 1, 2, 3 \) does not matter since the pions always have \( O(3) \) symmetry in this representation. This leads to

\[ \eta_{\phi,k} = \frac{8N_fN_c}{3} \left( 2k^2 \tilde{h}_k \langle \overline{\phi}\phi \rangle \right) \mathcal{F}B_{(2,2)} \left( \langle \overline{\phi}\phi \rangle, \langle \overline{\phi}\phi \rangle \right) + N_c \sum_{\pi} \langle \pi \rangle \mathcal{F}_{(2)} \left( \langle \pi \rangle, \langle \pi \rangle \right) \]

(35)

The functions \( \mathcal{F}B_{(2,2)} \) and \( \mathcal{F}_{(n)} \) are defined in Appendix B. This equation also agrees with [39] for one quark flavour. We note that the results shown here are obtained using the optimised regulator shape functions (B2).
point and evaluate the wave function renormalisations at the minimum $\rho_{0,k}$, see appendix A.

The wave function renormalisations as a function of temperature are shown in Fig. 5. At about the critical temperature $Z_{\psi,\text{IR}}$ exhibits a peak and $Z_{\rho,\text{IR}}$ shows a tiny kink. This kink gets more pronounced and turns into a dip for smaller pion masses and ends up as a non-analyticity in the chiral limit [38]. An interesting observation is that the meson wave function renormalisation falls below its initial value in the UV for temperatures above 200 MeV. This feature is independent of the choice of the UV value and shows that mesonic degrees of freedom become less important for larger temperatures in the crossover region and vanish in the symmetric phase. The inclusion of a dynamical meson wave function renormalisation therefore leads to a consistent picture of the QCD matter sector in the sense that mesons are only present in the phase with broken chiral symmetry, while they vanish (or rather turn into auxiliary fields) in the symmetric phase where quarks and gluons are the relevant degrees of freedom.

D. Convexity for $\rho < \rho_0$ & behaviour for large fields

The flows are initiated at a UV cut-off scale $k = \Lambda$. There, the initial effective action $\Gamma_\Lambda$ resembles the classical Yukawa theory with a $\phi^4$-potential and a constant Yukawa coupling. This entails that all flows decay in the limit where $\rho/k^2 \to \infty$, and we conclude

$$\partial_t h_k(\rho/k^2 \to \infty) = 0 \quad \text{and} \quad \partial_t V_k(\rho/k^2 \to \infty) = 0.$$  

(37)

Hence, neither the Yukawa coupling nor the effective potential are changed during the flow for large enough fields.

For the convexity discussion it is sufficient to restrict ourselves to the chiral limit. As already mentioned before the explicit symmetry breaking does not influence the dynamics of the fluctuations which are solely responsible for the convexity properties. It is well-known that the effective potential $V_k(0)$ is convex by construction. It has been shown that the flow equation is indeed convexity-restoring in the limit $k \to 0$ and keeps this property in the local potential approximation, see [40]. This implies in particular, that the the curvature of the effective potential vanishes for field values smaller than their vacuum expectation value, $\partial^2 V_k(0) = 0$. For non-vanishing cut-off scale, $k > 0$, only the combination $V_k(\rho) + R_k^\rho(0)$ is convex. This property follows directly from its definition as the Legendre transformation of the logarithm of the generating functional $\ln Z_k[J]$, evaluated on constant fields and divided by the space-time volume, for a detailed discussion see e.g. [24]. This entails in particular

$$V_k(\rho) + R_k^\rho(0) \geq 0, \quad V_k(\rho) + 2\rho V''(\rho) + R_k^\rho(0) \geq 0, \quad (38)$$

for the inverse propagator pion and $\sigma$-meson propagator respectively at vanishing momentum. In the chirally broken phase with $\rho < \rho_{0,k}$ we have

$$V_k(\rho < \rho_{0,k}) < 0 \quad \text{and} \quad V_k(0) = 0,$$  

(39)

with $\rho_0$ is the vacuum expectation value $\rho_{0,k}$ at vanishing cut-off scale, $k = 0$. Note that (39) also implies $V''(\rho < \rho_0) = 0$. Of course, (39) entails that the potential $V_0$ is flat (vanishing curvature) for fields $\rho$ smaller than the vacuum expectation value. Note that for negative $V'$ the inverse pion propagator in (38) vanishes for $V' = R_\rho^\rho(0)$, and the flow potentially diverges for $R_\rho^\rho(0) \to 0$. However, this divergence is not reached as the increasing flow increases $V'$, see [40] for a discussion of a scalar theory. In Appendix D this discussion is extended to the present Yukawa theory.

The relation between the negative curvature $V'$ and the convexity-restoration in the flow also implies that only the mesonic fluctuations drive the flows for $\rho < \rho_0$ and $k \to 0$, and the two sectors effectively decouple. This facilitates the access to the infrared flow of the fermion propagator in this region studied in detail in Appendix D, which can indeed be derived analytically. We arrive in particular at

$$\tilde{m}_\rho^2(\rho \leq \rho_0) = \sqrt{2\rho_0 h(\rho_0,0)} \frac{\rho_0}{\rho}, \quad (40)$$

see (D19) in Appendix D. In this appendix a momentum-dependent Yukawa coupling $h(\rho, p)$ has been introduced. In (D18) it is evaluated at vanishing momentum, $h(\rho,0)$. This leads to the inequality

$$\tilde{m}_\rho^2(\rho) \geq \tilde{m}_\rho^2(\rho < \rho_0), \quad \text{with} \quad \tilde{m}_\rho^2(\rho < \rho_0) = \sqrt{2\rho_0 h(\rho_0,0)}, \quad (41)$$

for $k = 0$, see (D20) in Appendix D, where we have also used the fact that for $\rho > \rho_0$ the mass function grows. As a consequence of (41) the fermion propagation is gapped with at least the constituent quark mass $\tilde{m}_\rho^2(\rho < \rho_0)$ for all
fields. In other words, in the chirally broken phase no mesonic background can turn the fermionic dispersion into a massless one. Note however, that $\rho < \rho_0$ is no physical choice in the first place.

We finally remark that the same line of argument can also be applied to full QCD and also holds there. There however, the fermionic mass tends towards the current quark masses for large meson fields $\rho$ and the minimum in (41) has to be restricted to $\rho \lesssim \rho_0$. In the present model a linearly rising mass was built-in and strictly speaking one should not evaluate the model for $\rho/\Lambda > 1$ in the first place. The full discussion of QCD is postponed to future work.

IV. SET-UP AND RESULTS

A. Initial conditions in the UV

It is left to specify the initial conditions for the relevant parameters $\lambda_{1,k}, \lambda_{2,k}, h_{0,k}$ and $c_k$ at the UV-scale $\Lambda$ for the system of coupled flow equations (16), (21), (23), (32), (34) and (36). As we have mentioned in section II, the effective UV-cutoff scale $\Lambda$ has a direct physical meaning in our setting. It is the scale where the dominant part of the gluonic degrees of freedom has been integrated out and hadronic degrees of freedom, especially the light mesons, form. There is a certain freedom in the choice of this scale as long as it is well above $\Lambda_{QCD}$ and not too large so that fluctuations in the gauge sector dominate the dynamics. This requirements bring forth $\Lambda \in [0.6, 1]$ GeV as an approximate window for the choice of the UV-cutoff.

As discussed in Section III we have chosen $\Lambda = 700$ MeV. The relevant parameters of our model are fixed such that a specific set of vacuum low-energy observables is reproduced in the in the IR. These observables are the pion decay constant $f_\pi$, the renormalized sigma and pion masses $\bar{m}_\sigma$, $\bar{m}_\pi$ and the constituent quark mass $\bar{m}_q$ of the degenerate up and down quarks. The explicit symmetry breaking is related to the pion decay constant and the pion mass via $\bar{c}_k = \bar{m}_\pi^2 f_\pi$ and the relations of our parameters to the quark and mesons masses are shown in eq. (20) and (19). At a large scale $\Lambda$ the model is quasi-classical and hence we choose

$$V_\Lambda(\bar{\rho}) = \frac{\bar{\lambda}}{2} (\bar{\rho} - \bar{\nu})^2$$

$$\bar{h}_\Lambda(\bar{\rho}) = \bar{h} = \text{const.}$$

The underlying assumption is that at $\Lambda$ the dynamics are controlled by the leading order processes, i.e. the four-meson and the quark-antiquark-meson scattering. The higher order couplings are generated at lower scales $k < \Lambda$. We indeed found that the higher order operators, i.e. $\lambda_{n,k}$ with $n \geq 3$ and $h_{m,k}$ with $m \geq 1$ are generated at $k \lesssim 400$ MeV, which is well below our choice for the UV-cutoff. Since the higher order operators are not present at our initial scale, the scale where they are generated is a prediction of our model.

In order to reproduce the vacuum IR-observables listed above we used the following initial values: $\bar{\lambda} = 71.6$, $\bar{\nu} = 0$, $\bar{h} = 3.6$, $\bar{c}_\Lambda = 2.1 \cdot 10^{-3}$ GeV$^3$. These initial values result in the following values for the vacuum IR-observables,

$$f_\pi = 93.0 \text{ MeV}$$
$$\bar{m}_\pi = 138.7 \text{ MeV}$$
$$\bar{m}_\sigma = 538.2 \text{ MeV}$$
$$\bar{m}_q = 298.3 \text{ MeV},$$

which are in good agreement with their values provided by the Particle Data Group [41]. The initial values of the parameters for the present computations are chosen

![Figure 6: Effective potential (left) and Yukawa coupling (right) at cut-off scale $k = 0.1$ MeV within the Taylor expansion and the full solution of the coupled partial differential flow equations for $\eta_{0,k}, \eta_{0,k}$, $V_\Lambda(\rho)$ and $h_{6,k}(\rho)$ at $T = 10$ MeV and $\mu = 0$. For the Taylor expansion we used $N_\Lambda = 7$ and $N_h = 5$. Note that the results include the explicit $O(4)$ symmetry breaking via $-\sigma$.](image-url)
such that they reproduce the vacuum physics displayed in (43) for $T, \mu = 0$ and vanishing cut-off for the fully field-dependent effective potential $V_k(\bar{\rho})$ and Yukawa coupling $h_k(\bar{\rho})$, including running wave function renormalisations $Z_{\phi,k}$ and $Z_{\psi,k}$. With the convergence pattern discussed in the next section it is sufficient to use $N_V = 7$ and $N_h = 5$ in the expansions (7) and (12), and fix the initial parameters for these values.

The bare expansion point $\kappa(T, \mu)$ is chosen to be scale-independent. We take it close to the IR-minimum of the effective potential for every temperature and chemical potential:

$$\bar{\kappa}_{IR}(T, \mu) = (1 + \epsilon) \bar{\rho}_{0,IR}(T, \mu),$$

where $\epsilon > 0$ gives a small offset that guarantees that $\bar{\kappa}_k(T, \mu)$ is always slightly larger than the minimum of the effective potential $\bar{\rho}_{0,k}$ and does not lie in the flat region of the convex effective potential $V_{k=0}$. The details are deferred to Appendix A. It can be read-off from Fig. 11 that a quantitative agreement of the physics results is obtained for expansion points in the range

$$0 \leq \epsilon \lesssim 1.$$  

This self-consistency check within the present expansion scheme is impressively sustained by the comparison with the full solution of the system of partial differential equations for $V_k(\rho)$, $h_k(\rho)$, $\eta_{\phi,k}(\bar{\kappa}_k)$ and $\eta_{\psi,k}(\bar{\kappa}_k)$, see Fig. 6. The region where the results from the Taylor expansion and the full solution of the partial differential equation agree give an estimate for the radius of convergence of the Taylor expansion. This is in agreement with the study of the robustness of the expansion in Appendix A and in particular with Fig. 11.

B. Effect of higher order mesonic interactions on the chiral order parameter

The effect of higher order mesonic operators is studied within a Taylor expansion of the effective potential and the field dependent Yukawa coupling, see section B. This is done by comparing the results of the chiral order parameter for different orders $N_V$ and $N_h$ in the expansions (7) and (12) of the effective potential and the field dependent Yukawa coupling. In Fig. 7 we show the effect of increasing $N_V$ and $N_h$ on the chiral order parameter $\bar{\rho}_{0,IR}$ as function of temperature for three different chemical potentials.

First of all, we clearly see spontaneous chiral symmetry breaking. Owing to the explicit symmetry breaking, the chiral condensate is very small, but nonzero at large temperatures. By lowering the temperature, the fluctuations of the light current quarks drive the system continuously towards the broken phase. As the value of the chiral condensate increases, the quarks receive more and more constituent mass while the pions get lighter until quarks and mesons decouple at low temperatures where the flow stops and the system ends up in the stable phase with broken chiral symmetry. The quark and meson masses as a function of temperature at $\mu = 0$ are shown in Fig. 8. Note that the decreasing slope of the meson masses at temperatures $T \gtrsim 250$ MeV is a result of thermal fluctuations which become of the order of the UV-cutoff $\Lambda$ in this region. This is discussed in detail in [5].

With increasing quark chemical potential, quark fluctuations are enhanced and the crossover gets steeper while the transition moves towards smaller temperatures as a result of the higher quark density.

Note that since the transition is a cross-over the actual value of the critical temperature $T_c$ depends on the the definition of the crossover. In this case it is only sensible to speak about a transition region. Therefore the full temperature and chemical potential dependence of the
We observed that larger chemical potential slows down the Yukawa coupling on the chiral condensate is shown in $N\times$ the expansion of order $N$ especially for not too large chemical potential. This implies in particular that we have the full effective potential as well as the full field-dependent Yukawa coupling in this region. To demonstrate this, we solved the coupled partial differential flow equations of $V_k(\rho), h_k(\rho), \eta_{\bar{\phi}}, k(\bar{k}_k)$ and $\eta_{\bar{\phi}}, k(\bar{k}_k)$ and compared the result to the one obtained with the expansion employed in this work, see Fig. 6.

Note that, as expected, the couplings with negative mass dimension run into a Gaussian fixed point in the IR but certainly play a role at intermediate scales. Furthermore, it is obvious that a low-order expansion is not sufficient in order to obtain a high degree of quantitative precision.

### C. Phase diagram

#### 1. Phase structure

For the computation of the phase diagram, we expand the effective potential up to order $N_V = 7$ and the Yukawa coupling up to $N_h = 5$. According to the previous section, these orders guarantee that both expansions converged to a precision below 1 MeV, at least in the crossover region. The resulting phase diagram in the $(T, \mu)$-plane is shown in Fig. 9. The crossover transition temperature is not uniquely defined and therefore depends on the observable used to define it. Basically any observable that exhibits a non-differentiable behaviour at the critical temperature in the chiral limit, where the transition is of second order, can be used to define the crossover transition temperature. Here we use the following three definitions:

(i) The inflection point of the chiral order parameter
as a function of temperature,

$$\min_T \left\{ \frac{\partial \rho_{0,IR}}{\partial T} \right\}. \quad (46)$$

(ii) The minimum of the quartic meson coupling at the physical point,

$$\min_T \left\{ \frac{\partial^2 V_{IR}(\rho)}{\partial \rho^2} \right\}_{\rho=\bar{\rho}_0, k}, \quad (47)$$

(iii) The maximum of the chiral susceptibility (25),

$$\max_T \{ \chi_{qq} \}. \quad (48)$$

The definition (i) is commonly used in RG-studies of the phase diagram, while susceptibilities as in (iii) are typically used in lattice gauge theory. The exact location and in particular the curvature of the phase boundary obviously depend on the definition of the crossover. Note, however, that all the definitions above exactly agree in the chiral limit.

We observe a large difference of about 40 MeV in the critical temperature at small and intermediate chemical potential between definitions (i) and (iii), while (i) and (ii) give similar phase boundaries. These differences are related to the fact that we have a very broad crossover in this region and the notion of a phase transition line is certainly not well defined there. At large chemical potential close to the critical point the crossover lines merge and give a uniquely defined phase boundary. This behaviour is expected since the crossover gets steeper towards the critical point and the first-order transition is uniquely defined. We find the critical endpoint at \( (T_{CEP}, \mu_{CEP}) = (50, 291) \) MeV. The critical endpoint here is at substantially smaller temperatures as in mean-field studies, see e.g. [42]. This nicely demonstrates the effect of fluctuations on the phase boundary. The critical temperatures at vanishing chemical potential for the different definitions of the crossover transition are shown in Table I.

| boundary def. | \( T_c \) [MeV] |
|---------------|------------------|
| (i)           | 166              |
| (ii)          | 156              |
| (iii)         | 196              |

Table I: Critical temperatures at vanishing quark chemical potential for the different definitions of the crossover phase boundary we used in this work (see text).

A further definition of a cross-over temperature in the literature is given by the temperature where the value of the normalised order parameter is half of that at vanishing temperature, \( \rho_{0,IR}(T, \mu)/\rho_{0,IR}(0, 0) = 0.5 \). Here we only note that the critical temperature at \( \mu = 0 \) is \( T_c = 152 \) MeV and the transition line is systematically below the lines shown in Fig. 9. This behavior is in contrast to studies of the quark-meson model in the local potential approximation, where this phase boundary is always slightly above the boundary defined by (i), see e.g. [15].

The inclusion of running wave function renormalisations enhances the symmetry-preserving mesonic fluctuations and therefore decrease the critical temperature. In turn, the transition temperature is increased if a the running Yukawa coupling is taken into account. This is shown in Figure 10. Note that we used the initial conditions specified in IV A. This ensures that for every truncation used in figure 10 we start with the same effective action at the initial scale \( \Lambda \). This approach is motivated by the fact that in principle the initial conditions at \( \Lambda \) are uniquely defined by the solution of full QCD at scales \( k \geq \Lambda \).

2. Curvature

In order to determine the curvature of the chiral phase boundary, we compute \( T_c(\mu)/T_c(0) \) in a range \( 0 \leq \mu/(\pi T_c(0)) \leq 0.1 \) and extract the curvature of the phase boundary at vanishing chemical potential from these results. At small chemical potential the phase boundary can be expanded in powers of \( \mu^2 \) as follows:

$$\frac{T_c(\mu)}{T_c(0)} = 1 - \kappa_{\mu} \left( \frac{\mu}{\pi T_c(0)} \right)^2 + \mathcal{O}\left( \left( \frac{\mu}{\pi T_c(0)} \right)^4 \right). \quad (49)$$

The curvature \( \kappa_{\mu} \) depends on the number of colours \( N_c \), the number of quark flavours \( N_f \) and the current quark...
mass or the pion mass respectively, see e.g. [2]. But since all those parameters are fixed in the present work, we do not study the effect of variations of them. For a crossover transition the curvature depends on the definition of the phase boundary. For our result in comparison with lattice results and other RG calculations see table II.

We extracted the curvature from a fit of the phase boundary according to (49) for \( \mu \in [0, 20]\) MeV. The errors result from fits with polynomials of the order \( \mu^2, \mu^4, \mu^6 \).

Compared to the curvature found in [44], the inclusion of higher order mesonic scattering processes and dressed quark and meson propagators does not change the curvature much. This is related to the observation that running wave function renormalisations and the running Yukawa coupling have opposing effects on the phase boundary, see also Fig. 10.

Owing to our findings in the previous section we certainly need to use the same definition of the phase boundary as in [43] in order to do a sensible comparison with the lattice results. But since they used the plaquette susceptibility for the definition of the critical temperature, a direct comparison is difficult since gluonic quantities are not directly accessible in our model. We therefore displayed the results for the curvature for different boundary definitions. We see that while the curvatures extracted from the chiral order parameter and the chiral susceptibility are very similar but much larger than the lattice results, the curvature from the quartic meson coupling is close the lattice result. We see that these results very much depend on the specific definition of the crossover temperature, in line with our findings in the previous section.

We note that it was observed for QM-model studies that the curvature increases with increasing pion mass [44], which explains the difference between the curvature found in [22] and in [44], where very similar truncations were used but one in the chiral limit and the other at realistic pion masses. This is in contrast to the general expectation that the system gets less sensitive to the chemical potential for larger current quark mass.

### Table II

| method | boundary def. | mass | \( \kappa_\mu \) |
|--------|----------------|------|----------------|
| Lattice: \( ij \) [43] | plaquette susc. | \( am = 0.025 \) | 0.500(54) |
| FRG: LPA [22] | \( \min_r \{ \rho_0(T) \} \) | chiral limit | 1.135 |
| FRG: LPA [44] | \( \min_r \{ \rho_0(T) \} \) | \( m_\pi = 138 \) MeV | 1.375(63) |
| this work: LPA | \( \max_T \{ \chi_{qq} \} \) | \( m_\pi = 138 \) MeV | 1.397(1) |
| this work: full model (1) | \( \min_r \{ \rho_0(T) \} \), \( \max_T \{ \chi_{qq} \} \), \( \min_r \{ V''(\rho_0) \} \) | \( m_\pi = 138 \) MeV | 1.397(2), 1.418(13), 0.794(1) |

We have computed the phase diagram of the chiral transition at finite temperature and quark chemical potential, see Fig. 9. Owing to the explicit \( O(4) \)-symmetry breaking which is directly related to finite current quark masses we see a broad crossover phase transition for \( \mu < 291 \) MeV. Crossover temperatures cannot be defined uniquely. In the present work we have compared standard definitions for the phase boundary and the corresponding temperatures show the expected large deviations. In particular this implies large differences in both the critical temperature at vanishing chemical potential and the curvature. In the chiral limit, all definitions provide the same results.

At large chemical potential close to the critical point the phase boundary is again uniquely defined since the crossover gets steeper in this region. Even though we employed a local expansion of the effective potential in this work, our particular expansion scheme allowed us to resolve some global features of the effective potential. This way we could capture the first order phase transition for not too small temperatures and we found a critical endpoint at \( (T_{CEP},\mu_{CEP}) = (50, 291) \) MeV.

Note, however, that at large chemical potential and small temperatures quark-meson models in the present approximation are not expected to give an accurate description of the QCD phase structure since diquark and baryonic fluctuations should play an important role in this region. Within the present approximation they are only taken into account implicitly, the improvement of the present work in this direction will be discussed elsewhere.

### V. CONCLUSIONS AND OUTLOOK

In this work, we have investigated the impact of higher order mesonic scattering processes on the matter sector of two-flavour QCD at finite temperature and quark chemical potential. Quantum, temperature and density fluctuations have been taken into account within a renormalisation group analysis of a quark-meson model. In particular, we have introduced for the first time a meson-field dependent Yukawa coupling. The effect of higher order meson-meson and quark-meson operators has been systematically studied by expanding both the Yukawa coupling and the effective potential in orders of the meson fields. These higher order operators play a quantitatively important role for the chiral phase transition. Furthermore, we observed that these operators become increasingly irrelevant with increasing order of the meson fields, see Fig. 7. This indicates a rapid convergence of the expansion scheme we used and allows us to have certain control over the quantitative precision of our results.
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Technically, the advantage is that there is no unnecessary without being numerically extensive. It is easily possible with respect to variations of the expansion point if we take very efficient for low-order truncations with many different interaction channels and has been proven to be very successful at the description of critical phenomena (see e.g. [45]). The former gives a very detailed global picture of the effective potential and is therefore well suited to study first order phase transitions. Our expansion scheme may be seen as a compromise between both approaches without being numerically extensive. It is easily possible to include various directions in parameter space into the truncation while maintaining global information about the effective potential to a good accuracy.

1. Background dependence

Instead of doing an expansion about the scale-dependent minimum of the effective potential \( \rho_{0,k} \), we expand the non-renormalised theory about a scale-independent field configuration \( \kappa \), see (4), (9) and (13). Technically, the advantage is that there is no unnecessary feedback from the expansion point into the flow of higher order operators. In an expansion about the minimum of the effective potential the flow of the minimum feeds back into the flow of every higher order operator, see the discussion below (21). This feedback slows down numerical computations and potentially leads to numerical instabilities. But even though the minimum certainly is a distinct point in the effective potential, it is by no means distinct in the flow of the effective potential. The same holds true for the flow of the effective action in general. In principle it is therefore irrelevant whether one solves the flow equations with an expansion about \( \bar{\rho}_{0,k} \) or any other point in field space. \( \bar{\rho}_{0,k} \) can always be extracted from \( \bar{V}_k(\bar{\rho}) \) from eq. (24) and enters the physical parameters such as the physical masses, \( \bar{m}_k(\rho_{\text{phys}}) = \bar{m}_k(\bar{\rho}_{0,k}) \).

There are two main restrictions we have for the choice of the expansion point \( \kappa \). The first and most important is that \( \kappa \) always has to be larger or equal to \( \rho_{0,k} \) for small \( k \). The reason is that for \( k \to 0 \) the effective potential becomes a convex function of \( \rho \) which is flat for \( \rho < \rho_{0,k=0} \) and we can not expect to capture the relevant features of the theory with an expansion in a potentially flat region of the potential, especially since all the physical information is stored in the effective potential and its derivatives at the minimum. However, we can extract all the information we need at much larger scales since the RG-flows of the physical parameters stop at \( k \approx m_\pi \). The remaining flow for \( k < m_\pi \) flattens the potential but leaves the physical parameters unchanged.

Observables are extracted at the minimum of the potential at \( \bar{\rho}_{0,\text{IR}}(T,\mu) \). The present approximation has field-independent wave function renormalisations. This introduces an error which increases with the distance of the expansion point to the minimum. Consequently this leads to a finite radius of convergence in \( \rho \) about the minimum, leave aside general convergence issues of the present Taylor expansion. Hence the expansion point should not be too far away from the physically relevant region. This is assured by choosing the expansion point close to the temperature and chemical potential dependent IR-minimum:

\[
\tilde{\rho}_{\text{IR}}(T,\mu) = (1 + \epsilon) \bar{\rho}_{0,\text{IR}}(T,\mu),
\]

where \( \epsilon \) is a small offset parameter.

The requirement of small \( \epsilon \) is at least reduced qualitatively if we would also take field-dependent wave function renormalisations into account. In this work we only have considered wave function renormalisation evaluated at the expansion point, see eq. (6). Even though this is consistent with our expansion and the proper way to define RG-invariant couplings which are also defined at the expansion point, we expect some residual effects of the constant wave function renormalisations on the physical quantities that are defined at the minimum of the effective potential. In order to partially compensate for this mismatch, we redefine the renormalised IR-observables as follows:

\[
\tilde{f}_\pi^{(r)} = \sqrt{Z_{\phi,\text{IR}}(\bar{\rho}_{0,\text{IR}})/Z_{\phi,\text{IR}}(\tilde{\rho}_{\text{IR}})} \tilde{f}_\pi,
\]

\[
\tilde{m}_\phi^{(r)} = \sqrt{Z_{\phi,\text{IR}}(\tilde{\rho}_{\text{IR}})/Z_{\phi,\text{IR}}(\bar{\rho}_{0,\text{IR}})} \tilde{m}_\phi,
\]

\[
\tilde{m}_\psi^{(r)} = (Z_{\psi,\text{IR}}(\tilde{\rho}_{\text{IR}})/Z_{\psi,\text{IR}}(\bar{\rho}_{0,\text{IR}})) \tilde{m}_\psi.
\]
work is the convergence of our expansion. This has already been demonstrated for our model in section IV B, see Fig. 6. Furthermore, given the fact that we only made a simple adjustment to the wave function renormalisations in order to define the physical observables, the robustness of our expansion already implies only a mild dependence of the wave function renormalisations on the meson fields. In the expansion (4) the zeroth order term certainly depends on the expansion point but already the first order seems to give only a small correction, otherwise we would see a much stronger dependence on the expansion point in Fig. 11.

2. Consistency checks

Finally we present some checks concerning the validity of our expansion. Very important in the context of this work is the convergence of our expansion. This has already been demonstrated for our model in section IV B, see Fig. 7. The convergence of other observables may be faster or slower, but the chiral condensate as a function of temperature and chemical potential is certainly the crucial observable if one is interested in the chiral phase transition.

We have determined the curvature for the quark-meson model as it is used in [44] for infinite volume and found

$$k_\mu = 1.381(76),$$

which agrees with the result found in the reference.

Furthermore, we computed some points of the phase diagram of the quark-meson model in the chiral limit with the truncation used in [22]:

$$\Gamma_k = \int dx_0 \int d^3 x \left\{ \bar{\psi} (\gamma_\mu \partial_\mu + \gamma_0 \mu) \psi 
+ (\partial_\mu \phi)^2 + V_k (\rho) + h \bar{\psi} (\gamma_5 \gamma_\pi + i \sigma \phi) \psi \right\},$$

where only the effective potential is running (LPA). The result is shown in Fig. 12. At vanishing temperature and density the convergence of the Taylor expansion in LPA has been checked in [21].

One reads-off from Fig. 12 that the Taylor expansion reproduces the full result for the second-order transition, the critical endpoint and and the first part of the first-order transition to an accuracy of about 1 MeV. If we go further along the first-order line, our result starts to deviate from the result of [22] and we are not able to resolve the splitting of the phase diagram. In this region, the distance between the global minimum of the effective potential in the broken phase and the second minimum that emerges and becomes the global minimum in the symmetric phase is fairly large and seems to be larger than our radius of convergence. We note, however, that we expanded the effective potential to order $N_V = 7$ and that higher orders in the expansion may resolve this problem.

In conclusion we see that our expansion scheme converges rapidly, is insensitive to variations of the expansion point and is well compatible with a grid solution of the effective potential for not too small temperature and too large chemical potential, where we can not compete with the resolution of the grid at the current stage. But since quark-meson models do not have baryonic degrees of freedom, we expect that these models are not valid models of QCD for small temperature and large chemical potential anyway.

Appendix B: Threshold Functions

In the flow equations in section III we used threshold functions which contain the momentum integration, the summation over the Matsubara modes and the regulator dependence of the propagators of our model.

We use the following definitions for the meson and quark propagators:

$$G_\phi (\bar{m}_{\phi,k}^2) = \frac{1}{z_{\phi,k} \omega_n^2 / k^2 + x (1 + r_B (x)) + \bar{m}_{\phi,k}^2}.$$

$$G_\psi (\bar{m}_{\psi,k}^2) = \frac{1}{z_{\psi,k} (\nu_n + i \mu)^2 / k^2 + x (1 + r_F (x))^2 + \bar{m}_{\psi,k}^2}.$$
where \( x = \bar{q}^2/k^2 \), \( \omega_n = 2\pi nT \) is the bosonic Matsubara frequency and \( \nu_n = 2\pi (n + \frac{1}{2})T \) is the fermionic Matsubara frequency. \( z_{\phi,k} = Z_{\phi,k} / Z_{\phi,k}^\perp \) and \( z_{\psi,k} = Z_{\psi,k} / Z_{\psi,k}^\perp \) give the ratios of the wave function renormalisations parallel and perpendicular to the heat bath. Within our approximations this ratio is one, \( z_{\phi,k} = z_{\psi,k} = 1 \).

We use the following regulators for mesons and quarks:

\[
R^\phi_R = Z_{\phi,k} \bar{q}^2 r_B(x), \quad R^\psi_R = Z_{\psi,k} \bar{q}^2 r_F(x).
\]

We use optimised regulator shape functions \( r_B/F(x) \) [46] in this work:

\[
r_B(x) = \left( \frac{1}{x} - 1 \right) \Theta(1-x),
\]

\[
r_F(x) = \left( \frac{1}{\sqrt{x}} - 1 \right) \Theta(1-x).
\]

This choice of regulator shape functions allows us to evaluate momentum integrals and Matsubara summation analytically.

The functions \( l^{(B/F,d)}_n \) in \( d \) space-time dimensions that appear in equations (17) and (31) are related to bosonic/fermionic loops and are defined as follows:

\[
l^{(B,F,d)}_n(m^2_{\phi,k}, \eta_{\phi,k}; T)
= \frac{T}{2k} \sum_{n \in \mathbb{Z}} \int dx \frac{d-1}{2} \left( \partial_x r_B(x) - \eta_{\phi,k} r_B(x) \right) G_{\phi}(m^2_{\phi,k})
= \frac{2}{d-1} \frac{1}{z_{\phi,k}(1 + m^2_{\phi,k})} \left( \frac{1}{d+1} \right)
\]

\[
\times \left( \frac{1}{2} + n_B(T, m^2_{\phi,k}) \right),
\]

and

\[
l^{(F,d)}_n(m^2_{\psi,k}, \eta_{\psi,k}; T, \mu)
= \frac{T}{K} \sum_{n \in \mathbb{Z}} \int dx \frac{d-1}{2} \left( \partial_x r_F(x) - \eta_{\psi,k} r_F(x) \right)
\]

\[
\times (1 + r_F(x)) G_{\psi}(m^2_{\psi,k})
= \frac{1}{d-1} \frac{1}{\sqrt{z_{\psi,k}(1 + m^2_{\psi,k})}} \left( \frac{1}{d+1} \right)
\]

\[
\times \left[ 1 - n_F(T, \mu, m^2_{\psi,k}) - n_F(T, -\mu, m^2_{\psi,k}) \right],
\]

where \( n_B \) and \( n_F \) are the Bose- and Fermi distribution respectively:

\[
n_B(T, m^2_{\phi,k}) = \exp \left( \frac{k}{T} \sqrt{(1 + m^2_{\phi,k})/z_{\phi,k}} - 1 \right)
\]

\[
n_F(T, \mu, m^2_{\psi,k}) = \exp \left( \frac{k}{T} \left( \sqrt{(1 + m^2_{\psi,k})/z_{\psi,k}} - \frac{\mu}{T} \right) + 1 \right).
\]

The threshold functions \( l^{(B/F,d)}_n \) which represent loops with \( (n+1) \) bosons/fermions are defined via:

\[
\partial \partial m^2 l^{(B/F,d)}_n(m^2) = -(n + \delta_m) l^{(B/F,d)}_n(m^2).
\]

The threshold functions that appear in (31) are related to loops with fermion- as well as boson-propagators and are defined as

\[
L^{(d)}_{(1,1)}(m^2_{\psi,k}, m^2_{\phi,k}, \eta_{\psi,k}, \eta_{\phi,k}; T, \mu)
= \frac{T}{2k} \sum_{n \in \mathbb{Z}} \int dx \frac{d-1}{2} \left[ (\partial_x r_B(x) - \eta_{\phi,k} r_B(x)) \right.
\]

\[
\times \left( (1 + r_F(x) - \eta_{\psi,k} r_F(x)) G_{\phi}(m^2_{\phi,k}) G_{\psi}(m^2_{\psi,k}) \right]
\]

By using the optimised regulator shape functions we can perform the integration and summation analytically and find:

\[
L^{(d)}_{(1,1)}(m^2_{\psi,k}, m^2_{\phi,k}, \eta_{\psi,k}, \eta_{\phi,k}; T, \mu)
= \frac{2}{d-1} \left[ \left( 1 - \eta_{\psi,k} \right) \frac{FB_{(1,2)}}{d+1} + \left( 1 - \frac{\eta_{\psi,k}}{d} \right) FB_{(2,1)} \right],
\]

where we defined the function
These mixed diagrams are responsible for the complex valued Yukawa coupling and quark anomalous dimension, see section III. It is therefore sufficient to consider only the real part of this contributions in order to render those functions real.

The functions $FB_{(m,n)}$ which represent the Matsubara summation of loops with $m$ fermion propagators and $n$ boson propagators can be obtained from $FB_{(1,1)}$ by differentiation with respect to the masses:

$$
\frac{\partial}{\partial m_{\psi,k}} FB_{(m,n)} = -m FB_{(m+1,n)}
$$

$$
\frac{\partial}{\partial m_{\phi,k}} FB_{(m,n)} = -n FB_{(m,n+1)}.
$$

The function $BB$ encodes the Matsubara summation of loops with two different meson propagators are defined as:

$$
BB_{(1,1)}(\tilde{m}_{\phi_1,k}^2, \tilde{m}_{\phi_2,k}^2; T, \mu) = \frac{T}{k} \text{Re} \left[ \sum_{n \in \mathbb{Z}} G_{\psi}(\tilde{m}_{\psi,k}^2)G_{\phi}(\tilde{m}_{\phi,k}^2) \right]
$$

$$
= \text{Re} \left\{ \frac{1}{2\sqrt{1 + \tilde{m}_{\psi,k}^2}} \left( n_F(T, \mu, \tilde{m}_{\psi,k}^2) + \frac{1}{2} \right) \left[ \frac{1}{\tilde{m}_{\psi,k}^2 + 1 - \left(\mu/k - i\pi T/k - \sqrt{1 + \tilde{m}_{\phi,k}^2}\right)^2} + \frac{1}{\tilde{m}_{\phi,k}^2 + 1 - \left(\mu/k - i\pi T/k + \sqrt{1 + \tilde{m}_{\psi,k}^2}\right)^2} \right] \right\}.
$$

The Matsubara summation of loops with several identical fermions is encoded in:

$$
F_{(1)}(\tilde{m}_{\psi,k}^2; T, \mu) = \frac{T}{k} \sum_{n \in \mathbb{Z}} G_{\psi}(\tilde{m}_{\psi,k}^2)
$$

$$
= \frac{1}{2\sqrt{1 + \tilde{m}_{\psi,k}^2}} \left[ 1 - n_F(T, \mu, \tilde{m}_{\psi,k}^2) - n_F(T, -\mu, \tilde{m}_{\psi,k}^2) \right]
$$

and

$$
\frac{\partial}{\partial \tilde{m}_{\psi,k}^2} F_{(n)} = -n F_{(n+1)}.
$$

Note that this function is implicitly contained in the threshold function $\theta_n^{(F,d)}$ that appears in the flow of the effective potential.

### Appendix C: Meson anomalous dimension

We mentioned in section III C that the projection on the meson anomalous dimension is not unique. This can most easily be seen by supposing that we have a field dependent meson wave function renormalisation $Z_{\phi,k}(\rho)$. With the projection (35) we find for the left hand side of the flow equation:

$$
\frac{1}{2} \frac{\partial^2}{\partial |\bar{p}|^2} \text{Tr} \left( \frac{\delta^2 \delta \bar{\zeta}_k}{\delta \bar{\pi}_j(-\bar{p}) \delta \pi_i(p)} \right)_{\rho = \rho_0, k} = \partial_\ell Z_{\phi,k}(\rho_0) \delta_{ij},
$$

(C1)

for $i, j \in \{1, 2, 3\}$. On the other hand, if we use the sigma mesons for the projection we find:

$$
\frac{1}{2} \frac{\partial^2}{\partial |\bar{p}|^2} \text{Tr} \left( \frac{\delta^2 \delta \bar{\zeta}_k}{\delta \bar{\sigma}(-\bar{p}) \delta \sigma(p)} \right)_{\rho = \rho_0, k} = \partial_\ell Z_{\phi,k}(\rho_0) + 5 \rho_0 \partial_\ell Z'_{\phi,k}(\rho_0) + O(\partial_\ell Z''_{\phi,k}).
$$

(C2)
Thus, for a field dependent wave function renormalisation, the projection on the sigma meson gives additional contributions containing derivatives of $Z_{\phi,k}(\rho)$. In this sense the projection has to be done using the pions in order to project only on the anomalous dimension without additional derivative terms. Physically, this difference lies in the fact that we expanded the theory about the non-trivial vacuum expectation value in sigma-direction.

This argument also applies to our case. Even though we choose $Z_{\phi,k}$ to be field independent, the RG-flow of $Z_{\phi,k}$ (the right hand side of the flow equation) is field dependent nonetheless. Therefore the difference between (C1) and (C2) is still present in the RG-flow of the meson wave function renormalisation, although it is not apparent on the left hand side of the flow equation.

**Appendix D: Convexity for $\rho < \rho_0$**

Here we present the detailed discussion of the results outlined in Section III D. The following is short of a full proof which is beyond the scope of the present work. Here we are rather interested in an explanation of the properties of the solution found in the present work. Nonetheless the present analysis outlines the complete analysis necessary for the full proof.

For finite $k$ there is a region $\rho < \rho_s \leq \rho_0$ where all the curvature masses $\tilde{m}^2$ in (19) are negative,

$$\begin{align*}
-1 < \frac{V''_l(\rho)}{k^2} < 0 \quad \text{and} \quad -1 < \frac{V''_l(\rho) + 2\rho V''''(\rho)}{k^2} < 0,
\end{align*}$$

for $\tilde{m}_{\pi,k}^2$ and $\tilde{m}_{\sigma,k}^2$ respectively. Note that the pion mass, $\tilde{m}_{\pi,k}^2$, is already negative for $\rho < \rho_0$. At the lower bound, $\tilde{m}_{\pi,k}^2 = -1$, the flow exhibits a singularity. However, due to the convexity-restoring property of the flow arrangements this bound is never saturated and convexity is approached smoothly for $k \to 0$, see [40]. This formal property has the practical consequence that it i.e. implies for the flow of $\tilde{m}_{\pi,k}^2$ derived from (17) that

$$\begin{align*}
\lim_{k \to 0} \partial_t \tilde{m}_{\pi,k}^2 = \lim_{k \to 0} \frac{1}{k^2} \left[\frac{V''_l(\rho)}{k^2} + 2\rho V''''(\rho)ight] = \frac{c_{\sigma/\pi}(\rho)}{k^{2+\alpha}} > 0,
\end{align*}$$

with some constant $c_{\sigma/\pi}$ and $\alpha > 0$, and

$$\begin{align*}
\partial_\rho m_{\sigma/\pi}^2(\rho < \rho_s) \propto k^{4+\alpha},
\end{align*}$$

where we have assumed that the dominant sub-leading terms in $\tilde{m}^2$ carry a $k$-dependence. The threshold function $l_{(F,A)}^4$ scales with $(1 + \tilde{m}^2)^{-3/2}$ and hence we conclude that

$$\alpha = 2,$$

in line with the full analytic derivations in [47]. Eq. (D1) already induces a scaling of $\partial_\rho m_{\sigma/\pi}^2(\rho < \rho_s)$ with at least $k^2$ in the absence of oscillations in $\tilde{m}^2$ with period $\rho/k^2$. The lack of these oscillations can indeed be proven but the details of this proof are beyond the scope of the present work [48]. The flow contributions in (D2) have to cancel the order $k^0$ contributions in $2\tilde{m}_{\pi,k}^2$. This requires diverging threshold functions leading to (D4) which implies $\tilde{m}_{\sigma/\pi}^2 = -1 + O(k^2)$. In turn this leads to the same constant $c$ in (D3) for $\sigma$ and $\pi$ respectively. Eq. (D3) reflects the fact that the convexity restoring property of the flow is driven by the denominators of the threshold functions being close to the singularity.

For the behaviour of the fermionic two-point function $\Gamma_{\psi,k}$ in the broken phase for $|\phi| \leq |\phi_0|$, we resort to a more general argument. Its flow is dominated by the diagrams with mesonic cutted lines: the lines with regulator insertions are proportional to the mesonic propagators squared, $G_{\phi,k}$, and hence diverge for $k \to 0$. Moreover, the fermionic propagator obeys the flow equation

$$\begin{align*}
\partial_t G_{\psi,k}[\Phi](\rho) = -\frac{1}{2} \text{Tr} \left[ G_k \partial_t R_k G_k \frac{\delta^2}{\delta \Phi^2} \right] G_{\psi,k}[\Phi](\rho) + \left( G_{\psi,k} \partial_t R_k G_{\psi,k} \right)[\Phi](\rho),
\end{align*}$$

where $\Phi = (\psi, \bar{\psi}, \phi)$, see [24]. For momenta $p^2 \gg k^2$, First we note that the fermionic contribution in the last line of (D2) vanishes in the limit $k \to 0$: For finite quark mass function, $m_{\psi,k}^2(\rho) > 0$, the threshold function vanishes, $l_{(F,A)}^4(\rho) \propto (m_{\psi}^2)^{-3/2}$, with cubic powers of $k$. In turn, for vanishing quark mass function, $m_{\psi,k}^2 \propto k^\gamma \to 0$ for $k \to 0$, and $\partial_\rho m_{\psi,k}^2 \to 0$ (no oscillation of $m_{\psi,k}^2$ with period $\rho/k^\gamma$), the threshold function stays finite, $l_{(F,A)}^4(\rho) = l_{(F,A)}^4(0) = 1/3$. In either case the fermionic contribution vanishes.

Hence, in the limit $k \to 0$ and for $\rho < \rho_0$ the flow of the mesonic effective potential is dominated by the mesonic fluctuations and reduces to that of an $O(4)$-model. Self-consistency of the constraint (D2), the similar one for $\tilde{m}_{\sigma,k}^2$, and (D1) leads to

$$\begin{align*}
\lim_{k \to 0} \frac{1}{1 + \tilde{m}_{\sigma/\pi,k}^2(\rho < \rho_s)} = \frac{c_{\sigma/\pi}(\rho)}{k^{2+\alpha}} > 0,
\end{align*}$$

for $\rho < \rho_s$.
where the coefficient functions $A, B$ depend on both, $Z$ and $h$,

$$A(p, p^2) = \frac{1}{Z_\psi(p, p^2) (p^2 + 2h(p, p^2)^2\rho)},$$

$$B(p, p^2) = A(p, p^2) \tilde{h}(p, p^2)$$

Finally this leads to the differential equations

$$\partial_t A(p, p^2) = -\left[N_{\pi} g_{\pi, k}(p) \partial_p + \right.$$

$$\left. + g_{\sigma, k}(p) (\partial_p + 2p\partial_p^2)\right] A(p, p^2),$$

$$\partial_t B(p, p^2) = \left[-N_{\pi} g_{\pi, k}(p) \partial_p + \right.$$ 

$$\left. + g_{\sigma, k}(p) (3\partial_p + 2p\partial_p^2)\right] B(p, p^2),$$

where $N_{\pi}$ is the number of pions, in the present $N_{\pi} = 2$ case we have $N_{\pi} = 3$. The $g_{\sigma, \pi, k}$ are the scalar parts of the operator $G_{\sigma, k} \partial_t R_k^\phi G_{\sigma, k}$ projected on the $\sigma$-meson and pion respectively.

$$g_{\sigma, \pi, k}(p) = \frac{1}{2} [G \partial_t R_k^\phi G]_{\sigma, \pi, k}(p) > 0, \quad (D12)$$

For $\rho < \rho_0$ $g_{\sigma, k}$ diverges in the limit $k \to 0$, while $g_{\sigma, k}$ diverges for $\rho < \rho_s$,

$$g_{\sigma, k}(\rho < \rho_0) \to \infty, \quad g_{\sigma, k}(\rho < \rho_s) \to \infty, \quad (D13)$$

Moreover, in the respective divergence regimes the $g_{\sigma, \pi, k}$ do not depend on the fermionic propagator in leading order. Hence is an external input for the differential equations (D11). It is here where the decoupling of the (leading part of the) flow equation for the effective potential from the fermionic diagrams comes handy.

For a general class of $g_{\phi, k}$ the differential equations for $A(\rho, p^2)$, $B(\rho, p^2)$ have simple, attractive fixed point solutions for $k \to 0$ and $\rho < \rho_0$,

$$\partial_t A_{k=0}(\rho, p^2) = 0, \quad \partial_t B_{k=0}(\rho, p^2) = 0. \quad (D14)$$

It is also easily seen that for non-trivial positive boundary conditions the coefficient functions $A, B$ approach constants given by their values at the minimum $\phi_0$ in terms of $Z_\psi(\phi_0, p^2)$ and $\tilde{h}(\phi_0, p^2)$. This entails that

$$\tilde{h}(\rho \leq \rho_0, p^2) = \tilde{h}(\rho_0, p^2)$$

and hence

$$Z_\psi(\rho \leq \rho_0, p^2) = Z_\psi(\rho_0, p^2) + 2\tilde{h}(\rho_0, p^2)^2\rho_0 \frac{\rho_0}{p^2 + 2\tilde{h}(\rho_0, p^2)^2\rho_0}. \quad (D15)$$

Note that the prefactor $Z_\psi(\rho_0, p^2)$, evaluated at $p = 0$, is nothing but the wave function renormalisation used in the present work for the deduction of physical quantities. This full solution entails a mass gap for the quark propagator in the broken phase: for non-vanishing momentum $p \neq 0$ the propagator trivially has no pole. For $p = 0$ the wave function renormalisation is given by

$$Z_\psi(\rho \leq \rho_0, 0) = Z_\psi(\phi_0, 0) \rho_0 \rho. \quad (D16)$$

In (D17) we have used that both, $\tilde{h}(\rho_0, 0)^2 > 0$ and $Z_\psi(\rho \leq \rho_0, 0) > 0$, which follows from the analysis done in the present paper. With (D8) this leads to

$$\Gamma^{(2)}_{\psi, k=0}(\phi | p = 0) = i Z_\psi(\rho_0, 0) \tilde{h}(\rho_0, 0) \sigma - i \gamma_5 \tau \pi \rho. \quad (D18)$$

The norm of (D18) is the $\rho$-dependent mass-gap of the propagator and is read-off from (D18) as

$$m_\psi^2(\rho \leq \rho_0) = \frac{\|\Gamma^{(2)}_{\psi, k=0}(\phi | p = 0)\|^2}{Z_\psi(\rho_0, 0)^2} = \sqrt{2\rho_0 \tilde{h}(\rho_0, 0) \rho_0} \rho. \quad (D19)$$

We conclude that the field-dependent mass gap is minimised on the equations of motion, $\rho = \rho_0$ and

$$m_\psi^2(\rho \leq \rho_0) \geq m_{\psi, \text{gap}}^2 > 0. \quad (D20)$$

Note also that the present scaling analysis is readily extended to finite temperatures and densities. It also entails that the present Taylor expansion in the mesonic field with fixed expansion point and at $p = 0$ is sufficient to extract the physics information. However, it cannot in general reproduce the asymptotic behaviour for $k \to 0$ and $\rho < \rho_0$ at one of the necessary condition for the full analysis, $p \gg k$, does not hold.

The above arguments can also be applied to the mesonic propagators for $k^2 \ll p^2 \ll m_\psi^2$ with the parametrisation (at $\pi = 0$)

$$P_{\sigma, \pi}(\rho, p^2) = \frac{1}{Z_\psi(\rho, p^2) (p^2 + m_{\sigma, \pi}^2(\rho))}, \quad (D21)$$
where \( m^2_{\sigma/\pi,k}(\rho) \) does not depend on momentum. Following the arguments used for deriving the flows (D11) for the coefficient functions of the fermionic propagator we are led to the flow

\[
\partial_t P_{\sigma/\pi}(\rho, p^2) = (D22)
\]

\[
- \left[ N_{\pi} g_{\pi,k}(\rho) \partial_\rho + g_{\sigma,k}(\rho) \left( \partial_\rho + 2\rho \partial^2_\rho \right) \right] P_{\sigma/\pi}(\rho, p^2),
\]

For \( \rho < \rho_0 \) we have \( m^2_{\sigma/\pi} < 0 \) (but \( p^2 + m^2_{\sigma/\pi} > 0 \)) and both masses vanish in the limit \( k \to 0 \). We therefore conclude that

\[
m^2_{\sigma/\pi}(\rho < \rho_0) = 0, \quad Z_\phi(\rho < \rho_0, p^2) = Z_\phi(0, p^2).
\]

At \( \rho = \rho_0 \) there is a discontinuity as \( m^2_{\sigma} \) jumps to its physical value.
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