Chance-Constrained Regulation Capacity Offering for HVAC Systems Under Non-Gaussian Uncertainties With Mixture-Model-Based Convexification
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Abstract—Heating, ventilation, and air-conditioning (HVAC) systems are ideal demand-side flexible resources to provide regulation services. However, finding the hourly regulation capacity offers for HVAC systems in a power market ahead of time is challenging because they are affected by non-Gaussian uncertainties from regulation signals. Moreover, since HVAC systems need to frequently regulate their power according to regulation signals, numerous thermodynamic constraints are introduced, leading to a huge computational burden. This paper proposes a tractable chance-constrained model to address these challenges. It first develops a temporal compression approach, in which the extreme indoor temperatures in the operating hour are estimated and restricted in the comfortable range so that the numerous thermodynamic constraints can be compressed into only a few ones. Then, a novel convexification method is proposed to handle the non-Gaussian uncertainties. This method leverages the Gaussian mixture model to reformulate the chance constraints with non-Gaussian uncertainties on the left-hand side into deterministic non-convex forms. We further prove that these non-convex forms can be approximated by mixed-integer second-order cone constraints that can be efficiently solved by off-the-shelf solvers. The optimality gap because of this approximation is marginal under mild conditions. Numerical experiments are conducted to validate the superiority of the proposed method.
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NOMENCLATURE

Indices

- $i$: Index of buildings.
- $j$: Index of Gaussian components.
- $k$: Index set of elements in vector $\alpha(x)$.
- $l$: Index set of short time slots in a hour (time step is two seconds).
- $n$: Index sets of regulation signals.
- $t$: Index sets of hours.
- $\tau$: Index set of the long duration in a hour.

Parameters

- $A$: Coefficient matrix.
- $C_i$: Heat capacity of building $i$ (MWh/$^\circ$C).
- $\text{COP}_i$: Coefficient of performance of the HVAC system in building $i$ (MW/MW).
- $g_i$: Heat transfer coefficient between indoor and outdoor environments in building $i$ (MW/$^\circ$C).
- $h_i$: Heat load from indoor sources in building $i$ (MW).
- $p_i^{\min}, p_i^{\max}$: Upper and lower bounds of HVAC’s power in building $i$ (MW).
- $R_{R,i}$: Day-head regulation capacity offer of building $i$ in hour $t$ (MW).
- $\lambda_i^{\min}, \lambda_i^{\max}$: Unit revenues for regulation capacity and mil-lage in hour $t$ ($$/MW$$).
- $\gamma_n, \gamma_n^R$: Intercepts of lines introduced by piecewise linearization.
- $\epsilon$: Risk parameter.
- $\eta$: Unit price for electricity purchasing ($$/MWh$$). Upper and lower bounds of the thermal comfort region in building $i$ ($^\circ$C).
- $\theta_i^{\min}, \theta_i^{\max}$: Slopes of lines introduced by piecewise linearization.
- $\mu_i, \pi_i, \Sigma_j$: Expectation, weighted coefficient, and covariance matrix of the $j$-th Gaussian component.
- $\sigma_k$: Stand derivation of the $k$-th element of $\xi_k$. 
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Uncertainties

\[ m_t \] Regulation millage in hour \( t \).
\[ s_{l,i} \] The \( l \)-th regulation signal in hour \( t \).
\[ \pi_{t}, u_t \] Auxiliary uncertain parameters.
\[ \xi_j \] The \( j \)-th Gaussian component introduced by Gaussian mixture model.
\[ \omega \] Generic form of uncertainties.

Variables

\[ EC_t \] Total cost in hour \( t \) (S).
\[ PV_{l,i} \] Actual power of the HVAC system in building \( i \) at the \( l \)-th time slot in hour \( t \) (MW).
\[ PH_{l,i} \] Hour-ahead power schedule of the HVAC system in building \( i \) (MW).
\[ q_{i,l,i} \] Cooling supply to building \( i \) at the \( l \)-th time slot in hour \( t \) (MW).
\[ R_{h}^{\text{ha}}_{i} \] Hour-ahead regulation capacity offer of building \( i \) in hour \( t \) (MW).
\[ x \] Generic decision variable.
\[ y_j \] Auxiliary variable for reformulating chance constraints.
\[ z \] Auxiliary binary variable introduced by piece-wise linearization.
\[ \rho_{i}^{\text{in}}_{l} \] Indoor temperature of building \( i \) in the \( l \)-th time slot in hour \( t \) (°C).
\[ \rho_j \] Auxiliary variable for expressing vector \( \alpha(x) \) in an exponential manner.

I. INTRODUCTION

The growing penetration of renewable energies in power systems reduces fossil fuel consumption and carbon emissions. However, the intermittent and stochastic characteristics of renewable energies may lead to supply and demand imbalance, which severely threatens the stability of power systems [1]. To support the stable and economic operation of power systems, more demand-side flexible resources are needed for providing regulation services by controlling their power schedules [2].

Heating, ventilation, and air conditioning (HVAC) loads are one of the most promising demand-side flexible resources because of the building’s inherent ability to store heating/cooling power [3], [4]. To utilize the flexible HVAC systems for regulation services, the corresponding regulation capacity offers need to be reported to the power market in advance [5]. The power market can collect all the regulation capacity offers to design regulation signals. Then, HVAC systems can follow regulation signals and adjust their power scheduling to earn regulation revenue [6], [7]. Since this revenue is in proportion to the regulation capacity offers, increasing attention has been paid to quantifying the potential regulation capacity for HVAC systems. For example, [8] proposed a geometric approach to characterize the aggregated regulation capacity of HVAC systems. Reference [9] proposed a robust-based method to quantify the HVAC’s regulation capacity in distribution networks. Reference [10] leveraged deep learning techniques to develop a model-free method to determine the best regulation capacity for HVAC systems. Because one HVAC system’s thermal inertia is limited, its regulation capacity can get affected by uncertain and biased regulation operations. However, most of the aforementioned papers do not consider the impacts of regulation signals, which may overly estimate HVAC’s regulation capacity and violate the corresponding building’s indoor thermal comforts.

Nevertheless, taking regulation signals into consideration is challenging because they are highly stochastic and unpredictable. To address this issue, some papers treat signals as uncertainties and leverage robust optimization to design perfectly safe scheduling strategies for flexible resources [11], [12]. However, robust optimization methods do not allow any constraint violation for all realizations of uncertainties [13], so their solutions are usually overly conservative. An alternative choice is chance-constrained programming (CCP). CCP only requires that the probability of meeting critical constraints is above a certain level, while low-probability constraint violations are allowed [14], [15]. Unfortunately, applying CCP still faces the following two challenges:

1) According to our statistics for the whole-year RegD signals from the PJM regulation market in 2020 [5], the uncertain regulation signals do not follow Gaussian distribution. However, the most widely used reformulation for CCP is based on the Gaussian assumption of uncertainties [15]–[17]. Thus, applying this Gaussian-assumption-based method may lead to infeasible solutions. Some other scholars proposed distributionally robust chance-constrained methods (DRCC) to handle non-Gaussian uncertainties. Based on some statistical information of the uncertainties, e.g., moments or Wasserstein distances, DRCC constructs an ambiguity set to cover possible distributions and requires the probabilistic constraints to be robust to this ambiguity set [18], [19]. Since ambiguity sets can cover non-Gaussian distributions, DRCC can handle non-Gaussian uncertainties and has been used for scheduling flexible sources under uncertain regulation signals [20], [21]. However, DRCC may result in overly conservative solutions and dramatically reduce the regulation revenue because the ambiguity set may cover some distributions that are much different from the true one.

2) The regulation signal updates frequently (e.g., RegD signal updates every two seconds in the PJM market [5]). Since the HVAC power needs to be regulated to follow these signals, numerous constraints need to be involved in order to ensure thermal comforts corresponding to each regulation signal. This will make the CCP computationally expensive, especially for the methods that involve many additional variables and constraints for each chance constraint (e.g., scenario approach [22], [23], sample average approximation [24], conditional value-at-risk approximation [25]).

To overcome the first challenge, several papers combined the Gaussian mixture model (GMM) with CCP. GMM is a universal approximator of probability densities, and any non-Gaussian distribution can be approximately fitted with a finite
number of Gaussian components [26]. In [27, 28], GMM was used to fit the non-Gaussian renewable energy uncertainties. Then, the chance constraints were directly reformulated into tractable forms based on the quantile of uncertainties. In [29], an online-offline double-track approach was developed to accelerate the fitting of GMM for the uncertainties of gas demands. However, these GMM-based methods are only suitable for the chance constraints with right-hand side (RHS) uncertainties. Considering that the regulation signal uncertainties are on the left-hand side (LHS), these methods are still inapplicable.

Unlike the first challenge, there are only very few papers that have tried to tackle the second challenge. In fact, most published papers, including [11, 12, 21], only required the satisfaction of constraints with low temporal resolutions, while the intermediate variable variations between two neighboring time slots were ignored. Thus, although this manner can reduce the intermediate variable variations between two neighboring satisfaction of constraints with low temporal resolutions, while violation within every five minutes, e.g., at $t = 5\text{min}, 60\text{min}$. However, it cannot guarantee that there is no violation within every five minutes, e.g., at $t = 7\text{min}$.

To overcome the aforementioned two challenges, we propose a tractable chance-constrained model to optimize the regulation capacity offering for HVAC systems. The specific contributions are threefold:

1) We propose a chance-constrained model to determine the hour-ahead regulation capacity offers for HVAC systems in the PJM market. This model considers the impacts of non-Gaussian uncertainties from regulation signals. Moreover, the thermodynamic constraints are built according to the updated frequency of regulation signals (i.e., every two seconds) so that indoor thermal comforts can be properly maintained.

2) To address the intractability from non-Gaussian uncertainties on the LHS, we propose a mixture-model-based convexification method. It first leverages GMM to reformulate each chance constraint with non-Gaussian LHS uncertainties into a deterministic non-convex form. Then, this non-convex reformulation is equivalently re-expressed as an exponential form. Based on piecewise linearization, we further prove that this exponential form can be approximated by a SOCP constraint with only a few binary variables, which can be efficiently solved by off-the-shelf solvers. Moreover, the optimality loss introduced by this approximation is also marginal under mild conditions. To the best of our knowledge, this is the first time that GMM-based methods can be extended to chance constraints with LHS uncertainties from regulation signals.

3) To reduce the computational burden brought by the huge number of thermodynamic constraints, we propose a temporal compression method. In this method, we first estimate the maximum and minimum indoor temperatures over a long time duration based on the monotonicity of the thermodynamic model. Then, by restricting the estimated extreme temperatures in the comfortable range, all thermodynamic constraints in this long time duration can be replaced by only a few ones, which significantly enhances computational efficiency.

Besides, numerical experiments are conducted to validate the benefits of the proposed approach. The results show that it can achieve much less conservative results than the state-of-art DRCC methods with desirable optimality.

The remaining parts are organized as follows. Section II describes the problem formulation. Section III presents the details of the proposed mixture-model-based convexification method. Section IV shows simulation results and Section V concludes this paper.
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Fig. 1. (a) System configuration of scheduling HVAC systems to provide regulation services and (b) schema of hour-ahead regulation capacity offers in the PJM market.

II. PROBLEM FORMULATION

We consider an aggregator strategically operating a couple of HVAC systems to provide regulation capacities in the PJM market. The aggregator offers the regulation capacity to the market, and the market sends regulation signals to the aggregator to guide the power regulation of HVAC systems, as shown in Fig. 1(a). As required, the aggregator needs to offer the regulation capacity to the market at least one hour ahead, as shown in Fig. 1(b). For example, the capacity offer for 3:00pm-4:00pm should be reported before 2:00pm. In order to maximize its regulation revenue, the aggregator need to properly design the power schedule of HVAC systems, i.e., $p^\text{ha}$, and accurately estimate their corresponding regulation capacities, i.e., $R^\text{ha}$. Because buildings have limited thermal inertia, their regulation capacities are significantly affected by the uncertain regulation signals, which should be explicitly considered. This paper aims to determine the optimal hour-ahead regulation offers for HVAC systems under the impact of uncertainties from regulation signals. Meanwhile, thermal comforts should be also maintained to guarantee the HVAC systems’ quality of services.

Since the regulation signal in PJM updates every two seconds, we divide the operating hour into 1800 time slots with $l \in L$ as their indexes and $\Delta L = 2s$ as the time step size. By using $i \in I$ to index HVAC systems, the thermodynamic

---

1Consider a linear constraint $a^T x \leq b$. If the uncertainty is the vector $a$, then we call it “left-hand side (LHS) uncertainty”; if the uncertainty is in the constant $b$, then it is called “right-hand side (RHS) uncertainty”.

---
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model of one building can be expressed as:

\[
C_i \frac{d\theta_{in}^l}{dt} = g_i(\theta_{out}^l - \theta_{in}^l) + h_i - q_i, \quad \forall i \in \mathcal{I},
\]  
(1)

where \(C_i\) and \(g_i\) are the building heat capacity and heat transfer coefficient between indoor and outdoor environments, respectively; \(\theta_{in}^l\) and \(\theta_{out}^l\) are the indoor and outdoor temperatures, respectively; \(h_i\) and \(q_i\) denote the heat load contributed by indoor sources (e.g., electronic devices) and cooling supply from HVAC systems, respectively.

Since the outdoor temperature \(\theta_{out}^l\) and indoor heat load \(h_i\) vary slowly, we assume that they keep unchanged in the operating hour. When the HVAC system participates in regulation services, their power need to respond to the regulation signals. Thus, the actual HVAC power at the \(t\)-th time slot in hour \(i\), i.e., \(P_{HV}^{l,t,i}\), and corresponding cooling supply, i.e., \(q_{t,i,i}\), are expressed as:

\[
P_{HV}^{l,t,i} = P_{ha}^{l,t,i} - \eta_{i,t,i}^{l,t,i}, \quad \forall l \in \mathcal{L}, \forall i \in \mathcal{I},
\]
(2)

\[
q_{t,i,i} = \text{COP}_i \cdot P_{HV}^{l,t,i}, \quad \forall l \in \mathcal{L}, \forall i \in \mathcal{I},
\]
(3)

where \(s_{t,i}\) is the \(t\)-th signal in hour \(i\); \(\text{COP}_i\) is the coefficient of performance of the HVAC system in building \(i\). Eqs. (2)-(3) indicate that the cooling supply keeps constant in each \(\Delta l\), so (1) can be directly integrated from time \(l\) to \(l + \Delta l\):

\[
\theta_{in}^{l,i,t,i} = \theta_{in}^{l,i,t-1,i} + a_{i,t}^{in} q_{t,i,i} + a_{i,t}^{h} h_i + \left(\frac{P_{ha}^{l,t,i} - R_{i,t,i-1}}{\text{COP}_i} \right), \quad \forall l \in \mathcal{L}/\{0\}, \forall i \in \mathcal{I},
\]
(4)

where parameters \(a_{i,t}^{in}\), \(a_{i,t}^{out}\), \(a_{i,t}^{h}\), and \(a_{i,t}^{q}\) are calculated by:

\[
\begin{align*}
a_{i,t}^{in} &= e^{-\frac{\Delta l}{C_i}}, \\
a_{i,t}^{out} &= 1 - e^{-\frac{\Delta l}{C_i}}, \\
a_{i,t}^{h} &= \frac{1}{\text{COP}_i}(1 - e^{-\frac{\Delta l}{C_i}}), \\
a_{i,t}^{q} &= \frac{1}{\text{COP}_i}(1 - e^{-\frac{\Delta l}{C_i}}).
\end{align*}
\]
(5)

Eq. (4) indicates that buildings have thermal inertia: The indoor temperature \(\theta_{in}^{l,i,t,i}\) is affected by the heat loads and cooling supplies in previous time slots. In other words, buildings have inherent ability to store heating/cooling energy. Thus, we can properly control HVAC systems’ power schedules following regulation signals to provide regulation services while satisfying thermal comfort requirement [30]. Since \(s_{t,i}\) is uncertain, both the actual HVAC power \(P_{HV}^{l,t,i}\) and indoor temperature \(\theta_{in}^{l,i,t,i}\) are also uncertain according to (2)-(4). Considering that small thermal discomforts can be temporarily tolerated, we employ CCP to describe the thermal comfort requirement. CCP controls the feasible region of the optimization problem to guarantee that the probability of meeting critical constraints is above a certain level [14], [15], while low-probability constraint violation is allowable. By applying CCP, desirable energy efficiency can be achieved, while customer experiences can be also guaranteed with a high probability. The chance-constrained thermal comfort requirement is expressed as:

\[
\begin{align*}
\mathbb{P}(\theta_{in}^{l,i,t,i} \leq \theta_{in}^{\max}, \theta_{in}^{l,i,t,i} \geq \theta_{in}^{\min}) &\geq 1 - \epsilon, \\
\mathbb{P}(\theta_{in}^{l,i,t,i} \geq \theta_{in}^{\max}, \theta_{in}^{l,i,t,i} \leq \theta_{in}^{\min}) &\geq 1 - \epsilon,
\end{align*}
\]
(6)

where \(\theta_{in}^{\max}\) and \(\theta_{in}^{\min}\) are the upper and lower bounds of the thermal comfort range, respectively; \(\epsilon\) is the risk parameter. The device limit requires that the HVAC power should always stay in the allowable range, so a robust manner is used to describe this limitation:

\[
\begin{align*}
\max_{i,l} P_{HV}^{l,t,i} &\leq P_{ha}^{l,t,i}, \\
\min_{i,l} P_{HV}^{l,t,i} &\geq P_{ha}^{l,t,i}, \quad \forall l \in \mathcal{L}, \quad \forall i \in \mathcal{I},
\end{align*}
\]
(7)

where \(P_{ha}^{l,t,i}\) and \(P_{ha}^{l,t,i}\) are the upper and lower bounds of the HVAC power, respectively. Since the regulation signal is restricted in \([-1, 1]\), Eq. (7) can be reformulated as follows according to (2):

\[
P_{ha}^{l,t,i} + P_{ha}^{l,t,i} \leq P_{ha}^{l,t,i}, \quad \forall l \in \mathcal{L}, \quad \forall i \in \mathcal{I},
\]
(8)

In the PJM market, the hour-ahead regulation capacity offers are only allowed to be reduced from the corresponding day-ahead offers, i.e., \(R_{ha}^{l,t,i}\), as follows:

\[
0 \leq R_{ha}^{l,t,i} \leq P_{ha}^{l,t,i}, \quad \forall i \in \mathcal{I},
\]
(9)

where \(R_{ha}^{l,t,i}\) is determined one day ahead, so it is a known parameter when we optimize the hour-ahead offer \(R_{ha}^{l,t,i}\).

Our objective is to minimize the total cost \(EC_t\), which equals to the energy cost minus the regulation revenue:

\[
EC_t = \sum_{i \in \mathcal{L}} \left( \sum_{l \in \{1, 2, \ldots, L \}} \eta_{l} P_{HV}^{l,t,i} \Delta l - \sum_{l} (r_{l}^{EC} + r_{l}^{PM} m_{l}) R_{ha}^{l,t,i} \right),
\]
(10)

where the first and second terms on the RHS of (10) represent the energy cost of HVAC systems and revenue from the HVAC power regulation. Symbol \(\mathbb{E}\) denotes the expectation operator; \(\eta_{l}\) is the price for electricity purchasing at hour \(l\); \(\Delta t = 1h\) is the operating time duration; \(r_{l}^{EC}\) and \(r_{l}^{PM}\) are the unit revenues for regulation capacity and millage, respectively; \(m_{l}\) is the regulation millage, which is defined as:

\[
m_{l} = \sum_{i} |s_{t,i,t-1} - s_{t,i}|.
\]
(11)

Considering \(s_{t,i}\) is uncertain regulation signals, the regulation millage \(m_{l}\) is also uncertain in this optimization problem.

Finally, the optimization problem is formulated as:

\[
\begin{align*}
\min_{\theta_{in}^{l,i,t,i}, \theta_{out}^{l,i,t,i}, \forall i,l} \mathbb{E}(EC_t) \mathbf{P}_1, \quad \text{s.t.:} \quad \text{Eqs. (2)-(6) and (8)-(10)}. \quad \mathbf{P}_1
\end{align*}
\]

(12)

Solving \(\mathbf{P}_1\) is quite challenging. On the one hand, due to the high update frequency of regulation signals, Eq. (6) introduces numerous thermodynamic constraints, leading to computational intractability. On the other hand, in (6), the signal uncertainties do not follow the Gaussian distribution. Therefore, the Gaussian-assumption-based models used in [15]–[17] can not be directly applied. Moreover, they are LHS uncertainties due to the multiplication term \(R_{l,i,s_{t,i,t-1}}\), where \(R_{l,i}\) is a decision variable and \(s_{t,i,t-1}\) is an uncertain
parameter. As a result, the GMM-based methods proposed in [27]–[29] are also inapplicable.²

III. SOLUTION METHODOLOGY

To overcome the aforementioned challenges, we first propose a temporal compression approach to reduce the thermodynamic constraint number. Then, a mixture-model-based convexification method is developed to reformulate the chance constraint with non-Gaussian uncertainties, i.e., Eq. (6), into second-order cone programming (SOCP) forms. For simplicity, we omit the subscripts and in this section.

A. Temporal Compression

The key idea of the proposed temporal compression is to estimate the maximum and minimum indoor temperatures in the operating hour. Then, by restricting these extreme indoor temperatures in the comfort range, the thermodynamic constraint number in (6) can be significantly reduced. For example, the first line in (6), i.e., \( \mathbb{P}(\theta^i_{\text{in}} \leq \theta^\text{max}) \geq 1 - \epsilon, \forall i \in \mathcal{L} \), contains 1800 constraints. However, once the maximum indoor temperature in the operating hour, i.e., \( \bar{\theta} = \max_{i \in \mathcal{L}} \theta_i \) is estimated, the 1800 constraints can be replaced by only one single constraint \( \mathbb{P}(\bar{\theta} \leq \theta^\text{max}) \geq 1 - \epsilon \). Thus, the key problem is how to estimate these maximum and minimum indoor temperatures.

According to (4), the \( l \)-th indoor temperature in hour \( t \), i.e., \( \theta^i_{\text{in}} \), is expressed as:

\[
\theta^i_{\text{in}} = a^i_0 \theta^i_{\text{in} - 1} + a^i_\text{out} \theta^\text{out} + a^i_h + a^i_p (p^\text{ha} - R^\text{ha}_{s_{l-1}}) \\
= a^i_0 \left( a^i_\text{in} \theta^i_{\text{in} - 2} + a^i_\text{out} \theta^\text{out} + a^i_h + a^i_p (p^\text{ha} - R^\text{ha}_{s_{l-2}}) \right) \\
+ a^i_\text{out} \theta^\text{out} + a^i_h + a^i_p (p^\text{ha} - R^\text{ha}_{s_{l-1}}) \\
= \ldots \ldots \\
= R^\text{ha}[\mathbf{A}]_{l} f_i, \quad \forall i \in \mathcal{L}/\{0\},
\]

where \( \mathbf{A} \) is a coefficient matrix and defined as follows:

\[
\mathbf{A} = -a^i_p \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
(\mathbf{a}^i_\text{in})^{L-1} & (\mathbf{a}^i_\text{in})^{L-2} & \cdots & 1
\end{bmatrix}.
\]

Symbol \( |\mathcal{L}| \) represents the length of set \( \mathcal{L} \). Vector \( s \) represents \( [s_0, s_1, \ldots, s_{|\mathcal{L}|-1}] \). Symbol \( [\mathbf{A}]_{l} \) denotes the \( l \)-th element of the product \( \mathbf{A}s \). Function \( f_i \) is defined as:

\[
f_i = \left( a^i_\text{in} \right)^l \theta^i_{\text{in} - 1} + a^i_\text{out} \theta^\text{out} + a^i_h + a^i_p (p^\text{ha} - R^\text{ha}_{s_{l-1}}) \\
+ a^i_\text{out} \theta^\text{out} + a^i_h + a^i_p (p^\text{ha} - R^\text{ha}_{s_{l-1}}) \\
= \ldots \ldots \\
= R^\text{ha}[\mathbf{A}]_{l} f_i, \quad \forall i \in \mathcal{L}/\{0\},
\]

Fig. 2. Schematic diagram for uniformly splitting the operating hour into multiple shorter duration \( \Delta t \), where \( \Delta t = 2\tau \) denotes the update interval of regulation signals; set \( \mathcal{L}_t \) contains the indexes of \( l \) in the \( t \)-th time duration.

Based on (12), we must have:

\[
\begin{align*}
\max_{i \in \mathcal{L}} \theta^i_{\text{in}} & \leq \max_{i \in \mathcal{L}} f_i + R^\text{ha} \max_{i \in \mathcal{L}} [\mathbf{A}]_{i}, \\
\min_{i \in \mathcal{L}} \theta^i_{\text{in}} & \geq \min_{i \in \mathcal{L}} f_i + R^\text{ha} \min_{i \in \mathcal{L}} [\mathbf{A}]_{i},
\end{align*}
\]

Thus, the maximum and minimum indoor temperatures can be approximated by the RHS terms of (15). However, since \( \max_{i \in \mathcal{L}} f_i \) and \( \max_{i \in \mathcal{L}} [\mathbf{A}]_{i} \) may appear at different moments, Eq. (15) may lead to overly conservative solutions. To mitigate this conservativeness, we uniformly split the operating hour into multiple shorter duration \( \Delta t \), as shown in Fig. 2. Then, the extreme indoor temperatures in each \( \Delta t \) can be approximated by the RHS terms of (16):

\[
\begin{align*}
\max_{i \in \mathcal{L}_t} \theta^i_{\text{in}} & \leq \max_{i \in \mathcal{L}_t} f_i + R^\text{ha} \max_{i \in \mathcal{L}_t} [\mathbf{A}]_{i}, \\
\min_{i \in \mathcal{L}_t} \theta^i_{\text{in}} & \geq \min_{i \in \mathcal{L}_t} f_i + R^\text{ha} \min_{i \in \mathcal{L}_t} [\mathbf{A}]_{i},
\end{align*}
\]

Finally, Eq. (6) can be replaced by:

\[
\begin{align*}
\mathbb{P}\left(f_{l=t | \tau^t} \leq \bar{\theta}^\text{max}\right) + \bar{\theta}^\text{max} & \geq 1 - \epsilon, \\
\mathbb{P}\left(f_{l=(t+1) | \tau^t} \geq \bar{\theta}^\text{max}\right) + \bar{\theta}^\text{min} & \geq 1 - \epsilon, \\
\mathbb{P}\left(f_{l=t | \tau^t} \geq \bar{\theta}^\text{min}\right) + \bar{\theta}^\text{min} & \geq 1 - \epsilon, \\
\mathbb{P}\left(f_{l=(t+1) | \tau^t} \leq \bar{\theta}^\text{min}\right) + \bar{\theta}^\text{min} & \geq 1 - \epsilon.
\end{align*}
\]
Based on (17), any feasible solution of (19) must be also feasible for the chance constraint (6). Thus, Eq. (19) is a safe approximation of (6). Moreover, the thermodynamic constraint number is reduced from \(|\mathcal{L}|\) to 4 · |\mathcal{T}| (note that |\mathcal{T}| ≪ |\mathcal{L}|), which significantly reduces the computational burden.

Based on the whole-year regD signals from PJM in 2020 [5], the uncertainties do not follow Gaussian distribution but can be well fitted by GMM. Fig. 3 provides an example to demonstrate the excellent fitting power of GMM.

The detail expressions of \(\alpha(x)\) and \(\beta(x)\) for each constraint is given in Appendix B.

To reformulate (21), we introduce the following Lemma.

**Lemma 1:** If the PDF of the uncertainty \(\omega\) is approximated by GMM, i.e., Eq. (20), then we have [31]

\[
P(\alpha(x)\top\omega \leq \beta(x)) = \sum_{j \in \mathcal{J}} \pi_j P(\alpha(x)\top\xi_j \leq \beta(x)).
\]

By introducing an auxiliary variable \(y_j\) for each Gaussian component, Eq. (21) can be converted into:

\[
P(\alpha(x)\top\xi_j \leq \beta(x)) \geq y_j, \quad \forall j \in \mathcal{J},
\]

\[
\sum_{j \in \mathcal{J}} \pi_j y_j \geq 1 - \epsilon,
\]

where \(y_j \in [0, 1]\) because it is used to restrict a probability. The uncertainty \(\xi_j\) is the Gaussian component of GMM and follows Gaussian distribution. Thus, based on the Gaussian-assumption-based reformulations used in [15]–[17], Eq. (23) can be further reformulated into the following deterministic non-convex form when \(y_j \geq 0.5\):

\[
\Phi^{-1}(y_j)\sqrt{\alpha(x)\top\Sigma_j\alpha(x) + \alpha(x)\top\mu_j} \leq \beta(x), \quad \forall j \in \mathcal{J},
\]

\[
y_j \geq 0.5, \quad \forall j \in \mathcal{J},
\]

where \(\Phi^{-1}(\cdot)\) is the inverse of the cumulative distribution function of the standard normal distribution. Note that an extra constraint (26) is introduced, which may bring additional conservativeness.

**Remark 1:** The reformulation (25) is intractable and cannot be effectively handled by off-the-shelf solvers. On the one hand, its first term \(\Phi^{-1}(y_j)\sqrt{\alpha(x)\top\Sigma_j\alpha(x)}\) is non-convex because both \(\mu_j\) and \(\alpha(x)\) are variables. On the other hand, it is hard to give an analytical formulation for function \(\Phi^{-1}(\cdot)\).

3) **Convexification for Deterministic Reformulations:** We propose a convexification method to approximately reformulate the deterministic reformulation (25) into a tractable SOCP form. Firstly, observing that all elements of \(\alpha(x)\) in our problem are always nonegative (See Appendix B), we can re-express each element of \(\alpha(x)\) in an exponential manner:

\[
\alpha_k = e^{\rho_k}, \quad \forall k \in \mathcal{K},
\]

where \(\alpha_k\) is the \(k\)-th element of \(\alpha(x)\); \(\rho_k\) is an auxiliary variable; \(\mathcal{K}\) is the corresponding index set. Since \(y_j \geq 0.5\), function \(\Phi^{-1}(y_j)\) is nonnegative, so it can be also expressed as an exponential form, i.e., \(\Phi^{-1}(y_j) = e^{\ln \Phi^{-1}(y_j)}\). According to the statistics for the whole-year regulation signals in 2020 [5], the off-diagonal elements in the covariance matrix \(\Sigma_j\) is close to zero and much smaller than the diagonal ones. Thus, we can use zero to replace the off-diagonal elements of \(\Sigma_j\). Then, by substituting the above exponential expressions, the first term in (25) can be converted into an L2-norm form:

\[
\Phi^{-1}(y_j)\sqrt{\alpha(x)\top\Sigma_j\alpha(x)} = \left(\sum_{k} (\alpha_k e^{\rho_k + \ln \Phi^{-1}(y_j)})^2\right)^{1/2} = \left(\sum_{k} \alpha_k e^{\rho_k + \ln \Phi^{-1}(y_j)}\right), \quad \forall k \in \mathcal{K}, \quad \forall j \in \mathcal{J},
\]
where $\sigma_k$ is the standard deviation of the $k$-th element of $\omega$, and its value is always non-negative. Since both the exponential and L2-norm functions are convex and element-wise monotonically increasing, the L2-norm term in (32) is convex because both $\lambda_n y_j + \gamma_n$ is convex.

**Proposition 2:** In the domain of function $\ln \Phi^{-1}(y_j)$, i.e., $y_j > 0.5$, we have

$$\ln \Phi^{-1}(y_j) \leq \max_{n \in \mathcal{N}} \{ \lambda_n y_j + \gamma_n \}, \quad \forall j \in \mathcal{J},$$

(29)

where $\mathcal{N} = \{0, 1, \ldots, N\}$ is the index set of lines. Symbol $\lambda_n y_j + \gamma_n, \forall n \in \mathcal{N}$ represents different lines constructed by piecewise linearization (shown in Fig. 4), i.e., $\lambda_0 y_j + \gamma_n$ is the tangent at $y_j = \Phi(1)$, while the rest lines, i.e., $\lambda_n y_j + \gamma_n, \forall n \in \mathcal{N}/\{0\}$, are line segments by connecting two points on function $\ln \Phi^{-1}(y_j)$ in sequence. Note the piecewise linear function $\max_{n \in \mathcal{N}} \{ \lambda_n y_j + \gamma_n \}$ is convex.

**Proof:** See Appendix C.

Observing that both the exponential and L2-norm functions are monotonically increasing, the following inequality holds according to **Proposition 2**:}

$$\left\| \sigma_k e^{\sigma_k + \ln \Phi^{-1}(y_j)} \right\|_2 \leq \left\| \sigma_k e^{\sigma_k + \max_{n \in \mathcal{N}} \{ \lambda_n y_j + \gamma_n \}} \right\|_2, \quad \forall j \in \mathcal{J}.$$  

(30)

Based on (28) and (30), the deterministic non-convex reformulation (25) can be convexified as the following SOCP form:

$$\left\| \sigma_k e^{\sigma_k + \max_{n \in \mathcal{N}} \{ \lambda_n y_j + \gamma_n \}} \right\|_2 + \alpha(x)^T \mu_j \leq \beta(x), \quad \forall j \in \mathcal{J},$$

(31)

which is also equivalent to

$$\left\| \sigma_k e^{\sigma_k + \lambda_n y_j + \gamma_n} \right\|_2 + \alpha(x)^T \mu_j \leq \beta(x), \quad \forall n \in \mathcal{N}^n, \quad \forall j \in \mathcal{J}.$$  

(32)

Based on the convex condition for composite functions [32], the first L2-norm term in (32) is convex because both the exponential and the L2-norm functions are convex and element-wise monotonically increasing. Thus, it is tractable for off-the-shelf solvers. According to (30), the proposed reformulation (32) is a conservative approximation of the non-convex deterministic constraint (25). In other words, the feasible set of (32) is a subset of the feasible set of (25). Thus, the proposed reformulation can guarantee the feasibility of solutions.

**Remark 2:** During the convexification for the original chance constraint (21), we introduce two conservative approximations. The first one is the additional constraint (26), while the second one is the piecewise linearization used in (30)-(32). These conservative approximations may affect the optimality of the proposed method. Since Eq. (24) requires that the weighted average of $y_j$ should be no smaller than $1 - \epsilon$, the lower bound of $y_j$ can be calculated by:

$$y_j \geq \frac{1}{\pi_j} \left( 1 - \epsilon - \sum_{i \in \mathcal{J}, i \neq j} \pi_i y_i \right) \geq \frac{1}{\pi_j} \left( 1 - \epsilon - \sum_{i \in \mathcal{J}, i \neq j} \pi_i \right) = 1 - \frac{\epsilon}{\pi_j},$$

(33)

where the first “$\geq$” is based on Eq. (24); the second “$\geq$” holds because the domain of $y_j$ is $[0, 1]$; the “$=$” holds due to $\sum_{i \in \mathcal{J}} \pi_i = 1$. In practice, the risk parameter $\epsilon$ is usually small. Moreover, based on (21)-(22), a small $\pi_i$ indicates that the $i$-th Gaussian component has very limited impact on the original chance constraint. This implies that the $j$-th Gaussian component may be redundant. Thus, we can decrease the hyper-parameter $|\mathcal{J}|$ and retrain the GMM until the weight of every Gaussian component is significant. With a small $\epsilon$ and big $\pi_i$, the value of $y_j$ is large according to (33). In this case, constraint (26) can be naturally satisfied without involving any additional conservativeness. Meanwhile, according to Fig. 4, the approximation error introduced by the piecewise linearization (30)-(32) is also insignificant. As a result, with a small $\epsilon$, the optimality loss introduced by the proposed convexification method is commonly marginal.

In the previous convexification, we introduce another non-convex constraint, i.e., Eq. (27). Nevertheless, the vector $\sigma(x)$ only contains one single variable $R^{ha}_{\alpha}$ (See Appendix B), leading to only one non-convex constraint, i.e., $R^{ha}_{\alpha} = e^{\sigma(x)}$. We can also use piecewise linearization to reformulate this non-convex constraint into:

$$R^{ha}_{\alpha} = \max_{n \in \mathcal{N}} \lambda_n^R \rho_2 + y_n^R,$$  

(34)

where $\mathcal{N}^R$ is the index set of lines for piecewise linearization. The $n$-th line, i.e., $\lambda_n^R \rho_2 + y_n^R$, is constructed by connecting the $n$-th and $(n + 1)$-th points on function $e^{\sigma(x)}$. Unlike (31), the maximum operator appears on the RHS of “$=$” in (34). To realize this strict equivalence, we need to employ the Big-M method with auxiliary binary variable $z_n$ to eliminate the maximum operator so that (34) can be reformulated into a solvable
Fig. 5. The whole procedure of the proposed method.

mixed integer form:

\[
\begin{align*}
\frac{R_{1}^{ha}}{R_{2}^{ha}} \geq \frac{p_{2}}{p_{1}} + \gamma_{R}^{n}, & \quad \forall n \in \mathcal{N}^{R}, \\
\frac{R_{1}^{ha}}{R_{2}^{ha}} \leq \frac{p_{2}}{p_{1}} + \gamma_{R}^{n} + M(1-z_{n}), & \quad \forall n \in \mathcal{N}^{R}, \\
\mathbf{1}^{T} \mathbf{z} = 1, & \quad z \in \{0, 1\}^{|\mathcal{N}^{R}|},
\end{align*}
\]

where \( M \) is a big number and \( |\mathcal{N}^{R}| \) is the length of set \( \mathcal{N}^{R} \).

Remark 3: The auxiliary binary variable number, i.e., \( |\mathcal{N}^{R}| \), can be very small because only one single variable \( R_{0}^{ha} \) needs to be linearized based on (35), which guarantees computational tractability.

Finally, since (10) is linear, the expectation of the total cost, \( \mathbb{E}(EC_{t}) \), can be calculated by:

\[
\mathbb{E}(EC_{t}) = \sum_{i \in \mathcal{I}} \eta_{t}(p_{i}^{ha} - R_{it}^{ha, \text{avg}}) \Delta t - \sum_{i \in \mathcal{I}} (r_{i}^{c} + r_{i}^{m} m_{i}^{\text{avg}}) R_{it}^{ha},
\]

where \( \eta_{t}^{\text{avg}} = \mathbb{E}(\eta_{t}) = \sum_{i \in \mathcal{I}} \eta_{i}^{\text{avg}} \), and \( m_{i}^{\text{avg}} = \mathbb{E}(m_{i}) \). Then, P1 can be reformulated into a mixed-integer SOCP problem:

\[
\begin{align*}
\min & \quad \text{(P2)} \\
\text{s.t.:} & \quad \text{Eqs. (8)-(9), (24), (32)}_{(19)}, \text{and (35)}, \text{where } (24), (32)_{(19)} \text{ represents that each chance constraint in (19) is reformulated into (24) and (32) in P2.}
\end{align*}
\]

C. Whole Procedure

The whole procedure of the proposed method is summarized in Fig. 5. Specifically, the intractability of the original thermodynamic constraint (6) is from the heavy computational burden caused by the large-scale constraints and non-convexity brought by non-Gaussian regulation signals. To make them tractable, we first propose a temporal compression approach to reduce the number of constraints, in which the extreme indoor temperatures for a long duration are estimated and restricted in the comfortable range. Then, the original thermodynamic constraints can be replaced by only a few ones, i.e., Eq. (19). In the next step, we develop a mixture-model-based convexification method to handle the non-convexity from the non-Gaussian uncertainties. The GMM is first employed to fit the non-Gaussian uncertainties with multiple Gaussian uncertainties. Then, the chance constraint (19) is reformulated into a deterministic non-convex form (25). We further exponentially express these non-convex terms and equivalently convert them into L2-norm forms with non-convex powers. Finally, a piecewise linearized approximation is designed to handle these non-convex power, resulting in a mixed-integer SOCP reformulation, i.e., Eqs. (32) and (35). Since the proposed reformulation contains only a few binary variables, it is tractable and can be efficiently solved by off-the-shelf solvers.

IV. CASE STUDY

A. System Configuration

We validate the proposed method based on one large-capacity HVAC system. The daily heat loads, outdoor temperature, and unit prices for electricity purchasing and regulation revenue are demonstrated in Fig. 6. The thermal parameters of building and other parameters are listed in Table I. Here the outdoor temperature is the air temperature of one summer day in Macau [33]. The unit prices for electricity purchasing/selling and regulation revenue are from the PJM market [34]. The thermal parameters of building and heat loads are generated based on a real building at the University of Macau. We collect the whole-year regD signals from PJM in 2020 [5] as historical data. Based on these signal data, we construct the samples of the uncertain parameters used in P2, including \( m_{i} \) in (11), \( \eta_{t} \) and \( u_{t} \) in (18). The whole dataset has been uploaded [35].
Fig. 7. Results of (a) whole-day total cost, i.e., \( \sum_{t=1}^{24} EC_t \), (b) maximum violation probability, and (c) solving time obtained by different models. In (b), the green and red regions represent the safe (i.e., the maximum violation probability is smaller than the risk parameter) and unsafe regions (i.e., the maximum violation probability is larger than the risk parameter).

All simulations are implemented based on an Intel Core 8700 3.20GHz CPU with 16GB memory. The corresponding optimization problem is built by CVXPY and solved by MOSEK.

B. Benchmarks

To demonstrate the superiority of the proposed approach, three benchmarks are introduced.

1) **B1**: The Gaussian-assumption-based CCP used in [15]–[17];
2) **B2**: The moment-based DRCC method used in [20];
3) **B3**: The Wasserstein-distance-based DRCC method used in [21]. In this approach, the proposed temporal compression method is also applied; otherwise, the computational burden will be too heavy and the out-of-memory issue will occur. A total of 1000 samples are used for constructing the ambiguity set.\(^4\)

C. Model Comparison

1) **Optimality, Feasibility, and Computational Efficiency**: Fig. 7 shows the results of the whole-day total costs (i.e., \( \sum_{t=1}^{24} EC_t \)), solving times, and maximum probability violation under different risk parameters. The Gaussian-assumption-based method **B1** can achieve good optimality performance. However, since the original uncertainties do not follow Gaussian distributions, it may derive infeasible solutions, i.e., the maximum violation probability is larger than the given risk parameter. The two DRCC methods, i.e., **B2** and **B3**, can always ensure the feasibility of solutions. However, their total costs are much higher than that of the proposed method because they need to ensure the feasibility of all the possible distributions in their ambiguity sets, including some distributions that are quite different from the actual one. The total cost of the proposed method is the lowest among all methods when the risk parameter is small. With the increase of the risk parameter, the optimality loss introduced by the proposed method may be not negligible according to Remark 2. Nevertheless, its optimality performance is still much better than those of the two DRCC methods, **B2** and **B3**. Moreover, unlike **B1**, its maximum violation probability is also always lower than the given risk parameter. These results confirm the superior optimality and feasibility performances of the proposed method.

In **B1** and **B2**, each chance constraint is reformulated into only one single SOCP constraint but introduces no additional constraint, while some additional constraints, such as (35), are necessary for the proposed method. Thus, the solving times of **B1** and **B2** are lower than that of the proposed model. Nevertheless, the solving time of the proposed method is only around 1s, which is also acceptable in practice. In **B3**, numerous additional constraints have to be introduced [18], so its computational performance is the worst among all methods.

2) **Hour-Ahead Regulation Capacity Offers**: Fig. 8 summarizes the hour-ahead regulation capacity offers obtained by different methods under \( \epsilon = 0.15 \). The results of **B1** are not listed here because **B1** cannot ensure the feasibility of solutions. In all time, the hour-ahead regulation capacity offer of the proposed method is much larger compared to the rest models. As aforementioned, **B2** and **B3** have to satisfy constraints for all distributions in their ambiguity sets, so they are more conservative. As a result, large margins need to be reserved for the uncertainties in both **B2** and **B3**, which shrinks the potential regulation capacity. This result validates the better optimality of the proposed method.

D. Sensitivity Analysis

1) **Time Duration Number \( |T| \) for Splitting the Operating Hour**: We implement a case study with different \( |T| \) to...
investigate its effects, and the corresponding results are shown in Fig. 9. The risk parameter is 0.01, while the line number for the piecewise linearization $|N_R|$ is set as 50. With the growth of $|T|$, the total cost decreases. According to Proposition 1, if one time duration $\Delta \tau$ is split into smaller ones, the additional conservativeness introduced by the inner approximation used in (16) can be further reduced. That is to say, increasing $|T|$ can improve the optimality of the proposed method. Conversely, the solving time becomes larger because more constraints are introduced according to (32). Because increasing $|T|$ decreases the conservativeness, the maximum violation probability also grows with the increase of $|T|$. Nevertheless, its value always keeps in the safe region, which demonstrates the great feasibility of the proposed method.

2) Line Number $|N_R|$ in (34): In (34), we employ piecewise linearization to approximate the regulation capacity offer $R^{ha}$. Fig. 10 demonstrates the maximum and average approximation errors, whole-day total cost, solving time, and maximum violation probability under different line numbers $|N_R|$. With the increase of $|N_R|$, the piecewise linearization used in (34) becomes more accurate, so both the maximum and average approximation errors decrease, as shown in Fig. 10(a). Once $|N_R|$ reaches 100, the impacts of the approximation error on the optimal solution becomes insignificant. Thus, even if we further increase $|N_R|$ from 100 to 500, the obtained total cost and maximum violation probability keep almost unchanged, as illustrated in Figs. 10(b) and (c). Increasing $|N_R|$ introduces more binary variables according to (35), so the solving time grows rapidly. Nevertheless, in all these cases, the total cost is much less compared to B1, B2, and B3. Moreover, the maximum violation probability is also always lower than the risk parameter. These results further confirm the benefits of the proposed method.

E. Effects of Temporal Compression

We implement a new case study to demonstrate the effectiveness of the proposed temporal compression method on computational efficiency. In this case study, four scenarios are compared. The first three employ the proposed temporal compression method, while the last one does not. As aforementioned, the time duration $\Delta \tau$ affects the optimality and computational efficiency. Thus, here we also change the length of $\Delta \tau$ in the first three scenarios to evaluate its effects. The corresponding results of solving times, total costs, and maximum violation probabilities are illustrated in Fig. 11. Obviously, employing temporal compression can significantly reduce the computational burden. For example, when the risk parameter equals 0.12, the solving times of the first three scenarios are around 1s, 4s, and 7s. However, it reaches 317s in the scenario without temporal compression. As introduced in Section III-A, the temporal compression method introduces additional conservativeness. Therefore, the total costs of the scenarios with temporal compression are larger than that of the one without temporal compression. Nevertheless, reducing the length of the time duration $\Delta \tau$ can mitigate this conservativeness. For instance, the total costs of the third scenario with $\Delta \tau = 1\text{min}$ are only slightly higher than those without temporal compression. The average difference of the total costs between the third and last scenarios is only around 2%. For every scenario, its maximum violation probability is always lower than...
the corresponding risk parameter. These results confirm that the proposed temporal compression method can significantly improve the computational efficiency with desirable optimality and feasibility.

V. CONCLUSION

This paper proposes a tractable chance-constrained model to optimize the hour-ahead regulation capacity offers for HVAC systems. It first proposes a temporal compression method to compress the numerous thermodynamic constraints introduced by frequently regulated HVAC power into only a few constraints. Then, a novel mixture-model-based convexification approach is developed to overcome the intractability caused by the non-Gaussian uncertainties from regulation signals. By applying this approach, the chance constraints with these non-Gaussian uncertainties on the LHS can be approximated by tractable SOCP forms. The optimality loss introduced by this approximation is also marginal under mild conditions. Numerical experiments confirm that the proposed method can achieve better feasibility performance compared to the widely used Gaussian-assumption-based methods, while its solution is also less conservative than the DRCC methods.

APPENDIX A

Proof of Proposition 1: We first define two new vectors $v_1$ and $v_2$, as follows:

$$
v_1 = \left[ \max_{t \in \mathcal{L}_t} f_t, \forall t \in \mathcal{T} \right]^T, \quad v_2 = \left[ R \min_{t \in \mathcal{L}_t} \left[ A \mathcal{S}_t \right], \forall t \in \mathcal{T} \right]^T. \tag{37}
$$

Then, based on the Minkowski’s inequality, we must have:

$$\|v_1 + v_2\|_\infty \leq \|v_1\|_\infty + \|v_2\|_\infty. \tag{38}
$$

By substituting (37) into (38), we prove the maximum indoor temperature estimated by (17) is no more than that of (15). Based on the same way, we can also prove that the minimum indoor temperature estimated by (17) is no less than that of (15). This completes the proof.

APPENDIX B

For the first constraint in (19), the detail expressions of $\alpha(x)$ and $\beta(x)$ are as follows:

$$1st \quad \alpha(x) = \left[ a_{in}^1 R^{h_{\text{ha}}} \right]^T, \quad \beta(x) = \beta_{\text{max}} - a_{out}^1 R^{h_{\text{ha}}} - a_{in}^1 R^{h_{\text{ha}}}, \tag{39}
$$

where 1st represents the first constraint; parameters $a_{in}^1 = (a_{in}^1)^T$, $a_{out}^1 = a_{out}^1 R^{h_{\text{ha}}}$, $a_{in}^1 = a_{in}^1 R^{h_{\text{ha}}}$, and $a_{out}^1 = a_{out}^1 R^{h_{\text{ha}}}$.

Similarly, for the rest chance constraints, we have

$$2nd \quad \alpha(x) = \left[ a_{out}^1 + a_{in}^1 R^{h_{\text{ha}}} \right]^T, \quad \beta(x) = \beta_{\text{max}} - a_{out}^1 R^{h_{\text{ha}}} - a_{out}^1 R^{h_{\text{ha}}}, \tag{40}
$$

$$3rd \quad \alpha(x) = \left[ a_{out}^1 + a_{in}^1 R^{h_{\text{ha}}} \right]^T, \quad \beta(x) = \beta_{\text{max}} - a_{out}^1 R^{h_{\text{ha}}} - a_{out}^1 R^{h_{\text{ha}}}, \tag{41}
$$

$$4th \quad \alpha(x) = \left[ a_{out}^1 + a_{in}^1 R^{h_{\text{ha}}} \right]^T, \quad \beta(x) = \beta_{\text{max}} - a_{out}^1 R^{h_{\text{ha}}} - a_{out}^1 R^{h_{\text{ha}}}. \tag{42}
$$

Note that only one single variable, i.e., $R^{h_{\text{ha}}}$, is contained in the four $\alpha(x)$ in (39)-(42).

APPENDIX C

Proof of Proposition 2: The convexity of function $\ln \Phi^{-1}(y_j)$ can be analyzed by its second-order derivative:

$$d^2 \ln \Phi^{-1}(y_j) = -\phi(y_j) - y_j \phi'(y_j) \quad \forall y_j \in \mathcal{J}, \tag{43}
$$

where $\phi(y_j) = \Phi^{-1}(y_j)$; $\phi(\cdot)$ is the PDF of the standard normal distribution and $\phi'(\cdot)$ is its first-order derivative. Note the PDF $\phi(\cdot)$ is always nonnegative. Considering that a convex function has a nonnegative second-order derivative, we can get the convex condition for function $\ln \Phi^{-1}(y_j)$, as follows:

$$\frac{-\phi(y_j) - y_j \phi'(y_j)}{\phi(y_j)} \geq 0 \iff \phi(y_j) + y_j \phi'(y_j) \leq 0 \iff \frac{e^{-y_j^2/2}}{\sqrt{2\pi}} - \frac{e^{-y_j^2/2}}{\sqrt{2\pi}} \leq 0 \iff y_j^2 \geq 1. \tag{44}
$$

According to the definition of chance constraints, we have $y_j \geq 0.5$. Thus, variable $y_j$ is non-negative. As a result, the above inequality can be further converted into:

$$y_j^2 \geq 1 \iff y_j \geq 1 \iff y_j \geq \Phi(1). \tag{45}
$$

Similarly, its concave condition can be obtained by:

$$-\phi(y_j) - y_j \phi'(y_j) \quad \forall y_j \in \mathcal{J}. \tag{46}
$$

We uniformly select $N + 1$ points on function $\ln \Phi^{-1}(y_j)$ (recorded by $y_j^{(n)}$, $n \in N'$) and let $y_j^{(0)} = \Phi(1) < y_j^{(1)} < \cdots < y_j^{(N)}$. With points $y_j^{(1)}, \ldots, y_j^{(N)}$, N-1 line segments can be constructed by connecting these points in sequence (denoted by $\lambda_n y_j + \gamma_n, \forall n \in N'/\{0\}$). Since function $\ln \Phi^{-1}(y_j)$ is convex when $y_j \geq \Phi(1)$, according to the definition of convex functions, we must have:

$$\ln \Phi^{-1}(y_j) \leq \max_{n \in N'/\{0\}} \left\{ \lambda_n y_j + \gamma_n \right\}, \quad \text{for } y_j \geq \Phi(1). \tag{47}
$$
For the region $y_j \leq \Phi(1)$, function $\ln \Phi^{-1}(y_j)$ is concave. According to the concave function’s first-order condition, function $\ln \Phi^{-1}(y_j)$ should always be equal to or below its tangent. Thus, by letting $\lambda_0 y_j + \gamma$ as the tangent of function $\ln \Phi^{-1}(y_j)$ at $y_j = \Phi(1)$, we have:

$$\ln \Phi^{-1}(y_j) \leq \lambda_0 y_j + \gamma, \quad \text{for } y_j \leq \Phi(1).$$

By combining (47) and (48), we prove Proposition 2.
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