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Abstract
Static word embeddings that represent words by a single vector cannot capture the variability of word meaning in different linguistic and extralinguistic contexts. Building on prior work on contextualized and dynamic word embeddings, we introduce dynamic contextualized word embeddings that represent words as a function of both linguistic and extralinguistic context. Based on a pretrained language model (PLM), dynamic contextualized word embeddings model time and social space jointly, which makes them attractive for various tasks in the computational social sciences. We highlight potential applications by means of qualitative and quantitative analyses.

1 Introduction
Over the last decade, word embeddings have revolutionized the field of NLP. Traditional methods such as LSA (Deerwester et al., 1990), word2vec (Mikolov et al., 2013a,b), GloVe (Pennington et al., 2014), and fastText (Bojanowski et al., 2017) compute static word embeddings, i.e., they represent words as a single vector. From a theoretical standpoint, this way of modeling lexical semantics is problematic since it ignores the variability of word meaning in different linguistic contexts (e.g., polysemy) as well as different extralinguistic contexts (e.g., temporal and social variation).

The first shortcoming was addressed by the introduction of contextualized word embeddings that represent words as vectors varying across linguistic contexts. This allows them to capture more complex characteristics of word meaning, including polysemy. Contextualized word embeddings have become the de-facto norm in NLP, constituting the semantic backbone of pretrained language models (PLMs) such as ELMo (Peters et al., 2018a), BERT (Devlin et al., 2019), GPT-2 (Radford et al., 2019), XLNet (Yang et al., 2019), ELECTRA (Clark et al., 2020), and T5 (Raffel et al., 2020).

A concurrent line of work focused on the second shortcoming of static word embeddings, resulting in various types of dynamic word embeddings. Dynamic word embeddings represent words as vectors varying across extralinguistic contexts, in particular time (e.g., Bamler and Mandt, 2017; Rosenfeld and Erk, 2018; Rudolph and Blei, 2018) and social space (e.g., Zeng et al., 2017, 2018).

In this paper, we introduce dynamic contextualized word embeddings that combine the strengths of contextualized word embeddings with the flexibility of dynamic word embeddings. Dynamic contextualized word embeddings mark a departure from existing contextualized word embeddings (which are not dynamic) as well as existing dynamic word embeddings (which are not contextualized). Furthermore, as opposed to all existing dynamic word embedding types, they represent time and social space jointly.
While our general framework for training dynamic contextualized word embeddings is model-agnostic (Figure 1), we present a version using a PLM (BERT) as the contextualizer, which allows for an easy integration within existing architectures. We expect dynamic contextualized word embeddings to be particularly beneficial for the computational social sciences, where they can serve as an analytical tool or be employed for downstream tasks. We illustrate these application areas by examining semantic dynamics on Reddit during the Covid-19 pandemic and performing sentiment classification on Ciao product reviews.

Contributions. We introduce dynamic contextualized word embeddings that represent words as a function of both linguistic and extralinguistic context. Based on a PLM, dynamic contextualized word embeddings model time and social space jointly, which makes them attractive for a range of tasks in the computational social sciences. We showcase potential applications by means of qualitative and quantitative analyses.1

2 Related Work

2.1 Contextualized Word Embeddings

The insight that a distinction must be drawn between the non-contextualized meaning of a word that is stored in the mental lexicon and the sense that is realized in a specific linguistic context lies at the heart of lexical-semantic scholarship (see Geeraerts, 2010 for an overview), going back to at least Paul (1880). In NLP, this two-level structure is closely resembled by contextualized word embeddings that map type-level representations to token-level representations as a function of the linguistic context (McCann et al., 2017; Peters et al., 2017). As part of PLMs (Peters et al., 2018a; Devlin et al., 2019; Radford et al., 2019; Yang et al., 2019; Clark et al., 2020; Raffel et al., 2020), contextualized word embeddings have led to significant performance gains over static word embeddings that only have type-level representations (Deerwester et al., 1990; Mikolov et al., 2013a,b; Pennington et al., 2014; Bojanowski et al., 2017).

Since their introduction, several studies have analyzed the linguistic properties of contextualized word embeddings (Peters et al., 2018b; Goldberg, 2019; Hewitt and Manning, 2019; Jawahar et al., 2019; Lin et al., 2019; Liu et al., 2019; Tenney et al., 2019; Edmiston, 2020; Ettinger, 2020; Hoffmann et al., 2020; Rogers et al., 2020). Regarding lexical semantics, this line of research has shown that contextualized word embeddings are more context-specific in the upper layers of a contextualizer (Ethayarajh, 2019; Mickus et al., 2020; Vulić et al., 2020) and represent different word senses as spatially separated clusters (Peters et al., 2018a; Coenen et al., 2019; Wiedemann et al., 2019).

2.2 Dynamic Word Embeddings

The meaning of a word can also vary across extralinguistic contexts such as time (Bybee, 2015; Koch, 2016) and social space (Robinson, 2010, 2012; Geeraerts, 2018). To capture these phenomena, various types of dynamic word embeddings have been proposed, diachronic word embeddings for temporal semantic change (Kim et al., 2014; Kulkarni et al., 2015; Hamilton et al., 2016b; Bamler and Mandt, 2017; Rosenfeld and Erk, 2018; Rudolph and Blei, 2018; Dubossarsky et al., 2019; Gong et al., 2020) and personalized word embeddings for social semantic variation (del Tredici and Fernández, 2017; Zeng et al., 2017, 2018; Oba et al., 2019; Welch et al., 2020; Yao et al., 2020). Even though not directly inducing dynamic word embeddings, many other studies have demonstrated that performance on a diverse set of NLP tasks can be increased by using temporal information (Jaidka et al., 2018; Lukes and Søgaard, 2018) and social information (Amir et al., 2016; Hamilton et al., 2016a; Yang et al., 2016; Yang and Eisenstein, 2017; Hazarika et al., 2018; Kolchinski and Potts, 2018; Mishra et al., 2018; del Tredici et al., 2019; Li and Goldwasser, 2019; Mishra et al., 2019).

Sociolinguistics has shown that temporal and social variation in language are tightly interwoven: innovations such as a new word sense in the case of lexical semantics spread through the language community along social ties (Milroy, 1980, 1992; Labov, 2001; Pierrehumbert, 2012). However, none of the proposed dynamic word embedding types can capture more than one dimension of variation. In addition, to capture the full range of lexical-semantic variability, dynamic word embeddings should also be contextualized.2

1We make all our code publicly available upon publication.

2Contextualized word embeddings have been used to investigate semantic change recently (Hu et al., 2019; Giulianelli et al., 2020). However, the word embeddings employed in these studies are not dynamic, i.e., they represent a word in a specific linguistic context by the same contextualized word embedding independent of extralinguistic context.
3 Model

3.1 Model Overview

Given a sequence of words $X = [x^{(1)}, \ldots, x^{(K)}]$ and corresponding non-contextualized embeddings $E = [e^{(1)}, \ldots, e^{(K)}]$, contextualizing language models compute the contextualized embedding of a particular word $x^{(k)}$, $h^{(k)}$, as a function $c$ of its non-contextualized embedding, $e^{(k)}$, and the non-contextualized embeddings of all words in $X$:\footnote{Some contextualizing language models such as GPT-2 (Radford et al., 2019) only operate on a subsequence of $X$.}

$$h^{(k)} = c \left( e^{(k)}, E \right). \quad (1)$$

Crucially, while $h^{(k)}$ is a token-level representation, $e^{(k)}$ is a type-level representation and is modeled as a simple embedding look-up. Here, in order to take the variability of word meaning in different extralinguistic contexts into account, we depart from this practice and model $e^{(k)}$ as a function $d$ that depends not only on the identity of $x^{(k)}$ but also on the social context $s_i$ and the temporal context $t_j$ in which the sequence $X$ occurred,

$$e^{(k)}_{ij} = d \left( x^{(k)}, s_i, t_j \right). \quad (2)$$

Dynamic contextualized word embeddings are hence computed in two stages: words are first mapped to dynamic type-level representations by $d$ and then to contextualized token-level representation by $c$ (Figure 1). This two-stage structure takes into account the fact that extralinguistic information is processed before linguistic information by humans and impacts how the linguistic information is interpreted (Hay et al., 2006).

Since many words in the core vocabulary are semantically stable across social and temporal contexts, we place a Gaussian prior on $e^{(k)}_{ij}$,

$$e^{(k)}_{ij} \sim \mathcal{N} \left( \tilde{e}^{(k)}, \lambda^{-1} I \right), \quad (3)$$

where $\tilde{e}^{(k)}$ denotes a non-dynamic representation of $x^{(k)}$. Similar methods of anchoring dynamic word embeddings have been used before (Hamilton et al., 2016b). Combining Equations 2 and 3, we write the function $d$ as

$$d \left( x^{(k)}, s_i, t_j \right) = \tilde{e}^{(k)} + o^{(k)}_{ij}, \quad (4)$$

where $o^{(k)}_{ij}$ denotes the vector offset from $x^{(k)}$’s non-dynamic embedding $\tilde{e}^{(k)}$, which is stable across social and temporal contexts, to its dynamic embedding $e^{(k)}_{ij}$, which is specific to $s_i$ and $t_j$. The distribution of $o^{(k)}_{ij}$ then follows a Gaussian with

$$o^{(k)}_{ij} \sim \mathcal{N} \left( 0, \lambda^{-1} I \right). \quad (5)$$

We enforce Equation 5 by including a regularization term in the objective function (Section 3.4).

3.2 Contextualizing Component

We leverage a PLM for the function $c$, specifically BERT (Devlin et al., 2019). Denoting with $E_{ij}$ the sequence of dynamic embeddings corresponding to $X$ in $s_i$ and $t_j$, the dynamic version of Equation 1 becomes

$$h^{(k)}_{ij} = \text{BERT} \left( e^{(k)}_{ij}, E_{ij} \right). \quad (6)$$

We also use BERT, specifically its pretrained input embeddings, to initialize the non-dynamic embeddings $\tilde{e}^{(k)}$, which are summed with the vector offsets $o^{(k)}_{ij}$ (Equation 4) and fed into BERT.

Using a PLM for $c$ has the advantage of making it easy to employ dynamic contextualized word embeddings for downstream tasks by adding a task-specific layer on top of the PLM.

3.3 Dynamic Component

We model the vector offset $o^{(k)}_{ij}$ as a function of the word $x^{(k)}$, which we represent by its non-dynamic embedding $\tilde{e}^{(k)}$, as well as the social and temporal context $s_i$ and $t_j$, which we represent by a joint embedding $r_{ij}$. We again use BERT’s pretrained input embeddings for $\tilde{e}^{(k)}$.\footnote{We also tried to learn separate embeddings in the dynamic component, but this led to worse performance.} We combine these representations in a feed-forward network,

$$o^{(k)}_{ij} = \text{FFN}_o \left( \tilde{e}^{(k)} || r_{ij} \right), \quad (7)$$

where $\parallel$ denotes concatenation. The joint representation of time and social context is itself the output of a feed-forward network whose inputs are independent representations of social context $s_i$ and temporal context $t_j$,

$$r_{ij} = \text{FFN}_r \left( s_i \parallel t_j \right). \quad (8)$$

To compute the social embedding $s_i$, we follow common practice in the computational social sciences and represent the social community as a graph $\mathcal{G} = (S, E)$, where $S$ is the set of social
contexts $s_i$ (e.g., authors) in the data, and $E$ is the set of edges between them. We use a graph attention network (GAT) as proposed by Velčković et al. (2018) to encode $G$.

$$s_i = \text{GAT}(\tilde{s}_i, G).$$  

(9)

Following del Tredici et al. (2019), we initialize the input embeddings $\tilde{s}_i$ with node2vec (Grover and Leskovec, 2016) embeddings.

To compute the time embedding $t_j$, we use a feed-forward network,

$$t_j = \text{FFN}_t(\tilde{t}_j).$$  

(10)

For the input embedding $\tilde{t}_j$, we follow previous work (Rosenfeld and Erk, 2018) and rescale the time period covered by a particular dataset by

$$\tilde{t}_j = \frac{t_j - \min(T)}{\max(T) - \min(T)}.$$  

(11)

where $T$ denotes the set of all time points in the data, i.e., the dates of the first and last example correspond to 0 and 1, respectively. $\tilde{t}_j$ is mapped to $\tilde{t}_j$ by

$$\tilde{t}_j = \tanh\left( w_t \tilde{t}_j + b_t \right),$$  

(12)

where $w_t$ and $b_t$ represent a trainable weight and bias vector, respectively.

### 3.4 Model Training

The combination with BERT makes dynamic contextualized word embeddings easily applicable to different tasks by adding a task-specific layer on top of the contextualizing component. For training the model, the overall loss is

$$\mathcal{L}_{\text{total}} = \mathcal{L}_{\text{task}} + \mathcal{L}_{\text{prior}},$$  

(13)

where $\mathcal{L}_{\text{task}}$ is the task-specific loss, and $\mathcal{L}_{\text{prior}}$ is the regularization term that imposes a Gaussian prior on the offset vectors,

$$\mathcal{L}_{\text{prior}} = \frac{\lambda}{2K} \sum_{k=1}^{K} \| o^{(k)}_j \|_2^2.$$  

(14)

Notice that we use a PLM with a fixed set of input embeddings for $c$, and hence the prior is in effect placed only on a part of the vocabulary directly. Given that the input vocabularies of PLMs are constructed by frequency (Bostrom and Durrett, 2020), this is in line with the observation that the vocabulary core constitutes the best anchor for dynamic word embeddings (Hamilton et al., 2016b).

### 4 Experiments

To illustrate potential applications of dynamic contextualized word embeddings, we conduct experiments on two example tasks, masked language modeling and sentiment analysis.

#### 4.1 Data

For masked language modeling, we use data from Reddit, a social media platform hosting discussions about a variety of topics. Reddit is divided into smaller communities, so-called subreddits, which have been shown to be highly conducive to linguistic dynamics (del Tredici and Fernández, 2018). We retrieve all posts between September 2019 and April 2020, which allows us to examine the effects of the rising Covid-19 pandemic on lexical usage patterns. We remove subreddits with less than 100 comments in the examined time period as well as duplicates and posts with less than 10 words, and sample 1,000,000 posts, subsampling frequent subreddits according to the subsampling method proposed by Mikolov et al. (2013b).

For each subreddit, we then compute the set of users that posted at least 10 comments in the examined time period. Based on this, we create a weighted graph $G = (S, E)$, where $S$ is the set of subreddits, and $E$ is the set of pairwise Jaccard similarities between subreddits based on user overlap.

For sentiment analysis, we use the Ciao dataset with 269,809 product reviews (Tang et al., 2012). Users can mark trust relations, which we use to create a directed graph $G = (S, E)$. The dataset covers the time period from May 2000 to September 2011. We remove duplicates, reviews with less than 10 words, and reviews rated as not helpful.

Following Yang and Eisenstein (2017), we convert the five-star rating range into two classes by discarding three-star reviews and treating four/five stars as positive and one/two stars as negative.

#### 4.2 Baselines

As baseline, we compare dynamic contextualized word embeddings against a BERT model using simple contextualized word embeddings. BERT is individually finetuned for the two tasks. We also perform an ablation study in which we train dynamic contextualized word embeddings using only parts of the dynamic component.

---

5We also tried a model with a feed-forward network instead of graph attention, but it consistently performed worse.

6We draw upon the Baumgartner Reddit Corpus, a collection of all public Reddit posts available at https://files.pushshift.io/reddit/comments/.
4.3 Training Details

We randomly split both datasets into 70% training, 10% development, and 20% test. We use the development sets for validation and report performance on the test sets, respectively.

We use BERT BASE (cased) in all experiments. On top of BERT, we add a masking modeling head in the case of masked language modeling and a two-layer feed-forward network in the case of sentiment analysis in which we feed the output for BERT’s classification token. As \(L_{\text{task}}\), we use masked language modeling perplexity (Devlin et al., 2019) for masked language modeling and binary cross-entropy for sentiment analysis. See Appendix A.1 for details about hyperparameters.

5 Results

5.1 Overall Performance

Dynamic contextualized word embeddings outperform the BERT baseline using simple contextualized word embeddings on both tasks, achieving a higher F1 score on sentiment analysis and a lower perplexity score on masked language modeling (Table 1). This indicates that dynamic contextualized word embeddings successfully combine extralinguistic with linguistic information, and that infusing social and temporal information on the lexical level can be useful for NLP tasks.

We perform experiments in which we ablate different parts of the dynamic component. Here, dynamic contextualized word embeddings using only temporal information as extralinguistic context perform slightly better than ones using only social information on masked language modeling, but there is no significant performance difference for sentiment analysis. We also perform an experiment in which we use both social and temporal representations but do not fuse them into a joint representation, i.e., we drop Equation 8 and concatenate \(s_i\), \(t_j\), and \(e^{(k)}\). This setup performs worse than using a joint representation on both tasks, and it is even outperformed by the model using only temporal information on masked language modeling.

5.2 Social and Temporal Dynamics

Besides resulting in performance gains, dynamic contextualized word embeddings have the advantage that they allow for an analysis of social and temporal dynamics in the data. In particular, we are interested whether certain words exhibit more extralinguistically-driven semantic variability than others. To examine this question, we define as \(\sim_{ij}^{(k)}\) the cosine similarity between the non-dynamic embedding of \(x^{(k)}\), \(\tilde{e}^{(k)}\), and the dynamic embeddings of \(x^{(k)}\) given a social context \(s_i\) and temporal context \(t_j\), \(e^{(k)}_{ij}\), i.e.,

\[
\sim_{ij}^{(k)} = \cos \phi_{ij}^{(k)},
\]

where \(\phi_{ij}^{(k)}\) is the angle between \(\tilde{e}^{(k)}\) and \(e^{(k)}_{ij}\).\(^7\) To find words with a high degree of semantic variability, we compute the standard deviation of \(\sim_{ij}^{(k)}\) for all occurrences of \(x^{(k)}\) in the data,

\[
\sigma_{\sim}^{(k)} = \sigma \left( \{ \sim_{ij}^{(k)} \mid (x^{(k)}, s_i, t_j) \in \mathcal{D} \} \right),
\]

where \(\mathcal{D}\) is the development set. Looking at the top-ranked words according to \(\sigma_{\sim}^{(k)}\), we make the following two observations.

Firstly, the top-ranked words tend to have a more general as well as a narrower reading in the data. For Reddit, e.g., many of the top-ranked words denote concepts that have acquired a specialized sense during the Covid-19 pandemic such as “sanitation”, “isolating”, or “testing”. Occurrences with the narrower sense tend to have smaller values of \(\sigma_{\sim}^{(k)}\) than occurrences with the more general sense. We provide examples with linguistic and extralinguistic contexts in Table 2.

Secondly, the distributions of \(\sim_{ij}^{(k)}\) tend to have one or more pronounced peaks that correspond to different senses of \(x^{(k)}\). Given that \(e^{(k)}_{ij}\) is computed based on the identity of \(x^{(k)}\) and the extralinguistic context alone, the dynamic component

\(^7\)In cases where \(x^{(k)}\) is split into several WordPiece tokens by BERT, we follow previous work (Pinter et al., 2020) and take the average of the subword embeddings.
To exemplify further the social and temporal dynamics captured by dynamic contextualized word embeddings, we conduct an analysis of the word “sanitation”, which is the highest-ranked word according to $\sigma_{\text{sim}}^{(k)}$. We are particularly interested to see how the semantic drift of “sanitation” unfolded in the social network. We first choose a sequence of 10 equally distributed time points $T$, generate $e^{(k)}_{ij}$ for all subreddits at these points, and calculate the corresponding values of $\text{sim}^{(k)}_{ij}$. We then calculate for each subreddit the Pearson correlation coefficient $\rho$ between $T$ and $\text{sim}^{(k)}_{ij}$. $\rho$ is close to 0 for no meaning change, positive for meaning change towards a more general meaning (i.e., a word was used with a specialized sense that is now vanishing), and negative for meaning change away from a more general meaning (i.e., a word is becoming associated with a specialized sense). Thus, the lower $\rho$, the further the meaning of “sanitation” has moved away from its general use in a particular subreddit. The analysis shows that even though the meaning of “sanitation” has changed over the entire network, there are cliques that differ in their degree of drift (Figure 2). Interestingly, 7 of the 10 subreddits with the lowest value of $\rho$, i.e., the most pronounced semantic drift, are specifically dedicated to Covid-19.

### 6 Conclusion

We have introduced dynamic contextualized word embeddings that represent words as a function of both linguistic and extralinguistic context. Based on a PLM, specifically BERT, dynamic contextualized word embeddings model time and social space jointly, which makes them advantageous for the computational social sciences. We have applied dynamic contextualized word embeddings in sentiment analysis and masked language modeling, showing that they beat a strong baseline based on BERT. In addition, dynamic contextualized word embeddings allow to track social and temporal variability in word meaning, which we have showcased by an exploratory probe into semantic dynamics during the Covid-19 pandemic.
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A Appendices

A.1 Hyperparameters

The hyperparameters of the contextualizing component are as for BERT\textsubscript{BASE}. In particular, the dimensionality of the input embeddings $\tilde{e}^{(k)}$, $d_e$, is 768. For the dynamic component, the temporal vectors $(t_j, \tilde{t}_j)$ have a dimensionality $d_t$ of 20, and the social vectors $(s_i, \tilde{s}_i)$ have a dimensionality $d_s$ of 50. The node2vec vectors for the initialization of $\tilde{s}_i$ are trained on 10 sampled walks of length 80 per node with a window size of 10. The dimensionality $d_r$ of the joint representation of social and temporal context, $r_{ij}$, equals the sum of $d_s$ and $d_t$, i.e., 70. The GAT has two layers with four attention heads, respectively (activation function: tanh). All feed-forward networks have one layer (activation function: tanh). We do not compute offsets for BERT’s special tokens (e.g., padding tokens).

The search procedure of the remaining hyperparameters differs for the models trained on sentiment analysis and masked language modeling. For sentiment analysis, we use a batch size of 8 and perform grid search for the learning rate $l \in \{1 \times 10^{-6}, 3 \times 10^{-6}\}$ and the number of epochs $n \in \{1, \ldots, 6\}$ (number of hyperparameter search trials: 12). For masked language modeling, we use a batch size of 4 and perform grid search for the learning rate $l \in \{1 \times 10^{-6}, 3 \times 10^{-6}\}$ and the number of epochs $n \in \{1, \ldots, 6\}$ (number of hyperparameter search trials: 12). Models are trained with Adam (Kingma and Ba, 2015).

All experiments are performed on a GeForce GTX 1080 Ti GPU (11GB).