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Abstract—In this paper, we extend a framework that we developed earlier for coordination of connected and automated vehicles (CAVs) at a signal-free intersection by integrating a safety layer using control barrier functions. First, in our motion planning module, each CAV computes the optimal control trajectory using simple vehicle dynamics. The trajectory does not make any of the state, control, and safety constraints active. A vehicle-level tracking controller employs a combined feedforward-feedback control law to track the resulting optimal trajectory from the motion planning module. Then, a barrier-certificate module, acting as a middle layer between the vehicle-level tracking controller and physical vehicle, receives the control law from the vehicle-level tracking controller and using realistic vehicle dynamics ensures that none of the state, control, and safety constraints becomes active. The latter is achieved through a quadratic program, which can be solved efficiently in real time. We demonstrate the effectiveness of our extended framework through a numerical simulation.

I. INTRODUCTION

The influential work of Athens [1] on safely coordinating CAVs at merging roadways generated significant interest in this area. Several research efforts since then have considered a two-level optimization framework. This framework includes an upper-level optimization that yields, for each CAV, the optimal time to exit the control zone combined with a low-level optimization that yields for the CAV the optimal control input (acceleration/deceleration) to achieve the optimal time derived in the upper level subject to the state and control constraints. There have been several approaches in the literature to solve the upper-level optimization problem [2]–[7]. Given the solution of the upper-level optimization problem, a constrained optimal control problem is solved sequentially in the low-level optimization providing the optimal control input for each CAV. To address the low-level optimization problem, research efforts have used optimal control techniques [8]–[12], which yield closed-form solutions, and model predictive control [5], [13]–[15].

Other approaches in the literature have explored the idea of employing control barrier functions (CBF) to ensure the satisfaction of constraints in a safety-critical system. Ames et al. [16] presented a framework to unify safety constraints along with performance objectives of safety-critical system with affine control using CBFs and the control Lyapunov functions (CLFs), respectively. Under reasonable assumptions, they proved that CBF provides a necessary and sufficient condition on the forward invariance of a safe set. A comprehensive discussion of the recent effort on CBFs and their use to verify and enforce safety in the context of safety-critical controllers is provided in [17].

More recently, there have been a series of papers initially proposed by Xiao et al. [18], [19] on using CBFs in the coordination of CAVs [18]–[22]. Xiao et al. [19], provided a joint CBF and CLF approach to respond to inevitable perturbation and noise in a highway merging problem. Focusing on the highway merging problem in [18], the authors presented their two-step approach. First, using linearized dynamic and quadratic costs, they derived the unconstrained solution to the optimal control problem. Next, by formulating a QP at each time step, they tracked the optimal control trajectory using CLF and ensured the satisfaction of the constraints through CBF constraints. Khaled et al. [21] applied the formulation in [19] to a signal-free intersection, while Rodriguez and Fathi [20] employed the two-step formulation in [18] to a signalized intersection.

In this paper, we build upon the framework introduced in [10] consisting of a single optimization level aimed at both minimizing energy consumption and improving the traffic throughput. Utilizing the proposed framework, each CAV computes the optimal unconstrained control trajectory without activating any of the state, control, and safety constraints. One direct benefit of this framework is that it avoids the inherent implementation challenges in solving a constrained optimal control problem in real time. For cases where deviations between the actual trajectory and the planned trajectory exist, some constraints of the system may become active. To address this issue, one approach is to employ a replanning mechanism [23] which introduces an indirect feedback in the system. Another approach is to consider learning these deviations and uncertainties online [24]. Using CBF for safety-critical systems [16], we integrate a safety layer into our framework to guarantee that the planned trajectory does not violate any of the constraints in the system. Particularly, since safety constraints for each CAV involve the trajectory of other CAVs, inspired by the idea of environmental CBFs [25], we consider the evolution of other relevant CAVs in constructing our CBFs. By introducing a barrier certificate as a safety middle layer between the vehicle-level tracking controller and physical vehicle, we provide a reactive mechanism to guarantee constraint satisfaction in the system.

This paper advances the state of the art in several ways. First, in contrast to other efforts which attempt to address
satisfaction of all the constraints in the system through CBFs [19]–[22], in this paper, the motion planning module yields an optimal unconstrained trajectory which guarantees that state, control, and safety constraints are satisfied, while barrier-certificate module only intervenes if the deviations from the nominal optimal trajectory lead to violating the constraints. Second, in several research efforts using CBFs, the lateral safety is handled through imposing a FIFO queuing policy [18]–[21]. However, in our approach, we do not consider a FIFO queuing policy. Relaxing a FIFO queuing policy is not a trivial task since it introduces a constraint with higher relative degree, which requires special analysis.

The remainder of the paper is structured as follows. In Section II, we introduce the general modeling framework. In Section III, we present the motion planning, and in Section IV, we introduce the barrier-certificate modules. We provide simulation results in Section V, and concluding remarks in Section VI.

II. Model ing Framework

We consider a signal-free intersection (Fig. 1) which includes a coordinator that stores information about the intersection’s geometry and CAVs’ trajectories. The coordinator only acts as a database for the CAVs and does not make any decision. The intersection includes a control zone inside of which the CAVs can communicate with the coordinator. We call the points inside the control zone where paths of CAVs intersect and a lateral collision may occur as conflict points. Let \( O \subset \mathbb{N} \) be the set of conflict points, \( N(t) \in \mathbb{N} \) be the total number of CAVs inside the control zone at time \( t \in \mathbb{R}_{\geq 0} \), and \( \mathcal{N}(t) = \{1, \ldots, N(t)\} \) be the queue that designates the order in which each CAV entered the control zone.

Our coordination framework architecture consists of two main interconnected components called motion planning and barrier certificate. Using the simplified dynamics of each CAV, the motion planning module which is built based on the approach reported in [10] yields an optimal exit time from the control zone. The resulting optimal exit time corresponds to the unconstrained optimal control trajectory, derived using simple dynamics, and guarantees that none of the state, control, and safety constraints becomes active. The approach in [10] considers that a vehicle-level tracking controller can perfectly track the resulting optimal trajectory from the motion planning module. In this paper, however, we no longer consider this and introduce the vehicle-level tracking controller that employs a combined feedforward-feedback control law to track the resulting optimal trajectory from the motion planning module. Then, we introduce an intermediate barrier certificate module between the vehicle-level tracking controller and physical vehicle, which takes the reference control law, and by using complex vehicle dynamics, it ensures that none of the constraints in the system are violated.

III. Motion planning

For the motion planning module, we model the dynamics of each CAV \( i \in \mathcal{N}(t) \) as a double integrator

\[
\dot{p}_i(t) = v_i(t), \quad \dot{v}_i(t) = u_i(t),
\]

where \( p_i(t) \in P_i, v_i(t) \in V_i, \) and \( u_i(t) \in U_i \) denote position, speed, and control input at \( t \), respectively. Let \( t_i^0 \in \mathbb{R}_{\geq 0} \) be the time that CAV \( i \in \mathcal{N}(t) \) enters the control zone, and \( t_i^f \in \mathbb{R}_{\geq 0} \) be the time that CAV \( i \) exits the control zone. For each CAV \( i \in \mathcal{N}(t) \), the control input and speed are bounded by

\[
0 < v_{\text{min}} \leq v_i(t) \leq v_{\text{max}},
\]

where \( v_{\text{max}}, v_{\text{min}} \) are the control bounds and \( v_{\text{min}}, v_{\text{max}} \) are the minimum and maximum speed limits, respectively.

To guarantee rear-end safety between CAV \( i \in \mathcal{N}(t) \) and a preceding CAV \( k \in \mathcal{N}(t) \), we impose the following constraint,

\[
p_k(t) - p_i(t) \geq \gamma + \varphi v_i(t),
\]

where \( \delta_i(t) \) is the safe speed-dependent distance, while \( \gamma \) and \( \varphi \in \mathbb{R}_{\geq 0} \) are the standstill distance and reaction time, respectively.

Definition 1. For CAV \( i \in \mathcal{N}(t) \), and a conflict point \( n \in O \), \( s_i^n : \mathbb{R}_{\geq 0} \to \mathbb{R} \) is the function that gives the distance between CAV \( i \) and conflict point \( n \) (Fig. 1), and it is given by

\[
s_i^n(t) = p_i^n(t) - p_i(t), \quad \forall t \in \left[t_i^0, t_i^f\right],
\]

where \( p_i^n \) is the distance of the conflict point \( n \in O \) from the point that CAV \( i \) enters the control zone.

Let CAV \( j \in \mathcal{N}(t) \) be a CAV that has already planned its trajectory which might cause a lateral collision with CAV \( i \). CAV \( i \) can reach at conflict point \( n \) either after or before CAV \( j \). In the first case, we have

\[
s_i^n(t) + s_j^n(t) \geq \delta_i(t), \quad \forall t \in \left[t_i^0, t_i^f\right],
\]
where \( t^n_j \) is the known time that CA V \( j \) reaches the conflict point \( n \), i.e., position \( p^n_j \). The intuition in (6) is that at \( t^n_j \), \( s^n_j \) is equal to zero based on Definition 1, and CA V should maintain at least a safe distance \( \delta_i(t) \) from the conflict point \( n \). However, for \( t \in [t^n_j, t^f_j) \), \( s^n_j \) is a positive number, and hence \( s^n_j(t) \) needs to be greater than \( \delta_i(t) - s^n_j(t) \). Similarly, in the second case, where CA V reaches the conflict point \( n \) before CA V \( j \), we have

\[
s^n_i(t) + s^n_j(t) \geq \delta_i(t), \quad \forall t \in [t^n_i, t^n_j],
\]

(7)

where \( t^n_i \) is determined by the trajectory planned by CA V.

Since \( 0 < v_{\text{min}} \leq v_i(t) \), the position \( p_i(t) \) is a strictly increasing function. Thus, the inverse \( t_i(\cdot) = p_i^{-1}(\cdot) \) exists and it is called the time trajectory of CA V in [10]. Hence, we have \( t^n_i = p_i^{-1}(p^n_i) \). Therefore, for each candidate path of CA V, there exists a unique time trajectory which can be evaluated at conflict point \( n \) to find the time \( t^n_i \) that CA V reaches at conflict point \( n \).

However, to ensure the lateral safety between CA V and CA V \( j \) at conflict point \( n \), either (6) or (7) must be satisfied, and thus we impose the following lateral safety constraint on CA V:

\[
\max \left\{ \min_{t \in [t^n_i, t^n_j]} \{ s^n_i(t) + s^n_j(t) - \delta_i(t) \}, \min_{t \in [t^n_i, t^n_j]} \{ s^n_i(t) + s^n_j(t) - \delta_j(t) \} \right\} \geq 0.
\]

(8)

Next, we briefly review the motion planning module that includes the single-level optimization framework for coordination of CA V reported in [10]. In this framework, each CA V communicates with the coordinator to solve a time minimization problem, which determines \( t^f_i \). This optimal exit time corresponds to the unconstrained optimal control trajectory which guarantees that none of the state, control, and safety constraints becomes active. This trajectory is communicated back to the coordinator, so that the subsequent CAVs receive this information and plan their trajectories accordingly. Using the unconstrained optimal control trajectory in \( [t^n_i, t^f_i] \), we essentially avoid the inherent implementation challenges in solving a constrained optimal control in real time which requires piecing constrained and unconstrained arcs together [26, 27].

To formally define the motion planning problem, we first start with the unconstrained optimal control solution of CA V i, which has the following form [10]

\[
\begin{align*}
u_i(t) &= 6a_i t + 2b_i, \quad v_i(t) = 3a_i t^2 + 2b_i t + c_i, \quad p_i(t) = a_i t^3 + b_i t^2 + c_i t + d_i, \quad (9)
\end{align*}
\]

where \( a_i, b_i, c_i, \) and \( d_i \) are constants of integration. CA V i must also satisfy the boundary conditions

\[
\begin{align*}
p_i(t^n_i) &= 0, \quad v_i(t^n_i) = v_i^0, \quad (10)
p_i(t^f_i) &= p_i^f, \quad u_i(t^f_i) = 0, \quad (11)
\end{align*}
\]

where \( u_i(t^f_i) = 0 \) because the speed at the exit of the control zone is not specified [28]. The details of the derivation of the unconstrained solution are discussed in [10].

Next, we formally define the motion planning problem to minimize the exit time from the control zone.

**Problem 1.** Each CA V \( i \in \mathcal{N}(t) \) solves the following optimization problem at \( t^n_i \), upon entering the control zone

\[
\min_{t^f_i \in T_i(t^n_i)} t^f_i
\]

subject to: (4), (8), (9), (10), (11),

where the compact set \( T_i(t^n_i) \) is the set of feasible solution of CA V \( i \in \mathcal{N}(t) \) for the exit time computed at \( t^n_i \) using the speed and control input constraints (2)-(3), initial condition (10), and final condition (11). The derivation of this compact set is discussed in [27].

Solving Problem 1, CA V derives the optimal exit time, \( t^f_i \), corresponding to an optimal trajectory, \( \bar{u}_i(t), \bar{v}_i(t) \), which satisfies all the state, control, and safety constraints.

A vehicle-level tracking controller employs a combined feedforward-feedback control law \( u_i^{\text{ref}}(t) \) to track the resulting optimal trajectory from the motion planning module as follows

\[
u_i^{\text{ref}}(t) = \bar{u}_i(t) + k_p (\bar{v}_i(t) - p_i(t)) + k_v (v_i(t) - v_i(t)), \quad (13)
\]

where \( p_i(t) \) and \( v_i(t) \) are current observed position and speed of CA V i; respectively, while \( k_p, k_v \in \mathbb{R}_{>0} \) are feedback control gains.

**IV. BARRIER-CERTIFICATE**

In this section, we present our barrier-certificate module which is a middle layer between the vehicle-level tracking controller and physical vehicle. In this module, we consider more realistic model to describe the dynamics of each CA V \( i \in \mathcal{N}(t) \) as follows

\[
\dot{p}_i(t) = v_i(t), \quad \dot{v}_i(t) = u_i(t) - \frac{F_i(v_i(t))}{m_i}. \quad (14)
\]

Let \( F_i \in \mathbb{R}_{>0} \) correspond to all resisting forces including longitudinal aerodynamic drag force and rolling resistance force at tires, while \( m_i \in \mathbb{R}_{>0} \) is the mass of CA V [29, 30]. The net resisting force typically is approximated as a quadratic function of the CAV’s speed [29, Chapter 2], i.e.,

\[
F_i(v_i(t)) = \beta_0 + \beta_1 v_i(t) + \beta_2 v_i^2(t), \quad (15)
\]

where \( \beta_0, \beta_1, \beta_2 \in \mathbb{R}_{>0} \) are all constant parameters that can be computed empirically. We write (14) in a control-affine, vector form as

\[
\dot{x}_i(t) = \begin{bmatrix} v_i(t) \\ \frac{v_i(t)}{F_i(v_i(t))} \end{bmatrix} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u_i(t), \quad (16)
\]

where \( x_i(t) = [p_i(t), v_i(t)]^T \in \mathcal{P}_i \times \mathcal{V}_i \) denotes the state of the CAV i at t.

We first review some basic definitions and results from [16, 17] adapted appropriately to reflect our notation. Inspired by the idea of environmental CBFs [25], we construct
Definition 2. For CAV $i \in \mathcal{N}(t)$, the safe set $C$ is a zero-superlevel set of a continuously differentiable function $h : \mathcal{P}_i \times \mathcal{V}_i \rightarrow \mathbb{R}$,

$$C = \{x_i \in \mathcal{P}_i \times \mathcal{V}_i : h(x_i) \geq 0\}. \quad (17)$$

For those cases where a constraint of CAV $i$ depends also on another CAV $j$, i.e., in rear-end safety and lateral safety constraints, we define the coupled safe set next.

Definition 3. For CAV $i \in \mathcal{N}(t)$, the coupled safe set $C'$ with CAV $j \in \mathcal{N}(t)$ is a zero-superlevel set of a continuously differentiable function $z : D \subseteq (\mathcal{P}_i \times \mathcal{V}_i) \times (\mathcal{P}_j \times \mathcal{V}_j) \rightarrow \mathbb{R}$,

$$C' = \{(x_i, x_j) \in D : z(x_i, x_j) \geq 0\}. \quad (18)$$

Next, we define the safety of the CAV $i$, with longitudinal dynamics (16), with respect to the safe set $C$ and coupled safe set $C'$.

Definition 4. CAV $i$ with dynamics given by (16) is safe with respect to the safe set $C$ if the set $C$ is forward-invariant, namely, if $x_i(t_i^0) \in C$, $x_i(t) \in C$ for all $t \geq t_i^0$.

Definition 5. CAV $i$ with dynamics given by (16) is safe with respect to the coupled safe set $C'$ with CAV $j$, if the set $C'$ is forward-invariant, namely, if $(x_i(t_i^0), x_j(t_j^0)) \in C'$, $(x_i(t), x_j(t)) \in C'$ for all $t \geq t_i^0$.

We define the extended class $K_{\infty}$ function as a strictly increasing function $\alpha : \mathbb{R} \rightarrow \mathbb{R}$ with $\alpha(0) = 0$.

Definition 6 ([16]). Let $C$ be a safe set for CAV $i \in \mathcal{N}(t)$ for a continuously differentiable function $h : \mathcal{P}_i \times \mathcal{V}_i \rightarrow \mathbb{R}$. The function $h$ is a CBF if there exists an extended class $K_{\infty}$ function $\alpha(\cdot)$ such that for all $x_i \in C$, $\sup_{u_i \in U_i} \dot{h}(x_i, u_i) \geq -\alpha(h(x_i))$, where $\dot{h}(x_i, u_i) = \nabla h(x_i) \cdot \dot{x_i}$ and $\dot{x_i}$ is given by (16).

Theorem 1 ([16]). Let $C$ be a safe set for CAV $i \in \mathcal{N}(t)$ for a continuously differentiable function $h : \mathcal{P}_i \times \mathcal{V}_i \rightarrow \mathbb{R}$. If $h$ is a CBF on $\mathcal{P}_i \times \mathcal{V}_i$, then any Lipschitz continuous controller $u_i : \mathcal{P}_i \times \mathcal{V}_i \rightarrow U_i$ such that $u_i(x_i) \in A_h(x_i)$ renders the safe set $C$ forward invariant, where

$$A_h(x_i) = \{u_i \in U_i : \nabla h(x_i) \cdot \dot{x_i} \geq -\alpha(h(x_i))\}. \quad (19)$$

Inspired by the idea of environmental CBF [25], which considers the evolution of environment state in analyzing safety, we consider the evolution of other relevant CAVs in constructing the CBF for CAV $i$.

Definition 7. Let $C'$ be a coupled safe set for CAV $i$ and $j \in \mathcal{N}(t)$ for a continuously differentiable function $z : D \subseteq (\mathcal{P}_i \times \mathcal{V}_i) \times (\mathcal{P}_j \times \mathcal{V}_j) \rightarrow \mathbb{R}$. The function $z$ is a CBF if there exists an extended class $K_{\infty}$ function $\alpha(\cdot)$ such that for all $(x_i, x_j) \in C'$, $\sup_{u_i \in U_i} \dot{z}(x_i, u_i) \geq -\alpha(z(x_i, x_j))$, where

$$\dot{z}(x_i, u_i, x_j, u_j) = \nabla x_i z(x_i, x_j) \cdot \left(\frac{f_i(x_i) + g_i(x_i)u_i}{x_i} \right) + \nabla x_j z(x_i, x_j) \cdot \left(\frac{f_j(x_j) + g_j(x_j)u_j}{x_j} \right).$$

$$\nabla x_i z(x_i, x_j) = \left[\frac{\partial z(x_i, x_j)}{\partial p_i}, \frac{\partial z(x_i, x_j)}{\partial v_i}\right]^T, \quad (21)$$

$$\nabla x_j z(x_i, x_j) = \left[\frac{\partial z(x_i, x_j)}{\partial p_j}, \frac{\partial z(x_i, x_j)}{\partial v_j}\right]^T. \quad (22)$$

Theorem 2. Let $C'$ be a coupled safe set for CAV $i \in \mathcal{N}(t)$ and $j \in \mathcal{N}(t)$ for a continuously differentiable function $z : D \subseteq (\mathcal{P}_i \times \mathcal{V}_i) \times (\mathcal{P}_j \times \mathcal{V}_j) \rightarrow \mathbb{R}$. If $z$ is a CBF on $D$, then any Lipschitz continuous controller $u_i : D \rightarrow U_i$ such that $u_i(x_i, x_j) \in A_h(x_i, x_j)$ renders the coupled safe set $C'$ forward-invariant, where

$$A_z(x_i, x_j) = \{u_i \in U_i : \nabla x_i z(x_i, x_j) \cdot \dot{x}_i + \nabla x_j z(x_i, x_j) \cdot \dot{x}_j \geq -\alpha(z(x_i, x_j))\}. \quad (23)$$

Proof. The proof is similar to the one in [25, Theorem 2], and thus is omitted. $\square$

Next, we construct CBFs for (3)-(7). For the speed constraint (3) of CAV $i$, we consider $h_1(x_i) = v_{\text{max}} - v_i$, $h_2(x_i) = v_i - v_{\text{min}}$. From Definition 6 and choosing $\alpha_{q}(x) = \lambda_q x$, $\lambda_q \in \mathbb{R}_{>0}, q \in \{1, 2\}$, we have $h_1(x_i)$ and $h_2(x_i)$ as CBFs to ensure satisfying the speed limit constraint. Then, from Theorem 1, any control input $u_i$ should satisfy the following

$$u_i \leq \frac{F_i(v_i)}{m_i} + \lambda_1(v_{\text{max}} - v_i), \quad (24)$$

$$u_i \geq \frac{F_i(v_i)}{m_i} - \lambda_2(v_i - v_{\text{min}}). \quad (25)$$

Since rear-end safety constraint depends on both states of CAV $i$ and $k \in \mathcal{N}(t)$, we have $z_1(x_i, x_k) = p_k - p_i - (\gamma + \varphi \cdot v_i)$. From Definition 7 and choosing $\alpha_3(x) = \lambda_3 x$, $\lambda_3 \in \mathbb{R}_{>0}$, we have $z_1(x_i, x_k)$ as a CBF to guarantee satisfying the rear-end safety constraint. Using the result of Theorem 2, the control input $u_i$ should satisfy the following condition in order to satisfy the rear-end safety constraint,

$$u_i \leq \frac{1}{\varphi} [\lambda_3(p_k - p_i - (\gamma + \varphi v_i)) + v_k - v_i] + \frac{F_i(v_i)}{m_i}. \quad (26)$$

For the lateral-safety constraint (6), when $t_{k}^{p} > t_{p}^{o}$, we have $z_2(x_i, x_j) = s_{i}^{p} + s_{j}^{o} - \delta_1 = (p_{i}^{o} - p_{i}) + (p_{j}^{o} - p_{j}) - (\gamma + \varphi \cdot v_i)$. By choosing $\alpha_4(x) = \lambda_4 x$, $\lambda_4 \in \mathbb{R}_{>0}$, $z_2(x_i, x_j)$ is a CBF to guarantee satisfying the lateral safety constraint. For this case, the control input $u_i$ should satisfy the following condition in order to satisfy constraint (6),

$$u_i \leq \frac{1}{\varphi} [\lambda_4(s_{i}^{p} + s_{j}^{o} - \delta_1) - (v_i + v_j)] + \frac{F_i(v_i)}{m_i}. \quad (27)$$
For the lateral-safety constraint (7), we have
\[ z_3(x_i, x_j) = s_n^i + s_n^j - \delta_j. \] (28)
However, since \( \dot{z}_3 \) does not depend on \( u_t \), (28) cannot be a valid CBF for CAV \( i \). These type of constraints are called constraints with higher relative degree \( r > 1 \). For example, the relative degree of (7) is equal to 2. A complete analysis of handling higher relative degree constraints in general cases is given in [31].

Next, we use a higher order CBF based on [31, Definition 7, Theorem 5], and extend it to our case with coupled constraints. We first form a series of functions \( \psi_q : D \subseteq (P_i \times V_i) \times (P_j \times V_j) \rightarrow \mathbb{R}, q = \{0, 1, 2\} \) as
\[
\begin{align*}
\psi_0(x_i, x_j) &= z_3(x_i, x_j), \\
\psi_1(x_i, x_j) &= \psi_0(x_i, x_j) + \alpha_2(\psi_0(x_i, x_j)), \\
\psi_2(x_i, x_j) &= \psi_0(x_i, x_j) + \alpha_6(\psi_1(x_i, x_j)),
\end{align*}
\] (29)
where \( \alpha_5(\cdot) \) and \( \alpha_6(\cdot) \) are extended class \( K_{\infty} \) functions. The zero-superlevel sets of \( \psi_0 \) and \( \psi_1 \) are given by \( C'_1 = \{(x_i, x_j) \in D : \psi_0(x_i, x_j) \geq 0\}, C'_2 = \{(x_i, x_j) \in D : \psi_1(x_i, x_j) \geq 0\} \). Based on [31, Definition 7], if there exist extended class \( K_{\infty} \) functions \( \alpha_5(\cdot) \) and \( \alpha_6(\cdot) \) such that \( \psi_q(x_i, x_j) \geq 0 \) for all \( (x_i, x_j) \in C'_1 \cap C'_2 \), \( z_3(x_i, x_j) \) is a higher order CBF. From [31, Theorem 5], if \( (x_i(t^n_i), x_j(t^n_j)) \in C'_1 \cap C'_2 \), then any Lipschitz continuous controller \( u_t : D \rightarrow \mathbb{R} \) such that \( u_t(x_i, x_j) \in A_{\psi}(x_i, x_j) \) renders the set \( C'_1 \cap C'_2 \) forward invariant, where
\[
A_{\psi}(x_i, x_j) = \{u_t \in U_t : \psi_2(x_i, x_j) \geq 0\}. \] (30)

**Theorem 3.** The allowable set of control actions that renders the set \( C'_1 \cap C'_2 \) forward invariant, \( A_{\psi} \), is given by
\[
u_t \leq -\lambda_5(v_i + v_j) + \frac{F_r(v_i)}{m_i} + \frac{F_r(v_j)}{m_j} - \frac{\varphi \beta_1 F_r(v_j)}{m^2_j} - 2\varphi \beta_2 v_j F_r(v_j) + \frac{(\varphi \beta_1 + 2\varphi \beta_2 v_j - \lambda_5 \varphi - 1)u_j}{m_j} \nonumber \]
\[
- \varphi \dot{u}_j + \lambda_6 \psi_1. \nonumber \] (31)

**Proof.** Due to the lack of space, the proof is omitted and can be found in the longer version of the paper [32]. \( \square \)

Depending on the the arrival time at conflict point \( n \) for CAV \( i \) and \( j \) \( (t^n_i \) and \( t^n_j \), respectively), we must satisfy (27) or (31) as follows
\[
\begin{cases}
    u_t \leq A, & \text{if } t^n_i > t^n_j, \\
    u_t \leq B, & \text{if } t^n_i < t^n_j,
\end{cases} \] (32)
where
\[
A = \frac{1}{\varphi} \left[ \lambda_4(s_i^n + s_j^n - \delta_i) - (v_i + v_j) \right] + \frac{F_r(v_i)}{m_i}, \] (33)
\[
B = \lambda_5(v_i + v_j) + \frac{F_r(v_i)}{m_i} + \frac{F_r(v_j)}{m_j} - \frac{\varphi \beta_1 F_r(v_j)}{m^2_j} - 2\varphi \beta_2 v_j F_r(v_j) + \frac{(\varphi \beta_1 + 2\varphi \beta_2 v_j - \lambda_5 \varphi - 1)u_j}{m_j} \nonumber \]
\[
- \varphi \dot{u}_j + \lambda_6 \psi_1. \nonumber \] (34)

Next, we formulate an optimization problem based on QP for our barrier-certificate module. This QP can be solved at discrete time step to verify the reference control input \( u^r_{i_{ref}}(t) \), resulting from the vehicle-level tracking controller. In case of a potential violation, QP minimally modifies the control input to guarantee the satisfaction of all constraints.

**Problem 2.** Each CAV \( i \in N(t) \) at time \( t \) observes its state \( x_i \) and accesses the states and control inputs, \( x_j \) and \( u_j \), respectively, of neighbour CAVs. Then, \( i \) solves the following optimization problem to find the safe control input.
\[
u^r_{i_{ref}}(t) = \arg \min_{u_t(t)} \frac{1}{2} \|u_t(t) - u^r_{i_{ref}}(t)\|^2 \] (35)
subject to:
\[
(2), (24), (25), (26), (32), \nonumber \]
where each constraining parameter (3)-(7) for CAV \( i \) are mapped to the control input constraint using the appropriate CBFs (19), (23), or (30). Note that \( u^r_{i_{ref}}(t) \) is the combined feedforward-feedback control law to track the resulting optimal trajectory from the motion planning module III.

Since the control input is bounded, the feasibility of the QP in Problem 2 can be ensured by choosing appropriate \( \lambda_q \in \mathbb{R}_{\geq 0} \) for class \( K_{\infty} \) functions \( \alpha_q(x), q \in \mathbb{N} \). Note that in this paper, we chose linear class \( K_{\infty} \) functions; however, one may decide to choose a different form for their class \( K_{\infty} \). Analyzing the effects of the choice of \( K_{\infty} \) on the control input’s feasible space is left for future work.

**V. SIMULATION RESULTS**

To show the performance of our framework, we investigate the coordination of 24 CAVs at a signal-free intersection shown in Fig. 1. The CAVS enter the control zone from 6 different paths (Fig. 1) with a total rate of 3600 veh/hour while their initial speed is uniformly distributed between 12 m/s and 14 m/s. We consider the length of the control zone and road width to be 212 m and 3 m, respectively. The rest of the parameters for the simulation are \( v_{\text{min}} = 0.2 \) m/s, \( v_{\text{max}} = 20 \) m/s, \( u_{\text{max}} = 2 \) m/s, \( u_{\text{min}} = -2 \) m/s, \( \gamma = 2.5 \) m, \( \varphi = 0.5 \) s, \( k_p = k_v = 1.5 \), \( \Delta t = 0.1 \) s. We used lsqmin in Matlab to solve Problem 2 and ODE45 to integrate the vehicle dynamics. Videos from our simulation can be found at the supplemental site, https://sites.google.com/view/ud-ids-lab/BCOCF.

Figs. 2 demonstrates the control input for a selected CAV in the simulation. The blue line in Fig. 2 shows the reference control input from the feedforward-feedback control law (13), and the dashed red line denotes the resulting optimal control trajectory from the motion planning module. The black line shows the applied control input at each time step resulting from the Solution of Problem 2. It can be seen that around 16.5 s the barrier-certificate module overrides the reference control input in order to satisfy the speed limit constraint. Moreover, the mean and standard deviation of computation times for the motion planning module are 0.029 s and 0.0331 s; respectively, and for barrier-certificate module are 0.0063 s and 0.0026 s, respectively.
VI. CONCLUDING REMARKS AND DISCUSSION

In this paper, we enhanced the motion planning framework for coordination of CAVs introduced in [10] through employing CBFs to provide an additional safety layer and ensure satisfaction of all constraints in the system. In the motion planning module, each CAV first uses simple longitudinal dynamics to derive the optimal control trajectory without activating any constraint. In a real physical system, we require a vehicle-level controller to track the resulting optimal trajectory. However, due to the inherent deviations between the actual trajectory and the planned trajectory, the system’s constraints may become active. We addressed this issue by introducing a barrier-certificate module based on a more realistic dynamics as a safety middle layer between the vehicle-level tracking controller and physical vehicle to provide a reactive mechanism to guarantee constraint satisfaction in the system. Future work should validate this framework beyond simulation using a physical system.
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