Centrality and pseudorapidity dependence of charged hadron production at intermediate $p_T$ in Au + Au collisions at $\sqrt{s_{NN}} = 130$ GeV
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We present STAR measurements of charged hadron production as a function of centrality in Au + Au collisions at $\sqrt{s_{NN}} = 130$ GeV. The measurements cover a phase space region of $0.2 < p_T < 6.0$ GeV/c in transverse momentum and $|\eta| < 1$ in pseudorapidity. Inclusive transverse momentum $dN/d\eta$ distributions of charged hadrons in the pseudorapidity region $0.5 < |\eta| < 1$ are reported and compared to our previously published results for $|\eta| < 0.5$. No significant difference is seen for inclusive $p_T$ distributions of charged hadrons in these two pseudorapidity bins. We measured $dN/d\eta$ distributions and truncated mean $p_T$ in a region of $p_T > p_T^{cut}$, and studied the results in the framework of participant and binary scaling. No clear evidence is observed for participant scaling of charged hadron yield in the measured $p_T$ region. The relative importance of hard scattering processes is investigated through binary scaling fraction of particle production.

PACS numbers: 25.75.Dw, 25.75.-q
I. INTRODUCTION

Quantum Chromodynamics (QCD) is considered to be the underlying theory of the strong interaction which governs hadron production in nuclear collisions. The strong interaction is usually divided into soft processes, which involve small momentum transfer, and hard processes, which can be calculated using perturbative QCD. The Relativistic Heavy Ion Collider (RHIC) experiments at the Brookhaven National Laboratory investigate properties and evolution of matter at high temperature and energy density. At RHIC energies, the hard processes become more evident in comparison to previous heavy ion experiments and can be used to probe the early state of the collision system. A high energy parton produced via hard scattering may lose energy in the hot/dense medium through gluon bremsstrahlung and multiple scatterings before hadronization, leading to a suppression of high $p_T$ hadron production. The magnitude of the energy loss provides an indirect signature of QGP formation. Since parton energy loss is directly proportional to gluon density, the energy loss would be much larger in a partonic medium than in hadronic matter.

Partonic energy loss can be investigated through comparison of hadron yield as a function of $p_T$ between nucleus-nucleus collisions and $p + p$ or $\bar{p} + p$ collisions. In order to do so, scaling factors which account for the comparison of hadron yield as a function of $p_T$ will be used. For instance, the study [3] found a much larger shadowing effect for heavy nuclei at RHIC. Therefore, a measurement of particle production as a function of $p_T$ and pseudorapidity may provide a constraint on the shadowing effect.

Partonic energy loss may also be studied by the pseudorapidity dependence of hadron production. Change of pseudorapidity due to change of momentum is

$$
\delta\eta = \frac{p_z}{p} \left( \frac{\delta p_z}{p_z} - \frac{\delta p_T}{p_T} \right).
$$

The pseudorapidity distributions were modified as a result of the parton energy loss if the momentum change rate ($\delta p/p$) due to the energy loss is different along the transverse and longitudinal direction. In addition, Polleti and Yuan [12] pointed out that the degree of the energy loss may also depend on the pseudorapidity region in which a jet is produced because the energy loss is proportional to the particle density in pseudorapidity. The pseudorapidity dependence of high $p_T$ hadron production provides a means to probe the initial density of matter along both the transverse and longitudinal directions.

In this article, we present measurements of hadron production in Au + Au collisions at $\sqrt{s_{NN}} = 130$ GeV as a function of centrality, $p_T$ and $\eta$. In Sec. II we will briefly describe the STAR experimental setup and then give a description of data analysis techniques that were used to obtain the inclusive transverse momentum distributions for charged hadrons. We will also discuss the parameterization of inclusive transverse momentum distributions in $p + p$ collisions at $\sqrt{s} = 130$ GeV and the calculations of $N_{\text{part}}$ and $N_{\text{bin}}$. In Sec. III results from the data analysis will be reported and compared with model calculations. Physics implications of our measurements are discussed in Sec. IV. And we will then summarize our measurements in Sec. V.

II. ANALYSIS

A. Experimental Setup and Data

Measurements presented in this article are based on two data sets of Au + Au collisions at $\sqrt{s_{NN}} = 130$ GeV, which were recorded by the STAR detector at RHIC. A detailed description of the STAR detector can be found elsewhere [16]. The two data sets comprise minimum bias and central collision triggered events which correspond to approximately the most central 10% of the Au + Au geometric cross section. Charged particle tracks of an event were detected in the Time Projection Chamber (TPC) with a pseudorapidity coverage $|\eta| < 1.8$ and complete azimuthal symmetry. The transverse momentum of a track is determined by fitting a circle through the transverse coordinates of the primary event vertex and the space points along the track in the TPC. The total momentum can be calculated using this radius of curvature in a 0.25 T magnetic field and the polar angle of the track. The procedure involves a three dimensional fit using three coordinates of the primary vertex determined from all of the tracks reconstructed in the TPC. The primary vertex position along the beam direction, $z_{\text{vertex}}$, has a wide spread with one standard deviation about 100 cm. To increase detection efficiency of the tracks within
$|\eta| < 1$, we required the events to have a primary vertex $|z_{vtx}| < 75 \text{ cm}$. After the event selection cuts, the minimum bias data set contained $\sim 181k$ events and the central data set contained $\sim 365k$ events.

Centrality selection is based on the uncorrected primary charged particle multiplicity $N_{ch}$ within $|\eta| < 0.75$ and $p_T < 1.5 \text{ GeV}/c$. The requirement on $\eta$ range maximizes the number of tracks used to define centrality in an event while keeping the tracking acceptance approximately constant. The percentage of the geometric cross section is determined in the same way as that published by STAR previously, where the negatively charged hadron multiplicity $N_{h^-}$ distribution within $|\eta| < 0.5$ was used. The data set is divided into seven centrality bins, and the most central bin is 0–5% (the top 5% of the multiplicity distribution) while the most peripheral bin is 60–80%.

The analysis in this article covers a transverse momentum range of $0.2 < p_T < 6.0 \text{ GeV}/c$. Accepted primary tracks have $|\eta| < 1$, at least 25 space points in the TPC used in the track fit out of 45 pad rows, a fit probability of being a primary track greater than 0.05, and a distance of closest approach to the primary vertex less than 1 cm. These track quality cuts were varied to estimate the systematic uncertainty. Acceptance and efficiency were determined by embedding simulated tracks into actual Au + Au collision events.

The measured high $p_T$ hadron yield is sensitive to small spatial distortions of the TPC alignments in both azimuthal and longitudinal directions. A measurement of the summed hadron yield, $(h^+ + h^-)/2$, is less sensitive to such distortions than the yield of one charge sign alone. Using 12 sectors from each of the TPC ends as independent detectors for high $p_T$ hadrons, we estimated the sectorwise (azimuthal direction) variations of the yields to be less than 5%. The variation of the yield between the hadrons crossing and not crossing the central membrane of the TPC was found to be approximately proportional to $p_T$ with a value of 11% at $p_T = 5.5 \text{ GeV}/c$. The typical correction factors for the acceptance and efficiency are given in Table I Has “Tracking”. The systematic uncertainties incorporate acceptance, efficiency, track quality cuts, and the effects of the spatial nonuniformity. The tracking and other correction factors and their systematic uncertainties given in Table I for $|\eta| < 0.5$ differ from those given in our previous paper because different track quality cuts and other correction procedures were used.

Finite momentum resolution trends to spread particles to neighboring bins in a momentum histogram, especially for an exponentially falling spectrum. This smearing effect cannot be neglected at higher $p_T$ where the momentum resolution is limited by the strength of the magnetic field and the TPC spatial resolution. We used the embedding technique to determine the $p_T$ resolution. For $p_T > 0.5 \text{ GeV}/c$ within $|\eta| < 0.5$ the Gaussian distribution of track curvature $k \propto 1/p_T$ has a relative width of $\delta k/k = 0.013 + 0.015p_T/(\text{GeV}/c)$ for central events and $\delta k/k = 0.012 + 0.012p_T/(\text{GeV}/c)$ for peripheral events.

Within $0.5 < |\eta| < 1$, $\delta k/k = 0.014 + 0.010p_T/(\text{GeV}/c)$ for central events and $\delta k/k = 0.014 + 0.0072p_T/(\text{GeV}/c)$ for peripheral events.

The fact that the $p_T$ resolution for $0.5 < |\eta| < 1$ is better than that for $|\eta| < 0.5$ is due to the competition between two opposing effects. For a given $p_T$ track in the TPC, the hadron with higher $\eta$ tends to have fewer space points, hence poorer resolution, but shorter drift distance, hence better resolution.

The magnitude of the $p_T$ resolution determined from the embedding technique did not include the effect of the primary vertex resolution. The effects of the $p_T$ smearing due to the primary vertex resolution, to the charge-sign-dependent distortion, and to the weak decay background, have been empirically derived from the comparison between real and embedded tracks. The combined effect within $0.5 < |\eta| < 1$ was found to be larger than that within $|\eta| < 0.5$. This is partially due to the fact that the magnitude of the charge-sign-dependent distortion in the higher $\eta$ region is larger.

The two contributions have been convoluted into a power law function to fit the data, and then the ratio of the fitted function to its convoluted one gives the $p_T$ smearing correction factor. Because the two contributions have opposite $|\eta|$ dependence, the overall $p_T$ smearing correction factors for the two $\eta$ regions happen to be comparable. The typical $p_T$ smearing correction factors and their systematic uncertainties are also given in Table I.

B. Background

The most significant backgrounds for the high $p_T$ charged hadron yield as seen in Table I come from particle weak decays and antinucleon annihilation in detector material. The contamination rate for each background source was estimated using detector response simulations with events generated by the HIJING model. However, the $p_T$ dependence of production of weakly decaying particles, primarily $K_S^0, \Lambda, \bar{\Lambda}$, and of antinucleons, $\bar{p}, \bar{n}$, in HIJING is not consistent with experimental measurements. We corrected those predicted yields using the measured spectra of $\bar{p}$, $\Lambda, \bar{\Lambda}$, and $K_S^0$, together with those of $h^+$, for $p_T < 2.4 \text{ GeV}/c$ in the mid-rapidity region in the most central bin. The corrections used in calculating the background fractions are shown in the upper panel of Fig. I. The curves are polynomial fits to the data points and are used in the interpolation due to different $p_T$ binning. For $p_T > 2.4 \text{ GeV}/c$ we simply assumed the yield ratios to be constant. Systematic uncertainties of 50% and 100% of the overall background fraction are assigned for the regions of $p_T < 2.4 \text{ GeV}/c$ and $p_T > 2.4 \text{ GeV}/c$, respectively.

The contamination rate for all background sources shows almost no centrality dependence from the Monte Carlo HIJING events. Therefore, centrality dependence of the background fraction is mainly determined by the
measured spectra in various centrality bins. In the lower panel of Fig. 1 we show the measured transverse mass \((m_T = \sqrt{p_T^2 + m_h^2})\) inverse slope parameters of exponential fits to \(\bar{p}\) and \(\Lambda\) and \(K^0\) spectra in the mid-rapidity region as functions of the measured negatively charged hadron multiplicity \(N_{h^-}\) within \(|\eta| < 0.5\). We use these to correct for different centrality binning in our analysis. The polynomial fits are used to interpolate the inverse slope parameters in the centrality bins used in this analysis.

Pseudorapidity dependence of the background fraction is studied using the Monte Carlo HIJING events. For \(p_T < 2\) GeV/c the \(\eta\)-dependence of backgrounds is negligible within \(-1 < \eta < 1\) while for \(p_T > 2\) GeV/c the background fraction decreases with \(p_T\) and \(|\eta|\). For example, at \(p_T = 5.5\) GeV/c the background fraction predicted within \(0.5 < |\eta| < 1\) is only 40% of that within \(|\eta| < 0.5\). The typical background correction factors and their systematic uncertainties are given in Table 1. The total systematic uncertainties of the measured spectra within \(|\eta| < 0.5\) \((0.5 < |\eta| < 1)\) at the highest bin \(p_T = 5.5\) GeV/c are \(\approx 24\% \approx 18\%\) for central events and \(\approx 17\% \approx 15\%\) for peripheral events.

In the absence of any \(NN\) collision data at \(\sqrt{s} = 130\) GeV, a \(NN\) reference spectrum is obtained by extrapolation of the UA1 \(\bar{p} + p\) data for \(\sqrt{s} = 200 - 900\) GeV \(^\text{25}\). The UA1 inclusive charged particle \(p_T\) spectra within |\(\eta| < 2.5\) were fitted by the pQCD inspired power law function

\[
\frac{1}{2\pi p_T} \frac{d^2N}{dp_T d\eta} = C \left( 1 + \frac{p_T}{p_0} \right)^{-n}.
\]

The fit parameters were used to extrapolate to our energy, giving \(C_{\text{in}} = 267^{+4}_{-6}\) mb/(GeV/c)^2 \((\sigma_{\text{in}}\) denotes the inelastic cross section of \(NN\) collisions), \(p_0 = 1.90^{+0.17}_{-0.09}\) GeV/c, and \(n = 12.98^{+0.92}_{-0.47}\) at \(\sqrt{s} = 130\) GeV \(^\text{4}\). The superscripts and subscripts are curves that bound the systematic uncertainty.

However, the UA1 acceptance is different from STAR’s. Corrections were made to the UA1 reference for our \(\eta\) acceptance based on two independent pQCD calculations: PYTHIA \(^\text{26}\) and Vitev \(^\text{27}\). When the \(K\) factor in PYTHIA is set to 1.5, PYTHIA calculations for 200 GeV \(\bar{p} + p\) collisions are in reasonable agreement with the UA1 measurement of the inclusive charged particle \(p_T\) spectrum \(^\text{25}\) and with the UA5 measurement of the pseudorapidity density distribution \(^\text{28}\). Similar PYTHIA calculations are in reasonable agreement with the STAR measurement of the inclusive charged hadron \(p_T\) spectrum within \(|\eta| < 0.5\) for \(p + p\) collisions at \(\sqrt{s} = 200\) GeV \(^\text{3}\). Fig. 2 shows the \(p_T\)-dependent correction functions for two \(\eta\) regions at \(\sqrt{s} = 130\) GeV, obtained by averaging over the two pQCD calculations. The solid curve is the ratio of \(d^2N/p_T d\eta\) within \(|\eta| < 0.5\) to that within \(|\eta| < 2.5\), and the shaded area shows its systematic uncertainty. The dot-dashed curve shows the same ratio for 0.5 < |\(\eta| < 1\), and the similar magnitude of the uncertainty on the ratio of 0.5 < |\(\eta| < 1\) to |\(\eta| < 2.5\) is not shown. Multiplicative corrections of 1.35 \pm 0.09 and 1.33 \pm 0.09 at \(p_T = 5.5\) GeV/c have been obtained for |\(\eta| < 0.5\) and for 0.5 < |\(\eta| < 1\), respectively.
TABLE I: Typical multiplicative correction factors and systematic uncertainties, applied to the yields for peripheral and central collisions within $|\eta| < 0.5$ and with $0.5 < |\eta| < 1$.

| Pseudorapidity | $p_T = 2$ GeV/c | $p_T = 5.5$ GeV/c |
|----------------|-----------------|-------------------|
| Centrality     | 60–80%          | 0–5%              | 60–80%          | 0–5%              |
| $|\eta| < 0.5$    |                 |                   |                 |                   |
| Tracking       | $1.16 \pm 0.10$ | $1.71 \pm 0.15$  | $1.22 \pm 0.16$ | $1.65 \pm 0.22$  |
| $p_T$ Smearing | $1.01 \pm 0.01$ | $1.00 \pm 0.01$  | $0.89 \pm 0.02$ | $0.70 \pm 0.06$  |
| Background     | $0.92 \pm 0.04$ | $0.88 \pm 0.06$  | $0.90 \pm 0.10$ | $0.85 \pm 0.15$  |
| $0.5 < |\eta| < 1$ |                 |                   |                 |                   |
| Tracking       | $1.29 \pm 0.11$ | $1.78 \pm 0.15$  | $1.31 \pm 0.18$ | $1.71 \pm 0.23$  |
| $p_T$ Smearing | $1.01 \pm 0.01$ | $1.01 \pm 0.01$  | $0.89 \pm 0.02$ | $0.72 \pm 0.07$  |
| Background     | $0.92 \pm 0.04$ | $0.88 \pm 0.06$  | $0.96 \pm 0.04$ | $0.94 \pm 0.06$  |

D. Participant and Binary Collision Determination

The number of participant nucleons, $N_{\text{part}}$, and the number of binary nucleon-nucleon collisions, $N_{\text{bin}}$, in a nucleus-nucleus collision are used to compare experimental results with model predictions. Unfortunately, at RHIC $N_{\text{part}}$ and $N_{\text{bin}}$ cannot be measured directly and have to be obtained in a model-dependent way. Considerable discrepancy exists among various model calculations, especially for peripheral collisions. We first investigate $N_{\text{part}}$ and $N_{\text{bin}}$ obtained from a Monte Carlo (MC) Glauber model calculation. In the Monte Carlo Glauber model, each of the nucleons in a nucleus A is randomly distributed using a Woods-Saxon nuclear density distribution

$$\rho(r) = \frac{\rho_0}{1 + \exp((r - r_0)/D)},$$

with normalization to $\int \rho(r)dr = A$ and parameters: nuclear radius $r_0$ and surface diffuseness $D$. All nucleons in either nucleus for a nucleus-nucleus collision are required to be separated by a minimum distance. The calculated $d\sigma/dN_{\text{part}}$ or $d\sigma/dN_{\text{bin}}$ distribution was divided into bins corresponding to common fractions of the total geometric cross section to extract the average $N_{\text{part}}$ or $N_{\text{bin}}$ for each centrality bin. The systematic uncertainties on $N_{\text{part}}$ and $N_{\text{bin}}$ were estimated by varying the Woods-Saxon parameters, by varying the $r_0$ value, and by including a 5% uncertainty in the determination of the total geometric cross section.

We also investigate calculations of $N_{\text{part}}$ and $N_{\text{bin}}$ using two dynamic models, HIJING and VENUS. We compare these calculations with results from the Monte Carlo Glauber model calculation to shed light on the model dependent uncertainties of $N_{\text{part}}$ and $N_{\text{bin}}$.

The VENUS model is based on the Gribov-Regge theory and string fragmentation. The HIJING generator is an example of a two-component model: the momentum transfer of the soft process is treated phenomenologically and the hard processes are calculated by pQCD. The excited nucleons after collisions are stretched out as quark-diquark strings and fragment based on the Lund fragmentation scheme. The parton energy loss in dense medium (quenching) and nuclear modification of parton structure functions (shadowing) are also modeled in HIJING.

Both dynamic models describe nuclear collision geometry using the Woods-Saxon nuclear density distribution and the eikonal formalism to determine the probability for each binary nucleon-nucleon collision, and to compute $N_{\text{part}}$ and $N_{\text{bin}}$. Table shows the comparisons of the nuclear geometries implemented in HIJING, VENUS, and the Monte Carlo Glauber model for Au + Au collisions at $\sqrt{s_{NN}} = 130$ GeV. The overlap function, which defines the probability for a nucleon-nucleon collision at a given impact parameter $b$, has the form of $1 - \exp(-2\Omega(b))$ in HIJING with $\Omega(b)$ defined in Table (\(\mu_0 = 3.9\) and $\pi b_g^2(s) = \sigma_{\text{soft}}(s)/2$) while it is a step function, $\theta(R - b)$, in VENUS and MC Glauber.

The correspondence between the centrality classes defined by measured charged particle multiplicity and those defined by modeled impact parameter was used to extract the average $N_{\text{part}}$ and $N_{\text{bin}}$ from these dynamic models for a given centrality bin. Variations of average $N_{\text{part}}$ and $N_{\text{bin}}$ for different centrality selections were estimated using the Monte Carlo events from the HIJING model. The event classes corresponding to the same fractional cross section were selected by cuts on $b$, $N_{\text{ch}}$, $N_{\text{part}}$, and $N_{\text{bin}}$. The average $N_{\text{part}}$ and $N_{\text{bin}}$ by different cuts in HIJING are consistent within 2% for each centrality bin except the 60–80% most peripheral bin, where the discrepancy is at a level of 6%.

The results of $N_{\text{part}}$ and $N_{\text{bin}}$ from the models are shown in Fig. as their ratios to $N_{\text{part}}$ or $N_{\text{bin}}$ from the Monte Carlo Glauber calculation. The participant scaling exponents $\alpha$, which are defined in the expression
TABLE II: Comparisons of nuclear geometries implemented in various models for 130 GeV Au + Au collisions.

| Model          | HIJING 1.35 | VENUS 4.12 | MC Glauber |
|----------------|-------------|------------|------------|
| Woods-Saxon Parameters | $r_0 = 6.38$ fm | $r_0 = 6.04$ fm | $r_0 = 6.5 \pm 0.1$ fm |
|                 | $D = 0.535$ fm | $D = 0.540$ fm | $D = 0.535 \pm 0.027$ fm |
| Minimum Distance of Two Nucleons | 0.4 fm | 0.8 fm | 0.4 fm |
| Nucleon-Nucleon Overlap Function | $\Omega(b) = (1 + \sigma_{jet}/\sigma_{soft}) \chi_0(\xi)$ | $\chi_0(\xi) = \mu_0^2 (\mu_0 \xi)^3 K_3(\mu_0 \xi)/96$ | $\theta(R - b)$ |
| Maximum Impact Parameter | 25.6 fm | 24.1 fm | no restriction |
| Nucleon-Nucleon Cross Section $\sigma_{nn}$ | 38.7 mb | 37.4 mb | 41 $\pm$ 1 mb |
| Total Geometric Cross Section | 7.27 b | 7.34 b | 6.9 $\pm$ 0.4 b |

![Fig. 3](image1.png)

FIG. 3: Ratio of the number of participants $N_{part}$ (upper panel) or the number of binary collisions $N_{bin}$ (lower panel) determined from different models to that from a Monte Carlo Glauber calculation. Shaded areas show the uncertainties of $N_{part}$ or $N_{bin}$ from the Monte Carlo Glauber calculation. Curves are to guide the eye.
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FIG. 4: Inclusive $p_T$ distributions of $(h^+ + h^-)/2$ within $0.5 < |\eta| < 1$. Noncentral bins are scaled down by the indicated factors. The combined statistical and systematic errors are shown. Curves are fits to the power law function. Hash marks at the top indicate bin boundaries for $p_T > 1.5$ GeV/c.

III. RESULTS

Inclusive $p_T$ distributions of $(h^+ + h^-)/2$ within $|\eta| < 0.5$ have been published previously [4]. The independent analysis reported in this article shows that the differences to the published results for all measured $p_T$ points are within 10%, which is comparable to the systematic uncertainties for $p_T < 2$ GeV/c and is less than the systematic uncertainties for the high $p_T$ region. Fig. 4 shows inclusive $p_T$ distributions of $(h^+ + h^-)/2$ within $0.5 < |\eta| < 1$ for various centrality bins. The error bars are the quadrature sum of statistical error and systematics uncertainty, and are dominated by the latter except for the highest $p_T$ point in the peripheral bins. The curves in Fig. 4 are power law function (Eq. 2) fits to the spectra.
Fig. 5 shows ratios of $p_T$ distributions within $0.5 < |\eta| < 1$ to those within $|\eta| < 0.5$ in various centrality bins. Error bars show statistical errors while caps are the quadrature sum of statistical errors and remaining systematic uncertainties.

Fig. 6 shows ratios of $p_T$ distributions within $0.5 < |\eta| < 1$ to those within $|\eta| < 0.5$ in various centrality bins. Note that Fig. 5 and the succeeding figures utilize the $p_T$ distributions within $|\eta| < 0.5$ obtained here. Using identical cuts and correction procedures across the full pseudorapidity region minimizes the systematic uncertainties in the relative comparisons. The error bars in Fig. 6 show statistical errors only while the caps are the quadrature sum of statistical errors and systematic uncertainties which cannot be canceled out. Remaining systematic uncertainty includes the variation due to track quality cuts, the uncertainties of the $p_T$ smearing corrections for the two $\eta$ regions, and the partial uncertainty of background subtraction related to the $\eta$-dependent part discussed in Sec. II.

Fig. 7 shows the same ratio of $0.5 < |\eta| < 1$ to $|\eta| < 0.5$ in the 0–5% most central bin. The points are our measurements and the error bars include statistical and remaining systematic uncertainties. The solid curve is the same ratio from PYTHIA calculations [24] for 130 GeV $p + p$ collisions. Other curves are ratios from HIJING predictions of 130 GeV Au + Au collisions without shadowing and without quenching (dotted curve), with shadowing and without quenching (dashed curve), and with shadowing and with partonic energy loss being 2.0 GeV/fm (dot-dashed curve). The results show that the effects on the pseudorapidity dependence of both nuclear shadowing and partonic energy loss as implemented in HIJING are too small to be tested in the measured kinematic region under current experimental uncertainties.

No significant differences are observed in the comparisons of the inclusive charged hadron yields between the two $\eta$ regions in Fig. 5 and Fig. 6 over a broad range of centrality for all measured $p_T$ points. It suggests that an approximate boost invariant condition might be established in the early stage of collisions. The suppression pattern of the particle yield has little $\eta$ dependence in the measured region though the particle yield itself is sensitive to partonic energy loss. A measurement of this ratio between $\eta = 2.2$ and $\eta = 0$ from the BRAHMS Collaboration shows that the ratio is below unity at $p_T \sim 4$ GeV/c [34].

Fig. 7 shows $dN/d\eta$ distributions for $p_T > 2$ GeV/c and $-1 < \eta < 1$ in various centrality bins. The er-
cor bars show statistical uncertainties while the caps are the quadrature sum of statistical and systematic uncertainties. The systematic uncertainties are dominant and highly correlated. The $dN/d\eta$ distributions are scaled by $N_{bin}$ and divided by the $NN$ reference. Due to nearly complete $\eta$-independence of the $NN$ reference data for $p_T > 0.2$ GeV/$c$ within $-1 < \eta < 1$ as shown in Fig. 2 and Fig. 3 constant $dN/d\eta$ of the $NN$ reference are used in Fig. 7. Therefore, the shapes of the $dN/d\eta$ distributions for the $Au + Au$ collisions are preserved. The uncertainties on both $N_{bin}$ and the $NN$ reference data are shown in the shaded regions around the lines at unity which represent the binary collision scaling. Ratios below unity in the figure show that the high $p_T$ hadrons over 2 GeV/$c$ are suppressed with respect to those in $p + p$ collisions. The shape of $dN/d\eta$ for the high $p_T$ hadrons is nearly flat. No significant centrality dependence of the $dN/d\eta$ shapes within $-1 < \eta < 1$ is observed. Similar behaviors are observed for $p_T > 4$ GeV/$c$ except larger suppressions in the central bins. For example, in the 0–5% most central bin, the average ratio is 0.41 ± 0.10 for $p_T > 4$ GeV/$c$ while it is 0.64 ± 0.10 for $p_T > 2$ GeV/$c$.

IV. DISCUSSION

The charged hadron yield per participant pair at $\sqrt{s_{NN}} = 130$ GeV shows a slow increase as a function of $N_{part}$. Such slow increase of hadron multiplicity as a function of centrality at RHIC has been considered by Kharzeev et al. in the framework of parton saturation. They argued that the hadron multiplicity as a function of centrality would increase faster if produced jets lose energy radiating soft gluons that in turn fragment into hadrons at mid-rapidity. As a result of the parton saturation, it is predicted that hadron multiplicity should scale with $N_{part}$ at a moderately high $p_T$ (up to 6–8 GeV/$c$ at RHIC energies). An explanation of the slower than expected increase in fragmentation models is that the effective energy loss is significantly reduced in a thermal environment due to detailed balance. Recent experimental results in $d + Au$ collisions at $\sqrt{s_{NN}} = 200$ GeV support the idea that the suppression of high $p_T$ hadron production in $Au + Au$ collisions at mid-rapidity is due to final state interactions rather than parton saturation in the initial state.

In the upper panel of Fig. 8 we plot charged hadron yield per participant pair within $|\eta| < 1$ normalized to that of nucleon-nucleon collisions as a function of $N_{part}$ for $p_T = 2.05$ GeV/$c$. The error bars are the uncertainties of data while the caps are the quadrature sum of the uncertainties of both data and $N_{part}$. The shaded regions around unity show systematic uncertainties of the $NN$ reference data. The result shows that the ratio is above unity and increases with $N_{part}$.

Dependence of the charged hadron yield on $N_{part}$ can be studied by fitting the yield by the following function

$$\frac{d^2N}{dp_T d\eta} = B \cdot N_{part}^\nu$$

in different $p_T$ bins. Such an example is shown as a curve in the upper panel of Fig. 8 for $p_T = 2.05$ GeV/$c$. The fit parameter, $\nu(p_T)$, is given in the lower panel of Fig. 8 as a function of $p_T$. The error bars are the uncertainties of the fit parameters associated with the uncertainties of data. The lines and shaded regions are binary collision ($N_{bin}$) and participant ($N_{part}$) scaling exponents $\nu$ of charged hadron yields as a function of $p_T$ within $|\eta| < 1$.

In a scenario with continuous energy loss of particles through a medium, the energy loss would lead to a shift in the mean $p_T$ of these particles. If the energy loss contributes to additional particle production in the low $p_T$ region, the mean $p_T$ of low $p_T$ particles would also be modified. The truncated mean $p_T$, defined as

$$\langle p_T^{\text{trunc}} \rangle(p_T^{\text{cut}}) = \frac{\int_{p_T^{\text{cut}}}^{\infty} p_T dN/dp_T \cdot dp_T}{\int_{p_T^{\text{cut}}}^{\infty} dN/dp_T \cdot dp_T} - p_T^{\text{cut}},$$

is used to study the variation of mean $p_T$ as a function of $p_T$ scale with respect to $NN$ reference data. Fig. 9 shows the truncated mean $p_T$ ratios between $Au + Au$ and $p + p$ collisions as a function of $p_T^{\text{cut}}$ for central (0–5%) and peripheral (60–80%) collisions. The errors are
combined statistical and systematic uncertainties while the caps are the quadrature sum of the uncertainties of both the Au + Au data and the NN reference data.

In peripheral collisions at high $p_T$ ($p_T^{cut} \gtrsim 3$ GeV/c) the truncated mean $p_T$ of particles is approximately the same as for $p + p$ collisions above the same $p_T^{cut}$ (Fig. 9). The ratio in the low $p_T$ region is above unity indicating the effects of the Cronin effect and/or radial flow in peripheral collisions. For central collisions, the truncated mean $p_T$ for $p_T^{cut} \gtrsim 3$ GeV/c is approximately 15% lower than the truncated mean $p_T$ from $p + p$ collisions at the same $p_T^{cut}$, consistent with the scenario for partonic energy loss in this $p_T$ region. The significantly larger ratio in the low $p_T$ region probably reflects the combined effects of larger radial flow, the Cronin effect, and $p_T$ shift of particles due to energy loss, which cannot be decoupled with the present data.

Fig. 10 (bottom panel) indicates that over a broad $p_T$ region particle production falls between participant and binary scalings. In two-component particle production models, the binary scaling has been associated with hard parton scatterings and the participant scaling with the soft processes. In our study we empirically decompose the particle yield into $N_{part}$ and $N_{bin}$ scaling components, i.e.

$$
\frac{dN}{d\eta}(p_T^{cut}) = (1 - x(p_T^{cut})) n_{pp}(p_T^{cut}) \cdot \frac{N_{part}}{2} + x(p_T^{cut}) n_{pp}(p_T^{cut}) \cdot N_{bin},
$$

(6)

where $n_{pp}(p_T^{cut})$ and $x(p_T^{cut})$ are the hadron multiplicity and the fraction of particle yield attributable to hard processes in $p + p$ collisions, respectively. Fig. 10 shows the binary scaling fraction in Au + Au collisions, defined as

$$
F(p_T^{cut}) = \frac{x(p_T^{cut}) n_{pp}(p_T^{cut}) \cdot N_{bin}}{dN/d\eta(p_T^{cut})}.
$$

(7)

Note that $F(p_T^{cut})$ does not depend on $n_{pp}(p_T^{cut})$ since both numerator and denominator of Eq. 4 contain $n_{pp}(p_T^{cut})$. There is a distinguishable trend as a function of $N_{part}$ from $p_T^{cut} = 3.8$ GeV/c to lower $p_T^{cut}$. This trend is consistent with the $\nu(p_T)$ dependence in Fig. 8. It is worth noting that $F \approx 70\%$ in central Au + Au collisions at $p_T^{cut} = 3.8$ GeV/c. However, one should exercise caution when relating this fraction to hard parton scattering processes, particularly at lower $p_T$ where high $p_T$ particles may suffer large energy losses in the medium and become soft.

V. CONCLUSION

We have presented inclusive distributions of $(h^+ + h^-)/2$ from STAR at RHIC in the region $0.5 < |\eta| < 1$ and compared them to distributions for $|\eta| < 0.5$, finding no significant differences in the region of $0.2 < p_T < 6.0$ GeV/c. We find that the $dN/d\eta$ distributions for $-1 < \eta < 1$ are nearly flat for all centralities. The charged hadron yield as a function of $p_T$ shows no clear participant scaling in the measured $p_T$ region. The binary scaling fraction in the two-component model shows a decrease with centrality for $p_T^{cut} > 2$ GeV/c and is about $70\%$ at $p_T^{cut} = 3.8$ GeV/c for central collisions.
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