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**ABSTRACT**

Lomax distribution has been widely used in economics, business and actuarial sciences. Due to its importance, we consider the statistical inference of this model under joint type-II censoring scenario. In order to estimate the parameters, we derive the Newton-Raphson (NR) procedure and we observe that most of the times in the simulation NR algorithm does not converge. Consequently, we make use of the expectation-maximization (EM) algorithm. Moreover, Bayesian estimations are also provided based on squared error, linear-exponential and generalized entropy loss functions together with the importance sampling method due to the structure of posterior density function. In the sequel, we perform a Monte Carlo simulation experiment to compare the performances of the listed methods. Mean squared error values, averages of estimated values as well as coverage probabilities and average interval lengths are considered to compare the performances of different methods. The approximate confidence intervals, bootstrap-p and bootstrap-t confidence intervals are computed for EM estimations. Also, Bayesian coverage probabilities and credible intervals are obtained. Finally, we consider the Bladder Cancer data to illustrate the applicability of the methods covered in the paper.

**1. Introduction**

One sample problems have been well studied under different kinds of censoring schemes in the literature. When the experimenter wants to compare two populations that have been produced by two lines within the same facility, the joint censoring scheme has been developed so that the experimenter saves both time and money. More precisely, let us consider the two samples of sizes \(m\) and \(n\) selected from these two lines and put into a life testing experiment at once. Due to the purposes of experimental necessities, the experimenter can terminate the experiment as soon as a pre-determined number of failures occurs, say \(r\), \(1 \leq r \leq N\) and \(N = m + n\).

We refer to the following studies considering the joint censoring in the literature: Basu (1968) proposed a statistics which is the asymptotically most powerful rank test for censored data and it is equivalent to the Savage statistics. Locally most powerful rank test was considered by Johnson and Mehrotra (1972). These studies and some others was reviewed in Balakrishnan and Basu (1995). Balakrishnan and Rasouli (2008) studied the exact inference for jointly distributed two exponential distributions under the setting of type-II censoring. Extending this study, Rasouli and Balakrishnan (2010) discussed the exact inference for the two exponential distribution under joint type-II progressive censoring. Parsi, Ganjali, and Farsipour (2011) developed the interval
estimation for two Weibull distributions under joint Type-II progressive censoring. Doostparast, Ahmadi, and Ahmadi (2013) studied the Bayesian estimation using squared error loss (SEL) and linear-exponential (LINEX) loss functions for a general class of distributions and discussed the Weibull distribution under jointly progressive type-II censoring scheme. Shafay, Balakrishnan, and Abdel-Aty (2014) considered the two exponential populations under the jointly type-II censored setting and developed the Bayesian inference for the unknown parameters using SEL, LINEX and general entropy loss (GEL) functions. Recently, Mondal and Kundu (2019) studied the point and interval estimation of Weibull distribution under jointly progressive type-II censoring scheme using both likelihood and Bayesian estimations. Recently, Volterman, Belaghi, and Balakrishnan (2018) developed inference for two exponential populations based on joint record values.

However, we consider the estimation of unknown parameters of two Lomax distributions under joint type-II censoring scheme in this study. Now, assume that $X_1, X_2, ..., X_m$ are the independent and identically distributed (i.i.d.) random variables representing the lifetimes of the first product and similarly $Y_1, Y_2, ..., Y_n$ are i.i.d. random variables from the other product having the following Lomax probability density functions (pdf) and cumulative distribution functions (cdf) respectively

$$f_i(x; \alpha_i, \beta_i) = \alpha_i \beta_i (1 + \beta_i x)^{-\alpha_i - 1}, \quad x > 0 \quad (1.1)$$

$$F_i(x; \alpha_i, \beta_i) = 1 - (1 + \beta_i x)^{-\alpha_i}, \quad x > 0 \quad (1.2)$$

where $\alpha_i, \beta_i > 0$ for $i = 1, 2$ are the shape and scale parameters, respectively. Let us also suppose that $W_1 < W_2 < ... < W_N$ represents the order statistics of the random variables \{X$_1, ..., X_m; Y_1, ..., Y_n\}$. The observed data can be denoted by $(V, W)$ where $W = (W_1, W_2, ..., W_r)$ and $V = (V_1, V_2, ..., V_r)$ such that $V_i = 1$ if $W_i$ is from X-component and $V_i = 0$ if $W_i$ is from Y-component.

The rest of the paper is organized as follows: In Sec. 2, the maximum likelihood estimators (MLE) of the parameters are introduced by using Newton–Raphson (NR) algorithm and some theorems are developed regarding the exact distributions. Moreover, the expectation–maximization (EM) algorithm is also considered to obtain the MLEs, and the Fisher information matrix is obtained. In Sec. 3, Bayes estimation for the unknown parameters of two Lomax distributions under the assumption of independent gamma priors using different loss functions such as SEL, LINEX and GEL functions. Moreover, we performed a Monte Carlo simulation experiment to compare the efficiencies of these methods and discussed the results in Sec. 4. A real data example is presented in Sec. 5 to illustrate the findings of the study. Finally, some conclusive remarks are given in Sec. 6.

2. Likelihood inferences

In this section we consider the maximum likelihood inferences. We drive the likelihood equations and give the exact distribution of number of $V$. Let $M_r = \sum_{j=1}^r V_j$ and $N_r = \sum_{j=1}^r (1 - V_j)$ be the number of $X$ and $Y$ failures in $W$ respectively, such that $r = M_r + N_r$. Then the likelihood function of the observable data $(V, W)$ is given by

$$L(\alpha_1, \beta_1, \alpha_2, \beta_2, v, w) = \frac{m!n!}{(m - m_r)! (n - n_r)!} \prod_{i=1}^r f_1(w_i; \alpha_1, \beta_1)^\nu_i f_2(w_i; \alpha_2, \beta_2)^{1-\nu_i} 
\times [1 - F_1(w_r; \alpha_1, \beta_1)]^{m_r - m} [1 - F_2(w_r; \alpha_2, \beta_2)]^{n_r - n} \quad (2.1)$$

where $0 < w_1 < w_2 < ... < w_r < \infty$.

Based on the observed data, the corresponding log-likelihood function without the additive constant can be expressed as
\[ l(x_1, \beta_1, x_2, \beta_2, v, w) = m_r \ln (x_1) + \ln (\beta_1) + n_r \ln (x_2) + \ln (\beta_2) - (x_1 + 1) \sum_{i=1}^{r} \nu_i \ln (1 + \beta_1 w_i) \]
\[ - x_1 (m - m_r) \ln (1 + \beta_1 w_r) - (x_2 + 1) \sum_{i=1}^{r} (1 - \nu_i) \ln (1 + \beta_2 w_i) \]
\[ - x_2 (n - n_r) \ln (1 + \beta_2 w_r). \]

Taking the partial derivatives of Eq. (2.2) with respect to the parameters and equating them to zero, one can obtain the following normal equations respectively

\[ \frac{\partial l}{\partial x_1} = \frac{m_r}{x_1} - \sum_{i=1}^{r} \nu_i \ln (1 + \beta_1 w_i) - (m - m_r) \ln (1 + \beta_1 w_r) = 0 \]
\[ \frac{\partial l}{\partial \beta_1} = \frac{m_r}{\beta_1} - (x_1 + 1) \sum_{i=1}^{r} \frac{\nu_i w_i}{1 + \beta_1 w_i} - \frac{x_1 (m - m_r) w_r}{1 + \beta_1 w_r} = 0 \]
\[ \frac{\partial l}{\partial x_2} = \frac{n_r}{x_2} - \sum_{i=1}^{r} (1 - \nu_i) \ln (1 + \beta_2 w_i) - (n - n_r) \ln (1 + \beta_2 w_r) = 0 \]
\[ \frac{\partial l}{\partial \beta_2} = \frac{n_r}{\beta_2} - (x_2 + 1) \sum_{i=1}^{r} \frac{(1 - \nu_i) w_i}{1 + \beta_2 w_i} - \frac{x_2 (n - n_r) w_r}{1 + \beta_2 w_r} = 0 \]

Upon solving Eqs. (2.3) and (2.5), we readily get the followings

\[ x_1(\beta_1) = \left\{ \frac{1}{m_r} \left[ \sum_{i=1}^{r} \nu_i \ln (1 + \beta_1 w_i) + (m - m_r) \ln (1 + \beta_1 w_r) \right] \right\}^{-1} \]
\[ x_2(\beta_2) = \left\{ \frac{1}{n_r} \left[ \sum_{i=1}^{r} (1 - \nu_i) \ln (1 + \beta_2 w_i) + (n - n_r) \ln (1 + \beta_2 w_r) \right] \right\}^{-1} \]

and plugging these into Eqs. (2.4) and (2.6), we obtain the following one dimensional optimization problems respectively

\[ \frac{m_r}{\beta_1} = (x_1 + 1) \sum_{i=1}^{r} \frac{\nu_i w_i}{1 + \beta_1 w_i} - \frac{x_1(\beta_1)(m - m_r) w_r}{1 + \beta_1 w_r} \]
\[ \frac{n_r}{\beta_2} = (x_2(\beta_2) + 1) \sum_{i=1}^{r} \frac{(1 - \nu_i) w_i}{1 + \beta_2 w_i} - \frac{x_2(\beta_2)(n - n_r) w_r}{1 + \beta_2 w_r}. \]

Remark 1. From Eqs. (2.7) and (2.8), it is obvious that the MLEs of \((x_1, \beta_1)\) and \((x_2, \beta_2)\) do not exist when \(\sum_{i=1}^{r} \nu_i = 0\) or \(r\). Therefore, these MLEs are only conditional MLEs which are conditioned on \(1 \leq \nu_r \leq r - 1\).

In the following theorem we give the exact distribution of \(V\).

Theorem 1. When \(\beta_1 = \beta_2\), the joint probability mass function of \(V\) is

\[ P(V = v) = m^{(m)} n^{(n)} x_1^m x_2^n \prod_{i=1}^{r} \frac{1}{x_1(m - m_{i-1}) + x_2(n - n_{i-1})} \]

such that \(H = \{v = (\nu_1, \nu_2, \ldots, \nu_r) : \nu_i = 0 \text{ or } 1\}\) where \(m(t) = m!/(m - t)!\), \(m_{j-1} = \sum_{\nu_i} \nu_i, n_{j-1} = \sum_{\nu_i} (1 - \nu_i)\) and \(m_0 = n_0 = 0\).
Proof. When $\beta_1 = \beta_2 = \beta$, from Eq. (2.1), the joint probability function of $(\mathbf{V}, \mathbf{W})$ becomes

$$f(v, w) = \frac{m!n!}{(m - m_r)!(n - n_r)!} \beta_1^{m_r} \beta_2^{n_r} \beta^{(1 + \beta w_r - z_1(m - m_r) - z_2(n - n_r))} \prod_{i=1}^{r} (1 + \beta w_i)^{-\nu_i - (2 + 1)(1 - \nu_i)}, \quad 0 < w_1 < w_2 < \ldots < w_r < \infty.$$  

(2.12)

After some algebra, we readily obtain the following

$$f(v, w) = \frac{m!n!}{(m - m_r)!(n - n_r)!} \beta_1^{m_r} \beta_2^{n_r} \beta^{(1 + \beta w_r - z_1(m - m_{r-1}) - z_2(n - n_{r-1}))} \prod_{i=1}^{r-1} (1 + \beta w_i)^{-\nu_i - (2 + 1)(1 - \nu_i)}.$$  

Now, integrating the above function with respect to $w_r$ and continuing in a similar manner with $w_{r-1}, w_{r-2}, \ldots, w_1$, one finally gets the desired probability mass function given in (2.11). □

Corollary 1. It is directly seen from Theorem 1 that the probability mass function of $M_r = \sum_{i=1}^{r} V_i$ is as follows

$$P(M_r = i) = \sum_{v \in \mathcal{H}} \sum_{v \in \mathcal{H}} m^{(m)} p^{(n)} \beta_1^{m_r} \beta_2^{n_r} \prod_{i=1}^{r} \frac{1}{x_1(m - m_{i-1}) + x_2(n - n_{i-1})}$$

for $\mathcal{H} = \{v = (\nu_1, \nu_2, \ldots, \nu_r) : \nu_j = 0 \text{ or } 1, \sum_{j=1}^{r} \nu_j = i\}$ such that $i = 1, 2, \ldots, r$.

Corollary 2. From Corollary 1, it is readily seen that the following simplified equations hold

$$P(M_r = 0) = P(\mathbf{V} = 0) = \frac{n!}{(n - r)!} \beta_1^{m_r} \beta_2^{n_r} \prod_{i=1}^{r} \frac{1}{x_1(m - i) + x_2(n - i + 1)},$$

$$P(M_r = r) = P(\mathbf{V} = 1) = \frac{m!}{(m - r)!} \beta_1^{m_r} \beta_2^{n_r} \prod_{i=1}^{r} \frac{1}{x_1(m - i + 1) + x_2(n - i)}.$$  

2.1. Expectation-maximization algorithm

The EM algorithm proposed by Dempster, Laird, and Rubin (1977) can be used to obtain the MLEs of the parameters $\beta_i$ and $\beta_i$, $i = 1, 2$. It is known that the EM algorithm converges more reliably than NR. Since type-II joint censoring scheme may be considered as a problem of missing data (see Ng, Chan, and Balakrishnan 2002), it is possible to apply EM algorithm to obtain the MLEs of the parameters.

Now, we denote the incomplete (ensored or missing) data by $(\mathcal{K}, \mathcal{Z})$ where $\mathcal{K} = (K_1, \ldots, K_{N-r})$ and $\mathcal{Z} = (Z_1, \ldots, Z_{N-r})$ such that $K_i = 1$ if the censored observation $Z_i$ is in $X$ and $K_i = 0$ if $Z_i$ is in the sample $Y$. It is readily seen that $\sum_{i=1}^{N-r} K_i = m - m_r$ and $\sum_{i=1}^{N-r} (1 - K_i) = n - n_r$. Upon combining both the observed and missing data, we denote the complete data as $\mathcal{C} = (\mathbf{V}, \mathbf{W}, \mathcal{K}, \mathcal{Z})$. The corresponding likelihood equation of the complete data can be written as
\[ L_c(x_1, \beta_1, x_2, \beta_2, v, w, k, z) = \prod_{i=1}^{r} f_i(w_i; x_1, \beta_1)^{\nu_i} f_2(w_i; x_2, \beta_2)^{1-\nu_i} \times \prod_{j=1}^{N-r} f_1(z_j; x_1, \beta_1)^{k_j} f_2(z_j; x_2, \beta_2)^{1-k_j}. \]  

(2.13)

Therefore, the log-likelihood equation can be easily obtained by taking the natural logarithm of Eq. (2.13) as follows:

\[ l_c = m(\ln(x_1) + \ln(\beta_1)) + n(\ln(x_2) + \ln(\beta_2)) - (x_1 + 1) \left\{ \sum_{i=1}^{r} \nu_i \ln (1 + \beta_1 w_i) + \sum_{j=1}^{N-r} k_j \ln (1 + \beta_1 z_j) \right\} \]

\[ - (x_2 + 1) \left\{ \sum_{i=1}^{r} (1 - \nu_i) \ln (1 + \beta_2 w_i) + \sum_{j=1}^{N-r} (1 - k_j) \ln (1 + \beta_2 z_j) \right\}. \]  

(2.14)

Based on the complete sample, the MLEs of the parameters \( x_1, \beta_1, x_2 \) and \( \beta_2 \) can be computed by taking the partial derivatives of Eq. (2.14) with respect to these parameters respectively and equating them to zero as follows:

\[ \frac{\partial l_c}{\partial x_1} = \frac{m}{x_1} - \sum_{i=1}^{r} \nu_i \ln (1 + \beta_1 w_i) - \sum_{j=1}^{N-r} k_j \ln (1 + \beta_1 z_j) = 0 \]  

(2.15)

\[ \frac{\partial l_c}{\partial \beta_1} = \frac{m}{\beta_1} - (x_1 + 1) \left\{ \sum_{i=1}^{r} \frac{\nu_i w_i}{1 + \beta_1 w_i} + \sum_{j=1}^{N-r} \frac{k_j z_j}{1 + \beta_1 z_j} \right\} = 0 \]  

(2.16)

\[ \frac{\partial l_c}{\partial x_2} = \frac{n}{x_2} - \sum_{i=1}^{r} (1 - \nu_i) \ln (1 + \beta_2 w_i) - \sum_{j=1}^{N-r} (1 - k_j) \ln (1 + \beta_2 z_j) = 0 \]  

(2.17)

\[ \frac{\partial l_c}{\partial \beta_2} = \frac{m}{\beta_2} - (x_2 + 1) \left\{ \sum_{i=1}^{r} \frac{(1 - \nu_i) w_i}{1 + \beta_2 w_i} + \sum_{j=1}^{N-r} \frac{(1 - k_j) z_j}{1 + \beta_2 z_j} \right\} = 0. \]  

(2.18)

Now, in the E-step of the EM algorithm, we need the conditional expectations of the normal equations. Thus, any function of the random variable \( Z \) should be replaced by its expectation. Therefore, Eqs. (2.15)–(2.18) become, respectively

\[ E\left( \frac{\partial l_c}{\partial x_1} \mid w_i \right) = \frac{m}{x_1} - \sum_{i=1}^{r} \nu_i \ln (1 + \beta_1 w_i) - \sum_{j=1}^{N-r} k_j E[\ln (1 + \beta_1 Z_j) \mid Z_j > w_i] = 0 \]  

\[ E\left( \frac{\partial l_c}{\partial \beta_1} \mid w_i \right) = \frac{m}{\beta_1} - (x_1 + 1) \left\{ \sum_{i=1}^{r} \frac{\nu_i w_i}{1 + \beta_1 w_i} + \sum_{j=1}^{N-r} k_j E\left[ \frac{Z_j}{1 + \beta_1 Z_j} \mid Z_j > w_i \right] \right\} = 0 \]  

\[ E\left( \frac{\partial l_c}{\partial x_2} \mid w_i \right) = \frac{n}{x_2} - \sum_{i=1}^{r} (1 - \nu_i) \ln (1 + \beta_2 w_i) - \sum_{j=1}^{N-r} (1 - k_j) E[\ln (1 + \beta_2 Z_j) \mid Z_j > w_i] = 0 \]  

\[ E\left( \frac{\partial l_c}{\partial \beta_2} \mid w_i \right) = \frac{m}{\beta_2} - (x_2 + 1) \left\{ \sum_{i=1}^{r} \frac{(1 - \nu_i) w_i}{1 + \beta_2 w_i} + \sum_{j=1}^{N-r} (1 - k_j) E\left[ \frac{Z_j}{1 + \beta_2 Z_j} \mid Z_j > w_i \right] \right\} = 0. \]

Following Ng, Chan, and Balakrishnan (2002) and Singh and Tripathi (2018), we see that the conditional distribution of \( Z \) is truncated Lomax distribution from the left at \( w_i \) and it has the following probability density function
\[ f_{\zeta, \psi|\mathcal{W}}(z|w_r) = \left\{ \begin{array}{ll}
\frac{f_1(z_j; \alpha_1, \beta_1)}{1 - F_1(w_r; \alpha_1, \beta_1)} & \text{if } k_j > 0, \\
\frac{f_2(z_j; \alpha_2, \beta_2)}{1 - F_2(w_r; \alpha_2, \beta_2)} & \text{if } k_j = 0.
\end{array} \right. \quad Z_j > w_r. \tag{2.19} \]

Note that this conditional pdf has two components such that if \( k_j = 1 \) then it reduces to the first component, and if \( k_j = 0 \) then it reduces to the second component. Using the conditional pdf given in (2.19), the following expectations can be easily obtained as

\[ E_1(w_r; \alpha, \beta) = E[\ln (1 + \beta Z_j)|Z_j > w_r] = \ln (1 + \beta w_r) + \frac{1}{\alpha} \]

\[ E_2(w_r; \alpha, \beta) = E \left[ \frac{Z_j}{1 + \beta Z_j} | Z_j > w_r \right] = \frac{1 + \beta (\alpha + 1) w_r}{\beta (\alpha + 1)(1 + \beta w_r)} \]

See Helu, Samawi, and Raqab (2015) and Asl, Belaghi, and Bevrani (2018) for more details.

Upon updating the missing data with the expectations above in the E-step, the log-likelihood function is maximized in the M-step at the \((k+1)\)th stage by estimating \( \hat{\alpha}_1^{k+1} \) and \( \hat{\alpha}_2^{k+1} \)

\[ \hat{\alpha}_1^{k+1} = \left\{ \frac{1}{m} \sum_{i=1}^{r} \nu_i \ln (1 + \hat{\beta}_1^{k} w_i) + \sum_{j=1}^{N-r} k_j E_1(w_r; \hat{\alpha}_1^{k}, \hat{\beta}_1^{k}) \right\}^{-1}, \]

\[ \hat{\alpha}_2^{k+1} = \left\{ \frac{1}{n} \sum_{i=1}^{r} (1 - \nu_i) \ln (1 + \hat{\beta}_2^{k} w_i) + \sum_{j=1}^{N-r} (1 - k_j) E_1(w_r; \hat{\alpha}_2^{k}, \hat{\beta}_2^{k}) \right\}^{-1}. \]

Once \( \hat{\alpha}_1^{k+1} \) and \( \hat{\alpha}_2^{k+1} \) are computed, one can readily obtain \( \hat{\beta}_1^{k+1} \) and \( \hat{\beta}_2^{k+1} \) respectively as follows

\[ \hat{\beta}_1^{k+1} = \left\{ \frac{1}{m} (\hat{\alpha}_1^{k+1}) + 1 \right\} \left[ \sum_{i=1}^{r} \frac{\nu_i w_i}{1 + \hat{\beta}_1^{k} w_i} + \sum_{j=1}^{N-r} k_j E_2(w_r; \hat{\alpha}_1^{k+1}, \hat{\beta}_1^{k}) \right]^{-1}, \]

\[ \hat{\beta}_2^{k+1} = \left\{ \frac{1}{n} (\hat{\alpha}_2^{k+1}) + 1 \right\} \left[ \sum_{i=1}^{r} \frac{(1 - \nu_i) w_i}{1 + \hat{\beta}_2^{k} w_i} + \sum_{j=1}^{N-r} (1 - k_j) E_2(w_r; \hat{\alpha}_2^{k+1}, \hat{\beta}_2^{k}) \right]^{-1}. \]

The EM estimates of the parameters \((\alpha_1, \beta_1, \alpha_2, \beta_2)\) can be computed by this iterative procedure until convergence is reached.

### 2.2. Fisher information matrix

In this subsection, by making use of the idea of missing information principle proposed by Louis (1982), we can obtain the observed Fisher information matrix. Louis (1982) suggested the following relation

\[ I_{\psi|\mathcal{W}}(\psi) = I_C(\psi) - I_{\zeta, \psi|\mathcal{W}}(\psi) \tag{2.20} \]

where \( \psi = (\alpha_1, \beta_1, \alpha_2, \beta_2) \), \( I_{\psi|\mathcal{W}}(\psi) \), \( I_C(\psi) \) and \( I_{\zeta, \psi|\mathcal{W}}(\psi) \) are the observed, complete and missing information matrices respectively. Now, the information matrix of a complete data set following the Lomax distribution can be obtained as
\[ \mathbf{I}_C(\psi) = -E \left( \frac{\partial^2 \ln \mathcal{L}}{\partial \psi^2} \right) = \begin{bmatrix} \frac{m}{\beta_1(x_1 + 1)} & \frac{m}{m \beta_1} & 0 & 0 \\ \frac{\beta_1(x_1 + 1)}{\beta_1} & \frac{\beta_1(x_1 + 2)}{\beta_1} & 0 & 0 \\ 0 & 0 & \frac{n}{\alpha_2} & \frac{n}{n \alpha_2} \\ 0 & 0 & \frac{\beta_2(x_2 + 1)}{\beta_2} & \frac{\beta_2^2(x_2 + 2)}{\beta_2} \end{bmatrix} \] (2.21)

where \( \ln \mathcal{L}(\psi) = m \ln x_1 + m \ln \beta_1 + n \ln x_2 + n \ln \beta_2 - (x_1 + 1) \sum_{i=1}^{m} \ln (1 + \beta_1 x_i) - (x_2 + 1) \sum_{j=1}^{n} \ln (1 + \beta_2 y_j) \) is the corresponding log-likelihood equation.

Moreover, the missing information matrix \( \mathbf{I}_{k,w|v,w}(\psi) \) is given by

\[ \mathbf{I}_{k,w|v,w}(\psi) = -E \left( \frac{\partial^2 \ln f_{k,w|v,w}(z_j|w, z_j > w_r)}{\partial \psi^2} \right) \] (2.22)

where the minus expected values of the second partial derivatives of \( \ln f_{k,w|v,w}(z_j|w, z_j > w_r) \) are computed as follows

\[-E \left( \frac{\partial^2 \ln f_{k,w|v,w}}{\partial x_1^2} \right) = \frac{1}{x_1}, \quad -E \left( \frac{\partial^2 \ln f_{k,w|v,w}}{\partial x_2^2} \right) = \frac{1}{x_2} \]

\[-E \left( \frac{\partial^2 \ln f_{k,w|v,w}}{\partial \beta_1^2} \right) = \frac{1}{\beta_1 (x_1 + 1) (1 + \beta_1 w_r)}, \quad -E \left( \frac{\partial^2 \ln f_{k,w|v,w}}{\partial \beta_2^2} \right) = \frac{1}{\beta_2 (x_2 + 1) (1 + \beta_2 w_r)} \]

Notice that all the remaining entries of the missing information matrix are equal to zero. Hence, the asymptotic variance-covariance matrix of the parameter vector \( \hat{\psi} \) can be readily computed by \( (\mathbf{I}_{v,w}(\hat{\psi}))^{-1} \) such that \( \hat{\psi} \) is obtained using the EM estimates of the parameters. Therefore, an approximate \((1 - \alpha)100\% \) confidence interval of \( \psi_i \) can be constructed by

\( \left( \hat{\psi}_i - z_{\alpha/2} \sqrt{\text{var}(\hat{\psi}_i)}, \hat{\psi}_i + z_{\alpha/2} \sqrt{\text{var}(\hat{\psi}_i)} \right) \)

where \( \text{var}(\hat{\psi}_i) \) is the \( i^{th} \) diagonal element of \( (\mathbf{I}_{v,w}(\hat{\psi}))^{-1} \) for \( i = 1, 2, 3, 4 \).

### 2.3. Bootstrap confidence intervals

In this subsection, we also propose to use the bootstrapping method to construct confidence intervals for EM estimations. We use the Boot-p and Boot-t algorithms proposed by Efron (1982) and Hall (1988) respectively. The algorithms are given as follows:

i. **Boot-p algorithm:** In this method, one can construct confidence intervals using the 100(\( \alpha/2 \)) th and 100(1 - \( \alpha/2 \)) th quantiles of the empirical bootstrapped sample of \( \hat{\psi}^* \). Namely,

\[ \hat{\psi}^* \]

ii. Compute the EM estimation \( \hat{\psi}^* \) of \( \psi^* \) based on the current jointly censored sample \((v, w)\).
iii. Compute the bootstrapped estimate \( \hat{\psi}^* \) by re-sampling from the original data with replacement, say \((v^*, w^*)\).
iv. Repeat this process \( D \) times to obtain the sorted estimations in ascending order as
\[
\hat{\psi}^{*}_{(1)}, \hat{\psi}^{*}_{(2)}, \ldots, \hat{\psi}^{*}_{(D)}
\]
v. Finally, a \( 100(1-x)/\% \) Boot-p confidence interval can be written as \( (\hat{\psi}^{*}_{(D_x/2)}, \hat{\psi}^{*}_{(D(1-x/2))}) \).
vi. **Boot-t algorithm:** After generating the bootstrap sample as given above, do the following steps:

vii. Compute the following t-statistics \( T(\hat{\psi}^*) = (\hat{\psi}^* - \psi)/se(\hat{\psi}^*) \) such that \( se(\hat{\psi}^*) \) is the bootstrapped standard error.

viii. Repeating this step \( D \) times and sorting the bootstrap sample, obtain
\[
T(\hat{\psi}^*)^{(1)}, T(\hat{\psi}^*)^{(2)}, \ldots, T(\hat{\psi}^*)^{(D)}
\]
x. Finally, a \( 100(1-x)/\% \) Boot-t confidence interval can be written as
\[
\left( \hat{\psi} + T(\hat{\psi}^*)^{(D_x/2)}, \hat{\psi} + T(\hat{\psi}^*)^{(D(1-x/2))} \right)
\]

3. Bayesian inferences

In this section, we consider the Bayesian estimation for the parameters of the joint Lomax distribution under the assumption that all the parameters have the independent gamma priors such that \( x_1 \sim G(a_1, b_1), \beta_1 \sim G(c_1, d_1), x_2 \sim G(a_2, b_2) \) and \( \beta_2 \sim G(c_2, d_2) \). More precisely, the prior functions are given as
\[
\pi(x_1) \propto x_1^{a_1-1} e^{-b_1 x_1}, \quad \pi(x_2) \propto x_2^{a_2-1} e^{-b_2 x_2}, \quad \pi(\beta_1) \propto \beta_1^{c_1-1} e^{-d_1 \beta_1}, \quad \pi(\beta_2) \propto \beta_2^{c_2-1} e^{-d_2 \beta_2},
\]

Therefore, using the likelihood function given in Eq. (2.1), the posterior joint density function can be obtained as follows
\[
\pi(\psi|\text{data}) \propto x_1^{m_1+a_1-1} \beta_1^{m_1+c_1-1} x_2^{m_2+a_2-1} \beta_2^{m_2+c_2-1} \times \exp \left\{ -x_1 \left( b_1 + (m - m_1) \ln (1 + \beta_1 w_r) + \sum_{i=1}^{r} \nu_i \ln (1 + \beta_1 w_i) \right) - d_1 \beta_1 \right\} \times \exp \left\{ -x_2 \left( b_2 + (n - n_1) \ln (1 + \beta_2 w_r) + \sum_{i=1}^{r} (1 - \nu_i) \ln (1 + \beta_2 w_i) \right) - d_2 \beta_2 \right\} \times \exp \left\{ -\sum_{i=1}^{r} \nu_i \ln (1 + \beta_1 w_i) - \sum_{i=1}^{r} (1 - \nu_i) \ln (1 + \beta_2 w_i) \right\}. \tag{3.1}
\]

In this paper, three different loss functions are considered. One of them is the most commonly used squared error loss function (SEL) which is defined as follows:
\[
L_S(i(\psi_i), t(\psi_i)) = (\hat{i}(\psi_i) - t(\psi_i))^2
\]
where \( \hat{i}(\psi_i) \) is an estimator of \( t(\psi_i) \) and \( i = 1, 2, 3, 4 \). It is known that SEL, being a symmetric loss function, gives equal weights to both underestimation and overestimation. This is a drawback when the over estimation and underestimation have not same importance. To overcome this problem, linear-exponential (LINEX) loss function introduced by Varian (1975) as follows
Finally, the general entropy asymmetric loss (GEL) function is also considered and it is given by
\[ L_G(a) = e^{(t(a) - t(\psi))} - \nu(t(\psi) - t(a)) - 1, \nu \neq 0. \]

The LINEX loss function is an asymmetric, convex function whose shape is determined by the value of \( \nu \). Determining the degree of asymmetry, the negative values of \( \nu \) result in overestimation and positive values of \( \nu \) result in underestimation. Therefore, the Bayes estimate of \( t(\psi) \) under the LINEX loss function is given by
\[ \hat{t}_L(\psi_j) = \frac{1}{\nu} \ln \left[ E_t(\nu e^{-\nu t(\psi_j)}|x) \right] = -\frac{1}{\nu} \ln \left[ \int_0^\infty \int_0^\infty e^{-\nu t(\psi_j)} \pi(x, \beta|x) \, dx \, d\beta \right]. \]

Finally, the general entropy asymmetric loss (GEL) function is also considered and it is given by
\[ L_{GEL}(\hat{t}(\psi_j), t(\psi_j)) = \left( \frac{\hat{t}(\psi_j)}{t(\psi_j)} \right)^\kappa - \kappa \ln \left( \frac{\hat{t}(\psi_j)}{t(\psi_j)} \right) - 1, \kappa \neq 0. \]

where \( \kappa \) is a parameter determining the shape of the function and representing the degree of symmetry and \( i = 1, 2, 3, 4 \). \( \kappa > 0 \) corresponds to the overestimation and \( \kappa < 0 \) corresponds to underestimation. The Bayes estimator under GEL function is given by
\[ \hat{t}_{GEL}(\psi_j) = \left[ E_t(t(\psi_j)^{-\kappa}|x) \right]^{-1/\kappa} = \left[ \int_0^\infty \int_0^\infty t(\psi_j)^{-\kappa} \pi(x, \beta|x) \, dx \, d\beta \right]^{-1/\kappa}. \]

### 3.1. Importance sampling

Notice that the posterior density function given in Eq. (3.1) can also be written in the following form
\[
\pi(\psi|\text{data}) \propto G_{\beta_1}(m_r + c_1, d_1) \times G_{x_1|\beta_1}(m_r + a_1, K_1) \times G_{\beta_2}(n_r + c_2, d_2) \times G_{x_2|\beta_2}(n_r + a_2, K_2) \times \exp \left\{ -\sum_{i=1}^r \nu_i \ln (1 + \beta_1 w_i) - \sum_{i=1}^r (1 - \nu_i) \ln (1 + \beta_2 w_i) \right\} \]
\[
\times K_1^{m_r+a_1} K_2^{n_r+a_2} \tag{3.2}
\]

where
\[
K_1 = b_1 + (m - m_r) \ln (1 + \beta_1 w_r) + \sum_{i=1}^r \nu_i \ln (1 + \beta_1 w_i),
\]
\[
K_2 = b_2 + (n - n_r) \ln (1 + \beta_2 w_r) + \sum_{i=1}^r (1 - \nu_i) \ln (1 + \beta_2 w_i),
\]

\( G_{\beta_1} \) and \( G_{\beta_2} \) denote the distributions of \( \beta_1 \) and \( \beta_2 \) respectively and \( G_{x_1|\beta_1} \) and \( G_{x_2|\beta_2} \) represent the distributions of \( x_1 \) and \( x_2 \) given \( \beta_1 \) and \( \beta_2 \) respectively. Now, we can consider the following steps to produce samples from the posterior density given in (3.2):

1. Generate \( \beta_1 \) and \( \beta_2 \) using \( G_{\beta_1}(m_r + c_1, d_1) \) and \( G_{\beta_2}(n_r + c_2, d_2) \), respectively
2. Given \( \beta_1 \) and \( \beta_2 \) from previous step, generate \( x_1 \) and \( x_2 \) using \( G_{x_1|\beta_1}(m_r + a_1, K_1) \) and \( G_{x_2|\beta_2}(n_r + a_2, K_2) \), respectively
3. Repeat the steps (1) and (2) to compute \( (x_{1j}, \beta_{1j}, x_{2j}, \beta_{2j}) \) for \( j = 1, 2, ..., T \).

After generating \( T \) samples, the Bayes estimate of \( x_1 \) under SEL, LINEX and GEL loss functions can be computed as follows.
The Bayes estimates of the other parameters can be computed similarly. In order to construct a Bayesian credible interval, using the idea of Chen and Shao (1999), we consider the posterior density \( \pi(\eta|x) \) of a parameter \( \eta \). Assume that

\[
\theta^{(p)} = \inf \left\{ \theta : \Pi(\theta|x) \geq p; 0 < p < 1 \right\}
\]

represents the \( p \)th quantile of the distribution is where \( \Pi(\eta|x) \) denotes the posterior cumulative distribution function of \( \eta \). Now, given the value of \( \eta^* \), one can define a simulation consistent estimator of \( \Pi(\eta^*|x) \) as

\[
\hat{\Pi}(\eta^*|x) = \frac{1}{M} \sum_{i=1}^{M} I(\eta \leq \eta^*)
\]

where \( I(\eta \leq \eta^*) \) is an indicator function. Then, \( \Pi(\eta^*|x) \) is estimated by

\[
\hat{\Pi}(\eta^*|x) = \left\{ \begin{array}{ll} 0 & \text{if } \eta^* < \eta_{(1)} \\ \sum_{j=1}^{i} \gamma_j & \text{if } \eta_{(i)} < \eta^* < \eta_{(i+1)} \\ 1 & \text{if } \eta_{(M)} \end{array} \right.
\]

where \( \gamma_j = 1/M \) and \( \theta_{(j)} \) is the \( j \)th ordered value of \( \theta \). Thus, \( \theta^{(p)} \) can be approximated by the following

\[
\hat{\theta}^{(p)} = \left\{ \begin{array}{ll} \theta_{(1)} & \text{if } p = 0 \\ \theta_{(i)} & \text{if } \sum_{j=1}^{i-1} \gamma_j < p < \sum_{j=1}^{i} \gamma_j \end{array} \right.
\]

Now, the 100(1 - \( p \))\% confidence intervals can be defined as \( \left[ \hat{\eta}^{(j:p)} - \hat{\eta}^{(j+(1-p)s)/s}, \hat{\eta}^{(j+(1-p)s)/s} \right] \), \( j = 1, 2, ..., s - \lfloor (1 - p)s \rfloor \) in which \( \lfloor . \rfloor \) denotes the greatest integer function. Then, the interval having the shortest length can be taken as the credible interval of \( \eta \).

### 4. Monte Carlo simulation experiments

In this section, we conduct a Monte Carlo simulation to evaluate the performance of EM and Bayes estimation methods. We consider the following different values for the two populations as \( m = 20, 40, 80 \) and \( n = 20, 40, 60, 80 \). The size of censored sample is taken as \( r = \)
The real values of the parameters are chosen to be \((a_1 = 2, b_1 = 3, a_2 = 3, b_2 = 5)\). For each setting, we compute the MLEs using EM algorithm. Bayes estimates under SEL, LINEX with \(\nu = -0.5\) and \(\nu = 0.5\), GEL with \(\kappa = -0.5\) and \(\kappa = 0.5\) are also computed by generating a size of \(10^4\) importance sampling procedure together with the following informative prior values \((a_1 = 4, b_1 = 2, a_2 = 6, b_2 = 2)\), these values are chosen so that the prior means are equal to the real parameter values. However, the same argument does not work for the hyper-parameters \(c_1, d_1, c_2, d_2\): Because the scale parameters of the distributions of \(b_1\) and \(b_2\) depend on \(d_1\) and \(d_2\), respectively. Fixing the values of \(d_1\) and \(d_2\) and computing \(c_1\) and \(c_2\) and then using these values for all situations, we observe that increasing the value of \(r\) affects the performance of Bayes estimates dramatically. Therefore, we propose to choose \(c_1, d_1, c_2, d_2\) for each scenario accordingly as given in Table 1. Moreover, the 95% approximate confidence intervals and bootstrapped confidence intervals using Boot-t and Boot-p methods for MLE and Bayes credible intervals are obtained. Totally, \(10^4\) repetitions are carried out and average values (Avg), mean squared errors (MSE), confidence/credible interval lengths (IL) and coverage probabilities (CP) are obtained for the purpose of comparison. MSEs of the estimators are computed as follows

\[
\text{MSE} (\hat{\theta}) = \frac{1}{10^4} \sum_{i=1}^{10^4} (\hat{\theta}_i - \theta)^2
\]

where \(\hat{\theta}_i\) is EM and Bayes estimators under SEL loss function in the ith replication. On the other hand, the MSEs of Bayes estimators under LINEX and GEL loss functions are computed respectively by

\[
\text{MSE}_{\text{LINEX}} (\hat{\theta}) = \frac{1}{10^4} \sum_{i=1}^{10^4} \left( e^{\nu (\hat{\theta}_i - \theta)} - \nu (\hat{\theta}_i - \theta) - 1 \right),
\]

\[
\text{MSE}_{\text{GEL}} (\hat{\theta}) = \frac{1}{10^4} \sum_{i=1}^{10^4} \left( \frac{\hat{\theta}_i}{\theta} \right)^{\kappa} - \kappa \ln \left( \frac{\hat{\theta}_i}{\theta} \right) - 1 \right).
\]

All of the computations are performed using the R Statistical Program (R Core Team 2018). We tabulate the results of the simulation in Tables A1–A5. In Table A1, we summarize the average values (Avg) and corresponding MSEs of EM estimates based on different values of \(m, n\) and \(r\). We observe from this table that all of the estimates of the parameters have satisfactory performances in terms of both Avg and MSE. It is worthy to note that even with small values of \(r\) the MSEs of the estimators are quite small. Generally, Increasing the value of \(r\) makes a decrease in the values of MSEs. Tables A2–A4 show the Bayes estimates of the parameters based on SEL, LINEX and GEL functions. Based on Table A2, it is observed that the MSEs of all of the Bayes estimates are smaller than the MSEs of EM estimates. Also, we have seen that the MSEs of both LINEX and GEL estimates are smaller than the MSEs of SEL. Thus, we can conclude that the Bayes estimates are preferable to EM estimates in terms of having smaller MSEs. Table A5 presents the 95% coverage probabilities (CP) (with nominal of 95%) and corresponding average interval lengths (IL).

Generally, Bayes CPs are higher than CPs of EM method. Increasing the values of \(r\) affects Bayes CPs and ILs positively and Bayes CPs become larger than CPs of EM. Although, Boot-t
and Boot-p methods provide reasonably high CPs, they are always less than that of Bayes and EM. If we consider the ILS, then Boot-t and Boot-p methods have quite small ILS than the other methods. Finally, Bayes ILS are always less than approximate ILS of EM.

5. Real data example

In this section, we analyze the bladder cancer data which was given in Lee and Wang (2003) and also analyzed by Rady, Hassanein, and Elhaddad (2016) using the Lomax distribution. This data consists of remission times (in months) of a sample of 128 bladder cancer patients. To illustrate the findings of the paper, we divided the data into two samples by randomly sampling 40 observations and considering these observations as the $X$ sample, and the remaining 88 observations are taken as the $Y$ sample, see Table 2.

Then, we fit Lomax distribution to each sample and report the results in Table 3. We provided the Kolmogorov-Smirnov test statistic values ($D$) and the corresponding p-values, saying that the data fit the Lomax distribution with the parameters given in Table 3.

We used the R package fitdistrplus, created by Delignette-Muller and Dutang (2015), which uses the optimize function to obtain the MLEs. Then MLEs are used as initial values in the EM algorithm. We also consider the following hyper-parameter values as the informative priors for the Bayesian estimators $a_1 = 110, b_1 = 10, c_1 = 2, d_1 = 200, a_2 = 40, b_2 = 10, c_2 = 1, d_2 = 300$ by simply equating the means of the priors to the corresponding MLEs. We report the estimated values and the corresponding confidence/credible intervals in Tables 4 and 5.

According to Table 4, it can be concluded that the Bayes estimates based on different loss functions are very close to each other. Further, as $r$ increases, the EM estimates get close to Bayes estimates, especially when $r = 40$. From Table 5, it is seen that the confidence interval of EM estimates are very wider than those based on Bayes estimates due to the high variance of EM estimates. Moreover, we can say that the lower bounds of EM confidence interval are always zero. Overall, we prefer to use Bayes confidence interval because of their small length.

Table 2. Bladder cancer data divided into two samples.

| Data: X | 1 | 6.940 | 17.140 | 0.510 | 2.640 | 4.340 | 20.280 | 2.691 | 2.260 |
|---------|---|-------|--------|-------|-------|-------|--------|-------|-------|
| 2       | 17.120 | 0.810 | 2.540 | 46.120 | 5.320 | 5.090 | 9.220 | 3.640 |
| 3       | 10.060 | 0.400 | 32.150 | 7.390 | 13.290 | 8.260 | 6.540 | 3.250 |
| 4       | 7.870 | 2.460 | 3.880 | 8.650 | 43.010 | 2.830 | 2.690 | 15.960 |
| 5       | 7.320 | 7.590 | 3.310 | 10.750 | 3.700 | 5.060 | 19.360 | 34.260 |

| Data: Y | 1 | 0.080 | 6.970 | 5.170 | 4.180 | 4.260 | 5.620 | 5.850 | 12.030 |
|---------|---|-------|--------|-------|-------|-------|-------|-------|-------|
| 2       | 2.090 | 9.020 | 7.280 | 5.340 | 5.410 | 11.640 | 11.980 | 2.020 |
| 3       | 3.480 | 3.570 | 9.740 | 10.660 | 7.630 | 17.360 | 19.130 | 3.360 |
| 4       | 4.870 | 7.090 | 14.760 | 36.660 | 1.260 | 1.400 | 1.760 | 6.760 |
| 5       | 8.660 | 13.800 | 26.310 | 1.050 | 4.330 | 3.020 | 4.500 | 12.070 |
| 6       | 13.110 | 25.740 | 2.620 | 4.230 | 5.490 | 5.710 | 6.250 | 21.730 |
| 7       | 23.630 | 0.500 | 3.820 | 5.410 | 7.660 | 7.930 | 8.370 | 2.070 |
| 8       | 0.200 | 7.260 | 14.770 | 7.620 | 11.250 | 11.790 | 12.020 | 3.360 |
| 9       | 2.230 | 9.470 | 10.340 | 16.620 | 79.050 | 18.100 | 2.020 | 6.930 |
| 10      | 3.520 | 14.240 | 14.830 | 1.190 | 1.350 | 1.460 | 4.510 | 12.630 |
| 11      | 4.980 | 25.820 | 0.900 | 2.750 | 2.870 | 4.400 | 8.530 | 22.690 |

Table 3. MLEs and Kolmogorov-Smirnov test results for data.

| Data | $\hat{\alpha}_i$ | $\hat{\beta}_i$ | $D$ | p-value |
|------|-----------------|-----------------|-----|---------|
| X    | 10.9770         | 0.0098          | 0.1396 | 0.3814  |
| Y    | 4.0034          | 0.0321          | 0.1133 | 0.2089  |
In this paper, we discussed the estimation problem of joint type-II censored data from two Lomax populations. Although we obtained MLEs via the Newton-Raphson (NR) method in a theoretical framework, we observed that NR method is not stable and does not converge most of the time in our simulation studies. Therefore, we made use of EM algorithm to estimate the parameters and construct the asymptotic confidence intervals as well as bootstrap-p and bootstrap-t confidence intervals. EM algorithm always converges in the simulation. We concluded that the asymptotic variance of EM turns out to be large. However, Boot-p and Boot-t confidence intervals are very much narrower. Moreover, we also consider the Bayesian estimation using independent gamma priors based on squared error loss, LINEX loss and generalized entropy loss functions. Since there are four parameters of two Lomax populations, we had eight hyper-parameters of the prior distributions. In order to obtain better performance, it is needed to select the hyper-parameters suitably due to the dependence of scale parameters of posterior distributions of $\beta_1$ and $\beta_2$ only on the hyper-parameter $d_1$ and $d_2$ respectively. Upon choosing suitable values of these parameters, Bayesian methods produced better performance than EM algorithm. Due to the complexity of posterior distribution, importance sampling method was employed to generate data from the posterior. We also computed the average lengths and credible intervals of Bayesian methods. According to the results, Bayes estimators had better performance in terms of MSE.

As future studies, it is possible to consider the estimation on two Lomax population under the jointly progressive censoring or further extending the study to more than two populations under different censoring schemes.

| Table 4. Estimated values of EM and Bayes methods for different values of $r$. |
|----------------|----------------|----------------|----------------|----------------|
| $r$   | $\hat{a}_1$ | $\hat{b}_1$ | $\hat{a}_2$ | $\hat{b}_2$ |
| EM   | 30 | 10.0378 | 0.0092 | 3.2306 | 0.0274 |
|      | 40 | 10.9600 | 0.0097 | 3.3398 | 0.0283 |
| SEL  | 30 | 10.0080 | 0.0185 | 3.2243 | 0.0401 |
|      | 40 | 10.5093 | 0.0314 | 2.8159 | 0.0485 |
| LINEX ($\nu = -0.5$) | 30 | 10.0745 | 0.0185 | 3.3130 | 0.0401 |
|      | 40 | 10.5267 | 0.0314 | 2.8238 | 0.0485 |
| LINEX ($\nu = 0.5$) | 30 | 9.9377 | 0.0185 | 3.1457 | 0.0400 |
|      | 40 | 10.4876 | 0.0314 | 2.8075 | 0.0485 |
| GEL ($\kappa = -0.5$) | 30 | 10.0010 | 0.0181 | 3.1993 | 0.0397 |
|      | 40 | 10.5074 | 0.0313 | 2.8129 | 0.0483 |
| GEL ($\kappa = 0.5$) | 30 | 9.9870 | 0.0175 | 3.1512 | 0.0389 |
|      | 40 | 10.5035 | 0.0311 | 2.8066 | 0.0480 |

| Table 5. Confidence and credible intervals of EM and Bayes methods for different values of $r$. |
|----------------|----------------|----------------|----------------|----------------|
| $r$   | $L_1$, $U_1$ | $L_1$, $U_1$ | $L_2$, $U_2$ | $L_2$, $U_2$ |
| ACI   | 0.0000 | 97.7040 | 0.0000 | 0.0903 | 0.0000 | 11.6072 | 0.0000 | 0.1011 |
| Boots.p | 7.2152 | 13.0827 | 0.0071 | 0.0190 | 2.6431 | 3.9937 | 0.0240 | 0.0316 |
| Boots.t | 7.0117 | 13.0638 | 0.0072 | 0.0112 | 2.5186 | 3.9426 | 0.0233 | 0.0315 |
| BAYES | 5.7038 | 9.6871 | 0.0309 | 0.0982 | 1.6830 | 3.3537 | 0.0434 | 0.1029 |
| ACI   | 0.0000 | 80.8883 | 0.0000 | 0.0729 | 0.0000 | 15.4225 | 0.0000 | 0.1355 |
| Boots.p | 7.9621 | 13.8563 | 0.0078 | 0.0111 | 2.7864 | 4.0055 | 0.0253 | 0.0317 |
| Boots.t | 7.8754 | 14.0447 | 0.0080 | 0.0115 | 2.7059 | 3.9737 | 0.0249 | 0.0316 |
| BAYES | 4.8903 | 8.4258 | 0.0457 | 0.1235 | 1.4474 | 2.8138 | 0.0595 | 0.1269 |

6. Conclusive remarks

In this paper, we discussed the estimation problem of joint type-II censored data from two Lomax populations. Although we obtained MLEs via the Newton-Raphson (NR) method in a theoretical framework, we observed that NR method is not stable and does not converge most of the time in our simulation studies. Therefore, we made use of EM algorithm to estimate the parameters and construct the asymptotic confidence intervals as well as bootstrap-p and bootstrap-t confidence intervals. EM algorithm always converges in the simulation. We concluded that the asymptotic variance of EM turns out to be large. However, Boot-p and Boot-t confidence intervals are very much narrower. Moreover, we also consider the Bayesian estimation using independent gamma priors based on squared error loss, LINEX loss and generalized entropy loss functions. Since there are four parameters of two Lomax populations, we had eight hyper-parameters of the prior distributions. In order to obtain better performance, it is needed to select the hyper-parameters suitably due to the dependence of scale parameters of posterior distributions of $\beta_1$ and $\beta_2$ only on the hyper-parameter $d_1$ and $d_2$ respectively. Upon choosing suitable values of these parameters, Bayesian methods produced better performance than EM algorithm. Due to the complexity of posterior distribution, importance sampling method was employed to generate data from the posterior. We also computed the average lengths and credible intervals of Bayesian methods. We conducted a Monte Carlo simulation to compare the listed methods. According to the results, Bayes estimators had better performance in terms of MSE.

As future studies, it is possible to consider the estimation on two Lomax population under the jointly progressive censoring or further extending the study to more than two populations under different censoring schemes.
## Appendix A

### Table A1. Average Values (Avg) and Mean Squared Errors (MSE) of EM estimations.

| $(m, n)$ | $r$ | Avg $\alpha_1$ | $\beta_1$ | $\alpha_2$ | $\beta_2$ |
|---------|-----|----------------|----------|------------|----------|
| (20, 20) | 10 | 2.128 | 3.136 | 3.174 | 5.159 |
| MSE | 0.621 | 1.054 | 1.015 | 1.894 | 5.084 |
| 20 | 2.123 | 3.100 | 3.215 | 2.069 | 1.026 |
| MSE | 0.494 | 0.691 | 1.069 | 1.856 | 1.610 |
| 30 | 2.217 | 3.001 | 3.370 | 1.511 | 1.852 |
| MSE | 0.734 | 0.567 | 1.511 | 1.856 | 1.856 |
| (40, 40) | 20 | 2.090 | 3.111 | 3.053 | 5.083 |
| MSE | 0.480 | 0.959 | 0.730 | 1.852 | 0.730 |
| 30 | 2.067 | 3.095 | 3.098 | 5.122 | 1.646 |
| MSE | 0.376 | 0.754 | 0.711 | 1.646 | 1.646 |
| 40 | 2.085 | 3.070 | 3.166 | 5.082 | 1.553 |
| MSE | 0.335 | 0.586 | 0.751 | 1.553 | 1.553 |
| (80, 80) | 20 | 2.023 | 3.036 | 3.009 | 5.048 |
| MSE | 0.318 | 0.707 | 0.588 | 1.650 | 0.588 |
| 40 | 2.043 | 3.060 | 3.062 | 5.092 | 1.522 |
| MSE | 0.279 | 0.607 | 0.569 | 1.522 | 1.522 |
| 80 | 2.065 | 3.071 | 3.125 | 5.089 | 1.513 |
| MSE | 0.264 | 0.541 | 0.629 | 1.513 | 1.513 |
| (40, 20) | 10 | 2.099 | 3.120 | 3.115 | 5.112 |
| MSE | 0.428 | 0.854 | 0.962 | 1.930 | 1.930 |
| 20 | 2.096 | 3.091 | 3.180 | 5.111 | 1.706 |
| MSE | 0.366 | 0.659 | 1.016 | 1.706 | 1.706 |
| 40 | 2.122 | 3.051 | 3.318 | 4.987 | 1.772 |
| MSE | 0.336 | 0.562 | 1.384 | 4.987 | 1.772 |
| (40, 60) | 40 | 2.080 | 3.073 | 3.101 | 5.120 |
| MSE | 0.352 | 0.626 | 0.604 | 1.469 | 1.469 |
| 50 | 2.082 | 3.063 | 3.127 | 5.111 | 1.515 |
| MSE | 0.337 | 0.595 | 0.653 | 1.515 | 1.515 |
| 60 | 2.087 | 3.078 | 3.159 | 5.078 | 1.560 |
| MSE | 0.330 | 0.569 | 0.711 | 1.560 | 1.560 |

### Table A2. Average Values (Avg) and Mean Squared Errors (MSE) of Bayes estimations under SEL function.

| $(m, n)$ | $r$ | Avg $\hat{\alpha}_1$ | $\hat{\beta}_1$ | $\hat{\alpha}_2$ | $\hat{\beta}_2$ |
|---------|-----|----------------|----------|------------|----------|
| (20, 20) | 10 | 2.069 | 3.163 | 3.102 | 5.080 |
| MSE | 0.124 | 0.438 | 0.302 | 0.131 | 0.131 |
| 20 | 2.081 | 3.060 | 3.078 | 5.027 | 0.131 |
| MSE | 0.193 | 0.061 | 0.321 | 0.011 | 0.011 |
| 30 | 2.093 | 3.027 | 3.083 | 5.017 | 0.011 |
| MSE | 0.194 | 0.008 | 0.305 | 0.011 | 0.011 |
| (40, 40) | 20 | 2.061 | 3.150 | 3.098 | 5.082 |
| MSE | 0.123 | 0.458 | 0.295 | 0.136 | 0.136 |
| 30 | 2.062 | 3.052 | 3.087 | 5.029 | 0.136 |
| MSE | 0.187 | 0.057 | 0.318 | 0.018 | 0.018 |
| 40 | 2.046 | 3.017 | 3.061 | 5.014 | 0.006 |
| MSE | 0.177 | 0.007 | 0.244 | 0.006 | 0.006 |
| (80, 80) | 20 | 2.048 | 3.027 | 3.076 | 5.016 |
| MSE | 0.197 | 0.037 | 0.314 | 0.010 | 0.010 |
| 40 | 2.039 | 3.013 | 3.060 | 5.011 | 0.004 |
| MSE | 0.179 | 0.006 | 0.239 | 0.004 | 0.004 |
| 80 | 2.028 | 3.007 | 3.031 | 5.006 | 0.004 |
| MSE | 0.114 | 0.002 | 0.147 | 0.001 | 0.001 |
| (40, 20) | 10 | 2.074 | 3.245 | 3.075 | 5.083 |
| MSE | 0.126 | 0.461 | 0.315 | 0.142 | 0.142 |
| 20 | 2.053 | 3.117 | 3.073 | 5.040 | 0.142 |
| MSE | 0.178 | 0.096 | 0.370 | 0.028 | 0.028 |
| 40 | 2.036 | 3.067 | 3.067 | 5.028 | 0.009 |
| MSE | 0.137 | 0.020 | 0.329 | 0.009 | 0.009 |
| (40, 60) | 40 | 2.050 | 3.012 | 3.055 | 5.013 |
| MSE | 0.202 | 0.005 | 0.214 | 0.005 | 0.005 |
| 50 | 2.043 | 3.004 | 3.056 | 5.004 | 0.002 |
| MSE | 0.184 | 0.001 | 0.191 | 0.002 | 0.002 |
| 60 | 2.035 | 3.001 | 3.043 | 5.001 | 0.000 |
| MSE | 0.160 | 0.000 | 0.166 | 0.000 | 0.000 |
Table A3. Average Values (Avg) and Mean Squared Errors (MSE) of Bayes estimations under \textit{LINEX} function.

| (m, n) | r   | \( \hat{\theta}_1 \) | \( \hat{\theta}_2 \) | \( \hat{\theta}_3 \) | \( \hat{\theta}_4 \) |
|--------|-----|----------------|----------------|----------------|----------------|
| (20, 20) | 10 Avg | 2.285 | 3.907 | 3.348 | 5.471 |
|        | MSE  | 0.034 | 0.256 | 0.076 | 0.052 |
|        | 20 Avg | 2.212 | 3.229 | 3.225 | 5.124 |
|        | MSE  | 0.040 | 0.015 | 0.063 | 0.004 |
|        | 30 Avg | 2.170 | 3.060 | 3.197 | 5.075 |
|        | MSE  | 0.035 | 0.001 | 0.056 | 0.002 |
| 40 (40, 40) | 20 Avg | 2.275 | 3.884 | 3.343 | 5.469 |
|        | MSE  | 0.033 | 0.254 | 0.074 | 0.052 |
|        | 30 Avg | 2.202 | 3.220 | 3.232 | 5.126 |
|        | MSE  | 0.037 | 0.014 | 0.063 | 0.004 |
|        | 40 Avg | 2.114 | 3.052 | 3.142 | 5.043 |
|        | MSE  | 0.029 | 0.001 | 0.040 | 0.001 |
| (80, 80) | 20 Avg | 2.187 | 3.165 | 3.218 | 5.095 |
|        | MSE  | 0.038 | 0.008 | 0.060 | 0.002 |
|        | 40 Avg | 2.113 | 3.047 | 3.138 | 5.037 |
|        | MSE  | 0.029 | 0.001 | 0.039 | 0.001 |
| 50 Avg | 20 Avg | 2.063 | 3.015 | 3.073 | 5.013 |
|        | MSE  | 0.017 | 0.000 | 0.021 | 0.000 |
|        | 30 Avg | 2.266 | 3.923 | 3.335 | 5.477 |
|        | MSE  | 0.034 | 0.248 | 0.078 | 0.054 |
|        | 40 Avg | 2.155 | 3.267 | 3.239 | 5.136 |
|        | MSE  | 0.034 | 0.020 | 0.074 | 0.006 |
|        | 50 Avg | 2.080 | 3.095 | 3.174 | 5.056 |
|        | MSE  | 0.021 | 0.003 | 0.058 | 0.001 |
| 60 Avg | 20 Avg | 2.137 | 3.047 | 3.128 | 5.042 |
|        | MSE  | 0.034 | 0.001 | 0.035 | 0.001 |
|        | 30 Avg | 2.111 | 3.022 | 3.116 | 5.019 |
|        | MSE  | 0.030 | 0.000 | 0.030 | 0.000 |
|        | 40 Avg | 2.101 | 3.010 | 3.093 | 5.009 |
|        | MSE  | 0.025 | 0.000 | 0.025 | 0.000 |

Table A4. Average Values (Avg) and Mean Squared Errors (MSE) of Bayes estimations under \textit{GEL} function.

| (m, n) | r   | \( \hat{\theta}_1 \) | \( \hat{\theta}_2 \) | \( \hat{\theta}_3 \) | \( \hat{\theta}_4 \) |
|--------|-----|----------------|----------------|----------------|----------------|
| (20, 20) | 10 Avg | 1.982 | 3.006 | 3.033 | 5.013 |
|        | MSE  | 0.004 | 0.006 | 0.004 | 0.001 |
|        | 20 Avg | 2.026 | 3.012 | 3.035 | 5.008 |
|        | MSE  | 0.006 | 0.001 | 0.004 | 0.000 |
|        | 30 Avg | 2.056 | 3.003 | 3.049 | 5.006 |
|        | MSE  | 0.005 | 0.000 | 0.004 | 0.000 |
|        | 40 Avg | 2.015 | 3.006 | 3.036 | 5.009 |
|        | MSE  | 0.005 | 0.000 | 0.003 | 0.000 |
|        | 50 Avg | 1.988 | 2.985 | 3.004 | 5.001 |
|        | MSE  | 0.007 | 0.000 | 0.004 | 0.000 |
|        | 60 Avg | 2.005 | 3.001 | 3.036 | 5.006 |
|        | MSE  | 0.006 | 0.000 | 0.003 | 0.000 |
| (40, 40) | 20 Avg | 1.973 | 2.993 | 3.030 | 5.016 |
|        | MSE  | 0.004 | 0.007 | 0.004 | 0.001 |
|        | 30 Avg | 2.003 | 3.002 | 3.044 | 5.011 |
|        | MSE  | 0.006 | 0.001 | 0.004 | 0.000 |
|        | 40 Avg | 2.015 | 3.006 | 3.036 | 5.009 |
|        | MSE  | 0.005 | 0.000 | 0.003 | 0.000 |
|        | 50 Avg | 1.988 | 2.985 | 3.004 | 5.001 |
|        | MSE  | 0.007 | 0.000 | 0.004 | 0.000 |
|        | 60 Avg | 2.005 | 3.001 | 3.036 | 5.006 |
|        | MSE  | 0.006 | 0.000 | 0.003 | 0.000 |
| (80, 80) | 20 Avg | 1.995 | 3.108 | 3.002 | 5.015 |
|        | MSE  | 0.004 | 0.006 | 0.004 | 0.001 |
|        | 30 Avg | 2.007 | 3.076 | 3.024 | 5.022 |
|        | MSE  | 0.005 | 0.001 | 0.005 | 0.000 |
|        | 40 Avg | 2.016 | 3.059 | 3.035 | 5.022 |
|        | MSE  | 0.004 | 0.000 | 0.004 | 0.000 |
|        | 50 Avg | 2.011 | 3.001 | 3.032 | 5.008 |
|        | MSE  | 0.006 | 0.000 | 0.003 | 0.000 |
|        | 60 Avg | 2.012 | 2.998 | 3.037 | 5.001 |
|        | MSE  | 0.006 | 0.000 | 0.002 | 0.000 |
| (40, 40) | 10 Avg | 1.995 | 3.108 | 3.002 | 5.015 |
|        | MSE  | 0.004 | 0.006 | 0.004 | 0.001 |
|        | 20 Avg | 2.007 | 3.076 | 3.024 | 5.022 |
|        | MSE  | 0.005 | 0.001 | 0.005 | 0.000 |
|        | 40 Avg | 2.016 | 3.059 | 3.035 | 5.022 |
|        | MSE  | 0.004 | 0.000 | 0.004 | 0.000 |
|        | 50 Avg | 2.011 | 3.001 | 3.032 | 5.008 |
|        | MSE  | 0.006 | 0.000 | 0.003 | 0.000 |
| 60 Avg | 2.021 | 2.998 | 3.027 | 4.999 |
|        | MSE  | 0.005 | 0.000 | 0.002 | 0.000 |
Table A5. The estimated 95% coverage probabilities (CP) and average lengths of confidence intervals (IL) of EM and Bayes estimations.

| $(m, n)$ | $r$ | ACI  | Boot.t | Boot.p | BAYES  | ACI  | Boot.t | Boot.p | BAYES  |
|---------|-----|------|--------|--------|--------|------|--------|--------|--------|
| (20, 20) | 10  | 97.66 | 97.93 | 93.95 | 96.11 | 4.85 | 7.57 | 5.94 | 10.45 |
|         | 20  | 93.03 | 95.97 | 85.53 | 91.30 | 3.88 | 6.42 | 4.66 | 8.94 |
|         | 30  | 94.81 | 92.55 | 80.24 | 88.81 | 3.11 | 5.55 | 4.25 | 8.30 |
| (40, 40) | 20  | 97.54 | 96.77 | 94.48 | 95.32 | 4.90 | 7.42 | 5.96 | 10.16 |
|         | 40  | 97.99 | 95.05 | 91.55 | 96.99 | 2.18 | 4.17 | 2.52 | 2.80 |
| (80, 80) | 20  | 95.66 | 96.24 | 87.11 | 88.47 | 4.11 | 6.79 | 4.68 | 8.11 |
|         | 40  | 97.93 | 90.51 | 76.98 | 79.37 | 4.02 | 6.34 | 4.71 | 8.29 |
| (40, 20) | 10  | 96.97 | 97.91 | 96.16 | 97.90 | 4.49 | 6.95 | 6.50 | 11.34 |
|         | 20  | 96.30 | 93.60 | 91.11 | 98.20 | 2.06 | 0.91 | 1.76 | 1.19 |
| (40, 60) | 40  | 89.89 | 92.33 | 75.04 | 79.70 | 3.30 | 5.49 | 3.33 | 6.14 |
|         | 50  | 86.46 | 90.06 | 70.11 | 77.01 | 3.10 | 5.03 | 3.08 | 5.87 |
|         | 60  | 82.42 | 88.09 | 67.86 | 76.17 | 2.80 | 4.71 | 2.80 | 5.42 |
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