Detection of Partially Occluded Faces Using Convolutional Neural Networks
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ABSTRACT

Partial occlusion in the face refers to the local region of the face with objects such as sunglasses, scarf, hands and beard which leads to loss of information thereby affecting the overall recognition accuracy. It is one of the challenging problems in computer vision. There are many traditional perceptions based models which have become perfect vehicles for identifying partially occluded facial images in unconstrained environments but they fail to be recognized in constrained environments. The images captured under low lighting conditions and noisy situations are called facial images with a constrained environment. The main contribution of this paper is to recognize partially occluded faces using Convolutional Neural Networks (CNN) in a constrained environment. Hence, an attempt is made in this direction to improve the recognition accuracy for partially occluded facial images. Experimental results demonstrated that the proposed system provides a confidence level of 93% and it outperforms the state of art with the other existing partially occluded face recognition algorithms.
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1. INTRODUCTION

Face recognition is one of the emerging technologies in the field of computer vision and forensics science. Partial Occlusion means interfering with the view of an object [1]. Natural and synthetic are the two types of occlusion. In natural occlusion, obstruction exists between two objects without any intention. But in synthetic occlusion, objects are covered intentionally with any rectangular box. Partial occlusion can be found in many areas like iris recognition, ear recognition, face recognition and medical image processing. Presence of partially occluded features in face is one of the challenging problems that exist in face recognition.

Partial occlusion in the face refers to the local region of the face covered with objects such as sun glasses, scarf, hands and beard. The presence of partial occlusion features in the face is shown from Figure 1 to Figure 3 and it reduces the overall performance of the face detection systems. Therefore, robustness to partial occlusion in face has become a very crucial task in today’s scenario.

Figure 1 Partial Occlusion by Mask [2]

Figure 2 Partial Occlusion by Beard [2]
Over the past few years, identification of partially occluded faces has drawn attention of the research community. Researchers are contributing and observing better results, but there are still many opportunities for improvement with the occluded faces. Due to recent advancements in computer technology, people change their looks and commit crime. If an individual changes his looks either by face occluded by hand, beard or mask it will affect the overall performance of the system.

In the field of forensics, if an individual has committed a crime having partially occluded features then it is a very difficult task to identify the criminal. Detection of partially occluded facial images can be considered as one of the significant applications in the field of forensics. Therefore, there is a need for development of automated partially occluded facial recognition systems to identify the criminals in an efficient way.

Traditional Neural Network based models are unable to capture the patterns of occlusion effectively and they find it difficult to recognize partially occluded facial images. But CNN learns the features automatically by extracting the correct and relevant features from the input image. It captures only the spatial features which in turn help to identify the image accurately along with the location of the image and relationship with the other objects in the image.

Hence in the proposed system, an attempt is made in this direction to detect partially occluded facial images using CNN in a constrained environment.

The main objectives of this research work are stated below.

1. Development of an automated partially occluded facial recognition system.
2. Exhaustive experimental analysis of the proposed system.
3. Comparison of the results with the state of the art partially occluded face recognition algorithms.

The research paper is organized as follows. Section 1 and Section 2 present introduction and literature review on partially occluded facial images respectively. A detailed discussion on the proposed system is presented in section 3. Experimental results and discussion is presented in section 4. Finally, section 5 portrays the concluding remarks.

2. RELATED WORKS

Literature survey reveals that faces can be recognized in both restricted and unrestricted environments. In a real time, scenario, a lot of challenges exist to solve the problem of partially occluded faces [1]. Henceforth, many authors have proposed different techniques to rectify the problem of partially occluded faces.

Zhang et al. [3] presented an approach for a part based visual tracking of three different frames in video. Experimental results prove that performance of this approach is better when compared with other visual tracking methods. In another work, Kortylewski et al. [4] developed an approach based on the combination of deep neural networks with the composition models. The model is able to recognize the occluded objects even if the occluded objects are not trained.

Similarly, a probabilistic framework for pedestrian detection with occlusion handling is proposed by Ouyang et al. [5]. Experiments are carried out on three public datasets and CUHK occlusion datasets. This framework performs better than the occluded pedestrian data. Hou et al. [6] presented an approach based on Spatio -Temporal Completion network (STCnet) which addresses the problem of the partial occlusion. The occluded parts in the video are recovered using the STCnet framework. Both recovered regions and uncovered regions are combined and then fed into training.

In another work [7], compositional models are combined with Deep Convolutional Neural Networks (DCNN) which is used to differentiate between real partial and artificially occluded images. Experimental results on MS-COCO dataset envisaged that proposed approach out performs the DCNN by classifying the object as partially occluded even if not trained. Zaman et al. [8] proposed a strategy based on local lateral subspace which is used to extract the local features. Experiments are carried out on three datasets and research has yielded 90.70% recognition accuracy.

A dissimilarity function for partial occlusion in the case based reasoning (CBR) system was developed by Saha et al. [9] which will discard the features from partially occluded regions. This approach provides a better performance in uncontrolled lighting conditions. Another team of researchers Priya et al. [10] presented an approach based on novel occlusion invariant face recognition. It consisted of occlusion based detection phase and mean based weight matrix face recognition phase. Proposed approach shows superior performance compared with other conventional approaches. Another novel method is proposed by Tarres et al. [11] which
uses the Lophoscopic Principal Component Analysis (PCA) method. Experimental results envisaged—that performance of the proposed approach is improved when compared to PCA.

To solve the problem of partial occlusion, Bommi et al. [12] proposed a novel approach based on a combination of compressed string matching algorithm with run length encoding. The proposed approach is experimented on Extended Yale-B and AR face datasets. It shows significant performance in terms of recognition accuracy and speed. Sreelakshmi et al. [13] proposed an approach based on MobileNet architecture of CNN for handling partially occluded facial images. The model achieved an accuracy of 92.5% on partial occluded facial images.

Zou et al. [14] proposed an approach to reconstruct the remaining part of the faces from partially occluded faces. AlexNet, a pre-training model is used for training normal face images and tested with occluded face images. Experimental results prove that performance of classification has improved effectively. A Sparse representation algorithm [15] for fusion error is developed by Li which provided a new solution for identifying partially occluded facial images.

From the literature survey, it is observed that the majority of the work is available in the field of unconstrained environment [20-25] especially in different areas of partial occlusion [1,2,4]. Limited work is reported in the area of partial occlusion in face recognition with constrained environment and achieved a recognition accuracy of 92.38%. As a result, identifying the partially occluded facial images has drawn attention of many researchers. There exists a scope for the development of new approaches to improve the recognition accuracy in the field of partial occlusion [26-30] with a constrained environment.

3. PROPOSED SYSTEM

Proposed system consists of four steps which are built in Python using OpenFace and dlib. They are Face Detection, Projection of Faces, Encoding Faces and identifying the person from image encodings. The architecture of the partially occluded facial recognition system is shown in Figure 4.

3.1 Preprocessing

It is the first step in proposed system. An input image is converted into black and white because color data is not required to find the faces. Every pixel of an input image is analyzed. For every pixel, the pixels that are adjacent to it are identified and compared with the directional flow of luminosity between them [16].

An arrow is drawn to the darker image representing the direction. This process is repeated for every pixel in the image and an arrow is replaced by each pixel. Flow of this process takes place from lighter to darker regions across the entire image. This process is known as gradients.

Divide the image into small squares of 16x16 pixels each. In each square, count the number of gradient points in each significant direction. Replacement process takes place by replacing a square in the image with the arrow directions that were the strongest. After this process, the original image is converted into a straightforward representation thereby capturing the basic structure of a face.

3.2 Face Detection

Face detection is the next step in the proposed system. Location of the faces in an input image is identified so that it can convey that they are apart. Later area of the face in the image is calculated and it is further passed to the next step.

In the proposed system, Convolutional Neural Networks (CNN) is used to detect all the faces in the image.

3.3 Projection of Faces

In this step, wrapping process takes place for each and every detected in such a way that the eyes and lips are always at the same location in the image. Face landmark estimation algorithm is used to carry out this process. Then CNN is trained to identify the 68 specific points on every face [31-36].

The mean normalized distance (MND) is used to extract 68 specific points on every face which is calculated is calculated using the Equation (1).
\[ MND = \left( \frac{1}{68} \sum_{i=1}^{68} \sqrt{\frac{(a-b)^2}{W} + \frac{(m-n)^2}{H}} \right) \]  

Here W denotes width, H denotes height, a, b, m and n are the variables used to calculate the distance between pixels.

### 3.4 Encoding of Faces

Comparing the unknown faces with all the faces of the people stored in the database becomes an easy task for smaller datasets. If the size of the dataset is large, then it becomes a very difficult and challenging task to loop through every image and identify the person within a few milliseconds.

To overcome this situation, a few essential measurements from each face are extracted so that it can be used to measure the unknown face accurately. As a result, in the proposed system, CNN is trained to generate face encodings. Once the network is trained, it will generate 128 measurements (face encodings) for any given partially occluded facial image.

### 3.5 Identifying the person from image encodings

It is the last step in the proposed system. Here in order to identify the person in the database, the trained classifier will generate a face encoding for the given input image. The generated face encodings is compared with the face encodings already stored in the database. The closest match will be retrieved for the given input image.

During this process, if multiple matches for the same person occur, then the people in the photos look very similar. To make the face comparison process stricter, tolerance levels are set to low. In this regard, tolerance levels are adjusted so that lower the tolerance levels, the better the accuracy for the recognition of partially occluded facial images.

### 4. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, experiments carried out on Disguised Faces in the Wild dataset [22] are discussed. DFW dataset is collected from Image Analysis and Biometrics Lab from IIIT Delhi which consists of 1000 subjects with a total of 1,11,157 images. For experimentation purpose, 400 samples are used for training and 600 samples are used for testing. The statistics of dataset samples are indicated in the Table 1.

**Table 1.** Statistics of dataset samples [22]

| Dataset Name            | Number of Subjects | Challenges | Source                                      |
|-------------------------|--------------------|------------|---------------------------------------------|
| Disguised Faces in Wild (DFW) | 600 | 400 | Normal, Validation, Disguised and impersonator images |
| Image Analysis and Biometrics Lab@ IIIT Delhi |

The results of the experiments conducted on DFW dataset are shown from the Figure 5 to Figure 8.

**Figure 5** Partially Occluded Face Recognition of Akshay Kumar

**Figure 6** Partially Occluded Face Recognition of Andrew Garfield
Confidence levels (accuracy) are the likelihood of the results being true for the total population and expressed in percentage form. It is one of the measures used in the proposed system to recognize partially occluded faces. Out of 1000 samples, 930 samples were correctly recognized and 70 samples were incorrectly recognized.

Accuracy is one of the metrics used to evaluate the performance of a proposed system. It is calculated using the Equation (2).

$$\text{Accuracy} = \frac{\text{Total number of samples correctly recognized}}{\text{Total number of samples}} \quad (2)$$

Proposed system provides a confidence level of 93% on DFW dataset. The proposed system is compared with other existing approaches for partially occluded facial images are illustrated in Table 2.

Figure 9 illustrates the graphical representation of comparative study. In this plot, a value in Y-axis denotes the recognition accuracy and a value in X-axis denotes the name of existing approaches and proposed system.
From the comparative study, it is observed that the proposed system provides an appreciable recognition accuracy of 93%. It outperforms compared to the existing partially occluded face recognition algorithms.

In the proposed system, the partially occluded facial images are fed into CNN for training which automatically learns the input images through filters thereby decreasing the burden of learning. It always captures the spatial features which will detect the partially occluded facial images accurately. Hence, the proposed system performs better than existing algorithms.

5. CONCLUSION

The problem of partial occlusion in face is studied relatively less when compared to normal face recognition having challenges like pose variation, illuminations and expression variations. An attempt is made in this direction, to recognize partially occluded faces using CNN. The proposed system is evaluated on the DFW dataset which provides an appreciable recognition accuracy of 93%. The limitation of this research work is that the performance of the proposed system can still be improved by testing on larger datasets. Since the nature of occlusion on the face vary greatly, a lot of new approaches can be developed for automating partially occluded face recognition algorithms.
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