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Symmetry Based Feature Selection with Multi layer Perceptron for the prediction of Chronic Disease

Sandeepkumar Hegde, Rajalaxmi Hegde

Abstract: Huge amount of Healthcare data are produced every day from the various health care sectors. The accumulated data can be effectively analyzed to identify people’s risk from chronic diseases. The process of predicting the presence or absence of the disease and also to diagnosing the various disease using the historical medical data is known as Health Care Analytics. Health care analytics will improve patient care and also the harness practice of medical practitioner. The feature selection is considered as a core aspect of the machine learning which hugely contribute towards the performance of the machine learning model. In this paper symmetry based feature subset selection is proposed to select the optimal features from the Health care data which contribute towards the prediction outcome. The Multilayer perceptron algorithm (MLP) used as a classifier which will predict the outcome by using the features which are selected from the Symmetry-based feature subset selection technique. The chronic disease dataset Diabetes, Cancer, Breast Cancer, and Heart Disease data set accumulated from UCI repository is used to conduct the experiment. The experimental results demonstrate that the proposed hybrid combination of feature selection technique and the multilayer perceptron outperforms in accuracy compare to the existing approaches.

Index Terms: Chronic Disease, Feature selection, Healthcare, Machine Learning.

I. INTRODUCTION

In this technological era, chronic disease is considered as one of the threats to the entire globe. Because around 95% of the nation spending about 3 trillion dollars as health care expenditure in order to cure this disease[1]. According to the new report from the National Center for Chronic Disease, by 2025 67% of the population in India will be a victim of these diseases. The chronic disease is death causing diseases which persist for a longer duration. The disease such as Cancer, Diabetes, Kidney disease, Asthma, Heart Disease, Mental disorder is considered as chronic diseases[2]. Already India is having the largest population of diabetes disease of 35 million in the entire world. One of the remedies could be early predicting the risk of chronic disease so that it can be cured at the earliest. Feature selection is considered a core part of the machine learning algorithm. The performance of the entire machine learning model depends on the accuracy of the feature selection technique. The filter method, wrapper method, and embedded method are the different types of feature selection technique[3].

The filter-based feature selection technique is independent of the machine learning model. The wrapper-based feature selection algorithm selects the features based on machine learning classifier. The embedded feature selection uses the strategy of both the filter and wrapper method in selecting the features. These techniques must remove the noise, outliers and irrelevant features which will not contribute towards prediction outcome. In this paper novel symmetry based feature subset selection technique in combination with Multilayer Perceptron is proposed in order to early predict the risk of having chronic diseases. The chronic disease dataset such as Diabetes data set, Cancer data set, Breast Cancer Data set and Heart Disease Data set is used to conduct the experiment. The Proposed symmetry based feature selection uses a filter approach in selecting the features. The algorithm works based on the concept of significance and redundancy. The chronic disease datasets are given as input to the proposed feature selection algorithm. Each and every feature will undergo the process of significance and redundancy analysis. Only if the significance of the particular features crosses the intended threshold value and if it is not redundant, the particular features are retained. The selected subset of the features is given as input to the multilayer perceptron algorithm. The Multi-Layer Perceptron (MLP) is considered as a family of Artificial Neural Network[4]. The MLP is fed forward neural network technique with three layers in it, input layer, hidden layer, and Output layer. The MLP uses activation functions in order to achieve nonlinearity. It is a Supervised Classification technique, uses backpropagation mechanism in order to train the model. The features selected from the symmetry based feature selection technique given as input to the input layer of MLP. The different weights are assigned to the features based on the feature importance by MLP. The processing of the features will be done in the hidden layers. The output layer of MLP will predict the classification result. The problem of overfitting and underfitting is nullified by using K fold cross validation mechanism[5]. The result obtained through the proposed approach is validated using the various measures such as Precision, Recall, F measure, ROC area, and confusion matrix. The experimental results indicated that the proposed approach outperforms in accuracy compared to all the existing approaches.
The paper is organized as follows. Section II focuses on literature work which is already carried out in the same area. Section III explores the proposed methodology. Section IV focuses on experimental results followed by a conclusion.

II. LITERATURE REVIEW

The section explores the various literary work which has been already carried out in the same area. In [6] Neuro-fuzzy based interface model is used to predict the diabetes disease. The Pima diabetes data set is accumulated from the National Institute of Diabetes. The feature selection is implemented using Genetic Algorithm. The proposed approach achieved a better result compared to the RNN approach. In [7] the C4.5 based algorithm is used to predict the diabetes disease. The approach achieved an accuracy of 72%. The proposed system did not apply any feature selection algorithm to remove the redundant features. In [8] adaptive SVM based algorithm is used to predict the presence of breast cancer disease. The algorithm achieved an accuracy of 76%. But the proposed approach had an overfitting issue. In [9] LS-SVM based algorithm used to predict the presence of Knee joint disease. The feature selection is performed using a genetic algorithm and the apriori algorithm. The proposed approach achieved an accuracy of 94%. In [10] Relief based feature selection in combination with linear SVM based machine algorithm used to predict the heart disease. The drawback with this approach was dataset contained only 270 sets of instances with 13 attributes in it. In [11] weka data mining tool is combined with clustering methods to predict the heart disease. In [12] RFE in combination with SVM is used to predict the prostate cancer disease. The proposed approach achieved higher accuracy compared to existing approaches. In [13] Genetic based feature selection is proposed in combination with Naïve Bayes classifier to predict the Heart Disease. The proposed method achieved an accuracy of 75%. In [14] ILFS based feature selection is proposed to select the subset of the features from the Heart disease data set based on feature rank and weight. The feature selection is applied in combination with SVM. The data set had a total of 699 instances in it with 13 features. The ILFS based feature selection algorithm selected optimal features for the classification task. The proposed technique achieved good accuracy compared to the existing technique. In [15] sub optimum based feature selection algorithm is proposed in combination with particle swarm optimization to select the optimal features from the Breast cancer data set. The feature selection is performed in combination with SVM, ANN and Bayes Network. The experimental results indicated that the proposed technique achieved better accuracy compared to traditional techniques. In [16] Autoencoder based technique is proposed for the classification of Anti-cancer drug response. The autoencoder in combination with Boruta based algorithm used to select the subset of the features. The classification task was performed by using the random forest algorithm. The proposed technique achieved better efficiency compared to the existing approaches.

The main motivation behind the implementation of the paper is to propose an accurate machine learning model towards the prediction of chronic disease. In India, about 67% of the population is the victim of these diseases. The early prediction of the disease with at most accuracy is very much essential. The existing work proposed with these objectives is not proven to be accurate. The effective feature selection algorithm will always make a huge impact on the performance of the machine learning model. Hence in this paper novel, symmetry-based optimized feature subset selection algorithm is proposed in combination with the Multilayer perceptron algorithm which performed well in prediction accuracy compared to an existing technique.

III. PROPOSED METHODOLOGY

The architecture of the proposed system is shown in Fig 1 below. In the proposed work hybrid approach of Symmetry-based feature selection in combination with Multi-Layer Perceptron(MLP) algorithm is utilized to predict the risk of chronic disease.
The feature selection is considered as a core aspect of machine learning. The performance of the machine learning model depends on the fitness of the feature selection algorithm. The feature selection algorithm must extract only the optimized features which impact on the prediction result. The Health care dataset such as Heart Disease, Breast Cancer, Lung Cancer, Diabetes dataset is given as input to the proposed system. The dataset will undergo the process of Data preprocessing which will remove the noise, outlier if any from the given data. The preprocessed data is given as input to the proposed Symmetry Based Feature Ranking and Weighting based Feature selection system.

The proposed symmetry based feature selection algorithm works based on the concept of information gain, entropy, and merit of feature subset. The entropy of feature subset can be calculated using equation 1 below.

\[
Entropy(f) = \sum_{i=1}^{c} - p_i \log_2 p_i
\]  

(1)

The information gain between the given features f1 and f2 can be represented as

InfoGain \( (f_1|f_2) = entropy(f_1) - entropy(f_1|f_2) \)  

(2)

The merit of each feature subset can be calculated using the formula 3 below.

\[
M_{f_2} = \frac{m_{cf}}{\sqrt{n + n(n-1)m_{ff}}}
\]  

(3)

\( M_{f_2} \) is the merit of feature subset  
\( n \) is the number of features.  
\( m_{cf} \) is mean of the class feature correlation  
\( m_{ff} \) is mean of the feature-feature correlation

Hence symmetry between the two features can be obtained using the equation (4).

\[
Symmetry(f_1,f_2) = 2 * \frac{\text{InfoGain}(f_1|f_2)}{\text{entropy}(f_1) \cdot \text{entropy}(f_2)}
\]

(4)

The symmetry based feature selection uses the concept of mutual information in order to derive the optimal features from the given set of features. The mutual information represents the relationship between each of the features and effect of these in the target class. Hence the goodness of each feature is identified by measuring the correlation between each feature and target class concept. The gain of the each feature is computed using the concept of Information gain. The computation of the information gain involve the entropy calculation by subtracting the entropy of class label for full data set with conditional entropy of the features. The entropy calculation will give the frequency count of each class label.

The proposed symmetry based feature selection algorithm is shown in the Fig 2. Initially, the entropy of each feature is computed using equation 1. The purity of each feature is obtained by measuring the entropy value using equation 2. The merit of each subset of the feature is measured and symmetrized relationship between the set of features are obtained using the equation 4. The feature selection system will select the optimal features from the given dataset which will impact the prediction output.

Algorithm: Symmetry Based Feature Selection

1. Let \( S \) denotes the symmetric matrix
2. \( E \) represents the entropy of features
3. \( F \) represents the Feature
4. Calculate entropy using

\[
Entropy(f) = \sum_{i=1}^{c} - p_i \log_2 p_i
\]

5. Calculate the merit of the feature using

\[
M_{f_2} = \frac{n_{cf}}{\sqrt{n + n(n-1)m_{ff}}}
\]

6. Calculate information gain \( IG(DC|DA) \)
7. \( DC \) denotes the class label
8. \( DA \) denotes the attribute values
9. for each \( DC_i \) in \( DC \) do
10. Compute \( P(DC[i]) \)
11. \( Fe \leftarrow Fe + P(DC[i])*log_2(P(DC[i])) \)
12. \( Fe \leftarrow Fe \)
13. end for
14. for each attribute \( ai \) in \( DA \) do
15. compute \( P(a[i]) \)
16. count = \( Fe + P(a[i])*log_2(P(a[i])) \)
17. \( Fe \leftarrow count \)
18. end for
19. for each \( DC_i \) do
20. for each \( aj \) do
21. find \( P(DC[i][a[j]]) \)
22. \( FS \leftarrow FS + P(DC[i][a[j]]) \log_2 P(DC[i][a[j]]) \)
23. \( FS \leftarrow FS \)
24. end for
25. end for
26. compute the symmetric matrix using

\[
Symmetry = 2 * \frac{\text{InfoGain}(f_1|f_2)}{\text{entropy}(f_1) \cdot \text{entropy}(f_2)}
\]

Fig. 2. Proposed Symmetry Based Feature Selection Algorithm
Hence the matrix representation of the same can be denoted as

$$f(x) = a_2 f_2 \left( b w^{(2)} + w^{(2)} \left( a_1 f_1 \left( b w^{(1)} + w^{(1)} x \right) \right) \right)$$  \hspace{1cm} (6)

In the equation (6) above $a_1 f_1$ and $a_2 f_2$ are the activation function, $b w^{(1)}$ and $b w^{(2)}$ are the bias vectors, $w^{(1)}$ and $w^{(2)}$ are weight matrices. In the proposed approach the sigmoid is used as an activation function in order to achieve the non-linearity.

The error in the output node $i$ at the $n$th data point can be derived by computing the difference between the actual outcome and the expected outcome.

$$e_i(n) = \frac{1}{2} \sum_i e_i^2$$  \hspace{1cm} (11)

As discussed in the section above the nonlinear activation is performed in MLP by using the sigmoid function.

$$\text{Sigmoid } \sigma(f) = \frac{1}{1+e^{-f}}$$  \hspace{1cm} (12)

The sigmoid function is shown in the Fig 4 which maps the machine learning models in the range between 0 and 1. The sigmoid function most suitable for Binary Classification problem.

The sigmoid function is considered as differential function because slope of the sigmoid lies between two points. It is non-linear in nature which will give analog like activation. It is considered as smoothing gradient. It can be used with machine learning model which can predict the probability. The sigmoid is commonly used activation function in MLP which will take the input in terms of real value and squashes it to 0 and 1. Since most of the Disease prediction problems belong to Binary classification i.e. Presence or absence of the disease, in the proposed system sigmoid is chosen as the activation function for MLP.

If the accuracy obtained through the proposed system is not optimal, a subset of the features are selected from the remaining set and classification task is performed using the MLP system. The task is repeated recursively until optimal accuracy is obtained.
IV. RESULTS AND DISCUSSION

The experiment is conducted using the Disease data set Lung Cancer, Heart Disease, Breast Cancer, Diabetes Data sets taken from the UCI repository. The Datasets are passed as input to the Proposed system. The Data sets will be preprocessed to remove the noise and outliers. The optimal features from the Datasets are filtered using the proposed symmetry based feature selection technique. The predictions are carried out by using the MLP based supervised classifier technique.

In order to avoid the problem of Data overfitting, underfitting or biased model, the data sets will undergo the process of K fold cross-validation. The Value of K is chosen as 1. The accuracy obtained with the proposed system is validated using the various measures such as Root mean square, True positive rate(TP rate), True negative rate(TN rate), Precision, Recall, F-measure and ROC area.

The Receiver Operating characteristics(ROC) is considered as one of the essential performance measure for the machine learning Classifier. The ROC can be visualized using the Area Under Curve(AUC). The ROC can be calculated based on the number of True Positive Cases and False Positive Cases obtained with the Machine learning classifier. The True positive cases are plotted in the Y axis and False Positive Cases are plotted in the X axis. The Best ROC rate for any classifier is 1 and poor ROC rate is 0. The ROC illustrates the capability of machine learning classifiers to separate between the different classes.

Fig. 5. ROC Curves with Diabetes and Lung Cancer Data

Fig. 6. ROC Curves with Heart and Breast Cancer Data
The ROC curve obtained with the proposed approach is as shown in Fig 5 and Fig 6 above. The ROC rate 0.89 and 0.82 is achieved with Diabetes and Lung cancer data where as with the Heart Disease and Breast Cancer, ROC rate of 0.86 and 0.77 is recorded. The performance of the proposed approach is also measured using the other parameter such as Precision, Recall, F measure, True Positive rate and false positive rate.

### Table I. Performance Statistics I

| Data Set       | Precision | Recall | F measure | TP Rate | FP Rate |
|----------------|-----------|--------|-----------|---------|---------|
| Diabetes       | 0.780     | 0.866  | 0.821     | 0.866   | 0.13    |
| Lung Cancer    | 0.923     | 0.857  | 0.889     | 0.858   | 0.14    |
| Breast Cancer  | 0.744     | 0.826  | 0.783     | 0.826   | 0.17    |
| Heart Disease  | 0.801     | 0.833  | 0.801     | 0.833   | 0.16    |

The table I above shows the performance statistics when the health care datasets are passed as input to the proposed system. As shown in the table II below, performance of the proposed system is also validated using the different measure such as kappa statistics, Mean absolute error, ROC area, PRC area and Root mean square.

### Table II. Performance Statistics II

| Data Set       | Kappa statistics | Mean absolute error | ROC area | PRC area | Root mean square error |
|----------------|------------------|---------------------|----------|----------|------------------------|
| Diabetes       | 0.431            | 0.313               | 0.890    | 0.801    | 0.414                  |
| Lung Cancer    | 0.323            | 0.115               | 0.820    | 0.930    | 0.280                  |
| Breast Cancer  | 0.452            | 0.348               | 0.770    | 0.748    | 0.525                  |
| Heart Disease  | 0.5779           | 0.2281              | 0.860    | 0.842    | 0.427                  |

The confusion matrix obtained with the Diabetes data shown in table III. It indicates that out of 768 instances total 579 instances are classified correctly and 189 instances are in correctly predicted.

### Table III. Confusion Matrix With Diabetes Data

| True Label | Negative | True Negative | 416 | False Positive | 84 |
|------------|----------|---------------|-----|----------------|----|
| Positive   | False Negative | 105 | True Positive  | 163|
| Negative   | Positive  |                |     |                |    |

As indicated in the confusion matrix in the table IV, out of 286 instances 194 instances are correctly predicted with the Breast Cancer Data.

### Table IV. Confusion Matrix With Breast Cancer Data

| True Label | Negative | True Negative | 125 | False Positive | 25 |
|------------|----------|---------------|-----|----------------|----|
| Positive   | False Negative | 31  | True Positive  | 89 |
| Negative   | Positive  |                |     |                |    |

The confusion matrix of lung cancer data set shown in table V indicates that out of 32 test set instances 26 instances are predicted correctly and only 6 instances are wrong predicted.

### Table V Confusion Matrix With Lung Cancer Data

| True Label | Negative | True Negative | 2   | False Positive | 2 |
|------------|----------|---------------|----|----------------|--|
| Positive   | False Negative | 4  | True Positive  | 24|
| Negative   | Positive  |                |    |                |   |

The confusion matrix of heart data is shown in table VI below. The data set had total 270 instances. Total 214 instances are predicted correctly.

### Table VI Confusion Matrix With Heart Disease Data

| True Label | Negative | True Negative | 166 | False Positive | 35 |
|------------|----------|---------------|-----|----------------|----|
| Positive   | False Negative | 57 | True Positive  | 28 |
| Negative   | Positive  |                |    |                |   |

The accuracy obtained with proposed system is compared with different machine learning classifier.
The accuracy obtained with the proposed system is compared with different machine learning classifiers. The accuracy comparison graph between different techniques is shown in Fig 7 above. The graphs indicate that the proposed system obtained higher accuracy compared with the existing approaches.

V. CONCLUSION

In this paper symmetry based feature selection technique is proposed in combination with Multilayer perceptron Algorithm to predict the early risk of chronic disease. The experiment is conducted using chronic disease data sets Lung Cancer, Diabetes, Breast cancer, and Heart Disease. The proposed symmetry based feature selection technique filtered the optimal features from the Data set which is given as input to the MLP based classifier. The prediction results showed that the proposed system performed better in accuracy as well as in terms of the other performance measures such as confusion matrix, ROC, Precision and Recall compared to the existing approaches. The limitation of the approach is, the proposed technique has experimented with the smaller data set As future work the same approach can be extended with the larger data set and analysis on the performance can be made.
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