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The quest for systems able to perform quantum computing [1], the synthesis of design molecules by laser-induced chemical reactions [2], or the control of electron currents in molecular switches using light [3] may benefit from the recent advances in the field of design and synthesis of laser pulses specially tailored to perform specific tasks [4]. The laser pulse creation and shaping techniques have improved impressively over the last decades, and the area of experimental optimal control has therefore become a well-established field.

Such pulses can also be theoretically derived with the help of quantum optimal control theory (QOCT) [5]. This theory is rather general in scope, and its basic formulation makes no assumptions on the nature and modeling of the quantum system on which the pulse is applied. In practice, the solution of the QOCT equations requires multiple propagations, both forward and backward, for the system under study. Since these propagations are in general unfeasible for many-particle systems, few-level simplifications and models are typically postulated when handling the QOCT equations. Unfortunately, these simplifications are not always accurate enough: strong pulses naturally involve many electronic levels, and normally perturbative treatments are not useful. Nonlinear laser-matter interactions must sometimes be described ab initio.

In this Letter, we are concerned with many-electron systems irradiated with femtosecond pulses, with intensities typically ranging from $10^{11}$ to $10^{15}$ W cm$^{-2}$—a nonlinear regime that nevertheless allows for a nonrelativistic treatment. This may lead to a number of interesting phenomena, e.g., above-threshold or tunnel ionization, bond hardening or softening, high harmonic generation, photoisomerization, photofragmentation, Coulomb explosion, etc. [6]. The control of these processes should be treated with an electronic first principles theory; some possibilities are, for example, the time-dependent configuration interaction or time-dependent multiconfiguration Hartree-Fock [7,8] theories. However, the time-dependent density-functional theory [9] (TDDFT) has emerged as a viable alternative to more computationally expensive approaches based on the wave function.

In TDDFT, the system of interacting electrons is substituted by a proxy system of noninteracting electrons—the “Kohn-Sham” system, which is computationally much less demanding. The theory guarantees the identity of the electronic densities of the two systems and existence of a density functional for each possible observable, thus allowing the computation of any property without having to deal with the many-body wave function. The theory is however hindered by the lack of knowledge of the precise external potential seen by the auxiliary noninteracting system. Fortunately, a number of valid approximations have been developed over the years, which have made of the TDDFT a computationally efficient possibility to describe many processes.

We are thus led to the necessity of inscribing the TDDFT into the general QOCT framework. We will lay down and discuss the equations that result when TDDFT is used to model the system. Then, in order to demonstrate its computational feasibility, we present one sample calculation: a 2D two-electron system optimally driven between two potential wells.

In the spirit of TDDFT, we substitute the problem of formulating QOCT in terms of a real interacting system by formulating the optimization problem for the noninteracting system of electrons. The equations of motion for the single-particle electronic orbitals of this system, also known as the time-dependent Kohn-Sham equations, are...
with the initial conditions, determines the solution orbitals: $u \rightarrow \varphi[u]$. Our task is now the following: we have to find an external field—in the language of the OCT, a control $u$—that induces some given behavior of the system, which can be mathematically formulated by stating that the induced dynamics maximizes some target functional $F$. Since we are using TDDFT, this functional will be defined in terms of the Kohn-Sham orbitals, and will possibly depend explicitly on the control $u$:

$$
F = F[\varphi, u].
$$

In the most general case, the functional $F$ depends on $\varphi$ at all times during the process (we have a “time-dependent target”). In many cases, however, the goal is the achievement of some target at a given time $T$ that determines the end of the propagation interval (we then have a “static” or “terminal” target). In order to accommodate both possibilities, we may split $F$ into two parts, one terminal target $F_{\text{term}}$, and one time-dependent target $F_{\text{ad}}$:

$$
F[\varphi, u] = F_{\text{ad}}[\varphi, u] + F_{\text{term}}[\varphi(T), u].
$$

Note that the argument of $F_{\text{term}}$ is not the full evolution of the Kohn-Sham system, but only its state at the end of the propagation.

Since the orbitals depend on $u$ as well, the goal of QOCT can be formulated as finding the maximum of the function:

$$
G[u] = F[\varphi[u], u].
$$

There are many optimization algorithms capable of maximizing the functions by utilizing solely the knowledge of the function values (“gradient-free algorithms”). We have recently employed one of such algorithm in this context [11]. However, QOCT provides the solution to the problem of computing the gradient of $G$—or, properly speaking, the functional derivative, if $u$ is a function. The nonlinear dependence of the Hamiltonian on the density slightly complicates the derivation in comparison to the common derivation for standard linear Schrödinger systems [12], but we sketch the key steps. First, we must note that searching for a maximum of $G$ is equivalent to a constrained search for $F$—constrained by the fact that the $\varphi$ orbitals must fulfill the time-dependent Kohn-Sham equations. In order to do so, we introduce a new set of orbitals $\chi$ that act as Lagrange multipliers, and define a new functional $J$ by adding a Lagrangian term $L$ to $F$:

$$
J[\varphi, \chi, u] = F[\varphi, u] + L[\varphi, \chi, u],
$$

$$
L[\varphi, \chi, u] = -\frac{2}{N} \sum_{j=1}^{N} \Re \left[ \int_{0}^{T} dt \chi_{j}(t) \left| \frac{d}{dt} + i \hat{H}_{KS}[n(t), u, t] \right| \varphi_{j}(t) \right].
$$

Setting the functional derivatives of $J$ with respect to the $\chi$ orbitals to zero, we retrieve the time-dependent Kohn-Sham equations. In an analogous manner, we obtain a set of solution $\chi[u]$ orbitals by taking functional derivatives with respect to $\varphi$:

$$
\frac{\delta J}{\delta \varphi} = 0 \Rightarrow
$$
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The presence of the nondiagonal operator matrix $\hat{K}[\varphi[u](t)]$ is the main difference with respect to the normal QOCT equations for a linear quantum system. Its origin is the nonlinear dependence of the Kohn-Sham Hamiltonian with respect to the propagating orbitals. Indeed, we can see in Eq. (8) how the Kohn-Sham orbitals $\varphi$ appear not only explicitly at the right-hand side of the Dirac bracket expression inside the integral, but also implicitly through the density $n(t)$ that determines the Kohn-Sham Hamiltonian $\hat{H}_{KS}[n(t),u,t]$. This fact must be considered when taking the functional derivative, and leads to the appearance of the matrix $\hat{K}$. This is given by

$$\langle \vec{r}|\hat{K}_{ij}[\varphi[u](t)]|\psi\rangle = -4i\varphi_{[u]}(\vec{r},t)\Im\left[\int d^3 r' \psi^*(\vec{r}') \times f_{\mathrm{Hxc}}[n[u](t)](\vec{r},\vec{r}')\varphi_{[u]}(\vec{r}',t)\right].$$

(11)

where $f_{\mathrm{Hxc}}$ is the kernel of the Kohn-Sham Hamiltonian, defined as

$$f_{\mathrm{Hxc}}[n](\vec{r},\vec{r}') = \frac{1}{|\vec{r} - \vec{r}'|} + \frac{\delta \nu_{\mathrm{xc}}[n](\vec{r})}{\delta n(\vec{r}')}. \quad (12)$$

If we now note that $G[u] = J_1[\varphi[u], \chi[u], u]$, we arrive at

$$\nabla_u G[u] = \nabla_u F[\varphi, u]|_{\varphi = \varphi[u]} + 2\Im\left[\sum_{j=1}^{N/2} \int_0^T dt \langle \chi_{[u]}(t)|\nabla_{\varphi} \hat{V}_{\mathrm{ext}}[u](t)|\varphi_{[u]}(t)\rangle\right]. \quad (13)$$

Several aspects of these equations deserve further discussion:

1. Equations (9) and (10) are a set of first-order differential equations, whose solution must be obtained by backward propagation, since the boundary condition Eq. (10) is given at the end of the propagating interval $T$. Note that this propagation depends on the Kohn-Sham orbitals $\varphi[u]$. Therefore, the numerical procedure consists of a forward propagation to obtain $\varphi[u]$, followed by a backward propagation to obtain $\chi[u]$.

2. These backward equations are nonhomogeneous owing to the presence of the last term in Eq. (9), the functional derivative of $F$ with respect to $\varphi$.

3. Often, the control target functional $F$ is split like

$$F[\varphi,u] = J_1[\varphi] + J_2[u]. \quad (14)$$

Here, $J_1$ codifies the actual purpose of the optimization, whereas $J_2$ imposes a penalty on the control function in order to avoid, for example, the solution field to have unreasonable amplitudes. In the following, we will assume this division.

4. Equation (13) shown above assumes that $u$ is a set of $M$ parameters, $u \in \mathbb{R}^M$, that determines the control function. If $u$ is directly the control function, the gradient has to be substituted by a functional derivative, and the result will be

$$\frac{\delta G}{\delta u(t)} = \frac{\delta F[\varphi,u]}{\delta u(t)}|_{\varphi = \varphi[u]} + 2\Im\left[\sum_{j=1}^{N} \langle \chi_{[u]}(t)|\hat{D}|\varphi_{[u]}(t)\rangle\right]. \quad (15)$$

We have assumed here that the external potential operator $\hat{v}_{\mathrm{ext}}$ is determined by the function $u$ by a linear relationship,

$$\hat{v}_{\mathrm{ext}}[u](t) = u(t)\hat{D}. \quad (16)$$

This is the most usual case [\hat{D} would be the dipole operator, and $u(t)$ the amplitude of an electric field], but of course it would be trivial to generalize this to other possibilities.

5. Once one has the expression for the gradient [either Eq. (13) or (15)], some algorithm has to be employed in order to obtain the optimized fields. Various OCT-specific choices have been put forward [5], specially when dealing with continuous control parameters [as in Eq. (15)], but for the example shown below, we have simply employed the conjugate gradients scheme.

The previous scheme therefore permits us to control the Kohn-Sham system. However, the goal is to control the real system. In principle, the target is given by some functional $\tilde{J}_1[\Psi]$ that depends on the real many-electron wave function of the interacting system. This object is not provided by TDDFT, which only provides the density $n$. Therefore, the ideal situation would be one in which $\tilde{J}_1$ depends on $\Psi$ only through the density $n$, $\tilde{J}_1 = \tilde{J}_1[n]$. In this manner, optimizing the Kohn-Sham system is strictly equivalent to optimizing for the real system [13]. For example, this holds if $\tilde{J}_1$ is given by the expectation value of some one-body local operator $\hat{A}$:

$$\tilde{J}_1[\Psi] = \langle \Psi(T)|\hat{A}|\Psi(T)\rangle = \int d^3 r n(\vec{r},T)a(\vec{r}), \quad (17)$$

where $\hat{A} = \sum_{j=1}^{N} a(\vec{r}_j)$. In this case, Eq. (10) is simply

$$\chi_{[u]}(\vec{r},T) = 2a(\vec{r})\varphi_{[u]}(\vec{r},T). \quad (18)$$
coefficients \( f \) direction. Its amplitude is parameterized by its Fourier \( \mathcal{F} \), i.e.,

\[
\text{in the left well } [\text{see Fig. 1(b)}].
\]

The ground-state density will be localized using local density approximation to the exchange and solve the ground-state Kohn-Sham equations for this system trapped in an asymmetric double quantum dot, well modeled by a potential function, given by (in the following, we consider effective atomic units):

\[
v_0(x, y) = \frac{1}{64} x^4 - \frac{1}{4} x^2 + \frac{1}{32} x^3 + \frac{1}{2} y^2.
\]  

The potential landscape is depicted in Fig. 1(a). We then solve the ground-state Kohn-Sham equations for this system using local density approximation to the exchange and correlation [15]. The ground-state density will be localized in the left well [see Fig. 1(b)].

We apply an electric field \( \mathbf{E}(t) \), polarized along the \( x \) direction. Its amplitude is parameterized by its Fourier coefficients \( \{u_n\}_{n=-N}^{N} \) that constitute the control parameters: i.e., \( \mathcal{V}[u](t) = \sum_n u_n g_n(t) \hat{\mathbf{x}} \), where \( g_n(t) \) are the Fourier basis functions (normalized sines and cosines). The Fourier coefficients are constrained to enforce \( \mathcal{E}(0) = \mathcal{E}(T) = 0 \). Since our goal is to transfer as much charge as possible from the left well to the right well, we formulate a target in the form

\[
F[\varphi, u] = \int_{x>0} d^2 r \mathcal{N}(\mathbf{r}, T) - \alpha \int_0^T dt \mathcal{E}[u](t).
\]  

In other words, we intend to arrive at a state in which all the density is localized in the \( x > 0 \) region. The last term of Eq. (20) corresponds to the penalty, and it is introduced in order to prevent the solution field from having too much intensity. The equation for the gradient, Eq. (13), reads for this case as follows:

\[
\frac{\partial G}{\partial u_j} = -2 \alpha u_j + 2 \text{Im} \left[ \int_0^T dt g_j(t) \chi[u](t) \hat{\mathbf{x}} | \varphi[u](t) \right].
\]  

The solution field is shown in Fig. 1(c). We have employed a standard conjugate gradients (CG) algorithm to perform the optimization. After around 60 CG iterations [16,17], the control field is converged, and we achieve a value of 1.92 for \( J_1 \); the maximum is 2 (see convergence plot in Fig. 1).

In conclusion, we have shown how TDDFT can be combined with QOCT. The computational cost of each optimization amounts to a few tens or hundreds of TDDFT propagations. Therefore, the process is numerically tractable for realistic \textit{ab initio} laser-molecule interactions, thanks to the good scalability of real-time TDDFT [18]. This is proven by the numerous simulations of molecules and clusters in the presence of laser pulses published during the last decade [19].

This provides a scheme to perform QOCT calculations from first principles, in order to obtain tailored function-specific laser pulses capable of controlling the electronic state of atoms, molecules, or quantum dots. Most of the previous applications of QOCT were targeted to control, with femtosecond pulses, the motion of the nuclear wave packet on one or a few potential energy surfaces, which typically happens on a time scale of hundreds of femtoseconds or picoseconds. The approach developed in this Letter, on the other hand, is particularly suited to control the motion of the electronic degrees of freedom, which is governed by the subfemtosecond time scale. The possibilities that are open, thanks to this technique, are numerous: shaping of high harmonic-generation spectra (i.e., quenching or increasing given harmonic orders), selective excitation of electronic excited states that are otherwise difficult to reach with conventional pulses, control of electronic current in molecular junctions, etc. Research along these lines is in progress.
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