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1. Introduction

In the series of papers [BDSHK18], [BDSHK19], [BDSK19], [BDSKV19], [BDSHKV20] we developed, with our collaborators, the foundations of cohomology theory of vertex algebras.

This theory is the last in the series of cohomology theories beyond the Lie (super)algebra cohomology, which are intimately related to each other. All these theories are based on a $\mathbb{Z}$-graded Lie superalgebra

$$W_\mathcal{P} = \bigoplus_{k \geq -1} W^k_\mathcal{P},$$

(1.1)

associated to a linear symmetric operad $\mathcal{P}$, governing the corresponding cohomology theory. Recall that $W^{k-1}_\mathcal{P} = \mathcal{P}(k)S_k$ and the Lie superalgebra bracket in $W_\mathcal{P}$ is defined in terms of the $\circ_i$-products of the operad $\mathcal{P}$, see [Tam02] or [BDSHK18] for details. An odd element $X \in W^1_\mathcal{P}$ satisfying $[X,X] = 0$ defines a cohomology complex $(W_\mathcal{P}, \text{ad} X)$, which is a differential graded Lie superalgebra.

The best known example of this construction is the Lie (super)algebra cohomology. In this case one takes the well-known operad $\text{Hom}(V)$ (also often denoted $\text{End}(V)$) for which $\text{Hom}(V)(n) = \text{Hom}(V^\otimes n, V)$, where $V$ is a fixed vector superspace, and the action of $S_n$ is by permutation of the factors of $V^\otimes n$. Then $W_{\text{Hom}(V)}$ is the Lie superalgebra of polynomial vector fields on $V$ with the $\mathbb{Z}$-grading defined by letting $\text{deg} V = -1$. Furthermore, odd elements $X \in W^1_{\text{Hom}(\Pi V)}$ (where $\Pi$ stands for parity reversal) such that $[X,X] = 0$, correspond bijectively to Lie superalgebra structures on $V$ by letting

$$[a,b] = (-1)^{p(a)}X(a \otimes b), \quad a,b \in V.$$  

(1.2)

The complex $(W_{\text{Hom}(\Pi V)}, \text{ad} X)$ is the Chevalley–Eilenberg cohomology complex of the Lie superalgebra $V$ with Lie bracket (1.2), with coefficients in the adjoint module. Moreover, given a $V$-module $M$, we extend
the Lie (super)algebra structure of $V$ to $V \oplus M$ by taking $M$ to be an abelian ideal, and let $\tilde{X} \in W^{1}_{\text{Che}}(\Pi V \oplus \Pi M)$ be the element corresponding to this Lie (super)algebra structure. Then a natural reduction of the complex $(W^{\bullet}_{\text{Che}}(\Pi V \oplus \Pi M), \text{ad} \tilde{X})$ produces the Chevalley–Eilenberg cohomology complex of $V$ with coefficients in $M$. Note that, while the cohomology of $V$ with coefficients in the adjoint module inherits the Lie superalgebra structure from $W^{\bullet}_{\text{Che}}(\Pi V)$, this is not the case for the reduction.

Returning to vertex algebras, recall that they were defined in [B86] as algebras with bilinear products labeled by $n \in \mathbb{Z}$ satisfying the rather complicated Borcherds identity. According to an equivalent, Poisson-like definition given in [BK03], a vertex algebra is a module $V$ over the algebra of polynomials $\mathbb{F}[\partial]$, where $\partial$ is an even endomorphism, endowed with the following two structures: a structure of a Lie conformal (super)algebra (LCA), defined by a $\lambda$-bracket

$$V \otimes V \to V[\lambda], \quad a \otimes b \mapsto [a_\lambda b], \quad (1.3)$$

satisfying axioms L1–L3 from Definition 2.1 in Subsect. 2.1, and a bilinear product

$$V \otimes V \to V, \quad a \otimes b \mapsto :ab:,$$

called the normally ordered product, which defines a commutative and associative, up to “quantum corrections,” differential (super)algebra structure on $V$. These two operations are related by the Leibniz rule up to a “quantum correction”. See (2.11)–(2.13) in Subsect. 2.3 for the precise identities.

Since the LCA structure is an important part of a vertex algebra structure, the first step towards vertex algebra cohomology is the LCA cohomology theory. The latter was constructed in [BKV99] and in the more general setting of Lie pseudoalgebras in [BDK01]; see also [DSK09] for a correction of [BKV99]. In [DSK13] the $\mathbb{Z}$-graded Lie superalgebra “governing” the LCA cohomology was introduced, and in [BDH18, Sect. 5.2] the corresponding operad $\mathcal{P} = \text{Che}(V)$ was explicitly constructed for an $\mathbb{F}[\partial]$-module $V$. The construction goes as follows.

Introduce the vector superspaces

$$V_n = V[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle, \quad (1.4)$$

where all $\lambda_i$ have even parity and $\langle \Phi \rangle$ stands for the image of the endomorphism $\Phi$. Then

$$\text{Che}(V)(n) \subset \text{Hom}(V^\otimes n, V_n) \quad (1.5)$$
consists of all maps $Y_{\lambda_1, \ldots, \lambda_n} : V^\otimes n \to V_n$ satisfying the sesquilinearity property ($1 \leq i \leq n$):

$$Y_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes \partial v_i \otimes \cdots \otimes v_n) = -\lambda_i Y_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes v_n). \quad (1.6)$$

The action of $S_n$ on $\text{Chem}(V)(n)$ is given by the simultaneous permutation of the factors of $V^\otimes n$ and the $\lambda_i$'s. The construction of the products $\circ_i$ can be found in [BDSHK18].

Then odd elements $X \in W^1_{\text{Chem}(\Pi V)}$ bijectively correspond to skewsymmetric $\lambda$-brackets on $V$, i.e., maps $[\cdot, \lambda] : V^\otimes 2 \to V[\lambda]$ satisfying the sesquilinearity $L1$ and skewsymmetry $L2$ from Definition 2.1. Explicitly, this bijection is given by

$$[a\lambda b] = (-1)^{p(a)}X_{\lambda_1, -\lambda \circ \partial}(a \otimes b). \quad (1.7)$$

Finally, the condition $[X, X] = 0$ is equivalent to the Jacobi identity $L3$.

Thus, taking for $X \in W^1_{\text{Chem}(\Pi V)}$ the map corresponding to the LCA structure on $V$ defined by (1.7), we obtain the cohomology complex $(W_{\text{Chem}(\Pi V)}, \text{ad} X)$, with the structure of a differential graded Lie superalgebra. The cohomology of this complex is the LCA cohomology complex with coefficients in the adjoint module. By a reduction, mentioned above, one defines the LCA cohomology complex of $V$ with coefficients in an arbitrary $V$-module.

Yet another important to us example is the variational Poisson vertex (super)algebra (PVA) cohomology [DSK13]. Recall that a PVA $\mathcal{V}$ is an $\mathbb{F}[\partial]$-module equipped with a structure of a unital commutative associative differential superalgebra with derivation $\partial$, and a structure of an LCA, such that the Leibniz rule $L4$ from Definition 2.6 holds. In other words, a PVA is an “approximation” of a vertex algebra for which all quantum corrections disappear. The variational PVA cohomology complex is constructed for a commutative associative differential superalgebra $\mathcal{V}$ by considering the subalgebra

$$W_{\text{PV}}(\Pi \mathcal{V}) = \bigoplus_{k=-1}^{\infty} W_{\text{PV}}^k(\Pi \mathcal{V}) \quad (1.8)$$

of the Lie superalgebra $W_{\text{Chem}(\Pi \mathcal{V})}$ consisting of all maps $Y$ satisfying, besides the sesquilinearity property (1.6) and the $S_k$-invariance, the Leibniz rule (4.20) in Subsect. 4.4. Then odd elements $X \in W^1_{\text{PV}}(\Pi \mathcal{V})$ correspond bijectively via (1.7) to skewsymmetric $\lambda$-brackets on $V$ satisfying the Leibniz rule $L4$. The condition $[X, X] = 0$ is again equivalent to the Jacobi identity $L3$; hence such $X$ correspond bijectively to PVA structures on the differential algebra $\mathcal{V}$. The resulting complex $(W_{\text{PV}}(\Pi \mathcal{V}), \text{ad} X)$ is called the variational cohomology complex of the PVA $\mathcal{V}$ with coefficients in the
adjoint module. As mentioned above, given a \( \mathcal{V} \)-module \( M \) one defines the corresponding cohomology complex with coefficients in \( M \) by a simple reduction procedure. The corresponding variational PVA cohomology is denoted by
\[
H_{\text{PV}}(\mathcal{V}, M) = \bigoplus_{n=0}^{\infty} H_{\text{PV}}^n(\mathcal{V}, M).
\]
(1.9)
Here and for all other cohomology theories, we shift the indices by 1 as compared with (1.8) in order to keep the traditional notation.

The goal of the present paper is to develop methods of computation of the vertex algebra cohomology introduced in [BDSHK18]. This cohomology is defined by considering the operad \( \mathcal{P}_{\text{ch}}(V) \), which is a local version of the chiral operad of Beilinson and Drinfeld [BD04] associated to a \( \mathcal{D} \)-module on a smooth algebraic curve \( X \), by considering \( X = \mathbb{F} \) and the \( \mathcal{D} \)-module translation equivariant. We showed that in this case the operad \( \mathcal{P}_{\text{ch}}(V) \) admits a simple description, which is an enhancement of the operad \( \text{Chom}(V) \) described above.

In order to describe this construction, let \( \mathcal{O}_n^{*, T} = \mathbb{F}[z_i - z_j, (z_i - z_j)^{-1}]_{1 \leq i < j \leq n} \). For an \( \mathbb{F}[\partial] \)-module \( V \), the superspace \( \mathcal{P}_{\text{ch}}(V)(n) \) is defined as the set of all linear maps
\[
Y: V^\otimes n \otimes \mathcal{O}_n^{*, T} \rightarrow V_n, \quad v_1 \otimes \cdots \otimes v_n \otimes f \mapsto Y_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes f),
\]
(1.10)
where \( V_n \) is defined by (1.4), satisfying the following two sesquilinearity properties (1 \( \leq i \leq n \)):
\[
Y_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes (\partial + \lambda_i)v_i \otimes \cdots \otimes v_n \otimes f) = Y_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes \partial_f \frac{\partial f}{\partial z_i}),
\]
(1.11)
and
\[
Y_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes (z_i - z_j)f) = \left( \frac{\partial}{\partial \lambda_j} - \frac{\partial}{\partial \lambda_i} \right) Y_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes f).
\]
(1.12)
(Note that (1.11) turns into (1.6) if \( f = 1 \).) In [BDSHK18] we also defined the action of \( S_n \) on \( \mathcal{P}_{\text{ch}}(V)(n) \) and the \( \circ_i \)-products, making \( \mathcal{P}_{\text{ch}}(V) \) an operad.

As a result, we obtain the Lie superalgebra
\[
W_{\text{ch}}(V) := W_{\mathcal{P}_{\text{ch}}(V)} = \bigoplus_{k=-1}^{\infty} W_{\text{ch}}^k(V),
\]
see (1.1). We show in [BDSHK18] that odd elements \( X \in W_{\text{ch}}^1(\Pi V) \) such that \( [X, X] = 0 \) correspond bijectively to vertex algebra structures on the
\( \mathbb{F}[\partial]\)-module \( V \) such that \( \partial \) is the translation operator. As before, this leads to the vertex algebra cohomology

\[
H_{\text{ch}}(V, M) = \bigoplus_{n=0}^{\infty} H^n_{\text{ch}}(V, M),
\]

for any \( V \)-module \( M \).

Now suppose that the \( \mathbb{F}[\partial]\)-module \( V \) is equipped with an increasing \( \mathbb{Z}_+ \)-filtration by \( \mathbb{F}[\partial]\)-submodules. Taking the increasing filtration of \( \mathcal{O}_n^{* T} \) by the number of divisors, we obtain an increasing filtration of \( V^\otimes n \otimes \mathcal{O}_n^{* T} \). This filtration induces a decreasing filtration of the superspace \( \mathcal{P}^\text{ch}(V)(n) \). The associated graded spaces \( \text{gr} \mathcal{P}^\text{ch}(V)(n) \) form a graded operad.

On the other hand, in [BDSHK18] we introduced the closely related operad \( \mathcal{P}^\text{cl}(V) \), which “governs” the Poisson vertex algebra structures on the \( \mathbb{F}[\partial]\)-module \( V \). The vector superspace \( \mathcal{P}^\text{cl}(V)(n) \) is the space of linear maps \( (1.13) \)

\[
Y : \mathcal{G}(n) \otimes V^\otimes n \longrightarrow V_n, \quad \Gamma \otimes v \longmapsto Y^\Gamma(v),
\]

where \( \mathcal{G}(n) \) is the space spanned by oriented graphs with \( n \) vertices, subject to certain conditions. The corresponding \( \mathbb{Z} \)-graded Lie superalgebra

\[
W_{\text{cl}}(\Pi V) = \bigoplus_{k=-1}^{\infty} W_k^{\text{cl}}(\Pi V)
\]

is such that odd elements \( X \in W_{\text{cl}}^1(\Pi V) \) with \( [X, X] = 0 \) parametrize the PVA structures on the \( \mathbb{F}[\partial]\)-module \( V \) by (cf. (1.7)):

\[
ab = (-1)^{p(a)}X_{\bullet} \rightarrow \bullet (a \otimes b), \quad [a \lambda b] = (-1)^{p(a)}X_{\lambda, -\lambda - \partial}(a \otimes b).
\]

This leads to the classical PVA cohomology

\[
H_{\text{cl}}(V, M) = \bigoplus_{n=0}^{\infty} H^n_{\text{cl}}(V, M).
\]

Assuming that \( V \) is endowed with an increasing \( \mathbb{Z}_+ \)-filtration by \( \mathbb{F}[\partial]\)-submodules, we have a canonical linear map of graded operads

\[
\text{gr} \mathcal{P}^\text{ch}(V) \longrightarrow \mathcal{P}^\text{cl}(\text{gr} V).
\]

We proved in [BDSHK18] that the map (1.15) is injective. The main result of [BDSHK19] is that this map is an isomorphism provided that the filtration of \( V \) is induced by a grading by \( \mathbb{F}[\partial]\)-modules. If, in addition, this filtration of \( V \) is such that \( \text{gr} V \) inherits from the vertex algebra structure
of $V$ a PVA structure, and $\text{gr } M$ inherits a structure of a PVA module over $\text{gr } V$ (see [Li04], [DSK05]), then as a result, the vertex algebra cohomology is majorized by the classical PVA cohomology (see Corollary 6.3):

$$\dim H^n_{\text{ch,b}}(V, M) \leq \dim H^n_{\text{cl}}(V, M), \ n \geq 0. \quad (1.16)$$

Unfortunately, we had to replace in (1.16) the space $H^n_{\text{ch}}(V, M)$ by $H^n_{\text{ch,b}}(V, M)$. It is because we were unable to prove that the decreasing filtration on $\mathcal{P}^{\text{ch}}(V)$, induced by the increasing filtration of $V$, is exhaustive. However, see Sect. 5 for the first step in this direction. Therefore, we have to replace $\mathcal{P}^{\text{ch}}(V)$ by $\mathcal{P}^{\text{ch,b}}(V)$, which is the union of all members of the filtration of $\mathcal{P}^{\text{ch}}(V)$, and introduce the “bounded” VA cohomology $H_{\text{ch,b}}(V, M)$ of the complex $(\mathcal{W}^{\mathcal{P}^{\text{ch,b}}(V)}, \text{ad } X)$.

Fortunately, it is easy to show that $H^1_{\text{ch}}(V, M) = H^1_{\text{ch,b}}(V, M)$, if $V$ is a finitely strongly generated vertex algebra (see Proposition 5.3).

Finally, the obvious inclusion of Lie superalgebras $\mathcal{W}_{\mathcal{P}V}(\Pi \mathcal{V}) \hookrightarrow \mathcal{W}_{\text{cl}}(\Pi \mathcal{V})$ induces an injective map in cohomology, and we prove in [BDSHKV20] that this map is an isomorphism, provided that as a differential algebra, $\mathcal{V}$ is an algebra of differential polynomials. Hence, we obtain from (1.16) the following inequality:

$$\dim H^n_{\text{ch,b}}(V, M) \leq \dim H^n_{\mathcal{P}V}(\text{gr } V, \text{gr } M), \quad (1.18)$$

provided that as a differential algebra, $\text{gr } V$ is an algebra of differential polynomials.

The inequality (1.18) is used to obtain upper bounds for the dimension of vertex algebra cohomology, using the results of [BDSK19] on computation of the variational PVA cohomology. A more powerful tool is a spectral sequence from classical PVA cohomology to vertex algebra cohomology, constructed in Sect. 6. It allows us to obtain in many interesting cases an equality in (1.16), hence in (1.18). Some of the resulting computations are given by Theorems 6.5, 7.1–7.4, and are stated in the following theorem.

**Theorem 1.1.** (a) Let $V$ be a commutative associative superalgebra and $M$ be a $V$-module. We can view $V$ as a vertex algebra with $\partial = 0$, zero $\lambda$-bracket, and $:ab: = ab$. Then we have

$$H_{\text{ch}}(V, M) = H_{\text{Har}}(V, M),$$

where the subscript Har stands for the Harrison cohomology [Har62].

(b) Let $V$ be a vertex algebra freely generated by elements $W_0 = L, W_1, \ldots, W_r$, where $L$ is a Virasoro element and the $W_i$’s have positive conformal weights. Then $\dim H^n_{\text{ch,b}}(V) < \infty$ for all $n \geq 0$. In particular, this holds for all universal $W$-algebras $V = W^k(\mathfrak{g}, f)$ where $k \neq -h_{\mathcal{V}}$. 
(c) The bounded \( n \)-th cohomology of the universal Virasoro vertex algebra \( \Vir^c \) with any central charge \( c \) is 1-dimensional for \( n = 0, 2, 3 \), and 0 otherwise.

(d) The bounded \( n \)-th cohomology of the VA of free superfermions is 0 if \( n \geq 1 \) and it is 1-dimensional for \( n = 0 \).

(e) For the VA of free superbosons \( B_\h \) on a superspace \( \h \), one has
\[
H^n_{\text{ch},b}(B_\h) \simeq (S^n(\Pi\h))^* \oplus (S^{n+1}(\Pi\h))^*, \quad n \geq 0.
\]

In the conclusion of the paper we explain how to use vanishing of the first PVA (respectively, VA) cohomology in order to prove integrability of classical (respectively, quantum) Hamiltonian PDEs.

Throughout the paper, the base field \( \mathbb{F} \) is a field of characteristic 0 and, unless otherwise specified, all vector spaces, their tensor products and Homs are over \( \mathbb{F} \), and the parity of a vector superspace is denoted by \( p \).

2. Basic definitions

In this section, we review the definition of a vertex algebra and some related constructions. We start by a short discussion of Lie conformal (super)algebras, which are an important part of the vertex algebra structure. We also review Poisson vertex algebras, which naturally appear as the associated graded of filtered vertex algebras.

2.1. Lie conformal algebras

**Definition 2.1.** Let \( R \) be a vector superspace with parity \( p \), endowed with an even endomorphism \( \partial \). A Lie conformal superalgebra (LCA) structure on \( R \) is a bilinear, parity preserving \( \lambda \)-bracket \( R \otimes R \to R[\lambda], \ a \otimes b \mapsto [a\lambda b] \), satisfying (\( a, b, c \in R \)):

\[
L_1 \ [\partial a\lambda b] = -\lambda [a\lambda b], \quad [a\lambda \partial b] = (\lambda + \partial)[a\lambda b] \quad \text{(sesquilinearity)};
\]

\[
L_2 \ [a\lambda b] = -(-1)^{p(a)p(b)}[b\lambda - \partial a] \quad \text{(skewsymmetry)};
\]

\[
L_3 \ [a\lambda [b\mu c]] - (-1)^{p(a)p(b)}[b\mu [a\lambda c]] = [a\lambda b]\lambda + \mu c \quad \text{(Jacobi identity)}.
\]

A module over the LCA \( R \) is a vector superspace \( M \) with an even endomorphism \( \partial \), endowed with a bilinear, parity preserving \( \lambda \)-action \( R \otimes M \to M[\lambda], \ a \otimes m \mapsto a\lambda m \), satisfying (\( a, b \in R, \ m \in M \)):

\[
M_1 \ (\partial a)\lambda m = -\lambda a\lambda m, \quad a\lambda (\partial m) = (\lambda + \partial)(a\lambda m);
\]

\[
M_2 \ a\lambda (b\mu m) - (-1)^{p(a)p(b)}b\mu (a\lambda m) = [a\lambda b]\lambda + \mu m.
\]
Example 2.2 (Free superboson LCA). Let \( \mathfrak{h} \) be a finite-dimensional superspace, with parity \( p \), and a supersymmetric non-degenerate bilinear form \((\cdot|\cdot)\). By supersymmetry of the form we mean that \((a|b) = (-1)^{p(a)p(b)}(b|a)\) for \( a, b \in \mathfrak{h} \) and \((a|b) = 0\) whenever \( p(a) \neq p(b) \). The free superboson LCA corresponding to \( \mathfrak{h} \) is the \( \mathbb{F}[\partial] \)-module

\[
R^b_{\mathfrak{h}} = \mathbb{F}[\partial] \mathfrak{h} \oplus \mathbb{F}K, \quad \text{where} \quad \partial K = 0, \quad p(K) = \bar{0},
\]

endowed with the \( \lambda \)-bracket

\[
[a_\lambda b] = \lambda (a|b) K \quad \text{for} \quad a, b \in \mathfrak{h}, \quad K \text{ central} \quad (2.1)
\]

(unequally extended to \( R^b_{\mathfrak{h}} \otimes R^b_{\mathfrak{h}} \) by the sesquilinearity axioms). In the case when \( \mathfrak{h} \) is purely even, i.e., \( p(a) = \bar{0} \) for all \( a \in \mathfrak{h} \), the LCA \( R^b_{\mathfrak{h}} \) is called the free boson LCA.

Example 2.3 (Free superfermion LCA). Let \( \mathfrak{h} \) be a finite-dimensional superspace, with parity \( p \), and a super-skewsymmetric non-degenerate bilinear form \((\cdot|\cdot)\). Now we have \((a|b) = -(-1)^{p(a)p(b)}(b|a)\) for \( a, b \in \mathfrak{h} \) and \((a|b) = 0\) whenever \( p(a) \neq p(b) \). The free superfermion LCA corresponding to \( \mathfrak{h} \) is the \( \mathbb{F}[\partial] \)-module

\[
R^\ell_{\mathfrak{h}} = \mathbb{F}[\partial] \mathfrak{h} \oplus \mathbb{F}K, \quad \text{where} \quad \partial K = 0, \quad p(K) = \bar{0},
\]

endowed with the \( \lambda \)-bracket

\[
[a_\lambda b] = (a|b) K, \quad K \text{ central} \quad (2.2)
\]

(unequally extended to \( R^\ell_{\mathfrak{h}} \otimes R^\ell_{\mathfrak{h}} \) by the sesquilinearity axioms). In the case when \( p(a) = \bar{1} \) for all \( a \in \mathfrak{h} \), the LCA \( R^\ell_{\mathfrak{h}} \) is called the free fermion LCA.

Example 2.4 (Affine LCA). Let \( \mathfrak{g} \) be a Lie algebra with a non-degenerate invariant symmetric bilinear form \((\cdot|\cdot)\). The corresponding affine LCA is the purely even \( \mathbb{F}[\partial] \)-module

\[
\text{Cur} \mathfrak{g} = \mathbb{F}[\partial]\mathfrak{g} \oplus \mathbb{F}K, \quad \text{where} \quad \partial K = 0,
\]

endowed with the \( \lambda \)-bracket given on the generators by

\[
[a_\lambda b] = [a, b] + (a|b)\lambda K, \quad a, b \in \mathfrak{g}, \quad K \text{ central}. \quad (2.3)
\]

Note that, in the special case of an abelian Lie algebra \( \mathfrak{g} \), we recover the definition of the free boson: \( \text{Cur} \mathfrak{g} = R^b_{\mathfrak{g}} \).
Example 2.5 (Virasoro LCA). The Virasoro LCA is the purely even $\mathbb{F}[\partial]$-module
\[ R^{\text{Vir}} = \mathbb{F}[\partial]L \oplus \mathbb{F}C, \quad \text{where } \partial C = 0, \]
edowed with the $\lambda$-bracket
\[ [L_\lambda L] = (\partial + 2\lambda)L + \frac{1}{12}\lambda^3 C, \quad C \text{ central}. \quad (2.4) \]

The importance of the last two examples stems from the fact that the LCA’s $\text{Cur}\ g = \text{Cur}\ g/\mathbb{F}K$ for $g$ simple and $R^{\text{Vir}} = R^{\text{Vir}}/\mathbb{F}C$ exhaust all simple LCA’s, which are finitely generated as $\mathbb{F}[\partial]$-modules [DAK98].

2.2. Poisson vertex algebras

Definition 2.6. Let $V$ be a commutative associative unital differential superalgebra with parity $p$, with an even derivation $\partial$. A Poisson vertex superalgebra (PVA) structure on $V$ is an LCA $\lambda$-bracket $V \otimes V \to V[\lambda]$, $a \otimes b \mapsto [a_\lambda b]$, such that the following left Leibniz rule holds ($a, b, c \in R$):
\[ L^4 [a_\lambda bc] = [a_\lambda b]c + (-1)^p(b)p(c)[a_\lambda c]b. \]

By the skewsymmetry $L^2$, this axiom is equivalent to the right Leibniz rule
\[ L^4' [ab_\lambda c] = (e^{\partial_\lambda a})[b_\lambda c] + (-1)^p(a)p(b)(e^{\partial_\lambda b})[a_\lambda c]. \]

A module $M$ over the PVA $V$ is a vector superspace endowed with a structure of a module over the differential algebra $V$, denoted by $a \otimes m \mapsto am$, and with a structure of a module over the LCA $V$, denoted by $a \otimes m \mapsto a_\lambda m$, satisfying
\[ M^3 a_\lambda (bm) = [a_\lambda b]m + (-1)^p(a)p(b)(a_\lambda m); \]
\[ M^3' (ab)_\lambda m = (e^{\partial_\lambda a})(b_\lambda m) + (-1)^p(a)p(b)(e^{\partial_\lambda b})(a_\lambda m). \]

A PVA $V$ is called graded if there is a grading by $\mathbb{F}[\partial]$-submodules
\[ V = \bigoplus_{n \in \mathbb{Z}_+} V_n, \]
such that ($m, n \in \mathbb{Z}_+$)
\[ V_m V_n \subset V_{m+n}, \quad [V_m V_n] \subset V_{m+n-1}[\lambda]. \quad (2.5) \]

If $V$ is a graded PVA, a $V$-module $M$ is graded if there is a grading by $\mathbb{F}[\partial]$-submodules
\[ M = \bigoplus_{n \in \mathbb{Z}_+} M_n, \]
such that \((m, n \in \mathbb{Z}_+)\)
\[
\mathcal{V}_m \mathcal{M}_n \subset \mathcal{M}_{m+n}, \quad \mathcal{V}_{m\lambda} \mathcal{M}_n \subset \mathcal{M}_{m+n-1}\{\lambda\}.
\] (2.6)

Note that every PVA is a module over itself, called the adjoint module.

**Definition 2.7.** A PVA \(\mathcal{V}\) is called conformal if it has a Virasoro element, namely, an even element \(L \in \mathcal{V}\) such that the following properties hold:
\[
[L \lambda] = (\partial + 2\lambda)L + \frac{c}{12}\lambda^3, \quad \text{for some } c \in \mathbb{F} \text{ (the central charge of } L),
\]
\[
L(0) := [L \lambda \cdot]|_{\lambda=0} = \partial,
\]
and
\[
L(1) := \frac{d}{d\lambda}[L \lambda \cdot]|_{\lambda=0} \in \text{End } \mathcal{V} \text{ is diagonalizable}.
\]

One says that \(a \in \mathcal{V}\) has conformal weight \(\Delta(a) \in \mathbb{F}\) if it is an eigenvector of \(L(1)\) of eigenvalue \(\Delta(a)\).

Given an LCA \(R\), there is the canonical universal PVA \(\mathcal{V}(R)\) over \(R\), constructed as follows. As a commutative associative superalgebra it is \(\mathcal{V}(R) = S(R)\), the symmetric superalgebra over \(R\), viewed as a vector superspace. The endomorphism \(\partial \in \text{End } R\) uniquely extends to an even derivation of the superalgebra \(\mathcal{V}(R)\). The \(\lambda\)-bracket on \(R\) uniquely extends to a PVA \(\lambda\)-bracket on \(\mathcal{V}(R)\) by the Leibniz rules \(L_4\) and \(L_4'\). Note that the universal PVA \(\mathcal{V}(R)\) over the LCA \(R\) is automatically graded, by the usual symmetric superalgebra degree.

If \(C \in R\) is such that \(\partial C = 0\), then \(C\) is central in \(R\), i.e., \([C \lambda R] = 0\). In fact, \(C\) acts as zero on any \(R\)-module. Then for any \(c \in \mathbb{F}\), we have a PVA ideal \(\mathcal{V}(R)(C - c) \subset \mathcal{V}(R)\), and we can consider the quotient PVA
\[
\mathcal{V}^c(R) := \mathcal{V}(R)/\mathcal{V}(R)(C - c).
\] (2.7)

This PVA is not graded unless \(c = 0\). As a differential superalgebra, \(\mathcal{V}^c(R)\) is isomorphic to the symmetric algebra \(S(\bar{R})\), where \(\bar{R} := R/\mathbb{F}C\).

### 2.3. Vertex algebras

**Definition 2.8.** A vertex (super)algebra (VA) is a vector superspace \(V\) endowed with an even endomorphism \(\partial\), an even element \(|0\rangle\) and an integral of \(\lambda\)-bracket, namely a linear map
\[
V \otimes V \rightarrow V[\lambda], \quad u \otimes v \mapsto \int^\lambda d\sigma [u_\sigma v],
\] (2.8)
such that the following axioms hold \((u, v, w \in V)\):
\[ V1 \int^\lambda d\sigma \left[ |0\rangle_\sigma v \right] = \int^\lambda d\sigma \left[ u_\sigma |0\rangle \right] = v, \]
\[ V2 \int^\lambda d\sigma \left[ \partial u_\sigma v \right] = -\int^\lambda d\sigma \left[ u_\sigma v \right] - \int^\lambda d\sigma \left[ u_\sigma \partial v \right] = \int^\lambda d\sigma \left( \partial + \sigma \right) [u_\sigma v], \]
\[ V3 \int^\lambda d\sigma \left[ u_\sigma v \right] = (-1)^{p(u)p(v)} \int^{\lambda - \partial} d\sigma [u_\sigma v], \]
\[ V4 \int^\lambda d\sigma \int^\mu d\tau \left( [u_\sigma[v_\tau w]] - (-1)^{p(u)p(v)} [v_\tau[u_\sigma w]] - [[u_\sigma v]_{\sigma+\tau} w] \right) = 0. \]

If we do not assume the existence of the unit element \( |0\rangle \in V \) and drop axiom \( V1 \), we call \( V \) a non-unital vertex algebra.

See [DSK06], [BDSHK18] for a discussion on the meaning of these axioms and their equivalence to other definitions of vertex algebra.

The \( \lambda \)-bracket of \( u, v \in V \) is defined as the derivative by \( \lambda \) of their integral of \( \lambda \)-bracket:
\[ [u_\lambda v] = \frac{d}{d\lambda} \int^\lambda d\sigma [u_\sigma v], \tag{2.9} \]
while their normally ordered product is defined as the constant term:
\[ :uv: = \int^0 d\sigma [u_\sigma v]. \tag{2.10} \]

Note that by differentiating axioms \( V2-V4 \) of a VA we recover the axioms L1–L3 of an LCA. Hence, the \( \lambda \)-bracket of a VA \( V \) defines a structure of an LCA on \( V \).

**Remark 2.9.** One defines \( n \)-th products on a VA \( V \) for any integer \( n \) by the formulas:
\[ u_{(n)}v = \frac{d^n}{d\lambda^n} [u_\lambda v] \bigg|_{\lambda=0}, \quad u_{(-n-1)}v = \frac{1}{n!} : (\partial^n u) v :, \quad n \geq 0. \]

Then the definition of a VA can be given equivalently in terms of the identities satisfied by these products (see [B86], [K96], [BK03], [DSK06]).

The notions of a conformal vertex algebra and conformal weight are defined in exactly the same way as for PVA; see Definition 2.7.

An equivalent definition of a vertex algebra, which we will also use, is as follows [BK03]. A non-unital VA is a quadruple \((V, \partial, [\lambda], :)\), where \((V, \partial, [\lambda])\) is an LCA, \((V, \partial, :)\) is a (non-commutative and non-associative) differential algebra, such that the following identities hold:
\[ :ab: - (-1)^{p(a)p(b)} :ba: = \int^0_{-\partial} d\sigma [a_\sigma b], \tag{2.11} \]
Computation of cohomology of vertex algebras

\begin{align}
(ab)c & - a(bc) = : \left( \int_0^\partial d\sigma a \right) [b_c] : + (-1)^{p(a)p(b)} : \left( \int_0^\partial d\sigma b \right) [a_c] : , \\
[a_\lambda bc] & = \left[ a_\lambda b \right] c + (-1)^{p(a)p(b)} : b[a_\lambda c] : + \int_0^\lambda d\sigma [a_\lambda [b_c]] . \tag{2.12}
\end{align}

Equations (2.11), (2.12) and (2.13) are known as the quasicommutativity, quasiassociativity and non-commutative Wick formula, respectively. To get the definition of a VA, one requires, in addition, the existence of an even vector \(|0\rangle\) such that \( : a |0\rangle = a \) for every \( a \).

Our convention will be that the normally ordered product of more than two elements is defined inductively from right to left; for example,

\[ abc = : a (bc : ) ; , \quad abcd = : a (b (cd : ) : ) ; , \quad \text{etc.} \]

One says that a (non-unital) VA \( V \) is strongly generated by an \( \mathbb{F}[\partial] \)-submodule \( R \subset V \) if \( V \) is the span over \( \mathbb{F} \) of all elements of the form

\[ : a_1 a_2 \cdots a_k : , \quad k \geq 1 , \quad a_i \in R \]

(together with \(|0\rangle\) when it exists). A VA \( V \) is called finitely generated, if it is strongly generated by a finitely-generated \( \mathbb{F}[\partial] \)-submodule \( R \) of \( V \). We say that \( V \) is freely generated by \( R \), if \( V \) has a PBW-type basis, i.e., for some ordered \( \mathbb{F} \)-basis \( \{ a_i \}_{i \in I} \) of \( R \), compatible with parity, the ordered monomials

\[ \{ : a_1 a_2 \cdots a_k : \mid i_\ell \leq i_{\ell+1} \ \forall \ell , \ \text{and} \ i_\ell < i_{\ell+1} \ \text{if} \ p(a_i) = 1 \} \tag{2.14} \]

form an \( \mathbb{F} \)-basis of \( V \). Then any other ordered \( \mathbb{F} \)-basis of \( R \), compatible with parity, gives a PBW-type basis of \( V \).

**Definition 2.10.** A left module \( M \) over a vertex algebra \( V \) is a \( \mathbb{Z}/2\mathbb{Z} \)-graded \( \mathbb{F}[\partial] \)-module endowed with an integral of \( \lambda \)-action,

\[ V \otimes M \longrightarrow M[\lambda] , \quad v \otimes m \longmapsto \int_0^\lambda d\sigma (v_\sigma m) , \tag{2.15} \]

preserving the \( \mathbb{Z}/2\mathbb{Z} \)-grading, such that the following axioms hold (\( u, v \in V \), \( m \in M \)):

\begin{align}
VM1 & \int_0^\lambda d\sigma |0\rangle_{\sigma} m = m , \\
VM2 & \int_0^\lambda d\sigma (\partial v_\sigma m) = - \int_0^\lambda d\sigma (v_\sigma \partial m) , \quad \int_0^\lambda d\sigma (v_\sigma m) = \int_0^\lambda d\sigma (\partial + \sigma) (v_\sigma m) , \\
VM3 & \int_0^\lambda d\sigma \int_0^\mu d\tau (u_\sigma (v_\tau m) - (-1)^{p(u)p(v)} v_\tau (u_\sigma m) - [u_\sigma v]_{\sigma + \tau} m) = 0 .
\end{align}
If $V$ is a non-unital vertex algebra, then axiom $VM1$ is dropped from the definition of a $V$-module. In analogy with the notation used for vertex algebras, we call the normally ordered action $:vm:$ the constant term of the integral of $\lambda$-action (2.15):
\[
\int^\lambda d\sigma (v_\sigma m) = :vm: + \int_0^\lambda d\sigma (v_\sigma m),
\] (2.16)
and the $\lambda$-action $v_\lambda m$ the derivative of (2.16).

2.4. Filtrations

Recall that an increasing (resp. decreasing) $\mathbb{Z}$-filtration of a vector superspace $V$ by subspaces
\[
\cdots \subset F^{p-1} V \subset F^p V \subset F^{p+1} V \subset \cdots
\] (resp. $\cdots \supset F^{p-1} V \supset F^p V \supset F^{p+1} V \supset \cdots$) (2.17)
is called exhaustive if
\[
\bigcup_{m \in \mathbb{Z}} F^m V = V,
\] (2.18)
and is called separated if
\[
\bigcap_{m \in \mathbb{Z}} F^m V = \{0\}.\] (2.19)

An increasing $\mathbb{Z}$-filtration is called a $\mathbb{Z}_+$-filtration if $F^p V = \{0\}$ for $p < 0$.

Remark 2.11. All constructions and arguments of the present paper apply if we replace $\mathbb{Z}$-filtrations by $\frac{1}{N}\mathbb{Z}$-filtrations, where $N$ is a positive integer. For simplicity of the exposition, we will assume $N = 1$.

Definition 2.12 ([Li04]). Let $V$ be a (non-unital) VA. An increasing $\mathbb{Z}_+$-filtration (2.17) of $V$ is called good if it is exhaustive, all $F^m V$ are $\mathbb{F}[\partial]$-submodules of $V$, and
\[
:(F^m V)(F^n V): \subset F^{m+n} V, \quad [(F^m V)_\lambda(F^n V)] \subset (F^{m+n-1} V)[\lambda] \] (2.20)
for all $m, n \in \mathbb{Z}_+$. By a filtered VA, we mean a VA with a given good $\mathbb{Z}_+$-filtration.

If $V$ is a filtered VA, a $V$-module $M$ is called filtered if there is an increasing exhaustive $\mathbb{Z}_+$-filtration by $\mathbb{F}[\partial]$-submodules
\[
\{0\} = F^{-1} M \subset F^0 M \subset F^1 M \subset F^2 M \subset \cdots \subset M,
\] (2.21)
such that $(m, n \in \mathbb{Z}_+)$
\[
:(F^m V)(F^n M): \subset F^{m+n} M, \quad (F^m V)_\lambda(F^n M) \subset (F^{m+n-1} M)[\lambda].\] (2.22)
Proposition 2.13 ([Li04], [DSK05]). Let $V$ be a filtered VA. Then the associated graded

$$\text{gr} V = \bigoplus_{n \in \mathbb{Z}_+} \text{gr}^n V, \quad \text{gr}^n V := F^n V / F^{n-1} V,$$

has a natural structure of a graded PVA. Namely,

$$\bar{u}\bar{v} = uv + F^{m+n-1} V \in \text{gr}^{m+n} V,$$

$$[\bar{u}_\lambda \bar{v}] = [u_\lambda v] + (F^{m+n-2} V) [\lambda] \in (\text{gr}^{m+n-1} V)[\lambda],$$

for $u \in F^m V$, $v \in F^n V$ such that

$$\bar{u} = u + F^{m-1} V \in \text{gr}^m V, \quad \bar{v} = v + F^{n-1} V \in \text{gr}^n V.$$

Proof. Follows immediately from formulas (2.11)–(2.13). □

A similar result holds for modules: if $V$ is a filtered VA and $M$ is a filtered $V$-module as in (2.21), then the associated graded

$$\text{gr} M = \bigoplus_{n \in \mathbb{Z}_+} F^n M / F^{n-1} M$$

has a natural structure of a graded module over the graded PVA $\text{gr} V$.

We will impose an additional assumption on a good filtration, which will allow us later to apply the main result of [BDSHK19].

Definition 2.14. A good filtration of a VA $V$ is called very good if $V \simeq \text{gr} V$ as $\mathbb{F}[\partial]$-modules. Likewise, a filtration (2.21)–(2.22) is called very good if $M \simeq \text{gr} M$ as $\mathbb{F}[\partial]$-module.

We present here two examples of very good filtrations, which, although trivial, are still useful.

Example 2.15. For a VA $V$, let

$$F^{-1} V = F^0 V = \{0\} \subset F^1 V = F^2 V = \cdots = V.$$

This is obviously a very good filtration and $\text{gr} V = \text{gr}^1 V = V$. The $\lambda$-bracket in $\text{gr} V$, defined by Proposition 2.13, coincides with the $\lambda$-bracket in $V$, while the commutative associative product in $\text{gr} V$ is zero.

Example 2.16. Consider a VA $V$ with the filtration

$$F^{-1} V = \{0\} \subset F^0 V = F^1 V = \cdots = V.$$

This filtration is good if and only if the $\lambda$-bracket in $V$ is zero, i.e., $V$ is a commutative vertex algebra. Then the $\lambda$-bracket in $\text{gr} V$ is also zero. Moreover, the normally ordered product in $V$ is commutative and associative, and it coincides with the product in $\text{gr} V = \text{gr}^0 V = V$. 


Proposition 2.17. Let $V$ be a (non-unital) vertex algebra generated by an $\mathbb{F}[\partial]$-submodule $R$. Suppose that $R$ is decomposed in a direct sum of $\mathbb{F}[\partial]$-submodules

$$R = \bigoplus_{\Delta \in \mathbb{Z}_{>0}} R_{\Delta}.$$  \hfill (2.23)

For $s \in \mathbb{Z}$, let

$$F^s V = \text{span}\{a_1 \cdots a_k : a_i \in R_{\Delta_i}, \Delta_1 + \cdots + \Delta_k \leq s\};$$ \hfill (2.24)

where the empty product is included and set equal to $|0\rangle$ when $|0\rangle$ exists. Assume that

$$[R_{\Delta_1 \lambda}, R_{\Delta_2}] \subset (F^{\Delta_1 + \Delta_2 - 1} V)[\lambda] \text{ for all } \Delta_1, \Delta_2.$$ \hfill (2.25)

Then the filtration (2.24) of $V$ is good, and it is very good if $V$ is freely generated by $R$.

Proof. It is straightforward to show that $\{F^s V\}$ is a good filtration, using (2.11)–(2.13); see [Li04], [DSK05]. The filtration is very good if $V$ is freely generated by $R$, because the ordered monomials $a_1 \cdots a_k$: with $\Delta_1 + \cdots + \Delta_k = s$ span over $\mathbb{F}$ a complementary $\mathbb{F}[\partial]$-submodule to $F^{s-1} V$ in $F^s V$. \hfill $\Box$

2.5. Universal enveloping VA of an LCA

In analogy to Lie superalgebras, given an LCA $R$, one constructs the corresponding universal enveloping (unital) VA $V(R)$, containing $R$ as an LCA subalgebra. The VA $V(R)$ is defined by the following universal property: for every LCA homomorphism $\varphi : R \to V$ from the LCA $R$ to a VA $V$, there is a unique VA homomorphism $\hat{\varphi} : V(R) \to V$ extending the map $\varphi$.

It is known that $V(R)$ is freely generated by $R$ (see [K96], [BK03], [DSK05]). If we let $R = R_1$ in (2.23), then (2.25) holds and Proposition 2.17 defines a very good filtration of $V(R)$, which is called the canonical filtration. The corresponding associated graded PVA, given by Proposition 2.13, is isomorphic to the (graded) universal PVA over the LCA $R$:

$$\text{gr} V(R) \simeq \mathcal{V}(R).$$ \hfill (2.26)

If $C \in R$ is such that $\partial C = 0$, then $C$ is central in $R$. Hence, for any $c \in \mathbb{F}$, we have a VA ideal $:V(R)(C - c|0\rangle) := V(R)$, and we can consider the quotient VA

$$V^c(R) := V(R)/:V(R)(C - c|0\rangle):.$$ \hfill (2.27)

The canonical filtration of $V(R)$ descends to a filtration of $V^c(R)$, which will also be called canonical.
Lemma 2.18. Let $R$ be an LCA, $C \in R$ be such that $\partial C = 0$, and $c \in \mathbb{F}$. Then:

(a) The canonical filtration of the VA $V^c(R)$ is very good.
(b) The associated graded PVA of $V^c(R)$ is

$$\text{gr } V^c(R) \simeq \mathcal{V}^0(R) \simeq \mathcal{V}(\bar{R}),$$

where $\bar{R} = R/\mathbb{F}C$ is the quotient LCA.

Proof. Straightforward from the above discussion. \qed

3. The chiral and classical operads

In this section, we recall the definitions of the chiral operad $\mathcal{P}^{ch}(V)$ and classical operad $\mathcal{P}^{cl}(V)$ from [BDSHK18]. The only new material is in Subsect. 3.8.

3.1. The spaces $\mathcal{O}^{*T}_n$

Here and further, we will consider rational functions in the variables $z_1, z_2, \ldots$ and use the shorthand notation $z_{ij} = z_i - z_j$. For a fixed positive integer $n$, we denote by

$$\mathcal{O}^T_n = \mathbb{F}[z_{ij}]_{1 \leq i < j \leq n}$$

the algebra of translation invariant polynomials in $n$ variables. Let

$$\mathcal{O}^{*T}_n = \mathbb{F}[z_{ij}^{-1}]_{1 \leq i < j \leq n}$$

be the localization of $\mathcal{O}^T_n$ with respect to the diagonals $z_i = z_j$ for $i \neq j$. We set $\mathcal{O}^T_0 = \mathcal{O}^{*T}_0 = \mathbb{F}$, and note that $\mathcal{O}^T_1 = \mathcal{O}^{*T}_1 = \mathbb{F}$.

We introduce an increasing $\mathbb{Z}_+$-filtration of $\mathcal{O}^{*T}_n$ given by the number of divisors:

$$\mathbb{F}^{-1} \mathcal{O}^{*T}_n = \{0\} \subset \mathbb{F}^0 \mathcal{O}^{*T}_n = \mathcal{O}^T_n \subset \mathbb{F}^1 \mathcal{O}^{*T}_n = \sum_{i<j} \mathcal{O}^T_n[z_{ij}^{-1}] \subset \cdots$$

$$\subset \mathbb{F}^r \mathcal{O}^{*T}_n = \sum \mathcal{O}^T_n[z_{i_1,j_1}^{-1}, \ldots, z_{i_r,j_r}^{-1}] \subset \cdots \subset \mathbb{F}^{n-1} \mathcal{O}^{*T}_n = \mathcal{O}^{*T}_n. \quad (3.1)$$

In other words, the elements of $\mathbb{F}^r \mathcal{O}^{*T}_n$ are sums of rational functions with at most $r$ poles each, not counting multiplicities. The fact that $\mathbb{F}^{n-1} \mathcal{O}^{*T}_n = \mathcal{O}^{*T}_n$ follows from [BDSHK18, Lemma 8.4].
3.2. The operad $\mathcal{P}^{\text{ch}}(V)$

Let $V = V_0 \oplus V_1$ be a vector superspace endowed with an even endomorphism $\partial$. For every $i = 1, \ldots, n$, we will denote by $\partial_i$ the action of $\partial$ on the $i$-th factor of the tensor power $V^\otimes n$:

$$\partial_i v = v_1 \otimes \cdots \otimes \partial_i v_i \otimes \cdots \otimes v_n \quad \text{for} \quad v = v_1 \otimes \cdots \otimes v_n \in V^\otimes n. \tag{3.2}$$

Recall the superspace $V_n$ given by (1.4). The corresponding to $V$ operad $\mathcal{P}^{\text{ch}}(V) = \{ \mathcal{P}^{\text{ch}}(n) | n \in \mathbb{Z}_{\geq 0} \}$ is defined as follows. The space of $n$-ary chiral operations $\mathcal{P}^{\text{ch}}(n)$ is the set of all linear maps \cite[(6.11)]{BDSHK18}:

$$X : V^\otimes n \otimes \mathcal{O}^T_n \longrightarrow V_n,$$

$$v_1 \otimes \cdots \otimes v_n \otimes f(z_1, \ldots, z_n) \longmapsto X_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes f) = X^{z_1, \ldots, z_n}_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes f(z_1, \ldots, z_n)), \tag{3.3}$$

satisfying the following two sesquilinearity conditions:

$$X_{\lambda_1, \ldots, \lambda_n}(v \otimes \partial_i f) = X_{\lambda_1, \ldots, \lambda_n}((\partial_i + \lambda_i) v \otimes f), \tag{3.4}$$

$$X_{\lambda_1, \ldots, \lambda_n}(v \otimes z_{ij} f) = (\partial_{\lambda_j} - \partial_{\lambda_i}) X_{\lambda_1, \ldots, \lambda_n}(v \otimes f). \tag{3.5}$$

For example, we have:

$$\mathcal{P}^{\text{ch}}(0) = \text{Hom}_F(F, V/\langle \partial \rangle) \cong V/\partial V, \tag{3.6}$$

$$\mathcal{P}^{\text{ch}}(1) = \text{Hom}_{F[\partial]}(V, V[\lambda_1]/\langle \partial + \lambda_1 \rangle) \cong \text{End}_{F[\partial]}(V). \tag{3.7}$$

The $\mathbb{Z}/2\mathbb{Z}$-grading of the superspace $\mathcal{P}^{\text{ch}}(n)$ is induced by that of the vector superspace $V$, where $\mathcal{O}^T_n$ and all variables $\lambda_i$ are considered even.

The symmetric group $S_n$ acts on the right on $\mathcal{P}^{\text{ch}}(n)$ by permuting simultaneously the inputs $v_1, \ldots, v_n$ of $X$, the variables $\lambda_1, \ldots, \lambda_n$, and the corresponding variables $z_1, \ldots, z_n$ in $f$. Explicitly, for $X \in \mathcal{P}^{\text{ch}}(n)$ and $\sigma \in S_n$, we have

$$(X^\sigma)^{z_1, \ldots, z_n}_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes f(z_1, \ldots, z_n)) = \epsilon_\sigma(v) X_{\lambda_1, \ldots, \lambda_n}^{z_1, \ldots, z_n}(v_{i_1} \otimes \cdots \otimes v_{i_n} \otimes f(z_{i_1}, \ldots, z_{i_n})), \tag{3.8}$$

where $i_s = \sigma^{-1}(s)$ and the sign $\epsilon_\sigma(v)$ is given by

$$\epsilon_\sigma(v) = \prod_{i<j \mid \sigma(i) > \sigma(j)} (-1)^{p(v_i) p(v_j)}. \tag{3.9}$$

One can also define compositions of chiral operations, turning $\mathcal{P}^{\text{ch}}(V)$ into an operad (see \cite[(6.25)]{BDSHK18}).
3.3. Filtration of $\mathcal{P}^{\text{ch}}(V)$

Now suppose that $V$ is equipped with an increasing $\mathbb{Z}_+$-filtration of $F[\partial]$-submodules

$$F^{-1} V = \{0\} \subset F^0 V \subset F^1 V \subset F^2 V \subset \cdots \subset V. \quad (3.10)$$

Since $\mathcal{O}_n^{\ast T}$ is also filtered by (3.1), we obtain an increasing $\mathbb{Z}_+$-filtration on the tensor products

$$F^s(V^{\otimes n} \otimes \mathcal{O}_n^{\ast T}) = \sum_{s_1 + \cdots + s_n + p \leq s} F^{s_1} V \otimes \cdots \otimes F^{s_n} V \otimes F^p \mathcal{O}_n^{\ast T} \quad \text{if} \quad s \geq 0,$$

and $F^s(V^{\otimes n} \otimes \mathcal{O}_n^{\ast T}) = \{0\}$ if $s < 0$.

This induces a decreasing $\mathbb{Z}$-filtration of $\mathcal{P}^{\text{ch}}(n)$, where $F^r \mathcal{P}^{\text{ch}}(n)$ for $r \in \mathbb{Z}$ is defined as the set of all elements $X$ such that

$$X(F^s(V^{\otimes n} \otimes \mathcal{O}_n^{\ast T})) \subset (F^{s-r} V)[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle, \quad s \in \mathbb{Z}. \quad (3.11)$$

The composition maps in $\mathcal{P}^{\text{ch}}(V)$ and the actions of the symmetric groups are compatible with the filtration (3.11) (see [BDSHK18, Proposition 8.9]); hence, $\mathcal{P}^{\text{ch}}(V)$ is a filtered operad as in [BDSHK18, Sect. 3.1]. Then, as usual, the associated graded spaces are defined by

$$\text{gr}^r \mathcal{P}^{\text{ch}}(n) = F^r \mathcal{P}^{\text{ch}}(n)/F^{r+1} \mathcal{P}^{\text{ch}}(n), \quad r \in \mathbb{Z}, \quad (3.12)$$

and we obtain that $\text{gr} \mathcal{P}^{\text{ch}}(V)$ is a graded operad (see [BDSHK18, Sect. 3.1]).

**Lemma 3.1.** If the filtration (3.10) of $V$ is exhaustive (see (2.18)), then the filtration of $\mathcal{P}^{\text{ch}}(n)$ is separated, see (2.19).

**Proof.** Note that $F^{s+n-1}(V^{\otimes n} \otimes \mathcal{O}_n^{\ast T}) \supset F^s(V^{\otimes n} \otimes \mathcal{O}_n^{\ast T})$, because $F^{n-1} \mathcal{O}_n^{\ast T} = \mathcal{O}_n^{\ast T}$. Since $F^{-1} V = \{0\}$, we see from (3.11) that $X(F^s(V^{\otimes n} \otimes \mathcal{O}_n^{\ast T})) = 0$ for all $X \in F^{s+n} \mathcal{P}^{\text{ch}}(n)$. If the filtration of $V$ is exhaustive, then the induced filtration of $V^{\otimes n}$ is exhaustive. Hence, $X = 0$ for every $X \in \bigcap_{r \in \mathbb{Z}} F^r \mathcal{P}^{\text{ch}}(n)$. \hfill $\square$

3.4. $n$-graphs

For a positive integer $n$, we define an $n$-graph as a graph $\Gamma$ with $n$ vertices labeled by $1, \ldots, n$ and an arbitrary collection $E(\Gamma)$ of oriented edges. We denote by $\mathcal{G}(n)$ the collection of all $n$-graphs without tadpoles, and by $\mathcal{G}_0(n)$ the collection of all acyclic $n$-graphs, i.e., $n$-graphs that have no cycles (including tadpoles and multiple edges). For example, $\mathcal{G}_0(1)$
consists of the graph with a single vertex labeled 1 and no edges, and $\mathcal{G}_0(2)$ consists of three graphs:

\[
\begin{align*}
1 & \quad 2, \\
1 & \quad \longrightarrow 2, \\
1 & \quad \longleftrightarrow 2. \\
\end{align*}
\]

(3.13)

By convention, we also let $\mathcal{G}_0(0) = \mathcal{G}(0) = \{\emptyset\}$ be the set consisting of a single element (the empty graph with 0 vertices).

A graph $L$ will be called a line if its set of edges is of the form $\{i_1 \to i_2, i_2 \to i_3, \ldots, i_{n-1} \to i_n\}$ where $\{i_1, \ldots, i_n\}$ is a permutation of $\{1, \ldots, n\}$:

\[
L = \begin{array}{cccc}
i_1 & i_2 & \cdots & i_n \\
\end{array}
\]

(3.14)

An oriented cycle $C$ in a graph $\Gamma$ is, by definition, a collection of edges of $\Gamma$ forming a closed sequence (possibly with self intersections):

\[
C = \{i_1 \to i_2, i_2 \to i_3, \ldots, i_{s-1} \to i_s, i_s \to i_1\} \subset E(\Gamma).
\]

(3.15)

There is a natural (left) action of the symmetric group $S_n$ on the set $\mathcal{G}(n)$ of $n$-graphs, which preserves the subset $\mathcal{G}_0(n)$ of acyclic graphs. Given $\Gamma \in \mathcal{G}(n)$ and $\sigma \in S_n$, we let $\sigma(\Gamma)$ be the same graph as $\Gamma$, but with the vertex that was labeled 1 relabeled as $\sigma(1)$, the vertex 2 relabeled as $\sigma(2)$, and so on up to the vertex $n$ now relabeled as $\sigma(n)$. For example, if $L_0$ is the line with edges $\{1 \to 2, 2 \to 3, \ldots, n-1 \to n\}$ and $\sigma \in S_n$, then $\sigma(L_0) = L$ is the line (3.14) where $i_k = \sigma(k)$.

Let $\mathcal{L}(n) \subset \mathcal{G}(n)$ be the set of graphs that are disjoint unions of lines. Consider the vector space $\mathbb{F}\mathcal{G}(n)$ with the set $\mathcal{G}(n)$ as a basis over $\mathbb{F}$. The subspace $\mathcal{R}(n) \subset \mathbb{F}\mathcal{G}(n)$ of cycle relations is spanned by the following elements:

(i) all graphs $\Gamma \in \mathcal{G}(n)$ containing a cycle;
(ii) all linear combinations of the form $\sum_{e \in C} \Gamma \setminus e$, for all $\Gamma \in \mathcal{G}(n)$ and all oriented cycles $C \subset E(\Gamma)$, where $\Gamma \setminus e \in \mathcal{G}(n)$ is the graph obtained from $\Gamma$ by removing the edge $e$ and keeping the same set of vertices.

Note that if we reverse an arrow in a graph $\Gamma \in \mathcal{G}(n)$, we obtain, modulo cycle relations, the element $-\Gamma \in \mathbb{F}\mathcal{G}(n)$.

**Lemma 3.2 ([BDSHK19])**. The set $\mathcal{L}(n)$ spans the space $\mathbb{F}\mathcal{G}(n)$ modulo the cycle relations.

In [BDSHK19], we also give an explicit basis of the space $\mathbb{F}\mathcal{G}(n)/\mathcal{R}(n)$, but it will not be needed here.
3.5. The operad $\mathcal{P}^{\text{cl}}(V)$

Now we will recall the definition of the classical operad $\mathcal{P}^{\text{cl}}(V) = \{ \mathcal{P}^{\text{cl}}(n) | n \in \mathbb{Z}_{\geq 0} \}$ from [BDSHK18, Sect. 10].

As before, let $V = V_0 \oplus V_1$ be a vector superspace endowed with an even endomorphism $\partial$. Set $\mathcal{P}^{\text{cl}}(0) = V/\partial V$, and for $n \geq 1$, define $\mathcal{P}^{\text{cl}}(n)$ as the vector superspace (with the pointwise addition and scalar multiplication) of all maps

$$Y : \mathcal{G}(n) \times V^\otimes n \longrightarrow V_n,$$

(3.16)

$$(\Gamma, v) \longmapsto Y_{\lambda_1, \ldots, \lambda_n}^\Gamma(v),$$

(3.17)

which depend linearly on $v \in V^\otimes n$, and satisfy the cycle relations and sesquilinearity conditions described below. The $\mathbb{Z}/2\mathbb{Z}$-grading of the superspace $\mathcal{P}^{\text{cl}}(n)$ is induced by that of the vector superspace $V$, by letting $\mathcal{G}(n)$ and the variables $\lambda_i$ be even.

The cycle relations in $\mathcal{P}^{\text{cl}}(n)$ state that if an $n$-graph $\Gamma \in \mathcal{G}(n)$ contains an oriented cycle $C \subset E(\Gamma)$, then:

$$Y_\Gamma = 0, \quad \sum_{e \in C} Y_{\Gamma \setminus e} = 0.$$

(3.18)

In particular, applying the second cycle relation (3.18) for an oriented cycle of length 2, we see that changing the orientation of a single edge of $\Gamma \in \mathcal{G}(n)$ amounts to a change of sign of $Y_\Gamma$.

To write the sesquilinearity conditions, let us first introduce some notation. For a graph $G$ with a set of vertices labeled by a subset $I \subset \{1, \ldots, n\}$, we let

$$\lambda_G = \sum_{i \in I} \lambda_i, \quad \partial_G = \sum_{i \in I} \partial_i,$$

(3.19)

where as before $\partial_i$ denotes the action of $\partial$ on the $i$-th factor in $V^\otimes n$ (see (3.2)). Then for every connected component $G$ of $\Gamma \in \mathcal{G}(n)$ with a set of vertices $I$, we have two sesquilinearity conditions:

$$(\partial_{\lambda_j} - \partial_{\lambda_i}) Y_{\lambda_1, \ldots, \lambda_n}^\Gamma(v) = 0 \quad \text{for all} \quad i, j \in I,$$

(3.20)

$$Y_{\lambda_1, \ldots, \lambda_n}^\Gamma((\partial_G + \lambda_G)v) = 0, \quad v \in V^\otimes n.$$

(3.21)

The first condition (3.20) means that the polynomial $Y_{\lambda_1, \ldots, \lambda_n}^\Gamma(v)$ is a function of the variables $\lambda_{\Gamma_\alpha}$, where the $\Gamma_\alpha$'s are the connected components of $\Gamma$, and not of the variables $\lambda_1, \ldots, \lambda_n$ separately.

We have a natural right action of the symmetric group $S_n$ on $\mathcal{P}^{\text{cl}}(n)$ by (parity preserving) linear maps:

$$(Y^\sigma)_{\lambda_1, \ldots, \lambda_n}^\Gamma(v_1 \otimes \cdots \otimes v_n) = \epsilon_v(\sigma) Y_{\lambda_1, \ldots, \lambda_n}^{\sigma(\Gamma)}(v_{i_1} \otimes \cdots \otimes v_{i_n}),$$

(3.22)
where $i_s = \sigma^{-1}(s)$, the sign $\epsilon_v(\sigma)$ is given by (3.9), and $\sigma(\Gamma)$ is defined in Subsect. 3.4. In [BDSHK18, (10.11)], we also defined compositions of maps in $\mathcal{P}\text{cl}(V)$, turning it into an operad.

**Remark 3.3.** Due to (3.18) and Lemma 3.2, any classical operation $Y \in \mathcal{P}\text{cl}(n)$ is uniquely determined by $Y^\Gamma$ for graphs $\Gamma \in \mathcal{L}(n)$ that are disjoint unions of lines.

Suppose now that $V = \bigoplus_{t \in \mathbb{Z}} \text{gr}^t V$ is graded by $\mathbb{F}[\partial]$-submodules, and consider the induced grading of the tensor powers $V^\otimes n$:

$$\text{gr}^t V^\otimes n = \sum_{t_1 + \cdots + t_n = t} \text{gr}^{t_1} V \otimes \cdots \otimes \text{gr}^{t_n} V.$$ 

Then $\mathcal{P}\text{cl}(V)$ has a grading defined as follows: $Y \in \text{gr}^r \mathcal{P}\text{cl}(n)$ if

$$Y^\Gamma_{\lambda_1, \ldots, \lambda_n} (\text{gr}^t V^\otimes n) \subset (\text{gr}^{s+t-r} V)[\lambda_1, \ldots, \lambda_n]/[\partial + \lambda_1 + \cdots + \lambda_n]$$

(3.23)

for every graph $\Gamma \in \mathcal{G}(n)$ with $s$ edges (see [BDSHK18, Remark 10.2]).

### 3.6. The isomorphism from $\text{gr} \mathcal{P}\text{ch}(V)$ to $\mathcal{P}\text{cl}(\text{gr} V)$

For a graph $\Gamma \in \mathcal{G}(n)$ with a set of edges $E(\Gamma)$, we introduce the function

$$p_\Gamma = p_\Gamma(z_1, \ldots, z_n) = \prod_{(i \to j) \in E(\Gamma)} z_{ij}^{-1}, \quad z_{ij} = z_i - z_j.$$  

(3.24)

Note that $p_\Gamma \in \mathbb{F}^s T_n^{*T}$ if $\Gamma$ has $s$ edges.

**Lemma 3.4 ([BDSHK18, Lemma 8.3]).** The space $\mathbb{F}^s T_n^{*T}$ is generated as an $T_n^{*T}$-module by all partial derivatives of the products $p_\Gamma$, where $\Gamma$ runs over the set of acyclic graphs with $n$ vertices and at most $s$ edges.

**Corollary 3.5.** A chiral operation $Y \in \mathcal{P}\text{ch}(n)$ is uniquely determined by its values $Y(v \otimes p_\Gamma)$, where $v \in V^\otimes n$ and $\Gamma$ runs over the set of connected lines with $n$ vertices.

**Proof.** This follows from Remark 3.3, Lemma 3.4, and the sesquilinearity conditions (3.4), (3.5). \qed

Let $V$ be filtered by $\mathbb{F}[\partial]$-submodules as in (3.10). Then we have the filtered operad $\mathcal{P}\text{ch}(V)$ associated to $V$ and the graded operad $\mathcal{P}\text{cl}(\text{gr} V)$ associated to the graded superspace $\text{gr} V$. These two operads are related as follows [BDSHK18, Sect. 8].
Let $X \in F^r \mathcal{P}^{ch}(V)(n)$ and $\Gamma \in G(n)$ be a graph with $s$ edges. Then for every $v \in F^t V^\otimes n$, we have $v \otimes p_\Gamma \in F^{s+t}(V^\otimes n \otimes O^{xT}_n)$ and, by (3.11),

$$X_{\lambda_1, \ldots, \lambda_n}(v \otimes p_\Gamma) \in (F^{s+t-r} V)[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle. \quad (3.25)$$

We define $Y \in \text{gr}^r \mathcal{P}^{cl}(\text{gr} V)(n)$ by:

$$Y_{\lambda_1, \ldots, \lambda_n}^\Gamma(v + F^{t-1} V^\otimes n) = X_{\lambda_1, \ldots, \lambda_n}(v \otimes p_\Gamma) + (F^{s+t-r-1} V)[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle \in (\text{gr}^{s+t-r} V)[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle. \quad (3.26)$$

Clearly, the right-hand side depends only on the image $\bar{v} = v + F^{t-1} V^\otimes n \in \text{gr}^t V^\otimes n$ and not on the choice of representative $v \in F^t V^\otimes n$. We write (3.26) simply as

$$Y_{\lambda_1, \ldots, \lambda_n}^\Gamma(\bar{v}) = \frac{X_{\lambda_1, \ldots, \lambda_n}(v \otimes p_\Gamma)}{\partial + \lambda_1 + \cdots + \lambda_n}. \quad (3.27)$$

The fact that $Y \in \text{gr}^r \mathcal{P}^{cl}(\text{gr} V)(n)$ was proved in [BDSHK18, Corollary 8.8].

If $X \in F^{r+1} \mathcal{P}^{ch}(V)(n)$, then the right-hand side of (3.26) (or (3.27)) vanishes. Thus, (3.26) defines a map

$$\text{gr}^r \mathcal{P}^{ch}(V)(n) \longrightarrow \text{gr}^r \mathcal{P}^{cl}(\text{gr} V)(n), \quad \bar{X} = X + F^{r+1} \longmapsto Y. \quad (3.28)$$

**Theorem 3.6 ([BDSHK18], [BDSHK19]).** The map (3.28) is an injective homomorphism of graded operads. If $V \simeq \text{gr} V$ as $F[\partial]$-modules, then (3.28) is an isomorphism.

### 3.7. The case of trivial filtration and the operad $\mathcal{P}^{ch}_{}(V)$

In this subsection, $V$ will be an $F[\partial]$-module with the trivial filtration and grading:

$$F^{-1} V = \{0\} \subset F^0 V = V, \quad \text{gr} V = \text{gr}^0 V = V. \quad (3.29)$$

By (3.11), a chiral operation $Y \in \mathcal{P}^{ch}(n)$ lies in $F^r \mathcal{P}^{ch}(n)$ if and only if [BDSHK18, (8.4)]:

$$Y(V^\otimes n \otimes F^{r-1} O^{xT}_n) = 0. \quad (3.30)$$

In this case, the filtration of each $\mathcal{P}^{ch}(n)$ is finite:

$$\mathcal{P}^{ch}(n) = F^0 \mathcal{P}^{ch}(n) \supset F^1 \mathcal{P}^{ch}(n) \supset \cdots \supset F^{n-1} \mathcal{P}^{ch}(n) \supset F^n \mathcal{P}^{ch}(n) = \{0\}. \quad (3.31)$$

Similarly, by (3.23), a classical operation $Y \in \mathcal{P}^{cl}(n)$ is in $	ext{gr}^r \mathcal{P}^{cl}(n)$ if and only if $Y^\Gamma = 0$ for every graph $\Gamma$ with $n$ vertices and number of edges $\neq r$ (see [BDSHK18, (10.9)]). By Remark 3.3, we can restrict to
graphs $\Gamma$ that are disjoint unions of lines; such graphs have $\leq n - 1$ edges. Hence, the grading of $\mathcal{P}^{cl}(n)$ has the form

$$\mathcal{P}^{cl}(n) = \bigoplus_{r=0}^{n-1} \text{gr}^r \mathcal{P}^{cl}(n).$$

By Theorem 3.6, we have an isomorphism of graded operads $\text{gr} \mathcal{P}^{ch}(V) \simeq \mathcal{P}^{cl}(V)$.

Notice that $\text{gr}^0 \mathcal{P}^{cl}(V)$ is a suboperad of $\mathcal{P}^{cl}(V)$, which is also denoted $\text{Chem}(V)$ and is described explicitly in [BDSHK18, Sect. 5]. We have a surjective morphism of operads (with kernel $F_1 \mathcal{P}^{ch}(V)$) given by

$$\mathcal{P}^{ch}(V) \longrightarrow \text{Chem}(V), \quad Y \longmapsto \bar{Y}, \quad \bar{Y}(v) = Y(v \otimes 1)$$

for $Y \in \mathcal{P}^{ch}(n)$, $v \in V^\otimes n$. Let us review the definition of the operad $\text{Chem}(V) = \{ \text{Chem}(n) | n \in \mathbb{Z}_{\geq 0} \}$. Elements of $\text{Chem}(n)$ are called $n$-ary conformal operations. These are linear maps

$$Y : V^\otimes n \longrightarrow V_n, \quad v_1 \otimes \cdots \otimes v_n \longmapsto Y_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes v_n),$$

satisfying the sesquilinearity conditions:

$$Y_{\lambda_1, \ldots, \lambda_n}((\partial_i + \lambda_i)v) = 0, \quad 1 \leq i \leq n, \quad v \in V^\otimes n,$$

where, as before, $V_n$ is defined by (1.4) and $\partial_i$ denotes the action of $\partial$ on the $i$-th factor in $V^\otimes n$. The symmetric group $S_n$ acts on the right on $\text{Chem}(n)$ by permuting simultaneously the inputs $v_1, \ldots, v_n$ and the variables $\lambda_1, \ldots, \lambda_n$. Explicitly, for $Y \in \text{Chem}(n)$ and $\sigma \in S_n$, we have

$$(Y^\sigma)_{\lambda_1, \ldots, \lambda_n}(v_1 \otimes \cdots \otimes v_n) = \epsilon_v(\sigma) Y_{\lambda_{i_1}, \ldots, \lambda_{i_n}}(v_{i_1} \otimes \cdots \otimes v_{i_n}),$$

where $i_s = \sigma^{-1}(s)$ and the sign $\epsilon_v(\sigma)$ is given by (3.9). The compositions in the operad $\text{Chem}(V)$ are given by [BDSHK18, (5.6)]. Note that $\text{Chem}(0) = V/\partial V$.

3.8. The case $\partial = 0$

Finally, let us consider the case when the action of $\mathbb{F}[\partial]$ on $V$ is trivial. We take the trivial increasing filtration of $V$ given by (3.29).
Theorem 3.7. Let $V$ be a vector superspace equipped with the trivial $\mathbb{F}[[\partial]]$-action and filtration. Then, for every $n \geq 1$, the filtration of $\mathcal{P}^\text{ch}(n)$ has the form

$$\mathcal{P}^\text{ch}(n) = F^{n-1} \mathcal{P}^\text{ch}(n) \supset F^n \mathcal{P}^\text{ch}(n) = \{0\}.$$ 

Hence,

$$\mathcal{P}^\text{ch}(n) = \text{gr}^{n-1} \mathcal{P}^\text{ch}(n) = \text{gr} \mathcal{P}^\text{ch}(n) \simeq \mathcal{P}^\text{cl}(n) = \text{gr}^{n-1} \mathcal{P}^\text{cl}(n).$$

Proof. To prove the first claim, we need to check that $X(v \otimes f) = 0$ for every $X \in \mathcal{P}^\text{ch}(n)$, $v \in V^\otimes n$ and $f \in F^{n-2} \partial^* T$. By the sesquilinearity (3.4), (3.5) and Lemma 3.4, we can assume that $f = p \Gamma$ where $\Gamma$ is an acyclic graph with $n$ vertices and $\leq n - 2$ edges. Let $G$ be a connected component of $\Gamma$. Then the set $I$ of vertices of $G$ is a proper subset of $\{1, \ldots, n\}$. Since, by translation invariance, $\sum_{i \in I} \partial z_i p \Gamma = 0$, the sesquilinearity (3.4) implies

$$\lambda_G X_{\lambda_1, \ldots, \lambda_n} (v \otimes f) = 0 \in V[\lambda_1, \ldots, \lambda_n]/\langle \lambda_1 + \cdots + \lambda_n \rangle.$$ 

Hence, $X(v \otimes f) = 0$.

A similar argument, using (3.21), proves that $\mathcal{P}^\text{cl}(n) = \text{gr}^{n-1} \mathcal{P}^\text{cl}(n)$. The second claim of the theorem then follows immediately from the first and from Theorem 3.6.

In the case when $V = \mathbb{F}$ is a 1-dimensional even vector space with a trivial action of $\partial$, the operad $\mathcal{P}^\text{ch}(V)$ is isomorphic to the operad $\mathfrak{Lie}$ (see [BD04, 3.1.5] and [BDSHK19, Theorem 5.2]). In order to state the general result, let us recall the operad $\text{Hom}(V)$, defined by

$$\text{Hom}(V)(n) = \text{Hom}(V^\otimes n, V), \quad n \geq 0. \quad (3.37)$$

Also recall that the (Hadamard) tensor product of two operads $\mathcal{P}_1$ and $\mathcal{P}_2$ is given by

$$(\mathcal{P}_1 \otimes \mathcal{P}_2)(n) = \mathcal{P}_1(n) \otimes \mathcal{P}_2(n), \quad n \geq 0,$$

with component-wise compositions and actions of the symmetric groups.

Theorem 3.8. Let $V$ be a vector superspace equipped with the trivial action of $\mathbb{F}[[\partial]]$. Then

$$\mathcal{P}^\text{ch}(V) \simeq \mathcal{P}^\text{cl}(V) \simeq \text{Hom}(V) \otimes \mathfrak{Lie}.$$ 

Proof. We saw in the proof of Theorem 3.7 that for $Y \in \mathcal{P}^\text{cl}(V)(n)$ we have $Y^\Gamma = 0$ unless the graph $\Gamma$ is connected. For a connected graph $\Gamma$, the sesquilinearity (3.20) implies that

$$Y^\Gamma(v) \in V[\lambda_1 + \cdots + \lambda_n]/\langle \lambda_1 + \cdots + \lambda_n \rangle \simeq V; \quad v \in V^\otimes n.$$
Hence, we can view $Y$ as a collection of linear maps $Y^\Gamma: V^\otimes n \to V$ satisfying the cycle relations (3.18). In the case $V = \mathbb{F}$, this is a collection of scalars $y^\Gamma \in \mathbb{F}$. Thus, we have a morphism of operads

$$\text{Hom}(V) \otimes \mathcal{P}^{cl} (\mathbb{F}) \longrightarrow \mathcal{P}^{cl} (V),$$

which sends $\varphi \otimes y$ to $Y$ given by $Y^\Gamma(v) = y^\Gamma \varphi(v)$ for $v \in V^\otimes n$. Let us check that the map (3.38) is an isomorphism. By definition we have

$$\text{Hom}(V)(n) = \text{Hom}(V^\otimes n, V),$$

$$\mathcal{P}^{cl} (\mathbb{F})(n) = \text{Hom}((\mathbb{F} \mathcal{G} (n)/\mathcal{R} (n)) \otimes \mathbb{F}^\otimes n, \mathbb{F}),$$

$$\mathcal{P}^{cl} (V)(n) = \text{Hom}((\mathbb{F} \mathcal{G} (n)/\mathcal{R} (n)) \otimes V^\otimes n, V).$$

The fact that (3.38) is an isomorphism follows from the linear algebra isomorphisms

$$\text{Hom}(A_1, B_1) \otimes \text{Hom}(A_2, B_2) \simeq \text{Hom}(A_1 \otimes A_2, B_1 \otimes B_2), \quad \mathbb{F} \otimes A \simeq A.$$  

\[\square\]

4. LCA, VA and PVA cohomology

In this section, we review the definitions of the cohomology of Lie conformal algebras, vertex algebras, and Poisson vertex algebras, following \cite{BDSHK18}.

4.1. Lie superalgebra associated to an operad

We start by reviewing a general construction, which goes back to \cite{Tam02} (see also \cite{BDSHK18}). For a linear superoperad $\mathcal{P}$, we define

$$W_\mathcal{P} = \bigoplus_{k=-1}^{\infty} W^k_\mathcal{P}, \quad W^k_\mathcal{P} := \mathcal{P}(k + 1)^{S_k+1},$$

where $\mathcal{P}(k + 1)^{S_k+1}$ denotes the subspace of $\mathcal{P}(k + 1)$ consisting of elements invariant under the action of the symmetric group. One defines a Lie superalgebra bracket on $W_\mathcal{P}$ only in terms of the compositions and symmetric group actions in the operad $\mathcal{P}$ (see \cite[Theorem 3.4]{BDSHK18}). We thus get a functor $\mathcal{P} \mapsto W_\mathcal{P}$ from the category of linear superoperads to the category of $\mathbb{Z}$-graded Lie superalgebras.
Remark 4.1. (a) If $\mathcal{P}$ is filtered operad with a filtration $\{F^r \mathcal{P}\}_{r \in \mathbb{Z}}$, then $W_{\mathcal{P}}$ is a filtered Lie superalgebra with a filtration $F^r W^k_{\mathcal{P}} := (F^r \mathcal{P}(k+1))^{S_{k+1}}$, so that

$$[F^r W^k_{\mathcal{P}}, F^s W^\ell_{\mathcal{P}}] \subset F^{r+s} W^{k+\ell}_{\mathcal{P}}, \quad r, s \in \mathbb{Z}, k, \ell \geq -1.$$ 

(b) If $\mathcal{P}$ is graded operad with a grading $\{\text{gr}^r \mathcal{P}\}_{r \in \mathbb{Z}}$, then $W_{\mathcal{P}}$ is a graded Lie superalgebra with a grading $\text{gr}^r W^k_{\mathcal{P}} := (\text{gr}^r \mathcal{P}(k+1))^{S_{k+1}}$, so that

$$[\text{gr}^r W^k_{\mathcal{P}}, \text{gr}^s W^\ell_{\mathcal{P}}] \subset \text{gr}^{r+s} W^{k+\ell}_{\mathcal{P}}, \quad r, s \in \mathbb{Z}, k, \ell \geq -1.$$ 

If $X \in W^1_{\mathcal{P}}$ is an odd element such that $[X, X] = 0$, then $d = \text{ad}_X$ is a differential on $W_{\mathcal{P}}$, i.e., $d^2 = 0$ and $d$ is an odd endomorphism of degree 1. We obtain a cochain complex

$$C_{\mathcal{P}} = \bigoplus_{n=0}^{\infty} C^n_{\mathcal{P}}, \quad C^n_{\mathcal{P}} := W^{n-1} = \mathcal{P}(n)^{S_n}, \quad d : C^n_{\mathcal{P}} \to C^{n+1}_{\mathcal{P}}.$$ 

There are several examples of operads $\mathcal{P}$ that give rise to interesting algebraic structures and corresponding cohomology theories (see [BDSHK18]).

First, consider the operad $\text{Hom}(\bigotimes V)$ given by (3.37), for a fixed vector superspace $V$. Then odd elements $X \in W^1_{\text{Hom}(\bigotimes V)}$ such that $[X, X] = 0$ correspond bijectively to Lie superalgebra structures on $\Pi V$, the superspace $V$ with opposite parity $\bar{p} = 1 - p$, where $p$ denotes the parity of $V$. Consequently, an odd element $X \in W^1_{\text{Hom}(\Pi V)}$ with $[X, X] = 0$ is the same as a Lie superalgebra bracket on $V$, given explicitly by

$$[a, b] = (-1)^p(a) X(a \otimes b), \quad a, b \in V.$$ 

Indeed, one checks that the symmetry of $X$ with respect to $\bar{p}$ corresponds to the skewsymmetry of $[\cdot, \cdot]$ with respect to $p$, and the Jacobi identity for $[\cdot, \cdot]$ corresponds to the identity $[X, X] = 0$ (see [NR67], [DSK13]). Taking the complex $C_{\text{Hom}(\Pi V)}$, we get the Chevalley–Eilenberg cohomology complex of the Lie superalgebra $V$ with coefficients in the adjoint representation.

The cohomology with coefficients in a module can be obtained by a reduction procedure as follows. If $M$ is a module over the Lie superalgebra $V$, then $V \oplus M$ is a Lie superalgebra such that $V$ is a subalgebra, $[M, M] = 0$ and $[a, m] = am$ for $a \in V, m \in M$. For each $n \geq 0$, consider the subspaces

$$U^n := \text{Hom}(\Pi(V \oplus M)^{\otimes n}, \Pi M) \subset C^n_{\text{Hom}(\Pi V \oplus \Pi M)}$$

and

$$K^n := \{ Y \in U^n \mid Y((\Pi V)^{\otimes n}) = 0 \} \subset U^n.$$
Using the restriction map, we get a short exact sequence
\[ 0 \to K^n \to U^n \to \text{Hom}((\Pi V)^{\otimes n}, \Pi M) \to 0. \]
It is easy to check that \(dU^n \subset U^{n+1}\) and \(dK^n \subset K^{n+1}\). Then the cohomology complex of \(V\) with coefficients in \(M\) is defined as the subquotient of the complex \(C_{\text{Hom}}((\Pi V \oplus \Pi M))\), which in degree \(n\) is \(U^n/K^n\).

4.2. LCA cohomology

Now let \(V\) be a vector superspace (with parity \(p\)), which is equipped with an \(\mathbb{F}[\partial]\)-module structure, where \(\partial\) is an even endomorphism of \(V\). Consider the operad \(\text{Chem}(\Pi V)\) introduced in [BDSHK18] and briefly discussed in Subsect. 3.7. Consider the corresponding Lie superalgebra
\[ W_{\text{Chem}}(\Pi V) = \bigoplus_{k=-1}^{\infty} W^k_{\text{Chem}}(\Pi V), \quad W_{\text{Chem}}^{k-1}(\Pi V) = (\text{Chem}(\Pi V))(k)^{S_k}. \]
Then structures of a Lie conformal algebra on \(V\) are in bijection with odd elements \(X \in W_{\text{Chem}}^{1}(\Pi V)\) such that \([X, X] = 0\), so that
\[ [a_\lambda b] = (-1)^{p(a)}X_{\lambda, -\lambda - \partial}(a \otimes b), \quad a, b \in V \quad (4.1) \]
(see [DSK13, Sect. 4.3]). As a result, we get the cohomology complex of the LCA \(V\), defined by \(X\), with coefficients in the adjoint module:
\[ C_{\text{Chem}}(V) = \bigoplus_{n=0}^{\infty} C^n_{\text{Chem}}(V), \]
\[ C^n_{\text{Chem}}(V) := W_{\text{Chem}}^{n-1}(\Pi V) = (\text{Chem}(\Pi V))(n)^{S_n}, \]
with the differential \(d = 1d_X\) (cf. [BKV99], [DSK13]). Given a module \(M\) over the LCA \(V\), the cohomology complex \(C_{\text{Chem}}(V, M)\) of \(V\) with coefficients in \(M\) can be obtained by a reduction procedure as in Subsect. 4.1 above. An explicit expression for the differential \(d\) can be found in [DSK13, Eq. (4.19)].

4.3. Vertex algebra cohomology

Let again \(V\) be a vector superspace (with parity \(p\)), equipped with an \(\mathbb{F}[\partial]\)-module structure. Consider the operad \(\mathcal{P}_{\text{ch}}(\Pi V)\) and the corresponding Lie superalgebra
\[ W_{\text{ch}}(\Pi V) = \bigoplus_{k=-1}^{\infty} W^k_{\text{ch}}(\Pi V), \quad W^k_{\text{ch}}(\Pi V) = (\mathcal{P}_{\text{ch}}(\Pi V))(k + 1)^{S_{k+1}}. \]
Then structures of a non-unital vertex algebra on $V$ are in bijection with odd elements $X \in W^1_{ch}(IV)$ such that $[X,X] = 0$ (see [BDSHK18, Theorem 6.12]). Explicitly, for $a, b \in V$,

$$(-1)^{p(a)}X_{\lambda_1,\ldots,\lambda_0}^{w}(a \otimes b \otimes \frac{1}{w - z}) = \int_{\lambda} d\sigma [a_{\sigma}b] = :ab: + \int_{0}^{\lambda} d\sigma [a_{\sigma}b].$$

(4.2)

We obtain the cohomology complex of a non-unital VA $V$ with coefficients in $V$:

$$C_{ch}(V) = \bigoplus_{n=0}^{\infty} C^n_{ch}(V), \quad C^n_{ch}(V) := W^{n-1}_{ch}(IV) = \mathcal{P}^{ch}(IV)(n)^{S_n}, \quad (4.3)$$

with the differential $d = ad_X$. Given a module $M$ over $V$, the cohomology complex $C_{ch}(V,M)$ of $V$ with coefficients in $M$ is given by a reduction procedure as in Subsect. 4.1. Namely, we consider the non-unital VA $V \oplus M$ such that $V$ is a subalgebra and

$$\int_{\lambda} d\sigma [a_{\sigma}m] = \int_{\lambda} d\sigma (a_{\sigma}m), \quad \int_{\lambda} d\sigma [m_{\sigma}m'] = 0, \quad a \in V, \ m, m' \in M.$$

Then $C^n_{ch}(V,M) = U^n/K^n$, where $U^n$ and $K^n$ are defined as in Subsect. 4.1.

Now we will give a more explicit description of this complex. Elements of $C^n_{ch}(V,M)$ are linear maps $Y: V^\otimes n \otimes \mathcal{O}^T_n \rightarrow M[\lambda_1, \ldots, \lambda_n]/\langle \partial + \lambda_1 + \cdots + \lambda_n \rangle$, satisfying the sesquilinearity conditions ($v_1, \ldots, v_n \in V$, $f \in \mathcal{O}^T_n$, $i = 1, \ldots, n$):

$$Y_{\lambda_1,\ldots,\lambda_n}(v_1 \otimes \cdots \otimes (\partial + \lambda_i)v_i \otimes \cdots \otimes v_n \otimes f) = Y_{\lambda_1,\ldots,\lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes \frac{\partial f}{\partial z_i}),$$

$$Y_{\lambda_1,\ldots,\lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes z_{ij}f) = \left(\frac{\partial}{\partial \lambda_j} - \frac{\partial}{\partial \lambda_i}\right)Y_{\lambda_1,\ldots,\lambda_n}(v_1 \otimes \cdots \otimes v_n \otimes f),$$

(4.5)

and the symmetry conditions ($1 \leq i < n$):

$$Y_{\lambda_1,\ldots,\lambda_i,\lambda_{i+1},\ldots,\lambda_n}(v_1 \otimes \cdots \otimes v_i \otimes v_{i+1} \otimes \cdots \otimes v_n \otimes f(z_1, \ldots, z_i, z_{i+1}, \ldots, z_n))$$

$$= (-1)^{\overline{p}(v_i)\overline{p}(v_{i+1})}Y_{\lambda_1,\ldots,\lambda_{i+1},\lambda_i,\ldots,\lambda_n}(v_1 \otimes \cdots \otimes v_{i+1} \otimes v_i \otimes \cdots \otimes v_n \otimes f(z_1, \ldots, z_{i+1}, z_i, \ldots, z_n)).$$

(4.6)
In (4.6), as before, $\bar{p} = 1 - p$ is the opposite parity to the parity $p$ of $V$. (Note that when $V$ is purely even, $\bar{p} = \bar{1}$ and (4.6) becomes a skewsymmetry condition on $Y$.)

We can describe explicitly the spaces $C^n_{ch}(V, M)$ for $n = 0, 1, 2$. We have

$$C^0_{ch}(V, M) = M/\partial M, \quad C^1_{ch}(V, M) = \text{Hom}_{[\mathfrak{g}]}(V, M).$$

For $n = 2$ we can identify $M[\lambda_1, \lambda_2]/\langle \partial + \lambda_1 + \lambda_2 \rangle \simeq M[\lambda_1].$ Moreover, a map $Y$ as in (4.4) is uniquely determined by its value on the function $z_{21}^{-1}$. Indeed, its values on the negative powers of $z_{21}$ are determined by the first sesquilinearity condition (4.5), while its values on the non-negative powers of $z_{21}$ are determined by the second sesquilinearity condition (4.5). Hence, as in (4.2), $C^2_{ch}(V, M)$ can then be identified with the superspace of integrals of $\lambda$-brackets

$$V \otimes V \rightarrow M[\lambda], \quad u \otimes v \longmapsto \int^\lambda \ d\sigma [u_\sigma v]^Y,$$

satisfying axiom V2 of sesquilinearity under integration, and axiom V3 of symmetry under integration with respect to the opposite parity $\bar{p} = 1 - p$.

Next, we write explicitly the differential $d$ of the cohomology complex $C_{ch}(V, M)$ (see [BDSHK18, Eq. (7.6)]). In order to do so, we need to introduce some notation. For every $n \in \mathbb{Z}$, we define $\nabla^n_{\lambda}(u_\lambda v)$, that sends $u \otimes v$ to

$$\nabla^n_{\lambda}[u_\lambda v] = \begin{cases} 
\frac{d^{n+1}}{d\lambda^{n+1}} \int^\lambda d\sigma [u_\sigma v] & \text{for } n \geq 0, \\
\frac{1}{m!} \int^\lambda d\sigma [(\partial + \lambda)^m u_\sigma v] & \text{for } n = -m - 1 \leq -1.
\end{cases} \quad (4.7)$$

In particular, for $n = -1$ we recover the integral of $\lambda$-bracket (2.8) defining the vertex algebra $V$. The reason for this notation is that, as it can be easily checked,

$$\frac{d}{d\lambda} (\nabla^n_{\lambda}[u_\lambda v]) = \nabla^{n+1}_{\lambda}[u_\lambda v] \quad \text{for all } n \in \mathbb{Z}. \quad (4.8)$$

Likewise, for $u \in V$, $v \in M$ and $n \in \mathbb{Z}$, we let

$$\nabla^n_{\lambda}(u_\lambda v) = \begin{cases} 
\frac{d^{n+1}}{d\lambda^{n+1}} \int^\lambda d\sigma (u_\sigma v) & \text{for } n \geq 0, \\
\frac{1}{m!} \int^\lambda d\sigma ((\partial + \lambda)^m u_\sigma v) & \text{for } n = -m - 1 \leq -1.
\end{cases} \quad (4.9)$$
In particular, for $n = -1$ we recover the integral of $\lambda$-action \eqref{lambda-action} defining the $V$-module $M$. We also extend the notations \eqref{notation}–\eqref{notation2} by linearity, thus making sense of $P(\nabla_\lambda)[u_\lambda v]$ and $P(\nabla_\lambda)(v_\lambda m)$, where $P(z) \in \mathbb{F}[z, z^{-1}]$ is an arbitrary Laurent polynomial in $z$.

Next, let $h(z_0, \ldots, z_k) \in \mathcal{O}_{k+1}^T$. For every $i = 0, \ldots, k$, we decompose $h$ as
\begin{equation}
    h(z_0, \ldots, z_k) = f_i(z_0, \ldots, z_k)g_i(z_0, \ldots, z_k),
\end{equation}
where $f_i \in \mathcal{O}_{k}^T$, $g_i \in \mathcal{O}_{k+1}^T$, and $g_i$ may have poles only at $z_j = z_i$ for $j \neq i$. Here and further, the notation $i$ means that the $i$-th term is omitted. Moreover, for every $0 \leq i < j \leq k$, we also decompose $h$ as
\begin{equation}
    h(z_0, \ldots, z_k) = f_{ij}(z_{ij})g_{ij}(z_0, \ldots, z_k),
\end{equation}
where $f_{ij} \in \mathbb{F}[z_{ij}, z_{ij}^{-1}] = \mathcal{O}_{k+1}^T$, $g_{ij}$ has no poles at $z_i = z_j$.

Using the notations \eqref{notation}–\eqref{notation2} and the decompositions \eqref{decomposition}–\eqref{decomposition2}, we can write the cohomology differential of $Y \in C^k_{\text{ch}}(V, M)$, as follows:
\begin{equation}
    (dY)_{\lambda_0, \ldots, \lambda_k}^{z_0, \ldots, z_k}(v_0 \otimes \cdots \otimes v_k \otimes h(z_0, \ldots, z_k))
    = \sum_{i=0}^{k} (-1)^{\gamma_i}g_i(-\nabla_{\lambda_0}, \ldots, -\nabla_{\lambda_k}) v_{i\lambda_i} Y_{\lambda_0, \ldots, \lambda_k}^{z_0, \ldots, z_k}(v_0 \otimes \cdots \otimes v_k \otimes f_i(z_0, \ldots, z_k))
    + \sum_{0 \leq i < j \leq k} (-1)^{\gamma_{ij}} Y_{w, z_0, \ldots, z_k}^{i \otimes j, \lambda_i + \lambda_j, \lambda_0, \ldots, \lambda_k} v_0 \otimes \cdots \otimes v_k \otimes g_{ij}(z_0, \ldots, z_k))|_{z_i = z_j = w},
\end{equation}
where $\gamma_i, \gamma_{i,j} \in \mathbb{Z}/2\mathbb{Z}$ are given by
\begin{align}
    \gamma_i &= \bar{p}(v_i)(\bar{p}(Y) + \bar{p}(v_0) + \cdots + \bar{p}(v_{i-1}) + 1) + 1,
    \\
    \gamma_{ij} &= \bar{p}(Y) + \bar{p}(v_i)(\bar{p}(v_0) + \cdots + \bar{p}(v_{i-1}) + 1) + \bar{p}(v_j)(\bar{p}(v_0) + \cdots + \bar{p}(v_{j-1})).
\end{align}

A few words of explanation are needed to clarify the meaning of formula \eqref{cohomology}. By construction, the rational function $g_i(z_0, \ldots, z_k)$ has no poles at $z_j = z_\ell$ for $j$ and $\ell \neq i$. If it has a pole at $z_i = z_j$ for some $j \neq i$, we expand the operator
\begin{equation}
    g_i(-\nabla_{\lambda_0}, \ldots, -\nabla_{\lambda_k})
\end{equation}
by geometric expansion in the domain $|z_i| > |z_j|$. We then get non-negative powers $\nabla^n_{\lambda_j} = \frac{d^n}{d\lambda_j^n}$ which, when applied to the polynomial
\begin{equation}
    Y_{\lambda_0, \ldots, \lambda_k}^{z_0, \ldots, z_k}(v_0 \otimes \cdots \otimes v_k \otimes f_i(z_0, \ldots, z_k)),
\end{equation}
vanish for $n$ large enough. As a result, we are left with a Laurent polynomial of $\nabla_{\lambda_i}$ which can be “applied” to

$$v_{i\lambda_i} Y(\cdots)$$

according to the notation (4.9).

As for the second summand in (4.12), when we expand the exponential $e^{-\partial_{z_i} \partial_{\lambda_i}}$ and apply it to the polynomial

$$f_{ij}(-\nabla_{\lambda_i})[v_{i\lambda_i} v_j]$$

(defined by notation (4.7)), only finitely many (non-negative) powers of $-\partial_{z_i} \partial_{\lambda_i}$ survive. We can then apply the resulting operator to the rational function

$$g_{ij}(z_0, \ldots, z_k).$$

Evaluating, as instructed, at $z_i = z_j = w$, we get a function in $\mathcal{O}_k^{*T}$ in the variables $w, z_0, \ldots, z_k$ (on which we evaluate the map $Y$).

It is straightforward to check that the differential $d$ defined by formula (4.12) coincides with the differential given by [BDSHK18, Eq. (7.6)].

**Definition 4.2.** Given a module $M$ over the VA $V$, the cohomology of the complex $(\text{Ch}_n(V, M), d)$ is called the VA cohomology of $V$ with coefficients in $M$:

$$H_{\text{ch}}(V, M) = \bigoplus_{n=0}^{\infty} H_{\text{ch}}^n(V, M).$$

(4.14)

The following lemma will be useful for computing the cohomology of a vertex algebra.

**Lemma 4.3.** Let $V$ be a VA, $M$ be a $V$-module, and $R$ be an LCA, which is a subalgebra of the LCA $(V, [\lambda])$. Then the restriction map

$$Y \in C_{\text{ch}}^n(V, M) \mapsto Y|_{R^{\otimes n} \otimes 1} \in C^n_{\text{Chom}}(R, M)$$

(4.15)

is a morphism of complexes, i.e., it commutes with the differentials.

**Proof.** The special case $R = V$ follows from (3.33). In general, the claim can be deduced directly from the definitions. Indeed, formula (4.12) for the differential in $C_{\text{ch}}^n(V, M)$, evaluated at the function $h(z_0, \ldots, z_k) = 1$, reduces to formula [DSK13, Eq. (4.19)] for the differential in $C^n_{\text{Chom}}(R, M)$. \qed
Now we review the description of the low degree cohomology \( H^n_{\text{ch}}(V, M) \) \((n = 0, 1, 2)\) in terms of Casimirs, derivations, and extensions \([\text{BDSHK18]}\). We denote by \( \int : M \to M/\partial M \) the canonical projection, and say that \( \int m \in M/\partial M \) is a Casimir element if \( V_{-\partial}m = 0 \). Let \( \text{Cas}(V, M) \subset M/\partial M \) be the space of Casimir elements. Note that \( \text{Cas}(V, V) = \{ \int a \in V/\partial V \mid a(0)V = 0 \} \).

A derivation from \( V \) to \( M \) is an \( \mathbb{F}[\partial] \)-module homomorphism \( D : V \to M \) such that
\[
D \left( \int^\lambda d\sigma \left[ u_\sigma v \right] \right) = (-1)^{p(D)p(u)} \int^\lambda d\sigma \left( u_\sigma D(v) \right) + (-1)^{(p(D)+p(u))p(v)} \int^{-\lambda-\partial} d\sigma \left( v_\sigma D(u) \right).
\]
(4.16)

Note that \( D \in C^1_{\text{ch}}(V, M) \) is closed if and only if \( D \) is a derivation \( V \to M \), and it is exact if and only if this derivation is inner, i.e., it has the form
\[
D \int m(a) = (-1)^{1+p(m)p(a)} \int a_{-\partial} \partial m \quad \text{for some} \quad \int m \in M/\partial M.
\]
(4.17)

In the special case when \( V = M \), we have the usual definition of a derivation and an inner derivation of the vertex algebra \( V \) (an inner derivation is of the form \( v_{(0)} \) for some \( v \in V \)). Denote by \( \text{Der}(V, M) \) the space of derivations from \( V \) to \( M \), and by \( \text{Inder}(V, M) \) the subspace of inner derivations.

**Proposition 4.4 ([\text{BDSHK18}]).** Let \( V \) be a (non-unital) VA and let \( M \) be a \( V \)-module. Then:
(a) \( H^0_{\text{ch}}(V, M) = \text{Cas}(V, M) \).
(b) \( H^1_{\text{ch}}(V, M) = \text{Der}(V, M)/\text{Inder}(V, M) \).
(c) \( H^2_{\text{ch}}(V, M) \) is the space of isomorphism classes of \( \mathbb{F}[\partial] \)-split extensions of the vertex algebra \( V \) by the \( V \)-module \( M \), where \( M \) is viewed as a non-unital vertex algebra with zero integral of \( \lambda \)-bracket.

### 4.4. Classical and variational PVA cohomology

Let \( \mathcal{Y} \) be a vector superspace (with parity \( p \)) equipped with an \( \mathbb{F}[\partial] \)-module structure. Consider the operad \( \mathcal{O}^{\text{cl}}(\Pi \mathcal{Y}) \) and the corresponding Lie superalgebra
\[
W_{\text{cl}}(\Pi \mathcal{Y}) = \bigoplus_{k=-1}^{\infty} W^k_{\text{cl}}(\Pi \mathcal{Y}), \quad W^k_{\text{cl}}(\Pi \mathcal{Y}) := W^k_{\mathcal{O}^{\text{cl}}(\Pi \mathcal{Y})} = \mathcal{O}^{\text{cl}}(\Pi \mathcal{Y})(k+1)^{S_{k+1}}.
\]
The structures of Poisson vertex algebra on $\mathcal{V}$ are in bijection with odd elements $X \in W^1_{\text{cl}}(\Pi \mathcal{V})$ such that $[X, X] = 0$ (see [BDSHK18, Theorem 10.7]). Explicitly, for $a, b \in V$, we have

$$ab = (-1)^{p(a)}X^{\bullet\leftarrow\bullet}(a \otimes b), \quad [a_X b] = (-1)^{p(a)}X_{\lambda \rightarrow \lambda - b}(a \otimes b). \quad (4.18)$$

As before, we get a complex

$$C_{\text{cl}}(\mathcal{V}) = \bigoplus_{n=0}^{\infty} C^n_{\text{cl}}(\mathcal{V}), \quad C^n_{\text{cl}}(\mathcal{V}) := W_{\text{cl}}^{n-1}(\Pi \mathcal{V}), \quad (4.19)$$

with the differential $d = \text{ad}_X$. The cohomology of this complex will be called the classical PVA cohomology of the PVA $\mathcal{V}$ with coefficients in $\mathcal{V}$, and will be denoted by

$$H_{\text{cl}}(\mathcal{V}) = \bigoplus_{n=0}^{\infty} H^n_{\text{cl}}(\mathcal{V}).$$

For the rest of this subsection, we consider $\mathcal{V}$ with its trivial grading: $\mathcal{V} = \text{gr}^0 \mathcal{V}$. Then, by (3.23), $Y \in \mathcal{P}^1(n)$ is in $\text{gr}^p \mathcal{P}^1(n)$ if and only if $Y^\Gamma = 0$ for every graph $\Gamma$ with $n$ vertices and number of edges $\neq p$ (see [BDSHK18, (10.9)]). Since the symmetric group $S_n$ preserves this grading, the Lie superalgebra $W_{\text{cl}}(\Pi \mathcal{V})$ and the complex $C_{\text{cl}}(\mathcal{V})$ are graded by:

$$W^n_{\text{cl}}(\Pi \mathcal{V}) = \bigoplus_{p=0}^{k} \text{gr}^p W^n_{\text{cl}}(\Pi \mathcal{V}), \quad C^n_{\text{cl}}(\mathcal{V}) = \bigoplus_{p=0}^{n-1} \text{gr}^p C^n_{\text{cl}}(\mathcal{V})$$

(see (3.32)). We can write our element $X \in W^1_{\text{cl}}(\Pi \mathcal{V})$ as $X = X_0 + X_1$ with $X_r \in \text{gr}^r W^1_{\text{cl}}(\Pi \mathcal{V})$ ($r = 0, 1$), so that

$$(X_0)^{\bullet\leftarrow\bullet} = 0, \quad (X_0^{\bullet\leftarrow\bullet} = X^{\bullet\leftarrow\bullet}, \quad (X_1)^{\bullet\leftarrow\bullet} = X^{\bullet\leftarrow\bullet}, \quad (X_1^{\bullet\leftarrow\bullet} = 0.$$

Comparing terms of different degrees in the equation $[X, X] = 0$, we obtain

$$[X_0, X_0] = [X_0, X_1] = [X_1, X_1] = 0.$$ Hence, $d = \text{ad}_X$ is a sum of two anticommuting differentials $d_r = \text{ad}_{X_r}$ ($r = 0, 1$), such that $d_r : \text{gr}^p C^n_{\text{cl}}(\mathcal{V}) \rightarrow \text{gr}^{p+r} C^n_{\text{cl}}(\mathcal{V})$.

Note that $\text{gr}^0 \mathcal{P}^1(\Pi \mathcal{V}) = \text{Chem}(\Pi \mathcal{V})$ and the Lie superalgebra $W_{\text{Chem}}(\Pi \mathcal{V})$ from Subsect. 4.2 coincides with the subalgebra $\text{gr}^0 W_{\text{cl}}(\Pi \mathcal{V})$ of $W_{\text{cl}}(\Pi \mathcal{V})$. The odd element $X_0 \in W^1_{\text{Chem}}(\Pi \mathcal{V})$ corresponds to the $\lambda$-bracket in $\mathcal{V}$ considered as an LCA (see (4.1)). Then $d_0$ gives the differential in the LCA cohomology complex $C_{\text{Chem}}(\mathcal{V}) = \text{gr}^0 C(\mathcal{V})$. 

Since $d_1$ is a derivation of the Lie superalgebra $W_{cl}(\Pi \mathcal{V})$, its kernel is a subalgebra. Hence, the subspace
\[ W_{PV}(\Pi \mathcal{V}) := \text{gr}^0 W_{cl}(\Pi \mathcal{V}) \cap \text{Ker} \, d_1 \]
is a subalgebra of $W_{chom}(\Pi \mathcal{V})$. As $X_0 \in W^1_{PV}(\Pi \mathcal{V})$, the differential $d_0$ restricts to $W_{PV}(\Pi \mathcal{V})$ and gives a complex
\[ C_{PV}(\mathcal{V}) = \bigoplus_{n=0}^{\infty} C^n_{PV}(\mathcal{V}), \quad C^n_{PV}(\mathcal{V}) := W^{n-1}_{PV}(\Pi \mathcal{V}), \]
called the variational PVA complex of $\mathcal{V}$ (see [DSK13]). The cohomology of this complex is called the variational PVA cohomology of the PVA $\mathcal{V}$ with coefficients in $\mathcal{V}$, and is denoted by
\[ H_{PV}(\mathcal{V}) = \bigoplus_{n=0}^{\infty} H^n_{PV}(\mathcal{V}). \]
Explicitly, by [BDSHK18, Lemma 11.3(c)], $C^n_{PV}(\mathcal{V})$ can be described as the subspace of $C^n_{chom}(\mathcal{V})$ consisting of cochains $Y$ that satisfy the following Leibniz rules:
\[ Y_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes b_i c_i \otimes \cdots \otimes a_n) \]
\[ = (-1)^{p(b_i)(\bar{p}(Y)+\bar{p}(a_1)+\cdots+\bar{p}(a_{i-1}))) (e^{\partial \lambda_i} b_i) Y_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes c_i \otimes \cdots \otimes a_n) \]
\[ + (-1)^{p(c_i)(p(b_i)+\bar{p}(Y)+\bar{p}(a_1)+\cdots+\bar{p}(a_{i-1}))) (e^{\partial \lambda_i} c_i) Y_{\lambda_1, \ldots, \lambda_n}(a_1 \otimes \cdots \otimes b_i \otimes \cdots \otimes a_n), \]
for all $i = 1, \ldots, n$ and $a_j, b_i, c_i \in \mathcal{V}$.

Remark 4.5. As a consequence of the Leibniz rules (4.20) and the sesquilin-earity (3.35), any cochain $Y \in C^n_{PV}(\mathcal{V})$ vanishes whenever one of its arguments is the unit $1 \in \mathcal{V}$ (see [BDSK19, Lemma 3.7(b)]).

The relationship between the classical and variational PVA cohomology is clarified in the next theorem.

**Theorem 4.6.** Let $\mathcal{V}$ be a Poisson vertex algebra.

(a) The embedding of complexes $(C_{PV}(\mathcal{V}), d_0) \hookrightarrow (C_{cl}(\mathcal{V}), d)$ induces an injective homomorphism of cohomology
\[ H_{PV}(\mathcal{V}) \hookrightarrow H_{cl}(\mathcal{V}). \]
(b) Suppose that $\mathcal{V}$, as a differential superalgebra, is isomorphic to an algebra of differential polynomials in finitely many even or odd variables. Then the map (4.21) is an isomorphism.

Proof. Part (a) is [BDSHK18, Theorem 11.4], while part (b) is in [BDSHKV20].

In the case of a universal PVA over an LCA, the variational PVA cohomology is related to the LCA cohomology as follows (see [BDSK19, Theorem 3.13]).

**Proposition 4.7.** Let $R$ be an LCA and $\mathcal{V} = \mathcal{V}(R)$ be its universal PVA.

(a) If $M$ is a $\mathcal{V}$-module, then $M$ is also an $R$-module by restriction, and the restriction of cochains

$$Y \in C^n_{PV}(\mathcal{V}, M) \mapsto Y|_{R^n} \in C^n_{chem}(R, M)$$  \hspace{1cm} (4.22)

gives an isomorphism of complexes $C_{PV}(\mathcal{V}, M) \simeq C_{chem}(R, M)$.

(b) Let $C \in R$ be such that $\partial C = 0$, let $\bar{R} = R/F_C$ be the quotient LCA, and $\mathcal{V}^c := \mathcal{V}^c(R) = \mathcal{V}(R)/\mathcal{V}(R)(C - c)$ be the corresponding quotient PVA. Then every $\mathcal{V}^c$-module $M$ is an $\bar{R}$-module by restriction, we have natural embeddings of complexes

$$C_{chem}(\bar{R}, M) \subset C_{chem}(R, M), \quad C_{PV}(\mathcal{V}^c, M) \subset C_{PV}(\mathcal{V}, M),$$  \hspace{1cm} (4.23)

and the isomorphism (4.22) restricts to an isomorphism of complexes

$$C_{chem}(\bar{R}, M) \simeq C_{PV}(\mathcal{V}^c, M).$$  \hspace{1cm} (4.24)

Proof. This is, in a different notation, the same as [BDSK19, Theorem 3.13].

5. Wick-type formula for VA cocycles and bounded VA cohomology

5.1. Wick-type formula

The main result of this section is a Wick-type formula for cocycles in $C_{ch}(V, M)$. This formula should help in proving that a good filtration on $V$ induces an exhaustive filtration in cohomology.
Proposition 5.1. Let $V$ be a vertex algebra, $M$ be a $V$-module, and $Y \in C^n_{\text{ch}}(V, M)$ be a closed element of the VA cohomology complex: $dY = 0$. Then, the following Wick-type formula holds, for every $\ell = 1, \ldots, n$

$$Y_{\lambda_0, \ldots, \lambda_{\ell-1} + \lambda_\ell, \ldots, \lambda_n} (v_0 \otimes \cdots \otimes v_{\ell-1} v_\ell \otimes \cdots \otimes v_n \otimes 1)$$

$$= (-1)^{p_{\ell-1} \tilde{p}_{\ell-1} + 1} (e^{\partial \lambda_{\ell-1} - v_{\ell-1}}) Y_{\lambda_0, \ldots, \lambda_{\ell-1} + \lambda_\ell, \ldots, \lambda_n} (v_0 \otimes \cdots \otimes v_n \otimes 1):$$

$$+ (-1)^{p_{\ell-1} \tilde{p}_{\ell-1} + 1} (e^{\partial \lambda_{\ell-1} v_\ell}) Y_{\lambda_0, \ldots, \lambda_{\ell-1} + \lambda_\ell, \ldots, \lambda_n} (v_0 \otimes \cdots \otimes v_n \otimes 1):$$

$$+ (-1)^{p_{\ell-1} \tilde{p}_{\ell-1} + 1} \int_0^{\lambda_{\ell-1}} d\sigma v_{\ell-1} Y_{\lambda_0, \ldots, \lambda_{\ell-1} + \lambda_\ell - \sigma, \ldots, \lambda_n} (v_0 \otimes \cdots \otimes v_n \otimes 1)$$

$$+ (-1)^{p_{\ell-1} \tilde{p}_{\ell-1} + 1} \int_0^{\lambda_{\ell}} d\sigma v_\ell Y_{\lambda_0, \ldots, \lambda_{\ell-1} + \lambda_\ell - \sigma, \ldots, \lambda_n} (v_0 \otimes \cdots \otimes v_n \otimes 1)$$

$$- \sum_{i = 0}^{n} (-1)^{p_i \tilde{p}_{i+1} + 1} \int_0^{\lambda_{i-1}} d\sigma Y_{\lambda_0, \ldots, \lambda_i + \lambda_\ell, \ldots, \lambda_n} (v_0 \otimes \cdots \otimes [v_{\ell-1} \sigma v_\ell] \otimes \cdots \otimes v_n \otimes 1)$$

$$- \sum_{i = 0}^{n} (-1)^{p_{\ell-1} + 1} Y_{\lambda_0, \ldots, \lambda_{i+1} + \lambda_\ell, \ldots, \lambda_n} (v_0 \otimes \cdots [v_{i+1} \lambda_i v_{\ell-1}] \otimes \cdots \otimes v_n \otimes 1)$$

$$+ \sum_{i \neq \ell, \ell} (-1)^{p_i \tilde{p}_{i+1} + 1} Y_{\lambda_0, \ldots, \lambda_i + \lambda_\ell, \ldots, \lambda_n} (v_0 \otimes \cdots [v_i \lambda_i v_\ell] \otimes \cdots \otimes v_n \otimes 1)$$

$$+ \sum_{0 \leq i < j \leq n \atop i, j \neq \ell, \ell} (-1)^{p_i \tilde{p}_{i+1} + p_{j+1} \tilde{p}_j} Y_{\lambda_0, \ldots, \lambda_i + \lambda_j, \ldots, \lambda_n} (v_0 \otimes \cdots [v_i \lambda_i v_j] \otimes \cdots \otimes v_n \otimes 1),$$

(5.1)

where we let $p_i = p(v_i)$, $\tilde{p}_i = \tilde{p}(v_i)$, and

$$\tilde{p}_{i, j} = \begin{cases} \tilde{p}(Y) + \tilde{p}(v_0) + \cdots + \tilde{p}(v_j) & \text{if } i = -1 \text{ and } j \geq 0, \\ \tilde{p}(v_{i+1}) + \cdots + \tilde{p}(v_j) & \text{if } 0 \leq i \leq j, \\ \tilde{p}(v_{j+1}) + \cdots + \tilde{p}(v_i) & \text{if } 0 \leq j \leq i. \end{cases}$$

(5.2)

Proof. The function $h = (z_{\ell-1} - z_\ell)^{-1}$ decomposes as in (4.10) with

$$f_i = h, \quad g_i = 1 \quad \text{for} \quad i \neq \ell - 1, \ell,$$

$$f_i = 1, \quad g_i = h \quad \text{for} \quad i \in \{\ell - 1, \ell\},$$
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and as in (4.11) with
\[ f_{ij} = 1, \quad g_{ij} = h \quad \text{for} \quad (i, j) \neq (\ell - 1, \ell), \]
\[ f_{\ell-1, \ell} = h, \quad g_{\ell-1, \ell} = 1. \]

Hence, if we evaluate equation (4.12) at \( h \), we get
\[
(dY)_{\lambda_0, \ldots, \lambda_k}^{z_0, \ldots, z_k}(v_0 \otimes \cdots \otimes v_k \otimes \frac{1}{z_{\ell-1} - z_{\ell}}) = (-1)^{\gamma_{\ell-1}}(\nabla_{\lambda_\ell} - \nabla_{\lambda_{\ell-1}})^{-1} v_{\ell-1, \lambda_{\ell-1}} Y_{\lambda_0, \ldots, \lambda_n}^{\ell-1}(v_0 \otimes \cdots \otimes v_n \otimes 1)
+ (-1)^{\gamma_{\ell}}(\nabla_{\lambda_\ell} - \nabla_{\lambda_{\ell-1}})^{-1} v_{\ell, \lambda_{\ell}} Y_{\lambda_0, \ldots, \lambda_n}^{\ell}(v_0 \otimes \cdots \otimes v_n \otimes 1)
+ \sum_{i \not= \ell-1, \ell} (-1)^{\gamma_i} v_i \lambda_i Y_{\lambda_{\ell-1} + \lambda_{\ell}, \lambda_0, \ldots, \lambda_n}^{\ell-1}(v_0 \otimes \cdots \otimes v_n \otimes 1)
+ (-1)^{\gamma_{\ell-1, \ell}} Y_{\lambda_{\ell-1} + \lambda_{\ell}, \lambda_{\ell-1} + \lambda_0, \ldots, \lambda_n}^{\ell-1, \ell}(v_0 \otimes \cdots \otimes v_n \otimes 1)
\]
\[
+ \sum_{0 \leq i < j \leq n} (-1)^{\gamma_{ij}} Y_{\lambda_{\ell-1} + \lambda_{\ell}, \lambda_i, \lambda_j}^{\ell-1, \ell}(v_0 \otimes \cdots \otimes v_n \otimes 1)
\]
\[
\left( e^{-\partial_\ell} \left( [v_i, v_j] \otimes v_0 \otimes \cdots \otimes v_n \otimes \frac{1}{z_{\ell-1} - z_{\ell}} \right) \right|_{z_i = z_j = w},
\]
where \( \gamma_i, \gamma_{ij} \in \mathbb{Z}/2\mathbb{Z} \) are as in (4.13). According to the explanation of equation (4.12), in the first term in the right-hand side of (5.3) we need to expand \( (\nabla_{\lambda_\ell} - \nabla_{\lambda_{\ell-1}})^{-1} \) by geometric series in non-negative powers of \( \nabla_{\lambda_\ell} \) and use the notation (4.9). Recalling (2.16), we get as a result
\[
-(-1)^{\gamma_{\ell-1}} \sum_{n=0}^{\infty} \frac{1}{n!} \int_{0}^{\lambda_{\ell-1}} d\sigma ((\partial + \lambda_{\ell-1})^n v_{\ell-1}) \frac{\partial^n}{\partial^\lambda_\ell^n} Y_{\lambda_0, \ldots, \lambda_n}^{\ell-1}(v_0 \otimes \cdots \otimes v_n \otimes 1)
\]
\[
= -(-1)^{\gamma_{\ell-1}} Y_{\lambda_{\ell-1} + \lambda_0, \ldots, \lambda_n}^{\ell-1}(v_0 \otimes \cdots \otimes v_n \otimes 1):
\]
\[
- (-1)^{\gamma_{\ell-1}} \int_{0}^{\lambda_{\ell-1}} d\sigma v_{\ell-1} Y_{\lambda_0, \ldots, \lambda_{\ell-1} + \lambda_0, \ldots, \lambda_n}^{\ell-1}(v_0 \otimes \cdots \otimes v_n \otimes 1).
\]
Similarly, the second term in the right-hand side of (5.3) is
\[
(-1)^{\gamma_{\ell}} Y_{\lambda_0, \ldots, \lambda_{\ell-1} + \lambda_0, \ldots, \lambda_n}^{\ell}(v_0 \otimes \cdots \otimes v_n \otimes 1):
\]
\[
+ (-1)^{\gamma_{\ell}} \int_{0}^{\lambda_{\ell}} d\sigma v_{\ell} Y_{\lambda_0, \ldots, \lambda_{\ell-1} + \lambda_0, \ldots, \lambda_n}^{\ell}(v_0 \otimes \cdots \otimes v_n \otimes 1).
\]
The fourth term is, by the notation (4.9) and the symmetry conditions (4.6),

\[- (1)^{\ell - 1} \bar{p}(Y) + \bar{p}(v_0) + \cdots + \bar{p}(v_{\ell - 1}) Y_{\lambda_0, \ldots, \lambda_{\ell - 1} + \lambda_\ell, \ldots, \lambda_n} (v_0 \otimes \cdots \otimes v_{\ell - 1} v_\ell \cdots \otimes v_n \otimes 1)\]

\[- (1)^{\ell} \bar{p}(Y) + \bar{p}(v_0) + \cdots + \bar{p}(v_{\ell - 1})\]

\[\times \int_0^{\lambda_{\ell - 1}} d\sigma Y_{\lambda_0, \ldots, \lambda_{\ell - 1} + \lambda_\ell, \ldots, \lambda_n} (v_0 \otimes \cdots [v_{\ell - 1} \sigma v_\ell] \cdots \otimes v_n \otimes 1).\]

Let us consider now the last, fifth term of the right-hand side of (5.3). We sum over all pairs of indices \(i, j\) such that \(1 \leq i < j \leq n\) and \((i, j) \neq (\ell - 1, \ell)\). The terms with \(i < j = \ell - 1\) give

\[\sum_{i=0}^{\ell - 2} (1)^{i} \bar{p}(Y) + \bar{p}(v_0) + \cdots + \bar{p}(v_{i-1}) (\bar{p}(v_{i+1}) + \cdots + \bar{p}(v_{\ell - 2}))\]

\[\times Y_{\lambda_0, \ldots, \lambda_i + \lambda_{\ell - 1} \ldots, \lambda_n} (v_0 \otimes \cdots [v_i \lambda_i v_{\ell - 1}] \cdots \otimes v_n \otimes \frac{1}{z_i - z_\ell}).\]

The terms with \(i < \ell - 1, j = \ell\) give

\[\sum_{i=0}^{\ell - 2} (1)^{i} \bar{p}(Y) + \bar{p}(v_0) + \cdots + \bar{p}(v_{i-1}) (\bar{p}(v_{i+1}) + \cdots + \bar{p}(v_{\ell - 1}))\]

\[\times Y_{\lambda_0, \ldots, \lambda_i + \lambda_{\ell - 1} \ldots, \lambda_n} (v_0 \otimes \cdots [v_i \lambda_i v_\ell] \cdots \otimes v_n \otimes \frac{1}{z_{\ell - 1} - z_i}).\]

The terms with \(i = \ell - 1, j > \ell\) give, by the first sesquilinearity condition (4.5) and the skewsymmetry of the \(\lambda\)-bracket,

\[\sum_{j=\ell + 1}^{n} (1)^{j-\ell} \bar{p}(Y) + \bar{p}(v_0) + \cdots + \bar{p}(v_{j-1}) (\bar{p}(v_{j}) + \cdots + \bar{p}(v_{\ell - 1}))\]

\[\times Y_{\lambda_0, \ldots, \lambda_{\ell - 1} + \lambda_j, \ldots, \lambda_n} (v_0 \otimes \cdots [v_j \lambda_j v_{\ell - 1}] \cdots \otimes v_n \otimes \frac{1}{z_j - z_\ell}).\]

Similarly, the terms with \(i = \ell < j\) give

\[\sum_{j=\ell + 1}^{n} (1)^{j-\ell} \bar{p}(Y) + \bar{p}(v_0) + \cdots + \bar{p}(v_{j-1}) (\bar{p}(v_{j}) + \cdots + \bar{p}(v_{\ell - 1}))\]

\[\times Y_{\lambda_0, \ldots, \lambda_\ell + \lambda_j, \ldots, \lambda_n} (v_0 \otimes \cdots [v_j \lambda_j v_\ell] \cdots \otimes v_n \otimes \frac{1}{z_{\ell - 1} - z_j}).\]
Finally, the terms with \( \{i, j\} \cap \{\ell - 1, \ell\} = \emptyset \) give

\[
\sum_{0 \leq i < j \leq n, \ i, j \notin \{\ell - 1, \ell\}} (-1)^{\gamma_{ij}} Y^{w_i, z_0, \ldots, z_n}_{\lambda_i + \lambda_j, \lambda_0, \ldots, \lambda_n} \left( [v_i \lambda_i, v_j] \otimes v_0 \otimes \ldots \otimes v_n \otimes \frac{1}{z_{\ell - 1} - z_\ell} \right).
\]  

(5.11)

Combining all equations (5.3)–(5.11), and using the assumption that \( dY = 0 \), we obtain (5.1).

We can compute more explicitly formula (5.1) for \( n = 1 \) and \( 2 \). First, if \( Y \) is a closed element in \( C^1_{ch}(V, M) = \text{Hom}_{\mathbb{F}[\partial]}(V, M) \), we get:

\[
Y(ab) = (-1)^{p(a) \bar{p}(Y)} aY(b) + (-1)^{p(a)p(b) + \bar{p}(b) \bar{p}(Y)} bY(a) + (-1)^{p(a) \bar{p}(Y)} \int_0^\mu d\sigma a_\sigma Y(b) - \int_0^\mu d\sigma Y([a_\sigma b]) + (-1)^{p(a)p(b) + \bar{p}(b) \bar{p}(Y)} \int_{-\partial}^{-\mu} d\sigma b_\sigma Y(a).
\]

The above equation holds for every \( \mu \), hence it gives

\[
Y(ab) = (-1)^{p(a) \bar{p}(Y)} aY(b) + (-1)^{p(a)p(b) + \bar{p}(b) \bar{p}(Y)} bY(a) + (-1)^{p(a) \bar{p}(Y)} \int_0^{\partial_0} d\sigma b_\sigma Y(a)
\]

and

\[
Y([a_\lambda b]) = (-1)^{p(a) \bar{p}(Y)} a_\lambda Y(b) - (-1)^{p(a)p(b) + \bar{p}(b) \bar{p}(Y)} b_{-\lambda - \partial} Y(a).
\]

If we take the adjoint representation \( M = V \) and use the skewsymmetry of the \( \lambda \)-bracket and the quasicommutativity of the normally ordered product, the above equations become

\[
Y(ab) = :Y(a)b:+ (-1)^{p(a) \bar{p}(Y)} aY(b);,
\]

\[
Y([a_\lambda b]) = (-1)^{p(a) \bar{p}(Y)} [a_\lambda Y(b)] + [Y(a) \lambda b],
\]

which means that \( Y \) is a derivation (of parity \( \bar{p}(Y) \)) of the vertex algebra \( V \).

Next, we discuss the special case of formula (5.1) for \( n = 2 \). For simplicity, we consider the case of the adjoint module \( M = V \). Recall that an element \( Y \in C^2_{ch}(V) \) is a map

\[
Y_\lambda = Y^z_w : V^\otimes 2 \otimes \mathbb{F}[(z - w)^{\pm 1}] \rightarrow V[\lambda, \mu]/\langle \partial + \lambda + \mu \rangle \cong V[\lambda].
\]
Let us denote, according to (4.2), the normally ordered product and the \( \lambda \)-bracket corresponding to \( Y \) by

\[
:ab:^Y = (-1)^{p(a)} Y_{0,z,w}(a \otimes b \otimes \frac{1}{w-z}),
\]

\[
[a_\lambda b]^Y = (-1)^{p(a)} Y_\lambda (a \otimes b \otimes 1),
\]

so that

\[
(-1)^{p(a)} Y_{\lambda,z,w}(a \otimes b \otimes \frac{1}{w-z}) = :ab:^Y + \int_0^\lambda d\sigma [a_\sigma b]^Y.
\]

Then we have the following corollary.

**Corollary 5.2.** Let \( V \) be a vertex algebra and \( Y \in C^2_{vCh}(V) \) be a closed element of the VA cohomology complex: \( dY = 0 \). Then with the notation (5.12), we have:

\[
[a_\lambda :bc:]^Y + (-1)^{p(a)(\bar{p}(Y)+1)}[a_\lambda :bc:]^Y
= :[a_\lambda b]^Y + :[a_\lambda b]^Y c: + (-1)^{p(a)p(b)} b[a_\lambda c]^Y + \int_0^\lambda d\sigma [[a_\lambda b]^Y , c] + \int_0^\lambda d\sigma [[a_\lambda b]^Y , \sigma c] + [a_\lambda b]^Y _{\lambda + \mu c} + [[a_\lambda b]^Y _{\lambda + \mu c} , c],
\]

\[
[a_\lambda [b_\mu c]^Y + (-1)^{p(a)(\bar{p}(Y)+1)}[a_\lambda [b_\mu c]^Y
= (-1)^{p(a)p(b)} [b_\mu [a_\lambda c]^Y + (-1)^{p(b)(p(a)+\bar{p}(Y)+1)} [b_\mu [a_\lambda c]^Y + \int_0^\lambda d\sigma [a_\lambda c]^Y _{\lambda + \mu c} + [a_\lambda c]^Y _{\lambda + \mu c} , c] + [a_\lambda c]^Y _{\lambda + \mu c} + [[a_\lambda c]^Y _{\lambda + \mu c} , c],
\]

\[
:b_\lambda c:]^Y - :ab:Y \lambda c
= (e^{\partial \lambda a}) [b_\lambda c]^Y + (-1)^{p(a)(\bar{p}(Y)+1)} (e^{\partial \lambda a}) [b_\lambda c]^Y + (-1)^{p(a)p(b)} (e^{\partial \lambda b}) [a_\lambda c]^Y + (-1)^{p(b)(p(a)+\bar{p}(Y)+1)} (e^{\partial \lambda b}) [a_\lambda c]^Y + \int_0^\lambda d\sigma [b_\sigma [a_\lambda c]^Y _{\lambda \sigma c} + (-1)^{p(b)(p(a)+\bar{p}(Y)+1)} \int_0^\lambda d\sigma [b_\sigma [a_\lambda c]^Y _{\lambda \sigma c}],
\]

\[
[[a_\mu b]^Y _{\lambda c}]^Y + [[a_\mu b]^Y _{\lambda c}
= [a_\mu [b_\lambda c]^Y + (-1)^{p(a)(\bar{p}(Y)+1)} [a_\mu [b_\lambda c]^Y + (-1)^{p(a)p(b)} [b_\lambda [a_\mu c]^Y + (-1)^{p(b)(p(a)+\bar{p}(Y)+1)} [b_\lambda [a_\mu c]^Y .
\]

The above equations explain the name “Wick-type formulas” for (5.1). Indeed, for \( Y = X \), (5.14) and (5.16) become the left and right Wick formula for the vertex algebra \( V \), while (5.15) and (5.16) become two equivalent forms of the Jacobi identity for \( V \).
Proof (Proof of Corollary 5.2). Equation (5.1) gives for $\ell = 2$

$$Y_\lambda(a \otimes :bc: \otimes 1)$$

$$= (-1)^p(b(p(a)+p(Y)+1):bY_\lambda(a \otimes c \otimes 1):$$
$$+ (-1)^p(c(p(a)+p(b)+p(Y)+1):cY_\lambda(a \otimes b \otimes 1):$$
$$+ (-1)^p(b(p(a)+p(Y)+1) \int_0^\mu d\sigma [b_\sigma Y_\lambda(a \otimes c \otimes 1)]$$

$$+ (-1)^p(c(p(a)+p(b)+p(Y)+1) \int_0^-\lambda d\sigma [c_\sigma Y_\lambda(a \otimes b \otimes 1)]$$

while for $\ell = 1$ it gives

$$Y_\lambda(:ab: \otimes c \otimes 1)$$

$$= (-1)^p(a)p^b(Y)(e^{\partial \lambda a})Y_\lambda(b \otimes c \otimes 1):$$
$$+ (-1)^p(a)p^b(b)p^b(Y)(e^{\partial \lambda b})Y_\lambda(a \otimes c \otimes 1):$$
$$+ (-1)^p(a)p^b(b) \int_0^\mu d\sigma [a_\sigma Y_\lambda(b \otimes c \otimes 1)] - \int_0^\mu d\sigma Y_\lambda([a_\sigma b] \otimes c \otimes 1)$$

$$+ (-1)^p(a)p^b(b)p^b(Y) \int_0^-\lambda d\sigma [b_\sigma Y_\lambda(a \otimes c \otimes 1)]$$

$$- (-1)^p(c(p(a)+p(b)+p(Y)+1)p^c[Y_{-\lambda}^z,w(c_{-\lambda}(a \otimes b \otimes \frac{1}{z-w}))]$$

$$- (-1)^p(c)p^b(p(p(a)+p(b)+p(Y))+1)Y_{-\lambda}^z,w((e^{\partial \lambda b}) \otimes [a_\lambda c] \otimes \frac{1}{z-w})$$

The above equations hold for every $\mu$. Hence, by the sesquilinearity and symmetry conditions on $Y$ and the vertex algebra axioms, we obtain:

$$Y_\lambda(a \otimes :bc: \otimes 1)$$

$$= (-1)^p(b(p(a)+p(Y)+1):bY_\lambda(a \otimes c \otimes 1): :Y_\lambda(a \otimes b \otimes 1)c:$$
$$+ (-1)^p(c(p(a)+p(b)+p(Y)+1) \int_{-\sigma}^{-\lambda-\theta} d\sigma [c_\sigma Y_\lambda(a \otimes b \otimes 1)] \quad (5.18)$$
Rewriting (5.18)–(5.21) using (5.12), we get (5.14)–(5.17).

Let $V$ be a filtered VA and $M$ be a filtered $V$-module. Recall that we have the induced decreasing $\mathbb{Z}$-filtration $F^p C^*_\text{ch}(V, M)$ of the superspace $C^*_\text{ch}(V, M)$, defined in Subsect. 3.3.
Proposition 5.3. (a) The filtration on \( C^0_{\text{ch}}(V, M) = M/\partial M \) is exhaustive.

(b) If \( V \) is finitely strongly generated and \( Y \in C^1_{\text{ch}}(V, M) \) is such that \( dY = 0 \), then \( Y \in F^p C^1_{\text{ch}}(V, M) \) for some \( p \in \mathbb{Z} \). Consequently, the decreasing \( \mathbb{Z} \)-filtration on the space of closed elements of \( C^1_{\text{ch}}(V, M) \) is exhaustive.

Proof. Part (a) is obvious: if \( m \in F^r M \), then the corresponding map \( Y: \mathbb{C} \to M/\partial M \) given by \( Y(1) = \bar{m} \) lies in \( F^{r-1} C^0_{\text{ch}}(V, M) \). For part (b), recall that an element of \( C^1_{\text{ch}}(V, M) \) is an \( \mathbb{F}[\partial] \)-module homomorphism \( Y: V \to M \). Suppose that such \( Y \) is closed, i.e., \( dY = 0 \). This, in particular, means that \( Y \) is a derivation of the normally ordered products:

\[
Y(\cdot uv\cdot) = (-1)^{p(u)p(v)} uY(v)\cdot + Y(u)v:\quad (5.22)
\]

(which is Wick formula (5.1) in the special case \( n = 1 \)). Hence, such \( Y \) is uniquely determined by its values on the finite set of (strong) generators \( v_1, \ldots, v_s \). Furthermore, since the filtration on \( V \) is exhaustive, each generator \( v_i \) lies in some member of the filtration of \( V \), and since the filtration on \( M \) is exhaustive, the image \( Y(v_i) \) lies in some member of the filtration of \( M \). The claim follows.

We define the space of bounded \( n \)-cochains as

\[
C^n_{\text{ch}, b}(V, M) = \bigcup_{p \in \mathbb{Z}} F^p C^n_{\text{ch}}(V, M), \quad n \in \mathbb{Z}_+.
\]

(5.23)

Note that the differential \( d \) on \( C^n_{\text{ch}}(V, M) \) shifts the filtration by 1:

\[
d(F^r C^n_{\text{ch}}(V, M)) \subset F^{r+1} C^{n+1}_{\text{ch}}(V, M).
\]

(5.24)

To see this for the adjoint module, just observe that the element \( X \) defining the VA structure lies in \( F^1 C^2_{\text{ch}}(V) \), hence, by Remark 4.1(a), \( d = \text{ad} X \) shifts the filtration by 1. For an arbitrary \( V \)-module \( M \), we obtain the same result by considering the VA \( V \oplus M \) and taking the subquotient defining \( C^n_{\text{ch}}(V, M) \). Alternatively, (5.24) can be checked directly from the explicit formula (4.12) of the differential \( d \). As a consequence of (5.24),

\[
C_{\text{ch}, b}(V, M) = \bigoplus_{n \in \mathbb{Z}_+} C^n_{\text{ch}, b}(V, M)
\]

(5.25)

is invariant with respect to the action of the differential \( d \).

Definition 5.4. Let \( V \) be a filtered VA and let \( M \) be a filtered \( V \)-module. The bounded cohomology of \( V \) with coefficients in \( M \), denoted by \( H_{\text{ch}, b}(V, M) \), is defined as the cohomology of the complex \( (C_{\text{ch}, b}(V, M), d) \).
By Proposition 5.3, we have
\[ H^0_{ch}(V, M) = H^0_{ch,b}(V, M), \]  
(5.26)
and, provided that \( V \) is finitely strongly generated,
\[ H^1_{ch}(V, M) = H^1_{ch,b}(V, M). \]  
(5.27)

**Remark 5.5.** Note that the decreasing \( \mathbb{Z} \)-filtration of \( C_{ch}(V, M) \) induces a decreasing \( \mathbb{Z} \)-filtration \( F^p H^n_{ch}(V, M) \) in \( n \)-th cohomology. Clearly, we have a canonical surjective map \( \bigcup_{p \in \mathbb{Z}} F^p H^n_{ch}(V, M) \to H^n_{ch,b}(V, M) \); this does not need to be an isomorphism, since \( (dC_{ch}^{n-1}) \cap F^p C^n_{ch} \) might be larger than \( (dC_{ch,b}^{n-1}) \cap F^p C^n_{ch,b} \).

**Remark 5.6.** By Lemma 3.1, the decreasing \( \mathbb{Z} \)-filtration of \( C^n_{ch}(V, M) \) is separated. By Proposition 5.3, it is also exhaustive for \( n = 0 \) and 1 under natural assumptions on \( V \) and \( M \). We were unable to prove that it is also exhaustive for \( n > 1 \) under the same assumptions. This is the reason for considering the bounded VA cohomology \( H_{ch,b}(V, M) \) in place of the VA cohomology \( H_{ch}(V, M) \).

### 6. A spectral sequence for VA cohomology

Throughout this section, \( V \) will be a vertex algebra with a very good filtration (2.17) (cf. Definition 2.14). For simplicity, we consider vertex algebra cohomology with coefficients in the adjoint module \( M = V \); the same results for an arbitrary \( V \)-module \( M \) can be derived by the standard reduction procedure.

#### 6.1. Spectral sequence from the classical PVA cohomology to the VA cohomology

As in Sects. 3.3 and 5.2, an exhaustive increasing \( \mathbb{Z} \)-filtration of \( V \) induces a separated decreasing \( \mathbb{Z} \)-filtration on the cohomology complex \( C_{ch}(V), \{F^p C_{ch}(V)\}_{p \in \mathbb{Z}} \), and the differential \( d = \text{ad}_X \) satisfies (cf. (5.24))
\[ d: F^p C^n_{ch}(V) \to F^{p+1} C^{n+1}_{ch}(V), \quad p \in \mathbb{Z}, \ n \geq 0. \]  
(6.1)
This implies, in particular, that \( d F^n_{ch}(V) \subset F^n_{ch,b}(V) \). Moreover, we have a separated, exhaustive, decreasing \( \mathbb{Z} \)-filtration on the bounded cohomology subcomplex \( C_{ch,b}(V) \), with the differential \( d \) given by restriction.
Consider the spectral sequence $\{ (E_r, d_r) \}_{r \geq 0}$ associated to the filtered complex $(C_{ch}(V), d)$ or to the bounded subcomplex $(C_{ch,b}(V), d)$. Its definition is reviewed in Appendix A. By Remark A.3, we have $d_0 = 0$ and

$$E_1^{p,q} = E_0^{p,q} = \text{gr}^p C_{ch}^{p+q}, \quad p, q \in \mathbb{Z}.$$ 

The differential

$$d_1 : E_1^{p,q} \longrightarrow E_1^{p+1,q}$$

is induced by the restriction of $d$ to $F^p C_{ch}^{p+q}(V)$.

Recall the definitions (4.3) and (4.19) of the complexes $C_{ch}(V)$ and $C_{cl}(\mathcal{V})$ in terms of the operads $\mathcal{P}_{ch}(\Pi\mathcal{V})$ and $\mathcal{P}_{cl}(\Pi\mathcal{V})$, respectively. Since, by assumption, the filtration of $V$ is very good, by Theorem 3.6, the operads $\text{gr}^p \mathcal{P}_{ch}(\Pi\mathcal{V})$ and $\mathcal{P}_{cl}(\Pi\mathcal{V})$ are isomorphic, where $\mathcal{V} = \text{gr} V$. Therefore, the Lie superalgebras $\text{gr} W_{ch}(\Pi\mathcal{V})$ and $W_{cl}(\Pi\mathcal{V})$ are isomorphic. Note that $\mathcal{V}$ inherits a PVA structure from the VA structure of $V$ (see Proposition 2.13). Let us denote by $\tilde{X} \in W_{1}^{1}(\Pi\mathcal{V})$ the odd element with $[\tilde{X}, \tilde{X}] = 0$ that corresponds to the PVA structure via (4.18) (with $X$ replaced by $\tilde{X}$). Then $\tilde{X}$ is the image of $X + F^2 W_{ch}(\Pi\mathcal{V}) \in \text{gr}^1 W_{ch}(\Pi\mathcal{V})$ under the isomorphism $\text{gr} W_{ch}(\Pi\mathcal{V}) \simeq W_{cl}(\Pi\mathcal{V})$ (see [BDSHK18, Theorem 10.13]). The differential in the classical complex $C_{cl}(\mathcal{V})$ is given by $\tilde{d} = \text{ad}_{\tilde{X}}$ (see Subsect. 4.4). Recall that each $C_{cl}^{p} = \mathcal{P}_{cl}(\Pi\mathcal{V})(n) S_n$ inherits a grading $\text{gr}^p C_{cl}^{p}(\mathcal{V})$ from the grading (3.23) of $\mathcal{P}_{cl}(\Pi\mathcal{V})$.

**Lemma 6.1.** The bigraded complexes $(E_1, d_1)$ and $(C_{cl}(\mathcal{V}), \tilde{d})$ are isomorphic, i.e.,

$$E_1^{p,q} = \text{gr}^p C_{ch}^{p+q}(V) \simeq \text{gr}^p C_{cl}^{p+q}(\mathcal{V}), \quad p, q \in \mathbb{Z},$$

and the isomorphisms (6.3) are compatible with the actions of $d_1$ and $\tilde{d}$.

**Proof.** We already know (6.3) from the above discussion. For $Y \in F^p C_{ch}^{p+q}(V)$, consider the element

$$Y + F^{p+1} C_{ch}^{p+q}(V) \in \text{gr}^p C_{ch}^{p+q}(V) = \text{gr}^p W_{ch}^{p+q-1}(\Pi\mathcal{V}) = E_1^{p,q}$$

and its image

$$\tilde{Y} \in \text{gr}^p C_{cl}^{p+q}(\mathcal{V}) = \text{gr}^p W_{cl}^{p+q-1}(\Pi\mathcal{V})$$

under the isomorphism (6.3). By definition,

$$d_1(Y + F^{p+1} C_{ch}^{p+q}(V)) = [X, Y] + F^{p+2} C_{ch}^{p+q+1}(V) \in \text{gr}^{p+1} W_{ch}^{p+q}(\Pi\mathcal{V}) = E_1^{p+1,q},$$

and

$$\tilde{d}(\tilde{Y}) = [\tilde{X}, \tilde{Y}] \in \text{gr}^{p+1} W_{cl}^{p+q}(\Pi\mathcal{V}).$$

Then (6.4) is mapped to (6.5), since $\text{gr} W_{ch}(\Pi\mathcal{V}) \simeq W_{cl}(\Pi\mathcal{V})$ is an isomorphism of Lie superalgebras, by Theorem 3.6. \qed
Recall that the cohomology of every filtered complex has an induced filtration, given explicitly by (A.6). In our case, \( F^p H^n_{\text{ch}}(V) \) is the image of \( F^p C^n_{\text{ch}}(V) \cap \text{Ker} \, d \) under the canonical projection \( C^n_{\text{ch}}(V) \cap \text{Ker} \, d \twoheadrightarrow H^n_{\text{ch}}(V) \), namely
\[
F^p H^n_{\text{ch}}(V) = (F^p C^n_{\text{ch}}(V) \cap \text{Ker} \, d) / (d C^{n-1}_{\text{ch}}(V) \cap F^p C^n_{\text{ch}}(V)).
\]
Similarly, the filtration \( F^p H^n_{\text{ch},b}(V) \) on bounded \( n \)-th cohomology is the image of the same space \( F^p C^n_{\text{ch}}(V) \cap \text{Ker} \, d \) under the canonical projection \( C^n_{\text{ch},b}(V) \cap \text{Ker} \, d \twoheadrightarrow H^n_{\text{ch},b}(V) \), namely
\[
F^p H^n_{\text{ch},b}(V) = (F^p C^n_{\text{ch}}(V) \cap \text{Ker} \, d) / (d C^{n-1}_{\text{ch},b}(V) \cap F^p C^n_{\text{ch}}(V)).
\]
Since \( C^{n-1}_{\text{ch},b}(V) \subset C^{n-1}_{\text{ch}}(V) \), we have, in particular, a canonical surjective map \( F^p H^n_{\text{ch},b}(V) \twoheadrightarrow F^p H^n_{\text{ch}}(V) \).

From Appendix A and Lemma 6.1, we obtain the following theorem.

**Theorem 6.2.** Let \( V \) be a vertex algebra with a very good filtration, and \( \mathcal{V} = \text{gr} \, V \) be its associated graded Poisson vertex algebra. Then there exists a spectral sequence \( \{ (E_r, d_r) \}_{r \geq 1} \), whose first term is the classical PVA cohomology complex \( (C_{\text{cl}}(\mathcal{V}), d) \) and whose limit is \( E^p_{\infty} \simeq \text{gr}^p H^{p+q}_{\text{ch},b}(V) \). Furthermore, \( \text{gr}^p H^{p+q}_{\text{ch}}(V) \) is a quotient space of \( E^p_{\infty} \).

**Proof.** The isomorphism \( E^p_{\infty} \simeq \text{gr}^p H^{p+q}_{\text{ch},b}(V) \) follows from (A.20), while the surjection \( E^p_{\infty} \twoheadrightarrow \text{gr}^p H^{p+q}_{\text{ch}}(V) \) follows from (A.22).

We can therefore apply Lemma A.6(b) to the complex \( (C_{\text{ch},b}(V), d) \) to obtain upper bounds on the bounded cohomology of \( V \).

**Corollary 6.3.** Let \( V \) be a vertex algebra with a very good filtration, and \( \mathcal{V} = \text{gr} \, V \) be its associated graded Poisson vertex algebra. Then
\[
\dim H^n_{\text{ch},b}(V) \leq \dim H^n_{\text{cl}}(\mathcal{V}), \quad n \geq 0.
\]

Under additional assumptions, we derive that the bounded cohomology of \( V \) is finite-dimensional and bounded by the variational PVA cohomology of \( \mathcal{V} \).

**Theorem 6.4.** Let \( V \) be a freely finitely generated vertex algebra with a very good filtration. Assume that the associated graded Poisson vertex algebra \( \mathcal{V} = \text{gr} \, V \) is conformal and generated by elements of positive conformal weight. Then
\[
\dim H^n_{\text{ch},b}(V) \leq \dim H^n_{PV}(\mathcal{V}) < \infty, \quad n \geq 0.
\]
Proof. Since $V$ is freely finitely generated and its increasing $\mathbb{Z}_+\text{-filtration}$ is very good, $\mathcal{V} = \text{gr} \, V$ is isomorphic, as a differential algebra, to an algebra of differential polynomials in finitely many (even or odd) variables. By Theorem 4.6, $H_{PV}(\mathcal{V}) \simeq H_{cl}(\mathcal{V})$. Then the claim follows from Corollary 6.3 and [BDSK19, Theorem 3.29].

**Theorem 6.5.** Let $V$ be a vertex algebra freely generated by its $\mathbb{F}[\partial]\text{-submodule}$ $R = \bigoplus_{j=0}^{s} \mathbb{F}[\partial]W_j$, where $L := W_0$ is a Virasoro element in $V$ and each $W_j$ has positive conformal weight $\Delta_j$ with respect to $L$ (where $\Delta_j \in \mathbb{Q}$ or $\mathbb{R}$). Then

$$\dim H^n_{\text{ch,b}}(V) < \infty, \quad n \geq 0.$$  

Proof. Recall that the conformal weights have the property

$$\Delta(a(n)b) = \Delta(a) + \Delta(b) - n - 1, \quad a, b \in V, \quad n \in \mathbb{Z}$$

(see Remark 2.9 and [K96]). Moreover, by Definition 2.7,

$$[L_\lambda a] = (\partial + \lambda \Delta(a))a + \sum_{n \geq 2} \frac{\lambda^n}{n!} L_{(n)}a,$$

for every $a \in V$ of conformal weight $\Delta(a)$. Then it is easy to check that, if we let

$$R_\Delta = \delta_{\Delta,1} \mathbb{F}[\partial]L \oplus \bigoplus_{1 \leq j \leq s: \Delta_j = \Delta} \mathbb{F}[\partial]W_j,$$

the condition (2.25) holds. Hence, by Proposition 2.17, the filtration (2.24) of $V$ is very good. In the associated graded PVA $\mathcal{V} = \text{gr} \, V$, we have:

$$[\bar{L}_\lambda \bar{L}] = (\partial + 2\lambda)\bar{L}, \quad [\bar{L}_\lambda \bar{W}_j] = (\partial + \Delta_j \lambda)\bar{W}_j, \quad 1 \leq j \leq s,$$

where $\bar{L} = L + F^2 V \in \text{gr}^1 V$ and $\bar{W}_j = W_j + F^{\Delta_j+1} V \in \text{gr}^{\Delta_j} V$. Since $\mathcal{V}$ is generated by $\bar{L} = \bar{W}_0, \bar{W}_1, \ldots, \bar{W}_s$ as a differential algebra, it follows that $\mathcal{V}$ is a conformal PVA. Hence, we can apply Theorem 6.4. \hfill \square

Recall that, for any simple finite-dimensional Lie algebra (or more generally, a basic Lie superalgebra) $\mathfrak{g}$, any non-zero nilpotent element $f \in \mathfrak{g}$, and any non-critical level $k \in \mathbb{F}$ (i.e., $k \neq -h^\vee$, where $h^\vee$ is the dual Coxeter number of $\mathfrak{g}$), we have the *universal $W$-algebra* $W^k(\mathfrak{g}, f)$, which satisfies the conditions of Theorem 6.5 (see [KW04], [DSK06]).

**Corollary 6.6.** For the universal $W$-algebra $V = W^k(\mathfrak{g}, f)$ with $k \neq -h^\vee$, we have

$$\dim H^n_{\text{ch,b}}(V) < \infty, \quad n \geq 0.$$  

In the next two subsections, we will consider special cases, in which the spectral sequence from Theorem 6.2 collapses.
6.2. The case of commutative VA

In this subsection, $V$ will be a commutative vertex algebra, i.e., such that $[V, V] = 0$. Then, by (2.11), (2.12), $V$ is a commutative associative algebra with respect to the normally ordered product with a derivation $\partial$. We consider $V$ with the trivial filtration (3.29), as in Example 2.16 and Subsect. 3.7. Then $\mathcal{V} = \text{gr} V = V$ with the same commutative associative product as $V$.

The filtration of $\mathcal{P}^\text{ch}(\Pi V)(n)$ is given by (3.31). Hence, the filtration of $C^n_\text{ch}(V)$ has the form

$$C^n_\text{ch}(V) = F^0 C^n_\text{ch}(V) \supset F^1 C^n_\text{ch}(V) \supset \cdots \supset F^{n-1} C^n_\text{ch}(V) \supset F^n C^n_\text{ch}(V) = \{0\}.$$ 

Since this filtration is finite for every $n$, it follows that the spectral sequence from Theorem 6.2 converges: for every $p, q \in \mathbb{Z}$, there exists $s \geq 1$ such that $E^{p, q}_r = E^{p, q}_\infty = \text{gr}^p H^{p+q}_\text{ch}(V)$ for all $r \geq s$.

Here is a similar example, in which we have convergence.

Example 6.7. Consider an arbitrary VA $V$ with the filtration

$$F^{-1} V = F^0 V = \{0\} \subset F^1 V = F^2 V = \cdots = V,$$

as in Example 2.15. Then $\mathcal{V} = \text{gr} V = V$ with the same $\lambda$-bracket as $V$, but with the zero product. The filtration of $\mathcal{P}^\text{ch}(\Pi V)(n)$ has the form (cf. (3.31)):

$$\mathcal{P}^\text{ch}(n) = F^{n-1} \mathcal{P}^\text{ch}(n) \supset F^n \mathcal{P}^\text{ch}(n) \supset \cdots \supset F^{2n-2} \mathcal{P}^\text{ch}(n) \supset F^{2n-1} \mathcal{P}^\text{ch}(n) = \{0\}.$$ 

Hence, the filtration of $C^n_\text{ch}(V)$ is finite for every $n$, and the spectral sequence converges to $E^{p, q}_\infty = \text{gr}^p H^{p+q}_\text{ch}(V)$.

Let us go back to the case when the VA $V$ is commutative. If we assume, in addition, that $V$ is an algebra of differential polynomials, then the spectral sequence collapses and we can completely determine $H_\text{ch}(V)$.

Theorem 6.8. Let $V$ be a superalgebra of differential polynomials in finitely many even or odd variables,

$$V = \mathbb{F}[u_i^{(k)} | 1 \leq i \leq N, k \in \mathbb{Z}_+], \quad u_i^{(k)} = \partial^k u_i,$$

considered as a vertex algebra with the zero $\lambda$-bracket. Then

$$H^n_\text{ch}(V) \simeq H^n_\text{PV}(V) \simeq C^n_\text{PV}(V), \quad n \geq 0.$$
Explicitly, this is the space of all collections of polynomials

\[ P_{\lambda_1, \ldots, \lambda_n}^{i_1, \ldots, i_n} \in V[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n), \quad 1 \leq i_s \leq N, \]

satisfying the symmetry conditions

\[ P_{\lambda_1, \ldots, \lambda_s, \lambda_{s+1}, \ldots, \lambda_n}^{i_1, \ldots, i_s, i_{s+1}, \ldots, i_n} = (-1)^{\bar{p}(u_s)\bar{p}(u_{s+1})} P_{\lambda_1, \ldots, \lambda_{s+1}, \lambda_{s}, \ldots, \lambda_n}^{i_1, \ldots, i_s, i_{s+1}, \ldots, i_n}, \quad 1 \leq s \leq n-1. \]

Such a collection determines a unique (up to coboundary) cocycle \( Y \in C^n_{\text{ch}}(V) \) by

\[ Y_{\lambda_1, \ldots, \lambda_n}(u_{i_1} \otimes \cdots \otimes u_{i_n} \otimes 1) = P_{\lambda_1, \ldots, \lambda_n}^{i_1, \ldots, i_n}. \]

**Proof.** Notice that \( V = \text{gr} V \) is both a VA and a PVA with the same product and with the zero \( \lambda \)-bracket. We have

\[ E_2^{p,q} \simeq \text{gr}^p H_{\text{cl}}^{p+q}(V) \simeq \text{gr}^p H_{PV}^{p+q}(V) \simeq \text{gr}^p C_{PV}^{p+q}(V). \]

The second isomorphism holds by Theorem 4.6, and the third because the \( \lambda \)-bracket in \( V \) is zero, which implies that the differential in \( C_{PV}(V) \) is zero. Recall from Subsect. 4.4 that the grading of \( C_{\text{cl}}(V) \) is given by the number of edges of the graph, and \( C_{PV}(V) = \text{gr}^0 C_{\text{cl}}(V) \). Hence, \( E_2^{p,q} = 0 \) for \( p \neq 0 \) and \( E_2^{0,q} \simeq C_{PV}^q(V) \). This implies the collapse of the spectral sequence: \( d_r = 0 \) for all \( r \geq 2 \) and

\[ \text{gr}^p H_{\text{ch}}^{p+q}(V) = E_2^{p,q}. \]

Therefore, \( H_{\text{ch}}^q(V) \simeq C_{PV}^q(V) \). The explicit description of all cochains in the variational complex of \( V \) follows from [BDSK19, Remark 3.16 and Lemma 3.17(b)]. \( \square \)

### 6.3. Relation between VA cohomology and LCA cohomology

Let \( \mathcal{R} \) be a Lie conformal algebra such that \( \mathcal{R} = \bar{\mathcal{R}} \oplus \mathcal{F}C \) as an \( \mathbb{F}[\partial] \)-module, where \( \partial C = 0 \) and \( \bar{\mathcal{R}} \) is a free finitely-generated \( \mathbb{F}[\partial] \)-module. Note that \( C \) is central in \( \mathcal{R} \) and it acts trivially on any \( \mathcal{R} \)-module. Hence, \( \bar{\mathcal{R}} \simeq \mathcal{R}/\mathcal{F}C \) is an LCA, and any \( \mathcal{R} \)-module is naturally an \( \bar{\mathcal{R}} \)-module.

Fix \( c \in \mathbb{F} \), and consider \( V = V^c(\mathcal{R}) \) with its canonical filtration (see Subsect. 2.5):

\[ \mathcal{F}^{-1} V = \{0\} \subset \mathcal{F}^{0} V = \mathbb{F}[0] \subset \mathcal{F}^{1} V = \bar{\mathcal{R}} + \mathbb{F}[0] \subset \mathcal{F}^{2} V \subset \cdots. \quad (6.7) \]

Then \( \mathcal{F}^{1} V \) is an LCA subalgebra of \( (V, [\lambda]) \), which is isomorphic to \( \mathcal{R} \). From now on, we will identify \( \mathcal{R} = \mathcal{F}^{1} V \) as an LCA. All \( \mathcal{F}^{p} V \) are \( \mathcal{R} \)-modules; hence also \( \bar{\mathcal{R}} \)-modules. The filtration (6.7) is very good and the associated graded Poisson vertex algebra \( \mathcal{V} = \text{gr} V \) is isomorphic to the
universal PVA $\mathcal{V}(\bar{R})$ over the LCA $\bar{R}$ (see Lemma 2.18 and Subsect. 2.2). As an $\bar{R}$-module, $\mathcal{V}$ is isomorphic to the symmetric algebra $S(\bar{R})$ over the adjoint representation, which is a direct sum of the $\bar{R}$-modules $\text{gr}^q \mathcal{V} = S^q \bar{R}$ ($q \geq 0$). Therefore, by Proposition 4.7(a), we have isomorphisms of complexes

$$C_{\text{PV}}(\mathcal{V}) \simeq C_{\text{Chem}}(\bar{R}, \mathcal{V}) \simeq \bigoplus_{q=0}^{\infty} C_{\text{Chem}}(\bar{R}, S^q \bar{R}).$$

Recall that the complex $C_{\text{PV}}(\mathcal{V})$ is graded, so that $Y \in C^n_{\text{PV}}(\mathcal{V})$ has degree $p$ if and only if, for all $t \in \mathbb{Z}$,

$$Y(\text{gr}^t(\mathcal{V}^\otimes n)) \subset (\text{gr}^{t-p}(\mathcal{V})[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n)$$

(cf. (3.23)). Restricting $Y$ to $\bar{R}^\otimes n \subset \text{gr}^n(\mathcal{V}^\otimes n)$ and using Remark 4.5, we see that

$$\text{gr}^p C_{\text{PV}}^{p+q}(\mathcal{V}) = \text{gr}^p C_{\text{Chem}}^{p+q}(\bar{R}, \mathcal{V}) = C_{\text{Chem}}^{p+q}(\bar{R}, S^q \bar{R}).$$

We also have the corresponding grading of the cohomology:

$$\text{gr}^p H_{\text{PV}}^{p+q}(\mathcal{V}) = \text{gr}^p H_{\text{Chem}}^{p+q}(\bar{R}, \mathcal{V}) = H_{\text{Chem}}^{p+q}(\bar{R}, S^q \bar{R}).$$

**Proposition 6.9.** With the above notation, suppose that $H_{\text{PV}}(\mathcal{V}) \simeq H_{\text{Chem}}(\bar{R}, \mathcal{F})$, where the isomorphism is induced from the restriction (4.22) and the inclusion $\mathcal{F} \simeq \mathcal{F}1 \hookrightarrow \mathcal{V}$. Then $H_{\text{Chem}}(\bar{R}, V) \simeq H_{\text{Chem}}(\bar{R}, \mathcal{F})$, where the isomorphism is induced from the inclusion $\mathcal{F} \simeq \mathcal{F}|0) \hookrightarrow V$.

**Proof.** The canonical filtration of $V$ induces a filtration of the complex $C_{\text{Chem}}(\bar{R}, V)$, so that $Y \in F^p C^n_{\text{Chem}}(\bar{R}, V)$ if and only if, for all $s \in \mathbb{Z}$,

$$Y(F^s(\bar{R}^\otimes n)) \subset (F^{s-p}V)[\lambda_1, \ldots, \lambda_n]/(\partial + \lambda_1 + \cdots + \lambda_n)$$

(cf. (3.11), (3.33) and Lemma 4.3). Here $\bar{R}$ is equipped with the trivial filtration

$$F^0 \bar{R} = \{0\} \subset F^1 \bar{R} = \bar{R},$$

hence, $\bar{R}^\otimes n = F^n \bar{R}^\otimes n$. Therefore,

$$F^p C_{\text{Chem}}^{p+q}(\bar{R}, V) = C_{\text{Chem}}^{p+q}(\bar{R}, F^q V), \quad p, q \in \mathbb{Z}.$$ 

This filtration is separated and exhaustive, because so is the filtration of $V$.

Since each $F^q V$ is an $\bar{R}$-submodule of $V$, the differential in $C_{\text{Chem}}(\bar{R}, V)$ sends $F^p C_{\text{Chem}}^{p+q}(\bar{R}, V)$ to $F^{p+1} C_{\text{Chem}}^{p+q}(\bar{R}, V)$. As in Appendix A, we obtain a spectral sequence $\{(E_r, d_r)\}_{r \geq 1}$, whose first term is

$$E_1^{p, q} = \text{gr}^p C_{\text{Chem}}^{p+q}(\bar{R}, V) \simeq C_{\text{Chem}}^{p+q}(\bar{R}, \text{gr}^q V) = C_{\text{Chem}}^{p+q}(\bar{R}, S^q \bar{R}).$$
Hence
\[ E_2^{p,q} \simeq H_\text{Che}^{p+q}(\bar{R}, S^q \bar{R}). \]

But, by assumption, \( H_\text{Che}^{p+q}(\bar{R}, S^q \bar{R}) = 0 \) for \( q > 0 \). Therefore, \( E_2^{p,q} = 0 \) for \( q > 0 \) and \( E_2^{p,0} \simeq H_\text{Che}^p(\bar{R}, \mathbb{F}) \). By Remark A.7, the spectral sequence collapses at the second term: all \( d_r = 0 \) for \( r \geq 2 \). Since the filtration of \( C_\text{Che}(\bar{R}, V) \) is separated and exhaustive, we get
\[ \text{gr}^p H_\text{Che}^{p+q}(\bar{R}, V) \simeq E_\infty^{p,q} = E_2^{p,q}, \quad p, q \in \mathbb{Z}. \]
This implies that
\[ H^n_\text{Che}(\bar{R}, V) = \text{gr}^n H^n_\text{Che}(\bar{R}, V) \simeq H^n_\text{Che}(\bar{R}, \mathbb{F}), \quad n \geq 0, \]
completing the proof. \( \square \)

Next, we compare the cohomology of the LCA \( \bar{R} \) to that of its central extension \( R \).

**Lemma 6.10.** Suppose that the LCA \( R = \bar{R} + C \) is a non-trivial central extension of an LCA \( \bar{R} \) by an element \( C \) such that \( \partial C = 0 \). Let \( M \) be an \( R \)-module such that \( \dim \text{Ker} \partial |_M = 1 \). Then we have an injective morphism of complexes \( C_\text{Che}(\bar{R}, M) \hookrightarrow C_\text{Che}(R, M) \), induced by the projection \( R \twoheadrightarrow \bar{R} \), which is an isomorphism on \( C^n_\text{Che}(\bar{R}, M) \) for \( n \neq 1 \). It induces surjective linear maps
\[ H^n_\text{Che}(\bar{R}, M) \twoheadrightarrow H^n_\text{Che}(R, M), \quad n \geq 0, \quad (6.8) \]
which are isomorphisms for all \( n \neq 2 \). For \( n = 2 \), the kernel of the map \( (6.8) \) is 1-dimensional and is spanned by the image of the 2-cocycle \( \alpha \in H^2_\text{Che}(\bar{R}, \mathbb{F}) \), giving the central extension \( R \), under the map induced by the inclusion \( \mathbb{F} \simeq \text{Ker} \partial |_M \hookrightarrow M \).

**Proof.** This follows from Proposition 2.11 and the proof of Proposition 3.15 from [BDSK19]. The reason why \( H^2_\text{Che}(\bar{R}, \mathbb{F}) \) and \( H^2_\text{Che}(R, \mathbb{F}) \) differ is that there is a 1-cochain \( \beta \in H^1_\text{Che}(R, \mathbb{F}) \), defined by
\[ \beta_\lambda(C) = 1 + \langle \partial + \lambda \rangle, \quad \beta_\lambda(a) = \langle \partial + \lambda \rangle, \quad a \in \bar{R}, \]
such that the image of \( \alpha \) in \( H^2_\text{Che}(R, \mathbb{F}) \) is \( d\beta \). On the other hand, for \( n \geq 2 \), any \( n \)-cochain vanishes when one of its arguments is \( C \), by the sesquilinearity (3.35). \( \square \)

**Remark 6.11.** Suppose that the assumptions of Lemma 6.10 hold, except that the central extension \( R = \bar{R} + C \) is trivial. Then \( H^n_\text{Che}(\bar{R}, M) \simeq H^n_\text{Che}(R, M) \) for all \( n \neq 1 \), and we have an inclusion \( H^1_\text{Che}(\bar{R}, M) \hookrightarrow H^1_\text{Che}(R, M) \) whose image has codimension 1.
Under the above assumptions on the LCA, we can determine the VA cohomology of its universal enveloping vertex algebra $V$. This result will be applied, in particular, to the universal Virasoro VA (see Subsect. 7.2 below).

**Theorem 6.12.** Suppose that the Lie conformal algebra $R = \bar{R} + F C$ is a non-trivial central extension of a Lie conformal algebra $\bar{R}$ by an element $C$ such that $\partial C = 0$, where $\bar{R}$ is a free finitely-generated $F[\partial]$-module. For $c \in F$, consider the vertex algebra $V^c(R)$ and its LCA subalgebra $\bar{R} + F | 0 \rangle \simeq R$. Assume that

$$H^p_{PV}(\mathcal{V}(\bar{R})) \simeq H^p_{Chom}(\bar{R}, F),$$  \hspace{1cm} (6.9)

where the isomorphism is induced from the restriction (4.22) and the inclusion $F \simeq F[\partial] \hookrightarrow V^c(\bar{R})$. Then

$$H^p_{ch,b}(V^c(R)) \simeq H^p_{Chom}(\bar{R}, F),$$ \hspace{1cm} (6.10)

where the isomorphism is induced from the restriction (4.15) and the inclusion $F \simeq F | 0 \rangle \hookrightarrow V^c(R)$.

**Proof.** As above, we consider $V := V^c(R)$ with its canonical filtration (6.7), which is very good and satisfies $\mathcal{V} := \text{gr} V \simeq \mathcal{V}(\bar{R})$. Then we have the spectral sequence $\{ (E_r,d_r) \}_{r \geq 1}$ from Theorem 6.2. Recall that, as a differential algebra, $\mathcal{V} \simeq S(\bar{R})$ is isomorphic to an algebra of differential polynomials in finitely many (even or odd) variables. Hence, by Theorem 4.6,

$$E^{p,q}_2 \simeq \text{gr}^p H^{p+q}_{cl}(\mathcal{V}) \simeq \text{gr}^p H^{p+q}_{PV}(\mathcal{V}).$$  \hspace{1cm} (6.11)

As in the proof of Proposition 6.9, we have, by assumption, $\text{gr}^p H^{p+q}_{PV}(\mathcal{V}) = 0$ for $q > 0$. Therefore, $E^{p,q}_2 = 0$ for $q > 0$ and $E^{p,0}_2 \simeq H^p_{cl}(\bar{R}, F)$. By Remark A.7, the spectral sequence collapses at the second term: all $d_r = 0$ for $r \geq 2$. Lemma A.8 then gives

$$\pi(F^p C^n_{ch}(V) \cap \text{Ker} d) = \text{gr}^p C^n_{ch}(\mathcal{V}) \cap \text{Ker} \bar{d},$$  \hspace{1cm} (6.12)

where $\pi$ denotes the canonical projection $F^p C^n_{ch}(V) \rightarrow \text{gr}^p C^n_{ch}(V) \simeq \text{gr}^p C^n_{cl}(\mathcal{V})$.

Recall that the LCA $R$ is identified as the subalgebra $F^1 V = \bar{R} + F | 0 \rangle$ of the LCA $(V, [\lambda])$. By Lemma 4.3, the restriction map (4.15) induces a morphism of complexes $C_{ch,b}(V) \rightarrow C_{Chom}(R, V)$ and the corresponding linear maps $H^n_{ch,b}(V) \rightarrow H^n_{Chom}(R, V)$. Due to Proposition 6.9 and Lemma 6.10, we have

$$H^n_{Chom}(R, V) \simeq H^n_{Chom}(\bar{R}, V) \simeq H^n_{Chom}(\bar{R}, F) \simeq H^n_{PV}(\mathcal{V}), \hspace{1cm} n \neq 2.$$
Thus, we obtain linear maps $H^n_{\text{ch,b}}(V) \to H^n_{\text{chem}}(\bar{R}, \mathbb{F})$ for all $n \neq 2$, which are surjective by (6.11) and (6.12). On the other hand, by (A.20), we have isomorphisms

$$E_{\infty}^{p,q} = E_2^{p,q} \simeq \text{gr}^p H^p_{PV}(\mathcal{V}) \simeq \text{gr}^p H^p_{\text{ch,b}}(V).$$

We conclude that

$$H^n_{\text{ch,b}}(V) \simeq H^n_{\text{chem}}(R, \mathbb{F}), \quad n \neq 2.$$

To finish the proof, it remains to show that $H^2_{\text{ch,b}}(V) \simeq H^2_{\text{chem}}(\bar{R}, \mathbb{F})$. Recall from Lemma 6.10 that $H^2_{\text{chem}}(R, \mathbb{F})$ and $H^2_{\text{chem}}(\bar{R}, \mathbb{F})$ only differ by the 2-cocycle $\alpha \in C^2_{\text{chem}}(\bar{R}, \mathbb{F})$, which gives the central extension $R$ of $\bar{R}$. We know from (6.12) that $\alpha$ can be lifted to a 2-cocycle $\bar{Y} \in F^2 C^2_{\text{ch}}(V)$ such that

$$Y_{\lambda_1, \lambda_2}^{z_1, z_2} (v \otimes 1) = \alpha_{\lambda_1, \lambda_2} (v), \quad v \in \bar{R}^{\otimes 2}.$$

We need to check that $Y \neq dZ$ for any $Z \in C^1_{\text{ch,b}}(V) \simeq \text{End}_{\mathbb{F}[\bar{\partial}]} V$. Indeed, note that $Z(|0\rangle) \in \text{Ker} \bar{\partial} = \mathbb{F}[|0\rangle]$. If $Z(|0\rangle) = 0$, then the image of $Z$ under the restriction map (4.22) is in $C^1_{\text{chem}}(\bar{R}, \mathbb{F})$, but $\alpha$ is non-trivial in $H^2_{\text{chem}}(\bar{R}, \mathbb{F})$. Thus, $Z(|0\rangle) = a|0\rangle$ for some non-zero $a \in \mathbb{F}$. By [BDSHK18, Eq. (7.6)], we find for $v_1, v_2 \in V$ and $h \in \mathcal{O}^T_2 = \mathbb{F}[z_{12}^\pm 1]$:

$$(dZ)_{\lambda_1, \lambda_2}^{z_1, z_2} (v_1 \otimes v_2 \otimes h) = (-1)^{\bar{\partial}(v_1)\bar{\partial}(v_2)} X_{\lambda_2, \lambda_1}^{z_2, z_1} (Z(v_1) \otimes v_2 \otimes h)$$

$$+ X_{\lambda_1, \lambda_2}^{z_1, z_2} (v_1 \otimes Z(v_2) \otimes h)$$

$$- (-1)^{p(Z)} Z(X_{\lambda_1, \lambda_2}^{z_1, z_2} (v_1 \otimes v_2 \otimes h)).$$

Setting $v_1 = v_2 = |0\rangle$ and $h = z_{21}^{-1}$, we obtain from (4.2),

$$(dZ)_{\lambda_1, \lambda_2}^{z_1, z_2} (|0\rangle \otimes |0\rangle \otimes z_{21}^{-1}) = -(-1)^{p(Z)} a|0\rangle \neq 0.$$ 

On the other hand, since $|0\rangle \in F^0 V$, $z_{21}^{-1} \in F^1 \mathcal{O}^T_2$ and $Y \in F^2 C^2_{\text{ch}}(V)$, we have

$$Y_{\lambda_1, \lambda_2}^{z_1, z_2} (|0\rangle \otimes |0\rangle \otimes z_{21}^{-1}) \subset (F^{-1} V)[\lambda_1, \lambda_2]/(\bar{\partial} + \lambda_1 + \lambda_2) = 0.$$

This completes the proof of the theorem. \qed
6.4. The case when the LCA $\tilde{R}$ is abelian

Suppose that $\tilde{R}$ is an abelian LCA (i.e., with zero $\lambda$-bracket), which is freely finitely-generated as an $\mathbb{F}[\partial]$-module, and let $R = \tilde{R} + \mathbb{F}C$ be a non-trivial central extension of $\tilde{R}$ by an element $C$ such that $\partial C = 0$. Then the $\lambda$-bracket in $R$ has the form

$$[C \lambda R] = 0, \quad [a \lambda b] = \alpha_{\lambda,-\lambda-\partial}(a \otimes b) C, \quad a, b \in \tilde{R},$$

for some non-zero 2-cocycle $\alpha \in H^2_{\text{Chom}}(\tilde{R}, \mathbb{F}) = C^2_{\text{Chom}}(\tilde{R}, \mathbb{F})$.

Fix $c \in \mathbb{F}$, and consider $V = V^c(R)$ with its canonical filtration (6.7). As before, we identify $R$ with the LCA subalgebra $F^1V = \tilde{R} + \mathbb{F}|0\rangle$ of $(V, [\lambda])$. In this subsection, we will derive analogs of the results of Subsect. 6.3, with similar proofs. Now the associated graded Poisson vertex algebra $\mathcal{V} = \text{gr}V \simeq V^c(\tilde{R}) \simeq S(\tilde{R})$ is a superalgebra of differential polynomials in finitely many (even or odd) variables, with the zero $\lambda$-bracket. The PVA $\mathcal{V}^c := \mathcal{V}^c(\tilde{R})$ is isomorphic to it as a differential algebra, but its $\lambda$-bracket is given by

$$[a \lambda b] = \alpha_{\lambda,-\lambda-\partial}(a \otimes b) c, \quad a, b \in \tilde{R}$$

(6.13)

(which is then extended to the whole PVA by the Leibniz rules L4 and L4'). Recall that, by Proposition 4.7(b), we have an isomorphism of complexes

$$C_{\text{PV}}(\mathcal{V}^c, \mathcal{V}^c) \simeq C_{\text{Chom}}(\tilde{R}, \mathcal{V}^c).$$

As an $\tilde{R}$-module, $\mathcal{V}^c$ is filtered by its $\tilde{R}$-submodules

$$F^p \mathcal{V}^c := \sum_{q=0}^{p} S^q\tilde{R}, \quad p \geq -1;$$

however, $S^q\tilde{R}$ are not $\tilde{R}$-submodules of $\mathcal{V}^c$. In particular, $F^1\mathcal{V}^c = \tilde{R} + \mathbb{F}|0\rangle \simeq R$ is the adjoint representation of $\tilde{R}$ on $R$, given by (6.13) and by $[a\lambda 1] = 0$.

**Proposition 6.13.** Let the LCA $R = \tilde{R} + \mathbb{F}C$ be a non-trivial central extension of an abelian LCA $\tilde{R}$, where $\partial C = 0$ and $\tilde{R}$ is freely finitely-generated as an $\mathbb{F}[\partial]$-module. Suppose that for some $c \in \mathbb{F}$, we have $H_{\text{PV}}(\mathcal{V}^c, \mathcal{V}^c) \simeq H_{\text{Chom}}(\tilde{R}, R)$, where the isomorphism is induced from the restriction (4.22) and the inclusion $R \simeq F^1\mathcal{V}^c \hookrightarrow \mathcal{V}^c$. Then $H_{\text{Chom}}(\tilde{R}, V) \simeq H_{\text{Chom}}(\tilde{R}, R)$, where $V = V^c(R)$ and the isomorphism is induced from the inclusion $R \simeq F^1V \hookrightarrow V$.

**Proof.** As in the proof of Proposition 6.9, the canonical filtration (6.7) of $V$ induces a separated exhaustive filtration of the complex $C_{\text{Chom}}(\tilde{R}, V)$. This gives a spectral sequence $\{(E_r, d_r)\}_{r \geq 1}$, whose first term is

$$E_1^{p,q} = \text{gr}^p C^{p+q}_{\text{Chom}}(\tilde{R}, V) \simeq C^{p+q}_{\text{Chom}}(\tilde{R}, \text{gr}^qV) = C^{p+q}_{\text{Chom}}(\tilde{R}, S^q\tilde{R}).$$
Since the $\lambda$-bracket in $\bar{R}$ is zero, the differential $d_1 = 0$ and hence

$$E_{2}^{p,q} = E_{1}^{p,q} \simeq C_{\text{chem}}^{p+q}(\bar{R}, S^q \bar{R}).$$

By construction, the differential

$$d_2: E_{2}^{p,q} \longrightarrow E_{2}^{p+2,q-1}$$

is induced from the LCA differential

$$d: C_{\text{chem}}^{p+q}(\bar{R}, F^q V) \longrightarrow C_{\text{chem}}^{p+q+1}(\bar{R}, F^q V).$$

Indeed, the image of $C_{\text{chem}}^{p+q}(\bar{R}, F^q V)$ under $d$ lies in $C_{\text{chem}}^{p+q+1}(\bar{R}, F^{q-1} V)$, because $[\bar{R}, \bar{R}] = 0$.

Notice that $F^q V \simeq F^q \mathcal{V}^c$ as $\bar{R}$-modules, again due to the vanishing of the $\lambda$-bracket in $\bar{R}$. Therefore,

$$E_{3}^{p,q} = \text{gr}^p H_{\text{chem}}^{p+q}(\bar{R}, F^q V) \simeq \text{gr}^p H_{\text{chem}}^{p+q}(\bar{R}, F^q \mathcal{V}^c)$$

is the image of $H_{\text{chem}}^{p+q}(\bar{R}, F^q \mathcal{V}^c)$ under the linear map induced by the projection $F^q \mathcal{V}^c \rightarrow S^q \bar{R} \simeq F^q \mathcal{V}^c / F^{q-1} \mathcal{V}^c$. By assumption, $E_{3}^{p,q} = 0$ for $q > 1$. Hence, by Remark A.7, the spectral sequence collapses at the third term: all $d_r = 0$ for $r \geq 3$. As a result,

$$\text{gr}^p H_{\text{chem}}^{p+q}(\bar{R}, V) \simeq E_{3}^{p,q} = E_{3}^{p,q}, \quad p, q \in \mathbb{Z}.$$

This implies, for every $n \geq 0$, that

$$H_{\text{chem}}^{n}(\bar{R}, V) \simeq \bigoplus_{p=-n}^{n} \text{gr}^p H_{\text{chem}}^{n}(\bar{R}, V) \simeq E_{3}^{n,0} \oplus E_{3}^{n-1,1} \simeq H_{\text{chem}}^{n}(\bar{R}, F^1 V),$$

which completes the proof. \hfill $\square$

Under the above assumptions, we can determine the bounded VA cohomology of $V$. This result will be applied to the free superfermion and free superboson vertex algebras (see Sects. 7.3 and 7.4 below).

**Theorem 6.14.** Suppose that the Lie conformal algebra $R = \bar{R} + \mathbb{F} C$ is a non-trivial central extension of an abelian Lie conformal algebra $\bar{R}$ by an element $C$ such that $\partial C = 0$, where $\bar{R}$ is a free finitely-generated $\mathbb{F}[\partial]$-module. For $c \in \mathbb{F}$, consider the vertex algebra $V^c(R)$ and its LCA subalgebra $\bar{R} + \mathbb{F}[0] \simeq \bar{R}$. Assume that

$$H_{\text{PV}}(\mathcal{V}^c(R)) \simeq H_{\text{chem}}(\bar{R}, R), \quad (6.15)$$

where the isomorphism is induced from the restriction (4.22) and the inclusion $R \simeq F^1 \mathcal{V}^c(R) \hookrightarrow \mathcal{V}^c(R)$. Then

$$H_{\text{ch,b}}(V^c(R)) \simeq H_{\text{chem}}(\bar{R}, R), \quad (6.16)$$

where the isomorphism is induced from the restriction (4.15) and the inclusion $R \simeq F^1 V^c(R) \hookrightarrow V^c(R)$. 

Proof. The proof is similar to the proofs of Theorem 6.12 and Proposition 6.13, so some details will be omitted. As before, we consider $V := V_c(R)$ with its canonical filtration (6.7), which is very good and satisfies $\mathcal{V} := \text{gr } V \simeq \mathcal{V}(\bar{R}) \simeq S(\bar{R})$. Then we have the spectral sequence $\{(E_r, d_r)\}_{r \geq 1}$ from Theorem 6.2, and

$$E_2^{p,q} \simeq \text{gr}^p H_{\text{cl}}^{p+q}(\mathcal{V}) \simeq \text{gr}^p H_{\text{PV}}^{p+q}(\mathcal{V}) = \text{gr}^p C_{\text{PV}}^{p+q}(\mathcal{V}).$$

We get

$$E_3^{p,q} \simeq \text{gr}^p H_{\text{PV}}^{p+q}(\mathcal{V}^c),$$

where $\mathcal{V}^c := \mathcal{V}^c(R)$. By assumption, $E_3^{p,q} = 0$ for $q > 1$ and

$$E_3^{n,0} \oplus E_3^{n-1,1} \simeq H^n_{\text{PV}}(\mathcal{V}^c, F^1 \mathcal{V}^c) \simeq H^n_{\text{Che}}(\bar{R}, R).$$

By Remark A.7, the spectral sequence collapses at the third term: all $d_r = 0$ for $r \geq 3$. The rest of the proof is as in the proof of Theorem 6.12. \qed

7. Examples of computations of VA cohomology

7.1. Vertex algebra with $\partial = 0$

Let $V$ be a vertex algebra with $\partial = 0$. Then, by the sesquilinearity $V^2$ (which implies $L_1$), the $\lambda$-bracket in $V$ is zero. By the quasicommutativity and quasiassociativity (2.11), (2.12), the normally ordered product is commutative and associative. We endow $V$ with the trivial increasing filtration (3.29). Hence, $\text{gr } V = \text{gr}^0 V = V$, which is a PVA with the same product as $V$ and zero $\lambda$-bracket.

Theorem 7.1. Let $V$ be a commutative associative superalgebra and $M$ be a $V$-module. Consider $V$ as a (non-unital) vertex algebra with $\partial = 0$ and $M$ with $\partial = 0$ as a module over the VA $V$. Then the VA cohomology complex of $V$ with coefficients in $M$ is isomorphic to the Harrison cohomology complex of $V$ with coefficients in $M$. Explicitly, a Harrison cochain $\gamma : V^{\otimes n} \to M$ corresponds to a VA cochain $Y \in C^n_{\text{ch}}(V, M)$ such that

$$Y_{\lambda_1, \ldots, \lambda_n}^{z_1, \ldots, z_n} \left( v \bigotimes_{z_{12} \ldots z_{n-1,n}}^1 \right) = \gamma(v) + \langle \lambda_1 + \cdots + \lambda_n \rangle, \quad v \in V^{\otimes n}.$$

Consequently, $H^n_{\text{ch}}(V, M) \simeq H^n_{\text{Har}}(V, M)$ for all $n \geq 0$, where the subscript $\text{Har}$ stands for the Harrison cohomology [Har62].
Proof. Note that, by considering the algebra $V \oplus M$ as in Sects. 4.1, 4.3, it is enough to prove the theorem for $M = V$. In this case, by Theorems 3.7 and 3.8, we have an isomorphism of operads $P_{ch} \simeq P_{cl}$ and $P_{cl}(n) = \text{gr}^{n-1} P_{cl}(n)$ for all $n \geq 1$. As a consequence, we get an isomorphism of complexes $C_{ch}(V) \simeq C_{cl}(V)$. Explicitly, $Y \in C_{ch}^n(V)$ corresponds to $Z \in C_{cl}^n(V)$ such that

$$Z^L(v) = Y(v \otimes p_L),$$

where $L$ is the line $1 \to 2 \to 3 \to \cdots \to n$, and

$$Z^\Gamma(v) = Y(v \otimes p_\Gamma) = 0, \quad v \in V^{\otimes n},$$

for every graph $\Gamma$ with $n$ vertices and $\leq n - 2$ edges. For graphs $\Gamma$ with $(n - 1)$ edges, $Z^\Gamma$ is determined by Remark 3.3 and the symmetry of $Z$. Note that

$$p_L = \frac{1}{z_{12}z_{23} \cdots z_{n-1,n}},$$

and $Y$ is uniquely determined by its values $Y(v \otimes p_L)$, by Corollary 3.5 and the symmetry conditions (4.6). Since $L$ is connected, $Z^L(v) \in V$ is independent of $\lambda_1, \ldots, \lambda_n$. Therefore,

$$C_{ch}^n(V) \simeq C_{cl}^n(V) \simeq \text{Hom}(V^{\otimes n}, V).$$

Finally, the differential in $C_{cl}(V)$ and the Harrison differential coincide, as proved in [BDSKV19, Theorem 4.1].

7.2. Virasoro VA

The universal Virasoro VA of central charge $c \in \mathbb{F}$ is defined as

$$\text{Vir}_c = V(R_{\text{Vir}})/:V(R_{\text{Vir}})(C - c|0):,$$

where $R_{\text{Vir}}$ is the Virasoro LCA from Example 2.5. It is freely generated by $R_{\text{Vir}} = \mathbb{F}[\partial]L$, and in $\text{Vir}_c$ the $\lambda$-bracket of $L$ with itself is given by

$$[L_\lambda L] = (\partial + 2\lambda)L + \frac{c}{12}\lambda^3.$$

The canonical filtration of $\text{Vir}_c$ is very good, and the associated graded is isomorphic to the PVA $\mathcal{V}_0(R_{\text{Vir}}) \simeq \mathcal{V}(R_{\text{Vir}})$ (see Lemma 2.18).

By [BDSK19, Theorem 4.17], $V = \text{Vir}_c$ satisfies the conditions of Theorem 6.12. Since $H_{\text{chom}}(R_{\text{Vir}}, \mathbb{F})$ is known by [BK99], as an immediate consequence we obtain an explicit description of the bounded cohomology of $\text{Vir}_c$ with coefficients in its adjoint representation.
**Theorem 7.2.** For every central charge $c \in \mathbb{F}$, we have

$$\dim H_{ch,b}^n(Vir^c) = \begin{cases} 1, & \text{for } n = 0, 2, 3, \\ 0, & \text{otherwise.} \end{cases}$$

Explicitly, $H_{ch,b}^n(Vir^c, Vir^c)$ for $n = 0, 2, 3$ is spanned over $\mathbb{F}$ by, respectively, $|0\rangle + \partial V \in V/\partial V$, and by unique (up to coboundary) cocycles $Y, Z$ such that

$$Y_{\lambda_1,\lambda_2}(L \otimes L \otimes 1) = \lambda_1^2 + (\partial + \lambda_1 + \lambda_2)$$

and

$$Z_{\lambda_1,\lambda_2,\lambda_3}(L \otimes L \otimes L \otimes 1) = (\lambda_1 - \lambda_2)(\lambda_1 - \lambda_3)(\lambda_2 - \lambda_3) + (\partial + \lambda_1 + \lambda_2 + \lambda_3).$$

**7.3. Free superfermion VA**

Let $\mathfrak{h}$ be a finite-dimensional superspace, with parity $p$, and a superskewsymmetric non-degenerate bilinear form $(\cdot | \cdot)$, as in Example 2.3. The free superfermion VA is defined as

$$F_h := V^1(R_f^f) = V(R_f^f)/V(R_f^f)(K - |0\rangle):.$$

It is freely generated by $\mathbb{F}[\partial]\mathfrak{h}$, where the $\lambda$-bracket of $a, b \in \mathfrak{h}$ is as in (2.2) but with $K = 1$. The canonical filtration of $F_h$ is very good, and the associated graded is isomorphic to the PVA $\mathcal{V}^0(R_f^f)$ (see Lemma 2.18). The latter is a superalgebra of differential polynomials with the zero $\lambda$-bracket. The free superfermion PVA is (cf. (2.7))

$$\mathcal{F}_h := \mathcal{V}^1(R_f^f) = \mathcal{V}(R_f^f)/\mathcal{V}(R_f^f)(K - 1).$$

We showed in [BDSK19, Theorem 4.7] that the cohomology of $\mathcal{F}_h$ with coefficients in itself is trivial. The same is true for $F_h$, due to Theorem 6.14.

**Theorem 7.3.** We have

$$H_{ch}^0(F_h) = \mathbb{F} \int |0\rangle, \quad H_{ch}^1(F_h) = 0, \quad H_{ch,b}^n(F_h) = 0, \quad n \geq 2.$$

**Proof.** Recall that, by (6.14),

$$H_{PV}(\mathcal{F}_h, \mathcal{F}_h) \cong H_{Chom}(\bar{R}, \mathcal{F}_h),$$

where $\bar{R} = R_f^f/\mathbb{F}K = \mathbb{F}[\partial]\mathfrak{h}$. Since, by [BDSK19, Theorem 4.7],

$$H_{PV}^0(\mathcal{F}_h, \mathcal{F}_h) = \mathbb{F} \int 1, \quad H_{PV}^n(\mathcal{F}_h, \mathcal{F}_h) = 0, \quad n \geq 1,$$

all cocycles are equivalent to cocycles that take values in $\mathbb{F}1 \subset R \subset \mathcal{F}_h$. Hence, (6.15) holds, which implies (6.16) and completes the proof. \qed
7.4. Free superboson VA

Let \( \mathfrak{h} \) be a finite-dimensional superspace, with parity \( p \), and a supersymmetric non-degenerate bilinear form \( \langle \cdot | \cdot \rangle \), as in Example 2.2. The free superboson VA is defined as

\[
B_\mathfrak{h} := V^1(R^b_\mathfrak{h}) = V(R^b_\mathfrak{h})/V(R^b_\mathfrak{h})(K - |0|).
\]

It is freely generated by \( \mathbb{F}[\partial]|\mathfrak{h} \), where the \( \lambda \)-bracket of \( a, b \in \mathfrak{h} \) is as in (2.1) with \( K = 1 \). The canonical filtration of \( F_\mathfrak{h} \) is very good, and the associated graded is isomorphic to the PVA \( \mathcal{V}^0(R^b_\mathfrak{h}) \) (see Lemma 2.18). The latter is a superalgebra of differential polynomials with the zero \( \lambda \)-bracket. The free superboson PVA is

\[
\mathcal{B}_\mathfrak{h} := \mathcal{V}^1(R^b_\mathfrak{h}) = \mathcal{V}(R^b_\mathfrak{h})/\mathcal{V}(R^b_\mathfrak{h})(K - 1)
\]
(cf. (2.7)). Its cohomology was found in [BDSK19, Theorem 4.2]. As a consequence, we determine the bounded cohomology of \( B_\mathfrak{h} \).

**Theorem 7.4.** For the free superboson VA \( B_\mathfrak{h} \), we have

\[
H^\text{ch,b}_{n}(B_\mathfrak{h}) \simeq H^\text{PV}_{n}(\mathcal{B}_\mathfrak{h}) \simeq (S^n(\Pi \mathfrak{h}))^* \oplus (S^{n+1}(\Pi \mathfrak{h}))^*, \quad n \geq 0.
\]

Explicitly, an element \( \alpha + \beta \in (S^n(\Pi \mathfrak{h}))^* \oplus (S^{n+1}(\Pi \mathfrak{h}))^* \) corresponds under this isomorphism to the unique (up to coboundary) \( n \)-cocycle \( Y \in C^\text{ch}_{n}(B_\mathfrak{h}) \) such that

\[
Y_{\lambda_1, \ldots, \lambda_n}(u \otimes 1) = \alpha(u) + \sum_{j=1}^{N} \beta(u \otimes u^j)u_j + \langle \partial + \lambda_1 + \cdots + \lambda_n \rangle, \quad u \in \mathfrak{h}^\otimes n.
\]

**Proof.** By (6.14) and [BDSK19, Theorem 4.2], we have

\[
H_{n}^\text{PV}(\mathcal{B}_\mathfrak{h}) \simeq H_{\text{chem}}(\bar{R}, \mathcal{B}_\mathfrak{h}) \simeq H_{\text{chem}}(\bar{R}, R),
\]

where \( \bar{R} = R^b_\mathfrak{h}/\mathbb{F}K = \mathbb{F}[\partial]|\mathfrak{h} \) and \( R \) is identified with \( \bar{R} + \mathbb{F}1 \subset \mathcal{B}_\mathfrak{h} \). Hence, we can apply Theorem 6.14 to conclude that \( H^\text{ch,b}_{n}(B_\mathfrak{h}) \simeq H^\text{PV}_{n}(\mathcal{B}_\mathfrak{h}) \). The explicit description of cocycles follows from [BDSK19, Theorem 4.2].
7.5. Universal affine VA

Let \( g \) be a simple finite-dimensional Lie algebra. The universal affine VA at level \( k \in \mathbb{F} \) is defined as

\[
V^k_\mathfrak{g} := V^k(\text{Cur} \, \mathfrak{g}) = V(\text{Cur} \, \mathfrak{g})/V(\text{Cur} \, \mathfrak{g})(K - k|0angle),
\]

where \( \text{Cur} \, \mathfrak{g} \) is the affine LCA from Example 2.4. It is freely generated by \( \mathbb{F}[\partial] \mathfrak{g} \), where the \( \lambda \)-bracket of \( a, b \in \mathfrak{g} \) is as in (2.3) with \( K = k \). The canonical filtration of \( V^k_\mathfrak{g} \) is very good, and the associated graded is isomorphic to the PVA \( \mathcal{V}^0(\text{Cur} \, \mathfrak{g}) \cong \mathcal{V}(\overline{\text{Cur} \, \mathfrak{g}}) \) (see Lemma 2.18).

Conjecture 7.5. Let \( V^k_\mathfrak{g} \) be the universal affine VA of \( \mathfrak{g} \) at level \( k \neq -h^\vee \).

Then

\[
\dim H^n_{\text{ch}, \mathfrak{b}}(V^k_\mathfrak{g}) \leq \dim \left( \bigwedge^n \mathfrak{g} \oplus \bigwedge^{n+1} \mathfrak{g} \right), \quad n \geq 0.
\]

8. Application to integrability of evolution PDE

8.1. Integrability via cohomology

In this subsection we introduce a general cohomological framework which allows one to prove integrability of both classical and quantum Hamiltonian systems of evolution equations. A cohomological approach to integrability of classical Hamiltonian PDEs was initiated in [Kra88] and [Ol87], and further developed in [DSK13]. Let

\[
W = \bigoplus_{k \geq -1} W^k
\]

be a \( \mathbb{Z} \)-graded Lie superalgebra with parity \( \bar{p} \). The superspace \( \Pi W^{-1} \), with the opposite parity \( p = 1 - \bar{p} \), is called the space of Hamiltonian functionals, and the space \( W^1 \) is called the space of structures.

Definition 8.1. For an element \( K \in W^1 \), we define the bilinear product \( \{ \cdot, \cdot \}_K \) on \( \Pi W^{-1} \) given by

\[
\{ f, g \}_K = (-1)^{p(f)}[[K, f], g]. \quad (8.1)
\]

If \( K \in W^1 \) is odd (i.e., \( \bar{p}(K) = 1 \)) such that \( [K, K] = 0 \), we call \( K \) a Poisson structure, and the corresponding bilinear product (8.1) a Poisson bracket on \( \Pi W^{-1} \).
Note that in the left-hand side of (8.1) we view \( f \) and \( g \) as elements of \( \Pi W^{-1} \), while in the right-hand side we view them in \( W^{-1} \), and make computations in the Lie superalgebra \( W \). Also observe that \( p(\{ f, g \}_K) = p(f) + p(g) \), since \( p(K) = 0 \). Given a Poisson structure \( K \in W^1 \), the associated to \( f \in \Pi W^{-1} \) evolutionary vector field is defined as \( X_f = [K, f] \in W^0 \).

**Lemma 8.2.** (a) For every \( K \in W^1 \), (8.1) defines a super skewsymmetric bracket on \( \Pi W^{-1} \).

(b) If \( K \) is a Poisson structure, (8.1) defines a Lie superalgebra bracket on \( \Pi W^{-1} \).

(c) We have

\[
[X_f, X_g] = X_{\{f, g\}_K}.
\]

**Proof.** For \( a, b \in W^{-1} \) we have, by the Jacobi identity in the Lie superalgebra \( W \),

\[
[[K, a], b] = (-1)^{(1+p(a))(1+p(b))}[[K, b], a],
\]

which is the same as the skewsymmetry condition for the bracket (8.1). This proves claim (a). Next, we prove claim (b). For \( a, b, c \in W^{-1} \), we get, after a straightforward computation in the Lie superalgebra \( W \), using only the assumption that \( K \in W^1 \) is odd,

\[
\{\{a, b\}_K, c\}_K - \{a, \{b, c\}_K\}_K + (-1)^{p(a)p(b)}\{b, \{a, c\}_K\}_K
= \frac{1}{2}(-1)^{p(b)}[[[K, K], a], b], c.
\]

Hence, the Jacobi identity for the bracket (8.1) follows from the assumption that \( [K, K] = 0 \). Finally, claim (c) is just a restatement of the Jacobi identity for the bracket (8.1). \( \square \)

By (8.2), the map \( f \mapsto X_f \) defines a Lie superalgebra homomorphism \( \Pi W^{-1} \to W^0 \), whose image is the subalgebra of \( W^0 \) of evolutionary vector fields.

**Proposition 8.3 (Lenard–Magri scheme).** Let \( K, H \in W^1 \) be odd and, for \( N \geq 1 \), let \( h_0, h_1, \ldots, h_N \) be even elements of \( \Pi W^{-1} \) such that

\[
[H, h_n] = [K, h_{n+1}] \quad \text{for all} \quad n = 0, \ldots, N - 1.
\]

Then

\[
\{h_m, h_n\}_K = 0 = \{h_m, h_n\}_H \quad \text{for all} \quad m, n = 0, \ldots, N,
\]

where \( \{f, g\}_K \) and \( \{f, g\}_H \) are defined by (8.1).
Proof. We prove equation (8.4) by induction on \(|n - m|\). Obviously, \(\{h_n, h_n\}_K = \{h_n, h_n\}_H = 0\), since, by Lemma 8.2(a), both brackets are skewsymmetric on \(\Pi W^{-1}\) and, by assumption, all elements \(h_n\) are even in \(\Pi W^{-1}\). This proves the basis of the induction \(m = n\). For the inductive step, we may assume that \(m > n \geq 0\). We have
\[
\{h_m, h_n\}_K = [[K, h_m], h_n] = [[H, h_{m-1}], h_n] = \{h_{m-1}, h_n\}_H,
\]
which vanishes by the inductive assumption. Similarly,
\[
\{h_m, h_n\}_H = (-1)^{1+p(h_m)p(h_n)}\{h_n, h_m\}_H = -[[H, h_n], h_m]
= -[[K, h_{n+1}], h_m] = \{h_{n+1}, h_m\}_K,
\]
which again vanishes by inductive assumption.

Theorem 8.4. Suppose that \(K\) and \(H\) are compatible Poisson structures, i.e., odd elements of \(W^1\) such that \([H, H] = [K, K] = [K, H] = 0\). Assume, moreover, that
\[
\ker(\text{ad} K|_{W_0^1}) \subset [K, W_{-1}^1]
\]
(i.e., the even part of the first cohomology of the complex \((W, \text{ad} K)\) vanishes). Then, if \(h_0, \ldots, h_N \in \Pi W^{-1}, \; N \geq 1,\) are even elements solving equations (8.3), there exists an even element \(h_{N+1} \in \Pi W^{-1}\) such that (8.3) holds for \((N + 1)\).

Proof. Since \(H\) and \(K\) are compatible Poisson structures, we have by the Jacobi identity
\[
[K, [H, h_N]] = -[H, [K, h_N]] = [H, [H, h_{N-1}]] = (\text{ad} H)^2 h_{N-1} = 0.
\]
Hence, \([H, h_N]\) lies in the kernel of \(\text{ad} K\). The claim follows by assumption (8.5).

Corollary 8.5. If \(H, K\) are as in Theorem 8.4 and \(h\) is an even element of \(\Pi W^{-1}\) such that \([K, h] = 0\), then there exists an infinite sequence of even elements
\[
h_0 = h, h_1, h_2, \ldots \in \Pi W^{-1}
\]
such that equation (8.3) holds for every \(n \in \mathbb{Z}_{\geq 0}\).

Proof. Let \(h_{-1} = 0\) and \(h_0 = h\), and apply Theorem 8.4 recursively.

Theorem 8.6 (cf. [BDSK09]). Let \(H, K\) be as in Theorem 8.4. Consider two infinite sequences, \(h_0, h_1, h_2, \ldots\) and \(g_0, g_1, g_2, \ldots\) of even elements of \(\Pi W^{-1}\) satisfying (8.3), and assume that \([K, h_0] = 0\). Then
\[
\{h_m, h_n\}_{K,H} = \{g_m, g_n\}_{K,H} = 0, \quad \{h_m, g_n\}_{K,H} = 0 \text{ for all } m, n \geq 0,
\]
where \(\{\cdot, \cdot\}_{K,H}\) denotes either of the two Poisson brackets.
Proof. The first equation holds by Proposition 8.3. We prove the second equation by induction on $m$. We have

$$\{h_0, g_n\}_K = [[K, h_0], g_n] = 0$$

since, by assumption, $[K, h_0] = 0$. Moreover,

$$\{h_0, g_n\}_H = -[g_n, h_0]_H = -[[H, g_n], h_0] = -[[K, g_{n+1}], h_0] = [[K, h_0], g_{n+1}] = 0,$$

proving the base case of induction $m = 0$. For the inductive step, we have, for $m \geq 1$,

$$\{h_m, g_n\}_K = [[K, h_m], g_n] = [[H, h_{m-1}], g_n] = \{h_{m-1}, g_n\}_H,$$

which vanishes by inductive assumption. Similarly, we have

$$\{h_m, g_n\}_H = -[g_n, h_m]_H = -[[H, g_n], h_m] = -[[K, g_{n+1}], h_m] = [[K, h_m], g_{n+1}] = [[H, h_{m-1}], g_{n+1}] = \{h_{m-1}, g_{n+1}\}_H,$$

which again vanishes by induction.

\[ \square \]

Remark 8.7. Note that a solution $h_{N+1}$ of equation (8.3) is unique up to adding an element from the kernel of $\text{ad} K$. Consider the increasing sequence of subspaces of $W_1^{-1}$,

$$U_0 \subset U_1 \subset U_2 \subset \cdots \subset \tilde{U} = \bigcup_{n \geq 0} U_n,$$

where $U_0 = \text{Ker}(\text{ad} K|_{W_1^{-1}})$ and, recursively, $U_{n+1} = (\text{ad} K)^{-1}[H, U_n]$ for every $n \geq 0$. Then, by Proposition 8.3, $\tilde{U}$ is an abelian subalgebras with respect to both $H$ and $K$-Poisson brackets:

$$\{\tilde{U}, \tilde{U}\}_{H,K} = 0.$$

Moreover, let $g_0, g_1, g_2, \ldots \in W_1^{-1}$ be an infinite sequence satisfying (8.3) for all $n \geq 0$, and let $V = \text{span}\{g_0, g_1, g_2, \ldots\} \subset W_1^{-1}$. Then, by Theorem 8.6, we also have that

$$\{\tilde{U} + V, \tilde{U} + V\}_{H,K} = 0.$$

On the other hand, if $g'_0, g'_1, \ldots \in W_1^{-1}$ is another infinite sequence satisfying (8.3), and $V' = \text{span}\{g'_0, g'_1, \ldots\}$, we do not necessarily have that $\{V, V'\}_{H,K} = 0$. 

8.2. Example 1. \( W = W_{PV}(\Pi \mathcal{Y}) \)

Let \( \mathcal{Y} \) be a differential superalgebra, with parity denoted by \( p \), let \( \partial \) be an even derivation on \( \mathcal{Y} \), and consider the Lie superalgebra \( W_{PV}(\Pi \mathcal{Y}) \) introduced in Subsect. 4.4. Recall from [DSK13, Sect. 5.1] that \( \Pi W_{PV}(\Pi \mathcal{Y}) = \mathcal{Y}/\partial \mathcal{Y} \), \( W_{PV}(\Pi \mathcal{Y}) \) = \( \text{Der}_\partial(\mathcal{Y}) \) is the Lie superalgebra of all derivations of \( \mathcal{Y} \) commuting with \( \partial \), and odd elements \( K \in W_{PV}(\Pi \mathcal{Y}) \) such that \( [K,K] = 0 \) correspond bijectively to the PVA \( \lambda \)-brackets on \( \mathcal{Y} \), via the map \( K \mapsto \{ \cdot, \lambda \cdot \}_{K} \) given by (cf. (4.18))

\[
\{ f_\lambda g \}_{K} = (-1)^{p(f)}K_{\lambda,-\lambda-\partial}(f,g).
\]

Some of the commutators for the Lie superalgebra \( W_{PV}(\Pi \mathcal{Y}) \) in low degrees are as follows. Let \( \int f, \int g \in \mathcal{Y}/\partial \mathcal{Y} \) (here and further \( \int : \mathcal{Y} \to \mathcal{Y}/\partial \mathcal{Y} \) denotes the canonical quotient map), let \( X,Y \in \text{Der}_\partial(\mathcal{Y}) \), and let \( K \in W_{PV}(\Pi \mathcal{Y}) \) be such that \( [K,K] = 0 \). We have

\[
\begin{align*}
\left[ \int f, \int h \right] &= 0, \\
\left[ X, \int f \right] &= \int X(f), \\
\left[ K, \int f \right](g) &= (-1)^{p(f)}\{ f_\lambda g \}_{K}|_{\lambda=0}.
\end{align*}
\]

By the second and fourth equations in (8.6), the Poisson bracket (8.1) on \( \mathcal{Y}/\partial \mathcal{Y} \) associated to the Poisson structure \( K \in W_{PV}(\Pi \mathcal{Y})_{\bar{1}} \) becomes

\[
\left\{ \int f, \int g \right\}_{K} = \int \{ f_\lambda g \}_{K}|_{\lambda=0}.
\]

Furthermore, \( \mathcal{Y} \) is a left module over the Lie superalgebra \( \mathcal{Y}/\partial \mathcal{Y} \) with the well-defined action

\[
\left\{ \int f, g \right\}_{K} = \{ f_\lambda g \}_{K}|_{\lambda=0},
\]

which is a derivation of both the \( \lambda \)-bracket and the product, commuting with \( \partial \). Given a Hamiltonian functional \( \int h \in \mathcal{Y}/\partial \mathcal{Y} \) and a Poisson structure \( K \in W_{PV}(\Pi \mathcal{Y})_{\bar{1}} \), the corresponding Hamiltonian equation is

\[
\frac{du}{dt} = \left\{ \int h, u \right\}_{K}, \quad u \in \mathcal{Y}.
\]

This equation is called integrable if \( \int h \) is contained in an infinite-dimensional abelian subalgebra of the Lie algebra \( \mathcal{Y}/\partial \mathcal{Y} \) (with the Poisson bracket (8.7)). Picking a basis \( \int h_0 = \int h, \int h_1, \int h_2, \ldots \) of this abelian subalgebra, we obtain a hierarchy of integrable equations

\[
\frac{du}{dt_n} = \left\{ \int h_n, u \right\}_{K}, \quad n \geq 0,
\]

(8.10)
which are compatible since the corresponding evolutionary vector fields $X_{h_n}$'s commute, by (8.2).

**Example 8.8.** Let $\mathcal{V} = \mathbb{F}[u, u', u'', \ldots]$ be the algebra of differential polynomials in one differential variable $u$, so that $\partial u^{(n)} = u^{(n+1)}$. One has two compatible PVA $\lambda$-brackets on $\mathcal{V}$, defined by

$$\{u_\lambda u\}_K = \lambda, \quad \{u_\lambda u\}_H = (\partial + 2\lambda)u + \frac{c}{12}\lambda^3. \quad (8.11)$$

Note that condition (8.5) holds by [DSK12]. Let $\int h_0 = \int u$. By the last equation in (8.5), it’s easy to check, using sesquilinearity and the Leibniz rule, that $[K, \int h_0] = 0$. Hence we can apply Corollary (8.5) to construct an infinite sequence $\int h_0, \int h_1, \int h_2, \ldots$ such that (8.3) holds. Hence, by Proposition 8.3

$$\left\{ \int h_m, \int h_n \right\}_{H,K} = 0 \quad \text{for all} \quad m, n \geq 0.$$

We can compute the first few integrals of motion using the recursive formula (8.3):

$$\int h_0 = \int u, \quad \int h_1 = \frac{1}{2} \int u^2, \quad \int h_2 = \frac{1}{2} \int \left( u^3 - \frac{c}{12} u'^2 \right), \ldots.$$

The corresponding integrable hierarchy of classical Hamiltonian equations is the classical KdV hierarchy:

$$\frac{du}{dt_0} = 0, \quad \frac{du}{dt_1} = u', \quad \frac{du}{dt_2} = 3uu' + \frac{c}{12} u'', \ldots.$$

8.3. *Example 2. $W = W_{ch}(\Pi V)$*

Let $V$ be a vector superspace and let $\partial$ be an even endomorphism of $V$. Consider the $\mathbb{Z}$-graded Lie superalgebra $W_{ch}(\Pi V) = \bigoplus_{k \geq -1} W^k_{ch}$ defined in Subsect. 4.3. This Lie superalgebra is described in detail in [BDSHK18]. We have $W^{-1}_{ch} = V/\partial V$, $W^0_{ch}$ is the Lie superalgebra of all endomorphisms of the $\mathbb{F}[\partial]$-module $V$, and the odd elements $K \in W^1_{ch}$ such that $[K, K] = 0$ correspond bijectively to the VA structures on $V$, via the map $K \leftrightarrow \int^\lambda \sigma \left[ \cdot, \sigma \right]_K$ given by (4.2). Some of the commutators for the Lie superalgebra $W_{ch}(\Pi V)$ in low degrees are given by formulas (8.6). It follows that the Poisson bracket (8.1) on $V/\partial V$ associated to the Poisson structure $K \in W^1_{ch}(\Pi V)$ coincides with formula (8.7).

Again, $V$ is a left module over the Lie superalgebra $V/\partial V$ with the well-defined action (8.8). It is a derivation of both the $\lambda$-bracket and the normally ordered product, commuting with $\partial$. Given a Hamiltonian
functional $\int h \in V/\partial V$ and a Poisson structure $K \in W^1_{ch}(\Pi \mathcal{V})_1$, the corresponding quantum Hamiltonian equation is again (8.9). The notions of integrability, etc., in the quantum case are the same as in the classical case.

In a similar fashion as in Example 8.8, one obtains Hamiltonian equations of the quantum KdV hierarchy. The details of this and other examples will be discussed in a subsequent publication.

A. The spectral sequence of a filtered complex

In this appendix, we recall the construction of a spectral sequence from a filtered cohomology complex in a slightly more general setting than is usually discussed in the literature (see e.g. [McL01]).

Consider a cochain complex $C = \bigoplus_{n=0}^{\infty} C^n$, where each $C^n$ is a vector superspace over the field $\mathbb{F}$, equipped with a differential $d$, an even linear operator on $C$ such that $d^2 = 0$ and $dC^n \subset C^{n+1}$ for all $n$. We let $C^n = 0$ for $n \leq -1$. We suppose that the complex $(C,d)$ has a decreasing filtration $\{F_p C\}_{p \in \mathbb{Z}}$, so that each space $C^n$ is filtered by subspaces:

$$\cdots \supset F_{p-1} C^n \supset F_p C^n \supset F_{p+1} C^n \supset \cdots, \quad n \geq 0,$$

and the differential $d$ is compatible with the filtration:

$$dF_p C^n \subset F_p C^{n+1}, \quad p \in \mathbb{Z}, \quad n \geq 0.$$  \hspace{1cm} (A.2)

Furthermore, we will assume that the filtration is separated, i.e.,

$$\bigcap_{p \in \mathbb{Z}} F_p C^n = 0, \quad n \geq 0.$$  \hspace{1cm} (A.3)

We will denote by $H = \bigoplus_{n=0}^{\infty} H^n$ the cohomology of the complex $(C,d)$:

$$H^n := H^n(C,d) = (C^n \cap \text{Ker } d)/dC^{n-1}, \quad n \geq 0.$$  \hspace{1cm} (A.4)

The filtration of $C$ induces a decreasing filtration of its cohomology $H$:

$$\cdots \supset F_{p-1} H^n \supset F_p H^n \supset F_{p+1} H^n \supset \cdots, \quad n \geq 0,$$

where

$$F_p H^n = \frac{(F_p C^n \cap \text{Ker } d) + dC^{n-1}}{dC^{n-1}} \sim \frac{F_p C^n \cap \text{Ker } d}{F_p C^n \cap dC^{n-1}}$$  \hspace{1cm} (A.6)

is the image of $F_p C^n \cap \text{Ker } d \subset C^n \cap \text{Ker } d$ under the canonical projection $C^n \cap \text{Ker } d \to H^n$. In other words, $F_p H^n$ is the image of $H^n(F_p C,d)$ in $H^n(C,d)$ under the linear map induced by the inclusion $F_p C \hookrightarrow C$. 
Remark A.1. If the filtration (A.1) of $C^n$ is separated, then the induced filtration (A.5) of the cohomology $H^n$ is also separated.

Let

$$\text{gr } H = \bigoplus_{p \in \mathbb{Z}} \text{gr}^p H = \bigoplus_{p \in \mathbb{Z}} \text{gr}^p H^n, \quad \text{gr}^p H^n = F^p H^n / F^{p+1} H^n,$$

be the associated graded space. Then by (A.6), we have

$$\text{gr}^p H^n \simeq \frac{F^p C^n \cap \text{Ker } d}{(F^{p+1} C^n \cap \text{Ker } d) + (F^p C^n \cap dC^{n-1})}. \quad (A.7)$$

The spectral sequence $\{(E_r, d_r)\}_{r \geq 0}$ associated to the filtered complex $(C, d)$ is constructed as follows. For $p, q \in \mathbb{Z}$ and $r \geq -1$, let

$$Z^{p,q}_r = \{ \alpha \in F^p C^{p+q} \mid d\alpha \in F^{p+r} C^{p+q+1} \}$$

$$= F^p C^{p+q} \cap d(F^{p+r} C^{p+q+1}), \quad (A.8)$$

and

$$B^{p,q}_r = \{ \alpha \in F^p C^{p+q} \mid \exists \beta \in F^{p-r} C^{p+q-1} \}$$

$$= F^p C^{p+q} \cap d(F^{p-r} C^{p+q-1})$$

$$= dZ^{p-r,q+r-1}_r. \quad (A.9)$$

Obviously, we have $dB^{p,q}_r = 0$ and

$$B^{p,q}_r \subset B^{p,q}_s \subset Z^{p,q}_s \subset Z^{p,q}_r, \quad -1 \leq r \leq s.$$

Note also that $Z^{p+1,q-1}_{r-1} = Z^{p,q}_r \cap F^{p+1} C^{p+q}$. We define

$$E^{p,q}_r := Z^{p,q}_r / (Z^{p+1,q-1}_{r-1} + B^{p,q}_{r-1}), \quad p, q \in \mathbb{Z}, \quad r \in \mathbb{Z}_+ \quad (A.10)$$

Since

$$dZ^{p,q}_r = B^{p+r,q-r+1}_{r-1} \subset Z^{p+r,q-r+1}_r$$

and

$$d(Z^{p+1,q-1}_{r-1} + B^{p,q}_{r-1}) = B^{p+r+1,q-r}_{r-1} \subset Z^{p+r+1,q-r}_{r-1} + B^{p+r+1,q-r}_{r-1},$$

the differential $d$ induces linear maps

$$d_r : E^{p,q}_r \longrightarrow E^{p+r,q-r+1}_r \quad (A.11)$$

such that $d_r^2 = 0$. One checks that the cohomology of $(E_r, d_r)$ is isomorphic to $E_{r+1}$, i.e.,

$$E^{p,q}_r \cap \text{Ker } d_r / d_r E^{p-r,q+r-1}_r \simeq E^{p,q}_{r+1} \quad (A.12)$$

so indeed we have a spectral sequence (see e.g. [McL01]).
Remark A.2. Due to (A.12), if \( \dim E_{s}^{p,q} < \infty \) for some \( p, q, s \), then \( \dim E_{r}^{p,q} \leq \dim E_{s}^{p,q} \) for all \( r \geq s \). In particular, \( E_{s}^{p,q} = 0 \) implies \( E_{r}^{p,q} = 0 \) for all \( r \geq s \).

Consider in more detail the \( r = 0 \) term. Observe that, by (A.1) and (A.2),

\[
Z_{-1}^{p,q} = Z_{0}^{p,q} = F^{p} C^{p+q}, \quad B_{-1}^{p,q} = d F^{p+1} C^{p+q-1} \subset Z_{-1}^{p+1,q-1}.
\]

Hence,

\[
E_{0}^{p,q} = F^{p} C^{p+q} / F^{p+1} C^{p+q} = \text{gr}^{p} C^{p+q}, \quad p, q \in \mathbb{Z}. \tag{A.13}
\]

The differential \( d_{0} : E_{0}^{p,q} \rightarrow E_{0}^{p+1,q} \) is induced by the restriction \( d : F^{p} C^{p+q} \rightarrow F^{p} C^{p+q+1} \).

Remark A.3. Suppose that the differential \( d \) of \( C \) satisfies the following stronger property than (A.2):

\[
d F^{p} C^{n} \subset F^{p+1} C^{n+1}, \quad p \in \mathbb{Z}, n \geq 0. \tag{A.14}
\]

Then we have \( d_{0} = 0 \) and

\[
Z_{0}^{p,q} = Z_{1}^{p,q} = F^{p} C^{p+q}, \quad B_{0}^{p,q} = d F^{p} C^{p+q-1} \subset Z_{0}^{p+1,q-1}.
\]

Hence, \( E_{1}^{p,q} = E_{0}^{p,q} = \text{gr}^{p} C^{p+q} \) and \( d_{1} : E_{1}^{p,q} \rightarrow E_{1}^{p+1,q} \) is induced by the restriction \( d : F^{p} C^{p+q} \rightarrow F^{p+1} C^{p+q+1} \).

The limit of the spectral sequence is defined as

\[
E_{\infty}^{p,q} := Z_{\infty}^{p,q} / (Z_{\infty}^{p+1,q-1} + B_{\infty}^{p,q}), \quad p, q \in \mathbb{Z}, \tag{A.15}
\]

where

\[
B_{\infty}^{p,q} := \bigcup_{r \geq 0} B_{r}^{p,q} \subset Z_{\infty}^{p,q} := \bigcap_{r \geq 0} Z_{r}^{p,q}.
\]

Lemma A.4. If \( \dim E_{s}^{p,q} < \infty \) for some \( p, q, s \), then \( \dim E_{\infty}^{p,q} \leq \dim E_{s}^{p,q} \). In particular, \( E_{s}^{p,q} = 0 \) implies \( E_{\infty}^{p,q} = 0 \).

Proof. Note that, by construction, \( Z_{r}^{p,q} \) and \( B_{r}^{p,q} \) are subspaces of \( F^{p} C^{p+q} \) for all \( r \geq -1 \). Let \( \pi : F^{p} C^{p+q} \rightarrow \text{gr}^{p} C^{p+q} \) be the canonical projection. Then we have a tower of subspaces

\[
0 = \bar{B}_{-1}^{p,q} \subset \bar{B}_{0}^{p,q} \subset \bar{B}_{1}^{p,q} \subset \cdots \subset \bar{Z}_{2}^{p,q} \subset \bar{Z}_{1}^{p,q} \subset \bar{Z}_{0}^{p,q} = \text{gr}^{p} C^{p+q},
\]

where \( \bar{Z}_{r}^{p,q} := \pi(Z_{r}^{p,q}) \) and \( \bar{B}_{r}^{p,q} := \pi(B_{r}^{p,q}) \). We claim that

\[
E_{r}^{p,q} \cong \bar{Z}_{r}^{p,q} / \bar{B}_{r-1}^{p,q}, \quad r \geq 0.
\]
Indeed, the composition of the restriction of \( \pi \) to \( Z^{p,q}_r \) with the canonical projection \( \bar{Z}^{p,q}_r \to \bar{Z}^{p,q}_r / \bar{B}^{p,q}_{r-1} \) is clearly surjective, and its kernel is equal to \( Z^{p+1,q-1}_r + B^{p,q}_{r-1} \). Similarly,

\[
E^{p,q}_\infty \simeq \bar{Z}^{p,q}_\infty / \bar{B}^{p,q}_\infty,
\]

where

\[
\bar{B}^{p,q}_\infty := \pi(B^{p,q}_\infty) = \bigcup_{r \geq 0} \bar{B}^{p,q}_r, \quad \bar{Z}^{p,q}_\infty := \pi(Z^{p,q}_\infty) = \bigcap_{r \geq 0} \bar{Z}^{p,q}_r.
\]

The lemma then follows from the inclusions \( \bar{Z}^{p,q}_\infty \subset \bar{Z}^{p,q}_s \) and \( \bar{B}^{p,q}_\infty \supset \bar{B}^{p,q}_s \).

Notice that

\[
Z^{p,q}_\infty = F^p C^{p+q} \cap \text{Ker} \, d, \quad (A.16)
\]

since the filtration of \( C \) is separated (see (A.3)). On the other hand,

\[
B^{p,q}_\infty = F^p C^{p+q} \cap d \left( \bigcup_{m \in \mathbb{Z}} F^m C^{p+q-1} \right). \quad (A.17)
\]

If the filtration of \( C \) is **exhaustive**, i.e., if

\[
\bigcup_{m \in \mathbb{Z}} F^m C^n = C^n, \quad n \geq 0, \quad (A.18)
\]

then \( B^{p,q}_\infty \) will be equal to

\[
\bar{B}^{p,q}_\infty := F^p C^{p+q} \cap dC^{p+q-1}. \quad (A.19)
\]

In this case, comparing (A.7) and (A.15), we obtain

\[
gr^p H^{p+q} \simeq Z^{p,q}_\infty / (Z^{p+1,q-1}_\infty + B^{p,q}_\infty) = E^{p,q}_\infty, \quad p, q \in \mathbb{Z}. \quad (A.20)
\]

**Remark A.5.** Assume that, for some fixed \( n \geq 0 \), the filtration of \( C^n \cap \text{Ker} \, d \) is exhaustive, i.e.,

\[
\bigcup_{m \in \mathbb{Z}} (F^m C^n \cap \text{Ker} \, d) = C^n \cap \text{Ker} \, d. \quad (A.21)
\]

Then the induced filtration of \( H^n = H^n(C, d) \) is exhaustive (see (A.5), (A.6)). This condition is weaker than the filtration of \( C^n \) being exhaustive.
In general, without assuming the filtration of $C$ is exhaustive, we have

$$B_{\infty}^{p,q} \subset \tilde{B}_{\infty}^{p,q} \subset Z_{\infty}^{p,q}.$$  
Then from (A.7) and (A.15), instead of the isomorphisms (A.20), we get surjective linear maps

$$E_{\infty}^{p,q} \longrightarrow \text{gr}^p H^{p+q} \simeq Z_{\infty}^{p,q}/(Z_{\infty}^{p+1,q-1} + \tilde{B}_{\infty}^{p,q}), \quad p, q \in \mathbb{Z}. \quad (A.22)$$

As a consequence of (A.22), we obtain upper bounds on the dimension of the cohomology $H$.

**Lemma A.6.** Let $r_0 = 0$ or $1$, and $(C, d)$ be a cochain complex equipped with a decreasing separated filtration such that $d F^p C \subset F^{p+r_0} C$ for all $p \in \mathbb{Z}$. Consider the associated graded complex $\text{gr} C$ with the differential $\bar{d} : \text{gr}^p C \rightarrow \text{gr}^{p+r_0} C$ induced by $d$.

(a) Suppose that $\dim H^{p,q}(\text{gr} C, \bar{d}) < \infty$ for some $p, q \in \mathbb{Z}$, where

$$H^{p,q}(\text{gr} C, \bar{d}) := (\text{gr}^p C^{p+q} \cap \text{Ker} \bar{d})/\bar{d}(\text{gr}^{p-r_0} C^{p+q-1}).$$

Then

$$\dim \text{gr}^p H^{p+q}(C, d) \leq \dim H^{p,q}(\text{gr} C, \bar{d}).$$

(b) Assume that, for some fixed $n \geq 0$, the filtration of $C^n \cap \text{Ker} d$ is exhaustive. Then $\dim H^n(\text{gr} C, \bar{d}) < \infty$ implies that $\dim H^n(C, d) \leq \dim H^n(\text{gr} C, \bar{d})$.

**Proof.** (a) By (A.13) and Remark A.3, we have that $E_{r_0}^{p,q} = \text{gr}^p C^{p+q}$ and $\bar{d} = d_{r_0} : E_{r_0}^{p,q} \rightarrow E_{r_0}^{p+r_0,q-r_0+1}$ is the corresponding differential. Thus, $H^{p,q}(\text{gr} C, \bar{d}) \simeq E_{r_0}^{p,q}$, and claim (a) follows from (A.22) and Lemma A.4.

(b) As before, let us write $H^n = H^n(C, d)$ for short. We have

$$H^n(\text{gr} C, \bar{d}) = \bigoplus_{p \in \mathbb{Z}} H^{p,n-p}(\text{gr} C, \bar{d}),$$

and part (a) implies that $\text{gr}^p H^n \neq 0$ only for finitely many $p \in \mathbb{Z}$. Hence, the filtration of $H^n$ is finite, i.e., of the form

$$\ldots = F^{k-1} H^n = F^k H^n \supset F^{k+1} H^n \supset \ldots \supset F^{\ell-1} H^n \supset F^\ell H^n = F^{\ell+1} H^n = \ldots$$

for some integers $k \leq \ell$. Since, by Remarks A.1 and A.5, the filtration of $H^n$ is separated and exhaustive, it follows that $F^k H^n = H^n$ and $F^\ell H^n = 0$. Thus,

$$\dim H^n = \sum_{p=k}^{\ell-1} \dim \text{gr}^p H^n,$$

which together with part (a) completes the proof of (b).
A spectral sequence \( \{(E_r, d_r)\} \) is said to \textit{collapse} (or degenerate) at the \( s \)-th term if all differentials \( d_r = 0 \) for \( r \geq s \). We will use the following notation from the proof of Lemma A.4. Let \( \pi : F^p C \rightarrow \text{gr}^p C \) be the canonical projection and \( \bar{Z}^{p,q} := \pi(Z^{p,q}) \), \( \bar{B}^{p,q} := \pi(B^{p,q}) \). Then \( E_r^{p,q} \simeq \bar{Z}_r^{p,q} / \bar{B}_{r-1}^{p,q} \) and we have short exact sequences

\[
0 \rightarrow \bar{Z}_{r+1}^{p,q} / \bar{B}_{r-1}^{p,q} \rightarrow \bar{Z}_r^{p,q} / \bar{B}_{r-1}^{p,q} \xrightarrow{d_r} \bar{B}_r^{p,q} / \bar{B}_{r-1}^{p,q} \rightarrow 0.
\]

If \( d_r = 0 \) for \( r \geq s \), we obtain

\[
\bar{B}_{s-1}^{p,q} = \bar{B}_{s+1}^{p,q} = \cdots = \bar{B}_\infty^{p,q}, \quad (A.23)
\]
\[
\bar{Z}_s^{p,q} = \bar{Z}_{s+1}^{p,q} = \cdots = \bar{Z}_\infty^{p,q}, \quad (A.24)
\]
\[
E_s^{p,q} \simeq E_{s+1}^{p,q} \simeq E_{s+2}^{p,q} \simeq \cdots \simeq E_\infty^{p,q}. \quad (A.25)
\]

A common cause for collapse is given in the next remark.

\textbf{Remark A.7.} Fix \( s \geq 2 \) and suppose that, for all \( p \in \mathbb{Z} \), we have \( E_s^{p,q} = 0 \) whenever \( q < 0 \) or \( q \geq s - 1 \). Then the spectral sequence \( \{(E_r, d_r)\} \) collapses at the \( s \)-th term. This follows from (A.11) and Remark A.2.

The following lemma will be useful for us.

\textbf{Lemma A.8.} Let \( (C, d) \) be a cochain complex equipped with a decreasing separated filtration such that \( d F^p C \subset F^{p+1} C \) for all \( p \in \mathbb{Z} \). Consider the associated graded complex \( \text{gr} C \) with the differential \( \bar{d} : \text{gr}^p C \rightarrow \text{gr}^{p+1} C \) induced by \( d \), and denote by \( \pi \) the canonical projection \( F^p C \rightarrow \text{gr}^p C \). If the spectral sequence (A.10) collapses at the second term, then

\[
\pi(F^p C^n \cap \text{Ker} d) = \text{gr}^p C^n \cap \text{Ker} \bar{d}
\]

for all \( p, n \in \mathbb{Z} \).

\textbf{Proof.} This follows from (A.16) and (A.24), since \( \bar{Z}_2^{p,q} = \text{gr}^p C^{p+q} \cap \text{Ker} \bar{d} \). \( \square \)
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