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Abstract

In this paper, we proposed a novel two-stage optimization method for network community partition, which is based on inherent network structure information. The introduced optimization approach utilizes the new network centrality measure of both links and vertices to construct the key affinity description of the given network, where the direct similarities between graph nodes or nodal features are not available to obtain the classical affinity matrix. Indeed, such calculated network centrality information presents the essential structure of network, hence, the proper measure for detecting network communities, which also introduces a ‘confidence’ criterion for referencing new labeled benchmark nodes. For the resulted challenging combinatorial optimization problem of graph clustering, the proposed optimization method iteratively employs an efficient convex optimization algorithm which is developed based under a new variational perspective of primal and dual. Experiments over both artificial and real-world network datasets demonstrate that the proposed optimization strategy of community detection significantly improves result accuracy and outperforms the state-of-the-art algorithms in terms of accuracy and reliability.
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I. INTRODUCTION

Modern network science [1], [2], [3], [4], [5] has brought crucial and significant improvements to our understanding of complex system [6]. One of the most prominent features for representing real complex network systems is the structure of communities [7], [8], i.e. the organization of vertices, for which vertices in the same community have more connections than ones in the other communities [9]. In a complex system, each community is often composed of multiple entities with similar properties, which provides a deep insight into the structure and function of the whole network system [10], [11]. Therefore, detecting communities is of great importance for many different applications of biology, physics, sociology and computer science, where the system is usually modeled as a complicated network with edges linking each related node pairs [12].

With this respect, many different methods were proposed to solve the challenging problem of partitioning independent communities from the given network: one of the most popular methods, proposed by Girvan and Newman [13], is to identify network communities through maximizing the modularity $Q$ of the associate network, which has been the essential criterion of many community detection methods. However, optimizing a network’s modularity is mathematically nontrivial. Recent studies demonstrated that exactly maximizing the modularity of network is NP-complete, for which many polynomial-time approximation methods have been proposed, such as the greedy method [12], simulated annealing [14], extremal optimization [15], intelligent optimization [16], [17], game theory-based methods [18] and spectral methods [19]. Another way to deal with such a network partition problem is to construct the affinity matrix of the associate network graph, where the affinity matrix encodes the seminal information about network structure and connectivities, and compute the optimized nodal labels over the given graph which directly separate the network graph into different partitions or communities. According to the proposed optimization criterion of labeling estimation, many different approaches were proposed to recover such labels of graph nodes, for example, label propagation and random walks over graphs [20], [21], spectral clustering [22], [23] based balanced graph cut approaches including ratio cut [24], normalized cut [25], p-Laplacian based graph cut [26] and cheeger cut [27] etc., however, most of them are computationally expensive and inefficient due to their posed non-convex optimization formulations. In contrast, min-cut-based methods [28], [29] can solve the
studied combinatorial optimization problem efficiently in an approximate way along with the capability to handle large-scale graphs. Recently, convex optimization was developed as a popular optimization framework to build up fast solvers for labeling recovery in the spatially continuous setting \cite{30,31,32,33} etc.: the main ideas of related convex optimization approaches, i.e. relax the binary label constraints to a continuous convex set and round the result of the reduced convex optimization problem back to binary, can be directly extended to discover the optimum labeling of each graph node, for example Yin et al’s total-variation-based region force method (TVRF) to semi-supervised clustering \cite{34}, which introduced a fast splitting optimization framework to the proposed convex optimization problem and outperformed most state-of-the-art graph partitioning algorithms.

Besides the matter of developing efficient optimization algorithms, another major challenges of detecting communities from some network are in two folds: First, it lacks reliable descriptions to encode inherent network structures and affiliation of any node to the specified community. One common way is to sample some graph nodes into some communities beforehand, so called benchmark nodes, which can partially solve this difficulty: benchmark nodes reveal limited network structure information which can still indicate the recovery of other nodes belonging to the same community through evaluating the given network’s coreness, betweenness etc.; in addition, benchmark nodes provide meaningful starting points to propagate label along graph links to the other nodes, i.e. label inference, which can be incorporated into the often-used optimization procedures. Second, it could be hard to get enough benchmark nodes in real-world applications; especially for the large sparse networks, low degree benchmark nodes can hardly provide useful information about network communities and worsen performance of the followed partition procedure. Therefore, how to discover more ‘trustable’ benchmark nodes during the whole computing process becomes one key factor of extracting partitions or communities accurately from the given network.

A. Contributions and Organization

Motivated by previous studies, we present a novel two-stage optimization method for network community partition, based on the internal structure measure of the given network graph. The proposed optimization approach utilizes a new network centrality measure of both links and vertices to construct the key affinity matrix of the given network correctly, for the cases vanishing node similarities which commonly happen for network community detection. The network centrality information actually reveals the essential structure of network, which, hence, provides a proper clue for detecting network communities and introduces an additional ‘confidence’ criterion for labelings by referencing the labeled benchmark nodes. Particularly, the two-stage optimization method makes use of the network centrality-based ‘confidence’ measure for the stage of benchmark node refinement, and an efficient convex optimization algorithm to the solve the followed challenging combinatorial optimization problem of graph clustering, which is developed based under a new variational perspective of primal and dual. Refining benchmark nodes can effectively improve the accuracy and reliability of the proposed optimization approach. Experiments over both artificial and real-world network datasets demonstrate that the proposed optimization method of community detection outperforms the state-of-art algorithms in terms of accuracy and reliability.

B. Definitions and Notations

Let $\mathcal{C} := \{C_1, C_2, \ldots, C_K\}$ be the set of $K$ communities, which is represented by the graph $G := (V,E)$ with $|V| = n$ vertices (or nodes) and $|E| = e$ edges (or links); each edge $e_{ij}$, where $i, j \in \{1 \ldots n\}$, denotes the existing link between two nodes $v_i$ and $v_j$, and each community $C_k = (V_k, E_k)$, $k = 1 \ldots K$, is a distinct subgraph of $G$. The connectivity of $G$ can be expressed as its adjacency matrix $A = (a_{ij})$ whose $(i,j)$-entry $a_{ij}$ is given by $a_{ij} = 1$ means there exists a link between the two nodes $v_i$ and $v_j$, and $a_{ij} = 0$ otherwise. The matrix $W = (w_{ij})$ represents the affinity matrix of graph $G$, where $w_{ij}$ measures the similarity between the two vertices of $v_i$ and $v_j$, and is usually given as a symmetric matrix with non-negative entries. Additionally, the diagonal matrix $D = (d_{ii})$ is given by $d_{ii} = \sum_{j=1}^{n} w_{ij}, \; i = 1 \ldots n$.

With this, the linear operators of gradient and divergence over the graph $G$ are introduced as follows \cite{35}: for some scalar function $u(v_i)$ given at each node $v_i$, its gradient $\nabla_{e_{ij}} u$ evaluates the difference of $u(\cdot)$ between two nodes $v_i$ and $v_j$ along the link $e_{ij}$ such that

$$\nabla_{e_{ij}} u = w_{ij} (u(v_j) - u(v_i))_{v_j \in \mathcal{N}(v_i)},$$  \hspace{1cm} (1)
whose \( L_p \)-norm, \( p \geq 1 \), is measured as

\[
\| \nabla u \|_p = \sum_{e_{ij} \in E} w_{ij} |u(v_j) - u(v_i)|^p ;
\]  

(2)

for some function \( f(e_{ij}) \) given at each edge \( e_{ij} \in E \), its divergence \( \text{div}(f) \) at the node \( v_i \) measures the balance of \( f \) over all the edges associate linking the neighbour nodes around \( v_i \), i.e. \( N(v_i) \) such that

\[
\text{div}(f)_i = \sum_{v_j \in N(v_i)} f(e_{ij}) .
\]  

(3)

II. Semi-Supervised Graph Partition and Convex Optimization Model

In this work, we aim to partition communities from a given graph network with a new two-stage optimization method. The proposed optimization approach utilizes a new network centrality measure of both links and vertices to construct the key affinity matrix of the given network correctly, for the cases vanishing node similarities which commonly happen for network community detection. The network centrality information actually reveals the essential structure of network, which, hence, provides a proper clue for detecting network communities and introduces an additional ‘confidence’ criterion for labelings by referencing the labeled benchmark nodes. Particularly, the two-stage optimization method makes use of the network centrality-based ‘confidence’ measure for the stage of benchmark node refinement, and an efficient convex optimization algorithm to solve the followed challenging combinatorial optimization problem of graph clustering, which is developed based under a new variational perspective of primal and dual. Refining benchmark nodes can effectively improve the accuracy and reliability of the proposed optimization approach.

A. Semi-Supervised Graph Partitioning

Graph partitioning targets to cut the given graph \( G \) into multiple independent subgraphs (or communities). Let \( \Psi = (\psi_{ik}) \) be a binary matrix, where \( \psi_{ik} = \{0, 1\} \) denotes the node \( v_i \) belongs to the community \( C_k (\psi_{ik} = 1) \) or not \( (\psi_{ik} = 0) \). Then, graph partitioning tries to minimize the following energy function:

\[
E = \sum_{k=1}^{K} \sum_{e_{ij} \in E} w_{ij} |\psi_{ik} - \psi_{jk}| , \quad i = 1 \ldots n, \quad k = 1 \ldots K .
\]  

(4)

Also, the convex penalty function of each term in (4) can also be the quadratic function \(|·|^2\) or \( \ell_p\)-norm function \(|·|^p\), \( p > 1 \), which results in the weighted Laplacian or \( p \)-Laplacian as the energy function of (4) \[23\], \[26\].

In addition, each vertex belongs to only one subgraph/community, i.e.

\[
\sum_{k=1}^{K} \psi_{ik} = 1 , \quad i = 1 \ldots n .
\]  

(5)

Using the definitions of graph gradients (1) and (2), the optimization problem (4) can be written in a more concise form of minimizing the corresponding graph total-variation function such that

\[
\min_{\psi_{ik} \in \{0,1\}} \sum_{k=1}^{K} ||\nabla \Psi_k||_1 , \quad \text{s.t. (5);} \]

(6)

where \( \Psi_k = (\psi_{1,k}, \ldots, \psi_{n,k})^T \) denotes the \( k \)-th column of \( \Psi \).

It is clear that the optimization model (12) has a trivial solution, where all vertices belong to the same community. One important way to avoid this situation is to integrate priori information into the proposed optimization problem (4), for example, some benchmark nodes are labeled, hence separating such partially labeled graph into multiple independent subgraphs/communities introduces a proper semi-supervised graph partition problem \[36\], \[34\]. Indeed, the pre-labeled nodes helps improving the partition results for the given graph mainly in two folds: first, the labeled nodes provide the starting positions to propagate labels to the other vertices \[36\]; second, they also reveal the essential features to construct graph partitioning hints in geometry or other respects (see the following section).
Let $S_k \subset C_k, k = 1 \ldots K$, be the benchmark set which represents a sample fraction of the community $k$, and the total benchmark set $S = \bigcup_{k=1}^{K} S_k$. To this end, we have

$$\forall i \in S_k, \quad \psi_{ij} = \begin{cases} 1 & \text{if } j = k, \\ 0 & \text{if } j \neq k, \end{cases}, \quad k = 1 \ldots K. \quad (7)$$

With the locations of pre-labeled nodes, we define the novel measure $p_{ik}, i = 1 \ldots n$ and $k = 1 \ldots K$, which characterizes the probability of each vertex $v_i$ belonging to community $C_k$ such that

$$p_{ik} = \frac{1}{|S_k|} \sum_{j \in S_k} q_{ij}, \quad \text{where } q_{ij} = \frac{(\tilde{w}_{ij})^2}{\tilde{w}_{ii} \tilde{w}_{jj}}$$

and the matrix $(\tilde{w}_{ij}) = D^{-1/2} W D^{-1/2}$ is the corresponding normalized affinity matrix; when the denominator is zero, set $p_{ik} = \frac{1}{K}$. Therefore, we can integrate the cross-entropy information between the possibility $p_{ik}$ and the label function $\psi_{ik}$ into the optimization model (6) which gives rise to the following optimization problem:

$$\min_{\psi_{ik} \in \{0,1\}} (1 - \tau) \sum_{k=1}^{K} \| \nabla \Psi_k \|_1 + \tau \sum_{k=1}^{K} \sum_{i=1}^{n} \left( -\log(p_{ik})(1 - \psi_{ik}) - \log(1 - p_{ik})\psi_{ik} \right) \text{label fusion} \quad (9)$$

subject to the constraint (5).

**B. Convex Relaxation and Dual Optimization**

Finding the optimum $\Psi$ to the proposed minimization problem (9) over the binary constraint $\psi_{ik} \in \{0,1\}$ is challenging, actually NP hard which means there is no efficient polynomial-time algorithm for such combinatorial optimization problem (9). In practice, we often replace the binary constraint $\psi_{ik} \in \{0,1\}$ by its convex relaxation $\psi_{ik} \in [0,1]$ instead; hence, we have

$$\min_{\psi_{ik} \in [0,1]} (1 - \tau) \sum_{k=1}^{K} \| \nabla \Psi_k \|_1 + \tau \sum_{k=1}^{K} \sum_{i=1}^{n} \left( -\log(p_{ik})(1 - \psi_{ik}) - \log(1 - p_{ik})\psi_{ik} \right), \quad \text{s.t. (5)}. \quad (10)$$

On the other hand, combine the two constraints $\psi_{ik} \in [0,1]$ and (5), i.e.

$$\psi_{ik} \geq 0, \quad \sum_{k=1}^{K} \psi_{ik} = 1, \quad i = 1 \ldots n, \quad (11)$$

which denotes that, for each node $v_i$, the $i$-th row $\Psi^i = (\psi_{i1}, \ldots, \psi_{iK})$ of the matrix $\Psi$ belongs to the $K$-dim simplex set $T_K$.

In this sense, we can rewrite the convex optimization problem (10), also in view of (4), as

$$\min_{\psi} (1 - \tau) \sum_{k=1}^{K} \sum_{i,j \in E} w_{ij} |\psi_{ik} - \psi_{jk}| + \tau \sum_{k=1}^{K} \sum_{i=1}^{n} M_{ik} \psi_{ik}, \quad (12)$$

where $M_{ik} = \log(p_{ik}/(1 - p_{ik}))$, subject to

$$\Psi^i \in T_K, \quad i = 1 \ldots n.$$

Through variational analysis, see appendix -A for details, we can prove the equivalence between the convex optimization problem (12) and its associate dual model (24) such that

**Proposition 1:** The convex optimization problem (10) is mathematically equal to the following maximization problem

$$\max_{q,r} \sum_{i=1}^{n} r_i^s, \quad (13)$$
subject to
\[ \text{div}(q^k) - r^s_i + r^k_i = 0, \quad \left| q^k(e_{ij}) \right| \leq w_{ij}, \quad r^k_i \leq M_{ik}, \quad i = 1\ldots n, \quad k = 1\ldots K. \] (14)

In addition, the optimum \( \psi_{ik}, i = 1\ldots n \) and \( k = 1\ldots K \), to the original convex optimization problem (12) are just the optimal multipliers to the above linear equality constraints.

Proof 1: The proof can be found in the appendix -A.

Given the fact that the dual optimization model (13) is equivalent to the studied convex optimization problem (12), where the optimum \( \Psi \) to (12) works as the optimal multipliers to the linear equality of the dual problem (13), the energy function of the respective primal-dual model (23) is just the conventional Lagrangian function of (13):

\[ L(\psi, q, r) = \sum_{i=1}^{n} r^s_i + \sum_{k=1}^{K} \sum_{i=1}^{n} \psi_{ik} \left( \text{div}(q^k)_i - r^s_i + r^k_i \right). \]

In this paper, we employ the classical augmented Lagrangian method (ALM) [37] to construct a novel efficient ALM-based algorithm to tackle the linear equality constrained dual optimization problem (13), which can resolve both \( \psi \) and the additional dual variables \((q, r)\) simultaneously. Upon the above classical Lagrangian function, we define its augmented Lagrangian function

\[ L_c(\psi, q, r) = L(\psi, q, r) - \frac{c}{2} \sum_{k=1}^{K} \sum_{i=1}^{n} \left( \text{div}(q^k)_i - r^s_i + r^k_i \right)^2. \]

Therefore, the proposed ALM-based algorithm to the dual optimization problem (13) explores two major steps at each iteration till convergence (see Alg. 2 in the appendix -B for details):

1) fix \( \psi^{t-1} \), compute \((q, r)^t\) by maximizing \( L_c(\psi, q, r) \):
\[ (q, r)^t = \text{arg max}_{q, r} L_c(\psi^{t-1}, q, r); \]

2) update \( \psi^t \) by the computed \((q, r)^t\):
\[ \psi^t = \psi^{t-1} - c \left( \text{div}(q^k) - r^s + r^k \right)^t. \]

Once the proposed ALM-based (Alg. 2) converges to some optimum \((\psi^*_{ik}), i = 1\ldots n \) and \( k = 1\ldots K \), we can simply round \((\psi^*_{ik})\) into its binary version, such that for each node \( v_i \), \( \psi^*_{ik} = 1 \) when \( k = \text{arg max}(\psi^*_{i1}, \ldots, \psi^*_{iK}) \) and \( \psi^*_{ij \neq k} = 0 \).

III. NETWORK STRUCTURE CENTRALITIES AND TWO-STAGE COMMUNITY PARTITION

Clearly, it is the key factor for partitioning a graph or network accurately that the right affinity description \((w_{ij})\) is provided for [??] and [8]. The classical way for most state-of-art clustering methods is to employ similarities between nodes or specified nodal features for constructing the associate affinity matrix, which is, however, unavailable in many cases of network clustering. In this work, we propose a novel method to calculate such network affinity matrix \((w_{ij})\) based upon inherent structure centrality of the network links and vertices, and introduce a new two-stage optimization strategy (TSOS) to cluster the communities with both efficiency and accuracy.

A. Network Structure and Betweenness of Links

In this section, we define the affinity/adjacency matrix \((w_{ij})\) directly from the network structure information of link centrality, i.e. betweenness of network links.

In fact, betweenness of the network link \( e_{ij} \) is defined as the total number of shortest paths that pass through \( e_{ij} \) [38], [39] from all vertices to all the other vertices, such that

\[ \text{BCL}(e_{ij}) = \sum_{l \neq k} \frac{g_{lk}(e_{ij})}{g_{lk}}, \] (15)

where \( g_{lk} \) is the total number of all shortest paths from any node \( v_l \) to a different node \( v_k \), and \( g_{lk}(e_{ij}) \) is the number of such paths through the link \( e_{ij} \).
Betweenness of the link is actually one of the most important factors for network partition: high betweenness of a link can be taken as the bridge to connect two communities, which means that once removed, the number of isolated network blocks would increase\[40\]. Indeed, this is exactly the expected edge to separate the network. To this end, for an edge $e_{ij}$, we can define the corresponding weight $w_{ij} = f(BCL(e_{ij}))$ where $f(\cdot)$ is a positive strictly decrease function, i.e. the cost of cutting the edge $e_{ij}$ with high betweenness value is low, hence partitioning would likely happen on this edge. In this paper, we consider the inverse of betweenness $BCL$ as the definition of the affinity matrix $(w_{ij})$: \[
    w_{ij} = \begin{cases} 
    1/BCL(e_{ij}) & \text{if } e_{ij} \in E \\
    0 & \text{otherwise} 
    \end{cases}.
\]
Hence, the parameter values $p_{ik}$ of the optimization problem (10) can be computed through (8).

### B. Nodal Centrality, Benchmark Confidence and Two-Stage Optimization Strategy (TSOS)

Actually, the ‘core members’ or ‘core nodes’ of each network community are closely connected with each other and dominate more nodes than the other ones within one hop range, which defines the centrality of network nodes. Clearly, such core nodes with the correct label will directly find the other core nodes with the same label, i.e. the core members of the respective community, once the core nodes are discovered beforehand (see the following section for details).

The topological centrality of each node can be quantified through the concept of $k$-core, which is defined as the largest subnetwork in which every node has at least $k$ links, i.e. with the degree $k$. As shown in Fig. 2, the $k$-core of a given network can be obtained by recursively removing all nodes with the degree less than $k$, until all the nodes in the remaining network have the degree not less than $k$. Repeating this for $k = 1, 2, \ldots$, finally determines the $k$-shell decomposition of a network. Hence, the coreness of each node $v_i$, $i = 1 \ldots n$, is then defined as the integer $\gamma_i$ for which this node belongs to the $\gamma_i$-core but not to the $(\gamma_i + 1)$-core \[41\], \[42\]. In general, the node with a bigger coreness value must have a higher centrality. In this paper, we therefore adopt such coreness to characterize the nodal centrality and the ‘core nodes’, or ‘core members’, are the ones with the highest coreness number.
On the other hand, the coreness of any node defines the closeness of such node to the ‘core nodes’ of the associate community; hence, we define the related ‘confidence’ measure that evaluates the possibility of any node $v_i$ belonging to the corresponding community $k$:

$$\pi_{ik} = \gamma_i \cdot \max_{j \in S_k} w_{ij}, \quad i = 1 \cdots n$$ (17)

where bigger $w_{ij}$, $j \in S_k$, means lower betweenness in terms of (16) and lower likelihood for cutting the associate link $e_{ij}$, so higher ‘confidence’ to associate two nodes $v_i$ and $v_j$. In this sense, $\pi_{ik}$ actually evaluates the ‘confidence’ to combine the node $v_i$ into the benchmark set of the community $k$.

With such ‘confidence’ measure, we introduce a two-stage optimization framework: it first computes an initial network partition through the proposed ALM-based dual optimization algorithm; once the initial partitioned communities are obtained, the ‘confidence’ measure $\pi_{ik}$ for each node $v_i$ within its initial partition $k$ is calculated by (17), so as to choose the new nodes with high ‘confidence’ as (18) into the related benchmark set $k$; using the expanded benchmark sets, the proposed ALM-based dual optimization is explored to recompute the network partition. More details of the two-stage optimization strategy can be found in Alg. 1.

In fact, the proposed two-stage optimization strategy does not require many initial benchmark nodes to ensure the accuracy of network partition, since the benchmark sets can be expanded with more dominate nodes of high confidence. Meanwhile, the two-stage optimization method, along with increasing benchmark nodes, essentially reduces the total number of undetermined graph nodes, this improves efficiency of the following partition procedure. On the other hand, the alternating steps of optimization and benchmark expansion can be performed not only two but also more than two times, hence a multi-stage optimization method. In practice, we found the two-stage-optimization can reach the result good enough, using more than two optimization stages does not improve the results significantly (see the experiment results of Fig. 4 for details).

In this work, we often pick nodes with high ‘confidence’ into the benchmark set, whose related $\pi_{ik}$ suffice the following condition:

$$\pi_{ik} \geq \bar{\pi}_k + \delta \sigma_k$$ (18)

where $\bar{\pi}_k$ and $\sigma_k$ are the average and standard deviation of all the values $\pi_{ik}$, and $\delta > 0$, see Sec. IV-A for choosing the proper parameter $\delta$ for experiments in this work.

**Algorithm 1** Two-Stage Optimization Strategy

1: **Setup up:** choose benchmark nodes $S_k$ ($k = 1, 2, \cdots, K$), calculate the affinity matrix $(w_{ij})$ and the costs $M_{ik}$, $i = 1 \cdots n$ and $k = 1 \cdots K$, by (8) and (16);

2: **Compute initial partitions:** utilize the proposed ALM-based dual optimization algorithm (Alg. 2) to compute the initial partition results $\psi^*_{ik}$, $i = 1 \cdots n$ and $k = 1 \cdots K$;

3: **Expansion of benchmark sets:** with the initial partition results, the ‘confidence’ measure $\pi_{ik}$ for each node $v_i$ within its initial partition $k$ is calculated by (17), choose the new nodes with high ‘confidence’, e.g. (18), into the related benchmark set $k$;

4: **Refine partitions:** use the expanded benchmark sets, the proposed ALM-based dual optimization algorithm (Alg. 2) is employed to recompute the network partition.

**IV. Experiments**

We, in this work, explore two artificial networks of GN and LFR and 5 real-world networks to validate the effectiveness and efficiency of the proposed two-stage optimization strategy (TSOS), see Alg. 1 for partitioning the given network into multiple communities with inherent network structure information. Experiment results are recorded from the average performance of 20 independent trials, and compared with ground-truth.

For the unweighted networks of GN, LFR, Dophin, Football, and Polbooks, their affinity matrices $(w_{ij})$ are calculated by (16). For the data clustering networks of COIL and MINST, we adopt their given similarity weights to construct their affinity matrices $(w_{ij})$ directly by equation (8). In addition, we compare our proposed method with one of state-of-the-art data clustering approach proposed by Yin et al [34], namely the total-variation-based data clustering algorithm with region force (TVRF).
A. Experiments of Benchmark Expansion, Optimization Stages and Parameter $\delta$

1) Benchmark Expansion: In this section, we show the proposed two-stage optimization strategy (TSOS) significantly improve the community partition results of networks, especially the sparsely connected networks. For the given sparse network of Zachary karate clubs consisting 34 vertices and 2 communities, as illustrated in Fig. 3, the labeled benchmark nodes dominate very few nodes (see Fig. 3(a)), thus provides not much network structure information and results in inaccurate partition result initially (see Fig. 3(b)). Actually, shortage of pre-labeled nodes, or benchmark nodes with sufficient dominates, is often the big challenge for the state-of-the-art semi-supervised partition methods, which are suffering from less network structure information. Expansion of benchmark nodes are performed by (18) with the benchmark confidence measure (17). New benchmark nodes are selected as shown in Fig. 3(c), where four nodes $v_{6,7,30,34}$ are inserted into two respective benchmark sets. The followed partition procedure through ALM-based algorithm largely improves the accuracy to 97.06%.

2) Optimization Stages: The procedures of optimization and benchmark expansion, as Alg. 2 can be performed not only two but also more than two times, i.e. with multiple optimization stages. Experiment results shown in Fig. 4 indicate that the proposed two-stage-optimization strategy can reach the result with enough accuracy, performing more than two optimization stages does not improve the results significantly.

3) Selection of Parameter $\delta$ in (18): Nodes with high 'confidence' values are the good options for benchmarks. In order to ensure each new benchmark node chosen correctly, the value of $\delta$ should be selected high enough. By Chebyshev’s inequality (43), it confirmed that, for any distribution, the amount of data within $\delta$ times of standard deviations is at least ratio $1 - \frac{1}{\delta^2}$, which means

\[ Pr(|\pi - \bar{\pi}| \geq \delta \sigma) \leq \frac{1}{\delta^2} \]  

Thus, the high value of $\delta$ with small appearing probability stands out for a 'trustable' selection. Experiment results over five different networks, see Fig. 5, show that most experiments do not get noticeable improvements when $\delta \geq 3$. In this work, we choose $\delta = 3$ for networks of average degree $\bar{d} \geq 5$; $\delta = 2$ for networks with average degree $3 \leq \bar{d} < 5$; $\delta = 1$ for networks with average degree $\bar{d} < 3$, for example the graphs of MINST and COIL.
Fig. 4. Experiments over four networks of Dolphin network, Polbooks network, Football network and COIL, using more than two optimization stages: the experiment results, with different numbers of benchmark nodes (yellow and blue), show that taking more than two optimization stages does not essentially improve the final accuracy of network partition.

Fig. 5. Experiment results with different $\delta$ for choosing new benchmark nodes, over the five networks used in this study, including Dolphin network, Polbooks network, Football network, COIL and MINST; clearly, most experiment results do not get noticeable improvements when $\delta \geq 3$. In this work, $\delta$ for experiments over the datasets of MINST and COIL are set 5, and for the other networks we set $\delta = 3$. 
B. Experiments on Artificial Networks of GN and LFR

| Algorithms | Accuracy (%) Classical | Accuracy (%) $Z_{out} = 3$ | Accuracy (%) $Z_{out} = 6$ |
|------------|------------------------|-----------------------------|-----------------------------|
| TVRF(3%)   | 100(±0)                | 97.67(±1.79)                | 77.66(±5.23)                |
| TSOS(3%)   | 100(±0)                | 100(±0)                     | 87.18(±6.08)                |
| TVRF(6%)   | 100(±0)                | 98.96(±0.96)                | 81.42(±3.93)                |
| TSOS(6%)   | 100(±0)                | 100(±0)                     | 95.5(±2.53)                 |

GN artificial network [44] is proposed by Grivan and Newman, which is still one most popular topics discussed in related literatures. It provides a basic node set [45] with $K = 4$ communities, the average total degree of each node is fixed to 16. At the same time, GN provides a flexible network generation mechanism which is controlled by the number of nodes of each community $n_k$, the number of communities $K$, the number of internal half-edges per node $Z_{in}$, and the number of external half-edges per node $Z_{out}$ etc. Studies [46] show that the parameters $Z_{in}$ and $Z_{out}$ determine the detectable of network communities. Higher value of $Z_{out}$ decreases the detectability of network communities [47]. In this study, we test our proposed TSOS comparing with TVRF, over three different types of GN networks including the classical GN network and its two variants with different $Z_{out}$ ($Z_{out} = 3$ and $Z_{out} = 6$), for which each community has at least one benchmark node and the fraction of benchmark nodes is set as 3% and 6%.

As the results shown in Table I picking more benchmark nodes results in higher partition accuracy while the same algorithm configuration is set up. For the classical GN network, both algorithms can reach 100% accuracy when only 3% nodes are used as benchmark. The proposed TSOS can still obtain a completely correct result for the GN network with $Z_{out} = 3$, and a much higher partition accuracy than TVRF for the difficult case with $Z_{out} = 6$. This shows the effectiveness of the proposed strategy by incorporating new benchmark nodes into an additional step of network partition refinement.

In contrast to the homogeneous GN networks whose nodes have the same degree, which is actually not a good proxy of real networks with community structure, the artificial benchmark LFR network, proposed by Lancichinetti, Fortunato and Radicchi [48], has a power law distribution of degree. LFR benchmark is basically a configuration model with built-in communities [49], which is built by joining stubs at random selection, once one has established which stubs are internal and which ones are external to the stubs [45]. The mixing parameters $\mu_i$ is the ratio between the external degree $ext$ and the degree $d_i$ of each vertex $i$ i.e. $\mu_i = d_{ext}^i/d_i$. Obviously, when $\mu$ is low, each community can be better separated from the others. Here, we generate 5 networks including $n = 1000$ nodes, with the value of $\mu$ ranging from [0.1 0.5], the distributions of degree $d$ and community size $|C|$ follow respective power laws of $d^{-2}$ and $|C|^{-1}$, the average degree is set to 15 and the community sizes $|C_k|$, $k = 1...K$, are set from 20 to 50.

In the experiments, each community has at least one benchmark node; 4% and 8% nodes are selected as benchmarks for each experiment, so about 40 and 80 benchmark nodes are picked, which are slightly bigger than the total number of communities, i.e. rather small samples. As shown in Table I, when $\mu$ increases, our proposed TSOS method can still keep the results with high accuracy and perform much better than the TVRF algorithm, hence more robust to increasing external degree, i.e. high mixing parameter $\mu$ does not affect the performance of TSOS more than TVRF. On the other hand, choosing more benchmark nodes promotes both algorithms’ performance; however, the proposed TSOS gets improved more significantly.

C. Experiments on Real-World Networks

In this work, five real-world networks are used to validate the proposed TSOS method, which includes three classical networks of Dolphin network [50], Football network [13] and Political book network [51], and two data clustering sets of MINST [34] and COIL [52]. The three classical social networks are widely used in many community detection studies; the COIL-100 (Columbia object image library-100) data set [53] contains many color images of 100 different objects, its related graph network used in this paper includes 24 randomly selected
objects (1500 images) from the dataset and the edge weights of the built-up 5-NN graph are calculated through the Euclidean distance between two images; the MINST data \[54\] totally consists of 70000 size-normalized and centered images of handwritten digits 0 – 9, the images are naturally partitioned to 10 roughly balanced clusters, a 10-NN graph is constructed from the original MINST data set and its edge weights are computed from the Euclidean distance between two images as 784-dim vectors \[34\]. These networks are considered as undirected and their network parameters are shown in Tab. [III].

### TABLE III

**Five real-world networks are used for experiments with \( \bar{d} \) as the average network degree.**

| P | Network | Nodes | Edges | Clusters | \( \bar{d} \) | Clustering coefficient |
|---|---------|-------|-------|----------|----------|------------------------|
| 1 | Dolphin | 62    | 159   | 2        | 5.129    | 0.503                  |
| 2 | Polbooks | 105   | 441   | 3        | 8.400    | 0.488                  |
| 3 | Football | 115   | 613   | 12       | 10.66    | 0.403                  |
| 4 | COIL    | 1500  | 3750  | 6        | 5        | -                      |
| 5 | MNIST   | 70000 | 35000 | 10       | 10       | -                      |

### TABLE IV

**Experiments over 5 real-world networks with various benchmark sizes. Results are averaged under 20 independent trials.**

| P | Network | Benchmark nodes | TVRF (%) | TSOS (%) |
|---|---------|-----------------|----------|----------|
| 1 | Dolphin | 2 (3.2%)        | 95.43(±4.44) | **96.29**(±3.06) |
| 2 | Dolphin | 6 (9.7%)        | 98.38(±0.88) | 98.38(±0.88) |
| 3 | Polbooks| 4 (3.8%)        | 81.33(±0.41) | **82.86**(±0.41) |
| 4 | Polbooks| 15 (14.3%)      | 88.57(±0.32) | 88.57(±0.32) |
| 5 | Football| 12 (10.7%)      | 91.17(±0.21) | **92.14**(±0.62) |
| 6 | COIL    | 45 (3%)         | 80.3(±5.70)  | **81.38**(±6.76) |
| 7 | COIL    | 150 (10%)       | 91.7(±2.70)  | **92.6**(±1.93) |
| 8 | MNIST   | 70 (0.1%)       | 32.16(±7.82) | **93.69**(±3.39) |
| 9 | MNIST   | 140 (0.2%)      | 89.76(±3.67) | **97.29**(±0.13) |

Experiment results of 5 real-world networks are illustrated in Tab. [IV]. Similar as the other experiments, picking more benchmark nodes clearly improves network partition accuracy. In addition, the proposed TSOS method performs better for the cases with less initial benchmark nodes, while it can still obtain similar partition accuracy as TVRF for the cases with more initial benchmark nodes. Clearly, for a really small ratio of selected benchmark nodes to the total number of network nodes, e.g. MNIST, TSOS achieves much better partition accuracy than TVRF: 93.69% by TSOS versus 32.16% by TVRF (with 0.1% nodes as benchmark), 97.29% by TSOS versus 89.76% by TVRF (with 0.2% nodes as benchmark). This should thank to the introduced intermediate step of benchmark expansion with a proper confidence criterion.

Particularly, for each network partition, we repeat experiments 20 times with different initial conditions. In view of Tab. [IV] an d Fig. [6] the computed results through the proposed TSOS often have less variance while keeping higher accuracy, hence better robustness in numerics. For example, clustering MINST data graph with only 0.2% nodes as benchmark, the variance of 20 experiment results by TSOS is only 0.13%, which is much less than
Fig. 6. Experiment results on the MNIST dataset: (a), experiments repeat 10 times, when 0.1% nodes are chosen into benchmark set, TSOS (blue curve) performs more reliable comparing with TVRF (yellow curve), meanwhile, blue bars show the total numbers of benchmark nodes after expansion, which are much more the initial benchmark nodes (yellow bars), (b), also, experiments repeat 10 times when 0.2% nodes are chosen into benchmark set, TSOS (blue curve) still performs more reliable comparing with TVRF (yellow curve), meanwhile, blue bars show the total numbers of expanded benchmark nodes, which are much more the initial benchmark nodes (yellow bars).

Moreover, the total numbers of benchmark nodes after expansion are much more the initial benchmark nodes, as blue bars vs. yellow bars shown in Fig. 6. Such computational robustness is often the seminal factor of partitioning large-scale networks, especially when only a small portion of nodes are available as benchmark.

V. CONCLUSIONS AND FUTURE STUDIES

We introduce a novel two-stage optimization strategy for partitioning network communities, which makes use of inherent network structure information, i.e. the new network centrality measure of both links and vertices, so as to construct the key affinity description of the given network for which the direct similarities between graph nodes or nodal features are not available to obtain the classical affinity matrix. Such calculated network centrality information presents an essential measure for detecting network communities, and also a ‘confidence’ criterion for developing new benchmark nodes. We also develop an efficient convex optimization algorithm under the new variational perspective of primal and dual to tackle the challenging combinatorial optimization problem of network partitioning. Experiment results demonstrate that the proposed optimization approach largely improves the accuracy of clustering communities from various networks.

It is obvious that obtaining a reasonable affinity matrix \((w_{ij})\) is the key factor for most graph or network partition algorithms. One way to improve the effectiveness of the affinity matrix is to take into account the pairs of nodes that are not directly connected, for example, the affinity matrix \(\tilde{W}\) through the principle of three degree influence [55]:

\[
\tilde{W} = W + W^2 + \beta W^3
\]

where \(\beta > 0\), or the more generalized affinity matrix \(W^*\) given as:

\[
W^* = \alpha W + \alpha W^2 + \alpha W^3 + \cdots = (I - \alpha W)^{-1} - I
\]

where \(\alpha\) is the attenuation constant which should be less than \(\lambda_{\text{max}}^{-1}(W)\) for convergence.

The computation of each \(q_k(e_{ij}), r_k^l\) and \(r_k^s\), for any \(e_{ij} \in E, k = 1...K\) and \(i = 1...n\), in the introduced ALM-based dual optimization algorithm (Alg. 1) can be implemented edgewise and nodewise at the same time, which forms the basis to reimplement the algorithmic steps on modern parallel computing platforms like GPUs or HPCs, so as to significantly improve numerical efficiency and handle super large-scale network partition problems.
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APPENDIX

A. Equivalent Convex Optimization Models

By simple convex analysis, we can equally express the absolute function \( w |u| \) as \( \max_q q \cdot u \), subject to \( |q| \leq w \).

In this sense, we have the following equivalent expression for each absolute function term of (12):

\[
 w_{ij} |\psi_{ik} - \psi_{jk}| \iff \max_{q^k(e_{ij})} q^k(e_{ij})(\psi_{ik} - \psi_{jk}) , \text{ s.t. } \left| q^k(e_{ij}) \right| \leq w_{ij} .
\]  

(20)

We can also reformulate the energy term \( M_{ik} \psi_{ik} \) of (12) along with the constraint \( \psi_{ik} \geq 0 \) such that

\[
 M_{ik} \psi_{ik} , \psi_{ik} \geq 0 \iff \max_{r_i^k} r_i^k \psi_{ik} , \text{ s.t. } r_i^k \leq M_{ik}.
\]  

(21)

This is clear that for any \( \psi_{ik} < 0 \), the maximum of \( r_i^k \psi_{ik} \) reaches infinity when \( r_i^k \) tends to \(-\infty\); for any \( \psi_{ik} \geq 0 \), its maximum reaches \( M_{ik} \psi_{ik} \) when \( r_i^k = M_{ik} \).

In addition, the linear equality constraint of (11) can be identically rewritten as

\[
 \max_{r_i^s} r_i^s \left( 1 - \sum_{k=1}^{K} \psi_{ik} \right) ,
\]  

(22)

and each variable \( r_i^s \) is free.

Observe the facts (20), (21) and (22), it is easy to prove that the node-wise simplex constrained convex optimization problem (12) is mathematically equivalent to the following minimax formulation

\[
 \min_{\psi} \max_{q,r} \sum_{i=1}^{n} r_i^s + \sum_{k=1}^{K} \sum_{i=1}^{n} \psi_{ik} \left( \text{div}(q^k)^i - r_i^s + r_i^k \right) , \text{ s.t. } \left| q^k(e_{ij}) \right| \leq w_{ij} , r_i^k \leq M_{ik} .
\]  

(23)

where the divergence operator \( \text{div}(q^k) \) is given in (3). In this work, we call the above optimization problem as the equivalent primal-dual model.

While minimizing the primal-dual formulation (23) over all \( \psi_{ik} \), we can easily obtain the following maximization problem

\[
 \max_{q,r} \sum_{i=1}^{n} r_i^s , \text{ s.t. } \text{div}(q^k)^i - r_i^s + r_i^k = 0 , \left| q^k(e_{ij}) \right| \leq w_{ij} , r_i^k \leq M_{ik} .
\]  

(24)

Clearly, the optimization formulation (24) is also equivalent to the convex optimization problem (12), which is named as the equivalent dual model in this paper. We actually focus on the optimum \( \psi_{ik}, i = 1...n \) and \( k = 1...K \), to the optimization problem (12), which are the optimal multipliers to the linear equality constraints

\[
 \text{div}(q^k)^i - r_i^s + r_i^k = 0, \quad i = 1...n, \quad k = 1...K,
\]  

(25)

in the sense of optimizing its identical dual model (24).

B. Detailed Augmented Lagrangian Method Based Algorithm to (12)

Details of the proposed augmented Lagrangian method-based algorithm to the linear equality constrained convex optimization problem (12) is listed in Alg. 2.
Algorithm 2 Augmented Lagrangian Method Based Algorithm

1: Choose the proper initial values \((\psi_{ik})^0, (q_k^i(e_{ij}))^0, (r_i^s)^0\) and \((r_i^t)^0\) and let \(t = 1\), start iterations till converged:
2: \textbf{while} “not converged” \textbf{do}
3: \hspace{1em} We first compute the residue \((R_k^i)^{t-1}\) at each node \(v_i\) and \(k\), where \(i = 1...n\) and \(k = 1...K\):
4: \hspace{2em} \((R_k^i)^{t-1} = (\text{div}(q_k^i))_i - r_i^t + r_i^s)^{t-1} - (\psi_{ik})^{t-1}/c.\)
5: \hspace{1em} Fix the values of \((\psi_{ik})^{t-1}, (r_i^s)^{t-1}\) and \((r_i^t)^{t-1}\), compute \((q_k^i(e_{ij}))^t\) for each edge \(e_{ij} \in E\) and \(k = 1...K\):
6: \hspace{2em} \((q_k^i(e_{ij}))^t = \text{Projection}_{i[q_k^i(e_{ij})] \leq w_{ij}} ((q_k^i(e_{ij}))^{t-1} - s\nabla_{e_{ij}} (R_k^i)^{t-1})\)
7: \hspace{1em} where the projection operator is to threshold the value within the bound \([-w_{ij}, w_{ij}]\), and \(s > 0\) is the chosen step-size for gradient descent.
8: \hspace{1em} Fix the values of \((\psi_{ik})^{t-1}, (r_i^s)^t\) and \((q_k^i(e_{ij}))^t\), compute \((r_i^t)^t\), \(i = 1...n\) and \(k = 1...K\):
9: \hspace{2em} \((r_i^t)^t = \text{Projection}_{i \leq M_{ik}} ((\psi_{ik})^{t-1}/c + (r_i^s)^{t-1} - \text{div}((q_k^i)^t))\)
10: \hspace{1em} where the projection operator is to threshold the computation result below the given upper bound.
11: \hspace{1em} Fix the values of \((\psi_{ik})^{t-1}, (r_i^s)^t\) and \((q_k^i(e_{ij}))^t\), compute \((r_i^t)^t\), \(i = 1...n\), by maximizing \(L_c(\psi, q, r)\) over each \(r_i^s\), which results in
12: \hspace{2em} \((r_i^s)^t = \left(1 + c \sum_{k=1}^{K} Q_k^i \right) / (cK), \quad Q_i^k = (\text{div}(q_k^i))_i + r_i^s - (\psi_{ik})^{t-1}/c.\)
13: \hspace{1em} \textbf{update} \((\psi_{ik})_i^t\) as follows:
14: \hspace{2em} \((\psi_{ik})_i^t = (\psi_{ik})^{t-1} - c(\text{div}(q_k^i)_i - r_i^s + r_i^t)^t, \quad i = 1...n, \quad k = 1...K.\)
15: \hspace{1em} \textbf{update} \(t = t + 1\)
16: \textbf{endwhile}
17: \textbf{return}.
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