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Abstract. Our goal in this paper is the adaptation of image-text models for long video retrieval. Recent works have demonstrated state-of-the-art performance in video retrieval by adopting CLIP, effectively hitchhiking on the image-text representation for video tasks. However, there has been limited success in learning temporal aggregation that outperform mean-pooling the image-level representations extracted per frame by CLIP. We find that the simple yet effective baseline of weighted-mean of frame embeddings via query-scoring is a significant improvement above all prior temporal modelling attempts and mean-pooling. In doing so, we provide an improved baseline for others to compare to and demonstrate state-of-the-art performance of this simple baseline on a suite of long video retrieval benchmarks.

1 Introduction

Pretrained vision-language models are becoming increasingly ubiquitous due to their impressive performance on a range of downstream tasks with minimal to no additional training data. These models have demonstrated near human-level performance on perception tasks including image classification [46], image retrieval [27], and even object detection [17, 25]. A major remaining research question is the successful training and application of vision-language models to tasks requiring higher level cognitive reasoning. One such area, and the focus of this work, is long-form video understanding and its growing body of research [26, 56–58, 66].

Machines that can parse long-form videos, understand narrative and abstract concepts, e.g. a movie depicting two friends falling out and then years later making amends, is a step towards higher level cognitive reasoning. However, progress in this area has been less fruitful when compared to large-scale language models and tasks [9, 13]. Thus far, vision-language models proven to be effective at analysing short video clips, achieving state of the art when finetuned on tasks such as video classification [11, 54, 67], text to video retrieval [15, 37, 61] and video question answering [19, 62].

Whilst recent works have employed pretrained video-text encoders for downstream video tasks [6, 23, 59, 61], the current state-of-the-art in text-to-video retrieval employs purely image-text representations, specifically OpenAI’s CLIP [46].
Fig. 1: A comparison of performance on text-to-video retrieval between state-of-the-art work initialising with CLIP. Recall@1 performance on MSR-VTT [60] (left) and ActivityNet & Condensed Movies [5] (right). Clip2Video [18], CAMoE [15] and Clip4clip [37] use involved temporal aggregation methods with many learned parameters. We show that our simple query-scoring baseline (with no learned parameters) outperforms all these works by a large margin. We note the number of parameters for CAMoE is an estimation since there was no public implementation at the time of writing.

– we aptly call this CLIP-hitchhiking. This can largely be attributed to the greater scale of image-text datasets [27, 46] compared to video-text, by several orders of magnitude. Adapting these models – originally trained for image data – to video tasks is still an open question and a growing area of research. Of particular note are tasks involving long-form videos, typically with much smaller amounts of training data, higher degrees of temporal structure and variation between frames. Recent work has proposed learning temporal aggregation layers on top of CLIP representations [15, 37, 54]; however, the performance is comparable or even worse than simply taking the mean of the image representation across all the frames in the video. For the case of long-form videos, with duration of several minutes or more, interesting events might only last a few seconds. Mean-pooling in this case is clearly sub-optimal.

We address this limitation in this paper. Motivated by the fact that long videos can contain many redundant frames, such as a long video of a student studying a math problem, as well as occasionally highly-informative frames, such as a few seconds of footage where said student solves the problem and raises their fist in excitement: we show that predicting the relevance of each frame and using these scores to perform a simple weighted mean of the frame embeddings outperforms all the more complex temporal modelling attempts and achieves state-of-the-art text-to-video retrieval on ActivityNet Captions [30], MSR-VTT [60], and Condensed Movies [5]. We investigate three methods for computing the frame relevance scores: (1) Query-scoring, the simplest with no learned parameters, using the frame-level similarity to the text query; (2) Self-attention scoring, a sequence transformer taking frame embeddings as input
and outputting scores per frame, conditioned only on video information; and (3) Joint-attention scoring, with the same setup as (2) but additionally with the text query embedding appended to the end of the sequence and thereby conditioning on the query. We demonstrate the improvement of our simple baseline method on using CLIP for long-video classification on the Charades dataset [49]. Our proposed method acts as an improved baseline of mean-pooling for other methods to compare to, especially those which propose aggregation methods on top of CLIP. We further provide insight into the reasons behind the effectiveness of this simple baseline, namely (i) the mean of frame embeddings are mapped to entirely new locations in the embeddings space and (ii) the effect of performance on datasets with differing amounts of data.

2 Related Work

We provide a brief overview of the relevant literature on visual-text representation learning, video-text retrieval, and long video representation learning.

Visual-text representation learning. Learning joint visual-text representation learning is a widely studied and growing area of research [4, 14, 27, 31–34, 46, 53]. Such representations have widespread applications in the real world ranging from semantic video search, zero-shot image classification, and human-robot interaction [24]. Large-scale models trained contrastively on paired visual-text web data has demonstrably shown to learn state-of-the-art image representations capable of impressive zero-shot performance [46], although these representations are not without their biases [3, 7]. Works have learned how to leverage noisy speech supervision to learn a better video encoder [41], as well as incorporating self-supervised learning to improve the visual-text representation [43]. We investigate adopting the large-scale pretrained model CLIP [46] to the domain of videos, particularly those of long-form.

Video-text retrieval. The text-to-video retrieval area has seen rapid progress over the past few years. First attempts utilised pre-extracted features [40], from classification networks trained for example on ImageNet [47] and Kinetics [10]. A large portion of these works investigate how best to aggregate features from these different networks [36], exploring vector quantization [55], incorporating additional modalities such as audio [20, 35, 48], as well as how to aggregate them over the full video duration (since these features typically have a temporal resolution of a single frame or a couple of seconds).

Most recently, state-of-the-art works have employed CLIP as an image-text backbone and have adapted it to the video setting. Whilst joint text-video pretrained models would be a seemingly better fit, no such models have been made available – in large part due to the lack of available large scale text-video data. Whilst today’s publicly available video-text datasets (Howto100M [41], Youtube8M [2], and WebVid10M [6]) make some headway, this is a far cry from the 400M [46] or 3BN [65] diverse image-text pairs today’s models are trained
on, which far outperform the video-text models trained on less pretraining data. Current state of the art in video tasks do not utilise video-text pretraining effectively whether this is due the infeasible compute required, the marginal gains over image-text pretraining, or even the scale and quality of the visual-text pairs. [15, 18, 37] all propose methods using CLIP with additional temporal modelling on top – however the temporal modelling performs comparably or worse than taking the mean embedding across the frames [12]. A temporal transformer on top of image-level embeddings, has shown demonstrable improvements in other tasks, but typically require vast amounts of training data and cannot be extensively pretrained due to prohibitive cost and lack of large-scale long video-text data. However, some temporal modelling must be done since the mean representation can not intelligently aggregate multiple events over a long video.

To overcome this limitation, we focus on the most restricted form of temporal aggregation of frame embeddings: the weighted-mean. In our experimental study, we explore different ways to obtain these weights.

**Long video representation learning.** Aggregating temporal information from long videos has been investigated by many works, primarily for video classification [22, 39, 45, 50–52, 64]. Closest to our work is SCSampler [29] which samples the top-k most salient clips from a long video to use for video classification. SCSampler tackles the sampling with a separate, cheaper model, which is learned separately from model training. The clips selected by the sampling model are then fed to the actual classification network to average scores over the top-k frames. This differs from our work in that it focuses on efficient sampling for video classification by using a cheaper model, learned separately. Our investigation involves weighting frame samples online during training to improve performance and learning.

The joint image-text representation offers a unique advantage to these works where the text-query representation can be used to guide the temporal aggregation. Although more costly, this approach can use the query to guide the temporal aggregation. Works have used query scoring in this way to perform weakly-supervised action and moment localisation, by thresholding frames past a certain similarity with the text query. In a similar vein to these works, we show that using the query to guide the linear weighting of the frame embeddings can achieve state-of-the-art performance without any additional learning.

### 3 Temporal Aggregation of Image-Text Representations

We consider the problem of learning joint text-video representations from a set of video-text pairs \((V, T)\) where \(V\) is a video of \(K\) frames and \(T\) is the corresponding text describing the video. Specifically, we consider the case where representations are extracted for the text, \(T \in \mathbb{R}^d\) and every frame of the video, 
\[
V = [I^{(1)}, I^{(2)}, ..., I^{(K)}] \in \mathbb{R}^{K \times d},
\]
via a pretrained image-text model, such as CLIP [46]. Our goal is to find an aggregation method \(\Phi\) that combines the frame
representations into a single video-level representation, \( \mathbf{\bar{V}} = \Phi(\mathbf{V}) \in \mathbb{R}^d \), such that semantically similar instances of \( \mathbf{V}, T \in \mathbb{R}^d \) are close to each other.

Prior works have instantiated \( \Phi \) with self-attention networks [18], squeeze-and-excitation networks [15], and even cross-transformer layers with the query [37]. However, it has been shown that simply taking the mean of every frame embedding achieves comparable or even superior performance to these temporal aggregation attempts on many benchmarks.

This failure of temporal modelling for videos, especially those of long-form is sub-optimal. Video frames have varying degrees of relevance. Motivated by this, as well as the effectiveness of mean-pooling, we propose a straightforward but effective improvement to the uniform mean, inspired by weakly-supervised moment localisation [42], by using query-frame scoring to perform the weighted-mean of frame embeddings. Given a sequence of corresponding per-frame relevance scores, \( S = [s_1, s_2, ..., s_K] \in \mathbb{R}^K \) where \( s_i = I^{(i)} \cdot T \), we can compute a final embedding for the whole video \( \mathbf{\bar{V}} \in \mathbb{R}^d \) via the weighted-mean:

\[
\mathbf{\bar{V}} = \sum_{k \in K} w_k I^{(k)} \quad \text{where} \quad w_k = \frac{e^{s_k/\tau}}{\sum_{j \in K} e^{s_j/\tau}},
\]

where the softmax temperature \( \tau \) can be interpreted as a hyperparameter towards the highest scoring frames. For very small values of \( \tau \), this becomes an argmax operation, where the final video embedding is simply the single most relevant frame. Equally, for very large values of \( \tau \), the weights become uniform, effectively ignoring the scores. Formally:

\[
\lim_{\tau \to 0} \mathbf{\bar{V}} \to I^{(k')} \quad \text{where} \quad k' = \arg\min_k S \quad \text{and} \quad \lim_{\tau \to \infty} \mathbf{\bar{V}} \to \frac{1}{K} \sum_{k \in K} I^{(k)}.
\]

In practice we find the some middle range offers a good balance between weighted relevant frames more as well as capturing the full temporal of content in the video. We explore different values of \( \tau \) in our empirical evaluation.

In the following, we describe alternative scoring methods and their complexity (Sec. 3.1), alternative aggregation methods (Sec. 3.2), as well as the framing of this problem to video classification (Sec. 3.3).

### 3.1 Alternative Scoring Methods

Whilst the above scoring method is parameter-free, except for the choice of \( \tau \), we also investigate more involved methods to predict the scores of each frame. Since the scores can only be used to linearly combine the original frame embeddings, the model is heavily regularised in what it can do and therefore it allows heavy temporal modelling networks to be used but constrains their influence to only linear combinations of the original image-text representation.

**Self-Attention** layers can be used on the frame embeddings to predict the relevance scores, as shown in Figure 2. The output frame embeddings of the self-attention layers are fed through a linear layer \( \mathbb{R}^d \to \mathbb{R} \) to produce scalar relevance
Fig. 2: The different scoring methods used to predict the relevance scores of each frame embedding from a video, these are softmaxed as used to compute the weighted-mean single video representation. **Query-scoring** (a), the simplest scoring method with no learned parameters, scores each frame by the similarity of each frame embedding with the text query. **Self-attention scoring** (b), uses a sequence transformer on the $K \times 512$ frame embeddings, and scores each frame by feed each output frame embedding output sequence through a linear layer $\mathbb{R}^{512} \rightarrow \mathbb{R}^1$. **Joint-attention scoring** (c), uses the same approach as (b) with the addition of the text query embedding appended to the input sequence of the transformer.

scores per frame. This method has the advantage in that the frame scores $S$ are independent from the query, and therefore also the final video representation $\bar{V}$. This keeps the retrieval complexity to constant time $O(1)$ (see Table 1).

**Joint-Attention Scoring** is an extension of the above method, this additionally includes the query as input to the attention layers and performs both cross and self-attention between the query and frame embeddings. Whilst higher in complexity, conditioning the video specific to the query makes sense, as otherwise the definition of frame relevance may be ambiguous.

Neither self-attention layers nor joint-attention layers are new for temporal modelling, however our instantiation differs in that we do not use the final output embeddings of the attention layers as the video representation, but instead map their output $\mathbb{R}^d \rightarrow \mathbb{R}$ to scalars used to weight the frame embedding averaging.

**Complexity.** The space and time complexities of the different scoring methods are shown in Table 1, with increasing complexity down the rows. Since query-scoring needs no learnable parameters (like uniform mean), the method can be applied to zero-shot video tasks using image-text only embeddings. The query-conditioned frame aggregation increases retrieval complexity to $O$, since the weighted-mean is specific to each query – however in practice we find that 64 or 120 frame embeddings is sufficient for a long video of several minutes. Storing such an array per video is a small increase in space and the dot product operation is marginal.
Table 1: \( v \) is the number of videos in the retrieval set, \( k \) is the number of frames per video, \( n \) is the number of layers in the transformer.

| Scoring Method       | Retrieval Complexity | Model Complexity | Video Space Complexity |
|----------------------|----------------------|------------------|------------------------|
| Mean-pooling         | \( \mathcal{O}(1) \) | \( \mathcal{O}(1) \) | \( \mathcal{O}(v) \)  |
| Query               | \( \mathcal{O}(v) \) | \( \mathcal{O}(1) \) | \( \mathcal{O}(v) \)  |
| Temporal Self-Attn. | \( \mathcal{O}(1) \) | \( \mathcal{O}(nk^2) \) | \( \mathcal{O}(v) \)  |
| Joint Attn.         | \( \mathcal{O}(v) \) | \( \mathcal{O}(nk^2) \) | \( \mathcal{O}(v) \)  |

The retrieval complexity of query-dependent aggregation can factored down by only employing it for the top \( K \) ranked results, and using query-independent aggregation for the full ranking [38]. First a rough ranking is performed on mean embeddings, without query-specific aggregation, and then a more costly query scoring method can be used.

Temporal self-attention and joint attention have the same retrieval and model complexity as prior work temporal modelling attempts – only with an additional linear layer to map the embeddings to frame scores.

3.2 Alternative Aggregation Methods

**Hard Top-K.** An alternative to taking the weighted-mean via the softmax scores, can be to take the mean of the hard top-K frames. This is the approach adopted by [29] to select which clips should be aggregated for video classification. Unlike the soft query-scoring which, with the exception of very low values of \( \tau \), still includes some amount of information from every frame (due to the soft operation), top-k entirely removes them from the aggregation and treats all the top \( k \) frames equally.

**Averaging per-frame logits rather than embeddings.** Similarly, rather than taking the weighted-mean of frame-level embeddings for a single video representation, one can average the similarity logits in order to calculate their similarity to the text. We find that although this performs comparably under zero-shot setting, the hard top-k performance worse when finetuning – we show results in Section 4.4.

3.3 Video-to-text retrieval and video classification

Whilst the discussed methods have been described in a video-text retrieval setting, it can be equally applied to video classification by formulating the classification task as video-to-text retrieval. The only differences to note would be the complexity analysis, where the video space complexity is no longer a concern since video embeddings need not be stored for text retrieval. Additionally, query-condition aggregation is less of a concern since the number of text queries is fixed to the number to video action labels, which tends to be small.
4 Experiments

In this section, we start by presenting the downstream datasets (Sec. 4.1) and the experiment protocol (Sec. 4.2). Next, we report state-of-the-art results across the chosen suite of long-form video retrieval benchmarks (Sec. 4.3). Then we perform investigation into the effectiveness of the simple weighted-mean aggregation and compare to alternative methods (Sec.).

4.1 Downstream Datasets

We now describe the downstream text-to-video retrieval datasets our model is evaluated on, focused on those with long durations, as well as additionally a long video classification dataset.

**MSR-VTT** [60] benchmark contains 10K videos from YouTube with 5 captions per video, we trained on 9K videos and report results on the 1K-A [63] test set, this dataset contains the shortest videos of which we evaluate on, averaging 15 seconds.

**Condensed Movies Dataset (CMD)** [5] is a long-form text-video dataset consisting of 34K videos of movie scenes with an average duration of 132 seconds and corresponding high-level semantic textual descriptions. We train, validate and test on the recent challenge split [1] of 32K, 2K, and 1K videos, respectively and compare to the Codalab leaderboard as well as evaluate results on other competing methods. Within a long movie scene there is a large variation among the events that occur and the information between shots, aggregating this over several minutes to match to a high-level semantic description requires a high degree of video understanding.

**ActivityNet Captions** [30] consists of 20K videos from YouTube focused primarily on actions, annotated with 100K sentences. The training set consists of 10K videos, and we use the val1 set of videos to report results. With an average video duration of 180 seconds, these are the longest videos we evaluate on – capturing a diverse range of events and actions within the two minutes. The captions consist of a sequence of descriptions of localised moments within the video. We employ the standard paragraph-to-video retrieval [6] protocol when training and testing by concatenating the text sequences and evaluating on the whole long-form video.

**Charades** [49] is a video classification dataset consisting of daily activities with an average duration of 30 seconds. The classification is multilabel and multiclass in that a video can contain multiple different actions at different times. This is a valuable setting for long-form video understanding since the action classes vary over the duration.

4.2 Experiment Protocol

We use CLIP ViT-B/16 [46] in all experiments and finetune the model end-to-end with the Adam optimizer [28] (learning rate set to 5e-7). Finetuning is done on two GPUs with a batch size of eight per GPU, and sample 16 frames from
Table 2: Comparison to state-of-the-art results on MSR-VTT 1k-A for text-to-video retrieval. The bottom section compares to methods using CLIP as the backbone image-text encoder, their different temporal aggregation methods (agg.), and the number of parameters learned for the aggregation. “-” indicates an unknown value either due to no official public implementation or lack of reporting in the paper. \( R@k \): Recall@K, \( \text{MedR} \): Median Rank, \( \text{MnR} \): Mean Rank.

| Method          | R@1↑ | R@5↑ | R@10↑ | MedR↓ | MnR↓ |
|-----------------|------|------|-------|-------|------|
| JSFusion [63]   | 10.2 | 31.2 | 43.2  | 12    | -    |
| CE [36]         | 20.9 | 48.8 | 62.4  | 6     | -    |
| MMT [21]        | 26.6 | 57.1 | 69.6  | 4     | -    |
| SSB [44]        | 30.1 | 58.5 | 69.3  | 3     | -    |
| TeachText [16]  | 29.6 | 61.6 | 74.2  | 3     | -    |
| Frozen [6]      | 32.5 | 61.5 | 71.2  | 3     | -    |

| Method          | agg. | #agg. params |
|-----------------|------|--------------|
| Clip4clip [37]  | mean | 0            | 43.1  | 70.4  | 80.8 | 2 | 16.2 |
| Clip4clip [37]  | tightTransf | 4M | 40.2  | 71.5  | 70.5 | 2 | 13.4 |
| Clip4clip [37]  | seqTransf | 4M | 44.5  | 71.4  | 81.6 | 2 | 15.3 |
| CAMoE [15]      | S.E attn. | -  | 44.6  | 72.6  | 81.8 | 2 | 13.3 |
| Clip2Video [18] | TDB,TAB | 19M | 45.6  | 72.6  | 81.7 | 2 | 14.6 |
| Ours            | Q-score | 1  | 47.7  | 74.1  | 82.9 | 2 | 11.5 |

Each video during training, randomly sampled within the video clip (we found this superior to the sub-segment sampling in [6]). At test time 120 frames are sampled uniformly from the video, irrespective of their length, unless specified otherwise. For the text, words are dropped randomly during training with a probability of 10%. For query-scoring, we use the \( \tau = 0.1 \) across all datasets to demonstrate the consistent performance (although optimal values might vary slightly between datasets). For the self and joint attention scoring methods, we use single-layer networks as was minimal difference in performance when using additional layers.

4.3 Results

Comparison to the state of the art. We present the text-to-video retrieval results of the query-scoring method on MSR-VTT, ActivityNet and Condensed-Movies in Tables 2 and 3. We achieve state-of-the-art performance on all three datasets, significantly outperforming prior work aggregation methods using a CLIP backbone with millions of learned parameters. In contrast, our query-scoring method has only a single parameter. These results demonstrate the surprising effectiveness of \textit{weighted-mean} embeddings, and the limitations of current, more involved temporal aggregation methods. Query-scoring acts as an improved baseline to proposed temporal aggregation methods.

We also compare to results on the long video classification dataset Charades in Tab. 4. CLIP with query-scoring achieves the same performance as Action-CLIP [54] which uses temporal modelling, averages predictions over 320 total frames, and a set of prompt templates. Query-scoring uses none of these yet
Table 3: Comparison to the start-of-the-art results on Condensed Movies and ActivityNet Challenge for text-to-video retrieval.

| Method               | Condensed Movies R@1 | Condensed Movies R@5 | Condensed Movies R@10 | ActivityNet R@1 | ActivityNet R@5 | ActivityNet R@10 | MdR | MnR |
|----------------------|----------------------|----------------------|-----------------------|----------------|----------------|----------------|-----|-----|
| TeachText            | 12.1                 | 27.4                 | 37.5                  | 25.0           | 58.7           | 75.7           | 4   | -   |
| Frozen               | 12.6                 | 28.4                 | 36.3                  | 28.8           | -              | 60.9           | 3   | -   |
| Clip4clip (mean)     | 24.4                 | 48.2                 | 58.2                  | 40.5           | 72.4           | 96.5           | 7.4 | -   |
| Clip4clip (seqTransf)| 19.3                 | 44.4                 | 55.3                  | 49.5           | 72.4           | 96.5           | 2   | 7.5 |
| Ours (q-score)       | 27.0                 | 52.3                 | 61.2                  | 44.0           | 74.9           | 86.1           | 5.8 | -   |

Table 4: Multi-label classification results on the Charades dataset, where mAP is mean average precision. ActionCLIP results are computed by average 32 frame predictions over 10 (spatial) by 3 (temporal) views.

| Backbone       | Aggregation | Frame | Finetune | mAP |
|----------------|-------------|-------|----------|-----|
| CLIP (ViT-B/16) | ActionCLIP  | 32×10×3 | ✓        | 44.6|
| CLIP (ViT-B/16) | Clip4clip_{seqTr} | 32     | ✓        | 32.0|
| Mean           | 32          | ✓     | 33.9     |
| Q-scoring      | 32          | ✓     | 44.9     |
| Temp. S-A      | 32          | ✓     | 36.3     |
| Joint. S-A     | 32          | ✓     | 42.2     |

CLIP (ViT-B/16) Mean 32 X 17.5
CLIP (ViT-B/16) Q-scoring 32 X 21.1

offers similar performance, and outstanding improvements to CLIP4CLIP seq-Transf and the baseline of mean pooling the frame embeddings.

Test-time normalisation. Recent concurrent works achieve state of the art performance via CLIP with test-time normalisation such as QueryBank [8, 15] and dual softmax normalisation. The latter however requires access to all queries at test-time, which is not appropriate for real-world tasks. Both of these can be added to our method to achieve superior performance, but is not the focus of this work since it is separate to temporal modelling.

4.4 Ablation study

Alternative scoring methods. In Table 5 we show the performance of alternative scoring methods, and that the performance is notably high across the board – even without query information. This indicates that the strong baseline of weighted-mean of image-level CLIP embeddings is the best current approach of temporal modelling. The seemingly consistent boost no matter the scoring method indicates that the benefit is mainly afforded by restricting the aggregation $\Phi$ to linear weighted of the image embeddings. For ActivityNet, temporal self-attention scoring performs significantly better than the other scoring methods which is in contrast to CMD and MSR-VTT. One possible explanation for this is that ActivityNet captions are long paragraphs containing dense descriptions on the video by concatenating localised descriptions. Such a dense video description would be less useful when query-scoring since most frames relate to
Table 5: Comparison of the different proposed scoring methods on MSR-VTT, ActivityNet Captions and Condensed Movies test sets for text-to-video retrieval.

| Scoring Method     | MSR-VTT R@1 R@5 R@10 MnR | Condensed Movies R@1 R@5 R@10 MnR | ActivityNet Captions R@1 R@5 R@10 MnR |
|--------------------|---------------------------|----------------------------------|--------------------------------------|
| Baseline           | 44.4 71.6 79.8 12.8       | 24.4 48.2 58.2 46.2              | 42.0 73.1 84.6 7.4                   |
| Query              | 27.7 74.1 82.9 11.5       | 27.0 52.3 61.2 41.2              | 44.0 74.9 86.1 5.8                   |
| Temporal Self-Attn. | 46.2 71.4 81.6 12.9       | 26.2 51.9 62.3 41.5              | 44.9 75.9 86.9 5.6                   |
| Joint Attn.        | 45.7 74.8 83.6 10.6       | 26.4 51.1 62.0 43.0              | 43.1 74.4 85.5 6.7                   |

Table 6: Comparison of different frame aggregation methods and aggregation sources and their respective performance on zero-shot Condensed Movies, zero-shot MSR-VTT, and finetuned MSR-VTT text-to-video retrieval settings denoted by CMD ZS, MSR ZS and MSR FT respectively. The reported value is the geometric mean of R@{1,5,10} to text-to-video retrieval performance. HParam denotes the hyperparameter selection for the chosen method. † Since training, training with \( K = 60 \) is not possible, so this setting is trained on \( K = 8 \) and evaluated on \( K = 60 \).

| Aggregation Method | HParam | CMD ZS | MSR ZS | MSR FT |
|--------------------|--------|--------|--------|--------|
| Mean-pooling       |        |        |        |        |
| Top-K              | K=1    | 28.8   | 28.8   | 48.8   |
|                    | K=8    | 32.6   | 33.3   | 50.9   |
|                    | K=60*  | 30.0   | 30.0   | 51.2   |
| Query-scoring      | \( \tau = 0.01 \) | 27.1   | 30.6   | 48.9   |
|                    | \( \tau = 0.1 \)  | 28.8   | 30.9   | 50.7   |
|                    | \( \tau = 1.0 \)  | 27.7   | 29.5   | 48.5   |

the query. This is unlike Charades where an action class might only correspond to a few seconds of a 30-second video amongst a sequence of other actions. Instead, the dense description setting of ActivityNet becomes a case of removing noisy frames, which we believe can be done without query-level information.

In contrast CMD, movies with long videos but extremely concise descriptions pertaining to a sequence of a few events in the video, affords the greatest benefits.

**Alternative aggregation methods.** Comparing different aggregation methods in Table 6, we find that averaging over features is considerably better in both zero-shot and finetuning settings. Hard top-K seems to offer a comparable improvement over the baseline in the zero-shot setting, however we find soft scoring features for the finetune setting is most optimal. A smoother feature selection of frames seems to be more favourable for training.

**Effect of number of frames.** Unsurprisingly performance of both the baseline and query-scoring improves with increasing the number of input frames at test time, albeit with diminishing after 1fps, shown in Figure 3 (left). The improvement of query-scoring over the baseline also increases with the number of frames. Intuitively this makes sense, more input frames means there are more relevant
frames to pick from and less relevant frames to ignore. This further motivates the use case of frame relevance scoring for long-form videos.

**Effect of scoring temperature.** We find a temperature range between 0.05 and 0.15 is consistently optimal across long range datasets and tasks. Figure ?? (right) shows the effect of temperature on the CMD test set under both zero-shot and finetuning conditions. Zero-shot performance tends to be slightly better with smaller values of $\tau$, which indicates the effect of $\tau$ during the learning process. For extremely large values of $\tau$, gradients only pass from the most similar text query which might cause drifting errors in the learning process (for the case where the initial similarity is wrong).

**Why are weighted-mean frame embeddings so effective?**

a) **Insufficient training data for learning new long-video text representations.** We find the relative performance boost of mean-weighted embeddings compared to more complex and learned temporal aggregations is reduced with the larger scale downstream datasets. This implies that with enough long video-text pairs, the more complex modelling attempts can outperform this simple baseline.

b) **The mean of frame embeddings captures distinct information.** Given that CLIP embeddings are trained for the single image-text setting, it is surprising that taking the mean over many frames with vastly different content still performs well. For example, it is possible that the mean of embeddings from two semantically different frames maps to a semantically incorrect new space in the embeddings. To investigate whether this happens, we train both a linear classifier and a multi-layer perceptron (MLP) to classify between single-frame embeddings and mean embeddings from 16 frames sampled from a long video in CMD. We find that both are able to easily classify between these two, even with zero-shot embeddings (Table 7). These results suggest the mean-frame em-
Table 7: Classification accuracy between normalised single-frame embeddings and 16-frame mean-pooled embeddings from CMD (training on the train set and testing on the test set). A single linear layer with high accuracy can discriminate between single-frame and 16-frame embeddings.

| Classifier | Zero-Shot | Finetuned |
|------------|-----------|-----------|
| Linear     | 89.0      | 90.4      |
| MLP        | 97.4      | 98.2      |

beddings are mapped to entirely new locations in the embedding space, disjoint from the single-frame embeddings. This is encouraging since it suggests that CLIP can learn to capture multi-frame information within the 512 embeddings – and hence the strong baseline out weighted-mean performing so well.

c) Query scoring during training improves single-frame representation. The performance boost of query scoring after finetuning could be attributed to either (i) test time improvements by ignoring irrelevant improvements and/or (ii) improvements to the image-text level representation during training by contrastively learning on more semantically relevant frames. In order to investigate whether (ii) is true we evaluate on CMD test set retrieval in the 1-frame setting, to evaluate the single frame representation (Table 7). We find that query-scoring performance provides notable improvement to the image-text representation, indicating that such a method is valuable during the video-text learning process over the baseline of mean-pooling.

Table 8: Single-frame retrieval results on CMD test set. Finetuning with query scoring improves the image-level representation – showing the effectiveness of contrastive learning on video-text pairs with relevance scoring on frames.

| Scoring Method | R@1 | R@5 | R@10 | MedR | MnR  |
|---------------|-----|-----|------|------|------|
| Mean          | 8.6 | 19.6| 25.8 | 56.0 | 151  |
| Q-scoring     | 9.0 | 21.1| 27.3 | 52.5 | 148  |

Are the frame scores semantically meaningful? The notable improvement gains via frame scores implies some semantic relevance of the higher scoring frames. To investigate this we show qualitative results of the query scoring for CMD unseen videos. In Figure 4 we see that highest scoring frames are those with semantic similarity to the test, for example the frames containing the motorbike as well as the license registration of the character name in the title. Additionally, we see that the lowest scoring frames contain less information and have less relevance to the query. By utilising frame scoring during training, the contrastive loss is weighted less towards these irrelevant frames which could otherwise harm the representation.
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(a) “Blankman gives Kimberly a ride on his wacky motorcycle.”

(b) “Mavis has an awkward lunch with her parents.”

Fig. 4: Visualisation of query-scoring from unseen videos in the Condensed Movies test set and their corresponding textual descriptions. The first row shows the weights assigned to each frame, with the maximum and minimum scores per segment marked and their corresponding frames in the middle and bottom rows respectively. The highest scoring frames in both (a) and (b) have high relevance to the text query and contain more information than the lowest scoring frames containing background frames or single person close-up shots.

5 Conclusion

To conclude, we propose three simple ways to mean-weight frame embeddings from a joint image-text representation for long video retrieval and classification – with and without query information, in doing so picking out the most salient frames. Our method provides a strong baseline, outperforming all prior works across four datasets, including attempts at more complicated temporal modelling. Our experiments uncover some insight into the benefits afforded by this highly constrained temporal aggregation and the challenges posed for more involved temporal modelling. Future work could look into tackling the lack of large-scale data needed to effectively learn effective long-form video representations. This could be done by employing self-supervised learning in addition to the scarcer textual supervision for long-form video data.
Appendix

A  MSR-VTT Full Split

In Table 9, we additionally report results on the MSR-VTT full split which consists of 6513, 497 and 2990 videos for training, validation and testing respectively. Query-scoring outperforms all prior work, except in mean rank, which could be attributed to the smaller amounts of training data.

Table 9: Comparison to state-of-the-art results on MSR-VTT full split with 7k training for text-to-video retrieval. The bottom section compares to methods using CLIP as the backbone image-text encoder, their different temporal aggregation methods (agg.), and the number of parameters learned for the aggregation. “−” indicates an unknown value either due to no official public implementation or lack of reporting in the paper.

| Method                  | R@1↑   | R@5↑   | R@10↑  | MedR↓  | MnR↓  |
|------------------------|--------|--------|--------|--------|-------|
| JSFusion [63]          | 10.2   | 31.2   | 43.2.4 | 12     | -     |
| CE [16]                | 10.0   | 29.0   | 41.2   | 16     | 86.8  |
| TeachText [16]         | 15.0   | 38.5   | 51.7   | 10     | -     |

| Method agg. #agg. params |
|-------------------------|
| Clip2Video [18] TDB,TAB 19M |
| CAMoE [15] S.E attn. - |
| Ours Q-score 1 34.9 59.4 68.7 3 49.4 |

B  Extended Comparison of Aggregation Methods

Finetuning on Condensed Movies also shows a pronounced boost for query-scoring when compared to alternative aggregation methods; hard top-k and mean-pooling (see Table 10). Further demonstrating the benefit of query-scoring in the finetuning setting.

Table 10: Comparison between different scoring methods when finetuning on Condensed Movies, results are shown for text-to-video retrieval.

| Aggregation Method  | Hparam | R@1↑   | R@5↑   | R@10↑  | MedR↓  | MnR↓  |
|---------------------|--------|--------|--------|--------|--------|-------|
| Mean-pooling        | K=1    | 19.6   | 43.8   | 52.9   | 8      | 54.0  |
| Top-K               | K=8    | 25.4   | 50.2   | 58.1   | 5      | 51.6  |
| Query-scoring       | τ=0.01 | 24.0   | 47.4   | 57.8   | 6      | 52.8  |
|                     | τ=0.1  | 27.3   | 52.8   | 62.0   | 4      | 40.4  |
|                     | τ=1.0  | 25.5   | 49.5   | 60.3   | 6      | 42.3  |
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