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Support vector regression (SVR) is a powerful kernel-based method which has been successfully applied in regression problems. Regarding the feature-weighted SVR algorithms, its contribution to model output has been taken into account. However, the performance of the model is subject to the feature weights and the time consumption on training. In the paper, an efficient feature-weighted SVR is proposed. Firstly, the value constraint of each weight is obtained according to the maximal information coefficient which reveals the relationship between each input feature and output. Then, the constrained particle swarm optimization (PSO) algorithm is employed to optimize the feature weights and the hyperparameters simultaneously. Finally, the optimal weights are used to modify the kernel function. Simulation experiments were conducted on four synthetic datasets and seven real datasets by using the proposed model, classical SVR, and some state-of-the-art feature-weighted SVR models. The results show that the proposed method has the superior generalization ability within acceptable time.

1. Introduction

Support vector regression (SVR) is widely applied for regression problems due to its ability of converting the original low-dimensional problem to a high-dimensional kernel space linear problem by introducing kernel functions [1, 2]. The empirical risk and the confidence interval are balanced by adopting the principle of Structural Risk Minimization [3, 4]. SVR showed state-of-the-art performance in system modeling, such as remaining life prediction for lithium-ion batteries, electricity load forecasting, industrial analysis, coal flotation responses prediction, and so on [5–9].

Feature weighting is an effective method to solve the problem that all features are treated equally. It makes the feature importance better matched with its influence on the kernel space. Our previous work [10] has analyzed the necessity of feature weighting and verified it by using the grid search (GS) method to select the optimal combination of weights. Grid search is an exhaustive search method because its computational cost is very high. Therefore, an effective identification of weights is needed. The grey correlation degree (GCD) theory was employed to calculate the weights for input features [11, 12]. The main idea of GCD is to evaluate the relationship between the input feature and the output of training samples according to the similarity of the geometric shape of sequence curves. The higher the similarity between the curves, the more important the corresponding input feature. However, the importance of the feature whose geometric shape is not similar to the output may be underestimated. Hou et al. developed a weighted kernel function for SVR based on maximal information coefficient (MIC) which is a distinct correlation statistic [13]. The relationship of both linear and nonlinear between input feature and output was evaluated. MIC can accurately identify the most important features of the input dataset. However, it depends too much on the quality and size of training data. Furthermore, it does not guarantee that the obtained weight combination is optimal, especially when MIC is regarded as an optimal weight. Wen et al. proposed a novel attribute feature weighting method called variable-weighted support vector machine [14]. In this method, the feature weights and optimal model parameters were both
tuned by particle swarm optimization (PSO). The similar methods have also appeared in literature [15, 16]. A more flexible rational model can be constructed based on the PSO algorithm. Its further application in feature-weighted SVR is hindered due to the drawbacks of slow convergence and the local optima nevertheless.

The paper proposed an efficient feature weighting method for support vector regression. Firstly, the MIC of each feature is calculated to reveal its relationship with output. The larger the value of MIC, the greater its contribution. The value of each weight is obtained according to the MIC. Secondly, an improved constrained PSO is employed to tune the optimal feature weights and model parameters under the abovementioned constraints. Finally, the optimal weights are used to modify the kernel function. The contributions of the work are two folds. Firstly, both weights and parameters are tuned by a constrained PSO which can converge to the global optima more efficiently to obtain superior generalization ability in the case of acceptable time consumption.

The paper is organized as follows: in Section 2, the SVR modeling method is briefly described. In Section 3, firstly, the value constraint of each weight is obtained according to the MIC. Then, the constrained PSO algorithm is explicitly illustrated. Simulation examples are given in Section 4. In Section 5, general conclusions are given.

2. Basic Review of SVR

The training dataset is given as \( T = \{ (x_1, y_1), \ldots, (x_l, y_l) \} \in (\mathbb{R}^m \times Y) \), where \( x_i \in \mathbb{R}^m \) is an input sample with \( m \) features and \( y_j \in Y = \mathbb{R} \) is the output, \( i = 1, \ldots, l \). The SVR model function can be regarded as a hyperplane in the kernel space. It is expressed as follows:

\[
f(x) = \langle w, \phi(x) \rangle + b,
\]

where \( \phi(x) \) maps the low-dimensional input features to a high-dimensional kernel space, \( w \in \mathbb{R}^n \) is a weight vector of the hyperplane, and \( b \) is a bias term.

An insensitive loss function \( \varepsilon > 0 \) is introduced to avoid overfitting, and additional nonnegative slack variables \( \xi_i, \xi_i^* \) are adopted to weaken the constraints of some certain sample points. SVR modeling is formulated as a convex quadratic programming problem expressed as follows:

\[
\min_{w,\xi,\xi^*} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} (\xi_i + \xi_i^*),
\]

subject to

\[
\begin{aligned}
y_i - f(x_i) &\leq \varepsilon + \xi_i, \\
 f(x_i) - y_i &\leq \varepsilon + \xi_i^*, \\
 \xi_i, \xi_i^* &\geq 0,
\end{aligned}
\]

where \( C > 0 \) is a penalty parameter. The above convex quadratic programming problem can be solved by constructing a Lagrange function.

The optimized problem can be expressed as follows:

\[
\begin{aligned}
L = & \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} (\xi_i + \xi_i^*) - \sum_{i=1}^{l} (\xi_i \eta_i + \xi_i^* \eta_i^*) - \sum_{i=1}^{l} \alpha_i (\xi_i + \varepsilon + y_i - \langle w, \phi(x_i) \rangle - b) - \sum_{i=1}^{l} \alpha_i^* (\xi_i^* + \varepsilon - y_i + \langle w, \phi(x_i) \rangle + b),
\end{aligned}
\]

where \( \alpha_i, \alpha_i^* \geq 0 \) and \( \eta_i, \eta_i^* \geq 0 \) are Lagrange multipliers.

The kernel function \( K(\cdot, \cdot) \), which satisfies the Mercer condition, is introduced to replace the inner product of the high-dimensional kernel space in equation (4). The commonly used kernel function is Gaussian kernel [17]. It is expressed as follows:

\[
K(x_i, x) = \exp\left(-\gamma \|x_i - x\|^2\right),
\]

where \( \gamma \) is the kernel parameter that controls the width of the Gaussian kernel.

The optimized problem can be expressed as follows:

\[
\min_{\alpha, \alpha^*} \frac{1}{2} \sum_{i,j=1}^{l} (\alpha_i - \alpha_i^*)(\alpha_j - \alpha_j^*)K(x_i, x_j) + \varepsilon \sum_{i=1}^{l} (\alpha_i + \alpha_i^*) - \sum_{i=1}^{l} (\alpha_i - \alpha_i^*)y_i,
\]
subject to
\[
\sum_{i=1}^{l} (a_i - a_i^*) = 0, 0 \leq a_i, a_i^* \leq C. \tag{7}
\]

The solution can be obtained as \( \hat{\alpha} = (\alpha_1, \alpha_1^*, \ldots, \alpha_l, \alpha_l^*)^T \).
The model function \( f(x) \) can be represented as follows:
\[
f(x) = \sum_{i=1}^{l} (\alpha_i - \alpha_i^*)K(x_i, x) + \bar{b}. \tag{8}
\]

When \( 0 < \alpha_j < C \) is selected, \( \bar{b} \) can be expressed as follows:
\[
\bar{b} = y_j - \sum_{i=1}^{l} (\alpha_i - \alpha_i^*)K(x_i, x_j) + \varepsilon. \tag{9}
\]

When \( 0 < \alpha_k^* < C \) is selected, \( \bar{b} \) can be expressed as follows:
\[
\bar{b} = y_k - \sum_{i=1}^{l} (\alpha_i - \alpha_i^*)K(x_i, x_k) - \varepsilon. \tag{10}
\]

### 3. Feature-Weighted Support Vector Regression

#### 3.1. Method of Weight Constraint.

The \( j \)th input feature of the training set with \( l \) samples is \( F_j = \{x_{1j}, x_{2j}, \ldots, x_{lj}\} \), the output sequence is \( Y = \{y_1, y_2, \ldots, y_l\} \). \( D_j = \{F_j, Y\} \). A \( p - by - q \) grid \( G \) is drawn on the scatterplot of \( D_j \). The possible largest mutual information achieved by any \( p - by - q \) grid and applied to \( D_j \) is found as follows:
\[
I^*(D_j, p, q) = \max I(D_j | G). \tag{11}
\]

Then, the mutual information value is normalized to ensure a fair comparison between grids of different dimensions:
\[
M(D_j)_{pq} = \frac{I^*(D, p, q)}{\log \min\{p, q\}}. \tag{12}
\]

Finally, the maximum value in \( M \) is defined as MIC as follows:
\[
\text{MIC}(D_j) = \max_{pq, b^T} \left\{ M(D_j)_{pq} \right\}, \tag{13}
\]

where \( B \) is a function of samples size. It is usually set to \( B(l) = \frac{l}{e^6} \).

When the \( j \)th input feature and output are statistically independent, \( \text{MIC}(D_j) \) tends to 0. When they are entirely correlated, \( \text{MIC}(D_j) \) tends to 1.

#### 3.2. Implementation of the Constrained PSO.

PSO is a widely used optimization tool based on a population, where each member is dubbed as particle. It simulates bird’s searching food. Each particle is a potential solution to the optimization problem. Particles fly through the problem space according to simple mathematical formulae which are deduced from their position and velocity.

Each particle’s movement is influenced by its personal best-known position (pBest), but it is also guided toward the global best position (gBest), which is found by other particles. Assume the solution space is \( N \)-dimensional; the position, the velocity, and the pBest of \( i \)th particle are represented as \( p_i = (p_{i1}, p_{i2}, \ldots, p_{iN}) \), \( v_i = (v_{i1}, v_{i2}, \ldots, v_{iN}) \), and \( b_i = (b_{i1}, b_{i2}, \ldots, b_{iN}) \), respectively. The gBest is represented as \( g = (g_1, g_2, \ldots, g_N) \). At each iterative process, \( i \)th particle updates its velocity and position according to the following formulae:
\[
v_{in}(\text{new}) = w^t \times v_{in}(\text{old}) + c_1 \times r_1 \times (b_{in} - p_{in}) + c_2 \times r_2 \times (g_n - p_{in}),
\]
\[
p_{in}(\text{new}) = p_{in}(\text{old}) + \mu \times v_{in}(\text{new}), \tag{14}
\]

where \( w^t \) is a weighting factor to balance the global search and local search, \( c_1 \) and \( c_2 \) are both learning factors, \( r_1 \) and \( r_2 \) are random values between 0 and 1, and \( \mu \) is a parameter about flying times.

In the paper, PSO is employed to search the optimal hyperparameters \( \{C, \gamma, \varepsilon\} \) and the optimal combination of feature weights \( \{w_1, w_2, \ldots, w_c\} \) by minimizing the fitness function. The values of the MIC are used to constrain the weights. With the movement of the particles, both the optimal hyperparameters and the optimal weights will be obtained. The root mean square error (RMSE) is usually employed to evaluate the feasibility of the SVR method. It is selected as fitness function:
\[
\text{RMSE} = \sqrt{\frac{1}{l} \sum_{i=1}^{l} [y_i - f(x_i)]^2}, \tag{15}
\]

where \( y_i \) is the actual output sample and \( f(x_i) \) is its corresponding predicted value. The smaller the value of RMSE, the better its generalization ability.

#### 3.3. Steps of the Feature-Weighted Support Vector Regression.

Steps of the proposed feature weighting support vector regression (MP-FWSVR) modeling method based on the MIC and the PSO are as follows:
Step 1. MIC between each feature and output is calculated.

Step 2. The values of the MIC are used to constrain the weights as follows:

\[ \kappa_1 \frac{\text{MIC}(D_i)}{\max(F_i) - \min(F_i)} \leq w_i \leq \kappa_2 \frac{\text{MIC}(D_i)}{\max(F_i) - \min(F_i)}, \]

where \( \kappa_1 \) and \( \kappa_2 \) are set to 0.01 and 1, respectively.

Step 3. The \( j \)-th particle is looked as a point in the \( (2 + m) \)-dimensional space and represented as \( p_i = (C_j, \gamma_j, w_{j1}, w_{j2}, \ldots, w_{jm}) \), and its velocity is represented as \( v_t = (v_{C_j}, v_{\gamma_j}, v_{w_{j1}}, v_{w_{j2}}, \ldots, v_{w_{jm}}) \).

Step 4. Obtain the optimal combination of feature weights \((w_1, w_2, \ldots, w_m)\) by using PSO.

Step 5. Regarding the \( k \)-th feature, if a weight value \( w_k \) is given, the kernel element will be changed as

\[ K_w(x_i, x_j) = \exp\left(-y\left(\sum_{k=1}^{m} w_k(x_{ik} - x_{jk})^2\right)\right). \]

The model function \( f(x) \) can be further developed as follows:

\[ f(x) = \sum_{i=1}^{l} (a_i^\ast - \alpha_i)K_w(x_i, x) + b. \]

4. Simulation Examples

In this section, four synthetic datasets and seven real datasets are employed to evaluate the feasibility of the MP-FWSVR. All the codes are compiled on a Windows 10 PC with Intel Core i5-3470 CPU (3.2 GHz) and 12.0 GB RAM by MATLAB R2013a. The SVM algorithm is implemented via LIBSVM 3.22 [18].

4.1. Experiments on Artificial Synthetic Datasets. The definitions of four functions are listed in Table 1. \( \sigma \) is the added Gaussian noise with a mean zero and a standard deviation of 0.01.

The synthetic dataset “F1” is chosen as an example. The training data of Feature 1 \((x_{i1})\) and Feature 2 \((x_{i2})\) are taken from the sinusoidal functions of 0.01 Hz and 0.05 Hz, respectively. Their test datasets are extracted from linear functions and the sinusoidal signal 0.125 Hz, respectively. The training size and test size are both 101 \times 2. The two datasets are shown in Figure 1.

Firstly, we compare the optimal weights obtained by proposed MP algorithm with GS, MIC, and PSO algorithms. For MP and PSO, the parameters \( w' = 0.6, c_1 = 1.5, c_2 = 1.7, \) and \( \mu = 1 \). The number of particles is set to 20, and the iteration count is 200. The searching range of hyperparameters \((C, \gamma, \epsilon)\) is \([2^{-8}, 2^{9}], [2^{-8}, 2^{10}], \) and \([10^{-3}, 1], \) respectively. For GS and MIC, the optimal weights \((w_1, w_2)\) of Feature 1 and Feature 2 are \((0.01, 0.0001)\) and \((0.9496, 0.2461)\), respectively. For MP and PSO, each method is repeatedly implemented 20 times. The optimal weights are shown as the box charts in Figure 2.

As can be seen from Figure 2, the variation in \( w_1 \) obtained by the PSO method is larger than that of the MP method. Moreover, the values of \( w_0 \) optimized by PSO are all 0 which will cause the feature to be ignored during model training. According to [10], the weights combination \((0.01, 0.0001)\) searched by GS is effective for model training. The mean weight values \((0.0143, 0.0001)\) and \((0.0219, 0.0000)\) obtained by MP and PSO, respectively, are closer to the GS method than the MIC method.

Then, the MP algorithm is compared with MIC and PSO algorithms to observe the differences in the generalization ability. The near-average weights in Figure 2 of MP and PSO are selected. The results are shown in Table 2.

As shown in Table 2, the MP algorithm achieves the best generalization performance compared with the other two feature weighting methods. MIC can reveal the feature’s relationship with output. However, it does not consider the amplitude of the features. The amplitude ratio of MIC is only 1.2862, far less than 116.2602 of MP algorithm, which means that the influence of Feature 2 with a low contribution to the output is not obviously weakened. PSO can obtain both weights and parameters. However, the weight is not constrained to a reasonable interval. In Table 2, \( w_2 \) is set to 0 which is obviously unreasonable.

In order to facilitate the comparison, the predicted outputs for the test set are shown in Figure 3.

Figure 3 indicates that the output curve of MP-FWSVR is almost coincident with the true function. The prediction curve of MIC-FWSVR is quite different from the real output. The PSO-FWSVR achieves better results than MIC-FWSVR, but underfitting occurs because Feature 2 is not involved in model training due to \( w_2 = 0 \).

Finally, we model four synthetic datasets in Table 3 to compare the proposed MP-FWSVR with GS-FWSVR [10], classical SVR, MIC-FWSVR [13], and PSO-FWSVR [14]. For classical SVR, the min-max normalization is employed to convert raw data to \([0, 1]\) by linearization. The \( k \)-th feature of the \( i \)-th sample \( x_{ik} \) is normalized to \( x'_{ik} \):

\[ x'_{ik} = \frac{x_{ik} - x_{k\text{min}}}{x_{k\text{max}} - x_{k\text{min}}}, \]

where \( x_{k\text{max}}, x_{k\text{min}} \) is the maximum and minimum value of the \( k \)-th feature, respectively. Each program is repeatedly implemented 10 times. The mean values and standard deviation of the RMSE are shown in Table 3.

According to Table 3, MP-FWSVR achieves a competitive generalization performance. Compared with the classical SVR, MIC-FWSVR, and PSO-FWSVR, MP-FWSVR achieves the best generalization performance on almost all four datasets. Compared with the GS-FWSVR, only one optimal result is obtained by MP-FWSVR. However, what needs to be noticed is that other three results are close to the GS-FWSVR ones in the case of much less training time consumption.
4.2. Experiments on Benchmark Datasets. We randomly choose seven UCI benchmark datasets [19], and the results are compared as in Table 4.

According to Table 4, two optimal results and three suboptimal results are obtained by MP-FWSVR. Compared with the MIC-FWSVR, MP-FWSVR achieves better results in 6 of the 7 datasets. Compared with the PSO-FWSVR, MP-FWSVR achieves better results in 5 of the 7 datasets.

To summarize, the Wilcoxon signed rank tests [20] at the 0.05 significance level are implemented to test the differences.
Table 3: Performance comparison of SVR modeling for the synthetic datasets.

| Function name | MP-FWSVR RMSE (mean ± std.) (training time (s)) | GS-FWSVR RMSE (mean ± std.) (training time (s)) | Classical SVR RMSE (mean ± std.) (training time (s)) | MIC-FWSVR RMSE (mean ± std.) (training time (s)) | PSO-FWSVR RMSE (mean ± std.) (training time (s)) |
|---------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| F1            | 0.0109 ± 0.0032                              | 0.0095 ± 0.0030                              | 0.1006 ± 0.0195                              | 0.1029 ± 0.0175                              | 0.0285 ± 0.0059                              |
|               | 128.5738                                      | 222.5062                                      | 9.2700                                       | 15.5053                                      | 53.0665                                      |
| F2            | 0.0896 ± 0.0047                              | 0.0864 ± 0.0024                              | 5.9021 ± 0.0004                              | 8.2245 ± 0.0012                              | 0.0892 ± 0.0014                              |
|               | 382.3847                                      | 110.8701                                      | 4.5508                                       | 9.4366                                       | 293.4736                                     |
| F3            | 1.7280 ± 0.1384                              | 1.3450 ± 0.0095                              | 2.9849 ± 0.0066                              | 3.1479 ± 0.0071                              | 2.3882 ± 0.5042                              |
|               | 116.2665                                      | 627.0583                                      | 5.1132                                       | 9.2389                                       | 15.2894                                     |
| F4            | 0.0027 ± 0.0002                              | 0.0037 ± 0.0009                              | 0.0219 ± 0.0031                              | 0.0115 ± 0.0021                              | 0.0029 ± 0.0011                              |
|               | 61.6933                                       | 242.8880                                      | 9.9771                                       | 16.6370                                      | 44.8777                                     |

Table 4: Performance comparison of SVR modeling for the UCI datasets.

| Datasets (training size, test size) | MP-FWSVR RMSE (mean ± std.) (training time (s)) | GS-FWSVR RMSE (mean ± std.) (training time (s)) | Classical SVR RMSE (mean ± std.) (training time (s)) | MIC-FWSVR RMSE (mean ± std.) (training time (s)) | PSO-FWSVR RMSE (mean ± std.) (training time (s)) |
|------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| CCPP (300×4, 9268×4)              | 4.3690 ± 0.0164                              | 4.3739 ± 0.0000                              | 4.4532 ± 0.0000                              | 4.4220 ± 0.0000                              | 4.3844 ± 0.0326                              |
|                                   | 165.5336                                      | 2.2334e+004                                  | 37.3370                                      | 38.9261                                      | 100.2486                                     |
| Concrete (300×8, 730×8)           | 10.3616 ± 1.2075                              | 8.2697 ± 0.0000                              | 11.3164 ± 0.0000                             | 17.0857 ± 0.0000                             | 13.9326 ± 3.2440                             |
|                                   | 330.8808                                      | 1.4203e+007                                  | 36.3742                                      | 38.2225                                      | 357.7611                                     |
| Airfoil (376×5, 1127×5)           | 2.4946 ± 0.0443                              | 2.6239 ± 0.0000                              | 3.0588 ± 0.0000                              | 6.3633 ± 0.0000                              | 4.3604 ± 0.1586                              |
|                                   | 691.7991                                      | 1.7233e+005                                  | 56.0422                                      | 58.9148                                      | 184.5284                                     |
| Auto-MPG (196×7, 196×7)           | 3.2494 ± 0.1922                              | 2.5555 ± 0.0000                              | 2.9386 ± 0.0000                              | 5.6032 ± 0.0000                              | 3.1244 ± 0.3231                              |
|                                   | 61.9812                                       | 1.1709e+006                                  | 14.8691                                      | 14.8908                                      | 147.5384                                     |
| Machine CPU (109×7, 100×7)        | 39.0181 ± 5.8341                              | 20.9777 ± 0.0000                             | 48.7881 ± 0.0000                             | 156.0875 ± 0.0000                            | 59.4450 ± 15.2211                            |
|                                   | 19.6631                                       | 3.9267e+005                                  | 5.1938                                       | 5.2505                                       | 16.8121                                     |
| Servo (84×4, 83×4)                | 1.1359 ± 0.0229                              | 1.0071 ± 0.0000                              | 1.2255 ± 0.0000                              | 1.2115 ± 0.0000                              | 1.1439 ± 0.0623                              |
|                                   | 8.8402                                        | 3.0122e+003                                  | 4.5598                                       | 4.5116                                       | 9.1346                                      |
| Yacht (154×6, 154×6)              | 4.6284 ± 1.1031                              | 0.8789 ± 0.0000                              | 15.0084 ± 0.0000                             | 3.8010 ± 0.0000                              | 3.2324 ± 1.3273                              |
|                                   | 1.5130e+03                                   | 6.4835e+005                                  | 41.4972                                      | 35.5184                                      | 1.3726e+03                                  |
Table 5: Wilcoxon signed rank test for the prediction results.

| Method       | GS-FWSVR | Classical SVR | MIC-FWSVR | PSO-FWSVR |
|--------------|----------|---------------|-----------|-----------|
| MP-FWSVR     | 0.0674   | 0.0098        | 0.0098    | 0.1016    |
| GS-FWSVR     | —        | 9.7656e−04    | 9.7656e−04| 0.0020    |

between the MP-FWSVR, GS-FWSVR, and other SVR methods for all synthetic and UCI datasets to substantiate the indications in Tables 3 and 4. The test results are presented in Table 5.

The overall results obtained by the Wilcoxon tests presented in Table 5 show that there is significant difference among MP-FWSVR, classical SVR, and MIC-FWSVR. MP-FWSVR achieves the generalization ability which is more approximate to the GS-FWSVR than the PSO-FWSVR method when the time consumption is acceptable.

5. Conclusions

In the paper, we propose a feature-weighted SVR method named MP-FWSVR which integrates the advantages of MIC and PSO algorithms to solve the time-consumption problem of the GS-FWSVR algorithm proposed in our previous work. The contribution of each input feature is expressed as MIC which is used to constrain the value of feature weight in the PSO optimization of the weight combination. Numerical experiments show the effectiveness of the proposed algorithm. Our future work will continue to focus on the feature weighting algorithm to get better generalization ability.
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