A new reading mode based on balanced pre-charging and group decoding
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Abstract In this paper, the balanced pre-charging and group decoding are presented to realize in-memory computing which can achieve continuous read operations after only one pre-charge operation. Compared with the analog computing of multi-row parallel reading, this structure adopts digital domain computing, which improves the accuracy of computing; compared with the non multi-row in-memory computing, it improves the computation speed. The simulation results of noise margin, read times, and read speed show that the proposed method can improve memory performance. The maximum stability can be improved by 13.8%, the read speed can be improved by 75%, and the power consumption can be reduced by 11.58%. Besides, it can be widely used in a variety of memory structures. The proposed method is applied to the existing in-memory computing structures to verify the effectiveness.
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1. Introduction

At present, the von-Neumann system [1] is widely used in the computer system. However, with the advent of the era of big data, in the face of such data-intensive applications as machine learning and artificial intelligence that need frequent read and write operations, the bottleneck of von-Neumann [2] gradually appears. New computing methods are proposed to alleviate the bottleneck of von-Neumann. In-memory computing [3, 4] is one of the most promising methods to achieve more effective data operation and higher data throughput. The difference between in-memory computing and traditional computation structures is that the computing module is embedded in the memory module in in-memory computing. The memory module not only plays the role of memory but also is a calculator, forming a tightly interweaving structure. The main feature is that it can complete the computation within the memory array without reading and transmitting the data. It can significantly reduce energy consumption.

In-memory computing has realized many arithmetic operations [5, 6, 7] and logic operations [8, 9, 10]. Usually, consecutive multiple data reads exist in many applications. There are two main methods to realize this kind of a large number of consecutive read operations. As shown in Fig. 1(a), the first method is the multi-row reading [11, 12, 13, 14], usually in the form of bit-line (BL / BLB) voltage, which opens multi-row at the same time through binary-weighted word-line (WL) pulse width [11, 12] or weighted height [13, 14]. The advantage of this method is that it can read multiple rows of data in the storage array at the same time, which increases the throughput and reduces the reading time. However, in practical operation, it is difficult to guarantee its linearity due to device mismatching and discharge nonlinearity. For example, the unit voltage drop (ΔV) of the larger binary number (such as 1111b) and that of the smaller binary number (such as 0001b) is not equal. It may not meet the accuracy requirements of some applications. Moreover, the A/D conversion module is needed, further increasing the area and power consumption. The second method uses traditional SRAM reading mode for non multi-row in memory computing, as shown in Fig. 1(b) [15, 16]. The advantage of it is the result can be obtained according to whether the BL voltage drops. As shown in Fig. 1(b), the ΔVBL is converted into 0 or 1, so the accuracy is very high; the disadvantage is that it can only read one word at a time. It requires many cycles for some applications with a large amount of data.

Therefore, this paper proposes a balanced pre-charging [17, 18, 19] and group decoding strategy. Fig. 1(c) shows the continuous read mode proposed in this paper. The BL voltage difference is also converted into 0 or 1, which is different from Fig. 1(b) in that ΔVBL=Vpre-VBL, and Vpre is the initial BL voltage in each reading. The structure enhances the speed compared with non multi-row in-memory computing and improves the accuracy compared with multi-row in-memory computing. Because the balance tube of the pre-charge circuit is reused in the proposed method, the area is not increased. The main merits of this work are as follows:

1. A balanced pre-charging method is proposed, and it is proved that the proposed structure can read...
continuously after once pre-charge. In traditional, the purpose of the balanced transistor is to pre-charge both the left and right bit-line voltage to $V_{DD}$ and ensure that the voltage of two bit-lines is the same. Here, we make full use of the existing balanced transistor and do not need to add any additional transistors to realize continuous read function. Different from the traditional method, the voltage bit-line does not need to be pre-charged to $V_{DD}$ in the proposed method, so the power consumption is saved.

2. A group decoding strategy is proposed. The decoding time is reduced, and the overall computing speed is improved. In traditional group decoding where memories have plural banks, complete decoding is required for every word readout. However, the proposed method only needs to decode the block at the beginning of multiple reads, and no decoding operation is needed in the subsequent decoding, which saves decoding time.

3. The performance of the memory is improved. The simulation analysis of the traditional 6T storage array shows that the stability can be improved by 13.8%. The read speed can be improved by 75%, and power consumption can be reduced by 11.58%.

Fig. 1 Memory read mode and BL swing in (a) multi-reading CIM, (b) multi-row reading CIM, and (c) consecutive read structure, where $d_i$ is the data stored in the cell.

2. Principle of balanced pre-charge

In traditional SRAM reading, all columns should be pre-charged to $V_{DD}$, and then the corresponding WL are opened according to the row decoder. When there is enough voltage difference between the BL and BLB, the data can be read out by the sense amplifier (SA). If the read operation is performed again, all columns need to be recharged. Read multiple words includes following steps: pre-charging, decoding, reading, pre-charging, decoding, reading... For many applications, they only require consecutive read, so much time is wasted. Thus, this paper intends to simplify the steps of consecutive reading as follows: pre-charging, decoding, reading, balancing, reading, balancing... With the pre-charge balancing transistor and group decoding circuit, the subsequent read operations can be performed without recharging and decoding between multiple reads, which reduces the time required for the traditional SRAM read.

The balanced pre-charging structure is shown in Fig. 2(a). Based on the general 6T memory array, this structure reuses the transistor $M_i(i=0,1,...,n)$ connecting BL and BLB of each column to achieve consecutive read operations. Take reading four rows consecutively as an example. Assume that the data $Q[0:3]$ stored in the bit cells are 1. When reading the first row, M0, M1, ..., Mn are on, and all BL / BLB voltages are pre-charged to $V_{DD}$, i.e., $V_{BL} / BLB = V_{DD}$, and then M0, M1, ..., Mn are off. The WL0 is activated. The BL voltage remains unchanged, and the BLB voltage starts to drop until the voltage can be identified by the SA. After reading the first row, there is a voltage difference between the source and drain of the PMOS $M_i$. $M_i$ is activated by the control signal $VA$ and, the source and drain voltage are balanced, i.e., $V_{BL} / BLB = (V_{BL} (1) + V_{BLB} (1)) / 2$. The average BL / BLB voltage is the initial voltage for the next reading operation. The remaining steps are similar to that of reading the first row. Without decoding, the duration of the pre-charge phase can be reduced, and so does the overall reading time. As the number of reads increases, the bit-line voltage decreases. Therefore, the pulse width of WL is gradually increased so that the discharge voltage of each reading is approximately the same. Only a small amount of delay standard cells are needed to generate different pulse widths. Fig. 2(b) shows the BL / BLB voltage waveform of four consecutive reads.

Fig. 2 (a) The balanced pre-charging structure memory array. (b) Sequence diagram of consecutive reading with one pre-charging.
3. Group decoding

Compared with the traditional decoding method [20, 21, 22], in this paper, a group decoding method is proposed for the consecutive read strategy. It adopts a "semi-random" decoding method. Decoding is performed by combining random decoding with fixed decoding. The array is divided into different blocks, and the blocks can be randomly selected by the control signal. The data inside the block can be decoded automatically. Take a 64 * 64 array shown in Fig. 3 (a) as an example to illustrate the group decoding method. Among them, A8A7A6A5A4A3A2A1A0 is the address signal. The group decoding circuit ignores A5~A0 during consecutive reading and takes A8A7A6 as the row group address. The 64 rows of the storage array are divided into eight large blocks, which are Block0, Block1, ..., and Block7. As shown in Fig. 3(b), the A8A7A6 controls which block to output. When performing an in-memory calculation, only A8A7A6 needs to be specified, and the group decoding module will continuously read all data in the group. The in-memory computing based on group decoding is divided into four steps.

Step 1. Read data in a single row. The WL of the first row is activated. Column selection signal A2A1A0 changes from 000 to 111 controlled by group decoding circuit. For example, As shown in Fig. 3(b), A2A1A0 = 000 is to select the first column in every eight columns, and the output data is detected by SAs and transferred to the operation module.

Step 2. The WLs in the Block are opened and closed in turn. As shown in Fig. 3(b), all the rows of data are selected in proper order. If the address of the next row still belongs to this group and the required data are not fully read, return to Step 1. Read the data and transfer the data into the operation module. Otherwise, go to Step 3.

Step 3. The data is calculated in the in-memory calculation module to get the result.

Step 4. Transfer the result back to the memory array.

Fig. 3(c) shows the circuit realizing the group decoding function and its sequence diagram. The input signal WL activated by the control signal A8A7A6 generates different WL pulses WL0, WL1,..., WL3 with a combination of delay and logic modules.

4. Simulation verification based on 6T SRAM

At first, the proposed structure is verified based on the general 6T SRAM with the 65nm technology. The Vdd of the SRAM is 1.2V. The simulation results including RSNM, read times, reading speed, and energy consumption are as follows.

4.1 RSNM

Due to the deviation of the device manufacturing process and external noise interference, SRAM may have reading errors [23, 24, 25]. When facing a large number of reading operations, the stability of the read is more important. The read static noise margin (RSNM) can be used as a critical reference index for reading stability [26, 27]. In traditional in-memory computing, the BL/BLB voltage needs to be pre-charged to the power supply voltage every time in the reading operation. While in the proposed method, the BL/BLB voltage only needs to be pre-charged to the power supply voltage at the first reading, and the initial BL/BLB voltage gradually decreases during consecutive reading. Therefore, it is necessary to measure the RSNM at different BL/BLB voltages to measure the bit cells' stability during the whole reading period. Fig. 4(a) shows the value of RSNM under different BL/BLB voltages. In the beginning, the value of RSNM increases with the decrease of BL/BLB voltage. When the BL / BLB voltage drops to about 0.75V, the value of RSNM is the largest. When the BL/BLB voltage continues to drop, the value of RSNM begins to decrease. As shown in Fig. 4 (a), selecting any voltage within the selected voltage range in the figure will not reduce the bit cell's stability.
Except for the first reading, the RSNM of other readings will be improved, up to 13.8% at most. Taking 8 consecutive reads as an example, the cell stability is improved and the overall reading error probability is reduced. The stability of the element is verified by Monte Carlo simulation, as shown in Fig. 4(b). Fig. 4(c) shows the performance does not change much as temperature varies, when the BL/BLB voltage is between 0.7V and 1.2V.
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Fig. 4 (a) RSNM values at different BL/BLB voltages. (b) The results of Monte Carlo results of RSNM value under different BL/BLB voltage. (c) The effect of temperature change on RSNM.

4.2 The number of consecutive reads
Furthermore, the number of consecutive readings is related to the minimum sensing voltage of the SA. Enough voltage difference between BL and BLB is needed to make the SA work. Different SAs have different minimum differential voltages [28, 29, 30]. The maximum number of reading operations within the applicable voltage range (1.2V ~ 0.7V) mentioned above are shown in Table I. It can be seen that the more robust the SA is, the more times it can read continuously. When the bit-line voltage is above 0.7V, the worst RSNM is improved compared with that at 1.2V as shown in Fig. 4(b). Considering the worst case that may occur in the read operation, a relatively stable voltage (1.2V ~ 0.7V) is selected as the bit line voltage range based on the Monte Carlo simulation results. The stability of the cell is improved and the read error rate is reduced.

| Table I | The number of discharges at $V_{DD} = 1.2V$. |
|---------|-------------------------------------------|
| $\Delta V$ | 100(mV) | 125(mV) | 150(mV) |
| Number of times | 9 | 7 | 5 |

4.3 Analysis of voltage drop and speed
In order to test the effect of different initial BL/BLB voltage on the discharge voltage difference, we measured the variation of discharge voltage difference under three pulse width, i.e. $\Delta T_1$, $\Delta T_2$, and $\Delta T_3$. Fig. 5(a) shows the voltage difference only changes a little with the decrease of BL/BLB voltage in the range of 1.2V ~ 0.7V. At the same time, we fixed the discharge voltage difference and measured the opening time of the WL to reach the required discharge voltage difference. As shown in Fig. 5(b), the required opening time does not change much, which is within the tolerance of SA.

The proposed structure supports a wide range of BL/BLB voltages (VBL / BLB = 1.2V~0.7V) without significantly increasing WL’s opening time. Since the proposed strategy reduces the time of the pre-charge/decoding phase, the read speed is increased. This paper taking eight consecutive reads as an example, the traditional SRAM reading method needs to decode row by row. In contrast, the group decoding strategy mentioned in this paper only needs to consider the pre-charging time to read eight rows of data. A 128-row array is simulated. The simulation results show that the decoding time of the traditional SRAM is 1920ps (240ps at a time). In contrast, the pre-charging time of the equalization pre-charging structure proposed in this paper is about 480ps (60ps at a time), and the reading speed is increased by 75%.
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Fig. 5 (a) Voltage Drop at different BL/BLB Voltage. (b) Opening time of the WL at different BL/BLB voltages.

4.4 Energy consumption
Besides, the proposed structure can reduce energy consumption. It can be proved that the energy consumption in the traditional reading method [31, 32] and the consecutive read strategy are:

$$ W_{\text{old}} = \frac{1}{2} \cdot n \cdot CU^2(2\alpha - \alpha^2) \quad (1) $$

$$ W_{\text{new}} = \frac{1}{2} \cdot n \cdot CU^2(2\alpha - n\alpha^2) \quad (2) $$
Where $W_{\text{read}}$ in Eq.(1) is the energy consumption when using the traditional SRAM reading method to perform $n$ times of reading operations. $n$ is the number of reads. $C$ is the parasitic capacitance of BL/BLB, and $U$ is the supply voltage $V_{\text{DD}}$. $\alpha=\Delta V/U$. $\Delta V$ is the bit-line voltage difference of each reading. $W_{\text{new}}$ in Eq. (2) is the energy consumption when using the continuous read method. If $n>1$, the total energy consumption is reduced.

Fig. 6 shows the power consumption of the continuous read and the traditional SRAM read under different $\Delta V$. The shadow part is reduced power consumption. When $\Delta V = 150\text{mV}$, 5 times of reading, 5.35% power consumption is saved; when $\Delta V = 125\text{mV}$, 7 times of reading, 6.27% power consumption is saved; when $\Delta V = 100\text{mV}$, 9 times of reading, 11.58% power consumption is saved.

![Fig. 6 Comparison of power consumption.](image)

5. Implementation of the proposed structure on 9T SRAM

To verify the effectiveness of the proposed strategy, it is also verified with the non-traditional 9T SRAM [15] based on 65nm technology. The $V_{\text{DD}}$ of the 9T SRAM is set to 1.2V.

In [15], 9T SRAM is used to perform XOR calculation. The data is stored in different rows. As shown in Fig. 7, the data in cell A is 1, and the data in cell B is 0. After reading the data in cell A, signal L is activated and R is disconnected. WL0 and B0 are both 0. When the A XOR B operation is needed, turn on the control signal B1 and WL1. At this time, the CMOS transistors drawn by the dotted line are all in the off state, and the current flow direction is shown in Fig. 7. $V_{\text{DD}}$ drops, representing A XOR B = 1. In this process, only continuous read operations are carried out. Thus, the proposed strategy in this paper can also realize the same function in-memory computing mode, further validating the effectiveness of the structure. The simulation results of 9T SRAM with the proposed method, including RSNM and reading speed are shown.

5.1 RSNM

Fig. 8(a) shows the RSNM of 9T cells at different BL/BLB voltages. Note that the trend of 9T SRAM RSNM is similar to that of traditional 6T SRAM. In the beginning, the value of RSNM increases with the drop of BL/BLB voltage. When the BL/BLB voltage drops to about 0.4V, the value of RSNM is the largest, and then the value of RSNM decreases. The value of RSNM in the range of 1.2V – 0.7V is higher than the original design, up to 6.2% at most.

![Fig. 7 Discharge diagram of BL when A = 1 and B = 0.](image)

5.2 Reading speed

In addition, the overall reading speed of 9T SRAM is similar to that of traditional 6T SRAM. As shown in Fig. 8(b), the abscissa is the initial voltage of BL / BLB, and the ordinate axis is the opening time of the WL required for BL and BLB to form sufficient voltage difference. In the beginning, the WL opening increases slowly with the decrease of BL/BLB voltage. When the BL/BLB voltage drops to about 0.7V, the opening time of WL increases rapidly, but within the selected BL/BLB voltage range (1.2V – 0.7V), the opening time of WL just changes a little bit. Since the proposed strategy reduces the time of the pre-charge/decoding phase, the read speed is increased.

6. Conclusion

This paper introduces the balanced pre-charging and group decoding methods and implements them to both 6T SRAM and non-traditional 9T SRAM, which proves the effectiveness of the methods. Simulation results show
that the proposed strategy can obtain higher reading stability and reading speed and lower power consumption.
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