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Abstract. Several different kinds of criteria for non-equilibrium phase separation to discriminate the two stages, the spinnodal decomposition (SD) and domain growth (DG), are compared and further investigated. The characteristic domain size and morphological function present two geometric criteria. Both of them can only provide rough estimations for the crossover from SD to DG. The reason for domain size is that the crossover in this description covers a process, instead of a specific time. The reason for the morphological function is that the result may rely on chosen threshold value. However, both the non-equilibrium strength and the entropy production rate are physical criteria and are more convenient to provide critical times. In fact, not only the non-equilibrium strength defined in the moment space opened by all the independent components of the used non-equilibrium quantities but also those defined in its subspaces can be used as criteria. Each of those criteria characterizes the phase separation process from its own perspective. Consequently, the obtained critical times may show slight differences. It should be pointed out that these slight differences are not contradictory, but consistent with each other and complementary in describing the complex phenomena.

INTRODUCTION

Phase separation is one of the most fundamental physical phenomena and is ubiquitous in industrial processes [1, 2, 3]. Typical examples are crystal growth, petroleum extraction, material processing and synthesis, etc. Understanding of the phase separation process is not only a fundamental scientific problem but also crucial for technological development. However, the hydrodynamics and kinetics of multiphase flows are much more complex, especially when it involves phase transition [3, 4]. In recent years, great efforts have been made to investigate the phase separation by using experimental, theoretical, and numerical methods [5, 6, 7], among which the numerical method possesses a higher economy and flexibility and has been widely used in the research of phase separation [3, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17].

Generally, under quenching condition, thermal phase separation process undergo two stages: the early spinodal decomposition (SD) and the late stage of domain growth (DG). The characteristics of the late stage have been extensively studied in the previous publications [18, 19]. In the DG stage, the characteristic domain size $R(t)$ grows exponentially with time $t$, i.e. $R(t) \sim t^\alpha$ [18, 20]. However, there is less research on the early stage of phase separation. In fact, how to exactly distinguish the SD stage from the DG stage is still an open problem. One way is to use the profile of characteristic domain size in the log-log scale. The moment when the power law of $R(t)$ appears can be regarded as the critical point of the two stages. However, it is difficult to get an accurate critical point by this method. In 2012, a new critical to distinguish two stages of phase separation was proposed based on the morphological method [21]. It was found that the boundary length $L$ increases at SD stage and decreases at DG stage, so the maximum point of $L$ can be used to mark the critical time. In 2015, with the help of non-equilibrium strength, another physical critical to distinguish the two stages of phase separation was provided [4]. In our recent work, we find that the entropy production rate increases with time at the SD stage and decreases with time at the DG stage. The maximum point can also be used to indicate the critical time [22].
So far, there are at least four kinds of criteria for thermal phase separation including characteristic domain size, morphological function, non-equilibrium strength, and the entropy production rate. Those methods provide the characteristics of phase separation process from different perspectives. In this work, we aim to investigate the differences and similarities between those different criteria by means of discrete Boltzmann method. The remainder of this paper is organized as follows. Section 2 introduces the multiphase model we used to simulate the thermal phase separation and the validation of the model. Section 3 shows and compares the evolution process of the phase separation from morphological function, characteristic domain size, non-equilibrium strength, and entropy production rate. Section 4 concludes the present paper.

**METHOD and VALIDATION**

**Discrete Boltzmann model for nonideal fluid**

As a kinetic modeling of non-equilibrium and complex flow, the discrete Boltzmann model (DBM) has been widely used in various flows including high speed compressible flow [23], flow instability [24, 25, 26], combustion and detonation [27], and non-equilibrium phase transition [4]. In order to describe the nonideal equation of state (EOS) and the surface tension effect, the collision term on the right side is corrected by adding a extra term then the evolution equation of discrete Boltzmann model reads [28]

\[
\frac{\partial f_{ki}}{\partial t} + v_{ki} \cdot \nabla f_{ki} = -\frac{1}{\tau} (f_{ki} - f_{ki}^0) + I_{ki},
\]

(1)

where \(f_{ki}\) is distribution function of the discrete velocity \(v_{ki}\) and the subscript \(ki\) denotes the index of discrete velocity. \(f_{ki}^0\) is the discrete Shakhov distribution function which reads

\[
f_{ki}^0 = f_{ki}^{eq} \left\{ 1 + (1 - Pr)c_{ki} \cdot q \left( \frac{c_{ki}^2}{RT} - (D + 2) \right) f_{ki}^{eq} \right\},
\]

(2)

where \(f_{ki}^{eq}\) is the discrete local equilibrium distribution function, \(D\) represents space dimension, and \(R\) indicates gas constant. \(u\) and \(T\) are macro velocity and temperature, respectively. \(q\) represents heat flux, \(c_{ki} = v_{ki} - u\), and \(c_{ki}^2 = c_{ki} \cdot c_{ki}\). The discretization of particle velocity space and the calculation of \(f_{ki}^{eq}\) are referred to Ref. [28, 29, 30]. The Shakhov model rather than the BGK model is adopted to replace the original collision integral, which possesses an adjustable Prandtl number and have more advantages in investigating the non-equilibrium flows. The extra term \(I_{ki}\) are used to describe the interparticle forces which is similar to the one introduced by Klimontovich for nonideal gases [31, 32] and reads

\[
I_{ki} = -\left( A_0 + A_1 \cdot c_{ki} + A_{2.0}c_{ki}^2 \right) f_{ki}^{eq},
\]

(3)

where \(A_0\), \(A_1\), and \(A_{2.0}\) are three parameters. According to Chapman-Enskog expansion, the Navier-Stokes equations can be derived from Eq. (1) without the extra term \(I_{ki}\). Here, taking into account the extra term \(I_{ki}\), we need to derive the hydrodynamic equations for nonideal fluid proposed by Onuki [33, 34]. Then the parameters \(A_0\), \(A_1\), and \(A_{2.0}\) can be calculated from the Chapman-Enskog expansion which read

\[
A_0 = -2A_{2.0}T,
\]

(4)

\[
A_1 = \frac{1}{\rho T} \nabla \cdot [(P - \rho T) I + \Lambda],
\]

(5)

\[
A_{2.0} = \frac{1}{\rho T^2} \left\{ \begin{array}{l} (P - \rho T) \nabla \cdot u + \Lambda : \nabla u + \rho \nabla \cdot \nabla (\nabla \cdot u) + \nabla \rho \cdot \nabla (\nabla \cdot u) + \nabla u \cdot \nabla u + \nabla \rho \cdot \nabla (\nabla \cdot u) + \nabla \rho \cdot \nabla (\nabla \cdot u) \end{array} \right\}.
\]

(6)

where \(P = \frac{\rho T}{\tau_{\text{b-p}}} - \rho \alpha^2\) is the van der Waals (vdW) pressure, \(I\) is the unit tensor, \(\Lambda = -\left[ M \rho \nabla^2 \rho + \frac{M}{2} (\nabla \rho)^2 + \rho T \nabla \rho \cdot \nabla (M/T) \right] I + M \nabla \rho \nabla \rho\) is the contribution of surface tension to the pressure tensor, and \(M = K + CT\) with \(K\) and \(C\) are two constants. It can be seen that all of the parameters \(A_0\), \(A_1\), and \(A_{2.0}\) are only depend on the quantities \(\rho, u, T\) and their spatial derivative so they can be readily computed at each time step.
Numerical verification

In order to validate the DBM for nonideal fluid, the liquid-vapor coexistence points at various temperatures are simulated. The computational grids are \( N_x \times N_y = 200 \times 4 \) with space step \( \Delta x = \Delta y = 0.01 \). Time step is \( \Delta t = 0.0001 \) and relaxation time \( \tau = 0.02 \). Periodic boundary conditions are adopted in both directions. The first and second order spatial derivatives are all calculated by the nine-point stencils (NPS) [35, 36] scheme, which possesses a higher isotropy and is able to reduce spurious velocities significantly. The time derivation is solved by the first order forward difference. The coefficient of surface tension is \( K = 5 \times 10^{-5} \) when calculate the force term. The parameters \( a \) and \( b \) in the vdW EOS are chosen as \( a = \frac{9}{8} \) and \( b = \frac{1}{3} \) so it has a critical point at \( \rho_c = T_c = 1 \).

The initial conditions are

\[
\begin{align*}
(\rho, T, u_x, u_y)_L &= (\rho_v, 0.9975, 0, 0), \\
(\rho, T, u_x, u_y)_M &= (\rho_l, 0.9975, 0, 0), \\
(\rho, T, u_x, u_y)_R &= (\rho_v, 0.9975, 0, 0),
\end{align*}
\]

where the subscript “\( L \)”, “\( M \)”, and “\( R \)” indicate the regions \( x \leq \frac{1}{4} N_x, \frac{1}{4} N_x < x < \frac{3}{4} N_x \), and \( x \geq \frac{3}{4} N_x \), respectively, \( \rho_v = 0.955 \) and \( \rho_l = 1.045 \) are theoretical vapor and liquid densities at \( T = 0.9975 \). The temperature is dropped to \( T = 0.99 \) when the equilibrium state of the system is achieved. Then the temperature drops by a small value \( \Delta T = 0.01 \) each time once the equilibrium state of the system is achieved again. Simulations go on until the temperature is reduced to 0.85 then a series of coexistence points are obtained. The results are shown in Fig. 1. The solid line is directly calculated from vdW EOS using a Maxwell construction. It shows that the coexistence points simulated by the DBM are well agree with the coexistence curve, which verifies that the multiphase DBM provides a correct vdW EOS.

\[
\begin{align*}
(\rho, T, u_x, u_y)_{in} &= (1.5865, 0.92, 0, 0), \\
(\rho, T, u_x, u_y)_{out} &= (0.4786, 0.92, 0, 0),
\end{align*}
\]

Then we check the surface tension of the new model by the Laplace’s law. As shown in Fig. 2, a circular droplet with a radius of \( R_0 \) are surrounded by its vapor. The initial conditions are set as

\[
\begin{align*}
(\rho, T, u_x, u_y)_{in} &= (1.5865, 0.92, 0, 0), \\
(\rho, T, u_x, u_y)_{out} &= (0.4786, 0.92, 0, 0),
\end{align*}
\]

where the subscript “\( in \)” and “\( out \)” indicate the regions inside and outside the circle, respectively. All the rest parameters are the same with those in Fig. 1. Periodic boundary conditions are adopted in both directions. The NPS scheme is used to calculate the spatial derivatives and the time derivation is solved by the first order forward difference.

According to Laplace law, the pressure difference \( \Delta P \) between the inside and outside of the circular domain is proportional to the reciprocal of radius \( 1/R_0 \) when the surface tension is fixed,

\[
\Delta P = \frac{\sigma}{R_0},
\]

where \( \sigma \) is the surface tension. In the simulation, three different values of \( \sigma \) are used by changing the coefficient \( K \). Figure 2 (a) and 2 (b) shows the density and pressure contour at steady state, respectively. The pressure difference

\[
\begin{align*}
(\rho, T, u_x, u_y)_{in} &= (1.5865, 0.92, 0, 0), \\
(\rho, T, u_x, u_y)_{out} &= (0.4786, 0.92, 0, 0),
\end{align*}
\]
\( \Delta P \) between the inside and outside of the circular domain under different circle radiuses and surface tensions are given in Fig. 3. The DBM results are denoted by symbols and the lines are obtained by linear fitting. There is a linear relationship between the pressure difference \( \Delta P \) and the reciprocal of radius \( 1/R_0 \). We can see that the results of DBM is consistent with the Laplace’s law.

**FIGURE 2.** The contour maps of (a) density and (b) pressure for a circular droplet with a radius of \( R_0 \) at steady state.

**FIGURE 3.** \( \Delta P \) plotted vs \( 1/R_0 \) for three different coefficients of surface tension as tests of Laplace’s law. The symbols are DBM results while the lines are linear fits.

**RESULTS and ANALYSIS**

In this section, the thermal phase separation process is simulated. The initial conditions are

\[
(\rho, u_x, u_y, T) = (1 + \delta, 0.0, 0.0, 0.9),
\]

where \( \delta \) represents a random density noise with an amplitude of 0.01. The simulated area is \( L_x \times L_y = 1.0 \times 1.0 \) with the space step \( \Delta x = \Delta y = 0.01 \). Time step is \( \Delta t = 1 \times 10^{-4} \) and the relaxation time \( \tau = 0.02 \). The parameters in the vdW EOS are chosen as \( a = 9/8 \) and \( b = 1/3 \), so the critical density \( \rho_c \) and critical temperature \( T_c \) are \( \rho_c = T_c = 1.0 \). The coefficient of surface tension is \( K = 1 \times 10^{-5} \). The spatial derivations are calculated by NPS scheme and the time derivation is solved by the first order forward difference. Periodic boundary conditions are used in both directions.

The evolution process of the thermal phase separation is shown in Fig. 4. The density contour at several typical times are plotted. Figure 4 (a) corresponds to the time \( t = 0.5 \) which is in the SD stage. We can see that the fluid
separates into small regions but the interfaces are blurry at this stage. Figure 4 (b) corresponds to the time $t = 1.0$ which is around the critical time. Compared with Fig. 4 (a), there is little change in the phase regions but the interface is much clearer. Figure 4 (c) and 4 (d) represent the SD stage at time $t = 5.0$ and $t = 10.0$, respectively. In this stage, small domains merge with each other and the phase regions grow quickly under the action of surface tension. From the density contour map, we can only get parts of the information of thermal phase separation qualitatively. In the following parts, we further conduct a quantitative analysis of the process of phase separation.

**FIGURE 4.** Density contour maps at several times for thermal phase separation. (a) $t = 0.5$, (b) $t = 1.0$, (c) $t = 5.0$, (d) $t = 10.0$.

### Morphological characterization

Morphology is a theory of analyzing spatial structure. It was first used to study the gas permeability of porous media then it was well developed and widely used in the image processing and analysis. In recent years, morphological analysis technology has also been applied in the study of the complex physical fields including reaction diffusion system [37], dynamic response of porous materials under shock [38, 39], and the phase separation process of complex fluids [19, 40], etc. It is becoming an effective tool and plays an important role in data analysis and information extraction.

In morphology, the Minkowski functionals can fully describe the geometric properties of a $D$-dimensional convex sets satisfying the morphological properties. A physical field can be described by $\Theta(r)$, where $r$ is the position in a $D$-dimensional space and $\Theta$ is a physical variable such as density, temperature, and velocity. If we set a threshold value $\Theta_{th}$, the regions is defined as white when $\Theta(r) \geq \Theta_{th}$ and black when $\Theta(r) < \Theta_{th}$, then a pattern of white and black pixels is obtained. The points with $\Theta(r) \geq \Theta_{th}$ compose the $D$-dimensional convex set and its morphological properties can be completely described by $D + 1$ functionals. For the two-dimensional case, the three Minkowski functionals are the white area fraction $A_w$, the reduce total boundary length $L$, and the Euler characteristic $\chi$.

For example, if we need to analyze the density contour map, we should first choose a density threshold value $\rho_{th}$ then the white area corresponds to the high density and the black area corresponds to the low density. The first Minkowski functional $A$ is the white area $A_w$ divided by the total area $A_{total}$.

$$A = \frac{A_w}{A_{total}} \quad (11)$$

It should be noted that a pixel here corresponds to a small square formed by four grid nodes in the simulation results as shown in Fig. 5. The white area directly plus one if the values of density at the four vertices are all above $\rho_{th}$ as shown in Fig. 5 (a), otherwise the white area plus a interpolated number between zero and one. Figs. 5 (b)-(f) show several different kinds of pixels and the calculation of $\Delta A_w$ can be found below Fig. 5. The ratio of the white area is gradually reduced from one to zero when $\rho_{th}$ increases from the lowest value to the highest one.
The second Minkowski functional $L$ is the length of the boundary between the white and black regions $L_w$ divided by the circumference of the simulated region $L_c$,

$$L = \frac{L_w}{L_c}. \quad (12)$$

With the increasing of $\rho_{th}$, the value of $L$ increases from zero then arrives its maximum value and finally decreases to zero again.

The third Minkowski functional $\chi$ is defined as

$$\chi = n^w - n^b, \quad (13)$$

where $n^w$ and $n^b$ are the number of simply connected white domains and black domains, respectively. The Euler characteristic $\chi$ describes the connectivity of the domains in a purely topological way.

![Diagram](image)

**FIGURE 5.** Several different kinds of pixels. The symbols of square, circle, and triangle denote the density at this point are above, below, and equal to the threshold value $\rho_{th}$, respectively. The positions of the triangle symbols are calculated by linear interpolation.

The operations for the different cases in Fig. 5 are as follow,

- **Case (a):** $A_w = A_w + 1$.
- **Case (b):** $A_w = A_w + \Delta A_w$, $L_w = L_w + \Delta L_w$, $\chi = \chi - 1$,
  where $\Delta A_w = 1 - \frac{1}{2} \delta x_1 \delta y_1$ and $\Delta L_w = \sqrt{\delta x_1^2 + \delta y_1^2}$.
- **Case (c):** $A_w = A_w + \Delta A_w$, $L_w = L_w + \Delta L_w$,
  where $\Delta A_w = \frac{1}{2} (\delta x_1 + \delta x_2)$ and $\Delta L_w = \sqrt{(\delta x_2 - \delta x_1)^2 + 1}$.
- **Case (d):** $A_w = A_w + \Delta A_w$, $L_w = L_w + \Delta L_w$, $\chi = \chi + \Delta \chi$,
  where $\Delta L_w = \delta x_1 + \delta y_1 + \delta x_2 + \delta y_2$.
  - if $\Delta L_w < 2$, $\Delta A_w = 1 - (\delta x_1 \delta y_1 + \delta x_2 \delta y_2)$ and $\Delta \chi = -2$;
  - if $\Delta L_w = 2$, $\Delta A_w = 0.5$ and $\Delta \chi = -2$;
  - if $\Delta L_w > 2$, $\Delta A_w = (1 - \delta x_1)(1 - \delta y_1) + (1 - \delta x_2)(1 - \delta y_2)$ and $\Delta \chi = 2$.
- **Case (e):** $A_w = A_w + \Delta A_w$, $L_w = L_w + \Delta L_w$, $\chi = \chi + 1$,
  where $\Delta A_w = \frac{1}{2} \delta x_1 \delta y_1$ and $\Delta L_w = \sqrt{\delta x_1^2 + \delta y_1^2}$.
- **Case (f):** no operation.

Morphological characteristics of the density contour map for thermal phase separation are shown in Fig. 6. The profiles of $A$, $L$, and $\chi$ are plotted in Fig. 6 (a), Fig. 6 (b), and Fig. 6 (c), respectively. At the first stage of phase separation, due to the growth of density fluctuations, a large number of interfaces are build up. This changes result in the increase of the boundary length $L$. However, at the DG stage, with the coalescence of small domains and the larger domains form, the Euler characteristic decreases and the total boundary length also decreases. Thus, the boundary length can be used as a geometric criterion to identify the two stage. The boundary length increases at the SD stage and decreases at the DG stage, so the maximum point corresponds to the critical time $t_{SD}[21].
However, it should be noted that the profile of boundary length \( L \) depend on the threshold value \( \rho_{th} \) we choose. Different profiles can be obtained by using different threshold values as shown in Fig. 6 (b). As a result, the maximum point of the \( L \) also depends on the threshold value. The relationship between the critical time \( t_{SD} \) and the threshold value \( \rho_{th} \) are given in Fig. 6 (d). It can be seen that \( t_{SD} \) decrease with the increase of the \( \rho_{th} \) when \( \rho_{th} < \rho_0 \), where \( \rho_0 \) is the initial density without fluctuation. However, when \( \rho_{th} < \rho_0 \), \( t_{SD} \) increase with the increase of the \( \rho_{th} \). From this relationship, we learn that the criterion given by morphological method is not unique. The value of the \( t_{SD} \) depend on the threshold value we choose.

**FIGURE 6.** Morphological characteristics of the thermal phase separation. (a) Profiles of white area fraction \( A \) with different threshold values \( \rho_{th} \). (b)Profile of boundary length \( L \) with different \( \rho_{th} \). (c) Profiles of Euler characteristic \( \chi \) with different \( \rho_{th} \). (d) Relationship between the critical time \( t_{SD} \) and threshold value \( \rho_{th} \).

**Thermodynamic non-equilibrium strength and entropy production**

It has been known that the DBM can provide a convenient measure for the thermodynamic non-equilibrium effects by means of the higher order kinetic moments. The non-equilibrium quantities are defined as the differences between the kinetic moments of \( f \) and their corresponding local equilibrium distribution \( f^{eq} \), which read [41]

\[
\Delta^* = M^*_m(f_{ki}) - M^*_m(f^{eq}_{ki}),
\]

where \( M^*_m(f) \) indicates the \( m \)th order kinetic center moment,

\[
M^*_m(f) = \sum_{ki} f_{ki} (v_{ki} - u)(v_{ki} - u) \cdots (v_{ki} - u).
\]

Recently, we find that the non-equilibrium strength \( D^*_m \) is more suitable for characterizing the fluid interface [28]. The definitions of the first four non-equilibrium strengths are rewritten here

\[
D^*_2 = \sqrt{(\Delta^*_2)_{xy}^2 + (\Delta^*_2)_{xy}^2 + (\Delta^*_2)_{xy}^2},
\]

\[
D^*_3,1 = \sqrt{(\Delta^*_3,1)_{xx}^2 + (\Delta^*_3,1)_{xx}^2},
\]

\[
D^*_3 = \sqrt{(\Delta^*_3,xx)_{xx}^2 + (\Delta^*_3,xx)_{xx}^2 + (\Delta^*_3,xx)_{xx}^2 + (\Delta^*_3,xx)_{xx}^2},
\]

\[
D^*_4 = \sqrt{(\Delta^*_4,xxx)_{xxx}^2 + (\Delta^*_4,xxx)_{xxx}^2 + (\Delta^*_4,xxx)_{xxx}^2 + (\Delta^*_4,xxx)_{xxx}^2},
\]

\[
D^*_5 = \sqrt{(\Delta^*_5,xxxx)_{xxxx}^2 + (\Delta^*_5,xxxx)_{xxxx}^2 + (\Delta^*_5,xxxx)_{xxxx}^2 + (\Delta^*_5,xxxx)_{xxxx}^2 + (\Delta^*_5,xxxx)_{xxxx}^2},
\]

\[
D^*_6 = \sqrt{(\Delta^*_6,xxxxxx)_{xxxxxx}^2 + (\Delta^*_6,xxxxxx)_{xxxxxx}^2 + (\Delta^*_6,xxxxxx)_{xxxxxx}^2 + (\Delta^*_6,xxxxxx)_{xxxxxx}^2 + (\Delta^*_6,xxxxxx)_{xxxxxx}^2 + (\Delta^*_6,xxxxxx)_{xxxxxx}^2},
\]

\[
D^*_7 = \sqrt{(\Delta^*_7,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_7,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_7,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_7,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_7,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_7,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_7,xxxxxxx)_{xxxxxxx}^2},
\]

\[
D^*_8 = \sqrt{(\Delta^*_8,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_8,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_8,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_8,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_8,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_8,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_8,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_8,xxxxxxx)_{xxxxxxx}^2},
\]

\[
D^*_9 = \sqrt{(\Delta^*_9,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_9,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_9,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_9,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_9,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_9,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_9,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_9,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_9,xxxxxxx)_{xxxxxxx}^2},
\]

\[
D^*_10 = \sqrt{(\Delta^*_10,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_10,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_10,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_10,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_10,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_10,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_10,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_10,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_10,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_10,xxxxxxx)_{xxxxxxx}^2},
\]

\[
D^*_11 = \sqrt{(\Delta^*_11,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_11,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_11,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_11,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_11,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_11,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_11,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_11,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_11,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_11,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_11,xxxxxxx)_{xxxxxxx}^2},
\]

\[
D^*_12 = \sqrt{(\Delta^*_12,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_12,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_12,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_12,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_12,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_12,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_12,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_12,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_12,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_12,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_12,xxxxxxx)_{xxxxxxx}^2 + (\Delta^*_12,xxxxxxx)_{xxxxxxx}^2},
\]
\[ D_{4,2} = \sqrt{(\Delta_{4,2,xx})^2 + (\Delta_{4,2,xy})^2 + (\Delta_{4,2,yy})^2}. \]  

Then we can further define the total non-equilibrium strength \( D_{\text{sum}} \) [4], which reads

\[ D_{\text{sum}} = \sqrt{(D_2)^2 + (D_{3,1})^2 + (D_3)^2 + (D_{4,2})^2}. \]

In Ref. [4], it has been found that the total non-equilibrium strength \( D_{\text{sum}} \) can be used as a physical criterion to discriminate the two stages of the thermal phase separation. In this work, we aim to show that not only the \( D_{\text{sum}} \) but also each \( D_* \) can present criteria to distinguish the two stages of phase separation.

In addition, in one of our recent works, we established the relationship between the entropy production rate and the non-equilibrium quantities for multiphase flows, which reads [22]

\[ \frac{dS_b}{dr} = \int \left( \Delta_{3,1} \cdot \nabla \frac{1}{T} - \frac{1}{T} \Delta_{3} : \nabla \mathbf{u} \right) d\mathbf{r}. \]

There are two source terms that directly contribute to the entropy production including the non-organized energy fluxes (NOEF) and the non-organized momentum fluxes (NOMF). The two terms of entropy production are denoted by \( S_{\text{NOEF}} \) and \( S_{\text{NOMF}} \), respectively,

\[ S_{\text{NOEF}} = \int \Delta_{3,1} \cdot \nabla \frac{1}{T} d\mathbf{r}, \]

\[ S_{\text{NOMF}} = \int -\frac{1}{T} \Delta_{3} : \nabla \mathbf{u} d\mathbf{r}, \]

where the space integrals are within the whole computational domain. The total entropy production rate is denoted as \( S_{\text{sum}} \) and it has

\[ S_{\text{sum}} = S_{\text{NOEF}} + S_{\text{NOMF}}. \]

We find that the \( S_{\text{sum}} \) increases with time at the SD stage and decreases at the DG stage. The maximum point of \( S_{\text{sum}} \) indicates the critical time of the phase separation. The profiles of \( S_{\text{NOEF}} \) and \( S_{\text{NOMF}} \) possess similar characteristics with \( S_{\text{sum}} \).

The profiles of non-equilibrium strengths and entropy production rates for thermal phase separation are shown in Fig. 7. The characteristic domain size is also plotted in Fig. 7 (a) for comparison. The critical time is marked by arrow when the growth of the domain size begins to show a power law. From Fig. 7 (b) we can see that the profiles of different non-equilibrium strengths show similar features although their amplitudes are different. They all increase at the first stage and then decrease at the DG stage. The maximum points are a little bit different, but the differences are very small and the maximum points are almost on a vertical line. The profiles of entropy production rates including \( S_{\text{NOEF}} \), \( S_{\text{NOMF}} \), and \( S_{\text{sum}} \) are shown in Fig. 7 (c), from which we can see that the maximum points are almost correspond to the same time.

The critical times \( t_{SD} \) obtained from different profiles are compared in Tab. 1. It can not give an accurate value of \( t_{SD} \) by means of characteristic domain size, so an approximated range of the critical time is listed in the table. Generally speaking, the values of \( t_{SD} \) calculated by non-equilibrium strengths are bigger than those of entropy production rates. The values of \( t_{SD} \) provided by the non-equilibrium strengths and entropy production rates are different with each other but the difference is much small. It concludes that those different criteria characterize the phase separation process from different perspective, but they provides the similar features in a statistical sense. The information provided by different criteria are consistent and complementary with each other.

**CONCLUSION**

Discrete Boltzmann modeling presents more convenient physical criteria to discriminate the two stages, spinodal decomposition and domain growth. These physical criteria, entropy production rate and various strengths of non-equilibrium, are further investigated and compared with previous rheological and morphological ones which are in fact some geometrical criteria. It is found that the physical criteria are more efficient to provide critical times for the crossover. Each of all those criteria characterizes the phase separation process from its own perspective. The slight differences in critical times obtained via different criteria show the complexity of the phase separation process and are complementary in describing the complex phenomena.
FIGURE 7. Profiles of the (a) characteristic domain size, (b) non-equilibrium strength, and (c) entropy production rate.

| Different criteria | Critical time $t_{SD}$ |
|--------------------|------------------------|
| Characteristic domain size | $R(t)$ | 1.0 ±0.06 |
| $D_1^c$ | 0.97 |
| $D_{3,1}^c$ | 0.94 |
| Non-equilibrium strengths | $D_1^s$ | 0.94 |
| $D_2^s$ | 0.97 |
| $D_{sum}^s$ | 0.95 |
| Entropy production rates | $S_{NOEF}$ | 0.93 |
| $S_{NOMF}$ | 0.94 |
| $S_{sum}$ | 0.93 |
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