The optical spectra of two-dimensional (2D) periodic systems provide a challenge for time-dependent density-functional theory (TDDFT) because of the large excitonic effects in these materials. In this work we explore how accurately these spectra can be described within a pure Kohn-Sham time-dependent density-functional framework, i.e., a framework in which no theory beyond Kohn-Sham density-functional theory, such as GW, is required to correct the Kohn-Sham gap. To achieve this goal we adapted a recent approach we developed for the optical spectra of 3D systems [Cavo, Berger, Romaniello, Phys. Rev. B, 101, 115109 (2020)] to those of 2D systems. Our approach relies on the link between the exchange-correlation kernel of TDDFT and the derivative discontinuity of ground-state density-functional theory, which guarantees a correct quasi-particle gap, and on a generalization of the polarization functional [Berger, Phys. Rev. Lett. 115, 137402 (2015)], which describes the excitonic effects. We applied our approach to two prototypical 2D monolayers, h-BN and MoS$_2$. We find that our protocol gives a qualitative good description of the optical spectrum of h-BN, whereas improvements are needed for MoS$_2$ to describe the intensity of the excitonic peaks.

I. INTRODUCTION

In recent years the research on 2D materials, such as graphene, hexagonal boron nitride (h-BN), and transition-metal dichalcogenides, has grown exponentially in the fields of condensed matter physics, materials science, chemistry, and nanotechnology. Thanks to geometric confinement and reduced dielectric screening these materials exhibit unique features such as strong light-matter interaction and enhanced many-body effects. For example, transition-metal dichalcogenides MX$_2$ (X=S, Se, Te; M=transition metal) represent a particularly interesting class of 2D materials comprising both semiconductors and metals. The prototypical family member MoS$_2$ is well known to undergo a transition from indirect to direct band gap semiconductor when its thickness is thinned down to a monolayer. Furthermore, excitons couple strongly to light and lead to a substantial modification of the optical spectrum both below and above the QP band gap.$^{1-9}$

The standard theoretical approach to calculate the optical spectra of 2D materials is by solving the Bethe-Salpeter equation (BSE)$^{10}$ on top of a GW band-structure calculation. This method is usually very accurate since the BSE approach explicitly takes into account both the electron and the hole that make up the excitons. However, there are also some shortcomings, in particular: 1) the large computational cost of a BSE calculation which, in its standard implementation, scales as $N^6$ (with $N$ the number of electrons) and 2) the difficulty to converge BSE calculations because of the large number of convergence parameters involved. Due to these two shortcomings the GW+BSE is, for example, not (yet) suitable for high-throughput screening.

An alternative way to capture the same physics but at a much lower computational cost ($N^3$ or $N^4$ depending on the implementation) and with fewer convergence parameters is time-dependent density functional theory (TDDFT). As is well-known, the main difficulty of TDDFT is to find good approximations to the exchange-correlation kernel $f_{xc}$. In the specific case of optical spectra, the challenge is two-fold: 1) to capture the two-particle electron-hole interaction within an inherently single-particle picture and 2) to transform the underlying Kohn-Sham (KS) band structure into a quasi-particle band structure. Almost all recent TDDFT kernels$^{16-21}$ address the first part but not the second. Instead, a scissors shift$^{22}$ is often used to correct the KS band gap. The scissors parameter is then obtained either from experiment or from a theory beyond TDDFT such as GW or extended KS theory using hybrid functionals.$^{23-26}$

We have recently proposed the Pure functional$^{27}$ as an approximation to $f_{xc}$ which describes both the excitonic effects and the quasi-particle effects in the optical spectra of solids, i.e., 3D materials. The spectra we obtained were in good agreement with experimental data. It would be interesting to establish the accuracy of the Pure functional for 2D materials. However, the Pure functional depends explicitly on the macroscopic dielectric function which is meaningless in 2D materials (see, e.g.,$^{28-30}$). Therefore, in this work, we propose a modified Pure functional for 2D materials and we assess its accuracy when applied to the calculation of the optical spectra of these materials. We note that very recently Suzuki and Watanabe$^{31}$ have also used TDDFT to calculate the optical spectra of 2D materials.

The paper is organized as follows. In Sec. II we give a brief description of the Pure functional derived in Ref. 27. We report the computational details of our calculations in Sec. III. In Sec. IV we show and discuss the results we obtained for the prototypical 2D materials, namely h-BN and MoS$_2$. We finally draw conclusions and perspectives in Sec. V.
II. THEORY

The TDDFT problem can be written as a two-point Dyson equation for the polarizability $\chi(\omega)$ according to

$$\chi(\omega) = \chi_{KS}(\omega) + \chi_{KS}(\omega) [v_c + f_{SC}(\omega)] \chi(\omega), \quad (1)$$

where $\chi_{KS}$ is the Kohn-Sham (KS) polarizability, $v_c$ is the Coulomb potential, and $f_{SC}$ is the exchange-correlation kernel, which is the quantity that has to be approximated in practical applications. A useful decomposition of the exact $f_{SC}$ is given by 2:

$$f_{SC}(1,2) = \chi_{KS}^{-1}(1,2) - \chi_0^{-1}(1,2) - i \int f(3\delta(5)G(4,5)G(1,2)\delta(4)/\delta(2), \quad (2)$$

where $\chi_{KS}$ and $\chi_0 = -igG$ are the Kohn Sham and independent quasi-particle polarizability, respectively, and $G(1,2)$ and $\Sigma(1,2)$ are the one-body Green function and the self-energy, respectively. The collective index $(1) = (\xi, t) = (\mathbf{r}, \mathbf{s}, t)$ contains the space, spin and time coordinates. The above decomposition reveals that $f_{SC}$ has two separate contributions: $f_{SC}^{(1)}$ which shifts the poles of the KS polarizability to those of the independent quasi-particle polarizability and $f_{SC}^{(2)}$ which takes into account the interactions between (quasi-)particles, and, in particular, the electron-hole interaction.

A. The 3D Pure functional

We have recently shown that $f_{SC}^{(1)}$ can be linked to the derivative discontinuity $\Delta_{dd}$ of density-functional theory which is defined as the difference between the fundamental gap and the KS gap. Moreover we have shown that the effect of $f_{SC}^{(1)}$ on the polarizability can be accounted for by solving the following modified Dyson equation,

$$\chi(\omega) = \chi_{KS}^{(1)}(\omega) + \chi_{KS}^{(1)}(\omega) [v_c + f_{SC}^{(2)}(\omega)] \chi(\omega), \quad (3)$$

where $\chi_{KS}^{(1)}(\omega)$ is a modified KS response function defined as

$$\chi_{KS}^{(1)}(\mathbf{x}_1, \mathbf{x}_2, \omega) = \sum_{i,j} \frac{\{f_j - f_i\} \phi_i(\mathbf{x}_1) \phi_j(\mathbf{x}_2) \phi_i^*(\mathbf{x}_1) \phi_j^*(\mathbf{x}_2)}{\omega - (\epsilon_i - \epsilon_j) - \text{sgn}(\epsilon_i - \epsilon_j) \Delta_{dd} + i\eta}, \quad (4)$$

where $\phi_i$ is a KS spin orbital, $\epsilon_i$ its energy, $f_i$ its occupation (0 and 1 for unoccupied and occupied orbitals, respectively), and $\eta$ is a positive infinitesimal that ensures causality.

We will use the GLLR model to approximate the derivative discontinuity. In this model $\Delta_{dd}$ is given by

$$\Delta_{dd} = K_{SC} \sum_{i=1}^{N} \left[ \sqrt{\epsilon_{CBM} - \epsilon_i} - \sqrt{\epsilon_{VBM} - \epsilon_i} \right] \times (\phi_{CBM} \frac{|\phi_i|^2}{\rho_0}) (\phi_{CBM}), \quad (5)$$

where $\phi_{CBM}$ is the KS spinorbital corresponding to $\epsilon_{CBM}$, the conduction band minimum (CBM), $\epsilon_{VBM}$ is the valence band maximum (VBM), $\rho_0$ is the ground-state density and $K_{SC} = 8\sqrt{2}/(3\pi^2) \approx 0.382$. The calculation of the $\Delta_{dd}$ scales linearly with the system size and, therefore, the numerical speed-up with respect to, for example, a GW calculation is enormous. Moreover, only ground-state KS quantities enter in Eq. (5), it is hence free of convergence problems which can affect the calculation of the GW self-energy. Fundamental gaps calculated using the derivative discontinuity in Eq. (5) have been reported for a large number of 3D and 2D materials. In general, the results are excellent.

For $f_{SC}^{(2)}$ we will use the polarization functional (PF), which was designed to take into account excitonic effects in solids. It is based on a model describing a system with a small dielectric constant and a strongly bound exciton having a large spectral weight. Nevertheless, we have shown that the PF works well also for systems such as Si and GaAs, which have a large macroscopic dielectric constant and no strongly bound excitons.

The polarization functional is a simple correction to $\chi_{RPA}(\omega)$, the electric susceptibility in the random-phase approximation (RPA), according to 19:

$$[\chi_{e}(\omega)]^{-1} = [\chi_{RPA}(\omega)]^{-1} - \alpha, \quad (6)$$

where $\chi_{e}(\omega)$ is the electric susceptibility and $\alpha$ is given by 19

$$\alpha = \frac{4\pi}{\varepsilon_M(0) - 1}\varepsilon_M(0), \quad (7)$$

with $\varepsilon_M(0)$ the RPA macroscopic dielectric function at $\omega = 0$. From the electric susceptibility the macroscopic dielectric function is obtained as $\varepsilon_M(\omega) = 1 + 4\pi\chi_e(\omega)$. The imaginary part of $\varepsilon_M(\omega)$ yields the optical absorption spectrum. We note that the original polarization functional contains an additional dynamical part. Since this part is mainly important for the description of the Drude-like tail in the absorption spectra of metals, we will not include it here. Furthermore, the polarization functional was originally presented in the framework of time-dependent current-density functional theory (TD-CDFDT) in which $\alpha$ is a $3 \times 3$ tensor instead of a scalar. The details of the practical advantages of our TDCDFDT approach can be found elsewhere.

The Pure functional is simply defined as the sum of the two contributions, i.e.,

$$f_{SC}^{Pure} = f_{SC}^{(1, GLLR)} + f_{SC}^{(2, PF)}, \quad (8)$$
It is important to note that the above expression implies that the modified polarizability in Eq. (4) has to be evaluated in two dimensions (2D) as given in Eq. (5). Thanks to the simplicity of Eqs. (4)-(7), the cost of a calculation with the Pure functional equals the cost of a simple RPA calculation. However, despite the simplicity of the expressions, the Pure functional accurately describes the optical spectra of standard semiconductors and wide-gap insulators.

We note that, although $\alpha$ leads to a simple shift of $[\chi^\text{RPA}_e(\omega)]^{-1}$, the result is an expression for $\chi_e(\omega)$ which mixes the real and imaginary parts of $\chi^\text{RPA}_e(\omega)$ in a nontrivial way. In particular, the imaginary part of $\chi_e(\omega)$, which is related to the absorption spectrum, becomes

$$\text{Im}\chi_e(\omega) = \frac{\text{Im}\chi^\text{RPA}_e(\omega)}{[1 - \alpha\text{Re}\chi^\text{RPA}_e(\omega)]^2 + [\alpha\text{Im}\chi^\text{RPA}_e(\omega)]^2}.$$  

It can be readily verified that for $\alpha = 0$ this expression reduces to $\chi^\text{RPA}_e(\omega)$. Excitonic peaks arise when $1 - \alpha\text{Re}\chi^\text{RPA}_e(\omega) = 0$ for an energy smaller than the direct gap, since for such an energy $\text{Im}\chi^\text{RPA}_e = 0$. This equation will prove to be useful in our analysis of the optical spectra of $h$-BN and MoS$_2$ in Section IV.

### B. The 2D Pure functional

Given the success of the Pure functional for 3D materials, it would be interesting to see if it can also be successfully applied to 2D materials. Unfortunately, the PF part of the Pure functional cannot be straightforwardly applied to 2D materials since the macroscopic dielectric function, which appears in Eq. (4), is ill-defined. The polarization functional is applied through a post-processing procedure.

As explained below, we studied both the monolayer and the bulk of $h$-BN and MoS$_2$. For the calculations of the bulk systems we used the following lattice parameters: $a = 2.50$ Å and $c = 6.66$ Å for bulk $h$-BN, $a = 3.18$ Å and $c = 12.7$ Å for bulk MoS$_2$. For the computation of the monolayer systems we used a periodic supercell of length $L_z$ in the direction perpendicular to the plane; we used $L_z = 25$ Å for $h$-BN and $L_z = 20$ Å for MoS$_2$.

The calculations of the derivative discontinuity are done within the GLLB approximation, which is based on the PBESO$^{22}$ correlation potential and uses the GLLB approximation to the exchange optimized effective potential. We use the QZ4P (quadrupole-ζ+4 polarization functions) basis set for $h$-BN and TZ2P (triple-ζ+2 polarization functions) basis set for MoS$_2$ provided by AMS.

The dielectric functions are calculated on top of an LDA, for $h$-BN, and a GGA-PW91$^{25}$ for MoS$_2$, ground-state calculation. The LDA/GGA gaps are corrected using the following shift ($\Delta_{\text{shift}} = E^\text{dir,LLGB} - E^\text{dir,LDA/GGA}$, with $E^\text{dir}$ the direct band gap): 3.43 eV for monolayer $h$-BN, 3.27 eV for bulk $h$-BN, 0.61 eV for monolayer MoS$_2$, and 0.44 eV for bulk MoS$_2$.

For MoS$_2$ we also included relativistic effects (scalar and spin-orbit coupling). Since in AMS the spin-orbit correction is not available yet for the GLLB functional, we have estimated this correction at the level of LDA/GGA.

For the calculation of the dielectric functions we used a 60 $\times$ 60 $\times$ 1 k point grid for monolayer $h$-BN, a 60 $\times$ 60 $\times$ 4 k point grid for bulk $h$-BN, a 100 $\times$ 100 $\times$ 1 k point grid for monolayer MoS$_2$, and a 70 $\times$ 70 $\times$ 4 k point grid for bulk MoS$_2$. We used an energy cutoff of 250 eV for both $h$-BN and MoS$_2$. Local fields are included in all the calculations. The calculated dielectric functions are broadened with a Lorentzian of 0.1 eV for $h$-BN, and 0.02 eV for MoS$_2$.

### III. COMPUTATIONAL DETAILS

For our calculations we used two DFT-based codes, namely the Amsterdam Modeling Suite (AMS)$^{25}$ to calculate the derivative discontinuity within the GLLB model, and the Vienna Ab-initio Simulation Package (VASP)$^{27,80}$ with the projector-augmented wave (PAW) method$^{21}$ to calculate the RPA dielectric function. The polarization functional is applied through a post-processing procedure.

As explained above, we studied both the monolayer and the bulk of $h$-BN and MoS$_2$. For the calculations of the bulk systems we used the following lattice parameters: $a = 2.50$ Å and $c = 6.66$ Å for bulk $h$-BN, $a = 3.18$ Å and $c = 12.7$ Å for bulk MoS$_2$. For the computation of the monolayer systems we used a periodic supercell of length $L_z$ in the direction perpendicular to the plane; we used $L_z = 25$ Å for $h$-BN and $L_z = 20$ Å for MoS$_2$.

The calculations of the derivative discontinuity are done within the GLLB-SC xc potential,$^{35,82,83}$ which is based on the PBESO$^{22}$ correlation potential and uses the GLLB approximation to the exchange optimized effective potential. We use the QZ4P (quadrupole-ζ+4 polarization functions) basis set for $h$-BN and TZ2P (triple-ζ+2 polarization functions) basis set for MoS$_2$ provided by AMS.

The dielectric functions are calculated on top of an LDA, for $h$-BN, and a GGA-PW91$^{25}$ for MoS$_2$, ground-state calculation. The LDA/GGA gaps are corrected using the following shift ($\Delta_{\text{shift}} = E^\text{dir,LLGB} - E^\text{dir,LDA/GGA}$, with $E^\text{dir}$ the direct band gap): 3.43 eV for monolayer $h$-BN, 3.27 eV for bulk $h$-BN, 0.61 eV for monolayer MoS$_2$, and 0.44 eV for bulk MoS$_2$.

For MoS$_2$ we also included relativistic effects (scalar and spin-orbit coupling). Since in AMS the spin-orbit correction is not available yet for the GLLB functional, we have estimated this correction at the level of LDA/GGA.

For the calculation of the dielectric functions we used a 60 $\times$ 60 $\times$ 1 k point grid for monolayer $h$-BN, a 60 $\times$ 60 $\times$ 4 k point grid for bulk $h$-BN, a 100 $\times$ 100 $\times$ 1 k point grid for monolayer MoS$_2$, and a 70 $\times$ 70 $\times$ 4 k point grid for bulk MoS$_2$. We used an energy cutoff of 250 eV for both $h$-BN and MoS$_2$. Local fields are included in all the calculations. The calculated dielectric functions are broadened with a Lorentzian of 0.1 eV for $h$-BN, and 0.02 eV for MoS$_2$.

### IV. RESULTS AND DISCUSSION

In this section we discuss our results for the dielectric functions of monolayer $h$-BN and MoS$_2$. Furthermore, to get more insights into the performance of our protocol we also calculated the dielectric functions of bulk $h$-BN and MoS$_2$.

Let us first have a look at the band gaps of these ma-
Table I: Calculated and measured direct ($E^\text{dir}_g$) and indirect band gaps ($E^\text{ind}_g$) (in eV) of monolayer and bulk $h$-BN and MoS$_2$. The GLLB-SC values include the derivative discontinuity $\Delta^d$. The DFT values are obtained using LDA for $h$-BN and GGA for MoS$_2$. We note that for MoS$_2$ we report the values that are corrected for relativistic effects. We also report the measured optical gap ($E^\text{opt}_g$).

|         | DFT $E^\text{dir/ind}_g$ | GLLB-SC $E^\text{dir/ind}_g$ | GW $E^\text{dir/ind}_g$ | Exp $E^\text{dir/ind}_g$ |
|---------|-------------------------|-----------------------------|------------------------|------------------------|
| mono $h$-BN | 4.52                    | 7.95                        | 7.25–7.77$^a$          | 4.67$^b$              |
|         |                         |                             |                        |                        |
| bulk $h$-BN | 4.44                    | 7.71                        | 6.28–6.47$^c$          | 5.97$^f$, 6.4$^g$     |
|         |                         |                             |                        | 5.82$^h$              |
| ind.    | 3.97                    | 7.27                        | 5.80–5.95$^i$          | 5.95$^j$              |
| mono MoS$_2$ | 1.62                    | 2.23                        | 2.40–2.84$^k$          | 1.83–1.92$^n$         |
| bulk MoS$_2$ | 1.60                    | 2.04                        | 2.07$^o$, 2.23$^p$     | 1.96$^q$              |
|         |                         |                             |                        | 1.42$^r$, 1.88$^s$    |
| ind.    | 1.05                    | 1.62                        | 1.23–1.79$^l$          | 1.23$^u$, 1.29$^v$    |

$^a$See Refs. 53–57
$^b$See Ref. 58
$^c$See Ref. 59
$^d$See Ref. 60
$^e$See Refs. 64, 65
$^f$See Ref. 64
$^g$See Ref. 65
$^h$See Ref. 65
$^i$See Refs. 61–63
$^j$See Ref. 66
$^k$See Refs. 7, 67, 56, 68 and references therein
$^l$See Refs. 69, 70
$^m$See Ref. 71
$^n$See Refs. 1, 72, 73, 69, 71
$^o$See Ref. 74
$^p$See Ref. 75 and references therein
$^q$See Ref. 77
$^r$See Ref. 78
$^s$See Ref. 75 and references therein
$^t$See Ref. 7, 74, 75
$^u$See Ref. 76
$^v$See Ref. 77

Materials which are important for the correct description of the absorption onset. In Tab. I we report the GLLB-SC values we obtained for the direct and indirect gap for all the systems studied. For comparison we report experimental (when available) as well as GW values, which are, however, quite sensitive to the choice of the truncated Coulomb interaction, the level of self-consistency, and various other convergence parameters. We observe that the GLLB-SC functional tends to overestimate the gaps with respect to experiment, except for monolayer MoS$_2$. Nevertheless, it seems that the GLLB-SC gaps are in reasonable agreement with the GW gaps except for bulk $h$-BN.

Let us now study the dielectric functions of the monolayers.

### A. Monolayer

#### 1. $h$-BN

In the upper panel of Fig. 1 we report the absorption spectra, i.e., the in-plane component of the imaginary part of the dielectric function, of monolayer $h$-BN calculated using the Pure functional with the dielectric function defined in Eq. (10). Unfortunately we have not found experimental spectra for the monolayer (to the best of our knowledge experimental data are available only for $h$-BN on a substrate), therefore we compared our results with BSE results from literature. The spectrum obtained with the Pure functional shows two characteristic structures: an intense peak at 7.86 eV, which can be identified as a bound exciton because for this energy the denominator of Eq. (9) vanishes, i.e., $1 - \alpha R_{\chi RPA}^{\text{RPA}}(\omega = 7.86 \text{ eV}) = 0$, and a broad shoulder around 8.5 eV. These structures are in qualitative agreement with the BSE results reported in Fig. 1. We note, however, that the peak at 6.5 eV in the BSE spectrum is also a bound exciton, contrary to the Pure functional spectrum, where the shoulder can be traced back to the underlying RPA spectrum, i.e., to interband transitions. The Pure functional, in its static approximation, can indeed reproduce only one bound exciton. The spectrum is blue shifted by about 2 eV with respect to the BSE results. This is caused by the large difference in the exciton binding energies. The Pure functional predicts an excitonic binding energy of about 0.09 eV, while the BSE excitonic binding energies reported in literature are in the range of 1.50–2.19 eV (see Ref. 80 and references therein).

Increasing $\alpha$ shifts the main peak towards the BSE
main peak but at the cost of a huge overestimation of its intensity as shown in Fig. 2. The fact that the intensity of the exciton increases by increasing α is explained in App. A.

2. MoS$_2$

In the lower panel of Fig. 1 we report the absorption spectrum, i.e., the in-plane component of the imaginary part of the dielectric function, of monolayer MoS$_2$ calculated using the Pure functional, with the dielectric function defined in Eq. (10). We compare our results with those obtained in experiments and with BSE results. The experimental spectrum shows a double-peak structure at low energy (specifically at 1.86 eV and 2.01 eV), which is also visible in the BSE spectrum, although blue-shifted by 0.3 eV. This double-peak structure appears as a double shoulder in the spectrum calculated using the Pure functional, which is blue shifted by 0.07 eV with respect to the BSE spectrum, and by 0.38 eV with respect to experiment. Moreover the excitonic binding energy calculated by the Pure functional is zero as in the RPA, while the BSE predicts a value of 0.24 eV, and experiment give a value of 0.48 eV. This is caused by an underestimation of α, for which the Pure functional yields 0.11, whereas one would need a much larger value for the exciton to appear. In Fig. 2 we show how the absorption spectrum changes by increasing α. We note that the peak that appears for α = 0.5 is not yet a bound exciton, i.e., a solution of $1 - \alpha \Re \chi^{\mathrm{RPA}}(\omega) = 0$. To observe a bound exciton as in h-BN one would need an even larger α (α > 0.7), which, however, could deform the rest of the spectrum.

In conclusion our TDDFT protocol can describe the qualitative features of the optical spectrum of monolayer h-BN, although the spectrum is blue-shifted and the binding energy is underestimated with respect to BSE results from the literature. Unfortunately there are no experimental data to compare with. Similar trends are observed for monolayer MoS$_2$ when compared to BSE as well as to experimental spectra; for this system, however, the double-peak exciton is reproduced only as a double shoulder.

B. Bulk

To better understand the results we obtained for the monolayers, and, in particular, to distinguish between the role played by the Pure functional and the role played by the 2D macroscopic dielectric functions in Eqs. (10)-(11), we studied the optical response of the corresponding bulk materials as well. In this case we can use the standard definition of the macroscopic dielectric function and test, hence, the performance of the Pure functional.

In Fig. 3 we report the in-plane ($\varepsilon_{\parallel}$) and out-of-plane ($\varepsilon_{\perp}$) components of the real and imaginary parts of the dielectric function of bulk h-BN. Our results obtained with the Pure functional are compared to the RPA spectra, the BSE spectra reported in Refs. 62 and 88, and to experimental results. As for the monolayer, bulk h-BN exhibits a strongly bound exciton. This exciton, which appear in the experimental spectrum around 6 eV, is completely absent in the RPA spectrum. Except an overall blue shift of about 1.6 eV, the Pure functional gives a spectrum in qualitative agreement with the experimental and the BSE spectrum, with a bound exciton at 7.64 eV and a broad shoulder at about 8.4 eV. The blue shift is due to the overestimation of the direct band gap by the GLLB-SC model as can be seen in Table 1 but in part also to the PF. Overall, when comparing our spectra to those obtained within the BSE, we observe a similar trend as for monolayer h-BN. This seems to validate the expression for the 2D macroscopic dielectric function defined in Eqs. (10)-(11).

The exciton binding energy predicted by the Pure functional is 0.07 eV, which is about half the binding energy
found in experiment, which is 0.149 eV. The BSE binding energy is 0.75 eV, largely overestimating the experimental value. A similar trend is found also for the out-of-plane component of the dielectric function, with a slightly better description of the binding energy (0.12 eV from the Pure functional). By increasing the value of \( \alpha \), the main excitonic peak becomes much more prominent and moves to lower energies and the binding energy improves, as shown in Fig. 4, where we reported the in-plane component \( \varepsilon_\parallel \) (a similar trend occurs for the out-of-plane component as well). We notice that the optimal value of \( \alpha \) to get the experimental binding energy is \( \approx 1.57 \), which is rather close to the value of 1.39 calculated with the Pure functional.

Since the Pure functional is sensitive to the RPA macroscopic dielectric constant (see Eq. (7)) we report in Table II for the materials we study here using various methods. The RPA dielectric constants calculated on top of a GLLB-SC corrected LDA/GGA band structure (RPA@LDA/GGA + \( \Delta \text{shift} \)) in Table II are systematically smaller than those calculated on top of a LDA/GGA band structure (RPA@LDA/GGA). We note that, by definition, \( \varepsilon_{\text{Pure}}^\alpha(0) = \varepsilon_{\text{RPA}}(0) + 1 \), which can be verified from Eqs. (6) and (7). This increase of the static dielectric constant improves the agreement with experiment, although they are still smaller. The important point is that the dielectric constant for bulk h-BN is relatively small; together with the fact that the spectrum is dominated by a bound exciton, h-BN is similar to the model polarization functional was derived from. This might explain why the spectra calculated using the Pure functional are in relatively good agreement with the experiments for bulk h-BN.

2. MoS\(_2\)

The dielectric function of bulk MoS\(_2\) is reported in Fig. 4. Unfortunately we were not able to find any experimental nor BSE data for the out-of plane component (\( \varepsilon_\perp \)), but we reported, nevertheless, our results for completeness. Also in this case we find a similar trend as for the monolayer. The value of \( \alpha \) calculated using Eq. (7) is too small (\( \alpha = 0.09 \)) due to the large value of the macroscopic dielectric constant (see Tab. II). This case is beyond the model employed to derive the PF. In this case 1 - \( \alpha \text{Re} \chi_{\text{RPA}}(\omega) = 0 \) in the denominator of Eq. (9) has no solution and the various terms in Eq. (9) simply rescale the RPA spectrum (See Fig. 4). Indeed the spectrum calculated using the Pure functional is similar to the RPA spectrum (except for the larger absorption onset). As for the monolayer the two peaks in the experimental spectrum at 1.84 eV and 2.02 eV are reproduced as shoulders by the Pure functional. Moreover the two structures are blue shifted by about 0.25 eV with respect to experiment. In the BSE spectrum the two structures are more evident but also blue shifted, by about 0.35 eV. The experimental binding energy of 0.08-0.09 eV is underestimated by both the BSE, with a binding energy of 0.03 eV corresponding to the BSE spectrum reported in Fig. 4 (although other values reported in literature overestimate experiment, see e.g. Ref. 75) and the Pure functional, with a binding energy of 0 eV. Finally we note that a low-frequency peak emerges in the Pure functional spectrum by increasing \( \alpha \). As shown in Fig. 4 a peak becomes quite visible at \( \alpha = 0.5 \), but, as for the monolayer, this is not yet a bound exciton.

In conclusion our TDDFT protocol can describe the
Table II: Calculated and measured macroscopic dielectric constant [Re\(\varepsilon_{\parallel}/\varepsilon_{\perp}(\omega=0)\)]

|                     | RPA@LDA/GGA | RPA@LDA/GGA+\(\Delta^{\text{shift}}\) | Pure | Exp  |
|---------------------|-------------|----------------------------------------|------|------|
| bulk \(h\)-BN       | 4.60        | 3.55                                   | 4.55 | 4.95 |
| \(\varepsilon_{\perp}\) | 2.52        | 2.17                                   | 3.17 | 4.10 |
| bulk MoS\(_2\)      | 13.42       | 12.10                                  | 13.10| 15–16|
| \(\varepsilon_{\perp}\) | 4.84        | 4.59                                   | 5.59 |      |

\(^{a}\)See Ref. 89,91
\(^{b}\)See Ref. 90

Figure 3: Dielectric function of bulk \(h\)-BN: real and imaginary parts of in-plane component \(\varepsilon_{\parallel}\) (left panel) and of the out-of-plane component \(\varepsilon_{\perp}\) (right panel) within RPA (dotted violet line), BSE\(^{62,88}\) (dashed orange line) and Pure functional (solid green line) compared to experiment\(^{89}\) (circles). A Lorentzian broadening of 0.1 eV is applied to all calculated spectra. Vertical lines indicate the position of \(E_{\text{dir.},\text{LDA/GGA}}\) (violet dotted line), \(E_{\text{dir.},\text{GW}}\) (orange dashed line), and \(E_{\text{dir.},\text{GLLB}}\) (green solid line).

 qualitative features of the optical spectrum of bulk \(h\)-BN, although the spectrum is blue-shifted and the binding energy is halved with respect to experiment. However, the computationally more expensive BSE produces a blue-shifted spectrum too and moreover largely overestimates the binding energy. The situation is exacerbated in bulk MoS\(_2\), where, moreover, as in the monolayer, the two lowest-energy peaks in the experimental spectrum are reproduced as shoulders by our protocol. However, also the BSE produces a blue-shifted spectrum and underestimates the binding energy.

V. CONCLUSIONS AND PERSPECTIVES

We explored the description of the optical response of 2D monolayers within a pure density-based approach using the Pure functional. Our protocol, originally devised for bulk materials, is generalized by using a well-behaved 2D macroscopic dielectric function. When applied to \(h\)-BN monolayer, which shows a strong bound exciton, this approach can well reproduce the optical spectra, except for a rigid blue shift with respect to the BSE results (unfortunately experimental data are not available). Instead, in MoS\(_2\) monolayer, the excitonic peaks are only described as shoulders. We found a similar trend also for the corresponding bulk systems of \(h\)-BN and MoS\(_2\). This validates the 2D macroscopic dielectric function we use in our approach and traces back the observed trends to the Pure functional.

The Pure functional has been designed for isotropic systems with a small dielectric constant. While \(h\)-BN has a relatively small macroscopic dielectric constant (an experimental value of 4.95 for the in-plane component in the bulk), MoS\(_2\) has a rather large dielectric constant (an experimental value of 15–16 for the in-plane component in the bulk). While we have found that the Pure functional yields accurate spectra also for 3D isotropic systems with a large macroscopic dielectric constant such as Si and GaAs, it seems that for layered materials it is more sensitive to the value of the macroscopic dielectric constant. This suggests that the dependence of \(\alpha\) on
Figure 4: Dielectric function of bulk MoS$_2$: real and imaginary parts of the in-plane component $\varepsilon_\parallel$ (left panel) and of the out-of-plane component $\varepsilon_\perp$ (right panel) within RPA (violet dotted line), BSE (orange dashed line) and Pure functional (green solid line) compared to experiment (circles). A Lorentzian broadening of 0.02 eV and 0.05 eV is applied to the Pure functional and BSE spectra, respectively. Vertical lines indicate the position of $E_{\text{dir},\text{LDA/GGA}}$ (violet dotted line), $E_{\text{dir},\text{GW}}$ (orange dashed line), and $E_{\text{dir},\text{GLLB}}$ (green solid line).

$\varepsilon_M(0)$ has to be modified and/or that the macroscopic dielectric function does not provide enough information about the screening of the electron-hole interaction in layered systems and one should include information from the microscopic dielectric function.
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**Appendix A: Dependence of the excitonic intensity on $\alpha$**

We start from Eq. (9). In the vicinity of $\omega_{\text{be}}$ we can approximate $\text{Im} \chi_e(\omega)$ as

$$\text{Im} \chi_e(\omega) \approx \left( \frac{\text{Im} \chi_{\text{RPA}}^e(\omega)}{\alpha B(\omega - \omega_{\text{be}})} \right)^2 + \left( \frac{\alpha \text{Im} \chi_{\text{RPA}}^e(\omega)}{\eta} \right)^2,$$

where we Taylor expanded up to first order $\text{Re} \chi_{\text{RPA}}^e(\omega)$ and we used the condition $1/\alpha = \text{Re} \chi_{\text{RPA}}^e(\omega_{\text{be}})$, necessary to get an exciton. Here $B = \frac{\text{d} \text{Re} \chi_{\text{RPA}}^e(\omega)}{\text{d} \omega}|_{\omega=\omega_{\text{be}}}$ and $\eta = \text{Im} \chi_{\text{RPA}}^e(\omega)/|B|$.

Since $\text{Im} \chi_{\text{RPA}}^e(\omega) = 0$ in the vicinity of $\omega_{\text{be}}$, we can consider the limit $\eta \to 0^+$. We get

$$\text{Im} \chi_e(\omega) = \frac{\pi}{\alpha^2 |B|} \delta(\omega - \omega_{\text{be}}).$$

To get an estimate of the dependency of the excitonic intensity on $\alpha$, we should make explicit the dependence of $B$ on $\alpha$. We assume that $\text{Re} \chi_{\text{RPA}}^e(\omega)$ has the following form for $\omega < E_{\text{dir}}$:

$$\text{Re} \chi_{\text{RPA}}^e(\omega) = \chi^\infty + \frac{A}{\omega - \omega^*},$$

with $A < 0$ and $\chi^\infty = \text{Re} \chi_{\text{RPA}}^e(\omega \to \infty) > 0$. 

1. RPA
2. BSE
3. Pure functional
4. $E_{\text{dir},\text{LDA/GGA}}$
5. $E_{\text{dir},\text{GW}}$
6. $E_{\text{dir},\text{GLLB}}$
Since to get an exciton the condition $1/\alpha = \text{Re} \chi^{RPA}(\omega_{bc})$ has to be satisfied, we then get

$$\text{Re} \chi^{RPA}(\omega_{bc}) = \chi^{\infty} + \frac{A}{\omega_{bc} - \omega} = \frac{1}{\alpha}$$

from which

$$\omega_{bc} = \frac{A}{1/\alpha - \chi^{\infty} + \overline{\omega}}$$

and

$$B = \frac{A}{(\omega_{bc} - \bar{\omega})^2} = \frac{(1 - \alpha \chi^{\infty})^2}{\alpha^2 A}$$

The intensity of the excitonic peak is thus

$$\frac{\pi}{\alpha^2 |B|} = \frac{\pi |A|}{(\alpha \chi^{\infty} - 1)^2}$$

We note that a necessary condition to have $\omega_{bc} > 0$ is $1/\alpha > \text{Re} \chi^{RPA}(0) = \chi^{\infty} - A/\bar{\omega} > \chi^{\infty}$, where we have used the fact that $A < 0$ and $\bar{\omega} > 0$. It can be readily verified that in the domain $\alpha_{\text{min}} < \alpha < 1/\text{Re} \chi^{RPA}(0)$, with $\alpha_{\text{min}} > 0$ the minimum value of $\alpha$ to get an exciton, the excitonic intensity increases monotonically with respect to $\alpha$. 

---
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