Automatic Medical Images Segmentation Based on Deep Learning Networks
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Abstract. In recent years, radiography systems have become more used in medical fields, where they are used for diagnosing many diseases. The size of the radiographs differs, as well as the size of the body parts for each patient. So many researchers crop the radiographs manually to facilitate the diagnosis and make it more reliable. Currently, the trend toward deep learning was commended where the deep learning proved its effectiveness in many fields, especially in the medical field, in which it achieves good results in diagnosing the most types of diseases. Deep learning performance increases significantly when the training process is focused on the region of interest. In this paper, segmentation is implemented by used deep learning model on the thoracic region of the radiograph in order to be cropped later. The proposed model provided automatic cropping of the radiographs where a semantic segmentation network is provided by Vgg19 model. A comparison is done with semantic segmentation network provided by Vgg16. The segmentation based on Vgg19 model outperforms Vgg16 model in cropping Chest x-ray images dataset automatically and quickly.
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1. Introduction

Worldwide, around 450 million people per year suffer from pneumonia, it is a more common disease [1]. The radiation images of each patient are different in terms of the size of the body's organs, textures, and the structural shape of the persons [2]. In computer-aided diagnosis, this difference might make it difficult to diagnose diseases and lead to waste time. For diagnosing diseases such as chest diseases, the focus is on the area of the chest. In this case, there is no need for the presence of the rest of the body, such as the neck or abdomen in the radiological image, these details increase the training time and also reduce the accuracy of training. In addition, a lot of memory is needed during the process of training. So many researchers turned to crop radiographs manually before entering the diagnostic models. Image segmentation for medical images is the most common task currently. It has a great advantage in diagnosing and analyzing medical images. Segmentation is the initial stage within clinical applications [3]. In computer vision, TextonForest and Random Forest were common techniques in the semantic segmentation of images before use deep learning models [4, 5]. The segmentation technique is more accurate and efficient using deep learning models [6, 7].
In [8] an automatic crop method for the chest radiographs was proposed using adaptive binarization, which applied for pre-processing the images where Jaccard index is $0.941\pm0.032$. Also, standardizing is applied for pre-processing the images where the Jaccard index is $0.898\pm0.076$.

Recently, there has been a great success in deep learning in the recognition of handwritten numbers, figures, and objects in the picture as well as whole images classification [9] [10] [11] [12]. It differs from machine learning where machine learning algorithms are designed to learn by first understanding the data that has been labeled. Then more labeled data is used to get more output. However, when actual output is not required, they must be retrained through human intervention. Deep learning networks do not require any human intervention because the overlapping layers of neural networks place data through the hierarchies of different concepts, which ultimately learn through their errors [13].

Interest has increased about semantic pixel-wise labelling [14] [15] [16]. Some modern approaches tried to adopt deep architectures directly as these methods were designed to predict the class to pixel-wise labeling [14], where the results were encouraging, but it was coarse [17]. So semantic segmentation network (SegNet) [18] was used. SegNet has been designed to be high-efficiency architecture for pixel-wise semantic segmentation.

In this paper, encoder-decoder Convolutional Neural Network (CNN) was used which is one of the models of deep education called SegNet [18]. SegNet was used to set low-resolution features for input accuracy to classify pixel-wise to produce useful features for an accurately localizing boundary. The initialized weights of SegNet was from Vgg19 network [19]. Vgg is an abbreviation for Visual Geometry Group, which is a deep convolutional network for objects recognition and 19 refers to 19 layer of deep learning network. In this model, the convolutional layers are identical to the encoder network in SegNet. Meanwhile, the layers of fully connected were removed to make the encoder network of SegNet easier and take less training time than other recent architectures [20] [21] [22] [23]. Then, the fully connected layers are replaced with a decoder network. At the end of the decoder network, each layer in this network has corresponded to the encoder layer with pixel-wise classification. After obtaining a result from the SegNet segmentation process using Vgg19 model, the chest area is cropped later in many diagnostic processes. In addition, a comparison is made with SegNet using Vgg16 network [24] where the training time for the proposed model is lower, and the prediction accuracy is higher than the latter. In Figure 1, the architecture of SegNet is described where the RGB image is inserted into the encoder-decoder CNN to implement its segmentation at the end.

The remaining paper is organized as follows: Section 2 contains the proposed network and its structure. The proposed model’s results were presented and compared along with the data set in section 3. Section 4 introduced the conclusion and future work.

Figure 1. Architecture of encoder-decoder convolutional neural network prepared by Vgg19 model.
2. Proposed approach

In this section, the proposed approach is presented to crop the unnecessary parts of chest radiographic images to save time, effort and required memory.

A model that supports segmentation was suggested in the cropping process. The image was segmented by making hand-made labels of the X-rays. Then, depending on the segmentation result, the image is cropped.

2.1 Vgg model

VggNet usually refers to a deep convolutional network for object recognition developed and trained by Oxford's renowned Visual geometry group (Vgg), which achieved very good performance on the ImageNet dataset. Vgg network was introduced using convolutional layers stacked on top of each other at increasing depths. By max pooling, the volume size is reduced. Then followed by two fully connected layers, each with 4,096 nodes then followed by a softmax classifier. Vgg in all its layers uses very small convolution filters (3 × 3) and the convolutional step is equal to 1 pixel to reduce the number of parameters in this deep network [25].

There are two models of VggNet: Vgg16 and Vgg19.

A) Vgg16

Vgg16, involving 144 million parameters, contains 16 convolutional layers with very small receptive fields 3x3), five max-pooling layers of size 2x2 for carrying out spatial pooling, followed by three fully connected layers, with the final layer as the soft-max layer [29]. ReLU activation is applied to all hidden layers. The model also uses dropout regularization in the fully connected layers. Vgg16 trained on more than a million images from the ImageNet database. The network can classify images into 1000 object categories, such as keyboard, mouse, and pencil [30]. Vgg16 model takes an input image of size 224*224*3 (RGB image). The size of the Vgg exceeds 533 MB for Vgg16 due to the number of fully connected nodes and deep. Vgg16 Neural Network consists of 16 layers of deep neural network. Vgg16 network has less weight [26].

B) Vgg19

Vgg19 is a CNN that is trained on more than a million images from the ImageNet database [26]. The network can classify images into 1000 object categories, such as keyboard, mouse, and pencil. Vgg19 model takes an input image of size 224*224*3 (RGB image). The size of the Vgg exceeds 574 MB for Vgg19 due to the number of fully connected nodes and deep [27]. Vgg19 contains 19 layers of deep neural networks. Vgg19 network has more weight (138M weights and had 15.5M MACs [28]). A schematic of the Vgg16 and Vgg19 architecture trained on the ImageNet database is shown in Figure 2.

Figure 2: Architecture of Vgg16 and Vgg19 [31].
2.2 SegNet deep learning model

A SegNet (encoder-decoder CNN) deep learning model was used for segmentation and Vgg19 model pre-trained models were used to obtain the initial weights and layers to build SegNet model. The layers of Vgg19 are used to configure the five encoder layers and the decoding layers are identical to the encoder layers, as illustrated in Figure 1. After each convolutional layer, it is followed by the batch norm and ReLU. The training parameters were explained as follows: initial learning rate is 0.001, a minibatch size is 2, and Stochastic Gradient Descent with Momentum (SGDM) is used as the optimization algorithm for training.

Chest x-ray 14 dataset [32] and local data is used in this work to validate the proposed approach. The size of Chest x-ray images dataset is 1024 x 1024. The images then go through the pre-processing stage, where they are converted from a 2D image to a 3D image as required by the model. In the next step, the images are resized to 224 x 224, this step reduces the used memory which was one of the problems confronted during the work according to the specifications of the computer used. Following the pre-processing stage, the resized images are presented to the proposed model. The proposed model is based on the encoder-decoder CNN structure on the weights and layers of the pre-trained Vgg19 model retraining. The model classifies each pixel by using classification pixel layer where the pixel was split during the labeling process to two colors, the first is the black, which represents the chest part, and the white color, which represents the rest of the body parts other than chest part. The classification process was treated with two classes depending on the color of each pixel. This called pixel-wise labeling [14]. At the end of the training process, the image's segmentation is resulted, in which only the chest part will be in the black color.

Finally, the output is passed to the crop process to retain the chest portion of the image which represents the region of interest (RoI), while neglecting the other parts. The general structure of the work is illustrated in Figure 3.

3. Experimental result

In this section, the experiments were carried out using the database containing 3000 patients. 100 Patients were randomly taken to train and test the model. The proposed model was first applied to 25 chest-ray images and then to 100 images from the Chest x-ray 14 dataset and the local data (3.41MB image’s size and 410 KB label’s size), were used for the evaluation of the proposed model. Local data was taken from Sheikh Zayed Hospital, which is ten images, due to the difficulty of obtaining a permit.
and the lack of possibilities to extract the stored data. For training and testing, 60 and 40 images were used respectively with a special label made manually for each image as illustrated in the samples shown in Figure 4. The model is implemented in Matlab 2018b using neural network toolbox model for VGG-16 and VGG-19 network [24] [19], working on a computer with 16GB memory and Intel(R) Core (TM) i7-8550U CPU @ 1.80GHz.

The proposed model is programmed using the MATLAB program according to the following steps: Layers are first invoked, then classes are defined, followed by the categorization step each pixel in the image. The required network layers are then created for semantic segmentation. Followed by removing the existing pixel classification layer and adding a new pixel classification layer and connecting it to make it able to handle new classifications. This is followed by a network training step based on network classes and training data. Finally, the network is tested.

Jaccard index was adopted in order to compare the proposed model with radiological technologists. Jaccard index range rings between [0-1], and the higher the value, the better the results are, which means the two areas are more similar. The definition of the Jaccard index between two regions M and N is determined as follows [33]:

$$J = \frac{M \cap N}{M \cup N} \quad \ldots (1)$$

A Jaccard index represents the ratio of Intersection area to the union area, or Intersection-over-Union (IoU). In other words, a Jaccard index is used to measure the overlap ratio of each class.

The accuracy of the test dataset using the Jaccard index was computed as shown in Table 1, while the Jaccard index for each class was computed include IoU and the BF (Boundary F1) contour matching score between the predicted segmentation in prediction and the true segmentation in that we manually made as depicted in Table 2.

**Table 1.** Global accuracy of the test dataset using the Jaccard index

| Global Accuracy | Mean Accuracy | Mean IoU |
|-----------------|---------------|----------|
| 0.97            | 0.965         | 0.92     |

**Table 2.** Accuracy of the test dataset using the Jaccard index for each class

| Class   | Accuracy | IoU   | Mean BFScore |
|---------|----------|-------|---------------|
| lung    | 0.95149  | 0.90807 | 0.60799       |
| remain  | 0.98195  | 0.93915 | 0.8336        |

Figure 5 shows the original image, manual label, and a sample of chest ray image after applying the proposed model. It shows an output of the working mechanism of the Jaccard index where the difference between the proposed label and the actual label can clearly recognize. As can be seen from this image, there is a similarity between the result of the proposed model and the actual ones. The Jaccard index scores for the chest area is 0.95405 and for the remaining area is 0.94605.
The output of the proposed model (Vgg19) was compared with SegNet that its weights and layers were prepared from pre-trained Vgg16 and its architecture is shown in Figure 6. In this paper, for the purposes of comparison, several tests were conducted. The data set containing 25 images (15 images as a training set and 10 images as the testing set). The results of the proposed model have a training accuracy of 88.80 % (where the number of iterations was 700 and the training time was 17 min. and 43 sec.) while in the Vgg16 model it was 86.90 % (iterations are 700 and the training time is 11 minutes and 8 seconds). Increased training time for the proposed model compared to the comparison model was due to the increase in the number of layers in the proposed model. From this experiment, it can be concluded that even with limited availability of dataset, the proposed model is able to achieve high accuracy. In the testing phase, the results show good performance as illustrated in Table 4. On another test, the dataset of 100 images (60 images as a training set and 40 images as a testing set) were taken. The accuracy of the training in the proposed model was 93.35% (iterations is 3000 and the training time is 1 hour and 5 minutes and 7 seconds), while in the vgg16 model the accuracy of the training phase was 91.11% (iterations is 3000 and the training time is 49 minutes and 22 seconds). Whereas the results showed a
significant increase in accuracy of both the proposed model and the Vgg model when increasing the number of data and the results were similar for both as shown in Table 5.

**Table 4.** Results of test dataset using the Jaccard index where 10 images were used

| Models          | Global Accuracy | Mean Accuracy | Mean IoU  |
|-----------------|-----------------|---------------|-----------|
| Proposed model: Vgg19 | 0.83671         | 0.82833       | 0.70035   |
| Vgg16 model     | 0.8321          | 0.82659       | 0.69494   |

**Table 5.** Results of test dataset using the Jaccard index where 40 images were used

| Models          | Global Accuracy | Mean Accuracy | Mean IoU  |
|-----------------|-----------------|---------------|-----------|
| Proposed model: Vgg19 | 0.97            | 0.965         | 0.92      |
| Vgg16 model     | 0.97            | 0.965         | 0.92      |

![Figure 6. Architecture of encoder-decoder CNN prepared by Vgg16 network.](image)

The proposed model is compared with the previous model [34], which used SegNet prepared by Vgg16, which used 154 images. The proposed model showed superiority over the previous model where the amount of similarity of the resulting segmentation compared to the original segmentation entered for the previous model was 0.9595 while the proposed model achieved a similarity amount of 0.965.

4. **Conclusions and future works**

In this paper, it was suggested that the chest area can be automatically cropped, where the cropping process is done based on the resulting segmentation of a semantic segmentation proposal using deep learning. An encoder-decoder convolutional neural network based on the vgg19 network is proposed for image segmentation. The obtained results showed high accuracy and promising performance. The proposed model was then compared with SegNet, prepared by Vgg16. The proposed model achieved higher performance and accuracy compared with the vgg16 model when limited dataset are available. While similar results obtained when 100 images were taken as a dataset. This means that the proposed model works very efficiently when using a limited volume of training data and this, of course, helps to solve the problem of lack of large data. As future work, images that have been cropped through the model can be entered into a diagnostic model to identify the necessary diagnosis of the patient's condition.
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