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Abstract—In this paper we address smoothing (that is, optimisation-based) estimation techniques for localization problems in the case where motion sensors are very accurate. Our mathematical analysis focuses on the difficult limit case where motion sensors are infinitely precise, resulting in the absence of process noise. Then the formulation degenerates, as the dynamical model that serves as a soft constraint becomes an equality constraint, and conventional smoothing methods are not able to fully respect it. By contrast, once an appropriate Lie group embedding has been found, we prove theoretically that invariant smoothing gracefully accommodates this limit case in that the estimates tend to be consistent with the induced constraints when the noise tends to zero. Simulations on the important problem of initial alignment in inertial navigation show that, in a low noise setting, invariant smoothing may favorably compare to state-of-the-art smoothers when using precise inertial measurements units (IMU).

I. INTRODUCTION

Smoothing, as a state estimator, reduces the consequences of wrong linearisation points [23] through relinearisation. Thanks to modern computers and sparse linear algebra, it has become prevalent in robotics for simultaneous localisation and mapping (SLAM) and visual odometry. It was also more recently applied to GPS aided inertial navigation [29,37].

In parallel, Lie group embeddings have allowed for a new class of filters, see [11,28,35], and in particular the Invariant Extended Kalman Filter (IEKF) [10], in its modern form [5], see [6] for an overview. The IEKF possesses convergence guarantees [5], resolves the inconsistency issues of the EKF for SLAM, see [4] and following works [13,27,30]. For inertial navigation, combining the IEKF with the Lie group of double spatial direct isometries $SE_2(3)$, or extended poses, introduced in [5], leads to powerful results. In particular, it has led to patented products, see [3,6], and improved legged robot state estimation [26,32].

Besides their convergence properties as observers, invariant filters also gracefully accommodate navigation systems’ uncertainty, see [12]. Leveraging the framework of Invariant filtering for smoothing, a new estimation algorithm was recently proposed, namely Invariant Smoothing (IS) [18], see also [34] and [33].

Another property of the IEKF is that it delivers “physically consistent” estimates, when some state variables are known with high degrees of certainty, that is, when the system dynamics are highly precise, see [9,17]. The current paper investigates this case for IS. In the realm of smoothing algorithms, low noise (or equivalently high degrees of certainty) leads to two different, but concurrent, kinds of problems:

- linear matrix inversion problems due to ill-conditioning when solving the linearised problem at each step,
- once the linearised problem is properly solved, inconsistent estimates stemming from the nonlinearity of the original problem.

The first point is an implementation issue which can plague most smoothing algorithms, as highlighted and solved in [19], and thus won’t be considered herein. The second point is the object of the current paper.

The contributions of this paper are as follows:

- Motivated by the fact that smoothing generally performs better than filtering, we provide a theory that consists of the counterpart of the results of [9,17] in the context of smoothing.
- IS is shown to better behave than other solvers on a simple wheeled robot localisation example with deterministic dynamics, and the proposed theory gives insight into the reasons why.
- The proposed theory is applied to the difficult problem of alignment in inertial navigation systems (INS), i.e., IMU-GPS fusion when initial orientation is unknown [21,36], using a high-grade IMU. Invariant smoothing (IS) favorably compares to state-of-the-art smoothing schemes [22,24], as predicted by the theory.

The superiority of invariant filtering for alignment, discovered during A. Barrau’s thesis [2,3], has been confirmed in recent works [14]–[16,25], which is the reason why it had first prompted patent filing and industrial implementations [3]. This has opened avenues for filtering-based alignment, a task generally performed through optimization, e.g., [31]. However, the optimisation-based invariant approach to alignment has never been explored, as is done in the present paper.

In Section II we apply IS to wheeled robot localization and show in the absence of noise the behavior of IS is meaningful. To explain this feature, we situate the problem in Section III and derive the general theory in Section IV.

In Section V, the alignment problem in inertial navigation is shown to fit into the proposed framework, using the Lie group of double direct spatial isometries $SE_2(3)$ [5], so that the theoretical results apply. Simulations show invariant smoothing favorably compares to state-of-the-art smoothers.

II. INTRODUCTORY EXAMPLE

Consider a wheeled mobile robot in the plane with unknown initial heading $\theta_0$. The state consists of its orientation and 2D position $(\theta, x) \in S^1 \times \mathbb{R}^2$. Let $R(\theta) \in SO(2)$ denote...
the planar rotation of angle $\theta$. For tutorial purposes, assume the robot follows a straight line at constant velocity. This constant velocity motion writes, see e.g., [5]

$$\theta_{i+1} = \theta_i, \quad x_{i+1} = x_i + \mathbf{R}(\theta_i)\mathbf{u}$$

(1)

where $\mathbf{u} = \mathbf{u}_0 dt \in \mathbb{R}^2$ with $\mathbf{u}_0$ the constant robot’s velocity and $dt$ the stepsize. Suppose that the robot is equipped with differential drives which are perfect, i.e., perfectly measure $\mathbf{u}$. Moreover, assume the initial position of the robot $\mathbf{x}_0 \in \mathbb{R}^2$ is perfectly known. As the initial orientation of the robot (i.e., heading $\theta_0$) is assumed unknown, the robot’s belief about the heading is wrong, see Figure 1. If now we receive GPS-based observations of the form $y_k = x_k + n_k$ at some instants $k$, where $n_k \sim \mathcal{N}(0, \mathbf{N}_k)$ is a noise that models uncertainty about position measurements, then the robot may calculate the most likely state trajectory $(\theta_0, x_0), \ldots, (\theta_n, x_n)$ given all observations up to time $n$. No matter what the observations are, any sensible optimizer should reflect at each step that the estimated trajectory is a straight line, with known length (as $\mathbf{u}$ is known and fixed), but unknown direction $\theta$.

![Fig. 1: A wheeled robot follows a straight line from a known position with unknown heading. As perfect drives measure the relative displacement (which is a segment of known length), the car must lie on a circle centered at the initial position with known radius. Any sensible method should return estimates being consistent with that information.](image)

However, a simple numerical experiment where the vehicle moves along a line at a speed of $7m/s$ with known initial position and a $-3\pi/4$ wrong initial heading (with an initial covariance matrix $\text{diag}((3\pi/4)^2, 0, 0)$) proves this is not the case for standard smoothing methods, see Figure 2. This is because the information about the length is not a hard constraint for the optimisation algorithm. Neither is it for IS, but the latter’s descent step based on the invariant filtering framework [6] inherently respects this information.

The remainder of this paper is devoted to the theoretical explanation of what is observed, and to the application of the results to the more challenging problem of inertial alignment.

### III. Lie group embeddings of the state space

We first briefly recall the invariant filtering framework [5,6], assuming the reader has basic knowledge about Lie groups (see e.g., [1]). We consider a state $\mathbf{x} \in G$, a matrix Lie group of dimension $q$. Its Lie algebra $\mathfrak{g}$ is identified with $\mathbb{R}^q$. Thus we consider its exponential map to be defined as $\exp : \mathbb{R}^q \to G$ and denote its (local) inverse by $\log$. We recall the adjoint operator matrix of $\mathbf{A} \in G$, $\mathbf{A} \mathbf{d} \mathbf{x} \satisfies$

$$\forall \mathbf{x} \in G, \mathbf{A}^{-1} \exp(\mathbf{A}) \mathbf{x} = \exp(\mathbf{A} \mathbf{d} \mathbf{x}) \mathbf{x}$$

(2)

Group automorphisms are bijective maps $\Phi : G \rightarrow G$ satisfying $\Phi(\mathbf{A} \mathbf{B}) = \Phi(\mathbf{A}) \Phi(\mathbf{B})$ for $\mathbf{x}, \mathbf{y} \in G$. The Lie group Lie algebra correspondence, see [8], ensures for any automorphism $\Phi$ there is $\mathbf{M} \in \mathbb{R}^{q \times q}$ so that

$$\forall (\mathbf{x}, \mathbf{z}) \in G \times \mathbb{R}^q, \Phi(\mathbf{z} \exp(\mathbf{A})) = \Phi(\mathbf{x}) \exp(\mathbf{M} \mathbf{x})$$

(3)

see also the log-linearity property of [5]. The operator $\nu \rightarrow \mathbf{x}^{-1} \nu \mathbf{x}$ is easily checked to be a group automorphism, and in this case we see from (2) that $\mathbf{M} = \mathbf{A} \mathbf{d} \mathbf{x}$. We define random variables on Lie groups through the exponential, following [1,6,11,12,20]. The probability distribution $\mathbf{x} \sim \mathcal{N}_G(\mathbf{x}_0, \mathbf{P})$ for the random variable $\mathbf{x} \in G$ is defined as

$$\mathbf{x} = \mathbf{X} \exp(\mathbf{X}_0), \quad \mathbf{x}_0 \sim \mathcal{N}(0, \mathbf{P})$$

(4)

In the following, we consider a discrete-time trajectory denoted as $\langle x_i \rangle_i$ of the following system

$$\begin{align}
\mathbf{x}_0 & \sim \mathcal{N}_G(\mathbf{X}_0, \mathbf{P}_0), & \mathbf{x}_{i+1} & = f_i(\mathbf{x}_i) \\
y_k & = h_k(\mathbf{x}_{i+k}) + \mathbf{n}_k & \mathbf{n}_k & \sim \mathcal{N}(0, \mathbf{N}_k) 
\end{align}$$

(5a)

(5b)

where $f_i$ is the dynamics function, $\mathbf{P}_0 \in \mathbb{R}^{q \times q}$ the initial state error covariance, $\mathbf{N}_k \in \mathbb{R}^{r \times q}$ the observation noise covariance, and $\mathbf{X}_k$ denotes a subset of the states which are involved in the measurements. Thus (5) reflects deterministic dynamics with noisy observations and uncertain initial state. Noise-free dynamics allow to study how the smoother degenerates when noise tends to zero, as was already done in the context of Kalman filtering in [9,17].
A. Group-affine Dynamics

In the invariant framework, \( f_i \) is assumed to be group affine. These dynamics were introduced in continuous time in [5], and in discrete time in [8]. The main idea is that they extend the notion of linear dynamics (i.e. defined by affine maps) from vector spaces to Lie groups.

**Definition 1:** Group affine dynamics are defined through
\[
X_{i+1} = f_i(X_i) = \Gamma_i \Phi(X_i) Y_i,
\]
where \( \Gamma_i, Y_i \in G \), and \( \Phi \) is an automorphism.

Group affine dynamics include a large class of systems of engineering interest revolving around navigation and robotics, as shown in e.g. [5,8,30,34]. Note that, since \( \nu \mapsto \chi^{-1} \nu \chi \) is a group automorphism, it is sufficient to define \( f_i(X_i) = \Phi(X_i) Y_i \). Both this and (6) prove equivalent, but the latter fits the equations of inertial navigation better [8,12].

Group affine dynamics come with the log-linear property, originally introduced and proved in [5] and whose discrete-time counterpart is easier once (3) has been identified.

**Proposition 1 (from [8], discrete-time log-linear property):** For group affine dynamics (6), we have
\[
f_i(X_i \exp(\xi)) = X_{i+1} \exp(F_i \xi)
\]
with \( F_i = \text{Ad} X_i^{-1} M \) a linear operator, where \( M \) comes from (3).

**Proof:** Focusing on, e.g., the first step, we have
\[
\Gamma_0 \Phi(X_0 \exp(\xi)) Y_0 = \Gamma_0 \Phi(X_0) \exp(M \xi) Y_0 = \Gamma_0 \Phi(X_0) Y_0 \exp(\text{Ad} X_0^{-1} M \xi) = X_1 \exp(F_0 \xi).
\]

B. Lie group embedding for the introductory example

We insist that in the invariant filtering approach, Lie group embedding goes well beyond representing a state variable (e.g., using a rotation matrix to encode the vehicle’s orientation). It is more subtle, as various Lie group embeddings exist: Some bring properties and some do not. Back to the simple introductory example, the state and dynamics (1) should be embedded in the Lie group of 2D poses, \( SE(2) \):
\[
\chi = \begin{bmatrix} \mathbf{R}(\theta) & \mathbf{x} \\ 0_{1 \times 2} & 1 \end{bmatrix}, \quad X_{i+1} = \chi_i Y_i, \quad Y_i := \begin{bmatrix} \text{Id} & u \\ 0_{1 \times 2} & 1 \end{bmatrix}.
\]

The dynamics obviously write as (6) with \( \Phi(X_i) = \chi_i \).

As initially the position is known to be \( \overline{x}_0 \), the uncertainty entirely concerns \( \theta \), and the initial state necessarily lies in the subspace \( \{ (\alpha, \overline{x}_0) | \alpha \in \mathbb{R} \} \) of the state space. In \( SE(2) \) this translates into the initial state being of the form \( \{ \chi_0 \exp(\alpha \xi_\theta), \alpha \in \mathbb{R} \} \), where \( \xi_\theta = (0,0,1)^T \). In the formalism of (4), this translates into a rank 1 covariance matrix \( P_0 \) whose range is spanned by \( \xi_\theta \).

C. The Property of Reachability

The fact that the uncertainty is concentrated on a circle may be explained through the machinery of Lie groups in a more general setting as follows. Assume the initial state lies in a subspace of the state space defined by
\[
\overline{x}_0 \exp(\sum_{j=1}^p \alpha_j \eta_j), \quad (\alpha_1, \cdots \alpha_p) \in \mathbb{R}^p
\]
with \( \eta_1, \cdots, \eta_p \) known vectors, and \( p \leq q = \dim(G) \). The log-linear property, see (7), shows by induction that at timestep \( i \) the state lies within a subspace of the state space of the same form
\[
\overline{x}_i \exp(\sum_{j=1}^p \alpha_j \overline{F}_i \eta_j), \quad \overline{F}_i = F_{i-1} \cdots F_0
\]

**Definition 2:** For an initial state of the form (10) and noise-free group affine dynamics (6), the set of physically reachable states at timestep \( i \) is defined as \( \{ \overline{x}_i \exp(\sum_{j=1}^p \alpha_j F_i \eta_j) | \alpha_1, \cdots, \alpha_p \in \mathbb{R} \} \).

As smoothing algorithms aim at computing the most likely trajectory, we need to define uncertainty on the state space being consistent with the notion of reachability.

We define an initial belief on the state to be of the form (4) where the initial state’s covariance \( P_0 \) is of rank \( p < q \). Denoting by \( \eta_1, \cdots, \eta_p \) vectors of the Lie algebra that support \( P_0 \), the initial distribution is then supported by a subspace of the form (10), and any estimator which is consistent with the probabilistic setting should return estimates lying within the set of reachable states.

For technical reasons, see [9,17], we will systematically assume the vectors supporting the initial distribution form a Lie subalgebra: for all \( i, j \) the vector \( [\eta_i, \eta_j] \), the Lie bracket of \( \eta_i, \eta_j \) [1,20], is a linear combination of \( \eta_1, \cdots, \eta_p \).

**Considered problem:** To summarise, what we would like to do is to devise a smoothing algorithm, that is such that when the initial state distribution is of the form (4) where the initial state’s covariance \( P_0 \) is of rank \( p < q \), and the dynamics are noise-free and group-affine (6), the estimates \( (\hat{x}_i)_{1 \leq i \leq n} \) all lie within the reachable subset (11), and this at each (descent) step of the optimization procedure.

IV. MAIN RESULT

In this section, we prove that Invariant Smoothing (IS) solves the problem above. By contrast standard smoothing algorithms do not, as shown by Figure 2.

A. Smoothing on Lie groups

We first briefly recall the Invariant Smoothing (IS) framework introduced in [18]. Departing from a system of the form (5a) with observations (5b), the goal of smoothing is to find
\[
(\hat{x}_i)^* = \arg \max \mathbb{P}(\{ (\hat{x}_i)_{i \leq 1 \leq n} \}) \quad (12)
\]
i.e., the maximum a posteriori (MAP) estimate of the trajectory. It is usually found through the Gauss-Newton algorithm. First we devise a cost function associated to Problem (12) as the negative log likelihood
\[
C = -\log(\mathbb{P}(\{ (\hat{x}_i)_{1 \leq i \leq n} \}))
\]
that we seek to minimize. Given a current guess of the trajectory’s states, $(\mathbf{x}_i)_i$, the cost function $C$ is linearised and then the resulting linear problem is solved exactly, yielding a novel estimate, and so on until convergence. Since $\chi_i$ belongs to a Lie group, linearisation in IS is carried out as

$$ \forall 1 \leq i \leq n \quad \xi_i = \mathbf{x}_i \exp(\xi_i). \quad \text{(13)} $$

where $(\xi_i)_i$ are the searched parameters that minimize the linearized cost. When considering an invertible prior $P_0$ and noisy dynamics with covariance matrices $Q_i$, IS linearises the cost $C$ as [18]

$$ \hat{C} = \left\| p_0 + \xi_i \right\|^2_{P_0} + \sum_i \left\| \mathbf{a}_i - F_i \xi_i + \xi_{i+1} \right\|^2_{Q_i} + \sum_k \left\| \mathbf{n}_k + H_k \Xi \right\|^2_{N_k} \quad \text{(14)} $$

where we used the notation $\left\| Z \right\|^2_{P_0} = Z^T P_0^{-1} Z$, and where $\Xi$ is the concatenation of $(\xi_i)_i$. (14) relies on the Baker-Campbell-Haussdorff formula [1] $\log(\exp(a) \exp(b)) = BCH(a, b)$. $P_0 = J_0^{-1} P_0 J_0^{-T}$, where $J_0$ is the right Jacobian of the Lie group $G$ [1,20], satisfying $BCH(p_0, \xi) = p_0 + J_0 \xi + o(\|\xi\|^2)$. $P_0 = \log(\mathbf{x}_0^{-1} \mathbf{x}_0)$ with a prior $\mathbf{x}_0$, $a_i = \log(f_i(\mathbf{x}_i)^{-1} f_i(\mathbf{x}_{i+1}))$, $n_k = y_k - h_k(\mathbf{x}_{i_k})$, and $F_i, H_k$ are (Lie group) Jacobians of $f_i$ and $h_k$ respectively. $H_k$ was padded with zero blocks for the indices not contained in $k$. The principle of smoothing algorithms is to solve the linearized problem (14) in closed form, and to update the trajectory substituting the optimal $\xi_i$ in (13). The problem is then relinearised at this new estimate until convergence.

### B. Smoothing with no process noise and degenerate prior

However, in this paper we assumed the dynamics (5a) to be noise-free, that is, $Q_i = 0$, and $P_0$ to be rank-deficient. As a result, the standard formulation (14) appears ill-defined. Moreover, when process noise is low this makes the normal equations solving it ill-conditioned. Note that this would be true for other smoothing algorithms. Theoretically, it turns out that a) (14) has a well-defined solution when $Q_i \to 0$ and b) it is possible to solve (14) while avoiding matrix inversions, see [19]. In the present paper, we assume a solver, e.g., [19], is able to flawlessly solve (14) for arbitrarily small process noise, even in the limiting case where $Q_i \to 0$ and $P_0$ is rank-deficient. Our goal is to study the consequences of this limiting case on the state updates, which proves insight into the behavior of IS when noise is low.

### C. Main Result

Assuming (14) may properly be solved, even in the case of no process noise and rank-deficient $P_0$, we show now that the batch Invariant Smoother yields estimates which are consistent with the physics of the problem (in other words the assumed uncertainty) at each descent step.

**Theorem 1:** Consider the system described by noise-free dynamics (5a) assumed to be group affine. Let $(\mathbf{x}_i)_i$ represent the current estimates of an Invariant Smoother [18]. Then every iteration of the optimization algorithms exhibits the two following properties (if initialised accordingly):

- **Limiting equality constraints.** Equality constraints induced by noise-free dynamics are seamlessly handled by the unconstrained optimization algorithm, which is such that at all steps we have $\mathbf{x}_{i+1} = f_i(\mathbf{x}_i)$.
- **Belief-compatible estimates.** Assume the prior about the initial state is such that $P_0$ in (5a) is supported by a vector space $V_0$ of dimension $p < q$, spanned by, say, $\eta_0, \ldots, \eta_p$, and such that for all $i, j$, $[\eta_i, \eta_j] \in V_0$: all iterations of the algorithm are in the reachable subspace.

**Proof:** (sketch) Let us consider a trajectory with two states $(\mathbf{x}_0, \mathbf{x}_1)$. Consider the estimates $(\mathbf{x}_0, \mathbf{x}_1)$, where $\mathbf{x}_0$ is reachable, and satisfying $\mathbf{x}_1 = f_0(\mathbf{x}_0)$. After the next IS update, they will become $(\mathbf{x}_0 \exp(\xi_0^*), \mathbf{x}_1 \exp(\xi_1^*))$ where a linear solver returns the solutions $\xi_0^*, \xi_1^*$ to (14) in the considered degenerate case. We want to prove

- (i) $\tilde{x}_1 \exp(\xi_1^*) = f_0(\mathbf{x}_0 \exp(\xi_0^*))$,
- (ii) if $\mathbf{x}_0, \mathbf{x}_1$ lie in their respective reachable subspaces, so do $\mathbf{x}_0 \exp(\xi_0^*), \mathbf{x}_1 \exp(\xi_1^*)$.

(15) implies (i) from the log-linear property (7). As $\mathbf{x}_0$ is in the reachable subspace, and as $V_0$ forms a Lie subalgebra (hence the technical assumption of stability by Lie bracket), we see (16) implies (ii) as concerns $\xi_0^*$ and the similar property regarding $\xi_1^*$ will immediately stem from (15). For more details, the reader is referred to the Arxiv preprint.

This explains Figure 2: The fact each iteration appears to be a possible trajectory of the noise-free dynamics (1) stems from (i), that is, each trajectory intermediate estimate is a straight line with correct length, by contrast to the the standard smoother that distorted the trajectory at each optimization step. The fact all estimates belong to circles that are compatible with the initial belief encoded in the covariance matrix $\text{diag}((3\pi/4)^2, 0, 0)$ stems from (ii).

### V. APPLICATION TO INS ALIGNMENT

In actual Inertial Navigation Systems (INS), an initialisation process that relates the body frame to the world frame is required, and this process is called alignment, see e.g., [16,21,25,36]. Estimating orientation of the carrier is known to be difficult, especially the yaw, that is, finding the North which is weakly observable from IMU measurements. As a result, the main uncertainty during the whole process is mainly dispersed around the vertical axis, and it may be very large. The assumption of very low process noise is justified by the use of highly precise inertial sensors arising in INSs, and in the following experiments we do not consider biases. We show for this application the advantage of IS over state-of-the-art smoothing [22,24].

### A. Lie Group Embedding

Important discoveries of [5] are the group-affine property and the introduction of $SE_2(3)$ as a Lie group embedding which makes navigation equations group-affine.
1) Unbiased inertial navigation is group affine: Consider a robot equipped with an IMU. For unbiased navigation, the state consists of the attitude be $R$, velocity $v$ and position $x$. Unbiased inertial navigation’s dynamics are given by

$$f_{\omega,a}(R, v, x) = \begin{cases} R \expSO(3)(dt(\omega + w_\omega)) & \text{if } R, v \in \mathbb{R}^3 \text{ and } w_\omega \in \mathbb{R}^3 \\ v + dt(R(a + w_a) + g) & \text{if } x \in \mathbb{R}^3, a \in \mathbb{R}^3, w_\omega \in \mathbb{R}^3 \end{cases}$$

(17)

with $\omega, a \in \mathbb{R}^3$ the gyrometers and accelerometers signals respectively, $w_\omega, w_a$ the associated white noises, and $g$ be the gravity vector.

Following [5], the set of navigation triplets $(R, v, x)$ can be endowed with a matrix Lie group structure, called $SE(2)$, and referred to as the group of double direct spatial isometries [5] or extended poses [12], through

$$SE(2) := \left\{ T = \begin{bmatrix} R & v & x \\ 0_{3 \times 2} & I_2 \end{bmatrix} \in \mathbb{R}^{5 \times 5} \mid R \in SO(3), v \in \mathbb{R}^3, p \in \mathbb{R}^3 \right\}.$$

In this setting, (17), defines group affine dynamics (see [12])

$$\Gamma_i = \begin{bmatrix} \text{Id} & dtg_0 & 0_{3 \times 2} \\ 0_{3 \times 2} & I_2 & 0_{3 \times 2} \\ 0_{3 \times 2} & I_2 & 0_{3 \times 2} \end{bmatrix}, \quad \Phi(T) = \begin{bmatrix} R & v & x + dtv \\ 0_{3 \times 2} & I_2 & 0_{3 \times 2} \end{bmatrix}.$$  

(18)

Let us illustrate how the propagation factors of IS are obtained. Let the residual be $\log(f_i(\chi_i) - \chi_{i+1}) = \log(D_{IMU})$. The Jacobian is computed with (6) and (13):

$$\Delta_{IMU} = \Gamma_i \Phi(e^{-\xi_i} \Gamma_i \Gamma_i - 1 \exp(\xi_{i+1})) = \exp(-F_i \xi_i) \Gamma_i \exp(\xi_{i+1})$$

(19)

$$\log(\Delta_{IMU}) \approx -F_i \xi_i + \xi_{i+1} + \log(f_i(\chi_i) - \chi_{i+1}).$$

(20)

where $F_i = A_d\Gamma_{i+1}M$, which are given on $SE(2)$ by

$$A_d\Gamma_i = \begin{bmatrix} R & 0_{3 \times 3} & 0_{3 \times 3} \\ v \times R & R & 0_{3 \times 3} \\ p \times R & R & 0_{3 \times 3} \end{bmatrix}.$$

(21)

2) Uncertainty propagation: On $SE(2)$, the true IMU measurement $\hat{Y}$ can be related to the noisy ones $Y$ through

$$\hat{Y} = Y \exp(w),$$

where $w$ is a white noise on $\mathbb{R}^9$ and $\exp$ denotes the exponential map of $SE(2)$. For more on $SE(2)$, and its use for inertial navigation (notably the derivation of the covariance process noise matrix) the reader is referred to [5,12].

B. Difference between IS and other Smoothers

Let us compare IS with the state-of-the-art smoothing methods for inertial data [24], and the one implemented in GTSAM [22]. The considered residuals and their covariances are essentially identical. The main difference lies in the parametrisation of the state (i.e. the retraction) used to update the state variables at each optimization descent step. Indeed, the retractions used in [24] and GTSAM [22] are respectively

$$(\hat{R}, \hat{v}, \hat{x}) \leftarrow (\hat{R}\delta R, \hat{v} + \delta v, \hat{x} + \hat{R}\delta x),$$

(22)

$$(\hat{R}, \hat{v}, \hat{x}) \leftarrow (\hat{R}\delta R, \hat{v} + \delta v, \hat{x} + \hat{R}\delta x).$$

(23)

which are linear by nature whereas the exponential map of $SE_2(3)$ used by IS offers a fully nonlinear appropriate map, although (23) is a first-order approximation of the Lie exponential on $SE(2)$. The Jacobian for (23) is $F_i = A_d\Gamma_{i+1}M$, with $\Gamma_i = \Phi(\chi_i)^{-1}\Gamma_i^{-1}\chi_{i+1}$ representing the “estimated” measurement. This comes from (19), as $\Delta_{IMU} = f_i(\chi_i)^{-1}\chi_{i+1}\exp(-F_i\xi_i)\exp(\xi_{i+1})$. Jacobian for (22) can then be easily derived.

Fig. 3: Yaw error (on a log scale) for the alignment problem of Section V, starting with initial heading error of 80° over time. IS is compared with [24] and GTSAM [22]. “Uncertainty” is the $3\sigma$ envelope of the IS estimate. Sliding windows of size 10 (top) and 50 (bottom).

C. Simulated in-motion alignment

The IMU and GPS measurements are acquired at 200 Hz and 1 Hz respectively, and considered with the following standard deviations $\sigma_g = 0.00027 \, \text{°/s}$, $\sigma_a = 0.0015m/s^2$, $\sigma_n = 3m$. The initial position is supposed to be known, as is customary for initial alignment, but with unknown speed and attitude: $\sigma_p^0 = 0 \, m$, $\sigma_{v^0} = 10 \, m/s$, $\sigma_R^0 = 100 \, \text{°}$. The trajectory starts with the vehicle standing still for 15s, before starting to move forward for 25s. The estimate is initialised with zero velocity, correct roll and pitch, and an incorrect heading of 80°, as it may be assumed that roll and pitch are rapidly identified, as they are highly observable. The IMU is preintegrated between each GPS measurements, see [12,24]. The estimation was carried out in a sliding window setting, where the oldest state is marginalised out once the maximum of states is reached [1]. Two experiments were carried out, with windows of size 10 and 50. One Gaussian-Newton iteration is carried out at each update as is done in the methods our algorithm is compared to, namely [22,24], to save computational resources. All methods share the same implementation but for the differences of Section V-B.

D. Results

The yaw error is displayed on Figure 3. The RMSE is computed over 10 Monte Carlo runs. The $3\sigma$ bound of the yaw
estimate of IS is also reported (other methods return similar bounds). In the top chart, which involves a sliding window of 10 time steps, we see Forster et al. [24] is inconsistent. As concerns the two other algorithms, IS and GTSAM [22] both coincide after convergence indeed, but IS shows quicker convergence and better consistency since GTSAM exceeds the 3σ bound between 20 and 30 seconds (recall only one descent step is performed). When marginalization occurs, only IS has already converged to a minimum. This problem evaporates, though, when considering a longer window.

VI. CONCLUSION

This paper first presented a new theoretical property of the recently introduced Invariant Smoothing (IS) framework, which was shown to seamlessly respect a class of geometrical constraints, advocating for its use in high-accuracy navigation. This was illustrated by a 2D introductory wheeled robot localisation simulated problem, for which only IS managed to produce consistent successive iterations. The impact of this result for unbiased inertial navigation, with low but non-null process noise, was then evaluated on alignment simulations using a high-grade IMU. In this case, IS proved more stable and consistent than state-of-the-art inertial smoothing methods. Future work will study how this adapts to biased inertial navigation, using the recently introduced two-frames group [7] providing a novel embedding that better accommodates sensor biases, and including Earth rotation, which fits into the group affine framework, see [12].
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