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1 Introduction

The classical Pólya-Szegö principle states that the \( L_p \) norm of the gradient of any real-valued function from a certain class does not increase under an appropriate rearrangement. Schwarz spherical symmetrization about a point and Steiner symmetrization about a hyperplane are probably the most popular symmetrizations in the literature. Pólya-Szegö inequalities for these symmetrizations play a fundamental role in the solution to a number of variational problems in different areas such as isoperimetric inequalities, optimal forms of Sobolev inequalities, and sharp a priori estimates of solutions to second-order elliptic or parabolic boundary value problems; see, for example, [13, 15, 17, 22, 26, 58, 60] and the references therein. In recent years, many important generalizations and variations have been obtained (see, e.g., [2, 10, 11, 59, 65]).

It is a remarkable discovery of Zhang [69] that the Petty projection inequality, extended to a suitable class of nonconvex sets, can replace the isoperimetric inequality
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and then leads to an affine Sobolev inequality which is stronger than the classical Sobolev inequality. An important ingredient in the proofs of sharp affine Sobolev-type inequalities is a strengthened affine Pólya-Szegö principle. The affine Pólya-Szegö principle asserts that

$$\mathcal{E}_p(f^*) \leq \mathcal{E}_p(f),$$

where $f^*$ denotes the Schwarz spherical symmetrization of $f$ and $\mathcal{E}_p$ denotes the $L^p$ affine energy of $f$ (see [52], or take $\phi(t) = |t|^p$ in (2.9)). It was proved by Lutwak, Yang and Zhang [52] for $1 \leq p < n$ and by Cianchi, Lutwak, Yang and Zhang [19] for all $p \geq 1$. In this remarkable affine rearrangement inequality, an $L^p$ affine energy replaces the standard $L^p$ norm of the gradient leading to an inequality which is significantly stronger than its classical Euclidean counterpart. Moreover, Lutwak et al. [52] and Cianchi et al. [19] obtained new sharp affine Sobolev, Moser-Trudinger and Morrey-Sobolev inequalities by applying their affine Pólya-Szegö principle, thereby demonstrating the power of this new affine symmetrization inequality. Later, Haberl, Schuster, and Xiao [39] proved a remarkable asymmetric version of the affine Pólya-Szegö-type inequality which strengthens and implies the affine Pólya-Szegö principle of Cianchi et al. [19]. About the affine isoperimetric inequalities and their functional versions, also see [12, 20, 27, 28, 32, 37, 38, 41, 44–48, 51, 54, 66, 68].

The affine $L_p$ Pólya-Szegö-type principle is closely related to the $L_p$ Brunn-Minkowski theory of convex bodies (see, e.g., [5, 49, 50]). Based on the seminal work of Lutwak, Yang and Zhang [55, 56], now the $L_p$ Brunn-Minkowski theory has been extended to the Orlicz-Brunn-Minkowski theory. The Orlicz-Brunn-Minkowski theory has expanded rapidly (see e.g., [4, 30, 31, 36, 37, 55, 56, 67, 70, 71]). It is natural to consider the affine Pólya-Szegö-type principle in Orlicz-Sobolev spaces. In [43], using functional Steiner symmetrization, the first named author proved an affine Orlicz Pólya-Szegö principle for log-concave functions, which includes the affine $L_p$ Pólya-Szegö principle as special case. The case of equality of the affine Orlicz Pólya-Szegö principle for log-concave functions is also characterized. In [43], the first named author conjectured that the principle can be extended to the general Orlicz-Sobolev functions. In this paper, we confirm this conjecture and characterize the case of equality. An affine Orlicz Pólya-Szegö principle with respect to Orlicz-Sobolev functions is formulated and proved.

In this paper, we mainly make use of Steiner symmetrization of one-dimensional restrictions of Sobolev functions and Fubini’s theorem to prove our results. The proof
has the advantage of providing us with information about functions yielding equality. The technique exploited in this paper differs from those of previous papers on affine Pólya-Szegő type inequalities, that make substantial use of fine results from the Brunn-Minkowski theory of convex bodies. The proof of the symmetric affine Pólya-Szegő principle in [19] mainly relies on the $L_p$ Petty projection inequality from [51] and the solution of the normalized $L_p$ Minkowski problem [53]. The proof of the asymmetric affine Pólya-Szegő principle [38] mainly relies on a generalization of the $L_p$ Petty projection inequality established by Haberl and Schuster [35] and the solution of the normalized $L_p$ Minkowski problem [53]. The techniques for proving the affine $L_p$ Pólya-Szegő principle could not be adapted to establish the affine Orlicz Pólya-Szegő principle. One of the reasons is that the function $\phi$ defining the Orlicz-Sobolev spaces is usually not multiplicative, i.e., $\phi(xy) \neq \phi(x)\phi(y)$ for $x, y \in \mathbb{R}$. Moreover the Orlicz Minkowski problem has not been completely solved. Our approach is based on the functional Steiner symmetrization and makes use of a result for Steiner symmetrization with approximation of Schwarz symmetrization by sequences of Steiner symmetrizations. Moreover, we prove the affine Orlicz Pólya-Szegő principle and its case of equality not only with respect to Schwarz spherical symmetrization but also with respect to Steiner symmetrization. The affine Orlicz Pólya-Szegő principle for Steiner symmetrization is new even in the $L^p$ setting.

In the remarkable paper [17], Cianchi and Fusco proved a beautiful Pólya-Szegő-type inequality and analyzed the cases of equality in Steiner symmetrization inequalities for Dirichlet-type integrals. The ideas and techniques of Cianchi and Fusco play a critical role throughout this paper, especially in the proofs of the affine Orlicz Pólya-Szegő principle with respect to Steiner symmetrization and its case of quality. It would be impossible to overstate our reliance on their work.

As pointed out in [17], investigations on the cases of equality in Pólya-Szegő type principles are more recent, and typically require an additional delicate analysis. Such a description has first been the object of the series of papers [1,12,14,17,26,27,59] and has been recently extended and simplified by new contributions, including [2,8,10,15,18,22,23,65]. An impulse to the study of this delicate issue was given by the paper [40], where the symmetry of PS-extremals for Schwarz and Steiner symmetrizations was established, by classical techniques, in special classes of functions and domains.

In [6] Brothers and Ziemer characterized the equality cases in the Pólya-Szegő inequality for the Schwarz rearrangement of a Sobolev function under the minimal assumption that the set of critical points of the rearranged function has zero Lebesgue
measure (see also [20] for an interesting alternate proof). A version of this result in the framework of functions of bounded variation can be found in [16]. A Brothers-Ziemer type theorem for the affine Pólya-Szegö principle and a quantitative affine Pólya-Szegö principle were established by Wang [65]. The main goal of the second part of this paper is to prove a Brothers-Ziemer type theorem for the affine Orlicz Pólya-Szegö principle with respect to Schwarz symmetrization. Since the approach exploited in the paper relies on the result dealing with cases of equality for Steiner symmetrization, we assume that the domain of function is of finite perimeter. In view of the available result for the Euclidean Pólya-Szegö principle, our assumption that the domain of function is a set of finite perimeter is probably unnecessary. However, if we remove such an assumption, then this would require the use of a different method to prove our result, that would go beyond the scope of the paper.

The paper is organized as follows. In Section 2 we state and comment the main results and in Section 3 we collect some background material on the Brunn-Minkowski theory and the theory of Sobolev functions. Section 4 is devoted to the affine Orlicz Pólya-Szegö principle with respect to Steiner symmetrization while Section 5 deals with the case of Schwarz spherical symmetrization.

2 Main results

We begin with some definitions and elementary facts about Steiner symmetrization of sets and functions. Steiner symmetrization is a classical and very well-known device, which has seen a number of remarkable applications to problems of geometric and functional nature, see, e.g., [3, 7–9, 12, 42, 62, 63].

Given two sets $E$ and $F$, we denote the symmetric difference by $E \triangle F := (E \cup F) \setminus (E \cap F)$. Given two open sets $\Omega' \subset \Omega$ we write $\Omega' \Subset \Omega$ if $\Omega'$ is compactly contained in $\Omega$, i.e., $\text{cl } \Omega' \subset \Omega$, here $\text{cl } \Omega'$ denotes the closure of $\Omega'$. A point $x$ in the Euclidean space $\mathbb{R}^n$, $n \geq 2$, will be usually labeled by $(x', y)$, where $x' = (x_1, \ldots, x_{n-1}) \in \mathbb{R}^{n-1}$ and $y \in \mathbb{R}$; similarly, when $x \in \mathbb{R}^{n+1}$, we shall write $x$ as $(x', y, t)$. To emphasize the different roles of the variables $y$ and $t$, we shall also write $\mathbb{R}^n = \mathbb{R}^{n-1} \times \mathbb{R}_y$ and $\mathbb{R}^{n+1} = \mathbb{R}^{n-1} \times \mathbb{R}_y \times \mathbb{R}_t$. Consistent notations will be used for subsets of $\mathbb{R}^n$ and $\mathbb{R}^{n+1}$. Let $\mathcal{L}^m$ denote the outer Lebesgue measure in $\mathbb{R}^m$. Throughout this paper, for $A, B \subset \mathbb{R}^n$, $A$ is equivalent to $B$ means that $\mathcal{L}^n(A \triangle B) = 0$. 


Given any measurable subset $E$ of $\mathbb{R}^n$, define, for $x' \in \mathbb{R}^{n-1}$,

$$E_{x'} = \{ y \in \mathbb{R} : (x', y) \in E \}$$

(2.1)

and

$$\ell_E(x') = L^1(E_{x'}).$$

(2.2)

Then, we define the Steiner symmetral $E^s$ of $E$ about the hyperplane $\{ y = 0 \}$ as

$$E^s = \{ (x', y) \in \mathbb{R}^n : |y| < \ell_E(x') / 2 \}.$$

When $E \subset \mathbb{R}^{n-1} \times \mathbb{R}_y$, its Steiner symmetral $E^s$ about $\{ y = 0 \}$ is defined analogously, after replacing (2.1) and (2.2) by corresponding definitions of $E_{x', t}$ and $\ell_E(x', t)$.

Let $\pi_{n-1}(\Omega)$ denote the orthogonal projection of $\Omega \subset \mathbb{R}^n$ onto $\mathbb{R}^{n-1}$. Let $\Omega$ be a measurable subset of $\mathbb{R}^n$ and let $f$ be a nonnegative measurable function in $\Omega$ such that, for $L^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$,

$$L^1(\{ y \in \Omega_{x'} : f(x', y) > t \}) < \infty \quad \text{for every } t > 0.$$ 

(2.3)

The Steiner rearrangement $f^s$ of $f$ is the function from $\mathbb{R}^n$ to $[0, +\infty]$ given by

$$f^s(x', y) = \inf\{ t > 0 : \mu_f(x', t) \leq 2|y| \} \quad \text{for } (x', y) \in \mathbb{R}^{n-1} \times \mathbb{R}_y,$$

where

$$\mu_f(x', t) = L^1(\{ y \in \mathbb{R} : f_0(x', y) > t \}),$$

the distribution function of $f(x', \cdot)$, and $f_0$ denotes the continuation of $f$ to $\mathbb{R}^n$ which vanishes outside $\Omega$. Note that $f^s = 0 \ L^n$-a.e. in $\mathbb{R}^n \setminus \Omega^s$.

The notions of Steiner symmetral of a set and Steiner rearrangement of a function are clearly related. Actually, if $f : \Omega \to [0, +\infty)$ is as above, and

$$S_f = \{ (x', y, t) \in \mathbb{R}^{n+1} : (x', y) \in \Omega, \ 0 < t < f(x', y) \},$$

(2.4)

the subgraph of $f$, then

$$(S_f)^s$$

is equivalent to $S_{f^s}$.

(2.5)

Moreover, for the level set of $f$ defined by

$$[f]_t = \{ (x', y) \in \Omega : f(x', y) > t \},$$

(2.6)
we have
\[
[f]_t^s \text{ is equivalent to } [f^s]_t \text{ for every } t > 0.
\] (2.7)

Let \( \mathcal{N} \) be the class of convex functions \( \phi : \mathbb{R} \to [0, \infty) \) such that \( \phi(0) = 0 \) and such that \( \phi \) is strictly decreasing on \((-\infty, 0]\) or \( \phi \) is strictly increasing on \([0, \infty)\). The subclass of \( \mathcal{N} \) consisting of those \( \phi \in \mathcal{N} \) that are strictly convex will be denoted by \( \mathcal{N}_s \). Throughout the paper, we always set \( \Phi(t) := \max\{\phi(t), \phi(-t)\}, t \in [0, \infty) \). It is easily checked that \( \Phi(t) \) is a convex function and strictly increasing on \([0, \infty)\).

We always assume that \( \Omega \) is a bounded open subset of \( \mathbb{R}^n \). Let \( W^{1, \Phi}(\Omega) \) be the first order Orlicz-Sobolev space (see Section 3 for the precise definition) corresponding to \( \Phi \). Let \( W^{1, \Phi}_0(\Omega) \) denote the subspace of \( W^{1, \Phi}(\Omega) \) of those \( f \in \mathcal{N} \) that are strictly convex will be denoted by \( \mathcal{N}_s \).

Now \((\mathbb{R}^n, \| \cdot \|_{f, \phi})\) is the \( n \)-dimensional Banach space that we shall associate with \( f \). And its unit ball \( B_\phi(f) = \{ x \in \mathbb{R}^n : \| x \|_{f, \phi} \leq 1 \} \) is a convex body in \( \mathbb{R}^n \). An important fact is that its volume \( |B_\phi(f)| \) is invariant under affine transformations of the form \( x \mapsto Ax + x_0 \), with \( x_0 \in \mathbb{R}^n \) and \( A \in SL(n) \). We call the unit ball \( B_\phi(f) \) the Orlicz-Sobolev ball of \( f \).

We call
\[
\mathcal{E}_\phi(f) := |B_\phi(f)|^{-\frac{1}{n}} = \left( \frac{1}{n} \int_{S^{n-1}} \| \nabla_v f \|_{\Phi}^{-n} dv \right)^{-\frac{1}{n}}
\] (2.9)
the Orlicz-Sobolev affine energy of \( f \).

In this paper, we will prove an affine Orlicz Pólya-Szegö principle with respect to Steiner symmetrization.

**Theorem 2.1.** Let \( \Omega \) be a bounded open subset of \( \mathbb{R}^n \) and let \( f \) be a nonnegative function from \( W^{1, \Phi}_0(\Omega) \). Then for every Steiner rearrangement \( f^s \) of \( f \),
\[
\mathcal{E}_\phi(f^s) \leq \mathcal{E}_\phi(f).
\] (2.10)

Using Theorem 2.1 and the convergence property of Steiner symmetrization, we can obtain the affine Orlicz Pólya-Szegö principle with respect to Schwarz spherical symmetrization.
Theorem 2.2. Let $\Omega$ be a bounded open subset of $\mathbb{R}^n$ and let $f$ be a nonnegative function from $W^{1,\Phi}(\Omega)$. Then for every Schwarz spherical symmetrization $f^*$ of $f$,

$$\mathcal{E}_\phi(f^*) \leq \mathcal{E}_\phi(f).$$

(2.11)

When $\phi(t) = (1 - \lambda)(t)^p_+ + \lambda(t)^p_-$, where $p > 1$, $\lambda \in [0, 1]$, $(t)^+_+ := \max\{t, 0\}$ and $(t)^-_+ := \max\{-t, 0\}$, the affine Orlicz Pólya-Szegő principle becomes the general affine Pólya-Szegő-type principle established in [59]. The symmetric affine Pólya-Szegő principle [19] and the asymmetric affine Pólya-Szegő principle [39] correspond to the cases of $\lambda = 1/2$ and $\lambda = 0$, respectively.

In order to state our result about the equality case in (2.10), we need some assumptions on $f$ and $\Omega$. Consider $f$ first, and set

$$M_f(x') = \inf\{t > 0 : \mu_f(x', t) = 0\} \text{ for } x' \in \pi_{n-1}(\Omega).$$

Obviously, $M_f(x')$ agrees with $\text{ess sup}\{f(x', y) : y \in \Omega_{x'}\}$ for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$. Moreover, $M$ is a measurable function in $\pi_{n-1}(\Omega)$ with $M_f(x') < \infty$ for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$, owing to (2.3). We demand that, for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$, $M_f(x') > 0$ and that the derivative of the restriction $f(x', \cdot)$ is $\mathcal{L}^1$-a.e. different from 0 in the set where $f(x', \cdot) < M_f(x')$. This is equivalent to the condition

$$\mathcal{L}^n(\{(x', y) \in \Omega : \nabla_y f(x', y) = 0\} \cap \{(x', y) \in \Omega : M_f(x') = 0 \text{ or } f(x', y) < M_f(x')\}) = 0.$$ (2.12)

As far as $\Omega$ is concerned, we require that

$$\pi_{n-1}(\Omega) \text{ is connected},$$ (2.13)

and that, in a sense, the reduced boundary $\partial^* \Omega$ of $\Omega$ is almost nowhere parallel to the $y$-axis inside the open cylinder $\pi_{n-1}(\Omega) \times \mathbb{R}_y$. A precise formulation of the last condition reads

$$\Omega \text{ has locally finite perimeter in } \pi_{n-1}(\Omega) \times \mathbb{R}_y \text{ and}$$

$$\mathcal{H}^{n-1}(\{(x', y) \in \partial^* \Omega : v^\Omega_y(x', y) = 0\} \cap (\pi_{n-1}(\Omega) \times \mathbb{R}_y)) = 0,$$ (2.14)

where $\mathcal{H}^k$ stands for $k$-dimensional Hausdorff measure, and $v^\Omega_y$ denotes the component along the $y$-axis of the generalized inner normal $v^\Omega$ to $\Omega$ (see Section 3.2.2 for definitions).

We are now ready to state our result about the equality case in (2.10).
Theorem 2.3. Let $\Omega$ be a bounded open subset of $\mathbb{R}^n$ fulfilling (2.13)–(2.14) and let $f$ be a nonnegative function from $W_0^{1,\Phi}(\Omega)$ satisfying (2.12) and $\phi \in \mathcal{N}_s$. Then
\[
\mathcal{E}_\phi(f) = \mathcal{E}_\phi(f^*)
\tag{2.15}
\]
if and only if there exist $A \in SL(n)$ and $x_0 \in \mathbb{R}^n$ such that
\[
f(x) = f^*(Ax + x_0) \text{ for } \mathcal{L}^n\text{-a.e. } x \in \Omega.
\tag{2.16}
\]

By Theorem 2.3 and some delicate analyses, we can characterize the case of equality in (2.11). In particular we establish a Brothers-Ziemer type theorem for the affine Orlicz Pólya-Szegö principle. We demand
\[
\Omega \text{ is a set of finite perimeter in } \mathbb{R}^n
\tag{2.17}
\]
and
\[
\mathcal{L}^n\left(\{x \in \Omega : \nabla f(x) = 0 \text{ and } 0 \leq f(x) < \text{ess sup } f\}\right) = 0.
\tag{2.18}
\]

Theorem 2.4. Let $\Omega$ be a bounded and connected open subset of $\mathbb{R}^n$ fulfilling (2.17) and let $f$ be a nonnegative function from $W_0^{1,\Phi}(\Omega)$ satisfying (2.18) and $\phi \in \mathcal{N}_s$. Then
\[
\mathcal{E}_\phi(f) = \mathcal{E}_\phi(f^*)
\tag{2.19}
\]
if and only if there exist $A \in SL(n)$ and $x_0 \in \mathbb{R}^n$ such that
\[
f(x) = f^*(Ax + x_0) \text{ for } \mathcal{L}^n\text{-a.e. } x \in \Omega.
\tag{2.20}
\]

3 Background and Preliminaries

3.1 On the Brunn-Minkowski theory of convex bodies.

In this section we fix our notation and collect basic facts from convex geometric analysis. General references for the theory of convex bodies are the books by Gardner [29], Gruber [34], Schneider [61].

We write $\mathcal{K}^n$ for the set of convex bodies (compact convex subsets) of $\mathbb{R}^n$. We write $\mathcal{K}_0^n$ for the set of convex bodies that contain the origin in their interiors. For $K \in \mathcal{K}^n$, let $h(K; \cdot) = h_K : \mathbb{R}^n \to \mathbb{R}$ denote the support function of $K$; i.e.,
\[
h(K; x) := \max\{x \cdot z : z \in K\}.
\]
For $K \in \mathcal{K}_o^n$, its gauge function $g_K : \mathbb{R}^n \to [0, \infty)$ is defined by
\[ g_K(x) := \|x\|_K = \inf\{\lambda > 0 : x \in \lambda K\}. \tag{3.1} \]

If $K \in \mathcal{K}_o^n$, then the polar body $K^*$ is defined by
\[ K^* := \{x \in \mathbb{R}^n : x \cdot z \leq 1 \text{ for all } z \in K\}. \]

If $K \in \mathcal{K}_o^n$, it is well-known that
\[ g_K = h_{K^*}. \tag{3.2} \]

By (3.1), for $x \in \mathbb{R}^n$ and $K \in \mathcal{K}_o^n$, it follows immediately that
\[ g_K(x) = 1 \text{ if and only if } x \in \partial K. \tag{3.3} \]

For $K, L \in \mathcal{K}^n$, the Hausdorff distance of $K$ and $L$ is defined by
\[ \delta(K, L) := \sup_{u \in S^{n-1}} |h_K(u) - h_L(u)|. \tag{3.4} \]

When considering the convex body $K \in \mathcal{K}_o^n$ as $K \subset \mathbb{R}^{n-1} \times \mathbb{R}_y$, the Steiner symmetrical, $K^s$, of $K$ in the direction $e_n$ is given by
\[ K^s = \left\{ \left( x', \frac{1}{2}y_1 + \frac{1}{2}y_2 \right) \in \mathbb{R}^{n-1} \times \mathbb{R} : (x', y_1), (x', -y_2) \in K \right\}. \tag{3.5} \]

In this paper, we shall make use of the following fact that follows directly from (3.5) and (3.3).

**Lemma 3.1.** Suppose $K, L \in \mathcal{K}_o^n$ and consider $K, L \subset \mathbb{R}^{n-1} \times \mathbb{R}$. Then
\[ K^s \subset L, \]
if and only if
\[ \|(x'_0, \eta_1)\|_K = 1 = \|(x'_0, -\eta_2)\|_K, \text{ with } \eta_1 \neq -\eta_2 \implies \|(x', \eta_1/2 + \eta_2/2)\|_L \leq 1. \]

In addition, if $K^s = L$, then $\|(x'_0, \eta_1)\|_K = 1 = \|(x'_0, -\eta_2)\|_K$ with $\eta_1 \neq -\eta_2$ implies that $\|(x'_0, \eta_1/2 + \eta_2/2)\|_L = 1$.

### 3.2 On the theory of Sobolev functions

In this section, we review some basic definitions and facts about Sobolev functions and functions of bounded variation on $\mathbb{R}^n$. Good general references for this are Ambrosio, Fusco and Pallara [1], Cianchi and Fusco [17], Evans and Gariepy [24], Maz’ya [57] and Ziemer [72].
3.2.1 On Orlicz-Sobolev functions

Let $\Omega$ be an open subset of $\mathbb{R}^n$ and let $\phi \in \mathcal{N}$. Let $\Phi(t) = \max\{\phi(t), \phi(-t)\}$, $t \in [0, \infty)$. The Orlicz space $L^\Phi(\Omega)$ is defined as

$$L^\Phi(\Omega) := \{f : f \text{ is a Lebesgue measurable real valued function on } \Omega \text{ such that } \int_{\Omega} \Phi\left(\frac{|f(x)|}{\lambda}\right) dx < \infty \text{ for some } \lambda > 0\}.$$  \hfill (3.6)

The Luxemburg norm $\|f\|_{L^\Phi(\Omega)}$ is defined as

$$\|f\|_{L^\Phi(\Omega)} := \inf \left\{ \lambda > 0 : \int_{\Omega} \Phi\left(\frac{|f(x)|}{\lambda}\right) dx \leq 1 \right\}.$$ \hfill (3.7)

The space $L^\Phi(\Omega)$, equipped with the norm $\|\cdot\|_{L^\Phi(\Omega)}$, is a Banach space. Note that, if $\Phi(s) = s^p$ and $p > 1$, then $L^\Phi(\Omega) = L^p(\Omega)$, the usual $L^p$ space, and $\|\cdot\|_{L^\Phi(\Omega)} = \|\cdot\|_{L^p(\Omega)}$. Usually, we write $\|\cdot\|_\Phi$ instead of $\|\cdot\|_{L^\Phi(\Omega)}$.

The first order Orlicz-Sobolev space $W^{1,\Phi}(\Omega)$ is defined as

$$W^{1,\Phi}(\Omega) = \{f \in L^\Phi(\Omega) : f \text{ is weakly differentiable and } |\nabla f| \in L^\Phi(\Omega)\}.$$ \hfill (3.8)

Here, $\nabla$ denotes the approximate gradient (see the definition in \(3.15\)). By $W^{1,\Phi}_{\text{loc}}(\Omega)$ we denote the space of those functions which belong to $W^{1,\Phi}(\Omega')$ for every open set $\Omega' \Subset \Omega$.

The space $W^{1,\Phi}(\Omega)$, equipped with the norm

$$\|f\|_{W^{1,\Phi}(\Omega)} = \|f\|_\Phi + \|\nabla f\|_\Phi,$$ \hfill (3.9)

is a Banach space. Clearly, $W^{1,\Phi}(\Omega) = W^{1,p}(\Omega)$, the standard Sobolev space, if $\Phi(s) = s^p$ with $p > 1$.

We shall make use of the following trivial fact.

**Lemma 3.2.** If $\phi \in \mathcal{N}$, then for $a, b \in \mathbb{R}$ and $a \neq 0$, the function

$$\Psi(t) := \phi(at - b) + \phi(-at - b), \ t > 0$$ \hfill (3.10)

is increasing. In addition, if $\phi \in \mathcal{N}_a$, then $\Psi(t)$ is strictly increasing.

Since $\Omega$ is a bounded open set and $\Phi$ is a convex function and strictly increasing on $[0, \infty)$, we have the following easily-established result.

**Lemma 3.3.** If $f \in W^{1,\Phi}_0(\Omega)$, then $f \in W^{1,1}_0(\Omega)$. 
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By [2, Lemma 2.7] and [17, Theorem 2.1], we have the following lemma.

Lemma 3.4. Let \( \Omega \) be a bounded open subset of \( \mathbb{R}^n \). If \( f \in W^{1,1}_0(\Omega) \), then \( f^* \in W^{1,1}_0(\Omega^*) \).

For Sobolev spaces \( W^{1,p}(\mathbb{R}^n) \) (1 \( \leq p < \infty \)), Burchard [8, Proposition 7.1] proved the following proposition on the approximation of Schwarz spherical symmetrization by Steiner symmetrizations.

Proposition 3.5. (Convergence of the \( W^{1,p} \)-norm). Let \( f \) be a nonnegative function in \( W^{1,p}(\mathbb{R}^n) \), \( n \geq 2 \) and \( p \geq 1 \), that vanishes at infinity. There exists a sequence of successive Steiner symmetrizations \( \{f_k\}_{k \geq 0} \) of \( f \) so that

\[
    f_k \rightharpoonup f^* \text{ weakly in } W^{1,1}(\mathbb{R}^n).
\]

Remark 3.1. For Orlicz-Sobolev spaces \( W^{1,\Phi}(\mathbb{R}^n) \), there does not exist a result similar to that of Proposition 3.5. Thus we consider the problem in \( W^{1,1}(\mathbb{R}^n) \). By Lemma 3.3, \( f \in W^{1,1}_0(\Omega) \) for \( f \in W^{1,\Phi}_0(\Omega) \). Thus, for \( f \in W^{1,\Phi}_0(\Omega) \), there exists a sequence of successive Steiner symmetrizations \( \{f_k\}_{k \geq 0} \) of \( f \) so that

\[
    f_k \rightharpoonup f^* \text{ weakly in } W^{1,1}(\mathbb{R}^n).
\]

3.2.2 On functions of bounded variation and sets of finite perimeter

The space of functions of bounded variation in \( \Omega \) is denoted by \( BV(\Omega) \). Recall that a function \( f \in L^1(\Omega) \) is said to be of bounded variation in \( \Omega \) if its distributional gradient \( Df \) is a vector-valued Radon measure in \( \Omega \) whose total variation \( |Df| \) is finite in \( \Omega \) (see the precise definitions in [24, p.196]). The space \( BV_{\text{loc}}(\Omega) \) is defined accordingly.

Given a measurable set \( E \) in \( \mathbb{R}^n \) and a point \( x \in \mathbb{R}^n \), the density of \( E \) at \( x \) is defined by

\[
    D(E, x) = \lim_{r \to 0} \frac{L^n(E \cap B_r(x))}{L^n(B_r(x))},
\]

provided that the limit on the right-hand side exists. Here, \( B_r(x) \) denotes the ball, centered at \( x \), having radius \( r \). The essential boundary of \( E \) is the Borel set

\[
    \partial^M E = \mathbb{R}^n \setminus \{x \in \mathbb{R}^n : D(E, x) = 0 \text{ or } D(E, x) = 1\}. \quad (3.11)
\]

One has

\[
    \partial^M (E' \cup E'') \cup \partial^M (E' \cap E'') \subset \partial^M E' \cup \partial^M E'' \quad (3.12)
\]
for any measurable sets \( E' \) and \( E'' \) in \( \mathbb{R}^n \).

For any measurable function \( f \) in an open set \( \Omega \subset \mathbb{R}^n \), the **approximate upper and lower limit** of \( f \) at a point \( x \) are defined as

\[
f_+(x) = \inf\{ t : D(\{ f > t \}, x) = 0 \} \quad \text{and} \quad f_-(x) = \sup\{ t : D(\{ f < t \}, x) = 0 \}, \tag{3.13}
\]

respectively. The function \( f \) is said to be **approximately continuous** at \( x \) if \( f_+(x) \) and \( f_-(x) \) are equal and finite. The common value of \( f_+(x) \) and \( f_-(x) \) at a point of approximate continuity \( x \) is called the **approximate limit** of \( f \) at \( x \) and is denoted by \( \tilde{f}(x) \). By \( C_f \) we denote the Borel set of all points at which \( f \) is approximately continuous. The **precise representative** \( f^* \) of \( f \) is defined as

\[
f^*(x) = \begin{cases} 
\frac{f_+(x) + f_-(x)}{2} & \text{if } f_+(x) \text{ and } f_-(x) \text{ are both finite,} \\
0 & \text{otherwise.} 
\end{cases} \tag{3.14}
\]

Clearly, \( f^* \equiv \tilde{f} \) in \( C_f \). A locally integrable function \( f \) in \( \Omega \) is said to be **approximately differentiable** at \( x \in C_f \) if there exists a vector \( \nabla f(x) \) in \( \mathbb{R}^n \), called the **approximate gradient** of \( f \) at \( x \), such that

\[
\lim_{r \to 0} \frac{1}{\mathcal{L}(B_r(x))} \int_{B_r(x)} \frac{|f(z) - \tilde{f}(x) - \langle \nabla f(x), z-x \rangle|}{r} dz = 0. \tag{3.15}
\]

The set of all points \( x \in C_f \) where \( f \) is approximately differentiable is a Borel set denoted by \( D_f \). The subset of \( D_f \) where \( \nabla f \neq 0 \) and the subset where \( \nabla f = 0 \) will be denoted by \( D^+_f \) and \( D^-_f \), respectively. If \( f \in BV(\Omega) \), then \( L^n(\Omega \setminus D_f) = 0 \). Moreover, denoting by \( D^a f \) and by \( D^s f \) the absolutely continuous part and the singular part, respectively, of \( Df \) with respect to \( L^n \), we have that \( \nabla f \) agrees \( L^n \)-a.e. with the density of \( D^a f \) with respect to \( L^n \), and that \( |D^s f|(D_f) = 0 \). Thus, in particular, \( W^{1,1}(\Omega) \) can be identified with the subspace of \( BV(\Omega) \) of those functions in \( BV(\Omega) \) such that \( |Df|(B) = 0 \) for every Borel set \( B \subset \Omega \) satisfying \( L^n(B) = 0 \).

A measurable subset \( E \) of \( \mathbb{R}^n \) is said to be of **finite perimeter** in an open set \( \Omega \subset \mathbb{R}^n \) if \( D\chi_E \) is a vector-valued Radon measure with finite total variation in \( \Omega \), where \( \chi_E \) denotes the characteristic function of \( E \). The perimeter of \( E \) in a Borel subset \( B \) of \( \Omega \) is defined by

\[
P(E; B) = |D\chi_E|(B).
\]

When \( B = \mathbb{R}^n \), we shall simply write \( P(E) \) instead of \( P(E; \mathbb{R}^n) \). If \( \chi_E \in BV_{\text{loc}}(\Omega) \), then we say that \( E \) has **locally finite perimeter** in \( \Omega \).
The following theorem (see [33, Sect. 4.1.5, Theorem 1]) completely characterizes functions of bounded variation in terms of their subgraphs. Let us remark that a slightly different notion of subgraph is needed here. Given a function \( f : \Omega \subset \mathbb{R}^n \to \mathbb{R} \), we set
\[
S_f^- := \{(x, y, t) \in \mathbb{R}^{n+1} : (x, y) \in \Omega, \ t < f(x, y)\}.
\]

**Theorem 3.6.** Let \( \Omega \) be a bounded open subset of \( \mathbb{R}^n \) and let \( f \) be a nonnegative function from \( L^1(\Omega) \). Then \( S_f^- \) is a set of finite perimeter in \( \Omega \times \mathbb{R} \) if and only if \( f \in BV(\Omega) \). Moreover, in this case,
\[
P(S_f^-; B \times \mathbb{R}) = \int_B \sqrt{1 + |\nabla f|^2 + |D^s f|(B)}
\]
for every Borel set \( B \subset \Omega \).

Let \( E \) be a set of locally finite perimeter in an open subset \( \Omega \) of \( \mathbb{R}^n \) and let \( D_i \chi_E \) denote the \( i \)-th component of the distributional gradient \( D \chi_E \). We denote by \( v^E_i \), \( i = 1, \ldots, n \), the derivative of the measure \( D_i \chi_E \) with respect to \( |D \chi_E| \).

**Theorem 3.7.** [17, Theorem B] Let \( \Omega \) be an open subset of \( \mathbb{R}^n \) and let \( E' \) and \( E'' \) be sets of locally finite perimeter in \( \Omega \). Then \( v^{E'}(x) = \pm v^{E''}(x) \) for \( \mathcal{H}^{n-1} \)-a.e. \( x \in \partial^s E' \cap \partial^s E'' \).

If \( f \in W^{1,1}(\Omega) \) and \( g : \Omega \to [0, +\infty) \) is a Borel function, then coarea formula for Sobolev functions can be written as
\[
\int_{\Omega} g |\nabla f| \, dx = \int_{-\infty}^{+\infty} dt \int_{\Omega \cap \partial^s (f > t)} g \, d\mathcal{H}^{n-1} = \int_{-\infty}^{+\infty} dt \int_{\{f > t\} \cap \partial^s \Omega} g \, d\mathcal{H}^{n-1}. \tag{3.16}
\]

The following proposition is a special case of the coarea formula for rectifiable sets (see [1, Theorem 2.93]).

**Proposition 3.8.** Let \( \Omega \subset \mathbb{R}^n \) be an open set and let \( E \) be a set of finite perimeter in \( \Omega \). Let \( g : \Omega \to [0, +\infty) \) be a Borel function. Then
\[
\int_{\partial^s E \cap \Omega} g(x) |v^E_n(x)| \, d\mathcal{H}^{n-1}(x) = \int_{\pi_{n-1}(\Omega)} dx' \int_{\partial^s E \cap \Omega_{x'}} g(x', y) \, d\mathcal{H}^0(y). \tag{3.17}
\]

The next theorem links the approximate gradient of a function of bounded variation to the generalized inner normal to its subgraph (see [33, Sect. 4.1.5, Theorems 4 and 5]).
Theorem 3.9. Let $\Omega$ be an open subset of $\mathbb{R}^n$ and let $\nabla f$ denote the $i$-th component of $\nabla f$. Then for $f \in BV(\Omega)$,

\[ v^S_f(x, t) = \left( \frac{\nabla_1 f(x)}{\sqrt{1 + |\nabla f(x)|^2}}, \ldots, \frac{\nabla_n f(x)}{\sqrt{1 + |\nabla f(x)|^2}}, \frac{-1}{\sqrt{1 + |\nabla f(x)|^2}} \right) \] (3.18)

for $\mathcal{H}^n$-a.e. $(x, t) \in \partial^* S_f^+ \cap (D_f \times \mathbb{R})$ and

\[ v^S_{n+1}(x, t) = 0 \text{ for } \mathcal{H}^n\text{-a.e. } (x, t) \in \partial^* S_f^- \cap [(\Omega \setminus D_f) \times \mathbb{R}]. \]

In particular, if $f \in W^{1,1}(\Omega)$, then (3.18) holds for $\mathcal{H}^n$-a.e. $(x, t) \in \partial^* S_f^- \cap (\Omega \times \mathbb{R})$.

In what follows, the essential projection of a set $E \subset \mathbb{R}^{n+1}$ onto $\mathbb{R}^{n-1} \times \mathbb{R}_t$ is defined as

\[ \pi_{n-1, n+1}(E)^+ = \{(x', t) \in \mathbb{R}^{n-1} \times \mathbb{R}_t : \ell_E(x', t) > 0\}. \]

The essential projection $\pi_{n-1}(E)^+$ onto $\mathbb{R}^{n-1}$ is defined similarly.

Finally, we give a theorem concerning one-dimensional sections of sets of finite perimeter. The result is due to Vol’pert [64]. In the present form, it can be easily deduced from [1, Theorem 3.108].

Theorem 3.10. Let $E$ be a set of finite perimeter in $\Omega$. Then, for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$,

$E_{x'}$ has finite perimeter in $\Omega_{x'}$, \hspace{1cm} (3.19)

$(\partial^* E \cap \Omega)_{x'} = \partial^*(E_{x'}) \cap \Omega_{x'}$, \hspace{1cm} (3.20)

$v^E_n(x', y) \neq 0$ for every $y$ such that $(x', y) \in \partial^* E \cap \Omega$, \hspace{1cm} (3.21)

\[
\begin{cases}
\lim_{z \to y^+} \chi^*_E(x', z) = 1, & \lim_{z \to y^-} \chi^*_E(x', z) = 0 \text{ if } v^E_n(x', y) > 0, \\
\lim_{z \to y^+} \chi^*_E(x', z) = 0, & \lim_{z \to y^-} \chi^*_E(x', z) = 1 \text{ if } v^E_n(x', y) < 0.
\end{cases}
\] (3.22)

In particular, there exists a Borel set $\Omega_E \subset \pi_{n-1}(E)^+ \cap \pi_{n-1}(\Omega)$ satisfying $\mathcal{L}^{n-1}(\pi_{n-1}(E)^+ \cap \pi_{n-1}(\Omega) \setminus \Omega_E) = 0$ and such that (3.19)-(3.22) hold for every $x' \in \Omega_E$. 
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3.3 On the Orlicz-Sobolev balls

Let $\Omega$ be a bounded open subset of $\mathbb{R}^n$. By (3.8), if $f \in W^{1,\Phi}_0(\Omega)$, then $|\nabla f| \in L^\Phi(\Omega)$. Thus by (3.6), there exists some $\lambda > 0$ such that

$$\int_\Omega \Phi \left( \frac{|\nabla f(x)|}{\lambda} \right) dx < \infty.$$  

Since $\phi \in N$ and $\Phi(t) = \max\{\phi(t), \phi(-t)\}$, $t \in [0, \infty)$, there exists some $\lambda > 0$ such that for any $u \in S^{n-1}$,

$$\int_\Omega \phi \left( \frac{u \cdot \nabla f(x)}{\lambda} \right) dx \leq \int_\Omega \Phi \left( \frac{|\nabla f(x)|}{\lambda} \right) dx < \infty. \quad (3.23)$$

Thus, we can define the Orlicz-Sobolev ball $B_\phi(f)$ of $f \in W^{1,\Phi}_0(\Omega)$ as the unit ball of the $n$-dimensional Banach space whose norm is given by

$$\|z\|_{f,\Phi} := \inf \left\{ \lambda > 0 : \frac{1}{|\Omega|} \int_\Omega \phi \left( \frac{z \cdot \nabla f(x)}{\lambda} \right) dx \leq 1 \right\}, \quad z \in \mathbb{R}^n. \quad (3.24)$$

And the volume of the Orlicz-Sobolev ball is given by

$$|B_\phi(f)| = \frac{1}{n} \int_{S^{n-1}} \|v\|_{f,\Phi}^n dv, \quad (3.25)$$

where $dv$ denotes the spherical Lebesgue measure.

Since $f \in W^{1,\Phi}_0(\Omega)$, it is impossible that there exists some $u_0 \in S^{n-1}$ such that $\nabla f(x) \cdot u_0 \geq 0$ for almost all $x \in \Omega$. Since $\phi$ is strictly increasing on $[0, \infty)$ or strictly decreasing on $(-\infty, 0]$, it follows that for $z \neq 0$ the function

$$\lambda \mapsto \frac{1}{|\Omega|} \int_\Omega \phi \left( \frac{z \cdot \nabla f(x)}{\lambda} \right) dx$$

is strictly decreasing in $(0, \infty)$. Thus, we have the following lemma.

**Lemma 3.11.** Let $f \in W^{1,\Phi}_0(\Omega)$ and $z_0 \in \mathbb{R}^n \setminus \{0\}$. Then

$$\frac{1}{|\Omega|} \int_\Omega \phi \left( \frac{z_0 \cdot \nabla f(x)}{\lambda_0} \right) dx = 1$$

if and only if

$$\|z_0\|_{f,\Phi} = \lambda_0.$$ 

The following Lemma 3.12, Lemma 3.13 and Lemma 3.14 demonstrate the affine invariance of $E_\phi(f)$, the non-negativity and boundedness of $\| \cdot \|_{f,\Phi}$, respectively. Since their proofs are the same as the proofs of Lemma 4.2–Lemma 4.4 in [13], we omit their proofs.
Lemma 3.12. ([43, Lemma 4.2]) If \( f \in W^{1,\Phi}_0(\Omega) \), then \( \mathcal{E}_\phi(f) \) is invariant under \( SL(n) \) transformations and translations.

Lemma 3.13. ([43, Lemma 4.3]) If \( f \in W^{1,\Phi}_0(\Omega) \), then \( \| \cdot \|_{f,\phi} \) defines a norm on the Banach space \( (\mathbb{R}^n, \| \cdot \|_{f,\phi}) \). In particular, \( \|v\|_{f,\phi} > 0 \) for any \( v \in S^{n-1} \).

Lemma 3.14. ([43, Lemma 4.4]) If \( f \in W^{1,\Phi}_0(\Omega) \) and
\[
c_\phi = \max \{ c > 0 : \max \{ \phi(c), \phi(-c) \} \leq 1 \},
\]
then for any \( v \in S^{n-1} \), we have
\[
\frac{\int_{ \Omega_i } f(x) dx}{c_\phi |\Omega_i| \text{diam}(\Omega)} \leq \|v\|_{f,\phi} \leq \sup \{ |\nabla f(x)| : x \in \Omega \} \frac{1}{c_\phi},
\]
where \( \text{diam}(\Omega) := \sup \{ |x - y| : x, y \in \Omega \} \) denotes the diameter of \( \Omega \).

The following lemma shows that the Orlicz-Sobolev ball operator \( B_\phi : W^{1,\Phi}_0(\Omega) \to \mathcal{K}_0^n \) is in some sense weakly continuous.

Lemma 3.15. Let \( f_i \in W^{1,\Phi}_0(\Omega_i), \ i = 0, 1, 2, \ldots \). If
\[
f_i \rightharpoonup f_0, \ \text{weakly in} \ W^{1,1}(\mathbb{R}^n),
\]
then there exists a subsequence of \( \{B_\phi(f_i)\}_{i=1}^\infty \), denoted by \( \{B_\phi(f_i)\}_{i=1}^\infty \) as well, and a convex body \( K_0 \) such that \( o \in K_0 \),
\[
\lim_{i \to \infty} \delta(B_\phi(f_i), K_0) = 0
\]
and
\[
K_0 \subset B_\phi(f_0).
\]

Proof. For \( u_0 \in S^{n-1} \), let
\[
\|u_0\|_{f_i,\phi} = \lambda_i,
\]
and note that Lemma 3.14 gives
\[
0 < \frac{\int_{ \Omega_i } f_i(x) dx}{c_\phi |\Omega_i| \text{diam}(\Omega)} \leq \lambda_i.
\]
Moreover, by (3.28), we have
\[
\lim_{i \to \infty} \frac{\int_{ \Omega_i } f_i(x) dx}{c_\phi |\Omega_i| \text{diam}(\Omega)} = \frac{\int_{ \Omega_0 } f_0(x) dx}{c_\phi |\Omega_0| \text{diam}(\Omega_0)} > 0,
\]
which implies that there exists a real number $m > 0$ such that $\|u\|_{f_i, \phi} > m$ for any $u \in S^{n-1}$ and any positive integer $i$. Thus the radial functions $p (B_\phi(f_i), u) < \frac{1}{m}$ for any $u \in S^{n-1}$ and any positive integer $i$. By the Blaschke selection theorem (see [61, Theorem 1.8.7]), there exists a subsequence of $\{B_\phi(f_i)\}_{i=1}^\infty$, denoted by $\{B_\phi(f_i)\}_{i=1}^\infty$ as well, that converges to a convex body $K_0 \in K^n$. By Lemma 3.13 $\|u\|_{f_i, \phi} > 0$ for any $u \in S^{n-1}$ and any positive integer $i$. Thus $o \in K_0$.

Let $\|u_0\|_{K_0} = \lambda_*$. By (3.29) and (3.31), we have

$$\lim_{i \to \infty} \lambda_i = \lambda_*.$$  

(3.34)

Let $\bar{f}_i$ denote the continuation of $f$ by 0 outside $\Omega_i$ and $\bar{f}_i = f_i / \lambda_i$. Since $\lambda_i \to \lambda_*$ and $\bar{f}_i \rightharpoonup \bar{f}_0$ weakly in $W^{1,1}(\mathbb{R}^n)$, we have

$$\bar{f}_i \rightharpoonup \bar{f}_0 / \lambda_*$$  weakly in $W^{1,1}(\mathbb{R}^n).$  

(3.35)

The fact that $\|u_0\|_{f_i, \phi} = \lambda_i$, together with Lemma 3.11 shows that

$$\frac{1}{|\Omega_i|} \int_{\mathbb{R}^n} \phi \left( u_0 \cdot \nabla \bar{f}_i(x) \right) dx = 1 \text{ for all } i.$$  

(3.36)

Since $\phi$ is a convex function, by [25, Theorem 1 in P.19], the convex gradient integral

$$\frac{1}{|\Omega|} \int_{\mathbb{R}^n} \phi \left( u_0 \cdot \nabla \bar{f}(x) \right) dx$$

is lower semicontinuous with respect to weak convergence in $W^{1,1}(\mathbb{R}^n)$. By (3.35) and (3.36), we have

$$\frac{1}{|\Omega|} \int_{\mathbb{R}^n} \phi \left( u_0 \cdot \nabla \bar{f}_0(x) \right) dx \leq \lim_{i \to \infty} \frac{1}{|\Omega_i|} \int_{\mathbb{R}^n} \phi \left( u_0 \cdot \nabla \bar{f}_i(x) \right) dx = 1.$$  

This, together with the definition (3.24) yields

$$\|u_0\|_{f_0, \phi} \leq \lambda_* = \|u_0\|_{K_0}.$$  

(3.37)

By (3.37) and the arbitrariness of $u_0 \in S^{n-1}$, we have $K_0 \subset B_\phi(f_0).$ \qed

4 Proof of Theorem 2.1 – 2.3

Lemma 4.1. [77, Proposition 2.3.] Let $\Omega$ be a bounded open subset of $\mathbb{R}^n$. Let $f$ be a nonnegative function from $W^{1,1}_0(\Omega)$. Then for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi^{n-1}(\Omega),

$$\mathcal{L}^1 \left( \{ y : \nabla_y f(x', y) = 0, t < f(x', y) < M_f(x') \} \right)$$

$$= \mathcal{L}^1 \left( \{ y : \nabla_y f^*(x', y) = 0, t < f^*(x', y) < M_f(x') \} \right)$$  

(4.1)

for every $t \in (0, M_f(x'))$.  
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Lemma 4.2. [17, Lemma 4.1] Let $\Omega$ be a bounded open subset of $\mathbb{R}^n$, and let $f$ be a nonnegative function from $f \in W_0^{1,1}(\Omega)$. Then $\mu_f \in BV(\pi_{n-1}(\Omega) \times \mathbb{R}^+_t)$, and, for $L^{n-1}$-a.e. $x' \in \pi_{n-1}(S_f)^+$,

$$\nabla_i \mu_f (x', t) = - \frac{1}{|\nabla_y f|} \text{d}H^0,$$  

(4.2)

$$\nabla_i \mu_f (x', t) = \frac{1}{|\nabla_y f|} \text{d}H^0,$$

(4.3)

for $L^1$-a.e. $t \in (0, M_f(x'))$.

Corollary 4.3. Let $\Omega$ be a bounded open subset of $\mathbb{R}^n$, and let $f$ be a nonnegative function from $f \in W_0^{1,1}(\Omega)$. Then for $L^{n-1}$-a.e. $x' \in \pi_{n-1}(S_f)^+$ and $L^1$-a.e. $t \in (0, M_f(x'))$,

$$\nabla_i \mu_f (x', t) = - \frac{2}{|\nabla_y f^s(x', y)|} \text{ and } \nabla_i \mu_f (x', t) = \frac{2}{|\nabla_y f^s(x', y)|},$$

(4.4)

where $y_1 \in \partial^* \{ y : f^s(x', y) > t \}$.

Proof. By Lemma 3.4 the function $f^s \in W_0^{1,1}(\Omega^s)$. Moreover, by (2.5), $\pi_{n-1}(S_f)^+$ is equivalent to $\pi_{n-1}(S_{f^s})^+$. Since $\mu_{f^s} = \mu_f$, an application of Lemma 4.2 to $f^s$ yields (4.4).

Lemma 4.4. Let $\Omega$ be a bounded open subset of $\mathbb{R}^n$. If $f$ is a nonnegative function from $W_0^{1,\Phi}(\Omega)$ and

$$n(x', t) := \mathcal{H}^0 (\partial^* \{ y \in \Omega_{x'} : f(x', y) > t \}),$$

(4.5)

then for $L^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$ such that $M_f(x') > 0$, $n(x', t)$ is an even number for $L^1$-a.e. $t \in (0, M_f(x'))$.

Proof. For $f \in W_0^{1,\Phi}(\Omega)$, by Lemma 3.3 $f \in W_0^{1,1}(\Omega)$. By [72, Theorem 2.1.4], $f$ has a representative $\tilde{f}$ that is absolutely continuous on almost all line segments in $\Omega$ parallel to the coordinate axes. Since $\tilde{f}$ is absolutely continuous, $\{ y \in \Omega_{x'} : \tilde{f}(x', y) > t \}$ is an open set. Moreover, since $f$ vanishes on the boundary of $\Omega$,

$$\{ y \in \Omega_{x'} : \tilde{f}(x', y) > t \} = \bigcup_{k=1}^{\infty} (a_k, b_k)$$

(4.6)
for \( \mathcal{L}^{n-1} \)-a.e. \( x' \in \pi_{n-1}(\Omega) \) such that \( M_f(x') > 0 \) and \( \mathcal{L}^1 \)-a.e. \( t \in (0, M_f(x')) \), where \( a_k \) and \( b_k \) are the points on the reduced boundary of \( \{ y \in \Omega_{x'} : \bar{f}(x', y) > t \} \). For the same \( x' \) and \( t \), since \( \{ y \in \Omega_{x'} : \bar{f}(x', y) > t \} \) is equivalent to \( \{ y \in \Omega_{x'} : f(x', y) > t \} \),

\[
\partial^s \{ y \in \Omega_{x'} : f(x', y) > t \} = \partial^s \{ y \in \Omega_{x'} : \bar{f}(x', y) > t \}.
\]

(4.7)

Moreover, since \( \Omega \) be a bounded open subset of \( \mathbb{R}^n \) and \( f \in W^{1,1}(\Omega) \), by Theorem 3.6 \( S^-_f \) is a set of finite perimeter in \( \Omega \times \mathbb{R}_t \). Since

\[
(S^-_f)_{x', t}
\]

for \( \mathcal{L}^{n-1} \)-a.e. \( x' \in \pi_{n-1}(\Omega) \) such that \( M_f(x') > 0 \) and \( \mathcal{L}^1 \)-a.e. \( t \in (0, M_f(x')) \) and by (3.19) in Theorem 3.10 \( n(x', t) \) is finite. By (4.6) and (4.7), \( n(x', t) \) is an even number.

**Proposition 4.5.** Let \( \Omega \) be a bounded open subset of \( \mathbb{R}^n \). If \( f \) is a nonnegative function from \( W^{1,1}_0(\Omega) \), then

\[
(B_\phi(f))^s \subset B_\phi(f^s).
\]

(4.8)

**Proof.** Let \((x'_0, \eta_1), (x'_0, -\eta_2) \in \mathbb{R}^{n-1} \times \mathbb{R}_y \) and

\[
\|(x'_0, \eta_1)\|_{f, \phi} = 1 \text{ and } \|(x'_0, -\eta_2)\|_{f, \phi} = 1,
\]

with \( \eta_1 \neq -\eta_2 \). By Lemma 3.11 this means that

\[
\frac{1}{|\Omega|} \int_{\Omega} \phi((x'_0, \eta_1) \cdot \nabla f(x)) \, dx = 1
\]

(4.9)

and

\[
\frac{1}{|\Omega|} \int_{\Omega} \phi((x'_0, -\eta_2) \cdot \nabla f(x)) \, dx = 1.
\]

(4.10)

By Lemma 3.1 the desired inclusion (4.8) will be established if we can show that

\[
\|(x'_0, \eta_1/2 + \eta_2/2)\|_{f^s, \phi} \leq 1.
\]

(4.11)

**Step 1:** We assume here that \( f \) is nonnegative function from \( W^{1,1}_0(\Omega) \) such that

\[
\mathcal{L}^1(\{ y : \nabla_y f(x', y) = 0 \} \cap \{ y : 0 < f(x', y) < M_f(x') \}) = 0
\]

(4.12)

for \( \mathcal{L}^{n-1} \)-a.e. \( x' \in \pi_{n-1}(\Omega) \) such that \( M_f(x') > 0 \). By Lemma 4.1 (4.12) is fulfilled with \( f \) replaced by \( f^s \) as well. By [11, Theorem E],

\[
\frac{df^s(x', y)}{dy} = \nabla_y f^s(x', y) \text{ for } \mathcal{L}^1 \text{-a.e. } y \in \Omega^s_{x'}.
\]

(4.13)
Hence, by (4.13) and the coarea formula (3.16), for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$ such that $M_f(x') > 0$, we have

$$\int_{\{y : f^s(x', y) > 0\}} \phi \left( \left( x'_0, \frac{\eta_1 + \eta_2}{2} \right) \cdot \nabla f^s(x', y) \right) dy$$

$$= \int_0^{M_f(x')} dt \int_{\partial^* \{y : f^s(x', y) > t\}} \frac{1}{|\nabla_y f^s|} \phi \left( \left( x'_0, \frac{\eta_1 + \eta_2}{2} \right) \cdot \nabla f^s(x', y) \right) d\mathcal{H}^0.$$ (4.14)

Moreover, by (2.5), for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$ and $\mathcal{L}^1$-a.e. $t \in (0, M_f(x'))$, there exist two real numbers $y_1(x', t)$ and $y_2(x', t)$ such that

$$\{y : f^s(x', y) > t\}$$ is equivalent to $(y_1(x', t), y_2(x', t))$ (4.15)

and

$$\nabla_y f^s(x', y_1(x', t)) > 0 \text{ and } \nabla_y f^s(x', y_2(x', t)) < 0.$$ (4.16)

Thus, Eqs. (4.14), (4.15) and (4.16) ensure that, for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$ such that $M_f(x') > 0$,

$$\int_{\partial^* \{y : f^s(x', y) > t\}} \frac{1}{|\nabla_y f^s|} \phi \left( \left( x'_0, \frac{\eta_1 + \eta_2}{2} \right) \cdot \nabla f^s \right) d\mathcal{H}^0$$

$$= \frac{1}{|\nabla_y f^s|} \phi \left( x'_0 \cdot (\nabla_1 f^s, \ldots, \nabla_{n-1} f^s) + \frac{\eta_1 + \eta_2}{2} \cdot \nabla_y f^s \right) \bigg|_{(x', y_1(x', t))}$$

$$+ \frac{1}{|\nabla_y f^s|} \phi \left( x'_0 \cdot (\nabla_1 f^s, \ldots, \nabla_{n-1} f^s) + \frac{\eta_1 + \eta_2}{2} \cdot \nabla_y f^s \right) \bigg|_{(x', y_2(x', t))}$$

$$= -\frac{1}{2} \nabla_{t\mu_f}(x', t) \phi \left( x'_0 \cdot \left( \frac{\nabla_1 \mu_f(x', t)}{-\nabla_{t\mu_f}(x', t)}, \ldots, \frac{\nabla_{n-1} \mu_f(x', t)}{-\nabla_{t\mu_f}(x', t)} \right) + \frac{\eta_1 + \eta_2}{2} \cdot \frac{2}{-\nabla_{t\mu_f}(x', t)} \right)$$

$$-\frac{1}{2} \nabla_{t\mu_f}(x', t) \phi \left( x'_0 \cdot \left( \frac{\nabla_1 \mu_f(x', t)}{-\nabla_{t\mu_f}(x', t)}, \ldots, \frac{\nabla_{n-1} \mu_f(x', t)}{-\nabla_{t\mu_f}(x', t)} \right) + \frac{\eta_1 + \eta_2}{2} \cdot \frac{2}{-\nabla_{t\mu_f}(x', t)} \right)$$

$$= -\frac{1}{2} \nabla_{t\mu_f}(x', t) \phi \left( x'_0 \cdot \left( \nabla_1 \mu_f(x', t), \ldots, \nabla_{n-1} \mu_f(x', t) \right) + (\eta_1 + \eta_2) \right)$$

$$-\frac{1}{2} \nabla_{t\mu_f}(x', t) \phi \left( x'_0 \cdot \left( \nabla_1 \mu_f(x', t), \ldots, \nabla_{n-1} \mu_f(x', t) \right) - (\eta_1 + \eta_2) \right).$$ (4.17)

Let

$$n(x', t) := \mathcal{H}^0(\partial^* \{y : f(x', y) > t\}).$$ (4.18)

By Lemma 4.4, $n(x', t)$ is an even number for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$ and $\mathcal{L}^1$-a.e. $t \in (0, M_f(x'))$. Let $k(x', t) := \frac{1}{2} n(x', t)$, then $k(x', t)$ is an integer and $k(x', t) \geq 1$. 
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Let
\[ \partial^* \{ y : f(x', y) > t \} \] be the subset of \( \partial^* \{ y : f(x', y) > t \} \) satisfying \( v^{S_f}(x', y, t) > 0 \)
and
\[ \partial^* \{ y : f(x', y) > t \} \] be the subset of \( \partial^* \{ y : f(x', y) > t \} \) satisfying \( v^{S_f}(x', y, t) < 0 \).

By \( k(x', t) \geq 1 \), Lemma 5.2 and Lemma 4.2 for \( L^{n-1} \) a.e. \( x' \in \pi_{n-1}(\Omega) \) such that \( M_f(x') > 0 \), we have the last expression of (4.17)
\[
\leq -\frac{1}{2} \nabla_t \mu_f(x', t) \phi \left( \frac{x_0' \cdot (\nabla_1 f(x', t), \ldots, \nabla_{n-1} f(x', t)) + k(x', t)(\eta_1 + \eta_2)}{-\nabla_t \mu_f(x', t)} \right) \\
- \frac{1}{2} \nabla_t \mu_f(x', t) \phi \left( \frac{x_0' \cdot (\nabla_1 f(x', t), \ldots, \nabla_{n-1} f(x', t)) - k(x', t)(\eta_1 + \eta_2)}{-\nabla_t \mu_f(x', t)} \right) \\
= \frac{1}{2} \int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} d\mathcal{H}^0 \phi \left( \frac{x_0' \cdot \left( \int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} \nabla_1 f d\mathcal{H}^0, \ldots, \int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} \nabla_{n-1} f d\mathcal{H}^0 \right) + k(x', t)(\eta_1 + \eta_2)}{\int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} d\mathcal{H}^0} \right) \\
+ \frac{1}{2} \int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} d\mathcal{H}^0 \phi \left( \frac{x_0' \cdot \left( \int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} \nabla_1 f d\mathcal{H}^0, \ldots, \int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} \nabla_{n-1} f d\mathcal{H}^0 \right) - k(x', t)(\eta_1 + \eta_2)}{\int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} d\mathcal{H}^0} \right) \\
= \left[ \phi \left( \int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} \frac{(x_0', \eta_1) \cdot (\nabla_1 f, \ldots, \nabla_{n-1} f, |\nabla_y f|) d\mathcal{H}^0}{\int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} d\mathcal{H}^0} \right) + \int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} \frac{(x_0', \eta_2) \cdot (\nabla_1 f, \ldots, \nabla_{n-1} f, -|\nabla_y f|) d\mathcal{H}^0}{\int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} d\mathcal{H}^0} \right] \\
+ \phi \left( \int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} \frac{(x_0', \eta_1) \cdot (\nabla_1 f, \ldots, \nabla_{n-1} f, |\nabla_y f|) d\mathcal{H}^0}{\int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} d\mathcal{H}^0} \right) + \int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} \frac{(x_0', \eta_2) \cdot (\nabla_1 f, \ldots, \nabla_{n-1} f, -|\nabla_y f|) d\mathcal{H}^0}{\int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} d\mathcal{H}^0} \right) \\
\frac{1}{2} \int_{\partial^* \{ \ldots \} \{ \nabla_y f \}} d\mathcal{H}^0 \right) 
\]
for \( L^1 \) a.e. \( t \in (0, M_f(x')) \). Here \( \partial^* \{ \ldots \} \) is a shorthand for \( \partial^* \{ y : f(x', y) > t \} \). Since
\[ \phi \] is a convex function, Jensen's inequality ensures that the last expression
\[
\leq \frac{1}{2} \int_{\partial^r \{y:f(x', y) > t\}} \frac{1}{|\nabla y f|} \phi ((x_0', \eta_1) \cdot (\nabla_1 f, \cdots, \nabla_{n-1} f, |\nabla_y f|)) d\mathcal{H}^0
\]
\[
+ \frac{1}{2} \int_{\partial^r \{y:f(x', y) > t\}} \frac{1}{|\nabla y f|} \phi ((x_0', -\eta_2) \cdot (\nabla_1 f, \cdots, \nabla_{n-1} f, -|\nabla_y f|)) d\mathcal{H}^0
\]
\[
+ \frac{1}{2} \int_{\partial^r \{y:f(x', y) > t\}} \frac{1}{|\nabla y f|} \phi ((x_0', -\eta_2) \cdot (\nabla_1 f, \cdots, \nabla_{n-1} f, |\nabla_y f|)) d\mathcal{H}^0
\]
\[
+ \frac{1}{2} \int_{\partial^r \{y:f(x', y) > t\}} \frac{1}{|\nabla y f|} \phi (|\nabla_2 f|) d\mathcal{H}^0.
\]

Combining (4.17), (4.19) and (4.20) leads to
\[
\int_{\partial^r \{y:f(x', y) > t\}} \frac{1}{|\nabla y f|} \phi ((x_0', \eta_1) \cdot (\nabla_1 f, \cdots, \nabla_{n-1} f, \nabla_y f)) d\mathcal{H}^0
\]
\[
\leq \frac{1}{2} \int_{\partial^r \{y:f(x', y) > t\}} \frac{1}{|\nabla y f|} \phi ((x_0', -\eta_2) \cdot (\nabla_1 f, \cdots, \nabla_{n-1} f, \nabla_y f)) d\mathcal{H}^0
\]
\[
+ \frac{1}{2} \int_{\partial^r \{y:f(x', y) > t\}} \frac{1}{|\nabla y f|} \phi (|\nabla_2 f|) d\mathcal{H}^0.
\] (4.21)

for \( \mathcal{L}^{n-1} \)-a.e. \( x' \in \pi_{n-1}(\Omega) \) such that \( M_f(x') > 0 \) and for \( \mathcal{L}^1 \)-a.e. \( t \in (0, M_f(x')) \).

Integrating (4.21) first with respect to \( t \) over \((0, M_f(x'))\), and then with respect to \( x' \) over \( \pi_{n-1}(\Omega) \), by Fubini's theorem and (4.14), one gets
\[
\int_{\pi_{n-1}(\Omega) \times \mathbb{R}^y} \phi \left( \left( x_0', \frac{\eta_1 + \eta_2}{2} \right) \cdot \nabla f^s(x', y) \right) d x' d y
\]
\[
= \int_{\pi_{n-1}(\Omega)} d x' \int_{\{y:f^s(x', y) > 0, \nabla_y f \neq 0\}} \phi \left( \left( x_0', \frac{\eta_1 + \eta_2}{2} \right) \cdot \nabla f^s(x', y) \right) d y
\]
\[
= \int_{\pi_{n-1}(\Omega)} d x' \int_0^{M_f(x')} d t \int_{\partial^r \{y:f(x', y) > t\}} \frac{1}{|\nabla y f|} \phi \left( \left( x_0', \frac{\eta_1 + \eta_2}{2} \right) \cdot \nabla f^s(x', y) \right) d\mathcal{H}^0
\]
\[
\leq \frac{1}{2} \int_{\pi_{n-1}(\Omega)} d x' \int_0^{M_f(x')} d t \int_{\partial^r \{y:f(x', y) > t\}} \frac{1}{|\nabla y f|} \phi (|x_0', \eta_1) \cdot \nabla f(x', y)) d\mathcal{H}^0
\]
\[
+ \frac{1}{2} \int_{\pi_{n-1}(\Omega)} d x' \int_0^{M_f(x')} d t \int_{\partial^r \{y:f(x', y) > t\}} \frac{1}{|\nabla y f|} \phi (x_0', -\eta_2) \cdot \nabla f(x', y)) d\mathcal{H}^0
\]
\[
= \frac{1}{2} \int_{\pi_{n-1}(\Omega) \times \mathbb{R}^y} \phi (x_0', \eta_1) \cdot \nabla f(x', y)) d x' d y \quad + \frac{1}{2} \int_{\pi_{n-1}(\Omega) \times \mathbb{R}^y} \phi (x_0', \eta_2) \cdot \nabla f(x', y)) d x' d y.
\] (4.22)
Note that here we have made use of (4.14) and of an analogous equality for \( f \).

**Step 2:** Let \( f \) be any nonnegative function from \( W^{1,1}_0(\Omega) \) and let \( \omega := \pi_{n-1}(\Omega) \).

Lemma 4.5. in [17] ensures that there exists a sequence \{\( f_h \)\} of nonnegative Lipschitz functions, with compact support in \( \mathbb{R}^n \), satisfying (4.12) and converging strongly to \( f \) in \( W^{1,1}_0(\omega \times \mathbb{R}_y) \). Assume, for a moment, that \( \phi \) satisfies

\[
0 \leq \phi(x) \leq C(1 + |x|) \quad \text{for } x \in \mathbb{R}
\]

for some positive constant \( C \). Then for \( x \in \mathbb{R}^n \), setting

\[
F_1(x) := \phi \left( \left( x_0', \frac{\eta_1 + \eta_2}{2} \right) \cdot x \right)
\]

\[
F_2(x) := \phi \left( (x_0', \eta_1) \cdot x \right)
\]

and

\[
F_3(x) := \phi \left( (x_0', -\eta_2) \cdot x \right),
\]

we obtain that \( F_1, F_2 \) and \( F_3 \) are globally Lipschitz continuous, and hence \( F_i(\nabla f_h) \) converges to \( F_i(\nabla f) \) in \( L^1(\omega \times \mathbb{R}_y) \) for \( i = 1, 2, 3 \). On the other hand, since Steiner rearrangement is continuous in \( W^{1,1} \) (see e.g. [3] Theorem 1.), \( f_h^s \) converges to \( f^s \) in \( W^{1,1}(\omega \times \mathbb{R}_y) \). Thus, by Fatou’s lemma and by (4.22), we get

\[
\int_{\pi_{n-1}(\Omega) \times \mathbb{R}_y} F_1(\nabla f^s(x', y)) \, dx' \, dy \\
\leq \liminf_{h \to \infty} \int_{\pi_{n-1}(\Omega) \times \mathbb{R}_y} F_1(\nabla f_h^s(x', y)) \, dx' \, dy \\
\leq \liminf_{h \to \infty} \frac{1}{2} \int_{\pi_{n-1}(\Omega) \times \mathbb{R}_y} F_2(\nabla f_h(x', y)) \, dx' \, dy \\
+ \liminf_{h \to \infty} \frac{1}{2} \int_{\pi_{n-1}(\Omega) \times \mathbb{R}_y} F_3(\nabla f_h(x', y)) \, dx' \, dy \\
= \frac{1}{2} \int_{\pi_{n-1}(\Omega) \times \mathbb{R}_y} F_2(\nabla f(x', y)) \, dx' \, dy \\
+ \frac{1}{2} \int_{\pi_{n-1}(\Omega) \times \mathbb{R}_y} F_3(\nabla f(x', y)) \, dx' \, dy.
\]

(4.24)

Let us now remove assumption (4.23). Since \( \phi \) is nonnegative and convex, there exist sequences \{\( a_j \)\} of \( \mathbb{R} \) and \{\( b_j \)\} of \( \mathbb{R} \) such that

\[
\phi(x) = \sup_{j \in \mathbb{N}} \{a_j x + b_j\} = \sup_{j \in \mathbb{N}} \{(a_j x + b_j)^+\} \quad \text{for every } x \in \mathbb{R}.
\]

(4.25)

Set, for \( N \in \mathbb{N} \),

\[
\phi_N(x) := \sup_{1 \leq j \leq N} \{(a_j x + b_j)^+\} \quad \text{for } x \in \mathbb{R}.
\]

(4.26)
Obviously, $\phi_N(x)$ converges monotonically to $\phi(x)$ for every $x \in \mathbb{R}$. Since $\phi_N$ satisfies (4.23), then (4.24) holds with $\phi$ replaced by $\phi_N$. Inequality (4.24) then follows by monotone convergence.

By Step 1 and Step 2, (4.22) is established for $f \in W_0^{1,1}(\Omega)$. By the definition (3.24), (4.22), (4.9) and (4.10), (4.11) is established.

**Proof of Theorem 2.1** By Proposition 4.5 and (2.9), Theorem 2.1 is established.

**Proof of Theorem 2.2** By Theorem 2.1, Remark 3.1 and Lemma 3.15, Theorem 2.2 is established.

Next, we prove Theorem 2.3.

**Lemma 4.6.** Let $\phi \in N_s$. Let $\Omega$ be a bounded open subset of $\mathbb{R}^n$ satisfying (2.13) and let $f$ be a nonnegative function from $W_0^{1,1}(\Omega)$ satisfying (2.12) and (2.15). Then, for $\mathcal{L}^n$-a.e. $(x', t) \in \pi_{n-1,n+1}(S_f)^+$, there exist $y_1(x', t), y_2(x', t) \in \mathbb{R}$ such that $y_1(x', t) < y_2(x', t)$ and that

$$\{y : f(x', y) > t\} \text{ is equivalent to } (y_1(x', t), y_2(x', t)),$$

(4.27)

$$\nabla_y f(x', y_1(x', t)) = -\nabla_y f(x', y_2(x', t))$$

and

$$\frac{\nabla_{x'} f(x', y_1(x', t))}{|\nabla_y f(x', y_1(x', t))|} = \frac{\nabla_{x'} f(x', y_2(x', t))}{|\nabla_y f(x', y_2(x', t))|} + z_0',$$

(4.29)

where $z_0' \in \mathbb{R}^{n-1}$ is a constant vector.

**Proof.** Assumption (2.15) ensures that equality necessarily holds in (4.22). Thus, equality holds in (4.24) for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$ and $\mathcal{L}^1$-a.e. $t \in (0, M_f(x'))$. Therefore, equality holds both in (4.19) and in (4.20) for the same $x'$ and $t$.

By Lemma 3.2 $k(x', t) = 1$ whenever it holds in (4.19). Thus, by the isoperimetric theorem in $\mathbb{R}$, the set $\{y : f(x', y) > t\}$ is equivalent to some interval, say $(y_1(x', t), y_2(x', t))$ for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega)$ and $\mathcal{L}^1$-a.e. $t \in (0, M_f(x'))$. Since $f > 0$ $\mathcal{L}^n$-a.e. in $\Omega$, then $\pi_{n-1}(S_f)^+$ is equivalent to $\pi_{n-1}(\Omega)$. Thus,

$$\pi_{n-1,n+1}(S_f)^+ \text{ is equivalent to } \bigcup_{x' \in \pi_{n-1}(\Omega)} \{x'\} \times (0, M_f(x')).$$

Hence (4.27) follows.
Since \( \phi \) is strictly convex, if equality holds in (4.20) for \( \mathcal{L}^{n-1} \)-a.e. \( x' \in \pi_{n-1}(\Omega) \) and \( \mathcal{L}^1 \)-a.e. \( t \in (0, M_f(x')) \), then for the same values of \( x' \) and \( t \), we have

\[
(x'_0, \eta_1)(\nabla_1 f(x', y_1(x', t)), \cdots, \nabla_{n-1} f(x', y_1(x', t)), |\nabla_y f(x', y_1(x', t))|) = (x'_0, -\eta_2)(\nabla_1 f(x', y_2(x', t)), \cdots, \nabla_{n-1} f(x', y_2(x', t)), -|\nabla_y f(x', y_2(x', t))|) 
\]

and

\[
(x'_0, -\eta_2)(\nabla_1 f(x', y_1(x', t)), \cdots, \nabla_{n-1} f(x', y_1(x', t)), |\nabla_y f(x', y_1(x', t))|) = (x'_0, \eta_1)(\nabla_1 f(x', y_2(x', t)), \cdots, \nabla_{n-1} f(x', y_2(x', t)), -|\nabla_y f(x', y_2(x', t))|) .
\]

(4.31)

Subtracting (4.32) from (4.31), we have

\[
(\eta_1 + \eta_2)|\nabla_y f(x', y_1(x', t))| = (\eta_1 + \eta_2)|\nabla_y f(x', y_2(x', t))| .
\]

(4.33)

Since \( \eta_1 + \eta_2 \neq 0 \),

\[
|\nabla_y f(x', y_1(x', t))| = |\nabla_y f(x', y_2(x', t))| .
\]

(4.34)

It is easily seen from (4.27) that for \( \mathcal{L}^{n-1} \)-a.e. \( x' \in \pi_{n-1}(\Omega) \) the function \( y_1(x', \cdot) \) agrees \( \mathcal{L}^1 \)-a.e. in \((0, M_f(x'))\) with a nondecreasing function, whereas \( y_2(x', \cdot) \) agrees \( \mathcal{L}^1 \)-a.e. in \((0, M_f(x'))\) with a nonincreasing function in the same interval. Therefore, \( f(x', \cdot) \) is equivalent to a function (whose level sets are open intervals) which is nondecreasing in \((-\infty, \beta_1(x'))\) and nonincreasing in \((\beta_2(x'), +\infty)\), where

\[
\beta_1(x') = \text{ess sup}\{y_1(x', t) : t < M_f(x')\}, \quad \beta_2(x') = \text{ess inf}\{y_2(x', t) : t < M_f(x')\} .
\]

Hence, Eq. (4.34) implies, in fact, (4.28).

Putting (4.34) into (4.31) (or (4.32)), we have

\[
(\eta_1 - \eta_2)|\nabla_y f(x', y_1(x', t))| + x'_0 \cdot (\nabla_x f(x', y_1(x', t)) - \nabla_x f(x', y_2(x', t))) = 0 \quad (4.35)
\]

for \( \mathcal{L}^1 \)-a.e. \( t \in (0, M_f(x')) \). However (4.35) says that, for some null set \( N' \subset (0, M_f(x')) \)

\[
\text{\begin{bmatrix} \nabla_x f(x', y_1(x', t)) - \nabla_x f(x', y_2(x', t)) \\ |\nabla_y f(x', y_1(x', t))| \end{bmatrix}} : t \in (0, M_f(x')) \setminus N' \}
\]

is a set of points that must lie in a hyperplane of \( \mathbb{R}^{n-1} \) with normal vector \( x'_0 \). But \( x'_0 \) can be chosen in any direction in \( \mathbb{R}^{n-1} \), so there exists an \( z'_0 \in \mathbb{R}^{n-1} \) with

\[
\text{\begin{bmatrix} \nabla_x f(x', y_1(x', t)) - \nabla_x f(x', y_2(x', t)) \\ |\nabla_y f(x', y_1(x', t))| \end{bmatrix}} : t \in (0, M_f(x')) \setminus N' \}
\]

Thus, (4.29) is established. \( \square \)
Lemma 4.7. [17, Lemma 4.8 and Lemma 4.10] Let $\phi$, $\Omega$ and $f$ be given as in Theorem 2.3 and let $y_1(x', t)$ and $y_2(x', t)$ be defined as in Lemma 4.6. Then there exists a function $b : \pi_{n-1}(\Omega) \rightarrow \mathbb{R}$ such that, for $\mathcal{L}^{n-1}$-a.e. $x' \in \pi_{n-1}(\Omega),$

\[
\frac{1}{2}(y_1(x', t) + y_2(x', t)) = b(x') \text{ for } \mathcal{L}^1\text{-a.e. } t \in (0, M_f(x')).
\] (4.36)

Moreover, $b(x') \in W^{1,1}_{\text{loc}}(\pi_{n-1}(\Omega))$.

Lemma 4.8. Let $\phi$, $\Omega$ and $f$ be given as in Theorem 2.3 and let $b : \pi_{n-1}(\Omega) \rightarrow \mathbb{R}$ be the function defined in Lemma 4.7. If there exist $z_0' \in \mathbb{R}^{n-1}$ and $y_0 \in \mathbb{R}$ such that

\[
b(x') = z_0' \cdot x' + y_0 \text{ for } \mathcal{L}^{n-1}\text{-a.e. } x' \in \pi_{n-1}(\Omega),
\] (4.37)

then there exist $A \in SL(n)$ and $x_0 \in \mathbb{R}^n$ such that

\[
f(x) = f^s(Ax + x_0) \text{ for } \mathcal{L}^n\text{-a.e. } x' \in \Omega.
\] (4.38)

Proof. Let

\[
A = \begin{pmatrix} E_{n-1} & 0 \\ -z_0' & 1 \end{pmatrix} \text{ and } x_0 = A \begin{pmatrix} 0 \\ -y_0 \end{pmatrix},
\] (4.39)

where $E_{n-1}$ denotes the $(n - 1) \times (n - 1)$ unit matrix.

Since the level set

\[
[f^s(Ax + x_0)]_h = A^{-1}[f^s]_h - A^{-1}x_0
\]

and for any $(x', y) \in [f^s]_h,$

\[
A^{-1} \begin{pmatrix} x' \\ y \end{pmatrix} = A^{-1}x_0 = \begin{pmatrix} x' \\ z_0'x' + y_0 + y \end{pmatrix} = \begin{pmatrix} x' \\ b(x') + y \end{pmatrix},
\]

we have

\[
[f^s(Ax + x_0)]_h = [f]_h \text{ for every } h > 0.
\] (4.40)

By (4.40) and the layer cake representation of a non-negative, real-valued measurable function $f$, we get $f(x) = f^s(Ax + x_0)$ for $\mathcal{L}^n\text{-a.e. } x \in \Omega$. $\square$

Proof of Theorem 2.3. By the affine invariance of $\mathcal{E}_\phi(f)$, i.e., Lemma 3.12, the sufficiency is established. Now we prove the necessity. Let $y_1(x', t)$ and $y_2(x', t)$ be defined as in Lemma 4.6 and let $b$ be the function defined as in Lemma 4.7. Let us set

\[
z_1(x', t) = b(x') - \frac{1}{2} \mu_f(x', t), \quad z_2(x', t) = b(x') + \frac{1}{2} \mu_f(x', t)
\] (4.41)
for \((x', t) \in \pi_{n-1}(\Omega) \times \mathbb{R}_+^t\). Then, by Lemma 4.2 and Lemma 4.7, \(z_i \in BV_{loc}(\pi_{n-1}(\Omega) \times \mathbb{R}_+^t), i = 1, 2\). By (4.27) and (4.30), for \(L^{n-1}\)-a.e. \(x' \in \pi_{n-1}(\Omega)\) and \(L^1\)-a.e. \(t \in (0, M_f(x'))\), we have

\[
\mathcal{L}^1(\{y : f(x', y) > t\}) = y_2(x', t) - y_1(x', t). \tag{4.42}
\]

Thus, by (4.41), (4.36) and (4.42), a set \(N \subset \pi_{n-1,n+1}(S_f)^+\) exists such that

\[
\mathcal{L}^n(\pi_{n-1,n+1}(S_f)^+ \setminus N) = 0 \quad \text{and} \quad z_i(x', t) = y_i(x', t)
\]

for \((x', t) \in N\). Therefore, thanks to Lemma 4.6, the set \(S_f\) is equivalent to the set \(E\) defined by

\[
E = \{(x', y, t) : (x', t) \in \pi_{n-1,n+1}(S_u)^+, z_1(x', t) < y < z_2(x', t)\}. \tag{4.43}
\]

Now, define

\[
E_1 = \{(x', y, t) : (x', t) \in \pi_{n-1}(\Omega) \times \mathbb{R}_+^t, y > z_1(x', t)\}
\]

\[
E_2 = \{(x', y, t) : (x', t) \in \pi_{n-1}(\Omega) \times \mathbb{R}_+^t, y < z_2(x', t)\}
\]

Observe that \(E\) is equivalent to \(E_1 \cap E_2\). By Theorem 3.6 the sets \(E, E_1\) and \(E_2\) are of finite perimeter in \(U \times \mathbb{R}_y\) for every bounded open set \(U \Subset \pi_{n-1}(\Omega) \times \mathbb{R}_+^t\), and hence, by Theorem 3.10 Borel sets \(\Omega_E, \Omega_{E_1}\) and \(\Omega_{E_2}\) exist such that

\[
\mathcal{L}^n(\pi_{n-1,n+1}(E)^+ \setminus \Omega_E) = 0, \quad \mathcal{L}^n((\pi_{n-1}(\Omega) \times \mathbb{R}_+^t) \setminus \Omega_{E_i}) = 0, \quad i = 1, 2,
\]

and (3.19)-(3.22) hold. In particular,

\[
(\partial^* E)_{x', t} = \partial^* (E_{x', t}) = \{z_1(x', t), z_2(x', t)\} \quad \text{for every} \ (x', t) \in \Omega_E \tag{4.44}
\]

\[
(\partial^* E_i)_{x', t} = \partial^* (E_i)_{x', t} = \{z_i(x', t)\} \quad \text{for every} \ (x', t) \in \Omega_{E_i}, \ i = 1, 2. \tag{4.45}
\]

By Theorem 3.7 and by (3.22) of Theorem 3.10 a Borel set \(S\) exists such that \(\mathcal{H}^n(S) = 0\) and

\[
v^E(x', y, t) = v^{E_i}(x', y, t)
\]

for \((x', y, t) \in [(\partial^* E \cap \partial^* E_i) \setminus S] \cap [\Omega_E \cap \Omega_{E_i}] \times \mathbb{R}_y\). \tag{4.46}

We next claim that a subset \(R\) of \(\pi_{n-1,n+1}(E)^+\) exists such that \(\mathcal{L}^n(\pi_{n-1,n+1}(E)^+ \setminus R) = 0\) and

\[
\left\{ \begin{array}{l}
\frac{v^E_y(x', z_1(x', t), t)}{|v^E_y(x', z_1(x', t), t)|} = \frac{v^E_z(x', z_2(x', t), t)}{|v^E_z(x', z_2(x', t), t)|} + z_i, \ i = 1, \ldots, n - 1, \\
v^E_z(x', z_1(x', t), t) = v^E_y(x', z_2(x', t), t)
\end{array} \right., \tag{4.47}
\]
for \((x', t) \in R\), where \(z'_0 \in \mathbb{R}^{n-1}\) is a constant vector. To verify this claim, recall from Theorem 3.9 that, since \(f \in W^{1,1}_0(\Omega_1^+ \cap \partial^\ast E \cap (\Omega \times \mathbb{R}^+_t))\), a subset \(V\) of \(\partial^\ast E \cap (\Omega \times \mathbb{R}^+_t)\) exists such that

\[
\mathcal{H}^n(\partial^\ast E \cap (\Omega \times \mathbb{R}^+_t) \setminus V) = 0
\]

and

\[
v^E(x', y, t) = \left(\frac{\nabla_1 f(x', y)}{\sqrt{1 + |\nabla f|^2}}, \cdots, \frac{\nabla_{n-1} f(x', y)}{\sqrt{1 + |\nabla f|^2}}, \frac{\nabla_n f(x', y)}{\sqrt{1 + |\nabla f|^2}}, \frac{-1}{\sqrt{1 + |\nabla f|^2}}\right)
\]

for every \((x', y, t) \in V\). Set \(Q = \pi_{n-1,n+1}(\partial^\ast E \cap (\Omega \times \mathbb{R}_t) \setminus V)\). Eq. (4.48) entails that \(\mathcal{L}^n(Q) = 0\). It is easy to observe that

\[
(x', z_i(x', t), t) \in V \text{ for } \mathcal{L}^n\text{-a.e. } (x', t) \in \pi_{n-1,n+1}(E) \setminus Q.
\]

Eqs. (4.47) follow from (4.50) and (4.49) and from (4.28)–(4.29) of Lemma 4.6.

Finally, from Eq. (3.18) applied to \(z_1\) and \(z_2\), and from (4.41) we deduce that a set \(T \subset \pi_{n-1}(\Omega) \times \mathbb{R}_t^+\) exists such that \(\mathcal{L}^n((\pi_{n-1}(\Omega) \times \mathbb{R}_t^+) \setminus T) = 0\) and

\[
v_{i}^E(x', z_i(x', t), t) = (-1)^i \left(\frac{\nabla_1 z_i(x', t)}{\sqrt{1 + |\nabla z_i|^2}}, \cdots, \frac{\nabla_{n-1} z_i(x', t)}{\sqrt{1 + |\nabla z_i|^2}}, \frac{-1}{\sqrt{1 + |\nabla z_i|^2}}, \frac{\nabla_n z_i(x', t)}{\sqrt{1 + |\nabla z_i|^2}}\right),
\]

\(i = 1, 2,\) (4.51)

for \((x', t) \in T\). Now, set

\[
Z = [\pi_{n-1,n+1}(E)^+ \cap N \cap \Omega_E \cap \Omega_{E_1} \cap \Omega_{E_2} \cap R \cap T] \setminus \pi_{n-1,n+1}(S),
\]

and note that \(\mathcal{L}^n(\pi_{n-1,n+1}(E)^+ \setminus Z) = 0\). Combining (4.44)–(4.47) and (4.51) we infer that

\[
\nabla x'z_1(x', t) + \nabla x'z_2(x', t) = -z'_0
\]

and

\[
\nabla_t z_1(x', t) + \nabla_t z_2(x', t) = 0
\]

for \((x', t) \in Z\), and hence for \(\mathcal{L}^n\text{-a.e. } (x', t) \in \pi_{n-1,n+1}(S)\). Consequently,

\[
\nabla x' b(x') = -\frac{1}{2} z'_0 \text{ for } \mathcal{L}^{n+1}\text{-a.e. } x' \in \pi_{n-1}(\Omega).
\]

(4.52)

Thus, since \(b \in W^{1,1}_{\text{loc}}(\pi_{n-1}(\Omega))\) and satisfies (4.52), and \(\pi_{n-1}(\Omega)\) is assumed to be connected, then a constant \(y_0 \in \mathbb{R}\) exists such that (see e.g. [72] Corollary 2.1.9)

\[
b(x') = -\frac{1}{2} z'_0 \cdot x' + y_0 \text{ for } \mathcal{L}^{n+1}\text{-a.e. } x' \in \pi_{n-1}(\Omega).
\]

(4.53)

By Lemma 4.8, the necessity is established. \(\square\)
5 Proof of Theorem 2.4

For \( u \in S^{n-1} \), let \( u^\perp \) denote the \( n \)-dimensional linear subspace orthogonal to \( u \) in \( \mathbb{R}^n \). For a Lebesgue measurable set \( E \subset \mathbb{R}^n \) and \( x' \in u^\perp \), let

\[
E_{x',u} := \{ x' + su : s \in \mathbb{R} \} \cap E. \tag{5.1}
\]

Let \( F \subset \mathbb{R}^{n+1} \) denote a bounded Lebesgue measurable set. Let \( \pi_u(F) \) denote the orthogonal projection of \( F \) onto \( u^\perp \) and let \( \pi_{u,t}(F) \) denote the orthogonal projection of \( F \) onto \( u^\perp \times \mathbb{R}_t \). Similar to (5.1), for \( u \in S^{n-1} \) and \((x',t) \in u^\perp \times \mathbb{R}_t \), let

\[
F_{(x',t),u} := \{ (x',t) + su : s \in \mathbb{R} \} \cap F. \tag{5.2}
\]

For \( u \in S^{n-1} \) and \( K \subset \mathbb{R}^n \), let

\[
\pi_u(K) \times \mathbb{R}_u := \{ x' + su : x' \in \pi_u(K), s \in \mathbb{R} \}. \tag{5.3}
\]

For \( u \in S^{n-1} \) and \( f \in W^{1,\Phi}(\Omega) \), let \( f^u \) denote the Steiner symmetrization of \( f \) with respect to \( u \). For fixed \( x' \in \pi_u(\Omega)^+ \), let

\[
M_u(x') := \text{ess sup} \{ f(x' + su) : x' + su \in \Omega \}
\]

and

\[
D_{f,u} := \{ x' + su \in \Omega : x' \in \pi_u(\Omega), \nabla u f(x' + su) = 0 \}
\]

\[
\cap \{ x' + su \in \Omega : x' \in \pi_u(\Omega), M_u(x') = 0 \text{ or } f(x' + su) < M_f(x') \}. \tag{5.3}
\]

Lemma 5.1. For a bounded Lebesgue measurable set \( E \subset \mathbb{R}^n \) let

\[
E_1 := \left\{ x \in \mathbb{R}^n : \lim_{\varepsilon \to 0^+} \frac{\mathcal{L}^n( E \cap C(x,\varepsilon) )}{\mathcal{L}^n(C(x,\varepsilon))} = 1 \right\}, \tag{5.4}
\]

where \( C(x,\varepsilon) \) is a cube centered at \( x \) and whose side length is \( 2\varepsilon \). Then

\[
\mathcal{L}^n( E_1 \triangle E ) = 0. \tag{5.5}
\]

Proof. We will use Lebesgue’s density theorem: If \( A \) is a Lebesgue measurable subset of \( \mathbb{R}^n \) and

\[
\bar{A} := \left\{ x \in A : \lim_{\varepsilon \to 0^+} \frac{\mathcal{L}^n( A \cap C(x,\varepsilon) )}{\mathcal{L}^n(C(x,\varepsilon))} = 1 \right\}, \tag{5.6}
\]
then $\mathcal{L}^n(A \setminus \bar{A}) = 0$.

Let $E^c$ denote the complement of $E$. Let $\overline{E^c}$ and $\bar{E}$ be the sets defined as in (5.6). On the one hand, if $x \in E_1 \setminus E$, then $x \in E^c \setminus \overline{E^c}$. Since $\mathcal{L}^n(E^c \setminus \overline{E^c}) = 0$, $\mathcal{L}^n(E_1 \setminus E) = 0$. On the other hand, if $x \in E \setminus E_1$, then $x \in E \setminus \bar{E}$. Since $\mathcal{L}^n(E \setminus \bar{E}) = 0$, $\mathcal{L}^n(E \setminus E_1) = 0$. In summary, $\mathcal{L}^n(E_1 \Delta E) = 0$. \hfill \Box

The following lemma was proved in Lemma 2.2 of the paper [21], here we give a different proof.

**Lemma 5.2.** Let $E \subset \mathbb{R}^n$ be a bounded measurable set. If there is a dense set $T$ of directions in $S^{n-1}$ such that for every $u \in T$, $x' \in \pi_u(E)$, $E_{x',u}$ is equivalent to a closed line segment, then $E$ is a convex body up to an $\mathcal{L}^n$-negligible set.

**Proof.** Let $E_1$ be defined as in (5.4). By Lemma 5.1 we only need to prove that $E_1$ is a convex set. Suppose that $E_1$ is not convex, then there exist $x_1, x_2 \in E_1$ such that there exists a point $z \in (x_1, x_2)$ but $z \notin E_1$.

By (5.4), there exist $0 < \varepsilon_0 < 1$ and a sequence of $\varepsilon_i > 0$, $i = 1, 2, \ldots$, such that

$$\lim_{i \to \infty} \varepsilon_i = 0 \quad (5.7)$$

and for any $i$,

$$\frac{\mathcal{L}^n(E \cap C(z, \varepsilon_i))}{\mathcal{L}^n(C(z, \varepsilon_i))} \leq 1 - \varepsilon_0 \quad (5.8)$$

and there exists $i_0$ such that $i \geq i_0$

$$\frac{\mathcal{L}^n(E \cap C(x_k, \varepsilon_i))}{\mathcal{L}^n(C(x_k, \varepsilon_i))} \geq 1 - \frac{\varepsilon_0}{12}, \quad k = 1, 2, \quad (5.9)$$

where $\bar{w} := \frac{x_2 - x_1}{|x_2 - x_1|}$ is a common normal vector of one of the $(n - 1)$-dimensional faces of $C(z, \varepsilon_i)$, $C(x_1, \varepsilon_i)$ and $C(x_2, \varepsilon_i)$, and the orthogonal projections of $C(z, \varepsilon_i)$, $C(x_1, \varepsilon_i)$ and $C(x_2, \varepsilon_i)$ onto $\bar{w} \perp$ are same.

For $i \geq i_0$, we aim to rotate $C(z, \varepsilon_i)$, $C(x_1, \varepsilon_i)$ and $C(x_2, \varepsilon_i)$ around $z$, such that: $z'$, $x'_1$ and $x'_2$ are collinear, $z' = z$ and $w' := \frac{x'_2 - x'_1}{|x'_2 - x'_1|}$ is the common normal vector of the corresponding $(n - 1)$-dimensional faces of $C'(z', \varepsilon_i)$, $C'(x'_1, \varepsilon_i)$ and $C'(x'_2, \varepsilon_i)$ and the projections of $C'(z', \varepsilon_i)$, $C'(x'_1, \varepsilon_i)$ and $C'(x'_2, \varepsilon_i)$ onto $(w')^{-\perp}$ are same (see Figure 1, where dashed areas denote symmetric differences).

Actually, by the denseness of $T$ and the continuity of the Lebesgue measure, there exists a rotation $\Psi \in SO(n)$, such that the points

$$x'_1 = z + \Psi(x_1 - z), \quad x'_2 = z + \Psi(x_2 - z), \quad w' := \frac{x'_2 - x'_1}{|x'_2 - x'_1|}$$
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Similarly, by (5.9) and (5.11), for
Thus,
By (5.8) and (5.10), we have

\[ \mathcal{L}_n(C'(x, e)) \leq \frac{9}{12} \mathcal{L}_n(C'(z, e)), \quad k = 1, 2. \]

(5.10)  

satisfy \( \omega' \in T \) and

![Figure 1. The rotations of cubes](image-url)
Let \(w' \mathbb{R} := \{rw' : r \in \mathbb{R}\}\) and
\[
D_0 := \{x' \in \pi_{w'}(C'(z', \varepsilon_i)) : \mathcal{L}^1((x' + w'\mathbb{R}) \cap (C'(z', \varepsilon_i) \setminus E)) > 0\}. \tag{5.15}
\]
Then \(\mathcal{L}^{n-1}(D_0) \geq \frac{\varepsilon_0}{2} \mathcal{L}^{n-1}(\pi_{w'}(C'(z', \varepsilon_i)))\). Otherwise, \(\mathcal{L}^n(C'(z', \varepsilon_i) \setminus E) < \frac{\varepsilon_0}{2} \mathcal{L}^n(C'(z', \varepsilon_i))\), a contradiction. Thus, there exists \(D_1 \subset D_0\) such that \(\mathcal{L}^{n-1}(D_1) > 0\) and for any \(x' \in D_1\),
\[
\mathcal{L}^1((x' + w'\mathbb{R}) \cap C'(x_1', \varepsilon_i) \cap E) > 0 \quad \text{and} \quad \mathcal{L}^1((x' + w'\mathbb{R}) \cap C'(x_2', \varepsilon_i) \cap E) > 0. \tag{5.16}
\]
Otherwise, if for \(\mathcal{L}^{n-1}\)-a.e. \(x' \in D_0\), either \(\mathcal{L}^1((x' + w'\mathbb{R}) \cap C'(x_1', \varepsilon_i) \cap E) = 0\) or \(\mathcal{L}^1((x' + w'\mathbb{R}) \cap C'(x_2', \varepsilon_i) \cap E) = 0\), then
\[
\mathcal{L}^n((C'(x_1', \varepsilon_i) \cup C'(x_2', \varepsilon_i)) \setminus E) \geq \frac{\varepsilon_0}{2} \mathcal{L}^n(C'(x_1', \varepsilon_i)). \tag{5.17}
\]
Therefore, we have
\[
\begin{align*}
\mathcal{L}^n(C'(x_1', \varepsilon_i) \cap E) &+ \mathcal{L}^n(C'(x_2', \varepsilon_i) \cap E) \\
&= \mathcal{L}^n((C'(x_1', \varepsilon_i) \cup C'(x_2', \varepsilon_i) \cap E) \\
&= \mathcal{L}^n((C'(x_1', \varepsilon_i) \cap C'(x_2', \varepsilon_i)) \cap E) \\
&\leq (2 - \frac{\varepsilon_0}{2})\mathcal{L}^n(C'(x_1', \varepsilon_i)), \tag{5.18}
\end{align*}
\]
which contradicts
\[
\mathcal{L}^n(C'(x_1', \varepsilon_i) \cap E) + \mathcal{L}^n(C'(x_2', \varepsilon_i) \cap E) \geq (2 - \frac{\varepsilon_0}{3})\mathcal{L}^n(C'(x_1', \varepsilon_i)). \tag{5.19}
\]
Since \(5.15\), \(5.16\) and \(\mathcal{L}^{n-1}(D_1) > 0\) contradict assumptions, \(E_1\) is a convex set.

\textbf{Lemma 5.3.}\ Let \(K \in \mathcal{K}^n\) be a convex body. If there is a dense set \(T\) of directions in \(S^{n-1}\) such that for each \(u \in T\), the midpoints of chords of \(K\) parallel to \(u\) lie in an affine subspace of \(\mathbb{R}^n\), then for any \(u \in S^{n-1}\), the midpoints of chords of \(K\) parallel to \(u\) lie in an affine subspace of \(\mathbb{R}^n\).

\textit{Proof.}\ For fixed \(x \in \text{int}K\), let
\[
\rho(x, u) := \max\{r > 0 : x + ru \in K\}
\]
denote the radial function of \(K\) with respect to \(x\). It is clear that \(\rho(x, u)\) is continuous with respect to \(u \in S^{n-1}\). Therefore, the midpoint of \((x + u\mathbb{R}) \cap K\), denoted by \(m(x, u)\), satisfies that
\[
m(x, u) = x + \frac{\rho(x, u) - \rho(x, -u)}{2}u
\]
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and \( m(x, u) \) is continuous with respect to \( u \in S^{n-1} \). By the denseness of \( T \), there exists a sequence of vectors \( \{u_i\}_{i=1}^{\infty} \subset T \) such that \( \lim_{i \to \infty} u_i = u_0 \). By the assumptions, there exists a sequence of vectors \( \{v_i\}_{i=1}^{\infty} \subset T \) and \( \alpha_i \in \mathbb{R} \) such that for any \( x \in \text{int}K \),

\[
(m(x, u_i), -1) \cdot (v_i, \alpha_i) = 0. \tag{5.20}
\]

Since \( v_i \in S^{n-1} \) and \( |\alpha_i| < \sup \{ h_K(u) : u \in S^{n-1} \} \), there exist convergent subsequence \( \{v_{i_j}\} \) of \( \{v_i\} \) and \( \{\alpha_{i_j}\} \) of \( \alpha_i \) such that

\[
\lim_{j \to \infty} v_{i_j} = v_0 \quad \text{and} \quad \lim_{j \to \infty} \alpha_{i_j} = \alpha_0. \tag{5.21}
\]

By (5.20) and (5.21), we have for any \( x \in \text{int}K \),

\[
(m(x, u_0), -1) \cdot (v_0, \alpha_0) = 0. \tag{5.22}
\]

Since \( x \in \text{int}K \) is arbitrary, the midpoints of chords of \( K \) parallel to \( u_0 \) lie in an affine subspace of \( \mathbb{R}^n \).

By a classical characterization of ellipsoids (see [61, Theorem 10.2.1]) and Lemma 5.3, we obtain the following theorem of characterization of ellipsoids.

**Theorem 5.4. (Characterization of ellipsoids.)** A convex body \( K \in \mathcal{K}^n \) is an ellipsoid if and only if there exists a dense set \( T \) of directions in \( S^{n-1} \) such that for each \( u \in T \), the midpoints of chords of \( K \) parallel to \( u \) lie in an affine subspace of \( \mathbb{R}^n \).

**Lemma 5.5.** Let \( E_1, E_2 \subset \mathbb{R}^n \) be origin-centered ellipsoids. If there exists a dense set \( T \) of directions in \( S^{n-1} \) such that for all \( u \in T \), the midpoints of chords of \( E_1 \) and \( E_2 \) parallel to \( u \) lie in the same hyperplane, then there exists \( r > 0 \) such that

\[
E_1 = rE_2.
\]

**Proof.** First, we prove that for any \( u_0 \in S^{n-1} \), the midpoints of chords of \( E_1 \) and \( E_2 \) parallel to \( u_0 \) lie in a hyperplane. Since \( T \) is dense in \( S^{n-1} \), there exists a sequence of vectors \( \{u_i\}_{i=1}^{\infty} \subset T \) such that \( \lim_{i \to \infty} u_i = u_0 \). By assumptions and the proof of Lemma 5.3, there exist \( v_0 \) and \( \alpha_0 \) such that for any

\[
x \in \{ z \in \mathbb{R}^n : z \text{ is the midpoint of chord of } E_i \text{ parallel to } u_0, \ i = 1, 2 \},
\]

\[
(x, -1) \cdot (v_0, \alpha_0) = 0. \tag{5.23}
\]

Thus, the midpoints of chords of \( E_1 \) and \( E_2 \) parallel to \( u_0 \) lie in a hyperplane. By the arbitrariness of \( u_0 \in S^{n-1} \) and [61, Lemma 5.3], there exists \( r > 0 \) such that \( E_1 = rE_2 \).
Lemma 5.6. Let Ω be a bounded connected open subset of \( \mathbb{R}^n \). Let \( f \in W^1_0(\Omega) \) be a nonnegative function fulfilling (2.16). Then there exist \( A \in SL(n) \) and \( x_0 \in \mathbb{R}^n \) such that

\[
    f(x) = f^*(Ax + x_0) \quad \text{for } \mathcal{L}^n-\text{a.e. } x \in \Omega
\]

if and only if there exists a dense set \( T \) of directions in \( S^{n-1} \) and for any \( u \in T \), the following statements hold:

(i). for \( \mathcal{L}^n-\text{a.e. } (x', t) \in \pi_{u,t}(\mathcal{S}_f)^+, \ (\mathcal{S}_f)(x', t, u) \) is equivalent to a closed line segment;

(ii). the midpoints of all closed line segments obtained in (i) lie in an affine subspace of \( \mathbb{R}^{n+1} \) parallel to \( e_{n+1} \).

Proof. The necessity of the conditions is clear. Now we prove the sufficiency. On the one hand, by (i) and Lemma 5.2, the level set \([f]_h\) is a convex body up to an \( \mathcal{L}^n \)-negligible set for \( \mathcal{L}^1 \)-a.e. \( h \in (0, \text{ess sup } f) \). Therefore, by (ii), the arbitrariness of \( u \in T \) and Theorem 5.4, the level set \([f]_h\) is an ellipsoid up to an \( \mathcal{L}^n \)-negligible set for \( \mathcal{L}^1 \)-a.e. \( h \in (0, \text{ess sup } f) \). By (ii), the arbitrariness of \( u \in T \) and Lemma 5.5, the level sets \([f]_{h_1}\) and \([f]_{h_2}\) are homothetic ellipsoids with a common center up to an \( \mathcal{L}^n \)-negligible set for \( \mathcal{L}^1 \)-a.e. \( h_1, h_2 \in (0, \text{ess sup } f) \).

Therefore, there exist \( A \in SL(n) \) and \( x_0 \in \mathbb{R}^n \) such that for \( \mathcal{L}^1 \)-a.e. \( h \in (0, \text{ess sup } f) \),

\[
    [f]_h = \left( \frac{||[f]_h||}{\omega_n} \right)^\frac{1}{n} A^{-1}B_n - A^{-1}x_0,
\]

up to an \( \mathcal{L}^n \)-negligible set.

On the other hand, by the definition of Schwarz spherical symmetrization, for \( h \in (0, \text{ess sup } f) \), \([f^*(Ax + x_0)]_h\) is also an ellipsoid and

\[
    [f^*(Ax + x_0)]_h = \left( \frac{||[f]_h||}{\omega_n} \right)^\frac{1}{n} A^{-1}B_n - A^{-1}x_0.
\]

By (5.25), (5.26) and the layer cake representation of a non-negative, real-valued measurable function \( f \), we get \( f(x) = f^*(Ax + x_0) \) for \( \mathcal{L}^n \)-a.e. \( x \in \Omega \).

Lemma 5.7. Let \( D \subset \mathbb{R}^n \) be a bounded measurable set satisfying \( \mathcal{L}^n(D) > 0 \). If there exists an uncountable subset \( I \) of \( \mathbb{R} \) such that \( A_i \subset D \) and \( \mathcal{L}^n(A_i) > 0 \) for every \( i \in I \), then there exist \( i, j \in I \) and \( i \neq j \) such that \( \mathcal{L}^n(A_i \cap A_j) > 0 \).

Proof. Suppose \( \mathcal{L}^n(A_i \cap A_j) = 0 \) for any \( i, j \in I \) and \( i \neq j \). On the one hand, since \( \mathcal{L}^n(D) \) is finite, for any positive integer \( k \), \( \{i \in I : \mathcal{L}^n(A_i) > \frac{1}{k} \} \) is finite. On the other hand, for any \( i \in I \), there exists a positive integer \( k_0 \) such that \( \mathcal{L}^n(A_i) \geq \frac{1}{2k_0} \). Therefore, \( I \) is countable, a contradiction.
Lemma 5.8. Let \( \Omega \) denote a bounded measurable subset of \( \mathbb{R}^n \) and let \( D_u \) be a measurable subset of \( \Omega \) for every \( u \in S^{n-1} \). If there exists \( S \subset S^{n-1} \) such that \( \mathcal{H}^{n-1}(S) > 0 \) and \( \mathcal{L}^n(D_u) > 0 \) for every \( u \in S \), then there exist \( n \) linearly independent vectors \( u_1, u_2, \ldots, u_n \in S \) such that

\[
\mathcal{L}^n \left( \bigcap_{i=1}^n D_{u_i} \right) > 0. \tag{5.27}
\]

Proof. We will prove a more general result: for \( k = 1, \ldots, n \) and \( H_k \) is a \( k \)-dimensional linear subspace of \( \mathbb{R}^n \), if

\[
S_k \subset S^{n-1} \cap H_k \text{ and } \mathcal{H}^{k-1}(S_k) > 0, \tag{5.28}
\]

and

\[
\mathcal{L}^n(D_u) > 0 \text{ for every } u \in S_k, \tag{5.29}
\]

then there are \( k \) linearly independent vector \( u_1, u_2, \ldots, u_k \in S_k \) such that

\[
\mathcal{L}^n \left( \bigcap_{i=1}^k D_{u_i} \right) > 0. \tag{5.30}
\]

If \( k = 1 \), this conclusion is clear. If \( k = 2 \), by \( \mathcal{H}^1(S_2) > 0 \) and Lemma [5.7] there exist two linearly independent vectors \( u_2^1, u_2^2 \in S_2 \) such that

\[
\mathcal{L}^n \left( \bigcap_{i=1}^2 D_{u_i^2} \right) > 0. \tag{5.31}
\]

Assume that (5.30) is established for \( k = m \), where \( m \in \{2, \ldots, n-1\} \), i.e. there exist \( m \) linearly independent vectors \( u_1^m, \ldots, u_m^m \in S_m \) such that

\[
\mathcal{L}^n \left( \bigcap_{i=1}^m D_{u_i^m} \right) > 0. \tag{5.32}
\]

Next, we consider the case \( k = m+1 \). Since \( S_{m+1} \subset S^{n-1} \cap H_{m+1} \) and \( \mathcal{H}^m(S_{m+1}) > 0 \), for any \( 2 \)-dimensional linear subspace \( H_2 \) of \( H_{m+1} \), there exists a set \( \delta \subset S^{n-1} \cap H_2 \) such that \( \mathcal{H}^1(\delta) > 0 \) and

\[
\mathcal{H}^{m-1}(S_{m+1} \cap v^\perp) > 0 \text{ for every } v \in \delta. \tag{5.33}
\]

By the assumption (5.32), for any \( v \in \delta \), there exist \( m \) linearly independent vectors \( u_{v,1}^m, \ldots, u_{v,m}^m \in S_{m+1} \cap v^\perp \) such that

\[
\mathcal{L}^n \left( \bigcap_{i=1}^m D_{u_{v,i}^m} \right) > 0. \tag{5.34}
\]
By $\mathcal{H}^1(\delta) > 0$ and Lemma 5.7, there are two different $v_1, v_2 \in \delta$ satisfying (5.34) and

$$\mathcal{L}^n \left( \bigcap_{i=1}^m D_{u_{v_1,i}}^m \cap \bigcap_{i=1}^m D_{u_{v_2,i}}^m \right) > 0. \tag{5.35}$$

Since $u_{v_1,i}^m$ and $u_{v_2,i}^m$, $i = 1, \ldots, m$, lie in two different subspaces $v_1^\perp$ and $v_2^\perp$, there must be a $u_{v_2,i_0}$ such that $u_{v_1,1}^m, u_{v_1,m}^m$ and $u_{v_2,i_0}$ are $m + 1$ linearly independent vectors. By (5.35)

$$\mathcal{L}^n \left( \bigcap_{i=1}^m D_{u_{v_1,i}}^m \cap D_{u_{v_2,i_0}}^m \right) > 0. \tag{5.36}$$

By induction with respect to the dimension, (5.30) is established for $k = 1, \ldots, n$.

Let $S = S_n$, we get the desired result.

**Lemma 5.9.** Let $\Omega$ be an open set of finite perimeter in $\mathbb{R}^n$ and let

$$D'_u = \{ x \in \partial^* \Omega : u \cdot v^\Omega(x) = 0 \} \cap (\pi_u(\Omega) \times \mathbb{R}_u). \tag{5.37}$$

Then there exists a set $T_1 \subset S^{n-1}$ such that $\mathcal{H}^{n-1}(S^{n-1} \setminus T_1) = 0$ and $\mathcal{H}^{n-1}(D'_u) = 0$ for any $u \in T_1$.

**Proof.** Let

$$T_2 := \{ u \in S^{n-1} : \mathcal{H}^{n-1}(D'_u) > 0 \}.$$

If $\mathcal{H}^{n-1}(T_2) > 0$, then by Lemma 5.8 there exist $n$ linearly independent vectors $u_1, u_2, \ldots, u_n \in T_2$ such that $\mathcal{H}^{n-1}(\bigcap_{i=1}^n D'_{u_i}) > 0$. Let $D' = \bigcap_{i=1}^n D'_{u_i}$. Then for any $x \in D'$, we have

$$u_i \cdot v^\Omega(x) = 0, \text{ for } i = 1, \ldots, n.$$

Thus $v^\Omega(x) = 0$. This is a contradiction, since $|v^\Omega(x)| = 1$. Let $T_1 := S^{n-1} \setminus T_2$, then $T_1$ satisfies this conclusion.

**Proof of Theorem 2.4.** On the one hand, if $f(x) = f^*(Ax + x_0)$ for $\mathcal{L}^n$-a.e. $x \in \Omega$ with $A \in SL(n)$ and $x_0 \in \mathbb{R}^n$, by the the affine invariance of $\mathcal{E}_\phi(f)$, i.e., Lemma 3.12, we have $\mathcal{E}_\phi(f) = \mathcal{E}_\phi(f^*)$.

On the other hand, suppose that $f(x) = f^*(Ax + x_0)$ for $\mathcal{L}^n$-a.e. $x \in \Omega$ is not established for any $A \in SL(n)$ and $x_0 \in \mathbb{R}^n$, then by Lemma 5.6 there exist $u_0 \in S^{n-1}$ and $\delta > 0$ such that for any $u \in B(u_0, \delta) \cap S^{n-1}$,

either (i) or (ii) in Lemma 5.6 is not established. \(\tag{5.38}\)
Then there exists some $\bar{u} \in B(u_0, \delta) \cap S^{n-1} \cap T_1$, $T_1$ is given as in Lemma 5.9 such that

$$\mathcal{L}^n(D_{\bar{u}}) = 0. \tag{5.39}$$

Otherwise, if $\mathcal{L}^n(D_u) > 0$ for any $u \in B(u_0, \delta) \cap S^{n-1} \cap T_1$. Thus by Lemma 5.8, there exist $n$ linearly independent vectors $u_1, u_2, \ldots, u_n \in B(u_0, \delta) \cap S^{n-1} \cap T_1$ such that $\mathcal{L}^n(\cap_{i=1}^n D_{u_i}) > 0$. Let $\bar{D} = \cap_{i=1}^n D_{u_i}$, then for any $x \in \bar{D}$, $u_i \cdot \nabla f(x) = \nabla u_i f(x) = 0$ for $i = 1, 2, \ldots, n$. Since $u_1, u_2, \ldots, u_n$ are linearly independent, $\nabla f(x) = 0$ for any $x \in \bar{D}$, which is contradictory with (2.18).

For $\bar{u}$ as in (5.39), let $f_1 = f_{\bar{u}}^\ast$, by Theorem 2.1 we have $\mathcal{E}_\phi(f) > \mathcal{E}_\phi(f_1)$. Otherwise, if $\mathcal{E}_\phi(f) = \mathcal{E}_\phi(f_1)$, then by (5.39), $\bar{u} \in T_1$ and Theorem 2.3 (2.16) is established with respect to the direction $\bar{u}$. Thus, both (i) and (ii) in Lemma 5.6 are established for this $\bar{u}$, which is contradictory with (5.38).

By Remark 3.1 there exists a sequence of directions $\{u_i\}$, $i = 1, 2, \cdots$, such that the sequence defined by $f_{i+1} = f_{u_i}^\ast$ converges to $f^\ast$ weakly in $W^{1,1}$. Theorem 2.1 and Lemma 3.15 can now be used to conclude that

$$\mathcal{E}_\phi(f) > \mathcal{E}_\phi(f_1) \geq \cdots \geq \mathcal{E}_\phi(f_i) \text{ and } \lim_{i \to \infty} \mathcal{E}_\phi(f_i) \geq \mathcal{E}_\phi(f^\ast).$$

Therefore, $\mathcal{E}_\phi(f) > \mathcal{E}_\phi(f^\ast)$. \qed
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