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Abstract

We present an approximation by conjugation scheme to obtain analytic diffeomorphisms of odd dimensional spheres that are weakly mixing with respect to the volume.
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1 Introduction

This paper is devoted to the study of the phase space dependence of topological and measurable properties of dynamical systems, which aims at identifying the class of manifolds that allow a map of a certain regularity to exhibit a given topological or ergodic property. In particular we present a constructive method to prove the existence of weakly mixing and analytic diffeomorphisms with respect to the volume on odd dimensional spheres. The type of methods that we use appeared first in [1], where the authors proved that any compact, connected and smooth manifold supporting a non trivial free $S^1$-action admits smooth and weakly mixing diffeomorphisms. These constructions, which are usually referred to as Anosov-Katok or approximation by conjugation (AbC) schemes, are performed using an iterative procedure starting with a simple function coming from the free $S^1$-action, and the maps obtained at the end can be chosen to lie arbitrarily close to this initial map in the smooth topology. For particular manifolds these results have been extended to the analytic category. In the case of unique ergodicity specific constructions were carried out in [8] for the two torus and in [4] for odd dimensional spheres. We also refer the reader to [7], [2] for other related results involving constructions of analytic diffeomorphisms on $d$-dimensional tori ($d \geq 2$) and to [4] for a discussion on the difficulties of extending the method for analytic maps. Whether or not AbC methods can be used to obtain analytic weakly mixing
diffeomorphisms on odd dimensional spheres becomes then a natural question. Before entering into details, let us recall how the Anosov-Katok method works. For a complete and modern review on the method and some of its applications, we refer again the reader to [3].

Given a connected, compact and smooth manifold $\mathcal{M}$ (equipped with a smooth measure $\mu$) admitting a non trivial smooth free $S^1$-action $\{S_t\}_{t \in \mathbb{T}}$, one constructs a sequence of $\mu$-preserving diffeomorphisms $H_n : \mathcal{M} \rightarrow \mathcal{M}$ and $\{\alpha_n\} \subset \mathbb{Q}$ in such a way that

$$F = \lim_{n \to \infty} F_n, \quad F_n = H_n^{-1} \circ S_{\alpha_n+1} \circ H_n$$

satisfies the ergodic property of interest. It is due to an appropriate inductive choice of “wild” conjugacies $H_n$ and a fast converging sequence $\{\alpha_n\}$ that one can induce the desired ergodic behaviour for the limit map while ensuring the convergence of $\{F_n\}$. On the other hand the sequence $\{S_{\alpha_n}\}$ also tends to $S_{\tilde{\alpha}}$ for some $\tilde{\alpha} \in \mathbb{T}$. Thus $\{H_n\}$ cannot converge, since otherwise $F$ would be conjugate to $S_{\tilde{\alpha}}$ and the construction would become trivial. Nevertheless $F$ lies in the closure of the space of maps conjugate to $S_{\tilde{\alpha}}$,

$$\mathcal{A}_{\tilde{\alpha}}(\mathcal{M}) = \{H^{-1} \circ S_{\tilde{\alpha}} \circ H \mid H \in \text{Diff}_\mu(\mathcal{M})\},$$

where we have denoted by $\text{Diff}_\mu(\mathcal{M})$ the space of diffeomorphisms of $\mathcal{M}$ preserving $\mu$. Thus the Anosov-Katok method can be used to obtain maps with ergodic properties lying on the closure of a space of integrable maps. An illustrative example of this fact can be found in [5], where smooth area preserving weakly mixing maps of the disc $F \in \mathcal{A}_{\tilde{\alpha}}(\mathbb{D})$ were built with $\tilde{\alpha}$ an arbitrary Liouville number. Recall that given a measure space $(\mathcal{M}, \mathcal{B}, \mu)$, a $\mu$-preserving map $F : \mathcal{M} \rightarrow \mathcal{M}$ is said to be weakly mixing if for all $A, B \in \mathcal{B}$ we have

$$\lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} |\mu(F^{-j}(A) \cap B) - \mu(A)\mu(B)| = 0,$$

or equivalently if $F$ possesses no nonconstant eigenfunctions. We will use instead, as it was done in [5], the following characterization of weak mixing (see [9]).

**Definition 1.1 (Weak mixing).** A $\mu$-preserving diffeomorphism $F : \mathcal{M} \rightarrow \mathcal{M}$ is weakly mixing if there exists an increasing sequence $\{m_n\}_n \subset \mathbb{N}$ such that for any pair of measurable sets $A, B \in \mathcal{B}$

$$\lim_{n \to \infty} \mu(A \cap F^{-m_n}(B)) = \mu(A)\mu(B).$$

(1.2)

In our case $\mathcal{M} = S^3$ and $\mu$ is the volume. We identify $S^3$ as a subset of $\mathbb{C}^2$ and then define, for any $\alpha \in \mathbb{T}$, the map $\varphi_\alpha : S^3 \rightarrow S^3$,

$$\varphi_\alpha(z_1, z_2) = (e^{2\pi i \alpha} z_1, e^{2\pi i \alpha} z_2).$$

(1.3)

The result that we prove is the following.
**Theorem A.** For any $\Delta > 1$, $\varepsilon > 0$ and $\alpha \in \mathbb{T}$, there exists a volume preserving and weakly mixing $F \in \text{Diff}_\Delta^{\omega}(S^3)$ such that $|F - \varphi_\alpha|_\Delta < \varepsilon$.

**Remark 1.2.** The result holds as well for the case of any odd dimensional sphere excluding $S^1$. The necessary changes in the proof for higher dimensional spheres are explained in Section 7.

A precise definition of $\text{Diff}_\Delta^{\omega}(S^3)$ and the analytic topology are given in Section 1.2. In our construction $S_{\tilde{\alpha}} = \varphi_{\tilde{\alpha}}$ for some irrational number $\tilde{\alpha} \in \mathbb{T}$ that we can choose arbitrarily close to $\alpha$, but we have no control over its arithmetic properties. The proof requires that $\tilde{\alpha}$ is well approximated by rational numbers in such a way that the necessary conditions for the convergence of $F_n$ are satisfied, so we cannot guarantee $\tilde{\alpha}$ to be any arbitrarily chosen Liouville number. This problem already appeared in [1] and was later solved in [5], where the authors proved that $\tilde{\alpha}$ could be any Liouville number by using more accurate estimates. The specific scheme that we use to prove Theorem A builds on the construction in [4]. In that case a finite sequence of transitive actions on the sphere are used to build the conjugacies $H_n$ for the Anosov-Katok scheme in such a way that the limit map is uniquely ergodic with respect to the volume. Our goal is to show that their construction can be modified in order to obtain weakly mixing diffeomorphisms on odd dimensional spheres.

### 1.1 Plan of the paper

This work is divided in seven sections with the following content:

i) In Section 1.2 there is the necessary information concerning the topology of the space of maps that we consider, as well as the expression of the volume on the three sphere in appropriate coordinates.

In Section 1.3 we define two different types of decompositions into measurable subsets of the 3-sphere which are used to verify that the approximating maps $\{F_n\}$ in (1.1) satisfy the properties that will lead to the limit map $F$ being weakly mixing.

ii) Section 2.1 contains the definitions of approximate ergodicity and approximate mixing. Section 2.2 contains a lemma stating that if the maps of the sequence $\{F_n\}$ are approximately mixing and the sequence converges sufficiently fast, then the limit map is weakly mixing (see Lemma 2.7).

iii) In Section 3 we explain the modification of the Anosov-Katok scheme in [4] and give the explicit expressions of the maps involved. We also clarify why our modification is expected to yield the result claimed in Theorem A.
iv) Section 4 contains the proof of Theorem A, as well as the statement of the inductive proposition used to prove it, that is Proposition 4.2.

v) In Section 5 stretching properties needed for the proof of Proposition 4.2 are defined and verified for certain maps used in our construction. Namely, we are referring to the map defined in equation (3.5) and it is verified in Lemma 5.3.

vi) Section 6 contains the proof of Proposition 4.2.

vii) Section 7 contains an indication on how to extend the proof to higher dimensional cases.

1.2 Preliminaries and notation

As mentioned above, for the sake of simplicity we will restrict our study to the case of $S^3$, although the proof can be extended to the case of any higher odd dimensional sphere up to minor modifications. In this section we introduce the basic properties that we use throughout the paper regarding the topology for the space of functions that we consider and the measure on the 3-sphere.

**Analytic topology:** Let us consider $S^3$ embedded in $\mathbb{R}^4$ and the standard complexification of $\mathbb{R}^4 \subset \mathbb{C}^4$. Consider $f : S^3 \to S^3$ such that each of its components is analytic. If the components of $f$ can be extended to bounded holomorphic functions on the complex ball $B_\Delta = \{ z \in \mathbb{C}^4 \mid \|z\| < \Delta \}$ for a fixed $\Delta > 1$ we write $f \in C^\omega_\Delta(S^3)$. We will be considering the space of diffeomorphisms $\text{Diff}^\omega_\Delta(S^3) \subset C^\omega_\Delta(S^3)$, defined as the invertible maps in $C^\omega_\Delta(S^3)$ such that their inverses also belong to $C^\omega_\Delta(S^3)$. In this space we can define the distance between $f, g \in C^\omega_\Delta(S^3)$ to be

$$|f - g|_\Delta = \max \left\{ \sup_{z \in B_\Delta} \| f(z) - g(z) \|, \sup_{z \in B_\Delta} \| f^{-1}(z) - g^{-1}(z) \| \right\},$$

which makes $\text{Diff}^\omega_\Delta(S^3)$ into a complete metric space. In case the components of such a function $f$ and its inverse can be extended to holomorphic functions in $\mathbb{C}^4$, we write $f \in \text{Diff}^\omega_\infty(S^3)$. For any $U \subset \mathbb{C}^4$, we define also

$$\|Df\|_U = \sup_{x \in U} \{ \max \{ \|Df_x\|, \|Df^{-1}_x\| \} \},$$  \hspace{1cm} (1.4)

where the norms on the right hand side are the usual operator norms

$$\|Df_x\| = \sup \{ \|Df_x v\| \mid v \in \mathbb{C}^4, \|v\| \leq 1 \},$$

$$\|Df^{-1}_x\| = \sup \{ \|Df^{-1}_x v\| \mid v \in \mathbb{C}^4, \|v\| \leq 1 \}.$$

**Volume in Hopf coordinates:** We can identify $S^3$ as a subset of $\mathbb{C}^2$, and write all points of the 3-sphere in polar coordinates as $(z_1, z_2) = (r_1 e^{2\pi i \theta_1}, r_2 e^{2\pi i \theta_2})$, where the moduli for $z_1$ and $z_2$
satisfy the relation \( r_1^2 + r_2^2 = 1, \) \( 0 \leq r_1, r_2 \leq 1. \) When using this notation it is convenient to parametrize \( S^3 \) in Hopf coordinates,

\[
\begin{align*}
  z_1 &= \sin(\xi) e^{2\pi i \theta_1}, \\
  z_2 &= \cos(\xi) e^{2\pi i \theta_2},
\end{align*}
\]

where \((\theta_1, \theta_2, \xi) \in \mathbb{T}^2 \times [0, \pi/2]\) and so \( r_1 = \sin(\xi), \) \( r_2 = \cos(\xi). \) Let us denote the parametrization of the 3-sphere with such coordinates by \( \psi. \) Then a set \( B \subset S^3 \) is defined to be measurable if \( \psi^{-1}(B) \) is Lebesgue measurable in \( \mathbb{T}^2 \times [0, \pi/2], \) and we denote the induced \( \sigma \)-algebra on \( S^3 \) by \( B. \) The volume form induced by the standard euclidean metric in \( \mathbb{R}^4 \) is \( dV = 4\pi^2 \sin(\xi) \cos(\xi) \, d\theta_1 \wedge d\theta_2 \wedge d\xi, \) and hence the volume of any measurable set \( B \in B \) can be computed as

\[
\mu(B) = 4\pi^2 \int_{\psi^{-1}(B)} \sin(\xi) \cos(\xi) \, d\theta_1 \, d\theta_2 \, d\xi.
\]

Notice as well that we can compute the measure of any set \( B \subset S^3 \) such that

\[
\psi^{-1}(B) = B_1 \times B_2 \subset \mathbb{T}^2 \times [0, \pi/2]
\]

with \( B_1 \) and \( B_2 \) Lebesgue measurable as

\[
\mu(B) = \tilde{\lambda}(B_1) \cdot \mu_r(B_2), \text{ where } \mu_r(B_2) := 4\pi^2 \int_{B_2} \sin(\xi) \cos(\xi) \, d\xi
\]

and \( \tilde{\lambda} \) denotes the Lebesgue measure on \( \mathbb{T}^2. \) For any Lebesgue measurable set \( B \subset \mathbb{T}^2 \times [0, \pi/2], \) we will denote (if the projection is measurable)

\[
\lambda^i(B) := \lambda(\Pi_{\theta_i} B), \quad i = 1, 2
\]

where \( \lambda \) is the Lebesgue measure on \( \mathbb{T}. \) Finally we denote by \( \text{Diff}^\omega_\infty(S^3, \mu) \) the subset of \( \text{Diff}^\omega_\infty(S^3) \) consisting of volume preserving maps.

### 1.3 Decompositions into points

The criterion that we use to obtain weak mixing, Lemma 2.7, relies on the use of decompositions into points of the sphere. Let us fix from this moment on that whenever we write \( q \in \mathbb{N} \) it satisfies \( q \geq 16, \) and for any rational number \( \alpha = p/q, \) \( p \) and \( q \) are coprime and \( q \geq 16 \) as well.

**Definition 1.3.** For each \( n \in \mathbb{N}, \) consider a collection of disjoint sets \( \eta_n \) on \( S^3. \) We say that \( \{\eta_n\} \) converges to the decomposition into points (we also denote this by \( \eta_n \rightarrow \varepsilon \)) if for any \( B \in \mathcal{B}, \) for any \( n \) there exists \( B_n \in \mathcal{B}, \) which is a union of elements in \( \eta_n, \) and such that \( \lim_{n \rightarrow \infty} \mu(B \Delta B_n) = 0 \) (here \( \Delta \) denotes the symmetric difference).

In a slight abuse of notation we will from now on work with sets on $\mathbb{S}^3$ in Hopf coordinates without making explicit reference to the parametrization. Let us introduce the two types of decompositions into points that we use for $(\mathbb{S}^3, B, \mu)$.

**Definition 1.4.** Given $q \in \mathbb{N}$, $q \geq 16$, define the collection of sets $C_q := \{B_q^{k,l,m}\}_{k,l,m}$ given by

$$B_q^{k,l,m} := \{ (\theta_1, \theta_2, \xi) \in \mathbb{T}^2 \times [0, \pi/2] \mid \theta_1 \in (kq^{-1}, (k+1)q^{-1}), \theta_2 \in (lq^{-1}, (l+1)q^{-1}), 
\sin(\xi) \in (\sqrt{m} q^{-1/2}, \sqrt{(m+1) q^{-1/2}}) \}$$

for $k, l, m \in \{1, \ldots, q - 2\}$.

It follows from (1.5) that any set $B \in C_q$ satisfies $\mu(B) = 2\pi^2 q^{-3}$, hence given any increasing sequence $\{q_n\} \subset \mathbb{N}$,

$$\mathcal{C} = \{C_{q_n}\}_{n \in \mathbb{N}}$$

is a decomposition into points.

We will need yet another type of decomposition into points that we describe next. First, for any $q \in \mathbb{N}$, $q \geq 16$ and $c \in [0, 1)$, let us define the subsets

$$N_{q,c} := \{ (\theta_1, \theta_2) \in \mathbb{T}^2, \theta_2 = -(1 - q^{-1}) \theta_1 + c, \theta_1 \in [0, 1) \}$$

and

$$\mathcal{F}_q := \{ \xi \in [0, \pi/2] \mid \sin(\xi) \in [q^{-1}, 1 - q^{-1}] \}.$$  

**Definition 1.5.** For any $q \in \mathbb{N}$, we say that $\eta_q$ is a partial $q$-decomposition if

$$\eta_q := \{ I \times \{\xi\} \in \tilde{n}_{q,c} \times \mathcal{F}_q, c \in [0, 1) \},$$

where $\tilde{n}_{q,c} = \{ I_i \}_{i \in \sigma(q,c)}$ with $I_i \subset N_{q,c} \forall i \in \sigma(q,c)$ and $\sigma(q,c)$ a finite index set such that all $I_i \in \tilde{n}_{q,c}$ are connected, $I_i \cap I_j = \emptyset$ for any $i, j \in \sigma(q,c)$ with $i \neq j$ and

$$\sum_{i \in \sigma(q,c)} \lambda^1(I_i) \geq 1 - 3/\sqrt{q},$$

$$\lambda^1(I_i) \leq q^{-3}, \forall i \in \sigma(q,c).$$

It follows from the definition above that for any sequence $q_n \to \infty$, $\{\eta_{q_n}\}$ with $\eta_{q_n}$ a partial $q_n$-decomposition satisfies $\eta_{q_n} \to \varepsilon$. Using a more specific type of decomposition into points of this type will be later required, whose specific form will be defined in Section 5. We will motivate in that section the additional properties that the partial $q_n$-decompositions $\eta_{q_n}$ need to satisfy.
2 Weak Mixing

2.1 Approximate ergodicity and mixing

In order to describe how to obtain weak mixing by using an AbC method, it will be useful to introduce definitions that reflect the idea of being approximately ergodic and approximately mixing with respect to the decompositions into points described in Section 1.3. For \( q \geq 16 \) and \( C_q \) as in Definition 1.4 let us define first, for every set \( B^{k,l,m}_q \in C_q, k, l, m \in \{1, \ldots, q-2\} \) and \( 0 < \varepsilon < 1 \), the two sets with \( \varepsilon \)-sized margins \( B^{k,l,m}_{q,\pm \varepsilon} \) contained and containing \( B^{k,l,m}_q \), formally defined by

\[
B^{k,l,m}_{q,\pm \varepsilon} := \{(\theta_1, \theta_2, \xi) \in \mathbb{T}^2 \times [0, \pi/2] | \theta_1 \in (kq^{-1} + \varepsilon q^{-1}/16, (k + 1)q^{-1} \pm \varepsilon q^{-1}/16), \theta_2 \in (lq^{-1} + \varepsilon q^{-1}/16, (l + 1)q^{-1} \pm \varepsilon q^{-1}/16), \sin(\xi) \in (\sqrt{m/q} \mp \sqrt{\varepsilon/(16q)}, \sqrt{(m + 1)/q} \pm \sqrt{\varepsilon/(16q)})\}.
\]

For the sake of simplicity we will rename the sets above, for any \( B = B^{k,l,m}_q \in C_q \), simply as \( B_{\varepsilon} := B^{k,l,m}_{q,\varepsilon} \). The reason why we introduce these sets is explained in Remark 2.6. Let us state some useful inequalities in the form of the following lemma.

**Lemma 2.1.** There exists a constant \( \gamma > 0 \) such that for all \( q \in \mathbb{N} \) and \( \varepsilon > 0 \) sufficiently small, for any \( B \in C_q \), the sets \( B_{\pm \varepsilon} \) satisfy the following inequalities:

\[
\mu(B, \Delta B_{-\varepsilon}) < 2\varepsilon \mu(B), \tag{2.1}
\]

\[
\mu(B \Delta B_{\pm \varepsilon}) < \varepsilon \mu(B), \tag{2.2}
\]

\[
dist(\partial B_{-\varepsilon}, \partial B) \geq \gamma \frac{\varepsilon}{q^{3/2}}, \tag{2.3}
\]

\[
dist(\partial B, \partial B_{\varepsilon}) \geq \gamma \frac{\varepsilon}{q^{3/2}}. \tag{2.4}
\]

**Proof.** The proof follows by using simple estimates to bound the distance and measure using (1.5). \( \square \)

**Definition 2.2** (Approximate ergodicity). Given \( \varepsilon > 0 \), \( N \in \mathbb{N} \), we say that a \( \mu \)-preserving map \( f \) is \((q, \varepsilon, N)\)-ergodic if for every \( B \in C_q \), \( n \geq N \) and \( x \in S^3 \)

\[
\left| \frac{1}{n} \sum_{k=0}^{n-1} 1_{B_{\pm \varepsilon}}(f^k(x)) - \mu(B_{\pm \varepsilon}) \right| < 3\varepsilon \mu(B). \tag{2.5}
\]

Given \( \eta_{q'} \) a partial \( q' \)-decomposition with \( q' > q \), \( q' \in \mathbb{N} \) we can also define an analogous concept for weak mixing.

**Definition 2.3** (Approximate mixing). Given \( H \in Diff^s_\omega(S^3, \mu) \), \( \varepsilon > 0 \) and \( m \in \mathbb{N} \), a \( \mu \)-preserving map \( F \) is \((q, q', \varepsilon, m, H)\)-mixing if for every \( B \in C_q \) and \( I \in \eta_{q'} \)

\[
\left| \frac{\lambda^1(I \cap H(F^{-m}(B_{\pm \varepsilon}))}{\lambda^1(I)} - \mu(B_{\pm \varepsilon}) \right| \leq 30\varepsilon \mu(B). \tag{2.6}
\]
Remark 2.4. It would be more intuitive to refer to the two properties above as approximate unique ergodicity and approximate weak mixing. We did not do this only in order to keep the notation short.

2.2 Criterion for weak mixing

Assume from now on that $\Delta > 1$ is fixed. In this section we present the proof of the criterion to prove weak mixing, that is Lemma 2.7. In the statements we fix a decomposition into points $\{\eta_n\}$, where $\eta_n = \eta_{n^*}$ is a partial $q'_n$-decomposition and $\{q'_n\} \subset \mathbb{N}$ is such that $q'_n \to \infty$. We also fix $C = \{C_n\}_{n \in \mathbb{N}}$ with $C_n = C_{q_n}$ as in (1.6), also with $\{q_n\} \subset \mathbb{N}$ such that $q_n \to \infty$.

Lemma 2.5. Consider $\{\eta_n\}$ and $C$ as described above. Assume that we have a $\mu$-preserving map $F \in C^\infty(S^3)$ and a sequence $\{H_n\} \subset \text{Diff}^\infty(S^3, \mu)$ such that $\nu_n = \{H_n^{-1}(I), I \in \eta_n\}$ is a decomposition into points. If there exists an increasing sequence $\{m_n\} \subset \mathbb{N}$ such that for every $\varepsilon > 0$, for $n$ large enough we have that for all $I \in \nu_n$ and $B \in C_n$

$$|\lambda_n(\Gamma \cap F^{-m_n}(B)) - \lambda_n(\Gamma)\mu(B)| \leq \varepsilon \lambda_n(\Gamma)\mu(B),$$

(2.7)

where $\lambda_n(\Gamma) := \lambda^1(H_n(\Gamma))$, then $F$ is weakly mixing.

**Proof.** For a fixed $\varepsilon' > 0$, choose $n$ large enough so that we can approximate any measurable sets $A, B \in \mathcal{B}$ by $B'$ a finite union of elements of $C_n$ with $\mu(B'\Delta B) < \varepsilon'/8$ and

$$A' = \bigcup_{c \in \{0, 1\}, i \in \sigma(\xi, c)} \bigcup_{\xi \in \mathcal{I}_{q_n}} \Gamma_i,$$

where $\sigma(\xi, c)$ is a finite index set such that for all $i \in \sigma(\xi, c), H_n(\Gamma_i) = I_i \in \tilde{\eta}_{q_n,c} \times \{\xi\} \subset \tilde{\eta}_{q_n} \times \mathcal{I}_{q_n} = \eta_{q_n}$ and $\mu(A' \Delta A') < \varepsilon'/8$. It follows that

$$|\mu(A \cap F^{-m_n}(B)) - \mu(A)\mu(B)| \leq \mu((A\Delta A') \cap F^{-m_n}(B))$$

$$+ \mu(A \cap F^{-m_n}(B\Delta B'))$$

$$+ |\mu(A' \cap F^{-m_n}(B')) - \mu(A')\mu(B')|$$

$$+ \mu(A)\mu(B\Delta B') + \mu(B')\mu(A\Delta A')$$

$$\leq |\mu(A' \cap F^{-m_n}(B')) - \mu(A')\mu(B')| + \varepsilon'/2.$$ 

(2.8)

Therefore due to the assumptions of the lemma, for $\varepsilon = \varepsilon'/(8\pi^4)$ we can consider $n \geq N$ sufficiently large such that (2.7) and (2.8) hold. It can then be seen, using the volume preserving change of variables defined by

$$\begin{align*}
\theta_1 &= \theta'_1, \\
\theta_2 &= \theta'_2 - (1 - q^{-1}_n)\theta', \\
\xi &= \xi',
\end{align*}$$



which essentially sends the elements in $\eta_{q_i}$ to horizontal segments, that
\[
|\mu(A' \cap F^{-m_n}(B')) - \mu(A')\mu(B')| \\
= |\mu(H_n(A') \cap H_n(F^{-m_n}(B'))) - \mu(H_n(A'))\mu(B')| \\
= \left| \int_{\xi' \in F_{q_n}} \int_{\theta_2 \in [0,1]} \sum_{i \in \sigma(\xi', \theta_2')} (\lambda^1(I_i \cap H_n(F^{-m_n}(B'))) - \lambda^1(I_i)\mu(B')) \, d\theta'_2 \, d\mu_r \right| \\
\leq \int_{\xi' \in F_{q_n}} \int_{\theta_2 \in [0,1]} \sum_{i \in \sigma(\xi', \theta_2')} |\lambda_n(\Gamma_i \cap F^{-m_n}(B')) - \lambda_n(\Gamma_i)\mu(B')| \, d\theta'_2 \, d\mu_r \\
\leq \int_{\xi' \in F_{q_n}} \int_{\theta_2 \in [0,1]} \sum_{i \in \sigma(\xi', \theta_2')} \varepsilon\lambda_n(\Gamma_i)\mu(B') \, d\theta'_2 \, d\mu_r = \varepsilon\mu(A')\mu(B') < \varepsilon'/2,
\]
which together with (2.8) finishes the proof. \qed

Remark 2.6. Since the Anosov-Katok scheme does not give an explicit expression for the limit map $F$, we need to find a similar criterion to the one in Lemma 2.5 which can be verified instead for the approximating maps $\{F_n\}$ and the sets $B_{\pm\varepsilon}$. This allows us to recover, if $\{F_n\}$ converges sufficiently fast, the original assumption in Lemma 2.5. It will suffice that the approximating maps converge sufficiently fast and are approximately mixing in the sense of Definition 2.3.

Consider $\gamma > 0$ as given by Lemma 2.1.

Lemma 2.7 (Criterion for weak mixing). Consider $\{\eta_n\}$ and $C$ as described at the beginning of the section. Suppose that $F$ is the limit diffeomorphism of $\{F_n\} \subset \text{Diff}_{\Delta}^c(S^3)$ and that there are sequences $\varepsilon_n \to 0$ and $m_n \to \infty$ such that for all $n \in \mathbb{N}$ the map $F_n$ is $(q_n, q'_n, \varepsilon_n, m_n, H_n)$-mixing, where $\{H_n\} \subset \text{Diff}_?^c(S^3, \mu)$ is such that the collections of sets $\nu_n = \{H_n^{-1}(I), I \in \eta_n\}$ converge to the decomposition into points. If for all $n$ sufficiently large
\[
|F^{m_n} - F_n^{m_n}|_{\Delta} < \gamma\varepsilon_n q_n^{-3/2}, \tag{2.9}
\]
then $F$ is weakly mixing.

Proof. We only need to see that the assumptions of Lemma 2.7 imply the assumptions of Lemma 2.5. Fix $\varepsilon > 0$. We can consider $n$ big enough so that $\varepsilon_n \leq \varepsilon/90$ and the map $F_n$ is $(q_n, q'_n, \varepsilon_n, m_n, H_n)$-mixing. It follows from Lemma 2.1 that for any $B \in C_n$, we have
\[
\mu(B \Delta B_{\pm\varepsilon_n}) \leq \varepsilon_n \mu(B). \tag{2.10}
\]
According to (2.3), (2.4) and (2.9) we obtain, for any $\Gamma \in \nu_n$,
\[
\Gamma \cap F_n^{-m_n}(B_{-\varepsilon_n}) \subset \Gamma \cap F^{-m_n}(B) \subset \Gamma \cap F_n^{-m_n}(B_{\varepsilon_n}).
\]
Hence, since
\[ \lambda_n(\Gamma \cap F_{-m_n}(B_{\pm \epsilon_n})) = \lambda^1(I \cap H_n(F_{-m_n}(B_{\pm \epsilon_n}))) \]
and
\[ \lambda_n(\Gamma) = \lambda^1(H_n(\Gamma)) = \lambda^1(I), \]
it follows from (2.6) that
\[ \lambda_n(\Gamma) \mu(B_{-\epsilon_n}) - \epsilon/3 \lambda_n(\Gamma) \mu(B) \leq \lambda_n(\Gamma \cap F_{-m_n}(B)) \leq (1 + \epsilon/3) \lambda_n(\Gamma) \mu(B_{\epsilon_n}), \]
which due to (2.10) implies
\[ |\lambda_n(\Gamma \cap F_{-m_n}(B)) - \lambda_n(\Gamma) \mu(B)| \leq \epsilon \lambda_n(\Gamma) \mu(B). \]
This finishes the proof. \hfill \square

3 Construction of the map

The Anosov-Katok scheme that we use can be understood as a modification of the scheme used in [4]. The main result in [4] (see Theorem 1) states that for any \( \beta \in \mathbb{T} \) there exists a uniquely ergodic and volume preserving diffeomorphism \( f \in \text{Diff}_\omega(S^3) \), arbitrarily close to \( \varphi_\beta \) in the analytic topology, which is obtained as the limit of a sequence \( \{f_l\} \) with \( f_{l-1} = \varphi_{\beta_0} \) and for \( l \geq 0 \)

\[ f_l = H_l^{-1} \circ \varphi_{\beta_0} \circ h_l, \]

with \( H_l \in \text{Diff}_\omega(S^3, \mu) \) defined inductively as \( H_{-1} = id \),

\[ H_l = h_l \circ H_{l-1}, \quad h_l \circ \varphi_{\beta_l} = \varphi_{\beta_l} \circ h_l \]

for appropriate sequences \( \{\beta_l\}_{l \geq 0} \subset \mathbb{Q} \) and \( \{h_l\}_{l \geq 0} \subset \text{Diff}_\omega(S^3, \mu) \). We can then reformulate their conclusion in the form of the following proposition.

**Proposition 3.1.** For any \( \beta \in \mathbb{T} \), \( \varepsilon > 0 \) and \( \Delta > 1 \) there exist sequences \( \{\beta_l\}_{l \geq 0} \subset \mathbb{Q} \) and \( \{h_l\}_{l \geq 0} \subset \text{Diff}_\omega(S^3, \mu) \) such that

i) \( h_l^{-1} \circ \varphi_{\beta_l} \circ h_l = \varphi_{\beta_l} \), for any \( l \geq 0 \).

ii) For \( f_l := h_0^{-1} \circ \ldots \circ h_l^{-1} \circ \varphi_{\beta_{l+1}} \circ h_l \circ \ldots \circ h_0 \), the map \( f := \lim_{l \to \infty} f_l \in \text{Diff}_\omega(S^3) \) is a uniquely ergodic volume preserving map and \( |f - \varphi_\beta|_{\Delta} \leq \varepsilon \).

**Remark 3.2.** The result in Proposition 3.1 holds for odd dimensional spheres of dimension greater or equal to three.
Let us introduce the specific form of the map that we will use to modify the construction in Proposition 3.1. For any $q \in \mathbb{N}$ and $s \in \mathbb{T}$, we define first $\zeta^s_q : \mathbb{S}^3 \to \mathbb{S}^3$ by

$$\zeta^s_q(z) := (e^{2\pi i s}z_1, e^{2\pi i (1+q^{-1})s}z_2),$$

and $\chi_q : \mathbb{S}^3 \to \mathbb{R}$ by

$$\chi_q(z) := \text{Re}(z_1^{q(q+1)}) \text{Re}(z_2^{q^2}) + \text{Im}(z_1^{q(q+1)}) \text{Im}(z_2^{q^2})$$

$$= r_1^{q(q+1)} r_2^{q^2} \cos(2\pi q^2[\theta_1(1+q^{-1}) - \theta_2]).$$

Notice that $\chi_q$ is entire in $(x_1, y_1, x_2, y_2)$. This is so because the functions in (3.2) are polynomials in the variables $x_1, y_1, x_2, y_2$, (where $z_1 = x_1 + iy_1$ and $z_2 = x_2 + iy_2$), and thus they are real entire. The maps that we use to modify the construction of Proposition 3.1 are of the form

$$g_{q,A}(z) = \zeta^q_q(z), \quad A > 0.$$  

Since $\chi_q$ is real entire, it follows from (3.1) that $g_{q,A}$ is also entire. The map $g_{q,A}$ is expressed in Hopf coordinates as

$$g_{q,A}(\theta_1, \theta_2, \xi) = (\theta_1 + A r_1^{q(q+1)} r_2^{q^2} \cos(2\pi q^2[\theta_1(1+q^{-1}) - \theta_2]),$$

$$\theta_2 + (1+q^{-1}) A r_1^{q(q+1)} r_2^{q^2} \cos(2\pi q^2[\theta_1(1+q^{-1}) - \theta_2]), \xi).$$

It follows from a computation that $\det(Dg_{q,A}) = 1$ and since $g_{q,A}$ is the identity on the third coordinate, it preserves $\mu$. Notice also that $g^{-1}_{q,A} = g_{q,-A}$ and thus $g_{q,A} \in \text{Diff}^\omega_\infty(\mathbb{S}^3, \mu)$, and also that $g_{q,A} \circ \varphi_{p/q} = \varphi_{p/q} \circ g_{q,A}$ (this commuting property is essential, as we will see later, for the conjugacies in AbC constructions). Let us define, for any $\tilde{\alpha} \in \mathbb{T}, q \in \mathbb{N}$ and $A > 0$, the map

$$\Phi_{q,A,\tilde{\alpha}} = g^{-1}_{q,A} \circ \varphi_{\tilde{\alpha}} \circ g_{q,A}.$$  

(3.5)

In the next section we show how $\Phi_{q,A,\tilde{\alpha}}$ plays a key role in the modification of the scheme in [4], by explaining the idea for one step of our construction.

### 3.1 Plan for one step of the construction

Assume that we are given a volume preserving map $F = V^{-1} \circ \varphi_\alpha \circ V, \ V \in \text{Diff}^\omega_\infty(\mathbb{S}^3, \mu)$, $\alpha = p/q \in \mathbb{Q}$. Let us explain how to use Proposition 3.1 to obtain an approximately mixing map lying arbitrarily close to $F$.

1) For an arbitrary $\varepsilon > 0$, since the limit map $f$ in Proposition 3.1 is uniquely ergodic, there exists $l$ big enough such that $f_l = H_{l^{-1}} \circ \varphi_{\beta_{l+1}} \circ H_l$ with $\beta_{l+1} = p_{l+1}/q_{l+1}$ and
$H_l = h_l \circ \ldots \circ h_0$ is “approximately ergodic” in the following sense: for a sufficiently large number of iterations the orbits of the map $f_l$ are uniformly distributed among the elements of $C_q$ with an $\varepsilon$-precision” (recall Definition 2.2 for a formal description). Since the map $V$ is volume preserving, we can also assume that this is the case for the conjugate map $f'_l := V^{-1} \circ H_l^{-1} \circ \varphi_{\beta_{l+1}} \circ H_l \circ V$, which can be assumed to be arbitrarily close to $V^{-1} \circ \varphi_{\beta_0} \circ V$. By choosing $\beta_0$ to be very close to our original $\alpha$, the distance between the initial $F$ and $f'_l$ can then be made arbitrarily small. Notice next that for any $x \in S^3$, $y := V^{-1} \circ H_l^{-1}(x)$ satisfies that the set $O_y = \{ \varphi_{\beta_{l+1}}^n(H_l \circ V(y)) \}_{n=0}^\infty$ is $1/q_{l+1}$-dense in the set

$$D_{\xi,c} := \{ \theta_2 = \theta_1 + c, \theta_1 \in T \} \times \{ \xi \}$$

for some $0 \leq c < 1$, $\xi \in [0, \pi/2]$, and it follows from the approximate ergodicity of $f'_l$ that the map $V^{-1} \circ H_l^{-1}$ must distribute uniformly the points of $O_y$ among the sets in $C_q$ with an “$\varepsilon$-precision”.

2) In order to use the previous step to obtain approximate weak mixing, we introduce the map $g_{q_{l+1},A}$ defined in (3.3) as we describe next. We prove in Proposition 5.3 that it is possible to find constants $A > 0$, $m \in \mathbb{N}$, $\tilde{\alpha} \in \mathbb{Q}$ and a partial $q_{l+1}$-decomposition $\eta_{q_{l+1}}$ such that the $m$th iterate of the map $\Phi_{q_{l+1},A,\tilde{\alpha}} = g_{q_{l+1},A}^{-1} \circ \varphi_{\tilde{\alpha}} \circ g_{q_{l+1},A}$ stretches all $I \in \eta_{q_{l+1}}$ uniformly in measure (in a sense that will be made precise later in Definition 5.1) onto a curve lying close to $D_{\xi,c}$ for some $c \in [0,1)$, $\xi \in [0, \pi/2]$. This means that for any $\Gamma \in V^{-1} \circ H_l^{-1}(\eta_{q_{l+1}})$

$$\Phi_{q_{l+1},A,\tilde{\alpha}}^m \circ H_l \circ V(\Gamma) \sim D_{\xi,c}$$

(3.6)

for some $0 \leq c < 1$, $\xi \in [0, \pi/2]$. As a consequence, in the same way as the points of the set $O_y \subset D_{\xi,c}$ were distributed uniformly among the sets in $C_q$ when applying $V^{-1} \circ H_l^{-1}$, now the $m$th iteration of the map

$$\bar{F} := V^{-1} \circ H_l^{-1} \circ \Phi_{q_{l+1},A,\tilde{\alpha}} \circ H_l \circ V$$

will distribute the measure of every segment $\Gamma \in V^{-1} \circ H_l^{-1}(\eta_{q_{l+1}})$ among the sets in $C_q$ proportionally to their measure again with an “$\varepsilon$-precision”, or more formally, it will be $(q, q_{l+1}, \varepsilon, m, H_l \circ V)$-mixing. At the same time, an appropriate choice of the constants can be made so that the distance between $\bar{F}$ and $F$ remains small.

By iterating the two steps above we can construct a sequence of maps $\{F_n\}$ with each $F_n$ being approximately mixing and converging sufficiently fast so that the limit is weakly mixing by Lemma 2.7.
4 Proof of Theorem A

In this section we finish the proof of Theorem A. Before doing this, we will need a couple of preliminary results.

**Lemma 4.1.** Let \( \varepsilon > 0 \), \( q \in \mathbb{N} \) and \( K \in \text{Diff}_\omega^\infty(S^3, \mu) \) be fixed. For any integer \( q' > q \) sufficiently large, for any partial \( q' \)-decomposition \( \eta_{q'} \), \( \nu_{q'} := \{ K^{-1}(I) \mid I \in \eta_{q'} \} \) satisfies that for any \( B \in C_q \) there exists \( \{ \Gamma_i \}_{i \in \sigma} \subset \nu_{q'} \) with \( \mu(B \Delta \cup_{i \in \sigma} \Gamma_i) < \varepsilon \).

**Proof.** Consider the collection of sets \( K(B), B \in C_q \). Since \( \{ \eta_{q'} \} \) converges to the decomposition into points as \( q' \to \infty \), there exists \( q' \) sufficiently large such that for any \( B \in C_q \) there exists a collection \( \{ I_i \}_{i \in \sigma} \subset \eta_{q'} \) with \( \mu(K(B) \Delta \cup_{i \in \sigma} I_i) < \varepsilon \). Since \( K \) is a volume preserving diffeomorphism, this finishes the proof. \( \square \)

The following proposition is the core of the iterative scheme needed for the proof of Theorem A.

**Proposition 4.2** (Inductive step). Given \( V \in \text{Diff}_\omega^\infty(S^3, \mu) \), \( \alpha = p/q \in \mathbb{Q} \), \( \varepsilon > 0 \) and \( m \in \mathbb{N} \), there exists \( H \in \text{Diff}_\omega^\infty(S^3, \mu) \) such that for any \( L > 0 \) there are \( m < \tilde{m} \in \mathbb{N} \), \( A > 0 \), \( \alpha_0 = \tilde{p}/\tilde{q} \in \mathbb{Q} \), \( q < q' < \tilde{q} \) with

\[
q' > q + L
\]

and a partial \( q' \)-decomposition \( \eta_{q'} \) such that

\[
F := V^{-1} \circ H^{-1} \circ \Phi_{q',A,\tilde{\alpha}} \circ H \circ V
\]

with \( \Phi_{q',A,\tilde{\alpha}} \) defined by (3.5) satisfies:

i) \( |F^j - V^{-1} \circ \varphi_{\alpha}^j \circ V| \Delta < \varepsilon, \quad 0 < j \leq m \),

ii) \( F \) is \((q, q', \varepsilon, \tilde{m}, H \circ V)\)-mixing.

Let postpone the proof of Proposition 4.2 to Section 6 and focus now instead on the proof of Theorem A.

**Proof of Theorem A.** Recall that, for a fixed \( \Delta > 1 \), \( \tilde{\varepsilon} > 0 \) and \( \tilde{\alpha} \in \mathbb{T} \) we want to prove that there exists a volume preserving map \( F \in \text{Diff}_\omega^\Delta(S^3) \) which is weakly mixing and satisfies \( |F - \varphi_{\tilde{\alpha}}| \Delta < \tilde{\varepsilon} \). We claim that \( F \) can be found as the limit of a sequence \( \{ F_n \}_{n \geq 0} \subset \text{Diff}_\omega^\Delta(S^3) \) of the form, for \( n \geq 1 \),

\[
F_n = H_{n-1}^{-1} \circ \Phi_{q_{n-1},A_{n-1},\alpha_n} \circ H_{n-1}, \text{ with } H_{n-1} \in \text{Diff}_\omega^\Delta(S^3, \mu)
\]

for an appropriate choice of parameters. Let us show that such a sequence can be built by induction. Consider first \( \alpha_0 = p_0/q_0 \in \mathbb{Q} \) with

\[
|\varphi_{\tilde{\alpha}} - \varphi_{\alpha_0}| \Delta < \tilde{\varepsilon}/4,
\]

\[ (4.3) \]
and let $F_0 := \varphi_{\alpha_0}$. We apply Proposition 4.2 for $V = Id$, $\alpha = \alpha_0$, $\varepsilon = \varepsilon_0 = \min\{\bar{\varepsilon}/4, \gamma\bar{\varepsilon}/4\}$ and $m = 1$ to obtain $H_0 := H$ such that, for $L_0(\varepsilon_0, q_0, H_0)$ sufficiently large for the conclusion of Lemma 4.1 (for fixed $\varepsilon = \varepsilon_0/\#C_{q_0}, q = q_0, K = H_0$) to be satisfied for any

$$q' > q_0 + L_0(\varepsilon_0, q_0, H_0),$$

we have

$$A_0 := A, \quad m_0 := \tilde{m}, \quad \alpha_1 = p_1/q_1 := \tilde{\alpha}, \quad q_0 + L_0(\varepsilon_0, q_0, H_0) < q'_0 < q_1$$

and a partial $\eta'_0$-decomposition $\eta'_0$ such that

$$|F_1 - F_0|_\Delta < \varepsilon_0 \quad (4.4)$$

and $F_1$ is $(q_0, q'_0, \varepsilon_0, m_0, H_0)$-mixing.

For $n \geq 2$ we can apply again Proposition 4.2 for $V = g_{q_{n-2}}', A_{n-2} \circ H_{n-2} \circ \ldots \circ g_{q_0}', A_0 \circ H_0$, $\alpha = \alpha_{n-1}$,

$$\begin{equation} \varepsilon_{n-1} = 2^{-1} q_{n-2}^{-3/2} \min \{ \varepsilon_{n-2}, \gamma \varepsilon_{n-2} \} \quad (4.5) \end{equation}$$

and $m = m_{n-2}$ to obtain $H$ such that, for $L(\varepsilon_{n-1}, q_{n-1}, H \circ V)$ sufficiently large for the conclusion of Lemma 4.1 (for fixed $\varepsilon = \varepsilon_{n-1}/\#C_{q_{n-1}}, q = q_{n-1}, K = H_{n-1} := H \circ V$) to be satisfied for any

$$q' > q_{n-1} + L_{n-1}(\varepsilon_{n-1}, q_{n-1}, H \circ V),$$

we have

$$A_{n-1} := A, \quad m_{n-1} := \tilde{m}, \quad \alpha_n := \tilde{\alpha}, \quad q_{n-1} + L_{n-1}(\varepsilon_{n-1}, q_{n-1}, H \circ V) < q'_{n-1} < q_n,$$

and a partial $\eta'_{n-1}$-decomposition $\eta'_{n-1}$ such that

$$|F^n_j - F^n_{j-1}|_\Delta < \varepsilon_{n-1}, \text{ for all } 0 \leq j \leq m_{n-2} \quad (4.6)$$

and $F_n$ is $(q_{n-1}, q'_{n-1}, \varepsilon_{n-1}, m_{n-1}, H_{n-1})$-mixing. This finishes the construction of the sequence. Notice that it follows from Proposition 4.2 that the sequence $\{m_n\}$ is strictly increasing. Let us now justify that the limit of $\{F_{n+1}\}_{n \geq 1}$ exists and satisfies the conclusions of Theorem A. It is clear from (4.5) and (4.6) that $\{F_{n+1}\}_{n \geq 1}$ is a Cauchy sequence, and hence $F = \lim_{n \to \infty} F_n \in \text{Diff}^\omega_\Delta(S^3)$. Also $F$ is volume preserving as it is the limit of volume preserving maps.

As a consequence of our choice of the constants $L_{n-1}(\varepsilon_{n-1}, q_{n-1}, H \circ V)$ for $n \geq 1$ and Lemma 4.1 we have that the union of elements in $\nu_{n-1} = \{H_{n-1}^{-1}(I) \mid I \in \eta'_{n-1}\}$ can approximate up to an $\varepsilon_{n-1}$ error in measure any union of elements in $C_{q_{n-1}}$. Since $\varepsilon_{n-1} \to 0$ and $C_{q_{n-1}} \to \varepsilon$, it
follows that \( \nu_{n-1} \) converges to the decomposition into points as well. It follows from (4.5) that for all \( n \geq 1 \)
\[
|F_{m n-1} - F_{m n-1}| \Delta \leq \gamma \varepsilon_{n-1} q_{n-1}^{-3/2}.
\]
Thus the sequence \( \{F_{n+1}\}_{n \geq 1} \) satisfies equation (2.9) for every \( n \geq 1 \). Since clearly \( \varepsilon_n \to 0 \) and \( \{m_n\} \) is strictly increasing the assumptions of Lemma 2.7 are satisfied and thus \( F \) is weakly mixing. Finally due to (4.3), (4.4), (4.6) and (4.5) we obtain that \( |F - \varphi_\Delta| \Delta < \bar{\varepsilon} \) and this finishes the proof.

\[ \square \]

5 Uniform stretching

Before continuing with the proof of Proposition 4.2, we need to introduce the definition of uniform stretching.

**Definition 5.1** (Uniform stretching). Given \( \varepsilon > 0 \) and \( k > 0 \), we say that a real continuous function \( f \) on an interval \( I \subset \mathbb{R} \) is \((\varepsilon, k)\)-uniformly stretching on \( I \) if for \( J = \left[ \inf_J f, \sup_J f \right] \)
\[
\lambda(J) \geq k
\]
and for any interval \( \tilde{J} \subset J \) we have
\[
\left| \frac{\lambda(I \cap f^{-1}(\tilde{J}))}{\lambda(I)} - \frac{\lambda(\tilde{J})}{\lambda(J)} \right| \leq \varepsilon \frac{\lambda(\tilde{J})}{\lambda(J)}.
\]

The main idea behind uniform stretching is that the interval \( I \) is stretched “almost linearly” in measure. The following lemma, which can be found in [6] (see Lemma 2), provides a criterion for a function to be uniformly stretching.

**Lemma 5.2.** If \( f \in C^3(\mathbb{R}) \) is monotonic on an interval \( I \subset \mathbb{R} \) and
\[
\lambda(J) \geq k,
\]
\[
\sup_J |f''(x)| \lambda(I) \leq \varepsilon \inf_J |f'(x)|,
\]
where \( J = [\inf_J f, \sup_J f] \), then \( f \) is \((\varepsilon, k)\)-uniformly stretching on \( I \).

Let us define the set, for \( q \geq 16 \) and \( 0 \leq c < 1 \),
\[
M_{q,c} = \bigcup_{k=1}^{4q^2} \left[ \frac{k}{4q^2} - \frac{1}{4q^{5/2}}, \frac{k}{4q^2} + \frac{1}{4q^{5/2}} + c \frac{k}{2} \right] \subset \mathbb{T}.
\]

The criterion in Lemma 5.2 allows us to prove the following result.
Lemma 5.3. Given \( \rho, \delta > 0, \omega = p/q \in \mathbb{Q}, l \in \mathbb{N} \) and \( U \in \text{Diff}_c^\omega(S^1) \) there exist \( l < \tilde{m} \in \mathbb{N} \), \( \tilde{\omega} = \tilde{p}/\tilde{q} \in \mathbb{Q} \), \( A > 0 \) and a partial \( q \)-decomposition \( \eta \) such that for all \( I \in \eta \)

i) \( \lambda^2(\Phi_{q,A,\tilde{\omega}}(I)) = 1 \),

ii) if \( I \in \tilde{\eta} \times \{\xi\} \subset \eta \) then \( \Pi_{\theta_1}I \notin M_{q,c} \).

iii) for any interval \( J \subset \Phi_{q,A,\tilde{\omega}}^m(I) \) we have

\[
\left| \frac{\lambda^1(I \cap \Phi_{q,A,\tilde{\omega}}^{-1}(J))}{\lambda^1(I)} - \lambda^2(J) \right| \leq \rho \lambda^2(J),
\]

(iv) \( |U^{-1} \circ \Phi_{q,A,\tilde{\omega}}^i U - U^{-1} \circ \varphi^i \circ U|_{\Delta} < \delta, \quad 1 < i \leq l \).

Proof. Let us first write explicitly, for any \( m \in \mathbb{N} \), the \( m \)th iterate of the map \( \Phi_{q,A,\tilde{\omega}} \) restricted to the first two coordinates of a connected set \( I \subset N_{q,c} \times \{\xi\} \), for any \( \xi \in F_q, c \in [0,1) \). It follows from a computation that, for any \( m \in \mathbb{N} \)

\[
\Phi_{q,A,\tilde{\omega}}^m|_I = (\theta_1 + m\tilde{\omega}, \theta_2 + m\tilde{\omega}) + A r_1^{q(q+1)} r_2^2 (\cos(2\pi q^2(2\theta_1 - c)), (1 + q^{-1}) \cos(2\pi q^2(2\theta_1 - c)))
\]

\[
- A r_1^{q(q+1)} r_2^2 (\cos(2\pi q^2(2\theta_1 - c) + qm\tilde{\omega})), (1 + q^{-1}) \cos(2\pi q^2(2\theta_1 - c) + qm\tilde{\omega})).
\]

Let us define (we assume without loss of generality \( q \) not to be a factor of \( \tilde{q} \))

\[
\tilde{m} := \min \left\{ \tilde{q} \leq m \leq 2\tilde{q} \text{ s.t. } \inf_{k \in \mathbb{Z}} \left| qm\tilde{\omega} - \frac{1}{2} + k \right| \leq \frac{1}{q} \right\}. \tag{5.3}
\]

For this particular iterate we obtain \( \Phi_{q,A,\tilde{\omega}}^m|_I(\theta_1, \theta_2) = (f_1(\theta_1) \text{ mod 1}, f_2(\theta_1) \text{ mod 1}) \), with

\[
f_1(\theta_1) = \theta_1 + \tilde{m}\tilde{\omega} + 2A r_1^{q(q+1)} r_2^2 (\cos(2\pi q^2(2\theta_1 - c)) - \sigma(\theta_1)/2), \tag{5.4}
\]

\[
f_2(\theta_1) = (q^{-1} - 1)\theta_1 + c + \tilde{m}\tilde{\omega} + 2(1 + q^{-1})A r_1^{q(q+1)} r_2^2 (\cos(2\pi q^2(2\theta_1 - c)) - \sigma(\theta_1)/2), \tag{5.5}
\]

where

\[
\sigma(\theta_1) := \cos(2\pi q^2(2\theta_1 - c) + q\tilde{m}\tilde{\omega})) + \cos(2\pi q^2(2\theta_1 - c)).
\]

By the mean value theorem and assuming \( \tilde{q} \) to be sufficiently large w.r.t. \( A \) and \( q \), we can assume without loss of generality that

\[
4A r_1^{q(q+1)} r_2^2 |\sigma'| \leq 1, \quad 4A r_1^{q(q+1)} r_2^2 |\sigma''| \leq 1. \tag{5.6}
\]

Consider a connected set \( I \subset N_{q,c} \times \{\xi\} \) such that \( \Pi_{\theta_1}I \subset \mathbb{T} \setminus M_{q,c} \). Assume also that \( \lambda^2(\Phi_{q,A,\tilde{\omega}}(I)) = 1 \). Since \( f_2 \) is a monotonic function on the connected sets of \( \mathbb{T} \setminus M_{q,c} \), the
latter assumption can always be satisfied if it does not imply that the size of $\Pi_{\theta_1} I$ is larger than the size of the connected components in $T \setminus M_{q,c}$. That this is not the case can be ensured if the derivative of $f_2$ is uniformly sufficiently large w.r.t. $q$, something that we will see one can assume by considering $A$ to be sufficiently large.

It follows from (1.8) that the term $r_1^{q(q+1)} r_2^2$ is uniformly bounded away from zero (with a lower bound depending on $q$) for $\xi \in F_q$ and

$$|\sin(2\pi q^2(2\theta_1 - c))| \geq q^{-\frac{1}{2}}$$

(5.7)

on $T \setminus M_{q,c}$. The latter inequalities together with the assumption (5.6) lead to the estimates, for $A$ sufficiently large with respect to $q$,

$$\inf_{T \setminus M_{q,c}} |f_2'(\theta_1)| \geq AC_1(q),$$

(5.8)

$$\sup_{T \setminus M_{q,c}} |f_2''(\theta_1)| \leq AC_2(q)$$

(5.9)

for some positive constants $C_1(q)$ and $C_2(q)$ depending on $q$. We have already seen that since $\Pi_{\theta_1} I \subset T \setminus M_{q,c}$, $I$ is connected and the function $f_2$ is monotonic on $\Pi_{\theta_1} I$, if $\lambda(f_2(\Pi_{\theta_1} I)) = 1$ is satisfied we necessarily have that

$$\lambda^1(I) \leq \frac{1}{\inf_{T \setminus M_{q,c}} |f_2'(\theta_1)|}.$$ 

(5.10)

In particular if $A$ is sufficiently large w.r.t. $q$ then

$$\lambda^1(I) \leq q^{-3}$$

(5.11)

by (5.10) and so $I$ satisfies (1.11). It follows from equations (5.8), (5.9) that there exists $C(q) > 0$ such that if $A \geq C(q)/\rho$ then

$$\frac{\sup_{\theta_1 \in \Pi_{\theta_1} I} |f_2''(\theta_1)| \lambda^1(I)}{\inf_{\theta_1 \in \Pi_{\theta_1}} |f_2'(\theta_1)|} \leq C(q)/A \leq \rho.$$ 

(5.12)

Therefore choosing $A \geq C(q)/\rho$ and sufficiently large so that (5.11) is satisfied, according to Lemma 5.2 $f_2$ is $(\rho, 1)$-uniformly stretching on the interval $\Pi_{\theta_1} I$. This implies (5.2). Notice that the assumptions above require that we assume that $A$ is sufficiently large w.r.t $q$ and $\rho$, and that $\tilde{q}$ is sufficiently large w.r.t. $q, \rho$ and $A$.

In short, so far we have proved that there exists a choice of $A$, $\tilde{\omega} = \tilde{p}/\tilde{q}$ and $\tilde{m}$ for which for any $0 \leq c < 1$ and $\xi \in F_q$, any connected set $I \subset N_{q,c} \times \{\xi\}$ with $\Pi_{\theta_1} I \subset T \setminus M_{q,c}$ and
\( \lambda(f_2(\Pi_{\theta_1} I)) = 1 \) satisfies that \( \lambda^1(I) < q^{-2} \) and that \( f_2 \) is \((\rho, 1)\)-uniformly stretching on \( \Pi_{\theta_1} I \).

Let us now justify that we can define a partial \( q \)-decomposition \( \eta_q \) with all \( I \in \eta_q \) satisfying the conditions \( i), ii) \) and \( iii) \). It follows from combining the estimate \((5.11)\) and the fact that the set \( M_{q,c} \) has a small measure, namely \( \lambda(M_{q,c}) = 2/\sqrt{q} \), that we can indeed choose a collection of connected sets in \( \eta_{q,c} \times \{ \xi \} \) for every \( 0 \leq c < 1 \) and \( \xi \in \mathcal{F}_q \) as above in such a way that equation \((1.10)\) is satisfied (so that their union is large in measure). Condition \((1.11)\) follows directly from \((5.11)\). Thus according to Definition 1.5 such a collection of sets is a partial \( q \)-decomposition.

Assume that we have restricted the choice of parameters \( A, \tilde{\omega} \) and \( \hat{m} \) in such a way that they satisfy the relations above, and notice that we can assume without loss of generality that \( \tilde{q} \) is arbitrarily large. We can thus assume that \( \tilde{\omega} = \tilde{p}/\tilde{q} \) was chosen with \( \tilde{q} \) sufficiently large w.r.t. \( l, q \) and \( A \) in such a way that \( \|Dg_{q,A} \circ U\|_{BR} l \|\tilde{\omega} - \omega\| < \delta \), where \( R > 0 \) is sufficiently large so that \( g_{q,A} \circ U(B_\Delta) \subset B_R \). Then we have

\[
|U^{-1} \circ g_{q,A}^{-1} \circ \varphi^t_{\omega} \circ g_{q,A} \circ U - U^{-1} \circ \varphi^t_{\omega} \circ U|_\Delta 
= |U^{-1} \circ g_{q,A}^{-1} \circ \varphi^t_{\omega} \circ g_{q,A} \circ U - U^{-1} \circ g_{q,A}^{-1} \circ \varphi^t_{\omega} \circ g_{q,A} \circ U|_\Delta < \|Dg_{q,A} \circ U\|_{BR} l \|\tilde{\omega} - \omega\| < \delta
\]

for \( 1 < i \leq l \). This implies \( iv) \). At the same time, requiring \( \tilde{q} \) to be even larger if needed also allows us to fulfill the requirement \( l < \hat{m} \), because it follows from \((5.3)\) that \( \hat{m} \to \infty \) as \( \tilde{q} \to \infty \). This finishes the proof.

\section{Proof of the inductive proposition}

In this section we complete the proof of Theorem A by proving Proposition 4.2. We will need a couple of preliminary lemmas. Let us show first that Proposition 3.1 implies that for any \( \varepsilon > 0, \alpha = p/q \in \mathbb{T} \) and \( N \in \mathbb{N} \) sufficiently large, we can find a \((q, \varepsilon, N)\)-ergodic map arbitrarily close to \( \varphi_\alpha \) in the analytic topology. This is a particular case of the following statement.

\textbf{Lemma 6.1.} For any \( a = p/q \in \mathbb{Q}, \varepsilon, \kappa > 0, \mathbb{U} \in \text{Diff}^\omega_{\infty}(S^3, \mu) \) and \( m \in \mathbb{N} \) there exist \( a' = p'/q' \in \mathbb{Q} \) and \( \mathbb{H} \in \text{Diff}^\omega_{\infty}(S^3, \mu) \) such that

\[
f := \mathbb{U}^{-1} \circ \mathbb{H}^{-1} \circ \varphi_{a'} \circ \mathbb{H} \circ \mathbb{U}
\]

is \((q, \varepsilon, q')\)-ergodic and \( |f^i - \mathbb{U}^{-1} \circ \varphi^t_{a} \circ \mathbb{U}|_\Delta \lesssim \kappa, 0 < i \leq m \). Furthermore, \( q' \) can be assumed to be arbitrarily large independently of \( a, \varepsilon, \kappa, \mathbb{U}, m \) and \( \mathbb{H} \).

\textbf{Proof.} It follows from Proposition 3.1 that we can find a sequence of maps

\[
H_j = h_j \circ \ldots \circ h_0 \subset \text{Diff}^\omega_{\infty}(S^3, \mu),
\]
\( h_{-1} = id \) and a sequence \( \{ \beta_j \} = \{ p_j / q_j \} \subset \mathbb{Q} \) with \( \beta_0 = \alpha \) such that

\[
\lim_{j \to \infty} H_{j-1}^{-1} \circ \varphi_{\beta_j} \circ H_{j-1}
\]
is uniquely ergodic. Therefore

\[
\tilde{f} := \lim_{j \to \infty} f_j = \lim_{j \to \infty} \mathbb{U}^{-1} \circ H_{j-1}^{-1} \circ \varphi_{\beta_j} \circ H_{j-1} \circ \mathbb{U}
\]
is also uniquely ergodic with respect to \( \mu \), because \( \mathbb{U} \) is assumed to be volume preserving. For any fixed \( j \in \mathbb{N} \), consider a ball \( B_{R_j} \) such that \( H_j \circ \mathbb{U}(B_{\Delta}) \subset B_{R_j} \). We can assume without loss of generality that the sequence \( \{ \beta_j \}_{j=0}^{\infty} \) satisfies

\[
|\beta_{j+1} - \beta_j| < \frac{1}{2^{j+1}} \min \left\{ \left( \min \left\| D(H_j \circ \mathbb{U}) \right\|_{B_{R_j}} \right)^{-1} \gamma, \ (q_j \left\| D(H_j \circ \mathbb{U}) \right\|_{B_{R_j}})^{-1} \gamma \epsilon q_j^{-3/2} \right\}.
\]

Then from (6.2) we obtain that for any \( l \in \mathbb{N} \)

\[
\| f_i - \mathbb{U}^{-1} \circ \varphi_{\alpha} \circ \mathbb{U} \|_{\Delta} < \gamma, \quad 0 < i \leq m,
\]
and

\[
| f_i - f_i \|_{\Delta} < \gamma \epsilon q_i^{-3/2}, \quad 0 < i \leq q_i - 1.
\]

Therefore due to (6.2) we obtain that for any \( l \in \mathbb{N} \)

\[
| f_i - \mathbb{U}^{-1} \circ \varphi_{\alpha} \circ \mathbb{U} \|_{\Delta} < \epsilon, \quad 0 < i \leq m,
\]
and

\[
| f_i - f_i \|_{\Delta} < \gamma \epsilon q_i^{-3/2}, \quad 0 < i \leq q_i - 1.
\]

For all \( l \) sufficiently large, due to the fact that \( \tilde{f} \) is uniquely ergodic (and so we have uniform convergence of Birkhoff sums), for all \( x \in S^3, B \in \mathbb{C}_q \) and any \( \bar{B} \in \{ B_{-2\epsilon}, B_{2\epsilon}, B \} \) we have

\[
\left| \frac{1}{q_l} \sum_{k=0}^{q_l-1} 1_{\bar{B}} \tilde{f}^k(x) - \mu(\bar{B}) \right| < \frac{\epsilon}{2} \mu(\bar{B}).
\]

Therefore for a fixed \( l \) large enough so that the inequalities above hold, using (2.3), (2.4) and (6.3) we obtain

\[
\sum_{k=0}^{q_l-1} 1_{B_{-2\epsilon}} \tilde{f}^k(x) \leq \sum_{k=0}^{q_l-1} 1_{B_{-\epsilon}} f_l^k(x) \leq \sum_{k=0}^{q_l-1} 1_{B} \tilde{f}^k(x) \leq \sum_{k=0}^{q_l-1} 1_{B_{\epsilon}} f_l^k(x) \leq \sum_{k=0}^{q_l-1} 1_{B_{2\epsilon}} \tilde{f}^k(x).
\]

Then the inequality \( |\mu(B) - \mu(B_{\pm 2\epsilon})| < 2\epsilon \mu(B) \) leads to

\[
\left| \frac{1}{q_l} \sum_{k=0}^{q_l-1} 1_{B_{\pm \epsilon}} f_l^k(x) - \mu(B_{\pm \epsilon}) \right| < 3\epsilon \mu(B).
\]
This implies that \( f := f_l = U^{-1} \circ H_{l-1}^{-1} \circ \varphi_{a'} \circ H_{l-1} \circ U \), with \( a' := \beta_l \) and \( \mathbb{H} := H_{l-1} \) satisfy the conclusions of the lemma. Since all the inequalities above hold for all \( l \) large enough, we can indeed assume that \( q' := q_l \) has been chosen arbitrarily large independently of \( a, e, \mathbb{K}, \mathbb{U}, m \) and \( \mathbb{H} \).

Following the scheme of the construction explained in Section 3.1, we want to prove that we can go from approximate ergodicity in the sense of Definition 2.2 to approximate mixing in the sense of Definition 2.3 by composing with the map defined in (3.3). In order to do that, we need some technical lemmas.

### 6.1 Choice of a partition

Given \( \rho, \delta > 0 \), \( \alpha' = \rho' / q' \in \mathbb{Q}, l \in \mathbb{N} \) and \( U \in \text{Diff}^\omega_1 (\mathbb{S}^3) \), assume that \( \Phi_{q',A,\alpha'}^m \) as in (3.5) and a partial \( q' \)-decomposition \( \eta_{q'} \) have been chosen to satisfy the conclusions of Lemma 5.3 for some \( m' = \tilde{m}, A > 0 \) and \( \alpha'' = \tilde{\omega} \), where \( \omega = \alpha' \). Our goal in this section is to define a partition \( \mathcal{J} \) of \( \Phi_{q',A,\alpha''} (I) \) for any given \( I \in \eta_{q'} \). The properties that these partitions need to satisfy to be able to conclude the proof of Proposition 4.2 are given by Lemma 6.4, which is the main result of this section. Recall that \( D_{\xi,\tilde{c}} = \{ \theta_2 = \theta_1 + \tilde{c}, \theta_1 \in \mathbb{T} \} \times \{ \xi \} \). The purpose of the following lemma is to show that, under these assumptions, the image of any \( I \in \eta_{q',c} \times \{ \xi \} \subset \eta_{q'} \) by \( \Phi_{q',A,\alpha''}^m \) lies close to a shifted diagonal \( D_{\xi,\tilde{c}} \) for some \( 0 \leq \tilde{c} < 1 \).

**Lemma 6.2.** Under the assumptions above, for every \( I \in \eta_{q',c} \times \{ \xi \} \subset \eta_{q'} \) there exists 0 \( \leq \tilde{c} < 1 \) and \( z_0 \in D_{\xi,\tilde{c}} \cap \Phi_{q',A,\alpha''}^m (I) \) with

\[
\sup_{\theta_1 \in \Pi_{q',I}} |f_2(\theta_1) - f_1(\theta_1) - \tilde{c}| < 10/\sqrt{q'}, \tag{6.4}
\]

where \( f_1 \) and \( f_2 \) are as in (5.4) and (5.5).

**Proof.** The proof follows from considering \( z_0 \in D_{\xi,\tilde{c}} \cap \Phi_{q',A,\alpha''}^m (I) \), which must exist for some \( 0 \leq \tilde{c} < 1 \) and then estimating \( \sup_{T \setminus M_{q',c}} |f_2'(\theta_1) - f_1'(\theta_1)| \) and \( \lambda^1(I) \) from above using equations (5.4), (5.5) and (5.7). Then by the mean value theorem one obtains the upper bound for \( \sup_{T \setminus M_{q',c}} |f_2'(\theta_1) - f_1'(\theta_1)| - \tilde{c} | \) in (6.4). \( \square \)

Consider now, for \( I \in \eta_{q'} \) with \( \eta_{q'} \) a partial \( q' \)-decomposition as above, \( z_0 \in D_{\xi,\tilde{c}} \cap \Phi_{q',A,\alpha''}^m (I) \) and \( \tilde{c} \) as given by Lemma 6.2, the partition \( \mathcal{J} := \{ \tilde{J}_k \}_{k=0}^{q'-1} \) of \( D_{\xi,\tilde{c}} \) given by

\[
\tilde{J}_0 = \left\{ \theta_2 = \theta_1 + \tilde{c}, \theta_1 \in \left[ z_0 - \frac{1}{2q'}, z_0 + \frac{1}{2q'} \right] \right\}, \quad \tilde{J}_k := \varphi_{\alpha''}^k (J_0), \quad 1 \leq k \leq q' - 1.
\]
**Definition 6.3.** We call \( \mathcal{J} \) the partition of the set \( \Phi_{q',A,\alpha'^k}(I) \) given by

\[
\mathcal{J} := \left\{ J_k \in \Phi_{q',A,\alpha'^k}(I) \mid \Pi_{\theta_2}(J_k) = \Pi_{\theta_2}(\tilde{J}_k), \tilde{J}_k \in \tilde{\mathcal{J}} \right\}.
\]

(6.5)

The new partition \( \mathcal{J} \) is well defined because \( f_2 \) is monotone on \( \Pi_{\theta_1} I \) and \( \lambda(f_2(I)) = 1 \) (these properties hold because \( I \) belongs to a partial \( q' \)-decomposition \( \eta_{q'} \) as given by Lemma 5.3). The reason behind defining the partition \( \mathcal{J} \) in this way is that the bound in (6.4) will allow us to compare the behaviour of its elements to points of the orbit \( \{ \varphi_{\alpha'^k}(z_0) \}^{q'-1}_{k=0} \).

Having introduced the partitions \( \mathcal{J} \), we can now proceed to state Lemma 6.4.

**Lemma 6.4.** Consider \( m \in \mathbb{N} \) and

\[
f = V^{-1} \circ H^{-1} \circ \varphi_{\alpha'} \circ H \circ V
\]

(\( q, 2\epsilon, q' \))-ergodic for \( \alpha = p/q, \alpha' = p'/q' \in \mathbb{Q}, \epsilon > 0, H \) and \( V \in \text{Diff}^\omega_\infty(\mathbb{S}^3, \mu) \) fixed. There exists \( Q(q, \epsilon, H, V) > 0 \) such that if \( q' > Q(q, \epsilon, H, V) \) then for any \( \kappa > 0 \) there exist \( A > 0, m' \in \mathbb{N}, \alpha'' = p''/q'' \in \mathbb{Q} \) and a partial \( q' \)-decomposition \( \eta_{q'} \) such that:

a) \( \Phi_{q',A,\alpha''} \) and \( \eta_{q'} \) satisfy the conclusion of Lemma 5.3 for \( \rho = \epsilon \mu(B) \), \( \delta = \kappa, \omega = \alpha', l = m, U = H \circ V, \tilde{m} = m' \) and \( \tilde{\omega} = \alpha'' \).

b) For any \( B \in \mathcal{C}_q \) and \( I \in \eta_{q'} \) the subcollections

\[
\mathcal{J}_{B_{\pm \epsilon}} := \{ J_k \in \mathcal{J} \mid V^{-1} \circ H^{-1}(J_k) \subset B_{\pm \epsilon}\},
\]

\[
\mathcal{J}_{B_{\pm \epsilon}^c} := \{ J_k \in \mathcal{J} \mid V^{-1} \circ H^{-1}(J_k) \subset B_{\pm \epsilon}^c\},
\]

with \( \mathcal{J} \) as in (6.5) satisfy

i) \[
\left| \sum_{J_k \in \mathcal{J}_{B_{\pm \epsilon}}} \lambda^2(J_k) - \mu(B_{\pm \epsilon}) \right| < 9\epsilon \mu(B),
\]

ii) \[
\lambda^2(\Phi_{q',A,\alpha''}(I) \setminus (\mathcal{J}_{B_{\pm \epsilon}} \cup \mathcal{J}_{B_{\pm \epsilon}^c})) < 16\epsilon \mu(B).
\]

**Remark 6.5.** Notice that in the lemma above it is essential that \( \eta_{q'} \) satisfies the conclusions of Lemma 5.3, because this is a prerequisite for the partitions \( \mathcal{J} \) to be well defined. Thus this is not only an extra feature of Lemma 6.4, the very same statement would not be well defined without it.

**Proof of Lemma 6.4.** Let us divide the proofs into part a) and part b).

**Proof of a).** It follows from Lemma 5.3 that for \( \rho = \epsilon \mu(B), \delta = \kappa, \omega = \alpha' = p'/q', l = m \) and \( U = H \circ V \), we can obtain \( m' = \tilde{m}, \alpha'' = \tilde{\omega}, A > 0 \) and a partial \( q' \)-decomposition \( \eta_{q'} \) such that
$\Phi_{q',\alpha}$ and $\eta_{q'}$ satisfy the conclusions of Lemma 5.3. This proves a).

**Proof of b).** It is left to verify that with our choice of parameters when applying Lemma 5.3 as above, b) is also satisfied. For any $I \in \eta_{q'}$, $B \in C_q$, let us show that the collections of intervals $J_{B_{\pm q}}$, $J_{B_{\pm q}^c}$ satisfy i) and ii) if $q'$ is assumed to be sufficiently large with respect to an appropriately chosen constant $Q(q,\varepsilon,H,V)$ depending on $q,\varepsilon,H$ and $V$.

It follows from the uniform continuity of $V^{-1} \circ H^{-1}$ and (6.4) that for $q'$ big enough with respect to $\varepsilon^{-1}$, if $V^{-1} \circ H^{-1}(\varphi_{\alpha}(z_0)) \in B_{-2\varepsilon}$ then we have that $J_k \in J_{B_{-2\varepsilon}}$, and if $V^{-1} \circ H^{-1}(\varphi_{\alpha}(z_0)) \in B_{2\varepsilon}^c$, then $J_k \in J_{B_{2\varepsilon}}$. Let us fix $q'$ bigger than a constant $Q(q,\varepsilon,H,V)$ such that the latter holds. This leads to the inequalities

$$
\frac{1}{q'} \sum_{k=0}^{q'-1} \mathbb{1}_{B_{-2\varepsilon}}(V^{-1} \circ H^{-1}(\varphi_{\alpha}(z_0))) \leq \frac{1}{q'} \# J_{B_{-2\varepsilon}} \leq \frac{1}{q'} \sum_{k=0}^{q'-1} \mathbb{1}_{B_{2\varepsilon}}(V^{-1} \circ H^{-1}(\varphi_{\alpha}(z_0))).
$$

(6.6)

Notice also that

$$
\sum_{J_k \in J_{B_{\pm q}}} \lambda^2(J_k) = \frac{1}{q'} \# J_{B_{\pm q}}.
$$

Therefore using that $f$ is $(q,2\varepsilon,q')$-ergodic and Lemma 2.1, we obtain

$$
\left| \sum_{J_k \in J_{B_{\pm q}}} \lambda^2(J_k) - \mu(B_{\pm q}) \right| \leq \max_{\pm} \left| \frac{1}{q'} \sum_{k=0}^{q'-1} \mathbb{1}_{B_{\pm 2\varepsilon}}(V^{-1} \circ H^{-1}(\varphi_{\alpha}(z_0))) - \mu(B_{\pm 2\varepsilon}) \right|
$$

$$
+ \left| \mu(B_{\pm q}) - \mu(B_{\pm 2\varepsilon}) \right| \leq 9\varepsilon \mu(B),
$$

which proves i). The measure of $\Phi_{q',\alpha}^m(I) \setminus (J_{B_{\pm q}} \cup J_{B_{\pm q}^c})$ satisfies

$$
\lambda^2(\Phi_{q',\alpha}^m(I) \setminus (J_{B_{\pm q}} \cup J_{B_{\pm q}^c}))
$$

$$
\leq \frac{1}{q'} \sum_{k=0}^{q'-1} \mathbb{1}_{B_{2\varepsilon}}(V^{-1} \circ H^{-1}(\varphi_{\alpha}(z_0))) - \mathbb{1}_{B_{-2\varepsilon}}(V^{-1} \circ H^{-1}(\varphi_{\alpha}(z_0)))
$$

$$
\leq \mu(B_{2\varepsilon} \Delta B_{-2\varepsilon}) + 6\varepsilon \mu(B) + 6\varepsilon \mu(B) \leq 16\varepsilon \mu(B),
$$

where we have used again Lemma 2.1 and the fact that $f$ is $(q,2\varepsilon,q')$-ergodic. This proves ii) and thus finishes the proof.

**6.2 Conclusion of the proof for Proposition 4.2**

We are now finally ready to prove Proposition 4.2.
Proof of Proposition 4.2. We apply Lemma 6.1 for \( \alpha = \alpha = p/q, \epsilon = 2\epsilon, k = \epsilon/2, U = V \) and \( m = m \) to obtain \( \alpha' = \alpha' = p'/q' \in \mathbb{Q} \) and \( H = \mathbb{H} \in \text{Diff}_{\infty}^c(\mathbb{S}^3, \mu) \) such that

\[
f = V^{-1} \circ H^{-1} \circ \varphi_{\alpha'} \circ H \circ V
\]
is \((q, 2\epsilon, q')\)-ergodic and

\[
|f^j - V^{-1} \circ \varphi_{\alpha'}^j \circ V|_\Delta < \epsilon/2, \quad 0 < j \leq m. \tag{6.7}
\]

It is clear that now we are in a position in which we can apply Lemma 6.4 to \( m \) and \( f \). Also by Lemma 6.1 we can assume, for \( q, \epsilon, H \) and \( V \) as above and any \( L > 0 \), that \( q' > q + L \) and \( q' > Q(q, \epsilon, H, V) \) for \( Q(q, \epsilon, H, V) > 0 \) as in the statement of Lemma 6.4. Therefore when we apply Lemma 6.4 to \( m \) and \( f \) as above, we obtain that for

\[
k = \epsilon/2
\]

there exist \( A > 0, \bar{m} := m' \in \mathbb{N}, \bar{\alpha} := \alpha'' = p''/q'' \) \((q'' > q')\) and a partial \( q'\)-decomposition \( \eta_{q'} \) such that for every \( B \in C_q \) and \( I \in \eta_{q'} \) we have collections of intervals \( J_{B_{\pm \epsilon}} \), \( J_{B_{\pm \epsilon}} \) satisfying the conclusions of Lemma 6.4, which in particular imply that \( \Phi_{q', A, \bar{\alpha}} \) satisfies the conclusions of Lemma 5.3 for \( \omega = \alpha', \bar{\omega} = \bar{\alpha}, \rho = \epsilon\mu(B), \bar{m}, \delta = \kappa, l = m \) and \( U = H \circ V \). Recall that

\[
F = V^{-1} \circ H^{-1} \circ \Phi_{q', A, \bar{\alpha}} \circ H \circ V.
\]

So far we have clarified our choice of parameters and shown that (4.1) is satisfied. We need to show that \( i) \) and \( ii) \) in the statement of Proposition 4.2 hold for our choice of parameters.

Proof of \( i) \). Let us define \( \tilde{H} := g_{q', A} \circ H \). Using that \( g_{q', A}^{-1} \circ \varphi_{\alpha'}^j \circ g_{q', A} = \varphi_{\alpha'}^j, \) (6.7) and \( iv) \) in Lemma 5.3, we obtain

\[
|F^j - V^{-1} \circ \varphi_{\alpha'}^j \circ V|_\Delta \leq |F^j - V^{-1} \circ \tilde{H}^{-1} \circ \varphi_{\alpha'}^j \circ \tilde{H} \circ V|_\Delta + |f^j - V^{-1} \circ \varphi_{\alpha'}^j \circ V|_\Delta \\
\leq \epsilon/2 + \epsilon/2 = \epsilon,
\]

for \( 0 < j \leq m \).

Proof of \( ii) \). It remains to show that \( F \) is \((q, q', \epsilon, \bar{m}, H \circ V)\)-mixing, i.e. that for all \( I \in \eta_{q'} \) and \( B \in C_q \)

\[
\left| \frac{\lambda^1(I \cap \Phi^{-\bar{m}}(H \circ V(B_{\pm \epsilon})))}{\lambda^1(I)} - \mu(B_{\pm \epsilon}) \right| \leq 30\epsilon \mu(B), \tag{6.8}
\]

where \( \Phi := \Phi_{q', A, \bar{\alpha}} \). Consider the subcollections of intervals \( J_{B_{\pm \epsilon}} \) and \( J_{B_{\pm \epsilon}} \) given by Lemma 6.4. From \( i) \) in the same lemma we obtain

\[
\left| \frac{\lambda^1(I \cap \Phi^{-\bar{m}}(H \circ V(B_{\pm \epsilon})))}{\lambda^1(I)} - \mu(B_{\pm \epsilon}) \right|
\]
\[
\frac{\lambda^1(I \cap \Phi^{-\tilde{m}}(H \circ V(B_{\pm \varepsilon})))}{\lambda^1(I)} - \frac{\lambda^1(I \cap \Phi^{-\tilde{m}}(H \circ V(B_{\pm \varepsilon}))))}{\lambda^1(I)} - \sum_{J \in J_{B_{\pm \varepsilon}}} \lambda^2(J) + 9\varepsilon\mu(B),
\]

(6.9)

It follows from the definition of the sets \(J_{B_{\pm \varepsilon}}\) and \(J_{B_{\pm \varepsilon}}^c\) in Lemma 6.4 that

\[
\bigcup_{J \in J_{B_{\pm \varepsilon}}} I \cap \Phi^{-\tilde{m}}(J) \subseteq I \cap \Phi^{-\tilde{m}}(H \circ V(B_{\pm \varepsilon})) \subseteq \bigcup_{J \in J \setminus J_{B_{\pm \varepsilon}}} I \cap \Phi^{-\tilde{m}}(J),
\]

and hence we can conclude from ii) in Lemma 6.4 and (5.2) in Lemma 5.3 that

\[
\left| \frac{\lambda^1(I \cap \Phi^{-\tilde{m}}(H \circ V(B_{\pm \varepsilon})))}{\lambda^1(I)} - \sum_{J \in J_{B_{\pm \varepsilon}}} \lambda^2(J) \right|
\]

\[
\leq \max \left\{ \left| \frac{1}{\lambda^1(I)} \sum_{J \in J_{B_{\pm \varepsilon}}} \lambda^1(I \cap \Phi^{-\tilde{m}}(J)) - \sum_{J \in J_{B_{\pm \varepsilon}}} \lambda^2(J) \right|, \right.
\]

\[
\left. \left| \frac{1}{\lambda^1(I)} \sum_{J \in J \setminus J_{B_{\pm \varepsilon}}} \lambda^1(I \cap \Phi^{-\tilde{m}}(J)) - \sum_{J \in J_{B_{\pm \varepsilon}}} \lambda^2(J) \right| \right\}
\]

\[
\leq \max \left\{ \left| \frac{1}{\lambda^1(I)} \sum_{J \in J_{B_{\pm \varepsilon}}} \lambda^1(I \cap \Phi^{-\tilde{m}}(J)) - \sum_{J \in J_{B_{\pm \varepsilon}}} \lambda^2(J) \right|, \right.
\]

\[
\left. \left| \frac{1}{\lambda^1(I)} \sum_{J \in J \setminus J_{B_{\pm \varepsilon}}} \lambda^1(I \cap \Phi^{-\tilde{m}}(J)) - \sum_{J \in J \setminus J_{B_{\pm \varepsilon}}} \lambda^2(J) \right| \right\}
\]

\[
+ \lambda^2(\Phi^{-\tilde{m}}(I) \setminus (J_{B_{\pm \varepsilon}} \cup J_{B_{\pm \varepsilon}}^c)) \leq \sum_{J \in J \setminus J_{B_{\pm \varepsilon}}} \left| \frac{\lambda^1(I \cap \Phi^{-\tilde{m}}(J))}{\lambda^1(I)} - \lambda^2(J) \right|
\]

\[
+ 16\varepsilon\mu(B) \leq \#(J \setminus J_{B_{\pm \varepsilon}})\varepsilon\mu(B)\lambda^2(J) + 16\varepsilon\mu(B) \leq \varepsilon\mu(B) + 16\varepsilon\mu(B)
\]

\[
\leq 17\varepsilon\mu(B).
\]

Now using (6.9) we finally obtain

\[
\left| \frac{\lambda^1(I \cap \Phi^{-\tilde{m}}(H \circ V(B_{\pm \varepsilon})))}{\lambda^1(I)} - \mu(B_{\pm \varepsilon}) \right| \leq 30\varepsilon\mu(B)
\]

and this finishes the proof.
7 Scheme of the proof for higher dimensional cases

Let us finish by explaining how to modify the setting of the proof to cover the higher dimensional cases. First of all, one can generalize the Hopf coordinates to parametrize the odd dimensional sphere $S^{2n-1} \subset \mathbb{C}^n$. In complex coordinates the points $(z_1, \ldots, z_n) \in S^{2n-1}$, with $z_i = x_i + iy_i = r_i e^{2\pi i \theta_i}$ for $i = 1, \ldots, n$, $\theta = (\theta_1, \ldots, \theta_n) \in \mathbb{T}^d$ are such that the moduli $r = (r_1, \ldots, r_n)$ belong to the subset of the of the $n$ dimensional sphere $S_n^+ := \{r \in \mathbb{R}_+^n \mid \sum_{i=1}^n r_i^2 = 1, \ 0 \leq r_i \leq 1\}$. The moduli variables can then be parametrized in spherical coordinates to obtain the parametrization

$$
\begin{align*}
    r_1 &= \cos(\xi_1) e^{2\pi i \theta_1}, \\
    r_2 &= \sin(\xi_1) \cos(\xi_2) e^{2\pi i \theta_2}, \\
    &\vdots \\
    r_{n-1} &= \sin(\xi_1) \ldots \sin(\xi_{n-2}) \cos(\xi_{n-1}) e^{2\pi i \theta_{n-1}}, \\
    r_n &= \sin(\xi_1) \ldots \sin(\xi_{n-2}) \sin(\xi_{n-1}) e^{2\pi i \theta_n},
\end{align*}
$$

with $\xi_i \in [0, \pi/2]$ for $i = 1, \ldots, n-1$ and $\theta = (\theta_1, \ldots, \theta_n) \in \mathbb{T}^n$. It follows from a computation that in these new variables the volume $\mu$ can be expressed (we denote again the parametrization by $\psi$) as

$$
\mu(A) = \int_{\psi^{-1}(A)} f(\xi_1, \ldots, \xi_{n-1}) \ d\theta_1 \ldots d\theta_n \ d\xi_1 \ldots d\xi_{n-1}
$$

for some smooth map $f : [0, \pi/2]^{n-1} \to \mathbb{R}$, and so that for sets $A \subset S^{2n-1}$ with $\psi^{-1}(A) = A_1 \times A_2 \subset \mathbb{T}^n \times [0, \pi/2]^{n-1}$ with $A_1, A_2$ Lebesgue measurable we have that the volume can be expressed as

$$
\mu(A) = \tilde{\lambda}(A_1) \times \mu_r(A_2), \quad \text{where } \mu_r(A_2) := \int_{A_2} f(\xi) d\xi
$$

and $\tilde{\lambda}$ denotes the Lebesgue measure on $\mathbb{T}^n$. The map $\varphi_\alpha : S^{2n-1} \to S^{2n-1}$ can be analogously defined as

$$
\varphi_\alpha(z_1, \ldots, z_n) = (e^{2\pi i \alpha} z_1, \ldots, e^{2\pi i \alpha} z_n).
$$

The maps $g_{q,A}$ can be again defined as

$$
g_{q,A}(z) = \zeta_q^{A\chi_q(z)}(z), \quad A > 0,
$$

with $\zeta_q(z) = (e^{2\pi i z_1}, e^{2\pi i (1+q^{-1})z_2}, \ldots, e^{2\pi i (1+q^{-1})z_n})$ and $\chi_q$ as in (3.2). Notice that in this case it is enough that the map $\chi_q$ depends only on $z_1, z_2$ in order to obtain stretching in all the
angle variables. In particular in Lemma 5.3 the stretching happens in all the angle variables with respect to the first component $\theta_1$. The rest of the proof follows as in the case of $S^3$ up to minor modifications in the technical lemmas, the expression for the decompositions and their specific constants.
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