Active and Inactive Cdc42 Differ in Their Insert Region Conformational Dynamics
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ABSTRACT Cell division control protein 42 homolog (Cdc42) protein, a Ras superfamily GTPase, regulates cellular activities, including cancer progression. Using all-atom molecular dynamics (MD) simulations and essential dynamic analysis, we investigated the structure and dynamics of the catalytic domains of GDP-bound (inactive) and GTP-bound (active) Cdc42 in solution. We discovered substantial differences in the dynamics of the inactive and active forms, particularly in the “insert region” (residues 122–135), which plays a role in Cdc42 activation and binding to effectors. The insert region has larger conformational flexibility in the GDP-bound Cdc42 than in the GTP-bound Cdc42. The G2 loop and switch I at the effector lobe of the catalytic domain exhibit large conformational changes in both the GDP- and the GTP-bound systems, but in the GTP-bound Cdc42, the switch I interactions with GTP are retained. Oncogenic mutations were identified in the Ras superfamily. In Cdc42, the G12V and Q61L mutations decrease the GTPase activity. We simulated these mutations in both GDP- and GTP-bound Cdc42. Although the overall structural organization is quite similar between the wild type and the mutants, there are small differences in the conformational dynamics, especially in the two switch regions. Taken together, the G12V and Q61L mutations may play a role similar to their K-Ras counterparts in nucleotide binding and activation. The conformational differences, which are mainly in the insert region and, to a lesser extent, in the switch regions flanking the nucleotide binding site, can shed light on binding and activation. We propose that the differences are due to a network of hydrogen bonds that gets disrupted when Cdc42 is bound to GDP, a disruption that does not exist in other Rho GTPases. The differences in the dynamics between the two Cdc42 states suggest that the inactive conformation has reduced ability to bind to effectors.

SIGNIFICANCE Cell division control protein 42 homolog (Cdc42), a Ras superfamily and Rho family protein, acts in cancer metastasis and progression. Like Ras proteins, it switches between active GTP-bound and inactive GDP-bound forms. Rho family members have a helical “insert region” that plays a role in binding and activation. We simulated the active and inactive Cdc42, as well as two mutants: G12V and Q61L. We found that the inactive (GDP-bound) and active (GTP-bound) systems differ mainly in the conformational dynamics of the insert region and, to a lesser extent, in the switch regions flanking the nucleotide binding site. The high fluctuations in Cdc42-GDP, but not Rac-GDP, can disrupt the insert region integrity, reducing the inactive conformation ability to bind to effectors.

INTRODUCTION

The cell division control protein 42 homolog (Cdc42) is a Rho family protein, a subgroup of the Ras superfamily, which regulates cellular activities, including cytoskeletal organization, gene expression, and transformation (1–8). Superfamily members have been linked to multiple human cancers (9–15). These proteins act as molecular switches between active GTP-bound and inactive GDP-bound forms. The best-characterized members of the Rho family are RhoA, Rac1, and Cdc42. Cdc42 controls filopodia formation. Filopodia are actin-rich fingers that establish the direction of motility. Rac1 controls lamellipodia formation—actin-rich ruffles at the leading edge of the cell that initiate motion—and Rho controls the establishment of stress fibers whose formation results in the contractile force that moves the body of the cell behind the leading edge (3,16). Increasing evidence has validated Cdc42 as involved in cancer metastasis and progression and has
shown it to be overexpressed in many types of cancer (17,18).

The 166-residue catalytic domain is conserved among the Ras isoforms and several other GTPases (19). The sequence includes several highly conserved regions related to binding of guanine nucleotides (GDP and GTP) and activation. These include the P-loop (residues 10–15), switch I (resides 30–38), and switch II (residues 60–76), which are responsible for the interaction with GTPase-activating proteins (GAPs) and guanine nucleotide exchange factors (GEFs). The switch regions undergo conformational changes upon guanosine activation and binding (20–26). A major distinguishing structural component between the Rho family members and the Ras isoforms is the “insert region” spanning residues 122–135 (27). The region contains an $\alpha$-helix that replaces loop 8 of the Ras isoforms (Fig. 1). It is rich in charged amino acids (28). The insert region is not required for Rho kinase binding, but it plays a role in its activation (1). The insert region plays a role in many processes, including the activation of phospholipase D1 (PLD1) by Cdc42 and the activation of superoxide-producing nicotinamide adenine dinucleotide phosphate (NADPH) oxidases in Rac (29). The dedicator of cytokinesis (DOCK) family of atypical guanine nucleotide exchange factors activates Rac and/or Cdc42 through DOCK homology region 2 (DHR-2) (30). Molecular dynamics (MD) simulations of the dissociation mechanism of GDP from Cdc42 via DOCK9 revealed that Mg$^{2+}$ influences the conformational change of switch I through residue Pro34, which functions as a “clasp” to control its flexibility (31). Upon activation, Rho-GTP interacts with downstream effector proteins through its switch I effector binding site (32,33). In the active GTP-bound state, Cdc42 and Rac can interact with the IQ motif-containing GAP2 (IQGAP2), and IQGAP interacts with $\alpha$-catenin (34). However, the GDP-bound Cdc42 and Rac are unable to interact with IQGAP, inducing the $\beta$-catenin interaction and dissociating $\alpha$-catenin from the complex.

Several oncogenic mutations have been identified in the Ras superfamily (15,35–44). Gly12, Ala13 (in Rho proteins) or Gly13 (in Ras proteins), and Gln61 are involved in GAP-assisted hydrolysis (45,46), which the mutants impair.
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(47,48). K-Ras4B Gly12, Gly13, and Gln61 mutants decrease GAP-assisted hydrolysis rate drastically with respect to the wild type, but that of Q61L and G12A is still ~15- to 25-fold higher than their intrinsic hydrolysis rates, which may indicate that a portion of the GAP-dependent catalytic mechanism is still somewhat functional in these mutants (47). Gln61 is involved in hydrogen bonding with a catalytic water molecule, Arg789 of GAP, and the GTP molecule, initiating a nucleophilic attack that hydrolyzes GTP. The Q61L mutation stabilizes the active GTP-bound form. Mutations in residues 12 and 13 disrupt the catalysis-favored arrangement of Gln61, as well as the hydrogen bonding of the backbone of residue 13 with GTP through steric hindrance. In K-Ras-driven cancer, Gly12 mutations (89%) are predominant, followed by Gly13 (9%) and Gln61 (1%) mutations (49). Recent studies shed more light on the structural basis of the nucleotide (GDP or GTP) binding pockets of the wild type and mutants of the K-Ras4A and K-Ras4B proteins (48,50). The catalytic domain of GDP-bound K-Ras4A has a more exposed nucleotide binding pocket than K-Ras4B, and the dynamic fluctuations in the switch I and II regions also differ. The wild-type K-Ras4B-GTP exists in two (active and inactive) conformations (48). Mutations in Gly12 and Gly13 differentially elicit an inactive-to-active conformational transition in K-Ras4B-GTP. In K-Ras4B-GDP, the mutants expose the bound nucleotide, which facilitates the GDP-to-GTP exchange.

A recent study shed light on the dimerization of IQGAPs through interaction of the GAP-related domain 2 (GRD2) of IQGAP2 with the active GTP-bound Cdc42 (34,51). Importantly, the study revealed that the GDP-bound Rac1 displays only single-site binding to the GRD2 as opposed to Cdc42, which binds the GRD2 in two sites, indicating that only Cdc42 promotes IQGAP2 dimerization. More specifically, residues 25–38 (switch I) and 57–75 (switch II) are involved in contacts with GRD2, and Cdc42 binding promoted allosteric changes in the RasGAP site, providing a binding site for the second Cdc42 (34). Cdc42 insert region was essential for the binding. As a result of the differences in the sequence and structure of the insert region, Rac1 could bind only to the RasGAP site of apo-GRD2 and was unable to mediate IQGAP2 dimerization. Like the Ras isoforms, Cdc42 can bind to the membrane through the interactions of its positively charged hypervariable region (HVR) with lipids (52–57). The C-terminal Cys gets a geranylgeranyl post-translational modification (PTM), which can be inserted into the membrane, anchoring the protein.

In this study, we aim to figure out the role of the insert and the switch regions in the active and inactive forms. We performed explicit MD simulations of the catalytic domain of Cdc42 in the active (GTP-bound) and inactive (GDP-bound) states. Additionally, we simulated the G12V and Q61L mutants of the two states to reveal their impact on both states. Being located on the P-loop and switch II regions, respectively, these two residues are involved in interaction with the active site. We found that the insert region exhibits much larger conformational flexibility in the GDP-bound state than in the GTP-bound state in both the wild type and mutant systems. This is interesting because the insert region does not interact directly with the binding site. The switch I and II regions undergo conformational changes in both cases, but to a lesser extent. We also show that the mutants affect the binding site exposure to the solvent and the interactions with other amino acids, Tyr32 and Thr35, near the binding site. This may indicate that the mutants play a similar role in GTP hydrolysis as in K-Ras4A and K-Ras4B and other Ras proteins (41,58–61).

MATERIALS AND METHODS

Preparation of models

The GDP-bound and GTP-bound Cdc42 proteins were modeled based on the crystal structures (Protein Data Bank, PDB: 4DID (chain A) and PDB: 4JS0 (chain A), respectively) (Fig. 1) and represented in full atomic level. We replaced the 4JS0 GNP molecule with GTP and removed the inhibitor bound to it. Missing side chains and hydrogen atoms were added using the CHARMM software (62). The G12V and Q61L mutants were modeled using CHARMM as well, using the wild-type system as a starting point. The simulations were conducted using the CHARMM force field (62). The solvent was represented explicitly using the TIP3P model. The charge of all potential titratable groups was fixed at values corresponding to neutral pH (i.e., all acidic and basic side chains were represented in their negatively and positively charged forms, respectively). We used a cubic simulation box with periodic boundary conditions and the nearest image convention. Atom pair cutoff distance was set at 14.0 Å to compute the van der Waals (vdW) interactions. To avoid discontinuities in the potential energy function, nonbonding energy terms were forced to slowly converge to zero by applying a smoothing factor from a distance of 12.0 Å. A non-truncated electrostatic potential was computed through particle mesh Ewald (PME) summations. We used a charge mesh with a grid thickness of one point per cubic Å. Na+ and Cl− ions were added to each system to neutralize the charge and simulate physiological conditions. Overall, the wild-type GDP-bound system had 74,197 atoms, and the wild-type GTP-bound system had 74,290 atoms.

Simulation protocol

All simulations were performed using the NAMD 2.13 software package (63) and carried out according to our previously published protocol (4,22,34,48,50,64). First, the potential energy was minimized by using 10,000 conjugate gradient steps. Then, the protein atoms were held fixed while the solvent was heated to a temperature of 310 K to ensure uniform distribution of the ions in solution. Next, the system was isothermally and isobarically equilibrated at 310 K and 1 bar (NPT conditions) to allow reaching infinite dilution conditions (i.e., water density close to 1 g/cm³) for 500 ps. Later, the solute was allowed to move, and the whole system was heated and equilibrated (50 ps) at the production temperature of 310 K and pressure of 1 bar. A numerical integration time step of 2 fs was used for all the simulations, and the nonbonded pair list was updated every five steps. In the production runs, the constant temperature of 310 K was maintained by the Langevin temperature control, and the pressure at 1 atm was sustained by the Nose-Hoover Langevin piston pressure control. During the production runs, the trajectories were recorded every 50,000 steps (25 ps) for subsequent analysis, and in all cases, the production simulations were run for a period of 500 ns each, totaling 3 μs. The first 30 ns were removed from the analysis to ensure equilibration. The analysis...
was done using the VMD (65), ProDy (66), and MATLAB (The MathWorks, Natick, MA) software packages.

RESULTS

Nucleotide-dependent conformational changes of the insert region

We performed explicit MD simulations on the catalytic domains of the wild-type Cdc42 (hereafter referred to as Cdc42) and the G12V and Q61L Cdc42 mutants (denoted as Cdc42G12V and Cdc42Q61L, respectively) in the GTP- and GDP-bound states. During the simulations, we observed that there are significant differences in the conformational flexibility of the insert region. The insert region maintains its helical structure in the GTP-bound systems (Fig. 2A) but loses some of its helical conformation in the GDP-bound systems (Fig. 2B). Although the crystal structures of Cdc42 exhibited a helical conformation of the insert region for both GTP- and GDP-bound systems, the GDP-bound crystal structure showed much higher B-factor values, especially in the insert region (Fig. S1). For Cdc42-GTP, the averaged root mean-square deviation (RMSD) of the insert region is 1.4 ± 0.2 Å, whereas it is 3.9 ± 0.8 Å for Cdc42-GDP. The overall RMSD of the entire system is also a little higher for the GDP-bound system, but the difference is smaller: 1.8 ± 0.2 Å vs. 2.4 ± 0.2 Å for the GTP- and GDP-bound systems, respectively. Similar results are observed in the mutants (see Table 1). The main loss of helical integrity in Cdc42-GDP starts in the beginning of the simulation. In Cdc42-GTP, the active regions consisting of the insert region, switch I, and switch II maintained closer distance to GTP than in the GDP-bound state (see structures in Fig. 2). The switch regions come close to the binding site to form interactions with GTP in the active site, whereas upon hydrolysis, the loops open to allow GDP to dissociate. This has been shown to be the case in K-Ras4B as well (48). The average distances between the Cα atom of the middle residue in the loop (Glu31) and the Pβ atom of the GTP/GDP molecule are 12.3 ± 0.4 and 14.0 ± 1.0 Å for the GTP- and GDP-bound Cdc42, respectively. The average distances between Gln61 (on switch II) and the GTP/GDP molecule are 9.3 ± 0.3 and 11.5 ± 1.0 Å for the GTP- and GDP-bound Cdc42, respectively.

To monitor the fluctuations of individual residues in Cdc42, we measured the root mean-square fluctuations (RMSFs) for each amino acid in both the GTP- and GDP-bound systems. In general, the GTP-bound systems (Fig. 3A) showed less fluctuations than the GDP-bound systems (Fig. 3B). We observed that the insert region showed the greatest difference. The RMSF was higher in the GDP-
bound systems in both the wild type and mutants, indicating much greater fluctuations for this region. In the GTP-bound systems, the two switch regions show lower RMSF than the insert region, except the Q61L mutant. In both the GTP- and GDP-bound Cdc42, the switch I and II regions exhibit RMSF peaks because both regions interact directly with the binding site. There are differences between the wild type and mutants, but they all follow the same trend. In the GTP-bound systems, the Q61L mutant exhibits higher fluctuations in the two switch regions—especially switch II—whereas the G12V mutant showed approximately the same mean fluctuations as the wild type. The Q61L mutant binding site residues, especially the mutated Leu61, interact with the nucleotide only intermittently, whereas the wild-type and the G12V mutant show more constant interactions, which indicates that the Q61L mutant may sample inactive conformations (see below). In the GDP-bound case, all the systems show high fluctuations in the insert regions despite the mutations being located elsewhere on the protein. In the other two regions that show higher fluctuations, corresponding approximately to the switch I and II regions, the G12V mutant exhibits the largest fluctuations, whereas the Q61L fluctuates a little less than the wild type.

**Essential dynamic analysis reveals different conformational dynamics between the GTP- and GDP-bound Cdc42**

To measure how they differ in their essential modes of motion, we performed essential dynamics analysis on the six systems. The analysis included principal component

| System          | RMSD (Å) Total | Insert Region |
|-----------------|----------------|---------------|
| Cdc42-GTP       | 1.8 ± 0.2      | 1.4 ± 0.2     |
| Cdc42G12V-GTP   | 1.8 ± 0.1      | 1.6 ± 0.2     |
| Cdc42Q61L-GTP   | 2.2 ± 0.3      | 1.5 ± 0.2     |
| Cdc42-GDP       | 2.4 ± 0.2      | 3.9 ± 0.8     |
| Cdc42G12V-GDP   | 2.2 ± 0.2      | 3.3 ± 0.6     |
| Cdc42Q61L-GDP   | 2.5 ± 0.2      | 3.5 ± 0.8     |

**TABLE 1** The Averaged RMSD of the Entire Protein and the Insert Region (Residues 122–135)
analysis (PCA) and residue-residue cross correlations. The PCA analysis reveals major differences between the GTP- and GDP-bound systems, illustrating the directions of the main mode of motion for the six Cdc42 systems (Fig. 4). The main mode of motion is the lowest-frequency motion, corresponding to the global motion of the protein. For Cdc42-GTP, the largest motions are in the G2 loop, the region before the start of switch I. In the wild-type Cdc42-GTP, there is also a large motion in the insert region, even though the insert region itself does not lose its integrity but moves as a whole with respect to the rest of the protein. The regions with the largest motions are highly correlated with the largest RMSF values (Fig. 3). For Cdc42-GDP and the mutants, the largest motion is in the insert region.

We calculated the PCA projection of the six systems. The projection of the first three principal components is presented for the wild-type and mutant systems in the GTP-bound (Fig. 5 A) and GDP-bound states (Fig. 5 B). In the projections, we clustered the principal components using linkage clustering, which allows us to select the desired number of clusters. We searched for between two and three distinct clusters shown in different colors; clusters 1, 2, and 3 are denoted as blue, green, and red, respectively. Searching for more than three clusters did not result in significantly sized clusters. In the case of Cdc42\textsuperscript{G12V}-GTP, we obtained two clusters, and all the other systems produced three clusters. For Cdc42-GTP, cluster 1 appears in 28.1% of the conformations (around 100–250 and 350–450 ns of the simulation). Cluster 2 appears in ~68.2% of the conformations and is dominant in the beginning and middle of the simulation. A small but distinct third cluster exists in only 3.5% of the conformations and appears toward the end of the simulation. The superimposition of representative structures from the clusters illustrates that they differ mainly in the configuration of the switch I region and in the position of the insert region with respect to the rest of the protein (Fig. S2). The G2 loop gets farther from the binding site. However, in all cases, the Thr35 and Tyr32 side chains face the GTP binding site, interacting with it. For Cdc42\textsuperscript{G12V}-GTP, we obtained only two clusters. The difference between them is noticeable mostly in the switch I region. Cluster 2 appears in 67% of the conformations, and cluster 1 appears intermittently in the middle and is dominant in the end of the simulation. For Cdc42\textsuperscript{Q61L}-GTP, cluster 1 appears mostly in 200–400 ns of the simulation and is responsible for 38% of the conformations. Cluster 2 appears in the end of the simulation and is responsible for 20% of the conformations. Cluster 3 appears in the first half of the simulation and is responsible for 42% of the conformations. As in the case of the wild type, the main difference between the three clusters is in the switch I region, where the loop gets farther from the binding site. In cluster 1, the Tyr32 side chain faces away from the GTP, resulting in loss of interaction toward the middle of the simulation. In the case of Cdc42-GDP, the clusters differ in the conformations of the insert region and the switch II loop. Clusters 1, 2, and 3 appear in 17, 25, and 58% of the conformations during the simulations. Cluster 1 appears in the first 80 ns of the simulation, and again toward the end. Then, cluster 2 is more common throughout 80–200 ns. Cluster 3 appears
throughout the rest of the simulation (Fig. S2). It appears that the second principal component probably corresponds to the insert region and switch II conformational changes. Cluster 2 differs from the other two clusters in the conformation of the switch I region. On the PC projection, the main difference is along the first principal component. For Cdc42G12V-GDP, the clusters appear at 30, 52, and 18% of the conformations, respectively. Cluster 1 appears between 80 and 250 ns, cluster 2 dominates the middle and end of the simulation, and cluster 3 appears in the first 80 ns. For Cdc42Q61L-GDP, there are also three clusters. Cluster 1 differs from the other two mostly in switch I, but all clusters differ also in the conformation of switch II and the insert region. Cluster 1 appears in 50–200 ns of the simulations and in 26.5% of the conformations. Cluster 2 appears toward the middle and end, with a frequency of 56%. Cluster 3 appears mostly in the beginning, in 17.5% of the conformations. In all three clusters, the side chains of Thr35 and Tyr32 tend to face away from the GDP group. The main backbone difference between the clusters resides in the insert region conformation.

We compared the most populated cluster of Cdc42-GTP with the crystal structure of the GTP-activated Cdc42 (PDB: 5CJP) bound to the GRD of IQGAP2 (Fig. S3). The Cdc42 conformation when bound to GRD2 is very similar to the most populated structure. The overall RMSD was 0.97 Å, including the position of the GTP, even though the simulation did not include the GRD or any other effector binding. Conversely, when a representative of the most populated cluster of Cdc42-GDP was superimposed on the same GRD-bound Cdc42, the RMSD was larger (1.34 Å). Most importantly, the insert region is positioned in a very different way toward the GRD. This further supports the hypothesis that the presence of GDP hinders the conformation of the insert region and, hence, the binding to effectors.

To observe how individual residue motion affects the protein conformation, the dynamic cross correlation map representing the covariance of residues in the insert region and two switch regions, as measured by the PCA analysis, were calculated (Fig. 6). The differences between the GTP-bound and GDP-bound systems are visible, but a closer focus gives us more insight into the important regions (between the switch I and insert regions, the switch II and insert regions, and the switch I and II regions (Fig. S4)). The most prominent correlation is a strong negative correlation between the switch I region and the insert regions of both GTP-bound and GDP-bound systems. Switch I undergoes the largest conformational changes in Cdc42-GTP, while the insert region is rather stable. In Cdc42-GDP, the insert region, which undergoes the largest conformational change throughout the simulation, shows a slightly weaker negative correlation with the two switch regions. There

FIGURE 5 The projection of the first three principal components, PC1, PC2, and PC3, for the (A) GTP-bound and (B) GDP-bound Cdc42. The PCA projection was subject to linkage clustering, and each cluster is shown in a different color. All the systems show three clusters, except the GTP-G12V mutant, which has two. Representatives of the clusters are shown in Fig. S2. To see this figure in color, go online.
are several visible differences between the GTP-bound and GDP-bound systems, as well as between the wild type and mutants in each case. The Cdc42G12V-GTP behaves in a similar way to the wild type, but in the Cdc42 Q61L-GTP, the mutations cause a stronger positive correlation in the motion of the two switches but a weak correlation between switch I and II and the insert region. In contrast, in the GDP-bound systems, the Cdc42 Q61L-GDP shows a stronger positive correlation between the two switch regions (Fig. S4), similar to the Cdc42-GTP systems. Notice that even though the conformational change pattern is similar between the wild type and the mutants in the GDP-bound state (in all cases the insert region undergoes large-scale changes), there is a marked difference in the cross correlation pattern.

Interactions between CDC42 and the nucleotide around the binding site

Several residues are involved in the binding of Ras superfamily proteins with the nucleotide—in particular, Gly12/Val12, Ala13, Tyr32, Thr35, and Gln61 (37,47). We calculated the potential of mean force (PMF) along the reaction coordinates $d_1$, defined as the distance between the $C_a$ atom of Gly60 and the $P_\beta$ atom (the second phosphorus) in the GTP/GDP molecule, and $d_2$, defined as the distance between the $C_a$ atom of Thr35 and the $P_\beta$ atom in the nucleotides (Fig. 7). The choice of distances was made to compare with the results obtained for K-Ras4B and K-Ras4A in our previous studies (40,48,50). The PMF profiles allow us to detect regions of energy minima and elucidate active and inactive states. In all GTP-bound systems, the distance between the $C_a$ atom of Thr35 and the $P_\beta$ atom in the nucleotides was stable, as well as in the GDP-bound Q61L mutant. The main difference was in the distance of Gly60 from the $P_\beta$ atom, which was still stable in the GTP-bound systems but fluctuated in the GDP-bound systems, in particular the GDP-bound G12V mutant. In addition to these atoms, we also measured the distances from the $C_a$ atom of Ala13, the OH group of Tyr32, the $O_\gamma$ group of Thr35, and the $C_\delta$ atom of Gln61 (or Leu61 in the Q61L mutants) to the $P_\beta$ atom to monitor the side-chain orientation (Fig. S5). The distances are summarized in Table 2. As expected, the GDP-bound systems fluctuate more than the GTP-bound systems. In the GTP-bound systems, Ala13 and Thr35 show stable distances from the GTP molecule, indicating that the G2 loop and the switch I loop maintain close, consistent distance from the GTP. Tyr32 fluctuates throughout the simulation, but to a lesser extent than the GDP-bound system. The distances are usually between ~6 and 8 Å, with a few spikes to ~12–14 Å, indicating that, at times, the Tyr32 side chain faces away from the GTP. In both the wild-type and the G12V mutant of Cdc42-GTP, Gln61 maintained a rather stable distance...
of ~8–10 Å from the nucleotide group. In the Q61L mutant, the distance of the CD1 atom of Leu61 was larger and less stable, indicating loss of interaction. In the GDP-bound systems, the largest fluctuations are observed with respect to the Tyr32 and, in the case of the G12V mutant and to a lesser extent the wild-type GDP, also with respect to the Thr35 interactions. The distances between these two residues and the GDP molecule fluctuate between ~8 and ~14–16 (for Thr35) and 22 Å (for Tyr32) throughout the simulation. This shows that, for most of the simulation time, the two residues lose their interaction with the GDP, except for short periods. The distances are also larger than in the GTP-bound systems, which is consistent with the GDP-bound molecules having an open conformation. In the K-Ras4B simulations, we observed that several mutants also caused a near-total loss of switch I interactions with the GDP. The distance of Ala13 from the GDP is rather stable in all the GDP-bound systems, whereas Gln/Leu61 had a larger distance from the GDP than the GTP-bound systems. As in the K-Ras4B simulations (48), the distance between Thr35 and the GDP fluctuated.

**DISCUSSION**

In this work, we used MD simulations and essential dynamics analysis to investigate the structural and dynamical properties of the GTP-bound (active) and GDP-bound (inactive) Cdc42. We found that the active and inactive systems differ significantly in their dynamical properties, especially in areas formerly characterized to be important for activation or for binding with the GRD of IQGAP2 (34,67). Specifically, we show that GDP-bound Cdc42 exhibits much larger conformational flexibility in the insert.
The GDP-bound insert region is highly dynamic, exhibiting the unfolded/folded α-helical secondary structure during the simulation time (Fig. S6). This may suggest that the inactive form has reduced ability to bind to effectors, possibly as a result of allosteric effects taking place at the nucleotide binding site. The effect is through allosteric pathways, as the insert region does not interact directly with the binding site. Recently, it has been shown that order-disorder-mediated allosteric interactions are involved in many instances of protein activity, including the inhibition of the Rac1 GTPase (68). Recent work suggests that mutations may also have an effect on allosteric pathways (69,70).

To corroborate the conformational instability of the insert region in the GDP-bound Cdc42, we compared the sequences of the insert region and its adjacent loop regions between Cdc42 and Rac proteins (Fig. 8A). Although these proteins share a similar sequence for the insert region, some unmatched residues significantly contribute to the stability of insert region. To compare the region between β5 and the insert region for GTP-bound and GDP-bound Cdc42 (Fig. 8B), the 117xDLRx121 motif in the GTP-bound state folds into an α-helix, whereas the motif is disordered in the GDP-bound state. It appears that the α-helical moiety in the motif is critical to preserve the α-helical structure of the insert region. For Cdc42-GDP,

**TABLE 2** The Averaged Distances (in Angstroms) of Selected Residues from the Pγ Atom of the GDP/GTP Molecule during the Simulation

| System       | Thr35-Cα | Gly60-Cα | Ala13-Cα | Tyr32-CD | Gln/Leu61-CD |
|--------------|----------|----------|----------|----------|--------------|
| Cdc42-GTP    | 7.2 ± 0.1| 6.8 ± 0.3| 4.0 ± 0.1| 7.6 ± 1.5| 9.4 ± 0.8    |
| Cdc42<sup>G12V</sup>-GTP | 7.2 ± 0.1| 6.8 ± 0.3| 4.0 ± 0.1| 8.1 ± 2.2| 10.1 ± 0.7   |
| Cdc42<sup>G61L</sup>-GTP   | 7.3 ± 0.2| 9.2 ± 1.0| 4.0 ± 0.1| 8.0 ± 1.8| 12.1 ± 1.5   |
| Cdc42-GDP    | 6.9 ± 0.3| 9.5 ± 0.7| 4.0 ± 0.1| 13.6 ± 2.9| 10.5 ± 1.9   |
| Cdc42<sup>G12V</sup>-GDP   | 7.4 ± 0.9| 9.5 ± 1.8| 3.9 ± 0.1| 12.7 ± 2.3| 10.5 ± 1.8   |
| Cdc42<sup>G61L</sup>-GDP   | 6.8 ± 0.2| 9.7 ± 0.5| 4.0 ± 0.1| 12.7 ± 2.5| 12.8 ± 1.5   |

**FIGURE 8** Comparison between Cdc42 and Rac1/Rac2 proteins. (A) Sequences of the insert region and its adjacent regions for Cdc42, Rac1, and Rac2. In the sequence, hydrophobic, polar/glycine, positively charged, and negatively charged residues are colored black, green, blue, and red, respectively. Underlining denotes the residues presenting the α-helical structure. The former is the helix-forming 117xDLRx121 motif, and the latter is the insert region. Snapshots representing the final structures of insert region for (B) GDP-bound (left panel) and GTP-bound (right panel) Cdc42 and (C) Rac1-GDP (left panel) and Rac2-GDP (right panel) are shown. Rac proteins preserved a highly stable insert region during a 1-μs simulation. In the structures, colors are the same as in the sequence, except for the hydrophobic residues with white. Dotted lines denote salt bridges. To see this figure in color, go online.
the large fluctuations of switch I and switch II lead to GDP slipping from the catalytic site, resulting in the interactions of Asp118 and Gln116 with the guanine group of GDP, which becomes unstable (Fig. S7). This induces large fluctuations in the $^{117}$xDLRx$_{121}$ motif and, hence, the unstable insert region. Pro123 plays a role in reducing the stability of the insert region, disrupting the $\alpha$-helical secondary structure. We found that in the Cdc42-GDP, Lys131 in the insert region forms a salt bridge with Glu91 in helix a3. The salt bridge, appearing in $\sim$10% of the conformations, may help in maintaining the disordered helical conformation.

Unlike Cdc42-GDP, both Rac1-GDP and Rac2-GDP yield stable $\alpha$-helical structures for both the $^{117}$xDLRx$_{121}$ motif and the insert region (Fig. 8 C). During the simulations, we observed that stable salt bridge interactions between the side chains of the residues enhance the stability of the insert region for both Rac proteins, preserving the $\alpha$-helical secondary structure (Fig. S7). Based on the sequence, we note that Rac proteins intrinsically possess a more stable insert region than Cdc42. For Rac proteins, in addition to Asp118, Lys116 plays a critical role in enhancing the interaction with the guanine group of GDP, preventing GDP's slip from the catalytic site due to large fluctuations of switch I and switch II. Lys116 of Rac proteins forms a salt bridge with GDP, but Gln116 of Cdc42 does not (Fig. 8). Unlike Pro123 of Cdc42, Lys123 of Rac proteins contributes the stable insert region $\alpha$-helix through the salt bridge formation with Asp12, which is absent from Cdc42.

We also simulated and analyzed two mutants, G12V and Q61L, that play a role in GTPase activation (44,71). Our results show that the differences in dynamics and structure between the wild type and the mutants are smaller than the differences between the wild-type GTP and GDP. The main differences involve the conformational dynamics of the switch I and switch II regions, which are associated with the salt bridge formation with Asp12, which is absent from Cdc42.
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