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Abstract: Climate-optimized routing is an operational measure to effectively reduce the climate impact of aviation with a slight increase in aircraft operating costs. This study examined variations in the flight characteristics among five aircraft routing strategies and discusses several characteristics of those routing strategies concerning typical weather conditions over the North Atlantic. The daily variability in the North Atlantic weather patterns was analyzed by using the European Center Hamburg general circulation model (ECHAM) and the Modular Earth Submodel System (MESSy) Atmospheric Chemistry (EMAC) model in the specified dynamics mode from December 2008 to August 2018. All days of the ten complete winters and summers in the simulations were classified into five weather types for winter and into three types for summer. The obtained frequency for each of the weather types was in good agreement with the literature data; and then representative days for each weather type were selected. Moreover, a total of 103 North Atlantic flights of an Airbus A330 aircraft were simulated with five aircraft routing strategies for each representative day by using the EMAC model with the air traffic simulation submodel AirTraf. For every weather type, climate-optimized routing shows the lowest climate impact, at which a trade-off exists between the operating costs and the climate impact. Cost-optimized routing lies between the time- and fuel-optimized routings and achieves the lowest operating costs by taking the best compromise between flight time and fuel use. The aircraft routing for contrail avoidance shows the second lowest climate impact; however, this routing causes extra operating costs. Our methodology could be extended to statistical analysis based on long-term simulations to clarify the relationship between the aircraft routing characteristics and weather conditions.
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1. Introduction

The climate impact due to aviation emissions [1–4] is expected to increase further in response to strong growth in the demand for the aviation sector from a long-term perspective [5]. Climate-optimized routing has been proposed as an important measure for reducing the climate impact of aviation [6–8]. This routing significantly reduces the climate impact by optimizing flight routes to detour regions where released emissions and formed contrails have a large climate impact. An advantage of the climate-optimized routing is that the routing is immediately applicable to the current fleet of aircraft without large costs of renewing the fleet. Technological measures (e.g., efficient engines, blended wing–body configurations, laminar flow controls, and sustainable fuels; [9,10]) also have an important role in reducing the climate impact of aviation; however, the implementation of
those measures is a long-term effort. Both climate-optimized routing and the technological measures are required to effectively reduce the climate impact of aviation. A number of studies have been carried out regarding climate-optimized routing [7,11]. Lührs et al. [12] performed flight trajectory optimization for nine sample trans-Atlantic routes for a specific weather pattern in winter by the Trajectory Optimization Module (TOM; [12]). They showed that the climate-optimum trajectory (3D-optimized trajectory in the lateral and vertical directions) decreased the climate impact by about 45% over that of the economical route, whereas it increased the cash operating cost (COC; [13]) by 2%. Ng et al. [14] examined climate-optimized routing for 960 transatlantic flights (482 eastbound and 478 westbound flights) for a specific summer day. The absolute global temperature change potential (AGTP for the time horizon of 50 years) due to CO₂ emissions and contrails was considered. They showed that the routing decreased the total AGTP by 38% with an additional flight time of 3.1% and with an extra fuel use of 3.1% for the eastbound flights. Similarly, the routing decreased the total AGTP by 20% with an additional flight time of 3.0% and with the extra fuel use of 3.7% for the westbound flights. As aircraft operating costs generally depend on time and fuel, those results indicate a cost increase. Many studies reported the benefit of climate-optimized routing, but the routing increases aircraft operating costs; that is, a trade-off exists between economic costs and the climate impact. The trade-off, in fact, seems to be severe, because a cost reduction is a primary concern for airlines; however, if additional costs for the climate impact of aviation, such as environmental taxes, are included in the current operating costs, a cost increase due to climate-optimized routing is possibly compensated [7]. This inclusion can change the current routing strategy of minimum costs and incentivize airlines to introduce climate-optimized flight planning.

There are two other important routing strategies for aircraft operations. One is a cost-optimized routing. Today’s flight planning is implemented on the basis of minimum economic costs, which are related to two factors: flight time and fuel use. Generally, a trade-off exists between the flight time and fuel use. Celis et al. [15] compared performances for the time optimum and the fuel optimum trajectories under the International Standard Atmospheric (ISA) conditions. A typical single-aisle aircraft configuration (150 passengers) with twin turbofan engines was assumed; the aircraft speed and the flight altitude in eight flight segments were optimized for a given flight trajectory (a quasi-full flight profile optimization). They showed that the fuel optimum trajectory experienced a decrease in fuel use of 31.7 percentage points with an increase in flight time of 14.0 percentage points over those of the time optimum trajectory. Rosenow and Fricke [16] carried out a flight trajectory optimization on the flight time and on the fuel use for a flight from Frankfurt (Main) to Dubai for a Boeing B777 freighter on 2 February, 2016, at 12:00 GMT. The results showed that the fuel optimum trajectory decreased the fuel use by 8.0% with an increased flight time of 3.7%. As it is difficult to decrease both factors simultaneously, one has to find the best compromise between the two factors to minimize the overall operating costs.

The other important routing strategy is contrail avoidance, which is expected to reduce the climate impact of aviation [17–21]. Soler et al. [22] examined an optimal flight trajectory for mitigating the climate impact of aviation by considering persistent contrail formation areas (PCFAs). A flight from San Francisco (SFO) to New York (JFK) for a Boeing B757-200 aircraft was considered; the wind data on 17 March, 2014 were employed; and the temperature and relative humidity on 30 June, 2012 were used to construct PCFAs. They showed that the contrail mitigation strategy cost approximately USD 360 for extra fuel use and USD 1010 for an additional flight time compared to those of the minimum cost strategy (scenarios with time horizons of 20 and 100 years for the global warming potential of contrails). Rosenow et al. [23] optimized a one-day European air traffic on 25 July 2016. The total number of 13,584 flights over Europe (containing 16 aircraft types) was employed; their three-dimensional flight profiles were optimized for airline costs (termed as the cost performance indicators, CPIs) and environmental impacts (termed as the ecological performance indicators, EPIs). They showed that an additional contrail avoidance intent decreased contrail costs by 31.5% (contrail formations were converted
into a monetary value) and EPIs by 5.2%, whereas the intent increased the fuel use by 0.05% and CPIs by 0.5% over those of the minimum cost strategy. Many previous studies reported that the routing for contrail avoidance reduces the climate impact; however, this routing increases aircraft operating costs.

Now, the question arises, “Do such characteristics of those routing strategies always exist, when different weather conditions are considered?” Clearly the quantitative values of flight characteristics (such as flight time, fuel use, operating costs, and climate impact) vary, depending on the atmospheric conditions during a flight, whereas different target days (atmospheric conditions) are chosen for every study, respectively. To our knowledge, there are few systematic studies that investigate the relationship between aircraft routing characteristics and weather systems. The ultimate aim of our study is twofold: to investigate whether such characteristics of the aircraft routing strategies are common under any atmospheric conditions and to systematically investigate the relationship between the aircraft routing characteristics and weather conditions. These investigations could identify the weather condition that achieves a large reduction in the climate impact when the climate-optimized routing strategy is employed.

As the first step for these aims, this study examined several common characteristics of the aircraft routing strategies under typical weather conditions over the North Atlantic region. We focused on this region because the air space over the North Atlantic is one of the busiest and the most important oceanic air spaces in the world. Moreover, the benefits of climate-optimized routing are high for this region [6–8,11]. The daily variability in the North Atlantic weather patterns is analyzed by using the European Center Hamburg general circulation model (ECHAM) and the Modular Earth Submodel System (MESSy) Atmospheric Chemistry (EMAC) model [24,25], and representative days that show typical weather types of the region are determined. Then, a total of 103 North Atlantic flights were simulated by using the EMAC model with the air traffic simulation submodel AirTraf [26–28]. AirTraf can simulate air traffic for various aircraft routing strategies under comprehensive atmospheric conditions calculated by EMAC. Here, the air traffic simulations are performed with respect to five aircraft routing strategies, which include the time optimal, fuel optimal, cost optimal, contrail avoidance and climate optimal strategies, for the representative days of each weather type. To reveal the characteristics of those aircraft routing strategies, which are common to all the representative days, variations in typical flight characteristics obtained from those air traffic simulations were analyzed.

This paper is organized as follows: Section 2 presents a brief description of the numerical models and methods used for weather pattern analysis and air traffic simulations (the flight trajectory optimization method is described in Appendix A). Section 3 validates the weather pattern analysis and presents the characteristics of the North Atlantic weather patterns. Section 4 presents the results regarding the characteristics of the aircraft routing strategies concerning the weather patterns. Section 5 discusses the limitations of the simulation results and the further development of our model towards multi-objective flight trajectory optimizations. Finally, Section 6 concludes this study.

2. Methods

2.1. Weather Pattern Analysis

Weather patterns over the North Atlantic were analyzed by using the EMAC model simulations. The EMAC model is a numerical chemistry and climate simulation system which includes submodels describing tropospheric and middle atmosphere processes and their interaction with oceans, land, and influences coming from anthropogenic emissions [24,25]. EMAC is a state-of-the art model that is applied for international model intercomparisons for the World Meteorological Organization/the United Nations Environment Programme Ozone Assessments (Chemistry–Climate Model Initiative project) and the Intergovernmental Panel on Climate Change (Coupled Model Intercomparison Project 6 project) [29]. EMAC comprises the second version of the Modular Earth Submodel System (MESSy2) to link multi-institutional computer codes. The core atmospheric model is the
fifth generation European Center Hamburg general circulation model (ECHAM5; [30]). Table 1 lists the simulation setup for the EMAC model. We applied EMAC (ECHAM5 version 5.3.02 and MESSy version 2.54) in the T42L90MA resolution, i.e., with a spherical truncation of T42 (corresponding to a quadratic Gaussian grid of approximately 2.8° by 2.8° in latitude and longitude) and 90 vertical hybrid pressure levels up to 0.01 hPa (middle of the uppermost layer; approximately 80 km). With the resolution, the general weather patterns were well simulated. Thus, the resolution was appropriate for the weather pattern analysis (this point is discussed in Section 3). A ten-year EMAC simulation was carried out for the period from December 2008 to August 2018. The basic namelist setup for the ECHAM5 simulations (referred to the E5 setup, no chemistry) was employed; the EMAC model was nudged towards the realistic meteorology (the European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis (ERA-Interim) dataset [31]). Further information about MESSy, including the EMAC model system, is available from the MESSy Consortium Website [32].

Table 1. Setup for the European Center Hamburg general circulation model (ECHAM) and the Modular Earth Submodel System (MESSy) Atmospheric Chemistry (EMAC) model simulations.

| Parameter                  | Description                                                                 |
|----------------------------|-----------------------------------------------------------------------------|
| ECHAM5 resolution          | T42L90MA (2.8° by 2.8° in latitude and longitude, up to 0.01 hPa)           |
| Simulation period          | December 2008–August 2018 (ten years)                                       |
| Time step length of EMAC   | 12 min                                                                      |
| EMAC mode of operation     | Specified dynamics by nudging with ERA-Interim reanalysis dataset           |

The daily variability in the North Atlantic weather patterns was analyzed by the method described by Woollings et al. [33] and Irvine et al. [34]. The ten-year EMAC simulation results were used for the analysis, which provided ten complete winters (December, January and February) and summers (June, July and August). The North Atlantic Oscillation (NAO; [35]) and the East Atlantic (EA; [36]) patterns are the prominent patterns over the North Atlantic in both winter and summer. The NAO pattern consists of a north–south dipole of height anomalies; one center located over Greenland and the other center of the opposite sign located over the central North Atlantic. The EA pattern also consists of a north–south dipole of height anomalies, which is structurally similar to a southward shifted NAO pattern. Diagnostic indices of the NAO and the EA were calculated by considering the similarity of daily mean geopotential height anomalies at 250 hPa to typical NAO and EA teleconnection patterns over the North Atlantic (80° W–0, 30° N–75° N). For the calculation, the threshold values of the NAO and the EA pattern indices were set to 0.4 for winter and to 0.3 for summer, respectively; these thresholds were chosen because Irvine et al. [34] showed that the threshold values enable clearly identifying weather types. Both indices characterize the position and strength of a jet stream, so that all days of the ten complete winters and summers in the EMAC model simulation results are classified into types for winter and for summer. In addition, representative days for each weather type were selected for the following air traffic simulations (the selected days are discussed in detail in Section 3). Those representative days were selected from the consecutive days that were in the same weather type for more than five days. Because the same weather pattern is persistent, this selection procedure ensures that the representative days express obvious features of each weather type over the North Atlantic.

2.2. Air Traffic Simulation

Additional EMAC model simulations were performed for the air traffic simulations utilizing the AirTraf submodel (version 2.0 [28]). AirTraf can simulate global air traffic in the EMAC model with respect to a user-selected aircraft routing strategy (called a routing option) and calculate typical flight characteristics corresponding to the air traffic. AirTraf consists of a total energy model based on the EUROCONTROL’s Base of Aircraft Data (BADA) method [37], the German Aerospace Center (DLR) fuel flow correlation
method [38], and the Adaptive Range Multi-Objective Genetic Algorithm (ARMOGA version 1.2.0 [39–41]). The total energy model describes the aircraft’s equations of motion based on the assumption of a point-mass model and equates the rate of work performed by forces acting on the aircraft to the rate of increase in potential and kinetic energy. The combination of the total energy model and the DLR fuel flow correlation method enables the calculations of fuel use, NOx and H2O emissions, etc., under actual flight conditions. ARMOGA is a stochastic optimization algorithm and executes the flight trajectory optimization. Once a one-day flight plan including multiple flights is obtained, AirTraf optimizes three-dimensional flight trajectories according to a selected aircraft routing option for every airport pair under weather conditions at the departure time of the respective flights on a target day (the method of the flight trajectory optimization is described in Appendix A). For the air traffic simulations, the aforementioned setup for the EMAC model (Table 1) was employed; the additional setup for the AirTraf submodel is listed in Table 2. The simulation period was changed for the air traffic simulations: one-day simulations were carried out for five aircraft routing options with 103 North Atlantic flights for the representative days which were determined from the weather pattern analysis (see Section 3). The five routing options are as follows: flight time, fuel use, COC [13], contrail formation, and climate impact (we will abbreviate the options to, e.g., the “climate option” here). These options represent the objects to be minimized; that is, an objective function \(f\) is defined for a selected routing option, and a single-objective flight trajectory optimization problem is solved: Minimize \(f\). The optimization setup listed in Table 2 was determined by the benchmark tests [27].

The AirTraf submodel has some limitations: AirTraf only considers a cruise flight phase, because the proportion of other flight phases, such as take-off and landing, to the cruise flight phase is small for North Atlantic flights, and the optimization flexibility is limited in the other flight phases. In addition, trajectory conflicts and air traffic management (operating constraints [42]) are neglected. For further details on the limitations, we refer the reader to Yamashita et al. [27].

Table 2. Setup for the air traffic simulations by the AirTraf submodel. “FL290” stands for a flight level at 29,000 ft. The setup of the second group (divided by rows) is used for Adaptive Range Multi-Objective Genetic Algorithm (ARMOGA) [39–41]. In ARMOGA, the Blend crossover operator (BLX(Blend crossover)-\(\alpha\)) is employed with a user-specified crossover parameter \(\alpha\); the revised polynomial mutation operator [44] is employed with a mutation rate \(r_m\) and with an external parameter controlling the shape of the probability distribution \(\eta_m\). Details of these parameters are described by Yamashita et al. [27].

| Parameter                  | Description                                                                 |
|----------------------------|-----------------------------------------------------------------------------|
| Flight plan                | 103 North Atlantic flights (52 eastbound/51 westbound) [11,45]              |
| Simulation period          | One day                                                                     |
| Aircraft/engine type       | A330-301/CF6-80E1A2, 2GE051 (with 1862M39 combustor)                        |
| Mach number                | 0.82                                                                        |
| Flight altitude change     | [FL290, FL410] (\(\approx\) [8.8, 12.5] km)                                |
| Number of waypoints        | 101                                                                         |
| Aircraft routing option    | Flight time, fuel use, COC, contrail formation, climate impact             |
| Coupled submodels          | CONTRAIL, ACCF                                                             |
| Design variable            | 11 (6 locations and 5 altitudes)                                           |
| Population size            | 100                                                                         |
| Number of generations      | 100                                                                         |
| Selection                  | Stochastic universal sampling                                               |
| Crossover                  | Blend crossover BLX-\(\alpha\) (\(\alpha\) = 0.2)                          |
| Mutation                   | Revised polynomial mutation (\(r_m = 0.1; \eta_m = 5.0\))                 |
2.3. Formulations of Objective Functions for the COC, Contrail and Climate Routing Options

The specific objective functions for the COC, the contrail and the climate options were integrated in AirTraf 2.0. Thus, the formulations of those functions are described in the following sections.

2.3.1. COC

The COC option minimizes the airline operating costs indicated by COC [13], which is commonly used as a criterion for airline economics and includes the cost element for flight crew, cabin crew, landing fee, navigation fee, fuel, and maintenance for both airframe and engines (no costs for depreciation, insurance, and interest are included). The objective function is formulated as follows:

\[ f = COC = C_{flightcrew} + C_{cabincrew} + C_{landing} + C_{navigation} + C_{fuel} + C_{airframe} + C_{engine}, \]  

where \( C \) denotes a cost in USD; Equation (1) becomes a function of flight time and fuel. For further details on the COC calculation method, we refer the reader to Liebeck et al. [13].

2.3.2. Contrail Formation

Yin et al. [46] developed the contrail option to prevent contrail formations by using the submodel CONTRAIL (version 1.0 [47]). This option minimizes the total contrail distance in km(contrail) of a flight. The contrail distance is defined as the potential persistent contrail cirrus coverage [48,49] (fraction of an EMAC grid box which is maximally covered by contrails) multiplied by a flight distance in km. The objective function can be written as follows:

\[ f = \sum_{i=1}^{n_{wp}} PCC_{dist,i} = 10^{-3} \sum_{i=1}^{n_{wp}} (Potcov_i d_i), \]  

where \( i \) is the index for waypoints and flight segments of a flight trajectory, \( n_{wp} \) is the number of waypoints (Table 2), \( PCC_{dist,i} \) is the contrail distance in km(contrail), \( Potcov_i \) is the potential persistent contrail cirrus coverage (fraction), and \( d_i \) is the flight distance in m. This objective function is the simple form to only consider the contrail distance, and thus further physical processes such as contrail spreading, changes in contrail coverage area, contrail lifetime, and the contrail radiative forcing are not included.

2.3.3. Climate Impact

The climate option minimizes the anticipated climate impact of a flight, i.e., the average temperature response for the time horizon of 20 years (\( ATR_{20_{total}} \)) in Kelvin by using the submodel ACCF (version 1.0). The submodel ACCF consists of algorithmic climate change functions (\( aCCFs \); for references, see below). The \( aCCFs \) are approximation functions based on regression analyses for the CCF dataset which was obtained from detailed EMAC model simulations including radiative impacts [47,50]; the CCF dataset for contrails was exceptionally obtained from contrail radiative forcing calculations based on the ERA-Interim dataset [31] and contrail trajectory data (Yin et al., manuscript in preparation, 2021). The \( aCCFs \) represent a correlation of meteorological variables at the time of flight with the anticipated climate impacts. The \( aCCFs \) values of ozone (in K(kg(NO\textsubscript{2})^{-1}), methane (in K(kg(NO\textsubscript{2})^{-1}), water vapor (in K(kg(fuel))^{-1}), CO\textsubscript{2} (in K(kg(fuel))^{-1}) and contrails (in K(km(contrail))^{-1}) are calculated online in EMAC by the submodel ACCF, and then the corresponding five \( ATR_{20s} \) (in K) are calculated by

\[ ATR_{20_{O_3,i}} = aCCF_{O_3,i} \times NO_{x,i} \times 10^{-3}, \]  
\[ ATR_{20_{CH_4,i}} = aCCF_{CH_4,i} \times NO_{x,i} \times 10^{-3}, \]  
\[ ATR_{20_{H_2O,i}} = aCCF_{H_2O,i} \times FUEL_i, \]  
\[ ATR_{20_{CO_2,i}} = aCCF_{CO_2,i} \times FUEL_i, \]  
\[ ATR_{20_{contrail,i}} = aCCF_{contrail,i} \times PCC_{dist,i}, \]
where NO\textsubscript{x,i} is the NO\textsubscript{x} emissions (in g(NO\textsubscript{x})), and FUEL\textsubscript{i} is the fuel use (in kg(fuel)). The derivation and validation of the aCCFs of ozone, methane, and water vapor have been published by Van Manen [51], Yin et al. [52], and Van Manen and Grewe [53]; the aCCF of contrails is described by Yin et al. (manuscript in preparation, 2021). Here, we mention the climate impact of contrails. In general, contrails warm the Earth atmosphere by reducing the outgoing terrestrial (longwave) radiation and could cool the Earth atmosphere by reflecting part of the solar (shortwave) radiation. The nighttime contrails always have a warming effect because of no solar radiation, whereas the daytime contrails can have a warming and cooling effects. The aCCF\textsubscript{contrail} considers those nighttime and daytime contrail effects, depending on Potcov\textsubscript{i}, the temperature, the outgoing longwave radiation, local time, the time of sunrise, and solar zenith angle. Thus, ATR20\textsubscript{contrail} can take positive and negative values. Finally, the objective function can be written by combining the five ATR20s into ATR20\textsubscript{total} as follows:

\[
ATR20_{total,i} = ATR20_{O3,i} + ATR20_{CH4,i} + ATR20_{H2O,i} + ATR20_{CO2,i} + ATR20_{contrail,i},
\]

\[
f = \sum_{i=1}^{nwp-1} ATR20_{total,i}.
\]

3. Characteristics of North Atlantic Weather Patterns

Table 3 summarizes the obtained North Atlantic weather types and their characteristics. Both the NAO and the EA indices successfully classified the days of the ten complete winters and summers into five types for winter (referred to as types W1–W5) and into three types for summer (referred to as types S1–S3). In the second column, the positive values of the NAO/EA indices indicate that the anomaly fields have the same structure as the typical teleconnection pattern, whereas their negative values indicate that the anomaly fields have the same structure of the opposite sign. In addition, the weather types are clearly characterized by the position and strength of a jet stream, and the representative days of those types are determined well.

| Type | NAO/EA Indices | Jet Stream Position/Strength | Frequency (Days/Season) | Representative Day in 2008–2018 |
|------|----------------|-----------------------------|-------------------------|---------------------------------|
| W1   | EA+            | Zonal/strong                | 14.7                    | 12 January 2010                 |
| W2   | NAO+           | Tilted/strong               | 17.8                    | 1 January 2015                  |
| W3   | EA−            | Tilted/weak                 | 18.9                    | 29 January 2012                 |
| W4   | NAO−           | Confined/strong             | 16.8                    | 20 December 2009                |
| W5   | Mixed          | Confined/weak               | 22.0                    | 19 February 2012                |
| S1   | EA+            | Zonal/strong                | 26.0                    | 11 July 2009                    |
| S2   | Mixed          | Weakly tilted/weak          | 43.1                    | 1 August 2016                   |
| S3   | EA−            | Strongly tilted/weak        | 22.9                    | 26 July 2011                    |

To validate our weather pattern analysis, the frequency for each of the weather types was examined by counting the number of days of the ten complete winters and summers for which each type occurs. Table 3 shows that types W1–W4 occur on average 14.7–18.9 days per winter, and type W5 occurs most frequently on average 22 days per winter. In summer, types S1 and S3 occur with similar frequency, on average 26 and 22.9 days per summer, respectively; and type S2 occurs most frequently, on average 43.1 days per summer. Irvine et al. [34] similarly analyzed the daily variability in the North Atlantic weather patterns by using the ERA-Interim dataset [31] from 1989 to 2010, which provided 21 complete winters and summers. They reported that types W1–W4 average to 15–19 days per winter and type W5 occurs most frequently (26 days per winter). In summer, types S1 and S3 average to 19 and 18 days per summer, respectively; and type S2 occurs most
frequently (55 days per summer). The frequencies obtained from our results agree with those shown by Irvine et al. [34], which corroborates the validity of our analysis.

The characteristics of the individual weather types are described briefly. Figures 1 and 2 show the daily mean geopotential height anomaly and zonal wind speed at 250 hPa for the representative days of each weather type in winter and summer. For type W1 (Figure 1a), the anomaly resembles the positive phase of the EA pattern (EA+), where blocking over central western Europe occurs and the strong central jet stream exists. The anomaly of type W2 (Figure 1b) resembles the positive phase of the NAO pattern (NAO+), where the jet stream tilts meridionally to the north. When type W3 (Figure 1c) is observed, the anomaly resembles the negative phase of the EA pattern (EA−). The anomaly actually shows a similar structure to type W1 (EA+); however, it is opposite in sign to type W1. EA− reflects the occurrence of blocking over southwest Europe, which diverts the jet stream to the north. As a result, the jet stream becomes weak and tilts southwest–northeast. For type W4 (Figure 1d), the anomaly is similar to the negative phase of the NAO pattern (NAO−), which is associated with the occurrence of high-latitude blocking over Greenland [33,54] and southern shifts of the jet stream. The strong zonally oriented jet stream is confined over the east coast of the U.S. Type W5 (Figure 1e), which has little similarity to the NAO and EA patterns. The jet stream is confined over the east coast of the U.S. and is relatively weak.

In contrast to winter, Figure 2 shows that the variability in the jet stream position becomes small and the strength of the jet stream reduces in summer. With the present pattern analysis method [33,34], the weather patterns are classified into three types (Table 3). Type S1 (Figure 2a) resembles EA+, where the strong zonal jet stream exists. By comparing type S1 (Figure 2a) with type W1 (Figure 1a), their anomalies show the similar structure of EA+; however, the magnitude of the anomaly of type S1 and the magnitude of the wind speed of type S1 are less than those of type W1. Type S2 (Figure 2b) has little similarity to the EA pattern and shows slight north shifts of the jet stream. Type S3 (Figure 2c) corresponds to EA−, where the weaker jet stream tilts southwest–northeast.

Figure 1. Daily mean geopotential height anomaly (red–blue contours) and zonal wind above 40 ms$^{-1}$ (green contours with interval 5 ms$^{-1}$) at 250 hPa for representative days in winter: (a) type W1 on 12 January, 2010; (b) type W2 on 1 January, 2015; (c) type W3 on 9 January, 2012; (d) type W4 on 20 December, 2009; and (e) type W5 on 19 February, 2012. “H” and “L” represent the high and low geopotential height anomalies.
4. Characteristics of North Atlantic Aircraft Routing Strategies

The one-day air traffic simulation results obtained with the five aircraft routing options were analyzed and some aircraft routing characteristics that are common to all the representative days were examined. Figure 3 shows the flight characteristics of the one-day air traffic (total 103 flights) for the five routing options for easy comparison. Here, we focus on relative changes (in %) in the flight characteristics to those obtained by the COC option, because the COC option can be considered the current aircraft routing strategy (baseline in our analysis).

![Figure 2](image1.png)

**Figure 2.** Daily mean geopotential height anomaly (red–blue contours) and zonal wind above 20 ms$^{-1}$ (green contours with an interval of 5 ms$^{-1}$) at 250 hPa for representative days in summer: (a) type S1 on 11 July, 2009; (b) type S2 on 1 August, 2016; and (c) type S3 on 26 July, 2011. “H” and “L” represent high and low geopotential height anomalies.
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**Figure 3.** Flight characteristics obtained from the one-day air traffic simulations for representative days of each weather type over the North Atlantic. The bars indicate the sum of 103 flights flying with different aircraft routing options. $ATR20_{\text{total}}$ is calculated by the algorithmic climate change functions ($\mu$CCFs) (see text for details).
First, the COC and the climate options are analyzed. Of the five routing options, the COC option successfully achieves the lowest COC for all the weather types in winter and summer (Figure 3), whereas the climate option successfully achieves the lowest $\text{ATR20}_{\text{total}}$ for all the weather types. Figure 4 shows a comparison of the climate impact ($\text{ATR20}_{\text{total}}$) for the respective weather types in winter and summer; for each weather type, $\text{ATR20}_{\text{total}}$ for the COC, the contrail and the climate options are shown. A comparison of Figure 4 (left) with Figure 4 (right) indicates that the climate option decreases the positive values of $\text{ATR20}_{\text{total}}$ (i.e., warming effects) over northwest Europe and over the east coast of the U.S. In addition, the climate option produces regionally negative values of $\text{ATR20}_{\text{total}}$ (i.e., cooling effects) near Iceland and near Greenland, and over the North Atlantic Ocean, over eastern Canada and over the east coast of the U.S. The decreasing warming effects and the increasing cooling effects result in decreased $\text{ATR20}_{\text{total}}$ by 56.5 (type W3) to 156.3% (type W1; this point is discussed in detail below); however, the climate option increases the COC significantly. The climate option yields the highest COC for types W4 and W5 and yields the second highest COC for the other weather types (Figure 3). The increasing COC ranges from 8.2 (type S2) to 10.1% (types W2, S1 and S3). A clear trade-off exists between the cost and the climate impact, and the trade-off is observed for all the weather types in winter and summer.

The next analysis focuses on the time, the fuel and the COC options. Of the five routing options, the time option achieves the shortest flight time and the fuel option achieves the lowest fuel use for all the weather types (Figure 3). To minimize COC, a reduction in both flight time and fuel use is desirable, because COC depends on the two factors [13]; however, a trade-off exists between the flight time and the fuel use. Figure 5 shows the relative changes in flight time and fuel use among the time, the fuel and the COC options. For the time option, the benefit in flight time reduction ranges from $-2.7$ (type S2) to $-1.1\%$ (type W5), whereas the fuel penalty of the time option ranges from $12.3$ (type W2) to $24.1\%$ (type S2). In contrast, for the fuel option, the benefit in fuel use reduction ranges from $-0.3$ (type W2) to $-0.05\%$ (type W5), whereas the time penalty of the fuel option ranges from $0.08$ (type W5) to $0.24\%$ (type W2). The COC option requires more flight time and consumes less fuel than those of the time option; the COC option consumes more fuel and requires less flight time than those of the fuel option. The COC option lies between the time and the fuel options and yields the best compromise between the flight time and the fuel use, which enables minimizing COC for all the weather types. The COC option shows similar values of flight time and fuel use to the fuel option; however, the small difference in the two factors enables the further cost reduction of USD 0.001–0.002 million per day (per 103 flights) from flying with the fuel option (for type S1, the cost reduction is USD 0.0008 million).

The contrail option successfully achieves the shortest contrail distance for all the weather types (Figure 3), which results in a reduction in contrail distance by 51 (type W5) to 92% (type S1) of the COC option. In addition, the contrail option significantly reduces $\text{ATR20}_{\text{total}}$. A comparison of Figure 4 (left) with Figure 4 (center) indicates that the contrail option decreases the positive values of $\text{ATR20}_{\text{total}}$ over northwest Europe, over the east coast of the U.S. and over the North Atlantic Ocean. Of the five routing options, the contrail option achieves the second lowest $\text{ATR20}_{\text{total}}$ for all the weather types, which results in decreased $\text{ATR20}_{\text{total}}$ by 16.7 (type W1) to 62.1% (type S1); however, as with the climate option, the contrail option increases COC. The contrail option yields the highest COC for types W1 to W3 and S1 to S3 and yields the second highest COC for types W4 and W5. The increasing COC ranges from 8.1 (type W5) to 14.8% (type S3).
Figure 4. Vertically integrated distribution of the climate impact ($ATR20_{\text{total}}$) in winter (types W1 to W5) and in summer (types S1 to S3); those values are calculated by the aCCFs: (left) COC option; (center) contrail option; and (right) climate option. The distributions represent the sum of 103 flights for 24 h of the respective days. The arrows indicate the region where the climate impact changes significantly.
Our results indicate that the contrail and the climate options are effective to reduce the climate impact of $ATR_{20\text{ total}}$. Interestingly, those two options take different approaches to reduce $ATR_{20\text{ total}}$. Figure 3 shows that the contrail option takes positive values of $ATR_{20\text{ total}}$ (warming effects) for all the weather types, whereas the climate option yields negative values of $ATR_{20\text{ total}}$ (cooling effects) for types W1, W4, S1 and S2. To examine the difference in the sign of $ATR_{20\text{ total}}$, Figure 6 compares the five components of $ATR_{20\text{ total}}$ for the COC, the contrail and the climate options. Obviously, the key component is $ATR_{20\text{ contrail}}$, which strongly affects the values of $ATR_{20\text{ total}}$. The contrail option reduces the warming effect of contrails for all weather types, whereas the climate option reduces the warming effect of contrails for type W3 and yields the cooling effect of contrails for other types. To understand the effects of both options intuitively, Figure 7 shows a comparison of the contrail distance for types W1, W4, S1 and S2; for each weather type, the contrail distance for the COC, the contrail and the climate options are compared. A comparison of Figure 7 (left) with Figure 7 (center) shows that the contrail option decreases the contrail formations near Greenland (type W4), over northwest Europe (types W1, S1 and S2), and over the east coast of the U.S. (types W4, S1 and S2), where the positive values of $ATR_{20\text{ total}}$ decrease (see Figure 4 (center)). A comparison of Figure 7 (left) with Figure 7 (right) shows that the climate option decreases the contrail formations over northwest Europe (types W1, S1 and S2) and over the east coast of the U.S. (types S1 and S2) and over eastern Canada (type S1), where the negative values of $ATR_{20\text{ total}}$ increase (see Figure 4 (right)). Moreover, Figure 8 plots the contrail distance vs. $ATR_{20\text{ contrail}}$ for individual flights for all the weather types. We see that the contrail option significantly decreases the contrail distance (the contrail option achieves the shortest contrail distance for all the weather types, as shown in Figure 3) and shows the positive values of $ATR_{20\text{ contrail}}$ for almost all flights. On the other hand, the climate option has longer contrail distances than those of the contrail option and shows the negative values of $ATR_{20\text{ contrail}}$ for many flights. The results indicate that the contrail option minimizes the overall contrail formations at all times, thereby reducing the positive $ATR_{20\text{ contrail}}$. The reducing $ATR_{20\text{ contrail}}$ results in the second lowest $ATR_{20\text{ total}}$ for all weather types; however, the values of $ATR_{20\text{ total}}$ are all positive (warming effects; see Figure 3). In contrast, the climate option reduces warming contrails during the day and night, and actively forms cooling contrails during the day, which leads to decreased positive $ATR_{20\text{ contrail}}$ for type W3 and to the negative values of
$ATR_{20,\text{contrail}}$ for the other types (Figure 6). The decreasing $ATR_{20,\text{contrail}}$ results in the lowest $ATR_{20,\text{total}}$ for all the weather types and in particular, in the negative values of $ATR_{20,\text{total}}$ for types W1, W4, S1 and S2 (Figure 3).

Figure 6. Changes in $ATR_{20}$ components obtained from one-day air traffic simulations for the representative days of each weather type. For each type, three bars show the results for the COC, contrail and climate options. A bar consists of the values of $ATR_{20}$ of ozone, methane, water vapor, CO$_2$ and contrails; those values are calculated by the aCCFs. The individually colored components of the bar are stacked according to their positive or negative temperature responses.

Figure 7. Vertically integrated distribution of contrail distance for types W1, W4, S1 and S2: (left) COC option; (center) contrail option; (right) climate option. The distributions represent the sum of 103 flights for 24 h of the respective days. The arrows indicate the region where the contrail formation changes significantly.
5. Discussion

In this study, EMAC/AirTraf was only applied to the selected representative days because of the high computational demands of the flight trajectory optimization. Although the aircraft routing characteristics shown here agree with those reported by previous studies introduced in Section 1, our findings are still limited to the weather conditions of those representative days. To generalize those characteristics of aircraft routing strategies, statistical analyses are required on the basis of a large number of air traffic simulations with different routing options for many days and seasons. A follow-up study will focus on the extension of the simulation dataset and on a statistical interpretation. In addition, our results show some trends of the seasonal variation in flight characteristics; for example, the COC option shows larger contrail distances in summer than those in winter, and thus this option has larger values of $ATR20_{\text{total}}$ in summer (see Figures 3 and 6). This emphasizes the efficient reduction in contrail formation by selecting the contrail option in summer. Figure 5 also shows that the overall benefit in flight time caused by the time option increases in summer, although the jet stream is strong over the North Atlantic in winter, as shown in Figure 1. The statistical analyses will reveal the relationship between the aircraft routing characteristics and weather conditions, including seasonal variations in flight characteristics.

Last but not least, the five aircraft routing options used in this study can be employed to perform air traffic simulations for multi-criteria aircraft routing strategies [8]. We extend the present optimization method to solve multi-objective optimization problems among different aircraft routing options, find a set of trade-off solutions (optimal flight trajectories), and then choose one flight trajectory from the obtained set of trade-off solutions based on higher-level information, such as various subjective and problem-dependent considerations. If we consider two conflicting objectives of flight trajectory optimization, i.e., the minimization of cost and minimization of climate impact, the extension of the present optimization method enables finding an eco-efficient aircraft trajectory which shows a substantial reduction in climate impact and a small increase in costs. This feature allows one to perform air traffic simulations for an eco-efficient aircraft routing strategy.
6. Conclusions

We performed the ten years EMAC model simulation from December 2008 to August 2018 in the specified dynamics mode nudging with ERA-Interim reanalysis dataset. The daily variability in the North Atlantic weather patterns was analyzed on the basis of the similarity of daily-mean geopotential height anomalies at 250 hPa to typical NAO and EA teleconnection patterns. All days of the ten complete winters and summers in the EMAC simulation were successfully classified into commonly occurring weather types, i.e., five weather types for winter (types W1 to W5) and three types for summer (types S1 to S3). The weather types were clearly characterized by the position and strength of the jet stream at 250 hPa over the North Atlantic. The obtained frequency of each of the weather types was compared with the literature data, and the validity of our analysis was confirmed. The representative days for each weather type were selected and a total of 103 North Atlantic flights of an Airbus A330 aircraft were simulated with the five aircraft routing options for each representative day by using the EMAC model with the AirTraf submodel. The variation in flight characteristics among those routing options was analyzed, and some characteristics of the aircraft routings were examined. The results show that the climate option reduces \( ATR20_{\text{total}} \) the most and shows a trade-off between the COC and \( ATR20_{\text{total}} \): the COC option lies between the time and the fuel options and achieves the lowest COC by taking the best compromise between the flight time and the fuel use. The contrail option shows the second lowest \( ATR20_{\text{total}} \), which causes an increase in COC. These characteristics are common to the representative days of each weather type over the North Atlantic. We extend our methodology to long-term simulations and statistically analyze the obtained dataset, which could clarify the relationship between the aircraft routing characteristics and weather conditions. The present optimization method is also extended so that AirTraf can simulate air traffic for multi-criteria aircraft routing strategies.
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Appendix A. Formulation of Flight Trajectory Optimization

A flight trajectory was optimized with the methods described by Yamashita et al. [27, 28]. Figure A1 (adapted from [27]) shows the geometry definition of a flight trajectory from Munich (MUC) to New York (JFK) as an example. Six design variables from $x_1$ to $x_6$ were used for the location (Figure A1, bottom). $x_1$, $x_3$ and $x_5$ indicate longitudes, and $x_2$, $x_4$ and $x_6$ indicate latitudes. Given the geographic locations of an airport pair according to a flight plan, the great circle is calculated between the airports, and central points of three rectangular domains (diamonds) are calculated on the great circle. These points divide the longitude distance between the airports ($\Delta \lambda_{\text{airport}}$) into four equal parts. The three rectangular domains ($0.1 \Delta \lambda_{\text{airport}} \times 0.3 \Delta \lambda_{\text{airport}}$) centered at the central points are created for the lower/upper bounds of the six design variables. The coordinates of the three control points (CPs, closed circles) are determined: CP1 ($x_1$, $x_2$), CP2 ($x_3$, $x_4$) and CP3 ($x_5$, $x_6$). A flight trajectory is represented by a B-spline curve (third order) with the three CPs, and then waypoints are generated along the trajectory. The altitudes of the airport pair are fixed at FL290 ($\approx 8.8$ km) and five design variables of $x_7$ to $x_{11}$ are used to indicate altitudes (Figure A1, top). The longitude coordinates of the five design variables are calculated to divide $\Delta \lambda_{\text{airport}}$ into six equal parts; the lower/upper bounds of the five design variables are set as [FL290, FL410] ($\approx [8.8, 12.5]$ km). The coordinates of five CPs are determined: CP4 ($x_7$), CP5 ($x_8$), CP6 ($x_9$), CP7 ($x_{10}$), and CP8 ($x_{11}$). A flight trajectory is represented by another B-spline curve (third-order) with the five CPs, and then waypoints are generated along the trajectory in such a way that the longitude of the waypoints is the same as that for the flight trajectory on location. As a result, 11 design variables are used to define a whole flight trajectory. ARMOGA [39–41] seeks an optimal solution (i.e., flight trajectory) of a single-objective flight trajectory optimization problem with the optimization setup listed in Table 2; the obtained flight trajectory minimizes an objective function corresponding to a selected aircraft routing option. Any arbitrary number of flight plans is applicable to AirTraf simulations and this flight trajectory optimization is executed for every airport pair. The present optimization method can be extended to solve multi-objective optimization problems among different aircraft routing options (see Section 5).

---

Figure A1. Geometry definition of the flight trajectory in the vertical cross section (top) and projection on the Earth (bottom) [27]. The bold solid line indicates a flight trajectory from Munich (MUC) to New York (JFK). Control points (closed circles) are determined by 11 design variables. Bottom: the dashed boxes show rectangular domains for the lower/upper variable bounds of the six design variables ($x_1$ to $x_6$). Central points (diamonds) of the domains are calculated on the great circle (thin solid line). Top: the dashed lines show the lower/upper variable bounds of the five design variables ($x_7$ to $x_{11}$).
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