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Abstract: Macaque monkey is a rare substitute which plays an important role for human beings in relation to psychological and spiritual science research. It is essential for these studies to accurately estimate the pose information of macaque monkeys. Many large-scale models have achieved state-of-the-art results in pose macaque estimation. However, it is difficult to deploy when computing resources are limited. Combining the structure of high-resolution network and the design principle of light-weight network, we propose the attention-refined light-weight high-resolution network for macaque monkey pose estimation (HR-MPE). The multi-branch parallel structure is adopted to maintain high-resolution representation throughout the process. Moreover, a novel basic block is designed by a powerful transformer structure and polarized self-attention, where there is a simple structure and fewer parameters. Two attention refined blocks are added at the end of the parallel structure, which are composed of light-weight asymmetric convolutions and a triplet attention with almost no parameter, obtaining richer representation information. An unbiased data processing method is also utilized to obtain an accurate flipping result. The experiment is conducted on a macaque dataset containing more than 13,000 pictures. Our network has reached a 77.0 AP score, surpassing HRFormer with fewer parameters by 1.8 AP.
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1. Introduction

Macaque has an important position and scientific value in life science research. It is a rare substitute for human beings in the field of psychological science and spiritual science [1]. That has extensive research value in behavior and action psychology. Macaque is a very valuable experimental object and data source in the research of these subjects. The accurate acquisition of macaque pose information is the basis of related subject research [2]. The macaque’s hair is very long and grows rapidly, which makes many sensors unable to be stably worn on the macaque’s body. Furthermore, they are very active and have a wide range of movements. If the sensors are forcibly installed on them, their normal activities will be disturbed, and the data obtained will not reflect the real situation of animals, which is not conducive to subsequent research and analysis [3]. The pose estimation method based on non-wearable devices provides a reliable scheme for capturing the pose of macaques.

The deep learning method has been widely used in human pose estimation based on RGB images and has achieved excellent results [4–6]. People and monkeys are very similar in many ways. Many studies have applied the human pose estimation method to animal pose estimation and achieved good results [7–10]. Rollyn et al. [3] designed a convolutional neural network architecture to estimate the behavior of monkeys in the wild environment. The basic design framework is to add a maximum pool after four convolution layers, which can effectively prevent over-fitting while extracting features. The activation function is RELU. With the down-sampling, the number of layers of the feature map increases and
the resolution decreases. Thus, the convolution layer is a fully connected layer used to
directly obtain the normalized coordinates. In the next work, Rollyn et al. [11] used the
DeepLabCut framework to train a pose estimation network model on the macaque dataset
with 5967 manually annotated monkey images. This model can also detect the monkey
video, but it can only detect a single frame. From this perspective, it is still image detection.
Liu et al. [7] designed a new multi-frame animal pose estimation framework, Optiflex,
which is different from other previous frameworks. This framework can make full use
of the correlation information between frames in the video to analyze the animal pose.
Then, Rollyn et al. [8] created a new macaque monkey pose dataset, called MacaquePose,
with more than 13,000 photos for the study of markerless macaque pose estimation. This
dataset offers convenience and a widely accepted baseline for the subsequent research in
this area. Salvador et al. [12] used ResNet, which has achieved good performance in many
visual tasks, for monkey pose estimation based on MacaquePose. The experimental results
show that the pose estimation accuracy for monkeys has reached the same level as that for
humans. Victoria et al. [10] applied the technique of unlabeled pose estimation to reveal
how primates use vision to guide and correct their actions in real time when capturing their
prey in the wild. This demonstrates the great role of pose estimation in animal behavior.

The essence of the pose estimation problem is to obtain the keypoints of a body from
an input image. This is a challenging basic task of computer vision. The above research
works and many mainstream networks have achieved state-of-the-art performance with
large parameters and huge GFLOPs [6,13]. In many times, the computation source of the
platform is limited, and cannot run the large-scale network smoothly. When it comes to this
issue, many small-scale networks have been proposed. Pose estimation can be performed in
two ways: the first involves using backbones designed for classification tasks directly [14],
and the second considers the characteristics of pose estimation that are sensitive to spatial
information and refines the structure, which could result in better performance [15,16].

In this work, an attention-refined light-weight high-resolution network for macaque
monkey pose estimation (HR-MPE) is developed. We follow the way of the high-resolution
transformer (HRFormer) [16], utilizing the parallel three-stage structure, similar to the
high-resolution network (HRNet) [17], but re-designing basic blocks of the transformer. An
essential point has been proposed: the power of the Vision Transformer (ViT) coming from
the well-designed structure of itself [18]. Based on this critical conclusion, a new basic block
is built via polarized self-attention (PSA) [19] with a simple yet efficient structure to achieve
the purpose of designing a light-weight model. After the three-stage structure, an attention-
refined module is added to improve the performance. An unbiased data processing method
is applied to obtain a more accurate result of the image flipping operation in pre-processing.
Warm-up, Adam, and other training techniques [20] sped up the network convergence. Our
network arrived at a 77.0 AP score, surpassing many state-of-the-art light-weight models.

The main contributions of our work are as follows:

- A multi-branch parallel architecture is built to keep high-resolution representations
  throughout the whole process, which also fuses rich semantic information from
  branches with different resolutions.
- A new basic block of the backbone is designed, relying on the powerful structure
  of the transformer and the PSA that could obtain global attention with a few parameters.
- For striking a balance between the weight and the performance of our model, we
  propose an attention-refined module based on asymmetric convolutions and triplet
  attention with few parameters.

This article is structured as follows. Section 2 discusses related work; Section 3
introduces the internal details of our network; Section 4 demonstrates the dataset used
in the work and describes the experimental settings; Section 5 conducts comparative
experiments and ablation experiments to evaluate the effectiveness of the model; and
Section 6 draws conclusions.
2. Related Work

2.1. Two-Stage Paradigm

There are two main paradigms of pose estimation: bottom-up and top-down. The first one is a kind of end-to-end method, which could directly obtain keypoints of the body. However, the accuracy of it is unsatisfactory in the task. In the training part, this paradigm needs a large size of input image, bringing gigantic pressure in the computation platform, and is time-consuming [4,21]. The second is a kind of two-stage method, which obtains a bounding box of the target body and then detects keypoints of body in the box [22]. Because of the help of the bounding box, the method could achieve a better performance than the first one. Moreover, when the size of body in an image is small, keypoints could also be obtained precisely. In the wild, there are complex backgrounds and environments in pictures of the macaque monkey. The help of the bounding box is particularly important.

2.2. Vision Transformer

The transformer has achieved great success in the field of natural language processing (NLP). The self-attention mechanism in the transformer can effectively deal with the context information of words, and performs well in many NLP tasks. The transformer is also used in the field of computer vision. Thanks to the self-attention mechanism, it can extract richer image information. ViT shows good classification and image segmentation performance on large-scale datasets of ImageNet and COCO [23]. Because there are numerous calculations in the self-attention mechanism, it is not conducive to the training and reasoning of the model. To solve this problem, the Swin Transformer combines the convolution network and designs a local attention mechanism based on a flipped window, which can perform multiple visual tasks well. To achieve better results in resolution-sensitive visual tasks, HRFormer integrates the structure of HRNet and the basic block of the Swin Transformer. The fact that the transformer infrastructure is crucial to computer vision tasks, as noted by Yu et al. [18], is a key inspiration for our work.

2.3. Light-Weight Network

In many application scenarios, powerful computing support cannot be provided, so the research and development of light-weight models is particularly important. There are two main ways of pose estimation. The first way is represented by MobileNet [24] and ShuffleNet [25]. They make good use of depth-wise convolution and point-wise convolution that are classical designs of light-weight network components with high speed and the ability to maintain great results. When compared to previous models, ViT has greater advantages due to its powerful structure and well-designed self-attention block. Based on these characteristics, the model shows remarkable results on a number of widely recognized visual task datasets, such as the Swin Transformer [26] and the pyramid vision transformer (PVT) [27], also including light-weight versions. However, in these networks, as the input image is processed, the resolution of the feature map is continuously compressed, resulting in a low-resolution feature map as the final output. As a result, the estimated position of the body keypoints in the image is inaccurate.

The second way is based on HRNet, maintaining a high-resolution representation throughout the whole process, rather than reviving a high-resolution representation from a series of low-resolution representations by up-sampling. This could prevent information loss and add noise effectively [16]. Using a multi-stage architecture to obtain multiscale representations, high-resolution networks could integrate multiple features with a light-weight component, achieving both good performance and a small scale at the same time [15]. This design provides good guidance for our work.

3. Methods

3.1. Unbiased Data Processing

The difficulty of using the top-down pose estimation paradigm lies in the bias in the data processing. Specifically, numerous repeatable experiments can prove that there are
plenty of inconsistencies between the processing results obtained by common flipping strategies and the original results. At the same time, in the process of training and inference, there are statistical systematic errors in the standard encoder–decoder. These two problems are intertwined, which inevitably reduce the accuracy of pose estimation [28], because the data used for training are biased.

To solve this problem, the unbiased data processing (UDP) [28] method converts data in a continuous space, and pixels are replaced by the unit length (interval between pixels) to measure the image size. The result is consistent with the original image when flipping is performed in inference. Furthermore, a theoretically error-free encoder–decoder method is obtained using the structure of the combined classification and regression pose estimator.

To meet the need of data conversion in this issue, this method can further improve the representation ability of our network. The specific results will be shown in the ablation experiment.

3.2. High-Resolution Network

In this work, the network’s structure is based on the HRNet design and has a three-stage parallel architecture with various resolutions (shown in Figure 1) [29]. The three-stage subnetwork includes one, two, and three different resolution branches ($\frac{1}{4}, \frac{1}{8}, \frac{1}{16}$), consisting of several pre-defined modules (1, 1, 4). Each pre-defined module contains two refined transformer blocks. To integrate information from different branches, there is an information interaction unit in each module, as shown in Figure 2 [30]. Table 1 shows the specific structure of the network.

---

**Figure 1.** Illusion of the whole structure of our network.

**Figure 2.** Illusion of the module of fusion.
Table 1. The structure of HR-MPE. FFN-DW: feed-forward network with a 3 \times 3 depth-wise convolution, PSA: polarized self-attention, ARM: attention-refined module, AsyConv: asymmetric convolution, Tri-A: triplet attention, (1, 1, 4, 1): the number of modules, (2, 2, 2, 2): the number of blocks.

| Res. | Stage1 | Stage2 | Stage3 | ARM |
|------|--------|--------|--------|-----|
| \times 4 | [1 \times 1, 64; 3 \times 3, 1 \times 1, 256]_C_1 \times 2 \times 1 | [\text{PSA} \quad \text{FFN-DW}]_C_1 \times 2 \times 1 | [\text{PSA} \quad \text{FFN-DW}]_C_1 \times 2 \times 4 | [\text{AsyConv} \quad \text{Tri-A}]_C_1 \times 2 \times 1 |
| \times 8 | | [\text{PSA} \quad \text{FFN-DW}]_C_2 \times 2 \times 1 | [\text{PSA} \quad \text{FFN-DW}]_C_3 \times 2 \times 4 | |
| \times 16 | | [\text{PSA} \quad \text{FFN-DW}]_C_3 \times 2 \times 4 | | |

In the whole network, three branches use the number of channels with \( C_1, C_2, C_3 \). Because of the aim of building a light-weight network, the number of channels is set as \( (32, 64, 128) \) [16]. Obviously, the number of channels in SimpleBaseline, MobileNet etc. that use the backbones for the classification task is several times as many as ours. HR-MPE maintains a great performance and keeps a reasonable width and parameters of the network at the same time. Benefitting from the well-designed parallel architecture of multiscale representation, high-resolution representation is kept throughout the full process. While down-sampling by a large margin, SimpleBaseline [31], MobileNet [14], etc., lose plenty of spatial information. Additionally, it is challenging to enhance the corresponding expression ability by combining the shallow high-resolution image detail representation with the representation learned from the fuzzy image. The network in our design has three distinct resolution branches. Rich spatial information is maintained in the high-resolution branches, but high-level semantic information, which the low-resolution branches have, is absent. Each stage is completed with a feature fusion module that increases the semantic content of the high-resolution representation.

In the feature fusion unit (shown in Figure 2), there are three situations for information fusion: Firstly, the resolution of the input feature map is the same as that of the output feature map. Direct replication is adopted in the network without any operation, which also ensures that the whole resolution branch has a gradient transmission path. Secondly, the resolution of the input feature map is higher than that of the output feature map. The 3 \times 3 convolution with stride 2 is used as the down-sampling operation in the network, which can reduce the information loss caused by a decline in spatial resolution to a certain extent. Thirdly, the resolution of the input feature map is lower than that of the output feature map. A 1 \times 1 convolution is used to align the number of channels in the network, and then the nearest neighbor interpolation method is used for up-sampling.

3.3. Polarized Self-Attention

Inspired by the polarized light filtering in optics, glare and reflection are always generated in the transverse direction. Therefore, the idea of only allowing light to pass through the normal direction thanks to polarized light filtering can improve the contrast of photos to a certain extent. However, the dynamic range of the filtered light is limited because some light fails to pass through the filter. Therefore, the high dynamic range is used to recover the details. Based on the above simple physical principles, the polarized self-attention (PSA) mechanism is proposed. Firstly, the tensor is folded in a specific dimension to recover the details. Based on the above simple physical principles, the polarized self-attention (PSA) mechanism is proposed. Firstly, the tensor is folded in a specific dimension, and the high-resolution representation is maintained in the normal direction orthogonal to it. After normalization, a sigmoid function is used to expand the dynamic range [19].

The procedure is shown in Algorithm 1 and the structure is shown in Figure 3. Firstly, the input \( X \in R^{C \times H \times W} \) is processed by two standard 1 \times 1 convolutions, achieving \( W_q^{C/2 \times H \times W} \) and \( W_v^{C/2 \times H \times W} \), respectively. Then, the Global Pooling operation is used for \( W_q \) to obtain global information and transfer the dimension into \( R^{1 \times C/2} \). Meanwhile, \( W_v \) only needs a simple reshaping operation and outer-product between \( W_v \) and \( W_q \), which is processed by Softmax, obtaining a Filter\(^{1 \times HW} \). Then, the Filter is handled by Reshape...
and Sigmoid in sequence to obtain a new Filter\(^{1 \times H \times W}\). Finally, there is an inner-product operation between Filter and the input \(X\).

**Figure 3.** The whole architecture of polarized self-attention.

**Algorithm 1: Polarized self-attention.**

```
input : \(X \in \mathbb{R}^{C \times H \times W}\)
output: \(Y \in \mathbb{R}^{C \times H \times W}\)

// The input \(X\) is divided into \(W_q\) and \(W_v\)
1 \(W_q^{C/2 \times H \times W} \leftarrow \text{Conv}_{1 \times 1}(X);\)
2 \(W_q^{C/2 \times 1 \times 1} \leftarrow \text{GlobalPooling}(W_q);\)
3 \(W_q^{1 \times C/2} \leftarrow \text{Reshape}(W_q);\)
4 \(W_v^{C/2 \times H \times W} \leftarrow \text{Conv}_{1 \times 1}(X);\)
5 \(W_v^{C/2 \times HW} \leftarrow \text{Reshape}(W_v);\)
6 Filter\(^{1 \times HW}\) \(\leftarrow \text{Softmax}(W_q) \otimes W_v;\)
7 Filter\(^{1 \times H \times W}\) \(\leftarrow \text{Sigmoid}(\text{Reshape(Filter)});\)
8 \(Y^{C \times H \times W} \leftarrow X \circ \text{Filter}\)
```

Based on the above steps on the description and operation, \(X\) is the input tensor; \(C\) is the number of channels; and \(H\) and \(W\) are the height and width of the characteristic graph, respectively. The time complexity of this method is:

\[
\Omega(\text{Polarized Self-Attention}) = CHW
\]  

The shifted window multi-head self-attention (W-MSA) in the Swin Transformer is as follows [26]:

\[
\Omega(\text{W-MSA}) = 4hwC^2 + 2M^2hwC
\]

where \(hw\) is the number of patch, \(M\) is the window size, and \(C\) is the number of channels. Obviously, the PSA has less parameters and computation than a complex W-MSA. In the ablation experiment, pooling is used as a benchmark to verify the effectiveness of the PSA, as shown in Figure 4a.
3.4. Attention Refined Block

For the purpose of designing a light-weight network, the structure only includes three stages, one stage less than the mainstream networks with high-resolution representations, so the performance may be reduced. In the case of maintaining a few parameters, to make up for this deficiency to some extent, we design the attention-refined block and add it to the end of the parallel structure.

The specific design of the attention-refined block is shown in Figure 4b. Firstly, a $1 \times 3$ and a $3 \times 1$ asymmetric convolution are used to further extract features from the horizontal and vertical based on high-resolution representation. After each convolution, a batch normalization and a RELU activation function are added, respectively. The above components refer to a basic unit. Previously, the PSA in the basic block only extracted spatial attention without acquiring channel information. To obtain more abundant representation information, a triplet attention is added to this block to obtain the spatial attention and the channel attention. This is followed by a same basic unit and a residual link in sequence.

3.4.1. Asymmetric Convolution

Generally, the symmetric convolution block used in the network can obtain a larger receptive field, which is also accompanied by considerable parameters and computation, and it is easy to lead to over-fitting. For the design concept of the light-weight network, we use a set of $1 \times 3$ and $3 \times 1$ convolutions to replace the conventional $3 \times 3$ convolution.

Equation (3) could validate the invariance of the convolution operation:

$$X \ast K^{(1)} + X \ast K^{(2)} = X \ast (K^{(1)} \oplus K^{(2)}),$$

where $X^{C \times H \times W}$ is the input feature map and $K^{(1)}$ is the kernel of convolution with different sizes. In the case of the same shared sliding window, the feature map with the same size...
can be obtained with fewer parameters [32]. To sum up, the operation process of the asymmetric convolution is shown in Equation (4):

\[ y = \sum_{c=1}^{C} \sum_{h=1}^{H} \sum_{w=1}^{W} K_{j}^{h \times w \times c} S^{h \times w} \times c \]

(4)

where \( S \) is the sliding window on a feature map and \( K_{j} \) is the \( j_{th} \) kernel of a filter.

### 3.4.2. Triplet Attention

The importance of cross-dimensional interactions is captured when calculating attention weights to provide rich feature representation. Cross-dimension interaction occurs through dimension transformation [33]. Channel Pooling is an operator used to concatenate Average Pooling and Max Pooling representations in the zeroth dimension. Subsequently, \( X^{2 \times H \times W} \) is processed by a \( 7 \times 7 \) convolution and a batch normalization layer (shown in Algorithm 2).

**Algorithm 2: Triplet unit.**

```plaintext
input : X ∈ \( R^{C \times H \times W} \)
output : Y ∈ \( R^{C \times H \times W} \)

1 \( X_{\text{original}} \leftarrow X \);
2 \( X^{2 \times H \times W} \leftarrow \text{ChannelPooling}(X) \);
3 \( X^{1 \times H \times W} \leftarrow \text{Conv}_{7 \times 7}(X) \);
4 \( X^{1 \times H \times W} \leftarrow \text{BatchNormalization}(X) \);
5 \( \text{Filter}^{1 \times H \times W} \leftarrow \text{Sigmoid}(X) \);
6 \( Y^{C \times H \times W} \leftarrow X_{\text{original}} \odot \text{Filter} \)
```

The whole process of triplet attention is shown in Algorithm 3 and Figure 5. There are three triplet units in triplet attention, and each unit has the same structure. To rotate the input tensor, we restructure the dimension direction of the tensor by using the permute operation. Finally, we calculate the arithmetic mean value of three units.

**Algorithm 3: Triplet attention.**

```plaintext
input : X ∈ \( R^{C \times H \times W} \)
output : Y ∈ \( R^{C \times H \times W} \)

1 \( X_{\text{perm1}} \leftarrow X_{\text{permute}}(2,1,3) \);
2 \( X_{\text{out1}} \leftarrow \text{TripletUnit}(X_{\text{perm1}}) \) \( X_{\text{out1}} \leftarrow X_{\text{out1} \text{permute}}(2,1,3) \);
3 \( X_{\text{perm2}} \leftarrow X_{\text{permute}}(3,2,1) \);
4 \( X_{\text{out2}} \leftarrow \text{TripletUnit}(X_{\text{perm2}}) \) \( X_{\text{out2}} \leftarrow X_{\text{out2} \text{permute}}(3,2,1) \);
5 \( X_{\text{out3}} \leftarrow \text{TripletUnit}(X) \);
6 \( Y^{C \times H \times W} \leftarrow \frac{X_{\text{out1}} + X_{\text{out2}} + X_{\text{out3}}}{3} \)
```
4. Experiments

In this section, the presented HR-MPE is evaluated on a public macaque monkey dataset, and the results of a series of experiments are demonstrated and analyzed at length. First, the preparation of our experiments is illustrated, containing the dataset, the environment of experiments, the evaluation metrics, and the setting of hyperparameters. Then, HR-MPE is systematically compared with other state-of-the-art deep learning models with great performance. The verification of specific components in our model will be described in the ablation experiment.

4.1. Dataset

In this work, the dataset that we utilize is MacaquePose [8], consisting of 13,083 images of macaque monkeys from zoos (Toyama Municipal Family Park Zoo, Itozu no Mori Zoological Park, Inokashira Park Zoo, and Tobu Zoo), Google Open Images, and the Primate Research Institute of Kyoto University. Additionally, the zoos provide over 78% of images, and images from other ways occupy a tiny part of this dataset. All the images are captured under the condition of natural environment without any human intervention.

The annotations of MacaquePose follow the same format as COCO [34], which consists of 17 keypoints, as shown in Table 2. To maintain the high quality of the dataset, all keypoints are located at the center of joint rotation or organs, and some occluded organs and joints are also annotated. To meet the needs of the experiment, 500 images are randomly selected from the population as the test set, and the rest as the training set, following the way of COCO.
Table 2. Illustrating the definition of macaque joints.

| Keypoint | Definition | Keypoint | Definition |
|----------|------------|----------|------------|
| 1        | Nose       | 10       | Left wrist |
| 2        | Left eye   | 11       | Right wrist|
| 3        | Right eye  | 12       | Left hip   |
| 4        | Left ear   | 13       | Right hip  |
| 5        | Right ear  | 14       | Left knee  |
| 6        | Left shoulder | 15    | Right knee |
| 7        | Right shoulder | 16   | Left ankle |
| 8        | Left elbow | 17       | Right ankle|
| 9        | Right elbow|          |            |

4.2. Evaluation Metrics

The aim of pose estimation is to obtain the spatial position of body keypoints in a two-dimensional or three-dimensional space. Therefore, positioning accuracy becomes an important factor to evaluate the performance of pose estimation. Specifically, the method of evaluation follows COCO.

Evaluation metrics are based on the object keypoint similarity (OKS). The definition of keypoint similarity (KS) is as follows:

\[
ks(\hat{z}_i, z_i) = e^{-\frac{||\hat{z}_i - z_i||_2^2}{2s^2e_i^2}},
\]

where \(\hat{z}_i\) is the predicted coordinate in the \(i_{th}\) keypoint, and \(z_i\) is the ground truth of that. \(s\) is a scale of object, and \(e_i\) represents different constants for different kinds of keypoints. Tolerance of the coordinate bias is controlled by \(s^2e_i^2\). A description of OKS is as follows:

\[
OKS(\hat{z}_i, z_i) = \frac{ks(\hat{z}_i, z_i)\delta(v_i > 0)}{\sum_i \delta(v_i > 0)},
\]

where \(v_i\) describes the visibility of a keypoint.

In this method, average precision (AP) is the most important standard, which refers to the average value of precision when \(OKS = 0.50, 0.55, \ldots, 0.90, 0.95\), respectively. In general, \(OKS \geq 0.75\) is a tiny spatial error range. This requires that the spatial accuracy of the coordinate estimation should be very high, which is the main reason for the high spatial sensitivity of the macaque monkey pose estimation task.

4.3. Experimental Settings

Table 3 presents the settings and hyperparameters of experiments on the macaque monkey dataset. To further illustrate the advantages of HR-MPE, it is compared with other state-of-the-art pose estimation models containing SimpleBaseline [31], MobileNetV2 [14], ShuffleNetV2 [25], HRFormer-Tiny [16], and PVT [27]. To process a fair evaluation, the training and testing datasets keep the same distribution. The best convergent models of each network are chosen. All experiments are executed under the deep learning framework PyTorch 1.8.0 with an NVIDIA GeForce RTX 3090 GPU (24 GB).

Firstly, the macaque body detection frame provided by the dataset is enlarged according to the aspect ratio of 4:3, and then the image in the detection frame is cut out from the original image. In this dataset, the cropped images are scaled to a fixed size of 256 × 192. In data enhancement, random image rotation with an angle change of \([-80^\circ, 80^\circ]\), multiscale enhancement with a zoom range of \([0.5, 1.5]\), and random horizontal image flipping are used in our work.
Table 3. Demonstration of experimental settings and hyperparameters.

| Parameters        | Setting   |
|-------------------|-----------|
| Max epoch         | 210       |
| Base learning rate| $5 \times 10^{-4}$ |
| Ware-up step      | [170, 200] |
| Optimizer         | Adam      |
| Batch size        | 64        |
| Loss function     | Joint MSE Loss |

Adam is used as the optimizer during network training. The initial learning rate is $5 \times 10^{-4}$. In the 170th round (epoch), the learning rate drops to $1 \times 10^{-4}$, and in the 200th round, the learning rate drops to $1 \times 10^{-5}$. The network has trained 210 epochs in total.

5. Results and Discussion

5.1. Experimental Result and Discussion

Table 4 reports the results of the macaque monkey dataset which demonstrated that HR-MPE and other five state-of-the-art backbones are evaluated on six evaluation metrics of $AP$, $AP^{50}$, $AP^{75}$, $AP^M$, $AP^L$, and $AR$ with an input size of $256 \times 192$. It is clear that our HR-MPE ranks the top position on all quotas. It is worth noting that our model exceeds HRFormer by 1.8 $AP$ and 1.1 $AR$, which ranks second, with a smaller number of parameters. SimpleBaseline-18, whose parameters are four times more than our model, lags by a 3.1 $AP$ score and a 3.7 $AR$ score. ShuffleNet and MobileNet rank the first and second from the bottom, respectively, with a difference of 5.4 $AP$ and 7.8 $AP$ from HR-MPE, respectively.

Table 4. Comparison on the macaque monkey test set. The volume of parameters and FLOPs for the pose estimation network are measured without animal detection and keypoint head.

| Methods        | Input Size | #param. | GFLOPs | $AP$ | $AP^{50}$ | $AP^{75}$ | $AP^L$ | $AR$ |
|----------------|------------|---------|--------|------|-----------|-----------|--------|------|
| ShuffleNetV2   | 256 × 192  | 1.25M   | 0.14   | 69.2 | 89.5      | 80.5      | 69.7   | 73.0 |
| MobileNetV2    | 256 × 192  | 2.22M   | 0.31   | 71.6 | 89.5      | 82.0      | 71.9   | 75.0 |
| SimpleBaseline-18 | 256 × 192 | 11.17M  | 1.78   | 72.9 | 89.6      | 82.9      | 73.4   | 76.3 |
| PVT            | 256 × 192  | 0.86M   | 0.10   | 72.6 | 89.4      | 83.9      | 72.9   | 76.1 |
| Lite-HRNet     | 256 × 192  | 1.76M   | 0.31   | 74.2 | 89.5      | 84.9      | 74.3   | 77.4 |
| HRFormer-Tiny  | 256 × 192  | 2.49M   | 1.39   | 75.2 | 89.4      | 85.8      | 75.7   | 78.9 |
| HR-MPE (ours)  | 256 × 192  | 2.40M   | 1.92   | 77.0 | 89.5      | 86.2      | 77.2   | 80.0 |

From the experimental results, the use of high-resolution representation is conducive to improving the effect of the network. The light-weight high-resolution network (Lite-HRNet), HRFormer-Tiny, and HR-MPE are examples of networks that maintain high-resolution representation throughout the process. SimpleBaseline-18 is an example of a network that recovers high-resolution representation from low-resolution representation (PVT, ShuffleNetV2, and MobileNetV2). This further shows that pose estimation is a resolution-sensitive computer vision task. As we discussed in Section 3.3, our model has clear benefits over the typical convolution network (Lite-HRNet) due to the careful structural design of the transformer and the strong representation capacity of the PSA for spatial information. The use of the PSA, the attention-refined block, and the feature fusion unit enables HR-MPE to achieve better results than HRFormer-Tiny while maintaining a low number of parameters. The triple attention and asymmetric convolution in attention-refined blocks are used for designing light-weight models. Experimental results show that these improvements achieve good performance while maintaining a smaller size.

The annotation results of HR-MPE in the test set are shown in Figure 6. The first column is the collected original image, the second column is the manually annotated pose information, and the third column is the pose information estimated by the model. The
model can accurately predict the pose of macaques, whether it is multiple monkeys or a single monkey. Some occluded parts in the training set are annotated, as described in Section 3.1. The model can effectively learn these features. It is worth noting that certain keypoints in the test set that are not manually annotated are also correctly predicted. Because of body occlusion, the right forelimb of the monkey in the first row, for instance, can not be marked. However, the model can still approximate its location, proving the model’s capacity to be generalized.

Figure 6. Cont.
When analyzing the data, it is noted that the performance of these models on the macaque dataset is better than that of the human pose datasets, such as COCO and MPII [4,5,17,22,35,36]. The dataset size of macaque is much smaller than COCO and MPII. In terms of the characteristics of deep learning, the larger the dataset is, the better the model will be trained. After analysis, we find that the key step of pose estimation is to obtain the keypoints’ information of a body. In the process of data annotation, many keypoints are marked not on the body but on the clothes (such as shoulders and knees). The materials of different clothes are quite unfamiliar, and the corresponding image information is more complex and diverse. However, since monkeys do not wear clothing and there is less variation in monkey fur than there is in clothing, it is easier for the networks to produce better results.

5.2. Ablation Experiment

To verify the effectiveness of each improvement, PoolFormer is used as the baseline. First, an attention-refined block is added to the back of the parallel structure. The results show that although the number of parameters and calculations increases slightly, the effect has been significantly improved by 0.5 AP. This result fulfilled our original design intention. The pooling operation can lead to information loss in the network, and the W-MSA is too complex to be suitable for small-scale models. The PSA mechanism is used to create a balance between complexity and effect. Despite the fact that the PSA parameters are tiny, the results reveal that good results are obtained, which is compatible with the analysis in Section 3.3. As can be seen from Table 5, this change has brought about the improvement of 1.0 AP. In the previous data preprocessing, the inversion operation can bring deviation, which is not conducive to network training. In this work, the UDP method is used for unbiased data processing, which improves the performance by 0.9 AP. This process does not increase the amount of calculation and parameters of the model.
Table 5. Influence of selecting the attention-refined block and polarized self-attention. We show #param, GFLOPs, AP, and AR on the macaque monkey test set.

| No. | Baseline | Attention Refined Block | PSA | UDP | #param. | GFLOPs | AP  | AR  |
|-----|----------|-------------------------|-----|-----|---------|--------|-----|-----|
| 1   | √        |                         |     |     | 2.197   | 1.803  | 74.6| 78.1|
| 2   | √        | √                       |     |     | 2.223   | 1.884  | 75.1| 78.5|
| 3   | √        | √                       | √   | √   | 2.407   | 1.928  | 76.1| 79.4|
| 4   | √        | √                       | √   | √   | 2.407   | 1.928  | 77.0| 80.0|

6. Conclusions

In this work, the attention-refined light-weight high-resolution network based on the top-down paradigm was proposed to obtain a better performance. The well-designed multi-branch parallel architecture could keep high-resolution representation from the start to end. The PSA with a simple structure yet effective achieved global attention. Two light-weight attention-refined blocks were supplemented at the tail of the multi-branch structure, making good use of asymmetric convolutions and triplet attention, almost without parameters, obtaining richer representation information. We utilized the UDP pre-processing method to obtain an unbiased result of flipping. Experiments were conducted on the macaque monkey dataset and the effectiveness of our network was illustrated by a series of experimental results. The model proposed in this work has a great performance and GFLOPs slightly larger than other comparative models. In the future, we will study more efficient convolution and lighter network for macaque monkey pose estimation.
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Abbreviations

The following abbreviations are used in this manuscript:

- UDP: unbiased data processing
- W-MSA: window-based multi-head self-attention
- PVT: pyramid vision transformer
- FFN-DW: feed-forward network with a $3 \times 3$ depth-wise convolution
- PSA: polarized self-attention
- ARM: attention-refined module
- NLP: natural language processing
- HRFormer: high-resolution transformer
- HRNet: high-resolution network
- ViT: vision transformer
- OKS: object keypoint similarity
- KS: keypoint similarity
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