Valley-dependent spin-orbit torques in two dimensional hexagonal crystals
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We study spin-orbit torques in two dimensional hexagonal crystals such as graphene, silicene, germanene and stanene. The torque possesses two components, a field-like term due to inverse spin galvanic effect and an antidamping torque originating from Berry curvature in mixed spin-$k$ space. In the presence of staggered potential and exchange field, the valley degeneracy can be lifted and we obtain a valley-dependent Berry curvature, leading to a tunable antidamping torque by controlling the valley degree of freedom. The valley imbalance can be as high as 100\% by tuning the bias voltage or magnetization angle. These findings open new venues for the development of current-driven spin-orbit torques by structural design.
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\section{I. INTRODUCTION}

Inverse spin galvanic effect (ISGE), referring to the electrical or optical generation of a nonequilibrium spin density in non-centrosymmetric materials, has attracted much attention over the years\cite{1,2}. It originates from the momentum relaxation of carriers in an electrical field and their asymmetric redistribution in subbands that are spin-split by spin-orbit coupling.\cite{2,3,4} ISGE was first observed in bulk tellurium and soon generalized to low-dimensional structures such as GaAs quantum wells\cite{5,6}.

From an applied perspective, in ferromagnets lacking inversion symmetry ISGE enables the electrical control of the local magnetization through angular momentum transfer, a mechanism called spin-orbit torque (SOT)\cite{7,8,9}.

This effect has been scrutinized in dilute magnetic semiconductors such as ferromagnetic bulk (Ga,Mn)As\cite{10,11,12,13,14} and metallic multilayers comprising heavy metals and ferromagnets\cite{15,16,17,18,19,20}. These observations have been recently extended to bilayers involving topological insulators displaying extremely large SOT efficiencies\cite{21,22,23,24}. We note that in metallic multilayers, spin Hall effect in the adjacent heavy metal also leads to a torque\cite{25} (see discussion in Ref.\cite{26}), which complicates the interpretation of the underlying physics.

From a theoretical perspective, the torque stemming from ISGE on the magnetization $\mathbf{M}$ has the general form

$$
\mathbf{T} = T_{DL}\mathbf{M} \times (\mathbf{u} \times \mathbf{M}) + T_{FL}\mathbf{M} \times \mathbf{u},
$$

where the first term is called the antidamping-like torque and the second term is referred to as the field-like torque\cite{27,28,29}. The antidamping-like torque is even in magnetization direction and competes with the antidamping, while the field-like torque is odd in magnetization direction and acts like a magnetic field. The vector $\mathbf{u}$ depends on the current direction $\mathbf{j}$ and the symmetries of the spin-orbit coupling. For instance, in a ferromagnetic two-dimensional electron gas (normal to $\mathbf{z}$) with Rashba spin-orbit coupling, $\mathbf{u} = \mathbf{z} \times \mathbf{j}$. An interesting aspect of the formula given above is that the antidamping-like torque arises from the distortion of the wavefunction induced by the electric field, a mechanism closely related to the material’s Berry curvature\cite{30,31,32,33}.

In parallel to the development of SOT in ferromagnetic structures, the study of spin-orbit coupled transport has also been extended to low-dimensional hexagonal crystals such as graphene. Experimentally, a spin-splitting induced by Rashba spin-orbit coupling has been observed in graphene grown on heavy metals or surface alloys\cite{34,35}. Furthermore, a ferromagnetic insulator EuO was successfully deposited on graphene and spin-polarized states were detected\cite{36,37}. The recent fabrication of low-dimensional hexagonal crystals with strong intrinsic spin-orbit coupling such as silicene\cite{38,39,40}, germanene\cite{41,42} and possibly stanene\cite{43} has enriched the graphene physics. These materials offer a rich platform for the investigation of spin, orbital and valley-dependent phenomena\cite{44,45}.

In this paper, we theoretically investigate the nature of SOT in two-dimensional hexagonal IV group elements crystals such as graphene, silicene, germanene and stanene. As a matter of fact, the wide tunability of their model band structure presents an appealing opportunity to study the impact of the band geometry (e.g. their Berry curvature) on nonequilibrium mechanisms. Using Kubo formula, we investigate the impact of the band structure on the different components of SOT. We find that intrinsic spin-orbit coupling affects the antidamping-like and field-like components differently. The former is sensitive to the presence of a staggered potential while the latter is not. We understand these results in terms of Berry curvature origin of the antidamping torque. The presence of both magnetization and staggered potential enables the emergence of a valley-dependent antidamping torque, providing an additional degree of freedom to the system.
However, in the presence of both staggered potential and ferromagnetic exchange field, the valley degeneracy is lifted since both the time-reversal and sublattice symmetries are broken as shown in Fig. 1(d). As a result, SOT becomes valley dependent. Furthermore, as discussed in the next section, the band structure distortion displayed in Figs. 1(b)-(d) affects the magnitude of the SOT components.

We adopt a low-energy continuum model Hamiltonian which describes Dirac electrons near to the Fermi energy and captures the physics behind the formation of the valley-dependent SOT in the vicinity of K and K’ points. The total Hamiltonian at K or K’ valley in the basis of \{\psi_{A,\uparrow}, \psi_{B,\downarrow}, \psi_{B,\uparrow}, \psi_{A,\downarrow}\} reads

$$H_{\text{sys}} = \nu (\tau k_x \hat{\sigma}_x - k_y \hat{\sigma}_y) \otimes \mathbb{I} + \frac{\lambda R}{2} (\tau \hat{\sigma}_z \otimes \hat{\sigma}_y - \hat{\sigma}_y \otimes \hat{\sigma}_x) + \tau \lambda_{so} \hat{\sigma}_z \otimes \hat{s}_z + J_{\text{ex}} \mathbb{I} \otimes \mathbf{M} \cdot \mathbf{s} + U \hat{\sigma}_z \otimes \mathbb{I},$$

where \(\nu = \sqrt{3}at/2\) with \(t\) being a nearest-neighbor hopping parameter, \(\tau = +1(-1)\) stands for the K or (K’) valley, \(\mathbb{I}\) is a 2×2 unity matrix, \(\alpha\) is the lattice constant and \(J_{\text{ex}}\) is the ferromagnetic coupling constant. \(\hat{\sigma}\) and \(\hat{s}\) are Pauli matrices denoting the AB-sublattice and spin degrees of freedom, respectively. \(\mathbf{M}\) is the magnetization direction. The first term includes the spin-independent kinetic energy of the particle, the second term denotes the Rashba spin-orbit coupling on the spin-polarized carriers. The underlying non-magnetic substrate provides Rashba spin-orbit coupling. Note that in principle, a magnetic insulator could supply for both exchange field and Rashba spin-orbit coupling.

The concept of valley-dependent SOT is illustrated in Fig. 1(a). In the absence of a magnet, the interaction between the substrate and graphene-like layer breaks the inversion symmetry and leads to a Rashba spin-orbit coupling. As a result, a transverse nonequilibrium spin density builds up when a current is injected along the horizontal direction. Both Rashba and intrinsic spin-orbit coupling are valley dependent as shown in Eq. 2 and thus they cannot break the valley degeneracy. In the presence of a magnet, a field-like spin density and an antidamping-like spin density are generated as shown in Fig. 1(c). The exchange field only breaks the time-reversal-symmetry while the sublattice symmetry (two-fold rotational symmetry in the plane) is preserved as shown in Fig. 1(c).

The interaction between the substrate and graphene-like layer can also induce a staggered potential, which enlarges the band gap without affecting the valley degeneracy, as shown in Fig. 1(b).
In order to evaluate the current-driven SOT in different materials, we define the electrical efficiency of the torque as:

$$\eta = \frac{2J_{ex}\delta S}{h\sigma_{xy}E}$$

(4)

where $\sigma_{ij}$ is conductivity tensor component defined:

$$\sigma_{ij} = e^2 h \text{Re} \sum_{k,\alpha,\beta} |\langle \psi_{\alpha k} | \hat{v}_i | \psi_{\beta k} \rangle| \langle \psi_{\beta k} | \hat{v}_j | \psi_{\alpha k} \rangle| \times [G_{\alpha k|\beta k}^R G_{\alpha k|\beta k}^A - G_{\beta k|\alpha k}^R G_{\beta k|\alpha k}^A].$$

(5)

III. INVERSE SPIN GALVANIC EFFECT

The characteristics of the SOT in two-dimensional hexagonal honeycomb lattices are expected to be different from the well studied case of bulk GaMnAs. Unlike the three-dimensional ferromagnetic GaMnAs in the weak limit ($\lambda_R \ll J_{ex}$, $J_{ex} \sim 1 eV$ and $\lambda_R \sim 0.1 eV$), the graphene-like materials often fall into the strong limit ($\lambda_R \gg J_{ex}$), leading to a non-zero interband contribution. The nontrivial Dirac kinetic term [first term in Eq. (2)] gives rise to nonlinear transitions of spin density when tuning the Fermi energy. Furthermore, the spin density is more sensitive to band topology tunable by intrinsic spin-orbit coupling or staggered potential. More importantly, the Dirac kinetic term and spin-orbit coupling terms are valley-dependent. In order to better understand the valley-dependent SOT, we first examine spin torque with and without valley degeneracy in section [III] and [IV] respectively.

A. Non-magnetic honeycomb lattice

We first compute the spin density induced by ISGE in non-magnetic graphene. In this material, we choose the following parameters: $E_f \in [0, 0.3] eV$ [29] $\lambda_R \in [10, 130] meV$ [29,20] and $J_{ex} \in [5, 30] meV$ [20,21]. For all the calculations shown in this section, the electrical field is assumed to be along the $x$-axis and the energy broadening is $\Gamma = 0.01 eV$. To understand the physical origin of the SOT and establish connections with previous works (such as Ref. [24]), we parse the SOT into intraband and interband contributions.

Figure 2 presents the intraband (a,c) and interband contributions (b,d) to the ISGE-driven spin density for various strengths of $\lambda_R$ (a,b) and $\lambda_{so}$ (c,d). In non-magnetic graphene, intraband contribution produces a spin density aligned toward the $y$-direction, which is expected from the geometry of our system and consistent with the well known ISGE in two-dimensional electron gases [26]. There is also a non-ignorable interband contribution in the strong limit ($\lambda_R \gg J_{ex}$), smaller than the intraband contribution and opposite to it, in agreement with our previous analytical solutions in the case of Rashba two-dimensional electron gas [23]. When increasing the absolute value of Fermi energy, the spin density first experiences a sharp enhancement at small values of $E_f$ and quickly saturates. This result is consistent with Ref. [53] and can be readily understood by considering the band structure in the inset of Fig. 2(b). When the Fermi energy lies in the energy gap of two spin-split subbands, only one spin species contributes to ISGE and the intraband spin density increases with the Fermi energy. As the Fermi energy lies above the subband gap, the intraband spin density decreases [see Fig. 2(b)]. The interband contribution is shown in inset (c) of Fig. 2. The spin density saturates. The peaks in Fig. 2(a) correspond to the minimum ($E > 0$) or maximum ($E < 0$) of the spin-up subband [see inset of Fig. 2(b)] which is of the order of $\lambda_R$.

Another interesting feature is the spin density as a function of the Rashba spin-orbit coupling. The intraband contribution increases linearly with $\lambda_R$ [see Fig. 2(a)], while the interband contribution first increases and then decreases [see Fig. 2(b)]. The interband contribution depends on the energy difference between the subbands, which itself is of the order of $\lambda_R$. Indeed, one can show that in the weak impurity limit, the interband contribution is proportional to $1/(E_{k\uparrow} - E_{k\downarrow})$. This results in the non-linear dependence as a function of $\lambda_R$ observed in Fig. 2(b) as well as in Fig. 3(c).

Rashba spin-orbit coupling is not the only spin-orbit coupling that affects the spin density. In graphene-like
systems Rashba spin-orbit coupling is always accompanied by an intrinsic spin-orbit coupling, \( \sim \tau \lambda_{\text{so}} \hat{\sigma}_z \otimes \hat{s}_z \), which originates from the substrate or a low buckled structure.

In Figs. 2(c) and (d), we display the Fermi energy dependence of the intraband and interband contributions to spin density for various intrinsic spin-orbit coupling. As expected, the intrinsic spin-orbit coupling opens up a band gap and distorts the topology of the band structure as seen in the inset of Fig. 2(c) and (d). For a given \( K \) or \( K' \) Valley (ignore \( \tau \)), this term plays the same role as the ferromagnetic exchange field along the \( z \) axis in unit cell when the two sublattices contribute to spin density equivalently (\( \sigma_z \) replaced by \( I \) ). When the two sublattices contribute to spin density inversely, this term acts as an anti-ferromagnetic exchange field and the symmetry of profiles of the spin density is broken and it shifts to the left. Furthermore, the asymmetry of the profiles of the spin density becomes more evident with the increase of \( \lambda_{\text{so}} \). The energy at which the spin density is maximum equals \( \lambda_{\text{so}} + \lambda_{R} \) when \( E_f < 0 \). Note that the intrinsic spin-orbit coupling does not drive ISGE by itself, but it affects the ISGE-induced spin density driven by Rashba spin-orbit coupling through the modulation of the topology of the bands.

B. Magnetic honeycomb lattice

Let us now turn to the case of magnetic two-dimensional honeycomb lattices. To understand the role of spin-orbit coupling, we plot the intraband and interband spin density as a function of Rashba spin-orbit coupling for different intrinsic spin-orbit coupling in the presence of magnetization in Fig. 3. Due to the presence of magnetism, the interband contribution also produces an antidamping component [see Figs. 3(c)], i.e. a spin density contribution oriented towards \( \sim \mathbf{M} \times \mathbf{J} \) with a magnitude comparable to the one of the field-like component [see Figs. 3(c)]. As seen in Figs. 3(a)-(c) the interband field-like and antidamping contributions first increase and then decrease. This can be understood as a competition between the spin density driven by Rashba spin-orbit coupling and the suppression of interband scattering due to the distance between the subbands that increases with \( \lambda_{R} \).

The intraband contribution decreases with the increasing intrinsic spin-orbit coupling while the interband contribution behaves the opposite way. By opening a band gap, the intrinsic spin-orbit coupling alters the band filling, resulting in a reduced intraband contribution to spin density. An analytical solution of energy depending on intrinsic spin-orbit coupling can be found in Ref. 55. On the other hand, the intrinsic spin-orbit coupling reduces the splitting between the subbands for \( E_f > 0 \) [see inset in Fig. 2(d)], which results in an enhancement of the interband contributions. This result is valuable to current-driven magnetic excitations since the antidamping torque is responsible for magnetization switching and excitation (see also, for instance, Ref. 50).

IV. VALLEY-DEPENDENT SPIN-ORBIT TORQUE

The valley degree of freedom can be used as a tool to enhance the functionality of two-dimensional honeycomb lattices. Recently, a valley-dependent anomalous quantum Hall state has been predicted in silicene and silicene nanoribbons owing to the topological phase transition. A charge-neutral Hall effect has been measured in graphene devices. These suggest the emergence of valley Hall effect. It is thus natural to expect a valley-modulated SOT in our settings.

A. Staggered Potential

The sublattice degeneracy can be removed by depositing graphene-like materials on hexagonal boron nitrides or silicon carbide or by applying an electrical field in a low buckled structure. When the staggered potential and exchange field are present and the valley degeneracy is broken, the spin density becomes valley-dependent as shown in Figs. 4.

In Figs. 4(a)-(c), we display the intraband and interband contributions to spin density as a function of...
Fermi energy in the presence of staggered potential with and without the intrinsic spin-orbit coupling. The imbalance between the contribution of the two valleys to the spin density, i.e., valley polarization, defined as 
\[ P = \frac{\delta S_N - \delta S_{N'}}{\delta S_N + \delta S_{N'}} \], is reported on Figs. 4(d)-(f). The largest imbalance occurs mainly around the neutrality point \( E_F = 0 \). The valley imbalance of the antidamping-like component can reach 100% as shown in Figs. 4(f), i.e., that for certain energies, this component is dominated by only one valley. When the intrinsic spin-orbit coupling is present, the magnitudes of the valley imbalance can be switched from -100% to 100% by simply tuning the Fermi energy.

\[ \delta S \parallel = \delta S_N \parallel \cos \theta x + \delta S_{N'} \parallel y - \sin \theta \delta S_N \parallel z \] (e.g., see Ref. [24]), where \( \theta \) is the angle between the magnetization and \( z \). More complex angular dependence may appear in the strong Rashba limit (\( \lambda_R \gg J_{ex} \)) due to D’yakonov-Perel relaxation [25] or in the intermediate regime (\( \lambda_R \sim J_{ex} \)) due to a "breathing" Fermi surface [26].

Similarly, in the case of magnetic honeycomb lattices, different components of the spin density display a clear deviation from the simple \( \sim \cos \theta \) dependence of the ferromagnetic Rashba gas (see dotted lines in Fig. 5). This is attributed to the "breathing" Fermi surface, i.e., the distortion of the Fermi surface, and the modification of the band filling as a function of the direction of the magnetization when the exchange is comparable to the Rashba parameters.

In the absence of valley degeneracy, the angular dependence at K and K’ points differ significantly from each other (red and blue lines in Fig. 5, respectively). As a consequence, by tuning the magnetization angle the valley imbalance varies strongly [from -100% to 100% for the x-component, as shown in inset of in Fig. 5(b)]. We also notice that additional structures are visible in the angular dependence of the field-like component, related to interband transitions [see Fig. 5(c)]. These features are unique to the case of honeycomb lattices and absent in standard two dimensional free electron gases.

**FIG. 5.** (Color online) Intraband and interband spin density as a function of the magnetization direction with (solid lines) and without (dashed lines) staggered potential for the different valleys when \( U = 0.03 \text{ eV} \). Inset (b) Valley polarization of interband spin density for x-component.

**FIG. 4.** (Color online) (a) Intraband and (b)-(c) interband spin density of two valleys as a function of Fermi energy for different intrinsic spin-orbit coupling with \( U = 0.01 \text{ eV} \) and \( J_{ex} = 0.01 \text{ eV} \). Valley polarization for intraband (d) and interband (e)-(f) components for different intrinsic spin-orbit coupling.

B. **Angular dependence**

A noticeable effect of lifting the valley degeneracy is its impact on the angular dependence of SOT components. Figure 5 displays the angular dependence of the different components of the spin density when the magnetization is rotated in the (x,z) plane. In a ferromagnetic two-dimensional electrons gas with Rashba spin-orbit coupling, the spin density has the general form 
\[ \delta S = \delta S \parallel \cos \theta x + \delta S \perp \mathbf{m} \times \mathbf{y} - \sin \theta \delta S \parallel \mathbf{z} \] (e.g., see Ref. [24]), where \( \theta \) is the angle between the magnetization and \( z \). More complex angular dependence may appear in the strong Rashba limit (\( \lambda_R \gg J_{ex} \)) due to D’yakonov-Perel relaxation [25] or in the intermediate regime (\( \lambda_R \sim J_{ex} \)) due to a "breathing" Fermi surface [26].

Similarly, in the case of magnetic honeycomb lattices, different components of the spin density display a clear deviation from the simple \( \sim \cos \theta \) dependence of the ferromagnetic Rashba gas (see dotted lines in Fig. 5). This is attributed to the "breathing" Fermi surface, i.e., the distortion of the Fermi surface, and the modification of the band filling as a function of the direction of the magnetization when the exchange is comparable to the Rashba parameters.

In the absence of valley degeneracy, the angular dependence at K and K’ points differ significantly from each other (red and blue lines in Fig. 5, respectively). As a consequence, by tuning the magnetization angle the valley imbalance varies strongly [from -100% to 100% for the x-component, as shown in inset of in Fig. 5(b)]. We also notice that additional structures are visible in the angular dependence of the field-like component, related to interband transitions [see Fig. 5(c)]. These features are unique to the case of honeycomb lattices and absent in standard two dimensional free electron gases.

V. **CONNECTION BETWEEN SPIN-ORBIT TORQUE AND BERRY CURVATURE**

Berry’s phase plays a crucial role in the transport properties of semiconductors especially for graphene-like materials. Due to the inequivalent contribution from two valleys, Berry curvature induces valley hall effect in graphene with broken inversion symmetry [29]. Recently, the link between SOT and Berry curvature was established in bulk ferromagnetic GaMnAs [31]. The intrinsic spin-orbit coupling distorts the Fermi surface and gives rise to the oscillations in torque magnitudes, as already observed in (Ga,Mn)As [31].
at K and K’ valley are displayed in Fig. 6. We find that both the field-like intraband and interband contributions to the spin density, $\delta S_{\text{intr}}^\text{FL}$ and $\delta S_{\text{inter}}^\text{FL}$. They increase with the intrinsic spin-orbit coupling and are only weakly affected by the staggered potential [see Figs. 6(a,b) and (d,e)]. In contrast, the antidamping-like component of the spin density, $\delta S_{\text{DL}}^\text{inter}$, displays a non-linear dependence as a function of the intrinsic spin-orbit coupling that is very different for the two valleys and highly sensitive to the staggered potential [see Figs. 6(e) and (f)].

To understand this difference, we plot the contour of Berry curvature for different intrinsic spin-orbit coupling at K and K’ valleys in $k_x - k_y$ plane in Fig. 7. A large Berry curvature mainly concentrates around the Dirac point and decays away from it, in agreement with previous result. For the K valley, Berry curvature decreases with the increase of intrinsic spin-orbit coupling. Yet for the K’ valley, Berry curvature increases. This trend is in accordance with the variations of $\delta S_{\text{DL}}^\text{inter}$ displayed in Figs. 6(e) and (f) and not in accordance with the variations of $\delta S_{\text{FL}}^\text{inter}$ displayed in Figs. 6(b) and (e). It illustrates the fact that while $\delta S_{\text{FL}}^\text{inter}$ and $\delta S_{\text{DL}}^\text{inter}$ both originate from interband transitions, only the latter is related to Berry curvature, i.e., the field-like SOT is purely due to ISGE instead of the superposition of Berry curvature and ISGE in ferromagnetic GaMnAs as pointed out by Kurebayashi et al.123

### VI. DISCUSSION

To complete the present study, we computed the magnitude of antidamping-like and field-like components of the spin density and corresponding electrical efficiencies for various graphene-like honeycomb lattices, assuming $\lambda_R = 0.1$ eV and $J_{ex} = 0.03$ eV. The results are reported in Table 1, showing that the largest SOT is obtained for stanene [\( \sim 100 \times 10^{10} eV/(A\cdot m) \)]. As a comparison, the corresponding efficiencies of field-like SOT in (Ga,Mn)As24, two-dimensional Rashba systems9 and topological insulators82 are of the order of \( \sim 1 \times 10^{10}, \sim 10 \times 10^{10} \), and \( \sim 100 \times 10^{10} \) eV/(A·m), respectively, in agreement with the orders of experimental result.83 Therefore, for moderate Rashba and exchange parameters, honeycomb lattices seem to display large field-like torques. Interestingly, the antidamping-like torque remains about one order of magnitude smaller than the field-like torque, as already observed in two-dimensional Rashba gases and (Ga,Mn)As.24

Finally, we propose a device to detect the valley-dependent SOT. We consider a multi-terminal device as shown in Fig. 8. This is a typical device used to detect charge neutral-currents.89 The device consists of a graphene-like material sandwiched between a magnetic insulator and a non-magnetic substrate such as a topological insulator.10 The substrate can induce a staggered potential that breaks the valley degeneracy. The voltage is applied to the sidearms and the current flows from the...
TABLE I. Efficiency of spin torque for various two dimensional hexagonal lattices

|           | $E$ (eV) | $a$ (Å) | $\sigma_{xx}$ (e$^2$/h) | $s_{DL}$ (h(eVnm)$^{-1}$) | $s_{FL}$ (h(eVnm)$^{-1}$) | $\eta_{DL}$ (eV(Am)$^{-1}$) | $\eta_{FL}$ (eV(Am)$^{-1}$) |
|-----------|----------|---------|-------------------------|--------------------------|--------------------------|-----------------------------|-----------------------------|
| Carbon    | 2.7      | 2.46    | 23.3809 × 10$^{-3}$     | 0.0083                   | 0.1193                   | 2.13 × 10$^{10}$            | 30.6 × 10$^{10}$            |
| Silicene  | 1.0      | 3.87    | 9.0068 × 10$^{-3}$      | 0.0137                   | 0.1975                   | 9.13 × 10$^{10}$            | 131.6 × 10$^{10}$           |
| Germanene | 0.97     | 4.06    | 8.4004 × 10$^{-3}$      | 0.0141                   | 0.2019                   | 10.07 × 10$^{10}$           | 144.2 × 10$^{10}$           |
| Stanene   | 0.76     | 4.67    | 6.5818 × 10$^{-3}$      | 0.0155                   | 0.220                    | 14.13 × 10$^{10}$           | 200.6 × 10$^{10}$           |

lower sidearm to the upper one. In the absence of magnetization, a valley Hall effect may be detected in the two horizontal terminals. In the presence of magnetization, the torque exerted on the magnetization of the magnetic insulator deposited on top of the left or right terminal will be different.

FIG. 8. Schematics of the realization of valley-dependent antidamping-like SOT: (a) Top view and (b) Side view. The current is injected into the vertical arm. The presence of both magnetization and staggered potential results in a nonequivalent spin density for the valleys. This leads to a different valleys on the horizontal sidearms.

VII. CONCLUSION

In summary, we have investigated the nature of SOTs in two dimensional hexagonal crystals and qualitatively recovered most of the results obtained on different systems such as (Ga,Mn)As and two-dimensional Rashba gases. We showed that the staggered potential and intrinsic spin-orbit coupling can strongly affect the magnitude of the torque components as well as their angular dependence. In the presence of staggered potential and exchange field, the valley degeneracy can be lifted and we obtain a valley-dependent antidamping SOT, while the field-like component remains mostly unaffected. This feature is understood in terms of Berry curvature and we show that the valley imbalance can be as high as 100% by tuning the bias voltage or magnetization angle.
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