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In order to extract the relevant features of rumors effectively, this paper proposes a novel rumor detection model with bidirectional graph attention network on the basis of constructing a directed graph, named P-BiGAT. Firstly, this model builds the propagation tree and diffusion tree through the tweet comment and reposting relationship. Secondly, the improved graph attention network (GAT) is used to extract the propagation feature and the diffusion feature through two different directions, and the multihead attention mechanism is used to determine the authenticity of the information. In addition, this paper also proposes a new node update method and applies it to the model in order to select neighbor node information effectively. Specifically, it can select the neighbor information node with larger weight to update the node according to the weight of the neighbor node. The results of the experiment show that the model is better than the baseline method of comparison in accuracy, precision, recall, and F1 measure on the public datasets.

1. Introduction
With the development of technology and the popularization of the Internet, a large number of rumors have also been born in recent years. Social software based on Sina Weibo, Twitter, and Facebook has become the main birthplace of rumors. In 2021, the official report released by Sina Weibo showed that 5332 rumors were dealt with in April alone [1]. In order to have a healthy network environment, scholars at home and abroad have begun to carry out related research on text information in social networks. They usually focus on the text content [1–6], user information [1, 7], and other related features [8, 9].

From a social perspective, in order to attract the public’s attention and gain social attention, rumors are usually disguised as close to real information, which will affect the society to a certain extent and may even create a bad social atmosphere and cause social unrest. From a national perspective, the impact of rumors on the country cannot be ignored. Although some rumors cannot directly endanger national security, these rumors will indirectly affect national security by affecting personal and social security. In order to have a healthy living environment, most scholars have begun to study advanced rumor detection technology at home and abroad, which has gradually improved the accuracy of rumor detection.

Due to the large amount of rumor detection data, the method based on deep learning has become the choice of most scholars [10]. Compared with traditional manual feature extraction methods, it can process large amounts of data more effectively and extract data features for detection. With the emergence of graph neural networks, the powerful feature representation ability of graph structure is gradually replacing the methods of traditional deep learning. Since graph neural network can effectively extract features in the graph domain and has good performance and interpretability, it has become a widely used feature extraction method [11]. Some scholars have begun to study the usability of graph neural networks for rumor detection. The latest rumor detection methods are mainly divided into two categories: methods based on traditional deep learning and methods based on graph neural networks.

Researchers use deep learning tools to obtain relevant features for rumor detection. For example, Ma et al. [8]
proposed a new model for rumor detection based on recurrent neural networks, which can capture contextual features that change over time and effectively improve the performance of rumor detection by adding complex recursive units and hidden layers. Wu et al. [12] proposed an SVM classifier based on a graphics kernel, which can effectively capture text information features, propagation features, and user attribute information. Wang et al. [13] combined reinforcement learning and deep learning and proposed an early rumor detection model based on Q-learning, which can effectively improve the timeliness and accuracy of early rumor detection. Chen et al. [14] can better judge the importance of different texts by focusing the attention mechanism on different texts. Gao et al. [15] used the specific task features based on the bidirectional language model and the superimposed LSTM to express the text information and time information of the input source tweets. In addition, they also introduced a multilayer attention model to learn the embedding of the context. Alsaeedi and Al-sarem [16] proposed a model architecture based on convolutional neural network and discussed its hyperparameter settings in detail to achieve the best detection effect. Alsaed and Alsarem [16] proposed a model architecture based on convolutional neural network and discussed its hyperparameter settings in detail to achieve the best detection effect. Gao et al. [15] used the specific task features based on the bidirectional language model and the superimposed LSTM to express the text information and time information of the input source tweets. In addition, they also introduced a multilayer attention model to learn the embedding of the context. In order to solve the above problems, this paper proposes a rumor detection model (P-BiGAT) based on GAT. In addition, we also consider the phenomenon that spammers usually post advertisements under the source tweets which are not related to the source tweets and propose a node update method based on threshold $P$ and apply it to the model. Experiments show that the model has improved accuracy, precision, recall, and F1 measure in rumor detection compared to the baseline method.

The main contributions of this paper are as follows:

1. We propose a new method for node update, which can effectively use neighbor nodes with larger weights to update nodes through bottom-up and top-down directions.

2. Different from other models, based on the premise of constructing directed graphs, this paper applies GAT, which is good at processing directed graphs, to rumor detection and proposes a new rumor detection model (P-BiGAT).

2. Preliminaries

First, we introduce the relevant definitions involved and then lead to the problems of this paper and the symbols used in the paper:

Definition 1 (rumor): the true value cannot be verified or deliberately false statement [23].

Definition 2 (source tweet): it refers to the original tweet, not response to any other tweet. This paper uses $r_i$ to represent the source tweet of the $i$-th event.

Definition 3 (response tweets): reply to the source tweet or other response tweets, including comments on the tweet and reposted content. This paper uses $w_{ij}$ to represent the $j$-th related response tweet in the $i$-th event.

Definition 4 (node): the feature vector of source tweet and response tweet conversion. This paper uses $h^t_i$ to represent the feature vector after the $t$-th update of node $i$.

Definition 5 (propagation tree/diffusion tree): the feature vector stored in the node constructs the edge through the index method to generate a tree structure. The top-down pointing direction of the node represents the propagation tree; the bottom-up pointing direction of the node represents the diffusion tree.

Definition 6 (weight): the importance of neighbor nodes in the tree to their own nodes. This paper uses the attention mechanism to calculate $a_{ij}$ to indicate the importance of neighbor node $j$ to node $i$. 

graphs, ignoring the practical significance of directed graphs in rumor detection.

In order to solve the above problems, this paper proposes a rumor detection model (P-BiGAT) based on GAT. In addition, we also consider the phenomenon that spammers usually post advertisements under the source tweets which are not related to the source tweets and propose a node update method based on threshold $P$ and apply it to the model. Experiments show that the model has improved accuracy, precision, recall, and F1 measure in rumor detection compared to the baseline method.

The main contributions of this paper are as follows:

1. We propose a new method for node update, which can effectively use neighbor nodes with larger weights to update nodes through bottom-up and top-down directions.

2. Different from other models, based on the premise of constructing directed graphs, this paper applies GAT, which is good at processing directed graphs, to rumor detection and proposes a new rumor detection model (P-BiGAT).
Tweets on the Internet can be divided into real information and false information. The purpose of rumor detection is to detect false information posted on the Internet based on the relevant features of the tweets, and its essence is a text classification problem. The formal definition is as follows: Consider a given rumor detection dataset \( C = \{c_1, c_2, \ldots, c_m\} \), where \( c_i \) represents the \( i \)-th event: \( c_i = \{r_i, w_{i1}, w_{i2}, \ldots, w_{in}\} \). The rumor category label is \( L \), the mapping function is \( Y \), and the process of judging is \( Y: C \rightarrow L \).

### 3. P-BiGAT Rumor Detection Model

The rumor detection model P-BiGAT proposed in this paper is shown in Figure 1. The model includes three parts: the extraction of propagation feature and diffusion feature, the representation of semantic information, and the classification of rumor detection. The extraction of propagation feature and diffusion feature module uses the improved GAT model for feature extraction by constructing a directed propagation tree and diffusion tree; the representation of semantic information module uses a multihead attention propagation tree and diffusion tree; the representation of semantic information of the source tweet and uses the mapping function to determine whether the source tweet is a rumor.

#### 3.1. Feature Representation of Propagation and Diffusion

##### 3.1.1. Tree Construction

Both source tweets \( r_i \) and response tweets \( w_{ij} \) are text type data. For text type data, we use the BERT [24] model to convert text type data into vector encoding. Compared with other methods, BERT can extract contextual semantic information through a deep bidirectional pretraining model. For different tasks, it does not require substantial modifications to the model, and the effect has been greatly improved.

This paper obtains the propagation features and diffusion features in the BiGCN [19] model under the premise of constructing a directed graph. First, we embed the extracted text feature vector into the node; then, if there is a direct forwarding or comment relationship between the nodes, we think that there is a connection between the two nodes, thereby establishing a connection; finally, according to the direction of the parent node and the child node, the direction of the parent node pointing to the child node represents the propagation features of the rumor as shown in Figure 2(a), and the direction of the child node pointing to the parent node represents the diffusion features of the rumor as shown in Figure 2(b).

##### 3.1.2. Node Update

This paper is based on the GAT model to update the feature vector of the node. We iteratively update the nodes through the locally coded graph structure and node feature vectors, thereby obtaining a vector representation with global features. In the step of iteratively updating a single node, first the neighbor node obtains the vector representation of neighbor node information through different types of relationship paths; then the own node gathers the neighbor node information and its own node information to update the representation of its own node information; finally, the newly obtained node information contains both neighbor information and self-information to indicate the propagation or diffusion features of the entire tweet. When calculating the corresponding hidden layer information of each node, the attention mechanism is introduced as the weight to express the importance of nodes.

The specific update process of the node is shown in Figure 3. The \( t \)-th update of node \( h_i^{(t-1)} \) is to obtain its own node \( h_i^{(t-1)} \) and neighboring node \( \{h_j^{(t-1)} \} \) after the \( (t - 1) \)-th update of the node is completed. These nodes are, respectively, multiplied by their own weights and then connected or averaged to obtain the \( h_i^{(t)} \) node. The weight \( \{a_{i11}, a_{i12}, a_{i13}, \ldots, a_{in}\} \) on the edge is automatically output by the attention network.

Taking the \( t \)-th node update process of the propagation tree as an example, we assume that the input layer is

\[
\begin{align*}
(h_1^{(t-1)}, h_2^{(t-1)}, \ldots, h_n^{(t-1)}), & \quad h_i^{(t-1)} \in \mathbb{R}^F, \\
\end{align*}
\]

where \( i \in [1, n] \), \( n \) is the number of nodes, \( F \) is the number of features, and \( \mathbb{R}^F \) indicates that each node is a feature space of size \( F \). The output layer is

\[
\begin{align*}
(h_1^t, h_2^t, \ldots, h_n^t), & \quad h_i^t \in \mathbb{R}^{F'}, \\
\end{align*}
\]

For each pair of neighbor nodes, there is \( a_{ij} \) to describe the importance of node \( i \) and neighbor node \( j \). The specific calculation steps are shown in Figure 4.

Firstly, the attention coefficient \( e_{ij} \) of node \( i \) and its neighbor node \( j \) is calculated through the attention function:

\[
e_{ij} = \text{attention}(W h_i^{(t-1)}, W h_j^{(t-1)}),
\]

where \( W \in \mathbb{R}^{F \times F'} \) is the weight matrix that the node can train, which represents the relationship between the input features \( F \) and the output features \( F' \); \( j \in N_i \), where \( N_i \) represents all neighbor nodes of node \( i \).

Secondly, we use the softmax function to regularize the attention coefficient \( e_{ij} \) in order to make the attention coefficient easier to calculate and compare. The results of obtaining weight \( a_{ij} \) are as follows:

\[
a_{ij} = \text{softmax}(e_{ij})
\]

\[= \frac{\exp(e_{ij})}{\sum_{k \in N_i} \exp(e_{ik})}
\]

In the experiments of this paper, weight \( a_{ij} \) is calculated and output by a single-layer feedforward neural network, and the Leaky ReLU activation function is used in the output layer of the neural network. The Leaky ReLU activation function is an improvement of the ReLU activation function. By introducing a nonzero slope in the assignment area, it solves the “death” problem of the ReLU function in the negative area and has a good performance in practical
Figure 1: The structure of P-BiGAT model.

Figure 2: The structure of rumor tree. (a) Propagation tree of the rumor; (b) diffusion tree of the rumor.

Figure 3: The process of node update.
### 3.1.3. Feature Representation.

In the bottom-up propagation tree, we use HBU to represent the propagation features of tweets. In this model, since the nodes all point to the root node, we use the convergence output result $h^T_{\text{root}}$ of the root node $r_i$ to represent the propagation features of the entire event $c_i$. The equation is as follows:

$$HBU = h^T_{\text{root}}.$$  (9)

In the top-down diffusion tree, we use HTD to represent the diffusion features of tweets. In this model, since all nodes point to leaf nodes, we use the convergence output result $(h^T_{v1}, h^T_{v2}, \ldots, h^T_{vn})$ of leaf node $v_i$ to represent the diffusion features of the entire event $c_i$. Since the feature vectors of multiple leaf nodes are outputs, we use the mean pooling operation to aggregate the information of each leaf node, which is expressed as follows:

$$\text{HTD} = \text{MEAN}(h^T_{v1}, h^T_{v2}, \ldots, h^T_{vn}).$$  (10)

### 3.2. Representation of Semantic Information.

Since the multihead attention mechanism can capture the internal dependencies of the text sequence, it has a good effect on the representation of the semantic information of the text. In order to be able to more accurately determine whether the source tweet $r_i$ is a rumor, this paper uses the multihead attention mechanism proposed by Ashish et al. [25] to further extract the semantic features of the source tweet and symbol $T_i$ is used to represent it. The principle of the multihead attention mechanism is scaled dot-product attention. The specific equation is as follows:

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V,$$  (11)

where $Q$, $K$, and $V$ are, respectively, the feature mapping of the feature vectors under three different weight coefficient matrices $W^Q, W^K, W^V$, representing the query vector, key vector, and value vector; $d_k$ is the dimension of the key vector; $1/\sqrt{d_k}$ acts as an adjustment function to prevent the inner products of $Q$ and $K^T$ from being too large and to ensure the stability of the final value. The score of each key vector is obtained through the query vector, and then the corresponding weight $QK^T$ is calculated according to the score, and the weight obtained is multiplied by the value vector and the value vector is weighted and averaged.

In order to better represent the ability of different text positions and improve the learning ability of the subspace representation of the attention unit, the multihead attention
mechanism improves the scaled dot-product attention. The specific process is shown in Figure 5.

First, the input part is changed from the original $Q, K, V$ to $QW^Q, KW^K, VW^V$. The specific process is as follows:

$$\begin{align*}
\{Q_1, Q_2, \ldots, Q_n\} &= \{Q_1W^Q_1, Q_2W^Q_2, \ldots, Q_nW^Q_n\}, \\
\{K_1, K_2, \ldots, K_n\} &= \{K_1W^K_1, K_2W^K_2, \ldots, K_nW^K_n\}, \\
\{V_1, V_2, \ldots, V_n\} &= \{V_1W^V_1, V_2W^V_2, \ldots, V_nW^V_n\},
\end{align*}$$

where $W^Q, W^K, W^V$ represent the initialization weights of $Q, K, V$, which are continuously updated in the iterative update process.

Secondly, we concatenate the results and multiply the concatenated results by $W^Q$ to get the sentence matrix. The specific process is as follows:

$$\text{where } head_i = \text{attention}(QW^Q_i, KW^K_i, VW^V_i),$$

$$\text{MultiHead}(Q, K, V) = \text{Concat}(head_1, \ldots, head_h)W^Q.$$

Finally, the model learns the representation of the source tweet $r_i$ through the multihead attention mechanism, so as to obtain the representation $T_i$ of the semantic information of the source tweet $r_i$.

3.3. Classification of Rumor Detection. Through the above methods, we obtain the propagation feature HBU, the diffusion feature HTD, and the representation $T_i$ of the semantic information of the source tweet to be detected and then concatenate the above feature vectors:

$$H = \text{Concat}(\text{HBU, HTD, } T_i).$$

Finally, we pass the feature vector $H$ through a fully connected layer, the purpose of which is to reduce the dimensionality of the feature vector and delete redundant feature information. After leaving the new feature $\hat{H}$, we use the mapping function $Y$ to determine the category label of event $c_i$, the mapping function $Y$ is expressed as follows:

$$Y = \text{softmax}(W \hat{H} + b),$$

where $W \in R$ is the weight parameter and $b \in R$ is the bias term.

Finally, the model is trained through the cross-entropy loss function. In order to reduce the complexity of the model and prevent overfitting, a regular term is added after the loss function:

$$\text{Loss} = - \sum_{n=1}^{N} \sum_{l=1}^{L} y_l(x_n) \log Y_l(x_n) + \lambda \| \theta^p \|,$$

where $N$ is the number of training samples, $L$ is the label of rumors that define the rumor, $y_l(x_n)$ represents the true value of the $n$-th sample as $l$ class, $Y_l(x_n)$ represents the probability that the $n$-th sample is class $l$, $\lambda$ represents the regularization coefficient, and $\| \theta^p \|$ represents the $L_2$ regular term. During the training process, all model parameters are updated using an effective backpropagation algorithm.

4. Experiment

In order to verify the performance of the proposed model, this paper compares the rumor detection performances of several baseline models on the public datasets and verifies the effectiveness of the proposed node update method based on threshold $P$. Finally, this paper also compares and analyzes the performances of the P-BiGAT model and the baseline method in early rumor detection.

4.1. Datasets. This paper uses three public datasets, Weibo [8], Twitter15, [26] and Twitter16 [26], to evaluate the performance of the model. The Weibo dataset includes two types of data labels: false rumors (F) and true rumors (T). The Twitter15 and Twitter16 datasets contain four types of data labels: nonrumors (NR), false rumors (FR), true rumors (TR), and unverified rumors (UR). The detailed statistics of the three datasets are shown in Table 1.

This paper uses 10% of the data as the verification dataset, and the remaining datasets are divided into training datasets and test datasets with a ratio of 3:1. For irrelevant information such as image references and hyperlinks in the dataset, we delete them through regular expressions to reduce noise.

4.2. Evaluation Index. For the Weibo dataset, we use standard model evaluation indicators: accuracy (Acc), precision (Prec), recall, and F1 measure. For the Twitter15 and Twitter16 datasets, we only consider the accuracy to evaluate the 4 label types and use the F1 measure to evaluate each label type. The specific calculation equations are as follows:
4.3. Parameter Setting. This model sets the number of samples selected for one training Batch_size = 64, the learning rate $\eta = 0.02$, and the regularization term coefficient $\lambda = 0.001$ in the regularization $L_2$. A two-layer GAT model is adopted, and both layers include $K = 4$ attention heads. In the training process, the stochastic gradient descent method is used to update the model parameters. In addition, we use the Adam [27] optimizer to train the P-BiGAT model, because it comprehensively considers the first-order moment estimation and the second-order moment estimation and can iteratively update the weight of the neural network based on the training data, adaptively adjust the learning rate, and perform efficient calculations with less memory. Among them, $\beta_1$ and $\beta_2$ are set to 0.9 and 0.999, respectively.

After setting the above parameters, threshold $P$ is added in the node update process, and the selection of the $P$ value is evaluated with accuracy. Firstly, we set $P = 0$ as the initial value, with 0.01 as the step width, until $P = 1$, and find the predicted label corresponding to each $P$ value. Secondly, all the predicted labels obtained are compared with the real labels. Finally, we find the accuracy rate corresponding to each threshold $P$, so as to find threshold $P$ corresponding to the optimal accuracy rate among many accuracy rates. In the Weibo dataset, when $P = 0.24$, the accuracy reaches the maximum; in the Twitter15 and Twitter16 datasets, when $P = 0.18$, the accuracy reaches the maximum.

4.4. Performance Analysis

4.4.1. Baseline Method Selection. In order to verify the performance of the P-BiGAT model, we choose some baseline methods for comparison with the methods in this paper:

- GLAN [18]: a rumor detection method based on heterogeneous graphs, which combines local semantic information and global structural information to capture the features of rumor detection.
- BiGCN [19]: a rumor detection method based on graph convolutional neural network (GCN). On the basis of constructing an undirected tree, GCN is used to perform top-down and bottom-up convolution of the tree structure to express the propagation and diffusion of rumors.
- KZWANG [20]: a rumor detection method based on graph neural network and attention mechanism.
- DTC [1]: a rumor detection method that manually extracts multiple global features and uses decision trees for classification.
- SVM-TS [28]: a method of extracting the manual features of Weibo events dynamically changing over time and using a linear SVM classifier for rumor detection.
- PPC [29]: a rumor detection model that combines recurrent neural networks and convolutional neural networks to capture the dynamic changes of user features along the propagation path.
- RvNN [30]: a rumor detection model based on a tree-shaped recurrent neural network, which can capture the dynamic changes of contextual information over time.

4.4.2. Overall Performance. It can be seen from Tables 3, 4, and 5 that the P-BiGAT model is superior to other methods in the three datasets. As shown in Table 3, the P-BiGAT model has the highest accuracy rate of 96.7% among all methods in the Weibo dataset. The recall rate and F1 measure are also better than those in the baseline method of comparison. This is because the GAT-based method has a natural advantage in dealing with directed graphs, while the GCN-based method has an advantage in dealing with undirected graphs. It can be seen from Tables 4 and 5 that the rumor detection method GLAN based on heterogeneous graph neural network and the rumor detection method KZWANG based on GCN have high rumor detection performance. However, these models are lower than the P-BiGAT model in various evaluation indicators. It can be seen that the method proposed in this paper is better than other baseline methods in the three datasets.

In addition, the method of extracting features based on deep learning is obviously better than the method of...
Table 3: The results of rumor detection on Weibo dataset.

| Method | Class | Acc  | Prec | Recall | F1  |
|--------|-------|------|------|--------|-----|
| DTC    | F     | 0.831| 0.847| 0.815  | 0.831|
|        | T     | 0.815| 0.847| 0.830  | 0.830|
| SVM-TS | F     | 0.857| 0.839| 0.885  | 0.861|
|        | T     | 0.878| 0.830| 0.857  | 0.857|
| RVNN   | F     | 0.910| 0.876| 0.956  | 0.914|
|        | T     | 0.952| 0.864| 0.906  | 0.906|
| PPC    | F     | 0.921| 0.896| 0.962  | 0.923|
|        | T     | 0.949| 0.889| 0.918  | 0.918|
| GLAN   | F     | 0.946| 0.943| 0.948  | 0.945|
|        | T     | 0.949| 0.943| 0.946  | 0.946|
| KZWANG | F    | 0.950| 0.945| 0.954  | 0.949|
|        | T     | 0.954| 0.945| 0.950  | 0.950|
| BiGCN  | F     | 0.960| 0.959| 0.963  | 0.960|
|        | T     | 0.961| 0.960| 0.959  | 0.959|
| P-BiGAT| F     | 0.967| 0.966| 0.969  | 0.967|
|        | T     | 0.970| 0.964| 0.966  | 0.966|

Bold values indicate the best experimental data among all compared baseline methods.

Table 4: The results of rumor detection on Twitter15 dataset.

| Method | Acc  | NRF1 | FRF1 | TRF1 | URF1 |
|--------|------|------|------|------|------|
| DTC    | 0.454| 0.733| 0.355| 0.317| 0.415|
| SVM-TS | 0.544| 0.796| 0.472| 0.404| 0.483|
| RVNN   | 0.723| 0.682| 0.758| 0.821| 0.654|
| PPC    | 0.842| 0.811| 0.875| 0.818| 0.790|
| GLAN   | 0.905| 0.924| 0.917| 0.852| 0.927|
| KZWANG | 0.911| 0.928| 0.920| 0.850| 0.931|
| BiGCN  | 0.886| 0.891| 0.860| 0.907| 0.864|
| P-BiGAT| 0.918| 0.932| 0.929| 0.930| 0.938|

Table 5: The results of rumor detection on Twitter16 dataset.

| Method | Acc  | NRF1 | FRF1 | TRF1 | URF1 |
|--------|------|------|------|------|------|
| DTC    | 0.465| 0.643| 0.393| 0.419| 0.403|
| SVM-TS | 0.574| 0.755| 0.420| 0.571| 0.526|
| RVNN   | 0.737| 0.662| 0.743| 0.835| 0.708|
| PPC    | 0.863| 0.820| 0.898| 0.843| 0.837|
| GLAN   | 0.902| 0.921| 0.869| 0.847| 0.948|
| KZWANG | 0.907| 0.926| 0.837| 0.850| 0.971|
| BiGCN  | 0.880| 0.847| 0.869| 0.947| 0.865|
| P-BiGAT| 0.913| 0.929| 0.915| 0.847| 0.951|

Bold values indicate the best experimental data among all methods.

4.5. Ablation Study

4.5.1. Analysis of the Influence of Threshold \( P \) on the Results

This article conducted a series of ablation experiments on three datasets to further explore the influence of threshold \( P \) on the results of rumor detection. The P-BiGAT model proposed in this article and the variant model BiGAT were selected for experimental comparison.

BiGAT is a variant model of this article. This model does not use the node update method based on threshold \( P \) proposed in this paper when updating nodes.

It can be seen from Figure 6 that the node update method P-BiGAT model with threshold \( P \) added has a higher accuracy in identifying rumors than the node update method BiGAT model without threshold \( P \). This is because the P-BiGAT rumor detection model can effectively filter unimportant neighbor nodes, select neighbor nodes with larger weights for node update, filter out neighbor nodes with smaller weights, and improve accuracy. In the Weibo dataset, the amount of data is relatively large and the tree structure has many layers, so it can be seen that the BiGAT model has a significant decrease in the accuracy of identifying rumors. In the Twitter15 and Twitter16 datasets, the amount of data is relatively small, and the tree structure constructed is relatively small. Therefore, it can be seen that the BiGAT model has a significant decrease in the accuracy of identifying rumors.

Studies have shown that many response tweets are not related to the source tweets, and they are still involved in node update, which greatly reduces the accuracy of identifying rumors. The P-BiGAT model proposed in this paper can effectively solve this shortcoming. In the actual application process, the larger the amount of data, the more powerful the P-BiGAT rumor detection model based on manually extracting features; in particular, the related methods based on graph neural network have higher performance in the field of rumor detection. This is because the propagation and diffusion of rumors can be expressed by the directed path of the graph. The graph neural network is a tool that specializes in processing graph domain information, which can well extract the propagation and diffusion features of tweets on the graph. Among the related methods of graph neural network, the method proposed in this paper has a great improvement in performance compared with the other methods. However, the method based on graph convolutional neural network cannot handle directed graphs and cannot dynamically assign weights and can only do directed convolution on undirected graphs. Although the method based on the heterogeneous graph neural network adds user information and other ancillary information and comprehensively considers various features, the extracted propagation and diffusion features also have obvious defects, which have an impact on the final result. The method based on graph attention network has natural advantages in dealing with directed graphs, while the propagation feature and diffusion feature of rumor detection are actually based on different directions of the feature graph for node update. Compared with other graph neural network methods, graph attention network is more suitable for extracting global features based on different directions. The P-BiGAT model uses tools that specialize in directed graphs for rumor detection, improves the node update method, and effectively improves the performance of the model in rumor detection.

Compared with other methods, the P-BiGAT method proposed in this paper shows a better effect on the rumor detection problem of social platforms, which verifies the effectiveness of the P-BiGAT model.
4.5.2. Analysis of the Influence of Different Variant Models on the Results of Rumor Detection. In order to study the influence of different parts of the model on rumor detection, this article compares the proposed P-BiGAT method with the variant models TD-GAT, BU-GAT, and w/o attention and w/o GAT were compared, using accuracy as the criterion. The experimental results are shown in Figure 7.

- TD-GAT: this model only uses a top-down tree structure to update nodes to detect rumors
- BU-GAT: this model only uses a bottom-up tree structure to update nodes to detect rumors
- w/o attention: this model does not consider the semantic information extraction module and only conducts rumor detection by constructing a directed tree, extracting propagation features and diffusion features
- w/o GAT: this model does not consider the propagation feature and the diffusion feature extraction module and only detects rumors on the semantic information representation model

It can be seen from Figure 7 that w/o attention is always better than TD-GAT and BU-GAT, which verifies the effectiveness of the combination of rumor spreading and walking features. Secondly, the accuracy of the w/o GAT variant model in identifying rumors has been significantly reduced, because the multithread attention mechanism can extract important semantic information, making rumors and non-rumors highly cohesive and low-coupling. Although the w/o attention model is higher than the w/o GAT model, the GAT model can effectively aggregate comment forwarding information and capture the relationship between the source tweet and the response tweet. However, the accuracy of identifying rumors is still lower than the method proposed in this article. Finally, the P-BiGAT model proposed in this paper is always better than all other models, verifying the importance of the propagation features of the rumor, the diffusion features, and the semantic information representation of the source tweets.

4.5.3. The Influence of Different Text Encoders on Rumor Detection Results. This article further explores the effectiveness of the BERT encoder selected by this model. The two most commonly used text encoders (word2vec and TF-IDF) will be selected to replace the BERT text encoder of this model, and the accuracy of rumor detection will be used as the criterion. The experimental results are shown in Figure 8.

In order to be able to more accurately judge the impact of different coding models on this model and achieve higher detection accuracy of the comparison group, this article uses the jieba tool to segment the experimental data and then remove the stop words and punctuation and other operations. The processed data are used as input to the word2vec and TF-IDF models, respectively. After training, the vector encoding of the text is obtained, and the BERT model is replaced to obtain the accuracy of rumor detection of different text encoders.

For word2vec, through a single-layer or multilayer neural network, each word is implied as a single word vector in one-hot form, thereby forming a dense text feature vector.

For TF-IDF, calculate the text feature vector of the word according to the number of times the word appears in the document and the frequency of the entire corpus.

As shown in Figure 8, the word2vec text encoder is better than the TF-IDF text encoder, because the word vector calculated by the word2vec model pays more attention to the
**Figure 8**: The influence of different text encoders on rumor detection results.

**Figure 9**: Continued.
context and semantic relationship; the TF-IDF model pays more attention to the frequency of words appearing in the document. In addition, the TF-IDF text encoder maps text to sparse feature vectors, and the word2vec text encoder maps text to dense feature vectors of fixed dimensions, which has better computational efficiency. However, whether it is the word2vec encoder or the TF-IDF encoder in this model, the accuracy of the final rumor detection is slightly lower than the BERT model encoder used in this article. Research shows that the BERT text encoder can better improve the rumor detection model of this article. This is because the BERT model uses a multilayer transformer structure to more thoroughly capture the semantic relationship in the text.

4.6. Early Rumor Detection. In order to build an early rumor spreading model, this paper sets a 12-hour deadline and compares the P-BiGAT model with the 4 best-performing baseline methods. We conducted early rumors detection on three datasets. The experimental results are shown in Figure 9.

It can be seen from Figure 9 that, within the first 4 hours, this method has an accuracy of 0.94 in the Weibo dataset, which is slightly lower than the GLAN method. As time goes up, the accuracy of P-BiGAT also increases. After the deadline hours were increased to 12 hours, the model in the early phase rumors detection accuracy is better than the others. In the Twitter15 dataset and Twitter16 dataset, the accuracy of the early rumor detection of the P-BiGAT model in the first 4 hours is lower than that of the baseline method of comparison. But when the deadline hours are increased to within 12 hours, the accuracy of the method gradually increases. This is because the amount of data within 4 hours is relatively small, and the built-up propagation tree and diffusion tree are relatively small, resulting in nodes that cannot be updated effectively. As the number of response tweets increases, the number of neighbor nodes of the node also increases, and the numbers of propagation trees and diffusion tree layers built also increase. The P-BiGAT model is based on GAT and can effectively filter out nodes with useless review information, select useful review nodes for node update, and improve the accuracy of rumor recognition.

5. Conclusions

This paper proposes a rumor detection model based on a two-way graph attention network, which comprehensively considers multiple scale features of rumors based on the premise of constructing a directed graph. In addition, in order to filter out the useless text comment information, this paper proposes a node update method, which arranges neighbor nodes according to their weights, selects nodes with higher weights, and ignores nodes with lower weights. Experiments show that the model of node update method with threshold $P$ can effectively improve the performance of rumor detection. In the first few hours of early rumor detection, due to the relatively small number of response tweets, the node update method based on the threshold $P$ proposed in this paper cannot play a great role, resulting in the accuracy of rumor detection and the comparison baseline method. However, with the increase of time, more and more tweets are responded to, and the amount of data is getting larger and larger. The node update method based on threshold $P$ can select important nodes to participate in node update, so that the accuracy rate has increased significantly.

In future work, we should first consider how to conduct rumor detection more efficiently in the early stage. Then, we should integrate more user social network information, further enrich the map structure information, and consider ...
how to use the pictures, videos, and other information contained in Weibo more efficiently. Finally, we should pay more attention to heterogeneous graphs, because heterogeneous graphs can contain multiple types of nodes, expressing feature information that is different from isomorphic graphs. Therefore, in future experiments, it is planned to encode pictures and videos to build a large heterogeneous graph network.
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