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Abstract: In this paper, we propose an enhanced version of the Authentication with Built-in Camera (ABC) protocol by employing a deep learning solution based on built-in motion sensors. The standard ABC protocol identifies mobile devices based on the photo-response non-uniformity (PRNU) of the camera sensor, while also considering QR-code-based meta-information. During registration, users are required to capture photos using their smartphone camera. The photos are sent to a server that computes the camera fingerprint, storing it as an authentication trait. During authentication, the user is required to take two photos that contain two QR codes presented on a screen. The presented QR code images also contain a unique probe signal, similar to a camera fingerprint, generated by the protocol. During verification, the server computes the fingerprint of the received photos and authenticates the user if (i) the probe signal is present, (ii) the metadata embedded in the QR codes is correct and (iii) the camera fingerprint is identified correctly. However, the protocol is vulnerable to forgery attacks when the attacker can compute the camera fingerprint from external photos, as shown in our preliminary work. Hence, attackers can easily remove their PRNU from the authentication photos without completely altering the probe signal, resulting in attacks that bypass the defense systems of the ABC protocol. In this context, we propose an enhancement for the ABC protocol, using motion sensor data as an additional and passive authentication layer. Smartphones can be identified through their motion sensor data, which, unlike photos, is never posted by users on social media platforms, thus being more secure than using photographs alone. To this end, we transform motion signals into embedding vectors produced by deep neural networks, applying Support Vector Machines for the smartphone identification task. Our change to the ABC protocol results in a multi-modal protocol that lowers the false acceptance rate for the attack proposed in our previous work to a percentage as low as 0.07%. In this paper, we present the attack that makes ABC vulnerable, as well as our multi-modal ABC protocol along with relevant experiments and results.
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1. Introduction

Rapid advancement of mobile device technology, such as development of high-resolution cameras, contributes to a large volume of data shared across the World Wide Web through social media platforms and other online environments. Moreover, smartphones are now the medium of choice for accessing applications that require strong security, such as banking applications [1], thus making them ideal targets for attackers. While any device carries a minimum of security mechanisms, the information generated by mobile devices can be used in identity forgery attacks [2] or in side-channel attacks such as smudge [3] and reflection [4,5]. To defend against attacks, Zhongjie et al. [6] proposed the Authentication with Built-in Camera
(ABC) protocol, based on a special characteristic of the camera sensor, namely the photo-response non-uniformity (PRNU) [7]. The PRNU fingerprint is represented by a noise pattern unique to each camera sensor, which can be determined as detailed in previous research [7–12], even from a single photo. The ABC protocol introduced by Zhongjie et al. [6] uses the camera fingerprint as the main authentication factor and is composed of two phases, particularly a registration phase in which the PRNU fingerprint of the device is computed and stored, and secondly, an authentication phase. During authentication, a registered device takes photos of two QR codes presented on a screen, and sends them to a server for identification. The server performs a set of tests consisting of QR code metadata validation, camera fingerprint identification and forgery detection.

Photos uploaded on social media platforms offer attackers the possibility to compute PRNU fingerprints of potential victims with the aim of conducting impersonation attacks. To prevent this possibility, in addition to the QR codes, the photos received by the ABC server contain a probe signal, represented by a noise pattern similar to a camera fingerprint. The ABC forgery detection system can determine if an attacker tries to impersonate a legitimate user by testing if the probe signal is missing from the provided QR code images. Zhongjie et al. [6] concluded that, in the process of replacing the attacker’s fingerprint with the victim’s fingerprint, the probe signal is also removed. The ABC protocol supposes that attackers compute fingerprints during the authentication phase, from the photos containing the QR codes. However, as we further detail in this work, the protocol is susceptible to an attack that can easily bypass the ABC forgery detection system.

We present an attack strategy, initially introduced in our preliminary work [13], in which the attacker computes their fingerprint from any other set of photos taken with the device involved in the attack. Hence, when the attacker’s fingerprint is removed from the QR code photos and replaced with the victim’s fingerprint, the probe signal is no longer removed. In this scenario, the forgery detection system will not identify the attacker, rendering the protocol vulnerable to attacks. The proposed attack has a success rate of around 50%. Nevertheless, in this work, we propose a novel method of enhancing the ABC protocol that can prevent the attack strategy described in [13], increasing the overall security level. Our proposal is based on considering motion signals, namely those provided by the gyroscope and the accelerometer sensors, which are typically built-in components of modern smartphones. This results in a passive two-factor (multi-modal) authentication protocol that reduces the attack success rate to 0.07%.

To learn motion signal patterns specific to the built-in sensors, we propose a deep learning approach that combines features from deep convolutional neural networks (CNNs) [14,15] and convolutional Long Short-Term Memory networks (ConvLSTMs) [16] using an ensemble model based on Support Vector Machines (SVMs) [17]. To demonstrate the effectiveness of our improved ABC protocol, we perform multi-modal experiments using 630 images and corresponding motion signals collected from six different mobile devices. From the 105 examples per device, we use 5 examples for registration and the rest of 100 examples for authentication experiments. Each device becomes a victim of impersonation attacks throughout our experiments, employing a total of 500 attack sessions from the other five devices. Our experiments on the enhanced multi-modal ABC protocol, consisting in a total of 3000 attacks, indicate a false acceptance rate (successful attack rate) of 0.07%. Compared to the original ABC protocol [6], which has a false acceptance rate of 54.1% in the same scenario, our protocol enhancement results in an improvement of 45.83%. We thus conclude that the multi-modal ABC protocol, enhanced with the authentication based on motion sensors, is more secure, becoming a promising candidate for smartphone device authentication. We emphasize that our additional authentication mechanism based on motion sensors is passive (or implicit), resulting in a seamless experience for the user.
The rest of this paper is organized as follows. We present related work in Section 2. We describe the ABC protocol, its vulnerability and our enhanced multi-modal ABC protocol in Section 3. Our experiments and results are presented in Section 4. We draw our conclusions in Section 5.

2. Related Work

2.1. Attacks on Authentication Protocols

A recent work [18] proposed attack schemes for machine-to-machine (M2M) authentication protocols [19]. The authors showed that the M2M authentication protocol [19] is vulnerable to Denial-of-Service (DoS) and router impersonation attacks. In a different work, Aghili et al. [20] showed that the untraceable and anonymous three-factor authentication scheme [21] for Heterogeneous Wireless Sensor Networks is vulnerable to user impersonation, de-synchronization and traceability attacks. Aghili et al. [20] also proposed an improved protocol that is resilient to these kinds of attacks.

In literature, the use of camera PRNU fingerprint in authentication systems or protocols is studied in a few works [6,22,23]. Zhongjie et al. [6] proposed a protocol based solely on PRNU fingerprint identification, while others [22,23] integrated the PRNU fingerprint in multi-factor authentication systems. However, PRNU-based authentication protocols, such as the ABC protocol studied by Zhongjie et al. [6], have not been thoroughly studied in the presence of attacks. Zhongjie et al. [6] introduced different attack prevention mechanisms, such as an anti-forgery detection system, but the protocol can still be breached through the attack scheme proposed in [13]. Moreover, it is known that camera fingerprints are vulnerable to attacks, e.g. forgery attacks [24,25], thus rendering fingerprints unsafe as a single authentication factor. Hence, in this paper, we propose a multi-modal seamless extension of the ABC protocol. Instead of relying only on the camera fingerprint, we propose to add the joint fingerprint of two additional sensors: the gyroscope and the accelerometer.

Relation to preliminary ACNS 2020 version [13]. Since our current work is an extension of our previous paper [13], we explain the differences in detail. In our previous work [13], we discovered a breach in the design and implementation of the ABC protocol [6]. We provided evidence of an attack scheme that shows how forgery attacks (adversary fingerprint removal) affect the protocol. Different from our preliminary study [13], we introduce an implicit authentication system based on motion sensor data in the ABC protocol, with the aim of improving the overall accuracy and stopping potential forgery attacks. Although in our previous work we tried to model motion sensor data using statistical features [13], the accuracy of the resulting model was far below the requirements of an authentication protocol. Hence, in this work, we propose to employ an ensemble based on neural embeddings derived from two types of deep neural networks, CNNs and ConvLSTMs, concatenated and forwarded as input to an SVM meta-model. To our knowledge, we are the first to propose an ensemble of CNNs and ConvLSTMs for smartphone identification based on motion sensor data. Our improvements lead to a more robust ABC protocol, attaining superior performance in adversarial detection over the preliminary works [6,13].

2.2. Authentication based on Motion Sensors

Several papers studied user identification on mobile devices based on motion sensor data [26–35]. Within the wide range of explored approaches, there are studies that perform user recognition based on voice and accelerometer signals [34], as well as studies that perform human movement tracking based on motion sensors [32]. Regarding the considered approach, it is clear that the newest and best-performing methods belong to the category of deep learning approaches [30,36]. Until now, researchers studied recurrent neural networks [30] and convolutional neural networks [36]. To our knowledge, none of the previous works
investigated ensemble methods that combine recurrent and convolutional neural networks. We introduce an ensemble that uses an SVM as meta-learner. Different from previous works, we interpret the weights of the meta-learner as a joint fingerprint of the gyroscope and the accelerometer sensors.

3. Method

We first present the ABC protocol [6] and the protection methods implemented in this protocol. We then explain in detail the impersonation attack scheme [13] that is able to bypass the ABC protocol. Finally, we describe our multi-modal ABC protocol that can detect the impersonation attack.

3.1. ABC Protocol

The protocol defined by Zhongje et al. [6] is represented by a two stage authentication system, described as follows. The first stage of the protocol is represented by the registration phase, in which the user’s smartphone is enrolled in the system using an image, denoted as $I_{r}$, taken using the built-in camera. The server (verifier) employed in the protocol computes an estimate of the camera PRNU fingerprint $\hat{K}_{c}$ from the received image, creating a device profile used for authentication purposes.

In the second stage of the protocol, namely the authentication phase, three sequential actions are executed, as follows: (i) the server generates two QR code images and presents them to the user, (ii) the user takes a picture of each QR code and (iii) sends the photos back to the server for verification. Each QR code contains embedded information representing the current transaction in progress. In step (i), along with the embedded metadata, the QR code images produced by the server, contain a probe signal $\Gamma_{i}$ represented by a white Gaussian noise:

$$I_{i} = QR(\text{str}_{i}, T_{i}) + \Gamma_{i}, \forall i \in \{1, 2\}.$$  

(1)

In step (ii), the user takes photos of the prompted images on a screen, using a preregistered device. The resulting photos, $I_{1}(c)$ and $I_{2}(c)$, are sent to the server for verification and user identification. The captured images, denoted by $I_{i}(c)$, should contain a noise residue $W_{i}(c)$ composed of the PRNU fingerprint of the user and the probe signal $\Gamma_{i}$:

$$I_{i}(c) = QR(\text{str}_{i}, T_{i}) + W_{i}(c), \forall i \in \{1, 2\},$$  

(2)

where the noise residue is formally defined as follows:

$$W_{i}(c) = \Gamma_{i} + K_{c}.$$  

(3)

In the last authentication step (iii), the server performs a multi-step user validation and identification, such as QR code integrity check, camera fingerprint verification, forgery detection and probe signal verification, as detailed in [6]. If all integrity checks pass successfully, the user is authenticated by the protocol, otherwise, the system will reject the transaction.

3.2. ABC Protocol Defense Systems

3.2.1. Forgery detection:

Zhongjie et al. [6] propose an anti-forgery system that is able to protect the protocol from attackers that use counterfeit images, in the authentication phase. If an attacker tries to impersonate a victim, his fingerprint $K_{a}$ can be present in the forged image. Therefore, the
protocol computes the noise residue $W_i(c)$ for each of the two received images and compares $W_1(c)$ and $W_2(c)$, according to the following equation:

$$PCE(W_1(c), W_2(c)),$$  \hspace{1cm} (4)

where $PCE$ is the Peak-to-Correlation Energy [37]. Furthermore, the PRNU fingerprint computed during user registration is also compared with the noise residue $W_1(c)$ extracted from $I_{1(s)}$, the similarity value being given by:

$$PCE(W_1(c), \hat{K}(c)).$$  \hspace{1cm} (5)

In case of forged images, the similarity between $W_1(c)$ and $W_2(c)$ is higher in comparison with the similarity of the noise residue $W_1(c)$ and the registered PRNU fingerprint $\hat{K}(c)$. Hence, the ABC protocol uses the following equation to determine whether the images are forged or not:

$$PCE(W_1(c), W_2(c)) > PCE(W_1(c), \hat{K}(c)) + t,$$  \hspace{1cm} (6)

where $t$ is threshold that eliminates matching by chance due to noise.

An adversary can compute his own fingerprint $K_a(c)$ and remove it from the forged images in order to fool the forgery detection system. To this end, Zhongjie et al [6] proposed a removal detection system (described below) based on the probe signal embedded in the QR code images.

3.2.2. Removal detection:

During an impersonation attack, the adversary has the aim to remove his fingerprint from the images sent to the verifier. Since the PRNU fingerprint is very similar, in terms of magnitude, to the probe signal embedded in the QR code images, removal of the fingerprint will inherently lead to the removal of the probe signal as well. Thus, when the verifier analyzes the images, the unique pattern noise $\Gamma_i$ will not be present. Therefore, the removal detection system will reject the attack. However, Zhongjie et al. [6] follow the assumption that an adversary computes his fingerprint using the photos captured during the authentication phase, in which the probe signal is embedded. Contrary to their assumption, as we are about to detail further, an adversary can compute his fingerprint from any photo resulted from the device used in the attack. In consequence, we exploit this vulnerability in our attack described below.

3.3. An Attack for the ABC Protocol

Zhongjie et al. [6] assumed in their work that a potential adversary computes the PRNU fingerprint using photos captured during the authentication phase. We propose an attack that exploits a vulnerability in the assumption of Zhongjie et al. [6], namely that an attacker can compute the camera fingerprint of the device used in the impersonation attack, $\hat{K}_a(c)$, at any given time prior to the attack. Thus, we further consider the case in which a pre-computed fingerprint is used within the impersonation attack. In addition, considering that an adversary can gain access to one or a few photos posted on social media platforms by a potential victim, an impersonation attack becomes feasible. In the experiments presented in Section 4, we consider two attack scenarios. The first one uses only one photo to estimate the victim’s PRNU fingerprint, following the same setup considered by Zhongjie et al. [6]. The second one uses five photos to estimate the victim’s PRNU fingerprint, showing that the success rate of our attack can be improved further.
Our attack works as follows. In the authentication phase, the attacker uses the built-in camera to capture the two photos generated by the server with the aim of forging and sending them back for verification. The photos taken by the attacker are defined as follows:

\[ I_{i(c)} = QR(str_i, T_i) + \Gamma_i + K_{(a)}, \quad \forall i \in \{1, 2\}. \]  

(7)

Before sending them to the verifier, the images contain the PRNU fingerprint \( K_{(a)} \) of the adversary instead of the fingerprint \( K_{(c)} \) of the victim. As described by Zhongjie et al. [6], if the adversary tries to remove his fingerprint \( \hat{K}_{(a)} \) using the images \( I_{i(c)} \) defined in Equation (7) which include the probe signal \( \Gamma_i \), the attack would be stopped by the ABC Removal Detection system. However, in our approach, the adversary fingerprint \( \hat{K}_{(a)} \) is pre-computed using other photos, different from the ones involved in the authentication phase. Hence, the probe signal \( \Gamma_i \) is only slightly altered, but not entirely removed. Furthermore, adding the pre-computed victim’s fingerprint results in a set of forged photos \( I_{i(f)} \) that can bypass the defense systems of the ABC protocol. The forged images are defined as follows:

\[ I_{i(f)} \approx QR(str_i, T_i) + \Gamma_i + \hat{K}_{(c)}, \quad \forall i \in \{1, 2\}. \]  

(8)

When the verifier employs (i) Forgery Detection to determine if the images are forged and (ii) Removal Detection to assess if the probe signal was removed, the system will find that \( \Gamma_i \) is included in the received images and the PRNU fingerprint present in the images is the one of the impersonated person. Therefore, the proposed attack scheme bypasses both systems of the ABC protocol. However, due to approximation errors involved in the attack process, the system is able to block about one in every two attacks, as detailed in our experiments below. Still, the attack success rate leaves the standard ABC protocol vulnerable to our attack scheme. Further details about our attack scheme are provided in our preliminary work [13].

3.4. Proposed Multi-Modal ABC Protocol

As noted above, the ABC protocol is vulnerable, being possible to bypass both protection systems of the protocol. We further propose an extension of the protocol which incorporates motion sensor data, as an additional authentication factor that restores the overall protection level of the system. Unlike photos, which are commonly posted on social media platforms, motion sensor signals are not openly posted by smartphone users on the Internet, mainly due to the lack of interest to do such a thing. Therefore, our multi-modal authentication protocol is equipped with an enhanced security mechanism that cannot be exploited by potential attackers. Another advantage of our multi-modal protocol is that the introduction of the second modality does not burden the user with additional steps during authentication, i.e. the second authentication factor is implicit. Our novel protocol is illustrated in Figure 1. The stages involved in our multi-modal ABC protocol are described next.

3.4.1. Motion Signal Recording

In the authentication phase, we collect three-axis motion signals from two sensors, the gyroscope and the accelerometer, while the user is taking photos of the QR codes. A motion sample is formed of six discrete signals. There are three signals for each sensor, such that each signal corresponds to one of the three spatial axes \((x, y, z)\). The signals are continuously recorded at 100 Hz during the whole authentication process, but we only keep the signals recorded within a window of 1.5 seconds, starting with 0.5 seconds before the user touches the button that causes the smartphone to take the first photo \( I_{1(c)} \) required for verification. Since each signal is recorded at 100 Hz for 1.5 seconds, it is composed of roughly 150 values. The recorded signals are associated with the image \( I_{1(c)} \), being sent together to the sever for verification.
3.4.2. Motion Signal Pre-processing

On the server side, the collected discrete signals are processed in order to turn them into mono-channel images, enabling us to employ CNNs and ConvLSTMs to learn neural embeddings. Even if, in theory, the motion signals should be recorded at exactly 100 Hz, we observed that, in practice, mobile operating systems (iOS and Android) will not report precisely 100 values per second at perfectly equal time intervals, likely being influenced by the different processes running on each mobile device. Moreover, the accelerometer and gyroscope generate decoupled motion events at a frequency that is close to 100 Hz, but not exactly equal to 100 Hz. Hence, the signals generated by the two independent motion sensors are not...
necessarily of the same length. To this end, we must normalize all motion signals to a fixed length. As the signals are recorded for 1.5 seconds at 100 Hz, we start with the assumption that each signal should be formed of exactly 150 discrete values. Thus, we resize the overlength or underlength signals to a fixed length of 150 values through linear interpolation. After resizing a signal, we subtract its minimum magnitude to eliminate negative values. Since the signal corresponding to one axis can have a different magnitude scale than the signals corresponding to other axes, e.g., when the magnitude of the motion along one axis is much higher than the magnitude of the motion along another axis, we rescale each discrete signal using the $L_2$-norm. Finally, we resample all values to a range between 0 and 1.

3.4.3. Learning Neural Embeddings

To learn discriminative neural embeddings from the motion signals, we consider two neural network architectures, a CNN and a ConvLSTM, which we train on a multi-way user classification task on the HMOG data set [32]. The learning stage is an offline step that needs to be carried out before deploying the multi-modal ABC protocol in testing or production environments.

Our CNN model is composed of three convolutional (conv) layers, followed by two fully-connected (fc) layers and one Softmax classification layer, having a total of six layers. We set the number of filters in the first conv layer to 32. Following AlexNet [15] and VGG [38] architectures, the conv layers get wider as they move farther away from the input. This is because conv layers closer to the input learn low-level features, e.g., edges or corners, which are generally useful for all object classes. Conv layers closer to the output learn high-level features, which are specialized to particular object classes. Hence, our second conv layer is composed of 64 filters, while the third conv layer is composed of 128 filters. Following recent CNN architectures such as ResNet [39], we employ conv filters with a small receptive field of $3 \times 3$ components. The filters are applied at a stride of 1. All activation maps are zero-padded to preserve the spatial dimension. We placed a max-pooling layer after each conv layer. The max-pooling layers have a pool size of $2 \times 2$ and are applied at stride 2. Each fc layer is formed of 256 units with dropout [40] at a rate of 0.4, to prevent overfitting. All layers have Rectified Linear Units (ReLU) [41] activations, except for the classification layer. As our neural models must solve a multi-class classification problem, we employ Softmax activation in the last layer, such that the final output provides the probability for each class. We underline that the last layer is formed of 50 neurons, this being the number of classes in our data set. We train the neural networks with the Adam optimizer [42], minimizing the categorical cross-entropy loss.

Similar in size to the proposed CNN, the architecture of the ConvLSTM is composed of six layers. The first layer of the network is a convolutional LSTM layer containing 64 kernels. The first layer is followed by a second conv LSTM layer with 128 filters and a third conv LSTM layer with 256 filters. All filters have a spatial support of $1 \times 3$. We underline that a very common practice is to design LSTM architectures having no more than two or three recurrent layers, which are more than enough to capture the temporal aspects of the input signals. Thus, we use only three conv LSTM layers, flattening the activation maps resulting after the last recurrent layer. Then, we have two fc layers, each with 256 neurons. All conv LSTM and fc layers are equipped with ReLU [41] activations. The sixth and last layer provides the final class probabilities, being composed of 50 neurons with Softmax activation (each neuron provides the probability for one user in the multi-class user classification data set). As for our CNN model, we employ the Adam optimizer [42] to minimize the categorical cross-entropy loss.

We underline that the CNN and the ConvLSTM are trained prior to their integration in our multi-modal ABC protocol. After training the CNN and the ConvLSTM models on the multi-class user classification task, we remove the Softmax layer from each architecture, thus
using the feature vectors from the last fc layer. Since the fc layers have 256 neurons each, we obtain 256-dimensional feature vectors from each model. Our final neural embeddings are 512-dimensional feature vectors obtained by concatenating the corresponding CNN and the ConvLSTM feature vectors. In the experiments, we show the benefit of combining the CNN and the ConvLSTM embeddings.

### 3.4.4. Motion Sensor Fingerprints

For the smartphone identification problem based on motion sensors, we utilize a binary SVM classifier, which receives as input the neural embeddings resulted from our pre-trained deep neural networks. We trained an SVM for each smartphone device, using the neural embeddings computed during the registration phase of the respective device as positive examples. Since the SVM requires negative examples as well, we use a pool of negative examples that is independent of all smartphone devices considered in our experiments. This ensures that the SVM models are never trained on examples belonging to attackers, which would lead to unrealistically high accuracy levels.

Formulating our smartphone identification task as a binary classification problem, the SVM learns a linear discriminant function \( f \) that outputs the label +1 for an input neural embedding belonging to the registered smartphone and the label −1 for a neural embedding belonging to an adversarial device. The linear function \( f \), can be expressed as follows:

\[
f(x) = \text{sign}(\langle w, x \rangle + b),
\]

where \( x \) represents a feature vector, \( w \) and \( b \) denote the vector of weights and the bias term of the classifier, and \( \langle \cdot, \cdot \rangle \) represents the scalar product. As explained earlier, the feature vector \( x \) contains 512 values and is generated by concatenating 256-dimensional neural embeddings from the CNN and the ConvLSTM models, respectively.

An SVM classifier [17] computes the parameters \( w \) and \( b \) that represent the hyperplane which divides the training examples into two classes with maximum margin. Formally, the SVM model finds the parameters \( w \) and \( b \) that satisfy the optimization criterion defined below:

\[
\min_{w,b} \frac{1}{n} \sum_{i=1}^{n} [1 - y_i (\langle w, x_i \rangle + b)]_+ + C \| w \|^2,
\]

where \( n \) is the number of examples from the training set, \( y_i \) is the label (+1 or −1) associated to the training example \( x_i \), \( C \) represents a regularization hyperparameter, \( [x]_+ = \max\{x, 0\} \) and \( \| \cdot \|^2 \) is the \( L_2 \)-norm.

Let \( f^j \) be the discriminant function corresponding to a device \( j \). We interpret the corresponding weights \( w^j \) and the bias \( b^j \) as a motion sensor fingerprint of the smartphone device \( j \). Upon learning the parameters \( w^j \) and \( b^j \) by optimizing Equation (10), during authentication, we just need to apply the following equation on a neural embedding \( x \) from an unknown a device in order to identify the respective device as device \( j \):

\[
f^j(x) = \text{sign}(\langle w^j, x \rangle + b^j).
\]

We note that the function \( f^j \) is applied in conjunction with the ABC protocol. If the multimodal sample (composed of two photos and a set of motion sensor signals) collected during an authentication session passes both camera and motion sensor verification layers, then the corresponding smartphone is identified as a legitimate smartphone and authorization takes place. This means that if a sample does not pass one of the verification layers, then the authentication is rejected. Empirical evidence shows that by employing our additional layer of
security based on motion sensor signals, we can restore the security level of the multi-modal ABC protocol.

4. Experiments

4.1. Data Sets

To evaluate the success rate of our attack on the standard ABC protocol and on the proposed multi-modal ABC protocol, we collected a multi-modal data set consisting of images and motion signals.

Using six different smartphone devices, we composed a data set consisting of 105 images per device along with the motion sensor data generated during the photo capture session. Based on previous works on PRNU estimation [6,43], we extracted sub-images of 1000 × 750 pixels, starting from the top left corner, to compute PRNU fingerprints.

For our enhanced ABC protocol, we recorded motion signals for 0.5 seconds before and 1 second after pressing the camera shutter. The accelerometer and gyroscope signals, each represented on three axes, are recorded at 100 Hz, resulting in signals of 150 discrete values in the time domain. Each photo in our data set is thus associated with a multi-dimensional motion signal of 6 × 150 values, where 6 is the number of motion sensors (accelerometer, gyroscope) multiplied by the number of axes (x, y, z). To allow others to reproduce our results, we will provide our data set for non-commercial use to those who send their request by mail to one of the authors.

Due to the small set of motion signals in our multi-modal data set, we pre-train our CNN and ConvLSTM models on a subset of 50 users from the HMOG data set [32]. Following the experimental settings described in [36], we collect motion signals for 200 tap events per user, generating a data set of 10,000 data samples in total. Employing an 80%-20% split of the data, we utilize 8,000 samples for training and 2,000 for validation.

4.2. Organization of Experiments

Considering our ABC attack scheme [13] as well as the original attack scheme proposed by Zhongjie et al. [6], our first set of experiments aims to test the security level of the ABC protocol. We hereby consider two scenarios.

In the first scenario, we use five images to compute the PRNU fingerprint of each device and 100 images to simulate authentications of a registered user. Furthermore, we use the same set of 100 images to perform simulated impersonation attacks on the other devices. Therefore, we perform 600 valid authentications and 3000 attacks. This scenario is motivated by the fact that attackers can often obtain more than one image (in our scenario, we consider five images) from social media posts to compute a victim’s PRNU fingerprint. Naturally, the attacker is free to use as many photos as necessary (we limit ourselves to five images) to compute his own PRNU fingerprint prior to the attacks.

In the second scenario, the experiments are conducted using one image for PRNU fingerprint estimation for both victims and attackers, precisely following the setting described by Zhongjie et al. [6]. Here, our aim is to demonstrate that our attack scheme can bypass the ABC protocol, without any change with respect to the introductory work [6]. The only difference with respect to our first scenario is the number of images used for PRNU estimation in the registration phase. Thus, as in the first scenario, we utilize the same number of devices and images during authentication, resulting in 600 valid sessions and 3000 impersonation attacks.

To test our enhanced ABC protocol, our second and last set of experiments employs deep learning models for user classification based on motion sensors. Upon training the deep learning models in the same setting as in our previous work [36], our aim is to test the efficiency of the proposed attack scheme [13] on our multi-modal data set. Noting that
we need to fit a machine learning model on several (more than one) motion signals, we employ the same setting as in the first scenario, considering five images (and associated motion signals) to compute the PRNU (and motion sensor) fingerprints. This limits our multi-modal ABC protocol to use a mandatory lower bound (five) on the number of registration sessions. Nonetheless, this limitation fades away in front of the benefit, namely resistance to impersonation attacks.

4.3. Evaluation Details

4.3.1. Evaluation Measures

We report the number of successful attacks (false acceptances) as well as the false acceptance rate (FAR), which is typically defined as the ratio of the number of false acceptances divided by the number of authentication attempts. A false acceptance is an instance of a security system, in our case the original or the multi-modal ABC protocols, incorrectly verifying an unauthorized person, e.g. an impersonator. We underline that our attack does not impact the false rejection rate (FRR) of the ABC protocol, i.e. the FRR is similar to that reported in [6]. For the multi-class user classification experiments on HMOG, we report the classification accuracy rate. For the multi-modal ABC protocol, we report the accuracy, FAR and FRR values, respectively.

4.3.2. Evaluation Protocol

The main goal of the first two sets of experiments is to validate the attack scheme proposed in [13]. While reporting the FAR values for our attack is necessary, we also have to validate that the forgery detection (FD) system and the removal detection (RD) system of the ABC protocol work properly. For this reason, we need to perform attacks as described in [6]. Our aim is to show that the protection systems of the ABC protocol are indeed able to reject the attacks specified in [6], while not being able to detect our own attack.

When testing the ABC protocol or the multi-modal ABC protocol against attacks, each of the n smartphone devices takes turn in being considered as the victim’s device. In order to perform attacks, the remaining n − 1 devices are considered to belong to adversaries. Each adversary performs 100 attacks. Given that our data set consists of n = 6 devices, we obtain a number of 3000 (6 × 5 × 100) attacks. For each attack, we determine if it passes undetected by the Forgery Detection system and by the Removal Detection system. We consider a successful attack only if it succeeds to cross both Forgery Detection and Removal Detection systems. We count the number of successful attacks and compute the corresponding FAR at different PCE thresholds between 10000 and 50000, using a step of 100. We note that the threshold values are generally higher than those used in [6], because we compute the PRNU fingerprints on larger images. We determine the optimal threshold as the threshold that provides a FAR of roughly 0.5% for the attack scheme detailed in [6], because Zhongjie et al. [6] report a FAR of 0.5% in their paper. We note that they selected the threshold that corresponds to equal FAR and FRR.

4.4. Attacking the ABC Protocol

4.4.1. Results with Five Images for PRNU Estimation

In Figure 2, we show the number of false acceptances generated by our attack scheme [13] in comparison with the attack described by Zhongjie et al. [6]. Both attacks employ five images for fingerprint estimation, results being compared using multiple PCE thresholds between 10000 and 50000. Attacks that bypass the ABC protocol defense systems, such as Forgery Detection and Removal Detection, are counted as valid authentications. Our attack scheme, obtains a FAR of 0.5% at a threshold of 22500, similar to what Zhongjie et al. [6] obtained in their experiments. Thus, we consider this value as being the optimal threshold. However, we emphasize that for all thresholds between 10000 and 50000, our attack scheme is significantly more successful.
Table 1: False acceptance rates (FAR) and number of successful attempts (in parentheses) for the attack scheme proposed in [13] versus the attack scheme detailed in [6], when five images are used for PRNU estimation in the standard ABC protocol. False acceptance rates are computed for five PCE thresholds between 10000 and 50000. Results (highlighted in bold) for the optimal PCE threshold (22500) are also included. For each attack scheme, we report the false acceptance rates for the Forgery Detection (FD) system, the Removal Detection (RD) system, and both (FD+RD).

| Threshold | Our attack [13] | ABC attack [6] |
|-----------|----------------|---------------|
|           | FD FAR  | RD FAR  | FD+RD FAR | FD FAR  | RD FAR  | FD+RD FAR |
| 10000     | 74.5% (2235) | 90.0% (2701) | 70.7% (2122) | 87.6% (2628) | 30.7% (920) | 25.9% (776) |
| 20000     | 62.6% (1879) | 83.9% (2517) | 57.5% (1726) | 82.9% (2487) | 2.4% (73) | 1.5% (45) |
| 22500     | 60.0% (1800) | 81.7% (2451) | 54.1% (1624) | 81.5% (2446) | 1.0% (31) | 0.5% (16) |
| 30000     | 53.3% (1600) | 76.4% (2292) | 45.9% (1378) | 78.3% (2350) | 0.0% (0) | 0.0% (0) |
| 40000     | 48.1% (1444) | 72.8% (2184) | 40.6% (1219) | 74.5% (2234) | 0.0% (0) | 0.0% (0) |
| 50000     | 43.8% (1315) | 69.7% (2090) | 35.7% (1071) | 71.7% (2150) | 0.0% (0) | 0.0% (0) |

Figure 2. Number of false acceptances (on the vertical axis) bypassing both Forgery Detection and Removal Detection systems of the original ABC protocol, for the attack scheme proposed in [13] versus the attack scheme detailed in [6], when five images are used for PRNU estimation. False acceptances are counted for multiple PCE thresholds (on the horizontal axis) between 10000 and 50000, with a step of 100. Best viewed in color.

Table 1 compares our attack scheme to the attack scheme of Zhongjie et al. [6], for different thresholds between 10000 and 50000. At the selected optimal threshold of 22500, our attack scheme achieves a FAR equal to 54.1% (1624 successful attacks) while the ABC protocol attack...
Figure 3. Number of false acceptances (on the vertical axis) bypassing both Forgery Detection and Removal Detection systems of the original ABC protocol, for the attack scheme proposed in [13] versus the attack scheme proposed in [6], when one image is used for PRNU estimation. False acceptances are counted for multiple PCE thresholds (on the horizontal axis) between 10000 and 50000, with a step of 100. Best viewed in color.

scheme described in [6] achieves a FAR of 0.5%. To further prove that the results are consistent with the numbers reported in [6], we compute the False Rejection Rate (FRR) by doing 600 authentications with registered devices, obtaining a similar FRR (under 0.1%). Our FAR and FRR show that half of the attacks are successful. Therefore, the ABC protocol is unsafe when an attacker has access to a victim’s photos.

While our attack can bypass the Removal Detection system with a much higher FAR than the attack scheme considered in [6], it gives slightly lower FAR values in trying to bypass the Forgery Detection system, because the attacker’s PRNU fingerprint is computed on a different set of images than the two QR code images used during authentication. More specifically, the lower FAR rates are generated by the approximation errors between the PRNU estimation $\hat{K}_a$ and the actual PRNU fingerprint $K_a$ found in the QR code images. Nevertheless, our proposed attack generates higher false acceptance rates even when both systems are considered together. Therefore, the results presented in Table 1 strongly indicate that our attack scheme is very powerful against the ABC protocol, succeeding in one of every two attacks.

4.4.2. Results with One Image for PRNU Estimation

By using only one image for PRNU estimation and the same PCE thresholds between 10000 and 50000, Figure 3 shows the number of false acceptances generated by our proposed attack scheme in comparison to the attack scheme considered by Zhongjie et al. [6]. With only one image to compute both the adversary’s and the victim’s PRNU fingerprints, this setting is
Table 2: Multi-way user classification accuracy rates on the HMOG data set, obtained by a baseline model based on handcrafted features versus our CNN and ConvLSTM models and their combination represented by an ensemble that merges the two models.

| Method              | Accuracy |
|---------------------|----------|
| Shen et al. [31]    | 87.30%   |
| CNN                 | 96.37%   |
| ConvLSTM            | 96.18%   |
| CNN+ConvLSTM        | 96.74%   |

more difficult and less likely to succeed. We carry this experiment to have an apples-to-apples comparison to Zhongjie et al. [6].

Comparing Figure 2 and Figure 3, we can draw two conclusions. First, the number of attacks that bypass the ABC protocol defense systems is lower when utilizing one image compared to the setting in which we use five images. Second, we can see that even in the harder setting, the number of successful attacks is large. Therefore, our attack scheme still represents a great threat for the ABC protocol. Considering the optimal threshold value of 22500, the number of successful attacks is 1430 (representing a FAR of 47.7%). The empirical results show that the ABC protocol is still vulnerable, regardless of the total number of images considered for PRNU estimation.

We thus conclude that the protection systems of the ABC protocol, namely the Forgery Detection and Removal Detection systems, do not suffice to prevent our attack scheme proposed in [13].

4.5. Multi-way Classification Results with Deep Models

In our multi-way user classification experiments on HMOG, we trained the CNN model on mini-batches of 32 samples. The model is optimized for a maximum 50 epochs using a learning rate of \(10^{-3}\). However, in order to prevent overfitting, we applied early stopping at around 40 epochs. We employ the same hyperparameters for the ConvLSTM model, namely a learning rate of \(10^{-3}\) and mini-batches of 32 samples. The ConvLSTM is also trained for a maximum of 50 epochs, but the optimization is halted after 20 epochs due to early stopping. We also consider an ensemble that employs an SVM as meta-learner on top of concatenated CNN and ConvLSTM neural embeddings. The SVM uses \(C = 100\) for regularization and is based on the RBF kernel. As baseline, we add a model based on invariant handcrafted features, as proposed by Shen et al. [31]. The corresponding results are presented in Table 2. We observe that the CNN model attains an accuracy of 96.37%, while the ConvLSTM performs slightly worse, attaining an accuracy of 96.18%. By merging the two deep models, we obtain superior results, attaining an accuracy of 96.74%. We underline that our final results are very good, considering that the baseline based on handcrafted features attains an accuracy of only 87.30% on the 50-way user classification task.

4.6. Attacking the Multi-Modal ABC Protocol

We further present the empirical results obtained after using our attack scheme on the multi-modal ABC protocol, which combines PRNU and motion sensor fingerprints. We conducted the experiments using five samples to estimate the fingerprints during the attacks, irrespective of the modality. As shown earlier, this scenario is more difficult (the attack exhibits a higher penetration rate) than using a single image for fingerprint estimation (see Figures 2 and 3).
Table 3: Accuracy, FAR and FRR of the multi-modal ABC protocol for the attack scheme proposed in [13], when five images and motion signals are used during registration and authentication. Results are reported for binary SVM classifiers based on neural embeddings from a CNN, a ConvLSTM or both. For each neural embedding type, we consider two kernels and different values for the regularization parameter $C$. All reported metrics represent average values computed for six smartphone devices, with 100 authentic sessions and 500 attack sessions per device. For each neural embedding type, the best results are highlighted in bold.

| Kernel | $C$ | Accuracy | FAR  | FRR  |
|--------|-----|----------|------|------|
| RBF    | 100 | 98.92%   | 0.67%| 3.17%|
| RBF    | 10  | 99.08%   | 0.27%| 4.17%|
| Linear | 100 | 98.97%   | 0.80%| 2.17%|
| Linear | 10  | **99.47%** | 0.43%| **1.00%** |

| Kernel | $C$ | Accuracy | FAR  | FRR  |
|--------|-----|----------|------|------|
| RBF    | 100 | 97.72%   | 0.60%| 10.67%|
| RBF    | 10  | **99.03%** | 0.50%| 3.33%|
| Linear | 100 | 98.94%   | 0.73%| **2.67%** |
| Linear | 10  | **99.03%** | 0.53%| **3.17%** |

| Kernel | $C$ | Accuracy | FAR  | FRR  |
|--------|-----|----------|------|------|
| RBF    | 100 | 99.67%   | 0.07%| 1.67%|
| RBF    | 10  | 99.64%   | 0.13%| **1.50%** |
| Linear | 100 | 97.72%   | 2.07%| 3.33%|
| Linear | 10  | 99.39%   | 0.13%| 3.00%|

We considered three options to enhance the ABC protocol with motion sensor fingerprints: using SVM classifiers on top of CNN embeddings, using SVM classifiers on top of ConvLSTM embeddings or using SVM classifiers on top of joint CNN and ConvLSTM embeddings. Throughout our experiments, we utilized two kernels for our SVM models, either linear or RBF, and two alternative values for the regularization parameter $C$, 10 or 100. For the RBF kernel, the parameter $\gamma$ is automatically scaled with respect to the number of features. The corresponding results are shown in Table 3.

4.6.1. Results with CNN Embeddings

By extending the ABC protocol with motion sensor fingerprints based on CNN neural embeddings, we attain a top average accuracy of 99.47% for the linear kernel and the regularization parameter $C = 10$. In this case, the multi-modal ABC protocol successfully rejects our attack scheme with a false acceptance rate of 0.43% and a false rejection rate of 1%, as shown in Table 3. However, the smallest false acceptance ratio that can be obtained with CNN embeddings is 0.27%, using the RBF kernel and the regularization parameter $C = 10$. In this case, the model is not very well balanced, the false rejection rate being 4.17%. We note that the accuracy of the multi-modal ABC protocol based on CNN embeddings is around 99%, irrespective of the kernel type or the regularization parameter value. Overall, the best SVM configuration for the CNN embeddings seems to be the one based on the linear kernel and the regularization $C = 10$. 


4.6.2. Results with ConvLSTM Embeddings

The best accuracy attained by the multi-modal ABC protocol based on ConvLSTM embeddings is 99.03%, while the best false acceptance rate and the best false rejection rate are 0.50% and 2.67%, respectively. However, these values are not attained with the same kernel and regularization parameter configuration. We are undecided regarding the best SVM configuration for the ConvLSTM embeddings. While the optimal regularization parameter is $C = 10$, it appears that the linear and the RBF kernel produce equally good results for $C = 10$. Another important remark is that the CNN embeddings seem to produce better motion sensor fingerprints than the ConvLSTM embeddings. With one exception (the configuration given by the RBF kernel and the regularization $C = 100$), the differences in favor of the CNN embeddings are rather small.

4.6.3. Results with Joint Neural Embeddings

The results presented in Table 3 indicate that concatenating the neural embeddings generated by both CNN and ConvLSTM models gives superior performance levels than using the embeddings individually. By employing the RBF kernel and the regularization parameter $C = 100$, we attain our lowest false acceptance rate of 0.07% and our highest accuracy of 99.67% in attack prevention. However, the lowest false rejection rate of 1.50% is attained with the configuration based on the RBF kernel and the regularization parameter $C = 10$. Overall, the joint CNN and ConvLSTM embeddings attain optimal results with the RBF kernel, irrespective of the value assigned to the regularization parameter.

5. Conclusion

In this paper, we first presented an attack scheme for the ABC protocol proposed by Zhongjie et al. [6]. Our attack scheme exposes a vulnerability in the original formulation of the ABC protocol, raising the false acceptance rate to 54.1%. Our attack scheme, which was initially proposed in [13], is based on computing the attacker’s camera fingerprint using photos taken outside the ABC protocol, allowing us to remove the fingerprint during impersonation attacks, without drastically altering the probe signal generated by the protocol. This procedure bypasses both protection systems of the original ABC protocol, namely Removal Detection and Forgery Detection.

Furthermore, we proposed a multi-modal ABC protocol based on deep neural networks applied on motion sensor signals, aiming to improve the security of the original ABC protocol. We processed the discrete signals using deep neural networks employed as feature extractors and we experimented with different kernels and embeddings in the meta-learning stage based on SVM. During the experiments, we identified that 512-dimensional neural embeddings, resulted from the concatenation of CNN and ConvLSTM embeddings, provided superior performance levels in attack prevention. Indeed, our multi-modal ABC protocol lowers the false acceptance rate for the attack proposed in [13] to as little as 0.07%, achieving, in the same time, a false rejection rate of 1.67%. Since motion sensor signals are not typically shared on social media platforms, we consider our multi-modal ABC protocol as much safer than the original formulation. Moreover, the users perform the exact same authentication steps in both original and multi-modal protocols. Hence, upgrading to the multi-modal ABC protocol does not imply additional authentication steps from the users.

One direction for future work is to turn our attention to transformer models [44]. Transformers recently caught the attention of computer vision scientists [45], as such models seem to have a better capacity of modeling global relations in the input. We believe that this property can lead to similar performance gains in motion signal processing. Another direction for future research is to adjust the proposed protocol to take advantage of the multiple cameras.
available on the high-end smartphone devices, which could provide a way to further enhance the protocol.
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