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Abstract

We propose an approximate second order maximum entropy ($M_2$) model for radiative transfer in slab geometry. The model is based on the ansatz of the specific intensity in the form of a $B$-distribution. This gives us an explicit form in its closure. The closure is very close to that of the maximum entropy, thus an approximation of the $M_2$ model. We prove that the new model is globally hyperbolic, sharing most of the advantages of the maximum entropy closure. Numerical examples illustrate that it provides solutions with satisfactory agreement with the $M_2$ model.
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1 Introduction

The radiative transfer equation describes the density of a system of particles interacting with a background medium. It has been widely used in various applications such as atmospheric modeling, nuclear engineering and medical imaging. As the radiative transfer equation is a problem in very high dimension, deriving a low

∗Department of Mathematics RWTH Aachen University, Aachen, Germany. Email: alldredge@mathcces.rwth-aachen.de
†CAPT, LMAM & School of Mathematical Sciences, Peking University. Email: rli@math.pku.edu.cn
‡School of Mathematical Sciences, Peking University. Email: liweimingsms@gmail.com
dimensional model is the first step before further numerical studies. Most models for radiative transfer, and more broadly, for kinetic equations in general, fall in one of the following categories: particle models, moment models, and discrete-velocity models. In this paper we will focus only on moment models.

Often, the moment models are equipped with the nice property of being naturally rotational invariant, their variables have clear physical meaning and therefore offer clear insight into the physics of the problem under consideration. They can be highly efficient in many applications, for example the Euler and Navier-Stokes equations in fluid dynamics. However, when creating moment model it can be difficult to ensure that it is both hyperbolic and consistent with the fact that the unknown in the radiative transfer equation is a density and thus must be nonnegative. This second property we call positivity and is a major problem with the $P_n$ method \cite{7}, a linear method which is one of the most well-known moment methods in the radiative transfer community. It was proven in \cite{10} that linear moment models that are also hyperbolic and rotational invariant almost inevitably bring non-positive solutions, thus motivating the study of nonlinear models. However, it is not straightforward to give a hyperbolic nonlinear model.\footnote{For instance, the counterpart of $P_n$ model for the Boltzmann equation is Grad’s model \cite{8}. Unlike $P_n$, it is nonlinear, and is not globally hyperbolic.} A hyperbolic moment model successfully preserving positivity is the maximum entropy model in radiative transfer. It was first proposed by Minerbo \cite{11}, and Levermore generalized it and exposed its mathematical structure \cite{9}. Unfortunately, the maximum entropy model currently has no efficient implementation because the closure relation is not explicit but must be computed through the solution of an optimization problem. However, it is still regarded as the most attractive model due to its highly desirable mathematical properties.

While some recent work has been directed towards developing efficient algorithms for $M_n$, \cite{1} \cite{2}, there has also been increasing effort devoted to its approximation. In this work, we investigate a simple case, in particular in slab geometry and where frequency dependence is omitted. This includes the single-frequency and gray medium cases. When only the first three moments are specified, observations on the specific intensity maximizing the Bose-Einstein entropy in both cases gives us the expectation that the specific intensity with maximal entropy can be well approximated by a $B$-distribution. With such a form, an explicit expression of the fourth moment as a function of the first three moments, is obtained, resulting in a moment model with explicit closure.

For this new model, we illustrate that its closure is very similar to the closure
of $M_2$ model, both for single-frequency and gray case. The three closures are consistent with an underlying nonnegative density and agree exactly on the boundary of the realizability region. In the interior of the realizability region, all three closures agree with each other qualitatively quite well. Moreover, we show that the new model shares two important mathematical properties of the $M_2$ model: global hyperbolicity and finite signal speeds no larger than the speed of light.

The new approximate model is very convenient for numerical simulation due to its explicit closure and conservative formulation. We present several numerical results comparing with the results given by the original $M_2$ model. Due to the serious difficulties in the implementation of the $M_2$ model, the numerical results of the $M_2$ model is obtained by very complex techniques, precisely a revised implementation based on [2]. Even so, it is still very time consuming. The comparison of the numerical results are quite satisfactory, considering the dramatic efficiency improvement by the approximate model.

The rest of this paper is arranged as follows: In Sec. 2 we introduce the basics of moment models and the maximum entropy closure. In Sec. 3 we propose an approximate $M_2$ model and analyze its properties. In Sec. 4 we compare the approximate model with $M_2$ using several examples. Finally in Sec. 5 we summarize and draw conclusions.

2 Preliminaries

Let the specific intensity $I(t, x, \nu, \Omega)$ to be proportional to the density of radiation energy, which is a function depended on the time $t \in \mathbb{R}^+$, the spatial coordinates $x \in \mathbb{R}^3$, the frequency $\nu \in \mathbb{R}^+$, and the direction variable $\Omega \in S^2$ on the unit sphere. It is governed by the general form of radiative transfer equation as

$$\frac{1}{c} \frac{\partial I}{\partial t} + \Omega \cdot \nabla I = C(I), \quad (1)$$

where $C(I)$ describes the interaction of radiation with background medium.

Denote by $\{m_i(\Omega)\}$ a set of basis of a polynomial space $\mathbb{H}_N(\Omega)$, then the moments of the specific intensity $I$ are $\langle mI \rangle$ where we use the notation $\langle \cdot \rangle$ for either

$$\langle g \rangle := \int_{S^2} g(\Omega)\, dS(\Omega) \quad \text{or} \quad \langle g \rangle := \int_0^\infty \int_{S^2} g(\nu, \Omega)\, dS(\Omega)\, d\nu,$$

where $dS(\Omega)$ is the volume element on the sphere. The former leads only to an angular closure, while the latter leads to the so-called gray approximations. The
exact moments $\langle mI \rangle$ satisfy
\[ \frac{1}{c} \frac{\partial \langle mI \rangle}{\partial t} + \nabla \cdot \langle \Omega mI \rangle = \langle m\mathcal{C}(I) \rangle, \tag{2} \]
where $\langle g \rangle$ can either mean $\int_{S^2} g \, d\Omega$ or $\int_0^\infty \left( \int_{S^2} g \, d\Omega \right) \, d\nu$. However, the equation for the term $\langle \Omega mI \rangle$ involves moments of polynomials not in $\mathbb{P}_N(\Omega)$, therefore (2) is not a closed system. A moment model is then defined by approximating the higher-order moments in terms of lower order moments to give a closed system of equations approximating resulting in a system of equations of the form
\[ \frac{1}{c} \frac{\partial E}{\partial t} + \nabla \cdot f(E) = r(E), \tag{3} \]
where $E \simeq \langle mI \rangle$, $f(E) \simeq \langle \Omega mI \rangle$, and $r(E) \simeq \langle m\mathcal{C}(I) \rangle$. How this closure is made is called a moment closure and has a fundamental impact on the performance of the moment model.

The maximum entropy principle is an elegant way of deriving moment closure. It is based on reconstructing an ansatz of $I$ from the moments by solving the following constrained variational maximization problem
\[ \max \ H(I) \quad \text{s.t.} \quad \langle Im \rangle = E, \tag{4} \]
where $H(I)$ is the Bose-Einstein entropy
\[ H(I) := \left\langle \frac{k_Bc^2}{2\hbar c^2} \left( -I \log(I) + \left( I + \frac{2\hbar \nu^3}{c^2} \right) \log \left( I + \frac{2\hbar \nu^3}{c^2} \right) \right) \right\rangle. \tag{5} \]
For the angular closure, the solution of (4) has the form
\[ \hat{I}_\alpha(\Omega) = \frac{2\hbar \nu^3}{c^2} \left( \exp \left( \frac{\hbar \nu}{k_B \alpha \cdot m} \right) - 1 \right)^{-1}, \tag{6} \]
while for the gray approximations the solution of (4) has the form
\[ \hat{I}_\alpha(\Omega) = \frac{\sigma}{(\alpha \cdot m)^4}, \tag{7} \]
where $\sigma$ is the Stefan-Boltzmann constant. In both cases $\alpha = \alpha(E)$ is the unique vector such that $\langle \hat{I}_\alpha m \rangle = E$. Then the $M_n$ method is defined by taking
\[ f(E) = \left\langle \Omega m \hat{I}_\alpha \right\rangle \quad \text{and} \quad r(E) \simeq \left\langle m\mathcal{C}(\hat{I}_\alpha) \right\rangle \tag{8} \]
Properties of the $M_n$ model are discussed in [9, 6], including a proof of its global hyperbolicity. It is also positivity preserving, and entropy dissipating. However, from (4) one see that the closure is not given explicitly. Instead one has to solve $\langle \hat{I}_\alpha M \rangle = E$ for the Lagrange multipliers $\alpha$, which involves solving a coupled nonlinear algebraic system. Unfortunately, it is expensive and difficult to numerically solve this algebraic system. Due to these numerical difficulties, there has so far been no efficient general implementation of the $M_n$ model except in the $M_1$ case [4, 13]. However, in some examples, the $M_1$ model is qualitatively wrong [1]. Generally, there are two approaches for resolving the difficulties in the implementation of the maximum entropy model. One approach is to develop efficient algorithms for solving the optimization problem. There has recently been some progress in computing for high order $M_n$ models [3, 2]. The other approach is to give an approximate model of $M_n$ which is explicit and therefore more computationally feasible, while still preserving as many of the advantages of the $M_n$ model as possible.

3 Approximate $M_2$ Model

Due to the difficulties in deriving an approximate model, we restrict ourselves to the radiative transfer equation in slab geometry and consider only an approximation of $M_2$ model. The radiative transfer equation becomes

$$\frac{1}{c} \frac{\partial I(\mu)}{\partial t} + \mu \frac{\partial I(\mu)}{\partial z} = -\sigma_a I(\mu) - \sigma_s \left( I(\mu) - \frac{I_0}{2} \right),$$

$$\mu \in [-1, 1], \quad I_0 = \int_{-1}^{1} I(\mu) \, d\mu.$$

For the case where we only perform an angular closure, $I$, $\sigma_a$, and $\sigma_s$ are still dependent on the frequency $\nu$, while in the case of the gray approximations, we assume that $\nu$ has already been integrated out of the equation. Therefore from now on the angle-bracket notation indicates integrals over $\mu$

$$\langle g \rangle = \int_{-1}^{1} g(\mu) \, d\mu.$$

Let $E_j \simeq \int_{-1}^{1} \mu^j I(\mu) \, d\mu$, and denote by $\mathcal{M}$ the realizable moment vector space of $M_2$, then

$$\mathcal{M} = \{(E_0, E_1, E_2) \mid 0 < E_2 < E_0, E_1^2 < E_0 E_2\}.$$
as shown in [12]. We observed that the specific intensity with maximal entropy may be well approximated by a $B$-distribution if we consider a $M_2$ model. This makes us take the $B$-distribution as an ansatz for $\hat{I}$:

$$\hat{I} = \frac{E_0}{2B(\xi, \eta)} \left( \frac{\mu + 1}{2} \right)^{\xi-1} \left( \frac{1 - \mu}{2} \right)^{\eta-1} \quad \xi = \frac{\alpha}{\beta}, \quad \eta = \frac{1 - \alpha}{\beta}. \quad (10)$$

We note that the combinations of $B$-distribution was used as an approximation for the specific intensity in [15], though for a different purpose.

**Remark 3.1.** The choice of $B$-distribution as ansatz is somewhat arbitrary, but it has much flexibility, allowing for skewness and non-symmetry. We will show later on that it captures the essential profile of the specific intensity.

Self-consistency for the first to the third moment require

$$\alpha = \frac{E_1/E_0 + 1}{2}, \quad \beta = \frac{(E_1/E_0)^2 - E_2/E_0}{E_2/E_0 - 1},$$

which gives a non-linear closure as

$$E_3 = \int_{-1}^{1} \mu^3 \hat{I}(\mu) \, d\mu = \frac{E_1(E_2^2 + 2E_1^2 - 3E_0E_2)}{2E_1^2 - E_0E_2 - E_0^2}.$$

On the boundaries of $\mathcal{M}$, since there is only one nonnegative ansatz with the correct moments [5] and the $B$ distribution is clearly nonnegative, our closure agrees with the $M_2$ closure. Indeed,

1. If $E_2/E_0 = 1$, then the specific intensity ansatz of $M_2$ is $I = \frac{1}{2} (E_0 + E_1) \delta(\mu - 1) + \frac{1}{2} (E_0 - E_1) \delta(\mu + 1)$, for which $B$-closure shares with $M_2$ the same closure, and $E_3 = E_1$.

2. If $E_2/E_0 = (E_1/E_0)^2$, then the specific intensity of $M_2$ is $I = E_0\delta(\mu - E_1/E_0)$, for which $B$-closure also shares the same closure with $M_2$, thus $E_3 = E_1^3/E_0^2$.

Furthermore, this closure is correct in the isotropic case (that is, when $E = (E_0, 0, E_0/3)$ contains the moments of the constant density $I(\mu) \equiv E_0/2$).

In Figure 1 we plot the contours of $E_3/E_0$ on $\mathcal{M}$ for a comparison between the $M_2$ model and the $B$-closure model. Clearly the models agree qualitatively quite well.
Figure 1: Comparing contour between $M_2$ for single frequency (left), $M_2$ for gray approximation (center), and $B$-closure (right)

Figure 2: Comparing specific intensity between $M_2$ and $B$-closure model
For four sets of moments in typical regions, Figure 2 compares the specific intensity between the $M_2$ model and our $B$-closure model. They all qualitatively agree with each other.

Let us show firstly that the new model based on the $B$-distribution is globally hyperbolic. The Jacobian matrix of the approximate model is

$$J = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ \frac{\partial E_3}{\partial E_0} & \frac{\partial E_3}{\partial E_1} & \frac{\partial E_3}{\partial E_2} \end{pmatrix}. \quad (11)$$

Let $a_0 = \frac{\partial E_3}{\partial E_0}$, $a_1 = \frac{\partial E_3}{\partial E_1}$, and $a_2 = \frac{\partial E_3}{\partial E_2}$, they satisfy

$$a_0 = -\frac{E_1 (E_0 - E_2) (3 E_0 E_2 - 4 E_1^2 + E_2^2)}{(E_0^2 + E_0 E_2 - 2 E_1^2)^2},$$

$$a_1 = \frac{(3 E_0^2 - E_0 E_2 - 2 E_1^2) (E_0 E_2 - 2 E_1^2 + E_2^2)}{(E_0^2 + E_0 E_2 - 2 E_1^2)^2},$$

$$a_2 = \frac{E_1 (E_0 - E_2) (3 E_0^2 + E_0 E_2 - 4 E_1^2)}{(E_0^2 + E_0 E_2 - 2 E_1^2)^2}.$$

The characteristic polynomial of $J$ is

$$p(\lambda) = \lambda^3 - a_2 \lambda^2 - a_1 \lambda - a_0. \quad (12)$$

We then have the following theorem:

**Theorem 3.1** (Global strict hyperbolicity of $B$-closure model). The $B$-closure model is globally strictly hyperbolic in the interior of the realizable region $M$, and its propagation speed is less than the speed of light.

**Proof.** Let us study it in two cases:

1. For $E_1 = 0$, 
   $$p(\lambda) = \lambda \left( \lambda^2 - \frac{E_2 (3 E_0 - E_2)}{E_0 (E_0 + E_2)} \right).$$
   Clearly, the three distinct roots of $p(\lambda)$ are $\lambda_0 = 0$ and $\lambda_{\pm} = \pm \sqrt{\frac{E_2 (3 E_0 - E_2)}{E_0 (E_0 + E_2)}}$. Since $0 < \frac{E_2 (3 E_0 - E_2)}{E_0 (E_0 + E_2)} < 1$, all the roots are within $(-1, 1)$. 


2. Consider $E_1 \neq 0$. Without loss of generality, assume $E_1 > 0$. Then

$$-1 < 0 < \frac{a_2}{3} < \frac{E_1}{E_0} < 1.$$ 

Let $Q = \frac{E_2}{E_0} - \left(\frac{E_1}{E_0}\right)^2$, $Z = 1 - \frac{E_2}{E_0}$, then

$$p\left(\frac{a_2}{3}\right) = \frac{4}{27} \frac{E_1}{E_0} Q^2 Z f(Q, Z) > 0,$$

with

$$f(Q, Z) = \frac{68Q^2Z^2 + 86QZ^3 + 27Z^4 + 288Q^3 + 360Q^2Z + 112QZ^2}{(2Q + Z)^6}.$$ 

We notice that

$$p(-1) = \frac{(E_0 - E_2)^2 (E_0 + E_1) (E_0 + 2E_1 + E_2)}{(E_0^2 + E_0E_2 - 2E_1^2)^2} < 0,$$

$$p\left(\frac{E_1}{E_0}\right) = \frac{4E_1}{E_0^3} \frac{(E_0 - E_1) (E_0 + E_1) (E_0E_2 - E_1^2)^2}{(E_0^2 + E_0E_2 - 2E_1^2)^2} < 0,$$

$$p(1) = \frac{(E_0 - E_2)^2 (E_0 - E_1) (E_0 - 2E_1 + E_2)}{(E_0^2 + E_0E_2 - 2E_1^2)^2} > 0,$$

thus $p(\lambda)$ has one root in each intervals $\left(-1, \frac{a_2}{3}\right)$, $\left(\frac{a_2}{3}, \frac{E_1}{E_0}\right)$, and $\left(\frac{E_1}{E_0}, 1\right)$.

Similar arguments work for $E_1 < 0$.

This ends the proof.

Denote $\lambda_1 < \lambda_2 < \lambda_3$ to be the three eigenvalues of the Jacobian matrix $J$, then it is clear that the eigenvector corresponding to $\lambda_j$ is $R^{(j)} = \left[1 \quad \lambda_j \quad \lambda_j^2\right]^T$.

**Theorem 3.2.** The $R^{(1)}$, $R^{(3)}$-characteristic fields are genuinely non-linear, while the $R^{(2)}$-characteristic field is neither genuinely non-linear nor linearly degenerate.\(^2\)

\(^2\)For the definition of genuinely non-linear and linearly degenerate characteristic fields, see [14].
Proof. Let

\[ \Delta(\lambda) = \begin{bmatrix} 1 & \lambda & \lambda^2 \end{bmatrix} \cdot \frac{\partial(a_0, a_1, a_2)}{\partial(E_0, E_1, E_2)} \cdot \begin{bmatrix} 1 \\ \lambda \\ \lambda^2 \end{bmatrix}. \]

As

\[ \nabla \lambda_j \cdot \mathbf{R}^{(j)} = \left( \frac{dp}{d\lambda} \bigg|_{\lambda=\lambda_j} \right)^{-1} \Delta(\lambda), \]

and

\[ \frac{dp}{d\lambda} \bigg|_{\lambda=\lambda_j} > 0, \quad j = 1, 3; \quad \frac{dp}{d\lambda} \bigg|_{\lambda=\lambda_2} < 0, \]

\( \nabla \lambda_j \cdot \mathbf{R}^{(j)} = 0 \) is equivalent to \( \lambda_j \) being the common root of \( \Delta(\lambda) \) and \( p(\lambda) \). As the resultant of \( p(\lambda) \) and \( \Delta(\lambda) \) is

\[ \text{res}(p, \Delta, \lambda) = 128 \frac{E_1 Q^6 Z^4 (Z^2 + 16 Q + 8 Z)(Q + Z)(Z^2 + 4 Q)^3}{E_0^4 (2 Q + Z)^{15}}, \]

where \( Q = \frac{E_2}{E_0} - \left( \frac{E_1}{E_0} \right)^2, \quad Z = 1 - \frac{E_2}{E_0}. \) As \( Q \) and \( Z \) are both positive in the interior of the realizable region \( \mathcal{M} \), we have that \( \text{res}(p, \Delta, \lambda) \neq 0 \) if \( E_1 \neq 0 \). Therefore when \( E_1 \neq 0 \), all characteristic fields satisfy \( \nabla \lambda_j \cdot \mathbf{R}^{(j)} \neq 0 \).

In case that \( E_1 = 0, \lambda_2 = 0 \) is a common root of \( p(\lambda) \) and \( \Delta(\lambda) \), so

\[ \nabla \lambda_2 \cdot \mathbf{R}^{(2)} = 0. \]

Meanwhile we have

\[ \Delta(\lambda) = 2 \lambda \left( \lambda^2 E_0 - E_2 \right) \frac{(3 E_0 + E_2)(E_0 - E_2)}{E_0^2 (E_0 + E_2)^2}, \]

thus \( \nabla \lambda_j \cdot \mathbf{R}^{(j)} \neq 0 \) for \( j = 1, 3. \)

Collecting the arguments above, one has that

\[ \nabla \lambda_j \cdot \mathbf{R}^{(j)} \neq 0, \quad \forall (E_0, E_1, E_2) \in \mathcal{M}, \quad \text{for} \ j = 1, 3; \]

\[ \text{sign} \left( \nabla \lambda_j \cdot \mathbf{R}^{(2)} \right) = \text{sign}(E_1), \quad \text{under proper scaling of} \ \mathbf{R}^{(2)}. \]
We point out that it is also valid for the $M_2$ model that $\nabla \lambda_2 \cdot R^{(2)} = 0$ when $E_1 = 0$. Actually, the specific intensity of the $M_2$ model is
\[
I(\mu) = \frac{\alpha_0}{(1 + \alpha_1 \mu + \alpha_2 \mu^2)^4},
\]
for the gray case, and
\[
I(\mu) = \frac{\alpha_0}{\exp(1 + \alpha_1 \mu + \alpha_2 \mu^2) - 1},
\]
for the single-frequency case. In this formation, the denominator is always positive on $\mu \in [-1, 1]$, and we have that $E_1 = 0$ implies $\alpha_1 = 0$. Therefore,
\[
E_3 = 0, \quad \lambda_2 = 0, \quad \forall (E_0, 0, E_2) \in M.
\]
Direct calculations show $\nabla \lambda_2 \cdot R^{(2)} |_{(E_0, 0, E_2)} = \frac{\partial \alpha_0}{\partial E_0} |_{(E_0, 0, E_2)} = 0$.

Let us summarize briefly some advantages of the new model:

1. The ansatz for the specific intensity preserves positivity and has explicit closure relationship;
2. The model derived is conservative and globally hyperbolic;
3. The signal speed of the new model is less than the speed of light;
4. The closure is very close to that of $M_2$;

We present some numerical results for some benchmark problems to show the quality of the new model as an approximation of the $M_2$ model.

### 4 Numerical Results

Our approximate $M_2$ model of (9) is therefore
\[
\begin{align*}
\frac{1}{c} \frac{\partial E_0}{\partial t} + \frac{\partial E_1}{\partial z} &= -\sigma_a E_0, \\
\frac{1}{c} \frac{\partial E_1}{\partial t} + \frac{\partial E_2}{\partial z} &= -[\sigma_a + \sigma_s] E_1, \\
\frac{1}{c} \frac{\partial E_2}{\partial t} + \frac{\partial E_3}{\partial z} &= -\sigma_a E_2 + \sigma_s \left( \frac{E_0}{3} - E_2 \right). 
\end{align*}
\]
We consider the angular closure for a single frequency $\nu = 1$. We solve equation (13) using the canonical finite volume scheme with the Lax-Friedrich numerical flux, and the source term is treated implicitly.

To impose an inflow boundary condition, we only need to impose the value of the flux on the boundary. We derive it using upwind on the kinetic scale. As we know the moments on the left and right cells, we can reconstruct $\hat{I}(E^l_0, E^l_1, E^l_2, \mu)$ and $\hat{I}(E^r_0, E^r_1, E^r_2, \mu)$ on the left and right cells using the ansatz (10), then integrate over $\mu$ to have

$$E_j = \int_0^1 \mu^j \hat{I}(\mu, E^l_0, E^l_1, E^l_2) \, d\mu + \int_{-1}^0 \mu^j \hat{I}(\mu, E^r_0, E^r_1, E^r_2) \, d\mu, \quad \text{for } j = 1, 2, 3,$$

to give the flux on the boundary.

We compare our model to numerical solutions of the true $M_2$ model, which for the single-frequency case uses the ansatz (6). We compute $M_2$ solutions using the kinetic scheme and optimization techniques given in [2]. The entropy from that work is replaced with the Bose-Einstein entropy (5), and to avoid the singularity in the ansatz (6) when the polynomial $\alpha \cdot m$ passes through zero, we limit the step-size in the Armijo line search so that the polynomial $\alpha \cdot m$ remains negative at every angular quadrature point. Our solutions are computed with 1000 cells, and we note that none of the computations below required the use of the isotropic regularization technique.

Below we give the numerical results for three examples.

**Example 4.1** (Two-beam). The absorption coefficient is $\sigma_a = 2$, the scattering coefficient $\sigma_s = 0$, and the speed of light is taken to be $c = 1$. The spatial domain is $z \in [0, 1]$. The initial value is set as $E_0 = 10^{-7}$, $E_1 = 0$, $E_2 = \frac{1}{3}E_0$ for all $z$. Inflow boundary condition are imposed on both ends, thus the specific intensity on the boundaries are $I(t, 0, \mu) = \exp(-10(\mu - 1)^2)$ on the left boundary $z = 0$, and $I(t, 1, \mu) = \exp(-10(\mu + 1)^2)$ on the right boundary $z = 1$.

In Figure 3 we compares the steady-state solution of $E_0$ between the $M_2$ model and the $B$-closure model.

**Example 4.2** (Isotropic inflow into vacuum). In this example, we consider the spatial domain $z \in [-\infty, 1]$ with an isotropic inflow source is imposed on the right boundary into a domain which is unbounded on the left. We take $\sigma_a = \sigma_s = 0$. Initially, for all $z$, we take $E_0 = 10^{-8}$, $E_1 = 0$, $E_2 = \frac{1}{3}E_0$. The isotropic inflow is specified at $z = 1$. The specific intensity outside the right boundary is $I(\mu) = 0.5$. We carry out the computation from $t_0 = 0$ to $t = 0.5418$ and 0.8.
The results are in Figure 4, which are the value of $E_0$ at $t = 0.5418$ and $t = 0.8$ for both the $B$-closure model and the $M_2$ model.

**Example 4.3** (Plane source). *In this test the spatial domain is unbounded, and the initial value is taken as $E_0(z) = \delta(z) + 10^{-8}$, $E_1 = 0$ and $E_2 = \frac{1}{3}E_0$. The simulation time interval is from $t_0 = 0$ to $t = 0.7005$ and $t = 0.9043$.*

The numerical results of $E_0$ for $M_2$ and the $B$-closure model are in Figure 5.

## 5 Conclusion

An approximate $M_2$ model for the radiative transfer slab geometry in the cases of single-frequency and grey medium is proposed. The new model is based on an ansatz formulated as a $B$-distribution. It shares most of the advantages of the $M_2$ model while it has an explicit closure. We are now working the extension of this idea to a three dimensional configuration and a many moment model.
Figure 4: Results for inflow into vacuum problem

Figure 5: Results for plane source problem
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