Robust $H_\infty$ kinematic control of manipulator robots using dual quaternion algebra
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Abstract

This paper proposes a robust dual-quaternion based $H_\infty$ task-space kinematic controller for robot manipulators. To address the manipulator liability to modeling errors, uncertainties, exogenous disturbances, and their influence upon the kinematics of the end-effector pose, we adopt $H_\infty$ techniques—suitable only for additive noises—to unit dual quaternions. The noise to error attenuation within the $H_\infty$ framework has the additional advantage of casting aside requirements concerning noise distributions, which are significantly hard to characterize within the group of rigid body transformations. Using dual quaternion algebra, we provide a connection between performance effects over the end-effector trajectory and different sources of uncertainties and disturbances while satisfying attenuation requirements with minimum instantaneous control effort. The result is an easy-to-implement closed form $H_\infty$ control design criterion. The performance of the proposed strategy is evaluated within different realistic simulated scenarios and validated through real experiments.
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1. Introduction

To ensure adequate performance, robot task-space kinematic controllers must ensure robustness against modeling errors, uncertainties, and exogenous disturbances that affect the end-effector pose. To cope with the challenges that arise from the pose description and possible representation singularities, the coupled translation and rotation kinematics can be modeled using non-minimal representations such as homogeneous transformation matrices (HTM) and unit dual quaternions. The unit dual quaternion is a non-singular representation for rigid transformations that is more compact, efficient and less computationally demanding than HTM (Aspragathos and Dimitros, 1998). In addition, dual quaternion algebra can represent rigid motions, twists, wrenches and several geometrical primitives in a straightforward way, which is useful when describing geometrical tasks directly in the task-space (Marinho et al., 2019). Moreover, control laws are defined directly over a vector field, eliminating the need to extract additional parameters or to design matrix-based controllers.

Thanks to those advantages, there has been an increasing interest in the study of kinematic representation and control in dual quaternion space. Those works comprise rigid motion stabilization, tracking, and multiple body coordination (Han et al., 2008; Wang et al., 2012; Wang and Yu, 2013; Mas and Kitts, 2017), and kinematic control of manipulators with single and multiple arms and human-robot interaction (Adorno et al., 2015; Figueredo et al., 2013).

Despite the developments on robot control using dual quaternion algebra, there is still a gap in existing literature concerning the influence of control parameters, uncertainties, and disturbances over tracking robustness and performance when the trajectory is represented by unit dual quaternions.

1.1. Statement of contributions

We propose a robust dual-quaternion based $H_\infty$ task-space kinematic controller for manipulators. The new method directly connects different sources of uncertainties and disturbances to their corresponding performance effects over the end-effector trajectory in dual quaternion space. The controller explicitly addresses the influence of such disturbances over the end-effector pose, in the $H_\infty$ sense, which does not require detailed knowledge about the statistical distribution of disturbances. This is paramount as those distributions are significantly hard to characterize within the group $\text{Spin}(3) \ltimes \mathbb{R}^3$ of unit dual quaternions (or even $\text{SE}(3)$). Using dual quaternion algebra, we derive easy-to-implement closed form $H_\infty$ control and tracking strategies at the end-effector level that incorporate robustness requirements, disturbance attenuation and performance properties over the pose kinematics, while minimizing the required control effort. In summary, the contributions to the state of the art are:

1. Introduction of novel geometrical description of disturbances within the space of unit dual quaternions;
2. Development of an easy-to-implement, closed form $H_\infty$ controller for end-effector trajectory tracking.
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2. Preliminaries

The algebra of quaternions is generated by the basis elements $1, i, j, k$, and $k$ is a distributive multiplication operation satisfying $i^2 = j^2 = k^2 = ijk = -1$, yielding the set

$$\mathbb{H} \triangleq \{\eta + \mu i + \nu j + \xi k : \eta, \mu, \nu, \xi \in \mathbb{R}\}.$$ 

An element $h = \eta + \mu i + \nu j + \xi k \in \mathbb{H}$ may be decomposed into real and imaginary components $\text{Re} (h) \triangleq \eta$ and $\text{Im} (h) \triangleq \mu i + \nu j + \xi k$, such that $h = \text{Re} (h) + \text{Im} (h)$.

Quaternions with real part equal to zero belong to the set of pure quaternions $\mathbb{H}_p \triangleq \{h \in \mathbb{H} : \text{Re} (h) = 0\}$, and are equivalent to vectors in $\mathbb{R}^3$ under the addition operation and the bijective operator $\text{vec}_3 : \mathbb{H}_p \to \mathbb{R}^3$, such that $\mu = \mu i + \nu j + \xi k$ yields $\text{vec}_3 \mu = [\mu_1 \quad \mu_2 \quad \mu_3]^T$. The inverse mapping is given by the operator $\text{vec}^{-1}_3$.

The set of unit quaternions is defined as $\mathbb{S}^3 \triangleq \{h \in \mathbb{H} : \|h\| = 1\}$, where $\|h\| \triangleq \sqrt{h^* h} = \sqrt{h h^*}$ is the quaternion norm and $h^* \triangleq \text{Re} (h) - \text{Im} (h)$ is the conjugate of $h$. The set $\mathbb{S}^3$, together with the multiplication operation, forms the Lie group of unit quaternions, $\text{Spin}(3)$, whose identity element is $1$ and the inverse of any element $h \in \text{Spin}(3)$ is $h^*$. An arbitrary rotation angle $\phi \in \mathbb{R}$ around the rotation axis $n = n_i i + n_j j + n_k k$, is represented by $r = \cos(\phi/2) + \sin(\phi/2)n \in \text{Spin}(3)$ (Selig 2005).

The complete rigid body displacement, in which translation and rotation are coupled, is similarly described using dual quaternion algebra (Selig 2005). The dual quaternion set is given by the set

$$\mathcal{H} \triangleq \{h + \varepsilon h' : h, h' \in \mathbb{H}, \varepsilon^2 = 0, \varepsilon \neq 0\},$$

where $\varepsilon$ is the dual unit. Given $h = h + \varepsilon h' \in \mathcal{H}$, its norm is defined as $\|h\| \triangleq \sqrt{h h^*} = \sqrt{h h^*}$ and the element $h^* \triangleq h^* + \varepsilon h'^*$ is the conjugate of $h$. Under multiplication, the subset of unit dual quaternions $\mathbb{S}^3 \triangleq \{h \in \mathcal{H} : \|h\| = 1\}$ forms the Lie group $\text{Spin}(3) \ltimes \mathbb{R}^3$, whose identity element is $1$ and the group inverse of $x \in \text{Spin}(3) \ltimes \mathbb{R}^3$ is $x^{-1}$ (Selig 2005).

An arbitrary rigid displacement defined by a translation $p \in \mathbb{H}_p$ followed by a rotation $r \in \mathbb{S}^3$ is represented in $\text{Spin}(3) \ltimes \mathbb{R}^3$ by the element $x = r + (1/2)\varepsilon pr$.

The first kinematic equation of a rigid body motion is described by

$$\dot{x} = \frac{1}{2} \bar{\xi} x,$$  

where $\bar{\xi} = \omega + \varepsilon (\dot{p} + p \times \omega)$ is the twist in the inertial frame and $\omega, p \in \mathbb{H}_p$ are the angular and linear velocities, respectively. The twist $\xi$ belongs to the set of pure dual quaternions, defined as $\mathcal{H}_p \triangleq \{h + \varepsilon h' \in \mathcal{H} : \text{Re} (h) = \text{Re} (h') = 0\}$, which is equivalent to vectors in $\mathbb{R}^6$ under the addition operation and the bijective operator $\text{vec}_6 : \mathcal{H}_p \to \mathbb{R}^6$, such that $\xi = (\xi_1 + \xi_2 j + \xi_3 k + \varepsilon (\xi_4 i + \xi_5 j + \xi_6 k))$ yields $\text{vec}_6 \xi = [\xi_1 \quad \cdots \quad \xi_6]^T$. The inverse mapping is denoted by $\text{vec}^{-1}_6 : \mathbb{R}^6 \to \mathcal{H}_p$.

2.1. Forward Kinematics of Serial Manipulators

The rigid transformation from the robot’s fixed base to its end-effector pose—i.e., its forward kinematics—is described by $x_N(q) = x^0_N e_1 \cdots e_n$, with $q = [q_1 \cdots q_n]^T$, where $x_{N+1} \triangleq x_{N+1} (q_{n+1}) \in \text{Spin}(3) \ltimes \mathbb{R}^3$ represents the rigid transformation between the extremities of links $i$ and $i + 1$ and is a function of joint configuration $q_{n+1} \in \mathbb{R}$.

The differential forward kinematics, which describes the mapping between the joints velocities and the end-effector (generalized) velocity is given by (Adorno 2011)

$$\dot{x}_N = \frac{1}{2} \sum_{i=1}^n \dot{q}_i \bar{\eta}_N x_N + \frac{1}{2} \ddot{q}_i \bar{\xi}_N x_N,$$  

where $\bar{\xi}_N \in \mathbb{H}_p$ is the Lie algebra of $\text{Spin}(3) \ltimes \mathbb{R}^3$, $\ddot{q}_i \bar{\xi}_N$ belongs to the tangent space of $\text{Spin}(3) \ltimes \mathbb{R}^3$ at $x_N$.
of the norm-preserving transformation $\bar{\mathbf{v}}_d = \mathbf{z}' \mathbf{v}_d \mathbf{z}$, the actual differential forward kinematics, under twist and pose uncertainties, is described by

$$\dot{\mathbf{x}} = \frac{1}{2} \sum_{i=1}^{n} J_i \dot{q}_i + \frac{1}{2} \mathbf{v}_w \mathbf{x} + \frac{1}{2} \mathbf{v}_z \mathbf{x}. \quad (6)$$

### 3.1. Tracking Error Definition

Given a desired differentiable pose trajectory $\mathbf{x}_d(t) \in \text{Spin}(3) \times \mathbb{R}^3$, we seek to guarantee internal stability and tracking performance in terms of the noise-to-output influence over the end-effector trajectory. From (1), $\mathbf{x}_d(t)$ satisfies the first order kinematic equation

$$\dot{\mathbf{x}}_d = \frac{1}{2} \mathbf{H}_q \mathbf{x}_d. \quad (7)$$

We define the spatial difference in $\text{Spin}(3) \times \mathbb{R}^3$ as

$$\bar{\mathbf{v}} \triangleq \mathbf{v} \mathbf{x}_d = \mathbf{r} + \frac{1}{2} \bar{\mathbf{p}} \bar{\mathbf{p}}, \quad (8)$$

where $\mathbf{r} = \mathbf{r}(\gamma)$ denotes the orientation error in Spin (3) given the desired orientation $\mathbf{r}_d$ and $\bar{\mathbf{p}} = \mathbf{p} - \bar{\mathbf{r}} \bar{\mathbf{r}}^T \mathbf{p}$ denotes the translational error in $\mathbb{H}_p$ given the desired position $\mathbf{p}_d$.

From (6) and (7), the error kinematics is given by

$$\dot{\mathbf{v}} = \bar{\mathbf{v}} \mathbf{x}_d + \bar{\mathbf{v}} \mathbf{x}_d = \frac{1}{2} \left( \sum_{i=1}^{n} J_i \dot{q}_i + \mathbf{v}_w + \mathbf{v}_z \right) \dot{\mathbf{x}} - \frac{1}{2} \mathbf{H}_q \mathbf{x}_d, \quad (9)$$

where $\mathbf{q} = [q_1 \cdots q_n]^T$ is the measured vector of joint variables and $\mathbf{J} = [\text{vec}_0 J_1 \cdots \text{vec}_0 J_n]$ is the analytical Jacobian that maps the joints velocities $\dot{\mathbf{q}}$ to the (undisturbed) twist vec$_0 \mathbf{H}_q \mathbf{x}_d$ of the end-effector.

From the spatial difference [5], we define a right invariant dual quaternion error function $\mathbf{w}_d$

$$\dot{\mathbf{w}} \triangleq 1 - \mathbf{w} = \bar{\mathbf{z}} + \varepsilon \bar{\mathbf{z}}.', \quad (10)$$

with dynamics described by $\dot{\mathbf{w}} = -\mathbf{w}$, which implies $\mathbf{w} \to 0$ implies $\mathbf{w} \to 0$, which implies $\mathbf{w} \to 0$.

To address the detrimental influence of the uncertainties and disturbances in system (2), we address as variable of interest the orientation and position errors from (8) and (10), defined respectively as

$$\mathcal{O}(\bar{\mathbf{z}}) \triangleq \text{Im}(\bar{\mathbf{z}}), \quad \mathcal{F}(\bar{\mathbf{z}}) \triangleq -2 \bar{\mathbf{z}}^1(1 - \bar{\mathbf{z}}^1) = \bar{\mathbf{p}}. \quad (11)$$

### 3.2. Performance Under Uncertainties and Disturbances

The tracking error defined in the previous subsection explicitly accounts for uncertainties and noises in the closed-loop control of the robotic arm, allowing a performance assessment for any control strategy. If the statistics of the uncertainties and noises are available, a stochastic analysis can be considered (Simon [2006]). However, for non-Euclidean spaces the probability density functions are, in general, hard to characterize and, when available, difficult to manipulate. In this paper, we propose a deterministic performance analysis based on the $H_\infty$ approach (Abu-Khalaf et al. [2006]), in which the effect of the input onto the output is intuitively measured as a maximal level of amplification. The main advantage is the needlessness for assumptions regarding the statistics of the uncertainties and noises. As a result, the analysis is simpler than the stochastic one.

The following definition describes the robust performance (in the $H_\infty$ sense) in terms of the dual quaternion error (10) and the disturbances $\mathbf{v}_w = \mathbf{v}_w + \varepsilon \mathbf{v}'_w$ and $\mathbf{v}_z = \mathbf{v}_z + \varepsilon \mathbf{v}'_z$, assuming $\mathbf{v}_w, \mathbf{v}_w', \mathbf{v}_z, \mathbf{v}_z' \in L_2([0, \infty), \mathbb{H}_p)$. \footnote{In order to prevent the unwinding phenomenon, see Remark 4.}

**Definition 1.** For $\gamma_{\alpha_1}, \gamma_{\alpha_2}, \gamma_{\tau_1}, \gamma_{\tau_2} \in (0, \infty)$, the robust control performance is achieved, in the $H_\infty$ sense, if the following hold (Abu-Khalaf et al. [2006])

1. The error (10) is exponentially stable for $\mathbf{v}_w \equiv \mathbf{v}_w \equiv 0$;
2. Under the assumption of zero initial conditions, the disturbances’ influence upon the attitude and translation errors is attenuated below a desired level; that is, $\forall (\mathbf{v}_w, \mathbf{v}_z, \mathbf{v}_w', \mathbf{v}_z') \in L_2([0, \infty), \mathbb{H}_p)$

$$\int_0^\infty \| \mathcal{O}(\bar{\mathbf{z}}(t)) \|^2 dt \leq \gamma_{\alpha_1}^2 \int_0^\infty \| \mathbf{v}_w(t) \|^2 dt + \gamma_{\alpha_2}^2 \int_0^\infty \| \mathbf{v}_z(t) \|^2 dt,$$

$$\int_0^\infty \| \mathcal{F}(\bar{\mathbf{z}}(t)) \|^2 dt \leq \gamma_{\tau_1} \int_0^\infty \| \mathbf{v}_w(t) \|^2 dt + \gamma_{\tau_2} \int_0^\infty \| \mathbf{v}_z(t) \|^2 dt.$$

The $H_\infty$ criterion determines the maximum ratio of the error to the disturbance, in terms of their $L_2$-norms, such that the parameters $\gamma_{\alpha_1}, \gamma_{\alpha_2}, \gamma_{\tau_1}, \gamma_{\tau_2}$ refer to the upper bounds of the performance index of each separate disturbance effect.

### 4. $H_\infty$ Control Strategies

In this section, we exploit the dual quaternion algebra to solve the $H_\infty$ kinematic control problem while accounting for both additive and multiplicative disturbances.

**Theorem 1** ($H_\infty$ Tracking Control\footnote{L_2 is the Hilbert space of all square-integrable functions.}). Let $J^+$ be the Moore-Penrose pseudo-inverse of $J$, and $\mathcal{O}(\bar{\mathbf{z}})$ and $\mathcal{F}(\bar{\mathbf{z}})$ be given by (11). For $\gamma_{\alpha_1}, \gamma_{\alpha_2}, \gamma_{\tau_1}, \gamma_{\tau_2} \in (0, \infty)$, the task-space kinematic controller yielding joints’ velocity inputs

$$\dot{\mathbf{q}} = J^+ \left( \left[ \kappa_\alpha \text{vec}_0 \mathcal{O}(\bar{\mathbf{z}}) \right] - \kappa_\tau \text{vec}_3 \mathcal{F}(\bar{\mathbf{z}}) \right) + \text{vec}_0 \left( \bar{\mathbf{H}}_q \bar{\mathbf{z}}^1 \right), \quad (12)$$

where $\kappa_\alpha = (\gamma_{\alpha_1}^2 + \gamma_{\alpha_2}^2)^{1/2}$ and $\kappa_\tau = (\gamma_{\tau_1}^2 + \gamma_{\tau_2}^2)^{1/2}$, ensures exponential $H_\infty$ tracking performance with disturbance attenuation in the sense of Definition 1. Furthermore, if $\gamma_{\alpha_1} = \gamma_{\alpha_2} = \gamma_{\tau_1} = \gamma_{\tau_2}$ such that $\kappa_\alpha = \kappa_\tau = \sqrt{2} \gamma_1$, then the aforementioned gains $\kappa_\alpha$ and $\kappa_\tau$ ensure the minimum instantaneous control effort (i.e., minimum norm of the control inputs) for the closed-loop system (3), (12).
To study the stability of the closed-loop system, let us regard the following Lyapunov candidate function

\[ V(\ddot{z}(t)) = V_1(\ddot{z}(t)) + V_2(\ddot{z}'(t)), \]

where \( V_1(\ddot{z}(t)) \triangleq \alpha_1 \| \ddot{z}(t) \|^2 \) and \( V_2(\ddot{z}'(t)) \triangleq \alpha_2 \| \ddot{z}'(t) \|^2 \) with \( \alpha_1, \alpha_2 \in (0, \infty). \) The time-derivative of (14), considering (13) (see Appendix A) in the absence of disturbances (i.e., \( \ddot{v}_w = \ddot{v}_0 = 0 \)) yields

\[ \dot{V}_1(\ddot{z}) \leq -\bar{\kappa}_\alpha \alpha_1 \| \ddot{z} \|^2, \quad \dot{V}_2(\ddot{z}') = -2\bar{\kappa}_\alpha \alpha_2 \| \ddot{z}' \|^2. \]

Hence, the closed-loop system, in the absence of disturbances, satisfy the following inequalities

\[ \dot{V}(\ddot{z}(t)) \leq -\bar{\kappa}_\alpha \alpha_1 \| \ddot{z}(t) \|^2 - 2\bar{\kappa}_\alpha \alpha_2 \| \ddot{z}'(t) \|^2 \]

which implies, by the Comparison Lemma [Khalil 1996, p. 85], that the closed-loop system is exponentially stable:

\[ \dot{V}(\ddot{z}(t)) \leq V(\ddot{z}(t_0)) \exp \left( -\min \left\{ \frac{\bar{\kappa}_\alpha}{2}, 2\bar{\kappa}_\alpha \right\} (t - t_0) \right). \]

This way, Condition 1 in Definition 4 is satisfied for \( \bar{\kappa}_\alpha, \bar{\kappa}_\tau \in (0, \infty). \) In addition, by using the Comparison Lemma together with (A.3) and (A.4), both individual attitude and translation dynamics achieve exponential stability in the absence of disturbances, that is,

\[ \| \ddot{z}(t) \|^2 \leq \| \ddot{z}(t_0) \|^2 \exp \left( -\frac{1}{2} \bar{\kappa}_\alpha (t - t_0) \right), \]

\[ \| \ddot{z}'(t) \|^2 = \| \ddot{z}'(t_0) \|^2 \exp (-2\bar{\kappa}_\alpha (t - t_0)). \]

(16)

(17)

Defining \( V_\gamma \triangleq \| \dot{\Theta}(\ddot{z}) \|^2 - \gamma_1 \| \ddot{v}_w \|^2 - \gamma_2 \| \ddot{v}_c \|^2 \) and \( V_\Gamma \triangleq \| \dot{\Psi}(\ddot{z}) \|^2 - \gamma_1 \| \ddot{v}_w \|^2 - \gamma_2 \| \ddot{v}_c \|^2 \), Condition 2 is fulfilled if, for all \( t \in [0, \infty), \) the following inequalities hold

\[ \dot{V}_1(\ddot{z}(t)) + V_\gamma(\ddot{z}(t)) \leq 0, \quad \dot{V}_2(\ddot{z}'(t)) + V_\Gamma \leq 0. \]

Indeed, under zero initial conditions (i.e., \( V(\ddot{z}(0)) = 0 \)), integrating the first inequality in (17) results in

\[ \int_0^\infty V_\gamma dt \leq -\int_0^\infty V_1(\ddot{z}(t)) dt = V_1(\ddot{z}(0)) - \lim_{t \to \infty} V_1(\ddot{z}(t)) \leq 0, \]

where the last inequality above holds because \( V_1(\ddot{z}(0)) = 0 \) and \( V_1(\ddot{z}(t)) \geq 0, \forall t, \) which implies the first inequality of Condition 2 in Definition 4. The same applies to the second inequality in (17).

To satisfy (17), we use the definition of inner product as in Footnote 6 to rewrite the first inequality in (17) as

\[ [\dot{\Theta}(\ddot{z})]^T [\ddot{v}_w \quad \ddot{v}_c] \leq 0. \]

Since \( M \leq 0 \) implies (18) by using Schur complements it is possible to show that \( M \leq 0 \) if and only if

\[ \kappa_o \geq \frac{1}{\alpha_1} + \frac{\alpha_1}{4} \left( \gamma_{o1}^2 + \gamma_{o2}^2 \right). \]

We repeat the same procedure for the second inequality in (17) to obtain

\[ \kappa_o \geq \frac{2}{\alpha_2} + \frac{\alpha_2}{8} \left( \gamma_{o1}^2 + \gamma_{o2}^2 \right). \]

(Minimum instantaneous control effort) Since there exist an infinite number of solutions for \( \alpha_1 \) and \( \alpha_2 \) that satisfy (19) and (20), we seek \( \alpha_{opt1} \) and \( \alpha_{opt2} \) that minimize the positive control gains \( \kappa_o \) and \( \kappa_o \).

Defining \( \dot{\bar{q}} = \kappa J^T \) [vec3 \( \Theta(\ddot{z})^T - \vec{v}_w \vec{v}_c^T]); then \( \| \dot{\bar{q}} \| = \kappa \| \Gamma_e \| \), with \( \Gamma_e = J^T \) [vec3 \( \Theta(\ddot{z})^T - \vec{v}_w \vec{v}_c^T)]. \]

Therefore, since \( \kappa \) is the minimum gain that satisfies the disturbance attenuation specification \( \gamma, \) then \( \| \dot{\bar{q}} \| \) is the minimum instantaneous control effort.

\[ \| \dot{\bar{q}} \| \leq \kappa \| \Gamma_e \|. \]

5. Simulation Results

To validate and quantitatively assess the performance of the proposed techniques under different scenarios and

\[ \text{Notice that} \quad \Gamma^* \text{ is the (quaternion) conjugate transpose of } \Gamma \in \mathbb{R}^{m \times n}, \text{ defined analogously to its complex matrices counterpart.} \]

\[ \text{Given a symmetric matrix } M \in \mathbb{R}^{n \times n}, \text{ if } u^T M u \leq 0, \forall u \in \mathbb{R}^n, \text{ then } \Gamma^* M \Gamma \leq 0, \forall \Gamma \in \mathbb{H}^n. \]
conditions, this section presents simulated results of a KUKA LBR-IV arm connected to a Barrett Hand. The DQ Robotics toolbox from [Adorno and Marinho 2020] was used for both robot modeling and control using dual quaternion algebra. Simulations are performed in V-REP\footnote{https://www.coppeliarobotics.com/} in asynchronous mode with 5 ms sampling period, with Bullet 2.83 to realistically simulate the robot dynamics.\footnote{http://bulletphysics.org}

5.1. Set-point control

For the first scenario, the initial manipulator end-effector pose was $\xi_0 = r_0 + (1/2) \varepsilon p_0 r_0$, with $r_0 = \cos(\phi_0/2) + n_0 \sin(\phi_0/2)$ such that $\phi_0 = 2.187 \text{rad}$ and $n_0 = -0.689i + 0.395j + 0.606k$, from where it was supposed to travel to $\xi_f = r_f + (1/2) \varepsilon p_f r_f$, with $r_f = \cos(\pi/4) + j \sin(\pi/4)$ and $p_f = 1.56i - 0.43j + 0.65k$.

To evaluate Theorem 1 in a regulation problem, we compared the control law (12), with $\xi = 0$, with two different controllers based on dual quaternion representation [Adorno el al. 2010; Figueredo et al. 2013], a decoupled controller that concerns independent attitude and translation task Jacobians (Appendix B), and a classic HTM-based controller [Caccavale et al. 1999]. To allow a fair comparison, all controllers were set with the same constant control gain $\kappa_C = \kappa_T = \kappa = 2$.

The error norm in Fig. 1 (top figure) shows similar convergence for all controllers\footnote{In this section, we used the real end-effector pose from V-REP.} as expected for undisturbed scenarios, because all of them result in a similar closed-loop first-order differential equation (in their own error variables) and they have the same gain. In contrast, the norm of the control inputs (i.e., the instantaneous control effort), shown in the bottom figure, indicates that the controller from Theorem 1 requires the least amount of control effort. This is due to the fact that, although all controllers have the same gain (which ensures the same convergence rate), they employ different error metrics, hence resulting in different end-effector trajectories as not all error metrics respect the topology of the space of rigid motions, which in turn require different control efforts.

5.2. Tracking

To evaluate Theorem 1 in a tracking problem, the end-effector was prescribed to follow a desired task trajectory towards the end-pose $\xi_f(t_f) = r_f(t_f) + (1/2) \varepsilon p_f r_f$, where $r_f(t_f) = 0.67i + 0.01j - 0.74k$ and $p_f(t_f) = 0.05i - 1.15j + 0.75k$. We compared Theorem 1 with the same controllers from the previous case. All controllers were set with control gain $\kappa = 5$.

The trajectory tracking error is shown in Fig. 2. The dark blue curve concerns the result based on the tracking control law of Theorem 1. The result demonstrates the improved performance when compared to results from [Adorno et al. 2010; Figueredo et al. 2013], decoupled controller, and HTM-based controller [Caccavale et al. 1999], all of them with similar control effort, as shown in Fig. 3 which highlights the importance of using a proper feedforward correction term during tracking control.

5.3. $H_{\infty}$ robustness

To illustrate the performance of the proposed robust $H_{\infty}$ controller under different uncertainties and disturbances, a task was devised based on the motion of a mobile platform, a Pioneer P3-DX, which moved in triangle-wave fashion, alternating smoothly back and forth at fixed speed (respectively with period of 2.5 s and 3.45 s). The end-effector had to track the non-fixed target with a constant
relative pose. Since in this scenario the robot manipulator does not have knowledge of the mobile base velocity, the trajectory has an additional unknown twist, which is a disturbance that directly affects the relative pose.

Theorem 1 was used with different values of \( \gamma_T \), while keeping \( \gamma_O = 2 \) constant. Table 1 summarizes the numerically computed noise to error attenuation,\(^{31}\)

\[
\gamma_{T,\text{sim}} = \frac{\int_0^T \| \mathbf{z}(t) \|^2 dt}{\int_0^T \| \mathbf{z}_0(t) \|^2 dt}, \quad \gamma_{O,\text{sim}} = \frac{\int_0^T \| \mathbf{c}(t) \|^2 dt}{\int_0^T \| \mathbf{c}_0(t) \|^2 dt}.
\]

As expected from the \( H_\infty \) norm given by Definition 1, the noise to error attenuation remains below the prescribed thresholds, i.e., \( \gamma_{O,\text{sim}} \leq \gamma_O \) and \( \gamma_{T,\text{sim}} \leq \gamma_T \), for all \( \gamma_O, \gamma_T \).

The proposed controller, with \( \gamma_T = 0.4, \gamma_O = 1 \), was again compared to the dual-quaternion based controllers from Adorno et al. (2010) and Figueredo et al. (2013), and the HTM-based controller (Caccavale et al. 1999). To maintain fairness, all controllers were manually set to ensure similar control effort in terms of \( \int_0^T \| u(t) \| dt \). The numerically calculated noise-to-error attenuation from the simulations, presented in Table 2 shows that for the same control effort our controller outperforms the other ones in terms of disturbance attenuation.

### 6. Experimental Results

This section presents results from the implementation on a real Meka Robotics A2 Arm, which is a highly compliant anthropomorphic 7-joint manipulator and presents several unmodeled dynamic effects. We defined a trajectory over a helix curve in space with 10 cm of both radius and axis length. Fig. 4 illustrates the trajectory with the aid of light-painting technique.\(^{32}\) We implemented the controller using C++ and the DQ Robotics toolbox (Adorno and Marinho 2020) on ROS\(^{33}\) with a 8 ms sampling period. For the experiment, the end-effector pose used in the control-loop was computed through the FKM.

The task trajectory was executed with different values for \( \gamma = \gamma_T = \gamma_O \). Each experimental condition was then executed ten times for statistical significance (a total of 50 trials). Results are summarized in Table 3 in terms of mean square error and standard deviation integrated along the trajectory. As expected, the \( H_\infty \) controller is able to deal with disturbances originated, for instance, from the coupled nonlinear dynamics, measurement noise, parameter’s uncertainties, among others. Indeed, assuming similar disturbances conditions in all trials—which is reasonable as the experimental conditions were the same—and normalizing the results over the worst performance (i.e., the mean square error \( \text{MSE}_{\text{max}} \) corresponding to \( \gamma = \gamma_T = 1.86 \)), the average disturbance-to-error attenuation improvements (\( \text{MSE}_{\text{mean}}/\text{MSE} \)) were almost inversely proportional to the decrease in \( \gamma \). Fig. 4 shows the error along the trajectory each experiment of the robust controller for performance bounds \( \gamma = \{1.86, 0.93, 0.37\} \). As the theory predicts, setting smaller values for \( \gamma \) yields a controlled system with better disturbance attenuation, which is manifested by smaller errors. In this case, since we did not directly measure the end-effector pose, the error is given with respect to the nominal value obtained through the FKM.

### 6.1. Practical Considerations

When implementing the controller (\( \text{C++} \)) on a digital computer, instability issues may arise if the tracking bandwidth is too high compared to the inner joint-level control-loop bandwidth. Fortunately, modern manipulators have very fast joint controllers, often around 1 KHz, while the outerloop often runs between 20–125 Hz. Also, considering the discrete-time joint dynamics given by \( \Delta q_{k+1} = a \Delta q_k + b T u \), where \( a \in (-1, 1), b > 0, \Delta q_k = q_k - q_{k-1} \), and \( T \) is the sampling time, Bjerkeng et al. (2014) show that the gain

---

\(^{31}\)A photographic technique of moving a light source while taking a long exposure photograph, which leaves a trail in the final image.

\(^{32}\)https://www.ros.org/
\( \kappa = \kappa_T = \kappa_\alpha \) for a controller such as (12) should respect \( \kappa < 2(1 + a/b)T \). Assuming \( T = 1ms \) and a tuned controller (i.e., \( a \approx 0 \)), one has \( \kappa < 2000/b \). Thus, \( \kappa \) can still be very large without affecting the practical closed-loop stability.

7. Further Discussions and Conclusions

In this paper, we have exploited the geometrical significance of the dual quaternion algebra to derive an easy-to-implement closed-form \( H_\infty \) task-space controller for the non-Euclidean space \( \text{Spin}(3) \times \mathbb{R}^3 \) that describes the end-effector pose. Realistic simulations and experiments on a real robot were performed in different conditions and with different control strategies, which led to the following conclusions: a) compared to similar controllers with same convergence rate for regulation, the proposed controller requires less instantaneous control effort when no disturbances affect the system, and it has improved tracking performance; b) when there are disturbances, if all controllers are tuned to have similar control effort, the proposed controller ensures less set-point and tracking errors.

Lastly, our method works even when the end-effector pose is not directly measured because it can be estimated using the FKM. Although for most commercial robots the FKM provides sufficiently accurate end-effector poses, the nominal value may still differ from the real one due to several reasons. In this case, our strategy may be used to attenuate the influence of any disturbances over the end-effector trajectory, even if the FKM is not accurate enough. The residual error will then be bounded by the magnitude of the unknown transformation between the estimated and the actual end-effector pose.

### Appendix A. Derivative of the Lyapunov function

From (10), \( \tilde{z} \triangleq 1 - \tilde{z} = \tilde{z} + \varepsilon \tilde{z}' \). By letting \( \tilde{z} \triangleq \varepsilon + \varepsilon \beta \), the positive definite functions \( V_1 \) and \( V_2 \) in the Lyapunov function (14) can be rewritten as

\[
V_1(\tilde{z}(t)) = \alpha_1 \| \tilde{z}(t) \|^2 = \alpha_1 \left( (1-\eta)^2 + \| \tilde{\mu} \|^2 \right) = 2 \alpha_1 (1-\eta),
\]

\[
V_2(\tilde{z}'(t)) = \alpha_2 \| \tilde{z}'(t) \|^2 = \alpha_2 \left( \eta^2 + \| \tilde{\mu}' \|^2 \right).
\]

The derivative of (14) yields \( \dot{V}_1(\tilde{z}(t)) + \dot{V}_2(\tilde{z}'(t)) \) with

\[
\dot{V}_1(\tilde{z}(t)) = -2 \alpha_1 \eta, \quad \text{and} \quad \dot{V}_2(\tilde{z}'(t)) = 2 \alpha_2 \eta \dot{\eta}' + 2 \alpha_2 \dot{\mu}' \cdot \tilde{\mu}'.
\]

Using the closed-loop dynamics (13)\(^{13}\), we obtain

\[
\dot{\eta} = -\frac{1}{2} (h_1, \mu), \quad \dot{\eta}' = -\frac{1}{2} ((h_1, \mu'), (h_2, \mu)),
\]

\[
\mu' = \frac{1}{2} (\eta' h_1 + \eta h_2 + h_1 \times \mu' + h_2 \times \mu),
\]

where

\[
(\tilde{h}_1 = \kappa_\alpha \tilde{\mathcal{F}}(\tilde{z}) + \tilde{v}_w + \tilde{v}_c, \quad \text{and} \quad h_2 = -\kappa_T \tilde{\mathcal{F}}(\tilde{z}) + \mu_w + \mu_c).
\]

Hence,

\[
\dot{V}_1(\tilde{z}(t)) = \alpha_1 (\mu, h_1),
\]

\[
\dot{V}_2(\tilde{z}'(t)) = \alpha_2 (\eta \mu' - \eta' \mu + \mu \times \mu', h_2).
\]

To investigate the first condition from Definition 1 which regards exponential stability of (13) in the absence of disturbances \( \tilde{v}_w \) and \( \tilde{v}_c \), let us rewrite (A.1)–(A.2) as

\[
\dot{V}_1(\tilde{z}(t)) = \dot{V}_1(\tilde{z}(t)) + V_2(\tilde{z}'(t)) \]

\[
\dot{V}_1(\tilde{z}(t)) = \alpha_1 (\mu, h_1),
\]

\[
\dot{V}_2(\tilde{z}'(t)) = -\alpha_2 (\eta \mu' - \eta' \mu + \mu \times \mu', \kappa_T \tilde{\mathcal{F}}(\tilde{z})).
\]

From (11) and considering the unit dual quaternion constraint \( \eta \mu' + (\mu, \mu' \times -\mu') = 0 \) (Kussaba et al. 2017), we have \( \tilde{\mathcal{F}}(\tilde{z}) = 2(\eta \mu' - \eta' \mu + \mu \times \mu') \) and \( \tilde{\mathcal{F}}(\tilde{z}) = \mu' \); therefore,

\[
\dot{V}_1(\tilde{z}(t)) = -\alpha_1 \kappa_\alpha \| \mu \|^2,
\]

\[
\dot{V}_2(\tilde{z}'(t)) = -2 \alpha_2 \kappa_T (\eta \mu' - \eta' \mu + \mu \times \mu', \kappa_T \tilde{\mathcal{F}}(\tilde{z})).
\]

Notice the identity \( \langle \mu \times \mu', \mu \times \mu' \rangle = \langle \mu, \mu' \rangle (\mu', \mu) - (\mu, \mu')^2 \) in the last equality. Since \( \langle \mu, \mu' \rangle = -\eta \mu' + \eta' \mu \),

\[
\dot{V}_1(\tilde{z})(t) = -\alpha_1 \frac{\kappa_\alpha}{2} (\| \mu \|^2 + \| \mu' \|^2) = -\alpha_1 \frac{\kappa_\alpha}{2} (1-\eta)^2 + \| \mu \|^2,
\]

\[
\dot{V}_2(\tilde{z}'(t)) = -2 \alpha_2 \kappa_T (\eta \mu' - \eta' \mu + \mu \times \mu', \kappa_T \tilde{\mathcal{F}}(\tilde{z})).
\]

\[
\dot{V}_1(\tilde{z}(t)) = -\alpha_1 \frac{\kappa_\alpha}{2} (\| \mu \|^2 + \| \mu' \|^2) = -\alpha_1 \frac{\kappa_\alpha}{2} (1-\eta)^2 + \| \mu \|^2,
\]

\[
\dot{V}_2(\tilde{z}'(t)) = -2 \alpha_2 \kappa_T (\eta \mu' - \eta' \mu + \mu \times \mu', \kappa_T \tilde{\mathcal{F}}(\tilde{z})).
\]

For \( \eta \in [0,1] \), it is easy to see that \( (1-\eta)^2 \leq (1-\eta)^2 \). Thus,

\[
\dot{V}_1(\tilde{z})(t) \leq -\alpha_1 \frac{\kappa_\alpha}{2} (1-\eta)^2 + \| \mu \|^2 \]

and, therefore,

\[
\dot{V}(\tilde{z})(t) \leq -\alpha_1 \frac{\kappa_\alpha}{2} \| \tilde{z}(t) \|^2 - 2 \alpha_2 \kappa_T \| \tilde{z}'(t) \|^2,
\]

which in turn yields (15).

\(^{13}\)Those hold even if \( J \) is not full row rank \( (JJ^T \neq I) \), which usually happens in a singular configuration. In that case, let \( \tilde{x} \triangleq \kappa_\alpha \text{vec}(\tilde{\mathcal{F}}(\tilde{z})) + \kappa_T \text{vec}(\tilde{\mathcal{F}}(\tilde{z})) \), then \( \text{vec}(JJ^T) \approx \text{vec}(s) \) and \( \tilde{x} \) is a disturbance to be added into \( \tilde{v}_c \), where \( s = \tilde{u} \times \tilde{v} \), and both cross product, \( \mu \times \mu' \triangleq (\mu - \mu_1)/2, \) and inner product, \( \langle \mu, \mu' \rangle = (\mu - \mu_1)/2, \) are equivalent to their counterparts in \( \mathbb{R}^3 \).
Remark 1. To address the interval \( \eta \in [-1, 0] \) and prevent the problem of unwinding [Kussaba et al., 2017], one must assume \( \tilde{z} = 1 + \tilde{\theta} \) instead of \( \tilde{\theta} \). Hence, without loss of generality, the exact same controller from Theorem 1 yields (15) with \( \|\tilde{z}(t)\|^2 = (1+\eta)^2 + \|\mu\|^2 \) where \( \eta = -1 \) is the equilibrium \( \tilde{z} \).

Now, if we explicitly regard the influence of \( v_w \) and \( v_c \), the Lyapunov derivative (A.1)-(A.2) yields (16): \[
\dot{\tilde{z}}(t) = -\omega_1 (\theta(t), \kappa_c \theta(t) + v_w + v_c) + \frac{\omega_2}{2} (\xi(t), -\kappa_r \xi(t) + v'_w + v'_c), \quad (A.5)
\]
which is equivalent to (16).

Appendix B. Decoupled controller

Given \( \tilde{x} = r + (1/2) \hat{z} p r \) and \( \tilde{x}_d = r_d + (1/2) \hat{z} p_d r_d \), the control input is
\[
\dot{\tilde{q}} = J_{dec}^+ \begin{bmatrix} \text{vec}_3 (p_d - p) \\ \text{vec}_4 (1 - r^* r_d) \end{bmatrix}, \quad \text{with} \quad J_{dec} = \begin{bmatrix} J_p \\ N_{R_{\tilde{s}}} \end{bmatrix},
\]
where \( \text{vec}_3 : \mathbb{H} \to \mathbb{R}^4 \) is analogous to \( \text{vec}_3 \) and the velocity satisfies \( \text{vec}_3 \dot{p} = J_p \dot{q} \). The matrix \( N_{R_{\tilde{s}}} \) corresponds to the four upper rows of \( N_{R_{\tilde{s}}} \), in which \( N_{R_{\tilde{s}}} = H (\tilde{x}_d) C_S J_{R_{\tilde{s}}} \), with \( C_S = \text{diag} (1, -1, -1, -1, -1, -1) \), and \( J_{R_{\tilde{s}}} \) is the Jacobian matrix that satisfies \( \text{vec}_3 \tilde{c}_s = J_{R_{\tilde{s}}} \dot{q} \), where \( \text{vec}_3 : \mathbb{H} \to \mathbb{R}^8 \) is analogous to \( \text{vec}_3 \).
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\footnotetext[15]{One must only observe that \( \ell(\tilde{\theta}) = \mu \) when \( \tilde{\theta} = 1 + \tilde{\theta} \), and the inequality \( (1 + \eta)^2 \leq 1 - \eta^2 \) holds when \( \eta \in [-1, 0] \).}
\footnotetext[16]{Recall that \( \mathcal{F}(\tilde{z}) = 2 (\eta \mu - \eta' \mu + \mu \times \mu') \) and \( \ell(\tilde{z}) = -\mu \).}