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Resume
The public service system serves population spread over a geographical area from a given number of service centers. One of the possible approaches to the problem with two or more simultaneously applied contradicting objectives is determination of the so-called Pareto front, i.e., set of all the feasible non-dominated solutions. The Pareto front determination represents a crucial computational deal, when a large public service system is designed using an exact method. This process complexity evoked an idea to use an evolutionary metaheuristic, which can build up a set of non-dominated solution continuously in the form of an elite set. Nevertheless, the latter approach does not assure that the resulting set of solutions represents the true Pareto front of the multi-objective problem solutions. Within this paper, authors deal with both approaches to evaluate the difference between the exact and heuristic approaches.

1 Introduction
The public service system design problem is usually formulated as a task of selection of p-center locations from a finite set of possible center location so that a given objective, based on user’s distances to the nearest service center, is minimal. According to applied objective, the design problem can be formulated in several ways. The most usual one is the way that prefers the solution with minimal average user’s distances to the service center. This objective is called the min-sum or system objective and it has been used by many authors in emergency system designing. In this case, the problem is often presented as the weighted p-median problem [1-4]. This min-sum problem consists of determination of the p-center locations so that the sum of user’s distances to the nearest service center, weighted by an expected number of the user demands, is minimal [5-6].

In contrast to the min-sum formulations, users of a public service system share cost of the system by paying tax, which approves them to claim the equal or fair access to the provided service. A plethora of fairness schemes was studied in connection with public service system design. The most known one is the min-max objective, where the maximal distance from a user to the nearest service center should be minimal. This formulation of the public service design is called the p-center problem. The strongest fairness scheme, applicable in the public service system design, is the so-called lexicographic min-max criterion [7]. When solving a fair public system design problem as the lexicographical min-max fair design, a sequential process of optimization is used. The nearest distance to the service center of the worst situated user is minimized first, followed by the minimizing of the distance of the second-worst situated users and so on, unless the minimal reached distance of the previously processed users is worsened.

All the above-mentioned formulations of public service system design have only one objective function and can be efficiently solved by the so-called radial approach in the case of the min-sum formulation [4, 8-10]. The min-max fair public service system design problem proved to be easily solvable using the radial formulation [11]. The radial formulation has been also successfully applied to the lexicographical min-max fair design [12].

When consequences of the fairness schemes were studied, it was found that the fair and system objectives contradict. It means that if a fair objective is minimized, then the system objective takes bigger, i.e., worse, value, what usually means that the fairer solution is paid by worsening of the average distance between a user and the service center [13-14]. The similar relationship can be observed between the sum of fixed charges and the cost of users’ demand satisfaction [15]. The next case of the objective contradiction can be found in the field of fuzzy set theory applied to the public service system design in the situations, when traversing times in a transportation network are uncertain [16]. In such a case, the level of satisfaction contradicts to the min-sum objective function value [17].
All the mentioned cases represent a mathematically unsolvable situation because there exists a set of feasible solutions with different values of the objective functions and it is impossible to decide on the best one without an additional comparative rule. A possible approach to the public service system design with two or more contradicting objectives consists in producing Pareto front, or a set of non-dominated solutions. This output of the designing process enables to put the final decision on a supervising manager’s board.

The real Pareto front is a set of all the non-dominated solutions, what means that each other solution, is outperformed by a solution of the front in each of the applied objectives. As the most of the public service system design problems have finite domains of objective functions, the real Pareto front can be obtained by a finite sequence of runs of an exact mathematical programming method. This approach represents a crucial computational deal, especially when a large public service system is designed using an exact mathematical programming method. It is necessary to consider that each run of the sequence represents solving of a hard and large combinatorial problem, which is solved by time demanding inspection of a vast searching tree. To avoid this computational burden, professionals prefer a heuristic approach based on imitating the biological processes [18-19]. To obtain a good set of the non-dominated feasible solutions, an evolutionary metaheuristic seems to be a convenient tool, because an evolutionary metaheuristic is able to build up a set of the non-dominated solutions continuously in the form of an elite set [20]. Nevertheless, it must be taken into account that the latter approach does not assure that the resulting set of solutions represents the true Pareto front of the multi-objective problem solutions.

Within this paper, authors studied both approaches and compared them from the points of computational time and quality of the resulting set of non-dominated solutions. The solved cases of the public service system design will dispose of with min-sum and min-max objectives.

The remainder of the paper is organized as follows: Section 2 is devoted to the radial formulation of the min-sum problem with limited min-max criterion. The exact approach to Pareto front determination is described in Section 3 and metaheuristic approach is explained in Section 4. The associated numerical experiments are reported in Section 5. The results and findings are summarized in Section 6.

2 Radial formulation of the min-sum problem with the limited distance

The studied public service system is designed to satisfy demands for service of the system users, which are in the serviced area at finite set \( J \) of user locations. The demand of a user \( j \in J \) is expressed by an expected frequency \( b_j \) of visits performed by a servicing vehicle. It is assumed that the vehicles start their servicing route from a service center and they return back to their center after a user’s demand has been satisfied. The public service system design consists of locating of the \( p \) service centers at the possible service center locations, which form a finite set \( I \). The further defined objectives are based on integer network distances, where symbol \( d_{ij} \) denotes the network distance from location \( i \in I \) to the location \( j \in J \) for any pair of locations from \( I \) and \( J \). The min-sum objective function value \( \text{fmS}(I_j) \) for a given set \( I_j \) of located service centers can be defined by:

\[
\text{fmS}(I_j) = \sum_{i,j} b_j \min \{ d_{ij} : i \in I_j \}.
\]  

The min-max objective function value \( \text{fmM}(I_j) \) of the same design \( I_j \) of the public service system is given by:

\[
\text{fmM}(I_j) = \max \{ \min \{ d_{ij} : i \in I_j \} : j \in J \}.
\]  

The problem in Equation (3) can be rewritten into a linear programming form in several ways and then the problem can be solved by any integer programing solver. Based on our previous experiences, we describe the problem by a radial model, which proved to be more easily solvable than the other models.

Let \( m \) denote the maximal relevant distance between a user and the associated service center, can be modellled by the combinatorial model in Equation (3).

\[
\min \left\{ \text{fmS}(I_j) : I_j \subseteq I, |I_j| = p, \text{fmM}(I_j) \leq h \right\}.
\]  

To complete the model, the decision variables \( y_i \in \{0,1\} \) for \( i \in I \) are introduced. The variable \( y_i \) models the decision on service center location at place \( i \in I \). The variable takes the value of 1 if a service center is located at \( i \) and it takes the value of 0 otherwise. Further, the auxiliary zero-one variables \( x_j \) for \( j \in J \) and \( s = 0, \ldots, h-1 \) are introduced. The variable \( x_j \) takes the value of 1, if the distance from a user located at \( j \in J \) to the nearest located center is greater than \( s \) and it takes the value of 0 otherwise. Then, the problem in Equation (3) can be formulated as follows.

\[
\text{Minimize } \sum_{i,j} b_j \sum_{s=0}^{h-1} x_{js}.
\]  

\[
\text{Subject to: } x_j + \sum_{i \in I} a_{ijs} y_i \geq 1 \text{ for } j \in J, s = 0, \ldots, h-1
\]  
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Let \( m \) denote the maximal relevant distance between a possible service center location and a user location. Then the following three-dimensional matrix \( [a_{ijs}] \) can be defined by Equation (4) for each \( i \in I, j \in J \) and \( s = 0, \ldots, m-1 \).
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\[
\sum_{i=1}^{n} y_i = p \tag{7}
\]
\[
\sum_{i=1}^{n} a_i y_j \geq 1 \text{ for } j \in J
\]
\[
y_j \in \{0, 1\} \text{ for } i \in I
\]
\[
x_j \geq 0 \text{ for } j \in J, s = 0, 1, \ldots, h - 1. \tag{10}
\]

In this model, the objective function in Equation (5) represents the total travel distance necessary for satisfaction of all the users' demands, as the expression \(x_j + x_{j+1} + x_{j+2} + \ldots + x_{j+h-1}\) constitutes the distance to user location \(j\) from the nearest located service.

The constraints in Equation (6) ensure that the variables \(x_j\) can take the value of 0, if there is at least one center located in radius \(s\) from the user location \(j\) and constraint in Equation (7) limits the number of located centers by \(p\). The constraints in Equation (8) ensure that each user has a service center in the radius \(h\).

Let \(I_p(h)\) denote the resulting set of service center locations \(\{i \in I: y_i = 1\}\) obtained from optimal solution \((\mathbf{y}^*, \mathbf{x}^*)\) of the problem in Equations (5)-(10) for a given integer value \(h\).

3 The Pareto front determination using the exact approach

Quality of any feasible solution \(I_p\) of the above-mentioned public service design problem, can be evaluated according to each of the two contradicting objectives, \(f^{\text{sm}}(I_p)\) and \(f^{\text{ss}}(I_p)\), described by (1) and (2), respectively. A solution \(I_p\) is called the non-dominated if there exists no feasible solution \(I_q\) such that \(f^{\text{sm}}(I_q) \leq f^{\text{sm}}(I_p)\) and \(f^{\text{ss}}(I_q) \leq f^{\text{ss}}(I_p)\) and, in addition, if it holds either \(f^{\text{sm}}(I_q) < f^{\text{sm}}(I_p)\) or \(f^{\text{ss}}(I_q) < f^{\text{ss}}(I_p)\). The real Pareto front is a set of all the non-dominated solutions. As the set of all the feasible solutions is finite, the Pareto front of the studied problem must be also finite and it can be obtained by the process described below.

Let the function \(f^{\text{sm}}(I_p(h))\) be generalized so that it gives the value bigger than a penalty \(Q\) when the problem has no feasible solution for given \(h\). It is asserted that the Pareto front solutions can be selected from the sequence of solutions \(I_p(h)\) for \(h=\bar{h}, \ldots, m\), where \(\bar{h}\) is the lowest integer, for which \(f^{\text{sm}}(I_p(h)) \leq Q\) holds, i.e. \(I_p(h)\) is a feasible solution of the problem in Equation (3).

Obviously, the solution \(I_p(h_0)\), evaluated by a pair of the two objective values \([f^{\text{sm}}(I_p(h_0)), f^{\text{ss}}(I_p(h_0))]\), is a non-dominated solution of the public service system design problem from the following reasons. In this case, the equality \(h_0 \neq f^{\text{sm}}(I_p(h_0))\) holds, since no feasible solution exists for \(h < h_0\) and thus \(f^{\text{sm}}(I_p(h_0)) \leq f^{\text{sm}}(I_p)\) holds for each feasible solution \(I_p\). As \(I_p(h_0)\) is optimal solution of Equation (3) for \(h_0 \neq f^{\text{sm}}(I_p(h_0))\), then each feasible solution \(I_p\) satisfying \(h_0 \neq f^{\text{sm}}(I_p)\) also satisfies the following inequality \(f^{\text{sm}}(I_p) \geq f^{\text{sm}}(I_p(h_0))\).

Further, the elements of the sequence \(I_p(h) : h=\bar{h}, \ldots, m\) must generally satisfy Equation:

\[
f^{\text{sm}}(I_p(h)) \geq f^{\text{sm}}(I_p(h+1)) \text{ and } f^{\text{sm}}(I_p(h+1)) \leq f^{\text{sm}}(I_p(h+1)) \text{ for } h=\bar{h}, \ldots, m-1. \tag{11}
\]

It is noted that if \(f^{\text{sm}}(I_p(h)) = f^{\text{sm}}(I_p(h+1))\), then \(I_p(h+1)\) cannot be the new non-dominated solution, because it is either dominated by \(I_p(h)\) or it has the same evaluation in both objective functions.

One can also prove that the implication in Equation (12) holds for the sequence \(I_p(h) : h=\bar{h}, \ldots, m\).

\[
\text{if } f^{\text{sm}}(I_p(h)) > f^{\text{sm}}(I_p(h+1)), \text{ then also } f^{\text{sm}}(I_p(h)) < f^{\text{sm}}(I_p(h+1)) \text{ for } h=\bar{h}, \ldots, m-1. \tag{12}
\]

The implication can be proved by contradiction. Let it be supposed that the assumption holds and that \(f^{\text{sm}}(I_p(h)) = f^{\text{sm}}(I_p(h+1))\). It means that the increase of \(h\) does not impact the optimal solution of Equation (3), i.e. no distance from a user to the nearest service center exceeds \(f^{\text{sm}}(I_p(h))\). It follows that \(f^{\text{sm}}(I_p(h)) = f^{\text{sm}}(I_p(h+1))\), what contradicts the assumption.

Now, one can claim that if \(f^{\text{sm}}(I_p(h)) > f^{\text{sm}}(I_p(h+1))\), then \(I_p(h+1)\) represents a new element of the Pareto front. The claim follows from the facts that \(I_p(h)\) for \(k \leq h+1\) does not dominate \(I_p(h+1)\) and no solution \(I_p(h)\) for \(k \leq h+1\) can dominate \(I_p(h+1)\) due to Equation (12).

Based on the above reasons, one can apply the following algorithm to establish the Pareto front for the solved problem.

0. Determine \(h_0\) and insert \(I_p(h_0)\) into the Pareto front.

1. While \(h \leq m\) repeat step 2.

2. Compute \(I_p(h)\).

If \(f^{\text{sm}}(I_p(h)) < f^{\text{sm}}(I_p(h+1))\), then insert \(I_p(h)\) into the Pareto front.

Set \(h = h+1\).

4 The genetic algorithm for the set of non-dominated solutions

The genetic algorithm (GA) became popular in solving large combinatorial optimization problems. The main idea comes from the theory of evolution. In nature, populations exchanges are performed by transition and exchange of genetic information between members of a current population. This process is modelled using algorithmic operations of crossovers and mutations. The GA is suitable for solving problems where a solution can be represented by vector \(y\) with 0-1 components. A solution can be also called a member of a population or individual. This vector can be called chromosome and its components are called genes. Chromosomes modelled in this way are changed by implemented operations of
both parents are preserved in both offspring. For the set of differing genes, the associated portion of units is distributed randomly over the offspring so that each offspring gets the same number of units. This approach ensures that the offspring are also feasible solutions. Mutation process is also implemented with regard to the offspring feasibility. The mutation is a swap between one selected gene and the non-selected one.

One iteration of the population change works as follows. Individuals from the old elite set remain as individuals of the new population. To complete the new generation, the next individuals are obtained by crossover and selection from the previous population. Pairs of individuals are selected from the previous generation by the random process called the tournament. It consists of random selection of individuals based on their fitness. This process is repeated until the population is complete. After that, the semi-Pareto front and elite set are updated in the following way. Each new member of the population is tested whether it belongs to the semi-Pareto front. If yes, it is inserted in it, dominated ones are removed. Then the process continues with the next iteration.

Tuning of the GA parameters is an important part of this study. Information on the GA parameters is given in the next Section.

5 Computational study

The multiple tests were performed to compare the metaheuristic approach with the exact results. All the heuristic tests were done on the following hardware: Processor Intel Core i5-4460 3.2 GHz, with 8 GB of DDR3 memory; the genetic algorithm was developed in the Java programming language; to obtain the exact results for the benchmarks described in the previous sections, the optimization software FICO Xpress 7.9 (64-bit, release 2015) was used and the experiments were run on a mobile workstation equipped with a processor.

mutation and crossover, like the natural process. The mutation changes the value of one or more components in chromosome with some probability. Crossover is the process of generating two offspring from two-parent chromosomes [21]. The set of newly created individuals represents a pool of candidates for the next population. The new population is formed using the approach where members of the elite set from the old population are transited to the new population and new population is created by selection of individuals from the pool.

In authors' previous research, the genetic algorithm was implemented as metaheuristic for the given problem. As mentioned above, the set of good solutions is evaluated by the two partially conflicting criteria in the problem. As a result, a collection of good solutions is preferred rather than the single best solution. That implementation yields the semi-Pareto front as the output of an optimization run. The semi-Pareto front, obtained by the heuristic, approximates the exact Pareto front. The semi Pareto front is a part of the elite set. Adjustment of this algorithm to the goal of obtaining the good semi-Pareto front is based on testing if the obtained solution should be added to the current semi-Pareto front. Here is briefly introduced. The basic structure of the implemented genetic algorithm, is here briefly introduced, in the form of a template shown in Figure 1 [21].

For the better explanation of the implemented algorithm the specific modifications, performed in the introduced steps of the template, are described. It is decided to represent a solution using a list of the $p$-locations instead of 0-1 vector. The 0-1 vector can be obtained by a simple conversion if necessary. The initial population is generated randomly. For this implementation, the special crossover and mutation were developed to preserve the admissibility of the created solutions. That implementation of the crossover takes advantage of the fact that the number of differing genes in the two selected solutions is always even. Genes (possible located centres) that are the same in both parents are preserved in both offspring. For the set of differing genes, the associated portion of units is distributed randomly over the offspring so that each offspring gets the same number of units. This approach ensures that the offspring are also feasible solutions. Mutation process is also implemented with regard to the offspring feasibility. The mutation is a swap between one selected gene and the non-selected one.

One iteration of the population change works as follows. Individuals from the old elite set remain as individuals of the new population. To complete the new generation, the next individuals are obtained by crossover and selection from the previous population.

Pairs of individuals are selected from the previous generation by the random process called the tournament. It consists of random selection of individuals based on their fitness. This process is repeated until the population is complete. After that, the semi-Pareto front and elite set are updated in the following way. Each new member of the population is tested whether it belongs to the semi-Pareto front. If yes, it is inserted in it, dominated ones are removed. Then the process continues with the next iteration.

Tuning of the GA parameters is an important part of this study. Information on the GA parameters are given in the next Section.

5 Computational study

The multiple tests were performed to compare the metaheuristic approach with the exact results. All the heuristic tests were done on the following hardware: Processor Intel Core i5-4460 3.2 GHz, with 8 GB of DDR3 memory; the genetic algorithm was developed in the Java programming language; to obtain the exact results for the benchmarks described in the previous sections, the optimization software FICO Xpress 7.9 (64-bit, release 2015) was used and the experiments were run on a mobile workstation equipped with a processor.
different semi-Pareto fronts were obtained for each region and each parameter combination. The exact results were compared to the two heuristic approaches with initial parameters obtained in different ways. “One by one” and “Each by each” are the parameter tuning approaches.

The first parameter tuning approach, called “One by one” parameter, consists of the following steps. Firstly, the set of \( r \) parameters is ordered into a sequence \( p_1, p_2, \ldots, p_r \) and subscript \( t \) of the current parameter is set to 1. The parameters are set at some initial values from their ranges. Then, in the \( t \)-th step, one has to find the best value of parameter \( p_t \). The set of permissible values is given for each parameter. The best option is selected according to the results of the test run. The best value of the parameter is assigned to \( p_t \) for the next step. Finally, if \( t \) is less than \( r \), the \( t \) is increased by one and the process continues. Otherwise, the tuning process terminates.

The second tuning process is called “Each by each” and consists of a performed time-consuming enumeration of all the combinations of individual parameters. The following parameters were tuned: population size, elite set size ratio, mutation probability and tournament size ratio. The other used parameters with Intel Core i5-7200U 2.5 GHz and 16 GB of DDR4 RAM.

Eight regions of the Slovak Republic were used as the benchmarks. For each self-governing region, i.e. Bratislava (BA), Banska Bystrica (BB), Kosice (KE), Nitra (NR), Presov (PO), Trenčín (TN), Trnava (TT) and Žilina (ZA), all cities and villages were taken into account, as the set of possible locations. The cardinalities of these sets vary from 87 to 664 according to the considered region.

It was necessary to use an effective way how to compare two solutions (or more), which are represented by the semi-Pareto fronts. Both compared fronts needed to be normalized, so that all the solutions in the front have both objective functions ranging from 0 to 1. Comparison of more than two fronts can be also done using this approach. After the mentioned transformation one can calculate the area restricted by the axes and curve of Pareto front. The points of the individual Pareto front and semi Pareto front are connected by the line as in Figure 2. Both areas under the connector were calculated. The better approximation of the Pareto front corresponds to one with the smaller area [20].

For each of the eight regions, the parameter settings, according to two approaches, were obtained. The time-consuming heuristic run was performed, where 40 different semi-Pareto fronts were obtained for each region and each parameter combination.

The exact results were compared to the two heuristic approaches with initial parameters obtained in different ways. “One by one” and “Each by each” are the parameter tuning approaches.

The first parameter tuning approach, called “One by one” parameter, consists of the following steps. Firstly, the set of \( r \) parameters is ordered into a sequence \( p_1, p_2, \ldots, p_r \) and subscript \( t \) of the current parameter is set to 1. The parameters are set at some initial values from their ranges. Then, in the \( t \)-th step, one has to find the best value of parameter \( p_t \). The set of permissible values is given for each parameter. The best option is selected according to the results of the test run. The best value of the parameter is assigned to \( p_t \) for the next step. Finally, if \( t \) is less than \( r \), the \( t \) is increased by one and the process continues. Otherwise, the tuning process terminates.

The second tuning process is called “Each by each” and consists of a performed time-consuming enumeration of all the combinations of individual parameters.

The following parameters were tuned: population size, elite set size ratio, mutation probability and tournament size ratio. The other used parameters with

| Table 1 Comparison of areas under normalized exact and approximate Pareto-fronts |
|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| exact result                     | heuristic GA - one by one       | heuristic GA - each by each     |
|                                 | average | best result | average | best result |
| BA                              | 0.15854043 | 0.346925 | 0.20727 | 0.336714 | 0.233965 |
| BB                              | 0.060582  | 0.557023 | 0.382774 | 0.549060 | 0.360898 |
| KE                              | 0.069284634 | 0.367419 | 0.218435 | 0.365578 | 0.200383 |
| NR                              | 0.1614823 | 0.454372 | 0.329542 | 0.437689 | 0.304113 |
| PO                              | 0.045180031 | 0.543496 | 0.396628 | 0.4119 | 0.34113 |
| TN                              | 0.058402242 | 0.401947 | 0.298893 | 0.379348 | 0.224277 |
| TT                              | 0.043653727 | 0.441135 | 0.132829 | 0.518205 | 0.294873 |
| ZA                              | 0.054469734 | 0.605164 | 0.446484 | 0.592686 | 0.419366 |

Figure 2 Example of the two compared Pareto fronts, the first surface area of the Pareto front (area: 0.6) is marked in hatched, the second (area: 0.69) in grey; it is assumed, that the lower value is better, so the first front is the better one [20].
Figure 3: Exact Pareto front (rhombus) compared to heuristic one (squares) for the Banska Bystrica region.

Figure 4: Exact Pareto front (rhombus) compared to heuristic one (squares) for the Bratislava region.

Figure 5: Exact Pareto front (rhombus) compared to heuristic one (squares) for the Kosice region.

Figure 6: Exact Pareto front (rhombus) compared to heuristic one (squares) for the Nitra region.

Figure 7: Exact Pareto front (rhombus) compared to heuristic one (squares) for the Presov region.

Figure 8: Exact Pareto front (rhombus) compared to heuristic one (squares) for the Trencin region.

Figure 9: Exact Pareto front (rhombus) compared to heuristic one (squares) for the Trnava region.

Figure 10: Exact Pareto front (rhombus) compared to heuristic one (squares) for the Zilina region.
fixed values: Mutation step, maximal mutation count per offspring, offspring optimization probability, the acceptable difference in the population and final count of the population diversity controls.

The hypothesis that mean values for both sets of heuristic results are the same as the optimal result was tested. The hypotheses were tested using the Student t-test. To use this test, it was necessary to verify that the results obtained had a normal distribution. The Kolmogorov-Smirnov test for normality was used for that purpose. As it is shown in Table 1, the heuristic results were compared to the exact ones. After performing the above-mentioned test, the hypotheses that mean values of a heuristic run are the same as an exact result at 5% significance level for all the datasets, were rejected.

Comparison of the best-found approximation of the Pareto fronts and exact Pareto fronts, for each self-governing region, can be found in Figures 3 - 10. The horizontal axis depicts the min-max values in km and the vertical axis contains average min-sum values in km of resulting Pareto fronts.

According to the presented results in Figures 3-10 and Table 1, the genetic algorithm can be used for approximation of the Pareto front. One can see that in Bratislava, Kosice, Nitra, Trenčin and Trnava (Figures 4, 5, 8 and 9) relatively good approximation of the exact results was obtained, which means that this approach can be permissible while solving large problems. However, in general comparison to the exact results, one can see that more numerous Pareto front members were found using the exact approach.

6 Conclusions

This research was devoted to inspection of the genetic algorithm ability in obtaining an approximation of the Pareto front of the p-location problem solutions. For this purpose, two conflicting criteria were considered. The first min-sum objective was to minimize an average distance between a user and the nearest service center and the other min-max objective was to minimize the maximal distance from a user to the nearest service center. To be able to perform proper analysis of the approximate results, the exact Pareto front were determined for each benchmark, by an exact optimization method and comparing it to the Pareto front approximation. Authors came to the following findings. The genetic algorithm can be used to find an approximation of the Pareto front of the non-dominated public service system designs with conflicting criteria, but the approximation may be a bit biased in the case when a bigger instance of the problem is solved. A future research in this field will be aimed at methods, which can enable to direct the evolutionary process at a refinement of the Pareto front approximation.
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