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The health status of elite tennis players and the results of tennis matches are positively proportional under normal circumstances. The physical and psychological functions of tennis players directly affect the athletic ability of tennis players. With the improvement of people’s living standards, people’s attention to tennis has also increased. Tennis has received increasing attention in China, and the training of tennis players has become increasingly necessary. However, China is still using the traditional means of obtaining athletes’ health information to evaluate athletes’ health information. This has led to imperfect research into tennis players’ health information and professional input systems. This makes the understanding of the health information of athletes incomplete and profound, and it affects the athletic ability of athletes. In this paper, deep learning and a two-factor model are added to tennis players’ health information and professional input, and the feasibility of a deep learning system to comprehensively improve health information input is explored. The experimental results show that the application of the convolutional neural network method in the system improves the response speed to the physical fitness state of tennis players by 5%. This adds technical support for timely understanding of tennis players’ physical health information and prevents players from making mistakes on the court due to physical reasons.

1. Introduction
Tennis is a casual and intense sport, known as the second largest ball game in the world. In the past few years, tennis players in the country have won many championships in the international arena. The sports star effect has promoted the development of tennis in China, and people’s enthusiasm for tennis has continued to grow since then. However, in professional tennis teams, there is no good solution to the problem of tennis players’ health information, and players’ mental and physical health information is incomplete. Many potential problems go unnoticed, and little is known about the health information of such a special group. With the emergence of these problems, the athletic level of tennis players has been affected, so many players are in poor condition on the court, and their potential has not been effectively utilized. With the increasingly widespread application of deep learning, it is necessary to build a deep learning system to apply deep learning to tennis players’ health information.

The purpose of this paper is to explore the applicability of deep learning in building tennis players’ health information and professional input systems. It conducts research on deep learning algorithms and analyzes the construction of continuous deep learning systems. The convolutional neural network has the advantage of extracting information about features of athletes’ mental health. It iteratively calculates the information on various physical functions of athletes and obtains feedback data. This can enhance users’ comprehensive understanding of tennis players’ health information, effectively improve players’ competitive skills, and avoid unnecessary mistakes on the court. Therefore, deep learning applications have far-reaching implications for tennis players’ health information and professional input.

At present, experts’ research on deep learning is becoming increasingly comprehensive and detailed. Chen Y first introduced the concept of deep learning into hyperspectral data classification. First, the applicability of stacked autoencoders was verified according to the classical classification method based on spectral information. Then a
classification method based on spatial dominant information was proposed. These two features were then fused with a novel deep learning framework, from which the highest classification accuracy can be obtained. The framework is a hybrid of principal component analysis (PCA), deep learning architecture, and logistic regression. Specifically, as a deep learning architecture, stacked autoencoders aim to obtain useful high-level features. Experimental results on widely used hyperspectral data show that the classifier built in this deep learning-based framework has good performance. Furthermore, the proposed joint spectral-spatial deep neural network opens a new window for future research, demonstrating the great potential of deep learning-based methods for accurate classification of hyperspectral data [1]. Dong Y summarized recent advances in deep learning-based acoustic models and investigated the motivations and insights behind these techniques. He started by discussing models, such as recurrent neural networks and convolutional neural networks, that can effectively utilize variable-length contextual information and their various combinations with other models. He then described end-to-end optimized models, focusing on feature representations learned jointly with the rest of the system, connectionist temporal classification criteria, and attention-based sequence-to-sequence translation models. He further elaborated robustness issues in speech recognition systems and discussed acoustic model adaptation, speech enhancement and separation, and robust training strategies [2]. Wang X proposed an indoor positioning fingerprint system PhaseFi based on calibrated channel state information (CSI) phase information. In PhaseFi, we first extracted raw phase information from multiple antennas and multiple subcarriers of an IEEE 802.11n network interface card by accessing a modified device driver. He then used a linear transformation to extract the corrected phase information, proving that its variance is bounded. Extensive experiments are carried out in two representative indoor environments to realize and validate the proposed PhaseFi scheme. The results show that it outperforms the three benchmark schemes [3] based on CSI or received signal strength in both cases. Wu evaluated the effect of six-week respiratory muscle training on the functional performance of college tennis second-level athletes in a study of 10 healthy college tennis second-level players. They were about 18 to 25 years old and were randomly divided into two groups. Five athletes received RMT training and five other athletes received placebo training. Respiratory muscles were trained for six weeks by using the device to train inspiratory resistance loads. The different values of respiratory muscle strength and lung function were compared before and after RMT. Data analysis was performed using the Wilcoxon signed-rank test. The values of maximal expiratory pressure, physical activity, and lung function did not change significantly in this study. Conclusion: There were significant differences in maximal inspiratory pressure and diaphragm thickness after 6 weeks of respiratory muscle training. However, it is difficult to assess the effect of RMT on improving athletic performance [4]. Suna explored the effect of 21 tennis players from the Department of Sports Science who volunteered to study the effects of eight weeks of combined aerobic and anaerobic technical training on the development of athletic performance. In the study, he used flexibility, vertical long jump, standing, long jump, left-hand and right-hand grip strength, back and leg strength, anaerobic strength, 20-meter shuttle test, 5-meter and 10-meter sprint test, 1 maximum strength test, and ITN technology test. The values of flexibility, strength, 5-meter and 10-meter sprint, anaerobic capacity, 20-meter shuttle running test, and ITN technology test were compared between groups before and after training. All measurements were statistically different ($p < 0.05$). Therefore, his research found that aerobic and anaerobic combined technical training has a positive effect on biological movement, physiology, and technical characteristics [5]. Johansson F examined cumulative external workload 'peaks' in acute/chronic workload ratios (ACWRs) for tennis training, competition, and fitness training, and whether high or low workload/age ratios are associated with back pain episodes in junior tennis players. This could affect the performance of talented young tennis players. A training program that minimizes rapid increases (peaks) in weekly training load can improve the performance and reduce back pain in junior tennis players [6]. He found that the digital twin was an emerging smart manufacturing technology that can grasp the status of smart manufacturing systems in real time and predict system failures. Sustainable intelligent manufacturing based on digital twins has advantages in practical applications. First, he analyzed the related content of intelligent manufacturing, including intelligent manufacturing equipment, systems, and services. He then discussed the sustainability of smart manufacturing. Then, with the development of smart manufacturing based on digital twin technology, he introduced the digital twin and its applications. Finally, combined with the current situation of intelligent manufacturing, he proposed the future development direction of intelligent manufacturing [7]. These pieces of literature are very detailed for the introduction of deep learning and athlete health information, and are constructive for the research of the content of this paper.

It proposes a specific application combining deep learning, tennis player health information, and professional input, and describes the specific application process of the algorithm. It applies the two-factor model of mental health to the detection of mental health problems of tennis players and finds out the factors that affect the mental health of athletes. It feeds the tennis player’s mental and physical health data into a convolutional neural network to perform computations. It explores the applicability of convolutional neural network model training in a deep learning system for tennis players’ health information.

2. Continuous Deep Learning System Research Method for Tennis Players’ Health Information and Professional Input

2.1. Two-Factor Model of Mental Health

2.1.1. Mental Health Model of Sports Performance. A mental health model of athletic performance was proposed in 1985.
This model believes that there is a relationship between athletic performance and mental health of athletes [8]. The two-factor model of mental health divides the population into four categories: completely mentally healthy, partially mentally healthy (susceptible), partially mentally disabled, and completely mentally disabled. The mental health model of athletic performance suggests that support services for athletes should not be limited to traditional preventive or therapeutic issues. Excessive psychological barriers reduce the level of the sport of athletes, which is not conducive to the healthy development of athletes. However, routine psychological screening is difficult to truly assess the fitness level of athletes. The two-factor model of mental health believes that in terms of the orientation of intervention strategies to promote mental health, on the one hand, we must continue to pursue the prevention and cure of mental disorders. At the same time, it must also pursue how to promote the psychological development of those without mental illness (low PTH) towards positive mental health.

2.1.2. Athlete Psychological Intervention Model. The two-factor model of mental health believes that in the orientation of intervention strategies to promote mental health, on the one hand, we must continue to pursue the prevention and cure of mental diseases, and at the same time, we must also pursue how to promote the development of the psychological health of individuals without mental diseases (low PTH) towards positive mental health. The level of the psychological level will affect the athletes’ competitive performance in the arena [9]. In recent years, with the improvement of the national competition level, increasing attention has been paid to the mental health assessment of athletes. Based on the previous theoretical basis, it combines new methods, through practical experience, to conduct beneficial explorations on athletes’ mental health and to carry out effective interventions. Some experts have proposed the following intervention modes [10].

2.1.3. Comprehensive Model of Psychological Construction. The comprehensive model of mental construction was put forward in 1998, and its main content is to build the mental health of athletes. In response to the problems of tennis players in the game, it proposes a "a comprehensive mode of psychological construction of tennis players' game play". As shown in Figure 1, this construction model is divided into four parts.

From the goal, the process to the result, the comprehensive model of psychological construction combines psychological training and skill training. It improves the mental health quality of tennis players and the psychological adjustment ability in actual combat [11].

2.1.4. Psychological Training Hierarchical Stage Model. In 2007, a hierarchical stage model for mental training was proposed. Different from the earlier random application method, this is a multilevel and comprehensive athlete's psychological skill development model and the process of psychological intervention for athletes. The model includes two parts: psychological training and psychological counseling, as shown in Figure 2, which is a schematic diagram of the model for the hierarchical stages of psychological training.

The hierarchical stage model of psychological training gives the design process of psychological intervention strategies for athletes. It points out that sports psychology interventions should be guided by some theories. According to its specific theoretical model, it selects suitable psychological training techniques for psychological intervention. Its purpose is to focus on promoting the sports performance of athletes [12].

2.1.5. Process-Level Intervention Model. It is practice-proven, psychological counseling and tennis training are combined, and psychological service goals and sports performance are consistent throughout the intervention process. It finally proposes a process-level intervention model for psychological counseling and training, as shown in Figure 3.

2.2. Convolutional Neural Networks. In the BP neural network, each neural node is interconnected and arranged in an orderly manner. Because of the correlation between nodes, it connects adjacent nodes with neurons, and the nodes are no longer connected, which constitutes a convolutional neural network [13]. The convolutional neural network model adopts the gradient descent method to reversely learn and correct the weight parameters in the network layer-by-layer. This minimizes the value of the cost function. It improves the accuracy of the network through frequent iterative training.

It assumes that the m-1 layer in the graph is the input layer. In BP neural network, the neuron node of this layer should be connected with all neuron nodes of the m layer. In a convolutional neural network, each neuron in the m layer is only connected to the three closest nodes to it. This greatly reduces the parameter size of the neural network architecture, as shown in Figure 4.

In the convolutional neural network, the data obtained by mental training is the input for convolution operation. It obtains the feature image of the input data and then finds the local features reflecting the rabbit from the data feature image [14]. The convolutional neural network model is also composed of input layer, hidden layer, and output layer. There are two special structural layers in the hidden layer: convolutional layer and pooling layer. A convolutional layer consists of multiple feature planes, each of which consists of neurons. Neurons on the same feature plane have the same link weights.

In the convolutional neural network, each convolution kernel of the convolution layer repeats the function of the entire receptive field and performs convolution operations on the input image. The local features of the image can be obtained from the feature map [15].

The same parameters of convolutional neural network models are shared [16], such as weight matrices and bias.
Figure 5 is a schematic diagram of weight sharing in a convolutional neural network. There are three neurons connected with different weight parameters. In the training process, to balance the number of parameters of the convolutional neural network, the method of gradient descent is often used to reduce the number of parameters.

Convolutional Neural Networks are actually an input-to-input process. It feeds the mental data of tennis players into a dataset and trains it through a convolutional network. The mapping relationship between each neuron is reflected, and the flow chart of convolutional neural network training is obtained, as shown in Figure 6.

The steps of the training method of convolutional neural networks are as follows:
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Figure 5: Schematic diagram of weight sharing of the convolutional neural network.

Figure 6: Convolutional neural network training flow chart.

(1) Forward conduction stage

It first selects an input sample \((m_j,n_j)\). Among them, \(m_j\) is used as input data, which symbolizes the input data of psychological characteristics. After convolution calculation, the corresponding output value \(f_{(m_j)}\) can be obtained. During the operation, the data information goes through the operation of each convolutional layer. The calculation performed by the neural network is actually the dot product of the input value vector and the weight matrix of each layer to obtain the final output result [17].

(2) Backpropagation stage

It comes out to define the cost function loss:

\[
\text{Loss} = -\frac{1}{x} \sum_{j=1}^{x} n_j \log f(m_j) + \frac{\lambda}{W} \sum_{i=1}^{W} \| R_i \|^2, \tag{1}
\]

where \(x\) is the number of samples in the sample set, and \(W\) is the number of layers of the convolutional neural network.

The network parameter update needs to calculate the network parameter residual. These include the output layer residual, the residual of the convolutional layer whose next layer is the pooling layer (pooling layer), and the residual of the pooling layer whose next layer is the convolutional layer [18].

The residual calculation steps of the output layer are as follows:

For a single sample \((x, y)\), the value of the corresponding sample cost function loss is obtained by the following formula:

\[
\text{loss} = w(f(m), n) = -\sum_{c} 1_{m = c} \log f(m)_c = \log f(m)_c. \tag{2}
\]

The meaning of \(c\) is

\[
f(m)_c = k(n = c|m). \tag{3}
\]

It obtains the output layer residual corresponding to the loss value from the above formula:

\[
\frac{\lambda}{\lambda^e_{(W+1)}} (-\log f(m)_c) = -(e(n) - f(m)), \tag{4}
\]

where \(e(n)\) means one-hot of the sample \(m\) labels. Only one of the elements is 1, and the rest are 0. It yields the partial derivatives of the \(W\) layer:

\[
\frac{\lambda \text{Loss}}{\lambda R_W} = -\frac{1}{x} (e(n) - f(m) \ast f(m)' + \varepsilon R_W). \tag{5}
\]

It yields the partial derivative of the output layer bias. One of the matrices and one column represent a sample:

\[
\frac{\lambda \text{Loss}}{\lambda o_W} = -\frac{1}{x} (e(n) - f(m)). \tag{6}
\]

It then calculates the residual of the convolutional layer of the pooling layer:

\[
\omega^t_j = \text{upsample}(\omega^{t+1}) \ast y_s^t. \tag{7}
\]

It assumes that the convolutional layer is the \(t\)-th layer, then the \(t + 1\) th layer is the pooling layer, and the residual value is \((\omega^{t+1})\). In the next layer it computes the pooling layer residuals.

It assumes that the pooling layer has \(K\) channels, the \((t + 1)\) layer has \(A\) data feature, and each channel map in the \(t\) layer has its own residual item. Then it gets the formula for calculating the residual of the \(j\) channel of the \(t + 1\) th layer:

\[
\omega^t_j = \sum_{j=1}^{A} \omega^{t+1} \Theta h_{ij}. \tag{8}
\]

The calculation formula of the derivative of the weight and the bias value of the convolutional layer connected to the layer:

\[
\frac{\lambda \text{Loss}}{\lambda h_{ij}} = m^i_{j=1} \omega^{t+1}, \quad \frac{\lambda \text{Loss}}{\lambda b_{ij}} = \sum_{y_s} (\omega^{t+1})_{y_s}. \tag{9}
\]

The above convolutional neural network has a total of 7 layers. The neural network converges after the number of iterations reaches 100,000. It calculates and classifies the features of data information and then outputs the required information. However, in this process, a large amount of feature data needs to be used for feature representation.

2.3. Recurrent Memory Network. Unlike convolutional neural networks, the main role of recurrent neural networks is to capture the characteristics of data and work with sequence data as input data [19]. It is a neural network structure with a variable input sequence and time model properties, which is extended from the former conventional neural network and linked with the recurrent neural network. Figure 7 is a schematic diagram of the structure of the recurrent neural network. Recurrent neural networks have applications in natural language processing, such as speech...
recognition, language modeling, and machine translation, and are also used in various time series forecasting.

Figure 8 is a relatively original and simple structural diagram. Formally, it is given a sequence \( N = (N_1, N_2, \ldots, N_t) \), and the RNN updates its hidden state \( k_t \) as follows:

\[
k_t = h(Q_{y_t} + Ph_{t-1}).
\]  

(10)

Here, \( t \geq 1 \), and \( g() \) is a smooth bounded function, such as a logistic function or a hyperbolic tangent function. \( W \) and \( U \) are matrices that perform the affine transformation function. The initial hidden state \( h_0 \) is generally a zero vector.

When the hidden state is \( h_t \), then the probability distribution of the next element will appear in the generative expression of a recurrent neural network. It uses special symbols to represent the probability distributions of variable sequences. The probability of a sequence can be decomposed into the following formula:

\[
u(y_1, \ldots, y_T) = u(y_1)u(y_2|y_1) \\
\quad \cdot u(y_3|y_2, y_2) \ldots u(y_T|y_1, \ldots, y_{T-1}).
\]  

(11)

The last element is a special end-of-sequence value. Then the conditional probability formula for the next sequence element is

\[
u(y_t|y_1, \ldots, y_{t-1}) = h(h_t).
\]  

(12)

In previous studies, researchers found that recurrent neural networks have long-term dependencies, and these dependencies are not captured in place. This leads to vanishing gradients and exploding gradients, which makes it more difficult to optimize gradient training networks. It is dominated by short-term dependencies not only because of changes in gradient magnitude but also because long-term impact dependencies between sequence elements are greatly weakened (exponentially decreasing relative to the sequence length). Some scholars have proposed two ways to improve the long-term dependence of recurrent neural networks. One is gradient clipping, which replaces stochastic gradient descent with a learning algorithm. It is clipped by the norm of the gradient vector in which it is clipped, or using a second-order method. If the second derivative follows the same growth pattern as the first derivative, then it may be relatively insensitive to this problem (but there is no guarantee that this will always be the case). The second is the long-short-term memory network, which consists of a more complex recurrent unit. The most representative of them is the gated cycle unit [20]. These methods can effectively improve the long-term dependence of recurrent neural networks and perform well in many tasks, such as image recognition.

2.4. Gradient Descent Algorithm. One of the most frequent approaches to optimization in deep learning is the gradient descent algorithm [21]. The gradient descent algorithm mainly solves the process step-by-step in an iterative manner. In this process, the stochastic gradient descent method and the batch gradient descent method are often used. To find the minimum value, the descending algorithm is used, so the gradient ascent method is used to calculate the maximum value, but a compromise is often sought according to the size of the data [22]. The theory and methods of gradient descent algorithm penetrate into many aspects, especially in military, economy, management, automatic production process, engineering design, and product optimization design.

With batch gradient descent, it uses the entire dataset \((w, n)\) to compute the gradient, resulting in the following formula:

\[
\beta = \beta - \epsilon \cdot \nabla_{\beta} K(\beta; w; n).
\]  

(13)

When stochastic gradient descent, it uses a piece of data \((w^{(i)}, n^{(i)})\). It performs the gradient iterative calculation, resulting in the following formula:

\[
\beta = \beta - \epsilon \cdot \nabla_{\beta} K(\beta; w^{(i)}; n^{(i)}).
\]  

(14)

It computes mini-batch stochastic gradient descent using a subset \((w^{(i+\beta)}, n^{(i+\beta)})\) of the full data (that is, a subset of the full data set), and the formula is

\[
\beta = \beta - \epsilon \cdot \nabla_{\beta} K(\beta; w^{(i+\beta)}; n^{(i+\beta)}).
\]  

(15)

The input of the dataset is represented by \( w \), and the label of the dataset is represented by \( n \). \( \epsilon \) represents the learning rate and determines the minimum moving step size. The batch size is denoted by \( g \).

It can be seen from the above formula that when the calculated gradient is larger, the monthly stability of the gradient descent direction will be larger and larger. In this
process, the smaller the parameter value of the update parameter, the slower the iteration speed. On the contrary, it is the opposite result [23]. In practical applications, the mini-batch gradient descent algorithm has both good stability and a more stable convergence speed. For simplicity, this article briefly introduces the mini-batch stochastic gradient descent algorithm.

In general, practical applications, there is more demand for models with large capacity. Through a series of algorithm research, the experimenter will find the best model among many algorithm models.

In practice, a model with a large capacity will be selected first, and then the capacity of the training algorithm will be controlled by some methods to find the best model in a reasonable space. The effectiveness of the algorithm depends on the number of functions in the hypothesis space and the specific form of these functions. When the input feature scale is too large, a large number of tasks will be overfitted. In deep learning, regularization methods are usually used to solve or alleviate a series of problems caused by the overfitting phenomenon. There is usually a lot of noise or random fluctuations in the data. A good fit should not be disturbed by too much noise and can effectively learn the information in the data. When a model overlearns the noise in the training data and performs poorly on new data, this phenomenon is called overfitting.

2.5. Regularization Methods. Regularization dominates deep learning, and only optimization can be compared to regularization [24]. One of the more interesting is the relationship between capacity and error. The error value of underfitting is too small, and overfitting is the contrast between the training error and the test error is too large, so the low-calorie model is difficult to fit for training. However, the capacity model produces overfitting during the testing process, which is not suitable for the original intention and purpose of training. Therefore, when a large number of tasks need to be solved, the regularization method in deep learning needs to be used to solve problems, such as overfitting. Among them, dropout and L2 regularization are two commonly used methods.

2.5.1. Dropout. As shown in Figure 9, the schematic diagram of the neural network structure before and after applying dropout. It first randomly drops a certain percentage of neurons (and corresponding connections) from the original neural network during training. In this way, a subnetwork is trained each time, preventing these neurons from overfitting the data. The traditional neural network on the left, and the neural network generated after applying dropout on the right. The red ones represent the deactivation of neurons in the neural network. During the training process, the neurons in different neural networks will be deactivated, which is a normal phenomenon in the training process. When deactivated by neurons, neurons with smaller weights are approximated, which makes the neural network training predictions tend to an average level, thereby alleviating the problem of overfitting.

2.5.2. L2 Regularization. L2 regularization is to add an L2 regularization term to the model parameters after the objective function:

\[ L(\beta)_{\text{reg}} = L(\beta) + \frac{\lambda}{2N} \sum_{\beta_i \in \omega} \beta_i^2, \]

where \( L(\beta) \) is the original objective function, and \( L(\beta)_{\text{reg}} \) is the objective function after adding the L2 regular term. \( \beta \) is the parameter set of the model, and \( N \) is the number of model parameters. It obtains the formula for solving the derivative of the objective function with respect to the model parameters:

\[ \frac{\partial L(\beta)_{\text{reg}}}{\partial \beta_i} = \frac{\partial L(\beta)}{\partial \beta_i} + \frac{\lambda}{N} \beta_i. \]

It can be seen from the above formula that after adding the L2 regular term, the value of \( \beta \) becomes smaller. This shows that adding L2 to the original objective function can effectively prevent overfitting. Because when overfitting, the parameters of the fitting function are usually very large. Because the fitting function is good for each data point (including those that are abnormal or noisy), the resulting fitting function generally fluctuates greatly. In a small interval, the function value changes drastically. That is to say, when the change interval of the independent variable is small, the change of the function value is large. Then the corresponding derivative value is required to be large. This requires the coefficient to be large enough to guarantee this.

3. Continuous Deep Learning System

Experiment of Tennis Players’ Health Information and Professional Input

The health information of tennis players mainly starts from two aspects: mental health and physical health. After a scientific and in-depth analysis of the needs of tennis players, it fully reflects the overall health and trends of the players’ psychological and physiological systems. This paper takes the health information detection of Chinese tennis players as the experimental object. It establishes a deep learning system for tennis players’ health information from the perspective of deep learning, as shown in Figure 10 is the system function diagram.

3.1. Applicability of Convolutional Neural Network Model Training. The mental health data for each athlete is fed into a convolutional neural network for computation. When the system searches for the health status of an athlete, it can accurately determine the mental and physical health status of the corresponding athlete. The system cross-classifies the different state characteristics of each athlete and organizes the athlete’s health information to better distinguish the characteristics of the health state.

It can be seen from Table 1 and Figure 11 that with the same weight coefficient, the orthogonal rotation begins to converge after 19 iterations. Among them, there are 11 factors with eigenvalues greater than 1, explaining 73.923%
of the total variance. After the data was retested, the orthogonal rotation began to converge after 12 iterations. The iteration head starts from above 14 to below 14, and the number of iterations is 6% faster. The convergence effect is more obvious during the whole training process. Achieving a good convergence effect and increasing the number of system iterations is conducive to improving the accuracy of the detection of psychological problems in remote mobilization.

Figure 9: Schematic diagram of the neural network structure before and after applying dropout. (a) Standard neural network. (b) Neural network after using dropout.

Figure 10: Functional diagram of the deep learning system for tennis players’ health information.

Table 1: KMO test for common psychological problems of athletes.

| Test                                      | Value         |
|-------------------------------------------|---------------|
| Kaiser–Meyer–Olkin with sufficient sampling | 0.763         |
| Bartlett’s sphericity test                | Approximate chi square 2481.734 |
|                                           | df            | 990         |
|                                           | Sig           | 0.000       |
When processing the mental health information of tennis players, the amount of data is too large, which can easily lead to low work efficiency. In this paper, the regularization method in the convolutional neural network is used to detect the mental problem data of athletes. In this experiment, the following methods of analyzing fitting indicators are selected to verify the factors affecting the mental health of athletes.

It conducts sub-questionnaires on the symptoms of tennis players’ mental health problems, as shown in Table 2. Among them, $\chi^2/df < 2$, GFI $> 0.90$, CFI $> 0.90$, and RMSEA $< 0.08$, and the results of the positive psychological feature vector of athletes meet the system requirements. This result confirms from the side that the deep learning system of tennis players’ health information based on the convolutional neural network structure is more reasonable in analyzing players’ mental health problems. This also meets the criteria for evaluating the mental health of athletes.

According to the statistical results, before the model was established, tennis players had higher tendency data on the three factors of depression, hostility, and positive intelligence, which are all above 10%. After using the mental health factor model, the proportion of these factors is less than 6%. It shows that the two-factor model can effectively relieve the mental health problems of athletes under monitoring.

### 3.2. Feasibility of the Two-Factor Model of Mental Health

Based on the two-factor model of psychosocial health, from the perspectives of reliability and validity, this paper explores the factors of mental problems and positive psychological characteristics of athletes. It pits 100 tennis players against subjects. Figure 12 is the data map of common psychological problems and psychological characteristics of athletes before and after the establishment of the model.

#### 3.2.1. Reliability Test

Reliability test refers to the test based on the reliability of the questionnaire. It is a method that uses the same experimental method to repeatedly test the results obtained on the same object to see the degree of consistency of the results. It mainly includes two parts: Cronbach’s alpha coefficient and test-retest data. A simple reliability test were performed on 80 tennis players randomly selected in the system. After 15 days, it reassessed athletes’ psychological problems and came up with a new sub-questionnaire for symptoms of mental health problems, whose results are shown in Table 3. In the process of reliability test, the subquestionnaire and the test of each factor are in line with the requirements of psychometrics.

#### 3.2.2. Validity Test

Validity testing refers to seeing whether it is effective to detect real things. It reflects the degree of examination content. The higher the content reflects, the higher the validity. Otherwise, it is lower. Validity tests are mainly divided into three categories: content validity, criterion validity, and construct validity. The positive psychological characteristics of athletes are one of the important indicators...
to evaluate the mental health of athletes. According to the
validity test, 200 tennis players were selected from the system
to carry out a questionnaire on positive psychological char-
acteristics. The results show that the positive mental health factors of athletes are positively
correlated with the happiness index, and the psychological
components of positive health reflect the positive mental
characteristics of athletes. It shows that in the system test, the
validity test of athletes is good.

According to Table 5, there is a moderate degree of
correlation between each factor, which is lower than the
correlation with the sub-questionnaire in which it is located.
This shows that adding the two-factor model of mental
health can make the validity test have better convergent and
discriminant validity, and the factors affecting the mental
health of tennis players can be detected more clearly.

From the above results, it can be seen that the indicators
in the system are good and can reach the standard of
psychological measurement. Therefore, the two-factor
model of mental health has good applicability in this system.

3.3. Application of the Convolutional Neural Network in an
Athlete Physiological Health Evaluation Model. The contin-
uous deep learning research on the health information of tennis
players is inseparable from various physical health checks, which
can more comprehensively reflect the health information of the
players. Combined with the deep learning calculation method,
the classification standard of the health evaluation index of
tennis players is obtained, as shown in Table 6.

According to the recurrent neural network in the con-
volutive neural network, it assigns a weight to the parameters
of each inspection. It derives the result according to the al-
gorithm and finally adds up the weighted scores. This completes
the operation of the first-level indicator. It then obtains the
health score of the secondary indicator according to the health
score of the primary indicator, and then accumulates each
weight. This gets the health of the primary indicator. Table 7 is a
description of the algorithm for the total score of the athlete’s
health. Without any restrictions, it takes the physiological health
check data as individual nonlinear nodes. Convolutional neural
networks can perform finite-dimensional fully connected
computations. The computing power of the convolutional
neural network satisfies this total score algorithm.

This algorithm is often used in speech recognition. Some
experts have found through experiments that when this
method is applied to the tennis players’ health information
detection system, the weight distribution of each indicator is
scientific and reasonable for the athlete’s health evaluation
and the construction of a reasonable health information
system. The outside world responded 5% faster to the
physical fitness of tennis players. This adds technical support
for timely understanding of tennis players’ physical health
information and prevents players from making mistakes on
the court due to physical reasons.

4. Discussion

This paper starts from the perspective of convolutional
neural networks at the deep learning level and a two-factor
model of mental health. It explores the applicability of convolutional neural network model training in the deep learning system of tennis players’ health information, the feasibility of the two-factor model of mental health in detecting athletes’ mental health problems, the application of convolutional neural networks in athletes’ physical health evaluation models, etc. The experimental results show that the deep learning system can more comprehensively and quickly reflect the physical and mental health information of athletes. It is concluded that it is reasonable and scientific to construct deep learning tennis player health information and a professional input system.

5. Conclusions

This paper describes the design and implementation of the algorithm for the two-factor model of mental health and the convolutional neural network. It verifies the advantages of convolutional neural networks in the calculation and arrangement of athletes’ health information through experiments. It incorporates a two-factor model to gain further insight into the athlete’s health information and inputs. This can effectively improve athletes’ competitive skills and avoid unnecessary mistakes on the field. Therefore, deep learning is scientific and reasonable in the tennis players’ health information input system. Although the applicability of deep learning is proved, the experimental data is not detailed enough, which leads to many problems in the experimental process, and it is expected that there will be better solutions in the future.
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