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Abstract—The global environment is presently facing a key issue of air pollution. The four air pollutants which are becoming a concerning intimidation to human health are respirable particulate matter, nitrogen oxide, particle matter, and sulfur dioxide. A vast amount of air quality data is collected in different monitoring stations throughout the world. The collected data can be analyzed to forecast the air quality index (AQI) of future. This paper proposes machine learning algorithms such as random forest, support vector machine, self adaptive resource allocation to predict the future AQI. Tamil Nadu Pollution Control Board (TNPCN) deployed air pollution monitoring station in five regions. Air pollutant of PM10, PM2.5, SO2 and NO2 are monitored and AQI is calculated. The data collected from January 2019 to November 2019 by TNPCN and also AQI of previous five years were used. This system attempts to predict the level of pollutant PM, SO2, NO2 in the air to detect the AQI.
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I. INTRODUCTION

Air pollution is a significant cause for a number of environmental and health problems. Severe effects of air pollution on health and environmental degradation has been monitored and analyzed through out the world. As per the guidelines and definitions stipulated by Environment Protection Agency (EPA) Particle matter (PM), sulfur dioxide (SO2), nitrogen oxides (Nox), carbon monoxide (CO), ozone (O3) and lead (Pb) are the primary pollutants which causing air pollution. The concentrations of air pollutants and its extent differs across the locations and it depends upon the types of industrial, transportation, and other activities at that locations and this air pollution leads to various types of health related hazards. Air Quality Index (AQI) which converts all air pollutants concentrations to a single number and it is easy to understand. Based on this AQI, an area can be categories as good, satisfactory, moderately polluted, poor, very poor, and severe [1]. AQI has been developed and used in many countries to analyze and visualize the air pollutant concentration and take necessary actions to reduce the air pollution [2].

More air quality monitoring stations were established across the world and which collects the data continuously or periodically. There are different types of air quality monitoring stations are there. There are fixed and mobile monitoring stations. Mobile monitoring stations are moves to different locations and collect the air quality data for a period of time. Where as fixed will collect the data for a particular location either continuously or periodically [2].

The air quality monitoring stations collects various pollutant concentrations and based on this AQI is calculated and the area is classified as good, satisfactory, moderately polluted, poor, very poor, or severe. Many researchers applied machine learning techniques to predict the AQI of future based on the past data [3].

II. LITERATURE SURVEY

Adaptive deep learning method is used for forecasting air quality upto 48 hours. In this the author has taken from two sources of Taiwan and Beijing environmental monitoring system. Data collected from 76 locations of Taiwan from January 2014 to September 2017 and in Beging from May 2014 to April 2015 were used for prediction [3].

Tamil Nadu Pollution Control Board (TNPCN) collects and monitors air quality in 28 locations at Tamilnadu. PM10, SO2 and NO2 level were analyzed and categorized the AQI for the year 2015 [4].

Four machine learning algorithms namely back propagation neural network, support vector machine, Gaussian process and M5P were used to predict the air quality based on CO2, total voltage organic compounds (TVOC), formaldehyde (HCHO) [5].

The author employed a hybrid algorithm to forecast the AQI, which is composed of entropy, secondary decomposition, least square support vector machine, long short term memory. The different pollutant factors namely PM2.5, PM10, SO2, Co, NO2, and O3 are considered. The experiment was conducted using the data set collected from China. The performance of the method was evaluated using metrics root mean square (RMSE), mean absolute error (MAE), MAPE and R2 [6].

An IOT based model has been developed to collect and monitor the air quality in the specific location. Different sensors are used to collect the parameters like pH, TDS, temperature, turbidity, NH3, NOx, Alcohol, Benzene, Smoke, CO2 etc and through wi-fi module it is transmitted to cloud. ThingSpeak cloud storage is used to store the data and data is analyzed and visualized. If AQI exceed the threshold value an alarm is generated and also notification has sent to the authority [7]. Self Adaptive Neural Network Classifier (SRAN) is used to classify the abnormalities in breast cancer [8]. Hike B3 industrial monitor to monitor the PM2.5 pollutant in the air and random forest algorithm has...
implemented to predict the air quality [9]. Table -1 gives the AQI values and the corresponding categories and the ranges for different concentration of pollutants defined [1].

| AQI Category (Range) | PM$_{10}$ (24hr) | PM$_{2.5}$ (24hr) | NO$_2$ (24hr) | SO$_2$ (24hr) |
|----------------------|------------------|------------------|--------------|--------------|
| Good (0–50)          | 0–50             | 0–30             | 0–40         | 0–40         |
| Satisfactory (51–100)| 51–100           | 31–60            | 41–80        | 41–80        |
| Moderately polluted (101–200) | 101–250     | 61–90            | 81–180       | 81–380       |
| Poor (201–300)       | 251–350          | 91–120           | 181–280      | 381–800      |
| Very poor (301–400)  | 351–430          | 121–250          | 281–400      | 801–1600     |
| Severe (401–500)     | 430+             | 250+             | 400+         | 1600+        |

Table 1 Range for AQI category, Pollutants

III. MACHINE LEARNING APPROACHES

Machine learning algorithms are categorized into supervised learning, unsupervised learning and reinforced learning methods. Supervised learning is employed when the target classification label is known. There are a number of classification algorithm are available in the literature. In this work we explored the three algorithms namely random forest, SVM, SRAN by considering the merits and the applicability to this domain. The data set is divided into training and testing in the ratio of 70, 30 respectively and 10 fold cross validation has been implemented.

**Random Forest**

Random forest is a collection of individual decision tree that work as group. The decision tree is constructed incrementally based on splitting data set into smaller and smaller subsets. Finally a decision tree is constructed with decision node and leaf node. The top root node represents the predominant feature and the leaf node represent the less important features. The decision tree is used to classify the data based on the model which was constructed already. Each individual tree in the random forest gives a class prediction and the class with most frequency is recommended as the class prediction for random tree classifier [9]

**Support Vector Machine**

SVM can effectively perform non-linear classification on high dimensional feature sets. While building the model, different type of kernel functions namely radial basis function (RBF), linear and polynomial functions are used.

**Self-adaptive Resource Allocation Network (SRAN)**

SRAN is sequential learning algorithm and it creates the model by learning samples one by one. It identifies the duplicates and remove the duplicate sample from learning. So this reduces the learning time [8].

IV. DATA SET DESCRIPTION

The data set is collected form the website maintained by TNPCB [10]. Table 1 describes the list of stations available in Tamilnadu for monitoring air pollutant. In this website the AQI data is available from 2018 to 2019 for all the cities [10]. PM10, PM2.5, SO2 and NO2 is available for eight ambient air quality monitoring stations, namely Kathivakkam, Manali, Thiruvottiyur, Kilpauk, Thiyagaraya Nagar, Nungambakkam, Anna Nagar, Adyar in from January 2019 to November 2019.

| City            | Locations of Air Monitoring Stations                          |
|-----------------|----------------------------------------------------------------|
| Chennai         | Kathivakkam                                                                 |
|                 | Manali                                                                 |
|                 | Thiruvottiyur                                                       |
| Coimbatore      | DCO                                                                  |
|                 | Poonjarajapuram                                                      |
|                 | SIDCO                                                                |
| Thoothukudi     | Raja Agencies                                                       |
|                 | AVM Buildings                                                        |
|                 | Fisheries college                                                   |
| Madurai         | Femmer India Rd Building                                            |
|                 | Kannathur chathiram                                                 |
|                 | Highways project Buildings                                           |
| Salem           | Sowdaswan College Building                                          |

Table 2: Air Monitoring Stations in Tamilnadu

IV. RESULTS AND DISCUSSION

Fig. 1 describes the distribution of PM10 in Adyar from January 2019 to November 2019 and during this period PM10 is high in the month of February.

Fig. 2 illustrates the distribution of NO2 in Adayar from January 2019 to November 2019 and during this period NO2 is high in the month of June.
Fig. 2. NO2 for Adayar location for Nov 2019 - Jan 2019

Fig. 3 shows the distribution of PM2.5 in Adayar from January 2019 to November 2019 and during this period PM2.5 is high in the month of April.

Fig. 3. PM2.5 for Adayar location for Nov 2019 - Jan 2019

Fig. 3 shows the distribution of PM2.5 in Adayar from January 2019 to November 2019 and during this period PM2.5 is high in from May to August.

Fig. 4. SO2 for Adayar location for Nov 2019 - Jan 2019

Fig. 4 shows the AQI for SIDCO, Coimbatore station. from January 2019 to November 2019 and during this period PM2.5 is high in from May to August

Figure 4 AQI in SIDCO, Coimbatore

Fig. 5. Shows the classification accuracy of the different algorithm. The classification algorithms are evaluated by giving two different set of data. The random forest gives better results than SRAN and SVM. The random forest gives better when number of instances are high.

Fig. 5

V CONCLUSION

In this the AQI is predicted using different machine learning algorithms. By using this analytics, the system identifies the region where the air pollutant like NO2, SO2, PM10, PM2.5 are exceeds maximum threshold value defined [1]. The method identifies in which period the concentration of the pollutants is high in the air when compared to other months. Order of the day is Continuous monitoring of air pollution system, but TNPCN monitors the air quality periodically. Still more continuous air monitoring stations are required to reduce the air pollution.
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