End-to-end losses based on speaker basis vectors and all-speaker hard negative mining for speaker verification
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Abstract

In recent years, speaker verification has primarily performed using deep neural networks that are trained to output embeddings from input features such as spectrograms or Mel-filterbank energies. Studies that design various loss functions, including metric learning, have been widely explored. In this study, we propose two end-to-end loss functions for speaker verification using the concept of speaker bases, which are trainable parameters. One loss function is designed to further increase the interspeaker variation, and the other is designed to conduct the identical concept with hard negative mining. Each speaker basis is designed to represent the corresponding speaker in the process of training deep neural networks. In contrast to the conventional loss functions that can consider only a limited number of speakers included in a mini-batch, the proposed loss functions can consider all the speakers in the training set regardless of the mini-batch composition. In particular, the proposed loss functions enable hard negative mining and calculations of between-speaker variations with consideration of all speakers. Through experiments on VoxCeleb1 and VoxCeleb2 datasets, we confirmed that the proposed loss functions could supplement conventional softmax and center loss functions.

Index Terms: Speaker verification, end-to-end loss, metric learning, speaker embedding

1. Introduction

In recent years, several studies have reported superior results using deep neural networks (DNNs) for extracting speaker embeddings compared to conventional state-of-the-art i-vector-based speaker verification systems [2,3,8]. Therefore, several recent studies have mainly focused on designing loss functions to train DNNs to make them suitable for speaker verification. Wan et al. proposed a generalized end-to-end (GE2E) loss function based on centroids, which are the average embeddings for each speaker, to train DNNs with higher generalization performance [5]. Li et al. applied a loss function based on angular softmax, which was proposed for face recognition [9], to create an angular margin between speakers in an embedding space [4].

The conventional studies on loss functions mentioned above do not address the following two problems. The first problem is that conventional loss functions only consider a limited number of speakers according to mini-batch composition. In the process of repeatedly training DNNs with mini-batches of a small size, the parameters of a network could be biased to only the speakers included in one mini-batch. The second problem is that excessive overhead occurs in performing hard negative mining, which is important in metric-learning-based loss functions [10]. Hard negative mining is known to have a significant impact on the performance of metric learning. However, it is usually performed at regular intervals because of practical issues. Ideally, hard negative mining should be conducted for each mini-batch. This is because hard negative samples will change as weight parameters are updated every mini-batch. Although GE2E has partially solved these problems, there is a limitation that only a few speakers can be considered by hard negative mining in GE2E.

In this paper, we propose loss functions based on speaker bases to handle these problems. The speaker bases refer to the column vectors of the weight matrix of the output layer. Key idea of this definition is that because the column vectors represent speakers in embedding (output of the last hidden layer) space, each column vector can be considered as a basis for that speaker. This concept can be considered rather a general approach because it can be applied to any DNN-based speaker embedding extraction system that comprises a fully-connected code layer. We expect that it would be possible to train all speakers simultaneously and perform hard negative mining in every mini-batch using the loss function based on the speaker bases.

2. Related works

In this section, we introduce various existing loss functions that can be used to train speaker verification systems. These loss functions are already successfully applied to speaker verification and the face recognition field.

2.1. Softmax-based loss function

The softmax-based loss function is widely used to train DNNs for identification purposes. Generally, when the softmax-based loss function is exploited for speaker verification, the output of the last hidden layer is used as the embedding of each utterance after training DNNs. The softmax loss function is calculated as:

$$L_S = -\sum_{i=1}^{M} \log \frac{\exp(W^T_i e_i + b_i)}{\sum_{j=1}^{N} \exp(W^T_j e_i + b_j)} \tag{1}$$

where $e_i$ and $y_i$ denote the embedding (output of the last hidden layer) of the $i$th utterance and the corresponding speaker label, respectively, $M$ is the number of utterances, $N$ is the number of speakers in the training set, $W = [W_1, W_2, \ldots, W_N]$ and $b = [b_1, b_2, \ldots, b_N]$ are the weight matrix and the bias vector of the output layer, respectively, and $\exp(\cdot)$ is the exponential function.
2.2. Center loss function

The center loss function was proposed to reduce within-class variations to supplement the softmax-based loss function [11]. To reduce within-class variations, loss is calculated based on the mean squared error between the embeddings of each utterance and the center embedding of the corresponding speaker. This loss function was successfully applied in the field of face recognition, and high performance improvement was reported. The center loss function, defined in equation (2), is used in conjunction with the conventional softmax-based loss function in most cases.

\[
\mathcal{L}_C = \frac{\lambda}{2} \sum_{i=1}^{M} ||\mathbf{e}_i - \mathbf{c}_{y_i}||^2, \tag{2}
\]

where \(\mathbf{c}_i\) is the center embedding of the \(i^{th}\) speaker and \(\lambda\) is the weight factor of the center loss function. The center embedding of each speaker in the center loss function is not trained based on gradient descent, like other parameters of DNNs. Rather, it is trained by moving the center embedding by a scalar \(\alpha\) based on the delta center value calculated using the following formula:

\[
\Delta \mathbf{c}_{y_k} = \frac{\sum_{i=1}^{M} \delta(y_i = k) \cdot (\mathbf{e}_{y_k} - \mathbf{e}_i)}{1 + \sum_{i=1}^{M} \delta(y_i = k)}, \tag{3}
\]

where \(\delta(condition) = 1\) if the \(condition\) is satisfied; otherwise, \(\delta(condition) = 0\).

2.3. Additive margin loss function

The additive margin softmax (AMSoftmax) loss function was proposed to replace the inner product operation of the softmax-based loss function with the cosine similarity operation [9] and widen the margin between each class in an embedding space [12]. The AMSoftmax loss function is calculated based on the cosine similarity, \(\cos(\cdot, \cdot)\), so that the embedding between each speaker has an additional margin of \(m\), as follows:

\[
\mathcal{L}_{AMS} = - \sum_{i=1}^{M} \log \frac{\exp(s \cdot (\cos(W_{y_k}, \mathbf{e}_i) - m))}{\exp(s \cdot (\cos(W_{y_k}, \mathbf{e}_i) - m)) + R_i} \tag{4}
\]

\[
R_i = \sum_{j=1, j\neq y_k}^{N} \exp(s \cdot (\cos(W_{y_k}, \mathbf{e}_j))), \tag{5}
\]

where \(s\) is a scaling factor for stabilizing the training process of cosine similarity-based loss. This loss function is an improved version of the angular softmax function [9] and has been successfully applied to face recognition systems. However, no studies have been reported on speaker recognition to the best of our knowledge. We expect that the additive margin loss function would be effective for speaker verification following the successful application of the angular softmax function in speaker verification [4].

2.4. Generalized end-to-end loss function

The GE2E loss function, a recent one of the advanced versions of triplet loss, was proposed to reduce the distance between the embeddings of each utterance and the centroid embeddings of the corresponding speaker while increasing the distance from the centroid embeddings of other speakers [13]. The most significant characteristic of the GE2E loss function is that it does not calculate the distance between samples but calculates the distance between centroids by averaging the embeddings from the same speaker. Wan, Li et al. assumed that higher generalization performance could be achieved through a distance comparison with centroid embeddings [13]. For this purpose, the distance between the embedding of the \(j^{th}\) utterance of the \(j^{th}\) speaker and the centroid of the \(k^{th}\) speaker, \(S_{j,i,k}\), is calculated as follows:

\[
S_{j,i,k} = w_{\text{score}} \cdot \cos(\mathbf{e}_{j,i}, \mathbf{c}_k) + b_{\text{score}}, \tag{6}
\]

where \(w_{\text{score}}\) and \(b_{\text{score}}\) are the trainable parameters for scaling and shifting scores. It is important to note that the centroid \(\mathbf{c}_k\), in equation (6), is different from the center embedding, \(\mathbf{c}_i\), in equation (2). Centroid embedding is calculated utilizing the embeddings of each speaker as follows:

\[
\mathbf{c}_k = \frac{1}{M_k} \sum_{i=1}^{M_k} \mathbf{e}_{ki}, \tag{7}
\]

where \(M_k\) is the number of utterances of the \(k^{th}\) speaker. The GE2E loss function is calculated based on \(S_{j,i,k}\), as follows:

\[
\mathcal{L}_G = \sum_{j,i}^{J} \sigma (S_{j,i,j}) + \max_{1 \leq k \leq N_j} \sigma (S_{j,i,k}), \tag{8}
\]

where \(\sigma(\cdot)\) is the sigmoid function for stabilizing training. In the GE2E loss function, hard negative mining is performed by selecting the largest value among the scores of negative pairs. It is important to note that it is required to construct one mini-batch with a few utterances of speakers for calculating the loss defined by equation (6). This is because the centroid, \(\mathbf{c}_k\), in equation (6) is calculated from multiple utterances of each speaker. This requirement limits the mini-batch configuration, thereby considerably reducing the number of speakers in a mini-batch. For example, if one configures a mini-batch of size 100 and each mini-batch includes five utterances per speaker, only 20 speakers are included in a mini-batch. This may be too small, considering the number of whole speakers in the dataset for speaker recognition [14-15].

3. Proposed loss functions based on class bases

The core idea underlying in the proposed loss functions is that the weight matrix between the last hidden layer and output layer in softmax-based loss function can be interpreted as a set of bases where each basis vector represents a class, i.e. a speaker. For example, in speaker identification task, to calculate the softmax loss function for 1000 speakers from 128-dimensional embedding, a weight matrix of size [128, 1000] is required. This weight matrix can be interpreted as a set of 128-dimensional vectors, which represent each speaker. With this interpretation, these basis vectors were trained to replace each speaker’s centroid. Therefore, it is possible to train the system using the entire classes at every mini-batch regardless of its size.

We propose an additional loss function to maximize the between-class variation based on the proposed class basis interpretation as the following equation

\[
\mathcal{L}_{BC} = \sum_{i=1}^{N} \sum_{j=1, j\neq i}^{N} \cos(W_i, W_j), \tag{9}
\]

where \(N\) is the number of classes, and \(W_i\) is the basis of the \(i^{th}\) class. The conventional loss based on categorical cross entropy also can increase the between class variation. However, the conventional loss can consider only the limited number of classes depending on the size of the mini-batch. On the other hand, \(\mathcal{L}_{BC}\) can consider the entire classes simultaneously.
expect that the proposed loss function \( \mathcal{L}_{BC} \) is complementary to the conventional center loss function, which only considers within-class variations (see Table 2).

Hard negative mining, the method to select samples or pairs that are likely to be mistaken in the training set, is known as one of the important factors that determine the performance of metric learning \([16]\). This is because the hard negatives have a dominant influence on the decision boundaries of the classes. In conventional metric learning, hard negative mining is typically performed in a separate phase. However, it is difficult to increase the frequency of hard negative mining because of the overhead in the phase. The GE2E loss function deals with the issue such as GPU memory. In particular, if the mini-batch size is fixed at 100 and five utterances for each speaker were included, one mini-batch would contain only 20 speakers. This is an extremely limited number considering the number of all embeddings of each speaker after the training process. Note that these centroids are ideal and shown for comparison purpose only and calculating centroids at every mini-batch is impractical. This is because all utterances of a speaker should be considered for calculating one centroid. The figure shows that each speaker can be represented by a speaker basis.

Figure 2 shows the histogram of impostor scores, which are calculated as \( \cos(\hat{e}_i, \mathbf{e}_j) \), to confirm the effect of the proposed loss function, \( \mathcal{L}_{BC} \). We compared the difference between the baseline with (trained by \( \mathcal{L}_S + \mathcal{L}_C + \mathcal{L}_{BC} \)) and without (trained by \( \mathcal{L}_S + \mathcal{L}_C \)) applying the proposed loss function. The result demonstrates that the impostor scores of the training set are reduced by the proposed loss function and between-speaker variations are increased compared to the center loss function (baseline).

### 4. Experiments

We used VoxCeleb1 dataset which comprises 1,251 speakers with approximately 330 hours of utterances, following the guideline provided in \([14]\). The guideline assigns 1,211 speakers as the training set and 40 speakers as the evaluation set. We implemented the DNNs based on Keras with TensorFlow as the back-end \([18, 20]\). We used Kaldi for acoustic feature extraction \([21]\).

#### 4.1. Experimental configuration

64-dimensional Mel-filterbank energy features were extracted using a 25-ms hamming window with a 10-ms shift \([22]\). Mean normalization was applied over a 3-s sliding window. ResNet34 \([23, 24]\) was modified as shown in Table 1 and used for extracting 128-dimensional speaker embeddings. We used leaky rectified linear unit \([23]\) as the activation function. The Adam optimizer with a learning rate of 0.001 was utilized with a mini-batch size of 100. In our experiments, the performance with the loss function defined by the inner product was degraded by weight decay whereas the performance with the loss function defined by the cosine similarity was improved by weight decay. Table 2 demonstrates the hyper-parameters and the EER of baseline and proposed systems.

#### 4.2. Results and analysis

Results of the implementation in this study showed that the DNN trained using the center loss showed the lowest EER among other losses discussed in Section 2. The GE2E loss function, which is expected to have high performance, exhibited a relatively high EER. This result is interpreted as a phenomenon caused by a fixed mini-batch size owing to practical issues such as GPU memory. In particular, if the mini-batch size was fixed at 100 and five utterances for each speaker were included, one mini-batch would contain only 20 speakers. This is an extremely limited number considering the number of all
between-speaker variations were increased by the proposed loss approximately 9% relatively. This result indirectly shows that the proposed loss function could reduce the EER by 15% relatively. Based on these results, we found that it is possible to design an effective loss function for speaker verification with the proposed speaker bases.

### 4.3. Additional validation using VoxCeleb2

We conducted experiments using the VoxCeleb2 dataset to further verify the proposed loss functions. In this configuration, VoxCeleb2, with 6,112 speakers, is used as training set, and the entire VoxCeleb1, with 1,251 speakers, is used as test set. The DNNs trained by the proposed loss functions were evaluated using three different trials lists introduced in Table 3. The b-vector system was implemented for back-end scoring instead of cosine similarity. In this system, the b-vector is extracted from two embeddings using element-wise binary operations such as addition, subtraction, and multiplication. A 3072-dimensional (1024 × 3) b-vector is extracted from two 1024-dimensional embeddings. The b-vector system was first introduced for scoring the i-vectors. Then, it has been shown that the b-vector based system could be efficient classifier of embeddings from DNNs in speaker verification task [28]. In our experiments, the b-vector based system comprises three fully-connected layers, each with 512 nodes, and an output layer with two nodes.

### Table 2: Performances in terms of EER and hyper-parameters of various systems (L_S: softmax-based loss, L_C: center loss, L_AMS: additive margin softmax, L_G: generalized end-to-end loss, L_BC: proposed between-speaker variations loss, L_H: proposed hard negative mining loss).

| System                  | Loss                  | hyper-parameters               | EER (%) |
|-------------------------|-----------------------|--------------------------------|---------|
| i-vector PLDA reported in [14] | -                     | -                              | 8.8     |
| Metric learning reported in [14] | -                     | -                              | 7.8     |
| Softmax loss (our implementation) | L_S                   | λ = 0.001, α = 0.5              | 7.78    |
| Center loss (our implementation) | L_S + L_C             |                               | 6.55    |
| AM softmax (our implementation)   | L_AMS  | s = 5, m = 0.35, weight decay(0.0001) | 7.31    |
| GE2E (our implementation)        | L_G                   | 5 utterances for each speaker, weight decay(0.0001) | 10.65   |
| Proposed 1                  | L_S + L_C + L_BC     | λ = 0.001, α = 0.5              | 5.96    |
| Proposed 2                  | L_H + L_BC            | H = 100, weight decay(0.0001)   | 5.55    |

### Table 4: Performance comparison of the experiments using VoxCeleb2 (L_S: softmax-based loss, L_C: center loss, L_BC: proposed between-speaker variations loss, L_H: proposed hard negative mining loss, orgVox1: original test lists of VoxCeleb1, Vox1-E: extended test lists based on all speakers of VoxCeleb1, Vox1-H: extended and hard test lists based on all speakers of VoxCeleb1).

| Loss                        | orgVox1 | Vox1-E | Vox1-H |
|-----------------------------|---------|--------|--------|
| L_S + L_C                   | 2.99    | 3.01   | 5.19   |
| L_BC + L_H (H = 100)        | 2.75    | 2.71   | 4.53   |
| L_BC + L_H (H = 50)         | 2.66    | 2.43   | 4.08   |

The two nodes of the output layer indicate whether the two embedding inputs are from the same speaker or not, respectively. Table 4 shows the results of an additional validation. For the additional validation, we compared the performances of the system trained by L_S (the best performance among the conventional losses) and the proposed L_BC + L_H. Experimental results demonstrate that the proposed loss can replace the conventional loss while reducing the error by 21% relatively.

### 5. Conclusions

In this study, we proposed an interpretation of the weight matrix of the output layer as class bases. We applied the proposed end-to-end loss functions using this interpretation for speaker verification. The proposed loss function comprises L_BC for increasing between-speaker variations and L_H for hard negative mining. The biggest advantage of the proposed loss functions is that regardless of the composition of the mini-batch, all speakers can be considered simultaneously. The experimental results obtained for the VoxCeleb showed that the error in the proposed loss function was reduced by approximately 15% relatively compared with the error in the conventional loss functions. In addition, we found that the proposed loss function could replace the conventional loss functions.

In this paper, we intensively analyzed the performances depending on the various loss functions without modification of the DNN architecture. As a future work, we plan to apply the proposed loss functions to various DNN architectures including the x-vector system [8]. In addition, we also have a plan to apply the proposed interpretation regarding the class basis of the output layer into other domain tasks such as face recognition.
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