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ABSTRACT

Causal learning has long concerned itself with the recovery of underlying causal mechanisms. Such causal modelling enables better explanations of out-of-distribution data. Prior works on causal learning assume that the causal variables are given. However, in machine learning tasks, one often operates on low-level data like image pixels or high-dimensional vectors. In such settings, the entire Structural Causal Model (SCM) – structure, parameters, and high-level causal variables – is latent and needs to be learnt from low-level data. We treat this problem as Bayesian inference of the latent SCM, given low-level data. We present BIOLS, a tractable approximate inference method which performs joint inference over the causal variables, structure and parameters of the latent SCM from known interventions. Experiments are performed on synthetic datasets and a causal benchmark image dataset to demonstrate the efficacy of our approach. We also demonstrate the ability of BIOLS to generate images from unseen interventional distributions.

1 INTRODUCTION

The ability to learn causal variables and the dependencies between them is a crucial skill for intelligent systems, which can enable systems to make informed predictions and reasoned decisions, even in scenarios that diverge substantially from those encountered in the training distribution (Schölkopf et al., 2021; Goyal & Bengio, 2022). In the context of causal inference, a Structural Causal Model (SCM) (Pearl, 2009) with a structure $G$ and a set of mechanisms parameterized by $\Theta$, induces a joint distribution $p(Z_1, \ldots, Z_d)$ over a set of causal variables. However, the appeal of SCM-based modeling lies in its capacity to represent a family of joint distributions, each indexed by specific interventions. Models can then be trained on samples from a subset of these joint distributions and can generalize to completely unseen joint distributions as a result of new interventions.

Existing work on causal discovery aims to infer the structure and mechanisms of SCMs from observed causal variables. Learning such a causal model can then be useful for a wide-variety of downstream tasks like generalizing to out-of-distribution data (Scherrer et al., 2022; Ke et al., 2021), estimating the effect of interventions (Pearl, 2009; Schölkopf et al., 2021), disentangling underlying factors of variation (Bengio et al., 2012; Wang & Jordan, 2021), and transfer learning (Schoelkopf et al., 2012; Bengio et al., 2019).

In high-dimensional problems typically studied in machine learning, neither the causal variables nor the causal structure relating them are known. Instead, the causal variables, structure and mechanisms have to be learned from high-dimensional observations, such as images (see Fig. [3]). An application of interest is in the context of biology, where researchers are interested in understanding Gene Regulatory Networks (GRN). In such problems, the genes themselves are latent but can be intervened on, the results of which manifest as changes in the high-resolution images (Fay et al., 2023; Chandrasekaran et al., 2023). Here, the number of latent variables (genes) is known but the structure, mechanisms, and the image generating function remain to be uncovered. This serves as the motivation for our work. Particularly, we address the problem of inferring the latent SCM – including the causal variables $Z$, structure $G$ and parameters $\Theta$ – by learning a generative model of the observed high-dimensional data. Since these problems potentially have to be tackled in the low-data and/or non-identifiable regimes, we adopt a Bayesian formulation so as to model the epistemic
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Figure 2: Architecture of BIOLS, our generative model for Bayesian latent causal discovery. BIOLS samples a weighted adjacency matrix \((W)\) and covariance matrix \((\Sigma)\) from posterior distributions. The matrix \(\Sigma\) generates SCM noise variables \((\epsilon)\). Together, \((W, \epsilon)\) define a latent SCM, generating latent causal variables and low-level data. The model supports latent SCM mutation and sampling from any interventional distribution.

uncertainty over latent SCMs. Concretely, given a dataset of high-dimensional observations, our approach BIOLS uses variational inference to model the joint posterior over the causal variables, structure and parameters of the latent SCM. Our contributions are as follows:

- **We propose a general algorithm, BIOLS, for Bayesian causal discovery in the latent space of a generative model**, learning a joint distribution over causal variables, structure and parameters in linear Gaussian latent SCMs with known interventions. Figure 2 illustrates an overview of the proposed method.

- By learning the structure and parameters of a latent SCM, we implicitly induce a joint distribution over the causal variables. Sampling from this distribution is equivalent to ancestral sampling through the latent SCM. As such, we address a challenging, simultaneous optimization problem that is often encountered during causal discovery in latent space: one cannot find the right graph without the right causal variables, and vice versa [Brehmer et al., 2022].

- On synthetically generated datasets and a benchmark image dataset [Ke et al., 2021] called the chemistry environment, BIOLS consistently outperforms baselines and uncovers causal variables, structure, and parameters. We also demonstrate the ability of BIOLS to generate images from unseen interventional distributions.

2 RELATED WORK

Prior work can be classified into Bayesian [Koivisto & Sood, 2004; Heckerman et al., 2006; Friedman & Koller, 2013] or maximum likelihood [Brouillard et al., 2020; Wei et al., 2020; Ng et al., 2022] methods, that learn the structure and parameters of SCMs using either score-based [Kass & Raftery, 1995; Barron et al., 1998; Heckerman et al., 1995] or constraint-based [Cheng et al., 2002; Lehmann & Romano, 2005] approaches.

Causal discovery: Within the realm of causal discovery, a significant body of work has emerged, primarily operating under the assumption that causal variables are directly observable and not derived from low-level data. Key contributions in this category include methods such as PC [Spirtes et al., 2000], Gadget [Vinckka et al., 2020], DAGnocur [Yu et al., 2021], and Zhang et al. [2022]. Notably, Peters & Bühlmann [2014] provides a foundational insight by proving the identifiability of linear Gaussian Structural Causal Models (SCMs) with equal noise variances. In the pursuit of causal discovery, various research directions have been explored. Bengio et al. [2019] employ the speed of adaptation as a signal for learning causal directions, while Ke et al. [2019] focuses on
learning causal models from unknown interventions. Further extending this exploration, Scherrer et al. (2021); Tigas et al. (2022); Agrawal et al. (2019); Toth et al. (2022) resort to active learning and for causal discovery, focusing on performing targeted interventions to efficiently learn the structure. Ke et al. (2022) proposed CSIvA, an approach that uses transformers (Vaswani et al., 2017) to learn causal structure from synthetic datasets and then generalize to more complex, naturalistic graphs. Ke et al. (2023) is a follow-up work to apply this to the problem of learning the structure of gene-regulatory networks. More recently, there have also been a host of methods using Generative Flow Networks (Bengio et al., 2021a;b) for causal discovery (Deleu et al., 2022; Nishikawa-Toomey et al., 2023; Deleu et al., 2023). Table 1 in the appendix compares BIOLS with prior work in Bayesian causal discovery.

Zheng et al. (2018) introduce an acyclicity constraint that penalizes cyclic graphs, thereby restricting search close to the DAG space. Lachapelle et al. (2019) leverages this constraint to learn DAGs in nonlinear SCMs. Building upon this constraint, Lachapelle et al. (2019) leverage it to learn DAGs within nonlinear SCMs. Temporal aspects of causal relationships are also explored, with methods like Pamfil et al. (2020) and Lippe et al. (2022) specializing in structure learning from temporal data.

Causal representation learning: Brehmer et al. (2022) present identifiability theory for learning causal representations from data pairs \((x, \tilde{x})\) before and after intervention on a single node, assuming fixed noise generated by the SCM. Ahuja et al. (2022) studies identifiability in a similar setup with the use of sparse perturbations. Ahuja et al. (2023) discusses identifiability for causal representation learning when one has access to interventional data. Kocaoglu et al. (2018); Shen et al. (2022); Moraffah et al. (2020) introduce generative models that use an SCM-based prior in latent space. In Shen et al. (2022), the goal is to learn causally disentangled variables. Yang et al. (2021) learns a DAG but assumes complete access to the causal variables. Given image labels and bounding boxes, Lopez-Paz et al. (2017) establishes observable causal footprints in images by trying to learn the causal direction between pairs of variables. Table 2 in the appendix situates BIOLS amidst related work in causal representation learning and generative causal models. In Appendix [A], a more comprehensive exposition of prior works and their formulations is provided.

Structure learning with latent variables: Markham & Grosse-Wentrup (2020) introduce the concept of Measurement Dependence Inducing Latent Causal Models (MCM). The proposed algorithm seeks to identify a minimal-MCM that induces the dependencies between observed variables. Akin to VAEs, however, the method assumes the absence of causal links between latent variables. Kitva et al. (2021) delve into the conditions under which the number of latent variables and the underlying structure can be uniquely identified, specifically focusing on discrete latent variables, given the adjacency matrix between the hidden and measurement variables has linearly independent columns. Elidan et al. (2000) employs the concept of semi-cliques to detect the signature of hidden variables. Subsequently, they perform structure learning using the structural-EM algorithm (Friedman, 1998) for discrete random variables. Anandkumar et al. (2012) and Silva et al. (2006) tackle the identifiability of linear Bayesian Networks when certain variables are unobserved. However, it is important to note that the identifiability results in the former work are contingent upon specific structural constraints within the DAGs involved. Assuming non-Gaussian noise and that certain sets of latents have a lower bound on the number of pure measurement child variables, Xie et al. (2020) proposes the GIN condition to identify the structure between latent confounders. The frameworks discussed in the preceding works involve SCMs with a mix of observed and unobserved variables, whereas our setup considers the entirety of the SCM as latent. Lastly, GraphVAE (He et al. 2019) learns a structure between latent variables but does not incorporate notions of causality.

3 Preliminaries

3.1 Structural Causal Models

A Structural Causal Model (SCM) is a framework that is primarily characterized by a set of equations that encapsulate how each endogenous variable, denoted as \(Z_i\), is affected by its causal parents \(Z^G_{pa(i)}\) and an associated exogenous noise variable \(\epsilon_i\). In this context, \(Z^G_{pa(i)}\) pertains to the collection of parent variables for \(Z_i\). If the causal parent assignment is assumed to be acyclic, then an SCM is associated with a Directed Acyclic Graph (DAG) \(\mathcal{G} = (V, E)\), where \(V\) corresponds to
the endogenous variables while the set $E$ encodes direct cause-effect relationships, signifying the underlying causal mechanisms.

The exact value $z_i$ assumed by a causal variable $Z_i$, is given by a local causal mechanism $f_i$, depending upon the values of its parent variables $z_{G \text{pa}(i)}$, a set of parameters $\Theta_i$, and the node-specific noise variable $\epsilon_i$. This relationship can be formally expressed through Equation (1). For the family of linear Gaussian additive noise SCMs, i.e. the setting that we focus on in this work, all $f_i$'s are linear functions, and $\Theta$ denotes the weighted adjacency matrix $W$, where each $W_{ji}$ is the edge weight of the connection $j \rightarrow i$. The linear Gaussian additive noise SCM thus reduces to equation (2).

$$ z_i = f_i(z_{G \text{pa}(i)}, \Theta_i, \epsilon_i) \quad (1) $$
$$ z_i = \sum_{j \in \text{pa}_G(i)} W_{ji} \cdot z_j + \epsilon_i \quad (2) $$

### 3.2 Causal Discovery

In prior research, the term "structure learning" typically denotes the process of learning a Directed Acyclic Graph (DAG) based on a specific optimization criterion, irrespective of whether causality is explicitly considered (e.g., as seen in GraphVAE [He et al. 2019]). On the other hand, "causal discovery" is a more specialized endeavor aimed at uncovering both the structure and, in some instances, the parameters of SCMs, firmly grounded in the framework of causality and interventions [Pearl 2009]. Causal discovery methods seek to estimate the tuple $(G, \Theta)$, where $G$ is the DAG representing the causal structure, and $\Theta$ captures the parameters of the causal mechanisms.

These approaches often rely on modular likelihood scores that operate on the causal variables like the BGe score [Geiger & Heckerman 1994; Kuipers et al. 2022] and the BDe score [Heckerman et al. 1995], to discern the right structure. Notably, these methods assume the availability of a dataset of observed causal variables. They typically aim to obtain a maximum likelihood estimate of either the structure alone or both the structure and parameters.

$$ G^* = \arg \max_G p(Z \mid G) \quad \text{or} \quad (G^*, \Theta^*) = \arg \max_{G, \Theta} p(Z \mid G, \Theta), \quad (3) $$

In the case of Bayesian causal discovery [Heckerman et al. 1997], variational inference is often employed to learn a joint posterior distribution $q_\phi(G, \Theta)$ that approximates the true posterior $p(G, \Theta \mid Z)$ by minimizing the KL divergence between them.

$$ \min D_{KL}(q_\phi(G, \Theta) || p(G, \Theta \mid Z)) \equiv \max_{q_\phi} \mathbb{E}_{q_\phi} \left[ \log p(Z \mid G, \Theta) - \log \frac{q_\phi(G, \Theta)}{p(G, \Theta)} \right], \quad (4) $$

Here, $p(G, \Theta)$ represents a prior distribution over the structure and parameters of the SCM, potentially encoding DAG-ness. Figure 1 illustrates the Bayesian Network (BN) used for inference in the context of causal discovery tasks.

### 3.3 Latent Causal Discovery

In more practical scenarios, the learner is often unable to directly observe causal variables, necessitating their discovery from raw, high-dimensional data. In such cases, the causal variables, along with the underlying structure and parameters, form part of a latent Structural Causal Model (SCM). The primary objective of causal representation learning models is to facilitate both inference of, and generation from, the true latent SCM.

A notable work in this domain comes from [Yang et al. 2021], that introduces a Causal Variational Autoencoder (Causal VAE). However, their approach operates within a supervised
framework where causal variables are labeled, with a specific emphasis on achieving disentanglement. In contrast, Koçaoğlu et al. (2018) present causal generative models trained using adversarial techniques assuming observable causal variables. Their work, grounded in the presence of a known causal structure as a prior, focuses on generating data from conditional and interventional distributions.

In both the realms of causal representation learning and causal generative models discussed above, the Ground Truth (GT) causal graph and parameters of the latent SCM are arbitrarily defined on real datasets, and the setting is primarily supervised. In contrast, our setting operates in an unsupervised manner, where the primary goal is the recovery of the latent SCM responsible for generating the high-dimensional observed data. We term this problem “latent causal discovery”. The BN for this setting is visually represented in Figure 5.

4 LEARNING LATENT SCMS FROM LOW-LEVEL DATA

4.1 PROBLEM SETUP

We are presented with a dataset \( D = \{x^{(1)}, ..., x^{(N)}\} \), where each \( x^{(i)} \) represents high-dimensional observed data. For simplicity, we assume that \( x^{(i)} \) is a vector in \( \mathbb{R}^D \), but this setup can be extended to accommodate other types of inputs as well. Within this dataset, we posit the existence of latent causal variables \( Z = \{z^{(i)} \in \mathbb{R}^d \}_{i=1}^N \), where \( d \leq D \), which underlie and explain the observed data \( D \). These latent variables belong to a Ground Truth (GT) SCM, denoted by its structure \( G_{GT} \) and parameters \( \Theta_{GT} \). We wish to invert the data generation process \( g : (G_{GT}, \Theta_{GT}) \rightarrow Z \rightarrow D \). In the setting, we also have access to the intervention targets \( I = \{I^{(i)}\}_{i=1}^N \) where each \( I^{(i)} \in \{0, 1\}^d \). The \( j \)th dimension of \( I^{(i)} \) takes a value of 1 if node \( j \) was intervened on in row entry \( i \), and 0 otherwise. To formalize the setup, we consider \( X, Z, G, \) and \( \Theta \) to represent the random variables over low-level data, latent causal variables, the SCM structure, and SCM parameters, respectively.

4.2 BIOLS: BAYESIAN INFERENCE OVER LATENT SCMS

Here, we aim to estimate the joint posterior distribution \( p(Z, G, \Theta \mid D) \) over the entire latent SCM. Computing the true posterior analytically requires calculating the marginal likelihood \( p(D) \) which gets quickly intractable due to summation over the number of possible DAGs which grows exponentially with respect to the number of nodes. Thus, we resort to variational inference (Blei et al., 2017) that provides a tractable way to learn an approximate posterior \( q_\phi(Z, G, \Theta) \) with variational parameters \( \psi \), close to the true posterior \( p(Z, G, \Theta \mid D) \) by maximizing the Evidence Lower Bound (ELBO),

\[
\mathcal{L}(\psi, \phi) = \mathbb{E}_{q_\phi(Z, G, \Theta)} \left[ \log p_\psi(D \mid Z, G, \Theta) - \log \frac{q_\phi(Z, G, \Theta)}{p(Z, G, \Theta)} \right], \tag{5}
\]

where \( p(Z, G, \Theta) \) is the prior distribution over the SCM, \( p_\psi(D \mid Z, G, \Theta) \) is the likelihood model with parameters \( \psi \), mapping the latent causal variables to the observed high-dimensional data. An approach to learn this posterior could be to factorize it as

\[
q_\phi(Z, G, \Theta) = q_\phi(Z) \cdot q_\phi(G, \Theta \mid Z) \tag{6}
\]

Given a procedure to estimate \( q_\phi(Z) \), the conditional \( q_\phi(G, \Theta \mid Z) \) can be obtained using existing Bayesian structure learning methods (Cundy et al., 2021; Deleu et al., 2023). A high-level description is provided in section 3.2. Otherwise, one has to perform a hard simultaneous optimization which would require alternating optimizations on \( Z \) and on \( (G, \Theta) \) given an estimate of \( Z \). Difficulty of such an alternate optimization is highlighted in Brehmer et al. (2022).

Alternate factorization of the posterior: Rather than decomposing the joint distribution as in equation 6, we propose to only introduce a variational distribution \( q_\phi(G, \Theta) \) over structures and parameters, so that the approximation is given by \( q_\phi(Z, G, \Theta) \approx p(Z \mid G, \Theta) \cdot q_\phi(G, \Theta) \). The advantage of this factorization is that the true distribution \( p(Z \mid G, \Theta) \) over \( Z \) is completely determined from the SCM given \( (G, \Theta) \) and exogenous noise variables (assumed to be Gaussian). This conveniently
avoids the hard simultaneous optimization problem mentioned above since optimizing for \(q_\phi(Z)\) is avoided. Hence, equation\(^5\) simplifies to:

\[
\mathcal{L}(\psi, \phi) = \mathbb{E}_{q_\phi(Z, G, \Theta)} \left[ \log p_\psi(D | Z) - \log \frac{q_\phi(G, \Theta)}{p(G, \Theta)} - \log \frac{p(Z | G, \Theta)}{p(Z | G, \Theta)} \right]^0
\]

(7)

where \(p_\psi(D | Z, G, \Theta) = p_\psi(D | Z) = \prod_{i=1}^N p_\psi(x^{(i)} | z^{(i)})\) according to the BN in figure \(^3\) and is taken to be a Gaussian observation model. Such a posterior can be used to obtain an SCM by sampling \(\hat{G}\) and \(\hat{\Theta}\) from the approximated posterior. As long as the samples \(\hat{G}\) are always acyclic, one can perform ancestral sampling through the SCM to obtain predictions of the causal variables \(\hat{z}^{(i)}\). For additive noise models like in equation \(^2\), these samples are already reparameterized and differentiable with respect to their parameters. The predictions of causal variables are then fed to the likelihood model to predict samples \(\hat{x}^{(i)}\) that reconstruct the observed data \(x^{(i)}\).

4.3 **Posterior parameterizations and priors**

For linear Gaussian latent SCMs, which is the focus of this work, learning a posterior over \((G, \Theta)\) is equivalent to learning \(q_\phi(W, \Sigma)\), where \(W\) refers to weighted adjacency matrices \(W\) and \(\Sigma\) refers to covariance of \(p(c)\), the distribution over noise variables of the SCM with 0 means. Supposing \(L\) to be the family of all adjacency matrices over a fixed node ordering, \(W\) and \(\Sigma\) parameterize the entire space of SCMs. Since \(q_\phi(G, \Theta) \equiv q_\phi(L, \Sigma)\), equation \(^7\) leads to the following ELBO which has to be maximized, and the overall method is summarized in algorithm \(^4\).

\[
\mathcal{L}(\psi, \phi) = \mathbb{E}_{q_\phi(L, \Sigma)} \left[ \mathbb{E}_{q_\phi(Z|L, \Sigma)} \left[ \log p_\psi(D | Z) \right] - \log \frac{q_\phi(L, \Sigma)}{p(L)p(\Sigma)} \right]
\]

(9)

**Distribution over \((L, \Sigma)\):** The posterior distribution \(q_\phi(L, \Sigma)\) has \(\frac{d(d+1)}{2}\) elements to be learnt, and is parameterized by a diagonal covariance normal distribution. For the prior \(p(L)\) over the edge weights, we promote sparse DAGs by using a horseshoe prior \(\text{Carvalho et al., 2009}\), similar to \(\text{Cundy et al., 2021}\). A Gaussian prior is defined over \(\log \Sigma\).

5 **Experimental Results**

In this section, we perform experiments to evaluate the learned posterior over the linear Gaussian latent SCM. We aim to highlight the performance of our proposed method on latent causal discovery. As proper evaluation in such a setting would require access to the GT causal graph that generated the high-dimensional observations, we test our method against baselines on synthetically generated vector data and also on a benchmark dataset called the chemistry environment \(\text{Ke et al., 2021}\) that causally generates images. Towards the end of the section, we evaluate the ability of our model to generate images from unseen interventional distributions.

**Baselines:** Since this is one of the early works to propose a working algorithm for this problem, we are not aware of baseline methods that solve this task. However, we compare our approach against 4 baselines – **VAE, GraphVAE, ILCM** and **ILCM-GT**. While VAE has a marginal independence assumption between latent variables, GraphVAE \(\text{He et al., 2019}\) learns a DAG structure over latent variables. The final two baselines are ILCM (as introduced in \(\text{Brehmer et al., 2022}\)) and ILCM-GT, a variant of ILCM that directly uses the ground truth interventions instead of having to infer them. We include ILCM-GT to promote a fair comparison with BIOLS, since BIOLS does not infer interventions. It is to be noted that both VAE and GraphVAE are not designed to handle learning from interventional data. Additionally, while ILCM requires interventional data to train, the method also requires paired data inputs before and after an intervention with fixed noise over the unintervened nodes. For all baselines, we evaluate the quality of structure proposed by the learned model.

\(^4\text{The details for the ancestral sampling step can be found in appendix B}\)
Algorithm 1 Bayesian latent causal discovery to learn $\mathcal{G}, \Theta, \mathcal{Z}$ from high dimensional data

Require: $\mathcal{D}, \mathcal{I}$
Ensure: Approximate posterior distribution over $\mathcal{G}, \Theta, \mathcal{Z}$

1: Initialize $q_\phi(L, \Sigma), p_\psi(\mathcal{X} | \mathcal{Z})$, and set learning rate $\alpha$
2: for num_epochs do
3:     $(\hat{L}, \hat{\Sigma}) \sim q_\phi(L, \Sigma)$
4:     $\hat{W} \leftarrow \hat{L}$
5:     for $i \leftarrow 1$ to $N$ do
6:         $\mathcal{C}^{(i)} \leftarrow \text{argwhere}(\mathcal{I}^{(i)} = 1)$
7:         $\hat{W} = \text{copy}(\hat{W})$
8:         $\hat{W}[i, \mathcal{C}^{(i)}] \leftarrow 0$  // Mutated weighted adjacency matrix according to $\mathcal{I}^{(i)}$
9:         $\hat{W}_{\mathcal{I}(i)} \leftarrow \hat{W}$
10:        $\hat{z}^{(i)} \leftarrow \text{AncestralSample}(\hat{W}_{\mathcal{I}(i)}, \hat{\Sigma})$
11: end for
12:     $\mathcal{Z} \leftarrow \{\hat{z}^{(i)}\}_{i=1}^N$
13:     $\mathcal{D} \sim p_\psi(\mathcal{X} | \mathcal{Z} = \hat{Z})$
14:     $\psi \leftarrow \psi + \alpha \cdot \nabla_\psi(\mathcal{L}(\psi, \phi))$  // Update network parameters
15:     $\phi \leftarrow \phi + \alpha \cdot \nabla_\phi(\mathcal{L}(\psi, \phi))$
16: end for
17: return binary($\hat{W}$), $(\hat{W}, \hat{\Sigma}), \hat{Z}$

Evaluation metrics: We use two metrics commonly used in the literature – the expected Structural Hamming Distance (E-SHD, lower is better) obtains the SHD (number of edge flips, removals, or additions) between the predicted and GT graph and then takes an expectation over SHDs of posterior DAG samples, and the Area Under the Receiver Operating Characteristic curve (AUROC, higher is better) where a score of 0.5 corresponds to a random DAG baseline. All our implementations are in JAX [Bradbury et al., 2018] and results are presented over 5 random DAGs.

Generating the SCM: Following many works in the literature, we sample random Erdős–Rényi (ER) DAGs [Erdos et al., 1960] with degrees in $\{1, 2\}$ to generate the DAG. For every edge in this DAG, we sample the magnitude of edge weights uniformly as $|L| \sim \mathcal{U}(0.5, 2.0)$. Each of the $d$ SCM noise variables is sampled as $\epsilon_i \sim \mathcal{N}(0, \sigma_{i}^2)$, where $\sigma_i \sim \mathcal{U}(1, e^2)$.

Generating the causal variables and intervention targets: We sample 20 random intervention sets where each set is a boolean vector denoting the intervention targets. An example of an intervention set for a 5-node DAG would be $[1, 0, 0, 1, 0]$. For each of these intervention sets, we generate 100 pairs of causal variables $(z_i, \hat{z}_i)$ via ancestral sampling, where the intervention value is sampled from $\mathcal{N}(0, 2^2)$ with intervention noise added from $\mathcal{N}(0, 0.1^2)$. All interventions are taken to be hard and perfect. For nodes that were not intervened on, the same exogenous noise used to generate $z_i$ is used as in [Brehmer et al., 2022]. We now present 4 experimental setups to evaluate BIOLS where each experiment differs on how the generated causal variables are projected to $\mathcal{X}$.

\textit{SO(n) projection:} A random $SO(n)$ transformation is made on the generated causal variables to obtain pairs $(x, \hat{x})$, as done in [Brehmer et al., 2022].

\textit{Linear projection:} A random projection matrix of shape $\mathbb{R}^{d \times D}$ is initialized with each entry of the matrix sampled from $\mathcal{U}(-5, 5)$. Following the linear projection, noise is sampled from $\mathcal{N}(0, 0.1^2 \cdot \mathbf{I}_D)$, where $\mathbf{I}_D$ is the identity matrix of size $D$. In our experiments, we set $D$ to be 100.

\textit{Nonlinear projection:} In more realistic scenarios, the ground truth generating function from $\mathcal{Z} \rightarrow \mathcal{X}$ is not just noisy but is also nonlinear. To this end, we initialize a random 3-layer neural network with ReLU activations to perform the projection from $d$ to $D$ dimensions. In this setting, $D$ is again set to 100. Noise is added while generating these observations in the same manner as in the previous projections.
Chemistry environment: For this setting, intervention values are sampled from a standard Normal distribution instead. Once pairs of observational and interventional causal variables are generated, we use the chemistry environment to generate \((50, 50, 1)\) shaped images (Ke et al., 2021), wherein there are \(d\) blocks with their intensity proportional to the \(d\) causal variables. In order to maintain stochasticity in the ground truth image generation process, we add noise sampled from \(N(0, 0.05^2)\) to the normalized (from 0 to 1) pixels of the image and bring them back to the \(0 - 255\) range.

In Figure 5, we present a summary of the results obtained from our proposed approach, BIOLS, for the first two experimental settings involving SCMs with 5-node DAGs, specifically focusing on \(SO(n)\) and linear projection scenarios. Figure 6 further highlights the performance of BIOLS by showcasing the expected Structural Hamming Distance (SHD) and Area Under the Receiver Operating Characteristic (AUROC) for the learned models when the underlying generative function takes the form of an arbitrary nonlinear function.

We also perform experiments to evaluate latent causal discovery from image pixels and known interventions. The results are summarized in figure 7. It can be seen that BIOLS can recover the SCM significantly better than the baseline approaches on both metrics across all kinds of projections, including the challenging case of images. However, since running ILCM on image datasets was
not straightforward from the official implementation, we omit ILCM and ILCM-GT for the final experiment.
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Figure 7: Learning 5-node SCMs of different graph densities (ER-1 and ER-2) from 50 × 50 images in the chemistry benchmark dataset [Ke et al., 2021]. \( \mathbb{E} \)-SHD (\( ^\downarrow \)), AUROC (\( ^\uparrow \)). Ground truth structure and weighted adjacency matrix for the ER-1 case is presented in figures 16 and 17.

In figure 8 we also evaluate the ability of the model to sample images from unseen interventional distributions in the chemistry dataset by examining the generated images with GT interventional samples. We notice that where there is a faint-colored (or a missing) block in the first row, there is a corresponding light-colored block in the second row. The matching intensity of each block corresponds to matching causal variables, demonstrating model generalization. In summary, we note that BIOLS consistently outperforms baselines, while maintaining a low SHD between 0 – 1.

6 Conclusion

We presented a tractable approximate inference technique to perform Bayesian latent causal discovery that jointly infers the causal variables, structure and parameters of linear Gaussian latent SCMs under random, known interventions from low-level data. The learned causal model is also shown to exhibit generalization by sampling images from unseen interventional distribution. Our Bayesian formulation allows uncertainty quantification and mutual information estimation which is well-suited for extensions to active causal discovery. Extensions of the proposed method to learn nonlinear, non-Gaussian latent SCMs from unknown interventions would also open doors to general algorithms that can learn causal representations.

![Ground truth images sampled from 5 unseen interventional distributions.](image)

(a) Ground truth images sampled from 5 unseen interventional distributions.

![Sampling images from the learned causal model, conditional on these 5 unseen interventions.](image)

(b) Sampling images from the learned causal model, conditional on these 5 unseen interventions.

Figure 8: Samples of images from the ground truth and learned interventional distributions. Intensity of each block refers to the causal variable. One block is intervened in each column.
7 Reproducibility Statement

The code for all experiments, data generation, and the models used are all available at https://anonymous.4open.science/r/biols-3551.

REFERENCES

Raj Agrawal, Chandler Squires, Karren Yang, Karthikeyan Shanmugam, and Caroline Uhler. Abed-strategy: Budgeted experimental design for targeted causal structure discovery. In Kamalika Chaudhuri and Masashi Sugiyama (eds.), Proceedings of the Twenty-Second International Conference on Artificial Intelligence and Statistics, volume 89 of Proceedings of Machine Learning Research, pp. 3400–3409. PMLR, 16–18 Apr 2019. URL https://proceedings.mlr.press/v89/agrawal19b.html.

Kartik Ahuja, Jason S Hartford, and Yoshua Bengio. Weakly supervised representation learning with sparse perturbations. Advances in Neural Information Processing Systems, 35:15516–15528, 2022.

Kartik Ahuja, Divyat Mahajan, Yixin Wang, and Yoshua Bengio. Interventional causal representation learning. In International conference on machine learning, pp. 372–407. PMLR, 2023.

Animashree Anandkumar, Daniel Hsu, Adel Javanmard, and Sham M Kakade. Learning topic models and latent bayesian networks under expansion constraints. arXiv preprint arXiv:1209.5350, 2012.

Yashas Annadani, Jonas Rothfuss, Alexandre Lacoste, Nino Scherrer, Anirudh Goyal, Yoshua Bengio, and Stefan Bauer. Variational causal networks: Approximate bayesian inference over causal structures. arXiv preprint arXiv:2106.07635, 2021.

A. Barron, J. Rissanen, and Bin Yu. The minimum description length principle in coding and modeling. IEEE Transactions on Information Theory, 44(6):2743–2760, 1998. doi: 10.1109/18.720554.

Emmanuel Bengio, Moksh Jain, Maksym Korablyov, Doina Precup, and Yoshua Bengio. Flow Network based Generative Models for Non-Iterative Diverse Candidate Generation. Neural Information Processing Systems, 2021a.

Yoshua Bengio, Aaron Courville, and Pascal Vincent. Representation learning: A review and new perspectives, 2012. URL https://arxiv.org/abs/1206.5538.

Yoshua Bengio, Tristan Deleu, Nasim Rahaman, Rosemary Ke, Sébastien Lachapelle, Olexa Bilaniuk, Anirudh Goyal, and Christopher Pal. A meta-transfer objective for learning to disentangle causal mechanisms, 2019. URL https://arxiv.org/abs/1901.10912.

Yoshua Bengio, Salem Lahlu, Tristan Deleu, Edward J Hu, Mo Tiwari, and Emmanuel Bengio. GFlowNet Foundations. arXiv preprint, 2021b.

David M Blei, Alp Kucukelbir, and Jon D McAuliffe. Variational inference: A review for statisticians. Journal of the American statistical Association, 112(518):859–877, 2017.

James Bradbury, Roy Frostig, Peter Hawkins, Matthew James Johnson, Chris Leary, Dougal Maclaurin, George Necula, Adam Paszke, Jake VanderPlas, Skye Wanderman-Milne, et al. Jax: composable transformations of python+ numpy programs. Version 0.2, 5:14–24, 2018.

Johann Brehmer, Pim De Haan, Phillip Lippe, and Taco S Cohen. Weakly supervised causal representation learning. Advances in Neural Information Processing Systems, 35:38319–38331, 2022.

Philippe Brouillard, Sébastien Lachapelle, Alexandre Lacoste, Simon Lacoste-Julien, and Alexandre Drouin. Differentiable causal discovery from interventional data. Advances in Neural Information Processing Systems, 33:21865–21877, 2020.
Carlos M. Carvalho, Nicholas G. Polson, and James G. Scott. Handling sparsity via the horseshoe. In David van Dyk and Max Welling (eds.), Proceedings of the Twelfth International Conference on Artificial Intelligence and Statistics, volume 5 of Proceedings of Machine Learning Research, pp. 73–80, Hilton Clearwater Beach Resort, Clearwater Beach, Florida USA, 16–18 Apr 2009. PMLR. URL https://proceedings.mlr.press/v5/carvalho09a.html

Srinivas Niranj Chandrasekaran, Jeanelle Ackerman, Eric Alix, D. Michael Ando, John Arevalo, Melissa Bennion, Nicolas Boisseau, Adriana Borowa, Justin D. Boyd, Laurent Brino, Patrick J. Byrne, Hugo Ceulemans, Carolyn Ch’ng, Beth A. Cimini, Djork-Arne Clevert, Nicole Deffaux, John G Doench, Thierry Dorval, Regis Doyonnas, Vincenza Dragone, Ola Engkvist, Patrick W. Faloon, Briana Fritchman, Florian Fuchs, Sakshi Garg, Tamara J. Gilbert, David Glazer, David Gnutt, Amy Goodale, Jeremy Grignard, Judith Guenther, Yu Han, Zahra Hanifehlou, Santosh Hariharan, Desiree Hernandez, Shane R Herman, Gisela Hormel, Michael Huntley, Ilknur Icke, Makiyo Iida, Christina B. Jacob, Steffen Jaensch, Jawahar Khetan, Maria Kost-Alimova, Tomasz Krawiec, Daniel Kuhn, Charles-Hugues Lardeau, Amanda Lembke, Francis Lin, Kevin D. Little, Kenneth R. Lofstrom, Sofia Lotfi, David J. Logan, Yi Luo, Franck Madoux, Paula A. Marin Zapata, Brittany A. Marion, Glynn Martin, Nicola Jane McCarthy, Lewis Mervin, Lisa Miller, Haseeb Mohamed, Tiziana Monteverde, Elizabeth Mouchet, Barbara Nicke, Arnaud Ogier, Anne-Laure Ong, Marc Osterland, Magdalena Otrocka, Pieter J. Peeters, James Pilling, Stefan Prechtl, Chen Qian, Krzysztof Rataj, David E Root, Sylvie K. Sakata, Simon Serace, Hajime Shimizu, David Simon, Peter Sommer, Craig Spruiell, Iftat Sumia, Susanne E Swalley, Hiroki Terauchi, Amandine Thibaudeau, Amy Unruh, Jelle Van de Waeter, Michel Van Dyck, Carlo van Staden, Michal Warchol, Erin Weisbart, Amélie Weiss, Nicolas Wiest-Daessle, Guy Williams, Shan Yu, Bolek Zapiec, Marek Zyla, Shantanu Singh, and Anne E. Carpenter. Jump cell painting dataset: morphological impact of 136,000 chemical and genetic perturbations. bioRxiv, 2023. doi: 10.1101/2023.03.23.534023. URL https://www.biorxiv.org/content/early/2023/03/27/2023.03.23.534023

Jie Cheng, Russell Greiner, Jonathan Kelly, David Bell, and Weiru Liu. Learning bayesian networks from data: An information-theory based approach. Artificial Intelligence, 137(1):43–90, 2002. ISSN 0004-3702. doi: https://doi.org/10.1016/S0004-3702(02)00191-1. URL https://www.sciencedirect.com/science/article/pii/S0004370202001911

Chris Cundy, Aditya Grover, and Stefano Ermon. Bcd nets: Scalable variational approaches for bayesian causal discovery. In M. Ranzato, A. Beygelzimer, Y. Dauphin, P.S. Liang, and J. Wortman Vaughan (eds.), Advances in Neural Information Processing Systems, volume 34, pp. 7095–7110. Curran Associates, Inc., 2021. URL https://proceedings.neurips.cc/paper/2021/file/39799c18791e8d7eb29704fc5bc04ac8-Paper.pdf

Tristan Deleu, Ant’onio G’ois, Chris C. Emezue, Mansi Rankawat, Simon Lacoste-Julien, Stefan Bauer, and Yoshua Bengio. Bayesian structure learning with generative flow networks. In Conference on Uncertainty in Artificial Intelligence, 2022.

Tristan Deleu, Mizu Nishikawa-Toomey, Jithendraa Subramanian, Nikolay Malkin, Laurent Charlin, and Yoshua Bengio. Joint bayesian inference of graphical structure and parameters with a single generative flow network. Advances in Neural Information Processing Systems, 2023.

Gal Elidan, Noam Lotner, Nir Friedman, and Daphne Koller. Discovering hidden variables: A structure-based approach. In Proceedings of the 13th International Conference on Neural Information Processing Systems, NIPS’00, pp. 458–464, Cambridge, MA, USA, 2000. MIT Press.

Paul Erdos, Alfréd Rényi, et al. On the evolution of random graphs. Publ. Math. Inst. Hung. Acad. Sci., 5(1):17–60, 1960.

Marta M Fay, Oren Kraus, Mason Victors, Lakshmanan Arumugam, Kamal Vuggumudi, John Urbanik, Kyle Hansen, Safiye Celik, Nico Cernek, Ganesh Jagannathan, et al. Rxrx3: Phenomics map of biology. bioRxiv, pp. 2023–02, 2023.

Nir Friedman. The bayesian structural em algorithm. In Proceedings of the Fourteenth Conference on Uncertainty in Artificial Intelligence, UAI’98, pp. 129–138, San Francisco, CA, USA, 1998. Morgan Kaufmann Publishers Inc. ISBN 155860555X.
Under review as a conference paper at ICLR 2024

Nir Friedman and Daphne Koller. Being bayesian about network structure. *arXiv preprint arXiv:1301.3856*, 2013.

Dan Geiger and David Heckerman. Learning gaussian networks. In *UAI*, 1994.

Anirudh Goyal and Yoshua Bengio. Inductive biases for deep learning of higher-level cognition. *Proceedings of the Royal Society A*, 478(2266):20210068, 2022.

Jiawei He, Yu Gong, Joseph Marino, Greg Mori, and Andreas Lehrmann. Variational autoencoders with jointly optimized latent dependency structure. In *International Conference on Learning Representations*, 2019. URL [https://openreview.net/forum?id=SJgsCjCqt7](https://openreview.net/forum?id=SJgsCjCqt7)

David Heckerman, Dan Geiger, and David M Chickering. Learning bayesian networks: The combination of knowledge and statistical data. *Machine learning*, 20(3):197–243, 1995.

David Heckerman, Christopher Meek, and Gregory Cooper. A bayesian approach to causal discovery. Technical report, Technical report msr-tr-97-05, Microsoft Research, 1997.

David Heckerman, Christopher Meek, and Gregory Cooper. A bayesian approach to causal discovery. In *Innovations in Machine Learning*, pp. 1–28. Springer, 2006.

Robert E. Kass and Adrian E. Raftery. Bayes factors. *Journal of the American Statistical Association*, 90(430):773–795, 1995. ISSN 01621459. URL [http://www.jstor.org/stable/2291091](http://www.jstor.org/stable/2291091)

Nan Rosemary Ke, Olexa Bilaniuk, Anirudh Goyal, Stefan Bauer, Hugo Larochelle, Bernhard Schölkopf, Michael C Mozer, Chris Pal, and Yoshua Bengio. Learning neural causal models from unknown interventions. *arXiv preprint arXiv:1910.01075*, 2019.

Nan Rosemary Ke, Aniket Didolkar, Sarthak Mittal, Anirudh Goyal, Guillaume Lajoie, Stefan Bauer, Danilo Rezende, Yoshua Bengio, Michael Mozer, and Christopher Pal. Systematic evaluation of causal discovery in visual model based reinforcement learning. *arXiv preprint arXiv:2107.00848*, 2021.

Nan Rosemary Ke, Silvia Chiappa, Jane Wang, Jorg Bornschein, Theophane Weber, Anirudh Goyal, Matthew Botvinic, Michael Mozer, and Danilo Jimenez Rezende. Learning to induce causal structure. *arXiv preprint arXiv:2204.04875*, 2022.

Nan Rosemary Ke, Sara-Jane Dunn, Jorg Bornschein, Silvia Chiappa, Melanie Rey, Jean-Baptiste Lespiau, Albin Cassirer, Jane Wang, Theophane Weber, David Barrett, et al. Discogen: Learning to discover gene regulatory networks. *arXiv preprint arXiv:2304.05823*, 2023.

Bohdan Kivva, Goutham Rajendran, Pradeep Ravikumar, and Bryon Aragam. Learning latent causal graphs via mixture oracles. *Advances in Neural Information Processing Systems*, 34:18087–18101, 2021.

Murat Kocaoglu, Christopher Snyder, Alexandros G Dimakis, and Sriram Vishwanath. Causalgan: Learning causal implicit generative models with adversarial training. In *International Conference on Learning Representations*, 2018.

Mikko Koivisto and Kismat Sood. Exact bayesian structure discovery in bayesian networks. *The Journal of Machine Learning Research*, 5:549–573, 2004.

Jack Kuipers, Polina Suter, and Giusi Moffa. Efficient sampling and structure learning of bayesian networks. *Journal of Computational and Graphical Statistics*, pp. 1–12, 2022.

Sébastien Lachapelle, Philippe Brouillard, Tristan Deleu, and Simon Lacoste-Julien. Gradient-based neural dag learning. *arXiv preprint arXiv:1906.02226*, 2019.

E. L. Lehmann and Joseph P. Romano. *Testing statistical hypotheses*. Springer Texts in Statistics. Springer, New York, third edition, 2005. ISBN 0-387-98864-5.

Phillip Lippe, Sara Magliacone, Sindy Löwe, Yuki M Asano, Taco Cohen, and Stratis Gavves. Citris: Causal identifiability from temporal intervened sequences. In *International Conference on Machine Learning*, pp. 13557–13603. PMLR, 2022.
Ziwei Liu, Ping Luo, Xiaogang Wang, and Xiaoou Tang. Deep learning face attributes in the wild. In Proceedings of the IEEE international conference on computer vision, pp. 3730–3738, 2015.

David Lopez-Paz, Robert Nishihara, Soumith Chintala, Bernhard Scholkopf, and Léon Bottou. Discovering causal signals in images. In Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 6979–6987, 2017.

Lars Lorch, Jonas Rothfuss, Bernhard Schölkopf, and Andreas Krause. Dibs: Differentiable bayesian structure learning. In M. Ranzato, A. Beygelzimer, Y. Dauphin, P.S. Liang, and J. Wortman Vaughan (eds.), Advances in Neural Information Processing Systems, volume 34, pp. 24111–24123. Curran Associates, Inc., 2021. URL https://proceedings.neurips.cc/paper/2021/file/ca6ab34959489659f8c3776aa1f8efd-Paper.pdf

Alex Markham and Moritz Grosse-Wentrup. Measurement dependence inducing latent causal models. In Jonas Peters and David Sontag (eds.). Proceedings of the 36th Conference on Uncertainty in Artificial Intelligence (UAI), volume 124 of Proceedings of Machine Learning Research, pp. 590–599. PMLR, 03–06 Aug 2020. URL https://proceedings.mlr.press/v124/markham20a.html.

Raha Moraffah, Bahman Moraffah, Mansooreh Karami, Adrienne Raglin, and Huan Liu. Causal adversarial network for learning conditional and interventional distributions. arXiv preprint arXiv:2008.11376, 2020.

Ignavier Ng, Shengyu Zhu, Zhuangyan Fang, Haoyang Li, Zhitang Chen, and Jun Wang. Masked gradient-based causal structure learning. In Proceedings of the 2022 SIAM International Conference on Data Mining (SDM), pp. 424–432. SIAM, 2022.

Mizu Nishikawa-Toomey, Tristan Deleu, Jithendaraa Subramanian, Yoshua Bengio, and Laurent Charlin. Bayesian learning of Causal Structure and Mechanisms with GFlowNets and Variational Bayes. AAAI Workshop Graphs and More Complex Structures for Learning and Reasoning, 2023.

Roxana Pamfil, Nisara Sriwattanaworachai, Shaan Desai, Philip Pilgerstorfer, Konstantinos Georgatzis, Paul Beaumont, and Bryon Aragam. Dynotears: Structure learning from time-series data. In International Conference on Artificial Intelligence and Statistics, pp. 1595–1605. PMLR, 2020.

Judea Pearl. Causality. Cambridge University Press, 2 edition, 2009. doi: 10.1017/CBO9780511803161.

Jonas Peters and Peter Bühlmann. Identifiability of gaussian structural equation models with equal error variances. Biometrika, 101(1):219–228, 2014.

Nino Scherrer, Olea Bilaniuk, Yashas Annadani, Anirudh Goyal, Patrick Schwab, Bernhard Schölkopf, Michael C Mozer, Yoshua Bengio, Stefan Bauer, and Nan Rosemary Ke. Learning neural causal models with active interventions. arXiv preprint arXiv:2109.02429, 2021.

Nino Scherrer, Anirudh Goyal, Stefan Bauer, Yoshua Bengio, and Nan Rosemary Ke. On the generalization and adaption performance of causal models, 2022. URL https://arxiv.org/abs/2206.04620.

Bernhard Schoelkopf, Dominik Janzing, Jonas Peters, Eleni Sgouritsa, Kun Zhang, and Joris Mooij. On causal and anticausal learning, 2012. URL https://arxiv.org/abs/1206.6471.

Bernhard Schölkopf, Francesco Locatello, Stefan Bauer, Nan Rosemary Ke, Nal Kalchbrenner, Anirudh Goyal, and Yoshua Bengio. Towards causal representation learning, 2021. URL https://arxiv.org/abs/2102.11107.

Xinwei Shen, Furui Liu, Hanze Dong, Qing Lian, Zhitang Chen, and Tong Zhang. Weakly supervised disentangled generative causal representation learning. Journal of Machine Learning Research, 23(241):1–55, 2022. URL http://jmlr.org/papers/v23/21-0080.html

Ricardo Silva, Richard Scheine, Clark Glymour, and Peter Spirtes. Learning the structure of linear latent variable models. Journal of Machine Learning Research, 7(8):191–246, 2006. URL http://jmlr.org/papers/v7/silva06a.html.
A SITUATING BIOLS IN THE CONTEXT OF OTHER RELATED WORK

Table 1: Situating BIOLS in the context of related work in causal discovery.

|                     | Joint G & $\theta$ | Unsupervised $Z$ | Nonlinear SCM | Learn from low-level data |
|----------------------|---------------------|------------------|---------------|--------------------------|
| VCN [Annadani et al., 2021] | ✗                   | ✗                | ✗             | ✗                        |
| DiBS [Lorch et al., 2021]   | ✓                   | ✓                | ✓             | ✓                        |
| DAG-GFN [Deleu et al., 2022] | ✗                   | ✗                | ✗             | ✗                        |
| VBG [Nishikawa-Toomey et al., 2023] | ✓                   | ✓                | ❌             | ❌                        |
| JSP-GFN [Deleu et al., 2023] | ✓                   | ❌                | ✓             | ❌                        |
| BIOLS (Ours)           | ✓                   | ✓                | ❌             | ✓                        |
In the causal representation learning section of related works (Section 2), we primarily cite six relevant works (Brehmer et al., 2022; Kocaoglu et al., 2018; Yang et al., 2021; Shen et al., 2022; Moraffah et al., 2020; Lopez-Paz et al., 2017), with Brehmer et al. (2022) serving as the primary baseline due to its high relevance to our explored setting (i.e., ILCM and ILCM-GT in section 5). Below, we provide a detailed discussion on each of the referenced works.

Brehmer et al. (2022) proves identifiability of latent causal models from low-level data under assumptions of paired low-level data \((x, \tilde{x})\) under random and unknown single target interventions on every node in the causal graph. In the setting, the number of causal variables are known apriori. Furthermore, for every sample of paired data, the noise is assumed to be fixed under the latent SCM. This is more of a counterfactual setting than an interventional one. In order to perform a fair comparison with Implicit Latent Causal Models (ILCM, the practical method proposed in Brehmer et al. (2022)), we stick to this setting of fixed noise between \(x\) and \(\tilde{x}\). However, BIOLS is broader in its applicability – it can handle multi-target interventions, scales to larger number of nodes, does not require that the noise be fixed before and after an intervention.

Kocaoglu et al. (2018) proposes causal GANs to learn observational and interventional image distributions, specifically for face-image datasets such as the labeled CelebA dataset (Liu et al., 2015). Notably, this work necessitates a causal graph over binary image label (e.g., young, smile, bald, narrow eyes), as illustrated in figure 5 of Kocaoglu et al. (2018). The work also assumes access to these labels and that the causal graph is already given. CausalVAE (Yang et al., 2021) is in a closely related setup and requires supervision, though it is not specific to face-image datasets. In contrast, our work operates beyond face-image datasets, does not necessitate image labels, is unsupervised, and centers around SCMs with continuous variables.

DEAR (Shen et al., 2022) addresses the training a causal disentangled generative model under supervision. However, this is done under the assumption that one has access to causal latent variables, and that the super-graph of the adjacency matrix is known before DAG learning. In comparison, BIOLS does not assume access to causal variables, making the setting distinct.

Causal Adversarial Networks (CAN) (Moraffah et al., 2020) is primarily designed for conditional or interventional image generation. Conditioning and interventions are on binary image labels (see figure 5 in Moraffah et al. (2020), much akin to the setting of Kocaoglu et al. (2018). Notably, both CAN and CausalGAN concentrate on learning face-image distributions. However, the setting of CAN is not directly comparable to that of BIOLS. Adding CAN as a baseline is non-trivial and would introduce an apples-to-oranges comparison. BIOLS is distinct in its focus on SCMs with continuous variables and does not involve labels, unlike CAN.

In reference to Lopez-Paz et al. (2017), which explores causal inference in a bivariate setting, the study proposes training a binary classifier to identify plausible causal \((X \rightarrow Y)\) and anticausal \((X \leftarrow Y)\) relations with the aid of labels. However, it is crucial to note the distinctions between Lopez-Paz et al. (2017) and our work, BIOLS. The setup in Lopez-Paz et al. (2017) relies on images and assumes access to bounding boxes that highlight the presence of objects in the scene, and utilizes labels for the classification task. In contrast, BIOLS does not require bounding boxes or labels in its methodology. Furthermore, BIOLS can handle structure learning over multiple nodes, demonstrated in our experiments with up to 50 nodes (refer section F).

Table 2: Situating BIOLS in the context of related work in causal generative models and causal representation learning.

| Work            | Joint \(G \& \theta\) | Learns any DAG | Unsupervised \(Z\) | Scaling nodes | Cont. \(Z\) | No constraints on paired data | Multi-target interventions |
|-----------------|------------------------|----------------|---------------------|---------------|------------|-------------------------------|---------------------------|
| Kocaoglu et al., 2018 | \(\times\)            | \(\times\)     | \(\times\)          | \(\ast\)      | \(\times\) | \(\ast\)                      | \(\ast\)                  |
| Yang et al., 2021  | \(\ast\)               | \(\times\)     | \(\times\)          | \(\ast\)      | \(\times\) | \(\ast\)                      | \(\times\)                  |
| Shen et al., 2022  | \(\ast\)               | \(\times\)     | \(\ast\)            | \(\ast\)      | \(\ast\)   | \(\ast\)                      | \(\ast\)                  |
| Lopez-Paz et al., 2017 | \(\times\)            | \(\times\)     | \(\ast\)            | \(\times\)    | \(\times\) | \(\times\)                      | \(\times\)                  |
| Brehmer et al., 2022 | \(\ast\)               | \(\times\)     | \(\times\)          | \(8 - 10\)    | \(\times\) | \(\times\)                      | \(\times\)                  |
| BIOLS (Ours)      | \(\ast\)               | \(\times\)     | \(\times\)          | \(50+\)       | \(\times\) | \(\ast\)                      | \(\ast\)                  |
**B IMPLEMENTATION DETAILS**

SO\((n)\) projection: The construction of the projection matrix follows the methodology outlined in (Brehmer et al., 2022). However, for the sake of completeness, we provide a detailed description of the steps involved in obtaining this projection matrix. First, coefficients \(c_{ij}\) are drawn from a Normal distribution, \(c_{ij} \sim \mathcal{N}(0, 0.05^2)\), for every entry where \(j < i\) in the lower triangle of a \(\mathbb{R}^{d \times d}\) matrix. Subsequently, to ensure skew-symmetry, the upper triangular entries are populated with values such that \(c_{ji} = -c_{ij}\). Finally, the matrix exponentiation process is applied to yield the desired projection matrix. This method ensures the matrix conforms to the special orthogonal group, \(SO(n)\).

Nonlinear projection: A random 3-layer neural network with ReLU activations is initialized to execute the projection from \(d\) to \(D\) dimensions. While our reported experimental results focus on ReLU activations, it’s important to note that BIOLS is versatile and supports nonlinear projections involving alternative activation functions, such as leaky ReLU, GeLU, among others. The network sizes for the 3-layer MLP are specified in Table 3. In all our experiments, \(D\) is set to 100. For all our experiments, we use the AdaBelief (Zhuang et al., 2020) optimizer with \(\epsilon = 10^{-8}\) and a learning rate of \(0.0008\). Our experiments are fairly robust with respect to hyperparameters and we did not perform hyperparameter tuning for any of our experiments. Table 4 summarizes the network details for the generative model \(p_{\psi}(X | Z)\).

| Layer type | Layer output | Activation |
|------------|--------------|------------|
| Linear     | \(D\)        | GeLU       |
| Linear     | \(D\)        | GeLU       |
| Linear     | \(D\)        |            |

Table 3: Network architecture for the nonlinear projection

| Layer type | Layer output | Activation |
|------------|--------------|------------|
| Linear     | 16           | GeLU       |
| Linear     | 64           | GeLU       |
| Linear     | 64           | GeLU       |
| Linear     | 64           | GeLU       |
| Linear     | \(D\)        |            |

Table 4: Network architecture for the decoder \(p_{\psi}(X' | Z)\)

Ancestral sampling from \(q_\phi(L, \Sigma)\): In section 4.3, we had mentioned that the posterior \(q_\phi(L, \Sigma)\) is a \(K\)-variate Normal distribution with a diagonal covariance, where \(K = \frac{d(d+1)}{2}\). This corresponds to a distribution over the \(\frac{d(d-1)}{2}\) edges over the DAG (i.e, denoted by \(L\), the lower triangular elements) and \(d\) additional elements corresponding to exogenous noise variables \(\epsilon = [\epsilon_1, \ldots, \epsilon_d]^T\) of the latent SCM (denoted by \(\Sigma\)). Suppose that the parameters of the Gaussian \(q_\phi(L, \Sigma)\) is given by mean \(\mu_q\) and precision \(P_q\):

\[
\mu_q = (\mu_L, \mu_\Sigma) \quad \mu_L \in \mathbb{R}^{(K-d)} \quad \mu_\Sigma \in \mathbb{R}^d
\]

\[
P_q^{-1} = \begin{bmatrix} P_L^{-1} & 0 \\ 0 & P_\Sigma^{-1} \end{bmatrix} \quad P_L^{-1} \in \mathbb{R}^{(K-d) \times (K-d)} \quad P_\Sigma^{-1} \in \mathbb{R}^{d \times d}
\]

Consider \(S \sim q_\phi(L, \Sigma)\). The first \(K-d\) elements represent the weighted adjacency matrix \(\hat{W}\); for this, populate these \(K-d\) elements in the lower triangle of a zero matrix. The last \(d\) elements, \(S_{(K-d):K}\), are samples of the predicted exogenous noise variables \(\hat{\epsilon}\). Now, the SCM is defined by \(\hat{W}\) and \(\hat{\epsilon}\), and ancestral sampling is expressed as \(z_i := \hat{W}^T z + \hat{\epsilon}_i\), where the ordering of assignment
indexed by $i$ is according to the topological ordering induced by $\tilde{W}$. $z_i$ is the $i$th element of $z$, and $z$ is initialized to zeros. $\tilde{W}_{i,:}$ denotes the $i$th column vector of $\tilde{W}$.

C ABLATION ON GRAPH DENSITY

Figure 9: Effect of number of intervention sets on latent SCM recovery for linear (top row) and nonlinear (bottom row) generation function, $d = 20$ nodes. **SHD ↓**, **AUROC ↑**, **MSE$(L, \hat{L})$ ↓**

In this section, we perform ablations to study how graph density affects the quality of the SCM learned by BIOLS. Similar to other works in Bayesian structure learning, we notice that as the graph gets more dense, it gets harder to recover the SCM. Figure illustrates the performance of BIOLS across the 3 metrics on $ER-1$, $ER-2$, $ER-4$ graphs. These studies are on $d = 20$ node DAGs, projected to $D = 100$ dimensions. The model is trained on 120 intervention sets, with 100 samples per set to stay consistent with rest of the experiments. The top row in the figure corresponds to a linear projection between latent and observed variables. Similarly, the bottom row corresponds to the nonlinear projection.

Notably, we observe a trend wherein recovering edges becomes more challenging with denser graphs. This difficulty may arise from BIOLS needing to uncover a greater number of cause-effect relationships. This observation aligns with insights often noted in traditional causal discovery algorithms (e.g., Fig 5 and 12 in Scherrer et al. (2021)). It is important to note that the performance for denser graphs can be further improved by providing more interventional data (see section D), increasing the variance of the Gaussian intervention values (refer section E), or both.
D ABLATION ON NUMBER OF INTERVENTION SETS

In the data generation phase (section 5), it was observed that the interventional data is specified through two terms – number of intervention sets and number of interventional samples per set. Within this subsection, plots are presented to illustrate how the learning of the latent Structural Causal Model (SCM) is influenced for different numbers of nodes while the number of intervention sets is varied. The number of interventional samples per set remains constant and is fixed at 100, consistent with previous experiments. The impact of the number of intervention sets on the quality of the latent SCM recovered by BIOLS is depicted in Figure 10. This analysis pertains to a linear projection to $D = 100$ for SCMs with 30 and 50 nodes. Similarly, Figure 11 presents a comparable plot for a nonlinear projection function.

Figure 10: Effect of number of intervention sets on latent SCM recovery for a linear generation function, $d = 30, 50$ nodes. SHD ↓, AUROC ↑, $MSE(L, \hat{L})$ ↓.
E Ablation on range of intervention values

In many situations, interventions are useful, or even necessary, to learn about the causal structure. However, it is crucial to acknowledge that the performance of a causal discovery algorithm is also influenced by the range of values assigned to an intervened node. In general, one would anticipate the recovery of the SCM to be either comparable or improved when the intervention involves a broader range of values. To see why, consider a simple SCM: $A \rightarrow B$. Intervening on $A$ over a broad range of values, has a larger effect over values taken on by $B$.

Motivated by this example, we perform an ablation study to see if and how much the range of intervention values affect the performance of BIOLS. Figure 12 illustrates for a linear projection function, the performance of BIOLS for various number of intervention set where the intervention value is (i) deterministically set to 0 or (ii) sampled from a Normal distribution containing a larger range of values. Figure 13 illustrates a similar set of results but in the case of a nonlinear projection function. Similar to previous experiments, 100 interventional samples are collected for each intervention set.

We performed similar experiments where the intervention samples were drawn from $\mathcal{U}[-5, 5]$ and noticed similar results. That is, for the uniform intervention case, BIOLS performs significantly better compared to just using 0-valued interventions. However, for the sake of brevity, we do not provide these additional plots.
Figure 12: Effect of zero and stochastic (Gaussian) intervention values on latent SCM recovery, for a linear generation function, $d = 30, 50$ nodes. The X-axis refers to the number of intervention sets. $\text{SHD} \downarrow$, $\text{AUROC} \uparrow$, $\text{MSE}(L, \hat{L}) \downarrow$. 
Figure 13: Effect of zero and stochastic (Gaussian) intervention values on latent SCM recovery, for nonlinear generation function modeled by a 3 layer MLP, $d = 30, 50$ nodes. The X-axis refers to the number of intervention sets. $\text{SHD} \downarrow$, $\text{AUROC} \uparrow$, $\text{MSE}(L, \hat{L}) \downarrow$.

F SCALING THE NUMBER OF NODES

So far we have seen the performance of BIOLS in different settings such as learning graphs of varying densities (appendix C), learning from varying amounts of intervention data (appendix D), and learning from deterministic (zero-valued) interventions and stochastic interventions (appendix E). In this section, we study how BIOLS scales with the number of nodes in the SCM.

Figure 14: Scaling BIOLS across number of nodes for a linear data generation function, trained on 100 multi-target intervention sets with Gaussian intervention values.
Figure 14 plots the performance of BIOLS in a multi-target, Gaussian intervention setting. As usual, we use 100 interventional sets with 100 data points per intervention set, and evaluate across 5 seeds.

In figure 15, we summarize results for a similar experiment, where the projection function is nonlinear. The only difference in this experiment is that we use 400 interventional sets with 100 samples per set. We note that **BIOLS successfully scales to at least 50 nodes**.

![Figure 15: Scaling BIOLS across number of nodes for a nonlinear data generation function, trained on 400 multi-target intervention sets with Gaussian intervention values.](image)

### G Runtimes

Here, we note the runtimes for a subset of the previously presented experiments. We explore the program runtime along two axes: scaling with respect to nodes, and with respect to number of data points.

Table 5 provides the program runtime for scaling BIOLS, where \( n \) corresponds to pairs of (observational, interventional) data, and \( d \) denotes the number of nodes in the latent Structural Causal Model (SCM). All reported runtimes are based on 10,000 epochs of BIOLS across 5 seeds, with observed dimensions \( D \) set to 100 and utilizing a linear projection function. It is noteworthy that the runtimes are consistent across experiments involving nonlinear projections. This consistency arises from the maintenance of identical neural network sizes, with the only variation being the data generation procedure.

| \( n = 4000 \) | \( n = 6000 \) | \( n = 8000 \) | \( n = 10000 \) | \( n = 12000 \) |
|---|---|---|---|---|
| \( d = 15 \) | 12 | 15 | 17 | 20 | 23 |
| \( d = 20 \) | 20 | 24 | 26 | 29 | 35 |
| \( d = 25 \) | 28 | 32 | 36 | 40 | 45 |
| \( d = 30 \) | 40 | 47 | 50 | 55 | 60 |
| \( d = 40 \) | 72 | 90 | 100 | 105 |
| \( d = 50 \) | 105 | 116 | 127 | 142 | 166 |

**Table 5: Program runtimes: Scaling BIOLS across number of nodes and data points, with \( D = 100 \). All runs are reported on 10000 epochs of BIOLS across 5 seeds. All runtimes are reported in minutes.**

### H Additional Visualizations

...
Figure 16: Ground truth causal structures for the experiment on the chemistry dataset.

Figure 17: Ground truth weighted adjacency matrices for the experiment on the chemistry dataset.