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Abstract. The unfree gauge symmetry implies that gauge variation of the action functional vanishes provided for the gauge parameters are restricted by the differential equations. The unfree gauge symmetry is shown to lead to the global conserved quantities whose on shell values are defined by the asymptotics of the fields or data on the lower dimension surface, or even at the point of the space-time, rather than Cauchy hyper-surface. The most known example of such quantity is the cosmological constant of unimodular gravity. More examples are provided in the article for the higher spin gravity analogues of the cosmological constant. Any action enjoying the unfree gauge symmetry is demonstrated to admit the alternative form of gauge symmetry with the higher order derivatives of unrestricted gauge parameters. The higher order gauge symmetry is reducible in general, even if the unfree symmetry is not. The relationship is detailed between these two forms of gauge symmetry in the constrained Hamiltonian formalism. The local map is shown to exist from the unfree gauge algebra to the reducible higher order one, while the inverse map is non-local, in general. The Hamiltonian BFV-BRST formalism is studied for both forms of the gauge symmetry. These two Hamiltonian formalisms are shown connected by canonical transformation involving the ghosts. The generating function is local for the transformation, though the transformation as such is not local, in general. Hence, these two local BRST complexes are not quasi-isomorphic in the sense that their local BRST-cohomology groups can be different. This difference in particular concerns the global conserved quantities. From the standpoint of the BRST complex for unfree gauge symmetry, these quantities are BRST-exact, while for the alternative complex, these quantities are the non-trivial co-cycles.

1. Introduction

Gauge symmetry transformations are defined by the gauge parameters being functions of the space-time point $x$. It is assumed that the gauge variation of the fields can change the action functional at most by the surface terms. Unfree gauge variation implies that the gauge parameters are not arbitrary functions of $x$, but are solutions to a system of partial differential equations (PDE). The most known example of the unfree gauge symmetry is the volume-preserving diffeomorphism of the unimodular gravity (for review and further references, see [1], [2]). This gauge
transformation is parameterized by the vector field $\epsilon^\mu(x)$ which is constrained by the transversality equation $\nabla_\mu \epsilon^\mu = 0$. The transversality condition is also imposed on the gauge parameter of the Fierz-Pauli spin two field theory \cite{3, 4}. There are several analogues among the higher spin field theories \cite{5, 6} where the tensorial gauge parameters are constrained by PDE’s. It is noticed in the article \cite{7}, that the linear field theories with unfree gauge symmetry proposed in the articles \cite{3, 4, 5, 6} admit an alternative parametrization of gauge transformations. The alternative transformations are reducible (i.e. there is symmetry of symmetry) and they involve the higher order derivatives of gauge parameters. Furthermore, it is proven that at free level any local field theory always admits parametrization of gauge transformations by unconstrained gauge parameters with finite reducibility order \cite{7}. Thus, at least at the level of linear(ized) field equations, any model with unfree gauge symmetry can be alternatively treated as the system with the reducible gauge symmetry.

In the article \cite{8}, the general structure of unfree gauge algebra is described. The key source of distinctions from the case with unconstrained gauge parameters is that the second Noether theorem does not apply once the gauge parameters are restricted by PDE’s. This distinction results in modification of the Noether identities which involve, besides the gauge generators, the operators of the gauge parameter constraints. Proceeding from the modified gauge identities, the Faddeev-Popov quantization rules are adjusted to properly account for the equations imposed on the gauge parameters \cite{8}. In the article \cite{9}, the Batalin-Vilkovisky (BV) field-anti-field formalism is worked out for the systems with unfree gauge symmetry. The articles \cite{10, 11, 12} describe the phenomenon of unfree gauge symmetry in terms of constrained Hamiltonian formalism. In particular, even in the well-known Hamiltonian formalism of unimodular gravity \cite{13, 14}, it remained not evident how the transversality condition for gauge parameters reveals itself at the level of constraint algebra, as noted in the review \cite{2}. The articles \cite{10, 11} identify the structures of the Hamiltonian involution relations which encode the differential equations imposed on the gauge parameters. The works \cite{10, 11, 12} also provide the BFV-BRST Hamiltonian formalism for the systems with unfree gauge symmetry.

One of the most attractive features of the unimodular gravity is that cosmological constant $\Lambda$ is the “global conserved quantity”, see \cite{11} for discussion and further references. In the unimodular gravity, and in the recent modifications \cite{15, 16}, $\Lambda$ appears as the integration constant whose
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specific value is defined by the asymptotics of the fields, unlike Einstein’s gravity where $\Lambda$ is the predefined parameter included into the Lagrangian. It is noted in the articles [8], [9], that existence of such integration constants is a common feature for all the systems with unfree gauge symmetry. These “global conserved quantities” are found to be a direct consequence of the differential equations restricting gauge parameters. Once the specific values of these integration constants are defined by field asymptotics, and not by initial data, they are considered as the modular parameters of the theory, rather than the local conserved quantities like the currents. The examples of the higher spin analogues for cosmological constant are noted in the articles [11], [12]. For instance, for the spin three model with the transverse gauge symmetry proposed in [5], there are fifteen “global conserved quantities” in $d = 4$ [11]. Another specific example of the higher spin analogues of the unimodular gravity cosmological constant is provided in the next section.

In this article, we demonstrate at the level of constrained Hamiltonian formalism that any system with unfree gauge symmetry always admits an alternative description in terms of reducible gauge symmetry with the higher order derivatives of the gauge parameters. The higher derivative gauge transformations are known for a long time, since the very early years of the constrained Hamiltonian formalism, [17], [18], [19], [20]. The basic origin of these symmetries is connected with the secondary constraints: if the Dirac-Bergmann algorithm terminates without defining the Lagrange multipliers, this means that the time derivatives of the final stage constraints reduce to the combinations of previous ones. In its own turn, this means the Noether identity between the equations. Once the secondary constraints arise as the differential consequences of the primary ones and Hamiltonian equations, the Noether identity generator involves the second time derivative. Tertiary constraints mean the third derivatives of the equations involved in the Noether identities, etc. By the second Noether theorem, the gauge symmetry transformations should involve the same order time derivatives of the gauge parameters as the order of the Noether identity. As first noted in the article [8], the unfree gauge symmetry implies certain modification of the second Noether theorem, to account for the equations constraining gauge parameters. This modification is briefly presented in the next section. As further explained in this section, the modified gauge identities can be converted into the usual ones. In general, the latter Noether identities are of a higher order, and they are reducible. Hence, the action functional enjoying the unfree gauge symmetry always possesses the usual reducible gauge symmetry of a higher order. For linear field theories, this fact has been previously noted in the article [7]. In this article, we extend it to the
general constrained Hamiltonian systems. As the same constrained Hamiltonian system admits two alternative forms of gauge symmetry, the question arises about their interconnection. This issue is clarified in the end of Section 3 of the article. Both reducible and unfree form of the gauge symmetry can be connected with corresponding BRST complex. Therefore, the two BRST complexes turn out connected with the same original system. The relation between these complexes is clarified in Section 4: they are connected by the canonical transformation with the local generating function, though the transformation, as such, is non-local. In general, these two local BRST complexes are not quasi-isomorphic in the sense that their local BRST cohomology groups can be different. The subtle difference is due to the way of describing the modular parameters in terms of these complexes. The BRST complex which corresponds to the reducible form of the gauge symmetry has a cohomology group related to the modular parameters. The complex based on the unfree gauge symmetry does not have similar group, while the modular parameters are explicitly involved in the BRST operator as the fixed constants. This subtlety will be further studied elsewhere. In Section 5 the general formalism is exemplified by the model of linearized unimodular gravity.

2. Unfree and reducible gauge symmetry in Lagrangian formalism

In this section, we briefly outline the basic generalities of unfree gauge symmetry in Lagrangian setup, for rigorous exposition see [8], [9]. The issue of the “global conserved quantities” is addressed in more details than in earlier works [8], [9]. In particular, the specific procedure is proposed to compute these conserved quantities, given the unfree gauge symmetry. Then, we explain the general connection between the unfree gauge symmetry and the reducible one, and exemplify the general formalism by specific models. In the next section, this connection between two forms of the gauge symmetry is explicitly realized for general constrained Hamiltonian systems.

Consider the set of fields \( \phi^i \) with the action functional \( S(\phi) \). Let the Lagrangian equations

\[
\partial_i S(\phi) = 0
\]

(1)

\(^2\text{In this section, we use the condensed notation, besides discussion of the examples. The condensed indices include the integer labels and the space-time point } x. \text{ Summation over the condensed indices includes the integral by } x. \text{ The derivatives } \partial_i = \frac{\partial}{\partial \phi^i} \text{ are understood as variational. For details of applying the condensed notation, see [21], or [22].} \)
obey the identities
\[ \partial_i S(\phi) \Gamma^i_{\alpha}(\phi) + \tau_a(\phi) \Gamma^a_{\alpha}(\phi) \equiv 0. \] (2)

Here \( \Gamma^i_{\alpha}(\phi) \) and \( \Gamma^a_{\alpha}(\phi) \) are the matrices of the local differential operators, and \( \tau_a(\phi) \) are the functions of the fields and their space-time derivatives. If \( \tau_a(\phi) \) and/or \( \Gamma^a_{\alpha}(\phi) \) reduced to the linear combination of \( \partial_i S(\phi) \), relations (2) would present the Noether identities between Lagrangian equations (1). This would lead to the gauge symmetry of the action with unconstrained gauge parameters. The case of unfree gauge symmetry implies non-trivial \( \Gamma^a_{\alpha}(\phi) \) and \( \tau_a(\phi) \). In particular, \( \Gamma^a_{\alpha}(\phi) \) is supposed to be a differential operator with a finite kernel, \( \dim \ker \Gamma^a_{\alpha}(\phi) = k \in \mathbb{N} \). This means, that the space of solutions is finite-dimensional for the equations
\[ u_a \Gamma^a_{\alpha}(\phi) = 0 \quad \Rightarrow \quad u_a \in K, \quad \dim K = k \in \mathbb{N}. \] (3)

As the equations above are linear, the space of solutions \( K \) is a linear space. Choosing the basis \( \{u^I, I = 1, \ldots, k\} \), we can span any solution \( u_a \in K \Rightarrow u_a = \Lambda_I u^I_a \), where \( \Lambda_I \) are the constants.

These constants are considered as the modular parameters which allow one to distinguish different classes of solutions of Lagrangian equations (1). This issue will be commented later in this section. Given the property (3), one can “integrate” equations (2) with respect to the quantities \( \tau_a(\phi) \):
\[ T_a(\phi, \Lambda) \equiv \tau_a(\phi) - \Lambda_I u^I_a \approx 0; \] (4)

where \( \approx \) stands for the on-shell equality. Once the basis of solutions \( u^I \) is supposed independent, all the constants \( \Lambda_I \) are supposed to be essentially involved in the equations above. This means, the relations (4), and their differential consequences can be resolved with respect to the modular parameters \( \Lambda_I \):
\[ \Lambda_I \approx J_I(\phi). \] (5)

In its own turn, this means that \( k = \dim \ker \Gamma^a_{\alpha} \) independent local quantities exist that remain constant on shell. These “conserved quantities” \( J_I(\phi) \) are distinct from the conserved charges, because no conserved currents are connected to them. Furthermore, unlike the conserved charge, the quantity \( J_I(\phi) \) is not an integral over any \( (d - 1) \)-dimensional hyper-surface in the space-time — it is just a function of the fields and their derivatives. This function remains a constant on shell, i.e. it does not change under variation of the space-time arguments of the fields. This means, the specific numerical value \( \Lambda_I \) of \( J_I(\phi) \) is defined by the fields and their derivatives at asymptotics,
or at a single space-time point. No transition is admissible at classical level between the states with different values of $J_\Sigma(\phi)$. So, the variety of solutions of Lagrangian equations is decomposed into the classes with different modular parameters, corresponding to different asymptotics. In the simplest case of the fields vanishing at infinity, all the modular parameters $\Lambda$ obviously vanish. So, if the consideration is restricted by the fields with vanishing asymptotics, the local quantity $\tau_a(\phi)$ will vanish on shell, while it does not reduce to a linear combination of the l.h.s. of Lagrangian equations. In this sense, the mass shell, being a zero locus of $\partial_i S(\phi)$ is incomplete, as the local quantities $\mathcal{T}_a(\phi, \Lambda)$ are on-shell trivial, while $\mathcal{T}_a(\phi, \Lambda) \neq \partial_i S \Theta^i_a$. With this regard, the local quantities $\tau_a$ are termed as the mass shell completion functions. Any on-shell trivial local quantity is supposed to be the linear combination of $\partial_i S$ and $\tau_a(\phi)$. The local quantities are considered trivial, if they reduce on shell to the field independent expressions. The l.h.s. of the Lagrangian equations (1) and the completion functions (4) are supposed to constitute the generating set for the variety of trivial quantities. Relations (2) between the elements of the generating set for on shell vanishing variety of local quantities are considered as modified Noether identities.

Once the Noether identities are modified (2), this results in the unfree gauge symmetry. The gauge transformations read

$$\delta_\epsilon \phi^i = \Gamma^i_\alpha(\phi) \epsilon^\alpha. \quad (6)$$

These gauge transformations leave the action functional off-shell, invariant

$$\delta_\epsilon S(\phi) \equiv 0, \quad (7)$$

for any gauge parameters $\epsilon^\alpha$ that obey equations

$$\Gamma^a_\alpha(\phi) \epsilon^\alpha = 0. \quad (8)$$

The operators $\Gamma^a_\alpha(\phi)$, being involved in the modified Noether identities (2), and having the finite-dimensional kernel (3), turn out defining the equations (8) imposed on the gauge parameters. These equations make the gauge variation (6) unfree. Given the equations (8), we term $\Gamma^a_\alpha$ as the operators of gauge parameter constraints. The operators $\Gamma^i_\alpha$, being involved in the modified Noether identities (2) as the coefficients at Lagrangian equations, obviously play the role of the generators of unfree gauge symmetry.
If the fields are defined in \(d\)-dimensional space-time, then the general solution of equations (8) must include arbitrary functions of \(d\) space-time coordinates, otherwise it is not gauge symmetry. This means, the linear equations (8) for \(\epsilon^\alpha\) admit a basis of solutions parameterized by arbitrary functions \(\mathcal{E}^A\), where \(A\) is a condensed index including the space-time coordinates,

\[
\Gamma^\alpha_\alpha(\phi)\epsilon^\alpha = 0 \iff \exists \rho^\alpha_A(\phi): \epsilon^\alpha = \rho^\alpha_A(\phi)\mathcal{E}^A, \forall \mathcal{E}^A.
\]

(9)

Contracting the modified identities (2) with \(\rho^\alpha_A\), we arrive at the usual Noether identities

\[
\partial_i S(\phi)R^i_A(\phi) \equiv 0, \quad R^i_A(\phi) = \Gamma^i_\alpha(\phi)\rho^\alpha_A(\phi).
\]

(10)

By virtue of these identities, the gauge transformations generated by \(R^i_A(\phi)\) with arbitrary gauge parameters \(\mathcal{E}^A\) leave the action invariant,

\[
\delta_\mathcal{E}\phi^i = R^i_A(\phi)\mathcal{E}^A, \quad \delta_\mathcal{E}S(\phi) \equiv 0, \forall \mathcal{E}^A.
\]

(11)

So we see that, given the unfree gauge symmetry (6), (7), (8), one always arrives at the gauge symmetry (9), (10), (11) with unconstrained parameters, while the action is the same.

Once \(\rho^\alpha_A\) (9) are the matrices of differential operators, in general, the transformations with unconstrained parameters (10), (11) can involve the higher order derivatives than the unfree gauge transformations (6), (8). One more remark is that the gauge generators \(R^i_A\) (10) can be reducible even if the original generators \(\Gamma^i_\alpha\) of the unfree gauge symmetry are independent.

An important notice is that any gauge invariant of the unfree gauge symmetry is also invariant of the reducible gauge symmetry, because of relations (9), (10) connecting them. There is a subtlety, however, related to the completion functions (4). These quantities are on shell invariant under the unfree gauge transformations (8), and hence, they are invariant w.r.t. the transformations with the unconstrained parameters (11). As the completion functions do not reduce to the linear combinations of Lagrangian equations, they are considered to be non-trivial gauge invariants w.r.t. the transformation (11). Hence, they would give rise to the non-trivial BRST co-cycles if the gauge symmetry is described by corresponding complex. From the standpoint of unfree gauge symmetry, the completion functions (11) are treated as trivial quantities as they are involved into the Noether identities (2) corresponding to this symmetry. Corresponding BRST complex treats these quantities as BRST co-boundary both in Lagrangian (9) and Hamiltonian (10), (11) framework. This discrepancy is due to the fact that operator \(\rho^\alpha_A\), which maps unfree gauge transformations to the
unconstrained higher order ones, is not invertible, in general. This distinction will be detailed in the Hamiltonian formalism in the next section.

Below, we exemplify the general notions introduced in this section by two field theory models.

**Example 1: Unimodular gravity.** Consider the unimodular gravity action\(^3\) in \(d = 4\),

\[
\det g_{\alpha\beta} = -1, \quad S[g(x)] = -\int d^4 x \, R.
\]

(12)

The Lagrangian equations read

\[
-\frac{\delta S}{\delta g_{\alpha\beta}} \equiv R_{\alpha\beta} - \frac{1}{4} g_{\alpha\beta} R = 0.
\]

(13)

Unlike the case of Einstein’s equations, the divergence of equations (13) does not identically vanish, but reduces to the partial derivative of scalar curvature. This is the case of the modified Noether identity (2):

\[
-2 \nabla^\beta \frac{\delta S}{\delta g^{\alpha\beta}} - \partial_{\alpha} \tau = 0, \quad \tau \equiv \frac{1}{2} R.
\]

(14)

The role of the operator \(\Gamma^\alpha_\alpha(\phi)\) of (2) is played by \(\partial_{\alpha}\), and \(\frac{1}{2} R\) is recognized as the completion function \(\tau_\alpha(\phi)\). Obviously, the kernel of \(\partial_{\alpha}\) is one-dimensional, being constituted by arbitrary constants,

\[
\partial_{\alpha} u = 0 \quad \Rightarrow \quad u = \Lambda, \quad \forall \Lambda \in \mathbb{R},
\]

(15)

cf. (3).

Relation (4) for the completion function in the case of unimodular gravity reads

\[
T(g, \Lambda) \equiv \frac{1}{2} R - \Lambda \approx 0, \quad \forall \Lambda \in \mathbb{R}.
\]

(16)

In this case, we have single completion function \(\tau\) (4) proportional to scalar curvature \(R\). The conserved quantity \(J\) (5) in this case coincides with \(\tau\). This coincidence is due to the fact that the kernel of the operator \(\partial_{\alpha}\) is one-dimensional. In the next example, the completion functions differ from conserved quantities.

Given the modified Noether identities (2) for any specific model, one can recognize both the generator of unfree gauge symmetry transformations (6) and the operator of the equations imposed on the gauge parameters (8). As the modified Noether identities are found for the unimodular

\[^3\text{We use the following definitions for the Riemann tensor, Ricci tensor, and scalar curvature: } R^\alpha_{\beta\mu\nu} = \partial_\mu \Gamma^\alpha_{\nu\beta} - \partial_\nu \Gamma^\alpha_{\mu\beta} + \Gamma^\alpha_{\mu\gamma} \Gamma^\gamma_{\nu\beta} - \Gamma^\alpha_{\nu\gamma} \Gamma^\gamma_{\mu\beta}, \quad R_{\alpha\beta} = R^\gamma_{\alpha\gamma\beta}, \quad R = g^{\alpha\beta} R_{\alpha\beta}. \text{ In this subsection, Greek indices take the values } 0, 1, 2, 3.\]
gravity \ref{4}, we apply the general recipe (6), (8). The coefficient at Lagrangian equations in the identity (14) should define the gauge transformations. Once it is the same operator as in the gauge identity of the General Relativity, the gauge transformation is the same:

$$\delta \varepsilon g_{\alpha \beta} = - \nabla_{\alpha} \varepsilon_{\beta} - \nabla_{\beta} \varepsilon_{\alpha}.$$  \hspace{1cm} (17)

The coefficient at the completion function \(\tau\) in the identity (14) defines the equation imposed on the gauge parameter according to the recipe (8). Hence, the equation (8) imposed onto the gauge parameters, for the unimodular gravity reads:

$$\partial_{\alpha} \varepsilon^{\alpha} = 0.$$ \hspace{1cm} (18)

Now, let us turn to identifying the higher order gauge symmetry with unconstrained parameters for the unimodular gravity. Following the general recipe, we have to begin with identifying the null-vectors \(\rho^A\) (see relation (9)) for the operators \(\Gamma^a\), being the coefficients at completion functions in the modified Noether identities (2). In the case of unimodular gravity, the term with completion function \(\tau = \frac{1}{2} R\) in the modified Noether identity (14) reads as \(- \partial_{\alpha} \tau\). Once it is the exact one-form, the null-vector is the de Rham differential. Taking the differential of the l.h.s. of the modified gauge identity (14), we arrive at the second order Noether identity (cf. (10)) for unimodular gravity

$$\left(\delta_{\nu} \partial_{\mu} - \delta_{\mu} \partial_{\nu}\right) \nabla^{\beta} \frac{\delta S}{\delta g^{\alpha \beta}} \equiv 0.$$  \hspace{1cm} (19)

By the second Noether theorem, this identity means the infinitesimal gauge symmetry of the action (13) with the gauge parameter, being antisymmetric tensor

$$\delta \varepsilon g_{\alpha \beta} = - g_{\beta \mu} \nabla_{\alpha} \varepsilon^{\nu \mu} - g_{\alpha \mu} \nabla_{\beta} \varepsilon^{\nu \mu}, \hspace{1cm} \varepsilon^{\alpha \beta} = - \varepsilon^{\beta \alpha}.$$  \hspace{1cm} (20)

This transformation is obviously reducible, as the gauge parameter \(\varepsilon^{\alpha \beta}\) admits the gauge symmetry of its own,

$$\delta \varepsilon^{\alpha \beta} = \partial_{\dot{\gamma}} \omega^{\alpha \beta \gamma}, \hspace{1cm} \omega^{\alpha \beta \gamma} = - \omega^{\beta \alpha \gamma} = - \omega^{\alpha \gamma \beta}.$$  \hspace{1cm} (21)

The parameter of this gauge symmetry is gauge invariant again,

$$\delta \eta \omega^{\alpha \beta \gamma} = \varepsilon^{\alpha \beta \gamma \lambda} \partial_{\lambda} \eta,$$ \hspace{1cm} (22)
where $\varepsilon^{\alpha\beta\gamma\lambda}$ is the Levi-Civita symbol. The scalar gauge parameter $\eta$ is irreducible, so the sequence of the symmetry for symmetry transformations terminates at the second step.

The transformation (20) is the minus Lie derivative of the metrics with respect to the vector field $\epsilon^\alpha$ being the divergence of the antisymmetric tensor $E^{\alpha\beta}$,

\[
\delta_g g_{\alpha\beta} = -\nabla_\alpha \epsilon_\beta - \nabla_\beta \epsilon_\alpha, \quad \epsilon^\alpha = \partial_\nu E^{\nu\alpha}.
\]

(23)

Obviously, the relation $\epsilon^\alpha = \partial_\nu E^{\nu\alpha}$ gives the general local solution to the transversality condition (18). Globally, the transverse vectors can exist such that do not reduce to the divergence of any antisymmetric tensor. This depends on the de Rham cohomology group of the space-time.

The parameterization of the volume preserving diffeomorphisms by the antisymmetric tensors (23) is long known [23], [24]. In particular, in the article [24], it has been noted that non-trivial Betti numbers can matter if one opts to this parameterization. Let us elaborate on this issue and its consequences for the (in)equivalence between the unfree gauge transformations (17), (18) and their reducible counterparts (20). Consider the three-form $\tilde{\epsilon} = \ast \epsilon$ being the Hodge dual of vector $\epsilon$. The vector is transverse, iff the form is closed $d\tilde{\epsilon} = 0$. If $\tilde{\epsilon}$ is exact, i.e. $\exists \tilde{E} : \tilde{\epsilon} = d\tilde{E}$, then the divergence of the bi-vector $E = \ast \tilde{E}$ will give the original vector $\epsilon$. If the closed non-exact three-forms exist, they give rise to the transverse vectors that do not reduce to the divergence of any bi-vector. So, the unfree gauge symmetry (17), (18) is “stronger”, in a sense, than the reducible gauge symmetry (20). The unfree gauge symmetry gauges out degrees of freedom connected with the de Rham cohomology group, while the reducible gauge symmetry treats these global modes as gauge invariants. This distinction between these two symmetries of the same action can manifest itself in the subtleties related to the topology of the space-time. Also notice that the symmetry for symmetry transformations (21) mean that the antisymmetric tensor $E^{\alpha\beta}$ is defined modulo transverse second-rank tensor. The latter is not necessarily of the form (21) if the second de Rham cohomology group is non-trivial. So, one can opt for treating the gauge as unfree, with the higher symmetry parameters restricted by transversality conditions. Corresponding BV-BRST complex can be constructed along the lines of the work [9], with the constraints imposed on the ghosts. The complex related to the reducible gauge symmetry will differ from the one associated to the unfree gauge symmetry by the cohomology groups in the positive ghost numbers. These distinctions, originating from de Rham cohomology, are connected with topology of the space-time. For the local considerations, the only distinction is the interpretation of the completion
function $\tau$ (14), and corresponding modular parameter $\Lambda$, being the cosmological constant. For reducible gauge symmetry (20), $\tau$ in (14), (16) is a non-trivial observable. At the level of BV formalism, it would correspond to BRST co-cycle. For the unfree gauge symmetry, $\tau$ in (14), (16) would be BRST exact, while $\Lambda$ is a constant parameter included into the BRST operator.

**Example 2: Maxwell-like theory of the third rank tensor field.** This example mostly follows the pattern of the previous one, while the main distinctions concern the conserved quantities (5) related to the kernel of the operator $\Gamma^a_\alpha$ of the equation (8) constraining gauge parameters. In the case of unimodular gravity, single equation (18) leads to one conserved quantity – cosmological constant. The model of this section has four equations constraining gauge parameters. These four equations lead to ten conserved quantities.

Consider Lagrangian for the tracefull third-rank symmetric tensor field proposed in Ref. [6]

$$L = -\frac{1}{2} \left( \partial_\lambda \varphi_{\alpha\beta\gamma} \partial^\lambda \varphi^{\alpha\beta\gamma} - 3 \partial^\alpha \varphi_{\alpha\beta\gamma} \partial_\lambda \varphi^{\lambda\beta\gamma} \right), \quad (24)$$

which describes massless spin one and three. The field equations read

$$\frac{\delta S}{\delta \varphi^{\alpha\beta\gamma}} \equiv \Box \varphi_{\alpha\beta\gamma} - \partial_{\alpha} \partial^{\lambda} \varphi_{\lambda\beta\gamma} - \partial_{\beta} \partial^{\lambda} \varphi_{\lambda\alpha\gamma} - \partial_{\gamma} \partial^{\lambda} \varphi_{\lambda\alpha\beta} = 0. \quad (25)$$

Taking the divergence of the equations, we come to the relations

$$-\partial^\gamma \frac{\delta S}{\delta \varphi^{\alpha\beta\gamma}} - \frac{1}{2} \left( \partial_{\alpha} \tau_{\beta} + \partial_{\beta} \tau_{\alpha} \right) \equiv 0, \quad \tau_{\alpha} \equiv 2 \partial^\beta \partial^{\gamma} \varphi_{\alpha\beta\gamma}. \quad (26)$$

These relations mean that vector field $\tau_{\alpha}$ obeys Killing equations on shell. The space of Killing vectors is ten-dimensional for $d = 4$ Minkowski space. Once the linear combination of the differential consequences of Lagrangian equations reduces to the action of the operators with finite kernel onto the functions of fields and their derivatives, relations (26) represent the modified gauge identities (2) of the model (24).

Given the modified gauge identity (2), one can find the unfree gauge symmetry transformations by recipe (6), (8). For the action (24), this recipe leads to the transformations

$$\delta_{\epsilon} \varphi_{\alpha\beta\gamma} = \frac{1}{3} \left( \partial_{\alpha} \epsilon_{\beta\gamma} + \partial_{\beta} \epsilon_{\gamma\alpha} + \partial_{\gamma} \epsilon_{\alpha\beta} \right), \quad (27)$$

where $\epsilon_{\alpha\beta}$ is symmetric tracefull tensor obeying transversality equations

$$\partial_{\beta} \epsilon^{\beta\alpha} = 0. \quad (28)$$
So, one can see that proceeding from the modified gauge identities (26) and following the general prescription of this section, one arrives to the transformations (27), (28) found in the original work [6]. The reducible counterpart of this symmetry can be also derived following the prescriptions of this section. As the derivation is a bit tedious, we do not include that. The reducible gauge symmetry transformations include the third order derivatives of the gauge parameter being the fourth-rank tensor with the Young tableau of the window type. These transformations have been found in the article [7] by slightly different method.

Let us discuss the modular parameters and global conserved quantities being analogous of the cosmological constant in the case of the theory (24). These conserved quantities have been previously unknown. Relations (26) identify $\tau_\alpha = 2 \partial^\beta \partial^\gamma \varphi_{\alpha\beta\gamma}$ as the completion function, which satisfies on shell Killing equations. According to the general recipe (4), we have the on-shell trivial quantities:

$$\mathcal{T}_\alpha \equiv \tau_\alpha - u_\alpha(x, \Lambda) \approx 0,$$

where $u_\alpha$ is a general solution to the Killing equations in Minkowski space,

$$\partial_\alpha u_\beta + \partial_\beta u_\alpha = 0 \Rightarrow u_\alpha = \Lambda_\alpha + \Lambda_{\alpha\beta} x^\beta,$$

and $\Lambda_\alpha, \Lambda_{\alpha\beta}$ are arbitrary constants. According to the general recipe (5), the constants $\Lambda$ should be expressed from relations (30) and their differential consequences in terms of the fields and their derivatives. Complementing relations (29) by the first order consequences

$$\partial_\alpha \mathcal{T}_\beta - \partial_\beta \mathcal{T}_\alpha \approx 0,$$

and substituting (30) into (29), (31), one can find all the constants $\Lambda$:

$$\Lambda_\alpha \approx J_\alpha, \quad \Lambda_{\alpha\beta} \approx J_{\alpha\beta},$$

where $J$ read

$$J_\alpha \equiv 2\partial^\beta \partial^\gamma \varphi_{\alpha\beta\gamma} + (\partial_\alpha \partial^\gamma \varphi_{\beta\gamma\lambda} - \partial_\beta \partial^\gamma \varphi_{\alpha\gamma\lambda}) x^\beta,$$

$$J_{\alpha\beta} \equiv -(\partial_\alpha \partial^\gamma \varphi_{\beta\gamma\lambda} - \partial_\beta \partial^\gamma \varphi_{\alpha\gamma\lambda}).$$

As a consequence of the unfree gauge symmetry, the theory (24) in $d = 4$ admits ten specific conserved quantities $J_\alpha, J_{\alpha\beta}$. These quantities are not conserved currents, or charges of any conserved current — they represent a different type of conserved quantity. Being defined at every
point \( x \) of space-time, they remain on-shell constants in the sense that they do not change from point to point on shell, much like the cosmological constant of unimodular gravity. An interesting feature of the conserved quantity (33) is the explicit \( x \)-dependence. This is a general feature of the theories with unfree gauge symmetry which admit tertiary and higher order constraints in Hamiltonian formalism [11]. In this article, we restrict consideration of reducible constraints in Hamiltonian formalism by the case without tertiary constraints. The model (24) gives rise to the tertiary constraints, so the Hamiltonian analysis will be done elsewhere.

Finalizing this example, let us comment on the global conserved quantities in the similar models to (24) for the tensor fields of higher ranks proposed in Ref. [6]. The model for rank \( r \) tracefull symmetric tensor admits the completion function being double divergence of the field. This rank \( r - 2 \) tensor on shell obeys Killing tensor equations. In Minkowski space, any Killing tensor decomposes into the product of Killing vectors. Therefore, there exists \( 10 \times (r - 2) \) global conserved quantities.

3. UNFREE AND REDUCIBLE GAUGE SYMMETRY IN THE CONSTRAINED HAMILTONIAN
FORMALISM

In this section, we first briefly outline the general scheme of deriving the unfree gauge symmetry for Hamiltonian constrained systems. After that, we derive the higher order reducible gauge symmetry for the same constrained system without any restrictions imposed on the gauge parameters. Then we establish connection between these two symmetries.

The action of constrained Hamiltonian system reads

\[
S[q(t), p(t), \lambda(t)] = \int dt \left( p_i \dot{q}^i - H_T(q, p, \lambda) \right), \quad H_T(q, p, \lambda) = H(q, p) + T_\alpha(q,p) \lambda^\alpha,
\]

where the time-dependence is made explicit, while dependence on space points is implicit. Summation over any condensed index includes integration over space. The action and the Hamiltonian \( H \) are supposed integrated over the space.

Assume that requirement of stability of the primary constraints has consequences

\[
\{ T_\alpha(q,p), H_T(q,p,\lambda) \} = T_\beta(q,p) W_{1}^{\beta} \cdot \alpha(q,p,\lambda) + \tau_\alpha(q,p) \Gamma_{1}^{\alpha}(q,p,\lambda),
\]

where \( \Gamma_{1}^{\alpha}(q,p,\lambda) \) is the differential operator with finite-dimensional kernel. These relations should not define any Lagrange multiplier, otherwise we would have the second class constraints.
The second class case is not considered in this article. Hence, to make the primary constraints consistent with Hamiltonian equations, one has to assume

\[ \tau_a(q,p) - \Lambda_A u^A_a \approx 0, \quad (37) \]

where \( \Lambda_A \) are the constant parameters, and \( u^A_a \) are the elements of the generating set for the kernel of \( \Gamma_1^{\alpha}(q,p,\lambda) \), cf. (4). Relations (37) represent the secondary constraints, with one subtlety: they involve arbitrary constants \( \Lambda_A \) which do not contribute to the involution relations (36). In fact, \( \tau_a \) are defined by relations (36) modulo the kernel of \( \Gamma_1^{\alpha}(q,p,\lambda) \). So, we redefine \( \tau_a \) absorbing the term \( \Lambda_A u^A_a \). Hence, the secondary constraints are assumed \( \Lambda \)-dependent. Once we have got the secondary constraints \( \tau_a(q,p,\Lambda) \approx 0 \), they should conserve on shell. Let us assume that no tertiary constraints appear, while the Lagrange multipliers remain undefined. This means the following involution relations for the secondary constraints:

\[ \{ \tau_a(q,p), H_T(q,p,\lambda) \} = T_a(q,p) W_2^{\alpha} a(q,p,\lambda) + \tau_b(q,p) \Gamma_2^b a(q,p,\lambda). \quad (38) \]

The \( \Lambda \)-dependent secondary constraints \( \tau_a(q,p,\Lambda) \) are understood as Hamiltonian form of the completion functions described in the previous section. Termination of the Dirac-Bergmann algorithm (38) means the modified Noether identity (2) between the Hamiltonian equations and primary constraints, being the variational derivatives of the Hamiltonian action (35), and the secondary constraints \( \tau_a(q,p) \). The latter ones play the role of completion functions because they cannot be expressed as differential consequences of the variational equations, while \( \tau \)'s vanish on shell. This fact results from the assumption that operator \( \Gamma_1^{\alpha} \) (36) has a finite-dimensional kernel. Given the identity, following the general recipe (6), (8), we arrive to the unfree gauge symmetry transformations of the Hamiltonian action (35):

\[ \varphi^i = (q,p) \quad \delta \varphi^i = \{ \varphi^i, T_\alpha \} \epsilon^\alpha + \{ \varphi^i, \tau_a \} \epsilon^a, \quad (39) \]

\[ \delta \lambda^\alpha = \epsilon^\alpha + W_1^{\alpha \beta}(q,p,\lambda) \epsilon^\beta + W_2^{\alpha} a(q,p,\lambda) \epsilon^a, \quad (40) \]

\[ \dot{\epsilon}^a + \Gamma_2^{a \beta}(q,p,\lambda) \epsilon^\beta + \Gamma_1^{a \alpha}(q,p,\lambda) \epsilon^\alpha = 0. \quad (41) \]

One can see, that both primary constraints \( T_\alpha \) and the secondary ones \( \tau_a \) generate gauge transformations with different gauge parameters. These parameters, however, are subject to equations...
that relate them to each other. Given the gauge parameters $\epsilon^\alpha$ of the transformations generated by the primary constraints $T_\alpha$, the Cauchy problem is well-defined for the parameters $\epsilon^a$ of the transformations generated by the secondary constraints $\tau_a$. From this perspective, the gauge parameters $\epsilon^a$ are defined by $\epsilon^\alpha$ modulo initial data. As demonstrated in the article \[10\], the gauge transformations (39), (40) indeed leave the Hamiltonian action unchanged iff the gauge parameters obey eqs. (41).

Once relations (41) define the parameters $\epsilon^a$, given $\epsilon^\alpha$, the admissible gauge conditions $\chi^\alpha$ should fix only $\epsilon^\alpha$. Hence, the gauge

$$\dot{\lambda}^\alpha - \chi^\alpha(\varphi) = 0 \quad (42)$$

is non-degenerate if the rectangular matrix $\{\{\chi^\alpha, T_\beta\}\{\chi^\alpha, \tau_\alpha\}\}$ has the maximal rank.

The right hand sides of involution relations (36), (38) are at most linear in $\lambda$, so the structure coefficients involved in the gauge transformations (39), (40), (41) can be expanded w.r.t. the Lagrange multipliers:

$$W^\beta_a = V^\beta_a - U^\beta_{\gamma a} \lambda^\gamma, \quad \Gamma^a_{\alpha} = V^a_{\alpha} - U^a_{\beta a} \lambda^\beta,$$

$$W^\alpha_a = V^\alpha_a - U^\alpha_{\beta a} \lambda^\beta, \quad \Gamma^{b}_{a} = V^{b}_{a} - U^{b}_{aa} \lambda^a. \quad (43)$$

Substituting the expansion into (36), (38), one arrives to the involution relations

$$\{T_\alpha, H\} = T_\beta V^\beta_\alpha(q, p) + \tau_a V^a_\alpha(q, p), \quad (45)$$

$$\{\tau_a, H\} = T_\alpha V^\alpha_a(q, p) + \tau_b V^b_\alpha(q, p), \quad (46)$$

$$\{T_\alpha, T_\beta\} = T_\gamma U^\gamma_{\alpha \beta}(q, p) + \tau_a U^a_{\alpha \beta}(q, p), \quad (47)$$

$$\{T_\alpha, \tau_a\} = T_\beta U^\beta_{\alpha a}(q, p) + \tau_b U^b_{\alpha a}(q, p), \quad (48)$$

$$\{\tau_a, \tau_b\} = T_\alpha U^\alpha_{ab}(q, p) + \tau_c U^c_{ab}(q, p). \quad (49)$$

These relations correspond to the unfree gauge symmetry in the case when $\Gamma^a_{\alpha}$ (43) is a differential operator with finite kernel. It is the coefficient at secondary constraint $\tau_a$ in the stability conditions of the primary constraints (36) which is the source of the restrictions imposed on the gauge parameters. This operator does not admit local inverse. Therefore, the secondary constraints are not differential consequences of the primary ones, even though they vanish on shell. This means, the system admits completion functions, and hence, the gauge symmetry is unfree.
As explained in Section 2, any variational system with unfree gauge symmetry always admits the gauge symmetry with unconstrained gauge parameters, though with higher order derivatives, see relations (9), (11). In the Hamiltonian setup, the general recipe (9), (11) of constructing the gauge symmetry with unconstrained parameters can be implemented in a uniform way. This is done by absorbing the $\lambda$-independent part of non-invertible differential operator $\Gamma^a_1$ (43) into the secondary constraints. So, we introduce another set of the secondary constraints

$$\tilde{\tau}_\alpha(q,p) \equiv \tau_a(q,p) V^a_\alpha(q,p).$$

(50)

The constraints $\tilde{\tau}_\alpha(q,p) \approx 0$ are the differential consequences of the primary constraints $T_\alpha \approx 0$, unlike the irreducible secondary constraints $\tau_a$. This is because $V^a_\alpha$ (50) does not admit, in general, the inverse in the class of differential operators. Let us detail the distinction between $\tilde{\tau}_\alpha$ and $\tau_a$. If the secondary constraints $\tau_a$ were the differential consequences of the variational equations for the action (35), this would mean the differential operator $\psi^a_\alpha$ exists such that

$$V^b_a \psi^a_\alpha = \delta^b_a.$$  

(51)

For the case of the unfree gauge symmetry, this is impossible as $V^b_a$ is assumed to have finite-dimensional right kernel.

Now, we make a simplifying assumption that the primary constraints $T_\alpha$ are involutive by themselves. This means, the involution relations of the primary constraints (47) do not include secondary ones on the right hand side. In this setup, conservation condition of the primary constraints reads

$$\{ T_\alpha(q,p), H_T(q,p,\lambda) \} = \tilde{\tau}_\alpha(q,p) + T_\beta(q,p) W^{\beta a}(q,p,\lambda).$$

(52)

Once the constraints $\tau_a$ are conserved, the constraints $\tilde{\tau}_\alpha$, being the consequences of $\tau_a$ (see (50)), are conserved as well

$$\{ \tilde{\tau}_\alpha(q,p), H_T(q,p,\lambda) \} = T_\beta(q,p) \tilde{W}_2^{\beta \alpha}(q,p,\lambda) + \tilde{\tau}_\beta(q,p) \tilde{\Gamma}_2^\beta_\alpha(q,p,\lambda),$$

(53)

where the structure functions of the algebra of constraints $\tilde{\tau}_\alpha$ (50) are connected with the structure functions of the algebra (45), (46), (48) of the independent constraints $\tau_a$ by the relations

$$V^a_\beta \tilde{\Gamma}_2^\beta_\alpha = \{ V^a_\alpha, H_T \} + \Gamma_2^{a b} V^b_\alpha - T_\beta K^{\beta a} + \tau_b K^{[a b]}_\alpha;$$

(54)
Let us discuss now the reducibility of the secondary constraints $\tilde{\tau}_\alpha (50)$. The structure coefficients $V^a_\alpha (45)$ connect the secondary irreducible constraints $\tau_a$ (the latter are not differential consequences of the primary constraints, as $V^a_\alpha$ have no local inverse operators) with another set of secondary constraints, $\tilde{\tau}_\alpha (50)$, can be reducible on shell. This means, $\exists Z_1^\alpha_A$:

$$V^a_\alpha Z_1^\alpha_A = T_\alpha \kappa^{[ab]}_A + \tau_a \kappa^{[ab]}_A .$$

(56)

The null-vectors $Z_1^\alpha_A$ constitute the generating set of the left kernel of the structure coefficients $V^a_\alpha$. Given the null-vectors, we see that corresponding linear combinations of the secondary constraints $\tilde{\tau}_\alpha$ vanish modulo primary ones,

$$\tilde{\tau}_\alpha Z_1^\alpha_A = T_\alpha \zeta^\alpha_A ,$$

(57)

where $\zeta^\alpha_A$ are on shell trivial coefficients,

$$\zeta^\alpha_A = T_\beta \kappa^{[ab]}_A + \tau_a \kappa^{[ab]}_A ,$$

(58)

and the structure functions $\kappa^{[ab]}_A$ are defined by relations (56). The identities (57) conserve in time. This results in the consequences

$$\{ Z_1^\alpha_A, H_T \} \approx \zeta^\alpha_A - \tilde{\Gamma}_2^\alpha_\beta Z_1^\beta_A - Z_1^\alpha_B \tilde{\Gamma}_B^A .$$

(59)

The identities (57) can be further reducible

$$Z_1^\alpha_A Z_2^A A_1 = T_\beta U^{(1)[\beta]}_A A_1 + \tilde{\Gamma}_2^\alpha_\beta Z_1^\beta_A$$

$$\zeta^\alpha_A Z_2^A A_1 = T_\beta U^{(3)[\beta]}_A A_1 + \tilde{\Gamma}_2^\alpha_\beta Z_1^\beta_A .$$

(60)

Given the involution relations (52), (53), and identities between primary and secondary constraints (57), certain combinations of the first and second time derivatives of the primary constraints identically reduce to the combinations of Hamiltonian equations and primary constraints. This fact means the Noether identities for the Hamiltonian action (35). Explicitly, the identities read

$$Z_1^\alpha_A \{ \varphi^i, T_\alpha \} \frac{\delta S}{\delta \varphi^i} - \left[ Z_1^\alpha_A \frac{d}{dt} - Z_1^\beta A W_1^\alpha_\beta - \zeta^\alpha_A \right] \frac{\delta S}{\delta \lambda^\alpha} \equiv 0 ;$$

(61)
\[
\delta S_{\varphi^i} - \left( \left( \frac{\delta^\beta}{\delta t} - \tilde{\Gamma}_2^\beta \right) \left( \varphi^i, T_\beta \right) + \left\{ \varphi^i, \tilde{\tau}_\alpha \right\} \right) \delta \varphi^i - \left\{ \varphi^i, \tilde{\tau}_\alpha \right\} = 0. \quad (62)
\]

By virtue of the second Noether theorem, the identities between variational equations are equivalent to the gauge symmetry of the action. Contracting the above identities with arbitrary gauge parameters, and integrating by parts to switch the derivatives from the equations, one can find the gauge variations of the variables, being the coefficients at corresponding variational equations. In this way, proceeding from the above identities, we arrive to the gauge transformations of the phase-space variables \( \varphi^i \) and Lagrange multipliers \( \lambda^\alpha \):

\[
\delta \varepsilon^\varphi^i = \left\{ \varphi^i, T_\alpha \right\} \left( \varepsilon^\alpha + \tilde{\Gamma}_2^\alpha_\beta \varepsilon^\beta - Z_1^\alpha A \varepsilon^A \right) - \left\{ \varphi^i, \tilde{\tau}_\alpha \right\} \varepsilon^\alpha; \quad (63)
\]

\[
\delta \varepsilon^\lambda^\alpha = \left( \frac{\delta^\alpha}{\delta t} + W_1^\alpha_\beta \right) \left( \varepsilon^\beta + \tilde{\Gamma}_2^\beta_\gamma \varepsilon^\gamma - Z_1^\beta A \varepsilon^A \right) - \tilde{W}_2^\alpha_\beta \varepsilon^\beta - \zeta^\alpha A \varepsilon^A. \quad (64)
\]

Now, let us explain the reducibility of the Noether identities (61), (62), and hence the symmetry of symmetry of the gauge transformations above. Notice, that the identity (61) originates from the reducibility conditions of the secondary constraints (57). The secondary constraints \( \tilde{\tau}_\alpha \) are the first order differential consequences of the primary constraints and Hamiltonian equations. These are the variational equations. Expressing relations (57) in terms of variational equations of the Hamiltonian action (35) and their time derivatives, one arrives at the Noether identity (61). This first order identity results in the gauge symmetry transformations with the first order derivatives of the gauge parameters \( \varepsilon^A \). The second group of Noether identities (62) originates from the fact that the time derivatives of the secondary constraints, being the second order consequences of the variational equations, reduce to the combinations of secondary and primary constraints. This amounts to saying that involution relations (52), (53) result in the second order Noether identities (62). These identities lead to the gauge symmetry transformations with the second order time derivatives of the gauge parameters \( \varepsilon^\alpha \). Taking the time derivative of the reducibility relations (57), one comes to the identities involving the time derivatives of the secondary constraints \( \tilde{\tau}_\alpha \).

On the other hand, the identities (62) express the fact that the time derivatives of \( \tilde{\tau}_\alpha \) reduce to the equations of motion and their first order consequences. Hence, the identities (61) and (62) are reducible, and therefore corresponding gauge symmetry transformations should have the symmetry of symmetry. The parameters of this symmetry of symmetry will be denoted \( \omega^A \). The null-vectors \( Z_1^\alpha A \) of the secondary constraints serve as the leading terms of this identity of identities, and hence
contribute to the symmetry of symmetry. The same null-vectors \( Z_1^\alpha A \) simultaneously serve as the leading terms of generators of the identity (61), originating from the relations (57). Once the null-vectors \( Z_1^\alpha A \) are reducible (60), the identities (61), being the variational form of relations (57) are reducible as such, irrespectively to (62). This reducibility of the identities leads to the symmetry of symmetry transformations with parameters \( \omega^A_1 \). As a result, we arrive to the following gauge symmetry transformations of the original gauge parameters

\[
\delta \omega^\alpha = Z_1^\alpha B \omega^B, \quad \delta \omega^A = \dot{\omega}^A - \tilde{\Gamma}^A_B \omega^B - Z_2^A A_1 \omega^A_1, (65)
\]

where the structure functions \( \tilde{\Gamma}^A_B \) are defined by relations (59). These symmetries are reducible in their own turn due to identities (60) between null-vectors \( Z_1^\alpha A \):

\[
\delta \eta \omega^A = Z_2^A A_1 \eta^A_1, \quad \delta \eta \omega^A_1 = \dot{\eta}^A_1 - \tilde{\Gamma}^A_1 B_1 \eta^A_1, (66)
\]

where the structure functions \( \tilde{\Gamma}^A_1 B_1 \) are defined by relations

\[
\{Z_2^A A_1, H_T\} \approx \tilde{\Gamma}^A_B Z_2^B A_1 - Z_2^A B_1 \tilde{\Gamma}^B_1 A_1.
\]

Obviously, the transformations of parameters \( \omega^A, \omega^A_1 \) do not affect on the transformations of the original gauge parameters \( \varepsilon^\alpha, \varepsilon^A \),

\[
\delta \eta (\delta \omega^\alpha) \approx 0, \quad \delta \eta (\delta \omega^A) \approx 0. (67)
\]

As we have seen above, the same action of constrained Hamiltonian system (35) can admit two different descriptions of gauge symmetry: (i) the unfree gauge transformations (39), (40) with the first order time derivatives of the gauge parameters restricted by the differential equations (41) of the first order with respect to time, and (ii) the reducible gauge symmetry (63), (64) with higher order time derivatives of unrestricted gauge parameters. The source of the unfree gauge symmetry in Hamiltonian formalism is in certain specifics of the Dirac-Bergmann algorithm. If the secondary constraints \( \tau_a \) arise in the stability conditions of the primary ones with the coefficient being the differential operator with finite-dimensional kernel (\( \Gamma^a_\alpha \) of relations (36)), then the gauge symmetry generated by the constraints turns out unfree, see (39), (40), (41). One more consequence of the fact that \( \Gamma^a_\alpha \) does not admit local inverse is that the secondary constraints \( \tau_a \) are forced to coincide with certain element of the kernel of \( \Gamma^a_\alpha \). Hence, the secondary constraints \( \tau_a \) depend on the modular parameters \( \Lambda \) labelling the kernel elements. The alternative form of the
gauge symmetry implies that the $\lambda$-independent term $V^a_{\alpha}$ of the irreversible operator $\Gamma^a_{\alpha}$ is absorbed by the secondary constraints (see (50)). These alternative secondary constraints $\tilde{\tau}_a$ can be reducible, while the $\Lambda$-dependent constraints $\tau_a$ are irreducible. Unlike the irreducible constraints, the reducible ones are the differential consequences of the primary constraints, see (52). Hence, the second Noether theorem applies to the case when $\tilde{\tau}_a$ are treated as secondary constraints. By virtue of the theorem, one arrives at the unconstrained gauge symmetry, though with the second order derivatives of gauge parameters (63), (64), and reducibility gauge transformations (65), (66).

The symmetries with the higher order derivatives of gauge parameters are long known in the constrained Hamiltonian formalism [17], [18], [19], [20]. The reducible higher order gauge symmetries have been never considered in Hamiltonian framework, to the best of our knowledge. As we have seen, the unfree gauge symmetry (39), (40), (41) can be always converted into the reducible gauge symmetry with the higher order time derivatives of unconstrained gauge parameters. This gauge symmetry has some specifics comparing to the usual first order reducible gauge symmetry. In particular, the null-vectors $Z_1^A_{\alpha}$ of the secondary constraints (57) contribute to the reducible gauge symmetry twice. First, it generates the gauge transformations of the phase-space variables (63), and also it contributes to the transformations of Lagrange multipliers with the second order time derivatives of the gauge parameters (64), while in the case of reducible primary constraints the null-vectors are not involved in the transformations of the original phase space, and no second order time derivatives are involved of the gauge parameters. Second, the same null-vectors generate the gauge symmetry of gauge symmetry (65). Similar specifics is observed again for the next level null-vectors $Z_2^A_{A_1}$, see (65), (66). This specifics leads to corresponding changes in the sector of extra-ghosts in the Hamiltonian BFV-BRST formalism comparing to the usual case of reducible primary constraints, see in the next section.

As we have seen in this section at the level of constrained Hamiltonian formalism, any theory with unfree gauge symmetry always admits reducible form of gauge symmetry with higher order derivatives of unconstrained gauge parameters. Let us discuss now connection between these two
forms of gauge symmetry. Consider unfree gauge variation \((39), (40)\) of Hamiltonian action \((35)\)

\[
\delta \varepsilon S = \int dt \left\{ \frac{\delta S}{\delta \varphi^i} \delta \varepsilon \varphi^i + \frac{\delta S}{\delta \lambda^\alpha} \delta \varepsilon \lambda^\alpha \right\} 
= \int dt \left\{ \frac{\delta S}{\delta \varphi^i} \left[ \delta \varepsilon \varphi^i - \{ \varphi^i, T_\alpha \} \right] - \{ \varphi^i, \tau_\alpha \} \varepsilon^a \right\} 
+ \frac{\delta S}{\delta \lambda^\alpha} \left[ \delta \varepsilon \lambda^\alpha - \varepsilon^a - W_1^{\alpha \beta} \varepsilon^\beta - W_2^{\alpha a} \varepsilon^a \right] + \tau_\alpha \left[ \dot{\varepsilon}^a + \Gamma_2^{\alpha b} \varepsilon^b + V_\alpha^a \varepsilon^a \right] \right\}.
\]

This variation reduces to the integral of a total derivative upon account of the involution relations \((36), (38)\) provided for the gauge parameters \(\varepsilon^\alpha, \varepsilon^a\) to obey the equations \((41)\). Now, let change the parameters \(\varepsilon^\alpha, \varepsilon^a\) of the unfree gauge transformation by the parameters \(\varepsilon^\alpha, \varepsilon^A:\)

\[
\varepsilon^\alpha = \ddot{\varepsilon}^\alpha + \tilde{\Gamma}_2^{\alpha \beta} \varepsilon^\beta - Z_1^{\alpha A} \varepsilon^A, \quad \varepsilon^a = -V_\alpha^a \varepsilon^\alpha.
\]

Upon substitution of this parametrization into the unfree gauge variation \((68)\), it reads (modulo total derivative in the integrand)

\[
\delta_{\varepsilon(\varepsilon)} S = \delta \varepsilon S
= \int dt \left\{ \frac{\delta S}{\delta \varphi^i} \left[ \delta \varepsilon \varphi^i - \{ \varphi^i, T_\alpha \} \left( \ddot{\varepsilon}^\alpha + \tilde{\Gamma}_2^{\alpha \beta} \varepsilon^\beta - Z_1^{\alpha A} \varepsilon^A \right) \right] + \{ \varphi^i, \tilde{\tau}_\alpha \} \varepsilon^a \right\} 
+ \frac{\delta S}{\delta \lambda^\alpha} \left[ \delta \varepsilon \lambda^\alpha - \left( \ddot{\tau}_\beta^\alpha \frac{d}{dt} + W_1^{\alpha \beta} \right) \left( \ddot{\varepsilon}^\beta + \tilde{\Gamma}_2^{\beta \gamma} \varepsilon^\gamma - Z_1^{\beta A} \varepsilon^A \right) + \tilde{W}_2^{\alpha \beta} \varepsilon^\beta + \zeta^\alpha A \varepsilon^A \right] \right\}.
\]

This expression is a gauge variation of the original action \((35)\) with respect to the reducible gauge transformations \((63), (64)\). On the account of the involution relations \((52), (53), (57)\) it vanishes for any \(\varepsilon^\alpha, \varepsilon^A\). In this way, we see that substitution \((69)\) resolves, in a sense, the equations \((41)\) imposed on the unfree gauge symmetry parameters. This substitution, as one can see from \((70)\), leads to the identically vanishing gauge variation without any restrictions on gauge parameters. This means, the unfree gauge transformations \((39), (40)\) are converted by the substitution \((69)\) into the reducible transformations \((63), (64)\) modulo trivial ones (such that vanish on shell).

Notice, that substitution \((69)\) absorbs the structure coefficient \(V_\alpha^a\) of the involution relations \((45)\) into the gauge parameters. This is dual to the absorption of the same coefficient by the reducible constraints \(\tilde{\tau}_\alpha\) \((50)\). If the operators \(V_\alpha^a\) were invertible (they are not as the null-vectors exist, see \((56)\)), in the sense of relation \((51)\), the substitution \((69)\) would mean that the gauge parameters \(\varepsilon^\alpha\) and \(\varepsilon^a\) can be expressed in terms of unrestricted parameters \(\varepsilon^\alpha, \varepsilon^A\) and their time derivatives \(\dot{\varepsilon}^\alpha\). Then, we would have equivalence between the unfree gauge symmetry with the first
order derivatives of gauge parameters, and the gauge symmetry with the second order derivatives of unrestricted gauge parameters. Given the irreversible structure coefficient $V^a_\alpha$, the map of the unfree gauge symmetry to the reducible higher order symmetry is not invertible. Corresponding map is further discussed in the next section at the level of Hamiltonian BFV-BRST formalism.

4. Connection between Hamiltonian BRST complexes of the reducible and unfree gauge symmetry

At first, briefly remind the generalities of Hamiltonian BFV-BRST formalism for unfree gauge theory, for more details see [10], [11]. After that, we explain the construction of the BFV-BRST formalism for the reducible constrained system that generates gauge transformations with higher derivatives of gauge parameters. The main distinctions from the standard BFV-BRST formalism for the reducible systems of primary constraints [22], [25] concern the sector of extra-ghosts. The irreducible constrained system generating the unfree gauge symmetry and the reducible one are connected to the same Hamiltonian action (35), hence the system admits two BRST complexes.

Given the constrained Hamiltonian system (35) with the involution relations (45)–(49), the canonical pairs of minimal sector ghosts are assigned to primary and secondary constraints, $T_\alpha$ and $\tau_a$:

$$\{C^\alpha, \bar{T}_\beta\} = \delta^\alpha_\beta, \quad \text{gh} C^\alpha = -\text{gh} \bar{T}_\alpha = 1, \quad \varepsilon(C^\alpha) = \varepsilon(\bar{T}_\alpha) = 1; \quad (71)$$

$$\{C^a, \bar{T}_b\} = \delta^a_b, \quad \text{gh} C^a = -\text{gh} \bar{T}_a = 1, \quad \varepsilon(C^a) = \varepsilon(\bar{T}_a) = 1. \quad (72)$$

The BRST charge of the minimal sector begins with the constraints multiplied by the ghosts, and the higher orders of ghosts are sought from the Poisson-nilpotency equation,

$$Q_{\text{min}} = T_\alpha C^\alpha + \tau_a C^a + \cdots, \quad \{Q_{\text{min}}, Q_{\text{min}}\} = 0. \quad (73)$$

BRST invariant Hamiltonian $\mathcal{H}$ begins with the original one, while the ghost terms are sought from the requirement that $\mathcal{H}$ to commute with $Q_{\text{min}},$

$$\mathcal{H} = H + \cdots, \quad \{Q_{\text{min}}, \mathcal{H}\} = 0. \quad (74)$$

In the non-minimal sector, the anti-ghosts and Lagrange multipliers are assigned only to the primary constraints $T_\alpha$, while the secondary constraints $\tau_a$ do not imply introduction of any
 auxiliary variables:

\[ \{ P^\alpha, C_\beta \} = \delta^\alpha_\beta, \quad \text{gh } P^\alpha = - \text{gh } C_\alpha = 1; \quad \varepsilon (P^\alpha) = \varepsilon (C_\alpha) = 1; \quad (75) \]

\[ \{ \lambda^\alpha, \pi_\beta \} = \delta^\alpha_\beta, \quad \text{gh } \lambda^\alpha = - \text{gh } \pi_\alpha = 0; \quad \varepsilon (\lambda^\alpha) = \varepsilon (\pi_\alpha) = 0. \quad (76) \]

Complete BRST charge reads

\[ Q = Q_{\text{min}} + \pi_\alpha P^\alpha. \quad (77) \]

Gauge-fixing Fermion includes the Lagrange multipliers to the primary constraints, and corresponding gauges \( \chi^\alpha \), while the secondary constraints do not imply any gauges, nor do they have any Lagrange multipliers,

\[ \Psi = C_\alpha \lambda^\alpha + P^\alpha \lambda^\alpha. \quad (78) \]

Given the BRST invariant Hamiltonian and gauge Fermion, unitarizing Hamiltonian is constructed by the usual recipe

\[ H_\Psi = H + \{ Q, \Psi \}. \quad (79) \]

Once the secondary constraints \( \tau_a \) explicitly depend on the modular parameters \( \Lambda \) (see (37)), the BRST charge involves these constants even though the original action is \( \Lambda \)-independent. BRST invariants assigned to these constraints are BRST-exact, hence no observables can be associated to them. Therefore, the global conserved quantities \( J^5 \), being the derivatives of \( \tau_a \), will be also BRST-trivial with respect to the BRST operator (73). Hence, this BRST complex describes the dynamics on the fixed level surface of these global conserved quantities. In this framework, the questions cannot be posed about the spectrum of \( \Lambda \), or quantum transitions between the states with different values of \( \Lambda \). As we shall see, the complex related to the reducible gauge symmetry treats these quantities differently.

Consider now the construction of Hamiltonian BRST complex related to the reducible secondary constraints \( \tilde{\tau}_a \) (50). At the level of minimal sector, the construction follows the standard prescription of BFV-method [25]. The canonical ghost pairs are assigned to the primary constraints \( T_\alpha \),

\[ \{ C^\alpha, P_\beta \} = \delta^\alpha_\beta, \quad \text{gh } C^\alpha = - \text{gh } P_\alpha = 1; \quad \varepsilon (C^\alpha) = \varepsilon (P_\alpha) = 1, \]

and to the secondary constraints \( \tilde{\tau}_a \) (50):

\[ \{ C^\alpha, \tilde{P}_\beta \} = \delta^\alpha_\beta, \quad \text{gh } C^\alpha = - \text{gh } \tilde{P}_\alpha = 1; \quad \varepsilon (C^\alpha) = \varepsilon (\tilde{P}_\alpha) = 1. \]
Given the reducibility of secondary constraints \((57)\), the ghosts for ghosts are introduced,

\[
\{C^A, \overline{P}_B\} = \delta^A_B, \quad \text{gh} C^A = - \text{gh} \overline{P}_A = 2, \quad \varepsilon(C^A) = \varepsilon(\overline{P}_A) = 0.
\] (82)

Reducibility of the null-vectors \((60)\) implies introduction of the next level ghosts:

\[
\{C^{A_1}, \overline{P}_{B_1}\} = \delta^{A_1}_{B_1}, \quad \text{gh} C^{A_1} = - \text{gh} \overline{P}_{A_1} = 3, \quad \varepsilon(C^{A_1}) = \varepsilon(\overline{P}_{A_1}) = 1.
\] (83)

The BRST charge is constructed in the usual way, beginning with the constraints and null-vectors with the ghost terms defined by the equation of Poisson-nilpotency:

\[
Q_{\text{min}} = T_\alpha C^\alpha + \tilde{\tau}_\alpha C^\alpha + \overline{P}_\alpha Z_1^\alpha A C^A + \overline{P}_A Z_2^A A_1 C^{A_1} + \cdots, \quad \{Q_{\text{min}}, Q_{\text{min}}\} = 0.
\] (84)

The BRST invariant Hamiltonian \(H\) is iteratively constructed by solving the equation of that \(H\) commutes with \(Q_{\text{min}}\) starting from the original Hamiltonian:

\[
\mathcal{H} = H + \cdots, \quad \{Q_{\text{min}}, \mathcal{H}\} = 0.
\] (85)

Much like the Hamiltonian, any other phase-space function, being an invariant of the reducible gauge symmetry \((63)\), is assigned with the BRST invariant extension. This extension is unique modulo BRST exact terms.

Now, let us discuss the gauge fixing and the ghosts of non-minimal sector. The standard BFV construction \([25]\) of the non-minimal ghost sector corresponds to the case with reducible primary first class constraints. In this case, the gauge transformations of the Lagrange multipliers involve the first derivatives of the gauge parameters, while the corresponding constraints are reducible. The higher order reducible gauge symmetry \((63), (64), (65), (66)\) is of a different structure. The primary constraints \(T_\alpha\) are irreducible, and the gauge transformations of Lagrange multipliers \((64)\) include the second order derivatives of the gauge parameters. These transformations are reducible \((65)\), while the corresponding constraints are not. In the sector of canonical variables, the primary constraints generate transformations with the first derivatives of gauge parameters \((63)\). The secondary constraints \(\tilde{\tau}_\alpha\) are reducible, and they generate the gauge with the same gauge parameters, as \(T_\alpha\), though without time derivatives of \(\varepsilon^\alpha\). Once the primary and secondary constraints share the same gauge parameters \(\varepsilon^\alpha\), they share the same gauge-fixing conditions \(\chi^\alpha(\varphi)\), cf. \([42]\). Hence, the same pair of anti-ghosts is introduced for the \(T_\alpha\) and \(\tilde{\tau}_\alpha\), even though their ghosts are different. Also notice, that the gauges \(\chi^\alpha\) are assumed irreducible as
no null-vectors exist for the primary constraints. Hence, no extraghosts are introduced in the sector of these gauges, unlike the canonical BFV-scheme \[25\]. Irreducibility of $\chi^\alpha$ implies that the Lagrange multipliers to primary constraints $T_\alpha$ are irreducible and do not require extra-ghosts. The reducible gauge symmetry \[65\], induced by the null-vector $Z_1^\alpha A$, leads to imposing reducible gauge conditions $\omega_1^A \alpha C^\alpha$ on ghosts $C^\alpha$ assigned to secondary constraints $\tilde{\tau}_\alpha$. Hence, gauge-fixing conditions are imposed on associated anti-ghosts and Lagrange multipliers, and the corresponding extra-ghosts are introduced. The gauge symmetry \[66\], induced by $Z_2^A A_1$, implies imposing gauge conditions $\omega_2^A A_1 C^A$ on ghosts $C^A$. As $Z_2^A A_1$ does not have its own null-vectors, no gauge-fixing conditions and extra-ghosts are needed for associated anti-ghosts and Lagrangian multipliers, like in the standard formalism \[25\] for the second stage of reducibility.

So, the distinction from the canonical procedure \[25\] is that primary constraints $T_\alpha$ of the original action \[35\] are irreducible, as well as the gauges $\chi^\alpha$. Therefore, corresponding anti-ghosts and Lagrangian multipliers do not require gauge-fixing conditions and related extra-ghosts. Given this feature, we introduce canonical pairs of anti-ghosts and Lagrange multipliers assigned to the primary constraints $T_\alpha$ and corresponding gauges \[12\] as if there were no reducibilities of gauge symmetry:

\[
\{P^\alpha, C_\beta\} = \delta^\alpha_\beta, \quad gh P^\alpha = - gh C_\alpha = 1, \quad \varepsilon(P^\alpha) = \varepsilon(C_\alpha) = 1; \quad (86)
\]

\[
\{\lambda^\alpha, \pi_\beta\} = \delta^\alpha_\beta, \quad gh \lambda^\alpha = - gh \pi_\alpha = 0, \quad \varepsilon(\lambda^\alpha) = \varepsilon(\pi_\alpha) = 0. \quad (87)
\]

Once the gauge parameters $\varepsilon$ enjoy the gauge symmetry \[65\] generated by $Z_1^\alpha A$, corresponding ghosts need gauge fixing, so related extra-ghosts are introduced in this sector:

\[
\{P^A, C_B\} = \delta^A_B, \quad gh P^A = - gh C_A = 2, \quad \varepsilon(P^A) = \varepsilon(C_A) = 0; \quad (88)
\]

\[
\{\lambda^A, \pi_B\} = \delta^A_B, \quad gh \lambda^A = - gh \pi_A = 1, \quad \varepsilon(\lambda^A) = \varepsilon(\pi_A) = 1. \quad (89)
\]

The gauge symmetry \[65\] enjoys the symmetry \[66\] generated by $Z_2^A A_1$, hence corresponding ghosts need gauge fixing. This implies introduction of the extra-ghosts related to these gauges, and corresponding Lagrange multipliers:

\[
\{P^{A_1}, C_{B_1}\} = \delta^{A_1}_{B_1}, \quad gh P^{A_1} = - gh C_{A_1} = 3, \quad \varepsilon(P^{A_1}) = \varepsilon(C_{A_1}) = 1; \quad (90)
\]

\[
\{\lambda^{A_1}, \pi_{B_1}\} = \delta^{A_1}_{B_1}, \quad gh \lambda^{A_1} = - gh \pi_{A_1} = 2, \quad \varepsilon(\lambda^{A_1}) = \varepsilon(\pi_{A_1}) = 0. \quad (91)
\]
We also introduce extra-ghosts

\{ \lambda^{(1')} A_1, \pi^{(1')} B_1 \} = \delta_{B_1}^{A_1}, \quad \text{gh} \lambda^{(1')} A_1 = -\text{gh} \pi^{(1')} A_1 = 1, \quad \varepsilon(\lambda^{(1')} A_1) = \varepsilon(\pi^{(1')} A_1) = 1, \quad (92)

related to the gauge conditions \sigma_2 A_1 A \lambda^A on Lagrange multipliers \lambda^A, and extra-ghosts

\{ P^{(1')} A_1, \Omega^{(1')} B_1 \} = \delta_{B_1}^{A_1}, \quad \text{gh} P^{(1')} A_1 = -\text{gh} \Omega^{(1')} A_1 = 2, \quad \varepsilon(P^{(1')} A_1) = \varepsilon(\Omega^{(1')} A_1) = 0, \quad (93)

to gauge conditions \Omega A \omega_2 A_1 on anti-ghosts \Omega A.

Given the specifics of gauge fixing procedure for the reducible gauge symmetry with irreducible primary constraints and reducible secondary ones, the complete BRST charge \( Q \) reads

\[ Q = Q_{\text{min}} + \pi_A P^A + \pi_A P^A + \pi_A^1 A_1 P^{(1')} A_1. \quad (94) \]

To accommodate all the gauge conditions, the gauge-fixing Fermion \( \Psi \) reads

\[ \Psi = \Omega_A \lambda^A + P_A \lambda^A + \Omega_A \omega_2 A_1 A \omega_1 A_1 C^A + \Omega_A \omega_2 A_1 A C^A + \Omega_A A_1 \lambda^A + \Omega_A \omega_2 A_1 A \lambda^A + 1 \quad (95) \]

Given the complete BRST charge and gauge Fermion, the unitarizing Hamiltonian is constructed by the usual rule (79).

As we have seen in the previous section, the same Hamiltonian action (35) with the involution relations (45)–(49) admits two different forms of gauge symmetry: (i) the unfree gauge variations with first derivatives of the gauge parameters (39), (40), (41), and (ii) reducible gauge symmetry with the second order derivatives of the unrestricted gauge parameters (63), (64), (65), (66). These two forms of the gauge symmetry are connected by the map of gauge parameters (69). The map is not invertible if the requirements of locality are respected. In this section, we have presented two BRST complexes corresponding to these two forms of gauge symmetry. Now, let us discuss the connection between these two BRST complexes following the pattern (69) which links corresponding gauge symmetries. To avoid technical complexities, we restrict consideration by simplified involution relations

\[ \{ T_\alpha, H \} = \tau_a V^a \alpha, \quad \{ \tau_a, H \} = T_\alpha V^a \alpha, \quad (96) \]

with structure coefficients \( V^a \alpha, V^a \alpha \) being constants.
In this case, $Q$ reads

$$Q_{\text{unfree}} = T_a C^a + \tau_a C^a + \pi_\alpha P^\alpha.$$  \hspace{1cm} (97)

This leads to the unitarizing Hamiltonian $H_\Psi$ of the form

$$H_{\Psi}^{\text{unfree}} = H - \overline{\sigma}_a V^\alpha_a C^a - \overline{\tau}_a V^\alpha_a C^a + T_a \lambda^\alpha + \pi_\alpha \chi^\alpha$$

$$+ \overline{\sigma}_a P^\alpha + \overline{C}_a \{ \chi^\alpha, T_\beta \} C^\beta + \overline{C}_a \{ \chi^\alpha, \tau_\alpha \} C^a.$$  \hspace{1cm} (98)

Given the simplified algebra, corresponding involution relations for reducible constraints $\tilde{\tau}_\alpha$ read

$$\{ T_\alpha, H \} = \tilde{\tau}_\alpha, \quad \{ \tilde{\tau}_\alpha, H \} = T_\beta \tilde{V}^\beta_\alpha,$$

$$\{ T_\alpha, T_\beta \} = \{ T_\alpha, \tilde{\tau}_\beta \} = \{ \tilde{\tau}_\alpha, \tilde{\tau}_\beta \} = 0,$$

$$\tilde{\tau}_\alpha Z^1_a = 0, \quad Z^1_a B^1_A = 0,$$  \hspace{1cm} (99)

$$\text{with } Z^1_a A^1_A, Z^2_a A^1_A \text{ being constants, and } V^\alpha_a Z^1_a = 0, \quad \tilde{V}^\beta_\alpha = V^\alpha_a V^\alpha_\beta.$$

In this case, BRST charge $Q_{\text{reducible}}$ reads

$$Q_{\text{reducible}} = T_a C^a + \tilde{\tau}_\alpha C^a + \overline{\sigma}_a Z^1_a A^1_C^a + \overline{\tau}_a Z^1_a A^1 C^a$$

$$+ \pi_\alpha P^\alpha + \pi_\alpha P^\alpha + \pi_\alpha P^\alpha + \pi_\alpha P^\alpha,$$  \hspace{1cm} (100)

and unitarizing Hamiltonian $H_\Psi^{\text{reducible}}$ has the form

$$H_{\Psi}^{\text{reducible}} = H(q, p) - \overline{\sigma}_\beta \tilde{V}^\beta_\alpha C^a - \overline{\tau}_\alpha C^a$$

$$+ T_a \lambda^a + \overline{\sigma}_a Z^1_a A^1 \lambda^A + \overline{\tau}_a Z^1_a A^1 \lambda^A + \pi_\alpha \omega^1_\alpha A^1 \lambda^A + \overline{C}_a \omega^2_1 A^1 \lambda^A$$

$$+ \pi_\alpha \chi^\alpha + \pi_\alpha \omega^1_\alpha A^1 C^a + \pi_\alpha \omega^2_1 A^1 C^a + \pi_\alpha \chi^\alpha + \overline{C}_a \omega^1_\alpha A^1 \lambda^A$$

$$+ \overline{C}_a \{ \chi^\alpha, T_\beta \} C^\beta + \overline{C}_a \{ \chi^\alpha, \tilde{\tau}_\beta \} C^\beta + \overline{C}_a \omega^1_\alpha A^1 B^A + \overline{C}_a \omega^1_\alpha A^1 B^A + \overline{C}_a \omega^1_\alpha A^1 B^A$$

$$+ \overline{C}_a \{ \chi^\alpha, T_\beta \} C^\beta + \overline{C}_a \{ \chi^\alpha, \tilde{\tau}_\beta \} C^\beta + \overline{C}_a \omega^1_\alpha A^1 B^A + \overline{C}_a \omega^1_\alpha A^1 B^A + \overline{C}_a \omega^1_\alpha A^1 B^A.$$  \hspace{1cm} (102)

One can see, that even in the case of the simplest possible involution relations leading to the secondary constraints, two BRST complexes can be associated with the same original classical action functional. One of them corresponds to the unfree form of the gauge symmetry with the first derivatives of gauge parameters, and another one is for the reducible gauge symmetry with the second time derivatives of unrestricted gauge parameters. The BRST charges $Q_{\text{unfree}}$ and $Q_{\text{reducible}}$ begin with different sets of secondary constraints $- \tau_\alpha$ and $\tilde{\tau}_\alpha$ and depend on
the ghosts which differ even by their numbers. The secondary constraints \( \tau_a \) and \( \tilde{\tau}_\alpha \) are linearly connected by relation (50), where the linear differential operator \( V^{a}{}_{\alpha} \) has finite dimensional right kernel in the sense of relation (3). This results in the unfree gauge symmetry. The left kernel is infinite of \( V^{a}{}_{\alpha} \), see (56). This fact results in the reducible gauge symmetry with the second derivatives of the gauge parameters, and with the symmetry of symmetry generated by the left kernel of \( V^{a}{}_{\alpha} \). The connection between these two symmetries is seen from the relation (69). This relation shows that the structure coefficient \( V^{a}{}_{\alpha} \) can be absorbed by the gauge parameters of the reducible transformations resolving, in a sense, the equations for the gauge parameters of unfree transformations in terms of the reducible parameters and their first derivatives. It is a local map of gauge symmetries which does not have the local inverse, in general. One can expect to see the ghosts corresponding to \( \tau_a \) and \( \tilde{\tau}_\alpha \) to be connected by a similar map. With this idea in mind, we are seeking for the canonical transformation of the \( Q_{\text{unfree}} \) such that maps the ghosts \( C^a \) assigned to the irreducible constraints \( \tau_a \) to the ghosts \( C^\alpha \) corresponding to the reducible constraints \( \tilde{\tau}_\alpha \).

Clearly, no canonical transformation can literally map the BRST charge \( Q_{\text{unfree}} \) to \( Q_{\text{reducible}} \), or vice versa, as they involve different number of ghosts, with different gradings. The best possible way to see them connected by canonical transformation is to identify the charges modulo trivial canonical ghost pairs such that do not contribute to the BRST-cohomology classes. For more details on the trivial pairs, one can consult the textbook [22].

Proceeding from the BRST complex connected with the unfree gauge symmetry (97), we introduce the trivial pairs of ghost variables to make the set of variables identical with that of the complex for the reducible gauge symmetry (101),

\[
\{ c^A, \overline{p}_B \} = \delta^A_B, \quad \text{gh} \ c^A = - \text{gh} \ \overline{p}_A = 1, \quad \varepsilon(c^A) = \varepsilon(\overline{p}_A) = 1; \quad (103)
\]

\[
\{ c^{A_1}, \overline{p}_{B_1} \} = \delta^{A_1}_{B_1}, \quad \text{gh} \ c^{A_1} = - \text{gh} \ \overline{p}_{A_1} = 2, \quad \varepsilon(c^{A_1}) = \varepsilon(\overline{p}_{A_1}) = 0; \quad (104)
\]

\[
\{ c^A, \overline{p}_{B_1} \} = \delta^A_{B_1}, \quad \text{gh} \ c^A = - \text{gh} \ \overline{p}_A = 2, \quad \varepsilon(c^A) = \varepsilon(\overline{p}_A) = 0; \quad (105)
\]

\[
\{ c^{A_1}, \overline{p}_{B_1} \} = \delta^{A_1}_{B_1}, \quad \text{gh} \ c^{A_1} = - \text{gh} \ \overline{p}_{A_1} = 3, \quad \varepsilon(c^{A_1}) = \varepsilon(\overline{p}_{A_1}) = 1; \quad (106)
\]

and corresponding non-minimal sector ghosts and Lagrange multipliers

\[
\{ p^A, \overline{\tau}_B \} = \delta^A_B, \quad \text{gh} \ p^A = - \text{gh} \ \overline{\tau}_A = 2, \quad \varepsilon(p^A) = \varepsilon(\overline{\tau}_A) = 0; \quad (107)
\]

\[
\{ \lambda^{A_1}, \pi'_{B_1} \} = \delta^{A_1}_{B_1}, \quad \text{gh} \ \lambda^{A_1} = - \text{gh} \ \pi'_{A_1} = 1, \quad \varepsilon(\lambda^{A_1}) = \varepsilon(\pi'_{A_1}) = 1; \quad (108)
\]
\[
\{ p^{A_1}, \tau_{B_1} \} = \delta^{A_1}_{B_1}, \quad gh p^{A_1} = - gh \tau_{A_1} = 3, \quad \varepsilon(p^{A_1}) = \varepsilon(\tau_{A_1}) = 1; \quad (109)
\]
\[
\{ \lambda'^{A_1}, \pi'_{B_1} \} = \delta^{A_1}_{B_1}, \quad gh \lambda'^{A_1} = - gh \pi'_{A_1} = 2, \quad \varepsilon(\lambda'^{A_1}) = \varepsilon(\pi'_{A_1}) = 0. \quad (110)
\]

Now, let us extend the BRST charge \( Q_{\text{unfree}} \) by the trivial pairs:

\[
Q_{\text{unfree}}^{\text{ext}} = T_\alpha C^\alpha + \tau_a C^a + \pi_a P^a + \overline{p}_A c^A + \overline{\tau}_{A_1} c^{A_1} + \pi'_{A_1} p^{A_1} + \pi'_{A_1} p^{A_1}. \quad (111)
\]

Once the added trivial pairs are decoupled from the original variables in the charge, they cannot contribute to the BRST-cohomology classes. This means, the complex defined by the original charge \( Q_{\text{unfree}} \) is quasi-isomorphic to the above extension. The extended charge (111) is defined on the space of the same dimension and with the same distribution of the ghost number and Grassmann-parity grading as the charge \( Q_{\text{reducible}} \) which corresponds to the reducible gauge symmetry. Both charges are linear in the ghosts, so they can be connected by the linear canonical transformation of the ghosts and Lagrange multipliers.

The distinctions between \( Q_{\text{unfree}}^{\text{ext}} \) and \( Q_{\text{reducible}} \) concern the coefficients at the ghosts. The charge \( Q_{\text{unfree}}^{\text{ext}} \) includes the irreducible secondary constraints \( \tau_a \), while corresponding ghosts and trivial pairs decouple. The charge \( Q_{\text{reducible}} \) includes the reducible secondary constraints \( \overline{\tau}_a \) connected with \( \tau_a \) by the relation (50). The momenta of corresponding ghosts \( C^\alpha \) do not decouple from the ghosts of higher ghost numbers. So, the charge \( Q_{\text{unfree}}^{\text{ext}} \) looks as if the ghosts in the charge \( Q_{\text{reducible}} \) were reorganized in such a way that the corresponding secondary constraints were explicitly split into irreducible ones and identical zeros, while the null-vectors \( Z_1^{\alpha A}, Z_2^{A_1 A_1} \), being rectangular matrices, were split into unit blocks and zero ones. Hence, to connect these two charges we are seeking for the linear canonical transformation of the ghosts and Lagrange multipliers such that corresponds to splitting of the reducible constraints \( \overline{\tau}_a \) into irreducible ones, i.e. \( \tau_a \), and identical zeros. Below, we find the local generating function\(^4\) of the canonical transformation which connects the local charges \( Q_{\text{unfree}}^{\text{ext}} \) and \( Q_{\text{reducible}} \) to each other.

To find the linear canonical transformation connecting these two alternative BRST charges, we introduce the local operators,

\[
\hat{V}_a, \quad \hat{Z}_1^{A_1}, \quad \hat{Z}_2^{A_1 A_1}, \quad (112)
\]

\(^4\)Locality of the generating function does not necessarily mean that the canonical transformation is local. For example, if the coordinates are connected by the differential operators involved in the generating function, the conjugate momenta are connected by the inverse operators. The latter ones are non-local, in general.
subject to the conditions

\[ \hat{Z}_1^A \alpha \hat{V}^\alpha_a = 0, \quad \hat{Z}_2^{A_1} \hat{Z}_1^A \alpha = 0. \] (113)

In this context, these operators are supposed field-independent much like \( V^a_\alpha, Z_1^A \alpha, Z_2^{A_1} \alpha \). Introduce the operators

\[ D^a_b = V^a_\alpha \hat{V}^\alpha_b, \] (114)

\[ D^a_\beta = \hat{V}^\alpha_a V^\beta_\alpha + Z_1^A \alpha \hat{Z}_1^A \beta, \] (115)

\[ D^A_B = \hat{Z}_1^A \alpha Z_1^A \beta + Z_2^{A_1} \hat{Z}_2^{A_1} \beta, \] (116)

\[ D^{A_1}_{B_1} = \hat{Z}_2^{A_1} \alpha Z_2^{A_1} \beta. \] (117)

We assume, that all the operators above have at most finite dimensional kernel. In this sense, the local operators (112) can be viewed as dual to \( V^a_\alpha, Z_1^A \alpha, Z_2^{A_1} \alpha \), respectively. Given the definitions, the operators (114), (115), (116), (117) have the following intertwining properties w.r.t. \( V^a_\alpha, Z_1^A \alpha, Z_2^{A_1} \alpha \) and corresponding dual operators:

\[ V^a_\beta D^a_\beta = D^a_b V^b_a, \quad D^a_\beta \hat{V}^\beta_a = \hat{V}^a_b D^b_a, \]

\[ Z_1^A \beta D^B_A = D^\alpha_\beta Z_1^\beta A, \quad \hat{Z}_1^A \beta D^a_\alpha = D^A_B \hat{Z}_1^B \alpha, \] (118)

\[ Z_2^{A_1} \beta D^{B_1}_{A_1} = D^A_B Z_2^\beta A_1, \quad D^{A_1}_{B_1} \hat{Z}_2^{B_1} = \hat{Z}_2^{A_1} B \hat{Z}_2 B A. \]

Hereinafter, let us denote as \( (q, p) \) the canonical pairs of ghosts and Lagrange multipliers of \( Q_{\text{unfree}}^\text{ext} \) which are involved in the change of variables. Corresponding canonical pairs of \( Q_{\text{reducible}} \) are denoted \( (Q, P) \),

\[ q = \{ C^a, c^A, \epsilon^A, c^{A_1}, c^{A_1}, \alpha^A, \alpha^{A_1}, \beta^A, \beta^{A_1}, \lambda^{A_1}, \lambda^{A_1} \}, \]

\[ p = \{ \bar{P}_a, \bar{P}_A, \bar{P}_{A_1}, \bar{P}_{A_1}, \bar{C}_A, \bar{C}_{A_1}, \bar{C}_{A_1}, \bar{\tau}_A, \bar{\tau}_{A_1}, \bar{\tau}_{A_1}, \bar{\pi}', \bar{\pi}'_{A_1}, \bar{\pi}'_{A_1} \}, \]

\[ Q = \{ C^a, \lambda^{(1)} A_1, C^A, \alpha^{(1)} A_1, \beta^{A_1}, \beta^{A_1}, \lambda^{A_1}, \lambda^{A_1} \}, \]

\[ P = \{ \bar{P}_a, \bar{P}_A, \bar{P}_{A_1}, \bar{C}_A, \bar{C}_{A_1}, \bar{C}_{A_1}, \bar{\tau}_A, \bar{\tau}_{A_1}, \bar{\tau}_{A_1}, \bar{\pi}', \bar{\pi}'_{A_1}, \bar{\pi}'_{A_1} \}. \] (119)
Consider the point canonical transformation \((q,p) \leftrightarrow (Q,P)\), with the generating function

\[
F(Q,p) = (\bar{p}_a V^a_{\alpha} + \bar{p}_A \hat{Z}_1 A_{\alpha}) C^\alpha + \bar{p}_A Z_2 A_{1} \lambda^{(1)} A_{1} + (\bar{p}_B \hat{Z}_1 B_{\alpha} Z_1 A_{\alpha} + \bar{p}_A \hat{Z}_2 A_{1} A_{\alpha}) C^A +
\]

\[
+ (\bar{p}_A Z_2 A_{1} A_{\alpha} - \bar{p}_A) D^{(1)} A_{1} + \bar{p}_A D^{A_1 A_1} C^B +
\]

\[
+ \bar{c}_A D^A B^B + \pi^{'}_A D^A B^B + \bar{c}_A D^{A_1 A_1} B^B + \pi^{'}_A D^{A_1 A_1} B^B.
\]

The generating function defines the linear transformation of coordinates and momenta by the rule

\[
P = \frac{\partial F}{\partial Q}, \quad q = \frac{\partial F}{\partial p}.
\]

The relations above are local. This does not mean, however, the locality of the transformation as such. The matter is that expression of the coordinates \(q\) is local in terms of \(Q\), not vice versa. The momenta \(P\) are the local linear combinations of \(p\), while the local inverse transformation does not exist, in general. Therefore, neither map \((q,p) \mapsto (Q,P)\) is local, nor is the inverse one\(^5\). Besides the issue of locality, the problem has to be addressed of the possible finite dimensional kernel of the operators (114)–(117) involved in the transformation (120), (121). The kernel of these operators primarily originates from the kernel of the structure coefficient at the completion function (3). If one fixes certain element of the kernel, the operators (114)–(117) will become invertible, though the inverse ones are non-local. The example might be \(D = \Delta\). The Laplace operator has kernel unless the boundary conditions are specified for the functions. Fixing boundary conditions, one can restrict the kernel, or make it trivial. For the latter class of functions, the Laplacian is invertible, though the inverse is non-local. The charge \(Q_{\text{ext}}^{\text{unfree}}\) involves the secondary constraints \(\tau_a\) that include fixed modular parameters \(\Lambda\). Hence, the charge corresponds to the unique element of the kernel (3). With this regard, we assume that non-local inverse operators exist for all the operators (114)–(117). Making use of these inverse operators, one can explicitly find the canonical transformation from \((q,p)\) to \((Q,P)\), and back. This transformation turns \(Q_{\text{ext}}^{\text{unfree}}\) into \(Q_{\text{reducible}}\):

\[
Q_{\text{unfree}}^{\text{ext}}(q(Q,P),p(Q,P)) = Q_{\text{reducible}}(Q,P).
\]

As one can see, the two local BRST charges constructed for the same Hamiltonian action (35) are connected by the non-local canonical transformation (121) with the local generating function (120).

\(^5\)Once the matrix \(\frac{\partial^2 F}{\partial q \partial p}\) has a finite kernel, the transformation (121) is not a canonical one, strictly speaking. More accurately, this transformation belongs to the class of the thick morphisms of \(Q\)-manifolds [26].
Given the non-local nature of the transformation connecting the local charges, corresponding local BRST complexes are not quasi-isomorphic, in general.

The most obvious evidence of inequivalence of these two BRST complexes concerns the irreducible secondary constraints \( \tau_a \), being the Hamiltonian counterparts of completion functions \( \{4\} \). These quantities are BRST exact w.r.t. the charge \( Q_{\text{unfree}} \) \( \{97\} \),

\[
\tau_a = \{ P_a, Q_{\text{unfree}} \}.
\]  

The same quantities are BRST-closed w.r.t. the charge \( Q_{\text{reducible}} \) \( \{101\} \),

\[
\{ \tau_a, Q_{\text{reducible}} \} = 0,
\]  

though they are not BRST-exact. Let us demonstrate the latter fact. Assume the local quantities \( \psi_a \) exist, such that

\[
\tau_a = \{ \psi_a, Q_{\text{reducible}} \}.
\]  

Given the ghost number grading, and linearity of \( Q_{\text{reducible}} \) \( \{101\} \), this would mean \( \psi_a = \overline{P}_a \psi^\alpha_a \), with \( \psi^\alpha_a \) being local ghost-independent differential operator. Substituting \( \psi_a \) of this form into \( \{125\} \) and accounting for \( \{50\} \) we arrive at the relation

\[
\tau_a = \{ \psi_a, Q_{\text{reducible}} \} = \tilde{\tau}_a \psi^\alpha_a = \tau^b V_a^\alpha \psi^\alpha_a.
\]  

This means \( V^b_a \psi^\alpha_a = \delta^b_a \), while no local \( \psi^\alpha_a \) can exist with this property, see \( \{51\} \).

Let us summarise the distinctions between the two BRST complexes. The complex related to the unfree form of the gauge symmetry treats the independent secondary constraints \( \tau_a \) \( \{37\} \), being the Hamiltonian counterparts of completion functions \( \{4\} \), as trivial quantities. Once they correspond to BRST co-boundary, they are not observables from the standpoint of this complex. The complex based on the reducible form of gauge symmetry treats the reducible secondary constraints \( \tilde{\tau}_a \) \( \{50\} \) as trivial quantities. Even though \( \tilde{\tau}_a \) is proportional to \( \tau_a \), the finite kernel of the coefficient \( V^\alpha_a \) makes the difference. As the result, \( \tau_a \) is not BRST-exact, due to the modes, which contribute to the kernel. These global modes are not fixed by \( \tilde{\tau}_a \). They just conserve (as \( \tau_a \) commutes on shell with the Hamiltonian), with the unfixed initial data. Given these distinctions between the two complexes, different options are possible for physical interpretation of the dynamics. The complex based on the unfree form of the gauge symmetry better suits for studying dynamics with fixed
modular parameters. The global conserved quantities (5), being defined on shell by the modular parameters, are BRST-trivial from the standpoint of this complex. No quantum fluctuations, or quantum transitions can be assigned to these quantities. The complex based on the reducible form of the gauge symmetry better suits for consideration with unfixed modular parameters. It does not reduce the classical dynamics to the level surface of the global conserved quantities (5). These quantities are BRST closed, not BRST-exact w.r.t. the BRST charge (84), (94). With this form of gauge symmetry, the BRST complex allows one to ask questions about spectrum of these global conserved quantities, their quantum fluctuations and transitions, at least in principle. The choice between these two inequivalent complexes depends on the reasons of physical interpretation, it cannot be motivated by formal (dis)advantages of any of these two formalisms — both of them are self-consistent.

5. Example: unfree and reducible gauge symmetry in the Hamiltonian formalism of linearized unimodular gravity

In this section, we exemplify all the general structures discussed in the previous two sections by the model of linearized unimodular gravity. Hamiltonian action (35) for this model reads:

\[ S = \int d^4x \left( \Pi^{\alpha\beta} \dot{h}_{\alpha\beta} - H_T \right), \quad H_T = H + \lambda^\alpha T_\alpha, \quad (127) \]

\[ H = \Pi_{\alpha\beta} \Pi^{\alpha\beta} - \frac{1}{2} \Pi^2 - \frac{1}{4} \left( \partial^\alpha h_{\beta\gamma} \partial^\beta h^{\gamma\alpha} + \partial^\alpha h \partial^\alpha h - 2 \partial^\alpha h_{\beta\gamma} \partial^\beta h \partial^\gamma h \right), \quad (128) \]

\[ T_\alpha = -2 \partial^\beta \Pi_{\beta\alpha}, \quad (129) \]

where \(\alpha, \beta, \gamma = 1, 2, 3, \eta_{\alpha\beta} = -\delta_{\alpha\beta}, \ h = \eta^{\alpha\beta} h_{\alpha\beta}, \ \Pi = \eta_{\alpha\beta} \Pi^{\alpha\beta}.\)

The requirement of stability (36) of the primary constraints (129),

\[ \{ T_\alpha, H_T \} = -\partial_\alpha \tau, \quad (130) \]

leads to a single secondary constraint

\[ \tau = \partial^\alpha \partial^\beta h_{\alpha\beta} - \partial_\alpha \partial^\alpha h - \Lambda, \quad \Lambda = const, \quad (131) \]

and no tertiary constraints appear (cf. (38)),

\[ \{ \tau, H_T \} = -\partial^\alpha T_\alpha. \quad (132) \]
The role of the differential operator with finite kernel $\Gamma_1^\alpha\beta$ (see (36)) is played by the partial derivative. Hence, the kernel is one dimensional, being constituted by constants. The expression $\partial^\alpha\partial^\beta h_{\alpha\beta} = \partial_\alpha\partial^\alpha h$ in (131) reduces on shell to half scalar curvature. So, the relation (131) is the phase space counterpart of (16) for linearized theory. Involution relations (45)–(49) for the linearized unimodular gravity are of the form (96),

\[
\{T_\alpha, H\} = -\partial_\alpha \tau, \quad \{\tau, H\} = -\partial^\alpha T_\alpha, \quad \{T_\alpha, T_\beta\} = \{T_\alpha, \tau\} = \{\tau, \tau\} = 0.
\] (133)

Given the involution relations, the unfree gauge symmetry transformations are constructed by the general recipe (39)–(41):

\[
\delta_\epsilon h_{\alpha\beta} = \partial_\alpha \epsilon_\beta + \partial_\beta \epsilon_\alpha, \quad \delta_\epsilon \Pi^{\alpha\beta} = -\partial^\alpha \partial^\beta \epsilon + \eta^{\alpha\beta} \partial_\gamma \partial^\gamma \epsilon,
\]

\[
\delta_\epsilon \lambda^\alpha = \dot{\epsilon}^\alpha + \partial^\alpha \epsilon,
\]

\[
\dot{\epsilon} + \partial_\alpha \epsilon^\alpha = 0.
\] (134)

Corresponding BRST charge (97) reads

\[
Q_{\text{unfree}} = -2\partial^\beta \Pi_{\beta\alpha} C^\alpha + (\partial_\alpha \partial_\beta h_{\alpha\beta} - \partial_\alpha \partial^\alpha h - \Lambda)C + \pi_\alpha P^\alpha.
\] (137)

This leads to the unitarizing Hamiltonian (98) of the form

\[
H^\text{unfree}_\Psi = H - \mathcal{P}_\alpha \partial^\alpha C - \mathcal{P}_\alpha \partial_\beta C^\beta + T_\alpha \lambda^\alpha + \pi_\alpha \chi^\alpha
\]

\[
+ \mathcal{P}_\alpha P^\alpha + \mathcal{C}_\alpha \{\chi^\alpha, T_\beta\} C^\beta + \mathcal{C}_\alpha \{\chi^\alpha, \tau\} C,
\] (138)

where $T_\alpha$ and $\tau$ are primary constraints (129) and secondary constraint (131), respectively, $\chi^\alpha$ are the admissible gauge conditions (42), and $H$ is defined by (128).

Reducible constraints $\tilde{\tau}_\alpha$ are connected with $\tau$ (131) by the relation (50),

\[
\tilde{\tau}_\alpha = -\partial_\alpha \tau,
\] (139)

i.e. the structure function $V^\alpha_\alpha$ is defined by

\[
f_\alpha V^\alpha_\alpha = -\partial_\alpha f, \quad V^\alpha_\alpha f^\alpha = \partial_\alpha f^\alpha,
\] (140)
and index $a$ takes a single value. Given the algebra (133), for reducible constraints
\[ \tilde{\tau}_\alpha = - \partial_\alpha (\partial^\beta \partial^\gamma h_{\beta\gamma} - \partial_\beta \partial^3 h) \] (141)
involution relations are of the form (99), (100),
\[ \{ T_\alpha, H \} = \tilde{\tau}_\alpha, \quad \{ \tilde{\tau}_\alpha, H \} = \partial_\alpha \partial^\beta T_\beta, \]
\[ \{ T_\alpha, T_\beta \} = \{ T_\alpha, \tilde{\tau}_\beta \} = \{ \tilde{\tau}_\alpha, \tilde{\tau}_\beta \} = 0, \]
\[ \tilde{\tau}_\alpha Z_1^{\alpha A} = 0, \quad Z_1^{\alpha A} Z_2^{A A_1} = 0, \] (143)
where $Z_1^{\alpha A}$, $Z_2^{A A_1}$ are defined by
\[ f_\alpha Z_1^{\alpha A} = - \varepsilon^{\alpha \beta \alpha} \partial_\beta f_\alpha, \quad Z_1^{\alpha A} f_\alpha = - \varepsilon^{\alpha \beta \alpha} \partial_\beta f_\alpha, \]
\[ f^A Z_2^{A A_1} = - \partial_A f^A, \quad Z_2^{A A_1} f^A = \partial_A f, \] (145)
$A = 1, 2, 3$, index $A_1$ takes a single value, and $\varepsilon^{\alpha \beta \alpha}$ is fully antisymmetric, $\varepsilon^{123} = - \varepsilon_{123} = 1$.

Reducible gauge transformations of the phase-space variables (63) and Lagrange multipliers (64) with $Z_1^{\alpha A}$ (144) and $Z_2^{A A_1}$ (145) read
\[ \delta_\varepsilon h_{\alpha \beta} = \partial_\alpha (\dot{\varepsilon}_\beta + \varepsilon_{\beta \gamma A} \partial^\gamma \varepsilon^A) + \partial_\beta (\dot{\varepsilon}_\alpha + \varepsilon_{\alpha \gamma A} \partial^\gamma \varepsilon^A), \quad \delta_\varepsilon \Pi^{\alpha \beta} = \partial^\alpha \partial^\beta \partial_\gamma \varepsilon^\gamma - \eta^{\alpha \beta} \partial_\gamma \partial_\lambda \varepsilon^\lambda, \]
\[ \delta_\varepsilon \lambda^\alpha = \dot{\varepsilon}^\alpha + \varepsilon^{\alpha \beta \alpha} \partial_\beta \varepsilon_A - \partial^\alpha \partial_\beta \varepsilon^\beta. \] (147)
Gauge symmetry transformations of the original gauge parameters $\varepsilon^A$ and $\varepsilon^A$
\[ \delta_\omega \varepsilon^\alpha = - \varepsilon^{\alpha \beta \alpha} \partial_\beta \omega_A, \quad \delta_\omega \varepsilon^A = \dot{\omega}^A - \partial^A \omega, \]
are further reducible,
\[ \delta_\eta \omega^A = \partial^A \eta, \quad \delta_\eta \omega = \dot{\eta}, \] (149)
see (65), (66) with $Z_1^{\alpha A}$ (144) and $Z_2^{A A_1}$ (145). Note, that the parameters $\varepsilon^A$, $\epsilon$ of unfree gauge transformations (134)–(135), (136) can be expressed in terms of $\varepsilon^A$, $\varepsilon^A$ from (146)–(147) (cf. (69)),
\[ \varepsilon^A = \dot{\varepsilon}^A + \varepsilon^{\alpha \beta \alpha} \partial_\beta \varepsilon_A, \quad \epsilon = - \partial_\alpha \varepsilon^\alpha. \] (150)
The BRST charge (101), with $Z_1^{\alpha A}$ and $Z_{2AA_1}$ defined by (144) and (145), reads

$$Q_{\text{reducible}} = T_\alpha C^\alpha + \bar{\tau}_\alpha C^\alpha - \bar{P}_\alpha \varepsilon^{\alpha \beta A} \partial_\beta C_A + \bar{P}_A \partial^A C$$

$$+ \pi_\alpha P^\alpha + \pi_A P^A + \pi P + \pi^{(1')} P^{(1')} ,$$

where $T_\alpha$ and $\bar{\tau}_\alpha$ are primary constraints (129) and secondary constraint (141), respectively.

Local operators $\hat{V}_{\alpha b}$, $\hat{Z}_{1A\alpha}$ and $\hat{Z}_{2A_1A}$ (112) read

$$f_{\alpha} \hat{V}_{\alpha b} = \partial^\alpha f_{\alpha} , \\ \hat{V}_{\alpha b} f^b_{\alpha} = - \partial^\alpha f ,$$

$$f^A \hat{Z}_{1A\alpha} = \varepsilon^{\alpha \beta A} \partial^\beta f^A , \\ \hat{Z}_{1A\alpha} f^\alpha_{\alpha} = \varepsilon_{A\beta \alpha} \partial^\beta f^\alpha ,$$

$$f_{A_1} \hat{Z}_{2A_1A} = \partial^A f_{A_1} , \\ \hat{Z}_{2A_1A} f_{A} = - \partial^A f_{A} .$$

Given gauge coefficients

$$\omega_{1A\alpha} = \hat{Z}_{1A\alpha} , \\ \omega_{2A_1A} = \sigma_{2A_1A} = \hat{Z}_{2A_1A} , \\ \bar{\omega}_{2AA_1} = Z_{2AA_1} ,$$

$$\tau_{2A_1B_1} = - 2 \delta_{A_1 B_1} , \\ \varphi_{2A_1B_1} = 0 ,$$

the unitarizing Hamiltonian (102) has the form

$$H_{\Psi_{\text{reducible}}} = H - \bar{P}_\beta \partial^\beta \partial_\alpha C^\alpha - \bar{P}_\alpha C^\alpha$$

$$+ T_\alpha \lambda^\alpha - \bar{P}_\alpha \varepsilon^{\alpha \beta A} \partial_\beta \lambda_A + \bar{P}_A \partial^A \lambda + \pi_\alpha \partial^A \lambda^{(1')} + \bar{C}_A \partial^A P^{(1')}$$

$$+ \pi_\alpha \lambda^\alpha + \pi^A \varepsilon_{A\gamma \alpha} \partial^\gamma C^\alpha - \pi \partial_A C^A - \pi^{(1')} \partial_A \lambda^A - \bar{C}^{(1')} \partial_A P^A$$

$$+ \bar{C}_\alpha \{ \chi^\alpha, T_\beta \} C^\beta + \bar{C}_\alpha \{ \chi^\alpha, \bar{\tau}_\beta \} C^\beta + \bar{C}_A \partial^A \partial_B C^B + \bar{C}_A \Delta C^A + \bar{C} \Delta \bar{C}$$

$$- \pi P^{(1')} + \bar{P}_\alpha P^\alpha + \bar{P}_A P^A + \bar{P} P ,$$

where $T_\alpha$ and $\bar{\tau}_\alpha$ are primary constraints (129) and secondary constraint (141), respectively, $\chi^\alpha$ are the admissible gauge conditions (42), $H$ is defined by (128), $\Delta = - \partial_\alpha \partial^\alpha$.

The operators (114)–(117) have the form

$$D_{a}^a = V_{\alpha}^a \hat{V}_{a\alpha} = \Delta ,$$

$$D_{b}^a = \hat{V}_{a\alpha} V_{\beta}^b + Z_{1A}^{\alpha A} \hat{Z}_{1A\beta} = \delta_{b}^\alpha \Delta ,$$

$$D_{A}^R = \hat{Z}_{1A\alpha} Z_{1}^R + Z_{2AA} \hat{Z}_{2A_1B} = \delta_{A}^R \Delta ,$$

$$D_{B_1}^{A_1} = \hat{Z}_{2A_1A} Z_{2AB_1} = \Delta ,$$
and the generating function (120) reads
\[ F = \bar{P} \partial_\alpha C^\alpha + \bar{\rho}^A \varepsilon_{A\beta\alpha} \partial^\beta C^\alpha + \bar{P}_A \partial^A \lambda^{(1)} + \bar{P}_A \partial^A \partial_B C^B + \bar{P}_A \Delta C^A - \bar{P} \partial_A C^A + \bar{P}_A \partial^A \mathcal{P}^{(1)} - \bar{P} \mathcal{P}^{(1)} + \bar{P} \Delta C + \bar{r}_A \Delta \mathcal{P}^A + \pi_A' \Delta \lambda^A + \bar{r} \Delta \mathcal{P} + \pi' \Delta \lambda. \] (161)

One can demonstrate, that the extended BRST charge (111),
\[ Q^\text{ext}_{\text{unfree}} = -2 \partial^\beta \Pi_{\beta\alpha} C^\alpha + (\partial_\alpha \partial_\beta h^{\beta\alpha} - \partial_\alpha \partial^\alpha h - \Lambda) C + \pi_\alpha C^A + \bar{P}_A C^A + \bar{P} \epsilon + \pi_\alpha' p^A + \pi' p, \] (162)
under the canonical transformation (121) with the generating function \( F \), turns into \( Q^\text{reducible} \) (see (122)). Also, under such a canonical transformation, the extended \( H^\text{unfree} \) (131),
\[ H^\text{unfree}_{\psi} = H - \bar{P}_\alpha \partial^\alpha C + \bar{P}_\alpha C^\alpha + T_\alpha \lambda^\alpha + \pi_\alpha \lambda^\alpha + \bar{P}_\alpha P^\alpha + \bar{C}_\alpha \{ \chi^\alpha, T_\beta \} C + \bar{C}_\alpha \{ \chi^\alpha, \tau \} C \] (163)
being obtained by the appropriate choice of extended gauge Fermion (78)
\[ \Psi^\text{ext}_{\text{unfree}} = \bar{C}_\alpha \chi^\alpha + \bar{P}_\alpha \lambda^\alpha + \bar{r}_A \Delta c^A + \bar{P}_A \lambda'^A + \bar{r}_A \Delta c \] (164)
turns into \( H^\text{reducible}_\psi \) (156), i.e.
\[ H^\text{unfree}_{\psi} = H^\text{reducible}_\psi. \] (165)

One can see, that
\[ \tau = \{ P, Q^\text{unfree} \}, \] (166)
where \( Q^\text{unfree} \) is defined by (137) (cf. (123)). In the same time, the irreducible secondary constraint can be represented as
\[ \tau = \{ \psi, Q^\text{reducible} \}, \] (167)
where \( Q^\text{reducible} \) is defined by (151), and \( \psi = \bar{P}_\alpha \psi^\alpha \) (cf. (125)). So, like in (126),
\[ \tau = \bar{r}_\alpha \psi^\alpha = -\psi^\alpha \partial_\alpha \tau, \] (168)
i.e. \( \psi^\alpha = \partial^\alpha \Delta^{-1} \) is non-local operator being inverse to partial derivative. So, from the standpoint of the BRST charge (156), the scalar curvature, being represented by the independent secondary
constraint $\tau$, is BRST-exact. Hence, the cosmological constant is a trivial quantity from the standpoint of this BRST-cohomology. The BRST charge $[151]$ defines another BRST complex, where $\tau$ is closed, while it is not BRST-exact. Therefore, the cosmological constant is a physical quantity from the standpoint of this BRST complex. The choice between these complexes depends on the problem setup. If one sticks to the fixed asymptotic of the fields (i.e. the fields are supposed vanishing at infinity), the first complex is the option to choose. If various asymptotics are considered admissible for the fields, one has to opt for the second complex, with unfixed $\Lambda$.

6. Conclusion

In this article, we consider the phenomenon of unfree gauge symmetry in constrained Hamiltonian formalism, and study its connection with the alternative description of the same system in terms of reducible gauge symmetry with unrestricted gauge parameters. In Section 2 of this article, we remind the fact (which has been first noted in Ref. [8]) that unfree gauge symmetry implies certain modification of the second Noether theorem (2), (3) which accounts for the equations imposed onto the gauge parameters. This modification leads to existence of the global conserved quantities (4), (5) whose on shell values are defined not by the initial data at the Cauchy hyper-surface but at the lower dimensional subset of the space-time, or even at one point. The best known example of the conserved quantity of this sort is the cosmological constant of unimodular gravity. The cosmological constant enjoys the same status in various recent modifications of unimodular gravity, all related with restrictions on gauge parameters, see [15], [16]. In the model with the volume preserving diffeomorphism recently proposed in the article [27], the role of the corresponding global conserved quantity is plaid by the Newton constant. In the article [11], a series of the global conserved quantities is found for the higher spin analogue of the linearized unimodular gravity proposed in the article [5]. In the present article, the new global conserved quantities of this type are found in the second example of Section 2 for the Maxwell-like higher spin theories proposed in the article [6]. As we demonstrate, these global conserved quantities are systematically deduced from the modification of the second Noether theorem (2), (3) for the unfree gauge symmetry. In Section 2 we also demonstrate that any action, being invariant under the unfree gauge variation, always admits another form of gauge transformations with higher derivatives of unrestricted gauge parameters. This gauge symmetry can be reducible, even though the unfree symmetry of the same action is irreducible. This alternative form of the gauge symmetry does not
lead to any modification of Noether identities. In Section 3 we work out constrained Hamiltonian formalism describing both types of the gauge symmetry and clarify connection between them. The unfree gauge symmetry corresponds to the irreducible set of the secondary constraints, while the equations restricting the gauge parameters are defined by certain structure functions of the involution relations (36). The gauge symmetry with unrestricted gauge parameters is generated by reducible set of secondary constraints. The reducible gauge transformations (63), (64), (68) involve the higher time derivatives of the gauge parameters. The connection between these two forms of gauge symmetry is provided by the relation (69), which expresses the parameters of unfree gauge symmetry in terms of the parameters of reducible gauge transformations and their time derivatives. This map of the gauge parameters is not invertible in local terms, in general. It demonstrates that the unfree gauge symmetry is stronger, in the sense that it can gauge out the quantities such that can be viewed non-trivial w.r.t. the reducible counterpart. In Section 4 we work out Hamiltonian BRST formalism both for the unfree and reducible form of gauge symmetry. Upon completion of the phase space of the first BRST theory by certain set of BRST-trivial canonical pairs, it turns out connected with the formalism of the reducible gauge symmetry by the canonical transformation. The generating function (120) is local of the transformation. The transformation (121), as such, is not necessarily local, however. Hence, these two local BRST complexes are not necessarily quasi-isomorphic, in the sense that their cohomology groups can be different. In particular, the global conserved quantities (4), (5) correspond to the BRST co-boundary for the first complex, while they are non-trivial co-cycles from the standpoint of the complex associated to the reducible gauge symmetry. Both forms of the gauge symmetry — the unfree transformations and the reducible ones — are self-consistent, though inequivalent at the level of corresponding BRST complexes. The choice between them depends on the physical problem setting. If the asymptotics is supposed fixed of the fields, and the initial data cannot vary for the global conserved quantities, the complex for unfree gauge symmetry is the option to choose. If the initial data are not fixed for the global conserved quantities, one will have to opt for the complex associated to the reducible gauge symmetry.

Note added. When the work has been finalized, the article [28] has appeared where the algebra is studied of the lower conserved quantities whose on-shell values are defined by the data on the
lower dimension surfaces. These quantities seem similar to the global conserved quantities studied in this article, though no relation is immediately seen in \[28\] with the unfree gauge symmetry.
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