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Abstract

Using a general effective Lagrangian implementing the chiral symmetry breaking $SU(2)_L \otimes SU(2)_R \rightarrow SU(2)_{L+R}$, we present a one-loop calculation of the oblique $S$ and $T$ parameters within electroweak strongly-coupled models with a light scalar. Imposing a proper ultraviolet behaviour, we determine $S$ and $T$ at next-to-leading order in terms of a few resonance parameters. The constraints from the global fit to electroweak precision data force the massive vector and axial-vector states to be heavy, with masses above the TeV scale, and suggest that the $W^+W^-$ and $ZZ$ couplings of the Higgs-like scalar should be close to the Standard Model value. Our findings are generic, since they only rely on soft requirements on the short-distance properties of the underlying strongly-coupled theory, which are widely satisfied in more specific scenarios.
1 Introduction

The data accumulated so far confirm the Higgs-like nature of the new boson discovered at the LHC, with a spin and parity consistent with the Standard Model (SM) $0^+$ assignment, and a mass $m_H = 125.64 \pm 0.35$ GeV, in good agreement with the expectations from global fits to precision electroweak data. Although its properties are not well measured yet, the $H(126)$ boson is a very compelling candidate to be the SM Higgs. An obvious question to address is whether it corresponds to the unique Higgs boson incorporated in the SM, or it is just the first signal of a much richer scenario of Electroweak Symmetry Breaking (EWSB). Obvious possibilities are an extended scalar sector with additional fields or dynamical (non-perturbative) EWSB generated by some new underlying dynamics.

The SM implements the EWSB through a complex scalar doublet $\Phi(x)$ and a potential $V(\Phi)$ with non-trivial minima, giving rise to three Goldstone bosons which, in the unitary gauge, become the needed longitudinal polarizations of the gauge bosons. Since $\Phi(x)$ contains four real fields, one massive neutral scalar survives in the physical spectrum: the Higgs boson. Although the Higgs is not needed for the EWSB, the scalar doublet structure provides a renormalizable model with good unitarity properties. The scalar sector of the SM Lagrangian can be written in the form:

$$L(\Phi) = \frac{1}{2} \langle (D^\mu \Sigma)^\dagger D_\mu \Sigma \rangle - \frac{\lambda}{16} \left( \langle \Sigma^\dagger \Sigma \rangle - v^2 \right)^2,$$

where the $2 \times 2$ matrix $\Sigma = (\Phi^c, \Phi) = (\Phi^0, \Phi^+, \Phi^-)$ collects the scalar doublet and its charge-conjugate $\Phi^c = i\sigma^2 \Phi^*$, $\langle A \rangle$ stands for the trace of the $2 \times 2$ matrix $A$, and $D_\mu \Sigma \equiv \partial_\mu \Sigma + ig^2 W_\mu \Sigma - ig' \Sigma \frac{\sigma_2}{2} B_\mu$ is the usual gauge-covariant derivative. This expression makes manifest the existence of a global $G \equiv SU(2)_L \otimes SU(2)_R$ symmetry,

$$\Sigma \xrightarrow{G} g_L \Sigma g_R^\dagger, \quad g_{L,R} \in SU(2)_{L,R},$$

which is broken by the vacuum to the diagonal $SU(2)_{L+R}$, usually called custodial symmetry group. The SM promotes the $SU(2)_L$ to a local gauge symmetry, while only the $U(1)_Y$ subgroup of $SU(2)_R$ is gauged; thus the $SU(2)_R$ symmetry is explicitly broken at $O(g')$ through the $U(1)_Y$ interaction in the covariant derivative. Performing a polar decomposition,

$$\Sigma(x) = \frac{1}{\sqrt{2}} [v + H(x)] U(\varphi(x)), \quad U(\varphi) = \exp \{ i \bar{\varphi}/v \},$$

in terms of the Higgs field $H(x)$ and the Goldstones $\varphi(x)$, one can rewrite $L(\Phi)$ in the form:

$$L(\Phi) = \frac{v^2}{4} \langle D_\mu U^\dagger D^\mu U \rangle + O(H).$$
with $D_\mu U \equiv \partial_\mu U + ig \frac{2}{3} W_\mu U - ig' U \frac{2}{3} B_\mu$. In the unitary gauge $U = 1$, this Lagrangian reduces to the usual bilinear gauge-mass term, with $Z^\mu \equiv \cos \theta W_3^\mu - \sin \theta W B^\mu$, $m_W = m_Z \cos \theta_W = v g / 2$ and $\tan \theta_W = g' / g$.

Without the Higgs field, Eq. (5) is the generic lowest-order Goldstone Lagrangian associated with the symmetry breaking $SU(2)_L \otimes SU(2)_R \rightarrow SU(2)_{L+R}$. In Quantum Chromodynamics (QCD) the same Lagrangian describes the dynamics of pions at $O(p^2)$ (two derivatives), with $v = f_\pi$ the pion decay constant [16]. The successful electroweak precision tests of the SM [21] have confirmed that this is also the right pattern of symmetry breaking associated with the electroweak Goldstone bosons, with $v = (\sqrt{2} G_F)^{-1/2} = 246$ GeV. The crucial question to be now investigated is whether the particular implementation of this symmetry breaking incorporated in the SM is the one chosen by Nature, with the $H(126)$ being the long-awaited Higgs boson.

The implications of the assumed Goldstone symmetry structure can be investigated, independently of any particular implementation of the symmetry breaking, applying the same momentum expansion techniques used in Chiral Perturbation Theory ($\chi$PT) to describe low-energy QCD [16,22,24]. The electroweak Goldstone dynamics is then parameterized through an Effective Lagrangian which contains the SM gauge symmetry realized nonlinearly. In the past [19,20,25,27], only the known light degrees of freedom (leptons, quarks and gauge bosons) were included in the electroweak effective Lagrangian. The discovery of the $H(126)$ boson has triggered a renewed interest in this effective field theory approach, with a large number of works incorporating the Higgs-like boson as an explicit field in the effective low-energy Lagrangian [23,31].

We want to consider strongly-coupled models where the gauge symmetry is dynamically broken by means of some non-perturbative interaction. Usually, theories of this kind do not contain any fundamental Higgs, bringing instead resonances of different types as happens in QCD [32,34]. For instance, Technicolour [35], the most studied strongly-coupled model, introduces an asymptotically-free QCD replica at TeV energies which breaks the electroweak symmetry in the infrared, in a similar way as chiral symmetry is broken in QCD. This gives rise to the appearance of a tower of heavy resonances in the scattering amplitudes. Other models consider the possibility that the ultraviolet (UV) theory remains close to a strongly-interacting conformal fixed point over a wide range of energies (Walking Technicolour) [36]; recent work in this direction incorporates conformal field theory techniques (Conformal Technicolour) [37,39]. Strongly-coupled models in warped [30] or deconstructed [41] extra dimensions [42,49] have been also investigated.

The $H(126)$ boson could indeed be a first experimental signal of a new strongly-interacting sector: the lightest state of a large variety of new resonances of different types. Among the many possibilities, the relatively light mass of the discovered Higgs candidate has boosted the interest on strongly-coupled scenarios with a composite pseudo-Goldstone Higgs boson [48,50,51], where the Higgs mass is protected by an approximate global symmetry and is only
generated via quantum effects [52]. A simple example is provided by the popular SO(5)/SO(4) minimal composite Higgs model [45–48,53,54]. One could also try to interpret the Higgs-like scalar as a dilaton, the pseudo-Goldstone boson associated with the spontaneous breaking of scale invariance at some scale $f_\phi \gg v$ [55–59], and other plausible dynamical scenarios have been considered [60].

The dynamics of Goldstones and massive resonance states can be analyzed in a generic way by using an effective Lagrangian, based on symmetry considerations. The theoretical framework is completely analogous to the Resonance Chiral Theory (R$_\chi$T) description of QCD at GeV energies [61, 62]. Using these techniques, we investigated in Ref. [63] the oblique $S$ parameter [64], characterizing the electroweak boson self-energies, within Higgsless strongly-coupled models at the next-to-leading order (NLO), i.e., at one-loop. We found that in most strongly-coupled scenarios of EWSB a high resonance mass scale is required, $M_V > 1.8$ TeV, to satisfy the stringent experimental limits. The recent discovery of the $H(126)$ boson made mandatory to update the analysis, including the light-scalar contributions [65]. In addition, we also presented the results of a corresponding one-loop calculation of the oblique $T$ parameter, which allowed us to perform a correlated analysis of both quantities [65]. Previous one-loop analyses within similar frameworks can be found in Refs. [66–71].

In this paper we describe in a deeper way the one-loop calculation of the oblique $S$ and $T$ parameters, and analyze in detail the phenomenological implications for strongly-coupled models. We can profit from the experience acquired in low-energy QCD, where a thorough investigation of R$_\chi$T at the one-loop level has been performed in recent years [72–79], bringing an improved understanding of the resonance dynamics. In particular, we make use of the procedure developed to compute the low-energy constants of $\chi$PT at NLO through a matching with R$_\chi$T [72, 76]. The estimation of $S$ in strongly-coupled electroweak models is equivalent to the calculation of $L_{10}$ in $\chi$PT [75], whereas the calculation of $T$ is similar to the determination of $f_{\pi z}^2 - f_{\pi 0}^2$ in $\chi$PT. Previous one-loop estimates of $S$ and $T$ contained unphysical dependences on the UV cut-off, manifesting the need for local contributions to account for a proper UV completion. Our calculation avoids this problem through the implementation of short-distance conditions on the relevant Green functions, in order to satisfy the assumed UV behaviour of the strongly-coupled theory. As shown in Refs. [74–76], the dispersive approach that we adopt avoids all technicalities associated with the renormalization procedure, allowing for a much more transparent understanding of the underlying physics.

The paper is organized as follows. The effective electroweak Lagrangian, including the singlet scalar and the lightest vector and axial-vector resonance multiplets, is constructed in section 2. In section 3, we briefly review the definition of the $S$ and $T$ parameters and the dispersive representation of $S$ advocated by Peskin and Takeuchi [64]; we also explain there the dispersive relation we have used for the calculation of $T$. Section 4 analyzes the lowest-order contributions to the oblique parameters and the implications of the short-distance constraints imposed by the UV behaviour of the underlying strongly-coupled theory. The NLO computation of the parameter $S$ is presented in section 5, where we give a detailed description of
the relevant spectral functions and implement a proper short-distance behaviour. Section 6 describes the analogous calculation of the parameter T. The phenomenological implications are discussed in section 7 and our conclusions are finally summarized in section 8, where we also show briefly how they can be particularized to some popular models. Some technical aspects are given in the appendices.

2 Electroweak effective theory

Let us consider a low-energy effective theory containing the SM gauge bosons coupled to the electroweak Goldstones, one scalar state $S_1$ with mass $m_{S_1} = 126$ GeV and the lightest vector and axial-vector resonance multiplets $V_{\mu\nu}$ and $A_{\mu\nu}$, which are expected to be the most relevant ones at low energies. We only assume the SM pattern of EWSB, i.e. the theory is symmetric under $G = SU(2)_L \otimes SU(2)_R$ and becomes spontaneously broken to the diagonal subgroup $H = SU(2)_{L+R}$. The scalar field $S_1$ is taken to be singlet under $SU(2)_L+R$, while $V_{\mu\nu}$ and $A_{\mu\nu}$ are triplets (singlet vector and axial-vector contributions are absent in our calculation, at the order we are working). It is convenient to sort out the terms in the Lagrangian according to the number of resonance fields:

$$L^{\text{EW}} = L_G[W, B, \phi] + \sum_R L_R[W, B, \phi, R] + \sum_{R,R'} L_{RR'}[W, B, \phi, R, R'] + \cdots$$

where $L_G$ contains terms without resonances (only Goldstones and gauge bosons), $L_R$ has one resonance of type $R$ ($R = S_1, V, A$), $L_{RR'}$ two resonances, etc. In our calculation of the oblique parameters we only need terms with at most two resonance fields.

The Lagrangian could be further organized as an expansion in powers of derivatives (momenta) over the EWSB scale and one could write, in principle, operators with an arbitrary large number of derivatives. However, most higher-derivative operators are either redundant (proportional to the equations of motion) or do not contribute to the vertices needed in our calculation. Moreover, operators with more than two derivatives unavoidably lead to a highly-divergent behaviour of Green functions at high energies, which is not allowed by the assumed short-distance constraints from the underlying strongly-coupled theory, and must be discarded. Therefore, only operators with at most two derivatives will be kept in the effective Lagrangian (see appendix A for further details).

We will adopt a non-linear realization of the electroweak Goldstones and work out the most general operators in the Lagrangian allowed by the symmetry. For the construction of the Lagrangian we will make use of the covariant tensors

$$\hat{W}^{\mu\nu} = \partial^\mu \hat{W}^\nu - \partial^\nu \hat{W}^\mu - i [\hat{W}^\mu, \hat{W}^\nu], \quad \hat{B}^{\mu\nu} = \partial^\mu \hat{B}^\nu - \partial^\nu \hat{B}^\mu - i [\hat{B}^\mu, \hat{B}^\nu],$$

$$u^\mu = i u D^\mu U , \quad u^\dagger = u^\dagger D^\mu U u^\dagger = u^\dagger , \quad u^\dagger = u^\dagger U + i U \hat{B}^\mu .$$

(7)
The Goldstone bosons are parameterized through \( U = u^2 = \exp \{ i \vec{\sigma} \vec{\phi} / v \} \), where \( u(\phi) \) is an element of the coset \( G/H \). Under a transformation \( g \equiv (g_L, g_R) \in G \):

\[
u(\phi) \rightarrow g_L \, u(\phi) \, h^\dagger(\phi, g) = h(\phi, g) \, u(\phi) \, g_R^\dagger,
\]

with \( h \equiv h(\phi, g) \in H \) a compensating transformation to preserve the coset representative \( G \).

Requiring the \( SU(2) \) matrices \( \hat{W}^\mu \) and \( \hat{B}^\mu \) to transform as

\[
\hat{W}^\mu \rightarrow g_L \hat{W}^\mu g_L^\dagger + i \, g_L \partial^\mu g_L^\dagger, \quad \hat{B}^\mu \rightarrow g_R \hat{B}^\mu g_R^\dagger + i \, g_R \partial^\mu g_R^\dagger,
\]

the effective Lagrangian is invariant under local \( SU(2)_L \otimes SU(2)_R \) transformations. The identification

\[
\hat{W}^\mu = -g \, \frac{\vec{\sigma}}{2} \hat{W}^\mu, \quad \hat{B}^\mu = -g' \, \frac{\sigma_3}{2} \hat{B}^\mu,
\]

breaks explicitly the \( SU(2)_R \) symmetry group, in exactly the same way as the SM does, preserving the \( SU(2)_L \otimes U(1)_Y \) gauge symmetry. Taking functional derivatives with respect to the formal left and right sources \( \hat{W}^\mu \) and \( \hat{B}^\mu \), one can also study the corresponding currents (and current Green functions).

The inner nature of the EWSB is left unspecified. Instead of the SM Higgs, we assume that the strongly-coupled underlying dynamics gives rise to massive resonance multiplets transforming as triplets \( (R \equiv \frac{\vec{R}}{\sqrt{2}}) \) or singlets \( (R_1) \) under \( H \):

\[
R \quad \rightarrow \quad h(\phi, g) \, R \, h^\dagger(\phi, g), \quad \quad R_1 \quad \rightarrow \quad R_1.
\]

In order to build invariant operators under the assumed symmetry group, it is useful to introduce \( [\vec{L}, \vec{U}] \) the covariant derivative

\[
\nabla^\mu R = \partial^\mu R + [\Gamma^\mu, R], \quad \Gamma^\mu = \frac{1}{2} \left\{ u \left( \partial^\mu - i \hat{B}^\mu \right) u^\dagger + u^\dagger \left( \partial^\mu - i \hat{W}^\mu \right) u \right\},
\]

and

\[
h^{\mu\nu} = \nabla^\mu u^\nu + \nabla^\nu u^\mu, \quad f^{\mu\nu}_\pm = u^\dagger \hat{W}^{\mu\nu} u \pm u \hat{B}^{\mu\nu} u^\dagger,
\]

which transform as triplets under \( H \):

\[
\{ \nabla^\mu R, \, h^{\mu\nu}, \, f^{\mu\nu}_\pm, \, u^\mu \} \quad \rightarrow \quad h \left\{ \nabla^\mu R, \, h^{\mu\nu}, \, f^{\mu\nu}_\pm, \, u^\mu \right\} \, h^\dagger.
\)

\(^1\) For a given choice of coset representative \( \xi(\phi) \equiv (\xi_L(\phi), \xi_R(\phi)) \in G \), the change of the Goldstone coordinates under a chiral transformation takes the form

\[
\xi_L(\phi) \rightarrow g_L \, \xi_L(\phi) \, h^\dagger(\phi, g), \quad \xi_R(\phi) \rightarrow g_R \, \xi_R(\phi) \, h^\dagger(\phi, g).
\]

The same compensating transformation \( h(\phi, g) \) occurs in both chiral sectors because they are related by a discrete parity transformation \( L \leftrightarrow R \) which leaves \( (L + R) \) invariant. \( U(\phi) \equiv \xi_L(\phi) \xi_R^\dagger(\phi) \) transforms as \( g_L \, U(\phi) \, g_R^\dagger \). We take a canonical choice of coset representative such that \( \xi_L(\phi) = \xi_R^\dagger(\phi) \equiv u(\phi) \).
In our general $SU(2)_L \otimes SU(2)_R$ framework the terms with no resonance fields are

\[
\mathcal{L}_G = -\frac{1}{2g^2} \langle \bar{W}_{\mu\nu} W^{\mu\nu} \rangle - \frac{1}{2g'^2} \langle \bar{B}_{\mu\nu} B^{\mu\nu} \rangle + \frac{v^2}{4} \langle u_{\mu} u^{\mu} \rangle ,
\]

which provide the usual Yang-Mills action and the last term in the equation is the Goldstone Lagrangian in Eq. (5). The Lagrangians with resonance fields can be directly taken from Refs. [61], with minimal notational changes. We just consider a single $S_1$ scalar and the lowest-mass vector ($V^{\mu\nu}$) and axial-vector ($A^{\mu\nu}$) triplet multiplets, which can induce sizeable corrections to the gauge-boson self-energies. We use the antisymmetric tensor formalism\(^2\) to describe these spin–1 fields [23, 61] and assume that the strong dynamics preserves parity ($L \leftrightarrow R$) and charge conjugation. For our calculation, we will need the following operators with one resonance field,

\[
\mathcal{L}_{S_1} + \mathcal{L}_A + \mathcal{L}_V = \frac{1}{2} \kappa_W v S_1 \langle u_{\mu} u^{\mu} \rangle + \frac{F_A}{2\sqrt{2}} \langle A_{\mu\nu} f^{\mu\nu} \rangle \\
+ \frac{F_V}{2\sqrt{2}} \langle V_{\mu\nu} f^{\mu\nu}_+ \rangle + \frac{i G_V}{2\sqrt{2}} \langle V_{\mu\nu} [u^{\mu}, u^{\nu}] \rangle ,
\]

and only one operator with two resonances, involving the singlet scalar boson and the axial multiplet:

\[
\mathcal{L}_{S_1A} = \sqrt{2} \lambda_1^{SA} \partial_\mu S_1 \langle A_{\mu\nu} u_{\nu} \rangle .
\]

The term proportional to $\kappa_W$ in Eq. (16) contains the coupling of the scalar $S_1$ resonance to two gauge bosons. Since it respects custodial symmetry, $\kappa_W$ parametrizes both the $S_1 W^+ W^-$ and $S_1 ZZ$ couplings.\(^3\) For later convenience we will take the sign convention $\kappa_W \geq 0$; there is no loss of generality, if one does not demand other scalar couplings to be positive a priori, as one is always allowed to perform a flip of sign in this particular coupling through a global field redefinition $S_1 \rightarrow -S_1$. For $\kappa_W = 1$ one recovers the $S_1 \rightarrow \varphi \varphi$ vertex of the SM.

Collecting all pieces, the effective Lagrangian we are going to use reads

\[
\mathcal{L} = \mathcal{L}_G + \mathcal{L}_{GF} + \mathcal{L}_{S_1} + \mathcal{L}_V + \mathcal{L}_A + \mathcal{L}_{S_1A} + \mathcal{L}_{S_1S_1}^{\text{kin}} + \mathcal{L}_{VV}^{\text{kin}} + \mathcal{L}_{AA}^{\text{kin}} ,
\]

with

\[
\mathcal{L}_{GF} = -\frac{1}{2\xi} (\partial_\mu \bar{W}_\mu)^2
\]

the gauge-fixing term. The calculation of the oblique $S$ and $T$ parameters will be performed in the Landau gauge $\xi \rightarrow 0$, so that the gauge boson propagators are transverse. This eliminates any possible mixing of the Goldstones and the gauge bosons, which can only occur through the longitudinal parts of the $W^\pm$ and $Z$ propagators.

\(^2\) In addition to provide the same type of description for vector and axial-vector states, this formalism avoids the mixing of the axial resonances with the Goldstones and its softer momentum dependence allows us to recover in a simpler way the right UV behaviour. Alternative realizations with spin–1 resonances in the Proca formalism can be found in [81], together with spin–2 fields and higher dimension multiplets of the electroweak symmetry group.

\(^3\) The coupling $\kappa_W$ was denoted as $\omega$ in Refs [63, 65]. In other references it is also called $a$ or $\kappa_V$. 

6
3 Oblique parameters

The \( Z \) and \( W^\pm \) self-energies are modified by the presence of massive resonance states coupled to the gauge bosons. The deviations with respect to the SM predictions are characterized by the so-called oblique parameters [64,82–84]. The leading effects on precision electroweak measurements are described in terms of three parameters \( S, T \) and \( U \) (or equivalently \( \varepsilon_1, \varepsilon_2 \) and \( \varepsilon_3 \)), but most simple types of new physics give \( U = 0 \), which we will not discuss any further. \( S \) measures the difference between the off-diagonal \( W^3B \) correlator and its SM value, while \( T \) parametrizes the breaking of custodial symmetry. Their precise definitions involve the quantities

\[
e_3 = \frac{g}{g'} \tilde{\Pi}_{30}(0), \quad e_1 = \frac{\Pi_{33}(0) - \Pi_{WW}(0)}{M_W^2},
\]

where the tree-level Goldstone contribution has been removed from \( \Pi_{30}(q^2) \) in the form [64]:

\[
\Pi_{30}(q^2) = q^2 \tilde{\Pi}_{30}(q^2) + \frac{g^2 \tan \theta_W}{4} v^2.
\]

The \( S \) and \( T \) parameters are given by the deviation with respect to the SM contributions \( e_3^{\text{SM}} \) and \( e_1^{\text{SM}} \), respectively:

\[
S = \frac{16\pi}{g^2} (e_3 - e_3^{\text{SM}}), \quad T = \frac{4\pi}{g^2 \sin^2 \theta_W} (e_1 - e_1^{\text{SM}}).
\]

In order to define the SM contribution, and therefore \( S \) and \( T \), one needs a reference value for the SM Higgs mass. Taking \( m_H = 126 \) GeV, the global fit to precision electroweak data [14] gives the results

\[
S = 0.03 \pm 0.10, \quad T = 0.05 \pm 0.12,
\]

with a correlation coefficient of 0.891.

A useful dispersive representation for the \( S \) parameter was introduced by Peskin and Takeuchi [64]:

\[
S = \frac{16\pi}{g^2 \tan \theta_W} \int_0^{\infty} \frac{dt}{t} [\rho_S(t) - \rho_S(t)^{\text{SM}}],
\]

with the spectral function

\[
\rho_S(t) = \frac{1}{\pi} \text{Im} \tilde{\Pi}_{30}(t).
\]

In the SM one has at one-loop (we will work at lowest order in \( g \) and \( g' \))

\[
\rho_S(s)^{\text{SM}} = \frac{g^2 \tan \theta_W}{192\pi^2} \left[ \theta(s) - \left(1 - \frac{m_H^2}{s}\right)^3 \theta(s - m_H^2) \right].
\]
The convergence of this unsubtracted dispersion relation requires a vanishing spectral function at short distances. In the SM, \( \text{Im} \tilde{\Pi}_{30}(s) \) vanishes at \( s \to \infty \) due to the interplay of the two-Goldstone and the Goldstone–Higgs contributions. We will see later that this UV convergence is realized in a different way in electroweak strongly-coupled theories. The dispersion relation allows us to avoid the computation of non-absorptive loop diagrams, which may be out of the reach of our effective Lagrangian description, as one should add many more terms allowed by symmetry to pin them down properly. Furthermore, the requirement that the spectral function must vanish at high energies and the integral must be convergent removes from the picture any undesired UV cut-off. Thus, the determination of \( S \) only depends on the physical scales present in the problem.

The \( 1/t \) weight enhances the contribution from the lightest thresholds and suppresses channels with heavy states \([75]\). Thus, we will focus our attention here on the lightest one and two-particle cuts: \( \varphi, V, A, \varphi \varphi \) and \( S_1 \varphi \). Since the leading-order (LO) determination of \( S \) already implies that the vector and axial-vector masses must be above the TeV scale (see section 4), two-particle cuts with \( V \) and \( A \) resonances are very suppressed; their effect was estimated in Ref. [63] and found to be small. For the same reason, we neglect contributions from possible fermionic resonances, present in many beyond-SM models, which could only appear at the loop level and, \textit{a priori}, are expected to be suppressed by their heavier thresholds. These kind of contributions have been analyzed in previous works \([45, 85–90]\), where fermionic loops were estimated, finding sizable corrections for some types of models. Although the fermion couplings and masses have been thoroughly studied \([85, 86]\), the loop estimates usually rely on dimensional analysis and/or the use of UV cut-offs \([45, 87–90]\). A full EFT computation accounting for counter-terms and systematic renormalization should be the aim of future analyses along this line and is out of the scope of this article.

For the computation of \( T \), we will use the Ward-Takahashi identity worked out in Ref. [91]. In the Landau gauge, instead of studying the more cumbersome correlators \( \Pi_{33} \) and \( \Pi_{WW} \), one simply needs to compute the self-energies of the electroweak Goldstones [91]:

\[
\epsilon_1 = \frac{Z^{(+)}(0)}{Z^{(0)}} - 1 \approx \left( \Sigma'(0)(0) - \Sigma'(0)(+)) \right. .
\]

The constants \( Z^{(+)} \) and \( Z^{(0)} \) are the wave-function renormalizations for the charged and neutral Goldstones, respectively. More precisely, they are provided by the derivative of the Goldstone self-energies at zero momentum: \( Z^{(i)} = 1 - \Sigma'(0)^{(i)} \), with \( \Sigma'(t) \equiv d\Sigma(t)/dt \). This leads to the second identity in (27), which holds as far as the calculation remains at the NLO.

We will present later the one-loop contributions to \( T \) from the lightest two-particle cuts: \( \varphi B \) and \( S_1 B \). Our analysis of these contributions shows that, once proper short-distance conditions have been imposed, the spectral function of the Goldstone self-energy difference,

\[
\rho_T(t) = \frac{1}{\pi} \text{Im}[\Sigma(t)^{(0)} - \Sigma(t)^{(+)}],
\]
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vanishes at high energies. Hence, one is allowed to recover the low-energy value of the self-energy difference and the $T$ parameter by means of the converging dispersion relation

$$T = \frac{4\pi}{g^2 \cos^2 \theta_W} \int_0^\infty \frac{dt}{t^2} [\rho_T(t) - \rho_T(t)_{\text{SM}}] ,$$

where the SM one-loop spectral function reads

$$\rho_T(s)_{\text{SM}} = \frac{3g^2 s}{64\pi^2} \left[ -\theta(s) + \left( 1 - \frac{m_H^4}{s^2} \right) \theta(s - m_H^2) \right] .$$

We stress that this property has only been checked explicitly for the leading $\phi B$ and $S_1 B$ contributions.

4 LO calculation and short-distance constraints

The $T$ parameter vanishes at lowest order, because the tree-level Goldstone self-energies are identically zero and the corresponding wave-function renormalizations are $Z^{(k)} = 1$:

$$T_{\text{LO}} = 0 .$$

The oblique $S$ parameter receives tree-level contributions from vector and axial-vector exchanges. The tree-level contributions to the gauge-boson vacuum polarization $\Pi_{30}(s)$ are shown in Figure 1 and lead to the well-known LO result

$$\Pi_{30}(s)_{\text{LO}} = \frac{g^2 \tan \theta_W}{4} \left( \frac{v^2}{s} + \frac{F_V^2}{M_V^2 - s} - \frac{F_A^2}{M_A^2 - s} \right) .$$

The result can be trivially generalized to incorporate the exchange of several vector and axial-vector resonance multiplets.
4.1 Weinberg sum rules

Since we are assuming that weak isospin and parity are good symmetries of the strong dynamics, the correlator $\Pi_{30}(s)$ can be written in terms of the vector $(R + L)$ and axial-vector $(R - L)$ two-point functions as \[64\]

$$\Pi_{30}(s) = \frac{g^2 \tan \theta_W}{4} s \left[ \Pi_{VV}(s) - \Pi_{AA}(s) \right].$$ \hfill (34)

The short-distance behaviour of this difference can be analyzed through the Operator Product Expansion (OPE) of the right and left currents. Owing to the chiral symmetry of the underlying theory, the only non-zero contributions involve order parameters of the EWSB, i.e., operators invariant under $H$ but not under $G$. This guarantees the convergence of the dispersion relation \hfill (24) because the unit operator is obviously symmetric. In asymptotically-free gauge theories the difference $\Pi_{VV}(s) - \Pi_{AA}(s)$ vanishes at $s \to \infty$ as $1/s^{3}$ \hfill (93). This implies two super-convergent sum rules, known as the first and second Weinberg sum rules (WSRs) \hfill (94):

$$\frac{1}{\pi} \int_0^\infty dt \, \text{Im} \Pi_{VV}(t) - \text{Im} \Pi_{AA}(t) = v^2,$$ \hfill (35)

$$\frac{1}{\pi} \int_{-\infty}^0 dt \, t \left( \text{Im} \Pi_{VV}(t) - \text{Im} \Pi_{AA}(t) \right) = 0.$$ \hfill (36)

It is likely that the first of these sum rules is also true in gauge theories with non-trivial UV fixed points\hfill (7). However, the second WSR cannot be used in Conformal Technicolour models \hfill (70) and its validity is questionable in most Walking Technicolour scenarios \hfill (95).

From the short-distance expansion of Eq. \hfill (32), one easily obtains the implications of the WSRs at LO. The first WSR imposes the relation

$$F^2_V - F^2_A = v^2,$$ \hfill (37)

while requiring $\Pi_{30}(s)$ to vanish as $1/s^{2}$ at short distances (second WSR) leads to

$$F^2_V M_V^2 - F^2_A M_A^2 = 0.$$ \hfill (38)

Therefore, if both WSRs are valid, $M_A > M_V$ and the vector and axial-vector couplings are determined at LO in terms of the resonance masses:

$$F^2_V = \frac{v^2}{M_A^2 - M_V^2}, \quad F^2_A = \frac{v^2}{M_A^2 - M_V^2}.$$ \hfill (39)

\footnote{The specific condition required is that the OPE of $\Pi_{VV}(s) - \Pi_{AA}(s)$ does not contain operators with physical scaling dimension as low as 4 (for the second sum rule) or 2 (for the first) \hfill (64).}
4.2 Phenomenological implications

Let us now analyze the impact of the previous short-distance constraints on the LO prediction for the $S$ parameter in Eq. (33):

1. If one assumes the validity of the two WSRs, $F_V$ and $F_A$ take the values in Eq. (39), and $S_{LO}$ becomes

$$S_{LO} = \frac{4\pi v^2}{M_V^2} \left( 1 + \frac{M_V^2}{M_A^2} \right).$$

Since the WSRs imply $M_A > M_V$, the prediction turns out to be bounded by

$$\frac{4\pi v^2}{M_V^2} \max\left(1, \frac{2M_V}{M_A} \right) < S_{LO} < \frac{8\pi v^2}{M_A^2}.$$ (41)

2. If only the first WSR is considered, and assuming $M_A > M_V$, one obtains the lower bound

$$S_{LO} = 4\pi \left\{ \frac{v^2}{M_V^2} + F_A^2 \left( \frac{1}{M_V^2} - \frac{1}{M_A^2} \right) \right\} > \frac{4\pi v^2}{M_V^2} > \frac{4\pi v^2}{M_A^2}.$$ (42)

Thus, $S_{LO}$ is predicted to be positive, provided $M_A > M_V$.

The possibility of an inverted mass ordering of the vector and axial-vector resonances in vector-like $SU(N)$ gauge theories, close to a conformal transition region, was considered in [95]. Composite models with one vector and two axial-vector resonances also find allowed configurations with a similar inverted hierarchy [54]. If $M_V > M_A$, instead of a lower bound, the first identity in Eq. (42) implies the upper bound: $S_{LO} < \frac{4\pi v^2}{M_V^2} < \frac{4\pi v^2}{M_A^2}$. In the degenerate mass limit $M_V = M_A$ all the inequalities would become identities. Thus, if the splitting of the vector and axial-vector resonances is small, the prediction of $S_{LO}$ would be close to the upper bound and the main conclusion of this section would be stable.

The resonance masses need to be heavy enough to comply with the stringent experimental limits on $S$, in Eq. (23). Figure 2 shows the ranges of resonance masses, $M_V$ and $M_A$, which are compatible with the experimental data at the 3$\sigma$ level. The dark gray region assumes the two WSRs, while the allowed range gets enlarged to the light-blue region if the second WSR is relaxed, and one only assumes the first WSR and $M_A > M_V$. Even with the softer requirements, the experimental data implies $M_V > 1.5$ TeV (2.3 TeV) at the 3$\sigma$ (1$\sigma$) level. The right panel compares the corresponding LO predictions for $S$ with the experimentally allowed region at 3$\sigma$. 

The experimental constraints on the $S$ parameter refer to a given reference value of the Higgs mass. However, the SM Higgs contribution only appears at the one-loop level. Thus, there is a scale ambiguity when comparing the LO theoretical result with the experimental constraint. This is similar to what happens in QCD with the tree-level estimate of the analogous parameter $L_{10}$, which does not capture its renormalization-scale dependence. In both cases, a one-loop calculation is needed to fix the ambiguity \cite{23, 25}.

The NLO contribution is most efficiently obtained through a dispersive calculation. The essential condition needed to properly define the Peskin-Takeuchi representation in Eq. (24) is a vanishing spectral function $\text{Im}\tilde{\Pi}_{30}(s)$ at $s \to \infty$; i.e., the correlator $\Pi_{30}(s)$ should behave at most as a constant at short distances. We have already seen in the previous section that this condition is indeed fulfilled in any strongly-coupled theory satisfying our assumed pattern of EWSB. This allows us to reconstruct the correlator from the spectral function:

$$
\Pi_{30}(s) = \Pi_{30}(0) + \frac{s}{\pi} \int_{0}^{\infty} \frac{dt}{t(t-s)} \text{Im}\Pi_{30}(t).
$$

The subtraction constant $\Pi_{30}(0)$ is fixed by the Goldstone-pole contribution in Eq. (21). Some care has to be taken with the simultaneous presence of resonance poles and two-particle cuts. For simplicity, we omit here all technical aspects concerning the dispersive integral and the integration circuit. A more precise discussion is given in appendix A of Ref. [63].

Figure 3 shows the one-loop contributions to $\Pi_{30}(s)$ generating absorptive parts. We have considered two-particle cuts with two Goldstones or one Goldstone plus one scalar resonance. The two Goldstone contribution is also present in the SM and, therefore, its leading component cancels out from the $S$ parameter; this guarantees the good infrared
behaviour of the representation \[24\]. We neglect the absorptive contributions from higher-mass two-particle cuts, which are kinematically suppressed by their much heavier thresholds. The \( V\phi \) and \( A\phi \) contributions were already analyzed in the Higgsless scenario and found to be small \[63\].

Using the once-subtracted dispersion relation for \( \Pi_{30}(s) \), the total NLO result, including the tree-level exchanges, can be written in the form \[63, 75, 77\]

\[
\Pi_{30}(s) |_{\text{NLO}} = \frac{g^2 \tan \theta_W}{4} s \left( \frac{v^2}{s} + \frac{F_V^2}{M_V^2 - s} - \frac{F_A^2}{M_A^2 - s} + \Pi(s) \right),
\]

where \( F_R^r \) and \( M_R^r \) are renormalized couplings which properly define the resonance poles at the one-loop level. The one-loop contribution from the two-particle cuts is contained in \( \Pi(s) \). The precise definition of \( \Pi(s) \) is given in appendix A of Ref. \[63\]. At NLO the predicted \( S \) parameter takes the form

\[
S = 4\pi \left( \frac{F_V^2}{M_V^2} - \frac{F_A^2}{M_A^2} \right) + \overline{S},
\]

with \( \overline{S} = 4\pi \Pi(0) \).

### 5.1 Spectral functions

The two-Goldstone and \( S_1\varphi^0 \) contributions to the spectral function are given by

\[
\rho_S(s) |_{\varphi\varphi} = \theta(s) \frac{g^2 \tan \theta_W}{192\pi^2} |F_{\varphi\varphi}^v(s)|^2, \tag{46}
\]

\[
\rho_S(s) |_{S_1\varphi} = -\theta(s - m_{S_1}^2) \frac{g^2 \tan \theta_W}{192\pi^2} |F_{S_1\varphi}^a(s)|^2 \left( 1 - \frac{m_{S_1}^2}{s} \right)^3, \tag{47}
\]

where \( F_{\varphi\varphi}^v(s) \) and \( F_{S_1\varphi}^a(s) \) are the so-called \( \varphi\varphi \) vector and \( S_1\varphi \) axial form factors, respectively, defined by the corresponding matrix elements of the vector and axial-vector currents. At
LO, they get a direct constant contribution plus a resonance-exchange term proportional to \( \sigma_V \equiv F_V G_V / v^2 \) and \( \sigma_A \equiv F_A \lambda^{SA}_1 / (\kappa_W v) \) in the vector and axial-vector case:

\[
\mathcal{F}^\varphi_\varphi(s) = 1 + \sigma_V \frac{s}{M_V^2 - s},
\]

\[
\mathcal{F}^a_{S_1\varphi}(s) = \kappa_W \left( 1 + \sigma_A \frac{s}{M_A^2 - s} \right).
\]

At high energy \( s \gg M_V^2, M_A^2, v^2 \), the computed spectral functions behave as:

\[
\rho_S(s)|_{\varphi\varphi} = \frac{g^2 \tan \theta_W}{192\varphi^2} \left\{ (1 - \sigma_V)^2 + \mathcal{O}(s^{-1}) \right\},
\]

\[
\rho_S(s)|_{S_1\varphi} = -\frac{g^2 \tan \theta_W}{192\pi^2} \kappa_W \left\{ (1 - \sigma_A)^2 + \mathcal{O}(s^{-1}) \right\}.
\]

Thus, their UV behaviour does not comply with the expected properties of the correlator \( \Pi_{30}(s) \). At high energies, the total two-particle spectral function must behave as \( \rho_S(s) \sim s^{-1} \). Furthermore, the first WSR would demand that this \( s^{-1} \) term vanishes and the second WSR would require the \( s^{-2} \) terms to be zero as well.

We will enforce that each of the two lowest-mass cuts, *i.e.*, the \( \varphi\varphi \) and \( S_1\varphi \) intermediate states, provides an acceptable representation of the (positive-definite) \( \Pi_{VV}(s) \) and \( \Pi_{AA}(s) \) correlators, respectively, at short distances. This means, that each of the two contributions should fall as \( \mathcal{O}(1/s) \), which implies that the form factors \( \mathcal{F}^\varphi_\varphi(s) \) and \( \mathcal{F}^a_{S_1\varphi}(s) \) should vanish at infinite momentum transfer. This condition determines the constraints:

\[
\sigma_V \equiv \frac{F_V G_V}{v^2} = 1,
\]

\[
\sigma_A \equiv \frac{F_A \lambda^{SA}_1}{\kappa_W v} = 1,
\]

which imply a very smooth behaviour of \( \rho_S(s) \).

Inserting the spectral function in the dispersion relation \( \Pi(s) \), one obtains the real part of the correlator. At short-distances, the resulting dispersive contribution behaves as

\[
\Pi(s) \approx \frac{v^2}{s} \delta^{(1)}_{\text{NLO}} + \frac{v^2 M_V^2}{s^2} \left[ \delta^{(2)}_{\text{NLO}} + \tilde{\delta}^{(2)}_{\text{NLO}} \ln \frac{-s}{M_V^2} \right] + \mathcal{O}\left( \frac{1}{s^3} \right),
\]

\[\text{Notice the typo in the sign of the } \lambda^{SA}_1 \text{ term in the appendices of Refs. [75, 77].}\]
where

$$\delta_{\text{NLO}}^{(1)} = \frac{M_V^2}{48\pi^2v^2} \left\{ 1 - \kappa_W^2 \frac{M_A^2}{M_V^2} \left[ 1 + \mathcal{O}\left( \frac{m_{S_1}^2}{M_A^2} \right) \right] \right\},$$

$$\delta_{\text{NLO}}^{(2)} = \frac{M_V^2}{48\pi^2v^2} \left\{ 1 - \kappa_W^2 \frac{M_A^4}{M_V^4} \left[ 1 + \ln \frac{M_A^2}{M_V^2} + \mathcal{O}\left( \frac{m_{S_1}^2}{M_A^2} \right) \right] \right\},$$

$$\tilde{\delta}_{\text{NLO}}^{(2)} = -\frac{M_V^2}{48\pi^2v^2} \left\{ 1 - \kappa_W^2 \frac{M_A^4}{M_V^4} \left[ 1 + \mathcal{O}\left( \frac{m_{S_1}^2}{M_A^2} \right) \right] \right\}. \quad (55)$$

Neglecting the small corrections of $\mathcal{O}(m_{S_1}^2/M_A^2)$, the two-particle cut contribution to the parameter $S$ is found to be:

$$S = \frac{1}{12\pi} \left\{ \left( \ln \frac{M_V^2}{m_H^2} - \frac{17}{6} \right) - \kappa_W^2 \left( \ln \frac{M_A^2}{m_{S_1}^2} - \frac{17}{6} \right) \right\}. \quad (56)$$

### 5.2 First Weinberg sum rule at NLO

The first Weinberg sum rule enforces the $O(1/s)$ term in $\tilde{\Pi}_{30}(s)$ to vanish. Therefore, the term proportional to $\delta_{\text{NLO}}^{(1)}$ in (54) should cancel with the pole contributions in Eq. (44). This gives the NLO relation \[63, 74, 75, 96\]

$$F_{V}^{r^2} - F_{A}^{r^2} = v^2 \left( 1 + \delta_{\text{NLO}}^{(1)} \right). \quad (57)$$

We have already seen at LO that imposing only the first WSR is not enough to determine the vector and axial-vector couplings. In that case, one can only derive bounds on the $S$ parameter. Using the relation (57) in Eq. (45), and assuming $M_A > M_V$, we obtain the inequality:

$$S = 4\pi \left\{ \frac{v^2}{M_V^2} \left( 1 + \delta_{\text{NLO}}^{(1)} \right) + F_{A}^{r^2} \left( \frac{1}{M_V^2} - \frac{1}{M_A^2} \right) \right\} + \bar{S} > \frac{4\pi v^2}{M_V^2} \left( 1 + \delta_{\text{NLO}}^{(1)} \right) + \bar{S}, \quad (58)$$

which at LO reduces to Eq. (42). Substituting the one-loop results in Eqs. (55) and (56), one obtains:

$$S > \frac{4\pi v^2}{M_V^2} + \frac{1}{12\pi} \left[ \left( \ln \frac{M_V^2}{m_H^2} - \frac{11}{6} \right) - \kappa_W^2 \left( \ln \frac{M_A^2}{m_{S_1}^2} - \frac{17}{6} + \frac{M_A^2}{M_V^2} \right) \right], \quad (59)$$

where we have identified the LO and renormalized masses, i.e., $M_{V,A} = M_{V,A}^r$, and terms of $O(m_{S_1}^2/M_A^2)$ have been neglected.

Taking $m_H = m_{S_1}$, one finds

$$S > \frac{4\pi v^2}{M_V^2} + \frac{1}{12\pi} \left[ \left( 1 - \kappa_W^2 \right) \left( \ln \frac{M_V^2}{m_{S_1}^2} - \frac{11}{6} \right) - \kappa_W^2 \left( \ln \frac{M_A^2}{M_V^2} - 1 + \frac{M_A^2}{M_V^2} \right) \right]. \quad (60)$$
Thus, there are deviations from the LO lower bound when either $\kappa_W \neq 1$ or $M_V \neq M_A$.

In the limit $M_A \to M_V$, the inequality becomes an identity and one finds the simpler expression:

$$
\lim_{M_A \to M_V} S = \frac{4\pi v^2}{M_V^2} + \frac{1}{12\pi} \left(1 - \kappa_W^2\right) \left[\log \frac{M_V^2}{m_{S_1}^2} - \frac{11}{6}\right].
$$

(61)

As it happened in the LO case, if we consider an inverted hierarchy of the vector and axial-vector resonances \[54, 95\], $M_A < M_V$, Eq. (58) becomes an upper bound and all the inequalities flip direction:

$$
S < \frac{4\pi v^2}{M_V^2} \left(1 + \delta^{(1)}_{NLO}\right) + \mathcal{S}.
$$

(62)

### 5.3 Second Weinberg sum rule at NLO

The second Weinberg sum rule requires the stronger condition that $\tilde{\Pi}_{30}(s)$ should fall as $\mathcal{O}(1/s^3)$ at short distances. This is only possible if the $\mathcal{O}(\log(-s)/s^2)$ term in (54) vanishes. Neglecting small corrections of $\mathcal{O}(m_{S_1}^2/M_A^2)$, the constraint $\delta^{(2)}_{NLO} = 0$ relates the ratio of heavy resonance masses with the scalar coupling:

$$
\kappa_W = \frac{M_V^2}{M_A^2}.
$$

(63)

Since the LO WSRs have established the mass ordering $M_V < M_A$, the scalar coupling becomes bounded in the form $0 < \kappa_W < 1$. In addition, the cancellation of the $\mathcal{O}(1/s^2)$ term in (54) with the pole contributions at NLO implies the relation \[63, 74, 75, 96\]

$$
F_V^r M_V^2 - F_A^r M_A^2 = v^2 M_A^2 \delta^{(2)}_{NLO}.
$$

(64)

If one assumes the validity of the two WSRs it is then possible to fix the renormalized vector and axial-vector couplings in the form,

$$
F_V^r = v^2 \frac{M_A^2}{M_A^2 - M_V^2} \left(1 + \delta^{(1)}_{NLO} - \frac{M_V^2}{M_A^2} \delta^{(2)}_{NLO}\right),
$$

$$
F_A^r = v^2 \frac{M_V^2}{M_A^2 - M_V^2} \left(1 + \delta^{(1)}_{NLO} - \delta^{(2)}_{NLO}\right).
$$

(65)

In the following, we will use the renormalized masses $M_R$ in the NLO expressions and will denote them just as $M_R$. 
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Figure 4: Absorptive diagrams contributing to the Goldstone self-energies and the $T$ parameter at NLO. A dashed (double) line stands for a Goldstone (resonance $V, A, S$) boson and a curved line represents a $B$ gauge boson. The first line provides the one-loop charged Goldstone self-energy $-i\Sigma(s)^{(+)\text{}}$ and the second one the neutral one $-i\Sigma(s)^{(0)}$.

Using Eqs. (115) and (65), one can fully determine the $S$ parameter in terms of the resonance masses:

$$S = 4\pi v^2 \left[ \frac{1}{M_V^2} + \frac{1}{M_A^2} \right] \left( 1 + \delta^{(+)}_{\text{NLO}} - \frac{M_V^2 \delta^{(2)}_{\text{NLO}}}{M_V^2 + M_A^2} \right) + \mathcal{F},$$

where terms of $O(m_{S_1}^2/M_{V,A}^2)$ have been neglected and the relation (63) has been used. The NLO spectral functions involve seven a priori unknown parameters: $M_V, M_A, F_V, F_A, G_V, \kappa_W$, and $\lambda^S_{1\text{A}}$. We have been able to determine five of them through the short-distance constraints in Eqs. (52), (53), (57), (63) and (64). Therefore, only two free parameters remain in our final result.

Taking $m_H = m_{S_1}$, this expression can be further simplified to the form:

$$S = 4\pi v^2 \left( \frac{1}{M_V^2} + \frac{1}{M_A^2} \right) \left[ \left( 1 - \frac{M_V^4}{M_A^4} \right) \left( \log \frac{M_V^2}{m_{S_1}^2} - \frac{11}{6} \right) + \left( \frac{M_V^2}{M_A^2} - \frac{M_V^4}{M_A^4} \right) \log \frac{M_A^2}{M_V^2} \right],$$

The correction to the LO result vanishes when $M_V \to M_A$ ($\kappa_W \to 1$). In this limit, the one-loop contributions cancel out and one recovers Eq. (10).

6 NLO calculation of $T$

Figure 4 shows the computed one-loop contributions to $T$ from the lightest two-particle cuts. The self-energy of the charged Goldstone receives a non-zero contribution from loops with a
Goldstone and a $B$ gauge boson, while the contributions to the neutral self-energy originate in a $S_1B$ cut. The vertices required for the study of these cuts are the same we already used in the computation of $\Pi_{30}(t)$ for the $S$ parameter.

At the one-loop level both self-energies show a similar structure:

\[
\Sigma(q^2)^{(+)})_{\varphi B} = g'^2 q_\mu q_\nu \int \frac{d^Dk}{i(2\pi)^D} \left| \mathcal{F}^\nu_{\varphi \varphi}(k^2) \right|^2 \frac{g^{\mu\nu} - k^\mu k^\nu/k^2}{k^2(q-k)^2},
\]

\[
\Sigma(q^2)^{(0)})_{S_1B} = g'^2 q_\mu q_\nu \int \frac{d^Dk}{i(2\pi)^D} \left| \mathcal{F}^S_{S_1\varphi}(k^2) \right|^2 \frac{g^{\mu\nu} - k^\mu k^\nu/k^2}{k^2[(q-k)^2 - m^2_{S_1}]}.
\]  

(68)

Thus, the same $\varphi\varphi$ vector and $S_1\varphi$ axial-vector form factors entering the calculation of $S$ determine the one-loop contributions to $T$. Once the conditions (52) and (53) have been implemented, the two form factors are very well behaved at high energies, implying also a good UV convergence of the Goldstone self-energies. This allows us to perform an unambiguous determination of $T$ in terms of the resonance masses and $\kappa_W$.

At low energies, the $\varphi B$ loop matches exactly the SM result; therefore, the dispersion relation (29) is infrared safe and the $T$ parameter is well defined. Notice as well that in the SM case the integral is UV finite due to the cancellation between the $\varphi B$ and $S_1B$ loops at short distances, whereas in our strongly-coupled approach each channel vanishes on its own at high energies [65]. Neglecting terms of $\mathcal{O}(m^2_{S_1}/M^2_A)$, we obtain

\[
T = \frac{3}{16\pi \cos^2 \theta_W} \left[ 1 + \log \frac{m^2_H}{M^2_V} - \kappa^2_W \left( 1 + \log \frac{m^2_{S_1}}{M^2_A} \right) \right],
\]  

(69)

where $m_H$ is the SM reference Higgs mass adopted to define $S$ and $T$. Taking $m_H = m_{S_1}$, one gets the simplified expression

\[
T = \frac{3}{16\pi \cos^2 \theta_W} \left[ (1 - \kappa^2_W) \left( 1 + \log \frac{m^2_{S_1}}{M^2_V} \right) - \kappa^2_W \log \frac{M^2_V}{M^2_A} \right].
\]  

(70)

Therefore with $\kappa_W = 1$ (the SM value), $T$ vanishes when $M_V = M_A$ as it should.

7 Constraints from electroweak precision data

In Figure 5 [65] we show the compatibility between the experimental constraints on the parameters $S$ and $T$, given in Eq. (23), and our NLO determinations in Eqs. (67) and (70).

\footnote{This agrees with the observation made in Ref. [70] that a well behaved vector form factor at high energies led to a cancellation of the UV divergences in their one-loop calculation of $T$.}
Figure 5: NLO determinations of $S$ and $T$, imposing the two WSRs. The grid lines correspond to $M_V$ values from 1.5 to 6.0 TeV, at intervals of 0.5 TeV, and $\kappa_W = 0, 0.25, 0.50, 0.75, 1$. The arrows indicate the directions of growing $M_V$ and $\kappa_W$. The ellipses give the experimentally allowed regions at 68% (orange), 95% (green) and 99% (blue) CL.

with $\kappa_W = M_V^2/M_A^2$, imposing the two WSRs. The line with $\kappa_W = 1$ ($T = 0$) coincides with the LO upper bound in (41), while the $\kappa_W = M_V^2/M_A^2 \rightarrow 0$ curve reproduces the lower bound in Eq. (60) in the same limit. Thus, a vanishing scalar-Goldstone coupling ($\kappa_W = 0$) would be incompatible with the data, independently of whether the second WSR has been assumed.

Figure 5 shows a very important result in the two-WSR scenario: with $m_{S_1} = 126$ GeV, the precision electroweak data requires that the Higgs-like scalar should have a $WW$ coupling very close to the SM one. At 68% (95%) CL, one gets $\kappa_W \in [0.97, 1]$ ([0.94, 1]), in nice agreement with the present LHC evidence [1–4], but much more restrictive. Moreover, the vector and axial-vector states should be very heavy (and quite degenerate); one finds $M_V > 5$ TeV (4 TeV) at 68% (95%) CL.

This conclusion is softened when the second WSR is dropped and the lower bound in Eq. (60) is used instead. This is shown in Figure 5 [65], which gives the allowed 68% CL region in the space of parameters $M_V$ and $\kappa_W$, varying $M_V/M_A$ between 0 and 1. Note, however, that values of $\kappa_W$ very different from the SM can only be obtained with a large splitting of the vector and axial-vector masses. In general there is no solution for $\kappa_W > 1.3$. Requiring $0.2 < M_V/M_A < 1$, leads to $1 - \kappa_W < 0.4$ at 68% CL, while the allowed vector mass stays above 1 TeV [67]. Taking instead $0.5 < M_V/M_A < 1$, one gets the stronger constraints $1 - \kappa_W < 0.16$ and $M_V > 1.5$ TeV. In order to allow vector masses below the TeV scale, one needs a much larger resonance-mass splitting, so that the NLO term in (60) proportional
Figure 6: Scatter plot for the 68% CL region, in the case when only the first WSR is assumed. The dark blue and light gray regions correspond, respectively, to $0.2 < M_V/M_A < 1$ and $0.02 < M_V/M_A < 0.2$. We consider $M_A > M_V > 0.4$ TeV in the plot.

to $\kappa_W^2$ compensates the growing of the LO vector contribution. The mass splitting gives also an additive contribution to $T$ of the form $\delta T \sim \kappa_W^2 \log (M_A^2/M_V^2)$, making lower values of $\kappa_W$ possible for smaller $M_V$. However, the limit $\kappa_W \to 0$ can only be approached when $M_A/M_V \to \infty$.

One may wonder what is the importance of assuming the normal hierarchy $M_V < M_A$, as done in Figure 6. Let us explore first the limit in which the spin–1 resonances are degenerate, $M_V = M_A$. The comparison with the experimental data yields the 68% CL region plotted in black in Figure 6. The allowed parameter space becomes very constrained around $\kappa_W = 1$, because both $S$ and $T$ put a limit on the difference $(1 - \kappa_W^2)$. One gets $0.97 < \kappa_W < 1.30$, at the 68% CL, with $\kappa_W$ getting closer to one for larger spin–1 resonance masses. Moreover, the experimental constraints on the oblique parameters require $M_V > 1.8$ TeV at the 68% CL. The small width of the black band in Figure 6 is due to the experimental uncertainty on $S$ and $T$; it would shrink to a point if there were no errors. This can be easily checked, combining Eqs. (61) and (70) to eliminate the variable $\kappa_W$. One gets then an implicit relation for $M_V$ in terms of $S$ and $T$:

$$M_V^2 = 4\pi v^2 \left\{ S + \frac{4\cos^2 \theta_W}{9} T \left( 1 - \frac{5}{\ln (M_A^2/m_H^2) - 1} \right) \right\}^{-1}. \quad (71)$$

For given $S$ and $T$, one gets a value of $M_V$ which inserted in (70) determines $\kappa_W^2$. Within present uncertainties, the denominator in (71) is compatible with zero and, therefore, $M_V$ could take arbitrary large values.

The green region in Figure 6 shows the 68% CL allowed area in the inverted-hierarchy
scenario with $M_A < M_V$. It continues the upper part of the results for $M_V < M_A$ in Figure 6, up to a slight overlap due to the experimental errors. Now there are allowed solutions extending below $M_V = 1$ TeV and beyond $\kappa_W = 1.3$. For a moderate splitting $1 < M_V/M_A < 5$ ($1 < M_V/M_A < 2$), the scalar coupling $\kappa_W$ is nonetheless constrained to the range $\kappa_W < 2.4$ ($\kappa_W < 2.0$). However, in the inverted hierarchy case there can be spin–1 resonances with $M_A < M_V < 1$ TeV and $\kappa_W$ can run down to zero if the masses are as small as $M_V \sim 0.5$ TeV. This corner of the parameter space ($M_{V,A} \sim 0.5$ TeV, $\kappa_W \sim 0$), although possible, is nevertheless extremely disfavoured and can only be observed with a much larger number of points in the scatter plot in Figure 7. On the other hand, if $M_V/M_A > 5$ the cloud of (lighter green) points in Figure 7 gets shifted towards larger vector masses and higher scalar couplings, with $M_V > 2$ TeV and $\kappa_W > 1.1$ at the 68% CL. A wider splitting, with larger $M_V/M_A$, increases this allowed $\kappa_W$ range even further. Nevertheless, in the case of a moderate splitting it is remarkable that if no vector resonance is observed below the TeV ($M_V > 1$ TeV) then the scalar coupling becomes constrained to values around $\kappa_W \sim 1$, as we found in the normal hierarchy case (Figure 6). More precisely, for $1 < M_V/M_A < 2$ we find $0.7 < \kappa_W < 1.9$ at the 68% CL if the vector mass is over 1 TeV.

8 Summary

We have performed the first combined analysis of the oblique parameters $S$ and $T$, including the impact of the newly discovered Higgs-like boson, within an effective field theory framework including spin–1 resonances, at the one-loop level. We consider a general Lagrangian...
implementing the $SU(2)_L \otimes SU(2)_R \rightarrow SU(2)_{L+R}$ pattern of EWSB, with a non-linear realization of the corresponding Goldstone bosons. The Lagrangian contains the lowest multiplets of vector and axial-vector resonance states, generated by the strongly-coupled underlying dynamics, and the Higgs-like boson with $m_{S_1} = 126$ GeV is incorporated as a scalar singlet, without any further specification about its origin. In this article we have completed the results presented in our previous letter [65], and have given a detailed description of the adopted methodology.

Our results do not depend on unphysical UV cut-offs, widely used in previous literature [67,68,70,71]. This is achieved through the use of dispersion relations and proper short-distance constraints, reflecting the assumed UV properties of the underlying strongly-coupled electroweak theory. Imposing a good high-energy behaviour for the $\Pi_{30}(s)$ correlator, one obtains finite dispersive integrals which can be calculated in terms of a few resonance parameters. We distinguish two different scenarios for the asymptotic fall-off at large momenta: the one obeyed by asymptotically free theories, which have very good UV properties (two WSRs; technicolour-like), and another one with a much weaker requirement (only the first WSR), expected to be satisfied in more general frameworks.

The light Higgs-like boson plays a very important role to compensate potentially large contributions from Higgsless channels (specially in the $T$ parameter). This effect is crucial to reproduce the electroweak precision observables, requiring in general a scalar coupling close to the SM one, $\kappa_W \simeq 1$, and masses over the TeV scale. In the more restrictive scenario, where the two WSRs remain valid, we find at 68% (95%) CL:

$$0.97 \, (0.94) < \kappa_W < 1, \quad M_A > M_V > 5 \, (4) \, \text{TeV}. \quad (72)$$

These strong bounds get softened when only the first WSR is required to be valid. On general grounds, one would expect this scenario to satisfy the mass hierarchy $M_V < M_A$. Assuming a moderate splitting $0.5 < M_V/M_A < 1$, we obtain (68% CL)

$$0.84 < \kappa_W < 1.3, \quad M_V > 1.5 \, \text{TeV}. \quad (73)$$

Slightly larger departures from the SM can be achieved by considering a larger mass splitting. On the contrary, when the resonance masses become degenerate, the allowed range for $\kappa_W$ reduces to $0.97 < \kappa_W < 1.3$, and a heavier resonance mass is necessary, $M_V = M_A > 1.8 \, \text{TeV}$ (68% CL).

We have also analyzed the unlikely inverted-mass scenario, $M_V > M_A$, finding that a large mass splitting is disfavoured by the LHC data on $\kappa_W$ [24]. For a moderate splitting $1 < M_V/M_A < 2$, we obtain the upper bound $\kappa_W < 2$ (68% CL), while $\kappa_W$ is allowed (though extremely disfavoured) to be very small if the spin–1 masses are close to 0.5 TeV. However, as soon as $M_V > 1$ TeV, the scalar coupling becomes lower bounded: $0.7 < \kappa_W < 1.9$ (68% CL).
All these results point out that, contrary to what is sometimes stated, the current electroweak precision data easily allow for massive resonance states at the natural electroweak scale, \textit{i.e.}, well over the TeV. However, the scalar coupling $\kappa_W$ is strongly constrained, especially for large resonance masses. As the effect from heavy states becomes smaller, the light scalar is forced to couple to the gauge bosons with a value closer to the one of the SM Higgs coupling, in order to satisfy the experimental limits on $S$ and $T$.

Our conclusions are quite generic, since we have only used mild assumptions about the UV behavior of the underlying strongly-coupled theory, and can be easily particularized to more specific models obeying the $SU(2)_L \otimes SU(2)_R \rightarrow SU(2)_{L+R}$ pattern of EWSB. An example is provided by the $SO(5)/SO(4)$ minimal composite Higgs model \cite{47,48,53,54,71}, where the scalar coupling is related to the $SO(4)$ vacuum angle $\theta$ and upper bounded in the form $\kappa_W = \cos \theta \leq 1$ \cite{47,48}. With this identification, the $S$ and $T$ constraints in Figure 5 remain valid in this composite scenario (see appendix 13 for further details). Another possibility would be to interpret the Higgs-like scalar as a dilaton, the pseudo-Goldstone boson associated with the spontaneous breaking of scale (conformal) invariance at a scale $f_\phi \gg v$ \cite{55-59}. The dilaton coupling to the SM electroweak bosons corresponds to $\kappa_W = v/f_\phi$, which makes this scenario with a high conformal symmetry-breaking scale quite unlikely. The (fine-tuned) requirements needed to accommodate a light dilaton with $\kappa_W \sim 1$ have been recently discussed in Ref. \cite{57}.
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A Field redefinitions and higher-derivative operators

At the one-loop level, the study of the absorptive contributions to $\Pi_{30}$ and the Goldstone self-energies only requires a limited amount of vertices with at most three-legs. Moreover, if we focus on the lightest absorptive channels to $\rho_S(t)$ and $\rho_T(t)$, $\{ \varphi \varphi, S_1 \varphi \}$ and $\{ B \varphi, BS_1 \}$, respectively, only 6 kinds of local interactions are needed: the two-leg transition vertices $W_3, B \rightarrow V$ and $W_3, B \rightarrow A$, and the three-leg vertices $W_3, B \rightarrow \varphi \varphi$, $W_3, B \rightarrow S_1 \varphi$, $V \rightarrow \varphi \varphi$ and $A \rightarrow S_1 \varphi$. 

23
Let us consider the most general effective Lagrangian contributing to these types of vertices, consistent with the assumed $SU(2)_L \otimes SU(2)_R \rightarrow SU(2)_{L+R}$ invariance. We will not impose any further constraint on the allowed structures; thus, the Lagrangian could include operators with an arbitrary number of derivatives. Nevertheless, the equations of motion (EoM) and the invariance of the generating functional under field redefinitions can be used to reduce the number of relevant operators \[61\]. Following the strategy developed in Ref. \[79\], we will consider appropriate field redefinitions to reduce the number of derivatives on vertices of the needed type, up to structures with a higher number of fields which cannot contribute to our calculations. The procedure consists on simplifying first the operators with two particle fields (up to remainders with three or more fields); then terms in the Lagrangian with three particle fields (up to remainders with four or more fields); and so on. We will denote as $X$ to any resonance, Goldstone or gauge field and $J$ will refer in general to one gauge boson field.

The starting point are the LO kinetic Lagrangians that provide the free canonical propagators ($R = V, A$):

\[
L_{\varphi \varphi}^{\text{kin}} = \frac{v^2}{4} \langle u_\mu u^\mu \rangle, \\
L_{S_1 S_1}^{\text{kin}} = \frac{1}{2} [\partial_\mu S_1 \partial^\mu S_1 - m_{S_1}^2 S_1^2], \\
L_{R R}^{\text{kin}} = -\frac{1}{2} \langle \nabla^\mu R_{\mu \nu} \nabla_\nu R^{\mu \nu} \rangle + \frac{M_R^2}{4} \langle R_{\mu \nu} R^{\mu \nu} \rangle. \tag{74}
\]

These $SU(2)_L \otimes SU(2)_R$ invariant structures contain, in addition, interaction terms. The EoM are given by the variation of the whole action under infinitesimal field redefinitions of the form $S_1 \rightarrow S_1 + \eta_{S_1}, \ R_{\mu \nu} \rightarrow R_{\mu \nu} + \eta_{R_{\mu \nu}}$ and $u(\varphi) \rightarrow u(\varphi) \exp\{-i\eta_{\varphi}/4\}$. At linear order in the variation one has

\[
\langle \eta_{\varphi} \frac{\delta S}{\delta \eta_{\varphi}} \rangle = \frac{v^2}{4} \langle \eta_{\varphi} [\nabla^\mu u_\mu + \mathcal{O}(X^2)] \rangle, \\
\langle \eta_{S_1} \frac{\delta S}{\delta \eta_{S_1}} \rangle = -\eta_{S_1} \left[ (\partial^2 + m_{S_1}^2) S_1 + \mathcal{O}(X^2) \right], \\
\langle \eta_{R_{\mu \nu}} \frac{\delta S}{\delta \eta_{R_{\mu \nu}}} \rangle = \frac{1}{2} \langle \eta_{R_{\mu \nu}} [\nabla^\mu \nabla_\mu R_{\mu \nu} - \nabla^\nu \nabla_\nu R^{\mu \nu} + M_R^2 R_{\mu \nu} + \mathcal{O}(J) + \mathcal{O}(X^2)] \rangle. \tag{75}
\]

Furthermore, if the spin–1 transformation $\eta_{R_{\mu \nu}}^{\mu \nu}$ is chosen to be of the form

\[
\eta_{R_{\mu \nu}}^{\mu \nu} = \frac{1}{2M_R^2} \left[ (\nabla^2 + M_R^2) g_\alpha^\mu g_\beta^\nu - \nabla_\alpha \nabla^\mu g_\beta^\nu + \nabla_\beta \nabla^\mu g_\alpha^\nu - (\mu \leftrightarrow \nu) \right] \hat{\eta}_{R_{\alpha \beta}}^{\mu \nu}, \tag{76}
\]

then at linear order in $\hat{\eta}_{R_{\alpha \beta}}^{\mu \nu}$ one obtains the action variation

\[
\langle \eta_{R_{\mu \nu}}^{\mu \nu} \frac{\delta S}{\delta \eta_{R_{\mu \nu}}} \rangle = \frac{1}{2} \langle \hat{\eta}_{R_{\alpha \beta}} \left[ (\nabla^2 + M_R^2) R_{\alpha \beta} + \mathcal{O}(J) + \mathcal{O}(X^2) \right] \rangle. \tag{77}
\]
We have used the property that the commutation of covariant derivatives adds more fields: 
\[ [\nabla^\mu, \nabla^\nu] = \mathcal{O}(J) + \mathcal{O}(X^2). \] 
Eqs. (13) and (14) are identically zero when the fields are solutions of the classical EoM.

Taking a convenient choice of finite field redefinitions \( \eta_i \), these identities allow us to trade operators of the form 
\[ \langle \eta_\phi \nabla^\mu u_\mu \rangle, \quad \eta_\phi \partial^2 S_1, \quad \langle \eta_{R, \mu\nu}(\nabla^\mu \nabla^\rho R_{\rho\nu} - \nabla^\nu \nabla^\rho R_{\rho\mu}) \rangle \]
and 
\[ \langle \eta_R^{\alpha\beta} \nabla^2 R_{\alpha\beta} \rangle, \]
by operators with either the same number of fields and less derivatives, operators with a higher number of fields or operators where one spin–1 resonance field \( R \) is replaced by a gauge boson \( J \).

Let us analyze first the \( J \to \varphi, V, A \) transitions, with \( J = W, B \). Following the previous indications it is possible to simplify the contributing action into the minimal basis \( \mathcal{L}_{J\varphi} + \mathcal{L}_{JV} + \mathcal{L}_{JA} = \) 
\[ \frac{v^2}{4} \langle u_\mu u_\mu \rangle + \frac{F_V}{\sqrt{2}} \langle V_{\mu\nu} f^{\mu\nu}_+ \rangle + \frac{F_A}{\sqrt{2}} \langle A_{\mu\nu} f_{-\mu\nu} \rangle, \] 
generating a remainder of operators with two gauge bosons (which do not contribute to our problem at hand) or three particle fields (which will be simplified next).

The second step is the analysis of the terms that participate in the transitions \( V \to \varphi \varphi \) and \( A \to S_1 \varphi \), without gauge bosons. Through appropriate field redefinitions one may arrange the minimal basis 
\[ \mathcal{L}_{V\varphi\varphi} + \mathcal{L}_{AS_1\varphi} = \frac{iG_V}{2\sqrt{2}} \langle V_{\mu\nu}[u^\mu, u^\nu] \rangle + \sqrt{2} \lambda_{S_1} \partial_\mu S_1 \langle A_{\mu\nu} f_{-\mu\nu} \rangle, \] 
at the price of generating terms with gauge bosons of \( \mathcal{O}(JX^2) \) and operators with four particle fields.

The third and final step is the obtention of a minimal basis of operators for the \( J \to \varphi \varphi \) and \( J \to S_1 \varphi \) transitions, but paying attention of not spoiling the previous simplifications. The analysis of all possible combinations of covariant tensors yields the reduced Lagrangians 
\[ \mathcal{L}_{J\varphi^2} = \frac{v^2}{4} \langle u_\mu u^\mu \rangle + \sum_{n \geq 0} i \lambda_{n}^{J\varphi^2} \langle [u_\mu, u_\nu] (\nabla^2)^n f^{\mu\nu}_+ \rangle, \]
\[ \mathcal{L}_{JS_1\varphi} = \frac{K_W v}{2} S_1 \langle u_\mu u^\mu \rangle + \sum_{n \geq 0} \lambda_{n}^{JS_1\varphi} \partial_\mu S_1 \langle u_\nu (\nabla^2)^n f^{\mu\nu}_- \rangle, \] 
generating a remainder of operators with two gauge fields or terms with four or more particle fields.

\[ ^7 \text{Contrary to what happens in the pure Goldstone theory, the } W, B \to \varphi \text{ coupling might suffer a renormalization at NLO} \] 
\cite{78, 96}. We assume a renormalization scheme such that the renormalized coupling \( v^r \) coincides with \( v = 246 \text{ GeV} \) \cite{19, 20, 25, 27}. 
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We could not find a way to further reduce the operator basis through field redefinitions. However, the study of the $\varphi\varphi$ vector and $S_1\varphi$ axial form factors yields at LO

$$F_{\varphi\varphi}(s) = 1 + \sigma_V \frac{s}{M_A^2 - s} + \sum_{n \geq 0} \frac{4 \lambda_n^{J\varphi\varphi}}{v^2} (-s)^{n+1},$$

$$F_{S_1\varphi}(s) = \kappa_W \left[ 1 + \sigma_A \frac{s}{M_A^2 - s} + \sum_{n \geq 0} \frac{\lambda_n^{JS_1\varphi}}{\kappa_W v} (-s)^{n+1} \right],$$

with $\sigma_V = F_V G_V / v^2$ and $\sigma_A = F_A \lambda_1^{S_A} / (\kappa_W v)$. The requirement that these two form-factors vanish at high momentum leads to the resonance constraints previously quoted in (52) and (53), together with the absence of higher derivative operators of the form $J\varphi\varphi$ and $JS_1\varphi$:

$$\sigma_V = \sigma_A = 1, \quad \lambda_n^{J\varphi\varphi} = \lambda_n^{JS_1\varphi} = 0.$$  \hfill (82)

## B \ SO(5)/SO(4) composite models

This kind of models assumes the spontaneous symmetry breaking $SO(5) \to SO(4)$, at some high-energy scale $4\pi f$, which results in the appearance of four Goldstone bosons, one for each broken generator. Three of them correspond to the usual electroweak Goldstones, while the fourth one is identified with the light Higgs-like boson. In order to account for the Higgs mass, $m_{S_1} \simeq 126$ GeV, one further assumes that the vacuum becomes misaligned through some dynamical mechanism (e.g. radiative corrections in extra dimensions [47, 53]), so that the fourth Goldstone gains a small mass, much smaller than the EWSB scale $4\pi v$, and becomes a pseudo-Goldstone field. The vacuum misalignment is determined by the ratio of the two symmetry-breaking scales: $v/f = \sin \theta \leq 1$.

The four Goldstones are non-linearly realized and the action is constructed by means of the standard CCWZ formalism [80]. The $O(p^2)$ Goldstone Lagrangian is given by [47, 53, 54]

$$\mathcal{L} = \frac{f^2}{4} \sin^2(\theta + h(x)/f) \langle u_\mu u^\mu \rangle = \frac{v^2}{4} \left( 1 + \frac{2}{v} h(x) \cos \theta \right) \langle u_\mu u^\mu \rangle + O(h^2),$$

which has exactly the same structure as our electroweak effective Lagrangian in Eqs. (15) and (16), with the $S_1\varphi\varphi$ interaction given by

$$\kappa_W = \cos \theta.$$  \hfill (84)

The interaction between a spin–1 $SO(5)$ resonance $\rho$ and the $SO(5)/SO(4)$ Goldstones takes the generic form [53]

$$\mathcal{L} = \frac{K_F}{2\sqrt{2}} \langle \rho_\mu f^\mu_+ \rangle + \frac{iK_G}{2\sqrt{2}} \langle \rho_\mu \tilde{\rho} [d_\mu, d_\nu] \rangle,$$
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where the chiral tensors here refer to $SO(5)/SO(4)$. The $SO(5)$ $\rho$ multiplet contains both vector and axial-vector states: $\rho^{\mu\nu} = \rho^{\mu\nu,a} T^a_V + \rho^{\mu\nu,a} T^a_A$, with $T^a_V = (T_R^a + T_L^a)/\sqrt{2}$ and $T^a_A = (T_R^a - T_L^a)/\sqrt{2}$. The structure (53) reproduces the electroweak Lagrangian in Eqs. (16), with the identifications:

$$
F_V = K_F, \quad G_V = \frac{1}{2} K_G \sin^2 \theta, \\
F_A = K_F \cos \theta, \quad \lambda^{SA}_1 = \frac{1}{2} K_G \sin^2 \theta. \quad (86)
$$

### B.1 High-energy constraints

A fully symmetric $\rho$ multiplet containing vector and axial-vector states fulfills the short-distance conditions in a very natural way. Since the couplings $K_F$ and $K_G$ are common to the whole multiplet, the vector and axial-vector form-factor constraints in Eqs. (52) and (53) generate the same relation:

$$
K_F K_G = 2 f^2 . \quad (87)
$$

When this condition is satisfied, the two form factors follow automatically the same high-energy behaviour.

At LO the first WSR in Eq. (37) implies $K_F = f$. Together with Eq. (57), this implies $K_G = 2f$. The relations (86) determine then the couplings of the $SO(5)/SO(4)$ Lagrangian to take the values $F_V = f$, $F_A = f \cos \theta$, $G_V = f \sin^2 \theta$ and $\lambda^{SA}_1 = \sin \theta$.

The second WSR in (38) requires $\cos^2 \theta = M_V^2 / M_A^2$. A symmetric $\rho$ multiplet with $M_V = M_A$ would imply $\cos^2 \theta = 1$ and, therefore, $v/f = \sin \theta = 0$. We must then allow for a small splitting of $O(\sin^2 \theta)$ in the multiplet $\rho = (\rho_V, \rho_A)$. In fact, although the second WSR predicts $M_V \leq M_A$, as expected, the resulting LO condition differs from the NLO constraint in Eq. (63) which implies $\cos \theta = M_V^2 / M_A^2$. The difference between both expressions is indeed of $O(\sin^2 \theta)$, and can easily be accounted for through a small splitting of that order in the vector and axial masses and couplings. Let us parametrize the splitting in the form:

$$
M_A^2 = M_V^2 (1 + \epsilon_M), \quad F_V^2 = K_{F,0}^2 (1 + \epsilon_V), \quad F_A^2 = K_{F,0}^2 \cos^2 \theta (1 + \epsilon_A), \quad (88)
$$

with $\epsilon_i \to 0$ ($i = M, V, A$) for $\theta \to 0$ (and $F_{V,A} \to K_{F,0}$). Then the first WSR allows a general value for $K_{F,0}$ and constrains the splitting in the form

$$
(\epsilon_V - \epsilon_A) = \left( \frac{f^2}{K_{F,0}^2} - 1 \right) \sin^2 \theta - \epsilon_A \sin^2 \theta = \left( \frac{f^2}{K_{F,0}^2} - 1 \right) \sin^2 \theta + O(\theta^3). \quad (89)
$$

The application of the first and second WSRs leads to a prediction of the resonance couplings in terms of the resonance masses:

$$
\frac{F_V^2}{v^2} = \frac{M_A^2}{M_A^2 - M_V^2} = \frac{1}{\epsilon_M} + 1, \quad \frac{F_A^2}{v^2} = \frac{M_V^2}{M_A^2 - M_V^2} = \frac{1}{\epsilon_M}. \quad (90)
$$
By means of the values of $F_V$ and $F_A$ in Eq. (88), one extracts the LO determination,

$$
\epsilon_M = \frac{f^2}{K_{F,0}} \sin^2 \theta + \mathcal{O}(\vartheta^3).
$$

(91)

This kind of models are particularly interesting in the present phenomenological situation, where LHC has found a Higgs-like boson much lighter than the electroweak scale $\Lambda_{EW} = 4\pi v \sim 3$ TeV and nothing else so far. This could be an indication that this scalar is a pseudo-Goldstone boson of some global symmetry beyond the SM, among which, $SO(5)$ is the simplest extension which embeds the $SO(4) \sim SU(2)_L \otimes SU(2)_R$ group and may have four generators spontaneously broken. The assumption of this symmetry pattern naturally reproduces the most favoured results of the $S$ and $T$ phenomenological analysis in the present article: small $V - A$ splitting and $\kappa_W \sim 1$; important cancelations between Higgsless (Goldstone) channels and cuts with scalars, as all the four constitute a full multiplet of Goldstone bosons (or pseudo-Goldstones, in the $S_1$ case); and a well-defined perturbative framework with small loop corrections up to energies beyond $\Lambda_{EW}$, suggesting the presence of a higher scale $4\pi f$ suppressing the loops. Nonetheless, we remind the reader that all along the work we worked within a general framework, leaving the couplings unfixed, and the relations in this appendix were not considered.

References

[1] ATLAS Collaboration, Phys. Lett. B 716 (2012) 1 [arXiv:1207.7214 [hep-ex]].

[2] ATLAS Collaboration, Phys. Lett. B 726 (2013) 88 [arXiv:1307.1427 [hep-ex]]; ATLAS-CONF-2013-079 (July 19, 2013).

[3] CMS Collaboration, Phys. Lett. B 716 (2012) 30 [arXiv:1207.7235 [hep-ex]].

[4] CMS Collaboration, JHEP 06 (2013) 081 [arXiv:1303.4571 [hep-ex]]; CMS-PAS-HIG-13-005 (April 17, 2013).

[5] CDF and D0 Collaborations, Phys. Rev. Lett. 109 (2012) 071804 [arXiv:1207.6436 [hep-ex]]; Phys. Rev. D 88 (2013) 052014 [arXiv:1303.6346 [hep-ex]].

[6] P. W. Higgs, Phys. Rev. Lett. 13 (1964) 508; Phys. Lett. 12 (1964) 132; Phys. Rev. 145 (1966) 1156.

[7] F. Englert and R. Brout, Phys. Rev. Lett. 13 (1964) 321.

[8] G. S. Guralnik, C. R. Hagen and T. W. B. Kibble, Phys. Rev. Lett. 13 (1964) 585.

[9] T. W. B. Kibble, Phys. Rev. 155 (1967) 1554.
[10] ATLAS Collaboration, Phys. Lett. B 726 (2013) 120 [arXiv:1307.1432 [hep-ex]].
[11] CMS Collaboration, Phys. Rev. Lett. 110 (2013) 081803 [arXiv:1212.6639 [hep-ex]].
[12] D0 Collaboration, D0 Note 6387-CONF (July 22, 2013).
[13] A. Pich, arXiv:1307.7700 [hep-ph].
[14] M. Baak et al., Eur. Phys. J. C 72 (2012) 2205 arXiv:1209.2716 [hep-ph];
    http://gfitter.desy.de/.
[15] O. Eberhardt et al., Phys. Rev. Lett. 109 (2012) 241802 arXiv:1209.1101 [hep-ph].
[16] A. Pich, Rept. Prog. Phys. 58 (1995) 563 [hep-ph/9502366].
[17] A. Pich, in Probing The Standard Model of Particle Interactions (Les Houches LXVIII,
    1997), eds. R. Gupta et al. (Elsevier Sci. B.V., Amsterdam, 1999), Vol. II, p. 949 
    [hep-ph/9806303].
[18] P. Sikivie, L. Susskind, M. B. Voloshin and V. I. Zakharov, Nucl. Phys. B 173 (1980) 
    189.
[19] T. Appelquist and C. W. Bernard, Phys. Rev. D 22 (1980) 200.
[20] A. C. Longhitano, Phys. Rev. D 22 (1980) 1166; Nucl. Phys. B 188 (1981) 118.
[21] A. Pich, arXiv:1201.0537 [hep-ph].
[22] S. Weinberg, Physica A 96 (1979) 327.
[23] J. Gasser and H. Leutwyler, Annals Phys. 158 (1984) 142; Nucl. Phys. B 250 (1985) 
    465, 517.
[24] G. Ecker, Prog. Part. Nucl. Phys. 35 (1995) 1 [hep-ph/9501357].
[25] A. Dobado, D. Espriu and M. J. Herrero, Phys. Lett. B 255 (1991) 405.
[26] D. Espriu and M. J. Herrero, Nucl. Phys. B 373 (1992) 117;
    M. J. Herrero and E. Ruiz Morales, Nucl. Phys. B 418 (1994) 431 [hep-ph/9308276];
    D. Espriu and J. Matias, Phys. Rev. D 52 (1995) 6530 [hep-ph/9501279]; Phys. Lett. B 
    341 (1995) 332 [hep-ph/9407292];
    A. Dobado et al., Phys. Lett. B 352 (1995) 400 [hep-ph/9502309]; Phys. Rev. D 62 
    (2000) 055011 [hep-ph/9912224].
[27] A. Dobado, A. Gomez-Nicola, A. L. Maroto and J. R. Pelaez, “Effective lagrangians for 
    the standard model”, Texts and Monographs in Physics (Springer-Verlag, N.Y., 1997).
[28] J. Bagger et al., Phys. Rev. D 49 (1994) 1246 [hep-ph/9306256].

29
[29] G. Buchalla, O. Catà and C. Krause, arXiv:1307.5017 [hep-ph];
G. Buchalla and O. Catà, JHEP 1207 (2012) 101 [arXiv:1203.6510 [hep-ph]].

[30] R. Contino, M. Ghezzi, C. Grojean, M. Muhlleitner and M. Spira, JHEP 1307 (2013) 035 [arXiv:1303.3876 [hep-ph]].

[31] R. Alonso et al., Phys. Lett. B 722 (2013) 330 [arXiv:1212.3305 [hep-ph]]; Phys. Rev. D 87 (2013) 055019 [arXiv:1212:3307 [hep-ph]].

[32] R. S. Chivukula, in Probing The Standard Model of Particle Interactions (Les Houches LXVIII, 1997), eds. R. Gupta et al. (Elsevier Sci. B.V., Amsterdam, 1999), Vol. II, p. 1339 [hep-ph/9803219].

[33] A. Pomarol, CERN Yellow Report CERN-2012-001, p. 115 [arXiv:1202.1391 [hep-ph]].

[34] J. R. Andersen et al., Eur. Phys. J. Plus 126 (2011) 81 [arXiv:1104.1253 [hep-ph]].

[35] S. Weinberg, Phys. Rev. D 19 (1979) 1277; 13 (1976) 974;
L. Susskind, Phys. Rev. D 20 (1979) 2619.

[36] B. Holdom, Phys. Lett. B 150 (1985) 301; Phys. Rev. D 24 (1981) 1441;
T. W. Appelquist, D. Karabali and L. C. R. Wijewardhana, Phys. Rev. Lett. 57 (1986) 957;
K. Yamawaki, M. Bando and K. -i. Matumoto, Phys. Rev. Lett. 56 (1986) 1335.

[37] M. A. Luty and T. Okui, JHEP 0609 (2006) 070 [hep-ph/0409274];
J. Galloway, J. A. Evans, M. A. Luty and R. A. Tacchi, JHEP 1010 (2010) 086 [arXiv:1001.1361 [hep-ph]].

[38] R. Rattazzi, V. S. Rychkov, E. Tonni and A. Vichi, JHEP 0812 (2008) 031 [arXiv:0807.0004 [hep-th]].

[39] R. Foadi and F. Sannino, Phys. Rev. D 78 (2008) 037701 [arXiv:0801.0663 [hep-ph]]; F. Sannino, Phys. Rev. D 82 (2010) 081701 [arXiv:1006.0207 [hep-lat]]; Phys. Rev. Lett. 105 (2010) 232002 [arXiv:1007.0254 [hep-ph]]; S. Di Chiara, C. Pica and F. Sannino, Phys. Lett. B 700 (2011) 229 [arXiv:1008.1267 [hep-ph]].

[40] L. Randall and R. Sundrum, Phys. Rev. Lett. 83 (1999) 3370 [hep-ph/9905221].

[41] N. Arkani-Hamed, A. G. Cohen and H. Georgi, Phys. Rev. Lett. 86 (2001) 4757 [hep-th/0104005];
H. Georgi, Phys. Rev. D 71 (2005) 015016 [hep-ph/0408067];
C. T. Hill, S. Pokorski and J. Wang, Phys. Rev. D 64 (2001) 105005 [hep-th/0104035].
[42] C. Csaki, C. Grojean, L. Pilo and J. Terning, Phys. Rev. Lett. 92 (2004) 101802 [hep-ph/0308038];
    C. Csaki et al., Phys. Rev. D 69 (2004) 055006 [hep-ph/0305237];
    G. Cacciapaglia, C. Csaki, C. Grojean and J. Terning, Phys. Rev. D 70 (2004) 075014 [hep-ph/0401160];
    71 (2005) 035015 [hep-ph/0409126].

[43] R. S. Chivukula, D. A. Dicus and H. -J. He, Phys. Lett. B 525 (2002) 175 [hep-ph/0111016];
    R. S. Chivukula and H. -J. He, Phys. Lett. B 532 (2002) 121 [hep-ph/0201164];
    R. S. Chivukula, D. A. Dicus, H. -J. He and S. Nandi, Phys. Lett. B 562 (2003) 109 [hep-ph/0302263];
    R. S. Chivukula et al., Phys. Rev. D 70 (2004) 075008 [hep-ph/0406077];
    71 (2005) 035007 [hep-ph/0410154].

[44] K. Agashe, A. Delgado, M. J. May and R. Sundrum, JHEP 0308 (2003) 050 [hep-ph/0308036];
    G. Burdman and Y. Nomura, Phys. Rev. D 69 (2004) 115013 [hep-ph/0312247].

[45] K. Agashe, R. Contino and A. Pomarol, Nucl. Phys. B 719 (2005) 165 [hep-ph/0412089].

[46] R. Contino, L. Da Rold and A. Pomarol, Phys. Rev. D 75 (2007) 055014 [hep-ph/0612048].

[47] A. Pomarol and F. Riva, JHEP 1208 (2012) 135 [arXiv:1205.6434 [hep-ph]]; R. Contino and A. Pomarol, Comptes Rendus Physique 8 (2007) 1058.

[48] R. Contino, arXiv:1005.4269 [hep-ph].

[49] R. Foadi, S. Gopalakrishna and C. Schmidt, JHEP 0403 (2004) 042 [hep-ph/0312324];
    J. Hirn and J. Stern, Eur. Phys. J. C 34 (2004) 447 [hep-ph/0401032];
    R. Casalbuoni, S. De Curtis and D. Dominici, Phys. Rev. D 70 (2004) 055010 [hep-ph/0405188];
    M. Perelstein, JHEP 0410 (2004) 010 [hep-ph/0408072].

[50] J. R. Espinosa, C. Grojean and M. Muhlleitner, JHEP 1005 (2010) 065 [arXiv:1003.3251 [hep-ph]]; J. Hirn and J. Stern, Eur. Phys. J. C 28 (2012) 08004 [arXiv:1202.1286 [hep-ph]]; J. R. Espinosa, C. Grojean, M. Muhlleitner and M. Trott, JHEP 1205 (2012) 097 [arXiv:1202.3697 [hep-ph]]; R. Grober and M. Muhlleitner, JHEP 1106 (2011) 020 [arXiv:1012.1562 [hep-ph]].

[51] R. Contino et al., JHEP 1005 (2010) 089 [arXiv:1002.1011 [hep-ph]]; G. F. Giudice, C. Grojean, A. Pomarol and R. Rattazzi, JHEP 0706 (2007) 045 [hep-ph/0703164]; A. Azatov, R. Contino and J. Galloway, JHEP 1204 (2012) 127 [Erratum-ibid. 1304 (2013) 140] arXiv:1202.3415 [hep-ph].
[52] D. B. Kaplan and H. Georgi, Phys. Lett. B 136 (1984) 183; 145 (1984) 216;
D. B. Kaplan, H. Georgi and S. Dimopoulos, Phys. Lett. B 136 (1984) 187;
H. Georgi, D. B. Kaplan and P. Galison, Phys. Lett. B 143 (1984) 152;
M. J. Dugan, H. Georgi and D. B. Kaplan, Nucl. Phys. B 254 (1985) 299;
S. Dimopoulos and J. Preskill, Nucl. Phys. B 199 (1982) 206;
T. Banks, Nucl. Phys. B 243 (1984) 125.

[53] R. Contino, D. Marzocca, D. Pappadopulo and R. Rattazzi, JHEP 1110 (2011) 081
[arXiv:1109.1570 [hep-ph]].

[54] D. Marzocca, M. Serone and J. Shu, JHEP 1208 (2012) 013 [arXiv:1205.0770 [hep-ph]].

[55] W. D. Goldberger, B. Grinstein and W. Skiba, Phys. Rev. Lett. 100 (2008) 111802
[arXiv:0708.1463 [hep-ph]].

[56] S. Matsuzaki and K. Yamawaki, Phys. Rev. D 86 (2012) 115004 [arXiv:1209.2017 [hep-ph]];
Phys. Lett. B 719 (2013) 378 [arXiv:1207.5911 [hep-ph]].

[57] B. Bellazzini et al., Eur. Phys. J. C 73 (2013) 2333 [arXiv:1209.3299 [hep-ph]].

[58] Z. Chacko, R. Franceschini and R. K. Mishra, JHEP 1304 (2013) 015 [arXiv:1209.3259 [hep-ph]].

[59] D. Elander and M. Piai, Nucl. Phys. B 867 (2013) 779 [arXiv:1208.0546 [hep-ph]].

[60] R. Foadi, M. T. Frandsen and F. Sannino, Phys. Rev. D 87 (2013) 095001
[arXiv:1211.1083 [hep-ph]].

[61] G. Ecker, J. Gasser, A. Pich and E. de Rafael, Nucl. Phys. B 321 (1989) 311;
G. Ecker et al., Phys. Lett. B 223 (1989) 425;
V. Cirigliano et al., Nucl. Phys. B 753 (2006) 139.

[62] A. Pich, hep-ph/0205030.

[63] A. Pich, I. Rosell and J. J. Sanz-Cillero, JHEP 1208 (2012) 106 [arXiv:1206.3454 [hep-ph]].

[64] M. E. Peskin and T. Takeuchi, Phys. Rev. D 46 (1992) 381; Phys. Rev. Lett. 65 (1990) 964.

[65] A. Pich, I. Rosell and J. J. Sanz-Cillero, Phys. Rev. Lett. 110 (2013) 181801
[arXiv:1212.6769 [hep-ph]]; [arXiv:1307.1958 [hep-ph]].

[66] S. Matsuzaki, R. S. Chivukula, E. H. Simmons and M. Tanabashi, Phys. Rev. D 75
(2007) 073002 [hep-ph/0607191], 075012 [hep-ph/0702218].

[67] R. Barbieri, G. Isidori, V.S. Rychkov and E. Trincherini, Phys. Rev. D 78 (2008) 036012
[arXiv:0805.1624 [hep-ph]].

32
[68] O. Cata and J.F. Kamenik, Phys. Rev. D 83 (2011) 053010 [arXiv:1010.2226 [hep-ph]].
[69] R. Foadi and F. Sannino, Phys. Rev. D 87 (2013) 015008 [arXiv:1207.1541 [hep-ph]].
[70] A. Orgogozo and S. Rychkov, JHEP 1203 (2012) 046 [arXiv:1111.3534 [hep-ph]].
[71] A. Orgogozo and S. Rychkov, JHEP 1306 (2013) 014 [arXiv:1211.5543 [hep-ph]].
[72] O. Catà and S. Peris, Phys. Rev. D 65 (2002) 056014 [hep-ph/0107062].
[73] I. Rosell, J. J. Sanz-Cillero and A. Pich, JHEP 0408 (2004) 042 [hep-ph/0407240].
[74] I. Rosell, J.J. Sanz-Cillero and A. Pich, JHEP 0701 (2007) 039 [hep-ph/0610290].
[75] A. Pich, I. Rosell and J. J. Sanz-Cillero, JHEP 0807 (2008) 014 [arXiv:0803.1567 [hep-ph]].
[76] A. Pich, I. Rosell and J. J. Sanz-Cillero, JHEP 1102 (2011) 109 [arXiv:1011.5771 [hep-ph]].
[77] I. Rosell, [hep-ph/0701248].
[78] I. Rosell, P. Ruiz-Femenía and J. Portolés, JHEP 0512 (2005) 020 [hep-ph/0510041].
[79] J. J. Sanz-Cillero, Phys. Lett. B 649 (2007) 180 [hep-ph/0702217];
L. Y. Xiao and J. J. Sanz-Cillero, Phys. Lett. B 659 (2008) 452 [arXiv:0705.3899 [hep-ph]].
[80] S. R. Coleman, J. Wess and B. Zumino, Phys. Rev. 177 (1969) 2239;
C. G. Callan, Jr., S. R. Coleman, J. Wess and B. Zumino, Phys. Rev. 177 (1969) 2247.
[81] A. Alboteanu, W. Kilian and J. Reuter, JHEP 0811 (2008) 010 [arXiv:0806.4143 [hep-ph]].
[82] D. C. Kennedy and P. Langacker, Phys. Rev. Lett. 65 (1990) 2967 [Erratum-ibid. 66 (1991) 395];
Phys. Rev. D 44 (1991) 1591.
[83] G. Altarelli and R. Barbieri, Phys. Lett. B 253 (1991) 161.
[84] R. Barbieri, A. Pomarol, R. Rattazzi and A. Strumia, Nucl. Phys. B 703 (2004) 127
[hep-ph/0405040].
[85] C. Anastasiou, E. Furlan and J. Santiago, Phys. Rev. D 79 (2009) 075003
[arXiv:0901.2117 [hep-ph]].
[86] C. Grojean, O. Matsedonskyi and G. Panico, JHEP 1310 (2013) 160 [arXiv:1306.4655
[hep-ph]].
[87] R. Barbieri, B. Bellazzini, V. S. Rychkov and A. Varagnolo, Phys. Rev. D 76 (2007) 115008 [arXiv:0706.0432 [hep-ph]].

[88] R. Barbieri, G. Isidori and D. Pappadopulo, JHEP 0902 (2009) 029 [arXiv:0811.2888 [hep-ph]].

[89] M. Golden and L. Randall, Nucl. Phys. B 361 (1991) 3.

[90] A. Azatov, R. Contino, A. Di Iura and J. Galloway, Phys. Rev. D 88 (2013) 075019 [arXiv:1308.2676 [hep-ph]].

[91] R. Barbieri et al., Nucl. Phys. B 409 (1993) 105.

[92] M. Knecht and E. de Rafael, Phys. Lett. B 424 (1998) 335 [hep-ph/9712457].

[93] C. W. Bernard, A. Duncan, J. LoSecco and S. Weinberg, Phys. Rev. D 12 (1975) 792.

[94] S. Weinberg, Phys. Rev. Lett. 18 (1967) 507.

[95] T. Appelquist and F. Sannino, Phys. Rev. D 59 (1999) 067702 [hep-ph/9806409].

[96] J. J. Sanz-Cillero and J. Trnka, Phys. Rev. D 81 (2010) 056005 [arXiv:0912.0495 [hep-ph]].

[97] A. Filipuzzi, J. Portolés and P. Ruiz-Femenía, JHEP 1208 (2012) 080 [arXiv:1205.4682 [hep-ph]].