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ABSTRACT
Polyphonic sound event detection and direction-of-arrival estimation require different input features from audio signals. While sound event detection mainly relies on time-frequency patterns, direction-of-arrival estimation relies on magnitude or phase differences between microphones. Previous approaches use the same input features for sound event detection and direction-of-arrival estimation, and train the two tasks jointly or in a two-stage transfer-learning manner. We propose a two-step approach that decouples the learning of the sound event detection and directional-of-arrival estimation systems. In the first step, we detect the sound events and estimate the directions-of-arrival separately to optimize the performance of each system. In the second step, we train a deep neural network to match the two output sequences of the event detector and the direction-of-arrival estimator. This modular and hierarchical approach allows the flexibility in the system design, and increase the performance of the whole sound event localization and detection system. The experimental results using the DCASE 2019 sound event localization and detection dataset show an improved performance compared to the previous state-of-the-art solutions.
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1. INTRODUCTION
Polyphonic sound event localization and detection (SELD) has many applications in urban sound sensing [1], wildlife monitoring [2], surveillance [3], autonomous driving [4], and robotics [5]. The SELD task recognizes the sound class, and estimates the direction-of-arrival (DOA), the onset, and offset of a detected sound event [6]. Polyphonic SELD refers to cases where there are multiple sound events overlapping in time.

SELD consists of two subtasks, which are sound event detection (SED) and direction-of-arrival estimation (DOAE). In the past decade, deep learning has achieved great success in classifying, tagging, and detecting sound events [7]. The state-of-the-art SED models are often built from convolutional neural networks (CNN) [1], recurrent neural networks (RNN) [8], and convolutional recurrent neural networks (CRNN) [6, 9]. DOAE tasks for small-aperture microphone arrays are often solved using signal processing algorithms such as minimum variance distortionless response (MVDR) beamformer [10], multiple signal classification (MUSIC) [11], and steered-response power phase transform (SRP-PHAT) [12]. To tackle the multi-source cases, many researches exploit the non-stationarity and sparseness of the audio signals to find the single-source time-frequency (TF) regions on the spectrogram to reliably estimate DOAs [13, 14, 15]. Recently, deep learning has also been successfully applied to DOAE tasks [16, 17], and the learning-based DOA models show good generalization to different noise and reverberation levels. However, the angular estimation error is still high for multi-source cases.

An SELD system is expected to not only be able to perform its two subtasks well but also to correctly associate the detected sound events with the estimated DOAs. Hirvonen formulated the SELD task as multi-class classification where the number of output classes is equal to the number of DOAs times the number of sound classes [18]. Clearly, this approach is not scalable to a large number of DOAs and sound classes. Adavanne et al. proposed a single-input multiple-output CRNN model called SELDNet that jointly detects sound events and estimates DOAs [6]. The model’s loss function is a weighted sum of the individual SED and DOAE loss functions. The joint estimation affects the performance of both the SED and DOAE tasks. To mitigate this problem, Cao et al. proposed a two-stage strategy for training SELD models [19]. First, a SED model using a CRNN architecture is trained by minimizing the SED loss function using all the available data. After that, the CNN weights of the SED model is transferred to the DOA model, which has the same architecture as the SED model. The DOA model is trained by minimizing the DOA loss function using only the data that have active sources. The SED outputs are used as masks to select the corresponding DOA outputs. This training scheme significantly improves the performance of the SELD system. However, the DOA model is still dependent on the SED model for detecting the active signals, and the network learns to associate specific sources with specific directions in the training data. In the DCASE 2019 challenge, the top solution trained four separated models for sound activity detection (SAD), SED, single-source and two-source DOAE respectively [20]. This solution heavily used heuristic rules to determine the single-source and two-source segments of the signal to infer the sound classes and DOAs. This approach is not scalable when there are more than two overlapping sounds.

We propose a novel two-step approach that decouples the learning of the SED and DOAE systems. In the first step, we use Cao’s CRNN model [19] to detect the sound events, and a single-source histogram method [14] to estimate the DOAs. In the second step, we train a CRNN model to match the two output sequences of the event detector and DOA estimator. The motivation of this approach is that overlapping sounds often have different onsets and offsets.
By matching the onsets, the offsets, and the active segments in the output sequences of the sound event detector and the DOA estimator, we can associate the estimated DOAs with the corresponding sound classes. This modular and hierarchical approach significantly improves the performance of the SELD task across all the evaluation metrics.

In addition, we propose a new output format for the SELD system that can handle the case where two sound events have the same sound class but different DOAs. This case cannot be resolved using the current output format of the state-of-the-art SELD systems [6, 19], which only allows one DOA estimate per sound class. We propose to estimate the sound events in each data frame directly. The frame-level sound event is defined as sound produced by a unique source and has two attributes: a sound class and a DOA. Each data frame can have zero, one, or multiple sound events. The network estimates the number of sound events together with their respective sound classes and DOAs. We introduce two new evaluation metrics that quantify the degree to which the DOAs are matched to the correct sound classes. We use the first-order ambisonic (FOA) format of the DCASE 2019 SELD dataset [12] to evaluate our approach. The rest of our paper is organized as follows. Section II describes the rest of our paper is organized as follows. Section II describes our proposed two-step SELD system. Section III presents the experimental results and discussions.

2. A TWO-STEP SELD SYSTEM

Figure 1 shows the block diagram of the proposed two-step SELD system. The SED network is similar to the one proposed by Cao et al. [19]. The DOAE module uses a non-learning signal processing approach to robustly estimate the DOAs of sound sources regardless of the sound classes [14]. The output sequences of the SED network and DOAE module are the inputs of the sequence matching network.

The sequence matching network (SMN) uses CNN layers to reduce the dimension of the DOA inputs before concatenating them with the SED inputs. A bidirectional gated recurrent unit (GRU) is used to match the DOA and SED sequences. And fully connected (FC) layers are used to produce the final SELD estimates.

2.1. Sound event detection

For the SED task, we used the SED network proposed by Cao et al. [19]. The SED network uses log-mel spectrogram and generalized cross-correlation phase transform (GCC-PHAT) as input features. GCC-PHAT is shown to improve the performance of the SED task when used in conjunction with log-mel spectrogram [19, 22]. The audio signal is divided into windowed overlapping audio frames. Log-mel spectrum is computed for each audio frame for all the microphones. GCC-PHAT is computed for each audio frame for all the microphone pairs. The number of mel filters is chosen to match the size of the GCC-PHAT spectrum so that the log-mel and the GCC-PHAT features can be stacked along the microphone and microphone-pair dimension respectively. The original paper [19] does not use data augmentation. To further improve the SED performance, we use random cut-out augmentation for the input data [23]. Random cut-out augmentation randomly masks a rectangular block spanning several frequency bands and time-steps of the input features. We use the same cut-out mask for all the channels.

The SED network consists of 8 CNN layers, 1 bidirectional GRU layer, and 1 FC layer. The SED is formulated as multi-label multi-class classification. Adam optimizer is used to train the network. We use the raw probability output of the SED network as the input to the sequence matching network in step 2.

2.2. Direction-of-arrival estimation

We use a single-source histogram algorithm proposed in [14] to estimate DOAs. The single-source histogram finds all the time-frequency (TF) bins that contains energy from mostly one source. A TF bin is considered to be a single-source TF bin when it passes all three tests: magnitude, onset, and coherence test. Magnitude test finds the TF bins that are above a noise floor to mitigate the effect of background noise. Onset test finds the TF bins that belong to direct-path signals to reduce the effect of reverberation in the DOA estimation. Coherence test finds the TF bins of which the covariance matrices are approximately rank-1. After all the single-source TF bins are found, the DOA at each bin is computed using the theoretical steering vector of the microphone array [14]. These DOAs are discretized using the required resolution of azimuth and elevation angles. Subsequently, these DOAs are populated into a histogram, which is smoothed to reduce the estimation errors. The final DOA estimates are the peaks of this histogram.

We compute one histogram for each time frame. Since the SELD dataset has maximum two overlapping sources and moderate levels of reverberation, the onset test is not used. In addition, we do not use any smoothing function on the histogram. The block diagram of the single-source histogram algorithm is shown in Fig. 2. The 2D histogram is vectorized into a single vector for each data frame.

2.3. Sequence matching network

Figure 3 shows the output and the ground truth sequences of the SED network and the DOAE module for a 5-second audio segment taken from the DCASE dataset. The outputs of the SED network show the detected sound events with their corresponding sound classes. The outputs of the DOAE module show the detected sound events with their corresponding DOAs. We binarize the SED output using a threshold of 0.3 for plotting purposes. Fig. 3 shows that it is possible to visually match the onsets, offsets, and active segments of the sound events in the two output sequences in order to associate the sound classes, DOAs to the detected events. The sequence matching network (SMN) is trained to do this task automatically.

The details of the SMN is shown in Fig. 4. Because the number of the discretized DOAs is often much larger than the number of sound classes, we use several CNN layers to reduce the dimension of the DOA input features before concatenating them with the SED input features. A bidirectional GRU layer is used to perform sequence matching. FC layers are used to produce desired outputs.

The SELDnet [6] and the two-stage SELD system [19] use the multi-label multi-class classification for SED and regression for DOAE as shown in Fig. 4. This output format could not handle the case where two overlapping sound events have the same sound class but different DOAs. This situation is common in indoor environments for speech class. We propose a new SELD output format as shown in Fig. 4. For each time frame, we do multi-class classification to predict the number of sound events. Let $n_{max,\text{event}}$ be the predefined maximum number of events that can occur in one time frame. For DCASE SELD dataset, $n_{max,\text{event}} = 2$. Each event has a sound class prediction, and a corresponding azimuth and elevation predictions for DOA. For each sound event, we do multi-class classification to predict sound classes, azimuths and elevations separately. We add one more background class to the sound classes to account for segments of audio that have only background noise. During test, we first determine the number of active events $n_{\text{active}}$. After that, we pick $n_{\text{active}}$ events with the highest sound-class probabilities that are not background. The sound class and the DOA (azimuth and elevation) are the classes that...
**3. EXPERIMENTAL RESULTS AND DISCUSSIONS**

We use the DCASE 2019 SELD dataset in the FOA format to evaluate our approach. This dataset consists of a 400-minute development set divided into 4 folds and a 100-minute evaluation set. The microphone-array signals are synthesized by convolving clean audio signals with room impulse responses recorded from five indoor locations. The maximum number of overlapping events in time is 2 and about 50% of the dataset contains 2 overlapping events. There are 11 sound classes, 36 discretized azimuth angles, and 9 discretized elevation angles, which translates to a total of 324 possible DOAs.

### 3.1. Evaluation metrics

The SELD task is often evaluated with individual metrics for SED and DOAE. SED is evaluated using the segment-based F1 score and error rate. DOAE is evaluated using frame-based DOA error and frame recall. The segment length and the frame length are 1 second and 0.02 second, respectively. These evaluation metrics do not account for the matching of the DOA estimates with the corresponding sound classes. We introduce two new evaluation metrics that quantify the matching performance of a SELD system. The first evaluation metric is a frame-based matching F1 score. In Fig. 5, a denotes the number of frame-based events that have correct SED predictions and correct DOA estimations within a pre-defined tolerance of $10^\circ$. Similarly, b denotes the number of frame-based events that have correct SED predictions but incorrect DOA estimations that have the highest probabilities. From our experiment, this output format achieves better accuracy compared to the regression format for DOA and requires fewer output neurons to encode the DOAs ($n_{\text{max_events}} \times (n_{\text{azimuths}} + n_{\text{elevations}})$) compared to the multi-class classification format for DOAE ($n_{\text{azimuths}} \times n_{\text{elevations}}$).
The frame-based matching precision and recall are \( mp = a/(a + b + c) \) and \( mr = a/(a + b + d) \), respectively. The frame-based matching F1 score is \( mf = 2mp \times mr/(mp + mr) \). The second evaluation metric is the same-class matching accuracy that accounts only for frames that have two or more events belong to the same sound class. The same-class matching accuracy is computed as the ratio between the same-class frame-based events that have correct SELD predictions and DOA estimations, and all the same-class frame-based events. A good SELD performance should have low SELD error rate (ER), high SELD F1 score (F1), low DOA error (DE), high DOA frame recall (FR), high matching F1 score (MF), and high same-class matching accuracy (SA).

3.2. Hyperparameters and training procedure

For feature extraction, we use a sampling rate of 32 kHz, window length of 1024 samples, hop length of 320 samples (10 ms), Hann window, 1024 FFT points, and 96 mel filters. The sequence length of one training sample is \( n_{frames} = 208 \) audio frames. We use Adam optimizer to train the SED and the sequence matching networks. We train the SED network for 50 epochs with the learning rate set to 0.001 for the first 30 epochs and reduced by 10\% for each subsequent epoch. For the single-source histogram estimation, we use magnitude signal-to-noise ratio of 1.5 for the magnitude test, and a condition number of 5 for the coherence test. We train the SMN for 60 epochs with the learning rate set to 0.001 for the first 40 epochs and reduced by 10\% for each subsequent epoch.

3.3. SELD baselines and the proposed two-step approach

We denote our proposed approaches as SMN and SMN-event, which are the SMNs with the conventional and proposed SELD output format as shown in Fig. 4 and Fig. 5, respectively. We compare them with the following methods:

- **SELDnet**: jointly trains SED and DOAE with log-mel and GCC-PHAT input features [19].
- **Two-stage**: two-stage training strategy for SELD [19].
- **Two-stage-aug**: is the same as the Two-stage, but use additional random cut-out augmentation for input features,
- **SED-net**: same as the SED network in the Two-stage-aug, produce SED output sequences for SMN.
- **SS-hist**: single-source histogram for DOAE to produce DOA output sequences for the SMN [14].
- **Kapka-en**: the consecutive ensemble of CRNN models with heuristics rules that ranked 1 in team category in DCASE 2019 SELD challenge [20].
- **Two-stage-en**: the ensemble based on two-stage training that ranked 2 in team category in DCASE 2019 SELD challenge [25].

### Table 1: SELD development results (4-fold cross validation)

| Methods   | ER  | F1  | DE  | FR  | MF  | SA  |
|-----------|-----|-----|-----|-----|-----|-----|
| SELDnet   | 0.239 | 0.866 | 11.8 | 0.836 | 0.679 | 0.201 |
| Two-stage | 0.179 | 0.900 | 9.55 | 0.855 | 0.733 | 0.257 |
| Two-stage-aug | 0.155 | 0.914 | 9.60 | 0.809 | 0.752 | 0.261 |
| SED-net   | 0.155 | 0.914 | -   | -   | -   | -   |
| SS-hist   | -   | -   | -   | -   | 0.836 | -   |
| SMN       | 0.124 | 0.928 | 6.93 | 0.893 | 0.806 | 0.321 |
| SMN-event | 0.128 | 0.925 | 6.27 | 0.905 | 0.774 | 0.563 |
| Kapka-en  | 0.14  | 0.893 | 5.7  | 0.956 | -   | -   |
| Two-stage-en | 0.13  | 0.928 | 6.7  | 0.908 | -   | -   |

### Table 2: SELD evaluation results

| Methods   | ER  | F1  | DE  | FR  | MF  | SA  |
|-----------|-----|-----|-----|-----|-----|-----|
| SELDnet   | 0.212 | 0.880 | 9.75 | 0.851 | 0.750 | 0.229 |
| Two-stage | 0.143 | 0.921 | 8.28 | 0.876 | 0.786 | 0.270 |
| Two-stage-aug | 0.108 | 0.944 | 8.42 | 0.892 | 0.797 | 0.270 |
| SED-net   | 0.108 | 0.944 | -   | -   | -   | -   |
| SS-hist   | -   | -   | -   | -   | 0.825 | -   |
| SMN       | 0.079 | 0.958 | 4.97 | 0.913 | 0.869 | 0.359 |
| SMN-event | 0.079 | 0.957 | 5.3  | 0.924 | 0.840 | 0.649 |
| Kapka-en  | 0.08  | 0.934 | 3.7  | 0.968 | -   | -   |
| Two-stage-en | 0.08  | 0.955 | 5.3  | 0.922 | -   | -   |

3.4. SELD experimental results

Table 1 and Table 2 show the development and evaluation results, respectively. All the models except for Kapka-en and Two-stage-en are single models. First, maximizing individual performances of the SED and DOAE subtasks improves the performance of the SELD task. The random cut-out augmentation increases the SELD performances of the Two-stage-aug compared to those of the Two-stage. Consequently, the SELD performances of the SMNs (SMN and SMN-event) are better than those of SELDnet, Two-stage and Two-stage-aug. The single source histogram approach achieves the lowest DOA error among all the single models, which in turn improves the DOA error and frame recall of the SMNs. Using the sequence matching approach, we have the flexibility in designing SED and DOAE systems to maximize the performance of the SELD system.

Second, the proposed SMNs outperform both the joint and two-stage training networks in all evaluation metrics. Because both the SED network and the DOAE module estimate the active periods of the detected sound events, combining the DOA and SED output sequences helps to reduce errors made by individual components and boost the overall performance. We can see that SMNs significantly reduce the SELD error rate, DOA error and improve SELD F1 score and DOA frame recall. Both SMN and SMN-event have similar SED and DOA performance.

Third, the proposed SMNs achieve higher matching F1 score and same-class accuracy than the joint and two-stage training models. The SMNs are able to associate the predicted sound classes and the estimated DOAs from the SED and DOAE output sequences. In addition, the SMN-event with the new proposed SELD output format has higher same-class matching accuracy than the SMN with the conventional SELD output format. The new proposed output format can scale to cases that have higher numbers of overlapping events per frame by increasing the value of \( n_{max\_event} \).

Finally, the performance of our single-model SMNs is comparable with the sophisticated and highly-tuned ensembles that rank top in the DCASE 2019 SELD challenges. Our proposed SMNs are promising for the SELD task.

---

![Fig. 5: Frame-based confusion matrix for matching SED and DOA.](image-url)
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