Network nonlocality sharing via weak measurements in the generalized star network configuration
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Network nonlocality exhibits completely novel quantum correlations compared to standard quantum nonlocality. It has been shown that network nonlocality can be shared in a generalized bilocal scenario via weak measurements [Phys. Rev. A. 105, 042436 (2022)]. In this paper, we investigate network nonlocality sharing via weak measurements in a generalized star-shaped network configuration with arbitrary numbers of unbiased dichotomic input k, which includes n branches and adds (m-1) more parties in each branch to the original star network (n, m = 1, k = 2) scenario. It is shown that network nonlocality sharing among all observers can be revealed from simultaneous violation of 2n inequalities in the (n, m = 2, k = 2) and (n, m = 2, k = 3) scenarios for any n branches. The noise resistance of network nonlocality sharing with a precise noise model is also analyzed.

I. INTRODUCTION

Quantum nonlocality represents a kind of quantum correlation that differs from the classical consideration. This concept was mathematically materialized by John Bell [1] based on local hidden variable (LHV) models and it can be observed in experiments by violating some specific Bell inequalities. As a resource, quantum nonlocality has been used to implement secure key distribution [2–5] and randomness generation [6–9].

Different from standard quantum nonlocality, network nonlocality based on the independent sources assumption has been used to find many distinct phenomena, such as correlations that are compatible with the standard LHV models but incompatible with the network LHV models [10–13]. Furthermore, the exploration of network nonlocality has been extended to structures with different topologies [14–23], some of which have been observed in experiments [24–30] (see Ref. [31] for a review).

Most works of the Bell scenario focus on one pair of entangled particles distributed to only two separated observers, Alice and Bob. If we divide one of the observers, say Alice, into a series of independent Alices that sequentially measure the same particle and all observers perform weak or unsharp measurements except the last Alice and Bob, who each perform strong measurements, then these observers may be able to simultaneously share nonlocality (nonlocality sharing). This concept was first proposed by Silva [32], and the works in nonlocality sharing have mainly concentrated on the sequential case on one side for recycling an arbitrarily long sequence of Alices [32–38] or active nonlocality sharing [39, 40]. This kind of theory of sharing has been generalized to other quantum correlations, such as steering [41–45], entanglement [46–48] and multipartite nonlocality [37, 49, 50]. Recently, studies on nonlocality sharing have been extended to two-sided scenarios with two-qubit Clauser-Horne-Shimony-Holt (CHSH) inequality [51] in unbiased measurement selection but the two-sided nonlocality sharing was not found [45, 52, 53].

Hou et al. first studied network nonlocality sharing in a two-sided situation based on the bilocal scenario, one of the simplest networks, and observed that four network inequalities, with respect to two Alices and two Bobs, can be simultaneously violated [54]. More recently, Mao et al. experimentally observed network nonlocality sharing in a star-shaped network [55]. These two works are both restricted to the two-setting scenario. An increasing number of inputs provides advantages in device-independent protocols [56]. In this paper, we aim to explore network nonlocality sharing in an n-branch generalized star network scenario with m observers in each branch and k settings per observer, called the (n, m, k) scenario. The chained n-locality inequality [28, 56], which requires only separable measurements performed by the center observer Bob, is used. Network nonlocality sharing among all observers can be revealed from simultaneous violation of 2n inequalities in the (n, 2, 2) and (n, 2, 3) scenarios. The noise resistance of network nonlocality sharing with a precise noise model is also analyzed.

This paper is structured as follows: In Sec. II, we introduce the generalized n-branch star network model and the chained n-locality inequality for the star network. In Sec. III, the quantum upper bound for any (n, m, k) star network scenario is derived. In Sec. IV, star network sharing is discussed in detail under the optimal relation of weak measurement parameters. In Sec. V, noise resistance of star network sharing with a precise noise model is analyzed, and it is summarized in Sec. VI.

II. GENERALIZED STAR NETWORK MODEL AND CHAINED n-LOCALITY INEQUALITY

The generalized star network nonlocality scenario, where n independent sources s1,..., sn distribute a two-
qubit state to the corresponding Alice_{i1}, ..., Alice_{ni} and the center Bob, is described in Fig. 1. The inputs of Bob and the peripheral Alice_{ij(i)} are denoted by y ∈ \{0, ..., k−1\} and x_{ij(i)} ∈ \{0, ..., k−1\}, respectively, and their outcomes are denoted by b = b_1 ... b_n ∈ \{1, −1\} and a_{ij(i)} ∈ \{1, −1\}, respectively, where i ∈ \{1, ..., n\} and j^{(i)} ∈ \{1, ..., m\}. The first subscript of Alice_{ij(i)} denotes the i_{th} branch and the second subscript tells us the j_{th} observer in a given branch.

The n-partite distribution \(P(a_{1j(i)}, ..., a_{nj(i)}, b | x_{1j(i)}, ..., x_{nj(i)}, y)\) is network n-local if it can be written in the following factorized form

\[
P(a_{1j(i)}, ..., a_{nj(i)}, b | x_{1j(i)}, ..., x_{nj(i)}, y) = \int \left( \prod_{j=1}^{n} \int d\lambda_j g_j(\lambda_j) p(a_{ij(j)} | x_{ij(j)}, \lambda_j) \right) p(b | y, \lambda_1, ..., \lambda_n).
\] (1)

where \(g_j(\lambda_j)\) is the distribution of the hidden variable \(\lambda_j\) and the \(n\) sets of distributions of hidden variable \(\lambda_1, ..., \lambda_n\) originate from \(n\) independent sources. For brevity, we write \(\lambda = \lambda_1 ... \lambda_n\). The local response function for Alice_{ij(i)} only depends on \(\lambda_i\) for any given \(j^{(i)}\), and that of Bob depends on \(\lambda\).

The star network n-local model admits the following nonlinear chained n-locality Bell inequality [28, 56]:

\[
S_j^{(n, m, k)} = \sum_{l=1}^{k} |T_{ij}|^{1/n} \leq k − 1, \tag{2}
\]

where \(T_{ij} = \frac{1}{2^n} \sum_{x_{ij(1)} ... x_{ij(n)} = -1}^{+1} \langle A_{ij(1)}^{x_{ij(1)}} ... A_{ij(n)}^{x_{ij(n)}} B_{ij}^{l-1}\rangle,
\]

where \(A_{ij(i)}^{x_{ij(i)}} = -A_{ij(i)}^{0}, A_{ij(i)}^{x_{ij(i)}} (B_{ij})\) denotes the observable of Alice_{ij(i)} (Bob) with input \(x_{ij(i)}\) and \(j = j^{(i)} ... j^{(n)}\) denotes the sequentially-involved external observers; e.g., \(S_{321}^{(3,4,5)}\) represents a (3,4,5) scenario corresponding to a three-branch star network with four Alices in each branch, and every observer in the network has five inputs and involves Alice_{13}, Alice_{24}, Alice_{35}, and Bob.

This inequality is a generalization of the original star network n-locality inequality [15], the bilocal inequality [11] and the chained CHSH inequality [57]. When the maximally entangled state is shared in every branch, the quantum upper bound is \(C_k = k\cos(\pi/2k)\) [56], which only depends on the number of inputs \(k\).

When the singlet state |ψ⁻⟩ = (|01⟩ − |10⟩)/\(\sqrt{2}\) is shared in each branch, the measurements of the external observers are given as

\[
A_{ij(i)}^{x_{ij(i)}} = \sin(\frac{x_{ij(i)} \cdot \pi}{k})\sigma_x + \cos(\frac{x_{ij(i)} \cdot \pi}{k})\sigma_z, \tag{3}
\]

where \(\sigma_x\) and \(\sigma_z\) are Pauli matrices, and the positive-operator-value measure (POVM) elements of Alice_{ij(i)} are given by \(M_{a_{ij(i)} | x_{ij(i)}} = \frac{1 + a_{ij(i)} A_{ij(i)}^{x_{ij(i)}}}{2}\).

The center observer Bob performs a separable measurement with a product format \(B^y = B_{ij}^x \otimes ... \otimes B_{ij}^y\), where \(B_{ij}^y\) represents the measurement performed on the \(i_{th}\) subsystem:

\[
B_{ij}^y = \sin(\frac{2y + 1}{2k})\sigma_x + \cos(\frac{2y + 1}{2k})\sigma_z. \tag{4}
\]

The POVM elements of Bob are given by \(M_{b_{ij} | y} = \frac{1 + b_{ij} B_{ij}^y}{2}\).

Recall that the operator corresponding to Bob’s measurements factorizes as \(B^y = B_{ij}^x \otimes ... \otimes B_{ij}^y\), resulting in \(\langle A_{ij(1)}^{x_{ij(1)}} ... A_{ij(n)}^{x_{ij(n)}} B_{ij}^y \rangle = \prod_{i=1}^{n} \langle A_{ij(i)}^{x_{ij(i)}} B_{ij}^y \rangle\).

III. QUANTUM UPPER BOUND OF CHAINED n-LOCALITY INEQUALITIES FOR THE \((n, m, k)\) SCENARIO

To calculate the quantum upper bound of Eq. (2) for any \(n, m, k\), we first need to calculate the correlator

![FIG. 1. The generalized star network configuration. The original star network only includes all Alice_{i1}, i ∈ \{1, ..., n\} and Bob. In each branch i, Alice_{ij} shares with Bob a two-qubit state produced by source s_i. In the generalized star network configuration, which is different from the original star network, the first external observer Alice_{i1} works configuration, which is different from the original star network only includes all Alice_{ij} shares with Bob a two-qubit state produced by source s_i.](image-url)
\[ \langle A_{ij(i)} | B_t^0 \rangle = \frac{1}{k_{ij(i)-1}} \]

\[ \times \sum_{a_{ij(i)} \times b_t} a_{ij(i)} b_t P(a_{i1}, \ldots, a_{ij(i)}, b_t | x_{i1}, \ldots, x_{ij(i)}, y_i), \]

where \(a_{ij} = a_{i1}, \ldots, a_{ij(i)}\) and \(x_{ij} = x_{i1}, \ldots, x_{ij(i)-1}\).

To obtain the distribution \(P(a_{i1}, \ldots, a_{ij(i)}, b_t | x_{i1}, \ldots, x_{ij(i)}, y_i)\), the following steps are required.

Denote the state that Alice1 shares with Bob as \(\rho_i\).

Bob performs single-bit measurements with outcome \(b^i\) on the particle he receives, this subsystem will change to

\[ \rho_{A_iB_i}^b = (I \otimes M_{b_i|y_i}) \cdot \rho_i \cdot (I \otimes M_{b_i|y_i})^\dagger. \]  

We do not normalize \(\rho_{A_iB_i}^b\) because the probability distribution can be directly obtained by tracing the final un-normalized state. After Bob’s measurement, the reduced state on Alice1 can be obtained by tracing out Bob’s system

\[ \rho_{A_i}^b = \text{Tr}_B(\rho_{A_iB_i}^b). \]  

If \(j(i) < m\), Alice\(_{ij(i)}\) performs weak measurements on her subsystem. According to the discussion in Ref. [32], the reduced state can be given in the following recursive formula

\[ \rho_{i_{j(i)}} = \frac{F_{ij(i)}}{2} \rho_{i_{j(i)-1}} + \frac{1 + a_{ij(i)} G_{ij(i)} - F_{ij(i)}}{2} [M_1 |x_{ij(i)} \rangle \langle x_{ij(i)}|_{i_{j(i)-1}} (M_1 |x_{ij(i)} \rangle \langle x_{ij(i)}|_{i_{j(i)}}^\dagger) \]

\[ + \frac{1 - a_{ij(i)} G_{ij(i)} - F_{ij(i)}}{2} [M_{-1} |x_{ij(i)} \rangle \langle x_{ij(i)}|_{i_{j(i)-1}} (M_{-1} |x_{ij(i)} \rangle \langle x_{ij(i)}|_{i_{j(i)}}^\dagger)], \]

where \(\rho_0 = \rho_{A_i}^b\), \(F_{ij(i)}\), and \(G_{ij(i)}\) are weak measurement parameters and \(F_{ij(i)}\) is called the quality factor, which is the undisturbed proportion of the state after Alice\(_{ij(i)}\) is measured, and \(G_{ij(i)}\) is called precision factor, which quantifies the information gain through a measurement.

If \(j(i) = m\), then Alice\(_{im}\) wants to achieve the maximal correlation with Bob and will perform projective measurements. As a result, the state will change to

\[ \rho_{im} = M_{a_{im}|x_{im}} \rho_{i(m-1)} (M_{a_{im}|x_{im}})^\dagger. \]

From the unnormalized postmeasurement state \(\rho_{ij(i)}\), we can obtain the probability distribution

\[ P(a_{i1}, \ldots, a_{ij(i)}, b_t | x_{i1}, \ldots, x_{ij(i)}, y_i) = \text{Tr}[\rho_{ij(i)}]. \]

Assume Alice\(_i\), \(i \in \{1, \ldots, n\}\) shares a singlet state with Bob, and all Alices and Bob perform the measurements required in the above section. We can derive the quantum upper bound for the network inequality with a combination of arbitrary observers (taking one Alice in each branch) in an \((n, m, k)\) scenario (see Appendix A for a proof) as follows

\[ S_j^{(n,m,k)} = C_k \left( \prod_{i=1}^{n} \prod_{a=1}^{m} T_{ia} \right)^{1/n}, \]

where

\[ T_{io} = \begin{cases} 1 & o = j(i) = m \\ G_{io} & o = j(i) < m \\ \frac{1 + F_{io}}{2} & o < j(i) \end{cases} \]

This bound only depends on the number of inputs \(k\) and the weak measurement parameters of the involved Alices (except the last Alice in every branch) in a star network. In the residual of this paper, we mark this bound as \(S_j\) when \((n, m, k)\) is given.

Let us discuss some special cases of Eq. (11).

(1) \(m = 1\), i.e., only one Alice in each branch corresponds to the scenario without nonlocality sharing, which has been discussed in Ref. [56] and \(S_{1,1} = C_k = \kappa \cos(\frac{\pi}{2k})\). Meanwhile, if we take \(k = 2\) that backs to the original star network \((n, 1, 2)\) scenario [15] and \(S_{1,1} = \sqrt{2}\).

(2) In a \((2, 2, k)\) scenario, \(S_{11,12}\) corresponding to Alice\(_{11}\) – Alice\(_{12}\) – Bob is calculated as follows:

\[ S_{11} = C_k \sqrt{G_{11} G_{21}}, \quad S_{12} = C_k \sqrt{G_{11}(1 + F_{21})}, \]

\[ S_{21} = C_k \sqrt{2 G_{21}(1 + F_{11})}, \quad S_{22} = \frac{C_k}{2} \sqrt{(1 + F_{11})(1 + F_{21})}. \]

Note that when \(k = 2\), Eq. (12) is coincident with the result in [54].

(3) In a generalized \((n, m, k)\) scenario, \(S_{1,1} = C_k (G_{11} \ldots G_{nm})^{1/n}\) and \(S_{m,m} = C_k (1 + F_{11} \ldots 1 + F_{m-1,m})^{1/n}\).

For simplicity, we assume that \(G_{ij(i)}\) and \(F_{ij(i)}\) are symmetric in the following section, i.e., \(G_{it} = G_t\) and \(F_{it} = F_t, i \in \{1, \ldots, n\}, t \in \{1, \ldots, m-1\}\). Then, \(S_{1,1}\) and \(S_{m,m}\) in case (3) are reduced to \(C_k G_1\) and \(C_k (\frac{1 + F_1}{2} \ldots \frac{1 + F_{m-1}}{2})\), respectively.
FIG. 2. Plot of $S_j \in \{S_{11}, S_{12}, S_{21}, S_{22}\}$ in the (2, 2, k) scenarios (upper subfigure, $k \in \{2, 3, 4\}$) with red dot-dashed line, green dotted line ($S_{12} = S_{21}$) and blue dashed line, respectively, and $S_j \in \{S_{111}, S_{122}, S_{121}, S_{211}, S_{122}, S_{212}, S_{221}\}$ in the (3, 2, k) scenario (lower subfigure, $k \in \{2, 3, 4\}$) denoted by the red dot-dashed line, blue dashed line, green dotted line ($S_{112} = S_{212} = S_{221}$) and orange dotted line ($S_{223} = S_{123} = S_{223}$), respectively, as functions of the precision factor $G$ under the condition of $G_{1i} = G$, $i \in \{1, \ldots, n\}$ for (a) $k=2$; (b) $k=3$; (c) $k=4$.

IV. CASES OF THE OPTIMAL TRADE-OFF RELATION OF WEAK MEASUREMENT PARAMETERS FOR DIFFERENT NUMBERS OF INPUT

According to the relationship between the quality factor $F$ and precision factor $G$, there is an optimal trade-off between $F$ and $G$ [32], i.e., $F^2 + G^2 = 1$, where $G, F \in [0, 1]$, and optimal means by a measurement from which the most information can be extracted with the same disturbance.

In a generalized $(n, 2, k)$ scenario, we take $G_1 = G, F_1 = F$. The quantum upper bound is given as $S_j = C_0(G_j)^{3/2}(1+F_j)^{n_j}/n_j$, where $n_1$ ($n_2$) means the number of $1$ ($2$) in $j$ and $n_1 + n_2 = n$. In total, $2^m$ quantities can be discussed; in particular, $S_{1...1} = C_k G$ and $S_{2...2} = C_k 1+F$.

We analyze the optimal relation of weak measurement parameters in the following. Obviously, the violation intervals of all $2^n$ inequalities with respect to $G$ are only determined by $S_{1...1}$ and $S_{2...2}$ together. When $k = 2$, these $2^n$ quantities acquired by Eq. (11) can simultaneously exceed the classical bound 1 in a range of $G \in \{\sqrt{2}/2, \sqrt{2(\sqrt{2} - 1)}\}$, and the maximum simultaneous violation value is $\frac{4\sqrt{2}}{\sqrt{3}} \approx 1.13137$ when $G = 0.8$. When $k=3$, the quantum upper bounds acquired by Eq. (11) can simultaneously exceed the classical bound 2 in a relatively narrow range of $G \in \{\frac{4}{3\sqrt{3}}, \frac{1}{3}(3\sqrt{3} - 4)\}$, and the maximum simultaneous violation value is $\frac{4\sqrt{2}}{\sqrt{3}} \approx 2.07846$ when $G = 0.8$. No simultaneous violation of all quantities in a $(n, 2, k)$ scenario occurs when $k > 3$, and when $k = 4, G = 0.8$, these quantities acquired by Eq. (11) simultaneously achieve a maximum value of $\frac{121}{121} \approx 1.0590$.

These quantum upper bounds in the $(2, 2, k)$ and $(3, 2, k)$ scenarios ($k \in \{2, 3, 4\}$) can be depicted as a function of $G$ shown in Fig. 2. In the $(2, 2, 4)$ scenario, as depicted in the upper subfigure of Fig. 2(c), when $G = \frac{\sqrt{2}}{2} \approx 0.7071$, the quantities $S_{112}, S_{122}, S_{221}$ achieve the maximal value $\frac{121}{121} \approx 1.0590$, which is lower than the classical bound of 3. In the $(3, 2, 4)$ scenario as depicted in the lower subfigure of Fig. 2(c), when $G = \frac{\sqrt{2}}{2} \approx 0.7071$, the quantities $S_{112}, S_{122}, S_{221}$ achieve the maximal value $\frac{121}{121} \approx 1.0590$, which is lower than the classical bound of 3. Simultaneous violation only exists among $S_{111}, S_{112}, S_{212}, S_{211}$ in a range of $G \in \{0.8280, 0.9970\}$, and the maximal simultaneous violation $\frac{121}{121} \approx 1.0590$ is achieved when $G = \frac{2\sqrt{2}}{3} \approx 0.6765$.

The conclusion that there is no nonlocality sharing among all observers in the generalized star network when $m = 3$ can be immediately derived. In this $(n, 3, k)$ scenario, $S_{1...1} = C_k G_1, S_{2...2} = C_k 1+F_1 G_2, S_{3...3} = C_k 1+F_1 1+F_2$. These three quantities achieve the maximal value at the same time as $C_k \frac{20}{29} \approx 0.8660$ when $G_1 = \frac{20}{29}$ and $G_2 = 0.8$; when $k = 2$, this value is $\frac{20\sqrt{2}}{29} \approx 0.9753$, which is lower than the classical bound of 1.
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FIG. 3. Comparison of the different noise types affecting \( S_{ij}^{(n,2,k)} \) when \( G=0.8 \). Plot of \( S_j \) with the visibility \( v \) for (a) \( k = 2 \)

and (b) \( k = 3 \), where the red dot-dashed line, blue dashed line and green dotted line represent the scenarios of \( r = 0 \) (white

noise), \( r = 1 \) (colored noise) and \( r = 1/3 \), respectively. The violation is more sensitive to white noise.

V. NOISE RESISTANCE IN NETWORK NONLOCALITY SHARING

From an experimental perspective, producing perfect

maximally entangled states is an extremely demanding task. Therefore, it is natural to consider that imperfect

particles exist in the network and discuss the influence on the network correlations. In the most common pho-
tonic experiments, entangled photons are usually produced through a spontaneous parametric down con-
version (SPDC) process in a nonlinear crystal, and two dif-

ferent classes of noise affect the SPDC sources: white

noise, and colored noise [28, 58]. Suppose these sources

distribute the singlet state as previously discussed, and

the noise states can be expressed as

\[ \rho_i^w = v_i |\psi^\rangle \langle \psi^| + (1 - v_i) \frac{I}{4}, \]

and

\[ \rho_i^c = v_i |\psi^\rangle \langle \psi^| + (1 - v_i) M_{\text{color}}, \]

where \( M_{\text{color}} = \frac{1}{2}(|01\rangle \langle 01| + |10\rangle \langle 10|) \) describes the de-

polarization direction and the colored noise is intrinsic in the

SPDC process.

Consequently, the final state can be modeled by com-
bining these two different contributions in a normalized form:

\[ \rho_i = (1 - r_i) \rho_i^w + r_i \rho_i^c, \]

where \( v_i \) and \( r_i \) represent the total noise and the frac-
tion of colored noise of source \( \rho_i \), respectively.

We focus on the quantum upper bounds among

Alice\(_{11} \cdots - \cdots - \cdots - \text{Alice}_{n1-\text{Bob}} \) and Alice\(_{12} - \cdots - \cdots - \text{Alice}_{n2-\text{Bob}} \) in the cases of where \( k = 2 \) and \( k = 3 \).

If \( r_i = 0 \), which corresponds to there being only white noise, we obtain

\[ S_{11}^{(n,2,k)} = C_k \left( \prod_{i=1}^{n} G_{ii} v_i \right)^{1/n}, \]

\[ S_{22}^{(n,2,k)} = \frac{C_k}{2} \left( \prod_{i=1}^{n} (1 + F_{ii} v_i) \right)^{1/n}. \]

\[ V = (\prod_{i=1}^{n} v_i)^{1/n} \] is the critical visibility for network non-

locality sharing in this situation. When \( k = 2 \) and \( k = 3 \),

there is no simultaneous violation of network inequality

between Alice\(_{11} - \cdots - \cdots - \text{Alice}_{n1-\text{Bob}} \) and Alice\(_{12} - \cdots - \cdots - \text{Alice}_{n2-\text{Bob}} \) with \( V \leq 96.39% \) and \( V \leq 96.39\% \), respectively.

In the following, we consider that the noise parameters and the weak measurement parameters are the same

for all of the sources and observers Alice\(_{11} \), respectively, i.e., \( r_1 = \cdots = r_n = r \), \( v_1 = \cdots = v_n = v \) and

\( G_{11} = \cdots = G_{nn} = G \), respectively. The weak measurement parameter relations of the corresponding Alices are all optimal; then, these quantum upper bounds are reduced to

\[ S_{11}^{(n,2,k)} = \frac{C_k}{2} \left( G [r(1 - v) + 2v] \right), \]

\[ S_{22}^{(n,2,k)} = \frac{C_k}{4} \left( (1 + \sqrt{1 - G^2}) [r(1 - v) + 2v] \right). \]

Therefore, we can analyze the influence of different noise types on the network correlation. As illustrated in Fig. 3, we list the quantities in Eq. (17) for different number of inputs when \( G=0.8 \), i.e., the parameter achieves the maximal violation. We find that the violation is more sensitive to white noise. The concrete
proportion of parameter $r$ can be evaluated in the experiment [28]. For the case when $r = 1/3$, the critical visibility for $k = 2$ and $k = 3$ is 86.07% and 95.48%, respectively.

The generalized expression for when all of the sources contain different noise parameters is provided in Appendix B.

VI. SUMMARY AND DISCUSSION

In this paper, the effect of different numbers of inputs on network nonlocality sharing in a generalized star network configuration is discussed. In the cases where $m = 2$ and the numbers of input are $k = 2$ or $k = 3$, all $2^n$ star network inequalities with respect to Alice$_{1^{(i)}} - \cdots - $ Alice$_{n^{j(i)}} -$ Bob can be simultaneously violated for any $n$ branches. A natural extension to our study would be to reveal network nonlocality sharing among all observers when $k > 3$, and we propose two probable ways to achieve this proposal. The first possible scheme is to utilize other multisetting star network inequalities such as the Munshi-Kumar-Pan (MKP) inequality proposed in Ref. [59]. In each branch, the former Alice must perform weaker measurements to decrease her violation for the latter Alice to achieve nonlocal correlation with Bob. As the number of inputs $k$ increases, the ratio of the quantum upper bound and classical bound of the MKP inequality approaches to 1.25 when high-dimensional systems are used. A second possible direction is using the method of unequal sharpness measurements. Considering different sharpness parameters for two different measurements by each observer can significantly increase the number of observer who can achieve nonlocality sharing [36], and it is interesting to study whether this phenomenon still holds for a larger number of input.

From an experimental perspective, the separable measurement is the simplest possible measurement in practice. Our result for the star network nonlocality sharing is experimentally observable, and there are some reference experiments: star network nonlocality has been observed in the recent experiments [28, 60] and the weak measurement part used in this paper has been implemented in several experiments [40, 47, 61, 62].
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Appendix A: Proof of Eq. (11)

According to the expression of Eq. (5), we first need to calculate the probability distribution $P(a_{i1}, \ldots, a_{ij(i)}, b_i \mid x_{i1}, \ldots, x_{ij(i)}, y_i)$. If $j^{(i)} = m$, then according to Eq. (9), we have

$$\sum_{a_{im}} a_{im} \text{Tr}[\rho_{im}]$$

$$= \text{Tr} \left\{ \sin(x_{im} \cdot \pi \cdot k) \sigma_z + \cos(x_{im} \cdot \pi \cdot k) \sigma_z | \rho_{(m-1)} \right\}. \quad (A1)$$

If $j^{(i)} < m$, then according to Eq. (8), we have

$$\sum_{a_{ij(i)}} a_{ij(i)} \text{Tr}[\rho_{ij(i)}] = G_{ij(i)}$$

$$\times \text{Tr} \left\{ \sin(x_{ij(i)} \cdot \pi \cdot k) \sigma_z + \cos(x_{ij(i)} \cdot \pi \cdot k) \sigma_z | \rho_{ij(i)-1} \right\}. \quad (A2)$$

Recursively compute these states until $\rho_{0i} = b_{ij(i)}; \ for \ example, \ \frac{1}{k} \sum_{a_{ij(i)-1}} \text{Tr} \left\{ \sin(x_{ij(i)-1} \cdot \pi \cdot k) \sigma_z + \cos(x_{ij(i)-1} \cdot \pi \cdot k) \sigma_z | \rho_{ij(i)-2} \right\}. \quad (A3)$$

When $\rho_i$ is a singlet state, we have

$$\sum_{b_{ij}} b_{ij} \text{Tr} \left\{ \sin(x_{ij} \cdot \pi \cdot k) \sigma_z + \cos(x_{ij} \cdot \pi \cdot k) \sigma_z | \rho_{ij} \right\}$$

$$= -[\cos(\pi(1 - 2x_{ij} + 2y)]]. \quad (A4)$$

Consequently, the correlator is calculated as

$$\langle A_{ij(i)} \rangle = \frac{j^{(i)}}{2} \prod_{a=1}^j T_{io} \cdot \cos(\frac{\pi(1 - 2x_{ij(i)} + 2(i - 1))}{2k}), \quad (A5)$$

$$T_{io} = \begin{cases} 1 & o = j^{(i)} = m \\ G_{io} & o = j^{(i)} < m \\ \frac{1 + F_{io}}{2} & o < j^{(i)} \end{cases}$$

Therefore, in a generalized star network ($n, m, k$) scenario with the $n$-branch, $m$ observers in each branch and $k$ inputs, the quantum upper bound (shorthand $A_{ij(i)}$ as $A^i$) is given by
\[ S_j^{(n,m,k)} = \prod_{i=1}^k |I_j|^{1/n}, \]
\[ = \frac{1}{2} \left( \prod_{i=1}^k \left( \sum_{n_j(n)} \langle A^1, \ldots, A^n B^{i-1} \rangle \right)^{1/n} \right), \]
\[ = \frac{1}{2} \left( \prod_{i=1}^k \left( \sum_{n_j(n)} \langle A^1 B^{i-1} \rangle \ldots \sum_{n_j(n)} \langle A^n B^{i-1} \rangle \right)^{1/n} \right), \]
\[ = k \cos \left( \frac{\pi}{2k} \right) \left( \frac{n}{k} \prod_{i=1}^k T_{io} \right)^{1/n}. \]  

(A6)

Appendix B: Quantum upper bound for noise states

When \( \rho_i \) is the state in Eq. (15), we have

\[ \sum_{b_i^j} b_i^j \mathrm{Tr} \left\{ \sin \left( \frac{x_{ij}^{(i)}}{k} \right) \sigma_x + \cos \left( \frac{x_{ij}^{(i)}}{k} \right) \sigma_z \rho_i^{b_i^j} \right\} = \]
\[ = \left[ v_i \cos \left( \frac{\pi}{2k} \right) \right] + (1 - v_i) r_i \cos \left( \frac{x_{ij}^{(i)} \pi}{k} \cos \left( \frac{2y + 1}{2k} \right) \right]. \]

After a direct calculation, we have

\[ S_{1\cdots1}^{(n,2,k)} = \frac{C_k}{2} \left\{ \prod_{i=1}^n G_{11} \left[ r_i (1 - v_i) + 2 v_i \right] \right\}^{1/n}, \]
\[ S_{2\cdots2}^{(n,2,k)} = \frac{C_k}{4} \left\{ \prod_{i=1}^n (1 + F_{11}) \left[ r_i (1 - v_i) + 2 v_i \right] \right\}^{1/n}. \]

Consequently, the correlator is calculated as

\[ \langle A_{ij}^{(i)} B^{i-1} \rangle = - \prod_{i=1}^{(i)} T_{io} \cdot \left[ v_i \cos \left( \frac{\pi}{2k} \right) \right] + (1 - v_i) r_i \cos \left( \frac{x_{ij}^{(i)} \pi}{k} \cos \left( \frac{2y + 1}{2k} \right) \right). \]  

(B2)

[1] J. S. Bell, Physics 1, 195 (1964).
[2] B. Nicolas, C. Daniel, P. Stefano, S. Valerio, and W. Stephanie, Rev. Mod. Phys. 86, 419 (2014).
[3] A. Acín, N. Brunner, N. Gisin, S. Massar, S. Pironio, and V. Scarani, Phys. Rev. Lett. 98, 230501 (2007).
[4] U. Vazirani and T. Vidick, Phys. Rev. Lett. 113, 140501 (2014).
[5] J. Barrett, R. Colbeck, and A. Kent, Phys. Rev. A 86, 062326 (2012).
[6] S. Pironio, A. Acín, S. Massar, A. B. de la Giroday, D. N. Matsukevich, P. Maunz, S. Olmschenk, D. Hayes, L. Luo, T. A. Manning, and C. Monroe, Nature (London) 464, 1021 (2010).
[7] A. Acín, S. Massar, and S. Pironio, Phys. Rev. Lett. 108, 100402 (2012).
[8] F. J. Curchod, M. Johansson, R. Augusiak, M. J. Hoban, P. Wittek, and A. Acín, Phys. Rev. A 95, 020102 (2017).
[9] G. Foletto, M. Padovani, M. Avesani, H. Tebyanian, P. Villoresi, and G. Vallone, Phys. Rev. A 103, 062206 (2021).
[10] C. Branciard, N. Gisin, and S. Pironio, Phys. Rev. Lett. 104, 170401 (2010).
[11] C. Branciard, D. Rosset, N. Gisin, and S. Pironio, Phys. Rev. A 85, 032119 (2012).
[12] N. Gisin, Q. Mei, A. Tavakoli, M. O. Renou, and N. Brunner, Phys. Rev. A 96, 020304 (2017).
[13] F. Andreoli, G. Carvacho, L. Santodonato, R. Chaves, and F. Sciarrino, New J. Phys. 19, 113020 (2017).
[14] T. Fritz, New J. Phys. 14, 103001 (2012).
[15] A. Tavakoli, P. Skrzypczyk, D. Cavalcanti, and A. Acín, Phys. Rev. A 90, 062109 (2014).
[16] K. Mukherjee, B. Paul, and D. Sarkar, Quantum Inf. Process. 14, 2025 (2015).
[17] K. Mukherjee, B. Paul, and D. Sarkar, Phys. Rev. A 96, 022103 (2017).
[18] M.-O. Renou, E. Bäumer, S. Boseire, N. Brunner, N. Gisin, and S. Beigi, Phys. Rev. Lett. 123, 140401 (2019).
[19] K. Mukherjee, B. Paul, and A. Roy, Phys. Rev. A 101, 032328 (2020).
[20] L.-H. Yang, X. Qi, and J. Hou, Phys. Rev. A 104, 042405 (2021).
[21] M.-O. Renou and S. Beigi, Phys. Rev. Lett. 128, 060401 (2022).
[22] S. Munshi and A. K. Pan, Phys. Rev. A 105, 032212 (2022).
[23] A. Ptasz-Kerstjens, N. Gisin, and A. Tavakoli, Phys. Rev. Lett. 128, 010403 (2022).
[24] G. Carvacho, F. Andreoli, L. Santodonato, M. Bentinegna, R. Chaves, and F. Sciarrino, Nat. Commun. 8, 14775 (2017).
[25] D. J. Saunders, A. J. Bennet, C. Branciard, and G. J. Pryde, Sci. Adv. 3, e1602743 (2017).
[26] F. Andreoli, G. Carvacho, L. Santodonato, M. Bentinegna, R. Chaves, and F. Sciarrino, Phys. Rev. A 95, 062315 (2017).
[27] Q.-C. Sun, Y.-F. Jiang, B. Bai, W. Zhang, H. Li, X. Jiang, J. Zhang, L. You, X. Chen, Z. Wang, Q. Zhang, J. Fan, and J.-W. Pan, Nat. Photonics 13, 687 (2019).
[28] D. Poderini, I. Agresti, G. Marchese, E. Polino, T. Gior-
[29] E. Häkansson, A. Piveteau, S. Muhammad, and M. Bourennane, arXiv:2201.06361.
[30] C.-X. Huang, X.-M. Hu, Y. Guo, C. Zhang, B.-H. Liu, Y.-F. Huang, C.-F. Li, G.-C. Guo, N. Gisin, C. Branciard, and A. Tavakoli, Phys. Rev. Lett. 129, 030502 (2022).
[31] A. Tavakoli, A. Pozas-Kerstjens, M.-X. Luo, and M.-O. Renou, Rep. Prog. Phys. 85, 056001 (2022).
[32] R. Silva, N. Gisin, Y. Guryanova, and S. Popescu, Phys. Rev. Lett. 114, 090401 (2020).
[33] T.-G. Zhang and S.-M. Fei, Phys. Rev. A 103, 032216 (2021).
[34] A. Steffinlongo and A. Tavakoli, arXiv:2202.05007.
[35] C.-L. Ren, T.-F. Feng, D. Yao, H.-F. Shi, J.-L. Chen, and X.-Q. Zhou, Phys. Rev. A 100, 052121 (2019).
[36] S. Sasmal, D. Das, S. Mal, and A. S. Majumdar, Phys. Rev. A 98, 012305 (2018).
[37] A. Shenoy H., S. Designolle, F. Hirsch, R. Silva, N. Gisin, and N. Brunner, Phys. Rev. A 99, 022317 (2019).
[38] D. Yao and C.-L. Ren, Phys. Rev. A 103, 052207 (2021).
[39] S. Gupta, A. G. Maity, D. Das, A. Roy, and A. S. Majumdar, Phys. Rev. A 103, 022421 (2021).
[40] J. Zhu, M.-J. Hu, C.-F. Li, G.-C. Guo, and Y.-S. Zhang, Phys. Rev. A 105, 032211 (2022).
[41] A. Bera, S. Mal, A. Sen(De), and U. Sen, Phys. Rev. A 98, 062304 (2018).
[42] G. Foletto, L. Calderaro, A. Tavakoli, M. Schiavon, F. Picciariello, A. Cabello, P. Villioresi, and G. Vallone, Phys. Rev. Applied 13, 044008 (2020).
[43] G. Foletto, L. Calderaro, A. Tavakoli, M. Schiavon, F. Picciariello, A. Cabello, P. Villioresi, and G. Vallone, Phys. Rev. Applied 13, 044008 (2020).
[44] S. Saha, D. Das, S. Sasmal, D. Sarkar, K. Mukherjee, A. Roy, and S. S. Bhattacharya, Quantum Inf. Process. 18, 42 (2019).
[45] C.-L. Ren, X.-W. Liu, W.-L. Hou, T.-F. Feng, and X.-Q. Zhou, Phys. Rev. A 105, 052221 (2022).
[46] J. F. Clauser, M. A. Horne, A. Shimony, and R. A. Holt, Phys. Rev. Lett. 23, 880 (1969).
[47] S.-M. Cheng, L.-J. Liu, T. J. Baker, and M. J. W. Hall, Phys. Rev. A 104, L060201 (2021).
[48] S.-M. Cheng, L.-J. Liu, T. J. Baker, and M. J. W. Hall, Phys. Rev. A 105, 022411 (2022).
[49] W.-L. Hou, X.-W. Liu, and C.-L. Ren, Phys. Rev. A 105, 042436 (2022).
[50] Y.-L. Mao, Z.-D. Li, A. Steffinlongo, B.-Y. Li, Xiang Guo, S.-F. Xu, N. Gisin, A. Tavakoli, and J.-Y. Fan, arXiv:2202.04840.
[51] C. M. Lee and M. J. Hoban, Phys. Rev. Lett. 120, 020504 (2018).
[52] S. L. Braunstein and C. M. Caves, Ann. Phy. (N.Y.) 202, 22 (1990).
[53] A. Cabello, A. Feito, and A. Lamas-Linares, Phys. Rev. A 72, 052112 (2005).
[54] S. Munshi, R. Kumar, and A. K. Pan, Phys. Rev. A 104, 042217 (2021).
[55] C. Zhang, H. Cao, Y.-F. Huang, B.-H. Liu, C.-F. Li, and G.-C. Guo, Fundam. Res. 1, 22 (2021).
[56] M.-J. Hu, Z.-Y. Zhou, X.-M. Hu, C.-F. Li, G.-C. Guo, and Y.-S. Zhang, npj Quantum Inf. 4, 63 (2018).
[57] M. Schiavon, L. Calderaro, M. Pittaluga, G. Vallone, and P. Villioresi, Quantum Sci. Technol. 2, 015010 (2017).