RACA: Relation-Aware Credit Assignment for Ad-Hoc Cooperation in Multi-Agent Deep Reinforcement Learning
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Abstract—In recent years, reinforcement learning has faced several challenges in the multi-agent domain, such as the credit assignment issue. Value function factorization emerges as a promising way to handle the credit assignment issue under the centralized training with decentralized execution (CTDE) paradigm. However, existing value function factorization methods cannot deal with ad-hoc cooperation, that is, adapting to new configurations of teammates at test time. Specifically, these methods do not explicitly utilize the relationship between agents and cannot adapt to different sizes of inputs. To address these limitations, we propose a novel method, called Relation-Aware Credit Assignment (RACA), which achieves zero-shot generalization in ad-hoc cooperation scenarios. RACA takes advantage of a graph-based relation encoder to encode the topological structure between agents. Furthermore, RACA utilizes an attention-based observation abstraction mechanism that can generalize to an arbitrary number of teammates with a fixed number of parameters. Experiments demonstrate that our method outperforms baseline methods on the StarCraftII micromanagement benchmark and ad-hoc cooperation scenarios.

Index Terms—Multi-Agent System; Deep Reinforcement Learning; Ad-Hoc Cooperation

I. INTRODUCTION

Cooperative multi-agent reinforcement learning (MARL) plays a vital role in the development of artificial intelligence. Many complex real-world problems are inherently multi-agent systems (MAS), for example, a team of autonomous cars [1], sensor networks [2], and power distribution networks [3]. However, multi-agent reinforcement learning has encountered many unique challenges that reinforcement learning has not, such as credit assignment, the non-stationarity of an environment and ad-hoc cooperation.

To effectively deal with these problems, people have witnessed great progress in MARL methods [4]–[6] in recent years. Among these methods, the centralized training with decentralized execution (CTDE) [7] paradigm has been widely used to deal with the non-stationarity of the environment. Under this paradigm, value function factorization methods such as QMIX [8] have shown state-of-the-art performance on challenging tasks such as the StarCraftII micromanagement benchmark SMAC [9]. In this line of work, each agent has a decentralized Q function and these local Q values are integrated into a global Q value by a mixing network.

However, in many real-world scenarios, agents are required to be capable of adapting to new configurations of teammates at test time, such as different numbers, categories, and positions of teammates. This is known as ad-hoc cooperation [10]. Existing value function factorization methods [8], [11]–[13] lack the ability to deal with ad-hoc cooperation tasks because the global state information used by these methods doesn’t explicitly and effectively utilize the relationship between agents. Utilizing the relationship between agents is vital to multi-agent cooperation [14] and especially important to ad-hoc cooperation because the relationship is constantly changing during training and testing. Also, these methods cannot adapt to different sizes of inputs during test time. As a result, these methods are trained and tested on the same environment, i.e., the state transition function of the environment remains unchanged, resulting in the inability to cooperate with different configurations of teammates at test time.

In this paper, we address these limitations in ad-hoc cooperation by proposing a novel multi-agent reinforcement learning algorithm called Relation-Aware Credit Assignment (RACA). Our key observation is that, when collaborating with different agents, the relationship between agents is different. Thus, the relationship between agents needs to be fully explored to achieve better ad-hoc cooperation. When we take this relationship between agents into consideration, graph-based structure seems a natural choice for its amazing ability to deal with data in an irregular or non-Euclidean domain. Previous works in MARL such as DGN [15] have used graph convolutional network (GCN) to model the communication network between agents. However, they require agents to be able to communicate during testing and cannot fully explore the underlying topological structure between agents.

In this work, we build an undirected graph, where each
agent has a corresponding node in the graph. Based on this graph, we use a relation encoder to make use of the topological structure between agents and an attention-based observation abstraction mechanism with a fixed number of parameters to deal with the varying number of teammates. Therefore, RACA can achieve zero-shot generalization in ad-hoc cooperation scenarios without retraining or fine-tuning. We test our method on StarCraft II micromanagement environments and ad-hoc cooperation scenarios. Results show that our method achieves better performance than baseline methods.

In this paper, our contributions can be summarised as:

- We propose RACA, which makes use of the topological structure between agents during centralized training process to achieve zero-shot generalization in ad-hoc cooperation scenarios.
- We use a graph-based relation encoder to explore the topological structure between agents. Besides, we use an attention-based observation abstraction mechanism that can generalize to an arbitrary number of teammates with a fixed number of parameters to deal with the varying number of teammates during training and testing.
- We prove that the proposed algorithm has better performance than the baselines on the StarCraftII micromanagement benchmark SMAC and ad-hoc cooperation scenarios.

II. BACKGROUND

A. Dec-POMDP

In this work, we consider a fully cooperative multi-agent task, which can be described as a decentralized partially observable Markov decision process (Dec-POMDP) [16] consisting of a tuple \( G = \langle S, U, P, r, Z, O, n, \gamma \rangle \). \( s \in S \) is the global state of the environment. At each time step, each agent \( a \in A = \{1, \ldots, n\} \) chooses an action \( u^a \in U \). The joint action takes the form of \( \mathbf{u} \in \mathbf{U} \equiv U^n \). \( P(s'|s, \mathbf{u}) : S \times U \times S \rightarrow [0, 1] \) represents the state transition function. The same reward function \( r(s, \mathbf{u}) : S \times U \rightarrow \mathbb{R} \) is shared among all agents. \( \gamma \in (0, 1) \) is the discount factor. In the partially observable scenario, the individual observations \( z \in Z \) of each agent can be obtained in accordance with the observation function \( O(s, a) : S \times A \rightarrow Z \). Each agent \( a \) has its local action-observation history \( r^a \in T \equiv (Z \times U)^* \). The policy of each agent \( a \) takes the form of \( \pi^a(u^a|r^a) : T \times U \rightarrow [0, 1] \). The joint policy \( \pi \) of all agents has a joint action-value function: \( Q^\pi(s, \mathbf{u}) = E_{\mathbf{u}_{t+1}, \ldots, \mathbf{u}_{t+n} \sim R_t(s, \mathbf{u})} \). Maximizing the discounted return \( R_t = \sum_{i=0}^{\infty} \gamma^i r_{t+i} \) is the goal of the Dec-POMDP scenario.

B. Value Function Factorization

In the cooperative multi-agent reinforcement learning problem, how to assign accurate credit to each agent is a critical challenge known as the credit assignment issue. Value function factorization emerges as a promising way to handle this issue under the CTDE paradigm. The value function factorization methods are based on the Individual-Global-Max (IGM) [11] assumption that the optimal joint actions across agents are consistent with the collection of individual optimal actions of each agent. The IGM assumption can be expressed as:

\[
\arg \max_{\mathbf{u}} Q_{\text{tot}}(\mathbf{u}, \mathbf{a}) = \left( \begin{array}{c}
\arg \max_{u^1} Q_1(\tau^1, u^1) \\
\vdots \\
\arg \max_{u^n} Q_n(\tau^n, u^n)
\end{array} \right),
\]

where \( Q_{\text{tot}} \) and \( Q_a \) respectively represent the joint action-value function and the individual action-value function, \( \tau \in T^n \) represents the joint action-observation histories of all agents.

VDN [17] attempts to factorize the joint action-value function \( Q_{\text{tot}} \) assuming additivity, which can be expressed as:

\[
Q_{\text{tot}}(\mathbf{u}, \mathbf{a}) = \sum_{a=1}^n Q_a(\tau^a, u^a).
\]

QMIX [8] factorizes the joint action-value function \( Q_{\text{tot}} \) by assuming monotonicity, which is guaranteed by restricting the mixing network to have positive weights:

\[
\frac{\partial Q_{\text{tot}}(\mathbf{u}, \mathbf{a})}{\partial Q_a(\tau^a, u^a)} \geq 0, \quad \forall a \in \{1, \ldots, n\}.
\]

QTRAN [11] transforms the original joint action-value function into an easily factorizable one and uses it as a soft regularization constraint. WQMIX [18] introduces a weighted projection into the monotonic value factorization to place more emphasis on better joint actions. However, none of these value function factorization methods generalize well to ad-hoc cooperation scenarios since these methods fail to effectively make use of the relationship between agents.

C. Graph Convolutional Networks

Many important real-world applications naturally take the form of graphs, such as traffic flow [19], wireless communications [20], interfaces between proteins [21], and social networks [22]. As a kind of graph neural network, graph convolutional neural network (GCN) is often used to process structured input data and incorporate neighborhood information. A GCN takes the feature matrix and the adjacency matrix as inputs and outputs a node-level feature matrix. This is in close resemblance with the convolution operation in convolutional neural networks. Various variants of GCN have been proposed in recent years, such as GAT [23], GraphSAGE [24], and JK-Net [25].

In MARL, GCN-based architectures have been used to promote communication between agents [14], [15], [26] and improve sample efficiency [27]. However, none of these methods use GCN to promote ad-hoc cooperation by encoding the relationship between agents.

D. Ad-Hoc Cooperation in MARL

Ad-hoc cooperation has been drawing a lot of attention recently [28]–[30] for its promising future in pushing forward the frontier of multi-agent cooperation. The study of ad-hoc cooperation in multi-agent settings has a long history dating back to the early 2000s [10], [31]. In ad-hoc cooperation, agents need to learn a policy that can adapt to different teammates at test time. Some methods assume teammate...
behavior was known [32], [33], some methods use explicit hard-coded protocols [34], [35], some methods use Monte Carlo tree search to find optimal policy [36].

In recent years, deep learning-based methods were developed, such as pre-training [28], [37], population-based training [38], online policy adaptation [39] and adversarial training [40]. Some methods focus on open ad-hoc teamwork [41]. In recent years, deep learning-based methods was developed, such as pre-training [28], [37], population-based training [38], online policy adaptation [39] and adversarial training [40]. Some methods focus on open ad-hoc teamwork [41].

### A. Graph-Based Relation Encoder

To effectively utilize the relationship between agents, we use a graph-based relation encoder to encode the topological structure between agents. Instead of using prior knowledge, our proposed method uses a relation-aware credit assignment mechanism to achieve zero-shot generalization in ad-hoc cooperation scenarios.

### III. Relation-Aware Credit Assignment

In this chapter, we propose a novel relation-aware credit assignment method called RACA, a new approach to deal with the ad-hoc cooperation problem in multi-agent reinforcement learning. RACA encodes the relationship between agents into the mixing network through a graph-based relation encoder. Furthermore, to deal with the varying number of teammates in ad-hoc cooperation, RACA utilizes an attention-based observation abstraction mechanism. RACA cannot only make full use of the topological structure between agents, but also achieve zero-shot generalization in ad-hoc cooperation scenarios without retraining or fine-tuning.

#### A. Graph-Based Relation Encoder

To effectively utilize the relationship between agents, we use a graph-based relation encoder to encode the topological structure between agents. First, we construct the multi-agent environment as a graph $G = (V,E)$, where each agent $i$ in the environment is represented by a node in the graph $v \in V$. Each node $v$ has a set of neighbors $\mathcal{N}(v)$, which is determined by the local observation of agent $i$, i.e., the correspondence node $u$ of agent $j$ belongs to $\mathcal{N}(v)$ if and only if agent $j$ is in the observation range of agent $i$. The intuition behind this formulation is that agents are more likely to have an effect on each other when they can observe each other, especially when the multi-agent system itself is partially observable. The edge $e_{uv}$ between any two nodes in the graph $G$ is defined as:

$$
e_{uv} = \begin{cases} 1, & \text{if } u \in \mathcal{N}(v) \text{ or } v \in \mathcal{N}(u) \\ 0, & \text{otherwise} \end{cases}$$

according to this definition, the adjacency matrix $A \in \mathbb{R}^{n \times n}$ is obtained. The feature matrix $X$ is constructed by combining the observation of each node, which is processed by the attention mechanism. The details of this attention mechanism will be illustrated in the next part.

Then we build a three-layer graph convolutional network to learn the relation embedding vector of each agent. The $l$-th graph convolutional layer is defined as:

$$H_{l+1} = \sigma \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} H_{l} W^{l} \right),$$

where $\tilde{A} = A + I$, $I$ is the identity matrix, $\tilde{D}$ is the degree matrix of $\tilde{A}$, $W^{l}$ is the parameter matrix that can be learned, $H^{l}$ is the input feature matrix of the graph convolutional layer and $H_{l+1}$ is the output of the graph convolutional layer, especially, $H^{0} = X$.

In practice, the output of the graph convolutional layer loses the original information of the input, resulting in the feature of the node being over-smooth. To solve this problem, we use a technique called skip connections to concatenate the original feature matrix with the $l$-th graph convolutional layer output as the input of the $(l+1)$-th graph convolutional layer, written as:

$$H_{input}^{l+1} = CONCAT \left[ H_{output}^{l}, X \right].$$

QMIX restricts the parameters of the mixing network to be non-negative by using the absolute value of the parameters of the mixing network. Similarly, we use a softmax function on the output matrix $H^{3}$ of the three-layer graph convolutional network to enforce non-negativity, which we find empirically to have better performance than the standard absolute value function. With the weights being non-negative, we have ensured that the local optimal action is the same as the global optimal action, thus RACA satisfies the IGM condition:

$$\frac{\partial Q_{i}(\tau, u)}{\partial Q_{i}(\tau', u')} \geq 0, \; \forall i \in \{1, \ldots, n\},$$

where $n$ represents the number of agents.

Then we use $\text{softmax}(H^{3})$ as the weight constraint on $Q_{i}(\tau, u)$ to encode the topological structure between agents into the mixing network. RACA can be added to any mixing network such as QMIX because RACA does not change the structure of the mixing network. In this paper, we use the mixing network of QMIX as our mixing network.

#### B. Observation Abstraction via Attention Mechanism

To deal with the varying number of teammates during training and testing process, the algorithm needs to be population-invariant, we use an attention-based observation abstraction mechanism that can generalize to an arbitrary number of teammates with a fixed number of parameters.

The observation of agent $i$ is $o^{i}$, which is consisted of three parts: agent $i$’s own features $o^{i}_{\text{own}}$, population-variant features $o^{i}_{\text{var}}$, and population-invariant features $o^{i}_{\text{inv}}$. The size of population-variant features $o^{i}_{\text{var}}$ depends on the number of agents in agent $i$’s observation range. The size of population-invariant features $o^{i}_{\text{inv}}$ doesn’t change over different maps. We first use a 1-layer fully connected network $h_{i}$ to process the input features and get the $Q$, $K$, $V$ matrix corresponding to $o^{i}_{\text{own}}$, $o^{i}_{\text{var}}$, $o^{i}_{\text{inv}}$. Then we use scaled-dot product attention mechanism to generate an observation embedding using the $Q$, $K$, $V$ matrix as follows:

$$\text{Attention}(Q,K,V) = \text{Softmax} \left( \frac{QK^{T}}{\sqrt{d_{k}}} \right) V.$$  \hspace{1cm} (5)

Then we use a 1-layer fully connected network $g_{i}$ to process the embedding information generated by the local observation of the $i$-th agent.
Agent 1

Feature Matrix
Adjacency Matrix

Visible Agents

Agent 1

Feature Matrix
Adjacency Matrix

Visible Agents

Fig. 1. The overall architecture of RACA. The right part is a deep recurrent Q-network, which takes the local action-observation history as input and outputs the individual action-values. The left part is the graph-based relation encoder and the attention-based observation abstraction module.

TABLE I
MAPS IN DIFFERENT SCENARIOS.

| Map Name | Ally Units | Enemy Units | Map Type | Critical Challenges | Map Difficulty |
|----------|------------|-------------|----------|---------------------|----------------|
| 5m       | 5 Marines  | 5 Marines   | Homogenous, Symmetric | Focus Fire | Easy            |
| 5ma      | 5 Marauders | 5 Marauders | Homogenous, Symmetric | Focus Fire | Easy            |
| 1c3s5z   | 1 Colossus | 1 Colossus  | Heterogeneous, Symmetric | Focus Fire, Macro Tactics | Easy            |
| XsYz     | X Stalkers | X Stalkers  | Heterogeneous, Symmetric | Focus Fire, Macro Tactics | Easy            |
| XsYz     | Y Zealots  | Y Zealots   | Heterogeneous, Symmetric | Focus Fire, Macro Tactics | Easy            |
| XsYz     | X Marines  | Y Marines   | Homogenous, Asymmetric | Focus Fire | Easy(Y=X), Hard(Y=X+1) |
| MMM2     | 1 Medivac  | 1 Medivac   | Heterogeneous, Asymmetric | Focus Fire, Macro Tactics | Super Hard      |

Each agent has its own Q function and policy network. Particularly for agent \( i \), its Q function is written as:

\[
Q_i(\tau^i, u^i) = f_i \left(g_i(\text{Attention}(Q, K, V)), o^i_{inv}\right)
\]

where \( f_i \) is a DRQN [42] network that takes the concatenation of the output of \( g_i \) and the population-invariant features \( o^i_{inv} \) of the \( i \)-th agent as input and outputs the final Q value \( Q_i(\tau^i, u^i) \) of the \( i \)-th agent.

C. Loss Function

Our network is trained by minimizing the standard squared TD-error in DQN [43] to optimize our entire framework as follows:

\[
\mathcal{L}(\theta) = \frac{1}{b} \sum_{i=1}^{b} \left( y_{tot}^{i} - Q_{tot}(\tau, u|\theta) \right)^2
\]

where \( y_{tot}^{i} = r + \gamma \max_{u'} q_{tot}(\tau', u'|\theta^-) \) is the target joint action-value function. \( b \) represents the batch size and \( \theta^- \) are parameters of a periodically updated target network.

Our framework adopts the centralized training with decentralized execution paradigm. During centralized training, the learning algorithm use the mixing network to access the global state and the individual observation-action histories of all agents. During decentralized execution, agents choose actions based on their action-value function and can neither use the mixing network nor communicate with each other.

IV. EXPERIMENT

In this section, we conduct experiments to answer the following questions: (1) Can our method improve learning efficiency? (2) Can our method promote zero-shot generalization to ad-hoc cooperation scenarios where agents change in number, category, or position? (3) To what extent does each component of our method contribute to the performance gains?

A. Experiment Setup

Environment We empirically evaluate our method on the StarCraft Multi-Agent Challenge (SMAC) benchmark for its high complexity of control and diversified environments. In the SMAC benchmark, agents learn in a discrete action space, including move (in four directions), stop, do nothing, and attack a certain enemy. SMAC provides easy, hard, and super hard scenarios according to the difficulty of the task. We
choose representative scenarios of all three levels to conduct experiments. Multiple challenges are encountered in these scenarios including focus fire and macro tactics. Table I shows the detailed information of these scenarios. In addition, we conduct experiments on ad-hoc cooperation scenarios based on these above-mentioned representative scenarios. A detailed description of ad-hoc cooperation scenarios will be provided in the next section. The algorithms are trained by fighting with built-in game bots. For every 10,000 training steps, each algorithm is evaluated by running 32 testing episodes to get the current win rate and other related information.

**Baselines and Ablations** In this paper, we use independent Q-learning (IQL), and value function factorization MARL algorithms (VDN, QMIX, and QTRAN) as our baseline algorithms to compare with our proposed method. All of the baseline algorithms and ablation algorithms are listed in Table II. For these baseline algorithms, we use the code provided in PyMARL [9]. For IQL_Attn, VDN_Attn, QMIX_Attn, and QTRAN_Attn, we use our implementation of scaled-dot product attention module on top of the original algorithm. In practice, algorithms need to be invariant to different unit types in StarCraftII. To achieve training across different unit types, we add an extra digit for terran units and zerg units. Thus each type of unit has a shield, which is set to zero for terran units and zerg units. For QMIX_Gcn, we remove the attention-based observation abstraction module from RACA to verify its contribution. Note that QMIX_Attn can also be seen as RACA without the graph-based relation encoder.

**Training and Testing** Our method is implemented on the PyMARL framework and adopts the CTDE paradigm. During training, the global state information can be used by the mixing network. During testing, each agent must make decisions based on their local action-observation history and cannot communicate with each other. We use 5 random seeds to carry out experiments of each method on each map and demonstrates the mean test win rate, which represents the average percentage of winning episodes. The version of our StarcraftII is SC2.4.10(B75689). We carry out experiments on NVIDIA TITAN RTX GPU 24G.

**Hyperparameter Setting** For all experiments, we use the same hyperparameters as the hyperparameters of QMIX in PyMARL and we use the default reward and observation settings of the SMAC benchmark. The whole framework is trained in an end-to-end fashion on fully unrolled episodes. Our proposed method is based on the mixing network of QMIX, which can be replaced by any mixing network such as the mixing network of VDN and QTRAN.

---

### TABLE II

| Related Works | Alg. Description |
|---------------|------------------|
| IQL           | Independent Q-learning |
| VDN           | Additivity constraint |
| QMIX          | Monotonicity constraint |
| QTRAN         | Constraint-free |

| Ablations | Alg. Description |
|-----------|------------------|
| IQL_Attn  | IQL with attention |
| VDN_Attn  | VDN with attention |
| QMIX_Attn | QMIX with attention |
| QMIX_Gcn  | QMIX with gcn module |
| QTRAN_Attn| QTRAN with attention |

---

**Fig. 2.** Learning curves of our method and baseline algorithms on the StarCraftII micromanagement benchmark.
B. Performance on the SMAC Benchmark

To answer question (1), we evaluate our method on the SMAC benchmark. Figure 2 demonstrates the superior performance of our proposed algorithm RACA on easy, hard, and super hard scenarios. Each solid line represents the mean test win rate and 25%-75% percentile is shaded. It can be seen that RACA has a better performance on all of the maps. Moreover, RACA outperforms baselines by a large margin on hard and super hard scenarios. However, RACA does not outperform baselines by a large margin on 3 easy maps. We suspect that this is because the graph-based relation encoder can make better use of the topological structure between agents when complex strategy such as focus fire is needed.

C. Performance on Ad-Hoc Cooperation Scenarios

To answer question (2), we evaluate our method on ad-hoc cooperation scenarios. Each algorithm is trained and tested on different maps, for example, map 5m_vs_6m means the algorithm is trained on map 5m and tested on map 6m, map MMM2_rnd means the algorithm is trained and tested on map MMM2 with teammates at different positions. We propose four tasks to evaluate the ad-hoc cooperation performance of each algorithm: (a) cooperate with different number of teammates at test time (map 5m_vs_6m) (b) cooperate with a different type of teammates at test time (map 5m-5ma and 5ma-5m) (c) cooperate with different number of teammates for each agent type at test time (map 2s3z-3s2z and 3s2z-2s3z) (d) cooperate with teammates at different positions at test time (map MMM2_rnd).

Figure 3 demonstrates the superior performance of our proposed algorithm RACA on ad-hoc cooperation scenarios. In some scenarios where the number of teammates is different at test time, we use baseline algorithms augmented with attention-based neural architectures for comparison. In other scenarios, we use the original baseline algorithms for comparison. Results show that RACA has a better performance on ad-hoc cooperation scenarios.

D. Ablation Studies

To answer question (3), we carry out ablation studies to verify the contribution of each component of RACA. We remove the attention-based observation abstraction module from RACA and denote it as QMIX_Gcn. To verify the contribution of the graph-based relation encoder, we remove it from RACA and denote it as QMIX_Attn. As shown in figure 4, we compare RACA with QMIX_Gcn, QMIX_Attn, and QMIX on map 5m_vs_6m. Results show that the graph-based relation encoder and the attention-based observation abstraction module play a significant role in contributing to the performance gains.
In this paper, we propose a novel multi-agent credit assignment method RACA, which utilizes the relationship between agents to achieve zero-shot generalization in ad-hoc cooperation scenarios. RACA takes advantage of a graph-based relation encoder to encode the topological structure between agents. Besides, RACA uses an attention-based observation abstraction mechanism that can generalize to an arbitrary number of teammates with a fixed number of parameters. Empirical results demonstrate that RACA outperforms baseline algorithms in terms of win rates on the StarCraftII micro-management benchmark and ad-hoc cooperation scenarios. We believe the idea of utilizing the relationship between agents to promote ad-hoc cooperation can be an effective strategy for future works in multi-agent reinforcement learning.
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