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Abstract

The development of deep reinforcement learning (DRL) has benefited from the emergence of a variety of game environments where new challenging problems are proposed and new algorithms can be tested safely and quickly, such as Board games, RTS, FPS, and MOBA games. However, many existing environments lack complexity and flexibility, and assume the actions are executed in multi-agent settings, which become less valuable. We introduce the Fever Basketball game, a novel reinforcement learning environment where agents are trained to play basketball game. It is a complex and challenging environment that supports multiple characters, multiple positions, and both the single-agent and multi-agent player control modes. In addition, to better simulate real-world basketball games, the execution time of actions differs among players, which makes Fever Basketball a novel asynchronized environment. We evaluate commonly used multi-agent algorithms of both independent learners and joint-action learners in three game scenarios with varying difficulties, and heuristically propose two baseline methods to diminish the extra non-stationarity brought by asynchronism in Fever Basketball Benchmarks. Besides, we propose an Integrated curricula training (ICT) framework to better handle Fever Basketball problems, which includes several game-rule based cascading curricula learners and a coordination curricula switcher focusing on enhancing coordination within the team. The results show that the game remains challenging and can be used as a benchmark environment for studies like long-time horizon, sparse rewards, credit assignment, and non-stationarity, etc. in multi-agent settings.

Introduction

Deep reinforcement learning (DRL) has achieved great success in many domains, including games (Mnih et al. 2013, 2015), board games (Silver et al. 2016, 2017), card games (Heinrich and Silver 2016), first-person shooting (FPS) games (Lample and Chaplot 2017), multiplayer online battle arena (MOBA) games (OpenAI 2018), real-time strategy (RTS) games (Vinyals et al. 2019, Liu et al. 2019). However, the lack of complexity and flexibility, and the assumption of synchronized actions in many existing environments that support multi-agent training remain potential barriers for better development of RL.

As a typical sports game (SPG), Fever Basketball simulates basic elements of basketball games (Figure 1), which is challenging for modern RL algorithms. First of all, the long-time horizon and sparse rewards remain issues for most DRL methods. In basketball, it is normally not until scoring shall the agents get a reward (goal in or not), which may require a long sequence of consecutive events such as dribbling and passing the ball to teammates to break through the defense of opponents. Second, the whole basketball game is a combination of many challenging sub-tasks based on game rules, for example, the offense sub-task, the defense sub-task, and the sub-task of fighting for ball possession when the ball is free. Third, it is a multi-agent system that requires teammates to cooperate well to win the game. Fourth, players in reality have different reaction time, which makes the decision making asynchronized within the same team. Moreover, the different characters and positions classified according to players’ capabilities or tactical strategies such as center (C), power forward (PF), small forward (SF), point guard (PG), and shoot guard (SG) add extra stochasticity to the game.

All of these reasons described above make basketball a challenging SPG.

In this paper, we propose the Fever Basketball Environment, a novel open-source asynchronized reinforcement learning environment where agents can learn to play one of the world’s most popular sports basketball. Building upon a commercial basketball game engine, our main contributions are as follows:

1) We provide the Fever Basketball Environment, an advanced and challenging basketball simulator that supports all the major basketball rules.

2) We provide the asynchronized Fever Basketball game.
clients to better simulate reality in multi-agent settings.

3) We provide different training curricula (such as offense, defense, freeball, ballclear) for handling the whole basketball task.

4) We provide various training scenarios (such as 1v1, 2v2, 3v3), multiple characters, and tasks of varying difficulties that can be used to compare different algorithms.

5) We evaluate common algorithms for multi-agent scenarios and propose two heuristic methods for handling the asynchronism for joint-action learners.

6) We propose an integrated curricula training (ICT) framework that reaches up to 70% win-rate during a 300-day online evaluation with human players.

**Motivation and Related Works**

The development of algorithms benefits from the emergence of new challenging problems, and game environments have been serving as the fundamental place where the reinforcement learning community tests its ideas nowadays. However, most of the existing environments have certain deficiencies which can be made up by Fever Basketball game:

**Low task complexity.** As deep reinforcement learning algorithms become more sophisticated, existing environments with low task complexity and randomness become less challenging, and the benchmarks based on them become less informative (Juliani et al. 2018). For example, the canonical CartPole and MountainCar tasks (Sutton and Barto 2018) are too simple to distinguish the performance of different algorithms. Meanwhile, most of the agents of Atari games in the commonly used Arcade Learning Environment (Bellemare et al. 2013) have been trained to super-human level (Badia et al. 2020). The same applies to the DeepMind Lab (Beattie et al. 2016) and Procgen (Cobbe et al. 2019), the former of which consists of several relatively simple first-person navigation maze environments and the latter is a suite of several game-like environments mainly designed to benchmark generalization in reinforcement learning. Besides, games in OpenAI Retro (Nichol et al. 2018) such as Sonic The Hedgehog can be easily solved by existing algorithms (Schulman et al. 2017; Hessel et al. 2018).

**Fixed number of agents.** Many existing environments only support the controlling of a fixed number of agents, and most of them are single-agent reinforcement learning (SARL) problems. For example, the Hard Eight (Paine et al. 2019) environment focuses on a single agent’s training to solve hard exploration problems. The Obstacle Tower Environment (Juliani et al. 2019) also only supports the training of a single agent to solve puzzles and make plans on multiple floors. The Atari games and OpenAI Retro games are also environments that support single-agent training. However, most of the real-world scenarios involve more than one agents, such as basketball matches and autonomous driving cars (Shalev-Shwartz, Shammah, and Shashua 2016), which can be naturally modeled as multi-agent systems (MAS) in a centralized or distributed manner. In addition to the challenges in SARL such as long time horizon and sparse rewards, MARL brings extra challenges such as non-stationarity (Papoudakis et al. 2019), credit assignment (Nguyen, Kumar, and Lau 2018) as well as scalability with the number of agents increasing (Hernandez-Leal, Kartal, and Taylor 2019; Zhang, Yang, and Basar 2019). Thus, platforms with flexible settings on the number of controlled agents become both important and valuable for relevant studies.

**Synchronized actions.** Common SARL paradigm assumes that the environment will not change between when the environment state is observed and when the action is executed. The system is treated sequentially: the agent observes a state, freezes time while computing the action and applies the action, and then unfreezes time. The same settings normally apply to MARL, where multiple agents calculate actions together and then execute them at the same time step. However, it is usually not the case in the real world that the whole system’s decision making and executing processes are synchronized. This results from agents’ different reaction time and diverse action execution time under various situations, and it makes the whole MAS works asynchronously. For example, in multi-robot control areas, robots could behave asynchronously when executing different actions due to hardware limitations (Xiao et al. 2020).

**Other related works.** There are also many other open-source environments focusing on certain game types and
specific research fields. For example, the SMAC (Vinyals et al. 2017), which is a representative of the challenging RTS games, has been used as a test-bed for MARL algorithms despite that the additive and dense rewards settings could make it less challenging (Foerster et al. 2017; Rashid et al. 2018; Vinyals et al. 2019). The DeepMind Control Suite (Tassa et al. 2018), AI2Thor (Kolve et al. 2017), Habitat (Savva et al. 2019), and PyBullet (Coumans and Bai 2016) environments are all related to continuous control tasks. The most similar platform to ours is the Google Research Football (Kurach et al. 2019), which offers another kind of SPG: football. However, it is a synchronized game platform and there are many differences between football and basketball in terms of game settings like game rules, number of players as well as tactics.

Fever Basketball Games

Fever Basketball is an online basketball game, which simulates a half-court (length=11.4 meters, width=15 meters) basketball match between two teams. The game includes the most common basketball aspects, such as jump ball, dribble, three-pointer, dunk, rebound, etc (see Figure 1? for a few examples). The objective of each team is to score as much as possible to win the match within a limited time.

Supported basketball elements. The game offers more than 30 characters (Charles, Alex, Steven, etc.) of different positions (C, PF, SF, PG, SG) with various attributes and skills to choose from before a match, which largely enriches both the randomness and challenges of the game. At the beginning of each match, one player from each team will do the jump ball. The team which gets the ball will be the offense team and the other team will be the defense team. The player holding the ball in the offense team is in the state of attack and the other two players are in the state of assist. Players in the offense team can use offense actions (such as screen, fast break, jockey for position, etc.) and shooting actions (such as jump shot, layup, dunk, etc.) to score. Meanwhile, players in the defense team should try their best to prevent the offense team from scoring by applying defense strategy like one-on-one checks, steals, rejections, and so on. Once the ball is out of the hands of the possessed player such as after shoot or rebound, all of the players will be in the freeball states. At such a moment, if players of the defense team manage to fetch the ball, they need to go through an attack-defense switch process named ballclear to prepare for offense by dribbling out of the three-point-line. Once the offense team scores, the ball possession will be handed to the opposite team. A typical match lasts for three minutes (with an average FPS of 60) except for the overtime. The shoot clock violation (20 seconds) will be punished by handling the ball possession to the opposite team.

Supported player control modes. Fever Basketball offers a convenient way to control game players by modifying corresponding keywords when launching the game clients. The number of players within each team can be chosen from \{1, 2, 3\}, which covers both the single-agent training and the multi-agent training scenarios with increasing complexity and difficulty in a curriculum manner. Meanwhile, the position of each player can be chosen from \{C, PF, PG, SG\} and the game characters can be switched freely within the players we provide. Furthermore, the game also provides three control modes. The first one is the Bot mode, where the agents can be trained with the built-in rule-based bots whose difficulty levels can be chosen from \{easy, medium, hard\} with different reaction time and shooting rate. The second one is the SelfPlay mode, which allows the training of both teams through self-play. The third mode is the Human mode, where the human player can control the specific position of the home team and fight against the built-in bots or pre-trained agents.

Game states and representations. Raw game states in Fever Basketball are data packages received from game clients, which includes information like current scene name (attack, assist, defense, freeball, ballclear), general game information (such as attack remain time and scores), both teams’ information (such as the player type, player position, facing angle and shoot rate), ball information (such as ball position, ball velocity, owned player and owned team) and the results of the last action. Please see the detailed description in the Appendix. Besides, we also provide a vector-
Asynchronized game actions. To better simulate the real-world basketball game, one of the key features of Fever Basketball is that a player’s primitive actions have different execution time (see Figure 2(a)), which makes the actions of the players within the same team asynchronized. For example, consider the offense scenario depicted in Figure 2(b), where the PG is dribbling the ball with the SG requesting the ball and the C keep moving at \( t_0 \). After getting the ball at time step \( t_3 \), which is passed from PG at time \( t_1 \), the SG makes a three-point shot that costs two time steps of execution (i.e., finishing shooting at \( t_5 \), with C keeps doing the OffenceScreen action (i.e. pick-and-roll) from \( t_2 \) to \( t_4 \). Unlike common MARL environments which assume the agents’ actions are synchronized, the asynchronism in Fever Basketball brings extra challenges for the current MARL algorithms, especially for the ones with centralized training (Sunehag et al. 2018; Rashid et al. 2018). Each agent faces a much more non-stationary environment since the other agents’ ongoing actions may have a large impact on the state transitions observed by the agent. Besides, the number of actions for different positions and different game scenes are listed in Table 1 (3v3 mode). A detailed description of these actions can be found in Appendix.

### Table 1: Number of actions in Fever Basketball scenes.

| Scene    | Type                 | C | PF | SF | PG | SG |
|----------|----------------------|---|----|----|----|----|
| Attack   |                      | 29| 30 | 43 | 35 | 42 |
| Defense  |                      | 19| 19 | 19 | 27 | 27 |
| Freeball |                      | 10| 10 | 9  | 9  | 9  |
| Ballclear|                      | 22| 22 | 25 | 25 | 25 |
| Assist   |                      | 11| 11 | 11 | 11 | 11 |

Game rewards settings. Game rewards settings in Fever Basketball are also highly flexible and can be easily customized by researchers in terms of both the shaping rewards and the game rewards. We currently offer a set of game rewards related to corresponding game scenes. To be specific, in the offense scene (attack & assist), the agent will be rewarded with 2 or 3 if the team goals while being punished with -1 if the ball is blocked, stolen, lost, or time is up. Rewards settings in the defense scene are the opposite of the offense scene. For the freeball scene, the agent will be rewarded with 1 if it possesses the ball and will be punished with -1 if it loses (such as that the opponent gets the ball or time is up). In the ballclear scene, the agent will be rewarded with 1 if it gets the ball out of the three-point line successfully and will be punished similarly as those in the offense scene.
to collect the joint-action experience. The first method is experience-mask (EXP-Ms), which masks the on-going actions out and regards them as Idle when collecting joint transitions at a certain time-step. For example, if we denote $o_t^P$, $s_t^{PG}$, $a_t^P$, $r_t$, $d_t$ as the global observation, local observation, action, global reward, and done information of player $P$ at time step $t$, respectively. The global experience in the shaded area of Figure 2(a) would be:

$$
EXP_{Ms} = [o_t^C, (s_t^{SG}, s_t^{C}, s_t^{PG}), (Idle, a_t^C, a_t^{PG}), r_t, d_t]
$$

The second method is experience splice (EXP-Sp), which means that we collect the joint transition when all the players have finished the recent on-going actions, and then splice the experience to form final transitions based on the global states observed at the time step when the agents start to execute actions. As illustrated by Figure 2(b), the joint transition experience in the shaded area would be:

$$
EXP_{Sp1} = [o_t^{SG}, (s_t^{SG}, s_t^{C}, s_t^{PG}), (a_t^{SG}, a_t^C, a_t^{PG}), r_t, d_t]
$$

$$
EXP_{Sp2} = [o_t^C, (s_t^{SG}, s_t^{C}, s_t^{PG}), (a_t^{SG}, a_t^C, a_t^{PG}), r_t, d_t]
$$

$$
EXP_{Sp3} = [o_t^C, (s_t^{PG}, s_t^{C}, s_t^{PG}), (a_t^{PG}, a_t^C, a_t^{PG}), r_t, d_t]
$$

By learning from the reconstructed experience, we expect these two heuristic methods can help the joint-action learners acquire the perception of the execution time of corresponding actions to facilitate better coordination.

Experimental results

In this section, we provide benchmark results for both IL algorithms IQL (Mnih et al. 2015), HYQ (Maignon, Laurent, and Le Fort-Piat 2007), EXCEL (Hu et al. 2019) and JAL algorithms VDN (Sunehag et al. 2018), QMIX (Kashid et al. 2018) with the EXP-Ms and EXP-Sp methods. We evaluate these algorithms in both the Full Game setting and Divide and Conquer setting. In the Full Game setting, the learners need to handle all the sub-tasks (i.e. offense (attack & assist), defense, freeball, ballclear) through one model with unavailable actions masked out. In the Divide and Conquer setting, each of these sub-tasks is allocated with a corresponding learner, which decreases the difficulties of training. The technical details of the training architectures and hyperparameters can be found in Appendix.

The experimental results of the Fever Basketball Benchmarks, which are averaged over 10 game clients after trained for 100 rounds, are shown in Figure 4. It can be found that the Full Game setting is much more challenging than the Divide and Conquer setting, where all of the algorithms fail to defeat the built-in bots. Besides, the hard bots are more difficult to be defeated than the medium and easy ones. The performances of the independent learners generally outperform the joint-action learners even though we try to eliminate the action asynchronism within the team by using EXP-Ms and EXP-Sp methods. In addition, it seems the EXP-Ms method performs relatively better than the EXP-Sp method, which might result from the neglect of some agent’s short-time transitions when generating the global experience, such as the transition from $t_0$ to $t_1$ of player C in Figure 3(b). The results indicate that the asynchronism problem is not well solved and worth further studying.

The Integrated Curricula Training (ICT)

Although the complex basketball problem can be partially solved through existing MARL algorithms under the Divide and Conquer setting, the correlations between corresponding sub-tasks are neglected and there could be miscoordinations induced by the asynchronism. Besides, it also seems that the proposed Exp-Ms and Exp-Sp methods struggle to facilitate the learning of action execution time, and the asynchronism in Fever Basketball remains a critical problem, especially for joint-action learners. To make further progress, we take advantage of the independent learners and propose a curriculum learning based framework named ICT (Figure 5), which mainly includes a set of weighted cascading curricula learners and a coordination curricula switcher. These weighted cascading curricula learners are responsible for corresponding sub-tasks generated by basketball game rules. And the coordination curricula switcher, which has a relatively higher priority in making decisions, focuses on learning cooperative policy on primitive actions that will result in curriculum switch, such as the pass action that triggers switch between the attack and the assist curricula.

Methods

The weighted cascading curricula learners. Curriculum learning is used to solve complex and difficult problems (Wu and Tian 2016, Wu, Zhang, and Song 2018). As mentioned before, Fever Basketball offers a set of base training scenarios according to game rules, namely attack, defense, freeball, ballclear and assist from the perspective of a single player. All of these five base curricula are the fundamental
aspects of an integrated basketball match. And only by mastering these basic curricula can one be ready for generating appropriate policies throughout the entire basketball match. Thus we intend to firstly train a corresponding DRL agent (i) to learn each of these base curricula ($\tau_i$), the interaction process of which can be formulated as a finite Markov Decision Process (MDP). During each episode, agent $i$ perceives the state of the corresponding base curriculum $s_t \in S_{\tau_i}$ at each time step $t$, and outputs an action $a_t \in A_{\tau_i}$ according to policy $\pi_{\tau_i}$. A scalar reward $r_t \in R_{\tau_i}$ is then yielded from the environment and the agent will transit to a new state $s_{t+1}$ with a probability distribution $P(s_{t+1} \mid s_t, a_t, \tau_i)$. The transition $(s_t, a_t, r_t, s_{t+1})$ is stored in replay buffer $D_i$. Agent $i$’s goal is to find an optimal policy $\pi^*$ to maximize the expected accumulative (discounted) rewards from each state $s$ in corresponding curriculum $\tau_i$, namely the value function $Q^*_{\tau_i}(s, a)$ which can be formulated as:

$$Q^*_{\tau_i}(s, a) = \mathbb{E}_{s' \sim \pi}[r + \gamma \max_{a'} Q^*_{\tau_i}(s', a') \mid s, a, \tau_i]$$

The update of the $Q_{\tau_i}$ network parameters $\theta_i$ are carried out by randomly sampling mini-batches from corresponding replay buffer $D_i$ and performing a gradient descent step on $(y_i - Q(s, a; \theta_i))^2$. The Q value labels $y_i$ can be calculated as follows:

$$y_i = \begin{cases} r_t, & \text{terminal s of } \tau_i \\ r_t + \gamma \max_{a'} Q^*_{\tau_i}(s', a'; \theta_j), & \text{otherwise} \end{cases}$$

In this way, the complicated and challenging basketball problem is decomposed into several easier curricula which can be preliminarily solved by applying co-training of corresponding DRL agents similar to the divide-and-conquer strategy. Although these base curricula training has enabled the agents to acquire some primary skills towards corresponding sub-tasks, the whole basketball match remains a challenge. This is because a round of basketball match could include many inter-transitions between corresponding sub-tasks, and these five base curricula are actually highly correlated. For example, the attack and assist curricula are normally followed by freeball after the shot of the offense team, thus the policy used in former curricula will contribute to the outcomes of the latter curricula.

To deal with the correlations between corresponding base curricula, we propose the cascading curricula training approach. It is implemented by adding the max $Q(s'_{\tau_j}, a'_{\tau_j} \mid \theta_j)$ value of the following base curriculum $\tau_j$ to the reward $r_i$ that agent $i$ received from environment to form the new label $y_i$. Meanwhile, we use a weight parameter $\eta \in [0, 1]$ to adjust the ratio of the cascading Q values heuristically during training. The adjustment procedure for $y_i$ is crucial for both the stabilization and performance of the whole training process. When $\eta$ equals to 0, the cascading curricula training becomes the base curricula training. When $\eta$ increases to 1 by following certain heuristic procedures during training, the correlations between corresponding base curricula will be gradually established through the backup of the learned Q values and contribute to the final integrated policy throughout the whole basketball match. The new Q value labels $y^{\text{cas}}_i$ can be formulated as:

$$y^{\text{cas}}_i = \begin{cases} r_i + \eta \gamma \max_a Q^*_{\tau_i}(s_{\tau_j}, a_{\tau_j} \mid \theta_j), & \text{terminal s of } \tau_i \\ r_i + \gamma \max_a Q^*_{\tau_i}(s', a' \mid \theta_j), & \text{otherwise} \end{cases}$$

The coordination curricula switcher. Although the weighted cascading curricula training can degrade the complex basketball problem into relatively easier base curricula and take their correlations into account, it is only from the perspective of a single player. However, as a typical team sport, coordination within the same team plays a crucial role in all basketball players. Based on the cascading curricula training, we propose a high-level coordination curricula switcher to facilitate the training of coordination by focusing on learning cooperative actions that could induce curricula switching within the same team. For example, the pass action, which is the core primary action that transfers ball possession and creates basketball tactics in the offense team. By taking over such action, the coordination curricula switcher will focus on learning how to pass the ball to the right player in an appropriate time, which, in the meantime, will also result in the curriculum switch between attack / ballclear and assist within the same team. The coordination curricula switcher will have a relatively higher priority over those weighted cascading base curricula learners on action selection to ensure the performance of coordination when it is necessary. Meanwhile, by taking over coordination related actions from original action spaces, it also enables a reduction of original action spaces for attack, ballclear and assist scene, which helps the agents to learn policies more

Figure 5: The Integrated Curricula Training framework (ICT).
effectively in corresponding curricula. The pseudo-code of the ICT framework for Fever Basketball can be found in the Appendix (see Algorithm 1).

Experimental results

In this subsection, an ablation study is firstly carried out to assess the effects of different parts in our ICT framework by playing with the hard built-in bots, which includes the one-model training, the base curricula training, the cascading curricula training, and ICT framework. The performance of the whole ICT framework is then further evaluated with online players in Fever Basketball. The APEX–Rainbow (Horgan et al. 2018; Hessel et al. 2018) algorithm is used for all learners and we put the detailed training setups and architectures in Appendix.

The results of the ablation experiments are demonstrated in Figure 6(a). The horizontal axis is the number of evaluated matches along with the training process (3 minutes per round). The vertical axis is the average score gap between proposed training approaches and the built-in hard bots in one match over 10 game clients. We can find that the one-model training approach performs the worst and the players trained by this approach struggle to master these five distinct sub-tasks together. The base curriculum training approach performs much better than the one-model training method since it can focus only on the corresponding sub-task and generate some fundamental policies towards basic game rules. Players trained in this way tend to play solo while lacking tactical movements since correlations between related sub-tasks are ignored. The weighted cascading curriculum training can make further improvements compared with the base curriculum training because the correlation between related sub-tasks is retained and the policy can be optimized over the whole task despite that the coordination within one team remains a weakness. The ICT framework significantly outperforms other training approaches since the coordination performance can be essentially improved by using the coordination curricula switcher.

The results of a 300-day online evaluation with 1,130,926 human players are illustrated in Figure 6(b) and c). During this evaluation, we first test the model learned by the base curriculum learning and change the online model to the one trained through the ICT framework on day 63. As is shown in Figure 6(b), the win rate of the updated model (almost up to 70%, red broken lines) increases more than twice of the former model (around 30%, blue broken lines) at the beginning of each online evaluations with human players in 3v3 PVP (i.e., player vs. player) matches. The team trained with our method can generate many professional coordination tactics like give-and-go, and it is more likely to create wide-open areas to score by passing smoothly. In addition, the match ratio that human players participated in playing against the challenging AI teams keeps increasing (see Figure 6(c)) among all the PVP matches, which indicates that we bring extra revenues for the game.

Discussion and Conclusion

In this paper, we present the Fever Basketball Environment, a novel open-source reinforcement learning environment of the basketball game. It is a complex and challenging environment which supports both single-agent training and multi-agent training. Besides, the actions with different execution time in this environment make it a good platform for studying the challenging problem of asynchronous multi-agent decision-making. We implement and evaluate the state-of-the-art MARL algorithms (such as VDN, Qmix, and EXCEL) together with two heuristic methods (i.e., EXP-Ms and EXP-Sp) to alleviate the effect of asynchronism in both the Full Game setting and Divide and Conquer setting of Fever Basketball. The results show that the game is challenging and existing algorithms fail to solve the asynchronism problems. To shed light on this complex task, we take advantage of the curriculum learning and propose an integrated curricula training framework to solve this problem step by step. Though progress has been made, the win-rate against on-line human players is not high (up to 70%) and keeps decreasing as the evaluation process goes, which may result from our model’s lacking generation to unseen opponents, and meanwhile demonstrates the difficulties of mastering the basketball game. We expect the components in-
involved in Fever Basketball such as the complexity, the flexible settings, and the asynchronism will be useful for investigating current scientific challenges like long-time horizon, sparse rewards, credit assignment, non-stationarity.

**Ethical Impact**

Considering that the game platforms have substantially boosted the development of reinforcement learning (RL), the open-source of our Fever Basketball platform is expected to further enrich the types of existing virtual environments for RL communities. What’s more, the new challenges brought by our platform are also of great potential to incubate new algorithms, which is another aspect for contributing to the development of RL.
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