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Abstract
Stochastic convex optimization, where the objective is the expectation of a random convex function, is an important and widely used method with numerous applications in machine learning, statistics, operations research and other areas. We study the complexity of stochastic convex optimization given only statistical query (SQ) access to the objective function. We show that well-known and popular first-order iterative methods can be implemented using only statistical queries. For many cases of interest we derive nearly matching upper and lower bounds on the estimation (sample) complexity including linear optimization in the most general setting. We then present several consequences for machine learning, differential privacy and proving concrete lower bounds on the power of convex optimization based methods.

The key ingredient of our work is SQ algorithms and lower bounds for estimating the mean vector of a distribution over vectors supported on a convex body in $\mathbb{R}^d$. This natural problem has not been previously studied and we show that our solutions can be used to get substantially improved SQ versions of Perceptron and other online algorithms for learning halfspaces.

1 Introduction
Statistical query (SQ) algorithms, defined by Kearns [47] in the context of PAC learning and by Feldman et al. [34] for general problems on inputs sampled i.i.d. from distributions, are algorithms that can be implemented using estimates of the expectation of any given function on a sample drawn randomly from the input distribution $D$ instead of direct access to random samples. Such access is abstracted using a statistical query oracle that given a query function $\phi : W \rightarrow [-1,1]$ returns an estimate of $E_w[\phi(w)]$ within some tolerance $\tau$ (possibly dependent on $\phi$). We will refer to the number of samples sufficient to estimate the expectation of each query of a SQ algorithm with some fixed constant confidence as its estimation complexity (often $1/\tau^2$) and the number of queries as its query complexity.

Statistical query access to data was introduced as means to derive noise tolerant algorithms in the PAC model of learning [17]. Subsequently, it has been realized that reducing data access to estimation of simple expectations has a wide variety of additional useful properties. It played a key role in the development of the notion of differential privacy [22, 12, 20] and has been subject of intense subsequent research in differential privacy [8] (see [25] for a literature review).

It has important applications in a large number of other theoretical and practical contexts such as distributed data access [17, 61, 70], evolvability [72, 30, 31] and memory/communication limited machine learning [31, 11, 85]. Most recently, in a line of work initiated by Dwork et al. [27], SQs have been used as a basis for understanding generalization in adaptive data analysis [27, 12, 28, 69, 0].

Here we consider the complexity of solving stochastic convex minimization problems by SQ algorithms. In stochastic convex optimization the goal is to minimize a convex function $F(x) = E_w[f(x,w)]$ over a convex set $\mathcal{K} \subset \mathbb{R}^d$, where $w$ is a random variable distributed according to some distribution $D$ over domain $W$ and each $f(x,w)$ is convex in $x$. The optimization is based on i.i.d. samples $w^1, w^2, \ldots, w^n$ of $w$. Numerous central problems in machine learning and statistics are special cases of this general setting with a vast literature devoted to techniques for solving variants of this problem (e.g. [67, 63]). It is usually assumed that $\mathcal{K}$ is “known” to the algorithm (or in some cases given via a suffi-
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ciently strong oracle) and the key challenge is understanding how to cope with estimation errors arising from the stochastic nature of information about $F(x)$.

Surprisingly, prior to this work, the complexity of this fundamental class of problems has not been studied in the SQ model. This is in contrast to the rich and nuanced understanding of the sample and computational complexity of solving such problems given unrestricted access to samples as well as in a wide variety of other oracle models.

The second important property of statistical algorithms is that it is possible to prove information-theoretic lower bounds on the complexity of any statistical algorithm that solves a given problem. The first was shown by Kearns [47] who proved that parity functions cannot be learned efficiently using SQs. Subsequent work has developed several techniques for proving such lower bounds (e.g. [10, 60, 54, 34]), established relationships to other complexity measures (e.g. [54, 45]) and provided lower bounds for many important problems in learning theory (e.g. [10, 15, 56]) and beyond [34, 55, 14, 74].

From this perspective, statistical algorithms for stochastic convex optimization have another important role. For many problems in machine learning and computer science, convex optimization gives state-of-the-art results and therefore lower bounds against such techniques are a subject of significant research interest. Indeed, in recent years this area has been particularly active with major progress made on several long-standing problems (e.g. [36, 60, 53, 49]). As was shown in [35], it is possible to convert SQ lower bounds into purely structural lower bounds on convex relaxations, in other words lower bounds that hold without assumptions on the algorithm that is used to solve the problem (in particular, not just SQ algorithms). From this point of view, each SQ implementation of a convex optimization algorithm is a new lower bound against the corresponding convex relaxation of the problem.

1.1 Overview of Results We focus on iterative first-order methods namely techniques that rely on updating the current point $x^t$ using only the (sub-)gradient of $F$ at $x^t$. These are among the most widely-used approaches for solving convex programs in theory and practice. It can be immediately observed that for every $x$, $\nabla F(x) = E_w[\nabla f(x, w)]$ and hence it is sufficient to estimate expected gradients to some sufficiently high accuracy in order to implement such algorithms (we are only seeking an approximate optimum anyway). The accuracy corresponds to the number of samples (or estimation complexity) and is the key measure of complexity for SQ algorithms. However, to the best of our knowledge, the estimation complexity for specific SQ implementations of first-order methods has never been formally addressed.

We start with the case of linear optimization, namely $\nabla F(x)$ is the same over the whole body $K$. It turns out that in this case global approximation of the gradient (that is one for which the linear approximation of $F$ given by the estimated gradient is $\varepsilon$ close to the true $F$) is sufficient. This means that the question becomes that of estimating the mean vector of a distribution over vectors in $\mathbb{R}^d$ in some norm that depends on the geometry of $K$. This is a basic question (indeed, central to many high-dimensional problems) but it has not been carefully addressed even for the simplest norms like $\ell_2$. We examine it in detail and provide an essentially complete picture for all $\ell_q$ norms with $q \in [1, \infty]$. We also briefly examine the case of general convex bodies (and corresponding norms) and provide some universal bounds.

The analysis of the linear case above gives us the basis for tackling first-order optimization methods for Lipschitz convex functions. That is, we can now obtain an estimate of the expected gradient at each iteration. However we still need to determine whether the global approximation is needed or a local one would suffice and also need to ensure that estimation errors from different iterations do not accumulate. Luckily, for this we can build on the study of the performance of first-order methods with inexact first-order oracles. Methods of this type have a long history (e.g. [87, 65]), however some of our methods of choice have only been studied recently.

We give SQ algorithms for implementing the global and local oracles and then systematically consider several traditional setups of convex optimization: non-smooth, smooth and strongly convex. While that is not the most exciting task in itself, it serves to show the generality of our approach. Remarkably, in all of these common setups we achieve the same estimation complexity as what is known to be achievable with samples. All of the previous results require that the optimized functions are Lipschitz, that is the gradients are bounded in the appropriate norm (and the complexity depends polynomially on the bound). Addressing non-Lipschitz optimization seems particularly challenging in the stochastic case and SQ model, in particular. Indeed, direct SQ implementation of some techniques would require queries of exponentially high accuracy. We give two approaches for dealing with this problem that require only that the convex functions in the support of distribution have bounded range. The first one avoids gradients altogether by only using estimates of function values. It is based on random walk techniques of
Kalai and Vempala [44] and Lovász and Vempala [51]. The second one is based on a new analysis of the classic center-of-gravity method. There we show that there exists a local norm, specifically that given by the inertial ellipsoid, that allows to obtain a global approximation relatively cheaply. Interestingly, these very different methods have the same estimation complexity which is also within factor of $d$ of our lower bound.

Finally, we highlight some theoretical applications of our results. We show that our algorithms imply lower bounds for a broad and practically useful class of convex relaxations for any problem for which a sufficiently strong SQ lower bound is known. As an example, we demonstrate consequences for classical constraint satisfaction problems. We then show that our mean estimation algorithms imply dimension-independent estimation complexity for the SQ version of the classic Perceptron algorithm and several related algorithms. Finally, we give corollaries for two problems in differential privacy: (a) new algorithms for solving convex programs with the stringent local differential privacy; (b) strengthening and generalization of algorithms for answering convex queries of convex minimization queries differentially privately given by Ullman [71].

1.2 The Model

The algorithms we consider here have access to a statistical query oracle for the input distribution.

**Definition 1.1.** ([44] 34) Let $D$ be a distribution over a domain $W$, $	au > 0$ and $n$ be an integer. A statistical query oracle $STAT_D(\tau)$ is an oracle that given as input any function $\phi : W \rightarrow [-1, 1]$, returns some value $v$ such that $|v - E_{w \sim D}[\phi(w)]| \leq \tau$. A statistical query oracle $VSTAT_D(n)$ is an oracle that given as input any function $\phi : W \rightarrow [0, 1]$ returns some value $v$ such that $|v - p| \leq \max \left\{ \frac{1}{n}, \sqrt{\frac{\phi(1-p)\phi(p)}{n}} \right\}$, where $p = E_{w \sim D}[\phi(w)]$.

We say that an algorithm is statistical query (or, for brevity, just SQ) if it does not have direct access to $n$ samples from the input distribution $D$, but instead makes calls to a statistical query oracle for the input distribution.

Query complexity of a statistical algorithm is the number of queries it uses. The estimation complexity of a statistical query algorithm using $VSTAT_D(n)$ is the value $n$ and for an algorithm using $STAT(\tau)$ it is $n = 1/\tau^2$. Note that the estimation complexity corresponds to the number of i.i.d. samples sufficient to simulate the oracle for a single query with at least some constant probability of success. However it is not necessarily true that the whole algorithm can be simulated using $O(n)$ samples since answers to many queries need to be estimated. Answering $m$ fixed (or non-adaptive) statistical queries can be done using $O(\log m \cdot n)$ samples but when queries depend on previous answers more samples might be necessary (see [27] for a detailed discussion). Whenever that does not make a difference for our upper bounds on estimation complexity, we state results for STAT to ensure consistency with prior work in the SQ model. All our lower bounds are stated for the stronger VSTAT oracle.

1.3 Linear optimization and mean estimation

We start with the linear optimization case which is a natural special case and also the basis of our implementations of first-order methods. In this setting $W \subseteq \mathbb{R}^d$ and $f(x, w) = \langle x, w \rangle$. Hence $F(x) = \langle x, \bar{w} \rangle$, where $\bar{w} = E_w[w]$. This reduces the problem to finding a sufficiently accurate estimate of $\bar{w}$. Specifically, for a given error parameter $\epsilon$, it is sufficient to find a vector $\hat{w}$, such that for every $x \in K$, $|\langle x, \bar{w} \rangle - \langle x, \hat{w} \rangle| \leq \epsilon$. Given such an estimate $\hat{w}$, we can solve the original problem with error of at most $2\epsilon$ by solving $\min_{x \in K} \langle x, \hat{w} \rangle$.

An obvious way to estimate the high-dimensional mean using SQs is to simply estimate each of the coordinates of the mean vector using a separate SQ: that is $E[|w_i|/B_i]$, where $[-B_i, B_i]$ is the range of $w_i$. Unfortunately, even in the most standard setting, where both $K$ and $W$ are $\ell_2$ unit balls, this method requires accuracy that scales with $1/\sqrt{d}$ (or estimation complexity that scales linearly with $d$). In contrast, bounds obtained using samples are dimension-independent making this SQ implementation unsuitable for high-dimensional applications. Estimation of high-dimensional means for various distributions is an even more basic question than stochastic optimization; yet we are not aware of any prior analysis of its statistical query complexity. In particular, SQ implementation of all algorithms for learning halfspaces (including the most basic Perceptron) require estimation of high-dimensional means but known analyses rely on inefficient coordinate-wise estimation (e.g. [15] 11 3).

The seemingly simple question we would like to answer is whether the SQ estimation complexity is different from the sample complexity of the problem. The first challenge here is that even the sample complexity of mean estimation depends in an involved way on the geometry of $K$ and $W$ (cf. [54]). Also some of the general techniques for proving upper bounds on sample complexity appeal directly to high-dimensional concentration and do not seem to extend to the intrinsically one-dimensional SQ model. We therefore focus our attention on the much more benign and well-studied $\ell_p/\ell_q$ setting. That is, $K$ is a unit ball in $\ell_p$ norm and $W$ is the unit ball in $\ell_q$ norm for $p \in [1, \infty]$ and $1/p + 1/q = 1$.
(general radii can be reduced to this setting by scaling). This is equivalent to requiring that \( \| \hat{w} - \tilde{w} \|_q \leq \varepsilon \) for a random variable \( w \) supported on the unit \( \ell_q \) ball (denoted by \( B_q^0(1) \)) and we refer to it as \( \ell_q \) mean estimation. Even in this standard setting the picture is not so clean in the regime when \( q \in [1, 2) \), where the sample complexity of \( \ell_q \) mean estimation depends both on \( q \) and the relationship between \( d \) and \( \varepsilon \).

In a nutshell, we give tight (up to a polylogarithmic in \( d \)) bounds on the SQ complexity of \( \ell_q \) mean estimation for all \( q \in [1, \infty) \). These bounds match (up to a polylogarithmic in \( d \)) the sample complexity of the problem. The upper bounds are based on several different algorithms.

- For \( q = \infty \) straightforward coordinate-wise estimation gives the desired guarantees. This can be achieved using \( d \) queries to \( \text{STAT}(\varepsilon) \);
- For \( q = 2 \) we demonstrate that Kashin’s representation of vectors introduced by Lyubarskii and Vershynin [52] gives a set of \( 2d \) measurements which allow to recover the mean with estimation complexity of \( O(1/\varepsilon^2) \). This algorithm can be implemented using \( 2d \) queries to \( \text{STAT}(\Omega(\varepsilon)) \);
- For \( q \in (2, \infty) \) we use decomposition of the samples into \( \log d \) “rings” in which non-zero coefficients have low dynamic range. For each ring we combine \( \ell_2 \) and \( \ell_\infty \) estimation to ensure low error in \( \ell_q \) and nearly optimal estimation complexity. The algorithm uses \( 3d \log d \) queries to \( \text{STAT}(\varepsilon/\log(d)) \);
- For \( q \in [1, 2) \) substantially more delicate analysis is necessary. For large \( \varepsilon \) we first again use a decomposition into “rings” of low dynamic range. For each “ring” we use coordinate-wise estimation and then sparsify the estimate by removing small coefficients. This analysis also relies on the stronger \( \text{VSTAT} \) oracle. For small \( \varepsilon \) a better upper bound can be obtained via a reduction to \( \ell_2 \) case. Hence the algorithm uses \( 2d \log d \) queries to \( \text{VSTAT}(16 \log(d)/\varepsilon^2) \) or \( 2d \) queries to \( \text{STAT}(\Omega(d^{1/2 - 1/q}) \)."
Table 1: Bounds on \( \ell_q \) mean estimation and linear optimization over \( \ell_p \) ball. Upper bounds use at most \( 3d \log d \) queries. Lower bounds apply to all algorithms using \( \text{poly}(d/\varepsilon) \) queries. Sample complexity is for algorithms with access to samples.

### 1.4 The Gradient Descent family

The linear case gives us the basis for the study of the traditional setups of convex optimization for Lipschitz functions: non-smooth, smooth and strongly convex. The most basic Lipschitz (also called non-smooth) setup is determined by a bound on the magnitude of gradients in dual norm,

\[
\mathcal{F}_{||\cdot||}(\mathcal{K}, L_0) = \{ f : \mathcal{K} \to \mathbb{R} : f \text{ convex}, \|\nabla f(x)\|_* \leq L_0, \forall x \in \mathcal{K}, \nabla f(x) \in \partial f(x) \}.
\]

In the stochastic \( \ell_p/\ell_q \) setting we assume that for each \( w \) in the support of the distribution \( D \) and \( x \in \mathcal{K} \), \( \|\nabla f(x,w)\|_q \leq L_0 \) and the radius of \( \mathcal{K} \) is bounded by \( R \) in \( \ell_p \) norm. The smooth and strongly convex settings correspond to second order assumptions on \( f \) itself. For the two first classes of problems, our algorithms use global approximation of the gradient on \( \mathcal{K} \) which as we know is necessary already in the linear case. However, for the strongly convex case we can show that an oracle introduced by Devolder et al. [21] only requires local approximation of the gradient, leading to improved estimation complexity bounds.

Specifically, we use our SQ mean estimation algorithms to efficiently implement the following approximate oracles.

**Definition 1.2.** ([19] [21] [20]) Let \( F : \mathcal{K} \to \mathbb{R} \) be a convex subdifferentiable function. We say that \( \hat{g} : \mathcal{K} \to \mathbb{R}^d \) is an \( \eta \)-approximate gradient if for all \( x \in \mathcal{K} \),

\[
|\langle \hat{g}(x) - \nabla F(x), y - u \rangle| \leq \eta \quad \forall y, u \in \mathcal{K}.
\]

We say that \( (\hat{F}(-), \hat{g}(-)) : \mathcal{K} \to \mathbb{R} \times \mathbb{R}^d \) is a first-order (\( \eta, M, \mu \))-oracle if for all \( x, y \in \mathcal{K} \),

\[
\frac{M}{2} \|y-x\|^2 \leq F(y) - \langle \hat{F}(x), y - x \rangle - \langle \hat{g}(x), y - x \rangle \leq \frac{M}{2} \|y - x\|^2 + \eta.
\]

In the non-smooth case we use the mirror-descent algorithm with \( \eta \)-approximate gradient to derive the following corollary for \( \ell_q \) norms for \( p \in [1, \infty] \) (we state only the \( p \in [1, 2] \) case for brevity):

**Corollary 1.1.** Let \( p \in [1, 2], \ L_0, R > 0, \) and \( \mathcal{K} \subseteq \mathcal{B}_p^d(R) \) be a convex body. There exists an SQ algorithm that solves any problem of the form \( \min_{x \in \mathcal{E}} f(x,w) \), where for all \( w \in \mathcal{W}, \ f(x,w) \in \mathcal{F}_{||\cdot||_p}(\mathcal{K}, L_0) \), with accuracy \( \varepsilon \) using \( O \left( d \log d \cdot \frac{1}{(p-1)} \left( \frac{L_0 R}{\varepsilon^2} \right)^{\frac{p}{2}} \right) \) queries to \( \text{STAT} \left( \Omega \left( \frac{\varepsilon}{\log d/\varepsilon^2} \right) \right) \). For \( p \in \{1, 2\} \), \( \text{STAT}(\Omega(\varepsilon/\log d)) \) suffices.

For the smooth case we rely on the analysis by d’Aspremont [19] of an inexact variant of Nesterov’s accelerated method [55], and for the strongly convex case we use the recent results by Devolder et al. [20] on the inexact dual gradient method which we implement using \((\eta, M, \mu)\)-oracle. We summarize our results for the \( \ell_2 \) norm in Table 1.4. In the full version we provide detailed statements of these results and also demonstrate the implications of our results for the well-studied generalized linear regression problems.

It is important to note that, unlike in the linear case, the SQ algorithms for optimization of general convex functions are adaptive. In other words, the SQs being asked at step \( t \) of the iterative algorithm depend on the answers to queries in previous steps. This means that the number of samples that would be necessary to implement such SQ algorithms is no longer easy to determine. In particular, as demonstrated by Dwork et al. [27], the number of samples needed for estimation of adaptive SQs using empirical means might scale linearly with the query complexity. While better bounds can be easily achieved in our case (logarithmic – as opposed to linear – in dimension), they are still worse...
| Objective            | Inexact gradient method | Query complexity | Estimation complexity |
|----------------------|-------------------------|------------------|----------------------|
| Non-smooth           | Mirror-descent          | $O \left(d \cdot \left( \frac{L_0 R}{\varepsilon} \right)^2 \right)$ | $O \left( \left( \frac{L_0 R}{\varepsilon} \right)^2 \right)$ |
| Smooth               | Nesterov                | $O \left(d \cdot \sqrt{\frac{L_1 R^2}{\varepsilon}} \right)$ | $O \left( \left( \frac{L_0 R}{\varepsilon} \right)^2 \right)$ |
| Strongly convex non-smooth | Dual gradient             | $O \left(d \cdot \frac{L_1^2}{\varepsilon \kappa} \log \left( \frac{L_0 R}{\varepsilon} \right) \right)$ | $O \left( \frac{L_1^2}{\varepsilon \kappa} \right)$ |
| Strongly convex smooth | Dual gradient             | $O \left(d \cdot \frac{L_1}{\kappa} \log \left( \frac{L_0 R}{\varepsilon} \right) \right)$ | $O \left( \frac{L_1^2}{\varepsilon \kappa} \right)$ |

Table 2: Upper bounds for inexact gradient methods in the stochastic $\ell_2/\ell_2$ setting. Here $R$ is the Euclidean radius of the domain, $L_0$ is the Lipschitz constant of all functions in the support of the distribution, $L_1$ is the Lipschitz constant of the gradient and $\kappa$ is the strong convexity parameter for the expected objective.

than the sample complexity. We are not aware of a way to bridge this intriguing gap or prove that it is not possible to answer the SQ queries of these algorithms with the same sample complexity.

Nevertheless, estimation complexity is a key parameter even in the adaptive case. There are many other settings in which one might be interested in implementing answers to SQs and in some of those the complexity of the implementation depends on the estimation complexity and query complexity in other ways (for example, differential privacy). In a number of lower bounds for SQ algorithms there is a threshold phenomenon in which as one goes below certain estimation complexity, the query complexity lower bound grows from polynomial to exponential very quickly (e.g. [54, 39]). For such lower bounds only the estimation complexity matters as long as the query complexity of the algorithm is polynomial.

1.5 Non-Lipschitz Optimization The estimation complexity bounds obtained for gradient descent-based methods depend polynomially on the Lipschitz constant $L_0$ and the radius $R$ (unless $F$ is strongly convex). In some cases such bounds are too large and we only have a bound on the range of $f(x, w)$ for all $w \in \mathcal{W}$ and $x \in \mathcal{K}$ (note that a bound of $L_0 R$ on range is also implicit in the Lipschitz setting). This is a natural setting for stochastic optimization (and statistical algorithms, in particular) since even estimating the value of a given solution $x$ with high probability and any desired accuracy from samples requires some assumptions about the range of most functions.

For simplicity we will assume $|f(x, w)| \leq B = 1$, although our results can be extended to the setting where only the variance of $f(x, w)$ is bounded by $B^2$ using the technique from [32]. Now, for every $x \in \mathcal{K}$, a single SQ for function $f(x, w)$ with tolerance $\tau$ gives a value $\hat{F}(x)$ such that $|F(x) - \hat{F}(x)| \leq \tau$. This, as first observed by Valiant [73], gives a $\tau$-approximate value (or zero-order) oracle for $F$. It was proved by Nemirovsky and Yudin [54] and also by Grötschel et al. [39] (who refer to such oracle as weak evaluation oracle) that $\tau$-approximate value oracle suffices to $\varepsilon$-minimize $F(x)$ over $\mathcal{K}$ with running time and $1/\tau$ being polynomial in $d, 1/\varepsilon, \log(R_1/R_0)$, where $\mathcal{B}^2_2(R_0) \subseteq \mathcal{K} \subseteq \mathcal{B}^2_2(R_1)$. The analysis in [54, 39] is relatively involved and does not provide explicit bounds on $\tau$.

Here we substantially sharpen the understanding of optimization with approximate value oracle. Specifically, we show that $(\varepsilon/d)$-approximate value oracle for $F(x)$ suffices to $\varepsilon$-optimize in polynomial time.

**Theorem 1.1.** There is an algorithm that with probability at least $2/3$, given any convex program $\min_{x \in \mathcal{K}} F(x)$ in $\mathbb{R}^d$ where $\forall x \in \mathcal{K}$, $|F(x)| \leq 1$ and $\mathcal{K}$ is given by a membership oracle with the guarantee that $\mathcal{B}^2_2(R_0) \subseteq \mathcal{K} \subseteq \mathcal{B}^2_2(R_1)$, outputs an $\varepsilon$-optimal solution in time $\text{poly}(d, \frac{1}{\varepsilon}, \log(R_1/R_0))$ using $\text{poly}(d, \frac{1}{\varepsilon})$ queries to $\Omega(\varepsilon/d)$-approximate value oracle.

We outline a proof of this theorem which is based on an extension of the random walk approach of Kalai and Vempala [44] and Lovász and Vempala [51]. This result was also independently obtained in a recent work of Belloni et al. [7] who provide a detailed analysis of the running time and query complexity.

It turns out that the dependence on $d$ in the tolerance parameter of this result cannot be removed altogether: Nemirovsky and Yudin [54] prove that even linear optimization over $\ell_2$ ball of radius 1 with a $\tau$-approximate value oracle requires $\tau = \Omega(\varepsilon/\sqrt{d})$ for any polynomial-time algorithm. This result also highlights the difference between SQs and approximate value oracle since the problem can be solved using SQs of tolerance $\tau = O(\varepsilon)$. Optimization with value oracle is also substantially more challenging algorithmically.
Luckily, SQs are not constrained to the value information and we give a substantially simpler and more efficient algorithm for this setting. Our algorithm is based on the classic center-of-gravity method with a crucial new observation: in every iteration the inertial ellipsoid, whose center is the center of gravity of the current body, can be used to define a (local) norm in which the gradients can be efficiently approximated globally. The exact center of gravity and inertial ellipsoid cannot be found efficiently and the efficiently implementable Ellipsoid method does not have the desired local norm. However we show that the approximate center-of-gravity method introduced by Bertsimas and Vempala [9] and approximate computation of the inertial ellipsoid [50] suffice for our purposes.

**Theorem 1.2. (Informal)** Let \( \mathcal{K} \subseteq \mathbb{R}^d \) be a convex body given by a membership oracle \( \mathcal{B}_F(\mathcal{R}_0) \subseteq \mathcal{K} \subseteq \mathcal{B}_F(\mathcal{R}_1) \), and assume that for all \( w \in \mathcal{W}, x \in \mathcal{K}, |f(x,w)| \leq 1 \). Then there is a randomized algorithm that for every distribution \( D \) over \( \mathcal{W} \) outputs an \( \varepsilon \)-optimal solution using \( O(d^2 \log(1/\varepsilon)) \) statistical queries with tolerance \( \Omega(\varepsilon^2/d) \) and runs in \( \text{poly}(d,1/\varepsilon, \log(R_1/R_0)) \) time.

Closing the gap between the tolerance of \( \varepsilon/\sqrt{d} \) in the lower bound (already for the linear case) and the tolerance of \( \varepsilon/d \) in the upper bound is an interesting open problem. Remarkably, as Thm. [14] and the lower bound in [54] show, the same intriguing gap is also present for approximate value oracle.

### 1.6 Applications

We now highlight several applications of our results. Additional results can be easily derived in a variety of other contexts that rely on statistical queries (such as evolvability [72], adaptive data analysis [27] and distributed data analysis [17]).

#### 1.6.1 Lower Bounds

The statistical query framework provides a natural way to convert algorithms into lower bounds. For many problems over distributions it is possible to prove information-theoretic lower bounds against SQ algorithms that are much stronger than known computational lower bounds for the problem. A classical example of such problem is learning of parity functions with noise (or, equivalently, finding an assignment that maximizes the fraction of satisfied XOR constraints). This implies that any algorithm that can be implemented using statistical queries with complexity below the lower bound cannot solve the problem. If the algorithm relies solely on some structural property of the problem, such as approximation of functions by polynomials or computation by a certain type of circuit, then we can immediately conclude a lower bound for that structural property. This indirect argument exploits the power of the algorithm and hence can lead to results which are harder to derive directly.

One inspiring example of this approach comes from using the statistical query algorithm for learning half-spaces [11]. The structural property it relies on is linear separability. Combined with the exponential lower bound for learning parities [47], it immediately implies that there is no mapping from \( \{-1,1\}^d \) to \( \mathbb{R}^N \) which makes parity functions linearly separable for any \( N \leq N_0 = 2^{\Omega(d)} \). Subsequently, and apparently unaware of this technique, Forster [37] proved a \( 2^{\Omega(d)} \) lower bound on the sign-rank (also known as the dimension complexity) of the Hadamard matrix which is exactly the same result (in [54] the connection between these two results is stated explicitly). His proof relies on a sophisticated and non-algorithmic technique and is considered a major breakthrough in proving lower bounds on the sign-rank of explicit matrices.

Convex optimization algorithms rely on existence of convex relaxations for problem instances that (approximately) preserve the value of the solution. Therefore given a SQ lower bound for a problem, our algorithmic results can be directly translated into lower bounds for convex relaxations of the problem. We now focus on a concrete example that is easily implied by our algorithm and a lower bound for planted constraint satisfaction problems from [35]. Consider the task of distinguishing a random satisfiable \( k \)-SAT formula over \( n \) variables of length \( m \) from a randomly and uniformly drawn \( k \)-SAT formula of length \( m \). This is exactly the refutation problem studied extensively over the past several decades (e.g. [29]). Now, consider the following common approach to the problem: define a convex domain \( \mathcal{K} \) and map every \( k \)-clause \( C \) to a convex function \( f_C \) over \( \mathcal{K} \) scaled to the range \([-1,1]\). Then, given a formula \( \phi \) consisting of clauses \( C_1, \ldots, C_m \), find \( x \) that minimizes \( F_\phi(x) = \frac{1}{m} \sum_i f_{C_i}(x) \) which roughly measures the fraction of unsatisfied clauses (if \( f_{C_i} \)'s are linear then one can also maximize \( F(x) \) in which case one can also think of the problem as satisfying the largest fraction of clauses). The goal of such relaxation is to ensure that for every satisfiable \( \phi \) we have that \( \min_{x \in \mathcal{K}} F_\phi(x) \geq \alpha \) for some fixed \( \alpha \). At the same time for a randomly chosen \( \phi \), we want to have with high probability \( \min_{x \in \mathcal{K}} F_\phi(x) \geq \alpha + \varepsilon \). Ideally one would hope to get \( \varepsilon \approx 2^{-k} \) since for sufficiently large \( m \), every Boolean assignment leaves at least \( 2^{-k} \) fraction of the constraints unsatisfied. But (so called) integrality gap of this relaxation can reduce the difference to a smaller value.

We now plug our algorithm for \( \ell_p/\ell_q \) setting to get the following broad class of corollaries.
COROLLARY 1.2. For \( p \in \{1, 2\} \), let \( K \subseteq B^p_0(1) \) be a convex body and \( F_p \doteq F^0_{\|\cdot\|_p}(K, 1) \). Assume that there exists a mapping \( \mathcal{M} \) that maps each \( k \)-clause \( C \in X_k \) to a convex function \( f_C \in F_p \). Further assume that for some \( \alpha \in \mathbb{R}, \varepsilon > 0 \) and \( m = \Omega(n/\varepsilon^2) \): If \( \phi = C_1, \ldots, C_m \) is satisfiable then
\[
\min_{x \in K} \left\{ \frac{1}{m} \sum_i f_{C_i}(x) \right\} \leq \alpha.
\]
If \( \phi \) is drawn from the uniform distribution \( U_k \) over \( k \)-SAT formulas of length \( m \) then
\[
\Pr_{C_1, \ldots, C_m \sim U_k} \left[ \min_{x \in K} \left\{ \frac{1}{m} \sum_i f_{C_i}(x) \right\} > \alpha + \varepsilon \right] \geq 2/3.
\]
Then \( d = 2^{\Omega(n/\varepsilon^2/k)} \).

For example, as long as \( k \) is a constant and \( \varepsilon = \Omega_k(1) \) we get a lower bound of \( 2^{\Omega(n)} \) on the dimension of any convex relaxation (where the radius and the Lipschitz constant are at most 1). We are not aware of any existing techniques that imply comparable lower bounds. More importantly, our results imply that Corollary 1.2 extends to a very broad class of general state-of-the-art approaches to stochastic convex optimization.

Current research focuses on the linear case and restricted \( K \)'s which are obtained through various hierarchies of LP/SDP relaxations. For those cases additional structure of \( K \) was used to prove lower bounds that are not implied by our work. A more formal treatment of this technique can be found in the full version.

1.6.2 Online Learning of Halfspaces using SQs

Our high-dimensional mean estimation algorithms allow us to revisit SQ implementations of online algorithms for learning halfspaces, such as the classic Perceptron and Winnow algorithms. These algorithms are based on updating the weight vector iteratively using incorrectly classified examples. The convergence analysis of such algorithms relies on some notion of margin by which positive examples can be separated from the negative ones.

A natural way to implement such an algorithm using SQs is to use the mean vector of all positive (or negative) counterexamples to update the weight vector. By linearity of expectation, the true mean vector is still a positive (or correspondingly, negative) counterexample and it still satisfies the same margin condition. This approach was used by Bylander [13] and Blum et al. [11] to obtain algorithms tolerant to random classification noise for learning halfspaces and by Blum et al. [12] to obtain a private version of Perceptron. The analyses in these results use the simple coordinate-wise estimation of the mean and incur an additional factor in their sample complexity. It is easy to see that to approximately preserve the margin \( \gamma \) it suffices to estimate the mean of some distribution over an \( \ell_q \) ball with \( \epsilon \)-error of \( \gamma/2 \). We can therefore plug our mean estimation algorithms to eliminate the dependence on the dimension from these implementations (or in some cases have only logarithmic dependence).

In particular, the estimation complexity of our algorithms is essentially the same as the sample complexity of PAC versions of these online algorithms. Note that such improvement is particularly important since Perceptron is usually used with a kernel (or in other high-dimensional space) and Winnow’s main property is the logarithmic dependence of its sample complexity on the dimension. Formally, we get an algorithm with the following guarantees:

THEOREM 1.3. For every \( p \in [2, \infty] \), there exists an efficient algorithm \( p \)-norm-SQ that for every \( \varepsilon > 0 \) and distribution \( D \) over \( B^p_0(R) \times \{-1, 1\} \) that is supported on examples \( (x, y) \) that for some vector \( w^* \in B^p_0(W) \) satisfy \( y(w^*, x) \geq \gamma \), outputs a halfspace \( w \) such that \( \Pr_{(x,y) \sim D} [y(w, x) < 0] \leq \varepsilon \). For \( p \in [2, \infty] \), \( p \)-norm-SQ uses \( O(d \log d(WR/\gamma)^2) \) queries to VSTAT\( (O(\log d(WR/\gamma)^2/\varepsilon)) \) and for \( p = \infty \) \( p \)-norm-SQ uses \( O(d \log d(WR/\gamma)^2) \) queries to VSTAT\( (O((WR/\gamma)^2/\varepsilon)) \).

This implementation immediately implies the strongest known sample complexity bounds for learning halfspaces with random classification noise or differential privacy.

We note that a variant of the Perceptron algorithm referred to as Margin Perceptron outputs a halfspace that approximately maximizes the margin \( \gamma \). This allows it to be used in place of the SVM algorithm. Our SQ implementation of this algorithm gives an SVM-like algorithm with estimation complexity of \( O(1/\gamma^2) \), where \( \gamma \) is the (normalized) margin. This is the same as the sample complexity of SVM (cf. [63]). Many other variants of the Perceptron and Winnow algorithms have been studied in the literature and applied in a variety of settings (e.g. [38, 62, 18]). The analysis inevitably relies on a margin assumption (and its relaxations) and hence, we believe, can be implemented using SQs in a similar manner.

1.6.3 Differential Privacy In local or randomized-response differential privacy the users provide the analyst with differentially private versions of their data. Any analysis performed on such data is differentially private so, in effect, the data analyst need not
be trusted. Such algorithms have been studied and applied for privacy preservation since at least the work of Warner [75] and have more recently been adopted in products by Google and Apple. While there exists a large and growing literature on mean estimation and convex optimization with (global) differential privacy (e.g. [16, 23, 9]), these questions have been only recently and partially addressed for the more stringent local privacy. Using simple estimation of statistical queries with local differential privacy by Kasiviswanathan et al. [40] we directly obtain a variety of corollaries for locally differentially private mean estimation and optimization. Some of them, including mean estimation for $\ell_2$ and $\ell_{\infty}$ norms and their implications for gradient and mirror descent algorithms are known via specialized arguments [24, 23]. Our corollaries for mean estimation achieve the same bounds up to logarithmic in $d$ factors. We also obtain corollaries for more general mean estimation problems and results for optimization that, to the best of our knowledge, were not previously known.

An additional implication in the context of differentially private data analysis is to the problem of releasing answers to multiple queries over a single dataset. A long line of research has considered this question for linear or counting queries which for a dataset $S \subseteq W^n$ and function $\phi : W \rightarrow [0, 1]$ output an estimate of $\frac{1}{n} \sum_{w \in S} \phi(w)$ (see [25] for an overview). In particular, it is known that an exponential in $n$ number of such queries can be answered differentially privately even when the queries are chosen adaptively [59, 41] (albeit the running time is linear in $|W|$). Recently, Ullman [71] has considered the question of answering convex minimization queries which ask for an approximate minimum of a convex program taking a data point as an input averaged over the dataset. For several convex minimization problems he gives algorithms that can answer an exponential number of convex minimization queries. It is easy to see that the problem considered by Ullman [71] is a special case of our problem by taking the input distribution to be uniform over the points in $S$. A statistical query for this distribution is equivalent to a counting query and hence our algorithms effectively reduce answering of convex minimization queries to answering of counting queries. Therefore an immediate corollary of our bounds is a strengthening and substantial generalization of the results in [71]. The detailed statement and comparison appear in the full version.

1.7 Related work There is long history of research on the complexity of convex optimization with access to some type of oracle (e.g. [54, 13, 40]) with a lot of renewed interest due to applications in machine learning (e.g. [58, 1]). In particular, a number of works study robustness of optimization methods to errors by considering oracles that provide approximate information about $F$ and its (sub-)gradients [19, 21]. Our approach to getting statistical query algorithms for stochastic convex optimization is based on establishing bridges to that literature.

A $\tau$-approximate value (or zero-order) oracle for $F(x)$ is an oracle that for any $x \in K$ returns a value $\hat{F}(x)$ such that $|F(x) - \hat{F}(x)| \leq \tau$. It was proved by Nemirovsky and Yudin [54] and also by Grötschel et al. [39] that $\tau$-approximate value oracle suffices to $\varepsilon$-minimize $F(x)$ over $K$ with running time and $1/\tau$ being polynomial in $d, 1/\varepsilon, \log(R_1/R_0)$, where $B_2^d(R_0) \subseteq K \subseteq B_2^d(R_1)$. If we assume that $|f(x,w)| \leq B = 1$ for all $w$, then a single SQ for function $f(x,w)$ with tolerance $\tau$ gives a $\tau$-approximate value of $F(x)$. Hence, as first observed in [23], it is possible to optimize general stochastic convex programs using SQs in polynomial time. Unfortunately and unavoidably, in many cases of interest this general approach leads to query and estimation complexity that are much worse than bounds that we get here since our bounds are based on gradient information and also exploit Lipschitz properties, either in the (standard) global norm or for suitable local norms, such as for the center-of-gravity method.

A common way to model stochastic optimization is via a stochastic oracle for the objective function [54]. Such oracle is assumed to return a random variable whose expectation is equal to the exact value of the function and/or its gradient (most commonly the random variable is Gaussian or has bounded variance). Analyses of such algorithms (most notably the Stochastic Gradient Descent (SGD)) are rather different from ours although in both cases linearity and robustness properties of first-order methods are exploited. In most settings we consider, estimation complexity of our SQ algorithms is comparable to sample complexity of solving the same problem using an appropriate version of SGD (which is, in turn, often known to be optimal). On the other hand lower bounds for stochastic oracles (e.g. [1]) have a very different nature and it is impossible to obtain superpolynomial lower bounds on the number of oracle calls (such as those we prove here).

SQ access is known to be equivalent (up to polynomial factors) to the setting in which the amount of information extracted from (or communicated about) each sample is limited [8, 34, 55]. In a recent (and independent) work Steinhardt et al. [68] have established a number of additional relationships between learning with SQs and learning with several types of restrictions on memory and communication. Among other results, they proved an unexpected upper bound on memory-bounded sparse least-squares regression by giving an
SQ algorithm for the problem. Their analysis is related to the one we give for inexact mirror-descent over the $\ell_1$-ball. Note that in optimization over $\ell_1$ ball, the straightforward coordinate-wise $\ell_\infty$ estimation of gradients suffices. Together with their framework our results can be easily used to derive low-memory algorithms for other learning problems.

### 2 Conclusions

In this work we give the first treatment of two basic problems in the SQ query model: high-dimensional mean estimation and stochastic convex optimization. In the process, we demonstrate new connections of our questions to concepts and tools from convex geometry, optimization with approximate oracles and compressed sensing.

Our results provide detailed (but by no means exhaustive) answers to some of the most basic questions about these problems. At a high level our findings can be summarized as “estimation complexity of polynomial-time SQ algorithms behaves like sample complexity” for many natural settings of those problems. This correspondence should not, however, be taken for granted. In many cases the SQ version requires a completely different algorithm and for some problems we have not been able to provide upper bounds that match the sample complexity.

Given the fundamental role that SQ model plays in a variety of settings, our primary motivation and focus is understanding of the SQ complexity of these basic tasks for its own sake. At the same time our results lead to numerous applications among which are new strong lower bounds for convex relaxations and results that subsume and improve on recent work that required substantial technical effort.
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