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Abstract—We consider the problem of obtaining relative location information between two wireless nodes from the differences in their ultra-wideband (UWB) channels to observer nodes. Our approach focuses on the delays of multipath components (MPCs) extracted from the observed channels. For the two different cases of known and unknown MPC association between these channels, we present estimators for the distance and for the relative position vector between the two nodes. The position estimators require both MPC directions and MPC delays as input. All presented estimators exhibit very desirable technological properties: they do not require line-of-sight conditions, precise synchronization, or knowledge about the observer locations or about the environment. These advantages could enable low-cost wireless network localization in dynamic multipath environments. The exposition is complemented by a numerical evaluation of the estimation accuracy using random sampling, where especially the position estimators show the potential for great accuracy.

Index Terms—ultra-wideband ranging, distance estimation, relative localization, indoor localization, synchronization

I. INTRODUCTION

Wireless localization is a key requirement for many mobile applications in the Internet of Things, robotics, and social distance monitoring for pandemic contact tracing [1]. Many such applications concern dense and dynamic propagation environments, characterized by time-variant channels with rich multipath propagation and frequent line-of-sight (LOS) obstruction [2]. This poses a great challenge to accurate and reliable wireless localization and ranging. For example, distance estimates from the received signal strength (RSS) tend to have large relative error due to large RSS fluctuations [3]. Time of arrival (TOA) distance estimates often have a substantial bias due to LOS obstruction, multipath, and synchronization problems [4], [5]. This causes large relative errors at short distances. Trilateration of such inaccurate distance estimates results in inaccurate position estimates; ensuring enough anchors in LOS to all relevant mobile positions is often infeasible [2]. Location fingerprinting is also not an all-round alternative for accurate localization: the training data is quickly rendered obsolete by time-varying environments [6].

State-of-the-art localization systems deal with these problems with methods such as soft information processing [7] and temporal filtering [5], [9]. Various recent work [2], [5], [9] considers multipath as opportunity rather than interference: multipath-assisted UWB localization allows for improved accuracy and robustness if knowledge about the propagation environment is either available a-priori [2] or obtained with mapping [9]. Also promising is the use of MPC direction information such as the angle of arrival (AOA), which can be measured robustly with millimeter-wave massive-MIMO systems [8], [10]. Further improvements are possible with cooperative (a.k.a. collaborative) network localization [8].

Our previous work [11] proposed an alternative paradigm for pairwise localization between two nodes, with the goal of alleviating the outlined problems of wireless localization and ranging systems. It abandons the conventional notion that a distance estimate between two nodes A and B should be based on a direct measurement such as the TOA or RSS between them (Fig. 1a). Instead, the presence of one or more other nodes, henceforth called observers, is considered (Fig. 1b). The paradigm relies on measurements of the channel impulse response (CIR) $h_o^{(A)}(\tau)$ of the channel between node A and the observer as well as CIR $h_o^{(B)}(\tau)$ between node B and the observer. These CIRs can be obtained via channel estimation at the observer after transmitting training sequences at A and B, or vice versa. In the case of UWB operation, the CIRs are descriptive signatures of the multipath environment [2]. We note that the CIRs $h_o^{(A)}(\tau)$ and $h_o^{(B)}(\tau)$ are similar for small distances $d$ but differ increasingly and systematically with increasing $d$. A good metric for CIR dissimilarity could give rise to an accurate estimate of $d$ or even of the relative position vector $\mathbf{d}$, with the prospect of particularly good accuracy at short distances and no requirements for LOS connections.

Fig. 1. Conventional versus proposed paradigm for relative localization of two wireless nodes.

Several approaches could be eligible for the realization of such an estimation rule, e.g., machine learning. Our previous
work [11] utilized parameters of extracted MPCs (Fig. 1c), in particular the differences of MPC delays. Based thereon we derived distance estimators under the assumption of known MPC association; specifically the maximum-likelihood estimate (MLE) and the minimum-variance unbiased estimate (MVUE) under propagation assumptions representative of indoor environments. The approach can be viewed as a profound propagation-geometric comparison of a measurement \( h(B) \) to a fingerprint \( h(A) \), although without any required preceding training. For this approach we identified very desirable technological properties: it does not require line-of-sight conditions, knowledge about the observer locations or the environment, or precise synchronization. To the best of our knowledge, this approach and the considered paradigm are not addressed by any existing work other than [11].

In this paper we make the following novel contributions:

- We state the distance MLE for the case of unknown MPC association, random delay measurement errors, and random MPC directions (uniform distribution in 3D).
- Assuming that the MPC directions are observable, we state the least-squares estimate (LSE) of the relative position vector for different cases: based on the observed delay differences or based directly on the observed delays. The former promises higher robustness.
- We append a tailored scheme for estimating the MPC association from the MPC delays and directions.
- Based on a numerical evaluation of the estimation accuracy (using random sampling of MPC parameters), we describe the estimators’ strengths and weaknesses.

All estimators are designed for the case without precise time-synchronization between the two nodes (the extension to the perfectly synchronous case is straightforward). All proofs and derivations can be found in the appendix of our journal paper preprint [12] but are omitted herein.

**Paper Structure:** In Sec. [II] we state the employed system model, geometric properties, and assumptions on synchronization and MPC extraction. Sec. [III] and [IV] present the derived estimators for node distance and relative position, respectively. The numerical performance evaluation is given in Sec. [V]. Sec. [VI] concludes the paper.

**II. System Model and Key Principles**

The location of nodes A and B are written in Cartesian coordinates \( p(A), p(B) \in \mathbb{R}^3 \) in an arbitrary reference frame. The location of node B relative to node A is characterized by the relative position \( \mathbf{d} = p(B) - p(A) \in \mathbb{R}^3 \) and the distance \( d = ||\mathbf{d}|| \). We consider the observers \( o \in \{1, \ldots , M\}, M \geq 1 \).

The multipath channels between the observers and node A are characterized by the CIRs \( h_o^{(A)}(\tau) \) and those between the observers and node B by \( h_o^{(B)}(\tau) \). All analytical statements require that the same set of MPCs is extracted from both \( h_o^{(A)}(\tau) \) and \( h_o^{(B)}(\tau) \). This is easily fulfilled in practice for small \( d \) and distinct MPCs. Large \( d \), diffuse multipath, selective MPC occurrence and limited bandwidth will however pose challenges. The number \( K_o \) of extracted MPCs is left as unspecified design parameter. The MPCs may or may not comprise the LOS path as well as reflected, scattered or diffracted paths [2].

We use the MPC index \( k \in \{1, 2, \ldots , K_o\} \) and the total MPC count \( K = K_1 + \ldots + K_M \). The MPC delays are considered in terms of their true values \( \bar{\tau}_{k,o}^{(A)} - \bar{\tau}_{k,o}^{(B)} \in \mathbb{R}^+ \) and the observed values \( \bar{\tau}_{k,o}^{(A)} - \bar{\tau}_{k,o}^{(B)} \in \mathbb{R}_+ \). Crucial quantities are the delay differences, true value:

\[
\bar{\Delta}_{k,o} = \bar{\tau}_{k,o}^{(B)} - \bar{\tau}_{k,o}^{(A)}
\]  
(1)

and delay differences or based directly on the observed delay differences, measured:

\[
\Delta_{k,o} = \tau_{k,o}^{(B)} - \tau_{k,o}^{(A)}
\]  
(2)

The unit vectors \( \bar{e}_{k,o}^{(A)} = e_{k,o}^{(A)} / \|e_{k,o}^{(A)}\| \) denote the MPC directions. They describe the directions of arrival at the wave propagation velocity \( c \) from the source at node A to the observer \( o \), while the angle around the source at node A is kept constant. For this approach we identified very desirable technological properties: it does not require line-of-sight conditions, knowledge about the observer locations or the environment, or precise synchronization. To the best of our knowledge, this approach and the considered paradigm are not addressed by any existing work other than [11].

We recall that a delay \( \tau \) caused by having traveled a path length \( d/T \) at the wave propagation velocity \( c \approx 3 \cdot 10^8 \text{ m/s} \) (the speed of light). This dependence gives rise to important geometric properties regarding MPC dissimilarity between the two CIRs. Each MPC \( k_o \) fulfills the delay-difference bounds

\[
-d \leq c\bar{\Delta}_{k,o} \leq d \tag{3}
\]

and, furthermore, two equalities on the relative position vector:

\[
\mathbf{d} = c\bar{\tau}_{k,o}^{(B)(A)} - c\bar{\tau}_{k,o}^{(B)(A)}\mathbf{e}_{k,o}^{(A)}
\]  
(4)

\[
\mathbf{d} = c\bar{\tau}_{k,o}^{(B)(A)} - c\bar{\tau}_{k,o}^{(B)(A)}\mathbf{e}_{k,o}^{(B)}
\]  
(5)

A simple proof is given in [12] Apdx. A, based on the triangle inequality and the virtual source position of MPC \( k_o \). If \( d \ll c\bar{\tau}_{k,o}^{(A)(B)} \) and the MPC is not caused by a scatterer near A and B, then \( \bar{e}_{k,o}^{(A)} \approx e_{k,o}^{(A)} \) and in consequence

\[
\mathbf{d} = c\bar{\Delta}_{k,o} \mathbf{T} \mathbf{d} = c\bar{\Delta}_{k,o}
\]  
 holds good approximation. This is essentially a plane-wave assumption (PWA) in the vicinity of node A.
The properties (3) to (6) lay the foundation for the following estimators. A key strength is the formal absence of
the observer positions and other environment specifics in the expressions. The bounds (3) show that the value range of
\( \{ \epsilon \Delta k_{o} \} \) is expressive of \( d \), which will be utilized by the distance estimators in Sec. III. Likewise, (4) to (6) will be
utilized by the relative position estimators in Sec. IV. We note that equation (4) readily provides an estimation rule for
vector \( d \) from delay and direction of a single MPC, if accurate measurements thereof can actually be obtained.

For the measured MPC delays we consider the error model
\[
\tau_{k,o}^{(A)} = \tilde{\tau}_{k,o}^{(A)} + n_{k,o}^{(A)} + \epsilon_{o}^{(A)}
\]
and
\[
\tau_{k,o}^{(B)} = \tilde{\tau}_{k,o}^{(B)} + n_{k,o}^{(B)} + \epsilon_{o}^{(B)}
\]
where \( n_{k,o}^{(A)}, n_{k,o}^{(B)} \) are measurement errors due to noise, interference, limited bandwidth, clock jitter, receiver resolution, and other
imperfections [4]. The clock offsets \( \epsilon_{o}^{(A)} \) between A and o and \( \epsilon_{o}^{(B)} \) between B and o occur because we do not assume precise
time synchronization, neither between A and B nor between the observers. However, we assume that the setup
is able to conduct the necessary channel estimation steps in quick succession, such that the clock drift is negligible over
the duration of the entire process, i.e. while recording all the received signals. A consequence is the property \( \epsilon_{o}^{(B)} - \epsilon_{o}^{(A)} = \epsilon \)
for the clock offset \( \epsilon \) between A and B, which specifically does not depend on the observer index o (without this property, the
presented estimators apply with straightforward adaptations). This property yields a particularly simple signal model for the
measured delay differences \( \Delta k_{o} \) from (2).
\[
\Delta k_{o} = \tilde{\Delta} k_{o} + n_{k,o} + \epsilon .
\]
The measurement error is given by \( n_{k,o} = n_{k,o}^{(B)} - n_{k,o}^{(A)} \in \mathbb{R} \) and is considered as random variable. We note that potential biases
are compensated by the difference. Furthermore, because of the many different influences in \( n_{k,o}^{(B)} \) and \( n_{k,o}^{(A)} \), a zero-mean Gaussian distribution would be a reasonable assumption for \( n_{k,o} \) (central limit theorem). The clock offset \( \epsilon \in \mathbb{R} \) is
considered unknown but non-random.

Finally, we comment on the MPC association problem between \( h_{1}^{(A)}(\tau) \) and \( h_{1}^{(B)}(\tau) \). This is a delicate signal processing
problem when the path delays and amplitudes are the only available MPC-identifying features. The problem is apparent
in Fig. 2b, where \( \tilde{\tau}_{2,o}^{(A)} < \tilde{\tau}_{3,o}^{(A)} \) while \( \tilde{\tau}_{3,o}^{(B)} < \tilde{\tau}_{2,o}^{(B)} \). This shows that
sorting the delays in ascending order may not yield the MPC association. This is to be expected unless \( d/c \) is much smaller
than the delay spread. On the other hand, MPC association can be trivial if \( d \) is small. This paper contains estimators for the
cases of known and unknown MPC association.

### III. Distance Estimators

This section presents estimators of the inter-node distance \( d \) from measured delay differences \( \Delta k_{o} = \tilde{\Delta} k_{o} + n_{k,o} + \epsilon \)
as defined in (7). The estimators do not use or require the MPC directions. The estimation-theoretic properties (MLE and
MVUE) relate to the following employed assumptions regarding rich multipath propagation: (i) each MPC direction \( \epsilon_{k,o}^{(A)} \)
is random and has uniform distribution on the 3D unit sphere, (ii) the random directions \( \epsilon_{k,o}^{(A)} \) are statistically independent
for different MPCs \( k,o \), and (iii) the PWA (6) is assumed to be exact. These assumptions actually result in uniform
distributions \( c \Delta k_{o} \sim U(-d,d) \) for the delay differences [11].

We assume measurement errors \( n_{k,o} \) with known distribution and statistical independence between different MPCs \( k,o \).

Sec. III-A assumes that the MPC association was established correctly by a preceding signal processing step (these
estimators are restatements of the results in [11], included for coherence). In contrary, Sec. III-B operates without any such
knowledge of the MPC association.

#### A. With Known MPC Association

Given are the delay differences \( \Delta k_{o} \) subject to measurement
errors \( n_{k,o} \) and an unknown clock offset \( \epsilon \). The joint
maximum-likelihood estimate (MLE) of distance and clock offset is given by the maximization problem

\[
(d^{MLE}, \epsilon^{MLE}) = \arg\max_{d \in \mathbb{R}, \epsilon \in \mathbb{R}} \frac{1}{M} \prod_{k,o=1}^{K} I_{ko}(\Delta k_{o} - \epsilon, \hat{d}),
\]

\[
I_{ko}(\bullet, \hat{d}) = F_{n_{k,o}}(\bullet + \frac{\hat{d}}{2}) - F_{n_{k,o}}(\bullet - \frac{\hat{d}}{2}).
\]

The free variables \( \hat{d} \) and \( \hat{\epsilon} \) represent distance and clock-offset hypothesis, respectively, and \( I_{ko} \) is the cumulative distribution function (CDF) of the measurement error \( n_{k,o} \). The non-random \( \epsilon \) is necessarily included as nuisance parameter.

The term \( I_{ko} \) can be regarded as soft indicator function that evaluates the set membership \( c(\Delta \epsilon, \epsilon) \in [-\hat{d}, \hat{d}] \).

For the case of Gaussian errors \( n_{k,o} \sim \mathcal{N}(0, \sigma_{k,o}^{2}) \), the CDF
is described by the Q-function, \( F_{n_{k,o}}(x) = 1 - Q(x/\sigma_{k,o}) \). Examples of the two-dimensional likelihood function, i.e. of the
maximization objective function in (8), are given in Fig. 3a and 3b. They concern the setup in Fig. 2a

![Likelihood function of distance (abscissa) and clock offset (ordinate)](image)

(a) known assoc., no meas. error
(b) known assoc., \( \sigma = 1 \) ns
(c) no MPC assoc., no meas. error
(d) no MPC assoc., \( \sigma = 1 \) ns

Fig. 3. Likelihood function of distance (abscissa) and clock offset (ordinate) given observed delay differences \( \{\Delta k_{o}\} \), cf. [6]. Shown are cases with and without MPC association and measurement errors (Gaussian distribution). The evaluation is done for the setup in Fig. 2 with the same CIRs with \( K = 3 \) and true value \( d = 2.5 \text{ m} \) (additionally \( \epsilon = 5 \text{ ns} \) is assumed).
The optimization problem (8) can be tackled with numerical methods such as iterative gradient-based solvers (a general closed-form solution is unavailable). The likelihood function is non-concave in general and also in the Gaussian case.

Consider the special case of zero measurement errors \( (n_{k,o} \equiv 0) \). Here the actual indicator function \( I_k(o,d) = \mathbf{1}_{[-d/c,d/c]}(\bullet) \) applies, the likelihood function attains a distinct structure (see Fig. 3a), and the MLE problem (8) now has the closed-form solution \( d_{\text{MLE}} = \frac{1}{K-\frac{c}{2}}(\max_{k,o} \Delta_{k,o} - \min_{k,o} \Delta_{k,o}) \), as shown in [12] Apdx. B-2]. This estimator has a negative bias; it underestimates with probability 1. A bias-correction actually yields the MVUE, [11]. This estimator has a negative bias; it underestimates with probability 1. A bias-correction actually yields the MVUE, [11]. This estimator has a negative bias; it underestimates with probability 1. A bias-correction actually yields the MVUE, [11].

\[ d_{\text{MVUE}} = \frac{1}{K-1} \frac{c}{2} \left( \max_{k,o} \Delta_{k,o} - \min_{k,o} \Delta_{k,o} \right), \] (10)

\[ \hat{\epsilon}_{\text{MVUE}} = \hat{\epsilon}_{\text{MLE}} = \frac{1}{2} \left( \max_{k,o} \Delta_{k,o} + \min_{k,o} \Delta_{k,o} \right). \] (11)

If \( \epsilon = 0 \) due to precise a-priori time synchronization, then \( d_{\text{MLE}} = c \cdot \max_{k,o} \Delta_{k,o} \) and \( d_{\text{MVUE}} = \frac{1}{K-1} d_{\text{MLE}} \). [11]

B. With Unknown MPC Association

We now assume that, for any given \( o \), the association between the delays \( \{\tau_{1,o}^{(A)} \ldots \tau_{K_o,o}^{(A)}\} \) and \( \{\tau_{1,o}^{(B)} \ldots \tau_{K_o,o}^{(B)}\} \) is unavailable. A distance estimator now faces the problem that (without any prior knowledge) any MPC association is eligible. Hence, any conceivable delay-difference \( \tau_{i,i'}^{(B)} - \tau_{i',i}^{(A)} \) with any choice of permutation \( k' = \pi(k) \) is available. We refer to a permutation \( \pi \in \Pi_{K_o} \) as a bijective map from and to \( \{1, \ldots, K_o\} \); it serves as formal representation of MPC association. A sorting permutation which establishes the simple relation \( \Delta = [\Delta_{1,1} \ldots \Delta_{K_1,K_1} \ldots \Delta_{K_M,K_M}]^T \in \mathbb{R}^{K \times 1} \), (13)

\[ \mathbf{n} = [n_{1,1} \ldots n_{K_1,1} \ldots n_{K_M,K_M}]^T \in \mathbb{R}^{K \times 1}, \] (14)

\[ E = \left[ \begin{array}{cccc} s_{1,1} & \cdots & s_{1,K_1} & s_{1,2} \ldots s_{K_1,K_2} \\ 1 & \ldots & 1 & \ldots \\ 1 & \ldots & 1 & 1 \end{array} \right] \in \mathbb{R}^{4 \times K}, \] (15)

\[ s_{k,o} = \frac{1}{1 + (\epsilon_{k,o}^{(A)})^T \epsilon_{k,o}^{(B)}} \left( \epsilon_{k,o}^{(A)} + \epsilon_{k,o}^{(B)} \right) \in \mathbb{R}^{3 \times 1} \] (16)

which establish the simple relation \( \Delta = \epsilon \mathbf{E}^T \mathbf{d}^T + \mathbf{n} \). Moreover, (16) has the property \( s_{k,o} \mathbf{d} = c_{\Delta_k,o} \). This is a restatement of the projection property (5) which forms the basis of the following scheme.

As observations we consider \( \Delta_{k,o} \) as well as the MPC directions \( \mathbf{e}_{k,o}^{(A)} \) and \( \mathbf{e}_{k,o}^{(B)} \). The relative position MLE is given by the unconstrained four-dimensional optimization problem \( \arg \max_{f_n}(\Delta - \epsilon \mathbf{E}^T \mathbf{d}^T + \mathbf{n}) \) over \( \mathbf{d} \in \mathbb{R}^3 \) and \( \epsilon \in \mathbb{R} \). It uses the joint PDF \( f_n \) of measurement errors, cf. [12] Apdx. D-1.

If \( f_n \) is unavailable, then still the least-squares estimate (LSE) can be computed. It is given by the simple formula

\[ \left[ \begin{array}{c} \hat{\mathbf{d}}_{\text{LSE}} \\ \hat{\epsilon}_{\text{LSE}} \end{array} \right] = (\mathbf{E}^T \mathbf{E})^{-1} \mathbf{E} (c \Delta). \] (17)

For the special case \( n \sim \mathcal{N}(0, \sigma^2 \mathbf{I}_K) \), the LSE (17) is also the MLE and the MVUE. For a general Gaussian-distributed \( n \sim \mathcal{N}(\mu, \Sigma) \), the MLE and MVUE is given by \( (\mathbf{E}^T \Sigma^{-1} \mathbf{E})^{-1} \mathbf{E} \Sigma^{-1} (c \Delta - \mu_\epsilon) \). [13] Thm 4.2 and Thm 7.5.

When only the directions \( \mathbf{e}_{k,o}^{(A)} \) but not \( \mathbf{e}_{k,o}^{(B)} \) are available, then the PWA \( \mathbf{e}_{k,o}^{(A)} \approx \mathbf{e}_{k,o}^{(B)} \Rightarrow s_{k,o} \approx e_{k,o}^{(A)} \) allows to still use the MLE or LSE with hardly any accuracy loss at small \( d \). To that effect, we define

\[ \hat{\mathbf{d}}_{\text{by \Delta, \text{LSE}}} \approx \hat{\mathbf{d}}_{\text{by \Delta, \text{LSE}}} \] (18)

B. Directly From Delays

Based on the property \( \mathbf{d} = c_{\Delta_k,o} \mathbf{e}_{k,o}^{(B)} - c_{\Delta_k,o} \mathbf{e}_{k,o}^{(A)} \) from [4], we study an alternative scheme which uses the delays directly instead of their difference. In particular, we consider estimation of vector \( \mathbf{d} \) from measured delays \( \tau_{k,o}^{(A)} \) and \( \tau_{k,o}^{(B)} \) that are subject to and measurement errors as well as clock offsets \( \epsilon_{k,o}^{(A)} \) and \( \epsilon_{k,o}^{(B)} = \epsilon_{k,o} - \epsilon \), respectively. We find that the joint LSE of \( \mathbf{d} \) and all relevant clock offsets is given by

\[ \left( \hat{\mathbf{d}}_{\text{by \Delta}}^T, \hat{\epsilon}, \epsilon_{e_1}^{(A)} \ldots, \epsilon_{t_M}^{(A)} \right)^T = (\mathbf{G}^T \mathbf{G})^{-1} \mathbf{G} \mathbf{t} \] (19)
where \( G \in \mathbb{R}^{(3K)\times(4+M)} \) and \( t \in \mathbb{R}^{(3K)\times1} \) are defined as

\[
G = \begin{bmatrix}
I_3 \ e_{1,1}^{(B)} & e_{1,1}^{(B)} - e_{1,1}^{(A)} & \cdots & 0 \\
I_3 \ e_{K_1,1}^{(B)} & e_{K_1,1}^{(B)} - e_{K_1,1}^{(A)} & \cdots & 0 \\
I_3 \ e_{1,M}^{(B)} & e_{1,M}^{(B)} - e_{1,M}^{(A)} & \cdots & 0 \\
I_3 \ e_{K_M,M}^{(B)} & e_{K_M,M}^{(B)} - e_{K_M,M}^{(A)} & \cdots & 0 \\
\end{bmatrix},
\]

\[
t = \begin{bmatrix}
\tau_{1,1}^{(B)}(1) - \tau_{1,1}^{(A)}(1) & \cdots & \tau_{1,1}^{(B)}(1) - \tau_{K_1,1}^{(A)}(1) & 0 \\
\tau_{1,1}^{(B)}(2) - \tau_{1,1}^{(A)}(2) & \cdots & \tau_{K_1,1}^{(B)}(2) - \tau_{K_1,1}^{(A)}(2) & 0 \\
\tau_{1,1}^{(B)}(M) - \tau_{1,1}^{(A)}(M) & \cdots & \tau_{K_1,1}^{(B)}(M) - \tau_{K_1,1}^{(A)}(M) & 0 \\
\tau_{1,1}^{(B)}(1) - \tau_{K_M,1}^{(A)}(1) & \cdots & \tau_{1,1}^{(B)}(1) - \tau_{K_M,1}^{(A)}(1) & \cdots & \tau_{K_M,1}^{(B)}(M) - \tau_{K_M,1}^{(A)}(M) & 0 \\
\end{bmatrix}.
\] (20)

The derivation can be found in [12] Apdx. D-2. The approach relies on accurately measured MPC directions \( e_{k,o}^{(A)} \) and \( e_{k,o}^{(B)} \) and is fundamentally incompatible with the PWA [6].

If \( e_{k,o}^{(A)} = 0 \) and \( e_{k,o}^{(B)} = 0 \) a-priori established for all \( o \), then \( d_{\tau_{\text{appc}}}^{\text{LSE}} = \pi \sum_{k=1}^{K} \sigma_{e_{k,o}^{(B)} - e_{k,o}^{(A)}} \) applies. This is just the component-wise mean of (4) over all MPCs.

### C. Establishing the MPC Association

The relative position estimators stated in Sec. [IV-A] and [IV-B] assume the availability of the MPC association and of the MPC directions \( e_{k,o}^{(A)} \) and \( e_{k,o}^{(B)} \). The MPC directions are particularly useful for reconstructing the MPC association in case it is a-priori unknown, which is the topic of this subsection.

We assume that the MPC directions \( e_{k,o}^{(A)} \) and \( e_{k,o}^{(B)} \) are stated within the same frame of reference (this could be enforced by solving an orthogonal Procrustes problem). The MPC association relating to \( o \) formalized in terms of a permutation \( k' = \pi_{k}(k) \) with \( k, k' \in \{1, \ldots, K_o\} \). As a tool to reconstruct the MPC association given the MPC directions and delays, we propose the geometry-inspired data-fitting rule

\[
\hat{\pi}_o = \arg \min_{\pi} \sum_{k=1}^{K_o} J_o(k_0, \pi(k)),
\] (21)

\[
J_o(k_0, l) = \| e_{l,o}^{(B)} - e_{k,o}^{(A)} \|^2 + \lambda^2 | \tau_{l,o}^{(B)} - \tau_{k,o}^{(A)} - \mu_{l,o}^{(A)} - \mu_{l,o}^{(A)} |^2
\]

where \( \mu_{l,o}^{(A)} = \frac{1}{K_o} \sum_{k=1}^{K_o} \tau_{k,o}^{(A)} \) is the mean delay. The regularization constant \( \lambda^2 \) balances cost contributions by directions and delays. With large \( \lambda \), (21) tends to associate the MPCs by sorting the delays in ascending order. A sensible choice is given by \( \lambda = 1/\sigma_{\tau} \) where \( \sigma_{\tau} \) is the channel delay spread. A reconstructed association \( \hat{\pi}_o \) between MPCs \( \bullet_{k,o}^{(A)} \) and \( \bullet_{\hat{\pi}_o(k),o}^{(B)} \) allows to use any estimator from Sec. [III-A] [IV-A] and [IV-B].

The cost function \( J_o(k_0, l) \) bears similarities to the well-known optimal subpattern assignment (OSPA) metric [9]. The optimization problem (21) is a linear assignment problem and can thus be solved efficiently with the Hungarian method. The framework of linear assignment problems can handle MPCs \( \bullet_{k,o} \) without a corresponding \( \bullet_{\hat{\pi}_o(k),o}^{(B)} \). It is furthermore able to detect and reject bad associations: large angles between \( e_{k,o}^{(A)} \) and \( e_{k,o}^{(B)} \) indicate an incorrect association. We implement this notion by setting \( J_o(k_0, l) = \infty \) if the angle exceeds 30°.

### V. Numerical Performance Evaluation

We evaluate the estimators’ accuracy numerically via random sampling of MPC parameters. The statistical assumptions described in the following are characteristic of dense indoor multipath channels. Any observer is at a distance of 5 m from \( p^{(A)} \), giving a minimum delay of \( \tau_{\text{min}} = 16.7 \) ns. The excess delay is sampled according to the statistical channel model for indoor multipath propagation by Saleh and Valenzuela [14] with 20 ns cluster mean, 10 ns delay mean, \( \frac{\pi}{2} \) cluster loss, and \( \frac{1}{4} \) delay loss. This results in a double-exponential power-delay profile with an RMS delay spread of \( \sigma_{\tau} = 26.3 \) ns, a mean excess delay of \( \bar{\tau} = 40.5 \) ns, and a mean delay of \( \mathbb{E}[\tau^{(A)}] = \tau_{\text{min}} + \bar{\tau} = 57.2 \) ns. We expect problems with MPC association unless \( d \ll c\sigma_{\tau} = 7.9 \) m and, likewise, we expect the PWA [6] to be accurate for \( d \ll c \cdot \mathbb{E}[\tau^{(A)}] = 17.2 \) m. Additionally, the MPC directions \( e_{k,o}^{(A)} \) are independently drawn from a uniform distribution over the 3D unit sphere. We set \( p^{(B)} = p^{(A)} + d \) with \( d = [d, 0, 0]^T \). Then \( e_{k,o}^{(B)} \) is obtained by normalizing \( d + c_{\pi}^{(A)} e_{k,o}^{(A)} \). Delay measurement errors are sampled according to \( \sigma_{\text{no}} = 40 \) ns, \( \bar{\tau} = 40.5 \) ns, and a mean delay of \( \mathbb{E}[\tau^{(A)}] = \tau_{\text{min}} + \bar{\tau} = 57.2 \) ns. We assume the values \( d = 2 \) m, \( \sigma = 0.2 \) ns, \( \sigma_{\text{no}} = 0 \) unless either variable defines the abcissa of a graph. A legend of the evaluated estimators is given in Table I.

The experiment in Fig. 4 studies the effect of varying \( d \) and \( \sigma_{\text{dir}} \). It considers \( K_o = 4 \) MPCs for each of three observers \( o \in \{1, 2, 3\} \), giving a total of \( K = 12 \) MPCs.

Fig. 4 shows that distance estimation suffers a significant accuracy loss when the MPC association is unknown (cases NA and SO). The simple SO scheme, which just applies \( d_{\text{MLE}} \) after associating the MPCs by sorting the delays in ascending order, surprisingly outperforms the sophisticated estimator \( d_{\text{MLE}} \). One reason for that is the lack of bias-correction in \( d_{\text{MLE}} \), which could be addressed by future work.

Regarding the position estimators, Fig. 4 demonstrates great accuracy for \( d_{\text{LSE}} \) (case DD) and even more so for \( d_{\text{LSE}} \) (case TAU). In this experiment they are limited only by the small assumed delay error \( \sigma \). Even with the PWA or with reconstructed MPC association (scheme from Sec. [IV-C] cases PWA and TNA) the accuracy is great up to distances close to the observer distance (here 5 m).

Fig. 4 shows a very important difference between the two different approaches for position estimation. In particular, the \( \triangle \)-based position LSE (cases DD, PWA, DNN) copes with erroneous MPC direction measurements very well. The \( \tau \)-based position LSE (cases TAU, TNA) however deteriorates even for small directional errors. This is caused by the terms \( e_{k,o}^{(B)} - e_{k,o}^{(A)} \) in the matrix \( G \) when computing \( d_{\text{LSE}} = \frac{1}{2} | \pi \sum_{k=1}^{K} \tau_{k,o}^{(A)} - \tau_{k,o}^{(A)} - \mu_{k,o}^{(A)} - \mu_{k,o}^{(A)} |^2 \) in (20). In simpler terms, it is clear that the underlying property \( d = c_{\pi}^{(B)} e_{k,o}^{(B)} - c_{\pi}^{(A)} e_{k,o}^{(A)} \) from (4) can only lead to an accurate estimate of \( d \) if \( e_{k,o}^{(A)} \) and \( e_{k,o}^{(B)} \) are measured accurately.
The complimentary experiment in Fig. 5 studies the effect of the number of MPCs $K$ on the estimation accuracy. It considers only one observer ($M = 1$). Clearly, all estimators benefit from an increasing $K$. For $d_{\text{by} \Delta}^\text{LSE}$ (DD, PWA) it seems particularly fruitful to exceed the minimum $K$ of 4 by some margin, to ensure that $\mathbf{E}\mathbf{E}^T$ in (17) is well-conditioned.

## VI. SUMMARY & OUTLOOK

For a recently proposed paradigm for UWB wireless localization, we derived novel distance and position estimators for various cases. Future work shall embed them in localization algorithms (e.g., for cooperative network localization or proximity detection) together with robust MPC selection schemes, apply temporal filtering, and conduct practical field trials.
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