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Abstract

The problem of recovering coefficients in a diffusion equation is one of the basic inverse problems. Perhaps the most important term is the one that couples the length and time scales and is often referred to as the diffusion coefficient \(a\) in \(u_t - \nabla(a \nabla u) = f\). In this paper we seek the unknown \(a\) assuming that \(a = a(u)\) depends only on the value of the solution at a given point. Such diffusion models are the basic of a wide range of physical phenomena such as nonlinear heat conduction, chemical mixing and population dynamics. We shall look at two types of overposed data in order to effect recovery of \(a(u)\): the value of a time trace \(u(x_0, t)\) for some fixed point \(x_0\) on the boundary of the region \(\Omega\); or the value of \(u\) on an interior curve \(\Sigma\) lying within \(\Omega\). As examples, these might represent a temperature measurement on the boundary or a census of the population in some subset of \(\Omega\) taken at a fixed time \(T > 0\). In the latter case we shall show a uniqueness result that leads to a constructive method for recovery of \(a\). Indeed, for both types of measured data we shall show reconstructions based on the iterative algorithms developed in the paper.
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1 Introduction

The setting is in a bounded, simply connected domain \(\Omega \subset \mathbb{R}^d\) with smooth \((C^2)\) boundary \(\partial\Omega\) and the problem is to recover the conductivity coefficient \(a(u)\) in the reaction diffusion equation

\[
\frac{\partial u}{\partial t} - \nabla(a(u) \nabla u) = r(x, t, u) \quad t \in (0, T), \quad u(0) = u_0
\]

subject to (nonlinear) impedance or Dirichlet \((\gamma = \infty)\) boundary conditions

\[
a(u) \partial_n u + \gamma u = b(x, t), \text{ or } u = d(x, t) \quad x \in \partial \Omega, \quad t \in (0, T)
\]

where we assume that the forcing term \(r(x, t, u)\) is known.

Since for a given \(a(u)\) within a suitable class, the pair (1) and (2) allows a unique determination of the solution \(u\), we have to give additional (overposed) data in order to recover \(a\). This will take the form of either: observations along a curve \(\omega \subset \Omega\) for some fixed time \(T\) (final time measurements)

\[
g(x) = u(x, T), \quad x \in \omega \subset \Omega.
\]

or time trace observations

\[
h(t) = u(x_0, t), \quad t \in (0, T)
\]
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for some \( x_0 \in \overline{\Omega} \subseteq \mathbb{R}^d \). In the latter case, typically \( x_0 \) will be a boundary point on \( \partial \Omega \).

There is a parallel equation to (1) which in its simplest form is

\[
\begin{align*}
   u_t - \Delta \phi(u) &= 0 \quad \text{in } (0, T),
\end{align*}
\]

and thus looking at only the principal part of the operator gives the operator in (1) with \( a(u) = \phi'(u) \).

In many applications this is the preferred form, perhaps the best known case is when \( \phi(u) = u^n \) obtaining the Porous Medium Equation, [15].

The heat equation can be derived from a basic random walk model whereby at fixed times \( dt \) jumps of length \( dx \) are made in a random direction; that is simple Brownian motion. The coefficient \( a \) appears as the coupling constant between these length-time scales and may be a function of the position \( x \) – or a coefficient \( a(u) \) meaning that in the random walk model the jump length depends on the value or density at the current location. It plays the role of a nonlinear thermal conductivity in heat conduction or of a nonlinear diffusion in wide variety of areas including applications to population dynamics.

The conductivity of materials depends on temperature and sometimes quite strongly so that the simple assumption that it be constant is only valid over an often fairly narrow range. The thermal conductivity for pure metals depends on the motion of free electrons. The molecular vibrations increase with temperature thus decreasing the mean free path of molecules and in turn obstruct the flow of free electrons, resulting in a reduction of conductivity. However, for most non-metals the opposite effect occurs and conductivity often rises with temperature. Alloys and composite materials can have more complex behaviour and for most materials at extreme temperatures the graph of \( a(u) \) may certainly not be monotonic.

Both the forms (1) and (5) occur frequently in the life sciences and many from ecology are based on the seminal paper of Skellam, [13]. For example in [14], modelling aggregative movement in populations where \( \phi(u) \) was a cubic and the associated \( a(u) \) was a constant plus a logistical growth term. In [6, 1] the doubly nonlinear model with \( r(x, t, u) = f(u) \) was modelling instead dispersive behaviour of populations. In [6], a similar nonlinear model was used where the reaction term \( f(u) \) is based on the Fisher model of the logistic quadratic nonlinearity.

Note that we assume that \( r(x, t, u) \) is known although in the case of \( a = a(x) \) and unknown \( f(u) \), recovery of \( f \) from over-posed data similar to that considered here was studied in [8].

The presence of \( a \) in the boundary condition (2) follows from the fact we have imposed a condition on the thermal flux rather than on the gradient of \( u \) itself. We will use this fact in a key way in our reconstruction algorithm for time trace data where the representation will lead naturally to a fixed point equation for \( a(u) \). This latter problem was studied in one space dimension by Cannon and DuChateau [2] and DuChateau [4] using the transformation \( A(s) = \int_0^s a(r) \, dr, \ b(s) = (a(A^{-1}(s)))^{-1}, \ v(x, t) = A(u(x, t)), \) taking \( u_t - (a(u)u_x)_x = 0 \) into \( b(u)u_t - u_{xx} = 0 \) and then showing uniqueness using monotonicity arguments.

In the next section we will consider fixed point schemes for the iterative reconstruction of \( a \) in these two cases of overposed data. In section [3] we shall prove some results on the forwards problem for (1) and (2) that will be needed in the analysis of the inverse problems. In section [4] we shall show that the map developed in section [2] for final time data is contractive in a suitable setting and leads directly to a uniqueness result. The final section shows some reconstructions based on the above analysis.
2 The problem set up

We will consider fixed point schemes for the iterative reconstruction of $a$ in these two cases of overposed data. As will be seen, the recovery process both numerically and analytically is quite different. In some ways this is to be expected for although space and time is intrinsically connected in a parabolic equation, the nonlinearity has its own effects that can play out in a different manner within the interior of $\Omega$ and on its boundary $\partial\Omega$. In both cases we must arrange the prescribed data to ensure that the range of $u$ over the measurement region contains the entire range of $u$ over $\Omega \times (0, T)$. This is usually unnecessary in the case of spatially dependent coefficients and is one significant factor which sets recovery within equations such as (1) apart. What this means is the ideal situation is the ability to recover $a(u)$ in, say ecological models, where one has usually to measure just what is found.

2.1 Final time data

In (3), the observation domain $\omega$ is supposed to be chosen such that there exists a curve $\Sigma \subseteq \text{int}(\omega)$, (so that by differentiation of the data we also know $\nabla g$, $\triangle g$ on $\Sigma$) that can be parametrized in such a way that

$$\Sigma = \{\bar{x}(\sigma) : \sigma \in [0, 1]\}, \quad \left|\left(g \circ \bar{x}\right)'(\sigma)\right| = \left|\nabla g(\bar{x}(\sigma)) \cdot \bar{x}'(\sigma)\right| \geq \kappa > 0. \quad (6)$$

This allows us to define the inverse operator

$$\phi := (g \circ \bar{x})^{-1} : g(\Sigma) \to [0, 1]. \quad (7)$$

In the 1-d case $\Omega = \Sigma = (0, 1)$, (6) simplifies to the strict monotonicity assumption $|g_x(x)| \geq \kappa > 0$.

Moreover we assume the range of $g$ to contain the range of $u_{\text{act}}$

$$J := [\underline{u}, \bar{u}] = g(\Sigma) \supseteq u_{\text{act}}(\Omega \times (0, T)) \quad (8)$$

for an exact solution $(a_{\text{act}}, u_{\text{act}})$ of the inverse problem (1), (2), (3). Similarly to (9) we will then enforce $J$ as the domain of the reconstructions, which are set to constant values outside $J$.

Projecting the PDE in (1) on the observation manifold $\Sigma \times \{T\}$ yields the fixed point iteration

$$\nabla(a_{k+1}(g)\nabla g) = D_1 u(\cdot, T; a_k) - r(T) \text{ on } \Sigma \quad (9)$$

and further inverting the curve parametrization, cf. (6), we get

$$a_{k+1}^l(\tau)|\nabla g(\bar{x}(\phi(\tau)))|^2 + a_{k+1}(\tau)\triangle g(\bar{x}(\phi(\tau))) = D_1 u(\bar{x}(\phi(\tau)), T; a_k) - r(\bar{x}(\phi(\tau)), T) \quad \text{for all } \tau \in [\underline{u}, \bar{u}]. \quad (10)$$

This ODE, together with a given value of $a$ at some fixed point allows us to uniquely determine the update $a_{k+1}$ inside $J$. We set $a_{k+1}(\tau) = a_{l}(\tau)$ for $\tau < \underline{u}$, $a_{k+1}(\tau) = a_{r}(\tau)$ for $\tau > \bar{u}$, where $a_{l}$, $a_{r}$ are the assumed known values of $a_{\text{act}}$ outside $J$. More precisely, to preserve $C^{2,\alpha}$ smoothness of the iterates over all of $\mathbb{R}$, we use the metric projection of the iterates onto $\{a \in H^s(\mathbb{R}) : a(\cdot) = a_{l}(\tau) \text{ for } \tau < \underline{u}, a(\cdot) = a_{r}(\tau) \text{ for } \tau > \bar{u}\}$ with $s > \frac{d}{2} + 2 + \alpha$ so that $H^s(\mathbb{R})$ continuously embeds into $C^{2,\alpha}(\mathbb{R})$, cf. [8, 10]通风机。

In the 1-d case $\Omega = \Sigma = (0, 1)$ this can simply be solved by integrating (9) from 0 to $x$ and dividing by $g_x$, then replacing $-a_{k+1}(g(0))g_x(0)$ by $b(0, T) - g(0)$ (cf. (2))

$$a_{k+1}(g(x)) = \frac{\int_0^x (D_1 u(\xi, T; a_k) - r(\xi, T)) \, d\xi - b(0, T) + g(0)}{g_x(x)} \quad (11)$$
In higher space dimensions, assuming that \( x_0 = \bar{x}(0) \in \Sigma \cap \partial \Omega \) and \( \partial_v g(x_0) \neq 0 \) so that we can replace \( a_{k+1}(0) \) by \( a_{act}(g(x_0)) = \frac{b(x_0, T) - \gamma g(x_0)}{\partial_v g(x_0)} =: a^0 \) (cf. (2)), we get from (10)

\[
a_{k+1}(\tau) = \exp \left( - \int_0^{\tau} \frac{\triangle g(\bar{x}(\phi(\sigma)))}{|\nabla g(\bar{x}(\phi(\sigma)))|^2} \, d\sigma \right) a^0 \\
+ \int_0^{\tau} D_{\chi}(\bar{x}(\phi(\sigma)), T; a_k) - r(\bar{x}(\phi(\sigma)), T) \exp \left( - \int_{\sigma}^{\tau} \frac{\triangle g(\bar{x}(\phi(\rho)))}{|\nabla g(\bar{x}(\phi(\rho)))|^2} \, d\rho \right) \, d\sigma.
\] (12)

### 2.2 Time trace data

The range condition becomes

\[
[u, \bar{u}] = h(0, T) \supseteq u_{act}(\Omega \times (0, T))
\] (13)

and projection of the PDE on the observation manifold \( \{x_0\} \times (0, T) \) yields the iteration

\[
a'_{k+1}(h(t))|\nabla u(x_0, t; a_k)^2 + a_{k+1}(h(t))\Delta u(x_0, t; a_k) = h'(t) - r(x_0, t), \quad t \in (0, T)
\] (14)

Here we again employ the ODE solution formula as above. By abbreviating \( u_k(x, t) = u(x, t; a_k) \) and using \( a_{act}(\tau_0) = a_{act}(h(0)) = \frac{b(x_0, 0) - \gamma h(0)}{\partial_v u_0} =: a^0 \) (or, if \( \partial_v u_0 = 0 \), assuming \( a_{act}(\tau_0) = a_{act}(h(0)) =: a^0 \) to be known) we obtain

\[
a_{k+1}(\tau) = \exp \left( - \int_{\tau_0}^{\tau} \frac{\triangle u_k(x_0, h^{-1}(\sigma))}{|\nabla u_k(x_0, h^{-1}(\sigma))|^2} \, d\sigma \right) a^0 \\
+ \int_{\tau_0}^{\tau} \frac{h'(h^{-1}(\sigma)) - r(x_0, h^{-1}(\sigma))}{|\nabla u_k(x_0, h^{-1}(\sigma))|^2} \exp \left( - \int_{\sigma}^{\tau} \frac{\triangle u_k(x_0, h^{-1}(\rho))}{|\nabla u_k(x_0, h^{-1}(\rho))|^2} \, d\rho \right) \, d\sigma.
\] (15)

Alternatively, with \( x_0 \in \partial \Omega \), we might slightly modify the iteration by inserting the nonlinear boundary conditions (2), thus replacing the second term in (14) to obtain

\[
a'_{k+1}(h(t))|\nabla u_k(x_0, t)|^2 = \frac{\gamma h(t) - b(x_0, t)}{\partial_v u_k(x_0, t)} \Delta u_k(x_0, t) + h'(t) - r(x_0, t), \quad t \in (0, T).
\] (16)

Then by inverting \( h \) and integrating with respect to \( \tau \) yields

\[
a_{k+1}(\tau) = a^0 + \int_{\tau_0}^{\tau} \frac{\gamma \sigma - b(x_0, h^{-1}(\sigma))}{\partial_v u_k(x_0, h^{-1}(\sigma))} \Delta u_k(x_0, h^{-1}(\sigma)) + h'(h^{-1}(\sigma)) - r(x_0, h^{-1}(\sigma))}{|\nabla u_k(x_0, h^{-1}(\sigma))|^2} \, d\sigma.
\] (17)

A third scheme is obtained by relying exclusively on the nonlinear boundary conditions (2) and defining

\[
a_{k+1}(\tau) = \frac{b(x_0, h^{-1}(\tau)) - \gamma \tau}{\partial_v u_k^D(x_0, h^{-1}(\tau))}
\] (18)

where \( u_k^D \) solves (1) with the nonlinear impedance boundary conditions replaced by Dirichlet boundary conditions

\[
u_k(x, t) = h(x, t), \quad x \in \Gamma, \quad t \in (0, T)
\] (19)

on part of the boundary \( \Gamma \subset \partial \Omega \), where we assume to have observations on \( \Gamma \times (0, T) \). In case of \( d > 1 \) space dimensions, \( \Gamma \) should be a set of positive \( d - 1 \) dimensional measure, whereas in 1-d it suffices to use \( \Gamma = \{x_0\} \).

In all three cases, it is clearly crucial to have strict monotonicity of \( h \) and boundedness away from zero of \( |\nabla u_{act}|, \partial_v u_{act} \) (thus, by a perturbation argument, also of \( |\nabla u_k|, \partial_v u_k \)) — analogously to the assumption on \( g \) in (6).
3 Well-posedness of the forward problem (1), (2)

For

\[ a \in C^{1+\alpha}(\mathbb{R}), \quad a(s) \geq a > 0, \quad s \in \mathbb{R}, \quad r \in C^{\alpha,\alpha/2}(Q_T), \quad b \in C^{\alpha,\alpha/2}(\partial\Omega \times (0, T)) \]  

(20)

where \( Q_T = \Omega \times (0, T) \) is the space-time cylinder, Theorem 6.1, p 453] implies existence of a solution \( u(a) \in H^{2+\alpha,1+\alpha/2}(Q_T) \) of (1), (2), whose norm only depends on the norms of \( a, r, \) and \( b \) in the mentioned spaces. To obtain Schauder estimates on \( u = u(a) \), we first of all estimate the Schauder norm of the space- and time dependent coefficient \( a(u) \)

\[ \|a(u)\|_{C^{a,e/2}(Q_T)} = \|a(u)\|_{C(Q_T)} + \sup_{(x,t) \neq (\tilde{x},\tilde{t}) \in Q_T} \frac{a(u(x,t)) - a(u(\tilde{x},\tilde{t}))}{\sqrt{|x-\tilde{x}|^2 + |t-\tilde{t}|^2}} \]

\[ = \|a(u)\|_{C(Q_T)} + \sup_{(x,t) \neq (\tilde{x},\tilde{t}) \in Q_T} \frac{a(u(x,t)) - a(u(\tilde{x},\tilde{t}))}{|u(x,t) - u(\tilde{x},\tilde{t})|} \frac{|u(x,t) - u(\tilde{x},\tilde{t})|}{\sqrt{|x-\tilde{x}|^2 + |t-\tilde{t}|^2}} \]

\[ \leq \|a\|_{C(\mathbb{R})} + \|a\|_{C^{0+1}(\mathbb{R})} \|u\|_{C^{a,e/2}(Q_T)} \]

\[ \leq \|a\|_{C(\mathbb{R})} + \|a\|_{C^{0+1}(\mathbb{R})} C \|u\|_{H^{2+\alpha,1+\alpha/2}(Q_T)} \]

for \( 0 < \varepsilon < 2 + \alpha - \frac{d+2}{2} \), by the embedding result [11, Lemma 3.3, p 80]. Thus we can apply [5, Theorem 6, page 65] to the transformed version of (1), (2)

\[ D_t w - a(u) \triangle w = a(u) r \]  
\[ w(0) = a(u_0) \text{ in } \Omega \]
\[ \partial_{\nu} w = b - \gamma u \text{ on } \partial\Omega \times (0, T). \]

Note the advantage of only needing \( a(u) \in C^{e} \) in this non-divergence form which allows us to apply the results from [5]), where

\[ w(x,t) = A(u(x,t)) \quad A(s) = \int_0^s a(r) \, dr, \]

to obtain

\[ \|w\|_{C^{a,e/2}(Q_T)} + \|D_t w\|_{C^{a,e/2}(Q_T)} + \sum_{i=1}^{n} \|D_{x_i} w\|_{C^{a,e/2}(Q_T)} + \sum_{i,j=1}^{n} \|D_{x_i x_j} w\|_{C^{a,e/2}(Q_T)} \]

\[ \leq K \left( \|a(u_0)\|_{C^{2+\varepsilon}(\Omega)} + \|a(u) r\|_{C^{a,e/2}(Q_T)} + \|b - \gamma u\|_{C^{a,e/2}(\partial\Omega \times (0,T))} \right). \]

The second and third terms on the right hand side can be estimated by \( \|a(u)\|_{C^{a,e/2}(Q_T)} \|r\|_{C^{a,e/2}(Q_T)} + \|b\|_{C^{a,e/2}(\partial\Omega \times (0,T))} + \gamma C \|u\|_{H^{2+\alpha,1+\alpha/2}(Q_T)} \), which for \( \varepsilon \leq \alpha \) is already covered by the above assumptions and estimates. From this we get

\[ \|u\|_{C^{1,1/2}(Q_T)} \leq \|u\|_{C(Q_T)} + \sup_{(x,t) \neq (\tilde{x},\tilde{t}) \in Q_T} \frac{u(x,t) - u(\tilde{x},\tilde{t})}{\sqrt{|x-\tilde{x}|^2 + |t-\tilde{t}|^2}} \]

\[ \leq \|u\|_{C(Q_T)} + \sum_{i=1}^{n} \|D_{x_i} u\|_{C(Q_T)} + \|D_t u\|_{C(Q_T)} \]

\[ \leq \|u\|_{C(Q_T)} + \sum_{i=1}^{n} \frac{1}{a(u)} D_{x_i} w \|C(Q_T) + \frac{1}{a(u)} D_t w \|C(Q_T) \]

\[ \leq (1 + \frac{1}{a}) K \left( \|a(u_0)\|_{C^{2+\varepsilon}(\Omega)} + \|a(u) r\|_{C^{a,e/2}(Q_T)} \right) + \|b\|_{C^{a,e/2}(\partial\Omega \times (0,T))} + \gamma C \|u\|_{H^{2+\alpha,1+\alpha/2}(Q_T)} \]
where \( C_{\text{arb}u_0} \) denotes a generic constant depending only on the quantities

\[
\alpha, \|a\|_{C^\alpha([a)^2(Q_T)}, \|r\|_{C^\alpha,\alpha^2(\partial \Omega \times (0, T)}, \|b\|_{C^\alpha,\alpha^2(\partial \Omega \times \Omega),} \|a(u_0)\|_{C^\alpha,\alpha^2(\Omega}).
\]  

(22)

Thus the above estimate on \( a(u) \) can be improved to

\[
\|a(u)\|_{C^\alpha,\alpha^2(Q_T)} = \|a(u)\|_{C(Q_T)} + \sup_{(x,t) \neq (\tilde{x},\tilde{t}) \in Q_T} \frac{a(u(x,t)) - a(u(\tilde{x},\tilde{t}))}{\|u(x,t) - u(\tilde{x},\tilde{t})\|_\alpha} \left( \frac{\|u(x,t) - u(\tilde{x},\tilde{t})\|_\alpha}{\sqrt{|x - \tilde{x}|^2 + |t - \tilde{t}|} \right) \alpha
\]

(23)

and we can apply the above result from [5] with \( \alpha \) in place of \( \varepsilon \) to obtain

\[
\|w\|_{C^\alpha,\alpha^2(Q_T)} + \|D_tw\|_{C^\alpha,\alpha^2(Q_T)} + \sum_{i=1}^n \|D_iw\|_{C^\alpha,\alpha^2(Q_T)} + \sum_{i,j=1}^n \|D_{ij}w\|_{C^\alpha,\alpha^2(Q_T)}
\]

\[
\leq K \left( \|a(u_0)\|_{C^\alpha,\alpha^2(\Omega)} + \|a(u)\|_{C^\alpha,\alpha^2(Q_T)} + \|r\|_{C^\alpha,\alpha^2(Q_T)} + \|b\|_{C^\alpha,\alpha^2(\partial \Omega \times (0, T))} + \gamma \|u\|_{C^\alpha,\alpha^2(Q_T)} \right) \leq \|u\|_{C^{1/2}(Q_T)}
\]

In particular, we get, besides (21)

\[
\|\nabla u\|_{C^\alpha,\alpha^2(Q_T)} = \frac{1}{\|a(u)\|} \|\nabla w\|_{C^\alpha,\alpha^2(Q_T)} \leq C_{\text{arb}u_0}
\]

(24)

and

\[
\|\Delta u\|_{C^\alpha,\alpha^2(Q_T)} = \frac{1}{\|a(u)\|} (\|\Delta w - \frac{a'(u)}{a(u)} \|\nabla w\|^2\|_{C^\alpha,\alpha^2(Q_T)} \leq C_{\text{arb}u_0}
\]

(25)

**Proposition 3.1.** For \( a, r, b \) as in (20) and \( u_0 \) such that \( a(u_0) \in C^{2+\alpha}(\Omega) \), there exists a unique solution \( u \) of (1), (2), which satisfies

\[
\|a(u)D_t u\|_{C^\alpha,\alpha^2(Q_T)} + \|\nabla u\|_{C^\alpha,\alpha^2(Q_T)} + \|\Delta u\|_{C^\alpha,\alpha^2(Q_T)} \leq C_{\text{arb}u_0}
\]

with some constant \( C_{\text{arb}u_0} \) depending only on the quantities in (22).

**Remark 3.1.** Note that in case of constant initial data \( u_0 \), condition \( a(u_0) \in C^{2+\alpha}(\Omega) \) does not imply any additional assumptions on the smoothness of \( a \).

### 4 Contractivity with final time data

We start with some estimates on the iteration errors in \( a \) and \( u \). Our goal is to prove that

\[
\|a^{k+1} - a_{\text{act}}\| \leq q \|a^k - a_{\text{act}}\|
\]

for some \( q \in (0, 1) \) and some appropriate norm \( \| \cdot \| \), that is, the fixed point iteration defined in Section 2.1 is contractive.

Abbreviating \( \hat{a} = a_k - a_{\text{act}}, \hat{a}_+ = a_k - a_{\text{act}}, \hat{u}(x, t) = u(x, t; a_k) - u(x, t; a_{\text{act}}) = u_k(x, t) - u_{\text{act}}(x, t) \) we get the following error representations.

In one spatial dimension (11) yields

\[
\hat{a}_+(g(x)) = \frac{1}{\delta_+(x)} \int_0^x D_t \hat{u}(\xi, T) d\xi
\]

\[
\hat{a}_+(g(x))g_+(x) = \frac{1}{\delta_+(x)} D_t \hat{u}(x, T) + (\frac{\delta_+}{\delta_+})_x(x) \int_0^x D_t \hat{u}(\xi, T) d\xi
\]
In higher space dimensions, we get from (12) and (10)
\[
\hat{a}^+(\tau) = \int_0^\tau \frac{D_1 \hat{u}(\bar{x}(\phi(\sigma)), T; a_k)}{|\nabla g(\bar{x}(\phi(\sigma)))|^2} \exp \left(- \int_0^\tau \frac{\triangle g(\bar{x}(\rho))}{|\nabla g(\bar{x}(\phi(\rho)))|^2} \, d\rho \right) \, d\sigma - \triangle \left( \int_0^\tau \hat{a}(s) \, ds \right) = \nabla \cdot (\hat{a}(u) \nabla u) \text{ in } \Omega \times (0, T)
\]
\[
\hat{a}(0) = 0 \text{ in } \Omega
\]
\[
\partial_v (\hat{a} u) + \gamma \hat{u} = -\hat{a}(u) \partial_v u, \text{ on } \partial \Omega \times (0, T)
\]
and
\[
D_t \bar{z} - \triangle (\bar{a} \bar{z}) = \triangle \left( \hat{a}(u) (D_t u + \bar{z}) + (\bar{a}_{1,0} D_t u + \bar{a}_{1,1} \bar{z}) \hat{u} \right) \text{ in } \Omega \times (0, T)
\]
\[
z(0) = D_t \bar{z}(0) = \nabla \cdot (\hat{a}(u_0) \nabla u_0) \text{ in } \Omega
\]
\[
\partial_v (\bar{a} \bar{z}) + \gamma \bar{z} = -\partial_v (\hat{a}(u) (D_t u + \bar{z}) + (\bar{a}_{1,0} D_t u + \bar{a}_{1,1} \bar{z}) \hat{u} ), \text{ on } \partial \Omega \times (0, T),
\]
where
\[
\bar{a} = \bar{a}_{0,0} = \int_0^1 a_{act}(u_{act} + \theta \hat{u}) \, d\theta, \quad \bar{a}_{i,j} = \int_0^1 a_{act}(u_{act} + \theta \hat{u}) \theta^i \, d\theta
\]
so that
\[
D_t \bar{a} = \bar{a}_{1,0} D_t u_{act} + \bar{a}_{1,1} \bar{z}
\]
Let us assume now that \(a_{act}\) is positive and bounded away from zero by some constant \(a\)
\[
a_{act}(s) \geq a > 0
\]
and we have Dirichlet boundary conditions in equation (2), so that the boundary conditions in (28) simplify to homogeneous Dirichlet ones. Similarly to [9], we can make use of the exponential decay of \(z\) and \(D_t u_{act}\) in order to achieve contractivity. To this end we multiply (28) with \(e^{\mu t}\) which for \(z_{\mu}(x,t) = e^{\mu t} z(x,t)\), \(\bar{u}_{\mu}(x,t) = e^{\mu t} D_t u_{act}(x,t)\) yields
\[
D_t z_{\mu} - \triangle (\bar{a} z_{\mu}) = \triangle [y_1 z_{\mu} + y_2 \bar{u}_{\mu}] \text{ in } \Omega \times (0, T)
\]
\[
z_{\mu}(0) = \nabla \cdot (\hat{a}(u_0) \nabla u_0) \text{ in } \Omega
\]
\[
z_{\mu} = 0 \text{ on } \partial \Omega \times (0, T)
\]
with the multipliers
\[
y_1 = \bar{a}_{1,1} \hat{u} + \hat{a}(u), \quad y_2 = \bar{a}_{1,0} \hat{u} + \hat{a}(u),
\]
where we choose \(\mu \in (0, \lambda_1)\) with \(\lambda_1 > 0\) the smallest eigenvalue of \(-\triangle\) (with Dirichlet boundary conditions) so that \(-\triangle (\bar{a} \bar{z}) - \mu \bar{I}\) is still elliptic. Then maximal parabolic regularity yields
\[
\|z_{\mu}\|_{W^{1,p}(0,T;L^p(\Omega))} + \|z_{\mu}\|_{L^p(0,T;W^{2,p}(\Omega))} \leq C_{g,\mu,p} \left( \|\triangle [y_1 z_{\mu} + y_2 \bar{u}_{\mu}]\|_{L^p(\Omega \times (0,T))} + \|\nabla \cdot (\hat{a}(u_0) \nabla u_0)\|_{W^{2(1-1/p),p}(\Omega)} \right)
\]
for \( \theta \in (0, 1), \) \( \theta > \frac{1}{p}, \) \( 1 - 2\theta > \frac{d}{p} + \alpha \) (which can always be achieved by choosing \( p \in [1, \infty) \) sufficiently large) and apply interpolation and the fact that the norm of the embedding \( W^{\theta,p}(0,t) \to C(0,t) \) is independent of \( t \) (by Morrey’s inequality) to obtain

\[
\|e^{\mu t}z(t)\|_{C^{1+\alpha}(\Omega)} \leq \|z_t\|_{C(0,t;C^{1+\alpha}(\Omega))} \leq C^{R^+}_{W^\theta,p,C}c^{\Omega}_{W^2-2\theta,p,C^{1+\alpha}} \|z_t\|_{W^{\theta,p}(0,t;W^2-2\theta,p(\Omega))} \\
\leq C^{R^+}_{W^\theta,p,C}c^{\Omega}_{W^2-2\theta,p,C^{1+\alpha}} (\|z_t\|_{W^{1,p}(0,t;L^p(\Omega))} + \|z_t\|_{L^p(0,t;W^2,p(\Omega))}).
\]  

(33)

On the other hand, we can estimate the right hand side in (32) by

\[
\|\Delta [y_1z_t + y_2\bar{u}_t]\|_{L^p(\Omega \times (0,t))} \leq \sum_{i=1}^2 \|\Delta[y_iw_i]\|_{L^p(\Omega \times (0,t))}
\]
where \( w_1 = z_t, \) \( w_2 = \bar{u}_t \) and both terms can be estimated in the same way:

\[
\|\Delta[y_iw_i]\|_{L^p(\Omega \times (0,t))} = \|\Delta y_iw_i + 2\nabla y_i \cdot \nabla w_i + y_i \Delta w_i\|_{L^p(\Omega \times (0,t))} \\
\leq \|\Delta y_i\|_{L^p(\Omega \times (0,t))} \|w_i\|_{L^{\infty}(0,t;L^{\infty}(\Omega))} + 2\|\nabla y_i\|_{L^p(0,t;L^{(q-p)/q}(\Omega))} \|\nabla w_i\|_{L^p(0,t;L^q(\Omega)} \\
+ \|y_i\|_{L^{\infty}(\Omega \times (0,t))} \|\Delta w_i\|_{L^p(0,t;L^q(\Omega))} \\
\leq \left( C^{R^+}_{W^\theta,p,C}c^{\Omega}_{W^2-2\theta,p,C} \|\Delta y_i\|_{L^p(\Omega \times (0,t))} + 2C^{\Omega}_{W^2,p,W^1,\alpha} \|\nabla y_i\|_{L^p(0,t;L^{(q-p)/q}(\Omega))} + \|y_i\|_{L^{\infty}(\Omega \times (0,t))} \right) \\
\cdot (\|w_i\|_{W^{1,p}(0,t;L^p(\Omega))} + \|w_i\|_{L^p(0,t;W^{2,p}(\Omega))}).
\]

(34)

with

\[
2 - \frac{d}{p} > 0, \quad 1 - \frac{d}{p} > -\frac{d}{q}, \quad q > p.
\]

(35)

The \( y_i \)- terms in (34) can be estimated by (see (31), (29))

\[
\|y_1\|_{L^{\infty}(\Omega \times (0,t))} \leq c_a \|\bar{u}\|_{L^{\infty}(\Omega \times (0,t))} + \|\bar{u}\|_{C(\Omega)} \\
\|\nabla y_1\|_{L^{\infty}(0,t;L^{(q-p)/q}(\Omega))} = \|\nabla \bar{u}_t + \nabla \bar{u}'(u)\|_{L^{\infty}(0,t;L^{(q-p)/q}(\Omega))} \\
\leq |\Omega|^{(q-p)/q} \left( \left( \frac{1}{2} c_a \|\bar{u}\|_{C(\Omega \times (0,t))} + \|\bar{u}'\|_{C(\Omega \times (0,t))} \right) \|\nabla \bar{u}\|_{L^{\infty}(0,t;L^{(q-p)/q}(\Omega))} \\
+ \left( \frac{1}{2} + \frac{1}{2} \|\bar{u}\|_{C(\Omega \times (0,t))} \right) \|\bar{u}'\|_{C(\Omega \times (0,t))} \right) \|\nabla \bar{u}\|_{L^{\infty}(0,t;L^{(q-p)/q}(\Omega))} \\
\|\Delta y_1\|_{L^p(0,t;L^p(\Omega))} = \|\Delta \bar{u}_t + \Delta \bar{u}'(u)\|_{L^p(\Omega \times (0,t))} \\
+ \|\bar{a}_3 \bar{u} + \bar{a}_3'(u)\|_{L^p(\Omega \times (0,t))} \|\nabla \bar{u}\|_{L^2}^2 + 2(\bar{a}_3 + \bar{a}_3' + \bar{a}_3'') \|\nabla \bar{u}\|_{L^2} \cdot \|\nabla \bar{u}\|_{L^p(0,t;L^p(\Omega))} \\
\leq \left( \frac{1}{2} c_a \|\bar{u}\|_{C(\Omega \times (0,t))} + \|\bar{u}'\|_{C(\Omega \times (0,t))} + \|\nabla \bar{u}\|_{L^{\infty}(0,t;L^{2,p}(\Omega))} \left( \left( \frac{1}{2} + \frac{3}{2} \|\bar{u}\|_{C(\Omega \times (0,t))} \right) + 2\|\bar{u}'\|_{C(\Omega \times (0,t))} \right) \right) \\
+ \left( \frac{1}{2} + \frac{1}{2} \|\bar{u}\|_{C(\Omega \times (0,t))} \right) \|\bar{u}'\|_{C(\Omega \times (0,t))} \|\nabla \bar{u}\|_{L^{\infty}(0,t;L^{2,p}(\Omega))} \\
+ \left( \frac{1}{2} + \frac{1}{2} \|\bar{u}\|_{C(\Omega \times (0,t))} \right) \|\bar{u}'\|_{C(\Omega \times (0,t))} \|\nabla \bar{u}\|_{L^{\infty}(0,t;L^{2,p}(\Omega))} \\
\cdot \|\bar{u}\|_{L^p(0,t;W^{2,p}(\Omega))},
\]

where we have used continuity of the embedding \( W^{2,p}(\Omega) \to W^{1,2,p}(\Omega) \) (cf. (35)) and the fact that with \( c_a := \|a_{act}\|_{C^1(\Omega)} \) we have \( \|\bar{a}_i\|_{L^{\infty}(\Omega \times (0,t))} \leq \frac{1}{T} c_a \). We can estimate \( y_2 \) analogously.

For \( \hat{u} \) defined in (27) (but with homogeneous Dirichlet boundary conditions) with the same maximal
parabolic regularity as well as embedding and interpolation estimate as above, we get that
\[ \| \tilde{a} \|_{C(Q \times (0,t))} + \| \tilde{a} \|_{L^p(0,t; W^{2,p}(\Omega))} \leq C_{a,p} \| \nabla \cdot (\tilde{a}(u) \nabla u) \|_{L^p(0,t; W^{2,p}(\Omega))} \]
\[ \leq C_{a,p} \left( \| \tilde{a} \|_{C(J)} \| u \|_{L^p(0,t; W^{2,p}(\Omega))} + \| \tilde{a}' \|_{C(J)} \| u \|_{L^p(0,t; W^{2,p}(\Omega))} \right) \]
\[ \leq C_{a,p} \left( C_{rd_{u0}} + (C_{W^p,L^p}(\partial \Omega), C_{rd_{u0}})^2 \right) \| \tilde{a} \|_{C^1(J)}, \]
where
\[ C_{rd_{u0}} = C_{a,p} \left( \| r \|_{L^p(0,t; \Omega)} + \| d \|_{W^{p,r}} + \| u_0 \|_{W^{2,1-p}(\partial \Omega)} \right) \]
with \( W_{p,r} = W^{1-1/(2p), p}(0,t; L^p(\partial \Omega)) \cap L^p(0,t; W^{2-1/p}(\Omega)). \)

For \( w_2 = e^{\mu t} D_t u_{act} \) we get, with the same maximal parabolic regularity result and the fact that it solves (note that we are in the Dirichlet boundary setting \( \gamma = \infty \) now)
\[ D_t \tilde{u}_\mu - \Delta [a_{act}(u_\alpha) \tilde{u}_\mu] - \mu \tilde{u}_\mu = \tilde{r}_\mu \text{ in } \Omega \times (0,T) \]
\[ \tilde{u}_\mu(0) = \nabla \cdot (a_{act}(u_0) \nabla u_0) + D_t r(0) \text{ in } \Omega \]
\[ \tilde{u}_\mu = D_t d \text{ on } \partial \Omega \times (0,T) \]
the estimate
\[ \| \tilde{a}_\mu \|_{W^{1,p}(0,t; L^p(\Omega))} + \| \tilde{a}_\mu \|_{L^p(0,t; W^{2,p}(\Omega))} \leq C_{a,p} \left( \| \tilde{r}_\mu \|_{L^p(0,t; \Omega)} + \| \tilde{d}_\mu \|_{W^{p,r}} + \| \nabla \cdot (a_{act}(u_0) \nabla u_0) + D_t r(0) \|_{W^{2,1-p}(\partial \Omega)} \right) \]
where \( \tilde{r}_\mu(x,t) = e^{\mu t} D_t r(x,t), \tilde{d}_\mu(x,t) = e^{\mu t} D_t d(x,t). \)

The initial data terms in (32), (37) can be estimated by
\[ \| \nabla \cdot (\tilde{a}(u_0) \nabla u_0) \|_{W^{2,1-p}(\partial \Omega)} \leq C \| \tilde{a} \|_{C^{2+\alpha}(J)} \| u_0 \|_{W^{4-2/p,p}(\Omega)} \]
for \( \tilde{a} \in \{ \tilde{a}, a_{act} \}, \alpha \geq 1 - 2/p. \)

Note that for spatial dimension \( d = 3 \), according to (35) we have to choose \( p > \frac{3}{2} \) and therefore are in the regime \( 1 - \frac{1}{2p} > \frac{1}{p} \) where (cf. 3) compatibility conditions
\[ \nabla \cdot (\tilde{a}(u_0) \nabla u_0) = 0, \quad \nabla \cdot (a_{act}(u_0) \nabla u_0) + D_t r(0) = D_t d(0) \text{ on } \partial \Omega \]
need to be assumed.

From the above we get an estimate of the form
\[ \| \tilde{a}_\mu \|_{W^{1,p}(0,t; L^p(\Omega))} + \| \tilde{a}_\mu \|_{L^p(0,t; W^{2,p}(\Omega))} \leq C \| \tilde{a} \|_{C^{2+\alpha}(J)} \left( \| \tilde{a}_\mu \|_{W^{1,p}(0,t; L^p(\Omega))} + \| \tilde{a}_\mu \|_{L^p(0,t; W^{2,p}(\Omega))} \right) \]
\[ + \| u_0 \|_{W^{4-2/p,p}(\Omega)} + \| D_t r(0) \|_{W^{2,1-p}(\partial \Omega)} + \| \tilde{r}_\mu \|_{L^p(0,t; \Omega)} + \| \tilde{d}_\mu \|_{W^{p,r}} \]
with some constant \( C \) independent of \( t \), hence, for \( \| \tilde{a} \|_{C^{2+\alpha}(J)} \leq \frac{1}{2C} \)
\[ \| \tilde{a}_\mu \|_{W^{1,p}(0,t; L^p(\Omega))} + \| \tilde{a}_\mu \|_{L^p(0,t; W^{2,p}(\Omega))} \leq C \| \tilde{a} \|_{C^{2+\alpha}(J)} \left( \| u_0 \|_{W^{4-2/p,p}(\Omega)} + \| D_t r(0) \|_{W^{2,1-p}(\partial \Omega)} + \| \tilde{r}_\mu \|_{L^p(0,t; \Omega)} + \| \tilde{d}_\mu \|_{W^{p,r}} \right). \]

Thus, provided that for some \( p > \frac{d}{2} \), (cf. 35) \( D_t r, D_t d \) decay exponentially
\[ \| D_t r(t) \|_{L^p(\Omega)} \leq C_r e^{-\mu t}, \quad \| D_t d(t) \|_{W^{2-1/p}(\Omega)} \leq C_d e^{-\mu t}, \quad t > 0, \]
\[ \| e^{\mu t} D_t d \|_{W^{2-1/(2p), p}(0, \infty; \partial \Omega)} := D_2 < \infty, \]
(40)
for some $C_r,C_d,\mu_r,\mu_d > 0$ so that
\[
\| \tilde{\eta}_\mu \|_{L^p(\Omega \times (0,\infty))} \leq \left( \frac{C_r}{p(\mu_r-\mu)} \right)^{1/p} \leq R < \infty
\]
\[
\| d_\mu \|_{L^p(0,T;W^{2-1/p}_0(\Omega))} \leq \left( \frac{C_d}{p(\mu_d-\mu)} \right)^{1/p} =: D_1 < \infty
\]
for any $\mu \in (0,\min\{\mu_r,\mu_d,\alpha\lambda_1\}]$ we get from (32), (39)
\[
\| z(T) \|_{C^{1+\alpha}(\Omega)} \leq C e^{-\mu T} \left( \| u_0 \|_{W^{4-2/p,p}(\Omega)} + \| D_t r(0) \|_{W^{2(1-1/p),p}(\Omega)} + R + D_1 + D_2 \right) \| \hat{d} \|_{C^{2+\alpha}(\Omega)}
\]
with $C$ independent of $T$.

In view of (26) we thus have proven the following contractivity result.

**Theorem 4.1.** Assume $g \in C^{3+\alpha}(\Omega)$, (4) with $\bar{x} \in C^2([0,1])$, $a_{act} \in C^3(\mathbb{R})$, $a_{act} = a_{le}(\tau)$ for $\tau < u$, $a_{act}(\tau) = a_{rl}(\tau)$ for $\tau > \bar{\tau}$, $a_{act}(\tau) \geq g > 0$, $\tau \in \mathbb{R}$, $u_0 \in W^{4-2/p,p}(\Omega) \cap C^{2+\alpha}(\Omega)$, $D_r(0) \in W^{2(1-1/p),p}(\Omega)$ (42), for some $p > \frac{d}{2}$, $\alpha \geq 1 - 2/p$, and, in case $d = 3$, (38). Then for $T$ large enough and $\| a_0 - a_{act} \|_{C^{2+\alpha}(\Omega)}$ small enough there exists a constant $q \in (0,1)$ such that for all $k \in \mathbb{N}$
\[
\| a_{k+1} - a_{act} \|_{C^{2+\alpha}(\Omega)} \leq q \| a_k - a_{act} \|_{C^{2+\alpha}(\Omega)} .
\]

**Corollary 4.1.** Under the assumptions of Theorem 4.1 $a$ is uniquely determined.

**Remark 4.1.** In reality, instead of $g$ we have noisy data lying only in $L^p(\Omega)$, with a noise level $\hat{d}$ that is also only given (if at all) with respect to the $L^p$ norm. Smoothing this data leads to an approximate version of $g$ in $C^{2+\alpha}$ with a (typically larger) noise level $\hat{d}$ in the $C^{2+\alpha}$ norm. Due to contractivity of the scheme, this noise will propagate boundedly through the iteration so that after sufficiently many $- O(\log(1/\hat{d}))$ iterations (but without having to stop early, in principle) we end up with an $O(\hat{d})$ accuracy in the reconstruction. For details, see, e.g., [7, Section 4.5].

## 5 Reconstructions

In this section we will show the results of numerical experiments to recover the function $a(u)$ with the two different types of data measurements. The computations will be done in one space dimension.

The first of these is when we are only able to obtain “census-type” information and thus measure $g(x) := u(x,T)$ for some fixed time $T$ and $x \in \Sigma$ where $\Sigma$ is a curve in $\Omega$ whose endpoints lie at different points on $\partial \Omega$. Since our reconstructions will be based on one space variable we simply use $u(x,T)$ as the data and ensure that our imposed initial/boundary conditions allows the range condition to hold.

The second is when we are able to measure the solution $u$ at a fixed point $x_0 \in \partial \Omega$. The range condition then can be imposed by driving that boundary $x = x_0$ where we measure $u(x_0,t)$ with sufficiently large supplied heat flux.

To procure data for the reconstructions a direct solver based on a Crank-Nicolson scheme produced output values and data values were produced from these by sampling at a relatively small number $N_x$ and $N_t$ of points in both the spatial and temporal directions: This sampled data was then both interpolated to a full working size to obtain data values $g(x)$ and $h(t)$ commensurate to the grid being

\footnote{Note that the characterisation of general Sobolev spaces via fractional derivatives seems to be still open and so characterisation of the last condition in (40) by exponential decay of some fractional derivative of $D_\sigma d$ is not possible.}
used by the solver used in the inverse problem and such that the value of \( g(x) \) was smoothed by an \( H^2 \) filter while that of \( h(t) \) by an \( H^1 \) filter.

Figure 1 shows reconstructions of a function \( a(u) \) that goes well beyond a low-degree polynomial from time trace data, using the iteration (18), that clearly outperformed the two schemes (15), (17) in all our experiments. The initial approximation was \( a(u) = 1 \). The leftmost figure shows the reconstructions of selected iterations; the final one shown was the effective numerical convergence. The noise level here was 0.01%. The rightmost figure shows the convergence of the \( n \)th iterate \( a_n \); specifically \( \|a_n - a_{act}\| \) for both \( L^2 \) and \( L^\infty \). As suggested by the left figure, the convergence is initially quite rapid but slows down considerably. Certainly, at the scale of the graph the tenth and final iteration would be indistinguishable.

![Figure 1: Recovery of \( a(u) \) from time trace data](image1)

Figure 2 shows reconstructions of the same \( a_{act} \) but using final time \( g(x) = u(x, T; a) \) measurements at \( T = 1 \). Again the initial approximation was \( a(u) = 1 \). The leftmost figure shows the reconstructions of selected iterations and here the fifth one corresponded to effective numerical convergence. The noticeable difference is in both the speed and in far greater accuracy obtained from such final time data as opposed to boundary time trace data. This pattern was consistent in several numerical experiments with different \( a(u) \) functions and different imposed boundary and forcing functions \( r(x, t, u) \).

Note that the small level of noise added to the data \( g(x) \) (at 0.1%), to avoid any issue of an inverse crime, played a quite insignificant role. The rightmost figure show the final reconstructions (again the fifth iteration) under increased noise levels; now at 1% and 5%.

![Figure 2: Recovery of \( a(u) \) from final time data](image2)
The thermal conductivity of most materials varies considerably over a range that encompasses a phase transition. An experiment set up to make conductivity measurements would most likely be conducted over a limited range sufficient to be restricted to a single phase, but we show in Figure 3 a simulation of an experiment where $a(u)$ has discontinuities.

From an analysis viewpoint we need $a(u)$ to be in at least $C^{2+\alpha}$ and so we illustrate these boundaries with a mollified piecewise constant function as shown. This posed little difficulties in the case of final time data as the figure to the right shows. Effective numerical convergence was essentially at the third iteration and even the first iteration starting from $a_{\text{init}} = 1$ contains much of the salient features of the actual $a(u)$. The noise level added to the data was set at 0.1% but reconstructions of similar quality are obtained at higher noise levels than that shown in Figure 2 for smoother actual $a(u)$. The reconstruction shown is slightly under-smoothed as can be seen from the oscillations in the region between $u \in (1, 2)$. This was done to show how accurately the algorithm was able to detect and reconstruct sharp boundaries.

By letting our variation equal such bounds we see the efficiency of the numerical simulation based on the algorithm developed in section 2.1 and resulting in Theorem 4.1.
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