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Abstract

Automated image processing algorithms can improve the quality, efficiency, and consistency of classifying the morphology of heterogeneous carbonate rock and deal with a massive amount of data and images seamlessly. Geoscientists and petroleum engineers face difficulties setting the optimum method for determining petrophysical properties from core plug images of optical thin sections, Micro-Computed Tomography (μCT), or Magnetic Resonance Imaging (MRI). Most of the successful work is from the homogeneous and clastic rocks focusing on 2D images with less focus on 3D. Currently, image analysis methods converge to three approaches: image processing, artificial intelligence, and combined image processing with artificial intelligence. Our work proposes two ways to determine the porosity from 3D μCT and MRI images: an image processing method with Image Resolution Optimized Gaussian Algorithm (IROGA); an advanced image recognition method enabled by Machine Learning Difference of Gaussian Random Forest (MLDGRF).

Meanwhile, we have built reference 3D micro models and collected images for calibration of the IROGA and MLDGRF methods. To evaluate the predictive capability of these calibrated approaches, we ran them on 3D μCT and MRI images of natural heterogeneous carbonate rock. We also measured the porosity and lithology of the carbonate rock using three and two industry-standard ways, respectively, as reference values. Notably, IROGA and MLDGRF have produced porosity results with an accuracy of 96.2% and 97.1% on the training set and 91.7% and 94.4% on blind test validation, respectively, in comparison with the three experimental measurements. We measured limestone and pyrite reference values using two methods, X-ray powder diffraction and grain density measurements. MLDGRF has produced lithology (limestone and pyrite) volume fractions with an accuracy of 97.7% in comparison to reference measurements.

Introduction

It is challenging to have static and dynamic reservoir properties determination and integration from micro and nano CT images with machine learning aided image recognition (1–4). The current literature review has revealed the pressing challenges regarding performing 3D image processing instead of 2D (5–7). Dual-energy μCT scanning data is used to characterize the rock properties (8–10), and claimed reasonable matching between measured core plug helium porosity, calculated using Digital Rock Physics (DRP) methods. The only drawback is the lack of blind test; instead, the work appeared as a learning and exploring μCT abilities to deliver quality images for rock characterization. (9) Work suggested that a 2D image cannot predict the petrophysical properties in carbonate due to the limited representation of heterogeneous rock in 2D. Lately, a major oil operator (11) stated that no commercial vendor could measure the porosity and permeability.

Besides, carbonate is more complex. In work performed (11) to check four DRP vendors’ capabilities, the findings suggest no vendor managed to correctly get Porosity, Permeability, and \( P_c \) (Capillary Pressure) curves. The work also recommended that future DRP analysis should also report the uncertainties. Artificial Intelligence (AI), mainly machine learning, was used to characterize rock properties (12) by analyzing μCT images, where segmentation is a method for porosity calculation. A Convolutional Neural Network (CNN) was used to get the pore size distribution. The use of 2D images (12), reminding us of the thin-sections analysis and highlights the effect of vugs that acts as large channels or high connectivity between matrix porosity, where the reported analysis is made using open-source ImageJ software (13, 14) and Tensor Flow software (15). While 3D Image analysis (16) for μCT images followed an approach called the Maximal Ball algorithm, as topological extraction of the pore network is
the central part. The primary importance (16) is the estimation of the connectivity between each pore, knowing that quantifying connectivity is essential to calculate rock dynamic properties in putting a way forward an estimator for capillary pressure and relative permeability. NMR is a preferable porosity logging measurement in the oil industry (17), as it is lithology independent. The NMR signal represents rock total porosity for a fully saturated core plug (like oil or water). While if water (or oil) saturated core contains gas, then the gas is invisible to NMR. So, in the case of CO₂ flooding, the NMR will act as a liquid saturation tool. In (18), work focused on NMR for saturation measurement, the relation between relaxation time and pore size (19) was an evident link. Other research (20) earlier used the same methodology.

Therefore, in this work, we focused on Magnetic Resonance Imaging (MRI) to determine porosity and µCT to determine both porosity and lithology. As discussed earlier, carbonate is complex to characterize using image analysis (8) for determining porosity and permeability, concluding that image processing suits clastic only due to low heterogeneity. We have realized that tackling the challenge of determining porosity and lithology in heterogeneous rock requires an interdisciplinary approach. Delivering the solution requires fluid dynamics, reservoir characterization, image processing, machine learning, and software coding. Our research deployed new analysis and validation approaches, including building reference 3DMM (3D Micro Model) with various micropore sizes and using them as image processing calibration jigs. Besides, we developed a new image resolution enhancement algorithm for high-quality segmentation. In our paper, we determined porosity using mainly two methods. The first is standalone image processing, where image feature extraction was successful. The second is machine learning-assisted image recognition. These methods depend on the training data from experimental results. We define Machine Learning as the ability of a machine to perform the learned tasks, as good as the training set, on new data. Human information indexing appears to be multi-contextual, while machine learning is single or contextually limited. So far, the machine performs specific tasks more effortlessly than a human can perform. Humans perform particular tasks more comfortably than machines, including image recognition (21) which is easier for humans than for machines. The machine can perform repetitive, rule-based mathematical tasks but lacks creativity and intuition (22, 23). Stepwise; human experts input training data to the machine and select learning algorithms; the machine performs the learning to build and test a model, then use the model to perform prediction on new data set, also known as supervised machine learning (24). Below, we give a background on the methods investigated: (1) machine learning, image processing, and (2) combined machine learning and image processing.

**Preliminaries**

Coupling the latest science, engineering, and technology advancement became a necessary tool to solve long-standing challenges of rock properties characterization from 3D images; µCT and MRI.

In this section, we provide a brief description of the coupling between machine learning and image processing, starting by introducing each concept individually and then the combination of both, as per the following:

1- **Machine Learning**

Machine learning capabilities are vital for quality and efficiency, as the machine can reproduce results by mimicking what domain expert has taught. We have followed four steps in deploying machine learning:

(1) Step 1: Human expert (Geoscientist), a Petrophysicist in our case, provided the data set to the machine. Our petrophysicist identified two chemical (mineral) properties (Limestone and Pyrite), two physical properties (pore and solid), and various image intensities (25-28) corresponding to limestone, pyrite, and pore. The data set contains:

i. “Independent parameters data columns”; image identified properties with black color, dark gray intensity, light gray intensity, and white.

ii. “Dependent data column,”; containing the desired classes of limestone, pyrite, and pore, while Solid here represents an aggregation of both lithology types; limestone and pyrite.
(2) Step 2: Human Expert chooses an open-source Machine Learning Algorithm (29); in our case, we used the “Random Forest” algorithm (30), owing to its superior capability in performing classification.

(3) Step 3: The computer (machine) uses the Random Forest algorithm to learn from the data set and build the prediction model with all its governing equations (31). The machine develops the required formulas that enable solving the assigned problem.

(4) Step 4: The computer uses the input data set, 3D µCT and MRI image stack, and deploys the learned prediction model with its governing equations to predict output classes.

2- Image Processing

We define image processing as the task a human expert performs on the image (2D or 3D) that produces a new set of information or a new image version to provide more insight. The image processing definition stepwise (32) appears as per the following:

(1) Step 1: Input an image (2D, 3D) to a machine. In our research, we focused on 2D and 3D images only where 2D represents surface in gray or color. At the same time, 3D represents the volumetric view (33-36).

(2) Step 2: Domain expert runs suitable filtering, segmentation, and analysis algorithms (37-41) to achieve the image-processing objectives.

(3) Step 3: The human expert learns new insight and generates new data (numerical or image) from the above step.

3- Combining Machine Learning and Image Processing

Machine Learning Image Recognition (MLIR) is defined as “the ability of a machine to perform tasks” (42) as good as the training set, image interpretation, delivered by a human expert, on new images faster and more accurate than a human expert. Another definition also describes machine learning and image processing (43). Image recognition machine learning (44, 45) requires a longer processing time in comparison with the processing time needed in performing image processing alone.

Problem Articulation

Proper image classification (segmentation) of variant rock sections enables the quantification of its properties. However, segmentation accuracy depends heavily on how representative the image is to a real object. The pore sizes of our rock are either at or below the resolution of the image voxel size. In the following sections, we describe two challenges that we faced with 3D µCT and MRI images:

1- First Challenge: Resolution Effect on 3D µCT Images

Image resolution (46) is one of the main challenges in the 3D morphological (47) recognition process. Naturally, better resolution leads to better segmentation (48, 49). However, not every image comes with the desired resolution for optimal image analysis. In 3D rock images, identifying $10^6$ micro-pores and quantifying their morphology (39, 50, 51) are pressing challenges. The resolution does blur the feature of interest. Numerically, in blurring conditions, the pixel color value does not represent the actual color value for that position in space. We acquired 3D µCT images for dry (pore contains air only) carbonate rock and displayed one of its 2D slices in Fig. 1, where we see how micro-pores in carbonate rock appear in more than one gray value although it should appear as black. The cause of this challenge is low resolution, where the pore size is smaller than the pixel resolution used to acquire the image. The pore must be black, where the pixel should hold a value of “0”. To accurately measure porosity and lithology (rock minerals), we must correct images to be “0” value for pore; otherwise, it is the rock-solid. The challenge is correcting without mistakenly converting a true-non-pore to a pore. In Fig. 1, the top image shows a 38 mm diameter sample acquired with 40 µm resolution (each pixel is 40 x 40 µm). The image inside the red circle is our
zone of interest for identifying pore (Black) and solid (Light color or non-black). To solve the resolution effect, we used a convolutional Gaussian kernel for improving the resolution of 3D images.

2- Second Challenge: Resolution Effect on 3D MRI images

To identify the fluid distribution in the pore spaces, MRI can be one of the preferable options (52, 53). We used the NMR system of 0.5 Tesla. Besides, we proved, that MRI can also act as a porosity measuring tool independent of lithology type for saturated rock with single-phase fluid. The same carbonate rock sample was used to acquire 3D MRI images, as shown in Fig. 2. The saturated pores appear a lighter color in MRI, while the solid appears dark (Black). We flooded the pores of a rock sample with crude oil. Fig. 2 shows three MRI cross-section images acquired with three different sampling rates and different slice thicknesses along the z-axis. Image voxel (x, y, z) resolution is (400 x 400 x 3500 μm) for Fig. 2a. While it is (400 x 400 x 2500 μm) for Fig. 2b image. And it is (400 x 400 x 1500 μm) for Fig. 2c. For porosity determination and fluid monitoring, it is important bringing Fig. 2c image (thinner 2D MRI slice, or higher resolution in the z-axis) to be clear as Fig. 2a image (thicker 2D slice or lower resolution in the z-axis). At the same time, we must improve the resolution of Fig. 2a to be as good as Fig. 2b. We notice that Fig. 2a has a higher intensity dynamic range despite its lower resolution (due to the thicker sampling size along the z-axis).

Fig. 1–The resolution effect is evident in three different zooming scales.
Proposed Methods

We focused on two methods for solving μCT and MRI images resolution to analyze these images further to extract petrophysical properties. To achieve resolution enhancement and faster performance simultaneously, we chose image processing as a starting option. Then we compared the image processing results with what the machine learning approach can deliver. So, we conducted an experimental screening of two different methods. The sequence of our work in developing the best methodology for determining porosity and lithology is as described below:

1- First Method: Image Resolution Optimized Gaussian Algorithm (IROGA), an Image Processing Algorithm

A universal image enhancer provided an easy way for processing future MRI images without the need for human expert labeling; that is what we thought and then innovated and described in this paper. To address the resolution effects, we launched an experimental task that involves building a 3D Micro Model (3DMM). Using 3DMM MRI images as a calibration reference enabled us to produce universal image resolution enhancement, usable for similar acquisition devices, temperature, and acquisition parameters. Therefore, the same methodology we explain below is viable after conducting a new calibration run for a different device, environment, and acquisition parameters. We fabricated several micro models to quantify the blurriness of the image and calibrate it. In this paper, we briefly described one of the 3DMM bundles: the bundle of capillary tubes 3DMM. To increase the resolution by reducing the blurriness effect, we needed to build an image correction model, and at the same time, we had to ensure model performance efficiency. Therefore, a convolutional Gaussian image processing filter \(^{(54, 55)}\) was the first choice to achieve better resolution. After several trial-and-error rounds, we developed a novel optimized convoluted Gaussian image processing algorithm, IROGA (Image Resolution Optimized Gaussian Algorithm). So, based on 3DMM MRI images, we constructed IROGA, as shown in Fig. 3. While segmenting (or interchangeably, we use “classifying”) more than two classes, machine learning algorithms like the random forest \(^{(4)}\) or others would be more suitable. We also used the words segments, labels, classes, clusters interchangeably as they mean the same in this paper. Let us keep in mind that IROGA as a standalone algorithm is useful when we target one or more of the following goals:

i. Enhance the resolution of an image.
ii. Differentiate two labels (binary).
iii. Perform points (i) and (ii) above together.
iv. Determine porosity from a low-resolution image.
2- Second Method: Machine Learning Image Recognition (MLIR)

In the machine learning method, we performed 3D μCT image recognition using the Machine Learning Difference of Gaussian Random Forest (MLDGRF) algorithm. The primary machine learning performed tasks were as described earlier in the introduction section. The specific steps for porosity and lithology determination are that human experts provided pore, solid (limestone and pyrite) labels, and the Random Forest algorithm was selected to let the machine learn and then predict the segments. To do so, we used mainly three software: Microsoft Office 365™, Excel (56), Python (57), and ImageJ (58) for machine learning, image processing, mathematical modeling, and graph generation. Fig. 4 shows the schematics of our proposed Machine Learning Image Recognition (MLIR) method. By describing the gradual composing of MLIR in three steps; identify optimal Machine Learning algorithms, deploy image recognition for targeted image feature, where image recognition is a branch of image processing (43). Then we combine both machine learning and image processing. Fig. 5 shows the MLIR algorithm description. Besides, to see the difference between Gaussian and Difference of Gaussian Function, we plotted both functions in Fig. 6.
Fig. 4–Algorithms of our 3D IROGA (Image Resolution Optimized Gaussian Algorithm) and MLIR (Machine Learning Image Recognition) porosity and lithology determination and validation.
Fig. 5–Machine Learning Flow Chart.

Fig. 6–A 3D Graph of (a) Gaussian Function (b) Difference of Gaussian Function.
3D Micro Model Experiments and Calibration

Without proper measurement control, the complexity of interpreting image data (μCT and MRI) will increase. Therefore, we developed 3D Micro Model (3DMM) with various micropore sizes to train and calibrate the proposed approaches. We went through several steps to generate 3DMM, measure, and calculate, as per the following:

1- 3DMM Construction

The first thing we started with was the development of the 3DMM. In this work, we use a bundle of capillary tubes 3DMM. We built 3DMM with known dimensions of pore and solid. It consists of 26 tubes, the length is 2 inches (50.8 mm), while the inner diameter of each tube is 600 μm. The 3DMM enabled constructing and validating IROGA in a controlled environment.

Fig. 7 shows 3DMM with its cross-sectional and longitudinal structure. The geometrically calculated porosity of 3DMM is 7.21%.

2- 3DMM MRI Imaging and Porosity Calculations

We used MRI to image 3DMM, collecting a 3D MRI stack, which consists of nine 2D slices, as shown in Fig. 8. The small light dots, in Fig. 8, represent void (pore) filled with crude oil, each dot represents one tube while black represents solid objects, and the gray color rectangles represent the separators between each 2D image slice. We enlarged one of the nine MRI 2D slices, as displayed in Fig. 9.
The experiments can be used to train and calibrate our proposed methodologies as per below:

3- **Calibration of Image Resolution Optimized Gaussian Algorithm (IROGA)**

We designed IROGA after several verification steps. IROGA has two loops, as shown in Fig. 3, small loop, enhanced convoluted gaussian, and large loop, image processing porosity determination. We constructed IROGA with continuous iterations by optimizing the gaussian values of the small loop shown in Fig. 3. While **Fig. 10** is the final image of IROGA after applying the algorithm. We validated the IROGA model by calculating the porosity of 3DMM with an accuracy of 96.2%. We summarized below the development of IROGA modeling:

1- We built 3DMM with 600 μm inner diameter tubes (26 tubes).
2- We flooded 3DMM with crude oil collected from a lower Cretaceous Offshore Abu Dhabi formation.
3- We acquired 3D stack MRI Images with (400 x 400 x 3500 μm) resolution for the 3DMM.
4- We structured an iterative image resolution enhancement algorithm based on a convoluted Gaussian matrix.

4- **Calibration of Machine Learning Difference of Gaussian Random Forest (MLDGRF)**

We used the traditional Gaussian (59) Random Forest (60) as part of open-source ImageJ software (14). We trained the Gaussian algorithm with data set generated via interactive labeling using human expert knowledge. Then we selected the Gaussian function to build the best representative model and perform the classification. We noticed that the void (pore area) is more significant than our reference, and the accuracy is 53.1%, which is not acceptable. Therefore we used a different Random Forest algorithm, called Difference of Gaussian (61-63) Random Forest. In **Fig. 11**, we see the enhanced resolution image using
MLDGRF, where red represents solid, and the green represents pore. MLDGRF produced higher accuracy than IROGA to achieve 97.1%, the best accuracy method for resolution enhancement and porosity determination. Comparing MLDGRF with IROGA porosity results showed proper matching to reference porosity with 97.1% and 96.2% accuracy, respectively.

Fig. 11–3DMM MRI image after using MLDGRF (Machine Learning Difference of Gaussian Random Forest), which we found to be the best methodology.

**Results and Discussion**

The goal of this work, as stated earlier, is to use the physical 3DMM calibrated models for determining the porosity and lithology of natural heterogeneous carbonate rock from 3D µCT and MRI images and using helium gas for core plugs (64, 65) of the natural heterogeneous carbonate rock. Also, we imaged the same core plug with µCT and MRI (52). We explain the steps of experimental porosity and lithology determination below:

**a) Natural Carbonate Rock Porosity: Experimental determination**

We measured the core plug porosity with three different measurement methods. The first measurement method is rock’s weight difference (66) under dry and wet conditions. We used NMR (67) on the same rock saturated with fluid (crude oil) in the second method. The third method is made with helium gas (64, 65), on the same rock sample after cleaning and drying, which is the ultimate reference of porosity value.

**b) Natural Carbonate Rock Lithology: Experimental Determination**

Lab experiments define lithology (68, 69), where grain density measurement of rock core plug is essential to identify lithology. In addition to the grain density method, an X-Ray Powder Diffraction (XRPD) is another method to identify mineralogical fractions. The existence of pyrite in carbonate rock is visually recognizable to bare eyes due to its shiny metallic property. Limestone density is ~2.71 g/cm³, while pyrite density is ~4.8 g/cm³. The lab measurement showed the existence of two minerals using grain density calculation. At the same time, we also validated pyrite's existence by observing its appearance on the surface of the core plug. The higher the density of the mineral, the higher the voxel intensity of the µCT image. In our core plug, the pyrite density is much larger than that of limestone, producing identifiable shiny white regions on µCT images.

To ensure IROGA and MLDGRF method's capability to perform well with natural rock, we conducted validation tasks for both methods on lower Cretaceous heterogeneous carbonate rock. The validation results for both methods, IROGA and MLIR, are as per the following:

**1- IROGA Porosity Validation with 3D MRI of Natural Carbonate Rock**
We performed the validation of IROGA on MRI images of the carbonate core plug. Fig. 12a displays a raw MRI image of lower cretaceous carbonate rock saturated with crude oil. Black color represents solid, and light color represents pore filled with liquid. Fig. 12b is the final MRI IROGA results in grayscale, and Fig. 12c is in color scale; the red color is solid, while the green color is pore filled with crude oil. For validating IROGA prediction, we used the reference helium gas porosity, and the resultant accuracy is 91.8%.

**Fig. 12–Cretaceous Carbonate Rock MRI; (a) Raw image, and (b) enhanced resolution image and (c) rock and oil separation.**

2- **MLDGRF Porosity Validation with 3D µCT images of Natural Carbonate Rock**

Since we have demonstrated the efficiency of MLI, especially MLDGRF, in achieving superior accuracy when measuring 3DMM porosity, we extended the proposed approach to 3D µCT. We used the MLDGRF algorithm to predict 3D µCT porosity. We plotted the results of MLDGRF µCT Porosity in Fig. 13a. Then we compared MLDGRF results with three porosity measurements, as shown in Fig. 13b. The accuracy of MLDGRF reached 94.37%. The images of 3D µCT MLDGRF porosity prediction are in Fig. 14. The mismatch in porosity obtained from MLDGRF and the reference helium gas porosity is due to the performance of the Difference of Gaussian function parameters (70, 71). Therefore, we recommend further tuning the function parameters to increase the accuracy higher than 94.37%. Some low-level machine learning software (i.e., Python) (72-74) enable tuning of most of the parameters of Random Forest (77). At the same time, other higher-level machine learning software facilitates only a limited number of parameters to tune. We inferred that low-level machine learning software could help produce higher-quality results.

**Fig. 13–Lower Cretaceous Carbonate Rock; (a) 3D µCT MLDGRF Porosity of 20 2D slices, (b) Comparing 3D µCT MLDGRF Porosity with reference porosities.**
3- MLDGRF Lithology Validation with 3D μCT Natural Heterogeneous Carbonate Rock

The vital step in performing rock typing as part of a reservoir characterization study is identifying lithology (75-77). In our research, human experts labeled different lithologies existing in 3D μCT stack, in our case, Pyrite and Limestone. Then the MLDGRF algorithm is applied to differentiate the minerals in the rock, see Fig. 15.
During the last 40 years, Geoscientists have performed mineral identification from images, even for outcrop rock (78). We noticed that most studies have worked on borehole imaging rather than a core plug μCT images (79). Currently, identifying and measuring minerals in core samples are mainly performed by physical weight measurements. While using imaging for lithology identification, either a thin section or SEM images provided the primary source for mineral analysis (80). This study focused on 3D μCT images to be the source of lithology identification and quantification. Most previous works focused on the textural identification for lithofacies and petrophysical properties (i.e., Archie’s equation parameters and bioclast) (79, 81-83) determination. The main differentiator we used in our research for segmenting lithology was the image intensity. The image intensity of pyrite is ~255, which is a white color in a grayscale image 3D μCT and the highest intensity. There is no other mineral as dense as pyrite in our rock core plug, as the other mineral is limestone.

An external commercial laboratory performed the mineralogical analysis to reference rock mineral composition. The mineral lab measurement technique (68) uses helium gas for measuring void, outer volume geometry measurement, and the weight of the dry plug. This method cannot identify the location of pyrite inside the rock but can provide a value of grain density, which was ranging between 2.71 and 2.74 g/cm³, a range that is higher than pure limestone. X-ray powder diffraction (XRPD) is another method, where the pyrite volume range is 0.1% to 1.1% out of total volume. At the same time, using 3D
μCT, we can identify the existence and the distribution of mineral in the rock and a more accurate representation of volume. The XRPD method uses powder from one part of the rock, which does not represent the whole core plug. Fig. 15 shows two different types of minerals (pyrite and limestone) that MLDGRF managed to segment and quantify. While Fig. 16 shows the distribution of pyrite inside the rock in the 3D image caption, as identified by the MLDGRF. MLDGRF found a pyrite volume of 2.4% out of total volume, as shown in Fig. 17. MLRDGF produced an accuracy of 97.7% for pyrite determination. This identification of pyrite distribution helps permeability determination from 3D μCT and further rock classification.

![Figure 16](image16.png)

**Fig. 16–** A 3D view caption of segmented pyrite using Machine Learning Image Recognition Difference Gaussian Random Forest algorithm MLDGRF for 3D μCT image Stack. The three 3D images show the same segmented pyrite from three different view angles.

![Figure 17](image17.png)

**Fig. 17–** Lower Cretaceous Carbonate Rock 3D μCT MLDGRF Pyrite mean volume fraction for the 20 2D images slices.

**Conclusions and Recommendations**

1- To determine the reservoir properties (i.e., porosity and lithology), we investigated several methods and proposed a new one based on μCT and MRI images. We found that machine learning image recognition using the Difference of Gaussian Random Forest algorithm predicts better than machine learning image recognition using the Gaussian Random Forest algorithm. This finding helped us choose the optimal machine learning algorithm for the determination of reservoir rock from various
image types. Moreover, experimental validation is necessary, as it is a physical proof and the reference to quantify the algorithm's accuracy.

2- Machine Learning Difference Gaussian Random Forest algorithm works well for different images (i.e., µCT and MRI). Machine learning image recognition can save years of tedious work if the domain expert correctly labels the desired features (labeling takes a few minutes) and chooses the best algorithm. Therefore, machine learning is recommended in more petroleum application scenarios to produce quality results faster.

3- Improving the resolution of 3D MRI images requires good image processing algorithms. We developed a new image enhancement algorithm for binary (two classes) segmentation with experimental work. Image processing can save time over machine learning for image recognition, where longer time is associated with a deeper machine learning algorithm. While for segmenting more than two classes, machine learning is better, especially with a heterogeneous rock.

4- Our work on porosity and lithology determination using machine learning has helped us better understand rock heterogeneity and provided insight into the analysis and digital classification of the reservoir rock.
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