Empirically Characterizing the Buffer Behaviour of Real Devices
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Abstract—All the routers include a buffer in order to enqueue packets waiting to be transmitted. The behaviour of the routers’ buffer is of primary importance when studying network traffic, since it may modify some characteristics, as delay or jitter, and may also drop packets. As a consequence, the characterization of this buffer is interesting, especially when real-time flows are being transmitted: if the buffer characteristics are known, then different techniques can be used so as to adapt the traffic: multiplexing a number of small packets into a big one, fragmentation, etc. This work presents a preliminary study of how to determine the technical and functional characteristics of the buffer of a certain device (as e.g. behaviour, size, limits, input and output rate), or even in a remote Internet network node. Two different methodologies are considered, and tested on two real scenarios which have been implemented; real measurements permit the estimation of the buffer size, and the input and output rates, when there is physical or remote access to the “System Under Test”. In case of having physical access, the maximum number of packets in the queue can be determined by counting. In contrast, if the node is remote, its buffer size has to be estimated. We have obtained accurate results in wired and wireless networks.

Index Terms—Buffer size, queueing, unattended measurements.

I. INTRODUCTION

The large increase in the number of users and new multimedia services over Internet generate a significant amount of network traffic. Moreover, the expectation of future growth for the use of multimedia applications such as, e.g. Voice over Internet Protocol (VoIP), indicates that this tendency will increase. In parallel, the heterogeneous characteristics of the different Internet accesses, together with user demands, make it necessary to define the Quality of Service (QoS) that they offer, especially when the accesses provide support to real-time applications.

Packet size may vary between different Internet services and applications: while some of them, as e.g. VoIP, generate small packet, in order of a few of tens of bytes, others use large packets in the order to improve header efficiency. In addition, traffic behaviour has significant impact on network resources: while some services inject traffic with a constant bit rate in order to provide certain quality of service and a better user’s experience, other applications generate bursty traffic, with a different number of frames into each burst.

The demand of high amounts of data by Internet users, in conjunction with the existing complex network architectures, implies that some network points become critical bottlenecks. Nowadays, this mainly happens in access networks, because capabilities are lower than the ones available in the backbone; in addition, bottlenecks may also appear at critical points of high-performance networks.

In these points, the discarding of packets in router queues is the main cause of packet loss. So the implementation of router buffers, and the implemented policies, are of primary importance in order to ensure the correct delivery of the traffic of different applications and services.

Mid and low-end routers can be found in access networks, and they normally do not implement advanced traffic management techniques. However, they always use buffers as a traffic regulator mechanism so buffer size becomes an important design parameter; buffer can be measured in different ways: maximum number of packets it can store, amount of bytes, or even queueing time limit. Most Internet routers use FIFO drop-tail buffers but there exist another techniques to manage drop-tail buffers, e.g. Random Early Detection (RED). This techniques, in conjunction with buffer size, mainly define the buffer behaviour, and therefore, how traffic is affected by it.

As a consequence, if the size of the buffer and its behaviour are known, some techniques can be used so as to improve link utilization: multiplexing a number of small packets into a big one, fragmentation, etc. But there is a problem: manufacturers do not include all the implementations details in the technical specifications of the devices, but just part of them, related to technology used, etc. In the other hand, if a communication has to cross another network or the Internet, some knowledge about the device’s characteristics or the buffer’s behaviour will be interesting. For these situations, our group is currently working on the development of a tool able to discovery some characteristics of the buffer and its behaviour. The idea is to permit measurements not only when we have physical access to “System Under Test” but also in the case of only having remote access.

The paper is organized as follows: section II discusses the related works. The test methodology is presented in section III. The next section covers the experimental results. The paper ends with the conclusions.
II. RELATED WORKS

A. Buffer: types and behaviour

The fact of having rates at the input and output link of routers produce bottlenecks in the network, so packet loss may occur. Buffers are used to reduce packet loss by absorbing transient bursts of traffic when routers cannot forward them at that moment. They are instrumental in keeping output links fully utilised during congestion times.

For many years, researchers accepted the so-called rule of thumb to obtain the amount of buffering needed at a router’s output interface. This rule was proposed in 1994 [2] and it is given by \( B = C \times RTT \), where \( B \) is the buffer size, \( RTT \) is the average round-trip time and \( C \) the capacity of the router’s network interface. This rule of thumb is also called the Bandwidth Delay Product (BDP). It was experimentally obtained using at most 8 TCP flows on a 40 Mbps core link, so there is no recommendation for sizing buffers when there is a significant number of TCP flows with different RTTs.

In 2004, researchers from Stanford University [3] proposed a reduced buffer size by dividing BDP by the square root of the number of TCP flows \( B = C \times RTT/\sqrt{N} \). This new approximation assumes that the number of TCP flows is large enough so as to consider them as asynchronous and independent from each other. This model was called small buffer.

In [4] it was suggested the use of even smaller buffers, called tiny buffers, considering a buffer size of some tens of packets. However, the use of this model presents a trade-off: on one hand, reducing buffers to only a few dozen of KBytes can produce a 10% – 20% drop probability. The model was obtained based in no bursty traffic and TCP flows were not synchronised.

However, some real-time IP flows are bursty as e.g. video streaming, so this leaves some uncertainty in buffer sizing. In [5] and [6], TCP and UDP combined traffic in very small buffers was obtained using non-bursty traffic, and finding an anomalous region for UDP packets, where loss probability grows with buffer size increase.

It has also been observed in the literature that the buffer size is measured in different ways: e.g., in [7] the routers of two manufactures are compared, and one gives the information in packets, whereas the other one measures it in milliseconds, which is equivalent to bytes.

In the other hand, router buffer size is not a parameter appearing in the technical specifications that manufacturers provide with their devices. However, this design characteristic is important when planning a network. The reason for this is that there is a relationship between router buffer size and link utilization, since an excessive amount of memory would generate a significant latency increment when the buffer is full. On the other hand, a very small amount of memory in the buffer will increase packet loss in congestion time. As a consequence, the knowledge of the buffer behaviour is an interesting parameter which can be considered when trying to improve link utilization.

B. Influence of the buffer in different services

In [12] the authors present a Matlab simulation study of the influence of a multiplexing method on the parameters that define the subjective quality of online games: mainly delay, jitter and packet loss. The work considers two buffer implementations, each one with two buffer sizes, in order to study the relationship between router’s buffer and multiplexing on subjective quality. The multiplexed traffic of a number of users shared the same access link. The results show that small buffers present better characteristics in order to maintain delay and jitter in adequate levels, at the cost of increasing packet loss. In addition, buffers whose size is measured in packets also increase packets loss.

Another case of multiplexing study is presented in [13], where three different router’s buffer policies (dedicated, big and time-limited buffer) are tested, also using two multiplexing schemes. Router’s buffer policies cause different behaviour in packet loss, as well as R-factor.

III. TEST METHODOLOGY

A. Test procedure

The scheme of the tests is shown in figure 1. There is a “System Under Test” (SUT from now), which may be either a device or a network. Traffic is sent from a source, and arrives to the destination traversing the SUT. Two hubs and a server are used in order to capture the traffic at the input and at the output of the SUT. The test is based on the sending of a burst of UDP packets from the source to the destination machine, so as to produce a buffer overflow in the SUT. This test is repeated using different bandwidths. Packets of different sizes are used so as to determine if the buffer is measured in number of packets or in bytes.

B. Methodology

We will use two methodologies to estimate buffer behaviour, size, limits and output rate. The methods are based on the premise that output rate can be obtained from destination capture. Output rate depends on the technology used in each case (LAN, WiFi).

- **Method 1:** Counting the number of packets in the queue in the moment that a packet arrives at the buffer.
• **Method 2:** If the delay of a packet in the buffer can be determined, then the variations of this delay can give us useful information for estimating buffer size.

The first option brings a more accurate estimation, but it requires physical access to the SUT. The second option can also be used when there is not direct access to the system.

1) **Finding buffer size with physical access:** The first option, which can be used to determine buffer size in case of having physical access is shown in figure 2. All packets transmitted are identified by a sequence number included in the payload, so buffer size is estimated by the number of packets in queue between the arrival and leave time.

When physical access to the SUT is guaranteed, a sniffer can be included, capturing traffic at the ends of the device. When the capture ends, two files are saved at the input and output of the sniffer: we will denote them as in-capture and out-capture.

Both files are processed with a shell script to calculate packet delay, packet loss, interarrival packet time, input and output buffer rate and filling buffer rate. Buffer size is determined for each packet as follows: for all packets in in-capture, a shell script looks for the incoming time in in-capture and counts in out-capture the number of packets between incoming time and the time stamp registered in out-capture, finally the buffer size is estimated as the average of all these values.

2) **Finding buffer size with remote access:** A good estimation can also be obtained even if there is no physical access. By the use of ETG (E2E Traffic Generator), a tool which we will explain in the next section, unattended measurements in destination have been deployed. In spite of not having direct sniffer captures, it is possible to know the incoming traffic characteristics in the destination. Nevertheless, some modifications are required in the way calculations are done. In this case, we have used the second option to determine buffer size.

Figure 2 shows the relationship between sent and received packet times. The method is based on sending a continuous packet flow at a rate bigger than the output capacity. This will flood the buffer and cause packet loss. 

The times that can be included, capturing traffic at the ends of the device.

\[ T_r = T_{fill} + T_{empty} \]  

Let \( R_{in} \) and \( R_{out} \) the input and output rates of the buffer, respectively. We define \( R_{fill} \) as the rate in which the buffer fills when \( R_{in} \) is bigger than \( R_{out} \) (\( R_{fill} = R_{in} - R_{out} \)). \( L_{buffer} \) is the size of the buffer in bytes. A packet spends \( L_{buffer}/rate \) to cross the full buffer, so we can obtain \( T_r \) as, 

\[ T_r = \frac{L_{buffer}}{R_{fill}} + \frac{L_{buffer}}{R_{out}} \]  

therefore, 

\[ L_{buffer} = \frac{T_r}{\frac{1}{R_{in}} - \frac{1}{R_{out}}} \]  

The output rate can be easily determined, because the remote capture includes the arrival time for each packet and packet length is known. Input rate is not as trivial as output rate, because we only have the destination capture. But if transmission time could be determined, for certain amount of packets, then input rate can also be found.

The times \( T_r \) and \( T_i \) are not the same because the buffer never empties completely, since new packets are always arriving at the input. However, \( t \) can be exactly measured and it will have the same value in both extremes. In this case, when destination receives \( n \) consecutive packets, the source has sent \( n + m \) packets (where \( m \) is the number of dropped packets). \( m \) can be known since all the packets have a unique identifier. With this information, output and input rate can be estimated only from the data contained in the destination capture, using the following expression:

\[ R_{in} = \frac{n_{tx} + m_{tx}}{l} \times \text{packet size} \]  

**IV. Experimental results**

In order to illustrate the proposed methodology, real tests have been deployed in a testbed, which scheme is shown in figure 1 and results are analysed based on procedures shown in figure 2 and 3. Real machines have been used (Linux kernel 2.6.38 – 7, Atheros AR9287 wireless network adapter, Intel® CoreTM 13 CPU 2.4 GHz) in a laboratory environment, in order to identify the buffer behaviour of different devices.

**A. ETG (E2E Traffic Generator)**

This tool was developed by our group [14] with the aim of using it for link analysis in VoIP. In this work we will use it to generate the IP flows. It allows us to calculate objective quality parameters (delay, jitter and loss rate) and also subjective ones (R factor, MOS). It is capable of establishing E2E communications between hosts, by sending and receiving at an output rate, and \( T_r \) is the sum of two times: the delay for completely filling the buffer until a packet loss occurs; plus the time the last accepted packet needs to go through the buffer. As a consequence, this time will be noticed at the out-capture when the first packet is missing. So,
multiple UDP traffic bursts. It generates one-way and round trip traffic and captures it at the ends of the communication.

One advantage of this application is that it provides repeatability for the tests. In addition, a mechanism allows task automation, allowing test iteration between start and end moments. It is also able to generate traffic emulating the characteristics of certain services, and it allows sending packets whose size and transmission intervals are read from a file.

B. Real scenarios

We have studied two different scenarios, in both cases a host sends traffic to a destination through a network or a device. A sniffer is included at the best location for making captures. ETG was used to generate UDP flows to flood the buffer, and also to automate tcpdump captures in the ends of the link. Flows were sent from source to destination. Different bandwidths were set in the hubs in order to create a bottleneck which has to be measured. Flow control options in the switch are disabled.

1) First scenario: Wireless network: In the first case, a link between two access points (Linksys WAP54G) has been analyzed, trying to estimate the buffer size of this access point. Figure 4 shows the topology used: both hosts are connected to the hubs using 100 Mbps and 10 Mbps links respectively. UDP flows were sent from source to destination. Different bandwidths were set in the hubs in order to create a bottleneck which has to be measured. Flow control options in the switch are disabled.

2) Second scenario: Wired network: For the second scenario, the topology shown in figure 5 has been used. In this case, a typical home network is accessed by other host from a different network across the internet. UDP flows were sent from source to destination, with the aim of obtaining the buffer size of AP1.

C. Measurements with physical and remote access

A particular buffer behaviour has been observed in the wired and wireless devices tested in both scenarios: when the buffer is completely full no more packets are accepted, it will be called upper limit. In this moment, the buffer does not accept new packets until a certain amount of memory is available, it will be called lower limit, and in this moment the filling process begins again. This can be seen in figure 6.

Although this behaviour has some similarities with Random Early Detection (RED), it is not the same: when RED is used, if the buffer is almost empty, all incoming packets are accepted but when the number of enqueued packets grows, the probability for dropping an incoming packet grows too. Finally, if the buffer is full, all incoming packets are dropped. On the other hand, the observed buffer behaviour does not use any dropping probability: if the buffer is full, it does not accept new packets until a certain amount of memory is available.

It is well known [7] that some manufacturers measure the buffer in number of packets whereas others define it in number of bytes, or even in terms of the maximum allowed queueing delay. In order to take this into account, UDP flows using three different packet lengths are sent to flood the buffer. If the estimating size is the same for the three traffics, then we know that the buffer is measured in number of packets. Otherwise, it is measured in bytes. Table I presents a summary of the traffic used for these tests.

---

**Fig. 3.** Estimating packets in queue in remote access.

**Fig. 4.** First scenario: Estimating buffer size in a wireless network.

**Fig. 5.** Second scenario: Estimating buffer size in a wired network.

---

Table I: Summary of the traffic used for these tests.
For both scenarios, buffer size is the same when changes in the packet length are made, so in these cases, buffer size is defined by number of packets.

1) First scenario: In this wireless scenario we have compared the two methods when there is physical access to the SUT (table II). The presented results are the ones obtained using packets of 1500 bytes, since they are the most accurate. It can be seen that method 1 is the most accurate estimation so it has been used to compare with method 2. Variations of the output rate in wireless network generate error growth. The reason for this is illustrated in table III: while filling rate is relatively constant, the emptying rate shows variations for the highest bandwidths. The reason for this is that the WiFi access point switches from higher to lower speeds depending on the state of the radio channel.

2) Second scenario: In this case we want to test the accuracy of our method when there is no possibility of physical access to the SUT. In order to be able to present comparative studies, first of all, we obtained the buffer size using method 1 with physical access. Next, the estimations obtained using method 2 are compared with previous results, and the relative error is presented. These tests were deployed using physical and remote access (see table IV). Again, the best results are obtained using 1500 bytes packets, so we present them. Three different amounts of bandwidth have been used in order to flood the buffer.

If we look at the physical access results (first three rows of the table), we see that the accuracy of the buffer size estimation using the method 2 is high. In addition, the error diminishes as input rate grows.

Regarding remote access results, it should be noticed that the results are less accurate but they are still acceptable. As integer values for the buffer capacity are used, in some cases the results are exactly the same than the ones of method 1, so the obtained value of the error is null.

Again, the values presented in the tables are the ones obtained using packets of 1500 bytes. The results using smaller packets are less accurate so we have not presented them.

---

**TABLE II**  
**WiFi access point buffer size for different bandwidth.**

| Access point bandwidth | Method 1 | Method 2 | Method 2 error (%) |
|------------------------|----------|----------|-------------------|
| Mbps                   | LL | UL | LL | UL | LL | UL |
| 1                      | 30 | 55 | 30 | 55 | 0 | 0 |
| 2                      | 30 | 55 | 30 | 55 | 0 | 0 |
| Wi-Fi                  | 5.5 | 30 | 55 | 32 | 53 | 6.67 | 3.63 |
| 11                     | 30 | 55 | 33 | 52 | 10 | 5.45 |
| 54                     | 30 | 55 | 36 | 59 | 20 | 7.27 |

LL: Stands for lower limit.  
UL: Stands for upper limit.

**TABLE III**  
**Observed variations in buffer output rate for different bandwidth.**

| Access point rate (Mbps) | Minimum | Maximum |
|--------------------------|---------|---------|
| Ethernet (physical)      | 10.88   | 28.36   |
| Ethernet (remote)        | 13.7    | 1.41    |

**TABLE IV**  
**Ethernet buffer size for different bandwidth.**

| Bandwidth | Method 1 | Method 2 | Method 2 error (%) |
|-----------|----------|----------|-------------------|
| Mbps      | LL | UL | LL | UL | LL | UL |
| Ethernet (physical) | 20 | 85 | 115 | 83 | 113 | 2.35 | 1.74 |
| Ethernet (remote)   | 40 | 85 | 115 | 84 | 114 | 1.17 | 0.87 |

LL: Stands for lower limit.  
UL: Stands for upper limit.  
*These values were calculated as physical access to compare method 2.
V. CONCLUSION

This article has presented two methods to analyse the technical and functional characteristics of commercial buffers of different devices, or even networks. This characterization is important, taking into account that the buffer may modify traffic characteristics, and may also drop packets.

The methodology can be used if there is physical access to the “System Under Test”, but it is also useful, with certain limitations, for measuring a remote system. Tests using commercial devices have been deployed in two different scenarios, using wired and wireless networks. A particular buffer behaviour has been observed for a device: once the buffer is full, it does not accept new packets until a certain space is again available.

The results show that accurate results of the buffer size can be obtained when there is physical access to the “System Under Test”. In case of having no direct access to the system, an acceptable estimation can also be obtained if the input rate is more than three times the output rate. In this case, big packets have to be used for the tests. As future work the method has to be improved in order to minimize the error, especially when measuring wireless devices.
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