A new compound Lomax model is proposed and analyzed. The novel distribution is derived based on compounding the zero truncated Poisson distribution and the exponentiated exponential Lomax distribution. The new density can be “monotonically left skewed,” “monotonically right skewed” and “symmetric” with various useful shapes. The new hazard rate can be “upside down bathtub-increasing,” “bathtub (U-shape),” “monotonically decreasing,” “increasing-constant” and “monotonically increasing.” Relevant statistical properties are derived. We briefly describe different estimation methods, namely the maximum likelihood, Cramér-von-Mises, ordinary least squares, weighted least square, Anderson–Darling, right tail Anderson–Darling and left tail Anderson–Darling. Monte Carlo simulation experiments are performed for comparing the performances of the proposed methods of estimation for both small and large samples. For facilitating the mathematical modeling of the bivariate real data sets, we...
derive some new corresponding bivariate distributions. Graphical simulation study is performed for assessing the finite sample behavior of the estimators using the maximum likelihood method. Two applications are provided for illustrating the applicability of the new model.
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### 1 Introduction

Lomax [33] presented a new distribution for modeling business failure data, and this model is called the Lomax distribution also named as Pareto type-II (PII) distribution. A special attention is paid to the Lomax distribution and its generalizations in applied statistics and related fields such as instance models, biological studies, wealth inequality, income, engineering, medicine, engineering, and reliability. The Lomax model is applied in modeling income and wealth data (see Harris [25] and Asgharzadeh and Valiollahi [10]), progressively type-II censored competing risks data [18], firm size data (see Corbellini et al. [16]), engineering, reliability and economic data sets (see Elgohari and Yousof [19]), failure times data (see Chesneau and Yousof [15]), among others. Furthermore, many other Lomax extensions can be cited such as exponentiated Lomax [24], gamma Lomax [17], transmuted Topp–Leone Lomax [43], Kumaraswamy Lomax [32], Burr-Hatke Lomax [41], beta Lomax [32], odd log-logistic Lomax [19], Poisson Burr X generalized Lomax model [28], proportional reversed hazard rate Lomax [19], special generalized mixture Lomax [15], the Burr X exponentiated Lomax distribution and the Marshall–Olkin Lehmann Lomax distribution [2]. However, other related Lomax models with different applications under censored and uncensored data can be found in Aboraya and Butt [3], Goual and Yousof [21], Ibrahim et al. [27], Ibrahim [26] and Mansour et al. [36].

A random variable (RV) is said to have the Lomax distribution if its cumulative distribution function (CDF) is given by

\[
F_\theta(z) = 1 - (1 + z)^{-\theta}, \quad z \geq 0,
\]

where \( \theta > 0 \) refers to the shape parameter. The above CDF is a special case from the Burr type XII (BXII) model. So, many useful details about the Lomax model along with its relationship with other related models can be found in Burr [11–13], Lomax [33], Burr and Cislak [14], Harris [25], Rodriguez [34], Tadikamalla [35] and Yadav et al. [44]. In this paper, we propose and study a new compound version Lomax (L) distribution using zero truncated Poisson (ZTP) distribution. Suppose that a system has \( N \) (a discrete random variable) subsystems functioning independently at a given time where \( N \) has ZTP distribution with parameter \( a \) and the failure time of \( i \)th component \( Y_i | i = 1, 2, \ldots \) (say), independent of \( N \). It is the conditional probability distribution
of a Poisson-distributed random variable (RV), given that the value of the RV is not zero. The probability mass function (PMF) of \( N \) is given by

\[
P_a(N = n) = \frac{a^n \exp(-a)}{\Gamma(1 + n)[1 - \exp(-a)]}
\]

Note that for ZTP RV, the expected value \( \mathbb{E}(N|a) \) and variance \( \mathbb{V}(N|a) \) are, respectively, given by

\[
\mathbb{E}(N|a) = a/[1 - \exp(-a)]
\]

and

\[
\mathbb{V}(N|a) = \frac{a(1 + a)}{1 - \exp(-a)} - \frac{a^2}{[1 - \exp(-a)]^2}.
\]

Suppose that for each sub-device, the failure time (i.e., \( i \)th sub-device) has the exponentiated exponential Lomax (EEL) and having the following CDF

\[
G_{b,\theta}(z) = \left(1 - \exp\left\{-\left(1 + z\right)^\theta - 1\right\}\right)^b \mid_{z \in \mathbb{R}^+},
\]

where \( b > 0 \) is the shape parameter. For \( b = 1 \), the exponentiated exponential Lomax model reduces to exponential Lomax model. For \( \theta = 1 \), the exponentiated exponential Lomax model reduces to exponentiated exponential model. For \( b = \theta = 1 \), the exponentiated exponential Lomax model reduces to exponential model. Let \( Y_i \) denotes the failure time of the \( i \)th subsystem and let \( Z = \min\{Y_1, Y_2, \ldots, Y_N\} \). Then, the conditional CDF of \( Z \) given \( N \) is

\[
F(z|N) = 1 - \Pr(Z > z|N) = 1 - \left[1 - \left(1 - \exp\left\{\left(1 + z\right)^\theta - 1\right\}\right)^b\right]^N.
\]

Therefore, the unconditional CDF of \( X \), as described in Aryal and Yousof [5], Korkmaz et al. [31], Alizadeh et al. [6], can be expressed as

\[
F_{a,b,\theta}(z) = \frac{1}{1 - \exp(-a)} \left(1 - \exp\left\{-a\left(1 - \exp\left\{-\left(1 + z\right)^\theta - 1\right\}\right)\right\} \right)^b \mid_{a \in \mathbb{R} - \{0\}, z \in \mathbb{R}^+}.
\]

The CDF in (2) is called the Poisson exponentiated exponential Lomax (PEEL) model. The corresponding probability density function (PDF) can be derived as

\[
f_{a,b,\theta}(z) = \frac{ab\theta(1 + z)^{\theta-1}\exp\left\{-\left(1 + z\right)^\theta - 1\right\}}{[1 - \exp(-a)](1 - \exp\left\{-\left(1 + z\right)^\theta - 1\right\})^{1-b}}
\]

\[
\times \exp\left\{-a\left(1 - \exp\left\{-\left(1 + z\right)^\theta - 1\right\}\right)\right\} \mid_{a \in \mathbb{R} - \{0\}, z \in \mathbb{R}^+}.
\]

\[
\mathbb{A}_{a, b, \theta}(z)
\]

Springer
A RV $Z$ having PDF (3) will be denoted by $Z \sim \text{PEEL} \ (a, b, \theta)$. The PDF in (3) is said to be “concave PDF” if for any $Z_1 \sim \text{PEEL} \ (a_1, b_1, \theta_1)$ and $Z_2 \sim \text{PEEL} \ (a_2, b_2, \theta_2)$ the PDF satisfies

$$f(\varepsilon z_1 + \varepsilon z_2) \geq \varepsilon f(z_1) + \varepsilon f(z_2) |_{0 \leq \varepsilon \leq 1} \text{ and } \varepsilon = 1 - \varepsilon.$$ 

If the function $f(\varepsilon z_1 + \varepsilon z_2)$ is twice differentiable, then if $f''(\varepsilon z_1 + \varepsilon z_2) < 0$, $\forall Z \in \mathbb{R}^+$, then $f(\varepsilon z_1 + \varepsilon z_2)$ is “strictly convex.” If $f''(\varepsilon z_1 + \varepsilon z_2) \leq 0$, $\forall Z \in \mathbb{R}^+$, then $f(\varepsilon z_1 + \varepsilon z_2)$ is “convex.”

The PDF in (3) is said to be “convex PDF” if for any $Z_1 \sim \text{PEEL} \ (a_1, b_1, \theta_1)$ and $Z_2 \sim \text{PEEL} \ (a_2, b_2, \theta_2)$, the PDF satisfies

$$f(\varepsilon z_1 + \varepsilon z_2) \leq \varepsilon f(z_1) + \varepsilon f(z_2) |_{0 \leq \varepsilon \leq 1} \text{ and } \varepsilon = 1 - \varepsilon.$$ 

If the function $f(\varepsilon z_1 + \varepsilon z_2)$ is twice differentiable, then if $f''(\varepsilon z_1 + \varepsilon z_2) > 0$, $\forall Z \in \mathbb{R}^+$, then $f(\varepsilon z_1 + \varepsilon z_2)$ is “strictly convex PDF.” If $f''(\varepsilon z_1 + \varepsilon z_2) \geq 0$, $\forall Z \in \mathbb{R}^+$, then $f(\varepsilon z_1 + \varepsilon z_2)$ is “convex.” If $f(\varepsilon z_1 + \varepsilon z_2)$ is “convex PDF” and $\psi$ is a constant, then the function $\psi f(\varepsilon z_1 + \varepsilon z_2)$ is “convex.” If $f(\varepsilon z_1 + \varepsilon z_2)$ is “convex PDF,” then $[\psi f(\varepsilon z_1 + \varepsilon z_2)]$ is convex for every $\psi > 0$. If $f(\varepsilon z_1 + \varepsilon z_2)$ and $g(\varepsilon z_1 + \varepsilon z_2)$ are “convex PDF,” then $[f(\varepsilon z_1 + \varepsilon z_2) + g(\varepsilon z_1 + \varepsilon z_2)]$ is also “convex PDF.” If $f(\varepsilon z_1 + \varepsilon z_2)$ and $g(\varepsilon z_1 + \varepsilon z_2)$ are “convex PDF,” then $[f(\varepsilon z_1 + \varepsilon z_2) \div g(\varepsilon z_1 + \varepsilon z_2)]$ is also “convex PDF.”

Staying in (3), for $a = 1$, the Poisson exponentiated exponential Lomax reduces to quasi-Poisson exponentiated exponential Lomax (QPEEL) model. For $b = 1$, the Poisson exponentiated exponential Lomax model reduces to Poisson exponential Lomax model. For $\theta = 1$, the Poisson exponentiated exponential Lomax model reduces to Poisson exponentiated exponential model. For $b = \theta = 1$, the Poisson exponentiated exponential Lomax model reduces to Poisson exponential model. For $a = b = 1$, the Poisson exponentiated exponential Lomax model reduces to quasi-Poisson exponential Lomax model. For $a = \theta = 1$, the Poisson exponentiated exponential Lomax model reduces to quasi-Poisson exponential model.

The hazard rate function (HRF) can be derived from $f_{a,b,\theta}(z)/[1 - F_{a,b,\theta}(z)]$. Figure 1 (left plot) gives some plots of the PEEL PDF. Figure 1 (right plot) gives some plots of the PEEL HRF for some selected values of the parameters. Based on Fig. 1 (left plot), it is noted that the PDF of the PEEL can be “monotonically left skewed,” “monotonically right skewed” and “symmetric” with various useful shapes. Based on Fig. 1 (right plot), it is noted that the HRF of the PEEL can be “upside down bathtub-increasing,” “bathtub (U-shape),” “monotonically decreasing,” “increasing-constant” and “monotonically increasing.” The PEEL model could be useful in modeling the “asymmetric monotonically increasing HRF” real data sets as illustrated in Sect. 6.
First, for facilitating the mathematical modeling of the bivariate RVs, we derive some new bivariate PEEL (BPEEL) type distributions using “Farlie–Gumbel-Morgenstern copula” (FGMCp) Morgenstern [37], Farlie [20], Gumbel [22], Gumbel [23], Johnson [29] and Johnson [30], modified FGMCp which contains four internal types, “Clayton copula (CCp)” (see Nelsen [39] for details), “Rényi’s entropy copula (RECp)” (Pougaza and Djafari [40] and “Ali-Mikhail-Haq copula (AMHCp)” [4]. The multivariate PEEL (MPEEL) type can be easily derived based on the Clayton copula. However, future works may be allocated to study these new models. Additionally, we briefly describe different estimation methods, namely the maximum likelihood, Cramér-von-Mises, ordinary least square, weighted least square, Anderson–Darling, right tail Anderson–Darling and left tail Anderson–Darling. Monte Carlo simulation experiments are performed for comparing the performances of the proposed methods of estimation for both small and large samples. The above-mentioned estimation methods are compared also using two real data sets.

Second, we briefly considered and then described different estimation methods, namely the maximum likelihood estimation (MLE) method, Cramér-von-Mises estimation (CVM) method, ordinary least square estimation (OLS) method, weighted least square estimation (WLSE) method, Anderson–Darling estimation (ADE) method, right tail Anderson–Darling estimation (RTADE) method, left tail Anderson–Darling estimation (LTADE) method. These methods are used in estimation process of the unknown parameters.

Generally, in statistical modeling of the failure times of the aircraft windshield data, the PEEL model is compared with many common Lomax extensions such as the special generalized mixture Lomax, the odd log-logistic Lomax, the Burr-Hatke Lomax, the transmuted Topp–Leone Lomax, the Gamma Lomax, the Kumaraswamy Lomax, the McDonald Lomax, the exponentiated Lomax and the proportional reversed hazard rate Lomax under the Akaike information criteria, consistent-information criteria, Bayesian information criteria and Hannan–Quinn information criteria. The PEEL...
model provided better fits in modeling failure times of the aircraft windshield data. In statistical modeling of the service times of the aircraft windshield, the PEEL model is compared with many common Lomax extensions such as the special generalized mixture Lomax, the odd log-logistic Lomax, the transmuted Topp–Leone Lomax, the Gamma Lomax, the Kumaraswamy Lomax, the McDonald Lomax, the exponentiated Lomax and the proportional reversed hazard rate Lomax under the Akaike information criteria, consistent-information criteria, Bayesian information criteria and Hannan–Quinn information criteria. The PEEL model provided better fits in modeling service times of the aircraft windshield data.

In this paper, after studying the main statistical properties and presenting some bivariate type extensions, we briefly considered and then described different estimations. Monte Carlo simulation experiments are performed for comparing the performances of the proposed methods of estimation for both small and large samples.

2 Properties

2.1 Expanding the New Density

We present a simple useful expansion for the new PDF given on (3) in terms of the exponentiated Lx (exp-L) model. Using the obtained expansion, we derive the main mathematical properties of the new PDF of the PEE model. Then, the PDF in (4) can be expressed as

\[
A_{a,b}(z) = \sum_{h=0}^{\infty} \frac{1}{h!} (-a)^h \left(1 - \exp\{-[(1 + z)\theta - 1]\}\right)^{bh}.
\]

\[
f_{a,b,\theta}(z) = \frac{b\theta}{1 - \exp(-a)} \sum_{h=0}^{\infty} \frac{(-1)^h a^{1+h}(1 + z)^{-1}}{h! \exp\{-[(1 + z)^\theta - 1]\}}
\]

\[
\left(1 - \exp\{-[(1 + z)^\theta - 1]\}\right)^{b(h+1)-1}.
\] (4)

Considering the power series

\[
\left(1 - \frac{c_1}{c_2}\right)^{c_3+1} = \sum_{l=0}^{\infty} \frac{(-1)^l \Gamma(2 + c_3)}{l! \Gamma(2 + c_3 - l)} \left(\frac{c_1}{c_2}\right)^l \left|\frac{c_1}{c_2}\right|^{l} \Gamma(1 + c_3),
\] (5)

and applying (5) to the quantity \(B_{b(h+1),}(z)\) in (4), we get

\[
B_{b(h+1),}(z) = \sum_{l=0}^{\infty} \frac{(-1)^l \Gamma(b(h + 1))}{l! h! \Gamma(b(h + 1) - l)} \exp\{-l[(1 + z)^\theta - 1]\}.
\]
Inserting the expansion of the quantity $B_{b(h+1)}(z)$ into (4), then, the PDF of the PEEL can be expressed as

$$f_{a,b,\theta}(z) = \frac{b\theta}{1 - \exp(-a)}(1 + z)^{\theta-1} \sum_{h,l=0}^{\infty} a^{1+h} (-1)^{h+l} \frac{(b(h + 1))}{l! h! \Gamma(b(h + 1) - i)} C_{(l+1)}(z).$$  \hspace{1cm} (6)

Expanding the quantity $C_{(l+1)}(z)$, we can write

$$C_{(l+1)}(z) = \exp[-(l + 1)((1 + z)^\theta - 1)] = \sum_{\tau=0}^{\infty} (-1)^\tau (l + 1)^\tau \frac{[1 - (1 + z)^{-\theta}]^\tau}{\tau! (1 + z)^{\theta \tau}}.$$  \hspace{1cm} (7)

Inserting the result of (7) into (6), the PEEL density can be reduced to

$$f_{a,b,\theta}(z) = \frac{b\theta(1 + z)^{-\theta-1}}{1 - \exp(-a)} \sum_{h,l,\tau=0}^{\infty} a^{1+h} (-1)^{h+l+\tau+1} \frac{\Gamma(b(h + 1) + l + 1)^\tau}{h! \tau! \Gamma(b(h + 1) - l)} \left[1 - (1 + z)^{-\theta}\right]^\tau.$$  \hspace{1cm} (8)

Expanding $(1 + z)^{-\tau-2}$ via generalized binomial expansion, we get

$$(1 + z)^{-\tau-2} = \sum_{d=0}^{\infty} \frac{\Gamma(\tau + d + 2)}{k! \Gamma(\tau + 2)} [1 - (1 + z)^{-\theta}]^d.$$  \hspace{1cm} (9)

Inserting (9) in (8), the PDF of the PEEL can be summarized as

$$f_{a,b,\theta}(z) = \sum_{\tau,d=0}^{\infty} \varepsilon_{\tau,d} h_{\tau+d+1}(z;\theta)|_{(\tau+d+1)>0},$$  \hspace{1cm} (10)

where

$$h_{\tau+d+1}(z;\theta) = \theta(\tau + d + 1)(1 + z)^{-\theta-1}[1 - (1 + z)^{-\theta}]^{\tau+d}$$  \hspace{1cm} (11)

is the PDF of the exp-L model with power $\tau + d + 1$ and $\varepsilon_{\tau,d}$ is a constant where

$$\varepsilon_{\tau,d} = \frac{b}{(1 - \exp(-a))]\tau! d!} \sum_{h,l=0}^{\infty} a^{1+h} (-1)^{h+l+\tau+1} \frac{(b(h + 1))\Gamma(\tau + d + 2)}{l! \Gamma(b(h + 1) - l)\Gamma(\tau + 2)}.$$  \hspace{1cm} (12)

Similarly, the CDF of the PEEL model can also be expressed as

$$F_{a,b,\theta}(z) = \sum_{\tau,d=0}^{\infty} \varepsilon_{\tau,d} H_{\tau+d+1}(z;\theta)|_{(\tau+d+1)>0},$$  \hspace{1cm} (12)
where $H_{\tau+d+1}(z; \theta) = \left[1 - (1 + z)^{-\theta}\right]^{\tau+d+1}$ is the CDF of the exp-L family with power $\tau + d + 1$.

### 2.2 Moments

The calculations of this subsection involve several special functions, including the complete beta function $B(l_1, l_2) = \int_0^1 u^{l_1-1}(1-u)^{l_2-1}du$, the incomplete beta function $B_{l_3}(l_1, l_2) = \int_0^1 u^{l_1-1}(1-u)^{l_2-1}du$, the complete gamma function $\Gamma(l+1) = \int_0^{+\infty} y^{l_1} \exp(-y)dy = l_1! = \prod_{l_2=0}^{l_1-1} (l_1 - l_2)$, the lower incomplete gamma function $\gamma(l_1, l_2) = \int_0^{l_2} y^{l_1-1} \exp(-y)dy = \sum_{l_3=0}^{+\infty} (-1)^{l_3} l_3^{l_1} \frac{1}{\Gamma(1+l_3)}$, and the upper incomplete gamma function. Noting that $\Gamma(l_1) = \Gamma(l_1, l_2) + \gamma(l_1, l_2)$.

Let $Z$ be a RV having the PEEL $(a, b, \theta)$ model. Then, the $p$th moment of the RV $Z$ is

$$\mu_{p,Z} = \mathbb{E}(Z^p) = \sum_{\tau,d=0}^{+\infty} \sum_{l=0}^{p} \varepsilon_{\tau,d}(\tau + d + 1)(-1)^l \left( p \atop l \right) B(\tau + d + 1, 1 + \frac{l - p}{\theta}) |_{\theta > p}.$$ 

### 2.3 Moment Generating Function (MGF)

Clearly, the MGF can be derived from Eq. (10) as

$$M_Z(t) = \sum_{\tau,d,p=0}^{+\infty} \sum_{l=0}^{p} \frac{t^p}{l!} \varepsilon_{\tau,d}(\tau + d + 1)(-1)^l \left( p \atop l \right) B(\tau + d + 1, 1 + \frac{l - p}{\theta}) |_{\theta > p}.$$ 

### 2.4 Incomplete Moments

The $p$th incomplete moments, say $I_{p,Z}(t)$, of the RV $Z$ can be obtained from (10) as

$$I_{p,Z}(t) = \sum_{\tau,d=0}^{n} \varepsilon_{\tau,d} \Gamma^{-\infty, l}_{\tau + d + 1}(t),$$
where \( I_{p,t+d+1}^{\infty,t}(t) = \int_{-\infty}^{t} z^p h_{t+d+1}(z) dz \). Then, the \( p \)th incomplete moments can be written as

\[
I_{p,Z}(t) = \sum_{\tau,d=0}^{+\infty} \sum_{l=0}^{p} \varepsilon_{\tau,d}(\tau+d+1)(-1)^l \left( \frac{p}{l} \right) B_l \left( \tau+d+1, 1+\frac{l-p}{\theta} \right) |_{\theta>p},
\]

the 1st incomplete moments can be written as

\[
I_{1,Z}(t) = \sum_{\tau,d=0}^{+\infty} \sum_{l=0}^{p} \varepsilon_{\tau,d}(\tau+d+1)(-1)^l \left( \frac{1}{l} \right) B_l \left( \tau+d+1, 1+\frac{l-1}{\theta} \right) |_{\theta>1}.
\]

The mean deviations (MDs) about the \( \mu_{1,Z} \) are \( \mathbb{E}(|Z - \mu_{1,Z}|) = m_1(\mu_{1,Z}) \) and the MDs about the median (D) are \( \mathbb{E}(|Z - D|) = m_2,Z(D) \) of the RV \( Z \) are given by \( m_{1,Z}(\mu_{1,Z}) = 2\mu_{1,Z} F(\mu_{1,Z}) - 2I_{1,Z}(\mu_{1,Z}) \) and \( m_{2,Z}(D) = \mu_{1,Z} - 2I_{1,Z}(D) \), respectively, where \( \mu_{1,Z} = \mathbb{E}(Z) \) is the arithmetic mean of the RV \( Z \), \( D = Q(\frac{1}{2}) \) is the median of the RV \( Z \), and \( I_{1,Z}(t) \) is the first incomplete moment is given by \( I_{1,Z}(t) \). These results for \( I_{1,Z}(t) \) can be directly applied for calculating the Bonferroni (Bon(\( \Delta \))) and Lorenz (Lor(\( \Delta \))) curves defined, for a certain given probability, say \( \Delta \), by \( \text{Bon}(\Delta) = I_{1,Z}(Q(\Delta))/\mu_{1,Z} \) and \( \text{Lor}(\Delta) = I_{1,Z}(Q(\Delta))/\mu_{1,Z} \), respectively.

### 2.5 Residual Life (RL) and Reversed Residual Life (RRL)

The \( j \)th moment of the RL of the RV \( Z \) can be obtained from \( w_{j,Z}(t) = \mathbb{E}[(Z - t)^j] |_{Z>t} \) and \( j \in \mathbb{N} \) or from

\[
w_{j,Z}(t) = \frac{1}{1 - F_{a,b,\theta}(t)} \int_{t}^{\infty} (z - t)^j f_{a,b,\theta}(z) dz,
\]

which can also be written as

\[
w_{j,Z}(t) = \frac{1}{1 - F_{a,b,\theta}(t)} \sum_{\tau,d=0}^{+\infty} \sum_{l=0}^{j} \varepsilon_{\tau,d}(j-i)(-1)^{j-i} \left( \frac{1}{j} \right) \sum_{\tau,d=0}^{+\infty} \varepsilon_{\tau,d+1}(t) \left( \frac{l-j}{\theta} \right) B_l \left( \tau+d+1, 1+\frac{l-j}{\theta} \right) |_{\theta>0, j \in \mathbb{N}, \theta>j}.
\]
where \( \varepsilon_{\tau,d,l}(w, j) = \varepsilon_{\tau,d} \sum_{i=0}^{j} \binom{j}{i} (-1)^{j-i} \). For \( j = 1 \), we obtain the mean of the residual life (MRL) which can be derived from \( w_{1,Z}(t) = \mathbb{E}[(Z - t)]_{Z > t} \) and \( j \in \mathbb{N} \) as

\[
w_{1,Z}(t) = \frac{1}{1 - F_{a,b,\theta}(t)} \sum_{\tau,d=0}^{+\infty} \sum_{l=0}^{j} \varepsilon_{\tau,d,l}(w, 1)(\tau + d + 1)(-1)^{j-i} \left( \frac{1}{l} \right)
B_{l} \left( \tau + d + 1, 1 + \frac{l-1}{\theta} \right) \mid_{l>0,j=1,\theta>j},
\]

where \( \varepsilon_{\tau,d,l}(w, 1) = \varepsilon_{\tau,d} \sum_{i=0}^{1} \binom{1}{i} (-1)^{1-i} \). On the other hand, the \( j \)th moment of the RRL is \( \mathcal{W}_{j,Z}(t) = \mathbb{E}[(t - Z)^j]_{Z \leq t, t > 0} \) and \( j \in \mathbb{N} \) or

\[
\mathcal{W}_{j,Z}(t) = \frac{1}{F_{a,b,\theta}(t)} \int_{0}^{t} (t - z)^j f_{a,b,\theta}(z) \, dz
\]

which can also be expressed as

\[
\mathcal{W}_{j,Z}(t) = \frac{1}{F_{a,b,\theta}(t)} \sum_{\tau,d=0}^{+\infty} \sum_{i=0}^{j} \varepsilon_{\tau,d,l}(\mathcal{W}, j)(\tau + d + 1)(-1)^{j-i} \left( \frac{1}{l} \right)
B_{l} \left( \tau + d + 1, 1 + \frac{l-j}{\theta} \right) \mid_{l>0,j \in \mathbb{N}, \theta>j},
\]

where \( \varepsilon_{\tau,d,l}(\mathcal{W}, j) = \varepsilon_{\tau,d} \sum_{i=0}^{j} (-1)^{j-i} \binom{j}{i} t^{j-i} \). For \( j = 1 \), we obtain the mean waiting time (MWT) which also called the mean inactivity time (MIT) which can be derived from \( \mathcal{W}_{1,Z}(t) = \mathbb{E}[(t - Z)]_{Z \leq t, t > 0} \) and \( j = 1 \).

\[
\mathcal{W}_{1,Z}(t) = \frac{1}{F_{a,b,\theta}(t)} \sum_{\tau,d=0}^{+\infty} \sum_{l=0}^{1} \varepsilon_{\tau,d,l}(\mathcal{W}, 1)(\tau + d + 1)(-1)^{1-i} \left( \frac{1}{l} \right)
B_{l} \left( \tau + d + 1, 1 + \frac{l-1}{\theta} \right) \mid_{l>0,j=1,\theta>j},
\]

where \( \varepsilon_{\tau,d,l}(\mathcal{W}, 1) = \varepsilon_{\tau,d} \sum_{i=0}^{1} (-1)^{1-i} \binom{1}{i} t^{1-i} \).

\( \text{© Springer} \)
Table 1 \( E(Z), V(Z), S(Z) \) and kurtosis \( K(Z) \) for PEEL model

| \( a \)  | \( b \)  | \( \theta \) | \( E(Z) \)  | \( V(Z) \)  | \( S(Z) \)  | \( K(Z) \)  |
|----------|----------|------------|------------|------------|------------|------------|
| 100      | 2        | 1.5        | 2.601701   | 0.193388   | 0.9002231 | 4.464820   |
| 50       |          |            | 2.351422   | 0.2077254  | 0.8717255 | 4.384698   |
| 1        |          |            | 0.9491521  | 0.3009324  | 0.9197308 | 4.154397   |
| 1        |          |            | 0.6729602  | 0.2194432  | 1.399503  | 5.792954   |
| 2        |          |            | 4.3 \times 10^{-5} | 0.4796717 | 1.719458  | 3.809564   |
| -10      | 0.5      | 0.5        | 11.034     | 106.9977   | 3.123071  | 22.3719    |
| 1        | 14.69851 | 148.2546   | 2.732932   | 17.9947    |            |            |
| 2        | 21.36689 | 196.5524   | 2.455676   | 15.2101    |            |            |
| 5        | 30.39189 | 270.7479   | 2.198878   | 12.88319   |            |            |
| 10       | 38.36502 | 334.5564   | 2.05793    | 11.69736   |            |            |
| 50       | 60.63687 | 508.2308   | 1.832747   | 9.941673   |            |            |
| 100      | 71.83602 | 594.1021   | 1.763346   | 9.435574   |            |            |
| 500      | 101.5548 | 819.4315   | 1.640098   | 8.578909   |            |            |
| 1000     | 115.9517 | 927.694    | 1.598616   | 8.302977   |            |            |
| 1.5      | 2        | 0.0001     | 0.001450   | 3.868685   | 1730.064  | 3,332,135  |
|          | 0.01     | 14.31791   | 37.93751   | 17.33530   | 336.2379  |            |
|          | 0.5      | 4.262846   | 34.93721   | 5.102594   | 54.6124   |            |
|          | 1        | 1.102535   | 0.842196   | 2.093886   | 10.07193  |            |
|          | 1.25     | 0.7892647  | 0.36049    | 1.745916   | 7.679011  |            |
|          | 1.5      | 5.9 \times 10^{-5} | 0.5690918 | 1.670289   | 3.525878  |            |

2.6 Numerical Analysis for Some Measures

Table 1 gives some numerical calculations for the mean \( (E(Z)) \), variance \( (V(Z)) \), skewness \( (S(Z)) \) and kurtosis \( (K(Z)) \) for PEEL distribution. Based on results listed in Table 1, it is noted that \( S(Z) \in (0.9, 1730.1) \) and \( K(Z) \) ranging from 3.525878 to 3,332,135.

3 Copula

3.1 BPEEL Type via CCp

Let us assume that \( X_1 \sim \text{PEEL}(a_1, b_1, \theta_1) \) and \( X_2 \sim \text{PEEL}(a_2, b_2, \theta_2) \). The CCp depending on the continuous marginal functions \( U = 1 - u \) and \( V = 1 - v \) can be considered as

\[
C_3(u, v) = \max \left( u^{-\frac{1}{3}} v^{-\frac{1}{3}} - 1; 0 \right)^{-\frac{1}{3}}, -1, \infty \in (0, 1), u \in (0, 1), \text{ and } v \in (0, 1)
\] (13)
Let $\overline{U} = 1 - F_{a_1,b_1,\theta_1}(z_1)|_{a_1,b_1,\theta_1}, \overline{V} = 1 - F_{a_2,b_2,\theta_2}(z_2)|_{a_2,b_2,\theta_2}$. Then, the BPEEL type distribution can be obtained from (5). A straightforward multivariate PEEL (m-dimensional extension) via CCp can be easily derived analogously. The m-dimensional extension via CCp which is function operating in $[0, 1]^m$, and in that case, $z_i$ is not a value in $[0, 1]$ necessarily.

### 3.2 BPEEL type via RECp

Following Pougaza and Djafari [40], the RECp can be derived as $C(U, V) = z_2 U + z_1 V - z_1 z_2$, with the continuous marginal functions $U = 1 - \overline{U} = F_{U_1}(z_1) \in (0, 1)$ and $V = 1 - \overline{V} = F_{V_1}(z_2) \in (0, 1)$, where the values $z_1$ and $z_2$ are in order to guarantee that $C(U, V)$ is a copula. Then, the associated CDF of the BPEEL will be

$$F(z_1, z_2) = C(F_{a_1,b_1,\theta_1}(z_1), F_{a_2,b_2,\theta_2}(z_2)),$$

where $F_{a_1,b_1,\theta_1}(z_1)$ and $F_{a_2,b_2,\theta_2}(z_2)$ are defined above. It is worth mentioning that in [18], the authors emphasize that this copula does not show a closed form and numerical approaches become necessary.

### 3.3 BPEEL type via FGMCp

Considering the FGMCp (see ([10–15])), the joint CDF can be written as

$$c_3(U, V) = \psi \psi (1 + \psi \psi),$$

where the continuous marginal function $U \in (0, 1), V \in (0, 1)$ and $\psi \in [-1,1]$ where $c_3(U, 0) = c_3(0, V) = 0$ which is "grounded minimum condition" and $c_3(U, 1) = U$ and $c_3(1, V) = V$ which is "grounded maximum condition ." The grounded minimum/maximum conditions are valid for any copula. Setting $\overline{U} = \overline{U}_{V_1}|_{V_1 > 0}$ and $\overline{V} = \overline{V}_{V_2}|_{V_2 > 0}$, then, we have

$$F(z_1, z_2) = c(F_{a_1,b_1,\theta_1}(z_1), F_{a_2,b_2,\theta_2}(z_2)) = U V (1 + \psi U V).$$

The joint PDF can be derived from

$$c_3(U, V) = 1 + \psi U V, (U' = 1 - 2U \text{ and } V' = 1 - 2V).$$

or from

$$f_3(z_1, z_2) = f_{a_1,b_1,\theta_1}(z_1)f_{a_2,b_2,\theta_2}(z_2)c(F_{a_1,b_1,\theta_1}(z_1), F_{a_2,b_2,\theta_2}(z_2)),$$

where the two function $c_3(U, V)$ and $f_3(z_1, z_2)$ are densities corresponding to the joint CDFs $C_3(U, V)$ and $F_3(z_1, z_2)$.
3.4 BPEEL type via modified FGMCp

The modified formula of the modified FGMCp can be written as

\[ C_3(U, V) = UV + \delta O(U) \kappa(V), \]

with \( O(U)^* = U \overline{O(U)} \) and \( \kappa(V)^* = V \overline{\kappa(V)} \) where \( O(U) \in (0, 1) \) and \( \kappa(V) \in (0, 1) \) are two continuous functions where \( O(U = 0) = O(U = 1) = \kappa(V = 0) = \kappa(V = 1) = 0 \). The following four types can be derived and considered:

- **Type I modified FGMCp**

  Consider \( O(U)^* = U \overline{O(U)} \) and \( \kappa(V)^* = V \overline{\kappa(V)} \) where \( O(U) \in (0, 1) \) and \( \kappa(V) \in (0, 1) \) are two continuous functions where \( O(U = 0) = O(U = 1) = \kappa(V = 0) = \kappa(V = 1) = 0 \) which satisfy the above conditions. Then, new bivariate version via modified FGMCp type I can be directly obtained from

  \[ C_4(U, V) = UV + \delta O(U) \kappa(V). \]

- **Type II modified FGMCp**

  Consider \( \mathcal{A}(U; \overline{z}_1) \) and \( \mathcal{Z}(V; \overline{z}_2) \) which satisfy the above conditions where \( \mathcal{A}(U; \overline{z}_1)|_{\mathcal{z}_1 > 0} = U^\overline{z}_1 (1 - U)^{1 - \overline{z}_1} \) and \( \mathcal{Z}(V; \overline{z}_2)|_{\mathcal{z}_2 > 0} = V^\overline{z}_2 (1 - V)^{1 - \overline{z}_2} \). Then, the corresponding bivariate version (modified FGMCp Type II) can be derived from

  \[ C_{3a_3a_2}(U, V) = UV [1 + \delta \mathcal{A}(U; \overline{z}_1) \mathcal{Z}(V; \overline{z}_2)]. \]

- **Type III modified FGMCp**

  Let \( \mathcal{A}(\overline{U}) = U[\log(1 + \overline{U})]|_{(\overline{U} = 1 - U)} \) and \( \mathcal{Z}(\overline{V}) = V[\log(1 + \overline{V})]|_{(\overline{V} = 1 - V)} \). Then, the associated CDF of the BPEEL-FGM (modified FGMCp type III) is

  \[ C_1(U, V) = UV [1 + \delta \mathcal{A}(U) \mathcal{Z}(V)]. \]

- **Type IV modified FGMCp**

  Using the quantile concept, the CDF of the BPEEL-FGM (modified FGMCp type IV) model can be obtained using

  \[ C(\mathcal{U}, \mathcal{V}) = \mathcal{U} F^{-1}(\mathcal{U}) - F^{-1}(\mathcal{U}) \mathcal{F}^{-1}(\mathcal{V}) + \mathcal{V} \mathcal{F}^{-1}(\mathcal{V}). \]

  where \( F^{-1}(\mathcal{U}) = Q(\mathcal{U}) \) and \( F^{-1}(\mathcal{V}) = Q(\mathcal{V}). \)
3.5 BPEEL type via AMHCp

Under the “stronger Lipschitz condition,” the joint CDF of the Archimedean AMHCp can be written as

\[ C_3(U, V) = \frac{1}{1 - \frac{3}{2}UV} \left\{ 1 - 3 + 2\frac{3}{1 - \frac{3}{2}UV} \right\} \mathbf{1}_{(0,1)} \]

the corresponding joint PDF of the Archimedean AMHCp can be expressed as

\[ c_3(U, V) = \frac{1}{\left[ 1 - \frac{3}{2}UV \right]^2} \left( 1 - 3 + 2\frac{2UV}{1 - \frac{3}{2}UV} \right) \mathbf{1}_{(0,1)} \]

Then, for any \( \bar{U} = 1 - F_{a_1, b_1, \theta_1}(z_1) \), \( \mathbf{1}_{[\bar{U}=(1-U)\in(0,1)]} \) and \( \bar{V} = 1 - F_{a_2, b_2, \theta_2}(z_2) | \mathbf{1}_{[\bar{V}=(1-V)\in(0,1)]} \), we have

\[ C_3(z_1, z_2) = \frac{F_{a_1, b_1, \theta_1}(z_1) F_{a_2, b_2, \theta_2}(z_2)}{1 - \frac{3}{2} \left[ 1 - F_{a_1, b_1, \theta_1}(z_1) \right] \left[ 1 - F_{a_2, b_2, \theta_2}(z_2) \right]} \mathbf{1}_{(0,1)} \]

and

\[ c_3(z_1, z_2) = \frac{1 - 3 + 2\frac{2}{3} \left\{ \frac{F_{a_1, b_1, \theta_1}(z_1) F_{a_2, b_2, \theta_2}(z_2)}{1 - \frac{3}{2} \left[ 1 - F_{a_1, b_1, \theta_1}(z_1) \right] \left[ 1 - F_{a_2, b_2, \theta_2}(z_2) \right]} \right\} \mathbf{1}_{(0,1)}}{\left( 1 - \frac{3}{2} \left[ 1 - F_{a_1, b_1, \theta_1}(z_1) \right] \left[ 1 - F_{a_2, b_2, \theta_2}(z_2) \right] \right)^2} \mathbf{1}_{(0,1)} \]

4 Estimation Methods

In this Section, we briefly describe and consider different classical estimation methods, namely the MLE method, CVM method, OLS method, WLSE method, ADE method, RTADE method, left tail LTADE. All these methods are discussed in the statistical literature with more details. In this work, we may ignore some of its derivation details for avoiding repetition.

4.1 The ML Method

Let \( Z_1, Z_2, \ldots, Z_m \) be any observed random sample (RS) from the PEEL model. Then, the log-likelihood function \( l_{a,b,\theta} \) is given by

\[ l_{a,b,\theta} = \log \left[ \prod_{i=1}^{m} f_{a,b,\theta}(z_{i,m}) \right] \]

and can be maximized directly using many common software packages such as the R software (using the “optim function”) or, in some cases, by solving the system of the nonlinear equations of the likelihood derivatives from differentiating \( l_{a,b,\theta} \) with respect to \( a, b, \theta \). The score vector components \( U_{a,m} = \frac{\partial}{\partial a} l_{a,b,\theta}, U_{b,m} = \frac{\partial}{\partial b} l_{a,b,\theta} \) and \( U_{\theta,m} = \frac{\partial}{\partial \theta} l_{a,b,\theta} \) can be easily derived from the nonlinear system \( U_{a,m} = U_{b,m} = U_{\theta,m} = 0 \) and then
solving them simultaneously for getting the maximum likelihood estimates (MLE) of \( a, b, \theta \). This system can only be solved numerically for the complicated models using some common iterative algorithms such as the “Newton–Raphson” algorithm.

### 4.2 The CVM Method

The CVM estimates (CVMEs) of the parameters \( a, b \) and \( \theta \) are obtained via minimizing the following expression with respect to the parameters \( a, b \) and \( \theta \), respectively, where

\[
\text{CVME}_{(a,b,\theta)} = \frac{1}{12} m^{-1} + \sum_{i=1}^{m} \left[ F_{a,b,\theta}(z_{[i,m]}) - c_{(i,m)} \right]^2,
\]

and \( c_{(i,m)} = [(2i - 1)/2m] \) and

\[
\text{CVME}_{(a,b,\theta)} = \sum_{i=1}^{m} \left( \frac{1}{1 - \exp(-a)} \left( 1 - \exp \left\{ -a \left( 1 - \exp \left[ -\left( 1 + z_{[i,m]} \right)^{\theta} - 1 \right] \right) \right) \right)^b \right)^2.
\]

The CVME of the parameters \( a, b \) and \( \theta \) is obtained by solving the following nonlinear equations

\[
0 = \sum_{i=1}^{m} \left[ Q(a) \left( 1 - \exp \left[ -a \left( 1 - \exp \left[ -\left( 1 + z_{[i,m]} \right)^{\theta} - 1 \right] \right) \right) \right)^b \right] - c_{(i,m)}
\]

\[
\nabla_{(a)}(z_{[i,m]}; a, b, \theta),
\]

\[
0 = \sum_{i=1}^{m} \left[ Q(a) \left( 1 - \exp \left[ -a \left( 1 - \exp \left[ -\left( 1 + z_{[i,m]} \right)^{\theta} - 1 \right] \right) \right) \right)^b \right] - c_{(i,m)}
\]

\[
\nabla_{(b)}(z_{[i,m]}; a, b, \theta),
\]

and

\[
0 = \sum_{i=1}^{m} \left[ Q(a) \left( 1 - \exp \left[ -a \left( 1 - \exp \left[ -\left( 1 + z_{[i,m]} \right)^{\theta} - 1 \right] \right) \right) \right)^b \right] - c_{(i,m)}
\]

\[
\nabla_{(\theta)}(z_{[i,m]}; a, b, \theta),
\]

where

\[
Q(a) = \frac{1}{1 - \exp(-a)}, \quad \nabla_{(a)}(z_{[i,m]}; a, b, \theta) = \partial F_{a,b,\theta}(z_{[i,m]}) / \partial a,
\]

\[
\nabla_{(b)}(z_{[i,m]}; a, b, \theta) = \partial F_{a,b,\theta}(z_{[i,m]}) / \partial b,
\]
and

$$\nabla(\theta)(z[i,m]; a, b, \theta) = \partial F_{a,b,\theta}(z[i,m])/\partial \theta.$$ 

4.3 The OLS Method

Let $F_{a,b,\theta}(z[i,m])$ denote the CDF of PEEL model and let $z_1 < z_2 < \cdots < z_m$ be the $m$ ordered random sample. The OLS estimates (OLSEs) are obtained upon minimizing

$$\text{OLSE}(a, b, \theta) = \sum_{i=1}^{m} \left[ F_{a,b,\theta}(z[i,m]) - b(i,m) \right]^2.$$ 

and equivalently

$$\text{OLSE}(a, b, \theta) = \sum_{i=1}^{m} \left[ Q(a) \left( 1 - \exp \left\{ -a \left( 1 - \exp \left\{ -\left[ (1 + z[i,m])^\theta - 1 \right] \right) \right) ^b \right) \right] - b(i,m) \right]^2,$$

where $b(i,m) = \frac{i}{m+1}$. The OLSEs are obtained via solving the following nonlinear equations

$$0 = \sum_{i=1}^{m} \left[ Q(a) \left( 1 - \exp \left\{ -a \left( 1 - \exp \left\{ -\left[ (1 + z[i,m])^\theta - 1 \right] \right) \right) ^b \right) \right] - b(i,m) \right]$$

$$\nabla(a)(i,m); a, b, \theta),$$

$$0 = \sum_{i=1}^{m} \left[ Q(a) \left( 1 - \exp \left\{ -a \left( 1 - \exp \left\{ -\left[ (1 + z[i,m])^\theta - 1 \right] \right) \right) ^b \right) \right] - b(i,m) \right]$$

$$\nabla(b)(i,m); a, b, \theta),$$

and

$$0 = \sum_{i=1}^{m} \left[ Q(a) \left( 1 - \exp \left\{ -a \left( 1 - \exp \left\{ -\left[ (1 + z[i,m])^\theta - 1 \right] \right) \right) ^b \right) \right] - b(i,m) \right]$$

$$\nabla(\theta)(z[i,m]; a, b, \theta),$$

where $\nabla(a)(z[i,m]; a, b, \theta)$, $\nabla(b)(z[i,m]; a, b, \theta)$ and $\nabla(\theta)(z[i,m]; a, b, \theta)$ are defined before.
4.4 The WLS Method

The WLS estimates (WLSEs) are obtained by minimizing the function \( \text{WLSE}(a, b, \theta) \) with respect to \( a, b \) and \( \theta \) where

\[
\text{WLSE}(a, b, \theta) = \sum_{i=1}^{m} \omega(i, m) \left[ F_{a, b, \theta}(z_{i, m}) - b(i, m) \right]^2,
\]

and \( \omega(i, m) = \left[ (1 + m)^2(2 + m) \right]/\left[ i(1 + m - i) \right] \). The WLSEs are obtained by solving

\[
0 = \sum_{i=1}^{m} \left[ \mathcal{Q}(a) \left( 1 - \exp \left\{ -a \left( 1 - \exp \left\{ - \left[ (1 + z_{i, m})^\theta - 1 \right] \right\} \right\} \left( 1 - z_{i, m} \right) \right) \right] - b(i, m) \right] \omega(i, m)
\]

\[
\nabla_{(a)}(z_{i, m}; a, b, \theta),
\]

\[
0 = \sum_{i=1}^{m} \omega(i, m) \left[ \mathcal{Q}(a) \left( 1 - \exp \left\{ -a \left( 1 - \exp \left\{ - \left[ (1 + z_{i, m})^\theta - 1 \right] \right\} \right\} \left( 1 - z_{i, m} \right) \right) \right] - b(i, m) \right]
\]

\[
\nabla_{(b)}(z_{i, m}; a, b, \theta),
\]

and

\[
0 = \sum_{i=1}^{m} \omega(i, m) \left[ \mathcal{Q}(a) \left( 1 - \exp \left\{ -a \left( 1 - \exp \left\{ - \left[ (1 + z_{i, m})^\theta - 1 \right] \right\} \right\} \left( 1 - z_{i, m} \right) \right) \right] - b(i, m) \right]
\]

\[
\nabla_{(\theta)}(z_{i, m}; a, b, \theta).
\]

4.5 The AD Method

The AD estimates (ADEs) of \( a, b \) and \( \theta \) are obtained by minimizing the function

\[
\text{ADE}_{(z_{i, m}, z_{i+1:m}, m)}(a, b, \theta) = -m - m^{-1} \sum_{i=1}^{m} \log F_{a, b, \theta}(z_{i, m}) + \log \left[ 1 - F_{a, b, \theta}(z_{1+m-i:m}) \right].
\]

The parameter estimates of \( a, b \) and \( \theta \) follow by solving the nonlinear equations

\[
0 = \partial \left[ \text{ADE}_{(z_{i, m}, z_{1+m-i:m})}(a, b, \theta) \right]/\partial a, 0 = \partial \left[ \text{ADE}_{(z_{i, m}, z_{1+m-i:m})}(a, b, \theta) \right]/\partial b,
\]

and

\[
0 = \partial \left[ \text{ADE}_{(z_{i, m}, z_{1+m-i:m})}(a, b, \theta) \right]/\partial \theta.
\]
4.6 The RTAD Method

The RTAD estimates (RTADEs) of $a$, $b$ and $\theta$ are obtained by minimizing

$$\text{RTADE}(z_{[i,m]}, z_{[1+m-i:m]}) (a, b, \theta) = \frac{1}{2} m - 2 \sum_{i=1}^{m} F_{a,b,\theta}(z_{[i,m]})$$

$$- \frac{1}{m} \sum_{i=1}^{m} (2i - 1) \left\{ \log \left[ 1 - F_{a,b,\theta}(z_{[1+m-i:m]}) \right] \right\}.$$ 

The estimates of $a$, $b$ and $\theta$ are obtained by solving the nonlinear equations

$$0 = \partial \left[ \text{RTADE}(z_{[i,m]}, z_{[1+m-i:m]}) (a, b, \theta) \right] / \partial a,$$

$$0 = \partial \left[ \text{RTADE}(z_{[i,m]}, z_{[1+m-i:m]}) (a, b, \theta) \right] / \partial b,$$

and

$$0 = \partial \left[ \text{RTADE}(z_{[i,m]}, z_{[1+m-i:m]}) (a, b, \theta) \right] / \partial \theta.$$

4.7 The LTAD Method

The LTAD estimates (LTADEs) of $a$, $b$ and $\theta$ are obtained by minimizing

$$\text{LTADE}(z_{[i,m]}) (\theta) = - \frac{3}{2} m + 2 \sum_{i=1}^{m} F_{a,b,\theta}(z_{[i,m]}) - \frac{1}{m} \sum_{i=1}^{m} (2i - 1) \log F_{a,b,\theta}(z_{[i,m]}).$$

The parameter estimates of $\delta$, $\theta$ and $\beta$ are obtained by solving the nonlinear equations

$$0 = \partial \left[ \text{LTADE}(z_{[i,m]}) (a, b, \theta) \right] / \partial a,$$

$$0 = \partial \left[ \text{LTADE}(z_{[i,m]}) (a, b, \theta) \right] / \partial b,$$

and

$$0 = \partial \left[ \text{LTADE}(z_{[i,m]}) (a, b, \theta) \right] / \partial \theta.$$

5 Simulations for Comparing Methods

A numerical simulation is performed in to compare the classical estimation methods. The simulation study is based on $N = 1000$ generated data sets from the PEEL version where $m = 50$, 100, 150 and 300 and
The estimates are compared in terms of their bias and the root mean-standard error (RMSE). The mean of the absolute difference between the theoretical and the estimates (D-abs) and the maximum absolute difference between the true parameters and estimates (D-max) are also reported. Tables 2, 3 and 4 give the simulation results. From Tables 2, 3 and 4, we note that the RMSE ($\Theta$) tends to zero when $m$ increases which means incidence of consistency property.

### 6 Comparing Methods

Two applications to real data sets are considered for comparing the estimation methods. The data set I represents the data on failure times of 84 aircraft windshields. The data set II represents the data on service times of 63 aircraft windshields. The two real data sets were reported by Murthy et al. [38]. The required computations are carried out using the MATHCAD software. In order to compare the estimation methods, we consider the Cramér-von Mises (CVM) and the Anderson–Darling (AD) statistics. These two statistics are widely used to determine how closely a specific CDF fits the empirical distribution of a given data set. The results are given in Tables 5 and 6. From Table 5, we conclude that the ML method is the best method with CVM* = 0.06444 and AD* = 0.64651. From Table 6, we conclude that the RTAD method is the best method with CVM* = 0.10075 and AD* = 0.61025. However, all other methods performed well.

### 7 Applications

In this Section, we consider the same two real data sets of Murthy et al. [38] for applications to show the flexibility and the importance of the family presented under the L case. The fits of the PEEL are compared with many common Lomax extensions shown such as:

- I. Special generalized mixture Lomax (SGML).
- II. Odd log-logistic Lomax (OLL).
- III. Reduced OLL Lomax (ROLL)
- IV. Reduced Burr-Hatke Lomax (RBHL).
- V. Transmuted Topp–Leone Lomax (TTLL).
- VI. Reduced TTL Lomax (RTTLL).
- VII. Gamma Lomax (GL).
- VIII. Kumaraswamy Lomax (KL).
- IX. Beta Lomax (BL).
- X. Exponentiated Lomax (Exp-L).

|    | $a$  | $b$  | $\theta$ |
|----|------|------|---------|
| I  | 0.8  | 0.8  | 0.8     |
| II | 0.5  | 1.2  | 0.9     |
| III| 2    | 0.9  | 1.5     |
Table 2 Simulation results for parameters $a = 0.8$, $b = 0.8$, $\theta = 0.8$

| Methods | $m$ | $\hat{a}$  | $\hat{b}$  | $\hat{\theta}$ | $\hat{a}$  | $\hat{b}$  | $\hat{\theta}$ | D abs | D max |
|---------|-----|-----------|-----------|----------------|-----------|-----------|----------------|-------|-------|
| ML      |     | 0.01048   | 0.01254   | 0.01810        | 0.50105   | 0.10766   | 0.09620        | 0.00303| 0.00618|
| OLS     |     | 0.01562   | 0.00631   | 0.01258        | 0.48040   | 0.11326   | 0.12675        | 0.00310| 0.00560|
| WLS     |     | 0.02463   | 0.00286   | 0.00998        | 0.49955   | 0.10441   | 0.10426        | 0.00414| 0.00639|
| CVM 50  |     | 0.01833   | 0.00913   | 0.01713        | 0.48178   | 0.11376   | 0.12788        | 0.00385| 0.00719|
| AD      |     | 0.01673   | 0.00572   | 0.01004        | 0.47715   | 0.10728   | 0.10994        | 0.00260| 0.00469|
| RTAD    |     | 0.00658   | 0.01285   | 0.00849        | 0.48860   | 0.12767   | 0.10271        | 0.00205| 0.00373|
| LTAD    |     | 0.03135   | 0.00430   | 0.02336        | 0.50944   | 0.10360   | 0.14870        | 0.00832| 0.01281|
| ML      |     | 0.00699   | 0.00643   | 0.00942        | 0.35217   | 0.07481   | 0.06409        | 0.00166| 0.00337|
| OLS 100 |     | 0.00539   | 0.00620   | 0.00329        | 0.34529   | 0.08086   | 0.08798        | 0.00160| 0.00278|
| WLS     |     | 0.00318   | 0.00520   | 0.00474        | 0.37182   | 0.07544   | 0.07184        | 0.00084| 0.00131|
| CVM 100 |     | 0.00405   | 0.00764   | 0.00556        | 0.34574   | 0.08112   | 0.08830        | 0.00153| 0.00278|
| AD      |     | 0.00418   | 0.00549   | 0.00248        | 0.34265   | 0.07599   | 0.07719        | 0.00148| 0.00252|
| RTAD    |     | 0.00979   | 0.01042   | 0.00200        | 0.35592   | 0.09352   | 0.07240        | 0.00374| 0.00577|
| LTAD    |     | 0.00306   | 0.00403   | 0.00794        | 0.35622   | 0.07154   | 0.10024        | 0.00148| 0.00293|
| ML      |     | 0.00455   | 0.00420   | 0.00545        | 0.29295   | 0.06118   | 0.05210        | 0.00094| 0.00189|
| OLS     |     | 0.01000   | 0.00136   | 0.00550        | 0.29543   | 0.06886   | 0.07448        | 0.00206| 0.00321|
| WLS     |     | 0.00798   | 0.00297   | 0.00390        | 0.31126   | 0.06415   | 0.05635        | 0.00092| 0.00177|
Table 2 (continued)

| Methods | $m$  | Bias | RMSE | D     |
|---------|------|------|------|-------|
|         |      | $\hat{a}$ | $\hat{b}$ | $\hat{\theta}$ | $\hat{a}$ | $\hat{b}$ | $\hat{\theta}$ | abs | max |
| CVM     | 150  | 0.01087 | 0.00233 | 0.00702 | 0.29574 | 0.06896 | 0.07474 | 0.00228 | 0.00371 |
| AD      |      | 0.00833 | 0.00160 | 0.00336 | 0.29344 | 0.06548 | 0.06490 | 0.00118 | 0.00195 |
| RTAD    |      | 0.00229 | 0.00430 | 0.00196 | 0.29515 | 0.07638 | 0.05934 | 0.00078 | 0.00145 |
| LTAD    |      | 0.01614 | 0.00089 | 0.00977 | 0.31290 | 0.06288 | 0.08720 | 0.00405 | 0.00605 |
| ML      |      | -0.00994 | 0.00471 | 0.00153 | 0.19780 | 0.04064 | 0.03622 | 0.00195 | 0.00302 |
| OLS     |      | -0.00524 | 0.00281 | 0.00010 | 0.20636 | 0.04829 | 0.05091 | 0.00136 | 0.00201 |
| WLS     |      | -0.00749 | 0.00515 | 0.00099 | 0.21216 | 0.04376 | 0.03674 | 0.00207 | 0.00316 |
| CVM     | 300  | -0.00480 | 0.00329 | 0.00087 | 0.20643 | 0.04834 | 0.05096 | 0.00125 | 0.00195 |
| AD      |      | -0.00503 | 0.00251 | -0.00040 | 0.20331 | 0.04531 | 0.04427 | 0.00140 | 0.00201 |
| RTAD    |      | -0.00873 | 0.00466 | -0.00088 | 0.20495 | 0.05353 | 0.04038 | 0.00259 | 0.00371 |
| LTAD    |      | -0.00286 | 0.00240 | 0.00174 | 0.21934 | 0.04406 | 0.05986 | 0.00058 | 0.00103 |
Table 3 Simulation results for parameters $a = 0.5, b = 1.2, \theta = 0.9$

| Methods | $m$ | Bias | RMSE | D |
|---------|-----|------|------|---|
|         |     | $\hat{a}$ | $\hat{b}$ | $\hat{\theta}$ | $\hat{a}$ | $\hat{b}$ | $\hat{\theta}$ | abs | max |
| ML      | 0.00974 | 0.02330 | 0.01172 | 0.50801 | 0.16895 | 0.08111 | 0.00231 | 0.00391 |
| OLS     | −0.02661 | 0.02855 | 0.00145 | 0.51585 | 0.19867 | 0.10607 | 0.00786 | 0.01166 |
| WLS     | −0.01894 | 0.02271 | 0.00357 | 0.53430 | 0.17975 | 0.08982 | 0.00511 | 0.00800 |
| CVM 50  | −0.02498 | 0.03296 | 0.00458 | 0.51719 | 0.19989 | 0.10644 | 0.00741 | 0.01152 |
| AD      | −0.02152 | 0.02448 | 0.00148 | 0.51962 | 0.17754 | 0.10013 | 0.00676 | 0.01009 |
| RTAD    | −0.03366 | 0.04089 | 0.00103 | 0.52960 | 0.22488 | 0.08914 | 0.01125 | 0.01659 |
| LTAD    | 0.00606 | 0.01606 | 0.01082 | 0.52963 | 0.17734 | 0.11792 | 0.00209 | 0.00409 |
| ML      | 0.00255 | 0.00877 | 0.00545 | 0.34399 | 0.11522 | 0.05556 | 0.00139 | 0.00219 |
| OLS     | −0.01074 | 0.01239 | 0.00071 | 0.36253 | 0.13575 | 0.07319 | 0.00333 | 0.00497 |
| WLS     | −0.01195 | 0.01358 | 0.00120 | 0.37648 | 0.12138 | 0.05987 | 0.00349 | 0.00527 |
| CVM 100 | −0.00994 | 0.01463 | 0.00230 | 0.36300 | 0.13619 | 0.07333 | 0.00312 | 0.00492 |
| AD      | −0.00975 | 0.01087 | 0.00021 | 0.36320 | 0.12176 | 0.06905 | 0.00321 | 0.00473 |
| RTAD    | −0.01986 | 0.02081 | −0.00065 | 0.37216 | 0.15669 | 0.06148 | 0.00646 | 0.00937 |
| LTAD    | −0.00304 | 0.00942 | 0.00387 | 0.36864 | 0.11912 | 0.08212 | 0.00108 | 0.00200 |
| ML      | 0.00117 | 0.00533 | 0.00336 | 0.28671 | 0.09150 | 0.04491 | 0.00102 | 0.00193 |
| OLS     | 0.00213 | 0.00499 | 0.00249 | 0.27853 | 0.10212 | 0.05700 | 0.00049 | 0.00083 |
| WLS     | 0.00178 | 0.00755 | 0.00341 | 0.30315 | 0.09718 | 0.04845 | 0.00072 | 0.00119 |
| CVM 150 | 0.00267 | 0.00646 | 0.00356 | 0.27879 | 0.10231 | 0.05711 | 0.00068 | 0.00124 |
| AD      | 0.00299 | 0.00475 | 0.00239 | 0.28119 | 0.09317 | 0.05450 | 0.00047 | 0.00079 |
| RTAD    | 0.00181 | 0.00749 | 0.00233 | 0.28620 | 0.11421 | 0.04915 | 0.00077 | 0.00145 |
Table 3 (continued)

| Methods | $m$ | Bias | RMSE | | |
|---------|-----|------|------|------|------|
|         |     | $\hat{a}$ | $\hat{b}$ | $\hat{\theta}$ | $\hat{a}$ | $\hat{b}$ | $\hat{\theta}$ | abs | max |
| LTAD    |     | 0.00691 | 0.00398 | 0.00492 | 0.29519 | 0.09399 | 0.06572 | 0.00166 | 0.00281 |
| ML      |     | −0.00678 | 0.00577 | 0.00110 | 0.20265 | 0.06679 | 0.03250 | 0.00062 | 0.00118 |
| OLS     |     | −0.00200 | 0.00333 | 0.00053 | 0.20301 | 0.07512 | 0.04075 | 0.00069 | 0.00110 |
| WLS     |     | 0.00235 | 0.00393 | 0.00253 | 0.21804 | 0.06912 | 0.03370 | 0.00046 | 0.00088 |
| CVM     | 300 | −0.00171 | 0.00407 | 0.00107 | 0.20310 | 0.07520 | 0.04078 | 0.00063 | 0.00110 |
| AD      |     | −0.00037 | 0.00229 | 0.00065 | 0.20410 | 0.06783 | 0.03892 | 0.00033 | 0.00059 |
| RTAD    |     | −0.00363 | 0.00551 | 0.00036 | 0.20774 | 0.08430 | 0.03484 | 0.00137 | 0.00206 |
| LTAD    |     | 0.00127 | 0.00191 | 0.00172 | 0.21191 | 0.06777 | 0.04644 | 0.00040 | 0.00078 |
| Methods | $m$ | Bias | RMSE | D |
|---------|-----|------|------|---|
|         |     | $\hat{a}$ | $\hat{b}$ | $\hat{c}$ | $\hat{a}$ | $\hat{b}$ | $\hat{c}$ | abs | max |
| ML      |     | 0.04544 | 0.00905 | 0.04598 | 0.55029 | 0.09670 | 0.21065 | 0.00738 | 0.1207 |
| OLS     |     | 0.03258 | 0.00408 | 0.02886 | 0.56486 | 0.11173 | 0.26208 | 0.00552 | 0.00861 |
| WLS     |     | 0.02229 | 0.00533 | 0.02019 | 0.57736 | 0.10577 | 0.22693 | 0.00295 | 0.00510 |
| CVM     | 50  | 0.04080 | 0.00630 | 0.02896 | 0.56777 | 0.11071 | 0.21220 | 0.00647 | 0.01033 |
| AD      |     | 0.03209 | 0.00444 | 0.02321 | 0.55756 | 0.10666 | 0.23697 | 0.00446 | 0.00711 |
| RTAD    |     | 0.01865 | 0.01204 | 0.01773 | 0.55898 | 0.12953 | 0.22375 | 0.00173 | 0.00265 |
| LTAD    |     | 0.06795 | 0.00022 | 0.05188 | 0.59362 | 0.09853 | 0.29016 | 0.01311 | 0.01927 |
| ML      |     | 0.01330 | 0.00684 | 0.02197 | 0.39122 | 0.07136 | 0.14080 | 0.00219 | 0.00420 |
| OLS     |     | 0.01641 | 0.00272 | 0.01474 | 0.39077 | 0.07789 | 0.17696 | 0.00259 | 0.00416 |
| WLS     |     | 0.01809 | 0.00410 | 0.01255 | 0.39879 | 0.07285 | 0.14712 | 0.00188 | 0.00334 |
| CVM     | 100 | 0.00573 | 0.00618 | 0.00948 | 0.40025 | 0.07966 | 0.14528 | 0.00096 | 0.00158 |
| AD      |     | 0.01690 | 0.00265 | 0.01208 | 0.38149 | 0.07360 | 0.15940 | 0.00222 | 0.00361 |
| RTAD    |     | 0.01427 | 0.00502 | 0.01039 | 0.37586 | 0.08650 | 0.14864 | 0.00113 | 0.00222 |
| LTAD    |     | 0.01554 | 0.00417 | 0.01862 | 0.43443 | 0.07348 | 0.20756 | 0.00263 | 0.00446 |
| ML      |     | 0.01088 | 0.00454 | 0.01511 | 0.30901 | 0.05690 | 0.11443 | 0.00165 | 0.00310 |
| OLS     |     | 0.00439 | 0.00455 | 0.00246 | 0.32168 | 0.06347 | 0.14554 | 0.00158 | 0.00248 |
| WLS     |     | 0.00789 | 0.00634 | 0.00046 | 0.32290 | 0.05810 | 0.11796 | 0.00282 | 0.00418 |
| CVM     | 150 | 0.00524 | 0.00562 | 0.00269 | 0.32100 | 0.06349 | 0.11627 | 0.00189 | 0.00300 |
| AD      |     | 0.00657 | 0.00456 | 0.00030 | 0.31321 | 0.05998 | 0.13069 | 0.00220 | 0.00322 |
| RTAD    |     | 0.01137 | 0.00743 | 0.00207 | 0.31082 | 0.07079 | 0.12245 | 0.00388 | 0.00562 |
| Methods | m  | Bias | RMSE | D   |
|---------|----|------|------|-----|
|         | a  | b    | ab   | max |
| LTAD    | 0.00755 | 0.00255 | 0.01005 | 0.34114 | 0.05719 | 0.16253 | 0.00126 | 0.00224 |
| ML      | -0.00087 | 0.00222 | 0.00414 | 0.22180 | 0.04008 | 0.07771 | 0.00037 | 0.00066 |
| OLS     | 0.00208 | 0.00145 | 0.00348 | 0.23110 | 0.04528 | 0.10443 | 0.00029 | 0.00057 |
| WLS     | 0.00723 | 0.00345 | 0.00615 | 0.23660 | 0.04234 | 0.08426 | 0.00058 | 0.00109 |
| CVM     | 300 -0.00076 | 0.00282 | 0.00238 | 0.22629 | 0.04480 | 0.08130 | 0.00064 | 0.00113 |
| AD      | 0.00280 | 0.00129 | 0.00284 | 0.22661 | 0.04320 | 0.09459 | 0.00027 | 0.00053 |
| RTAD    | 0.00095 | 0.00257 | 0.00202 | 0.22374 | 0.05043 | 0.08809 | 0.00057 | 0.00100 |
| LTAD    | 0.00377 | 0.00141 | 0.00531 | 0.24765 | 0.04144 | 0.11742 | 0.00063 | 0.00114 |
XI. Lomax (L) Lomax [33].
XII. Proportional reversed hazard rate Lomax (PRHRL).

These two data sets are considered by matching their properties and the shapes of the PDF of the new model (see Fig. 1 (right plot)). By examining Fig. 1 (the right panel), it is noted that the new PDF can be “symmetric” and also “asymmetric right skewed function” with variable shapes. Additionally, by examining the initial density shapes of the two real data sets, it is seen that the initial densities are “semi symmetric” PDFs. Furthermore, the HRF of the new family can be “upside down bathtub-increasing,” “bathtub (U-shape),” monotonically decreasing, “increasing-constant” and “monotonically increasing” (see Fig. 1 (left plot)). Many other symmetric and asymmetric useful data sets can be found in Yousof et al. [41], Aryal et al. [9], Altun et al. [7].

For model comparison, some competitive models using a certain real data set (sets), we first need to explore the data. Exploring real data set can be used either numerically or graphically or with both techniques. In this section, we will consider many graphical techniques such as the skewness-kurtosis plot (or the Cullen and Frey plot) for
Fig. 2 Cullen–Frey and scattergram plots for the two real data sets
exploring initial fit to the theoretical distributions such as normal, uniform, exponential, logistic, beta, lognormal and Weibull distributions (see Fig. 2 top left (1st data) and Fig. 2 top right (2nd data)). Bootstrapping is applied and plotted for more accuracy. Cullen and Frey plot just compares distributions in terms of squared skewness and kurtosis. This is a good summary but still only a summary of the properties of a distribution. The scattergram plots are also given in Fig. 2 middle left and bottom left for the 1st data and Fig. 2 middle right and bottom right for the 2nd data.

The “normality” of the two real data sets is checked using the “Quantile–Quantile” (Q-Q) plot (Figs. 3, 4 (top right plots)). The initial HRFs shape is explored by using the “total time in test (TTT)” tool (Figs. 3, 4 (bottom left plots)). The “nonparametric Kernel density estimation (NKDE)” tool is used for exploring the initial PDF shape (Figs. 3, 4 (top left plots)). The outliers are checked by the “box plot” (Figs. 3, 4 (bottom right plots)). Based on Figs. 3 and 4 (top left plots), it is seen that the NKDE is bimodal and semi-symmetric functions. Based on Figs. 3, 4 (top right plots), it is seen that the “normality” nearly exists for the two data sets (bottom left plots). It is

![Fig. 3 NKDE, Q-Q, TTT, box plot for the 1st data](image)
shown that the HRF is "monotonically increasing HRF" for the two data sets. From Figs. 3 and 4 (bottom right plots), it is observed that no extreme values were spotted.

The following goodness-of-fit (GOF) statistics are used for comparing competitive models:

I. The “Akaike information” (AICr).
II. The “consistent-AIC” (CAICr).
III. The “Bayesian-IC” (BICr).
IV. The “Hannan-Quinn-IC” (HQICr).

Tables 7 and 9 give the MLEs and the corresponding SEs for the two data sets, respectively. Tables 8 and 10 give the four GOF tests for the two data sets, respectively. Figures 5 and 6 give fitted PDFs, the Probability–Probability (P-P) plots, Kaplan–Meier Survival (KMS) plot and estimated HRF (E-HRF) plot for the two data sets, respectively. Based on Tables 3 and 5, it is noted that the PEEL model gives the lowest values for all GOF statistics with AICr = 267.836, CAICr = 268.136, BICr = 275.1288 and HQICr = 270.768 for the 1st data, and AICr = 207.087, CAICr = 207.387, BICr = 214.388 and HQICr = 209.988 for the 2nd data.
Table 7 MLEs and SEs for 1st data

| Model          | Estimates        |        |        |        |        |
|----------------|------------------|--------|--------|--------|--------|
|                |                  |        |        |        |        |
| PEEL($a, b, \theta$) | -5.09523         | 1.66609 | 1.02145 |        |        |
|                | (1.41716)        | (0.56499) | (0.0434) |        |        |
| KL($a, b, \theta, \alpha$) | 2.6150          | 100.276 | 5.27710 | 78.6774 |        |
|                | (0.3822)         | (120.49) | (9.8116) | (186.01) |        |
| TTLL($a, b, \theta, \alpha$) | -0.8075         | 2.47663 | (15,608) | (38,628) |        |
|                | (0.1396)         | (0.5418) | (1602.4) | (123.94) |        |
| BL($a, b, \theta, \alpha$) | 3.60360         | 33.6387 | 4.83070 | 118.837 |        |
|                | (0.6187)         | (63.715) | (9.2382) | (428.93) |        |
| PRHRL($b, \theta, \alpha$) | $3.73 \times 10^6$ | $4.71 \times 10^{-1}$ | $4.5 \times 10^6$ |        |        |
|                | $1.01 \times 10^6$ | (0.00001) | 37.1468 |        |        |
| SGML($b, \theta, \alpha$) | -1.04 $\times 10^{-1}$ | $9.83 \times 10^6$ | $1.18 \times 10^7$ |        |        |
|                | (0.1223)         | (4843.3) | (501.04) |        |        |
| RTTLL($b, \beta, \theta$) | -0.84732         | 5.52057 | 1.15678 |        |        |
|                | (0.1001)         | (1.1848) | (0.0959) |        |        |
| OLLL($b, \theta, \alpha$) | 2.32636          | $7.17 \times 10^5$ | $2.3 \times 10^6$ |        |        |
|                | (2.14 $\times 10^{-1}$) | (1.19 $\times 10^4$) | (2.6 $\times 10^1$) |        |        |
| exp-L($b, \theta, \alpha$) | 3.62610          | 20,074.5 | 26,257.7 |        |        |
|                | (0.6236)         | (2041.8) | (99.74) |        |        |
| GL($b, \theta, \alpha$) | 3.58760          | 52,001.4 | 37,029.7 |        |        |
|                | (0.5133)         | (7955.0) | (81.16) |        |        |
| ROLL($b, \theta$) | 3.89056          | 0.57316 |        |        |        |
|                | (0.3652)         | (0.0195) |        |        |        |
| RBHL($\theta, \alpha$) | 1,080,175        | 513,672 |        |        |        |
|                | (983,309)        | (23,231) |        |        |        |
| L($\theta, \alpha$) | 51,425.4         | 131,790 |        |        |        |
|                | (5933.5)         | (296.12) |        |        |        |

= 207.494, BICr = 213.517 and HQICr = 209.616 for the 2nd data among all fitted competitive models. So, it could be selected as the best model under these GOF criteria.

8 Conclusions

In this work, a new compound Lomax model called the Poisson exponentiated exponential Lomax distribution is proposed and analyzed. The Poisson exponentiated exponential Lomax distribution is derived based on compounding the zero truncated Poisson distribution and the exponentiated exponential Lomax distribution. The
Table 8 GOF statistics for 1st data

| Model   | AICr   | BICr   | CAICr  | HQICr  |
|---------|--------|--------|--------|--------|
| PEEL    | 267.836| 275.1288| 268.136| 270.768|
| OLLL    | 274.847| 282.139 | 275.147| 277.779|
| TTLL    | 279.140| 288.863 | 279.646| 283.049|
| GL      | 282.808| 290.136 | 283.105| 285.756|
| BL      | 285.435| 295.206 | 285.935| 289.365|
| exp-L   | 288.799| 296.127 | 289.096| 291.747|
| ROLL    | 289.690| 294.552 | 289.839| 291.645|
| SGML    | 292.175| 299.467 | 292.475| 295.106|
| RTTLL   | 313.962| 321.254 | 314.262| 316.893|
| PRHRL   | 331.754| 339.046 | 332.054| 334.686|
| L       | 333.977| 338.862 | 334.123| 335.942|
| RBHL    | 341.208| 346.070 | 341.356| 343.162|

Table 9 MLEs and SEs for 2nd data

| Model                | Estimates                  |
|----------------------|----------------------------|
| PEEL\((a, b, \theta)\) | \(-3.09722, 1.19912, 0.96049\) |
|                      | \((1.3123, 0.4719, 0.05663)\) |
| BL\((a, b, \theta, \alpha)\) | \(1.9218, 31.2594, 4.9684, 169.572\) |
|                      | \((0.318, 316.84, 50.528, 339.21)\) |
| KL\((a, b, \theta, \alpha)\) | \(1.6691, 60.5673, 2.56490, 65.0640\) |
|                      | \((0.257, 86.013, 4.7589, 177.59)\) |
| TTLL\((a, b, \theta, \alpha)\) | \((-0.607, 1.78578, 2123.39, 4822.79)\) |
|                      | \((0.2137, 0.4152, 163.92, 200.01)\) |
| RTTLL\((b, \beta, \theta)\) | \(-0.6715, 2.74496, 1.01238\) |
|                      | \((0.18746, 0.6696, 0.1141)\) |
| PRHRL\((b, \theta, \alpha)\) | \(1.59 \times 10^6, 3.93 \times 10^{-1}, 1.30 \times 10^6\) |
|                      | \(2.01 \times 10^3, 0.0004 \times 10^{-1}, 0.95 \times 10^6\) |
| SGML\((b, \theta, \alpha)\) | \(-1.04 \times 10^{-1}, 6.45 \times 10^6, 6.33 \times 10^6\) |
|                      | \((4.1 \times 10^{-10}, 3.21 \times 10^6, 3.8573)\) |
| GL\((b, \theta, \alpha)\) | \(1.9073, 35.842.433, 39.197.57\) |
|                      | \((0.3213, 6945.074, 151.653)\) |
| OLLL\((b, \theta, \alpha)\) | \(1.66419, 6.340 \times 10^5, 2.01 \times 10^6\) |
|                      | \((1.8 \times 10^{-1}, 1.68 \times 10^4, 7.22 \times 10^6)\) |
new density can be “monotonically left skewed,” “monotonically right skewed” and “symmetric” with various useful shapes. The new hazard rate can be “upside down bathtub-increasing,” “bathtub (U-shape),” “monotonically decreasing,” “increasing-constant” and “monotonically increasing.” Relevant statistical properties such as ordinary moments, incomplete moments, moments of residual life, moments of the reversed residual life and mean deviation are derived. For facilitating the mathematical modeling of the bivariate real data sets, we derive some new bivariate Poisson exponentiated exponential Lomax distributions using “Farlie–Gumbel–Morgenstern copula, modified Farlie–Gumbel–Morgenstern copula which contains four internal types,” Clayton copula,” “Renyi’s entropy copula (RECp)” and “Ali-Mikhail-Haq copula.” However, future works may be allocated to study these new models.

| Table 9 (continued) |
|---------------------|
| Model               | Estimates          |
|---------------------|--------------------|
| exp-$L(b, \theta, \alpha)$ | 1.9145 22,971.15 32,882.0 |
|                     | (0.348) (3209.53) (162.22) |
| RBHL($\theta, \alpha$) | 14,055,522 53,203,423 |
|                     | (422.01) (28.5232) |
| ROLLL($\theta, \theta$) | 2.37233 0.69109 |
|                     | (0.2683) (0.0449) |
| L($\theta, \alpha$) | 99,269.8 207,019.4 |
|                     | (11,864) (301.237) |

| Table 10 GOF statistics for 2nd data |
|-------------------------------------|
| Model     | AICr | BICr | CAICr | HQICr |
|-----------|------|------|-------|-------|
| PEEL      | 207.087 | 213.517 | 207.494 | 209.616 |
| KL        | 209.735 | 218.308 | 213.589 | 216.271 |
| TTLL      | 212.900 | 221.472 | 212.073 | 214.195 |
| GL        | 211.666 | 218.096 | 212.195 | 214.317 |
| SGML      | 211.788 | 218.218 | 212.195 | 214.317 |
| BL        | 213.922 | 222.495 | 214.612 | 217.294 |
| exp-L     | 213.099 | 219.529 | 213.506 | 215.628 |
| OLLL      | 215.808 | 222.238 | 216.215 | 218.337 |
| PRHRL     | 224.597 | 231.027 | 225.004 | 227.126 |
| L         | 222.598 | 226.884 | 222.798 | 224.283 |
| ROLLL     | 225.457 | 229.744 | 225.657 | 227.143 |
| RTTLL     | 230.371 | 236.800 | 230.778 | 232.900 |
| RBHL      | 229.201 | 233.487 | 229.401 | 230.887 |
After studying the main statistical properties and presenting some bivariate type extensions, we briefly considered and then described different estimation methods, namely the maximum likelihood, Cramér-von-Mises estimation, ordinary least square, weighted least square, Anderson–Darling, right tail Anderson–Darling and left tail Anderson–Darling. These methods are used in estimation process of the unknown parameters. Monte Carlo simulation experiments are performed for comparing the performances of the proposed methods of estimation for both small and large samples. Furthermore, two applications are provided for illustrating the applicability of the Poisson exponentiated exponential Lomax model. The Kernel density plot, the “Quantile–Quantile plot, the total time in test plot and box plot are provided and analyzed. Based on two real data sets, the Poisson exponentiated exponential Lomax model gives the lowest statistic test $AIC_r = 267.836$, $CAIC_r = 268.136$, $BIC_r = 275.1288$ and $HQIC_r = 270.768$ for the failure times data and $AIC_r = 207.087$, $CAIC_r = 207.494$, $BIC_r = 213.517$ and $HQIC_r = 209.616$ for the service times data.

**Fig. 5** EPDF, EHRF, P-P, KMS plots for the 1st data set
Fig. 6 EPDF, EHRF, P-P, KMS plots for the 2nd data set

**Funding**  Open access funding provided by The Science, Technology & Innovation Funding Authority (STDF) in cooperation with The Egyptian Knowledge Bank (EKB).

**Open Access**  This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

**References**

1. Aboraya, M.: A new extension of the lomax distribution with properties and applications to failure times data. Pak. J. Stat. Oper. Res. 15(2), 461–479 (2019)
2. Aboraya, M.: Marshall-Olkin Lehmann Lomax distribution: theory, statistical properties, copulas and real data modeling. Pak. J. Stat. Oper. Res. 17(2), 509–530 (2021)
3. Aboraya, M., Butt, N.S.: Extended Weibull Burr XII distribution: properties and applications. Pak. J. Stat. Oper. Res. 15(4), 891–903 (2019)
4. Ali, M.M., Mikhail, N.N., Haq, M.S.: A class of bivariate distributions including the bivariate logistic. J. Multivar. Anal. 8(3), 405–412 (1978)
5. Aryal, G.R., Yousof, H.M.: The exponentiated generalized-G Poisson family of distributions. Econ. Qual. Control 32, 1–17 (2017)
6. Alizadeh, M., Yousof, H.M., Rasekhi, M., Altun, E.: The odd log-logistic Poisson-G Family of distributions. J. Math. Ext. 12, 81–104 (2019)
7. Altun, E., Yousof, H.M., Hamedani, G.G.: A new log-location regression model with influence diagnostics and residual analysis. Facta Univ. Ser. Math. Inf. 33(3), 417–449 (2018)
8. Altun, E., Yousof, H.M., Chakraborty, S., Handique, L.: Zografos-Balakrishnan. Burr XII distribution: regression modeling and applications. Int. J. Math. Stat. 19(3), 46–70 (2018)
9. Aryal, G.R., Ortega, E.M., Hamedani, G.G., Yousof, H.M.: The Topp-Leone generated Weibull distribution: regression model, characterizations and applications. Int. J. Stat. Probab. 6(1), 126–141 (2017)
10. Asgharzadeh, A., Valiollahi, R.: Estimation of the scale parameter of the Lomax distribution under progressive censoring. Int. J. Bus. Econ. 6, 37–48 (2011)
11. Burr, I.W.: Cumulative frequency functions. Ann. Math. Stat. 13, 215–232 (1942)
12. Burr, I.W.: On a general system of distributions, III. The simple random. J. Am. Stat. Assoc. 63, 636–643 (1968)
13. Burr, I.W.: Parameters for a general system of distributions to match a grid of $\alpha_3$ and $\alpha_4$. Commun. Stat. 2, 1–21 (1973)
14. Burr, I.W., Cislak, P.J.: On a general system of distributions: I. Its curve-shaped characteristics; II. The sample median. J. Am. Stat. Assoc. 63, 627–635 (1968)
15. Chesneau, C., Yousof, H.M.: On a special generalized mixture class of probabilistic models. J. Nonlinear Model. Anal. 3(1), 71–92 (2021)
16. Corbellini, A., Crosato, L., Ganugi, P., Mazzoli, M.: Fitting Pareto II distributions on firm size: statistical methodology and economic puzzles. In: Advances in Data Analysis, pp. 321–328. Birkhäuser Boston (2010)
17. Cordeiro, G.M., Ortega, E.M., Popovic, B.V.: The gamma-Lomax distribution. J. Stat. Comput. Simul. 85(2), 305–319 (2015)
18. Cramer, E., Schemiedt, A.B.: Progressively type-II censored competing risks data from Lomax distribution. Comput. Stat. Data Anal. 55, 1285–1303 (2011)
19. Elgohari, H., Yousof, H.M.: A generalization of lomax distribution with properties, copula and real data applications. Pak. J. Stat. Oper. Res. 16(4), 697–711 (2020). https://doi.org/10.18187/pjsor.v16i4.3260
20. Farlie, D.J.G.: The performance of some correlation coefficients for a general bivariate distribution. Biometrika 47, 307–323 (1960)
21. Goual, H., Yousof, H.M.: Validation of Burr XII inverse Rayleigh model via a modified chi-squared goodness-of-fit test. J. Appl. Stat. 47(3), 393–423 (2020)
22. Gumbel, E.J.: Bivariate exponential distributions. J. Am. Stat. Assoc. 55, 698–707 (1960)
23. Gumbel, E.J.: Bivariate logistic distributions. J. Am. Stat. Assoc. 56(294), 335–349 (1961)
24. Gupta, R.C., Gupta, P.L., Gupta, R.D.: Modeling failure time data by Lehman alternatives. Commun. Stat. Theory Methods. Anal. 27(4), 887–904 (1998)
25. Harris, C.M.: The Pareto distribution as a queue service discipline. Oper. Res. 16, 307–313 (1968)
26. Ibrahim, M.: The compound Poisson Rayleigh Burr XII distribution: properties and applications. J. Appl. Probab. Stat. 15(1), 73–97 (2020)
27. Ibrahim, M., Altun, E., Goual, H., Yousof, H.M.: Modified goodness-of-fit type test for censored validation under a new Burr type XII distribution with different methods of estimation and regression modeling. Eur. Bull. Math. 3(3), 162–182 (2020)
28. Ibrahim, M., Yousof, H.M.: A new generalized Lomax model: statistical properties and applications. J. Data Sci. 18(1), 190–217 (2020)
29. Johnson, N.L., Kotz, S.: On some generalized Farlie-Gumbel-Morgenstern distributions. Commun. Stat. Theory 4, 415–427 (1975)
30. Johnson, N.L., Kotz, S.: On some generalized Farlie-Gumbel-Morgenstern distributions- II: regression, correlation and further generalizations. Commun. Stat. Theory 6, 485–496 (1977)
31. Korkmaz, M.C., Yousof, H.M., Hamedani, G.G., Ali, M.M.: The Marshall-Olkin generalized G Poisson family of distributions. Pak. J. Stat. 34, 251–267 (2018)
32. Lemonte, A.J., Cordeiro, G.M.: An extended Lomax distribution. Statistics 47(4), 800–816 (2013)
33. Lomax, K.S.: Business failures: another example of the analysis of failure data. J. Am. Stat. Assoc. 49, 847–852 (1954)
34. Rodriguez, R.N.: A guide to the Burr type XII distributions. Biometrika 64, 129–134 (1977)
35. Tadikamalla, P.R.: A look at the Burr and related distributions. Int. Stat. Rev. 48, 337–344 (1980)
36. Mansour, M., Yousof, H.M., Shehata, W.A.M., Ibrahim, M.: A new two parameter Burr XII distribution: properties, copula, different estimation methods and modeling acute bone cancer data. J. Nonlinear Sci. Appl. 13(5), 223–238 (2020)
37. Morgenstern, D.: Einfache beispiele zweidimensionaler verteilungen. Mitteilungsblatt fur Mathematische Statistik 8, 234–235 (1956)
38. Murthy, D.N.P., Xie, M., Jiang, R.: Weibull Models. Wiley, New York (2004)
39. Nelsen, R.B.: An Introduction to Copulas. Springer, New York (2007)
40. Pougaza, D.B., Djafari, M.A.: Maximum entropies copulas. In: Proceedings of the 30th International Workshop on Bayesian Inference and Maximum Entropy Methods in Science and Engineering, Chamonix, France, 4–9 July 2010, pp. 329–336
41. Yadav, A.S., Goual, H., Alotaibi, R.M., Rezk, H., Ali, M.M., Yousof, H.M.: Validation of the Topp-Leone Lomax model via a modified Nikulin-Rao-Robson goodness-of-fit test with different methods of estimation. Symmetry 12, 1–26 (2020). https://doi.org/10.3390/sym12010057
42. Yousof, H.M., Alify, A.Z., Nadarajah, S., Hamedani, G., Aryal, G.R.: The Marshall-Olkin generalized-G family of distributions with applications. Statistica (Bologna) 78(3), 273–295 (2018)
43. Yousof, H.M., Altun, E., Ramires, T.G., Alizadeh, M., Rasekhi, M.: A new family of distributions with properties, regression models and applications. J. Stat. Manag. Syst. 21(1), 163–188 (2018)
44. Yousof, H.M., Alizadeh, M., Jahanshahi, S.M.A., Ramires, T.G., Ghosh, I., Hamedani, G.G.: The transmuted Topp-Leone G family of distributions: theory, characterizations and applications. J. Data Sci. 15(4), 723–740 (2017)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.