We consider a Fermion in the presence of a rotating black hole immersed in a universe with positive cosmological constant. After deriving new formulae for the event, Cauchy and cosmological horizons we adopt the Carter tetrad to separate the aforementioned equation into a radial and angular equation. We show how the Chandrasekhar ansatz leads to the construction of a symmetry operator that can be interpreted as the square root of the squared total angular momentum operator. Furthermore, we prove that the the spectrum of the angular operator is discrete and consists of simple eigenvalues and by means of the functional Bethe ansatz method we also derive a set of necessary and sufficient conditions for the angular operator to have polynomial solutions. Finally, we show that there exist no bound states for the Dirac equation in the non-extreme case.

PACS numbers: Valid PACS appear here

I. INTRODUCTION

In this paper we study the spectral properties of the angular operator associated to massive Dirac particles outside the event horizon of a non-extreme Kerr-de Sitter (KdS) manifold and we prove the absence of bound states. The KdS metric is a solution of Einstein field equations describing an asymptotically de Sitter space-time containing a rotating black hole. Although it is not the most general model of the exterior region of a black hole we can analyze theoretically, since the black hole charge is not taken into account, it represents indeed the most realistic model in astrophysics because in general black holes are embedded in environments filled with gas and plasma and, hence any net charge is neutralized by the ambient matter. Moreover, the Wilkinson Microwave Anisotropy Probe (WMAP) indicated that our universe contains a dark energy component equivalent to a tiny positive cosmological constant. Hence, it is more than reasonable to study the Dirac equation in the geometry of a non-extreme KdS black hole. A first attempt to analyze the Dirac equation in the aforementioned metric traces back to where the separation of the Dirac equation into an angular and a radial system was achieved by using the Kinnersley tetrad coupled with a Chandrasekhar-like ansatz for the spinor. However, no physical explanation was given concerning the symmetry operator lurking behind this so fruitful ansatz. We fill this gap by showing how the Chandrasekhar ansatz leads to the construction of such an operator that can be interpreted as the square root of the squared total angular momentum operator. Separation of the Dirac equation into ordinary differential equations in general higher dimensional Kerr-NUT-de Sitter space-times and in type D metric has been studied in and respectively. Furthermore, proved the essential self-adjointness of the angular operator and the absence of normalizable time-periodic solutions for the Dirac equation in the KdS metric. In that regard we extend the results of by proving the self-adjointness of the angular operator. Furthermore, we give a rigorous derivation of the spectrum of the angular operator and also derive a set of necessary and sufficient conditions so that the angular system admits polynomial solutions. Last but not least, we offer a proof of the absence of bound states which is shorter and relies on a different method than that adopted by.

The paper is organized as follows. In Section 1 we give a short introduction motivating the importance of our findings. In Section 2 we complement the results given in by giving a thorough classification of the roots of the quartic polynomial equation controlling the location of the horizons paying special attention to their algebraic multiplicities.
In the non-extreme case of a KdS black hole we construct expansions for the positions of the horizons with respect to the small parameter $\Lambda$ representing the cosmological constant. We also show that there are two different types of extreme KdS black holes and for each of them we obtain analytical formulae for the horizons. We conclude this section by analyzing the naked case which is characterized by fixed values of the rotation parameter and the mass of the black hole. Also in this scenario we are able to give the exact position of the cosmological horizon. In Section 3 we employ Carter tetrad and a Chandrasekhar-like ansatz to separate the Dirac equation into an angular and radial system. The choice of the Carter tetrad is motivated by the fact it allows to give a more elegant treatment of the separation problem and at the same time it leads to a simpler form for the radial and angular systems than those derived by [6] who instead used the Kinnersley tetrad. We also construct a symmetry operator of the Dirac equation in the KdS metric generalizing the one obtained in [10] and show that it can be interpreted as the square root of the squared total angular momentum operator. In Section 4 we study the angular eigenvalue problem. More precisely, we prove the self-adjointness of the angular operator and we show that its spectrum is purely discrete and simple by using an off-diagonalization method. Furthermore, we derive a set of necessary and sufficient conditions for the existence of polynomial solutions of the angular system. Finally, in Section 5 we show that the Dirac equation in the KdS metric does not admit bound states solutions.

II. THE KERR-DE SITTER METRIC

The Kerr-de Sitter (KdS) metric represents a rotating black hole immersed in an asymptotically de Sitter space-time with positive cosmological constant $\Lambda$. In Boyer-Lindquist coordinates $(t, r, \vartheta, \varphi)$ with $r > 0$, $0 \leq \vartheta \leq \pi$, $0 \leq \varphi < 2\pi$ this metric is given by [6,11,12]

$$ds^2 = \frac{\Delta_r}{\Xi^2 \Sigma} (dt - a \sin^2 \vartheta d\varphi)^2 - \Sigma \left(\frac{dt^2}{\Delta_r} + \frac{d\vartheta^2}{\Delta_\vartheta}\right) - \frac{\Delta_\vartheta \sin^2 \vartheta}{\Xi^2 \Sigma} [adt - (r^2 + a^2) d\varphi]^2$$ (1)

with

$$\Delta_r = (r^2 + a^2) \left(1 - \frac{\Lambda}{3} r^2\right) - 2Mr, \quad \Delta_\vartheta = 1 + \frac{\Lambda a^2}{3} \cos^2 \vartheta, \quad \Xi = 1 + \frac{\Lambda a^2}{3}, \quad \Sigma = r^2 + a^2 \cos^2 \vartheta,$$

where $M$ and $a$ are the mass and the angular momentum per unit mass of the black hole, respectively. By $F_{KdS}(\Lambda, M, a)$ we denote the family of Kerr-de Sitter space-times. Observe that if $\Lambda = 0$ the above metric reduces to the usual Kerr metric. For $\Lambda \neq 0$ and $a = 0$ we obtain the line element of a Schwarzschild-de Sitter black hole. Moreover, if $\Lambda \neq 0$ and $M = 0 = a$ the manifold becomes a de Sitter universe with cosmological horizon at $r_c = \sqrt{3/\Lambda}$. Finally, if $M = 0$ and $a \neq 0 \neq \Lambda$ it has been shown by [1] that the coordinate transformation

$$T = t/\Xi, \quad \varphi = \varphi - \frac{a\Lambda}{3\Xi} t, \quad r \cos \vartheta = y \cos \Theta, \quad y^2 = \frac{r^2 \Delta_\vartheta + a^2 \sin^2 \vartheta}{\Xi},$$

maps the family of space-times $F_{KdS}(\Lambda, 0, a)$ to a family of de Sitter universes. Since $\Lambda > 0$ it follows that $\Delta_\vartheta$ is always positive and the position of the horizons is determined by the roots of the quartic equation $\Delta_r = 0$. We will use the complete root classification method developed by [13,14] in order to study the zeros of this equation. To this purpose we rewrite it as

$$r^4 + pr^2 + qr + u = 0$$ (2)

with

$$p = -3 \frac{\Lambda}{\Lambda} \left(1 - \frac{\Lambda a^2}{3}\right), \quad q = 6M \frac{\Lambda}{\Lambda}, \quad u = -3a^2 \frac{\Lambda}{\Lambda}.$$ (3)

According to [18] equation (2) will have four, two, or no real roots. However, a more subtle root classification than that offered by [18] will arise because of the different algebraic multiplicities of these roots. Furthermore, we recall that in 1998 [15] and [16] used Type 1a supernovae to show that the universe is accelerating, thus providing the first direct evidence that $\Lambda$ is non-zero, with $\Lambda \approx 1.7 \times 10^{-121}$ Planck units. We will further consider $\Lambda$ as fixed. The analysis of the roots of equation (2) is greatly simplified if we rescale the radial variable according to $\rho = r/r_{c,dS}$ where $r_{c,dS} = \sqrt{3/\Lambda}$ is the cosmological horizon of the corresponding de Sitter universe belonging to the family of space-times $F_{KdS}(\Lambda, 0, 0)$. Then, our equation (2) becomes

$$\rho^4 + \tilde{p}\rho^2 + \tilde{q}\rho + \tilde{u} = 0$$ (4)
Then, we have the following root classification for the quartic equation (4).

FIG. 1: Allowed values for the parameters $m$ and $x = 2\alpha^2$. The brighter shaded region corresponds to the inequality $L > 0$ whereas the darker shaded region to $\delta > 0$. This demonstrates that $\delta > 0$ is the more stringent inequality.

with

$$\bar{p} = -(1 - \alpha)^2, \quad \bar{q} = \mu, \quad \bar{u} = -\alpha^2$$

where $\alpha = a/r_{\text{c,DS}}$ and $\mu = 2M/r_{\text{c,DS}}$. Taking into account that the Schwarzschild radius $r_s = 2M$ is always smaller than the de Sitter cosmological horizon we find that the parameter $\mu$ can vary only on the interval $[0, 1)$. As in [13, 14] we introduce the auxiliary polynomials

$$\delta(\bar{p}, \bar{q}, \bar{u}) = 256\bar{u}^3 - 128\bar{p}^2\bar{u}^2 + 144\bar{p}\bar{q}^2\bar{u} + 16\bar{p}^3\bar{u} - 27\bar{q}^4 - 4\bar{p}^3\bar{q}^2,$$

$$L(\bar{p}, \bar{q}, \bar{u}) = 8\bar{p}\bar{u} - 9\bar{q}^2 - 2\bar{p}^3.$$

Then, we have the following root classification for the quartic equation (4).

• There will be four real distinct roots if $\delta > 0$, and $L > 0$. These two conditions give rise to the following system of inequalities

$$-\frac{27}{16}\mu^4 + (1 + 33\alpha^2 - 33\alpha^4 - \alpha^6)\mu^2 - \alpha^2 - 4\alpha^4 - 6\alpha^6 - 4\alpha^8 - \alpha^{10} > 0,$$

$$-9\mu^2 + 2 + 2\alpha^2 - 2\alpha^4 - 2\alpha^6 > 0. \quad (5)$$

The first inequality in (4) can be cast into the form

$$0 < fm^2 + g(\alpha)m + h(\alpha) =: P_2(m)$$

with $f = -9$, $g(\alpha) = (1 - \alpha^2)(\alpha^4 + 34\alpha^2 + 1)$, and $h(\alpha) = -3\alpha^2(1 + \alpha^2)^4$. Note that $\delta$ is a polynomial inequality of degree two in the parameter $m := M^2\Lambda$. The inequality $L$ takes the form

$$6m < 1 + \alpha^2 - \alpha^4 - \alpha^6 =: P_3(\alpha). \quad (6)$$

A straightforward analysis of these inequalities is presented in Figure 1 which demonstrates the allowed region in the variables $\alpha$ and $m$ according to (4) and (5). It is obvious that there exist extremal values for $\alpha$ and $m$ (which we will discuss below). In the same figure we see that the allowed region of the inequality $\delta > 0$ lies inside the allowed region of the inequality $L > 0$. In principle, it would suffice to consider only (4). It is also possible to obtain some analytical results. First of all, we observe that $P_2(m)$ is a concave down parabola with respect to the parameter $m$. The solution set of the inequality $P_2(m) > 0$ will be non empty if the polynomial $P_2$ has two zeros. The condition for that reads

$$g^2 + 4fh = (\alpha^2 - 4\alpha + 1)^3(\alpha^2 + 4\alpha + 1)^3 > 0$$

which will be satisfied for $\alpha < -2 - \sqrt{3}$ or $-2 + \sqrt{3} < \alpha < 2 - \sqrt{3}$ or $\alpha > 2 + \sqrt{3}$ and the zeroes are given by

$$m_{\pm}(\alpha) = \frac{-g(\alpha) \pm \sqrt{g(\alpha)^2 + 4fh(\alpha)}}{2f} = \frac{-(1 - \alpha^2)(\alpha^4 + 34\alpha^2 + 1) \pm \sqrt{(\alpha^2 - 4\alpha + 1)^3(\alpha^2 + 4\alpha + 1)^3}}{18}. \quad (9)$$
FIG. 2: Plot of the roots of the polynomial $P_2$ on the interval $\alpha \in (-2 + \sqrt{3}, 2 - \sqrt{3})$. The solid line corresponds to $m_-$ while the dotted line represents $m_+$.

It is not difficult to verify that $m_+ (\alpha)$ is negative if $\alpha < -2 - \sqrt{3}$ or $\alpha > 2 + \sqrt{3}$ whereas it is positive whenever $-2 + \sqrt{3} < \alpha < 2 - \sqrt{3}$. Since $m_+(\alpha)$ is even we have that on the latter interval $0 < m_+(\alpha) < 416/\sqrt{3} - 240 = 0.177709$. Clearly, $m_-(\alpha)$ is also even and positive on the interval $-2 + \sqrt{3} < \alpha < 2 - \sqrt{3}$ whereas it is negative whenever $-2 + \sqrt{3} < \alpha < 2 - \sqrt{3}$. Since $m_+(\alpha)$ is even we have that on the latter interval $0 < m_+(\alpha) < 416/\sqrt{3} - 240 = 0.177709$.

From Fig. 2 we see that $m_+(\alpha) < m < m_-(\alpha)$. The maximal value of $m$ is $m_{max} = 416/\sqrt{3} - 240 = 0.177709$ and is attained at $\alpha = -2 + \sqrt{3}$ and $\alpha = 2 - \sqrt{3}$. Furthermore, the minimal value of $m$ is $m_{min} = 1/9 = 0.111111$ and is realized for $\alpha = 0$. To summarize, from the inequalities (7) and (9) we derive absolute limits on $a$ and $M$, more precisely

$$a_{min} = -a_{max} < a < a_{max} = \frac{2\sqrt{3} - 3}{\sqrt{\Lambda}} = \frac{0.464101}{\sqrt{\Lambda}}$$

and

$$M_{min} = \frac{1}{3\sqrt{\Lambda}} < M < \frac{1}{\sqrt{\Lambda}} \sqrt{\frac{416}{\sqrt{3}} - 240}.$$  

(11)

(12)

Of course, given an $a$ or $\alpha$ the mass can range between $m_{max}$ and $m_{min}$ and vice versa, for a given $M$ or $m$ we get a range for $a$ or $\alpha$. Descartes’ rule of signs predicts that (2) will have one negative root at $r_-$ without physical meaning and three positive roots at $r_- r_+$, and $r_c$ representing the Cauchy, the event, and the cosmological horizon, respectively. Note that $r_- < 0 < r_- < r_+ < r_c$. Moreover, we have the factorization $\Delta_r = -(r-r_-)(r-r_+)(r-r_c)$ and $\Delta_r > 0$ on the intervals $0 < r < r_-$ and $r_+ < r < r_c$. Note that the presence of $r_-$ can always be removed since we can express this root as $r_-=-(r_-+r_+ + r_c)$ by using one of Vieta’s formulae. For completeness we give also analytical expressions for the roots of (2) which are represented by

$$r_- = \frac{\sqrt{z_1} + \sqrt{z_2} + \sqrt{z_3}}{2}, \quad r_+ = \frac{\sqrt{z_1} - \sqrt{z_2} - \sqrt{z_3}}{2},$$

$$r_c = \frac{-\sqrt{z_1} + \sqrt{z_2} + \sqrt{z_3}}{2},$$

(13)

(14)

where $z_i = w_i + (2p)/3$ for every $i = 1, 2, 3$ and

$$w_1 = \xi_1 + \xi_2, \quad w_2 = \omega^2 \xi_1 + \omega \xi_2, \quad w_3 = \omega \xi_1 + \omega^2 \xi_2$$
with $\omega = \exp(2\pi i/3)$ and

$$
\xi_1 = \sqrt{-\frac{q}{2} + \sqrt{\left(\frac{p}{3}\right)^3 - \left(\frac{q}{2}\right)^2}}, \quad \xi_2 = \sqrt{-\frac{q}{2} - \sqrt{\left(\frac{p}{3}\right)^3 - \left(\frac{q}{2}\right)^2}}, \quad \tilde{p} = -\left(\frac{p^2}{3} + 4u\right), \quad \tilde{q} = \frac{2}{27}p^3 - \frac{8}{3}pu + q^2.
$$

The details of the derivation of the above formulae can be found in the appendix. Note that the formulae for the roots are too unwieldy for general use. However, since $\Lambda$ can be interpreted as a small parameter, we can use perturbation theory of algebraic equations to derive simpler formulae for the Cauchy, event, and cosmological horizons. To this purpose, let us consider the polynomial

$$
P_\Lambda(r) = -\Delta_r + \frac{\Lambda}{3}r^4 - \left(1 - \frac{\Lambda a^2}{3}\right)r^2 + 2Mr - a^2.
$$

Then, we immediately see that it can be written as an unperturbed polynomial plus a perturbation containing $\Lambda$, i.e. $P_\Lambda(r) = T_0(r) + E_\Lambda(r)$ with $T_0(r) = -r^2 + 2Mr - a^2$, and $E_\Lambda(r) = \Lambda r^2(r^2 + a^2)/3$. Clearly, the roots of $T_0(r) = 0$ are given by $r_{\pm} = r_{\pm,K} = M \pm \sqrt{M^2 - a^2}$ where $r_{+,K}$ and $r_{-,K}$ coincide with the event and Cauchy horizon of a Kerr black hole, respectively. Since $E_\Lambda(r)$ vanishes as $\Lambda$ tends to zero, a lemma in perturbation theory (see page 83 in [17]) ensures that the equation $P_\Lambda(r) = 0$ has at least two roots $r_-(\Lambda)$ and $r_+(\Lambda)$ such that $r_+(\Lambda) \to r_+K$ as $\Lambda \to 0$. Substituting $r_{\pm,\Lambda} = r_{\pm,K} + r_{1,\pm} \Lambda + \mathcal{O}(\Lambda^2)$ into the equation $P_\Lambda(r) = 0$ yields

$$
T_0(r_{\pm,K}) + \frac{1}{3} \left[ r_{\pm,K}^2 (r_{\pm,K}^2 + a^2) - 6(r_{\pm,K} - M)r_{1,\pm} \right] \Lambda + \mathcal{O}(\Lambda^2) = 0.
$$

From the definition of $r_{\pm,K}$ it follows immediately that $T_0(r_{\pm,K}) = 0$. Moreover, the fundamental theorem of perturbation theory implies that the coefficients of the various powers of $\Lambda$ can be set to zero. Hence, we find that the coefficients $r_{1,\pm}$ are given by

$$
r_{1,\pm} = \frac{r_{\pm,K}^2 (r_{\pm,K}^2 + a^2)}{6(r_{\pm,K} - M)} = \pm \frac{Mr_{\pm,K}^3}{3\sqrt{M^2 - a^2}}.
$$

Note that for $\Lambda$ approaching zero, inequality [17] reduces to the condition of a non extreme Kerr black hole, that is $M^2 > a^2$, and therefore the coefficients $r_{1,\pm}$ are always well defined. Hence, the event and Cauchy horizons of a non extreme Kerr-de Sitter black hole can be represented as follows

$$
r_\pm = r_{\pm,K} \pm \frac{Mr_{\pm,K}^3}{3\sqrt{M^2 - a^2}} \Lambda + \mathcal{O}(\Lambda^2).
$$

Concerning the cosmological horizon we rescale the radial variable as $r = w/\sqrt{\Lambda}$ and we consider the equation

$$
P_\Lambda(\Lambda^{-1/2}w) = \frac{\Lambda^{-1}}{3}w^4 + \frac{q^2}{3}w^2 - \Lambda^{-1}w^2 + 2M\Lambda^{-1/2}w - a^2 = 0.
$$

Multiplying throughout by $\Lambda$ and setting $\beta = \Lambda^{1/2}$ we obtain the regular perturbation problem

$$
w^4 + a^2\beta^2w^2 - 3w^2 + 6\beta w - 3a^2\beta^2 = 0.
$$

As $\beta \to 0$ we get the unperturbed equation $w^4 - 3w^2 = 0$ having roots at 0 and $\pm \sqrt{3}$. Taking into account that for vanishing $u$ and $M$ the Kerr-de Sitter universe represents a de Sitter universe with cosmological horizon at $r_{c,dS} = \sqrt{3}/\Lambda$, we will look at an expansion of the form $w = \sqrt{3} + w_1\beta + w_2\beta^2 + w_3\beta^3 + \mathcal{O}(\beta^4)$. Substituting such an expansion into [13] and setting the coefficients of the various powers of $\beta$ to zero, we obtain $w_1 = -M$, $w_2 = -\sqrt{3}M^2/2$, and $w_3 = -M(M^2 - a^2)/3$. Finally, we conclude that the cosmological horizon for a non extreme Kerr-de Sitter black hole admits the following expansion in $\Lambda$, namely

$$
r_c = r_{c,dS} - M\sqrt{\Lambda} - \frac{\sqrt{3}M^2}{2}\Lambda - \frac{M}{3}(M^2 - a^2)\Lambda^{3/2} + \mathcal{O}(\Lambda^2).
$$

In the case $a \to 0$ the above expression gives the position of the cosmological horizon for a Schwarzschild-de Sitter black hole.
• There will be two distinct and two coinciding roots whenever \( L > 0, \delta = 0 \) and \(-\alpha_{\text{max}} < \alpha < \alpha_{\text{max}}\). The value of \( m \) can be only on one of the two branches \( m_{\pm}(\alpha) \). Since the condition \( \delta = 0 \) reduces for \( \Lambda \to 0 \) to the constraint \( M^2 = a^2 \), we will call this case the extreme Kerr-de Sitter black hole. Let \( \alpha \in (-2 + \sqrt{3}, 2 - \sqrt{3}) \). Since (5) is biquadratic in \( \mu \), the corresponding roots are

\[
\mu_{1,\pm}(\alpha) = \pm \frac{1}{3} \sqrt{F(\alpha) + 6 \sqrt{G(\alpha)}} , \quad \mu_{2,\pm}(\alpha) = \pm \frac{1}{3} \sqrt{F(\alpha) - 6 \sqrt{G(\alpha)}}
\]

with \( F(\alpha) = 6g(\alpha), \ G(\alpha) = (\alpha^2 - \alpha_+^2)^3(\alpha^2 - \alpha_-^2)^3 \), and \( \alpha_{\pm} = 2 \pm \sqrt{3} \). We have the following two cases

- if \( \mu = \mu_{1,+}(\alpha) \), the event and cosmological horizons coincide, i.e. \( \rho_+ = \rho_c \), and

\[
\rho_c = \frac{1}{6} \sqrt{6 - 6\alpha^2 + 6\sqrt{\alpha^4 - 14\alpha^2 + 1}} , \quad \rho_- = -\rho_c + \sqrt{1 - \alpha^2 - 2\rho_c^2}.
\]

This implies that

\[
r_c = \frac{1}{6} \sqrt{3} \left[ 6 - 2\alpha^2 \Lambda + 2\sqrt{\alpha^4 \Lambda^2 - 42\alpha^2 \Lambda + 1} \right] , \quad r_- = -r_c + \sqrt{3 - \alpha^2 - 2r_c^2}
\]

with expansions in the small parameter \( \Lambda \) given by

\[
r_c = \frac{1}{\sqrt{\Lambda}} - \frac{2}{3} a^2 \sqrt{\Lambda} - \frac{8}{9} a^4 \Lambda^{3/2} + O(\Lambda^{5/2}) , \quad r_- = \frac{3}{2} a^2 \sqrt{\Lambda} + \frac{15}{8} a^4 \Lambda^{3/2} + O(\Lambda^{5/2}).
\]

- If \( \mu = \mu_{2,+}(\alpha) \), the Cauchy and event horizons coincide, i.e. \( \rho_- = \rho_+ \), and

\[
\rho_+ = \frac{1}{6} \sqrt{6 - 6\alpha^2 - 6\sqrt{\alpha^4 - 14\alpha^2 + 1}} , \quad \rho_c = -\rho_+ + \sqrt{1 - \alpha^2 - 2\rho_+^2}.
\]

that is

\[
r_+ = \frac{1}{6} \sqrt{3} \left[ 6 - 2\alpha^2 \Lambda - 2\sqrt{\alpha^4 \Lambda^2 - 42\alpha^2 \Lambda + 1} \right] , \quad r_c = -r_+ + \sqrt{3 - \alpha^2 - 2r_+^2}
\]

with expansions in the small parameter \( \Lambda \) given by

\[
r_+ = a + \frac{2}{3} a^3 \Lambda + O(\Lambda^2) , \quad r_c = \sqrt{\frac{3}{\Lambda} - a - \frac{\sqrt{3}}{2} a^2 \sqrt{\Lambda} - \frac{2}{3} a^3 \Lambda - \frac{41\sqrt{3}}{72} a^4 \Lambda^{3/2} + O(\Lambda^2}).
\]

For the details of the derivation we refer to the appendix. From the results above we see that the extreme Kerr-de Sitter black hole in reality contains two possible scenarios. If \( \mu = \mu_{1,+} \) we have \( \Delta_r < 0 \) in the region between the Cauchy and the cosmological horizons, thus signaling the presence of a dynamical universe where the central singularity is shielded by a Cauchy horizon. A similar scenario emerged also from the analysis of [19] where the horizons of Reissner-Nordström-de Sitter black holes have been investigated. In the limit \( a \to 0 \) we have \( M = 1/(3\sqrt{\Lambda}) \) and this case corresponds to an extreme Schwarzschild-de Sitter black hole where the event and cosmological horizons coincide. In this case we have a dynamical universe exhibiting a naked central singularity. Moreover, if \( \mu = \mu_{2,+} \), we have instead \( \Delta_r > 0 \) in the region between the event and cosmological horizons. This case reduces to the usual extreme Kerr case in the limit \( \Lambda \to 0 \) as we can see from the above expansion for \( r_+ \). Last but not least, it is pretty amazing that we can find relatively simple formulae for the positions of the horizons in the case of an extreme Kerr-de Sitter black hole.

• There will be two real roots with algebraic multiplicities one and three, respectively, whenever \( \alpha_{\text{max}} < \alpha < \alpha_{\text{max}} \)

\[
\delta = 0, \quad L = 0, \quad \bar{p} < 0, \quad \bar{q} \neq 0.
\]  

For \( L = 0 \) and \( \delta = 0 \) we have \( \alpha = \alpha_{\text{max}} \) and \( m = m_{\text{max}} \). The condition \( \bar{q} \neq 0 \) translates simply into the requirement \( \Delta = 0 \) whereas the condition \( \bar{p} < 0 \) is satisfied for \( \Lambda a^2/3 < 1 \). Moreover, we see that \( \delta = 0 \) and \( L = 0 \) at the points where the graph of \( \mu_+ \) intersects the graphs of \( \mu_{1,+} \) and \( \mu_{2,+} \). This happens for \( \alpha = \pm \alpha_- \) with \( \alpha_- = 2 - \sqrt{3} \) for which

\[
\mu_{\pm}(\pm \alpha_-) = \mu_{1,+}(\pm \alpha_-) = \mu_{2,+}(\pm \alpha_-) = \frac{8}{3} \sqrt{26\sqrt{3} - 45}.
\]
or equivalently, in terms of the parameters $a$ and $M$

$$a = \pm \frac{2\sqrt{3} - 3}{\sqrt{\Lambda}}, \quad M = \frac{4}{3} \sqrt{\frac{78\sqrt{3} - 135}{\Lambda}}.$$  

Furthermore, the roots of (4) are $\rho_{--} = -\sqrt{6\sqrt{3} - 9}$ and $\rho_{-} = \rho_{+} = \rho_{c} = \sqrt{(2/3)\sqrt{3} - 1}$ to which correspond the following roots of (2), namely

$$r_{--} = -\frac{18\sqrt{3} - 27}{\Lambda}, \quad r_{-} = r_{+} = r_{c} = \frac{2\sqrt{3} - 3}{\Lambda}.$$  

Taking into account that $r > 0$, it is straightforward to verify that $\Delta_{r} > 0$ for $0 < r < r_{c}$. Hence, this scenario corresponds to a naked singularity at $r = 0$ in the equatorial plane immersed in an universe with cosmological constant. It is interesting to observe that this case does not admit a Kerr-like counterpart in the limit $\Lambda \to 0$ because in the limit of a vanishing constant the condition $L = 0$ gives rise to the contradiction $1 = 0$.

- The case of two real roots both having algebraic multiplicity two which corresponds to the set of conditions $\delta = L = \tilde{q} = 0$, and $\tilde{p} < 0$ does not represent a black hole since the condition $\tilde{q} = 0$ requires that $M = 0$ and therefore it will not be further analyzed. The same conclusion holds for the case $\delta < 0$ corresponding to the scenario of two complex conjugate roots and two real roots each having algebraic multiplicity one.

- If $\delta = L = \tilde{p} = 0$ there is only one root with algebraic multiplicity four. The condition $\tilde{p} = 0$ implies that (4) becomes $r^{4} + qr + u = 0$ with $q = 6M/\Lambda$ and $u = -9/\Lambda^{2}$. On the other side (2) could be written as $(r - r_{0})^{4} = 0$. A quick comparison with $r^{4} + qr + u = 0$ shows that $u = r_{0}^{4} = 0$ which is impossible since $u = -9/\Lambda^{2} \neq 0$. Hence, this case can never occur.

- If $\delta = 0$ and $L < 0$ there is only one root with algebraic multiplicity two and two complex conjugate roots. This means that (4) must be of the form $(r - r_{0})^{2}(r^{2} + A^{2}) = 0$ with $A^{2} > 0$. Comparing the latter with (2) yields $r_{0} = 0$, $A^{2} = p$, $q = 0$, and $u = 0$. The last two conditions imply $M = a = 0$. Hence, $p = -3/\Lambda$ and since we are interested in the case of a positive cosmological constant, this would require that $A^{2} < 0$. Therefore, this case might be relevant in the case of an anti-de Sitter space and it will not be further investigated here.

- There will be no real roots when $[\delta > 0 \text{ and } (L \leq 0 \text{ or } \tilde{p} > 0)] \text{ or } [\delta = 0 \text{ or } L = 0 \text{ and } \tilde{p} > 0]$. The absence of real roots implies that there will be no cosmological horizon and therefore no de Sitter space asymptotically at infinity. However, this will never happen. First, $\delta \geq 0$ and $\tilde{p} > 0$ are not compatible. From the first we obtain $\alpha^{2} \leq 0.0718$ (see the analysis above) whereas the second inequality is equivalent to $\alpha^{2} > 1$. It remains to look into the $\delta > 0$ and $L \leq 0$ case. Numerically the second inequality is satisfied for $\alpha^{2} > 41/3$ which again contradicts $\delta > 0$.

Finally, after the analysis of the horizons some general comments are in order. Let us note that it is not always obvious that choosing one parameter in the theory constraints the choice of other parameters. In the Kerr-de Sitter black hole this interplay happens for $a$ and $M$. Moreover, equations (11) and (12) sets absolute limits on $a$ and $M$. This seems to be a general characteristic of theories containing the cosmological constant $\Lambda$. Indeed, several cases can be quoted

1. The general condition for the existence of horizons in the Schwarzschild-de Sitter metric is

$$\frac{1}{3\sqrt{\Lambda}} \geq M$$  

(17)

2. The condition for the Newtonian limit to exist in the Schwarzschild-de Sitter case is

$$\frac{2\sqrt{3}}{3\sqrt{\Lambda}} \gg M$$  

(18)

3. The effective potential which determines the orbits in the Schwarzschild-de Sitter case has three local extrema. To avoid that the first maximum coincides with the minimum one has to respect that the angular momentum
per mass $l$ is smaller than $\sqrt{3}r_s$ with $r_s$ being the Schwarzschild radius. On the other hand insisting that the minimum and the second maximum do not degenerate we have \cite{22}

$$l < \left( \frac{3}{4} \right)^{1/3} (r_s^2 r_A)^{1/3}, \ r_A \equiv \frac{1}{\sqrt{\Lambda}}$$

(19)

There exists a maximum radius of the order $(r_s^2 r_A)^{1/3}$ (the location of the second maximum) beyond which bound states are not possible.

4. In the Schwarzschild-de Sitter metric different concepts of equilibrium demand a constraint on mass or density. The hydrostatic equilibrium demands that \cite{23}

$$\frac{2}{9\sqrt{\Lambda}} \geq M$$

(20)

The Tolman-Oppenheimer-Volkoff equation states that \cite{23}

$$\Lambda < 4\pi \bar{\rho},$$

(21)

with $\bar{\rho}$ the average density. On the other hand the virial equilibrium applies if \cite{24}

$$\rho > A\rho_{\text{vac}}, \ \rho_{\text{vac}} = \frac{\Lambda}{8\pi}$$

(22)

with $\rho$ being the density and $A$ an expression which depends on the geometry of the object.

5. Probing the black hole evaporation via a generalized uncertainty principle one finds that there exists a maximum temperature corresponding to a minimum black hole mass (black hole remnant) \cite{24} and, in case that the cosmological constant is non-zero, that we have a minimum temperature corresponding to a maximum mass, i.e.,

$$T_{\text{max}} \sim m_{pl} \leftrightarrow M_{\text{min}} \sim m_{pl}$$

$$T_{\text{min}} \sim \sqrt{\Lambda} \leftrightarrow M_{\text{max}} \sim m_{pl}^2$$

(23)

where we have restored the Planck mass $m_{pl}$.

III. THE DIRAC EQUATION IN THE KERR-DE SITTER METRIC

A fermion of mass $m_e$ and charge $e$ is described by the Dirac equation $(h = c = G = 1)$ \cite{25}

$$\nabla_A^{\dagger} \phi_A = \frac{m_e}{\sqrt{2}} \chi_{A'}, \ \nabla_A^{\dagger} \chi_A' = \frac{m_e}{\sqrt{2}} \phi_A,$$

(24)

where $\nabla_{AA'}$ denotes covariant differentiation, and $(\phi_A, \chi_A')$ are the two-component spinors representing the wave function. According to \cite{20}, at each point of the space-time we can associate to the spinor basis $\xi^A_a$ a null tetrad $(l, n, m, \overline{m})$ obeying the normalization and orthogonality relations

$$l \cdot n = 1, \ m \cdot \overline{m} = -1, \ l \cdot m = l \cdot \overline{m} = n \cdot m = n \cdot \overline{m} = 0.$$

(25)

Moreover, to any tetrad we can associate a unitary spin-frame $(\sigma^A, \tau^A)$ defined uniquely up to an overall sign factor by the relations $\sigma^A \overline{\sigma}^A = l^a, \ \sigma^A \tau^A = n^a, \ \sigma^A \tau^A = m^a, \ \sigma^A \overline{\tau}^A = \overline{m}^a$, and $\sigma^A \overline{\tau}^A = 1 \ \ \overline{22}$. As in \cite{10} we denote by $\phi_0$ and $\phi_1$ the components of $\phi^A$ in the spin-frame $(\sigma^A, \tau^A)$, and by $\chi_{0'}$ and $\chi_{1'}$ the components of $\chi^A$ in $(\overline{\sigma}^A, \overline{\tau}^A)$, more precisely $\phi_0 = \phi_0 \sigma^A, \ \phi_1 = \phi_1 \tau^A, \ \chi_{0'} = \chi_{0'} \overline{\sigma}^A$, and $\chi_{1'} = \chi_{1'} \overline{\tau}^A$, and we introduce the spinor $\psi = (F_1, F_2, G_1, G_2)^T$ with components $F_1 = -\phi_0, \ F_2 = \phi_1, \ G_1 = i\chi_1', \ G_2 = i\chi_{0'}$. Then, the two equations in \cite{24} can be written in matrix form as

$$\mathcal{D} \Psi = 0, \ \mathcal{D} = \begin{pmatrix} -m_e & 0 & \alpha_+ & \beta_+ \\
0 & -m_e & \beta_- & \alpha_-
\end{pmatrix}$$

$$\begin{pmatrix} \overline{\alpha}_- & -\overline{\beta}_+ & \overline{m}_e & 0 \\
-\overline{\beta}_- & \overline{\alpha}_+ & 0 & -\overline{m}_e
\end{pmatrix},$$

(26)
with
\[
\alpha_+ = -i\sqrt{2}(D + \tau - \varpi), \quad \beta_+ = i\sqrt{2}(\delta + \pi - \varpi), \quad \beta_- = i\sqrt{2}(\delta + \pi + \varpi), \quad \alpha_- = -i\sqrt{2}(\Delta + \varpi + \tau),
\]
\[
\tilde{\alpha}_- = -i\sqrt{2}(\bar{\Delta} + \mu - \varpi), \quad \tilde{\beta}_+ = i\sqrt{2}(\delta + \beta - \tau), \quad \tilde{\beta}_- = i\sqrt{2}(\delta + \pi + \mu), \quad \tilde{\alpha}_+ = -i\sqrt{2}(D + \epsilon - \rho),
\]
where \(\mu, \gamma, \beta, \tau, \rho, \pi, \alpha\) are the spin coefficients and \(D, \bar{\Delta}, \delta\) are the directional derivatives along the tetrad \((l, n, m, \bar{m})\).

In what follows we consider the Dirac equation in the presence of a non-extreme Kerr-de Sitter black hole. The Dirac equation in this geometry was computed and separated in [6] with the help of the Kinnersley tetrad [29]. In view of the separation of the Dirac equation we choose to work with a Carter tetrad [29] which allows for a more elegant treatment of the separation problem and leads to simpler forms of the radial and angular equations than those derived in [6]. This symmetric null tetrad also generalizes the one employed in [10] where the Dirac equation in the Kerr metric has been investigated. The line element of the Kerr-de Sitter metric given by (11) suggests that we introduce the differential forms
\[
\vartheta^1 = \sqrt{\frac{\Sigma}{\Delta_r}} d\tau, \quad \vartheta^2 = \sqrt{\frac{\Sigma}{\Delta_\varphi}} d\varphi, \quad \vartheta^3 = \frac{\sin \vartheta}{\Xi} \sqrt{\frac{\Delta_\varphi}{\Sigma}} [r^2 + a^2] d\varphi - adt, \quad \vartheta^4 = \frac{1}{\Xi} \sqrt{\frac{\Delta_r}{\Sigma}} [dt - a \sin^2 \vartheta d\varphi].
\]
With the help of (5.119) in [29] we can construct a symmetric null tetrad as follows
\[
l_\mu = \vartheta^1 + \vartheta^4, \quad n_\mu = \vartheta^2 - \vartheta^3, \quad m_\mu = \sqrt{\frac{\Delta_r}{2\Sigma}} \vartheta^2 - \vartheta^3, \quad \bar{m}_\mu = \sqrt{\frac{\Delta_\varphi}{2\Sigma}} \vartheta^1 - \vartheta^4.
\]
Hence, we have
\[
l_\mu = \frac{1}{\Xi} \sqrt{\frac{\Delta_r}{2\Sigma}}, \quad n_\mu = \frac{1}{\Xi} \sqrt{\frac{\Delta_\varphi}{2\Sigma}}, \quad m_\mu = \frac{i a \sin \vartheta}{\Xi} \sqrt{\frac{\Delta_\varphi}{2\Sigma}}, \quad \bar{m}_\mu = \frac{i a \sin \vartheta}{\Xi} \sqrt{\frac{\Delta_r}{2\Sigma}}.
\]
It is not difficult to verify that this tetrad satisfies the conditions in [29] and it is made of null vectors, i.e. \(l_\mu n^{\mu} = m_\mu m^{\mu} = \bar{m}_\mu \bar{m}^{\mu} = 0\). Using the above tetrad and (2.3a) – (2.3d) in [10] the spin coefficients are found to be \(\kappa = \sigma = \lambda = \nu = 0, \rho = \mu, \gamma = \epsilon, \beta = -\alpha, \pi = -\tau\) and
\[
\mu = \frac{1}{\rho} \sqrt{\frac{\Delta_r}{2\Sigma}}, \quad \epsilon = \frac{1}{2} \left( \mu - \frac{\Delta_r}{\delta + \cos \vartheta} \right), \quad \alpha = \frac{1}{2} \left[ \frac{\Delta_\varphi}{\eta + \cos \vartheta} + \frac{\Delta_r}{2\eta} \right], \quad \tau = -i a \sin \vartheta \sqrt{\frac{\Delta_r}{2\Sigma}}.
\]
where \(\rho = r + ia \cos \vartheta\), prime denotes differentiation with respect to the radial variable and dot means differentiation with respect to the angular variable \(\vartheta\). We are now ready to give a more explicit form to the Dirac equation [29]. If we introduce the following operators
\[
D_\pm = \frac{\partial}{\partial r} \pm \frac{1}{\Delta_r} \left[ (r^2 + a^2) \frac{\partial}{\partial \varphi} + a \frac{\partial}{\partial \vartheta} \right], \quad L_\pm = \frac{\partial}{\partial \vartheta} + \frac{1}{2} \cot \vartheta \pm \frac{i a \sin \vartheta}{\Delta_\varphi} \left( a \sin \vartheta \frac{\partial}{\partial \vartheta} + \csc \vartheta \frac{\partial}{\partial \varphi} \right),
\]
the entries of the matrix in [29] are computed to be
\[
\alpha_\pm = \pm i \sqrt{\frac{\Delta_r}{\Sigma}} (D_\pm + f(r, \vartheta)), \quad \beta_\pm = -i \sqrt{\frac{\Delta_\varphi}{\Sigma}} (L_\tau + g(r, \vartheta)), \quad \tilde{\alpha}_\pm = \pm i \sqrt{\frac{\Delta_r}{\Sigma}} (D_\pm + f(r, \vartheta)), \quad \tilde{\beta}_\pm = -i \sqrt{\frac{\Delta_\varphi}{\Sigma}} (L_\tau + g(r, \vartheta)),
\]
with
\[
f(r, \vartheta) = \frac{1}{2} \left( 1 + \frac{\Delta_\varphi}{2\Delta_r} \right), \quad g(r, \vartheta) = \frac{1}{2} \left( \frac{\Delta_\varphi}{2\Delta_r} + \frac{i a \sin \vartheta}{\rho} \right).
As in [10], we replace [20] by a modified but equivalent equation

\[ \mathcal{W} \hat{\psi}(t, r, \vartheta, \varphi) = 0, \quad \mathcal{W} = \Gamma S^{-1} O DS, \]

(27)

where \( \hat{\psi} = S^{-1} \Psi = (\hat{F}_1, \hat{F}_2, \hat{G}_1, \hat{G}_2)^T \) and \( \Gamma \) and \( S \) are non singular \( 4 \times 4 \) matrices, whose elements may depend on the variables \( r \) and \( \vartheta \). Proceeding as in Lemma 2.1 in [10] it can be showed that for \( r_+ < r < r_c \) there exist non singular \( 4 \times 4 \) matrices

\[ S = (\Delta_r \Delta_\vartheta)^{-1/4} \text{diag}(\tilde{\rho}^{-1/2}, \tilde{\rho}^{-1/2}, \tilde{\varrho}^{-1/2}, \tilde{\varrho}^{-1/2}), \quad \Gamma = \text{diag}(-i\tilde{\rho}, i\tilde{\rho}, i\tilde{\varrho}, -i\tilde{\varrho}) \]

(28)

with \( \det(S) = (\Sigma \Delta_r \Delta_\vartheta)^{-1} \) and \( \det(\Gamma) = \Sigma^2 \) such that the operator \( \mathcal{W} \) decomposes into the sum of an operator containing only derivatives respect to the variables \( t, r \) and \( \varphi \) and of an operator involving only derivatives respect to \( t, \vartheta \) and \( \varphi \). More precisely, we have

\[ \mathcal{W} = \mathcal{W}_{(t,r,\varphi)} + \mathcal{W}_{(t,\vartheta,\varphi)} \]

(29)

with

\[ \mathcal{W}_{(t,r,\varphi)} = \begin{pmatrix} \text{im}_e r & 0 & \sqrt{\Delta_r} \mathcal{D}_+ & 0 \\ 0 & -\text{im}_e r & 0 & \sqrt{\Delta_r} \mathcal{D}_- \\ \sqrt{\Delta_r} \mathcal{D}_- & 0 & -\text{im}_e r & 0 \\ 0 & \sqrt{\Delta_r} \mathcal{D}_+ & 0 & \text{im}_e r \end{pmatrix}, \]

\[ \mathcal{W}_{(t,\vartheta,\varphi)} = \begin{pmatrix} \text{am}_e \cos \vartheta & 0 & 0 & -\sqrt{\Delta_\vartheta} \mathcal{L}_- \\ 0 & -\text{am}_e \cos \vartheta & \sqrt{\Delta_\vartheta} \mathcal{L}_+ & 0 \\ 0 & \sqrt{\Delta_\vartheta} \mathcal{L}_- & \text{am}_e \cos \vartheta & 0 \\ \sqrt{\Delta_\vartheta} \mathcal{L}_+ & 0 & 0 & -\text{am}_e \cos \vartheta \end{pmatrix}. \]

**Remark III.1** It should be noted that this decomposition continues to hold even for extreme Kerr-de Sitter black holes. In addition, since the Kerr-de Sitter metric goes over into the de Sitter metric for \( M = a = 0 \), we obtain from the decomposition above a similar result for the Dirac equation in a de Sitter universe. Taking into account that in this case \( \Delta_\vartheta = 1 \) and \( \Delta_r = r^2(1 - \Delta r^2/3) \) with \( r \in (0, \sqrt{3}/\Lambda) \) we can find non singular \( 4 \times 4 \) matrices

\[ \hat{S} = \Delta_r^{-1/4} \text{diag}(r^{-1/2}, r^{-1/2}, r^{-1/2}, r^{-1/2}), \quad \hat{\Gamma} = \text{diag}(-ir, ir, ir, -ir) \]

with \( \det(\hat{S}) = (r^2 \Delta_r)^{-1} \) and \( \det(\hat{\Gamma}) = r^4 \) such that the operator \( \mathcal{W}(dS) \) decomposes as follows

\[ \mathcal{W}(dS) = \mathcal{W}_{(t,r,\varphi)}(dS) + \mathcal{W}_{(t,\vartheta,\varphi)}(dS) \]

with

\[ \mathcal{W}_{(t,r,\varphi)}(dS) = \begin{pmatrix} \text{im}_e r & 0 & \sqrt{\Delta_r} \hat{\mathcal{D}}_+ & 0 \\ 0 & -\text{im}_e r & 0 & \sqrt{\Delta_r} \hat{\mathcal{D}}_- \\ \sqrt{\Delta_r} \hat{\mathcal{D}}_- & 0 & -\text{im}_e r & 0 \\ 0 & \sqrt{\Delta_r} \hat{\mathcal{D}}_+ & 0 & \text{im}_e r \end{pmatrix}, \quad \mathcal{W}_{(t,\vartheta,\varphi)}(dS) = \begin{pmatrix} 0 & 0 & 0 & -\hat{\mathcal{L}}_- \\ 0 & \hat{\mathcal{L}}_+ & 0 & 0 \\ 0 & -\hat{\mathcal{L}}_- & 0 & 0 \\ \hat{\mathcal{L}}_+ & 0 & 0 & 0 \end{pmatrix}, \]

where

\[ \hat{\mathcal{D}}_\pm = \frac{\partial}{\partial r} \mp \frac{1}{1 - \Delta r^2} \frac{\partial}{\partial t}, \quad \hat{\mathcal{L}}_\pm = \frac{\partial}{\partial \vartheta} \mp \frac{1}{2} \cot \vartheta \mp \csc \vartheta \frac{\partial}{\partial \varphi}. \]

We compute now the commutation relations needed to construct a symmetry operator of the Dirac equation in the Kerr-de Sitter metric generalizing the one obtained in [10] for the same equation in the Kerr metric. To this purpose, let \( \hat{\psi} \in C^2(\Omega) \) with \( \Omega = \mathbb{R} \times (r_+, r_c) \times [0, \pi] \times [0, 2\pi] \). Then, it is not difficult to verify that the following commutators hold

\[ [\mathcal{W}_{(t,r,\varphi)}, \mathcal{W}_{(t,\vartheta,\varphi)}] = 0, \quad [\mathcal{W}_{(t,r,\varphi)}, \mathcal{W}] = [\mathcal{W}_{(t,\vartheta,\varphi)}, \mathcal{W}] = 0. \]
Moreover, the matrix $\Gamma$ splits into the sum $\Gamma = \Gamma_r + \Gamma_\theta$ with $\Gamma_r = i\text{diag}(-r, r, r, -r)$ and $\Gamma_\theta = a\text{ diag}(-\cos \vartheta, \cos \vartheta, -\cos \vartheta, \cos \vartheta)$ satisfying the commutation relations

$$[\Gamma_r, \Gamma_\theta] = 0, \quad [\Gamma_r, \mathcal{W}_t(t, \vartheta, \varphi)] = [\Gamma_\theta, \mathcal{W}_t(t, \vartheta, \varphi)] = 0.$$ 

Since the Kerr-de Sitter metric is axially symmetric, it is natural to make the following ansatz for the spinors $\tilde{\psi}$ entering in (27), namely

$$\tilde{\psi}(t, r, \vartheta, \varphi) = e^{i\omega t} e^{i(k + \frac{1}{2})r} \psi(r, \vartheta)$$

(30)

where $\omega$ and $k \in \mathbb{Z}$ are the energy and the azimuthal quantum number of the particle, respectively, and $\tilde{\psi}(r, \vartheta) \in \mathbb{C}^4$. Inserting (30) in (29), it can be verified that $\psi(r, \vartheta)$ satisfies the equation

$$(\mathcal{W}_r + \mathcal{W}_\theta) \psi = 0,$$

(31)

where

$$\mathcal{W}_r = \begin{pmatrix} im_c r & 0 & \sqrt{\Delta_r} D_+ & 0 \\ 0 & -im_c r & 0 & \sqrt{\Delta_r} D_- \\ \sqrt{\Delta_r} D_- & 0 & -im_c r & 0 \\ 0 & \sqrt{\Delta_r} D_+ & 0 & im_c r \end{pmatrix}$$

(32)

and

$$\mathcal{W}_\theta = \begin{pmatrix} am_c \cos \vartheta & 0 & 0 & -\sqrt{\Delta_\theta} \bar{L}_- \\ 0 & -am_c \cos \vartheta & \sqrt{\Delta_\theta} \bar{L}_+ & 0 \\ -\sqrt{\Delta_\theta} \bar{L}_+ & 0 & am_c \cos \vartheta & 0 \\ \sqrt{\Delta_\theta} \bar{L}_- & 0 & 0 & -am_c \cos \vartheta \end{pmatrix}$$

(33)

with

$$\bar{D}_\pm = \frac{\partial}{\partial r} \mp i \frac{\Xi}{\Delta_r} \left[\omega(r^2 + a^2) + \bar{a} \bar{k}\right], \quad \bar{L}_\pm = \frac{\partial}{\partial \vartheta} + A_\pm(\vartheta)$$

where

$$A_\pm(\vartheta) = \frac{1}{2} \cot \vartheta \pm \frac{\Xi}{\Delta_\theta} \left(a\omega \sin \vartheta + \frac{\bar{a}}{\sin \vartheta}\right), \quad \bar{k} = k + \frac{1}{2}.$$

At this point it is instructive to compare the above expressions with the operators $\bar{D}_0$, $\bar{D}_{1/2}$, $\bar{L}_{1/2}$, and $\bar{L}_1^{1/2}$ represented by equations (2.6) – (2.9) in [32] where the separation of the Dirac equation in the Kerr-de Sitter metric was achieved by using the Kinnersley tetrad. It can be immediately observed that the major benefit of using the Carter tetrad is to transform away the terms

$$\frac{1}{2\Delta_r} \frac{d\Delta_r}{dr}, \quad \frac{1}{2\sqrt{\Delta_\theta} \sin \vartheta} \frac{d}{d\vartheta} (\sqrt{\Delta_\theta} \sin \vartheta)$$

appearing in (2.6) – (2.9) in [32]. This in turn will lead to a very simplified form of the radial and angular systems. Let us set

$$\tilde{\psi}(r, \vartheta) = (R_-(r)S_+(\vartheta), R_+(r)S_-(\vartheta), R_+(r)S_+(\vartheta), R_-(r)S_-(\vartheta))^T.$$  

(34)

According to Chandrasekhar Ansatz [30] and proceeding as in [10] equation splits into the following two systems of linear first order differential equations, namely

$$\begin{pmatrix} \sqrt{\Delta_r} D_- & -im_c r - \lambda \\ im_c r - \lambda & \sqrt{\Delta_r} D_+ \end{pmatrix} \begin{pmatrix} R_- \\ R_+ \end{pmatrix} = 0,$$

(35)

$$\begin{pmatrix} -\sqrt{\Delta_\theta} \bar{L}_- & \lambda + am_c \cos \vartheta \\ \lambda - am_c \cos \vartheta & \sqrt{\Delta_\theta} \bar{L}_+ \end{pmatrix} \begin{pmatrix} S_- \\ S_+ \end{pmatrix} = 0.$$  

(36)
where $\lambda$ is a separation constant. Note that when $a = \Lambda = 0$ the angular eigenfunctions $S_\pm$ reduce to the well-known spin-weighted spherical harmonics whereas for $a \neq 0 = \Lambda$ the same eigenfunctions satisfy a Heun equation [31].

Finally, in the general case of non vanishing values of the parameters $\Lambda$ and $a$ it has been shown in [32] that $S_\pm$ obey a generalized Heun equation (GHE). Since the GHE has been scarcely studied in the mathematical literature made exceptions of [33] and [34], the next section will be devoted to study the spectrum of the angular eigenvalue problem, the dependence of the eigenvalues upon the relevant physical parameters, and to obtain series representations for the eigenfunctions. We conclude this section by giving a physical interpretation to the separation constant. To this purpose we will use the Chandrasekhar ansatz to generate a new operator $\hat{O}$ such that $\hat{O} \psi = \psi$. Proceeding as in [10] we can construct a matrix operator

$$J = S \hat{J} S^{-1}$$

such that $\hat{J} \psi = \lambda \psi$. Let $J = S \hat{J} S^{-1}$ with $S$ defined as in [28]. Then,

$$J = ST^{-1}(\Gamma_{(r)} W_{(r)} - (\Gamma_{(e)} W_{(e)}) S^{-1}$$

is a symmetry operator for the formal Dirac operator $O_D$ since $[O_D, J] = 0$. We skip the proof because the method and the computation is essentially the same as those appearing in Lemma 2.4 in [10]. Finally, letting $\Lambda \to 0$ in the above expression reproduces the square root of the squared total angular momentum for a Dirac particle in the Kerr metric obtained in [10].

IV. THE ANGULAR EIGENVALUE PROBLEM

We start by observing that the angular eigenvalue problem (36) admits the discrete symmetry $P : \vartheta \longrightarrow \pi - \vartheta$ so that

$$PS_+(\vartheta) = S_+(\pi - \vartheta) = S_-(\vartheta), \quad PS_-(\vartheta) = S_-(\pi - \vartheta) = S_+(\vartheta).$$

This means that if we decide to eliminate $S_+$ in favor of $S_-$ in (36) to get a second order differential equation for $S_-$ the corresponding equation for $S_+$ can be obtained by applying the transformation $P$ to the equation satisfied by $S_-$. It is not difficult to verify that the equation satisfied by $S_-$ is

$$\sqrt{\Delta \vartheta} \hat{L}_+(\sqrt{\Delta \vartheta} \hat{L}_- S_-) + \frac{a m_e \Delta \vartheta \sin \vartheta}{\lambda + a m_e \cos \vartheta} \hat{L}_- S_- + (\lambda^2 - a^2 m_e^2 \cos^2 \vartheta) S_- = 0. \quad (37)$$

**Remark IV.1** Note that in the last term of equation (3.39) in [6] and equation (3.2) in [72] there is a typo and the term $\lambda^2 + a^2 m_e^2 \cos^2 \vartheta$ should be replaced by $\lambda^2 - a^2 m_e^2 \cos^2 \vartheta$.

The differential equation (37) has two singularities at $\vartheta = 0, \pi$. An additional singularity emerges if $\lambda$ belongs to the interval $(-am_e, am_e)$. In the case that $\lambda = \pm am_e$ the third singularity coincides with the singularities at $\pi$ or 0, respectively. In what follows we will assume that such a singularity does not belong to the interval $0, \pi)$. Let

$$S(\vartheta) = \left( S_+(\vartheta) 
\begin{array}{c}
S_-(\vartheta)
\end{array}\right) = \frac{\hat{S}(\vartheta)}{\sqrt{\sin \vartheta}} = \frac{1}{\sqrt{\sin \vartheta}} \left( \frac{\hat{S}_+(\vartheta)}{\hat{S}_-(\vartheta)} \right),$$

and introduce the coordinate transformation $d\vartheta/d\tilde{\vartheta} = 1/\sqrt{\Delta \vartheta}$. A simple integration gives

$$x(\vartheta) = \frac{1}{\sqrt{2}} \int_0^\vartheta \frac{d\tilde{\vartheta}}{\sqrt{1 - k^2 \sin^2 \vartheta}}, \quad 0 < k^2 = \frac{\sigma}{1 + \sigma} < 1, \quad \sigma = \frac{\Lambda}{3} a^2, \quad (38)$$
where the integration constant has been chosen to be zero since \( x = \vartheta \) in the limit \( \sigma \to 0 \). With the help of 110.02, 110.06, and 113.01 in [33] we find that

\[
   x(\vartheta) = \begin{cases} 
   x_1(\vartheta) = \frac{1}{\sqrt{\Xi}} F\left(\sin \vartheta, \sqrt{\frac{\sigma}{1+\sigma}}\right) & \text{if } 0 < \vartheta \leq \pi/2, \\
   x_2(\vartheta) = \frac{1}{\sqrt{\Xi}} K\left(\sqrt{\frac{\sigma}{1+\sigma}}\right) - F(\cos \vartheta, i\sqrt{\sigma}) & \text{if } \pi/2 < \vartheta \leq \pi.
   \end{cases}
\]  

(39)

Here, \( K \) and \( F \) denote the complete and incomplete elliptic integral of the first kind, respectively. Furthermore, using 110.06 in [33] it is not difficult to verify that \( x(0) = 0 \),

\[
   x_1(\pi/2) = x_2(\pi/2) = x_0, \quad x_2(\pi) = x_0 + K(i\sqrt{\sigma}), \quad x_0 = \frac{1}{\sqrt{\Xi}} K\left(\sqrt{\frac{\sigma}{1+\sigma}}\right).
\]

This means that the interval \((0, \pi)\) will be mapped by the coordinate transformation \( x = x(\vartheta) \) to the positive interval \( I = (0, x_2(\pi)) \). Observe that for \( \sigma \to 0 \) we can use 111.02 in [33] to show that the interval \( I \) reduces as expected to the interval \((0, \pi)\). Last but not least, we have

\[
   \lim_{\sigma \to 0} x_1(\vartheta) = \vartheta = \lim_{\sigma \to 0} x_2(\vartheta)
\]

signalizing that [39] reduces correctly to \( x = \vartheta \) in the limit \( \sigma \to 0 \). The coordinate transformation \( x = x(\vartheta) \) can be inverted and expressed in terms of the Jacobian elliptic functions as follows

\[
   \vartheta(x) = \begin{cases} 
   \vartheta_1(x) = \sin^{-1}\left(\frac{\Xi x}{\sqrt{\frac{\sigma}{1+\sigma}}}\right) & \text{if } 0 < x \leq x_0, \\
   \vartheta_2(x) = \cos^{-1}\left(\frac{\sin \vartheta(x)}{\sqrt{\frac{\sigma}{1+\sigma}}}, i\sqrt{\sigma}\right) & \text{if } x_0 < x < x_2.
   \end{cases}
\]  

(40)

Finally, the angular system can be rewritten as a Dirac system

\[
   (\mathcal{U} \tilde{S})(x) = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \frac{d\tilde{S}}{dx} + \left[-\frac{\Xi}{\sqrt{\Delta_x}} \left[-a m_c \cos \vartheta(x) \right] \frac{d}{dx} - \frac{\Xi}{\sqrt{\Delta_x}} \left[a \omega \sin \vartheta(x) + \kappa \frac{k \sin \vartheta(x)}{\sin \vartheta(x)}\right]\right] \tilde{S}(x) = \lambda \tilde{S}(x) \]

(41)

with \( x \in I \) and \( \vartheta(x) \) defined as in (10). Let us rewrite the formal differential operator \( \mathcal{U} \) as

\[
   \mathcal{U} = \begin{pmatrix} 0 & \frac{d}{dx} - \frac{\Xi}{\sqrt{\Delta_x}} \left[a \omega \sin \vartheta(x) + \kappa \frac{k \sin \vartheta(x)}{\sin \vartheta(x)}\right] \\ -\frac{d}{dx} - \frac{\Xi}{\sqrt{\Delta_x}} \left[a \omega \sin \vartheta(x) + \kappa \frac{k \sin \vartheta(x)}{\sin \vartheta(x)}\right] & \frac{d}{dx} - \frac{\Xi}{\sqrt{\Delta_x}} \left[-a m_c \cos \vartheta(x) \right] \end{pmatrix}
\]

(42)

which acts on the Hilbert space \( L^2(I, dx)^2 \). To simplify the following analysis we express \( \mathcal{U} \) as the sum of the unbounded operator \( \mathcal{U}_u \) and the bounded operator \( \mathcal{U}_b \) given by

\[
   \mathcal{U}_u = \begin{pmatrix} 0 & \frac{d}{dx} - \frac{\Xi k}{\sqrt{\Delta_x} \sin \vartheta(x)} \\ -\frac{d}{dx} - \frac{\Xi k}{\sqrt{\Delta_x} \sin \vartheta(x)} & 0 \end{pmatrix}, \quad \mathcal{U}_b = \begin{pmatrix} -a m_c \cos \vartheta(x) - \Xi a \omega \frac{\sin \vartheta(x)}{\sqrt{\Delta_x}} & 0 \\ \Xi a \omega \frac{\sin \vartheta(x)}{\sqrt{\Delta_x}} & a m_c \cos \vartheta(x) \end{pmatrix}.
\]

In the following we always assume that \( \Lambda, a, m_c, \omega \) are real and \( k \in \mathbb{Z} \). The minimal operator associated to \( \mathcal{U} \) is \( A_{\text{min}}^u \Phi = \mathcal{U}_u \Phi \) with domain of definition \( D(A_{\text{min}}^u) = C_0^\infty(I)^2 \). Let us introduce the inner product

\[
   \langle \Phi, \tilde{\Phi} \rangle = \int_I dx \, \Phi(x) \tilde{\Phi}^*(x)
\]

where \( \ast \) denotes complex conjugation followed by transposition. Then, it is not difficult to verify that \( A_{\text{min}}^u \) is formally self-adjoint. Hence, by Theorem 5.4 in [30] the operator \( A_{\text{min}}^u \) will be closable. Let \( A_u \) denote the closure of \( A_{\text{min}}^u \). We can prove the following

**Theorem IV.2** The operator \( A_u \) is self-adjoint if and only if \( k \in \mathbb{R}\setminus(-1, 0) \) and a fortiori for every \( k \in \mathbb{Z} \).
Proof. We show that $\mathcal{U}_u$ is in the limit point case at $\vartheta = 0$ and $\vartheta = \pi$. A fundamental system of the differential equation $\mathcal{U}_u \Phi = 0$ is

$$
\Phi_1(x) = \left( \tan \left( \frac{x}{2} \right) \right)^{-(k+1)} e^{\sqrt{\alpha} \cos \left( \frac{x}{2} \right) \tan^{-1} \left( \sqrt{\alpha} \cos \left( \frac{x}{2} \right) \right)} \begin{pmatrix} 1 \\ 0 \end{pmatrix},
$$

$$
\Phi_2(x) = \left( \tan \left( \frac{x}{2} \right) \right)^{(k+1)} e^{-\sqrt{\alpha} \cos \left( \frac{x}{2} \right) \tan^{-1} \left( \sqrt{\alpha} \cos \left( \frac{x}{2} \right) \right)} \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
$$

Let us analyze the square integrability of these solutions. To this purpose let $k \geq 0$, $\alpha \in (x_0, x_2)$, and $\beta \in (0, x_0)$. Then, we have

$$
\int_\alpha^x dx \, |\Phi_2(x)|^2 > \int_\alpha^x dx \, \left( \tan \left( \frac{x}{2} \right) \right)^{2k+1} > \int_\alpha^x dx \, \tan \left( \frac{x}{2} \right) = \int_0^{\vartheta} d\vartheta \frac{\tan (\vartheta/2)}{\sqrt{\Delta_\vartheta}}
$$

$$
= \ln \left[ 2e - 4\alpha^2 (\vartheta/2) + 2\alpha \sqrt{e - 2\alpha^2 \sin^2 \vartheta} \right]_{\vartheta=0}^{\vartheta=\pi} = +\infty,
$$

where in the first majorization we used the fact that $\cos \vartheta(x) < 0$ for $x \in (\alpha, x_2)$ together with $\tan(\vartheta(x)/2) > 0$ since $\vartheta(x) \in (\vartheta(\alpha), \pi/2)$ and therefore $\tan^{-1} \left( \sqrt{\alpha} \cos \left( \frac{x}{2} \right) \right)$ is negative. The second majorization is obtained by observing that $\vartheta(\alpha)/2 > \pi/4$ implies that $\tan (\vartheta(x)/2) > 0$. Furthermore, $\vartheta(x)/2 > \pi/4$ and hence $\tan (\vartheta(x)/2) > 1$ on the interval $L = (\vartheta(\alpha)/2, \pi/2)$. This implies that $(\tan (\vartheta(x)/2))^{2k+1} > \tan (\vartheta(x)/2)$ on $L$. Moreover, we also have

$$
\int_0^\beta dx \, |\Phi_1(x)|^2 > \int_0^\beta dx \, \left( \cot \left( \frac{x}{2} \right) \right)^{2k+1} > \int_0^\beta dx \, \cot \left( \frac{x}{2} \right) = \int_0^{\vartheta} d\vartheta \frac{\cot (\vartheta/2)}{\sqrt{\Delta_\vartheta}} >
$$

$$
\frac{1}{\sqrt{\alpha}} \int_0^{\vartheta} d\vartheta \, \cot (\vartheta/2) = \ln \sin \left( \frac{\vartheta}{2} \right)_{|\vartheta=0}^{\vartheta=\pi} = +\infty,
$$

where we used the fact that for $\vartheta \in (0, \beta)$ we have $\sqrt{\Delta_\vartheta} < \sqrt{\alpha}$. On the other hand, we also have the following estimates

$$
\int_\beta^{x_2} dx \, |\Phi_1(x)|^2 < e^{\frac{\pi}{4}\sqrt{\alpha} (2k+1)} \int_\beta^{x_2} dx \, \left( \cot \left( \frac{x}{2} \right) \right)^{2k+1} \leq e^{\frac{\pi}{4}\sqrt{\alpha} (2k+1)} \left( \cot \left( \frac{\vartheta}{2} \right) \right)^{2k+1} \int_\beta^{x_2} dx < +\infty
$$

and

$$
\int_0^\alpha dx \, |\Phi_2(x)|^2 < e^{\frac{\pi}{4}\sqrt{\alpha} (2k+1)} \int_0^\alpha dx \, \tan \left( \frac{x}{2} \right)^{2k+1} \leq e^{\frac{\pi}{4}\sqrt{\alpha} (2k+1)} \left( \tan \left( \frac{\vartheta}{2} \right) \right)^{2k+1} \int_0^\alpha dx < +\infty.
$$

This shows that in the case $k \geq 0$ the solution $\Phi_1$ lies right but not left in $L^2(I, dx)^2$, whereas the solution $\Phi_2$ lies left in $L^2(I, dx)^2$ but it does not lie right in $L^2(I, dx)^2$. For $k \leq -1$ the same holds true for $\Phi_1$ and $\Phi_2$ exchanged. According to Weyl’s alternative it follows that for $k \in \mathbb{R} \setminus (-1, 0)$ the formal differential operator $\mathcal{U}_u$ is in the limit point case both at 0 and at $\pi$. Hence, Theorem 2.7 in [22] ensures that the closure of $A^m_{u\alpha}$ is self-adjoint. To show that $A_u$ is not self-adjoint for $k \in (-1, 0)$ we check that $\Phi_1$ and $\Phi_2$ are in $L^2(I, dx)^2$, thus $\mathcal{U}_u$ is in the limit circle case both at 0 and $\pi$. Then, again by Theorem 2.7 in [22] the assertion follows. We give a proof for $\Phi_2 \in L^2(I, dx)^2$ in the case $k \in (-1, 1/2]$, the remaining cases can be treated similarly. From the initial assumption we have $2k+1 \in (-1, 0]$. Hence, it follows from the inequality $\sin \frac{x}{2} \geq \frac{x}{2} \sin \frac{\pi}{2} \geq \frac{x}{2}$ with $\gamma \in (0, \pi)$ and the monotonicity of the cosine and tangent functions

$$
\int_0^{x_2} dx \, |\Phi_2(x)|^2 = \int_0^{x_2} dx \, |\Phi_2(x)|^2 = e^{\frac{\pi}{4}\sqrt{\alpha} (2k+1)} \int_0^{x_2} dx \, \left( \tan \left( \frac{x}{2} \right) \right)^{2k+1} \leq e^{\frac{\pi}{4}\sqrt{\alpha} (2k+1)} \int_0^\pi d\vartheta \left( \tan \left( \frac{\vartheta}{2} \right) \right)^{2k+1} \leq
$$

$$
e^{\frac{\pi}{4}\sqrt{\alpha} (2k+1)} \int_0^\pi d\vartheta \left( \cot \left( \frac{\vartheta}{2} \right) \right)^{2k+1} \leq e^{\frac{\pi}{4}\sqrt{\alpha} (2k+1)} \left[ \int_0^{\pi/2} \left( \cot \left( \frac{\vartheta}{2} \right) \right)^{2k+1} d\vartheta + \int_{\pi/2}^\pi d\vartheta \left( \cot \left( \frac{\vartheta}{2} \right) \right)^{2k+1} \right] \leq
$$
expressions

$U$ is self-adjoint if and only if

The angular operator $A_u^*$ is self-adjoint its spectrum

By using an off-diagonalization method as in [39] we show that

Then, Theorem IV.3 implies that for $k \in \mathbb{R} \setminus (-1, 0)$ the operator $A_u$ is self-adjoint by Theorem [IV.2] we also have that $A_u = A_u^{max}$.

Theorem IV.3 The angular operator $A\tilde{S} := U\tilde{S}$ with $U$ given by (12) and domain of definition

is self-adjoint if and only if $k \in \mathbb{R} \setminus (-1, 0)$. In this case, $A$ is the closure of the minimal operator $A^{min}$ defined by

Proof. Let us start by observing that $D(A) = D(A^{max})$. Let $A_b$ be the maximal operator associated with the formal multiplication operator $U_b$, that is $D(A_b) = L^2(I, dx)^2$ and $A_b\Psi = U_b\Psi$. The operator $A_b$ is symmetric and bounded in the Hilbert space $L^2(I, dx)^2$. Hence, Theorem 4.10 (see Ch. V in [38]) shows that $A = A_u + A_b$ with domain $D(A) = D(A_u)$ is self-adjoint if and only if $A_u$ is self-adjoint. The result follows from Theorem [IV.2].

Since $A$ is self-adjoint its spectrum $\sigma(A)$ must be real.

Remark IV.4 Consider now the angular operator in the special case $m_c = 0$ and introduce the formal differential expressions

Then, Theorem [IV.3] implies that for $k \in \mathbb{R} \setminus (-1, 0)$ the operator $B\tilde{S} = B\tilde{S}$ with domain of definition $D(B) = \{ \tilde{S} \in L^2(I, dx)^2 \mid \tilde{S} \text{ absolutely continuous}, B\tilde{S} \in L^2(I, dx)^2 \}$ is self-adjoint and it is the closure of the minimal operator $B^{min}$ given by $D(B^{min}) = C^\infty_0(I)^2$ with $B^{min}\tilde{S} = B\tilde{S}$. This implies that the operators $B\tilde{S}_2 = B_+\tilde{S}_2$ with $D(B) = \{ \tilde{S}_2 \in L^2(I, dx) \mid \tilde{S}_2 \text{ absolutely continuous}, B_+\tilde{S}_2 \in L^2(I, dx) \}$ and $B_-\tilde{S}_1 = B_-\tilde{S}_1$ with $D(B-\tilde{S}_1) = \{ \tilde{S}_1 \in L^2(I, dx) \mid \tilde{S}_1 \text{ absolutely continuous}, B_-\tilde{S}_1 \in L^2(I, dx) \}$ are adjoint to each other so that $B = \begin{pmatrix} 0 & B \\ B^* & 0 \end{pmatrix}$.

Let us write the angular operator $A$ as $A = \begin{pmatrix} D & B \\ B^* & D \end{pmatrix}$ with $D = am_c \cos \vartheta(x)$ a bounded multiplication operator in $L^2(I, dx)^2$ and

By using an off-diagonalization method as in [39] we show that $A$ has compact resolvent. This together with Theorem 6.29, Ch.III in [38] will imply that the spectrum of $A$ consists only of isolated eigenvalues with no accumulation points $(-\infty, \infty)$. First, we prove that the discrete spectrum of $B$ and $B^*$ is empty.

Lemma IV.5 $\sigma_p(B) = \sigma_p(B^*) = \emptyset$.

Proof. Take any $\mu \in \mathbb{C}$. Then, $\mu \in \sigma_p(B) \cup \sigma_p(B^*)$ if and only if at least one of the differential equations

\[ -\frac{d}{dx} - \frac{\Xi k}{\sqrt{\Delta x}} \frac{\sin \vartheta(x)}{\sqrt{\Delta x}} - \frac{\Xi a \sin \vartheta(x)}{\sqrt{\Delta x}} = -\mu \varphi_{[\mu]}(x) = 0, \quad \frac{d}{dx} - \frac{\Xi k}{\sqrt{\Delta x}} \frac{\cos \vartheta(x)}{\sqrt{\Delta x}} - \frac{\Xi a \sin \vartheta(x)}{\sqrt{\Delta x}} = -\mu \psi_{[\mu]}(x) = 0 \]
has a square integrable solution. Let \( \Xi = 1 + \sigma \) and recall that \( \hat{k} = k + 1/2 \). The solutions of these differential equations are

\[
\varphi_{[\mu]}(x) = ce^{f(x)} \left( \tan \left( \frac{x}{2} \right) \right)^{-(k+\frac{1}{2})}, \quad \psi_{[\mu]}(x) = ce^{-f(x)} \left( \tan \left( \frac{x}{2} \right) \right)^{k+\frac{1}{2}}
\]

with

\[
f(x) = -\mu x + \left( k + \frac{1}{2} \right) \sqrt{\sigma} \arctan \left( \sqrt{\sigma} \cos \vartheta(x) \right) + a\omega(1 + \sigma) \frac{\arctan \left( \sqrt{\sigma} \cos \vartheta(x) \right)}{\sqrt{\sigma}}.
\]

The functions \( \varphi_{[\mu]} \) and \( \psi_{[\mu]} \) are defined up to a multiplicative constant \( c \in \mathbb{C} \). Without loss of generality we set \( c = 1 \). Let us show that this functions are not square integrable on the interval \( I = (0, x_2) \). We start by observing that

\[
\langle \varphi_{[\mu]}, \varphi_{[\mu]} \rangle = \int_I \varphi_{[\mu]}(x) \overline{\varphi_{[\mu]}(x)} \, dx = \int_0^\pi \varphi_{[\mu]}(\vartheta) \overline{\varphi_{[\mu]}(\vartheta)} \frac{d\vartheta}{\sqrt{\Delta \vartheta}} = \int_0^\pi e^{\rho(\vartheta)} \left( \tan \left( \frac{\vartheta}{2} \right) \right)^{-(2k+1)} \frac{d\vartheta}{\sqrt{\Delta \vartheta}}
\]

with

\[
\rho(\vartheta) = -2(\Re \mu) \vartheta + (2k+1) \sqrt{\sigma} \arctan \left( \sqrt{\sigma} \cos \vartheta \right) + 2a\omega(1 + \sigma) \frac{\arctan \left( \sqrt{\sigma} \cos \vartheta \right)}{\sqrt{\sigma}}.
\]

Taking into account that \( 1 \leq \sqrt{\Delta \vartheta} \leq \sqrt{1 + \sigma} \) for \( \vartheta \in [0, \pi] \) and that the function \( \arctan \left( \sqrt{\sigma} \cos \vartheta \right) \) is continuous and decreasing on \([0, \pi]\) let \( M = \inf_{\vartheta \in [0, \pi]} \{ e^{\rho(\vartheta)} \} > 0 \). Then,

\[
\langle \varphi_{[\mu]}, \varphi_{[\mu]} \rangle > \frac{M}{\sqrt{1 + \sigma}} \left[ \int_0^{\pi/2} \left( \tan \left( \frac{\vartheta}{2} \right) \right)^{-(2k+1)} \, d\vartheta + \int_{\pi/2}^\pi \left( \tan \left( \frac{\vartheta}{2} \right) \right)^{-(2k+1)} \, d\vartheta \right].
\]

For \( k \geq 0 \) we have \( \tan \left( \vartheta/2 \right) \leq 1 \) when \( \vartheta \in (0, \pi/2) \) and therefore

\[
\int_0^{\pi/2} \left( \tan \left( \frac{\vartheta}{2} \right) \right)^{-(2k+1)} \, d\vartheta \geq \int_0^{\pi/2} \left( \tan \left( \frac{\vartheta}{2} \right) \right)^{-1} \, d\vartheta = 2 \ln \sin \left( \frac{\vartheta}{2} \right)_{\vartheta=0}^{\pi/2} = +\infty.
\]

When \( k \leq -1 \) we have \( \tan \left( \vartheta/2 \right) \geq 1 \) on \((\pi/2, \pi)\) and hence

\[
\int_{\pi/2}^{\pi} \left( \tan \left( \frac{\vartheta}{2} \right) \right)^{-(2k+1)} \, d\vartheta \geq \int_{\pi/2}^{\pi} \tan \left( \frac{\vartheta}{2} \right) \, d\vartheta = -2 \ln \cos \left( \frac{\vartheta}{2} \right)_{\vartheta=\pi/2}^{\pi} = +\infty.
\]

In any case it results \( \varphi_{[\mu]} \notin L^2(I, dx) \). Similarly, it can be shown that \( \psi_{[\mu]} \notin L^2(I, dx) \). □

For \( \mu \in \mathbb{C} \) we introduce the formal differential expression defined by \( \mathfrak{B}_\mu = \begin{pmatrix} 0 & \mathfrak{B}_+ - \mu \\ \mathfrak{B}_- & 0 \end{pmatrix} \) and we associate to \( \mathfrak{B}_\mu \) the differential operator \( B_\mu \tilde{S} = \mathfrak{B}_\mu \tilde{S} \) with \( D(B_\mu) = D(A) \). Moreover, in the notation of the previous remark we have \( B = B_0 = \begin{pmatrix} 0 & B' \\ B^* & 0 \end{pmatrix} \). The operator \( B_\mu \) is self-adjoint for any \( \mu \in \mathbb{C} \) because \( A \) is self-adjoint and \( B_\mu - A \) is symmetric and bounded. Following an analogous proof to that of Theorem 2.14 in [39] it can be shown that \( \sigma_{ess}(B_\mu) = \emptyset \). This fact together with the next result implies that \( B_\mu \) is boundedly invertible.

**Lemma IV.6** For all \( \mu \in \mathbb{C} \) we have \( 0 \notin \sigma_p(B_\mu) \).

**Proof.** We prove it by contradiction. Suppose \( 0 \in \sigma_p(B_\mu) \) and \( \tilde{S} \) be an eigenfunction of \( B_\mu \) with eigenvalue \( 0 \). Then,

\[
0 = B_\mu \tilde{S} = B_\mu \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix} \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix} \tilde{S} = \begin{pmatrix} B - \mu & 0 \\ 0 & B^* - \mu \end{pmatrix} \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix} \tilde{S}
\]

implies that either \( B - \mu \) or \( B^* - \mu \) is not injective which is in contradiction to \( \sigma_p(B) \cup \sigma_p(B^*) = \emptyset \) following from the previous lemma. □
We now derive an auxiliary result that will allow us to show that the operator $\mathcal{B}$ has compact resolvent from which it will follow that the angular operator has compact resolvent as well. According to Lemma IV.6 we have $0 \in \mathbb{C}\setminus(\sigma_p(\mathcal{B}_\mu) \cup \sigma_{ess}(\mathcal{B}_\mu)) = \rho(\mathcal{B}_\mu)$, where $\rho(\mathcal{B}_\mu)$ denotes the absolute resolvent set of $\mathcal{B}_\mu$. Hence, $B - \mu$ and $B^* - \overline{\mu}$ are boundedly invertible. Moreover, their resolvents and the resolvent of $\mathcal{B}_\mu$ are connected as follows

$$
\begin{pmatrix}
(B - \mu)^{-1} \\
0
\end{pmatrix}
= \begin{pmatrix}
B - \mu & 0 \\
0 & B^* - \overline{\mu}
\end{pmatrix}^{-1}
= \begin{pmatrix}
0 & I \\
I & 0
\end{pmatrix} \mathcal{B}_\mu^{-1}.
$$

In particular, we have that the ranges of $B - \mu$ and $B^* - \overline{\mu}$ are such that $\operatorname{rg}(B - \mu) = \operatorname{rg}(B^* - \overline{\mu}) = L^2(I, dx)$. Hence, we have shown that $\sigma(B) = \sigma(B^*) = \emptyset$.

**Lemma IV.7** Let $\mu \in \mathbb{C}$ and $\varphi_{[\mu]}$ and $\psi_{[\mu]}$ be defined as in the proof of Lemma IV.6. Then, the operators $(B - \mu)^{-1}$ and $(B^* - \overline{\mu})^{-1}$ map functions $g, h \in L^2(I, dx)$ to

$$(B - \mu)^{-1} g(x) = \frac{1}{\varphi_{[\mu]}(x)} \int_x^\pi \varphi_{[\mu]}(t) g(t) dt$$

if $k \geq 0$ and

$$(B - \mu)^{-1} g(x) = \int_0^x \varphi_{[\mu]}(t) g(t) dt$$

if $k \leq -1$, $x \in I$ (43)

and

$$(B^* - \overline{\mu})^{-1} h(x) = \frac{1}{\psi_{[\mu]}(x)} \int_x^\pi \psi_{[\mu]}(t) h(t) dt$$

if $k \geq 0$ and

$$(B^* - \overline{\mu})^{-1} h(x) = \int_0^x \psi_{[\mu]}(t) h(t) dt$$

if $k \leq -1$, $x \in I$. (44)

**Proof.** From the proof Lemma IV.5 it follows that $\psi_{[\mu]}$ is a solution of $(B - \mu)u = 0$ and that $\varphi_{[\mu]}$ is a solution of $(B^* - \overline{\mu})v = 0$. To prove (43) and (44) we first show that $(B - \mu)G(x) = g(x)$ and $(B^* - \overline{\mu})H(x) = h(x)$ with $x \in I$ hold formally, where $G$ and $H$ denote the r.h.s. of (43) and (44), respectively. Let us start by assuming $k \geq 0$. Then, for $g \in \operatorname{rg}(B - \mu)$ we find

$$(B - \mu)G(x) = (B - \mu) \left( \frac{1}{\varphi_{[\mu]}(x)} \int_x^\pi \varphi_{[\mu]}(t) g(t) dt \right) = (B - \mu) \left( \psi_{[\mu]}(x) \int_x^\pi \varphi_{[\mu]}(t) g(t) dt \right),$$

$$= (B\psi_{[\mu]}(x) - \mu \psi_{[\mu]}(x)) \int_x^\pi \varphi_{[\mu]}(t) g(t) dt + \psi_{[\mu]}(x) \int_0^x \varphi_{[\mu]}(t) g(t) dt = \psi_{[\mu]}(x) \varphi_{[\mu]}(x) g(x) = g(x),$$

where we used $\psi_{[\mu]}(x) \varphi_{[\mu]}(x) = 1$ and $(\mathfrak{M} - \mu) \psi_{[\mu]} = 0$. The case $k \leq -1$ and the equation for $h$ can be shown in a similar way. Let us prove that $G \in D(B)$ and $H \in D(B^*)$. We will do it only for $G \in D(B)$ in the case $k \geq 0$ because the statement for $k \leq -1$ and $H \in D(B^*)$ can be proved analogously. Since $D(B) = \{g \in L^2(I, dx) \; | \; g \text{ absolutely continuous}, \; \mathfrak{M}g \in L^2(I, dx)\}$, we need to verify that $G \in L^2(I, dx)$. Let $k \geq 0$. Then,

$$\|G\|_{L^2}^2 = \int_0^\pi |G(x)|^2 dx = \int_0^\pi \left| \int_x^\pi \varphi_{[\mu]}(t) g(t) dt \right|^2 dx \leq \int_0^\pi \left( \int_x^\pi \varphi_{[\mu]}(t) g(t) dt \right)^2 dx,$$

$$= \int_0^\pi \left( \int_{\varphi_{[\mu]}(\theta)}^{\varphi_{[\mu]}(\pi)} \sqrt{\varphi_{[\mu]}(\theta)} \left| g(\tau) \sqrt{\varphi_{[\mu]}(\theta)} \right| d\tau \right)^2 d\theta \leq \int_0^\pi \left( \sqrt{\varphi_{[\mu]}(\theta)} \right)^2 d\theta \int_0^\pi \left( \sqrt{\varphi_{[\mu]}(\theta)} \right)^2 d\theta \int_0^\pi \left( \varphi_{[\mu]}(\theta) \right)^2 g(\theta)^2 d\theta,$$

with $0 < \vartheta < \tau < \pi$. Note that by assumption $g \in L^2((0, \pi), d\vartheta/\sqrt{\Delta})$ and its restriction on the interval $(0, \vartheta)$ will belong to $L^2((0, \vartheta), d\tau/\sqrt{\Delta})$ for $\vartheta \in (0, \pi)$. Furthermore, we have

$$\left( \frac{\varphi_{[\mu]}(\tau)}{\varphi_{[\mu]}(\vartheta)} \right)^2 = e^{-2(\Re(\mu))(\tau - \vartheta)} + \chi(\tau, \vartheta) \left( \frac{\tan \vartheta}{\tan \tau} \right)^{2k+1}$$

with

$$\chi(\tau, \vartheta) = 2 \left[ \frac{1}{k\sqrt{\sigma}} + \frac{1}{\sqrt{\sigma}} \frac{\varphi_{[\mu]}(\tau)}{\varphi_{[\mu]}(\vartheta)} \arctan(\sqrt{\sigma} \cos \tau) - \arctan(\sqrt{\sigma} \cos \vartheta) \right].$$

First of all observe that $e^{2(\Re(\mu))}(\tau - \vartheta) = e^{-2(\Re(\mu))(\tau - \vartheta)} \leq K e^{2(\Re(\mu))(\vartheta)}$ with $K = \max \{1, e^{2(\Re(\mu))(\pi)}\}$. Furthermore, the function $\chi(\tau, \vartheta)$ has an absolute maximum on the square $[0, \pi] \times [0, \pi]$ at the point $(0, \pi)$ where $\chi(0, \pi) = 2 \arctan \sqrt{\sigma}$. 

Hence, there exists a positive constant $C$ such that $e^{\chi(\tau, \vartheta)} \leq C$ with $C = e^{4\left(\sqrt{\varphi^2 + \frac{\mu^2}{\varphi^2}}\right) \arctan \sqrt{\varphi}}$. Finally, since $0 < \vartheta < \tau < \pi$ we can show that
\[
\frac{\tan \frac{\vartheta}{2}}{\tan \frac{\tau}{2}} < \frac{\vartheta}{\tau}
\]
as follows. Since the above inequality is equivalent to the inequality $\frac{\tan \frac{\vartheta}{2}}{\vartheta} < \frac{\tan \frac{\tau}{2}}{\tau}$, we consider the function $f : (0, \pi) \to \mathbb{R}$ such that $f(\vartheta) = \frac{\tan \frac{\vartheta}{2}}{\vartheta}$. Clearly, $f$ is continuously differentiable and the inequality we need to prove is equivalent to $f(\vartheta) < f(\tau)$ for $0 < \vartheta < \tau < \pi$. Hence, it suffices to show that $f$ is a monotonously increasing function of $\vartheta$. A straightforward computation shows that
\[
f'(\vartheta) = \frac{1}{2\vartheta \cos^2 \frac{\vartheta}{2}} \left(1 - \frac{\sin \vartheta}{\vartheta} \cos \frac{\vartheta}{2}\right) > 0
\]
since $(\sin \frac{\vartheta}{2})/(\vartheta/2) < 1$ and $\cos \frac{\vartheta}{2} < 1$. Finally, $\vartheta < \tau$ implies that
\[
\frac{\tan \frac{\vartheta}{2}}{\tan \frac{\tau}{2}} < 1
\]
and we conclude that
\[
\left| \frac{\varphi(\tau)}{\varphi(\vartheta)} \right|^2 < CK e^{2|\varphi'\vartheta|}.
\] (46)
Hence, $\varphi(\tau)/\varphi(\vartheta) \in L^2((0, \pi), d\tau)$ for each fixed $\vartheta \in (0, \pi)$. Therefore, we can use the Cauchy-Schwarz inequality to estimate the inner integral in (45) as follows
\[
\left( \int_{\vartheta}^{\pi} \left| \frac{\varphi(\tau)}{\varphi(\vartheta)} \right| g(\tau) d\tau \right) \left( \int_{\vartheta}^{\pi} g(\tau)^2 d\tau \right)^{\frac{1}{2}} \leq \int_{\vartheta}^{\pi} \left| \frac{\varphi(\tau)}{\varphi(\vartheta)} \right|^2 d\tau \leq CK \int_{\vartheta}^{\pi} e^{2|\varphi'\vartheta|} d\tau \int_{\vartheta}^{\pi} g(\tau)^2 d\tau < C_0 \|g\|^2_{L^2} e^{2|\varphi'\vartheta|} (\pi - \vartheta)
\]
with $C_0 = CK$. Inserting the above expression into (45) yields $\|G\|^2_{L^2} < (\pi^2 C_0/2) e^{2|\varphi'\vartheta|} \|g\|^2_{L^2} < +\infty$ and this concludes the proof. □

Note that Lemma [IV.7] gives explicit expressions for the inverses of $B$ and $B^*$ by choosing $\mu = 0$. Now that we have obtained an explicit form of $B^{-1}$ we can show that $B$, and therefore the angular operator $A$, has compact resolvent.

Lemma IV.8 The operator $B$ has compact resolvent.

Proof. Tho show that the operator $B^{-1} = \begin{pmatrix} 0 & (B^*)^{-1} \\ B^{-1} & 0 \end{pmatrix}$ is compact, it suffices to show that the operators $B^{-1}$ and $(B^*)^{-1}$ are compact. We limit us to prove that $B^{-1}$ is compact in the case $k \geq 0$ because the case $k \leq -1$ and the corresponding assertion regarding $(B^*)^{-1}$ can be proved in an analogous way. From the previous lemma we have for $k \geq 0$ and $g \in L^2(I, dx)$
\[
B^{-1}g(x) = \frac{1}{\varphi(\vartheta)} \int_{x}^{x_2} \varphi(\vartheta)(t)g(t) dt, \quad x \in I.
\]
For each $n \in \mathbb{N}$ we define the operators
\[
T_n : L^2(I, dx) \to L^2(I, dx), \quad T_n f(x) = \begin{cases} 0 & \text{if } x \notin \left[\frac{1}{n}, \frac{x_2 - 1}{n}\right] \\ \frac{1}{\varphi(\vartheta)} \int_{x + \frac{1}{n}}^{x_2} \varphi(\vartheta)(t) f(t) dt & \text{if } x \in \left[\frac{1}{n}, \frac{x_2 - 1}{n}\right]
\end{cases}
\]
and
\[
\hat{T}_n : L^2\left[\left[\frac{1}{n}, \frac{x_2 - 1}{n}\right], dx\right] \to L^2\left[\left[\frac{1}{n}, \frac{x_2 - 1}{n}\right], dx\right], \quad \hat{T}_n f(x) = \frac{1}{\varphi(\vartheta)} \int_{x + \frac{1}{n}}^{x_2} \varphi(\vartheta)(t) f(t) dt.
\]
These operators are bounded for all \( n \in \mathbb{N} \) and the operators \( \hat{T}_n \) are compact since the integral kernel is continuous and bounded (see example 4.1, Ch. III in \([38]\)). For every \( f \in L^2(I, dx) \) the restriction \( \hat{f} \) of \( f \) on the compact interval \( \left[ \frac{1}{n}, x_2 - \frac{1}{n} \right] \) lies in \( L^2 \left( \left[ \frac{1}{n}, x_2 - \frac{1}{n} \right], dx \right) \). It is clear that for any convergent sequence \( (g_n)_{n \in \mathbb{N}} \) with terms in \( L^2 \left( \left[ \frac{1}{n}, x_2 - \frac{1}{n} \right], dx \right) \) also the sequence \( (\bar{g}_n)_{n \in \mathbb{N}} \) with terms in \( L^2 \left( \left[ \frac{1}{n}, x_2 - \frac{1}{n} \right], dx \right) \) converges where

\[
\bar{g}_n(x) = \begin{cases} 
0 & \text{if } x \notin \left[ \frac{1}{n}, x_2 - \frac{1}{n} \right] \\
g(x) & \text{if } x \in \left[ \frac{1}{n}, x_2 - \frac{1}{n} \right]
\end{cases}
\]

for all \( n \in \mathbb{N} \). Let \( (f_m)_{m \in \mathbb{N}} \) be a bounded sequence in \( L^2(I, dx) \). Then, \( (\hat{f}_m)_{m \in \mathbb{N}} \) is also a bounded sequence in \( L^2 \left( \left[ \frac{1}{n}, x_2 - \frac{1}{n} \right], dx \right) \). Hence, for any \( n \in \mathbb{N} \) the sequence \( (\hat{T}_n f_m)_{m \in \mathbb{N}} \) contains a convergent subsequence. Therefore, also \((T_n f_m)_{m \in \mathbb{N}}\) contains a convergent subsequence since \( \hat{T}_n \hat{f}_m = T_n f_m \). This shows that the operators \( T_n \) are also compact. The proof is completed once we have shown that \( T_n \to B^{-1} \) as \( n \to \infty \) in the operator norm, that is we have to verify that \( \|T_n - B^{-1}\| \to 0 \) as \( n \to \infty \). To see that, we note that for all \( f \in L^2(I, dx) \) we have

\[
\| (T_n - B^{-1}) f \|^2_{L^2} = \int_0^{x_2} \| (T_n - B^{-1}) f(x) \|^2 dx \leq \int_0^{x_2} \| T_n f(x) - B^{-1} f(x) \|^2 dx + \int_0^{x_2} \| B^{-1} f(x) \|^2 dx
\]

using the definition of \( T_n \) and \( B^{-1} \). Taking into account that for all \( (a, b) \subseteq (0, x_2) \) we have

\[
\int_a^b \| B^{-1} f(x) \|^2 dx = \int_a^b \left| \frac{1}{\varphi_0(x)} \right| \int_a^x \varphi_0(t) f(t) dt \right|^2 dx \leq \int_a^b \left( \int_a^x \varphi_0(t) f(t) dt \right)^2 dx < \int_0^{\vartheta(b)} \left( \int_0^\pi \frac{\varphi_0(\tau)}{\varphi_0(\vartheta)} |f(\tau)| d\tau \right)^2 d\vartheta,
\]

where we used the fact that \( \varphi_0 \) is real-valued. Employing the Cauchy-Schwarz inequality and \( [10] \) yields

\[
\int_a^b \| B^{-1} f(x) \|^2 dx < \int_0^{\vartheta(b)} \left( \int_0^\pi \frac{\varphi_0(\tau)}{\varphi_0(\vartheta)} \right)^2 d\vartheta \left( \int_0^\pi |f(\tau)|^2 d\tau \right) d\vartheta \leq C \int_0^{\vartheta(b)} \int_0^\pi |f(\tau)|^2 d\tau d\vartheta = \pi C \int_0^\pi |f(\tau)|^2 d\tau = \pi C K \| f \|_{L^2}^2.
\]

Hence,

\[
\| (T_n - B^{-1}) f \|_{L^2}^2 \leq \pi C K \left[ \vartheta \left( \frac{1}{n} \right) + \vartheta(x_2) - \vartheta \left( x_2 - \frac{1}{n} \right) \right] \| f \|_{L^2}^2
\]

where we used the fact that \( \vartheta(0) = 0 \). Finally,

\[
\| T_n - B^{-1} \| \leq \sqrt{\pi} C K \left[ \vartheta \left( \frac{1}{n} \right) + \vartheta(x_2) - \vartheta \left( x_2 - \frac{1}{n} \right) \right]
\]

and taking into account \( \vartheta = \vartheta(x) \) is continuous and therefore sequentially continuous, we find that

\[
\lim_{n \to \infty} \| T_n - B^{-1} \| \leq \sqrt{\pi} C K \left[ \vartheta(0) + \vartheta(x_2) - \vartheta(x_2) \right] = 0
\]

This completes the proof. \( \square \)

**Theorem IV.9** The angular operator \( A \) has compact resolvent.
Proof. We know that both $A$ and $B$ are self-adjoint and therefore their spectra are real. Let us take any $\mu \in \rho(A)$ and $\nu \in \rho(B)$, then the second resolvent equation
\[(A - \mu)^{-1} - (B - \nu)^{-1} = (A - \mu)^{-1}(B - A + \mu - \nu)(B - \nu)^{-1}\]
but $(B - \nu)^{-1}$ is compact and $(A - \mu)^{-1}$ and $(B - A + \mu - \nu)$ are bounded, hence the operator on the r.h.s. of the above expression is compact. This implies that also $(A - \mu)^{-1}$ must be compact. \(\square\)

We conclude this section by deriving a set of necessary and sufficient conditions for the angular eigenvalue problem to have polynomial solutions on the interval $(0, \pi)$. The same conditions can also be used to compute the corresponding eigenvalues. To this purpose we start with (37) and make the substitution $S_-(\vartheta) = (\sin \vartheta)^{-1/2} \tilde{S}_-(\vartheta)$ leading to an ODE of the same form as (37) with $\tilde{S}_-$ and $\tilde{L}_\pm$ replaced by $\tilde{S}_-$ and
\[
\tilde{L}_\pm = \frac{d}{d\vartheta} \pm \frac{\Xi}{\Delta_\vartheta} \left( a_\vartheta \sin \vartheta + \frac{\kappa}{\sin \vartheta} \right),
\]
respectively. In the case $a = \Lambda = 0$ the equation can be solved and the solutions can be expressed in terms of Jacobi polynomials [31, 39]. If $\Lambda = 0$ the same equation can be transformed into a generalized Heun equation [31]. Note that the initial choice of working with Carter’s tetrad leads to expressions for the operators $\tilde{L}_\pm$ that are much simpler than the corresponding ones for the operators $\mathcal{L}_{1/2}$ and $\mathcal{L}^*_{1/2}$ appearing in [32] where Kinnersley’s tetrad was adopted. Finally, this ODE becomes
\[
\left[ \Delta_\vartheta \frac{d^2}{d\vartheta^2} + \left( \frac{\Delta_\vartheta}{2} + \frac{am_\vartheta \Delta_\vartheta \sin \vartheta}{\lambda + am_\vartheta \cos \vartheta} \right) \frac{d}{d\vartheta} - \Xi H' - \frac{\Xi^2 H^2}{\Delta_\vartheta} - \frac{am_\vartheta \Xi H \sin \vartheta}{\lambda + am_\vartheta \cos \vartheta} + \lambda^2 - \alpha^2 m_\vartheta \cos^2 \vartheta \right] \tilde{S}_- = 0,
\]
where a prime denotes differentiation with respect to $\vartheta$ and
\[
H(\vartheta) = \frac{\Xi}{\sqrt{\Delta_\vartheta}} \left( a_\vartheta \sin \vartheta + \frac{\kappa}{\sin \vartheta} \right).
\]
Introducing the variable transformation $x = (1 + \cos \vartheta)/2$ which maps the interval $(0, \pi)$ to the interval $(0, 1)$ the above differential equation becomes
\[
\frac{d^2 \tilde{S}_-}{dx^2} + \left[ \frac{x - 1/2}{x(1 - x)} + \frac{\Delta_x}{2 \Delta_x} - \frac{2am_\vartheta}{2am_\vartheta x + \lambda - am_\vartheta} \right] \frac{d\tilde{S}_-}{dx} + \left[ \frac{\Xi}{4x^2(1 - x)^2} \left( \frac{2k_x - \kappa}{\Delta_x} - \frac{\Xi^2}{\Delta_x^2} \right) \right] \tilde{S}_- = 0,
\]
where a dot denotes differentiation with respect to $x$ and $\Delta_x = 4(\Xi - 1)x(x - 1) + \Xi$. Let $Q$ denote the variable coefficient multiplying $\tilde{S}_-$ in the above equation. In order to kill terms like $1/x^2$ and $1/(1 - x)^2$ appearing in the expression for $Q$ we observe that
\[
\frac{\Xi}{4x^2(1 - x)^2} \left( \frac{2k_x - \kappa}{\Delta_x} - \frac{\Xi^2}{\Delta_x^2} \right) = \frac{A_1}{x} + \frac{A_2}{x^2} + \frac{B_1}{1 - x} + \frac{B_2}{(1 - x)^2} + \frac{\alpha_0 + \alpha_1 x}{\Delta_x} + \frac{C_1}{\Delta_x^2}
\]
with
\[
A_1 = -\frac{\kappa}{2\Xi} \left[ k(5\Xi - 4) + 2(\Xi - 1) \right], \quad A_2 = -\frac{\kappa(\kappa + 1)}{4}, \quad B_1 = -\frac{\kappa}{2\Xi} \left[ k(5\Xi - 4) - 2(\Xi - 1) \right], \quad B_2 = -\frac{\kappa(k - 1)}{4},
\]
\[
\alpha_0 = -\frac{4k}{\Xi} (2k + 1)(\Xi - 1)^2, \quad \alpha_1 = \frac{8k(\Xi - 1)^2}{\Xi}, \quad C_1 = -4\kappa^2(\Xi - 1)^2
\]
and we rewrite $Q$ as follows
\[
Q(x) = \frac{A_2}{x^2} + \frac{B_2}{(1 - x)^2} + \frac{\Delta_x}{x(1 - x)} \left[ A_1 + (B_1 - A_1)x \right] + \frac{x(1 - x)(\alpha_0 + \alpha_1 x) + a_\vartheta \Xi(1 - 2x)}{x(1 - x)\Delta_x}.
\]
\[
\frac{C_1 - 4a^2 \omega^2 \Xi^2 - a \omega \Xi \hat{\Delta}_x}{\Delta_x} = \frac{2am_e \Xi}{2am_e x + \lambda - am_e} \left(\frac{2a \omega}{\Delta_x} + \frac{\hat{k}}{2x(1-x)\Delta_x}\right) + \frac{\lambda^2 - a^2 m_e^2 (2x - 1)^2}{x(1-x)\Delta_x}.
\]

At this point we introduce the s-homotopic transformation \(S_\alpha(x) = x^\alpha (1-x)^\beta \Phi(x)\) with \(\alpha, \beta \in \mathbb{C}\) and we find that the equation satisfied by \(\Phi\) is
\[
\frac{d^2 \Phi}{dx^2} + p(x) \frac{d\Phi}{dx} + q(x) \Phi = 0
\]
with
\[
p(x) = \frac{2\alpha + 1/2 - (1 + 2\alpha + 2\beta)x}{x(1-x)} + \frac{\hat{\Delta}_x}{2\Delta_x} - \frac{2am_e}{2am_e x + \lambda - am_e},
\]
\[
q(x) = \frac{\alpha^2 - \alpha/2}{x^2} + \frac{\beta^2 - \beta/2}{(1-x)^2} - \frac{2\alpha\beta + \alpha\beta + \beta/2}{x(1-x)} + \frac{\alpha\hat{\Delta}_x}{2x\Delta_x} - \frac{\beta\hat{\Delta}_x}{2(1-x)\Delta_x} + \frac{2am_e[(\alpha + \beta)x - \alpha]}{x(1-x)(2am_e x + \lambda - am_e)} + Q(x).
\]

The coefficients of \(x^{-2}\) and \((1-x)^{-2}\) will vanish whenever
\[
\alpha^2 - \frac{\alpha}{2} - \frac{\hat{k}(\hat{k} + 1)}{4} = 0, \quad \beta^2 - \frac{\beta}{2} - \frac{\hat{k}(\hat{k} - 1)}{4} = 0.
\]

The only acceptable roots are those keeping the solution regular at \(x = 0\) and \(x = 1\) and they are given as follows
\[
\alpha = \frac{1}{4} + \frac{1}{2} \left| \frac{\hat{k} + 1}{2} \right|, \quad \beta = \frac{1}{4} + \frac{1}{2} \left| \frac{\hat{k} - 1}{2} \right|
\]

Finally, multiplying the equation for \(\Phi\) by \(x(1-x)\Delta_x^2 (2am_e x + \lambda - am_e)\) yields
\[
X(x) \frac{d^2 \Phi}{dx^2} + Y(x) \frac{d\Phi}{dx} + Z(x) \Phi = 0,
\]
where \(X, Y,\) and \(Z\) are polynomials of degree 7, 6, and 5, respectively, given by
\[
X(x) = x(1-x)\Delta_x^2 (2am_e x + \lambda - am_e) = \sum_{j=0}^{7} a_j x^j
\]
with
\[
a_7 = -32am_e(\Xi - 1)^2, \quad a_6 = -16(\Xi - 1)^2(\lambda - 7am_e), \quad a_5 = -16am_e(\Xi - 1) + 48(\Xi - 1)^2(\lambda - 3am_e),
\]
\[
a_4 = -8\Xi(\Xi - 1)(\lambda - 5am_e) - 16(\Xi - 1)^2(3\lambda - 5am_e), \quad a_3 = -2am_e\Xi^2 + 16\Xi(\Xi - 1)(\lambda - 2am_e) + 16(\Xi - 1)^2(\lambda - am_e),
\]
\[
a_2 = -\Xi^2(\lambda - 3am_e) - 8\Xi(\Xi - 1)(\lambda - am_e), \quad a_1 = \Xi^2(\lambda - am_e), \quad a_0 = 0,
\]
\[
Y(x) = X(x)p(x) = \sum_{j=0}^{6} b_j x^j
\]
with
\[
b_6 = -32am_e(\Xi - 1)^2(1 + 2\alpha + 2\beta), \quad b_5 = 32(\Xi - 1)^2[am_e(7\alpha + 5\beta + 3) - \lambda(1 + \alpha + \beta)],
\]
\[
b_4 = -8(\Xi - 1)\{(\Xi - 1)[5am_e(8\alpha + 4\beta + 3) - 2\lambda(6\alpha + 4\beta + 5)] + am_e(4\alpha + 4\beta + 1)\},
\]
\[
b_3 = 4(\Xi - 1)\{(\Xi - 1)[20am_e(3\alpha + \beta + 1) - \lambda(28\alpha + 12\beta + 19)] + 4am_e(5\alpha + 3\beta + 1) - \lambda(4\alpha + 4\beta + 3)\},
\]
\[ b_2 = -4am_e(\alpha + \beta) + (\Xi - 1)\varepsilon\{-10am_e(10\alpha + 2\beta + 3) + 2\lambda(32\alpha + 8\beta + 17)\} + 4am_e(7\alpha - \beta + 4) - 16\alpha(1 + 2\alpha), \]

\[ b_1 = 2am_e(3\alpha + \beta) - \lambda(2\alpha + 2\beta + 1) + (\Xi - 1)\varepsilon\{-2am_e(11\alpha + \beta + 3) - \lambda(18\alpha + 2\beta + 7)\} + 2am_e(3\alpha + \beta) - \lambda(2\alpha + 2\beta + 1), \]

\[ b_0 = \frac{\varepsilon^2}{2}(4\alpha + 1)(\lambda - am_e), \]

and

\[ Z(x) = X(x)q(x) = \sum_{j=0}^{5}c_jx^j \]

with

\[ c_5 = -16am_e(\Xi - 1)(\Xi - 1)((\Xi - 1)(\hat{k}^2 + \alpha + \beta + 4\alpha\beta) + 2a^2m_e^2], \]

\[ c_4 = 8(\Xi - 1)\varepsilon\{-1(\Xi - 1)(\hat{k}^2(5am_e - \lambda) + am_e(2\hat{k} + 2a\omega + 5\alpha + 5\beta + 20\alpha\beta) \]

\[ -\lambda(4\alpha\beta + 3\alpha + 3\beta)] + 2a^2m_e(5am_e^2 - \lambda m_e + \omega)\}, \]

\[ c_3 = 8a^3m_e(\omega^2 - m_e^2) + (\Xi - 1)\varepsilon\{\Xi[8\lambda(2\hat{k}^2 + \hat{k} + 8\alpha\beta + 7\alpha + 5\beta) - 8am_e(6\hat{k}^2 + 4\hat{k} + 20\alpha\beta + 5\alpha + 5\beta)+ 8a^2m_e\omega(aw - 4)] - 8\alpha(2\hat{k}^2 + \hat{k} + 8\alpha\beta + 7\alpha + 5\beta)] + 8am_e(5\hat{k}^2 + 4\hat{k} + 16\alpha\beta + 5\alpha + 5\beta + \lambda^2) + 8a^2m_e(4\lambda m_e + a\omega^2 - 10am_e^2)\}], \]

\[ c_2 = 4a^2(\lambda - 3am_e)(\omega^2 - m_e^2) + (\Xi - 1)\varepsilon\{-4\lambda(4\hat{k}^2 + 3\hat{k} + 12\alpha\beta + 12\alpha + 6\beta) + 4am_e(8\hat{k}^2 + 5\hat{k} + 20\alpha\beta + 5\alpha + 5\beta) + 4a^2\omega(4m_e + \lambda\omega - 3am_e\omega)\} + 4\lambda(3\hat{k}^2 + 3\hat{k} + \lambda^2 + 8\alpha\beta + 10\alpha + 4\beta) - 4am_e(5\hat{k}^2 + 5\hat{k} + 8\alpha\beta + 6\alpha + 4\beta + 3\lambda^2) + 4a^2(\lambda(\omega^2 - 6m_e^2) - am_e(3\omega^2 - 10m_e^2))\}], \]

\[ c_1 = -4a^2\lambda(\omega^2 - m_e^2) - 2a^3m_e(3m_e^2 - 2\omega^2) - am_e(\hat{k}^2 + 4\alpha\beta - \alpha - \beta - 2\lambda^2) - 2\lambda a\omega + (\Xi - 1)\varepsilon\{\Xi[2\lambda(4\hat{k}^2 + 3\hat{k} + 8\alpha\beta + 9\alpha + 3\beta) - am_e(13\hat{k}^2 + 4\hat{k} + 20\alpha\beta + 5\alpha + 5\beta) + 2\omega(2a^2\omega m_e - 2a\omega\lambda - \lambda)] - 4\lambda(\hat{k}^2 + \hat{k} + \lambda^2 + 2\alpha) + am_e(3\hat{k}^2 + 4\hat{k} - 4\alpha\beta + 9\alpha + \beta + 6\lambda^2) - 2a(\omega\lambda + 5a^2m_e^3 - 2a^2\omega^2m_e - 4a\lambda m_e^2 + 2a\omega^2)\}], \]

\[ c_0 = \frac{\varepsilon}{2}(\Xi - 1)\{[-\lambda(5\hat{k}^2 + 2\hat{k} + 4\alpha\beta + 5\alpha + \beta) + am_e(5\hat{k}^2 + 4\alpha\beta + \alpha + \beta) + 2\omega(\lambda - am_e)] \]

\[ -\lambda(\hat{k}^2 - 2\lambda^2 + 4\alpha\beta + \alpha + \beta) + am_e(\hat{k}^2 - 2\hat{k} + 4\alpha\beta - 3\alpha + \beta - 2\lambda^2) + 2a(\lambda - am_e)(\omega - am_e)\}. \]

Note that the coefficients \(a_7, \cdots, a_0\) are not algebraically independent since their sum vanishes.

**Theorem IV.10** If \(a = 0\), equation (47) admits a constant polynomial solution.
Then, we have $x$ and after simplification of $x$ we see that it will vanish if $a = 0$ for which $\Xi = 1$ or $m_\epsilon = 0$. In the case $a = 0$ all coefficients $c_i$ vanish identically and therefore $\Phi(x) = 1$ is a solution of (47). If $m_\epsilon = 0$ and $\hat{k} \geq 1/2$, we find that $c_3 = -4(\Xi - 1)^2(2\hat{k} + 3)(2\hat{k} + 1)$ can never vanish. The same situation occurs for $\hat{k} \leq -1/2$. □

Remark IV.11 The case $a = 0$ corresponds to the Schwarzschild-deSitter metric for which one can show that (47) becomes a hypergeometric equation and the eigenvalues can be computed explicitly as given in [32, 39].

To find a set of necessary and sufficient conditions for the existence of polynomial solutions of the form $\Phi(x) = x - x_1$, we generalize the so-called functional (or analytic) Bethe Ansatz method used in [44] so that it can be applied to equation (47).

**Theorem IV.12** The polynomial $\Phi(x) = x - x_1$ is a solution of (47) if and only if

$$
\begin{align*}
&b_6 + c_5 = 0, \\
&b_6x_1 + b_5 + c_4 = 0, \\
&b_6x_1^2 + b_5x_1 + b_4 + c_3 = 0, \\
&b_6x_1^3 + b_5x_1^2 + b_4x_1 + b_3 + c_2 = 0, \\
&b_6x_1^4 + b_5x_1^3 + b_4x_1^2 + b_3x_1 + b_2 + c_1 = 0,
\end{align*}
$$

where $x_1$ is determined by the equation $Y(x_1) = 0$.

**Proof.** First of all, by replacing the ansatz $\Phi(x) = x - x_1$ into (47) we find that $Y(x) + Z(x)(x - x_1) = 0$ and hence

$$
-c_0 = (x - x_1)^{-1} \sum_{i=0}^{6} b_i x^i + \sum_{i=0}^{5} c_i x^i.
$$

The l.h.s. is a constant while the r.h.s. is a meromorphic function with simple pole at $x = x_i$ and a singularity at $x = \infty$. The residue of $-c_0$ at $x = x_1$ is

$$
\text{Res}(-c_0, x = x_1) = \lim_{x \to x_1} (x - x_1)(-c_0) = \sum_{i=0}^{6} b_i x_1^i = Y(x_1).
$$

Then, we have

$$
-c_0 - (x - x_1)^{-1} \text{Res}(-c_0, x = x_1) = (x - x_1)^{-1} \sum_{i=0}^{6} b_i (x^i - x_1^i) + \sum_{i=0}^{5} c_i x^i
$$

and after simplification of $x - x_1$ in the denominator of the term appearing on the r.h.s. of the above expression we end up with

$$
-c_0 = \sum_{i=1}^{5} \gamma_i x_i^i + \frac{Y(x_1)}{x - x_1} + K
$$

with

$$
\begin{align*}
\gamma_1 &= \sum_{i=0}^{4} b_{i+2} x_1^i + c_1, \\
\gamma_2 &= \sum_{i=0}^{3} b_{i+3} x_1^i + c_2, \\
\gamma_3 &= \sum_{i=0}^{2} b_{i+4} x_1^i + c_3, \\
\gamma_4 &= b_6 x_1 + b_5 + c_4, \\
\gamma_5 &= b_6 + c_5, \\
K &= \sum_{i=0}^{4} b_{i+1} x_1^i.
\end{align*}
$$

The r.h.s. of (48) is a constant if and only if the $\gamma_i$'s as well as $Y(x_1)$ vanish. Note that when this set of equations are satisfied, then $-c_0 = K$. □
The same strategy can be applied to show that $\Phi(x) = (x - x_1)(x - x_2)$ will be a solution of (47) whenever the following set of conditions are satisfied, namely

$$2(a_7 + b_6) + c_5 = 0, \quad (2a_7 + b_6)(x_1 + x_2) + 2(a_6 + b_5) + c_4 = 0,$$

$$2a_7(x_1^2 + x_1x_2 + x_2^2) + (2a_6 + b_5)(x_1 + x_2) + b_6(x_1^2 + x_2^2) + 2(a_5 + b_4) + c_3 = 0,$$

$$(x_1 + x_2)[2a_7(x_1^2 + x_2^2) + 2a_5 + b_4] + 2a_6(x_1^2 + x_1x_2 + x_2^2) + b_6(x_1^3 + x_2^3) + 2(a_4 + b_3) + c_2 = 0,$$

$$2a_7(x_1^3 + x_1^2x_2 + x_1^2x_2 + x_1x_2^2 + x_1x_2^2 + x_1x_2^2) + (x_1 + x_2)[2a_6(x_1^2 + x_2^2) + 2a_4 + b_3] + b_6(x_1^4 + x_2^4) +$$

$$b_5(x_1^2 + x_2^2) + b_4(x_1^2 + x_2^2) + 2(a_3 + b_2) + c_1 = 0,$$

$$2a_7(x_1^5 + x_1^4x_2 + x_1^3x_2 + x_1x_2^2 + x_1x_2^2 + x_1x_2^2) + 2a_6(x_1^4 + x_1x_2 + x_1x_2^2 + x_2x_2^2 + x_1x_2^2 + x_1x_2^2) + (x_1 + x_2)[2a_5(x_1^4 + x_2^4) + 2a_3 + b_2] +$$

$$2a_4(x_1^4 + x_1x_2 + x_2^2) + b_6(x_1^2 + x_2^2) + b_5(x_1^2 + x_2^2) + b_4(x_1^2 + x_2^2) + b_3(x_1^2 + x_2^2) + 2(a_2 + b_1) + c_0 = 0$$

together with $\text{Res}(-c_0, x = x_n) = 0$ for $n = 1, 2$. This equation gives rise to two algebraic equations for the roots $x_n$, more precisely

$$\sum_{m=1}^{2} \frac{2}{x_m - x_n} + \frac{Y(x_n)}{X(x_n)} = 0.$$

V. THE RADIAL SYSTEM

In this section we show that the Dirac equation in the non-extreme Kerr-deSitter metric does not allow for bound state solutions by computing the deficiency index of the radial operator associated to the system (35). More precisely, since the deficiency index counts the number of square integrable solutions, it suffices to show that the deficiency index of the radial operator vanishes. We start by observing that the components of the radial spinor satisfy the relations $R_- = \overline{R_+}$ and $R_+ = \overline{R_-}$ as it can be easily verified from (35). This property motivates the ansatz $R_-(r) = F(r) - iG(r)$ and $R_+(r) = F(r) + iG(r)$ used in the proof of the following theorem.

**Theorem V.1** In the non-extreme Kerr-deSitter metric the Dirac equation does not possess bound state solutions.

**Proof.** The proof relies on an application of Theorem 5.2 in [41] and follows the strategy adopted in the proof of Theorem 5.1 in [41]. To this purpose we cast the radial system (35) into the form

$$\left( \begin{array}{c} \sqrt{\Delta_r} \frac{d}{dr} + i\frac{V(r)}{\sqrt{\Delta_r}} \\ \lambda_{ir} - \lambda \sqrt{\Delta_r} \frac{d}{dr} + i\frac{\lambda V(r)}{\sqrt{\Delta_r}} \end{array} \right) \left( \begin{array}{c} R_- \\ R_+ \end{array} \right) = 0,$$

$$V(r) = \Xi \left[ \omega(r^2 + a^2) + a \lambda \right].$$

In order to bring (49) into a Dirac system we transform the dependent variable according to $R_-(r) = F(r) - iG(r)$ and $R_+(r) = F(r) + iG(r)$ and we introduce a new independent variable $u$ defined through the relation

$$\frac{du}{dr} = \frac{\Xi (r^2 + a^2)}{\Delta_r}.$$ (50)

Then, (49) becomes

$$(\mathcal{M}\Omega)(u) := J \frac{d\Omega}{du} + B(u)\Omega = \omega\Omega$$

with $\Omega = (F, G)^T$ and

$$J = \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right), \quad B(u) = \left( \begin{array}{cc} \frac{m \sqrt{\Delta_r} - \omega \lambda}{2(r^2 + a^2)} & \frac{\lambda \sqrt{\Delta_r}}{2(r^2 + a^2)} \\ \frac{\lambda \sqrt{\Delta_r}}{2(r^2 + a^2)} & \frac{m \sqrt{\Delta_r} + \omega \lambda}{2(r^2 + a^2)} \end{array} \right).$$ (51)
where the radial variable $r$ is now a function of the tortoise coordinate $u$. In the non-extreme case the behaviour of the solution of \[51\] in proximity of the event and cosmological horizons is captured by the following formulae

$$u(r) = \frac{1}{2\kappa_+} \ln (r - r_+) + O(r - r_+), \quad u(r) = \frac{1}{2\kappa_-} \ln (r_c - r) + O(r - r_c),$$

(52)

where $\kappa_+$ and $\kappa_-$ denote the surface gravity at the event and cosmological horizon, respectively, and are given by

$$\kappa_+ = \frac{3(r_+ - M) - \Delta r_+(2r_+^2 + a^2)}{3\Xi(r_+^2 + a^2)}, \quad \kappa_- = \frac{\Delta r_c(2r_c^2 + a^2) - 3(r_c - M)}{3\Xi(r_c^2 + a^2)}.$$

Since $\Delta r > 0$ on the interval $(r_+, r_c)$, it follows from \[50\] that $u$ must be an increasing function of $r$ and therefore, the numerator in the expression of $\kappa_+$ is positive. This means that $u \to -\infty$ as $r \to r_+$. By the same token we can also conclude that the numerator in the expression of $\kappa_-$ must be negative and therefore, $u \to +\infty$ as $r \to r_c$.

Furthermore, $u$ maps the interval $(r_+, r_c)$ to the real line. Taking into account that the radial spinor $R = (R_-, R_+)^T$ is square integrable on $(r_+, r_c)$ if

$$\langle R, R \rangle = \Xi \int_{r_+}^{r_c} dr \frac{r^2 + a^2}{\Delta r}|R|^2 = 2\Xi \int_{r_+}^{r_c} dr \frac{r^2 + a^2}{\Delta r} R_- R_+ < +\infty,$$

it results that the transformed spinor $\Omega$ is square integrable whenever

$$\langle \Omega, \Omega \rangle = \int_{-\infty}^{+\infty} du \left[ F(u)^2 + G(u)^2 \right] < +\infty.$$

(53)

The formal differential operator $\mathfrak{D}$ is formally symmetric since $J = -J^*$ and $B = B^*$ where star denotes complex transposition. Let $S_{min}$ be the minimal operator associated to $\mathfrak{D}$ such that $S_{min}$ acts on the Hilbert space $L^2(\mathbb{R}, du)^2$ equipped with the inner-product \[53\]. Then, $S_{min}$ with domain of definition $D(S_{min}) = C_0^\infty(\mathbb{R})^2$ such that $S_{min}\Omega := \mathfrak{D}\Omega$ for $\Omega \in D(S_{min})$ is densely defined and closable. We denote by $S$ the closure of $S_{min}$ and apply Neumark’s decomposition method \[42\]. To this purpose, let $S_{min, \pm}$ be the minimal operators associated to $\mathfrak{D}$ when restricted on the half-lines $[0, +\infty)$ and $(-\infty, 0)$, respectively. We consider $S_{min, \pm}$ on $L^2(\mathbb{R_\pm}, du)^2$ equipped with \[53\]. The operators $S_{min, \pm}$ with domain of definition $D(S_{min, \pm}) = C_0^\infty(\mathbb{R_\pm})^2$ and $S_{min, \pm}\Omega := \mathfrak{D}\Omega$ for $\Omega \in D(S_{min, \pm})$ are densely defined and closable. Furthermore, $\mathfrak{D}$ is in the limit point case at $\pm \infty$. This can be seen as follows. First of all, we recall that since the limit point and limit circle cases are mutually exclusive, we can determine the appropriate case if we examine the solution of \[51\] for a single value of $\omega$. Hence, without loss of generality we set $\omega = 0$ and consider the system

$$J \frac{d\Omega}{du} + B(u)\Omega = 0.$$  

(54)

First of all, we observe that the matrix $B(u)$ converges for $u \to -\infty$ to the constant matrix

$$B_0 = \lim_{u \to -\infty} B(u) = \begin{pmatrix} -\frac{a\hat{k}}{r_+^2 + a^2} & 0 \\ 0 & -\frac{a\hat{k}}{r_+^2 + a^2} \end{pmatrix}.$$  

This observation together with \[52\] suggests an asymptotic expansion of $B(u)$ in powers of $e^{\kappa_+ u}$. A straightforward computation gives

$$B(u) = B_0 + \tilde{B}(u), \quad |\tilde{B}(u)| \leq C e^{\kappa_+ u}$$

for some positive constant $C$. Finally, applying Theorem 1 in Ch. IV in \[43\] yields that the system \[54\] has asymptotic solutions for $u \to -\infty$ given by

$$F(u) = \cos \left( \frac{\hat{a} k}{r_+^2 + a^2} u \right) \begin{pmatrix} 1 \\ 0 \end{pmatrix} + O(e^{\kappa_+ u}), \quad G(u) = \sin \left( \frac{\hat{a} k}{r_+^2 + a^2} u \right) \begin{pmatrix} 0 \\ 1 \end{pmatrix} + O(e^{\kappa_+ u}).$$  

(55)

The problem at the cosmological horizon can be treated similarly and for $u \to +\infty$ we find that

$$F(u) = \cos \left( \frac{\hat{a} k}{r_c^2 + a^2} u \right) \begin{pmatrix} 1 \\ 0 \end{pmatrix} + O(e^{\kappa_- u}), \quad G(u) = \sin \left( \frac{\hat{a} k}{r_c^2 + a^2} u \right) \begin{pmatrix} 0 \\ 1 \end{pmatrix} + O(e^{\kappa_- u}).$$  

(56)
By inspecting (55) and (56) we can immediately conclude that the differential operator $\Omega$ is in the limit point case at $\pm \infty$. This implies that the operators $S_{\min, \pm}$ are essentially self-adjoint. Let $S_i$ denote the closure of $S_{\min, \pm}$ and $N_\pm(S_i)$ the corresponding deficiency indices. If $\nu_\pm$ denotes the number of positive and negative eigenvalues of the matrix $ijJ$, then, since $\nu_+ = 1 = \nu_-$, Theorem 5.2 in [40] implies that $N_\pm(S_+) = 1 = N_\pm(S_-)$. Since zero is the only solution of (53) in $L^2(\mathbb{R}, du)$ the orginal system (51) is definite on $\mathbb{R}_+$ and $\mathbb{R}_-$ in the sense of [40]. Finally, (5.11a) in Proposition 5.4 in [40] yields that the deficiency indices for $S$ are

$$N_\pm(S) = N_\pm(S_+) + N_\pm(S_-) - 2 = 0.$$ 

This implies that the radial system (51) does not possess any square integrable solution on the whole real line and this completes the proof. $\square$

**Appendix A: Derivation of formulae (13) and (14)**

First of all, the quartic equation (2) is already in reduced form. Let $r_i$ with $i = 1, \cdots, 4$ denote the roots of (2). Applying Vieta’s formulae we find the following useful relations among the roots of $\Delta_r$, namely

\[ r_1 + r_2 + r_3 + r_4 = 0, \quad r_1(r_2 + r_3 + r_4) + r_2(r_3 + r_4) + r_3r_4 = p, \]

\[ r_1r_2r_3r_4 = u, \quad r_1(r_2r_3 + r_2r_4 + r_3r_4) + r_2r_3r_4 = -q \]

with $p$, $q$, $u$ defined in (3). Let us consider the following polynomials in $r_i$, namely

\[ z_1 = (r_1 + r_2)(r_3 + r_4), \quad z_2 = (r_1 + r_3)(r_2 + r_4), \quad z_3 = (r_1 + r_4)(r_2 + r_3). \]

Using Vieta’s formulae we find that

\[ z_1 + z_2 + z_3 = 2(r_1r_2 + r_1r_3 + r_1r_4 + r_2r_3 + r_2r_4 + r_3r_4) = 2p, \]

\[ z_1z_2 + z_2z_3 + z_3z_1 = p^2 - 4u, \quad z_1z_2z_3 = -q^2. \]

This means that $z_1$, $z_2$, and $z_3$ are roots of the so-called resolvent cubic $z^3 - 2pz^2 + (p^2 - 4u)z + q^2 = 0$. Since (2) is reduced, Vieta’s formula $r_1 + r_2 + r_3 + r_4 = 0$ holds and equations (A1) and (A2) can be solved yielding $r_1 + r_2 = \sqrt{-z_1}$, $r_3 + r_4 = -\sqrt{-z_1}$, $r_1 + r_3 = \sqrt{-z_2}$, $r_2 + r_4 = -\sqrt{-z_2}$, $r_1 + r_4 = \sqrt{-z_3}$, and $r_2 + r_3 = -\sqrt{-z_3}$. The ambiguity in the choice of the sign of the square root can be fixed according to the relation $\sqrt{-z_1}\sqrt{-z_2}\sqrt{-z_3} = -q$. Taking into account that in the present case $q > 0$ we choose the sign of the square root so that

\[ 2r_1 = -\sqrt{-z_1} - \sqrt{-z_2} - \sqrt{-z_3}, \quad 2r_2 = -\sqrt{-z_1} + \sqrt{-z_2} + \sqrt{-z_3}, \]

\[ 2r_3 = +\sqrt{-z_1} - \sqrt{-z_2} + \sqrt{-z_3}, \quad 2r_4 = +\sqrt{-z_1} + \sqrt{-z_2} - \sqrt{-z_3}. \]

To find the roots $z_1$, $z_2$, and $z_3$ of the resolvent cubic we reduce it to the special cubic $w^3 + \tilde{p}w + \tilde{q} = 0$ by means of the Tschirnhaus transformation $z = w + (2p)/3$ where

\[ \tilde{p} = -\left(\frac{p^2}{3} + 4u\right), \quad \tilde{q} = \frac{2}{27}p^3 - \frac{8}{3}pu + q^2. \]

Let $w_1$, $w_2$, and $w_3$ denote the roots of the special cubic. With the help of Vieta’s formulae

\[ w_1 + w_2 + w_3 = 0, \quad w_1w_2 + w_2w_3 + w_3w_1 = \tilde{p}, \quad w_1w_2w_3 = -\tilde{q} \]

the discriminant of the special cubic turns to be

\[ D = \prod_{1 \leq j < k \leq 3} (w_j - w_k)^2 = -4(w_1w_2 + w_2w_3 + w_3w_1)^3 - 27(w_1w_2w_3)^2 = -4\tilde{p}^3 - 27\tilde{q}^2. \]

Let $\omega = e^{2\pi i/3}$ be the primitive root of unity and introduce the Lagrange substitutions

\[ \xi_k = \frac{1}{3} \sum_{j=1}^{3} \omega^{(j-1)k} w_j, \quad k = 0, 1, 2. \]
Using $\omega^3 = 1$ and $w_1 + w_2 + w_3 = 0$ we find that

$$3\xi_0 = w_1 + w_2 + w_3 = 0, \quad 3\xi_1 = w_1 + \omega w_2 + \omega^2 w_3, \quad 3\xi_2 = w_1 + \omega^2 w_2 + \omega w_3.$$ 

A somewhat tedious computation gives

$$\xi_1 = -\frac{\hat{\xi}}{2} + i \frac{\sqrt{3}}{18} \sqrt{D} = -\frac{\hat{\xi}}{2} + \sqrt{\left(\frac{\hat{p}}{3}\right)^3 - \left(\frac{\hat{q}}{2}\right)^2}, \quad \xi_2 = -\frac{\hat{\xi}}{2} - i \frac{\sqrt{3}}{18} \sqrt{D} = -\frac{\hat{\xi}}{2} - \sqrt{\left(\frac{\hat{p}}{3}\right)^3 - \left(\frac{\hat{q}}{2}\right)^2},$$

where we used the fact that $\omega^2 + \omega + 1 = 0$. Hence, we obtain

$$\xi_1 = -\frac{\hat{\xi}}{2} + \sqrt{\left(\frac{\hat{p}}{3}\right)^3 - \left(\frac{\hat{q}}{2}\right)^2}, \quad \xi_2 = -\frac{\hat{\xi}}{2} - \sqrt{\left(\frac{\hat{p}}{3}\right)^3 - \left(\frac{\hat{q}}{2}\right)^2}$$

where the signs of the cubic roots must be chosen so that $\xi_1 \xi_2 = -\hat{p}/3$. The Lagrange substitutions introduced earlier can be solved uniquely in terms of $\xi_1$ and $\xi_2$ and we obtain

$$w_j = \sum_{k=1}^{2} \omega^{-(j-1)k} \xi_k, \quad j = 1, 2, 3.$$ 

Finally, we get the roots of the special cubic as

$$w_1 = \xi_1 + \xi_2, \quad w_2 = \omega^2 \xi_1 + \omega \xi_2, \quad w_3 = \omega \xi_1 + \omega^2 \xi_2.$$ 

**Appendix B: The extreme case**

Let $\mu = \mu_{1, +}$ and factorize the polynomial in \([4]\) as $(\rho - \rho_-)(\rho - \rho_-)(\rho - \rho_c)^2$ which compared with \([4]\) gives rise to the following system of equations for the unknowns $\rho_-$, $\rho_-$, and $\rho_c$

$$\rho_- + 2\rho_- + 2\rho_c = 0, \quad \rho_- + 2(\rho_- + \rho_-)\rho_c + \rho_c^2 = \alpha^2 - 1,$$

$$-2\rho_- \rho_- \rho_c - (\rho_- + \rho_-)\rho_c^2 = \mu_{1, +}, \quad \rho_- \rho_- \rho_c^2 = -\alpha^2.$$ 

Note that since $\rho_- < 0$ and $\alpha^2 > 0$, the last equation implies that $\rho_- > 0$. Moreover, the first equation permits to express $\rho_-$ in terms of $\rho_-$ and $\rho_c$ so that the above system reduces to

$$\rho_- = -\rho_+ + 2\rho_c + 3\rho_c^2 = 1 - \alpha^2, \quad (B1),$$

$$2\rho_- \rho_c(\rho_- + 2\rho_c) + 3\rho_c^2 = \mu_{1, +}, \quad (B2)$$

$$\rho_- \rho_c^2(\rho_- + 2\rho_c) = \alpha^2. \quad (B3)$$

We have to deal with an overdetermined system and special care must be exercised in analyzing its solutions. First of all, we note that all three equations above are quadratic polynomials in $\rho_-$. Solving \([B1]-[B3]\) with respect to $\rho_-$ and taking into account that $\rho_- > 0$, we find

$$\rho_- = -\rho_c + \sqrt{1 - \alpha^2 - 2\rho_c^2}, \quad \rho_- = -\frac{2\rho_- + \sqrt{2\mu_{1, +} + \rho_c^2}}{2\rho_c}, \quad \rho_- = -\rho_c + \sqrt{\rho_c^2 + \alpha^2}.$$

At this point we must require that $\alpha^2 + 2\rho_c^2 < 1$. This condition is always satisfied because $\rho_- > 0$ and therefore $\sqrt{1 - \alpha^2 - 2\rho_c^2} > \rho_c$. Squaring we get $1 - \alpha^2 > 3\rho_c^2$ and hence $1 - \alpha^2 - 2\rho_c^2 > 3\rho_c^2 - 2\rho_c^2 = \rho_c^2 > 0$. Furthermore, the Roman numeral attached to the roots indicates that $\rho_- = 1$ is a root of \([B1]\) and so on. In order to make the system \([B1]-[B3]\) consistent, we must require that $\rho_- = \rho_- = \rho_$. This implies that

$$\sqrt{1 - \alpha^2 - 2\rho_c^2} = \rho_c = \sqrt{\frac{\rho_{1, +}}{2\rho_c}}.$$

(B4)
From the first equality in (B4) we obtain the biquadratic equation
\[ 3\rho_c^4 - (1 - \alpha^2)^2\rho_c^2 + \alpha^2 = 0. \]  
(B5)

Since \( \rho_c > 0 \), the only two acceptable solutions are
\[ \rho_{c,\pm} = \frac{1}{6} \sqrt{6 - 6\alpha^2 \pm 6\sqrt{(\alpha^2 - \alpha^2)(\alpha^2 - \alpha^2) + 1}} \]
with \( \alpha_+ = 2 \pm \sqrt{3} \). Equating the first term and last term in (B4) and then equating the second and last term in (B4) we find that
\[ \mu_{1,+} = 2 \left( \rho_c^3 + \frac{\alpha^2}{\rho_c} \right), \quad \mu_{1,+} = 2(1 - \alpha^2)\rho_c - 4\rho_c^3. \]

We see immediately that the above expressions for \( \mu_{1,+} \) are equivalent provided that \( \rho_c \) is a root of (B5). Finally, a lengthy but straightforward computation shows that \( \mu_{1,+} \), coincides with (??) only if we choose \( \rho_c = \rho_{c,+} \). The solution \( \rho_+ = \rho_{c,-} \) must be disregarded because would lead to the contradiction \( \mu_{1,+} = \mu_{2,+} \). Concerning the case \( \rho_+ = \rho_{c,+} \) and \( \mu = \mu_{2,+} \) we observe that the corresponding set of equations involving \( \rho_+ \) and \( \rho_c \) can be obtained directly from (B1), (B3) with \( \rho_-, \rho_+ \), and \( \mu_1, \mu_+ \) replaced by \( \rho_c, \rho_+ \), and \( \mu_2, \mu_+ \), respectively. The rest of the proof is too similar to the previous case to be presented here.
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