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Abstract

State of the art Artificial Intelligence (AI) techniques have reached an impressive complexity. Consequently, researchers are discovering more and more methods to use them in real-world applications. However, the complexity of such systems requires the introduction of methods that make those transparent to the human user. The AI community is trying to overcome the problem by introducing the Explainable AI (XAI) field, which is tentative to make AI algorithms less opaque. However, in recent years, it became clearer that XAI is much more than a computer science problem: since it is about communication, XAI is also a Human-Agent Interaction problem. Moreover, AI came out of the laboratories to be used in real life. This implies the need for XAI solutions tailored to non-expert users. Hence, we propose a user-centred framework for XAI that focuses on its social-interactive aspect taking inspiration from cognitive and social sciences’ theories and findings. The framework aims to provide a structure for interactive XAI solutions thought for non-expert users.

Introduction

Artificial Intelligence (AI) techniques - especially Machine Learning (ML) ones - are being increasingly used in several areas of our society (Kotsiantis et al. 2006). This massive use of ML-based systems in turn underlined the need to make such systems transparent to the human user, which means making clear the rationale behind their decisions to those who use them. This is key especially when ML systems are used in crucial areas, such as insurance or credit application (Gunning and Aha 2019).

To this need, which is becoming more and more urgent as the use of ML systems increases, the AI community has responded with the introduction of a new research field: the Explainable AI (XAI) (Vilone and Longo 2020). Among the enormous number of different ML techniques, those based on neural networks have been considered as more opaque than other techniques (Adadi and Berrada 2018). Thus, most of the efforts in XAI have been directed to make neural networks explainable (Montavon et al. 2018).

However, what an explanation is and what form it should take is not a trivial matter. The first attempts used explanations that sounded reasonable to the developers, with-
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Lewis (1986) defined the act to explain an event as “to provide information about its causal history”: someone who has such information tries to convey it to someone else. Moreover, causality and counterfactuals - which are states of the world that would have resulted from events that did not occur - are notions related to explanations. Hume (2000), in his regularity theory of causation, claims that there is a cause between two types of events if events of the first type are always followed by events of the second. However, Hume’s definition is about counterfactuals rather than just dependence. He argued that the occurrence of two events A and B do not give useful causal information. The cause should be understood relative to a counterfactual case: the event A causes B if, under a hypothetical counterfactual case, the event A did not occur, the event B would not have occurred (Hume et al. 2000). Several causality models have been proposed in the years that focus on counterfactuals (Halpern and Pearl 2005; Menzies and Price 1993; Fair 1979). Furthermore, the concept of causal chains is an important component in explanation. Causal chains are defined as paths of causes that bring together a set of events (Hilton et al. 2005). However, people do not need to understand the complete causal chain of an event to have a good explanation.

Lombrozo (2006) argued that explanation is both a process and a product. It is a cognitive process because of the abductive inference for filling the gaps to determine the explanation of an event (Chin-Parker and Bradner 2010), but also a social process because of the transfer of knowledge between who asks for explanations - the explainer - and who provides them - the explainee (Miller 2019). Moreover, an explanation is the product of the cognitive process. In particular, explanations are answers to why-questions (Dennett 1989; Lewis 1986). Why-questions are constrastive (Lipton 1990) meaning that the explainee does not want to be explained the occurrence of the event per se, but why it occurred in that case and not in some other counterfactual cases (Hilton 1990). Several pieces of research confirmed the hypothesis by which people tend to ask questions about events that they consider unexpected (Heider 2013). For this reason, the explainer must understand the counterfactual case.

Early attempts at XAI lacked effectiveness for the end-users mainly because they were designed and intended for computer scientists. This led to solutions that developers intuitively thought were useful for them, without any objective measure of effectiveness. Nevertheless, in recent years, researchers began to focus on the design and evaluation of good explanations (Mohseni et al. 2018). Furthermore, several works have been proposed trying to address the XAI problem in a new fashion. For instance, Chakraborti et al. (2017) proposed a way to align user and robot’s models during planning tasks through models reconciliation. Instead, Tabrez et al. (2019) emphasised users’ task understanding: ad-hoc explanations have the objective of correcting users’ task understanding to detect incorrect beliefs about the robot’s internal functioning. Moreover, Han et al. (2021) focused on organising and representing complex tasks in an interpretable way using behaviour trees.

Similarly, the number of abstract frameworks for XAI that consider users is rapidly increasing in the literature (Ciatto et al. 2020). However, even if much effort is being made to make XAI tailored-to-humans, a complete human-centred characterisation has not been reached so far (Miller 2019). Moreover, even if the number of studies following the social sciences inspired approaches is increasing (Ciatto et al. 2020), a more generalist approach is missing because researchers prefer to focus on ad-hoc solutions (Sanneman and Shah 2020). Recent works moved in the direction of an alignment between explainer and explainee to build a common ground on which base systems’ explanations (Thellman and Ziemke 2021), while others focus on a wide spectrum of explainability social aspects (Ehsan et al. 2021; Wallkötter et al. 2021; Arnold, Kasenberg, and Scheutz 2021).

The framework we present in this paper has a twofold objective: modelling the interaction between the parties, and including cognitive science’s theories and findings into XAI to generate users-centred explanations. This way, we aim to emphasise the social-interactive aspect of this discipline. Relying on solid foundations, given by social sciences, we aim to base robots’ explanations on people’s everyday habits and expectations in explanation interactions.

The Framework

The awareness that the social-interactive aspect is key in XAI lead to interesting consequences. First of all, at least two agents are involved: the explainer and the explainee. In our case, the human takes the role of explainee and the robot the one of explainer. Figure 1 shows a graphical representation of the framework we propose. The boxes with trapezoidal shapes refer to agents’ actions while the rectangular ones are the framework’s modules. The numbered labels indicate the temporal order of both actions and modules.

![Figure 1: The framework. The boxes with trapezoidal shapes refer to agents’ actions, while the rectangular ones are the framework’s modules.](Image)
explanations. The main characteristic of such explanations is that the explainer asks for explanations as soon as the explainer acted. For this reason, the request for explanations immediately follows the robot action. After the robot received the request, it should interpret such a request, choose an explanation to give, and communicate it. These three actions are managed by three different modules working in cascade: the Interpreter, the Explanation Generation and the Explanation Providing modules. Our framework should be thought of as supporting the AI system managing the robot’s behaviour and that we want to make explainable.

The Interpreter
The first thing an XAI system should do is to interpret the request for explanations. As mentioned above, such requests have always the form of a why-question. In particular, they are contrastive questions because something that the explainee did not expect has occurred. Hence, the interpreter receives the question as input and produces two outputs: the fact, which is the event that occurred, and the foil, a not occurred event that the human expected to happen. Due to its contrastive nature, it is always possible to produce a fact and a foil from a request for explanations. As a result, the interpreter transforms the request into the question “why fact rather than foil?” The generation of a fact and a foil could be particularly difficult when the explainee leaves the foil implicit. To handle these kinds of scenarios, the interpretation module should provide a mechanism to infer the implicit foil. Some authors proposed to simplify the problem by defining the foil as the negation of the fact: “why fact rather than not-fact?” (Lipton 1990). Other authors, claimed that we can use the concept of normality to address this problem: “why fact rather than the normal case foil?” (Hilton 1990).

The Explanation Generation Module
Once the request has been interpreted, we need to produce an explanation that answers the interpreted question and sounds reasonable to the explainee. Hence, the Explanation Generation module is the core of the framework: it aims to find the most appropriate explanation given the fact and foil, which are both given as input to this module.

Figure 2 shows the details of the explanation generation. It consists of three sub-modules working in cascade. The first one aims to find the causal relationships between fact and foil and produces a set of causal chains. For this purpose, it uses also the objectives of the robot because they could have an essential role in explaining the robot’s action selection. The second one aims to find the most appropriate causal chains given the context. During this step, the framework uses the users’ information needs, and the state of both the robot and environment to set up a context. Finally, filtering is applied to the resulting explanations to select only one of them.

Finding Causality The first step of the module aims to understand what exactly the request for explanations refers to. As such requests could also be related to the objectives of the robot, this sub-module uses also those to relate fact and foil. In fact, the objectives of the robot have a crucial role in its behaviour. Thus, it could help in relating the fact and foil in a way that is easily understood by the end-user. This sub-module aims to produce causality chains: paths of causes between a set of events. Thus, the output of this sub-module consists of a set of causal relationships that could potentially clarify the rationale behind the robot actions.

Setting in Context The second step aims to select a subset of explanations from the set produced in the previous step. These are chosen depending on both the explainer’s objective and explainee’s information need. A request for explanations is always due to a gap between the rationale behind the explainer’s action and the explainee’s understanding of such rationale. The explainer can figure out what this gap refers to by knowing, or inferring the explainee’s information needs. This requires that the robot would be able to build a reliable Theory of Mind (ToM) of the explainee: this feature could speed up the potentiality of the framework. Such ToM could simply consist of information about what the explainee perceives and knows: at least what the robot already explained to them. This aspect enables the explainer to choose, among all possible explanations, the ones that better fit with the explainee’s needs.

Devin and Alami (2016) used robots’ ToMs in shared autonomy contexts to reduce unnecessary communication and produce a less intrusive robotic behaviour. However, more importantly for us, they theorised a possible use of robots’ ToMs to estimate the lack of information of the robot or understand unexpected users’ behaviours. In our opinion, this is not just customisation but a new and precise way to put the user at the centre of the explanation interaction.

The idea is similar to the Model Reconciliation presented by Chakraborti et al. (2017), where the two agents resolve the discrepancies between their internal models to find the most appropriate explanation. A similar approach has been used by Tabrez et al. (2019) for users’ task understanding to detect incomplete or incorrect beliefs about the function-
ing of the robot. Moreover, to select what information to give, above multiple choices, a Situation Awareness-based strategy has already been proposed (Sanneman and Shah 2020). However, in our opinion, a Shared Perception-based approach could turn out to be more appropriate (Kuhl 1998).

In addition to the users’ information needs, this sub-step uses the robot’s and environment’s states to relate the explanation to the current context. In fact, a change in the environment’s state is also due to humans actions, especially in collaborative contexts. Thus, considering the state of the environment means to consider also the effects of humans actions. Moreover, considering the robot state could be useful to relate its action to some particularly advantageous internal state.

The Explanation Selection If more than one explanation fits the context, final filtering is necessary. This filtering should be based on heuristics taken from cognitive science: e.g., to select recent causes (Miller and Gunasegaram 1990), or to prefer more controllable causes above non-intentional ones (Girotto et al. 1991). This way, also the level of detail is chosen.

The Explanation Providing Module

Once the system has a good explanation, all that remains is to communicate it. The objective of this module is to choose how to provide the chosen explanation: it defines the explanation’s shape and the communication modality. For what regards the latter, it depends on both the robot’s communication skills and context: e.g., the robot could provide for a vocal explanation or a graphical one via a tablet.

Also, the shape of the explanation is related to the robot’s communication skills: e.g., if the robot can speak, it has to choose the shape of the sentence. Once that the explainer has given the explanation, the explainee needs to interpret it to confer intentionality (ToM) to the robot’s action. This step is key because, by putting together their ToMs, they can build a mutual understanding based on a common ground. An example of this attempt at alignment can be found in (Tabrez et al. 2019), where authors made the robot explain its reward function to give insights about its actions’ rationale concerning the task.

Example Scenario

Let us imagine a robot companion for elderly people that assists its owners in their everyday tasks. One of the robot’s AI systems allows it to do the laundry. Hence, the robot decides to clean delicate clothes and starts collecting and bring them to the washing machine. In the meanwhile, the owner realises what the robot is doing but he can not understand why it left some clothes in the laundry hamper. Thus, he asks the robot why it did so. The robot gives the following explanation: “I did not take all the clothes because I am cleaning the delicates”.

This simple scenario can be easily dropped into the context of our framework. Firstly, the XAI system receives the question “Why did not you take all clothes from the laundry hamper?” and produces the fact “the robot did not take some clothes” and the (implicit) foil “the robot took all clothes”.

Subsequently, both the fact and foil are passed to the explanation generation module. Then, it produces causality chains but a good explanation is reached once inferred the gap between the robot action’s rationale and the human understanding of the situation. In fact, the user does not know that the robot decided to clean only delicate clothes. In this case, no further filtering is needed. Finally, the robot chooses to verbalise its explanation and to structure it repeating the fact followed by “because” and then the explanation.

Conclusions

In this work, we propose a general framework for user-centred explainable artificial intelligence (XAI) in human-robot interaction (HRI). The framework emphasises the social-interactive aspect of XAI by focusing on the communication between the agents involved. Also, our framework puts the person at the centre by exploiting well-known mechanisms taken from cognitive and social sciences. In particular, we defined it as user-centred because it considers the changes in the environment due to users action, their information need and human-inspired heuristics in the explanation selection. We focused on post-hoc explanations, which are those asked after the AI system’s action. Theoretically, the framework can support any AI technique. In particular, the module that should be customised more for this purpose is the Explanation Generation one: the core of the entire framework. However, we think that our framework suits more with AI systems that admit interactions between explainer and explainee than with systems it is difficult to interact with. Concluding, we think that our work helps in building a bridge between XAI and HRI that is destined to be walked more and more in the years to come.

Future Works

In addition to the implementation of the framework, from this work two possible research lines spring. The first one regards which explanation types (or strategies) better fit with HRI social contexts, as well as the role of robots’ social behaviour in XAI. While the second one regards the solution to one of the most challenging issues that our framework arises: the users’ information needs. As pointer out above, we think that this problem could be interestingly solved by using shared perception mechanisms. Therefore, we plan to follow these paths in the coming years.
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