Technical Note: Ultra high-resolution radiotracer-specific digital pet brain phantoms based on the BigBrain atlas
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Purpose: To introduce a method that allows the generation of ultra high-resolution (submillimeter) heterogeneous digital PET brain phantoms and to provide a new publicly available $^{18}$F-FDG phantom as an example.

Method: The radiotracer distribution of the phantom is estimated by minimizing the Kullback–Leibler distance between the parameterized unknown phantom distribution and a radiotracer-specific template used as a reference. The phantom is modelled using the histological and tissue classified volumes of the BigBrain atlas to provide both high resolution and heterogeneity. The Hammersmith brain atlas is also included to allow the estimation of different activity values in different anatomical regions of the brain. Using this method, a realistic $^{18}$F-FDG phantom was produced, where a single real $^{18}$F-FDG scan was used as the reference to match. An MRI T1-weighted image, obtained from the BigBrain atlas, and a pseudo-CT are included to complete the dataset. A full PET-MRI dataset was simulated and reconstructed with MR-guided methods for the new $^{18}$F-FDG phantom.

Results: An ultra high-resolution (400 μm voxel size) and heterogeneous phantom for $^{18}$F-FDG was obtained. The radiotracer activity follows the patterns observed in the scan used as a reference. The simulated PET-MRI dataset provided a realistic simulation that was able to be reconstructed with MR-guided methods. By visual inspection, the reconstructed images showed similar patterns to the real data and the improvements in contrast and noise with respect to the standard MLEM reconstruction were more modest compared to simulations done with a simpler phantom, which was created from the same MRI image used to assist the reconstruction.

Conclusions: A method to create high-resolution heterogeneous digital brain phantoms for different PET radiotracers has been presented and successfully employed to create a new publicly available $^{18}$F-FDG phantom. The generated phantom is of high resolution, is heterogeneous, and simulates the uptake of the radiotracer in the different regions of the brain. © 2020 The Authors. Medical Physics published by Wiley Periodicals LLC on behalf of American Association of Physicists in Medicine. [https://doi.org/10.1002/mp.14218]

Key words: brain phantom, PET

1. INTRODUCTION

In positron emission tomography (PET), image reconstruction methods are usually evaluated with simulated datasets generated from digital phantoms. Using simulated data is advantageous because it provides a controlled environment where a ground truth is available and therefore different quantitative image quality metrics can be computed. For example, the bias and variance in specific regions of interests (ROIs) can be used to assess image quality or performance of different image reconstruction methods. In order to obtain more relevant quantitative metrics, the simulated datasets need to be as realistic as possible.

A realistic PET digital phantom is expected to be high resolution and heterogeneous over the body region represented by the phantom. It needs to be high resolution so as to be able to be affected by partial volume effects (PVEs)5 in the simulation process. Heterogeneity is required to account for the nonhomogeneous uptake of the radiotracer that is observed in molecular imaging.6 Moreover, the activity distribution depends on the molecular target of the radiotracer, therefore, a digital phantom needs to be radiotracer dependent. For example, in brain imaging, a fluorodeoxyglucose ($^{18}$F-FDG) PET phantom should not only account for the differences in the uptake in the gray and white matter but also for the heterogeneity observed in different brain regions within these two tissue classes. Another important aspect that is frequently overlooked when analysing reconstruction methods is the evaluation of specific clinical tasks where these methods are expected to be beneficial. In the particular case of PET brain imaging, the radiotracer uptake in specific anatomical regions is of importance in the study of neurodegenerative diseases...
or neuroreceptors.7,8 Accordingly, brain phantoms would ideally need to account for variations in the radiotracer uptake for each given application.

However, to the best of our knowledge all the available digital PET brain phantoms either (a) have a limited spatial resolution (making them not ideal to evaluate quantification errors due to PVE),9–11 (b) are not heterogeneous9–10,12 or, (c) do not take into account task-specific scenarios.9–10,12 In addition, they are commonly piecewise constant and generated from segmented magnetic resonance imaging (MRI) images of the brain,9,11,12 therefore, quantitative errors can be underestimated when doing regularized reconstructions, especially when anatomical information is used as guidance.13 The latter have attracted new attention since the introduction of clinical simultaneous PET-MRI scanners. Despite showing promising results,13–16 the evaluation of MR-guided reconstruction methods are not completely satisfactory due to possible mismatches between the MRI anatomical image and the PET radiotracer distribution.17 In the simulation of PET-MRI datasets, the distribution of the PET tracer is usually generated from an anatomical image, such as a T1-weighted MRI image, and as a consequence the PET digital phantom boundaries match perfectly the structure of the anatomical images used to assist the reconstruction (except for the introduction of small mismatches such as tumours). These limitations in the design of currently available phantoms and their respective simulated datasets mean that assessing the level of benefit of MR-guided image reconstruction for real data is not straightforward. Specifically, the results for simulated data usually demonstrate impressive partial volume correction (PVC) and noise reduction, whereas this level of improvement is often reduced for real data.15–16,18

In this work, we present a method to generate high resolution and heterogeneous digital brain phantoms that can emulate different PET radiotracers. The method is based on the BigBrain atlas dataset,19 a free and publicly available ultra high-resolution three-dimensional model of a human brain at nearly cellular resolution of 20 μm. The activity distribution of the phantom is estimated from a template or scan used as a reference (i.e., a [18F]FDG template). In order to produce heterogeneous and radiotracer-specific phantoms, the uptake in different regions of brain is estimated by using a brain atlas and a template of the radiotracer of interest, which can be a simple individual scan. In this work, we used the Hammersmith brain atlas20 and a reconstructed image of real data from an [18F]FDG study from a Siemens mMR scanner (used as a [18F]FDG template) to produce a realistic [18F]FDG phantom. The [18F]FDG scan corresponds to a female 17-yr-old epilepsy patient.

2.2 Generation of radiotracer-specific phantoms

The radiotracer distribution of the phantom is estimated by minimizing the Kullback–Leibler distance between the unknown parameterized phantom distribution and a template for a given radiotracer, which is equivalent to maximizing the log likelihood for Poisson data. The latter has been widely used in the context of PET image reconstruction and it can be formulated with:

\[
\hat{\theta} = \arg\max_\theta \{L(\theta|m) - \beta U(\theta)\} \tag{1}
\]

where \(\theta\) is a vector with the parameters for the unknown phantom activity distribution and \(m\) is a template or single scan to be used as a reference (i.e., a [18F]FDG template). In our method, the phantom activity is parameterized in a way that \(\theta\) is a vector with the relative uptake value for every one of the 95 regions available in the Hammersmith atlas for every tissue type in the classified image of the BigBrain atlas. The Hammersmith atlas provides spatial information for the different anatomical regions in the brain (e.g., right middle frontal gyrus) while the classified image of the BigBrain atlas identifies the tissue type (e.g., gray matter), allowing the estimation of different uptake values for a given tissue type in the different anatomical regions of the brain. \(\beta U(\theta)\) is a regularization term, which is used to penalize large differences between adjacent regions in the vector \(\theta\). The hyperparameter \(\beta\) controls how much these differences are penalized. Regularization is needed since this is an ill-posed problem where there are many possible high-resolution phantom distributions that, when resolution degraded, can accord with the low-resolution PET scan used as a template. Without regularization \((\beta = 0\) in Eq. (1)), the estimated uptake values in very small regions tend to rise exponentially over iterations in the maximization of \(L(\theta|m)\), generating a nonrealistic uptake distribution. The proposed regularization term enables generation of phantom distributions where there are no extremely high uptake differences between adjacent regions for the same tissue type.
A novel model for the phantom activity is proposed:

\[ x = HDTA \theta \]  

(2)

where \( x \) is a vector with the activity values of every voxel in the phantom obtained from the set of 760 parameters in vector \( \theta \) (95 regions by 8 tissue classes). \( A \) is a matrix that has as many rows as voxels in the phantom and as many columns as uptake parameters to be estimated. The elements \( a_{ij} \) of matrix \( A \) give the probability that a voxel \( x_i \) belongs to the atlas region involved in the uptake parameter \( h_j \). In this work, we use the probability maps of the Hammersmith atlas instead of the maximum probability atlas in order to avoid sharp edges between atlas regions. When using a probability map for each region, each column \( j \) of matrix \( A \) represents an image with the probability map for the region involved in parameter \( j \).

Because in \( h \) each region of the atlas is estimated for every tissue type, in matrix \( A \) the probability map for each region is repeated in as many columns as tissue types are used.

\( T \) is a matrix that models the tissue class for each voxel, therefore, it has as many columns as voxels in the phantom and as many rows as parameters to be estimated. In practice, the matrix \( TA \) is computed directly instead of computing each matrix individually and then multiplying them. \( D \) is a diagonal matrix with the cell body density for each voxel of the phantom. It provides heterogeneity at a lower scale, based on biological information. Finally, the matrix \( H \) models the resolution in the template used as a reference.

In order to give an insight on the components of the model and their implementation, in Fig. 2 the steps performed to apply the forward model is shown for one of the uptake parameters in \( \theta \). In this example, \( \theta_j \) is the uptake value for gray matter in the right middle frontal gyrus. The image in Fig. 2-5) is one of the basis functions used in the generation of the phantom, while in Fig. 2-6) the basis function is smoothed to match the resolution of the template.

The objective function in Eq. (1) is optimized using the one step late (OSL) MAP-EM algorithm.\(^{21}\)

2.B. Regularization

A quadratic regularization was used to penalize large differences in the uptake values in neighbor brain regions:

\[ U(\theta) = \sum_{j}^{N} \sum_{k \in \mathcal{N}_j} \xi_{jk} (\theta_j - \theta_k)^2 \]  

(3)

where for each parameter \( \theta_j \) (which represents the uptake in the region \( j \) of the phantom), the distance between its centroid and the centroid of all the other regions \( k \) that belong to the same tissue type are calculated. The weight \( \xi_{jk} \) is the inverse of the Euclidean distance between centroids of regions \( j \) and \( k \), normalized by the sum of all the inverse distances. In this way, only the uptake values \( \theta_k \) in the regions closer to region \( j \) have impact on the regularization of parameter \( \theta_j \).
C. An \[^{18}F\]FDG phantom

An instance of an \[^{18}F\]FDG PET Phantom was created using the method described in the previous section. A single \[^{18}F\]FDG scan was used as the template to match. The full phantom dataset was completed with MRI and computed tomography (CT) images in order to be able to simulate a PET-MRI dataset. The MRI T1-weighted image available in the BigBrain atlas was registered to the phantom using the symmetric normalization method (SyN)\(^{22}\). In addition, a skull obtained from a template MRI was added to the T1-weighted image of the brain. Finally, a pseudo-CT and its respective attenuation map was generated from the MRI image using the pseudo-CT synthesis tool by Burgos et al.\(^{23}\)

Finally, an attenuation map for 511 keV was generated from the CT image.

The proposed method was implemented in MATLAB (version R2018a) and executed on a workstation with a Dual Intel Xeon E5-2697 processor and 256 GB of RAM.

D. Simulated data of the proposed phantom

A brain scan was simulated using the high-resolution heterogeneous \[^{18}F\]FDG brain phantom with a voxel size of 0.4 × 0.4 × 0.4 mm\(^3\). The simulations were carried out as described in Ref. 18, where the resolution, the normalization factors and the geometry of the Siemens mMR PET-MRI scanner were modelled. In this simulation framework, attenuation, randoms, and scatters effects are also taken into account. For the attenuation, the attenuation map of the proposed phantom was used (Fig. 1–6). To simulate the PET resolution, a 4.3-mm FWHM kernel was used, which
corresponds to the spatial resolution of the Siemens mMR PET-MRI scanner in the centre of the FOV and it is adequate for brain imaging where the point spread function of the system can be well approximated as shift invariant.24

The simulated data were reconstructed with MLEM25 and MR-guided MAP algorithms. For the latter, we used a smoothed Lange prior with similarity weights obtained with the Bowsher method as implemented in Ref. 18, which were computed from the T1-weighted image of the phantom using the 40 most similar neighbours in a $5 \times 5 \times 5$ neighbourhood.

The same process was repeated with a brain phantom based on the BrainWeb dataset9 in order to draw a comparison with the proposed phantom. The BrainWeb dataset was selected for this comparison as it has been widely used to simulate PET and PET-MRI brain scans.13,16 The contrast between gray matter and white matter was 4:1.

3. RESULTS

The full phantom dataset for the $[^{18}F]$FDG Phantom can be seen in the second row of Fig. 1 and the dataset has been made publicly available at http://doi.org/10.5281/zenodo.1190598.

In Fig. 3, the $[^{18}F]$FDG scan used as a template is shown in the first row after being normalized into MNI space along with its reconstructed images in its original space for MLEM and MR-guided reconstructions. The new $[^{18}F]$FDG Phantom and the reconstructed images from a simulated dataset are shown in the second row. In the third row, an $[^{18}F]$FDG phantom based on the BrainWeb database is shown in order to draw a comparison between both phantoms. It can be seen that the proposed phantom accounts for the heterogeneities in the $[^{18}F]$FDG uptake. For example, in the real data and the proposed phantom there is a higher gray matter uptake in the left frontal lobe (red arrow) and a lower uptake in the right temporal lobe (blue arrow), while for the standard BigBrain phantom the gray matter has a uniform uptake. Furthermore, the MR-guided reconstructions of the proposed phantom obtain a more modest PVC than for the BrainWeb phantom, which accords well with the results obtained for the real data. On the contrary, the PVC performance of guided reconstructions for the BrainWeb phantom is extremely good, and
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therefore not realistic, due to the unrealistically perfect match between the MRI and PET boundaries (as the PET phantom was created from the MRI image).

4. DISCUSSION AND CONCLUSION

A method to create ultra high-resolution heterogeneous digital phantoms is presented in this work. The method takes advantage of the publicly available BigBrain dataset to generate a PET phantom from ultra high-resolution histology images, and in this way overcomes the problems of piecewise constant and lower resolution phantoms generated from MRI images. In this work, we employ the method to generate an $^{18}$F FDG phantom that includes all the components needed to perform PET-CT and PET-MRI simulations.

The method allows the generation of a wide number of different phantoms by using either a real scan or a template as a reference. Here we presented just one of the many possible instances of the phantoms that can be generated. We used an $^{18}$F FDG scan of a young patient in order to generate a radiotracer-specific phantom with heterogeneous uptake values.

In terms of the attenuation map, we used a pseudo-CT generated with the Burgos method as it has been shown to be one of the most accurate attenuation correction techniques for PET-MRI brain imaging and it is publicly available.

4.A. Limitations

A potential limitation of the $^{18}$F FDG phantom presented in this work is that the uptake distribution is estimated from a low resolution PET scan, although this would always be the case as PET images have relatively low resolution. The proposed model for the phantom and the method to estimate its distribution were designed to handle this issue. However, as there are many phantom distributions that would accord with the low-resolution reference, the generated distribution could be suboptimal and this may be the reason why we observed a relatively low contrast in the $^{18}$F FDG phantom.

A second limitation of the proposed method is that there are some small mismatches between the histology images of the BigBrain and the MRI image. This could be a consequence of a suboptimal image registration in the preparation of this dataset since the MRI is not aligned to the histology images in the original BigBrain dataset. In Fig. 4, the registered MRI, the $^{18}$F FDG phantom and an overlay image are shown, where a very good agreement (with just some small differences) is observed. However, these small differences could be due to the PVE as the BigBrain atlas has higher resolution than the MRI.

It could be argued that histology images with cell body density are not appropriate for an $^{18}$F FDG phantom as cell bodies are not directly related to glucose metabolism. This limitation, only in effect at a very small scale, is compensated for by using an atlas and a template of the radiotracer of interest to estimate the uptake in different regions of the brain. In this way, an $^{18}$F FDG phantom with a realistic radiotracer distribution (out of many possible distributions) is obtained.

4.B. Conclusions

In this work, we propose a novel method to generate digital brain phantoms, which we employed to create an $^{18}$F FDG phantom. The complete dataset, including the example $^{18}$F FDG phantom, the pseudo-CT, the $\mu$-map, and the T1-weighted images, is available online. The generated phantom fulfills the requirements of being ultra high resolution (i.e., voxel sizes down to 100 μm), by being heterogeneous at a small scale (heterogeneity provided by the cell body concentration in the histology images), not being generated from a...
segmented MRI image, and also being heterogeneous at a larger scale to simulate the uptake of a given radiotracer.

ACKNOWLEDGMENTS

This work was supported by the Engineering and Physical Sciences Research Council (grant number EP/M020142/1) and the Wellcome EPSRC Centre for Medical Engineering at King’s College London (WT 203148/Z/16/Z). According to EPSRC’s policy framework on research data, all simulation and real data results supporting this study are openly available at http://doi.org/10.5281/zenodo.1190598.

*Author to whom correspondence should be addressed. Electronic mail: martin.belzunce@nhs.net.

REFERENCES

1. Matej S, Herman GT, Narayan TK, Furuie SS, Lewitt RM, Kinahan PE. Evaluation of task-oriented performance of several fully 3D PET reconstruction algorithms. Phys Med Biol. 1994;39:355–367.

2. Tang J, Tsui BM, Rahimim A. Bayesian PET image reconstruction incorporating anato-functional joint entropy. In: 2008 5th IEEE International Symposium on Biomedical Imaging: From Nano to Macro, Proceedings, ISBN:2008:1043–1046.

3. Tong S, Alessio AM, Kinahan PE, et al. Generalized PSF modeling for optimized quantitation in PET imaging. Phys Med Biol. 2017;62:5149–5179.

4. Bland J, Mehranian A, Belzunce MA, et al. Intercomparison of MR-informed PET image reconstruction methods. Med Phys. 2019;46:5055–5074.

5. Erlandsson K, Buvat I, Pretorius PH, Thomas BA, Hutton BF. A review of partial volume correction techniques for emission tomography and their applications in neurology, cardiology and oncology. Phys Med Biol. 2012;57:R119–R159.

6. Wree A, Schleicher A. The determination of the local cerebral glucose utilization with the 2-deoxyglucose method. Histochemistry. 1988;90:109–121.

7. Mosconi L, Berti V, Gledzik L, Pupi A, De Santi S, de Leon MJ. Preclinical detection of Alzheimer’s disease using FDG-PET, with or without amyloid imaging. J Alzheimers Dis. 2010;20:843–854.

8. Brown RKJ, Bohnen NI, Wong KK, Minoshima S, Frey KK. Brain PET in suspected dementia: patterns of altered FDG metabolism. Radiographics. 2014;34:684–701.

9. Cocosco CA, Kolokkian V, Kwan RK, Evans AC. Brain web: online interface to a 3D MRI simulated brain database. NeuroImage. 1997;5.

10. Harrison RL, Elston BF, Byrd DW, et al. A digital reference object for the 3D Hoffman brain phantom for characterization of PET neuroimaging quality. In IEEE Nuclear Science Symposium Conference Record, IEEE; 2013:1–4.

11. Aubert-Broche B, Evans AC, Collins L. A new improved version of the realistic digital brain phantom. NeuroImage. 2006;32:138–145.

12. Rahimim A, Dinelle K, Cheng J-C, et al. Accurate event-driven motion compensation in high-resolution PET incorporating scattered and random events. IEEE Trans Med Imaging. 2008;27:1018–1033.

13. Vunckx K, Atez A, Baete K, et al. Evaluation of three MRI-based anatomical priors for quantitative PET brain imaging. IEEE Trans Med Imaging. 2012;31:599–612.

14. Bowsher JE, Johnson VE, Turkington TG, Jaszczak RJ, Floyd CE, Coleman RE. Bayesian reconstruction and use of anatomical a priori information for emission tomography. IEEE Trans Med Imaging. 1996;15:673–686.

15. Ehhardt MJ, Markiewicz P, Liljeroth M, et al. PET reconstruction with an anatomical MRI prior using parallel level sets. IEEE Trans Med Imaging. 2016;35:2189–2199.

16. Mehranian A, Belzunce MA, Niccolini F, et al. PET image reconstruction using multi-parametric anato-functional priors. Phys Med Biol. 2017;62:5975–6007.

17. Zhu Y, Zhu X. MRI-driven PET image optimization for neurological applications. Front Neurosci. 2019;13:782.

18. Belzunce MA, Mehranian A, Reader AJ. Enhancement of partial volume correction in MR-guided PET image reconstruction by using MRI voxel sizes. IEEE Trans Radiat Plasma Med Sci. 2019;3:315–326.

19. Amunts K, Lepage C, Borgeat L, et al. BigBrain: an ultrahigh-resolution probability atlas of the human brain, with particular reference to the temporal lobe. Hum Brain Mapp. 2003;19:224–247.

20. Green PJ. Bayesian reconstructions from emission tomography data using a modified EM algorithm. IEEE Trans Med Imaging. 1990;9:84–93.

21. Avants BB, Epstein CL, Grossman M, Gee JC. Symmetric diffeomorphic image registration with cross-correlation: evaluating automated labeling of elderly and neurodegenerative brain. Med Image Anal. 2008;12:26–41.

22. Burgos N, Cardoso MJ, Thielemans K, et al. Attenuation correction synthesis for hybrid PET-MR scanners: application to brain studies. IEEE Trans Med Imaging. 2014;33:2332–2341.

23. Belzunce MA, Mehranian A, Chalampalakis Z, Reader AJ. Evaluation of shift-invariant image-space psfs for the biograph mnr pet scanner; 2017.

24. Shepp LA, Vardi Y. Maximum likelihood reconstruction for emission tomography. IEEE Trans Med Imaging. 1982;1:113–122.

25. Ladeogon CF, Law I, Anazodo U, et al. A multi-centre evaluation of eleven clinically feasible brain PET/MRI attenuation correction techniques using a large cohort of patients. NeuroImage. 2017;147:346–359.

26. Magistretti P, Allaman I. A cellular perspective on brain energy metabolism and functional imaging. Neuron. 2015;86:883–901.