Sensitivity of laser gravitational-wave detectors with stable double-pumped optical spring
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We analyze the sensitivity of gravitational-wave antenna with stable double optical spring created by two independent pumps. We investigate regime of three close eigen frequencies (roots of characteristic equation) which appears to provide more wide frequency band in which sensitivity of antenna can beat Standard Quantum Limit (SQL) than previously considered regime with two close eigen frequencies. We take into account optical losses and show that they do not degrade sensitivity significantly. We also demonstrate possible application of considered regime to Einstein Telescope.

I. INTRODUCTION

Currently the search for gravitational radiation from astrophysical sources is carried out with the first-generation Earth-based laser interferometers (LIGO in USA [1–3], VIRGO in Italy [4, 5], GEO-600 in Germany [6, 7], TAMA-300 in Japan [8, 9] and ACIGA in Australia [10, 11]). The development of the second-generation GW detectors (Advanced LIGO [12, 13], Advanced Virgo [14], GEO-HF [15] and LCGT [16]) is well underway.

The sensitivity of the first-generation detectors is limited by noises sources of various nature: seismic and suspension thermal noise at low frequencies (below \(\sim 50\) Hz), thermal noise in suspensions, bulks and coatings of the mirrors (\(\sim 50 – 200\) Hz), photon shot noise (above \(\sim 200\) Hz). It is expected that the sensitivity of the second-generation detectors will be ultimately limited by the noise of quantum nature arising due to Heisenberg’s uncertainty principle [17–20] over most of the frequency range of interest. The optimum between measurement noise (photon shot noise) and back-action noise (radiation pressure noise) is called the Standard Quantum Limit (SQL) This level is expected to be reached in the forthcoming second generation of large-scale laser-interferometric gravitational-wave detectors. Third generation detectors, such as the Einstein Telescope [21] aim to significantly surpass the SQL over a wide frequency range [22].

The most promising methods to overcome the SQL rely on the implementation of optical (ponderomotive) rigidity [20, 23–25] which effectively turns the test masses of a gravitational-wave detector into harmonic oscillators producing gain in sensitivity [26–31]. A single optical spring always causes instability. The instability (negative damping for mechanical degree of freedom) can be compensated by incorporating a linear feedback control loop and in the ideal case (no additional noise is introduced by the feedback) it would not modify the noise spectrum of a GW detector [29]. In practice, however, the need for control gain at frequencies inside the detection band can cause undesirable complexity in the control system or can introduce additional classical noise.

An alternative way to suppress the instability was proposed [32] and experimentally demonstrated [33], by injecting a second carrier field from the bright port (see Fig. 1) in order to create a relatively small additional negative rigidity component, thus leaving the total rigidity (of both lasers together) positive, but at the same time to introduce a relatively large additional positive damping component to make total damping positive. The main purpose of the second carrier is to create a second optical spring that forms a stable optical spring together with the first one — even though each individual optical spring, acting alone, would be unstable. Both carriers are assumed to have different polarizations (or carriers’ frequencies to differ from each other by large enough value), so that there is no direct coupling between the two pump field (although they both directly couple to the mirrors).

A simple criterion for the stability of an optical spring...
and its application to the double resonance regime was presented in [34]. It allows to use attractive regimes of double resonance [30, 31, 34] or negative inertia [35] in stable variants with no need to use feedback loops.

In this paper we further analyze the sensitivity of Advanced LIGO (aLIGO) interferometer with a double pump using approach [32]. To obtain more wide sensitivity curve we use the regime of three close roots of characteristic equation instead of double resonance regime. However this regime demands smaller interferometer relaxation rates, close to limit caused by optical losses, so there is need to consider optical losses too. Analysis shows that presence of losses doesn’t affect the sensitivity curves much. Finally we apply this regime to the parameters of Einstein Telescope [22] and show that use of stable double optical spring makes possible to make an improvement to sensitivity in small frequency range.

II. OUTPUT ANALYSIS

We consider the balanced interferometer similar to aLIGO configuration (see Fig. 1) pumped by two lasers. We assume that vacuum fluctuations input through dark port (no squeezing), Fabry-Perot cavities in arms are identical and have no optical losses. The masses of input and end mirrors in arms are equal to \( m \). The mean frequencies of each pump \( \omega_{1,2} \) are equal to one of the eigen frequencies of each cavity. Here and below subscripts \( 1,2 \) refer to main and auxiliary pumps. We also introduce the notations:

\[
e^{i\Omega L/c} \approx 1 + \frac{i \Omega L}{c}, \quad \gamma_0 = \frac{c T^2}{4 L}, \quad \phi_{1,2} = \frac{(\omega_{1,2} + \Omega) \ell}{c} \approx \frac{\omega_{1,2} \ell}{c}, \quad \Gamma_{1,2} = \gamma_0 \frac{1 - \rho^2}{1 + 2 \rho \cos 2 \phi_{1,2} + \rho^2}, \quad \Delta_{1,2} = \gamma_0 \frac{2 \rho \sin 2 \phi_{1,2}}{1 + 2 \rho \cos 2 \phi_{1,2} + \rho^2}, (1a)\]

Here \( L \) is the distance between the mirrors in arms (4 km for aLIGO), \( \ell \) is the distance (several meters) between SR mirror and the input mirrors in Fabry-Perot cavities, due to strong inequality \( l \ll L \) we assume that \( \phi_{1,2} \) do not depend on \( \Omega \). We assume that arm cavities are tuned in resonance, \( \gamma_0 \) is the relaxation rate of single Fabry-Perot cavity in arm, \( T \) is amplitude transmittance of input mirrors in arms, \( \rho \) is amplitude reflectivity of SR mirror, \( \Delta_{1,2} \) are the detunings introduced by displacement shift of SR mirror, \( \Gamma_{1,2} \) is the relaxation rates of the differential mode of the interferometer for each pump. It is worth underlying that detunings \( \Delta_{1,2} \) and relaxation rates \( \Gamma_{1,2} \) may be different for each pump.

We start from equations for output quadratures amplitudes \( b_{1,2}^{(1)} \) expressed in terms of input quadratures amplitudes \( a_{1,2}^{(1)} \) in frequency domain (superscripts \( 1,2 \) refer to different quadratures, see details and notations in Appendix A)

\[
b_1^{(1)} = a_1^{(1)} + U_1 \cdot \mu \Omega^2 Q \cdot F, \quad b_2^{(1)} = a_2^{(1)} + U_2 \cdot \mu \Omega^2 Q \cdot F, \quad (2a)\\
b_1^{(2)} = a_1^{(2)} + U_3 \cdot \mu \Omega^2 Q \cdot F, \quad b_2^{(2)} = a_2^{(2)} + U_4 \cdot \mu \Omega^2 Q \cdot F, \quad (2c)\\
F \equiv T_1 a_1^{(1)} + T_2 a_2^{(2)} + T_3 a_1^{(2)} + T_4 a_2^{(1)} + \sqrt{2 h \hbar_{SQL}}, (2e)\\
\Psi^{-1} = -\mu \Omega^2 + K_1 + K_2, \quad (2f)\\
K_{1,2} = \frac{2 \Delta_{1,2} I_{1,2} \omega_{1,2}}{c L \left[ (\Gamma_{1,2} - i \Omega)^2 + \Delta_{1,2}^2 \right]}, \quad (2g)\\
h_{SQL} = \sqrt{\frac{2 h}{\mu \Omega^2 L^2}}, \quad \mu \equiv \frac{m}{4}. (2h)\]

Here \( \Psi \) is susceptibility of mechanical degree of freedom accounting optical rigidities \( K_{1,2} \) introduced by pumps 1 and 2, \( I_{1,2} \) are mean powers circulating in arms (pumped by main and auxiliary lasers), \( \mu \) is reduced mass, \( \Omega \) is spectral frequency, \( h \) is dimensionless gravitational metric perturbation normalized by SQL perturbation \( h_{SQL} \). The term \( F \) in formulas (2) describes fluctuational (back action) and signal forces, while the first terms in right parts describe measurement errors. The coefficients \( U_1, T_i \) are the following:

\[
U_1 \equiv -\sqrt{\Omega} \Theta_1 \Delta_1, \quad U_2 \equiv \sqrt{\Omega} \Theta_1^* \left[ \Gamma_1 - i \Omega \right], \quad (3a)\\
U_3 \equiv -\sqrt{\Omega} \Theta_2 \Delta_2, \quad U_4 \equiv \sqrt{\Omega} \Theta_2^* \left[ \Gamma_2 - i \Omega \right], \quad (3b)\\
T_1 \equiv \sqrt{\Omega} \Theta_1^* \left[ \Gamma_1 + i \Omega \right], \quad T_2 \equiv \sqrt{\Omega} \Theta_1 \Delta_1, \quad (3c)\\
T_3 \equiv \sqrt{\Omega} \Theta_2^* \left[ \Gamma_2 + i \Omega \right], \quad T_4 \equiv \sqrt{\Omega} \Theta_2 \Delta_2, \quad (3d)\\
Q_{1,2} \equiv \frac{2 \Delta_{1,2} |K_{1,2}|}{\Delta_{1,2} \mu \Omega^2} \times \frac{1}{\left[ (\Gamma_{1,2} - i \Omega)^2 + \Delta_{1,2}^2 \right]}, \quad (3e)\\
\Theta_{1,2} \equiv \frac{\left( \Gamma_{1,2} + i \Omega \right)^2 + \Delta_{1,2}^2}{\left( \Gamma_{1,2} - i \Omega \right)^2 + \Delta_{1,2}^2}. \quad (3f)\]

The equations (2,3) slightly differ from equations used in [32] due to different definition of quadrature amplitudes (see (A1, A2)).

In experiment homodyne detector of output field measures arbitrary combination of quadratures in each channel defined by homodyne angles \( \zeta_{1,2} \):

\[
j_1 = b_1^{(1)} \cos \zeta_1 + b_2^{(2)} \sin \zeta_1, \quad (4a)\\
j_2 = b_2^{(1)} \cos \zeta_2 + b_2^{(2)} \sin \zeta_2. \quad (4b)\]

For input field in vacuum state quadratures \( a_{1,2}^{(j)} \) do not correlate to each other and their single-sided spectral densities [36] are equal to

\[
S_{a_{1,2}^{(j)}}(\Omega) = 1 \quad (5)\]
In order to find condition under which sensitivity is better than SQL one may apply the following semiqualitative consideration.

From equations (2) we see that if susceptibility is large enough ($|\mu \Omega^2 \Psi| \gg 1$) the back action force prevails over measurement errors and mainly defines sensitivity and spectral density $S_{\text{BA}}$ of noise recalculated to dimensionless metric $h$ is (see Eq. 2e):

$$S_{\text{BA}}^2 = \frac{S_{\text{BA}}}{h_{\text{SQL}}^2} = \frac{[T_1]^2 + [T_2]^2 + [T_3]^2 + [T_4]^2}{2} = \frac{\Gamma_1 |K_1|^2}{\Delta_1 \mu \Omega^2} \left[ \frac{\Gamma_1 + i \Omega^2 + \Delta_1^2}{(\Gamma_1 - i \Omega)^2 + \Delta_1^2} \right] + \frac{\Gamma_2 |K_2|^2}{\Delta_2 \mu \Omega^2} \left[ \frac{\Gamma_2 + i \Omega^2 + \Delta_2^2}{(\Gamma_2 - i \Omega)^2 + \Delta_2^2} \right].$$

(6)

It is obvious to assume that close to resonance (when $|\mu \Omega^2 \Psi| \gg 1$) we have approximation: $|K_1 + K_2|/\mu \Omega^2 \simeq 1$. Hence, from (6) one may conclude that this term will be less than unity (i.e. sensitivity is better than SQL, $S_{\text{BA}} \ll h_{\text{SQL}}^2$) in case of small optical relaxation rates, i.e.

$$\Gamma_1 \ll \Delta_1, \quad \Gamma_2 \ll \Delta_2 \quad (7)$$

If rigidity $|K_1|$ introduced by main pump is larger than $|K_2|$ we should keep in mind that first inequality ($\Gamma_1 \ll \Delta_1$) in (7) is more important than second one ($\Gamma_2 \ll \Delta_2$).

**TABLE I: Planned parameters of Advanced LIGO**

| Parameter                               | Value            |
|-----------------------------------------|-----------------|
| Arm length, $L$                         | 4 km            |
| Mass of each mirror, $m$                | 40 kg           |
| ITM amplitude transmittance, $T$        | $\sqrt{0.005}$ (0.015) |
| Relaxation rate of single FP cavity, $\gamma_0$ (1a) | 94 s$^{-1}$ |
| SRM amplitude reflectivity $\rho$       | $\sqrt{0.95}$ (0.8) |
| Optical wavelength, $\lambda$           | 1064 nm         |
| Optical losses $A^2$ in each arm per roundtrip | $10^{-5}$ |

For frequencies far from resonance susceptibility decreases and when $|\mu \Omega^2 \Psi| \simeq \Delta_1/\Gamma_1$ back action and measurement noises will be approximately equal to each other. Hence, one may get better than SQL sensitivity in bandwidth where susceptibility is high enough.

In more general case formula for sensitivity is more complicated than (6). If we measure, for example, only quadrature $b_1^{(1)}$ the sensitivity is equal to

$$\xi_1^\zeta = \frac{S_{\text{BA}}^{(1)}}{h_{\text{SQL}}} = \frac{1}{2} \left| \frac{\cos \zeta}{\mu \Omega^2 \Psi(U_1 \cos \zeta + U_2 \sin \zeta)} + T_1 \right|^2 +$$

$$+ \frac{1}{2} \left| \frac{\sin \zeta}{\mu \Omega^2 \Psi(U_1 \cos \zeta + U_2 \sin \zeta)} + T_2 \right|^2 +$$

$$+ \frac{|T_3|^2}{2} + \frac{|T_4|^2}{2}. \quad (8)$$

Note that for single-pumped interferometer regime with small relaxation rate is not the attractive one because it may provide SQL overcoming only in small bandwidth (decreasing with decrease of $\Gamma_1$). That is why in aLIGO relatively small transmittance $\sqrt{1 - \rho^2}$ is planned. From formulas (1c, 1d) and parameters listed in Table I one may easy estimate that ratio $\Gamma_1/\Delta_1$ is restricted by $\Gamma_1/\Delta_1 \geq 0.025$. Below we do not take into account this restriction assuming that parameters $\Gamma_1, \Delta_1$ may be chosen arbitrary and transmittances $T$ and $\sqrt{1 - \rho^2}$ may be changed.

### A. Close resonances regime

In double-pumped interferometer one may manipulate by value of susceptibility $\Psi$ in wide range due to sophisticated frequency dependence of optical string. It is important that this could be done avoiding instability (it means that imaginary parts of roots of characteristic equation $\Psi^{-1} = 0$ should have negative signs) [34]. One of possibilities is the usage of so called double resonance regime [27, 30, 31] which allows to obtain two close or coinciding resonance frequencies.

In order to obtain more wide bandwidth of high susceptibility one may use the case of three resonance frequencies being relatively close to each other. As example we present the plots of sensitivity and susceptibility on Fig. 2 for such particular case. For these plots we used the following parameters

$$I_1 \simeq 731 \text{ kW}, \quad \Gamma_1 \simeq 3.06 \text{ s}^{-1}, \quad \Delta_1 \simeq 961 \text{ s}^{-1}, \quad (9a)$$

$$I_2 \simeq 1.06 \text{ kW}, \quad \Gamma_2 \simeq 15.3 \text{ s}^{-1}, \quad \Delta_2 \simeq -626 \text{ s}^{-1}. \quad (9b)$$

For these parameters the complex roots of characteristic

![FIG. 2: Trace 1: sensitivity $\xi_{\zeta=0}(f)$ (8); 2: sensitivity $\xi_{\text{BA}}(f)$ (6) defined only by back action; 3: corresponding dimensionless susceptibility $\psi = \mu(2\pi f)^2\Psi$ for parameters (9).](image-url)
equation are equal to
\[
\begin{align*}
\Omega_1 & \simeq \pm 2\pi \times 96.6 - i 0.49 \text{s}^{-1}, \\
\Omega_2 & \simeq \pm 2\pi \times 102.4 - i 0.63 \text{s}^{-1}, \\
\Omega_3 & \simeq \pm 2\pi \times 116.3 - i 1.81 \text{s}^{-1},
\end{align*}
\tag{10a}
\]

The real part of roots are eigen frequencies and imaginary parts describe relaxation (negative sign of imaginary parts corresponds to relaxation, positive one — to instability). All roots (10) are stable. We used procedure of root calculation \[34\] allowing to have stable roots (with negative imaginary parts) avoiding instability.

Strictly speaking we should use both outputs measuring the quadratures (4) and taking their weighted sum (the corresponding procedure is given in Appendix to \[32\]). However, for our case (9) the circulating powers \( I_1 \) and \( I_2 \) differ to each other so dramatically that useful information in port 2 is negligible small and it is quite enough to measure only quadrature \( b_1 \). In particular, on Fig. 2 we present sensitivity (8) for the case \( \zeta = 0 \).

The presented example demonstrates the main advantage of close resonances regime: high sensitivity (about 10 times better than SQL) in bandwidth as wide as about one half of mean frequency.

Note that sensitivity curve presented on Fig. 2 may be easy tuned to another frequency range by control powers \( I_{1,2} \), detunings \( \Delta_{1,2} \) and relaxation rates \( \Gamma_{1,2} \). For example, for frequency range around 30 Hz one may easy recalculate:

\[
\begin{align*}
I_1 & \simeq 18.4 \text{kW}, \quad \Gamma_1 \simeq 0.89 \text{s}^{-1}, \quad \Delta_1 \simeq 282 \text{s}^{-1}, \quad (11a) \\
I_2 & \simeq 0.026 \text{kW}, \quad \Gamma_2 \simeq 4.48 \text{s}^{-1}, \quad \Delta_2 \simeq -183 \text{s}^{-1}, \\
\Omega_1 & \simeq \pm 2\pi \times 28.3 - i 0.89 \text{s}^{-1}, \quad (11b) \\
\Omega_2 & \simeq \pm 2\pi \times 30 - i 1.15 \text{s}^{-1}, \quad (11c) \\
\Omega_3 & \simeq \pm 2\pi \times 34 - i 3.33 \text{s}^{-1}. \quad (11d)
\end{align*}
\]

This case is more attractive due to modest requirements for powers circulating in arms (18 kW instead of 730 kW). However, estimates above shows tough requirements for bandwidth \( \Gamma_1 \simeq 0.89 \text{s}^{-1} \), which is close to limit due to inevitable optical losses. This fact forces us to consider optical losses.

\section*{1. Account of optical losses}

We will take into account only the optical losses in arms’ mirrors which may be characterized by round trip loss coefficient \( A^2 \). We do not take into account losses in beam splitter and SRM because its’ influences are negligible small.

It is known \[31\] that relaxation rates \( \Gamma_{1,2} \) of differential mode of interferometer with optical losses (shown on Fig. 1) may be separated into two parts

\[
\Gamma_{1,2} = \Gamma_{1,2} + \Gamma_A, \quad \Gamma_A = \frac{cA^2}{2L} \tag{12}
\]

where \( \Gamma_1 \) describes relaxation through SRM (1c) (may be called as load relaxation) and \( \Gamma_A \) — relaxation due to optical losses (loss relaxation).

There is a useful rule \[31\]: a lossy optical position meter is equivalent to the similar lossless one with gray filter (with power transmission \( \Gamma_A/\Gamma_1 \)) attached to its signal port. It means that for lossy case, for example, the formula (2) for output quadrature \( \tilde{b}^{(1)}_1 \) has to be rewritten in form:

\[
\tilde{b}^{(1)}_1 = \sqrt{\frac{\Gamma_A}{\Gamma_1 + \Gamma_A}} e^{(1)}_1 + \sqrt{\frac{\Gamma_1}{\Gamma_1 + \Gamma_A}} \left( a^{(1)}_1 + U_{1,0} \mu \Omega^2 \Psi \hat{f}_{\Gamma_{1,2} \rightarrow \Gamma_{1,2}} \right),
\tag{13}
\]

where quadrature \( e^{(1)}_1 \) describes additional vacuum fluctuations (with the same spectral density (5)) appearing due to optical losses. Generalization for other quadratures is obvious. Additionally we should replace in all formulas for \( \Psi, U_i, T_i \) relaxation rates \( \Gamma_{1,2} \) by \( \Gamma_{1,2} \).

For planned in aLIGO losses (see Table I) one may estimate \( \Gamma_A \simeq 0.4 \text{ s}^{-1} \). In according with estimate (11) we have to have \( \Gamma_1 \simeq 0.89 \text{ s}^{-1} \), i.e. the load and loss relaxations are approximately equal: \( \Gamma_1 \simeq \Gamma_A \).

The corresponding sensitivities plots are presented on Fig. 3. We see that so dramatically large optical losses practically do not bring any significant degradation to the sensitivity (!).

So we see that it is possible to circumvent SQL by about 10 times in wide bandwidth (about the mean frequency) using two optical stable springs.

Note that for simplicity we considered above not optimal case when only quadrature in one channel is measured. However, this sensitivity only slightly differs from maximal sensitivity when quadratures from both channels with optimal homodyne angles are measured and then are properly combined — see details in Appendix B.
if the following inequality is fulfilled

\[
\frac{\kappa T}{\hbar \Omega Q} < 1, \tag{14}
\]

where \( \kappa \) is Boltzmann constant, \( \Omega \) and \( Q \) are frequency and quality factor of oscillator.

The plots of susceptibility on Figs. 2, 3 show three peaks corresponding to three optomechanical degrees of freedom. It is important that they are stable ones. Generally speaking it is not clear how to describe correctly these degrees of freedom similar to normal coordinates in case of coupled oscillators. However, for estimation one can consider the mechanical degree of freedom and calculate mean kinetic and potential energy \( E_i \) stored in each peak:

\[
\int_{\Omega_i - 3\Delta\Omega_i}^{\Omega_i + 3\Delta\Omega_i} \left[ \mu \Omega^2 + \Re(K_1 + K_2) \right] |z(\Omega)|^2 \frac{d\Omega}{2\pi} \tag{15}
\]

where \( \Omega_i \) and \( \Delta\Omega_i \) are mean frequency and bandwidth of each peak (real and imaginary parts of roots \((10, 11)\)). Let assume that only fluctuational light pressure forces originate fluctuations of displacement \( z \) (no thermal noise). The numerical calculations gives the following values:

\[
E_1 \simeq 1.28 \hbar \Omega_1, \quad E_2 \simeq 1.76 \hbar \Omega_2, \quad E_3 \simeq 1.1 \hbar \Omega_3 \tag{16}
\]

We see that mean energy in each degree of freedom is close to one quanta, hence, they should demonstrate quantum behavior. It becomes obvious if we apply criteria \((14)\) for each peak:

\[
\frac{E_1}{\hbar \Omega_1 Q_1} \simeq 0.012 \ll 1, \quad \frac{E_2}{\hbar \Omega_2 Q_2} \simeq 0.024 \ll 1, \quad \frac{E_3}{\hbar \Omega_3 Q_3} \simeq 0.034 \ll 1, \quad Q_i \equiv \frac{\Omega_i}{2\Delta\Omega_i} \tag{17}
\]

It provides incredible possibility to observe quantum behavior of really macroscopic object with mass \( \mu \simeq 10 \text{ kg} \). (!)

\section*{III. CONCLUSION}

We have shown that usage of stable double optical spring regime in laser gravitational detectors may provide sensitivity gain if relaxation rates of optical modes are much smaller than detunings. However, the decrease of relaxation rates is restricted by optical losses in mirror. We have shown that even for case when relaxation through signal recycling mirror (load relaxation) and relaxation via optical losses (loss relaxation) are equal to each other the degradation of sensitivity is relatively small.

The presented example of close resonances regime via double pumped optical spring promises the possibility to

---

**FIG. 4:** Plots of sensitivity \( \xi \) of ET normalized to SQL versus frequency. Traces 1,2: different regimes of optical rigidity. Trace 3: design sensitivity of ET without squeezing, no thermal noise present.

---

**B. Speculations on quantum behavior of optomechanical degrees of freedom**

Let remind that oscillator in thermal bath at temperature \( T \) will demonstrate quantum behavior \([17, 20, 37]\) if the following inequality is fulfilled

\[
\frac{\kappa T}{\hbar \Omega Q} < 1, \tag{14}
\]

where \( \kappa \) is Boltzmann constant, \( \Omega \) and \( Q \) are frequency and quality factor of oscillator.

The plots of susceptibility on Figs. 2, 3 show three peaks corresponding to three optomechanical degrees of freedom. It is important that they are stable ones. Generally speaking it is not clear how to describe correctly these degrees of freedom similar to normal coordinates in case of coupled oscillators. However, for estimation one can consider the mechanical degree of freedom and calculate mean kinetic and potential energy \( E_i \) stored in each peak:

\[
\int_{\Omega_i - 3\Delta\Omega_i}^{\Omega_i + 3\Delta\Omega_i} \left[ \mu \Omega^2 + \Re(K_1 + K_2) \right] |z(\Omega)|^2 \frac{d\Omega}{2\pi} \tag{15}
\]

where \( \Omega_i \) and \( \Delta\Omega_i \) are mean frequency and bandwidth of each peak (real and imaginary parts of roots \((10, 11)\)). Let assume that only fluctuational light pressure forces originate fluctuations of displacement \( z \) (no thermal noise). The numerical calculations gives the following values:

\[
E_1 \simeq 1.28 \hbar \Omega_1, \quad E_2 \simeq 1.76 \hbar \Omega_2, \quad E_3 \simeq 1.1 \hbar \Omega_3 \tag{16}
\]

We see that mean energy in each degree of freedom is close to one quanta, hence, they should demonstrate quantum behavior. It becomes obvious if we apply criteria \((14)\) for each peak:

\[
\frac{E_1}{\hbar \Omega_1 Q_1} \simeq 0.012 \ll 1, \quad \frac{E_2}{\hbar \Omega_2 Q_2} \simeq 0.024 \ll 1, \quad \frac{E_3}{\hbar \Omega_3 Q_3} \simeq 0.034 \ll 1, \quad Q_i \equiv \frac{\Omega_i}{2\Delta\Omega_i} \tag{17}
\]

It provides incredible possibility to observe quantum behavior of really macroscopic object with mass \( \mu \simeq 10 \text{ kg} \). (!)

---

**FIG. 4:** Plots of sensitivity \( \xi \) of ET normalized to SQL versus frequency. Traces 1,2: different regimes of optical rigidity. Trace 3: design sensitivity of ET without squeezing, no thermal noise present.
circumvent Standard Quantum Limit by about ten times in the frequency range about half of mean frequency. Experimenter may further vary parameters set (pump powers, detunings) to control susceptibility and, hence, sensitivity curve. Of course, this gain of sensitivity will take place if the level of thermal and technical noises is low enough. The thermal noise in mirror’s coating makes the main contribution in thermal noise budget. However, one may hope for progress in manufacture of the interferometric coating. Note that the planned level of thermal noise in laser gravitational detectors of third generation (Einstein Telescope ET-D Low Frequency Interferometer) is planned to be about ten times less than Standard Quantum Limit [38] in frequency range about 10 Hz.

If thermal noise is small enough the stable double optical spring provides unique possibility to observe quantum behavior of macroscopic object with effective mass about one kg, because fluctuational energy (created by back action force) stored in each peak of sensitivity is about one quanta $h\Omega_i$.
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Appendix A: Initial formulas

In this Appendix we derive formulas (2, 3). The electric fields $E_{1,2}$ in propagating wave of each pump and corresponding the mean intensities $J_{1,2}$ of light beam can be written as follows [36]:

$$E_{1,2} \simeq \sqrt{\frac{2\pi \hbar \omega_{1,2}}{S c}} e^{-i\omega_{1,2} t} \times \left( \tilde{A}_{1,2} + \int_{-\infty}^{\infty} a_{1,2}(\Omega) e^{-i\Omega t} d\Omega \right) + \{h.c.\},$$

$$J_{1,2} = \hbar \omega_{1,2} |\tilde{A}_{1,2}|^2, \quad [a_{1,2}(\Omega), a_{1,2}^+(\Omega')] = 2\pi \delta(\Omega - \Omega'),$$

where $S$ is the cross section of the light beam, $c$ is the velocity of light, $a$ and $a^+$ are annihilation and creation operators.

One can obtain the formula in frequency domain for the output fields $b_{1,2}$ in dark port as a function of the input fluctuational field $a_{1,2}$ and mirror positions [32]:

$$b_{1,2} G_{1,2}^* = \frac{\Gamma_{1,2} + i(\Omega + \Delta_{1,2})}{\Gamma_{1,2} - i(\Omega + \Delta_{1,2})} a_{1,2} G_{1,2} + \frac{\sqrt{2\omega_{1,2} \Gamma_{1,2} I_{1,2}}}{\hbar c L} \frac{iz}{\Gamma_{1,2} - i(\Omega + \Delta_{1,2})},$$

$$z = (x_N - y_N) - (x_E - y_E), \quad G_{1,2} \equiv \sqrt{e^{2i\phi_{1,2}} + \frac{\rho}{1 + \rho e^{2i\phi_{1,2}}}}.$$  

where $x_E, y_E, x_N, y_N$ — are the displacements of FP mirrors (see notations on Fig.1), $I_{1,2}$ are mean optical power circulating in each arm from pumps 1 or 2.

As we assume that input fields are in vacuum state (no squeezing), it is convenient to denote

$$\bar{b}_{1,2} = b_{1,2} G_{1,2}^*,$$  

$$\bar{a}_{1,2} = \frac{\Gamma_{1,2} + i(\Omega + \Delta_{1,2})}{\Gamma_{1,2} - i(\Omega + \Delta_{1,2})} a_{1,2} G_{1,2},$$

As usual we introduce input $a^{(1,2)}_{1,2}$ and output $b^{(1,2)}_{1,2}$ quadrature amplitudes

$$a^{(1)}_{1,2} = [\bar{a}_{1,2}(\Omega) + \bar{a}_{1,2}^+(\Omega)]/\sqrt{2},$$  

$$a^{(2)}_{1,2} = [\bar{a}_{1,2}(\Omega) - \bar{a}_{1,2}^+(\Omega)]/\sqrt{2},$$  

$$b^{(1)}_{1,2} = [\bar{b}_{1,2}(\Omega) + \bar{b}_{1,2}^+(\Omega)]/\sqrt{2},$$  

$$b^{(2)}_{1,2} = [\bar{b}_{1,2}(\Omega) - \bar{b}_{1,2}^+(\Omega)]/\sqrt{2}.$$  

Now we have to account evolution of differential coordinate $z$ through susceptibility $\Psi$ in frequency domain:

$$z = \Psi(\Omega)(f_1 + f_2 + F_s), \quad F_s = \mu \Omega^2 L h.$$  

Here $F_s$ is the equivalent signal force. Back action forces $f_{1,2}$ produced by fluctuations of light pressure are equal to:

$$f_{1,2} = \sqrt{\frac{2\hbar \omega_{1,2} \Gamma_{1,2} I_{1,2}}{c L}} \times \left( \frac{\bar{a}_{1,2}(\Omega)}{\Gamma_{1,2} + i\Delta_{1,2} + i\Omega} + \frac{\bar{a}_{1,2}^+(\Omega)}{\Gamma_{1,2} - i\Delta_{1,2} + i\Omega}. \right)$$  

Substituting (A1, A2, A4, A5) into definition (A3) of quadrature amplitudes one may obtain the formulas (2, 3).

Appendix B: Accurate sensitivity calculation

The sensitivity of GW-antenna depends on homodyne angles and the filter functions that are used during procession of quadratures and homodyne currents. The optimal set of filter functions can be found as the eigen vector of the proper matrix [32, 39]. Below we provide the algorithm to obtain this set in general case of multiple pumps and calculate optimal sensitivity for the case of two pumps.

Consider that measurement of output quadratures gives several homodyne currents $j_i$ (defined by formulae (4) in case of two pumps), each of which consists of signal part $j_i^{(s)}$ and noise part $j_i^{(n)}$. The total output is built as the weighted sum of these currents with filter functions $Y_i$:

$$J = \sum_i Y_i j_i.$$
Spectral density of signal $S_n$ and noise $S_s$ parts of output signal can be presented as the quadratic forms over the vector of filter functions $\vec{Y} \equiv \{Y_1; Y_2; \ldots \}$.

$$S_n = (\vec{Y}; \hat{N}\vec{Y}) \equiv \sum_{ij} Y_i^* N_ij Y_j;$$

$$S_s = (\vec{Y}; \hat{S}\vec{Y}) \equiv \sum_{ij} Y_i^* S_ij Y_j;$$

The elements of matrices $\hat{S}$ and $\hat{N}$ of the corresponding quadratic forms are defined by expressions

$$S_{ij}(\Omega, \vec{\zeta}) = \bar{j_i}^{(S)^*} j_j^{(S)}; \quad N_{ij}(\Omega, \vec{\zeta}) = \bar{j_i}^{(N)^*} j_j^{(N)},$$

where the line over means the operation of calculation of the cross spectral density. These elements depend on frequency $\Omega$ and homodyne angles used in quadratures measurements.

Inverse sensitivity of antenna is given as the ratio

$$\xi^{-1} = \frac{1}{h_{SQL} S_s} S_n = \xi^{-1}(\Omega; \vec{\zeta}; \vec{Y}).$$

It depends on the same quantities and also on the set of filter functions. The optimal set of the latter should maximize $\xi^{-1}$ thus minimizing the sensitivity.

The eigen vector of the matrix $\hat{P} \equiv \hat{N}^{-1} \hat{S}$ that corresponds to it’s largest eigen value provides desired set of filter functions $[32, 39]$. Corresponding sensitivity is given by inverse to that eigen value.

The optimal sensitivity calculated following this method depends on frequency and homodyne angles. Optimization (minimization) over the latter gives optimal sensitivity $\xi_o(\Omega)$ for the case of frequency dependent homodyne angles. Due to experimental difficulties arising of realisation of such regime it is worth to make estimation for optimal set of homodyne angles.

As a criterion we use the condition of minimization of integral sensitivity $S$

$$S(\vec{\zeta}) = \int_{\Omega_1}^{\Omega_2} \xi(\Omega, \vec{\zeta})d\Omega,$$

where frequencies $\Omega_1, \Omega_2$ are boundaries of the range in which the sensitivity $\xi^{=0}(\Omega)$ is under the SQL level. This optimization gives the best sensitivity $\xi$ achievable with frequency independent homodyne angles.

In the case of double pump all the matrices and vectors are two-dimensional so all the eigen vectors and eigen values can be calculated analytically. Further optimization over the homodyne angles is done numerically. Results are presented in the fig. 5. One can see that that sensitivity does not differ dramatically as compared with the approximation presented in Sec. I (taking into account only output from one pump).

**Appendix C: Tuning details for fig. 4**

Parameters needed to achieve regimes with sensitivities represented by first two traces at fig. 4 are listed in Table II below.

| Trace | $I_1$, kW | $I_2$, kW | $\Delta_1$, s$^{-1}$ | $\Delta_2$, s$^{-1}$ | $\Gamma_1$, s$^{-1}$ | $\Gamma_2$, s$^{-1}$ |
|-------|----------|----------|----------------------|---------------------|---------------------|---------------------|
| 1     | 4.5      | 5.4      | 65.7                 | -42.8               | 0.21                | 1.04                |
| 2     | 0.06     | 0.12     | 70.5                 | -43.8               | 1.05                | 6.70                |
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