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We investigate potential systematic effects in constraining the amplitude of primordial fluctuations $\sigma_8$ arising from the choice of halo mass function in the likelihood analysis of current and upcoming galaxy cluster surveys. We study the widely used $N$-body simulation fit of Tinker et al. (T08) and, as an alternative, the recently proposed analytical model of Excursion Set Peaks (ESP). We first assess the relative bias between these prescriptions when constraining $\sigma_8$ by sampling the ESP mass function to generate mock catalogs and using the T08 fit to analyse them, for various choices of survey selection threshold, mass definition and statistical priors. To assess the level of absolute bias in each prescription, we then repeat the analysis on dark matter halo catalogs in $N$-body simulations designed to mimic the mass distribution in the current data release of Planck SZ clusters. This $N$-body analysis shows that using the T08 fit without accounting for the scatter introduced when converting between mass definitions (alternatively, the scatter induced by errors on the parameters of the fit) can systematically over-estimate the value of $\sigma_8$ by as much as 2$\sigma$ for current data, while analyses that account for this scatter should be close to unbiased in $\sigma_8$. With an increased number of objects as expected in upcoming data releases, regardless of accounting for scatter, the T08 fit could over-estimate the value of $\sigma_8$ by $\sim 1.5\sigma$. The ESP mass function leads to systematically more biased but comparable results. A strength of the ESP model is its natural prediction of a weak non-universality in the mass function which closely tracks the one measured in simulations and described by the T08 fit. We suggest that it might now be prudent to build new unbiased ESP-based fitting functions for use with the larger datasets of the near future.

I. INTRODUCTION

Cosmology is now a precision science. The wealth of cosmological data from measurements of the Cosmic Microwave Background (CMB), Large Scale Structure and related probes is well described by the simple 6-parameter Lambda-Cold dark matter ($\Lambda$CDM) model, whose parameters are now known with unprecedentedly small errors. The last decade in particular has witnessed a ten-fold increase in precision in recovering the values of these parameters [1,2]. Cosmological analyses have reached the stage where the error budget on parameter constraints is starting to be dominated by systematic rather than statistical uncertainties. Understanding these systematic effects – in both data analysis as well as theoretical modeling – is a pressing challenge, particularly in light of assessing the importance of tensions when constraining a given parameter from different data sets and complementary probes.

We focus here on cosmological constraints from the abundance of galaxy clusters (see [3,4] for reviews). The sensitivity of cluster number counts to parameters such as $\sigma_8$ (the strength of the primordial density fluctuations) and $\Omega_m$ (the fractional budget of non-relativistic matter) means that these remain a competitive probe even today [5,11]. Recent results from the Planck Collaboration [12] suggest that there is a 2-3$\sigma$ tension between the value of $\sigma_8$ recovered from measurements of the CMB and from galaxy cluster counts determined using the Sunyaev-Zel’dovich (SZ) effect. It has been suggested that this tension could arise due to systematic choices in the CMB data analysis pipeline [13], or due to mis-calibration of the mass-observable relation [12,14,15], or even through more non-standard effects such as those due to massive neutrinos [12,16,17] (although see [18]).

In this paper we investigate another potential source of systematic biases, namely, the halo mass function. The complexity of the nonlinear gravitational effects that lead to the formation of gravitationally bound, virialised ‘halos’ has meant that, despite considerable analytical progress over the last several years, the gold standard for estimating the halo mass function continues to be measurements in numerical simulations. In addition to accounting for this complexity, simulations also allow for calibrations of the mass function for the various choices of mass definition that are suited to the specific observational probe (such as SZ flux/X-ray luminosity/optical richness) rather than being restricted to theoretical approximations and assumptions such as spherical or ellipsoidal collapse (see [19] for a review).

However, the nature of parameter recovery through likelihood maximisation or Bayesian techniques means that it is crucial to use analytical approximations that accurately capture the effect of cosmology on the mass function. Since it is unfeasible to run an $N$-body simulation for every combination of parameter values, the standard compromise has been the use of analytical fits to the results of simulations [20,23] (although, in principle, it should be possible to directly interpolate between simulations along the lines of [24,25]). As we emphasize...
below, these fits are routinely used in analyses of cluster abundances without accounting for the error covariance matrices of the fit parameters [12, 20, 29], and this opens the door to potential systematic biases [20, 32].

In the following we will set up a pipeline for analysing mock cluster catalogs, including various choices of survey selection threshold, mass-observable relation and priors on cosmological parameters, with a focus on the effect of the halo mass function model. Our catalogs will be based on both Monte Carlo sampling of analytical mass functions as well as halos identified directly in N-body simulations of CDM, and will allow us to explore the interplay between the nonlinear systematics inherent in the chosen mass function model and the other ingredients mentioned above. Although we do not explicitly model baryonic effects (these are expected to systematically alter the mass function at the 10–20% level; see, e.g., [14, 33, 36]), our examples below will include biased mass-observable relations that show similar features.

The paper is organised as follows. In Section II we discuss the main analytical approximations used in typical cluster analyses, namely, the cluster likelihood and the halo mass function. We will focus on two prescriptions for the latter, namely the N-body fits of Tinker et al. [22] and the theoretical Excursion Set Peaks (ESP) prescription of Eisenstein and Hu [38]. In Section III we perform an in-depth statistical comparison of the N-body fits and the ESP mass function by using the former to analyse Monte Carlo mock catalogs generated by sampling the latter. In Section IV we repeat the analysis using both these prescriptions to analyse catalogs built from halos identified in N-body simulations of CDM that were designed to mimic the mass distribution in the current data release of Planck SZ clusters. We conclude in Section V. Appendix A gives various technical details regarding mass calibration issues while Appendix B describes our procedure for generating lightcones from the N-body halos.

We assume a flat ΛCDM cosmology with Gaussian initial conditions. Unless stated otherwise, for our fiducial cosmology we set the fraction of total matter Ω_m = 0.315, the baryonic fraction Ω_b = 0.0487, the Hubble constant H_0 = 100h \text{ km/s/Mpc} with h = 0.673, the scalar spectral index n_s = 0.96 and the linearly extrapolated r.m.s. of matter fluctuations in spheres of radius 8 h^{-1}\text{Mpc}, σ_8 = 0.83, which are compatible with the analysis of Planck CMB data [2]. We use the transfer function prescription of Eisenstein and Hu [38] for all our calculations. We denote the natural logarithm of x by ln(x) and the base-10 logarithm by log(x).

II. ANALYTICAL APPROXIMATIONS

The primary ingredients in the statistical modeling of cluster number counts are the likelihood as a function of redshift and mass-proxy (including the effects of the survey selection threshold), and the halo mass function. We discuss each of these below.

A. Likelihood for Cluster Cosmology

The likelihood for cluster abundances is built in several steps. Given the mass function dn/d ln m(m, z), i.e. the comoving number density of halos with logarithmic masses in the range (ln m, ln m + d ln m) at redshift z, the expected number of halos in this mass range and in the redshift range (z, z + dz) is

\[ f_{\text{sky}}(z) \frac{d\ln m}{dz} \frac{dV}{dz} \frac{dn}{d\ln m} \]

where \( f_{\text{sky}} \) is the sky fraction covered by the survey\(^1\) and \( dV/dz = 4\pi H(z)^{-1}(f_0 dz'/H(z'))^2 \) is the cosmology-dependent volume function with \( H(z) \) the Hubble parameter in units of \text{h/Mpc}. Below we will consider a Planck-like survey for which we set \( f_{\text{sky}} = 0.48 \) consistent with the current release of Planck SZ clusters [39], and a South Pole Telescope (SPT)-like survey for which we set \( f_{\text{sky}} = 0.06 \) consistent with the results expected from the full analysis of SPT data (note that the latest data release covers the first 720 sq. deg., or \( f_{\text{sky}} = 0.0173 \) [29]).

The next step is to connect the halo mass m to the observable \( Y \); this could be the Sunyaev-Zel’dovich flux \( Y_{\text{SZ}} \) for SZ-detected clusters [12], the X-ray luminosity \( L_X \) or the product \( Y_X \) of X-ray temperature and gas mass [41] for X-ray observations, or the richness of gas detected clusters [42, 43]. This is done by modeling a stochastic relation \( p(Y|m) \) between \( Y \) and \( m \), typically assumed to be a Lognormal in \( Y \) with mean scaling relation \( \langle \ln Y \rangle | \ln m \rangle = \ln \bar{Y} | \ln m \rangle \) and scatter \( \sigma_{\langle \ln Y \rangle | \ln m \rangle} \) calibrated to simulations. The inverse function of the mean relation \( \ln \bar{Y} | \ln m \rangle \) gives the mass proxy \( m_{\text{ob}}(Y) \) for each observed \( Y \), leading to the distribution \( p(\ln m_{\text{ob}} | \ln m) \). For example, if the mean scaling relation takes the form \( \ln \bar{Y} | \ln m \rangle = \alpha \ln m + \beta \) (with \( \alpha \) and \( \beta \) being cosmology- and redshift-dependent quantities calibrated to simulations) then we would have \( \ln m_{\text{ob}}(\ln Y) = (\ln Y - \beta)/\alpha \). And under the Lognormal assumption on \( Y, p(\ln m_{\text{ob}} | \ln m) \) would itself be Gaussian in \( \ln m_{\text{ob}} \) (i.e., Lognormal in \( m_{\text{ob}} \)) with mean \( \langle \ln m_{\text{ob}} | \ln m \rangle = \ln m \) and scatter \( \sigma_{\langle \ln m_{\text{ob}} | \ln m \rangle} = \sigma_{\langle \ln Y | \ln m \rangle}/\alpha \). A particularly thorny issue, which has received much attention [14, 15, 33, 34], is the need to calibrate possible biases in the scaling relation which would lead to deviations from \( \langle \ln m_{\text{ob}} | \ln m \rangle = \ln m \). A typical method for dealing with such a bias is to introduce an additive constant in the relation \( \ln \bar{Y} | \ln m \rangle \) which could then be fit simultaneously with the cosmological parameters [12]. We will also see the effects of similar biases in the examples we study below.

Finally, the survey completeness function \( \chi(Y) \) gives the probability that a cluster with observable value \( Y \) will be seen in a survey, given that the cluster exists. E.g., for

\(^1\) For simplicity we ignore variations in the survey depth as a function of angle in the sky.
the Planck SZ survey, the observable used is the SZ flux $Y_{500}$ measured in an aperture corresponding to a physical radius $R_{500c}$ that encloses 500 times the critical density of the Universe $\rho_{\text{crit}}$. To derive the survey selection threshold (limiting value $M_{\text{obs}, \lim}(z)$ of mass proxy as a function of redshift), we could proceed as follows. We approximate the probability that a cluster with observed $Y_{500}$ is detected with signal-to-noise ratio $S/N > X$ by

$$\chi(Y_{500}) \approx \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{(Y_{500}/\sigma_{Y_{500}} - X)}{\sqrt{2}} \right) \right],$$  

with $\sigma_{Y_{500}} \approx 2.2 \times 10^{-4} \text{arcmin}^2$, setting $X = 7$ [12]. We then invert equation (1) at a large value of $\chi$, say $\chi = 0.995$, and use the scaling relation

$$E(z)^{-\beta} \left( \frac{D_A(z)^2}{10^{-4} \text{Mpc}^2} \right) Y_{500} = Y_* \left( \frac{h}{0.7} \right)^{\alpha - 2} \left[ \frac{(1 - b)m_{500c}}{6 \times 10^{14} M_\odot} \right]^\alpha,$$  

(equation 7 of [12]) where $m_{500c}$ is the mass enclosed in $R_{500c}$, $D_A(z)$ is the angular diameter distance to redshift $z$, $E(z) \equiv H(z)/H_0$ is the normalised Hubble parameter and we set $\beta = 0.66$, $\alpha = 1.79$, $Y_* = 10^{-0.19} \text{arcmin}^2$ (Table 1 of [12]) and $(1 - b) = 0.8$ which is the default value quoted by the Planck Collaboration [12].

However, this gives us a relation $M_{\text{obs}, \lim}(z)$ in our fiducial cosmology that is approximately a factor of 60 larger than, say, the green curve for the ‘shallow zone’ in Figure 3 of [12]; this is at least partly due to the fact that we did not account for the scatter in the values of $Y_{500}$ which would increase the number of clusters and effectively reduce the limiting mass. We therefore rescaled $M_{\text{obs}, \lim}(z)$ by a constant factor in order to approximately match the Planck curve, and set

$$M_{\text{obs}, \lim}^{(\text{Planck})}(z) = 9.14 \times 10^{13} h^{-1} M_\odot \times E(z)^{-\beta/\alpha} \left( \frac{D_A(z)}{100 h^{-1} \text{Mpc}} \right)^{2/\alpha}.$$  

(3)

Having done this, we assume that all clusters with $m_{\text{obs}} > M_{\text{obs}, \lim}^{(\text{Planck})}$ will be observed with probability equal to unity. With this choice we also find that the expected number of clusters (using the ESP mass function described below) is $\sim 184$ for our fiducial value of $f_{\text{sky}} = 0.48$ for such a survey, which is close to the actual number of clusters analysed by the Planck Collaboration which is 189.

For an SPT-like survey the limiting mass is approximately independent of redshift above $z \gtrsim 0.3$ [29]. When discussing results for such a survey we will set

$$M_{\text{obs}, \lim}^{(\text{SPT})} = 3.2 \times 10^{14} h^{-1} M_\odot; \quad z \gtrsim 0.3,$$  

(4)

for which the expected number of clusters using the ESP mass function is $\sim 470$ for our fiducial value of $f_{\text{sky}} = 0.06$ (i.e., 2500 sq. deg). For 720 sq. deg, this gives a fiducial count of $\sim 135$ clusters, close to the number actually observed by SPT which is 158.

Henceforth we will treat the mass proxy as fundamental and use the terms ‘observable’ and ‘mass proxy’ interchangeably. This allows us to ignore the cosmology dependence of $M_{\text{obs}, \lim}(z)$ when performing the likelihood analysis, and also means that our analysis is not affected by Malmquist bias when using the selection thresholds (3) and (4). We will, however, study the role of biases in scaling relations when we consider conversions between different mass definitions below.

Putting things together, the expected number of clusters in the $i$th mass bin and $j$th redshift bin in the $(m_{\text{obs}}, z)$ plane with boundaries $m_{\text{obs}, i}^+ < m_{\text{obs}} < m_{\text{obs}, i}^-$ and $z_j^- < z < z_j^+$, is given by

$$\mu_{ij} = \mu(m_{\text{obs}, i}, z_j) = f_{\text{sky}} \int_{z_{\text{bin}, j}}^{z_{\text{bin}, j}} dz \int d\ln m \frac{\partial \mu}{\partial \ln m} \times \frac{1}{1 - \text{erf} \left( \frac{\langle \ln m_{\text{obs}}| \ln m \rangle - \ln m_{\text{obs}, i}^-}{\sqrt{2} \sigma_{\ln m_{\text{obs}}} \ln m_{\text{obs}}^-} \right) - \text{erf} \left( \frac{\langle \ln m_{\text{obs}}| \ln m \rangle - \ln m_{\text{obs}, i}^+}{\sqrt{2} \sigma_{\ln m_{\text{obs}}} \ln m_{\text{obs}}^+} \right)} \right],$$  

(5)

where, in the last equality, we have ignored the explicit dependence on $\chi(m_{\text{obs}})$ as simply $\sigma_{\ln m_{\text{obs}}} \ln m$.

Finally, one assumes that the actual number of clusters $N_{ij}$ observed in the bin is a Poisson realisation with mean $\mu_{ij}$, and that individual bins are uncorrelated with each other, which is a good approximation for large enough surveys and redshift bins [44, 45]. This gives the likelihood

$$L = \prod_{i,j} N_{ij}! e^{-\mu_{ij}}.$$

(6)

We remark in passing that this is not equivalent to first summing over all mass bins above the limiting mass for any redshift $z_j$ and then writing $L = \prod_{j} e^{-\mu_j} \mu_j^{N_j}/N_j!$ with $\mu_j$ given by integrating $\mu_{ij}$ over masses $m_{\text{obs}} > M_{\text{obs}, \lim}(z_j)$. For the same values of the cosmological parameters, the likelihood $L$ allows for many more combinations of mass distributions at fixed redshift than does $L$, and it is easy to show that $\hat{L} > L$ always. In general this would mean that $L$ is more constraining than $\hat{L}$; however,
the exact influence of this choice on the significance of biases induced by nonlinear systematics is difficult to judge. In this work we will use only equation (9), since this uses the maximum available information from the survey. We note that the Planck Collaboration have chosen to work with $\delta_c$ instead.

B. Halo mass function: Original excursion set approach

A key requirement for analysing the likelihood described above is a sufficiently accurate analytical prescription for computing the halo mass function $dn/d\ln m$. All current models for the mass function, including fits to $N$-body simulations, are built upon the so-called excursion set approach which we briefly describe here [46–53].

This approach makes the ansatz that ‘sufficiently dense’ patches in the initial conditions of the Universe can be mapped to virialised halos at the epoch of interest. The criterion for being sufficiently dense follows from making approximations to the nonlinear gravitational dynamics such as spherical [40–41] or ellipsoidal collapse [52, 53]. The halo mass function is then written as

$$\frac{dn}{d\ln m} = \frac{\bar{n}(0)}{m} \nu f(\nu) \left| \frac{d\ln \nu}{d\ln m} \right|,$$

with $\bar{n}(0)$ the mean matter density of the Universe at $z = 0$ and where $f(\nu)$ is an output of the excursion set calculation and gives the mass fraction in collapsed objects in terms of the scaling variable $\nu$ defined as

$$\nu(m, z) = \frac{\delta_c(z) D(0)}{\sigma_0(m) D(z)}.$$

Here $\delta_c(z)$ is the critical collapse threshold (for the linearly extrapolated density contrast) in the spherical collapse model. $D(z)$ is the linear theory growth factor and $\sigma_0(m)$ is the variance of the density contrast smoothed on comoving scale $R = 4\pi R^3 \bar{n}(0)/3$.

$$\sigma_0^2(m) = \int d\ln k \Delta^2(k) W(kR)^2,$$

where $\Delta^2(k) \equiv k^3 P(k)/(2\pi^2)$ is the dimensionless matter power spectrum, linearly extrapolated to $z = 0$, and $W(kR)$ is the Fourier transform of the real-space spherical TopHat filter: $W(x) = (3/2x^2)(\sin x - x \cos x)$.

The classic calculation of the mass fraction [46, 49] identifies halos of mass $m$ with regions in the initial density that are dense enough to collapse when smoothed on scale $R \propto m^{1/3}$ but not on any larger scale, and gives the well-known Press-Schechter [46] result

$$\nu_{fPS}(\nu) = \sqrt{2/\pi} \nu e^{-\nu^2/2},$$

which is the distribution of scales at which random walks in the linearly extrapolated density contrast, as a function of decreasing smoothing scale or increasing $\sigma_0(m)$, first cross the ‘barrier’ $\delta_c(z) D(0)/D(z)$ [49].

C. Halo mass function: N-body fits

Traditionally, the original excursion set results [46, 49] and their extensions to mass-dependent collapse thresholds [53] have been used as templates to fit the mass functions measured in $N$-body simulations after introducing some free parameters. E.g., the Sheth and Tormen [20] hereafter, ST99 fitting function is

$$\nu_{fST}(\nu) = \frac{\Lambda}{2\sqrt{\pi}} \nu e^{-\nu^2/2} \left[ 1 + (q\nu^2)^{-p} \right],$$

where $\Lambda = (1 + \Gamma(1/2 - p)2^{-p}/\sqrt{\pi})^{-1}$ ensures normalisation and $\Gamma(x)$ is the Euler gamma function. ST99 reported that the parameter values $q = 0.707$ and $p = 0.3$ gave a good fit to the mass function of halos identified using a Spherical Overdensity (SO) criterion [57] (see below) in the GIF simulations [58]. Since that early work, there have been a number of calibrations of the SO as well as Friends-of-Friends (FoF) [59] mass functions, spanning larger ranges in mass and redshift [21, 23, 31, 60–63].

For cluster surveys it is useful to have calibrated mass functions for SO halos with masses determined by growing spheres around chosen locations (e.g., density peaks) until the spherically averaged dark matter density falls below a specific threshold. E.g., the SZ surveys we discuss in this work typically use the definition $m_{SO}$ which is the mass enclosed in a sphere of radius $R_{SO}$ at which the dark matter density falls to 500 times the critical density $\rho_c(z) = 3H^2(z)/(8\pi G)$ of the Universe. Another popular definition replaces the critical density with the background density $\rho_0(z) = \Omega_m(z)\rho_c(z) = \bar{n}(0)(1 + z)^3$, resulting in masses $m_{SO}$ in spheres of radius $R_{SO}$ with, say, $\Delta = 200$ (which we study below). Different SO mass definitions can be related to one another given the form of the halo density profile [44, 64]; we discuss the specific example of relating $m_{SO}$ with $m_{SO}$ below and in Appendix A 1.

Tinker et al. [22] hereafter, T08] calibrated the functional form

$$\nu_{fT08}(\nu) = A e^{-\nu^2/\delta_c^2} \left[ 1 + (b\nu/\delta_c)^a \right]$$

and

3 The value of $\delta_c(z)$ in a flat $\Lambda$CDM universe is weakly dependent on redshift and cosmology, in contrast to that in an Einstein-deSitter background (see, e.g., [55]), and can be approximated by $\delta_c(z) = \delta_{c, EdS}(1 - 0.0123 \log_{10}(1 + x^3))$, where $x \equiv (\Omega_m - 1)^{1/3}/(1 + z)$ and $\delta_{c, EdS} = 1.686$ [55]. For example, requiring collapse at present epoch for our fiducial cosmology gives $\delta_c(z = 0) = 1.675.$

4 The notation in equations (2) and (3) of T08 is different from ours; their $f(\sigma)$ corresponds to what we call $\nu_{fT08}(\nu)$, and their $\sigma(m, z)$ corresponds to our $\sigma_0(m)D(z)/D(0) = \delta_c/\nu$ (see equation 5).
to SO halos with $m_{\Delta_b}$ masses identified in a suite of CDM $N$-body simulations, for a range of values of $\Delta$, resulting in mass function fits that are accurate at the $\sim 5\%$ level over the mass range $10^{11} < m/(h^{-1}M_\odot) < 10^{15}$ and redshift range $0 \leq z \leq 1.25$. A key ingredient in their analysis was the fact that the parameters $A, a, b$ were allowed to vary with redshift, resulting in a mass function that is explicitly non-universal at the 10-20% level; this non-universality was crucial in obtaining the accuracy quoted above. Specifically, T08 found the following redshift dependence

$$A(z) = A_0(1 + z)^{-0.14}; \quad a(z) = a_0(1 + z)^{-0.06}$$

$$b(z) = b_0(1 + z)^{-\alpha}; \quad \log \alpha(D) = - \left( \frac{0.75}{\log(\Delta/75)} \right)^{1.2},$$

with the $\Delta$-dependent values of $A_0, a_0, b_0, c$ given in Table 2 of T08. The T08 fits have been used by several groups for deriving cosmological constraints using cluster surveys [12, 26, 29, 65].

**D. Halo mass function: Excursion Set Peaks**

In parallel with the increasing accuracy of numerical fits, the analytical understanding of the halo mass function has also considerably improved over the last several years [66, 72]. One particular set of calculations that we will discuss here is known as Excursion Set Peaks (ESP). This is based on ideas presented by [69, 73] (see also [74]) and developed further by Paranjape et al. [77] hereafter, PSD13]. This framework essentially identifies halos of mass $m$ with peaks (rather than arbitrary patches) in the initial density that are dense enough to collapse when smoothed on scale $R \propto m^{1/3}$ but not on any larger scale. It therefore combines peaks theory (see Bardeen et al. [75] hereafter, BBKS) for an excellent exposition) and the excursion set approach [52, 76, 78].

The criterion for being sufficiently dense is modelled using a mass-dependent barrier

$$B(\sigma_0, z) = \delta_c(z)D(0)/D(z) + \beta \sigma_0(m),$$

which is motivated by the ellipsoidal collapse model [52, 53], and where $\beta$ is a stochastic variable with distribution $p(\beta)$ that we discuss below. The ESP calculation then gives the following prescription for the mass fraction (PSD13)

$$\nu_{ESP}(\nu) = \int d\beta p(\beta) \nu_{ESP}(\nu|\beta),$$

where

$$f_{ESP}(\nu|\beta) = \left( \frac{V}{V_*} \right) \frac{e^{-(\nu+\beta)^2/2\sqrt{2\pi}}}{\sqrt{2\pi}} \times \frac{\int_{\beta\gamma}^{\infty} dx \frac{x - \beta \gamma}{\gamma \nu} F(x)}{\int_{\beta\gamma}^{\infty} dx \frac{x - \beta \gamma}{\gamma \nu} F(x) \times p_G(x - \beta \gamma - \gamma \nu; 1 - \gamma^2)}.$$  (16)

Here $V = m/\bar{\rho}(0) = 4\pi R^3/3$ is the Lagrangian volume of the halo/peak-patch, $p_G(y - \mu; \Sigma^2)$ is a Gaussian distribution in the variable $y$ with mean $\mu$ and variance $\Sigma^2$, $F(x)$ is the peak curvature function that describes the effects of averaging over peak shapes

$$F(x) = \frac{1}{2} \left( x^3 - 3x \right) \left\{ \text{erf} \left( x/\sqrt{2} \right) + \text{erf} \left( x/\sqrt{8} \right) \right\}$$

$$+ \sqrt{\frac{2}{5\pi}} \left( \frac{31x^2}{4} + \frac{8}{5} \right) e^{-5x^2/8}$$

$$+ \left( \frac{2}{5} - \frac{8}{5} e^{-5x^2/2} \right),$$

(equations A14–A19 in BBKS), and $V_*$ and $\gamma$ are spectral quantities defined as

$$V_* = (6\pi)^{3/2} (\sigma_1/G/\sigma_2)^3; \quad \gamma = \sigma_{1m}/(\sigma_0\sigma_2G),$$

using the spectral integrals

$$\sigma_{1G}^2 = \int d\ln k \Delta^2(k) k^2 e^{-k^2 R_0^2}, \quad j \geq 1,$n

$$\sigma_{1m}^2 = \int d\ln k \Delta^2(k) k^2 e^{-k^2 R_0^2/2W(kR)}. $$

The Gaussian smoothing scale $R_G$ is fixed by requiring $(\delta_{CG}/\delta_{TH}) = \delta_{TH}$ (the subscripts denoting Gaussian and TopHat smoothing, respectively), i.e., $(\delta_{CG}/\delta_{TH}) = \sigma_0^2$; which in practice leads to $R_G \approx 0.46R$ with a slow variation (PSD13).

The distribution of $\beta$ can be determined by requiring consistency with measurements of $B$ in the initial conditions of an $N$-body simulation. Robertson et al. [79], e.g., have performed such measurements for the same simulations analysed by T08, for the $m_{200m}$ mass definition. In practice this is done by tracing back the $N$-body particles corresponding to a specific halo identified at, say, $z = 0$ to their locations in the initial conditions, thus demarcating a ‘proto-halo’ corresponding to this halo. The value of the initial density contrast (linearly extrapolated to $z = 0$ in this case) averaged over this proto-halo gives an estimate of $B$ for this object. Doing this for all halos at $z = 0$ leads to a numerical sample of the distribution of $B$ as a function of halo mass, which Robertson et al. [79] showed was well approximated by a Lognormal with mean value proportional to $\sigma_0$ (see also [80]).

PSD13 showed that setting the distribution $p(\beta)$ in equation (15) to be Lognormal in $\beta$ with mean $(\beta) = 0.5$ (which is close to the prediction of the ellipsoidal collapse model) and variance $\text{Var}(\beta) = 0.25$ gives a self-consistent description of both the $m_{200m}$ mass function of T08 as well as the proto-halo density distribution of Robertson et al. [79], accurate at the $\sim 10\%$ level. In addition, the same choice of $p(\beta)$ then leads to a prediction for (nonlinear) halo bias that is also accurate at the $\sim 5-10\%$ level when compared with simulations [37, 81].

Figure 4 compares these prescriptions for the mass function. The smooth curves in the top panel show the ESP
(solid), T08 (dashed) and ST99 (short dashed) mass functions for our fiducial cosmology at three redshifts – from top to bottom, \( z = 0.1 \) (red), \( z = 0.3 \) (blue) and \( z = 0.7 \) (black). For T08 we used parameter values appropriate for \( m_{200\text{b}} \). The data points with error bars show the mass function measured in N-body simulations (described in Section IV.A) performed using the same cosmological parameters. The circles, triangles and squares show measurements at redshifts \( z = 0.1, 0.3, 0.7 \), respectively. For now we focus on the relative differences between the analytical mass functions, which are further highlighted in the bottom panel of the Figure which shows the ratio of the mass functions at each redshift to the corresponding ESP curve (from left to right, \( z = 0.7, 0.3, 0.1 \)). The horizontal dotted lines mark 10% departures relative to ESP. For illustrative purposes, the vertical dotted lines in both panels show the limiting mass from equation (3) for a Planck-like SZ survey, at the three redshifts (increasing from left to right). As we discuss below, this is not quite consistent since equation (3) should be applied to \( m_{500c} \). We show the same limits for \( m_{200\text{b}} \) as well since this will be useful in building intuition regarding the results of a likelihood analysis (see Section III.A). As mentioned earlier, we see that the ESP mass function agrees with T08 at the \( \sim 10\% \) level, except at high redshifts and masses where it substantially underpredicts the halo counts.

One particular reason to consider the ESP framework is the natural presence of the quantities \( V_c \) and \( \gamma \). The spectral ratio \( \gamma \) is related to the width of the matter power spectrum while \( V_c \) is related to the typical inter-peak separation and can be thought of as a characteristic peak volume (BBKS). For power-law power spectra \( P(k) \propto k^n \) with \( -3 < n < 1 \), one can prove that \( \gamma \) is constant while \( V_c \propto V \) (the exact values of the constants are not very illuminating), which means that the ESP mass fraction \( f_{\text{ESP}} \) for this case is explicitly universal, being a function only of the scaling variable \( \nu \). For CDM-like spectra, on the other hand, \( \gamma \) and \( (V_c/V) \) both show weak but non-trivial dependencies on smoothing scale and hence mass, which means that the resulting mass function is naturally predicted to be weakly non-universal: \( f_{\text{ESP}} = f_{\text{ESP}}(\nu(m,z) ; \gamma(m), V_c(m)) \). Although this non-universality from mass-dependence is, at first glance, quite different from the explicit redshift dependence modelled by T08, \( f_{\text{T08}} = f_{\text{T08}}(\nu(m,z) ; z) \), as seen in Figure 1, the ESP prediction tracks the redshift dependence of the T08 fit and N-body mass functions quite well. This point was first emphasized by PSD13 (see their Figure 8).

As mentioned above, the distribution \( p(\beta) \) in the ESP calculation that describes the collapse barrier was chosen to simultaneously match the mass function and protohalo overdensities of the \( m_{200\text{b}} \), halos of T08. This was mainly because at the time there were no other protohalo measurements to compare with. In principle, one should at least recalibrate \( p(\beta) \) for the mass definition of interest, and possibly for additional non-universal effects. We will leave this for future work and, instead, throughout this paper we will use functional forms for \( \frac{dn}{d \ln m} \) appropriate for \( m = m_{200\text{b}} \), which are guaranteed to give a clean comparison between the ESP and T08 mass functions. The integration variable \( m \) in equation (5) for example will then always be \( m_{200\text{b}} \). To compute results appropriate for other mass definitions (in particular \( m_{500c} \), which will appear later) we will explicitly model the conversion between the two mass definitions through a probability distribution, e.g. \( p(\ln m_{500c} | \ln m_{200\text{b}}) \), whose calibration we will discuss in detail below. Since we will treat \( m_{500c} \) as an observable, this exercise will also serve as a proxy for a more realistic treatment where one would convert from, e.g., a mass function calibrated for \( m_{500c} \) to a cluster observable such as \( Y_{\text{SZ}} \) through the distribution

\[
\frac{dn}{d \ln m} = \int_{m_{200\text{b}}}^{m_{500c}} p(\ln Y_{\text{SZ}} | \ln m_{200\text{b}}) \cdot \frac{dn}{d \ln m_{200\text{b}}} \text{d} \ln m_{200\text{b}}
\]
\[ p(Y_{SZ}|m_{500c}). \]

### III. MONTE CARLO TESTS

In this section we assess the relative statistical difference between the T08 and ESP mass functions, both of which as we have seen are weakly non-universal and agree with \( N \)-body simulations at the \( \sim 5\text{-}10\% \) level. We will do this by sampling the ESP mass function to generate a mock cluster catalog which we will analyze using the T08 mass function. Since these mock catalogs can be generated very quickly compared to a full \( N \)-body simulation, this comparison can be done with small statistical errors and will help us understand the role of parameter degeneracies and survey selection strategies in the presence of nonlinear systematics. This will also give us a benchmark against which to compare the results of the \( N \)-body analysis in Section IV below. To get a rough idea of what to expect from such a comparison, we start with a Fisher analysis.

#### A. Fisher analysis

The Fisher matrix is a useful tool to assess the level to which a survey can constrain a given set of parameters (see [82] for a review). Here we will use a Fisher analysis to understand which region of the \( (m_{\text{obs}},z) \) plane is primarily responsible for the constraints on \( \sigma_8 \).

The Fisher matrix is defined as the expectation value (over the distribution of data) of the Hessian of the log-likelihood \( \ln L \) with respect to parameters \( \theta_a \):

\[
F_{ab} \equiv -\left\langle \frac{\partial^2 \ln L}{\partial \theta_a \partial \theta_b} \right\rangle .
\]

For the likelihood [9] appropriate for cluster cosmology, assuming that the data are drawn from a fiducial cosmology with parameter values \( \theta_a^{\text{(fid)}} \), the Fisher matrix reduces to [5]

\[
F_{ab} = \sum_{i,j} \frac{1}{\mu_{ij}} \frac{\partial \mu_{ij}}{\partial \theta_a} \frac{\partial \mu_{ij}}{\partial \theta_b} = \sum_{i,j} F_{ij,ab} ,
\]

where the index \( i \) runs over the bins in \( m_{\text{obs}} \) and \( j \) over redshift bins, with all quantities being evaluated at \( \theta_a = \theta_a^{\text{(fid)}} \). The marginalised error on, e.g., \( \sigma_8 \) would be the square-root of the inverse Fisher element \( \sqrt{\langle F^{-1} \rangle_{\sigma_8 \sigma_8}} \), while the conditional error (i.e., assuming all other parameters are held fixed) is given by \( 1/\sqrt{\langle F_{\sigma_8 \sigma_8} \rangle} \).

Considering for simplicity the case when other parameters are held fixed, it is clear from equation (21) that the size of the error bar on \( \sigma_8 \) is driven by the region in \( (m_{\text{obs}},z) \) where \( F_{ij,\sigma_8 \sigma_8} \) attains its maximum value. Figure 2 shows the Fisher information density (i.e., \( F_{ij,\sigma_8 \sigma_8}/(\Delta \log m \Delta z) \)) for bins of width \( \Delta \log m \) and \( \Delta z \) in the log-mass and redshift directions, respectively) for our fiducial cosmology, computed using the T08 \( m_{200b} \) mass function for two choices of survey selection thresholds, equation (3) for a Planck-like survey (left panel) and equation (4) for an SPT-like survey (right panel). Although, strictly speaking, these selection criteria apply to the \( m_{500c} \) definition, the qualitative features of the mass function and hence Fisher information density should be independent of mass definition.

We see that the constraints on \( \sigma_8 \) for a Planck-like survey are primarily driven by the redshift range \( 0.2 \lesssim z \lesssim 0.5 \), while for an SPT-like survey the range is closer to \( 0.5 \lesssim z \lesssim 1.0 \). Further, for any fixed redshift, the constraints are always driven by the smallest masses allowed by the selection threshold. This is sensible since the mass function is steep, so that the bins with the smallest masses always have the largest number of objects at any \( z \). This feature of cluster surveys makes it especially important to accurately model mass scatter at the selection boundary.

Keeping this in mind, Figure 1 suggests that for a Planck-like survey the T08 mass function will systematically predict fewer objects than ESP in the relevant range of mass and redshift. Consequently, if all other parameters are held fixed, the constraint on \( \sigma_8 \) when analysing the mock ESP catalog using the T08 mass function should be biased high compared to the fiducial value.

#### B. Relative bias between ESP and T08

Our basic strategy is to sample the ESP mass function using the fiducial cosmology (in particular, with the fiducial value \( \sigma_8^{\text{fid}} \)) and generate a mock cluster catalog, adhering to a chosen selection threshold (equation (3) for a Planck-like survey and equation (4) for an SPT-like survey). We then analyse this catalog by computing the likelihood function [6] using the T08 mass function. This will result in a posterior probability distribution \( p(\sigma_8) \), whose mean \( \bar{\sigma}_8 \) and standard deviation \( \Sigma_{\sigma_8} \) can be used to quantify the level of bias between ESP and T08 by constructing the ‘significance’ \( s \) defined by

\[
s \equiv \frac{\bar{\sigma}_8 - \sigma_8^{\text{fid}}}{\Sigma_{\sigma_8}} ,
\]

which we will compute for a large number of mocks. Ideally, the distribution of \( s \) should be peaked at zero with variance close to unity (this would be exact if \( s \) were Gaussian distributed with no bias). The mean or median of this distribution are then an indicator of the relative bias between the two mass functions.

Several assumptions are necessary in order to perform this comparison in practice. First, one must decide which definition of halo mass to use as the ‘observable’ \( m_{\text{obs}} \). For the reasons mentioned previously, the cleanest comparison follows from using \( m_{200b} \), which is what we will start with. Later, to make the analysis more realistic, we will also generate and analyse mock catalogs using \( m_{\text{obs}} = m_{500c} \). Additionally, one must choose which cosmological parameters to vary in the analysis. Ideally, this should include all parameters that are potentially degenerate.
FIG. 2. The Fisher Information density for constraints on the single parameter $\sigma_8$, defined as $F_{ij,\sigma_8\sigma_8}/(\Delta \log m \Delta z)$ for bin widths $\Delta \log m$ and $\Delta z$ in the log-mass and redshift directions, respectively, where $F_{ij,\sigma_8\sigma_8}$ was defined in equation (21) and computed using the T08 mass function for the fiducial cosmology. The left panel shows the density for a Planck-like survey with selection threshold (3) (seen as the sharp lower boundary of the colored region), while the right panel shows the result for an SPT-like survey with limiting mass (4). Note the different redshift ranges in the two panels. The constraints on $\sigma_8$ are driven by the approximate redshift range $0.2 \lesssim z \lesssim 0.5$ for the Planck-like survey and $0.5 \lesssim z \lesssim 1.0$ for the SPT-like survey. For a fixed redshift, the constraints are driven by the smallest mass bins allowed by the selection threshold.

with $\sigma_8$. However, since the primary degeneracy of $\sigma_8$ is with $\Omega_m$, we will focus on analyses where we allow only $\Omega_m$ to vary along with $\sigma_8$, with several choices of priors.

1. Results for $m_{ob} \rightarrow m_{200b}$

We first discuss the case of a Planck-like survey using $m_{ob} = m_{200b}$. Specifically, we define a grid in the $(\log m_{ob}, z)$ plane: along the redshift direction we use central values $0.1 \leq z \leq 1.0$ equally spaced with separation $\Delta z = 0.05$, and along the log-mass direction we use equally spaced bins with separation $\Delta \log m = 0.035$ with bin edges satisfying $\log M_{ob,\text{lim}}(z) \leq \log m_{ob} \leq 16$ for each $z$. The redshift range matches the one studied by the Planck Collaboration. We have checked that refining this grid and/or increasing the mass range has no effect on our results. For each bin $(m_{ob,i}, z_j)$ we compute the fiducial expected number of clusters $\mu^{(\text{fid})}_{ij}$ using equation (19) setting $dn/d\ln m \rightarrow dn_{\text{ESP}}/d\ln m$ and $\langle \ln m_{ob} \rangle_{\ln m} \rightarrow \ln m$ (note that the integration variable $m$ is also identified with $m_{200b}$; see the discussion at the end of Section II D). We assume a 10% Lognormal error in mass estimation, setting $\sigma_{\ln m_{ob}} \rightarrow 0.5 \ln(1.1/0.9) \simeq 0.1$.

For the limiting mass $M_{ob,\text{lim}}(z)$ we use equation (3). This is not quite consistent, since that relation is appropriate for the $m_{500c}$ definition rather than $m_{200b}$. However, since $m_{500c} < m_{200b}$ for any object (see, e.g., Appendix A), this is a simple way of mimicking the effect of an increased number of clusters due to longer integration time as is expected for near-future analyses of the complete Planck data set. We discuss this further below. We find that the total fiducial expected number of clusters using the ESP mass function is $\sim 1150$ in this case.

Having computed $\mu^{(\text{fid})}_{ij}$, we generate a mock catalog by drawing a Poisson random number $N_{ij}$ with mean $\mu^{(\text{fid})}_{ij}$ for each bin $(m_{ob,i}, z_j)$. The next step is to compute the likelihood (6) for this data set $\{N_{ij}\}$ for arbitrary values of the cosmological parameters, with $\mu_{ij}$ computed exactly as above, except that we use the T08 mass function $dn/d\ln m \rightarrow dn_{\text{T08}}/d\ln m$. To begin with, we do this allowing only $\sigma_8$ to vary, keeping $\Omega_m$ and all other

5 The integral over mass in equation (19) is performed over a refined mass grid, while the one over redshift is estimated using a 5-point extended Simpson rule.
We perform the necessary integrals on a grid in $\Omega$.

As anticipated in Section III A, the T08 mass function $m$ the range of the prior does not affect our results. In this other parameters fixed. We have checked that increasing
the likelihood. The result for the cumulative distribution always chosen to be broad enough to comfortably envelope $p$ $N=300$ hereafter. The solid curves in Figure 3 show
$p$ for 10 randomly chosen mocks. The prior on $\sigma_8$ is always chosen to be broad enough to comfortably envelope
the likelihood. The result for the cumulative distribution of $s$ (equation 22) is shown as the dotted red curve in the left panel of Figure 4. We see a dramatic difference in the latter as compared to the case when $\Omega_m$ was held fixed; the T08 mass function now predicts a value of $\sigma_8$ that is biased significantly low compared to the fiducial, with a mean significance $\langle s \rangle = -1.89 \pm 0.05$. This behaviour is due to the strong degeneracy between $\sigma_8$ and $\Omega_m$ coupled with the systematic differences between the two mass function.$^6$

As an intermediate example to the two extreme $\Omega_m$ priors discussed above, we consider the case of a tight Gaussian prior with a width of 2% of the fiducial value. The cumulative distribution of $s$ in this case is shown as the thick long-dashed brown curve in the left panel of Figure 4 which lies between the fixed and flat prior cases with a mean significance $\langle s \rangle = -0.35 \pm 0.05$. Finally, as a check that our results are independent of the fiducial values of the parameters, we repeat the analysis using the flat prior on $\Omega_m$ for a fiducial cosmology identical to the previous, except that we use $\sigma_{8,\text{fid}} = 0.80$. The resulting distribution of $s$ is shown as the thick long-dashed cyan curve in the left panel of Figure 4 this is very close to the corresponding curve for $\sigma_{8,\text{fid}} = 0.83$ and has a mean value $\langle s \rangle = -1.88 \pm 0.05$.

2. Results for $m_{\text{obs}} \rightarrow m_{\text{500c}}$

To make the analysis more realistic, we now consider the case where we “observe” the mass $m_{\text{500c}}$ for the clusters, while the mass functions still predict counts for $m_{\text{200b}}$. We can model this situation using equation (6) by retaining the identification $m = m_{\text{200b}}$ for the integration variable as before, but using $m_{\text{obs}} = m_{\text{500c}}$. This means we must model the distribution $p(\ln m_{\text{500c}}|\ln m_{\text{200b}})$, which we discuss next. Notice, however, that this means we are modeling a stochastic proxy $m_{\text{500c}}$ in place of the ‘true’ mass $m_{\text{200b}}$, and that this proxy is strongly biased since we always have $m_{\text{500c}} < m_{\text{200b}}$ (e.g., Figure 7). This exercise is therefore quite close in spirit to more realistic analyses involving scaling relations of biased mass proxies.

For any given dark matter halo, the relation between different SO mass definitions can be derived if we know the density profile of dark matter in the halo. While this usually requires numerical inversions of integrals over the profile, in the case of the Navarro, Frenk, and White [NSF] NFW profile, Hu and Kravtsov [94] have provided an

\begin{equation}
\int d\Omega_m \frac{p(\Omega_m)}{p(\Omega_m)} \mathcal{L}(\{N_{ij}\}|\sigma_8, \Omega_m) \frac{d\sigma_8}{d\Omega_m} \int d\Omega_m \frac{p(\Omega_m)}{p(\Omega_m)} \mathcal{L}(\{N_{ij}\}|\sigma_8, \Omega_m).
\end{equation}

We perform the necessary integrals on a grid in $\Omega_m$ and $\sigma_8$. The dashed curves in Figure show the posterior $p(\sigma_8)$ for 10 of the 300 mocks, and the overall cumulative distribution of $s$ is shown as the solid red curve in the left panel of Figure 4. We see a dramatic difference in the latter as compared to the case when $\Omega_m$ was held fixed; the T08 mass function now predicts a value of $\sigma_8$ that is biased significantly low compared to the fiducial, with a mean significance $\langle s \rangle = -1.89 \pm 0.05$. This behaviour is due to the strong degeneracy between $\sigma_8$ and $\Omega_m$ coupled with the systematic differences between the two mass function.$^6$

6 Similar effects can be seen in much simpler cases as well; e.g., consider fitting the systematically biased model $y = mx + c + 0.05x^2$ to data drawn from the true model $y_{\text{true}} = x$ with errors $\sigma_y = 0.01$. If the fit is performed fixing $m = 1$, the best fit value of $c$ would be negative. However, if $m$ and $c$ both vary, positive best-fit values of $c$ are easily possible, especially if the range of $x$ is restricted to values far from $x = 0$.
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clusters in this case is $\sim 184$, close to that in the current release of Planck SZ clusters. The likelihood analysis uses equation (5) again, with the mass function as well as $p(\ln m_{500c} \mid \ln m_{200b})$ evaluated on a grid of $\Omega_m$ and $\sigma_8$ values.

The analysis for the cumulative distribution of the significance $s$ (equation 22) proceeds exactly as before, and the results are shown in the right panel of Figure 4. Due to the added complexity of calibrating the $m_{500c}$-$m_{200b}$ relation, as a sanity check we first perform the likelihood analysis using the ESP mass function itself, which should lead to an unbiased result. As shown by the dotted blue curve, this is indeed the case; the distribution of $s$ (for $N = 125$ in this case) and a flat prior on $\Omega_m$ is close to Gaussian (the latter is shown again as the thin dashed black curve) with a mean value $\langle s \rangle = -0.08 \pm 0.09$. (We used fewer mocks since the evaluation of the ESP mass function at present is quite time-consuming.)

We next analyse the mock ESP data with the T08 mass function. This time, we see a qualitative difference in the relative trends of the distribution of $s$ as the prior on $\Omega_m$ is changed. The distribution for a flat prior is shown by the blue solid line and has $\langle s \rangle = -0.96 \pm 0.06$. The distribution for a tight 2% Gaussian prior on the other hand is shown by the thick long-dashed green curve and has a more negative bias with $\langle s \rangle = -2.25 \pm 0.04$. (We have also checked that using a 10% Gaussian prior gives results that are between the 2% and flat cases. We discuss this further below.

As before, we have checked that the results are independent of the fiducial value of $\sigma_8$; the thick long-dashed yellow curve shows the distribution of $s$ for a flat prior on $\Omega_m$ when using $\sigma_{8,\text{fid}} = 0.80$. This is close to the corresponding curve for $\sigma_{8,\text{fid}} = 0.83$ and has $\langle s \rangle = -0.85 \pm 0.05$.

Finally, we also repeated this analysis for an SPT-like survey, using the selection threshold 4 and $f_{\text{sky}} = 0.06$. In this case we add a 20% mass error in quadrature to the scatter of the $m_{500c}$-$m_{200b}$ relation (which is otherwise treated identically to the Planck case), setting $\sigma_{\ln m_{200b}} = 0.27$ in total. The total expected number of clusters in the fiducial cosmology is $\sim 470$. The resulting distribution of $s$ for a flat prior on $\Omega_m$ is shown by the short-dashed purple line in the right panel of Figure 4 and has $\langle s \rangle = +0.09 \pm 0.05$, considerably smaller in magnitude than the corresponding value for the Planck-like survey.

We explore the behaviour of the relative bias further in Figure 5, which shows the joint distribution of the total number of clusters $n_{\text{clusters}}$ drawn in our mocks with the r.m.s. $\Sigma_{\sigma_8}$ of the posterior (left panel) and with the absolute shift $\bar{\sigma}_8 - \sigma_{8,\text{fid}}$ (right panel). The different clouds of points show the results for the Planck-500c analysis with fixed, tight and flat $\Omega_m$ priors (these have 1150 clusters on average), the Planck-500c analysis with tight and flat $\Omega_m$ priors ($\sim 184$ clusters on average), and the SPT-500c analysis for a flat $\Omega_m$ prior ($\sim 470$ clusters on average). The insets in each panel zoom in on the $m_{200b}$ distributions, with a linear scale on each axis.

In the left panel, we see that the typical standard devi-

FIG. 5. Joint distributions of the number of mock clusters $n_{\text{clusters}}$, with the standard deviation $\Sigma_{\sigma_8}$ of the posterior $p(\sigma_8)$ (left panel) and with the shift $\bar{\sigma}_8 - \sigma_{8,\text{fid}}$ (right panel) as measured in the Monte Carlo mock catalogs discussed in Figure 4. Results are displayed for different survey selection thresholds (Planck/SPT), mass definitions ($m_{200b}$/$m_{500c}$) and $\Omega_m$ priors (flat/tight/fixed) as marked. The insets zoom in on the $m_{200b}$ results using a linear scale on both axes. The dotted curve in the left panel shows the behaviour $(n_{\text{clusters}})^{-1/2}$ normalised to the Planck $m_{500c}$ flat-$\Omega_m$ cloud. The trends in these panels help understand the behaviour of the cumulative distributions of Figure 4 (see text for a discussion).
TABLE I. Summary of mean values of the significance $\langle s \rangle$ for the Monte Carlo mock catalogs generated using the T08 mass function and analysed using the T08 mass function, whose full distributions were displayed in Figures 4 and 5. The rows correspond to different mass definitions while the columns indicate different priors on $\Omega_m$, values of $\sigma_{s, \text{fid}}$ and survey selection threshold. The error bars are estimates of the standard error on the mean from $N$ mock catalogs ($N = 300$ for all cases), and are numerically always close to $1/\sqrt{N}$. See text for a discussion of the trends.

|       | Planck | SPT   |
|-------|--------|-------|
|       | $\sigma_{8, \text{fid}} = 0.83$ | $\sigma_{8, \text{fid}} = 0.80$ | $\sigma_{8, \text{fid}} = 0.83$ |
| mass def. | flat-$\Omega_m$ | tight-$\Omega_m$ | fixed-$\Omega_m$ | flat-$\Omega_m$ | flat-$\Omega_m$ |
| $m_{200b}$ | $-1.89 \pm 0.05$ | $-0.35 \pm 0.05$ | $+0.62 \pm 0.06$ | $-1.88 \pm 0.05$ | $-0.90 \pm 0.05$ |
| $m_{500c}$ | $-0.96 \pm 0.06$ | $-2.25 \pm 0.04$ | $-0.85 \pm 0.05$ | $+0.09 \pm 0.05$ |

So far we have only studied the relative bias between two analytical mass functions. To properly assess the level of absolute bias inherent in either of them, we repeat the analysis of the previous section replacing the mock catalogs with halos identified in N-body simulations.

One might argue that the T08 mass function is a fit to simulations in the first place, so it must be unbiased by construction. One must keep in mind, however, that the best-fit parameters reported by T08 are generally used without accounting for their error covariance matrix. Further, observables such as $Y_{500}$ for SZ surveys and $Y_X$ for X-ray surveys have been shown to correlate well with $m_{500c}$, whereas the T08 fits are for $m_{200b}$. The standard practice has therefore been to interpolate between the T08 fits setting $\Delta = 500/\Omega_m(z)$. Ignoring parameter errors is similar to ignoring the scatter in the $m_{500c}$-$m_{200b}$ relation discussed earlier, which can have substantial effects near the threshold mass of the survey. Since this is the region which drives the parameter constraints (c.f. Section II A), we believe it is worth performing a detailed comparison between the T08 fitting function and mock cluster catalogs built upon N-body simulations. A similar analysis is also useful for the ESP mass function which has far less input from simulations than T08 as discussed previously, and which has not been subjected to statistical tests of this nature to date.

We describe our simulations and the resulting catalogs below and then repeat the likelihood analysis of the previous Section, this time analysing the N-body based catalogs using both the T08 and ESP mass functions.
A. Simulations and mock catalogs

We have run N-body simulations of cold dark matter in a periodic cubic box of comoving size $L_{\text{box}} = 2h^{-1}\text{Gpc}$ using the tree-PM code GADGET-2 \cite{springel01}. The cosmology was the same as the fiducial one used above, with a transfer function computed using the Eisenstein and Hu \cite{eisenstein98} prescription (see Section \ref{sec:cosmology} for the parameter values). We used $N_{\text{part}} = 1024^3$ particles, giving a particle mass of $m_{\text{part}} = 6.5 \times 10^{11}h^{-1}\text{M}_{\odot}$, and the force resolution was set to $\epsilon = 65h^{-1}\text{kpc}$ comoving (1/30 of the mean particle separation), with a 2048$^3$ PM grid. Initial conditions were generated at $z = 99$ employing 2nd-order Lagrangian Perturbation Theory \cite{peebles80}, using the code MUSIC \cite{hahn06} in single-resolution mode where it generates a realisation of Gaussian density fluctuations in Fourier space with the chosen matter power spectrum. We ran 9 realisations of this simulation by changing the random number seed used for generating the initial conditions. The simulations were run on the Brutus cluster at ETH Zürich.

The above settings imply that the smallest halo masses needed to generate a Planck-like catalog are resolved with $\sim 400$ particles. We discuss mass resolution effects in Appendix \ref{sec:mass_resolution}. To identify halos, we used the code ROCKSTAR \cite{behroozi08}, which assigns particles to halos based on an adaptive hierarchical FoF algorithm in 6-dimensional phase space. ROCKSTAR has been shown to be robust for a variety of diagnostics such as density profiles, velocity dispersions and merger histories, and the resulting mass function agrees with T08 at the few per cent level at all but the highest redshifts where the agreement is at the $\sim 10\%$ level. The low redshift results are consistent with those reported by Behroozi et al. \cite{behroozi08} at $z = 0$. The ESP mass function also provides a good description of the N-body measurements, agreeing at $\lesssim 10\%$ for low redshifts and at about $20\%$ at higher redshifts.

B. Likelihood Analysis

In order to compare apples with apples, we have modified the likelihood analysis of the previous Section as follows. Since our N-body “lightcones” were actually constructed by approximating the numerical mass function as being piece-wise constant over redshift bins of width $\Delta z = 0.1$ (see Appendix \ref{sec:lightcone} for details), we analyse the resulting cluster catalogs in exactly the same way. Namely, we replace the expected cluster count $\mu_{ij}$ in equation (5) by

$$\mu_{ij}^{(LC)} = f_{\text{sky}} \Delta V_j \int \frac{\text{d} m}{\text{d} \ln m} \frac{\text{dn}}{\text{d} \ln m} (m, z_j) \times \frac{1}{2} \left[ \text{erf} \left( \frac{\ln m_{\text{ob}, i} - \ln m_{\text{ob}, j}^+}{\sqrt{2}\sigma_{\ln m_{\text{ob}}}} \right) - \text{erf} \left( \frac{\ln m_{\text{ob}, i} - \ln m_{\text{ob}, j}^-}{\sqrt{2}\sigma_{\ln m_{\text{ob}}}} \right) \right], \quad (24)$$

where

$$\Delta V_j = \frac{4\pi}{3} \left( r_{\text{com}}(z_j^+)^3 - r_{\text{com}}(z_j^-)^3 \right), \quad (25)$$

with $r_{\text{com}}(z) = \int_0^z \text{d}z' H(z')^{-1}$ the cosmology-dependent comoving distance to redshift $z$, and where $z_j^\pm = z_j \pm \Delta z/2$ are the bin edges, with $0.1 \leq z_j \leq 1.0$ and $\Delta z = 0.1$, and we set $f_{\text{sky}} = 0.235$ to be consistent with the simulation.

The rest of the likelihood analysis proceeds as before. For both T08 and ESP, we analyse the likelihood using either a fixed value or flat prior for $\Omega_m$ and using either $m_{200b}$ or $m_{500c}$ as the mass proxy (in each case accounting for the 10% mass error introduced when constructing the catalog.) In the present case, we also explore an additional
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\[\text{http://www.cluster.ethz.ch/index_EN}\]
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Table II shows that, for any combination of mass function, mass definition and calibration scheme, the mean significance $\langle s \rangle$ shifts to more negative values as we tighten the prior on $\Omega_m$. This is identical to the trend seen when analysing ESP mock clusters using T08 for the $m_{500c}$ case. The relative trends between T08 and ESP are also mostly similar to those seen in the Monte Carlo mocks in the previous Section, with some differences. E.g., as for the mocks, the T08 mass function with $m_{200b} = m_{200b}$ leads to a more positive mean significance $\langle s \rangle$ than ESP when $\Omega_m$ is fixed to its true value, while this is reversed when using a flat prior on $\Omega_m$. Similarly, for the $m_{500c}$ case, both calibration schemes $C_1$ and $C_2$ lead to lower values of $\langle s \rangle$ for T08 than for ESP when using a flat $\Omega_m$. For the $m_{500c}$ case with fixed $\Omega_m$, however, the relative trend is opposite to the one seen in the mocks: $\langle s \rangle$ for T08 is larger than for ESP for both calibration schemes. (In fact this is the same as for the corresponding case with $m_{200b}$.)

It is clear, however, that the T08 mass function does not under-estimate the value of $\sigma_8$ (which would have to be the case in order to explain the current tension in the Planck data). For the $m_{500c}$ analysis with a flat $\Omega_m$ prior, if we ignore the intrinsic scatter of $p(\ln m_{500c} \mid \ln m_{200b})$, we see that the T08 mass function over-estimates $\sigma_8$ by as much as 1.5-2$\sigma$ depending on the choice of calibration scheme. These numbers should be upper limits for the bias in real surveys as discussed above. Accounting for the scatter leads to results that are consistent with being unbiased (for both calibration schemes), although still showing a mild tendency to over-estimate $\sigma_8$. And this tendency is enhanced again for the case $m_{200b} = m_{200b}$.

As discussed earlier, the primary difference between the $m_{200b}$ and $m_{500c}$ cases is the difference in number of clusters $n_{\text{clusters}}$ analysed and hence in the typical values of the width $\Sigma_{\sigma_8}$ of the posterior distribution of $\sigma_8$, while the typical shifts $\bar{\sigma}_8 - \sigma_8^\text{fid}$ are quite similar although slightly more positive for $m_{200b}$ (c.f. Figure 6, see also Figure 8). This trend of larger bias for $m_{200b}$ is seen for both choices of prior on $\Omega_m$. This points to the need for calibrating a new mass function estimate, tailored for cluster cosmology, that would remain unbiased even for the larger $n_{\text{clusters}}$ values expected from upcoming data releases. We discuss this further in Section V below.

The ESP mass function, while faring systematically somewhat worse than T08, nevertheless leads to compara-

| $\Omega_m$ prior | ESP | T08 | | | | | |
|-----------------|-----|-----|-----|-----|-----|-----|-----|
|                 | $m_{200b}$ | $m_{500c}$ | $m_{500c}$ (no scatter) | $m_{200b}$ | $m_{500c}$ | $m_{200b}$ | $m_{500c}$ |
|                  | $C_1$ | $C_2$ | $C_1$ | $C_2$ | $C_1$ | $C_2$ | $C_1$ | $C_2$ |
| flat            | +1.6 ± 0.5 | +0.2 ± 0.4 | +0.5 ± 0.4 | +1.7 ± 0.4 | +2.0 ± 0.4 | +3.2 ± 0.5 | +0.6 ± 0.4 | +1.0 ± 0.4 |
| fixed           | +0.5 ± 0.3 | -1.0 ± 0.3 | +0.3 ± 0.3 | - | - | -0.2 ± 0.3 | -1.9 ± 0.3 | -0.5 ± 0.3 |

TABLE II. Summary of mean values of the significance $\langle s \rangle$ for the N-body based mock catalogs discussed in Section V with errors given by the standard error over 9 independent realisations. The mocks were analysed using the T08 (left) and ESP (right) mass functions, for two choices of prior on $\Omega_m$ (flat and fixed) and for two choices of mass definition ($m_{200b}$ and $m_{500c}$). Further, for $m_{500c}$, results are shown for two choices of mass calibration scheme $C_1$ and $C_2$ as described in Appendix A1. Finally, results are also shown for the $m_{500c}$ analysis with T08 for both schemes when the intrinsic scatter of the distribution $p(\ln m_{500c} \mid \ln m_{200b})$ is artificially set to zero (columns labelled “no scatter”) which is similar to ignoring the errors on the T08 parameter values as is routinely done in cluster likelihood analyses. See text for further discussion.

effect, which is the systematic error in the $m_{500c}$-$m_{200b}$ calibration of Appendix A1. For the Monte Carlo analysis of the previous Section, we had only used the calibration scheme $C_1$ of Appendix A1. This was sufficient since we were then only interested in the relative difference between ESP and T08. With the N-body based catalogs, however, the absolute calibration becomes important. We therefore also analyse the catalogs assuming the calibration scheme $C_2$ in Appendix A1. Note that these two mass calibrations differ only at the $\sim 5\%$ level.

Finally, to mimic the effect of ignoring parameter errors when using the T08 fits, as is routinely done, we analyse the $m_{500c}$ case for the flat $\Omega_m$ prior after artificially setting the intrinsic scatter in $p(\ln m_{500c} \mid \ln m_{200b})$ to zero and only keeping the 10% mass error mentioned earlier. We expect that this treatment is more extreme than the interpolation of the T08 fits that is normally used, since the interpolation likely gives a better handle on the mean mass calibration than our single jump from $m_{200b}$ to $m_{500c}$, although this issue deserves a more thorough investigation. In any case, the results of this ‘no scatter’ analysis should at least serve as useful upper bounds on the level of bias expected from the T08 fits.

C. Results

Since we have only 9 N-body realisations, instead of showing cumulative histograms we simply quote mean values of $s$ with associated errors for various cases in Table I. Figure 6 has a similar format as Figure 5 and shows joint distributions of $n_{\text{clusters}}$, $\sigma_8$ and $\bar{\sigma}_8 - \sigma_8^\text{fid}$ for the 9 N-body catalogs when analysed using the T08 (top row) and ESP (bottom row) mass functions. Note that the individual points in each cloud in the top row can be compared with the corresponding points in the bottom row, since we analysed the same clusters using T08 and ESP in each realisation.

Table I shows that, for any combination of mass function, mass definition and calibration scheme, the mean significance $\langle s \rangle$ shifts to more negative values as we tighten the prior on $\Omega_m$. This is identical to the trend seen when analysing ESP mock clusters using T08 for the $m_{500c}$ case. The relative trends between T08 and ESP are also mostly similar to those seen in the Monte Carlo mocks in the previous Section, with some differences. E.g., as for the mocks, the T08 mass function with $m_{200b} = m_{200b}$ leads to a more positive mean significance $\langle s \rangle$ than ESP when $\Omega_m$ is fixed to its true value, while this is reversed when using a flat prior on $\Omega_m$. Similarly, for the $m_{500c}$ case, both calibration schemes $C_1$ and $C_2$ lead to lower values of $\langle s \rangle$ for T08 than for ESP when using a flat $\Omega_m$. For the $m_{500c}$ case with fixed $\Omega_m$, however, the relative trend is opposite to the one seen in the mocks: $\langle s \rangle$ for T08 is larger than for ESP for both calibration schemes. (In fact this is the same as for the corresponding case with $m_{200b}$.)

It is clear, however, that the T08 mass function does not under-estimate the value of $\sigma_8$ (which would have to be the case in order to explain the current tension in the Planck data). For the $m_{500c}$ analysis with a flat $\Omega_m$ prior, if we ignore the intrinsic scatter of $p(\ln m_{500c} \mid \ln m_{200b})$, we see that the T08 mass function over-estimates $\sigma_8$ by as much as 1.5-2$\sigma$ depending on the choice of calibration scheme. These numbers should be upper limits for the bias in real surveys as discussed above. Accounting for the scatter leads to results that are consistent with being unbiased (for both calibration schemes), although still showing a mild tendency to over-estimate $\sigma_8$. And this tendency is enhanced again for the case $m_{200b} = m_{200b}$.

As discussed earlier, the primary difference between the $m_{200b}$ and $m_{500c}$ cases is the difference in number of clusters $n_{\text{clusters}}$ analysed and hence in the typical values of the width $\Sigma_\sigma_8$ of the posterior distribution of $\sigma_8$, while the typical shifts $\bar{\sigma}_8 - \sigma_8^\text{fid}$ are quite similar although slightly more positive for $m_{200b}$ (c.f. Figure 6, see also Figure 8). This trend of larger bias for $m_{200b}$ is seen for both choices of prior on $\Omega_m$. This points to the need for calibrating a new mass function estimate, tailored for cluster cosmology, that would remain unbiased even for the larger $n_{\text{clusters}}$ values expected from upcoming data releases. We discuss this further in Section V below.

The ESP mass function, while faring systematically somewhat worse than T08, nevertheless leads to compara-
with the shift $\bar{m}$ which the assumed halo mass function plays a key role. We have presented an in-depth statistical analysis to test the performance of two analytical mass function prescriptions, the Tinker et al. [22], T08 fit to $N$-body simulations and the Excursion Set Peaks (ESP) theoretical model of Paranjape et al. [37]. Such an analysis is particularly timely in light of recent results showing a 2-3$\sigma$ tension between the values of $\sigma_8$ recovered from cluster analyses such as those using the Planck SZ catalog [12] or data from the SPT [29], and the Planck CMB analysis [2].

Our basic strategy involved generating mock cluster catalogs and running them through a likelihood analysis pipeline that mimics what is typically used for real data. This includes the conversion between the observable and the true halo mass, which we modelled using two mass definitions $m_{200b}$ and $m_{500c}$, treating one as the true mass and the other as the observable and accounting for the relative scatter and mean offset between the two.

We first used Monte Carlo catalogs generated assuming the ESP mass function to be the ‘truth’, which we analysed using the T08 mass function. This allowed us to explore statistical differences between these mass functions for various choices of observable-mass relations, survey selection criteria and priors on parameters degenerate with $\sigma_8$. For example, we showed that although these mass functions agree at the ~ 10% level at any given redshift, for a Planck-like survey the constraints on $\sigma_8$ recovered from each could be different by as much as 2$\sigma$ (see Section III B and Table II for details). While we used survey selection thresholds (limiting masses) inspired by Sunyaev-Zel’dovich surveys such as Planck and SPT, our results are also relevant for other surveys with similar limiting masses as a function of redshift.

We then repeated the analysis with mock Planck-like cluster catalogs built using halos identified in $N$-body simulations and organised into lightcones. This is an important consistency check for the T08 mass function fit which is routinely used in galaxy cluster analyses without accounting for the errors inherent in the fit parameter values, which could have significant effects due to scatter across the mass selection threshold. Indeed, we saw that ignoring the intrinsic scatter between $m_{500c}$ and $m_{200b}$ – which is similar to (but likely more extreme than) ignoring the scatter due to parameter errors – leads to an over-estimation of the value of $\sigma_8$ by as much as 2$\sigma$ (see the columns marked “T08 $m_{500c}$ (no scatter)” in Table II and the discussion at the end of Section IV B).

When the intrinsic scatter is accounted for, the significance of this bias is considerably reduced and the T08 analysis becomes essentially unbiased. However, we saw that increasing the number of clusters analysed (by switching from $m_{500c}$ to $m_{200b}$ while using the same selection threshold) leads to similar values of the shift $\bar{m} - \sigma_8_{fid}$ posterior, thereby leading once again to a systematic over-estimation of $\sigma_8$. Moreover, this $m_{200b}$ analysis gives a much cleaner comparison between the simulations and the T08 fit, since it avoids making any of the assumptions regarding mass conversion discussed in Appendix A.

We concluded that (a) the T08 fit – provided one accounts for the scatter when converting from $m_{\Delta b}$ to $m_{500c}$ – should be close to unbiased in $\sigma_8$ for a current Planck-like survey and (b) with an increased number $n_{\text{clusters}}$ as might be expected from upcoming Planck data re-

V. SUMMARY AND CONCLUSIONS

The quality and quantity of cosmological data are now at the stage where systematic effects at the few per cent level can potentially be mistaken for new physics [12, 13, 16, 17]. In this paper we focused on cosmological analyses using galaxy clusters; these involve several ingredients amongst which the assumed halo mass function plays a key role. We have presented an in-depth statistical analysis to test the performance of two analytical mass function prescriptions, the Tinker et al. [22], T08 fit to $N$-body simulations and the Excursion Set Peaks (ESP) theoretical model of Paranjape et al. [37]. Such an analysis is particularly
leases, the T08 fit could lead to $\sigma_8$ values biased high at $>1.5\sigma$, which would exacerbate the current tension between cluster analyses and the Planck CMB results [2].

Additionally, we analysed the $N$-body based catalogs with the ESP mass function, and found that it leads to comparable but systematically more biased results than the T08 fit. The ESP model, however, was a proof-of-concept example presented by Paranjape et al. [37] with minor tuning and was not intended for high-performance precision cosmology. As we discussed, one of the strongest features in this model is the natural prediction of mild non-universality in the mass function with no free parameters.

The T08 fit on the contrary needed several parameters with the ESP mass function, and found that it leads to
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Appendix A: Mass calibration

In this Appendix we discuss various issues related to mass calibration. We start in (A1) by describing how we calibrate the distribution $p(\ln m_{500c}|\ln m_{200b})$, accounting for its cosmology dependence. Then in (A2) we perform a resolution study for the halo identification step and assess the resulting effects on $p(\ln m_{500c}|\ln m_{200b})$.

1. Calibrating $p(\ln m_{500c}|\ln m_{200b})$

We will assume throughout that CDM halos follow the NFW [83] density profile specified for a chosen mass definition, say $m_{\Delta b}$, and the corresponding concentration parameter $c_{\Delta b}$ as

$$
p(r|m_{\Delta b}, c_{\Delta b}) = \frac{\rho_s}{(r/r_s)(1 + r/r_s)^2},$$

$$m_{\Delta b} = 4\pi\rho_s R_{\Delta b}^3 f(1/c_{\Delta b}) = \frac{4\pi}{3} R_{\Delta b}^3 \Delta \rho,$$

$$c_{\Delta b} = \frac{R_{\Delta b}}{r_s}; \quad f(x) \equiv x^3 \left(\ln(1 + x^{-1}) - (1 + x)^{-1}\right),$$

(A1)

with analogous definitions for $m_{\Delta c}$ and $c_{\Delta c}$, where one must also replace $\rho$ with $\rho_c$ in the second line. (The function $f$ should not be confused with the mass fraction discussed in the main text.) For fixed values of mass and concentration, Hu and Kravtsov [44] gave an accurate analytical prescription to convert from one mass definition $m_{\Delta 1}$ to another $m_{\Delta 2}$, where $\Delta 1$ and $\Delta 2$ can each be defined with respect to either the mean density or critical density. We will use this prescription below.

The concentration parameter is not predicted by theory and must be measured in simulations (although see [89, 90]). Typical calibrations in the literature exist for $c_{200c}(m_{200c}, z)$ which shows a Lognormal distribution at fixed mass with a width $\sigma_{c_{200c}} \approx 0.18$ (which we adopt here) that is approximately independent of cosmology, redshift and mass [91, 92]. For the mean value $\langle \ln c_{200c} \rangle$ there are many results [25, 91, 98], a particularly interesting recent result being that of Ludlow et al. [89] which is reasonably well described (within $\sim 10\%$ for the mass and redshift ranges relevant for us) by $\bar{c}_{200c}(m_{200c}, z) \equiv e^{(\ln c_{200c})} = \alpha \nu(m_{200c}, z)^{-\beta}$ for relaxed halos, where $\nu(m, z)$ was defined in equation (8) and where $\alpha \simeq 6$ and $\beta \simeq 0.4$ nearly independent of cosmology. Here we wish to calibrate the distribution $p(\ln m_{500c}|\ln m_{200b})$, so it will be more useful to have results for $c_{200b}(m_{200b}, z)$. In principle we should measure $c_{200b}$ for our halos and thereby determine its mean value, but for simplicity we choose a more phenomenological approach. Motivated by the results of [89] we assume the form

$$\bar{c}_{200b}(m_{200b}, z) \equiv e^{(\ln c_{200b})} = \alpha \nu(m_{200b}, z)^{-\beta},$$

(A2)

and choose the values of $\alpha$ and $\beta$ such that the mass calibration achieves (by trial and error) a desired accuracy as described below. In this form, the concentration depends weakly on $\Omega_m$ and $\sigma_8$ which is consistent with the results of [89, 92] for the relevant mass and redshift ranges. We proceed with the caveat, however, that the assumption of the NFW profile may not be very accurate for all the massive halos we are interested in, since these may not all be in fully relaxed dynamical states [91, 97].

For a fixed value of $m_{200b}$ and $c_{200b}$, the Hu-Kravtsov prescription gives a unique value $m_{500c}(m_{200b}, c_{200b})$ through the following relations (c.f. equations C7-C11 of [44]):

$$m_{500c} = \frac{4\pi}{3} R_{500c}^3 \times 500 \times \rho_c(z),$$

$$m_{200b} = \frac{4\pi}{3} R_{200b}^3 \times 200 \times \Omega_m(z) \rho_c(z),$$

$$f(r_s/R_{500c}) = \frac{500}{200 \Omega_m(z)} \times f(1/c_{200b}) = f_{500c},$$

$$\frac{r_s}{R_{500c}} = x(f_{500c}),$$

$$\frac{m_{500c}}{m_{200b}} = \frac{500}{200 \Omega_m(z)} \left(\frac{R_{500c}}{c_{200b} r_s}\right)^3.$$

(A3)

Hu and Kravtsov [44] showed that the inverse function $x(f)$ needed in the fourth line is accurately approximated by

$$x(f) = 2f + [a_1 f^{a_2} + 0.5625]^{-1/2}$$

(A4)

where $p = a_2 + a_3 \ln f + a_4 (\ln f)^2$ with $(a_1, a_2, a_3, a_4) = (0.5116, -0.4283, -3.13 \times 10^{-3}, -3.52 \times 10^{-5})$.

Since the concentration is a stochastic quantity, however, we need an additional step to account for the scatter in $c_{200b}$ at fixed mass $m_{200b}$. We do this by numerically marginalising the value of $\ln m_{500c}$ as obtained above, over a Gaussian distribution in $\ln c_{200b}$ with mean $\ln \bar{c}_{200b}$ (equation (A2) and standard deviation $\sigma_{c_{200b}} = 0.18$ as described above. This gives us the expectation value $\langle \ln m_{500c} | \ln m_{200b} \rangle$ of the distribution $p(\ln m_{500c}|\ln m_{200b})$, which explicitly depends on $\Omega_m$ as can be seen from equation (A3).

The prescription above should correctly account for the cosmology dependence of the mass conversion on average. The scatter in the mass conversion is expected to
be approximately independent of cosmology, since this is closely linked to the scatter in the concentration which is seen to be nearly constant as mentioned above. We therefore account for the width of \( p(\ln m_{500\text{c}} | \ln m_{200b}) \) in a more approximate way as follows. We assume that \( p(\ln m_{500\text{c}} | \ln m_{200b}) \) is Gaussian in \( \ln m_{500\text{c}} \) (i.e., log-normal in \( m_{500\text{c}} \)). This is mainly done for simplicity, although in the relevant mass range this is not a bad approximation. We assume that the standard deviation \( \sigma_{\ln m_{500\text{c}}} \) of this distribution is independent of cosmology, and use the value measured in our simulations; this varies slowly with redshift with \( \sigma_{\ln m_{500\text{c}}}(z = 0.1) = 0.20 \) and \( \sigma_{\ln m_{200\text{b}}}(z = 1.0) = 0.16 \) (the functional form \( \sigma_{\ln m_{500\text{c}}}(z) = 0.20 \times (1 + z)^{-0.33} \) describes our measurements to within 5% over this redshift range). We additionally choose to ignore the redshift dependence of \( \sigma_{\ln m_{500\text{c}}} \) as well, and simply use the mean value of \( (\sigma_{\ln m_{500\text{c}}}(z))^2 \) over our 10 snapshots (which is \( 0.179^2 \)) as the variance of \( p(\ln m_{500\text{c}} | \ln m_{200b}) \). Finally, for the Planck-like survey we include an additional scatter in quadrature of 10% in mass, as discussed in the text, to get \( \sigma_{\ln m_{200b}} = 0.21 \), while for the SPT-like survey we add a 20% scatter to get \( \sigma_{\ln m_{200b}} = 0.27 \).

The calibration of the mean value \( \langle \ln m_{500\text{c}} | \ln m_{200b} \rangle \) depends on the choice of the mean concentration-mass-redshift relation (A2). To assess the sensitivity of our results to this choice, we perform the analysis for two sets of parameters \( \{\alpha, \beta\} \); we label these as the calibration schemes C1 and C2 with parameter values given by

\[
C_1 : \quad \alpha = 9.0 ; \quad \beta = 0.4 ,
\]

\[
C_2 : \quad \alpha = 8.0 ; \quad \beta = 0.375 . \quad (A5)
\]

Note that the normalisations \( \alpha \) are not the same as for the results of [39] for \( c_{200\text{c}} \) mentioned above; this is expected since the value of concentration depends on the chosen mass definition. (The normalisations are close to what is predicted by the Hu-Kravtsov prescription applied to the \( m_{200b}-m_{200c} \) conversion, as they should be.)
A potential cause for concern is that the smallest relevant masses in our simulations (which are the main drivers of the parameter constraints as discussed in the text) are resolved with about \( \sim 400 \) particles. To test whether the values of halo mass returned by ROCKSTAR in this case are accurate to a level better than the differences in the calibration schemes discussed above (i.e., better than about 5%), we performed a resolution study as described here.

We take advantage of the initial conditions generator MUSIC which allows random number seeds to be specified at multiple resolution levels, with the lower resolution random numbers acting as constraints for small scale noise generated at higher resolution. For the primary simulations described in Section IV A we specify these seeds at a single level \( (1024^3) \) for each realisation. For the resolution study, we focus on one of these realisations (the one we call \( r3 \)) for which the scatter plot of \( m_{500c} \) against \( m_{200b} \) is shown in the top left panel of Figure 9 (each panel in this Figure has the same format as Figures 7 and 8). We display results for a single snapshot at \( z = 0.3 \), but we have checked that our conclusions are true for all 10 snapshots. The cosmological parameters are fixed at their fiducial values, and the analytical mean value \( \langle \log m_{500c} | \log m_{200b} \rangle \) is computed using calibration scheme \( C_1 \).

Due to computational limitations, we chose to improve mass resolution by using a box size smaller than \( L_{\text{box}} = 2h^{-1}\text{Gpc} \). This, however, can potentially introduce volume effects which might be confused with mass resolution effects. To test for this, we first ran an additional box of side \( 1h^{-1}\text{Gpc} \) with \( 512^3 \) particles, i.e., using the same mass resolution as the primary simulations, with random number seed specified at the single level of \( 512^3 \). This configuration (denoted ‘res-test-C’) therefore differs from the primary simulation in the box size and dynamic range in mass. However, the smallest relevant halos masses are still resolved with \( \sim 400 \) particles. We identify halos in this smaller box in the same way as for the primary simulation \( r3 \) and compare the scatter plot of \( m_{500c} \) against \( m_{200b} \) with the analytical expression for
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the mean value in the top right panel of Figure 9. The distribution is noisier since there are fewer objects in the smaller volume, but is otherwise consistent with that in the top left panel. In other words, we see no significant volume effects.

We then ran a box of size $1h^{-1}\text{Gpc}$ with $1024^3$ particles, which therefore has a mass resolution higher than the previous two cases by a factor 8. To ensure a better comparison, the random number seeds were set at two levels in this case: at the coarse level $512^3$ we used the same seed as in res-test-C, while at $1024^3$ we used the same seed as in the primary run $r3$ (although the latter could also be chosen arbitrarily). This configuration (denoted ‘res-test-F1’) therefore tests the effects of mass resolution, since it has the same large scale modes and is subject to the same box size effects as res-test-C, but has a better sampling of small scale noise. The mass scatter plot in the bottom left panel of Figure 9 shows a minor elevation ($\lesssim 2\%$) in the median value of $\log m_{500c}$ at fixed $m_{200b}$, as compared to the top panels.

Finally, to assess the effect of changing the small scale noise, we ran an additional box with a configuration (denoted ‘res-test-F2’) which is identical to res-test-F1 in all respects except for the random number seed at level $1024^3$. The mass scatter plot in the bottom right panel of Figure 9 shows results qualitatively very similar to those for res-test-F2.

Overall, then, we see that resolution effects in the masses assigned to halos are smaller than the effect of changing the analytical mass calibration scheme (compare Figure 9 with Figures 7 and 8).

Appendix B: Generating lightcones

The halos identified in each snapshot of each realisation were organised into 9 lightcones as described here. For each box, we place the observer at the center and build six cones around the lines of sight joining the observer perpendicularly to each of the six faces. Figure 10 shows an example of one of these.

Since our box length is $L_{\text{box}} = 2h^{-1}\text{Gpc}$, the perpendicular comoving distance from the observer to each face corresponds to a redshift $z = z_{\text{box}} \simeq 0.37$ for this cosmology, beyond which we must account for the periodicity of the simulation. To extend the lightcones to redshift $z = 1$, we therefore restrict the opening angle of each of the six cones perpendicularly to each of the six faces. Figure 10 shows the format of the panels.

FIG. 9. Resolution study. The four panels correspond to the following settings for box size, particle resolution and initial conditions generated using MUSIC. (Top left): One of the primary runs ($r3$) with $L_{\text{box}} = 2h^{-1}\text{Gpc}$, $N_{\text{part}} = 1024^3$ and ICs set at resolution level $1024^3$. (Top right): ‘res-test-C’ with $L_{\text{box}} = 1h^{-1}\text{Gpc}$, $N_{\text{part}} = 512^3$ and ICs set at level $512^3$. (Bottom left): ‘res-test-F1’ with $L_{\text{box}} = 1h^{-1}\text{Gpc}$, $N_{\text{part}} = 1024^3$ and ICs set at two levels, $512^3$ (with the same seed as res-test-C) and $1024^3$. (Bottom right): ‘res-test-F2’ with $L_{\text{box}} = 1h^{-1}\text{Gpc}$, $N_{\text{part}} = 1024^3$ and ICs set at two levels, $512^3$ (with the same seed as res-test-C) and $1024^3$ (with seed different from the corresponding number in res-test-F1).

The solid yellow line in each main panel is the same, corresponding to the analytical value of $\langle \log m_{200b} \rangle / \langle \log m_{500c} \rangle$ computed using scheme $C_1$, and is used for the ratio comparison in each sub-panel. The results are shown at redshift $z = 0.3$, with qualitatively similar results holding at all other redshifts.

FIG. 10. Generating lightcones.
FIG. 10. An illustration of one of the 6 cones that make up each lightcone (here, \(l_1\)). The observer is placed at the center of the box (labelled (0, 0, 0)). The opening angle \(\theta\) is chosen so that the last bin of interest at \(z = 1.0\) is entirely contained in the first periodic copy of the box (shown as the shaded cube) along the axis of the cone, and intersects the adjacent faces in this case at \(x = r_{\text{max}} = r_{\text{com}}(z_{\text{max}} + \Delta z/2)\). The yellow shaded rectangles indicate the approximate positions and comoving widths of bins at redshift \(z = 0.2, 0.4, 0.9\) from left to right. To minimise repetition of halos in the full lightcone \(l_1\), halos are assigned from realisation \(R_1\) when the redshift bin is entirely contained in the main box, from \(R_2\) for bins straddling the main box and the first copy, and from \(R_3\) for bins entirely in the first copy. See text for more details.

\(z^+ < z_{\text{box}}\), (b) bins straddling the boundary between the main box and the first copy along the chosen axis and (c) bins that are entirely contained in the first copy (the ones with lower edge \(z^- > z_{\text{box}}\)). Figure 10 illustrates each of these as the shaded yellow rectangles.

We therefore choose three realisations of the simulation and start selecting halos outwards from the observer in, say, the +x-axis cone in each of them. Let us denote the realisations as \(R_1, R_2, R_3\) and the cones as \(l_1, l_2, l_3\). For bins of type (a), this selection is straightforward, with the lightcone \(l_1\) getting halos from realisation \(R_1\), and so on (see below for the selection procedure). Upon reaching a bin of type (b), we cyclically permute the three realisations, so that \(l_1\) now gets its halos from the type (b) bins of \(R_2, l_2\) from \(R_3\) and \(l_3\) from \(R_1\). We maintain this assignment order until we reach bins of type (c), at which point we cyclically permute once more, so that \(l_1\) now gets its type (c) bins from \(R_3\), and so on. We repeat the same procedure for all six cones in the box using the same realisations \(R_1-R_3\). This minimises repetition of any halo in a given lightcone. Clearly, this procedure can be applied to an arbitrary number of groups of three realisations each, and we perform the analysis for three such groups, thus explaining our choice of 9 realisations.

To populate a given redshift bin with central redshift \(z_j\), we select halos from the snapshot at \(z_j\) of the appropriate realisation such that their centers of mass lie inside the appropriate cone angle at a comoving distance from the center in the range \((r_{\text{com}}(z_j - \Delta z/2), r_{\text{com}}(z_j + \Delta z/2))\). Having chosen the halos which satisfy these geometrical constraints, we add a 10% Lognormal scatter to the chosen mass proxy \(m_{\text{ob}}\), which is one of \(m_{200b}\) or \(m_{500c}\). Finally, we select halos that satisfy \(m_{\text{ob}} > M_{\text{ob,lim}}^{(\text{Planck})}(z_j)\) for each bin.

We are therefore approximating the mass function as being constant in time across the redshift range spanned by the bin. While this would be a reasonable approximation for small bin widths, in our case \(\Delta z = 0.1\) and this could lead to a significant source of error in the likelihood analysis. To account for this assumed piece-wise constancy of the mass function, we alter the likelihood analysis as described in Section IVB (essentially by modeling the mass function to be piece-wise constant in exactly the same way).

The total angle finally spanned by the combination of the 6 cones in each box amounts to \(f_{\text{sky}} = 0.235\). Our N-body sample therefore consists of 9 mix-matched realisations (which we refer to as our lightcones), each spanning approximately half of the sky area currently analysed by the Planck Collaboration.