Entropy, as a key concept, plays an important role in many fields such as information theory, statistical physics and so on [1, 2]. In the study of complex network, the entropy has been used to characterize the properties of network topology [3, 4] and diffusion process on network [5]. Via application of maximum entropy method, we can optimize the network topology for special function and make prediction of network properties [6, 7].

Traffic flow, modeling the process of material exchange between cells, packet transfer on the Internet, municipal traffic and so on [6, 10], is one of the significant research fields in complex networks. While traffic congestion is the main hindrance to transport network’s normal and efficient functioning [11], some models, such as random walk [12], shortest path [13] and so on, has been built to analyze this phenomenon and studies has been focused on optimizing network topology and improving the traffic capacity to achieve free-flow for these different models [14, 15]. Most of previous studies concentrate on optimizing the topology of network and designing better routing strategies [14] to improve the efficiency of transportation. These methods, usually needing high cost to change infrastructure or very concrete and global information of the traffic process, are designed for some special cases and maybe uneconomical and unattainable in practice.

Our study is complementary to the above efforts. Here, based on maximum entropy method, we develop an approach to mitigating congestion by allocating limited capacity to nodes reasonably in network with observable information in traffic process. We reveal that we can improve the whole system’s traffic efficiency by just improving a little node capacity without changing network topology. Our method is tested in various models for different networks, performing well in raising traffic efficiency.

Before presenting our approach, we give a brief description of network traffic. At each time step, each node has a probability to generate a packet which has a destination and chooses a path towards its destination in network immediately. And a node \(N_i\) can deliver at most \(C_i\) packets to the next node of its path at a time step. As the capacity is limited, the packets which arrive to the node earlier have priority to be delivered. A packet is removed from the traffic after reaching its destination.

In this paper, we reveal the relationship between entropy rate and the congestion in complex network and solve it analytically for special cases. Finding maximizing entropy rate will lead to an improvement of traffic efficiency, we propose a method to mitigate congestion by allocating limited traffic capacity to the nodes in network rationally. Different from former strategies, our method only requires local and observable information of network, and is low-cost and widely applicable in practice. In the simulation of the phase transition for various network models, our method performs well in mitigating congestion both locally and globally. By comparison, we also uncover the deficiency of former degree-biased approaches. Owing to the rapid development of transportation networks, our method may be helpful for modern society.

We suppose that we can get each node’s local information including the frequency of different neighbors it delivers packets to and the number of packets it delivers in traffic. The frequency and number, as local quantities decided both by the traffic dynamical process and by the network topology, is typically easy to be observed and counted in reality. Let us analyze the routing of packets which is certain under specific strategy from a stochastic standpoint. Mathematically speaking, we regard the traffic process on a network composed from \(n\) nodes as a time invariant ergodic Markov chain with a transition matrix \(M = (q_{ij})\), where the entry \(q_{ij}\) is the average frequency of packets to go from node \(N_i\) to \(N_j\) at a time step satisfying \(\sum_{j=1}^n q_{ij} = 1\forall i\). We introduce entropy rate to characterize this process. An ergodic Markov chain with transition matrix \(M = (q_{ij})\) has a unique stationary distribution \(w = (w_1, w_2, \ldots, w_n)^T\) satisfying

\[
M^T w = w, \tag{1}
\]

where \(M^T\) is the transposed matrix of \(M\). And \(w\) can be computed directly with normalization condition \(\sum_{j=1}^n w_j = 1\). The dynamical properties of the network can be evaluated by entropy rate \(s\) that is given by

\[
s = -\sum_{i,j} w_i q_{ij} \ln q_{ij}. \tag{2}
\]

The entropy rate is a quantity studied in the diffusion process and measure the time density of the average information in a stochastic process. It has been showed that a high entropy rate indicates a large randomness, or easiness of propagating from one node to another [5, 7, 17]. Therefore it can also be related to an efficient and free traffic over the network. In that paper, our main goal is to mitigating traffic congestion by maximizing the associated entropy rate function.

A very simple method to mitigate congestion is to improve the capacity \(C_i\) of each node \(N_i\) as high as possible. However, the capacity is usually limited by various conditions. And an fundamental and significant problem is about how to allocate the limited capacity to a given network to make the system efficient. Next we try to solve this problem by maximizing...
the entropy rate. The node $N_i$ in network corresponding to the row vector $v_i = (q_{i1}, q_{i2}, \ldots, q_{in})$ of network’s transition matrix $M = (q_{ij})$, where $q_{ij}$, according to the above generation method of matrix $M$, can represent the possibility of a packet at node $N_i$ going to node $N_j$ at a time step in large scale approximately. When congestion occurs in node $N_i$, we have $q_{ii} > 0$, that is, the packets have a possibility to wait in node $N_i$ for being delivered at a latter time step. And the direct consequence of improving the node capacity $C_i$ is the decrease of $q_{ii}$. We denote the $q_{ii}$ as the detention probability of node $N_i$ in this paper, which plays an important role in our model. Suppose the change of $q_{ii}$ is $p (0 \leq p_i \leq q_{ii})$ after being allocated new capacity (i.e. the probability of a packet stay in the node $N_i$ is $q_{ii} - p_i$). Since the nodes deliver the packets by time-priority which is not associated with the packets’ routing, it is natural to get that the $j$th component of vector $v_i = (1 + p_i/(1 - q_{ii}))q_{ij}$. Therefore we can view $v_i$ as a vector function of variables $p_i$. While $M$ is composed from $\{v_i\}_{1 \leq i \leq n}$, we can get the entropy rate $h$ as a function of variable $p = (p_1, \ldots, p_n)$ from equations (1) and (2).

It is obvious that a higher node capacity $C_i$ will lead to a lower detention probability $q_{ii}$. And we need a quantitative relationship to identify the feasible region of $(p_1, \ldots, p_n)$. As mentioned above, we suppose we can get the the average number of packets that the node $N_i$ received at each time step is $Q_i$, which can be counted relatively easily in practice or be computed analytically for some special cases [11]. Suppose the change of $C_i$ is $dC_i$. Approximately, we have that

$$p_i = -dq_{ii} \approx \frac{dC_i}{Q_i}, \quad (3)$$

that is, the decrease of detention probability approximately equal to the ratio of the increment of the number of packets a node can deliver per time step and the the average number of packets that the node $N_i$ received at each time step. Then for a given model and limited node capacity budget $B$, we model our problem as follow: for

$$\sum_{i=1}^{n} p_i Q_i = \sum_{i=1}^{n} dC_i \leq B, \quad (4)$$

$$0 \leq p_i \leq q_{ii}, \quad \forall i,$$

maximize the function $h(p_1, \ldots, p_n)$

$$\max h(p_1, \ldots, p_n). \quad (5)$$

From equations (4), the feasible region of optimization variable $p$ is a convex set. And the entropy function have some nice properties. Many sophisticated methods, such as Monte Carlo algorithms [18], have been developed from such problem before [19], and can be applied directly. Suppose that $h$ get its maximum at $p^* = (p^*_1, \ldots, p^*_n)$ on the feasible region. We allocate $dC_i = p^*_i Q_i$ capacity to node $N_i$. Generally, $p^*_i Q_i$ is not integer and we need to adjust our distribution as close as possible to it. For the case the function $h$ is analytic at 0,

$$h(p) = h(0) + \sum_{i=1}^{n} \frac{\partial h}{\partial p_i} p_i + o(||p||). \quad (6)$$

By the method of Lagrange multipliers, we can range nodes in network by the priority $h(p_i)/Q_i$, for the case of limited traffic capacity budget approximately, and allocate the budget to the nodes with higher priority preferentially within the feasible region. Incidentally, with less information, since

$$\lim_{t \rightarrow \infty} M^{T}x = w \quad (7)$$

for any initial distribution $x$, $Q$ can be approximated by $Qw$, where $Q$ is the average number of packets in the whole network at each time step. Therefore we can also range the nodes by $h(p_i)/w_i$. As the complexity of solving a system of linear equations with $n$ variables is $O(n^3)$, the distribution strategy can be get at most $O(n^2)$ steps by numerical computation. Further more, with a scale-free (power-law) node-degree distribution [20], most of the real networks, especially communication networks, are sparse. And there are more efficient methods for these sparse networks [21].

Next we solve entropy rate as a function of detention probability for two simple and basic systems analytically explicitly: (i) a star-like system and (ii) a chain-like system [23]. For simplicity, we suppose the detention probability of node $N_i$ is $q_i$, $0 \leq q_i < 1$. (i) For a starlike system composed from $n$ nodes as figure 1(a) shows, we have the transition matrix $M_s = (q_{ij})$, where $q_{ii} = q_i, q_{ij} = (1 - q_i)/(n - 1), q_{ij} = 1 - q_i, \forall i, j$ and otherwise $q_{ij} = 0$. Solve the eigenvector of $M_s$ and we have the stationary distribution: $w = (w_i)$ where $w_1 = \theta/(1 - q_1), w_j = \theta/(n - 1)(1 - q_i)|j| \geq 2$ and the normalization factor $\theta = 1/(1 - q_1) + \sum_{j=2}^{n} 1/(n - 1) - (1 - q_j)$. Calculate entropy rate from equations (1) and (2).

$$h(q) = \frac{\ln q_1 q_1 q_1 + \ln n - q_1 q_1 q_1 + \sum_{i=2}^{n} (1 - q_i)\ln(1 - q_i) + q_i \ln q_i}{1 - q_1 + \sum_{j=2}^{n} (n - 1) - (1 - q_j)}. \quad (8)$$

(ii) For a chain-like system composed from $n$ nodes as figure 1(b) shows, we suppose the transition matrix $M_c = (q_{ij})$, where $q_{11} = q_1, q_{12} = 1 - q_2, q_{2n-1} = 1 - q_n, q_{2n} = q_n$ and $q_{i-1} = q_{i+1} = (1 - q_i)/2, q_{i} = q_i, \forall 1 \leq i \leq n - 1, \forall 2 \leq i \leq n$, and otherwise $q_{ij} = 0$. Similar to the above, we get the stationary distribution $w = (w_i)$, where $w_j = \mu/(1 - q_j)$ for $j = 1, n, w_j = 2\mu/(1 - q_j)$ for $2 \leq j \leq n$, and the normalization factor $\mu = \sum_{j=2}^{n} 2/(1 - q_i) + \sum_{j=1,n} 1/(1 - q_j)$. Then the entropy rate is

$$h(q) = \frac{\sum_{j=1,n} (1 - q_j)\ln(1 - q_j) + \sum_{i=2}^{n} q_i \ln q_i + (1 - q_i)\ln(1 - q_i) - q_i \ln q_i}{1 - q_1 + \sum_{j=2}^{n} (n - 1) - (1 - q_j)}. \quad (9)$$

For these two systems, we can analyze their entropy rate functions in the neighborhood of detention probability $(q_{11}, \ldots, q_{nn})$ and apply our method.

We test our method for the congestion model based on reference [11], where the node capacity $C_i = 1 + \inf [\beta k_i]$ at the beginning, $0 \leq \beta < 1$ is a control parameter and $k_i$ is the degree of node $N_i$. The total number of nodes in the network is $n$. As $\lambda$, the possibility for a node to generate a package at
each time step, is increased from zero, two phases can be observed: free flow for small $\lambda$ and a congested phase for large $\lambda$. And there is a phase transition at $\lambda_c$. To simulate the practical congestion process, such as the traffic congestion during peak hours and the congestion of communication during major holiday, we create $\lambda n$ packets at each time step with some probability distribution for a time period, and stop creating after congestion occurring for a while, then the congestion cease after a time period. As what we have mentioned before, we count the frequency in the process of congestion and apply our method to allocate limited capacity budget to the nodes in network. It is worth mentioned that, different from previous work [11], our method and calculation, based on observation, do not require a known probability distribution of packet generation and the packets’ concrete routing strategy. For comparison, we allocate the same capacity budget randomly and by a degree-biased strategy, where the degree-biased strategy, similar to reference [11], is to increase the control parameter $\beta$ to allocate capacity budget to nodes. Then we create packets in the same way again and compare the traffic efficiency between these methods. Here we use quantity $\langle V \rangle$ to characterize the traffic efficiency. Here $V$ is the velocity of a node being navigating in network.

$$V = \frac{L}{T},$$

where $L$ is the length (i.e. the number of nodes a packets passed from start position to destination) and $T$ is sum of time steps it takes. The $\langle \ldots \rangle$ indicates the average over all packets. We present our simulation for (i) Cayley tree, (ii) regular network, (iii) random network and (iv) scale-free network in Fig. 1. As it shows, we can see that, for different node capacity budgets, corresponding $\langle V \rangle$ being lower than others in general, our method generally performs well in improving the traffic efficiency with limited capacity budget.

Former approaches of controlling traffic congestion, especially for heterogenous networks such as scale-free networks [14, 23], concentrated on optimizing the nodes with high degree. However, as Fig. 2 shows, we find that the importance of nodes in the traffic process is not totally dependent on the their degree, that is, the nodes with high degree may not more important and need to be allocated more capacity than those with low degree. The nodes with higher priority are fairly independent of their degree. For a fixed degree range, there is a wide spread of priority. Therefore our method might be a modification of the former degree-biased study.

Further more, we reveal that our method can mitigating the congestion globally with local information. In more detail, the transition frequency of each node what we get is the phase of network in a special phase with a $\lambda$. However, as the stationary distribution and entropy rate are global for the dynamical process on complex network, our method may also be effective on a much larger scale. By simulation, we find that we can optimize a wide range of phases with only the information got in one phase. We allocate capacity budget by our method for a proper phase with a large $\lambda$. And then test the network with different $\lambda$. Similar to the above, we repeat the same process for random strategy and degree-biased strategy as a comparison. It has been showed that [8], after congestion occurring, the number of packets in the network $Q$ will grow linearly with time. And there is a parameter:

$$\eta = \lim_{t \to \infty} \frac{\langle \Delta Q \rangle}{\lambda \Delta t},$$

(11)
to qualify the transition, where $\Delta Q = Q(t + 1) - Q(t)$ and $\langle \ldots \rangle$ indicates the average over time windows of $\Delta t$. We use this parameter to evaluate the global effect of our optimization for two heterogenous networks: Cayley tree and scale-free network. As Fig. 3 shows, the corresponding $\eta$ of method is lower and the threshold of phase transition is higher than others. Our method has a global optimal effect on mitigating congestion.

Introducing maximum entropy rate method into traffic network may also help us assess a traffic network globally and evaluate the gap between it and the optimal state by comparing it to the maximal-entropy random walk [7, 24], which can be relatively localized easily. Suppose that the practical transition matrix is $M = (p_{ij})$, and the transition matrix corresponding to maximal-entropy random walk is $\Pi = \pi_{ij}$. Regarding the transition matrix as random variables, we can use Kullback-Leibler divergence to identify the difference be-
we get the results from are the same as the conditions in Fig. 1 for random network and (b) scale-free network. The conditions where random network and scale-free network correspond to the simulations of our method, degree-biased method with different optimization methods, where triangle, plus, star curves between them:

\[ D(M||\Pi) = \sum_{p_{ij} \neq 0} p_{ij} \ln \left( \frac{p_{ij}}{\pi_{ij}} \right) \quad (12) \]

\[ D(M||\Pi) \geq 0 \text{ and } D(M||\Pi) = 0 \text{ if and only if } M = \Pi. \]

We can conclude that a traffic process with lower Kullback-Leibler divergence is more efficient generally.

Recently, it has been showed that many real networks are temporal networks which has many advantages [25]. As our method, based on the dynamical state of network, is less dependent on the fixed network topology. It maybe suitable and helpful for the optimization of the communication on temporal network since the priority can be computed for every time step. Further more, as the capacity usually changes over time in temporal networks too, our method may enlighten researchers to study how to allocate traffic capacity dynamically on temporal networks to improving its traffic efficiency.

Summarizing, in this paper, we analyze the quantitative relationship between traffic capacity in congestion and entropy rate in complex network and solve it explicitly for star-like system and chain-like system. Based on the principle that a higher entropy rate leads to the easiness of propagating in complex network, we develop a method to mitigating congestion by allocating the limited traffic capacity to nodes rationally. We analyze the complexity of our method, get that it can be completed in at most \( O(n^3) \) steps, therefore is feasible. What is more, as it only requires the local and observable information and does not change the topology of network, this method is shown to be low-cost and generally practical. We test our method and compare it to other methods for (i) Cayley tree, (ii) regular network, (iii) random network and (iv) scale-free network and get that our method is more functional in general. The congestion is considerably mitigated after applying our strategy. Free flows on networks are critical in our world and how to mitigate congestion with limited budget is a fundamental and significant problem. Our proposed a heuristic method for this problem and may be useful for modern society.

FIG. 2. (Colour On-line) Our method identifies the important nodes for limited capacity budget more reliably than the degree-biased method. The nodes are permuted with their priority \( p = h_p(0)/Q_i \) computed from the equation 6 in the order from highest to lowest on the horizontal axis and the ordinate axis corresponds to their degree \( k \). The distribution of \( p(k) \) is shown via heat graph for (a) random network and (b) scale-free network. The conditions where we get the results from are the same as the conditions in Fig. 1 for random network and scale-free network.

FIG. 3. (Colour On-line) \( \eta - p \) graph, the parameter \( \eta \) is shown as a function of \( \lambda \) for (a) Cayley tree, \( z = 3, l = 6, \langle k \rangle = 2, N = 1093, \beta = 30, \alpha = 0.2 \), and (b) scale-free network, \( N = 1000, \beta = 0.2, \alpha = 1.2 \), with different optimization methods, where triangle, plus, star curves correspond to the simulations of our method, degree-biased method and original situation.
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