REFINED CANONICAL STABLE GROTHENDIECK POLYNOMIALS AND THEIR DUALS, PART 1

BYUNG-HAK HWANG, JIHYEUG JANG, JANG SOO KIM, MINHO SONG, AND U-KEUN SONG

Abstract. In this paper we introduce refined canonical stable Grothendieck polynomials and their duals with two infinite sequences of parameters. These polynomials unify several generalizations of Grothendieck polynomials including canonical stable Grothendieck polynomials due to Yeliussizov, refined Grothendieck polynomials due to Chan and Pflueger, and refined dual Grothendieck polynomials due to Galashin, Liu, and Grinberg. We give Jacobi–Trudi-like formulas, combinatorial models, Schur expansions, Schur positivity, and dualities of these polynomials.

1. Introduction

1.1. History of Grothendieck polynomials. Grothendieck polynomials were introduced by Lascoux and Schützenberger [23] for studying the Grothendieck ring of vector bundles on a flag variety. Therefore, these polynomials can be regarded as $K$-theoretic analogues of Schubert polynomials. As in the Schubert polynomial case, they are indexed by permutations, and the stable limit of Grothendieck polynomials are symmetric functions. In [11], Fomin and Kirillov introduced $\beta$-Grothendieck polynomials with a parameter $\beta$, which reduce to Schubert polynomials and Grothendieck polynomials when $\beta = 0$ and $\beta = -1$, respectively. In other words, they introduced a grading on Grothendieck polynomials such that the degree 0 parts of the graded polynomials coincide with Schubert polynomials. They also studied the stable Grothendieck polynomials with the parameter $\beta$.

When focusing on the Grothendieck ring of vector bundles on Grassmannians rather than that of flag varieties, the stable Grothendieck polynomials are indexed by partitions. These stable Grothendieck polynomials $G_\lambda(x)$ are also called symmetric Grothendieck polynomials in the literature and they form a basis for the (connective) $K$-theory ring of Grassmannians, see [30, Section 2.3] and references therein. In this context, Lenart [24] gave the Schur expansion of $G_\lambda(x)$ and showed that $\{G_\lambda(x) : \lambda \text{ is a partition}\}$ is a basis for (a completion of) the space of symmetric functions. Lenart’s result gives a combinatorial model for $G_\lambda(x)$ as pairs of tableaux. Buch [6] showed that the stable Grothendieck polynomial $G_\lambda(x)$ is equal to a generating function for semistandard set-valued tableaux of shape $\lambda$, which are reminiscent of semistandard Young tableaux, the combinatorial model for Schur functions.

After Buch’s work [6], many generalizations of $G_\lambda(x)$ have been studied from various viewpoints. In [22], Lam and Pylyavskyy introduced the dual stable Grothendieck polynomials $g_\lambda(x)$, and found a combinatorial interpretation for them in terms of reverse plane partitions. The stable Grothendieck polynomials $G_\lambda(x)$ and the dual stable Grothendieck polynomials $g_\lambda(x)$ are dual with respect to the Hall inner product. Similar to the Grothendieck polynomial case, the dual Grothendieck polynomials form a basis for the space of symmetric functions.

The Schur functions $s_\lambda(x)$ satisfy $\omega(s_\lambda(x)) = s_{\lambda^t}(x)$, where $\omega$ is the standard involution on symmetric functions and $\lambda^t$ is the transpose of $\lambda$. In search of a deformation of Grothendieck
polynomials with this property, Yeliussizov [39] introduced the canonical stable Grothendieck polynomials $G^{(α,β)}_λ(x_n)$ with two parameters $α$ and $β$ defined by

$$G^{(α,β)}_λ(x_n) = \frac{\det \left( x_j^{λ_i+n-i-1} (1+βx_j)^{i-1} (1-αx_j)^{-λ_i} \right)}{\prod_{1≤i<j≤n} (x_i-x_j)},$$

where $x_n = (x_1,\ldots,x_n)$ is a sequence of $n$ indeterminants, and defined $G^{(0,β)}_λ(x)$ to be the limit of $G^{(α,β)}_λ(x_n)$ as $n→∞$. When $α = 0$, the canonical stable Grothendieck polynomial $G^{(0,β)}_λ(x)$ reduces to the stable β-Grothendieck polynomial indexed by $λ$. He also defined the dual canonical stable Grothendieck polynomials $g^{(α,β)}_λ(x)$ by the relation

$$\langle G^{(-α,-β)}_μ(x), g^{(α,β)}_λ(x) \rangle = δ_{λ,μ},$$

where $⟨-,-⟩$ is the Hall inner product. Yeliussizov [39] showed that these polynomials behave nicely as Schur functions under the involution $ω$:

$$ω(G^{(α,β)}_λ(x)) = G^{(β,α)}_λ(x) \quad \text{and} \quad ω(g^{(α,β)}_λ(x)) = g^{(β,α)}_λ(x).$$

Moreover, he found combinatorial interpretations for $G^{(α,β)}_λ(x)$ and $g^{(α,β)}_λ(x)$ using hook-valued tableaux and rim border tableaux, respectively.

There are also generalizations of Grothendieck polynomials and their duals with infinite parameters. Motivated by a geometric result in [4], Chan and Pfueger [8] introduced the refined stable Grothendieck polynomials $RG_λ(x;β)$ with parameters $β = (β_1,β_2,\ldots)$. One can think of these new parameters $β$ as a refinement of the parameter $β$ introduced by Fomin and Kirillov. By introducing a statistic on reverse plane partitions, Galashin, Grinberg, and Liu [13] independently defined the refined dual stable Grothendieck polynomials $g_λ(x;β)$. These polynomials $g_λ(x;β)$ are also symmetric in $x$, and generalize both Schur functions and the dual stable Grothendieck polynomials. Although a geometric meaning of these refined parameters has been unknown, the refined dual Grothendieck polynomials have a natural interpretation from probability theory; see [32]. Grinberg showed that $RG_λ(x;β)$ and $g_λ(x;β)$ are dual with respect to the Hall inner product; see [8, Remark 3.9]. This fact is rather surprising since these two polynomials are introduced in quite different contexts.

Note that $RG_λ(x;β)$ and $g_λ(x;β)$ are multi-parameter refinements of $G^{(0,β)}_λ(x)$ and $g^{(0,β)}_λ(x)$, respectively, in the sense that $RG_λ(x;(-β,-β,\ldots)) = G^{(0,β)}_λ(x)$ and $g_λ(x;(β,β,\ldots)) = g^{(0,β)}_λ(x)$. Hence a natural question is to find multi-parameter refinements of $G^{(α,β)}_λ(x)$ and $g^{(α,β)}_λ(x)$ by introducing two infinite sequences $α = (α_1,α_2,\ldots)$ and $β = (β_1,β_2,\ldots)$ of parameters. This is the main objective of this paper.

Since Grothendieck polynomials and their duals are analogues of Schur functions, one may ask what properties of Schur functions have analogues for Grothendieck polynomials. For instance, the Jacobi–Trudi formula for Schur functions is well known:

$$s_λ(x) = \det (h_{λ_i+i+j}(x))_{i,j=1}^{ℓ(λ)},$$

where $ℓ(λ)$ denotes the number of parts of a partition $λ$ and $h_λ(x)$ is the complete homogeneous symmetric function. (For explicit definitions, see Section 2.2.) Various Jacobi–Trudi-like formulas for generalizations of Grothendieck polynomials have been studied in the literature; see, e.g., [11, 19, 21, 28, 32, 35, 39].

Besides the Jacobi–Trudi-like formula, Grothendieck polynomials have been studied from various points of view. In particular, it is known that Grothendieck polynomials have integrable
vertex models [5] [7] [10] [31] [32] [38], crystal structures [12] [17] [33], and probabilistic models [32] [40].

In this paper, motivated by these previous works, we introduce refined canonical stable Grothendieck polynomials $G_\lambda(x_n; \alpha, \beta)$ and their duals $g_\lambda(x_n; \alpha, \beta)$ with infinite parameters $\alpha = (\alpha_1, \alpha_2, \ldots)$ and $\beta = (\beta_1, \beta_2, \ldots)$, and furthermore their skew versions. We give Jacobi–Trudi-like formulas, combinatorial models, Schur expansions, Schur positivity, and dualities of these polynomials. Our generalization unifies all generalizations of Grothendieck polynomials mentioned above, and the Jacobi–Trudi-like formulas in this paper generalize those in the literature.

1.2. Main results. Let $x = (x_1, x_2, \ldots)$, $x_n = (x_1, \ldots, x_n)$ be sequences of parameters, and $\alpha = (\alpha_1, \alpha_2, \ldots)$, $\beta = (\beta_1, \beta_2, \ldots)$ sequences of parameters.

We generalize the canonical stable Grothendieck polynomials in (1.1) as follows.

**Definition 1.1.** For a partition $\lambda$ with at most $n$ parts, the refined canonical stable Grothendieck polynomial $G_\lambda(x_n; \alpha, \beta)$ is defined by

$$G_\lambda(x_n; \alpha, \beta) = \frac{\det \left( x_{i,j} \cdot \prod_{1 \leq i < j \leq n} (x_i - x_j) \right)}{\prod_{i,j} \left( (1 - \alpha_i x_j) \cdots (1 - \alpha_n x_j) \right)}.$$

Note that the numerator on the right hand side of (1.3) is a rational function which vanishes if $x_i = x_j$ for any $1 \leq i < j \leq n$. Hence the right hand side of (1.3) can be written as a rational function whose denominator is a product of factors of the form $1 - \alpha_i x_j$, which in turn can be expanded as geometric series. This shows that $G_\lambda(x_n; \alpha, \beta)$ in (1.3) is a well-defined formal power series.

Note that $G_\lambda(x_n; \alpha, \beta)$ is a formal power series in $x_n$ rather than a polynomial in $x_n$. By abuse of terminology, we will call this a polynomial. In the literature, Grothendieck polynomials are also called Grothendieck functions.

Most formulas in this paper are expressed using plethystic substitution, see Section 2.3 for more explanations on this notion. The following identity is well known in the theory of symmetric functions: for any formal power series $Y$ and $Z$,

$$h_n[Y + Z] = \sum_{a + b = n} h_a[Y]h_b[Z].$$

Imitating this identity, we define

$$h_n[Y \ominus Z] = \sum_{a - b = n} h_a[Y]h_b[Z].$$

Using the notation $\ominus$ we can rewrite (1.3) as follows (see Section 2.3 for a proof):

$$G_\lambda(x_n; \alpha, \beta) = \frac{\det \left( h_{\lambda_i + n - i} \left[ x_j \ominus \left( A_{\lambda_i} - B_{\lambda_i - 1} \right) \right] \right)}{\prod_{1 \leq i < j \leq n} (x_i - x_j)},$$

where $A_k = \alpha_1 + \cdots + \alpha_k$ and $B_k = \beta_1 + \cdots + \beta_k$ for $k \geq 1$, and $A_k = B_k = 0$ for $k \leq 0$.

In [13] [22] [39], the dual Grothendieck polynomials and their generalizations are defined using reverse plane partitions or by the duality with Grothendieck polynomials. We define our generalization of dual Grothendieck polynomials via the following bialternant formula.
Definition 1.2. For a partition $\lambda$ with at most $n$ parts, the refined dual canonical stable Grothendieck polynomial $g_\lambda(x_n; \alpha, \beta)$ is defined by

\[
g_\lambda(x_n; \alpha, \beta) = \frac{\det(h_{\lambda_i+n-i}[x_j - A_{\lambda_i-1} + B_{i-1}])_{1 \leq i, j \leq n}}{\prod_{1 \leq i < j \leq n}(x_i - x_j)}.
\]

Amanov and Yeliussizov [1] found a bialternant formula for the dual Grothendieck polynomials, which is a special case of (1.5). Since we define $G_\lambda(x_n; \alpha, \beta)$ and $g_\lambda(x_n; \alpha, \beta)$ using the bialternant formulas, they are automatically symmetric polynomials.

According to Theorem 3.2 specializing $G_\lambda(x_{n+1}; \alpha, \beta)$ at $x_{n+1} = 0$ gives $G_\lambda(x_n; \alpha, \beta)$. Thus we define $G_\lambda(x; \alpha, \beta)$ to be the unique formal power series such that $G_\lambda(x_1, \ldots, x_n, 0, 0, \ldots; \alpha, \beta) = G_\lambda(x_n; \alpha, \beta)$ for any $n \geq \ell(\lambda)$. We also define $g_\lambda(x; \alpha, \beta)$ similarly.

Using the Cauchy–Binet theorem we obtain Schur expansions for $G_\lambda(x; \alpha, \beta)$ and $g_\lambda(x; \alpha, \beta)$ in Theorem 3.2 and prove the following Jacobi–Trudi-like formulas.

Theorem 1.3. For a partition $\lambda$ with at most $n$ parts, we have

\[
G_\lambda(x_n; \alpha, \beta) = \det (h_{\lambda_i+i+j}[X_n \ominus (A_{\lambda_i} - B_{i-1})])_{i,j=1}^n, \quad \text{and}
\]

\[
g_\lambda(x_n; \alpha, \beta) = \det (h_{\lambda_i+i+j}[X_n - A_{\lambda_i-1} + B_{i-1}])_{i,j=1}^n,
\]

where $X_n = x_1 + \cdots + x_n$.

Using the Schur expansions of $G_\lambda(x; \alpha, \beta)$ and $g_\lambda(x; \alpha, \beta)$, we show the following duality, which justifies the name “refined dual canonical stable Grothendieck polynomial” for $g_\lambda(x; \alpha, \beta)$.

Theorem 1.4. For partitions $\lambda$ and $\mu$,

\[
\langle G_\lambda(x; \alpha, \beta), g_\mu(x; \alpha, \beta) \rangle = \delta_{\lambda, \mu}.
\]

Using lattice paths and the Lindström–Gessel–Viennot lemma, we find combinatorial interpretations for the coefficients in the Schur expansions of $G_\lambda(x; \alpha, \beta)$ and $g_\lambda(x; \alpha, \beta)$ in terms of tableaux; see Theorems 4.3 and 4.4. As a consequence we obtain combinatorial interpretations for these polynomials using pairs of tableaux; see Corollaries 4.6 and 4.9. We also obtain the following positivity phenomena.

Theorem 1.5. The refined canonical stable Grothendieck polynomial $G_\lambda(x; \alpha, -\beta)$ and the refined dual canonical stable Grothendieck polynomial $g_\lambda(x; -\alpha, \beta)$ are Schur-positive, where $-\alpha = (-\alpha_1, -\alpha_2, \ldots)$ and $-\beta = (-\beta_1, -\beta_2, \ldots)$.

Recall that there are two combinatorial models for $G_\lambda(x)$: pairs of tableaux due to Lenart [24] and set-valued tableaux due to Buch [6]. Similarly, Lam and Pylyavskyy [22] found two combinatorial models for $g_\lambda(x)$. Our combinatorial models in Corollaries 4.4 and 4.6 generalize those of Lenart and Lam–Pylyavskyy. In the forthcoming paper [18] we also give the following combinatorial interpretations for $G_\lambda(x; \alpha, \beta)$ and $g_\lambda(x; \alpha, \beta)$ generalizing Buch’s and Lam–Pylyavskyy’s; see [18] for precise definitions of undefined terms.

Theorem 1.6 ([18]). For a partition $\lambda$,

\[
G_\lambda(x; \alpha, \beta) = \sum_{T \in \text{MMSVT}(\lambda)} \text{wt}(T),
\]

\[
g_\lambda(x; \alpha, \beta) = \sum_{T \in \text{MRPP}(\lambda)} \text{wt}(T),
\]

where MMSVT($\lambda$) and MRPP($\lambda$) stand for the set of marked multiset-valued tableaux and marked reverse plane partitions of shape $\lambda$, respectively.
Using the combinatorial interpretations in Theorem 1.4 one can naturally extend the definition of \( G_\lambda(x; \alpha, \beta) \) and \( g_\lambda(x; \alpha, \beta) \) to skew shapes. In our forthcoming paper [15], we show that \( G_{\lambda/\mu}(x; \alpha, \beta) \) and \( g_{\lambda/\mu}(x; \alpha, \beta) \) are symmetric in \( x \), and provide Jacobi–Trudi-like formulas for these polynomials; see Theorem 6.1. As in the canonical stable Grothendieck polynomial case, applying the involution \( \omega \) to these polynomials can be described nicely as follows.

**Theorem 1.7.** For partitions \( \lambda \) and \( \mu \) with \( \mu \subseteq \lambda \), we have

\[
\omega(G_{\lambda/\mu}(x; \alpha, \beta)) = G_{\lambda/\mu}(x; -\beta, -\alpha),
\]

\[
\omega(g_{\lambda/\mu}(x; \alpha, \beta)) = g_{\lambda/\mu}(x; -\beta, -\alpha).
\]

Our generalizations \( G_\lambda(x; \alpha, \beta) \) and \( g_\lambda(x; \alpha, \beta) \) generalize several well-studied variations of Grothendieck polynomials as follows. Here \( \mathbf{0} = (0, 0, \ldots) \), \( \mathbf{1} = (1, 1, \ldots) \), \( \alpha_0 = (\alpha, \alpha, \ldots) \) and \( \beta_0 = (\beta, \beta, \ldots) \).

| Variations of Grothendieck polynomials | introduced in | how to specialize |
|----------------------------------------|---------------|-------------------|
| \( G_{\nu/\lambda}(x) \)              | Buch [9]      | \( G_{\nu/\lambda}(x; \mathbf{0}, \mathbf{1}) \) |
| \( g_{\lambda/\mu}(x) \)              | Lam–Pylvanisky [22] | \( g_{\lambda/\mu}(x; \mathbf{0}, \mathbf{1}) \) |
| \( G_\lambda^{(\alpha, \beta)}(x) \)  | Yeliussizov [39] | \( G_\lambda(x; \alpha_0, -\beta_0) \) |
| \( g_\lambda^{(\alpha, \beta)}(x) \)  | Yeliussizov [39] | \( g_\lambda(x; -\alpha_0, \beta_0) \) |
| \( RG_\sigma(x; \beta) \)            | Chan–Pflueger [8] | \( G_\sigma(x; \mathbf{0}, \beta) \) |
| \( g_{\lambda/\mu}(x; \beta) \)      | Galashin–Grinberg–Liu [13] | \( g_{\lambda/\mu}(x; \mathbf{0}, \beta) \) |

The remainder of the paper is organized as follows. In Section 2 we briefly recall necessary definitions and results in symmetric functions. In Section 3 we give Schur expansions and Jacobi–Trudi-like formulas (Theorem 1.3) for \( G_\lambda(x_n; \alpha, \beta) \) and \( g_\lambda(x_n; \alpha, \beta) \) using the Cauchy–Binet theorem and prove their duality with respect to the Hall inner product. In Section 4 we give tableau models for \( G_\lambda(x; \alpha, \beta) \) and \( g_\lambda(x; \alpha, \beta) \) using lattice paths and the Lindström–Gessel–Viennot lemma. From these combinatorial models, we obtain Schur positivity of \( G_\lambda(x; \alpha, -\beta) \) and \( g_\lambda(x; -\alpha, \beta) \). In Section 5 we modify the Jacobi–Trudi-like formulas in Section 4. The modified formulas are later used to show that \( G_\lambda(x; \alpha, \beta) \) and \( g_\lambda(x; \alpha, \beta) \) defined by bialternant formulas are special cases of their skew versions defined by combinatorial formulas. In Section 6 we give skew Schur expansions for \( G_{\lambda/\mu}(x; \alpha, \beta) \) and \( g_{\lambda/\mu}(x; \alpha, \beta) \). Using these expansions, we show that the refined canonical stable Grothendieck polynomials and their duals behave nicely under the involution \( \omega \). Finally, in Section 7 we suggest some future directions of study.

**2. Preliminaries**

In this section, we set up notations and give the necessary background. Throughout this paper, we denote by \( \mathbb{Z} \) (resp. \( \mathbb{N} \)) the set of integers (resp. nonnegative integers). For \( n \in \mathbb{N} \) we write \( [n] = \{1, 2, \ldots, n\} \).

**2.1. Partitions and tableaux.** A *partition* is a weakly decreasing sequence \( \lambda = (\lambda_1, \ldots, \lambda_\ell) \) of positive integers. Each \( \lambda_i \) is called a *part*, and the *length* \( \ell(\lambda) = \ell \) of \( \lambda \) is the number of parts in \( \lambda \). We will also consider a partition \( \lambda \) as an infinite sequence by appending zeros at the end: \( \lambda = (\lambda_1, \ldots, \lambda_\ell, 0, 0, \ldots) \). In other words, we define \( \lambda_i = 0 \) for \( i > \ell(\lambda) \). We denote by \( \text{Par}_n \) the set of partitions with at most \( n \) parts, and by \( \text{Par} \) the set of all partitions.

The *Young diagram* of a partition \( \lambda = (\lambda_1, \ldots, \lambda_n) \) is the set \( \{(i, j) \in \mathbb{Z}^2 : 1 \leq i \leq n, 1 \leq j \leq \lambda_i\} \). We will identify a partition \( \lambda \) with its Young diagram. Therefore a partition \( \lambda \) is considered as a sequence \( (\lambda_1, \ldots, \lambda_n) \) of integers and also as a set of pairs \( (i, j) \) of integers. Each element \( (i, j) \in \lambda \) is called a *cell* of \( \lambda \). The Young diagram of \( \lambda \) is visualized by placing a square in the
For two partitions \( \lambda, \mu \in \text{Par} \), we write \( \mu \subseteq \lambda \) if \( \mu \) is contained in \( \lambda \) as Young diagrams. Equivalently, \( \mu \subseteq \lambda \) if \( \ell(\mu) \leq \ell(\lambda) \) and \( \mu_i \leq \lambda_i \) for all \( 1 \leq i \leq \ell(\lambda) \). For two partitions \( \lambda, \mu \in \text{Par} \) with \( \mu \subseteq \lambda \), the skew shape \( \lambda/\mu \) is defined to be \( \lambda - \mu = \{(i,j) : 1 \leq i \leq \ell(\lambda), \mu_i < j \leq \lambda_i\} \). We denote by \( |\lambda/\mu| \) the number of cells in \( \lambda/\mu \). We consider a partition \( \lambda \) as the skew shape \( \lambda/\emptyset \) where \( \emptyset \) stands for the empty partition \((0,0,\ldots)\).

A semistandard Young tableau of shape \( \lambda/\mu \) is a filling \( T \) of the cells in \( \lambda/\mu \) with positive integers such that the integers are weakly increasing in each row and strictly increasing in each column. Let \( \text{SSYT}(\lambda/\mu) \) be the set of semistandard Young tableaux of shape \( \lambda/\mu \). See Figure 2.

### 2.2. Symmetric functions

Let \( x = (x_1, x_2, \ldots) \) be a set of formal variables, and \( x_n = (x_1, \ldots, x_n) \). A symmetric polynomial is a polynomial \( f(x_n) \in \mathbb{Q}[x_1, \ldots, x_n] \) that is invariant under permuting the variables. A symmetric function is a formal power series \( f(x) \in \mathbb{Q}[x_1, x_2, \ldots] \) such that \( f(x) \) is of bounded-degree and invariant under permuting the variables. Let \( \Lambda \) be the \( \mathbb{Q} \)-algebra of all symmetric functions in \( \mathbb{Q}[x_1, x_2, \ldots] \). For \( k \geq 0 \), let \( \Lambda^k \) be the subspace of \( \mathbb{Q}[x_1, x_2, \ldots] \) consisting of homogeneous symmetric functions of degree \( k \) together with 0. Then \( \Lambda = \bigoplus_{k \geq 0} \Lambda^k \). The completion \( \hat{\Lambda} \) of \( \Lambda \) is the set of symmetric functions with possibly unbounded degree. In other words, each element \( f \in \hat{\Lambda} \) is of the form \( f = \sum f_k j^k \), where \( f_k \in \Lambda^k \). Good general references for the symmetric function theory are [27] and [36, Chapter 7].

For \( n \geq 1 \), the complete homogeneous symmetric function \( h_n(x) \) is defined to be

\[ h_n(x) = \sum_{i_1 \leq \cdots \leq i_n} x_{i_1} \cdots x_{i_n}, \]

and the elementary symmetric function \( e_n(x) \) is defined to be

\[ e_n(x) = \sum_{i_1 < \cdots < i_n} x_{i_1} \cdots x_{i_n}. \]

By convention, we let \( h_0(x) = e_0(x) = 1 \) and \( h_n(x) = e_n(x) = 0 \) for \( n < 0 \). For a partition \( \lambda = (\lambda_1, \ldots, \lambda_k) \), we define \( h_\lambda(x) = h_{\lambda_1}(x) \cdots h_{\lambda_k}(x) \) and \( e_\lambda(x) = e_{\lambda_1}(x) \cdots e_{\lambda_k}(x) \). It is well
known that \( \{ h_\lambda(x) : |\lambda| = k \} \) and \( \{ e_\lambda(x) : |\lambda| = k \} \) are bases for \( \Lambda^k \), \( k \geq 0 \). Hence each of the two families \( \{ h_1(x), h_2(x), \ldots \} \) and \( \{ e_1(x), e_2(x), \ldots \} \) is algebraically independent, and we have \( \Lambda = \mathbb{Q}[h_1(x), h_2(x), \ldots] = \mathbb{Q}[e_1(x), e_2(x), \ldots] \). Define an endomorphism \( \omega \) of the \( \mathbb{Q} \)-algebra \( \Lambda \) given by

\[
\omega : \Lambda \longrightarrow \Lambda \\
h_n(x) \longmapsto e_n(x).
\]

It is well known that the map \( \omega \) is an involution, i.e., \( \omega^2 = \text{id}_\Lambda \).

Another important basis is the Schur function basis. For a partition \( \lambda \in \text{Par}_n \), the Schur polynomial \( s_\lambda(x_n) \) of shape \( \lambda \) is defined as follows:

\[
s_\lambda(x_n) = \det(x_j^{\lambda_i+n-i})_{1 \leq i,j \leq n} / \prod_{1 \leq i < j \leq n} (x_i - x_j).
\]

The Schur function \( s_\lambda(x) \) is defined to be the coefficient-wise limit of \( s_\lambda(x_n) \) as \( n \to \infty \). By definition, Schur functions are symmetric, and it is known that \( \{ s_\lambda(x) : |\lambda| = k \} \) is a basis for \( \Lambda^k \), \( k \geq 0 \). They have a combinatorial description which naturally extends to skew shapes as follows. For partitions \( \lambda \) and \( \mu \) with \( \mu \subseteq \lambda \), the Schur function \( s_{\lambda/\mu}(x) \) of shape \( \lambda/\mu \) is defined to be the generating function for semistandard Young tableaux of shape \( \lambda/\mu \):

\[
s_{\lambda/\mu}(x) = \sum_{T \in \text{SSYT}(\lambda/\mu)} x^T,
\]

where \( x^T = x_1^{m_1} x_2^{m_2} \ldots \) and \( m_i \) is the number of appearances of \( i \) in \( T \). Schur functions of skew shapes are also symmetric.

The Hall inner product is the inner product on \( \Lambda \) defined by

\[
\langle s_\lambda(x), s_\mu(x) \rangle = \delta_{\lambda,\mu}.
\]

This inner product is naturally extended to \( \hat{\Lambda} \times \Lambda \) because every element \( f \in \hat{\Lambda} \) can be written as \( f = \sum_{\lambda \in \text{Par}} c_\lambda s_\lambda(x) \). Note, however, that it cannot be extended to \( \hat{\Lambda} \times \Lambda \) in the natural way since, for instance, \( \langle \sum_{n \geq 0} s_{(n)}(x), \sum_{n \geq 0} (-1)^n s_{(n)}(x) \rangle = \sum_{n \geq 0} (-1)^n \) does not converge.

The Jacobi–Trudi formula and its dual expansions of Schur functions in terms of \( h_n(x) \) and \( e_n(x) \) as determinants: for partitions \( \mu \subseteq \lambda \),

\[
s_{\lambda/\mu}(x) = \det (h_{\lambda_i-\mu_j-i+j}(x))_{i,j=1}^{\ell(\lambda)}, \text{ and }
\]

\[
s_{\lambda'/\mu'}(x) = \det (e_{\lambda_i-\mu_j-i+j}(x))_{i,j=1}^{\ell(\lambda')}.
\]

Since the involution \( \omega \) is an algebra homomorphism, we have

\[
\omega \left( s_{\lambda/\mu}(x) \right) = s_{\lambda'/\mu'}(x).
\]

In this paper, we consider the completion \( \hat{\Lambda}_{\mathbb{Q}[\alpha,\beta]} \) of \( \Lambda_{\mathbb{Q}[\alpha,\beta]} = \mathbb{Q}[\alpha,\beta] \otimes \Lambda \) instead of \( \Lambda \), because the stable Grothendieck polynomials are unbounded-degree symmetric functions, and our generalizations, \( G_\lambda(x; \alpha, \beta) \) and \( g_\lambda(x; \alpha, \beta) \), need countably many additional parameters \( \alpha_1, \alpha_2, \ldots, \beta_1, \beta_2, \ldots \). Moreover, we lift the Hall inner product from \( \hat{\Lambda} \times \Lambda \) to \( \hat{\Lambda}_{\mathbb{Q}[\alpha,\beta]} \times \Lambda_{\mathbb{Q}[\alpha,\beta]} \) via \( \mathbb{Q}[\alpha,\beta] \)-bilinearity.
2.3. Plethystic substitutions. We define plethystic substitution via the power sum symmetric functions. For \( n \geq 1 \), the power sum symmetric function \( p_n(x) \) is defined to be
\[
p_n(x) = x_1^n + x_2^n + \cdots,
\]
and \( p_\lambda(x) := p_{\lambda_1}(x) \cdots p_{\lambda_\ell}(x) \) for a partition \( \lambda = (\lambda_1, \ldots, \lambda_\ell) \) with \( \ell(\lambda) = \ell \geq 1 \) and \( p_0(x) := 1 \).

Then \( \{p_\lambda(x)\}_{\lambda \in \text{Par}} \) is also a basis for \( \Lambda \), and \( \Lambda = \mathbb{Q}[p_1(x), p_2(x), \ldots] \).

For a formal power series \( Z \in \mathbb{Q}[[z_1, z_2, \ldots]] \), the plethystic substitution \( p_n[Z] \) of \( Z \) into \( p_n(x) \) is defined to be the formal power series obtained from \( Z \) by replacing each \( z_i \) by \( z_i^n \). Since \( \{p_n(x)\}_{n \geq 1} \) are algebraically independent, and generate \( \Lambda \), we can extend \( p_n[Z] \) to the plethystic substitution \( f[Z] \) into any symmetric function \( f(x) \). By definition,
\[
f[z_1 + z_2 + \cdots] = f(z_1, z_2, \ldots).
\]

For more properties of plethystic substitution, we refer the reader to [26].

For integers \( r, s, \) and \( n \), we define
\[
X = x_1 + x_2 + \cdots, \quad X_n = x_1 + x_2 + \cdots + x_n, \quad X_{[r,s]} = x_r + x_{r+1} + \cdots + x_s,
\]
\[
A_n = \alpha_1 + \alpha_2 + \cdots + \alpha_n, \quad B_n = \beta_1 + \beta_2 + \cdots + \beta_n,
\]
where \( X_n = A_n = B_n = 0 \) if \( n \leq 0 \) and \( X_{[r,s]} = 0 \) if \( r > s \).

In this paper, we only consider the plethystic substitution into \( h_n(x) \) and \( e_n(x) \). We will use the following well-known properties frequently, which follows from [26, Theorem 6] and [20, Proposition 2.1].

**Proposition 2.1.** For \( n \geq 0 \) and \( Z \in \mathbb{Q}[[z_1, z_2, \ldots]] \), we have
\[
h_n[-Z] = (-1)^n e_n[Z] \quad \text{and} \quad e_n[-Z] = (-1)^n h_n[Z].
\]

For \( Z_1, Z_2 \in \mathbb{Q}[[z_1, z_2, \ldots]] \),
\[
h_n[Z_1 + Z_2] = \sum_{a+b=n} h_a[Z_1] h_b[Z_2] \quad \text{and} \quad e_n[Z_1 + Z_2] = \sum_{a+b=n} e_a[Z_1] e_b[Z_2].
\]

The following lemma will be used in Section 3.

**Lemma 2.2 ([21, Lemma 5.2]).** Suppose that \( Z \) is any formal power series, \( z \) is a single variable, and \( c \in \{0, 1\} \). Then we have
\[
h_m[Z] = h_m[Z - cz] + cz h_{m-1}[Z].
\]

We introduce a novel notation \( \ominus \) as follows.

**Definition 2.3.** For \( n \in \mathbb{Z} \) and \( Z_1, Z_2 \in \mathbb{Q}[[z_1, z_2, \ldots]] \) with no constant terms,
\[
h_n[Z_1 \ominus Z_2] = \sum_{a+b=n} h_a[Z_1] h_b[Z_2] \quad \text{and} \quad e_n[Z_1 \ominus Z_2] = \sum_{a+b=n} e_a[Z_1] e_b[Z_2].
\]

Informally, the notation \( Z_1 \ominus Z_2 \) can be considered as \( Z_1 + Z_2 \) regarding each variable \( z_i \) used in \( Z_2 \) as a variable of degree \(-1\). The special case \( h_n[X \ominus X] = \sum_{k \geq 0} h_{n+k}[X] h_k[X] \) of this notation is considered in [3] in order to express \( \sum_{\lambda \in \text{Par}} s_\lambda(x) \); see also [26, Exercise 7.16].

We remark some properties of this notation \( Z_1 \ominus Z_2 \). First, in the sum of the above definition of \( h_n[Z_1 \ominus Z_2] \) (resp. \( e_n[Z_1 \ominus Z_2] \)) there can be infinitely many nonzero terms \( h_a[Z_1] h_b[Z_2] \) (resp. \( e_a[Z_1] e_b[Z_2] \)). Second, even if \( n < 0 \), \( h_n[Z_1 \ominus Z_2] \) and \( e_n[Z_1 \ominus Z_2] \) can be nonzero. For example,
\[
h_{-2}[z_1 \ominus z_2] = \sum_{k \geq 0} h_k[z_1] h_{k+2}[z_2] = \sum_{k \geq 0} z_1^k z_2^{k+2}.
\]
We also note that, contrary to the usual plethystic substitution, $f[Z_1 \otimes Z_2]$ cannot be defined for all symmetric functions $f(x)$ uniformly. For instance, we have $h_1(x) = e_1(x)$ but $h_1[z_1 \otimes z_2] \neq e_1[z_1 \otimes z_2]$.

Now we show the equivalence of the two bialternant formulas (1.3) and (1.4) for $G_\lambda(x; \alpha, \beta)$. We first need the following lemma.

**Lemma 2.4.** For $r, s \in \mathbb{Z}$, we have

$$\sum_{k \geq 0} h_k[A_r - B_s]x^k = \frac{(1 - \beta_1 x) \cdots (1 - \beta_x x)}{(1 - \alpha_1 x) \cdots (1 - \alpha_x x)}.$$  

**Proof.** By Proposition 2.1, $h_k[A_r - B_s] = \sum_{i=0}^k h_i[A_r](-1)^{k-i}e_{k-i}B_s$. Thus the left hand side of the equation is equal to

$$\sum_{k \geq 0} \sum_{i=0}^k h_i[A_r](-1)^{k-i}e_{k-i}B_s x^k = \sum_{i \geq 0} h_i[A_r]x^i \sum_{j \geq 0} (-1)^j e_j[B_s]x^j.$$  

Then, by (2.1), the well-known identities

$$\sum_{i \geq 0} h_i(\alpha_1, \ldots, \alpha_r)x^i = \frac{1}{(1 - \alpha_1 x) \cdots (1 - \alpha_r x)}, \quad \sum_{i \geq 0} e_i(\beta_1, \ldots, \beta_s)x^i = (1 + \beta_1 x) \cdots (1 + \beta_s x)$$

complete the proof. \hfill \Box

By Lemma 2.4 we obtain that (1.3) and (1.4) are equivalent as follows:

$$h_{\lambda_i+n-i}[x_j \otimes (A_{\lambda_i} - B_{i-1})] = \sum_{k \geq 0} h_{\lambda_i+n-i+k}(x_j)h_k[A_{\lambda_i} - B_{i-1}]$$

$$= x_j^{\lambda_i+n-i} \sum_{k \geq 0} x_j^k h_k[A_{\lambda_i} - B_{i-1}] = x_j^{\lambda_i+n-i} \frac{(1 - \beta_1 x_j) \cdots (1 - \beta_i x_j)}{(1 - \alpha_1 x_j) \cdots (1 - \alpha_{\lambda_i} x_j)}.$$  

Finally, we give simple lemmas which will be used in later sections.

**Lemma 2.5.** Let $\lambda, \mu \in \text{Par}_n$ with $\mu \not\subseteq \lambda$ and let $Z_{i,j}$ be any formal power series for $1 \leq i, j \leq n$. Then

$$\det (h_{\lambda_i-\mu_j-i+j}[Z_{i,j}])_{i,j=1}^n = \det (e_{\lambda_i-\mu_j-i+j}[Z_{i,j}])_{i,j=1}^n = 0.$$  

**Proof.** We use the same argument in [27] Ch 1, (5.7)]. By assumption, we have $\mu_k > \lambda_k$ for some $1 \leq k \leq n$. For $1 \leq j \leq k \leq i \leq n$, we have $\mu_j \geq \mu_k > \lambda_k \geq \lambda_i$ so that $\lambda_i - \mu_j - i + j < 0$. This implies that the $(i, j)$-entry of the matrix for each determinant equals 0. Therefore, using elementary linear algebra, we conclude that each determinant equals 0. \hfill \Box

Note that in Lemma 2.5 each $Z_{i,j}$ must be a formal power series and not of the form $Z_{i,j} = A_{i,j} \otimes B_{i,j}$. Indeed, if $\lambda = 0$, $\mu = (2)$, $n = 1$, and $Z_{1,1} = z_1 \otimes z_2$, then the first determinant in this lemma is $h_{-2}[z_1 \otimes z_2] \neq 0$ as shown in (2.2).

**Lemma 2.6.** Let $\lambda, \mu \in \text{Par}_n$ with $\mu \not\subseteq \lambda$ and let $Z_{i,j}$ be any formal power series for $1 \leq i, j \leq n$. If $1 \leq k \leq n$ is an integer such that $\lambda_k = \mu_k$, then

$$\det (h_{\lambda_i-\mu_j-i+j}[Z_{i,j}])_{i,j=1}^n = \det (h_{\lambda_i-\mu_j-i+j}[Z_{i,j}])_{i,j=1}^{k-1} \det (h_{\lambda_i-\mu_j-i+j}[Z_{i,j}])_{i,j=k+1}^n.$$  

**Proof.** If $1 \leq j \leq k \leq i \leq n$ and $j < i$, then $h_{\lambda_i-\mu_j-i+j}[Z_{i,j}] = 0$ because

$$\lambda_i - \mu_j - i + j \leq \lambda_k - \mu_k - 1 = -1 < 0.$$  

Thus the matrix on the left hand side is a block triangular matrix and since $h_{\lambda_i-\mu_j-i+j}[Z_{i,j}] = 1$ for $i = j = k$, we obtain the identity. \hfill \Box
Lemma 2.7. Let \( \lambda, \mu \in \text{Par}_n \) with \( \mu \subseteq \lambda \) and let \( Z_{i,j} \) be any formal power series for \( 1 \leq i, j \leq n \). Then for any \( m \geq n \), we have
\[
\det \left( h_{\lambda_i - \mu_j - i + j}[Z_{i,j}] \right)_{i,j=1}^m = \det \left( h_{\lambda_i - \mu_j - i + j}[Z_{i,j}] \right)_{i,j=1}^n.
\]

Proof. Since \( m \geq n \), we can consider \( \lambda \) and \( \mu \) as partitions in \( \text{Par}_m \) with \( \lambda_i = \mu_i = 0 \) for \( n + 1 \leq i \leq m \). Applying Lemma 2.6 repeatedly for \( k = m, m - 1, \ldots, n + 1 \) gives this lemma.

\( \square \)

3. Schur Expansions, Jacobi–Trudi-like Formulas, and Duality

In this section, we give Schur expansions and Jacobi–Trudi-like formulas for \( G_\lambda(x; \alpha, \beta) \) and \( g_\lambda(x; \alpha, \beta) \) using the Cauchy–Binet theorem. We also show the duality between \( G_\lambda(x; \alpha, \beta) \) and \( g_\lambda(x; \alpha, \beta) \) with respect to the Hall inner product.

We need some notation for matrices. We write \( P = (p_{i,j})_{i \in I, j \in J} \) to mean that \( P \) is a matrix with row index set \( I \) and column index set \( J \). For \( P = (p_{i,j})_{i \in I, j \in J}, K \subseteq I, \) and \( L \subseteq J \), we define
\[
P_K = (p_{i,j})_{i \in K, j \in J}, \quad P_L = (p_{i,j})_{i \in I, j \in L}, \quad P_{KL} = (p_{i,j})_{i \in K, j \in L}.
\]
For \( \lambda, \mu \in \text{Par}_n \), \( P = (p_{i,j})_{i \in [n], j \in \mathbb{N}} \), \( Q = (q_{i,j})_{i \in \mathbb{N}, j \in [n]} \), and \( R = (r_{i,j})_{i \in \mathbb{N}, j \in \mathbb{N}} \), we also define
\[
P^\lambda := (p_{i,i+n-j})_{1 \leq i,j \leq n}, \quad Q^\lambda := (q_{i,i+n-j})_{1 \leq i,j \leq n}, \quad R^\mu := (r_{i,i+n-j})_{1 \leq i,j \leq n}.
\]

The following lemma is a useful tool in this paper.

Lemma 3.1 (Cauchy–Binet theorem for partitions). Suppose that \( P = (p_{i,j})_{i \in [n], j \in \mathbb{N}} \) and \( Q = (q_{i,j})_{i \in \mathbb{N}, j \in [n]} \) are matrices such that each entry in \( PQ \) is well defined as a series. Then we have
\[
\det(PQ) = \sum_{\mu \in \text{Par}_n} (\det P^\mu)(\det Q^\mu).
\]

Proof. By the Cauchy–Binet theorem, we have
\[
\det(PQ) = \sum_{I \subseteq [n], |I| = n} (\det P^I)(\det Q_I).
\]
For a partition \( \mu \in \text{Par}_n \), we write \([\mu] := \{ \mu_n < \mu_{n-1} + 1 < \cdots < \mu_1 + n - 1 \} \subseteq \mathbb{N} \). One can easily check that the map \( \mu \mapsto [\mu] \) is a bijection from \( \text{Par}_n \) to \( \{ I \subseteq \mathbb{N} : |I| = n \} \). Then we can rewrite the right hand side of (3.1) as \( \sum_{\mu \in \text{Par}_n} (\det P^{[\mu]})(\det Q^{[\mu]}) \), where \( P^{[\mu]} = (p_{i,i+\mu_i-i+j})_{i,j \in [n]} \) and \( Q^{[\mu]} = (q_{i,i+\mu_i-i+j})_{i,j \in [n]} \). Since \( \det P^{[\mu]} = (-1)^{n(n-1)/2} \det P^\mu \), and \( \det Q^{[\mu]} = (-1)^{n(n-1)/2} \det Q^\mu \), we obtain the result.

For \( \lambda, \mu \in \text{Par}_n \), define
\[
C_{\lambda,\mu}(\alpha, \beta) = \det \left( h_{\lambda_i - \mu_j - i + j}[A_{\lambda_j} - B_{j-1}] \right)_{i,j=1}^n,
\]
\[
c_{\lambda,\mu}(\alpha, \beta) = \det \left( h_{\lambda_i - \mu_j - i + j}[-A_{\lambda_i-1} + B_{i-1}] \right)_{i,j=1}^n.
\]
Note that by Lemmas 2.6 and 2.7, \( C_{\lambda,\mu}(\alpha, \beta) \) and \( c_{\lambda,\mu}(\alpha, \beta) \) are independent of the choice of \( n \) provided \( \lambda, \mu \in \text{Par}_n \). In particular, we can write
\[
C_{\lambda,\mu}(\alpha, \beta) = \det \left( h_{\lambda_i - \mu_j - i + j}[A_{\lambda_j} - B_{j-1}] \right)_{i,j=1}^{\max(\ell(\lambda), \ell(\mu))},
\]
\[
c_{\lambda,\mu}(\alpha, \beta) = \det \left( h_{\lambda_i - \mu_j - i + j}[-A_{\lambda_i-1} + B_{i-1}] \right)_{i,j=1}^{\max(\ell(\lambda), \ell(\mu))}.
\]
Therefore we obtain the first identity (3.7) from the above identity and (3.5).

Thus, for a fixed $\lambda \in \text{Par}$, and any family $\{f_\mu\}_{\mu \in \text{Par}}$ of elements in $\hat{\Lambda}$, we have

$$(3.5) \quad \sum_{\mu \in \text{Par}} C_{\lambda,\mu}(\alpha,\beta)f_\mu = \sum_{\mu \geq \lambda} C_{\lambda,\mu}(\alpha,\beta)f_\mu,$$

$$(3.6) \quad \sum_{\mu \in \text{Par}} c_{\lambda,\mu}(\alpha,\beta)f_\mu = \sum_{\mu \leq \lambda} c_{\lambda,\mu}(\alpha,\beta)f_\mu.$$
\[ h_{\lambda_i+n-j}[x_i-A\lambda_i-1+B_{j-1}] = \sum_{k \geq 0} x_i^k h_{\lambda_i+n-j-k}[-A\lambda_i-1+B_{j-1}], \]

and the matrices
\[ P = (x_i^j) \in [n], \quad R = (h_{\lambda_i+n-j-i}[-A\lambda_i-1+B_{j-1}]) \in [n]. \]

By taking the limit \( n \to \infty \) in Theorem 3.2 we obtain the following corollary.

**Corollary 3.3.** For \( \lambda \in \text{Par} \), we have
\[
G_{\lambda}(x; \alpha, \beta) = \sum_{\mu \subset \lambda} C_{\lambda, \mu}(\alpha, \beta)s_{\mu}(x),
\]
(3.9)
\[
g_{\lambda}(x; \alpha, \beta) = \sum_{\mu \subset \lambda} c_{\lambda, \mu}(\alpha, \beta)s_{\mu}(x).
\]
(3.10)

We can apply the Cauchy–Binet theorem again to the Schur expansions in Theorem 3.2 to obtain Jacobi–Trudi-like formulas.

**Theorem 3.4.** For \( \lambda \in \text{Par}_n \), we have
\[
G_{\lambda}(x_n; \alpha, \beta) = \det (h_{\lambda_i-i+j}[X_n \ominus (A\lambda_i - B_{i-1})])_{i,j=1}^n,
\]
(3.11)
\[
g_{\lambda}(x_n; \alpha, \beta) = \det (h_{\lambda_i-i+j}[X_n - A\lambda_i-1 + B_{j-1}])_{i,j=1}^n.
\]
(3.12)

**Proof.** Let
\[
P = (h_{j-(\lambda_i+n-i)}[A\lambda_i - B_{i-1}])_{i,j \in [n]}, \quad Q = (h_{i-(n-j)}[X_n])_{i \in [n], j \in [n]}.
\]
Then
\[
\det P^\mu = \det (h_{\mu_i+n-j-(\lambda_i+n-i)}[A\lambda_i - B_{i-1}])_{i,j \in [n]} = C_{\lambda, \mu}(\alpha, \beta),
\]
\[
\det Q_\mu = \det (h_{\mu_i-n-i-(n-j)}[X_n])_{i,j \in [n]} = \det (h_{\mu_i-i+j}[X_n])_{i,j \in [n]} = s_\mu(x_n),
\]
where the last equality is essentially the classical Jacobi–Trudi identity \([12]\). Thus, by (3.7) and Lemmas 2.5 and 3.1 we have
\[
G_{\lambda}(x_n; \alpha, \beta) = \sum_{\mu \subset \lambda} \det P^\mu \det Q_\mu = \sum_{\mu \in \text{Par}_n} \det P^\mu \det Q_\mu = \det (PQ).
\]

On the other hand,
\[
\det(PQ) = \det \left( \sum_{k \geq 0} h_{k-(\lambda_i+n-i)}[A\lambda_i - B_{i-1}]h_{k-(n-j)}[X_n] \right)_{i,j=1}^n
\]
\[
= \det \left( \sum_{a-b=\lambda_i-i+j} h_a[X_n]h_b[A\lambda_i - B_{i-1}] \right)_{i,j=1}^n
\]
\[
= \det (h_{\lambda_i-i+j}[X_n \ominus (A\lambda_i - B_{i-1})])_{i,j=1}^n,
\]
where the second equality is obtained by first considering the sum over all \( k \in \mathbb{Z} \) and then using the fact \( h_m(x) = 0 \) for \( m < 0 \). This shows the first identity (3.11).

The second identity (3.12) can be proved similarly by observing \( c_{\lambda, \mu}(\alpha, \beta) = \det R^\mu \) and \( s_\mu(x_n) = \det Q_\mu \), where
\[
R = (h_{\lambda_i+n-j-i}[-A\lambda_i-1+B_{j-1}])_{i,j \in [n]}, \quad Q = (h_{i-(n-j)}[X_n])_{i \in [n], j \in [n]}.
\]
\[ \square \]

Finally, we show the duality between \( G_{\lambda}(x; \alpha, \beta) \) and \( g_{\lambda}(x; \alpha, \beta) \) with respect to the Hall inner product using their Schur expansions.
\textbf{Theorem 3.5.} For $\lambda, \mu \in \text{Par}$, we have
\[ \langle G_\lambda(x; \alpha, \beta), g_\mu(x; \alpha, \beta) \rangle = \delta_{\lambda, \mu}. \]

\textbf{Proof.} By Corollary 3.3 we obtain
\[ \langle G_\lambda(x; \alpha, \beta), g_\mu(x; \alpha, \beta) \rangle = \left( \sum_{\nu \geq \lambda} C_{\lambda, \nu}(\alpha, \beta) s_\nu(x), \sum_{\rho \leq \mu} c_{\mu, \rho}(\alpha, \beta) s_\rho(x) \right) \]
\[ = \sum_{\lambda \leq \nu \leq \mu} C_{\lambda, \nu}(\alpha, \beta) c_{\mu, \nu}(\alpha, \beta). \]

Thus, if $\lambda \not\subseteq \mu$, then $\langle G_\lambda(x; \alpha, \beta), g_\mu(x; \alpha, \beta) \rangle = 0$ and the theorem holds. Therefore we may assume $\lambda \subseteq \mu$.

Fix an integer $n$ such that $\lambda, \mu \in \text{Par}_n$ and let
\[ P = (h_{\mu_i + n - i - j}[ - A_{\mu_i - 1} + B_{i - 1} ] )_{i, j \in [n]} \quad Q = (h_{i - (\lambda_i + n - j)}[ A_{\lambda_j} - B_{j - 1} ] )_{i, j \in [n]}. \]

Then
\[ c_{\mu, \nu}(\alpha, \beta) = \det (h_{\mu_i - \nu_j - i + j}[ - A_{\mu_i - 1} + B_{i - 1} ] )_{i, j = 1}^n = \det P', \]
\[ C_{\lambda, \nu}(\alpha, \beta) = \det (h_{\nu_i - \lambda_j - i + j}[ A_{\lambda_j} - B_{j - 1} ] )_{i, j = 1}^n = \det Q'. \]

Thus, by (3.13) and Lemmas 2.5 and 3.1 we have
\[ \langle G_\lambda(x; \alpha, \beta), g_\mu(x; \alpha, \beta) \rangle = \sum_{\lambda \leq \nu \leq \mu} \det P' \det Q' = \sum_{\nu \in \text{Par}_n} \det P' \det Q' = \det (PQ). \]

On the other hand, the $(i, j)$-entry of $PQ$ is
\[ \sum_{k \geq 0} h_{\mu_i + n - i - k}[ - A_{\mu_i - 1} + B_{i - 1} ] h_{k - (\lambda_j + n - j)}[ A_{\lambda_j} - B_{j - 1} ] = h_{\mu_i - \lambda_j - i + j}[ A_{\lambda_j} - B_{j - 1} - A_{\mu_i - 1} + B_{i - 1} ]. \]

Therefore we obtain
\[ \langle G_\lambda(x; \alpha, \beta), g_\mu(x; \alpha, \beta) \rangle = \det (h_{\mu_i - \lambda_j - i + j}[ A_{\lambda_j} - B_{j - 1} - A_{\mu_i - 1} + B_{i - 1} ] )_{i, j = 1}^n. \]

It suffices to show that if $\lambda \subseteq \mu$, then
\[ \det (h_{\mu_i - \lambda_j - i + j}[ A_{\lambda_j} - B_{j - 1} - A_{\mu_i - 1} + B_{i - 1} ] )_{i, j = 1}^n = \delta_{\lambda, \mu}. \]

We proceed by induction on $n$. It is clear when $n = 0$. Let $n \geq 1$ and suppose (3.15) holds for all integers less than $n$. If there is an integer $1 \leq k \leq n$ with $\mu_k = \lambda_k$, then by Lemma 2.6 we can reduce the size of $n$ and use the induction hypothesis (after shifting the indices of $\beta_i$ in the second matrix in the right hand side of the lemma by $k$). Therefore we may assume $\mu_k \geq \lambda_k + 1$ for all $1 \leq k \leq n$.

In this case it suffices to prove this claim: the matrix in (3.15) is a lower triangular matrix whose diagonal entries are all zero. Let $1 \leq i \leq j \leq n$. Then $\mu_i \geq \mu_j \geq \lambda_j + 1$ and therefore $\mu_i - \lambda_j - i + j > 0$ and the $(i, j)$-entry in (3.15) is equal to
\[ \det (h_{\mu_i - \lambda_j - i + j}[ - \alpha_{\lambda_j + 1} - \ldots - \alpha_{\mu_i - 1} - \beta_i - \ldots - \beta_{j - 1} ] ) = (-1)^{\mu_i - \lambda_j - i + j} e_{\mu_i - \lambda_j - i + j}(\alpha_{\lambda_j + 1}, \ldots, \alpha_{\mu_i - 1}, \beta_i, \ldots, \beta_{j - 1}). \]

Since $\mu_i - \lambda_j - i + j$ is greater than the number of variables in the above elementary symmetric function, the $(i, j)$-entry is equal to 0. This shows the claim and the proof follows by induction. \qed
By Theorem 3.5 and (3.13), and (3.14) and (3.4), for any \( \lambda, \mu \in \text{Par} \),
\[
\sum_{\nu} c_{\mu, \nu}(\alpha, \beta) c_{\nu, \mu}(\alpha, \beta) = \delta_{\lambda, \mu}.
\]  
We also claim that the two matrices \((C_{\lambda, \nu}(\alpha, \beta))_{\lambda, \nu \in \text{Par}}\) and \((c_{\mu, \lambda}(\alpha, \beta))_{\lambda, \mu \in \text{Par}}\) are inverses of each other. To derive this from (3.16), it is enough to show that the matrix \((C_{\lambda, \mu}(\alpha, \beta))_{\lambda, \mu \in \text{Par}}\) is invertible. Due to (3.4a) and the fact that \(\sum_{\lambda, \mu} c_{\mu, \lambda}(\alpha, \beta)\) is locally nilpotent, and \(\sum_{k \geq 0} (I - (C_{\lambda, \mu}(\alpha, \beta))_{\lambda, \mu \in \text{Par}})^k\) serves as an inverse of the matrix \((C_{\lambda, \mu}(\alpha, \beta))_{\lambda, \mu \in \text{Par}}\) where \(I = (\delta_{\lambda, \mu})_{\lambda, \mu \in \text{Par}}\). The claim gives us
\[
\sum_{\nu} c_{\nu, \lambda}(\alpha, \beta) C_{\mu, \nu}(\alpha, \beta) = \delta_{\lambda, \mu}.
\]  

As consequences of Theorem 3.5, we have the following corollaries: a Cauchy-type identity and Grothendieck expansions of a Schur function.

**Corollary 3.6.** We have
\[
\prod_{i,j \geq 1} \frac{1}{1 - x_i y_j} = \sum_{\lambda \in \text{Par}} G_\lambda(x; \alpha, \beta) g_\lambda(y; \alpha, \beta),
\]  
where \(x = (x_1, x_2, \ldots)\) and \(y = (y_1, y_2, \ldots)\).

**Proof.** We proceed similarly as in the proof of [27, p. 63, (4.6)]. The right hand side is
\[
\sum_{\lambda} \sum_{\mu} C_{\lambda, \mu}(\alpha, \beta) s_{\mu}(x) \sum_{\nu} C_{\lambda, \nu}(\alpha, \beta) s_{\nu}(y) = \sum_{\nu} \left( \sum_{\lambda} C_{\lambda, \nu}(\alpha, \beta) c_{\lambda, \nu}(\alpha, \beta) \right) s_{\nu}(x) s_{\nu}(y).
\]
By (3.17), the above sum is equal to \(\sum_{\mu} s_{\mu}(x) s_{\mu}(y)\). The Cauchy identity \(\sum_{\mu} s_{\mu}(x) s_{\mu}(y) = \prod_{i,j \geq 1} (1 - x_i y_j)^{-1}\) completes the proof. \(\square\)

Since \((C_{\lambda, \mu}(\alpha, \beta))_{\lambda, \mu \in \text{Par}}\) is the inverse of \((c_{\mu, \lambda}(\alpha, \beta))_{\lambda, \mu \in \text{Par}}\), Corollary 3.3 implies the following result.

**Corollary 3.7.** For \(\lambda \in \text{Par}\), we have
\[
s_\lambda(x) = \sum_{\mu \subseteq \lambda} c_{\mu, \lambda}(\alpha, \beta) G_\mu(x; \alpha, \beta),
\]
\[
s_\lambda(x) = \sum_{\mu \subseteq \lambda} C_{\mu, \lambda}(\alpha, \beta) g_\mu(x; \alpha, \beta).
\]

By Theorem 3.5 both \(\{G_\lambda(x; \alpha, \beta)\}_{\lambda \in \text{Par}}\) and \(\{g_\lambda(x; \alpha, \beta)\}_{\lambda \in \text{Par}}\) are linearly independent sets. Thus, (3.19) implies that \(\{g_\lambda(x; \alpha, \beta)\}_{\lambda \in \text{Par}}\) is a basis of \(\Lambda_{Q[\alpha, \beta]}\). Note that, even though \(\{G_\lambda(x; \alpha, \beta)\}_{\lambda \in \text{Par}} \not\subset \Lambda_{Q[\alpha, \beta]}\), this set also behaves like a basis of \(\Lambda_{Q[\alpha, \beta]}\) in the sense that every element of \(\Lambda_{Q[\alpha, \beta]}\) can be written uniquely as an infinite linear combination of \(G_\lambda(x; \alpha, \beta)\)’s.

### 4. Combinatorial models and Schur positivity

In this section we give combinatorial models for the Schur coefficients \(C_{\lambda, \mu}(\alpha, \beta)\) and \(c_{\lambda, \mu}(\alpha, \beta)\) of \(G_\lambda(x; \alpha, \beta)\) and \(g_\lambda(x; \alpha, \beta)\) obtained in the previous section. As a consequence we show that \(G_\lambda(x; \alpha, -\beta)\) and \(g_\lambda(x; -\alpha, \beta)\) are Schur-positive. This generalizes a result of Yeliussizov [39] Section 9] who found a lattice path model and a tableau model for the Schur coefficients of \(g_\lambda^{(\alpha, \beta)}(x) = g_\lambda(x; (-\alpha, -\ldots), (\beta, \ldots))\) and consequently obtained the Schur positivity of
\begin{align*}
-2 & \leq \begin{array}{ccc}
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
0 & 0 & 0
\end{array} < 1 \quad 3 \geq \begin{array}{ccc}
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
2 & 2 & 2
\end{array} > 0 \\
0 & \leq \begin{array}{ccc}
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
1 & 1 & 1
\end{array} < 2 \quad 3 \geq \begin{array}{ccc}
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
1 & 1 & 1
\end{array} > 0 \\
1 & \leq \begin{array}{ccc}
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
2 & 3 & 3
\end{array} < 3 \quad 1 \geq \begin{array}{ccc}
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
0 & 0 & 0
\end{array} > 0 \\
1 & \leq \begin{array}{ccc}
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
2 & 3 & 3
\end{array} < 4 \quad 0 \geq \begin{array}{ccc}
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
0 & 0 & 0
\end{array} > -2
\end{align*}

Figure 3. A \(e\)-elegant tableau of shape \((4,4,4,2)/(3,2)\) on the left and a \(Z\)-inelegant tableau of shape \((6,6,4,2)/(3,3,1)\) on the right.

\(g_\alpha^{(\alpha,\beta)}(x)\). Using crystals, Hawkes and Scrimshaw [17] Section 4] showed the Schur positivity of
\[G_\lambda^{(\alpha,\beta)}(x) = G_\lambda(x; (\alpha, \alpha, \ldots), (-\beta, -\beta, \ldots)).\]

In order to state our results we need the following tableaux, which are modified versions of
elegant tableaux [22, 24].

**Definition 4.1.** A \(e\)-elegant tableau of shape \(\lambda/\mu\) is a filling \(T\) of the cells in \(\lambda/\mu\) with integers such that the rows are weakly increasing, the columns are strictly increasing, and
\[
\min(i - \mu_i, 1) \leq T(i, j) < i \quad \text{for all} \ (i, j) \in \lambda/\mu,
\]
or equivalently,
\[
\min(i - j, 0) < T(i, j) < i \quad \text{for all} \ (i, j) \in \lambda/\mu.
\]

Let \(\text{ET}_Z(\lambda/\mu)\) denote the set of all \(e\)-elegant tableaux of shape \(\lambda/\mu\). See Figure 3.

The equivalence of (4.1) and (4.2) can be checked easily using the condition that the rows are weakly increasing.

**Definition 4.2.** A \(Z\)-inelegant tableau of shape \(\mu/\lambda\) is a filling \(T\) of the cells in \(\mu/\lambda\) with integers such that the rows are weakly decreasing, the columns are strictly decreasing, and
\[
\min(\mu_i - i, 0) < T(i, j) \leq \lambda_i \quad \text{for all} \ (i, j) \in \mu/\lambda,
\]
or equivalently,
\[
\min(j - i, 0) < T(i, j) < j \quad \text{for all} \ (i, j) \in \mu/\lambda.
\]

Let \(\text{IET}_Z(\mu/\lambda)\) denote the set of all \(Z\)-inelegant tableaux of shape \(\mu/\lambda\). See Figure 3.

The equivalence of (4.3) and (4.4) can be checked easily using the condition that the rows are weakly decreasing.

We now give combinatorial interpretations for the Schur coefficients
\[C_{\lambda,\mu}(\alpha, \beta)\] and \(c_{\lambda,\mu}(\alpha, \beta)\) of
\[G_\lambda(x; \alpha, \beta)\] and \(g_\lambda(x; \alpha, \beta)\] defined in (3.2) and (3.3).

**Theorem 4.3.** Let \(\lambda, \mu \in \text{Par} \) with \(\lambda \subseteq \mu\). We have
\[
C_{\lambda,\mu}(\alpha, \beta) = \sum_{T \in \text{ET}_Z(\mu/\lambda)} \prod_{(i, j) \in \mu/\lambda} (\alpha_{T(i, j)} - \beta_{T(i, j) - c(i, j)}),
\]
where \(\alpha_m = \beta_m = 0\) for \(m \leq 0\). In particular, \(G_\lambda(x; \alpha, \beta)\) is Schur-positive, that is, \(C_{\lambda,\mu}(\alpha, \beta)\) is a polynomial in \(\alpha\) and \(\beta\) with nonnegative integer coefficients.

**Theorem 4.4.** Let \(\lambda, \mu \in \text{Par} \) with \(\mu \subseteq \lambda\). We have
\[
c_{\lambda,\mu}(\alpha, \beta) = \sum_{T \in \text{ET}_Z(\lambda/\mu)} \prod_{(i, j) \in \lambda/\mu} (-\alpha_{T(i, j) + c(i, j)} + \beta_{T(i, j)}),
\]
where \(\alpha_m = \beta_m = 0\) for \(m \leq 0\). In particular, \(g_\lambda(x; \alpha, \beta)\) is Schur-positive, that is, \(c_{\lambda,\mu}(-\alpha, \beta)\) is a polynomial in \(\alpha\) and \(\beta\) with nonnegative integer coefficients.
By Corollary 4.3 and the above theorems, we obtain combinatorial interpretations for $G_\lambda(x; \alpha, \beta)$ and $g_\lambda(x; \alpha, \beta)$ using pairs of tableaux as follows.

**Corollary 4.5.** For $\lambda \in \Par$, we have

$$G_\lambda(x; \alpha, \beta) = \sum_{\mu \subseteq \lambda} \sum_{(E, T) \in \IET_2(\mu/\lambda) \times \SSYT(\mu)} \wt(E)x^T,$$

where $\wt(E) = \prod_{(i, j) \in \mu/\lambda} (\alpha_E(i, j) - \beta_E(i, j) - c(i, j))$.

**Corollary 4.6.** For $\lambda \in \Par$, we have

$$g_\lambda(x; \alpha, \beta) = \sum_{\mu \subseteq \lambda} \sum_{(E, T) \in \IET_2(\lambda/\mu) \times \SSYT(\mu)} \wt'(E)x^T,$$

where $\wt'(E) = \prod_{(i, j) \in \lambda/\mu} (-\alpha_E(i, j) + c(i, j) + \beta_E(i, j))$.

Before proving Theorems 4.3 and 4.4 we show that these theorems generalize the combinatorial models for the Schur coefficients of $G_\lambda(x) = G_\lambda(x; 0, 1)$ and $g_\lambda(x) = g_\lambda(x; 0, 1)$ due to Lenart [24] and Lam and Pylyavskyy [22], where $0 = (0, 0, \ldots)$ and $1 = (1, 1, \ldots)$. Note that Lenart [24] uses a different definition for the Grothendieck polynomial and denotes it by $\Theta_\lambda$.

It follows from [24] (2.2), (2.3) that $\Theta_\lambda = G_\lambda(x)$.

Lenart [24] Theorem 2.2] showed that

$$G_\lambda(x) = \sum_{\mu \subseteq \lambda} (-1)^{|\mu/\lambda|} C_{\lambda, \mu} s_{\mu}(x),$$

where $C_{\lambda, \mu}$ is the number of tableaux $T$ of shape $\mu/\lambda$ with integer entries such that the rows and columns are strictly increasing, and $0 < T(i, j) < i$ for all $(i, j) \in \mu/\lambda$. For such a tableau $T$, define $R$ to be the tableau of shape $\mu/\lambda$ such that $R(i, j) = j - T(i, j)$ for all $(i, j) \in \mu/\lambda$. Then the tableau $R$ satisfies the conditions that the rows are weakly decreasing, the columns are strictly decreasing, and $j - i < R(i, j) < j$, and $C_{\lambda, \mu}$ is equal to the number of such tableaux.

On the other hand, by Theorem 4.3 we have $C_{\lambda, \mu}(0, 1) = (-1)^{|\mu/\lambda|} C_{\lambda, \mu}'$, where $C_{\lambda, \mu}'$ is the number of $S \in \IET_2(\mu/\lambda)$ such that $S(i, j) - c(i, j) > 0$ for all $(i, j) \in \mu/\lambda$. This condition combined with [4.4] can be written as $j - i < S(i, j) < j$ for all $(i, j) \in \mu/\lambda$. Thus $C_{\lambda, \mu}' = C_{\lambda, \mu}$.

Lam and Pylyavskyy [22] Theorem 9.8 showed that

$$g_\lambda(x) = \sum_{\mu \subseteq \lambda} c_{\lambda, \mu} s_{\mu}(x),$$

where $c_{\lambda, \mu}$ is the number of semistandard Young tableaux $T$ of shape $\lambda/\mu$ such that $T(i, j) < i$ for $(i, j) \in \lambda/\mu$. It follows immediately from Theorem 4.4 that $c_{\lambda, \mu}(0, 1) = c_{\lambda, \mu}$.

For the rest of this section we prove Theorems 4.3 and 4.4. We first express $C_{\lambda, \mu}(\alpha, \beta)$ and $c_{\lambda, \mu}(\alpha, \beta)$ in terms of nonintersecting lattice paths using the Lindström–Gessel–Viennot lemma [14, 24], see also [37] Theorem 2.7.1. The nonintersecting lattice paths are then easily transformed into the desired tableaux. We begin with some definitions.

A **weighted lattice graph** is a directed graph with vertex set $\mathbb{Z} \times \mathbb{Z}$ in which every edge is assigned a weight. A directed edge from $(a, b)$ to $(c, d)$ is denoted by $(a, b) \rightarrow (c, d)$ and its weight is denoted by $w((a, b) \rightarrow (c, d))$. In this paper, we only consider three kinds of edges, namely, an **east step** $(a, b) \rightarrow (a + 1, b)$, a **north step** $(a, b) \rightarrow (a, b + 1)$, and a **west step** $(a, b) \rightarrow (a - 1, b)$.

Let $\Gamma$ be a weighted lattice graph. For two vertices $u$ and $v$ of $\Gamma$, a **path** from $u$ to $v$ is a sequence of vertices $(u_0, u_1, \ldots, u_k)$ of $\Gamma$ such that $u_0 = u$, $u_k = v$ and each step $u_i \rightarrow u_{i+1}$ is
Proof. Let \( L(r,s,t) \) (resp. \( R(r,s,t) \)) be the left hand side (resp. right hand side) of the equation. We will show that \( L(r,s,t) = R(r,s,t) \) for all integers \( r, s, t \) with \( s \geq \min(t,0) \) by induction on the pair \((r,s)\) when \( t \) is fixed. We will only show the case \( t \geq 0 \) because the other case \( t < 0 \) can be proved similarly.

Let \( t \) be a fixed integer with \( t \geq 0 \). We proceed by induction on \((r,s)\) with base cases being \( r > t \) or \( s = 0 \). Note that \( R(r,s,t) \) is the sum of the weights of the paths from \((t,0)\) to \((r,s)\) and the west step \((t,0) \to (t-1,0)\) from the starting point has weight 0. If \( r > t \), then by definition we have \( L(r,s,t) = R(r,s,t) = 0 \). If \( r \leq t \) and \( s = 0 \), then

\[
L(r,s,t) = \sum_{p \in P_1(u,v)} \text{wt}(p).
\]

An \( n \)-path is an \( n \)-tuple \( p = (p_1, \ldots, p_n) \) of paths. We define

\[
\text{wt}(p) = \prod_{i=1}^{n} \text{wt}(p_i).
\]

For the rest of this section we assume \( \alpha_k = \beta_k = 0 \) for \( k \leq 0 \).

The following two propositions give combinatorial meanings of the plithystic substitution of the form \( \rho_r[A_s - B_t] \) using lattice paths.

**Proposition 4.7.** Let \( \Gamma \) be the weighted lattice graph with edge set

\[
\{(a,b) \to (a-1,b) : a, b \in \mathbb{Z}\} \cup \{(a,b) \to (a,b+1) : a, b \in \mathbb{Z}\},
\]

where the weights on edges are given by \( \text{wt}((a,b) \to (a-1,b)) = \alpha_b - \beta_{a+b} \) and \( \text{wt}((a,b) \to (a,b+1)) = 1 \). For integers \( r, s, \) and \( t \) with \( s \geq \min(t,0) \), we have

\[
h_{t-r}[A_s - B_{s-r-1}] = \text{wt}(P_r(((t, \min(t,0)), (r,s))),
\]

where \( A_i = B_i = 0 \) for \( i \leq 0 \) by convention.

**Proof.** Let \( L(r,s,t) \) (resp. \( R(r,s,t) \)) be the left hand side (resp. right hand side) of the equation. We will show that \( L(r,s,t) = R(r,s,t) \) for all integers \( r, s, t \) with \( s \geq \min(t,0) \) by induction on the pair \((r,s)\) when \( t \) is fixed. We will only show the case \( t \geq 0 \) because the other case \( t < 0 \) can be proved similarly.

Let \( t \) be a fixed integer with \( t \geq 0 \). We proceed by induction on \((r,s)\) with base cases being \( r > t \) or \( s = 0 \). Note that \( R(r,s,t) \) is the sum of the weights of the paths from \((t,0)\) to \((r,s)\) and the west step \((t,0) \to (t-1,0)\) from the starting point has weight 0. If \( r > t \), then by definition we have \( L(r,s,t) = R(r,s,t) = 0 \). If \( r \leq t \) and \( s = 0 \), then

\[
L(r,s,t) = h_{t-r}[B_{r-1}] = (-1)^{t-r}e_{t-r}[B_{r-1}] = \delta_{r,t},
\]

and therefore \( L(r,s,t) = R(r,s,t) \). Here, we used the fact that \( e_a[B_b] = e_a(\beta_1, \ldots, \beta_k) = 0 \) if \( 0 < a < b < a \).

Now let \( M \leq t \) and \( N > 0 \), and suppose that the result holds when \((r,s)\) is \((M,N-1)\) or \((M+1,N)\). Consider the case \((r,s) = (M,N)\). By applying Lemma 2.2 twice, we have

\[
L(r,s,t) = h_{t-r}[A_s - B_{s-r-1}] = h_{t-r}[A_s - B_{s-r-2}] - \beta_{s-r-1}h_{t-r-1}[A_s - B_{s-r-2}]
\]

\[
= (h_{t-r}[A_{s-1} - B_{s-r-2}] + \alpha_s h_{t-r-1}[A_s - B_{s-r-2}]) - \beta_{s-r-1}h_{t-r-1}[A_s - B_{s-r-2}]
\]

\[
= L(r,s-1,t) + (\alpha_s - \beta_{s-r-1})L(r+1,s,t).
\]

On the other hand, by the definition of \( R(r,s,t) \), it is easy to see that

\[
R(r,s,t) = R(r,s-1,t) + (\alpha_s - \beta_{s-r-1})R(r+1,s,t).
\]

By the above two equations and the induction hypothesis, we obtain \( L(r,s,t) = R(r,s,t) \), and the proof follows by induction.

**Proposition 4.8.** Let \( \Gamma \) be the weighted lattice graph with edge set

\[
\{(a,b) \to (a+1,b) : a, b \in \mathbb{Z}\} \cup \{(a,b) \to (a,b+1) : a, b \in \mathbb{Z}\},
\]

a directed edge in \( \Gamma \). For a path \( p \), define \( \text{wt}(p) \) to be the product of the weights of the edges in \( p \). For vertices \( u \) and \( v \), denote by \( P_1(u,v) \) the set of paths from \( u \) to \( v \) and define

\[
\text{wt}(P_1(u,v)) = \sum_{p \in P_1(u,v)} \text{wt}(p).
\]
where the weights on edges are given by \( wt((a,b) \to (a+1,b)) = -\alpha_{a+b+1} + \beta_b \) and \( wt((a,b) \to (a,b+1)) = 1 \). For integers \( r,s \), and \( t \) with \( s \geq \text{min}(t-1,0) \), we have

\[
h_{r+1}[-A_{r+s}+B_s] = wt(P_1((t, \text{min}(t-1,0)), (r,s))).
\]

**Proof.** This can be proved similarly as Proposition 4.7. Alternatively, this can be obtained from Proposition 4.7 by applying the transformation \((x,y) \to (-x-1,y)\), replacing \( r \) and \( t \) by \(-r-1 \) and \(-t-1 \), respectively, and interchanging \( \alpha \) and \( \beta \).

Using the above propositions we can interpret the \((i,j)\)-entry of the matrices in the definitions of \( C_{\lambda,\mu}(\alpha,\beta) \) and \( c_{\lambda,\mu}(\alpha,\beta) \) in (3.2) and (3.3) as the sums of weights of paths.

**Lemma 4.9.** Let \( \Gamma \) be the weighted lattice graph in Proposition 4.7. For \( \lambda, \mu \in \text{Par}_n \) and \( i,j \in \{1, \ldots , n\} \), we have

\[
(4.5) \quad h_{\mu_i-\lambda_j-i+j}[A_{\lambda_j} - B_{j-1}] = wt(P_1((\mu_i-i, \text{min}(\mu_i-i+1,1)), (\lambda_j-j, \lambda_j))).
\]

**Proof.** By Proposition 4.7 with \( r = \lambda_j - j, s = \lambda_j, \) and \( t = \mu_i - i \), we have

\[
(4.6) \quad h_{\mu_i-\lambda_j-i+j}[A_{\lambda_j} - B_{j-1}] = wt(P_1((\mu_i-i, \text{min}(\mu_i-i,0)), (\lambda_j-j, \lambda_j))).
\]

Since \( \lambda_j \geq 0 \), we have \( \lambda_j \geq \text{min}(\mu_i-i,0) \). We consider the two cases \( \lambda_j > \text{min}(\mu_i-i,0) \) and \( \lambda_j = \text{min}(\mu_i-i,0) \).

Suppose \( \lambda_j > \text{min}(\mu_i-i,0) \). It is straightforward to check that the weight of the west step \((\mu_i-i, \text{min}(\mu_i-i,0)) \to (\mu_i-i-1, \text{min}(\mu_i-i,0))\) is zero. Thus when we compute \( wt(P_1((\mu_i-i, \text{min}(\mu_i-i,0)), (\lambda_j-j, \lambda_j))) \) we only need to consider paths starting with a north step. This implies that we can replace the starting point by \((\mu_i-i, \text{min}(\mu_i-i+1,1))\) and the result follows.

Now suppose \( \lambda_j = \text{min}(\mu_i-i,0) \). Then \( \lambda_j = 0 \) and \( \mu_i-i \geq 0 \). Thus

\[
P_1((\mu_i-i, \text{min}(\mu_i-i+1,1)), (\lambda_j-j, \lambda_j)) = P_1((\mu_i-i,1)), (-j,0)) = \emptyset,
\]

\[
P_1((\mu_i-i, \text{min}(\mu_i-i,0)), (\lambda_j-j, \lambda_j)) = P_1((\mu_i-i,0)), (-j,0)) = \{p\},
\]

where \( p \) is the path consisting of \( \mu_i-i+j \) west steps. Since \( p \) starts with a west step whose weight is 0 we have \( wt(p) = 0 \). Therefore the right hand sides of (4.5) and (4.6) are both equal to 0, and we get the result. \(\square\)

**Lemma 4.10.** Let \( \Gamma \) be the weighted lattice graph in Proposition 4.5. For \( \lambda, \mu \in \text{Par}_n \) with \( \lambda_1 > 0 \) and for \( i,j \in \{1, \ldots , n\} \), we have

\[
h_{\lambda_i-\mu_j-i+j}[-A_{\lambda_i-1} + B_{j-1}] = wt(P_1((\mu_j-j, \text{min}(j-\mu_j,1)), (\lambda_i-i, i-1))).
\]

**Proof.** Similar to Lemma 4.9 the proof follows from Proposition 4.8 with \( r = \lambda_i-i, s = i-1, \) and \( t = \mu_j-j \).

We are now ready to prove Theorems 4.3 and 4.4. We will only prove Theorem 4.3 because Theorem 4.4 can be proved similarly using Lemma 4.10.

**Proof of Theorem 4.3** Let \( \Gamma \) be the graph defined in Proposition 4.7 and suppose \( \ell(\mu) = n \). For \( i = 1, \ldots , n \), let

\[
u_i = (\mu_i-i, \text{min}(\mu_i-i+1,1)) \quad \text{and} \quad \nu_i = (\lambda_i-i, \lambda_i).
\]

Note that each \( u_i \) (resp. \( v_i \)) is weakly south and strictly west of \( u_{i-1} \) (resp. \( v_{i-1} \)). By (3.2), Lemma 4.9 and the Lindström–Gessel–Viennot lemma, we have

\[
(4.7) \quad C_{\lambda,\mu}(\alpha,\beta) = \text{det}(wt(P_1(u_i, v_j)))_{i,j=1}^n = \sum_{p \in X} wt(p),
\]
where $X$ is the set of all nonintersecting $n$-paths $p = (p_1, \ldots, p_n)$ with $p_i \in P_T(u_i, v_i)$.

We will construct a bijection $\varphi : X \to \text{IET}_Z(\mu/\lambda)$ by modifying the well-known bijection [36, Theorem 7.16.1] between nonintersecting lattice paths and (reverse) semistandard Young tableaux.

First, we set $\pi_i = (\mu_i - i, -\infty)$ and $\tau_i = (\lambda_i - i, \infty)$ for $i = 1, \ldots, n$. Here, in order to avoid dealing with infinite paths, one can think of $-\infty$ and $\infty$ as sufficiently small and large integers, respectively.

Consider a nonintersecting $n$-path $\overrightarrow{p} = (\overrightarrow{p}_1, \ldots, \overrightarrow{p}_n)$, where $\overrightarrow{p}_i \in P_T(\pi_i, \tau_i)$. Let $T$ be the tableau of shape $\mu/\lambda$ such that the heights of the west steps in $\overrightarrow{p}_i$ are the entries in the $i$th row of $T$. More precisely, the $y$-coordinate of the $j$th west step in $\overrightarrow{p}_i$ is the entry $T(i, \mu_i + 1 - j)$ of the $j$th cell in the $i$th row of $\mu/\lambda$ from the right, see Figure 4. The map $\overrightarrow{p} \mapsto T$ is essentially the same map in [36, Proof of Theorem 7.16.1] with the lower bound 1 replaced by $-\infty$ and the direction reversed. Thus $\overrightarrow{p} \mapsto T$ is a bijection from the set of nonintersecting $n$-paths $\overrightarrow{p} = (\overrightarrow{p}_1, \ldots, \overrightarrow{p}_n)$, where $\overrightarrow{p}_i \in P_T(\pi_i, \tau_i)$, to the set of fillings $T$ of $\mu/\lambda$ with integers such that the entries in each row are weakly decreasing and the entries in each column are strictly decreasing.

Now we restrict this map to the $n$-paths $\overrightarrow{p}$ such that $\overrightarrow{p}_i$ passes through $u_i$ and $v_i$ for all $i = 1, \ldots, n$. Such an $n$-path $\overrightarrow{p}$ can be identified with the $n$-path $p = (p_1, \ldots, p_n) \in X$, where $p_i$ is the part of $\overrightarrow{p}_i$ from $u_i$ to $v_i$. Moreover, $p$ is nonintersecting if and only if $\overrightarrow{p}$ is, because each $u_i$ (resp. $v_i$) is weakly south and strictly west of $u_{i-1}$ (resp. $v_{i-1}$). Since $\overrightarrow{p}_i$ does not have a west step below $u_i$ and above $v_i$, if $\overrightarrow{p} \mapsto T$, then $\min(\mu_i - i, 0) < T(i, j) \leq \lambda_i$ for all $(i, j) \in \mu/\lambda$. Therefore the restriction of $\overrightarrow{p} \mapsto T$ gives a desired bijection $\varphi : X \to \text{IET}_Z(\mu/\lambda)$.

Let $p = (p_1, \ldots, p_n) \in X$ and $\varphi(p) = T$. Since the west step $(a, b) \to (a - 1, b)$ in $p_i$ is the $(\mu_i - i - 1)$st west step, it corresponds to the entry $T(i, j) = b$, where $j = \mu_i + 1 - (\mu_i - i - 1) = i + a$, or equivalently, $a = c(i, j)$. Therefore, under this correspondence, the weight of the west step $(a, b) \to (a - 1, b)$ in $p_i$ can be written as $\alpha_b - \beta_{-a+b} = \alpha_{T(i,j)} - \beta_{T(i,j) - c(i,j)}$, and we obtain

$$\sum_{p \in X} \text{wt}(p) = \sum_{T \in \text{IET}_Z(\mu/\lambda)} \prod_{(i, j) \in \mu/\lambda} (\alpha_{T(i,j)} - \beta_{T(i,j) - c(i,j)}).$$

The theorem then follows from [37] and the above equation. \qed

5. Modified Jacobi–Trudi-like formulas

In Section 4, we gave Jacobi–Trudi-like formulas (Theorem 3.4) for $G_\lambda(x_n; \alpha, \beta)$ and $g_\lambda(x_n; \alpha, \beta)$. In this section, we present modifications of these Jacobi–Trudi-like formulas. In later sections the modified formulas will give a connection between $G_\lambda(x_n; \alpha, \beta)$ (resp. $g_\lambda(x_n; \alpha, \beta)$) and their skew version $G_{\lambda/\mu}(x; \alpha, \beta)$ (resp. $g_{\lambda/\mu}(x; \alpha, \beta)$).

We first prove a modification of the Jacobi–Trudi-like formula for $g_\lambda(x_n; \alpha, \beta)$ in Theorem 5.1 because its proof is simpler than that for $G_\lambda(x_n; \alpha, \beta)$.

**Theorem 5.1.** For $\lambda \in \text{Par}_n$, we have

$$(5.1) \quad g_\lambda(x_n; \alpha, \beta) = \text{det}(h_{\lambda_i - i + j}[X_n - A_{\lambda_i - 1} + B_{i-1} - B_{j-1}])_{i,j=1}^n.$$ 

**Proof.** Let $H_{i,j} = h_{\lambda_i - i + j}[X_n - A_{\lambda_i - 1} + B_{i-1}]$. By Theorem 3.4, it suffices to show that

$$(5.2) \quad \text{det}(H_{i,j})_{i,j=1}^n = \text{det}(h_{\lambda_i - i + j}[X_n - A_{\lambda_i - 1} + B_{i-1} - B_{j-1}])_{i,j=1}^n.$$ 

The $(i, j)$-entry of the matrix on the right hand side of (5.2) can be rewritten as follows:

$$\sum_{k \geq 0} h_{\lambda_i - i + j - k}[X_n - A_{\lambda_i - 1} + B_{i-1}]h_k[-B_{j-1}] = H_{i,j} + \sum_{k=1}^{j-1} H_{i,j-k}h_k[-B_{j-1}],$$

where $X$ is the set of all nonintersecting $n$-paths $p = (p_1, \ldots, p_n)$ with $p_i \in P_T(u_i, v_i)$.
Figure 4. A nonintersecting \( n \)-path \( \overrightarrow{p} = (\overrightarrow{p}_1, \ldots, \overrightarrow{p}_n) \) with \( \overrightarrow{p}_i \in P_I(\overrightarrow{u}_i, \overrightarrow{v}_i) \), where \( u_i = (\mu_i - i, \min(\mu_i - i + 1, 1)) \), \( v_i = (\lambda_i - i, \lambda_i) \), \( \mu = (4, 4, 4, 3, 3, 3, 2) \), \( \lambda = (3, 2, 2, 1) \) and \( n = 7 \), and the corresponding tableau \( T \). Since each \( p_i \) passes through \( u_i = (\mu_i - i, \min(\mu_i - i + 1, 1)) \) and \( v_i = (\lambda_i - i, \lambda_i) \), we have \( T \in \text{IET}_Z(\mu/\lambda) \).

where \( k \) is at most \( j - 1 \) in the sum on the right because if \( k \geq j \), then \( h_k[B_{j-1}] = (-1)^k \varepsilon_k[B_{j-1}] = 0 \). Therefore the matrix on the right hand side of (5.2) can be obtained from the matrix on the left hand side by elementary column operations, which shows (5.2).

Now we state a modification of the Jacobi–Trudi-like formula for \( G_\lambda(x_n; \alpha, \beta) \) in Theorem 3.4.

**Theorem 5.2.** For \( \lambda \in \text{Par}_n \), we have

\[
G_\lambda(x_n; \alpha, \beta) = C_n \det(\lambda_{i+j}[X_n \ominus (A_{\lambda_{i+j}} - B_{i-1} + B_j)])_{i,j=1}^n,
\]

where

\[
C_n = \prod_{i,j=1}^n (1 - \beta_i x_j).
\]

To prove Theorem 5.2, we first show some auxiliary lemmas.

**Lemma 5.3.** For \( \lambda \in \text{Par}_n \), we have

\[
s_\lambda(x_n) = \det(\lambda_{i+j}[X_n])_{i,j=1}^n = \det(\lambda_{i-j}[X_{n-j+1}])_{i,j=1}^n.
\]

**Proof.** The first equality is just the Jacobi–Trudi formula for Schur polynomials. To show the second equality, we use a similar argument in the proof of Theorem 5.1. Let \( H_{i,j} = \lambda_{i-j}[X_n] \).
Then the \((i, j)\)-entry of the matrix on the right hand side is
\[
\begin{align*}
h_{\lambda,-i+j}[X_{n-j+1}] &= h_{\lambda,-i+j}[X_n + (X_{n-j+1} - X_n)] \\
&= h_{\lambda,-i+j}[X_n] + \sum_{k=1}^{j-1} h_{\lambda,-i+j-k}[X_n]h_{k}[X_{n-j+1} - X_n] \\
&= H_{i,j} + \sum_{k=1}^{j-1} H_{i,j-k}h_{k}[X_{n-j+1} - X_n],
\end{align*}
\]
by a similar reason in the proof of Theorem 5.3. Hence, using elementary column operations we have the desired result.

A reverse semistandard Young tableau \(T\) of shape \(\lambda\) is a filling of \(\lambda\) with positive integers such that each row of \(T\) is weakly decreasing from left to right, and each column of \(T\) is strictly decreasing from top to bottom. Let \(\text{SSYT}_n(\lambda)\) (resp. \(\text{RSSYT}_n(\lambda)\)) be the set of semistandard Young tableaux (resp. reverse semistandard Young tableaux) of shape \(\lambda\) whose entries are at most \(n\). It is well known that
\[
s_\lambda(x_n) = \sum_{T \in \text{SSYT}_n(\lambda)} x^T = \sum_{T \in \text{RSSYT}_n(\lambda)} x^T.
\]

For \(\lambda, \mu \in \text{Par}_n\), we define
\[
\lambda \circ \mu := (\lambda_1 + \mu_1, \lambda_1 + \mu_2, \ldots, \lambda_1 + \mu_n)/(\lambda_1 - \lambda_n, \lambda_1 - \lambda_{n-1}, \ldots, \lambda_1 - \lambda_1).
\]
In other words, \(\lambda \circ \mu\) is the skew shape obtained by rotating \(\lambda\) by 180 degrees and then attaching \(\mu\) to its right. For example, if \(\lambda = (3, 1, 0), \mu = (4, 2, 2) \in \text{Par}_3\), then
\[
\lambda \circ \mu = (7, 5, 5)/(3, 2, 0) = \begin{array}{ccc}
6 & 5 & 4 \\
3 & 2 & 1 \\
\end{array}.
\]

**Lemma 5.4** ([36 Exercise 7.34]). For \(\lambda, \mu \in \text{Par}_n\), we have
\[
s_\lambda(x_n)s_\mu(x_n) = s_{\lambda \circ \mu}(x_n).
\]

**Proof.** We prove the lemma by giving a weight-preserving bijection \(\Phi\) between \(\text{RSSYT}_n(\lambda) \times \text{SSYT}_n(\mu)\) and \(\text{SSYT}_n(\lambda \circ \mu)\). For \((T_1, T_2) \in \text{RSSYT}_n(\lambda) \times \text{SSYT}_n(\mu)\), define \(\Phi(T_1, T_2)\) to be the tableau of shape \(\lambda \circ \mu\) obtained from \(T_2\) by attaching the 180 degrees rotation of \(T_1\). For example, let \(\lambda = (3, 1, 0), \mu = (4, 2, 2) \in \text{Par}_3\), then \(\Phi\) maps
\[
\begin{pmatrix}
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
\end{array}
\end{pmatrix} \mapsto \begin{pmatrix}
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
\end{array}
\end{pmatrix}.
\]

By definition, for \(T \in \text{SSYT}_n(\mu)\), the entries in the \(i\)th row are at least \(i\). Similarly, for \(T \in \text{RSSYT}_n(\lambda)\), the entries in the \(i\)th row are at most \(n - i + 1\). From these facts, \(\Phi(T_1, T_2)\) belongs to \(\text{SSYT}_n(\lambda \circ \mu)\). It is straightforward to check that \(\Phi\) is bijective and weight-preserving, i.e., for \((T_1, T_2) \in \text{RSSYT}_n(\lambda) \times \text{SSYT}_n(\mu)\),
\[
x^T_1 x^T_2 = x^{\Phi(T_1, T_2)}.
\]

**Lemma 5.5.** For \(\mu \in \text{Par}_n\),
\[
\det(h_{\mu,-i+j}[X_n \ominus B_j])_{i,j=1}^n = s_\mu(x_n) \prod_{i,j=1}^n \frac{1}{1 - \beta_i x_j}.
\]

**Proof.** By definition, for \(1 \leq i, j \leq n\), we have
\[
h_{\mu,-i+j}[X_n \ominus B_j] = \sum_{k \in \mathbb{Z}} h_{\mu,-i+k+1}[X_n]h_{k+1-j}[B_j] = \sum_{k \geq 0} h_{\mu,-i+k+1}[X_n]h_{k+1-j}[B_j],
\]
Therefore, the Cauchy identity
\[ P = (h_{\mu_i - i + j + 1}[X_n])_{i \in [n], j \in \mathbb{N}}, \quad Q = (h_{i + 1 - j}[B_j])_{i \in \mathbb{N}, j \in [n]}. \]

Thus, by Lemma 3.1
\[ \det(h_{\mu_i - i + j}[X_n \oplus B_j])_{i,j=1}^n = \det(PQ) = \sum_{\nu \in \text{Par}_n} \det P^\nu \det Q^\nu. \]

Observe that
\[ \det P^\nu = \det(h_{\mu_i - i + \nu_j + n - j + 1}[X_n])_{i,j=1}^n = (-1)^{n(n-1)/2} \det(h_{\mu_i - i + \nu_j - i + j}[X_n])_{i,j=1}^n = (-1)^{n(n-1)/2} s_{\nu \mu}(x_n), \]
\[ \det Q^\nu = \det(h_{\nu_i + n - i + j}[B_j])_{i,j=1}^n = (-1)^{n(n-1)/2} \det(h_{\nu_i + i + j}[B_{n - j + 1}])_{i,j=1}^n = (-1)^{n(n-1)/2} s_{\nu}(\beta_n), \]
where \( \beta_n = (\beta_1, \ldots, \beta_n) \), and the last equality follows from Lemma 5.3. Combining the above equations with Lemma 5.4, we obtain
\[ \det(h_{\mu_i - i + j}[X_n \oplus B_j])_{i,j=1}^n = \sum_{\nu \in \text{Par}_n} s_{\nu \mu}(x_n)s_{\nu}(\beta_n) = \sum_{\nu \in \text{Par}_n} s_{\nu}(x_n)s_{\nu}(\beta_n). \]

Therefore, the Cauchy identity
\[ \sum_{\nu \in \text{Par}_n} s_{\nu}(x_n)s_{\nu}(\beta_n) = \prod_{i,j=1}^n \frac{1}{1 - \beta_i x_j} \]
completes the proof. \( \square \)

Finally, we are ready to prove Theorem 5.2.

**Proof of Theorem 5.2.** Observe that for any \( m \in \mathbb{Z} \) and formal power series \( X, Y, Z \) without constant terms,
\[ h_m[X \oplus (Y + Z)] = \sum_{a,b \geq 0} h_{m+a+b}[X]h_a[Y]h_b[Z] = h_m[(X \oplus Y) \oplus Z]. \]

Thus the theorem can be restated as
\[ G_{\lambda}(x_n; \alpha, \beta) = C_n \det(h_{\lambda_i - i + j}[(X_n \oplus B_j) \oplus (A_{\lambda_i} - B_{i-1})])_{i,j=1}^n. \]

The transpose of the matrix in (5.4) has \((i, j)-\)entry
\[ h_{\lambda_i - j + 1}[(X_n \oplus B_i) \oplus (A_{\lambda_i} - B_{j-1})] = \sum_{k \in \mathbb{Z}} h_k[X_n \oplus B_i]h_{k-(\lambda_i - j + 1)}[A_{\lambda_i} - B_{j-1}] \]
\[ = \sum_{k \in \mathbb{Z}} h_{k-n+i}[X_n \oplus B_i]h_{k-(\lambda_i + n - j)}[A_{\lambda_i} - B_{j-1}]. \]

Note that if \( k < 0 \), then \( h_{k-(\lambda_i + n - j)}[A_{\lambda_i} - B_{j-1}] = 0 \) because \( k - (\lambda_i + n - j) < 0 \). Thus, (5.5) is equal to the \((i, j)-\)entry of the matrix \( PQ \), where
\[ P = (h_{j-n+i}[X_n \oplus B_i])_{i \in [n], j \in \mathbb{N},} \quad Q = (h_{i-(\lambda_j + n - j)}[A_{\lambda_j} - B_{j-1}])_{i \in \mathbb{N}, j \in [n]}. \]
Theorem 6.1 \((\[18\])\) \(G\)

Theorem 1.6. In our companion paper \([18]\) we prove the following Jacobi–Trudi-like formulas for skew Schur expansions of \(\omega\). One consequence we show that skew Schur functions using Jacobi–Trudi-like formulas and the Cauchy–Binet theorem. As a result, we consider the formulas in Theorem 6.1 as the definitions of \(G\) and \(\omega\). Then, by Lemma 3.1, (3.2), and Lemma 5.5, the right hand side of (5.4) is equal to

\[
\begin{align*}
C_n \det (PQ) &= C_n \sum_{\mu \in \text{Par}_n} (\det P^\mu)(\det Q_\mu) \\
&= C_n \sum_{\mu \in \text{Par}_n} \det (h_{\mu_i+j-i-j} [X_n \oplus B_j])_{i,j=1}^n \det (h_{\mu_i-i_j-j} [A_{\lambda_j} - B_{j-1}])_{i,j=1}^n \\
&= C_n \sum_{\mu \in \text{Par}_n} C_{\lambda,\mu}(\alpha, \beta) \det (h_{\mu_i+j-i-j} [X_n \oplus B_j])_{i,j=1}^n \\
&= \sum_{\mu \in \text{Par}_n} C_{\lambda,\mu}(\alpha, \beta) s_\mu(x_n),
\end{align*}
\]

which is equal to the left hand side of (6.3) by (6.7). This completes the proof. \(\square\)

6. Schur expansions and the omega involution for skew shapes

In this section, similar to Section 3 we expand \(G_{\lambda/\mu}(x; \alpha, \beta)\) and \(g_{\lambda/\mu}(x; \alpha, \beta)\) in terms of skew Schur functions using Jacobi–Trudi-like formulas and the Cauchy–Binet theorem. As a consequence, we show that \(G_{\lambda/\mu}(x; \alpha, \beta)\) and \(g_{\lambda/\mu}(x; \alpha, \beta)\) behave nicely under the involution \(\omega\). One of our results (Theorem 6.5.3) in this section generalizes the result of Chan and Pflueger \([8]\) on skew Schur expansions of \(RG_{\lambda/\mu}(x; \beta) = G_{\lambda/\mu}(x; 0, \beta)\).

As mentioned in the introduction, one can define \(G_{\lambda/\mu}(x; \alpha, \beta)\) and \(g_{\lambda/\mu}(x; \alpha, \beta)\) using Theorem 6.6. In our companion paper \([19]\) we prove the following Jacobi–Trudi-like formulas for \(G_{\lambda/\mu}(x; \alpha, \beta)\) and \(g_{\lambda/\mu}(x; \alpha, \beta)\).

**Theorem 6.1** \([[18]]\). For \(\lambda, \mu \in \text{Par}_n\), we have

\[
\begin{align}
G_{\lambda/\mu}(x; \alpha, \beta) &= C \det (h_{\lambda_i-j} [X \oplus (A_{\lambda_i} - A_{\mu_j} - B_{i-1} + B_j)])_{i,j=1}^n, \\
g_{\lambda/\mu}(x; \alpha, \beta) &= D \det (e_{\lambda_i-j} [X \oplus (A_{i-1} - A_j - B_{i-1} + B_{j-1})])_{i,j=1}^n, \\
g_{\lambda/\mu'}(x; \alpha, \beta) &= \det (h_{\lambda_i-j} [X - A_{\lambda_i} + A_{\mu_j} + B_{i-1} - B_{j-1}])_{i,j=1}^n, \\
g_{\lambda/\mu'}(x; \alpha, \beta) &= \det (e_{\lambda_i-j} [X - A_{i-1} + A_j - B_{i-1} - B_{j-1}])_{i,j=1}^n,
\end{align}
\]

where

\[
C = \prod_{i=1}^n \prod_{l=1}^\infty (1 - \beta_i x_l) \quad \text{and} \quad D = \prod_{i=1}^n \prod_{l=1}^\infty (1 - \alpha_i x_l)^{-1}.
\]

In this paper, instead of introducing the combinatorial models in Theorem 1.6 we will consider the formulas in Theorem 6.1 as the definitions of \(G_{\lambda/\mu}(x; \alpha, \beta)\), \(G_{\lambda'/\mu'}(x; \alpha, \beta)\), \(g_{\lambda/\mu}(x; \alpha, \beta)\), and \(g_{\lambda'/\mu'}(x; \alpha, \beta)\). These definitions are compatible with each other in the sense that \(G_{\lambda/\mu}(x; \alpha, \beta) = G_{\lambda'/\mu'}(x; \alpha, \beta)\) and \(g_{\lambda/\mu}(x; \alpha, \beta) = g_{\lambda'/\mu'}(x; \alpha, \beta)\), which follows from the results of \([18]\). However, in this paper, we will simply regard \(\lambda'/\mu'\) as a symbol so that we do not have to check the well-definedness of these definitions. In fact, the arguments in this section only need the right-hand sides of (6.1), (6.2), (6.3), and (6.4).

We define a *generalized partition* of length \(n\) to be a sequence \((\lambda_1, \ldots, \lambda_n) \in \mathbb{Z}^n\) satisfying \(\lambda_1 \geq \cdots \geq \lambda_n\). Denote by \(\text{GPar}_n\) the set of generalized partitions of length \(n\). For \(\lambda, \mu \in \text{GPar}_n\), we write \(\mu \subseteq \lambda\) if \(\mu_i \leq \lambda_i\) for \(i = 1, \ldots, n\). Observe that this notation is consistent with the Young diagram inclusion for partitions. For \(\lambda, \mu \in \text{GPar}_n\) with \(\mu \subseteq \lambda\), the *generalized skew shape* \(\lambda/\mu\) is defined to be the set \(\{(i,j) \in \mathbb{Z}^2 : 1 \leq i \leq n \text{ and } \mu_i < j \leq \lambda_i\}\). Each element \((i,j) \in \lambda/\mu\) is called a cell of \(\lambda/\mu\) and \(|\lambda/\mu|\) denotes the number of cells in \(\lambda/\mu\). Similar to Young diagrams, we visualize \(\lambda/\mu\) as an array of squares by placing a square in row \(i\) and column \(j\) for each cell \((i,j) \in \lambda/\mu\), where we may have columns with negative indices. Thus we can
define a tableau of shape $\lambda/\mu$ as a filling of the cells in $\lambda/\mu$ as usual. For each cell $(i, j) \in \lambda/\mu$, we define $c(i, j) := j - i$. We consider a partition $\lambda \in \text{Par}_n$ as an element of $\text{GPPar}_n$. Then the above definitions on generalized partitions are consistent with those on partitions.

We extend the definition of skew Schur functions $s_{\lambda/\mu}(x)$ and $s_{\lambda'/\mu'}(x)$ for $\lambda, \mu \in \text{GPPar}_n$ by the Jacobi–Trudi formulas:

$$s_{\lambda/\mu}(x) = \det (h_{\lambda_i - \mu_j - i + j}(x))_{i,j=1}^n,$$

$$s_{\lambda'/\mu'}(x) = \det (c_{\lambda_i - \mu_j - i + j}(x))_{i,j=1}^n.$$

(As before, we regard $\lambda'/\mu'$ as a symbol, and $\lambda'$ and $\mu'$ will not be considered individually. Hence, again, it is not necessary to check the well-definedness of the above definitions of $s_{\lambda/\mu}(x)$ and $s_{\lambda'/\mu'}(x)$ for $\lambda, \mu \in \text{GPPar}_n$.) Clearly, this definition gives the usual skew Schur functions if $\lambda, \mu \in \text{Par}_n$. By Lemma 2.3 (with $\text{GPPar}_n$ in place of $\text{Par}_n$), we have $s_{\lambda/\mu}(x) = s_{\lambda'/\mu'}(x) = 0$ unless $\mu \subseteq \lambda$. Moreover, if $\mu \subseteq \lambda$, then $\lambda - \mu, \mu - \mu \in \text{Par}_n$, where $\lambda - \mu = (\lambda_1 - k, \lambda_2 - k, \ldots, \lambda_n - k)$, and

$$s_{\lambda/\mu}(x) = s_{(\lambda - \mu)/\mu}(x),$$

$$s_{\lambda'/\mu'}(x) = s_{(\lambda - \mu)/(\mu - \mu')}(x).$$

Therefore, $s_{\lambda/\mu}(x)$ is equal to a usual skew Schur function for any $\lambda, \mu \in \text{GPPar}_n$.

We extend the notation in Section 2 as follows. For $\lambda, \mu \in \text{GPPar}_n$, $P = (p_{i,j})_{i,j \in \mathbb{Z}}$, $Q = (q_{i,j})_{i,j \in \mathbb{N}}$, and $R = (r_{i,j})_{i,j \in \mathbb{Z}}$, we define

$$P^\lambda := (p_{i,\lambda_i+n+j})_{1 \leq i,j \leq n},$$

$$Q^\lambda := (q_{i,\lambda_i+n-j})_{1 \leq i,j \leq n},$$

$$R^\lambda := (r_{\lambda_i+n-i,\mu_j+n-j})_{1 \leq i,j \leq n}.$$

The following lemma can be proved similarly as Lemma 3.1

**Lemma 6.2** (Cauchy–Binet theorem for generalized partitions). Suppose that $P = (p_{i,j})_{i \in \mathbb{N}, j \in \mathbb{Z}}$ and $Q = (q_{i,j})_{i \in \mathbb{Z}, j \in \mathbb{N}}$ are matrices such that each entry in $PQ$ is well defined as a series. Then we have

$$\det (PQ) = \sum_{\nu \in \text{GPPar}_n} (\det P^\nu)(\det Q_\nu).$$

Applying Lemma 6.2 twice and using the fact $(QR)_\nu = Q_\nu R$, we obtain the following corollary.

**Corollary 6.3.** Suppose that $P = (p_{i,j})_{i \in \mathbb{N}, j \in \mathbb{Z}}$, $Q = (q_{i,j})_{i \in \mathbb{Z}, j \in \mathbb{N}}$ and $R = (r_{i,j})_{i \in \mathbb{Z}, j \in \mathbb{N}}$ are matrices such that each entry in $PQ, QR$ and $PQR$ is well defined as a series. Then we have

$$\det (PQR) = \sum_{\nu, \rho \in \text{GPPar}_n} (\det P^\nu)(\det Q^\rho)(\det R_\rho).$$

We are now ready to expand $G_{\lambda/\mu}(x; \alpha, \beta)$ and $G_{\lambda'/\mu'}(x; \alpha, \beta)$ in terms of skew Schur functions up to some factor.

**Theorem 6.4.** For $\lambda, \mu \in \text{Par}_n$ with $\mu \subseteq \lambda$, we have

$$(6.5) \quad G_{\lambda/\mu}(x; \alpha, \beta) = C \sum_{\rho, \nu \in \text{GPPar}_n, \rho \subseteq \mu \subseteq \lambda \subseteq \nu} C_{\lambda, \nu}(\alpha, \beta)s_{\nu/\rho}(x)C_{\rho, \mu}'(\alpha, \beta),$$
where

\[ C = \prod_{i=1}^{n} \prod_{l=1}^{\infty} (1 - \beta_i x_l), \]

\[ C_{\lambda, \nu}(\alpha, \beta) = \det \left( h_{\nu_i - \lambda_i - i + j} \left( A_{\lambda_j} - B_{j-1} \right) \right)_{i,j=1}^{n}, \]

\[ C'_{\rho, \mu}(\alpha, \beta) = \det \left( h_{\mu_i - \rho_i - i + j} \left( -A_{\mu_i} + B_i \right) \right)_{i,j=1}^{n}. \]

**Proof.** We rewrite the \((i, j)\)-entry of the matrix in (6.1) as

\[ h_{\lambda_i - \mu_j - i + j} [X \otimes (A_{\lambda_i} - A_{\mu_j} - B_{i-1} + B_j)] \]

\[ = \sum_{a-b-c=\lambda_i - \mu_j - i + j} h_a [X] h_b [A_{\lambda_i} - B_{i-1}] h_c [-A_{\mu_j} + B_j] \]

\[ = \sum_{k,l \in \mathbb{Z}} h_k - (\lambda_i + n - 1) [A_{\lambda_i} - B_{i-1}] h_k - l [X] h_{(\mu_j + n - j) - l} [-A_{\mu_j} + B_j]. \]

Let \( P = (h_{j-(\lambda_i + n - 1)} [A_{\lambda_i} - B_{i-1}])_{i \in [n], j \in \mathbb{Z}}, Q = (h_{i-j} [X])_{i,j \in \mathbb{Z}} \) and \( R = (h_{(\mu_j + n - j) - l} [-A_{\mu_j} + B_j])_{i \in \mathbb{Z}, j \in [n]} \). By the above equation and (6.1), we have \( G_{\lambda/\mu}(\alpha, \beta) = C \det (PQR) \). On the other hand, by Corollary 6.3, we have

\[ \det (PQR) = \sum_{\nu, \rho \in \text{Par}_n} (\det P') (\det Q') (\det R) = \sum_{\nu, \rho \in \text{Par}_n} C_{\lambda, \nu}(\alpha, \beta) s_{\nu/\rho}(x) C'_{\rho, \mu}(\alpha, \beta). \]

Then the proof follows since \( C_{\lambda, \nu}(\alpha, \beta) s_{\nu/\rho}(x) C'_{\rho, \mu}(\alpha, \beta) \) is zero unless \( \rho \subseteq \mu \subseteq \lambda \subseteq \nu \) by Lemma 2.5 (with \( \text{Par}_n \) in place of \( \text{Par}_n \)). \( \square \)

**Theorem 6.5.** For \( \lambda, \mu \in \text{Par}_n \) with \( \mu \subseteq \lambda \), we have

\[ G_{\lambda'/\mu'}(x; \alpha, \beta) = D \sum_{\rho, \nu \in \text{Par}_n} D_{\lambda, \nu}(\alpha, \beta) s_{\nu/\rho}(x) D'_{\rho, \mu}(\alpha, \beta), \]

where

\[ D = \prod_{i=1}^{n} \prod_{l=1}^{\infty} (1 - \alpha_i x_l)^{-1}, \]

\[ D_{\lambda, \nu}(\alpha, \beta) = \det \left( e_{\nu_i - \lambda_i - i + j} [A_{\lambda_j} - B_{j-1}] \right)_{i,j=1}^{n}, \]

\[ D'_{\rho, \mu}(\alpha, \beta) = \det \left( e_{\mu_i - \rho_i - i + j} [-A_{\mu_i} + B_i] \right)_{i,j=1}^{n}. \]

**Proof.** This is similar to the proof of Theorem 6.4. \( \square \)

**Remark 6.6.** The current formulas for \( G_{\lambda/\mu}(x; \alpha, \beta) \) and \( G_{\lambda'/\mu'}(x; \alpha, \beta) \) in Theorems 6.4 and 6.5 are not yet linear combinations of skew Schur functions, since there are variables \( x_1, x_2, \ldots \) in \( C \) and \( D \). Since

\[ C = \prod_{i=1}^{n} \sum_{m \geq 0} (-1)^m \beta_i^m e_m(x) \quad \text{and} \quad D = \prod_{i=1}^{n} \sum_{m \geq 0} \alpha_i^m h_m(x), \]

it is possible to rewrite the formulas as linear combinations of skew Schur functions using the Pieri rule for skew shapes [2].

Recall that \( \text{IET}_2(\nu/\lambda) \) is the set of \( \mathbb{Z} \)-inelegant tableaux of shape \( \nu/\lambda \) defined in Section 4. We also define \( \text{ET}_2(\mu/\rho) \) to be the set of fillings \( T \) of the cells in the generalized skew shape \( \mu/\rho \) with integers such that the rows are weakly increasing, the columns are strictly increasing, and \( \min(i - j, 0) < T(i, j) \leq i \) for all \((i, j) \in \mu/\rho\).
The determinants $C_\lambda,\nu(\alpha, \beta), C'_{\rho,\mu}(\alpha, \beta), D_\lambda,\nu(\alpha, \beta)$, and $D'_{\rho,\mu}(\alpha, \beta)$ in Theorems 6.4 and 6.5 have the following combinatorial interpretations.

**Proposition 6.7.** For $\lambda, \mu \in \text{Par}_n$ and $\rho, \nu \in \text{GPar}_n$ with $\rho \subseteq \mu \subseteq \lambda \subseteq \nu$, we have

\begin{align*}
C_{\lambda,\nu}(\alpha, \beta) &= \sum_{T \in \text{ET}_2(\nu/\lambda)} \prod_{(i,j) \in \nu/\lambda} (\alpha T(i,j) - \beta T(i,j) - c(i,j)), \\
C'_{\rho,\mu}(\alpha, \beta) &= \sum_{T \in \text{ET}_2(\mu/\rho)} \prod_{(i,j) \in \mu/\rho} (-\alpha T(i,j) + c(i,j) + \beta T(i,j)), \\
D_{\lambda,\nu}(\alpha, \beta) &= \sum_{T \in \text{ET}_2(\nu/\lambda)} \prod_{(i,j) \in \nu/\lambda} (-\beta T(i,j) + \alpha T(i,j) - c(i,j)), \\
D'_{\rho,\mu}(\alpha, \beta) &= \sum_{T \in \text{ET}_2(\mu/\rho)} \prod_{(i,j) \in \mu/\rho} (\beta T(i,j) + c(i,j) - \alpha T(i,j)).
\end{align*}

Here we assume $\alpha_k = \beta_k = 0$ if $k \leq 0$.

**Proof.** Since $h_m[Z] = (-1)^m e_m[-Z]$ for any formal power series $Z$, we have

\[
det(h_{\mu_i - \lambda_i - j} A_{\lambda_i} - B_{j-1})_{i,j=1}^n = (-1)^{|\nu/\lambda|} \det(e_{\nu_i - \lambda_i - j, B_{j-1} - A_{\lambda_i}})_{i,j=1}^n \quad \text{and} \quad \det(h_{\mu_i - \rho_i - j} A_{\mu_i} + B_{j})_{i,j=1}^n = (-1)^{|\mu/\rho|} \det(e_{\mu_i - \rho_i - j, B_{j} + A_{\mu_i}})_{i,j=1}^n.
\]

In addition, substituting $-\beta$ and $-\alpha$ for $\alpha$ and $\beta$, respectively, turns $e_m[B_r - A_s]$ into $(-1)^m e_m[A_r - B_s]$. Therefore, we obtain

\begin{align*}
C_{\lambda,\nu}(\alpha, \beta) &= D_{\lambda,\nu}(-\beta, -\alpha) \quad \text{and} \quad C'_{\rho,\mu}(\alpha, \beta) = D'_{\rho,\mu}(-\beta, -\alpha).
\end{align*}

Using (6.10), we immediately obtain (6.8) and (6.9) from (6.6) and (6.7), respectively. Since (6.6) is the same as Theorem 4.3 it remains to show (6.7).

The proof is similar to that of Theorem 4.3. Let $\Gamma$ be the weighted lattice graph in Proposition 4.8. For any $i, j \in \{1, \ldots, \nu\}$, Proposition 4.8 with $r = \mu_i - i, s = i, t = \mu_j - j$ gives

\[
h_{\mu_i - \rho_j - i + j}[-A_{\mu_i} + B_j] = \text{wt}(P_T((\rho_j - j, \min(-\rho_j + j - 1, 0)), (\mu_i - i, i))).
\]

If the first step of a path $p \in P_T((\rho_j - j, \min(-\rho_j + j - 1, 0)), (\mu_i - i, i))$ is an east step, then the weight of the step is zero since $\rho_j - j + \min(-\rho_j + j - 1, 0) + 1 \leq 0$ and $\min(-\rho_j + j - 1, 0) \leq 0$.

Hence, we can write

\[
h_{\mu_i - \rho_j - i + j}[-A_{\mu_i} + B_j] = \text{wt}(P_T((\rho_j - j, \min(-\rho_j + j - 1, 0)), (\mu_i - i, i))).
\]

By the Lindström–Gessel–Viennot lemma, $\det(h_{\mu_i - \rho_j - i + j}[-A_{\mu_i} + B_j])_{i,j=1}^n$ can be expressed as the weight sum of the nonintersecting $n$-paths $p = (p_1, \ldots, p_n)$ where $p_i \in P_T((\rho_i - i, \min(-\rho_i + i, 1)), (\mu_i - i, i))$, and the set of such nonintersecting $n$-paths $p$ corresponds to $\text{ET}_2(\mu/\rho)$ bijectively. Hence, we obtain (6.7), which completes the proof. \(\square\)

We show that the special case $\alpha = (0, 0, \ldots)$ of Theorem 6.5 is equivalent to (the transposed version of) the result of Chan and Pfueger [8] on a skew Schur expansion of $\text{RG}_{\lambda/\mu}(x; \beta) = G_{\lambda/\mu}(x; 0, \beta)$. We need some definitions to state their result.

For $\lambda, \mu \in \text{Par}$, let $X(\lambda/\mu)$ denote the set of tableaux $T$ of shape $\lambda/\mu$ with integer entries such that the rows are weakly decreasing, the columns are strictly decreasing, and $0 < T(i,j) < j$ for all $(i,j) \in \lambda/\mu$. Let $Y(\lambda/\mu)$ denote the set of tableaux $T$ of shape $\lambda/\mu$ with integer entries such that the rows are strictly increasing, the columns are weakly increasing, and $0 < T(i,j) < j$ for
all \((i, j) \in \lambda/\mu\). For a tableau \(T\) of shape \(\lambda/\mu\) with integer entries, let 
\[\beta^T = \prod_{(i,j) \in \lambda/\mu} \beta_{T(i,j)}\]
and 
\[(-\beta)^T = \prod_{(i,j) \in \lambda/\mu} (\beta_{T(i,j)})\].

Let \(\lambda, \mu \in \text{Par}\) and fix an integer \(n\) satisfying \(\lambda, \mu \in \text{Par}_n\). After taking transposes, the result of Chan and Pflueger [8, Theorem 3.4] can be stated as
\[
(6.11) \quad G_{\lambda/\mu}(x; 0, \beta) = \sum_{\rho, \nu \in \text{Par}_n} \prod_{(i,j) \in \lambda/\mu} (-\beta)_{T(i,j)}^{T_1} s_{\nu/\rho'}(x) \beta^{T_2}.
\]

Combining Theorem 6.5 for \(\alpha = (0, 0, \ldots)\) with (6.8) and (6.9), we have
\[
(6.12) \quad G_{\lambda/\mu'}(x; 0, \beta) = \sum_{\rho, \nu \in \text{Par}_n} \prod_{(i,j) \in \lambda/\mu} (-\beta)_{T(i,j)}^{T_1} s_{\nu/\rho'}(x) D^\rho_{\mu}(0, \beta),
\]
where
\[
D^\rho_{\mu}(0, \beta) = \sum_{(i,j) \in \mu/\rho} \beta^T_{T(i,j)+c(i,j)}.
\]

Let \(S \in \text{ET}_2(\mu/\rho)\) for some \(\rho \in \text{Par}_n\) with \(\rho \subseteq \mu\). If there is a cell \((i, j) \in \mu/\rho\) such that \(j \leq 0\), then \(S(i,j) + c(i,j) \leq i + (j-i) \leq 0\). Thus, \(D^\rho_{\mu}(0, \beta)\) is zero unless \(\rho \in \text{Par}_n\), and we can replace the condition \(\rho \in \text{Par}_n\) by \(\rho \in \text{Par}_n\) in the sum in (6.12). Note that \(\lambda \subseteq \nu\) implies \(\nu \in \text{Par}_n\). On the other hand, if \(\ell(\nu) > \ell(\lambda)\), then by definition we have \(X(\nu/\lambda) = 0\), which implies that we can replace the condition \(\rho, \nu \in \text{Par}\) by \(\rho, \nu \in \text{Par}_n\) in (6.11). Therefore, for the equivalence of (6.11) and (6.12) it suffices to show that for \(\rho, \nu \in \text{Par}_n\) with \(\rho \subseteq \mu \subseteq \nu\) we have
\[
(6.13) \quad \sum_{T \in \text{ET}_2(\nu/\lambda)} (-\beta)^T = \sum_{T \in X(\nu/\lambda)} (-\beta)^{T_1},
\]
\[
(6.14) \quad \sum_{T \in \text{ET}_2(\mu/\rho)} \beta^{T^*} = \sum_{T \in Y(\mu/\rho)} \beta^{T_2},
\]
where for \(T \in \text{ET}_2(\mu/\rho)\) we define \(T^*\) to be the tableau of shape \(\mu/\rho\) given by \(T^*(i,j) = T(i,j) + c(i,j)\) for all \((i,j) \in \mu/\rho\). It is straightforward to check that
\[
X(\nu/\lambda) = \{T \in \text{ET}_2(\nu/\lambda) : T(i,j) > 0 \text{ for all } (i,j) \in \nu/\lambda\},
\]
\[
Y(\mu/\rho) = \{T^* : T \in \text{ET}_2(\mu/\rho), T^*(i,j) > 0 \text{ for all } (i,j) \in \mu/\rho\}.
\]

Since \(\beta_k = 0\) for \(k \leq 0\), the above descriptions for \(X(\nu/\lambda)\) and \(Y(\mu/\rho)\) imply (6.13) and (6.14), completing the proof of the equivalence of (6.11) and (6.12).

We now show the effect of the involution \(\omega\) on \(G_{\lambda/\mu}(x; \alpha, \beta)\).

**Theorem 6.8.** For \(\lambda, \mu \in \text{Par}\) with \(\mu \subseteq \lambda\), we have
\[
\omega(G_{\lambda/\mu}(x; \alpha, \beta)) = G_{\lambda'/\mu'}(x; -\beta, -\alpha).
\]

**Proof.** Fix an integer \(n\) such that \(\lambda, \mu \in \text{Par}_n\). Let \(C(\beta) = \prod_{i=1}^{n} \prod_{l=1}^{\infty} (1 - \beta_i x_l)\) and \(D(\alpha) = \prod_{i=1}^{n} \prod_{l=1}^{\infty} (1 - \alpha_i x_l)^{-1}\). By the well-known property of the involution \(\omega\) (see [36, Lemma 7.14.4]), we have
\[
(6.15) \quad \omega(C(\beta)) = \omega \left( \prod_{i=1}^{n} \prod_{l=1}^{\infty} (1 - \beta_i x_l) \right) = \prod_{i=1}^{n} \prod_{l=1}^{\infty} (1 + \beta_i x_l)^{-1} = D(\beta).
\]
Thus, using Theorem 6.4 [6.10], and Theorem 6.5, we have
\[
\omega(G_{\lambda/\mu}(x; \alpha, \beta)) = \omega(C(\beta)) \sum_{\rho, \nu \in \Par_n, \rho \leq \mu \leq \lambda \leq \nu} C_{\lambda, \nu}(\alpha, \beta) \omega(s_{\nu'/\rho'}(x)) c'_{p, \mu}(\alpha, \beta)
\]
\[
= D(-\beta) \sum_{\rho, \nu \in \Par_n, \rho \leq \mu \leq \lambda \leq \nu} D_{\lambda, \nu}(-\beta, -\alpha) s_{\nu'/\rho'}(x) D'_{p, \mu}(-\beta, -\alpha)
\]
\[
= G_{\lambda/\mu}(x; -\beta, -\alpha),
\]
as desired. \(\square\)

For the remaining part of this section, we expand \(g_{\lambda/\mu}(x; \alpha, \beta)\) in terms of skew Schur functions and compute \(\omega(g_{\lambda/\mu}(x; \alpha, \beta))\).

**Theorem 6.9.** For \(\lambda, \mu \in \Par_n\), we have
\[
g_{\lambda/\mu}(x; \alpha, \beta) = \sum_{\rho, \nu \in \Par_n, \mu \leq \rho \leq \nu \leq \lambda} c_{\lambda, \nu}(\alpha, \beta) s_{\nu'/\rho'}(x) c'_{p, \mu}(\alpha, \beta),
\]
where
\[
c_{\lambda, \nu}(\alpha, \beta) = \det(h_{\lambda_i - \nu_j - i + j}[A_{\lambda_{i-1}} - B_{i-1}])_{i,j=1}^{n},
\]
\[
c'_{p, \mu}(\alpha, \beta) = \det(h_{\rho_i - \mu_j - i + j}[A_{\rho_{j-1}} - B_{j-1}])_{i,j=1}^{n}.
\]

**Proof.** The \((i, j)\)-entry of the matrix in (6.3) can be rewritten as
\[
h_{\lambda_i - \mu_j - i + j}[X - A_{\lambda_{i-1}} + A_{\mu_{j-1}} - B_{i-1} - B_{j-1}]
\]
\[
= \sum_{k \geq 0} h_{\lambda_{i+n-k}}[A_{\lambda_{i-1}} - B_{i-1}]h_{k-l}[X]h_{l}[A_{\mu_{j-n+j}} - B_{j-1}].
\]
Let \(P = (h_{i+n-j}[A_{\lambda_{i-1}} - B_{i-1}])_{i,j \in \mathbb{N}}\), \(Q = (h_{i-j}[X])_{i,j \in \mathbb{N}}\), and \(R = (h_{i-j}[A_{\mu_{j-n+j}} - B_{j-1}])_{i,j \in \mathbb{N}}\). By the same argument used to obtain Corollary 6.3 from Lemma 6.2, we can deduce from Lemma 5.1 that
\[
\det(PQR) = \sum_{\rho, \nu \in \Par_n} (\det P^\nu)(\det Q^\rho)(\det R^\mu) = \sum_{\rho, \nu \in \Par_n} c_{\lambda, \nu}(\alpha, \beta) s_{\nu'/\rho'}(x) c'_{p, \mu}(\alpha, \beta).
\]
Then the proof follows from Lemma 2.3. \(\square\)

**Theorem 6.10.** For \(\lambda, \mu \in \Par_n\) with \(\mu \subseteq \lambda\), we have
\[
g_{\lambda/\mu'}(x; \alpha, \beta) = \sum_{\rho, \nu \in \Par_n, \mu \leq \rho \leq \nu \leq \lambda} d_{\lambda, \nu}(\alpha, \beta) s_{\nu'/\rho'}(x) d'_{p, \mu}(\alpha, \beta),
\]
where
\[
d_{\lambda, \nu}(\alpha, \beta) = \det(e_{\lambda_i - \nu_j - i + j}[A_{\lambda_{i-1}} + B_{\lambda_{i-1}}])_{i,j=1}^{n},
\]
\[
d'_{p, \mu}(\alpha, \beta) = \det(e_{\rho_i - \mu_j - i + j}[A_{\rho_{j-1}} - B_{\mu_{j-1}}])_{i,j=1}^{n}.
\]

**Proof.** This is similar to the proof of Theorem 6.9. \(\square\)

The determinants \(c_{\lambda, \nu}(\alpha, \beta), c'_{p, \mu}(\alpha, \beta), d_{\lambda, \nu}(\alpha, \beta),\) and \(d'_{p, \mu}(\alpha, \beta)\) in Theorems 6.9 and 6.10 also have the following combinatorial interpretations.
Proposition 6.11. For \(\lambda, \mu, \nu, \rho \in \operatorname{Par}_n\), we have

\[
\begin{align*}
c_{\lambda,\nu}(\alpha,\beta) &= \sum_{T \in \operatorname{ET}_z(\lambda/\nu)} \prod_{(i,j) \in \lambda/\nu} (-\alpha T(i,j)+c(i,j) + \beta T(i,j)), \\
c'_{\rho,\mu}(\alpha,\beta) &= \sum_{T \in \operatorname{ET}_z(\rho/\mu)} \prod_{(i,j) \in \rho/\mu} (\alpha T(i,j) - \beta T(i,j)-c(i,j)), \\
d_{\lambda,\nu}(\alpha,\beta) &= \sum_{T \in \operatorname{ET}_z(\lambda/\nu)} \prod_{(i,j) \in \lambda/\nu} (\beta T(i,j)+c(i,j) - \alpha T(i,j)), \\
d'_{\rho,\mu}(\alpha,\beta) &= \sum_{T \in \operatorname{ET}_z(\rho/\mu)} \prod_{(i,j) \in \rho/\mu} (-\beta T(i,j) + \alpha T(i,j)-c(i,j)).
\end{align*}
\]

Proof. By a similar argument in the proof of Proposition 6.7, we have

(6.16) \[c_{\lambda,\nu}(\alpha,\beta) = d_{\lambda,\nu}(-\beta, -\alpha), \quad c'_{\rho,\mu}(\alpha,\beta) = d'_{\rho,\mu}(-\beta, -\alpha).\]

Since

\[
c'_{\rho,\mu}(\alpha,\beta) = \det \left(h_{\rho_i-m_j-i+j}[A_{\mu_j}-B_{j-1}]\right)_{i,j=1}^n = c_{\rho,\mu}(\alpha,\beta),
\]

the proof follows from (6.16) and Theorems 4.3 and 4.4. \(\square\)

Theorem 6.12. For \(\lambda, \mu \in \operatorname{Par}\) with \(\mu \subseteq \lambda\), we have

\[
\omega(g_{\lambda/\mu}(x; \alpha, \beta)) = g_{\lambda/\mu'}(x; -\beta, -\alpha).
\]

Proof. This can be proved similarly to the proof of Theorem 6.8 using (6.16) and Theorems 6.9 and 6.10. \(\square\)

Remark 6.13. The involution \(\omega\) applied to \(G_{\lambda/\mu}(x; \alpha, \beta)\) and \(g_{\lambda/\mu}(x; \alpha, \beta)\) can also be computed directly using the Jacobi–Trudi-like formulas (6.1), (6.2), (6.3), and (6.4), which gives simple proofs of Theorems 6.8 and 6.12. First we observe that for any \(n, a, b, c, d \in \mathbb{Z}\),

\[
h_n[A_a - A_b - B_c + B_d] = (-1)^n e_n[-A_a + A_b + B_c - B_d] = e_n[-A_a + A_b + B_c - B_d] \bigg|_{\alpha=\alpha, \beta=\beta}.
\]

Using this, for \(i, j \in \{1, \ldots, n\}\) and \(m \in \mathbb{Z}\), we have

\[
\omega(h_m[X \ominus (A_{\lambda_i} - A_{\mu_j} - B_{i-1} + B_j)]) = \sum_{k \geq 0} \omega(h_{m+k}[X]) h_k[A_{\lambda_i} - A_{\mu_j} - B_{i-1} + B_j]
\]

\[
= \sum_{k \geq 0} e_{m+k}[X] e_k[-A_{\lambda_i} + A_{\mu_j} + B_{i-1} - B_j] \bigg|_{\alpha=\alpha, \beta=\beta}
\]

\[
= e_m[X \ominus (B_{i-1} - B_j - A_{\lambda_i} + A_{\mu_j})] \bigg|_{\alpha=\alpha, \beta=\beta}.
\]

By (6.1), (6.2), and (6.3), we have

\[
\omega(G_{\lambda/\mu}(x; \alpha, \beta)) = G_{\lambda'/\mu'}(x; -\beta, -\alpha) \big|_{\alpha=\alpha, \beta=\beta} = G_{\lambda'/\mu'}(x; -\beta, -\alpha).
\]

Similarly, we obtain \(\omega(g_{\lambda/\mu}(x; \alpha, \beta)) = g_{\lambda'/\mu'}(x; -\beta, -\alpha)\) using (6.3), (6.4), and

\[
\omega(h_m[X - A_{\lambda_i-1} + A_{\mu_j} + B_{i-1} - B_{j-1}]) = e_m[X - B_{i-1} + B_{j-1} + A_{\lambda_i-1} - A_{\mu_j}] \bigg|_{\alpha=\alpha, \beta=\beta}.
\]
7. Further Study

In this paper we introduced refined canonical stable Grothendieck polynomials \( G_\lambda(x; \alpha, \beta) \) and their duals \( g_\lambda(x; \alpha, \beta) \) with two infinite sequences \( \alpha \) and \( \beta \) of parameters. Since these generalize Grothendieck polynomials \( G_\lambda(x) \) and their duals \( g_\lambda(x) \), a natural question is to extend known properties of \( G_\lambda(x) \) and \( g_\lambda(x) \) to \( G_\lambda(x; \alpha, \beta) \) and \( g_\lambda(x; \alpha, \beta) \), respectively. In this section we propose some open problems in this regard.

Recall that we have two combinatorial models for \( G_\lambda(x; \alpha, \beta) \) in Theorem 1.6 and Corollary 4.5, and for \( g_\lambda(x; \alpha, \beta) \) in Theorem 1.6 and Corollary 4.6. If \( \alpha = (0, 0, \ldots) \) and \( \beta = (1, 1, \ldots) \), then there is an algorithm, called an un crowding algorithm, which proves the equivalence of these two combinatorial models for \( G_\lambda(x) \). The un crowding algorithm was first developed by Buch [6, Theorem 6.11] and generalized by Chan–Pflueger [8], Reiner–Tenner–Yong [34], and Pan–Pappe–Poh–Schilling [33]. The equivalence of the two combinatorial models for \( g_\lambda(x) \) was also shown bijectively by Lam and Pylyavskyy [22].

**Problem 7.1.** Find a combinatorial proof (desirably by using a modified uncrowding algorithm) of the equivalence of the two combinatorial models for \( G_\lambda(x; \alpha, \beta) \) in Theorem 1.6 and Corollary 4.6. Similarly, for \( g_\lambda(x; \alpha, \beta) \), find a combinatorial proof of the equivalence of Theorem 1.6 and Corollary 4.6.

Buch [6, Theorem 5.4] found a combinatorial interpretation for the Littlewood–Richardson-like coefficients \( c_{\lambda, \mu}^\nu \) for \( G_\lambda(x) \) defined by

\[
G_\lambda(x)G_\mu(x) = \sum_{\nu} c_{\lambda, \mu}^\nu G_\nu(x).
\]

Buch [6, Corollary 6.7 and Theorem 6.9] also found combinatorial interpretations for different types of Littlewood–Richardson-like coefficients \( d_{\lambda, \mu}^\nu \) and \( e_{\lambda, \mu}^\nu \) defined by

\[
\Delta G_\nu(x) = \sum_{\lambda, \mu} d_{\lambda, \mu}^\nu G_\lambda(x) \otimes G_\mu(x),
\]

\[
G_{\nu/\lambda}(x) = \sum_{\mu} e_{\lambda, \mu}^\nu G_\mu(x),
\]

where \( \Delta \) is the coproduct in the Hopf algebra of symmetric functions, see [15]. Yeliussizov [39] Theorem 3.3 and (37)] generalized (7.1) and (7.2) to \( G_\lambda^{(\alpha, \beta)}(x) \). As observed by Yeliussizov [39, p.297], by the duality \( \langle G_\lambda(x), g_\mu(x) \rangle = \delta_{\lambda, \mu} \), (7.2) is equivalent to

\[
g_\lambda(x)g_\mu(x) = \sum_{\nu} d_{\lambda, \mu}^\nu g_\nu(x).
\]

Similarly, we define the Littlewood–Richardson-like coefficients \( c_{\lambda, \mu}^{\nu}(\alpha, \beta), d_{\lambda, \mu}^{\nu}(\alpha, \beta) \) and \( e_{\lambda, \mu}^{\nu}(\alpha, \beta) \) by

\[
G_\lambda(x; \alpha, \beta)G_\mu(x; \alpha, \beta) = \sum_{\nu} c_{\lambda, \mu}^{\nu}(\alpha, \beta)G_\nu(x; \alpha, \beta),
\]

\[
\Delta G_\nu(x; \alpha, \beta) = \sum_{\lambda, \mu} d_{\lambda, \mu}^{\nu}(\alpha, \beta)G_\lambda(x; \alpha, \beta) \otimes G_\mu(x; \alpha, \beta),
\]

\[
G_{\nu/\lambda}(x; \alpha, \beta) = \sum_{\mu} e_{\lambda, \mu}^{\nu}(\alpha, \beta)G_\mu(x; \alpha, \beta).
\]
Using the duality in Theorem 3.5, the skew operator $f^\perp$, and the fact
\[ \Delta g_\lambda(x; \alpha, \beta) = \sum_{\mu \subseteq \lambda} g_\mu(x; \alpha, \beta) \otimes g_{\lambda/\mu}(x; \alpha, \beta), \]
one can show that
\[ g_\lambda(x; \alpha, \beta) g_\mu(x; \alpha, \beta) = \sum_{\nu} d^{\nu}_{\lambda, \mu}(\alpha, \beta) g_\nu(x; \alpha, \beta), \]
and
\[ g_{\nu/\lambda}(x; \alpha, \beta) = \sum_{\mu} c^{\nu}_{\lambda, \mu}(\alpha, \beta) g_\mu(x; \alpha, \beta). \]

**Problem 7.2.** Find the Littlewood–Richardson-like coefficients $c^{\nu}_{\lambda, \mu}(\alpha, \beta)$, $d^{\nu}_{\lambda, \mu}(\alpha, \beta)$ and $e^{\nu}_{\lambda, \mu}(\alpha, \beta)$.

The theory of noncommutative Schur functions was developed by Fomin and Greene [10] and further studied by Blasiak and Fomin [4]. Buch [6, Proof of Theorem 3.2] expressed the stable Grothendieck polynomial $G_{\lambda/\mu}(x)$ using the Fomin–Greene operators. Similar expressions were given by Lam and Pylyavskyy [22, Proof of Theorem 9.1] for $g_{\lambda/\mu}(x)$ and by Yeliussizov [39, Theorem 5.3] for $G_{\lambda}(x)$. Yeliussizov [39, Section 5.4] also found a similar expression for $G_{\lambda/\mu}(x)$, which is another skew version of $G_{\lambda}(x)$ different from $G_{\lambda/\mu}(x)$.

**Problem 7.3.** Find expressions for $G_{\lambda}(x; \alpha, \beta)$ and $g_{\lambda}(x; \alpha, \beta)$ (or their skew versions) using Fomin–Greene-type operators.

Finally, as mentioned in the introduction it is known that Grothendieck polynomials $G_{\lambda}(x)$ and $g_{\lambda}(x)$ have integrable vertex models [5–7, 16, 31–32, 38], crystal structures [12, 17, 33] and probabilistic models [32, 40]. It would be very interesting to extend these results to $G_{\lambda}(x; \alpha, \beta)$ and $g_{\lambda}(x; \alpha, \beta)$.
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