1. Introduction

Compared to traditional imaging, the imaging of scenes hidden from the camera’s direct line of sight—known as seeing around corners, or non-line-of-sight (NLoS) imaging—has attracted growing attention in recent years. Much research has been done aiming to detect, track and image hidden objects [1–8]. Single-pixel imaging (SPI) [9–11], a novel imaging technique by means of coincidence measurement, has proven that SPI can capture images in low light, high absorption and backscattering conditions [12–14]. This unique feature efficiently makes it possible to capture the image of hidden objects. In a passive SPI system, a beam emitted from a light
source illuminates the target and reflects to a digital micro-
mirror device (DMD) after interacting with the objects. After 
processing by the DMD, the reflected light is focused on a 
photodetector to get the intensity values. Using this technique, 
images are reconstructed from a series of continuous mea-
sured intensity, each of them means an independent subset of 
the spatial information in the same scene. This makes imaging 
possible in a complex situation, which is impossible or chal-
lenging with multipixel image sensors.

Due to SPI advantages and the rapid development of spatial 
light modulators (SLMs), a lot of experimental setups have 
been built recently to capture imaging in different fields. Paul Nipkow 
might be the earliest researcher to use an SPI technique by 
means of a rotating Nipkow disk to encode and transmit image 
information in 1884 [15]. Based on SPI, a technique called optical 
coherence tomography has been developed by David et al for 
noninvasive cross-sectional imaging in biological systems [16]. 
Howland established a laser-based 3D imaging system by means 
of photon-counting and compressive sensing [17]. Howland 
used a single-pixel camera to realize a compressed sensing, 
photon counting lidar system and reconstructed both depth and 
intensity maps from a single under-sampled set of incoherence 
[18]. For the wavelengths where multipixel image sensors are 
unavailable, a lot of research has also been done using SPI, such 
as imaging in the terahertz band [19, 20] and fluorescence imaging 
through scattering media and multimode fibers [21–23].

However, there are limited studies focusing on the applica-
tion of SPI to capturing images of hidden objects, and sys-
tematically investigating the influence of pattern types and 
measurements on the reconstruction performance. Therefore, 
exploiting advantages of SPI for hidden object imaging, we 
demonstrate a passive SPI imaging technique to reconstruct images of NLoS targets via diffusely reflected laser pulses. 
We design an experimental setup, which has the ability to recover 
the hidden object images. For the SPI algorithm, to completely capture the whole unknown scene up to a par-
ticular resolution, the least number of measurements required 
is equal to the total number of pixels in the reconstructed images [24]. Hence, a compressing technique is employed to 
reconstruct the image in order to save sampling time and improve the reconstruction efficiency in the current research. 
Our experimental results show that the proposed compressed 
sensing (CS)-based passive underwater SPI are more reliable than conventional imaging approaches for hidden objects. 
In addition, our method can save more than half of the time to get 
the same resolution, compared with SPI algorithm.

We begin with a brief theoretical introduction of underwater 
SPI in section 2. In section 3, we show the reconstructed images 
using various pattern types and the number of measurements. 
Moreover, evaluations of the performance with regard to each 
other and the original targets are also presented in this section. 
Finally, our conclusion and future work are given in section 4.

2. Theory

The SPI method acts by accumulating bucket sums of a light 
field that was both contacted with a target under investigation 
and a controllable modulator device. Practically, the way in 
which the imaging beam contacts with the object and the 
modulator (DMD) presents an essential difference between 
two unique approaches to the single pixel imaging method. 
It would be convenient to take the following approaches: the 
active mode is determined by following the agreement mod-
ulator, object and bucket detector; and the passive mode is 
determined by following an agreement object, modulator and 
bucket detector. Standard SPI system architecture contains the 
following main components: a source of light, optics, a single 
pixel detector and an SLM. Figure 1 shows the schematic of 
our experimental setup to detect and image the hidden objects 
using SPI. We represent a single measurement \( Y_j \) in a multi-
plexing scheme by the following expression:

\[
Y_j = \sum_{i=1}^{N} \Phi_{ji} X_i, \tag{1}
\]

or by the matrix equation

\[
Y = \Phi X, \tag{2}
\]

where \( Y \) is a column vector with \( M \)-elements representing \( M \) 
measurements, and \( \Phi \) is the \( M \times N \) measurement matrix, in 
which each row represents a pattern displayed on the SLM. 
For a well-conditioned measurement matrix [25] and the fully 
determined case, i.e. \( M = N \), the reconstruction becomes linear 
and can be solved by a simple matrix equation: \( X = \Phi^{-1} \times Y \) 
[26]. The image can be spatially multiplexed with many dif-
ferent types of measurement matrices. 

It is widely believed that intensity-based imaging systems 
require pattern values that are confined to either 1 or 0—as 
physical masks or patterns—to either pass light to the detector 
or stop it. However, utilization of patterns with negative val-
ues yield lower noise [26], but it is generally only achievable 
with phase-sensitive measurements. Often, intensity-based 
imaging masks are approximated by adding two [1, 0] masks 
and subtracting those that obtain a mask with [1, 0, -1] or 
[1, -1] values [27]. However, there are two significant disad-
vantages to the above approach: twice as many measurements 
are necessary, thus doubling the acquisition time; and the 
noise power increases because the variance is additive [28].

CS is a scheme for the simultaneous compression and sam-
ping of sparse signals through incomplete, non-adaptive lin-
ear measurements [21–23, 29]. The evolution of CS theory 
has led to a great advantage in the SPI field. Considering the
sparsity of objects with respect to measure functions, their known basis or exact solutions for single pixel measurements; equation (1) can be achieved even in the situations where the number of measurements, $M$, are less than 20% of the number of object pixels, $N$. Following that, there exists an $N$-dimensional sparsifying basis $\Psi (\Psi = \{\psi_1, \psi_2 \ldots, \psi_N\})$. The $N$-dimensional signal, $X (X = \{X_1, X_2 \ldots, X_N\}$), is called $K$-sparse, which can be expressed as:

$$X = \Psi S$$  

(3)

in which $K \ll N$ non-zero entries are contained in the $N \times 1$ vector $S$.

For the CS theory, it is stated that, when the signal $X$ contains such a $K$-sparse basis, signal $X$ can be reconstructed to more than $M = O(K\log N)$ incoherent linear measurements with a high probability:

$$Y = \Phi X = \Phi \Psi S.$$  

(4)

Here $Y$ is a $M \times 1$ measurement vector and $\Phi$ is a $M \times N$ measurement matrix, which is incoherent with the sparsifying matrix $\Psi$ [30].

The matrix $\Phi$ is defined as the measurement matrix [30]. If the maximum magnitude of the elements of $\Phi \Psi$ is small, the incoherent property would be fulfilled [31]. When $\Phi$ is a random basis for an example scrambled block Hadamard ensemble, a pseudorandom sequence and Bernoulli binary vectors; this condition is achievable [32, 33].

Since the $K$-sparse sparsifying basis, $\Psi$, occurs in several signal types, such natural images are sparse in Fourier, DCT or wavelet domains; a property taken advantage of in compression standards like JPEG2000 and JPEG. The $l_1$ norm minimization using measurement $Y$ can retrieve $S$ (hence $X$) [34]:

$$\hat{a} = \arg \min \|a\|_1,$$  

(5)

subject to $Y = \Phi \Psi a,$

(6)

where $\|a\|_1 = \sum_{i=1}^{N} |a_i|$ represents the $l_1$ norm of $S$. This type of optimization problem is known as a basis pursuit [34].

The gradient of the sparse image can be utilized by applying total variation (TV) minimization to the image. The discrete gradient for a digital image $X$, can be determined at pixel location $x_{ij}$ [35]:

$$G_{ij} = \begin{pmatrix} G_{i,j+1}(X) & G_{i,j}(X) \\ G_{i+1,j}(X) & G_{i,j}(X) \end{pmatrix}$$  

(7)

$$G_{i,j}(X) = x_{i+1,j} - x_{ij},$$  

$$G_{i,j+1}(X) = x_{i,j+1} - x_{ij}.$$  

The TV of $X$ can be written as the sum of the magnitudes of $G_{ij}(X)$ at each location in $X$:

$$TV(X) = \sum_{ij} \sqrt{G_{i,j}(X)^2 + G_{i,j+1}(X)^2}.$$  

(8)

Quadratic constraints of TV minimization have been proposed to yield more suitable visual quality than the $l_1$ optimization when retrieving images using noisy observations [35]

$$\min TV(X),$$  

subject to $\|\Phi X - Y\|_2 \leq \varepsilon.$  

(10)

Candes et al concluded seven distinct data reconstruction optimization problems. The CS inverse problem has been solved using a proposed software package (I-MAGIC) with CS measurements [36].

3. Experiment and analysis

In the above sections, we present a brief theoretical introduction of the SPI, CS and schematic of our experiment setup. Having demonstrated the SPI, CS and schematic of the system, we show imaging of the hidden object with a compressive method. There are well-developed mathematical techniques to reconstruct $X$ from an underdetermined equation (1). Here we use a sequence of ordered binary randoms and Hadamard patterns as the measurement matrix $\Phi$. In the SPI algorithm, the acquisition speed for image reconstruction is straightly proportional to the number of measurements. Utilizing a compressive technique minimizes the necessary number of measurements, which reduces the reconstruction and computational time. The influence of pattern type and number of measurements on the quality of reconstructed images are investigated in the experimental part. The principle behind the scheme of CS imaging can be summarized in equation (1), in which $Y$ is an $M \times 1$ column vector, $X$ is an image with $N$ pixels and $\Phi$ is the measurement matrix with an $M \times N$ dimension. Using CS, we can reconstruct the image with a lower number of measurements than the number of pixels in the image, which is not possible in an SPI algorithm, an optimization method described in [37, 38].

3.1. Experimental setup

Our experimental setup is demonstrated in figure 2. The laser source is required to illuminate the required area of the object using a collimator as it expands the laser beam diameter. After passing through the beam splitter (BS), the beam is split into two perpendicular directions. One beam goes to the glossy wall and a fraction of the beam goes towards the photodetector, which is connected to a delay generator and necessary to synchronize the laser beam with a single pixel detector. The reflected beam from the glossy wall is expected to interact with the hidden object, which has a glossy nature. After interacting with the object, the light beam is reflected from the wall again. Finally, the beam is projected onto a DMD chip through the BS and imaging lens. Using focused light from the imaging lens, random and Hadamard patterns are projected by the DMD to the collecting lens and focused onto the single pixel detector. The corresponding intensity values are captured by the DAQ.

The DLP (DLP Light Crafter 6500, Texas Instruments) is comprised of square micromirrors (1920 rows and 1080 columns), each mirror can be situated at two angles: $+12^\circ$ and $-12^\circ$. Each mirror represents an individual pixel in $X$. 
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and $\Phi$. The orientation of each mirror can be either towards a collecting lens (representing 1 in $\Phi$) or away from the collecting lens (representing 0 in $\Phi$). The reflected light is focused onto the single pixel detector using a collecting lens, where it calculates the product of $X \Phi$ to measure the $Y$ as an output voltage. The custom software was written in a matrix laboratory (MATLAB). With the plan of applying compressive sensing, the DLP is required to communicate with MATLAB so that the projection mask can be evolved in the middle of the measurement. Thus, a MATLAB code to communicate with the DLP through transmission control protocol/internet protocol has been introduced. Apart from DLP, DAQ is required to be linked with MATLAB as well. The data acquisition toolbox for MATLAB has already included the function ready to use with the National Instrument device. With the successful communication of the two devices, a MATLAB code was written to automate and, most importantly, synchronize the data collection procedure. It eliminates the possibility of linking the wrong reading to the mask. Instead of time-based correspondence, the DLP will only project the next matrix pattern after the reading for the current matrix pattern is acquiesced. With the elimination of the possible error, the measurements can be done at a faster pace and be more systematic. Following minimization of the total variation (min-TV), the reconstructed images can be realized within 20s of the reconstruction algorithm in MATLAB [37].

To evaluate the influence of pattern types on imaging quality, we employ peak signal-to-noise-ratio (PSNR), which is often used to measure the reconstruction quality of images. Here, PSNR is defined as:

$$\text{PSNR} = 10 \cdot \log_{10}\left(\frac{\text{MAX}_i^2}{\text{MSE}}\right)$$

where, $\text{MAX}_i^2$ is the maximum possible pixel value of the image when the pixels are represented using 8 bits per sample, this is 255 and MSE is the average squared difference between the estimated images and the original object which can be given by:

$$\text{MSE} = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [R(i,j) - O(i,j)]^2,$$

in which $R(i,j)$ is the reconstructed image and $O(i,j)$ is the image of the object. In addition, $m \times n$ is the number of pixels in the comparison image.

### 3.2. Results and analysis

#### 3.2.1. Influence of pattern

The characteristics and types of different spatially arranged patterns directly affect the imaging results in terms of possible resolution, fidelity, imaging speed and compressibility. Binary (Hadamard and random) patterns are used in our study to reconstruct the object. These patterns provide large spatial frequency information of the scene. In binary patterns, every pixel must be either fully transmissive (1) or not-transmissive (0). On the other hand, in the case of grayscale patterns, the transmission of every pixel must vary between 0 and 1.

To examine the influence of patterns on reconstruction performance, images are reconstructed by projecting Hadamard and random patterns with varying resolutions ($32 \times 32$, $64 \times 64$ and $128 \times 128$) under same number of measurements. Figure 3(e) and (f) display the reconstructed $128 \times 128$ images of the hidden object by projecting random and Hadamard patterns under 500 measurements. From figure 3(f), the edges can clearly be seen using Hadamard patterns—other than the random one, which proves the quality with the Hadamard patterns are better. From all the reconstructed results in figure 3, it is evident that reconstruction is better for each resolution using the Hadamard pattern. Applying equations (11) and (12), the PSNR of the reconstructed images in figure 3 are calculated and plotted in figure 4. A clear rising trend of PSNR from $32 \times 32$ to $128 \times 128$ can be observed and the PSNR corresponding to the Hadamard pattern has a better response than the random pattern.

#### 3.2.2. Influence of number of measurements

To investigate the effect of the number of measurements on hidden object imaging, images with different resolutions are reconstructed by projecting Hadamard patterns using varying number of measurements (300, 500 and 1000 measurements). The images obtained under nine different parameters are shown...
Figure 5. Reconstructed results with different resolution using Hadamard patterns under different number of measurements.
(a) 32 × 32 300 measurements; (b) 32 × 32 500 measurements; (c) 32 × 32 1000 measurements; (d) 64 × 64 300 measurements; (e) 64 × 64 500 measurements; (f) 64 × 64 1000 measurements; (g) 128 × 128 300 measurements; (h) 128 × 128 500 measurements; (i) 128 × 128 1000 measurements.

in figure 5. During the sampling of the object, a fraction of the fine detail is missing because of the noise under sampling. The object can be reconstructed when the number of measurements is less than 20% of the total number of pixels using CS.

Based on figures 5(g)–(i), it is evident that the reconstructed images become more reliable on the increasing number of measurements from 300 to 1000 because the structure of the original object can be clearly detected with naked eyes. From figure 6, it can be observed that figures 5(c), (f) and (i) are the most reliable reconstructed images with different resolutions. The corresponding PSNRs of each reconstructed image of figure 5 are shown in figure 6, in which it is shown that the PSNR is proportional to the number of measurements. It can be observed that the reconstruction performance is higher for more measurements as compared to fewer measurements. The reconstructed image quality continually increases with the growth of the number of measurements. In general, we can conclude that the more measurements we do, the higher reconstructed images we obtain. Therefore, more sampling times should be performed to obtain better reconstruction performance in real applications.

4. Conclusion and future work

In the current research, we designed a system to exhibit the novel application of SPI to image the hidden object, which is beneficial for practical applications of hidden object imaging. The proposed system employs Hadamard and random illumination patterns to reconstruct the 2D object image using CS. Following the CS approach, our system is capable to reconstruct the object with resolutions of 32 × 32, 64 × 64, and 128 × 128 using few measurements. Experimental results show that the reconstruction performance is proportional to the number of measurements. Therefore, to enhance reconstruction quality, a greater number of measurements are required. This substantial reduction in the number of measurements efficiently minimizes the data acquisition. The significant beneficial effects of Hadamard patterns compared with random patterns on object reconstruction have been shown in this paper.

In future, to extend our investigation of hidden object SPI, we will study the influence of factors such as laser wavelength, target characteristics, laser intensity and required optics on imaging performance.
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