An Improved LBP Feature Based Moving Object Detection
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Abstract. Moving object detection (MOD) is strongly restricted by the change of dynamic background. In this paper, a novel MOD algorithm based on improved Local Binary Patterns (LBP) is proposed. Firstly, the LBP is improved to overcome the shortcomings of LBP operator. Then the improved LBP is used in MOD to extract moving object in natural scenes. The experimental results show that the proposed MOD method can extract moving object more accurately.

1. Introduction
MOD is an essential content of computer vision [1]. There are many challenges in natural scenes for MOD such as illumination changes, swaying leaves, and shadow changes [2]. Generally, the method commonly used for MOD includes: the multi features fusion method, the difference method and the optical flow method [3-5]. Many classic model are used for MOD such as the Gaussian Mixture Model (GMM) model [6], the ViBe model [7] and the LBP based model [8]. The GMM model requires many training frames to determine the parameters. So in the case of insufficient training image frames, the detection results of GMM will contain a lot of noise [6]. The ViBe [7] model used the random sampling points in the neighbor of the pixels in the initial frame to construct the background model. Vibe algorithm is simple and efficient, but 'ghosts' will appear in the results when moving objects appeared in the initial frame.

The method of background model using Local Binary Pattern (LBP) is proposed [8]. The LBP operator is the description operator of the texture feature, which has the characteristics of gray scale invariant. However, the LBP is sensitive to noise. Thus, in this paper, a novel MOD algorithm based on improved LBP is proposed. Firstly, the LBP is improved to overcome the shortcomings of LBP operator. Then the improved LBP is used in MOD to extract moving object in natural scenes.

2. Proposed method
2.1 The improved LBP
LBP is a kind of texture operator which is always used to describe the local texture feature. It is often used for background modeling because of its robustness under illumination changes. The LBP can be computed by the following formula [8]:

\[ LBP(x, y) = \sum_{i=0}^{N-1} s(g_i - g_{i'}) \times 2^i \]  

(1)

\[ s(x) = \begin{cases} 
1, & x \geq 0 \\
0, & x < 0 
\end{cases} \]  

(2)
where $g_c$ and $g_p$ represents respectively the gray value in $(x_c, y_c)$ and the neighborhood of the $(x_c, y_c)$ on a circle region. As can be seen from the above formula, the value of LBP is only related to the relative size of the center pixel and the adjacent pixels. Illumination can only change the pixels’ gray value. However, if the gray value of adjacent pixel is close to central one, noise may change the relative size of the center and adjacent pixels. It means that the basic LBP is sensitive to noise.

In this paper, first of all, an improved LBP operator is proposed. Assuming that $B_c$ represents the gray value in $(x_c, y_c)$ in the reference frame (in this paper, reference frame is the background model frame). $g_r + \Delta g$ represents the gray value in $(x, y)$ in the present frame. In order to ensure that the relative size of the center pixel and its neighboring pixels are not changed, this paper assumes that the change of neighboring pixels' gray value of $(x, y)$ in current frame should be $\Delta g$. As mentioned above, the formula for improving LBP can be written as:

$$ILBP(x_c, y_c) = \sum_{p=0}^{p-1} s(g'_p - g_c) \cdot 2^p$$  \hspace{1cm} (3)

where $Th_1$ is the noise threshold.

As mentioned in the previous section, the noise threshold can be used to determine the cause of the difference between the ideal gray and the real gray value. If the difference is less than the threshold, then the effect of noise is considered, otherwise the effect of moving object is considered. Therefore, the selection of threshold is important.

2.2 Improved LBP feature based MOD

The first step is to extract the foreground region of moving objects, and then realize the accurate classification of pixels in the foreground region. On the basis of the above sections, the foreground pixels can be extracted by a simple probabilistic model.

Firstly, before the extraction of foreground pixel, the background is initialized according to the method in [9].

Secondly, the foreground region is estimated by the KDE model [10].

Thirdly, an overlapping window structure is used to divide the foreground region into equally sized windows.

Then, the improved LBP histogram of the window is calculated.

Finally, all the foreground pixels are extracted by histogram matching.

3. Experiments

The result of the comparison between the improved LBP and the traditional LBP is shown in Figure 1. Figure 1 (a) and 1 (d) are 416th and 426th frames of the video, respectively.

As we can see, the same position on the two frames is respectively provided with a black block. The LBP normalized histogram of pixels in the black block are shown in Figure 1 (b) (c). The improved LBP normalized histogram of pixels in the black block are shown in Figure 1 (c) (f). Compare with 1 (b) and 1 (e), it can be found that the LBP histogram of the same background in different frames is different due to the influence of noise. The similarity of 1 (c) and 1 (f) shows that the improved LBP has a good effect on noise elimination.
The proposed method is compared with GMM [6] and ViBe [7]. The results of detection are shown in Figure 2. As we can see from Figure 2 (b), the detection results of GMM algorithm has accurate target contours, but the surface of the extracted foreground has ‘holes’. Figure 2 (c) is the detection results of ViBe algorithm. The detection result of ViBe is limited to the number of sampling points. Only the sampling points tend to infinity, the scene can be accurately described, but it is not possible in practical applications. The detection results in Figure 2 (d) illustrate that the proposed algorithm not only eliminates the interference of the dynamic background pixels, but also detects more complete moving object.

Figure 2. The experiment result: (a) Original frames; (b) GMM; (c) ViBe; (d) The proposed method.

4. Conclusion
In this article, an improved LBP based MOD algorithm is proposed. The experiments show that the proposed method can extract moving object more accurately.

Acknowledgment
This work was financially supported by the Jiangsu Province Natural Science Foundation (No.BK20170305), National Natural Science Foundation of China (No.61801169, No.61573128,
No.61671202, No.61873086), and the Fundamental Research Funds for the Central Universities (No. 2017B02914).

References
[1] Wang Z, Liao K, Xiong J, et al. Moving Object Detection Based on Temporal Information[J]. IEEE Signal Processing Letters, 2014, 21(11):1403-1407.
[2] Han H, Zhu J, Liao S, et al. Moving Object Detection Revisited: Speed and Robustness[J]. IEEE Transactions on Circuits & Systems for Video Technology, 2015, 25(6):910-921.
[3] Xi Y, Jia K, Sun Z. A moving object detection algorithm based on a combination optical flow and edge detection, Advances in Intelligent Systems and Computing, vol. 535, pp. 130–137, 2017.
[4] Hariyono J, Hoang V D, Jo K H. Moving object localization using optical flow for pedestrian detection from a moving vehicle[J]. Scientific World Journal, 2014, 2014:196415-196415.
[5] Sengar S S, Mukhopadhyay S. Moving object area detection using normalized self adaptive optical flow[J]. Optik - International Journal for Light and Electron Optics, 2016, 127(16):6258-6267.
[6] Stauffer C, Grimson W E L. Adaptive Background Mixture Models for Real-Time Tracking[C]. Computer Vision and Pattern Recognition, 1999. IEEE Computer Society Conference on. IEEE, 1999:246-252.
[7] Barnich O, Van D M. ViBe: a universal background subtraction algorithm for video sequences[J]. IEEE Transactions on Image Processing, 2011, 20(6):1709-1724.
[8] Ying D, Li W H, Fan J, et al. Robust moving object detection under complex background[J]. Computer Science & Information Systems, 2010, 7(1):201-210.
[9] Zhang E, Li Y, and Duan J, “Moving object detection based on confidence factor and csrlbp features,” The Imaging Science Journal, vol. 64, no. 5, pp. 253–261, 2016.
[10] Elgammal A, Harwood D, and Davis L. Non-parametric model for background subtraction[J]. Lecture Notes in Computer Science, 2000, vol. 1843, pp. 751–767.