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Abstract

This paper introduces a new proximity graph, called the $k$-Semi-Yao graph ($k$-SYG), on a set $P$ of points in $\mathbb{R}^d$, which is a supergraph of the $k$-nearest neighbor graph ($k$-NNG) of $P$. We provide a kinetic data structure (KDS) to maintain the $k$-SYG on moving points, where the trajectory of each point is a polynomial function whose degree is bounded by some constant. Our technique gives the first KDS for the theta graph (i.e., 1-SYG) in $\mathbb{R}^d$. It generalizes and improves on previous work on maintaining the theta graph in $\mathbb{R}^2$.

As an application, we use the kinetic $k$-SYG to provide the first KDS for maintenance of all the $k$-nearest neighbors in $\mathbb{R}^d$, for any $k \geq 1$. Previous works considered the $k = 1$ case only.

Our KDS for all the 1-nearest neighbors is deterministic. The best previous KDS for all the 1-nearest neighbors in $\mathbb{R}^d$ is randomized. Our structure and analysis are simpler and improve on this work for the $k = 1$ case. We also provide a KDS for all the $(1 + \epsilon)$-nearest neighbors, which in fact gives better performance than previous KDS’s for maintenance of all the exact 1-nearest neighbors.

As another application, we present the first KDS for answering reverse $k$-nearest neighbor queries on moving points in $\mathbb{R}^d$, for any $k \geq 1$.
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1. Introduction

The physical and virtual worlds around us are full of moving objects, including players in multi-player game environments, soldiers in a battlefield, tourists in foreign environments, and mobile devices in wireless ad-hoc networks. The problems that deal...
with attributes (e.g., closest pair) of sets of objects arising from the distances between objects are known as proximity problems. Considering (kinetic version of) a proximity problem on moving objects in order to solve a proximity problem is called a kinetic proximity problem.

The maintenance of attributes of sets of moving points has been studied extensively over the past 15 years; see [3] and references therein. A basic framework for this study, which is described in Section 1.2, is that of a kinetic data structure (KDS) which is in fact a set of data structures and algorithms to track the attributes of moving points. We consider some fundamental proximity problems, which are stated in Section 1.1, in this standard KDS model.

1.1. Problem Statement

Let \( P \) be a set of \( n \) points in \( \mathbb{R}^d \), where \( d \) is arbitrary but fixed. Finding the \( k \)-nearest neighbors to a query point, which is called the \( k \)-nearest neighbor problem, is fundamental in computational geometry. The all \( k \)-nearest neighbors problem, a variant of the \( k \)-nearest neighbor problem, is to find the \( k \)-nearest neighbors to each point \( p \in P \). Given any \( \epsilon > 0 \), the all \( (1+\epsilon) \)-nearest neighbors problem is to find some \( \hat{q} \in P \) for each point \( p \in P \), such that the Euclidean distance \( |pq| \) between \( p \) and \( \hat{q} \) is within a factor of \((1+\epsilon)\) of the Euclidean distance between \( p \) and its nearest neighbor. The graph constructed by connecting each point \( p \in P \) to its \( k \)-nearest neighbors is called the \( k \)-nearest neighbor graph (\( k \)-NNG). The closest pair problem is to find the endpoints of the edge in the 1-NNG whose separation distance is minimum. The \( \theta \) graph is a well-studied sparse proximity graph [4, 5]. This graph is constructed as follows. Partition the space around each point \( p \in P \) into \( c \) polyhedral cones \( C_l(p) \), \( 0 \leq l \leq c-1 \). In each cone \( C_l(p) \), a vector \( x_l(p) \) is chosen as the cone axis. Then connect the point \( p \) to a particular point inside each cone \( C_l(p) \), where the particular point is the element of \( P \) with minimum length projection on \( x_l(p) \) \(^1\).

The reverse \( k \)-nearest neighbor (RkNN) problem is a variant of the \( k \)-nearest neighbor problem that asks for the inﬂuence of a query point on a point set \( P \). Unlike the \( k \)-nearest neighbor problem, the exact number of reverse \( k \)-nearest neighbors of a query point is not known in advance, but as we prove in Lemma 3.3 the number is upper-bounded by \( O(k) \). The RkNN problem is formally defined as follows: Given a query point \( q \notin P \), find the set \( \text{RkNN}(q) \) of all \( p \in P \) for which \( q \) is one of \( k \)-nearest neighbors of \( p \). Thus \( \text{RkNN}(q) = \{ p \in P : |pq| \leq |pp_k| \} \), where \( |.| \) denotes Euclidean distance, and \( p_k \) is the \( k^{th} \) nearest neighbor of \( p \) among the points in \( P \).

1.2. KDS Framework

Basch, Guibas, and Hershberger [7] introduced the kinetic data structure framework to maintain attributes (e.g., closest pair) of moving points. In the kinetic setting, we

\(^1\)By treating \( c \) as a parameter of the \( \theta \) graph, one can obtain an important class of sparse graphs, called \( t \)-spanners, with different stretch factors \( t \) [6].
assume each coordinate of the trajectory of a point \( p \in P \) is a polynomial function of degree bounded by some constant \( s \). The correctness of an attribute over time is determined based on correctness of a set of certificates. A certificate is a boolean function of time, and its failure time is the next time after the current time at which the certificate will become invalid. When a certificate fails, we say that an event occurs. Using a priority queue of the failure times of the certificates, we can know the next time after the current time that an event occurs. When the failure time of the certificate with highest priority in the priority queue is equal to the current time we invoke the update mechanism to reorganize the data structures and replace the invalid certificates with new valid ones.

To analyse the performance of a KDS there are four standard criteria. A KDS distinguishes between two types of events: external events and internal events. An event that changes the desired attribute itself is called an external event, and those events that cause only some internal changes in the data structures are called internal events. If the ratio between the worst-case number of internal events in the KDS to the worst-case number of external events is \( O(\text{polylog}(n)) \), the KDS is efficient. If the response time of the update mechanism to an event is \( O(\text{polylog}(n)) \), the KDS is responsive. The compactness of a KDS refers to size of the priority queue at any fixed time: if the KDS uses \( O(n \cdot \text{polylog}(n)) \) certificates, it is compact. The KDS is local if the number of certificates associated with any point at any fixed time is \( O(\text{polylog}(n)) \). The locality of a KDS is an important criterion; if a KDS is local, it can be updated quickly when a point changes its trajectory.

1.3. Related Work

Stationary setting. For a set \( P \) of \( n \) stationary points, the closest pair problem can be solved in \( O(n \log n) \) time [8, 9]. There is also a linear-time randomized algorithm to find the closest pair [10]. One can report all the 1-nearest neighbors in time \( O(n \log n) \) [11]. For any \( k \geq 1 \), all the \( k \)-nearest neighbors can be reported in time \( O(kn \log n) \) [12], in order of increasing distance; reporting the unordered set takes time \( O(n \log n + kn) \) [13, 14, 12].

The reverse \( k \)-nearest neighbor problem was first posed by Korn and Muthukrishnan [15] in the database community, where it was then considered extensively due to its many applications in, for example, decision support systems, profile-based marketing, traffic networks, business location planning, clustering and outlier detection, and molecular biology [16, 17]. In computational geometry, there exist two data structures [18, 19] that give solutions to the R\( k \)NN problem. Both of these solutions only work for \( k = 1 \). Maheshwari et al. [18] gave a data structure to solve the R1NN problem in \( \mathbb{R}^2 \). Their data structure uses \( O(n) \) space and \( O(n \log n) \) preprocessing time, and an R1NN query can be answered in time \( O(\log n) \). Cheong et al. [19] considered the R1NN problem in \( \mathbb{R}^d \), where \( d = O(1) \). Their method gives the same complexity as that of [18] \(^2\).

\(^2\)It seems that the approach by Cheong et al. can be extended to answer R\( k \)NN queries, for any
Kinetic setting. For a set of \( n \) moving points in \( \mathbb{R}^2 \), where each trajectory of a point is a polynomial function of degree bounded by constant \( s \), Basch, Guibas, and Hershberger [7] provided a KDS for maintenance of the closest pair. Their KDS uses linear space and processes \( O(n^2 \beta_{2s+2}(n) \log n) \) events, each in time \( O(\log^2 n) \). Here, \( \beta_s(n) \) is an extremely slow-growing function.

Basch, Guibas, and Zhang [20] used multidimensional range trees to maintain the closest pair in \( \mathbb{R}^d \). For a fixed dimension \( d \), their KDS uses \( O(n \log^{d-1} n) \) space and processes \( O(n^2 \beta_{2s+2}(n) \log n) \) events, each in worst-case time \( O(\log^d n) \). Their KDS is responsive, efficient, compact, and local.

Using multidimensional range trees, Agarwal, Kaplan, and Sharir (TA LG’08) [21] gave KDS’s both for maintenance of the closest pair and for all the 1-nearest neighbors in \( \mathbb{R}^d \). The closest pair KDS by Agarwal et al. uses \( O(n \log^{d-1} n) \) space and processes \( O(n^2 \beta_{2s+2}(n) \log n) \) events, each in amortized time \( O(\log^d n) \); this KDS is efficient, amortized responsive, local, and compact. Agarwal et al. gave the first efficient KDS to maintain all the 1-nearest neighbors in \( \mathbb{R}^d \). For the efficiency of their KDS, they implemented range trees by using randomized search trees (treaps). Their randomized kinetic approach uses \( O(n \log^d n) \) space and processes \( O(n^2 \beta_{2s+2}(n) \log^{d+1} n) \) events; the expected time to process all events is \( O(n^2 \beta_{2s+2}^2(n) \log^{d+2} n) \). Their all 1-nearest neighbors KDS is efficient, amortized responsive, compact, but in general is not local.

Rahmati, King, and Whitesides [22] gave the first KDS for maintenance of the theta graph in \( \mathbb{R}^2 \). Their method uses a constant number of kinetic Delaunay triangulations to maintain the theta graph. Their theta graph KDS uses linear space and processes \( O(n^2 \beta_{2s+2}(n)) \) events with total processing time \( O(n^2 \beta_{2s+2}(n) \log n) \). Using the kinetic theta graph, they improved the previous KDS by Agarwal et al. to maintain all the 1-nearest neighbors in \( \mathbb{R}^2 \). In particular, their deterministic kinetic algorithm, which is also arguably simpler than the randomized kinetic algorithm by Agarwal et al., uses \( O(n) \) space and processes \( O(n^2 \beta_{2s+2}^2(n) \log n) \) events with total processing time \( O(n^2 \beta_{2s+2}^2(n) \log^2 n) \). With the same complexity as their KDS for maintenance of all the 1-nearest neighbors, they maintain the closest pair over time. Their KDS’s for maintenance of the theta graph, all the 1-nearest neighbors, and the closest pair are efficient, amortized responsive, compact, but in general are not local.

The reverse \( k \)-nearest neighbor queries for a set of continuously moving objects has attracted the attention of the database community (see [23] and references therein). To our knowledge there is no previous solution to the kinetic \( RkNN \) problem in the literature.

1.4. Our Contributions

We introduce a new sparse proximity graph, called the \( k \)-Semi-Yao graph (\( k \)-SYG), and then maintain the \( k \)-SYG for a set of \( n \) moving points, where the trajectory of each point is a polynomial function of at most constant degree \( s \). We use a constant number \( k \geq 1 \), with preprocessing time \( O(kn \log n) \), space \( O(kn) \), and query time \( O(\log n + k) \).
of range trees to apply necessary changes to the k-SYG over time. We prove that the edge set of the k-SYG includes the pairs of the k-nearest neighbors as a subset. This enables us to easily provide the first kinetic solutions in \( \mathbb{R}^d \) for maintenance of all the k-nearest neighbors, and then, as another first, to answer RkNN queries on moving points, for any \( k \geq 1 \).

Our KDS for maintenance of the 1-SYG (i.e., theta graph), in fixed dimension \( d \), uses \( O(n \log^d n) \) space and processes \( O(n^2) \) events with total processing time \( O(n^2 \beta_{2s+2}(n) \log^{d+1} n) \). The KDS is compact, efficient, amortized responsive, and it is local. Our KDS generalizes the previous KDS for the 1-SYG by Rahmati et al. [22] which only works in \( \mathbb{R}^2 \). Also, our kinetic approach yields improvements on the previous KDS for maintenance of the 1-SYG by Rahmati et al. [22]: Our KDS is local, but their KDS is not; in particular, each point in our KDS participates in \( O(1) \) certificates, but in their KDS each point participates in \( O(n) \) certificates. Also, our KDS handles \( O(n^2) \) events, but their KDS handles \( O(n^2 \beta_{2s+2}(n)) \) events in \( \mathbb{R}^2 \).

Our KDS for maintenance of all the 1-nearest neighbors uses \( O(n \log^d n) \) space and processes \( O(n^2 \beta_{2s+2}(n) \log n) \) events; the total processing time to handle all the events is \( O(n^2 \beta_{2s+2}(n) \log^{d+1} n) \). Our KDS is compact, efficient, amortized responsive, but it is not local in general. For each point \( p \in P \) in the 1-SYG we construct a tournament tree to maintain the edge with minimum length among the edges incident to the point \( p \). Summing over elements of all the tournament trees in our KDS is linear in \( n \), which leads to the total number of events \( O(n^2 \beta_{2s+2}(n) \log n) \), which is independent of \( d \). Our deterministic method improves with simpler structure and analysis of the previous randomized kinetic algorithm by Agarwal et al. [21]: The expected total size of the tournament trees in their KDS for all 1-nearest neighbors is \( O(n \log^d n) \); thus their KDS processes \( O(n^2 \beta_{2s+2}(n) \log^{d+1} n) \) events, which depends on \( d \). Also, we improve their KDS by a factor of \( \log n \) in the total cost. Furthermore, on average, each point in our KDS participates in \( O(1) \) events, but in their KDS each point participates in \( O(\log^d n) \) events.

For maintaining all the 1-nearest neighbors, neither our KDS nor the KDS by Agarwal et al. is local in the worst-case, and furthermore, each event in our KDS and in their KDS is handled in a polylogarithmic amortized time. To satisfy the locality criterion and to get a worst-case processing time for handling events, we provide a KDS for all the \((1 + \epsilon)\)-nearest neighbors. In particular, for each point \( p \) we maintain some point \( q \) such that \( |pq| < (1 + \epsilon) |pq| \), where \( q \) is the nearest neighbor of \( p \) and \( |pq| \) is the Euclidean distance between \( p \) and \( q \). This KDS uses \( O(n \log^d n) \) space, and handles \( O(n^2 \log^d n) \) events, each in worst-case time \( O(\log n \log \log n) \); it is compact, efficient, responsive, and local.

To answer an RkNN query for a query point \( q \not\in P \) at any time \( t \), we partition the \( d \)-dimensional space into a constant number of cones around \( q \), and then among the points of \( P \) in each cone, we examine the \( k \) points having shortest projections on the cone axis. We obtain \( O(k) \) candidate points for \( q \) such that \( q \) might be one of their \( k \)-nearest neighbors at time \( t \). To check which if any of these candidate points
is a reverse $k$-nearest neighbor of $q$, we maintain the $k^{th}$ nearest neighbor $p_k$ of each point $p \in P$ over time. By checking whether $|pq| \leq |pp_k|$ we can easily check whether a candidate point $p$ is one of the reverse $k$-nearest neighbors of $q$ at time $t$. Given a KDS for maintenance of all the $k$-nearest neighbors, an R$k$NN query can be answered at any time $t$ in $O(\log^d n + k)$ time. Note that if an event occurs at the same time $t$, we first spend amortized time $O(\text{polylog}(n))$ to update all the $k$-nearest neighbors, and then we answer the query.

Table 1 summarizes all the (previous and new) results for the kinetic proximity problems. In this table, “Dim.”, “Num.”, and “Proc.” stand for “Dimension”, “Number”, and “Processing”, respectively. Here, $\beta(n)$ is an extremely slow-growing function, and $\phi(n)$ is the complexity of the $k$-level, which are defined in Theorems 2.2 and 2.3, respectively.
| Kinetic problem   | Dim. | Space      | Num. of events | Proc. time       | Local |
|------------------|------|------------|----------------|------------------|-------|
| Closest pair [7] | $d = 2$ | $O(n)$    | $O(n^2 \beta(n) \log n)$ | $O(\log^2 n)$ /event | Yes   |
| Closest pair [20]| $d = O(1)$ | $O(n \log^{d-1} n)$ | $O(n^2 \beta(n) \log n)$ | $O(\log^d n)$ /event | Yes   |
| Closest pair [21]| $d = O(1)$ | $O(n \log^{d-1} n)$ | $O(n^2 \beta(n) \log n)$ | $O(\log^d n)$ /event | Yes   |
| Closest pair [22]| $d = 2$ | $O(n)$     | $O(n^2 \beta^2(n) \log n)$ | $O(n^2 \beta^2(n) \log^2 n)$ | No    |
| All 1-NNs [21]  | $d = O(1)$ | $O(n \log^d n)$ | $O(n^2 \beta(n) \log^{d+1} n)$ | $O(n^2 \beta(n) \log^{d+2} n)$ | No    |
| All 1-NNs [22]  | $d = 2$ | $O(n)$     | $O(n^2 \beta^2(n) \log n)$ | $O(n^2 \beta^2(n) \log^2 n)$ | No    |
| All 1-NNs [Here]| $d = O(1)$ | $O(n \log^d n)$ | $O(n^2 \beta^2(n) \log n)$ | $O(n^2 \beta(n) \log^{d+1} n)$ | No    |
| All $(1 + \epsilon)$-NNs [Here]| $d = O(1)$ | $O(n \log^d n)$ | $O(n^2 \beta(n) \log^d n)$ | $O(\log^d n \log \log n)$ /event | Yes   |
| All k-NNs [Here]| $d = O(1)$ | $O(n \log^{d+1} n + kn)$ | $O(n^2 \phi(n))$ | $O(n^2 \phi(n) \log n)$ | No    |
| 1-SYG [22]      | $d = 2$ | $O(n)$     | $O(n^2 \beta(n))$ | $O(n^2 \beta(n) \log n)$ | No    |
| 1-SYG [Here]    | $d = O(1)$ | $O(n \log^d n)$ | $O(n^2)$ | $O(n^2 \beta(n) \log^{d+1} n)$ | Yes   |

Table 1: The previous results and our results for kinetic proximity problems.
1.5. Outline

In Section 2, we describe the necessary background and review the theorems that we use throughout this paper. Section 3 provides key lemmas, and in fact introduces a new supergraph, namely the \( k\)-Semi-Yao graph (\( k\)-SYG), of the \( k\)-NNG. Section 4 shows how to construct the \( k\)-SYG and report all the \( k\)-nearest neighbors. Section 5 gives a kinetic approach for maintenance of the \( k\)-SYG. Section 6 provides two applications of the kinetic \( k\)-SYG: maintenance of all the \( k\)-nearest neighbors, and answering \( Rk\)NN queries on moving points. Section 7 shows how to maintain all the \((1+\epsilon)\)-nearest neighbors. Section 8 concludes.

2. Preliminaries

Partitioning space around the origin.. Let \( \vec{v} \) be a unit vector in \( \mathbb{R}^d \) with apex at the origin \( o \), and let \( \theta \) be a constant. We define an infinite right circular cone with respect to \( \vec{v} \) and \( \theta \) to be the set of points \( x \in \mathbb{R}^d \) such that the angle between \( \vec{vo} \) and \( \vec{v} \) is at most \( \theta/2 \); Figure 1(a) depicts an infinite right circular cone in \( \mathbb{R}^3 \). We define a polyhedral cone of opening angle \( \theta \) with respect to \( \vec{v} \) to be the intersection of \( d \) half-spaces such that the intersection is contained in an infinite right circular cone with respect to \( \vec{v} \) and \( \theta \), and such that all the half-spaces contain the origin \( o \); Figure 1(b) depicts a polyhedral cone in \( \mathbb{R}^3 \), which is contained in the infinite right circular cone of Figure 1(a). The angle between any two rays inside a polyhedral cone of opening angle \( \theta \) emanating from \( o \) is at most \( \theta \).

\[
\text{Lemma 2.1. } [24] \quad \text{The } d\text{-dimensional space around a point can be covered by a collection of } c = O(1/\theta^{d-1}) \text{ interior-disjoint polyhedral cones of opening angle } \theta.
\]

Kinetic rank-based range tree (RBRT).. Let \( C = \{C_0, ..., C_{c-1}\} \) be a set of polyhedral cones of opening angle \( \theta \) with their apex at the origin \( o \) that together cover \( \mathbb{R}^d \). Denote by \( f_1, ..., f_d \) the bounding half-spaces \( f^+_1, ..., f^+_d \) of \( C_l \), \( 0 \leq l \leq c - 1 \). Let \( u_i \) be the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{An infinite right circular cone and a polyhedral cone.}
\end{figure}
normal to $f_i^+, 1 \leq i \leq d$. Figure 2(a) depicts $u_1$ and $u_2$ for the half-spaces $f_1^+$ and $f_2^+$ of a polyhedral cone $C_l \in \mathbb{R}^2$. Let $C_l(p)$ denote the translated copy of $C_l$ with apex at $p$; see Figure 2(b).

Consider a set $P$ of moving points. Using a kinetic range tree data structure, one can process the moving points in $P$ such that the points of $P$ inside a query range can efficiently be reported at any time $t$. By creating a kinetic range tree data structure $T_l$ for the polyhedral cone $C_l$, one can report the points in $P \cap C_l(p)$ for a query range $C_l(p)$ at time $t$.

Abam and de Berg [24] introduced a variant of range trees, a rank-based range tree (RBRT), that avoids rebalancing the range tree and gives a polylogarithmic worst-case processing time when an event occurs. Similar to a regular range tree (see [25]), the points at level $i$ of an RBRT $\mathcal{T}_l$, which is an RBRT corresponding to $C_l$, are sorted at the leaves in ascending order according to their $u_i$-coordinates. The skeleton of an RBRT $\mathcal{T}_l$ is independent of the position of the points in $\mathbb{R}^d$ and depends on the ranks of the points in each of the $u_i$-coordinates. The rank of a point in a tree at level $i$ of the RBRT $\mathcal{T}_l$ is its position in the sorted list of all the points ordered by their $u_i$-coordinates. Any tree at any level of the RBRT $\mathcal{T}_l$ is a balanced binary tree, and no matter how many points are in the tree, it is a tree on $n$ ranks. The following gives the complexity of an RBRT $\mathcal{T}_l$.

**Theorem 2.1.** [24] An RBRT $\mathcal{T}_l$ uses $O(n \log^d n)$ storage and can be constructed in $O(n \log^d n)$ time. It can be described as a set of pairs $\Psi_l = \{(B_1, R_1), ..., (B_m, R_m)\}$ with the following properties.

- Each pair $(B_j, R_j) \in \Psi_l$ is generated from an internal node or a leaf node of a tree at level $d$ of $\mathcal{T}_l$.
- For any two points $p$ and $q$ in $P$ where $q \in C_l(p)$, there is a unique pair $(B_j, R_j) \in \Psi_l$ such that $p \in B_j$ and $q \in R_j$. 

Figure 2: (a) The cone $C_l$ in $\mathbb{R}^2$ is bounded by $f_1$ and $f_2$. The coordinate axes $u_1$ and $u_2$ are orthogonal to $f_1$ and $f_2$. (b) A translation of $C_l$ that moves the apex to $p$. 
For any pair \((B_j, R_j) \in \Psi\), if \(p \in B_j\) and \(q \in R_j\), then \(q \in C_l(p)\) and \(p \in \overline{C}_l(q)\). Here, \(\overline{C}_l(q)\) is the reflection of \(C_l(q)\) through \(p\), which is intuitively formed by following the lines through \(p\) in the half-spaces of \(C_l(q)\).

Each point \(p \in P\) is in \(O(\log^d n)\) pairs of \((B_j, R_j)\), which implies that the number of elements of all the pairs \((R_j, B_j)\) is \(O(n \log^d n)\).

For any point \(p \in P\), all the sets \(B_j\) (resp. \(R_j\)), where \(p \in B_j\) (resp. \(p \in R_j\)), can be found in time \(O(\log^d n)\).

The set \(P \cap C_l(p)\) (resp. \(P \cap \overline{C}_l(p)\)) of points is the union of \(O(\log^d n)\) sets \(R_j\) (resp. \(B_j\)), where the subscript \(j\) is such that \(p \in B_j\) (resp. \(p \in R_j\)).

For a set of \(n\) moving points, where the trajectories are given by polynomials of degree bounded by a constant, the RBRT \(T_l\) can be maintained by processing \(O(n^2)\) events, each in worst-case time \(O(\log^d n)\).

**Complexity of the \(k\)-level.** Consider a set of \(n\) moving points, where the \(y\)-coordinate \(y_i(t)\) of each point \(p_i\) is a polynomial function of at most constant degree \(s\). The \(k\)-level of these polynomial functions is a set of points \(q \in \mathbb{R}^2\) such that each point \(q\) lies on a polynomial function, and such that it is above exactly \(k - 1\) other polynomial functions; Figure 3 depicts the 3-level and breakpoints on the 3-level of four polynomials. The \(k\)-level tracks the \(k^\text{th}\) lowest point with respect to \(y\)-axis.

Theorem 2.2 gives the complexity of the 1-level (i.e., the number of breakpoints on the lower envelope) for a set of polynomial functions.

**Theorem 2.2.** [26, 27] The number of breakpoints on the 1-level of \(n\) totally-defined (resp. partially-defined), continuous, univariate functions, such that each pair of them intersects at most \(s\) times, is at most \(\lambda_s(n)\) (resp. \(\lambda_{s+2}(n)\)). The sharp bounds on \(\lambda_s(n)\) are as follows:

\[
\lambda_s(n) = n \beta(n) = \begin{cases} 
n, & \text{for } s = 1; \\
2n - 1, & \text{for } s = 2; \\
2n\alpha(n) + O(n), & \text{for } s = 3; \\
\Theta(n2^{\alpha(n)}), & \text{for } s = 4; \\
\Theta(n\alpha(n)2^{\alpha(n)}), & \text{for } s = 5; \\
n2^{(1+o(1))\alpha^2(n)/t}, & \text{for } s \geq 6; 
\end{cases}
\]

here \(t = \lfloor (s - 2)/2 \rfloor\) and \(\alpha(n)\) denotes the inverse Ackermann function.

The following theorem gives the current bounds on the complexity of the \(k\)-level.
Theorem 2.3. [28, 29, 30, 31] The complexity of the $k$-level of a set of $n$ partially-defined polynomial functions, such that each pair of them intersects at most $s$ times, is as follows:

$$
\phi(n) = \begin{cases} 
O(n^{3/2} \log n), & \text{for } s = 2; \\
O(n^{5/3} \text{polylog } n), & \text{for } s = 3; \\
O(n^{31/18} \text{polylog } n), & \text{for } s = 4; \\
O(n^{161/90-\delta}), & \text{for } s = 5, \text{ for some constant } \delta > 0; \\
O(n^{2-1/2s-\delta_s}), & \text{for odd } s, \text{ for some constant } \delta_s > 0; \\
O(n^{2-1/2(s-1)-\delta_s}), & \text{for even } s, \text{ for some constant } \delta_s > 0.
\end{cases}
$$

A bound $f(n)$ of $\phi(n)$ can be converted to the $k$-sensitive bound $O(f(k)(n/k)\beta(n/k))$.

**The complexity of the ($\leq k$)-level is $O(kn\beta(n/k))$.**

**Maintaining the $k^{th}$ lowest point.** Assume we want to maintain the $k^{th}$ lowest point with respect to the $y$-axis among a set $P$ of moving points, where insertions and deletions into the point set $P$ are allowed; the $y$-coordinates of newly inserted points are polynomials of degrees bounded by some constant $s$.

Using a (dynamic and) kinetic tournament tree, one can easily maintain the lowest point. The following summarizes the complexity of this data structure.

Theorem 2.4. (Theorem 3.1. of [21]) Assume one is given a sequence of $m$ insertions and deletions into a kinetic tournament tree whose maximum size at any time is $n$ (assuming $m \geq n$). The tournament tree generates $O(m\beta_{s+2}(n) \log n)$ events for a total cost of $O(m\beta_{s+2}(n) \log^2 n)$. Each point participates in $O(\log n)$ certificates, so each update/event can be handled in time $O(\log^2 n)$. A kinetic tournament tree on $n$ elements can be constructed in $O(n)$ time.

To maintain the $k^{th}$ lowest point (for any $k \geq 1$) over time, we need to track the order of the moving points, so we use a (dynamic and) kinetic sorted list. Each newly inserted point into a kinetic sorted list can exchange its order with other points at most $O(n)$ times. Thus it is easy to obtain the following.
Theorem 2.5. Given a sequence of m insertions and deletions into a kinetic sorted list whose maximum size at any time is n. The kinetic sorted list generates $O(mn)$ events. Each point participates in $O(1)$ certificates, so each update/event can be handled in time $O(\log n)$. A kinetic sorted list on n elements can be constructed in $O(n\log n)$ time.

3. Key Lemmas: Relationships

Here we provide a key insight to obtain the relationships between the proximity problems that are stated in Section 3. Key Lemmas: Relationships

Consider a polyhedral cone $C_l \in C$ with respect to $\overrightarrow{v}$, where $C = \{C_0, ..., C_{c-1}\}$ is a set of polyhedral cones of opening angle $\theta$ with their apex at the origin $o$ that together cover $\mathbb{R}^d$ (see Lemma 2.1). From now on, we assume that $\theta \leq \pi/3$. Denote by $x_l$ the cone axis of $C_l$ (i.e., the vector in the direction of the unit vector $\overrightarrow{v}$ of $C_l$, $0 \leq l \leq c-1$; see Section 2). Recall that $C_l(p)$ denote a translated copy of $C_l$ with apex at $p$. Denote by $L(P \cap C_l(p))$ the list of the points in $P \cap C_l(p)$, sorted by increasing order of their $x_l$-coordinates.

Lemma 3.1. Let $p_i$ be the $i^{th}$ nearest neighbor of $p$ among a set $P$ of points in $\mathbb{R}^d$, and let $C_l(p_i)$ be the cone of $p_i$ that contains $p$. Then point $p$ is among the first $i$ points in $L(P \cap C_l(p_i))$.

Proof. Let $P' = P \setminus \{p_1, ..., p_{i-1}\}$. Then point $p_i$ is the closest point to $p$ among the points in $P'$; see Figure 4(a). It can be proved by contradiction that point $p$ has the minimum $x_l$-coordinate among the points in $P' \cap C_l(p_i)$ (Lemma 8.1 of [21]): Assume there is a point $r \in P$ inside the cone $C_l(p_i)$ whose $x_l$-coordinate is less than the $x_l$-coordinate of $p$; see Figure 4(b) for an example where $i = 3$. Consider the triangle $pp_i r$. Since $p_i$ is the closest point to $p$ among the points in $P'$, $|pp_i| < |pr|$, which implies that angle $\angle pp_i r > \angle pr p_i$. This is a contradiction, because $\angle pp_i r \leq \pi/3$ and $\angle pr p_i > \pi/3$.

Now we add the points $p_1, ..., p_{i-2}$, and $p_{i-1}$ to the point set $P'$. Consider the worst case scenario that all these $i - 1$ points insert inside the cone $C_l(p_i)$, and that the $x_l$-coordinates of all these points are less than the $x_l$-coordinate of $p$. Then the point $p$ is still among the first $i$ points in the sorted list $L(P \cap C_l(p_i))$.

Consider the $k$-nearest neighbor graph ($k$-NNG) of a point set $P$, which is constructed by connecting each point in $P$ to all its $k$-nearest neighbors. Let $K_l(p)$ be the set of the first $k$ points in the sorted list $L(P \cap C_l(p))$. If we connect each point $p \in P$ to the points in $K_l(p)$, for $l = 0, ..., c-1$, we obtain what we call the k-Semi-Yao graph$^3$ (k-SYG). The k-SYG has the following property.

$^3$Rahmati et al. [22] called the theta graph the Semi-Yao graph because of its close relationship to the Yao graph [32]. Here, we call the generalization of the Semi-Yao graph, with respect to $k$, the k-Semi-Yao graph.
Lemma 3.2. The $k$-NNG of a point set $P$ in $\mathbb{R}^d$ is a subgraph of the $k$-SYG of $P$.

Proof. Lemma 3.1 gives a necessary condition for $p_k$ to be the $k^{th}$ nearest neighbor of $p$: $p \in K_l(p_k)$, where $l$ is such that $p \in C_l(p_k)$. Therefore, the edge set of the $k$-SYG covers the edges of the $k$-NNG.

Now we obtain the following, for answering R$k$NN queries.

Lemma 3.3. The set of reverse $k$-nearest neighbors of a query point $q \notin P$ is a subset of the union of the sets $K_l(q)$, for $l = 0, ..., c - 1$. The number of reverse $k$-nearest neighbors of the query point $q$ is upper-bounded by $O(k)$.

Proof. Assume, among the points in $P \cup \{q\}$, that $q$ is the $i^{th}$ nearest neighbor of some point $p$, where $i \leq k$. There exists a cone $C_l(q)$ of $q$ such that $p \in C_l(q)$. From Lemma 3.1, $p \in K_i(q)$. Therefore, each of the $k$-reverse nearest neighbors of $q$ is in the union of $K_l(q)$, $l = 0, ..., c - 1$.

We assume $d$ is arbitrary but fixed, so $c$ is a constant. Thus the cardinality of the union of $K_i(q)$ is $O(k)$, which implies that the number of reverse $k$-nearest neighbors is upper-bounded by $O(k)$.

4. Computing the $k$-SYG and All $k$-Nearest Neighbors

Here we first describe how to compute the $k$-SYG, which will aid in understanding how our kinetic approach works. Then, via a construction of the $k$-SYG, we give a simple method for reporting all the $k$-nearest neighbors.

To efficiently construct the $k$-SYG, we need a data structure to perform the following operation efficiently: For each $p \in P$ and any of its cones $C_l(p)$, $0 \leq l \leq c - 1$, find $K_l(p)$, the set of the first $k$ points in the sorted list $L(P \cap C_l(p))$. Such an operation
can be performed by using range tree data structures. For each cone $C_i$, we construct an associated $d$-dimensional range tree $T_i$ as follows.

Consider a particular cone $C_i$ with apex at $a$; see Figure 2(a). The cone $C_i$ is the intersection of $d$ half-spaces $f_1^+, ..., f_d^+$ with coordinate axes $u_1, ..., u_d$.

The range tree $T_i$ is a regular $d$-dimensional range tree based on the $u_i$-coordinates (see [25]). The points at level $i$ are sorted at the leaves according to their $u_i$-coordinates. Any $d$-dimensional range tree, e.g., $T_i$, uses $O(n \log^{d-1} n)$ space and can be constructed in time $O(n \log^{d-1} n)$, and for any point $r \in \mathbb{R}^d$, the points of $P$ inside the query cone $C_i(r)$ whose sides are parallel to $f_i$, $1 \leq i \leq d$, can be reported in time $O(\log^{d-1} n + z)$, where $z$ is the cardinality of the set $P \cap C_i(r)$.

Now we add a new level to $T_i$, based on the coordinate $x_i$. To find $K_i(p)$ in an efficient time, we use the level $(d + 1)$ of $T_i$, which is constructed as follows: For each internal node $v$ at level $d$ of $T_i$, we create a list $L(R(v))$ sorted by increasing order of $x_i$-coordinates of the points in $R(v)$. For the set $P$ of $n$ points in $\mathbb{R}^d$, the modified range tree $T_i$, which now is a $(d + 1)$-dimensional range tree, uses $O(n \log^d n)$ space and can be constructed in time $O(n \log^d n)$ [25].

The following establishes the processing time for obtaining a set $K_i(p)$.

**Lemma 4.1.** Given $T_i$, the set $K_i(p)$ can be found in time $O(\log^d n + k)$.

**Proof.** The set $P \cap C_i(p)$ is the union of $\hat{m} = O(\log^d n)$ sets $R(v)$, where $v$ ranges over internal nodes $v$ at level $d$ of $T_i$. Consider the associated sorted lists $L(R(v))$. Given $\hat{m}$ sorted lists $L(R(v))$, the $k^{th}$ point in $L(P \cap C_i(p))$ can be obtained in time $O(\hat{m} + k)$ (Theorem 1 of [34]).

By examining the points in each of the $\hat{m}$ sorted lists whose $x_i$-coordinates are less than or equal to the $x_i$-coordinate of the $k^{th}$ point, we can find the members of $K_i(p)$ in time $O(k)$.

By Lemma 4.1, we can find all the $K_i(p)$, for all $p \in P$. This gives the following.

**Corollary 4.1.** Using a data structure of size $O(n \log^d n)$, the edges of the $k$-SYG of a set of $n$ points in $\mathbb{R}^d$ can be reported in time $O(n \log^d n + kn)$.

Now we state and prove the cost of reporting all the $k$-nearest neighbors in our approach, which in fact derives the known results in a new way.

---

4For a set of stationary points, there are lots of improvements for answering rectangular range queries (e.g., see [33]).

5For $k = \Omega(\log^{d-1} n)$, both our data structure and the best previous data structure [12] have the same complexity for reporting all the $k$-nearest neighbors. Arya et al. [35] have a kd-tree implementation to approximate the nearest neighbors of a query point that is in use by practitioners [36] who have found it challenging to implement the theoretical algorithms [11, 13, 14, 12]. Since to report all the $k$-nearest neighbors ordered by distance from each point our method uses multidimensional range trees, which can be easily implemented, we believe our method may be useful in practice.
Theorem 4.1. For a set of \( n \) points in \( \mathbb{R}^d \), our data structure can report all the \( k \)-nearest neighbors, in order of increasing distance from each point, in time \( O(n \log^d n + kn \log n) \). The data structure uses \( O(n \log^d n + kn) \) space.

Proof. Suppose we are given the \( k \)-SYG (see Corollary 4.1), which is a supergraph of the \( k \)-NNG (from Lemma 3.2), and we want to report all the \( k \)-nearest neighbors.

Let \( E_p \) be the set of edges incident to the point \( p \) in the \( k \)-SYG. By sorting these edges in non-decreasing order according to their Euclidean lengths, which can be done in time \( O(|E_p| \log |E_p|) \), we can find the \( k \)-nearest neighbors of \( p \) ordered by increasing Euclidean distance from \( p \).

Since the number of edges in the \( k \)-SYG is \( O(kn) \) and each edge \( pq \) belongs to exactly two sets \( E_p \) and \( E_q \), the time to find all the \( k \)-nearest neighbors, for all the points \( p \in P \), is \( \sum_p O(|E_p| \log |E_p|) = O(kn \log n) \). The proof obtains by combining this with the results of Corollary 4.1.

5. Kinetic \( k \)-Semi-Yao Graph

In Section 5.1, we first provide a KDS for the \( k \)-SYG, for \( k = 1 \). Then in Section 5.2 we extend our kinetic approach to any \( k \geq 1 \).

5.1. The case \( k = 1 \)

The 1-SYG remains unchanged as long as the order of the points in each of the coordinates \( u_1, \ldots, u_d \), and \( x_1 \) associated to each cone \( C_l \in C \) remains unchanged. Therefore, to track the changes to the 1-SYG over time, we distinguish between two types of events:

- **\( u \)-swap event**: Such an event occurs if two points exchange their order in the \( u_i \)-coordinate.
- **\( x \)-swap event**: This event occurs whenever two points exchange their order in the \( x_l \)-coordinate.

The \( u \)-swap events can be tracked by defining \( d \) kinetic sorted lists \( L(u_1), \ldots, L(u_d) \) of the points for each of the coordinates \( u_1, \ldots, u_d \) (see Section 2). In addition, to track the \( x \)-swap events, we create a kinetic sorted list \( L(x_l) \) of the points with respect to the \( x_l \)-coordinates of the points.

Fix a cone \( C_l \in C \), \( 0 \leq l \leq c - 1 \). Corresponding to the cone \( C_l \), we create kinetic ranked-based range trees (RBRTs) \( T_l \) (see Section 2). Consider the corresponding cone separated pair decomposition (CSPD) \( \Psi_l = \{(B_1, R_1), \ldots, (B_m, R_m)\} \) of \( T_l \). Let \( r_j \) be the point with minimum \( x_l \)-coordinate among the points in \( R_j \). Denote by \( \bar{w}_l \) the point in \( P \cap C_l(w) \) with minimum \( x_l \)-coordinate; in fact \( \bar{w}_l \) is the point with the minimum \( x_l \)-coordinate among the points \( r_j \), where the subscripts \( j \) are such that \( P \cap C_l(w) = \bigcup_j R_j \). Note that to maintain the 1-SYG, for each point \( w \in P \), in fact we must track \( \bar{w}_l \). To apply required changes to \( \bar{w}_l \) for all \( w \in P \), when an event occurs, in addition \( r_j \), we
Figure 5: A \(u\)-swap between \(p\) and \(q\) does not change the memberships of points in other cones.

need to maintain more information for each subscript \(j\) (i.e., at each internal node \(v\) at level \(d\) of \(T_l\)). The next paragraph describes the extra information.

Allocate a label to each point in \(P\). Let \(L(B_j)\) be a sorted list of the points \(w \in B_j\) according to the labels of their \(\vec{w}_l\). This sorted list is used to answer the following query while processing \(x\)-swap events: Given a query point \(p\), find all the points \(w \in B_j\) such that \(\vec{w}_l = p\). Since we perform updates (insertions/deletions) to the sorted lists \(L(B_j)\) over time, we implement them using a dynamic binary search tree (e.g., a red-black tree); each update is performed in worst-case time \(O(\log n)\). Furthermore, for each \(w \in P\), we create a set of links to \(w\) in the sorted lists \(L(B_j)\); denote this set by \(\text{Link}(w)\); we use this set to efficiently delete a point \(w\) from the sorted lists \(L(B_j)\) when we are handling the events.

In the preprocessing step before the motion, for any subscript \(j\) and for any point \(w \in P\), we find \(r_j\) and \(\vec{w}_l\), and then we construct \(L(B_j)\) and \(\text{Link}(w)\).

**Lemma 5.1.** Our KDS uses \(O(n \log^d n)\) space and \(O(n \log^{d+1} n)\) preprocessing time.

**Proof.** By Theorem 2.1, each point \(p \in P\) is in at most \(O(\log^d n)\) sets \(B_j\), and \(O(\log^d n)\) sets \(R_j\), so the cardinality of each set \(\text{Link}(p)\) is \(O(\log^d n)\), and the size of sets \(B_j\) and \(R_j\), for all \(j\), is \(O(n \log^d n)\). This implies that (i) the KDS uses \(O(n \log^d n)\) storage, (ii) we can find all the \(r_j\) and \(\vec{w}_l\) in time \(O(n \log^d n)\), and (iii) we can sort the points \(w\) in all the \(B_j\) according to the labels of their \(\vec{w}_l\) in \(O(n \log^{d+1} n)\) time, and then by tracing the members of the sorted lists \(L(B_j)\), we can create \(\text{Link}(p)\) for all \(p \in P\) in the same time \(O(n \log^d n)\).

Now let the points move. The following shows how to maintain and reorganize \(\text{Link}(w)\), \(L(B_j)\) and \(r_j\), for any subscript \(j\) and for any point \(w \in P\), when a \(u\)-swap event or an \(x\)-swap event occurs. Note that maintenance of the sets \(\text{Link}(w)\), for all \(w \in P\), in fact gives a kinetic maintenance of the 1-SYG.

**Handling \(u\)-swap events.** Consider a \(u\)-swap between \(p\) and \(q\). Without loss of generality, assume \(q \in C_l(p)\) before the event; see Figure 5. After the event, \(q\) moves
outside the cone $C_l(p)$. Note that this event does not change the points in $P \cap C_l(w)$ for other points $w \in P$. Therefore, the only change that might happen to the 1-SYG is to replace an edge incident to $p$ inside the cone $C_l(p)$ with a new one. In particular, when two points $p$ and $q$ exchange their order with respect to the $u_i$-coordinate, we perform the following steps.

U1) We update the kinetic sorted list $L(u_i)$.

U2) A $u$-swap event may change the structure of the RBRT $T_l$, so we update $T_l$.

U3) We delete the point(s) $p$ from the sorted lists $L(B_j)$ where $p \in B_j$.

U4) We delete the members of $\text{Link}(p)$.

U5) We update the values in $\{r_j \mid p \in R_j \lor q \in R_j\}$.

U6) We find the point $\bar{p}_j$ in $P \cap C_l(p)$ whose $x_l$-coordinate is minimum among all the $r_j$ such that $p \in B_j$.

U7) We add the point $p$ into all the sorted lists $L(B_j)$ according to the label of the new value of $\bar{p}_j$. Then we construct the set $\text{Link}(p)$, which in fact is the new set of links to $p$ in the sorted lists $L(B_j)$.

The following lemma gives the complexity of the steps U1,...,U7 above.

**Lemma 5.2.** For maintenance of the 1-SYG, our KDS handles $O(n^2)$ $u$-swap events, each in worst-case time $O(\log^{d+1} n)$.

**Proof.** For a fixed dimension $d$, (by Theorem 2.5) the kinetic sorted lists $L(u_i)$, $1 \leq i \leq d$, handle $O(n^2)$ events, each in $O(\log n)$ time (Step U1).

From Theorem 2.1, an update to $T_l$ takes $O(\log^d n)$ time (Step U2). By using the links in $\text{Link}(p)$, Step U3 can be done in $O(\log^{d+1} n)$ time.

By Theorem 2.1, all the $R_j$ can be found in $O(\log^d n)$ time, so the values $r_j$ can be updated in $O(\log^d n)$ worst-case time (Step U5); also, since each point is in $O(\log^d n)$ sets $B_j$, Step U6 takes $O(\log^d n)$ time.

Each operation in a sorted list $L(B_j)$ can be done in $O(\log n)$ time; this implies that Step U7 takes $O(\log^{d+1} n)$ time.

Handling $x$-swap events.. Denote by $x_l(p)$ the $x_l$-coordinate of $p$. Let $p$ and $q$ be two consecutive points with $p$ preceding $q$ (i.e., $x_l(p) < x_l(q)$) before the $x$-swap event. The structure of $T_l$ remains unchanged when an $x$-swap event between $p$ and $q$ occurs. Such an event might change the value of $\bar{w}_l$ of some points $w$ of the sorted lists $L(B(\_))$ and if so, we must find such points $w$ and apply the required changes.

The number of all changes to the 1-SYG depends on how many points $w \in P$ have both $p$ and $q$ in their cones $C_l(w)$. Note that, while reporting the points in $P \cap C_l(w)$ for $w$, both $p$ and $q$ might be in the same set $R_j$ (see Figure 6(a)) or in two different
Figure 6: Two cases when an $x$-swap between $p$ and $q$ occurs.

sets $R_j$ and $R_{\bar{j}}$ (see Figure 6(b)). To find such points $w$, when an $x$-swap event between $p$ and $q$ occurs, we seek (I) subscripts $j$ where $\{p, q\} \subseteq R_j$, and (II) subscripts $\bar{j}$ and $\bar{j}$ where $p \in R_j$ and $q \in R_{\bar{j}}$. In the first case, we must find any point $w \in B_j$ such that $\tilde{w}_l = p$ (i.e., $p$ is the point with minimum $x_l$-coordinate in the cone $C_l(w)$). Then we replace $p$ by $q$ after the event: $\tilde{w}_l = q$. This means that we replace the edge $wp$ of the 1-SYG with $wq$.

Note that in the second case there is no point $r \in B_j$ such that $\bar{r}_l = q$, because $x_l(p) < x_l(q)$. Also note that if there is a point $w \in B_{\bar{j}}$ such that $\tilde{w}_l = p$, we change the value of $\tilde{w}_l$ to $q$ if $q \in C_l(w)$; in the case that $q \in C_l(w)$, there is a unique pair $(B_j, R_{\bar{j}})$ where $w \in B_j$ and $q \in R_{\bar{j}}$. Thus we can find $w$ in the set $B_j$ and we do not need to check whether point $w$ is in $B_j$ or not. In particular, for the second case, we only need to check whether there is a point $w \in B_{\bar{j}}$ such that $\tilde{w}_l = p$; if so, we change the value of $\tilde{w}_l$ to $q$ ($\tilde{w}_l = q$).

From the above discussion, the following steps summarize the update mechanism of our KDS for maintenance of the 1-SYG when an $x$-swap event occurs.

X1) We update the kinetic sorted list $L(x_l)$.

X2) We find all the subscripts $j$ such that $\{p, q\} \subseteq R_j$ and $r_j = p$. Also, we find all the subscripts $\bar{j}$ where $r_{\bar{j}} = q$ (see Figure 6).

X3) For each subscript $j$ (from Step X2), we find all the points $w$ in the sorted list $L(B_j)$ where $\tilde{w}_l = p$.

X4) For each $w$ (from Step X3), using the links in $Link(w)$, we update all the corresponding sorted lists $L(B_{\bar{j}})$: we delete $w$ from them, change the value of $\tilde{w}_l$ to $q$, and add $w$ into the sorted lists according to the label of $q$.

The number of edges incident to a point $p$ in the 1-SYG is $O(n)$. Thus when an $x$-swap event between $p$ and some point $q$ occurs, it might cause $O(n)$ changes.
to the 1-SYG. The following lemma proves that an $x$-swap event can be handled in polylogarithmic amortized time.

**Lemma 5.3.** For maintenance of the 1-SYG, our KDS handles $O(n^2)$ $x$-swap events with total processing time $O(n^2 \beta_{s+2}(n) \log^{d+1} n)$.

**Proof.** From Theorem 2.5, Step X1 takes $O(\log n)$ time. By Theorem 2.1, all the subscripts $j$ at Step X2 can be found in $O(\log^d n)$ time.

For each $j$ of Step X3, the update mechanism spends $O(\log n + z_j)$ time where $z_j$ is the number of all the points $w \in B_j$ such that $\tilde{w}_l = p$. For all the subscripts $j$, the second step takes $O(\log^{d+1} n + \sum_j z_j)$ time. Note that $\sum_j z_j$ is equal to the number of exact changes to the 1-SYG. Since the number of exact changes to the 1-SYG of a set of $n$ moving points in a fixed dimension $d$ is $O(n^2 \beta_{s+2}(n))$ (Theorem 6 of [22]), the total processing time of Step X3 for all the $O(n^2)$ $x$-swap events is $O(n^2 \log^{d+1} n + n^2 \beta_{s+2}(n)) = O(n^2 \log^{d+1} n)$.

For each $w$ of Step X4, the processing time to apply changes to the KDS is $O(\log^{d+1} n)$. For each $w$ of X4, it is in fact a change to the 1-SYG. Thus the update mechanism spends $O(n^2 \beta_{s+2}(n) \log^{d+1} n)$ time to handle all the $O(n^2)$ events.

Summing over the complexities of Steps X1-X4, for all the $x$-swap events, gives the total processing time $O(n^2 \beta_{s+2}(n) \log^{d+1} n)$.

Now we obtain the main result of this section, which summarizes the complexity of the proposed KDS for the 1-SYG.

**Theorem 5.1.** Our KDS for maintenance of the 1-SYG of a set of $n$ moving points in $\mathbb{R}^d$, where the coordinates of each point are given by polynomials of at most constant degree $s$, uses $O(n \log^d n)$ space, $O(n \log^{d+1} n)$ preprocessing time, and handles $O(n^2)$ events with a total cost of $O(n^2 \beta_{s+2}(n) \log^{d+1} n)$. The KDS is compact, efficient, amortized responsive, and local.

**Proof.** From Lemma 5.1, the KDS uses $O(n \log^{d+1} n)$ preprocessing time and $O(n \log^d n)$ space. The total cost to process all the $O(n^2)$ events is $O(n^2 \beta_{2s+2}(n) \log^{d+1} n)$ (by Lemmas 5.2 and 5.3); this implies that the KDS is amortized responsive.

Since the number of the certificates is $O(n)$, the KDS is compact.

Each point in a kinetic sorted list participates in two certificates, one created with the previous point and one with the next point, which implies the KDS is local.

Since the number of the external events is $O(n^2 \beta_{s+2}(n))$ and the number of the events that the KDS processes is $O(n^2)$, the KDS is efficient.

5.2. The general case: any $k \geq 1$

Here, we extend our kinetic approach to maintain the $k$-SYG, for any $k \geq 1$.

For maintenance of the $k$-SYG over time, we must track the sets $\mathcal{K}_l(p)$, $0 \leq l \leq c-1$, for each point $p \in P$. In order to do this, for each subscript $j \in \{1, ..., m\}$, we need to maintain a list $L(R_j)$ of the points in $R_j$, sorted in ascending order according to
their \(x_l\)-coordinates over time. Note that each set \(R_j\) is some \(R(v)\), the set of points at the leaves of the subtree rooted at some internal node \(v\) at level \(d\) of the RBRT \(T_l\). To maintain these sorted lists \(L(R_j)\), we add a new level to the RBRT \(T_l\); the points at the new level are sorted at the leaves in ascending order according to their \(x_l\)-coordinates. Therefore, for updating the modified RBRT \(T_l\), in addition to the \(u\)-swap events, we handle the \(x\)-swap events as well. The modified RBRT \(T_l\) behaves like a \((d + 1)\)-dimensional RBRT. From Theorem 2.1, when a \(u\)-swap event or an \(x\)-swap event occurs, \(T_l\) can be updated in worst-case time \(O(\log^{d+1} n)\).

Denote by \(\hat{p}_{l,k}\) the \(k^{th}\) point in \(L(P \cap C_l(p))\). To track and update the points in \(K_l(p)\), for all the points \(p \in P\), we maintain the following over time:

- A set of \(d + 1\) kinetic sorted lists \(L(u_i)\), \(i = 1, \ldots, d\), and \(L(x_l)\) of the points in \(P\). We use these sorted lists to track the order of the points in the coordinates \(u_i\), \(1 \leq i \leq d\), and \(x_l\), respectively.

- For each \(B_j\), a sorted list \(L(B_j)\) of the points in \(B_j\). The order of the points \(p\) in \(L(B_j)\) is according to the labels of their \(\hat{p}_{l,k}\). This sorted list \(L(B_j)\) is used to efficiently answer the following query: Given a query point \(q\) and a \(B_j\), find all \(p \in B_j\) such that \(\hat{p}_{l,k} = q\).

- The \(k^{th}\) point \(r_{j,k}\) in the sorted list \(L(R_j)\). We maintain the values \(r_{j,k}\) in order to make necessary changes to the \(k\)-SYG when an \(x\)-swap event occurs.

As in Section 5.1, when the points move, we handle two types of events, \(u\)-swap events and \(x\)-swap events.

**Handling \(u\)-swap events.** Let \(q \in C_l(p)\) before the \(u\)-swap event. Whenever the two points \(p\) and \(q\) exchange their \(u_i\)-order, the only change that might occur is the replacement of a member of \(K_l(p)\) with a new one. In particular, when such an event occurs, we perform the following updates.

U1) We update the kinetic sorted list \(L(u_i)\).

U2) We update \(T_l\). If a point is deleted or inserted into a \(B_j\), we update the corresponding sorted list \(L(B_j)\).

U3) After updating \(T_l\), a point \(q\) might be inserted or deleted from some \(R_j\) and change the values of \(r_{i,k}\). For all \(R_j\) where \(q \in R_j\), before and after the event, we perform the following. We check whether the \(x_l\)-coordinate of \(q\) is less than or equal to the \(x_l\)-coordinate of \(r_{j,k}\); if so, we take the successor or predecessor point of \(r_{j,k}\) in \(L(R_j)\) as the new value for \(r_{j,k}\).

U4) We query to find \(K_l(p)\).

U5) If we obtain a new value for \(\hat{p}_{l,k}\), which in fact is the point with maximum \(x_l\)-coordinate among the points in \(K_l(p)\), we update all \(L(B_j)\) such that \(p \in B_j\).

Now the following gives the complexity of handling \(u\)-swap events.
Lemma 5.4. Our KDS for maintenance of the k-SYG handles $O(n^2)$ swap events, each in worst-case time $O((\log d + 1) n + k)$.

Proof. Each swap event in a kinetic sorted list can be handled in $O(\log n)$ time (Step U1). Since each update (insertion/deletion) to $L(B_j)$ takes $O(\log n)$ time, and since each point is in $O(\log^d n)$ sets $B_j$, Step U2 takes $O((\log d + 1) n)$ time. It is obvious that the processing time of Steps U3 and U5 is $O((\log d + 1) n)$. From Lemma 4.1, Step U4 takes $O((\log d + 1) n + k)$ time.

The trajectories of the points are given by bounded degree polynomials, so the number of events, i.e., changes to the order of the points, is $O(n^2)$.

Handling x-swap events. Consider an x-swap event between two consecutive points $p$ and $q$ with $p$ preceding $q$. This event does not change the elements of the pairs $(B_j, R_j) \in \Psi_t$, but this event changes the k-SYG if both $p$ and $q$ are in the cone $C_l(w)$, for some $w$ such that $\tilde{w}_{l,k} = p$. In particular, we perform the following updates when two points $p$ and $q$ exchange their $x_l$-order.

X1) We update the kinetic sorted list $L(x_l)$; this takes $O(\log n)$ time.
X2) We update $T_t$, which takes $O((\log d + 1) n)$ time.
X3) We find all the sets $R_j$ where both $p$ and $q$ belong to $R_j$ and such that $r_{j,k} = p$. Also, we find all the sets $R_j$ where $r_{j,k} = q$. This step takes $O(\log d n)$ time.
X4) For each $R_j$ (from Step X3), we extract all the points $w$ in the sorted lists $L(B_j)$ such that $\tilde{w}_{l,k} = p$. Note that each change to the value of $\tilde{w}_{l,k}$ is a change to the k-SYG.
X5) For each $w$ (from Step X4), we update all the sorted lists $L(B_j)$ where $w \in B_j$; we delete $w$ from the sorted lists $L(B_j)$, update the previous value of $\tilde{w}_{l,k}$, which is $p$, by the new value $q$, and add $w$ back to the sorted lists $L(B_j)$ according to the label of $\tilde{w}_{l,k}$.

To prepare for Lemma 5.6 below, which summarizes the complexity of handling x-swap events, we first give, in Lemma 5.5, an upper bound for the number of changes to the k-SYG of a set of moving points.

Lemma 5.5. The number of changes to the k-SYG of a set of $n$ moving points, where the coordinates of each point are given by polynomial functions of at most constant degree $s$, is $\chi_k = O(n\phi(n))$, where $\phi(n)$ denotes the complexity of the $k$-level of partially-defined polynomial functions of degree bounded by some constant $s$.

Proof. Fix a point $p \in P$ and one of its cones $C_l(p)$. There are $O(n)$ insertions/deletions into the cone $C_l(p)$ over time. The $x_l$-coordinates of these points create $O(n)$ partial functions. The k-SYG changes if a change to $\tilde{p}_{l,k}$ occurs. The number of all changes to $\tilde{p}_{l,k}$ is equal to the complexity of the $k$-level of these $O(n)$ partial functions.

Therefore, summing over all the $n = |P|$ points, the number of changes to the k-SYG is within a linear factor of $\phi(n)$: $\chi_k = O(n\phi(n))$. 
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Lemma 5.6. Our KDS for maintenance of the $k$-SYG handles $O(n^2)$ $x$-swap events with a total cost of $O(n\phi(n)\log^{d+1} n)$.

Proof. The complexities of the first three steps are clear. For each found $R_j$ from Step X3, Step X4 takes $O(\log n + \xi_j)$ time, where $\xi_j$ is the number of points $w \in B_j$ such that $\bar{w}_{i,k} = p$. Thus, for all the $O(\log^d n)$ sets $R_j$ of Step X3, Step X4 takes $O(\log^{d+1} n + \sum \xi_j)$ time, where $\sum \xi_j$ is the number of exact changes to the $k$-SYG. Therefore, for all the $O(n^2)$ $x$-swap events, the total processing time for this step is $O(n^2 \log^{d+1} n + \chi_k) = O(\chi_k)$.

The processing time for Step X5 is a function of $\chi_k$. For each change to the $k$-SYG, this step spends $O(\log^{d+1} n)$ time to update the sorted lists $L(B_j)$. Thus the total processing time for all the $x$-swap events in this step is $O(\chi_k \log^{d+1} n)$.

Now we can obtain the following.

Theorem 5.2. For a set of $n$ moving points in $\mathbb{R}^d$, where the coordinates of each point are polynomial functions of at most constant degree $s$, our $k$-SYG KDS uses $O(n \log^{d+1} n)$ space and $O(n \log^{d+1} n)$ preprocessing time, and handles $O(n^2)$ events with a total cost of $O(kn^2 + n\phi(n)\log^{d+1} n)$.

Proof. The proof obtains by combining the results of Theorem 2.1 and Lemmas 5.4 and 5.6.

6. The Applications

6.1. Kinetic All $k$-Nearest Neighbors

Let us be given a KDS for the $k$-SYG, a supergraph of the $k$-NNG (from Theorems 5.2 and 5.1). This section shows how to maintain all the $k$-nearest neighbors over time. We first consider the case $k = 1$, and then the general case, for any $k \geq 1$.

The case $k = 1$. We use dynamic and kinetic tournament trees (see Section 2) to maintain all the 1-nearest neighbors. For each point $p$ in the 1-SYG, we create a dynamic and kinetic tournament tree $TT_p$, whose elements are the edges incident to $p$ in the 1-SYG.

The following gives the complexity of our KDS for all 1-nearest neighbors.

Theorem 6.1. Our KDS for maintenance of all the 1-nearest neighbors of a set of $n$ moving points in $\mathbb{R}^d$, where the coordinates of each point are polynomial functions of at most constant degree $s$, has the following properties.

1. The KDS uses $O(n \log^d n)$ space and $O(n \log^{d+1} n)$ preprocessing time.
2. It processes $O(n^2)$ $u$-swap events, each in worst-case time $O(\log^{d+1} n)$.
3. It processes $O(n^2)$ $x$-swap events, for a total cost of $O(n^2 \beta_{2s+2}(n) \log^{d+1} n)$.
4. The KDS processes $O(n^2 \beta_{2s+2}^2(n) \log n)$ tournament events, and processing all the events takes $O(n^2 \beta_{2s+2}^2(n) \log^2 n)$ time.
The KDS is efficient, amortized responsive, compact, and each point participates in $O(1)$ certificates on average.

**Proof.** Theorem 5.1 gives the statements 1 – 3.

Let $m_p$ be the number of insertions/deletions into $TT_p$. By Theorem 2.4, all $TT_p$, for all $p \in P$, generate at most $O(\sum_p m_p \beta_{2^s+2}(n) \log n) = O(\beta_{2^s+2}(n) \log n \sum_p m_p)$ events. Since each edge is incident to two points, inserting (resp. deleting) an edge $pq$ into the 1-SYG causes two insertions (resp. deletions) into $TT_p$ and $TT_q$. The number of all edge insertions/deletions into the 1-SYG is $O(\sum_p m_p)$. Hence the number of all events by all the dynamic and kinetic tournament trees is $O(n^2 \beta_{2^s+2}(n) \log n)$, and the total cost is $O(n^2 \beta_{2^s+2}^2(n) \log^2 n)$.

The ratio of the number of internal events $O(n^2 \beta_{2^s+2}^2(n) \log n)$ to the number of external events $O(n^2 \beta_{2^s}^2(n))$ is polylogarithmic, which implies that the KDS is efficient.

The ratio of the total processing time to the number of internal events that the KDS processes is polylogarithmic, and so the KDS is amortized responsive.

The total size of all the tournament trees is $O(n)$, so the number of certificates of the tournament trees is linear. Also, the number of all certificates corresponding to the kinetic sorted lists $L(u_i)$ and $L(x_i)$ is linear. Thus the KDS is compact. Since the number of all certificates is $O(n)$, each point participates in a constant number of certificates on average.

The general case: any $k \geq 1$. For maintenance of the $k$-nearest neighbors to each point $p \in P$, for any $k \geq 1$, we need to track the order of the edges incident to $p$ in the $k$-SYG according to their Euclidean lengths. This can easily be done by using a kinetic sorted list.

Let $E_p$ be the set of edges incident to point $p \in P$ in the $k$-SYG. Let $L(E_p)$ denote a kinetic sorted list that maintains the edges in $E_p$ according to their Euclidean lengths. The following gives the complexity of our kinetic approach.

**Theorem 6.2.** For a set of $n$ moving points in $\mathbb{R}^d$, where the coordinates of each point are given by polynomials of at most constant degree $s$, our KDS for maintenance of all the $k$-nearest neighbors, ordered by distance from each point, uses $O(n \log^{d+1} n + kn)$ space and $O(n \log^{d+1} n + kn \log n)$ preprocessing time. Our KDS handles $O(n^2 \phi(n))$ events, each in amortized time $O(\log n)$.

**Proof.** Let $m_p$ be the number of insertions/deletions to the set $E_p$ over time. Since the cardinality of $E_p$ is $O(n)$, each insertion into a kinetic sorted list $L(E_p)$ can cause $O(n)$ swaps. Each change (e.g., inserting/deleting an edge $pq$) to the $k$-SYG creates two insertions/deletions in the kinetic sorted lists $L(E_p)$ and $L(E_q)$; this implies that $\sum_p m_p = O(n \phi(n))$ (from Lemma 5.5). By Theorem 2.5, all the kinetic sorted lists $L(E_p)$, for all $p \in P$, handle a total of $O(n \sum_p m_p)$ events, each in time $O(\log n)$. Combining with Theorem 5.2, we obtain the total processing time $O(kn^2 + n \phi(n) \log^{d+1} n + n^2 \phi(n) \log n) = O(n^2 \phi(n) \log n)$ for all the events.
Now we measure the performance of our KDS for maintenance of all the \(k\)-nearest neighbors in \(\mathbb{R}^d\) by the four standard criteria in the KDS framework.

**Lemma 6.1.** The efficiency, responsiveness, compactness, and locality of our KDS for maintenance of all the \(k\)-nearest neighbors are \(O(\frac{\phi(n)}{k\beta(n/k)})\), \(O(\log n)\) in an amortized sense, \(O(kn)\), and \(O(k)\) on average, respectively.

**Proof.** Fix a point \(p \in P\). The distances of the points of \(P\setminus\{p\}\) to \(p\) create \(n-1\) functions, such that each pair of them intersects at most \(2s\) times. The number of changes to the (ordered) \(k\)-nearest neighbors \(p_1, ..., p_k\) of \(p\) is equal to the complexity of the \((\leq k)\)-level, which is \(O(kn\beta(n/k))\) (by Theorem 2.3). Thus the total number of changes, for all \(p \in P\), is \(O(kn^2\beta(n/k))\). Since our KDS handles \(O(\phi(n)n^2)\) events (by Theorem 6.2), the efficiency is \(O(\frac{\phi(n)}{k\beta(n/k)})\).

Each event in our KDS can be handled in amortized time \(O(\log n)\). This implies the proof of the responsiveness of the KDS.

For each two consecutive elements in each of the kinetic sorted lists \(L(u_i), L(x_i), \) and \(L(E_p)\), we have a certificate. The size of the kinetic sorted lists \(L(u_i)\) and \(L(x_i)\) is \(O(n)\), and the size of the kinetic sorted lists \(L(E_p)\), for all \(p \in P\), is \(O(kn)\). This implies that the compactness of our KDS is \(O(kn)\), and the number of certificates corresponding to each point is \(O(k)\) on average.

6.2. \(R_k\)NN Queries for Moving Points

Suppose we are given a query point \(q \notin P\) at some time \(t\). To find the reverse \(k\)-nearest neighbors of \(q\), we seek the points in each cone \(C_l(q)\) of \(q\) and find \(K_l(q)\), the set of the first \(k\) points in \(L(P \cap C_l(q))\). The union of \(K_l(q)\), \(l = 0, ..., c - 1\), contains a set of candidate points for \(q\) such that \(q\) might be one of their \(k\)-nearest neighbors. We check whether these candidate points are the reverse \(k\)-nearest neighbors of \(q\) at time \(t\) or not; this can be easily done by application of Theorem 6.1/6.2, which in fact maintains the \(k^{th}\) nearest neighbor \(p_k\) of each \(p \in P\). Note that if one asks a query at time \(t\), which is coincident with the time when an event occurs in the all \(k\)-nearest neighbors KDS, we first handle the event and then answer the query.

The following theorem gives the main results of this section.

**Theorem 6.3.** Consider a set \(P\) of \(n\) moving points in \(\mathbb{R}^d\), where the coordinates of each one are given by bounded-degree polynomials. Our KDS uses \(O(n \log^{d+1} n + kn)\) space and \(O(n \log^{d+1} n + kn \log n)\) preprocessing time. At any time \(t\), an \(R_k\)NN query can be answered in time \(O(\log^d n + k)\), and the number of reverse \(k\)-nearest neighbors for the query point is \(O(k)\). If an event occurs at time \(t\), the KDS spends polylogarithmic amortized time on updating itself.

**Proof.** From Lemma 4.1, the \(O(k)\) candidate points for the query point \(q\) can be found in worst-case time \(O(\log^d n + k)\). We use a KDS for maintenance of all the \(k\)-nearest neighbors over time (see Theorem 6.1/6.2). Checking a candidate point can be
done in $O(1)$ time by comparing distance $|pq|$ to distance $|pp_k|$; so it takes $O(k)$ time to check which of these candidate points $(K_i(q), l = 0, ..., c - 1)$ are reverse $k$-nearest neighbors of the query point $q$.

If one asks a query at time $t$, which coincides with the time when one of the events in the KDS occurs, we first spend polylogarithmic amortized time to handle the event (by Theorems 6.1 and 6.2), and then spend worst-case time $O(\log^d n + k)$ to answer the query.

7. Kinetic All $(1 + \epsilon)$-Nearest Neighbors

Let $q$ be the nearest neighbor of $p$ and let $\hat{q}$ be some point such that $|pq| < (1 + \epsilon)|pq|$. We call $\hat{q}$ the $(1 + \epsilon)$-nearest neighbor of $p$. In this section, we provide a KDS to maintain some $(1 + \epsilon)$-nearest neighbor for any point $p \in P$. This KDS gives better performance than the KDS of Section 6.1 for maintenance of the exact all 1-nearest neighbors.

Consider a cone $C_l$ of opening angle $\theta$, which is bounded by $d$ half-spaces. Let $x_l$ be a vector inside the cone $C_l$ that passes through the apex of $C_l$. Recall a CSPD $\Psi_{C_l} = \{(B_i, R_i), ..., (B_m, R_m)\}$ for $P$ with respect to the cone $C_l$. Figure 7 depicts the cone $C_l$ and a pair $(B_i, R_i) \in \Psi_{C_l}$.

![Figure 7: A pair $(B_i, R_i) \in \Psi_{C_l}$.](image)

Let $b_i$ (resp. $r_i$) be the point with the maximum (resp. minimum) $x_l$-coordinate among the points in $B_i$ (resp. $R_i$). Let $E_l = \{(b_i, r_i)| i = 1, ..., m\}$. We call the graph $G(P, E_l)$ the relative nearest neighbor graph (or RNN$_l$ graph for short) with respect to $C_l$. Call the graph $G(P, \cup_{l} E_l)$ the RNN graph. The RNN graph has the following interesting properties: (i) It can be constructed in $O(n \log^d n)$ time by using a $d$-dimensional RBRT, (ii) it has $O(n \log^{d-1} n)$ edges, and (iii) the degree of each point is $O(\log^d n)$. Lemma 7.1 below shows another property of the RNN graph which leads us to find some $(1 + \epsilon)$-nearest neighbor for any point $p \in P$.

**Lemma 7.1.** Between all the edges incident to a point $p$ in the RNN graph, there exists an edge $(p, \hat{q})$ such that $\hat{q}$ is some $(1 + \epsilon)$-nearest neighbor to $p$.

**Proof.** Let $q$ be the nearest neighbor to $p$ and let $q \in C_l(p)$. From the definition of a CSPD with respect to $C_l$, for $p$ and $q$ there exists a unique pair $(B_i, R_i) \in \Psi_{C_l}$ such
that \( p \in B_i \) and \( q \in R_i \). From Lemma 3.1, \( p \) has the maximum \( x_i \)-coordinate among the points in \( B_i \).

Let \( \hat{q} \) be the point with the minimum \( x_i \)-coordinate among the points in \( R_i \). For any \( \epsilon > 0 \), there exist an appropriate angle \( \theta \) and a vector \( x_i \) such that \( |p\hat{q}| + (1 + \epsilon)|q\hat{q}| \leq (1 + \epsilon)|pq| \) [24]; this satisfies that \( |p\hat{q}| \leq (1 + \epsilon)|pq| \).

Therefore, the edge \((p, \hat{q})\) which is an edge of the RNN graph gives some \((1 + \epsilon)\)-nearest neighbor.

Consider the set \( E_i \) of the edges of the RNN\(_i\) graph. Let \( N_i(p) = \{r_i | (b_i, r_i) \in E_i \text{ and } b_i = p\} \). Denote by \( n_i(p) \) the point in \( N_i(p) \) whose \( x_i \)-coordinate is minimum. Let \( L(N_i(p)) \) be a sorted list of the points in \( N_i(p) \) in ascending order according to their \( x_i \)-coordinates; the first point in \( L(N_i(p)) \) gives \( n_i(p) \).

From Lemma 7.1, if the nearest neighbor of \( p \) is in some set \( R_i \), then \( r_i \) gives some \((1 + \epsilon)\)-nearest neighbor to \( p \). Note that we do not know which cone \( C_l(p) \), \( 0 \leq l \leq c-1 \), of \( p \) contains the nearest neighbor of \( p \), but it is obvious that the nearest point to \( p \) among these \( c \) points \( n_0(p), ..., n_{c-1}(p) \) gives some \((1 + \epsilon)\)-nearest neighbor of \( p \). Thus for all \( l = 0, ..., c - 1 \), we track the distances of all the \( n_i(p) \) to \( p \) over time. A kinetic sorted list (or a tournament tree) \( KSL(p) \) of size \( c \) with \( O(1) \) certificates can be used to maintain the nearest point to \( p \).

Similar to Section 5 we handle two types of events, \( u \)-swap events and \( x \)-swap events. Note that we do not need to define a certificate for each two consecutive points in \( L(N_i(.) \) \). The following shows how to apply changes (e.g., insertion, deletion, and exchanging the order between two consecutive points) to the sorted lists \( L(N_i(.) \) when an event occurs.

Each event can make \( O(\log^d n) \) updates to the edges of \( E_i \). Consider an updated pair \((b_i, r_i)\) that the value of \( r_i \) (resp. \( b_i \)) changes from \( p \) to \( q \). For this update, we must delete \( p \) (resp. \( r_i \)) from the sorted list \( L(N_i(b_i)) \) (resp. \( L(N_i(p)) \)) and insert \( q \) (resp. \( r_i \)) into \( L(N_i(b_i)) \) (resp. \( L(N_i(q)) \)). If the event is an \( x \)-swap event, we must find all the subscripts \( i \) where \( r_i = q \) and check whether \( n_i(b_i) = p \) or not; if so, \( p \) and \( q \) are in the same set \( N_i(.) \) and we need to exchange their order in the corresponding sorted list \( L(N_i(.) \).

Now the following theorem gives the main result of this section.

**Theorem 7.1.** Our KDS for maintenance of all the \((1 + \epsilon)\)-nearest neighbors of a set of \( n \) moving points in \( \mathbb{R}^d \), where the trajectory of each one is an algebraic function of constant degree \( s \), uses \( O(n \log^d n) \) space and handles \( O(n^2 \log^d n) \) events, each in the worst-case time \( O(\log^d n \log \log n) \). The KDS is compact, efficient, responsive, and local.

**Proof.** The proof of the preprocessing time and space follows from the properties of an RNN graph. Each event can make \( O(\log^d n) \) changes to the edges of the RNN graph. Each update to a sorted list \( L(N_i(.) \) can be done in \( O(\log \log n) \). Thus an event can be handled in worst-case time \( O(\log^d n \log \log n) \).
Since each event makes $O(\log^d n)$ changes to the values of $n_t(\cdot)$, and since the size of each kinetic sorted list $KSL(p)$ is constant, the number of all events to maintain all the $(1 + \epsilon)$-nearest neighbors is $O(n^2 \log^d n)$.

Each point participates in a constant number of certificates in the kinetic sorted lists corresponding to the coordinate axes $u_i$ and $x_i$. Since the degree of each point in the RNN graph is $O(\log^d n)$, a change to the trajectory of a point may causes $O(\log^d n)$ changes in the certificates of the kinetic sorted lists $KSL(p)$. Therefore, each point participates in $O(\log^d n)$ certificates.

8. Discussion and Conclusion

We have provided KDS’s for maintenance of both the 1-SYG and all the 1-nearest neighbors, where the trajectories of the points are polynomials of degree bounded by some constant. These KDS’s are amortized responsive. A future direction is to give KDS’s for the 1-SYG and all the 1-nearest neighbors such that each event can be handled in a polylogarithmic worst-case time. The next open direction is to design a local KDS for maintenance of all the 1-nearest neighbors.

Finding a linear-space KDS for all (approximate) 1-nearest neighbors in $\mathbb{R}^d$, such that it satisfies other standard performance criteria, is an interesting future work.

In order to answer $R\text{NN}$ queries over time, for any $k \geq 1$, we have provided a KDS for all the $k$-nearest neighbors. Our KDS is the first KDS for all the $k$-nearest neighbors in $\mathbb{R}^d$, for any $k \geq 1$. It processes $O(n^2 \phi(n))$ events, each in amortized time $O(\log n)$. Another open problem is to design a KDS for maintenance of all the $k$-nearest neighbors that processes less than $O(n^2 \phi(n))$ events.
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