In this paper, we propose an efficient direct and indirect file transfer protocol (C2CFTP) that transfers files between clients in a client-server system. Existing file transfer methods use an indirect transfer method through a server to transfer files between sending and receiving clients or a direct transfer method that connects a direct data channel between clients. However, in the case of indirect transmission, unnecessary file input/output (I/O) is required by the server, and in the case of direct transmission, a problem arises in that the file transmission delay time is increased due to channel management cost. The proposed C2CFTP can omit unnecessary file I/O overhead by relaying the file to the receiving client instead of storing the file at the server for indirect transmission. For direct transmission, instead of connecting a data channel every time a file is transmitted, the channel connection overhead is reduced while minimizing the waste of the number of direct channels between clients by maintaining the first connected channel while the file transfer is required within a predetermined time. File transfer experiments show that the proposed file transfer protocol has a reduced file transfer delay time than the existing methods. In addition, it was confirmed that the direct transfer method is suitable for transferring large files, and the indirect transfer method is suitable for transferring multiple small-sized files in a bundle.
transfer process. That is, the server opens a new file to receive the file from the sending client, writes the received blocks to the file, and finally closes the file. The server opens the file again to send this file to the receiving client, reads the file blocks, sends it, and finally closes the file. As such, if the server repeatedly and unnecessarily opens / closes files and inputs / outputs files, the delay in transferring files between clients increases.

Many file transfer methods, including FTP [1], [2], connect a dedicated communication channel for file transfer between transmitting and receiving nodes. However, it does not set a dedicated channel directly between clients. Rather, FTP allows two FTP servers to transfer files directly over a channel connection at the client’s request. In the peer-to-peer architecture like BitTorrent [5], the receiving node makes a direct connection with several sending nodes, but in this case, it is not a client-server structure. In addition, these dedicated channels are connected every time a file is transferred and then disconnected after completion. As suggested in our previous study [13], if the file transfer is repeated frequently, the delay time due to the repetition of the channel connection also increases, so a separate channel management method is needed. In the study of [13], a dedicated channel was connected between the client and the server in advance to solve the channel connection delay problem. However, this method is not suitable for file transfer between clients. This is because as the number of clients increases, the number of dedicated channels to be connected between all pairs of clients increases exponentially.

In this paper, we propose a protocol (C2CFTP) that can efficiently transfer files between clients in a client-server architecture by removing the unnecessary file I/O at the server and reducing the overhead of dedicated channel management so that we can reduce the file transfer delay according to different file-transfer requirements of applications. The proposed C2CFTP is an improvement and extension of the previous file transfer method of the communication framework (CM) [13] that supported only file transfer between the client and the server. C2CFTP is composed of two types: direct transfer protocol (direct C2CFTP) and indirect transfer protocol (indirect C2CFTP). The two file transfer services can be used selectively depending on the needs of the application. The direct C2CFTP directly transfers files using a separate data channel and a dedicated thread between the transmitting and receiving clients. The dedicated channel is not released immediately after the file transfer is completed, but is maintained for a keep-alive time. Therefore, if two clients frequently send files, there is no need to reset the channel every time. If there is no file transfer task for a specified threshold period, the channel is considered unnecessary and then it is deleted. The indirect C2CFTP does not use a separate dedicated channel and thread, but transmits the file indirectly through the relay of the server using the default channel connected to the server. Since this default channel is used only for CM event transmission, we add a file block to the CM file event to transmit the file block. The server only serves to deliver file events to the receiving client, and does not perform unnecessary file I/O operations.

As a result of performance analysis through experiments, we found that the proposed C2CFTP reduced the average file transfer delay time compared to the existing file transfer methods. In the experiment transferring one file, the direct C2CFTP showed less latency than the indirect C2CFTP. Instead, in the case of sending a bundle of files, the direct C2CFTP increased overhead because of the delay of managing threads for files. Thus, the indirect C2CFTP showed relatively better performance. In the experiments of transferring a bundle of files, the indirect C2CFTP exhibits a low transmission delay when the file is a small size of less than 1 MB. However, as the file size increases, the direct C2CFTP shows better performance because the effect of thread management overhead of a file bundle becomes smaller. Therefore, an advantage of C2CFTP is that an application can select one of the direct and the indirect C2CFTP methods according to its file transfer requirement.

II. COMMUNICATION FRAMEWORK (CM)
CM [12], [13] is a communication framework for developing distributed applications. By using the CM Application Programming Interfaces (APIs), application developers can easily implement various communication functions that allow applications to interact with other CM nodes (applications using CM’s communication service). CM nodes can divide roles into a client and a server. The CM client node can simply use basic communication functions such as registration, connection, login, CM event creation and transmission to the server. The client can also receive and handle CM events from the CM server node. In addition to the basic communication functions, CM nodes can use other services such as file transfer, content management of social networking service (SNS), network status check, and communication channel management.

CM nodes communicate internally in an event-based asynchronous manner. To support the asynchronous communication method, CM runs in multiple threads (main thread, processing thread, sending thread, and receiving thread) as shown in Figure 1. When the main thread of the application runs the CM, the CM starts the processing thread, the sending thread, and the receiving thread. The main thread is responsible for handling local events from application users. The processing thread is responsible for receiving and processing CM events received from the receiving thread. The sending thread is responsible for converting CM events created by the main thread or processing thread into low-level byte messages and sending them to the remote target node. When the main thread or the processing thread needs to send a message to a remote node, it creates the necessary CM event, puts it in the sending queue, and delivers it to the sending thread. The receiving thread is responsible for receiving the byte message from the network, converting it into a CM event, and passing it to the processing thread. The receiving thread
puts the received CM event into the receiving queue, and the processing thread receives and processes it.

A. CM CHANNEL MANAGEMENT
CM is basically designed to send and receive CM events asynchronously by registering a non-blocking channel in a selector object. The receiving thread of the CM monitors the selector and detects new connection requests coming into the server socket channel or CM events coming into other channels. There are various communication channels that CM handles, such as general socket channels, datagram channels, and multicast channels, but in this paper, we only deal with socket channels necessary for file transfer. CM contains information of other communicating CM nodes (clients or servers). The client CM has the information of the connected server, and the server CM has the logged-in client information. Since one CM node can connect multiple channels with other CM nodes, the channels are managed in the hash table for each connected target node. The ID of the target node becomes the channel name, and the key of the hash table becomes the channel number. The channel number is an integer greater than or equal to 0. The client CM maintains a hash table that stores non-blocking channels connected to the server. At this time, the name of the basic channel connected to the server is the server ID, and the channel number is 0. If the client wants to create another non-blocking channel with the server, a channel number different from the existing number must be assigned and the channel is stored in the hash table using this number as a key. The server CM has a hash table that stores non-blocking channels for a client connected to it. When the server CM searches for a basic non-blocking channel connected to a client, the channel name is the client ID and the channel number is 0. Figure 2 shows the channel structure of client and server in CM. In the figure, the server has the information of two logged in clients (client1, client2) and is connected to them by a non-blocking channel. Client1 is connected to two channels (channel number 0, 1), and client2 is connected to one channel (channel number 0).

In addition, the server also has a server socket channel to handle the client’s connection request to the selector. Client1 has server information and a channel hash table in it. Client2 is connected to the server by one basic non-blocking channel, and the channel structure diagram of Client2 is omitted in the figure. As such, CM separately manages the channel information of the connected target node with the pair of a channel name and a channel number, and when the CM’s upper manager module needs to refer to the channel, it can search for the channel with the pair of information.

B. CM FILE TRANSFER METHOD
The previous file transfer service of CM [13] has two methods: using the default non-blocking communication channel, and applying a separate dedicated blocking communication channel and a thread. The application can select and use the appropriate method from the two methods depending on its requirements. In the file transmission method based on the non-blocking channel (hereinafter referred to as non-blocking file transfer), a file block is transmitted using the default non-blocking channel used by CM for event transmission. Because this method does not require additional channels and threads for file transfer, there is no additional channel management cost. However, there is a burden of converting all transmitted file blocks into CM file events. In the file transfer method based on the blocking channel (hereinafter referred to as blocking file transfer), a file block is transmitted using the default non-blocking channel used by CM for event transmission. Because this method does not require additional channels and threads for file transfer, there is no additional channel management cost. However, there is a burden of converting all transmitted file blocks into CM file events. In the file transfer method based on the blocking channel (hereinafter referred to as blocking file transfer), a dedicated channel and thread for file transfer are used. In this case, CM uses the non-blocking channel only for the file transfer preparation process between the transmitting node and the receiving node, and transmits file blocks using a dedicated blocking channel and a thread separately. To this end, CM manages hash tables for blocking channels separate from the hash tables for non-blocking channels. This method does not affect the default non-blocking channel of CM, but has the disadvantage of adding overhead for managing additional channels and threads.

The limitation of the previous CM is that both file transfer methods only support file transfer between the client and
the server. In order for a client to send a file to another client, a two-stage file transfer is necessary in which the sending client first sends the file to the server, and then the server sends it back to the receiving client. This method has a problem in that the server executes unnecessary file I/O, which increases the transmission delay time. To solve the problem, the proposed method for transferring files between clients is described in detail in the next section.

III. CLIENT-TO-CLIENT FILE TRANSFER PROTOCOL (C2CFTP)

When a file transfer is required in the client-server structure, it can be divided into two types: client-server transfer and client-client transfer. In fact, using the client-server file transfer function, the client-client file transfer can be implemented in two simple steps. First, the sending client sends the file to the server. After the transfer is completed, the server sends this file back to the receiving client. However, repeating the same transmission process twice causes unnecessary redundancy in the detailed steps of the protocol. For example, in the process of transmitting a file from the sending client to the server, the server opens a new file, writes the received file blocks to this file, and when the reception is completed, closes the file to finish the transmission process. The server then opens the file again to send this file directly to the receiving client, and this time it needs to read the file blocks. In this way, the server unnecessarily repeats the opening/closing of the same file and reading/writing the same file blocks. It is well known that file I/O repetition is one of the main factors affecting system performance. As another example, even if a separate data channel is used for file transfer, dedicated data channels must be created between the sending/receiving clients and the server every time the file is transferred. This is an additional cost to increase file transfer time. Since this cost is added for each file transfer session, the problem is exacerbated because the file transfer delay time is continuously cumulated, especially in environments where clients frequently send and receive small sized files repeatedly.

The existing CM file transfer service has the same problem as the existing file transfer method, because it only supported file transfer between the client and the server. The client-client file transfer method proposed in this paper is a protocol that eliminates unnecessary extra work due to the previously mentioned two-stage file transfer. In the proposed method, the server is only responsible for relaying the file block transfer between two clients, instead of temporarily storing the file in the middle. Since the existing CM file transfer service provides two transmission methods: the blocking and the non-blocking file transfer, this paper extends each method to improve the protocol (which is called C2CFTP) applicable to the client-client file transmission. The improvement of the existing blocking file transfer method is called direct C2CFTP, and the improvement of the existing non-blocking file transfer method is called indirect C2CFTP.

As shown in Figure 3, in the direct C2CFTP, a dedicated blocking channel is created between a sending and a receiving client to transmit file blocks through this channel. As shown in Figure 4, in the indirect C2CFTP, the client sends and receives file blocks using the default non-blocking channel connected to the server instead of a dedicated channel. That is, the sending client transmits each file block to the server, and the server delivers the block back to the receiving client. This method is similar to the previous two-step file transfer, which was raised as a problem, but the server does not perform file I/O because the file blocks received by the server is transmitted directly to the receiving client rather than stored as a separate file. Both the direct and indirect C2CFTPs send and receive control CM events for synchronization of the sending and receiving clients before and after the file transfer task. Since the clients are not directly connected to each other through a non-blocking channel for CM event transmission, all of these CM file events are transmitted indirectly through the relay of the server [19]. The client uses one of the direct or indirect C2CFTP, which is decided by the server. The server can decide policies of various CM communication services with a CM configuration file that is provided together with the CM library. The file transfer policy can be set in the FILE_TRANSFER_SCHEME field. That is, if the field value is 1, the direct C2CFTP is used, and if 0, the indirect C2CFTP is used. The server decision of the file transfer method is just a matter of policy for keeping a consistent method in an application. Thus, if needed, the client also can easily call the different method instead of following the server decision.

In addition, C2CFTP added a file transfer permission process that was not provided by CM’s existing file transfer
method. In the existing CM file transfer, if the application calls the CM’s file transfer service method, the file transfer proceeds unconditionally regardless of the consent of the other application. C2CFTP added the automatic file transfer permission option to the CM configuration file, so that when an application uses CM, it can decide whether to automatically allow a file transfer request from another application. If the value of the PERMIT_FILE_TRANSFER field of the CM configuration file is set to 1, the request for the file transfer of the other party is allowed unconditionally. On the other hand, if the field value is set to 0, the application must decide whether to allow the file transfer request. The application can inform the CM whether or not to accept the request by calling the replyEvent() method added to the stub module.

### A. DIRECT C2CFTP

The direct C2CFTP is used to transfer file blocks by connecting a dedicated blocking channel between the file transmitting node and the receiving node, similar to the existing blocking file transfer method of CM. To this end, the server CM sets the FILE_TRANSFER_SCHEME field value of the configuration file to 1. In the existing file transfer between the client and the server, the client always requested to create a blocking channel to the server because the server already has a server socket channel. However, in direct file transfer between clients, as the file sender and receiver are both clients, we must decide which client first creates the server socket channel. This decision does not significantly affect the direct file transfer protocol. In the proposed protocol, the receiving client creates a server socket channel, and the sending client connects a blocking channel to it. The server plays a role of relaying control CM events necessary for file transfer between the sending and the receiving clients. Figure 5 shows the internal structure of CM when using the direct C2CFTP. The detailed process of the direct C2CFTP is described in detail in the next section.

| Step | Event direction | Event ID |
|------|-----------------|----------|
| (1) | sender→receiver | REQUEST_PERMIT_PUSH_FILE |
| (2) | receiver→sender | REPLY_PERMIT_PUSH_FILE |
| (3) | sender→receiver | START_FILE_TRANSFER_CHAN |
| (4) | receiver→sender | START_FILE_TRANSFER_CHAN_ACK |
| (5) | sender→receiver | No CM event |
| (6) | sender→receiver | END_FILE_TRANSFER_CHAN |
| (7) | receiver→sender | END_FILE_TRANSFER_CHAN_ACK |

### FIGURE 5. Direct C2CFTP structure.

1) FILE PUSH

Table 1 summarizes the CM control events exchanged between the sending and receiving clients at each stage of the file transmission service using the direct C2CFTP and their respective roles. The detailed format of each control event is described in Appendix A. In the table, “sender” is the sending client and “receiver” is the receiving client. Although the server is not shown in the table, all CM events are delivered to the target client via the server. The detailed procedure for the sending client to send the file to the receiving client in the direct C2CFTP is as follows.

1. The sending client calls the pushFile() method of the CM stub module. The CM main thread sends a file transmission permission request event (REQUEST_PERMIT_PUSH_FILE) to the receiving client through the sending thread. In the receiving client, the receiving thread dispatches the request event to the processing thread, and the processing thread processes the request. If the request from the sending client is allowed, the return code of the response event (REPLY_PERMIT_PUSH_FILE) is set to 1, and if the request is rejected, the return code is set to 0. If both the sender and the receiver are clients, the receiving client creates a server socket channel to wait for the creation of a dedicated channel for data transmission with the sending client. The port number of this server socket channel is randomly assigned so as not to conflict with other port numbers, and this port number is set as the value of the port number field of the response event.

2. The receiving client sends the response event (REPLY_PERMIT_PUSH_FILE) set in (1) to the sending client. When the sending client refers to the return code of the response event and the value is 0, the receiving client has rejected the request, and the file transmission process ends here. If the return code is 1, the sending client adds new file information to the outgoing file list and continues the file transmission procedure. If both the sender and the receiver are clients, the sending client stores the port number of the server socket in the receiver information. Since the CM client maintains information of other clients belonging to the same group, the sending client has the receiving client information. When a blocking channel connected to the receiving client exists, the transmitting client sets the channel information in the transmission file information and proceeds to the next step (3). If there is no blocking channel, the sending client...
first connects the blocking channel with the receiving client address and port number, sets this channel in the transmission file information, and then proceeds to the next step.

3) The sending client sends a transfer start event (START_FILE_TRANSFER_CHAN) to the receiving client. The receiving client sets a directory to store the received file and searches for a blocking channel to the sending client. The receiving client adds the blocking channel and file information to the incoming file list. When the CM receiving thread starts the file receiving thread, the file receiving thread waits to read file blocks being sent to the blocking channel.

4) After starting the file receiving thread, the receiving client sends a response event (START_FILE_TRANSFER_CHAN_ACK) to the sending client. The sending client also starts a file sending thread, which starts sending file blocks over the blocking channel.

5) The file sending thread transmits the file blocks to the end through the blocking channel, and the file receiving thread reads the file blocks from the blocking channel and writes them to the received file.

6) When the file sending thread transmits all file blocks, it sends a completion event (END_FILE_TRANSFER_CHAN) to the receiving client and ends. The file sending thread directly transmitted the file block to the blocking channel, but since the transmission completion event is a CM control event, it is transmitted to the receiving client through the server with the non-blocking channel. When the receiving client receives the transmission completion event, it waits until its file receiving thread receives all file blocks and terminates.

7) When the file receiving thread completes the task, the receiving client sends a response event (END_FILE_TRANSFER_CHAN_ACK) to the sending client, and deletes the file information. When the sending client also receives the response event, the corresponding file information is deleted. At this point, the receiving client searches for another incoming file information that the sending client has not yet started transmitting. When such file information is retrieved, it means that there are more files to be sent by the sending client, and the receiving client returns to step (4) to continue the next file receiving operation. When there is no more file information to be received from the sending client, the file push service ends.

2) BLOCKING CHANNEL MANAGEMENT
In the direct C2CFTP, the sending client and the receiving client use a blocking channel only for file block transfer. In the existing CM, the blocking file transfer method used a blocking channel between the client and the server, but did not use any direct connection between the clients. In the direct C2CFTP, in order to create a blocking channel between transmitting and receiving clients, the file receiving client first creates a server socket channel. This server socket channel is a non-blocking channel that is registered with the selector and waits for connection requests from other sending clients. When the sending client establishes a connection with the receiving client, the newly created channel in the receiving client is registered with the selector as a non-blocking channel. When the sending client sends a channel add event (ADD_BLOCK_SOCKET_CHANNEL) through the new channel, the receiving client’s processing thread receives and processes this request event. That is, after un-registering the non-blocking channel from the selector and changing to the blocking mode, it is added to the blocking channel hash table of the sending client. At this time, the channel name is the sending client ID and the channel number is 0. The receiving client sends the channel registration result as a response event to the sending client. The response event (ADD_BLOCK_SOCKET_CHANNEL_ACK) is delivered to the sending client through the server with the default non-blocking channel. When the sending client confirms that the receiving client has successfully added the blocking channel, it continues the file sending procedure. Figure 6 shows an example of the channel structure of the client and server in the direct C2CFTP. Client1 is a sending client and Client2 is a receiving client.

![FIGURE 6. Channel structure of direct C2CFTP.](image)

One of the considerations in the direct C2CFTP is to decide when to create and delete blocking channels between clients. If a channel is created whenever a file transfer is necessary, the creation time of each channel affects the file transfer delay time. The channel creation time varies greatly depending on the situation of the network and host at that time. Figure 7 shows the change in the total file transfer time when a blocking channel is created for each file transfer and a small file transfer of 1 KB in size is repeated. Therefore, if the application uses the file transfer function quite frequently, creating and deleting channels whenever necessary can be a significant performance burden. On the other hand, creating a blocking channel among all clients in advance causes a waste of unnecessary channel resources. Figure 8 compares the number of blocking channels between a server and a client...
and the number of blocking channels between two clients as the number of clients increases. In the former case, a client has only one blocking channel with the server regardless of the number of clients. In the latter case, however, a client should have blocking channels with all the other clients. Therefore, as the number of clients increases, so does the number of blocking channels. In this paper, the above two extreme methods are mixed to manage the blocking channel between clients. First, a blocking channel is created when the first file transfer is needed between two clients. This channel remains for a while even after the file transfer is complete. If this channel is no longer used for file transfer during the threshold time that can be set in the CM configuration file, CM deletes this channel.

The procedure for deleting blocking channel information between clients is as follows. When the receiving client confirms that its blocking channel has not been used for more than the threshold period, it sends a channel-deletion request event (REMOVE_BLOCK_SOCKET_CHANNEL) to the sending client. When the sending client receives this delete request event, it closes the blocking channel in the receiving client information and deletes it from the hash table. The sending client sends a response event (REMOVE_BLOCK_SOCKET_CHANNEL_ACK) including the deletion result to the receiving client. The receiving client also deletes the blocking channel information, and finally the server socket channel is also closed and deleted at the selector. CM event formats related to blocking channel addition and deletion are described in detail in Appendix B.

3) FILE PULL

While the file push is a service in which a file sending node requests file transfer, the file pull is a service in which a file receiving node requests file transfer. Table 2 shows CM control events exchanged between a receiving and a sending client when using a file receiving service with the direct C2CFTP. The detailed format of each control event is described in Appendix A. As shown in the table, the remaining steps (3) to (7) except the first two steps are the same as for the file push service. The detailed procedure of the first two steps is as follows.

| Step | Event direction | Event ID |
|------|----------------|---------|
| (1)  | receiver→sender | REQUEST_PERMIT_PULL_FILE |
| (2)  | sender→receiver | REPLY_PERMIT_PULL_FILE |
| (3)–(7) | same as the file-push task in direct C2CFTP |

(1) The receiving client calls the requestFile() method of the CM stub module. If both the sender and receiver are clients, the CM main thread of the receiving client first creates a server socket channel to receive file blocks. The port number of the server socket channel is set as a field in the request event (REQUEST_PERMIT_PULL_FILE) and transmitted to the sending client.

(2) Upon receiving the request event, the sending client checks whether the requested file exists and whether the request is permitted. The sending client sets the return code field of the response event (REPLY_PERMIT_PULL_FILE) according to the permission of the request and transmits it to the receiving client. The return code is set to 1 for accepting the request, 0 for rejecting, or −1 if no such requested file exists. If the request is granted, the sending client adds the port number to the receiving client information. If there is no blocking channel to the receiving client, the sending client first completes the blocking channel connection and then performs the next step. If the receiving client receives the response event (REPLY_PERMIT_PULL_FILE) and the return code is 0 or −1 (i.e., the request is not allowed), the server socket channel is closed and deleted, and the file pull service is aborted.

The steps (3) to (7) are the same as for the file push service.

B. INDIRECT C2CFTP

To use the indirect C2CFTP, the server CM sets the FILE_TRANSFER_SCHEME field value of the configuration file to 0. The indirect C2CFTP uses the default
non-blocking channel connected to the server for file block transfer, similar to CM’s previous non-blocking file transfer method. Since all non-blocking channels managed by CM are used for CM event transmission, a CM event including file blocks are required. Among the file events in Appendix A, the CONTINUE_FILE_TRANSFER event is used for this purpose. In addition, the server has been improved so that it can only play the role of relaying file events in client-client file transfer. To this end, the file sender and file receiver fields are included in all file events, and when the file event is received, the server first checks whether it is a file sender or a receiver. If the server itself is not both the sender and receiver, the server determines that this event is for client-client file transfer and the server CM delivers it to the file sender or receiver client using the CM’s internal forwarding technology [19]. Figure 9 shows the internal structure of CM when using the indirect C2CFTP. The detailed process of the indirect C2CFTP is described in the next section.

**TABLE 3.** CM Events for file-push service in indirect C2CFTP.

| Step | Event direction | Event ID                  |
|------|-----------------|---------------------------|
| (1)  | sender→receiver | REQUEST_PERMIT_PUSH_FILE  |
| (2)  | receiver→sender | REPLY_PERMIT_PUSH_FILE    |
| (3)  | sender→receiver | START_FILE_TRANSFER       |
| (4)  | receiver→sender | START_FILE_TRANSFER_ACK   |
| (5)  | sender→receiver | CONTINUE_FILE_TRANSFER    |
| (6)  | sender→receiver | END_FILE_TRANSFER         |
| (7)  | receiver→sender | END_FILE_TRANSFER_ACK     |

1) FILE PUSH
Table 3 summarizes CM control events used in the indirect C2CFTP and their respective roles. The detailed format of each control event is described in Appendix A. The main difference from the direct C2CFTP is that when transferring a file block in step (5), it uses the default non-blocking channel with the server, not a dedicated blocking channel. That is, both control CM events and file blocks are sent between the two clients via the server. The detailed procedure is as follows.

(1) The sending client calls the pushFile() method of the CM stub module. The CM main thread sends a transfer-permission request event (REQUEST_PERMIT_PUSH_FILE) to the receiving client through the sending thread. The receiving client puts the return code value to a response event (REPLY_PERMIT_PUSH_FILE) depending on whether the request is allowed or not, and sends it to the sending client.

(2) The sending client receives the response event from the receiving client, and if the return code of the event is 0 (rejected), the file transfer process is aborted. If the return code is 1 (permit), the sending client adds new file information to the outgoing file list and continues to the next step.

(3) The sending client sends a start event (START_FILE_TRANSFER) to the receiving client. The receiving client sets a directory to store the received file, opens a new file to receive, and adds newly opened file information to the incoming file list.

(4) The receiving client sends a response event (START_FILE_TRANSFER_ACK) to the file-sending client after the file reception preparation is completed.

(5) When the sending client receives the response event (START_FILE_TRANSFER_ACK), the file to be transmitted is opened and each file block is included in the block event (CONTINUE_FILE_TRANSFER) and transmitted to the receiving client. Whenever the receiving client receives a file block event (CONTINUE_FILE_TRANSFER), it writes the file block to the received file.

(6) The sending client closes the file after sending the last file block event and sends the transfer-completion event (END_FILE_TRANSFER). When the receiving client receives this event, it closes the received file and deletes the file information from the incoming file list.

(7) After the file receiving operation is completed, the receiving client sends a response event (END_FILE_TRANSFER_ACK) to the sending client. When the receiving client receives this event, it deletes the file information from the outgoing file list and completes the file push task.

**TABLE 4.** CM events for file-pull service in indirect C2CFTP.

| Step | Event direction | Event ID                  |
|------|-----------------|---------------------------|
| (1)  | receiver→sender | REQUEST_PERMIT_PULL_FILE  |
| (2)  | sender→receiver | REPLY_PERMIT_PULL_FILE    |
| (3)–(7) | same as the file-push task in indirect C2CFTP |

2) FILE PULL
Table 4 shows CM control events exchanged between the receiving and sending clients when using the file receiving service with the indirect C2CFTP. The first two events are the same as those of the file-pull service of the direct C2CFTP. The processing part of these two events is the same as the processing in the direct C2CFTP, except that there is no blocking channel setup process between the sending and
receiving clients. The rest of the steps (3) to (7) are the same as those in the file-push service of the indirect C2CFTP.

**IV. PERFORMANCE EVALUATIONS**

In order to compare and analyze the performance of the direct and indirect C2CFTPs proposed in this paper, we measured the average file transfer time for the proposed and existing methods. The existing method is the two-step file transfer between clients through the server. The rest of the steps (3) to (7) are the same as those in the file-push service of the indirect C2CFTP.

IV. PERFORMANCE EVALUATIONS

In order to compare and analyze the performance of the direct and indirect C2CFTPs proposed in this paper, we measured the average file transfer time for the proposed and existing methods. The existing method is the two-step file transfer between clients through the server. In the experiment, the server machine (Windows 10, Intel Core i3 3.5GHz CPU, 8GB RAM) connected to a 1Gbps WAN, and two clients (MacOS Catalina, Intel Core i5 3.8GHz CPU, 16GB RAM) connected to the server via Wi-Fi (2.4GHz band) of a wired/wireless router. The clients are in charge of sending and receiving files, respectively, and the sending client measured elapsed time until the file transfer is completed by calling the CM’s file-push service. In addition, in the experiment, we also compared the change of the transmission time according to the different file size and the number of files. All measured file transfer times are obtained by transferring the files 100 times to obtain the average value.

Figures 10 and 11 show the results of measuring the file transfer time for each method according to the file size. In the conventional method (csc_block, csc_nonblock), the sending client first performs file transfer to the server, and the server transmits the received file back to the receiving client. The existing method is further divided into the blocking transfer (csc_block) and the non-blocking transfer (csc_nonblock). As a result of the experiment, the proposed method (c2c_direct, c2c_indirect) has shorter file transfer time than the existing method regardless of the file size. Specifically, the direct C2CFTP (c2c_direct) reduced the transmission time by an average of 54.7% compared to the existing blocking transfer method (csc_block), and the indirect C2CFTP (c2c_indirect) decreased by an average of 41.4% compared to the existing non-blocking transfer method (csc_nonblock). This is because the proposed method omits redundant and unnecessary file I/O of the server. Among the proposed file transfer methods, the average transfer time of the direct C2CFTP is reduced by 22.4% compared to the indirect C2CFTP. In the case of transferring one file, the direct C2CFTP that uses the dedicated channel and thread is better than the indirect C2CFTP that uses the relay of the server.

Figures 12 to 15 show the results of measuring the transmission time according to the number of files transmitted at one time. For this experiment, we prepared a group of files with the specific size by copying the original file. In one transfer session of a file group, we transferred the group of files continuously from the first to the last file with no transfer interval. Interestingly, the transmission time
is largely divided into two categories. As the number of files transmitted at one time increases, the group using only the default non-blocking channel and thread (csc_nonblock, c2c_indirect) shows lower transmission time than the group using the dedicated blocking channel and thread (csc_block, c2c_direct). For example, in the case of transferring 50 files of 1KB (Figure 12), the indirect C2CFTP (c2c_indirect) compared to the direct C2CFTP (c2c_direct) reduced the file transfer time by 88.6%. Although the blocking methods (csc_block, c2c_direct) reduce the overhead of creating and destroying a separate thread as they get and release an available thread from a thread pool, they still need the process of starting the separate thread dedicated to file transfer on a dedicated channel for each file and terminating the dedicated thread when file transfer is completed. If the number of files being transmitted at one time is large, the number of thread start and stop also increases, and accordingly, the thread management overhead increases. As a result, we analyzed that this thread management overhead has an effect on the file transfer delay. When we measured the transfer time even more until the number of files was 100, the tendency of the delay difference among methods kept same as shown in Figure 13 and 14.

In another aspect, as the file size increased, the difference in the transmission time reduction rate between these two groups became smaller. For example, if 50 files of 1MB are transferred (Figure 15), the indirect C2CFTP (c2c_indirect) still has a shorter file transfer time than the direct C2CFTP (c2c_direct), but the difference is 8.6% decrease compared to the 50 files of 1KB case. This is because the effect of the total transmission delay due to the thread management overhead is relatively small as the transmission time of the file itself increases as the file size increases. The direct C2CFTP (c2c_direct) showed better performance until the number of transferred files was 30. We estimated that this is also because the accumulated thread management overhead has less effect on the whole transfer delay until the number of files became 30. When comparing the existing method (csc_nonblock) with the proposed method (c2c_indirect), the proposed method showed a shorter transmission time when transferring files smaller than 1 MB. When transferring a 1MB file, the performance of either side was not significantly superior.

Through the results of the experiment, we confirmed that the file transfer performance can be improved by selecting and using one of the proposed direct and indirect C2CFTPs depending on the situation when transferring a bundle of files. The indirect C2CFTP is suitable when a client sends files smaller than 1 MB in size. The direct C2CFTP is suitable for up to 30 files when each file size is over 1MB, and the indirect C2CFTP shows better performance when transferring a larger number. There is another case where the indirect C2CFTP is suitable. If the receiving client is located in a virtual private network different from the sending client, and the sending client cannot directly access the receiving client, we can use the indirect C2CFTP using relay of the server, although the direct C2CFTP is not available.

V. RELATED WORK

File transfer protocol (FTP) [1], [2] is a representative standard protocol related to file transfer. Most commercial file transfer clients and servers are implemented according to this standard specification for compatibility. Looking at the file transfer procedure, it is similar to the CM blocking file transfer method in that it separately manages channels for the control message transfer and the file data transfer. GridFTP [3], [4], which is an extension of the existing FTP, was developed to adjust the TCP buffer size and use multiple channels for secure, reliable, and high-performance data transmission. In other words, it is designed as a useful protocol when transferring large files or small files in bulk. In order to efficiently transfer large-scale files, the BitTorrent protocol [5] is a file transfer method that dramatically reduces transmission time by receiving file blocks from multiple source nodes in the peer-to-peer architecture. It is mainly used for transferring large files such as video files. Dual-Direction FTP (DDFTP) [6] technology was proposed as a method to quickly transfer large files by utilizing multiple replicated FTP servers. In order to transfer file blocks from multiple replicated FTP servers in parallel, DDFTP assigns file blocks to different servers.
A recent study [7] proposed a file transfer method that can perform synchronization of multiple files between various heterogeneous devices such as N-screens in a short time. In traditional FTP, the data channel had to be connected repeatedly every time the file was transferred. To solve this problem, the method of maintaining the data channel is used. Fan’s research [8] proposed FTP-NDN technology, which is a file transfer method based on peer-to-peer encryption in a Named Data Network (NDN) environment. The main purpose of this technique is not to receive a file only from a fixed source node, but to find a node with the same file close to the receiver node’s surroundings and receive the file in encrypted form. Bormann and Shelby [9] devised a block-wise transfer of files in CoAP (Constrained Application Protocol) [20]. While the other existing methods above use TCP as the transport layer protocol, but CoAP uses UDP for simplicity. However, the transmitting node has to wait for an acknowledgment (ack) message from the receiving node for each block transmitted and retransmits if the previous block transmission fails. There were also other recent researches on file transfer for cloud computing environment [10] and IoTs [11]. Lin’s research [10] proposed algorithms to solve a single-file transfer scheduling (SFTS) and a multi-file transfer scheduling (MFTS) problems when one or more big files are transferred over multiple paths. Liu’s research [11] proposed a camera file transfer system, but it mainly focuses on security vulnerabilities of photo file transfer in device-to-device networks.

Communication frameworks or middlewares for online social networks [14]–[18] provide various communication services to applications, among which image file transfer is required as a basic function. However, since these studies focus on efficient interaction services between users, they do not specifically mention how they developed file transfer services.

In summary, existing methods related to file transfer protocols mainly focus on methods for quickly transferring a large number of large files. In addition, the existing file transfer methods deal only with the case where the client and the server directly connected in the client-server structure, but the file transfer between the clients is not considered separately. In other words, in order to transfer files between clients in the conventional method, the two-step transmission (transmission from the sending client to the server, and transmission from the server to the receiving client) is required.

### VI. CONCLUSION

In this paper, we proposed a file-transfer protocol (C2CFTP) that efficiently performs file transfer between clients in a client-server architecture. The proposed C2CFTP is included as a file transfer service of CM, a communication framework, and provides two methods: the direct transmission (direct C2CFTP) and the indirect transmission (indirect C2CFTP). As a result of the experiment, C2CFTP was able to reduce the file transfer delay time between clients by omitting unnecessary intermediate file I/O from existing file transfer methods and improving dedicated channel management. The direct C2CFTP is suitable for the transmission of large files, and the indirect C2CFTP is effective when sending several small files in a bundle or when direct connection between clients is not possible.

When CM transfers a bunch of files, the direct C2CFTP showed a worse performance comparing to the indirect C2CFTP due to the repetition of thread start and stop per file. For our future work, we plan to improve the performance.
of the direct C2CFTP by reducing the thread management overhead.

We also plan to devise a method for CM to dynamically determine the appropriate file transfer method according to the current situation of the application. The current CM allows a server application to select a file transfer method between the direct and indirect C2CFTP in the CM configuration file and client applications follow the server decision to keep a consistent file transfer policy. By adding an option that the file transfer service actively adapts according to the application situation, CM will be able to provide a desired service while minimizing the manual configuration of the application.

Our last future research plan is to analyze the performance of the proposed file transfer protocol in an extended environment. For example, we plan to increase the number of clients and perform performance comparison of file transfer protocols through experiments in different situations, such as one-to-many file transfer rather than one-to-one transfer.
TABLE 14. END_FILE_TRANSFER_ACK, END_FILE_TRANSFER_CHAN_ACK.

| Number of bytes | Field data type | Description | Field type |
|-----------------|-----------------|-------------|------------|
| 4 int           | Event length    | Event header |
| 4 int           | Event type (CMInfoCM_FILE_EVENT) | Event header |
| 4 int           | Event ID (COMEventEND_FILE_TRANSFER_ACK or CMFileEventEND_FILE_TRANSFER_CHAN_ACK) | Event header |
|                 | ...             | Other CM event header fields |
| 2 short         | Length of file sender field (n) | Event body |
| n String        | File sender name | Event body |
| n String        | File receiver name | Event body |
| n String        | Length of file name (n) | Event body |
| n String        | File name | Event body |
| n long          | File size | Event body |
| 4 int           | Return code | Event body |
| 4 int           | ID of context attaching this file | Event body |

TABLE 15. ADD_BLOCK_SOCKET_CHANNEL, REMOVE_BLOCK_SOCKET_CHANNEL.

| Number of bytes | Field data type | Description | Field type |
|-----------------|-----------------|-------------|------------|
| 4 int           | Event length    | Event header |
| 4 int           | Event type (CMInfoCM_SESSION_EVENT) | Event header |
| 4 int           | Event ID (CMSessionEventADD_BLOCK_SOCKET_CHANNEL or CMSessionEventREMOVE_BLOCK_SOCKET_CHANNEL) | Event header |
|                 | ...             | Other CM event header fields |
| 2 short         | Length of channel name (n) | Event body |
| n String        | Channel name (requester name) | Event body |
| n int           | Channel number (n) | Event body |

TABLE 16. ADD_BLOCK_SOCKET_CHANNEL_ACK, REMOVE_BLOCK_SOCKET_CHANNEL_ACK.

| Number of bytes | Field data type | Description | Field type |
|-----------------|-----------------|-------------|------------|
| 4 int           | Event length    | Event header |
| 4 int           | Event type (CMInfoCM_SESSION_EVENT) | Event header |
| 4 int           | Event ID (CMSessionEventADD_BLOCK_SOCKET_CHANNEL_ACK or CMSessionEventREMOVE_BLOCK_SOCKET_CHANNEL_ACK) | Event header |
|                 | ...             | Other CM event header fields |
| 2 short         | Length of channel name (n) | Event body |
| n String        | Channel name (replyer name) | Event body |
| n int           | Channel number (n) | Event body |
| n int           | Return code (t: success, 0: failure) | Event body |

APPENDIX A

CM FILE EVENT FORMAT

See Tables 5–14.

APPENDIX B

CM SESSION EVENT FORMAT

See Tables 15 and 16.
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