CENTRES, TRACE FUNCTORS, AND CYCLIC COHOMOLOGY

NIELS KOWALZIG

ABSTRACT. We study the biclosedness of the monoidal categories of modules and comodules over a (left or right) Hopf algebroid, along with their bimodule category centres over the respective opposite categories and a corresponding categorical equivalence to anti Yetter-Drinfel’d contramodules and anti Yetter-Drinfel’d modules, respectively. This is directly connected to the existence of a trace functor on the monoidal categories of modules and comodules in question, which in turn allows to recover (or define) cyclic operators enabling cyclic cohomology.
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1. INTRODUCTION

Introducing potential coefficients in cyclic homology or cohomology typically asks for more than one algebraic structure in order to obtain from the underlying chain or cochain complex a paracyclic (or duplicial) object in the sense of Connes [Co]. For example, in those cyclic theories induced by a Hopf structure on the underlying ring or coring, coefficients might be simultaneously modules and comodules or simultaneously modules and contramodules, whereas the underlying (simplicial) complex usually only needs one of these structures.
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However, the presence of two structures instead of one may not always be immediately recognised as one of them may be trivial and therefore invisible. This, for example, sometimes happens for bialgebras or bialgebroids with special properties, such as commutativity or cocommutativity.

Whereas up to this point no compatibility between these two algebraic structures is required, passing from paracyclic to cyclic objects, i.e., those in which the cyclic operator powers to the identity, in general asks for some sort of compatibility condition, which leads to the notion of (stable anti) Yetter-Drinfel’d modules resp. stable anti Yetter-Drinfel’d contramodules in the two cases of module-comodule resp. module-contramodule mentioned above, which expresses what happens if action is followed by coaction, and vice versa, resp. contraaction followed by action, and vice versa again; see, just to name a few, [BePeW, BS, Br, BuCaP, Dr, JS, HKhRS, Kay, Ko1, PST, RT, Ye] for these notions in various contexts. For example, as explained in [Ko2], without specifying the technical details here, if $U$ is a left Hopf algebroid (for example, a Hopf algebra or the enveloping algebra $A^e$ of an associative algebra or still the enveloping algebra of a Lie algebroid) with respect to which $N$ is a Yetter-Drinfel’d module, $M$ a stable anti Yetter-Drinfel’d module, and $P$ a stable anti Yetter-Drinfel’d contramodule, then (under suitable projectivity resp. flatness assumptions), the (co)chain complexes computing the various derived functors $\text{Tor}_U(N, M)$, $\text{Ext}_U(N, P)$, $\text{Cotor}_U(N, M)$, and $\text{Coext}_U(N, P)$ can be made into cyclic modules, which, in particular, implies the existence of (co)cyclic differentials of degree $\pm 1$:

\[
\begin{align*}
B: \quad \text{Tor}_U(N, M) & \to \text{Tor}_{U+1}(N, M), & B: \quad \text{Cotor}_U(N, M) & \to \text{Cotor}_{U+1}(N, M), \\
B: \quad \text{Ext}_U(N, P) & \to \text{Ext}_{U+1}(N, P), & B: \quad \text{Coext}_U(N, P) & \to \text{Cotor}_{U+1}(N, P),
\end{align*}
\]

by abuse of notation all denoted by the same symbol $B$ here, that is, the (induced) Connes-Rinehart-Tsygan (co)boundary in its various guises.

1.1. Aims and objectives. In contrast to Yetter-Drinfel’d kind of objects being interpreted as monoidal centres [Sch2], a categorical understanding of anti Yetter-Drinfel’d objects is only beginning to emerge. The main objective of this article is to embed the two cases of anti Yetter-Drinfel’d objects mentioned above in a more categorical setting, inspired by and generalising the ideas in [Sh, KobSh] to the realm of left resp. right Hopf algebroids, which, as already hinted at, allow for the simultaneous generalisation of various (co)homology theories such as Hopf algebras, associative algebras, Lie algebroids as well as full Hopf algebroids, that is, those with an antipode in the sense of [BSz].

More precisely, whereas it is, as just mentioned, well-known that the category of Yetter-Drinfel’d modules over a bialgebroid $U$ is equivalent to the (weak) monoidal centre of the category of left $U$-modules [Sch2, Prop. 4.4] as is the case for bialgebras, we are going to show in the following that anti Yetter-Drinfel’d modules and anti Yetter-Drinfel’d contramodules correspond to the bimodule category centre of the category of left $U$-comodules resp. left $U$-modules over their respective opposite categories. The main difficulty in dealing here with left resp. right Hopf algebroids is, apart from the noncommutativity of the base ring, the absence of an antipode map which leads to nontrivial associativity constraints in the bimodule categories in question and hence to considerably more laborious computations, in striking contrast to the case of Hopf algebras (or even full Hopf algebroids for that matter).

On the other hand, the sort of disheartening abundance of possibilities for defining, for example, anti Yetter-Drinfel’d modules in the Hopf algebra case (left-left, left-right, and so on) in the left Hopf algebroid case is instantly limited to one (all other variants not being well-defined) and no further equivalences need to be established (nor discussed).
1.2. Main results. Corresponding to the general idea just outlined, assembling Lemma 3.1 & Corollary 3.4 with Theorem 3.8, based on a general categorical approach exhibited in §2, in §3 we essentially show (see the main text for all details, notation, and the precise statements):

**Theorem 1.1.** Let a left bialgebroid \((U, A)\) in addition be left Hopf. Then the category \(U\text{-Mod}\) of left \(U\)-modules is biclosed, which by adjunction induces on it the structure of a bimodule category over its opposite category. The category of anti Yetter-Drinfel'd contramodules over \(U\) is equivalent to the centre of this bimodule category.

In particular, any stable anti Yetter-Drinfel'd contramodule over \(U\) can be seen as an object in a certain full subcategory of this centre. By virtue of this result, in Theorems 3.10 & 3.11, we can not only define a so-called (weak) trace functor in the sense of Kaledin [Ka2] on the category of left \(U\)-modules, but also explicitly construct a cyclic operator in the sense of Connes [Co], that is:

**Theorem 1.2.** If a left bialgebroid \((U, A)\) is left Hopf and \(M\) a stable anti Yetter-Drinfel'd contramodule over \(U\) with contraaction \(\gamma\), then \(\text{Hom}_U(-, M)\) yields a trace functor \(U\text{-Mod} \rightarrow k\text{-Mod}\), which, in particular, implies an isomorphism

\[
\text{Hom}_U(X \otimes_A Y, M) \simeq \text{Hom}_U(Y \otimes_A X, M)
\]

for any \(X, Y \in U\text{-Mod}\). Its explicit form induces the cocyclic operator

\[
(\tau f)(u^1, \ldots, u^n) = \gamma((u^1_{(2)} \cdots u^n_{(2)} u^n_{(1)}) \triangleright f(-, u^1_{(1)}, \ldots, u^n_{(1)}))
\]

on the cochain complex \(C^*(U, M) = \text{Hom}_{A^{op}}(U^{\otimes A^{op}_{op}}, \ast, M)\), which (under suitable projectivity assumptions) computes \(\text{Ext}^*_{\text{op}}(A, M)\).

For details of the precise construction and all notation we refer to the main text: let us only mention here that dropping stability leads (quite in general) to a weak or nonunital trace that weakens the resulting cocyclic operator to an only para-cocyclic one. With one more (mild) technical assumptions mentioned in Remark 3.12, one can even replace \(A\) by a Yetter-Drinfel'd module \(N\) in the \(\text{Ext}\)-groups above.

Dually, passing in §4 to the monoidal category \(U\text{-Comod}\) of left \(U\)-comodules in relationship to anti Yetter-Drinfel'd modules, assembling the statements of Lemma 4.10 & Corollary 4.13 with Theorem 4.14, we can summarise:

**Theorem 1.3.** Let a left bialgebroid \((U, A)\) be simultaneously left and right Hopf. Then, under suitable projectivity assumptions, the category \(U\text{-Comod}\) is biclosed, which by adjunction induces on it the structure of a bimodule category over its opposite category. The category of anti Yetter-Drinfel'd modules over \(U\) is equivalent to the centre of this bimodule category.

Again, asking for stability of the anti Yetter-Drinfel'd modules establishes a categorical equivalence to a certain full subcategory of this centre. Likewise, if \(M\) is now an anti Yetter-Drinfel'd module, this allows for the construction of a trace functor \(\text{Hom}^U(-, M): U\text{-Comod} \rightarrow k\text{-Mod}\) obeying an analogous commutation property as above, that is

\[
\text{Hom}^U(X \otimes_A Y, M) \simeq \text{Hom}^U(Y \otimes_A X, M)
\]

for any \(X, Y \in U\text{-Comod}\).

Observe the somewhat unexpected asymmetry between the module and comodule case in Theorems 1.1 and 1.3 with respect to the number of Hopf structures needed; see Remarks 4.8 and 4.11 for a possible explanation.
1.3. Notation and conventions. A very brief exposition on bialgebroids and (left and right) Hopf algebroids as well as the respective relevant notation is given in Appendix A at the end of the main text. At this point, we only want to recall that a left bialgebroid \((U, A)\) is called left resp. right Hopf algebroid if the corresponding Hopf-Galois map \(\alpha_\ell\) resp. \(\alpha_r\) is invertible, where

\[
\begin{align*}
\alpha_\ell &: U \otimes_{A^{op}} U \to U \otimes_{A^{op}} U, \quad u \otimes_{A^{op}} v \mapsto u(1) \otimes_A u(2)v, \\
\alpha_r &: U \otimes_{A} U \to U \otimes_{A} U, \quad u \otimes_{A} v \mapsto u(1)v \otimes_A u(2).
\end{align*}
\]

The Sweedler-type shorthand notations

\[
\begin{align*}
u \otimes_{A^{op}} u_\ell &= \alpha_\ell^{-1}(u \otimes_A 1), \\
u_{1+} \otimes_A u_{(-)} &= \alpha_r^{-1}(1 \otimes_A u),
\end{align*}
\]

with summation understood, will be used throughout the entire text. Recall moreover from Eq. (A.1) the various triangle notations \(\_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_, \_.
This clearly generalises the idea of a module over a ring. A right module category over \( \mathcal{C} \) is defined analogously and is the same as a left \( \mathcal{C}^{op} \)-module category. In this case, we use the notation
\[
\varphi_{M,X,Y} : M \otimes (X \otimes Y) \rightarrow (M \otimes X) \otimes Y
\] (2.4)
for the bifunctor and the associativity constraint.

**Definition 2.2.** A bimodule category over two monoidal categories \( \mathcal{C} \) and \( \mathcal{D} \) is a category \( \mathcal{M} \) that is simultaneously a left \( \mathcal{C} \)-module and right \( \mathcal{D} \)-module category with respective associative constraints \( \phi \) and \( \psi \), plus middle associativity constraints given by natural transformations
\[
\vartheta_{X,M,Z} : (X \otimes M) \otimes Z \rightarrow X \otimes (M \otimes Z)
\] (2.5)
for \( M \in \mathcal{M}, X \in \mathcal{C}, \) and \( Z \in \mathcal{D} \), such that the two pentagon diagrams
\[
((X \otimes Y) \otimes M) \otimes Z \quad (X \otimes Y) \otimes (M \otimes Z) \quad (X \otimes Y) \otimes (M \otimes Z)
\] (2.6)
and
\[
X \otimes (M \otimes (W \otimes Z)) \quad X \otimes ((M \otimes W) \otimes Z) \quad (X \otimes M) \otimes (W \otimes Z)
\] (2.7)
commute for all \( M \in \mathcal{M}, X, Y \in \mathcal{C}, \) and \( Z, W \in \mathcal{D} \).

**Remark 2.3.** Note that whereas several relevant examples of monoidal categories are strict, i.e., where the associative constraint \( \alpha \), along with the left and right unit constraint \( l \) resp. \( r \) are the identity transformations such that the diagrams (2.2) and (2.3) somewhat simplify, this cannot be said for typical examples of (bi)module categories. Here, even for underlying strict monoidal categories, the left, right, and middle associative constraints \( \phi, \psi, \) and \( \vartheta \) from (2.1), (2.4), and (2.5) are not necessarily an easy guess, see Eqs. (4.27) and (4.32) for concrete nontrivial examples. This is mainly due to our dealing with (left or right) Hopf algebroids instead of Hopf algebras and therefore the absence of (the notion of) an antipode resp. its inverse.

The definition of the centre of a bimodule category was formulated in the context of fusion categories in [GeNaNi, Def. 2.1]; we relax it here to monoidal categories which is most likely already present in the literature somewhere.

**Definition 2.4.** The centre of a \( (\mathcal{C}, \mathcal{C}) \)-bimodule category \( \mathcal{M} \) is a category \( \mathcal{Z}_C(\mathcal{M}) \) the objects of which are given by pairs \( (M, \tau) \), where \( M \) is an object in \( \mathcal{M} \) and
\[
\tau_X : X \otimes M \rightarrow M \otimes X
\]
are isomorphisms natural in $X$ such that the hexagon diagram

\[
\begin{array}{ccc}
X & \xrightarrow{X \triangleright (M \triangleleft Z)} & (X \triangleright M) \triangleleft Z \\
\downarrow{\text{id}_X} & & \downarrow{\tau_{X,M,Z}} \\
X \triangleright (Z \triangleleft M) & \xleftarrow{(X \otimes Z) \triangleright M} & M \triangleleft (X \otimes Z)
\end{array}
\]  

(2.8)

commutes for all $M \in \mathcal{M}$ and $X, Z \in \mathcal{C}$.

The natural transformation $\tau$ is called a central structure on $M$. This definition clearly lifts the idea of the center of a bimodule over a ring to a categorical realm.

2.1.1. Biclosed categories as bimodule categories. Clearly, a monoidal category is a bimodule category over itself by means of the monoidal product, but this is often not the only possibility and indeed not what we are going to consider in the next sections. If $\mathcal{C}$ is biclosed, by means of the left and right internal Homs we can define additional right and left $\mathcal{C}$-actions on $\mathcal{C}$ itself:

\[
Y \triangleright Z := \text{hom}^\ell(Y, Z), \quad Z \triangleright Y := \text{hom}^r(Y, Z)
\]  

(2.9)

for objects $Y, Z \in \mathcal{C}$. This way, the adjunctions read as adjunctions

\[
\begin{align*}
\xi : \text{Hom}_\mathcal{C}(X \otimes Y, Z) & \cong \text{Hom}_\mathcal{C}(X, \text{hom}^r(Y, Z)) = \text{Hom}_\mathcal{C}(X, Y \triangleright Z), \\
\zeta : \text{Hom}_\mathcal{C}(X \otimes Y, Z) & \cong \text{Hom}_\mathcal{C}(Y, \text{hom}^\ell(X, Z)) = \text{Hom}_\mathcal{C}(Y, Z \triangleright X),
\end{align*}
\]

(2.10)

flipping a right action into a left resp. a left into a right one. If we, to respect (covariant) functoriality, as usual see the left and right internal Homs as maps $\mathcal{C}^{\text{op}} \times \mathcal{C} \to \mathcal{C}$, where $\mathcal{C}^{\text{op}}$ denotes the category opposite to $\mathcal{C}$, we can sum up the above example in the following (probably) well-known lemma:

Lemma 2.5. A biclosed monoidal category $\mathcal{C}$ is a bimodule category over $\mathcal{C}^{\text{op}}$ by means of the (adjoint) right and left actions in (2.9).

Proof. By means of the adjunctions (2.10) and the associativity constraint of the monoidal category $\mathcal{C}$, we have for any object $W \in \mathcal{C}$:

\[
\begin{align*}
\text{Hom}_\mathcal{C}(W, \text{hom}^\ell(Z, \text{hom}^r(Y, M))) & \cong \text{Hom}_\mathcal{C}(Z \otimes W, \text{hom}^r(Y, M)) \\
& \cong \text{Hom}_\mathcal{C}((Z \otimes W) \otimes Y, M) \\
& \cong \text{Hom}_\mathcal{C}(W \otimes Y, \text{hom}^\ell(Z, M)) \\
& \cong \text{Hom}_\mathcal{C}(W, \text{hom}^\ell(Y, \text{hom}^r(Z, M)))
\end{align*}
\]

for any objects $M, Y, Z \in \mathcal{C}$, which by the Yoneda Lemma implies

\[
\text{hom}^\ell(Z, \text{hom}^r(Y, M)) \cong \text{hom}^r(Y, \text{hom}^\ell(Z, M)).
\]

This yields the middle associativity (2.5) with respect to the actions (2.9). Likewise, one obtains the left resp. right associativity constraints $\text{hom}^r(X \otimes Y, M) \cong \text{hom}^r(X, \text{hom}^\ell(Y, M))$ resp. $\text{hom}^\ell(X \otimes Y, M) \cong \text{hom}^\ell(Y, \text{hom}^r(X, M))$, along with the left and right unit constraints $\text{hom}^\ell(1, M) \cong M = \text{hom}^r(1, M)$. It is then straightforward to verify Diagrams (2.6) & (2.7) to complete the proof. \hfill \Box

The centre of $\mathcal{C}$ with respect to this $\mathcal{C}^{\text{op}}$-bimodule structure will be denoted by $\mathcal{Z}_{\mathcal{C}^{\text{op}}}(\mathcal{C})$. Following [Sh, Eq. (2.11)], and similar to [KobSh, Def. 2.3 & Lem. 2.4], we denote by $\mathcal{Z}^\mathcal{C}_{\mathcal{C}^{\text{op}}}(\mathcal{C})$ its full subcategory consisting of objects $M$ such that
the identity morphism $\text{id}_M \in \text{Hom}_C(M, M)$ is mapped to itself via the chain of isomorphisms
\[
\begin{align*}
\text{Hom}_C(M, M) & \cong \text{Hom}_C(1 \otimes M, M) \\
& \cong \text{Hom}_C(1, M \otimes M) \\
& \cong \text{Hom}_C(M \otimes 1, M) \\
& \cong \text{Hom}_C(M, M)
\end{align*}
\] (2.11)
induced by the left and right unit constraints, the adjunctions (2.10), and the central structure on $M$.

**Definition 2.6.** The full subcategory $Z_{C^{op}}(C)$ of the bimodule category centre $Z_{C^{op}}(C)$ will be called the *stable centre* of $C$ and its objects *stable*.

As we will see later on, from a different perspective this subcategory will distinguish cyclic objects from para-cyclic ones.

2.2. **Trace functors.** We will need one more piece of categorical machinery: so-called trace functors, introduced by Kaledin [Ka2, Def. 2.1] in an approach to cyclic homology with coefficients and towards a possible understanding of cyclic homology as a derived functor [Ka1]. We slightly weaken the original notion here:

**Definition 2.7.** A *weak trace functor* consists of a functor $T : C \rightarrow \mathcal{E}$ between a monoidal category $(C, \otimes, 1, \alpha, l, r)$ and a category $\mathcal{E}$, together with a family of isomorphisms
\[
\text{tr}_{X,Y} : T(X \otimes Y) \cong T(Y \otimes X)
\]
functorial in all $X, Y \in C$ and such that
\[
\text{tr}_{Z,X \otimes Y} = T(\alpha_{X,Y,Z}^1) \circ \text{tr}_{Y \otimes Z, X} \circ T(\alpha_{Y,Z,X}^1) \circ \text{tr}_{Z \otimes X, Y} \circ T(\alpha_{Z,X,Y}^1)
\]
(2.12)
for all $X, Y, Z \in C$. A weak trace functor is called *unital* if
\[
T(r_X) \circ \text{tr}_{1,X} = T(l_X)
\]
(2.13)
for all $X \in C$, in which case we simply speak of a *trace functor*.

**Remark 2.8.** If the trace functor is unital, using (2.13) in (2.12) in case $Z = 1$ and the naturality of $\text{tr}$ for the left and right unit constraint, (2.12) reduces to
\[
\text{tr}_{Y,X} \circ \text{tr}_{X,Y} = \text{id}
\]
In this case, abbreviating $\text{tr}_{X,Y,Z} := \text{tr}_{X,Y \otimes Z} \circ T(\alpha_{X,Y,Z})$, Eq. (2.12) can be more compactly rewritten as
\[
\text{tr}_{Z,X,Y} \circ \text{tr}_{Y,Z,X} \circ \text{tr}_{X,Y,Z} = \text{id}
\]
(2.14)
for all $X, Y, Z \in C$, which is the form in which it appears in [Ka2, Def. 2.1].

The distinction between the unital and nonunital (or weak) case finds its motivation in the next subsection.

2.2.1. **Trace functors from biclosed categories.** In the setting we are going to deal with, typical examples of trace functors of interest for us turn out to be closely related to bimodule category centres and internal Hom's, that is, in continuation of §2.1.1, they arise via the adjunctions (2.10) in connection with $Z_{C^{op}}(C)$ (and $Z_{C^{op}}(C)$, respectively):

**Lemma 2.9.** If $C$ is a biclosed monoidal category, then $T = \text{Hom}_C(-, M)$ for any $M \in Z_{C^{op}}(C)$ defines a weak trace functor, which is unital if $M \in Z_{C^{op}}(C)$. Vice versa, a weak trace functor of the form $T = \text{Hom}_C(-, M)$ induces a central structure $\tau$ on an object $M \in C$, and if $T$ is unital, a central structure with respect to which $M$ is stable.
\textbf{Proof.} For a biclosed monoidal category, with actions defined as in (2.9), set
\begin{equation}
\text{tr}_{X,Y} = \zeta^{-1} \circ \text{Hom}_C(X, \tau_Y) \circ \xi,
\end{equation}
where \( \zeta, \xi \) denote the adjunctions (2.10), that is to say, we define \( \text{tr} \) by the following diagram:

\[
\begin{array}{ccc}
\text{Hom}_C(X \otimes Y, Z) & \xrightarrow{\text{tr}_{X,Y}} & \text{Hom}_C(Y \otimes X, Z) \\
\downarrow \zeta & & \downarrow \zeta^{-1} \\
\text{Hom}_C(X, \text{hom}^i(Y, Z)) & \xrightarrow{\text{Hom}_C(X, \tau_Y)} & \text{Hom}_C(Y, \text{hom}^i(X, Z))
\end{array}
\]

for all \( X, Y, Z \in C \). It is then a direct check that the following honeycomb of isomorphisms commutes:

\[
\begin{array}{c}
\text{Hom}_C(Y \otimes (Z \otimes X), M) \\
\text{Hom}_C(Z, X \triangleright (M \triangleleft Y)) \\
\text{Hom}_C(Z, (X \triangleright M) \triangleright Y) \\
\text{Hom}_C(X \triangleright (Y \otimes Z), M) \\
\text{Hom}_C(Z \otimes (X \otimes Y), M) \\
\text{Hom}_C(Z, (X \otimes Y) \triangleright M) \\
\text{Hom}_C(Z, (M \otimes X) \triangleleft Y) \\
\text{Hom}_C(M, (X \otimes Y) \triangleright M)
\end{array}
\]

where for better readability we did not label the arrows coming from all kinds of associators, by abuse of notation wrote \( \tau_X \) etc. for postcompositions of the type \( \text{Hom}_C(Z, \tau_X) \), and where the arrows pointing out of the depths are those coming from the adjunctions (2.10), applied once or twice. In particular, this proves that if (and only if) the front hexagon in the above honeycomb commutes, \textit{i.e.}, if \( M \in Z_{C^{op}}(C) \) such that (2.8) commutes, then the back hexagon commutes as well, which amounts to the property (2.12), and hence \( T = \text{Hom}_C(-, M) \) is a weak trace functor.

Now consider the natural transformation \( \eta: T \rightarrow T \) given by \( \eta := T(r) \circ \text{tr}_{1, \ldots, 1} \circ T(l^{-1}) \). If \( M \) is stable, by (2.11) one has \( \eta_{|_W} = \text{id} \). Since the Yoneda Lemma implies that the natural transformation \( \eta \) is uniquely determined by its values on \( M \), we obtain \( \eta_X = \text{id} \) for any object \( X \in C \) as well, and therefore \( T(r_X) \circ \text{tr}_{X,1} = T(l_X) \), that is, the weak trace functor is unital and what was said in Remark 2.8 applies.

Vice versa, if \( T = \text{Hom}_C(-, M) \) is a weak trace functor with a family of isomorphisms \( \text{tr} \) such that (2.12) holds, then reading (2.15) from right to left, the honeycomb implies the hexagon property (2.8) for the central structure by a Yoneda Lemma argument again. If \( T \) is unital, then (2.11) is automatic and \( M \) lies in \( Z_{C^{op}}(C) \), which is to say, \( M \) is stable. \qed

The study of trace functors of the form \( T = \text{Hom}_C(-, M) \), where \( M \in Z_{C^{op}}(C) \), will be the content of the next sections for concrete biclosed monoidal categories. In §3.6, all this will lead to how to explicitly re-obtain the cyclic operator on the cochain complex computing certain \( \text{Ext} \) groups from such a trace functor.
3. CENTRES AND ANTI YETTER-DRINFEL’D CONTRAMODULES

According to Lemmata 2.5 & 2.9, the main idea in what follows is to define (or find) the internal Homs of a biclosed monoidal category of our interest, which then allows for a left and a right adjoint action, a corresponding bi-module category and finally its centre inducing a trace functor, as dealt with generally in the previous section.

3.1. Left and right closedness of \( U\)-Mod. Let \( (U, A) \) be a left bialgebroid (see §A.1). As in the bialgebra case, the monoidal structure on the (strict) monoidal category \( U\)-Mod of left \( U\)-modules corresponds to the diagonal \( U\)-action on the tensor product \( N \otimes_A M \) of two left \( U\)-modules \( N, M \):

\[
u \circ (n \otimes_A m) := \Delta(u)(n \otimes_A m) = u(1)n \otimes_A u(2)m \tag{3.1}\]

for \( n \in N, m \in M, \) and \( u \in U \).

With respect to the obvious forgetful functor \( U\)-Mod \( \to \) \( A^e\)-Mod, we sometimes denote the induced \( A\)-bimodule structure on a left \( U\)-module \( M \) by \( a \cdot m \cdot b := s(a)t(b)m, \quad \forall m \in M, \ a, b \in A. \) (3.2)

Lemma 3.1. Let \( (U, A) \) be a left bialgebroid.

(i) The category \( U\)-Mod of left \( U\)-modules is left closed monoidal, that is, has left internal Hom functors:

\[
hom^L(N, M) := \text{Hom}_U(N \otimes_A U, M), \]

for all \( N, M \in U\)-Mod, equipped with the left \( U\)-action

\[
v \cdot f(n \otimes_A u) := f(n \otimes_A uv) \tag{3.3}\]

for every \( u, v \in U \) and \( n \in N \).

(ii) If the left bialgebroid is left Hopf (see §A.2), the category \( U\)-Mod is right closed monoidal with right internal Hom functors of the form:

\[
hom^R(N, M) := \text{Hom}_{A^e}(N, M) \tag{3.4}\]

for all \( N, M \in U\)-Mod, equipped with the left \( U\)-action

\[
u \twoheadrightarrow g(n) := u \cdot g(u \cdot n) \tag{3.5}\]

for every \( u \in U \) and \( n \in N \).

(iii) Consequently, for a left Hopf algebroid \( (U, A) \) over an underlying left bialgebroid, the category \( U\)-Mod is biclosed monoidal, that is, has both left and right internal Hom functors.

Proof. This is a well-known result and has been originally proven in [Sch2, §3], see also [Ko1, Lem. 4.16] for the conventions used in the setting at hand. For later use, we give the adjunction morphisms. As for part (i), this would be

\[
\zeta: \text{Hom}_U(N \otimes_A P, M) \rightarrow \text{Hom}_U(P, \text{Hom}^L(N, M)), \quad f \mapsto \{p \mapsto \{n \otimes_A u \mapsto f(n \otimes_A up)\}\}, \tag{3.6}
\]

\[
\{f(p)(n \otimes_A 1) \mapsto n \otimes_A p\} \leftrightarrow f,
\]

and in part (ii), the claimed adjunction

\[
\xi: \text{Hom}_U(P \otimes_A N, M) \rightarrow \text{Hom}_U(P, \text{Hom}^R(N, M)), \quad g \mapsto \{p \mapsto g(p \otimes_A -)\} \tag{3.7}
\]

is simply the Hom-tensor adjunction. \( \square \)
Notation 3.2. As the left and right internal Homs we use are quite different in nature and it sometimes turns out to be necessary to remember the explicit $U$- or $\mathcal{A}$-linearity in question, we shall not always use the sort of concealing notation $\text{hom}^U$ and $\text{hom}^\mathcal{A}$ but often write $\text{Hom}_U$ and $\text{Hom}_\mathcal{A}$ instead, even if the internal Homs with their $U$-module structure are meant.

Remark 3.3. The preceding lemma precisely establishes the setting adapted to our needs; nevertheless, even without any left Hopf structure, symmetrically to the case of the left internal Homs, the category $U\text{-Mod}$ over a left bialgebroid has left internal Homs as well (see [Sch2, Prop. 3.3]). Put

$$\text{hom}^U(N, M) := \text{Hom}_U(U \otimes_A N, M), \quad (3.8)$$

being a left $U$-module by right multiplication on $U$ in the argument. The original definition of a left Hopf algebroid [Sch2, Thm. 3.5] then states that a left bialgebroid $(U,A)$ is called left Hopf if the forgetful functor $U\text{-Mod} \rightarrow A\text{-Mod}$ preserves internal Homs (which in loc. cit. is shown to be equivalent to the definition of left Hopf algebroids mentioned below Eq. (A.2)). In this case, its right internal Homs (3.8) are isomorphic (as $U$-modules) to the ones given in (3.4), with isomorphism given by

$$\text{Hom}_U(N, M) \rightarrow \text{Hom}_U(U \otimes_A N, M), \quad g \mapsto (\cdot ) \triangleright g,$$

and inverse $f \mapsto f(1 \otimes_A -)$. On the contrary, the left internal Homs can be simplified (or complicated, depending on the point of view) in case more (or rather a different) structure is present. More precisely, in case the left bialgebroid $(U,A)$ in addition is right Hopf, one can set $\text{hom}^\mathcal{A}(N, M) := \text{Hom}_\mathcal{A}(N, M)$ with left $U$-module structure given by

$$(u \triangleright g)(u) := u_{[\cdot]} g(u_{\cdot \cdot}u), \quad g \in \text{Hom}_{\mathcal{A}}(N, M), \quad u \in U, \quad (3.9)$$

and the same comments apply as above. In the Hopf algebra case, the condition of being right Hopf corresponds to the antipode being invertible, see Eq. (A.24). We have, however, more interested in the more general approach in Lemma 3.1 with only one Hopf structure present, i.e., the left one.

3.2. $U\text{-Mod}$ as a bimodule category. The internal Homs exhibited in the previous section that turn $U\text{-Mod}$ into a biclosed category allow to define the structure of a bimodule category on it in the sense discussed in §2.1.1. More precisely, Lemmata 2.5 & 3.1 directly imply:

Corollary 3.4. Let $(U,A)$ be a left bialgebroid. Then the operation

$$U\text{-Mod} \times U\text{-Mod}^{op} \rightarrow U\text{-Mod}, \quad (M, N) \mapsto M \triangleleft \triangleright N := \text{hom}^\mathcal{A}(N, M)$$

defines on $U\text{-Mod}$ the structure of a right module category over $U\text{-Mod}^{op}$. If $(U,A)$ is in addition left Hopf, the operation

$$U\text{-Mod}^{op} \times U\text{-Mod} \rightarrow U\text{-Mod}, \quad (N, M) \mapsto N \triangleright M := \text{hom}^U(N, M) \quad (3.10)$$

defines on $U\text{-Mod}$ the structure of a left module category over $U\text{-Mod}^{op}$. Hence, if the left bialgebroid $(U,A)$ is in addition left Hopf, then $U\text{-Mod}$ is a bimodule category over the monoidal category $U\text{-Mod}^{op}$.

Proof. All statements directly follow from the general case in Lemma 2.5 along with Lemma 3.1, so there is nothing to prove. Nevertheless, for later use and the sake of explicit illustration of the abstract theory, let us discuss the involved associative constraints.

As for the right action, for three left $U$-modules $M, N, P \in U\text{-Mod}$ there is a left $U$-module isomorphism $(M \triangleright P) \triangleleft \triangleright N \simeq M \triangleleft \triangleright (P \otimes_A N)$, that is,

$$\psi_{M,P,N} : \text{hom}^\mathcal{A}(P \otimes_A N, M) \rightarrow \text{hom}^\mathcal{A}(N, \text{hom}^\mathcal{A}(P, M)),$$
which on the level of $k$-modules translates into a map
\[ \psi_{M,P,N} : \text{Hom}_U(P \otimes_A N \otimes_A U, M) \to \text{Hom}_U(N \otimes_A U, \text{Hom}_U(P \otimes_A U, M)), \]
\[ f \mapsto \{ n \otimes_A u \mapsto \{ p \otimes_A v \mapsto f(p \otimes_A v_1) n \otimes_A v_2 u \} \}, \tag{3.11} \]
\[ g(n \otimes_A u)(p \otimes_A 1) \leftrightarrow p \otimes_A n \otimes_A u \leftrightarrow g. \]

It is straightforward to see that both maps in (3.11) are well-defined and mutual inverses. That these are maps of left $U$-modules follows from (3.3) by
\[ \{ w \mapsto \psi_{M,P,N}(f)(n \otimes_A u)(p \otimes_A v) = (\psi_{M,P,N} f)(n \otimes_A uw)(p \otimes_A v) \}
\]
\[ = f(p \otimes_A v_1) n \otimes_A v_2 uw = (w \mapsto f)(p \otimes_A v_1) n \otimes_A v_2 uw \]
\[ = (\psi_{M,P,N} f)(n \otimes_A u)(p \otimes_A v) \]
for $w, u, v \in U$, $p \in P$, and $n \in N$.

As for the left action, for three left $U$-modules $M, N, P \in U\text{-Mod}$ there is a left $U$-module isomorphism $P \triangleright (N \triangleright M) \simeq (P \otimes_A N) \triangleright M$ as well, or
\[ \phi_{P,M,N} : \text{hom}^r(P \otimes_A N, M) \to \text{hom}^r(P, \text{hom}^r(N, M)), \tag{3.12} \]
which results into a map $\text{Hom}_{A^{op}}(P \otimes_A N, M) \to \text{Hom}_{A^{op}}(P, \text{Hom}_{A^{op}}(N, M))$ given by the Hom-tensor adjunction. That this is an isomorphism (of $k$-modules) is obvious, whereas using the left $U$-action (3.5) on $\text{Hom}_{A^{op}}(N, M)$, along with Eq. (A.7) we immediately see that for $f \in \text{Hom}_{A^{op}}(P \otimes_A N, M)$ one has, abbreviating $\phi = \phi_{P,N,M}$,
\[ (u \triangleright (\phi f))(p)(n) = (u \triangleright (\phi f)(u-p))(n) = u_+ (\phi f)(u-p)(u_+ n) \]
\[ = u_+ f(u_- 1 p \otimes_A u_-(p)) = (u \triangleright f)(p \otimes_A n) = \phi(u \triangleright f)(p)(n) \]
for any $u \in U$, hence $u \triangleright (\phi f) = \phi(u \triangleright f)$, and therefore we obtain an isomorphism of left $U$-modules as well.

Finally, let us discuss the middle associativity constraint from Definition 2.2. This is the left $U$-module isomorphism $\Phi : N \to P \triangleright (N \triangleright M)$ for any $M, N, P \in U\text{-Mod}$, that is, $\text{hom}^r(N, \text{hom}^r(P, M)) \simeq \text{hom}^r(P, \text{hom}^r(N, M))$. Explicitly, this map is given by the $k$-module isomorphism
\[ \vartheta_{P,M,N} : \text{Hom}_U(N \otimes_A U, \text{Hom}_U(P, M)) \to \text{Hom}_{A^{op}}(P, \text{Hom}_{A^{op}}(N \otimes_A U, M)), \]
\[ f \mapsto \{ p \mapsto \{ n \otimes_A u \mapsto f(n \otimes_A u_1) u_2(p) \} \}, \tag{3.13} \]
\[ \{ \{ g(u-p)(n \otimes_A u_+) \mapsto p \} \mapsto n \otimes_A u \} \leftrightarrow g. \]

Verifying that these maps are well-defined and mutual inverses is easy and that $\vartheta$ is in particular a map (and hence an isomorphism) of left $U$-modules is seen by
\[ (v \triangleright \vartheta f)(p)(n \otimes_A u) = (v \triangleright (\vartheta f)(v_+))(n \otimes_A u) = (\vartheta f)(v_+)(n \otimes_A u v_+) \]
\[ = f(n \otimes_A u_1 v_+)(u_2 v_+ p) = f(n \otimes_A u_1 v)(u_2 p) \]
\[ = (\vartheta(v \triangleright f))(p)(n \otimes_A u), \]
abbreviating $\vartheta = \vartheta_{P,M,N}$, where we used the left $U$-actions (3.5) and (3.3) in the first step and Eq. (A.4) in the fourth.

\[ \square \]

* * *

The preceding lemma allows to investigate the centre $Z_{U\text{-Mod}^{op}}(U\text{-Mod})$ in the sense of Definition 2.4 of the bimodule category $U\text{-Mod}$ over $U\text{-Mod}^{op}$, but before doing so, we need to introduce more algebraic structure to get meaningful statements, i.e., that of contramodules resp. anti Yetter-Drinfel’d contramodules as already hinted at in the Introduction.
3.3. Contramodules over bialgebroids. Contramodules in the sense of [EiMo] over coalgebras or corings are a not too wide-spread notion, which is somehow surprising as they turn out to be as natural as comodules (see, e.g., [BBrWi, Br, Po]): as a first approach, they can be thought of as an infinite dimensional version of modules over the dual of the coring in question. They are of interest since not only they are related to the centre of the bimodule category \(\mathcal{U}\)-Mod under investigation but (as a consequence) also because they appear as natural coefficients in the cyclic theory of Ext groups. As such, they were implicitly used right from the beginning in Connes’ classical cyclic cohomology theory with its values in the \(k\)-linear dual of an associative algebra, as elucidated in [Ko1, §6].

**Definition 3.5.** A right contramodule over a left bialgebroid \((\mathcal{U}, A)\) is a right \(A\)-module \(M\) together with a right \(A\)-module map \(\gamma: \text{Hom}_{\mathcal{A}^{op}}(\mathcal{U}, M) \to M\), usually termed the contraaction, subject to the diagram

\[
\begin{array}{ccc}
\text{Hom}_{\mathcal{A}^{op}}(\mathcal{U}, \text{Hom}_{\mathcal{A}^{op}}(\mathcal{U}, M)) & \xrightarrow{\text{Hom}_{\mathcal{A}^{op}}(U, \gamma)} & \text{Hom}_{\mathcal{A}^{op}}(\mathcal{U}, M) \\
\downarrow \downarrow & & \downarrow \downarrow \\
\text{Hom}_{\mathcal{A}^{op}}(U, \otimes_{\mathcal{A}} M) & \xrightarrow{\text{Hom}_{\mathcal{A}^{op}}(\Delta_{\mathcal{A}}, M)} & \text{Hom}_{\mathcal{A}^{op}}(\mathcal{U}, M) \\
\downarrow & & \downarrow \\
\text{Hom}_{\mathcal{A}^{op}}(\mathcal{U}, M) & \xrightarrow{\gamma} & M
\end{array}
\]

which we will refer to as contraassociativity, as well as

\[
\begin{array}{ccc}
\text{Hom}_{\mathcal{A}^{op}}(A, M) & \xrightarrow{\text{Hom}_{\mathcal{A}^{op}}(\varepsilon, M)} & \text{Hom}_{\mathcal{A}^{op}}(\mathcal{U}, M) \\
\downarrow & & \downarrow \\
\text{Hom}_{\mathcal{A}^{op}}(\mathcal{U}, M) & \xrightarrow{\gamma} & M
\end{array}
\]

to which we refer as contraunitality.

The adjunction of the leftmost vertical arrow in the first diagram is to be understood with respect to the right \(A\)-action \(f a := f(a \triangleright -)\) on \(\text{Hom}_{\mathcal{A}^{op}}(\mathcal{U}, M)\); the required right \(A\)-linearity of \(\gamma\) then reads

\[
\gamma(f(a \triangleright -)) = \gamma(f)a,
\]

(3.14) usually excluding the well-definedness of a trivial right contraaction \(f \mapsto f(1)\).

Any contramodule \(M\) moreover has an induced left \(A\)-action

\[
am := \gamma(m \varepsilon(- \bullet a)) = \gamma(m \varepsilon(a \bullet -)),
\]

(3.15) which turns \(M\) into an \(A\)-bimodule and \(\gamma\) into an \(A\)-bimodule map,

\[
\gamma(f(- \bullet a)) = a \gamma(f(-)),
\]

(3.16) see [Ko1, Eq. (2.37)]. This yields a a forgetful functor

\[
\text{Contramod-}\mathcal{U} \to \mathcal{A}^{op}\text{-Mod}
\]

(3.17) from the category of right \(U\)-contramodules to that of \(A\)-bimodules.

For \(f \in \text{Hom}_{\mathcal{A}^{op}}(U, M)\) we may (non-consistently, depending on readability in long computations) write both \(\gamma(f(-))\) as well as \(\gamma(f)\) or simply \(\gamma(f)\) to underline where the \(U\)-dependency is located: this way, the contraassociativity may be more compactly expressed as

\[
\gamma(\gamma(g(\cdot \otimes_{\mathcal{A}} \cdot))) = \gamma(g(-) \otimes_{\mathcal{A}} -)(1),
\]

(3.18)
for \( g \in \text{Hom}_{\text{op}}(U, \otimes_A U, M) \), where the number of dots match the map \( \gamma \) with the respective argument, and contraunitality as

\[
\gamma(mz(-)) = m
\]

for \( m \in M \). Finally, a morphism \( \varphi: M \to M' \) of contramodules is a map of right \( A \)-modules commuting with the contraaction, that is, \( \varphi(\gamma(f)) = \gamma(\varphi \circ f) \).

3.3.1. Anti Yetter-Drinfel'd contramodules. As already mentioned, coefficients in cyclic (co)homology theories typically have more than one algebraic structure, like actions, coactions, contraactions, and so forth. A compatibility between these is in general not required as long as one does not impose the condition that the cyclic operator powers to the identity. On the contrary, if one does, one is led to the notion of anti Yetter-Drinfel’d kind of objects:

**Definition 3.6.** An anti Yetter-Drinfel’d (aYD) contramodule \( M \) over a left Hopf algebroid \((U, A)\) is a left \( U \)-module (with action denoted by juxtaposition) being at the same time a right \( U \)-contramodule (with contraction \( \gamma \)) such that both underlying \( A \)-bimodule structures (3.2) and (3.17) coincide, i.e.,

\[
a \triangleright m \triangleright b = amb, \quad m \in M, \quad a, b \in A,
\]

and such that contraaction followed by action results in

\[
u(\gamma(f)) = \gamma(u_{(-)}(u_{\triangleright (2)}f(u_{\triangleright (-)}u_{\triangleright (1)}))), \quad \forall u \in U, \quad f \in \text{Hom}_{\text{op}}(U, M).
\]

If action followed by contraaction results in the identity, i.e., for all \( m \in M \)

\[
\gamma((-)m) = m
\]

holds, then \( M \) is called stable, where \((-)m: u \mapsto um\) as in \( \text{Hom}_{\text{op}}(U, M) \).

In [Ko1, p. 1093] one can find additional information about the (not so obvious) well-definedness of Eq. (3.21) and further implications: for example, if (3.20) holds, then

\[
\gamma(a \triangleright f(-)) = \gamma(f(a \triangleright -))
\]

is true as well, where on the left hand side the left \( A \)-action on \( M \) is meant.

**Remark 3.7.** The category \( \text{Contramod-}U \) of right \( U \)-contramodules is, in general, not monoidal and therefore neither is \( \text{aYD}^{\text{contra-}U} \), the category of anti Yetter-Drinfel’d contramodules, nor \( \text{saYD}^{\text{contra-}U} \), the category of stable ones. However, in [Ko2, Prop. 3.3] it is shown that \( \text{Contramod-}U \) is a left module category over \( U \text{-Comod} \), the monoidal category of left \( U \)-comodules (cf. §4.1). This restricts to the structure

\[
\text{aYD} \times \text{aYD}^{\text{contra-}U} \to \text{aYD}^{\text{contra-}U}, \quad (N, M) \mapsto \text{hom}^U(N, M)
\]

of a left module category on \( \text{aYD}^{\text{contra-}U} \) over the monoidal category \( \text{YD} \) of Yetter-Drinfel’d modules (these are \( A \)-bimodules with compatible left \( U \)-action and left \( U \)-coaction, which form the monoidal centre of \( U \text{-Mod} \), see [Sch2, §4]). Note that this restriction is precisely induced by the action (3.10) defining the right internal Homs for \( U \text{-Mod} \).

3.4. The bimodule centre in the bialgebroid module category. Having introduced contramodules, we can now come back to examine the centre of \( U \text{-Mod} \) with respect to its adjoint actions. Recall from Definition 2.4 that the centre \( Z_{U \text{-Mod}^\triangleright}(U \text{-Mod}) \) is formed by all pairs \((M, \tau)\) of objects \( M \in U \text{-Mod} \) for which there is a family of isomorphisms

\[
\tau_N: N \triangleright M \overset{\sim}{\longrightarrow} M \triangleleft N
\]

natural in \( N \). With respect to its full subcategory \( Z_{U \text{-Mod}^\triangleright}(U \text{-Mod}) \) of stable objects as in Definition 2.6, we have the following result:
Theorem 3.8. Let a left bialgebroid \((U, A)\) in addition be left Hopf.

(i) Then any aYD contramodule \(M\) induces a central structure
\[
\tau_N : \text{hom}^\ell(N, M) \to \text{hom}^\ell(N, M),
\]
explicitly given on the level of \(k\)-modules by
\[
\tau_N : \text{Hom}_{A\text{-}mod}(N, M) \to \text{Hom}_{U\text{-}mod}(N \otimes_A U, M),
\]
\[
g \mapsto \{ n \otimes_A u \mapsto \gamma((u \triangleright g)(\langle n \rangle)) \}, \tag{3.24}
\]
where in the fourth step we used the \(U\)-linearity of \(\gamma\). (A.7)

(ii) Vice versa, for a pair \((M, \tau)\) in the centre \(Z_{U\text{-}mod\text{-}U}(U\text{-}mod)\), the right \(U\)-contraaction on \(M\) defined by means of
\[
\gamma(g) := (\tau_u g)(1 \otimes_A 1), \tag{3.25}
\]
for every \(g \in \text{Hom}_{A\text{-}mod}(U, M)\), induces the structure of an anti Yetter-Drinfeld contramodule on \(M\).

(iii) Both preceding parts together imply an equivalence
\[
u' \text{aYD}^{\text{contra-}U} \simeq Z_{U\text{-}mod\text{-}U}(U\text{-}mod)
\]
of categories.

(iv) Imposing stability on the respective objects leads to an equivalence
\[
u' \text{saYD}^{\text{contra-}U} \simeq Z_{U\text{-}mod\text{-}U}(U\text{-}mod)
\]
of subcategories.

Proof. (i): That \(\tau_N\) (and its inverse) is well-defined and a morphism of left \(U\)-modules if \(M\) is an aYD contramodule, and invertible in the given sense if \(M\) is stable has already been proven in [Ko1, Thm. 4.15]. We only explicitly show here that \(\tau_{N}^{-1}\) is a \(U\)-module morphism to illustrate where the aYD condition (3.21) is precisely needed: for \(f \in \text{Hom}_{U}(N \otimes_A U, M)\) and \(n \in N\), we have
\[
(u \triangleright \tau_{N}^{-1}(f))(n) = \gamma((u \triangleright g)((u \otimes_A n \otimes_A -))(u \otimes_A n \triangleright g)(\langle n \rangle))),
\]
where in the fourth step we used the \(U\)-linearity of \(f\). Hence,
\[
u' \tau_{N}^{-1}(f) = \tau_{N}^{-1}(u \triangleright f), \tag{3.26}
\]
as claimed. Let us moreover show that \(\tau\) is natural in \(N\): for any left \(U\)-module morphism \(\sigma : N \to N'\) we want to see that \(\tau_{N'} \circ \text{hom}^\ell(\sigma, M) = \text{hom}^\ell(\sigma, M) \circ \tau_N\). Indeed, by the \(U\)-linearity of \(\sigma\), one obtains
\[
\tau_{N}(g \circ \sigma)(n \otimes_A u) = \gamma(u \triangleright g(\sigma((n \otimes_A u))))
\]
\[
= \gamma((u \triangleright g((\sigma((n \otimes_A u)))))) \tag{3.27}
\]
for any \(g \in \text{Hom}_{A\text{-}mod}(N', M)\) and \(n \in N\).

On top, we need to prove that the hexagon axiom (2.8) commutes, which here takes the following explicit form:
\[
\begin{array}{c}
\text{Hom}_{A\text{-}mod}(P, \text{Hom}_{U}(N \otimes_A U, M)) \\
\text{Hom}_{A\text{-}mod}(P, \text{Hom}_{U}(N \otimes_A U, \text{Hom}_{A\text{-}mod}(P, M))) \\
\text{Hom}_{A\text{-}mod}(P \otimes_A N, M) \\
\end{array}
\begin{array}{c}
\otimes_{P, M, N} \\
\text{Hom}_{U}(N \otimes_A U, \text{Hom}_{U}(P, M)) \\
\text{Hom}_{U}(N \otimes_A U, \text{Hom}_{U}(P \otimes_A U, M)) \\
\otimes_{M, P, N} \\
\end{array}
\begin{array}{c}
\otimes_{P \otimes_A N} \\
\text{Hom}_{U}(P \otimes_A N \otimes_A U, M) \\
\end{array}
\]
Verifying that this diagram in fact commutes with respect to the central structure (3.24) is done as follows. First, for better readability, by abuse of
notation let us again abbreviate \( \vartheta = \vartheta_{P,N,M} \), and likewise for \( \phi \) and \( \psi \). For \( f \in \text{Hom}_{A^\text{op}}(P \otimes_A N, M) \), one then directly computes:

\[ \begin{align*}
(\psi^{-1} \circ \text{Hom}_U(N \otimes_A U, \tau_P) \circ \psi^{-1} \circ \text{Hom}_{A^\text{op}}(P, \tau_N) \circ \phi \circ f)(p \otimes_A n \otimes_A u) \\
= \gamma(\psi^{-1} \circ \text{Hom}_U(N \otimes_A U, \tau_P) \circ \psi^{-1} \circ \text{Hom}_{A^\text{op}}(P, \tau_N) \circ \phi \circ f)(n \otimes_A u)((\psi p)) \\
= \gamma(\text{Hom}_A(P, \tau_N) \circ \phi \circ f)(u_{-1}(\cdot)p)(n \otimes_A u)) \\
= \gamma(\gamma(u_{-1}((\phi \circ f)(u_{-1}(\cdot)p))(\cdot)(\cdot)n)) \\
= \gamma\left(\gamma\left(u_{-1}((\phi \circ f)(u_{-1}(\cdot)p))(\cdot)(\cdot)n)\right)\right) \\
= \gamma\left(\gamma\left(u_{-1}((\phi \circ f)(u_{-1}(\cdot)p))(\cdot)(\cdot)n)\right)\right) \\
\end{align*} \]

which proves the commutativity of Diagram (3.28).

(ii): In this part, we have to show first that (3.25) indeed defines a contraassociativity in the sense of Definition 3.5. To start with, the \( U \)-linearity (3.26) of \( \tau_U \) resp. of its inverse implies that

\[ \gamma(g(a \cdot \cdot -)) \overset{(3.25)}{=} \gamma(t_U(t(a) \rhd g))(1 \otimes_A 1) \]

for any \( a \in A \), which is the required right \( A \)-linearity (3.14).

As for contraassociativity, observe first that the coproduct \( \Delta: U \to U \otimes_A U \) is a morphism in \( U \text{-Mod} \) as implied by the diagonal action (3.1). We therefore have, by means of the naturality (3.27) of the central structure, that \( \tau_U(g \circ \Delta) = (\tau_U \otimes_A U)g \circ (\Delta \otimes_A \text{id}) \) for \( g \in \text{Hom}_{A^\text{op}}(U \otimes_A U, M) \), and using this in the first step below, together with the hexagon axiom (3.28) in the third, we obtain:

\[ \begin{align*}
\gamma(g \circ \Delta) & \overset{(3.25)}{=} (\tau_U \otimes_A U)g \circ (\Delta \otimes_A \text{id})(1 \otimes_A 1) \\
& = (\tau_U \otimes_A U)g(1 \otimes_A 1 \otimes_A 1) \\
& = (t_U t(a) \cdot \tau_U g)(1 \otimes_A 1) \\
& = (\tau_U g)(1 \otimes_A t(a)) \\
& \overset{(3.11)}{=} (\tau_U g)(1 \otimes_A 1)a \\
& \overset{(3.25)}{=} \gamma(g)a \\
\end{align*} \]

which proves the contraassociativity (3.18). Contraunitality is once more proven with the help of the naturality of \( \tau \): the bialgebroid counit \( U \to A \) defines an \( U \)-action on \( A \) by means of \( u \cdot a := \varepsilon(u \cdot a) \) and, by \( \varepsilon(\varepsilon) = \varepsilon(\varepsilon(v)) \), this yields a morphism in \( U \text{-Mod} \). Considering then that for \( N = A \) the central structure \( \tau_A \): \( \text{Hom}^U(A, M) \to M \to M \to \text{Hom}^U(A, M) \) is the identity map, we have

\[ \gamma(m \cdot e(\cdot)) = \tau_U(L_m \circ \varepsilon)(1_U \otimes_A 1_U) = \tau_A(L_m)(\varepsilon(1_U) \otimes_A 1_U) = L_m(1_A) = m, \]

which is the contraunitality (3.19), where we defined \( L_m: A \to M, \ a \mapsto ma \) as an element in \( \text{Hom}_{A^\text{op}}(A, M) \cong M \).
That the so-defined right \( U \)-contraaction (3.25) together with the left \( U \)-action (3.5) defines on \( M \) an aYD structure is seen as follows: for \( u \in U \) and \( g \in \text{Hom}_{\text{op}}(U, M) \), we have
\[
u(\gamma(g)) = u(\tau_v.g)(1 \otimes_A 1) = (\tau_v.g)(u(1) \otimes_A u(2)) = (u(2) \cdot \tau_v.g)(u(1) \otimes_A 1) = \tau_v(u(2) \cdot g)(u(1) \otimes_A 1) = \tau_v((u(2) \cdot g)(1 \otimes_A 1)) = \gamma((u(2) \cdot g)(\cdot u(3))),
\]
where in the second step we used the \( U \)-linearity of \( \tau_v.g \) together with (3.1), moreover Eq. (3.3) in the third step, in the fourth that \( \tau_v \) is a left \( U \)-module morphism, see Eq. (3.26), and in the fifth the naturality of \( \tau_v \) along with the fact that right multiplication \( R_u: U \to U, \, v \mapsto uv \) with an element \( u \in U \) is a morphism in \( U\text{-Mod} \). By (3.2), this simultaneously proves (3.20) and (3.21).

(iii): In this third part, we have to show two things: first, that any morphism \( M \to M' \) of aYD contramodules over \( U \) induces a morphism \( (M, \gamma) \to (M, \tilde{\gamma}) \) between the corresponding objects in the bimodule centre (and vice versa); second, that the two procedures of how to obtain a central structure from a right \( U \)-contraaction and a right \( U \)-contraaction from a central structure are mutually inverse.

As for the first issue, if \( \varphi: M \to \tilde{M} \) is a morphism of aYD contramodules, we have to show that for any \( N \in U\text{-Mod} \) the diagram
\[
\begin{array}{ccc}
\text{Hom}_U(N \otimes_A U, M) & \xrightarrow{\gamma_N} & \text{Hom}_{\text{op}}(N, M) \\
\text{Hom}_U(N \otimes_A U, \varphi) & \downarrow & \text{Hom}_{\text{op}}(N, \varphi) \\
\text{Hom}_U(N \otimes_A U, \tilde{M}) & \xrightarrow{\tilde{\gamma}_N} & \text{Hom}_{\text{op}}(N, \tilde{M})
\end{array}
\]
commutes, and this is obvious since \( \varphi \) is both a morphism of right \( U \)-contra modules and left \( U \)-modules: therefore, for \( f \in \text{Hom}_U(N \otimes_A U, M) \),
\[
\varphi(\tau_N^{-1} f(n)) = \varphi(\gamma(f(n \otimes_A -))) = \gamma((\varphi \circ f)(n \otimes_A -)) = \tilde{\gamma}_N^{-1} \varphi(\varphi \circ f)(n),
\]
and hence also for \( \tau_N \). The other way round, let \( \varphi: (M, \gamma) \to (\tilde{M}, \tilde{\gamma}) \) be a morphism of objects in the centre \( Z_{U\text{-Mod}^{op}}(U\text{-Mod}) \), which means that \( \varphi \) is a left \( U \)-module map and that diagram (3.29) commutes. In order to define a morphism of aYD contramodules, we only need to prove that \( \varphi \) is also a right \( U \)-contra module morphism as well. Indeed,
\[
\varphi(\gamma(g)) = \varphi(\tau_v.g(1 \otimes_A 1)) = \tau_v((\varphi \circ g)(1 \otimes_A 1)) = \gamma(\varphi \circ g)
\]
for \( g \in \text{Hom}_{\text{op}}(N, M) \).

Second, we have to show that obtaining a central structure from a right \( U \)-contraaction and a right \( U \)-contraaction from a central structure are mutually inverse. As a matter of fact, if a right \( U \)-contraaction \( \gamma \) on \( M \) is given and a corresponding central structure \( \tau \) (and its inverse) is defined by means of Eq. (3.24), which, in turn, defines a right \( U \)-contraaction as in Eq. (3.25), denoted by \( \tilde{\gamma} \) for the moment, we have for \( g \in \text{Hom}_{\text{op}}(U, M) \)
\[
\tilde{\gamma}(g) = \tau_v.g(1 \otimes_A 1) = \gamma((1 \cdot g)(\cdot 1)) = \gamma(g),
\]
which is precisely the right \( U \)-contraaction we started with.

Vice versa, given a central structure \( \tau \) that defines a right \( U \)-contraaction as in Eq. (3.25) that, in turn, defines a central structure as in Eq. (3.24), denoted
by $\sigma$ for the moment, equally reproduces the central structure $\tau$ we started with. Indeed, by Eqs. (3.26) and (3.3), we have

$$\sigma^{-1}_N g(n \otimes_A u) = \gamma\left((u \triangleright g)((\cdot)n)\right) = \left(u \bullet (\tau_\mathcal{U} g((\cdot)n))\right)(1 \otimes_A 1)$$

$$= (\tau_\mathcal{U} g((\cdot)n))(1 \otimes_A u) = \tau_\mathcal{U} g(n \otimes_A u),$$

for $g \in \text{Hom}_{\mathcal{U},\mathcal{V}}(N, M)$, where in the last step we once again used the naturality of $\tau(\cdot)$ with respect to the map $R_n : U \rightarrow N$, $u \mapsto vu$ as above.

(iv): Given part (iii), here we only have to add that the two notions of stability from Definition 2.6 & 3.6 imply each other.

Let us first show that the object $(M, \tau) \in Z_{U-\text{Mod}^{op}}(U-\text{Mod})$ constructed in (i) actually lies in the full subcategory $Z_{U-\text{Mod}^{op}}^{\mathcal{U}}(U-\text{Mod})$ if $M$ is stable in the sense of (3.22) as an aYD contramodule, i.e., we have to verify (2.11). Suppressing the left and right unit constraints for $1 = A$, we have

$$\langle \zeta^{-1} \circ \text{Hom}_U(A, \tau_M) \circ \xi \circ \text{id}_M \rangle(m) \overset{\text{(3.20)}}{=} \langle \text{Hom}_U(A, \tau_M) \circ \xi \circ \text{id}_M \rangle(1_A)(m \otimes_A 1) \overset{\text{(3.7)}}{=} \langle \gamma(\xi \circ \text{id}_M)(1_A)((\cdot)m) \rangle \overset{\text{(3.22)}}{=} \langle \gamma(\text{id}_M(\cdot)m) \rangle = m$$

for all $m \in M$, hence $\zeta^{-1} \circ \text{Hom}_U(A, \tau_M) \circ \xi \circ \text{id}_M = \text{id}_M$, which was to prove.

Vice versa, assume that $(M, \tau) \in Z_{U-\text{Mod}^{op}}^{\mathcal{U}}(U-\text{Mod})$, that is, $(M, \tau)$ belongs to those objects in the centre for which $\text{id}_M \in \text{Hom}_U(M, M)$ is mapped to itself by the chain of isomorphisms in (2.11). As above, the map $R_m : u \mapsto um$ in $\text{Hom}_{\mathcal{U},\mathcal{V}}(U, M)$ is a morphism in $U-\text{Mod}$ for any $m \in M$, and therefore

$$\gamma((\cdot)m) = (\tau\mathcal{U}(R_m))(1 \otimes_A 1) \overset{\text{(3.20)}}{=} (\tau_M \text{id}_M)(R_m(1 \otimes_A 1)) = (\tau_M \text{id}_M)(m \otimes_A 1) = m,$$

by naturality again, which signifies the stability of $M$ in the sense of (3.22) with respect to the contraction. Here, in the last step we used the defining property of $Z_{U-\text{Mod}^{op}}^{\mathcal{U}}(U-\text{Mod})$ as it explicitly results from the inverses of the adjunctions (3.6) and (3.7) in case $P = A$. 

**Remark 3.9.** If one desires more structural symmetry and decides to work with the left and right internal Homs that already exist on the bialgebroid level in the spirit of Remark 3.3, then the central structure comes out as

$$\tau_N : \text{Hom}_U(U, \otimes_A N, M) \rightarrow \text{Hom}_U(N \otimes_A U, M),$$

$$f \mapsto \{n \otimes_A u \mapsto \gamma(f(u \otimes_A (\cdot)n))\},$$

for any (stable) aYD contramodule $M$. Quite on the contrary, if not only a left Hopf structure but also a right one were present, as also already briefly touched on in Remark 3.3, one would obtain

$$\tau_N : \text{Hom}_{\mathcal{U},\mathcal{V}}(N, M) \rightarrow \text{Hom}_{\mathcal{U}}(N, M),$$

$$g \mapsto \{n \mapsto \gamma(g((\cdot)n))\},$$

for the central structure. However, we will be going on with the more general approach presented in Theorem 3.8.

3.5. **Traces on** $U$-$\text{Mod}$. The bimodule category centre just discussed now leads to a (weak) trace functor on $U$-$\text{Mod}$ as in Eq. (2.15), which, in turn, allows for a cyclic operator on the cochain complex defining a cyclic cohomology theory for Ext-groups as will be discussed in the subsequent section. Combining the general Lemma 2.9 with Theorem 3.8, we immediately obtain:
Theorem 3.10. If a left bialgebroid \((U, A)\) is left Hopf and \((M, \gamma)\) an anti Yetter-Drinfeld\'d contramodule, then \(T : = \text{Hom}_U(-, M)\) yields a weak trace functor \(U\text{-Mod} \to \text{k-Mod}\), which is unital if \(M\) is stable (and vice versa). In particular, there are isomorphisms

\[
\text{tr}_{n, p} : \text{Hom}_U(N \otimes_A P, M) \xrightarrow{\simeq} \text{Hom}_U(P \otimes_A N, M)
\]

being functorial in \(N, P \in U\text{-Mod}\) that explicitly read

\[
(\text{tr}_{n, p} f)(p \otimes_A n) = \gamma(f(n \otimes_A (-p))), \quad (3.30)
\]

for \(n \in N, p \in P\).

Proof. This essentially follows, as already anticipated, directly from Lemma 2.9 along with Theorem 3.8. One thing left to show is that in this context the general trace maps (2.15) assume the explicit form (3.30). Indeed,

\[
(\zeta^{-1} \circ \text{Hom}_U(N, \tau_P) \circ \xi \circ f)(p \otimes_A n) \overset{\text{(3.6)}}{=} \gamma((\xi f)(n)((-p))) \overset{\text{(3.6)}}{=} \gamma(f(n \otimes_A (-p)))
\]

for any \(f \in \text{Hom}_U(N \otimes_A P, M)\), that is, (3.30) indeed. As for the unitality of the trace functor in case \(M\) is stable, setting \(N = A\) we directly see that

\[
(\text{tr}_{A, P} f)(p) = \gamma(f((-p))) = \gamma((-f)(p)) = f(p),
\]

using the \(U\)-linearity of \(f\) and the stability of \(M\). \(\square\)

3.6. Cyclic structures on \(\text{Ext}\) and cyclic cohomology. In [Ko2, §3.2], we defined the structure of a cocyclic \(k\)-module on the cochain complex computing \(\text{Ext}_U^\bullet(A, M)\), where \(M\) is, to begin with, a left \(U\)-module right \(U\)-contramodule with contraction \(\gamma\): that is, we added a cocyclic operator \(\tau\) compatible with the simplicial structure inducing the cochain complex. This way, if \(M\) is a stable aYD contramodule, one obtains a cyclic coboundary

\[
B : \text{Ext}_U^\bullet(A, M) \to \text{Ext}_U^{\bullet-1}(A, M)
\]

that squares to zero (see, for example, [Lo, §§2.5 & 6.1] or [Ts, §5] for general details on (co)cyclic \(k\)-modules).

In this subsection, we want to show that the trace functor \(T\) from Theorem 3.10 resp. the map \(\text{tr}\) in (3.30) induce the same cocyclic operator that was obtained in [Ko2, Eq. (3.10)], hence induce the same cyclic cohomology for the complex computing \(\text{Ext}_U^\bullet(A, M)\).

Let us assume that \(U\) is flat as an \(A\)-module. In this case,

\[
\text{Ext}_U^\bullet(A, M) = H(\text{Hom}_U(\text{Bar}_U(U), M), b'),
\]

where \(\text{Bar}_U(U) = (U_{\cdot})^{\otimes_{A^{\text{op}}}\cdot + 1}\) with differential \(b'\) is the bar resolution of \(A\) (essentially defined by the multiplication in \(U\) and with augmentation given by the counit \(\varepsilon\)), and which is a left \(U\)-module by left multiplication on the first tensor factor. Elements in tensor powers over \(A^{\text{op}}\) will typically be denoted by the comma notation, that is, an elementary tensor in \(U^{\otimes_{A^{\text{op}}}\cdot}\) by \((u^1, \ldots, u^q)\).

Applying for any \(q \in \mathbb{N}\) the isomorphism

\[
\theta : \text{Hom}_U(\text{Bar}_U(U), M) \to \text{Hom}_{A^{\text{op}}}(U^{\otimes_{A^{\text{op}}}\cdot}, M), \quad g \mapsto g(1, \cdot), \quad (3.31)
\]

where we denoted the left \(U\)-action on \(M\) by juxtaposition, we obtain that the Ext-groups can equally be computed by the complex

\[
C^\bullet(U, M) := \text{Hom}_{A^{\text{op}}}(U^{\otimes_{A^{\text{op}}}\cdot}, M),
\]
where the cofaces and codegeneracies in degree $q \in \mathbb{N}$ are explicitly given as

\[
(\delta, f)(u^1, \ldots, u^q, 1) = \begin{cases} 
  u^i f(u^2, \ldots, u^{q+1}) & \text{if } i = 0, \\
  f(u^1, \ldots, u^i, u^{i+1}, \ldots, u^{q+1}) & \text{if } 1 \leq i \leq q, \\
  f(u^1, \ldots, \varepsilon(u^{q+1}) \triangleright u^q) & \text{if } i = q + 1,
\end{cases}
\]

\[
(\sigma, f)(u^1, \ldots, u^q, 1) = f(u^1, \ldots, u^j, 1, u^{j+1}, \ldots, u^{q+1}) \quad \text{for } 0 \leq j \leq q - 1.
\]

By means of the cocyclic operator in the form

\[
(\tau f)(u^1, \ldots, u^q) = \gamma\left(\left(\prod_{j=1}^q u_j\right) \triangleright f(-, u_{(1)}^1, \ldots, u_{(1)}^{q-1})\right),
\]

this becomes a cocyclic $k$-module in the sense of [Lo, §2.5].

To see that this cocyclic operator can indeed be considered as originating from a trace functor, we first have to lift it to $\text{Hom}_U(\text{Bar}_\omega(U), M)$ by the isomorphism (3.31) in order to place it in the realm of $U$-linear maps. Secondly, the tensor products appearing in $\text{Bar}_\omega(U)$ are not the monoidal products in $U\text{-Mod}$, which would be needed in (3.30); hence, another two $k$-module isomorphisms $\eta$ and $\chi$ are required. More precisely:

**Theorem 3.11.** Let the left bialgebroid $(U, A)$ be left Hopf and $M$ a stable anti Yetter-Drinfel’d contramodule. Then the diagram

\[
\begin{array}{ccc}
\text{Hom}_A(U \otimes A^{op}, M) & \xrightarrow{\tau} & \text{Hom}_A(U \otimes A^{op}, M) \\
\downarrow{\sigma^{-1}} & & \downarrow{\sigma} \\
\text{Hom}_U(\text{Bar}_\omega(U), M) & & \text{Hom}_U(\text{Bar}_\omega(U), M) \\
\downarrow{\rho^{-1}} & & \downarrow{\rho} \\
\text{Hom}_U(U \otimes_A U \otimes A^{op}, M) & \xrightarrow{\text{tr}} & \text{Hom}_U(U \otimes A^{op} \otimes_A U, M)
\end{array}
\]

commutes in any degree.

**Proof.** Explicitly, the two $k$-module isomorphisms $\eta$ and $\chi$ are given as follows: define for any $q \in \mathbb{N}$

\[
\eta: \text{Hom}_U(U \otimes_A (U \otimes A^{op}), M) \rightarrow \text{Hom}_U(U \otimes A^{op+1}, M),
\]

\[
f \mapsto \{ (v, u^1, \ldots, u^q) \mapsto f((v_{(1)} \otimes_A (v_{(2)} u^1, \ldots, u^q) \},
\]

\[
\{ g(v, u^1, \ldots, u^q) \leftrightarrow (v \otimes_A (u^1, \ldots, u^q)) \} \leftrightarrow g,
\]

as well as

\[
\chi: \text{Hom}_U((U \otimes A^{op}) \otimes_A U, M) \rightarrow \text{Hom}_U(U \otimes A^{op+1}, M),
\]

\[
f \mapsto \{ (u^1, \ldots, u^q, v) \mapsto f((u_{(1)}, \ldots, u_{(1)}) \otimes_A u_{(2)} \cdots u_{(2)} v) \},
\]

\[
\{ g(u^1, \ldots, u^q, v) \leftrightarrow ((u^1, \ldots, u^q) \otimes_A v) \} \leftrightarrow g,
\]

where on the left hand side $(U \otimes A^{op}) \otimes_A U$ is seen as left $U$-module via

\[
w((u^1, \ldots, u^q) \otimes_A v) := (w_{(1)} u^1, \ldots, u^q) \otimes_A w_{(2)} v,
\]

which is well-defined if the tensor product over $A$ relates the last tensor factor with the first by left multiplication with the target map. It is a straightforward check that the maps $\eta$ resp. $\chi$ are well-defined and that their asserted inverses invert them, indeed.
We can then compute, for any \( f \in \text{Hom}_A(\mathcal{A}^\otimes Q, M) \),

\[
\begin{align*}
\gamma &: \text{Hom}_U(M, \mathcal{A}^\otimes Q, M) \xrightarrow{\sim} \text{Hom}_U(M, \mathcal{A}^\otimes Q, M)
\end{align*}
\]

which means that diagram (3.33) commutes and hence implies that the cooperator (3.32) is induced by the trace functor from Theorem 3.10.

**Remark 3.12.** As already mentioned in Remark 3.7, if \( M \) is an aYD contramodule and, say, \( Q \) a Yetter-Drinfel’d module (i.e., an element in the centre of \( U\text{-Mod} \) if seen as a bimodule category over itself via the monoidal product), then \( \text{hom}^*(Q, M) = \text{Hom}_A(\mathcal{A}^\otimes Q, M) \) is again an aYD contramodule. Hence, if this aYD contramodule is stable (which is not equivalent to \( M \) being stable), by once more exploiting the Hom-tensor adjunction \( \xi: \text{Hom}_U(P \otimes A N \otimes A Q, M) \rightarrow \text{Hom}_U(P \otimes_A Q, M) \), it is possible to construct a trace functor

\[
T := \text{Hom}_U(\mathcal{A}^\otimes Q, M),
\]

with \( M \) and \( Q \) as above, and corresponding trace map

\[
\text{tr}_{M, Q}: \text{Hom}_U(M, \mathcal{A}^\otimes Q, M) \rightarrow \text{Hom}_U(M, \mathcal{A}^\otimes Q, M),
\]

for arbitrary \( N, P \in U\text{-Mod} \), which in the same way as in Theorem 3.11 leads to the structure of a cyclic \( k \)-module on the complex computing \( \text{Ext}^*(Q, M) \) if \( U \) is an A-module.

**4. CENTRES AND ANTI YETTER-DRINFEL’D MODULES**

We now, in a sense, dualise most of the ideas and results of the preceding section and dedicate our attention to the category of bialgebroid comodules.

**4.1. Comodules over bialgebroids.** A left (and analogously right) comodule over a left bialgebroid \((U, A)\) is simply a comodule over the appurtenant A-corring, see [BrWi, §3]; that is, a left A-module \( M \) equipped with a coassociative and counital coaction \( \lambda: M \rightarrow U \times_A M \), \( m \mapsto m_{(-1)} \otimes_A m_{(0)} \). Defining \( ma := \epsilon(m_{(-1)} \bullet a)m_{(0)} = \epsilon(a \bullet m_{(-1)})m_{(0)} \) for all \( a \in A \) equips \( M \) with a right A-action as well, and with respect to the resulting A-bimodule structure the coaction is A-bilinear in the sense of

\[
\lambda(amb) = a \cdot m_{(-1)} \bullet b \otimes_A m_{(0)}, \quad a, b \in A.
\]

On the other hand, by virtue of the bialgebroid properties, we have

\[
m_{(-1)} \otimes_A m_{(0)}a = m_{(-2)} \otimes_A \epsilon(a \bullet m_{(-1)})m_{(0)} = m_{(-2)} \otimes_A \epsilon(a \bullet m_{(-1)}) \otimes_A m_{(0)} = a \bullet m_{(1)} \otimes_A m_{(0)},
\]

so that the coaction effectively \( \lambda \) corestricts to a map

\[
\lambda: M \rightarrow U \times_A M,
\]

where the subspace \( U \times_A M \subset U \otimes_A M \) is defined as

\[
U \times_A M := \{ \sum u_{i} \otimes m_{i} \in U \otimes_A M \mid \sum a \bullet u_{i} \otimes m_{i} = \sum u_{i} \otimes m_{a}, \forall a \in A \},
\]

see [Ta] for more information on the (lax monoidal) product \( \times_A \). The category \( U\text{-Comod} \) of left \( U \)-comodules is (strict) monoidal.
Analogous considerations hold for the category $\text{Comod}-U$ of right $U$-comodules with respect to which we only explicitly state the $A$-bilinearity of a right coaction $\rho: M \to M \times_A U$, which reads

$$\rho(amb) = m_{(0)} \otimes_A a \triangleright m_{(1)} \triangleright b, \quad a, b \in A.$$  \hspace{1cm} (4.4)

4.1.1. A functor between comodule categories. The standard Hopf algebraic way of transforming a left $U$-comodule into a right one via the antipode or its possible inverse does not apply here (as there is no antipode, not even if $U$ is left or right Hopf) but nevertheless if the left bialgebroid $\langle U, A \rangle$ is right Hopf and $U$ is $A$-projective, there is a strict monoidal functor $U\text{-Comod} \to \text{Comod}-U$, as shown originally in [Ph] and later, somewhat enhanced, in [ChGaKo, Thm. 4.1.1]. More concretely, given a left $U$-comodule $M$, the map

$$M \to M \otimes_A U, \quad m \mapsto m_{[0]} \otimes_A m_{[1]} := \varepsilon(m_{(-1)[+]} m_{(0)} \otimes_A m_{(-1)[-]}$$  \hspace{1cm} (4.5)

is a right coaction. We refer to the proof of [ChGaKo, Thm. 4.1.1] for the not entirely obvious verification that if $\langle U \rangle$ is $A$-projective, then this is a well-defined operation. We reserve the square bracket Sweedler notation $m \mapsto m_{[0]} \otimes_A m_{[1]}$ throughout the entire text for this kind of right $U$-coaction only, starting from a left $U$-comodule.

Vice versa, if the left bialgebroid $\langle U, A \rangle$ is left Hopf and $U_\ast$ is $A$-projective, then there is a strict monoidal functor $\text{Comod}-U \to U\text{-Comod}$ but we are not going to need this fact in the sequel.

**Remark 4.1.** In case of a Hopf algebra, as follows from Eqs. (A.24), the above functor $U\text{-Comod} \to \text{Comod}-U$ is precisely the one induced by the inverse $S^{-1}$ of the antipode, whereas $U\text{-Comod} \to U\text{-Comod}$ is induced by $S$. However, in striking contrast to the Hopf algebra case where it essentially does not matter whether one uses $S$ or $S^{-1}$ for either of the functors, for a left bialgebroid there does not seem to be an obvious way to obtain a functor $U\text{-Comod} \to \text{Comod}-U$ in case $\langle U, A \rangle$ is left Hopf instead of right Hopf. This defect will become very visible when defining the left and right internal Homs in $U\text{-Comod}$.

For later and frequent use in technical computations, for a left $U$-comodule $M$ over a left bialgebroid that is, in addition, right Hopf, one easily verifies by (4.1) and (A.15) that for any $m \in M$ the compatibility condition

$$(m_{[0][-]} \otimes_A m_{[0][0]}) \otimes_A m_{[1]} = (m_{[-1][+]} \otimes_A m_{(0)}) \otimes_A m_{[-1][-]}$$  \hspace{1cm} (4.6)

holds between left $U$-coaction and induced right $U$-coaction (4.5) as tensor products in $\langle U, \otimes_A M \rangle_\ast \otimes_A U \ast$, where $\langle U \otimes_A M \rangle_\ast = U_\ast \otimes_A M$. If the left bialgebroid $\langle U, A \rangle$ is both left and right Hopf, by (A.23) one even has

$$m_{[-1]} \otimes_A (m_{(0)[0]} \otimes_A m_{(0)[1]}) = m_{[1][-]} \otimes_A (m_{[0]} \otimes_A m_{[1][+]})$$  \hspace{1cm} (4.7)

as tensor products in $U_\ast \otimes_A \langle M \otimes_A U \ast \rangle$, where $\langle M \otimes_A U \ast \rangle = M \otimes_A \ast U$.

4.1.2. Anti Yetter-Drinfeld modules. In the previous sections, we added to objects in the monoidal category $U\text{-Mod}$ an additional structure (of right $U$-contraaction) compatible with the action, which led to the notion of a YD contramodule. Now, the monoidal category of interest is $U\text{-Comod}$ and the additional structure will be that of a right $U$-action. Note that the category $\text{Mod}-U$ of right $U$-modules over a left bialgebroid is not monoidal; nonetheless, one still has a forgetful functor $\text{Mod}-U \to A^\ast\text{-Mod}$, with respect to which we denote the induced $A$-bimodule structure on a right $U$-module $M$ by

$$a \triangleright m \triangleright b := mt(a)s(b)$$  \hspace{1cm} (4.8)
for $m \in M$, $a, b \in A$. Moreover, $\text{Mod-}U$ can be seen as a right module category over $U-\text{Mod}$ by means of $\text{Mod-}U \times U-\text{Mod} \to \text{Mod-}U$, $(M, N) \mapsto M \otimes_A N$, induced by the action on elements

$$(m \otimes_A n) \circ u := mu_{[-]} \otimes_A u_{[-]} n,$$  

(4.9)

for $m \in M$, $n \in N$, and $u \in U$.

Analogous comments apply to the category of anti Yetter-Drinfel’d modules, which we are going to recall next [BŚ, JS] and which arise when asking for compatibility between right $U$-action and left $U$-coaction.

**Definition 4.2.** An anti Yetter-Drinfel’d (aYD) module $M$ over a left Hopf algebroid is simultaneously a left $U$-comodule and right $U$-module (with action denoted by juxtaposition) such that both underlying $A$-bimodule structures from (4.8) and (4.1) coincide, and such that action followed by coaction results into

$$(mu)(-1) \otimes_A (mu)(0) = u_m u_{-1} u_{-1} u_{-1} (m_{0}) \otimes_A m_{-1} u_{-2}, \quad u \in U, m \in M. \quad (4.10)$$

An anti Yetter-Drinfel’d contramodule is called **stable** if $m = m_{0} m_{-1}$.

The category $\mathcal{A}\text{YD}_U$ of aYD modules (resp. the category $\mathcal{A}\text{saYD}_U$ of stable ones) is not monoidal as already the category of right $U$-modules is not so.

For later use, we want to state some alternative compatibility conditions in presence of more structure: if the left bialgebroid $(U, A)$ is not only left Hopf but also right Hopf, the aYD condition (4.10) is equivalent to

$$(mu)(-1) \otimes_A (mu)(0) = u_m u_{-1} u_{-1} u_{-1} (m_{0}) \otimes_A m_{-1} u_{-2}, \quad u \in U, m \in M. \quad (4.11)$$

as an easy check using (A.21) and (A.13) reveals. In this case, Eq. (4.10) can also be reformulated with respect to the right $U$-coaction (4.5), that is,

$$(mu)(0) \otimes_A (mu)(1) = u_m u_{1} u_{1} u_{1} (m_{1}) \otimes_A m_{0} u_{-2}, \quad u \in U, m \in M. \quad (4.12)$$

as one obtains (after a while) applying to (4.10), in this order, Eqs. (4.5), (A.20), (4.2), (A.15), (4.8), (A.21), (A.22), (A.3), and finally (A.10), along with the properties of a bialgebroid counit. Moreover, if $M$ is stable with respect to its left coaction, that is, $m_{0} m_{-1} = m$, then it is so with respect to its right coaction (4.5) as well, by which we mean

$m_{0} m_{1} = m_{0} m_{1} m_{1} m_{-1} = m m_{1} m_{-1} m_{-1} = \varepsilon(m_{-1}) \bullet m_{0} = m, \quad (4.13)$

as results from (4.6) and (A.18); and vice versa.

### 4.2. Left and right closedness of $U$-Comod.

As said before, for a monoidal category being closed or even biclosed means the existence of internal Homs. In case of comodules, this leads to the notion of *rational* morphisms as introduced by Ublrich [Ubl], see also [CaGu, ŠtOy] for more information on the subject in the realm of Hopf algebras. We adapt the idea to the bialgebroid case here.

#### 4.2.1. Right internal Homs in $U$-Comod.

Let $(U, A)$ be a left algebroid, $P$ be a right $U$-comodule with right coaction $p \mapsto p_{(0)} \otimes_A p_{(1)}$ and $M$ a left $U$-comodule with left coaction $m \mapsto m_{-1} \otimes_A m_{0}$, in the sense of §4.1. On $\text{Hom}_{A\text{-bimod}}(P, M)$, consider the following customary $A$-bimodule structure

$$(a \triangleright f \bullet b)(p) = af(bp), \quad a, b \in A, p \in P. \quad (4.14)$$

Define then the map

$$\lambda': \text{Hom}_{A\text{-bimod}}(P, M) \rightarrow \text{Hom}_{A\text{-bimod}}(P, U \otimes_A M), \quad f \mapsto \{p \mapsto f(p_{(0)})(p_{(1)}) \otimes_A f(p_{(0)})(0)\}. \quad (4.15)$$

Now, the canonical map $j: U \otimes_A \text{Hom}_{A\text{-bimod}}(P, M) \rightarrow \text{Hom}_{A\text{-bimod}}(P, U \otimes_A M)$ is an injection if $U$ is $A$-projective. We can then make the following definition:
**Definition 4.3.** For a right $U$-comodule $P$ and a left $U$-comodule $M$ over a left bialgebroid $(U, A)$ with $U_e$ projective over $A$, the $A$-bimodule

$$HOM^r(P, M) := \{ f \in Hom_{A^{op}}(P, M) \mid \lambda f \in im(j) \}$$

is called the space of (right) rational morphisms from $P$ to $M$.

In other words, $HOM^r(P, M)$ consists of all $f \in Hom_{A^{op}}(P, M)$ for which there exists an element $f_{(0)} \in U_e \otimes_A Hom_{A^{op}}(P, M)$ such that

$$(\lambda f)(p) = f_{(0)} \otimes_A f_{(0)}(p)$$

for all $p \in P$. By injectivity of the canonical map $\lambda$, we may simply write

$$\lambda f = f_{(0)} \otimes_A f_{(0)}$$

for any (right) rational $f$. If $U_e$ is finitely generated projective over $A$, then clearly all morphisms in $Hom_{A^{op}}(P, M)$ are (right) rational.

**Lemma 4.4.** Let $(U, A)$ be a left bialgebroid such that $U_e$ is projective over $A$. If $P$ is a right $U$-comodule and $M$ a left $U$-comodule, then $HOM^r(P, M)$ is a left $U$-comodule with coaction given by $j^{-1} \circ \lambda'$.

**Proof.** We need to show that $\lambda f$ lands in $U_e \otimes_A HOM^r(P, M)$ for any $f \in HOM^r(P, M)$ and that $\lambda f$ is counital and coassociative, and this will be done along the same line of argumentation as in [UlB, Lem 2.2]. Counitality is straightforward using the properties of a bialgebroid counit along with the $A$-linearity (4.1) of the coaction on $M$. Furthermore, we have for any $p \in P$

$$(\text{id} \otimes_A \lambda') \lambda f(p) = f_{(0)} \otimes_A (\lambda f_{(0)}(p)) = f_{(0)} \otimes_A f_{(0)}(p_{(1)}) \otimes_A f_{(0)}(p_{(0)}).$$

The so-obtained equation not only shows coassociativity but also that $\lambda f \in U \otimes_A HOM^r(P, M)$; the $A$-bimodule $HOM^r(N, M)$ can be seen as a pullback for $\lambda'$ and $\lambda$; but tensoring with the flat $A$-module $U_e$ preserves finite limits and hence $U_e \otimes_A HOM^r(N, M)$ is the pullback for $\text{id}_U \otimes_A \lambda'$ and $\text{id}_U \otimes_A \lambda$. Then, from $\text{id}_U \otimes_A \lambda' \lambda f = (\Delta \otimes_A \text{id}_U) \lambda f$ one observes $\text{id}_U \otimes_A \lambda' \lambda f \in im(\text{id}_U \otimes_A \lambda)$ and therefore $\lambda f \in U \otimes_A HOM^r(N, M)$.

For the sake of simplicity, by slight abuse of notation, we will denote the coaction on $HOM^r(N, M)$ by $\lambda'$ instead of $j^{-1} \circ \lambda'$ when $\lambda f \in im(j)$.

Observe that with respect to the $A$-bimodule structure (4.14), we have by (4.1) and the right $U$-comodule version of (4.3),

$$(\lambda'(a \circ f \bullet b))(p) = a \circ f_{(p(0))(-1)} f_{(1)}(p) \bullet b \otimes_A f_{(0)}(p)$$

as one rightly would expect from the property (4.1) of a left $U$-coaction.

Now, if the left bialgebroid $(U, A)$ is right Hopf and $U$ projective over $A$, using the monoidal functor $U\text{-Comod} \rightarrow \text{Comod-}U$ mentioned in §4.1.1, we can start from two left $U$-comodules $N$ and $M$ and transform the former into a right one as in Eq. (4.5). Repeating then an analogous discussion as above, we can define the left $U$-comodule

$$HOM^r(N, M) := \{ f \in Hom_{A^{op}}(N, M) \mid \lambda' f \in im(j) \},$$

where

$$(\lambda' f)(n) = f(\varepsilon(n_{(-1)+})n_{(0)})(-1) n_{(-1)[-]} \otimes_A f(\varepsilon(n_{(-1)+})n_{(0)})_{(0)}.$$

(4.16)
However, instead of using the explicit expression (4.16) in later intricate computations, for better readability it is more convenient to consider the left \( U \)-comodule \( N \) as a right one as in Eq. (4.5) and to stick to the notation used there, that is, we will always write the left coaction (4.16) on \( \text{HOM}^U(N, M) \) as

\[
(X f)(n) = f(n_{(0)})(-1) n_{(1)} \otimes_A f(n_{(0)})(0).
\]  

(4.17)

Lemma 4.4 then becomes:

**Proposition 4.5.** Let \((U, A)\) be a left bialgebroid such that \( U_s \) and \( {}^s U \) are projective. If \((U, A)\) in addition is right Hopf and both \( N, M \) are left \( U \)-comodules, then \( \text{HOM}^U(N, M) \) is a left \( U \)-comodule with left coaction induced by Eq. (4.16).

Observe that the projectivity of \( U_s \) is needed to have \( \lambda \) injective (and \( U\)-Comod abelian) whereas the one of \( {}^s U \) to guarantee well-definedness of Eq. (4.5). We will refer to this situation henceforth as \( U \) being \( A \)-biprojective.

4.2.2. **Left internal Homs in \( U \)-Comod.** Let \((U, A)\) be a left bialgebroid and \( N, M \in U\)-Comod. With respect to the canonical codiagonal left \( U \)-coaction

\[
M \otimes_A {}^s U \rightarrow U_s \otimes_A (M \otimes_A {}^s U), \quad m \otimes_A u \mapsto m_{(-1)} u_{(1)} \otimes_A (m_{(0)} \otimes_A u_{(2)}),
\]

on \( M \otimes_A {}^s U \), consider the space \( \text{Hom}^U(N, M \otimes_A {}^s U) \) of left \( U \)-colinear maps: for each of its elements, we are going to deploy a sort of Sweedler notation with summation understood, that is, for any \( g \in \text{Hom}^U(N, M \otimes_A {}^s U) \), write

\[
g'(n) \otimes_A g''(n) := g(n),
\]

and equip \( \text{Hom}^U(N, M \otimes_A {}^s U) \) with an \( A \)-bimodule structure by means of

\[
(a \triangleright g \triangleleft b)(n) := g'(n) \otimes_A a \triangleright g''(n) \triangleleft b
\]

(4.18)

for all \( a, b \in A \), see Eq. (A.1) for notation. If \((U, A)\) in addition is left Hopf, define

\[
\lambda^f: \text{Hom}^U(N, M \otimes_A {}^s U) \rightarrow \text{Hom}^U(N, U_s \otimes_A (M \otimes_A {}^s U)), \quad g \mapsto \{ n \mapsto g'(n) \otimes_A g''((g(n) \otimes_A g(0))^+ ) \},
\]

(4.19)

which becomes well-defined if the first tensor factor relates to the third by means of multiplying with the target map from the right. Again, the canonical map \( \gamma: U_s \otimes_A \text{Hom}^U(N, M \otimes_A {}^s U) \rightarrow \text{Hom}^U(N, U_s \otimes_A (M \otimes_A {}^s U)) \) is injective if \( U_s \) is \( A \)-projective, which allows us to define:

**Definition 4.6.** For two left \( U \)-comodules \( N, M \) over a left bialgebroid \((U, A)\) which is left Hopf and with \( U_s \) projective over \( A \), the \( A \)-bimodule

\[
\text{HOM}^f(N, M) = \{ g \in \text{Hom}^U(N, M \otimes_A {}^s U) \ | \ \lambda^f g \in \text{im}(\gamma) \}
\]

is called the space of (left) rational morphisms from \( N \) to \( M \).

In other words, \( \text{HOM}^f(N, M) \) consist of all \( g \in \text{Hom}^U(N, M \otimes_A {}^s U) \) for which there exists an element \( g_{(-1)} \otimes_A g_{(0)} \in U_s \otimes_A \text{Hom}^U(N, M \otimes_A {}^s U) \) such that

\[
(\lambda^f g)(n) = g_{(-1)} \otimes_A g_{(0)}(n)
\]

for all \( n \in N \). Again, by injectivity of the canonical map \( \gamma \), we may simply write

\[
\lambda^f g := g_{(-1)} \otimes_A g_{(0)}
\]

for any (left) rational \( g \). As before, if \( U_s \) is finitely generated projective over \( A \), then all morphisms in \( \text{Hom}^U(N, M \otimes_A {}^s U) \) are (left) rational.

**Lemma 4.7.** Let \((U, A)\) be a left Hopf algebroid over a left bialgebroid such that \( U_s \) is projective, and \( N, M \in U\)-Comod. Then \( \text{HOM}^f(N, M) \) is a left \( U \)-comodule as well, with coaction given by \( j^{-1} \circ \lambda^f \).
Proof. Here we argue exactly as in §4.2.1 by which essentially the only aspect left to show is coassociativity (counitality being obvious from Eq. (A.10)), that is, for any \( g \in \text{HOM}^N(N, M) \), we have
\[
((\text{id} \otimes \lambda^f) \lambda^g)(n) = g_{(-1)} \otimes_A (\lambda^f g_{(0)})(n)
\]
\[
= g_{(-1)} \otimes_A \left( g'_{(0)}(n) \otimes_A (g_{(0)}(n) \otimes_A g_{(0)}(n)) \right)
\]
\[
= g''(n) \otimes_A g''(n) \otimes_A (g'(n) \otimes_A g''(n))
\]
which again implies \( \lambda^g \in U \otimes_A \text{HOM}^N(N, M) \) as in the proof of Lemma 4.4. \( \square \)

As above, to lighten notation, we will write the coaction on \( \text{HOM}^N(N, M) \) simply as \( \lambda^f \) instead of \( f^{-1} \circ \lambda^f \).

Remark 4.8. The striking asymmetry in defining \( \text{HOM}^N \) and \( \text{HOM}^f \) and their coactions is due to the fact (cf. Remark 4.1) that for a left bialgebroid \( U \) there is a functor \( U \text{-Comod} \rightarrow \text{Comod}^U \) only in presence of a right Hopf structure but not in presence of a left one (which notably complicates matters in all what follows). Even worse, and in strong contrast to the case of \( U \text{-Mod} \) in §3.1, where the left internal Hom did not require any Hopf structure at all, for defining a coaction on \( \text{HOM}^f \) a left Hopf structure is sufficient but for its being left internal Hom, we additionally will assume the presence of a right Hopf structure as well, see the subsequent Lemma 4.10.

Remark 4.9. Nevertheless, in case \( (U, A) = (H, k) \) is a Hopf algebra over a field \( k \) with invertible antipode \( S \), all these difficulties disappear and a short computation reveals that \( \text{HOM}^N(N, M) \) and \( \text{HOM}^f(N, M) \) reproduce the well-known internal Hom functors (see, e.g., [CaGu, Prop. 1.2]) which use the antipode and its inverse, i.e., in both cases the \( k \)-module \( \text{Hom}_k(N, M) \) with left coactions
\[
(\lambda^f f)(n) = S(n_{(-1)}) f(n_{(0)})(-1) \otimes_k f(n_{(0)})_{(1)},
\]
\[
(\lambda^f f)(n) = f(n_{(0)})(-1) S^{-1}(n_{(-1)}) \otimes_k f(n_{(0)})_{(1)},
\]
respectively, for all \( n \in N \).

Lemma 4.10. Let \( (U, A) \) be a left bialgebroid which is biprojective over \( A \).

(i) If \( (U, A) \) is in addition right Hopf, then the category \( U \text{-Comod} \) of left \( U \)-comodules is right closed monoidal, i.e., has right internal Hom functors.

(ii) If the left bialgebroid \( (U, A) \) is simultaneously left and right Hopf, \( U \text{-Comod} \) is left closed monoidal as well, that is, has left internal Hom functors. As a consequence, in this case \( U \text{-Comod} \) is biclosed monoidal, i.e., has both left and right internal Hom functors.

Proof. Let \( M, N, P \in U \text{-Comod} \) be left \( U \)-comodules.

(i): As the notation suggests, the right internal Hom are given by the \( \text{HOM}^N(N, M) \) from Definition 4.3, where \( N \) is seen as a right \( U \)-comodule via (4.5), equipped with the left \( U \)-coaction (4.16) resp. (4.17), along with the adjunction (iso)morphism
\[
\xi: \text{Hom}^N(P \otimes_A N, M) \rightarrow \text{Hom}^f(P, \text{HOM}^f(N, M)),
\]
\[
f \rightarrow \{ p \rightarrow f(p \otimes_A -) \},
\]
induced by the customary Hom-tensor adjunction. To see that \( \xi f \) indeed lands in \( \text{Hom}^N(P, \text{HOM}^f(N, M)) \), we have to show that \( (\xi f)(p) \in \text{Hom}_{\text{Mod}}(N, M) \) is a (right) rational morphism from \( N \) to \( M \) and that \( \xi f \) is left \( U \)-colinear with
respect to the coactions of $P$ and $\text{HOM}'^t(N, M)$ in (4.17). Both statements are shown in a single computation only: one has

\[
(\lambda'(\xi f)(p))(n) = (\xi f(p))(n_{(0)})n_{(1)} \otimes_A (\xi f(p))(n_{(0)})_0 = p_{(-1)}n_{(0)[-1]} \otimes_A f(p \otimes_A n_{(0)})_0
\]

which not only shows that $\lambda' \xi f(p) \in U_2 \otimes_A \text{Hom}_{\otimes_A}^t(N, M)$ but simultaneously that $\xi f$ is left $U$-co-linear as well. That the asserted inverse indeed inverts $\xi$ is obvious.

(ii): Here, in turn, as the notation again suggests, the left internal Hom's are given by the $\text{HOM}'^t$ from Definition 4.6 equipped with the left coaction in Eq. (4.19), along with the adjunction morphism

\[
\zeta : \text{Hom}^t(N \otimes_A P, M) \rightarrow \text{Hom}^t(P, \text{HOM}'^t(N, M)),
\]

where $p \mapsto p_{(0)} \otimes_A p_{(1)}$ is the right $U$-coaction (4.5) on the left $U$-comodule $P$. To verify that $\zeta f$ indeed lands in $\text{Hom}^t(P, \text{HOM}'^t(N, M))$, we need to check that $\zeta f$ is $U$-co-linear and also that $\zeta f(p) \in \text{HOM}'^t(N, M)$ for any $p \in P$, hence that $\zeta f$ is a (left) rational morphism from $N$ to $\text{Hom}^t(P, M)$ as such left $U$-comodule again. As for the first issue, we compute by means of the co-diagonal coaction on $M \otimes_A U$:

\[
\frac{(\zeta f(p))(n)}{\otimes_A (\zeta f(p))(n)_0} = f(n \otimes_A p_{(0)})_{(-1)} \otimes_A f(n \otimes_A p_{(0)})_{(0)} \otimes_A p_{(1)}(2)
\]

\[
\frac{(\zeta f(p))(n)}{\otimes_A (\zeta f(p))(n)_0} = n_{(-1)}p_{(0)[-1]} \otimes_A n_{(0)} \otimes_A p_{(0)} \otimes_A p_{(1)}(2)
\]

\[
(\lambda'(\xi f)(p))(n) = (\xi f(p))(n) = (\xi f(p))(n)_0 = p_{(-1)} \otimes_A (\xi f(p))(n),
\]

which not only shows that $\lambda' \xi f(p) \in U_2 \otimes_A \text{Hom}^t(N, M \otimes_A P)$ for any $p \in P$ and hence $\xi f(p) \in \text{HOM}'^t(N, M)$ but simultaneously also that $\zeta f$ is $U$-co-linear in the desired sense, that is, $(\zeta f(p))(n)_{(-1)} \otimes_A (\zeta f(p))(n)_0 = p_{(-1)} \otimes_A (\xi f(p))(n).$

The inverse $\text{Hom}^t(P, \text{HOM}'^t(N, M)) \rightarrow \text{Hom}^t(N \otimes_A P, M)$ of $\zeta$ will be given by

\[
(\zeta^{-1}g)(n \otimes_A p) = (\text{id} \otimes \varepsilon)g(p)(n) = g(p)'(n) \varepsilon(g(p)'(n)).
\]

In turn, to show that $\zeta^{-1}g$ is in fact a left $U$-co-linear map from $N \otimes_A P$ to $M$, observe first that $g \in \text{Hom}^t(P, \text{HOM}'^t(N, M))$ implies two identities, namely

\[
p_{(-1)} \otimes_A (g(p')(n_{(0)}) \otimes_A p_{(0)})(n) = g(p')n_{(0)} \otimes_A g(p')(n_{(0)}),
\]

\[
n_{(-1)} \otimes_A (g(p')(n_{(0)}) \otimes_A p_{(0)})(n) = g(p')(n_{(0)} \otimes_A p_{(0)}) \otimes_A g(p')(n_{(0)}),
\]

where we used the $U$-co-linearity of $f$ in the third step; this not only shows that $\lambda' \xi f(p) \in U_2 \otimes_A \text{Hom}_{\otimes_A}^t(N, M)$ and hence $\xi f(p) \in \text{HOM}'^t(N, M)$ but simultaneously that $\xi f$ is left $U$-co-linear as well. That the asserted inverse indeed inverts $\xi$ is obvious.
for any \( n \in N \) and \( p \in P \). With the help of these two equations, we proceed by

\[
\begin{align*}
&n_{(-1)p(-1)} \otimes_A (\zeta^{-1} g)(n(0) \otimes_A p(0)) \\
&= n_{(-1)p(-1)} \otimes_A g(p(0)) n(0) \epsilon (p(0)) = (g(p(0)) n(0)) n(0) \epsilon (p(0)) \\
&= g(p(0)) n(0) \epsilon (p(0)) \otimes_A g(p(0)) n(0) \\
&= g(p) n(0) \epsilon (p) \otimes_A g(p) n(0) \\
&= g(p) n(0) \epsilon (p) \otimes_A g(p) n(0) \\
&= g(p) n(0) \epsilon (p) \otimes_A g(p) n(0)
\end{align*}
\]

\[\text{and therefore } \zeta^{-1} g \in \text{Hom}^v(N \otimes_A P, M) \text{ as claimed. Verifying that } \zeta^{-1} \text{ effectively inverts } \zeta \text{ is shown by similar computations and is therefore skipped. The last statement is an obvious consequence of (i) and the statements just verified. } \square\]

**Remark 4.11.** One might wonder whether one could not, in the spirit of Remark 3.3 for the case of \( U \)-Mod, simply transport the left \( U \)-coaction (4.19) to \( \text{Hom}_A(N, M) \) by means of the \( k \)-linear isomorphism

\[
\nu: \text{Hom}^v(N, M \otimes_A U) \rightarrow \text{Hom}_A(N, M), \quad f \mapsto (\text{id} \otimes_A c)f
\]

(with inverse \( g \mapsto \{ n \mapsto g(n(0)) \otimes_A g(n(0)) \otimes_A n(-1) \} \)), so as to work with the seemingly easier \( \text{Hom}_A(N, M) \) instead of \( \text{Hom}^v(N, M \otimes_A U) \). However, this will not work since \( \nu \) is not a morphism of \( A \)-bimodules when considering the \( \text{A} \)-bimodule structure (4.18). Apparently, and in clear contrast to what was said in Remark 3.3, the left internal Homs \( \text{HOM}^v(N, M) = \text{Hom}^v(N, M \otimes_A U) \) cannot be simplified, not even in presence of more structure, cf. also Remark 4.8.

**Notation 4.12.** Again, as the left and right internal Homs are quite different and it sometimes is convenient to remember the explicit \( U \)-colinearity or \( A \)-linearity in question, we shall not always use the sort of concealing notation \( \text{HOM}^v \) and \( \text{HOM}^l \) but often write \( \text{Hom}_{v, p} \) and \( \text{Hom}_{p, \text{r}}(\cdot, M \otimes_A U) \) even if the internal Homs with their left \( U \)-comodule structure are meant.

### 4.3. \( U \)-Comod as a bimodule category

Again, the internal Homs allow to define the structure of a bimodule category on \( U \)-Comod with the help of the adjoint actions. More precisely, Lemmata 2.5 & 4.10 directly imply:

**Corollary 4.13.** Let \( (U, A) \) be a left bialgebroid with \( U \) biprojective over \( A \).

(i) If \( (U, A) \) is in addition right Hopf, then the operation

\[
U \text{-Comod}^{\text{op}} \times U \text{-Comod} \rightarrow U \text{-Comod},
\]

\[
(N, M) \mapsto N \triangleright M := \text{HOM}^v(N, M)
\]

defines on \( U \)-Comod the structure of a left module category over \( U \)-Comod. If \( (U, A) \) is both left and right Hopf, then the operation

\[
U \text{-Comod} \times U \text{-Comod}^{\text{op}} \rightarrow U \text{-Comod},
\]

\[
(M, N) \mapsto N \triangleright M := \text{HOM}^l(N, M)
\]

defines on \( U \)-Comod the structure of a right module category over \( U \)-Comod. Hence, if the left bialgebroid \( (U, A) \) is simultaneously left and right Hopf, then \( U \)-Comod is a bimodule category over the monoidal category \( U \)-Comod.

(ii) The operation (4.23) restricts to a left action

\[
\nu_\text{YD} \times \nu_\text{aYD} \rightarrow \nu_\text{aYD}
\]
if \( \text{HOM}^\ell(N, M) \) is seen as a right \( U \)-module by means of the right \( U \)-
action on \( \text{Hom}_{\text{mod}}(N, M) \) defined by
\[
(f \triangleright u)(n) := f(u(1)n)u(2)
\]
for \( N \in \text{U-Mod} \) and \( M \in \text{Mod-}U \). Hence, \( ^a\text{YD}_u \) is a left module cate-
gory over the monoidal category \( _U^a\text{YD} \).

**Proof.** (i): All statements in this part follow, as said, directly from Lemmata 2.5 & 4.10. Nevertheless, as in the module case, for later use and the sake of explicit illus-
tration of the abstract theory, let us discuss the involved associative constraints.

As for the left action, for \( M, N, P \in \text{U-Comod} \), there is an isomorphism
\[ P \triangleright (N \triangleright M) \simeq (P \otimes_A N) \triangleright M \]
of left \( U \)-comodules, which amounts to the map
\[
\phi_{p, N, M} \colon \text{HOM}^\ell(P \otimes_A N, M) \to \text{HOM}^\ell(P, \text{HOM}^\ell(N, M))
\]
given by the customary Hom-tensor adjunction. Let us see that this is, indeed,
for all \( n \in N \):
\[
(\phi_{p, N, M})_{[1]} (\phi_{p, N, M})_{[0]} := (p_{[0]} \otimes_A n_{[0]}) \otimes_A n_{[1]} p_{[1]}.
\]

Abbreviating \( \phi = \phi_{p, N, M} \), one then has for any \( p \in P, n \in N \):
\[
f_{(-)} \otimes_A (\phi f_{[0]})_{[0]}(p)(n) = f_{(-)} \otimes_A f_{[0]}(p) \otimes_A n = f_{[0]}(p) \otimes_A f_{[0]}(p) \otimes_A f_{[0]}(p) \otimes_A (\phi f_{[0]})_{[0]}(n) = (\phi f_{[0]})_{[0]}(n) \otimes_A (\phi f_{[0]})_{[0]}(n)
\]
hence \( (\text{id}_A \otimes_A f) \lambda^\ell = \lambda^\ell (\phi f) \), as desired.

Discussing the associativity constraint for the right action is slightly more laborious as the standard Hom-tensor adjunction is not the map that will in-
duce the comodule isomorphism \( M \triangleright (N \otimes_A P) \simeq (M \triangleright N) \triangleright P \) in question. Ob-
serve first that
\[
M \triangleright (N \otimes_A P) = \text{HOM}^\ell(N \otimes_A P, M) = \text{Hom}^\ell(N \otimes_A P, M \otimes_A , U)
\]
on the level of \( k \)-modules, along with
\[
(M \triangleright N) \triangleright P = \text{HOM}^\ell(P, \text{HOM}^\ell(N, M)) = \text{Hom}^\ell(P, \text{Hom}^\ell(N, M \otimes_A , U) \otimes_A , U),
\]
where \( \text{Hom}^\ell(N, M \otimes_A , U) \) is seen as an \( A \)-bimodule as in (4.18) and as a left
\( U \)-comodule as in (4.19). We then claim that the map
\[
\psi_{M, N, P} \colon \text{Hom}^\ell(N \otimes_A P, M \otimes_A , U) \to \text{Hom}^\ell(P, \text{Hom}^\ell(N, M \otimes_A , U) \otimes_A , U),
\]
\[
f \mapsto \{ p \mapsto f'(\otimes_A p_{[0]}) \otimes_A f''(\otimes_A p_{[0]})_{[1]} \otimes_A f''(\otimes_A p_{[0]})_{[2]} \},
\]
where we wrote \( f(n \otimes_A p) = f'(n \otimes_A p) \otimes_A f''(n \otimes_A p) \), is an isomorphism of
left \( U \)-comodules. Using the same kind of component-wise notation twice for elements in \( \text{Hom}^\ell(P, \text{Hom}^\ell(N, M \otimes_A , U) \otimes_A , U) \), and abbreviating \( \psi = \psi_{M, N, P} \), this can be rewritten as
\[
(\psi f)(p)(n) = (\psi f') (p) \otimes_A (\psi f'') (p) \otimes_A (\psi f'') (p) = f'(n \otimes_A p_{[0]}) \otimes_A f''(n \otimes_A p_{[0]})_{[1]} \otimes_A f''(n \otimes_A p_{[0]})_{[2]},
\]
for all \( n \in N \) and \( p \in P \).

We have to show four things now: that \( (\psi f)(p) \in \text{HOM}^\ell(N, M) \otimes_A , U \) for any
\( p \in P \) and any \( f \in \text{HOM}^\ell(N \otimes_A P, M) \), that \( \psi f \) is \( U \)-colinear in the given sense,
that \( \psi \) is a morphism of left \( U \)-comodules, and finally that it is bijective. As for the first issue, observe that from the left \( U \)-colinearity

\[
f'(n \otimes_A p)(-1) \otimes_A f''(n \otimes_A p)(0) \otimes_A f'''(n \otimes_A p)(2)
\]

\[
= n_{(-1)} p_{(-1)} \otimes_A f'(n_0 \otimes_A p_0) \otimes_A f''(n_0 \otimes_A p_0)(2)
\]

(4.28)

and therefore directly

\[
\Lambda^f(\psi f'(p)(n) \otimes_A (\psi f')^\prime(n) \otimes_A (\psi f')^\prime(n) \otimes_A (\psi f')^\prime(n)) \otimes_A \Lambda^f(\psi f')^\prime(n)
\]

(4.27)

\[
f'(n \otimes_A p_0)(-1) \otimes_A f''(n \otimes_A p_0)(1)p_1(1)
\]

\[
\otimes_A f'(n \otimes_A p_0)(0) \otimes_A f'''(n \otimes_A p_0)(2)p_2(2) \otimes_A f''(n \otimes_A p_0)(3)
\]

(4.29)

and therefore directly

\[
\psi f(p) \in \text{HOM}^u(N, M, \otimes_A U) \quad \text{for any } p \in P, \text{ as claimed. The second issue above, i.e., that } \psi f \text{ is } U\text{-colinear, is left to the reader. More interesting,}
\]

\[
(\psi f)(n) = (\psi f)(n) \otimes_A (\psi f)(n) \otimes_A (\psi f)(n)
\]

(4.30)

\[
\psi^{-1} : \text{HOM}^u(P, \text{HOM}^u(N, M, \otimes_A U) \otimes_A U) \rightarrow \text{HOM}^u(N, M, \otimes_A U)
\]

\[
g \mapsto \{ n \otimes_A p \mapsto (\text{id} \otimes_A \psi) (g)(p)(n) \}
\]

(4.31)

or, explicitly,

\[
(\psi^{-1} g)(n \otimes_A p) := g'(p)'(n) \otimes_A (g'(p)^\prime(n)) \otimes_A g''(n).
\]

(4.32)

While \( \psi^{-1} \circ \psi = \text{id} \) follows directly from the counitality of the coproduct, that \( \psi \circ \psi^{-1} \) yields the identity is slightly more laborious: the left \( U \)-colinearity of \( g \in \text{HOM}^u(P, \text{HOM}^u(N, M, \otimes_A U) \otimes_A U) \) explicitly reads

\[
p_{(-1)} \otimes_A g(p_0)(n) = g(p_{(-1)} \otimes_A g(p_0)(n))
\]

(4.33)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.34)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.35)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.36)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.37)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.38)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.39)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.40)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.41)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.42)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.43)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.44)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.45)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.46)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.47)

\[
= g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g'(p)'(n) \otimes_A g''(p)(n)
\]

(4.48)
With this,
\[
(\psi \psi^{-1} g)(p)(n) = (\psi^{-1} g)'(n \otimes_{\lambda} p[0]) \otimes_{\lambda} (\psi^{-1} g)''(n \otimes_{\lambda} p[0])(1) \otimes_{\lambda} (\psi^{-1} g)''(n \otimes_{\lambda} p[0])(2)
\]
\[
(\psi^{-1} g)'(n) \otimes_{\lambda} g'((p(0))^\nu(n)) \circ g''((p(0))_1(1) \otimes_{\lambda} g''((p(0))(2)
\]
\[
(\psi^{-1} g)''(n) \otimes_{\lambda} g''(p(0))(n) - g''((p(0))_1(1) \otimes_{\lambda} g''((p(0))(2)
\]
\[
(\psi^{-1} g)''(n) \otimes_{\lambda} g''(p(0))(n) = g(p)(n),
\]
as desired.

To conclude the discussion of the associators, let us consider the middle associativity constraint required in Definition 2.2, that is, the isomorphism of left U-comodules
\[
\vartheta_{P,M,N} : (P \triangleright M) \triangleleft N \xrightarrow{\approx} P \triangleright (M \triangleleft N)
\]
for any $M, N, P \in U \cdot \text{Comod}$, which amounts to a left U-comodule isomorphism $\text{HOM}^\ell(N, \text{HOM}^\ell(P, M)) \simeq \text{HOM}^\ell(P, \text{HOM}^\ell(N, M))$. To start with, define the $k$-module isomorphism
\[
\vartheta_{P,M,N} : \text{Hom}^\ell(N, \text{Hom}_{A^\otimes}(P, M) \otimes_{\lambda} U) \to \text{Hom}_{A^\otimes}(P, \text{Hom}^\ell(N, M \otimes_{\lambda} U))
\]
given by
\[
(\vartheta_{P,M,N} f)(p)(n) = (\vartheta_{P,M,N} f)(p')(n) \otimes_{\lambda} (\vartheta_{P,M,N} f)(p'')(n)
\]
\[
= f'(n)(p[0]) \otimes_{\lambda} f''(n).
\]
Its inverse will be defined as
\[
(\vartheta_{P,M,N}^{-1} g)'(n)(p) \otimes_{\lambda} (\vartheta_{P,M,N}^{-1} g)''(n) = g((p(0))_1(1) \otimes_{\lambda} p[1]_1(1) \otimes_{\lambda} g((p(0))(2)),
\]
the well-definedness of which over the Sweedler presentation of the right Hopf structure (i.e., that does not depend on the choice of a representative for the formal expression $p[0] \otimes_{\lambda} p[1]_1(1) \otimes_{\lambda} p[1]_1(1) \otimes_{\lambda} p[1]_1(1)$) is not immediately visible to the naked eye but follows from a detailed consideration not unlike the proof of the well-definedness of the coaction (4.5) in [ChGaKo, Thm. 4.1.1] from the property $\varepsilon(u \triangleright a) = \varepsilon(a \triangleright u)$ of a bialgebroid counit, along with Eqs. (A.20), (4.4), and the right $A$-module structure on $\text{Hom}_{A^\otimes}(P, M)$ as in (A.14), which implies that the tensor product $\text{Hom}_{A^\otimes}(P, M) \otimes_{\lambda} U$ is to be understood with respect to the ideal generated by $g(a(-) \otimes u - g(-) \otimes a \triangleright u)$ for $a \in A$ and $g \in \text{Hom}_{A^\otimes}(P, M)$.

That the two given maps in (4.32) and (4.33) are mutual inverses follows more or less immediately from Eqs. (A.14), (A.15), and (A.18).

Next, let us verify that $\vartheta$ is in fact a map (and hence an isomorphism) of left $U$-comodules. Abbreviating again $\vartheta = \vartheta_{P,M,N}$ for better readability, one has by Eqs. (4.19), (4.17), and (A.5) for all $p \in P$ and $n \in N$:
\[
(\vartheta f)_{(-1)} \otimes_{\lambda} (\vartheta f)_{(0)}(p)(n)
\]
\[
= (\vartheta f)(p[0])_{(-1)}(1) \otimes_{\lambda} (\vartheta f)(p[0])(n)
\]
\[
= (\vartheta f)(p[0])(1) \otimes_{\lambda} (\vartheta f)(p[0])(n)
\]
\[
= f'(n) - f'(n)_{1(1)} - f'(n)_{1(2)} \otimes_{\lambda} f'(n)(p[0]) \otimes_{\lambda} f'(n)(p[0]) \otimes_{\lambda} f'(n)(p[0])
\]
\[
= f'(n) - f'(n)_{1(1)} - f'(n)_{1(2)} \otimes_{\lambda} f'(n)(p[0]) \otimes_{\lambda} f'(n)(p[0])
\]
\[
= f'(n)_{1(1)} \otimes_{\lambda} f'(n)(p[0]) \otimes_{\lambda} f'(n)(p[0])
\]
\[
= f'(n)_{1(1)} \otimes_{\lambda} (\vartheta f)(p)(n),
\]
for any $f \in \text{HOM}^\ell(N, \text{HOM}^\ell(P, M)) \subset \text{HOM}^\ell(N, \text{Hom}_{A^\otimes}(P, M) \otimes_{\lambda} U)$ and therefore $\lambda^f \circ \vartheta = (\text{id}_{\lambda} \otimes_{\lambda} \vartheta) \circ \lambda^f$, as claimed.
Remark 4.15. isomorphisms can now, thanks to Corollary 4.13, examine the centre of the bimodule category in the bialgebroid comodule category. Indeed, for any \( f \in \text{Hom}^{\text{op}}(N, M) \), one has

\[
\tau_{n}^*(f \otimes u)(n) = (f(u)(n_0))_{(-1)} n_{(0)} \otimes \Lambda (f(u)(n_0))_{(0)}
\]

for \( n \in N, u \in U \), where in the third step we used the fact that \( M \in \text{aYD}_U \) and that \( N \in \text{aYD}_U \) in the fourth (see [Sch2, Def. 4.2]). This concludes the proof. □

4.4. The bimodule centre in the bialgebroid comodule category. We can now, thanks to Corollary 4.13, examine the centre \( Z_{U, \text{Comod}}(U, \text{Comod}) \) of the bimodule category \( U, \text{Comod} \) with respect to its adjoint actions given by all pairs \((M, \tau)\) of objects \( M \in U, \text{Comod} \) for which there is a family of isomorphisms \( \tau_{N}: N \rightarrow M \)

of left \( U \)-comodules natural in \( N \in U, \text{Comod} \). With respect to this centre and its full subcategory \( Z_{U, \text{Comod}}^{\text{op}}(U, \text{Comod}) \) of stable objects as in Definition 2.6, we can state the following result:

**Theorem 4.14.** Let an \( A \)-biprojective left bialgebroid \((U, A)\) be both left and right Hopf.

(i) Then any anti Yetter-Drinfel’d module \( M \) induces a central structure

\[
\tau_{N}: \text{Hom}^{\text{op}}(N, M) \rightarrow \text{Hom}^{\text{op}}(N, M),
\]

explicitly given on the level of \( k \)-modules by

\[
\text{Hom}_{A, \text{op}}(N, M) \rightarrow \text{Hom}^{\text{op}}(N, M \otimes_{A} U),
\]

\[
g \mapsto \{ n \mapsto (g(n_{(0)}))_{(-1)} g(n_{(0)})_{(0)} \otimes_{A} g(n_{(0)})_{(1)} \} \mapsto f,
\]

where the right \( U \)-action \( \circ \) is the one defined in (4.9).

(ii) Vice versa, for a pair \((M, \tau)\) in the centre \( Z_{U, \text{Comod}}^{\text{op}}(U, \text{Comod})\), defining

\[
m \otimes u := (\tau_{M}^{-1} f_{m})(u), \quad \forall u \in U,
\]

where \( f_{m} \in \text{Hom}^{\text{op}}(U, M \otimes_{A} U) \) is given by \( f_{m}(u) = m_{(0)} \otimes_{A} m_{(1)} u \) for any \( m \in M \), induces a right \( U \)-action on \( M \) and, in particular, the structure of an anti Yetter-Drinfel’d module on \( M \).

(iii) Both preceding parts together amount to an equivalence \( \text{aYD}_U \simeq Z_{U, \text{Comod}}^{\text{op}}(U, \text{Comod}) \)

of categories.

(iv) Imposing stability on the respective objects leads to an equivalence \( \text{saYD}_U \simeq Z_{U, \text{Comod}}^{\text{op}}(U, \text{Comod}) \)

of subcategories.

**Remark 4.15.** Using that any \( f \in \text{Hom}^{\text{op}}(N, M \otimes_{A} U) \) is colinear, we can rewrite

\[
\tau_{N}^{-1} f(n) = (f'(n_{(0)}) \otimes (f''(n_{(0)})))_{n_{(-1)}}
\]
for the inverse of the central structure instead of (4.34), which is sometimes more convenient to work with.

**Proof of Theorem 4.14.** (i): We leave it to the reader to check that the two given maps in (4.34) are well-defined (checking that \( \tau_{N}g \) is so is somewhat laborious but very similar to the computations that follow below). That they are mutual inverses is in one direction almost immediate, whereas

\[
\tau_{N}(\tau_{N}^{-1}f)(n) = (f'(n(0)) \circ (f''(n(0))) \circ n_{(-1)})_{0} \otimes_{\mathcal{A}} (f'(n(0)))_{0} \circ n_{(-1)} \cdot \tau_{N}(\tau_{N}^{-1}f)(n(0))_{0}
\]

for any \( n \in N \) proves the other direction, using left \( U \)-colinearity of \( f \) in the fifth step and the aYD condition (4.12) in the third, plus the fact that all four \( A \)-actions on \( U \) as defined in (A.1) commute.

Next, let us check that \( \tau_{N} \), or rather its inverse, is natural in \( N \): for any left \( U \)-comodule morphism \( \sigma: N \to N' \) we want to see that \( \tau_{N}^{-1} \circ \text{HOM}^{L}(\sigma, M) = \text{HOM}^{L}(\sigma, M) \circ \tau_{N}^{-1} \). Indeed, by left \( U \)-colinearity of \( \sigma \),

\[
\tau_{N}^{-1}(f \circ \sigma)(n) = (f'(\sigma(n(0))) \circ f''(\sigma(n(0)))) \circ n_{(-1)} = (\tau_{N}^{-1}f)(\sigma(n)),
\]

for any \( f \in \text{HOM}^{L}(N', M) \), hence the claim.

Furthermore, we need to prove that \( \tau_{N} \) (we prefer \( \tau_{N}^{-1} \)) is itself a left \( U \)-comodule morphism, that is, \( \lambda^{\ell} \tau_{N}^{-1} = (\text{id} \otimes \tau_{N}^{-1})\lambda^{l} \). As a matter of fact, one has for any \( f \in \text{HOM}^{L}(N, M) \):

\[
(\lambda^{\ell} \tau_{N}^{-1} f)(n)
\]

as desired, where we used the left \( U \)-colinearity of \( f \) in the fifth and in the eighth step again, along with the aYD condition (4.10) in the third.
We still need to prove the hexagon axiom (2.8). For better readability, let us write down what this means on the level of $k$-modules:

$$\text{Hom}_U(P, \text{Hom}^U(N, M \otimes_A U)) \cong \text{Hom}^U(N, \text{Hom}_U(P, M \otimes_A U))$$

(4.38)

Verifying that the above diagram (4.38) commutes with respect to the central structure (4.34) is essentially straightforward: by abuse of notation, let us abbreviate $\vartheta = \vartheta_{P, N, M}$ and likewise for $\phi$ and $\psi$, along with $\tau_{\mathcal{N}} = \text{Hom}_U(P, \tau_{\mathcal{N}})$, and $\tau_P = \text{Hom}^U(N, \tau_P \otimes_A U)$. We then have for $f \in \text{Hom}_U(P \otimes_A N, M)$:

$$\text{Hom}_U(P \otimes_A N, M) \xrightarrow{\varphi_{P, N, M}} \text{Hom}^U(N, \text{Hom}^U(P, M \otimes_A U)) \cong \text{Hom}^U(N, \text{Hom}_U(P, M \otimes_A U)) \xrightarrow{\psi_{P, N, M}} \text{Hom}_U(P \otimes_A N, M)$$

(4.34)

for any $p \otimes_A n \in P \otimes_A N$, which proves the commutativity of diagram (4.38) and concludes the proof of this part.

(ii): Let $(M, \tau) \in Z_U \text{-Comod}$ be an object in the bimodule centre. For any $m \in M$, define $f_m \in \text{Hom}^U(U, M \otimes_A U \cdot m)$ by

$$f_m(u) := m_0 \otimes_A m_1 u,$$

(4.39)

where the right coaction on the left comodule $M$ is (as always) the induced one (4.5). The left $U$-linearity of $f_m$ is a simple check. However, $f_m$ is not an element in $\text{HOM}^U(U, M)$: formally applying $\lambda^U$ to $f_m$ produces $\lambda^U f_m(u) = \lambda^U m_{(-1)} \otimes_A (m_0 \otimes_A m_{(1)} + u) = \lambda^U m_{(-1)} \otimes_A f_m(u_+) + \lambda^U m_0 \otimes_A u_+$ with the help of (4.7), which is an element in $\text{Hom}^U(N, U \otimes_A \cdot (M \otimes_A U))$, rather than in its subspace $U \otimes_A \text{Hom}^U(N, M \otimes_A U)$. This can be made even more explicit by considering the special case when $U$ is a Hopf algebra over $k = A$: here, simplifying the $k$-module underlying the left internal Homs by means of the isomorphism $\varphi$ from Remark 4.11, the map (4.39) becomes $f_m(u) = \varphi(u)m$ and using the formula for $\lambda^U$ for this case as given in Remark 4.9, one obtains $\lambda^U f_m(u) = S(u)m_{(-1)} \otimes u m_0$, hence $\lambda^U f_m$ manifestly lives in $\text{Hom}_k(U, U \otimes_k M)$ but not in $U \otimes_k \text{Hom}_k(U, M)$.

Nevertheless, to $f_m$ we can still formally apply $\tau_{\mathcal{N}}^{-1}$ if seen as a map $\text{Hom}^U(U, M \otimes_A U) \to \text{Hom}_U(U, M)$, but not if seen as a map $\text{HOM}^U(U, M) \to \text{HOM}^U(U, M)$, and hence we cannot directly benefit from the properties of central structures as in Definition 2.4, which will be needed to prove that Eq. (4.35) induces a right $U$-action on $M$. By a standard argument, as in [Sh,
The problem is circumvented as follows: in general, if $N$ were a finitely $A$-generated comodule, then obviously $\text{Hom}^f(N, M) = \text{Hom}^f(N, M \otimes_A U)$ as comodules. By what is sometimes called the Fundamental Theorem of Comodules [ĐaNaRá, Thm. 2.1.7], every element of a comodule over a $k$-coalgebra (where $k$ is a field) is contained in a finite-dimensional subcomodule. This result can be extended to bialgebroids (or general $A$-corings for that matter) as soon as $U$ is $A$-projective, which follows from [KaoGoLo, Cor. 2.7 & Prop. 2.8]. Hence,

$$\text{Hom}^f(N, M \otimes_A U) = \varinjlim \text{Hom}^f(N_i, M),$$

where the $N_i$ are finitely generated left $U$-subcomodules, and similarly

$$\text{Hom}_{A^\text{op}}(N, M) = \varinjlim \text{Hom}^f(N_i, M).$$

This induces a map $\text{Hom}^f(N, M \otimes_A U) \to \text{Hom}_{A^\text{op}}(N, M)$ with the same properties as $\tau^{-1}_U$ and will therefore, by slight abuse of notation, be denoted by the same symbol. In case $N = U$, this is the map used to define the right $U$-action (4.35) on $M$, that is,

$$mu := (\tau^{-1}_U f_m)(u), \quad u \in U, \ m \in M. \quad (4.40)$$

Let us show that this, in fact, defines an action with respect to which the left $U$-comodule $M$ becomes an aYD module: more precisely, we will first prove that the what-is-going-to-be action (4.40) is compatible with the left $U$-coaction on $M$ in the sense of the aYD condition (4.10), or, equivalently, (4.11). To this end, note that considering $U$ as a left $U$-comodule via the coproduct, the corresponding right coaction obtained from Eq. (4.5) reads

$$u_{[0]} \otimes_A u_{[1]} := u_{[+]} \otimes_A u_{[-]} \quad (4.41)$$

Moreover, if $\tau$ is a central structure, by definition $\tau^{-1}_U$ is a left $U$-comodule isomorphism $\text{Hom}^f(U, M \otimes_A U) \to \text{Hom}_{A^\text{op}}(U, M)$, and therefore satisfies

$$(\tau^{-1}_U f)(u_{[+]})(-1) u_{[-]} \otimes_A (\tau^{-1}_U f)(u_{[+]})(0) = f(1) \otimes_A (\tau^{-1}_U f(0))(u) \quad (4.42)$$

with respect to the left $U$-coaction (4.19) on $\text{Hom}^f(U, M \otimes_A U)$. Applying this to $f_m$ from (4.39) and considering that

$$(f_m)(-1) \otimes_A f_m(0)(u) = u_{m(0)} \otimes_A (m(0)[1] u_{[+]}, \quad (4.43)$$

defined as derived from (4.19) and (4.7), we have for the right hand side in (4.42)

$$(\tau^{-1}_U f_m)(u_{[+]})(-1) u_{[-]} \otimes_A (\tau^{-1}_U f_m)(u_{[+]})(0) = (m u_{[+]})(-1) u_{[-]} \otimes_A (m u_{[+]})(0), \quad (4.44)$$

whereas for the left hand side in (4.42):

$$(f_m)(-1) \otimes_A \tau^{-1}_U f_m(0)(u) = u_{m(-1)} \otimes_A m(0)[0] m(0)[0] m(0)[1] u_{[+]} = u_{m(-1)} \otimes_A m(0)[0] u_{[+],}$$

with the help of Eq. (4.6). Hence, (4.42) implies (4.11) and therefore the aYD condition (4.10), as desired.

To conclude this part, let us show that Eq. (4.35) resp. (4.40) effectively defines a right $U$-action, i.e., that for any $u, v \in U$

$$(mu)v = \tau^{-1}_U f_{\tau^{-1}_U f_m}(v) = (\tau^{-1}_U f_m)(uv) = m(uv) \quad (4.45)$$

holds. To this end, first note that the right $U$-coaction induced by (4.5) on the left $U$-comodule $\text{Hom}^f(U, M \otimes_A U)$ explicitly reads for the element $f_m$ as follows:

$$(f_m)(0)[0] \otimes_A (f_m)(1) = m[0] \otimes_A m[1][1] u_{[1]} \otimes_A m[1][2] u_{[2]}, \quad (4.46)$$

as seen directly by Eqs. (4.43), (4.5), (4.7), and (A.10), whereas in the same spirit Eq. (4.43) also implies

$$(\tau^{-1}_U f_m)(u_{[-][-][0]} \otimes_A (\tau^{-1}_U f_m)(u_{[0]} = (f_m)(-1) u_{[1]} \otimes_A \tau^{-1}_U (f_m)(0)(u_{[2]}).$$
by Eqs. (A.13) and (A.15), and therefrom the expression for the right coaction

\[
(\tau^{-1}_U f_m)[0](u) \otimes_A (\tau^{-1}_U f_m)[1]
= \tau^{-1}_U (f_m)[0](u[+1]_1) \otimes_A u[-1](f_m)[1]
= \tau^{-1}_U (m[u] \otimes_A m[1][-1]) (u[+1]) \otimes_A u[-2]m[1]u[+2](2),
\]

on the element \(\tau^{-1}_U f_m\) in the sense of (4.5) again, where Eqs. (4.46) & (A.15) were used. Proving the associativity (4.45) now essentially hinges on the fact that if \(\tau\) is a central structure, it makes the diagram (4.38) (resp. (2.8)) commute and is natural: the multiplication \(\mu: U \otimes_A U \to U\), \(u \otimes_A v \mapsto uv\) by the bialgebroid properties is a morphism in \(U\)-Comod, and hence by (4.37) we have \((\tau^{-1}_U \circ \mu)[u \otimes_A v] = (\tau^{-1}_U f)[uv]\) for any \(f \in \text{Hom}^U(U, M \otimes_A U)\), which we are going to exploit in the penultimate step of the following computation:

\[
\text{(mu)}v
= \tau^{-1}_U f_{\tau^{-1}_U f_m}(v)
= \tau^{-1}_U (\tau^{-1}_U f_m(u) \otimes_A \tau^{-1}_U f_m(u)[1](v))
= \tau^{-1}_U (\tau^{-1}_U (m[u] \otimes_A m[1][-1]) (u[+1]) \otimes_A u[-2]m[1]u[+2](2)) (v)
= \tau^{-1}_U ((\text{Hom}^U(U, \tau^{-1}_U \otimes_A U) \circ \text{Hom}_U(U, \tau^{-1}_U \otimes_A U) \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U) \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U)) \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U) \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U) \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U)) (v)
= \text{(phi)}^{-1} \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U) \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U) \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U) \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U) (u \otimes_A v)
= \text{(tau)}^{-1} \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U) \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U) \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U) \circ \text{Hom}^U(U, \tau^{-1}_U \otimes_A U) (\mu(u \otimes_A v))
= \text{(tau)}^{-1} f_m \circ \mu(u \otimes_A v)
= \text{mu}(uv),
\]

as claimed. Here, in the fourth step we additionally needed the fact that

\[
(\psi f_m)'(u) \otimes_A (\psi f_m)'(v) \otimes_A (\psi f_m)'(u) \otimes_A (\psi f_m)'(v)
= f'_m(u \otimes_A v) \otimes_A f'_m(u \otimes_A v) \otimes_A f'_m(u \otimes_A v) \otimes_A f'_m(u \otimes_A v)
= m[u] \otimes_A m[1][-1]u[+1] \otimes_A m[-2]m[1]u[+2]u[+2]
= m[u] \otimes_A m[1][-1]u[+1] \otimes_A m[1]u[+2]u[+2],
\]

as results from Eqs. (4.41) and (A.13).

The unitality of the so-defined action once again follows from the naturality (4.37): for \(N = A\), the source map \(s: A \to U\) is a morphism in \(U\)-Comod as well and therefore \(\tau^{-1}_A f \circ s(a) = (\tau^{-1}_A f)(s(a)) = f \in \text{HOM}^U(U, M)\). Hence,

\[
m1_A = (\tau^{-1}_A f_m)(s(1_A)) = (\tau^{-1}_A (f_m \circ s))(1_A) = m1_A = m,
\]

taking into consideration that \(\tau^{-1}: \text{HOM}^U(\hat{A}, M) \simeq M \to \text{HOM}^U(\hat{A}, M) \simeq M\) is the identity map along with the unitality of the source map, plus the fact that \(f_m \circ s\) under the isomorphism \(\text{Hom}^U(A, M \otimes_A U) \simeq \text{Hom}_{\text{aYD}}(A, M) \simeq M\) becomes the map \(L_m: a \mapsto ma\).

(iii): Here, we need to verify two things: first, that any morphism \(M \to \hat{M}\) of aYD modules induces a morphism \((M, \tau) \to (\hat{M}, \hat{\tau})\) between the corresponding objects in the bimodule centre (and vice versa); second, that the two procedures of how to obtain a central structure from a right \(U\)–action and a right \(U\)–action from a central structure are mutually inverse.
As for the first issue, if $\varphi: M \to \tilde{M}$ is a morphism of aYD modules, we have to show that for any $N \in U\text{-Comod}$ the diagram

$$
\begin{array}{c}
\text{Hom}^U(N, M \otimes_A U) \xrightarrow{\tau_N} \text{Hom}_{A^\text{op}}(N, M) \\
\text{Hom}^U(N, \varphi \otimes_A U) \xrightarrow{\tau_N} \text{Hom}_{A^\text{op}}(N, \varphi)
\end{array}
$$

commutes, which we, for convenience, will show with respect to $\tau^{-1}$. Indeed, let $n \in N$ and $f \in \text{Hom}^U(N, M \otimes_A U)$. Then

$$
\varphi(\tau^{-1}_N f(n)) = \varphi(f(m_{[0]}(n_{[1]})) \otimes_A m_{[-1]}(n_{[-]}))
$$

$$
= \varphi(\varepsilon(m_{[-1]}(n_{[-]})) \otimes_A m_{[-1]}(n_{[-]}))
$$

$$
= \varepsilon(\varphi(m_{[-1]}(n_{[-]})) \otimes_A \varphi(m_{[-1]}(n_{[-]})))
$$

for any $n \in N$. Hence, $\varphi$ is a also a morphism of right $U$-modules.

Second, and finally, we have to show that obtaining a central structure from a right $U$-action and a right $U$-action from a central structure are mutually inverse procedures. Indeed, if a right $U$-action $m \otimes u \mapsto mu$ on $M \in U\text{-Comod}$ is given and a corresponding central structure $\tau$ is defined by means of Eq. (4.34), which in turn defines a right $U$-action as in Eq. (4.35), we have

$$
(\tau^{-1}_N f_m)(u) = m_{[0]}(0) m_{[0][-1]}(m_{[1][-1]} m_{[1][-1]} u) = mu,
$$

where $f_m \in \text{Hom}^U(U, M \otimes_A U)$ was, as before, the element defined in Eq. (4.39).

Before we continue, note that any left $U$-coaction $\lambda: N \to U_s \otimes_A N$ on $N$ is a morphism in $U\text{-Comod}$ if $U_s \otimes_A N$ is seen as a free left $U$-comodule, i.e.,
From the naturality of a central structure we obtain
\[
\tau_{N}^{-1}(\tilde{g} \circ \lambda) = \tau_{U \otimes A}^{-1}(\tilde{g}) \circ \lambda
\]
for any \(\tilde{g} \in \text{Hom}^{\ast}(U_{s} \otimes_{A} N, M \otimes_{A} U)\), along with
\[
\tau_{U \otimes A}^{-1}(\tilde{g}(u \otimes_{A} n)) = \tau_{U}^{-1}(\tilde{g}(u_{(2)} \otimes_{A} n(\tilde{g}^{\ast}(u_{(2)} \otimes_{A} n))(u_{(1)})).
\]
Set then \(\tilde{g} := \varepsilon \otimes g\). Combining (4.51) and (4.52) and comparing the outcome with Eq. (4.50), we obtain:
\[
\tau_{N}^{-1}g(n) = \tau_{U}^{-1}(\varepsilon \otimes g)(n(\lambda(0)) = \tau_{U}^{-1}(\tilde{g}(n(\lambda(0)))) = \sigma_{N}g(n),
\]
as desired.

(iv): Here we only have to add to the preceding parts the proof that \((M, \tau) \in \mathcal{Z}^{U_{s}\text{-Comod}_{\ast}}(U\text{-Comod})\) if \(M\) is stable as an aYD module in the sense of Definition 4.2, and also, vice versa, that starting from such a central object \((M, \tau) \in \mathcal{Z}^{U_{s}\text{-Comod}_{\ast}}(U\text{-Comod})\), one obtains \(m_{[0]}m_{[1]} = m\), with respect to the action defined in (4.40), or equivalently \(m_{[0]}m_{[-1]} = m\), as seen in (4.13).

As for the first issue, suppressing the left and right unit constraints for \(1 = \Lambda\), we have
\[
\begin{align*}
(\xi^{-1} \circ \text{Hom}^{\ast}(A, \tau_{M}) \circ \xi \circ \text{id}_{M})(m) & = (\text{Hom}^{\ast}(A, \tau_{M}) \circ \xi \circ \text{id}_{M})(1)\varepsilon(\text{Hom}^{\ast}(A, \tau_{M}) \circ \xi \circ \text{id}_{M})(1)\varepsilon(m) \\
(\xi \circ \text{id}_{M})(1)(m_{[0]}m_{[1]} &= m)
\end{align*}
\]
for all \(m \in M\), hence \(\xi^{-1} \circ \text{Hom}^{\ast}(A, \tau_{M}) \circ \xi \circ \text{id}_{M} = \text{id}_{M}\), which was to prove.

Vice versa, note that if \(\text{id}_{M} \in \text{Hom}^{\ast}(M, M)\) is mapped to itself by means of (2.11), then, by virtue of the adjunctions (4.20) and (4.21), \(\tau_{M}^{-1}((\text{id}_{M} \otimes 1) = \text{id}_{M}\). We can then argue as above Eq. (4.51): the left coaction \(\lambda: M \rightarrow U_{s} \otimes_{A} M\) is a morphism in \(U\text{-Comod}\) if \(U_{s} \otimes_{A} M\) is seen as a free left comodule. Define \(\bar{g} \in \text{Hom}^{\ast}(U_{s} \otimes_{A} M, M \otimes_{A} U)\) by \(\bar{g} := \varepsilon \otimes_{A} \text{id}_{M} \otimes_{A} 1\) and apply (4.51) and (4.52) to it, observing that \((\bar{g} \circ \varepsilon)(m) = m \otimes_{A} 1\) and \(\bar{g}(u \otimes_{A} n) \varepsilon(\bar{g}^{\ast}(u \otimes_{A} n)) = \varepsilon(u)m\); that is, for any \(m \in M\), we have
\[
\begin{align*}
m &= \tau_{M}^{-1}(\text{id}_{M} \otimes_{A} 1)(m) = \tau_{M}^{-1}(\tilde{g} \circ \lambda)(m) \\
&= \tau_{U \otimes A}^{-1}(\tilde{g}(m_{(-1)} \otimes_{A} m_{(0)})) \\
&= \tau_{U}^{-1}(\tilde{g}(m_{[0]}m_{[1]}m_{[-1]} = m_{[0]}m_{[-1]}
\]
using \(f_{\varepsilon}(\varepsilon^{-1})(m) = f_{\varepsilon}(\varepsilon^{-1})(m)\), which results from (4.39) with (4.4). Hence, the aYD module \(M\) defined in (ii) is stable if \((M, \tau) \in \mathcal{Z}^{U_{s}\text{-Comod}_{\ast}}(U\text{-Comod})\), which concludes the proof. \(\square\)

**Remark 4.16.** Observe that comparing the situation for \(U\text{-Mod}\) and aYD contramodules resp. \(U\text{-Comod}\) and aYD modules is less symmetric than expected: whereas \(U\text{-Mod}\) was biclosed in presence of one Hopf structure only (or actually none), this is apparently not the case for \(U\text{-Comod}\), where left and right Hopf structures seem to be needed.
4.5. **Traces on** $U$-**Comod.** In a spirit analogous to what was done in §3.5, we can now state a dual version of Theorem 3.10 for the comodule case. Lemma 2.9 along with Theorem 4.14 directly imply:

**Theorem 4.17.** Let an $A$-biprojective left bialgebroid $(U, A)$ be both left and right Hopf. If $M$ is an anti Yetter-Drinfel'd module, then $T := \Hom_U(\cdot, -)M$ yields a weak trace functor $U$-$\text{Comod} \to k$-$\text{Mod}$, which is unital if $M$ is stable (and vice versa). In particular, there are isomorphisms

$$\tr_{N,P}: \Hom_U(N \otimes_A P, M) \rightarrow \Hom_U(P \otimes_A N, M),$$

being functorial in $N, P \in U$-$\text{Comod}$ that explicitly read

$$(\tr_{N,P}f)(p \otimes_A n) = f(n \otimes_A p[0])p[1] \quad (4.53)$$

for $n \in N$ and $p \in P$.

**Proof.** Similar to the proof of Theorem 3.10, there are only two things left to show: first, that in this context the general trace maps (2.15) assume the explicit form (4.53). Indeed, for $f \in \Hom_U(N \otimes_A P, M)$, we have

- \[(\zeta^{-1} \circ \Hom_U(N, \tau_P) \circ \xi \circ f)(p \otimes_A n) \quad \text{(4.22)}\]
- \[(\Hom_U(N, \tau_P) \circ \xi \circ f)(n)(p) = (\Hom_U(N, \tau_P) \circ \xi \circ f)(n)(p) \quad \text{(4.30, 4.30)}\]
- \[(\xi \circ f)(n)(p[0])p[1] = (\xi \circ f)(n)(p[0])p[1] \quad \text{(4.10)}\]
- \[f(n \otimes_A p[0])p[1], \quad \quad \text{(4.20)}\]

which was to prove. Unitality of this trace functor, that is, $\tr_{A,P} = \text{id}$, is then immediate in case $M$ is stable: since for $N = A$ the left $U$-colinearity of an element $f \in \Hom_U(P, M)$ also implies right $U$-colinearity in the sense of $f(p[0]) \otimes_A p[1] = f(p[0]) \otimes_A f(p[1])$, we have

$$(\tr_{A,P}f)(p) = f(p[0])p[1] = f(p[0])f(p[1]) \quad \text{(4.53)}$$

for all $p \in P$. \[\square\]

**Remark 4.18.** Dually to Remark 3.12, this trace functor can be analogously enhanced by introducing more coefficients: if $M$ is an aYD module and $Q$ a Yetter-Drinfel’d module, then $\text{HOM}^U(Q, M)$ is again an aYD module as proven in the second part of Corollary 4.13. Hence, if this aYD module is stable (which is not equivalent to $M$ being stable), by $\xi: \Hom_U(P \otimes_A N \otimes_A Q, M) \simeq \Hom_U(P \otimes_A N, \text{HOM}^U(Q, M))$, it is possible to construct a trace functor

$$T := \Hom_U(\cdot \otimes_A Q, M),$$

with $M$ and $Q$ as above, and corresponding trace map

$$\tr_{N,P}: \Hom_U(N \otimes_A P \otimes_A Q, M) \rightarrow \Hom_U(P \otimes_A N \otimes_A Q, M),$$

for arbitrary $N, P \in U$-$\text{Comod}$. \[\square\]

**APPENDIX A. LEFT AND RIGHT HOPF ALGEBROID S**

**A.1. Bialgebroids.** A left bialgebroid $(U, A, \Delta, \varepsilon, s, t)$, introduced first in [Ta] and rediscovered a couple of times, is a generalisation of a $k$-bialgebra to a bialgebra object over a noncommutative base ring $A$, consisting of a compatible algebra and coalgebra structure over $A$ resp. over $A$. In particular, there is a ring homomorphism resp. antihomomorphism $s, t: A \to U$ (source resp. target) that induce four commuting $A$-module structures on $U$, denoted by

$$a \bullet b = u \circ c \bullet d := t(c)s(b)us(d)t(a) \quad (A.1)$$
for \( u \in U \), \( a, b, c, d \in A \), which we abbreviate by \( \ast u \ast \), depending on the relevant action(s) in question. Moreover, apart from the multiplication, \( U \) also carries a comultiplication \( \Delta : U \to U \otimes_A U \subset U \otimes_A \ast U \ast \), \( u \mapsto u_{(1)} \otimes_A u_{(2)} \) and a counit \( \varepsilon : U \to A \) subject to certain identities that at some points differ from those in the bialgebra case, see [BSz, Ta] or elsewhere. To the \( A \)-ring
\[
U \times_A U := \left\{ \sum u_i \otimes v_i \in U \otimes_A U \mid \sum_i a \rhd u_i \otimes v_i = \sum_i u_i \otimes v_i \rhd a, \ \forall a \in A \right\}
\]
we usually refer to as Sweedler-Takeuchi product.

### A.2. Left and right Hopf algebroids.

Generalising Hopf algebras (i.e., bialgebras with an antipode) to noncommutative base rings is a much more challenging task. If one wants to avoid the abundance of structure maps that accompany the notion of a full Hopf algebroid as in [BSz], that is, two bialgebroid structures (meaning two coproducts, two counits, eight \( A \)-actions on the total space, etc.) and an antipode map as sort of intertwiner between these, one renounces on the idea of an antipode and rather requires a certain Hopf-Galois map to be invertible [Sch2], which even leads to a more general concept than that of full Hopf algebroids. More precisely, if \( (U, A) \) is a left bialgebroid, consider the maps
\[
\alpha_\ell : U \otimes_{A^{op}} U \to U \otimes_A U, \quad \alpha_r : U \otimes_A U \to U \otimes_{A^{op}} U,
\]
of left \( U \)-modules. Then the left bialgebroid \( (U, A) \) is called a left Hopf algebroid or simply left Hopf if \( \alpha_\ell \) is invertible and right Hopf algebroid or right Hopf if this is the case for \( \alpha_r \). Adopting kind of Sweedler notations
\[
\begin{align*}
    &u_+ \otimes_{A^{op}} u_- := \alpha_\ell^{-1}(u \otimes_A 1) \\
    &u_{(+)} \otimes_A u_{(-)} := \alpha_r^{-1}(1 \otimes_A u),
\end{align*}
\]
with, as usual, summation understood, one proves that for a left Hopf algebroid
\[
\begin{align*}
    &u_+ \otimes_{A^{op}} u_- \in U \times_{A^{op}} U, \\
    &u_{(+)} \otimes_A u_{(+)} u_{(-)} = u \otimes_A 1 \in U \otimes_A U, \\
    &u_+ \otimes_{A^{op}} u_{(1)} u_{(-)} \in U \otimes_{A^{op}} U, \\
    &u_{(+)} \otimes_A u_{(2)} u_{(-)} = u_+ \otimes_{A^{op}} u_{(2)} + \otimes_{A^{op}} u_{(2)} - , \\
    &u_+ \otimes_{A^{op}} u_{(1)} \otimes_A u_{(-)} = u_{(+)} \otimes_{A^{op}} u_{(2)} \otimes_A u_{(-)}, \\
    &u_{(+)} \otimes_{A^{op}} u_{(-)} = s(\varepsilon(u)), \\
    &\varepsilon(u-) \rhd u_+ = u, \\
    &(s(a)t(b))_+ \otimes_{A^{op}} (s(a)t(b))_- = s(a) \otimes_{A^{op}} s(b)
\end{align*}
\]
are true [Sch2], where in (A.3) we mean the Takeuchi-Sweedler product
\[
U \times_{A^{op}} U := \left\{ \sum u_i \otimes v_i \in U \otimes_{A^{op}} U \mid \sum_i u_i \rhd a \otimes v_i = \sum_i u_i \otimes a \rhd v_i, \ \forall a \in A \right\},
\]
and if the left bialgebroid \((U, A)\) is right Hopf, in the same spirit one verifies
\[
\begin{align*}
 u_{[-]} \otimes_A u_{[-]} & \in U \times^A U, & \text{(A.12)} \\
 u_{[+]}(1) u_{[-]} \otimes_A u_{(+)}(2) & = 1 \otimes_A u \in U \otimes_A U, & \text{(A.13)} \\
 u_{[-]}(1) u_{[+]}(2) \otimes_A u_{[+]} & = 1 \otimes_A u \in U \otimes_A U, & \text{(A.14)} \\
 u_{[+]}(1) \otimes_A u_{[-]}(2) & = u_{(1)}(+) \otimes_A u_{(-)}(2), & \text{(A.15)} \\
 u_{[+]}(1) \otimes_A u_{[-]}(2) & = u_{(-)}(1) \otimes_A u_{[-]}(2), & \text{(A.16)} \\
 (uv)[+] \otimes_A (uv)[-] & = u_{(+)} v_{(+)} \otimes_A v_{[-]} u_{(2)}, & \text{(A.17)} \\
 u_{[+]} & = t(\varepsilon(u)), & \text{(A.18)} \\
 u_{[-]} & = t(\varepsilon(u)^{-1}) = u, & \text{(A.19)} \\
 (s(a) t(b))[+] \otimes_A (s(a) t(b))[-] & = t(b) \otimes_A t(a), & \text{(A.20)}
\end{align*}
\]
see [BSz, Prop. 4.2], where in (A.12) we denoted
\[
U \times^A U := \{ \sum u_i \otimes v_i \in U \otimes_A U \mid \sum a \rhd u_i \otimes v_i = \sum u_i \otimes v_i \rhd a, \ \forall a \in A \}.
\]
If the left bialgebroid \((U, A)\) is simultaneously left and right Hopf, the compatibility between the two (inverses of the) Hopf-Galois maps comes out as:
\[
\begin{align*}
 u_{[+]} & \otimes_A u_{[-]} = u_{[+]} \otimes_A u_{[-]} = u_{[+]}(1) \otimes_A u_{[-]}(2), & \text{(A.21)} \\
 u_{[+]} & \otimes_A u_{[-]} = u_{[-]}(1) \otimes_A u_{[-]}(2), & \text{(A.22)} \\
 u_{[-]} & \otimes_A u_{[-]} = u_{[-]}(1) \otimes_A u_{[-]}(2), & \text{(A.23)}
\end{align*}
\]
see [ChGaKo, Lem. 2.3.4]. A simultaneous left and right Hopf structure on a left bialgebroid still does not imply the existence of an antipode required in the definition of a full Hopf algebroid. For example, the universal enveloping \(VL\) of a Lie-Rinehart algebra \((A, L)\) constitutes a left bialgebroid that is both left and right Hopf but still does not admit an antipode in general.

However, in case \((U, A) = (H, k)\) is actually a Hopf algebra over a field \(k\), the invertibility of \(\alpha\) guarantees the existence of the antipode \(S\) and the invertibility of \(\alpha_T\) the existence of \(S^{-1}\). More precisely, in these cases for any \(h \in H\) we had
\[
\begin{align*}
 h & \otimes \check{h} = h(1) \otimes S(h(2)) \\
 h & \otimes \check{h} = h(2) \otimes S^{-1}(h(1)),
\end{align*}
\]
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