Boundary and interface methods for energy stable finite difference discretizations of the dynamic beam equation
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A B S T R A C T

We consider energy stable summation by parts finite difference methods (SBP-FD) for the homogeneous and piecewise homogeneous dynamic beam equation (DBE). Previously the constant coefficient problem has been solved with SBP-FD together with penalty terms (SBP-SAT) to impose boundary conditions. In this work, we revisit this problem and compare SBP-SAT to the projection method (SBP-P). We also consider the DBE with discontinuous coefficients and present novel SBP-SAT, SBP-P, and hybrid SBP-SAT-P discretizations for imposing interface conditions. To demonstrate the methodology for two-dimensional problems, we also present a discretization of the piecewise homogeneous dynamic Kirchhoff-Love plate equation based on the hybrid SBP-SAT-P method. Numerical experiments show that all methods considered are similar in terms of accuracy, but that SBP-P can be more computationally efficient (less restrictive time step requirement for explicit time integration methods) for both the constant and piecewise constant coefficient problems.

© 2023 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The dynamic beam equation (DBE) is a standard beam theory model describing the motion of free vibrations of an Euler-Bernoulli beam. The derivation of the equation dates back to the 18th century but it is still used in engineering applications today. For example, in the construction of infrastructure involving beams such as buildings, bridges, and railways.

Most of the literature on the DBE focus on solving the constant coefficient problem in the frequency domain. By taking the Laplace transform of the equation one can, for specific boundary conditions and external loads, derive the fundamental frequencies of the beam and thus obtain explicit analytical solutions [1–4]. Although this approach is highly efficient when applicable, the analysis becomes significantly more complex when discontinuous beam parameters and general dynamic loads are required. An alternative is to utilize numerical methods. In [5] the spatial component of the solution is discretized with compact finite differences and used to numerically derive the natural frequencies of nanobeams. However, this approach assumes that the spatial and temporal parts of the solution function can be separated. In this paper we solve the DBE numerically in the time domain using the method of lines, i.e. we discretize the partial differential equation (PDE) in space and then solve the resulting system of ordinary differential equations (ODE). The spatial discretization is done using high-order explicit finite difference methods. This approach is not limited by any specific choice of boundary condi-
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tion or external loads and does not assume that the solution takes any particular form (e.g. separate temporal and spatial components).

It has for a long time been known that non-trivial boundary procedures are required to obtain stable high-order finite difference discretizations of initial-boundary value problems (IBVP) [6–10]. One way to manage this is to combine summation by parts (SBP) finite difference operators with either the simultaneous approximation term (SAT) method or the projection (P) method to impose boundary conditions. With both SBP-SAT and SBP-P semi-discrete energy estimates that mimic the continuous estimates can be derived, proving that the ODE systems are stable. The SBP-SAT and SBP-P methods have been applied to various PDE:s in the past, see for example [11–15]. See also [16–18] for examples of the SBP-SAT method applied to IBVP:s involving third and fourth derivatives. In [16] the SBP-SAT method was used to solve the DBE with constant coefficients.

In this paper, we begin by deriving stable SBP-P discretizations of the DBE with clamped and free boundary conditions and compare them to previously presented SBP-SAT discretizations [16]. We then consider the DBE with piecewise constant coefficients, requiring additional interface conditions to couple the solution across the discontinuities. We present novel SBP-SAT, SBP-P, and hybrid SBP-SAT-P discretizations for this problem and compare them numerically in terms of accuracy and computational efficiency. Previously SBP-SAT and SBP-P have been used to impose interface conditions for PDE:s with second derivatives in space, see for example [12,14,19]. Here we propose a novel third alternative utilizing SAT and projection simultaneously, SBP-SAT-P, where some interface conditions are imposed using SAT and others using projection. The focus of the current work is twofold: a) to develop a stable method for solving the DBE with general parameters, boundary conditions, and external loads and b) to compare SBP-SAT, SBP-P, and SBP-SAT-P for a problem involving high spatial derivatives (for which it is traditionally difficult to derive energy stable schemes). The methods developed in this paper can almost directly be applied to two-dimensional problems. To show this, we also present an SBP-SAT-P discretization of the dynamic Kirchoff-Love plate equation, which is an extension of the beam equation to two-dimensional plates.

This paper is organized as follows: In Section 2 the DBE is introduced. In Section 3 necessary definitions are presented. In Sections 4 and 5 the DBE with constant and piecewise constant coefficients respectively is analyzed. In Section 6 the time stepping scheme is presented. In Section 7 the methods for the DBE are compared and the analysis is verified numerically. In Section 8 the Kirchoff-Love plate equation is considered. Conclusions are drawn in Section 9.

2. The dynamic beam equation

Denote by \( w(x, t) \) the beam’s deflection from the x-axis, the DBE is then given by

\[
\begin{align*}
\mu(x) \frac{\partial^2 w(x, t)}{\partial t^2} &= -\frac{\partial^2}{\partial x^2} \left( E(x) I(x) \frac{\partial^2 w(x, t)}{\partial x^2} \right) + q(x, t), \quad x_l \leq x \leq x_r, \quad t > 0, \\
B_L(w) &= G_L(t), \quad x = x_l, \quad t > 0, \\
B_R(w) &= G_R(t), \quad x = x_r, \quad t > 0,
\end{align*}
\]

where \( E(x) \) is the elastic modulus of the beam, \( I(x) \) is the second moment of area of the beam’s cross-section, \( \mu(x) \) is the mass per unit length and \( q(x, t) \) is the external load. The initial data is \( f_{1,2}(x) \). The boundary operators \( B_{L,R} \) and boundary data \( G_{L,R}(t) \) determine the boundary conditions. For notational clarity, we rewrite the PDE as

\[
b(x)u_{tt} = -(a(x)u_{xx})_x + F(x, t),
\]

where subscripts denote partial differentiation. Note that the functions \( a(x) = E(x)I(x) \) and \( b(x) = \mu(x) \) are positive. Throughout this paper, we will assume that the boundary data \( G_{L,R}(t) \) and forcing function \( F(x, t) \) are zero (all methods considered are equally applicable with general non-homogeneous data).

3. Definitions

Let the inner product of two real-valued functions \( u, v \in L^2[x_l, x_r] \) be defined by \( \langle u, v \rangle = \int_{x_l}^{x_r} u v \, dx \) and the corresponding norm by \( \| u \|^2 = \langle u, u \rangle \).

The domain is discretized into \( m \) equidistant grid points given by

\[
x_i = x_l + (i - 1)h, \quad i = 1, 2, ..., m, \quad h = \frac{x_r - x_l}{m - 1}.
\]

A semi-discrete solution vector is given by \( v = [v_1, v_2, ..., v_m]^T \), where \( v_i \) is the approximate solution at grid point \( x_i \). Let \( \langle u, v \rangle_H = u^T H v \), where \( H = H^T > 0 \), define a discrete inner product for discrete real-valued vectors \( u, v \in \mathbb{R}^m \), and \( \| v \|^2_H = v^T H v \) the corresponding norm. We also define
The SBP operators used here are central finite difference operators with boundary closures carefully designed to mimic integration-by-parts in the semi-discrete setting. In this paper we present results for the 2nd, 4th and 6th order accurate fourth-derivative SBP operators presented in [18], the following definition is central:

**Definition 1.** A difference operator $D_4 = H^{-1} \left( N + e_d d_3^T + e_d d_2^T + e_r d_1^T - d_1^T - d_2^T - d_3^T \right)$ approximating $\partial^4/\partial x^4$ using a $p$th-order accurate narrow-stencil in the interior is said to be a $p$th-order diagonal-norm fourth-derivative SBP operator if $H = H^\top > 0$ is diagonal, $N = N^\top > 0$, $d_{1,i} v \approx -u_{i+1}^r$, $d_{1,i}^\top v \approx u_{i+1}^l$, $d_{2,i} v \approx -u_{i+1}^r$, $d_{2,i}^\top v \approx u_{i+1}^l$, $d_{3,i} v \approx -u_{i+1}^r$, and $d_{3,i}^\top v \approx u_{i+1}^l$ are finite difference approximations of the first, second and third normal derivatives at the left and right boundary points and $e_l$ and $e_r$ are the first and last columns of the identity matrix, respectively.

For the Kirchoff-Love plate problem in Section 8, both second- and fourth-derivative SBP operators constructed from the same norm ($H$) are needed, in order to discretize the cross-derivative terms. Second derivative SBP operators were also presented in [18], with the following definition:

**Definition 2.** A difference operator $D_2 = H^{-1} \left( -M + e_l d_1^T + e_r d_1^T \right)$ approximating $\partial^2/\partial x^2$ using a $p$th-order accurate narrow-stencil is said to be a $p$th-order accurate narrow-stencil diagonal-norm second derivative SBP operator if $H$ is diagonal and positive definite, $M$ is symmetric and positive semi-definite, $d_{1,i}^\top v \approx -u_i^r$, $d_{1,i}^\top v \approx u_i^l$ are finite difference approximations of the first normal derivative at the left and right boundary points and $e_l$ and $e_r$ are the first and last columns of the identity matrix, respectively.

The matrix $N$ can be decomposed in the following way:

$$N = \tilde{N} + h^3 \alpha_{III} \left( d_{2,i} d_{2,i}^T + d_{2,i} d_{2,i}^T \right) + h^3 \alpha_{III} \left( \frac{2}{\alpha_{III}} - d_{2,i}^T d_{2,i} + d_{3,i} d_{3,i}^T \right),$$

where $\tilde{N} = \tilde{N}^\top > 0$ and $\alpha_{II}$ and $\alpha_{III}$ are positive constants not dependent on $h$. In Fig. 1 the values ensuring positive semi-definiteness of $\tilde{N}$ are presented for the 2nd, 4th and 6th order accurate SBP operators used here.

4. Homogeneous beam

4.1. Well-posedness

We begin by considering a homogeneous beam, i.e. $a(x)$ and $b(x)$ are constant functions. Multiplying (2) by $u_t$, integrating over the domain, and using integration by parts (the energy method) leads to

$$\frac{d}{dt} E = 2a [-u_t u_{xxx} + u_{tx} u_{xx}]_t^x,$$

where $E$ is an energy defined as

$$E = b \| u_t \|^2 + a \| u_{xx} \|^2.$$

Assuming existence, well-posedness of (2) is achieved by imposing the minimum number of boundary conditions such that the right-hand side in (6) is non-positive with zero boundary data, i.e. the energy for the homogeneous problem is non-increasing. For this problem, the minimum number of boundary conditions is two on each boundary [16]. In this paper we consider the following homogeneous boundary conditions:

$$\begin{bmatrix} H & 0 \\ 0 & H \end{bmatrix}.$$


A semi-discrete SBP discretization of (2) with constant $a$ and $b$ is

$$b v_{tt} = -a D_4 v.$$  

(10)

The semi-discrete formulations of the boundary conditions (8) are

$$clamped: \quad e_i^T v = 0, \quad d_{1;i}^T v = 0, \quad e_r^T v = 0, \quad d_{1;r}^T v = 0,$$

$$free: \quad d_{2;i}^T v = 0, \quad d_{2;r}^T v = 0, \quad d_{3;i}^T v = 0, \quad d_{3;r}^T v = 0.$$  

(11)

To impose the boundary conditions while simultaneously obtaining a stable ODE, we consider two methods: SAT and projection. With SAT the ODE system takes the form

$$b v_{tt} = -a D_4 v + SAT,$$  

(12)

where $SAT = a H^{-1} B v$ and $B$ is a carefully chosen term so that the boundary conditions are imposed and an energy estimate is obtained, i.e. the eigenvalues of the matrix $-a D_4 + a H^{-1} B$ are real and non-positive. Stable SBP-SAT discretizations of the DBE with clamped and free boundary conditions are derived in [16]. To make the paper self-contained, we also present them here.

The projection method augments the system (10) as

$$b v_{tt} = -a PD_4 P v,$$  

(13)

where $P$ is a projection from $\mathbb{R}^m$ onto a subspace where the boundary conditions are satisfied. If $P$ is an orthogonal projection with respect to the inner product $(\cdot, \cdot)_H$, i.e.

$$(Pu, v)_H = (u, P v)_H, \quad u, v \in \mathbb{R}^m,$$  

(14)

the energy method can be used to show that the eigenvalues of the matrix $-aPD_4 P$ are real and non-positive. For the derivation of $P$ and examples of using the projection method for imposing boundary conditions, see [12,13,20,21].

In Sections 4.3-4.6 we derive semi-discrete energy estimates for (10) with boundary conditions (11) imposed using SAT and projection. To make the analysis more readable, we only present boundary terms corresponding to the left boundary. The right boundary terms are done analogously.

**Remark 1.** In this work, we only consider homogeneous boundary conditions. For inhomogeneous boundary conditions additional time-dependent data terms are included in (12) and (13). Boundary and forcing data do not affect stability.

### 4.3. Clamped boundary conditions with SAT

SAT for clamped boundary conditions, first presented in Lemma 4.3 in [16], is given by

$$SAT_c = -a H^{-1} (d_{3;i} + h^{-3} \tau_i e_i^T) e_i^T v - a H^{-1} (d_{2;i} + h^{-1} \sigma_i d_{1;i}) d_{1;i}^T v,$$  

(15)

where $\tau_i$ and $\sigma_i$ are constants chosen for stability. For completeness, we restate the Lemma and stability proof here.

**Lemma 1.** The system (12) is a stable approximation of the DBE with clamped boundary conditions if SAT is given by (15) and

$$\tau_i = \frac{1}{\alpha_{ii}}, \quad \sigma_i = \frac{1}{\alpha_{ii}}.$$  

(16)

**Proof.** The energy method applied to (12) with SAT given by (15) together with (5) leads to

$$\frac{d}{dt} E = 0,$$  

(17)

where
\[ E = b\|v_t\|_2^2 + a(v^\top \tilde{N}v + w^\top Aw), \tag{18} \]

\[
\begin{bmatrix}
e_i^\top v \\
d_1^{\top}v \\
d_2^{\top}v \\
d_3^{\top}v
\end{bmatrix}
\text{ and } A =
\begin{bmatrix}
h^{-3} \tau_l & 1 & 0 & 0 \\
1 & h^3 \alpha_{III} & 0 & 0 \\
0 & 0 & h^{-1} \sigma_l & 1 \\
0 & 0 & 1 & h \alpha_{III}
\end{bmatrix}. \tag{19}
\]

For \( E \) to be a valid energy it must be positive semi-definite. The matrix \( \tilde{N} \) is positive semi-definite for specific choices of \( \alpha_{II} \) and \( \alpha_{III} \), see Fig. 1. It remains to show which \( \tau_l \) and \( \sigma_l \) lead to positive semi-definite \( A \). By applying Sylvester’s criterion we get the conditions

\[
\tau_l = \frac{1}{\alpha_{III}} \text{ and } \sigma_l = \frac{1}{\alpha_{II}}. \tag{20}
\]

Note that multiple choices of \( \alpha_{II} \) and \( \alpha_{III} \) lead to stability.

4.4. Clamped boundary conditions with projection

The semi-discrete clamped boundary conditions can be written as \( L_c v = 0 \) where

\[
L_c =
\begin{bmatrix}
e_i^\top \\
d_1^\top
\end{bmatrix}. \tag{21}
\]

The projection operator is given by

\[
P = I_m - H^{-1} L_c^\top (L_c H^{-1} L_c^\top)^{-1} L_c,
\]

where \( I \) is the \( m \times m \) identity matrix. The following Lemma is one of the main results of this work:

**Lemma 2.** The system (13) is a stable approximation of the DBE with clamped boundary conditions if the projection operator \( P \) is given by (22).

**Proof.** The energy method applied to (13) leads to

\[
b(v_t, v_{tt})_H = -a(P v_t, D_4 P v)_H,
\]

where the self-adjoint property (14) is used. Let \( \tilde{v} = P v \) denote the projected solution vector and use Definition 1, we get

\[
\frac{d}{dt} E = -2a(e_i^\top \tilde{v}_t d_3^{\top} \tilde{v} + d_1^{\top} \tilde{v}_t d_2^{\top} \tilde{v}),
\]

where

\[
E = b\|v_t\|_2^2 + a\tilde{v}^\top \tilde{N} \tilde{v}
\]

defines an energy. Since \( L_c \tilde{v} = L_c P v = 0 \) we have \( e_i^\top \tilde{v} = d_1^{\top} \tilde{v} = 0 \) and thus

\[
\frac{d}{dt} E = 0. \tag{26}
\]

4.5. Free boundary conditions with SAT

SAT for free boundary conditions, first presented in Lemma 4.2 in [16], are given by

\[
SAT_f = a \tau_l H^{-1} d_1^{\top} d_2^{\top} v + a \sigma_l H^{-1} e_1^{\top} d_3^{\top} v,
\]

where \( \tau_l \) and \( \sigma_l \) are constants chosen for stability. For completeness, we restate the Lemma and stability proof here.

**Lemma 3.** The system (12) is a stable approximation of the DBE with free boundary conditions if SAT is given by (27) and

\[
\tau_l = \sigma_l = 1.
\]
Proof. The energy method applied to (12) with SAT given by (27) leads to
\[
\frac{d}{dt} E = 2a(\tau_l - 1)d_{1l}^Tv_id_{2l}^Tv + 2a(\sigma_l - 1)e_l^Tv_id_{3l}^Tv, \tag{29}
\]
where
\[
E = b\|v_l\|_H^2 + av^TNv
\]
defines an energy. The choice \( \tau_l = \sigma_l = 1 \) results in
\[
\frac{d}{dt} E = 0. \quad \Box
\]

4.6. Free boundary conditions with projection

The semi-discrete free boundary conditions can be written as \( L_f v = 0 \) where
\[
L_f = \begin{bmatrix} d_{2l}^T \\ d_{3l}^T \end{bmatrix}. \tag{32}
\]
The projection operator is given by
\[
P = I_m - H^{-1}L_f^T(L_fH^{-1}L_f)^{-1}L_f, \tag{33}
\]
where \( I \) is the \( m \times m \) identity matrix. The following Lemma is one of the main results in this work:

Lemma 4. The system (13) is a stable approximation of the DBE with free boundary conditions if the projection operator \( P \) is given by (33).

Proof. The energy method applied to (13) leads to
\[
b(v_l, v_{l1})_H = -a(Pv_l, D_4Pv)_H, \tag{34}
\]
where the self-adjoint property (14) is used. Let \( \tilde{v} = Pv \) denote the projected solution vector and use Definition 1, we get
\[
\frac{d}{dt} E = -2a(e_l^T\tilde{v}_lv_id_{2l}^T\tilde{v} + d_{1l}^T\tilde{v}_id_{3l}^T\tilde{v}), \tag{35}
\]
where
\[
E = b\|v_l\|_H^2 + av^TNv, \tag{36}
\]
defines an energy. Since \( L_f \tilde{v} = L_f Pv = 0 \) we have \( d_{2l}^T\tilde{v} = d_{3l}^T\tilde{v} = 0 \) and thus
\[
\frac{d}{dt} E = 0. \quad \Box \tag{37}
\]

5. Piecewise homogeneous beam

In this section, we turn to the DBE with piecewise constant coefficients. In the analysis, we assume that \( x_l < 0 \) and \( x_r > 0 \) and consider (2) with \( a(x) \) and \( b(x) \) piecewise constant with a discontinuity at \( x = 0 \), i.e.
\[
a(x) = \begin{cases} a^{(1)}, & \text{if } x < 0 \\ a^{(2)}, & \text{if } x > 0 \end{cases}, \quad b(x) = \begin{cases} b^{(1)}, & \text{if } x < 0 \\ b^{(2)}, & \text{if } x > 0 \end{cases}, \tag{38}
\]
where \( a^{(1,2)} \) and \( b^{(1,2)} \) are positive constants. We begin by deriving well-posed interface conditions in the continuous setting, we then discretize the equations in space and derive stable semi-discrete formulations with the interface conditions imposed using SAT, projection, and hybrid SAT and projection.
5.1. Well-posedness

The energy method applied to (2) with \(a(x)\) and \(b(x)\) given by (38) leads to
\[
\frac{d}{dt} E^{(a,b)} = a^{(1)} [u_{tx} u_{xx} - u_t u_{xxx}]^0_x + a^{(2)} [u_{tx} u_{xx} - u_t u_{xxx}]^0_+,
\]
where
\[
E^{(a,b)} = \int_x b^{(1)} u_t^2 + a^{(1)} u_{xx}^2 \, dx + \int_{x^+} b^{(2)} u_t^2 + a^{(2)} u_{xx}^2 \, dx.
\]
defines an energy. To obtain an energy estimate we split \(u(x,t)\) at the interface such that
\[
u(x,t) = \begin{cases} u^{(1)}(x,t), & \text{if } x < 0 \\ u^{(2)}(x,t), & \text{if } x > 0 \end{cases},
\]
and rewrite (2) as a system of PDEs:
\[
\begin{align*}
\dot{b}^{(1)} u_t^{(1)} &= -a^{(1)} u_{xxx}^{(1)}, & x_l \leq x \leq 0, & t > 0, \\
\dot{b}^{(2)} u_t^{(2)} &= -a^{(2)} u_{xxx}^{(2)}, & 0 \leq x \leq x_r, & t > 0.
\end{align*}
\]
The energy estimate becomes
\[
\frac{d}{dt} E^{(a,b)} = a^{(1)} [u^{(1)}_{tx} u^{(1)}_{xx} - u_t^{(1)} u^{(1)}_{xxx}]^0_x + a^{(2)} [u^{(2)}_{tx} u^{(2)}_{xx} - u_t^{(2)} u^{(2)}_{xxx}]^0_+.
\]
where
\[
E^{(a,b)} = b^{(1)} \|u_t^{(1)}\|^2 + b^{(2)} \|u_t^{(2)}\|^2 + a^{(1)} \|u_{xx}^{(1)}\|^2 + a^{(2)} \|u_{xx}^{(2)}\|^2.
\]
In addition to outer boundary conditions, the following interface conditions will bound the energy:
\[
\begin{align*}
u^{(1)}(x_l) &= u^{(2)}(x_l), & x = 0, \\
u^{(1)}(x_r) &= u^{(2)}(x_r), & x = 0, \\
a^{(1)} u^{(1)}_{xx}(x_l) &= a^{(2)} u^{(2)}_{xx}(x_r), & x = 0,
\end{align*}
\]
With either boundary conditions in (8) and the interface conditions (45) the energy given by (44) is conserved.

5.2. Spatial discretization

Let \(v^{(1)}\) and \(v^{(2)}\) denote solution vectors on the left and right sides of the discontinuity respectively. For notational clarity, we assume that the same SBP operators are used in both blocks. A consistent semi-discrete formulation of (42) is given by
\[
(B \otimes I_m) w_{tt} = -(A \otimes D_A) w,
\]
where
\[
w = \begin{bmatrix} v^{(1)} \\ v^{(2)} \end{bmatrix}, \quad B = \begin{bmatrix} b^{(1)} & 0 \\ 0 & b^{(2)} \end{bmatrix}, \quad A = \begin{bmatrix} a^{(1)} & 0 \\ 0 & a^{(2)} \end{bmatrix},
\]
and \(\otimes\) denotes the Kronecker product. The semi-discrete formulation of the interface conditions (45) is
\[
\begin{align*}
\dot{v}^{(1)} - \dot{v}^{(2)} &= 0, \\
d^{\text{I}_r}v^{(1)} + d^{\text{I}_l}v^{(2)} &= 0, \\
a^{(1)} d^{\text{I}_r}v^{(1)} + a^{(2)} d^{\text{I}_l}v^{(2)} &= 0,
\end{align*}
\]
In the analysis of the semi-discrete multiblock problem, we assume that outer boundary conditions are imposed correctly (for example by using any of the methods discussed in Sections 4.3-4.6). Therefore, the terms corresponding to outer boundaries are not included in the equations presented.
As for the single-block problem, the semi-discrete interface conditions (47) should be imposed such that an energy estimate is obtained. With SBP-SAT additional terms are added to (46). With SBP-P the system (46) is augmented similarly as (13), using a projection onto the subspace of $\mathbb{R}^{2m}$ where the interface conditions (47) are fulfilled. Since the dual-block projection operator acts on the full solution vector $w$, the self-adjoint property becomes

$$(Pu, v)_{\tilde{H}} = (u, Pv)_{\tilde{H}}, \quad u, v \in \mathbb{R}^{2m}. \tag{48}$$

With SBP-SAT-P both SAT and projection are used to modify the system simultaneously. In Sections 5.3-5.5 semi-discrete formulations and stability proofs of each of the three methods are presented.

5.3. Interface conditions with SAT

A consistent semi-discrete approximation of (42) with the interface conditions (45) imposed using the SAT method is given by

$$(B \otimes I_m)w_{tt} = -(A \otimes D_4)w + SAT, \tag{49}$$

where $SAT = SAT_1 + SAT_2 + SAT_3 + SAT_4$.

$$SAT_1 = \begin{bmatrix}
-H^{-1}(\frac{\sigma}{\beta} d_1 + \frac{(1)}{2} d_{2,r}) e_1^T & H^{-1}(\frac{(1)}{\beta} e_r + \frac{(2)}{2} d_{2,l}) e_1^T \\
-H^{-1}(\frac{(1)}{\beta} e_r + \frac{(2)}{2} d_{2,l}) e_1^T & -H^{-1}(\frac{\sigma}{\beta} d_1 + \frac{(2)}{2} d_{2,l}) e_1^T
\end{bmatrix} w,$$

$$SAT_2 = \begin{bmatrix}
-H^{-1}(\frac{\sigma}{\beta} d_1 + \frac{(1)}{2} d_{2,r}) d_1^T & H^{-1}(\frac{(1)}{\beta} d_1 + \frac{(2)}{2} d_{2,l}) d_1^T \\
-H^{-1}(\frac{(1)}{\beta} d_1 + \frac{(2)}{2} d_{2,l}) d_1^T & -H^{-1}(\frac{\sigma}{\beta} d_1 + \frac{(2)}{2} d_{2,l}) d_1^T
\end{bmatrix} w,$$

$$SAT_3 = \begin{bmatrix}
\frac{(1)}{\beta} H^{-1} e_1 d_{2,r}^T & \frac{(2)}{\beta} H^{-1} e_1 d_{1,l}^T \\
\frac{(2)}{\beta} H^{-1} e_1 d_{1,l}^T & \frac{(1)}{\beta} H^{-1} e_1 d_{2,r}^T
\end{bmatrix} w,$$

$$SAT_4 = \begin{bmatrix}
\frac{(1)}{\beta} H^{-1} e_2 d_{2,r}^T & \frac{(2)}{\beta} H^{-1} e_2 d_{1,l}^T \\
\frac{(2)}{\beta} H^{-1} e_2 d_{1,l}^T & \frac{(1)}{\beta} H^{-1} e_2 d_{2,r}^T
\end{bmatrix} w,$$

and $\tau$ and $\sigma$ are parameters tuned for stability. The ansatz for the SAT in (49) is similar in structure to the SAT presented in [19] for imposing interface conditions for the second-order wave equation. The following Lemma is one of the main results of this paper:

**Lemma 5.** The system (49) is a stable approximation of the DBE with piecewise constant parameters if

$$\tau = \frac{1}{4\alpha_{II}}(a^{(1)} + a^{(2)}), \quad \sigma = \frac{1}{4\alpha_{II}}(a^{(1)} + a^{(2)}), \tag{51}$$

and $\alpha_{II}$ and $\alpha_{III}$ are chosen so that $\tilde{N}$ is positive semi-definite.

**Proof.** The energy method applied to (49) together with (5) and Definition 1 leads to

$$\frac{d}{dt} E = 0, \tag{52}$$

where

$$E = b^{(1)} \|v^{(1)}\|_H^2 + b^{(2)} \|v^{(2)}\|_H^2 + a^{(1)}(v^{(1)})^T \tilde{N} v^{(1)} + a^{(2)}(v^{(2)})^T \tilde{N} v^{(2)} + (w^{(1)})^T A_1 w^{(1)} + (w^{(2)})^T A_2 w^{(2)}, \tag{53}$$

and

$$w_1 = \begin{bmatrix}
e_1^T v^{(1)} \\
ed_1^T v^{(2)} \\
ed_2^T v^{(1)} \\
ed_2^T v^{(2)}
\end{bmatrix}, \quad A_1 = \begin{bmatrix}
\frac{\sigma}{\beta} & 0 \\
0 & \frac{\sigma}{\beta} \\
0 & \frac{\sigma}{\beta} \\
0 & \frac{\sigma}{\beta}
\end{bmatrix},$$

$$w_2 = \begin{bmatrix}
e_1^T v^{(1)} \\
e_1^T v^{(2)} \\
e_2^T v^{(1)} \\
e_2^T v^{(2)}
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
0 & \frac{\sigma}{\beta} \\
\frac{\sigma}{\beta} & 0 \\
\frac{\sigma}{\beta} & 0 \\
\frac{\sigma}{\beta} & 0
\end{bmatrix}.$$
For $E$ to be a valid energy it must be positive semi-definite. The matrix $\tilde{N}$ is positive semi-definite for specific choices of $\alpha_{II}$ and $\alpha_{III}$, see Fig. 1. It remains to show which $\tau$ and $\sigma$ lead to positive semi-definite $A_1$ and $A_2$. By Sylvester’s criterion we get the conditions

$$\tau = \frac{1}{4\alpha_{III}}(a^{(1)} + a^{(2)}) \quad \text{and} \quad \sigma = \frac{1}{4\alpha_{III}}(a^{(1)} + a^{(2)}). \quad (55)$$

Note that multiple choices of $\alpha_{II}$ and $\alpha_{III}$ lead to stability.

5.4. Interface conditions with projection

A consistent semi-discrete approximation of (42) with the interface conditions (45) imposed using the projection method is given by

$$(B \otimes I_m) w_\Omega = -P(A \otimes D_A) P w,$$  \quad (56)

where

$$P = I_{2m} - \tilde{H}^{-1} L^T (L \tilde{H}^{-1} L^T)^{-1} L.$$  \quad (57)

$I_{2m}$ is the $2m \times 2m$ identity matrix and $L$ is given by

$$L = \begin{bmatrix}
    \tilde{e}^T_f & -\tilde{e}^T_N \\
    d^T_{1;r} & d^T_{1;l} \\
    a^{(1)} d^T_{2;r} & a^{(1)} d^T_{2;l} \\
    a^{(2)} d^T_{3;r} & a^{(2)} d^T_{3;l}
\end{bmatrix}.$$  \quad (58)

Note that $L w = 0$ defines the interface conditions (47). The following Lemma is one of the main results of this paper:

**Lemma 6.** The system (56) is a stable approximation of the DBE with piecewise constant parameters.

**Proof.** The energy method applied to (56) leads to

$$(w_t, (B \otimes I_m) w_\Omega)_H = -(P w_t, (A \otimes D_A) P w)_H,$$  \quad (59)

where the self-adjoint property (48) is used. Let $\tilde{w} = \begin{bmatrix} \tilde{\psi}^{(1)} \\ \tilde{\psi}^{(2)} \end{bmatrix} = P w$ denote the projected solution and use Definition 1, we get

$$\frac{d}{dt} E = -2a^{(1)}(e^T_t \tilde{v}^{(1)}_t d^T_{3;r} \tilde{v}^{(1)} - d^T_{1;r} \tilde{v}^{(1)}_t d^T_{2;r} \tilde{v}^{(1)})$$

$$- 2a^{(2)}(e^T_t \tilde{v}^{(2)}_t d^T_{2;r} \tilde{v}^{(2)} + d^T_{1;l} \tilde{v}^{(2)}_t d^T_{2;l} \tilde{v}^{(2)}),$$  \quad (60)

where

$$E = b^{(1)} \|\tilde{v}^{(1)}_t\|_H^2 + b^{(2)} \|\tilde{v}^{(2)}_t\|_H^2 + a^{(1)}(\tilde{\psi}^{(1)})^T N \tilde{\psi}^{(1)} + a^{(2)}(\tilde{\psi}^{(2)})^T N \tilde{\psi}^{(2)},$$  \quad (61)

defines an energy. Since $L \tilde{w} = L P w = 0$, i.e. the interface conditions (47) are fulfilled for $\tilde{\psi}^{(1)}$ and $\tilde{\psi}^{(2)}$, the terms in the right-hand side of (60) cancel and we get

$$\frac{d}{dt} E = 0. \quad (62)$$

5.5. Interface conditions with hybrid SAT and projection

A consistent semi-discrete approximation of (42) with the first two interface conditions in (45) imposed using the projection method and the last two using the SAT method is given by

$$(B \otimes I_m) w_\Omega = -P(A \otimes D_A) P w + SAT,$$  \quad (63)

where $SAT = SAT_1 + SAT_2$.  
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\[ SAT_1 = P \left[ -a^{(1)} \frac{1}{2} H^{-1} d_{1,1} d_{2,r}^{\top} - a^{(2)} \frac{1}{2} H^{-1} d_{1,1} d_{2,r}^{\top} \right] P w, \]

\[ SAT_2 = P \left[ a^{(1)} \frac{1}{2} H^{-1} e_r d_{3,r}^{\top} + a^{(2)} \frac{1}{2} H^{-1} e_r d_{3,r}^{\top} \right] P w. \]

(64)

The projection operator is given by

\[ P = I_{2m} - \tilde{H}^{-1} L^\top (L \tilde{H}^{-1} L^\top)^{-1} L, \]

(65)

where

\[ L = \begin{bmatrix} e_r^\top &\tilde{e}_r^\top \\
 d_{1,1} &\tilde{d}_{1,1} \end{bmatrix}. \]

(66)

Note that since \( P \) appears in (64) the SAT is weakly imposing the interface conditions in the subspace of projected solutions. The following Lemma is one of the main results of this paper:

**Lemma 7.** The system (63) is a stable approximation of the DBE with piecewise constant parameters.

**Proof.** The energy method applied to (63) leads to

\[ (w_t, (B \otimes I_m) w_{tt})_{\tilde{H}} = -(w_t, P (A \otimes D_4) P w + SAT)_{\tilde{H}}. \]

(67)

Let \( \tilde{w} = \begin{bmatrix} \tilde{v}_t^{(1)} \\
 \tilde{v}_t^{(2)} \end{bmatrix} = P w \) denote the projected solution. Using the self-adjoint property (48) and Definition 1 results in

\[
\frac{d}{dt} E = a^{(1)} (e_r^\top \tilde{v}_t^{(2)} - e_r^\top \tilde{v}_t^{(1)}) d_{3,r}^{\top} \tilde{v}^{(1)} + a^{(1)} (d_{1,1}^\top \tilde{v}_t^{(2)} + d_{1,1}^\top \tilde{v}_t^{(1)}) \tilde{d}_{2,r}^{\top} \tilde{v}^{(1)} \\
- a^{(2)} (e_r^\top \tilde{v}_t^{(2)} - e_r^\top \tilde{v}_t^{(1)}) d_{3,r}^{\top} \tilde{v}^{(2)} - a^{(2)} (d_{1,1}^\top \tilde{v}_t^{(2)} + d_{1,1}^\top \tilde{v}_t^{(1)}) \tilde{d}_{2,r}^{\top} \tilde{v}^{(2)}
\]

(68)

where

\[ E = b^{(1)} \| v_t^{(1)} \|^2_{\tilde{H}} + b^{(2)} \| v_t^{(2)} \|^2_{\tilde{H}} + a^{(1)} (\tilde{v}_t^{(1)})^\top N \tilde{v}_t^{(1)} + a^{(2)} (\tilde{v}_t^{(2)})^\top N \tilde{v}_t^{(2)}. \]

(69)

defines an energy. Since \( L \tilde{w} = L P v = 0 \) we have \( e_r^\top \tilde{v}_t^{(1)} = e_r^\top \tilde{v}_t^{(2)} \) and \( d_{1,1}^\top \tilde{v}_t^{(1)} = -d_{1,1}^\top \tilde{v}_t^{(2)} \). Substituted into (68) gives

\[ \frac{d}{dt} E = 0. \]

(70)

**6. Time integration**

All methods considered in this paper lead to a system of ODE:s (with \( m \) and \( 2m \) unknowns for the single- and dual-block problems respectively) on the form

\[
\begin{align*}
    v_{tt} &= D v, & t &\geq 0 \\
    v(t) &= f_1, & t &= 0, \\
    v_{tt} &= f_2, & t &= 0,
\end{align*}
\]

(71)

where \( D \) is a matrix with real non-positive eigenvalues. To integrate the system in time we use a 4th order accurate method given by

\[
\begin{align*}
    v^{(0)} &= f_1, \\
    v^{(1)} &= (I + \frac{k^2}{2} D) f_1 + k (I + \frac{k^2}{6} D) f_2, \\
    v^{(n+1)} &= (2I + k^2 D + \frac{k^4}{12} D D) v^{(n)} - v^{(n-1)},
\end{align*}
\]

(72)

where \( k \) is the temporal step size. See \([12,16]\) for more details on these types of time-stepping methods. It is easily shown that stability is obtained if \( k \) satisfies

\[ k^2 \rho(D) < 12, \]

(73)
where $\rho(D)$ is the spectral radius of $D$. Introducing the undivided matrix $\tilde{D} = h^4 D$ we get the CFL condition

$$k < \sqrt{\frac{12}{\rho(\tilde{D})}} h^2. \quad (74)$$

The spectral radius of the undivided operator $\tilde{D}$ is dependent on the spatial discretization but not on $h$ (for large enough problems). Thus, if the time step is chosen as a fraction of the stability limit, the theoretical execution time for a given problem size is proportional to $\sqrt{\rho(\tilde{D})}$.

7. Numerical experiments

In this section, we numerically verify and compare the methods. We evaluate the methods in terms of error convergence and theoretical execution time measured as the spectral radius of the undivided spatial operator (as outlined in Section 6).

7.1. Analytical solutions

To measure the error and convergence of the methods we use standing waves solutions derived using separation of variables. The form of the analytical solutions are given by

$$u(x, t) = T(t) X(x), \quad (75)$$

where

$$T(t) = \cos(\beta^2 \frac{a}{b} t) \quad \text{and} \quad X(x) = A_1 \cosh(\beta x) + A_2 \cos(\beta x) + A_3 \sin(\beta x) + A_4 \sinh(\beta x). \quad (76)$$

The constants $A_{1,2,3,4}$ and $\beta$ are found by imposing the boundary or interface conditions and solving the resulting nonlinear system of equations numerically. For the multiblock problem, the solutions in each block are given by (75) with separate parameters.

To evaluate the boundary treatments homogeneous beams with clamped and free homogeneous boundary conditions are considered. For these problems we choose $b = a = 1$ and the domain $x \in [0, 1].$ The interface treatments are evaluated by considering a periodic domain $x \in [-1, 1]$ with a parameter discontinuity at $x = 0$ and $x = \pm 1$ (two interface couplings). The parameters are chosen to $a^{(1)} = 1,$ $a^{(2)} = 4$ and $b^{(1)} = b^{(2)} = 1.$ The solutions at $t = 0$ (initial data) are plotted in Fig. 2. In Appendix A the parameters $A_{1,2,3,4}$ and $\beta$ for the homogeneous beam with clamped and free boundary conditions and parameters $A_{1,2,3,4}^{(1,2)}$ and $\beta^{(1,2)}$ for the piecewise homogeneous beam are presented.

The error is calculated as

$$\varepsilon^{(m)} = \| u - v^{(m)} \|_h, \quad (78)$$

where $u$ is the analytical solution, $v^{(m)}$ is the approximate solution with $m$ grid points, and $\| \cdot \|_h$ is the discrete $L^2$-norm. The time step is chosen as the stability requirement divided by two. The errors are measured at $t = 1.$
7.2. Choice of $\alpha_{II}$ and $\alpha_{III}$ for SAT

When imposing clamped boundary conditions with SAT or interface conditions with only SAT one has to decide how to choose the parameters $\alpha_{II}$ and $\alpha_{III}$, see Sections 4.3 and 5.3. In this section, we investigate the influence of these parameters on the error and spectral radius (theoretical execution time, see Section 6) for the homogeneous DBE with clamped boundary conditions.

In Fig. 3 the error and undivided spectral radius for stable choices of $\alpha_{II}$ and $\alpha_{III}$ are plotted for the 2nd, 4th, and 6th order operators with $m = 21$. For all orders the spectral radius is greatest for small $\alpha_{II,III}$. This is expected since it leads to SAT with a larger magnitude, and thus the boundary conditions are imposed more strongly.
As can be seen in the error plots of all orders, the smallest spectral radius leads to a relatively large error and, in some cases, the smallest error leads to the largest spectral radius. It is not clear whether or not an optimal choice exists. In this paper, we use the parameters derived in [16], given by the largest $\alpha_{II}$ and $\alpha_{III}$ such that

$$\frac{N}{2} - h\alpha_{II}(d_{2,1}d_{2,1}^T + d_{2,3}d_{2,3}^T) \geq 0 \quad \text{and}$$

$$\frac{N}{2} - h^3\alpha_{III}(d_{3,1}d_{3,1}^T + d_{3,3}d_{3,3}^T) \geq 0. \quad (79)$$

These parameters, here referred to as standard, are determined numerically and presented in Table 1 and Fig. 3. Clearly, for this problem, the standard parameters are not optimal. However, we have found by extensive testing that this choice leads to a reliable balance between error and spectral radius. Furthermore, computing the standard parameters is cheap and problem independent. Performing a parameter sweep such as the one used to generate Fig. 3 is highly expensive and not feasible for individual problems. In the present study, we settle with using the standard parameters for the purpose of comparing SAT to projection. The question of optimal parameter choices is an interesting topic for future research.

### 7.3. Spectral radius

In this section, we present and compare the spectral radii of the spatial operators for the homogeneous and piecewise homogeneous beam problems.

In Table 2 the undivided spectral radii for the homogeneous beam problem with clamped and free boundary conditions imposed using SAT and projection are presented. The results show that the projection method leads to a smaller spectral radius, thus allowing for a larger time step, compared to SAT. Note also that the spectral radius with boundary conditions imposed using projection is independent of boundary conditions, whereas the clamped boundary conditions with SAT yield a significantly larger spectral radius compared to free boundary conditions with SAT.

In Table 3 the undivided spectral radii for the piecewise homogeneous beam problem with interface conditions imposed using SAT, projection, and the hybrid method are shown. For the 2nd and 4th order operators, the spectral radius is independent of the method. For the 6th order operators, the projection method yields the smallest spectral radius and SAT the largest.

### 7.4. Error convergence

In this section, we present accuracy and convergence results for the homogeneous and piecewise homogeneous beam problems. The theoretical rate of convergence for this problem is $\min(2p, r + 4)$, where $2p$ is the internal stencil order and $r$ is the boundary closure order [22]. For the 2nd, 4th, and 6th order SBP operators used here we have $p = 1, 2, 3$ and
Fig. 4. Error as a function of step size for a homogeneous beam with clamped and free boundary conditions imposed using SAT and projection. Results with 2nd, 4th, and 6th order SBP operators are presented. The dashed lines indicate the theoretical convergence rates $2$, $4$, and $5$.

Fig. 5. Error as a function of step size for circular piecewise homogeneous beam imposed using SAT, projection and hybrid method. Results with 2nd, 4th, and 6th order SBP operators are presented. The dashed lines indicate the theoretical convergence rates $2$, $4$, and $5$.

$r = -2, 0, 1$ (see [18] for more details). Thus, the theoretical convergence rates are $2, 4, 5$ for the 2nd, 4th, and 6th order SBP operators respectively.

In Fig. 4 the errors of the homogeneous beam problem with clamped and free boundary conditions imposed using SAT and projection are plotted for the 2nd, 4th, and 6th order operators. The plots indicate good agreement with the theoretical convergence expectations for large step sizes. The roundoff errors are dominant with the 4th and 6th order operators for approximately $h < 5 \cdot 10^{-3}$. The results show that the error with SAT and projection are comparable for clamped boundary conditions, and that SAT is slightly more accurate for free boundary conditions.

In Fig. 5 we compare the errors for the piecewise homogeneous beam with interface conditions imposed using SAT, projection, and the hybrid method. The results show that all three methods for imposing interface conditions are comparable in terms of error and that the expected convergence rates with all operators are obtained for large $h$.

8. Kirchoff-Love plate equation

To demonstrate that the methods can be extended to two-dimensional problems, we briefly consider the Kirchoff-Love plate equation, given by

$$
bu_{tt} = -a \Delta^2 u = -a(u_{xxxx} + 2u_{xxyy} + u_{yyyy}), \quad x, y \in \Omega
$$

with clamped boundary conditions, given by

$$
\frac{\partial u}{\partial n} = 0, \quad x, y \in \partial \Omega.
$$
Here $\Omega = [x_l, x_r] \times [y_l, y_r]$ defines a rectangular domain, $\partial\Omega$ denotes its boundary, and $n$ is the outward pointing normal. Multiplying (80) by $u_t$, integrating over $\Omega$, and using integration by parts repeatedly lead to

$$\frac{d}{dt} E = -4a(u_{txy} + u_{xyy}) d\Omega + 2a\int_{\Omega} [(u_{txx} + 2u_{xyy} + 2u_{xyy}] dy$$

$$+ 2a\int_{\Omega} (u_{txx} + 2u_{xyy} + 2u_{xyy}] dx$$

where

$$E = b\|u_t\|^2 + a\|u_{xx}\|^2 + 2a\|u_{xy}\|^2 + a\|u_{yy}\|^2.$$ (83)

Imposing the boundary conditions (81) leads to energy conservation

$$\frac{d}{dt} E = 0.$$ (84)

We now place an interface at $x = 0$ (assuming $x_l < 0$ and $x_r > 0$) and let $a^{(1,2)}$ and $b^{(1,2)}$ denote the material parameters in the left and right blocks. Following the reasoning in Section 5, the PDE is split at the interface as follows:

$$b^{(1)}u_{tx} = -a^{(1)}(u_{txx} + 2u_{xyy} + u_{xyy}), \quad x, y \in \Omega^{(1)};$$

$$b^{(2)}u_{tx} = -a^{(2)}(u_{txx} + 2u_{xyy} + u_{xyy}), \quad x, y \in \Omega^{(2)};$$

where $\Omega^{(1)} = [x_l, 0] \times [y_l, y_r]$ and $\Omega^{(2)} = [0, x_r] \times [y_l, y_r]$. Ignoring terms corresponding to outer boundaries, the energy equation becomes

$$\frac{d}{dt} E = -4[a^{(1)}u_{tx}^{(1)}u_{xy}^{(1)} - a^{(2)}u_{tx}^{(2)}u_{xy}^{(2)}] d\Omega$$

$$+ 2\int_{\Omega^{(1)}} a^{(1)}(-u_{txx}^{(1)} + u_{txx}^{(1)} + 2u_{tyy}^{(1)}) dx$$

$$+ a^{(2)}(u_{tx}^{(2)}u_{xx}^{(2)} - u_{tx}^{(2)}u_{xx}^{(2)} - 2u_{ty}^{(2)}u_{xy}^{(2)}) dy$$

where

$$E = \sum_{i=1,2} b^{(i)}\|u_t^{(i)}\|^2 + a^{(i)}\|u_{xx}^{(i)}\|^2 + 2\|u_{xy}^{(i)}\|^2 + \|u_{yy}^{(i)}\|^2.$$ (87)

If the interface conditions

$$u^{(1)} = u^{(2)},$$

$$a^{(1)}u_{xx}^{(1)} = a^{(2)}u_{xx}^{(2)},$$

$$u_{xx}^{(1)} = u_{xx}^{(2)},$$

$$a^{(1)}u_{xx}^{(1)} = a^{(2)}u_{xx}^{(2)},$$

are satisfied at $x = 0$, the right-hand side of (86) is zero and the energy is conserved.

8.1. Spatial discretization

The PDE is discretized using SBP operators with the boundary and interface conditions imposed using a hybrid projection and SAT method. The one-dimensional SBP operators are extended to 2D using the following definitions:

$$D_{2x} = D_2 \otimes I_m, \quad D_{2y} = I_m \otimes D_2,$$

$$D_{4x} = D_4 \otimes I_m, \quad D_{4y} = I_m \otimes D_4,$$

$$e_W = e_1 \otimes I_m, \quad d_{(1,2,3);W} = d_{(1,2,3);L} \otimes I_m,$$

$$e_E = e_m \otimes I_m, \quad d_{(1,2,3);E} = d_{(1,2,3);R} \otimes I_m,$$

$$e_S = I_m \otimes e_1, \quad d_{(1,2,3);S} = I_m \otimes d_{(1,2,3);L},$$

$$e_N = I_m \otimes e_m, \quad d_{(1,2,3);N} = I_m \otimes d_{(1,2,3);R}.$$ (89)
We also have the two-dimensional inner product matrices
\[ H_x = H \otimes I_m, \quad H_y = I_m \otimes H, \quad \text{and} \quad H_{xy} = H_x H_y = H \otimes H. \] (90)

The global two-block inner product is given by
\[ \hat{H} = \begin{bmatrix} H_{xy} & 0 \\ 0 & H_{xy} \end{bmatrix}. \] (91)

Let \( w = \begin{bmatrix} \nu^{(1)} \\ \nu^{(2)} \end{bmatrix} \) denote the global semi-discrete solution vector, where \( \nu^{(1)} \) and \( \nu^{(2)} \) are column-major ordered semi-discrete solution vectors in the left and right blocks, respectively. A consistent semi-discrete approximation of (85) using SBP-SAT-P is
\[ (B \otimes I_m^2)w_{tt} = P(D + SAT_1 + SAT_2)Pw, \] (92)

where
\[ P = I_{2m^2} - \hat{H}^{-1}L^T(L\hat{H}^{-1}L)^{-1}L, \] (93)
\[ D = \begin{bmatrix} -a^{(1)}(D_{4x} + 2D_{2x}D_{2y} + D_{4y}) & 0 \\ 0 & -a^{(2)}(D_{4x} + 2D_{2x}D_{2y} + D_{4y}) \end{bmatrix}, \] (94)
\[ SAT_1 = \begin{bmatrix} \tau_1 a^{(1)} H_{xy}^{-1} e_E H d_{1;E}^T & \tau_1 a^{(2)} H_{xy}^{-1} e_E H d_{2;E}^T \\ \tau_1 a^{(1)} H_{xy}^{-1} e_W H d_{3;E}^T & \tau_1 a^{(2)} H_{xy}^{-1} e_W H d_{3;E}^T \end{bmatrix}, \] (95)
and
\[ SAT_2 = \begin{bmatrix} \tau_2 H_{xy}^{-1} d_{1;E} H d_{1;E}^T & \tau_2 H_{xy}^{-1} d_{1;E} H d_{2;E}^T \\ \sigma_1 a^{(1)} H_{xy}^{-1} e_W H d_{1;E}^T & \sigma_1 a^{(2)} H_{xy}^{-1} e_W H d_{1;E}^T \end{bmatrix}. \] (96)

The penalty terms \( SAT_1 \) and \( SAT_2 \) impose the last two conditions in (88) weakly using the SAT method, where \( \tau_1,2 \) and \( \sigma_1,2 \) are scalars tuned for stability. The boundary conditions and remaining interface conditions are given by \( Lw = 0 \), where
\[ L = \begin{bmatrix} L_{BC}^{(1)} & 0 \\ 0 & L_{IC} \end{bmatrix}. \] (97)

and
\[ L_{BC}^{(1)} = \begin{bmatrix} e_W^T \\ e_S^T \\ e_N^T \\ d_{1;W}^{1;S} \\ d_{1;N}^{1;S} \end{bmatrix}, \quad L_{BC}^{(2)} = \begin{bmatrix} e_E^T \\ e_S^T \\ e_N^T \\ d_{1;E}^{1;S} \\ d_{1;N}^{1;S} \end{bmatrix}, \quad L_{IC} = \begin{bmatrix} e_E^T \\ a^{(1)} d_{1;E}^T - a^{(2)} d_{1;W}^T \\ a^{(1)} d_{1;E}^T - a^{(2)} d_{1;W}^T \end{bmatrix}. \] (98)

Lemma 8. The system (92) is a stable approximation of the piecewise continuous Kirchoff-Love plate equation (85) if \( D_2 \) and \( D_4 \) are SBP operators built on the same norm, and if
\[ \tau_1 = 1 - \sigma_1 \quad \text{and} \quad \tau_2 = \sigma_2 \frac{a^{(1)}}{a^{(2)}} - a^{(1)}. \] (99)

Proof. Multiplying (92) by \( w_t^T \hat{H} \) and using Definition 1 lead to
\[ \frac{d}{dt} E = a^{(1)} BT^{(1)} + a^{(2)} BT^{(2)} + IT, \] (100)
where the boundary terms are
\[ BT^{(1)} = -2(e_W^T v_t^{(1)})^T H d_{3;W}^T \bar{v}^{(1)} - 2(d_{1;W}^T v_t^{(1)})^T H d_{2;W}^T \bar{v}^{(1)} + 4(e_W^T v_t^{(1)})^T M d_{1;W}^T \bar{v}^{(1)} \]
\[ - 2(e_S^T v_t^{(1)})^T H d_{3;S}^T \bar{v}^{(1)} - 2(d_{1;S}^T v_t^{(1)})^T H d_{2;S}^T \bar{v}^{(1)} + 4(e_S^T v_t^{(1)})^T M d_{1;S}^T \bar{v}^{(1)} \]
\[ - 2(e_N^T v_t^{(1)})^T H d_{3;N}^T \bar{v}^{(1)} - 2(d_{1;N}^T v_t^{(1)})^T H d_{2;N}^T \bar{v}^{(1)} + 4(e_N^T v_t^{(1)})^T M d_{1;N}^T \bar{v}^{(1)} \]
\[ - 4(e_r^T e_S^T v_t^{(1)})^T (d_{1;r}^T d_{1;S}^T \bar{v}^{(1)}) - 4(e_r^T e_N^T v_t^{(1)})^T (d_{1;r}^T d_{1;N}^T \bar{v}^{(1)}), \] (101)
\[ BT^{(2)} = -2(e_E^T v_t^{(1)})^T H d_{3;E}^T \bar{v}^{(1)} - 2(d_{1;E}^T v_t^{(1)})^T H d_{2;E}^T \bar{v}^{(1)} + 4(e_E^T v_t^{(1)})^T M d_{1;E}^T \bar{v}^{(1)} \]
\[ - 2(e_S^T v_t^{(1)})^T H d_{3;S}^T \bar{v}^{(1)} - 2(d_{1;S}^T v_t^{(1)})^T H d_{2;S}^T \bar{v}^{(1)} + 4(e_S^T v_t^{(1)})^T M d_{1;S}^T \bar{v}^{(1)} \]
\[ - 2(e_N^T v_t^{(1)})^T H d_{3;N}^T \bar{v}^{(1)} - 2(d_{1;N}^T v_t^{(1)})^T H d_{2;N}^T \bar{v}^{(1)} + 4(e_N^T v_t^{(1)})^T M d_{1;N}^T \bar{v}^{(1)} \]
\[ - 4(e_r^T e_S^T v_t^{(1)})^T (d_{1;r}^T d_{1;S}^T \bar{v}^{(1)}) - 4(e_r^T e_N^T v_t^{(1)})^T (d_{1;r}^T d_{1;N}^T \bar{v}^{(1)}), \] (101)
and

\[ BT^{(2)} = -2(e_{t}^{T}) v_{t}^{(2)} H d_{3:E}^{T} \tilde{v}^{(2)} + 2(d_{1:E}^{T}) v_{t}^{(2)} H d_{2:E}^{T} \tilde{v}^{(2)} + 4(e_{E}^{T}) v_{t}^{(2)} M d_{1:E}^{T} \tilde{v}^{(2)} \]

\[-2(e_{s}^{T}) v_{t}^{(2)} H d_{3:S}^{T} \tilde{v}^{(2)} - 2(d_{1:S}^{T}) v_{t}^{(2)} H d_{2:S}^{T} \tilde{v}^{(2)} + 4(e_{S}^{T}) v_{t}^{(2)} M d_{1:S}^{T} \tilde{v}^{(2)} \]

\[-2(e_{N}^{T}) v_{t}^{(2)} H d_{2:N}^{T} \tilde{v}^{(2)} + 2(d_{1:N}^{T}) v_{t}^{(2)} H d_{2:N}^{T} \tilde{v}^{(2)} + 4(e_{N}^{T}) v_{t}^{(2)} M d_{1:N}^{T} \tilde{v}^{(2)} \]

\[-4(e_{t}^{T}) v_{t}^{(2)} \tau(v_{t}^{(2)}) - 4(e_{s}^{T}) v_{t}^{(2)} \tau(v_{t}^{(2)}) \]

\[-4(e_{e}^{T}) v_{t}^{(2)} \tau(v_{t}^{(2)}) - 4(e_{e}^{T}) v_{t}^{(2)} \tau(v_{t}^{(2)}) \]

the interface terms are

\[ IT = -2a^{(1)}(e_{t}^{T}) v_{t}^{(1)} H d_{3:E}^{T} \tilde{v}^{(1)} - 2a^{(2)}(e_{W}^{T}) v_{t}^{(2)} H d_{3:W}^{T} \tilde{v}^{(2)} \]

\[ + 2a^{(1)}(d_{1:E}^{T}) v_{t}^{(1)} H d_{2:E}^{T} \tilde{v}^{(1)} - 2a^{(2)}(d_{1:W}^{T}) v_{t}^{(2)} H d_{2:W}^{T} \tilde{v}^{(2)} \]

\[ + 4a^{(1)}(e_{s}^{T}) v_{t}^{(1)} M d_{1:E}^{T} \tilde{v}^{(1)} + 4a^{(2)}(e_{W}^{T}) v_{t}^{(2)} M d_{1:W}^{T} \tilde{v}^{(2)} \]

\[ + 2\tau_{1}(e_{t}^{T}) v_{t}^{(1)} H(a^{(1)}d_{1:E}^{T} \tilde{v}^{(1)} + a^{(2)}d_{1:W}^{T} \tilde{v}^{(2)}) \]

\[ + 2\tau_{2}(d_{1:E}^{T}) v_{t}^{(1)} H(a^{(1)}d_{1:E}^{T} \tilde{v}^{(1)} + d_{2:E}^{T} \tilde{v}^{(2)}) \]

\[ + 2\tau_{1}(e_{W}^{T}) v_{t}^{(2)} H(a^{(2)}d_{1:W}^{T} \tilde{v}^{(2)} + a^{(1)}d_{3:W}^{T} \tilde{v}^{(1)}) \]

\[ + 2\tau_{2}(d_{1:W}^{T}) v_{t}^{(2)} H(a^{(2)}d_{1:W}^{T} \tilde{v}^{(2)} + d_{2:W}^{T} \tilde{v}^{(1)}) \]

and the energy is given by

\[ E = \sum_{i=1,2} b^{(i)}(v_{t}^{(i)})^{T}(H(\otimes H)v_{t}^{(i)} + a^{(i)}(\tilde{v}^{(i)})^{T}((N \otimes H) + 2(M \otimes M) + (H \otimes N))\tilde{v}^{(i)}). \]

Here \( \tilde{w} = \begin{bmatrix} \tilde{v}^{(1)} \\ \tilde{v}^{(2)} \end{bmatrix} \) denotes the projected solution vector. Since \( L\tilde{w} = LPw = 0 \), we have \( L_{bc}^{(1)} \tilde{v}^{(1)} = 0 \) and \( L_{bc}^{(2)} \tilde{v}^{(2)} = 0 \).

From this it immediately follows that \( BT^{(1)} = BT^{(2)} = 0 \). Additionally, since \( L_{bc} \tilde{w} = 0 \), we have

\[ e_{E}^{T} v_{t}^{(1)} = e_{W}^{T} v_{t}^{(2)}, \]

\[ a^{(1)}d_{1:E}^{T} v_{t}^{(1)} = -a^{(2)}d_{1:W}^{T} \tilde{v}^{(2)}. \]

Substituting into \((103)\) gives

\[ IT = 2(-1 + \tau_{1} + \sigma_{1})e_{t}^{T} v_{t}^{(1)} H(a^{(1)}d_{3:E}^{T} \tilde{v}^{(1)} + a^{(2)}d_{3:W}^{T} \tilde{v}^{(2)}) \]

\[ + 2a^{(1)} + \tau_{2} - \sigma_{2} a^{(1)} \frac{a^{(1)}}{a^{(2)} d_{2:E}^{T} \tilde{v}^{(1)} + d_{2:W}^{T} \tilde{v}^{(2)} \]

Choosing

\[ \tau_{1} = 1 - \sigma_{1} \quad \text{and} \quad \tau_{2} = \sigma_{2} \frac{a^{(1)}}{a^{(2)}}, \]

lead to energy conservation,

\[ \frac{d}{dt} E = 0, \]

and thus the scheme is stable. □

To make the penalties on both sides of the interface equal in magnitude, we choose

\[ \tau_{1} = 0.5, \quad \sigma_{1} = 0.5, \quad \tau_{2} = -\frac{a^{(1)}a^{(2)}}{a^{(1)} + a^{(2)}}, \quad \text{and} \quad \sigma_{2} = \frac{a^{(1)}a^{(2)}}{a^{(1)} + a^{(2)}}. \]

8.2. Convergence study

To verify the accuracy of the discretization we perform a convergence study against a reference solution on the domain \( \Omega = [-1, 1] \times [0, 1] \) with an interface at \( x = 0 \). The PDE is initiated with a Gaussian pulse in the right block and simulated until \( t = 0.03 \). The material parameters are given by \( b^{(1,2)} = a^{(1)} = 1 \) and \( a^{(2)} = 4 \). The system of ODE:s is integrated in time using the explicit scheme described in Section 6.
Fig. 6. Initial and reference solution of the Kirchoff-Love plate equation with a parameter discontinuity at $x = 0$. Obtained using the 6th order operators with $401 \times 401$ grid points.

In Fig. 6 the initial data and reference solution at $t = 0.03$ are plotted. The reference solution is obtained using the 6th order SBP operators and $401 \times 401$ grid points in each block. In Table 4 the error and convergence results measured against the reference solution in the $H$-norm for the 4th and 6th order operators are presented. With both sets of operators, we obtain the expected theoretical rates of convergence, 4 and 5.

9. Conclusions

In this paper, we have studied boundary treatments for the dynamic beam equation (DBE) using summation-by-parts finite differences (SBP-FD). We have compared the simultaneous approximation term (SAT) method to the projection method in terms of accuracy and efficiency for the DBE with clamped and free boundary conditions. We have also studied the DBE with piecewise constant parameters, where the discontinuities necessitate the use of internal boundaries. Novel SAT and projection methods for imposing the interface conditions are derived. Additionally, we present a novel hybrid method combining SAT and projection for interface conditions. The accuracy and efficiency of the methods are compared numerically. We also demonstrate that the methods can be extended to two spatial dimensions by deriving a stable SBP-SAT-P...
discretization of the piecewise homogeneous dynamic Kirchoff-Love plate equation. The theoretically expected convergence behavior is shown using a reference solution.

Numerical experiments with specific SBP-FD operators show that the SAT method can be more accurate than the projection method for free boundary conditions. Otherwise, all methods considered are comparable in terms of accuracy. The projection method is found to yield the smallest spectral radius for all problems considered, thus leading to the least restrictive time step requirement for explicit time integration methods.

Awaiting further theoretical developments all methods are roughly equal and the choice between them is largely a matter of taste. However, we emphasize the difference between SAT and projection when proving stability of SBP discretizations. With the projection method the proofs closely mimic the continuous counterparts. One may argue that, for the problems considered here, the derivation of a semi-discrete energy estimate is redundant since it directly follows from the continuous proof if SBP-FD operators are used together with projection. With the SAT method the proofs are more involved, in particular for clamped boundary conditions and interface conditions since these involve the decomposition of the fourth derivative operator and tuning of multiple parameters. The hybrid method for interface conditions avoids these problems but, as the numerical experiments show, it is not more accurate nor more efficient than the projection method.
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**Appendix A. Parameters of analytical solutions**

See Tables A.5 and A.6.

| β     | A_1  | A_2  | A_3   | A_4   |
|-------|------|------|-------|-------|
| 4.730040744862704 | 1.0  | -1.0 | -0.982502214576238 | 0.982502214576238 |
| 4.730040744862704 | 1.0  | 1.0  | -0.982502214576238 | -0.982502214576238 |
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