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Anomaly detection of sequences is a hot topic in data mining. Anomaly detection using piecewise aggregate approximation in the amplitude domain (called ADPAAD) is one of the widely used methods in anomaly detection of sequences. The core step in the classical algorithm for performing ADPAAD is to construct an approximate representation of the subsequence, where the elements of each subsequence are divided into several subsections according to the amplitude domain, and then the average of the subsections is computed. It is computationally expensive when processing large-scale sequences. In this paper, a quantum algorithm for ADPAAD is proposed, which can divide the subsequence elements and compute the average in parallel. The quantum algorithm can achieve polynomial speedups on the number of subsequences and the length of subsequences over its classical counterpart.

1. Introduction

Anomaly detection refers to the problem of finding patterns in data that do not conform to expected behavior. It can be divided into three modes according to the availability of data labels: supervised anomaly detection, semi-supervised anomaly detection, and unsupervised anomaly detection. Anomaly Detection using Piecewise Aggregate approximation in the Amplitude Domain (called ADPAAD) is an important method for unsupervised anomaly detection. As a widely used method in anomaly detection of sequences, it has been used in medical science, network security, finance, industrial engineering, and transportation.

The classical algorithm of ADPAAD can be divided into the following parts. (1) Division: the sequence is divided into subsequences through a sliding window. (2) Approximate representation: the elements of each subsequence are divided into several subsections according to the amplitude domain, and then the average of the subsections is computed. (3) Similarity: the similarity between subsequences is calculated according to their approximate representation. (4) Anomaly score: anomaly score for each subsequence is calculated. (5) Determination: anomalous subsequences are determined based on the comparison between their anomaly scores and predetermined threshold. Among them, obtaining the approximate representation of subsequences typically carries a linear time overhead with respect to the input size, and the running time of computing similarity depends quadratically on the number of subsequences. These are computationally expensive when processing large-scale sequences.

Quantum computing has been shown to be more computationally powerful than classical computing in solving certain problems, such as factoring integers, searching in unstructured databases, solving systems of linear and differential equations, cryptanalysis, and private queries. The combination of quantum computing and machine learning has made great progress in classification, clustering, neural networks, linear regression, association rule mining, dimensionality reduction, and quantum support vector machine. Therefore, it is worthwhile to explore quantum algorithms for anomaly detection to reduce its computational complexity.

Several works have been developed in the context of quantum computing to solve anomaly detection problems. In 2018, Liu et al. proposed a quantum kernel principal component analysis algorithm for anomaly detection. It calculates the inner product of two vectors based on the swap-test to obtain a value of proximity measure and achieves exponential speedup on the dimension of the training data set. Subsequently, Liang et al. presented a quantum anomaly detection algorithm based on density estimation. Its complexity is logarithmic in the dimension and the number of training data compared to the corresponding classical algorithm. In 2022, Guo et al. proposed a quantum algorithm for anomaly detection, which achieves exponential speedup on the number of training data points over its classical counterpart. It first regards the mean and variance of the parameters of the training data set as the inner product of two vectors, and then calculates the inner products in parallel by performing amplitude estimation. These quantum algorithms are aimed
at semi-supervised anomaly detection and determine the parameters of the training data set to achieve acceleration based on swap-test\cite{32} or amplitude estimation.\cite{35}

For the classical algorithm of ADPAAD, it is first required to divide the elements of each subsequence into several sub-segments based on the amplitude domain, and then to calculate the average value of the sub-segments. These average values cannot be directly calculated using amplitude estimate or swap-test before determining the number of elements belonging to a certain sub-segment. The published works\cite{32–34} calculate the mean value of a certain number of elements by amplitude estimation. Therefore the above quantum algorithms cannot be directly applied to ADPAAD.

In this paper, we focus on studying quantum algorithms for unsupervised anomaly detection. Specifically, we propose a quantum algorithm for ADPAAD. As shown above, the core step in the classical algorithm for performing ADPAAD is the approximate representation. To reduce computational complexity, quantum multiply-adder\cite{37,38} is used to divide the subsequence elements into several sub-sections, and amplitude amplification and estimation\cite{36} are used to calculate the average of each subsection without counting the number of elements belonging to the same sub-section. This enables both steps to be implemented in parallel. In practical application scenarios, due to the huge amount of data and the difficulty of collecting abnormal labels or normal label samples, the data is often unlabeled. However, we found that there is currently no quantum algorithm specifically proposed for unsupervised anomaly detection. It is shown that our quantum algorithm achieves polynomial speedups compared to its classical counterpart.

An outline of the paper follows. In Section 2, we review the related definitions of anomaly detection and briefly introduce the classical algorithm of ADPAAD. In Section 3, we propose a quantum algorithm for ADPAAD and analyze its complexity in detail. The conclusion is given in Section 4.

2. Review of ADPAAD

In this section, we introduce the relevant definitions for anomaly detection of sequences used in this paper and briefly review the classical algorithm of ADPAAD.\cite{2}

2.1. Definitions

For convenience, we begin with the following related definitions:\cite{2}

**Definition 1. Sequence**: A sequence $X(m) = \{x(1), x(2), \ldots, x(m)\}$ is a time series, where data elements are sorted by time, and $m$ represents the length of $X(m)$.

**Definition 2. Sliding window**: Sliding window is a user-defined window of length $n \leq m$, whose movement follows a sequence.

**Definition 3. Subsequence**: Given a sequence $X(m)$, the subsequence of length $n$ is extracted through a sliding window. If a sliding window moves $l$ steps each time, the $i$-th subsequence is expressed as:

$$X_i = \{x(1 + l(i - 1)), x(2 + l(i - 1)), \ldots, x(n + l(i - 1))\} \quad (1)$$

The $i$-th subsequence can be alternatively denoted as:

$$X_i = \{x(1), x(2), \ldots, x(n)\} \quad (2)$$

where $x(j)$ denotes the $j$-th element of the subsequence $X_i$ and $j = 1, 2, \ldots, n$.

**Definition 4. Amplitude domain**: Given a subsequence $X_i$, its amplitude domain is defined as $I_i = [L_i, H_i]$, where $L_i$ and $H_i$ represent the minimum and maximum values of the $X_i$, respectively.

**Definition 5. Subsection**: Given a subsequence $X_i$, its subsections are generated by dividing the amplitude domain $I_i$ of the subsequence $X_i$. The $t$-th subsection of the subsequence $X_i$ can be shown as follows:

$$l_t^i = [a_t^{i-1}, a_t^i], \quad t = 1, 2, \ldots, q \quad (3)$$

where $a_t^{i-1}$ and $a_t^i$ denote the lower and upper bounds of the $t$-th subsection, respectively. $q$ represents the number of subsections.

2.2. ADPAAD Algorithm

An important step of implementing ADPAAD is a piecewise aggregated approximate representation in the amplitude domain (called PAAD representation) for each subsequence, which reduces dimensionality of the subsequence and preserves its key information. In this step, $q$ subsections (as shown in Definition 5) are generated according to the amplitude domain of each subsequence $X_i$. The representation of subsequence $X_i$ is written as a vector of the mean elements in subsections. The whole procedure is depicted as follows.

(a) Divide the sequence $X(m)$ into subsequences $X_1, X_2, \ldots, X_K$ by sliding windows.

(b) Construct a PAAD representation $\bar{X}_i$ for each subsequence $X_i$ to get

$$\bar{X}_i = [\mu_1^i, \mu_2^i, \ldots, \mu_q^i]^T, \quad \mu_t^i = \frac{1}{n_t} \sum_{s_1 \in [a_t^{i-1}, a_t^i]} x(s)$$

where $i = 1, 2, \ldots, K$ and $n_t^i$ denotes the number of data points belonging to the subsection $[a_t^{i-1}, a_t^i]$ in subsequence $X_i$.

(c) Calculate the similarity between $X_i$ and $\bar{X}_i$, which is defined as follows:

$$S_\mu(X_i, \bar{X}_i) = \sqrt{\sum_{t=1}^{q} (\mu_t^i - \mu_t^i)^2}$$

(d) Compute the anomaly score of the $i$-th subsequence $X_i$ by

$$h_i = \frac{\sum_{s=1}^{K} S_\mu(X_i, X_s)}{K}$$

(e) Set a threshold $\delta$ in advance, if $h_i \geq \delta$, we mark the subsequence as an anomaly; otherwise, we judge it as normal.
The total runtime of this algorithm is $O(Kqn + K^2q)$. In the current era of big data, processing large-scale sequences will bring huge resource consumption. It is worthwhile exploring a quantum algorithm for ADPAAD to reduce its complexity.

### 3. Quantum Algorithm

In this section, we present a quantum algorithm for ADPAAD and analyze its complexity in detail.

Our quantum algorithm consists of four steps, corresponding to the four parts (b)–(e) of the classical ADPAAD algorithm. In step 1, we prepare the quantum state $\frac{1}{\sqrt{K}} \sum_{k=1}^{K} |i\rangle \sum_{t=1}^{q} \frac{1}{\sqrt{q}} \sum_{t=1}^{q} \langle t | \mu^t_i \rangle$ to obtain the PAAD representation of each subsequence; in step 2, we can get the quantum state $\frac{1}{K} \sum_{k=1}^{K} \sum_{k=1}^{K} S_p(X_k, X_k)/K^2$. In step 3, we perform amplitude estimation [36] to generate the state $\frac{1}{\sqrt{K}} \sum_{k=1}^{K} |i\rangle \sum_{t=1}^{q} \frac{1}{\sqrt{q}} \sum_{t=1}^{q} \langle t | h^p_i \rangle$. In step 4, we perform Grover’s algorithm [9] to search for anomalous subsequences satisfying $h_i \geq \delta$. The entire algorithm process is shown in Figure 1.

### 3.1. Preliminaries

In order to adapt to the quantum environment, we are going to use the following tools:

**Lemma 3.1.** (QRAM) Assume that the subsequences $\{X_k\}_{k=1}^{K}$, upper and lower bounds of subsections (that is, $a_i$ and $a_i^{-1}$, respectively) are stored in a Quantum Random Access Memory (QRAM) [39] which allows to efficiently perform the following two unitary operations in $O[\log(Kn)]$ and $O[\log(Kq)]$ time as given below:

$O_X : |i\rangle |j\rangle |0\rangle \rightarrow |i\rangle |j\rangle |x_i(j)\rangle$

$O_S : |i\rangle |t\rangle |0\rangle |0\rangle \rightarrow |i\rangle |t\rangle |a_i^t\rangle |a_i^{t-1}\rangle$ (7)

where $i = 1, 2, ..., K$, $j = 1, 2, ..., n$ and $t = 1, 2, ..., q$.

QRAM has been used for quantum state preparation in data classification [18, 19], clustering [20], neural networks [21], linear regression [22–24], association rule mining [25], dimensionality reduction [26, 27]. It’s worth noting that how to physically build QRAM is still an open question and may be a goal worthy of consideration in the future.

**Lemma 3.2.** (Inner Products Estimation [41]) Assume that there are unitaries satisfying $|i\rangle |0\rangle \rightarrow |i\rangle |v_i\rangle$, and $|j\rangle |0\rangle \rightarrow |j\rangle |w_j\rangle$, which can be performed in time $T$, the norms of $|v_i\rangle$ and $|w_j\rangle$ are known. There exists a quantum algorithm that can compute

$|i\rangle |j\rangle - \frac{1}{\sqrt{2}} ([0]|v_i\rangle + |1\rangle |w_j\rangle)|0\rangle$ (8)
with probability at least $1 - 2\delta$ for any $\delta \in (0, 1/2]$ with complexity $O\left[\frac{1}{\epsilon^2} \log \frac{1}{\epsilon} \log \log \frac{1}{\epsilon}\right]$, where $\epsilon$ is the error of $\langle \psi_l | \psi_r \rangle$.

### 3.2. Algorithm

The algorithm can be decomposed into the following four stages:

1. **Prepare the state**

   Step 1.1 Initialize the quantum state

   $$|0^\otimes K_1 \rangle \otimes |0^\otimes K_2 \rangle, |0^\otimes K_3 \rangle, |0^\otimes K_4 \rangle, |0\rangle, |0\rangle_2$$

   where the subscript numbers denote different registers.

   Step 1.2 Prepare the Hadamard gates $H^\otimes K_1$, $H^\otimes K_2$, and $H^\otimes K_3$ on the first, second, and fifth registers to obtain

   $$\frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} |i\rangle |0\rangle_4 \otimes \frac{1}{\sqrt{n}} \sum_{j=1}^{n} |j\rangle |0\rangle_5 \rangle$$

   (9)

   Step 1.3 Apply the oracle $O_X$ and $O_t$ on the third, fourth, and sixth registers, which can be seen in Equation (7), to prepare

   $$\frac{1}{\sqrt{Kq}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} |i\rangle |0\rangle_4 \otimes \frac{1}{\sqrt{n}} \sum_{j=1}^{n} |j\rangle |x(j)\rangle_5 \rangle$$

   (10)

   Step 1.4 Prepare the quantum multiply-adder (QMA) gate on the third, fourth, sixth registers, and undo the redundant registers to create

   $$\frac{1}{\sqrt{Kd}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} |i\rangle |0\rangle_4 \otimes \frac{1}{\sqrt{n}} \sum_{j=1}^{n} |j\rangle |x(j)\rangle_5 \rangle$$

   (11)

   where $\rho(j) = (x(j) - a^0(i)) |x(j)\rangle - a^1(i) \rangle$. If $x(j) \in [a^0(i), a^1(i)]$, then $\rho(j) \leq 0$, otherwise, $\rho(j) > 0$. Equation (12) can be rewritten as:

   $$\frac{1}{\sqrt{Kd}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} |i\rangle |0\rangle_4 \otimes \frac{1}{\sqrt{n}} \sum_{j=1}^{n} |j\rangle |x(j)\rangle_5 \rangle$$

   (12)

   where $\rho(j) = (x(j) - a^0(i)) |x(j)\rangle - a^1(i) \rangle$. If $x(j) \in [a^0(i), a^1(i)]$, then $\rho(j) \leq 0$, otherwise, $\rho(j) > 0$. Equation (12) can be rewritten as:

   $$\frac{1}{\sqrt{Kd}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} |i\rangle |0\rangle_4 \otimes \frac{1}{\sqrt{n}} \sum_{j=1}^{n} |j\rangle |x(j)\rangle_5 \rangle$$

   (13)

   $$\times \left[ \sum_{x(j) \in [a^0(i), a^1(i)]} |j\rangle |x(j)\rangle \rangle \right]_{676}$$

   Step 1.5 Execute the amplitude amplification to magnify the part corresponding to $\rho(j) > 0$, we obtain

   $$\frac{1}{\sqrt{Kd}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} |i\rangle |0\rangle_4 \otimes \frac{1}{\sqrt{n}} \sum_{j=1}^{n} |j\rangle |x(j)\rangle_5 \rangle$$

   (14)

   where $|\Phi^+\rangle = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} |j\rangle |x(j)\rangle_5 \rangle$. $n^1_i$ denotes the number of data points belonging to the subsequence $F_i$ in subsequence $X_i$ and $n^1_i > 0$ is assumed. $\sqrt{p}$ represents the amplitude of $|\Phi^+\rangle$ and $|\Phi^+\rangle$ is the quantum state corresponding to $\rho(j) > 0$. For simplicity, we assume $p = 1$, then Equation (14) can be rewritten as

   $$\frac{1}{\sqrt{Kd}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} |i\rangle \frac{1}{\sqrt{n}} \sum_{j=1}^{n} |j\rangle |x(j)\rangle_5 \rangle$$

   (15)

   The general case $0 < p < 1$ is analyzed in detail in Appendix A.

   Step 1.6 Append one qubit, then rotate it from $|0\rangle$ to $\frac{\sqrt{\frac{2}{C}} |0\rangle + \sqrt{\frac{2}{C} - 1} |1\rangle}{\sqrt{2}}$ controlled on $|x(j)\rangle$. If $|x(j)\rangle \in \langle 10, 42, 43 \rangle$ discard the sixth and seventh registers, we can obtain

   $$\frac{1}{\sqrt{Kd}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} |i\rangle \frac{1}{\sqrt{n}} \sum_{j=1}^{n} |j\rangle \left( \frac{\sqrt{\frac{2}{C}} |0\rangle + \sqrt{\frac{2}{C} - 1} |1\rangle}{\sqrt{2}} \right) \rangle$$

   (16)

   where $C = \max |x(j)\rangle$. The state $|\psi_i\rangle$ can be rewritten as

   $$|\psi_i\rangle = |x(i)\rangle + |0\rangle \left( \cos \theta_i |\psi_i\rangle + \sin \theta_i |\psi_i\rangle \right),$$

   where $|\psi_i\rangle$ and $|\psi_i\rangle$ represent the normalized quantum states of $\frac{\sqrt{\frac{2}{C}} |0\rangle + \sqrt{\frac{2}{C} - 1} |1\rangle}{\sqrt{2}}$ and $\frac{\sqrt{\frac{2}{C}} |0\rangle + \sqrt{\frac{2}{C} - 1} |1\rangle}{\sqrt{2}}$, respectively. It can be easily calculated: $\sin^2 \theta_i = \frac{1}{n} \sum x(i) |x(i)\rangle |x(i)\rangle$. We define $Q_l = -A_l S_x A_l^T S_x$, where $A_l : |0\rangle_{58} \rightarrow |\psi_i\rangle$, $S_x = I - 2|0\rangle_{58} \langle 0|_{58}, S_y = I - 2|0\rangle_{58} \langle 0|_{58}$. The $Q_l$ is performed on the state $|\psi_i\rangle$ to get

   $$(Q_l |\psi_i\rangle = |x(2l + 1)\rangle |\psi_i\rangle + 2 \cos \theta_i |\psi_i\rangle)$$

   (17)

   for any $l \in N$. $Q_l$ acts as a rotation in 2-dimensional space $\text{Span} \{|\psi_i\rangle, |\psi_i\rangle\}$, and it has two eigenvalues $e^{\pm i \theta_i}$, with the eigenstates $|\psi_i\rangle$, where $|\psi_i\rangle = \frac{1}{\sqrt{2}} (|\psi_i\rangle \pm i |\psi_i\rangle)$, and $\theta_i = \sqrt{2}$. Step 1.7 Add an ancilla register, then perform amplitude estimation of $Q_l$ on $|\psi_i\rangle$ to generate

   $$\frac{1}{\sqrt{Kd}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} |i\rangle |0\rangle_4 \otimes \frac{\theta_i}{\pi} \rangle$$

   (18)

   Step 1.8 Compute $|\mu_i\rangle = \left| \cos \theta_i \left[ \langle x(i) | \right] \right| \langle \psi_i | \psi_i \rangle \rangle$ via the QMA and sine gate, and compute redundant registers to get

   $$\frac{1}{\sqrt{Kd}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} |i\rangle |0\rangle_4 \otimes \frac{\theta_i}{\pi} \rangle$$

   (19)

   2. **Prepare the state**

   $$\sum_{i=1}^{K} |i\rangle \langle k| S_x (X_i, X_k))$$

   We prepare the quantum state corresponding to the similarity between subsequences, and the specific steps are shown as follows.

   Step 2.1 Repeat the operators of step 1 to get

   $$\frac{1}{\sqrt{Kd}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} |i\rangle \langle j| \langle \mu_i | \mu_i \rangle_5$$

   (20)
Step 2.2 Add an ancilla register and perform the QMA gate, uncompute the fifth register to obtain

\[ \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle |k\rangle \frac{1}{\sqrt{q}} \sum_{l=1}^{q} |l\rangle |\mu^l - \mu_i^l\rangle \]  

(21)

Step 2.3 Append an ancilla register, then apply controlled rotation operator, uncompute the fourth register we can get

\[ \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle |k\rangle \frac{1}{\sqrt{q}} \sum_{l=1}^{q} |l\rangle \left[ \frac{\mu^l - \mu_i^l}{2C} |0\rangle + \sqrt{1 - \left( \frac{\mu^l - \mu_i^l}{2C} \right)^2} |1\rangle \right] \]  

(22)

where \( C = \max |x_j\rangle |j\rangle \).

Step 2.4 Perform the amplitude estimation and compute \( |\tilde{S}_k(X, X_i)\rangle = |\sin(\xi_i,\mu\rangle) \) via the QMA and sine gate (similar to steps (1.7)-(1.8)) to generate

\[ \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle |k\rangle |\tilde{S}_k(X, X_i)\rangle \]  

(23)

where \( \tilde{S}_k(X, X_i) = \frac{1}{\sqrt{q}} \sum_{l=1}^{q} (e^{i(\xi_l/\mu\langle 0|)}/ C) \).

3. Prepare the quantum state \( \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle |h_i\rangle \).

To demonstrate the process of obtaining anomaly scores for all subsequences, we describe it in the three parts: step 3.1 prepares the quantum state \( \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle |\tilde{S}_k(X, X_i)\rangle \); step 3.2 generates the quantum state \( |\sum_{i=1}^{K} \frac{\tilde{S}_k(X, X_i)}{\sqrt{K}}\rangle \); step 3.3 obtains the quantum state \( \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle |h_i\rangle \). The detailed process is as follows.

Step 3.1(a) Add two ancilla registers, then apply H gate on Equation (23) to create

\[ \frac{1}{\sqrt{2}} \left[ |0\rangle |1\rangle + |1\rangle |0\rangle \right] \sum_{i=1}^{K} |i\rangle |\tilde{S}_k(X, X_i)\rangle |0\rangle \]  

(24)

Step 3.1(b) Perform unitary operator \( I \otimes |0\rangle |0\rangle \otimes U + I \otimes |1\rangle |1\rangle \otimes I \), where \( U \) is a controlled rotation operator which rotates \( |0\rangle \rightarrow |\xi_i,\mu\rangle |0\rangle + \sqrt{1 - \xi_i^2} |1\rangle \) conditioned on \( |\tilde{S}_k(X, X_i)\rangle \), where \( \xi_i,\mu = \tilde{S}_k(X, X_i) \). Undo the fourth register to obtain

\[ \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{2}} \left[ |0\rangle \sum_{k=1}^{K} |k\rangle (|\xi_i,\mu\rangle |0\rangle + \sqrt{1 - \xi_i^2} |1\rangle \rangle + |1\rangle \sum_{k=1}^{K} |k\rangle |0\rangle \right] \]  

(25)

The above equation can be rewritten as

\[ \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{2}} (|0\rangle |\phi_i\rangle + |1\rangle |\rho\rangle) \]  

(26)

where \( |\phi_i\rangle = \frac{1}{\sqrt{K}} \sum_{k=1}^{K} |k\rangle |\xi_i,\mu\rangle |0\rangle + \sqrt{1 - \xi_i^2} |1\rangle \rangle \) and \( |\rho\rangle = \frac{1}{\sqrt{K}} \sum_{k=1}^{K} |k\rangle |0\rangle \).

Step 3.1(c) Add an ancilla register, then apply the Inner Products Estimation (Lemma 3.2) to generate

\[ \frac{1}{\sqrt{2}} \sum_{i=1}^{K} |i\rangle \frac{1}{\sqrt{K}} (|0\rangle |\phi_i\rangle + |1\rangle |\rho\rangle) \sum_{k=1}^{K} \frac{\tilde{S}_k(X, X_i)}{\sqrt{K}} \]  

(27)

where \( \sum_{i=1}^{K} \frac{\tilde{S}_k(X, X_i)}{\sqrt{K}} = |\phi_i\rangle \).

Step 3.2(a) The Equation (25) is equivalent to

\[ \frac{1}{\sqrt{2}} \left[ |0\rangle \sum_{k=1}^{K} |i\rangle (|\xi_i,\mu\rangle |0\rangle + \sqrt{1 - \xi_i^2} |1\rangle \rangle + |1\rangle \sum_{k=1}^{K} |i\rangle |k\rangle |0\rangle \right] \]  

(28)

where \( |\Psi\rangle = \frac{1}{\sqrt{K}} \sum_{i=1}^{K} (|i\rangle |\xi_i,\mu\rangle |0\rangle + \sqrt{1 - \xi_i^2} |1\rangle \rangle |\Phi\rangle = \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle |k\rangle |0\rangle \) and \( \xi_i,\mu = \tilde{S}_k(X, X_i) \).

Step 3.2(b) Append an ancilla register, then perform the Inner Products Estimation and discard redundant registers to get

\[ |\langle \Psi|\Phi\rangle\rangle = \left| \sum_{i=1}^{K} \sum_{k=1}^{K} \frac{\tilde{S}_k(X, X_i)}{K^2} \right| \]  

(29)

According to Equation (27), we can obtain the quantum state

\[ \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle \sum_{k=1}^{K} \frac{\tilde{S}_k(X, X_i)}{K} \left| \frac{1}{\sqrt{K}} \sum_{k=1}^{K} \tilde{S}_k(X, X_i) \right|^2 \]  

(30)

Step 3.3 Apply the QMA gate on Equation (30) to obtain

\[ \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle \sum_{k=1}^{K} \tilde{S}_k(X, X_i) \left| \frac{1}{\sqrt{K}} \sum_{k=1}^{K} \tilde{S}_k(X, X_i) \right|^2 = \frac{1}{\sqrt{K}} \sum_{i=1}^{K} |i\rangle |h_i\rangle \]  

(31)

where \( \frac{1}{\sqrt{K}} \sum_{k=1}^{K} \tilde{S}_k(X, X_i) = \frac{1}{\sqrt{K}} \sum_{k=1}^{K} \tilde{S}_k(X, X_i) = h_i \).

4. Grover’s algorithm\(^{(9)}\) is applied to search all indices \( i \) of the abnormal subsequences that satisfy \( h_i \geq \delta \).

3.3. Complexity and Error Analysis

(i) The complexity of step 1 is \( O(\sqrt{n\log(K)n}) \), the specific analysis is as follows:

In steps 1.2–1.4, \( H \) and QMA gates, the oracle \( O_X \) and \( O_i \) are executed with complexity \( O(\log(K)n) \). In step 1.5, the complexity of amplitude amplification is \( O(\sqrt{n\log(K)n}) \). In step 1.6, it contains a controlled rotation operator with complexity \( O(1) \). In step 1.7, the amplitude estimation block needs \( O(1/\varepsilon_1) \) applications of \( Q_1 \) to achieve error \( \varepsilon_1 \), and the complexity of performing unitary operator \( Q_1 \) is \( O(\sqrt{n\log(K)n}) \). In step 1.8, it takes QMA and sine gates with complexity \( O(\log(1/\varepsilon_1)) \), which is smaller than \( O(1/\varepsilon_1) \), the complexity of these gates can be omitted.\(^{(38)}\)
Now, we analyze the error of \( \mu' \), which mainly comes from the amplitude estimation in step 1.7,
\[
|\vec{\mu'} - \mu'| = C|\sin\theta_i - \sin\theta_j| \leq |\sin(\theta_i - \theta_j)| \leq C \cdot |\theta_i - \theta_j|
\]
\[
\leq CE_1
\]
(32)
where \( \vec{\mu'} \) represents the estimate of \( \mu' \) and \( |\theta_i - \theta_j| \leq \epsilon \), comes from step 1.8. In this paper we use \( \epsilon \) to denote the estimated value.

(ii) The time complexity of step 2 is \( O(\sqrt{\log(Kqn)}) \), which mainly stems from the amplitude estimation of step 2.4.
In step 2.1, the operations of step 1 are performed with complexity \( O(\sqrt{\log(Kqn)}) \). In steps 2.2–2.3, QMA gate and controlled rotation are performed with complexity \( O(\log(1/\epsilon_2)) \), which is smaller than \( O(1/\epsilon_1) \) and can be ignored. In step 2.4, the amplitude estimation costs \( O(\sqrt{\log(Kqn)}) \) time to ensure the error \( \epsilon_2 \). The error of step 2.4 is \( |\hat{S}_2(X_i, X_k) - \hat{S}_2(X_i, X_k)| \leq |\hat{\theta}_{i,k} - \alpha_{i,k}| \leq \epsilon_2 \). We analyze the error of \( \hat{S}_2(X_i, X_k) \) as follow:
\[
|\hat{S}_2(X_i, X_k) - \hat{S}_2(X_i, X_k)| = |\hat{S}_2(X_i, X_k) - \hat{S}_2(X_i, X_k) + \hat{S}_2(X_i, X_k)|
\]
\[
\leq \epsilon_2 \leq \sqrt{2}\epsilon_2
\]
\[
\leq 2\epsilon_2
\]
(33)
where \( \hat{S}_2(X_i, X_k) = \frac{1}{\sqrt{2}} \sum_{l=1}^{q} \left( \frac{|\mu'_l - \mu_k'|}{2C} \right)^2 \). We assume that at least half of the values of \( \left( \frac{|\mu'_l - \mu_k'|}{2C} \right)^2 \) are greater than a constant \( E \), that is
\[
\hat{S}_2(X_i, X_k) \geq \sqrt{2}\frac{E}{2}
\]
\[
\geq \frac{1}{\sqrt{2}} \sum_{l=1}^{q} \left( \frac{|\mu'_l - \mu_k'|}{2C} \right)^2 \geq \frac{\sqrt{2}E}{2}
\]
(34)
The second term of Equation (33) is as follows:
\[
|\hat{S}_2(X_i, X_k) - \hat{S}_2(X_i, X_k)| = |\hat{S}_2(X_i, X_k) - \hat{S}_2(X_i, X_k) + \hat{S}_2(X_i, X_k)|
\]
\[
\leq \epsilon_2 \leq \sqrt{2}\epsilon_2
\]
\[
\leq 2\epsilon_2
\]
(35)
Therefore, we get \( \hat{S}_2(X_i, X_k) \) with error \( \epsilon_2 + \frac{2\epsilon_2}{E} \).

(iii) The complexity of step 3 is \( O(\sqrt{\log(Kqn)}) \), which mainly coming from the Inner Product Estimation (Lemma 3.2) and amplitude estimation of steps 3.1 and 3.2.
In steps 3.1(a)–3.1(b), \( H \) gate and unitary operation \( I \otimes |0\rangle\langle 0| \otimes I \otimes |1\rangle\langle 1| \otimes I \) are performed with complexity \( O(\log(1/\epsilon_3)) \). According to Lemma 3.2, the state \( |\phi_1|\rho\rangle = \frac{1}{K} \sum_{k=1}^{K} |\mu'_k - \mu_k'| \geq \frac{1}{K} \sum_{k=1}^{K} |\mu'_k| \geq \frac{1}{K} \sum_{k=1}^{K} \frac{1}{2C} \]
\[
\leq \epsilon_3
\]
(36)
Now, we analyze the errors of \( \hat{S}_p(X_i, X_k)/K \) and \( \sum_{k=1}^{K} \hat{S}_p(X_i, X_k)/K \) as follow:
\[
|\phi_1|\rho\rangle - \frac{1}{K} \sum_{k=1}^{K} \frac{1}{\sqrt{q}} \sum_{l=1}^{q} \left( \frac{|\mu'_l - \mu_k'|}{2C} \right)^2
\]
\[
= |\phi_1|\rho\rangle - |\phi_1|\rho\rangle + |\phi_1|\rho\rangle - \frac{1}{K} \sum_{k=1}^{K} \sum_{l=1}^{q} \frac{1}{2C} \]
\[
\leq \epsilon_3 + |\phi_1|\rho\rangle - \frac{1}{K} \sum_{k=1}^{K} \sum_{l=1}^{q} \frac{1}{2C} \]
\[
\leq \epsilon_3 + \epsilon_2 + \frac{2\epsilon_2}{E}
\]
(36)
where \( \langle \phi | \rho \rangle = \sum_{i=1}^{K} \tilde{S}_p(X_i, X_k) / K \).

\[
\left| \langle \tilde{\Psi} | \Phi \rangle - \frac{1}{K^2} \sum_{i=1}^{K} \sqrt{q_i} \sum_{j=1}^{q_i} \left( \frac{\mu_i - \mu_j}{2C} \right)^2 \right| \leq \varepsilon_1 + \varepsilon_2 + \frac{2\varepsilon_1}{E}
\]

Finally, we analyze the error of \( h_i \), as follows:

\[
\left| \hat{h}_i - h_i \right| = \left| \frac{\langle \phi | \tilde{\rho} \rangle}{\langle \tilde{\Psi} | \Phi \rangle} - \frac{1}{K^2} \sum_{i=1}^{K} \sqrt{q_i} \sum_{j=1}^{q_i} \left( \frac{\mu_i - \mu_j}{2C} \right)^2 \right| \leq \frac{(\varepsilon_1 + \varepsilon_2)}{E} + \frac{2\varepsilon_1}{E^2}
\]  

If \( \varepsilon_1 = \frac{\varepsilon}{6} \), \( \varepsilon_2 = \frac{\varepsilon}{3} \), \( \varepsilon_3 = \frac{\varepsilon}{6} \), and \( \varepsilon_4 = \varepsilon \), we can get \( \left| \hat{h}_i - h_i \right| \leq \varepsilon \). That is, we can obtain an \( \varepsilon \)-approximate of the state \( \sum_{i=1}^{K} \langle i | h_i \rangle \) with complexity \( \tilde{O}(\sqrt{K^2 \log(K^p)}) \) in step 3.

The complexity of executing Grover’s algorithm to obtain all abnormal subsequences is \( \tilde{O}(\sqrt{KT \frac{p \log(Kp)}{\varepsilon^3}}) \), where \( T \) is the number of abnormal subsequences.

We know that \( E = O(1) \), and in general the number of abnormal subsequences is much smaller than the number \( K \) of subsequences, the overall runtime will be \( O(\sqrt{\frac{K \log(Kp)}{\varepsilon^3}}) \). Our quantum algorithm achieves polynomial speedup compared to its classical counterpart.

4. Conclusion

In practical application scenarios of anomaly detection, due to the huge amount of data and the difficulty of collecting abnormal labels or normal label samples, the data is often unlabeled. This requires unsupervised anomaly detection to identify anomalies. The cost of performing classical ADPAAD is too much when dealing with large-scale sequences. Therefore, in this paper we proposed a quantum algorithm for ADPAAD, which achieves polynomial speedup compared to its classical counterpart.

Furthermore, our proposed quantum algorithm for the PAAD representation of each subsequence can be reused as a subroutine for other quantum dimensionality reduction algorithms. Our approach opens a new avenue for the quantum algorithm of unsupervised anomaly detection. Designing more quantum algorithms for unsupervised anomaly detection is a goal worth considering in the future. We hope our algorithm can inspire more efficient quantum anomaly detection algorithms.

Appendix A: Detailed Analysis of the General Case of Step 1.5

In the general case \( 0 < p < 1 \) of step 1.5, according to ref. [40], we perform amplitude amplification to obtain the quantum state

\[
\frac{1}{\sqrt{K}} \sum_{i=1}^{K} | i \rangle \frac{1}{\sqrt{q}} \sum_{i=1}^{q} | t \rangle (\sqrt{p}|\Phi^i \rangle + \sqrt{1-p}|(\Phi^i)\rangle)
\]

where \( |\Phi^i \rangle = \frac{1}{\sqrt{q}} \sum_{j=1}^{q} | j \rangle | c_i \rangle | (\phi^i) \rangle \), \( \sqrt{p} \) represents the amplitude of \( |\Phi^i \rangle \) and \( 0 < p < 1 \), \( |(\Phi^i)\rangle \) is the quantum state corresponding to \( p_i \). Then we perform a controlled operator in step 1.6, which satisfies that when \( p_i \leq 0 \) in the seventh register, a controlled rotation is performed, and when \( p_i > 0 \), an XOR gate is performed on the ancilla register. We can get

\[
\frac{1}{\sqrt{qK}} \sum_{i=1}^{K} | i \rangle \sum_{i=1}^{q} | t \rangle \times \left[ \sqrt{p}|\Phi^i \rangle \left( \sqrt{\frac{x_i}{C}} |0 \rangle + \sqrt{1-\frac{x_i}{C}} |1 \rangle \right) + \sqrt{1-p}|(\Phi^i)\rangle |1 \rangle \right] = \frac{1}{\sqrt{qK}} \sum_{i=1}^{K} \sum_{j=1}^{q} | j \rangle | 2 | (\psi^j) \rangle
\]

The \( |\psi^j \rangle \) can be rewritten as \( \sin \theta^j |(\psi^j)\rangle + \cos \theta^j |(\psi^j)\rangle \), where \( |(\psi^j)\rangle \) denotes the normalized quantum state of \( \{|\Phi^i \rangle \sqrt{\frac{x_i}{C}} |0 \rangle + |(\Phi^i)\rangle |1 \rangle \} \) is the quantum state that is orthogonal to \( |(\psi^j)\rangle \). We can use amplitude estimation to estimate \( \sin^2 \theta^j = \frac{p_i}{2} \sum_{j \in E} \frac{k_i}{2} p_i = \frac{1}{2} \frac{p_i}{C} \).

By performing the operators of steps 1.7–1.8, we can obtain

\[
\frac{1}{\sqrt{qK}} \sum_{i=1}^{K} \sum_{j=1}^{q} | j \rangle | \tilde{\rho}^j \rangle = \frac{1}{\sqrt{qK}} \sum_{i=1}^{K} \sum_{j=1}^{q} | j \rangle | p \cdot (\rho_i) \rangle
\]

where \( \tilde{\rho}^j = p \cdot \mu_i^j = C \cdot \sin^2 \theta^j \).

Our analysis of the general case of step 1.5 does not affect the subsequent process and final result of the quantum algorithm, that is, we can perform the operators of steps 2 and 3 to get

\[
\frac{1}{\sqrt{K}} \sum_{i=1}^{K} \sum_{j=1}^{q} \left| \frac{1}{\sqrt{K}} \sum_{i=1}^{K} | i \rangle | j \rangle \langle \tilde{S}_p(X_i, X_j) \rangle \right| = \frac{1}{\sqrt{K}} \sum_{i=1}^{K} \sum_{j=1}^{q} | i \rangle | h_i \rangle
\]

\[
\tilde{S}_p(X_i, X_j) = \frac{1}{\sqrt{K}} \sum_{i=1}^{K} \left( \frac{\mu_i - \mu_j}{2C} \right)^2 = \frac{p_i}{\sqrt{K}} \sum_{j=1}^{q} \left( \frac{\mu_i - \mu_j}{2C} \right)^2
\]
\[
\frac{1}{K} \sum_{k=1}^{K} \mathcal{S}_F (X_i, X_k) = \frac{1}{\sqrt{K} \sum_{i=1}^{K} \sum_{k=1}^{K} \mathcal{S}_F (X_i, X_k)} \sqrt{\frac{1}{K} \sum_{i=1}^{K} \left( \frac{\mu^2(X_i) - \mu^2(X_k)}{2\varepsilon} \right)^2} = \frac{\sum_{k=1}^{K} \mathcal{S}_F (X_i, X_k) / K}{\sum_{i,k=1}^{K} \mathcal{S}_F (X_i, X_k) / K^2} = h_i
\]

Therefore, for the general case of step 1.5, we can still get anomaly score \( h_i \) of the subsequences.
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