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Abstract. The Krasnosel’skii-Mann (KM) algorithm is the most fundamental iterative scheme designed to find a fixed point of an averaged operator in the framework of a real Hilbert space, since it lies at the heart of various numerical algorithms for solving monotone inclusions and convex optimization problems. We enhance the Krasnosel’skii-Mann algorithm with Nesterov’s momentum updates and show that the resulting numerical method exhibits a convergence rate for the fixed point residual of $o\left(\frac{1}{k}\right)$ while preserving the weak convergence of the iterates to a fixed point of the operator. Numerical experiments illustrate the superiority of the resulting so-called Fast KM algorithm over various fixed point iterative schemes, and also its oscillatory behavior, which is a specific of Nesterov’s momentum optimization algorithms.
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1. Introduction. Let $\mathcal{H}$ be a real Hilbert space with inner product $\langle \cdot, \cdot \rangle$ and induced norm $\|\cdot\|$. In this paper we are interested in formulating a fast numerical method for solving the fixed point problem

(1.1) Find $x \in \mathcal{H}$ such that $x = T(x)$,

where $T: \mathcal{H} \to \mathcal{H}$ is a $\theta$-averaged operator with $\theta \in (0, 1]$. Recall that an operator $R: \mathcal{H} \to \mathcal{H}$ is nonexpansive if it is 1-Lipschitz continuous, that is

$$\|R(x) - R(y)\| \leq \|x - y\| \quad \forall x, y \in \mathcal{H}.$$ 

Then $T$ is said to be averaged with constant $\theta$ or $\theta$-averaged if there exists a nonexpansive operator $R: \mathcal{H} \to \mathcal{H}$ such that

$$T = (1 - \theta) \text{Id} + \theta R,$$

where $\text{Id}: \mathcal{H} \to \mathcal{H}$ denotes the identity mapping on $\mathcal{H}$. Obviously, an operator $T$ is nonexpansive if it is at least 1-averaged. We denote the set of all fixed points of $T$ by $\text{Fix} T := \{x \in \mathcal{H} | x = T(x)\}$.

The most naive approach when looking for a fixed point of $T$ is the following process, also called Banach-Picard iteration,

(1.2) $x_{k+1} := T(x_k) \quad \forall k \geq 0,$

where $x_0 \in \mathcal{H}$ is a starting point.
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According to the Banach-Picard fixed point theorem, if $T$ is a contraction, namely, $T$ is Lipschitz continuous with modulus $\delta \in [0, 1)$, then the sequence $(x_k)_{k \geq 0}$ generated by (1.2) converges strongly to the unique fixed point of $T$ with linear convergence rate. If $T$ is just nonexpansive, then this statement is no longer true. To illustrate this, it is enough to choose $T = \text{Id}$ and $x_0 \neq 0$, in which case the Banach-Picard iteration not only fails approach a fixed point of $T$, but also generates a sequence that does not satisfy the asymptotic regularity property. We say that the sequence $(x_k)_{k \geq 0}$ satisfies the asymptotic regularity property if the difference $x_k - T(x_k)$ converges strongly to $0$ as $k$ tends to $+\infty$. This property is crucial for guaranteeing the convergence of the iterates, as we will see later.

In order to overcome the restrictive contraction assumption on $T$, Krasnosel’skiĭ proposed in [26] to apply the Banach-Picard iteration (1.2) to the operator $\frac{1}{2}\text{Id} + \frac{1}{2}T$ instead of $T$. Following on the idea of using convex combinations the so-called Krasnosel’skiĭ-Mann (KM) iteration

$$x_{k+1} := (1 - s_k) x_k + s_k T(x_k) \quad \forall k \geq 0,$$

where $(s_k)_{k \geq 0}$ is a sequence in $(0, 1)$, emerged. It turned out that a fundamental step in proving the convergence of the iterates of (1.3) is to show that $x_k - T(x_k) \to 0$ as $k \to +\infty$, as it was done by Browder and Petryshyn in [11] in the constant case $s_k \equiv s \in (0, 1)$. The extension to nonconstant sequences was achieved by Groetsch in [20] who proved that, if $\sum_{k \geq 0} s_k (1 - s_k) = +\infty$, then the asymptotic regularity property is satisfied. The weak convergence of the iterates was then studied in various settings in [20, 24, 37, 8, 3]. Tikhonov regularization based techniques to improve the convergence of the iterates from weak to strong have been recently studied in [5, 7].

By considering convex combinations with a fixed so-called anchor point $x_0 \in \mathcal{H}$ one obtains the Halpern iteration [21]

$$x_{k+1} := (1 - s_k) x_0 + s_k T(x_k) \quad \forall k \geq 0,$$

a method that has recently attracted a lot of interest [29, 39, 36, 35]. The asymptotic regularity property of this iterative scheme has been studied in [42, 43].

Despite having ubiquitous applications in various fields, the study of the computational complexity of fixed point iteration schemes is still limited. One natural measure to quantify this is by means of the rate of convergence of the fixed point residual $\|x_k - T(x_k)\|$. Notice that the asymptotic regularity property does not automatically provide an explicit convergence rate.

Sabach and Slttern proved in [38] for a general form of the Halpern iteration that the rate of convergence of the fixed point residual is of $O\left(\frac{1}{k}\right)$. Lieder tightened this results in [29] by a constant factor, for the Halpern iteration with $s_k := 1 - \frac{1}{k+2}$ for every $k \geq 0$, whereas Park and Ryu proved in [35] that the convergence rate of $O\left(\frac{1}{k}\right)$ is optimal for this iterative scheme, which means that it can not be improved in general. On the other hand, the convergence of the Krasnosel’skiĭ-Mann iteration expressed in terms of the fixed point residual was in the nineties proved to be of $O\left(\frac{1}{\sqrt{k}}\right)$ in [2] in the case of a constant sequence $(s_k)_{k \geq 0}$. Later on, in the case of a nonconstant sequence, it was proved to be of $O\left(\frac{1}{\sqrt{k}}\right)$ in [12, 28], and of $O\left(\frac{1}{\sqrt{k}}\right)$ in [9, 15, 32], whereas in [4] it was shown that the asymptotic rate of convergence for the fixed point residual of the continuous time counterpart of the Krasnosel’skiĭ-Mann iteration is of $O\left(\frac{1}{\sqrt{k}}\right)$. Recently, Fierro, Maulén and Peypouquet proved in [18] that the rate of convergence
of the fixed point residual of a general inertial Krasnosel’skiı̆-Mann algorithm is also of $o\left(\frac{1}{\sqrt{k}}\right)$. Noticeably, Contreras and Cominetti showed in [13] that in the Banach space setting the lower bound of the Krasnosel’skiı̆-Mann iteration is $O\left(\frac{1}{\sqrt{k}}\right)$, which does not say anything about the lower bound in the Hilbert space setting.

For a family of general approaches aimed to “accelerate” the convergence of sequences relying on Shanks transformation and including Anderson acceleration, which can be applied also to fixed point problems, we refer to [10].

In this paper we introduce an iterative method for solving the fixed point problem (1.1) which exhibits a rate of convergence for the fixed point residual of $o\left(\frac{1}{k}\right)$ and guarantees the weak convergence of the iterates to a fixed point of $T$. The method is obtained by enhancing the Krasnosel’skiı̆-Mann iteration with Nesterov’s momentum updates and follows via the temporal discretization of the second order dynamical system with vanishing damping term proposed in [6] for solving monotone equations. The iterative scheme exploits the coercivity of the operator $\text{Id} - T$ and has consequently a much more simple formulation than the Fast OGDA algorithm introduced in [6] for solving monotone equations, which requires the construction of auxiliary sequences. Numerical experiments show that the resulting so-called Fast KM algorithm outperforms various fixed point iterative schemes including recently introduced ones using anchoring. The numerical experiments also illustrate the oscillatory behavior of the method, which is a specific of algorithms with Nesterov’s momentum updates.

As a by-product of our proposed approach we obtain several fast splitting methods for solving monotone inclusions. It is well-known that some of the most prominent splitting schemes result as particular instances of the Krasnosel’skiı̆-Mann iteration, since they can be reduced to the solving of a fixed point problem governed by an average operator. This is the case for the Douglas-Rachford splitting [17, 30], the forward-backward splitting [30], and the three operator splitting [16, 14]. For a comprehensive study of operator splitting schemes we refer to [3]. Recent contributions to the acceleration of the convergence of splitting methods have been made in [25, 39, 27, 41, 35].

2. A fast Krasnosel’skiı̆-Mann iteration. In our approach, we rely on the simple observation that

$$x_* \in \text{Fix}T \iff (\text{Id} - T)(x_*) = 0,$$

which allows us to benefit from the recent development on a continuous fast method for solving monotone equations in [6]. To be more specific, we have that $T$ is $\theta$-averaged if and only if $\text{Id} - T$ is $\frac{1}{2\theta}$-cocoercive [3, Proposition 4.39], that is

$$\langle x - y, (\text{Id} - T)(x) - (\text{Id} - T)(y) \rangle \geq \frac{1}{2\theta} \left\| (\text{Id} - T)(x) - (\text{Id} - T)(y) \right\|^2 \geq 0 \quad \forall x, y \in H.$$

From here one can immediately see that it follows immediately that $\text{Id} - T$ is monotone. Furthermore, from the Cauchy-Schwarz inequality we can see that $\text{Id} - T$ is at most $2\theta$-Lipschitz continuous.

As a direct consequence of (2.1) we have that for every $x_* \in \text{Fix}T$ it holds

$$\langle x - x_*, x - T(x) \rangle \geq \frac{1}{2\theta} \left\| x - T(x) \right\|^2 \geq 0 \quad \forall x \in H.$$

The dynamical system studied in [6], formulated for the monotone equation
we obtain for every
where the last relation comes from the first equation in (2.4). After rearranging (2.5),
\begin{equation}
\begin{aligned}
\dot{u}(t) &= (2 - \alpha) (\text{Id} - T) (x(t)) \\
u(t) &= 2 (\alpha - 1) x(t) + 2t \dot{x}(t) + 2t (\text{Id} - T) (x(t)) .
\end{aligned}
\end{equation}
We fix a time step $s > 0$, set $s_k := s (k + 1)$ for every $k \geq 1$, and approximate
\begin{equation}
x(s_k) \approx x_{k+1}, \quad \text{and} \quad u(s_k) \approx u_{k+1}.
\end{equation}
The explicit finite-difference scheme for (2.3) at time $t := s_k$ gives for every $k \geq 1$ \begin{equation}
\begin{aligned}
\frac{u_{k+1} - u_k}{s} &= (2 - \alpha) (\text{Id} - T) (x_k) \\
u_{k+1} &= 2 (\alpha - 1) x_{k+1} + 2 (k + 1) (x_{k+1} - x_k) + 2s (k + 1) (\text{Id} - T) (x_k),
\end{aligned}
\end{equation}
with the initialization $u_0 := x_0 - s \dot{x}_0$ and $u_1 := x_0$. Different to [6], where for the
discretization of the argument of $\text{Id} - T$ we used an auxiliary sequence, this time we
can use $(x_k)_{k \geq 0}$. This is thanks to the stronger property of cocoercivity the operator
$\text{Id} - T$ is enhanced with and which will be reflected in the convergence analysis. We
will see that this allows us not only to design a simpler algorithm, but also to consider
larger step sizes than for the one proposed in [6].
Next we will simplify the sequence $(u_k)_{k \geq 0}$. The second equation in (2.4) gives
for every $k \geq 1$
\begin{equation}
\begin{aligned}
u_k &= 2 (\alpha - 1) x_k + 2k (x_k - x_{k-1}) + 2sk (\text{Id} - T) (x_{k-1}).
\end{aligned}
\end{equation}
Taking the difference we obtain for every $k \geq 1$
\begin{equation}
\begin{aligned}
u_{k+1} - \nu_k &= 2 (k + \alpha) (x_{k+1} - x_k) - 2k (x_k - x_{k-1}) + 2s (\text{Id} - T) (x_k) \\
&+ 2sk ((\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1})) \\
&= (2 - \alpha) s (\text{Id} - T) (x_k),
\end{aligned}
\end{equation}
where the last relation comes from the first equation in (2.4). After rearranging (2.5),
we obtain for every $k \geq 1$
\begin{equation}
\begin{aligned}
2(k + \alpha) (x_{k+1} - x_k) &= 2k (x_k - x_{k-1}) - \alpha s (\text{Id} - T) (x_k) \\
&- 2sk ((\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1})).
\end{aligned}
\end{equation}
From here, we deduce that for every $k \geq 1$

$$
x_{k+1} = x_k + \frac{k}{k + \alpha} (x_k - x_{k-1}) - \frac{s\alpha}{2(k + \alpha)} (\text{Id} - T)(x_k)
- \frac{sk}{k + \alpha} ((\text{Id} - T)(x_k) - (\text{Id} - T)(x_{k-1}))
= \left(1 - \frac{s\alpha}{2(k + \alpha)}\right)x_k + \frac{(1 - s)k}{k + \alpha} (x_k - x_{k-1})
+ \frac{s\alpha}{2(k + \alpha)} T(x_k) + \frac{sk}{k + \alpha} (T(x_k) - T(x_{k-1})).
$$

Summing up, the algorithm we propose in this paper for solving (1.1) has the following formulation.

**Algorithm 2.1 Fast KM algorithm**

Let $\alpha > 2, x_0, x_1 \in H$ and $0 < s \leq \frac{1}{\theta}$.

**for** $k = 1, 2, \cdots$

Compute

$$
x_{k+1} := \left(1 - \frac{s\alpha}{2(k + \alpha)}\right)x_k + \frac{(1 - s)k}{k + \alpha} (x_k - x_{k-1})
+ \frac{s\alpha}{2(k + \alpha)} T(x_k) + \frac{sk}{k + \alpha} (T(x_k) - T(x_{k-1})).
$$

**end for**

**Remark 2.1.** For the step size choice $s := 1$ which is allowed for every $\theta$-averaged operator $T$ with $\theta \in (0, 1]$, our iterative scheme becomes (2.8)

$$
x_{k+1} := \left(1 - \frac{\alpha}{2(k + \alpha)}\right)x_k + \frac{\alpha}{2(k + \alpha)} T(x_k) + \frac{k}{k + \alpha} (T(x_k) - T(x_{k-1})) \quad \forall k \geq 1.
$$

Notice that for a nonexpansive operator $T$, which corresponds to the case $\theta = 1$, the value $s := 1$ is the largest step size that can be taken.

The numerical algorithm (2.8) can be interpreted as a Krasnosel’skii-Mann iteration enhanced with the extrapolation term $\frac{k}{k + \alpha} (T(x_k) - T(x_{k-1}))$ which proves to have an accelerating effect on the convergence of the fixed point residual. We learn from here that, in order to improve the convergence rate while preserving the convergence of the iterates, one must address iterative schemes that go beyond the classical Mann iteration [31]. The latter allows in the update rule only nonnegative coefficients for both the previous iterates and the operator evaluations at the previous iterates.

**Remark 2.2.** A direct application of the explicit Fast OGDA method in [6] to the solving of the monotone equation $(\text{Id} - T)(x) = 0$ leads for given $\alpha > 2, x_0, x_1, y_0 \in H,$ $0 < s < \max \left\{\frac{1}{10}, \frac{1 - \theta}{2\theta}\right\}$ to the following iterative scheme: for every $k \geq 1$ set

$$
y_k := x_k + \left(1 - \frac{\alpha}{k + \alpha}\right)(x_k - x_{k-1}) - \frac{\alpha s}{2(k + \alpha)} (\text{Id} - T)(y_{k-1})
$$

(2.9a)

$$
x_{k+1} := y_k - \frac{s}{2} \left(1 + \frac{k}{k + \alpha}\right)((\text{Id} - T)(y_k) - (\text{Id} - T)(y_{k-1})).
$$

(2.9b)
If $T$ is $\theta$-averaged, then $\text{Id} - T$ is $L$-Lipschitz with $L := \min \left\{ \frac{2\theta}{\theta - 1}, \frac{L}{1 - \theta} \right\}$ (here we make the convention $\frac{1}{0} := +\infty$), thus the upper bound of the step size is $\frac{1}{2L} = \max \left\{ \frac{1}{2\theta}, \frac{1}{1 - \theta} \right\}$. Indeed, we already noticed that, since $\text{Id} - T$ is $\frac{1}{2\theta}$-cocoercive, it is at most $2\theta$-Lipschitz continuous. On the other hand, $T$ is $\theta$-averaged if and only if (see [3, Proposition 4.35])

$$
\|T(x) - T(y)\|^2 \leq \|x - y\|^2 - \frac{1 - \theta}{\theta} \|(\text{Id} - T)(x) - (\text{Id} - T)(y)\|^2 \quad \forall x, y \in \mathcal{H},
$$

which implies that $\text{Id} - T$ is Lipschitz continuous with modulus at most $\frac{\theta}{1 - \theta}$.

Noticeably, the step size upper bound for algorithm (2.9) is more restrictive compared to the one in the Fast KM iteration (2.7). In addition, (2.7) has an obviously simpler formulation than (2.9). Even if one rewrites (2.9) in terms of a single sequence $(y_k)_{k \geq 0}$, it would require $y_k, y_{k-1}$ and $y_{k-2}$ to compute $y_{k+1}$. In comparison, (2.7) requires $x_k$ and $x_{k-1}$ to compute $x_{k+1}$.

3. Convergence analysis. The fundamental tool of the convergence analysis is the following discrete energy function which, for fixed $x_\star \in \text{Fix} T$ and $0 \leq \lambda \leq \alpha - 1$, is defined for every $k \geq 1$ as

$$
E_{\lambda,k} := \frac{1}{2} \left\| 2\lambda (x_k - x_\star) + 2k (x_k - x_{k-1}) + \frac{1}{2(\alpha - 1)} (3\alpha - 2) s k (\text{Id} - T)(x_{k-1}) \right\|^2 \\
+ 2\lambda (\alpha - 1 - \lambda) \|x_k - x_\star\|^2 + \frac{1}{\alpha - 1} (\alpha - 2) \lambda sk \langle x_k - x_\star, (\text{Id} - T)(x_{k-1}) \rangle \\
+ \frac{1}{8(\alpha - 1)^2} (\alpha - 2) (3\alpha - 2) s^2 k^2 \|(\text{Id} - T)(x_{k-1})\|^2.
$$

The discrete energy function is defined in analogy with the Lyapunov energy functions used in the study of continuous time dynamical systems associated with convex minimization problems and monotone equations ([1, 6]). While in convex minimization, the distance from the objective function at the current iterate to its minimal objective value plays the prominent role in the definition of the discrete energy function, in the present setting, this role is taken by $\|(\text{Id} - T)(x_{k-1})\|^2$. The coefficient $k^2$ in front of this term suggests the rate at which we expect this term to converge, provided the energy sequence converges as $k \to +\infty$. The same reasoning applies to the third summand in the discrete energy function, while the first two summands will play an important role in proving the convergence of the iterates.

The properties of the discrete energy function are presented in the following lemma, with the proof deferred to the Appendix B.

**Lemma 3.1.** Let $x_\star \in \text{Fix} T$ and $(x_k)_{k \geq 0}$ be the sequence generated by Algorithm 2.1. Then the following statements are true:

(i) for $0 \leq \lambda \leq \alpha - 1$ and every $k \geq 1$ it holds

$$
E_{\lambda,k+1} - E_{\lambda,k} \\
\leq 2 (2 - \alpha) \lambda s \langle x_k - x_\star, (\text{Id} - T)(x_k) \rangle + \omega_1 k \|x_{k+1} - x_k\|^2 \\
+ s (\omega_2 k + \omega_3) \|x_{k+1} - x_k, (\text{Id} - T)(x_k)\|^2 + \omega_4 s^2 k \|(\text{Id} - T)(x_k)\|^2 \\
+ \frac{1}{(\alpha - 1)} (\alpha - 2) \left( s - \frac{1}{\theta} \right) s^2 k^2 \|(\text{Id} - T)(x_k) - (\text{Id} - T)(x_{k-1})\|^2,
$$
where

\begin{align}
\omega_1 &= 4 (\lambda + 1 - \alpha) \leq 0, \\
\omega_2 &= \frac{1}{\alpha - 1} \left(4 (\alpha - 1) (\lambda + 1 - \alpha) + \alpha (2 - \alpha)\right) \leq 0, \\
\omega_3 &= \frac{1}{\alpha - 1} \left(2\alpha (\alpha - 1) (\lambda + 1 - \alpha) + \alpha - 2 (\alpha - 1)^2 + 2 (2 - \alpha) (\alpha - 1)\right), \\
\omega_4 &= \frac{1}{2 (\alpha - 1)} (2 - \alpha) (3\alpha - 2) \leq 0;
\end{align}

(ii) for $0 \leq \lambda \leq \frac{3\alpha}{4} - \frac{1}{2}$ the sequence $(\mathcal{E}_{\lambda, k})_{k \geq 1}$ is nonnegative.

In the following lemma, we demonstrate that there exist infinitely many choices for the parameter $\lambda$ (depending on $\alpha$) for which an essential quantity in the expression on the right-hand side of (3.1) becomes non-positive after a finite number of iterations. As we will see in Proposition 3.3, this behaviour will lead to the convergence of the corresponding discrete energy function $\mathcal{E}_{\lambda, k}$ as $k \to +\infty$. The proof of Lemma 3.2 can also be found in the Appendix B.

Lemma 3.2. Let

\begin{align}
\lambda(\alpha) := \frac{\alpha^2}{8 (\alpha - 1)} + \frac{\alpha - 1}{2} - \frac{1}{8 (\alpha - 1)} (\alpha - 2) \sqrt{(\alpha - 2) (5\alpha - 2)} > 0, \\
\overline{\lambda}(\alpha) := \min \left\{ \frac{3\alpha}{4} - \frac{1}{2}, \frac{\alpha^2}{8 (\alpha - 1)} + \frac{\alpha - 1}{2} + \frac{1}{8 (\alpha - 1)} (\alpha - 2) \sqrt{(\alpha - 2) (5\alpha - 2)} \right\}.
\end{align}

Then for every $\lambda$ satisfying $\lambda(\alpha) < \lambda < \overline{\lambda}(\alpha)$ one can find an integer $k(\lambda) \geq 1$ with the property that the following inequality holds for every $k \geq k(\lambda)$

\begin{align}
R_k := \sqrt{\frac{5\alpha - 2}{2 (3\alpha - 2)}} \omega_1 k \|x_{k+1} - x_k\|^2 + s (\omega_2 k + \omega_3) (x_{k+1} - x_k, (I - T) (x_k)) \\
+ \sqrt{\frac{5\alpha - 2}{2 (3\alpha - 2)}} \omega_4 s^2 k \|(I - T) (x_k)\|^2 \leq 0,
\end{align}

where $\omega_1, \omega_2, \omega_3$ and $\omega_4$ are the constants defined in (3.2).

Proposition 3.3. Let $x_\ast \in \text{Fix} T$ and $(x_k)_{k \geq 0}$ be the sequence generated by Algo-
Lemma 2.1. Then it holds

\begin{align}
(3.5a) \sum_{k \geq 1} \langle x_k - x_*, (\text{Id} - T) (x_k) \rangle &< +\infty, \\
(3.5b) \sum_{k \geq 1} k \|x_{k+1} - x_k\|^2 &< +\infty, \\
(3.5c) \sum_{k \geq 1} k \|(\text{Id} - T) (x_k)\|^2 &< +\infty, \\
(3.5d) \left( \frac{1}{\theta} - s \right) \sum_{k \geq 1} k^2 \|(\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1})\|^2 &< +\infty.
\end{align}

In addition, the sequence \((\mathcal{E}_{\lambda,k})_{k \geq 1}\) converges for every \(\lambda (\alpha) < \lambda < \bar{\lambda} (\alpha)\), where the pair \((\lambda (\alpha), \bar{\lambda} (\alpha))\) is defined in (3.3). Consequently, the sequence \((x_k)_{k \geq 0}\) is bounded.

Proof. Let \((\lambda (\alpha), \bar{\lambda} (\alpha))\) be the pair defined in (3.3) and \(\lambda (\alpha) < \lambda < \bar{\lambda} (\alpha)\). By Lemma 3.2, there exists an integer \(k (\lambda) \geq 1\) such that for every \(k \geq k(\lambda)\) it holds

\[ s (\omega_2 k + \omega_3) \langle x_{k+1} - x_k, (\text{Id} - T) (x_k) \rangle \leq - \frac{5\alpha - 2}{2(3\alpha - 2)} \omega_1 k \|x_{k+1} - x_k\|^2 - \frac{5\alpha - 2}{2(3\alpha - 2)} \omega_4 s^2 k \|(\text{Id} - T) (x_k)\|^2. \]

By plugging this inequality into (3.1) it follows that for every \(k \geq k(\lambda)\) it holds

\[ \mathcal{E}_{\lambda,k+1} - \mathcal{E}_{\lambda,k} \leq 2(2 - \alpha) \lambda s \langle x_k - x_*, (\text{Id} - T) (x_k) \rangle + \left( 1 - \sqrt{\frac{5\alpha - 2}{2(3\alpha - 2)}} \right) \omega_1 k \|x_{k+1} - x_k\|^2 \]
\[ + \left( 1 - \sqrt{\frac{5\alpha - 2}{2(3\alpha - 2)}} \right) \omega_4 s^2 k \|(\text{Id} - T) (x_k)\|^2 \]
\[ + \frac{1}{(\alpha - 1)} (\alpha - 2) \left( s - \frac{1}{\theta} \right) sk^2 \|(\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1})\|^2. \]

Taking into account that \(\omega_1, \omega_4 \leq 0\) (see (3.2)), and \(\frac{5\alpha - 2}{2(3\alpha - 2)} \leq 1\), we can apply Lemma A.3 to obtain the summability results in (3.5) as well as the fact that the sequence \((\mathcal{E}_{\lambda,k})_{k \geq 1}\) is convergent. Since \(0 < \lambda (\alpha) < \lambda < \bar{\lambda} (\alpha) < \alpha - 1\), the boundedness of \((x_k)_{k \geq 0}\) will then follow from the definition of the discrete energy function \((\mathcal{E}_{\lambda,k})_{k \geq 1}\).

Next we will show the convergence of the sequence of iterates. The proof relies on the Opial Lemma (see Lemma A.1) and the demiclosedness principle for nonexpansive operators. According to this principle, if \((z_k)_{k \geq 0} \subseteq \mathcal{H}\) is a sequence which converges weakly to \(z \in \mathcal{H}\) such that \(z_k - T (z_k)\) converges strongly to 0 as \(k \to +\infty\), then \(z \in \text{Fix} T\) (see [3, Corollary 4.28]).

Theorem 3.4. Let \((x_k)_{k \geq 0}\) be the sequence generated by Algorithm 2.1. Then \((x_k)_{k \geq 0}\) converges weakly to an element in \(\text{Fix} T\) as \(k \to +\infty\).

Proof. Let \(x_* \in \text{Fix} T\), \((\lambda (\alpha), \bar{\lambda} (\alpha))\) be the pair defined in (3.3) and \(\lambda (\alpha) < \lambda < \bar{\lambda} (\alpha)\).
\( \overline{\lambda} (\alpha) \). By the definition we have for every \( k \geq 1 \)

\[
E_{\lambda,k} = 2\lambda \left( x_k - x_* - 2k (x_k - x_{k-1}) + \frac{1}{\alpha - 2} k (\lambda - 1) s (\Id - T) (x_{k-1}) \right) \\
+ (3\alpha - 2) k \lambda s (\Id - T) (x_{k-1}) \\
+ \frac{k^2}{2} + \frac{1}{\alpha - 1} (3\alpha - 2) s (\Id - T) (x_{k-1})^2 \\
+ \frac{1}{8 (\alpha - 1)^2} (3\alpha - 2) s^2 k^2 \| (\Id - T) (x_{k-1}) \|^2 ,
\]

which implies for every \( \underline{\lambda} (\alpha) < \lambda_1 < \lambda_2 < \overline{\lambda} (\alpha) \) and every \( k \geq 1 \)

\[
E_{\lambda_2,k} - E_{\lambda_1,k} = 4 (\lambda_2 - \lambda_1) \left( k (\lambda - 1) s (\Id - T) (x_{k-1}) \right) \\
+ \frac{1}{2} (3\alpha - 2) s (\Id - T) (x_{k-1})^2 .
\]

For every \( k \geq 1 \) we set

\[
p_k := \frac{1}{2} (\alpha - 1) \| x_k - x_* \|^2 + k (\lambda - 1) s (\Id - T) (x_{k-1}),
\]

\[
q_k := \frac{1}{2} \| x_k - x_* \|^2 + s \sum_{i=1}^{k} \langle x_i - x_*, (\Id - T) (x_{i-1}) \rangle.
\]

We notice that for every \( k \geq 2 \)

\[
q_k - q_{k-1} = \langle x_k - x_*, x_k - x_{k-1} \rangle - \frac{1}{2} \| x_k - x_{k-1} \|^2 + s \langle x_k - x_*, (\Id - T) (x_k) \rangle,
\]

and thus

\[
(\alpha - 1) q_k + k (q_k - q_{k-1}) = p_k + (\alpha - 1) s \sum_{i=1}^{k} \langle x_i - x_*, (\Id - T) (x_{i-1}) \rangle - \frac{k}{2} \| x_k - x_{k-1} \|^2 .
\]

Since the discrete energy function converges for every \( \underline{\lambda} (\alpha) < \lambda_1 < \lambda_2 < \overline{\lambda} (\alpha) \), we obtain that \( \lim_{k \to +\infty} (E_{\lambda_2,k} - E_{\lambda_1,k}) \in \mathbb{R} \) exists. This implies in view of (3.7) and (3.8) that

\[
\lim_{k \to +\infty} p_k \in \mathbb{R} \text{ exists}.
\]

Moreover, thanks to the triangle inequality and the statements (3.5a) - (3.5c) in
Proposition 3.3, we have for every $k \geq 1$

$$\sum_{i=1}^{k} |\langle x_i - x^*, (\text{Id} - T) (x_{i-1}) \rangle|$$

$$\leq \sum_{i=1}^{k} |\langle x_i - x_{i-1}, (\text{Id} - T) (x_{i-1}) \rangle| + \sum_{i=1}^{k} |\langle x_{i-1} - x^*, (\text{Id} - T) (x_{i-1}) \rangle|$$

$$\leq \frac{1}{2} \sum_{i=1}^{k} \|x_i - x_{i-1}\|^2 + \frac{1}{2} \sum_{i=1}^{k} \|\text{Id} - T\|^2 (x_{i-1})^2 + \sum_{i=1}^{k} |\langle x_{i-1} - x^*, (\text{Id} - T) (x_{i-1}) \rangle|$$

$$\leq \frac{1}{2} \sum_{i \geq 1} \|x_i - x_{i-1}\|^2 + \frac{1}{2} \sum_{i \geq 1} \|\text{Id} - T\|^2 (x_{i-1})^2 + \sum_{i \geq 1} |\langle x_{i-1} - x^*, (\text{Id} - T) (x_{i-1}) \rangle|$$

$$< + \infty.$$  

This means that the series $\sum_{i=1}^{k} \langle x_i - x^*, (\text{Id} - T) (x_{i-1}) \rangle$ is absolutely convergent. In addition, due to (3.5b),

$$\lim_{k \to +\infty} k \|x_k - x_{k-1}\|^2 = 0,$$

which implies that

$$\lim_{k \to +\infty} ((\alpha - 1) q_k + k (q_k - q_{k-1})) \in \mathbb{R}$$

exists.

From Proposition 3.3, we have that $(x_k)_{k \geq 0}$ is bounded, hence $(q_k)_{k \geq 1}$ is also bounded. This allows us to apply Lemma A.2 to conclude that $\lim_{k \to +\infty} q_k \in \mathbb{R}$ also exists. Once again, by the definition of $q_k$ in (3.9) and the fact that the sequence

$$\left(\sum_{i=1}^{k} \langle x_{i-1} - x^*, (\text{Id} - T) (x_{i-1}) \rangle\right)_{k \geq 1}$$

converges, it follows that $\lim_{k \to +\infty} \|x_k - x^*\| \in \mathbb{R}$ exists. In other words, the hypothesis (i) in Opial Lemma (see Lemma A.1) is fulfilled.

Now let $\overline{x}$ be a weak sequential cluster point of $(x_k)_{k \geq 0}$, meaning that there exists a subsequence $(x_{k_n})_{n \geq 0}$ such that

$$x_{k_n} \text{ converges weakly to } \overline{x} \text{ as } n \to +\infty.$$  

On the other hand, according to (3.5c),

$$\left(\text{Id} - T\right) (x_{k_n}) \text{ converges strongly to } 0 \text{ as } n \to +\infty.$$  

Due to the demiclosedness principle we conclude from here that $\overline{x} \in \text{Fix}T$. This shows that the hypothesis (ii) in Opial Lemma is also fulfilled, and completes the proof.

The following results proves the convergence rate of the Fast KM algorithm in terms of the discrete velocity and fixed point residual.

**Theorem 3.5.** Let $(x_k)_{k \geq 0}$ be the sequence generated by Algorithm 2.1. Then it holds

$$\|x_k - x_{k-1}\| = o \left(\frac{1}{k}\right) \quad \text{and} \quad \|x_{k-1} - T (x_{k-1})\| = o \left(\frac{1}{k}\right) \text{ as } k \to +\infty.$$
Proof. Let \( x^* \in \text{Fix} T \), \((\underline{\lambda}(\alpha), \bar{\lambda}(\alpha))\) be the pair defined in (3.3) and \( \lambda(\alpha) < \lambda < \bar{\lambda}(\alpha) \). According to Proposition 3.3, the sequence \((E_{\lambda,k})_{k \geq 1}\) converges.

From (3.6) and (3.8) we have that for every \( k \geq 1 \)
\[
E_{\lambda,k} = 4\lambda p_k + \frac{k^2}{2} \left( 2(x_k - x_{k-1}) + \frac{1}{2(\alpha - 1)} (3\alpha - 2) s (\text{Id} - T) (x_{k-1}) \right)^2
\]
\[+ \frac{1}{8(\alpha - 1)} (\alpha - 2) (3\alpha - 2) s^2 k^2 \| (\text{Id} - T) (x_{k-1}) \|^2. \]

We set for every \( k \geq 1 \)
\[
h_k := \frac{k^2}{2} \left( 2(x_k - x_{k-1}) + \frac{1}{2(\alpha - 1)} (3\alpha - 2) s (\text{Id} - T) (x_{k-1}) \right)^2
\]
\[+ \frac{1}{4(\alpha - 1)} (\alpha - 2) (3\alpha - 2) s^2 \| (\text{Id} - T) (x_{k-1}) \|^2 \),

so that \( E_{\lambda,k} = 4\lambda p_k + h_k \). Furthermore, since \( \lim_{k \to +\infty} E_{\lambda,k} \in \mathbb{R} \) and \( \lim_{k \to +\infty} p_k \in \mathbb{R} \) (see also (3.10)), it holds
\[
\lim_{k \to +\infty} h_k \in \mathbb{R} \text{ exists.}
\]

On the other hand, in view of (3.5b) and (3.5c) in Proposition 3.3 we have
\[
\sum_{k \geq 1} \frac{1}{k} h_k \leq 4 \sum_{k \geq 1} k \| x_k - x_{k-1} \|^2
\]
\[+ \frac{1}{8(\alpha - 1)} (\alpha - 2) (7\alpha - 6) s^2 \sum_{k \geq 1} k \| (\text{Id} - T) (x_{k-1}) \|^2 < +\infty. \]

Consequently, \( \lim_{k \to +\infty} h_k = 0 \), which yields
\[
\lim_{k \to +\infty} k \left( 2(x_k - x_{k-1}) + \frac{1}{2(\alpha - 1)} (3\alpha - 2) s (\text{Id} - T) (x_{k-1}) \right)
\]
\[= \lim_{k \to +\infty} k \| (\text{Id} - T) (x_{k-1}) \| = 0. \]

This immediately implies \( \lim_{k \to +\infty} k \| x_k - x_{k-1} \| = 0. \)

Remark 3.6. In [35], Park and Ryu established a fixed point residual lower bound of \( O\left(\frac{1}{k}\right) \) for various fixed point iterations designed to find a fixed point of a 1-Lipschitz continuous operator. In the following, we will explain that this statement is not in contradiction with the convergence rate statement in Theorem 3.5.

According to [35, Theorem 4.6], for given \( K \geq 2, d \geq K \) and every initial point \( x_0 \in \mathbb{R}^d \), there exists an 1-Lipschitz continuous operator \( T : \mathbb{R}^d \to \mathbb{R}^d \) with \( x^* \in \text{Fix} T \) such that the inequality
\[
\| x_{K-1} - T(x_{K-1}) \| \geq \frac{2\| x_0 - x^* \|}{K}, \tag{3.11}
\]
holds for every iterates \((x_k)_{k=0,\ldots,K-1}\) satisfying
\[
x_k \in x_0 + \text{span}\{x_0 - T(x_0), \ldots, x_{k-1} - T(x_{k-1})\} \tag{3.12}
\]
for $k = 1, \ldots, K - 1$. It is evident that the sequence generated by the Fast KM algorithm with $x_1 := x_0$ fulfills (3.12). Consequently, there exists such an 1-Lipschitz continuous operator $T : \mathbb{R}^d \to \mathbb{R}^d$ that fulfills (3.11) for the sequence of iterates generated by the Fast KM algorithm with $x_1 := x_0$. In contrast, according to Theorem 3.5, for the same operator (as it is the case for every 1-Lipschitz continuous operator), it holds $k \parallel x_{k-1} - T(x_{k-1}) \parallel \to 0$ as $k \to +\infty$, which means that there exists $k_0 > K$ such that

$$\parallel x_{k-1} - T(x_{k-1}) \parallel < \frac{2\parallel x_0 - x^* \parallel}{k}$$

for every $k \geq k_0$.

Remark 3.7. In [13], Contreras and Cominetti presented an example of a 1-Lipschitz continuous operator defined on a Banach space with the property that the fixed point residual of the Mann iteration is bounded from below by $O\left(\frac{1}{k}\right)$. For given initial points $y_0$ and $x_0$, the Mann iterates are defined for every $k \geq 0$ recursively as follows

$$x_{k+1} := s_{k+1}^0 y_0 + \sum_{i=0}^{k} s_{k+1}^i T(x_i),$$

where $s_{k+1}^i \geq 0$ for every $i = 0, \ldots, k + 1$ and $\sum_{i=0}^{k+1} s_{k+1}^i = 1$.

As observed in Remark 2.1, the Fast KM algorithm is not a Mann iteration since not all the weights are nonnegative, although they do sum up to 1. This observation suggests that in order to obtain a fixed point residual rate of $o\left(\frac{1}{k}\right)$ in Banach spaces, one might have to go beyond general Mann iterations and allow, for instance, negative weights in the iterative scheme.

4. Application to several splitting algorithms. In the light of the fact that fixed point methods lie at the heart of important splitting iterative schemes for monotone inclusions, we will discuss in this section how the Fast KM algorithm impacts the latter. In addition, we will review some recent acceleration approaches of splitting algorithms from the literature.

Consider the following monotone inclusion problem

\begin{equation}
(4.1) \quad \text{Find } x \in \mathcal{H} \text{ such that } 0 \in A(x) + B(x) + C(x),
\end{equation}

where $A, B : \mathcal{H} \to 2^{\mathcal{H}}$ are set-valued maximally monotone operators and $C : \mathcal{H} \to \mathcal{H}$ is a $\beta$-cocoercive operator with $\beta > 0$.

Davis and Yin introduced in [16] the following operator

\begin{equation}
(4.2) \quad T_{DY} : \mathcal{H} \to \mathcal{H}, \quad T_{DY} := J_{\gamma A} \circ (2J_{\gamma B} - \text{Id} - \gamma C \circ J_{\gamma B}) + \text{Id} - J_{\gamma B},
\end{equation}

where $0 < \gamma \leq 2\beta$ and $J_{\gamma A} := (\text{Id} + \gamma A)^{-1}$ denotes the resolvent operator of $\gamma A$ with constant $\gamma$. The set of zeros of $A + B + C$, denoted by $\text{Zer}(A + B + C)$, can be characterized in terms of $T_{DY}$ by (see [16, Lemma 2.2])

$$\text{Zer}(A + B + C) = J_{\gamma B}(\text{Fix}T_{DY}).$$

The Krasnosel’ski˘ı-Mann iteration applied to $T_{DY}$ gives rise to the three-operator splitting method

$$x_{k+1} := (1 - s_k) x_k + s_k T_{DY}(x_k) \quad \forall k \geq 0,$$
where $x_0 \in \mathcal{H}$ and $(s_k)_{k \geq 0} \subseteq \left(0, 2 - \frac{\gamma}{2\beta}\right)$. The operator $T_{DY}$ is $\frac{2\beta}{4\beta - \gamma}$-averaged, here we use the convention $\beta := +\infty$ whenever $C \equiv 0$, in which case the operator is $\frac{1}{2}$-averaged. According to [23], this constant is tight. It has been shown in [14] that the convergence rate of three-operator splitting method is, as expected, of $O\left(\frac{1}{\sqrt{k}}\right)$.

The theoretical statements of the previous section applied to this particular setting lead to the following result.

**Corollary 4.1.** Let $\alpha > 2, x_0, x_1 \in \mathcal{H}, 0 < \gamma \leq 2\beta$ and $0 < s \leq 2 - \frac{\gamma}{2\beta}$. For every $k \geq 1$ we set

$$x_{k+1} := \left(1 - \frac{s\alpha}{2(k + \alpha)}\right)x_k + \frac{(1 - s)k}{k + \alpha}(x_k - x_{k-1}) + \frac{s\alpha}{2(k + \alpha)}T_{DY}(x_k) + \frac{sk}{k + \alpha}(T_{DY}(x_k) - T_{DY}(x_{k-1})).$$

Then the following statements are true:

(i) $(x_k)_{k \geq 0}$ converges weakly to an element $x_*$ in $FixT_{DY}$ such that $J_{\gammaB}(x_*)$ is a solution of (4.1);

(ii) it holds

$$\|x_k - x_{k-1}\| = o\left(\frac{1}{k}\right) \quad \text{and} \quad \|x_{k-1} - T_{DY}(x_{k-1})\| = o\left(\frac{1}{k}\right) \quad \text{as} \quad k \rightarrow +\infty.$$

In the following we will revisit some of the particular formulations of (4.1) and of the corresponding underlying operator $T_{DY}$ also in order to emphasize the broad applicability of Corollary 4.1.

**Resolvent operator.** For $B \equiv C \equiv 0$, the problem (4.1) reduces to

Find $x \in \mathcal{H}$ such that $0 \in A(x),$

and, for $\gamma > 0$,

$T_{DY} = J_{\gammaA},$

which is $\frac{1}{2}$-averaged.

The fixed point residual of the classical proximal point algorithm

$$x_{k+1} = J_{\gammaA}(x_k) \quad \forall k \geq 0,$$

is known to be in general of $O\left(\frac{1}{\sqrt{k}}\right)$, whereas Gu and Yang have shown in [19] that, for $\mathcal{H} := \mathbb{R}^n$, it can be tightened to

$$\|J_{\gammaA}(x_k) - x_k\| = \begin{cases} O\left(\frac{1}{k}\right), & \text{if } n = 1, \\ O\left(\frac{1}{(1 + \frac{1}{k})^{\frac{k}{2}} k}\right), & \text{if } n \geq 2. \end{cases}$$

In the same setting of finite-dimensional Hilbert spaces, Kim proposed in [25] (see also [35]) the following accelerated proximal point method, which, given $y_1 = x_0 = x_1 \in$
\[ y_{k+1} := J_{\gamma A}(x_k), \]
\[ x_{k+1} := y_{k+1} + \frac{k}{k+2} (y_{k+1} - y_k) - \frac{k}{k+2} (y_k - x_{k-1}). \]

Using the performance estimation approach, the author proved that the method exhibits a convergence rate of the fixed point residual of \( O\left(\frac{1}{k}\right) \).

By comparison, the algorithm in Corollary 4.1 for \( \gamma > 0, 0 < s \leq 2 \) and \( T_{DY} = J_{\gamma A} \) exhibits a convergence rate of the fixed point residual of \( o\left(\frac{1}{k}\right) \).

**Forward-backward operator.** For \( B \equiv 0 \), the problem (4.1) reduces to

Find \( x \in \mathcal{H} \) such that \( 0 \in A(x) + C(x) \),

and, for \( 0 < \gamma \leq 2\beta \),

\[ T_{DY} := T_{FB} = J_{\gamma A} \circ (\text{Id} - \gamma C), \]

which is \( \frac{2\beta}{4\beta - \gamma} \)-averaged.

The Krasnosel’skiĭ-Mann iteration gives rise in this case to the classical forward-backward algorithm, which is known to exhibit a convergence rate of the fixed point residual of \( O\left(\frac{1}{\sqrt{k}}\right) \). By comparison, the algorithm in Corollary 4.1 for \( T_{DY} = T_{FB} \) exhibits a convergence rate of the fixed point residual of \( o\left(\frac{1}{k}\right) \).

**Douglas-Rachford operator.** For \( C \equiv 0 \), the problem (4.1) reduces to

Find \( x \in \mathcal{H} \) such that \( 0 \in A(x) + B(x) \),

and, for \( \gamma > 0 \),

\[ T_{DY} := T_{DR} = J_{\gamma A} \circ (2J_{\gamma B} - \text{Id}) + \text{Id} - J_{\gamma B}, \]

which is \( \frac{1}{2} \)-averaged.

The Krasnosel’skiĭ-Mann iteration gives rise in this case to the classical Douglas-Rachford algorithm (see [17], [30]), which is known to exhibit a convergence rate of the fixed point residual of \( O\left(\frac{1}{\sqrt{k}}\right) \) (see [22]). By comparison, the algorithm in Corollary 4.1 for \( \gamma > 0, 0 < s \leq 2 \) and \( T_{DY} = T_{DR} \) exhibits a convergence rate of the fixed point residual of \( o\left(\frac{1}{k}\right) \).

**Recent contributions to acceleration approaches.** The idea of the Halpern iteration of considering in the iterative schemes convex combinations with an anchor point has been recently extensively exploited as it led to convergence rate improvements of numerical methods. This has been first done for fixed point iterations ([38], [29]), then for algorithms for solving monotone equations and minimax problems ([39], [27]), and later on for variants of splitting algorithms like the forward-backward, the Douglas-Rachford and the three-operator splitting method ([36, 41, 40, 44]).

Our method, however, relies on the continuous time approach from [6] and uses the idea of Nesterov’s momentum updates ([33]).

**5. Numerical experiments.**

**5.1. Proximal point type methods.** In order to illustrate the numerical performances of the Fast KM algorithm by comparison to other iterative schemes we consider first, for \( n \geq 1 \), the fixed point problem

Find \( x \in \mathbb{R}^{2n} \) such that \( J_A(x) = x \),
where \( J_A : \mathbb{R}^{2n} \to \mathbb{R}^{2n} \) is the resolvent of the maximally monotone operator given by the matrix

\[
A = \frac{1}{M - 1} \begin{pmatrix}
\mathbb{0} & \mathbb{I} \\
-I & \mathbb{0}
\end{pmatrix} \in \mathbb{R}^{2n \times 2n},
\]

where \( M \) is a positive constant, \( \mathbb{I} \) and \( \mathbb{0} \) denote the identity and the all-zeros matrix in \( \mathbb{R}^{n \times n} \), respectively. This operator has been used in the literature to illustrate the worse-case performance of the proximal point method and of the Banach-Picard iteration (see \([19, 35]\)). Notice that \( x = 0 \) is the unique fixed point of \( J_A \) and that \( J_A \) is 1/2-averaged, therefore we take as step size \( s := 2 \).

Fig. 1: Comparison of the behaviour of the fixed point residual for different methods

We solve the fixed point problem with the Banach-Picard iteration, which corresponds to the proximal point algorithm, the Krasnosel’skii-Mann iteration (1.3), which corresponds to the relaxed proximal point algorithm, the Halpern iteration (1.4), the accelerated proximal point method (APPM) (4.3), and the Fast KM algorithm (2.7) with \( \alpha = 3 \).

For all iterative methods we consider as starting \( \begin{pmatrix} 1_n \\ 0_n \end{pmatrix} \in \mathbb{R}^{2n} \), where \( 1_n \) and \( 0_n \) denote then all ones and all zeros vector in \( \mathbb{R}^{n} \), respectively.

In a first experiment, we run all these methods in case \( n := 5000 \). The values of the corresponding fixed point residuals are plotted in Figure 1 in logarithmic scale. It is obvious that the Fast KM algorithm outperforms all other numerical algorithms.

In a second experiment, we run the Fast KM algorithm for different values of \( \alpha \) in \( \{3, 5, 10, 20\} \). The values of the corresponding fixed point residuals are plotted in Figure 2 in logarithmic scale. As there is almost no difference between the methods in the first 100 iterations, one can notice that the speed of convergence of the fixed point residual increases with increasing \( \alpha \) and it is consistently faster than \( o(1/k) \). This phenomenon seems to be common for algorithms enhanced with Nesterov’s momentum update (see also \([6]\)). However, whereas in the case of Nesterov’s acceleration algorithms for minimizing smooth and convex function the values of \( \alpha \) are correlated with the speed of convergence of the objective function values, here this applies to the fixed point residual.
In addition, the plots of the fixed point residual exhibit a strong oscillatory behaviour, very similar to the behaviour of the objective function values of Nesterov’s acceleration algorithms for convex minimization. This is another evidence that Nesterov’s momentum improves the convergence behaviour of numerical algorithms beyond the optimization setting (see also [6]).

In Figure 3 - Figure 10 we plot the trajectories generated by all methods considered in the numerical experiments in case $n := 1$. From the convergence analysis we know that they all converge to the unique fixed point of the operator, however, as the plots show, after spiralling around it. It is also obvious that the spiralling effect in case of the Fast KM algorithm is less pronounced than for the other algorithms.
5.2. Douglas-Rachford type methods. For the second family of numerical experiments we consider the following feasibility problem

\[
\text{Find } x \in \mathbb{R}^{2n} \text{ such that } x \in \mathbb{R}^{2n}_+ \cap H_{u,v},
\]
where $\mathbb{R}^{2n}$ is the set of vectors in $\mathbb{R}^{2n}$ with nonnegative entries and, for a given vector $u \in \mathbb{R}^{2n}$ and real number $\nu \in \mathbb{R}$,

$$H_{u,\nu} := \{ x \in \mathbb{R}^{2n} : \langle x, u \rangle = \nu \}.$$ 

If $\mathbb{R}^{2n} \cap H_{u,\nu} \neq \emptyset$, then (see, for instance, [3, Corollary 27.6])

$$\mathbb{R}^{2n} \cap H_{u,\nu} = \text{Zer} \left( N_{\mathbb{R}^{2n}} + N_{H_{u,\nu}} \right) \neq \emptyset,$$

where $N_D : \mathbb{R}^{2n} \rightharpoonup \mathbb{R}^{2n}$ denotes the normal cone operator of a nonempty closed convex set $D \subseteq \mathbb{R}^n$. The normal cone operator $N_D$ is a maximally monotone and its resolvent $J_{N_D}$ is nothing else than the projection $\text{Proj}_D$ onto the set $D$.

The Douglas-Rachford (DR) algorithm is known as one of the most successful numerical method for solving such feasibility problems. In this concrete case it reads

$$x_{k+1} := (1 - s_k)x_k + s_kT_{DR}(x_k) \quad \forall k \geq 0,$$

where $x_0 \in \mathbb{R}^{2n}$, $(s_k)_{k \geq 0} \subseteq (0, 2]$ and $T_{DR} := \text{Proj}_{\mathbb{R}^{2n}} \circ (2\text{Proj}_{H_{u,\nu}} - \text{Id}) + \text{Id} - \text{Proj}_{H_{u,\nu}}$.

In the following we compare the performances of the DR algorithm for various choices for $(s_k)_{k \geq 0} \subseteq (0, 2]$ with the ones of the Halpern algorithm ([21]) and of the Fast KM method, which make also use of the Douglas-Rachford operator $T_{DR}$. For the Fast KM method we consider $\alpha \in \{5, 10, 30, 100, 500\}$ and as a step size $s := 2$.

In the numerical experiments we generate for different values of the dimension $n \geq 1$ a number of $N_{\text{test}}$ pairs $(u, \nu) \in \mathbb{R}^{2n} \times \mathbb{R}_+$, such that the intersection of $\mathbb{R}^{2n}_+$ and $H_{u,\nu}$ is nonempty, and a number of $N_{\text{init}}$ normally distributed starting points $x_0 \in \mathbb{R}^{2n}$, which we scale then by 100. For each generated hyperplane $H_{u,\nu}$ and starting point $x_0$ we run several variants of the DR algorithm, the Fast KM method and the Halpern algorithm. The algorithms terminate either after $k_{\text{max}}$ iterations or once the following condition is fulfilled

$$\|\text{Proj}_{H_{u,\nu}}(x_k) - \text{Proj}_{\mathbb{R}^{2n}}(\text{Proj}_{H_{u,\nu}}(x_k))\| \leq \text{To1},$$

where To1 denotes the tolerance error. This condition is motivated by the fact that for the Douglas-Rachford methods the so-called shadow sequence is the one that converges to a solution; in other words, (5.1) guarantees that $\text{Proj}_{H_{u,\nu}}(x_k)$ is close to the intersection $\mathbb{R}^{2n}_+ \cap H_{u,\nu}$. A trial fulfilling (5.1) before $k_{\text{max}}$ iterations will be counted as a successful attempt. In Table 1 and Table 2 we report the ratio of successfully solved problems and the average number of iterations the algorithms need until termination.

Table 1 shows the results for three settings determined by three choices for the triple $(n, N_{\text{test}}, N_{\text{init}})$ with $\text{To1} := 10^{-16}$ for the first two and $\text{To1} := 10^{-12}$ for the third one, and $k_{\text{max}} := 100$. For each setting we write in boldface the best values for the ratios and the average number of iterates for the DR algorithms. It is evident that the Fast KM algorithm outperforms in both criteria the best performing variants of the Douglas-Rachford algorithm and the Halpern algorithm already for $\alpha = 30$, and even more so for larger values of $\alpha$.

Table 2 shows the results obtained for the Fast KM algorithm for larger values of $n$, $\text{To1} := 10^{-8}$ and $k_{\text{max}} := 200$. It emphasizes once more that the numerical performances of our method become better when $\alpha$ takes larger values. Different from the class of DR algorithms, the growing dimension seems to less affect the number of iterations needed by Fast KM to provide a solution.
To further illustrate the behaviour of the considered numerical methods, we plot below some generated trajectories in case $n := 1$, and for $u = (1, 5)^T$ and $\nu := 6$. The generated sequences by the different methods may converge to different solutions for the same starting point which is plotted as a black square in the figures. However, the way the iterates of the DR algorithms and the Halpern algorithm, on the one hand, an the Fast KM algorithm, on the other hand, tend to their limits through are totally different. While the iterates of the DR algorithms and the Halpern algorithm move along a curve above the hyperplane $H_{u, \nu}$, the ones generated by the Fast KM algorithm approach in a more straight manner the solution.

In the figures Figure 17 and Figure 18 we plot the trajectory generated by the Halpern algorithm for two different starting points in order to emphasize their pronounced spiralling around the limit point. This also explains why (see also Figure 14), even if the algorithm finds a solution in less than $k_{\text{max}}$ steps, it requires more iterations than the DR algorithms and significantly more than the Fast KM algorithm.

Table 1: The ratio of successfully solved problems and the average number of iterations for several algorithms

| $(n, N_{\text{Init}}, N_{\text{RatK}})$ | $(1, 10^2, 10^4)$ | $(5, 10^2, 10^4)$ | $(50, 10^2, 10^3)$ |
|---|---|---|---|
| method | ratio | iterations | ratio | iterations | ratio | iterations |
| DR : $\alpha_k = 1 - \frac{1}{k+1}$ | 0.9939 | 7.6181 ± 6.26 | 0.9887 | 14.5431 ± 12.54 | 0.8456 | 42.823 ± 20.99 |
| DR : $\alpha_k = 1$ | 0.9940 | 4.8877 ± 6.00 | 0.9967 | 11.6671 ± 12.17 | 0.8700 | 39.1163 ± 21.08 |
| DR : $\alpha_k = 1 + \frac{1}{k+1}$ | 0.9944 | 5.9398 ± 6.23 | 0.9923 | 12.0513 ± 10.52 | 0.8949 | 36.6431 ± 20.41 |
| DR : $\alpha_k = \frac{7}{8}$ | 0.9976 | 6.8541 ± 6.61 | 0.9952 | 13.291 ± 7.85 | 0.9428 | 33.5245 ± 17.28 |
| DR : $\alpha_k = \frac{2}{3}$ | 0.9980 | 7.6111 ± 6.54 | 0.9957 | 15.0055 ± 7.06 | 0.9514 | 34.1237 ± 15.8 |
| DR : $\alpha_k = \frac{1}{2}$ | 0.9992 | 12.1969 ± 7.59 | 0.9965 | 27.535 ± 5.69 | 0.9644 | 46.8346 ± 10.99 |
| DR : $\alpha_k = \frac{1}{3}$ | 0.9992 | 9.3479 ± 6.96 | 0.9968 | 23.3639 ± 6.36 | 0.9648 | 47.6916 ± 11.91 |
| DR : $\alpha_k = \frac{1}{4}$ | 0.9994 | 14.5185 ± 6.64 | 0.9966 | 34.2205 ± 6.08 | 0.9649 | 54.9974 ± 10.69 |
| DR : $\alpha_k = \frac{1}{5}$ | 0.9996 | 23.1938 ± 11.67 | 0.9963 | 47.9954 ± 6.10 | 0.9598 | 64.4231 ± 7.85 |
| Halpern | 0.2400 | 32.8750 ± 22.87 | 0.0000 | −/− | 0.0000 | −/− |

Table 2: The ratio of successfully solved problems and the average number of iterations for the Fast KM algorithm

| $(n, N_{\text{Init}}, N_{\text{RatK}})$ | $(500, 100, 500)$ | $(5000, 50, 100)$ |
|---|---|---|
| method | ratio | iterations | ratio | iterations |
| Fast KM : $\alpha = 5$ | 0.9690 | 22.4536 ± 18.26 | 0.4973 | 70.4548 ± 16.42 | 0.0000 | −/− |
| Fast KM : $\alpha = 10$ | 1.0000 | 9.7566 ± 6.83 | 0.9996 | 27.5816 ± 11.78 | 0.8753 | 65.5713 ± 14.46 |
| Fast KM : $\alpha = 30$ | 1.0000 | 4.9323 ± 2.23 | 1.0000 | 10.0180 ± 2.41 | 1.0000 | 17.6134 ± 3.3 |
| Fast KM : $\alpha = 100$ | 1.0000 | 3.5014 ± 1.35 | 1.0000 | 6.2383 ± 1.19 | 1.0000 | 9.5427 ± 1.43 |
| Fast KM : $\alpha = 500$ | 1.0000 | 2.6151 ± 1.00 | 1.0000 | 4.3118 ± 0.73 | 1.0000 | 6.2944 ± 0.75 |
Appendix. In the appendix, we have compiled some auxiliary results and provided the proofs of the two technical lemmas used in the convergence analysis of the Fast KM algorithm.

Appendix A. Auxiliary results.
The Opial Lemma ([34]) is used in the proof of the convergence of the iterates.
Fig. 17: An instance for which the Halpern algorithm does not terminates in less than $k_{\text{max}}$ iterations

Fig. 18: The spiral behavior of the Halpern algorithm

**Lemma A.1.** Let $S$ be a nonempty subset of $H$ and $(x_k)_{k \geq 0}$ be a sequence in $H$. Assume that
(i) for every $x_\ast \in S$, $\lim_{k \to +\infty} \|x_k - x_\ast\|$ exists;
(ii) every weak sequential cluster point of the sequence $(x_k)_{k \geq 0}$ as $k \to +\infty$ belongs to $S$.
Then $(x_k)_{k \geq 0}$ converges weakly to a point in $S$ as $k \to +\infty$.

For the proof of the following result, which is the discrete counterpart of [1, Lemma A.2], we refer to [6, Lemma 21].

**Lemma A.2.** Let $a \geq 1$ and $(q_k)_{k \geq 0}$ be a bounded sequence in $H$ such that
$$\lim_{k \to +\infty} \left( q_{k+1} + \frac{k}{a} (q_{k+1} - q_k) \right) = l \in H.$$ Then it holds $\lim_{k \to +\infty} q_k = l$.

The following result is a particular instance of [3, Lemma 5.1].

**Lemma A.3.** Let $(a_k)_{k \geq 1}$, $(b_k)_{k \geq 1}$ and $(d_k)_{k \geq 1}$ be sequences of real numbers. Assume that $(a_k)_{k \geq 1}$ is bounded from below, and $(b_k)_{k \geq 1}$ and $(d_k)_{k \geq 1}$ are nonnegative sequences such that $\sum_{k \geq 1} d_k < +\infty$. If
$$a_{k+1} \leq a_k - b_k + d_k \quad \forall k \geq 1,$$ then the following statements are true:
(i) the sequence $(b_k)_{k \geq 1}$ is summable, namely $\sum_{k \geq 1} b_k < +\infty$;
(ii) the sequence $(a_k)_{k \geq 1}$ is convergent.

The following elementary result is used several times in the paper.

**Lemma A.4.** Let $a, b, c \in \mathbb{R}$ be such that $a < 0$ and $b^2 - ac \leq 0$. Then it holds
$$a \|x\|^2 + 2b \langle x, y \rangle + c \|y\|^2 \leq 0 \quad \forall x, y \in H.$$
Appendix B. Proofs of the technical lemmas used in the analysis of the Fast KM algorithm.

In this subsection we provide the proofs of Lemma 3.1 and Lemma 3.2.

Proof of Lemma 3.1. (i) Let $0 \leq \lambda \leq \alpha - 1$. First we will show that for every $k \geq 1$ the following identity holds

\begin{align}
(\text{B.1})
\left( E_{\lambda,k+1} + \frac{1}{4(\alpha - 1)}(\alpha - 2)\alpha s^2 (k + 1) \| (\text{Id} - T) (x_k) \|^2 \right) \\
- \left( E_{\lambda,k} + \frac{1}{4(\alpha - 1)}(\alpha - 2)\alpha s^2 k \| (\text{Id} - T) (x_{k-1}) \|^2 \right) \\
= 2 (2 - \alpha) \lambda s \langle x_{k+1} - x_*, (\text{Id} - T) (x_k) \rangle + 2 (\lambda + 1 - \alpha) (2k + \alpha + 1) \| x_{k+1} - x_k \|^2 \\
+ \frac{1}{4(\alpha - 1)} (2 - \alpha) s^2 (2 (3\alpha - 2) k + 2\alpha^2 + \alpha - 2) \| (\text{Id} - T) (x_k) \|^2 \\
+ \frac{1}{\alpha - 1} (4(\alpha - 1) (\lambda + 1 - \alpha) + \alpha (2 - \alpha)) s k \langle x_{k+1} - x_k, (\text{Id} - T) (x_k) \rangle \\
+ \frac{1}{\alpha - 1} (2\alpha (\alpha - 1) (\lambda + 1 - \alpha) + \alpha - 2(\alpha - 1)^2) s \langle x_{k+1} - x_k, (\text{Id} - T) (x_k) \rangle \\
+ \frac{1}{\alpha - 1} (2 - \alpha) s^2 k (2k + \alpha) \| (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \|^2.
\end{align}

For brevity we denote for every $k \geq 0$

\begin{align}
(\text{B.2})
\lambda_{\lambda,k+1} \triangleq 2\lambda (x_{k+1} - x_*) + 2 (k + 1) (x_{k+1} - x_k) \\
+ \frac{1}{2(\alpha - 1)} (3\alpha - 2) s (k + 1) (\text{Id} - T) (x_k),
\end{align}

which means that for every $k \geq 1$ it holds

\begin{align}
(\text{B.3})
\lambda_{\lambda,k} = 2\lambda (x_k - x_*) + 2k (x_k - x_{k-1}) + \frac{1}{2(\alpha - 1)} (3\alpha - 2) s k (\text{Id} - T) (x_{k-1}).
\end{align}

Subtracting (B.3) from (B.2) and then using (2.6) we obtain for every $k \geq 1$

\begin{align}
(\text{B.4})
\lambda_{\lambda,k+1} - \lambda_{\lambda,k} \\
= 2 (\lambda + 1 - \alpha) (x_{k+1} - x_k) + 2 (k + \alpha) (x_{k+1} - x_k) - 2k (x_k - x_{k-1}) \\
+ \frac{1}{2(\alpha - 1)} (3\alpha - 2) s (\text{Id} - T) (x_k) \\
+ \frac{1}{2(\alpha - 1)} (3\alpha - 2) s k \langle (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \rangle \\
= 2 (\lambda + 1 - \alpha) (x_{k+1} - x_k) + \frac{1}{2(\alpha - 1)} (\alpha - 2 (\alpha - 1)^2) s (\text{Id} - T) (x_k) \\
+ \frac{1}{2(\alpha - 1)} (2 - \alpha) s k \langle (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \rangle.
\end{align}

In the following we want to use the identity

\begin{align}
(\text{B.5})
\frac{1}{2} \left( \| \lambda_{\lambda,k+1} \|^2 - \| \lambda_{\lambda,k} \|^2 \right) = \langle \lambda_{\lambda,k+1}, \lambda_{\lambda,k+1} - \lambda_{\lambda,k} \rangle - \frac{1}{2} \| \lambda_{\lambda,k+1} - \lambda_{\lambda,k} \|^2 \quad \forall k \geq 1.
\end{align}
Thanks to the relations \((B.2)\) and \((B.4)\), we derive for every \(k \geq 1\) that

\[
(B.6)
\]

\[
\langle u_{\lambda,k+1}, u_{\lambda,k+1} - u_{\lambda,k} \rangle \\
= 4\lambda (\lambda + 1 - \alpha) \langle x_{k+1} - x_*, x_{k+1} - x_k \rangle \\
+ \frac{1}{\alpha - 1} \left( \alpha - 2 (\alpha - 1)^2 \right) \lambda s \langle x_{k+1} - x_*, (\Id - T) (x_k) \rangle \\
+ \frac{1}{\alpha - 1} (2 - \alpha) \lambda s k \langle x_{k+1} - x_*, (\Id - T) (x_k) - (\Id - T) (x_{k-1}) \rangle \\
+ 4 (\lambda + 1 - \alpha) (k + 1) \|x_{k+1} - x_k\|^2 \\
+ \frac{1}{\alpha - 1} \left( \alpha - 2 (\alpha - 1)^2 + (3\alpha - 2) (\lambda + 1 - \alpha) \right) s (k + 1) \langle x_{k+1} - x_k, (\Id - T) (x_k) \rangle \\
+ \frac{1}{\alpha - 1} (2 - \alpha) s (k + 1) k \langle x_{k+1} - x_k, (\Id - T) (x_k) - (\Id - T) (x_{k-1}) \rangle \\
+ \frac{1}{4 (\alpha - 1)^2} (3\alpha - 2) \left( \alpha - 2 (\alpha - 1)^2 \right) s^2 (k + 1) \| (\Id - T) (x_k) \|^2 \\
+ \frac{1}{4 (\alpha - 1)^2} (3\alpha - 2) (2 - \alpha) s^2 (k + 1) k \langle (\Id - T) (x_k), (\Id - T) (x_k) - (\Id - T) (x_{k-1}) \rangle,
\]

and

\[
(B.7)
\]

\[-\frac{1}{2} \|u_{\lambda,k+1} - u_{\lambda,k}\|^2 \]

\[-2 (\lambda + 1 - \alpha)^2 \|x_{k+1} - x_k\|^2 - \frac{1}{8 (\alpha - 1)^2} \left( \alpha - 2 (\alpha - 1)^2 \right)^2 s^2 \| (\Id - T) (x_k) \|^2 \\
- \frac{1}{8 (\alpha - 1)^2} (2 - \alpha)^2 s^2 k^2 \| (\Id - T) (x_k) - (\Id - T) (x_{k-1}) \|^2 \\
- \frac{1}{\alpha - 1} \left( \alpha - 2 (\alpha - 1)^2 \right) (\lambda + 1 - \alpha) s \langle x_{k+1} - x_k, (\Id - T) (x_k) \rangle \\
- \frac{1}{\alpha - 1} (2 - \alpha) (\lambda + 1 - \alpha) s k \langle x_{k+1} - x_k, (\Id - T) (x_k) - (\Id - T) (x_{k-1}) \rangle \\
- \frac{1}{4 (\alpha - 1)^2} (\alpha - 2 (\alpha - 1)^2) (2 - \alpha) s^2 k \langle (\Id - T) (x_k), (\Id - T) (x_k) - (\Id - T) (x_{k-1}) \rangle.
\]

A direct computation shows that for every \(k \geq 0\)

\[
\left(3\alpha - 2 \right) \left( \lambda + 1 - \alpha \right) + \alpha - 2 (\alpha - 1)^2 \right) (k + 1) - (\lambda + 1 - \alpha) \left( \alpha - 2 (\alpha - 1)^2 \right) \\
= \left(3\alpha - 2 \right) \left( \lambda + 1 - \alpha \right) + \alpha - 2 (\alpha - 1)^2 \right) k + 2\alpha (\alpha - 1) (\lambda + 1 - \alpha) + \alpha - 2 (\alpha - 1)^2 \\
= \left(3\alpha - 2 \right) \left( \lambda + 1 - \alpha \right) + \alpha - 2 (\alpha - 1)^2 - (2 - \alpha) \lambda k \\
+ 2\alpha (\alpha - 1) (\lambda + 1 - \alpha) + \alpha - 2 (\alpha - 1)^2 \\
= \left(4 (\alpha - 1) (\lambda + 1 - \alpha) + \alpha (2 - \alpha) \right) k + (2 - \alpha) \lambda k \\
+ 2\alpha (\alpha - 1) (\lambda + 1 - \alpha) + \alpha - 2 (\alpha - 1)^2.
\]
Therefore, by plugging (B.6) and (B.7) into (B.5), we get for every $k \geq 1$
(B.8)
\[
\frac{1}{2} \left( \|u_{\lambda,k+1}\|^2 - \|u_{\lambda,k}\|^2 \right)
= 4\lambda (\lambda + 1 - \alpha) \langle x_{k+1} - x_*, x_{k+1} - x_k \rangle
+ \frac{1}{\alpha - 1} \left( \alpha - 2 (\alpha - 1)^2 \right) \lambda s \langle x_{k+1} - x_*, (\text{Id} - T) (x_k) \rangle
+ \frac{1}{\alpha - 1} (2 - \alpha) \lambda sk \langle x_{k+1} - x_*, (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \rangle
+ 2 (\lambda + 1 - \alpha) (2k + \alpha + 1 - \lambda) \|x_{k+1} - x_k\|^2
+ \frac{1}{8(\alpha - 1)^2} \left( \alpha - 2 (\alpha - 1)^2 \right) s^2 (2 (3\alpha - 2) k + 2\alpha^2 + 2\alpha - 2) \|\text{Id} - T\| (x_k))^2
\]
\[
\leq \frac{1}{8(\alpha - 1)^2} (2 - \alpha)^2 s^2 k^2 \|\text{Id} - T\| (x_k) - (\text{Id} - T) (x_{k-1})\|^2.
\]
Notice that by the definition of the energy function we have for every $k \geq 1$
(B.9)
\[
\mathcal{E}_{\lambda,k} + \frac{1}{4(\alpha - 1)^2} (\alpha - 2) \alpha s k^2 \|\text{Id} - T\| (x_{k-1})\|^2
= \frac{1}{2} \|u_{\lambda,k}\|^2 + 2\lambda (\lambda - 1 - \alpha) \|x_k - x_*\|^2
+ \frac{1}{\alpha - 1} (\alpha - 2) \lambda sk \langle x_k - x_*, (\text{Id} - T) (x_{k-1}) \rangle
+ \frac{1}{8(\alpha - 1)^2} (\alpha - 2) s^2 k ((3\alpha - 2) k + 2(\alpha - 1)\alpha) \|\text{Id} - T\| (x_{k-1})\|^2.
\]
Later we will subtract the above identity at consecutive indices and to this end we will make use of the following identities which hold for every $k \geq 1$:
(B.10)
\[
\|x_{k+1} - x_*\|^2 - \|x_k - x_*\|^2 = 2 \langle x_{k+1} - x_*, x_{k+1} - x_k \rangle - \|x_{k+1} - x_k\|^2,
\]
(B.11)
\[
2\lambda s (k + 1) \langle x_{k+1} - x_*, (\text{Id} - T) (x_k) \rangle - 2\lambda sk \langle x_k - x_*, (\text{Id} - T) (x_{k-1}) \rangle
= 2\lambda sk \left( \langle x_{k+1} - x_*, (\text{Id} - T) (x_k) \rangle - \langle x_k - x_*, (\text{Id} - T) (x_{k-1}) \rangle \right)
+ 2\lambda s \langle x_{k+1} - x_*, (\text{Id} - T) (x_k) \rangle
= 2\lambda sk \langle x_{k+1} - x_*, (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \rangle
+ 2\lambda s \langle x_{k+1} - x_*, (\text{Id} - T) (x_k) \rangle + 2\lambda sk \langle x_k - x_*, (\text{Id} - T) (x_{k-1}) \rangle
= 2\lambda sk \langle x_{k+1} - x_*, (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \rangle
- 2\lambda sk \langle x_{k+1} - x_k, (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \rangle
+ 2\lambda sk \langle x_{k+1} - x_k, (\text{Id} - T) (x_k) \rangle + 2\lambda s \langle x_{k+1} - x_*, (\text{Id} - T) (x_k) \rangle,
and

\[(B.12)\]
\[
\frac{1}{4 (\alpha - 1)} s^2 (k + 1) ((3\alpha - 2) (k + 1) + 2 (\alpha - 1)^2) \| (\mathrm{Id} - T) (x_k) \|^2
\]
\[+ \frac{1}{4 (\alpha - 1)} s^2 k ((3\alpha - 2) k + 2 (\alpha - 1)^2) \| (\mathrm{Id} - T) (x_{k-1}) \|^2
\]
\[= \frac{1}{4 (\alpha - 1)} s^2 (2 (3\alpha - 2) k + 2 \alpha^2 + \alpha - 2) \| (\mathrm{Id} - T) (x_k) \|^2
\]
\[+ \frac{1}{2 (\alpha - 1)} s^2 k ((3\alpha - 2) k + 2 (\alpha - 1) \alpha) \| (\mathrm{Id} - T) (x_k) \| - \| (\mathrm{Id} - T) (x_{k-1}) \|^2
\]
\[= \frac{1}{4 (\alpha - 1)} s^2 (2 (3\alpha - 2) k + 2 \alpha^2 + \alpha - 2) \| (\mathrm{Id} - T) (x_k) \|^2
\]
\[+ \frac{1}{2 (\alpha - 1)} s^2 k ((3\alpha - 2) k + 2 (\alpha - 1) \alpha) \| (\mathrm{Id} - T) (x_k) \| - \| (\mathrm{Id} - T) (x_{k-1}) \|^2
\]

Therefore, by multiplying (B.11) and (B.12) by \(\frac{1}{2 (\alpha - 1)} (\alpha - 2)\), relation (B.9) gives for every \(k \geq 1\)

\[
(\mathcal{E}_{\lambda, k+1} + \frac{1}{4 (\alpha - 1)} (\alpha - 2) \alpha s^2 (k + 1) \| (\mathrm{Id} - T) (x_k) \|^2)
\]
\[+ \frac{1}{(\alpha - 1)} s k \| (\mathrm{Id} - T) (x_k) \|^2
\]
\[= \frac{1}{2} \left( u_{\lambda, k+1} \| (\mathrm{Id} - T) (x_k) \|^2 - \| u_{\lambda, k} \|^2 \right)
\]
\[+ \frac{1}{\alpha - 1} (\alpha - 2) \lambda s (x_{k+1} - x_\ast) \| (\mathrm{Id} - T) (x_k) \|^2
\]
\[+ \frac{1}{\alpha - 1} (\alpha - 2) \lambda s k \| (\mathrm{Id} - T) (x_k) \|^2
\]
\[= \frac{1}{4 (\alpha - 1)} s^2 (2 (3\alpha - 2) k + 2 \alpha^2 + \alpha - 2) \| (\mathrm{Id} - T) (x_k) \|^2
\]
\[+ \frac{1}{4 (\alpha - 1)} s^2 k ((3\alpha - 2) k + 2 (\alpha - 1) \alpha) \| (\mathrm{Id} - T) (x_k) \|^2
\]
\[+ \frac{1}{4 (\alpha - 1)} s^2 k ((3\alpha - 2) k + 2 (\alpha - 1) \alpha) \| (\mathrm{Id} - T) (x_k) \|^2
\]

By multiplying (B.10) by \(2 \lambda (\alpha - 1 - \lambda)\) and by taking into consideration (B.8) and
that
\[
\alpha - 2 (\alpha - 1)^2 + \alpha - 2 = 2 (\alpha - 1) (2 - \alpha)
\]
\[
- (\alpha - 2)^2 - (\alpha - 2) (3\alpha - 2) = -4 (\alpha - 2) (\alpha - 1),
\]
we immediately obtain from here identity (B.1).

Next we will focus on the term \( \langle x_{k+1} - x_k, (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \rangle \) for which we will provide an upper bound by exploiting the cocoercivity of \( \text{Id} - T \). Precisely, the relations (2.1) and (2.6) guarantee that for every \( k \geq 1 \)
\[
- 2sk (k + \alpha) \langle x_{k+1} - x_k, (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \rangle
\]
\[
= - 2sk^2 \langle x_k - x_{k-1}, (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \rangle
\]
\[
+ 2s^2k^2 \| (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \|^2
\]
\[
+ \alpha s^2k \langle (\text{Id} - T) (x_k), (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \rangle
\]
\[
\leq \left( - 2s - \frac{1}{\theta} \right) sk^2 \| (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \|^2 + \frac{1}{2} \alpha s^2k \| (\text{Id} - T) (x_k) \|^2
\]
\[
+ \frac{1}{2} \alpha s^2k \| (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \|^2
\]
\[
\leq \left( - 2s - \frac{1}{\theta} \right) sk^2 + \frac{1}{2} \alpha s^2k \| (\text{Id} - T) (x_k) - (\text{Id} - T) (x_{k-1}) \|^2
\]
\[
+ \frac{1}{2} \alpha s^2k \| (\text{Id} - T) (x_k) \|^2 - \frac{1}{2} \alpha s^2k \| (\text{Id} - T) (x_{k-1}) \|^2.
\]

After multiplying this inequality by \( \frac{1}{\alpha - 1} (\alpha - 2) > 0 \), adding it to (B.1), and using that
\[
2 (2 - \alpha) \lambda s \langle x_{k+1} - x_*, (\text{Id} - T) (x_k) \rangle
\]
\[
= 2 (2 - \alpha) \lambda s \langle x_{k+1} - x_k, (\text{Id} - T) (x_k) \rangle + 2 (2 - \alpha) \lambda s \langle x_k - x_*, (\text{Id} - T) (x_k) \rangle,
\]
we deduce the desired inequality (3.1). To obtain the coefficients of \( \| x_{k+1} - x_k \|^2 \) and \( \| (\text{Id} - T) (x_k) \|^2 \) as given in (3.2), one also has to take into consideration that \( \lambda + 1 - \alpha \leq 0 \) and \( 2\alpha^2 + \alpha - 2 > 0 \), as \( \alpha > 2 \). The assumptions we made on \( \alpha \) and \( \lambda \) immediately imply that \( \omega_1, \omega_2 \) and \( \omega_4 \) are nonpositive numbers.

(ii) Since
\[
\frac{1}{\alpha - 1} (\alpha - 2) \lambda sk \langle x_k - x_*, (\text{Id} - T) (x_k) \rangle
\]
\[
+ \frac{1}{8 (\alpha - 1)^2} (\alpha - 2) (3\alpha - 2) s^2 k^2 \| (\text{Id} - T) (x_k) \|^2
\]
\[
= \frac{1}{3\alpha - 2} (\alpha - 2) \left( \frac{1}{\alpha - 1} (3\alpha - 2) \lambda sk \langle x_k - x_*, (\text{Id} - T) (x_k) \rangle
\]
\[
+ \frac{1}{8 (\alpha - 1)^2} (3\alpha - 2)^2 s^2 k^2 \| (\text{Id} - T) (x_k) \|^2 \right)
\]
\[
= \frac{1}{3\alpha - 2} (\alpha - 2) \left( \frac{1}{2} \| 2\lambda (x_k - x_*) + \frac{1}{2 (\alpha - 1)} (3\alpha - 2) sk (\text{Id} - T) (x_{k-1}) \|^2
\]
\[
- 2\lambda^2 \| x_k - x_* \|^2 \right),
\]
we deduce that for every \( k \geq 1 \)
\[
E_{\lambda,k} = \frac{1}{2} \left\| 2\lambda (x_k - x_*) + 2k (x_k - x_{k-1}) + \frac{1}{2(\alpha - 1)} (3\alpha - 2) sk (Id - T) (x_{k-1}) \right\|^2 \\
+ 2\lambda (\alpha - 1 - \lambda) \| x_k - x_* \|^2 + \frac{1}{\alpha - 1} (\alpha - 2) \lambda s k \langle x_k - x_*, (Id - T) (x_{k-1}) \rangle \\
+ \frac{1}{8(\alpha - 1)^2} (\alpha - 2) (3\alpha - 2) s^2 k^2 \| (Id - T) (x_{k-1}) \|^2 \\
= \frac{1}{2} \left\| 2\lambda (x_k - x_*) + 2k (x_k - x_{k-1}) + \frac{1}{2(\alpha - 1)} (3\alpha - 2) sk (Id - T) (x_{k-1}) \right\|^2 \\
+ \frac{1}{2} (3\alpha - 2) (\alpha - 2) \left\| 2\lambda (x_k - x_*) + \frac{1}{2(\alpha - 1)} (3\alpha - 2) sk (Id - T) (x_{k-1}) \right\|^2 \\
+ 2\lambda (\alpha - 1) \left( 1 - \frac{4\lambda}{3\alpha - 2} \right) \| x_k - x_* \|^2.
\]
Using the identity
\[
\| x \|^2 + \| y \|^2 = \frac{1}{2} \left( \| x + y \|^2 + \| x - y \|^2 \right) \quad \forall x, y \in \mathcal{H},
\]
we obtain for every \( k \geq 1 \)
\[
(B.13)
E_{\lambda,k} = \frac{\alpha}{3\alpha - 2} \left\| 2\lambda (x_k - x_*) + 2k (x_k - x_{k-1}) + \frac{1}{2(\alpha - 1)} (3\alpha - 2) sk (Id - T) (x_{k-1}) \right\|^2 \\
+ \frac{1}{4(3\alpha - 2)} (\alpha - 2) \left\| 4\lambda (x_k - x_*) + 2k (x_k - x_{k-1}) \right\|^2 \\
+ \frac{1}{\alpha - 1} (3\alpha - 2) sk (Id - T) (x_{k-1}) \right\|^2 \\
+ \frac{1}{3\alpha - 2} (\alpha - 2) k^2 \| x_k - x_{k-1} \|^2 + 2\lambda (\alpha - 1) \left( 1 - \frac{4\lambda}{3\alpha - 2} \right) \| x_k - x_* \|^2,
\]
This shows that for \( 0 \leq \lambda \leq \frac{3\alpha}{4} - \frac{1}{4} \) all terms in the expression \((B.13)\) are nonnegative, thus the sequence \((E_{\lambda,k})_{k \geq 1}\) is nonnegative, too. \(\square\)

**Proof of Lemma 3.2.** For the quadratic expression in \( R_k \) we calculate
\[
\frac{\Delta_k}{s^2} := (\omega_2 k + \omega_3)^2 - \frac{2(5\alpha - 2)}{3\alpha - 2} \omega_1 \omega_3 k^2 = \left( \omega_2^2 - \frac{2(5\alpha - 2)}{3\alpha - 2} \omega_1 \omega_4 \right) k^2 + 2\omega_2 \omega_3 k + \omega_3^2.
\]
It suffices to guarantee that \( \omega_2^2 - \frac{2(5\alpha - 2)}{3\alpha - 2} \omega_1 \omega_4 < 0 \) in order to be sure that there exists some integer \( \lambda (k) \geq 1 \) such that \( \Delta_k \leq 0 \) for every \( k \geq k (\lambda) \) and to obtain from here, due to Lemma A.4, that \( R_k \leq 0 \) for every \( k \geq k (\lambda) \).

We will show that there exists a nonempty open interval contained in \([0, \alpha - 1]\) with the property that \( \omega_2^2 - \frac{2(5\alpha - 2)}{3\alpha - 2} \omega_1 \omega_4 < 0 \) holds when \( \lambda \) is chosen within this open interval. To this end we set \( \xi := \lambda + 1 - \alpha \leq 0 \) and get
\[
\omega_2 = -\frac{1}{\alpha - 1} (4(\alpha - 1) \xi - \alpha (\alpha - 2)) \quad \text{and} \quad \omega_1 \omega_4 = -\frac{2}{\alpha - 1} (\alpha - 2) (3\alpha - 2) \xi.
\]
Written in terms of $\xi$, we have first to guarantee that

$$\omega_2^2 - \frac{2(5\alpha - 2)}{3\alpha - 2}\omega_1\omega_4$$

$$= \frac{1}{(\alpha - 1)^2} \left( 4(\alpha - 1)\xi - \alpha(\alpha - 2) \right)^2 + 4(5\alpha - 2)(\alpha - 1)(\alpha - 2)\xi$$

$$= \frac{1}{(\alpha - 1)^2} \left( 16(\alpha - 1)^2\xi^2 + 4(\alpha - 1)(\alpha - 2)(3\alpha - 2)\xi + \alpha^2(\alpha - 2)^2 \right) < 0.$$  

A direct computation shows that

$$\Delta_\xi = 16(\alpha - 1)^2(2 - \alpha)^2 \left( (3\alpha - 2)^2 - 4\alpha^2 \right) = 16(\alpha - 1)^2(\alpha - 2)^3(5\alpha - 2) > 0.$$  

Hence, in order to get (5), we have to choose $\xi$ between the two roots of the quadratic function arising in this formula, in other words

$$\xi_1(\alpha) := \frac{1}{32(\alpha - 1)^2} \left( -4(\alpha - 1)(\alpha - 2)(3\alpha - 2) - \sqrt{\Delta_\xi} \right)$$

$$\xi_2(\alpha) := \frac{1}{32(\alpha - 1)^2} \left( -4(\alpha - 1)(\alpha - 2)(3\alpha - 2) + \sqrt{\Delta_\xi} \right)$$

Obviously $\xi_1(\alpha) < 0$ and from Viète’s formula $\xi_1(\alpha) \cdot \xi_2(\alpha) = \frac{\alpha^2(\alpha - 2)^2}{16(\alpha - 1)^2}$, it follows that we must have $\xi_2(\alpha) < 0$ as well.

Therefore, going back to $\lambda$, in order to be sure that $\omega_2^2 - \frac{2(5\alpha - 2)}{3\alpha - 2}\omega_1\omega_4 < 0$ this must be chosen such that

$$\alpha - 1 + \xi_1(\alpha) < \lambda < \alpha - 1 + \xi_2(\alpha).$$

Next we will show that

(B.14) \hspace{1cm} 0 < \alpha - 1 - \frac{1}{8(\alpha - 1)}(\alpha - 2)(3\alpha - 2) < \frac{3\alpha}{4} - \frac{1}{2}.$$

Indeed, the inequality on the left-hand side follows immediately, since

$$\alpha - 1 - \frac{1}{8(\alpha - 1)}(\alpha - 2)(3\alpha - 2) = \frac{1}{8(\alpha - 1)}(5\alpha^2 - 8\alpha + 4)$$

$$= \frac{1}{8(\alpha - 1)}(\alpha^2 + 4(\alpha - 1)^2) > 0.$$  

Using this relation, one can notice that the inequality on the right-hand side of (B.14) can be equivalently written as

$$5\alpha^2 - 8\alpha + 4 < 2(\alpha - 1)(3\alpha - 2) \Rightarrow 0 < \alpha^2 - 2\alpha = \alpha(\alpha - 2),$$

which is true as $\alpha > 2$.  

From (B.14) we immediately deduce that
\[ 0 < \alpha - 1 + \xi_2 (\alpha) \quad \text{and} \quad \alpha - 1 + \xi_1 (\alpha) < \frac{3\alpha}{4} - \frac{1}{2}. \]

This allows us to choose
\[
\lambda (\alpha) := \alpha - 1 + \xi_1 (\alpha) - \frac{1}{8 (\alpha - 1)} (\alpha - 2) \sqrt{(\alpha - 2)(5\alpha - 2)} < \bar{\lambda}(\alpha) := \min \left\{ \frac{3\alpha}{4} - \frac{1}{2}, \frac{\alpha^2}{8 (\alpha - 1)} + \frac{\alpha - 1}{2} + \frac{1}{8 (\alpha - 1)} (\alpha - 2) \sqrt{(\alpha - 2)(5\alpha - 2)} \right\},
\]

since
\[
\frac{1}{8 (\alpha - 1)} \alpha^2 + \frac{1}{2} (\alpha - 1) - \frac{1}{8 (\alpha - 1)} (\alpha - 2) \sqrt{(\alpha - 2)(5\alpha - 2)} > 0.
\]

Indeed, as \((\alpha - 1) \sqrt{\alpha - 1} > (\alpha - 2) \sqrt{\alpha - 2}\) and \(4\sqrt{\alpha - 1} > \sqrt{5\alpha - 2}\) we can easily deduce that
\[ \alpha^2 + 4 (\alpha - 1)^2 > 4 (\alpha - 1)^2 > (\alpha - 2) \sqrt{(\alpha - 2)(5\alpha - 2)} \]

and the claim follows.

In conclusion, choosing \(\lambda\) to satisfy \(\lambda (\alpha) < \lambda < \bar{\lambda}(\alpha)\), we have
\[
\omega_2^2 - \frac{2(5\alpha - 2)}{3\alpha - 2} \omega_1 \omega_4 < 0
\]

and therefore there exists some integer \(k (\lambda) \geq 1\) such that \(R_k \leq 0\) for every \(k \geq k (\lambda)\).
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