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Abstract

Inspired and underpinned by the idea of integral feedback, a distributed constant gain algorithm is proposed for multi-agent networks to solve convex optimization problems with local linear constraints. Assuming agent interactions are modeled by an undirected graph, the algorithm is capable of achieving the optimum solution with an exponential convergence rate. Furthermore, inherited from the beneficial integral feedback, the proposed algorithm has attractive requirements on communication bandwidth and good robustness against disturbance. Both analytical proof and numerical simulations are provided to validate the effectiveness of the proposed distributed algorithms in solving constrained optimization problems.
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I. INTRODUCTION

Collective behaviors in nature have motivated rapidly expanding research efforts in the control of multi-agent systems [1]. A multi-agent system is composed of multiple interacting subsystems (agents), which makes them more challenging to control than single monolithic systems. Specifically, the network constraints, stemming from the relations between agents involving sensing, communication or control, usually prohibit the application of traditional methods from controlling the multi-agent systems in a centralized manner. In order to seek new control approaches that respect the network nature of multi-agent systems, distributed control has recently received a significant amount of research attention, the goal of which is to allow multi-agent systems to accomplish global objectives through only local coordination. Here, the word ‘local’ connotes interaction between any given agent and a limited number of associated ‘neighbor’ agents, often physically adjacent.

One of the key problems in multi-agent control is distributed optimization, where each agent privately processes one objective function and one constraint, and the goal is to minimize the sum of local objective functions [2]–[5] subject to all local constraints [6]–[11]. To solve this problem, one applicable approach is the alternating direction method of multipliers (ADMM). While the ADMM method originates from Lagrange duality, it usually needs a centralized state to coordinate across agents [12]. This limits the applicability of the method to fully distributed network systems. In order to remove the requirement for such a centralized state, many efforts have been made. For example [13], [14] show the duality can instead be established by introducing slack states on the edges of the network; and in [14], [15], the centralized state can be further decomposed by the primal decomposition technique. Apart from the ADMM methods, another family of distributed coordination method arises from the idea of consensus [16]. The aim of consensus is to drive all agents in the network to reach an agreement regarding a certain quantity, which has served as a basis in deriving many distributed algorithms for multi-agent systems such as motion synchronization [1]; multi-robot path planning/formation control [17]; flocking of mobile robots [18]; and cooperative sensing [19]. Fitting in the scope of distributed optimization, consensus is usually incorporated with gradient descent and projection operators, which handle objective functions and local constraints, respectively. However, note that in multi-agent systems, different agents may have different local objective functions/constraints. This means that in general, the consensus, gradient descent, and projection operators will have different equilibria, so that the states in all agents can never converge to a same point. To circumvent this difficulty, the work in [20]–[23] applies a diminishing gain (i.e. 1/t) to the gradient term in the update equations. As a side effect, this time-variant gain must be shared by all the agents in the network, and the convergence rate of the algorithm will be degraded most commonly to O(1/√t). In order to improve the convergence rate, many recent works have shown that a possible approach is to double the dimension of the state vector. See for example the continuous-time update introduced in [9]–[11], [24], where the role of the extra vector is played by the Lagrangian dual vector for consensus errors; see also the discrete-time update introduced in [25], [26], where the extra vector performs gradient tracking; and the discrete-time update introduced in [27], [28], where the extra vectors combines proximal gradient and gradient tracking together. In these algorithms, the extra states have to be exchanged across the network, necessitating duplication of the network bandwidth.
requirement. Focusing on the convergence rate and the states to be exchanged across the network, a detailed comparison between this paper and the related works will be provided later in Table I.

In this paper, we propose a distributed algorithm for constrained optimization that is neither based on diminishing gains nor a doubled dimension of the vectors shared between agents. Actually, by comparing the very fundamental mechanisms of these algorithms, we notice that the common reason why the latter category of algorithms can achieve an improved convergence performance arises from elevating the type of the update to second order, and thereby effectively eliminating the accumulated consensus error. Inspired by this, in this paper, we propose a continuous-time consensus-based algorithm for constrained distributed optimization based on integral feedback within each agent’s controller, and with the integrated signal not being shared with other agents. The contributions of the paper in more detail are as follows: (i) Without a time-variant gain that needs to be shared by agents, the algorithm is capable of achieving the optimum solution with an asymptotic convergence rate for general convex objective functions with non-unique minimizers, and a global exponential convergence rate for strongly convex functions. (ii) To achieve exponential convergence, the proposed result only requires the sum of all objective functions to be strongly convex at the optimum point; this is a more relaxed condition compared with the existing results that require all agents’ local objective functions to be strongly convex [26]–[31]. (iii) Inherited from the benefit of integral feedback, it can be theoretically guaranteed that the proposed algorithm has good robustness against disturbances. (iv) Apart from requiring the storing at each agent of the integral of the state vector in addition to the state vector itself, the algorithm does not introduce an extra state vector which has to be exchanged among the agents of the network. This further distinguishes the work from the existing results based on (primal–dual) saddle point dynamics in [9]–[11]. Note that the algorithm of this paper is evidently related to the discrete-time algorithm for unconstrained optimization [26]–[28], [31], [32]. These authors increased the state dimension by using a form of gradient descent including the last two iterates. On the other hand as noted already, our algorithm is motivated by the very old principle of using integral feedback to cancel steady state errors. Different from [26], [29]–[32], our algorithm can additionally handle local linear constraints, which commonly exist in many engineering application [33], [34].

The rest of the paper is organized as follows. In Section II, we describe the information flow of the multi-agent network and formulate the problem of constrained distributed optimization. By introducing the idea of integral feedback, in Section III, we propose a continuous-time algorithm that can solve distributed optimization problems with linear constraints. The effectiveness, exponential convergence and robustness of the algorithm are theoretically proved in Section IV. Section V provides the numerical validation for the convergence rate and the robustness against disturbance. We finally conclude the paper in Section VI.

Notation: Let 1 be the vector in $\mathbb{R}^m$ with all entries equal to 1. Let $I_m$ denote the $m \times m$ identity matrix. We let $\{A_1, A_2, \ldots, A_r\}$ be a stack of matrices $A_i$ possessing the same number of columns with the index in a top-down ascending order, $i = 1, 2, \ldots, r$. By $M^\top$ is meant the transpose of a matrix $M$. Let $\ker M$ and image $M$ denote the kernel and image of a matrix $M$, respectively. Let $\otimes$ denote the Kronecker product.

### II. Problem Formulation

Consider a network of $m$ agents in which each agent $i$ is able to communicate with certain other nearby agents called its neighbors, denoted by $\mathcal{N}_i$. The neighbor relations can be described by a graph $G$ such that there is an edge from $j$ to $i$ if and only if $j \in \mathcal{N}_i$. We assume $G$ is connected and undirected. Associated with each agent is a local state $x_i \in \mathbb{R}^n$; a convex function $f_i(\cdot) : \mathbb{R}^n \to \mathbb{R}$; and a linear constraint $A_i x_i = b_i$, where $A_i \in \mathbb{R}^{m_i \times n}$ and $b_i \in \text{image } A_i \subset \mathbb{R}^{m_i}$. The problem of interest is to develop a distributed algorithm which enables all nodes of $G$ to reach a consensus value solving the problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{m} f_i(x_i) \\
\text{subject to} & \quad A_i x_i = b_i, \quad i = 1 \ldots, m
\end{align*}
\]

1 Please refer to the Assumption 2 of the main text for details.

### Table I: Comparison with existing algorithms

| Algorithm | Key idea | State to share | Local constraints | Update form | Exponential Convergence |
|-----------|----------|----------------|-------------------|-------------|-------------------------|
| The proposed algorithm | Integral Feedback | Dimension $n$ | Linear, closed | Continuous | Yes |
| Algorithms in [21] | Diminishing step-size/gain | Dimension $n$ | Compact | Discrete | No, $O(1/\sqrt{t})$ |
| Algorithms in [29] | Integral Feedback$^1$ | Dimension $n$ | Not applicable | Continuous | Yes |
| Algorithms in [26], [30], [31] | Gradient tracking | Dimension $2n^*$ | Not applicable | Discrete | Yes |
| Algorithm in [24] | Saddle point dynamics | Dimension $2n$ | Not applicable | Continuous | No theoretical guarantee |
| Algorithms in [9]–[11] | Saddle point dynamics | Dimension $2n$ | Closed | Continuous | No theoretical guarantee |

$^1$: Note that [29] requires an extra process for designing control gains. In this paper, the process is not required.

$^*$: In [26], certain choices for its parameter design can lead to a discrete counterpart of the result in this paper. In this case, its state to share is reduced to $n$. 
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---

**Note:** The table above compares various algorithms for distributed optimization, highlighting their key features such as the type of feedback used, the dimensionality of the vectors shared between agents, and the convergence properties. These comparisons are essential for understanding the performance and applicability of each algorithm in different scenarios. For a comprehensive understanding, refer to the main text for detailed discussions on each algorithm.
**Remark 1:** The linear constraint in (2) arises naturally from many engineering applications [33], [34]. Here, to avoid trivialities, we assume \( b_i \in \text{image } A_i \), and rank \( (A) < n \), where \( A = \text{col } \{ A_1, \cdots, A_m \} \). This guarantees the optimization domain defined by equations (2)-(3) is non-empty and non-unique.

### III. The Algorithm and Main Result

In order to solve the consensus-based constrained optimization problem characterized by (1)-(3), we first introduce some preliminary results.

**A. Preliminary Results**

**Distributed Consensus:** Consider a continuous-time update of the following form [35]

\[
\dot{x}_i = -\sum_{j \in \mathcal{N}_i} (x_i - x_j),
\]

where each agent in the network tries to reduce the distances between itself and its neighbors. Update (4) will drive all states to a consensus value, i.e. there exists a certain \( x^* = 1_m \otimes x^i \), such that \( x_i - x^* \to 0 \) for all \( i \) and the convergence is exponentially fast.

**Consensus-based distributed optimization:** Leaving aside temporarily the constraints (2), the attempt to find an algorithm also achieving the optimization objective (1) requires the introduction of a gradient term, so that the update of each agent becomes

\[
\dot{x}_i = -\alpha(t) \nabla f_i(x_i) - \sum_{j \in \mathcal{N}_i} s_{ij}(x_i - x_j),
\]

where \( \alpha(t) \) is a positive gain shared by all the agents and \( \nabla f_i(x_i) \) is the gradient squared.

In order to solve the consensus-based optimization problem, a novel algorithm is presented in [20]–[22], where the authors apply a diminishing gain \( \alpha(t) \) to the discrete-time version of (5) to eliminate the consensus error. Furthermore, with introduction of an additional projection operator, this algorithm is also able to handle local constraints. A continuous version of the algorithm developed in [20]–[22] is

\[
\dot{x}_i = P_i \left( -\alpha(t) \nabla f_i(x_i) - \sum_{j \in \mathcal{N}_i} (x_i - x_j) \right),
\]

where \( P_i[\cdot] \) is a projection operator that projects any vector to the tangent space of the agent’s local constraint at the point \( x_i(t) \), and it guarantees that \( x_i \) always satisfies the local constraint of agent \( i \). By letting all agents share the diminishing gain such that \( \alpha(t) \to 0 \) and \( \int_0^\infty \alpha(t) \, dt \to \infty \), it has been theoretically proved that the states will asymptotically reach a consensus at the minimizer of \( \sum_{i=1}^m f_i(x) \) subject to all agents’ local constraints [20], [21]. Meanwhile, since the effect of the gradient term is discounted by the diminishing gain, the convergence rate of the algorithm is at most \( O(1/\sqrt{t}) \). Here, to improve the convergence rate, the key idea is to get rid of the diminishing gain \( \alpha(t) \) in (6). This has led to the main result of this paper.

**B. The proposed update and main result**

In this paper, instead of using a diminishing gain or an additional state vector to each agent which has to be exchanged with neighbors, our key idea stems from introducing an additional integral term to effectively eliminate the steady state error on consensus. We propose the following continuous-time distributed algorithm,

\[
\dot{x}_i = -P_i \left( \nabla f_i(x_i) + \sum_{j \in \mathcal{N}_i} (x_i - x_j) + \int_0^t \sum_{j \in \mathcal{N}_i} (x_i - x_j) \right)
\]

where \( x_i(0) \) are initialized such that \( A_i x_i(0) = b_i \); and \( P_i \in \mathbb{R}^{n \times n} \) is a projection matrix to \( \ker A_i \).

**Remark 2:** Obviously, the proposed algorithm is distributed, because the state update of each agent only relies on the information of itself and that of its neighbors. In update (7), the projection matrix \( P_i \) and the special initialization on \( x_i(0) \) are used to handle the linear constraint (2). As a special case, if for one or more agents, the linear constraint does not exist, then one can correspondingly initialize \( x_i(0) \) as an arbitrary value and replace the projection matrix by an identity matrix. Further note that similarly to [29], [36], the integral term requires extra historical state information; as will be seen later in equation (11), such information can be equivalently stored in a local state \( y_i = \int_0^t \sum_{j \in \mathcal{N}_i} (x_i - x_j) \), and moreover, this extra state does not need to be shared across the network.

\(^2\)Note that if the function is not differentiable, the gradient can usually be replaced by a sub-gradient of the function with the convergence property being unchanged. However, since sub-gradients are not unique, this can lead to non-unique trajectories and requires the tool of Filippov-solution for analysis. of \( f_i(x_i) \), \( s_{ij} > 0 \) is a parameter, which is usually associated with the edge weight of the network. Note that in (5), if \( \alpha(t) \) is chosen as a fixed positive constant, unless all \( f_i \) are minimized by a common vector, there may not exist a steady state \( x^* \) for equation (5) which also follows the consensus property (1).

\(^3\)For the linear constraints, one has \( P_i[s] = P_i \cdot s \), where \( P_i \in \mathbb{R}^{n \times n} \) is a projection matrix to \( \ker A_i \).
Ahead of studying the properties of Algorithm (7), we introduce the following assumptions.

**Assumption 1:** For all $i = 1, \cdots, m$, suppose $f_i(\cdot)$ is convex, continuously differentiable and its gradient is Lipschitz. Suppose rank $(A) < n$, where $A = \text{col} \{A_1, \cdots, A_m\}$, such that the feasible set defined by the constraints (2)-(3) is non-empty. Suppose a solution $x^*$ to (1)-(3) exists, where $x^*$ may be non-unique$^4$.

**Assumption 2:** Suppose Assumption 1 holds. Further suppose $F(x) = \sum_{i=1}^m f_i(x)$ is strongly convex$^5$ at $x^*$, where $x^*$ is the unique minimizer to problem (1)-(3).

The Algorithm (7), along with assumptions 1 and 2 allows us to propose the following Theorem.

**Theorem 1:** Suppose the network $\mathbb{G}$ is connected and undirected; suppose Assumption 1 holds. Then given any $x_i(0)$ such that $A_i x_i(0) = b_i$, update (7) drives the states $x_i(t)$ of all agents asymptotically to a point $x^*$, which is an optimum solution to (1)-(3). Furthermore, if Assumption 2 also holds, the convergence is globally exponentially fast.

**Remark 3:** Note immediately that in Assumption 2, we only require the sum $F(x) = \sum_{i=1}^m f_i(x)$ to be strongly convex (at $x^*$), which is a more relaxed condition compared with most of the existing results [26]-[28] that require each single $f_i(x_i)$ to be strongly convex. This allows the algorithm to handle the scenarios when linear objective functions or exponential penalty functions are associated with some of the agents.

**Corollary 1:** Suppose Assumption 2 holds. Consider the update under disturbance,

$$
\dot{x}_i = -P_i \left( \nabla f_i(x_i) + \sum_{j \in N_i} (x_i - x_j) + \int_0^t \sum_{j \in N_i} (x_i - x_j) \right) + v_i(t)
$$

where $v_i(t)$ is a disturbance that is bounded for all $i = 1, \cdots, m$ and $t \geq 0$. Then, the proposed algorithm (7) is robust against bounded disturbance, that is, as $t \to \infty$, one has that $\|x_i(t) - x^*\|$ remains bounded for all $i = 1, \cdots, m$.

**Remark 4:** In Corollary 1, the disturbance $v_i(t)$ can frequently be caused by communication issues or sensor mismatches [37]. Also note that the robustness property proposed here is primarily a consequence of the exponential convergence of algorithm (7). On the contrary, for distributed algorithms that only have asymptotic convergence (i.e. $O(1/t)$, $O(1/\sqrt{t})$), the same disturbance will lead the output error to be unbounded. This statement will be validated later by simulations.

**IV. Analysis**

This section proves the main results of the paper.

**A. Steady-state Analysis**

We first propose the following lemma, which shows that the equilibrium point of (7) exists, and it is consistent with the solution to problem (1)-(3).

**Lemma 1:** Consider the updates (7) under Assumption 1, where $\mathbb{G}$ is connected and undirected. Then an equilibrium point $x_i^*$ of equation (7) exists. Furthermore, for all $i = 1, \cdots, m$, there holds $x_i^* = x^*$, ensuring that the equilibrium point obeys the consensus property and optimizes the constrained optimization problem (1)-(3).

For simplicity in analyzing the proposed algorithm from a global perspective, define $x = \text{col} \{x_1, \cdots, x_m\} \in \mathbb{R}^{mn}$, $\bar{P} = \text{diag} \{P_1, \cdots, P_m\} \in \mathbb{R}^{mn \times mn}$, $\nabla f(x) = \text{col} \{\nabla f_1(x_1), \cdots, \nabla f_m(x_m)\}$, and $\bar{L} = L \otimes I_n \in \mathbb{R}^{mn \times mn}$, where $L \in \mathbb{R}^{m \times m}$ is the Laplacian matrix of the graph $\mathbb{G}^6$. Then update (7) can be rewritten as

$$
\dot{x} = -\bar{P} \left( \nabla f(x) + \bar{L}x + \int_0^t \bar{L}x \right).
$$

This is further equivalent to

$$
\dot{x} = -\bar{P} \left( \nabla f(x) + \bar{L}x + y \right)
$$

$$
\dot{y} = \bar{L}x
$$

where $y \in \mathbb{R}^{mn}$ and $y(0) = 0$.

**Remark 5:** Evidently the dynamics (10)-(11) is equivalent to (7), where the integral term implicitly introduces an extra state $y$. Each component of this extra state can be obtained via local computations and stored by each agent, and does not have to be exchanged across the network. For existing algorithms characterized by saddle-point dynamics, the extra states must be exchanged across the network [24], [38].

**Proof of Lemma 1:** To prove Lemma 1, since (10)-(11) and (7) are equivalent, it is sufficient to show that there exist equilibrium points $(x^*, y^*)$ such that

$$
0 = -\bar{P} \left( \nabla f(x^*) + \bar{L}x^* + y^* \right)
$$

$$
0 = \bar{L}x^*
$$

$^4$We acknowledge the suggestion of an anonymous reviewer to include a non-uniqueness condition in this assumption.

$^5$A function $F(\cdot)$ is called strongly convex at $x^*$ with parameter $\omega > 0$ if $\omega \left[ \nabla F(a + x^*) - \nabla F(x^*) \right] \geq \omega \|a\|_2^2$ holds for all vectors $a$ in its domain.

$^6$Since $\mathbb{G}$ is connected and undirected, $L$ must be symmetric with kernel spanned by $1_m$, the $m$-vector of all 1’s.
where \( x^* = 1_m \otimes x^* \) and \( x^* \) is a minimizer of \( F(x) = \sum_{i=1}^m f_i(x) \) subject to \( A_i x^* = b_i \) for all \( i \); \( \nabla f(x^*) \) is the column stack of the vectors \( \frac{df_i(x)}{dx_i} \) evaluated at \( x^* \).

**Existence:** Based on Assumption (1), let \( x^* \) be a minimizer of \( \sum_i f_i(x) \) subject to \( A_i x = b_i \), \( i = 1 \cdots , m \). Then, by standard Lagrange multiplier theory [39], there exist Lagrange multipliers \( z_i^* \) such that

\[
\sum_{i=1}^m \nabla f_i(x^*) - \sum_{i=1}^m A_i^T z_i^* = 0
\]  

(14)

Using the \( z_i^* \), we make the definition

\[
y_i^* = A_i^T z_i^* - \nabla f_i(x^*)
\]  

(15)

Based on \( x^* \) and \( y_i^* \), let

\[
x^* = 1_m \otimes x^* \quad \text{and} \quad y^* = \{ y_1^*, \cdots , y_m^* \}
\]  

(16)

In the following, we prove that the equilibrium to dynamics (10)-(11) exists, by showing that \( x^* \) and \( y^* \) satisfy equations (12)-(13). First, since \( \ker \bar{L} = \text{image} (1 \otimes I_n) \) and \( x^* = 1_m \otimes x^* \), one has \( \bar{L} x^* = 0 \), which is equation (13).

To continue, from equation (15), and the definitions of \( x^* \) and \( y^* \) in (16), one has

\[
\nabla f(x^*) + y^* = \bar{A}^T z^*
\]  

(17)

where \( \bar{A} = \text{diag} \{ A_1, \cdots , A_m \} \). Indeed

\[
\nabla f(x^*) + \bar{L} x^* + y^* = \bar{A}^T z^*
\]  

(18)

From this, since \( \bar{P} \bar{A}^T = 0 \), we obtain

\[
0 = -\bar{P} (\nabla f(x^*) + \bar{L} x^* + y^*)
\]  

(19)

This ensures the satisfaction of (12). Furthermore, since \( y(0) = 0 \), the integration of \( y \) in equation (11) leads to another implicit condition, that is for all \( t \), \( y(t) \in \text{image} \bar{L} \). Hence, \( y^* \in \text{image} \bar{L} \). To validate this, from (14) and (15) one has

\[
\begin{align*}
\sum_{i=1}^m y_i^* &= \sum_{i=1}^m [A_i^T z_i^* - \nabla f_i(x^*)] \\
&= - \left( \sum_{i=1}^m \nabla f_i(x^*) - \sum_{i=1}^m A_i^T z_i^* \right) = 0
\end{align*}
\]

This ensures the satisfaction of \( y^* \in \text{image} \bar{L} \) and establishes the existence of the equilibrium points \((x^*, y^*)\).

**Consistency:** Based on the existence of the equilibrium \((x^*, y^*)\), we now show that any \( x^* \) satisfying (12)-(13) takes the form set out in the lemma statement and is consistent with the solution to problem (1)-(3). Since \( \ker \bar{L} = \text{image} (1 \otimes I_n) \) and \( \bar{L} x^* = 0 \), one has \( x^* = 1_m \otimes u \), where \( u \in \mathbb{R}^n \). This directly leads to the consensus property. To continue, we only need to show that \( u = x^* \) is a solution to problem (1)-(3). To do this, recall that image \( P_i = \ker A_i \), thus, ker \( P_i = \text{image} A_i^T \).

From equation (12) and \( \bar{P} = \text{diag} \{ P_1, \cdots , P_m \} \), there exists a \( z^* = \text{col} \{ z_1^*, \cdots , z_m^* \} \), \( z_i^* \in \mathbb{R}^{n_i} \) such that

\[
\nabla f(x^*) + \bar{L} x^* + y^* = \bar{A}^T z^*
\]  

(20)

Further recall that \( \nabla f(x^*) = \nabla f(1_m \otimes u) \) is the column stack of the vectors \( \frac{df_i(x)}{dx_i} \) evaluated at \( x^* \), then multiplying equation (20) on the left by \((1_m \otimes I_n)^T\) yields

\[
(1_m \otimes I_n)^T \nabla f(x^*) = \sum_{i=1}^m \nabla f_i(u) = \sum_{i=1}^m A_i^T z_i^*.
\]  

(21)

This, by standard Lagrange multiplier theory, tells us \( u \) is a critical point for \( F(x) = \sum_{i=1}^m f_i(x) \) on the manifold defined by \( A_i x = b_i \) for all \( i \). Thus, \( u = x^* \) is a minimizer to problem (1)-(3). This completes the proof.

As a side remark, we observe that under Assumption 1, a solution \( x^* \) can be non-unique, but under Assumption 2, \( x^* \) is clearly unique. Further more, note that the uniqueness, or otherwise, of \( y_i^* \) does not influence the result of Lemma 1, as it does not originally appear in the update (7). Actually in (14), if \([A_1^T, \cdots , A_m^T] \) does not have linearly independent columns, the value of \( z_i^* \) is non-unique [39]. Consequently, the value of \( y_i^* \) is non-unique.
B. Change of coordinate frame

In order to examine the transient behavior of (10)-(11), it is convenient to make a coordinate transformation which ensures that in the new coordinates, the equilibrium point corresponding to \( x^* \) is moved to zero. Here, we change the origin of updates (10)-(11), by defining vectors \( \tilde{x}, \tilde{y} \) as

\[
\begin{align*}
\tilde{x} &= x - x^* \\
\tilde{y} &= y - y^*
\end{align*}
\]  

(22)

where, as above, \( x^* = 1_m \otimes x^* \) and \( y^* \) satisfies (19) with a certain Lagrange multiplier \( z^* \). Note that when \( x^* \) and \( y^* \) are non-unique, one can make an arbitrary choice consistent with (12)-(13). Evidently,

\[
\begin{align*}
\dot{\tilde{x}} &= -\bar{P} \left( \nabla f(\tilde{x} + x^*) - \bar{L}(\tilde{x} + x^*) - (\tilde{y} + y^*) \right) \\
&= -\bar{P} \left( \nabla f(\tilde{x} + x^*) - \nabla f(x^*) \right) - \bar{L} \dot{x} - \dot{y} \\
\dot{\tilde{y}} &= \bar{L}(\tilde{x} + x^*) - \bar{L} \dot{x}
\end{align*}
\]  

(23)

(24)

To continue, we further modify updates (23)-(24) by a frame transformation. Since the linear equation set \( A_i x = b_i, \) \( i = 1, \ldots, m \) has multiple solutions, there exists at least one nonzero vector in the kernel of every \( A_i, \) i.e. in the range of every \( P_i. \) Observe that if \( u \) is such a vector, then \( P_i u = u, \) \( \forall i \in \{1, \ldots, m\}. \) Recalling that \( \ker \bar{L} = \text{image} (1 \otimes I_n), \) then, \( \bar{P} \bar{L} \bar{P} (1 \otimes u) = 0, \) which means \( \bar{P} \bar{L} \bar{P} \) is singular. Thus, there exists an orthogonal matrix \( Q = [R_1 \quad R_2], \) with \( R_1 \in \mathbb{R}^{m \times n_1}, \) \( R_2 \in \mathbb{R}^{m \times n_2}, \) \( n_1 + n_2 = mn, \) such that

\[
Q^T \bar{P} \bar{L} \bar{P} Q = \begin{bmatrix} 0 & 0 \\ 0 & R_2 \end{bmatrix},
\]  

(25)

where the matrix \( R_2 \bar{P} \bar{L} \bar{P} R_2 \) is non-singular. Now define new vectors \( X, Y \) by the transformations

\[
X = Q^T \tilde{x}, \quad Y = Q^T \tilde{y}.
\]  

(26)

Multiplying the differential equations (23)-(24) on the left, by \( Q^T \) and \( Q^T \bar{P}, \) respectively, yields

\[
\begin{align*}
\dot{X} &= -Q^T \bar{P} \nabla f(QX + x^*) - \nabla f(x^*) \]  

(27)

\[
\dot{Y} = Q^T \bar{P} \bar{L} Q
\]  

(28)

Note that in the derivation of (27)-(28), we have replaced \( QX \) with \( \bar{P} \bar{L} QX. \) This equality holds because both \( x_i(t) \) for all \( t \) and \( x^* \) are solutions to \( A_i x = b_i; \) then \( P_i (x_1 - x^*) = (x_1 - x^*), \) that is, \( \bar{P} \bar{L} \bar{P} F = F \bar{P} = \text{col} \{P_1(x_1 - x^*), \ldots, P_m(x_m - x^*)\} = \bar{F} = QX. \) Based on (27)-(28), further partition the vectors \( X, Y \) as

\[
X = \begin{bmatrix} X_1 \\ X_2 \end{bmatrix}, \quad Y = \begin{bmatrix} Y_1 \\ Y_2 \end{bmatrix}
\]  

(29)

where \( X_1, Y_1 \in \mathbb{R}^{n_1} \) and \( X_2, Y_2 \in \mathbb{R}^{n_2}. \) Consider now the equations for \( X_1, Y_1 \) alone. Using equation (25), there results

\[
\begin{align*}
\dot{X}_1 &= -R_1 \bar{P} \left( \left[ \nabla f(\tilde{x} + x^*) - \nabla f(x^*) \right] - Y_1 \right) \\
\dot{Y}_1 &= 0
\end{align*}
\]  

(30)

(31)

and

\[
\begin{align*}
\dot{X}_2 &= -R_2 \bar{P} \left[ \nabla f(QX + x^*) - \nabla f(x^*) \right] \\
&= -R_2 \bar{P} \bar{L} QX - Y_2 \\
\dot{Y}_2 &= R_2 \bar{P} \bar{L} QX
\end{align*}
\]  

(32)

(33)

Now observe that \( Y_1(0) = 0. \) The argument is as follows. Because \( Q = [R_1 \quad R_2], \) from equation (25), one has \( R_1^T \bar{P} \bar{L} = 0. \) Recall that \( y(0) = 0 \) and \( y^* \in \text{image} \bar{L}, \) then \( Y_1(0) = R_1^T \bar{P} \tilde{y}(0) = R_1^T \bar{P} (y(0) - y^*) = 0. \) In light of (31), this means that \( Y_1 = 0 \) for all \( t, \) furthermore, \( X^T Y = X_1^T Y_1 + X_2^T Y_2 = X_1^T Y_2. \) Stability questions concerning (23) and (24) thus can be treated as stability questions concerning the equations (30), (32) and (33), leaving out (31).
C. Proof of Theorem 1

The proof comprises two main steps. In the first step, under Assumption 1, Lyapunov theory is used to establish asymptotic stability of (30), (32) and (33). In the second step, the equilibrium is shown to be globally exponentially stable provided Assumption 2 holds.

Asymptotic Stability: Noting that \( R_2^T \tilde{P} \tilde{L} \tilde{P} R_2 \) is symmetric positive definite, we can define a positive definite function \( V \) of \( X \) and \( Y \) as follows:

\[
V(X, Y) = \frac{1}{2} \left[ X^\top X + Y_2^\top (R_2^T \tilde{P} \tilde{L} \tilde{P} R_2)^{-1} Y_2 \right].
\]

Computing the derivative along motions of equations (27)-(28) gives us

\[
\dot{V} = -X^\top Q^\top \tilde{P} \left[ \nabla f(QX + x^*) - \nabla f(x^*) \right] - X^\top Q^\top \tilde{P} L P Q X - X^\top Y + Y_2^\top (R_2^T \tilde{P} \tilde{L} \tilde{P} R_2)^{-1} (R_2^T \tilde{P} \tilde{L} \tilde{P} R_2) X_2 = -X^\top Q^\top \tilde{P} \left[ \nabla f(QX + x^*) - \nabla f(x^*) \right] - X^\top Q^\top \tilde{P} L P Q X - X^\top \nabla f(QX + x^*) - \nabla f(x^*) \right] - X^\top Q^\top L Q X
\]

Note that the last equality holds because \( QX = \tilde{P} Q X \) and \( X^\top Y = X_1^\top Y_1 + X_2^\top Y_2 = X_2^\top Y_2 \).

Since \( \nabla f(x) = \text{col} \left\{ \nabla f_1(x_1), \ldots, \nabla f_m(x_m) \right\} \) and each \( f_i(\cdot) \) is convex, one has \( f(\cdot) \) is also convex, that is \(-X^\top Q^\top \left[ \nabla f(QX + x^*) - \nabla f(x^*) \right] \leq 0 \). Thus, \( V \) in (35) is non-positive. By applying LaSalle’s Theorem [40], we know the system converges to \( V = 0 \), i.e. \( L Q X = X^\top \left[ \nabla f(QX + x^*) - \nabla f(x^*) \right] = 0 \). Because \( \ker L = \text{image } (1_m \otimes I_n) \), one has \( QX = 1_m \otimes q \), \( q \in \mathbb{R}^n \). Consequently,

\[
X^\top Q^\top \left[ \nabla f(QX + x^*) - \nabla f(x^*) \right] = [1_m \otimes q]^\top \left[ \nabla f(1_m \otimes (q + x^*)) - \nabla f(1_m \otimes x^*) \right]
= q^\top \sum_{i=1}^m \left[ \nabla f_i(q + x^*) - \nabla f_i(x^*) \right]
= q^\top \left[ \nabla F(q + x^*) - \nabla F(q^*) \right] = 0
\]

The last equality holds because \( F(x) = \sum_{i=1}^m f_i(x) \). Recall that \( x - x^* = QX = 1_m \otimes q \) and \( y - y^* = L Q X = 0 \), thus, the states of all agents converge asymptotically to a same vector \( x^* + q \), which satisfies the consensus property (3). To complete the proof, given \( x^* \) is a minimizer to (1)-(3), we only need to show \( x^* + q \) is also a minimizer. To do this, because \( \tilde{P} Q X = QX \), then \( q \in \cap_{i=1}^m \ker(A_i) \). Clearly \( x_i = x^* + q \) satisfies constraint (2). Furthermore, since \( x^* \) is a minimizer, there holds \( q^\top \sum_{i=1}^m \nabla f_i(x^*) = q^\top \nabla F(q^*) = 0 \). This, together with (36) yields \( q^\top \nabla F(q + x^*) = 0 \). Finally, due to the convexity of \( F(x) \), one has \( F(x^* \geq F(x^* + q) + (-q)^\top \nabla F(q + x^*) = F(x^* + q) \). Thus, \( F(x^* + q) = F(x^*) \) and \( x^* + q \) must be a minimizer to problem (1)-(3). This establishes the asymptotic convergence of the algorithm.

Exponential Stability: Here, we establish the exponential convergence rate of the proposed update under Assumption 2. Note that in this case \( x^* \) must be unique. Define

\[
\Theta_1 = \tilde{P} Q \begin{bmatrix} X_1 \\ 0_{n_2} \end{bmatrix} \quad \text{and} \quad \Theta_2 = \tilde{P} Q \begin{bmatrix} 0_{n_1} \\ X_2 \end{bmatrix}
\]

such that \( \Theta_1, \Theta_2 \in \mathbb{R}^{mn} \) and \( \Theta_1 + \Theta_2 = \tilde{P} Q \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} = \tilde{P} Q X \). To continue, recall the second last line of equation (35) and the fact that \( QX = \tilde{P} Q X \), then \( \Theta_1 + \Theta_2 = QX \) and

\[
\dot{V} = -X^\top Q^\top \tilde{P} \left[ \nabla f(QX + x^*) - \nabla f(x^*) \right] - X^\top Q^\top \tilde{P} L P Q X = -\left( \Theta_1 + \Theta_2 \right)^\top \left[ \nabla f(\Theta_1 + \Theta_2 + x^*) - \nabla f(x^*) \right]
- X^\top Q^\top \tilde{P} L P Q X
\]

Since \( f(\cdot) \) is convex, \(-\left( \Theta_1 + \Theta_2 \right)^\top \left[ \nabla f(\Theta_1 + \Theta_2 + x^*) - \nabla f(x^*) \right] \leq 0 \). Then, given any scalar \( 0 < \gamma < 1 \), there holds

\[
\dot{V} \leq -\gamma \left( \Theta_1 \right)^\top \left[ \nabla f(\Theta_1 + x^*) - \nabla f(x^*) \right]
- \gamma \left( \Theta_2 \right)^\top \left[ \nabla f(\Theta_2 + x^*) - \nabla f(\Theta_2 + x^*) \right]
- \gamma \left( \Theta_2 \right)^\top \left[ \nabla f(\Theta_2 + x^*) - \nabla f(x^*) \right]
- \gamma \left( \Theta_1 \right)^\top \left[ \nabla f(\Theta_1 + x^*) - \nabla f(x^*) \right]
- \gamma \left( \Theta_2 \right)^\top \left[ \nabla f(\Theta_2 + x^*) - \nabla f(\Theta_2 + x^*) \right]
- \gamma \left( \Theta_1 \right)^\top \left[ \nabla f(\Theta_1 + x^*) - \nabla f(x^*) \right]
- \gamma \left( \Theta_2 \right)^\top \left[ \nabla f(\Theta_2 + x^*) - \nabla f(x^*) \right]
- X^\top Q^\top \tilde{P} L P Q X
\]

(39)
Now, from the definition (37) and the upper-left 0 entry of equation (35), it can be observed that \( \bar{L}PQX = \bar{L}PQ \begin{bmatrix} 0 & \mathbf{r}_1 \end{bmatrix} = \bar{L} \Theta_2. \)

Consequently, one has \( \bar{L} \Theta_1 = \bar{L}PQX - \bar{L} \Theta_2 = 0. \) Because \( \ker \bar{L} = \text{image} \left( \mathbf{1}_m \otimes I_n \right), \) one has \( \Theta_1 = \mathbf{1}_m \otimes q_2, \ q_2 \in \mathbb{R}^n. \)

Recall also that \( F(x) = \sum_{i=1}^{m} f_i(x) \) is strongly convex at \( x^* \), thus, there exists a positive \( \omega \) such that for any \( q_2 \in \mathbb{R}^n, \)

\[
\sum_{i=1}^{m} [q_2^\top (\nabla f_i(q_2 + x^*) - \nabla f_i(x^*))] \geq \omega \|q_2\|^2
\]

Thus, for \( \Theta_1 = \mathbf{1}_m \otimes q_2, \ q_2 \neq 0, \)

\[
\Theta_1^\top [\nabla f(\Theta_1 + x^*) - \nabla f(x^*)] = \sum_{i=1}^{m} [q_2^\top (\nabla f_i(q_2 + x^*) - \nabla f_i(x^*))] \geq \omega \|q_2\|^2
\]  

(41)

In addition, from (35) and the fact that \( R_2^\top \bar{P} \bar{L} \bar{P} R_2 \) is positive definite, there exists a positive \( \beta_0 \) such that

\[
X^\top Q^\top \bar{P} \bar{L} PQX \geq \beta_0 \|\Theta_2\|^2
\]  

(42)

To continue, recall that all \( f_i(\cdot) \) are convex, then, they are also locally Lipschitz continuous [39]. From the convexity, one has

\[
\Theta_2^\top [\nabla f(\Theta_2 + x^*) - \nabla f(x^*)] \geq 0
\]  

(43)

From the locally Lipschitz continuity and the fact that \( X \) is bounded (due to its asymptotic convergence), then there must exist a certain constant \( \ell_p > 0 \) such that

\[
\|\nabla f(\xi_1) - \nabla f(\xi_2)\| \leq \ell_p \|\xi_1 - \xi_2\|
\]  

(44)

From (44), by setting \( \xi_1 = \Theta_1 + \Theta_2 + x^*, \ \xi_2 = \Theta_1 + x^*; \) and \( \xi_1 = \Theta_1 + \Theta_2 + x^*, \ \xi_2 = \Theta_2 + x^*; \) one has,

\[
-\gamma \Theta_1^\top [\nabla f(\Theta_1 + \Theta_2 + x^*) - \nabla f(\Theta_1 + x^*)] \leq \gamma \ell_p \|\Theta_1\| \|\Theta_2\|
\]

\[
-\gamma \Theta_2^\top [\nabla f(\Theta_1 + \Theta_2 + x^*) - \nabla f(\Theta_2 + x^*)] \leq \gamma \ell_p \|\Theta_1\| \|\Theta_2\|
\]

Bringing the above equations and (41)-(43) into (39) yields:

\[
\dot{V} \leq -\frac{\gamma \omega}{m} \|\Theta_1\|^2 + 2\gamma \ell_p \|\Theta_1\| \|\Theta_2\| - \beta_0 \|\Theta_2\|^2
\]

\[
= -\left( \sqrt{\frac{\gamma \omega}{2m} \|\Theta_1\|^2} - \sqrt{\frac{2\gamma m^2 \ell_p^2 \omega}{\omega}} \right)^2
\]

\[
-\left( \frac{\gamma \omega}{2m} - (\beta_0 - \frac{2\gamma m^2 \ell_p^2 \omega}{\omega}) \right) \|\Theta_2\|^2
\]

\[
\leq -\frac{\gamma \omega}{2m} \|\Theta_1\|^2 - \beta_1 \|\Theta_2\|^2
\]  

(45)

where \( \beta_1 = \beta_0 - \frac{2\gamma m^2 \ell_p^2 \omega}{\omega}. \) Note that \( \beta_0, \ell_p, \omega \) are positive conepants and as in (39), \( \gamma \) can be selected arbitrarily from \((0, 1)\); hence by choosing sufficiently small \( \gamma \), the constant \( \beta_1 \) can be made strictly positive. Consider the triangle inequality:

\[
\|\Theta_1\|^2 + \|\Theta_2\|^2 \geq (\|\Theta_1\|^2 + \|\Theta_2\|^2)^2 \geq \|\Theta_1 + \Theta_2\|^2
\]

and recall the fact that \( \Theta_1 + \Theta_2 = QX \), by choosing \( \beta_2 = \min\left( \frac{\gamma \omega}{2m}, \beta_1 \right) \), there holds:

\[
\dot{V} \leq -\frac{\beta_2}{2} \|\Theta_1 + \Theta_2\|^2 = -\frac{\beta_2}{2} \|QX\|^2 \leq -\frac{\beta_2}{2} \|X\|^2
\]  

(46)
To continue, define the following function $V_2(x, y) = \frac{1}{2}(x + y)^T(x + y)$. Then

$$V_2 = (x + y)^T(x + y)$$

$$= -(x + y)^T [Q^T P[\nabla f(QX + x^*) - \nabla f(x^*)] + Y]$$

$$= - X^T Q^T [\nabla f(QX + x^*) - \nabla f(x^*)] - X^T Y$$

$$= - X^T Q^T [\nabla f(QX + x^*) - \nabla f(x^*)] Y - Y^T Y$$

Further, since

$$\tilde{V} = \frac{2}{2 + \ell_p^2} V + V_2. \tag{48}$$

From equations (46) and (47), there holds:

$$\dot{\tilde{V}} \leq - \|X\|_2^2 - \frac{1}{2} \|Y\|_2^2 \tag{49}$$

By the definitions of $\tilde{V}$, $V$, and $V_2$, obviously, there exists a positive constant $\beta$ such that $\|X\|_2^2 + \frac{1}{2} \|Y\|_2^2 \geq \beta \tilde{V}$. Therefore,

$$\dot{\tilde{V}} \leq - \beta \tilde{V} \tag{50}$$

This established the global exponential convergence of the system and completes the proof for the theorem.

**D. Proof of Corollary 1**

Consider the proof of Theorem 1 with replacement of equation (7) by equation (8), and define $v = \{v_1, \cdots, v_m\}$. From the definition of $\tilde{V}$, and the obtained $\tilde{V}$ in equation (50), there must exist positive constants $\eta_1, \eta_2, \eta$, such that

$$\dot{\tilde{V}} \leq - \beta \tilde{V} + \eta_1 \|v\|_2 \|X\|_2 + \eta_2 \|v\|_2 \|Y\|_2$$

$$\leq - \beta \tilde{V} + \eta \|v\|_2 \sqrt{V} \tag{51}$$

Further since $\|v\|_2$ is bounded, i.e. $\|v\|_2 \leq \epsilon$ for some positive $\epsilon$, then as $t \to \infty$, one has

$$\tilde{V} \leq \frac{\eta^2 \epsilon^2}{\beta^2} \tag{52}$$

is bounded. It follows that $\|x_i(t) - x^*\|$ is bounded for all $i = 1, \cdots, m$. This completes the proof.

**V. SIMULATION**

**A. The exponential convergence rate**

First consider an example with $m = 5, n = 20$, and $n_i = 3$, for $i = 1, \cdots, 5$. Suppose the agents in the network have the following neighbor relations: $\mathcal{N}_1 = \{1, 2, 3, 4\}$, $\mathcal{N}_2 = \{1, 2, 3\}$, $\mathcal{N}_3 = \{1, 2, 3, 4\}$, $\mathcal{N}_4 = \{1, 3, 4, 5\}$, $\mathcal{N}_5 = \{4, 5\}$, which ensures the network is undirected and connected. We let each agent $i$ know a local objective function $f_i(x)$ and a local constraint $A_i x = b_i$ such that

$$f_1(x) = \|x\|_2^2 \quad f_2(x) = \|x - c_2\|_2^2$$

$$f_3(x) = \sum_{k=1}^{20} e^{x[k]} \quad f_4(x) = \sum_{k=1}^{20} e^{-2x[k]}$$

$$f_5(x) = \|x - c_5\|_2^4$$

where $x[k]$ denotes the $k$th entry of vector $x$; $A_i \in \mathbb{R}^{3 \times 20}$, $b_i \in \text{image } A_i \subset \mathbb{R}^3$ and $c_2, c_5 \in \mathbb{R}^{20}$ are constant matrices/vectors. We let the simulation configuration satisfy Assumption 2.
In order to validate Theorem 1, we let each agent initialize its local state \( x_i \in \mathbb{R}^{20} \) as \( A_i x_i(0) = b_i \) and then update its state by equation (7). Define the following function:

\[
W(t) = \sum_{i=1}^{5} \| x_i(t) - x^* \|^2,
\]

for which \( W(t) = 0 \) if and only if all \( x_i(t) = x^* \) for all \( i = 1, \cdots, 5 \), where \( x^* \) is the unique minimizer of \( F(x) = \sum_{i=1}^{m} f_i(x) \) subject to \( A_i x = b_i, i = 1 \cdots, 5 \). The simulation result is obtained using the Ode45 solver of MATLAB, with a computer equipped with Intel 6700 CPU. The result is presented in Fig. 1, where the Y-axis is scaled by \( \log(\cdot) \). The constant slope of the curve \( W(t) \) (with \( W(t) \) converging to 0) indicates the exponential convergence of the algorithm, which validates Theorem 1. In contrast, algorithms with diminishing gain \( \alpha(t) = 1/t \) only achieve an asymptotic convergence rate. Note that the continuous algorithms based on saddle-point dynamics (primal-dual) [24] can also achieve an exponential convergence rate, but as discussed earlier, require extra states that are transferred across the network.

Fig. 1. The 5-agent case, exponential convergence of the algorithm, with simulation execution time 0.13s.

B. Robustness towards disturbance

Here, we investigate the impact of bounded disturbance to the proposed algorithm. Consider a connected, undirected network with \( m = 30 \) agents. We let each agent \( i \) know a local state \( x_i \in \mathbb{R}^5 \), a local objective function \( f_i(x_i) \) and a local constraint \( A_i x = b_i \). Note that the local objective functions basically follow one of the linear, norm, or exponential forms, which are similar to the examples provided in (53). The coefficients of the objective functions are randomly chosen, and we make sure Assumptions 2 holds. In addition, for each agent, we use MATLAB Random Source tool to introduce a bounded disturbance \( v_i \), such that each entry of \( v_i \) is chosen from \([0, 0.01]\) with sampling time 0.1s. We compare the performance of update (8) and the update

\[
\dot{x}_i = -P_i \left( \alpha(t) \nabla f_i(x_i) + \sum_{j \in N_i} (x_i - x_j) \right) + v_i,
\]

equipped with diminishing gain \( \alpha(t) = 1/t \) (the discrete-time versions of this update are proposed in [20], [21]).

Fig. 2. The 30-agent case, under bounded disturbance, with simulation execution time 1.05s.

For both algorithms, we use the same initial state and the Ode45 solver of MATLAB to perform simulation. The obtained error curves \( W(t) \) are shown in Fig. 2, which is a representative example we choose from the many random simulations we
performed. It can be observed that for the update with diminishing gain, the non-zero disturbance will accumulate with time $t$ and finally lead the curve $W(t)$ to blow up. This means the agents’ states are not able to converge to the optimum point $x^*$. For the proposed update, the curve of $W(t)$ does not grow with time $t$, instead, it converges to a bounded neighborhood of $x^*$, which validates Corollary 1.

VI. CONCLUSION

In this paper, by incorporating the idea of integral feedback, we proposed a continuous-time distributed algorithm which is able to solve a constrained distributed optimization problem with exponential convergence rate. To sum up, the proposed algorithm (a) does represent an increase in the state dimension at each agent over an algorithm with diminishing gain (b) in comparison with other algorithms which use an increase of dimension to avoid diminishing gain, does not impose an additional burden on the communication bandwidth (c) presents relaxed condition on objective function to guarantee exponentially fast convergence, (d) offers robustness against disturbance. Future work includes the generalization of the proposed algorithm to discrete-time update; to time-varying directed networks; and application to general local constraints other than those expressed by a local linear equation.
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