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Abstract
Explicit mechanisms for copying have improved the performance of neural models for sequence-to-sequence tasks in the low-resource setting. However, they rely on an overlap between source and target vocabularies. Here, we propose a model that does not: a pointer-generator transformer for disjoint vocabularies. We apply our model to a low-resource version of the grapheme-to-phoneme conversion (G2P) task, and show that it outperforms a standard transformer by an average of 5.1 WER over 15 languages. While our model does not beat the best performing baseline, we demonstrate that it provides complementary information to it: an oracle that combines the best outputs of the two models improves over the strongest baseline by 7.7 WER on average in the low-resource setting. In the high-resource setting, our model performs comparably to a standard transformer.

1 Introduction
Deep learning models define the state of the art on the majority of sequence-to-sequence tasks in natural language processing (NLP). Even when training data is limited, neural networks outperform many alternative approaches, e.g., on machine translation (Sennrich and Zhang, 2019) or on morphological generation tasks (Cotterell et al., 2018). For the second group, the use of mechanisms for copying has drastically improved performance when training sets are small (Cotterell et al., 2018).

Our work builds on the insight that the ability to copy elements from the input over to the output – as done by a pointer network (Vinyals et al., 2015) or a pointer-generator network (See et al., 2017) – can increase model performance on sequence-to-sequence tasks in the low-resource setting, as it simplifies the learning problem. However, existing neural models require that inputs and outputs consist of elements from overlapping sets. Here, we propose a pointer-generator transformer model for disjoint source and target vocabularies. Our model, shown in Figure 1, is a hybrid of an LSTM pointer-generator model (See et al., 2017) and a transformer model (Vaswani et al., 2017). Additionally, we integrate a mapping function, which defines a correspondence between elements in the source and target vocabularies.

We apply our model to the task of grapheme-to-phoneme conversion: mapping the spelling of
a word to a representation of its pronunciation (Bisani and Ney, 2008). This task is a great testing ground for our approach: input and output vocabularies are disjoint for many languages (cf. Table 1), and, as a character-level task with short sequences, it enables us to use small models, which allows for quick experimentation. G2P is also a task of high practical relevance: it is required for text-to-speech synthesis. Models that perform well in the low-resource setting will enable us to develop such language technologies for a wider set of languages.

We experiment with our model on varying training set sizes. In the low-resource setting, averaged over 15 languages, our architecture improves performance by 5.1 WER over a standard transformer. Further, it outperforms both the transformer and a copy baseline for up to 1000 training examples. While it underperforms our best performing baseline, we show that it provides valuable complementary information to it. In the high-resource setting, it performs comparably to a vanilla transformer.

2 Related Work

Sequence-to-sequence models. Popular neural architectures for sequence-to-sequence tasks include those based on LSTMs or GRUs in combination with attention (Bahdanau et al., 2015), transformer models, which use attention instead of recurrence (Vaswani et al., 2017), or pointer-generator models based on LSTMs (See et al., 2017). Sequence-to-sequence models have been applied to a large set of NLP tasks, including translation (Bahdanau et al., 2015; Vaswani et al., 2017), summarization (Raffel et al., 2019), morphological generation (Kann and Schütze, 2016), or historical text normalization (Flachs et al., 2019). To the best of our knowledge, pointer-generators have so far only been applied to tasks with overlappings source and target vocabularies (See et al., 2017; Sharma et al., 2018; Deaton et al., 2019). Here, we propose a pointer-generator transformer for tasks with disjoint vocabularies.

G2P. Early algorithms for G2P relied on handwritten parser-based rules in the format of Chomsky–Halle rewrite – or LTS – rules (Chomsky and Halle, 1968). Subsequently, other techniques have been developed, including rule-based systems (Black et al., 1998), maximum entropy models (Chen, 2003), LSTMs (Rao et al., 2015), or approaches based on semi-automatic alignment tables (Pagel et al., 1998). Our approach is similar to the idea of alignment tables, since we integrate a mapping function between vocabularies into a pointer-generator transformer. Today, neural sequence-to-sequence models are the standard approaches for G2P (Yao and Zweig, 2015; Sun et al., 2019; Gorman et al., 2020).

Makarov and Clematide (2020) proposed a model for G2P that, similar to our approach, makes use of explicit substitutions. Their BiLSTM-based neural transducer learns edit actions to transform an input sequence into a target sequence and is trained with imitation learning. Since this model is highly suitable for the low-resource setting, we compare our approach to it in our experiments.

3 Pointer-Generator Transformers for Disjoint Vocabularies

| Hyperparameter                  | Value  |
|---------------------------------|--------|
| Batch Size                      | 128    |
| Embedding Dimension             | 256    |
| Hidden Dimension                | 1024   |
| Dropout                         | 0.3    |
| Number of Encoder Layers        | 4      |
| Number of Decoder Layers        | 4      |
| Number of Attention Heads       | 4      |
| Learning Rate                   | 1e-3   |
| $\beta_1$                       | 0.9    |
| $\beta_2$                       | 0.998  |
| Label Smoothing Coefficient     | 0.1    |
| Max Norm (Gradient clipping)    | 1      |

Table 2: The hyperparameters used in our experiments.
3.1 Model Architecture

Our model, cf. Figure 1, is a hybrid of a transformer (Vaswani et al., 2017) and a pointer-generator network (See et al., 2017) with a separate mapping function across vocabularies, as illustrated in Figure 2. Following See et al. (2017), the generation mechanism is used to determine how many tokens should be generated versus copied from the source. We define a mapping function \( m \) from the source vocabulary to the target vocabulary:

\[
m : \Sigma_{src} \rightarrow \Sigma_{trg}
\]  

Our model then computes the probability of an output character \( k \in \Sigma_{trg} \) for an input sequence \( g \in \Sigma_{src}^{*} \) at each time step \( t \) as:

\[
P(k) = p_{gen}P_{\Sigma_{trg}}(k) + (1 - p_{gen}) \sum_{i,k=m(g_{i})} a_{i}^{t}
\]  

\( P_{\Sigma_{trg}}(k) \) represents the probability of \( k \) to be generated by the decoder in the standard way, given the input sequence and previously generated tokens. It is weighted by the generation probability \( p_{gen} \). The second term represents the attention over the encoder outputs, which is multiplied by \( 1 - p_{gen} \), the copy probability. The target indices receiving probability are found with the mapping \( m \).

3.2 Source-to-Target Vocabulary Mapping

We obtain the mapping function \( m \) as follows.

**Alignment.** We first compute an alignment between source and target tokens in the training files for all languages and settings with the GIZA++ aligner (Och and Ney, 2003), employing the default parameters. The alignment is computed by a hidden Markov model.

**Mapping.** We then construct a mapping between characters in the source and target vocabularies by assigning the target token with the highest type-level alignment probability to each source token. The mapping function \( m \) can map multiple source tokens to the same target token. We create separate mapping functions for all languages and settings in our experiments as they change for different training sets.

### Table 3: Test set results for WER; all models are described in the text. The best performance (excluding the oracle) is shown in bold.

|        | Low-resource |        | High-resource |
|--------|--------------|--------|---------------|
|        | PG-T         | T      | LSTM | IM | Sub | O* | PG-T         | T      | LSTM | IM | Sub | O* |
| arm    | 62.2         | 70.5   | 72.2 | 51.6 | 57.3 | 38.2 | 15.6         | 14.5   | 14.7 | 14.9 | 57.3 | 10.7 |
| bul    | 84.7         | 87.1   | 78.0 | 73.6 | 90.0 | 63.6 | 33.1         | 31.9   | 31.1 | 29.8 | 86.9 | 18.7 |
| fre    | 87.1         | 88.7   | 93.1 | 68.9 | 95.3 | 61.3 | 7.3          | 8.0    | 6.2  | 7.6  | 95.3 | 4.7  |
| geo    | 65.6         | 77.8   | 60.2 | 62.0 | 50.7 | 45.1 | 25.6         | 27.8   | 26.4 | 26.9 | 44.7 | 19.3 |
| gre    | 77.6         | 81.1   | 84.2 | 44.0 | 74.2 | 39.6 | 17.1         | 18.0   | 18.9 | 18.2 | 71.1 | 11.1 |
| hin    | 70.7         | 82.6   | 80.4 | 78.0 | 72.7 | 60.2 | 8.0          | 8.2    | 6.7  | 6.9  | 69.8 | 3.8  |
| hun    | 74.0         | 83.2   | 83.1 | 41.1 | 56.2 | 36.9 | 6.7          | 5.7    | 5.3  | 4.4  | 54.9 | 3.1  |
| ice    | 87.1         | 90.9   | 94.2 | 60.0 | 85.3 | 56.0 | 11.1         | 10.6   | 10.0 | 11.6 | 85.3 | 8.2  |
| kor    | 99.6         | 98.9   | 100.0| 75.8 | 100.0| 75.6 | 35.1         | 33.5   | 46.9 | 28.7 | 100.0| 20.2 |
| lit    | 87.1         | 89.6   | 97.1 | 58.7 | 97.6 | 52.9 | 22.2         | 21.0   | 19.1 | 18.2 | 96.9 | 16.2 |
| ady    | 87.1         | 90.8   | 89.3 | 64.0 | 90.9 | 58.9 | 27.1         | 27.6   | 28.0 | 30.4 | 91.3 | 22.5 |
| dut    | 90.9         | 93.0   | 93.3 | 61.1 | 96.2 | 58.5 | 18.7         | 18.2   | 16.4 | 19.8 | 97.1 | 12.5 |
| jap    | 77.8         | 85.7   | 97.3 | 76.2 | 99.8 | 64.0 | 7.3          | 7.4    | 7.6  | 7.1  | 99.6 | 5.3  |
| rum    | 64.0         | 73.5   | 59.3 | 33.1 | 48.9 | 29.1 | 13.6         | 12.1   | 10.7 | 13.8 | 51.3 | 10.9 |
| vie    | 90.0         | 88.3   | 99.6 | 82.7 | 100.0| 75.8 | 4.4          | 3.6    | 4.7  | 1.1  | 100.0| 1.1  |
| Avg    | 80.4         | 85.5   | 85.4 | 62.1 | 81.0 | 54.4 | 16.9         | 16.5   | 16.9 | 16.0 | 80.1 | 11.2 |

We then construct a mapping between characters in the source and target vocabularies by assigning the target token with the highest type-level alignment probability to each source token. The mapping function \( m \) can map multiple source tokens to the same target token. We create separate mapping functions for all languages and settings in our experiments as they change for different training sets.
Table 4: Test set results for PER; all models are described in the text. The best performance is shown in bold.

|         | Low-resource | High-resource |
|---------|--------------|---------------|
|         | PG-T T LSTM IM Sub | PG-T T LSTM IM Sub |
| arm     | 19.0 23.6 21.3 14.4 | 13.9 3.5 3.5 3.3 12.1 |
| bul     | 30.9 33.6 23.1 19.2 25.6 | 7.1 6.5 5.9 5.7 25.7 |
| fre     | 40.2 44.1 41.9 22.0 53.7 | 1.9 2.0 1.3 1.8 52.8 |
| geo     | 18.9 24.0 13.3 11.8 8.7 | 4.8 5.2 5.1 4.6 8.2 |
| gre     | 26.7 29.2 24.0 10.3 18.5 | 2.8 2.9 3.3 3.2 18.0 |
| hin     | 26.9 35.7 31.6 29.2 23.4 | 2.0 2.0 1.5 1.4 22.1 |
| hun     | 24.6 33.1 27.4 10.0 8.7 | 1.4 1.3 1.2 1.2 17.5 |
| ice     | 43.0 44.7 42.7 17.9 30.4 | 2.8 2.4 2.4 2.5 29.6 |
| kor     | 65.1 69.0 78.3 23.8 52.7 | 10.4 9.9 16.8 4.7 50.4 |
| lit     | 39.5 43.2 53.1 8.8 37.4 | 4.2 3.9 3.6 2.9 36.9 |
| ady     | 37.3 42.1 33.1 18.2 46.9 | 6.8 6.6 6.5 7.2 44.8 |
| dut     | 42.6 44.5 40.8 15.1 37.0 | 3.6 3.6 2.9 3.7 37.0 |
| jap     | 34.1 41.4 54.6 26.1 48.4 | 1.9 2.2 1.8 1.7 50.6 |
| rum     | 21.4 26.0 14.1 8.5 11.4 | 3.1 2.7 2.5 3.7 10.7 |
| vie     | 44.5 45.1 65.1 27.2 65.4 | 1.5 1.6 1.5 0.3 58.8 |
| Avg.    | 34.3 38.6 37.6 17.5 32.6 | 3.9 3.8 4.0 3.2 31.7 |

4 Experiments

4.1 Data, Metrics, and Baselines

Data. We use the G2P data from Gorman et al. (2020), which covers a set of 15 typologically diverse languages. We construct our low-resource experiments by taking the first 100 instances from each training set. For the high-resource experiments, we leverage all available data. Development and test sets are the same in both settings. Table 1 shows the number of characters in $\Sigma_{src}$ and $\Sigma_{trg}$ according to the training set, as well as the number of characters shared between both. We can see that, for many languages, the overlap is 0, i.e., the vocabularies are disjoint sets.

Metrics. We use word error rate (WER), i.e., the percentage of words that are correct, as our main metric. We also measure the phoneme error rate (PER), i.e., the percentage of correctly generated phonemes. We use the SIGMORPHON 2020 Task 1 (Gorman et al., 2020) evaluation script to calculate these.

Baselines. We compare our model (PG-T) to four baselines: T is a vanilla transformer with hyperparameters identical to those in PG-T for the high-resource setting (following Gorman et al. (2020); listed in Table 2). For the low-resource setting, all hyperparameters remain the same, except the batch size which is set to 32. Thus, T corresponds to our model, but without the pointing mechanism. IM is the neural transducer trained with imitation learning detailed in Section 2 (Makarov and Clematide, 2020). LSTM is the LSTM encoder-decoder baseline of SIGMORPHON 2020 Task 1 (Gorman et al., 2020). The output of Sub is the sequence of target tokens corresponding to each source token, according to $m$. Finally, $O^*$ is not a baseline but an oracle model that combines the best outputs of PG-T and IM.

4.2 Results

Low-resource G2P. Table 3 shows the WER of our model and all baselines on the test set. In the low-resource setting, PG-T outperforms all baselines except for IM, with an average increase of 0.6 over Sub, the second best baseline after IM. It further improves over T by 5.1 WER, which shows the effectiveness of our pointer extension. While the average improvement over Sub is modest, PG-T shows large performance gains over Sub for individual languages such as Japanese. Similarly, for Hindi, our model outperforms IM by 7.3 WER.

High-resource G2P. In the high-resource setting, PG-T obtains an average performance of 16.9 WER. T and IM slightly outperform PG-T: T by 0.4 WER and IM by 0.9 WER. PG-T and LSTM reach the same average WER. Sub improves minimally as compared to the low-resource setting and is vastly outperformed by all other approaches. We show PER results for the low-resource and the high-
resource setting in Table 4. All development set results for both WER and PER can be found in the appendix.

Figure 2: Performance for increasing amounts of training data on the development set.

Learning curve. We also look at the learning curves for increasing dataset sizes (Figures 2, 3) and compare our model to the two baselines T and Sub, whose main ideas PG-T combines. Compared to T, PG-T shows the biggest improvements for 100 training examples. The performance difference between the two gets smaller as the size of the dataset increases. However, for 1000 training examples, PG-T still performs slightly better than T. With regards to Sub, our model outperforms it slightly for 100 examples, but this gap widens very quickly, due to Sub’s inability to learn much from the training data. Overall, we show that, over a varied amount of data in the low-resource setting, our model outperforms both baselines and, thus, that our combination of the two is effective.

While our model does not perform as well as IM, our strongest baseline, we demonstrate that it provides valuable complementary information. In both the low-resource and the high-resource setting and across all languages, an oracle combination of PG-T with IM yields better results than either model on its own. We will discuss this in the next section.

5 Analysis

5.1 Oracle

O* in Table 3 is a hypothetical oracle that would be the result of combining the best outputs of PG-T and IM. The results in Table 3 show that the oracle performs far better than IM, by 7.7 WER and 4.8 WER in the low-resource and the high-resource setting, respectively. This indicates that there are differences in the behaviour of the two models, and that they provide complementary information. We will discuss the differences in the models’ predictions next.
5.2 Output Comparisons

In this subsection, we go over the output comparisons in Tables 5 and 6. In those tables, we compare the phoneme outputs generated by PG-T and IM. In particular, we look at the number of (1) correct outputs both models have in common (CCO), (2) correct outputs that are unique to each model (UCO-PG-T and UCO-IM), and (3) outputs both models have in common (CMO), independent of if they are correct or incorrect.

Tables 5 and 6 compare the outputs of PG-T and IM in the low-resource and the high-resource setting, respectively. The average CCO count is 58.13 in the low-resource setting and 356.1 in the high-resource setting (out of a total of 450 data points), showing that part of what is learned is shared between both models. However, in the high-resource setting, the average UCO counts are 19.3 for UCO-PG-T and 25.87 for UCO-IM, respectively. This indicates that, while their performances are similar, the models are learning some complementary information. This is reflected in the low-resource setting as well: even though IM performs better on average, PG-T still learns relevant complementary information, with an average of 32.33 UCO-PG-T. We find the same for the individual languages in our experiments.

5.3 Error Analysis

As a case study, we further perform an analysis of the errors on the Hindi development set in the high-resource setting. For this particular combination of language and dataset size, LSTM performs best with 4.7 WER, followed by IM with 7.1 WER, PG-T with 7.3 WER, and T with 8.6 WER. Sub performs badly with 68.2 WER. Almost all errors generated by the high-performing models (IM, LSTM, PG-T and T) center around the halant morpheme in the Hindi script, which indicates the lack of an inherent vowel following a consonant. Its phoneme complement is the schwa, which indicates an unstressed vowel. LSTM and T behave identically on most examples, while PG-T often behaves in the opposite way, i.e., in cases where LSTM generates a schwa, PG-T does not, and vice versa. PG-T and IM, however, have an even split among examples where either model makes a schwa-based error.
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### Appendix B: Development Set Results

|       | Low-resource |       | High-resource |       |
|-------|--------------|-------|---------------|-------|
|       | PG-T | T | LSTM | IM | Sub | O*   | PG-T | T | LSTM | IM | Sub | O*   |
| arm   | 59.1 | 70.7 | 74.0 | 57.1 | 56.2 | 41.8 | 16.5 | 16.0 | 14.9 | 17.1 | 56.7 | 3.8 |
| bul   | 86.0 | 88.4 | 84.7 | 58.7 | 92.7 | 53.6 | 33.3 | 32.3 | 28.4 | 35.3 | 90.4 | 25.8 |
| fre   | 82.7 | 86.6 | 92.7 | 64.9 | 97.6 | 55.6 | 10.9 | 10.2 | 7.1  | 10.2 | 97.3 | 6.7 |
| geo   | 66.7 | 76.4 | 63.6 | 52.2 | 56.4 | 41.8 | 25.1 | 26.1 | 21.1 | 25.8 | 51.1 | 17.3 |
| gre   | 79.6 | 82.4 | 82.7 | 50.7 | 75.3 | 44.5 | 18.2 | 18.1 | 13.6 | 14.9 | 74.7 | 10.7 |
| hin   | 71.8 | 78.7 | 79.8 | 77.3 | 72.2 | 59.8 | 7.3  | 8.6  | 4.7  | 7.1  | 68.2 | 4.0 |
| hun   | 68.0 | 81.2 | 80.9 | 34.0 | 75.1 | 53.6 | 4.4  | 4.4  | 3.1  | 3.1  | 74.7 | 2.0 |
| ice   | 85.8 | 89.1 | 93.3 | 60.2 | 93.1 | 56.5 | 11.8 | 11.8 | 9.3  | 10.2 | 93.1 | 7.3 |
| kor   | 99.1 | 99.4 | 100.0 | 76.4 | 100.0 | 76.0 | 29.8 | 26.5 | 41.1 | 20.7 | 100.0 | 14.5 |
| lit   | 89.3 | 90.2 | 97.8 | 55.3 | 98.0 | 52.0 | 24.4 | 22.7 | 16.9 | 19.1 | 98.0 | 16.0 |
| ady   | 87.8 | 88.0 | 88.7 | 63.3 | 91.3 | 59.3 | 24.2 | 24.6 | 22.7 | 24.7 | 94.0 | 18.5 |
| dut   | 92.0 | 92.4 | 94.4 | 59.1 | 96.4 | 56.9 | 16.9 | 16.6 | 12.2 | 17.1 | 99.1 | 10.9 |
| jap   | 79.8 | 85.0 | 94.7 | 77.6 | 99.3 | 66.2 | 7.3  | 7.0  | 6.7  | 7.1  | 100.0 | 5.6 |
| rum   | 63.1 | 70.1 | 61.3 | 34.7 | 52.9 | 31.1 | 13.1 | 12.6 | 9.3  | 12.4 | 54.9 | 10.0 |
| vie   | 87.8 | 88.1 | 98.4 | 78.2 | 100.0 | 70.7 | 5.1  | 4.5  | 4.2  | 2.0  | 100.0 | 0.9 |
| Avg.  | 79.9 | 84.5 | 85.8 | 60.0 | 83.8 | 52.8 | 16.6 | 16.1 | 14.4 | 15.1 | 83.2 | 10.3 |

Table 7: Development set results for WER; all models are described in the text. The best performance (excluding the oracle) is shown in bold.

|       | Low-resource |       | High-resource |       |
|-------|--------------|-------|---------------|-------|
|       | PG-T | T | LSTM | IM | Sub | PG-T | T | LSTM | IM | Sub |
| arm   | 18.4 | 23.5 | 22.5 | 14.2 | **12.6** | 3.4 | 3.4 | 2.9  | 3.4 | 12.6 |
| bul   | 31.4 | 35.4 | 26.4 | **15.9** | 25.4 | 7.6 | 7.2 | **6.2** | 7.3 | 25.1 |
| fre   | 40.9 | 44.8 | 44.6 | **21.6** | 58.2 | 2.8 | 2.6 | 1.8  | 2.9 | 57.5 |
| geo   | 19.8 | 23.8 | 14.7 | 11.6 | **10.1** | 4.9 | 5.2 | **4.5** | 4.6 | 9.8 |
| gre   | 27.5 | 29.3 | 24.6 | **11.1** | 20.4 | 3.6 | 3.4 | 2.7  | 2.7 | 20.6 |
| hin   | 28.6 | 35.6 | 32.8 | 29.0 | **23.3** | 2.1 | 2.3 | 1.4  | 1.6 | 22.0 |
| hun   | 23.3 | 32.5 | 26.8 | 8.4  | 22.7 | 0.9 | 1.0 | **0.6** | 0.7 | 22.4 |
| ice   | 44.1 | 44.8 | 42.6 | **17.6** | 33.5 | 3.1 | 2.8 | **2.0** | 2.4 | 31.1 |
| kor   | 68.0 | 72.2 | 78.5 | **24.3** | 53.1 | 7.6 | 7.6 | 16.6 | **3.7** | 51.2 |
| lit   | 40.7 | 42.4 | 56.0 | **8.7** | 46.6 | 4.6 | 4.4 | 3.4  | **3.1** | 45.7 |
| ady   | 37.9 | 41.9 | 32.6 | **19.9** | 48.0 | 6.0 | 6.4 | **5.7** | 5.9 | 45.0 |
| dut   | 42.3 | 45.4 | 41.7 | **14.7** | 39.7 | 3.4 | 3.5 | **2.1** | 3.4 | 43.0 |
| jap   | 34.0 | 40.0 | 55.0 | **28.8** | 48.4 | 2.5 | 2.4 | 2.1  | **1.9** | 49.8 |
| rum   | 21.1 | 25.4 | 15.0 | **9.2** | 12.4 | 3.3 | 3.3 | **2.3** | 3.1 | 11.9 |
| vie   | 46.5 | 44.4 | **63.8** | **26.7** | 66.9 | 1.5 | 1.6 | 1.3  | **0.4** | 63.7 |
| Avg.  | 35.0 | 38.8 | 38.5 | **17.5** | **34.8** | 3.8 | 3.8 | 3.7  | **3.1** | 34.1 |

Table 8: Development set results for PER; all models are described in the text. The best performance is shown in bold.