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Abstract

We consider the two-dimensional high-frequency plane wave scattering problem in the exterior of a finite collection of disjoint, compact, smooth, strictly convex obstacles with Neumann boundary conditions. Using integral equation formulations, we determine the Hörmander classes and derive high-frequency asymptotic expansions of the total fields corresponding to multiple scattering iterations on the boundaries of the scattering obstacles. These asymptotic expansions are used to obtain sharp wavenumber dependent estimates on the derivatives of multiple scattering total fields which, in turn, allow for the optimal design and numerical analysis of Galerkin boundary element methods for the efficient (frequency independent) approximation of sound hard multiple scattering returns. Numerical experiments supporting the validity of these expansions are presented.

1 Introduction

High-frequency scattering problems considered in this manuscript have been effectively tackled using asymptotic approaches such as the ray method (RM) [53] and geometrical optics (GO) [47]. These methods are based on ray ansätze in the short-wavelength limit which take the form of asymptotic series of amplitudes in inverse powers of the wavenumber $k$ modulated by the oscillations in the incident field of radiation. The resulting eikonal equation for the phase and the recursive system of transport equations for the amplitudes are independent of frequency. The diffraction effects ignored in RM and GO are taken into account in refined approaches such as the uniform theory of diffraction [55] and geometrical theory of diffraction [4,15,16,63] (see [59] for a general review). While implementations based upon
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asymptotic methods are frequency independent and the accuracy increases with increasing frequency, they are not designed to converge for fixed frequencies. On the other hand, in the case of low to moderate frequencies, classical schemes based on direct discretizations of differential equations such as the finite difference time domain method \[44, 52\], variational formulations including the method of moments \[43\], the finite element method \[28, 42, 62\], the finite volume method \[51\], and integral equation formulations \[19, 57\] including the accelerated ones using hierarchical matrices \[9, 69\], the fast multipole method \[54\] have been successfully used in the design of numerical algorithms for wave propagation problems.

Methods that combine the advantages of classical schemes (error controllability) and asymptotic methods (frequency independent degrees of freedom) and that thereby provide simulation strategies applicable over the entire frequency spectrum have been the content of increasingly active research in the last decades (see e.g. \[17, 48, 58\] and the references therein). In this context, approaches that combine asymptotic expansions and integral equation formulations have displayed the capability of delivering frequency independent accuracies with the utilization of numbers of degrees of freedom that needs to increase only mildly with increasing frequency. Moreover some of them are frequency independent. These methods can be classified as corresponding to single or multiple scattering problems. For the case of single scattering, the problems considered correspond to smooth strictly convex obstacles \[21, 22, 21, 26\], convex polygons \[3, 11, 13, 36, 37, 39\], screens and apertures \[32, 38\], and half-planes \[14, 49\], see also \[12, 15, 16\] for general reviews and \[30, 31, 61\] for high-frequency properties of integral operators. On the other hand, algorithms relating to multiple scattering configurations are significantly more demanding due to the nature of the problem. In this connection, the boundary element methods proposed for a convex polygon in addition to several small obstacles \[33\] and a non-convex polygon \[10\] both demand an \(O(\log k)\) increase in the number of DoF to maintain accuracy with increasing frequency. While, on the one hand, the method in \[33\] does not require an iteration (e.g. through a utilization of a Neumann series) and thus ray tracing, it is not applicable over the entire frequency spectrum since small obstacles are required to have sizes on the order of the wavelength to preserve the \(O(\log k)\) efficiency. The case of a non-convex polygon considered in \[10\] allows for only finitely many reflections and thus a finite ray tracing procedure.

The case of several smooth compact strictly convex scatterers (with no restriction on their sizes with respect to the wavelength) treated in this paper is a multiple scattering problem resulting in infinitely many reflections and trapping relations. The related scattering problem was initially studied in the context of the Dirichlet boundary condition \[2, 8, 9, 27\]. In these papers the multiple scattering formulation is based on a Neumann series decomposition applied to integral equation formulations (in two- \[3, 9, 27\] and three-dimensions \[2\]). Here, in the case of the Neumann (sound hard) boundary condition, we reduce the multiple scattering problem to a collection of single scattering partial differential equations. Our main contributions are the derivation of the asymptotic expansions of the total fields associated with multiple scattering iterations on the boundaries of scattering obstacles, and of sharp wavenumber dependent estimates on the derivatives of these densities. As we shall explain, these estimates are fundamental in the design and numerical analysis of efficient
boundary element methods for the iterated solutions of multiple scattering problems. In addition, we present numerical tests validating the asymptotic expansions derived.

As we mentioned, the two-dimensional multiple scattering problem we consider here was studied in [27] for the Dirichlet boundary condition. The asymptotic expansions derived therein regarding the normal derivative of the multiple scattering total fields were used in [23] to design efficient (frequency independent) Galerkin boundary element methods for the Dirichlet multiple scattering problem. Generally speaking, the approach in [23] was an extension of the single scattering algorithms [25, 26] to multiple scattering problems.

For a plane wave incidence $u^{\text{inc}}(x,k) = e^{ik \cdot x}$ with direction $\alpha$ impinging on a single smooth convex obstacle subject to the Dirichlet boundary condition, the key elements in the design of Galerkin approximation spaces in [25, 26] were phase extraction $\mu(x,k) = e^{ik \cdot x} \mu^{\text{slow}}(x,k)$ (where $\mu$ is the unknown normal derivative of the total field) and the Melrose-Taylor [27, 56] asymptotic expansion

$$\mu^{\text{slow}}(x,k) \sim \sum_{p,q \geq 0} k^{\frac{2}{3} - \frac{2p}{3} - q} b_{p,q}(x) \Psi^{(p)}(k^{\frac{1}{3}}Z(x))$$ (1)

(see [50] for an alternative approach) used to derive sharp wavenumber explicit estimates on the derivatives of the envelope $\mu^{\text{slow}}$. The resulting Galerkin boundary element methods were shown to demand an increase of only $O(k^\epsilon)$, for any $\epsilon > 0$, in the number of DoF to maintain accuracy with increasing frequency. Moreover, as shown in [22], the methods in [25, 26] are frequency independent, i.e. $O(1)$, provided a sufficient number of terms in the asymptotic expansion is incorporated into integral equation formulations.

In the case of the Neumann boundary condition, we have recently developed Galerkin boundary element methods [23] for a single smooth convex obstacle. Similar to the Dirichlet case [22, 25, 26], the approach is based on phase extraction $\eta(x,k) = e^{ik \cdot x} \eta^{\text{slow}}(x,k)$ (where $\eta$ is the unknown total field) and the utilization of Melrose-Taylor [24, 56] asymptotic expansion

$$\eta^{\text{slow}}(x,k) \sim \sum_{p,q,r \geq 0, \ell \leq -1} k^{-\frac{1}{3} + \frac{2p + 3q + r + \ell + 1}{3} - (\ell + 1)} b_{p,q,r}(x) (\Psi^{(p)}(x) \Psi^{(\ell)}(x)) (k^{\frac{1}{3}}Z(x))$$ (2)

for the derivation of sharp wavenumber explicit estimates on the derivatives of $\eta^{\text{slow}}$. To the best of our knowledge, the single scattering problem for the Neumann boundary condition was explored only recently [23] due to the complicated form of the asymptotic expansion (2) when compared to its Dirichlet counterpart (1). For this reason, as we will see, the extension of the asymptotic expansion (2) to multiple scattering problems presents more difficulties than the extension of the Dirichlet expansion considered in [27].
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The asymptotic expansions we develop here in this paper form the main element in
the extension of the Galerkin boundary element methods proposed in [23] for the Neumann
boundary condition to the case of several smooth convex obstacles for the efficient (frequency
independent) approximation of multiple scattering iterations. Another application of these
expansions is the possibility of studying of the rate of convergence of multiple scattering
iterations as done in [27] for the Dirichlet case.

The paper is organized as follows. In Sect. 2 we introduce the sound hard scattering
problem, discuss the single scattering Melrose-Taylor asymptotic expansion of the total
field, and present the multiple scattering formulation. In Sect. 3 we set the technical
assumptions and summarize the geometry of multiple scattering rays. In the same section,
we present two of the main results of the paper. They concern the asymptotic expansions
of the multiple scattering total fields on the boundaries of the scattering obstacles (see
Theorem 3) and sharp wavenumber dependent estimates on their derivatives (cf. Theorem
6). Sect. 4 is reserved for the statement and proof of the third main result relating to the
asymptotic expansions of the iterated scattered fields (see Theorem 8). Finally, numerical
results validating the asymptotic expansions derived in Theorem 3 are presented in Sect. 5.

2 Sound hard multiple scattering problems

We consider the two dimensional sound hard multiple scattering problem in the exterior of
the disjoint union \( K = \bigcup\{K_\sigma : \sigma \in J\} \) of finitely many smooth compact strictly convex
obstacles illuminated by a plane wave incidence \( u_{\text{inc}}(x, k) = e^{ik\alpha \cdot x} \) \( (k > 0 \text{ and } |\alpha| = 1).\)
The unknown scattered field \( u \) satisfies the sound hard scattering problem [16, 18]
\[
\begin{cases}
(\Delta + k^2)u = 0 \text{ in } \mathbb{R}^2 \setminus K, \\
\partial_\nu u = -\partial_\nu u_{\text{inc}} \text{ on } \partial K, \\
\lim_{r \to \infty} \sqrt{r} \left( \frac{\partial u}{\partial r} - iku \right) = 0, \quad r = |x|, 
\end{cases}
\]
where \( \nu \) is the exterior unit normal to \( \partial K \). The direct approach in integral equation for-
mulations of the scattering problem (3) is based on utilization of the Neumann-to-Dirichlet
map through the double-layer representation
\[
\begin{align*}
  u(x) &= \int_{\partial K} \frac{\partial G(x, y)}{\partial \nu(y)} \eta(y) \, ds(y), \\
  &\quad x \in \mathbb{R}^2 \setminus K,
\end{align*}
\]
where
\[
G(x, y) = \frac{i}{4} H_0^{(1)}(k|x - y|)
\]
is the outgoing Green function for the Helmholtz equation. Specifically, (4) transforms the
Neumann boundary value problem (3) into the determination of Dirichlet data, namely the
total field \( \eta = u + u_{\text{inc}} \), on the boundary \( \partial K \).

In this work, we are interested in the high-frequency solution of the scattering problem
(3). Indeed, for the case of a single smooth compact and strictly convex obstacle, we
have recently shown [24] that frequency independent solutions can be attained resorting to boundary integral equation reformulations of the sound hard scattering problem. The design of Galerkin boundary element methods we developed in [24] are based on a detailed study of the Hörmander class and asymptotic expansion of the total field on the boundary as $k \to \infty$.

In detail, referring to [27] and the references therein for the definition of Hörmander classes $S^\mu_{\rho,\delta}$, asymptotic expansions, and rapid decrease in the sense of Schwartz, the asymptotic behavior of the envelope

$$\eta_{\text{slow}}(x, k) = e^{-ik \alpha \cdot x} \eta(x, k)$$

reads as follows; see [24, Theorem 1] and [56, Theorem 9.36].

**Theorem 1.** If $K \subset \mathbb{R}^2$ is a single smooth, compact and strictly convex obstacle, then:

(i) On the illuminated region $\partial K^\text{IL} = \{ x \in \partial K : \alpha \cdot \nu(x) < 0 \}$, $\eta_{\text{slow}}(x, k) \in S^0_{1,0}(\partial K^\text{IL} \times (0, \infty))$ and has an asymptotic expansion

$$\eta_{\text{slow}}(x, k) \sim \sum_{j \geq 0} k^{-j} a_j(x) \quad (6)$$

for some complex-valued smooth functions $a_j$.

(ii) On a ($k$ independent) neighborhood $\partial K^\text{SB}$ of the shadow boundary $\partial K^\text{SB} = \{ x \in \partial K : \alpha \cdot \nu(x) = 0 \}$, $\eta_{\text{slow}}(x, k) \in S^0_{2,3}(\partial K^\text{SB} \times (0, \infty))$, and has an asymptotic expansion

$$\eta_{\text{slow}}(x, k) \sim \sum_{p,q,r \geq 0} a_{p,q,r,\ell}(x, k) \quad (7)$$

$$= \sum_{p,q,r \geq 0} k^{\frac{1+2p+3q+r+\ell}{3}+\ell+1} b_{p,q,r,\ell}(x) (\Psi^{r,\ell}(k\frac{1}{3}Z(x)))$$

where $t_\tau = \min\{t, 0\}$, $b_{p,q,r,\ell}$ and $\Psi^{r,\ell}$ are complex-valued smooth functions, $Z$ is a real-valued smooth function positive on the illuminated region, negative on the shadow region $\partial K^\text{SR} = \{ x \in \partial K : \alpha \cdot \nu(x) > 0 \}$, and vanishes exactly to first order on the shadow boundary, and the functions $\Psi^{r,\ell}$ are complex-valued smooth functions with an asymptotic expansion [56, Lemma 9.9]

$$\Psi^{r,\ell}(\tau) \sim \sum_{j=0}^{\infty} a_{r,t,j} \tau^{1+\ell-2r-3j} \quad \text{as } \tau \to \infty,$$

and they rapidly decrease in the sense of Schwartz as $\tau \to -\infty$.

(iii) On any compact subset of the shadow region, $\eta_{\text{slow}}$ rapidly decreases in the sense of Schwartz as $k \to \infty$.

(iv) Moreover, $\eta_{\text{slow}}(x, k) \in S^0_{2,3}(\partial K \times (0, \infty))$ and the asymptotic expansion (7) is valid over the entire boundary $\partial K$. 
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The main goal of this paper is the extension of Theorem 1 to multiple scattering problems. To this end, we first observe that, when $|\mathcal{J}| \geq 2$, the scattered field $u$ can be uniquely decomposed into

$$u = \sum_{\sigma \in \mathcal{J}} u_\sigma \quad \text{in } \mathbb{R} \setminus K$$

(8)

where $\{u_\sigma : \sigma \in \mathcal{J}\}$ solve the coupled system of sound hard scattering problems

$$
\begin{cases}
(\Delta + k^2)u_\sigma = 0 \text{ in } \mathbb{R}^2 \setminus K_\sigma,
\partial_\nu u_\sigma = -\partial_\nu (u^{\text{inc}} + \sum_{\tau \in \mathcal{J} \setminus \{\sigma\}} u_\tau) \text{ on } \partial K_\sigma,
\lim_{r \to \infty} \sqrt{r} \left( \frac{\partial u_\sigma}{\partial r} - ik u_\sigma \right) = 0.
\end{cases}
$$

(9)

Moreover, we formally have

$$u_\sigma = \sum_{m=0}^{\infty} u^m_\sigma$$

where

$$
\begin{cases}
(\Delta + k^2)u^0_\sigma = 0 \text{ in } \mathbb{R}^2 \setminus K_\sigma,
\partial_\nu u^0_\sigma = -\partial_\nu u^{\text{inc}} \text{ on } \partial K_\sigma,
\lim_{r \to \infty} \sqrt{r} \left( \frac{\partial u^0_\sigma}{\partial r} - ik u^0_\sigma \right) = 0,
\end{cases}
$$

(10)

and for $m \geq 1$

$$
\begin{cases}
(\Delta + k^2)u^m_\sigma = 0 \text{ in } \mathbb{R}^2 \setminus K_\sigma,
\partial_\nu u^m_\sigma = -\sum_{\tau \in \mathcal{J} \setminus \{\sigma\}} \partial_\nu u^{m-1}_\tau \text{ on } \partial K_\sigma,
\lim_{r \to \infty} \sqrt{r} \left( \frac{\partial u^m_\sigma}{\partial r} - ik u^m_\sigma \right) = 0.
\end{cases}
$$

(11)

It follows from (10)-(11) that, in fact, we have

$$u^m_\sigma = \sum_{r_0, \ldots, r_m \in \mathcal{J}} u_{r_0, \ldots, r_m}$$

(12)

where $u_{r_0, \ldots, r_m}$ iteratively solve the sound hard scattering problems

$$
\begin{cases}
(\Delta + k^2)u_{r_0} = 0 \text{ in } \mathbb{R}^2 \setminus K_{r_0},
\partial_\nu u_{r_0} = -\partial_\nu u^{\text{inc}} \text{ on } \partial K_{r_0},
\lim_{r \to \infty} \sqrt{r} \left( \frac{\partial u_{r_0}}{\partial r} - ik u_{r_0} \right) = 0,
\end{cases}
$$

(13)

and for $j = 1, \ldots, m$

$$
\begin{cases}
(\Delta + k^2)u_{r_0, \ldots, r_j} = 0 \text{ in } \mathbb{R}^2 \setminus K_{r_j},
\partial_\nu u_{r_0, \ldots, r_j} = -\partial_\nu u_{r_0, \ldots, r_{j-1}} \text{ on } \partial K_{r_j},
\lim_{r \to \infty} \sqrt{r} \left( \frac{\partial u_{r_0, \ldots, r_j}}{\partial r} - ik u_{r_0, \ldots, r_j} \right) = 0.
\end{cases}
$$

(14)

Using (12) in (8), we therefore see that it is sufficient to consider an arbitrary sequence $\{K_m\}_{m \geq 0}$ of obstacles in $\{K_\sigma : \sigma \in \mathcal{J}\}$ satisfying $K_{m+1} \neq K_m$ and discuss the iterative...
solution of the sound hard scattering problems

\[
\begin{cases}
(\Delta + k^2)u_0 = 0 \text{ in } \mathbb{R}^2 \setminus K_0, \\
\partial_n u_0 = -\partial_n u^\text{inc} \text{ on } \partial K_0, \\
\lim_{r \to \infty} \sqrt{r}(\partial u_0 \partial r - iku_0) = 0,
\end{cases}
\]  

(15)

and for \( m \geq 1 \)

\[
\begin{cases}
(\Delta + k^2)u_m = 0 \text{ in } \mathbb{R}^2 \setminus K_m, \\
\partial_n u_m = -\partial_n u_{m-1} \text{ on } \partial K_m, \\
\lim_{r \to \infty} \sqrt{r}(\partial u_m \partial r - iku_m) = 0.
\end{cases}
\]  

(16)

In light of (14), we see that the solutions \( u_m \) of the sound hard multiple scattering problems (15)-(16) can be recovered through the double layer representations

\[
u_m(x,k) = \int_{\partial K_m} \frac{\partial G(x,y)}{\partial n(y)} \eta_m(y,k) \, ds(y), \quad x \in \mathbb{R}^2 \setminus K_m, \quad m \geq 0,
\]

(17)

provided the multiple scattering total fields

\[
\eta_m = \begin{cases} 
  u_0 + u^\text{inc}, & m = 0, \\
  u_m + u_{m-1}, & m \geq 1,
\end{cases} \quad \text{on } \partial K_m,
\]

(18)

are predetermined. As in the case of single scattering problems, we observe that these predeterminations can be based on frequency independent implementations (utilizing e.g. Galerkin boundary element methods [24]) provided the asymptotic expansions of the multiple scattering total fields \( \eta_m \) are properly incorporated into the solution strategy. In the next section, under appropriate assumptions, we derive these asymptotic expansions. As is apparent from the integral equation (19)

\[
\eta_m(x,k) - 2 \int_{\partial K_m} \frac{\partial G(x,y)}{\partial n(y)} \eta_m(y,k) \, ds(y) = 2 \begin{cases} 
  u^\text{inc}(x,k), & m = 0, \\
  u_{m-1}(x,k), & m \geq 1,
\end{cases} \quad x \in \partial K_m,
\]

(19)

these derivations demand a thorough understanding of the asymptotic behavior of the scattered fields \( u_m \).

3 Geometry of multiple scattering rays, phase extraction, and asymptotic expansions

For the developments that follow, we assume that

A The sequence \( \{K_m\}_{m \geq 0} \subset \{K_\sigma : \sigma \in \mathcal{J}\} \) satisfies \( K_{m+1} \neq K_m \) \( (m \geq 0) \) along with the no-occlusion condition

\[
\{ x + t\alpha : x \in K_0, t \geq 0 \} \cap K_1 = \emptyset,
\]

(20)
and the visibility condition
\[ K_{m+1} \cap \overline{\text{co}}(K_m \cup K_{m+2}) = \emptyset, \quad m \geq 0, \] (21)
where \( \overline{\text{co}} \) denotes the closed convex hull.

**B** Theorem 1 holds for incident fields \( w \) impinging on smooth compact strictly convex obstacles \( K \) that satisfy the Helmholtz equation and admit a factorization
\[ w(x,k) = e^{ik\psi(x)} w_{\text{slow}}(x,k) \] (22)
on an open set \( O \) containing \( K \) where \( \psi \) is a smooth phase function having convex wave-fronts \( \{ x : \psi(x) = t \} \) relative to the normal \( \nabla \psi \), and \( w_{\text{slow}} \) is an envelope which belongs to the Hörmander class \( S^0_{0,0}(O \times (0,\infty)) \) and admits a classical asymptotic expansion
\[ w_{\text{slow}}(x,k) \sim \sum_{p=0}^{\infty} k^{-p} A_p(x) \] (23)
on the open set \( O \).

**Remark 2.** Assumption B will be addressed for both the Dirichlet and Neumann conditions in a forthcoming paper. Indeed, as was observed in the setting of the Dirichlet condition [27], the stationary points of the combined phase (arising in integral equation formulations) display the same geometrical characteristics with those corresponding to a plane wave incidence (see [27,56] for details). It is therefore conceivable that the analysis in [56] can be modified to provide a rigorous proof.

As was shown in [27], the no-occlusion and visibility conditions guarantee that the multiple scattering phases
\[ \varphi_m(x) = \begin{cases} \alpha \cdot x, & m = 0, \\ \alpha \cdot \lambda_0^m(x) + \sum_{j=0}^{m-1} |\lambda_{j+1}^m(x) - \lambda_j^m(x)|, & m \geq 1, \end{cases} \] (24)
are well defined, for all \( m \geq 1 \) and all \( x \in \partial K_m \), by the conditions

\[
\begin{align*}
\text{(a) } & \left( \lambda_0^m(x), \ldots, \lambda_m^m(x) \right) \in \partial K_0 \times \cdots \times \partial K_m, \\
\text{and} & \\
\text{(b) } & \alpha \cdot \nu(\lambda_0^m(x)) < 0, \\
\text{(c) } & \frac{\lambda_1^m(x) - \lambda_0^m(x)}{[\lambda_1^m(x) - \lambda_0^m(x)]} = \alpha - 2\alpha \cdot \nu(\lambda_0^m(x)) \nu(\lambda_1^m(x)), \\
\text{and, for } & 1 < j < m, \\
\text{(d) } & \left( \lambda_j^m(x) - \lambda_j^m(x) \right) \cdot \nu(\lambda_j^m(x)) > 0, \\
\text{(e) } & \frac{\lambda_{j+1}^m(x) - \lambda_j^m(x)}{[\lambda_{j+1}^m(x) - \lambda_j^m(x)]} = \frac{\lambda_j^m(x) - \lambda_{j-1}^m(x)}{[\lambda_j^m(x) - \lambda_{j-1}^m(x)]} - 2\frac{\nu(\lambda_j^m(x)) \nu(\lambda_{j-1}^m(x))}{[\lambda_j^m(x) - \lambda_{j-1}^m(x)]} \\
\text{and} & \\
\text{(f) } & \lambda_m^m(x) = x.
\end{align*}
\]

Geometrically speaking \((25)\) means the broken ray \( (\lambda_0^m(x), \ldots, \lambda_m^m(x)) \) corresponding to any given point \( x \in \partial K_m \) is determined, for \( 0 \leq j < m - 1 \), by the law of reflection subject to the condition that the open line segment \( \{ t \lambda_j^m(x) + (1 - t) \lambda_{j+1}^m(x) : 0 < t < 1 \} \) has no point in common with \( K_j \cup K_{j+1} \). Consequently, \((24)\) allows for the extraction of the phases of the total fields \( \eta_m \) in the form

\[
\eta_m(x, k) = e^{ik \varphi_m(x)} \eta_m^{\text{slow}}(x, k), \quad x \in \partial K_m,
\]

and the broken rays uniquely partition the boundary \( \partial K_m \) into the illuminated regions

\[
\partial K_m^{\text{IL}} = \begin{cases} 
\{ x \in \partial K_0 : \alpha \cdot \nu(x) < 0 \}, & m = 0, \\
\{ x \in \partial K_m : (\lambda_m^m(x) - \lambda_{m-1}^m(x)) \cdot \nu(x) < 0 \}, & m \geq 1,
\end{cases}
\]

shadow regions

\[
\partial K_m^{\text{SR}} = \begin{cases} 
\{ x \in \partial K_0 : \alpha \cdot \nu(x) > 0 \}, & m = 0, \\
\{ x \in \partial K_m : (\lambda_m^m(x) - \lambda_{m-1}^m(x)) \cdot \nu(x) > 0 \} & m \geq 1,
\end{cases}
\]

and shadow boundaries

\[
\partial K_m^{\text{SB}} = \begin{cases} 
\{ x \in \partial K_0 : \alpha \cdot \nu(x) = 0 \}, & m = 0, \\
\{ x \in \partial K_m : (\lambda_m^m(x) - \lambda_{m-1}^m(x)) \cdot \nu(x) = 0 \} & m \geq 1.
\end{cases}
\]
As is apparent from (19), the determination of Hörmander classes and asymptotic expansions of the envelopes $\eta_m^{\text{slow}}$ further demand a detailed understanding of the asymptotic behavior of the scattered fields $u_m$. Within this framework, as was shown in [27], the phase functions $\varphi_m$ admit smooth and convex wave-fronts

$$P_m(t, N_m) = \left\{ y + (t - \varphi_m(y)) \alpha_m^\text{ref}(y) : y \in N_m \right\}$$

for any open connected sub-manifold $N_m \subset \partial K_m^\text{IL} (m \geq 0)$ (for all $t$ greater than the minimum of $\varphi_m$ on $N_m$) with respect to the normal

$$\alpha_m^\text{ref}(y) = \begin{cases} \alpha - 2\alpha \cdot \nu(y) \nu(y), & m = 0, \\ \frac{\chi_m(y) - \chi_{m-1}(y)}{|\chi_m(y) - \chi_{m-1}(y)|} - 2 \frac{\chi_m(y) - \chi_{m-1}(y)}{|\chi_m(y) - \chi_{m-1}(y)|} \cdot \nu(y) \nu(y), & m \geq 1; \end{cases}$$

the normal field $\alpha_m^\text{ref}(y)$ is the direction of the reflected ray resulting from the incidence on $\partial K_m$ with direction

$$\alpha_m^\text{inc}(y) = \begin{cases} \alpha, & m = 0, \\ \frac{\chi_m(y) - \chi_{m-1}(y)}{|\chi_m(y) - \chi_{m-1}(y)|}, & m \geq 1. \end{cases}$$

It follows, upon noting that

$$\text{ray}_m(y) = \left\{ y + t\alpha_m^\text{ref}(y) : t > 0 \right\}$$

is the half-ray generated by the reflection of the ray incident on the boundary $\partial K_m$ at $y$ with direction $\alpha_m^\text{inc}(y)$, for any $x$ in the open illuminated region

$$O_m^\text{IL} = \bigcup \{ \text{ray}_m(y) : y \in \partial K_m \}$$

there exists a unique $y = y(x) \in \partial K_m^\text{IL}$ so that $x \in \text{ray}_m(y)$. The reflected phase function

$$\psi_m(x) = |x - y(x)| + \varphi_m(y(x)), \quad x \in O_m^\text{IL},$$

then has the smooth and convex wave-fronts. This, in turn, allows us to extract the phase of the scattered field $u_m$ in the form

$$u_m(x, k) = e^{ik\psi_m(x)} u_m^{\text{slow}}(x, k), \quad x \in O_m^\text{IL}. $$

A final note is that the visibility and no-occlusion conditions imply that the obstacle $K_{m+1}$ is contained in the open set $O_m^\text{IL}$ for all $m \geq 0$ [27].

Under the assumptions A and B, the asymptotic behavior of the envelopes $\eta_m^{\text{slow}}$ is as follows.
Theorem 3. For all \( m \in \mathbb{Z}_+ = \mathbb{N} \cup \{0\} \), we have:

(i) \( \eta_{m}^{\text{slow}}(x,k) \in S^0_1(\partial K_{m}^{\text{IL}} \times (0,\infty)) \) and has an asymptotic expansion

\[
\eta_{m}^{\text{slow}}(x,k) \sim \sum_{j \geq 0} k^{-j} a_{m,j}(x)
\]

for some complex-valued smooth functions \( a_{m,j} \).

(ii) On a \((k\text{ independent})\) neighborhood \( \partial K_{m, \epsilon}^{\text{SB}} \) of \( \partial K_{m}^{\text{SB}} \), \( \eta_{m}^{\text{slow}}(x,k) \) belongs to \( S^0_{\frac{3}{2}}(\partial K_{m, \epsilon}^{\text{SB}} \times (0,\infty)) \) and has an asymptotic expansion

\[
\eta_{m}^{\text{slow}}(x,k) \sim \sum_{p,q,r,\ell \geq 0} \sum_{\ell \leq -1} k^{-\frac{2p+3q+r+\ell+1}{4}+\ell+1} b_{m,p,q,r,\ell}(x) (\Psi_{r,\ell}(x)) (k^{\frac{1}{3}} Z_{m}(x))
\]

where \( b_{m,p,q,r,\ell} \) and \( \Psi_{r,\ell} \) are complex-valued smooth functions, \( Z_{m} \) is a real-valued smooth function positive on \( \partial K_{m}^{\text{IL}} \), negative on \( \partial K_{m}^{\text{SR}} \), and vanishes exactly to first order on \( \partial K_{m}^{\text{SB}} \), and \( \Psi_{r,\ell} \) are complex-valued smooth functions with an asymptotic expansion

\[
\Psi_{r,\ell}(\tau) \sim \sum_{j=0}^{\infty} a_{r,\ell,j} \tau^{1+\ell-2r-3j} \quad \text{as } \tau \to \infty,
\]

and they rapidly decrease in the sense of Schwartz as \( \tau \to -\infty \).

(iii) On any compact subset of \( \partial K_{m}^{\text{SR}} \), \( \eta_{m}^{\text{slow}} \) rapidly decreases in the sense of Schwartz as \( k \to \infty \).

(iv) Moreover, \( \eta_{m}^{\text{slow}}(x,k) \in S^0_{\frac{3}{2} + \frac{1}{\tau}}(\partial K_{m}\times (0,\infty)) \) and the asymptotic expansion \( \sim \) is valid over the entire boundary \( \partial K_{m} \).

Proof. The proof is by induction on \( m \). For \( m = 0 \), the result follows from Theorem 1. For \( m \geq 1 \), \( \eta_{m} \) is the total field generated by the scattered field \( u_{m-1} \) impinging on \( K_{m} \) as an incident field (see (16) and (19)). Since \( K_{m} \subset O_{m-1}^{\text{IL}} \), \( u_{m-1}(x,k) = e^{ik\psi_{m-1}(x)} u_{m-1}^{\text{slow}}(x) \) and the phase \( \psi_{m-1} \) has convex wave-fronts \( \{\psi_{m-1}(x) = \tau\} \) in the open set \( O_{m-1}^{\text{IL}} \), by assumption A, it is sufficient to prove that \( u_{m}^{\text{slow}}(x,k) \in S^0_{\frac{3}{2}}(O_{m}^{\text{IL}} \times (0,\infty)) \) and has a classical asymptotic expansion of the form (26). This technical result is the content of Theorem 8 in the next section.

As we mentioned in the introduction, construction of frequency independent algorithms for multiple scattering problems further demand the derivation of sharp wavenumber explicit estimates on the derivatives of the multiple scattering iterations \( \eta_{m}^{\text{slow}} \). As in the Dirichlet multiple scattering problem [29], this is naturally based on the Hörmander classes and sharp
wavenumber explicit estimates on the derivatives of the envelopes $a_{m,p,q,r,\ell}(s,k)$ in the Neumann asymptotic expansion \cite{37}. In connection therewith, assuming a counterclockwise oriented $P_m$-periodic regular parameterization $\gamma_m(s)$ of the boundary $\partial K_m$ and writing $a_{m,p,q,r,\ell}(s,k)$ for $a_{m,p,q,r,\ell}(\gamma_m(s),k)$, we have:

**Theorem 4.** For all $m \in \mathbb{Z}_+$ and $(p,q,r,\ell) \in \mathbb{Z}_+^4 \times (-N)$, $a_{m,p,q,r,\ell}(s,k)$ belongs to the Hörmander class $S^{d(p,q,r,\ell)}_\frac{3}{4}(0,P_m) \times (0,\infty)$ where

$$\vartheta(p,q,r,\ell) = -\frac{1 + 2p + 3q + r + \ell}{3} + (\ell + 1) - \begin{cases} 0, & 1 + \ell - 2r - p < 0, \\ 1 + \ell - 2r - p \geq 0. & \end{cases}$$

Moreover, for any $k_0 > 0$ and $n \in \mathbb{Z}_+$, we have the estimate

$$|D_n^\alpha a_{m,p,q,r,\ell}(s,k)| \lesssim k^{\vartheta(p,q,r,\ell)} W_m(s,k)^{-n}, \quad \text{for all } (s,k) \in [0,P_m] \times [k_0,\infty), \quad (39)$$

where $W_m(s,k) = k^{-\frac{1}{4}} + |\omega_m(s)|$ with $\omega_m(s) = (s-t_m)(t_m - s)$ and where $\partial K_m^{SB} = \{\gamma_m(t_m), \gamma_m(t_m^2)\}$.

**Proof.** Follows from an adaptation of the proofs of \cite{24} Lemmas 2, 3] along with \cite{24} Corollary 1.

In the case of single \cite{22} and multiple \cite{23} scattering settings with Dirichlet boundary conditions, it was shown that incorporation of an appropriate number of terms in the asymptotic expansion \cite{11} into integral equation formulations allows for the development of frequency independent Galerkin boundary element methods. The same approach was also successfully applied to the case of the Neumann boundary condition for a single obstacle. For the multiple scattering problem considered herein, incorporation of the terms $\sigma_{m,\ell}$ into integral equation formulations transforms the unknown from $\eta_m$ to $\rho_{m,\ell}$. We introduce these quantities in the following definition. Throughout the text, we use the standard convention that an empty sum is zero.

**Definition 5.** Given $\beta \in \mathbb{Z}_+$, we set

$$\mathcal{F}_\beta = \{(p,q,r,\ell) \in \mathbb{Z}_+^4 \times (-N) : \beta + 3\vartheta(p,q,r,\ell) > 0\},$$

and we define

$$\sigma_{m,\beta}(s,k) = \sum_{(p,q,r,\ell) \in \mathcal{F}_\beta} a_{m,p,q,r,\ell}(s,k), \quad \rho_{m,\beta}(s,k) = \eta_{m,\beta}(s,k) - \sigma_{m,\beta}(s,k), \quad (40)$$

and

$$\sigma_{m,\beta}(s,k) = e^{ik\varphi_m(s)} \sigma_{m,\beta}^{slow}(s,k), \quad \rho_{m,\beta}(s,k) = e^{ik\varphi_m(s)} \rho_{m,\beta}^{slow}(s,k). \quad (41)$$

Note that $\rho_{m,\beta}(s,k) = \eta_m(s,k) - \sigma_{m,\beta}(s,k)$ and, in particular, $\rho_{m,0} = \eta_m$.

As in the Neumann single scattering problem \cite{24}, sharp explicit estimates on the derivatives of $\rho_{m,\beta}$ with respect to the wavenumber can be used in the design and analysis of frequency independent Galerkin boundary element methods for multiple scattering problems. These estimates are summarized in the following.
In this section, we derive the asymptotic expansions of the envelopes \( u^\text{slow}_m \) \( [35] \). This derivation is based on the integral representation

\[
u_m^\text{slow}(x, k) = \frac{i}{4} e^{-ik\psi(x)} k \int_{\partial K_m} e^{ik\varphi_m(y)} H_1^{(1)}(k|\nu(y)|) \frac{x - y}{|x - y|} \cdot \nu(y) \eta^\text{slow}_m(y, k) ds(y) \quad (42)
\]

which follows from a combination of \( [17] \), \( [26] \), and \( [35] \). In connection therewith, since \( \nu_m^\text{slow} \) rapidly decreases in the shadow region, we realize that the illuminated region asymptotic expansion \( [26] \) of \( \eta^\text{slow}_m \) can be employed in \( [42] \) so as to formally have

\[
u_m^\text{slow}(x, k) \approx \frac{i}{4} e^{-ik\psi_m(x)} \sum_{j \geq 0} \kappa^{1-j} \int_{\partial K_m^\text{ill}} e^{ik\varphi_m(y)} H_1^{(1)}(k|\nu(y)|) \frac{x - y}{|x - y|} \cdot \nu(y) a_m(y) ds(y). \quad (43)
\]

To obtain a further approximation, we utilize the asymptotic behavior of Hankel functions in \( [13] \). In this connection, we recall that if \( s, s_1 \in \mathbb{Z}_+ \) with \( s_1 + 1 \geq s \) and \( k|x - y| \gg 1 \) \( [35] \) Eq. 8.451.3], then

\[H_s^{(1)}(k|x - y|) = H_{s, s_1}(k|x - y|) + \tilde{H}_{s, s_1}(k|x - y|) \quad (44)\]

with

\[H_{s, s_1}(k|x - y|) = \sum_{s_2=0}^{s_1} \frac{e^{ik|x-y|} c_{s, s_2}}{(k|x - y|)^{(s_2 + \frac{1}{2})}} \quad (45)\]

and

\[
\tilde{H}_{s, s_1}(k|x - y|) = \theta_{s, s_1}(k|x - y|) \frac{e^{ik|x-y|} c_{s, s_1+1}}{(k|x - y|)^{(s_1 + \frac{1}{2})}}, \quad (46)
\]

where \( |\theta_{s, s_1}(k|x - y|)| \ll 1 \) and with \( \Gamma \) denoting the Gamma function

\[c_{s, s_2} = \frac{i^{s_2} \Gamma(s + s_2 + \frac{1}{2})}{\sqrt{\pi} \Gamma(2s + 1) s_2! 2^{s_2-\frac{1}{2}}} \Gamma(s - s_2 + \frac{1}{2}), \quad s, s_2 \in \mathbb{Z}_+. \]

Upon using \( [44] \) in \( [46] \), we therefore obtain the formal approximation

\[
u_m^\text{slow}(x, k) \approx \frac{i}{4} e^{-ik\psi_m(x)} \sum_{j, s_1 \geq 0} c_{k, s_2} k^{\frac{1}{2}-s_1} \int_{\partial K_m^\text{ill}} e^{ik(\varphi_m(y) + |x - y|)} \frac{x - y}{|x - y|} \cdot \nu(y) a_m(y) ds(y), \quad (47)
\]
To complete the derivation of the asymptotic expansion of $u_m^{\text{low}}$, we apply the following version of the stationary phase lemma to the integrals on the right-hand side of (47).

**Theorem 7** (Stationary phase lemma [29]). Let $\psi \in C^\infty[a,b]$ be real valued, and let $f \in C_0^\infty[a,b]$. Suppose that $t_0$ is the only stationary point of $\psi$ in $(a,b)$ and that $\psi''(t_0) \neq 0$. Then, for any $N \in \mathbb{N}$,

$$
\left| \int_a^b e^{i\psi(t)} f(t) \, dt - e^{i\psi(t_0)} \sum_{q=0}^{N-1} k^{-(q+\frac{\gamma}{2})} S_q[f(t), \psi(t)](t_0) \right| \leq c_N k^{-N} \|f\|_{C^{N+1}[a,b]}
$$

holds for $k > 1$. Here, with $\sigma = \text{sign} \psi''(t_0)$ and $h(t) = |t - t_0| [4\sigma (\psi(t) - \psi(t_0))]^{-\frac{1}{2}}$,

$$
S_q[f(t), \psi(t)] = e^{i\psi(x)} \frac{\Gamma(q + \frac{1}{2})}{(2q)!} \frac{d^{2q}}{dt^{2q}} [h(t)^{q+\frac{1}{2}} f(t)].
$$

To clarify the details of this application, for $x \in O_m^{\text{IL}}$, we denote by $y(x)$ the unique point in the illuminated region $\partial K_m^{\text{IL}}$ such that $x \in \text{ray}_m(y(x))$, and by $t_x$ the unique point in $[0, P_m]$ with $y(t_x) = y(x)$ where $y(t)$ is an arc-length parametrization of $\partial K_m$. For any $x \in O_m^{\text{IL}}$, the only stationary point of the phase $\varphi_m(y) + |x - y|$ in the illuminated region $\partial K_m^{\text{IL}}$ is $y(x)$ and $\varphi_m(y(x)) + |x - y(x)| = \psi(x)$ [27] so that the stationary phase lemma formally entails the approximation

$$
u_m^{\text{low}}(x,k) \approx \sum_{j,s_2,q \geq 0} k^{-j-s_2-q} f_{m,j,s_2,q}(x)
$$

with

$$
f_{m,j,s_2,q}(x) = \frac{i}{4} c_{l,s_2} S_q \left[ \frac{x - y(t)}{|x - y(t)|} \nu(y(t)) \frac{a_{m,j}(y(t))}{|x - y(t)|^{s_2+\frac{1}{2}}} \varphi_m(y(t)) + |x - y(t)| \right](t_x). \quad (48)
$$

Grouping together the terms modulated by like powers of $k$, we define for $p \in \mathbb{Z}_+$

$$A_{m,p}(x) = \sum_{j,s_2,q \geq 0} f_{m,j,s_2,q}(x), \quad x \in O_m^{\text{IL}}. \quad (49)
$$

With this definition we now state the main result on the asymptotic expansion of the envelopes $u_m^{\text{low}}$.

**Theorem 8.** Assume that Theorem 3 holds for some $m \geq 0$. Then $u_m^{\text{low}}(x,k)$ belongs to the Hörmander class $S_{1,0}^0(O_m^{\text{IL}} \times (0,\infty))$ (see [33] and [34]) and has an asymptotic expansion

$$
u_m^{\text{low}}(x,k) \sim \sum_{p=0}^{\infty} k^{-p} A_{m,p}(x), \quad (x,k) \in O_m^{\text{IL}} \times (0,\infty), \quad (50)
$$

where $A_{m,p}$ is as defined in (49).
For the rigorous proof of Theorem 8 we utilize the following classical result.

**Theorem 9** (Fundamental asymptotic expansion lemma). Let \( M \) be a \( p \)-dimensional \( C^\infty \) manifold, \( \Gamma \) an open conic subset of \( M \times \mathbb{R}^q \), and \( a_j \in S_{\rho_j}^\nu(\Gamma) \) where \( \nu_j \to -\infty \) as \( j \to \infty \). Let \( a \in C^\infty(\Gamma) \), and assume that for any compact set \( W \subset \Gamma \) and all multi-indices \( \beta, \gamma \)

\[
\left| D_\beta^\gamma D_\xi^\alpha a(x, \xi) \right| \leq C (1 + |\xi|)^\mu, \quad (x, \xi) \in W^c = \{(x, t\xi) : (x, \xi) \in W, t \geq 1\}
\]

holds for some \( C \) and \( \mu \) depending on \( \beta, \gamma \) and \( W \). If there exists \( \mu_N \to -\infty \) as \( N \to \infty \) such that for any compact set \( W \subset \Gamma \) and \( N \in \mathbb{Z}_+ \)

\[
\left| a(x, \xi) - \sum_{j=0}^N a_j(x, \xi) \right| \leq C_{W,N} (1 + |\xi|)^\mu_N, \quad (x, \xi) \in W^c,
\]

it follows that \( a \in S_{\rho_0}^\nu(\Gamma) \) where \( \nu = \sup_j \nu_j \), and that \( a - \sum a_j \).

We shall also need the following estimates.

**Lemma 10.** [27, Lemma 1] For all \( p, q, r \in \mathbb{Z}_+ \) and \( \ell \in \mathbb{Z} \), the estimates

\[
|(|\psi^{(r)}|^{(p)}(\tau)| \leq \left\{ \begin{array}{ll}
(1 + |\tau|)^{r_0 - p}, & \text{if } p > 1 + \ell - 2r \geq 0, \\
(1 + |\tau|)^{1+\ell - 2r - p}, & \text{otherwise},
\end{array} \right.
\]

hold for all \( \tau \in \mathbb{R} \) where

\[ 1 + \ell - 2r = \gamma_{r,\ell} \mod 3 \quad \text{with} \quad \gamma_{r,\ell} \in \{-3, -2, -1\}. \]

**Proof of Theorem 8** Given a compact set \( S \subset O_{m,3\varepsilon}^\gamma \), the visibility and no-occlusion conditions imply that there exists an \( \varepsilon > 0 \) (depending only on \( S \)) such that \( S \) is contained in the open set

\[
O_{m,3\varepsilon}^\gamma := \bigcup \{ \text{ray}_m(y) : y \in \partial K_m^\gamma \}\backslash \partial K_{m,3\varepsilon}^\gamma \}
\]

where

\[
\partial K_{m,3\varepsilon}^\gamma := \{ y \in \partial K_m : \text{dist}(y, \partial K_m^\gamma) \leq \varepsilon \}.
\]

Introduce a smooth partition of unity \( \{\rho_1, \rho_2, \rho_3\} \) on \( \partial K_m \) such that

\[
\begin{align*}
\begin{cases}
(i) & \rho_1 = 1 \text{ on } \partial K_m^\gamma \setminus \partial K_{m,\gamma}^\gamma \text{ and } \rho_1 = 0 \text{ on } \partial K_{m,\gamma}^\gamma \cup \partial K_{m,\varepsilon}^\gamma, \\
(ii) & \rho_3 = 1 \text{ on } \partial K_{m,\gamma}^\gamma \setminus \partial K_{m,2\varepsilon}^\gamma \text{ and } \rho_3 = 0 \text{ on } \partial K_m^\gamma \cup \partial K_{m,\varepsilon}^\gamma,
\end{cases}
\end{align*}
\]

and use [22] to write

\[
\psi_m^{\text{slow}}(x, k) = \frac{ik}{4} \sum_{j=1}^3 I_j(x, k)
\]

\[
= \frac{ik}{4} \sum_{j=1}^3 e^{-ik\psi_m(x)} \int_{\partial K_m} \rho_j(y) H_1(1)(k|x - y|) \frac{x - y}{|x - y|} \nu(y) e^{ik\varphi_m(y)} \eta_m^{\text{slow}}(y, k) \, ds(y).
\]
For clarity, we divide the proof into three parts.

**Part 1:** Here we show for all \( k > 0 \), \( \zeta \in \mathbb{Z}^2_+ \), and \( n \in \mathbb{Z}_+ \) that
\[
\left| D_{x}^{k} D_{k}^{n} u_{m}^{\text{slow}} (x, k) \right| \leq C S_{S, \zeta, n} (1 + k)^{\mu_{S, \zeta, n}}, \quad (x, k) \in S \times (k_0, \infty),
\] (56)
where \( \mu_{S, \zeta, n} = 2|\zeta| + \frac{1}{2} \).

**Part 1a:** First we show for \( j \in \{1, 2, 3\}, \zeta \in \mathbb{Z}^2_+ \), and \( n \in \mathbb{Z}_+ \) that
\[
D_{x}^{k} D_{k}^{n} I_{j} (x, k) = e^{-ik\varphi_{m}(x)} \sum_{0 \leq n_{1} \leq 2|\zeta|} \sum_{0 \leq n_{2} \leq n_{1}} \sum_{0 \leq n_{3} \leq n_{1} + |\zeta|} \int_{\partial K_{m}} e^{ik\varphi_{m}(y)} H_{n_{2}}^{(1)} (k|x - y|) D_{k}^{n_{3}} \left[ \eta_{m}^{\text{slow}} (y, k) \right]
\]
\[
\int_{\partial K_{m}} \rho_{j} (y) D_{x}^{\zeta - \zeta_{j}} D_{k}^{n_{1} - n_{2}} \left[ H_{1}^{(1)} (k|x - y|) \right]
\]
\[
D_{x}^{2} \left[ \frac{x - y}{|x - y|} \cdot \nu (y) \right] D_{k}^{n_{2}} \left[ e^{ik\varphi_{m}(y)} \eta_{m}^{\text{slow}} (y, k) \right] ds (y).
\]

Using Leibniz’s rule once more, we therefore obtain
\[
D_{x}^{k} D_{k}^{n} I_{j} (x, k) = \sum_{\zeta_{2} \leq \zeta_{1} \leq \zeta} \sum_{0 \leq n_{3} \leq n_{2}} \sum_{0 \leq n_{4} \leq n_{3}} \int_{\partial K_{m}} \rho_{j} (y) D_{x}^{\zeta - \zeta_{2} - \zeta_{4}} \left[ H_{1}^{(1)} (n_{1} - n_{2}) (k|x - y|) |x - y|^{n_{1} - n_{2}} \right] D_{x}^{\zeta_{2}} \left[ \frac{x - y}{|x - y|} \cdot \nu (y) \right] e^{ik\varphi_{m}(y)} \left[ i \varphi_{m}(y) \right]^{n_{2} - n_{3}} D_{k}^{n_{3}} \left[ \eta_{m}^{\text{slow}} (y, k) \right] ds (y).
\]
We therefore deduce for $\zeta'$ and where the notation
\[\sum_{0 \leq n_4, n_2, n_1 \leq n_3} D^2 \left( e^{-ik\psi_m(x)} \right)\]
\[\int_{\partial K_m} \rho_j(x) e^{ik\psi_m(x)} D^2 \left[ (H^{(1)}_{\mu})(\nabla x - y) \right] D^{n_3}_m \left[ \eta_m^{\text{slow}}(y, k) \right] F_{\zeta', \zeta_1, \zeta_2, \zeta_3, n, n_1, n_2, n_3}(x, y) \, ds(y). \quad (58)\]

Next we use multivariate Faà di Bruno formula [20] for the derivatives of compositions which entails for $\zeta' = \zeta - \zeta_1 - \zeta_3 \in \mathbb{Z}_+^2 \setminus \{(0,0)\}$
\[D^2 \left[ e^{-ik\psi_m(x)} \right] = e^{-ik\psi_m(x)} \]
\[\times \left( \zeta' \sum_{1 \leq n_4, n_2' \leq |\zeta'|} (-k)^{n_4} \sum_{FdB(\zeta', n_4, n_2')} \prod_{1 \leq n_4 \leq n_3^{(1)}} \frac{1}{\mu_j!} \left( \frac{D^{n_j}_m \left[ \psi_m(x) \right]}{\mu_j!} \right)^{\ell_j} \right) \]
and for $\zeta' = \zeta_1 - \zeta_2 - \zeta_4 \in \mathbb{Z}_+^2 \setminus \{(0,0)\}$ and $n' = n_1 - n_2 \in \mathbb{Z}_+$
\[D^{n}_x \left[ e^{-ik\psi_m(x)} \right] = e^{-ik\psi_m(x)} \]
\[\sum_{1 \leq n_4, n_2 \leq |\zeta'|} \prod_{1 \leq n_4 \leq n_3^{(1)}} \frac{1}{\mu_j!} \left( \frac{D^{n_j}_m \left[ \psi_m(x) \right]}{\mu_j!} \right)^{\ell_j} \]
where, in general, for $\zeta \in \mathbb{Z}_+ \setminus \{(0,0)\}$ and $n_1, n_2 \in \{1, \ldots, |\zeta|\}$
\[FdB(\zeta; n_1, n_2) = \left\{ (\ell_1, \ldots, \ell_{n_2}; \mu_1, \ldots, \mu_{n_2}) \in \mathbb{N}^{n_2} \times (\mathbb{Z}_+^2)^{n_2} : \right. \]
\[\ell_j = n_1, \quad \sum_{j=1}^{n_2} \ell_j = \zeta, \quad (0,0) < \mu_1 < \ldots < \mu_{n_2} \}, \]
and where the notation $\mu_j < \mu_{j'}$ means that if $\mu_j = (\mu_{j,1}, \mu_{j,2})$ and $\mu_{j'} = (\mu_{j',1}, \mu_{j',2})$, then
\[|\mu_j| < |\mu_{j'}| \quad \text{or} \quad |\mu_j| = |\mu_{j'}| \text{ and } \mu_{j,1} < \mu_{j',1} \]
or
\[|\mu_j| = |\mu_{j'}| \text{ and } \mu_{j,1} = \mu_{j',1} \text{ and } \mu_{j,2} < \mu_{j',2} \].

We therefore deduce for $\zeta' = \zeta - \zeta_1 - \zeta_3 \in \mathbb{Z}_+^2$
\[D^2_x \left[ e^{-ik\psi_m(x)} \right] = e^{-ik\psi_m(x)} \sum_{0 \leq n_4 \leq |\zeta'|} k^{n_4} F_{\zeta', n_4}(x), \quad (59)\]
and for $\zeta' = \zeta_1 - \zeta_2 - \zeta_4 \in \mathbb{Z}_+^2$ and $n' = n_1 - n_2 \in \mathbb{Z}_+$
\[
D^{n'}_x \left[ (H_1^{(1)}(k|x-y|) \right] = \sum_{0 \leq n_5 \leq |\zeta'|} (H_1^{(1)}(n' + n_5)) \left( k^{-n_5} F_{\zeta',n_5}(x,y) \right). \tag{60}
\]

Using (59) and (60) in (58), we get
\[
D^n_x D^n_k I_j(x,k) = e^{-ik\varphi_m(x)} \sum_{0 \leq n_3 \leq \zeta_1} \sum_{0 \leq n_4 \leq |\zeta_1 - \zeta_4|} \sum_{0 \leq n_5 \leq |\zeta_1 - \zeta_4|} k^{n_3 + n_4 + n_5}
\times \int_{\partial K_m} \rho_j(y) e^{ik\varphi_m(y)} \left( H_1^{(1)}(n_3 - n_2 + n_5) \right) \left( k^{-n_5} F_{\zeta',n_5}(x,y) \right) ds(y).
\]

Upon noting that [11] Equations 9.1.31 and 9.1.6]
\[
D^n_z \left[ H_1^{(1)}(z) \right] = \frac{1}{2^m} \sum_{n_1=0}^{\mathbb{N}} \left( \frac{n}{n_1} \right) \left( -1 \right)^{n_1} H_1^{(1)}_{1-n+2n_1}(z) \quad \text{and} \quad H_1^{(1)}(z) = e^{i\pi n} H_1^{(1)}(z)
\]
for any $n \in \mathbb{Z}_+$, we therefore obtain
\[
D^n_x D^n_k I_j(x,k) = e^{-ik\varphi_m(x)} \sum_{0 \leq n_3 \leq \zeta_1} \sum_{0 \leq n_4 \leq |\zeta_1 - \zeta_4|} \sum_{0 \leq n_5 \leq |\zeta_1 - \zeta_4|} k^{n_3 + n_4 + n_5}
\times \int_{\partial K_m} e^{ik\varphi_m(y)} \left( H_1^{(1)}(n_3 - n_2 + n_5) \right) \left( k^{-n_5} F_{\zeta',n_5}(x,y) \right) ds(y) \tag{61}
\]
where $F_{\zeta',\zeta_1,\zeta_2,\zeta_4,n_1,n_2,n_3,n_4,n_5,n_6}$ is smooth on $O^\mu_m \times \partial K_m$ and
\[
\text{supp } F_{\zeta',\zeta_1,\zeta_2,\zeta_4,n_1,n_2,n_3,n_4,n_5,n_6}(x,\cdot) \subset \text{supp } \rho_j(\cdot)
\]
for all $x \in O^\mu_m$. Therefore, with obvious identifications, (64) follows from (61).

**Part 1b:** Here we show for all $k_0 \in (0, \infty)$, $\zeta \in \mathbb{Z}_+^2$, and $n \in \mathbb{Z}_+$,
\[
\left| D^n_x D^n_k I_1(x,k) \right| \leq C_{\zeta,n} (1 + k)^{2|\zeta| - \frac{1}{2}} \quad \text{for } (x,k) \in S \times (k_0, \infty). \tag{62}
\]
Since the left- and right-hand sides of (62) depend continuously on $k$ and $\zeta$ is compact, we need to prove (62) only for $k_0 \gg 1$. Since the compact sets $S$ and $\partial K_m$ are disjoint, we have $\text{dist}(S, \partial K_m) > 0$, and therefore we may assume that $k_0$ is sufficiently large so that, for all $k > k_0$, (61) is satisfied for all $(x,y) \in S \times \partial K_m$. However, in this case, (57) implies
\[
\left| D^n_x D^n_k I_1(x,k) \right| \leq \sum_{0 \leq n_1 \leq |\zeta|} \sum_{0 \leq n_3 \leq n} \sum_{0 \leq n_2 \leq n} \sum_{0 \leq n_4 \leq |\zeta_1 - \zeta_4|} \sum_{0 \leq n_5 \leq |\zeta_1 - \zeta_4|} k^{n_1 + n_3 + n_4 + n_5} \left| D^n_x \left[ H_1^{(1)}(k|x-y|) \right] \right| \left| D^n_k \left[ \eta_m \right] \right| ds(y)
\]

\[ |F_{\zeta,n_1,n_2,n_3}(x,y)| ds(y) \]
so that (42) follows from (44)-(45)-(46) and \( \eta_m^{\text{low}} \in S^0_{\frac{3}{2}, \frac{3}{2}}(\partial K_m \times (0, \infty)) \).

**Part 1c:** For \( j = 2, 3 \), here we prove that \( I_j \in S^0_{1, 0} \left( O_m^{\text{IL}} \times (0, \infty) \right) \). For this, we have to show, for any compact set \( S \subset O_m^{\text{IL}}, \ k_0 \in (0, \infty), \ \zeta \in \mathbb{Z}_{+}^2 \), and \( n, N \in \mathbb{Z}_{+} \),

\[
\left| D_k^s D_k^l I_j(x, k) \right| \leq C_{S,N,\zeta,n} (1 + k)^{-N}, \quad (x, k) \in S \times (k_0, \infty).
\]  

(63)

Reasoning as in Part 1b, we deduce that it is sufficient to prove (63) only for \( k_0 \gg 1 \). More precisely, we may assume that \( k_0 \) is sufficiently large so that, for all \( k > k_0 \), (43) is satisfied for all \( (x, y) \in S \times \partial K_m \).

With this assumption, we now prove (63). In connection therewith, (41) implies via triangle inequality the sufficiency of establishing, for any smooth function \( F_j : O_m^{\text{IL}} \times \partial K_m \rightarrow \mathbb{R} \) with supp \( F_j(x, \cdot) \subset \rho_j(\cdot) \) for all \( x \in O_m^{\text{IL}} \), the estimates

\[
I_{F_j,n,s}(x,k) \leq C_{S,N,F_j,n,s} (1 + k)^{-N}, \quad (x, k) \in S \times (k_0, \infty),
\]

(64)

for all \( n, s, N \in \mathbb{Z}_{+} \) where, for \( (x, k) \in O_m^{\text{IL}} \times (0, \infty), \)

\[
I_{F_j,n,s}(x,k) = \int_{\partial K_m} e^{ik \varphi_m(y)} H_s^{(1)}(k \lvert x - y \rvert) D_k^n \left[ \eta_m^{\text{low}}(y, k) \right] F_j(x, y) \, ds(y).
\]

Statement (64), in turn, will follow provided we prove that, for all \( \beta, n, s \in \mathbb{Z}_{+}, \)

\[
I_{\beta,F_j,n,s}(x,k) \leq C_{S,N,\beta,F_j,n,s} (1 + k)^{-N}, \quad (x, k) \in S \times (k_0, \infty)
\]

(65)

holds for all \( N \in \mathbb{Z}_{+} \) where, for \( (x, k) \in O_m^{\text{IL}} \times (0, \infty), \)

\[
I_{\beta,F_j,n,s}(x,k) = \int_{\partial K_m} e^{ik \varphi_m(y)} H_{s,\beta}(k \lvert x - y \rvert) D_k^n \left[ \eta_m^{\text{low}}(y, k) \right] F_j(x, y) \, ds(y).
\]

Indeed, using (41) and (45) and \( \eta_m^{\text{low}} = \sigma_m^{\text{low}} + \mu_m^{\text{low}} \), we get that, for all \( N, n, s, \beta \in \mathbb{Z}_{+} \) with \( \beta + 1 \geq s \) and all \( (x, k) \in S \times (k_0, \infty), \)

\[
\left| I_{F_j,n,s}(x, k) - I_{\beta,F_j,n,s}(x, k) \right|
\]

\[
\leq \int_{\partial K_m} |H_{s,\beta}(k \lvert x - y \rvert)| \left| D_k^n \left[ \mu_m^{\text{low}}(y, k) \right] \right| |F_j(x, y)| \, ds(y)
\]

\[
+ \int_{\partial K_m} \left| \widehat{H}_{s,\beta}(k \lvert x - y \rvert) \right| \left| D_k^n \left[ \eta_m^{\text{low}}(y, k) \right] \right| |F_j(x, y)| \, ds(y);
\]

(65) and (66), in turn, imply

\[
\left| I_{F_j,n,s}(x, k) - I_{\beta,F_j,n,s}(x, k) \right| \leq C_{S,\beta,F_j,n,s} (1 + k)^{-\frac{3}{2}} \int_{\partial K_m} \left| D_k^n \left[ \mu_m^{\text{low}}(y, k) \right] \right| \, ds(y)
\]

\[
+ C_{S,\beta,F_j,n,s} (1 + k)^{-(\beta + \phi)} \int_{\partial K_m} \left| D_k^n \left[ \eta_m^{\text{low}}(y, k) \right] \right| \, ds(y);
\]
using \(\rho_{m,\beta}^{\text{slow}} \in S_{\frac{3}{2},\frac{\alpha}{2}}^0\) and \(n_{m}^{\text{slow}} \in S_{\frac{3}{2},\frac{\alpha}{2}}^0\), we therefore obtain

\[
|I_{F_j,n,s}(x,k) - I_{F_j,n,s}(x,k)| \\
\leq C_{S,\beta,F_j,n,s} \left((1+k)^{-\frac{\alpha}{2}}(1+k)^{-\frac{\beta}{2}} + (1+k)^{-\frac{\beta}{2}}(1+k)^{-\frac{\alpha}{2}}\right) \\
\leq C_{S,\beta,F_j,n,s} (1+k)^{-(\frac{\alpha}{2}+\frac{\beta}{2})} \\
\leq C_{S,N,\beta,F_j,n,s} (1+k)^{-N}
\]

for all \(k > k_0\) provided \(\beta \geq \max\{s+1,3N-2n-1\}\). By triangle inequality, this justifies the sufficiency of proving \((65)\).

In light of \((65)\), we see that statement \((65)\) will follow provided we prove, for all \(\beta, n \in \mathbb{Z}_+\), that

\[
|I_{\beta,F_j,n}(x,k)| \leq C_{S,N,\beta,F_j,n} (1+k)^{-N}, \quad (x,k) \in S \times (k_0, \infty)
\]

holds for all \(N \in \mathbb{Z}_+\) where, for \((x,k) \in O_m^0 \times (0, \infty)\),

\[
I_{\beta,F_j,n}(x,k) = \int_{\partial K_m} e^{ik(|x|^{\frac{1}{2}}+\phi_m(y))} D_k^{\beta} \left[ \sigma_{m,\beta}^{\text{slow}}(y,k) \right] F_j(x,y) \, ds(y).
\]

Since \(\sigma_{m,\beta}^{\text{slow}}\) is a finite sum of \(a_{m,p,q,r,\ell}\),

\[
D_k^{\beta} \left[a_{m,p,q,r,\ell}(s,k)\right] = \sum_{n_1=n_0}^{n} \left(\begin{array}{c} n \\ n_1 \end{array}\right) k^{n_1-n-\frac{1+2p+3q+r+\ell}{3} + (\ell+1)-} b_{m,p,q,r,\ell}(s) D_k^{n_1} \left[ (\Psi^{\ell,p})(k^{\frac{1}{2}}Z_m(s)) \right]
\]

(where \(n_0\) is \(n\) or \(0\) depending respectively on the condition that \(-\frac{1+2p+3q+r+\ell}{3} + (\ell+1)-\) is \(0\) or negative), and the single variable Faà di Bruno's formula for the derivatives of a composition \([43]\) entails for \(n_1 \in \mathbb{N}\)

\[
D_k^{n_1} \left[ (\Psi^{\ell,p})(k^{\frac{1}{2}}Z(\tau)) \right] = \sum_{\mu: \xi(n_1) = n_1} k^{\frac{\mu}{2}} (\Psi^{\ell,p})(\mu)(k^{\frac{1}{2}}Z(\tau)) \prod_{j=1}^{n_1} \left( D_k^{j}Z(\tau) \right)^{\mu_j}
\]

where \(\xi(n_1) = (1,\ldots,n_1)\) and \(\mu = (\mu_1,\ldots,\mu_{n_1})\) is any multi-index, statement \((65)\) will follow provided we prove, for all \(p, r \in \mathbb{Z}_+\) and \(\ell \in -\mathbb{N}\), that

\[
|I_{F_j,p,r,\ell}(x,k)| \leq C_{S,N,F_j,p,r,\ell} (1+k)^{-N}, \quad (x,k) \in S \times (k_0, \infty)
\]

holds for all \(N \in \mathbb{Z}_+\) where, for \((x,k) \in O_m^0 \times (0, \infty)\),

\[
I_{F_j,p,r,\ell}(x,k) = \int_{\partial K_m} e^{ik(|x|^{\frac{1}{2}}+\phi_m(y))} (\Psi^{\ell,p})(k^{\frac{1}{2}}Z(y)) F_j(x,y) \, ds(y).
\]
For \( j = 3 \), \((70)\) follows from

\[
|I_{F_3, p, r, \ell}(x, k)| \leq \int_{\partial K_m} \left| \left( \Psi^{r, \ell}(p) \left( k^{\frac{1}{2}} Z(y) \right) \right) \right| F_3(x, y) \, ds(y) \leq C_{S, N, F_3, p, r, \ell} (1 + k)^{-N}
\]

where the last inequality is a consequence of the facts that \( Z_m \) is negative on the shadow region \( \partial K_m \), the support of \( F_3(x, \cdot) \) is a compact subset of \( \partial K_m \) for all \( x \in O_{\text{IL}}^\text{IL} \), and \( \Psi^{r, \ell}(\tau) \) decreases rapidly in the sense of Schwartz as \( \tau \to -\infty \). As for \( j = 2 \), we note that the phase \( \lambda_x(y) = |x - y| + \varphi_m(y) \) has no stationary point in the support of \( \rho_2 \), and therefore switching to parametric form, repeated integration by parts yields (writing, with abuse of notation, \( \tau \) for \( y(\tau) \)) for all \( N_0 \in \mathbb{Z}_+ \)

\[
I_{F_2, p, r, \ell}(x, k) = \int_0^{P_m} e^{ik \lambda_x(\tau)} \left( \Psi^{r, \ell}(p) \left( k^{\frac{1}{2}} Z(\tau) \right) \right) F_2(x, \tau) \, d\tau = \left( \frac{i}{k} \right)^{N_0} \int_0^{P_m} e^{ik \lambda_x(\tau)} g_{N_0}(x, \tau, k) \, d\tau \quad (68)
\]

where

\[
g_0(x, \tau, k) = \left( \Psi^{r, \ell}(p) \left( k^{\frac{1}{2}} Z(\tau) \right) \right) F_2(x, \tau) \quad \text{and} \quad g_{s+1}(x, \tau, k) = D_\tau \left[ \frac{g_s(x, \tau, k)}{D_\tau [\lambda_x(\tau)]} \right].
\]

As can be inductively seen, we have

\[
g_{N_0}(x, \tau, k) = \sum_{n=0}^{N_0} f_n(x, \tau) D_\tau^n \left[ g_0(x, \tau, k) \right] \quad (69)
\]

for some smooth functions \( f_n \) such that \( \text{supp} f_n(x, \cdot) \subset \text{supp} \rho_2(\cdot) \) for all \( x \in O_{\text{IL}}^\text{IL} \). By Leibniz’s rule

\[
D_\tau^n g_0(x, \tau, k) = \sum_{n_1=0}^{n} \binom{n}{n_1} D_\tau^{n_1} \left[ \left( \Psi^{r, \ell}(p) \left( k^{\frac{1}{2}} Z(\tau) \right) \right) \right] D_\tau^{n-n_1} [F_2(x, \tau)]
\]

so that applying Faa di Bruno’s formula yields

\[
D_\tau^n g_0(x, \tau, k) = \left( \Psi^{r, \ell}(p) \left( k^{\frac{1}{2}} Z(\tau) \right) \right) D_\tau^n [F_2(x, \tau)] + \sum_{n_1=1}^{n} \binom{n}{n_1} \left\{ \sum_{\mu \cdot \xi(n_1) = n_1} k^{\frac{(p + |\mu|)}{2}} \left( k^{\frac{1}{2}} Z(\tau) \right) \prod_{j=1}^{n_1} \frac{j!}{\mu_j!} \left( \frac{D_\tau^j [Z(\tau)]}{j!} \right)^{\mu_j} \right\} D_\tau^{n-n_1} [F_2(x, \tau)]. \quad (70)
\]

Since \( |\mu| \leq n_1 \) for all \( \mu = (\mu_1, \ldots, \mu_{n_1}) \) with \( \mu \cdot \xi(n_1) = n_1 \), and since by Lemma 10

\[
\left| \left( \Psi^{r, \ell}(p) \right) \right| \leq C_p (1 + |\tau|)^{-p}, \quad p \in \mathbb{Z}_+,
\]
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| \[ |D^n_r g_0(x, \tau, k)| \leq C_{S,F_2,n} (1 + k)^{\frac{n}{\tau}}.\] |

Therefore (69) yields

\[ |g_{N_0}(x, \tau, k)| \leq C_{S,F_2,N_0} (1 + k)^{\frac{N_0}{\tau}}.\]

Accordingly (68) entails

\[ |I_{F_2,p,r,\ell}(x,k)| \leq C_{S,F_2,N_0} (1 + k)^{-\frac{2N_0}{\tau}} \leq C_{S,N,F_2,N_0} (1 + k)^{-N} \]

provided \(3N \leq 2N_0\). This proves (71) for \(j = 2\).

**Part 1d:** Here we finally prove (68). To this end, we observe that

\[ \eta_m \bigl( \{ \text{slow} \} \bigr) \leq \frac{4}{\tau} I_1 \leq \frac{4}{\tau} (I_2 + I_3) \in S_1,0 \cap \cap (O_{m,3e}^\Pi \times (0, \infty)). \] (71)

**Part 2:** For the compact set \(S\) we initially fixed, here we show for all \(k_0 \in (0, \infty)\) and \(N \in \mathbb{Z}_+\)

\[ \left| u_m^{\text{slow}}(x,k) - \sum_{p=0}^{N} k^{-p} A_{m,p}(x) \right| \leq C_{S,N} (1 + k)^{\mu_N}, \quad (x,k) \in S \times (k_0, \infty), \] (72)

where \(\mu_N = -(N + \frac{1}{\tau})\). Arguing as before, we may assume that \(k_0\) is large enough so that, for all \(k > k_0\), the decomposition (141) holds for all \((x,y)\) in the compact set \(S \times \partial K_m\). Due to (71), it is sufficient to show that

\[ \left| \frac{i k}{4} I_1(x,k) - \sum_{p=0}^{N} k^{-p} A_{m,p}(x) \right| \leq C_{S,N} (1 + k)^{\mu_N}, \quad (x,k) \in S \times (k_0, \infty). \] (73)

To this end, we employ (141) to define for \(N \in \mathbb{Z}_+\) and \((x,k) \in O_{m,3e}^\Pi \times (0, \infty)\)

\[ I_{1,N}(x,k) = e^{-i k \varphi_m(x)} \int_{\partial K_m} \rho_1(y) H_{1,N}(k|x-y|) \frac{x-y}{|x-y|} \cdot \nu(y) e^{i k \varphi_m(y)} u_m^{\text{slow}}(y,k) ds(y). \]

\(u_m^{\text{slow}}(y,k)\) is bounded independently of \(y\) and \(k\) because it lies in \(S_{1,1}^0 (\partial K_m \times (0, \infty))\). Therefore (141)-(15)-16 imply for all \(N \in \mathbb{Z}_+\)

\[ \left| \frac{i k}{4} I_1(x,k) - \frac{i k}{4} I_{1,N}(x,k) \right| \leq C_{N,S} (1 + k)^{\mu_N}, \quad (x,k) \in S \times (k_0, \infty). \] (74)
Further, in light of the illuminated region asymptotic expansion \(\mathcal{W}\), we define for \(N \in \mathbb{Z}_+\) and \((x, k) \in \Omega_m^{IL} \times (0, \infty)\)

\[
J_N(x, k) = e^{-ik\varphi_m(x)} \sum_{j=0}^{N} k^{-j} \int_{\partial K_m} \rho_1(y) H_{1,N}(k|x-y|) e^{ik\varphi_m(y)} a_{m,j}(y) \, ds(y). \tag{75}
\]

By construction supp(\(\rho_1\)) depends only on \(\mathcal{S}\) so that Theorem 3(i) entails

\[
\bigg| \nu_m^{(0)}(y, k) - \sum_{j=0}^{N} k^{-j} a_{m,j}(y) \bigg| \leq C_{\mathcal{S},N} (1 + k)^{-(N+1)}, \quad (y, k) \in \text{supp}(\rho_1) \times (k_0, \infty).
\]

From (15), we also have

\[
|H_{1,N}(k|x-y|)| \leq C_{\mathcal{S},N}(1 + k)^{-\frac{1}{2}}, \quad (x, y, k) \in \mathcal{S} \times \partial K_m \times (k_0, \infty).
\]

Therefore, for all \(N \in \mathbb{Z}_+\),

\[
\bigg| \frac{i k}{4} I_{1,N}(x, k) - \frac{i k}{4} J_N(x, k) \bigg| \leq C_{\mathcal{N},\mathcal{S}} (1 + k)^\mu, \quad (x, k) \in \mathcal{S} \times (k_0, \infty). \tag{76}
\]

Using 45 in (76), we obtain

\[
\frac{i k}{4} J_N(x, k) = e^{-ik\varphi_m(x)} \sum_{j=0}^{N} \sum_{s=0}^{N} k^{\frac{j-s}{2}} g_{m,j,s}(x, k)
\]

where

\[
g_{m,j,s}(x, k) = \frac{i}{4} c_{1,s} \int_{\partial K_m} e^{ik(\varphi_m(y) + |x-y|)} \left[ \rho_1(y) \frac{x-y}{|x-y|} \cdot \nu(y) \frac{a_{m,j}(y)}{|x-y|^s + \frac{1}{2}} \right] ds(y).
\]

Recall that, for any \(x \in \mathcal{S}\), the only stationary point of the phase \(\varphi_m(y) + |x-y|)\) in supp(\(\rho_1\)) is \(y(x), \varphi_m(y(x)) + |x-y(x)| = \psi(x)\), and \(\rho_1(y(x)) = 1\) by construction. Using the definition 45 of \(f_{m,j,s,2,q}\), the stationary phase lemma therefore entails for \(0 \leq j, s \leq N\) and \((x, k) \in \mathcal{S} \times (k_0, \infty)\)

\[
\left| g_{m,j,s}(x, k) - e^{ik\psi_m} \sum_{q=0}^{N} k^{-(q+\frac{1}{2})} f_{m,j,s,q}(x) \right| \leq C_N (1 + k)^{-(N+1)} \left\| \rho_1(y(t)) \frac{x-y(t)}{|x-y(t)|} \cdot \nu(y(t)) \frac{a_{m,j}(y(t))}{|x-y(t)|^s + \frac{1}{2}} \right\|_{C^{N+2}[0,P_m]} \leq C_{\mathcal{S},N} (1 + k)^{-(N+1)}.
\]
This implies that if
\[
\frac{ik}{4} J_N(x, k) = \sum_{j=0}^{N} \sum_{s=0}^{N} \sum_{q=0}^{N} k^{-j-s-q} f_{m,j,s,q}(x),
\]
then
\[
\left| \frac{ik}{4} J_N(x, k) - \frac{ik}{4} \tilde{J}_N(x, k) \right| \leq C_{S,N} (1 + k)^{-(N+1)}, \quad (x, k) \in S \times (k_0, \infty). \tag{77}
\]
Clearly, we also have
\[
\left| \frac{ik}{4} \tilde{J}_N(x, k) - \sum_{p=0}^{N} k^{-p} A_{m,p}(x) \right| \leq C_{S,N} (1 + k)^{-(N+1)}, \quad (x, k) \in S \times (k_0, \infty). \tag{78}
\]
Therefore (77) follows from (74), (76), (77), and (78).

**Part 3:** Since \( A_{m,p}(x) \in C^\infty(O^\text{IL}_m) \), we have \( k^{-p} A_{m,p}(x) \in S_{1,0}^{-p}(O^\text{IL}_m \times (0, \infty)) \). In light of Parts 1 and 2, the fundamental asymptotic expansion lemma therefore implies that \( u^\text{slow}_m(x, k) \in S_{1,0}^{0}(O^\text{IL}_m \times (0, \infty)) \) and \( u^\text{slow}_m(x, k) \sim \sum_{p=0}^{\infty} k^{-p} A_p(x) \), and this completes the proof.

### 5 Numerical validation

To validate Theorem 3 through numerical simulations, we consider a multiple scattering configuration consisting of two smooth strictly convex scatterers illuminated by a plane
Figure 2: The real $\Re(\eta_m)$ and imaginary $\Im(\eta_m)$ parts of $\eta_m$ (first and second rows), the phase function $\phi_m$ (third row), and the real $\Re(\eta_{m_{\text{slow}}})$ and imaginary $\Im(\eta_{m_{\text{slow}}})$ parts of $\eta_{m_{\text{slow}}}$ (fourth and fifth rows) for the wavenumber $k = 800$ and reflections $m = 0$ (left pane), $m = 10$ (middle pane), and $m = 20$ (right pane).
Figure 3: The real $\Re(\eta_m)$ and imaginary $\Im(\eta_m)$ parts of $\eta_m$ (first and second rows), the phase function $\phi_m$ (third row), and the real $\Re(\eta_m^{\text{slow}})$ and imaginary $\Im(\eta_m^{\text{slow}})$ parts of $\eta_m^{\text{slow}}$ (fourth and fifth rows) for the wavenumber $k = 800$ and reflections $m = 1$ (left pane), $m = 11$ (middle pane), and $m = 21$ (right pane).
wave incidence coming in from the left \((\alpha = (1, 0))\) as depicted in Fig. 1. The first obstacle there, denoted as \(\Omega_0\), is a circle of radius \(\frac{1}{2}\) centered at the origin and is taken with the parameterization \(x(t) = \left(\frac{1}{2} \cos t, \sin t\right) (0 \leq t < 2\pi)\). The second scatterer, denoted as \(\Omega_1\), is an ellipse \(x(t) = \left(\frac{1}{4} \cos t, \sin t\right) (0 \leq t < 2\pi)\) rotated by 60° in the clockwise direction and translated by the vector \(\frac{1}{10}(4, -13)\). To illustrate Theorem 3, we consider the iterative solution of integral equations (19) for the wavenumber \(k = 800\) on the sequence of obstacles \(\{K_m\}_{m \geq 0}\) where \(K_{2m} = \Omega_0\) and \(K_{2m+1} = \Omega_1\) so that \(\eta_m\) is the total field generated on the circle \(\Omega_0\) (respectively the ellipse \(\Omega_1\)) at the \(m\)-th iteration when \(m\) is even (respectively odd).

Concerning the circle \(\Omega_0\), in Fig. 2 we display the graphs of the real and imaginary parts of \(\eta_m\), the phase function \(\phi_m\), and the real and imaginary parts of \(\eta_m^{\text{slow}}\) (cf. (26)) at iterations \(m = 0, m = 10,\) and \(m = 20\). Similarly, in Fig. 3 we display the same data corresponding to the ellipse \(\Omega_1\) at iterations \(m = 1, m = 11,\) and \(m = 21\).

The simulations depicted in Figures 2 and 3 are in agreement with the asymptotic expansions of the envelopes \(\eta_m^{\text{slow}}\) presented in Theorem 3 as they support that \(\eta_m^{\text{slow}}\) admits a classical asymptotic expansion (cf. Theorem 3(i)) in the illuminated region \(\partial K_{m}^{\text{IL}}\) (27). This behavior transforms through a change in its asymptotic behavior (cf. Theorem 3(ii)) across the shadow boundaries \(\partial K_{m}^{\text{SB}}\) (28) to rapid decrease (cf. Theorem 3(iii)—but with additional oscillations not captured by the phase extraction) as one moves deep into the shadow region \(\partial K_{m}^{\text{SR}}\) (29).

6 Conclusions

In this paper, we derived the asymptotic expansions of the solutions of multiple scattering problem with the Neumann boundary condition. These expansions allowed for the derivation of sharp wavenumber dependent estimates related to their derivatives, more generally on the derivatives of envelopes obtained by subtracting finitely many terms in their asymptotic expansions as presented in Theorem 6. These estimates, in turn, can be used to extend the Galerkin boundary element methods for sound hard single scattering problems to multiple scattering scenarios for frequency independent implementations.
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