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Abstract

The most ubiquitous form of computational aberration correction for microscopy is deconvolution. However, deconvolution relies on the assumption that the point spread function is the same across the entire field-of-view. It is well recognized that this assumption is often inadequate, but space-variant deblurring techniques generally require impractical amounts of calibration and computation. We present a new imaging pipeline, ring deconvolution microscopy (RDM), that leverages the rotational symmetry of most optical systems to provide simple and fast spatially-varying aberration correction. We formally derive theory and algorithms for exact image recovery and additionally propose a neural network based on Seidel coefficients as a fast alternative. We showcase significant enhancements both visually and quantitatively compared to standard deconvolution and existing spatially-varying deconvolution across a diverse range of microscope modalities, including miniature microscopy, multicolor fluorescence microscopy, and point-scanning multimode fiber micro-endoscopy. Our approach enables near-isotropic, subcellular resolution in each of these applications.

1 Introduction

Much of optical engineering is focused on reducing aberrations by adding additional corrective optical elements to an imaging system—consider a microscope objective, comprised of numerous lenses stacked in a housing. While such designs allow for high-performance imaging, they also incur added cost, weight, and complication. Even with very large and expensive lens stacks, it is difficult and, in some cases, impossible to correct all aberrations across a large area, and so aberrations are often what limit the usable field-of-view (FoV) of a system. Furthermore, some systems cannot accommodate any aberration-correction optics; for example, additional elements may not fit in miniaturized microscopes (e.g. Miniscope [1]) and are prohibitively expensive for large-aperture telescopes [2].

Faced with a poorly-corrected imaging system, the modern microscopist instead turns to computational aberration correction, where the burden is shifted onto computer algorithms applied after the image is acquired. The most commonly used correction technique, image deconvolution, captures a calibration image of a small point-like source, known as the point spread function (PSF), in order to characterize the aberrations. The PSF can then be used to computationally deconvolve any image taken with the system via simple and fast algorithms, to yield a deblurred result. A main limitation of this approach is that it assumes that the system’s PSF does not vary spatially (i.e. the system is linear space-invariant, LSI). This assumption is usually only true near the center of the FoV, and optical designers often artificially sacrifice part of the system’s FoV in order to maintain LSI.

To bypass the space-invariant limitations, a large community effort has gone towards heuristic forms of spatially-varying ‘deconvolution’, wherein one measures PSFs at multiple points in the FoV and uses them to correct the image. Such heuristics include: assuming each region of an image is locally LSI [3],
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Figure 1: **Ring Deconvolution Microscopy (RDM).** a) Point sources at the sample plane (left) are imaged (right) to point spread functions (PSFs) with a rotationally symmetric imaging system. The PSFs are linear revolution-invariant (LRI)—they vary with distance from the center of the field-of-view (FoV) (top row), but maintain the same shape at a fixed radius $r$, just revolved around the center (bottom row). b) The RDM pipeline. A one-time calibration procedure (top) captures a single image of randomly-placed point sources (e.g., fluorescent beads), then fits the primary Seidel coefficients (see Sec. 4.2). Next, we either use the Seidel coefficients to generate a radial line of synthetic PSFs, if using ring deconvolution, or we feed the coefficients directly into Deep Ring Deconvolution (DeepRD). After calibration, we can deblur images (bottom) using either ring deconvolution or DeepRD. c) Experimental deblurring of live tardigrade samples imaged with the UCLA Miniscope [1]. From left to right: measurement, standard deconvolution, ring deconvolution, and DeepRD. Ring deconvolution and DeepRD consistently outperform deconvolution.

adaptively splitting the FoV by first quantifying the degree of space-variance [4, 5], interpolating PSFs [6, 7], decomposing the PSF into space-invariant orthogonal modes [8–15], and doing the same in Fourier space [16]. As the number of PSFs collected grows—into the hundreds of thousands—these heuristics approach exact recovery. However, the tradeoff in terms of the complexity of calibration and computation quickly becomes intractable. For example, in patch-wise deconvolution, the FoV is divided into patches, each of which gets deconvolved by a PSF measured at its center. The maximum accuracy is achieved when the patch size is reduced down to a single pixel, but even for a single 1 megapixel image, deblurring would require a million PSF measurements and a computation time of hundreds of hours (see Fig. 5c).

Another emerging modality is deep deblurring [17–23], in which varying amounts of system information are incorporated into a deep neural network. On one end of the spectrum, networks that are primarily data-driven struggle with extrapolation beyond the training data, and tend to reproduce whatever biases existed therein, a particularly relevant point since many of them are trained on simulated data. On the other end, networks that incorporate physical information, such as PSFs, may have better generalization properties but suffer the same accuracy/efficiency tradeoff as patch-based methods. For these reasons, spatially-varying deblurring has not become commonplace among practitioners. Thus, there is a need for a new method of calibrating and deblurring spatially-varying imaging systems which is effective, efficient, and robust.

Here, we propose a spatially-varying method that requires only a single calibration image and has reasonable compute time, while offering theoretically exact deblurring for imaging systems that are rotationally symmetric—i.e., symmetric about their optical axis. This symmetry occurs in many imaging systems by design, and a significant portion of optical theory is developed under this assumption. While some existing deblurring techniques have leveraged this symmetry for modeling motion blur [24, 25], for suppressing radial variance [26], and for deblurring sections of the FoV in space-invariant radial segments [27, 31].
Our technique, Ring Deconvolution Microscopy (RDM), is a new imaging pipeline that achieves both accuracy and efficiency. We rigorously prove that RDM enables exact recovery for a rotationally-symmetric imaging system, but it is also practical, both computationally and in terms of calibration. The first step in RDM is a simple, single-shot calibration scheme, wherein the system’s primary Seidel aberration coefficients are estimated from a single image of randomly-distributed point sources. These coefficients quantify the severity of spatial variance and provide the necessary system information for the second step, deblurring. Within this second step there are two proposed image deblurring algorithms. Our first and main algorithm, ring deconvolution, uses a new and exact theory for rotationally symmetric imaging to deblur the image at all points in the FoV, with only order $N^3 \log(N)$ ($N$ is the image side length) compute time, as compared to $N^4$ for full spatially-varying deblurring. For even faster computation, but without guarantees on out-of-distribution accuracy, we further propose an alternate neural network-based algorithm called Deep Ring Deconvolution (DeepRD), which constrains learning with physical knowledge provided by the system’s Seidel aberration coefficients.

These algorithms outperform existing methods, approaching subcellular, isotropic resolution across the FoV. We demonstrate this on three microscope modalities: miniature microscopy, multicolor fluorescence microscopy, and multimode fiber micro-endoscopy. See Fig. 1 for a summary of the pipeline along with an example result on images of live tardigrades. An open source implementation of RDM can be found [here].

2 Results

2.1 Single-shot calibration

The system is calibrated by measuring its response to a point source, i.e., its PSF. The PSFs of space-varying systems will be different at different parts of the FoV, and many PSF measurements may be required to fully characterize the system. RDM leverages the fact that rotationally symmetric imaging systems require fewer measurements for exact system characterization.

The reduction in complexity occurs because PSFs that are the same distance from the center of the FoV will all be the same shape, but rotated at different angles (see Figure 1a). We call this property of the PSFs linear revolution-invariance (LRI), and denote it mathematically as

$$\tilde{h}(\rho, \phi; r, \theta) = \tilde{h}(\rho, \phi - \theta; r, 0),$$

where $\tilde{h}(\rho, \phi; r, \theta)$ is the (spatially-varying) PSF in polar coordinates from a point source at location $(r, \theta)$. Note that the shape of the PSF itself is not necessarily rotationally symmetric. Intuitively, each point along a concentric ring in the FoV will have the same PSF shape, and the system can be exactly characterized by measuring the PSF only once for each radius $r$ from the optical center.

In practice, directly measuring the PSF at every radius $r$ is impractical. Instead, under LRI, there is a simple and effective method for simultaneously estimating these PSFs from a single image. The method is described in Section 4.2 and is the first step of the RDM pipeline. It works by estimating the Seidel aberration coefficients from an image of point sources randomly scattered across the FoV (see Fig. 1b). No motion stage is needed. The Seidel aberrations are similar to the Zernike modes [32, 33] but much simpler to estimate—Seidel polynomials are explicitly functions of the field position and thus use the same coefficients regardless of the position in the FoV [34]. Meanwhile, Zernike modes are a general-purpose spherical basis set, which is not a function of field position and whose coefficients are therefore different at each field position. Our experiments demonstrate that the 5 primary (3rd order) coefficients (commonly called sphere, coma, astigmatism, field curvature, and distortion) suffice to characterize spatially-varying LRI systems.

2.2 Reconstruction algorithm

After calibration, the next step is to use the estimated Seidel coefficients to algorithmically deblur the measured image. LRI systems, much like LSI systems, allow for computationally efficient and exact forward and inverse models. Section 4.3 provides a description of these algorithms, which we call ring convolution and ring deconvolution, respectively. Therein is also included a theoretical proof of their exactness. We briefly describe ring deconvolution here as our method for aberration correction, along with DeepRD, its extension to deep learning. These methods form the second step in the RDM pipeline (Fig. 1b).
1. **Ring deconvolution.** We derive a provably exact algorithm for reconstructing the underlying sample from a blurry image given the PSF at each radius of the FoV of a rotationally symmetric imaging system. These PSFs are efficiently obtained via the single-shot calibration procedure described above. This is our main algorithm.

2. **Deep Ring Deconvolution (DeepRD).** Although ring deconvolution is significantly faster to compute than a full patch-based spatially-varying deblur technique, it may still be relatively slow (on the order of a few minutes) for very large image sizes (e.g., beyond $1024 \times 1024$) or video data. We used deep learning to perform a fast (but approximate) version of ring deconvolution called DeepRD. As input, it takes a blurry image and a list of the 5 primary Seidel coefficients. DeepRD is trained on a dataset of natural images synthetically blurred using ring convolution. The experimental images are completely out of the training domain, yet the algorithm generalizes effectively.

Even when the system is LSI or close to LSI, RDM still offers an improvement over standard deconvolution by instead deconvolving with a synthetic PSF generated by the Seidel coefficients (see Sec. 2.7).

### 2.3 Miniature microscopy

Our first experimental system is the UCLA Miniscope [1], a miniature microscope used largely for neuro-imaging in freely-behaving animals. The first step of our experimental pipeline is to calibrate the imaging system by capturing a single image of randomly-placed fluorescent beads (obtained by smearing bead solution on a slide). We use it to fit Seidel coefficients, obtaining the coefficients 0.85, 0.56, 0.25, 0.29, and 0 waves of spherical aberration, coma, astigmatism, field curvature and distortion, respectively. These numbers, while specific to our particular assembly of the Miniscope, are consistent with the aberration profile of a radial GRIN lens [33], which is the objective lens used by the Miniscope. Radial GRIN lenses are dominated mostly by spherical aberration followed by coma, astigmatism, and field curvature. The fact that the off-axis coefficients (i.e. all of the primary coefficients except for spherical) are nonzero confirms that the system is indeed spatially-varying. For comparison, we also run the standard deconvolution calibration, in which a single fluorescent bead is isolated and centered in the FoV, thus allowing us to measure only the center PSF. The PSF is then denoised before its use in deconvolution (see 4.5).

Having completed the one-time calibration for the Miniscope, we image a variety of different samples: a USAF resolution target, rabbit liver tissue, and live fluorescence-stained tardigrades. For each sample, we run ring deconvolution and DeepRD, and show a comparison with standard deconvolution (using a single PSF measured at the center of the FoV) and a baseline U-Net (see Fig. 2).

The USAF resolution target was placed at 9 separate locations in the FoV, in order to observe the smallest features at each location. We stitch these 9 images together, using only the region of each constituent image that contains the high resolution group, to form the measurement image shown in Fig. 2 (first row). Ring deconvolution and DeepRD—having knowledge of the field-varying aberrations via the Seidel coefficients—give the most improvement near the edges and corners of the image. The standard deconvolution produces a noisy, low contrast result in those regions due to the mismatch of the center PSF with the edge PSFs. We also note that both of the learning methods (U-Net and DeepRD) offer the best denoising performance, a well-known property of neural networks [36]; however, this comes at the cost of inconsistent performance—both models perform worse on the resolution target than on the other samples.

For our second sample, rabbit liver tissue, the RDM methods perform well, revealing features in the corners of the image including the outlines of membranes, which are not clear in the raw measurement or after the other methods. Such clarity is critical for downstream tasks like image segmentation.

Finally, we fluorescently stain live, semi-starved tardigrades with a DNA gel stain, and capture a series of videos. We apply deblurring to each frame and display one such frame in the bottom row of Fig. 2. The full videos can be found here. As with the previous experiments, ring deconvolution and DeepRD provide increased image contrast and detail in the corners of the frames as compared to the other methods. In particular, the small, dot-like features within the tardigrade are better resolved.

Further experimental details can be found in Sec. 4.5. It is worth noting that, though the baseline U-Net we use is inspired by the popular Content-Aware Image Restoration (CARE) model [21], we train both DeepRD and the baseline U-Net using a novel synthetic training strategy: applying ring convolutions using PSFs generated from random Seidel coefficients to natural images from Div2k [37] (see Sec. 4.3). We will
Figure 2: RDM on miniature microscopy. After calibrating the Miniscope with a single image of fluorescent beads (see Fig. 1b), we estimate the Seidel coefficients. We then show the measurement and results from several deblurring methods for comparison: standard deconvolution (using a single measured PSF), a U-Net trained on our spatially-varying blur dataset, and our methods: ring deconvolution and DeepRD. Deconvolution assumes space-invariance while the remaining methods are designed to handle spatially-varying aberrations. In the first row, ring deconvolution and DeepRD can resolve resolution target elements near the edges of the FoV, which are not resolved by the other methods. Zoom-ins show RDM resolves up to element 6 of group 9 (blue inset) and element 5 of group 8 (green inset). In the middle row, both RDM methods more sharply resolve membranes in the rabbit liver tissue (blue inset) and reveal a hook-shaped feature not seen using the other methods (green inset). In the bottom row, our methods are also able to resolve features on the tardigrade not well resolved by the other methods (yellow inset) and improve the contrast compared to deconvolution throughout the image (green and blue insets).
release this synthetic dataset upon publication. Despite being trained on simulated data, both the U-Net and DeepRD generalize surprisingly well to the images taken with the Miniscope. Further, in Appendix A we provide a demonstration that DeepRD is interpretable: it understands the individual effects of each aberration coefficient.

In summary, we find that ring deconvolution is consistently the best method, a result that reflects the fact that it is theoretically exact for rotationally symmetric systems and is not biased toward any particular distribution of images. DeepRD performs similarly to ring deconvolution, but it is faster and less consistent. Both perform better than the U-Net and standard deconvolution.

2.4 High NA multicolor fluorescence microscopy

Our second experimental system to demonstrate RDM is a high magnification, high numerical aperture (NA) microscope. Such devices are critical to observing biological samples at subcellular resolution. However, as the combination of magnification and NA increases, so do field-varying aberrations. RDM offers a pathway to utilize the level of magnification and NA needed for subcellular imaging whilst maintaining isotropic resolution over the entire FoV. Moreover, RDM does this efficiently over multiple fluorescence color channels, allowing for multicolor, subcellular-resolution imaging over the entire FoV. To demonstrate this, we image the fluorescence labeled actin (green channel) and mitochondria (red channel) of Bovine Pulmonary Artery Endothelial (BPAE) cells with a 100x magnification, 1.4 NA objective. More details of the sample and imaging tools are found in 4.5.

As per the RDM pipeline, we first calibrate this objective with a single image of randomly scattered beads (see Fig. 3 a)). There are two options for calibrating RDM in the multicolor setting. The first option is to perform a separate calibration for each color channel of interest, with different bead images corresponding to the different emission wavelengths; this strategy allows RDM to additionally correct chromatic aberrations. The simpler option is to measure only a single set of beads (one image), obtain one set of Seidel coefficients, then generate the synthetic PSFs for each channel from these coefficients according to the desired wavelength. The latter assumes no chromatic aberration and only accounts for wavelength-dependent diffraction effects. Thus, we opt for the former option, though there is very little difference between the resulting estimated red and green Seidel coefficients.

After calibration, we image BPAE cells and process them with both RDM and standard deconvolution. Figure 3 b) shows that RDM deblurs the raw images consistently over the entire FoV, including the corners of the image, while standard deconvolution becomes low contrast and noisy near the edges. In both examples, RDM is able to resolve subcellular features in the actin and mitochondria near the edges that are not visible in standard deconvolution. Such capability allows for larger FoVs to be used, lessening the burden of stitching together many smaller FoV images when the sample is large.

2.5 Point-scanning micro-endoscopy through a multimode fiber

Point-scanning micro-endoscopy through a multimode fiber as in [15, 38] is a powerful technique for deep in vivo imaging at subcellular resolution, with particular applications in the brain and other sensitive organs, where minimal tissue damage is required. However, due to the extreme constraints imposed in the design of the fiber, its resolution capabilities degrade quickly and severely away from the center of the image, resulting in a smaller usable FoV (see top row of Fig. 4). The spatially-varying images from such a system have been heuristically deblurred in [15], but RDM, with its theoretically exact formulation, offers a significant improvement in performance with far less calibration.

To verify this, we process images of beads and live rat neurons from [15] (refer to their work for additional details) using RDM, their spatially-varying Richardson-Lucy (SVRL), and standard deconvolution, for comparison. SVRL is calibrated by measuring a uniform grid of 21 by 21 PSFs—441 images—whereas, RDM is calibrated with a single image of a few randomly placed beads. Despite the considerably lighter calibration and similar computational complexity, RDM provides a significant image quality improvement over SVRL as demonstrated in Fig. 4. In the corners of the bead image, we see that RDM is able to remove the aberration-induced ellipticity of the underlying circular shaped beads and resolve clumps of beads, unlike the other methods. The same holds for the neuron images—in the corners, RDM is able to resolve distinctive subcellular features and tighten the spread of thin spines far better than the other methods.
Figure 3: **RDM on multicolor fluorescence imaging.** a) Fluorescent beads imaged with a 100× 1.4 NA objective (top) and b) corresponding Seidel-fitted PSFs (bottom). The system is spatially-varying: PSFs in the corner are larger and elongated (blue inset) compared to the center PSF (yellow inset). Seidel-fitting faithfully capture this. c) Two examples of BPAE cells (left), processed by standard deconvolution (middle), and RDM (right). Top row: Deconvolution and RDM perform similarly in the center (yellow inset) but RDM is better in the corner (blue inset) revealing submicron features in the actin (orange arrow). Bottom row: RDM similarly resolves actin filaments and mitochondria where deconvolution does not.

Figure 4: **RDM for point-scanning micro-endoscopy through a multimode fiber.** Comparison of deconvolution (middle-left), spatially-varying Richardson-Lucy or SVRL (middle-right), and RDM (right) on images taken from a point-scanning multimode fiber micro-endoscope [15]. Top row: 1 μm beads; all methods resolve the circularly-shaped beads in the center (blue inset). Away from the center, deconvolution and SVRL fail to completely remove the ellipticity of the bead but RDM does (green inset). Moreover, in the corner only RDM can resolve bead clusters into their component beads (yellow inset). Bottom row: live Wistar rat neuron; RDM can clearly resolve the 2-shaped structure (blue inset), sharpen the neuron spine (green inset), and reveal a point-like structure (yellow inset) near the edges where the other methods cannot.
Figure 5: Simulations to quantify RDM performance. a) Error maps show the normalized absolute difference between the blur produced by deconvolution/ring deconvolution and the “true” blur (produced by manually superimposing every PSF at every pixel). When off-axis aberrations are small (top row), both forward models are accurate. When aberrations are large (bottom row), convolution becomes significantly worse, yet ring convolution remains accurate. b) Forward model mean squared error (MSE) as a function of off-axis aberration magnitude (run on the image from a)). c) Runtime of each method as a function of size of the image (in pixels); computing the true blur quickly becomes intractable, but convolution and ring convolution remain relatively fast. Times averaged over n=50 trials. d) A noisy image of randomly placed PSFs is used to estimate the underlying Seidel coefficients, which can then be used to generate PSFs at any location. e) Seidel fitting error is plotted as a function of iteration in the optimization algorithm to demonstrate convergence. Each purple line is a different trial of n=50 trials with a randomly sampled set of underlying Seidel coefficients. The red dashed line is the per-iteration median. f) Mean squared error of the fitted Seidel coefficients plotted as a function of SNR of the calibration image. The average coefficient error is plotted along with the variance (error bar) over n=50 random trials. Some example calibration PSFs are shown. Even under severe noise, the Seidel fit is still accurate. g) Deblurring results on noisy images from the CARE dataset, with PSNR values above each method. h) Zoom-ins of an off-axis patch in each deblurred image; ring deconvolution (D) and DeepRD (E) have the highest quality. i) Accuracy (PSNR) vs runtime of each method (averaged over n=28 true blurred images using unseen coefficients), with the number of model parameters (written below each circle) determining the size of the circle.
2.6 Quantifying performance improvements

To quantify the performance of our methods, we conducted a series of simulations in which we have access to the unblurred ground-truth image. First, we verify the accuracy of ring convolution as a forward model. Second, we quantify the accuracy of fitting Seidel coefficients to a single calibration image, even in high-noise conditions. Finally, we demonstrate the effectiveness of ring deconvolution and DeepRD in deblurring images from a spatially-varying system.

2.6.1 Forward model: Ring convolution

Simulating the blurring operation of an imaging system is a critical part of image deblurring. By mathematically specifying the forward model of the system, we can then invert it in order to obtain the desired deblurring algorithm. When a system is space invariant, the forward model is a simple convolution operation. For space-varying systems, however, we must account for the changes in the PSF across the FoV. The brute force approach for doing so would superimpose the PSFs at each pixel in the image to compute the ‘true blur’, at the cost of long compute times. However, when the system is rotationally symmetric (i.e., varies only radially), ring convolution is an equivalent operation to the brute force method, but runs much quicker—on the order of seconds—even for image sizes upward of 512 × 512.

To verify, we blur each test image using spatially-varying PSFs rendered from a randomly chosen set of Seidel coefficients. We treat the ‘true blur’ as ground truth and compare the error maps for both traditional LSI convolution and our ring convolution. As expected, traditional convolution results in errors near the edges of the FoV, whereas ring convolution produces accurate blur across the entire image (Fig. 5a). We can quantify the severity of the spatial variance by calculating the norm of the off-axis Seidel coefficients; in Fig. 5b we see that the error for traditional convolution increases approximately linearly with this aberration magnitude. In contrast, ring convolution continues to produce an accurate blur, independent of the strength of the aberrations. In Fig. 5c, we compare compute times for these forward models, showing that our ring convolution method is significantly faster than the other exact method (true blur).

2.6.2 Seidel fitting

Next, we verify our ability to accurately fit Seidel coefficients from a single noisy image of randomly scattered point sources. As detailed in Sec. 4.2, the Seidel fitting procedure involves searching for the set of 5 primary Seidel coefficients that best fit the measured PSFs at their given positions in the calibration image. We simulate this process many times by randomly generating sets of Seidel coefficients, using them to produce a calibration image with additive Gaussian noise, and then estimating those coefficients only using the noisy calibration image (see Fig. 5d). Section 4.2 shows that this optimization problem is nonconvex, yet we find that our estimated Seidel coefficients almost always converge correctly. This is not entirely surprising since the Seidel procedure is optimal in the maximum likelihood sense [39]. To quantify, we ran many Seidel fits over random coefficients, randomly located PSFs, and random draws of additive noise, and plotted the error between estimated and true coefficients in Fig. 5e. Due to the nonconvexity, we see that not every case produces errors which converge to 0. However, two things provide assurance: 1) the median convergence approaches 0, meaning that a majority of optimizations will produce the optimal solution, and 2) even the runs which do not converge to the global minimum produce PSFs which are close enough to the true ones to provide good quality ring deconvolution.

Finally, since the Seidel fitting procedure acts as a PSF denoiser, we tested the fit with varying amounts of noise (up to −20 dB SNR) and found that the fit only reduces performance slightly, even with severe additive noise (Fig. 5f).

2.6.3 Spatially-varying deblurring

After verifying that our forward model and Seidel fitting methods perform well, we next use them in an inverse problem to deblur images and quantify the performance. We compare our methods (Ring deconvolution and DeepRD) with traditional deconvolution and the baseline CARE-based U-Net. The learning methods are trained with images from the CARE and Div2k datasets [21, 37], after synthetically blurring them with space-varying PSFs rendered from a random set of Seidel coefficients. It was computationally infeasible to
generate the training set using the true blur technique, so instead we used our ring convolution to generate the blurred images for training. This should not pose a major issue since ring convolution is theoretically equivalent to the true blur case. To remove any doubt, we construct the test set using the true blur. Each model is first pretrained on 80,500 data points from the Div2k dataset (800 base images blurred with 100 different Seidel coefficients) and then fine-tuned on a small 8400 data point subset of the CARE dataset (24 images, 350 different Seidel coefficients). After training, each method is tested on a test of 28 unseen images from the CARE dataset, which are blurred using the true blur method and noised with additive Gaussian noise.

The results of each method on one representative test image are shown in Fig. 5g,h, with the PSNR (in dB) listed above. Both DeepRD and ring deconvolution deblur better near the edges and corners of the image, where the PSF most deviates from the center PSF. Despite using ring convolution for the training set and the true blur for the test set, neither of the networks (U-Net and DeepRD) show signs of model mismatch.

In Fig. 5, we plot the average accuracy (PSNR) vs runtime across the full test dataset, with the size of the circle representing the number of parameters needed (memory footprint) for each method. Ring deconvolution provides the best reconstruction, but it is also the largest and slowest of the methods tested (note that inverting the full blur would take hundreds of hours per image and is consequently not included). DeepRD performs nearly as well and has the fewest needed parameters of all the space-varying techniques, allowing it to be fast and memory efficient. The baseline U-Net and standard deconvolution PSNR values are significantly worse.
2.7 Extensions and variations

Several extensions and variations of RDM, discussed below, may find use even when a system is not space-varying, when calibration data is not available, or if the system is spatially-varying, but not LRI.

Space-invariant systems

If aberrations are not space-variant, traditional deconvolution should perform as well as RDM and be more computationally efficient. However, the RDM pipeline can still provide value by providing a means for estimating the spherical aberration coefficient from the calibration image via Seidel fitting. With this coefficient, we can generate a synthetic center PSF and perform deconvolution. We call this procedure Seidel deconvolution, and find that it essentially denoises the PSF measurement since it finds the closest synthetic PSF to the measured one. In the results shown in Fig. 6, Seidel deconvolution resolves smaller features and gives a cleaner reconstructed image than traditional deconvolution.

Fitting synthetic PSFs for the purpose of deconvolution is not new; existing work has fit a variety of parametric models to the experimentally measured PSF including a 2D Gaussian distribution [40], Gaussian mixture model [41], Zernike basis [32, 33, 42–45], spherical aberration diffraction model [46], and Seidel ray model [47, 48], but to our knowledge, the fitting of Seidel polynomials in the pupil function is novel.

Blind deblurring

One intriguing extension of RDM is to perform deblurring without calibration data (blind deblurring). Such a situation may arise because measuring PSFs is difficult, inconvenient, or not available for images captured in the past. Blind deblurring involves joint estimation of the PSF and the deblurred object from a single image (see Methods 4.4).

In principal, blind deblurring can be applied to any spatially-varying system; however, it is computationally intensive, so we demonstrate here only the simple case of a shift-invariant system. Thus, only the spherical Seidel coefficient needs to be estimated. Results are shown in Fig. 6 along with non-blind deconvolution methods for comparison. The blind deconvolution result is similar to that of Seidel deconvolution, though cannot resolve the smallest features and has overly high contrast due to noise. This can be mitigated by regularization.

Future work extending this idea to spatially-varying systems could use DeepRD, which is more computationally efficient than ring deconvolution, to iteratively search over the space of deblurring networks and choose the network with the sharpest reconstruction.

Non-LRI systems

RDM is designed for shift-varying systems that are linear revolution-invariant (LRI), but even when the system is not rotationally symmetric, it may still be useful. In such cases, RDM will not provide a complete recovery of the underlying object. Instead, it can undo the components of the blur that are revolution-invariant, which follows from the linearity of the PSF model. This may be a useful trade-off of performance and computational burden, given that full shift-varying deblurring methods are often computationally intractable. It is also worth noting that the mathematical arguments made in Theorem 1 can be readily extended to other forms of symmetry, not just rotational symmetry. This could prove useful for reflection-mode microscopes, which often have a left-right symmetry due to reflection from a mirror, or even for light-sheet microscopes who’s field is symmetrically aberrated due to the light sheet’s symmetry about the beam waist.

3 Discussion

We develop a new pipeline for image deblurring called Ring Deconvolution Microscopy (RDM) which encompasses both an accurate and analytically-derived deblurring technique, ring deconvolution, and a fast alternative, Deep Ring Deconvolution (DeepRD). Like standard deconvolution microscopy, our methods only require a single calibration image; however, they offer space-varying aberration correction. We back RDM with a new theory of imaging under rotational symmetry, which we call linear revolution-invariance (LRI),
and an accurate implementation of the LRI forward model (ring convolution). For RDM calibration we also develop a procedure for fitting Seidel aberration coefficients from a single calibration image of randomly-placed point sources. Finally, we verify the accuracy of our RDM deblurring methods in both simulation and experimentally over 3 diverse microscopy modalities.

Given our demonstration of its broad utility across different imaging modalities, we hope that RDM will ultimately replace deconvolution microscopy as standard practice in widespread applications from biology to astronomy. The notion of rotational symmetry is deeply embedded in the theory of optics, and as such, we find it a natural and acceptable modeling assumption that can enable significant improvements in basic image processing. We believe that RDM will find most use in systems that approach optical extremes such as miniature microscopes or ultra large FoV systems, but may also empower optical designers to simplify hardware knowing they have the ability to better correct for aberrations digitally.

4 Methods

4.1 Ring convolution and ring deconvolution

We begin with a primer on notation. Let \( g(u, v) \) describe the object’s intensity at \( (u, v) \) and \( h(x, y; u, v) \) describe the space-varying PSF - the intensity at \( (x, y) \) of the PSF generated by a point source at \( (u, v) \). We further use the notation \( \tilde{g} \) to denote the transformation of \( g \) to polar coordinates. Then the final image intensity \( f(x, y) \) of a linear optical system is formed by the superposition integral [49]:

\[
f(x, y) = \int \int g(u, v)h(x, y; u, v)dudv.
\]

(1)

This equation is the system forward model for a linear space-varying system—it describes the image as a function of the object and PSFs at different locations in the FoV.

Traditional image deconvolution approximates the system as linear space-invariant (LSI), which means the PSF is the same at all positions in the FoV, \( h(x, y; u, v) = h(x-u, y-v; 0, 0) \). This simplifies the forward model in Eq. (1) by reducing it to a convolution with a single PSF. This greatly simplifies the computation for forward and inverse problems, but at the cost of being inaccurate for space-varying aberrations.

In this paper, we incorporate radially-varying aberrations analytically into the forward model in order to provide a middle ground between purely space-invariant and completely space-varying systems. The assumption is that the system is linear revolution invariant (LRI) - i.e. its physical configuration is symmetric about the optical axis (see Fig. [1]). This is true of many typical optical imaging systems. Our core observation is that all LRI optical systems satisfy

\[
\tilde{h}(\rho, \phi; r, \theta) = \tilde{h}(\rho, \phi - \theta; r, 0).
\]

Under this assumption, the object intensity can be written as what we call a ring convolution, denoted by \( f \equiv g \circ h \), where

\[
f(x, y) = (g \circ h)(x, y) = \int_0^\infty r(\tilde{g} \ast \tilde{h})(\sqrt{x^2 + y^2}, \tan^{-1}(y/x); r, 0)dr.
\]

(2)

This ring-wise computation, wherein points at different radii are filtered heterogeneously, is consistent with the underlying intuition in LRI: the blur varies radially. Our first main result is an efficient, FFT-based inversion of the ring convolution.

**Theorem 1** (Ring Convolution Theorem). Under LRI, where \( \mathcal{F}_\theta \) is a 1D Fourier transform over \( \theta \),

\[
\hat{f}(\rho, \phi) = \mathcal{F}_\theta^{-1}\left\{ \int r\mathcal{F}_\theta(\tilde{g}(r, \theta))\mathcal{F}_\theta\{\tilde{h}(\rho, \theta; r)\}dr \right\}(\phi).
\]

**Proof.** Since the given system is LRI, (2) holds. Substituting \( \rho = \sqrt{x^2 + y^2} \) and \( \phi = \tan^{-1}(y/x) \), we can rewrite (2) as

\[
f(\rho, \phi) = \int_0^\infty r(\tilde{g} \ast \tilde{h})(\rho, \phi; r, 0)dr.
\]
Algorithm 1 Ring convolution

**Input:** $N \times N$ pixel image $g$; PSFs along one radial line $h^{(j)}$, $j = 1, \ldots, K$; corresponding distances $r_j$, $j = 1, \ldots, K$ of each PSF from the center.

**Output:** LRI blurred image $f$

1. $\tilde{g} \leftarrow \text{polarTransform}(g)$    \quad \triangleright\text{polar dimensions are } M \times K, \text{angle by radius}
2. $\tilde{f} \leftarrow \text{zeros}(M \times K)$    \quad \triangleright\text{initialize the output in polar form as an all zero matrix}
3. for $j = 1, \ldots, K$ do
4.    $\tilde{h}^{(j)} \leftarrow \text{polarTransform}(h^{(j)})$
5.    for $i = 1, \ldots, K$ do
6.        $\tilde{f}_{:,i} \leftarrow \tilde{f}_{:,i} + \text{IFFT}\{\text{FFT}\{\tilde{g}_{:,j}\}\text{FFT}\{\tilde{h}^{(j)}_{:,i}\}\}$    \quad \triangleright\text{compute polar output ring by ring, FFT is 1D}
7. $f \leftarrow \text{inversePolarTransform}(\tilde{f})$

Applying the Fourier Convolution Theorem to the one-dimensional convolution on the right-hand side yields

$$\tilde{f}(\rho, \phi) = \int r \mathcal{F}_\phi^{-1}\left\{\mathcal{F}_\phi\{\tilde{g}(r, \theta)\}\mathcal{F}_\phi\{\tilde{h}(\rho, \theta; r)\}\right\}(\phi) dr,$$

where $\mathcal{F}_\phi$ is the one dimensional Fourier transform over $\theta$. By Fubini’s theorem, we pull the inverse Fourier Transform outside of the integral, which gives

$$\tilde{f}(\rho, \phi) = \mathcal{F}_\phi^{-1}\left\{\int r \mathcal{F}_\phi\{\tilde{g}(r, \theta)\}\mathcal{F}_\phi\{\tilde{h}(\rho, \theta; r)\} dr\right\}(\phi).$$

Ring convolution has an efficient and convex formulation for computing its inverse, ring deconvolution:

$$\hat{g} = \arg \min_g \|f - \tilde{g} \ast h\|_2^2.$$  \hspace{1cm} (3)

This problem can be solved efficiently via an iterative least squares solver using Algorithm 1 as a substep. A Fourier interpretation of ring convolution is provided in Appendix C. While the above results are all exact, the discrete time implementations of them have small, but nonzero errors due to discretization. For example, the polar transformation in Algorithm 1 requires a small amount of interpolation.

4.2 Fitting Seidel Coefficients to PSFs

Ring (de)convolution algorithms require $h$, the collection of PSFs along one radial line in the FoV. Fortunately, there is a convenient and compact alternative to measuring these manually. The Seidel coefficients [34, 50] are a polynomial basis that can represent any rotationally symmetric system. We mathematically describe the form of these aberrations in Appendix B.

The estimation procedure for estimating the Seidel coefficients involves fitting them to a single, sparse image of a few randomly scattered point sources (e.g. fluorophores on a microscope slide)—such an image is usually easier to obtain than an image of an isolated point source in the center of the FoV. The presence of off-axis PSFs in the calibration image provides information about all of the aberration coefficients. Though it may be possible to fit these coefficients from a single off-axis PSF, we find that a few, randomly placed PSFs provides a robust fit. Let $r_1, \ldots, r_J$ be the object-plane radii of the $J$ points in the calibration image. We then find the primary Seidel coefficients $\hat{\omega}$ whose generated PSFs best match the measured PSFs. Once again, this searching procedure is succinctly stated as an optimization problem,

$$\hat{\omega} = \arg \min_{\omega} \sum_{j=1}^{J} ||h^{(j)} - \mathcal{F}^{-1}\{P(\hat{\omega})^{(j)}\}||_2^2,$$

where $P(\hat{\omega})^{(j)}$ is the pupil function with Seidel coefficients $\hat{\omega}$ from a point source at distance $r_j$ from the center of the FoV.
It has been shown that for LRI systems, the optimal fit \( \hat{w} \) achieves a diminishing error \[34\]. Furthermore, the 5 primary Seidel coefficients index the dominant aberrations present in practical imaging systems: sphere, coma, astigmatism, field curvature, and distortion. For more complex aberrations it is possible to add higher-order Seidel coefficients to the fit. In practice, we fit these 5 coefficients via the ADAM optimizer \[51\] and obtain reasonable local minima even though the problem is nonconvex (see Fig. 5). Armed with the estimated Seidel coefficients, we can generate synthetic PSFs at any radius.

### 4.3 Deep Ring Deconvolution (DeepRD)

DeepRD is designed to incorporate the Seidel coefficients into the deblurring process in a parameter-efficient and interpretable manner. To that end, we propose a neural network architecture inspired by the physical LRI image formation model. The first key design element is to use a modified Hypernetwork \[52\], a network which predicts the weights of another, task-specific “primary” network. In DeepRD, an MLP-based hypernetwork takes in Seidel coefficients and produces a deep deblurring network that specifically works for the given coefficients. Our second key design element is the use of ringwise convolution kernels. Specifically, the hypernetwork produces CNN kernels for each radius which the primary network applies ring-by-ring. This replicates the revolution-invariance assumption central to ring deconvolution and eases the space-invariant constraint of typical convolutional kernels. Together, this design enables a neural network that is a fraction the size of a conventional U-Net with improved performance and generalization. To our knowledge, we are the first to utilize learnable ring convolutions in the context of deep learning.

To produce a training dataset for DeepRD, we synthetically generate blurred input images from the Div2k and CARE fluorescence microscopy datasets using ring convolution with randomly sampled sets of Seidel coefficients. We must sample coefficients which adequately cover the attributes of realistic imaging systems. Each coefficient, which is in units of waves, is drawn from a uniform distribution and a noise-perturbed grid in the range 0 \(-3\) waves—we empirically find this range to cover the aberrations of systems ranging from perfect to highly aberrated. Note that without ring convolution, such a dataset would be prohibitively slow to produce. With that in mind, we will release both an implementation of ring convolution as well as our dataset.

DeepRD accepts a two-part input, a blurred image and its corresponding primary Seidel coefficients. The model is then supervised with the unblurred ground truth image. We find that this physically-grounded synthetic dataset generation is effective to train models that generalize to real-world evaluation.

### 4.4 Blind deblurring

Our version of blind deconvolution also takes advantage of the Seidel coefficients. Given just a blurry image, we start by randomly picking a value for the spherical Seidel coefficient. Then we use this value to synthetically generate a point spread function, and use it to deconvolve the blurry image. We then compute the sum of the spatial gradient of the resulting deconvolved image (this acts as a surrogate measure of image sharpness) and use its negative as a loss. We then minimize this loss (maximize the sharpness) by updating our initial guess of the spherical aberration coefficient using its gradient with respect to the loss function. Running this iteratively, we eventually converge to a final spherical aberration coefficient, generate a final synthetic PSF, and deconvolve the blurry image with this PSF to get the final result.

Note that this procedure generalizes to spatially-varying systems. We would instead jointly estimate all 5 Seidel coefficients and use ring deconvolution instead deconvolution at each step. This, however, is computationally expensive and requires generating \(N\) (the image sidelength) PSFs per iterative step. We believe it is possible to do this more efficiently with DeepRD by replacing the ring deconvolution operation at each step with DeepRD. That is, we search the space of DeepRD networks for the one that produces the sharpest reconstruction. However, this is out of scope for this project, and we leave it as future work.

### 4.5 Experimental details

Experimental details for the micro-endoscopy experiment can be found in \[15\].
4.5.1 Sample Preparation

**Live tardigrades** Tardigrades were mixed-staged adults of the eutardigrade species *Hypsibius exemplaris* Z151 (reclassified from *Hypsibius dujardini* in 2017), purchased from Sciento (Manchester, United Kingdom). Animals were cultured as described in [53]. A mixture of starved and nonstarved tardigrades were stained overnight with Invitrogen nucleic acid gel fluorescent stain, whose excitation and emission maxima are 502 nm and 530 nm, respectively. Individual stained tardigrades were then isolated onto a glass slide for imaging. Meanwhile, the non-fluorescent samples (USAF resolution targets, and rabbit liver tissue) were obtained imaging-ready on glass slides.

**BPAE cells** Bovine pulmonary artery endothelial cells were obtained from Thorlabs. They are labeled with MitoTracker™ Red CMXRos and Alexa Fluor™ 488 Phalloidin.

4.5.2 Imaging

**UCLA Miniscope.** We used the UCLA Miniscope v3 with the Ximea MU9PM-MBRD 12 bit, 2.2 micron pixel sensor. Optically, the Miniscope is comprised of a gradient index objective and achromat tube lens; further details are provided in [1]. In order obtain the system PSFs, we imaged 1µm fluorescent beads smeared on a glass slide. For deconvolution microscopy calibration, we repeatedly diluted the bead solution with isopropyl alcohol until we were able to sufficiently isolate a single bead, whereas for RDM calibration we used a single dilution and imaged a slide containing a sparse collection of beads. We used a custom 3D Prior stage controlled with Micromanager v1.4 and Pycromanager [54].

**Multicolor fluorescence microscope.** We used a Nikon Plan Apo VC 100x Oil DIC N2 objective with 1.518 refractive index oil in a Nikon Eclipse Ti2 controlled with the Nikon NIS Elements Software. Images were taken with a Hamamatsu Orca Flash 4.0 camera with 0.065µm pixel pitch. The PSFs were obtained with 0.01µm FluoSpheres Yellow-Green 505/515nm F8803 and FluoSpheres Red 580/605nm F8801 beads. First, we diluted beads in water and then further in ethanol until sufficient sparsity was achieved. The bead solution was then smeared on a slide and left to dry. Finally, the beads were mounted with a drop of glycerol and sealed with nail polish.

4.5.3 Image processing

All experimental images were captured and stored in a raw, unprocessed format (npy or tif). Miniscope images underwent hot pixel removal (detailed in the public code) and normalization prior to deblurring. These images were cropped afterward by 10 pixels in each dimension to remove edge artifacts. Multicolor images were downsampled by a factor of 2, separated into two channels and deblurred independently. After deblurring, the channels were recombined and globally contrast stretched for display. Pseudocoloring was done with ImageJ using the Green/Magenta LUT. These images were also cropped for edge artifacts. The details of the multimode fiber images can be found in [15]. The bead images were upsampled by 3x and convolved with a Gaussian kernel (3/2 pixel width) after deblurring. Neuron images were convolved with a Gaussian kernel (1 pixel width) after deblurring. This was done according to [15]. For simulation data, images were normalized before deblurring and cropped after deblurring. All displayed PSFs were globally contrast stretched for display.

4.5.4 Computation

PSF generation for the simulation experiments was done by synthetically generating pupil functions with the given Seidel coefficients [50] (see Github). The remaining computation was done using Python on a single GPU, either a NVIDIA GeForce RTX 3090 or NVIDIA RTX A6000. For standard deconvolution the measured PSF was denoised through background subtraction and pixel-wise thresholding.

All non-learning, iterative methods are solving linear least squares optimization problems (see [3]); we additionally add TV regularization to these and run them till convergence using an ADAM optimizer [51]. For each method, the hyperparameters—including learning rate and regularization strength—that provided the smallest loss and best qualitative results were used. For deconvolution we tried a variety of algorithms in addition to the iterative scheme, including Wiener filtering and Richardson-Lucy deconvolution, and used the best reconstruction, which was unsupervised wiener filtering [55].
Open source implementations of ring convolution, polar transform, Seidel fitting, and ring deconvolution can be found in the codebase. Our intent is for this codebase to function as an easy-to-use library such that any practitioner with any imaging system can utilize RDM with little-to-no overhead.

The baseline U-Net and DeepRD were both trained on ring-convolved images from the Div2k dataset. For the simulation results, both models were additionally fine-tuned on images from the CARE dataset. All models were trained till convergence of the validation loss and optimized over hyperparameters.

5 Code Availability

The code for implementing ring convolution, ring deconvolution, DeepRD (including pretrained model weights) and Seidel PSF fitting along with tutorials on our experimental data are publicly available on Github (https://github.com/apsk14/rdmpy).

6 Data Availability

The data used in all of the imaging experiments (Miniscope, Multicolor fluorescence, and multimode fiber) is publicly available on Box (https://berkeley.box.com/s/zmsjgmqwq2rch4d9qthcnv3rhuid). Additional experimental data from the multimode fiber system can be requested from [15](https://opg.optica.org/boe/fulltext.cfm?uri=boe-11-8-4759&id=433935). The datasets used to train and fine-tune DeepRD, and to evaluate the quantitative performance of the methods are also hosted on Box (https://berkeley.box.com/s/vv3g6avhr9agijmlj3bl153o7x9gao). These datasets were sourced from the CARE dataset [21](https://publications.mpi-cbg.de/publications-sites/7207/) and the Div2k dataset [37](https://data.vision.ee.ethz.ch/cvl/DIV2K/). The high resolution pretraining dataset, due to its large memory usage, will be made available upon request.

7 Inclusion and Ethics

This study included contributions from local researchers at UC Berkeley, UC San Francisco, and Nikon Imaging Center at Harvard Medical School. Data was acquired by local researchers at each location. These researchers are either included as authors or acknowledged below.
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A Interpretability of DeepRD

One key property of any deep learning model is its interpretability. How well we understand what the network is doing to produce its predictions corresponds to how confident we are in its performance. One such mark of interpretability when working with encoder-decoder frameworks, is whether the latent space, i.e., the space of encodings, is disentangled, meaning each coordinate of the encoding has a distinctive meaning. In the case of DeepRD, the latent space is the space of Seidel coefficients. In the ideal case we expect the network to learn about the individual effects of each coordinate (each aberration coefficient) it takes in as input; say we only increase the coefficient value for radial distortion, then we expect the network to further unwarp the predicted image correspondingly.

This property indeed emerges in practice. We observe this by deblurring images of insect cornea taken by the Miniscope using a sweep over each aberration coefficient independently. For each coefficient, we set all other coefficients to 0 and sweep the chosen coefficient from 0 to 3 waves. What we observe is that the network only corrects for the chosen aberration in increasing amounts while leaving the other characteristics of the image alone. For example, when we sweep distortion, the image remains blurry but radially warps in the opposite direction compared to if it were distorted. Results for each aberration coefficient are shown in video form here. Such results confirms our hypothesis that DeepRD is indeed learning to perform ring deconvolution given a system’s Seidel coefficients, and does not rely on knowledge of the specific image distribution. This further aids our confidence in its ability to generalize.

B Seidel Coefficients

Here, we give a brief background on Seidel coefficients. This is not a complete treatment and we encourage an interested reader to refer to Voelz et al.[50] for an overview, and the standard Born et al.[34] for a fully rigorous derivation.

Consider an rotationally symmetric—and consequently LRI—imaging system. It is common to consolidate the system aberrations into a single function and apply it at the exit pupil plane of the system. This complex-valued function, known as the generalized pupil function $p$, is composed of a binary-valued amplitude distribution (set by the shape of the pupil) and a phase distribution $w$, which quantifies the deviation of the pupil wavefront from the ideal spherical shape necessary for diffraction-limited imaging. Since LRI systems are generally spatially-varying (albeit only radially), $w$ becomes a function of the distance of the source from the optical axis $r$. Letting $(s, t)$ be the pupil plane coordinates, we can write $p$ as

$$p(s, t; r) = circ\left(\frac{r}{R}\right)e^{i\omega(s, t; r)}.$$

For rotationally symmetric systems, as in our case, it is possible to expand $w$ as an infinite power series (see the aberration function in [34]). Usually only the fourth-order terms of this series are used, which yields the following 2D polynomial of the pupil plane coordinates,

$$w_\omega(s, t; r) = \omega_s(s^2 + t^2)^2 + \omega_c(s^2 + t^2)sr + \omega_d s^2 r^2 + \omega_f(s^2 + t^2)r^2 + \omega_d sr^3,$$

where $\omega = (\omega_s, \omega_c, \omega_d, \omega_f, \omega_d)$ are the five primary Seidel coefficients and $w_\omega$ only depends on the radial location due to the LRI assumption. Note that while the 5 primary Seidel coefficients are a subset of the infinitely many available coefficients, they represent the most common optical aberrations: spherical, coma, astigmatism, field curvature, and distortion. In particular, these aberrations are inherent to all spherically-shaped optics. Finally, the pupil function contains the same information as the PSFs, since they are related by a Fourier transform,

$$h(x, y; r) = |\mathcal{F}^{-1}\{p(-\lambda dx, -\lambda df_y; r)\}|^2,$$

where $\lambda$ is the wavelength of light, $d$ is the distance from the pupil plane to the image plane, and $f_x, f_y$ are the variables which the Fourier transform is taken over. Thus, knowledge of the 5 Seidel coefficients provides an approximation of the pupil function, which in turn, can accurately estimate PSFs for LRI systems, including the radial line of PSFs needed for computing ring convolution.
Figure 7: Ring convolution. A single step of the ring convolution algorithm. Here we are solving for a single concentric ring of the output denoted by its distance $\rho_i$ from the center. a) Left to right: sharp 'sample', the system PSF at radius $r_j$, and blurry output of ring convolution. b) Corresponding polar resamplings of the images in a), this allows us to extract rings. c) The output ring at $\rho_i$ is the sum of 1D convolutions; the $\rho_i$ ring of the PSF at position $r_j$ is convolved with the $r_j$ ring of the sample for every radius $r_j$.

C A Fourier analysis of LRI systems

Perhaps the main reason to make the linear space-invariant assumption is access to its Fourier space interpretation. Through an application of the Convolution Theorem to the space-invariant forward model, we see that an LSI system’s output spectrum is a product of the input’s spectrum with the spectrum of the impulse response, i.e., the transfer function. Thus any LSI imaging system can be thought of as a filter which individually scales each frequency component of the input object’s intensity distribution. In the context of imaging, the transfer function—called the Optical Transfer Function (OTF)—describes how the imaging system scales each spatial frequency in the sample. The OTF gives rise to valuable intuitions; for example, since all practical imaging systems have bandlimited transfer functions, the output image is a lowpass-filtered version of the sample whose maximum-achievable resolution is directly proportional to the bandlimit. Moreover system aberrations can be analyzed by comparing the OTF in the presence of aberrations with the ideal OTF.

In this section we will formally develop an analogous Fourier interpretation of ring convolution and explain how its features can similarly be used to characterize the performance of an imaging system. While the LRI interpretation is more complicated than its LSI counterpart, it still provides a rich and realistic view of how LRI imaging systems transmit frequencies. As an example of its utility, we will see that the LRI model allows for a more general, radially-dependent notion of system resolution. For a review of the ring convolution operation please refer to Fig. 7.

To begin, we will define a slightly different notion of spatial frequency, called rotational frequency and denoted $\Theta$, which is the quantity that gets filtered by an LRI system.

**Definition 1 (Rotational Fourier Transform (RoFT)).** Let $f : \mathbb{R}^2 \rightarrow \mathbb{C}$ represent a (potentially complex-valued) image, and let $\hat{f}$ be it’s polar counterpart (as per 2.4). The RoFT of $f$ is given by

$$\hat{F}(r, \xi) = \int \hat{f}(r, \theta) e^{i2\pi \rho \xi} d\theta.$$  

Intuitively, one can think of the values of rotational frequencies as quantifying how quickly the image can change as one travels in a ring of radius $r$ around the center. However, this notion of oscillation speed depends on the radius—think about the spokes on the wheel of a bicycle, even though the spokes are evenly spaced for any given radius, they become further spaced for larger radii. However, under polar sampling they are scaled to have the same frequency. This scaling can be seen in Fig. 8 as the RoFT of each quantity tend to have higher frequencies at larger radii.
Now, writing the Ring Convolution Theorem in terms of the RoFTs of each quantity (denoted with capital letter and tilde), we see that

$$\tilde{F}(\rho, \xi) = \int r\tilde{G}(r, \xi)\tilde{H}(\rho, \xi; r)dr.$$  

Like its LSI counterpart, the above model can be thought of as a filtering operation, but now a more complex one: the object’s values $r$ away from the center are filtered and mixed by the $r^{th}$ PSF. To more fully understand this interpretation, consider the object’s values at some radius $r$; they form a ring which will be filtered by the $r^{th}$ PSF. Specifically, the spectrum of this ring, or equivalently its RoFT at $r$, is point-wise multiplied by each ring in the RoFT of the $r^{th}$ PSF, which yields a set of filtered rings indexed by $\rho$. The $\rho^{th}$ filtered ring represents the contribution of the object ring at $r$ to the image ring at $\rho$ (see Fig. 8).

It follows that the shape of the $r^{th}$ PSF determines both how much the object’s rotational frequencies are filtered through the system and which parts of the object are mixed together to form the image. By looking at the shape of the $r^{th}$ PSF we can determine the exact nature of this filtering and mixing. As shown in Fig. 9, the angular length of the PSF determines the height of the PSF’s RoFT at $\rho$, which tells us which of the object rotational frequencies at $r$ will make it to the image at $\rho$—this is analogous to the OTF bandwidth in the LSI case. Meanwhile, the radial extent of the PSF (i.e., how many concentric rings it covers) controls the extent of the image rings (i.e., which $\rho$ values) are effected by the object at $r$. This manifests as the width of the PSF’s RoFT which we call the mix width.

Now our notion of resolution, assuming the ability to perfectly de-mix, is radially dependent and, at radius $r$, is proportional to the angular arc length at $\rho = r$ of the $r^{th}$ PSF. The LRI filtering interpretation offers a more realistic understanding of how an imaging system filters an object and opens the door for a host of new imaging techniques which optimize for key features, such as resolution, under the LRI model.
Figure 9: **LRI PSF interpretation.** Evaluating an LRI optical system amounts to considering the length of each PSF in the angular and radial directions. These lengths are inversely proportional to the bandwidth and mix width of the corresponding RoFT, respectively (see leftmost column). In the middle column we see an elongated PSF in the radial direction (i.e., astigmatism) which has a large bandwidth, but incurs more off-radius mixing due to a large mix width. The rightmost column shows an elongated PSF in the angular direction which has a small mix width, but has a relatively small bandwidth.

## D Additional Related Work

The idea of linear space-invariance (LSI)—or rather its 1D predecessor time invariance—is difficult to trace historically, but the first mention of it that we were able to find was by Richard Hamming in 1934 [56], followed by the far more popular definition provided in [57]. The concept also has a close connection to the convolution integral—which had existed separately as far back as the 1800s [58]—through the famous Convolution Theorem. Much of the foundational mathematics of convolution and its frequency domain interpretation comes from the work of Laplace and Fourier; these techniques enabled the application of linear time (space)-invariant systems to communications and, of course, imaging. The practical use of LSI systems for imaging analysis arose from Bell labs during the emergence of digital signal processing for communication in the 1960s and 1970s.

Image deblurring has its roots much later; it was only in 1949 when Norbert Wiener published the Wiener Filter for linear time-invariant deconvolution [59]. While the original technique was developed in 1940 for time series data in order to track enemy planes in World War II, it was soon adapted for image deblurring. With the rise of digital computing in the following decades came an explosion of image deconvolution techniques which are commonly employed today such as Richardson-Lucy deconvolution [60, 61]. It is interesting to note that some of these algorithms have existed for nearly a century and yet there is no clear “best” method.