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Abstract

Span-based methods with the neural networks backbone have great potential for the nested named entity recognition (NER) problem. However, they face problems such as degenerating when positive instances and negative instances largely overlap. Besides, the generalization ability matters a lot in nested NER, as a large proportion of entities in the test set hardly appear in the training set. In this work, we try to improve the span representation by utilizing retrieval-based span-level graphs, connecting spans and entities in the training data based on n-gram features. Specifically, we build the entity-entity graph and span-entity graph globally based on n-gram similarity to integrate the information of similar neighbor entities into the span representation. To evaluate our method, we conduct experiments on three common nested NER datasets, ACE2004, ACE2005, and GENIA datasets. Experimental results show that our method achieves general improvements on all three benchmarks (+0.30 ~ 0.85 micro-F1), and obtains special superiority on low-frequency entities (+0.56 ~ 2.08 recall).

1 Introduction

Named entity recognition is one of the major sub-tasks of information extraction for extracting categorized named entities from unstructured text. Recently, neural-based NER architectures have shown remarkable performance with minimal feature engineering, such as CNN-CRF (Collobert et al., 2011), BiLSTM+CRF (Lample et al., 2016), LSTM-CNN-CRF (Ma and Hovy, 2016) and Lattice LSTM (Zhang and Yang, 2018a). Despite their great success, nested NER raises new challenges due to the deeply overlapping or nested entities (Finkel and Manning, 2009). In nested NER, a token may be included in multiple entities (Wang and Lu, 2018) instead of a single one in the conventional setting, making the problem more difficult to solve.

Previous exploration on nested NER can be mainly divided into three categories, using various architectures or different formulation for adaptation to the nested scenario. Hypergraph-based methods use explicit hypergraphs to represent the possible nested structure or investigate the graph-shaped lexical/syntactic features (Lu and Roth, 2015; Katiyar and Cardie, 2018; Wang and Lu, 2018).

Layered-based methods construct the nested structure through an action sequence (Wang et al., 2018; Fisher and Vlachos, 2019; Shibuya and Hovy, 2020) or layered-models (Ju et al., 2018; Wang et al., 2020).

Span-based methods directly enumerate spans in a sentence, and perform categorical prediction on each span (Lin et al., 2019; Eberts and Ulges, 2020; Luan et al., 2019; Tan et al., 2020). Span-based methods adopt the most simple and straightforward formulation as span classification, thus widely used and applied in joint relation extraction recently.

Despite the simplicity of span-based models, they can hardly fully utilize the rich semantics in spans. Previous investigation has shown that span-based models are usually confused when the positive and negative instances are largely overlapped (Finkel and Manning, 2009; Tan et al., 2020), as shown in Fig. 1. The minor differences between long entities and their similar spans can easily fool the span-based models. Besides, most entities during inference statistically never appear in the training set in nested NER. For example, in ACE2004, ACE2005, and GENIA, there are
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53.06%, 41.64% and 51.42% entity mentions from the validation set appear fewer than three times in the training set. Learning powerful span representations for the prediction of those “unfamiliar” entities is difficult for conventional span-based models.

In this work, we try to improve the span representation in span-based methods by utilizing retrieval-based span-level graphs. We seek helpful information in the training set beyond the current sentence. The intuitive assumption is that the entity spans similar to the candidate spans contain related information for discrimination on the candidate spans. We use $n$-gram similarity to measure the distance between spans. Specifically, we treat each entity in the training set and each raw span as nodes, connecting those with high $n$-gram similarity. The constructed span-level heterogeneous graph records the lexical correlations among entities and various raw spans. We enhance the span representation by including the retrieved local subgraph for feature extraction of a specific span. We perform message passing with GCNs (Kipf and Welling, 2017) on the retrieved subgraph for neighbor entities representation. The representation of neighbor entities provides rich correlations beyond the current sentence, thus improving the performance on confusing long spans and low-frequency spans. Our main contributions are listed as follows:

- We firstly introduce retrieval-based span-level graphs in nested NER to model the lexical correlations among candidate spans and entities beyond the current sentence.

- We perform message passing with GCNs and conduct multitask learning to effectively extract the rich information from the entity neighbors of candidate spans.

- We conduct experiments on three common nested NER datasets (ACE2004, ACE 2005, and GENIA). The empirical results and extensive analysis show that our method outperforms strong baselines on all three benchmarks and has special superiority on long and low-frequency spans.

2 Related Work

Our work is closely related to nested NER and graphs used in NER. We introduce them accordingly as below.

2.1 Nested NER

Nested NER, with the challenging nested entities included, has attracted many researchers recently. There are three categories of mainstream solutions: span-based, hypergraph and layered methods.

Span-based method exhausts all spans in the sequence and predicts their classes instead of performing sequence labeling. The classifier can be a maximum entropy tagger (Byrne, 2007) or a neural network (Sohrab and Miwa, 2018; Fu et al., 2021; Ouchi et al., 2020; Li et al., 2020). Some works propose to utilize relations (Luan et al., 2019; Eberts and Ulges, 2020) for span prediction or correlation intensities (Xu et al., 2021), while Tan et al. (2021) proposes to learn the patterns of the valuable spans. The span-based method is also improved by the two-stage method, including locating entities and predicting type (Lin et al., 2019; Tan et al., 2020; Zheng et al., 2019; Shen et al., 2021). Our method abuses complicated tagger or the boundary auxiliary but utilizes the $n$-gram features to improve the span representation.

Hypergraph method learns hypergraph of nested relationship (Lu and Roth, 2015), dependency tree (Yu et al., 2020) or others (Dozat and Manning, 2017; Muis and Lu, 2017; Wang and Lu, 2018; Katiyar and Cardie, 2018). This method with the designed proprietary structures can explicitly capture the nested entities. While a proper graph needs subtle work or external tools, such as the parser.

Layered method stacks flat NER layers and is naturally suitable for nested structures. While it suffers from layer disorientation or error propagation problem. Ju et al. (2018) recognizes inner entities and then entities of next layers. Others enhance this idea with a merge and label method (Fisher and Vlachos, 2019) or by applying a pyramid-shaped decoder (Wang et al., 2020). The second-best path decoding method is explored (Shibuya and Hovy, 2020) and improved (Wang et al., 2021) by excluding the influence of the best path.

2.2 Graphs Used in NER

Graphs, as a common formulation for structured information, are widely used in flat NER and nested NER. For Chinese NER, models with lexicon-based graph (Zhang and Yang, 2018b; Ding et al., 2019; Gui et al., 2019) are proposed to fully use gazetteers. Cetoli et al. (2017) investigates the use of the dependency tree. Yu et al. (2020) improves the idea from graph-based dependency parsing via
a biaffine model. The biaffine model is also explored with the graph of original token sequence and the graph of tokens in recognized entities (Luo and Zhao, 2020). Muis and Lu (2018); Katiyar and Cardie (2018) resolve spurious structures and ambiguous issues of hypergraph structure of nested NER. Relation information is used in the graph (Fu et al., 2019) with a relation extraction model. Instead of building graphs from a single sentence, our span-level graphs are built from the whole training set, which has better data utilization. Besides, our method does not use the parser for dependency tree or gazetteers as external knowledge.

3 Our Approach

In this part, we introduce the details of our approach. We first formulate the target problem, nested NER, as follows.

Nested NER as Span Classification Following Eberts and Ulges (2020), we formulate the nested NER problem as the span classification task. The span classification task treats multiple adjacent tokens as a span and predicts the corresponding label. Specifically, for a sentence $X = \{x_1, \ldots, x_n\}$ of $n$ tokens, we extract all spans (with length $\leq 10$) to a span set $S_X = \{s_{ij}|1 \leq i \leq j \leq n\}$, where $s_{ij}$ indicates the span from $x_i$ to $x_j$. We predict the corresponding label of $s_{ij}$ as one of the pre-defined entity types or NA (not an entity).

The formulation as span classification instead of sequence labeling is more suitable for NER in nested scenarios but brings two challenges. The insensitivity to boundaries make the long candidate spans hard to identify. The low-frequency spans, taking the majority in data (Fig. 2), also increase the difficulty on capturing intra-span representations. We use span-level graphs connecting entities and raw spans to tackle the problems.

The overview of our model architecture is shown in Fig. 3. We construct the span-level graph with $n$-gram similarity to determine the adjacency (Sec. 3.1). We initialize the representation of spans and entities with the encoder described in Sec. 3.2. The structured correlations among entities and spans are modeled with GCN (Sec. 3.3). We incorporate in training the entity categorical prediction to utilize the label of entity mentions on the graph (Sec. 3.4).

3.1 Span-level Graph

We propose to improve the span representation by constructing retrieval-based graphs according to $n$-gram features. Our method uses two span-level graphs, i.e. entity-entity graph and span-entity graph. If treating each entity mention or raw span as a span of multiple adjacent tokens, both of these two graphs model the relationship between spans.

Before describing the method, we denote $\mathcal{E}$ the set of entity mentions, $\mathcal{R}$ the set of raw spans, $\mathcal{S} = \mathcal{E} \cup \mathcal{R}$ the set of all spans, and $\mathcal{N}_G(v)$ the set of $k$ hop neighborhood vertices of vertex $v$ in graph $G$. In this work, we design the $n$-gram similarity function between spans $f_n: \mathcal{S} \times \mathcal{S} \rightarrow \mathbb{R}$ at byte pair encodings (BPE) (Sennrich et al., 2016) level. More precisely, $f_n$ is the cardinality of the intersection set of $n$-gram BPE sets, i.e. $f_n(s, s') = |n$-gram(BPE($s$)) $\cap n$-gram(BPE($s'$))|$, for $s, s' \in \mathcal{S}$.

Entity-entity graph First, we introduce the entity-entity graph $G_{EE} = (V_{EE}, E_{EE})$. In $G_{EE}$, nodes are from the set of entity mentions $\mathcal{E}$. Entity mentions with the same tokens but different types are treated as different nodes. For $e_i, e_j \in V_{EE}$, the edge weight $w(e_i, e_j)$ is calculated by the weighted $n$-gram similarity from $f_n$ as follows:

$$w(e_i, e_j) = \frac{1}{N} \sum_{n=1}^{N} \alpha_n f_n(e_i, e_j)$$

(1)

where $\alpha_n$ indicates the importance of each $n$-gram feature, and $N$ is the largest gram length. A high value of $w(e_i, e_j)$ indicates high frequency of the words co-occurrence between $e_i$ and $e_j$.

Span-entity graph Span-entity graph $G_{SE} = (V_{SE}, E_{SE})$ models the relationship between raw
spans and entity mentions, which is more complicated. In \( G_{SE} \), nodes include raw spans and entity mentions from \( S \) and each edge connects one raw span and one entity mention. By observation, the gram features of raw spans in natural sentences are different from that of entities in two aspects. (1) A raw span can be arbitrary long, as it can be a single token to the whole sentence. A raw span of the whole sentence unfairly has more gram overlap with entity mentions than other spans within it. (2) Raw spans have more irregular patterns than entities and always link to meaningless entity mentions as noise.

Thus, constructing \( G_{SE} \) as \( G_{EE} \) is not suitable. Here we propose two simple and effective methods for these problems. For problem (1), we penalize long raw spans \( s_{ij} \) for any edge weight \( w(s_{ij}, e) \) by the length \( l(s_{ij}) = j - i + 1 \) as follows:

\[
w(s_{ij}, e) = \frac{1}{N \cdot l(s_{ij})} \sum_{k=1}^{N} \alpha_n f_n(s_{ij}, e) \quad (2)
\]

For problem (2), we exclude those noise span-entity edges simply by setting the hard threshold \( \tau \in \mathbb{R}^+ \) and remove edges with weight below it.

**Span-level (sub-)graph** The span-level graph \( G = (V, E) \) is the union of \( G_{EE} \) and \( G_{SE} \) excluding raw spans. We exclude raw spans for the training efficiency of a homogeneous graph. Thus, \( V = V_{EE} \cup V_{SE} - \mathcal{R} \) and \( E = E_{EE} \). For mini-batch training, we dynamically extract span-level sub-graphs from \( G_{EE} \) and \( G_{SE} \). As the inference goal is to classify raw spans, we only extract the \( K \)-hop sub-graph of raw spans during training.

The extraction process is as follows. (1) For the raw span node \( v_s \), we take its first-order neighbors \( V_1 = N^1_{G_{SE}}(v_s) \) from \( G_{SE} \). (2) The union of \( i \)-hop \((1 \leq i \leq K - 1)\) entity neighbors of \( N^i_{G_{SE}}(v_s) \), i.e. \( V_2 = \bigcup_{v_s \in N^1_{G_{SE}}(v_s)} \bigcup_{1 \leq i \leq K - 1} N^i_{G_{EE}}(v) \), are extracted from \( G_{EE} \). (3) We exclude the raw span node \( v_s \) and preserve edges between the rest nodes. Thus, the sub-graph of \( v_s \) is an induced sub-graph \( G[V_1 \cup V_2 - v_s] \) from \( G \).

### 3.2 The Encoder

For the initialization of raw spans and entity mentions, we use char embeddings, word embeddings, and pre-trained LM. Both sentence and entity mentions are treated as a sequence of tokens and are encoded separately. First, the char embeddings are fed into bidirectional LSTM (Lample et al., 2016) (Char-BiLSTM) to capture the orthographic and morphological features of words. Then, the pre-trained LM, such as BERT (Devlin et al., 2019), is used for contextualized representation. The representations are averaged BPE embeddings in the last layer. Finally, the char hidden states, contextualized embeddings, and word embeddings are concatenated and then fed into another bidirectional LSTM (Word-Char BiLSTM) for the encoded representation of words. For the span-level representation, we use max-pooling for encoded representa-
tion of words within the span.

3.3 Graph Module
To model the span-level graph, we adopt graph convolutional networks (GCN) (Kipf and Welling, 2017). Let \( A \) be the normalized symmetric adjacency matrix of \( G \). The number of GCN layers is also the hop number \( K \) of the sub-graph. The \((k+1)\)-th layer of the feature matrix \( H^{k+1} \) is computed as:

\[
H^{k+1} = \text{ReLU}(AH^k W_k) \tag{3}
\]

where \( W_k \) is the learnable matrix, \( 0 \leq k \leq K \), \( H^0 \) is the output from the encoder.

To integrate the representations of neighborhood nodes for sub-graph embedding, we use the attention mechanism. Denote \( h^b_i \) (\( 0 \leq k \leq K \)) the hidden state of the raw span in the \( k \)-th layer of GCN and \( h^K_i \) (\( i \geq 1 \)) that of the \( i \)-th entity mention neighbor of the span in the \( k \)-order neighbors. The sub-graph embedding \( h_{\text{graph}} \) of the raw span is:

\[
\gamma_i = \frac{\exp((h_i^K)^T W_a h^b_i)}{\sum_{j \geq 1} \exp((h_j^K)^T W_a h^b_j)} \tag{4}
\]

\[
h_{\text{graph}} = \sum_{i \geq 1} \gamma_i h^K_i \tag{5}
\]

where \( W_a \) is a learnable matrix.

Besides, context information of entities is important as entities are interpreted differently under different contexts. We use the last hidden state of “[CLS]” token in pre-trained LM as the context representation \( h_{\text{context}} \). We use a learnable weight matrix for size embeddings \( h_{\text{size}} \).

The raw span representations consists of the encoder output \( h^b_0 \), the raw span sub-graph embedding, context embedding, and size embedding. The final representation of a raw span \( h_i^{\text{final}} \) or an entity mention \( h_i^{\text{final}} \) (\( i \geq 1 \)) is as follows:

\[
h_i^{\text{final}} = \text{concat}(h^b_0, h_{\text{graph}}, h_{\text{context}}, h_{\text{size}}) \tag{6}
\]

\[
h_i^{\text{final}} = \text{concat}(h_i^0, h_i^K, h_{\text{size}}) \tag{7}
\]

3.4 Multitask Learning
To utilize the label of entity mentions, we force GCN to predict graph neighbors of the raw span simultaneously. We use feed-forward layers to get logits as follows:

\[
\text{logits}_a = \text{Linear}_a(h_i^{\text{final}}) \tag{8}
\]

\[
\text{logits}_{e_i} = \text{Linear}_e(h_i^{\text{final}}) \tag{9}
\]

Thus, our algorithm contains two losses to minimize, the cross entropy loss \( \mathcal{L}_a \) (\( \mathcal{L}_e \)) of raw span (entity mention) prediction.

\[
\mathcal{L}_a = \text{CE}(\text{logits}_a) \tag{10}
\]

\[
\mathcal{L}_e = \sum_i \text{CE}(\text{logits}_{e_i}) \tag{11}
\]

To balance the two losses, we adopt a multi-task learning framework with a hyperparameter \( \beta \):

\[
\mathcal{L} = \mathcal{L}_a + \beta \mathcal{L}_e \tag{12}
\]

where \( \mathcal{L} \) is the total loss. At the inference stage, we only infer the raw span.

4 Experiments
In this section, we evaluate our method on three common nested NER datasets, including ACE2004, ACE2005, and GENIA.

4.1 Dataset
We use three nested English NER datasets: ACE2004\(^1\), ACE2005\(^2\), and GENIA (Kim et al., 2003). For GENIA, we use GENIAcorpus3.02p3, and follow the train/validation/test split of previous works (Finkel and Manning, 2009; Lu and Roth, 2015) i.e.: (1) split first 81%, subsequent 9%, and last 10% as train, dev and test set, respectively; (2) collapse all DNA, RNA, and protein subtypes into DNA, RNA, and protein, keeping cell line and cell type, and (3) remove other entity types, resulting in 5 entity types. There are statistical results of these datasets in Table 1.

4.2 Baselines
As we use pre-trained LM, we compare our method with methods with similar settings. Besides, we also include the results of models using additional supervision, which are not directly comparable to ours. Our baselines are as follows.

Models without pre-trained LM: HyperGraph (Katiyar and Cardie, 2018) proposes a hypergraph-based model based on LSTMs. Stack-LSTM (Wang et al., 2018) uses a scalable transition-based method to model the nested structure of mentions. Seg-Graph (Wang and Lu, 2018) proposes a segmental hypergraph representation to model overlapping entities. ARN

\(^1\)https://catalog.ldc.upenn.edu/LDC2005T09
\(^2\)https://catalog.ldc.upenn.edu/LDC2006T06
Models with pre-trained LM: Seq2seq (Straková et al., 2019) views the nested NER as a sequence-sequence problem. Path-BERT (Shibuya and Hovy, 2020) treats the tag sequence as the second-best path within the span of their parent entity. ML (Fisher and Vlachos, 2019) proposes a merge and label method. Pyramid (Wang et al., 2020) is a layered model, in which text region embeddings are recursively inputted into stacked flat NER layers. SpERT (Eberts and Ulges, 2020) is an attention model for span-based joint entity and relation extraction. We implement this method with BERT. BENS( (Tan et al., 2020)) is a boundary enhanced span classification model.

Models with additional supervision: BERT-MRC (Li et al., 2020) formulates NER as a machine reading comprehension task. NER-DP (Yu et al., 2020) uses ideas from graph-based dependency parsing to model nested structure. DYGIE (Luan et al., 2019) shares span representations using dynamically constructed span graphs.

4.3 Training Details

For word embeddings, we use 100-dimensional GloVe embeddings trained on 6B tokens \(^3\) for ACE2004/ACE2005, 200-dimensional embeddings trained on biomedical\(^4\) for GENIA. We fix word embeddings during training. We use 30-dimensional char embeddings and Char BiLSTM of 60-dimensional hidden state. The hidden size of Word-Char BiLSTM is 300-dimensional. For size embeddings, we use 25-dimensional vectors.

For pretrained LM, we use BERT-base-cased model (Devlin et al., 2019) \(^5\) for ACE2004 and ACE2005, BioBERT v1.1 (Lee et al., 2020)\(^6\) for GENIA. We fine-tune BERT with optimizer Adam (Kingma and Ba, 2015) with learning rate in \(\{1e-5, 2e-5, 3e-5\}\) and weight regularization \(1e-8\). For other model parameters, we use learning rate in \(\{1e-4, 5e-4, 4e-3\}\). Batch size is in \(\{2, 4, 8\}\) and dropout in \(\{0.1, 0.2, 0.3\}\). For stable convergence, we use linear learning rate scheduler, with maximal number of epoch 50 and warm-up ratio 0.01.

For the graph, we set the largest gram size \(N = 3\) and use BERT-base-cased tokenizer for BPE encoding. The \(n\)-gram weight \(\alpha_n = 0.5k\), where \(k \in \{1, 2, 3\}\). We prune the span-level graph \(G\) with \(\tau = 0.8\) and edges with weight below it are removed. The GCN layer size \(K = 2\) and hidden size is 400. These hyperparameters are selected by ourselves and more detailed analyses are in Appendix A. During training, we sample 100 negative spans randomly. The multi-task coefficient \(\beta = 0.1\). We use DGL\(^7\) to implement GCN. The inference speed and GPU usage are discussed in Appendix B.

We pick the model by the performance in the validation set. We use span-level micro-averaged precision, recall, and F1 on the test set for evaluation. Results are averaged on 3 runs for reproducibility.

4.4 Main Results

In Table 2, our method has significant improvement compared with nested NER models without pre-trained LM and with pre-trained LM. Compared with models without pre-trained LM, our method has at least +6.01, +5.69, +1.50 F1 improvement for ACE2004, ACE2005, and GENIA, which is statistically significant. Compared with methods using pre-trained LM, our method also yields at least +0.85, +0.78 F1 improvement for ACE2004 and ACE2005. Besides, our method has

\(^{3}\)https://nlp.stanford.edu/projects/ \(^{4}\)https://github.com/cambridgeltl/ \(^{5}\)https://nlp.stanford.edu/projects/BioNLP-2016 \(^{6}\)https://github.com/naver/biobert-pretrained \(^{7}\)https://www.dgl.ai

| Table 1: Statistical results of nested NER datasets. | ACE2004 | ACE2005 | GENIA |
|---|---|---|---|
| sentence | # total | 6,198 | 742 | 809 |
| | arg (max) length (words) | 21.4 (120) | 22.1 (84) | 22.0 (91) |
| entity | # total | 22,197 | 2,514 | 3,034 |
| | arg (max) length (words) | 2.5 (57) | 2.6 (35) | 2.5 (43) |
| word | # total | 132,726 | 16,417 | 17,822 |
| | arg (max) length (chars) | 4.4 (67) | 4.4 (18) | 4.5 (58) |

ACE2004, ACE2005, GENIA
### Comparative Results

| Model                              | P   | R   | F1  |
|------------------------------------|-----|-----|-----|
| Char + Word + LM Embeds            | 81.98 | 85.61 | 83.75 |
| + Span-entity Graph                | 83.35 | 85.28 | 84.30(+0.55) |
| + Entity-entity Graph              | 84.60 | 84.68 | 84.64(+0.34) |
| + Multitask Training              | 84.37 | 85.87 | 85.11(+0.47) |

### Ablation Study

In Table 3, we conduct an ablation study on the ACE2005 dataset by adding components to our method step by step. It shows that the span-entity graph is the most effective component (+0.55 F1 score). As the first-order sub-graph in the span-level graph, it provides direct guidance for the prediction of the raw span. Besides, multitask training also improves our method by +0.47 F1 score. As multitask training utilizes the label of graph neighbors, which may contain the ground truth of the raw span.

### Comparative Study

Table 4: Comparison of SpERT and our method on the recall of nested entities on the validation and test sets.

| Model | P   | R   | F1  |
|-------|-----|-----|-----|
| SpERT (w/o graph) | 84.35 | 85.93(+1.60) | 85.31 |
| Ours. (with graph) | 84.65(+0.27) | 86.54(+4.04) |

### Recognition of Different Entities

To analyze the benefits of including span-level graphs for extracting span representations, we take studies on the performance of nested entities, enti-
Figure 4: Case study in ACE2005 validation set. “Graph neighbors” presents the statistics of entity types for each raw span. The inner circle represents first-order neighbors and the outer circle represents the whole 2-hop sub-graph.

| freq. | ACE2004 | ACE2005 |
|-------|---------|---------|
| $\leq$ 0 | 46.3% | 77.7% |
| $\leq$ 1 | 52.1% | 78.4% |
| $\leq$ 2 | 55.1% | 78.9% |
| $\leq$ 3 | 57.0% | 79.0% |
| $\leq$ 4 | 58.5% | 79.2% |
| $\leq+\infty$ | 100.0% | 84.3% |

Table 6: Comparison of SpERT and our method on low-frequency entities on ACE2004 and ACE2005 test sets.

4.7 Case Study

Figure 4 is a case study in ACE2005 validation set to compare our method with SpERT. The original sentence has three entities to recognize. One entity is “The Bradleys”, which is the Bradley fighting vehicle (VEH). However, the baseline SpERT classifies “The Bradleys” as a person (PER) with the misleading context. Our sub-graph links 2 VEH entities and makes the prediction correct. Besides, our method predicts “coaxial machine guns” correctly as a whole entity instead of “machine guns” partially. This attributes to the external guidance of 23 weapon (WEA) entity nodes in the span-level graph.

5 Conclusions

In this work, we enhance the span-based method for nested NER by including retrieval-based span-level graphs. Our method builds the entity-entity graph and the span-entity graph globally based on $n$-gram feature similarity. We use GCN to encode such structured correlations to obtain better span
representation. We include multi-task learning to encode the label information of similar entities in the graph. The experimental results on three commonly used nested NER datasets, i.e. ACE2004, ACE2005 and GENIA, show that our method can improve the F1 score generally and improve recall for entities with low frequency in the training set.
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A Hyper-parameters Analysis

Loss coefficient Multi-task loss coefficient $\beta$ is important for the balance of raw span classification and entity label usage. We set $\beta \in \{0.0, 0.1, 0.2, 0.3, 0.4, 0.5\}$ and test the sensitivity in Fig. 5. The results show that both large and small values of $\beta$ degenerate the performance. The best results are attained when $\beta = 0.1 \sim 0.3$ for ACE2004 and ACE2005, and 0.1 for GENIA. Small $\beta$ won’t train entity representation sufficiently, which the raw span takes attention from. While $\beta$ disables models focusing on span classification.

![Figure 5: The effect of loss balance coefficient $\beta$. We set $\beta \in \{0.0, 0.1, 0.2, 0.3, 0.4, 0.5\}$ for each dataset.](image)

Graph hyper-parameters We explore two graph hyper-parameters edge threshold $\tau$ and GCN layers $K$ in ACE2004/ACE2005. In Fig. 6(a), we set $\tau \in \{0.0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4\}$ and $K$ around 1.0 achieves the best performance. Large edge threshold influences the performance slightly while small $\tau$ degenerates the performance a lot by introducing much noise into the graph.

In Fig. 6(b), we set GCN layers $K \in \{1, 2, 3, 4\}$ and find that 2-layer GCN with 2-hop span-level graph performs better. When $K = 1$, our method degrades to using only a span-entity graph and the
performance decreases a little. Stacking multiple layers of GCNs leads to high complexity in backpropagation, which is not conducive to the training.

Figure 6: The effect of graph hyper-parameters in ACE2004 and ACE2005 datasets. We set edge threshold \( \tau \in \{0.0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4\} \) and GCN layers \( M \in \{1, 2, 3, 4\} \).

B Time and Space Analysis

Inference speed In Fig. 7(a), we compare our method with SpERT at the inference speed, where metrics is the number of words decoded per second. We evaluate at four nested NER test set on GTX 1080 Ti. The batch size is fixed to 4. Our inference speed is around half of SpERT. Although the introduction of the graph module increases the inference time, the cost is acceptable considering the significant recognition improvement.

GPU usage In Fig. 7(b), we compare the GPU memory usage (/MB) of our method and baseline SpERT on ACE2005 test set with batch size in \{2, 4, 8, 16\}. It shows that the graph module only increases the GPU usage for a small part, around 100 ∼ 500 MB. With the increase of batch size, the GPU usage increment also increases.

Figure 7: The inference speed of our method and baseline on the test sets. We evaluate word per second (w/s). The GPU memory usage (/MB) of our method and baseline with different batch size on ACE2005 training set. We use GeForce GTX 1080 Ti as the device.