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Abstract
Online mirror descent (OMD) and dual averaging (DA)—two fundamental algorithms for online convex optimization—are known to have very similar (and sometimes identical) performance guarantees when used with a fixed learning rate. Under dynamic learning rates, however, OMD is provably inferior to DA and suffers a linear regret, even in common settings such as prediction with expert advice. We modify the OMD algorithm through a simple technique that we call stabilization. We give essentially the same abstract regret bound for OMD with stabilization and for DA by modifying the classical OMD convergence analysis in a careful and modular way that allows for straightforward and flexible proofs. Simple corollaries of these bounds show that OMD with stabilization and DA enjoy the same performance guarantees in many applications—even under dynamic learning rates. We also shed light on the similarities between OMD and DA and show simple conditions under which stabilized-OMD and DA generate the same iterates. Finally, we show how to effectively use dual-stabilization with composite cost functions with simple adaptations to both the algorithm and its analysis.
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1. Introduction
Online convex optimization (OCO) lies in the intersection of machine learning, convex optimization and game theory. In OCO, a player is required to make a sequence of online decisions over discrete time steps and each decision incurs a cost given by a convex function which is only revealed to the player after they makes that decision. The goal of the player is to minimize what is known as regret: the difference between the total cost and the cost of the best decision in hindsight. In this setting, algorithms for the player that attain sublinear regret (usually under mild conditions on the problem) with respect to the total number of rounds/decisions $T$ are considered desirable.

Online mirror descent (OMD) and dual averaging (DA) are two important algorithm templates for OCO from which many classical online learning algorithms can be described as...
special cases (see Shalev-Shwartz, 2012 and McMahan, 2017 for some examples). When the total number \( T \) of decisions to be made is known in advance, OMD and DA achieve exactly the same regret bound when using the same constant learning rate (Hazan, 2016). However, when the number of decisions is not known a priori, there is a fundamental difference in the regret guarantees for OMD and DA with a similar adaptive learning rate — while DA can guarantee sublinear regret bound \( O(\sqrt{T}) \) for any \( T > 0 \) (Nesterov, 2009), there are instances on which OMD suffers asymptotically linear \( \Omega(T) \) regret (Orabona and Pál, 2018).

The aim of this paper is to introduce a stabilization technique that bridges the gap between OMD and DA with dynamic learning rates. We begin by giving almost identical abstract regret bounds (depending only on the Bregman divergence between iterates) for stabilized OMD and DA.

We provide simple and clean proofs showing that OMD with stabilization works similarly to DA in the following aspects:

- With the same adaptive learning rate, OMD with stabilization achieves exactly the same regret bound as DA. This mirrors the situation in which the time horizon is known in advance and both OMD and DA use a constant learning rate.

- For the problem of prediction with expert advice, OMD with stabilization matches the best known regret bound (even with the same constant and with a dynamic learning rate), which was originally achieved by DA (see Bubeck, 2011, Section 2.5 and Gerchinovitz, 2011, Proposition 2.1). We show that this regret bound is the best that can be achieved with learning rates of the form \( c/\sqrt{t} \).

- For the problem of prediction with expert advice, we give a concise proof that OMD with stabilization can achieve a first-order regret bound. This means that the regret bound does not depend on \( T \) but rather on the cost of the best expert up to time \( T \), which is no larger. Our analysis matches the best known analysis for DA (Bubeck, 2015; Gerchinovitz, 2011), though it is worse than the best known constant in the literature (Yaroshinsky et al., 2004).

- We formally compare the iterates generated by DA and OMD (with and without stabilization). This sheds light on the reasons why OMD behaves badly with dynamic learning rates. As a corollary of this comparison, we get simple sufficient conditions for the iterates of DA and (dual-)stabilized OMD to match. This mimics the behavior between DA and OMD when the learning rate is fixed.

- For composite functions, we show that a proximal variant of dual-stabilized OMD again achieves exactly the same regret bound as regularized DA (Xiao, 2010).

2. Related work

The concept of mirror descent originates from Nemirovski and Yudin (1983) and renewed interest in OMD began with a modern treatment given by Beck and Teboulle (2003). It then received a lot of attention from the optimization community due to the recent interest in first-order methods for large-scale problems. For example, see the works from Duchi et al. (2010); Allen-Zhu and Orecchia (2016) and for further details and references see the work
OMD and DA: Keeping Pace in the Dynamic Case

of Beck (2017). DA is due to Nesterov (2009) and is motivated by the dissatisfying fact that the convergence of classical subgradient descent methods rely on decaying step sizes which ultimately give less weight to new information. This algorithm was later extended to regularized problems by Xiao (2010). DA is closely related to the follow-the-regularized-leader (FTRL) algorithm (Shalev-Shwartz, 2012). See also the works from Bubeck (2015), Hazan (2016), and McMahan (2017) for complete descriptions and further references. OMD and DA also grew a lot in popularity due to applications in online learning problems (Kakade et al., 2012; Audibert et al., 2014), and the fact that they generalize a wide range of online learning algorithms (Shalev-Shwartz 2012 McMahan 2017). Moreover, OMD and DA have been used to tackle problems in theoretical computer science such as graph sparsification (Allen-Zhu et al., 2015) and the $k$-server problem (Bubeck et al., 2018).

Unifying views of online learning algorithms have been shown to be useful for applications and have drawn recent attention. McMahan (2017) showed how to use adaptive regularization in the FTRL framework to derive many online learning algorithms, and compared the different ways OMD and FTRL deal with composite functions. Joulani et al. (2017) proposed a unified framework to analyze online learning algorithms under wildly different assumptions, extending even to the non-convex case. Juditsky et al. (2019) recently proposed a unified framework called unified mirror descent (UMD) that encompasses OMD and DA as special cases. In spite of these unifying frameworks, the differences between OMD and DA seemed to be overlooked and one might imagine that the algorithms had similar performance in all settings.

Only recently Orabona and Pál (2018) looked more closely at the difference between OMD and DA with time-varying learning rates. They presented counter examples to demonstrate that OMD with a dynamic learning rate could suffer from linear regret even under well-studied settings such as in the experts’ problem, where the algorithm picks points in the simplex and the adversary picks linear functions whose gradients have $\ell_\infty$-norm at most 1. Although this may seem to contradict the well-known $O(\sqrt{T})$ regret bounds for OMD, it does not. These sub-linear bounds hold if the algorithm knows the time-horizon from the start or if the Bregman divergence (with respect to the mirror map) on the feasible set is bounded. However, the Kullback-Leibler divergence is not bounded on the simplex. In this paper we explain this phenomenon and show how the addition of stabilization to OMD fixes this problem.

For the problem of prediction with expert advice, by means of the doubling trick, Cesa-Bianchi et al. (1997) show an algorithm with a sublinear anytime regret bound, meaning a bound that holds at each round of the game. Improved anytime regret bounds were developed by Auer et al. (2002b), with a simplified description of the latter given by Cesa-Bianchi and Lugosi (2006, Section 2.3). Sublinear anytime regret bounds can also be derived from the original work on dual averaging in Nesterov (2009). Regret bounds that depend on the cost of the best expert (known as the first-order regret bound) can be traced back to the work by Cesa-Bianchi et al. (1997). Improved first-order regret bounds were given by Auer et al. (2002b) and the current best known first-order regret bound is from a sophisticated algorithm designed by Yaroshinsky et al. (2004).
3. Formal definitions

We consider the online convex optimization problem with unknown time horizon. For each time step \( t \in \{1, 2, \ldots \} \) the algorithm proposes a point \( x_t \) from a closed convex set \( \mathcal{X} \subseteq \mathbb{R}^n \) and an adversary simultaneously picks a convex cost function \( f_t \) which the algorithm has access to by a first order oracle, that is, for any \( x \in \mathcal{X} \) the algorithm can compute \( f_t(x) \) and a subgradient \( \hat{g} \in \partial f_t(x) := \{ \hat{g} \in \mathbb{R}^n \mid f(z) \geq f(x) + \langle \hat{g}, z - x \rangle \forall z \in \mathcal{X} \} \). We will assume that all cost functions \( f_t \) in this text are subdifferentiable on \( \mathcal{X} \), that is, meaning that the subdifferential \( \partial f_t(x) \) is non-empty for all \( x \in \mathcal{X} \).

The cost of the iteration at time \( t \) is defined as \( f_t(x_t) \). In this setting the goal is to produce a sequence of proposals \( \{x_t\}_{t \geq 1} \) that minimizes the regret against an unknown comparison point \( z \in \mathcal{X} \) that has accrued up until time \( T \):

\[
\text{Regret}(T, z) := \sum_{t=1}^{T} f_t(x_t) - \sum_{t=1}^{T} f_t(z).
\]

In this paper we are interested in the case where the algorithm does not know the time-horizon \( T \) in advance. This implies that our choices of parameters, including learning rates, cannot depend on \( T \).

Often our results and proofs will make use of the dual norm of \( \| \cdot \| \), defined by

\[
\| z \|_* = \sup \{ \langle z, x \rangle \mid x \in \mathbb{R}^n, \| x \| \leq 1 \}.
\]

Both dual averaging and online mirror descent are parameterized by a special convex function \( \Phi \), often referred as a regularizer or a mirror map (for \( \mathcal{D} \) and \( \mathcal{X} \), which among other properties needs\(^2\) to be of Legendre type (Rockafellar, 1970, Chapter 26). Formally, throughout the paper we assume that the function \( \Phi: \mathcal{D} \rightarrow \mathbb{R} \) is a closed convex function such that \( \text{int} \mathcal{D} \cap \text{ri} \mathcal{X} \neq \emptyset \) (where \( \text{ri} \mathcal{X} \) denotes the relative interior of \( \mathcal{X} \)), and whose conjugate is differentiable on \( \mathbb{R}^n \). Moreover, we also suppose that \( \Phi \) is of Legendre type, which means that \( \Phi \) is strictly convex on its entire domain\(^3\), but for the sake of simplicity we assume that \( \Phi \) is strictly convex on its entire domain.

---

1. This holds, for example, if \( f \) is finite and convex on an open superset of \( \mathcal{X} \) (Rockafellar, 1970, Theorem 23.4).
2. One may relax this condition in some cases. Bubeck (2011, § 5.2) discusses in depth the conditions needed on the mirror map.
3. In fact we only need \( \Phi \) to be strictly convex on some convex subsets of the domain (Rockafellar 1970, Chapter 26), but for the sake of simplicity we assume that \( \Phi \) is strictly convex on its entire domain.
Throughout this paper it will be convenient to use the notation
\[\hat{x} := \nabla \Phi(x) \quad \text{and} \quad x := \nabla \Phi^*(\hat{x}) \quad \text{for all letters } x.\] (1)

Essential smoothness ensures not only that \(\Phi\) is differentiable on the interior of its
domain, but also that the slope of \(\Phi\) increases arbitrarily fast near the boundary of its
domain. The latter guarantees, at least intuitively, that the function is increasing near and
in the direction of the boundary of its domain. This property is fundamental for mirror
descent to be well-defined (although not essential for dual averaging) since it ensures that
the Bregman projection onto \(\mathcal{X}\) is attained by a point on \(\mathcal{D}\) where \(\Phi\) is differentiable (we give
more details on this on Section 7), and uniqueness is a consequence of the strict convexity
of \(\Phi\). Some mirror maps we shall look at are classical cases of the OCO literature such
as the negative entropy \(x \in \mathbb{R}_+^n \mapsto \sum_{i=1}^n x_i \ln x_i\) and the squared 2-norm \(\|\cdot\|_2^2\), and details
on the reasons they are mirror maps can be found in the works of Shalev-Shwartz (2012);
Bubeck (2011) and Bubeck (2015) (in particular, Bubeck, 2011, Section 5.2 discusses the
properties of functions of Legendre type and why requiring the conjugate of the mirror map
to be differentiable on the whole space is not necessary for mirror descent to be well-defined
if one restricts the gradient steps in the dual space in some way).

Given a mirror map \(\Phi\), the Bregman divergence with respect to \(\Phi\) is defined as
\[D_\Phi(x, y) := \Phi(x) - \Phi(y) - \langle \nabla \Phi(y), x - y \rangle, \quad \forall x \in \mathcal{D}, \forall y \in \mathcal{D}.\] (2)
Throughout this paper it will be convenient to use the notation
\[D_\Phi(a, c) := D_\Phi(a, c) - D_\Phi(b, c) = \Phi(a) - \Phi(b) - \langle \nabla \Phi(c), a - b \rangle.\] (3)

In the important special case where \(\Phi(x) = \frac{1}{2} \|x\|_2^2\), the Bregman divergence relates to the
Euclidean distance, i.e., \(D_\Phi(x, y) = \frac{1}{2} \|x - y\|_2^2\). When \(\Phi(x) = \sum_{i=1}^n x_i \log x_i\), the Bregman
divergence becomes the generalized Kullback-Leibler (KL) divergence. The projection
operator induced by the Bregman divergence is \(\Pi_\Phi^\circ\) given by \(\Pi_\Phi^\circ(y) := \text{arg min}\{D_\Phi(x, y) \mid x \in \mathcal{X}\}\) for any \(y \in \mathcal{X} \cap \mathcal{D}\).

A general template for optimization in the mirror descent framework is shown in Al-
gorithm 1. The two classical algorithms, online mirror descent and dual averaging, are
incarnations of this, differing only in how the dual variable \(\hat{y}_t\) is updated.

In this work, for a given initial point \(x_1 \in \mathcal{X}\) of the player, we are interested in the case
when \(\sup_{z \in \mathcal{X}} D_\Phi(z, x_1)\) is bounded, which still allows \(\sup_{z \in \mathcal{X}} D_\Phi(z, x)\) to be unbounded.
In fact, in the Euclidean setting (i.e., \(\Phi = \frac{1}{2} \|\cdot\|_2^2\), \(\sup_{z \in \mathcal{X}} D_\Phi(z, x_1)\) is bounded if and only
if the diameter of \(\mathcal{X}\) given by \(\sup_{x, y \in \mathcal{X}} \frac{1}{2} \|x - y\|_2^2\) is also bounded. However, for a general
mirror map \(\Phi\), assuming \(\sup_{z \in \mathcal{X}} D_\Phi(z, x_1)\) is bounded is strictly weaker than assuming
\(\sup_{x, y \in \mathcal{X}} D_\Phi(x, y)\) is bounded. This is the case for the well-known experts problem, where \(\Phi\)
is the negative entropy, \(D_\Phi\) is the KL-divergence, \(\mathcal{X}\) is the unit simplex, and \(x_1 := \frac{1}{n} \vec{1}\), where
\(\vec{1}\) is the vector in \(\mathbb{R}^n\) with entries all set to 1. In this case, we have \(\sup_{z \in \mathcal{X}} D_\Phi(z, x_1) \leq \ln n\)
while \(\sup_{z \in \mathcal{X}} D_\Phi(z, x) = +\infty\).

To conclude, throughout the paper we shall try to stick to the following naming convention:
greek letters will denote scalars, lower-case roman letters will denote vectors, and capital
caligraphic letters shall denote sets. Any deviations from this convention (or the hat notation
as in (1)) are intended to follow other conventions in the literature.
Algorithm 1 Pseudocode for both online mirror descent and dual averaging with adaptive learning rate given by $\eta_t$ on iteration $t$. These methods differ only in how the iterate $\hat{y}_{t+1}$ is updated.

| Input: $x_1 \in \mathcal{X} \cap \mathcal{D}, \eta : \mathbb{N} \to \mathbb{R}_{>0}$. |
|---|
| for $t = 1, 2, \ldots$ do |
| Incur cost $f_t(x_t)$ and receive $\hat{g}_t \in \partial f_t(x_t)$ |
| $\hat{x}_t = \nabla \Phi(x_t)$ |
| **[OMD update]** $\hat{y}_{t+1} = \hat{x}_t - \eta_t \hat{g}_t$ |
| **[DA update]** $\hat{y}_{t+1} = \hat{x}_1 - \eta \sum_{i \leq t} \hat{g}_i$ |
| $y_{t+1} = \nabla \Phi^*(\hat{y}_{t+1})$ |
| $x_{t+1} = \Pi_X(y_{t+1})$ |
| end for |

4. The relationship between OMD and DA

In this section, we present a detailed review of some known properties of OMD and DA. Our goal is to summarize known similarities and differences between the guarantees on the regret for these algorithms in the fixed-time and anytime settings.

4.1 OMD and DA with constant learning rate

When the time horizon $T$ is known in advance, a constant learning rate that depends on $T$ can be adopted in many algorithms for OCO to achieve sublinear regret. In particular, OMD and DA with the same fixed learning rate enjoy exactly the same regret bound.

**Theorem 1 (Nesterov, 2009, Thm. 1, Hazan, 2016, Thm. 5.6)** Suppose that $\Phi$ is $\rho$-strongly convex with respect to a norm $\| \cdot \|$ and pick a constant learning rate $\eta_t := \eta > 0$ for all $t \geq 1$. Let $\{x_t\}_{t \geq 1}$ be the sequence of iterates generated by Algorithm 1. Then for any sequence of convex functions $\{f_t\}_{t \geq 1}$ with $f_t : \mathcal{X} \to \mathbb{R}$ for each $t \geq 1$, the following bound holds for both OMD and DA updates,

$$
\text{Regret}(T, z) \leq \sum_{t=1}^{T} \frac{\eta \|\hat{g}_t\|^2}{2\rho} + \frac{D_{\Phi}(z, x_1)}{\eta},
$$

for any comparison point $z \in \mathcal{X}$.

Interestingly, though OMD and DA with constant learning rate have similar regret bounds, the proofs used to derive these bound tend to be quite different.

4.2 OMD and DA with dynamic learning rate

In the unknown time horizon scenario, a dynamic learning rate with $\eta_t \propto 1/\sqrt{t}$ is usually adopted in the literature of online learning (Beck and Teboulle, 2003; Zinkevich, 2003). Moreover, when the Bregman divergence (with respect to $\Phi$) on the domain $\mathcal{X}$ is bounded, both OMD and DA with learning rate $\eta_t \propto 1/\sqrt{t}$ can achieve $O(\sqrt{T})$ regret bounds (with differing constants). However, when the Bregman divergence on $\mathcal{X}$ is unbounded, OMD is provably worse than DA as the next theorem shows.
Theorem 2 (Linear regret for OMD, Orabona and Pál, 2018, Thm. 3) Set \( \eta_t := 1/\sqrt{t} \) for each \( t \geq 1 \). Let \( \{x_t\}_{t \geq 1} \) denote the sequence of iterates generated by Algorithm 1 with OMD update. There exists a sequence of convex 1-Lipschitz continuous functions \( \{f_t\}_{t=1}^T \) and an initial point \( x_1 \in \mathcal{X} \) such that

\[
D_\Phi(z, x_1) \text{ is bounded and } \text{Regret}(T, z) = \Omega(T).
\]

In contrast, Algorithm 1 with the DA update can always guarantee sublinear regret bound \( O(\sqrt{T}) \) using a similar learning rates (which differ only by constants).

Moreover, folklore examples show that for offline 1-dimensional gradient descent (i.e., mirror descent with Euclidean regularization), a learning rate of either \( o(1/\sqrt{t}) \) or \( \omega(1/\sqrt{t}) \) cannot achieve regret \( O(\sqrt{T}) \) for all \( t > 0 \). Therefore OMD with learning rates of the form \( t^{-\alpha} \) with \( \alpha > 0 \) may not have optimal regret guarantees when the Bregman divergence on \( \mathcal{X} \) is unbounded. A natural question is if we can improve OMD to make it provably work with dynamic learning rates. In the next section we provide a fix for adaptive OMD through stabilization and later we show its connection to adaptive DA.

5. Stabilized OMD

As shown in Theorem 2, Orabona and Pál (2018) proved that OMD with the standard dynamic learning rate \( (\eta_t \propto 1/\sqrt{t}) \) can incur regret linear in \( T \) when the feasible set \( \mathcal{X} \) is unbounded Bregman divergence, that is, \( \sup_{x, z \in \mathcal{X}} D_\Phi(z, x) = \infty \). We introduce a stabilization technique that resolves this problem, allowing OMD to support a dynamic learning rate and perform similarly to DA even when the Bregman divergence on \( \mathcal{X} \) is unbounded.

The intuition for the idea is as follows. Suppose \( Z \subseteq \mathcal{X} \) is a set of comparison points with respect to which we wish our algorithm to have low regret. Usually, we assume \( \sup_{z \in Z} D_\Phi(z, x_1) \) is bounded, that is, the initial point is not too far (with respect to the Bregman divergence) from any comparison point. Since \( \sup_{z \in Z} D_\Phi(z, x_1) \) is bounded (but not necessarily \( \sup_{z \in Z, x \in \mathcal{X}} D_\Phi(z, x) \)), the point \( x_1 \) is the only point in \( \mathcal{X} \) that is known to be somewhat close (w.r.t. the Bregman divergence) to all the other points in \( \mathcal{X} \). Thus, iterates computed by the algorithm should remain reasonably close to \( x_1 \) so that no other point \( z \in Z \) is too far from the iterates. If there were such a point \( z \), an adversary could later chose functions so that picking \( z \) in every round would incur low loss. At the same time, OMD would take many iterations to converge to \( z \) since consecutive OMD iterates tend to be close w.r.t. the Bregman divergence. That is, the algorithm would have high regret against \( z \). To prevent this, the stabilization technique modifies each iterate \( x_t \) to mix in a small fraction of \( x_1 \). This idea is not entirely new: it appears, for example, in the original Exp3 algorithm (Auer et al., 2002a), although for different reasons.

There are two ways to realize the stabilization idea.

- **Primal Stabilization.** Replace \( x_t \) with a convex combination of \( x_t \) and \( x_1 \).

- **Dual Stabilization.** Replace \( \hat{y}_t \) with a convex combination of \( \hat{y}_t \) and \( \hat{x}_1 \) (Recall from Algorithm 1 that \( \hat{y}_t \) is the dual iterate computed by taking a gradient step). An illustration for dual stabilization is shown in Figure 1.
Algorithm 2: Dual-stabilized OMD (DS-OMD). The parameters $\gamma_t$ control the amount of stabilization.

**Input:** $x_1 \in \mathcal{X} \cap \mathcal{D}, \eta : \mathbb{N} \rightarrow \mathbb{R}^+, \gamma : \mathbb{N} \rightarrow (0, 1)]$

**for** $t = 1, 2, \ldots$ **do**

- Incur cost $f_t(x_t)$ and receive $\hat{g}_t \in \partial f_t(x_t)$
- $\hat{x}_t = \nabla \Phi(x_t)$  
    ▷ map primal iterate to dual space
- $\hat{w}_{t+1} = \hat{x}_t - \eta_t \hat{g}_t$  
    ▷ gradient step in dual space (5)
- $\hat{y}_{t+1} = \gamma_t \hat{w}_{t+1} + (1 - \gamma_t) \hat{x}_1$  
    ▷ stabilization in dual space (6)
- $y_{t+1} = \nabla \Phi^*(\hat{y}_{t+1})$  
    ▷ map dual iterate to primal space
- $x_{t+1} = \Pi^\Phi_{\mathcal{X}}(y_{t+1})$  
    ▷ project onto feasible region (7)

**end for**

After early versions of the paper were available, we were informed that ideas similar to primal stabilization had appeared in the Robust Optimistic Mirror Descent algorithm (Kangarshahi et al., 2018) and in the Twisted Mirror Descent (TMD) algorithm (György and Szepesvári, 2016). The setting of the former is different since they perform optimistic steps and their results are somewhat weaker in terms of constant factors and since they cannot handle Bregman projections. In the latter case, TMD is a meta-algorithm that has primal stabilization as a special case. But the authors only use primal stabilization for the experts’ problem (György and Szepesvári, 2016, Example 6). In our work we extend the idea of primal stabilization for cases beyond the setting of prediction with expert advice.

### 5.1 Dual-stabilized OMD

Algorithm 2 gives pseudocode showing our modification of OMD to incorporate dual stabilization. Theorem 3 analyzes it without assuming strong convexity of $\Phi$.
Theorem 3 (Regret bound for dual-stabilized OMD) Assume we have $\eta_t \geq \eta_{t+1} > 0$ for each $t > 1$. Define $\gamma_t = \eta_{t+1}/\eta_t \in (0, 1]$ for all $t \geq 1$. Let $\{f_t\}_{t \geq 1}$ be a sequence of convex functions with $f_t : X \to \mathbb{R}$ for each $t \geq 1$. Let $\{x_t\}_{t \geq 1}$ and $\{\hat{w}_t\}_{t \geq 2}$ be as in Algorithm 2. Then, for all $T > 0$ and $z \in X$,

$$\text{Regret}(T, z) \leq \sum_{t=1}^{T} \frac{D_{\Phi}(x_{t+1}, w_{t+1})}{\eta_t} + \frac{D_{\Phi}(z, x_1)}{\eta T + 1}. \quad (8)$$

Note that strong convexity of $\Phi$ is not assumed. As we will see in Section 6.1, the term $D_{\Phi}(x_{t+1}, w_{t+1})$ can be easily bounded by the dual norm of $\hat{g}_t$ when the mirror map is strongly convex. This yields sublinear regret for $\eta_t \propto 1/\sqrt{t}$, which is not the case for OMD when $\sup_{z \in Z} D_{\Phi}(z, x) = +\infty$, where $Z \subseteq X$ is a fixed set of comparison points.

**Proof** [of Theorem 3]

Let $z \in X$. The first step is the same as in the standard OMD proof.

$$f_t(x_t) - f_t(z) \leq \langle \hat{g}_t, x_t - z \rangle \quad \text{(subgradient ineq.)}$$

$$= \frac{1}{\eta_t} \langle \hat{x}_t - \hat{w}_{t+1}, x_t - z \rangle \quad \text{(by (5))}$$

$$= \frac{1}{\eta_t} \left( D_{\Phi}(x_t, w_{t+1}) - D_{\Phi}(z, w_{t+1}) + D_{\Phi}(z, x_t) \right) \quad \text{(by Prop. 38). (9)}$$

The next step exhibits the main point of stabilization. Without stabilization we would have $x_{t+1} = \Pi^\Phi_X(w_{t+1})$ and $D_{\Phi}(z, w_{t+1}) \geq D_{\Phi}(z, x_{t+1}) + D_{\Phi}(x_{t+1}, w_{t+1})$ by Proposition 40, so (9) would lead to a telescoping sum involving $D_{\Phi}(z, \cdot)$ if the learning rate were fixed. With a dynamic learning rate the analysis is trickier: we need a claim that leads to telescoping terms by relating $D_{\Phi}(z, w_{t+1})$ to $D_{\Phi}(z, x_{t+1})$.

**Claim 4** Assume that $\gamma_t = \eta_{t+1}/\eta_t \in (0, 1]$. Then

$$D_{\Phi}(z, w_{t+1}) \leq \frac{D_{\Phi}(x_{t+1}, w_{t+1})}{\eta_t} + \left( \frac{1}{\eta_{t+1}} - \frac{1}{\eta_t} \right) D_{\Phi}(z, x_1) + \frac{D_{\Phi}(z, x_t)}{\eta_t} - \frac{D_{\Phi}(z, x_{t+1})}{\eta_{t+1}}. \quad (10)$$

**Proof** First we derive the inequality

$$\gamma_t (D_{\Phi}(z, w_{t+1}) - D_{\Phi}(x_{t+1}, w_{t+1})) + (1 - \gamma_t) D_{\Phi}(z, x_1)$$

$$\geq \gamma_t D_{\Phi}(x_{t+1}, w_{t+1}) + (1 - \gamma_t) D_{\Phi}(x_{t+1}, x_1) \quad \text{(since } D_{\Phi}(x_{t+1}, x_1) \geq 0 \text{ and } \gamma_t \leq 1)$$

$$= D_{\Phi}(x_{t+1}, \hat{y}_{t+1}) \quad \text{(by Proposition 39 and (6))}$$

$$\geq D_{\Phi}(z, x_{t+1}) \quad \text{(by Proposition 40 and (7))}.$$

Rearranging and using $\gamma_t > 0$ yields

$$D_{\Phi}(z, w_{t+1}) \geq D_{\Phi}(x_{t+1}, w_{t+1}) - \left( \frac{1}{\gamma_t} - 1 \right) D_{\Phi}(z, x_1) + \frac{1}{\gamma_t} D_{\Phi}(z, x_{t+1}). \quad (10)$$
Plugging this into (9) yields

\[
(9) = \frac{1}{\eta_t} \left( D\Phi(x_t, w_{t+1}) - D\Phi(z, w_{t+1}) + D\Phi(z, x_t) \right)
\]

\[
\leq \frac{1}{\eta_t} \left( D\Phi(x_t, w_{t+1}) - D\Phi(x_{t+1}, w_{t+1}) + \left( \frac{1}{\gamma_t} - 1 \right) D\Phi(z, x_1) - \frac{1}{\gamma_t} D\Phi(z, x_t+1) + D\Phi(z, x_t) \right). \tag{by (10)}
\]

The claim follows by the definition of $\gamma_t$.

The final step is very similar to the standard OMD proof. Summing (9) over $t$ and using Claim 4 leads to the desired telescoping sum.

\[
\sum_{t=1}^{T} \left( f_t(x_t) - f_t(z) \right)
\]

\[
\leq \sum_{t=1}^{T} \left( \frac{D\Phi(x_{t+1}; w_{t+1})}{\eta_t} + \left( \frac{1}{\eta_t+1} - \frac{1}{\eta_t} \right) D\Phi(z, x_1) + \frac{D\Phi(z, x_t)}{\eta_t} - \frac{D\Phi(z, x_{t+1})}{\eta_{t+1}} \right)
\]

\[
\leq \sum_{t=1}^{T} \frac{D\Phi(x_{t+1}; w_{t+1})}{\eta_t} + \left( \frac{1}{\eta_1} + \sum_{t=1}^{T} \left( \frac{1}{\eta_{t+1}} - \frac{1}{\eta_t} \right) \right) D\Phi(z, x_1)
\]

\[
= \sum_{t=1}^{T} \frac{D\Phi(x_{t+1}; w_{t+1})}{\eta_t} + \frac{D\Phi(z, x_1)}{\eta_{T+1}}.
\]

5.2 Primal-stabilized OMD

Algorithm 3 gives pseudocode showing our modification of OMD to incorporate primal stabilization. Interestingly, as we shall see in the next theorem, we need convexity of $D\Phi(z, \cdot)$ for $z \in \mathcal{X}$ to get interesting bounds on the regret when using primal stabilization.
Algorithm 3 Online mirror descent with primal stabilization.

\begin{algorithm}
\begin{algorithmic}
\State \textbf{Input:} $x_1 \in \mathcal{X} \cap \mathcal{D}$, $\eta : \mathbb{N} \to \mathbb{R}$, $\gamma : \mathbb{N} \to \mathbb{R}$.
\For{$t = 1, 2, \ldots$}
\State Incur cost $f_t(x_t)$ and receive $\hat{g}_t \in \partial f_t(x_t)$
\State $\hat{x}_t = \nabla \Phi(x_t)$ \Comment{map primal iterate to dual space}
\State $\hat{w}_{t+1} = \hat{x}_t - \eta \hat{g}_t$ \Comment{gradient step in dual space}
\State $w_{t+1} = \nabla^* \Phi(\hat{w}_{t+1})$ \Comment{map dual iterate to primal space}
\State $y_{t+1} = \Pi_{\mathcal{X}}(w_{t+1})$ \Comment{project onto feasible region}
\State $x_{t+1} = \gamma_t y_{t+1} + (1 - \gamma_t) x_1$ \Comment{stabilization in primal space}
\EndFor
\end{algorithmic}
\end{algorithm}

\begin{theorem}[Regret bound for primal-stabilized OMD] \label{thm:regret_bound}
Assume $\eta_t \geq \eta_{t+1} > 0$ for each $t > 1$. Define $\gamma_t = \eta_{t+1}/\eta_t \in (0, 1]$ for all $t \geq 1$. Let $\{x_t\}_{t \geq 1}$ be the sequence of iterates generated by Algorithm 3. Furthermore, assume that

\begin{equation} \label{eq:convexity}
\text{for all } z \in \mathcal{X}, \text{ the map } x \mapsto D_\Phi(z, x) \text{ is convex on } \mathcal{X}.
\end{equation}

Then for any sequence of convex functions $\{f_t\}_{t \geq 1}$ with each $f_t : \mathcal{X} \to \mathbb{R}$,

\begin{equation} \label{eq:regret_bound}
\text{Regret}(T, z) \leq \sum_{t=1}^{T} \frac{D_\Phi(x_t; w_{t+1})}{\eta_t} + \frac{D_\Phi(z, x_1)}{\eta_{T+1}} \quad \forall T > 0.
\end{equation}

\end{theorem}

\begin{proof} \text{[of Theorem \ref{thm:regret_bound}]} \end{proof}

Now instead of Claim 4 we use the next claim, which is similar to Claim 4 but replaces $D_\Phi(x_{t+1}; w_{t+1})$ with $D_\Phi(x_t; w_{t+1})$.

\begin{claim} \label{claim:6}
Assume that $\gamma_t = \eta_{t+1}/\eta_t \in (0, 1]$. Then

\begin{equation} \label{eq:claim6}
(9) \quad \leq \frac{D_\Phi(x_t; w_{t+1})}{\eta_t} + \left( \frac{1}{\eta_{t+1}} - \frac{1}{\eta_t} \right) D_\Phi(z, x_1) + \frac{D_\Phi(z, x_t)}{\eta_t} - \frac{D_\Phi(z, x_{t+1})}{\eta_{t+1}}.
\end{equation}

\end{claim}

\begin{proof} \text{[of Claim \ref{claim:6}]} \end{proof}
Rearranging and using $\gamma_t > 0$ yields

$$D_\Phi(z, w_{t+1}) \geq D_\Phi(y_{t+1}, w_{t+1}) - \left(\frac{1}{\gamma_t} - 1\right)D_\Phi(z, x_1) + \frac{1}{\gamma_t}D_\Phi(z, x_{t+1}). \tag{17}$$

Plugging this into (9) yields

$$(9) = \frac{1}{\eta_t}\left(D_\Phi(x_t, w_{t+1}) - D_\Phi(z, w_{t+1}) + D_\Phi(z, x_t)\right)
\leq \frac{1}{\eta_t}\left(D_\Phi(x_t, w_{t+1}) - D_\Phi(y_{t+1}, w_{t+1}) + \left(\frac{1}{\gamma_t} - 1\right)D_\Phi(z, x_1) - \frac{1}{\gamma_t}D_\Phi(z, x_{t+1}) + D_\Phi(z, x_t)\right). \quad \text{(by (17))}$$

The claim follows by the definition of $\gamma_t$.

The final step is very similar to the proof of Theorem 3. The only difference is that we are using Claim 6 instead of Claim 4 and we replace $D_\Phi(x_t; x_{t+1}; w_{t+1})$ with $D_\Phi(x_t; y_{t+1}; w_{t+1})$.

Formally, summing (9) over $t$ and using Claim 6 leads to the desired telescoping sum, that is,

$$\sum_{t=1}^{T} \left(f_t(x_t) - f_t(z)\right) \leq \sum_{t=1}^{T} \left(\frac{D_\Phi(x_t; y_{t+1}; w_{t+1})}{\eta_t} + \left(\frac{1}{\eta_{t+1}} - \frac{1}{\eta_t}\right)D_\Phi(z, x_1) + \frac{D_\Phi(z, x_t)}{\eta_t} - \frac{D_\Phi(z, x_{t+1})}{\eta_{t+1}}\right)
\leq \sum_{t=1}^{T} \frac{D_\Phi(x_t; y_{t+1}; w_{t+1})}{\eta_t} + \left(\frac{1}{\eta_t} + \sum_{t=1}^{T} \left(\frac{1}{\eta_{t+1}} - \frac{1}{\eta_t}\right)\right)D_\Phi(z, x_1)
= \sum_{t=1}^{T} \frac{D_\Phi(x_t; y_{t+1}; w_{t+1})}{\eta_t} + \frac{D_\Phi(z, x_1)}{\eta_{T+1}}. \quad \blacksquare$$

5.3 Dual averaging

In this section, we show that Nesterov’s dual averaging algorithm can be obtained from a small modification to dual-stabilized online mirror descent. Furthermore our proof of Theorem 3 can be adapted to analyze DA.

The main difference between DS-OMD and dual averaging is in the gradient step, as we now explain. In iteration $t$ of DS-OMD, the gradient step in (5) is taken from $\hat{x}_t$, the dual counterpart of the iterate $x_t$:

$$\text{DS-OMD gradient step: } \hat{w}_{t+1} = \hat{x}_t - \eta_t\hat{g}_t.$$
Suppose that the algorithm is modified so that the gradient step is taken from \( \hat{y}_t \), the dual point from iteration \( t \) before projection onto the feasible region. (Here \( \hat{y}_1 \) is defined to be \( \hat{x}_1 \).) The resulting gradient step is:

\[
\text{Lazy gradient step: } \hat{w}_{t+1} = \hat{y}_t - \eta_t \hat{g}_t.
\] (18)

As before, we set

\[
\hat{y}_{t+1} = \gamma_t \hat{w}_{t+1} + (1 - \gamma_t) \hat{x}_1
\] (19)

where \( \gamma_t = \eta_{t+1}/\eta_t \). Then a simple inductive proof yields the following claim.

**Claim 7** \( \hat{w}_t = \hat{x}_1 - \eta_{t-1} \sum_{i \leq t} \hat{g}_i \) and \( \hat{y}_t = \hat{x}_1 - \eta_t \sum_{i \leq t} \hat{g}_i \) for all \( t > 1 \).

Thus, the algorithm with the lazy gradient step can be written as in Algorithm 4. This is equivalent to Algorithm 1 with the DA update, except that \( \eta_t \) in Algorithm 1 corresponds to \( \eta_{t+1} \) in Algorithm 4. In the next theorem we analyze DA with similar techniques to the ones used in Theorems 3 and 5.

### Algorithm 4 Dual averaging with learning rate re-indexed as \( \eta_2, \eta_3, \ldots \)

**Input:** \( x_1 \in \mathcal{X} \cap \mathcal{D}, \eta : \mathbb{N} \to \mathbb{R}_+, \gamma : \mathbb{N} \to (0, 1] \)

\( \hat{y}_1 = \nabla \Phi(x_1) \)

for \( t = 1, 2, \ldots \) do

- Incur cost \( f_t(x_t) \) and receive \( \hat{g}_t \in \partial f_t(x_t) \)
- \( \hat{y}_{t+1} = \hat{x}_1 - \eta_{t+1} \sum_{i \leq t} \hat{g}_i \) \( \triangleright \) dual averaging update
- \( y_{t+1} = \nabla \Phi^*(\hat{y}_{t+1}) \) \( \triangleright \) map dual iterate to primal space
- \( x_{t+1} = \Pi_{\mathcal{X}}(y_{t+1}) \) \( \triangleright \) project onto feasible region

end for

### Theorem 8 (Regret bound for dual averaging)

Assume we have \( \eta_t \geq \eta_{t+1} > 0 \) for each \( t > 1 \). Let \( \{x_t\}_{t \geq 1} \) be the sequence of iterates generated by Algorithm 4. Then for any sequence of convex functions \( \{f_t\}_{t \geq 1} \) with each \( f_t : \mathcal{X} \to \mathbb{R}_+ \),

\[
\text{Regret}(T, z) \leq \sum_{t=1}^{T} \frac{D_\Phi(x_t; \nabla \Phi^*(\hat{x}_t - \eta_t \hat{g}_t))}{\eta_t} + \frac{D_\Phi(z, x_1)}{\eta_{T+1}} \quad \forall T > 0. \tag{20}
\]

**Proof** [of Theorem 8]

Let \( z \in \mathcal{X} \). The first step is very similar to the proof of Theorem 3.

\[
f_t(x_t) - f_t(z) \leq \langle \hat{g}_t, x_t - z \rangle \quad \text{(subgradient ineq.)}
\]

\[
= \frac{1}{\eta_t} \langle \hat{y}_t - \hat{w}_{t+1}, x_t - z \rangle \quad \text{(by (18))}
\]

\[
= \frac{1}{\eta_t} \left( D_\Phi(x_t, w_{t+1}) - D_\Phi(z, w_{t+1}) + D_\Phi(z, y_t) \right). \tag{21}
\]

where in the last equation we have used Proposition 37 instead of Proposition 38.
As in the proof of Theorem 3, the next step is to relate $D_\Phi(z, w_{t+1})$ to $D_\Phi(z, y_{t+1})$ so that (21) can be bounded using a telescoping sum. The following claim is similar to Claim 4.

**Claim 9** Assume that $\gamma_t = \eta_{t+1}/\eta_t \in (0, 1]$. Then

$$
(21) \leq \frac{D_\Phi(x_{t+1}; w_{t+1})}{\eta_t} + \left( \frac{1}{\eta_{t+1}} - \frac{1}{\eta_t} \right) D_\Phi(z, x_1) + \frac{D_\Phi(z; y_t)}{\eta_t} - \frac{D_\Phi(z; y_{t+1})}{\eta_{t+1}}.
$$

**Proof** The first two steps are identical to the proof of Claim 4

$$
\gamma_t (D_\Phi(z, w_{t+1}) - D_\Phi(x_{t+1}, w_{t+1})) + (1 - \gamma_t) D_\Phi(z, x_1) \\
\geq \gamma_t D_\Phi(z_{x_{t+1}}; w_{t+1}) + (1 - \gamma_t) D_\Phi(z_{x_{t+1}}; x_1) \quad \text{(since $D_\Phi(x_{t+1}, x_1) \geq 0$ and $\gamma_t \leq 1$)} \\
= D_\Phi(z_{x_{t+1}}; y_{t+1}) \quad \text{(by Proposition 39 and (19))}.
$$

Rearranging and using $\gamma_t > 0$ yields

$$
D_\Phi(z, w_{t+1}) \geq D_\Phi(x_{t+1}, w_{t+1}) - \left( \frac{1}{\gamma_t} - 1 \right) D_\Phi(z, x_1) + \frac{D_\Phi(z_{x_{t+1}}; y_{t+1})}{\gamma_t}. \quad (22)
$$

Plugging this into (21) yields

$$
(21) = \frac{1}{\eta_t} \left( D_\Phi(x_{t}, w_{t+1}) - D_\Phi(z, w_{t+1}) + D_\Phi(z_{x_{t}}; y_t) \right) \\
\leq \frac{1}{\eta_t} \left( D_\Phi(x_{t}, w_{t+1}) - D_\Phi(x_{t+1}, w_{t+1}) + \\
\left( \frac{1}{\gamma_t} - 1 \right) D_\Phi(z, x_1) - \frac{D_\Phi(z_{x_{t+1}}; y_{t+1})}{\gamma_t} + D_\Phi(z_{x_{t}}; y_t) \right), \quad \text{by (22)}.
$$

The claim follows by the definition of $\gamma_t$. \(\blacksquare\)

Again the final step is very similar to the proof of Theorem 3. Summing (21) over $t$ and using Claim 9 leads to the desired telescoping sum.
where for the second inequality we have also used that $D_{\Phi}(\frac{z}{x_1}; y_1) = D_{\Phi}(z, x_1)$ since $x_1 = y_1$. Thus, the above shows that

$$\text{Regret}(T, z) \leq \sum_{t=1}^{T} \frac{D_{\Phi}(\frac{x_t}{x_{t+1}}; w_{t+1})}{\eta_t} + \frac{D_{\Phi}(z, x_1)}{\eta_{T+1}} \quad \forall T > 0. \quad (23)$$

Notice that (23) is syntactically identical to (8); the only difference is the definition of $w_{t+1}$ in these two settings. However, in this section the definition of $x_t$ has not yet been used! Doing so will provide an upper bound on (23), which is the conclusion of this theorem. To control $D_{\Phi}(\frac{x_t}{x_{t+1}}; w_{t+1})$, we will apply Proposition 41 as follows. Taking $p = y_t$, $\pi = x_t = \Pi_{X}^{\Phi}(y_t)$, $v = x_{t+1}$ and $\hat{q} = \eta_t g_t$, we obtain

$$D_{\Phi}(\frac{x_t}{x_{t+1}}; w_{t+1}) = -D_{\Phi}(\frac{v}{\pi}; \nabla \Phi^*(\hat{p} - \hat{q})) \quad \text{(since } \hat{w}_{t+1} = \hat{y}_t - \eta_t \hat{g}_t = \hat{p} - \hat{q})$$

$$\leq -D_{\Phi}(\frac{v}{\pi}; \nabla \Phi^*(\hat{p} - \hat{q})) \quad \text{(by Proposition 41)}$$

$$= D_{\Phi}(\frac{x_t}{x_{t+1}}; \nabla \Phi^*(x_t - \eta_t \hat{g}_t)).$$

Plugging this into (23) completes the proof. \hfill \blacksquare

5.4 Remarks

Interestingly, the doubling trick (Shalev-Shwartz, 2012) on OMD can be viewed as an incarnation of stabilization. To see this, set $\eta_t := \frac{1}{\sqrt{2}^{\frac{\log t}{\log 2}}}$ and $\gamma_t := 1_{t \text{ is a power of } 2}$. Then, for each dyadic interval of length $2^t$, the first iterate is $x_1$ and a fixed learning rate $1/\sqrt{2}^t$ is used. Thus, with these parameters, Algorithm 2 reduces to the doubling trick.

One should note that in Theorem 3 the stabilization parameter $\gamma_t$ used in round $t \geq 1$ depends on the learning rates $\eta_t$ and $\eta_{t+1}$, the latter of which is used in the next round. So the learning rate $\eta_{t+1}$ must be known in iteration $t$ in order to calculate $\gamma_t$ appropriately. This subtlety will arise, for example, when we derive first-order regret bounds in Section 6.2.2 — here the learning rate is based on the subgradients of the past functions, not just on the iteration number. Reindexing the learning rates could fix the problem, but then the proof of Theorem 3 would look syntactically odd. Although this dependence on the future may seem unnatural, in Section 7 we shall see that under some mild conditions, stabilized OMD coincides exactly with DA with dynamic learning rates after reindexing. This matches the behavior observed between OMD and DA when the learning rates are fixed. In this sense, stabilization may seem as a natural way to fix OMD for dynamic learning rates.

6. Applications

In this section we show that stabilized-OMD and DA enjoy the same regret bounds in several applications that involve a dynamic learning rate.
6.1 Strongly-convex mirror maps

We now analyze the algorithms of the previous section in the scenario that the mirror maps are strongly convex. Let $\eta_t, \gamma_t, f_t$ be as in the previous section. The next result is a corollary of Theorems 3, 5, and 8.

**Corollary 10 (Regret bound for stabilized OMD and DA)** Suppose that the mirror map $\Phi$ is $\rho$-strongly convex on $X$ with respect to a norm $\|\cdot\|$. Let $\{x_t\}_{t \geq 1}$ be the iterates produced by one of Algorithms 2, 3, or 4 (for Algorithm 3, the additional assumption (15) is required). Then, for all $T > 0$ and $z \in X$,

$$\text{Regret}(T, z) \leq \sum_{t=1}^{T} \eta_t \|\hat{g}_t\|^2_2 + \frac{D_\Phi(z, x_1)}{\eta_{T+1}}.$$  

This is identical to the bound for dual averaging in Nesterov (2009, Eq. 2.15) (taking his $\lambda_i := 1$ and his $\beta_i := 1/\eta_i$). The proof is based on the following simple proposition, which bounds the Bregman divergence when $\Phi$ is strongly convex (Bubeck, 2015, pp. 300).

**Proposition 11** Suppose $\Phi$ is $\rho$-strongly convex on $X$ with respect to $\|\cdot\|$. For any $x, x' \in X$ and $\hat{q} \in \mathbb{R}^n$,

$$D_\Phi(x' ; \nabla \Phi^*(\hat{x} - \hat{q})) \leq \|\hat{q}\|_2^2 / 2\rho.$$  

**Proof** First we apply Proposition 38 with $a = x$, $b = x'$ and $d = \nabla \Phi^*(\hat{x} - \hat{q})$ to obtain

$$D_\Phi(x' ; d) = \langle \hat{x} - \hat{d}, x - x' \rangle - D_\Phi(x', x)$$

$$= \langle \hat{q}, x - x' \rangle - D_\Phi(x', x) \quad (\text{since } \hat{d} = \hat{x} - \hat{q})$$

$$\leq \|\hat{q}\|_2 \|x - x'\| - \frac{\rho}{2} \|x - x'\|^2 \quad (\text{by the def. of dual norm and Prop. 35})$$

$$\leq \|\hat{q}\|_2^2 / 2\rho \quad (\text{by Fact 27}).$$  

Now the proof of Corollary 10 is a simple application of the above proposition to the abstract regret bounds we have for each algorithm.

**Proof** [of Corollary 10] The regret bounds proven by Theorems 3, 5 and 8 all involve a summation with terms of a similar form.

Theorem 3: $D_\Phi(x_{t+1} ; w_{t+1})$

Theorem 5: $D_\Phi(x_{t+1} ; w_{t+1})$

Theorem 8: $D_\Phi(x_{t+1} ; \nabla \Phi^*(\hat{x}_t - \eta_t \hat{g}_t))$

We may bound all three using Proposition 11. In all three cases we have $x_t, x_{t+1} \in X$. In Theorem 5 we additionally have $y_{t+1} \in X$. For Theorems 3 and 5 we have $w_{t+1} = \nabla \Phi^*(\hat{x}_t - \eta_t \hat{g}_t)$ by (5) and (11). Therefore all of these terms may be bounded using Proposition 11 with $x = x_t$ and $\hat{q} = \eta_t \hat{g}_t$, yielding the claimed bound.
6.2 Prediction with expert advice

Next consider the setting of prediction with expert advice. In this setting \( X \) is the simplex \( \Delta_n \subset \mathbb{R}^n \), the mirror map is \( \Phi(x) := \sum_{i=1}^n x_i \log x_i \) for all \( x \in \mathcal{D} := \mathbb{R}_{\geq 0}^n \) (taking \( 0 \ln 0 = 0 \)). Note that on \( X \) the mirror map \( \Phi \) is the negative of the entropy function. The gradient of the mirror map and its conjugate are

\[
\nabla \Phi(x)_i = \ln(x_i) + 1 \quad \text{and} \quad \nabla \Phi^*(\hat{x})_i = e^{\hat{x}_i} - 1, \quad \forall x \in \mathcal{D}, \forall \hat{x} \in \mathbb{R}^n.
\]

(24)

For any two points \( a \in \bar{\mathcal{D}} \) and \( b \in \mathcal{D} \), an easy calculation shows that \( D_{\Phi}(a,b) \) is the generalized KL-divergence

\[
D_{\text{KL}}(a,b) = \sum_{i=1}^n a_i \ln(a_i/b_i) - \|a\|_1 + \|b\|_1.
\]

Note that the KL-divergence is convex in its second argument for any \( b \in \mathcal{D} = \mathbb{R}_{>0}^n \) since the functions \( -\ln(\cdot) \) and absolute value are both convex. This means that all the abstract regret bounds from Section 5 hold in this setting. Using them we will derive regret bounds for this setting with a little extra-work. As an intermediate step, we will derive bounds that use the following function:

\[
\Lambda(a,b) := D_{\text{KL}}(a,b) + \|a\|_1 - \|b\|_1 + \ln \|b\|_1 = \sum_{i=1}^n a_i \ln(a_i/b_i) + \ln \|b\|_1,
\]

which is a standard tool in the analysis of algorithms for the experts’ problem. For examples, see de Rooij et al. (2014, §2.1) and Cesa-Bianchi et al. (2007, Lemma 4).

The next result is a corollary of Theorems 3, 5, and 8.

**Corollary 12** Assume we have \( \eta_t \geq \eta_{t+1} > 0 \) for each \( t > 1 \). Define \( \gamma_t := \eta_{t+1}/\eta_t \in (0,1] \) for all \( t \geq 1 \). Let \( x_1 := \frac{1}{n} \mathbf{1} \) be the uniform distribution and \( \{x_t\}_{t \geq 2} \) be the iterates produced by one of Algorithms 2, 3, or 4 in the setting of prediction with expert advice. Then, for all \( T > 0 \) and \( z \in X \),

\[
\text{Regret}(T,z) \leq \sum_{t=1}^T \frac{\Lambda(x_t, \nabla \Phi^*(\hat{x}_t - \eta_t \hat{g}_t))}{\eta_t} + \frac{\ln n}{\eta_{T+1}}.
\]

(25)

The proof is a direct consequence of the following proposition, which is proven in Appendix B.

**Proposition 13** \( D_\Phi(a,b) \leq \Lambda(a,c) \) for \( a, b \in X \), \( c \in \mathcal{D} \).

**Proof** [of Corollary 12] Recall that \( D_{\text{KL}} \) is convex in its second argument, which allows us to use the bound (16) for primal-stabilized OMD. As in the proof of Corollary 10, we first observe that the regret bounds (8), (16) and (20) all have sums with terms of the form \( D_\Phi(u_t, \nabla \Phi^*(\hat{x}_t - \eta_t \hat{g}_t)) \) for some irrelevant \( u_t \in X \), and hence may be bounded using Proposition 13. Finally, the standard inequality \( \operatorname{sup}_{z \in X} D_{\text{KL}}(z,x_1) \leq \ln n \) completes the proof. \( \blacksquare \)
6.2.1 Anytime regret

From Corollary 12 we now derive an anytime regret bound in the case of bounded costs. This matches the best known bound appearing in the literature; see Bubeck (2011, Theorem 2.4) and Gerchinovitz (2011, Proposition 2.1). Moreover, in Appendix C we show that this is tight for DA in the case \( n = 2 \). By the equivalence of DA and DS-OMD in the experts’ setting (Corollary 22 in Section 7), this regret bound is also tight for DS-OMD.

**Corollary 14** Define \( \eta_t = 2 \sqrt{\frac{\ln(n)}{t}} \) and \( \gamma_t = \frac{\eta_{t+1}}{\eta_t} \in (0, 1] \) for each \( t \geq 1 \). Let \( \{f_t := \langle \hat{g}_t, \cdot \rangle\}_{t \geq 1} \) be such that \( \hat{g}_t \in [0, 1]^n \) for all \( t \geq 1 \). Let \( x_1 \) be the uniform distribution \( \frac{\vec{1}}{n} \) and let \( \{x_t\}_{t \geq 2} \) be as in one of Algorithms 2, 3, or 4 in the prediction with experts advice setting. Then,

\[
\text{Regret}(T, z) \leq \sqrt{T \ln n}, \quad \forall T \geq 1, \forall z \in \mathcal{X}.
\]

The proof follows from Corollary 12 and Hoeffding’s Lemma, as shown below.

**Lemma 15 (Hoeffding’s Lemma, Cesa-Bianchi and Lugosi, 2006, Lemma 2.2)** Let \( X \) be a random variable with \( a \leq X \leq b \). Then for any \( s \in \mathbb{R} \),

\[
\ln \mathbb{E}[e^{sX}] - s\mathbb{E}X \leq \frac{s^2(b - a)^2}{8}.
\]

**Proof** [of Corollary 14] By (24) we have \( \nabla \Phi^*(\hat{x}_t - \eta_t \hat{g}_t)_i = x_t(i) \exp(-\eta_t \hat{g}_t(i)) \) for each \( i \in [n] \). This together with Lemma 15 for \( s = -\eta_t \) yields

\[
\Lambda(x_t, \nabla \Phi^*(\hat{x}_t - \eta_t \hat{g}_t)) = \eta_t \langle \hat{g}_t, x_t \rangle + \ln \left( \sum_{i=1}^{n} x_t(i) e^{-\eta_t \hat{g}_t(i)} \right) \leq \frac{\eta_t^2}{8}.
\]

Plugging this and \( \eta_t = 2 \sqrt{\frac{\ln n}{t}} \) into (25), we obtain

\[
\text{Regret}(T) \leq \sqrt{\ln n} \left( \frac{1}{4} \sum_{t=1}^{T} \frac{1}{\sqrt{t}} + \frac{\sqrt{T+1}}{2} \right) \leq \sqrt{\ln n} \left( \frac{2\sqrt{T} - 1}{4} + \frac{\sqrt{T} + 0.5}{2} \right) \leq \sqrt{T \ln n}
\]

by Fact 29 and concavity of square root.

6.2.2 First-order regret bound

The regret bound described in Section 6.2.1 depends on \( \sqrt{T} \); this is known as a “zeroth-order” regret bound. In some scenarios the cost of the best expert up to time \( T \) can be far less than \( T \). This makes the problem somewhat easier, and it is possible to improve the regret bound. Formally, let \( L^*_T \) denote the total cost of the best expert until time \( T \). Then \( L^*_T \leq T \) due to our assumption that all costs are at most 1. A “first-order” regret bound depends on \( \sqrt{L^*_T} \) instead of \( \sqrt{T} \).

The only modification to the algorithm is to change the learning rate. If the costs are “smaller than expected”, then intuitively time is progressing “slower than expected”. We will adopt an elegant idea from Auer et al. (2002b), which is to use the algorithm’s cost itself as a measure of the progression of time, and to incorporate this into the learning rate. They called this a “self-confident” learning rate.
Corollary 16 Let \( \{f_t := \langle \hat{g}_t, \cdot \rangle \}_{t \geq 1} \) be such that \( \hat{g}_t \in [0, 1]^n \) for all \( t \geq 1 \). Define \( \gamma_t = \eta_t / n \) for all \( t \geq 1 \) and \( \eta_t = \sqrt{\ln(n) / (1 + \sum_{i \leq t} \langle \hat{g}_i, x_i \rangle)} \) for all \( t \geq 1 \). Let \( x_1 \) be the uniform distribution \( \frac{1}{n} \mathbf{1} \) and let \( \{x_t\}_{t \geq 2} \) be as in one of Algorithms 2, 3, or 4 in the prediction with experts advice setting. Denote the minimum total cost of any expert up to time \( T \) as \( L^*_T := \min_{j \in [n]} \sum_{t=1}^T \hat{g}_t(j) \). Then,

\[
\text{Regret}(T, z) \leq 2 \sqrt{\ln(n) L^*_T} + 8 \ln n, \quad \forall T \geq 1, \forall z \in \mathcal{X}.
\]

The main ingredient is the following alternative bound on \( \Lambda \), which is proven in Appendix B.

Proposition 17 Let \( a \in \mathcal{X}, \hat{q} \in [0, 1]^n \) and \( \eta > 0 \). Then \( \Lambda(a, \nabla \Phi^*(\hat{a} - \eta \hat{q})) \leq \eta^2 \langle a, \hat{q} \rangle / 2 \).

Proof [of Corollary 16] Let \( z \in \mathcal{X} \). From Corollary 12 and Proposition 17, we have

\[
\sup_{z' \in \mathcal{X}} \sum_{t=1}^T \langle \hat{g}_t, x_t - z' \rangle \leq \sum_{t=1}^T \frac{\eta_t \langle \hat{g}_t, x_t \rangle}{2} + \frac{\ln n}{\eta_{T+1}}.
\]

Denote the algorithm’s total cost at time \( t \) by \( A_t = \sum_{i \leq t} \langle \hat{g}_i, x_i \rangle \). Recall that the total cost of the best expert at time \( T \) is \( L^*_T = \min_{z' \in \Delta_n} \sum_{t=1}^T \langle \hat{g}_t, z' \rangle \) and the learning rate is \( \eta_t = \sqrt{\ln(n) / (1 + A_{t-1})} \). Substituting into (26),

\[
A_T - L^*_T \leq \sqrt{\ln n} \left( \frac{1}{2} \sum_{t=1}^T \frac{\langle \hat{g}_t, x_t \rangle}{\sqrt{1 + A_{t-1}}} + \sqrt{1 + A_T} \right) \leq \sqrt{\ln n} \left( \sqrt{A_T} + \sqrt{A_T} + 1 \right)
\]

by Proposition 31 with \( a_i = \langle \hat{g}_i, x_i \rangle \) and \( u = 1 \). Rewriting the previous inequality, we have shown that

\[
A_T - L^*_T \leq 2 \sqrt{\ln(n) A_T} + \sqrt{\ln n}.
\]

By Proposition 33 we obtain

\[
A_T - L^*_T \leq 2 \sqrt{\ln(n) L^*_T} + \sqrt{\ln n} + 2 (\ln n)^{3/4} + 4 \ln n.
\]

Since \( A_T - L^*_T \geq \text{Regret}(T, z) \), the result follows.

Comparing our bound with some existing results in the literature: our constant term of 2 obtained in Corollary 16 is better than the constant \( (\sqrt{2} / (\sqrt{2} - 1)) \) obtained by the doubling trick (Cesa-Bianchi and Lugosi, 2006, Exercise 2.8), and the constant \( 2 \sqrt{2} \) in Auer et al. (2002b) but worse than the constant \( (\sqrt{2}) \) of the best known first-order regret bound due to Yaroshinsky et al. (2004). We also match the constant 2 of the Hedge algorithm from de Rooij et al. (2014, Theorem 8). Their result is actually more general; we could similarly generalize our analysis, but that would deviate too far from the main purpose of this paper.
7. Comparing DS-OMD and DA

In this section we will write the iterates of dual-stabilized OMD in two equivalent forms. First we will write it in a proximal-like formulation similar to the mirror descent formulation by Beck and Teboulle (2003), shedding some light into the intuition behind dual-stabilization. We then write the iterates from DS-OMD in a form very similar to the original definition of DA by Nesterov (2009). This will allow us to intuitively understand why OMD does has poor results with dynamic step-size and to derive simple sufficient conditions under which DS-OMD and DA generate the same iterates, mimicking the relation between OMD and DA for a fixed learning rate.

Beck and Teboulle (2003) showed that the iterate $x_{t+1}$ for round $t+1$ from OMD is the unique minimizer over $X$ of $\eta_t \langle \hat{g}_t, \cdot \rangle + \Phi(x_{t+1})$, where $\hat{g}_t \in \partial f_t(x_t)$. The next proposition extends this formulation to DS-OMD, recovering the result from Beck and Teboulle when $\gamma_t = 1$. The proof is a simple application of optimality conditions of (27).

(For the sake of completeness we carefully state classical results on optimality conditions in Appendix D). Recall that the normal cone to a set $C \subseteq \mathbb{R}^n$ at $x \in \mathbb{R}^n$ is the set $N_C(x) := \{ s \in \mathbb{R}^n | \langle s, y - x \rangle \leq 0 \ \forall y \in C \}$.

**Proposition 18** Let $\{f_t\}_{t \geq 1}$ be a sequence of convex functions with $f_t : X \rightarrow \mathbb{R}$ for each $t \geq 1$. Assume we have $\eta_t \geq \eta_{t+1} > 0$ and $\gamma_t \in [0,1]$ for each $t \geq 1$. Let $\{x_t\}_{t \geq 1}$ and $\{\hat{g}_t\}_{t \geq 1}$ be as in Algorithm 2. Then, for any $t \geq 1$,

$$
\{x_{t+1}\} = \arg \min_{x \in X} \left( \gamma_t \langle \hat{g}_t, x \rangle + \Phi(x_{t+1}) \right) + (1 - \gamma_t) \Phi(x_{t+1}) - \gamma_t \Phi(x_{t+1}).
$$

**Proof** Let $t \geq 1$ and let $F_t : D \rightarrow \mathbb{R}$ be the function being minimized on the right-hand side of (27). By definition we have $x_{t+1} = \Pi_X^\Phi(y_{t+1})$. By the optimality conditions for Bregman projections (see Lemma 45 in Appendix D),

$$
x_{t+1} = \Pi_X^\Phi(y_{t+1}) \iff \hat{y}_{t+1} - \hat{x}_{t+1} = -\nabla(D\Phi(\cdot, y_{t+1}))(x_{t+1}) \in N_X(x_{t+1}).
$$

Referring to (2) we see that $\nabla(D\Phi(\cdot, b))(a) = \hat{a} - \hat{b}$ for any $a,b \in D$. Using this and the definitions from Algorithm 2 we get

$$
\hat{y}_{t+1} - \hat{x}_{t+1} = \gamma_t (\hat{x}_t - \eta_t \hat{g}_t) + (1 - \gamma_t) \hat{x}_1 - \hat{x}_{t+1} = \gamma_t (\hat{x}_t - \hat{x}_{t+1} - \eta_t \hat{g}_t) + (1 - \gamma_t) (\hat{x}_1 - \hat{x}_{t+1}) = -\gamma_t \nabla(D\Phi(\cdot, x_t))(x_{t+1}) + (1 - \gamma_t) \nabla(D\Phi(\cdot, x_1))(x_{t+1}).
$$

Thus, we have $-\nabla F_t(x_{t+1}) \in N_X(x_{t+1})$. Again by classical optimality conditions for convex optimization we conclude that $x_{t+1} \in \arg \min_{x \in X} F_t(x)$, and strict convexity of $\Phi$ yields uniqueness of the minimizer, as desired.

As expected, when $\gamma_t = 1$ for each $t \geq 1$ the above theorem recovers exactly the OMD formulation from Beck and Teboulle (2003). Thus, the above result provides intuition to understand the effect of the stabilization step on the iterates of the algorithm: it biases the iterates toward points in $X$ which are not too far (w.r.t. the Bregman Divergence) from $x_1$.
Despite their similar descriptions, Orabona and Pál (2018) showed that OMD and DA may behave in extremely different ways even on the well-studied experts’ problem with similar choices of step-sizes. This extreme difference in behavior is not clear from the classical algorithmic description of these methods as in Algorithm 1.

It is also well-known that DA can be seen as an instance of the FTRL algorithm; see Bubeck (2015, §4.4) or Hazan (2016, §5.3.1). More specifically, if \( \{x_t\}_{t \geq 1} \) and \( \{\hat{g}_t\}_{t \geq 1} \) are as in Algorithm 4, then for every \( t \geq 0 \), we have\(^4\)

\[
\{x_{t+1}\} = \arg \min_{x \in \mathcal{X}} \left( \eta_{t+1} \sum_{i=1}^{t} \langle \hat{g}_i, x \rangle - \langle \hat{x}_1, x \rangle + \Phi(x) \right). \tag{DA-Prox}
\]

In the next theorem, proven in Appendix D, we write DS-OMD in a similar form, but with vectors from the normal cone of \( \mathcal{X} \) creeping into the formula due to repeatedly mapping between the primal and dual spaces. The result by McMahan (2017, Theorem 11) is similar but slightly more intricate due to the use of time-varying mirror maps. Moreover, their result does not directly apply when we have stabilization.

**Theorem 19** Let \( \{f_t\}_{t \geq 1} \) with \( f_t : \mathcal{X} \to \mathbb{R} \) be a sequence of convex functions and let \( \eta : \mathbb{N} \to \mathbb{R}_{>0} \) be non-increasing. Let \( \{x_t\}_{t \geq 1} \) and \( \{\hat{g}_t\}_{t \geq 1} \) be as in Algorithm 2. Then, there are \( \{p_t\}_{t \geq 1} \) with \( p_t \in N_{\mathcal{X}}(x_t) \) for all \( t \geq 1 \) such that, if \( \gamma_i = 1 \) for all \( i \geq 1 \), then for all \( t \geq 0 \)

\[
\{x_{t+1}\} = \arg \min_{x \in \mathcal{X}} \left( \sum_{i=1}^{t} \langle \eta_i \hat{g}_i + p_i, x \rangle - \langle \hat{x}_1, x \rangle + \Phi(x) \right) \tag{OMD-Prox}
\]

and if \( \gamma_i = \frac{n_{i+1}}{n_i} \) for all \( i \geq 1 \), then for all \( t \geq 0 \)

\[
\{x_{t+1}\} = \arg \min_{x \in \mathcal{X}} \left( \eta_{t+1} \sum_{i=1}^{t} \langle \hat{g}_i + p'_i, x \rangle - \langle \hat{x}_1, x \rangle + \Phi(x) \right). \tag{DSOMD-Prox}
\]

where \( p'_i := \frac{1}{n} p_i \in N_{\mathcal{X}}(x_t) \) for every \( t \geq 1 \).

Theorem 19 is an easy consequence of the following proposition.

**Proposition 20** Let \( \{f_t\}_{t \geq 1} \) with \( f_t : \mathcal{X} \to \mathbb{R} \) be a sequence of convex functions and let \( \eta : \mathbb{N} \to \mathbb{R}_{>0} \) be non-increasing. Let \( \{x_t\}_{t \geq 1} \) and \( \{\hat{g}_t\}_{t \geq 1} \) be as in Algorithm 2. Define \( \gamma^{[i,t]} := \prod_{j=i}^{t} \gamma_j \) for every \( i, t \in \mathbb{N} \) with the convention \( \prod_{j=i}^{t} \gamma_j = 1 \) for \( t < i \). Then, there are \( \{p_t\}_{t \geq 1} \) with \( p_t \in N_{\mathcal{X}}(x_t) \) for each \( t \geq 1 \) such that

\[
\{x_{t+1}\} = \arg \min_{x \in \mathcal{X}} \left( \sum_{i=1}^{t} \gamma^{[i,t]} \langle \eta_i \hat{g}_i + p_i, x \rangle - \gamma^{[1,t]} \sum_{i=1}^{t} \gamma^{[i+1,t]} (1 - \gamma_i) \langle \hat{x}_1, x \rangle + \Phi(x) \right), \quad \forall t \geq 0. \tag{28}
\]

\(^4\) The \( \langle \nabla \Phi(x_1), x \rangle \) term disappears if \( x_1 \) minimizes \( \Phi \) on \( \mathcal{X} \).
Proof First of all, in order to prove (28) we claim it suffices to prove that there are \( \{p_t\}_{t \geq 1} \) with \( p_t \in N_X(x_t) \) for each \( t \geq 1 \) such that
\[
\hat{y}_{t+1} = - \sum_{i=1}^{t} \gamma^{[i,t]}(\eta \hat{y}_i + p_i) + \left( \gamma^{[1,t]} + \sum_{i=1}^{t} \gamma^{[i+1,t]}(1 - \gamma_i) \right) \hat{x}_1, \quad \forall t \geq 0.
\]
(29)

To see the sufficiency of this claim, note that
\[
x_{t+1} = \Pi^\Phi_{\mathcal{X}}(y_{t+1})
\]
\[
\iff \hat{y}_{t+1} - \hat{x}_{t+1} \in N_X(x_{t+1})
\]
\[
\iff \hat{y}_{t+1} \in \partial(\Phi + \delta(\cdot | \mathcal{X}))(x_{t+1})
\]
\[
\iff x_{t+1} \in \arg \max_{x \in \mathbb{R}^n} (\hat{y}_{t+1}, x - \Phi(x) - \delta(x | \mathcal{X}))
\]
\[
\iff x_{t+1} \in \arg \min_{x \in \mathcal{X}} (-\langle \hat{y}_{t+1}, x \rangle + \Phi(x)).
\]

The above together with (29) yields (28). Let us now prove (29) by induction on \( t \geq 0 \).

For \( t = 0 \), we have that (29) holds trivially. Let \( t > 0 \). By definition, we have \( \hat{y}_{t+1} = (1 - \gamma_t)(\hat{x}_t - \eta \hat{y}_t) + \gamma_t \hat{x}_1 \). At this point, to use the induction hypothesis, we need to write \( \hat{x}_t \) as a function of \( \hat{y}_t \). From the definition of Algorithm 2, we have \( x_t = \Pi^\Phi_{\mathcal{X}}(y_t) \). By Lemma 45, the latter holds if and only if \( \hat{y}_t - \hat{x}_t \in N_X(x_t) \). That is, there is \( p_t \in N_X(x_t) \) such that \( \hat{x}_t = \hat{y}_t - p_t \). Plugging these facts together and using our induction hypothesis we have
\[
\hat{y}_{t+1} = \gamma_t(\hat{x}_t - \eta \hat{y}_t) + (1 - \gamma_t) \hat{x}_1 = \gamma_t(\hat{y}_t - \eta \hat{y}_t - p_t) + (1 - \gamma_t) \hat{x}_1
\]
\[
= \frac{1}{\gamma_t} \left( - \sum_{i=1}^{t-1} \gamma^{[i,t-1]}(\eta \hat{y}_i + p_i) - \eta \hat{y}_t - p_t + \gamma^{[1,t-1]} + \sum_{i=1}^{t-1} \gamma^{[i+1,t-1]}(1 - \gamma_i) \hat{x}_1 \right) + (1 - \gamma_t) \hat{x}_1
\]
\[
= - \sum_{i=1}^{t} \gamma^{[i,t]}(\eta \hat{y}_i + p_i) + \left( \gamma^{[1,t]} + \sum_{i=1}^{t} \gamma^{[i+1,t]}(1 - \gamma_i) \right) \hat{x}_1,
\]
and this finishes the proof of (29).

Proof [of Theorem 19] Define \( \gamma^{[i,t]} \) for every \( i, t \in \mathbb{N} \) as in Proposition 20. If \( \gamma_t = 1 \) for all \( t \geq 1 \), then \( \gamma^{[i,t]} = 1 \) for any \( t, i \geq 1 \). Moreover, if \( \gamma_t = \frac{\eta_{t+1}}{\eta_t} \) for every \( t \geq 1 \), then for every \( t, i \in \mathbb{N} \) with \( t \geq i \) we have \( \gamma^{[i,t]} = \frac{\eta_{t+1}}{\eta_t} \), which yields \( \gamma^{[i,t]}(\eta \hat{y}_i + p_i) = \eta_{t+1}(\hat{y}_i + \frac{1}{\eta_t} p_i) \) and
\[
\gamma^{[1,t]} + \sum_{i=1}^{t} \gamma^{[i+1,t]}(1 - \gamma_i) = \eta_{t+1} + \sum_{i=1}^{t} \frac{\eta_{t+1}}{\eta_{t+1}} \left( 1 - \frac{\eta_{t+1}}{\eta_i} \right)
\]
\[
= \eta_{t+1} + \eta_{t+1} \sum_{i=1}^{t} \left( \frac{1 - \eta_{t+1}}{\eta_i} - \frac{1}{\eta_i} \right) = 1.
\]
With the above theorem, we may compare the iterates of DA, OMD, and DS-OMD by comparing the formulas (DA-Prox), (OMD-Prox), and (DS-OMD-Prox). For the simple unconstrained case where $\mathcal{X} = \mathbb{R}^n$ we have $N_{\mathcal{X}}(x_t) = \{0\}$ for each $t \geq 1$, so both (DA-Prox) and (DS-OMD-Prox) are identical. If the learning rate is constant, then all three formulas are equivalent. However, if the learning rate is not constant, OMD is not equivalent to the latter methods: changing the ordering of the subgradients $\hat{g}_1, \ldots, \hat{g}_t$ affects the choice of $x_{t+1}$ in (OMD-Prox), while this does not happen in the other two formulas.

When $\mathcal{X}$ is an arbitrary convex set, DA and DS-OMD are not necessarily equivalent anymore due to the vectors $p^i_\prime$ in the normal cone of $\mathcal{X}$. However, if we know that the iterates live in the relative interior of $\mathcal{X}$, the next lemma shows that these vectors do not affect the set of minimizers in (DSOMD-Prox).

**Lemma 21** For any $\hat{x} \in \text{ri} \mathcal{X}$ we have $N_{\mathcal{X}}(\hat{x}) = -N_{\mathcal{X}}(\hat{x})$. In particular, for any $p \in N_{\mathcal{X}}(\hat{x})$ we have $\langle p, x \rangle = \langle p, \hat{x} \rangle$ for every $x \in \mathcal{X}$.

**Proof** Let $\hat{x} \in \text{ri} \mathcal{X}$. For the sake of contradiction, suppose there is $p \in N_{\mathcal{X}}(\hat{x})$ and $x \in \mathcal{X}$ such that $\langle p, x - \hat{x} \rangle < 0$, that is, $-p \notin N_{\mathcal{X}}(\hat{x})$. Since $\hat{x}$ is in the relative interior of $\mathcal{X}$, there is $\mu > 1$ such that $x_\mu := \mu \hat{x} + (1 - \mu)x \in \mathcal{X}$ (see Rockafellar, 1970, Thm. 6.4). Then,

$$\langle p, x_\mu - \hat{x} \rangle = (1 - \mu)\langle p, x - \hat{x} \rangle > 0,$$

a contradiction since $p \in N_{\mathcal{X}}(\hat{x})$.

With this lemma, we can easily derive simple and intuitive conditions under which DS-OMD and DA are equivalent.

**Corollary 22** Let $\mathcal{D} \subseteq \mathbb{R}^n$ be the interior of the domain of $\Phi$, let $\{x_t\}_{t \geq 1}$ be the DS-OMD iterates as in Algorithm 2 and let $\{x'_t\}_{t \geq 1}$ be the DA iterates as in Algorithm 1 with DA updates. If $\mathcal{D} \cap \mathcal{X} \subseteq \text{ri} \mathcal{X}$ and $x_1 = x'_1$, then $x_t = x'_t$ for each $t > 1$.

**Proof** Let $t > 1$. Since $x_t = \Pi^\mathcal{D}_\mathcal{X}(y_t)$, where $y_t$ is as in Algorithm 2, Lemma 45 implies $x_t \in \mathcal{D} \cap \mathcal{X} \subseteq \text{ri} \mathcal{X}$. By Lemma 21 we have that the vectors on the normal cone in (DSOMD-Prox) do not affect the set of minimizers, which implies that (DA-Prox) and (DSOMD-Prox) are equivalent.

An important special case of the above corollary is the prediction with expert advice setting as in Section 6.2, where $\mathcal{D} = \mathbb{R}^n_{>0}$ and $\mathcal{X}$ is the simplex $\Delta_n$. In this setting, $\mathcal{X} \cap \mathcal{D} = \{ x \in (0,1)^d : \sum_{i=1}^n x_i = 1 \} = \text{ri} \mathcal{X}$. By the previous corollary, DS-OMD and DA produce the same iterates in this case, even for dynamic learning rates. Classical OMD and DA were already known to be equivalent in the experts’ setting for a fixed learning rate (Hazan, 2016, §5.4.2). In contrast, with a dynamic learning rate, the DA and OMD iterates are certainly different, since OMD with a dynamic learning rate may have linear regret (Orabona and Pál, 2018), whereas DA has sublinear regret.
8. Dual-Stabilized OMD for Composite Functions

In this section we extend the dual-stabilized OMD to the case where the functions revealed at each round are composite (Xiao, 2010; Duchi et al., 2010). More specifically, at each round \( t \geq 1 \) we see a function of the form \( f_t + \Psi \), where \( f_t \) and \( \Psi \) are convex functions, but the latter is fixed and assumed to be “easy”, i.e., we suppose we know how to efficiently compute points in \( \arg \min_{x \in \mathcal{X}} D_\Phi(x, \bar{x}) + \Psi(x) \). We could simply use the original dual-stabilized OMD in this setting, but this approach has some drawbacks. One issue is that subgradients of \( \Psi \) would end-up appearing in the regret bound from Theorem 3, which is not ideal: we want bounds that are unaffected by the “easy” function \( \Psi \). Another drawback is that we would not be using the knowledge of the structure of the functions, which may result in sub-optimal performance. For example, one may take \( \Psi = \| \cdot \|_1 \) hoping for sparse iterates. Yet, blindly applying OMD (and, thus, linearizing \( \Psi \)) does not yield sparse iterates (McMahan, 2011).

Finally, the analysis of dual-stabilized OMD adapted to the composite setting is an easy extension of the original analysis of Section 5. Usually, algorithms for the composite setting require a more intricate analysis, such as in the case of Regularized DA from Xiao (2010), or the use of powerful results, such as the duality between strong convexity and strong smoothness used by McMahan (2017). Duchi et al. (2010) give regret bound a whose analysis is somewhat simpler and perhaps resembles ours. Still, the techniques used in the latter do not directly apply when we use dual-stabilization.

In the composite setting we assume without loss of generality that \( \mathcal{X} = \mathbb{R}^n \) since we may substitute \( \Psi \) by \( \Psi + \delta(\cdot | \mathcal{X}) \) where \( \delta(\cdot | \mathcal{X}) = 0 \) if \( \cdot \in \mathcal{X} \) and is \( +\infty \) anywhere else.

The (effective) domain of \( \Psi \) is the set \( \text{dom } \Psi \subseteq \mathbb{R}^n \) of points where \( \Psi \) is finite. To avoid confusion and make the effect of \( \Psi \) explicit, we define the \( \Psi \)-regret of a sequence of functions \( \{f_t\}_{t \geq 1} \) and iterates \( \{x_t\}_{t \geq 1} \) (against a comparison point \( z \in \text{dom } \Psi \)) by

\[
\text{Regret}_\Psi(T, z) := \sum_{t=1}^{T} (f_t(x_t) + \Psi(x_t)) - \sum_{t=1}^{T} (f_t(z) + \Psi(z)), \quad \forall T \geq 0.
\]

To adapt the dual stabilization method to this setting, we use the same idea as in Duchi et al. (2010). Namely, we modify the proximal-like formulation of dual stabilization from Proposition 18 so that we do not linearize (i.e., take the subgradient) of the function \( \Psi \). This results in the following definition of dual-stabilized OMD for composite functions (given some \( x_1 \in \text{dom } \Psi \cap \mathcal{D} \)):

\[
\{x_{t+1}\} := \arg \min_{x \in \mathcal{X}} \left( \gamma_t (\eta_t (\langle \hat{g}_t, x \rangle + \Psi(x)) + D_\Phi(x, x_t)) + (1 - \gamma_t)D_\Phi(x, x_1) \right), \quad \forall t \geq 1. \quad (30)
\]

This equation defines the algorithm in a proximal form. Due to the existence of \( \Psi \), it is perhaps not obvious that it can also be written in pseudocode resembling Algorithm 2. Nevertheless, it can — Algorithm 5 presents pseudocode equivalent to (30). Interestingly, \( \Psi \) appears in the pseudocode only in the projection step. In this new algorithm, we extend the definition of Bregman Projection and define the \( \Psi \)-Bregman projection by

\[
\{\Pi^\Psi_{\Phi}(y)\} := \arg \min_{x \in \mathbb{R}^n} (D_\Phi(x, y) + \Psi(y)).
\]

Let us first show that Algorithm 5 produces the same iterates as (30).

**Proposition 23** Let \( \eta_t \geq 0 \) and let \( f_t : \text{dom } \Psi \rightarrow \mathbb{R} \) be a convex function for each \( t \geq 1 \). Finally, let \( \{x_t\}_{t \geq 1} \) be as in Algorithm 5. Then \( x_{t+1} \) satisfies (30) for each \( t \geq 1 \).
Algorithm 5 Dual-stabilized OMD with dynamic learning rate $\eta_t$ and additional regularization function $\Psi$.

**Input:** $x_1 \in \text{dom} \Psi \cap D$, $\eta : \mathbb{N} \rightarrow \mathbb{R}_+$, $\gamma : \mathbb{N} \rightarrow [0, 1]$

$\hat{y}_1 = \nabla \Phi(x_1)$

**for** $t = 1, 2, \ldots$ **do**

Incur cost $f_t(x_t)$ and receive $\hat{g}_t \in \partial f_t(x_t)$

$\hat{x}_t = \nabla \Phi(x_t)$ \hspace{1cm} $\triangleright$ map primal iterate to dual space

$\hat{w}_{t+1} = \hat{x}_t - \eta_t \hat{g}_t$ \hspace{1cm} $\triangleright$ gradient step in dual space \hspace{1cm} (31)

$\hat{y}_{t+1} = \gamma_t \hat{w}_{t+1} + (1 - \gamma_t)\hat{x}_t$ \hspace{1cm} $\triangleright$ stabilization in dual space \hspace{1cm} (32)

$\alpha_{t+1} = \eta_t \gamma_t$ \hspace{1cm} $\triangleright$ compute scaling factor for $\Psi$

$x_{t+1} = \Pi_{\alpha_{t+1}\Phi}(y_{t+1})$ \hspace{1cm} $\triangleright$ project onto feasible region \hspace{1cm} (33)

**end for**

**Proof** Let $t \geq 1$. By the optimality conditions of $\Psi$-Bregman projection (see Lemma 44), we have

$$\hat{y}_{t+1} \in \alpha_{t+1} \partial \Psi(x_{t+1}) = \gamma_t \eta_t \partial \Psi(x_{t+1}).$$

Moreover, by the definitions in Algorithm 5 we have

$$\hat{y}_{t+1} - \hat{x}_{t+1} = \gamma_t \hat{w}_{t+1} + (1 - \gamma_t)\hat{x}_t - \hat{x}_{t+1} = \gamma_t (\hat{x}_t - \eta_t \hat{g}_t - \hat{x}_{t+1}) + (1 - \gamma_t)(\hat{x}_1 - \hat{x}_{t+1}).$$

By plugging the above into (34) and rearranging, we have

$$0 \in \gamma_t \eta_t (\hat{y}_t + \partial \Psi(x_{t+1})) + \hat{x}_{t+1} - \hat{x}_t + (1 - \gamma_t)(\hat{x}_1 - \hat{x}_t).$$

Note that, since $\nabla (D_{\Phi} (\cdot, b))(a) = \hat{a} - \hat{b}$ for any $a, b \in D$, the right-hand side of the above inclusion is the subdifferential at $x_{t+1}$ of the function being minimized in (30). By using Lemma 44 again, we conclude that $x_{t+1}$ satisfies (30).

The next lemma shows an analogue of the generalized Pythagorean theorem for the $\Psi$-Bregman Projection.

**Lemma 24** Let $\alpha > 0$ and $\bar{y} := \Pi_{\alpha \Phi}(y)$. Then,

$$D_{\Phi}(x, \bar{y}) + D_{\Phi}(\bar{y}, y) \leq D_{\Phi}(x, y) + \alpha (\Psi(x) - \Psi(\bar{y})), \quad \forall x \in \mathbb{R}^n.$$ 

**Proof** By the optimality conditions for convex optimization, we have

$$\nabla \Phi(y) - \nabla \Phi(\bar{y}) \in \partial (\alpha \Psi)(\bar{y}).$$

Using the generalized triangle inequality for Bregman Divergences (Proposition 38) and the subgradient inequality, we get

$$D_{\Phi}(x, \bar{y}) + D_{\Phi}(\bar{y}, y) - D_{\Phi}(x, y) = \langle \nabla \Phi(y) - \nabla \Phi(\bar{y}), x - \bar{y} \rangle \overset{(i)}{\leq} \alpha (\Psi(x) - \Psi(\bar{y})).$$
where (i) follows from $\nabla \Phi(y) - \nabla \Phi(\bar{y}) \in \partial(\alpha \Psi)(\bar{y})$ and the convexity of $\alpha \Psi(\cdot)$. 

Finally, a regret bound such as the one we have for dual-stabilized OMD also holds in this setting when using Algorithm 5.

**Theorem 25** Assume we have $\eta_t \geq \eta_{t+1} > 0$ for each $t > 1$. Define $\gamma_t = \eta_{t+1}/\eta_t \in (0, 1]$ for all $t \geq 1$. Let $\{f_t\}_{t \geq 1}$ be a sequence of convex functions with $f_t: \mathbb{R}^n \to \mathbb{R}$ for each $t \geq 1$ and let $\Phi: \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ be convex. Let $\{x_t\}_{t \geq 1}$ and $\{\hat{w}_t\}_{t \geq 2}$ be as in Algorithm 5. Then, for all $T > 0$ and $z \in \text{dom } \Psi$,

$$\text{Regret}^\Psi(T, z) \leq \sum_{t=1}^{T} \frac{D_\Phi(x_{t+1}; w_{t+1})}{\eta_t} + \frac{D_\Phi(z, x_1)}{\eta_{T+1}}, \quad \forall T > 0. \quad (35)$$

**Proof** [of Theorem 25] Let $z \in \text{dom } \Psi$ and $t \in \mathbb{N}$.

By (9), we have

$$f_t(x_t) + \Psi(x_t) - f_t(z) - \Psi(z) \leq \frac{1}{\eta_t} \left( D_\Phi(x_t, w_{t+1}) + D_\Phi(z, x_t) - D_\Phi(z, w_{t+1}) \right) + \Psi(x_t) - \Psi(z). \quad (36)$$

As in Theorem 3, let us prove bound the above expression by something with telescoping terms.

**Claim 26** Assume that $\gamma_t = \eta_{t+1}/\eta_t \in (0, 1]$. Then

$$(36) \leq \frac{D_\Phi(x_{t+1}; w_{t+1})}{\eta_t} + \left( \frac{1}{\eta_{t+1}} - \frac{1}{\eta_t} \right) D_\Phi(z, x_1)$$

$$+ \frac{D_\Phi(z, x_t)}{\eta_t} - \frac{D_\Phi(z, x_{t+1})}{\eta_{t+1}} + \Psi(x_t) - \Psi(x_{t+1}).$$

**Proof** Fix $z \in \text{dom } \Psi$. First we derive the inequality

$$\gamma_t (D_\Phi(z, w_{t+1}) - D_\Phi(x_{t+1}, w_{t+1})) + (1 - \gamma_t) D_\Phi(z, x_1)$$

$$\geq \gamma_t D_\Phi(z_{x_{t+1}}; w_{t+1}) + (1 - \gamma_t) D_\Phi(z_{x_{t+1}}; x_1) \quad \text{(since } D_\Phi(x_{t+1}, x_1) \geq 0 \text{ and } \gamma_t \leq 1)$$

$$= D_\Phi(z_{x_{t+1}}; y_{t+1}) \quad \text{(by Proposition 39 and (32))}$$

$$\geq D_\Phi(z, x_{t+1}) + \alpha_{t+1} (\Psi(x_{t+1}) - \Psi(z)) \quad \text{(by Lemma 24 and (33))}.$$  

Rearranging and using both $\gamma_t > 0$ and $\alpha_{t+1} = \eta_t \gamma_t$ yields

$$D_\Phi(z, w_{t+1}) \geq D_\Phi(x_{t+1}, w_{t+1}) - \left( \frac{1}{\gamma_t} - 1 \right) D_\Phi(z, x_1)$$

$$+ \frac{1}{\gamma_t} D_\Phi(z, x_{t+1}) + \eta_t (\Psi(x_{t+1}) - \Psi(z)).$$
Plugging this into (36) yields

\[
(36) = \frac{1}{\eta_t} \left( D_\Phi(x_t, w_{t+1}) - D_\Phi(z, w_{t+1}) + D_\Phi(z, x_t) \right) + \Psi(x_t) - \Psi(z)
\]

\[
\leq \frac{1}{\eta_t} \left( D_\Phi(x_{t+1}; w_{t+1}) + \left( \frac{1}{\eta_t} - 1 \right) D_\Phi(z, x_1) - \frac{1}{\gamma_t} D_\Phi(z, x_{t+1}) 
+ D_\Phi(z, x_t) \right) + \Psi(x_t) - \Psi(x_{t+1}).
\]

The claim follows by the definition of \( \gamma_t \).

The final step is very similar to the standard OMD proof. Summing (36) over \( t \) and using Claim 26 leads to the desired telescoping sum.

\[
\sum_{t=1}^{T} \left( f_t(x_t) - f_t(z) \right)
\leq \sum_{t=1}^{T} \left( \frac{D_\Phi(x_{t+1}; w_{t+1})}{\eta_t} + \left( \frac{1}{\eta_{t+1}} - \frac{1}{\eta_t} \right) D_\Phi(z, x_1) + \frac{D_\Phi(z, x_t)}{\eta_t} - \frac{D_\Phi(z, x_{t+1})}{\eta_{t+1}} + \Psi(x_t) - \Psi(x_{t+1}) \right)
\leq \sum_{t=1}^{T} \frac{D_\Phi(x_{t+1}; w_{t+1})}{\eta_t} + \frac{D_\Phi(z, x_1)}{\eta_{T+1}} + \Psi(x_1) - \Psi(x_{T+1})
\leq \sum_{t=1}^{T} \frac{D_\Phi(x_{t+1}; w_{t+1})}{\eta_t} + \frac{D_\Phi(z, x_1)}{\eta_{T+1}},
\]

where in the last step inequality we used \( x_1 \in \arg\min_{x \in X} \Psi(x) \).
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Appendix A. Standard facts

A.1 Scalar inequalities

Fact 27 For any $a > 0$ and $b, x \in \mathbb{R}$, we have $-ax^2 + bx \leq b^2/4a$.

Fact 28 $e^{-x} \leq 1 - x + x^2/2$ for $x \geq 0$.

Fact 29 $\sum_{i=1}^{t} \frac{1}{\sqrt{i}} \leq 2\sqrt{t} - 1$ for $t \geq 1$.

Fact 30 $\log(x) \leq x - 1$ for $x \geq 0$.

The following proposition is a variant of an inequality that is frequently used in online learning; see, e.g., Auer et al. (2002b, Lemma 3.5), McMahan (2017, Lemma 4).

Proposition 31 Let $u > 0$ and $a_1, a_2, \ldots, a_T \in [0, u]$. Then

$$\sum_{t=1}^{T} \frac{a_t}{\sqrt{u + \sum_{i<t} a_i}} \leq 2 \sqrt{\sum_{t=1}^{T} a_t}.$$

Although it is easy to prove this inequality by induction, the following proof may provide more intuition. The proof is based on a generic lemma on approximating sums by integrals.

Lemma 32 (Sums with chain rule) Let $S \subseteq \mathbb{R}$ be an interval. Let $F : S \to \mathbb{R}$ be concave and differentiable on the interior of $S$. Let $u \geq 0$ and let $A : \{0, \ldots, T\} \to S$ satisfy $A(i) - A(i-1) \in [0, u]$ for each $1 \leq i \leq T$. Then

$$\sum_{i=1}^{T} F'(u + A(i-1)) \cdot (A(i) - A(i-1)) \leq F(A(T)) - F(A(0)).$$

As $u \to 0$, the left-hand side becomes comparable to $\int_{0}^{T} F'(A(x)) A'(x) \, dx$, an expression that has no formal meaning since $A$ is only defined on integers. If this expression existed, it would equal the right-hand side by the chain rule.

Proof [of Lemma 32] Since $F$ is concave, $f := F'$ is non-increasing. Fix any $1 \leq i \leq T$ and observe that $f(x) \geq f(A(i)) \geq f(u + A(i-1))$ for all $x \leq A(i)$. Thus

$$f(u + A(i-1)) \cdot (A(i) - A(i-1)) \leq \int_{A(i-1)}^{A(i)} f(x) \, dx = F(A(i)) - F(A(i-1)).$$

Summing over $i$, the right-hand side telescopes, which yields the result. ■

Proof [of Proposition 31] Apply Lemma 32 with $S = \mathbb{R}_{\geq 0}$, $F(x) = 2\sqrt{x}$ and $A(i) = \sum_{1 \leq j \leq i} a_j$. ■

We use following technical proposition in our proof of the first-order regret bounds from Corollary 16.
Proposition 33 \textit{Let }x, y, \alpha, \beta > 0.\textit{ If } x - y \leq \alpha \sqrt{x} + \beta, \text{ then } x - y \leq \alpha \sqrt{y} + \beta + \alpha \sqrt{\beta} + \alpha^2.\textit{ }

\textbf{Proof} The proposition’s hypothesis yields
\[ y + \beta + \frac{\alpha^2}{4} \geq x - \alpha \sqrt{x} + \frac{\alpha^2}{4} = \left(\sqrt{x} - \frac{\alpha}{2}\right)^2. \]
Taking the square root and rearranging,
\[ \sqrt{x} \leq \sqrt{y + \beta + \frac{\alpha^2}{4} + \frac{\alpha^2}{2}}. \]
Squaring both sides and rearranging,
\[ x \leq y + \alpha \sqrt{y + \beta + \frac{\alpha^2}{4} + \beta + \frac{\alpha^2}{2}} \leq y + \alpha \sqrt{y} + \alpha \sqrt{\beta} + \beta + \alpha^2, \]
by subadditivity of the square root.

\section*{A.2 Bregman divergence properties}

The following lemma collects basic facts regarding the a mirror map $\Phi$ (or simply a function of Legendre type) and the Bregman divergence it induces. See Cesa-Bianchi and Lugosi (2006, Lemma 11.5 and Proposition 11.1).

\textbf{Lemma 34} \textit{The mirror map }$\Phi$\textit{ and the Bregman divergence it induces satisfy the following properties:}

\begin{itemize}
  \item $D_{\Phi}(x, y)$ is convex in $x$.
  \item $\nabla \Phi(\nabla^*\Phi(z)) = z$ and $\nabla^*\Phi(\nabla \Phi(x)) = x$ for all $x$ and $z$.
  \item $D_{\Phi}(x, y) = D_{\Phi^*}(\nabla \Phi(y), \nabla \Phi(x))$ for all $x$ and $y$.
\end{itemize}

\textbf{Proposition 35} \textit{If }$\Phi$\textit{ is }$\rho$\textit{-strongly convex with respect to }$\| \cdot \|$\textit{ then }$D_{\Phi}(x, y) \geq \frac{\rho^2}{2}\| x - y \|^2$.\textit{ }

\subsection*{A.2.1 Differences of Bregman divergences}

Recall that in (3) we defined the notation
\[ D_{\Phi}(a; c) := D_{\Phi}(a, c) - D_{\Phi}(b, c) = \Phi(a) - \Phi(b) - \langle \nabla \Phi(c), a - b \rangle. \]
This has several useful properties, which we now discuss.

\textbf{Proposition 36} \textit{$D_{\Phi}(a; p)$ is linear in }$\hat{p}$. \textit{In particular,}
\[ D_{\Phi}(a; \nabla^*\Phi(\hat{p} - \hat{q})) = D_{\Phi}(a; p) + \langle \hat{q}, a - b \rangle \quad \forall \hat{q} \in \mathbb{R}^n. \]
Proposition 37 For all $a, b, c, d \in \mathcal{D}$,
\[
D_\phi(a, b; d) - D_\phi(a, b; c) = \langle \hat{c} - \hat{d}, a - b \rangle = D_\phi(a, d) + D_\phi(b, c).
\]
Proof The first equality holds from Proposition 36 with $\hat{p} = \hat{c}$ and $\hat{q} = \hat{c} - \hat{d}$. The second equality holds since $D_\phi(a, c) = -D_\phi(b, c)$. ■

An immediate consequence is the “generalized triangle inequality for Bregman divergence”, such as in Bubeck (2015, Eq. (4.1)) or in Beck and Teboulle (2003, Lemma 4.1).

Proposition 38 For all $a, b, d \in \mathcal{D}$,
\[
D_\phi(a, d) - D_\phi(b, d) + D_\phi(b, a) = \langle \hat{a} - \hat{d}, a - b \rangle
\]
Proof Apply Proposition 37 with $c = a$ and use $D_\phi(a, a) = 0$. ■

Proposition 39 Let $a, b, c, u, v \in \mathbb{R}^n$ satisfy $\gamma \hat{a} + (1 - \gamma) \hat{b} = \hat{c}$ for some $\gamma \in \mathbb{R}$. Then
\[
\gamma D_\phi(a, u) + (1 - \gamma) D_\phi(v, b) = D_\phi(a, v).
\]
Proof By definition of $D_\phi$, the claimed identity is equivalent to
\[
\gamma(\Phi(u) - \Phi(v) - \langle \nabla \Phi(a), u - v \rangle) + (1 - \gamma)(\Phi(u) - \Phi(v) - \langle \nabla \Phi(b), u - v \rangle)
\]
\[
= (\Phi(u) - \Phi(v) - \langle \nabla \Phi(c), u - v \rangle).
\]
This equality holds by canceling $\Phi(u) - \Phi(v)$ and by the assumption that $\nabla \Phi(c) = (1 - \gamma) \nabla \Phi(a) + \gamma \nabla \Phi(b)$. ■

The following proposition is the “Pythagorean theorem for Bregman divergence”. Recall that $\Pi_\chi^\Phi(y) = \arg \min_{u \in \chi} D_\phi(u, y)$. A proof may be found in Bubeck (2015, Lemma 4.1).

Proposition 40 Let $\chi \subset \mathbb{R}^n$ be a convex set. Let $p \in \mathbb{R}^n$ and $\pi = \Pi_\chi^\Phi(p)$. Then
\[
D_\phi(z, p) \geq D_\phi(z, \pi) = D_\phi(z, \pi) \quad \forall z \in \mathcal{X}.
\]
A generalization of the previous proposition can be obtained by using linearity.

Proposition 41 Let $\chi \subset \mathbb{R}^n$ be a convex set. Let $p \in \mathbb{R}^n$ and $\pi = \Pi_\chi^\Phi(p)$. Then
\[
D_\phi(v, \nabla \Phi^*(\hat{p} - \hat{q})) \geq D_\phi(v, \nabla \Phi^*(\hat{\pi} - \hat{q})) \quad \forall v \in \mathcal{X}, \hat{q} \in \mathbb{R}^n.
\]
Proof
\[
D_\phi(v, \nabla \Phi^*(\hat{p} - \hat{q})) = D_\phi(v, p) + \langle \hat{q}, v - \pi \rangle \quad \text{(by Proposition 36)}
\]
\[
\geq D_\phi(v, \pi) + \langle \hat{q}, v - \pi \rangle \quad \text{(by Proposition 40)}
\]
\[
= D_\phi(v, \nabla \Phi^*(\hat{\pi} - \hat{q})) \quad \text{(by Proposition 36)}.
\] ■
Appendix B. Additional proofs for Section 6.2

An initial observation shows that $\Lambda$ is non-negative in the experts’ setting.

**Proposition 42** \(\Lambda(a, b) \geq 0\) for all \(a \in \mathcal{X}, b \in \mathcal{D}\).

**Proof** Let us write \(\Lambda(a, b) = -\sum_{i=1}^{n} a_i \ln b_i + \ln \left(\sum_{i=1}^{n} b_i\right)\). Since \(a\) is a probability distribution, we may apply Jensen’s inequality to show that this expression is non-negative. ■

**Proof** [of Proposition 13] Since \(a, b \in \mathcal{X}\) we have \(\|a\|_1 = \|b\|_1 = 1\). Then
\[
D_{\Phi}(a, b) = D_{\text{KL}}(a, c) - D_{\text{KL}}(b, c) = \left(D_{\text{KL}}(a, c) + 1 - \|c\|_1 + \ln \|c\|_1\right) - \left(D_{\text{KL}}(b, c) + 1 - \|c\|_1 + \ln \|c\|_1\right) = \Lambda(a, c) - \Lambda(b, c) \quad \text{(by definition of \(\Lambda\))}
\]
\[
\leq \Lambda(a, c) \quad \text{(by Proposition 42)}.
\]

**Proof** [of Proposition 17] Let \(b = \nabla \Phi^*(\hat{a} - \eta \hat{q})\). By (24), \(b_i = a_i \exp(-\eta \hat{q}_i)\). Then
\[
\Lambda(a, \nabla \Phi^*(\hat{a} - \eta \hat{q})) = \sum_{i=1}^{n} a_i \ln (a_i / b_i) + \ln \|b\|_1
\]
\[
= \sum_{i=1}^{n} \eta a_i \hat{q}_i + \ln \left(\sum_{i=1}^{n} a_i \exp(-\eta \hat{q}_i)\right)
\]
\[
\leq \sum_{i=1}^{n} \eta a_i \hat{q}_i + \sum_{i=1}^{n} a_i \exp(-\eta \hat{q}_i) - 1 \quad \text{(by Fact 30)}
\]
\[
\leq \sum_{i=1}^{n} \eta a_i \hat{q}_i + \sum_{i=1}^{n} a_i \left(1 - \eta \hat{q}_i + \frac{\eta^2 \hat{q}_i^2}{2}\right) - 1 \quad \text{(by Fact 28)}
\]
\[
\leq \eta^2 \sum_{i=1}^{n} a_i \hat{q}_i / 2,
\]
using \(\sum_{i=1}^{n} a_i = 1\) (since \(a \in \mathcal{X}\)) and \(\hat{q}_i^2 \leq \hat{q}_i\) (since \(\hat{q} \in [0, 1]^n\)). ■

Appendix C. Remarks on lower bounds for the expert’s problem

We have seen that dual averaging achieves regret \(\sqrt{T \ln n}\) for all \(T\). Here we present a lower bound analysis for DA showing that this is the best one can hope for.

**Theorem 43** There exists a value of \(n\) such that, for every \(T > 0\), there exists a sequence of vectors \(\{c_t \mid c_t \in \{0, 1\}^n\}_{t=1}^{T}\) such that for cost functions \(f_t := \langle c_t, \cdot \rangle\) for each \(t \in \{1, \cdots, T\}\) we have
\[
\lim_{t \to \infty} \frac{\text{Regret}_{DA}(t)}{\sqrt{t \ln n}} \geq 1,
\]
where $\text{Regret}_{DA}(T)$ denotes the worst-case regret (that is, taking the supremum of the comparison point over the simplex) of the dual averaging algorithm used in (Bubeck, 2011, Theorem 2.4).

It is known in the literature (Cesa-Bianchi and Lugosi, 2006 §3.7) that no algorithm can achieve a regret bound better than $\sqrt{T/2 \ln n}$ for the problem of learning with expert advice (as $(T, n) \to \infty$). Thus, there is still a $\sqrt{2}$ gap between the best upper and lower bounds (that hold for all $T$) for prediction with expert advice. This gap was previously pointed out by Gerchinovitz (2011, pp. 52). Even in a recent study of lower-bounds on the regret of multiplicative-weights update methods by Gravin et al. (2017), no lower-bounds better than $\sqrt{T/2 \ln n}$ for the anytime setting were known. In their work, they were interested in lower-bounds that were not asymptotic in $n$ and studied many different families of algorithms parameterized by families of learning-rate schedules (fixed, decreasing with $t$, deterministic, and randomized). Yet, they never restrict for learning rates that do not depend on the time-horizon $T$. Since MWU methods suffer at most $\sqrt{T/2 \ln n}$ regret for appropriately tuned learning rate (which depends on $T$), their approach should not and does not yield lower-bounds on the regret greater than $\sqrt{T/2 \ln n}$.

Algorithm 6 Adaptive randomized weighted majority based on DA (Bubeck, 2011, Theorem 2.4).

```
Input: $\eta : \mathbb{N} \to \mathbb{R}$
$x_1 := (1/n, 1/n, \ldots)^\top$
for $t = 1, 2, \ldots$ do
  Incur cost $f_t(x_t) = \langle c_t, x_t \rangle$ and receive cost vector $c_t \in [0, 1]^n$.
  for $j = 1, 2, \ldots, n$ do
    $y_{t+1,j} = x_{1,j} \exp\left(-\eta_t \sum_{k=1}^t c_k(j)\right)$
  end for
  $x_{t+1} = y_{t+1}/\|y_{t+1}\|_1$
end for
```

Proof The detailed algorithm described by Bubeck (2011, Theorem 2.4) is shown in Algorithm 6, where $\eta_t$ is set as $\sqrt{4 \ln n/t}$, we consider the case when $n = 2$, and construct the following cost vectors:

$$c_t = \begin{cases} 
(1, 0)^\top & 1 \leq t < \tau, t \text{ is odd} \\
(0, 1)^\top & 1 \leq t < \tau, t \text{ is even} \\
(1, 0)^\top & \tau \leq t \leq T,
\end{cases}$$

where $\tau := \lfloor T - \log(T)\sqrt{T} \rfloor$. Without loss of generality, we assume that $\tau$ is an odd number.

Throughout the remainder of this proof, denote $\text{Regret}(T)$ as the worst-case regret on $T$ rounds, that is,

$$\text{Regret}(T) := \sup_{z \in \Delta_n} \text{Regret}(T, z).$$

It is obvious that the second expert is the best one and our regret at time $T$ is

$$\text{Regret}(T) = \sum_{1 \leq t < \tau} c_t^\top x_t - \frac{\tau - 1}{2} + \sum_{\tau \leq t \leq T} c_t^\top x_t$$

It is also easy to check that

\[
x_t = \begin{cases} 
(1/2, 1/2)^T & 1 \leq t < \tau, \text{t is odd} \\
\left(\frac{1}{1 + \exp(\eta_{t-1})}, \frac{1}{1 + \exp(-\eta_{t-1})}\right)^T & 1 \leq t < \tau, \text{t is even} \\
\left(\frac{1}{1 + \exp(\eta_{t-1}(t - \tau))}, \frac{1}{1 + \exp(-\eta_{t-1}(t - \tau))}\right)^T & \tau \leq t \leq T.
\end{cases}
\]

Thus,

\[
\text{Regret}(T) = \sum_{1 \leq t < \tau, \text{t is even}} \left(1 + \exp\left(-\eta_{t-1}\right) - \frac{1}{2}\right) + \sum_{t=\tau}^{T} \frac{1}{1 + \exp((t - \tau)\eta_{t-1})}.
\]

Let us first look at Term 1. We have

\[
\text{Term 1}^{(i)} \geq \sum_{1 \leq t < \tau, \text{t is even}} \frac{1 - \exp(-\eta_{t-1})}{4} = \sum_{1 \leq t < \tau, \text{t is even}} \frac{\eta_{t-1}}{4} + O(\eta_{t-1}^2) \geq \frac{\sqrt{4 \ln n}}{4} \sqrt{\tau} + o(\tau)
\]

where (i) is true since \(\frac{1}{2 - x} - \frac{1}{2} \geq \frac{x}{4}\) for all \(x \in (0, 1)\) and (ii) is true by using the fact that \(\sum_{t=1}^{\tau} \frac{1}{\sqrt{t}} \geq 2\sqrt{\tau} - 2\).

By the definition of \(\tau\), we have \(\lim_{T \to \infty} \frac{\tau}{T} = 1\), thus

\[
\lim_{T \to \infty} \frac{\text{Term 1}}{\sqrt{T \ln n}} = \frac{1}{2}.
\]

For Term 2, we have

\[
\text{Term 2} = \sum_{t=\tau}^{T} \frac{1}{1 + \exp((t - \tau)\eta_{t-1})} \geq \sum_{t=\tau}^{T} \frac{1}{1 + \exp((t - \tau)\sqrt{\frac{4 \ln n}{\tau + 1}})} \geq \sum_{t=\tau}^{T} \frac{1}{1 + \exp((t - \tau)\sqrt{\frac{4 \ln n}{\tau + 1}})} \geq \int_{t=\tau}^{T} \frac{1}{1 + \exp((t - \tau)\sqrt{\frac{4 \ln n}{\tau + 1}})} dt = \int_{y=0}^{\log(T)\sqrt{T}} \frac{1}{1 + \exp(y\sqrt{\frac{4 \ln n}{\tau + 1}})} dy.
\]

\[
(37)
\]

\[
(38)
\]
Note that
\[ \int \frac{1}{1 + \exp(\beta y)} dy = y - \frac{\ln (1 + e^{\beta y})}{\beta}. \]

Set \( \beta = \sqrt{\frac{4 \ln n}{\tau - 1}} \) and plug the above result to Eq 38, we get the following,
\[ \text{Term 2} \geq \log(T) \sqrt{T} - \frac{\ln \left(1 + \exp \left(\sqrt{\frac{4 \ln n}{\tau - 1}} \log(T) \sqrt{T}\right)\right)}{\sqrt{\frac{4 \ln n}{\tau - 1}}} + \frac{\ln 2}{\sqrt{\frac{4 \ln n}{\tau - 1}}}. \]

Using the fact that \( \ln (1 + e^x) = x + o(x) \),
\[ \text{Term 2} \geq \log(T) \sqrt{T} - \log(T) \sqrt{T} + o \left(\sqrt{\frac{4 \ln n}{\tau - 1}} \log(T) \sqrt{T}\right) + \ln 2 \sqrt{\frac{(\tau - 1)}{4 \ln n}}. \]

Note that \( n = 2 \), thus
\[ \lim_{T \to \infty} \frac{\text{Term 2}}{\sqrt{T \ln n}} = \lim_{T \to \infty} \frac{\ln 2 \sqrt{\frac{(\tau - 1)}{4 \ln n}}}{\sqrt{T \ln n}} = \frac{1}{2}. \] (39)

Combining Eq. 37 and Eq. 39, we conclude that
\[ \lim_{T \to \infty} \frac{\text{Regret}(T)}{\sqrt{T \ln n}} = \lim_{T \to \infty} \frac{\text{Term 1}}{\sqrt{T \ln n}} + \lim_{T \to \infty} \frac{\text{Term 2}}{\sqrt{T \ln n}} \geq \frac{1}{2} + \frac{1}{2} = 1. \]

Appendix D. Additional proofs for Section 7

At many points throughout this section we will need to talk about optimality condition for problems where we minimize a convex function over a convex set. Such conditions depend on the normal cone of the set on which the optimization is taking place.

Lemma 44 (Rockafellar, 1970, Theorem 27.4) Let \( h: C \to \mathbb{R} \) be a closed convex function such that \( (\text{ri} C) \cap (\text{ri} \mathcal{X}) \neq \emptyset \). Then, \( x \in \text{arg min}_{z \in \mathcal{X}} h(z) \) if and only if there is \( \hat{g} \in \partial h(x) \) such that \( -\hat{g} \in \mathcal{N}_X(x) \).

Using the above result allows us to derive a useful characterization of points that realize the Bregman projections. This result is similar to Bubeck (2015, Lemma 4.1) and we defer the complete proof to our technical report (Fang et al., 2021).

Lemma 45 Let \( y \in \mathcal{D} \) and \( x \in \mathcal{D} \). Then \( x = \Pi^\Phi_X(y) \) if and only if \( x \in \mathcal{D} \cap \mathcal{X} \) and \( \nabla \Phi(y) - \nabla \Phi(x) \in \mathcal{N}_X(x) \).
Proof Suppose $x \in D \cap X$ and $\nabla \Phi(y) - \nabla \Phi(x) \in N_X(x)$. Since $\nabla \Phi(y) - \nabla \Phi(x) = -\nabla(D_{\phi}(\cdot, y))(x)$, by Lemma 44 we conclude that $x \in \arg \min_{z \in X} D(z, y)$. Now suppose $x = \Pi^\Phi(x)$. By Lemma 44 together with the definition of Bregman divergence, this is the case if and only if there is $-g \in \partial \Phi(x)$ such that $-(g - \nabla \Phi(y)) \in N_X(x)$. Since $\Phi$ is of Legendre type we have $\partial \Phi(z) = \emptyset$ for any $z \notin D$ (Rockafellar, 1970, Theorem 26.1). Thus, $x \in D$ and $g = \nabla \Phi(x)$ since $\Phi$ is differentiable. Finally, $x \in X$ by the definition of Bregman projection. ■

For some of the proofs from Section 7, we need to one last result about the relation of subgradients and conjugate functions which is worth stating in full.

Lemma 46 (Rockafellar, 1970, Theorem 23.5) Let $f : X \to \mathbb{R}$, let $x \in X$ and let $\hat{y} \in \mathbb{R}^n$. Then $\hat{y} \in \partial f(x)$ if and only if $x$ attains $\sup_{x \in \mathbb{R}^n}(\langle \hat{y}, x \rangle - f(x)) = f^*(\hat{y})$.
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