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Abstract
The field of defense strategies against adversarial attacks has significantly grown over the last years, but progress is hampered as the evaluation of adversarial defenses is often insufficient and thus gives a wrong impression of robustness. Many promising defenses could be broken later on, making it difficult to identify the state-of-the-art. Frequent pitfalls in the evaluation are improper tuning of hyperparameters of the attacks, gradient obfuscation or masking. In this paper we first propose two extensions of the PGD-attack overcoming failures due to suboptimal step size and problems of the objective function. We then combine our novel attacks with two complementary existing ones to form a parameter-free, computationally affordable and user-independent ensemble of attacks to test adversarial robustness. We apply our ensemble to over 40 models from papers published at recent top machine learning and computer vision venues. In all except one of the cases we achieve lower robust test accuracy than reported in these papers, often by more than 10%, identifying several broken defenses.

1. Introduction
Adversarial samples, small perturbations of the input, with respect to some distance measure, which change the decision of a classifier, are a problem for safe and robust machine learning. In particular, they are a major concern when it comes to safety-critical applications. In recent years many defenses have been proposed but with more powerful or adapted attacks most of them could be broken (Carlini & Wagner, 2017b; Athalye et al., 2018; Mosbach et al., 2018). Adversarial training (Madry et al., 2018) is one of the few approaches which could not be defeated so far. Recent variations are using other losses (Zhang et al., 2019b) and boost robustness via generation of additional training data (Carmon et al., 2019; Alayrac et al., 2019) or pre-training (Hendrycks et al., 2019). Another line of work are provable defenses, either deterministic (Wong et al., 2018; Croce et al., 2019a; Mirman et al., 2018; Gowal et al., 2018) or based on randomized smoothing (Li et al., 2019; Lecuyer et al., 2019; Cohen et al., 2019). However, these are still not competitive with the empirical robustness of adversarial training for datasets like CIFAR-10 with large perturbations.

Due to the many broken defenses, the field is currently in a state where it is very difficult to judge the value of a new defense without an independent test. This limits the progress as it is not clear how to distinguish bad from good ideas. A seminal work to mitigate this issue are the guidelines for assessing adversarial defenses by (Carlini et al., 2019). However, as we see in our experiments, even papers trying to follow these guidelines can fail in obtaining a proper evaluation. In our opinion the reason is that at the moment there is no protocol which works reliably and autonomously, and does not need the fine-tuning of parameters for every new defense. Such protocol is what we aim at in this work.

The most popular method to test adversarial robustness is the PGD (Projected Gradient Descent) attack (Madry et al., 2018), as it is computationally cheap and performs well in many cases. However, it has been shown that even PGD can fail (Mosbach et al., 2018; Croce et al., 2019b) leading to significant overestimation of robustness: we identify i) the fixed step size and ii) the widely used cross-entropy loss as two reasons for potential failure. As remedies we propose i) a new gradient-based scheme, Auto-PGD, which does not require a step size to be chosen (Sec. 3), and ii) an alternative loss function (Sec. 4). These novel tools lead to two variants of PGD whose only free parameter is the number of iterations, while everything else is adjusted automatically: this is the first piece of the proposed evaluation protocol.

Another cause of poor evaluations is the lack of diversity among the attacks used, as most papers rely solely on the results given by PGD or weaker versions of it like FGSM (Goodfellow et al., 2015). Of different nature are for example two existing attacks: the white-box FAB-attack (Croce & Hein, 2019) and the black-box Square Attack (Andriushchenko et al., 2019). Importantly, these methods have a limited amount of parameters which are shown to general-
ize well across classifiers and datasets. Then, in Sec. 5, we combine our two new versions of PGD with FAB and Square Attack to form a parameter-free, computationally affordable and user-independent ensemble of complementary attacks to estimate adversarial robustness, named AutoAttack.

We test AutoAttack in a large-scale evaluation (Sec. 6) on over 40 classifiers from more than 25 papers proposing robust models, including randomized defenses, from recent leading conferences. Although using only five restarts for each of the three white-box attacks contained in AutoAttack, in all except one case the robust test accuracy obtained by AutoAttack is lower than the one reported in the original papers. For 13 models we reduce the robust accuracy by more than 10% and identify several broken defenses.

We do not argue that AutoAttack is the ultimate adversarial attack but rather that it should become the minimal test for any new defense, since it reliably reaches good performance in all tested models, without any hyperparameter tuning and at a relatively low computational cost. At the same time our large-scale evaluation identifies the current state-of-the-art and which of the recent ideas are actually effective.

2. Adversarial examples and PGD

Given a $K$-class classifier $g : \mathcal{D} \subseteq \mathbb{R}^d \rightarrow \mathbb{R}^K$, taking decisions according to $\arg \max_{k=1,\ldots,K} g_k(\cdot)$, a point $x_{\text{orig}} \in \mathbb{R}^d$ with correct classification $c$, and the threat model $\{z \in \mathcal{D} \mid \gamma(x_{\text{orig}}, z) \leq \epsilon \}$ (feasible set of the attack) where $\gamma$ is some distance measure and $\epsilon > 0$. Then $z$ is an adversarial sample for $g$ at $x_{\text{orig}}$ wrt the threat model if

$$\arg \max_{k=1,\ldots,K} g_k(z) \neq c, \quad \gamma(x_{\text{orig}}, z) \leq \epsilon \quad \text{and} \quad z \in \mathcal{D}.$$ 

To find $z$ it is common practice to define some surrogate function $L$ such that solving the constrained optimization problem

$$\max_{x \in \mathcal{D}} L(g(z), c) \quad \text{s. th.} \quad \gamma(x_{\text{orig}}, z) \leq \epsilon, \quad z \in \mathcal{D} \quad (1)$$

enforces $z$ not to be assigned to class $c$.

In image classification, the most popular threat models are based on $l_p$-distances, i.e. $\gamma(x, z) := \| z - x \|_p$, and $\mathcal{D} = [0, 1]^d$. Since the projection on the $l_p$-ball for $p \in \{2, \infty\}$ is available in closed form, Problem (1) can be solved with Projected Gradient Descent (PGD). Given $f : \mathbb{R}^d \rightarrow \mathbb{R}$, $\mathcal{S} \subset \mathbb{R}^d$ and the problem

$$\max_{x \in \mathbb{R}^d} f(x) \quad \text{s. th.} \quad x \in \mathcal{S}, \quad (2)$$

the iterations of PGD are defined for $k = 1, \ldots, N_{\text{iter}}$ as

$$x^{(k+1)} = P_S \left( x^{(k)} + \eta^{(k)} \nabla f(x^{(k)}) \right),$$

where $\eta^{(k)}$ is the step size at iteration $k$ and $P_S$ is the projection onto $\mathcal{S}$. Using the cross-entropy (CE) loss as objective $L$, (Kurakin et al., 2017; Madry et al., 2018) introduced the so-called PGD-attack, which is currently the most popular white-box attack. In their formulation $\eta^{(k)} = \eta$ for every $k$, i.e. the step size is fixed, and as initial point $x^{(0)}$ either $x_{\text{orig}}$ or $x_{\text{orig}} + \zeta$ is used, where $\zeta$ is randomly sampled such that $x^{(0)}$ satisfies the constraints. Moreover, steepest descent is done according to the norm considered in the threat model, which means that for $l_\infty$ one uses the sign of the gradient.

3. Auto-PGD: A budget-aware step size-free variant of PGD

We identify three weaknesses in the standard formulation of the PGD-attack and how it is used in the context of adversarial robustness. First, the fixed step size is suboptimal, as even for convex problems this does not guarantee convergence, and the performance of the algorithm is highly influenced by the choice of its value, see e.g. (Mosbach et al., 2018). Second, the overall scheme is in general agnostic of the budget given to the attack: as we show, the loss plateaus after a few iterations, except for extremely small step sizes, which however do not translate into better results. As a consequence, judging the strength of an attack by the number of iterations is misleading, see also (Carlini et al., 2019). Finally, the algorithm is unaware of the trend, i.e. does not consider whether the optimization is evolving successfully and is not able to react to this.

3.1. Auto-PGD (APGD) algorithm

In our automatic scheme we aim at fixing these issues. The main idea is to partition the available $N_{\text{iter}}$ iterations in an initial exploration phase, where one searches the feasible set for good initial points, and an exploitation phase, during which one tries to maximize the knowledge so far accumulated. The transition between the two phases is managed by progressively reducing the step size. In fact, a large step size allows to move quickly in $\mathcal{S}$, whereas a smaller one more eagerly maximizes the objective function locally. However, the reduction of the step size is not a priori scheduled, but rather governed by the trend of the optimization: if the value of the objective grows sufficiently fast, then the step size is most likely proper, otherwise it is reasonable to reduce it. While the update step in APGD is standard, what distinguishes our algorithm from usual PGD is the choice of the step size across iterations, which is adapted to the overall budget and to the progress of the optimization, and that, once the step size is reduced, the maximization restarts from the best point so far found. We summarize our scheme in Algorithm 1 and analyze the main features in the following.

**Gradient step:** The update of APGD follows closely the classic algorithm and only adds a momentum term. Let $\eta^{(k)}$
where $f$ we identify checkpoints and $\rho \in [0, 1]$. In practice, we want to allow a relatively long initial exploration stage and then possibly update the step size more often moving toward exploitation. In fact, with smaller step sizes the improvements in the objective function are likely more frequent but also of smaller magnitude, while the importance of taking advantage of the whole input space is testified by the success of random restarts in usual PGD-attack. We fix the checkpoints as $w_j = [p_j N_{\text{iter}}] \leq N_{\text{iter}}$, with $p_j \in [0, 1]$ defined as $p_0 = 0$, $p_1 = 0.22$ and $p_{j+1} = p_j + \max\{p_j - p_{j-1} - 0.03, 0.06\}$.

Note that the period length $p_{j+1} - p_j$ is reduced in each step by 0.03 but they have at least a minimum length of 0.06.

While the proposed scheme has a few parameters which could be adjusted, we fix them to the values indicated so that the only free variable is the budget $N_{\text{iter}}$.

### 3.2. Comparison of APGD to usual PGD

We compare the performance of our APGD to PGD (discussed above) in terms of the achieved CE-loss and robust accuracy. We focus on $l_\infty$-attacks with perturbation size $\epsilon$. While other norms are possible too, $l_\infty$-balls are the most popular threat model. In this case the sign of the gradient is used as direction for the update step and the projection on the intersection of the $l_\infty$-ball and $[0, 1]^d$ is done by clipping. We attack the robust models on MNIST and CIFAR-10 from (Madry et al., 2018) and (Zhang et al., 2019b). We run 1000 iterations of PGD with step sizes $\epsilon/t$ with $t \in \{0.5, 1, 2, 4, 10, 25, 100\}$, and APGD with a budget of $N_{\text{iter}} \in \{25, 50, 100, 200, 400, 1000\}$ iterations, recalling that APGD does not require a step size. In Figure 1 we show the evolution of the current best average cross-entropy loss and robust accuracy (i.e. the percentage of points for which the attack could not find an adversarial
example) for 1000 points of the respective test sets over iterations. In all cases APGD achieves the highest values of the loss (higher is better as it is a maximization problem), often giving better final results than PGD with much fewer steps. Similarly, APGD attains always the lowest (better) robust accuracy, which means that it is a stronger adversarial attack on these models. It is also possible to observe the adaptive behaviour of APGD: when the budget of iterations is larger the value of the objective (the CE loss in this case) increases more slowly, but reaches higher values in the end. This is due to the longer exploration phase, which sacrifices a greedy improvement to finally get better results. Conversely, the runs of PGD tend to plateau at suboptimal values, regardless of the choice of the step size.

We present a similar comparison of APGD to PGD with Momentum (as we use a momentum term in our algorithm) in Sec. A.1 of the Appendix.

4. Alternative loss

We first identify problems of the CE loss which can lead to gradient masking and then show how to overcome them with our new Difference of Logits Ratio loss.

4.1. Properties of the cross-entropy loss

Let $z = g(x) \in \mathbb{R}^K$ be the output vector (logits) of the classifier $g$ for an input $x \in \mathbb{R}^d$ and $p \in [0, 1]^K$ the vector of the probabilities assigned to each class defined via the Softmax function $p_i = e^{z_i} / \sum_{j=1}^{K} e^{z_j}$. If the correct class of $x$ has index $y$, the cross-entropy loss at $x$ is

$$CE(x, y) = -\log p_y = -z_y + \log \left( \sum_{j=1}^{K} e^{z_j} \right), \quad (4)$$

which is invariant to shifts of the logits, but not to rescaling. In particular, this can lead to issues when one computes the gradient of the CE loss wrt $x$ which is given by

$$\nabla_x CE(x, y) = -\nabla_x z_y + \sum_{i=1}^{K} \frac{e^{z_i}}{\sum_{j=1}^{K} e^{z_j}} \nabla_x z_i$$

$$= (-1 + p_y) \nabla_x z_y + \sum_{i \neq y} p_i \nabla_x z_i.$$

If $p_y \approx 1$ and consequently $p_i \approx 0$ for $i \neq y$, we get $\nabla_x CE(x, y) \approx 0$, which means that maximizing the CE loss with gradient-based methods becomes ineffectve (Papernot et al., 2016). Notice that one can achieve $p_y \approx 1$ with a classifier $h = \alpha g$ equivalent to $g$ (i.e. they take the same decision for every $x$) but rescaled by a constant $\alpha > 0$. Since

$$\lim_{\alpha \to +\infty} \frac{e^{\alpha z_y}}{\sum_{j=1}^{K} e^{\alpha z_j}} = \begin{cases} 1 & \text{if } z_y = \max_{i} z_i \\ 0 & \text{else} \end{cases},$$

for sufficiently large $\alpha$ the decisions of $h$ can have arbitrary high confidence. The finite arithmetic makes $\nabla_x CE(x, y) \approx 0$ to become $\nabla_x CE(x, y) = 0$, since typically single precision is used and only exponents roughly in $[-127, 127]$ in the exponential function can be expressed (recently (Wong et al., 2020) proposed even half precision). Thus the sign
As seen before, the fact that the gradient of the cross-entropy loss, \( \frac{g}{\alpha} \), we show the fraction of entries in the gradients of \( g/\alpha \) the CIFAR-10 model of (Atzmon et al., 2019) and \( \alpha \) a rescaling factor. The performance of PGD depends on the scale of the logits.

To exemplify this phenomenon we run 100 iterations of the \( l_\infty \) PGD-attack on the cross-entropy loss on the CIFAR-10 model from (Atzmon et al., 2019), with \( \epsilon = 0.031 \), dividing the logits by a factor \( \alpha \in \{1, 10^1, 10^2, 10^3\} \). In Figure 2 we show the fraction of entries in the gradients of \( g/\alpha \) (\( g \) is the original model) equal to zero and the robust accuracy achieved by the attack in dependency on \( \alpha \) (we use 1000 test points, the gradient statistic is computed for correctly classified points). Without rescaling (\( \alpha = 1 \)) the gradient vanishes almost for every coordinate, so that PGD is ineffective and the robustness is significantly overestimated. However, simply rescaling the logits is sufficient to bring the output of the classifier into a range where the finite precision does not hinder the computation of the gradient and one gets a much more accurate robustness assessment.

Finally, we highlight that maximizing the CE loss minimizes the confidence of the classifier in the correct class. We will show that this helps to test randomized defenses, when misclassification alone is not enough for a successful attack.

### 4.2. Difference of Logits Ratio Loss

As seen before, the fact that the gradient of the cross-entropy loss is not scaling invariant and the limited precision of the computations can lead to the effect of gradient masking. For our new loss the goal is to avoid the numerical problems of the softmax functions and directly work on the logits \( z \in \mathbb{R}^K \) of the classifier. In (Carlini & Wagner, 2017a) the difference of the logits

\[
\text{CW}(x, y) = -z_y + \max_{i \neq y} z_i, \tag{5}
\]

has been proposed as a loss for adversarial attacks, which is now called the Carlini-Wagner (CW)-loss. In contrast to the cross-entropy loss it has a direct interpretation in terms of the decision of the classifier, in particular if an adversarial example exists, then the global maximum of the CW-loss is positive. However, the CW-loss is not scaling invariant and thus again an extreme rescaling could in principle be used to induce gradient masking.

We propose the **Difference of Logits Ratio (DLR)**-loss which is instead both shift and rescaling invariant:

\[
\text{DLR}(x, y) = - \frac{z_y - \max_{i \neq y} z_i}{z_{\pi_1} - z_{\pi_3}}, \tag{6}
\]

where \( \pi \) is the ordering which sorts the components of \( z \) in decreasing order. Note that the required shift-invariance of the loss is achieved having a difference of logits also in the denominator. Maximizing DLR wrt \( x \) allows to find a point classified not in class \( y \) (DLR is positive only if \( \arg \max_i z_i \neq y \)) and, once that is achieved, it minimizes the score of class \( y \) compared to that of the other classes.

If \( x \) is correctly classified we have \( \pi_1 \equiv y \) and

\[
\text{DLR}(x, y) = - \frac{z_{\pi_1} - z_{\pi_2}}{z_{\pi_1} - z_{\pi_3}}.
\]

Note that under this condition \( \text{DLR}(x, y) \in [-1, 0] \). The role of the normalization \( z_{\pi_1} - z_{\pi_3} \) is to push \( z_{\pi_2} \) to \( z_y = z_{\pi_1} \) as it prefers points for which \( z_y \approx z_{\pi_2} > z_{\pi_3} \) and thus is biased towards changing the decision.

### 4.3. DLR-loss versus CW- and CE-loss

While on normally trained models the difference between the losses is typically small, some adversarial defenses generate classifiers for which the performance of PGD-based attacks varies substantially according to the objective function.

| attack     | step | M1   | M2   | M3   | M4   |
|------------|------|------|------|------|------|
| PGD_CE     | \( \epsilon/10 \) | 63.4 | 72.7 | 74.3 | 69.9 |
|            | \( \epsilon \) | 61.8 | 72.3 | 73.1 | 65.7 |
|            | \( 2\epsilon \) | 57.6 | 65.1 | 66.8 | 61.5 |
| PGD_CW     | \( \epsilon/10 \) | 61.7 | 70.1 | 70.8 | 58.5 |
|            | \( \epsilon \) | 58.9 | 69.0 | 69.2 | 54.8 |
|            | \( 2\epsilon \) | 55.7 | 61.6 | 62.4 | 51.8 |
| PGD_DLR    | \( \epsilon/10 \) | 65.4 | 58.6 | 62.7 | 58.5 |
|            | \( \epsilon \) | 45.9 | 42.1 | 54.8 | 54.0 |
|            | \( 2\epsilon \) | 42.2 | 39.7 | 49.7 | 50.4 |
| APGD_CE    | -    | 59.0 | 70.8 | 73.1 | 64.4 |
| APGD_DLR   | -    | 45.9 | 41.0 | 53.5 | 52.7 |
chosen. We exemplify this in Table 1, where we compare the robust accuracy achieved by 100 iterations of $l_\infty$-PGD on the DLR-, CW- and CE-loss with three different fixed step sizes ($\epsilon/10$, $\epsilon$, $2\epsilon$). We use an $l_\infty$-threat model with $\epsilon = 8/255$ for 4 models on CIFAR-10 (M1 and M2 from (Wang & Zhang, 2019), M3 from (Zhang & Xu, 2020) and M4 from (Zhang & Wang, 2019)), all trained to be robust. PGD$_{\text{DLR}}$ and APGD$_{\text{DLR}}$ both outperform the CW- and CE-loss in terms of robust accuracy (lower is better) and the differences are significant. We note that the fixed step size $2\epsilon$ for CE- and DLR-loss works for these particular models better than APGD which yields competitive results. However, such fixed step size $2\epsilon$ is worse than the adaptive scheme in the comparison in Table 1, and in general it also performs worse than smaller step sizes, as one can see in the comparison provided in Sec. C.1 of the Appendix.

5. Robustness evaluation through an ensemble of parameter-free attacks

We propose to group our two novel extensions of PGD, APGD$_{\text{CE}}$ and APGD$_{\text{DLR}}$, with two existing complementary attacks, FAB (Croce & Hein, 2019) and Square Attack (Andriushchenko et al., 2019), into a reliable tool to evaluate robustness, named AutoAttack, which is automatic in the sense that it does not require to specify any free parameters\(^1\).

A key property of AutoAttack is the diversity of its components: while APGD is a white-box attack aiming at any adversarial example within an $l_p$-ball, FAB minimizes the norm of the perturbation necessary to achieve a misclassification, and, although it relies on the gradient of the logits, it appears to be effective also on models affected by gradient masking as shown in (Croce & Hein, 2019). On the other hand, Square Attack is a score-based black-box attack for norm bounded perturbations which uses random search and does not exploit any gradient approximation. It outperforms other black-box attacks in terms of query efficiency and success rate and has been shown to be even competitive with white-box attacks (Andriushchenko et al., 2019). Both methods have few parameters which generalize well across models and dataset, so that we will keep them fixed for all the experiments. The diversity within the ensemble helps for two reasons: first, there exist classifiers for which some of the attacks dramatically fail, but always at least one of them works well. Second, on the same model diverse attacks might have similar robust accuracy but succeed on different points: then considering the worst case over all attacks, as we do for AutoAttack, improves the performance. We focus on $l_\infty$-robustness, but all four attacks have an $l_2$ version, so that AutoAttack can test also $l_2$-robustness.

Since we want AutoAttack to return quickly a good approximation of the robust accuracy of any classifier, we provide to each attack a relatively limited computational budget: for APGD$_{\text{CE}}$, APGD$_{\text{DLR}}$ and FAB we use for each attack 100 iterations and 5 random restarts, for Square Attack a single run with 5000 queries. While the exact runtime depends on the size, the robustness and even the framework of the target network, APGD is the fastest one, as it just requires one forward and one backward pass per iteration. Note that the computational budget for AutoAttack is on average similar to what has been used in the evaluation of the adversarial defenses which we test. All hyperparameters of the attacks are fixed for all experiments (see Sec. B of the Appendix).

In the following we show that although having limited budget and running fully automatic, without any hyperparameter tuning, AutoAttack leads to a reliable and cost-efficient evaluation of adversarial robustness.

6. Experiments

In order to test the performance of AutoAttack, but also the individual performances of APGD$_{\text{CE}}$ and APGD$_{\text{DLR}}$, we evaluate the robustness of adversarial defenses proposed in over 25 different papers from recent conferences like ICML, NeurIPS, ICLR, ICCV, CVPR, with around 40 different models. We consider models on MNIST and CIFAR-10, as the vast majority of papers uses these datasets for comparison. First, we report the results on deterministic defenses, later we extend our analysis to randomized ones, i.e. classifiers whose output has a stochastic component.

Deterministic defenses: In Table 2 we report the results on 33 models from recent defense papers (for some of them multiple networks are considered, possibly on both datasets). When possible we used the originals models (which are either publicly available or we obtained them via personal communication from the authors). Otherwise we retrained the models with the code released by the authors. Further details about the models and papers can be found in the Appendix (Sec. C).

For each classifier we report the clean accuracy and the robust accuracy, at the $\epsilon$ specified in the table, on the whole test set obtained by the individual attacks APGD$_{\text{CE}}$, APGD$_{\text{DLR}}$, FAB and Square Attack, together with our ensemble AutoAttack, which counts as a success every point on which at least one of the four attacks finds an adversarial example (worst case evaluation). Additionally, we provide the reported robust accuracy of the respective papers (please note that in some cases their statistics are computed on a subset of the test set or not the exact same network), and the difference between our robust accuracy and the reported one. The reduction is highlighted in the last column of Table 2 in red when negative (we have a lower robust accuracy). Finally, we boldface the attack obtaining the best individual

\(^1\)AutoAttack is available at https://github.com/fra31/auto-attack.
Table 2. Robustness evaluation of $l_{\infty}$-adversarial defenses by AutoAttack. We report clean test accuracy, the robust accuracy of the individual attacks as well as the combined robust accuracy of AutoAttack (AA column). We also provide the robust accuracy reported in the original papers and compute the difference to the one of AutoAttack. If negative (in red) AutoAttack provides lower (better) robust accuracy. The statistics of our attack are computed on the full test set. We use the same $\epsilon$ for the $l_{\infty}$-attacks as used in the papers.

| # paper | clean | APGD_{CE} | APGD_{DLR} | FAB | Square | AA | reported | reduct. |
|---------|-------|-----------|------------|-----|--------|-----|----------|--------|
| CIFAR-10 - $\epsilon = 8/255$ |
| 1 (Carmon et al., 2019) | 89.69 | 61.47 | 60.64 | 60.62 | 66.63 | 59.65 | 62.5 | -2.85 |
| 2 (Alayrac et al., 2019) | 86.46 | 59.86 | 62.03 | 58.20 | 66.37 | 56.92 | 56.30 | 0.62 |
| 3 (Hendrycks et al., 2019) | 87.11 | 57.00 | 56.96 | 55.40 | 61.99 | 54.99 | 57.4 | -2.41 |
| 4 (Kumari et al., 2019) | 87.80 | 51.56 | 51.68 | 49.83 | 58.20 | 49.40 | 53.04 | -3.64 |
| 5 (Mao et al., 2019) | 86.21 | 49.39 | 50.33 | 48.31 | 56.98 | 47.66 | 50.03 | -2.37 |
| 6 (Zhang et al., 2019) | 87.20 | 45.91 | 47.33 | 45.62 | 55.07 | 45.06 | 47.98 | -2.92 |
| 7 (Madry et al., 2018) | 87.14 | 44.56 | 46.03 | 45.37 | 53.10 | 44.29 | 47.04 | -2.75 |
| 8 (Pang et al., 2020) | 80.89 | 55.91 | 44.56 | 44.44 | 49.73 | 43.78 | 47.50 | -11.22 |
| 9 (Wong et al., 2020) | 83.34 | 45.60 | 46.64 | 44.03 | 53.32 | 43.38 | 46.06 | -2.68 |
| 10 (Shafahi et al., 2019) | 86.11 | 43.30 | 44.56 | 42.88 | 51.95 | 41.58 | 46.19 | -4.61 |
| 11 (Zhang & Wang, 2019) | 89.98 | 62.03 | 48.96 | 40.84 | 59.12 | 38.78 | 60.60 | -21.82 |
| 12 (Moosavi-Dezfooli et al., 2019) | 83.11 | 41.59 | 40.29 | 39.05 | 47.69 | 38.67 | 41.4 | -2.73 |
| 13 (Zhang & Xu, 2020) | 90.25 | 69.36 | 49.43 | 40.60 | 66.87 | 38.57 | 68.70 | -30.13 |
| 14 (Kim & Wang, 2020) | 91.51 | 54.80 | 48.41 | 38.88 | 61.31 | 36.10 | 57.23 | -21.13 |
| 15 (Jang et al., 2019) | 78.91 | 37.40 | 37.01 | 35.49 | 44.33 | 35.09 | 37.40 | -2.31 |
| 16 (Moosavi-Dezfooli et al., 2019) | 80.41 | 36.53 | 35.47 | 34.07 | 43.45 | 33.76 | 36.3 | -2.54 |
| 17 (Wang & Zhang, 2019) | 92.80 | 57.19 | 40.69 | 33.57 | 64.32 | 30.96 | 58.60 | -27.64 |
| 18 (Wang & Zhang, 2019) | 92.82 | 67.77 | 36.72 | 31.92 | 66.67 | 29.07 | 66.90 | -37.83 |
| 19 (Mustafa et al., 2019) | 89.16 | 4.48 | 4.54 | 1.10 | 33.91 | 0.55 | 32.32 | -31.77 |
| 20 (Chan et al., 2020) | 93.79 | 1.90 | 1.20 | 1.58 | 71.76 | 0.18 | 15.50 | -15.32 |
| 21 (Pang et al., 2020) | 93.52 | 85.58 | 0.49 | 0.03 | 35.83 | 0.00 | 31.40 | -31.40 |
| CIFAR-10 - $\epsilon = 0.031$ |
| 1 (Zhang et al., 2019b) | 84.92 | 55.08 | 54.04 | 53.82 | 59.48 | 53.18 | 56.43 | -3.25 |
| 2 (Atzmon et al., 2019) | 81.30 | 78.94 | 44.50 | 40.79 | 47.99 | 40.61 | 43.17 | -2.56 |
| 3 (Xiao et al., 2020) | 79.28 | 32.38 | 31.27 | 79.28 | 20.44 | 17.99 | 52.40 | -34.41 |
| CIFAR-10 - $\epsilon = 4/255$ |
| 1 (Song et al., 2019) | 84.81 | 57.43 | 57.79 | 57.37 | 64.67 | 56.64 | 58.1 | -1.46 |
| CIFAR-10 - $\epsilon = 0.02$ |
| 1 (Pang et al., 2019) | 91.22 | 3.53 | 8.61 | 4.54 | 29.46 | 2.00 | 34.00 | -32.00 |
| 2 (Pang et al., 2019) | 93.44 | 0.04 | 0.26 | 0.15 | 21.56 | 0.02 | 30.40 | -30.38 |
| MNIST - $\epsilon = 0.3$ |
| 1 (Zhang et al., 2019b) | 99.48 | 93.14 | 93.89 | 94.14 | 92.99 | 92.76 | 95.60 | -2.84 |
| 2 (Atzmon et al., 2018) | 99.35 | 98.79 | 94.54 | 94.15 | 90.86 | 90.85 | 97.35 | -6.50 |
| 3 (Madry et al., 2018) | 98.53 | 89.40 | 89.74 | 92.22 | 88.58 | 88.43 | 89.62 | -1.19 |
| 4 (Jang et al., 2019) | 98.47 | 92.45 | 92.15 | 93.24 | 88.00 | 87.99 | 94.61 | -6.62 |
| 5 (Wong et al., 2020) | 98.50 | 84.74 | 85.39 | 87.36 | 83.07 | 82.88 | 88.77 | -5.89 |
| 6 (Taghanaki et al., 2019) | 98.86 | 23.83 | 0.00 | 0.02 | 0.00 | 0.00 | 64.25 | -64.25 |

1 current SOTA is 44.03% in https://github.com/MadryLab/cifar10_challenge.
2 current SOTA is 53.07% in https://github.com/yaodongyu/TRADES.
3 current SOTA is 93.33% in https://github.com/yaodongyu/TRADES.
4 current SOTA is 88.25% in https://github.com/MadryLab/mnist_challenge.

Robust accuracy and underline those which achieve a robust accuracy lower than reported.

Notably, in all except one case AutoAttack achieves a lower robust accuracy than the one reported in the original papers, and the improvement is larger than 10% in 13 out of 33 cases, larger than 30% in 8 cases. Thus AutoAttack would have provided almost always a better estimation of the robustness of the models than what has been used in the original evaluation, without any adaptation to the specific defense. Moreover, in the only case where it does not reduce the reported robust accuracy it is only 0.62% far from it, and this result has been obtained with a variant of PGD with 180 restarts and 200 iterations (see (Alayrac et al., 2019)),...
We note that in most of the cases more than one of the attacks included in AutoAttack obtains a lower robust accuracy than reported. FAB is the attack attaining most often the best results on CIFAR-10, and Square Attack on MNIST. However, APGD$_{DLR}$ is the most reliable one, in the sense that it has the least severe failure which we measure as the difference in robust accuracy to the best performing attack (maximal difference less than 11%, compared to 85% for APGD$_{CE}$). Thus we compute in Table 3 the mean (standard deviation over 5 runs) and the robust accuracy of the individual attacks as well as the combined one of AutoAttack (again over 5 runs). We also provide the robust accuracy reported in the respective papers and compute the difference to the one of AutoAttack (negative means that AutoAttack is better). The statistics of our attack are computed on the whole test set except for the ones of (Yang et al., 2019), which are on 1000 test points due to the computational cost of this defense. The ε is the same as used in the papers.

Table 3. Robustness evaluation of randomized $l∞$-adversarial defenses by AutoAttack. We report the clean test accuracy (mean and standard deviation over 5 runs) and the robust accuracy of the individual attacks as well as the combined one of AutoAttack (again over 5 runs).

| # | paper | model | clean | APGD | CE | DLR | FAB | Square | AutoAttack | report. reduct. |
|---|-------|-------|-------|-------|-----|-----|-----|-------|-------------|----------------|
| CIFAR-10 - $\epsilon = 8/255$ | | | | | | | | | | |
| 1 | (Wang et al., 2019) | ERM 82.39 (0.14) | 48.81 | 49.37 | - | 78.61 | 45.56 (0.20) | 51.48 | -9.9 |
| 2 | (Yang et al., 2019) | with AT 84.9 (0.6) | 30.1 | 31.9 | - | - | 26.3 (0.85) | 52.8 | -26.5 |
| 3 | (Yang et al., 2019) | pure 87.2 (0.3) | 21.5 | 24.3 | - | - | 18.2 (0.82) | 40.8 | -22.6 |
| 4 | (Grathwohl et al., 2020) | JEM-10 99.09 (0.03) | 11.69 | 15.88 | 63.07 | 79.32 | 9.92 (0.03) | 47.6 | -37.7 |
| 5 | (Grathwohl et al., 2020) | JEM-1 92.31 (0.04) | 9.15 | 13.85 | 62.71 | 79.25 | 8.15 (0.05) | 41.8 | -33.6 |
| 6 | (Grathwohl et al., 2020) | JEM-0 92.82 (0.05) | 7.19 | 12.63 | 66.48 | 73.12 | 6.36 (0.06) | 19.8 | -13.4 |
| CIFAR-10 - $\epsilon = 4/255$ | | | | | | | | | |
| 1 | (Grathwohl et al., 2020) | JEM-10 91.03 (0.05) | 49.10 | 52.55 | 78.87 | 89.32 | 47.97 (0.05) | 72.6 | -24.6 |
| 2 | (Grathwohl et al., 2020) | JEM-1 92.34 (0.04) | 46.08 | 49.71 | 78.93 | 90.17 | 45.49 (0.04) | 67.1 | -21.6 |
| 3 | (Grathwohl et al., 2020) | JEM-0 92.82 (0.02) | 42.98 | 47.74 | 82.92 | 89.52 | 42.55 (0.07) | 50.8 | -8.2 |

which is way more expensive than our evaluation.

We note that in most of the cases more than one of the attacks included in AutoAttack obtains a lower robust accuracy than reported. FAB is the attack attaining most often the best results on CIFAR-10, and Square Attack on MNIST. However, APGD$_{DLR}$ is the most reliable one, in the sense that it has the least severe failure which we measure as the difference in robust accuracy to the best performing attack (maximal difference less than 11%, compared to 85% for APGD$_{CE}$). Thus we compute in Table 3 the mean (standard deviation over 5 runs) and the robust accuracy of the individual attacks as well as the combined one of AutoAttack (again over 5 runs). We also provide the robust accuracy reported in the respective papers and compute the difference to the one of AutoAttack (negative means that AutoAttack is better). The statistics of our attack are computed on the whole test set except for the ones of (Yang et al., 2019), which are on 1000 test points due to the computational cost of this defense. The ε is the same as used in the papers.

Standard benchmarks: The models from (Madry et al., 2018) and (Zhang et al., 2019b) have become standard benchmarks to judge the strength of new attacks. Several papers have tried, with large computational budget, to break these defenses. The SOTA robust accuracy of these models is reported at the bottom of Table 2. AutoAttack yields the new best robust accuracy on the MNIST model of (Zhang et al., 2019b) and almost matches the SOTA on the others.

Randomized defenses: Another line of adversarial defenses relies on adding to a classifier some stochastic component. In this case the output (and thus the decision) of the model might change across different runs for the same input. Thus, we compute in Table 3 the mean (standard deviation in brackets) of our statistics over 5 runs. Moreover, the results of AutoAttack are given considering, for each point, the attack performing better on average, i.e. across 5 runs. In order to adapt AutoAttack to handle randomized defenses we adopt two strategies. For the models from (Grathwohl et al., 2020), we attack the model named JEM-0 with the standard version of our ensemble, since the stochastic component has little influence, and then reuse the same adversarial examples on the other models (JEM-1 and JEM-10). For the other classifiers, the direction for the update step in APGD is computed taking the average of 20 computations of the gradient at the same point (known as Expectation over Transformation (Athalye et al., 2018)). In this case we use only 1 random start instead of 5. We do not run FAB here since it returns points on or very close to the decision boundary, so that even a small variation in the classifier is likely to undo the adversarial change, as confirmed by the bad performance on the models from (Grathwohl et al., 2020). We modify Square Attack so that it accepts an update if it reduces the target loss on average over 20 forward passes. As this costs more time we use only 1000 iterations for Square Attack. Table 3 shows that AutoAttack achieves always lower robust accuracy than reported in the respective papers, with APGD$_{CE}$ being the best performing attack, closely followed by APGD$_{DLR}$. In 7 out of 9 cases the improvement is significant, larger than 10% (and in 3/9 cases larger than 25%). Thus AutoAttack is also suitable for the evaluation of randomized defenses.

Analysis of SOTA of adversarial defenses: While the main goal of the evaluation is to show the effectiveness of AutoAttack, at the same time it provides an assessment of the SOTA of adversarial defenses. The most robust defenses rely on variations or fine-tuning of adversarial training introduced in (Madry et al., 2018). One step forward has been made by methods which use additional data for training.
Reliable evaluation of adversarial robustness with an ensemble of diverse parameter-free attacks

like (Carmon et al., 2019) and (Alayrac et al., 2019) which exploit unlabeled data to improve robustness. Moreover, several defenses which claim SOTA robustness turn out to be significantly less robust than (Madry et al., 2018). While this paper contains up to our knowledge the largest independent evaluation of current adversarial defenses, this is by no means an exhaustive survey due to the large number of publications in this area. Several authors did not reply to our request or were not able to provide models (or at least code). We thank all the authors who helped us in this evaluation. We hope that AutoAttack contributes to a faster development of adversarial defenses due to a better evaluation.

Further experiments: In order to provide a deeper comparison of APGD to PGD and PGD with Momentum, on both CE and DLR losses, we report in Sec. C.1 of the Appendix (Tables 8 and 9) the performance of all the PGD-based attacks on the models in Table 2. Moreover, in Sec. D of the Appendix we introduce a stronger version of our ensemble, AutoAttack+, which exploits a targeted extension of the DLR loss and of FAB, used to further test the most effective defenses.
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A. Auto-PGD

In the main paper we compare in Sec. 3.2 the performance of Auto-PGD versus PGD with different fixed step sizes as a function of the iterations to show that Auto-PGD adapts automatically to a given budget of iterations and to a good step size, achieving larger (better) loss and smaller (better) robust test accuracy than PGD. In the Appendix in Sec. A.1 we show that the same holds if we compare Auto-PGD to PGD with Momentum. Moreover, we provide in Sec. C.1 a full comparison of PGD, PGD with Momentum, both with three different step sizes, and Auto-PGD. It turns out that Auto-PGD outperforms PGD with a fixed step size showing again that the automatic adaptation of Auto-PGD works well. Moreover, we provide implementation details and more details about our large-scale comparison of adversarial defenses.

A.1. Comparison of APGD to PGD with Momentum

We repeat the experiment of Sec. 3.2, this time comparing the performance of APGD to that of PGD with Momentum (the same momentum as used in the update-step of APGD) for various fixed step sizes as a function of the iterations.

The results of the comparison of APGD vs PGD with Momentum are shown in Figure 3. While the momentum term mostly improves the performance of plain PGD, the general behaviour remains similar, that is the best loss tends to plateau after a fraction of the total number of iterations (1000) and different step sizes work best for different models. Similar to the comparison with PGD, APGD outperforms PGD with Momentum in terms of highest loss achieved for each budget of iterations, and in most of the cases also in terms of lowest robust accuracy.

B. AutoAttack: implementation details

We report all the hyperparameters used in AutoAttack. For APGD we set the momentum coefficient to $\alpha = 0.75$, $\rho = 0.75$ (Condition 1), initial step size $\eta_0 = 2\epsilon$ where $\epsilon$ is the maximum $l_p$-norm of the perturbations. For FAB we keep the standard hyperparameters according to the implementation of Advertorch\footnote{https://github.com/BorealisAI/advertorch} (Ding et al., 2019). For Square Attack we follow the original code\footnote{https://github.com/max-andr/square-attack}, using as initial value for the size of the squares $p = 0.8$. Moreover, we use the piecewise constant schedule for $p$ as it is suggested for a query limit of 10000 without any rescaling (although we use only up to 5000 queries).

C. Experiments

Deterministic defenses: We had to omit some information in our evaluation of deterministic defenses in Table 2 in the main paper. This is reported in Table 5 in the Appendix: the venue where each paper appeared (we add "R" to indicate that the paper was submitted at the venue but rejected) and the source of the models, that is whether they are publicly available, we got them via private communication from the authors or we retrained them according to official implementations. We also indicate the architecture of the classifiers: interestingly, larger models do not imply better robustness.

The models of (Pang et al., 2019) and (Pang et al., 2020) appears twice as they are evaluated both with and without the addition of adversarial training. The models of (Wang & Zhang, 2019) are the networks named "R-MOSA-LA-4" and "R-MC-LA-4".

Randomized defenses: Similar to the deterministic defenses we report additional information which had to be omitted in Table 3. We report in Table 6 the venue where each paper appeared and the source of the models, that is if they are publicly available or we got them via private communication from the authors. In Table 7 we report the mean and standard deviation of the robust accuracy achieved by each attack (note that we have a randomized defense thus the outcome is not deterministic). As mentioned in Sec. 6, to evaluate an attack we compute 5 times the classification accuracy of the target model on the same adversarial examples. For AutoAttack, we form a batch with for each test point the adversarial example among those of our different attacks which were misclassified most often in the 5 runs, and then compute the robust accuracy of this batch.

For the models of (Grathwohl et al., 2020), only plots of robust accuracy vs size of the perturbation $\epsilon$ are available in their paper. Thus the reported values are obtained by extrapolating the values in the tables from the most recent version of the paper, that is the one available at https://arxiv.org/abs/1912.03263v2.

C.1. Comparison PGD vs PGD with Momentum vs APGD

In order to compare the performance of APGD to that of standard PGD when testing adversarial defenses, we run PGD and PGD with Momentum on the models used in Sec. 6, with the same budget of APGD, i.e. 100 iterations and 5 restarts. We use three step sizes: $\epsilon/10$, $\epsilon/4$ and $2\epsilon$, where $\epsilon$ is the threshold at which the robust accuracy is computed. We repeat the experiment with both the cross-entropy loss to be comparable to APGD$_{CE}$ (Table 8) and our new DLR loss as in APGD$_{DLR}$ (Table 9).

In Tables 8 and 9 we see that APGD achieves with both
losses the lowest (lower is better) robust accuracy in most of the cases (23 out of 33 with CE loss, 25/33 with DLR loss). Moreover, while on average PGD with Momentum and step size $\epsilon/4$ is slightly better than the other versions of PGD, the best version of PGD varies with the classifier, and in particular there is large variance among the results obtained by different step sizes. This emphasizes again why a step size free method is essential for a reliable robustness evaluation which is as much as possible independent of the user.

For the attacks on the DLR loss, the only cases where PGD is more than 1% better than APGD consist of the models also used in the experiment in Sec. 4.3. In these cases the very large step size $2\epsilon$ outperforms all other step sizes, which in most of the other models works significantly worse than the smaller step sizes. It is likely that these defenses modify the loss landscape to make it unsuitable for standard gradient-based optimization, and an informed random search (as PGD with such a large step size can be seen) works better. The same happens with the CE loss, where PGD yields the best results (with a non-negligible gap to APGD) also on the models of (Kim & Wang, 2020) and (Taghanaki et al., 2019). However, notice that for these classifiers optimizing the DLR loss is significantly more effective than using the CE loss.

Finally, in all these cases AutoAttack achieves significantly lower robust accuracy than any version of PGD as FAB attack is less affected by this kind of gradient obfuscation.

D. Improving AutoAttack with targeted attacks

As mentioned earlier, the model from (Alayrac et al., 2019) is the only one where AutoAttack does not improve upon the robust accuracy provided in the original paper. In this case, (Alayrac et al., 2019) achieved the reported robust accuracy with the attack from (Gowal et al., 2019), which runs PGD optimizing the loss

$$-z_y + z_t, \quad \text{for every } t \in \{1, \ldots, K\} \setminus \{y\}.$$  

This means that it tries to make the logit relative to the class $t$ larger than that of the correct class $y$, for every possible target class $t \neq y$. However, note that they used 20 restarts per class and 200 steps.

In order to explore the possibility that for some models targeted attacks are more effective, we introduce targeted versions of APGD and FAB, namely APGD$\text{T}$ and FAB$\text{T}$. Note that, despite the name, these attacks are not, strictly speaking, targeted, as we do not check whether the found adversarial examples actually belong to the target class $t$, but rather consider successful any misclassification, since our goal is to check general robustness.

Targeted APGD: We adapt our DLR loss to this new scenario introducing

$$\text{Targeted-DLR}(x, y) = -\frac{z_y - z_t}{z_{\pi_1} - (z_{\pi_3} + z_{\pi_4})/2},$$  

where we keep the notation of Sec. 4. Thus, we preserve both the shift and scaling invariance of DLR loss, while aiming at getting $z_t > z_y$. Moreover, we modify the denominator in (6) to ensure that the loss is never constant.

Targeted FAB: As proposed in the (Croce & Hein, 2019), the targeted version of FAB considers only the linearization of the decision boundary between the target and the correct class, instead of all the $K - 1$ possible hyperplanes as in the untargeted attack.

D.1. Experiments

To test this extension of AutoAttack, named AutoAttack+, we run 9 restarts (one for each target class) of APGD$_\text{T}$ and of FAB$_\text{T}$ on the top 3 entries (the most robust models) of Table 2 and on the standard benchmarks of (Madry et al., 2018) and (Zhang et al., 2019b). We report in Table 4 the

| CIFAR-10 | clean | AA | APGD$\text{T}$ | FAB$\text{T}$ | AA+ | report. | reduct. |
|----------|-------|----|--------------|--------------|-----|---------|--------|
| 1 (Carmon et al., 2019) | 89.69 | 59.65 | 59.54 | 60.16 | 59.80 | 62.5 | -3.00 |
| 2 (Alayrac et al., 2019) | 86.46 | 56.92 | 56.27 | 57.06 | 56.01 | 56.30 | -0.29 |
| 3 (Hendrycks et al., 2019) | 87.11 | 54.99 | 54.94 | 55.25 | 54.86 | 57.4 | -2.54 |
| 4 (Zhang et al., 2019b) | 84.92 | 53.18 | 53.10 | 53.46 | 53.04 | 56.43 | -3.39 |
| 5 (Madry et al., 2018) | 87.14 | 44.29 | 44.28 | 44.70 | 44.01 | 47.04 | -3.03 |

| MNIST | clean | AA | APGD$\text{T}$ | FAB$\text{T}$ | AA+ | report. | reduct. |
|-------|-------|----|--------------|--------------|-----|---------|--------|
| 1 (Zhang et al., 2019b) | 99.48 | 92.76 | 93.62 | 94.68 | 92.74 | 95.60 | -2.86 |
| 2 (Madry et al., 2018) | 98.53 | 88.43 | 90.57 | 92.61 | 88.43 | 89.62 | -1.19 |
robust accuracy achieved by AutoAttack and by the individual targeted versions the attacks. Moreover, we compute the robust accuracy of AutoAttack+ combining the adversarial examples provided the four attacks in AutoAttack, APGD$_T$ and FAB$_T$.

On CIFAR-10, the targeted version helps to improve the results of AutoAttack, in particular APGD$_T$ is slightly better than AutoAttack in all the cases. AutoAttack+ reduces also the robust accuracy of the network of (Alayrac et al., 2019) below the reported robust accuracy reported in their paper where the attack of (Gowal et al., 2019) is granted a computational budget much larger that what we use here (we use 15 + 18 restarts each with 100 steps for AutoAttack+ plus the 5000 queries of Square Attack, whereas they use 180 restarts with 200 steps - this is roughly a 6 times higher computational budget), with an improvement of 0.91% respect to AutoAttack.

Conversely, on MNIST there is almost no advantage in adding the targeted versions of APGD and FAB, which are mostly worse than the corresponding untargeted ones. However, for the MNIST model of (Zhang et al., 2019b) there is a small improvement. Note that AutoAttack+ improves the SOTA on the benchmark datasets of (Madry et al., 2018) and (Zhang et al., 2019b) for MNIST and CIFAR-10. Moreover, AutoAttack+ (which includes AutoAttack) yields a lower robust accuracy than reported in all the evaluations in the respective papers and this for a computational cost which is similar to the one in the current state-of-the-art papers. Again, it has to be emphasized that this is achieved without optimizing a single hyperparameter. All the attacks, in particular our new APGD, run with the mentioned parameters on all datasets and models.
Table 5. Robustness evaluation of adversarial defenses with AutoAttack. For each model, we report architecture, source, venue, clean accuracy and combined robust accuracy given by AutoAttack (AA column). We also provide the reported robust accuracy in the original papers and compute the difference to the one of AutoAttack.

| #   | paper                          | model                | source          | venue  | clean   | AA reported | reduct. |
|-----|-------------------------------|----------------------|-----------------|--------|---------|-------------|---------|
| 1   | (Carmon et al., 2019)         | WideResNet-28-10     | available       | NeurIPS 19 | 89.69   | 59.65   | 62.5   | -2.85 |
| 2   | (Alayrac et al., 2019)        | WideResNet-106-8     | available       | NeurIPS 19 | 86.46   | 56.92   | 56.30  | 0.62  |
| 3   | (Hendrycks et al., 2019)      | WideResNet-28-10     | available       | ICML 19  | 87.11   | 54.99   | 57.4   | -2.41 |
| 4   | (Kumari et al., 2019)         | WideResNet-34-10     | available       | ICML 19  | 87.80   | 49.40   | 53.04  | -3.64 |
| 5   | (Mao et al., 2019)            | WideResNet-34-10     | authors         | NeurIPS 19 | 86.21   | 47.66   | 50.03  | -2.37 |
| 6   | (Zhang et al., 2019a)         | WideResNet-34-10     | retrained       | NeurIPS 19 | 87.20   | 45.06   | 47.98  | -2.92 |
| 7   | (Madry et al., 2018)          | WideResNet-34-10     | available       | ICLR 18  | 87.14   | 44.29   | 47.04  | -2.75 |
| 8   | (Pang et al., 2020)           | ResNet32             | available       | ICLR 20  | 80.89   | 43.78   | 55.0   | -11.22|
| 9   | (Wong et al., 2020)           | ResNet18             | available       | ICLR 20  | 83.34   | 43.38   | 46.66  | -2.68 |
| 10  | (Shafahi et al., 2019)        | WideResNet-34-10     | available       | NeurIPS 19 | 86.11   | 41.58   | 46.19  | -4.61 |
| 11  | (Zhang & Wang, 2019)          | WideResNet-28-10     | available       | NeurIPS 19 | 89.98   | 38.78   | 60.6   | -21.82|
| 12  | (Moosavi-Dezfooli et al., 2019)| WideResNet-28-10    | authors         | CVPR 19  | 83.11   | 38.67   | 41.4   | -2.73 |
| 13  | (Zhang & Xu, 2020)           | WideResNet-28-10     | available       | ICLR 20 R | 90.25   | 38.57   | 68.7   | -30.13|
| 14  | (Kim & Wang, 2020)           | WideResNet-34-10     | available       | ICLR 20 R | 91.51   | 36.10   | 57.23  | -21.13|
| 15  | (Jang et al., 2019)           | ResNet20             | available       | ICCV 19  | 78.91   | 35.09   | 37.40  | -2.31 |
| 16  | (Moosavi-Dezfooli et al., 2019)| ResNet18             | authors         | CVPR 19  | 80.41   | 33.76   | 36.3   | -2.54 |
| 17  | (Wang & Zhang, 2019)          | WideResNet-28-10     | available       | ICCV 19  | 92.80   | 30.96   | 58.6   | -27.64|
| 18  | (Wang & Zhang, 2019)          | WideResNet-28-10     | available       | ICCV 19  | 92.82   | 29.07   | 66.9   | -37.83|
| 19  | (Mustafa et al., 2019)        | ResNet110            | available       | ICCV 19  | 89.16   | 0.55    | 32.32  | -31.77|
| 20  | (Chan et al., 2020)           | WideResNet-34-10     | retrained       | ICLR 20  | 93.79   | 0.18    | 15.5   | -15.32|
| 21  | (Pang et al., 2020)           | ResNet110            | available       | ICLR 20  | 93.52   | 0.00    | 31.4   | -31.40|

CIFAR-10 - $\epsilon = 0.031$

| # | paper                          | model                | source          | venue  | clean | AA reported | reduct. |
|---|-------------------------------|----------------------|-----------------|--------|-------|-------------|---------|
| 1 | (Zhang et al., 2019b)         | WideResNet-34-10     | available       | ICML 19 | 84.92 | 53.18   | 56.43  | -3.25 |
| 2 | (Atzmon et al., 2019)         | ResNet18             | available       | NeurIPS 19 | 81.30 | 40.61   | 43.17  | -2.56 |
| 3 | (Xiao et al., 2020)           | DenseNet121          | available       | ICLR 20 | 79.28 | 17.99   | 52.4   | -34.41|

CIFAR-10 - $\epsilon = 4/255$

| # | paper                          | model                | source          | venue  | clean | AA reported | reduct. |
|---|-------------------------------|----------------------|-----------------|--------|-------|-------------|---------|
| 1 | (Song et al., 2019)           | ConvNet              | available       | ICLR 19 | 84.81 | 56.64   | 58.1   | -1.46 |

CIFAR-10 - $\epsilon = 0.02$

| # | paper                          | model                | source          | venue  | clean | AA reported | reduct. |
|---|-------------------------------|----------------------|-----------------|--------|-------|-------------|---------|
| 1 | (Pang et al., 2019)           | ResNet20 (x3)        | available       | ICML 19 | 91.22 | 2.00    | 34.0   | -32.00|
| 2 | (Pang et al., 2019)           | ResNet20 (x3)        | available       | ICML 19 | 93.44 | 0.02    | 30.4   | -30.38|

MNIST - $\epsilon = 0.3$

| # | paper                          | model                | source          | venue  | clean | AA reported | reduct. |
|---|-------------------------------|----------------------|-----------------|--------|-------|-------------|---------|
| 1 | (Zhang et al., 2019b)         | available            | ICML 19         | 99.48  | 92.76 | 95.60  | -2.84 |
| 2 | (Atzmon et al., 2019)         | available            | NeurIPS 19      | 99.35  | 90.85 | 97.35  | -6.00 |
| 3 | (Madry et al., 2018)          | available            | ICLR 18         | 98.53  | 88.43 | 89.62  | -1.19 |
| 4 | (Jang et al., 2019)           | available            | ICCV 19         | 98.47  | 87.99 | 94.61  | -6.62 |
| 5 | (Wong et al., 2020)           | available            | ICLR 20         | 98.50  | 82.88 | 88.77  | -5.89 |
| 6 | (Taghanaki et al., 2019)      | retrained            | CVPR 19         | 98.86  | 0.00  | 64.25  | -64.25|

1. current SOTA is 44.03% in https://github.com/MadryLab/cifar10_challenge.
2. current SOTA is 53.07% in https://github.com/yaodongyu/TRADES.
3. current SOTA is 93.33% in https://github.com/yaodongyu/TRADES.
4. current SOTA is 88.25% in https://github.com/MadryLab/mnist_challenge.
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Figure 3. PGD with Momentum vs APGD: best cross-entropy loss (top) and robust accuracy (bottom) so far found as function of iterations for the models of (Madry et al., 2018) and TRADES (Zhang et al., 2019b) for PGD with a momentum term ($\alpha = 0.75$, as used in APGD) (dashed lines) with different fixed step sizes (always 1000 iterations) and APGD (solid lines) with different budgets of iterations. APGD outperforms PGD for every budget of iterations in robust accuracy.

Table 6. Robustness evaluation of randomized $l_\infty$-adversarial defenses by AutoAttack. For each model, we report architecture, source, venue, clean accuracy and combined robust accuracy given by AutoAttack (AA column). We also provide the reported robust accuracy in the original papers and compute the difference to the one of AutoAttack.

| # | paper       | model   | source   | venue     | clean     | AutoAttack | report. | reduct. |
|---|-------------|---------|----------|-----------|-----------|------------|---------|--------|
| CIFAR-10 - $\epsilon = 8/255$ |
| 1 | (Wang et al., 2019) En3RN authors NeurIPS 19 | 82.39 (0.14) | 45.56 (0.20) | 51.48 | -5.9 |
| 2 | (Yang et al., 2019) with AT authors ICML 19 | 84.9 (0.6) | 26.3 (0.85) | 52.8 | -26.5 |
| 3 | (Yang et al., 2019) pure authors ICML 19 | 87.2 (0.3) | 18.2 (0.82) | 40.8 | -22.6 |
| 4 | (Grathwohl et al., 2020) JEM-10 available ICLR 20 | 90.99 (0.03) | 9.92 (0.03) | 47.6 | -37.7 |
| 5 | (Grathwohl et al., 2020) JEM-1 available ICLR 20 | 92.31 (0.04) | 8.15 (0.05) | 41.8 | -33.6 |
| 6 | (Grathwohl et al., 2020) JEM-0 available ICLR 20 | 92.82 (0.05) | 6.36 (0.06) | 19.8 | -13.4 |
| CIFAR-10 - $\epsilon = 4/255$ |
| 1 | (Grathwohl et al., 2020) JEM-10 available ICLR 20 | 91.03 (0.05) | 47.97 (0.05) | 72.6 | -24.6 |
| 2 | (Grathwohl et al., 2020) JEM-1 available ICLR 20 | 92.34 (0.04) | 45.49 (0.04) | 67.1 | -21.6 |
| 3 | (Grathwohl et al., 2020) JEM-0 available ICLR 20 | 92.82 (0.02) | 42.55 (0.07) | 50.8 | -8.2 |
Table 7. **Robustness evaluation of randomized $l_\infty$-adversarial defenses by AutoAttack.** We report mean and standard deviation over 5 runs of evaluation of the robust accuracy achieved by the adversarial examples crafted by the different attacks, together with their combination in AutoAttack.

| # paper | model | APGD$_{CE}$ | APGD$_{DLR}$ | FAB | Square | AutoAttack |
|---------|-------|-------------|--------------|-----|--------|------------|
| **CIFAR-10 - $\epsilon = 8/255$** | | | | | | |
| 1       | (Wang et al., 2019) EnsRN | 48.81 (0.16) | 49.37 (0.17) | - | 78.61 (0.19) | 45.56 (0.20) |
| 2       | (Yang et al., 2019) with AT | 30.1 (0.5) | 31.9 (0.53) | - | - | 26.3 (0.85) |
| 3       | (Yang et al., 2019) pure | 21.5 (0.6) | 24.3 (0.98) | - | - | 18.2 (0.82) |
| 4       | (Grathwohl et al., 2020) JEM-10 | 11.69 (0.04) | 15.88 (0.06) | 63.07 (0.21) | 79.32 (0.04) | 9.92 (0.03) |
| 5       | (Grathwohl et al., 2020) JEM-1 | 9.15 (0.02) | 13.85 (0.05) | 62.71 (0.17) | 79.25 (0.14) | 8.15 (0.05) |
| 6       | (Grathwohl et al., 2020) JEM-0 | 7.19 (0.06) | 12.63 (0.04) | 66.48 (0.34) | 73.12 (0.13) | 6.36 (0.06) |
| **CIFAR-10 - $\epsilon = 4/255$** | | | | | | |
| 1       | (Grathwohl et al., 2020) JEM-10 | 49.10 (0.09) | 52.55 (0.06) | 78.87 (0.16) | 89.32 (0.06) | 47.97 (0.05) |
| 2       | (Grathwohl et al., 2020) JEM-1 | 46.08 (0.04) | 49.71 (0.05) | 78.93 (0.19) | 90.17 (0.03) | 45.49 (0.04) |
| 3       | (Grathwohl et al., 2020) JEM-0 | 42.98 (0.10) | 47.74 (0.08) | 82.92 (0.10) | 89.52 (0.13) | 42.55 (0.07) |
Table 8. Comparison PGD vs APGD on the cross-entropy loss. We run PGD and PGD with Momentum (the same used for APGD) on the models tested in Sec. 6, with three different step sizes: $\epsilon/10$, $\epsilon/4$ and $2\epsilon$. Similarly to APGD, we use 100 iterations and 5 restarts for PGD, and report the resulting robust accuracy on the whole test set. For each model we boldface the best attack and underline the best version of PGD (i.e. we exclude APGD).

| # paper | clean | PGD $\epsilon/10$ | PGD $\epsilon/4$ | PGD $2\epsilon$ | APGD |
|--------|-------|------------------|------------------|------------------|-------|
| CIFAR-10 - $\epsilon = 8/255$ |       |                  |                  |                  |       |
| 1 (Carmon et al., 2019) | 89.69 | 62.01 | 61.86 | 63.15 | 61.98 | 61.79 | 61.84 | 61.47 |
| 2 (Alayrac et al., 2019) | 86.46 | 60.78 | 60.72 | 61.87 | 60.70 | 60.58 | 60.73 | 59.86 |
| 3 (Hendrycks et al., 2019) | 87.11 | 57.24 | 57.13 | 57.88 | 57.28 | 57.14 | 57.13 | 57.00 |
| 4 (Kumari et al., 2019) | 87.80 | 51.85 | 51.75 | 52.95 | 51.87 | 51.65 | 51.68 | 51.56 |
| 5 (Mao et al., 2019) | 86.21 | 49.71 | 49.59 | 50.69 | 49.72 | 49.56 | 49.61 | 49.39 |
| 6 (Zhang et al., 2019) | 86.20 | 46.15 | 46.08 | 47.18 | 46.13 | 46.08 | 46.04 | 45.91 |
| 7 (Madry et al., 2018) | 87.14 | 44.93 | 44.83 | 46.46 | 44.94 | 44.81 | 44.99 | 44.56 |
| 8 (Pang et al., 2020) | 80.89 | 56.02 | 56.04 | 56.22 | 56.02 | 56.01 | 56.04 | 55.91 |
| 9 (Wong et al., 2020) | 80.89 | 56.02 | 56.04 | 56.22 | 56.02 | 56.01 | 56.04 | 55.91 |
| 10 (Shafahi et al., 2019) | 86.11 | 44.45 | 45.60 | 48.83 | 43.63 | 44.50 | 47.07 | 43.30 |
| 11 (Zhang & Wang, 2019) | 89.98 | 67.38 | 66.79 | **57.31** | 67.40 | 66.50 | 61.15 | 62.03 |
| 12 (Moosavi-Dezfooli et al., 2019) | 83.11 | 41.76 | 41.71 | 42.33 | 41.70 | 41.68 | 41.59 | 41.59 |
| CIFAR-10 - $\epsilon = 0.031$ |       |                  |                  |                  |       |
| 1 (Zhang & Xu, 2020) | 90.25 | 71.69 | 71.42 | **62.52** | 71.77 | 71.48 | 68.88 | 69.36 |
| 13 (Kim & Wang, 2020) | 91.51 | 59.16 | 58.24 | **51.29** | 59.12 | 58.23 | 54.17 | 54.80 |
| 15 (Jang et al., 2019) | 78.91 | 38.00 | 37.88 | 39.72 | 37.90 | 37.73 | 37.90 | 37.40 |
| 16 (Moosavi-Dezfooli et al., 2019) | 80.41 | 36.86 | 36.74 | 37.92 | 36.81 | 36.74 | 36.61 | 36.53 |
| 17 (Wang & Zhang, 2019) | 92.80 | 61.92 | 60.61 | **54.96** | 62.05 | 60.66 | 56.89 | 57.19 |
| 18 (Wang & Zhang, 2019) | 92.82 | 69.63 | 69.10 | **61.03** | 69.60 | 69.06 | 67.71 | 67.77 |
| 19 (Mustafá et al., 2019) | 89.16 | 17.04 | 13.79 | **4.39** | 17.06 | 13.33 | 5.57 | 4.48 |
| 20 (Chan et al., 2020) | 93.79 | 1.89 | 1.89 | 1.67 | 1.91 | 1.90 | 5.93 | 1.90 |
| 21 (Pang et al., 2020) | 93.52 | 85.72 | 85.73 | 85.67 | 85.72 | 85.72 | 86.23 | **85.58** |
| CIFAR-10 - $\epsilon = 4/255$ |       |                  |                  |                  |       |
| 1 (Song et al., 2019) | 84.92 | 55.28 | 55.24 | 56.24 | 55.25 | 55.21 | 55.30 | **55.08** |
| 2 (Atzmon et al., 2019) | 81.30 | **78.94** | **78.94** | **78.94** | **78.94** | **78.94** | **78.94** | **78.94** |
| 3 (Xiao et al., 2020) | 79.28 | 36.32 | 36.03 | 34.19 | 36.27 | 36.04 | 35.97 | **32.38** |
| CIFAR-10 - $\epsilon = 0.02$ |       |                  |                  |                  |       |
| 1 (Pang et al., 2019) | 91.22 | 7.27 | 5.96 | 17.23 | 7.00 | 5.44 | 9.52 | **3.53** |
| 2 (Pang et al., 2019) | 93.44 | 0.36 | 0.24 | 3.37 | 0.41 | 0.17 | 1.22 | **0.04** |
| MNIST - $\epsilon = 0.3$ |       |                  |                  |                  |       |
| 1 (Zhang et al., 2019) | 99.48 | 94.07 | 94.10 | 95.27 | 94.97 | 93.80 | 94.22 | **93.14** |
| 2 (Atzmon et al., 2019) | 99.35 | **98.79** | 98.83 | 98.94 | **98.79** | 98.83 | 98.93 | **98.79** |
| 3 (Madry et al., 2018) | 98.53 | 90.75 | 90.88 | 91.97 | 90.37 | 90.29 | 91.03 | **89.40** |
| 4 (Jang et al., 2019) | 98.47 | 93.05 | 93.66 | 95.34 | 92.73 | 92.47 | 94.47 | **92.45** |
| 5 (Wong et al., 2020) | 98.50 | 87.16 | 87.40 | 90.19 | 86.51 | 86.30 | 87.23 | **84.74** |
| 6 (Taghanaki et al., 2019) | 98.86 | 20.61 | 20.27 | **20.23** | 20.56 | 20.27 | 20.43 | **23.83** |
### Table 9. Comparison PGD vs APGD on the DLR loss.

We run PGD and PGD with Momentum (the same used for APGD) on the models tested in Sec. 6, with three different step sizes: $\epsilon/10$, $\epsilon/4$ and $2\epsilon$. Similarly to APGD, we use 100 iterations and 5 restarts for PGD, and report the resulting robust accuracy on the whole test set. For each model we boldface the best attack and underline the best version of PGD (i.e. we exclude APGD).

| #  | paper                     | clean | PGD  | PGD with Momentum | APGD |
|----|---------------------------|-------|------|-------------------|------|
|    |                           |       | $\epsilon/10$ | $\epsilon/4$ | $2\epsilon$ |       |
| CIFAR-10 - $\epsilon = 8/255$ | 1 (Carmon et al., 2019) | 89.69 | 60.98 | 60.88 | 62.41 | 60.93 | 60.82 | 61.25 | 60.64 |
|    | 2 (Alayrac et al., 2019)  | 86.46 | 63.27 | 63.15 | 64.71 | 63.16 | 63.00 | 63.55 | 62.03 |
|    | 3 (Hendrycks et al., 2019)| 87.11 | 57.27 | 57.18 | 57.98 | 57.27 | 57.18 | 57.22 | 56.96 |
|    | 4 (Kumari et al., 2019)  | 87.80 | 51.97 | 51.92 | 53.58 | 51.98 | 51.89 | 52.11 | 51.68 |
|    | 5 (Mao et al., 2019)     | 86.21 | 50.79 | 50.57 | 52.03 | 50.74 | 50.52 | 50.79 | 50.33 |
|    | 6 (Zhang et al., 2019a)  | 87.40 | 47.70 | 47.58 | 48.84 | 47.71 | 47.57 | 47.53 | 47.03 |
|    | 7 (Madry et al., 2018)   | 87.14 | 46.49 | 46.30 | 48.13 | 46.51 | 46.30 | 46.58 | 46.03 |
|    | 8 (Pang et al., 2020)    | 80.89 | 44.97 | 44.91 | 46.36 | 44.96 | 44.87 | 45.21 | 44.56 |
|    | 9 (Wong et al., 2020)    | 83.34 | 47.20 | 47.05 | 48.62 | 47.18 | 47.01 | 47.22 | 46.64 |
|    | 10 (Shafahi et al., 2019)| 86.11 | 45.46 | 46.43 | 50.03 | 44.74 | 45.51 | 47.89 | 44.56 |
|    | 11 (Zhang & Wang, 2019)  | 89.98 | 55.69 | 54.73 | 46.57 | 55.68 | 54.68 | 48.53 | 48.96 |
|    | 12 (Moosavi-Dezfooli et al., 2019)| 83.11 | 40.36 | 40.33 | 41.29 | 40.37 | 40.32 | 40.43 | 40.29 |
|    | 13 (Zhang & Xu, 2020)    | 90.25 | 59.16 | 56.77 | 46.72 | 59.13 | 56.61 | 49.07 | 49.43 |
|    | 14 (Kim & Wang, 2020)    | 91.51 | 52.42 | 51.41 | 48.09 | 52.43 | 51.30 | 48.51 | 48.41 |
|    | 15 (Jang et al., 2019)   | 78.91 | 37.41 | 37.30 | 39.77 | 37.38 | 37.27 | 37.69 | 37.01 |
|    | 16 (Moosavi-Dezfooli et al., 2019)| 80.41 | 35.57 | 35.53 | 37.25 | 35.57 | 35.52 | 35.68 | 35.47 |
|    | 17 (Wang & Zhang, 2019)  | 92.80 | 61.40 | 53.79 | 38.23 | 61.31 | 53.27 | 39.16 | 40.69 |
|    | 18 (Wang & Zhang, 2019)  | 92.82 | 64.84 | 49.01 | 35.15 | 54.83 | 48.62 | 36.05 | 36.72 |
|    | 19 (Mustafa et al., 2019)| 89.16 | 22.16 | 17.10 | 10.41 | 22.32 | 17.42 | 5.57 | 4.54 |
|    | 20 (Chan et al., 2020)   | 93.79 | 5.27 | 7.11 | 10.41 | 7.56 | 5.38 | 5.30 | 1.20 |
|    | 21 (Pang et al., 2020)   | 93.52 | 1.94 | 0.47 | 1.75 | 2.06 | 0.58 | 0.75 | 0.49 |

#### CIFAR-10 - $\epsilon = 0.031$

| #  | paper                     | clean | PGD  | PGD with Momentum | APGD |
|----|---------------------------|-------|------|-------------------|------|
|    |                           |       | $\epsilon/10$ | $\epsilon/4$ | $2\epsilon$ |       |
| CIFAR-10 - $\epsilon = 4/255$ | 1 (Zhang et al., 2019b) | 84.92 | 54.25 | 54.20 | 55.28 | 54.23 | 54.16 | 54.34 | 54.04 |
|    | 2 (Atzmon et al., 2019)  | 81.30 | 57.45 | 51.99 | 44.62 | 56.19 | 50.03 | 44.45 | 44.50 |
|    | 3 (Xiao et al., 2020)    | 79.28 | 37.74 | 36.33 | 33.46 | 37.49 | 36.92 | 35.80 | 31.27 |

#### CIFAR-10 - $\epsilon = 4/255$

| #  | paper                     | clean | PGD  | PGD with Momentum | APGD |
|----|---------------------------|-------|------|-------------------|------|
|    |                           |       | $\epsilon/10$ | $\epsilon/4$ | $2\epsilon$ |       |
| CIFAR-10 - $\epsilon = 0.02$

| #  | paper                     | clean | PGD  | PGD with Momentum | APGD |
|----|---------------------------|-------|------|-------------------|------|
|    |                           |       | $\epsilon/10$ | $\epsilon/4$ | $2\epsilon$ |       |
| MNIST - $\epsilon = 0.3$

| #  | paper                     | clean | PGD  | PGD with Momentum | APGD |
|----|---------------------------|-------|------|-------------------|------|
|    |                           |       | $\epsilon/10$ | $\epsilon/4$ | $2\epsilon$ |       |
|    |                           |       | $\epsilon/10$ | $\epsilon/4$ | $2\epsilon$ |       |
|    |                           |       | $\epsilon/10$ | $\epsilon/4$ | $2\epsilon$ |       |