Actively listening twin robots for long-duration conversation with the elderly
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Abstract
The number of isolated elderly people with few opportunities to talk to other people is currently increasing. Research is ongoing to develop talking robots for addressing the situation. The aim of the present study was to develop a talking robot that could converse with elderly people over an extended period. To enable long-duration conversation, we added a previously proposed active listening function for twining the robot dialogue system to prompt the user to say something. To verify the effectiveness of this function, a comparative experiment was performed using the proposed robot system and a control system with identical functions except the active listening function. The results showed that the conversation of the elderly subjects with the proposed robot system was significantly more than that with the control system. The capability of the developed robot system was further demonstrated in a nursing home for the elderly, where its conversation durations with different residents were measured. The results revealed that the robot could converse for more than 30 min with more than half of the elderly subjects. These results indicate that the additional function of the proposed talking robot system would enable elderly people to talk over longer periods of time.
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Introduction
Many nations around the world have an aging population, with Japan particularly observing an increase in the number of isolated elderly people who usually have few opportunities to talk to other people [1]. This has prompted research on robot technologies for supporting elderly people [2]. There are currently many commercial robotic devices that assist with health care for the elderly [3], as well as social robots that support the daily and social activities of elderly people, categorized as service and companion types [4]. Service-type robots include those that assist with mobility [5, 6], home care [7, 8], and telecommunication [9, 10]. The risk of dementia also seems to be lower in elderly people with significant opportunities for interaction with family and friends compared with those without such interactions [11]. Companion-type robots [12] are thus expected to help with managing the mental and social well-being of elderly people [13].

Many animal-type companion robots are currently used to provide elderly people with nonverbal communication opportunities [14], similar to the use of real animals for animal-assisted therapy [15]. To provide verbal communication, effort has been made to develop robots with human-like features [16]. Some researchers have demonstrated that the introduction of conversational robots to nursing homes for the elderly would be beneficial [17, 18]. For such robots to be useful throughout the day, they should be capable of continuous conversation without boring the user [19].

The aim of the present study was to develop a conversation strategy for a pair of robots that can cooperatively talk to and continue a conversation with an elderly person over an extended period. Although speech recognition...
and response generation technologies are rapidly becoming more sophisticated [20–22], it is unlikely that the error probability will be reduced to zero. It is for this reason that Arimoto et al. proposed the collaboration of a pair of robots for conversation with a person, to achieve robustness against errors in understanding human speech [23]. Iio et al. built a twin-robot system that utilized this conversational strategy, for inducing a positive attitude in an elderly person in a nursing home through alternate questioning of the subject [24]. To skip a question from one robot that might be difficult for the subject, the other robot answered the question when the subject did not reply within a fixed time period. However, the waiting time period is difficult to fix because some elderly simply require more time to respond. Moreover, for simplicity, the robots only waited till the end of the subject’s utterance before producing a verbal response. This makes it difficult to adapt to situations in which the elderly subject is actively talking on a specific topic over a long period with intermittent pauses.

In the present study, we developed a conversation strategy that includes an adaptive active listening mode for addressing the two problem situations mentioned above, namely, when the subject is talking a lot and when the subject requires some time to reply. To verify the effectiveness of the proposed method, a comparative experiment was performed in the laboratory. We found that robots using the proposed method could induce longer utterances from the participating elderly subjects. The potential of the method in a real-life environment was demonstrated through field tests conducted over 2 days in a nursing home for the elderly. Through measurement of the conversation durations, we confirmed that the proposed method enabled conversation for longer than 30 min with more than half of the elderly subjects.

System
Iio et al. proposed a system comprising multiple robots for communicating with visitors in an exhibition hall through YES/NO buttons [25]. This type of conversational robot system operates in three states, namely, asking questions, responding to answers, and changing the conversation topic. In a latter study [24], Iio et al. extended the conversational system to communicate with elderly people. To enable continuation of the conversation when the elderly subject does not respond to a question asked by the robot, two robots that could interact with each other were employed in the system. In the present study, we added a new active listening function to the architecture of the latter system, to enable conversation with an elderly subject for as long as 30 min. As shown in Fig. 1, the proposed system, referred to as CommU, consists of a pair of desktop humanoid robots with different hair styles and colors and differing voice models indicative of their character and gender. The blue one is a boy while the red one is a girl. Child-like characters were used to dispel thoughts in the elderly subject about the robots having a harmful motive. To reduce the fabrication cost, the movements of the CommU robots were limited to three degrees of freedom (DoFs) for the neck, and one DoF for the mouth movements, respectively.

The human utterances are captured by a microphone array installed below the robots and connected to a cloud server for determination of the message and the appropriate robot responses. The responses are communicated to the robots, which then respond with synthesized voices through two speakers placed behind them. Motor commands are sent to the robots for neck or mouth movements corresponding to the responses.

Twin robot dialogue system [24]
To make the user feel attended to by the robots and acquire a sense of satisfaction and self-esteem, the system uses a strategy in which it asks a series of questions about the user on a given topic based on a database consisting of question–response sets. A question–response set includes (1) a question sentence, (2) a list of possible words expected from the user's answer, (3) specific responses of the system for each possible word of the user, and (4) ambiguous responses of the system when the answer of the user does not include any of the expected words. Table 1 presents an example of the question–response sets. The system robots wait for a while after asking a question. If the user answers with any of
the expected words that is successfully recognized, a response is selected and presented by the robots. Otherwise, an ambiguous comment is made to the user. The robots used in this study were designed to repeat questions pertaining to the same topic to avoid the potential risk of conversation breakdown. The topic of discussion was changed based on the satisfaction of any of the three conditions: (i) four questions pertaining to the same topic had been asked, (ii) the user provided a negative response to a question, or (iii) the system recognized the user’s response based on keywords associated with other topics. It should be noted that an appropriate nonverbal behavior of both robots is associated with any utterance of the subject and is accordingly executed (e.g., the robots nod when they utter “I see.”).

The system may make a comment that is more distantly related to the user’s utterance when the system fails to recognize the words of, or intention behind, the utterance. To decrease the user’s disappointment by this type of conversational breakdown, the speaking robot and the addressee robot can be changed when a specific comment is made [23]. We built a robust dialogue system with this strategy added to the basic repetitive questioning strategy based on the question–response database. This enabled alternation of the questioning between the two robots.

In the system, the two robots speak alternately. In questioning mode, when one robot queries the user, the other robot acknowledges the user’s answer. Subsequently, the querying robot produces a comment or an ambiguous response. In the next query, the two robots exchange roles with each other. In this way, we intend to equalize the numbers of utterances made by the two robots.

Adaptive listening modes
We incorporated a function for actively switching the operation mode of the twin robot conversation system. In addition to the questioning mode, which is the normal operation mode of the system, two other modes were added, namely, listening and prompting modes. In the listening mode, the robots actively listen to the user on a topic instead of moving on to ask another question. Conversely, in the prompting mode, they focus on extracting small responses from the user when the latter is not forthcoming.

Figure 2 shows the switching between the different operation modes. When the utterance of the user lasts for more than 4 s, the system switches to the listening mode. In this mode, the robots first ambiguously ask the user to provide more information about the recent answer (e.g., “Please tell me the details of that story”). Then, the two robots alternately repeat a short reaction for every breath of the user, (e.g., “Then?” or “Hum”) until the system judges that the user has finished talking. When the user does not utter something for 3 s after a short reaction of the robots, or when the user has repeated a short utterance that lasted less than 1 s for each of three short reactions of the robots, the system switches to the questioning mode. To avoid surprising the user by a potentially sudden topic change, one of the robots suggests asking the user another question, as if the first robot just remembered (e.g., “By the way, I have something to ask him (or her”)). Then, the second robot shows interest in the last question by the first robot (i.e., “Oh, what?”). In addition, when the user utters something for more than 1 s more than four times, the two robots praise the user in turn before switching back to the questioning mode (e.g., “You know a lot of things,” “I can learn by talking with you,” or “I want to talk with you more”). After one of the robots expresses praise, the other robot suggests asking the user another question.

The system switches to the prompting mode when the user has not answered the last three questions. In this mode, the two robots start to talk to each other to break the silence. They alternately utter in the conversation. The robots may ask the user a question as in the questioning mode, but the questions would be easier than those normally asked in the questioning mode. For

| Table 1 Example of a question–response set of the conversational robot system |
|---|---|---|---|
| (1) A question sentence | (2) Expected words | (3) An acknowledgement and comment | (4) An ambiguous response |
| Did you like sweets when you were a child? | “Yes,” “yeah,” “yep,” “like”… | You liked sweets? | – |
| | “No,” “nope,” “not like”… | You didn’t like sweets? | – |
| | – | I see | I heard that children usually like sweets |
| | | | |

| Table 1 Example of a question–response set of the conversational robot system |
|---|---|---|---|
| (1) A question sentence | (2) Expected words | (3) An acknowledgement and comment | (4) An ambiguous response |
| Did you like sweets when you were a child? | “Yes,” “yeah,” “yep,” “like”… | You liked sweets? | – |
| | “No,” “nope,” “not like”… | You didn’t like sweets? | – |
| | – | I see | I heard that children usually like sweets |
example, the robots may ask the user for their name. The robots may also utter something nonsensical such as the sequence of vowels (a-e-i-o-u), or move their hands, legs, or head. They also decrease the speed of their utterances to facilitate clear hearing by the user. If the user utters something to one of the robots, the system would switch back to the questioning mode with a comment of thanks by the other robot. If the user does not answer, the robots keep talking to each other. Each specific parameter of the switching system was determined by preliminary experiments to ensure smooth conversation between the robots and the elderly user.

**Laboratory experiment**

An experiment was conducted to examine the effect of the proposed twin robot system on the user’s behavior and the user’s impression of the system. The adaptive listening modes of the proposed twin robot conversation system was also comparatively evaluated by applying a control system without the modes. The healthy elderly participants of the experiment were required to talk to each system for a maximum of 15 min and the amount of utterances of the participants for the two systems were compared, as well as their impressions of the systems.

**Participants**

The study was approved by the ethics committee of the Graduate School of Engineering Science, Osaka University. The participants comprised 24 healthy elderly Japanese recruited by a public organization for human resourcing of the elderly. They included 15 males and nine females, ages 63–79 years (mean=70.7 years, standard deviation (SD)=4.55 years). The age range of the participants of the test of the proposed system with the adaptive listening function was 63–79 years (mean=69.8 years, SD=5.18 years old), whereas it was 67–75 years (mean=70.9 years, SD=of 2.87 years) for the participants in the control test using the system without the innovative function. This reveals no significant difference between the two groups of participants.
The state of health of the participants allowed them to live in their house and visit the laboratory by themselves. None exhibited a recognizable dementia symptom.

**Apparatus**

The experiment was conducted in a room at Osaka University. Figure 3 shows an example scene of a participant talking to the robots. The experiment included three types of conversations: small talk at the beginning of the conversation; a question–response conversation; and another small talk at the end of the conversation. The entire conversation lasted for a maximum time length of 15 min. The time length was determined by a pilot experiment and ensured that each participant was allowed enough time to answer a number of questions for the collection of a sufficient amount of data. After every 5 min, the robots asked the participants whether they wanted to continue the conversation.

The question–response sets included 198 questions. Each question was assigned a topic such as childhood memories, travel experiences, health, and small talk. The considered conversation scenarios and the questions presented to the participants were designed in consultation with a scenario writer experienced in elderly care. The scenarios and questions were finalized after performing preliminary experiments with different elderly people. The script used in the present study was adapted to each participant to enable the robots to call the name of the participant. It should be noted that the difference between the control system and the present system is the incorporation of an adaptive active listening mode in the latter.

**Procedure**

In the experiment, the participant sat in front of the robots and the experimental procedure was explained to them. The participant was instructed to tell the robots about themselves as much as possible. Whenever the participant became tired of talking to the robots, he or she could stop the conversation. The experimenter then left the room and the robots were made to start talking. The participant conversed with either the proposed or the control system. After the conversation, they were required to complete a questionnaire about their impression of the system.

**Measurement**

The proposed system was compared with the control system from both objective and subjective viewpoints. From an objective viewpoint, we evaluated the amount of utterances by measuring the total duration when the participant uttered something louder than a certain volume and calculated the average utterances relative to the total opportunities to answer. From a subjective viewpoint, a questionnaire was used to ask the participants about their feeling of being listened to. A questionnaire for nursing research in Japan was employed for this purpose [26]. The three requirements advocated for by Rogers [27], a pioneering researcher in the field of active listening, were covered in the questionnaire, namely, empathetic understanding, congruence, and unconditional positive regard.

**Results**

All the participants talked with the systems for more than 15 min. The average numbers of questions that the proposed system and the control system asked the participants in the questioning mode were 24.75 (SD = 9.23) and 33.25 (SD = 3.65), respectively. The average numbers of questions that the proposed system and the control system got responses from the participants were 24.75 (SD = 9.23) and 33.0 (SD = 3.52), respectively. The average number of questions that the listening mode of the proposed system was activated was 11.08 (SD = 5.21). No participant became silent in response to a question from the robots, and the prompting mode was thus not activated throughout the experiment.

Figure 4 shows box plots of the amount of utterances for the two considered systems. A Mann–Whitney U test was used to compare the results. The plot for the proposed system was observed to be significantly larger than that for the control system (U = 32.0, p < 0.05). As can also be seen from Fig. 5, there were no significant differences between the participants’ feelings of being listened to for the two systems.

**Field test**

To demonstrate the ability of the proposed system to talk to elderly people for extended periods in real environments, a field test was conducted at a nursing home in Japan. Elderly residents of the nursing home talked to...
the system, and the durations of the conversations were measured. To examine how the novelty of the system contributed to the conversation duration, the test was conducted over 2 days with an intervening day.

**Participants**

The nursing home field test was approved by the ethics committee of the Graduate School of Engineering Science, Osaka University. The participants were 12 females of ages 82–98 years (mean = 89.0 years, SD = 4.02 years). The data for two participants who could not hear the voice of the robots or human experimenter were excluded. Two other participants were not willing to join the experiment on the second day. According to information provided by the nursing home staff, four of the 10 participants whose data were considered exhibited mild dementia symptoms, four exhibited moderate symptoms, and two severe symptoms.

**Apparatus**

The robots were placed on a table in the conversation space at the corner of a corridor in the nursing home. Figure 6 shows an example scene of a participant talking to the robots. The question–response sets included 267 questions, which covered the same topics as in the laboratory experiment. In addition to the question–response sets, the system welcomed the participants and bid them farewell at the beginning and end of the conversation, respectively. While the welcome and farewell were used on both days of the test, the question–response sets...
differed. The question–response script and the welcome and farewell utterances were adapted to each participant through incorporation of their names.

Procedure
The care giver in the nursing home brought a participant to the robot conversation space. The participant was seated in front of the robots and the experimenter sent a command to the system to begin the conversation. After 5 min, the robot asked the participant whether she wanted to continue the conversation. If she did not want to, the experimenter stopped the robots from talking. If the participant did not react to this question, the care giver was requested to determine her disposition. Every 5 min, the robots repeated the question of whether the participant wanted to continue the conversation. When the conversation duration exceeded 30 min, the farewell sequence was commenced instead of asking the next question. After the conversation, another experimenter interviewed the participant and the care giver about their impressions of the conversation.

Measurement
We measured the durations of the conversations between the system and the participants, namely the time between when the system produced the first word and when it produced the last one. The termination of a conversation duration was defined as when a participant clearly indicated her desire to stop the conversation. When a participant voluntarily decided to stop the conversation, the beginning of her utterance to stop the conversation was regarded as the termination time. If the care giver stopped the conversation, the beginning of the communication between the care giver and the participant was regarded as the termination time.

Results
Figure 7 shows a histogram of the conversation durations for the two days of the field test. On the first and second days, 50% and 62.5% of the participants respectively talked to the robots for longer than 30 min. The average conversation times were 24.03 min (SD = 9.67 min) and 25.88 min (SD = 9.07 min) on the first and second days, respectively.

The average numbers of questions that the participants were asked in the questioning mode was 26.33 (SD = 23.53). The average number of questions that the participants responded to was 20.28 (SD = 20.62). The average number of questions that the listening mode was activated was 8.17 (SD = 5.98). Five of ten participants experienced the prompting mode.

The feedback interviews considered all the test participants with the exception of the two who exhibited severe dementia. Three participants provided positive feedback comments such as “It was fun,” “Please let us talk again,” and “I remembered what I had forgotten, thank you.” One participant provided an enthusiastic comment approximately 5 h after the experiment: “I talked with robots, and it was great.” No participant provided a negative feedback such as a lack of comfort during their conversation with the robots. One care giver observed that some of the participants conversed more positively...
with the robots than they normally did with the caring giving staff of the nursing home. Some participants were also observed to talk longer to the robots and in a better mood than usual. These results suggest that the care givers would be disposed to using the proposed system to provide good conversation opportunities for their elderly wards. This is important for a broad application of the proposed system and other similar robotic systems.

Discussion
Implications
The laboratory experiment results indicated that the participants talked more in the listening mode, in which the robots requested the participants to provide more information about recent answers. We believe that the expected advantage of the prompting mode is that it encourages the elderly who are reluctant to respond to the robots’ question to utter. However, because all of the participants in the laboratory experiment did not become silent in the conversation, the prompting mode was never activated. Thus, we could not statistically demonstrate the advantage of the prompting mode from the viewpoint of lengthening the duration of utterance. In contrast, video analysis of the field test revealed that the robots switched to the prompting mode for five participants who had remained silent. Three of them subsequently started or restarted to respond to simple and kind questions about their physical condition, such as “Are you okay?” and “Can you hear me?” While these cases show its potential, they could not do so statistically; thus, the prompting mode should be more carefully examined in the future in an experiment involving sufficient number of suitable participants.

Half of the participants continued with the conversation without quitting for more than 30 min on both days of the field test. Moreover, we received some positive feedback from the participants and care givers during the interviews conducted after the tests. The feedback suggested that the proposed system encouraged the elderly participants to talk more. The more frequent switch to the prompting mode in the nursing home field test was indicative of a lower engagement of the participants, attributable to their more degenerated health condition. The relationship between the participant engagement and their age and health condition is thus worthy of further investigation. From an applicative perspective, the 30-min conversation duration offers opportunities for a variety of potential uses of the proposed system. For example, the twin robots can be utilized for elderly cognitive rehabilitation through activities such as memory tests and/or quizzes. Further study to explore such applications is also worthy of pursuit.

Because the proposed system attempts to prompt a user to talk depending on their state, it is expected to provide a feeling of being listened to. However, no significant improvement in such feeling was observed in the present study. The maximum length of the conversation time during the pilot experiment performed using young participants was set to 15 min. This duration was considered sufficient for collecting adequate response samples for calculating the average amount of utterance. However, this duration may be too short for elderly participants to feel being listened to when questioned about personal topics, regardless of the adopted listening strategy. A probable alternative reason for this observation is that the proposed system did not deepen the conversation with regard to the prompted utterance. Because the proposed method complements existing methods for deepening conversation [28, 29], rather than being one for exclusive use, it should be integrated with such existing methods.

The proposed system utilizes a simple strategy for determining when the elderly user ends their speech by detecting silence over a prefixed duration. Although suitable parameters were determined through pilot experiments performed in this study, the voices of the participants and robots were observed to, on average, overlap approximately 6.5 times per session during the actual experiment. It would thus be worthwhile to update the system by incorporating relevant technologies for better detection of when a participant has finished talking, based on both semantic and prosodic information.

The practical use of the proposed robots in daily life would require them to maintain their conversational performance with elderly people over a long time. First, this would necessitate investigating whether elderly people would lose their motivation to talk to the robots after their first experience. The present field test did not reveal a significant negative tendency along this line over the two test days. This implies that the proposed system can maintain its performance for at least 2 days. CARESSES [30] is a related ambitious project aimed at providing the elderly with conversational opportunities over a span of a few weeks. However, it has been suggested that more than 2 months is required to investigate whether the novelty effect of talking robots would be eliminated when used over a long period [31]. Further study is thus needed to determine how long elderly people would accommodate the proposed robots as conversation partners.

Five of the 10 field test participants did not continue the conversation for up to 30 min on either of the two test days. Three of these spoke in voices that were too soft to be recognized by the system. They attempted to communicate with the robots by nodding or moving their hands, but the current system could also not recognize such
nonverbal responses. This contributed to the shortened conversation. To achieve a more robust system, it would be necessary to incorporate functions for recognizing nonverbal expressions, especially subtle ones [32]. This is another important avenue for further study.

**Limitations**
The present study had five major limitations. First, the number of participants in the field test was small, for which reason care must be taken in generalizing the findings. The small sample size was influenced by the cost of conducting a field test with elderly participants in deteriorating health states in a nursing home. The involvement of nursing home care givers without appropriate training also potentially impacted the quality of the field test.

Second, it is not clear in which mode, the listening or questioning mode, the participants were promoted to talk longer by the proposed method. To evaluate such a specificity of the influence, we need to know how long and from when the participants were prompted to do so; unfortunately, this was difficult to ascertain accurately in the current setup. For example, the dialogue system in the questioning mode of the current experiment was not completely flexible to the participant’s motivation to talk. Namely, in the control condition, even though the participant wanted to keep talking, the system forcibly switched to the next question when it detected a breath group with a certain length, which could have underestimated the baseline of the talking duration. On the contrary, the participants in the experimental condition could have experience to talk longer for specific questions, which might promote them to talk longer even in the later questions. Due to the randomness of the questions and the varieties in the participant’s preferences, the order of questions could not be controlled, which could have under- or over-estimated the specificity of the influence of the listening mode. Considering these problems in the setup, it was difficult to evaluate to what extent the participants were promoted to talk longer in either mode, only by analyzing the obtained data of uttering duration for each question. Thus, we need to run a different experiment where we give participants controlled opportunities to talk freely against the same questions after some turns to talk to the robots in various modes.

The third limitation is that it is not clear to what extent the proposed method is limited to multiple robots. There is a possibility that having both prompting and listening modes could improve the conversations of conventional dialogue systems with a single robot. In the dialogue system examined in this paper, however, making the dialogues in these modes sense or sound natural was accomplished not by utterances by a single robot but also by the coordination between the two robots. As future work, therefore, it is worth extending the dialogues in these modes to be accomplished by a single robot and examining the merits and demerits of utilizing a single versus multiple robots with adaptive listening modes.

Fourth, this study adopted a root-driven conversation strategy. Mavridis has reported the potential of mixed initiative dialogues, wherein two robots and a user can take the initiative to break into a conversation [32]. However, the proposed system does not feature a mixed dialogue function, with its utility limited to the detection of key words in the responses of the user for the selection of the next discussion topic. The function for switching topics can therefore be further developed to facilitate mixed dialogue.

The fifth limitation of the study consists in its consideration of only Japanese culture in the development of the conversation scenario and questions presented to the participants. Bruno et al. [33, 34] presented a knowledge-based robot capable of adapting to the cultural background of the user for expanded utility. It has also been found that people with different cultural backgrounds exhibit different degrees of trust in robots [35, 36]. There is thus room for further study to examine the reproducibility of the present results for users with different cultural backgrounds.

**Conclusions and future work**
A twin robot dialogue system incorporating an adaptive active listening mode was developed for providing isolated elderly people with conversation opportunities over an extended time. A laboratory experiment showed that the elderly participants talked to the system significantly more than was observed for a previous system. A field test conducted over 2 days in a nursing home also revealed that half of the elderly participants conversed with the proposed system for more than 30 min. These results support the potential usefulness of the proposed system for enhancing elderly conversation in the real world. However, there is room for the further development of the system with integrated functions for broader understanding of the user, and for further evaluation of its long-term attractiveness to the elderly.
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