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Abstract.
Recently, Hou, Mu and Zeilberger introduced a new process of polynomial reduction for hypergeometric terms, which can be used to prove and generate hypergeometric identities automatically. In this paper, we extend this polynomial reduction to holonomic sequences. As applications, we describe an algorithmic way to prove and generate new multi-summation identities. Especially we present new families of \(\pi\)-series involving Domb numbers and Franel numbers, and new families of congruence identities for Franel numbers and Delannoy numbers.
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1 Introduction

For a long time, combinatorial identities, \(\pi\)-series in particular, were a mysterious part of combinatorics. It was the seminal work of Wilf and Zeilberger [37–40] that initiated the study of transforming this mysterious part into science, that everybody, even a computer, could understand. Since then the mechanical proof of combinatorial identities had received special attention. Zeilberger’s algorithm, also known as the method of creative telescoping, is the core algorithm in the WZ theory.
Reduction-based approach plays an indispensable role in the development of the new generation of creative telescoping algorithms, which can separate the calculations of telescopers and certificates for efficiency and construct minimal telescopers. The first \textit{reduction} algorithm goes back to the work of Ostrogradsky [30] and Hermite [21] for integrals of rational functions. In the continuous case, the algorithm was first worked out for bivariate rational functions in [7], and later extended to the multivariate rational case in [9] using the Griffiths–Dwork method. The approach has also been extended to algebraic functions [18,34], Fuchsian D-finite functions [14], and general D-finite functions [8,23].

In the discrete case, a reduction-based algorithm was designed for summations of rational functions by Abramov in [1], which was extended to the bivariate rational case in [15]. The hypergeometric and holonomic cases were studied by Abramov and Petkovšek in [5,6] and van der Hoeven in [22] respectively. In 2015, Chen et al. [17] introduced the concept of \textit{polynomial reduction} in the modified Abramov–Petkovšek algorithm which is more efficient and can be used to compute minimal telescopers for bivariate hypergeometric terms.

There are two fundamental problems related to telescopers: one is deciding whether telescopers exist for a given function, the other one is designing efficient algorithms for constructing telescopers when exist. For the existence problem, bivariate mixed hypergeometric case can be solved via the Ostrogradsky–Hermite reduction [12], while trivariate mixed rational case was handled by the extended reduction in [13,16]. For the construction problem, the Ostrogradsky–Hermite reduction and its variants have been applied in [14,17,18,22,23,27] for bivariate functions, and in [9,15,29] beyond the bivariate case.

Although the method of creative telescoping is a powerful tool in the mechanical proof of combinatorial identities, the reduction itself was rarely used directly in the verifications. In 2021, Hou, Mu and Zeilberger [26] introduced another \textit{polynomial reduction} process, which can be employed to derive infinite families of supercongruences [26] and new hypergeometric identities [24]. Recently, Wang and Zhong [36] generalized the polynomial reduction to the \(q\)-rational case. This makes it possible to prove and discover \(q\)-identities automatically. Especially several \(q\)-analogues of Ramanujan-type series for \(\pi\) were presented.

The Hou–Mu–Zeilberger reduction and its variants were all designed
for (q-)hypergeometric terms. In this paper, we generalize the Hou–Mu–Zeilberger reduction to the holonomic case. This enables us to handle multi-summation identities. As applications, we provide an algorithmic way to prove and discover new series for \(\pi\) involving Domb numbers and Franel numbers. This will confirm and generalize some of Z.-W Sun’s conjectures in [33]. New families of congruence identities on Franel numbers and Delannoy numbers are also obtained.

2 Polynomial reduction for holonomic sequences

Let \(\mathbb{K}\) be a field of characteristic 0. A sequence \((F(n))_{n=0}^{\infty}\) is holonomic over \(\mathbb{K}\) if there exist polynomials \(a_0(n), a_1(n), \ldots, a_J(n) \in \mathbb{K}[n]\) with \(a_J(n) \neq 0\) such that

\[
\sum_{i=0}^{J} a_i(n)F(n + i) = 0.
\]

(2.1)

Or, equivalently, if we define the annihilator of \(F(n)\) by

\[
\text{ann } F(n) := \left\{ L = \sum_{i=0}^{J} a_i(n)\sigma^i \in \mathbb{K}[n][\sigma] \mid L(F(n)) = 0 \right\},
\]

where \(\sigma\) is the shift operator (that is, \(\sigma F(n) = F(n + 1)\)), then \((F(n))_{n=0}^{\infty}\) is holonomic if and only if \(\text{ann } F(n) \neq \{0\}\). We call \(J\) in (2.1) the order of the recurrence relation for \(F(n)\), and the minimum order of all such recurrences is called the order of \(F(n)\).

The class of holonomic sequences covers a great percentage of combinatorial sequences arising in applications. For example, harmonic numbers, Fibonacci numbers, Domb numbers, Franel numbers and all hypergeometric sequences are holonomic. Specifically, given a hypergeometric term \(t_n\), there exist polynomials \(a(n), b(n) \in \mathbb{K}[n]\) such that

\[
\frac{t_{n+1}}{t_n} = \frac{a(n)}{b(n)}.
\]

that is,

\[
a(n)t_n - b(n)t_{n+1} = 0.
\]

In the polynomial reduction introduced by Hou, Mu and Zeilberger [26], a key step is to characterize such polynomials \(p(n) \in \mathbb{K}[n]\) that the product
\( p(n)t_n \) is Gosper-summable, that is,
\[
p(n)t_n = \Delta(u(n)t_n),
\]
for some rational function \( u(n) \in \mathbb{K}(n) \), where \( \Delta \) is the difference operator (that is, \( \Delta F(n) = \sigma F(n) - F(n) = F(n+1) - F(n) \)).

It is natural to consider a similar problem in the holonomic case.

**Problem 2.1.** Given a holonomic sequence \((F(n))_{n=0}^{\infty}\) satisfying (2.1), for which polynomials \( q(n) \in \mathbb{K}[n] \), the product \( q(n)F(n) \) can be written as
\[
q(n)F(n) = \Delta \left( \sum_{i=0}^{J-1} u_i(n)F(n+i) \right)
\]
for some rational functions \( u_0(n), u_1(n), \ldots, u_{J-1}(n) \in \mathbb{K}(n) \)?

For any operator \( L = \sum_{i=0}^{J} a_i(n)\sigma^i \) with \( a_i(n) \in \mathbb{K}[n] \), the adjoint of \( L \) is defined by
\[
L^* = \sum_{i=0}^{J} \sigma^{-i}a_i(n).
\]
Then for any polynomial \( p(n) \in \mathbb{K}[n] \),
\[
L^*(p(n)) = \sum_{i=0}^{J} a_i(n-i)p(n-i).
\]

In 2018, van der Hoeven [22, Proposition 3.2] derived the following difference Lagrange identity
\[
p(n)L(F(n)) - L^*(p(n))F(n) = \Delta \left( \sum_{i=0}^{J-1} u_i(n)F(n+i) \right)
\]
by induction, where
\[
u_i(n) = \sum_{j=1}^{J-i} a_{i+j}(n-j)p(n-j).
\]
Next we provide another proof of (2.4) by a direct calculation and the fact
\[
(\sigma^i - 1)g(n) = \Delta \left( \sum_{j=0}^{i-1} g(n+j) \right), \quad \forall i > 0.
\]
Lemma 2.2. Let \( L = \sum_{i=0}^{J} a_i(n)\sigma^i \) with \( a_i(n) \in K[n] \). Then (2.4) holds for any polynomial \( p(n) \in K[n] \).

Proof. By the definition of \( L^* \) and equality (2.6), we have

\[
p(n)L(F(n)) - L^*(p(n))F(n) \\
= \sum_{i=1}^{J} (\sigma^i - 1)(a_i(n - i)p(n - i)F(n)) \\
= \Delta \left( \sum_{i=1}^{J-1} \sum_{j=0}^{i-1} a_i(n - i + j)p(n - i + j)F(n + j) \right) \\
= \Delta \left( \sum_{j=0}^{J-1} \sum_{i=j+1}^{J} a_i(n - i + j)F(n + j) \right) \\
= \Delta \left( \sum_{i=0}^{J-1} \sum_{j=i+1}^{J} a_j(n - j + i)p(n - j + i)F(n + i) \right) \\
= \Delta \left( \sum_{i=0}^{J-1} u_i(n)F(n + i) \right).
\]

When \( L \in \text{ann} F(n) \), identity (2.4) reduces to

\[
L^*(p(n))F(n) = \Delta \left( -\sum_{i=0}^{J-1} u_i(n)F(n + i) \right). \tag{2.7}
\]

Hence \( q(n) = L^*(p(n)) \) is a desired polynomial in \( K[n] \) such that (2.2) holds. From equality (2.7) we obtain

\[
\sum_{k=0}^{n-1} L^*(p(k))F(k) = \left( \sum_{i=0}^{J-1} u_i(0)F(i) \right) - \left( \sum_{i=0}^{J-1} u_i(n)F(n + i) \right), \tag{2.8}
\]

where \( u_i \) is defined in (2.5). Taking \( n \to \infty \), we usually get

\[
\sum_{n=0}^{\infty} L^*(p(n))F(n) = C,
\]

where \( C \) is a constant.
From the proof of Lemma 2.2, one can see (2.4) and (2.7) still hold for any rational function \( p(n) \in \mathbb{K}(n) \). When the order \( J \) in (2.1) is minimum, the Abramov–van-Hoeij algorithm \([4,28]\) ensures that all rational functions \( q(n) \in \mathbb{K}(n) \) such that (2.2) holds are of the form \( L^*(p(n)) \) with \( p(n) \in \mathbb{K}(n) \).

In this paper, to make the reduction work, \( L^*(p(n)) \) needs to be a polynomial. Abramov [2,3] characterized the denominator of a rational solution \( p(n) \) to a difference equation in the form

\[
a_0(n)p(n) + a_1(n-1)p(n-1) + \cdots + a_J(n-J)p(n-J) = b(n),
\]

where \( a_i(n) \in \mathbb{K}[n], \ 0 \leq i \leq J, \) and \( b(n) \in \mathbb{K}[n] \). It may happen that \( p(n) \in \mathbb{K}(n) \setminus \mathbb{K}[n] \) but \( L^*(p(n)) \in \mathbb{K}[n] \). The following lemma shows that this rarely happens.

**Lemma 2.3.** Let \( L = \sum_{i=0}^J a_i(n)s^i \) with \( a_i(n) \in \mathbb{K}[n], \ 0 \leq i \leq J \) and \( a_0(n)a_J(n) \neq 0 \). If \( p(n) \in \mathbb{K}(n) \) and

\[
\gcd(a_0(n), a_J(n+i)) = 1, \quad \forall i \in \mathbb{N}, \tag{2.9}
\]

then \( L^*(p(n)) \) is a polynomial in \( \mathbb{K}[n] \) if and only if \( p(n) \in \mathbb{K}[n] \).

**Proof.** Suppose \( p(n) = \frac{r(n)}{s(n)} \) with \( r(n), s(n) \in \mathbb{K}[n] \) and \( \gcd(r(n), s(n)) = 1 \). If \( q(n) = L^*(p(n)) \) is a polynomial in \( \mathbb{K}[n] \), then

\[
q(n) = \sum_{i=0}^J a_i(n-i)p(n-i) = \sum_{i=0}^J a_i(n-i)\frac{r(n-i)}{s(n-i)}.
\]

Multiplying \( s(n)s(n-1)\cdots s(n-J) \) on both ends, we obtain

\[
q(n) \prod_{i=0}^J s(n-i) = \sum_{i=0}^J a_i(n-i)r(n-i) \prod_{0 \leq j \leq J \atop j \neq i} s(n-j).
\]

Apparently, \( s(n) \) is a divisor of the left hand side, then we must have

\[
s(n) \mid a_0(n)r(n)s(n-1)\cdots s(n-J).
\]

From \( \gcd(r(n), s(n)) = 1 \) we know that

\[
s(n) \mid a_0(n)s(n-1)\cdots s(n-J). \tag{2.10}
\]
By a similar argument,
\[ s(n-J) \mid a_J(n-J)s(n)s(n-1) \cdots s(n-J+1), \]
namely,
\[ s(n) \mid a_J(n)s(n+J)s(n+J-1) \cdots s(n+1). \] (2.11)

Suppose that \( s(n) \) is not a constant and \( t(n) \) is an irreducible factor of \( s(n) \). Then by (2.10), if \( t(n) \nmid a_0(n) \), then \( t(n) \mid s(n-j_1) \) for some \( j_1 > 0 \), that is, \( t(n+j_1) \mid s(n) \). Again, by (2.10), if \( t(n+j_1) \nmid a_0(n) \), then \( t(n+j_1+j_2) \mid s(n) \) for some \( j_2 > 0 \). Since \( s(n) \) can not have infinitely many distinct factors, there must exist a \( j \geq 0 \) such that \( t(n+j) \mid a_0(n) \). By a similar argument, (2.11) guarantees that there exists an \( i \geq 0 \) such that \( t(n-i) \mid a_J(n) \). Then \( \gcd(a_0(n), a_J(n+i+j)) \) is not a constant, contradicting (2.9). So \( s(n) \) must be a constant, namely, \( p(n) \) is a polynomial. As the converse is clearly true, this completes the proof.

Combining Lemma 2.2 and Lemma 2.3, we have the following result.

**Theorem 2.4.** Let \( L = \sum_{i=0}^{J} a_i(n)\sigma^i \in \text{ann } F(n) \) with \( a_0(n)a_J(n) \neq 0 \) and \( J > 0 \) the order of \( F(n) \). If
\[ \gcd(a_0(n), a_J(n+i)) = 1, \quad \forall i \in \mathbb{N}, \]
then \( q(n) \in \mathbb{K}[n] \) satisfies (2.2) if and only if \( q(n) = L^*(p(n)) \) for some \( p(n) \in \mathbb{K}[n] \).

Now we assume that \( p(n) \in \mathbb{K}[n] \) and try to determine the degree of \( L^*(p(n)) \) when \( L = \sum_{i=0}^{J} a_i(n)\sigma^i \) is given. To this aim, some notations are needed. Let
\[ b_k(n) = \sum_{j=k}^{J} \binom{j}{k} a_{J-j}(n+j-J) \text{ and } d = \max_{0 \leq k \leq J} \{ \deg b_k(n) - k \}. \] (2.12)

Note that
\[ f(s) = \sum_{k=0}^{J} [n^{d+k}] (b_k(n))s^k \]
is a nonzero polynomial in \( s \). Here \( [n^{d+k}] (b_k(n)) \) denotes the coefficient of \( n^{d+k} \) in \( b_k(n) \) and \( s^k \) denotes the falling factorial defined by \( s^k = s(s-1) \cdots (s-k+1) \). Let
\[ R_L = \{ s \in \mathbb{N} \mid f(s) = 0 \}. \] (2.13)
Then \( L \) is called degenerated if \( R_L \neq \emptyset \).

**Lemma 2.5.** Let \( L = \sum_{i=0}^{J} a_i(n)\sigma^i \) and \( d \) be given by (2.12). Then for any nonzero polynomial \( p(n) \), we have

\[
\deg L^*(p(n)) \begin{cases} < d + \deg p(n), & \text{if } L \text{ is degenerated and } \deg p(n) \in R_L, \\ = d + \deg p(n), & \text{otherwise.} \end{cases}
\]

**Proof.** Let \( q(n) = p(n - J) \). Notice that \( \sigma = E + \Delta \), where \( E \) is the identity map. Then

\[
L^*(p(n)) = \sum_{i=0}^{J} a_i(n-i)q(n+J-i) = \sum_{i=0}^{J} a_i(n-i)(E+\Delta)^{J-i}q(n)
\]

\[
= \sum_{j=0}^{J} a_{J-j}(n+J-j)(E+\Delta)^{j}q(n)
\]

\[
= \sum_{j=0}^{J} a_{J-j}(n+J-j) \sum_{k=0}^{j} \binom{j}{k} \Delta^k(q(n))
\]

\[
= \sum_{k=0}^{J} b_k(n)\Delta^k(q(n)),
\]  

(2.14)

where \( b_k(n) \) is defined in (2.12).

Denote \( s := \deg q(n) = \deg p(n) \). Then \( \Delta^k(q(n)) \) is a polynomial of degree \( s - k \) and \( \text{lc}(\Delta^k(q(n))) = \text{lc}(q(n))s^k \) if \( k \leq s \), and \( \Delta^k(q(n)) = 0 \) if \( k > s \). Here \( \text{lc}(f(n)) \) denotes the leading coefficient of the polynomial \( f(n) \). By equality (2.14), we know

\[
\deg L^*(p(n)) \leq \max_{0 \leq k \leq J} \{ \deg b_k(n) + \deg q(n) - k \} = d + s.
\]

Noting that \( s^k = 0 \) if \( k > s \), it is easy to see that \( \deg L^*(p(n)) < d + s \) if and only if \( \sum_{k=0}^{J}[n^{d+k}](b_k(n))s^k = 0 \), which means \( L \) is degenerated and \( s = \deg p(n) \in R_L \).

With this lemma, we are able to give a precise description of the polynomial reduction process for holonomic sequences.

**The polynomial reduction process:** Let \( L = \sum_{i=0}^{J} a_i(n)\sigma^i \in \mathbb{K}[n][\sigma] \) with
$a_J \neq 0$ and

$$q_s(n) = L^*(p_s(n)) = \sum_{i=0}^{J} a_i(n - i)p_s(n - i), \quad (2.15)$$

where $p_s(n)$ is a polynomial in $\mathbb{K}[n]$ of degree $s \in \mathbb{N}$. We first consider the case when $L$ is not degenerated. By Lemma 2.5, we know

$$\deg q_s(n) = d + s, \quad \forall s \in \mathbb{N},$$

where $d$ is defined as (2.12). Then for any polynomial $Q(n)$ of degree $m$ with $m \geq d$, it can be written by the division algorithm as

$$Q(n) = \sum_{s=0}^{m-d} c_s q_s(n) + \bar{q}(n), \quad (2.16)$$

where $c_s \in \mathbb{K}$ for $0 \leq s \leq m - d$ and $\bar{q}(n)$ is a polynomial of degree less than $d$. When $L$ is degenerated, by Lemma 2.5,

$$\deg q_s(n) = d + s, \quad \forall s \in \mathbb{N} \setminus R_L.$$

Then (2.16) works well except for the polynomials of degree $d + s$ for $s \in R_L$. Thus for any polynomial $Q(n)$ of degree $m$ with $m \geq d$, we can write it as

$$Q(n) = \sum_{0 \leq s \leq m-d \atop s \notin R_L} c_s q_s(n) + \sum_{0 \leq s \leq m-d \atop s \in R_L} c_s n^{d+s} + \bar{q}(n), \quad (2.17)$$

where $c_s \in \mathbb{K}$ for $0 \leq s \leq m - d$ and $\bar{q}(n)$ is a polynomial with $\deg \bar{q}(n) < d$. Equality (2.16) (or (2.17)) is called the polynomial reduction with respect to $L$ when it is not degenerated (or degenerated).

### 3 Applications

In this section, we will take Domb numbers, Franel numbers and Delannoy numbers as examples to illustrate how to generate new $\pi$-series and congruence identities algorithmically by the polynomial reduction.

#### 3.1 Generating new $\pi$-series

The Domb numbers are given by

$$\text{Domb}(n) = \sum_{k=0}^{n} \binom{n}{k}^{2} \binom{2k}{k} \binom{2(n-k)}{n-k}.$$
Chan, Chan and Liu [10] and Rogers [31] derived
\[
\sum_{n=0}^{\infty} \frac{(5n+1) \text{Domb}(n)}{64^n} = \frac{8\sqrt{3}}{3\pi} \quad \text{and} \quad \sum_{n=0}^{\infty} \frac{(3n+1) \text{Domb}(n)}{(-32)^n} = \frac{2}{\pi}.
\] (3.1)

The following identity was conjectured by Z.-W. Sun [33]. We will take it as an example to show how to use the polynomial reduction method to prove new identities from the old.

**Theorem 3.1.**
\[
\sum_{n=0}^{\infty} n^2(n-1)(9n+1) \frac{\text{Domb}(n)}{(-32)^n} = \frac{4}{3\pi}.
\] (3.2)

**Proof.** Let \( F(n) = \text{Domb}(n)/(-32)^n \). By Zeilberger’s algorithm, we find that \( L = \sum_{i=0}^{2} a_i(n) \sigma^i \in \text{ann} F(n) \), with \( a_0(n) = (n+1)^3, a_1(n) = (2n + 3)(5n^2 + 15n + 12) \) and \( a_2(n) = 16(n+2)^3 \). Then it is easy to see that \( d = 3 \) and \( R_L = \emptyset \).

So \( L \) is nondegenerated. By Lemma 2.5, \( \deg L^*(p_s(n)) = s + 3 \) for any polynomial \( p_s(n) \in \mathbb{K}[n] \) of degree \( s \geq 0 \). Substituting \( a_0(n), a_1(n), a_2(n) \) and \( F(n) \) into equality (2.8) and taking \( n \to \infty \) leads to
\[
\sum_{n=0}^{\infty} L^*(p_s(n)) F(n) = 0.
\]
for any polynomial \( p_s(n) \).

The polynomial reduction shows that
\[
n^2(n-1)(9n+1) = \frac{2}{3}(3n+1) + \frac{1}{3} L^*(n).
\]

Multiplying by \( \frac{\text{Domb}(n)}{(-32)^n} \) on both sides of the above identity and then summing over \( n \) from 0 to \( \infty \), we derive
\[
\sum_{n=0}^{\infty} n^2(n-1)(9n+1) \frac{\text{Domb}(n)}{(-32)^n} = \frac{2}{3} \sum_{n=0}^{\infty} (3n+1) \frac{\text{Domb}(n)}{(-32)^n} = \frac{4}{3\pi}
\]
with the help of identity (3.1). This completes the proof of (3.2).
The above theorem shows how to algorithmically prove a conjectured identity from a known one. The method can actually confirm all those identities listed in Conjecture 8.2 of [33] by Z.-W. Sun. However, to pose these conjectures needs genuine intuition, insight, experience and hard work.

For the rest part of this paper, we are going to give an algorithmic way of generating new identities from the old, which does not depend on intuition or experience at all. For illustration, we take the following $\pi$-series involving Domb numbers as a starting point:

$$\sum_{n=0}^{\infty} (un + v)\frac{\text{Domb}(n)}{mn} = \frac{\lambda}{\pi}. \tag{3.3}$$

**Theorem 3.2.** Suppose an identity of the form (3.3) holds for some nonzero $m \in \mathbb{Z}$ and $u, v \in \mathbb{Q}$. Then for any nonconstant polynomial $P(n) \in \mathbb{Q}[n]$, one can find a nonzero polynomial $Q(n) \in \mathbb{Q}[n]$ with $\deg Q(n) \leq 2$ and a constant $c \in \mathbb{Q}$ such that

$$\sum_{n=0}^{\infty} P(n)Q(n)\frac{\text{Domb}(n)}{mn} = \frac{c\lambda}{\pi}. \tag{3.4}$$

**Proof.** Let $F(n) = \text{Domb}(n)/mn$. By Zeilberger’s algorithm, we find that $L = \sum_{i=0}^{2} a_i(n)\sigma^i \in \text{ann } F(n)$, with $a_0(n) = 64(n + 1)^3$, $a_1(n) = -2m(2n + 3)(5n^2 + 15n + 12)$ and $a_2 = m^2(n + 2)^3$. Let $d, R_L$ be defined by (2.12) and (2.13). Then it is easy to see that,

$d = 3$ and $R_L = \emptyset$ for $m \notin \{4, 16\}$

while

$d = 2$ and $R_L = \emptyset$ for $m \in \{4, 16\}$.

So $L$ is nondegenerated. Then by Lemma 2.5, $\deg L^*(p_s(n)) = s + d$ for any polynomial $p_s(n) \in \mathbb{K}[n]$ of degree $s \geq 0$.

Substituting the above $a_0(n), a_1(n), a_2(n)$ and $F(n)$ into equality (2.8) and taking $n \to \infty$ leads to

$$\sum_{n=0}^{\infty} L^*(p_s(n))F(n) = 0$$

for any polynomial $p_s(n)$ of degree $s$. In the following, we take $p_s(n) = n^s$. 
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For any non-constant polynomial $P(n)$, let $\ell = \deg P(n) > 0$. Suppose $Q(n) = e_0 + e_1n + e_2n^2$ with indeterminants $e_i$, $i = 0, 1, 2$. Now solve the equation

$$P(n)Q(n) = c(un + v) + c_0L^*(n^0) + c_1L^*(n^1) \cdots + c_{\ell}L^*(n^\ell) \quad (3.5)$$

for indeterminants $e_0, e_1, e_2, c, c_0, \ldots, c_{\ell}$ in $\mathbb{Q}$. By comparing the coefficients of $n^k$ on both sides for $k = 0, 1, \ldots, \ell + 3$, we get a system of $\ell + 4$ homogeneous linear equations in $\ell + 5$ indeterminants, so there must be nonzero solutions for $e_0, e_1, e_2$ can not be all zero, that is, there is a nonzero polynomial $Q(n) \in \mathbb{Q}[n]$ with $\deg Q(n) \leq 2$ such that $(3.5)$ holds.

Multiplying by $F(n)$ on both sides of $(3.5)$ and then summing over $n$ from 0 to $\infty$, we obtain

$$\sum_{n=0}^{\infty} P(n)Q(n) \frac{\text{Domb}(n)}{m^n} = c \sum_{n=0}^{\infty} (un + v) \frac{\text{Domb}(n)}{m^n} = \frac{c\lambda}{\pi}.$$ 

Using the method in the proof of Theorem 3.2, one can not only confirm Z.-W. Sun’s Conjecture 8.2 in [33], but also generate as many new ones as you like.

As an example, we now revive the discovery of $(3.2)$ with our method. Take $m = -32$, one can see $L = \sum_{i=0}^{2} a_i(n)\sigma^i \in \text{ann} \frac{\text{Domb}(n)}{(-32)^n}$, where $a_0(n) = (n + 1)^3$, $a_1(n) = (2n + 3)(5n^2 + 15n + 12)$ and $a_2(n) = 16(n + 2)^3$. Let $P(n) = n^2$ and solve

$$P(n)(e_0 + e_1n + e_2n^2) = c(3n + 1) + c_0L^*(n^0) + c_1L^*(n^1). \quad (3.6)$$

We find for any $c \in \mathbb{Q}$,

$$c_0 = 0, c_1 = c/2, e_0 = -3c/2, e_1 = -12c, e_2 = 27c/2$$

is a solution of $(3.6)$. Taking $c = 2/3$, we arrive at

$$n^2(n - 1)(9n + 1) = \frac{2}{3}(3n + 1) + \frac{1}{3}L^*(n^1).$$

Multiplying by $\frac{\text{Domb}(n)}{(-32)^n}$ on both sides of the above identity and then summing over $n$ from 0 to $\infty$, we derive $(3.2)$.  
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Different choices of $P(n)$ may lead to different identities, for example, we obtain
\[ \sum_{n=0}^{\infty} (n^2 + n + 1)(126n^2 + 41n + 5) \frac{\text{Domb}(n)}{(-32)^n} = \frac{-100}{3\pi} \]
by taking $P(n) = n^2 + n + 1$.

From the discussion above, one can see how the polynomial reduction may be applied to holonomic sequences. Here are more examples.

The Franel numbers and Franel numbers of order 4 are defined respectively by
\[ f_n = \sum_{k=0}^{n} \binom{n}{k}^3 \] and \[ f_n^{(4)} = \sum_{k=0}^{n} \binom{n}{k}^4 \].

Many series for $\pi$ involving $f_n$ and $f_n^{(4)}$ are obtained via modular forms in [11,19]. Those series are of the form
\[ \sum_{n=0}^{\infty} (un + v) \frac{A(n)}{m^n} = \frac{\lambda \sqrt{\alpha}}{\pi}, \quad (3.7) \]
where $A(n) = f_n^{(4)}$ or $A(n) = \binom{2n}{n}f_n$, $u,v,m \in \mathbb{Z}$, $\lambda \in \mathbb{Q}$ with $\lambda um \neq 0$ and $\alpha$ is a positive integer.

One can check that $A(n)$ satisfies a recurrence relation of order 2. Similar to the proof of Theorem 3.2, we obtain the following result.

**Theorem 3.3.** Suppose an identity of the form (3.7) holds for some $u,v,m \in \mathbb{Z}$ with $m \neq 0$. Then for any nonconstant polynomial $P(n) \in \mathbb{Q}[n]$, one can find a nonzero polynomial $Q(n) \in \mathbb{Q}[n]$ with $\deg Q(n) \leq 2$ and a constant $c \in \mathbb{Q}$ such that
\[ \sum_{n=0}^{\infty} P(n)Q(n) \frac{A(n)}{m^n} = \frac{c\lambda \sqrt{\alpha}}{\pi}. \quad (3.8) \]

**Example 3.4.** We can prove the following conjectural identity by Z.-W. Sun [33, Conjecture 8.3]
\[ \sum_{n=1}^{\infty} n^3(47808294003072n^2 - 102482715691400n + 52422407372915) \frac{f_n^{(4)}}{5776^n} = \frac{-122626206796\sqrt{95}}{625\pi} \quad (3.9) \]
utilizing the polynomial reduction and the identity
\[ \sum_{n=1}^{\infty} (408n + 47) \frac{f^{(4)}_n}{5776^n} = \frac{1444\sqrt{95}}{95\pi} \]
derived by Cooper [19].

Taking \( m = 5776 \), one can see \( L = \sum_{i=0}^{2} a_i(n)\sigma^i \in \text{ann} \frac{f^{(4)}_n}{5776^n} \), where \( a_0(n) = -(n+1)(4n+3)(4n+5) \), \( a_1(n) = -2888(2n+3)(3n^2+9n+7) \) and \( a_2(n) = 8340544(n+2)^3 \). Let \( P(n) = n^3 \) and solve
\[ P(n)(e_0 + e_1 n + e_2 n^2) = c(3n+1) + c_0 L^*(n^0) + c_1 L^*(n^1) + c_2 L^*(n^2). \quad (3.10) \]
For any \( c \in \mathbb{Q} \), let \( d = c/1613502721 \). One can check that \( c_0 = -590794567d \), \( c_1 = -1338119121d \), \( c_2 = -717997495d \), \( e_0 = -6552800921614375d \), \( e_1 = 12810339461425000d \), \( e_2 = -5976036750384000d \) is a solution of (3.10).
Take \( c = -1613502721/125 \). Multiplying by \( \frac{f^{(4)}_n}{5776^n} \) on both sides of (3.10) and then summing over \( n \) from 0 to \( \infty \), we derive (3.9).

Similarly, we can confirm all those identities in Conjecture 8.3 and Conjecture 8.4 (i) of Z.-W. Sun’s paper [33].

### 3.2 Generating new congruence identities

In this subsection, we will show the polynomial reduction method can also be applied to prove and discover new families of congruence identities. We will take the Franel numbers \( f_k \) and the central Delannoy numbers \( D_k \) as examples to reveal the process.

In 2013, Z.-W. Sun [32] initiated the systematic investigation of fundamental congruences of Franel numbers. Many interesting congruences are obtained, for example, for any prime \( p > 3 \) there hold
\[ \sum_{k=0}^{p-1} (-1)^k f_k \equiv \left( \frac{p}{3} \right) \pmod{p^2}, \quad (3.11) \]
\[ \sum_{k=0}^{p-1} k(-1)^k f_k \equiv -\frac{2}{3} \left( \frac{p}{3} \right) \pmod{p^2}, \quad (3.12) \]
\[ \sum_{k=0}^{p-1} k^2(-1)^k f_k \equiv \frac{10}{27} \left( \frac{p}{3} \right) \pmod{p^2}. \quad (3.13) \]
Here \( \left( \frac{a}{p} \right) \) denotes the Legendre symbol. Later V.J.W. Guo \cite{20} confirmed the following two conjectures by Z.-W. Sun \cite{32},

\[
\sum_{k=0}^{n-1} (3k + 2)(-1)^k f_k \equiv 0 \pmod{2n^2}, \quad (3.14)
\]

\[
\sum_{k=0}^{p-1} (3k + 2)(-1)^k f_k \equiv 2p^2(2^p - 1)^2 \pmod{p^5}. \quad (3.15)
\]

Recently, Wang and Sun \cite{35} derived more divisibility results on Franel numbers like

\[
9 \sum_{k=1}^{n} k^2(3k + 1)(-1)^k f_k \equiv 0 \pmod{2n^2(n + 1)^2}, \quad (3.16)
\]

\[
3 \sum_{k=1}^{n} (9k^3 - 15k^2 - 10k)(-1)^k f_k \equiv 0 \pmod{4n(n + 1)^2}. \quad (3.17)
\]

In 2021, by telescopings of \( P \)-recursive sequences, Hou and Liu \cite{25} found

\[
3 \sum_{k=0}^{n-1} (3k + 2)(-1)^k f_k = n^2((-1)^n f_n + 8(-1)^{n-1} f_{n-1}), \quad (3.18)
\]

which reproves \((3.14)\) since

\[
(-1)^n f_n \equiv \sum_{k=0}^{n} \binom{n}{k} \equiv 2^n \equiv 0 \pmod{2}, n \geq 1, \quad (3.19)
\]

\[
(-1)^n f_n \equiv (-1)^n \sum_{k=0}^{n} \binom{n}{k} \equiv (-2)^n \equiv 1 \pmod{3}.
\]

When \( n = p > 3 \) is a prime in \((3.18)\), direct calculations lead to equality \((3.15)\) since \( f_p \equiv 2 \pmod{p^3} \) and

\[
f_{p-1} \equiv 1 + 3(2^{p-1} - 1) + 3(2^{p-1} - 1)^2 \pmod{p^3},
\]

as proved by Z.-W. Sun \cite{32}.

Next, we will generalize \((3.18)\) to having a polynomial part of any claimed degree \( d > 0 \) instead of \( 3(3k + 2) \) in the summation. Then one can see all congruence identities in \((3.12)\)–\((3.17)\) can be proved uniformly by the polynomial reduction method.
Let \( F(k) = (-1)^k f_k = (-1)^k \sum_{i=0}^{k} \binom{k}{i}^3 \). By Zeilberger’s algorithm, we find that
\[
L = (k + 2)^2 \sigma^2 + (7k^2 + 21k + 16)\sigma - 8(k + 1)^2 \in \text{ann} F(k).
\] (3.20)

**Theorem 3.5.** Let \( L \) be as in (3.20) and \( n \) a positive integer. Then
\[
\sum_{k=0}^{n-1} L^*(p(k))(-1)^k f_k = -n^2(p(n - 2)F(n) + 8p(n - 1)F(n - 1)).
\] (3.21)
for any polynomial \( p(k) \in \mathbb{Z}[k] \). Here \( L^* \) is the adjoint of \( L \).

**Proof.** By Equality (2.8) and the fact \( u_0(0)F(0) + u_1(0)F(1) = 0 \), we have
\[
\sum_{k=0}^{n-1} L^*(p(k))F(k) = -(u_0(n)F(n) + u_1(n)F(n + 1)),
\] (3.22)
where \( u_0(n) = n^2p(n - 2) + (7n^2 + 7n + 2)p(n - 1) \) and \( u_1(n) = (n + 1)^2p(n - 1) \). As \( L \in \text{ann} F(k) \), it is straightforward to check that for any \( n \geq 1 \)
\[
(n + 1)^2F(n + 1) = 8n^2F(n - 1) - (7n^2 + 7n + 2)F(n).
\] (3.23)
Substituting (3.23) into (3.22) derives (3.21).

Theorem 3.5 together with (3.19) lead to the following corollary.

**Corollary 3.6.** Let \( L \) be as in (3.20). Then
\[
\sum_{k=0}^{n-1} L^*(p(k))(-1)^k f_k \equiv 0 \pmod{2n^2}
\] (3.24)
for any polynomial \( p(k) \in \mathbb{Z}[k] \).

Since \( 3(3k + 2) = -L^*(1) \), by (3.21) we have
\[
3 \sum_{k=0}^{n-1} (3k + 2)(-1)^k f_k = -\sum_{k=0}^{n-1} L^*(1)(-1)^k f_k = n^2(F(n) + 8F(n - 1)),
\]
which is exactly (3.18).
Equalities (3.16) and (3.17) can be proved by (3.21) and the observation that $27k^2(3k+1) = -L^*(1) - 3L^*(k^2)$ and $9(9k^3-15k^2-10k) = -4L^*(1) + 9L^*(k) - 3L^*(k^2)$. By (3.11) and the decompositions

$$k = -\frac{2}{3} - \frac{1}{9}L^*(1) \quad \text{and} \quad k^2 = \frac{10}{27} + \frac{13}{162}L^*(1) - \frac{1}{18}L^*(k),$$

(3.12) and (3.13) can also be confirmed.

In fact, when $p(k) \in \mathbb{Z}[k]$ is a polynomial of degree $s \in \mathbb{N}$, since $L$ in (3.20) is not degenerated, we know $\deg L^*(p(k)) = s+1$.

**Corollary 3.7.** For any positive integer $d$, we can find a polynomial $q(k) \in \mathbb{Z}[k]$ with $\deg q(k) = d$ such that

$$\sum_{k=0}^{n-1} q(k)(-1)^k f_k \equiv 0 \pmod{2n^2}.$$

The polynomial reduction method also applies to other holonomic sequences. Let us exhibit with one more example. The central Delannoy numbers $D_k$ are defined by

$$D_k = \sum_{i=0}^{k} \binom{k}{i} \binom{k+i}{i}.$$  

Zeilberger’s algorithm leads to

$$L = (k+2)\sigma^2 + (-6k-9)\sigma + (k+1) \in \text{ann } D_k. \quad (3.25)$$

Then by a similar argument to the proof of Theorem 3.5, we have

**Theorem 3.8.** Let $L$ be as in (3.25). Then

$$\sum_{k=0}^{n-1} L^*(p(k))D_k = n(p(n-1)D_{n-1} - p(n-2)D_n). \quad (3.26)$$

for any polynomial $p(k) \in \mathbb{Z}[k]$.

When $p(k) = 1$, equality (3.26) becomes

$$\sum_{k=0}^{n-1} (4k+2)D_k = n(D_n - D_{n-1}),$$

which was first observed by C. Wang (private communication).
Corollary 3.9. Let $L$ be as in (3.25). Then for any polynomial \( p(k) \in \mathbb{Z}[k] \), we have
\[
\sum_{k=0}^{n-1} L^*(p(k))D_k \equiv 0 \pmod{n}.
\]
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