A NOTE ON TWISTED CROSSED PRODUCTS
AND SPECTRAL TRIPLES

P. ANTONINI, D. GUIDO, T. ISOLA, AND A. RUBIN

Abstract. Starting with a spectral triple on a unital $C^*$-algebra $A$ with an action of a discrete group $G$, if the action is uniformly bounded (in a Lipschitz sense) a spectral triple on the reduced crossed product $C^*$-algebra $A \rtimes_r G$ is constructed in [23]. The main instrument is the Kasparov external product. We note that this construction still works for twisted crossed products when the twisted action is uniformly bounded in the appropriate sense. Under suitable assumptions we discuss some basic properties of the resulting triples: summability and regularity. Noncommutative coverings with finite abelian structure group are among the most basic, still interesting, examples of twisted crossed products; we describe their main features.
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1. Introduction

Spectral triples on $C^*$-algebras are a central notion in noncommutative geometry, being modeled on the geometric structure codified by the properties of a Dirac type operator on a smooth manifold. The range of applicability of this paradigm is vast, going from the foundational example of Spin manifolds to foliated manifolds, group $C^*$-algebras, quantum groups, quantum deformations and fractals. This list is not exhaustive and we address the reader to [10–13, 15, 20], the recent works [9, 40] and the references therein.

Date: July 15, 2022.
Following the stream pursued by many authors \[7, 23, 28, 35\], in this paper we construct and study spectral triples on reduced twisted crossed products \(A \rtimes_{\rho,\sigma}^r G\), where \(A\) is a unital \(C^*\)-algebra, \(G\) a discrete group and \((\rho, \sigma)\) a twisted action in the sense of Busby and Smith \[8\]. Two facts brought us to consider twisted crossed products: on the one hand, the crossed product construction is fundamental in the theory of \(C^*\)-algebras and in noncommutative topology since it replaces the operation of forming a quotient when this is a singular, bad-behaved space. On the other hand, the study of noncommutative coverings with finite abelian structure group (that two of the authors developed in \[1\] as building blocks of solenoidal noncommutative metric spaces) brings naturally to the conclusion that in the case of finite abelian groups, any twisted crossed product is a regular covering and any regular covering is a twisted crossed product (Theorem 5.15, previously proven with a different language in \[44\]). This makes the problem of the construction of spectral triples on crossed products a natural subject of interest both for the creation of a new large class of examples and for the analysis of the Connes axioms in the case of noncommutative quotient manifolds \[11–13\].

In constructing a spectral triple on a twisted crossed product, we follow, as in \[23\], the guiding principle of the Kasparov external product, combining the given Dirac operator on \(A\) with a length function on the group. We have decided to utilize matrix valued length functions because, as pointed out in \[23\], these turn out to be useful in the procedure of iterating crossed products.

We pass now to describe the content and the results of the paper giving more details and some comments.

In section 2 we follow \[6, 8, 34, 41\] and give a concise account on the basic theory of twisted actions of discrete groups on unital \(C^*\)-algebras, twisted covariant representations and the twisted crossed product construction. The choice of considering the unital case is dictated by the interest in constructing unital spectral triples and simplifies a bit the presentation.

In section 3 we construct spectral triples on twisted crossed products. We begin by discussing generalities about spectral triples and translation bounded and proper matrix valued length functions. Here and in the following \(V\) will always denote a finite dimensional Hermitian vector space so that matrix valued length functions will be maps \(\ell : G \to \mathbb{B}_h(V)\) on the discrete group \(G\) and valued in the finite dimensional selfadjoint operators. Such maps have been introduced in \[23\] and generalise scalar length functions on groups. With them we can create spectral triples on the group algebra \(CG\) of the form \((CG, \ell^2(G) \otimes V, M_\ell)\) with Dirac operator having as coefficients elements of \(\mathbb{B}_h(V)\). The triple \((CG, \ell^2(G) \otimes V, M_\ell)\) is the prototypical triple on a crossed product and we study its summability properties. To do so, we first propose (definition 3.4) the notion of polynomial growth for a discrete (finitely generated) group with respect to a length function which is matrix valued. This naturally extends the usual concept of polynomial growth with respect to some word metric. We then show (proposition 3.5) that the triple \((CG, \ell^2(G) \otimes V, M_\ell)\) is finitely summable if and only if the group has polynomial growth with respect to \(\ell\).

The construction of spectral triples on twisted crossed products is the content of Theorem 3.7 and generalizes the one in \[23\]. Given a group with a proper, translation bounded matrix valued length function \((G, \ell)\), a twisted action \((\rho, \sigma)\) of \(G\) on the \(C^*\)-algebra \(A\) and a spectral triple \((A, H, D)\) on \(A\), our basic assumptions (summarized in the setup 3.1) to extend this triple to \(A \rtimes_{\rho,\sigma}^r G\) are the following:
(1) the twisted action is smooth. This means that the twisting pair \((\rho, \sigma)\) is valued in the smooth algebra,

(2) a uniform boundedness condition for the action:

\[
\sup_{x \in G} \| [D, \pi(x(a)\sigma_{x,y})] \| < \infty
\]

is satisfied for every \(a \in A\) and \(y \in G\).

The second condition above is the twisted version of the one appearing in [23]; it ensures boundedness of the commutators between the Dirac operator and the elements of the (smooth) twisted convolution algebra. Moreover, we prove that if the starting triple on \(A\) is finitely summable and the group has polynomial growth with respect to the length function, then also the extended triple is finitely summable. The abscissa of convergence is bounded by the sum of the abscissa of convergence of the starting triple and the group growth.

In the remaining part of the section we examine the particularly favorable, still interesting, situation in which the representation \(\pi : A \rightarrow \mathcal{B}(H)\) associated to the starting triple \((A, H, D)\) is also twisted covariant with respect to the twisted action \(\rho\) of \(G\) on \(A\) and the Dirac operator has bounded commutators with the unitaries \(U_g\) implementing the group action on \(H\). Under this assumption, we describe what we call the equivariant construction. This was considered in remark 2.9 in [23], where it was related to the equivariant Kasparov product. In this case a second construction of a spectral triple on a twisted crossed product can be given. It differs from the previous one only in the representation so that, under a condition of uniform boundedness of the commutators between the Dirac operator and the unitaries \(U_g\), this second construction is a bounded perturbation of the first one (up to unitary equivalence).

In particular the \(K\)-homological information carried by the two is unchanged. Using the natural morphism \(\phi^r_A : A \rtimes^\rho G \rightarrow (A \rtimes^\rho G) \otimes C^*_r(G)\), we notice (proposition 3.11) that the spectral triple obtained in the equivariant case can be seen as the restriction of an external product of two spectral triples: the first one is a triple on the algebra \(B\) given by the image of the twisted crossed product under the integrated form of the starting representation, and the second one is the (standard) spectral triple \((C^*_r(G), \ell^2(G) \otimes V, M_\ell)\).

In section 4 we continue the study of the spectral triple constructed in the equivariant case. Since the triple is a restriction of an exterior product and the product of regular triples is regular, we can examine its regularity properties. After giving some generalities about regularity of spectral triples, we prove theorem 4.5 giving sufficient conditions ensuing the regularity of the spectral triple in the equivariant construction. The regularity of a spectral triple being a strong property, these assumptions are, though natural, quite restrictive and demand a strict compatibility between \(D\) and the group action. Nevertheless, interesting examples can be found even in the case of ordinary (untwisted) crossed products.

Section 5 is devoted to our main example of a twisted crossed product: noncommutative coverings with finite abelian structure group, which consist of an action of a finite abelian group \(G\) on a \(C^*\)-algebra \(B\). Then we say that \(B\) covers the algebra of fixed points \(A := B^G\). We study in detail the structure of these noncommutative coverings, reserving particular attention to the notion of rank-1 regularity, a property formulated in terms of the spectral subspaces of the action, that was previously called regularity in [1]. In particular, we relate it with the concept of freeness of the group action and we give examples. When the action is rank-1 regular, a twisted action of the dual group \(\hat{G}\) can be found so that \(B \cong A \rtimes^\rho \hat{G}\).
The last section gives an example of the construction of a spectral triple on a twisted crossed product.

Appendix A contains some facts about the infinitesimal order of compact operators that have been used in section 3, and Appendix B deals with the notion of regularity for spectral triples.

Conventions. All Hilbert spaces and $C^*$-algebras in this paper are separable; all algebras are complex and unital.

2. Twisted Crossed Products

We briefly recall some basic facts about twisted crossed products following mainly [6,8,34,41]. We denote by $A$ a separable unital $C^*$-algebra and by $G$ a discrete group with neutral element $e$.

Definition 2.1. A twisting pair $(\rho, \sigma)$ for $A$ and $G$ is a couple of maps $\rho: G \to \text{Aut}(A)$ and $\sigma: G \times G \to U(A)$ satisfying:

1. $\rho_x(\sigma_y,z) = \sigma_{xy\sigma_yz}$
2. $\rho_x \circ \rho_y = \text{Ad}(\sigma_{xy}) \circ \rho_{xy}$
3. $\sigma_{x,e} = \sigma_{e,x} = 1$, $\rho_e = \text{id}_A$

for all $x, y, z \in G$. We call $(A, G, \rho, \sigma)$ a twisted dynamical system. The map $\sigma$ is called a 2-cocycle with values in $U(A)$.

Given a twisted dynamical system $(A, G, \rho, \sigma)$, we define a twisted convolution $*$-algebra structure on the space $C_c(G, A)$ of the finitely supported functions from $G$ to $A$ by

$$(f \star g)(x) = \sum_{y \in G} f(y)\rho_y(g(y^{-1}x))\sigma_{y,y^{-1}x}, \quad f^*(x) = \sigma_{x,x^{-1}}^* \rho_x(f(x^{-1})),$$

for $f, g \in C_c(G, A)$. In terms of the $\delta$-functions, for $x, y \in G$ we have:

$$(a\delta_x) \star (b\delta_y) = a\rho_x(b)\sigma_{x,y}\delta_{xy}, \quad (a\delta_x)^* = \sigma_{x^{-1},x}^* \rho_x^{-1}(a^*)\delta_x^{-1}.$$ 

Such rules extend to $L^1(G, A)$ making it the Banach $*$-algebra $L^1(A, G, \rho, \sigma)$.

Definition 2.2. A twisted covariant representation of $(A, G, \rho, \sigma)$ on a Hilbert space $H$ is a couple $(\pi, U)$, where $\pi: A \to B(H)$ is a non degenerate representation and $U: G \to U(H)$ satisfies

1. $U_xU_y = \pi(\sigma_{xy})U_{xy}$,
2. $\pi \circ \rho_x = \text{Ad}(U_x) \circ \pi,$

for every $x, y \in G$.

It follows from the first relation that $U_e = \text{Id}$. We have a $1 - 1$ correspondence between twisted covariant representations and non degenerate representations of $L^1(A, G, \rho, \sigma)$: to the twisted covariant representation $(\pi, U)$ one associates its integrated form $\Pi: L^1(A, G, \rho, \sigma) \to B(H)$ such that

$$\Pi\left( \sum_{x \in G} a_x \delta_x \right) := \sum_{x \in G} \pi(a_x)U_x. \quad (2.1)$$

Definition 2.3. A twisted crossed product for $(A, G, \rho, \sigma)$ is the following universal object: a $C^*$-algebra $B$ equipped with a unital morphism $i_A: A \to B$ and a map $i_G: G \to U(B)$ such that
The couple \((i_A, i_G)\) is covariant in the sense that
\[
i_G(x)i_G(y) = i_A(\sigma_{xy})i_G(xy) \quad \text{and} \quad i_A \circ \rho_x = \text{Ad}(i_G(x)) \circ i_A
\]
for every \(x, y \in G\).

(2) For every covariant representation \((\pi, U)\) of \((A, G, \rho, \sigma)\) on the Hilbert space \(H\) there is a non degenerate representation \(\pi \times U : B \to \mathbb{B}(H)\) making the diagram

\[
\begin{array}{ccc}
G & \xrightarrow{i_G} & B \\
\downarrow{U} & & \downarrow{\pi \times U} \\
\quad & & \pi \\
\end{array}
\]
commute.

A twisted crossed product exists and is unique up to isomorphisms which take into account also the couple \((i_A, i_G)\) (see [34]). It will be denoted with \(A \rtimes^{\rho,\sigma} G\) or, when the context is clear, just with \(A \rtimes G\). Moreover, under our assumptions (making the algebra \(L^1(A, G, \rho)\) unital), it is generated by the image of the integration map

\[
i_A \times i_G : L^1(A, G, \rho, \sigma) \to A \rtimes^{\rho,\sigma} G, \quad i_A \times i_G \left( \sum_{x \in G} a_x \delta_x \right) = \sum_{x \in G} i_A(a_x)i_G(x)
\]
and coincides with the enveloping \(C^*\)-algebra \(C^*(L^1(A, G, \rho, \sigma))\). In particular the representation \(\pi \times U\) induced by any covariant representation is equal, on the image of \(i_A \times i_G\), to the representation \((2.1)\) and will be called the integrated form of \((\pi, U)\) as well.

**Example 2.4** (Clifford Algebras). As proved in [2], we can regard (complex) Clifford algebras as twisted crossed products of \(C\) with a suitable finite group. Indeed, \(\mathbb{C}\ell_n\) is the complex algebra generated by the skew-adjoint anti-commuting elements \(e_1, \ldots, e_n\) such that \(e_i^2 = -1\) and graded in the standard way. Consider the cyclic multiplicative group \(\mathbb{Z}_2\) and let \(g = -1\) be its generator; any element in \(G = \mathbb{Z}_2^n\) is of the form \(x = (g^{x_1}, \ldots, g^{x_n})\) where \(x_i = 0, 1 \in \mathbb{Z}\) for \(i = 1, \ldots, n\). Define

\[
\sigma_n(x, y) = (-1)^{\sum_{i < j} x_i y_j}
\]
for \(x, y \in G\) and let \(\mathbb{C} \rtimes^{id,\sigma_n} G\) be the twisted group algebra for the trivial action of \(G\) on \(\mathbb{C}\). Then the map \(\mathbb{C} \rtimes^{id,\sigma_n} G \to \mathbb{C}\ell_n\), given on a basis by

\[
(g^{x_1}, \ldots, g^{x_n}) \mapsto (ie_1)^{x_1} \cdots (ie_n)^{x_n},
\]
is an isomorphism of \(C^*\)-algebras. □

We will be concerned with the reduced twisted crossed product which is defined by a particular class of representations. One starts with a faithful representation \(\pi : A \to \mathbb{B}(H)\), then a canonical covariant representation \((\tilde{\pi}, \tilde{R})\) on the Hilbert space \(\ell^2(G, H)\) is defined by

\[
\tilde{\pi}(a)(\xi \otimes \delta_x) = \pi(\rho_x(a))\xi \otimes \delta_x, \quad \tilde{R}_x(\xi \otimes \delta_y) = \pi(\sigma_{yx}^{-1}x)\xi \otimes \delta_{xy}^{-1}
\]
given on simple tensors of \(\ell^2(G, H) \simeq H \otimes \ell^2(G)\) and for \(a \in A\). This is the right induced covariant representation; its integrated form \(\tilde{\pi} \times \tilde{R} : A \rtimes^{\rho,\sigma} G \to \mathbb{B}(\ell^2(G, H))\) reads as

\[
\tilde{\pi} \times \tilde{R} \left( \sum_{x \in G} a_x \delta_x \right)(\xi \otimes \delta_y) = \sum_{x \in G} \pi(\rho_{yx}^{-1}(a_x)\sigma_{yx}^{-1}x)\xi \otimes \delta_{yx}^{-1},
\]
on the elements $\sum_{x \in G} a_x \delta_x \in L^1(A, G, \rho, \sigma)$. It is called the regular representation of the twisted crossed product.

**Definition 2.5.** The reduced twisted crossed product $A \rtimes_r^\rho G$ (or just $A \rtimes_r G$) is the $C^*$-algebra image of the regular representation.

It can be shown that the reduced crossed product is independent of the choice of the faithful representation $\pi$ [34, remark 3.12].

We have presented the theory with the right induced representations as in [8, 34]. However, for the construction of spectral triples it will be useful, to reconcile with the existing literature, to consider a different version of the regular representation. This will be obtained by conjugation with the unitary involution $V_G: \ell^2(G, H) \to \ell^2(G, H)$ given by

$$V_G(\xi \otimes \delta_x) = \xi \otimes \delta_{x^{-1}}.$$  

We get in this way, out of the faithful representation $\pi: A \to B(H)$, the representation $\Pi: A \rtimes_r^\rho G \to \ell^2(G, H)$, given by

$$\Pi(a \delta_x)(\xi \otimes \delta_y) = \pi(\rho_{g_{-1}x^{-1}}(a)\sigma_{y^{-1}x^{-1}})\xi \otimes \delta_{xy},$$

which is the integrated form of a covariant representation $(\tilde{\pi}, \tilde{L})$ with

$$\tilde{\pi}(a)(\xi \otimes \delta_x) = \pi(\rho_{g_{-1}}(a))\xi \otimes \delta_x, \quad \tilde{L}_x(\xi \otimes \delta_y) = \pi(\sigma_{y^{-1}x^{-1}})\xi \otimes \delta_{xy}.$$

So in the following we shall consider the reduced crossed product as defined by $\Pi$ and call it the left regular representation (induced by $\pi$). This version of the reduced crossed product is of course isomorphic to the one given before.

Observe that the previous construction of $(\tilde{\pi}, \tilde{L})$ can be done even though the representation $\pi$ is not faithful. However, in this case, it does not define the reduced crossed product.

### 3. Spectral Triples on Twisted Crossed Products

In this section we show how to construct a spectral triple on a twisted crossed product $A \rtimes_r^\rho G$ starting from a spectral triple on $A$ satisfying some assumptions. The idea, as in [23], is to borrow the Dirac operator from an unbounded representative for the external Kasparov product with a spectral triple on the group algebra $CG$ which is constructed with a (matrix valued) length function.

**Definition 3.1.**

1. An odd spectral triple $(A, H, D)$ on a unital $C^*$-algebra $A$ consists of a dense $*$-subalgebra $A \subseteq A$ represented by $\pi: A \to B(H)$ on a Hilbert space $H$ and a self-adjoint operator $D$ (called a Dirac operator) densely defined on Dom $D \subset H$ such that $(1 + D^2)^{-\frac{1}{2}}$ is compact, $\pi(a)(\text{Dom } D) \subseteq \text{Dom } D$ and the commutator $[D, \pi(a)]$ extends to a bounded operator on $H$ for every $a \in A$.

2. An even spectral triple on $A$ is given by the same data with the addition of a $\mathbb{Z}_2$-grading, namely a self-adjoint operator $\chi: H \to H$ called a grading operator such that $\chi^2 = 1$, $\pi(a)\chi = \chi\pi(a)$ for all $a \in A$, $\chi(\text{Dom } D) \subseteq \text{Dom } D$ and $D\chi = -\chi D$. In this case it is possible to split $H = H^+ \oplus H^-$ and

$$\chi = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \pi = \begin{pmatrix} \pi^+ & 0 \\ 0 & \pi^- \end{pmatrix}, \quad D = \begin{pmatrix} 0 & D^- \\ D^+ & 0 \end{pmatrix}.$$  

3. A spectral triple $(A, H, D)$ on a unital $C^*$-algebra $A$ is called non-degenerate when the representation $\pi$ is faithful and $[D, \pi(a)] = 0$ if and only if $a \in \mathbb{C}1_A$.  
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(4) Given a spectral triple \((A, \mathcal{H}, D)\), we consider the function

\[
\zeta_D(t) := \text{tr}((I + D^2)^{-t/2})
\]

for \(t \in \mathbb{C}\). The (complex) numbers \(t\) for which \(\zeta_D(t)\) is finite are called \textit{summability exponents} and the triple is called \textit{finitely summable} if there exists such a number. In this case, we set

\[
\text{abs}(\zeta_D) := \inf\{t > 0 : \zeta_D(t) < \infty\}
\]

and call it \textit{abscissa of convergence} of \(\zeta_D\).

If the representation \(\pi\) is not clear from the context, we will use the notation \((A, \mathcal{H}, D, \pi)\).

3.1. Length Functions and Spectral Triples on Groups. Let \(V\) be a finite dimensional Hilbert space (usually taken even dimensional) and denote by \(\mathcal{B}_h(V)\) the space of selfadjoint operators on \(V\).

**Definition 3.2.** A function \(\ell : G \to \mathcal{B}_h(V)\) is called  
- \textit{translation bounded} if for every \(y \in G\) the translation function
  \[
  \ell_y(x) = \ell(x) - \ell(y^{-1}x)
  \]
  is bounded (in the \(x\) variable),
- \textit{proper} if
  1. \(\ell(g) = 0\) if and only if \(g = 0\).
  2. the union of all the spectra \(S = \bigcup_{x \in G} \text{Sp} \ell(x)\) is a discrete set in \(\mathbb{R}\)
  3. any \(t \in S\) corresponds only to a finite number of elements \(x \in G\).

Here and in the following with \(\text{Sp}\) we denote the spectrum of an operator. Notice that the previous definition contains the standard case of proper translation bounded scalar length functions \(\ell : G \to \mathbb{Z}\).

**Example 3.3.** Let us construct such functions on the group \(G = \mathbb{Z}^n\). Let \(\iota : \mathbb{Z}^n \hookrightarrow \mathbb{R}^n\) be a norm preserving group embedding. Then for any unitary\(^1\) Clifford representation \(\varepsilon : \mathbb{C}\ell_n \to \text{End}_\mathbb{C}(V)\) we define \(\ell(z) = i\varepsilon(\iota(z))\). In other words \(\ell(z) = \sum_{j=1}^n z_j f_j\) for \(f_j := i\varepsilon(\iota(e_j))\). Since

\[
\ell(z)^2 = \|z\|^2 \cdot \text{Id}_S
\]

we have a proper translation bounded function. We call these \textit{Clifford length functions}.

Notice that the translation bounded property is trivially verified by linearity. In particular such length functions can be pulled back: let \(s : G_1 \to G_2\) be a map of sets such that \(s(g) = 0\) if and only if \(g = 0\) (then if it is a group morphism it has to be injective) and has finite fibers. Then if \(\ell\) is a Clifford length function also \(\ell \circ s\) is a translation bounded proper length function; however it is not Clifford, in general. \(\square\)

\(^1\)Clifford algebras conventions: \(\mathbb{C}\ell_n\) is the complex Clifford algebra where \(vw + vw = -\langle v, w \rangle\) for \(v, w \in \mathbb{R}^n\). A Clifford representation is unitary (a.k.a. \textit{self adjoint}) if \(\varepsilon(v)\) is unitary for \(\|v\| = 1\). Then it follows that \(\varepsilon(v)^* = -\varepsilon(v)\).
Given a proper translation bounded function \( \ell : G \to \mathbb{B}_h(V) \) on a group \( G \) we define an odd spectral triple
\[
(C_G, \ell^2(G) \otimes V, M_\ell).
\] (3.2)
The representation is obtained by amplification of the left regular representation \( \lambda_g \delta_x = \delta_{gx} \); thus
\[
\lambda(\delta_g)(\delta_x \otimes v) := \delta_{gx} \otimes v
\]
while the Dirac operator is just the multiplication action of \( \ell \) initially defined on a dense subspace; concretely
\[
M_\ell(\delta_x \otimes v) = \delta_x \otimes \ell(x)v
\]
on \( C_G \otimes V \) (algebraic tensor product). The assumption (1) in definition 3.2 implies that \((C_G, \ell^2(G) \otimes V, M_\ell)\) is non-degenerate.

The eigenvectors of the Dirac operator for the spectral triple \((C_G, \ell^2(G) \otimes V, M_\ell)\) are the vectors \( \delta_g \otimes v_j(g) \in \ell^2(G) \otimes V \), where the \( v_j(g) \)'s are the eigenvectors of \( \ell(g) \). The family of singular values (with multiplicity) for \( M_\ell \) is then given by \( \{ s_j(g), (g, j) \in G \times \{1, \ldots, \dim V\} \} \).

Let us now discuss when the spectral triple \((C_G, \ell^2(G) \otimes V, M_\ell)\) is finitely summable. Let us set
\[
B_n = \{ g \in G : \min \text{Sp}(|\ell(g)|) \leq n \}.
\]
Note that the translation function \( \ell \) being proper, \( \#B_n < \infty \). In particular \( G \) is at most countable.

**Definition 3.4.** We shall say that \( G \) has polynomial growth w.r.t. the function \( \ell \) if \( \#B_n \) grows at most polynomially for \( n \to \infty \). In this case we call growth of \( G \) the number
\[
d_G = \limsup_n \frac{\log(\#B_n)}{\log n},
\]
(cf. e.g [33] for the case of the word length for finitely generated groups).

For any \( g \in G \), we denote by \( s_j(g), j = 1, \ldots, \dim V \), the singular values (with multiplicity) of \( \ell(g) \) and set
\[
\Sigma_n := \{(g, k) \in G \times \{1, \ldots, \dim V\} : s_k(g) < n\}.
\]
On the one hand \( \Sigma_n \subset B_n \times \{1, \ldots, \dim V\} \), therefore \( \#\Sigma_n \leq \#B_n \cdot \dim V \). On the other hand, for any \( g \in B_n \) there exists \( k \in \{1, \ldots, \dim V\} \) such that \( (g, k) \in \Sigma_{n+1} \), therefore \( \#B_n \leq \#\Sigma_{n+1} \). This implies that \( d_G = \limsup_n \frac{\log(\#\Sigma_n)}{\log n} \).

**Proposition 3.5.** The spectral triple \((C_G, \ell^2(G) \otimes V, M_\ell)\) is finitely summable iff \( G \) has polynomial growth w.r.t. the proper translation bounded function \( \ell \). In this case, \( \text{abs}(\zeta_D) \) coincides with the growth of \( G \).

**Proof.** By definition, \( \zeta_{M_\ell}(s) = \text{tr} \left((I + M_\ell^2)^{-s/2}\right) \) and \( \text{abs}(\zeta_{M_\ell}) = \inf\{s \geq 0 : \zeta_{M_\ell}(s) < \infty\} \). Therefore the equality
\[
\text{abs}(\zeta_{M_\ell}) = \limsup_n \frac{\log(\lambda_{1/n}(\|(I + M_\ell^2)^{-1/2}\|))}{\log n}
\]
follows by theorem A.1. We then observe that
\[
\lambda_{1/n}(\|(I + M_\ell^2)^{-1/2}\|) = \#\{k \in \mathbb{N} : \mu_k((I + M_\ell^2)^{-1/2}) > 1/n\}
= \#\{(g, k) \in G \times \{1, \ldots, \dim V\} : \sqrt{1 + s_k(g)^2} < n\}
\]
and, since $|M_k| \leq (1 + M_k^2)^{1/2} \leq 1 + |M_k|$, 

$$\#\Sigma_{n-1} \leq \#\{(g, k) \in G \times \{1, \ldots, \dim V\} : \sqrt{1 + s_k(g)^2} \leq n\} \leq \#\Sigma_n.$$ 

Finally, 

$$d_G = \limsup_n \frac{\log(\#\Sigma_n)}{\log n} = \limsup_n \frac{\log(\lambda_{1/n}(I + M_k^2)^{-1/2}))}{\log n} = \text{abs}(\zeta_{M_k}).$$

\[\square\]

3.2. Spectral Triples From Twisted Actions. Let $G$ be a discrete group with a twisted action $(\rho, \sigma)$ on a $C^*$-algebra $A$. We assume that a spectral triple $(\mathcal{A}, H, D)$ with corresponding representation $\pi : A \to \mathcal{B}(H)$ has been fixed on $A$ and that $\pi$ is faithful. Here $\mathcal{A} \subset A$ is a smooth dense subalgebra. We give the following definitions generalising the untwisted case \[23\].

Definition 3.6. We say that the twisted action $(\rho, \sigma)$ is smooth if it restricts to a twisted action on $\mathcal{A}$. In other words $\rho : G \to \text{Aut}(\mathcal{A})$ and $\sigma : G \times G \to U(\mathcal{A})$.

We consider the following setup for the construction of spectral triples.

Setup 3.1. Assume we have fixed:

(1) a spectral triple $(\mathcal{A}, H, D)$ on the $C^*$-algebra $A$.

(2) A twisted smooth action $(\rho, \sigma)$ on $A$ such that

$$\sup_{x \in G} \|D, \pi(\rho(x)a)\sigma_{x,y})\| < \infty$$

for every $a \in \mathcal{A}$ and $y \in G$.

(3) A proper translation bounded length function $\ell : G \to \mathbb{R}_+(V)$.

Condition (3.3) generalizes to the twisted case the one used in \[23\] which, when the triple $(\mathcal{A}, H, D)$ satisfies the Lipschitz condition, corresponds to a metrically equicontinuous action.

If the spectral triple $(\mathcal{A}, H, D, \pi)$ is odd, consider the amplification $\pi \otimes 1_{\ell^2(G, V)} : A \to \mathcal{B}(H \otimes \ell^2(G, V))$ of the representation. Then we have the (left) induced representation $\Pi$ of $A \rtimes_r^{\rho, \sigma} G$ on $H \otimes \ell^2(G, V) \cong \ell^2(G, V \otimes H)$. From formula (2.2) it follows

$$\Pi(a \delta(x))(\xi \otimes \delta_y \otimes v) = \pi(\rho_{y^{-1}x^{-1}}(a_x)\sigma_{y^{-1}x^{-1}, x})\xi \otimes \delta_{xy} \otimes v$$

for the basic elements $a \delta(x)$, for $v \in V$ and $\xi \in H$. We are ready to construct the spectral triple following \[23\]. Notice that if the twisted action is smooth it makes sense to consider the twisted convolution algebra $C^c_c(G, \mathcal{A})$ dense in the reduced twisted crossed product.

Theorem 3.7. Under the assumptions in setup 3.1:

(1a) [Odd to even case]. Assume that the spectral triple on $A$ is odd. Then we have an induced even spectral triple $(C^c_c(G, A), \tilde{H}, \tilde{D})$ on $A \rtimes_r^{\rho, \sigma} G$ with $\tilde{H} = (H \otimes \ell^2(G) \otimes V) \oplus (H \otimes \ell^2(G) \otimes V)$, the representation is the direct sum $\Pi \oplus \Pi$ and the Dirac operator has the form

$$\tilde{D} = \begin{pmatrix} 0 & \pi(1_{\ell^2(G)} \otimes 1_V - i1_H \otimes M_\ell) \\ D \otimes 1_{\ell^2(G)} \otimes 1_V + i1_H \otimes M_\ell & 0 \end{pmatrix}. \quad (3.4)$$

This spectral triple is non-degenerate provided $(\mathcal{A}, H, D, \pi)$ is non-degenerate.
(1b) [Even to odd case]. If the spectral triple on $A$ is even with $H = H^+ \oplus H^-$, representation $\pi = \pi^+ \oplus \pi^-$ and $D = \begin{pmatrix} 0 & D^- \\ D^+ & 0 \end{pmatrix}$ then we can construct an odd spectral triple $(C_c(G, \mathcal{A}) \overline{H}, \overline{D})$ on $A \times_{\rho^o} G$ with Hilbert space $\overline{H} = (H^+ \otimes l^2(G) \otimes V) \oplus (H^- \otimes l^2(G) \otimes V)$ and the representation $\Pi$ is induced by $\pi$. It is diagonal whose components are induced by $\pi^\pm$. The Dirac operator is:

$$D = \begin{pmatrix} 1_{H^+} \otimes M_\ell & D^- \otimes 1_{l^2(G)} \otimes 1_V \\ D^+ \otimes 1_{l^2(G)} \otimes 1_V & -1_{H^-} \otimes M_\ell \end{pmatrix}.$$  (3.5)

This spectral triple is non-degenerate if the triple on $A$ is.

(2) [Finite summability]. If the triple $(\mathcal{A}, \mathcal{H}, D)$ is finitely summable and $G$ has polynomial growth w.r.t. the translation bounded proper function $\ell$, then also the spectral triple $A \times_{\rho^o} G$ is finitely summable and

$$\text{abs}(\zeta_G) \leq \text{abs}(\zeta_D) + d_G.$$  (3.6)

If $\lim_n \frac{\log(\#B_n)}{\log n}$ exists, then the equality in (3.6) holds true.

We notice that if the group $G$ is finitely generated and $\ell(y)$ is given by the word length, then $d_G$ does not depend on the choice of the generators and the limit $\lim_n \frac{\log(\#B_n)}{\log n}$ exists.

**Proof.** We write the proof for the “odd to even” case, the other one being similar. As in [23], most of the properties will follow because we are following the prescription for the exterior Kasparov product. In particular the Dirac operator is a sum $\overline{D} = D_1 + iD_2$ with the two blocks

$$D_1 := \begin{pmatrix} 0 & D \otimes 1_{l^2(G)} \otimes 1_V \\ D \otimes 1_{l^2(G)} \otimes 1_V & 0 \end{pmatrix}, \quad D_2 := \begin{pmatrix} 0 & -1_{H^+} \otimes M_\ell \\ 1_{H^-} \otimes M_\ell & 0 \end{pmatrix}.$$  

The smooth algebra $C_c(G, \mathcal{A})$ preserves the domain of $\overline{D}$ and it allows us to estimate the commutators $[D_1, \Pi \oplus \Pi(a)]$ and $[D_2, \Pi \oplus \Pi(a)]$, for $a \in C_c(G, \mathcal{A})$ separately. Of course we just have to compute these commutators for $a = a_2 \delta_x$. It follows by a straightforward computation that

$$[D_1, \Pi \oplus \Pi(a_2 \delta_x)] \begin{pmatrix} \xi \otimes \delta_y \otimes v \\ \eta \otimes \delta_z \otimes w \end{pmatrix} = \begin{pmatrix} [D, \pi(\rho_{2x-1y-1}(a_2)\sigma_{2x-1y-1,x})] \eta \otimes \delta_{xy} \otimes w \\ [D, \pi(\rho_{2y-1x-1}(a_2)\sigma_{2y-1x-1,y})] \xi \otimes \delta_{xy} \otimes v \end{pmatrix}$$

which is bounded by condition (3.3). Concerning the second commutator we have

$$[D_2, \Pi \oplus \Pi(a_2 \delta_x)] = \begin{pmatrix} 0 \\ 1_{H^+} \otimes M_\ell, \Pi(a_2 \delta_x) \otimes 1_V \end{pmatrix}.$$  

Now

$$[1_{H^+} \otimes M_\ell, \Pi(a_2 \delta_x) \otimes 1_V] \begin{pmatrix} \xi \otimes \delta_y \otimes v \\ \eta \otimes \delta_z \otimes w \end{pmatrix} = \Pi(a_2 \delta_x) (\xi \otimes \delta_y) \otimes (\ell(xy) - \ell(y))v$$

which is bounded by the traslation boundedness of the length function. Compactness of the resolvent and non degenerateness follow from the corresponding statements for the Kasparov exterior product [5].

We finally prove the summability properties. We shall use the notations and results of Appendix A. Let us observe that, if $T$ is a positive invertible operator with compact inverse and if we denote by $N_q(T)$ the number (with multiplicity) of the eigenvalues of $T$ lower
than \( t \), then we have \( N_t(T) = \#\{n \geq 0 : \mu_n(T^{-1}) > t\} \) and \( o(T^{-1}) = \limsup_{t \to \infty} \frac{\log(N_t(T))}{\log t} \). Therefore

\[
\text{abs}(\zeta_D) = \limsup_{t \to \infty} \frac{\log(N_t((I + \bar{D}^2)^{1/2}))}{\log t}.
\]

Since \( \bar{D}^2 = \left( I \otimes M^2_\ell + D^2 \otimes I \right) \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \) and the eigenvalues of \( I \otimes M^2_\ell + D^2 \otimes I \) are \( \mu^2 + \nu^2 \) where \( \mu, \nu \) is a singular value of \( M_\ell \), resp. \( D \), we have

\[
N_t((I + \bar{D}^2)^{1/2})) = 2N_t(\sqrt{I \otimes (I + M^2_\ell) + D^2 \otimes I})
\]

and

\[
N_{t/\sqrt{2}}(\sqrt{I + M^2_\ell})N_{t/\sqrt{2}}(\sqrt{I + \bar{D}^2}) \leq N_t(\sqrt{I \otimes (I + M^2_\ell) + D^2 \otimes I}) \leq N_t(\sqrt{I + M^2_\ell})N_t(\sqrt{I + \bar{D}^2}),
\]

and

\[
\text{abs}(\zeta_D) = \limsup_{t \to \infty} \frac{\log(N_t((I + \bar{D}^2)^{1/2}))}{\log t} = \limsup_{t \to \infty} \left( \frac{\log(N_t(\sqrt{I + M^2_\ell}))}{\log t} + \frac{\log(N_t(\sqrt{I + \bar{D}^2}))}{\log t} \right) \leq d_G + \text{abs}(\zeta_D)
\]

where the equality holds if any of the limits exists.

3.3. The Equivariant Construction. In the construction of Subsection 3.2, the representation of the twisted crossed product is obtained by starting from just a representation of the algebra on \( H \) (via the induced representation). If we further have a twisted covariant representation on the same Hilbert space, then we can construct a \( K \)-homologically equivalent spectral triple. This follows remark 2.9 in [23] and is related to the equivariant Kasparov product.

Let \((\pi, U)\) be a twisted covariant representation of \((A, G, \rho, \sigma)\) on a Hilbert space \( H \) and suppose that \( \pi \) is faithful. Let \( V \) be a finite dimensional vector space; this space will play a role only after proposition 3.8. Combining with the left regular representation of the group, we get a new covariant representation \((\hat{\pi}, \hat{L})\) of \((A, G, \rho, \sigma)\) on \( H \otimes \ell^2(G) \otimes V \) as follows:

\[
\begin{cases}
\hat{\pi}(a)(\xi \otimes \delta_g \otimes v) = \pi(a)\xi \otimes \delta_g \otimes v \\
\hat{L}_h(\xi \otimes \delta_g \otimes v) = U_h\xi \otimes \delta_{hg} \otimes v
\end{cases}
\]

for \( a \in A, \xi \in H, v \in V \) and \( g, h \in G \). It is immediate to check that \((\hat{\pi}, \hat{L})\) is twisted covariant. Consider now the unitary operator \( W: H \otimes \ell^2(G) \otimes V \to H \otimes \ell^2(G) \otimes V \) defined by

\[
W(\xi \otimes \delta_g \otimes v) = \pi(\sigma_{g^{-1}}^\nu)U_g\xi \otimes \delta_g \otimes v.
\]

Recall the twisted covariant representation \((\tilde{\pi}, \tilde{L})\) (equations (2.3)) whose integrated form is the left regular representation of \( A \rtimes_{\rho^\nu} \sigma G \). We consider in the following the covariant couple \((\tilde{\pi} \otimes \text{Id}, \tilde{L} \otimes \text{Id})\) on \( H \otimes \ell^2(G) \otimes V \). With a slight abuse of notation we continue to call it \((\tilde{\pi}, \tilde{L})\).
Proposition 3.8. The operator $W$ satisfies $W\hat{\pi}(a)W^* = \hat{\pi}(a)$ and $W\hat{L}_hW^* = \hat{L}_h$. In other words $(\hat{\pi}, \hat{L})$ is unitarily equivalent to $(\hat{\pi}, \hat{L})$. Since $\pi$ is injective, the integrated form $\hat{\pi} \times \hat{L}$ descends to a representation of the reduced twisted crossed product.

Proof. The first equality is a straightforward computation:

$$W\hat{\pi}(a)W^*(\xi \otimes \delta_g \otimes v) = \pi(\sigma_{g,g^{-1}}^* ) \left[U_g \hat{\pi}(\rho_{g^{-1}}(a))U_g^* \right] \pi(\sigma_{g,g^{-1}}) \xi \otimes \delta_g \otimes v = \pi(\rho_g^{-1}(a)) \xi \otimes \delta_g \otimes v = \pi(a) \xi \otimes \delta_g \otimes v = \hat{\pi}(a) (\xi \otimes \delta_g \otimes v).$$

We prove the second one by showing that $W\hat{L}_h = \hat{L}_h W$. Thus

$$W\hat{L}_h(\xi \otimes \delta_x \otimes v) = \pi(\sigma_{x,x^{-1}h^{-1}}^*) U_{hx} \pi(\sigma_{x^{-1}h^{-1},h}) \xi \otimes \delta_{hx} \otimes v$$

and

$$\hat{L}_h W(\xi \otimes \delta_x \otimes v) = U_h \pi(\sigma_{x,x^{-1}}^*) U_x \xi \otimes \delta_{hx} \otimes v.$$

It is immediate to check that these two vectors are equal using the fact that $(\pi, U)$ is a twisted covariant representation. Indeed for every $x, y \in G$ we have $\pi(\sigma_{x,y}) = U_x U_y U_y^*$. In other words the two vectors are converted in quantities involving only the unitaries $\{U_g, U_g^*\}_{g \in G}$ and they coincide. The rest of the proof follows from the fact that $\hat{\pi} \times \hat{L}$ is the defining representation of the reduced crossed product. \qedsymbol

We pass now to describe spectral triples.

Definition 3.9. Let $(A, G, \rho, \sigma)$ be a twisted dynamical system with $A$ a unital $C^*$-algebra. A spectral triple $(A, H, D, \pi)$ on $A$ is twisted $G$-equivariant or simply $G$-equivariant, if there exists a unitary map $U : G \to \mathcal{L}(H)$ such that:

1. $(\pi, U)$ is a twisted covariant representation of $(A, G, \rho, \sigma)$ on $H$.
2. The operators $U_g$ leave the domain of $D$ invariant for all $g \in G$.
3. The commutator $[D, U_g]$ extends to a bounded operator on $H$ for every $g \in G$.

Given an odd twisted equivariant spectral triple $(A, H, D, \pi)$, and a proper translation bounded length function $\ell : G \to \mathbb{B}_b(V)$, we can define a spectral triple on $A \rtimes_{\ell, \rho, \sigma}^* G$ as follows: the dense subalgebra is $C_c(G, A)$, the Hilbert space is $\tilde{H} = (H \otimes \ell^2(G) \otimes V) \oplus (H \otimes \ell^2(G) \otimes V)$ and the representation is two copies of the integrated form of (3.7) after being extended trivially on the $V$ factor. The Dirac operator is defined as in (3.4). To relate this construction to the triple defined in Subsection 3.2, we begin with the observation that the two representations supporting the triples are unitarily equivalent, the unitary being $W := W \oplus W$ with $W$ taken from proposition 3.8. Now the same unitary conjugates $\tilde{D}$ to an operator which on simple tensors operates as

$$W\tilde{D}W^* \begin{pmatrix} \xi \otimes \delta_g \otimes v \\ \eta \otimes \delta_h \otimes w \end{pmatrix} = \begin{pmatrix} \pi(\sigma_{h^{-1},h}^*) U_h DU_h^* \pi(\sigma_{h^{-1},h}) \eta \otimes \delta_h \otimes w - i\eta \otimes \delta_g \otimes \ell(h) w \\ \pi(\sigma_{g^{-1},g}^*) U_g DU_g^* \pi(\sigma_{g^{-1},g}) \xi \otimes \delta_g \otimes v + i\xi \otimes \delta_h \otimes \ell(g) v \end{pmatrix}.$$
is uniformly bounded and \( \mathcal{W} \mathcal{D} \mathcal{W}^* \) is a bounded perturbation of \( \mathcal{D} \). Therefore, the two operators lead to the same \( K \)-homology class. Analogous computations can be performed for the “even to odd case”.

**Summing up:** starting from an odd (twisted) equivariant spectral triple \((\mathcal{A}, H, D, \pi)\) with covariant representation \((\pi, U)\) on \( H \), we define a triple \((C_c(G, \mathcal{A}), \hat{H}, \hat{D}, \hat{\pi} \times \hat{\rho})\) on the twisted crossed product \( \mathcal{A} \rtimes_r^\sigma G \). Here \( \hat{H} := (H \otimes \ell^2(G) \otimes V) \oplus (H \otimes \ell^2(G) \otimes V) \), the representation \( \hat{\pi} \times \hat{\rho} : C_c(G, \mathcal{A}) \to \mathbb{B} (\hat{H}) \) is obtained by doubling the representation

\[
\hat{\pi} \times \hat{\rho} (a_h \delta_h)(\xi \otimes \delta_x \otimes v) = \pi(a_h)U_h \xi \otimes \delta_{hx} \otimes v
\]

and the Dirac operator is:

\[
\hat{D} = \begin{pmatrix}
0 & D \otimes 1_{\ell^2(G)} \otimes 1_V + i1_H \otimes M_{\ell} \\
D \otimes 1_{\ell^2(G)} \otimes 1_V & 0
\end{pmatrix} \begin{pmatrix}
D \otimes 1_{\ell^2(G)} \otimes 1_V - i1_H \otimes M_{\ell}
\end{pmatrix}.
\]

(3.9)

If we instead, begin with an even equivariant spectral triple \((\mathcal{A}, H^+ \oplus H^-, D)\) with representation \( \pi = \begin{pmatrix} \pi^+ & 0 \\ 0 & \pi^- \end{pmatrix} \) and operator \( D = \begin{pmatrix} 0 & D^- \\ D^+ & 0 \end{pmatrix} \), on the algebra \( \mathcal{A} \), we can, in a similar way construct an odd spectral triple with Hilbert space \( \tilde{H} := (H^+ \otimes \ell^2(G) \otimes V) \oplus (H^- \otimes \ell^2(G) \otimes V) \) carrying a representation obtained specializing formula (3.9) separately to the components \( \pi^\pm \) and operator

\[
\tilde{D} = \begin{pmatrix}
I_{H^+} \otimes M_{\ell} & D^- \otimes I_{\ell^2(G)} \otimes I_V \\
D^+ \otimes I_{\ell^2(G)} \otimes I_V & -I_{H^-} \otimes M_{\ell}
\end{pmatrix}.
\]

(3.10)

At the end of this section we show that in the equivariant case, the constructed spectral triple can be understood as the restriction of an exterior product of spectral triples.

Let us specify what we mean by restriction for spectral triples: fix a spectral triple \((\mathcal{A}, H, D)\) on the unital \( C^* \)-algebra \( \mathcal{A} \); let \((\mathcal{B}, B)\) be a pair consisting of a unital \( C^* \)-algebra \( B \) with a fixed dense \(*\)-subalgebra \( \mathcal{B} \). Here \( \mathcal{B} \) is though as being the smooth subalgebra of \( B \), for if we have a unital \(*\)-homomorphism \( g : B \to A \) mapping \( \mathcal{B} \) to \( \mathcal{A} \) we say that \( g \) is smooth. In this situation, composing the representation of \( A \) with \( g \) we obtain a spectral triple \((\mathcal{B}, H, D)\).

**Definition 3.10.** We call the spectral triple \((\mathcal{B}, H, D)\) the pullback spectral triple of \((\mathcal{A}, H, D)\) under \( g \). If \( g \) is a unital inclusion we say that the obtained spectral triple is the restriction of \((\mathcal{A}, H, D)\).

We pass now to the construction of a morphism:

\[
\phi^*_{\mathcal{A}} : A \rtimes_r^{\rho, \sigma} G \to A \rtimes_r^{\rho, \sigma} G \otimes C^*_t(G)
\]

such that \( \phi^*_{\mathcal{A}}(a \delta_g) = a \delta_g \otimes \delta_g \) (minimal tensor product). This map is the twisted version of the one used in [3, 16]. Integrating \((\pi, U)\) defines a non degenerate representation \( \pi \times U : A \rtimes_r^{\rho, \sigma} G \to \mathbb{B}(H) \). Let \( B \subset \mathbb{B}(H) \) be the (separable) \( C^* \)-algebra image of \( \pi \times U \). We get a non degenerate morphism

\[
\psi_{\mathcal{A}} : A \rtimes_r^{\rho, \sigma} G \to B \otimes C^*_t(G)
\]

(again with respect to the minimal tensor product). The analytical details will be included in the proof of the next proposition. The algebra \( B \) carries a spectral triple \((\mathcal{B}, H, D)\) with
the same $D$ as $A$ and smooth algebra $\mathcal{B}$ given by finite sums $\sum_{g \in G} a_g U_g$ with $a_g \in \mathcal{A}$; on the other hand, we consider on $C^*_r(G)$ the spectral triple $(C_c(G), \ell^2(G) \otimes V, M_{\ell, \lambda})$ constructed with the length function and regular representation.

**Proposition 3.11.** The spectral triple $(C_c(G), \mathcal{A}, \tilde{H}, \tilde{D}, \tilde{\pi} \rtimes \tilde{\Lambda})$ resulting from the equivariant construction is the restriction via $\psi_A$ of the product of the triples $(\mathcal{B}, H, D)$ and $(C_c(G), \ell^2(G) \otimes V, M_{\ell, \lambda})$.

**Proof.** We begin by constructing a morphism $\phi^\text{max}_A : A \rtimes^\rho G \to A \rtimes^\rho G \otimes C^*_r(G)$ (minimal tensor product). This one exists because it is the integrated form of a covariant couple with values in $A \rtimes^\rho G \otimes C^*_r(G)$; precisely the couple $(j_A, j_G)$ with

\[
j_A : A \to A \rtimes^\rho G \otimes C^*_r(G), \quad j_G : G \to U(A \rtimes^\rho G \otimes C^*_r(G)),
\]

\[
a \mapsto a \otimes 1 \quad \quad g \mapsto \delta_g \otimes \delta_g.
\]

Indeed we have presented the universal property of the twisted crossed product with respect to covariant representations on Hilbert spaces but we may also use covariant couples with values in the multipliers of any $C^*$-algebra using Hilbert modules.\(^2\) To see that $\phi^\text{max}_A$ descends to the reduced crossed product, we adapt the argument in [3]. Fix a faithful representation $\mu : A \rtimes^\rho G \to \mathcal{B}(H_\mu)$ and combine it with the left regular representation $\lambda$ to obtain a faithful representation $\mu \otimes \lambda$ of $A \rtimes^\rho G \otimes C^*_r(G)$ on $H_\mu \otimes \ell^2(G)$. Then $\mu$ corresponds to a covariant representation $(\pi^\mu, U^\mu)$ on $H_\mu$ and $(\mu \otimes \lambda) \circ \phi^\text{max}_A$ corresponds to the covariant representation $(\pi^\mu \otimes \text{Id}_{C_r(G)}, U^\mu \otimes \lambda_\sigma)$. On the other hand, we consider the reduced crossed product as being defined by the covariant representation induced by $\pi^\mu$ and we call this couple $(\pi^\mu, L^\mu)$. By (2.3) we have

\[
\pi^\mu(a)(\xi \otimes \delta_x) = \pi^\mu(\rho_{x^{-1}}(a))\xi \otimes \delta_x, \quad L^\mu_x(\xi \otimes \delta_g) = \pi^\mu(\sigma_{g^{-1}}x^{-1}g)\xi \otimes \delta_{xy}.
\]

We are precisely in the context of proposition 3.8. The unitary

\[
\Theta : H_\mu \otimes \ell^2(G) \to H_\mu \otimes \ell^2(G)
\]

\[
\xi \otimes \delta_g \mapsto \pi^\mu(\sigma_{g^{-1}}x^{-1})U^\mu_\xi \otimes \delta_g
\]

satisfies

\[
\Theta \pi^\mu \Theta^* = \pi^\mu \otimes \text{Id}_{\ell^2(G)} \quad \text{and} \quad \Theta L^\mu_\xi \Theta^* = U^\mu_\xi \otimes \lambda_\sigma,
\]

so that $\Theta(\pi^\mu \times L^\mu)^* = (\mu \otimes \lambda) \circ \phi^\text{max}_A$. This means that the representation $(\mu \otimes \lambda) \circ \phi^\text{max}_A$ is unitarily equivalent to the left regular one. It follows that $\phi^\text{max}_A$ descends to an injection $\phi^\ast_A : A \rtimes^\rho G \to A \rtimes^\rho G \otimes C^*_r(G)$ defined on the reduced crossed product. Note that the operator $D$ on $H$ is a Dirac operator for a spectral triple $(\mathcal{B}, H, D)$ thanks to the equivariance property of the starting triple making all the commutators $[a_g U_g, D]$ bounded. To conclude the proof, consider the exterior product (see Appendix B) of the spectral triples $(\mathcal{B}, H, D)$ and $(C_c(G), \ell^2(G) \otimes V, M_{\ell, \lambda})$. By construction this is the spectral triple on the algebra $\mathcal{B} \otimes C^*_r(G) \subset B \otimes C^*_rG$ represented on the Hilbert space $\tilde{H} = (H \otimes \ell^2(G) \otimes V) \oplus (H \otimes \ell^2(G) \otimes V)$ via $\tilde{\Pi} : B \otimes C^*_r(G) \to \mathcal{B}(\tilde{H})$ such that

\[
\tilde{\Pi}((\pi \times U)(a_h \delta_h) \otimes \delta_h) = (\pi(a_h)U_h \otimes \lambda_h \otimes 1_V) \oplus (\pi(a_h)U_h \otimes \lambda_h \otimes 1_V)
\]

\[\text{(3.12)}\]
on $\mathcal{B}_c\otimes C_\tau(G)$, and Dirac operator which is exactly the Dirac operator (3.10) in the equivariant construction. Formula (3.12) implies that the diagram

$$
A \rtimes_{\rho,\sigma} G \xrightarrow{\psi_A} B \otimes C_\tau^*G \xrightarrow{\hat{\pi}\times L} B(H)
$$

commutes so that the representation in the exterior product restricts under $\psi_A$ to the representation in the equivariant construction. Having already observed that the formulas for the Dirac operator in the equivariant construction and the one in the exterior product coincide, the result follows. □

4. Regularity of the Equivariant Construction

In the equivariant case, by proposition 3.11 the spectral triple is a restriction of an exterior product. This fact can be useful to prove additional properties such as the regularity. Basic definitions and informations about regularity of spectral triples are contained in the Appendix B. Here, before proving the regularity of the equivariant triple, we discuss in which sense the regularity property is well behaved with respect to pullback (then also with respect to restrictions), together with some facts about the regularity of spectral triples associated to group algebras. We begin with the following obvious observation.

**Proposition 4.1.** The pullback of a regular spectral triple, in the sense of definition 3.10 is regular.

**Proof.** In the context of definition 3.10, let $(\mathcal{B}, H, D)$ be the pullback of a regular spectral triple $(A, H, D)$. Then $(\mathcal{B}, H, D)$ is regular if and only if both $(\pi \circ g)(\mathcal{B})$ and $[[D], (\pi \circ g)(\mathcal{B})]$ are contained in the domain $\text{Dom}_\infty(\delta)$ (see B). But this is clear because $g(\mathcal{B}) \subset A$. □

Let us pass now to discuss the regularity property of the spectral triples on group algebras constructed with matrix valued length functions.

**Example 4.2.** Consider the spectral triple $(\mathbb{C}G, \ell^2(G) \otimes V, M_\ell)$. In this case the operator $\|M_\ell\|$ is the (self-adjoint extension of the) multiplication operator by $h \mapsto |\ell(h)|$. Given $\delta_h \otimes v \in \ell^2(G) \otimes V$ we have

$$
[[M_\ell, \lambda_g]](\delta_h \otimes v) = |M_\ell| (\delta_{gh} \otimes v) - \lambda_g \delta_h \otimes |\ell(h)| v + \delta_{gh} \otimes (|\ell(gh)| - |\ell(h)|) v.
$$

(4.1)

It is known that for any couple of square matrices $S, T$ we have

$$
|||S| - |T||| \leq C \|S - T\|
$$

(4.2)

for a suitable constant $C$ which does not depend on $S, T$ but depends on the dimension of the vector space $V$ (see [31, Corollary 14]) and this is $C = 1$ for $\dim V = 1$ and proportional to $\log(\dim V)$ for $\dim V \geq 2$. This proves that the commutator $[[M_\ell], \lambda_g]$ is bounded for any $g \in G$. This property, weaker than the regularity, is called Lipschitz regularity. The triple $(\mathbb{C}G, \ell^2(G) \otimes V, M_\ell)$ is Lipschitz regular for every translation bounded length function $\ell: G \to \mathbb{B}_h(V)$. 
In general, the left regular representation $\lambda_g$ does not lie in the domain of the derivation $\delta^k$ for $k \geq 2$ as the elements $|\ell(h)|$ do not commute with each other. If this is the case, then

$$\delta^k(\lambda_g)(\delta_h \otimes v) = \delta_{gh} \otimes (|\ell(gh)| - |\ell(h)|)^k v$$

and this is bounded by (4.2). Understanding when the commutator $[M_\ell, \lambda_g]$ lies in the domain of $\delta^k$ for any $k \geq 1$ leads to a similar problem: for $\delta_h \otimes v \in \ell^2(G) \otimes V$ we have

$$\delta([M_\ell, \lambda_g])(\delta_h \otimes v) = |M_\ell| \delta_{gh} \otimes (\ell(gh) - \ell(h)) v - [M_\ell, \lambda_g] |M_\ell| (\delta_h \otimes v)$$

$$= \delta_{gh} \otimes [\ell(gh)] (\ell(gh) - \ell(h)) - (\ell(gh) - \ell(h)) |\ell(h)| v$$

which is in general not bounded. However if we make the technical assumptions

$$[\ell(g), |\ell(h)|] = 0, \quad \forall g, h \in G$$

then

$$\delta^k([M_\ell, \lambda_g]) = \delta_{gh} \otimes (|\ell(gh)| - |\ell(h)|)^k (\ell(gh) - \ell(h)) v$$

which is bounded by (4.2). This discussion can be summarized in the following result:

**Proposition 4.3.** If the length function $\ell$ satisfies (4.3) the spectral triple $(\mathbb{C}G, \ell^2(G) \otimes V, M_\ell)$ is regular.

**Remark 4.4.** (a) Note that the hypothesis in proposition 4.3 is satisfied whenever $\ell$ is a Clifford length function.

(b) Estimate (4.2) is true only for operators on finite dimensional vector spaces (see [30]); this constitutes a serious obstruction to the generalization of the previous result to length functions with values in $\mathbb{B}_h(H)$ for $H$ infinite-dimensional Hilbert space.

### 4.1. Regularity for the Equivariant Triple

In this subsection we discuss the regularity of the triple $(C_c(G, \mathcal{A}), \tilde{H}, \tilde{D}, \tilde{\pi} \times \tilde{\mathcal{L}})$ on $A \rtimes_r^\sigma G$ defined in 3.3. We adopt the notations of section 3.3. Recall in particular the spectral triples

$$(\mathcal{B}, H, D) \quad \text{and} \quad (C_c(G), \ell^2(G) \otimes V, M_\ell, \lambda)$$

where $\mathcal{B}$ is the algebra of finite sums $\sum_{g \in \mathcal{G}} a_g U_g$ with $a_g \in \mathcal{A}$. The completion of $\mathcal{B}$ is the algebra $B \subset \mathbb{B}(H)$ image of the full crossed product by the integrated form of the covariant representation $(\pi, U)$. By proposition 3.11 the equivariant triple is the restriction of the product of the triples (4.4). Since the notion of regularity is well behaved with respect to the operation of restriction, identifying sufficient conditions for the regularity of the two factor triples will give sufficient conditions for the regularity of our triple.

**Theorem 4.5.** Let $(\mathcal{A}, H, D, \pi, U)$ be a $G$-equivariant odd spectral triple over a unital $C^*$-algebra $A$ and $\ell : G \to \mathbb{B}_h(V)$ a proper translation bounded length function.

1. If the spectral triples $(\mathcal{B}, H, D)$ and $(C_c(G), \ell^2(G) \otimes V, M_\ell)$ are regular, then the triple $(C_c(G, \mathcal{A}), \tilde{H}, \tilde{D}, \tilde{\pi} \times \tilde{\mathcal{L}})$ on $A \rtimes_r^\sigma G$ of the equivariant construction is regular.

2. Let $(\mathcal{A}, H, D)$ be regular and let the group act by order zero operators, i.e. $U_g \in \text{Op}^0(\Delta)$ for every $g \in G$ (the Laplacian being relative to $D$ on $H$). Assume further that

- $[D, U_g] \in \text{Op}^0(\Delta)$ for every $g \in G$, 

• for every integer \(k\) and \(g \in G\):

\[
[\Delta, [\Delta, \ldots [\Delta, U_g]]] \in \text{Op}^k(\Delta) \quad \text{and} \quad [\Delta, [\Delta, \ldots, [D, U_g]]] \in \text{Op}^k(\Delta).
\]

(4.5)

Then the triple \((\mathcal{B}, H, D)\) is regular.

(3) the converse of point (2) holds. If \((\mathcal{B}, H, D)\) is regular then \((\mathcal{A}, H, D)\) is regular and the group action satisfies: \(U_g \in \text{Op}^0(\Delta)\), \([D, U_g] \in \text{Op}^0(\Delta)\) and (4.5) for every integer \(k\).

**Proof.** The first statement is clear by proposition 4.1. Concerning the second one, assume that the triple on \(\mathcal{A}\) is regular and denote with \(\mathcal{E}_A\) its canonical algebra of \(\text{GDO}\). Assuming \(U_g\) of order zero implies that \(\mathcal{B}W^\infty \subset W^\infty\) and we can construct the canonical algebra of operators relative to \(\mathcal{B}\) as explained right before theorem B.10. We call it \(\mathcal{E}_B\). Now the remaining assumptions imply that \(\mathcal{E}_B \supset \mathcal{E}_A\) is the canonical algebra of \(\text{GDO}\) that, according to Higson’s theorem B.10 witnesses that the triple over \(\mathcal{B}\) is regular.

Let’s discuss point (3). For every covariant representation \(U_e = \text{Id}\) so that we have an inclusion \(\mathcal{A} \subset \mathcal{B}\) and the triple on \(\mathcal{A}\) is the restriction of the one on \(\mathcal{B}\). It follows that \((\mathcal{A}, H, D)\) is regular. Moreover since \(\mathcal{A}\) is unital we get all the stated conditions on the \(U_g\)'s just by direct examination of its canonical \(\text{GDO}\) algebra. \(\square\)

**Example 4.6.** Let \(\Gamma\) be a discrete group of diffeomorphisms of a smooth (compact) manifold preserving a triangular structure in the sense of [14, Section 2]. Then the spectral triple constructed by Connes and Moscovici satisfies the assumptions in (2) of the above theorem because in their case any \(U_g\) and any \([D, U_g]\) belong to \(\text{Dom}^\infty(\delta)\) (see [14, Theorem 1.1]).

Let us now briefly discuss the nature of the condition \([D, U_g] \in \text{Op}^0(\Delta)\) of point (2) in theorem 4.5 in the manifold case. Intuitively, it says that the group is acting in an isometric fashion. Indeed, if we consider the case of an odd Spin manifold, we can show the following fact, which is certainly well known, but it is proved here for completeness.

**Proposition 4.7.** Let \(M\) be a spin (Riemannian) compact odd dimensional manifold with spinor bundle \(S\) and let \(U : M \to M\) be a diffeomorphism that is covered by a fibrewise linear map \(\hat{U} : S \to S\) which is unitary on the fibers. This means that we have a commutative diagram

\[
\begin{array}{c}
S \\
\downarrow \\
M \\
\uparrow \\
S
\end{array}
\xrightarrow{\hat{U}}
\begin{array}{c}
\hat{U} \\
\downarrow \\
U \\
\uparrow \\
M
\end{array}
\]

Let \(U : \Gamma(M, S) \to \Gamma(M, S)\) be the induced operator on sections:

\[
(U_s)(x) := (\hat{U}_x)^* s(U(x))
\]

for \(s \in \Gamma(M, S)\) and \(x \in M\). Denote with \(D\) the Dirac operator associated to \(M\). We have \(U \in \text{Op}^0(\Delta)\) and it follows that \([D, U] \in \text{Op}^0(\Delta)\) if and only if \(U\) is an isometry.

**Proof.** Since \(M\) is compact, \(U\) is order zero (it does not involve derivatives) and invertible. It follows that \([D, U]\) is order zero if and only if the operator \(A := U^* [D, U] = U^* DU - D\) is order zero. Though \(U\) is not a differential operator (it is non local), the operator \(A\) is a differential operator of order no more than one so it will be order zero if and only
if its principal symbol (of order one) vanishes. More precisely let’s check that $U^*DU$ is differential of order one. Following [18], we show that for every fixed section $s \in \Gamma(M, S)$ and $\varphi \in \Gamma(M, S^*)$ the operator

$$C^\infty(M) \ni f \mapsto \varphi(U^*DU(fs)) \in C^\infty(M)$$

is a differential operator. Since $U(fs) = (f \circ U)U^*s$, we can compute

$$\varphi(U^*DU(fs)) = \varphi(U^*c(d(f \circ U))U^*s) + \varphi(fU^*DU^*s). \tag{4.6}$$

Here for a function $f$ we denote with $c(df)$ the corresponding Clifford multiplication; indeed we have used the property of the Dirac operator: $D(fs) = c(df)s + fDs$.

From Equation (4.6) we have that $[A, f]$ is $C^\infty(M)$-linear and so $A$ is a differential operator. The same equation can be used to compute the principal symbol of $A$: let $s$ be a section of the spinor bundle and fix a point $x = U(y) \in M$. Then

$$\sigma^1(A)(d_xf)s_x = i[A, f]s \bigg|_x = iU^*c(d(f \circ U))U^*s - ic(df)s \bigg|_x$$

$$= i\tilde{U}_y c(d_yU^t(d_xf)) \tilde{U}_y^*s_x - ic(d_xf)s_x.$$

The thesis follows quickly because this is zero if and only if we have a commutative diagram

$$\begin{array}{ccc}
S_y & \xrightarrow{\tilde{U}_y} & S_{U(y)} \\
c_y(d_yU^t(d_xf)) & \downarrow & c(d_xf) \\
S_y & \xleftarrow{\tilde{U}_y} & S_{U(y)}
\end{array} \tag{4.7}$$

for $d_yU^t$ the transpose of $dU$. Let us now show that this means that $dU^t$ is unitary: given a function $f$ such that $\|df\| = 1$, we have that the linear map $c(df)$ is unitary. Since $\tilde{U}$ is an isometry, we deduce that $c_y(d_yU^t(d_xf))$ is an isometry so that $\|d_yU^t(d_xf)\| = 1$. Then $dU^t$ preserves the norms. \qed

5. Finite Group Actions and Noncommutative Coverings

In this section we introduce regular noncommutative finite coverings with abelian structure group and we show that they are isomorphic to twisted crossed products with respect to the dual group, a result that apparently appeared in [44] for the first time. We also discuss in detail the meaning of the notion that was called regularity in [1] by comparing it with the familiar one of a free action. We refer to [37] and [39] for further properties of group actions on $C^*$-algebras.

In this section we shall always consider the action of a finite abelian group $G$ on the $C^*$-algebra $B$ with fixed point algebra $B^G$.

**Definition 5.1.** A finite (noncommutative) covering with abelian group is an inclusion of unital $C^*$-algebras $A \subset B$ together with an action of a finite abelian group $G$ on $B$ such that $A = B^G$. We say that $B$ is a covering of $A$ with deck transformation group given by $G$ and denote this structure by $G \acts B \supset A$. 
For a finite noncommutative covering, the \( G \)-action (denoted by \( g \cdot b = \gamma_g(b) \)) decomposes \( B \) in its closed spectral subspaces

\[
B_k := \{ b \in B \text{ s.t. } \gamma_g(b) = \langle k, g \rangle b \quad \forall g \in G \}, \quad k \in \hat{G}
\]

where \( \hat{G} \) is the Pontryagin dual group of \( G \). Every \( B_k \) is a Hilbert bimodule over \( A \) with scalar right product \( \langle b_1, b_2 \rangle := b_1^* b_2 \), and left product \( \langle b_1, b_2 \rangle := b_1 b_2^* \). Notice that the induced norm on every \( B_k \) coincides with the norm of \( B \) so that every spectral subspace is complete from the beginning. The following relations hold (cf. e.g. [1]).

**Proposition 5.2.** With the above notation we have that:

1. \( B_k B_k \subset B_{k+k} \).
2. If \( b_k \in B_k \) is invertible, then \( b_k^{-1} \in B_{-k} \). Moreover \( b_k^* \in B_{-k} \) for every \( b_k \in B_k \).
3. Each \( b \in B \) may be written as \( \sum_{k \in \hat{G}} b_k \) with \( b_k \in B_k \).

Let us now consider the ordinary crossed product \( B \rtimes G \). We can construct a canonical \( B \rtimes G \rtimes A \)-Hilbert bimodule \( B \rtimes G \mathcal{E}_A \) in the following way: consider \( B \) endowed with

- left action \( b_g \delta_g \cdot x := b_g \gamma_g(x) \) and left inner product
  \[
  \langle b_1, b_2 \rangle := \sum_{g \in G} b_1 \gamma_g(b_2^*) \delta_g,
  \]
- right action \( b \cdot a := ba \) and right inner product
  \[
  \langle b_1, b_2 \rangle_A := \frac{1}{|G|} \sum_{g \in G} \gamma_g(b_1^* b_2).
  \]

Then \( B \rtimes G \mathcal{E}_A \) is the bimodule obtained by completing \( B \) in the usual way. It turns out that \( B \rtimes G \mathcal{E}_A \) is almost a Morita equivalence bimodule for it may lack the fullness of the left product \( B \rtimes G \langle \cdot, \cdot \rangle \).

**Definition 5.3.** The group action is free or equivalently saturated, as called by Rieffel (see [38, theorem 1.5 and definition 1.6] and [36]), when \( B \rtimes G \mathcal{E}_A \) is a Morita equivalence bimodule.

When \( B = C(X) \) with \( X \) Hausdorff and compact a theorem of Rieffel (see [36] proposition 7.1.12 and theorem 7.2.6) shows that the action \( \gamma : G \to \text{Aut}(C(X)) \) is free if and only if the corresponding action \( X \curvearrowright G \) is free in the familiar sense.

**Definition 5.4.** The canonical map \( \text{can} : B \otimes B \to B \otimes C(G) \) defined on the algebraic tensor product is the \( B \rtimes A \)-module map given by

\[
\text{can}(x \otimes y) := \sum_{g \in G} x \gamma_g(y) \otimes \delta_g.
\]

We say that the \( G \)-action satisfies the Elwood condition if the map \( \text{can} \) has dense range in \( B \otimes C(G) \) with respect to the tensor product \( C^* \)-norm.

**Theorem 5.5** (see [37, 39]). Let \( G \curvearrowright B \supset A \) be a finite covering with abelian group. The following conditions are equivalent

1. The action is free.
2. The action satisfies the Elwood condition.
3. Every spectral subspace \( B_k \) for \( k \in \hat{G} \) is a \( A \rtimes A \) Morita equivalence bimodule.
Moreover if the action is free any $B_k$ is finitely generated and projective as a right $A$-module.

We say that an element $x$ in a right $A$-module $X$ is a generator if $X = \{xa, a \in A\}$. Analogously, an element $x$ in a left $A$-module $X$ is a generator if $X = \{ax, a \in A\}$.

**Lemma 5.6.** Let $A$, $B$, and $G$ as above. Then

1. If the action is free and, for any $k \in \hat{G}$, $B_k$ has a generator $\mu_k$ as a right $A$-module, then any $\mu_k$ has a right-inverse in $B_{-k}$.

2. If the action is free and, for any $k \in \hat{G}$, $B_k$ has a generator $\mu_k$ as a left $A$-module, then any $\mu_k$ has a left-inverse in $B_{-k}$.

**Proof.** (1): Since $\mu_k$ is a generator for $B_k$ as a right $A$-module, any element in $B_{-k} \otimes_A B_k$ has a representative in $B_{-k} \otimes B_k$ of the form $\mu_{-k} \otimes c$, $c \in A$, even though $c$ is not unique in principle. Since $p : \mu_{-k} \otimes \mu_k c \mapsto \mu_{-k} \mu_k c$ is surjective, there exists $c \in A$ such that $\mu_{-k} \mu_k c = 1$, namely $\mu_k c \in B_k$ is a right inverse of $\mu_{-k}$. This shows that each $\mu_k$ has a right-inverse in $B_{-k}$. (2): This is similar to (1).

The following Lemma is probably well-known, we include the proof for the sake of completeness.

**Lemma 5.7.** Let $C$ be a $C^*$-algebra, $c \in C$ a left-invertible element. Then $c$ has a polar decomposition $c = vh$ with $v, h \in C$, $h$ an invertible positive element and $v$ isometric.

**Proof.** Let us identify $C$ with an algebra of operators acting on a Hilbert space $H$, and let $c = vh$ be the polar decomposition in $B(H)$. Since $c$ has a left inverse, it is injective, hence $v$ is an isometry. If $b \in C$ is a left inverse, then $bvh = I$, hence $h$ has a left inverse. Being self-adjoint, it is indeed invertible, therefore $v = ch^{-1}$ is in $C$. □

**Theorem 5.8.** The following are equivalent:

1. For any $k \in \hat{G}$, $B_k$ contains an element which is unitary in $B$.
2. For any $k \in \hat{G}$, $B_k$ contains an element which is invertible in $B$.
3. For any $k \in \hat{G}$, $B_k$ is a free, rank-1, right $A$-module.
4. For any $k \in \hat{G}$, $B_k$ is a free, rank-1, left $A$-module.
5. For any $k \in \hat{G}$, $B_k$ contains an element which is a generator both as a right and left $A$-module, and the action is free.

**Proof.** (1) $\Rightarrow$ (2) is obvious.
(2) $\Rightarrow$ (3): the map $a \in A \mapsto \mu_k a \in B_k$ is a right $A$-module isomorphism. As for the freeness, we have to show that, for any $k \in \hat{G}$, the $A$-bimodule map

$$p : \quad B_{-k} \otimes_A B_k \quad \rightarrow \quad A$$

$$b_{-k} \otimes b_k \mapsto b_{-k}b_k$$

is a bijection. Such a map is always injective so we just have to prove surjectivity. Setting $a = \mu_{-k}^{-1} \mu_k^{-1}$, we have $a \in A$ and $p(\mu_{-k} \otimes \mu_k a) = 1$, which implies that $p$ is surjective.
(3) $\Rightarrow$ (1): if $\Phi : A \rightarrow B_k$ is a right $A$-module isomorphism, namely $\Phi(a_1)a_2 = \Phi(a_1a_2)$,
\( \mu_k := \Phi(1) \) is clearly a generator of \( B_k \) as a right \( A \)-module. Then, according to Lemma 5.6, \( \mu_k \) has a right-inverse, hence \( \mu_k^* \) has a left inverse in \( B_k \) and, by Lemma 5.7, \( \mu_k = hv^* \) with \( v, h \in B, v \) isometric and \( h \) invertible. Indeed, \( h \in A \) and \( \nu_k^* \in B_k \). We observe that \( I - vv^* \) is in \( A \), and \( \Phi(I - vv^*) = \mu_k(I - vv^*) = hv^*(I - vv^*) = 0 \). Since \( \Phi \) is an \( A \)-module isomorphism, we get \( I - vv^* = 0 \), namely \( v \) and \( v^* \) are unitary.

By the arguments above, (3) \( \Leftrightarrow \) (4) and (2) \( \Rightarrow \) (5) are obvious.

(5) \( \Rightarrow \) (2): Let \( \mu_k \in B_k \) be a generator of \( B_k \) both as a right and left \( A \)-module. By Lemma 5.6, \( \mu_k \) has a right-inverse and a left-inverse, namely it is invertible.

**Definition 5.9.** We say that the finite covering \( G \curvearrowright B \supset A \) is rank-1 regular if one of the equivalent conditions of theorem 5.8 is satisfied. In this case, the action is said to be rank-1 free. Any map \( \mu : \hat{G} \longrightarrow U(B) \) with \( \mu_j \in B_j \) and \( \mu_e = I \) is called a frame.

**Remark 5.10.**

(i) Condition (1) in theorem 5.8 has been called regularity in [1] and it has been proved to imply freeness by making use of the Elwood condition.

(ii) Rank-1 freeness also implies that the action is faithful. Indeed, if there exists a nontrivial \( g \in G \) acting trivially, we may find \( k \in \hat{G} \) such that \( \langle k, g \rangle \neq 1 \). Therefore the equation \( \gamma_g(b) = \langle k, g \rangle b \) is satisfied only for \( b = 0 \) and \( B_k \) does not contain any invertible element.

(iii) As \( \mu_k \in B_k \), we have that \( \mu_k A \mu_k^* = A \) for any \( k \in \hat{G} \).

**Example 5.11.** Let \( G \) be a finite abelian group and \( A \) a unital \( C^* \)-algebra. Suppose that \( G \) has a twisted action \( (\rho, \sigma) \) on \( A \). Then the twisted crossed product \( B := A \rtimes^{\rho,\sigma} \hat{G} \), which contains \( A \) in the obvious way, is a rank-1 free noncommutative covering with deck transformation group \( G \). It is clear in fact that the fixed point algebra of \( B \) under the (bi)dual action \( U_x(a_j \delta_j) = (\overline{\delta_j}, x) a_j \delta_j \) of \( G \) for \( x \in G \) and \( j \in \hat{G} \) is precisely \( A \). Moreover the spectral subspaces are \( B_k = A \delta_{-k} = \delta_k A \) for every \( k \in \hat{G} \) (of course every \( \delta_k \) is unitary).

In general, the rank-1 regularity assumption is not always satisfied as shown by [1, Example 1.7]. We give below another counterexample, showing in particular that the properties in Lemma 5.6 do not imply rank-1 regularity. This is, of course, a purely noncommutative phenomenon. Later we shall give also an example of a commutative covering with free action which is not rank-1 regular.

**Example 5.12.** We consider here a free \( \mathbb{Z}_2 \)-action on the Toeplitz algebra \( \mathcal{T} \) such that the spectral subspace \( B_- \) has a generator as a right \( A \)-module, but contains no invertible elements. Standard references for the basic properties of the Toeplitz algebra are [17] and [4].

Let us define the self-adjoint unitary operator \( u \) on the Hardy space \( H^2 \) that, on the orthonormal basis \( z^n, n \geq 0 \), acts as \( u z^n = (-1)^n z^n \), and denote by \( \sigma \) the action on \( \mathcal{T} \) given by \( \sigma(b) = ubu \). This defines a \( \mathbb{Z}_2 \)-action on \( \mathcal{T} \). Denoting by \( T_f \) the Toeplitz operator associated with the function \( f \in C(\mathbb{T}, \mathbb{C}) \), we get \( \sigma(T_z) = -T_z \) therefore, by known properties of Toeplitz operators, \( \sigma(T_n) = (-1)^n T_z^n \) for any \( n \in \mathbb{Z} \). Setting \( (s(f))(z) = f(-z) \) for any function in \( C(\mathbb{T}, \mathbb{C}) \), we deduce \( \sigma(T_f) = T_{s(f)} \). Now if \( b \in B_+, b = T_f + K \) with \( K \) a compact operator, we have \( b = \sigma(b) = \sigma(T_f) + uKu = T_{s(f)} + uKu \). By the uniqueness of the decomposition, we obtain \( \sigma(T_f) = T_f \). An analogous result holds for \( b \in B_- \).

Moreover, since \( T_z \) is an isometry, any element in \( b \in B_\pm \) can be written as \( (bT_z^*)T_z \) with \( bT_z^* \in B_+ \), namely \( T_z \) generates \( B_- \) as a left \( A \)-module. Analogously, \( T_z^* \) generates \( B_- \) as a right \( A \)-module.
We now prove that, for any Fredholm, Toeplitz operator $T_f \in B_+$, $\text{Ind}(T_f)$ is even, and, for any Fredholm, Toeplitz operator $T_f \in B_-$, $\text{Ind}(T_f)$ is odd. Indeed, $\sigma(T_f) = T_f$ implies $s(f) = f$. As a consequence, setting $\varphi(t) = f(e^{it})$, we have $\varphi(t + \pi) = \varphi(t)$, namely $\varphi$ follows the same path twice, hence $f$ has an even winding number and $T_f$ has an even index. If $\sigma(T_f) = -T_f$ then $T_f = T_f^* T_{zf}$ with $s(zf) = zf$, hence $\text{Ind}(T_f) = \text{Ind}(T_f^*) + \text{Ind}(T_{zf})$ is odd. Finally, if $b = T_f + K$ is invertible, it is Fredholm with index 0, hence $T_f$ has index zero, which imply that $b \notin B_-$.  

As for the freeness of the action, we observe that, for any $b \in B_+$, $a = T_2^2 b$ is in $B_+$, hence $p(T_2^* \otimes T_2^* a) = b$, that is $p$ is surjective.

Let’s examine the commutative case. We consider a compact space $X$ with right action $X \curvearrowright G$ and quotient $Y = X/G$. The induced action on the functions corresponds to 

$$(\gamma_g f)(x) = f(x \cdot g),$$

for $g \in G$ and $f \in C(X)$, and the spectral subspaces read as 

$$C(X)_j = \{ f \in C(X) : \gamma_g(f) = \langle j, g \rangle f \}, \quad j \in \hat{G}.$$ 

Recall that a covering of topological space is regular when its group of automorphisms acts transitively on every fiber. To help the comparison with the algebraic case, we shall call it *topologically regular*. Assume that $X$ is Hausdorff, connected and locally path connected, then the $G$ action is free if and only if $X \to Y$ is topologically regular with $G$ being its group of automorphisms. Indeed if the action is free, the Hausdorff assumption combined with the finiteness of $G$ implies that the action is a *covering space action* and we may apply a standard result in basic topology (see for instance the Covering Space Quotient Theorem 12.14 in [32]).

In this case, i.e when $X \to Y$ is topologically regular we can identify $C(X)_j$ with the $C(Y)$-module of sections of a unitary complex line bundle $V_j \to Y$ associated to the character $j : G \to U(1)$. The total space of $V_j$ is the quotient space $(X \times \mathbb{C})/G$ with respect the the right diagonal action $(x, z) \cdot g := (x \cdot g, \langle j, g \rangle z)$ and the canonical identification 

$$C(X)_j \cong \Gamma(Y, V_j),$$

associates to the equivariant function $f : X \to \mathbb{C}$ the section $F : Y \to V_j$ defined by $F([x]) = [x, f(x)]$ for every $[x] \in Y$. The following facts are well known but it is interesting to specialize them to the rank-1 case.

**Proposition 5.13.** Let $X$ be compact Hausdorff, connected and locally path connected. Then the covering $C(Y) \subset C(X) \curvearrowright G$ is rank-1 regular if and only if it is topologically regular and all the associated bundles $V_j$ are trivial: $V_j \cong Y \times \mathbb{C}$ (the isomorphism is not required to preserve the flat structure). 

If all the spaces are reasonably good (say CW-complexes) then the triviality of the associated bundles is equivalent to the vanishing of the first Chern class $[c_1(V_j)] \in H^2(Y; \mathbb{Z})$.

**Proof.** Assume first that we have a rank-1 regular covering with invertibles $\mu_j$, $j = 1, \ldots, n$. To prove that the covering is topologically regular we just have to prove that the action is free in the topological sense. This is immediate because $x \cdot g = x$ implies 

$$\langle j, g \rangle \mu_j(x) = (\gamma_g \mu_j)(x) = \mu_j(x \cdot g) = \mu_j(x)$$
for every $j$. This is impossible unless $g = e$. The vice versa is clear once we observe that the topologically regular assumption makes the construction of the vector bundles $V_j$ possible. Any invertible $\mu_j$ corresponds to a trivialization. About Chern classes we refer to [27].

Notice that if $X$ and $Y$ are manifolds, by Chern-Weil theory since our bundles are flat, the real Chern classes $[c_1(V_j)] \in H^2(Y; \mathbb{R})$ vanish for every $j \in \hat{G}$. In particular the integer classes $[c_1(V_j)] \in H^2(Y; \mathbb{Z})$ are torsion classes. It follows that if $H^2(Y; \mathbb{Z})$ is torsion free then the regularity assumption (5.9) is satisfied. In general this is not the case as shown by the following example from [29].

**Example 5.14.** Let $\mathbb{Z}_2$ act on the 2-sphere as the universal covering of the projective space $\mathbb{P}^2(\mathbb{R})$. Then the character $j : \mathbb{Z}_2 \to SO(2)$ mapping the generator to the antipodal produces a flat $SO(2)$-bundle $V_j$ which is non trivial because its Euler class generates $H^*(\mathbb{P}^2(\mathbb{R}); \mathbb{Z})$. Notice that under the isomorphism $SO(2) \cong U(1)$ we see that $V_j$ has a natural complex structure. In this way the first Chern class corresponds to the Euler class.

In example 5.11 we have shown that $A \subseteq A \rtimes_{\rho,\sigma} \hat{G}$ is a rank-1 regular finite noncommutative covering. The converse holds true: any finite rank-1 regular covering is a twisted crossed product. This was proved by Wagner in [44], Appendix A, with a slightly different terminology.

**Theorem 5.15.** Let $G \curvearrowright B \supseteq A$ be a finite rank-1 regular noncommutative covering with $G$ abelian. Any frame $\mu : \hat{G} \to U(B)$ determines a twisting pair $(\rho, \sigma)$ by

$$\rho_j(a) = \mu_j a \mu_j^*, \quad \text{and} \quad \sigma_{j,k} = \mu_j \mu_k \mu_{j+k}^*, \quad j, k \in \hat{G}$$

together with an isomorphism $\Phi : A \rtimes_{\rho,\sigma} \hat{G} \to B$ which on the generators is given by

$$\Phi(a_j \delta_j) = a_j \mu_j.$$

This isomorphism is equivariant with respect to the natural (dual) action of $G$ on $A \rtimes_{\rho,\sigma} \hat{G}$.

**Proof.** It is straightforward to check that $(\rho, \sigma)$ is a twisting pair. Moreover since the group is finite we don’t have to worry about completions and the maximal reduced crossed product coincides with the reduced one. Let’s check that $\Phi$ is a morphism of $C^*$-algebras. Then it will be invertible thanks to the rank-1 regular property with $\Phi^{-1}(b)$ given by writing

$$b = \sum_{k \in \hat{G}} b_k \mu_k.$$

We have

$$\Phi(a_j \delta_j \ast b_k \delta_k) = \Phi(a_j \rho_j(b_k)\sigma_{j,k} \delta_{j+k}) = a_j(\mu_j b_k \mu_j^*) (\mu_j \mu_k \mu_{j+k}^*) \mu_{j+k} = \Phi(a_j \mu_j)(\Phi(b_k \mu_k))$$

and

$$\Phi((a_j \delta_j)^*) = \Phi(\sigma_{-j}^{-j} \rho_{-j}(a_j^*) \delta_{-j}) = \mu_j^* \mu_{-j}^* \mu_{-j} (\mu_{-j} a_j^* \mu_{-j}) \mu_{-j} = \mu_j^* a_j^* = \Phi(a_j^*)^*.$$

Concerning the statement about the equivariance, this follows from

$$\Phi(\gamma_g(a_j \delta_j)) = \Phi(\langle j, g \rangle a_j \delta_j) = \langle j, g \rangle a_j \mu_j = \gamma_g(a_j \mu_j) = \gamma_g(\Phi(a_j \delta_j)).$$

Here we denote with $\gamma_g$ both the actions. 

**Remark 5.16.** Following [8], let $B(\hat{G}, A)$ be the group of all the maps $p : \hat{G} \to U(A)$ satisfying $p(e) = 1$. There is a natural action of $B(\hat{G}, A)$ on the set of twisting pairs, where $p \in B(\hat{G}, A)$ acts on $(\rho, \sigma)$ by $p \cdot (\rho, \sigma) := (\rho^p, \sigma^p)$, with

$$\rho^p_j = \Ad_{p(j)} \circ \rho_j, \quad \text{and} \quad \sigma^p_{j,k} = p(j) p(k) \sigma_{j,k} p(j+k)^*.$$
for \( j, k \in G \). The isomorphism class of \( A \rtimes^{\rho, \sigma} \hat{G} \) only depends on the orbit of the twisting pair under the above \( B(\hat{G}, A) \)-action. We see that any two frames give rise to twisting pairs in the same cohomology class i.e. in the same orbit. Indeed, if \( \mu, \mu' : \hat{G} \to B \) are frames with corresponding twisting pairs \( (\rho, \sigma) \) and \( (\rho', \sigma') \), then putting \( p(j) := \mu^*_j \mu_j \) for \( j \in \hat{G} \), we find \( (\rho', \sigma') = p \cdot (\rho, \sigma) \).

6. A COVERING OF THE QUANTUM 2-TORUS

Let \( \theta \) be an irrational number so that the (skew adjoint) matrix \( \Theta := \begin{pmatrix} 0 & \theta \\ -\theta & 0 \end{pmatrix} \) defines the skew bicharacter

\[
\sigma_\Theta : (x, y) \in \mathbb{Z}^2 \times \mathbb{Z}^2 \mapsto \exp(-\pi i (x, \Theta y)) = e^{i\pi \theta(x_2y_1 - x_1y_2)} \in U(1).
\]

This is a cocycle for a twisted action \((\text{Id}, \sigma)\) on \( \mathbb{C} \) giving rise to the quantum 2 torus

\[
A^2_\theta = \mathbb{C} \rtimes^\sigma \mathbb{Z}^2.
\]

In particular this is the universal C*-algebra generated by unitaries \( U \) and \( V \) satisfying the commutation relation \( UV = e^{2\pi i \theta} VU \). We set \( W_x^* := e^{2\pi i \theta x_1} U x_2 V^{x_1} \), for any \( x \in \mathbb{Z}^2 \), so that, for any \( y \in \mathbb{Z}^2 \), we get

\[
W_x^* W_y = W_{x-y},
\]

\[
W_x W_y^* = \sigma_\Theta(x, y) W_{x+y}.
\]

We denote by \( B \) the C*-algebra generated by \( \{ W_x : x \in \mathbb{Z}^2 \} \), and recall the construction of its unique trace. Let \( S(\mathbb{Z}^2) := \{ \alpha \in \ell^\infty(\mathbb{Z}^2) : \text{sup}_{r \in \mathbb{Z}^2} (1 + r_1^2 + r_2^2)^k |\alpha_r|^2 < \infty, \forall k \in \mathbb{N} \} \), and \( \mathcal{T}_B := \{ \sum_{r \in \mathbb{Z}^2} \alpha_r W_r : \{ \alpha_r \}_{r \in \mathbb{Z}^2} \in S(\mathbb{Z}^2) \} \), which is a dense *-subalgebra of \( B \) (called the smooth noncommutative torus), and set, for any \( \sum_{r \in \mathbb{Z}^2} \alpha_r W_r \in \mathcal{T}_B \), \( \tau_B(\sum_{r \in \mathbb{Z}^2} \alpha_r W_r) := \alpha_{00} \).

This extends to a tracial state on \( B \).

We denote with \( L^2(B, \tau_B) \) the Hilbert space of the GNS representation of \( \tau_B \), and with \( \iota_B : B \hookrightarrow L^2(B, \tau_B) \) the canonical immersion.

Then \( \{ \iota_B(W_x) : x \in \mathbb{Z}^2 \} \) is an orthonormal basis of \( L^2(B, \tau_B) \), and, for any \( \alpha \in \mathbb{S}(\mathbb{Z}^2) \), we get

\[
| \sum_{r \in \mathbb{Z}^2} \iota_B(\alpha_r W_r) |^2_{L^2(B, \tau_B)} = \sum_{r \in \mathbb{Z}^2} |\alpha_r|^2.
\]

Let us introduce a finite abelian group of automorphisms of \( B \). Let \( M \in M_2(\mathbb{Z}) \), det \( M > 1 \), and set \( \tilde{M} := (M^{-1})^T \). For any \( t, x \in \mathbb{Z}^2 \), set \( \gamma_t(W_x) := e^{2\pi i (\tilde{M}^{-1}t, x)} W_x \), which extends to an automorphism of \( B \). If \( t = M t', t' \in \mathbb{Z}^2 \), then \( \gamma_{Mt'}(W_x) = e^{2\pi i (t, x)} W_x = W_{x+t} \), so that \( \gamma \) descends to an action of \( G := \mathbb{Z}^2/\mathbb{M} \mathbb{Z}^2 \), given by \( \gamma_g := \gamma_t, \forall t \in \mathbb{Z}^2 \) such that \( t + M \mathbb{Z}^2 = g \).

Since the dual group is \( \hat{G} \cong \hat{M} \mathbb{Z}^2 / \mathbb{Z}^2 \), with duality given by \( \langle \hat{g}, g \rangle := \exp(2\pi i \langle t, \hat{M} s \rangle) \), \( \forall s, t \in \mathbb{Z}^2 \) such that \( t + M \mathbb{Z}^2 = g \), and \( \hat{M} s + \mathbb{Z}^2 = \hat{g} \), we obtain the spectral subspaces of \( \gamma \), which are

\[
B_g^\gamma := \{ b \in B : \gamma_g(b) = \langle \hat{g}, g \rangle b, \forall g \in G \} = \text{span}\{ W_{s+Mt}^n : n \in \mathbb{Z}^2 \}.
\]

In particular, \( A := B_\gamma^\gamma \) is the C*-algebra generated by \( \{ W_{M t}^n : n \in \mathbb{Z}^2 \} \).

We now choose, once and for all, a set \( \tilde{\mathbb{P}} \) in \( \mathbb{Z}^2 \), “representing” the elements of \( \hat{G} \). Let us consider the short exact sequence of groups

\[
0 \longrightarrow \mathbb{Z}^2 \longrightarrow \hat{M} \mathbb{Z}^2 \longrightarrow \hat{G} \longrightarrow 0. \tag{6.1}
\]
Such central extension $\hat{M}\mathbb{Z}^2$ of $\hat{G}$ via $\mathbb{Z}^2$ can be described either with a section $\zeta : \hat{G} \to \hat{M}\mathbb{Z}^2$ or via a $\mathbb{Z}^2$-valued 2-cocycle $\omega(\hat{g}, \hat{h}) = \zeta(\hat{g}) + \zeta(\hat{h}) - \zeta(\hat{g} + \hat{h})$. We choose the unique section such that, for any $\hat{g} \in \hat{G}$, $\zeta(\hat{g}) \in [0, 1]^2$, and set $s(\hat{g}) := MT\zeta(\hat{g}) \in \mathbb{Z}^2$, and $\tilde{\Gamma} := \{ s(\hat{g}) : \hat{g} \in \hat{G} \}$.

Then $u(\hat{g}, \hat{h}) := s(\hat{g}) + s(\hat{h}) - s(\hat{g} + \hat{h}) \in M^T\mathbb{Z}^2$. We set $\mu_{\hat{g}} := \mathcal{W}_s(\hat{g})$, for all $\hat{g} \in \hat{G}$, so that $\mu_{\hat{g}} \in B_{\hat{g}}$. That is, $\mu$ is a frame for $G \curvearrowright B \supset A$. There results a twisting pair $(\rho, \sigma)$ and an isomorphism $A \rtimes_{\rho, \sigma} \hat{G} \cong B$.

6.1. **A triple on the twisted crossed product.** We recall the canonical spectral triples on $A$ and $B$.

**Definition 6.1.** We consider the closable derivations $\delta^j_{\rho}$ on $\iota_B(\mathcal{J}_B) \subset L^2(B, \tau_B)$, $j = 1, 2$ verifying $\delta^j_{\rho}(\iota_B(\mathcal{H}_B)) = 2\pi i\rho_j\iota_B(\mathcal{H}_B)$, and denote by $\delta^A_i$ the restrictions to $\iota_A(\mathcal{J}_A) \subset L^2(A, \tau_A)$.

Introduce the Hilbert spaces

$$\mathcal{H}_B := L^2(B, \tau_B) \oplus L^2(B, \tau_B), \quad \mathcal{H}_A := L^2(A, \tau_A) \oplus L^2(A, \tau_A),$$

the representations

$$\pi_B : b \in B \mapsto \begin{pmatrix} \pi_{\tau_B}(b) & 0 \\ 0 & \pi_{\tau_B}(b) \end{pmatrix} \in \mathcal{B}(\mathcal{H}_B), \quad \pi_A : a \in A \mapsto \begin{pmatrix} \pi_{\tau_A}(a) & 0 \\ 0 & \pi_{\tau_A}(a) \end{pmatrix} \in \mathcal{B}(\mathcal{H}_A),$$

and the closed selfadjoint operators $D_A$, resp. $D_B$ which, on $\iota_A(\mathcal{J}_A) \oplus \iota_A(\mathcal{J}_A) \subset \mathcal{H}_A$, resp. $\iota_B(\mathcal{J}_B) \oplus \iota_B(\mathcal{J}_B) \subset \mathcal{H}_B$, are given by

$$D_A = -i \begin{pmatrix} 0 & \delta^A_1 - i\delta^A_2 \\ \delta^A_1 + i\delta^A_2 & 0 \end{pmatrix}, \quad D_B = -i \begin{pmatrix} 0 & \delta^B_1 - i\delta^B_2 \\ \delta^B_1 + i\delta^B_2 & 0 \end{pmatrix},$$

which are the Dirac operators on $A$ and $B$, respectively, and the gradings

$$\Gamma_B := \begin{pmatrix} I_{L^2(B, \tau_B)} & 0 \\ 0 & -I_{L^2(B, \tau_B)} \end{pmatrix} \in \mathcal{B}(\mathcal{H}_B), \quad \Gamma_A := \begin{pmatrix} I_{L^2(A, \tau_A)} & 0 \\ 0 & -I_{L^2(A, \tau_A)} \end{pmatrix} \in \mathcal{B}(\mathcal{H}_A).$$

Then $(\mathcal{J}_B, \pi_B, \mathcal{H}_B, D_B, \Gamma_B)$ and $(\mathcal{J}_A, \pi_A, \mathcal{H}_A, D_A, \Gamma_A)$ are even spectral triples on $B$ and $A$, respectively.

We take a matrix-valued length function on $\hat{G}$ as follows. Consider the map

$$\varepsilon : (x_1, x_2) \in \mathbb{R}^2 \mapsto \begin{pmatrix} 0 & x_1 - ix_2 \\ x_1 + ix_2 & 0 \end{pmatrix} \in M_2(\mathbb{C}),$$

which satisfies $\varepsilon(x_1, x_2)^2 = (x_1^2 + x_2^2)I_2$. Then a Clifford length function is defined as $\ell : \hat{g} \in \hat{G} \mapsto \varepsilon(\sigma(\hat{g})) \in M_2(\mathbb{R})$, and we get a multiplication operator $M_{\ell} : \sigma_2 \otimes \varepsilon \in \ell^2(\hat{G}) \otimes \mathbb{C}^2 \mapsto \delta^- \otimes \ell(\hat{g})\varepsilon \in \ell^2(\hat{G}) \otimes \mathbb{C}^2$. Therefore, we have a spectral triple $(\mathbb{C}(\hat{G}), \ell^2(\hat{G}) \otimes \mathbb{C}^2, M_{\ell})$ on $C_r^*(\hat{G})$. In the description of the associated spectral triple on the twisted crossed product is useful to introduce the functions: $\nu : \hat{G} \times \hat{G} \times \mathbb{Z}^2 \longrightarrow \mathbb{R}$ defined by

$$\nu(\hat{g}, \hat{h}, x) = \langle s(-\hat{g} + \hat{h}), \Theta(MT\hat{g} + s(\hat{g}) - s(-\hat{g})) \rangle + \langle MT\hat{g}, \Theta(s(\hat{g}) - s(-\hat{g})) \rangle - \langle s(\hat{g}), \Theta s(-\hat{g}) \rangle,$$

and $\xi : \hat{G} \times \hat{G} \longrightarrow \mathbb{Z}^2$ with $\xi(\hat{g}, \hat{h}) = \tilde{M}(s(-\hat{g} + \hat{h}) + s(\hat{g}) - s(-\hat{g}))$.

**Proposition 6.2.** The odd spectral triple on $A \rtimes_{\rho, \sigma} \hat{G} \cong B$, coming, as in Theorem 3.7, from the spectral triples $(\mathcal{J}_A, \pi_A, \mathcal{H}_A, D_A, \Gamma_A)$ on $A$, and $(\mathbb{C}(\hat{G}), \ell^2(\hat{G}) \otimes \mathbb{C}^2, M_{\ell})$ on $C_r^*(\hat{G})$, is $(\mathbb{C}(\hat{G}, \mathcal{J}_A), \Pi, \mathcal{H}, \tilde{D})$, where:
Computations with the commutation relations.

Proposition 6.3. Let $\Pi(\mathcal{W}_{M^T x} \otimes \delta_j) \left( \left( \tau_A, \mathcal{W}_{\rho} \right) \otimes \delta_{\hat{g}} \otimes \delta_{\hat{h}} \right) \right) = \\
\left( e^{-\pi i (M^T x + Y(j, \hat{g}))} \right) \left( \left( \tau_A, \mathcal{W}_{\rho} \right) \otimes \delta_{\hat{g}} \otimes \delta_{\hat{h}} \right) \right),

where $m, n \in M^T \mathbb{Z}^2$, $j, \hat{g}, \hat{h} \in \hat{G}$ and $x \in \mathbb{Z}^2$.

Proposition 6.4. Let $H := \mathcal{H} \otimes \ell^2(\hat{G} \otimes \mathbb{C}^2)$ be the Hilbert space with the representation given by

\[
\Pi(\mathcal{W}_{M^T x} \otimes \delta_j) \left( \left( \tau_A, \mathcal{W}_{\rho} \right) \otimes \delta_{\hat{g}} \otimes \delta_{\hat{h}} \right) = \\
\left( e^{-\pi i (M^T x + Y(j, \hat{g}))} \right) \left( \left( \tau_A, \mathcal{W}_{\rho} \right) \otimes \delta_{\hat{g}} \otimes \delta_{\hat{h}} \right) \right),

where $m, n \in M^T \mathbb{Z}^2$, $j, \hat{g}, \hat{h} \in \hat{G}$ and $x \in \mathbb{Z}^2$.

Finally, the Dirac operator is uniquely defined by the formula:

\[
\overline{D} \left( \left( \tau_A, \mathcal{W}_{\rho} \right) \otimes \delta_{\hat{g}} \otimes \delta_{\hat{h}} \right) = \\
\left( \left( \tau_A, \mathcal{W}_{\rho} \right) \otimes \delta_{\hat{g}} \otimes \delta_{\hat{h}} \right).\]

Proof. It follows from Theorem 3.7 (1b), and computations with the commutation relations.

6.2. A triple on the twisted crossed product. $\hat{G}$-equivariant case.

Proposition 6.3. Let $H := \mathcal{H} \otimes \ell^2(\hat{G} \otimes \mathbb{C}^2)$ be the Hilbert space with the representation given by $U(\hat{g}) = \pi_B(\mathcal{W}_{s(\hat{g})}) \in U(\mathcal{H})$. Then $(\mathcal{H}, \mathcal{V}, \mathcal{W}_{\rho}, \mathcal{W}_{\omega}, \delta_{\hat{g}}, \delta_{\hat{h}})$ is a $\hat{G}$-equivariant spectral triple on $A$.

Proof. Computation with the commutation relations.

In this case the equivariant construction (starting with an even triple) produces an odd spectral triple described in the following.

Proposition 6.4. Introducing the Hilbert space $\overline{H} := (L^2(B, \tau_B) \otimes \ell^2(\hat{G} \otimes \mathbb{C}^2))$ is the $\hat{G}$-equivariant spectral triple on $A$.

Proof. Computations with the commutation relations.

For $n, m \in \mathbb{Z}^2$, and the self-adjoint operator

\[
\overline{D} = \begin{pmatrix}
I_{L^2(B, \tau_B)} \otimes M_\ell & (-i\delta_1^B - \delta_2^B) \otimes I_{\mathcal{E}(\hat{G})} \otimes I_V \\
(-i\delta_1^B + \delta_2^B) \otimes I_{\mathcal{E}(\hat{G})} \otimes I_V & -I_{L^2(B, \tau_B)} \otimes M_\ell
\end{pmatrix},

so that, for $n, m \in \mathbb{Z}^2$,

\[
\overline{D} \left( \left( \tau_B, \mathcal{W}_{\rho} \right) \otimes \delta_{\hat{g}} \otimes \delta_{\hat{h}} \right) = \\
\left( \left( \tau_B, \mathcal{W}_{\rho} \right) \otimes \delta_{\hat{g}} \otimes \delta_{\hat{h}} \right).\]

we get that $(C(\hat{G}, \mathcal{T}_A), \hat{\pi} \times \hat{L}, \hat{H}, \hat{D})$ is a regular spectral triple on the twisted crossed product $A \times_{r,\sigma} \hat{G}$. 
Proof. Setting $C := \pi \times U(A \rtimes_r^\sigma \hat{G}) \cong \pi_B(B)$, and $C := \{\sum_{g \in G} a_g U(\hat{g}) : a_g \in \mathcal{F}_A\} \cong \pi_B(\mathcal{I}_B)$. The spectral triple $(C, \mathcal{H}_B, D_B)$ on the $C^*$-algebra $C$ is regular, being the pullback with $\pi_B^{-1}$ of the spectral triple $(\mathcal{I}_B, \pi_B, \mathcal{H}_B, D_B)$, which is regular (see [20], pag. 543). Moreover, $(\mathcal{C}(\hat{G}), \ell^2(\hat{G}) \otimes V, M_\ell)$ is a regular spectral triple on $C^*_r(\hat{G})$, because of Proposition 4.3. Therefore, by Theorem 4.5, $(C(\hat{G}, \mathcal{I}_A), \hat{\pi} \times \hat{L}, \hat{H}, \hat{D})$ is a regular spectral triple on the twisted crossed product $A \rtimes_r^\sigma \hat{G}$.

\[ \text{APPENDIX A. INFINITESIMAL ORDER OF COMPACT OPERATORS} \]

Let $T$ be a positive compact operator acting on a separable Hilbert space $\mathcal{H}$, denote by $\{\mu_n(T)\}_{n \geq 0}$ the non-increasing sequence (with multiplicity) of its eigenvalues and set

\[ \lambda_i(T) := \#\{n \geq 0 : \mu_n(T) > t\} \]

for $t > 0$, cf. e.g. [19]. The following holds:

**Theorem A.1.**

\[ \inf\{s > 0 : \text{tr } T^s < \infty\} = \left(\liminf_{n \to \infty} \frac{\log(\mu_n(T))}{\log(1/n)}\right)^{-1} = \limsup_{t \to 0} \frac{\log(\lambda_i(T))}{\log(1/t)} = \limsup_{n \to \infty} \frac{\log(\lambda_{1/n}(T))}{\log n}. \]

The first equality in the statement has been proved in [22] theorem 1.4. The second equality has been proved in [21] proposition 1.13 for general semifinite von Neumann algebras, we give a Hilbert space proof here for the sake of simplicity. We first need a lemma.

**Lemma A.2.** Let $f : (0, \infty) \to (0, \infty)$ be a right-continuous, non-increasing, piecewise-constant function.

1. If $\lim_{t \to \infty} f(t) = 0$ and the set of discontinuity points consists of an unbounded increasing sequence $x_n$, then

\[ \limsup_{t \to \infty} \frac{\log(1/f(t))}{\log t} = \limsup_n \frac{\log(1/f(x_n))}{\log x_n}, \quad \liminf_{t \to \infty} \frac{\log(1/f(t))}{\log t} = \liminf_n \frac{\log(1/f(x_n))}{\log x_{n+1}}. \]

2. If $\lim_{t \to 0} f(t) = +\infty$ and the set of discontinuity points consists of an infinitesimal decreasing sequence $x_n$, then

\[ \limsup_{t \to 0} \frac{\log f(t)}{\log 1/t} = \limsup_n \frac{\log f(x_n)}{\log 1/x_{n-1}}, \quad \liminf_{t \to 0} \frac{\log f(t)}{\log 1/t} = \liminf_n \frac{\log f(x_n)}{\log 1/x_n}. \]

**Proof.** (1) Let $t_k$ be an increasing sequence such that $\exists \lim_k \frac{\log(1/f(t_k))}{\log t_k}$. Possibly passing to a subsequence, we may assume that, for any $n \in \mathbb{N}$, there is at most one $k$ such that $x_n \leq t_k < x_{n+1}$, denote by $n_k$ the indices for which $x_{n_k} \leq t_k < x_{n_k+1}$. Since $f(t)$ is constant in $[x_{n_k}, x_{n_k+1})$ and $1/\log t$ is decreasing, we have, for any $y_n \in [x_n, x_{n+1})$ such that $y_{n_k} \geq t_k$, the inequalities

\[ \frac{\log(1/f(y_{n_k}))}{\log y_{n_k}} \leq \frac{\log(1/f(t_k))}{\log t_k} \leq \frac{\log(1/f(x_{n_k}))}{\log x_{n_k}}. \]

On the one hand we get

\[ \lim_k \frac{\log(1/f(t_k))}{\log t_k} \leq \limsup_n \frac{\log(1/f(x_{n_k}))}{\log x_{n_k}} \leq \limsup_n \frac{\log(1/f(x_n))}{\log x_n} \leq \limsup_{t \to \infty} \frac{\log(1/f(t))}{\log t}. \]
On the other hand,
\[
\liminf_{t \to \infty} \frac{\log(1/f(t))}{\log t} \leq \liminf_n \frac{\log(1/f(y_n))}{\log y_n} \leq \liminf_k \frac{\log(1/f(y_{n_k}))}{\log y_{n_k}} \leq \lim_k \frac{\log(1/f(t_k))}{\log t_k}.
\]

Finally, by choosing \(y_n\) close enough to \(x_{n+1}\) so that \(\log y_{n+1}/\log y_n \to 1\), we get
\[
\liminf_n \frac{\log(1/f(y_n))}{\log y_n} = \liminf_n \frac{\log(1/f(x_{n+1}))}{\log x_{n+1}}.
\]
Since \(t_k\) may be chosen as to reach the \(\liminf\) or the \(\limsup\), part (1) follows.

As for part (2), let \(t_k\) be a decreasing sequence such that \(\exists \lim_{k} \frac{\log f(t_k)}{\log t_k}\). As above, we may assume that, for a suitable subsequence \(x_{n_k}, x_{n_k} \leq t_k < x_{n_k-1}\), and consider a sequence \(y_n \in [x_n, x_{n-1})\) such that \(y_{n_k} > t_k\). Again,
\[
\log f(x_{n_k})/\log 1/x_{n_k} \leq \log f(t_k)/\log 1/t_k \leq \log f(y_{n_k})/\log 1/y_{n_k}.
\]
The rest of the proof follows as in part (1). \(\square\)

**Proof of theorem A.1.** During this proof, we suppress the dependence on \(T\). We first extend the sequence \(n \geq 0 \to \mu_n\) to a right-continuous non-increasing function \(t \in [0, \infty) \to \mu(t)\) by posing \(\mu(t) = \mu_n\) for \(n \leq t < n + 1\). We also write \(\lambda(t)\) instead of \(\lambda_n\).

The first equality in the statement is proved in [22] theorem 1.4. We prove the second equality. Let us note that \(\mu(t)\) satisfies the hypotheses of part (1) of lemma A.2, where the set of discontinuity points consists of a sequence \(\{p_n, n \in \mathbb{N}\} \subseteq \mathbb{N}\), while \(\lambda(t)\) satisfies the hypotheses of part (2), where the set of discontinuity points consists of the sequence \(\{\mu(p_n), n \in \mathbb{N}\}\). We also note that \(\lambda \circ \mu(p_n) = p_n\). By lemma above,
\[
\liminf_{n} \frac{\log(1/\mu(t))}{\log 1/\mu_{p_{n+1}}} = \liminf_n \frac{\log(1/\mu(p_n))}{\log 1/\mu_{p_{n+1}}}, \quad \limsup_{n} \frac{\log(\lambda(t))}{\log 1/\lambda_{p_{n+1}}} = \limsup_n \frac{\log(\lambda(p_n))}{\log 1/\lambda_{p_{n+1}}}.
\]
Finally,
\[
\limsup_n \frac{\log(\lambda(p_n))}{\log 1/\lambda_{p_{n+1}}} = \limsup_n \frac{\log p_n}{\log 1/\mu_{p_{n+1}}} = \left(\liminf_n \frac{\log 1/\mu_{p_{n+1}}}{\log p_{n+1}}\right)^{-1}.
\]
The third equality comes from lemma A.2. \(\square\)

**Appendix B. Regularity of spectral triples.**

Let \((A, H, D)\) be a spectral triple over a unital \(C^*\)-algebra \(A\) and
\[
\delta(T) := [D, T] \quad (B.1)
\]
be the unbounded derivation on the domain \(\text{Dom}(\delta)\) of elements \(T \in \mathbb{B}(H)\) which preserve \(\text{Dom}(D)\) and for which \([D, T]\) extends to a bounded operator on \(H\). For \(k \geq 2\) we define \(\delta^k\) inductively on the domain \(\text{Dom}(\delta^k) = \{T \in \text{Dom}(\delta) \mid \delta(T) \in \text{Dom}(\delta^{k-1})\}\) and we set
\[
\text{Dom}^\infty(\delta) = \bigcap_{k=1}^{\infty} \text{Dom}(\delta^k).
\]

**Definition B.1.** We say that \((A, H, D)\) is regular if both \(\pi(A)\) and \([D, \pi(A)]\) belong to \(\text{Dom}^\infty(\delta)\).
In general the operator $|D|$ is not invertible, a property that would certainly make life easier when dealing with regularity. The following result shows that it is possible to replace $|D|$ with the invertible bounded perturbation $\Delta^\frac{1}{2} := (1 + D^2)^{\frac{1}{2}}$.

**Theorem B.2** (cf. [24, 43]). A spectral triple $(A, H, D)$ over a unital $C^*$-algebra $A$ is regular if and only if $\pi(A)$ and $[D, \pi(A)]$ belong to $\text{Dom}^\infty([\Delta^\frac{1}{2}, \cdot])$.

The regularity of a spectral triple is closely related to the existence of a so-called algebra of generalized differential operators [14, 24, 25]. We recall some basic facts (mainly following the exposition of [43]). In the next pages $\Delta$ will be a self-adjoint positive and invertible operator on a Hilbert space $H$ (then strictly positive). When dealing with a spectral triple we take $\Delta = 1 + D^2$, so that $\Delta$ is thought to be of order two.

**Definition B.3.** The $\Delta$-Sobolev space of order $s \in \mathbb{R}$, denoted $W^s = W^s(\Delta)$, is the Hilbert space completion of $\text{Dom}(\Delta^{\frac{s}{2}})$ with respect to the inner product

$$\langle \xi, \eta \rangle_{W^s} := \langle \Delta^{\frac{s}{2}} \xi, \Delta^{\frac{s}{2}} \eta \rangle_H$$

for every $\xi, \eta \in H$.

For any $t \leq s$ there exists a constant $C$ such that

$$\|\xi\|_{W^t} \leq C \|\xi\|_{W^s}$$

for $\xi \in W^t(\Delta)$. In particular, there is a continuous inclusion $W^s \subseteq W^t$. Moreover, $\text{Dom}(\Delta^{\frac{s}{2}})$ is complete in the norm (B.2) for any $s \geq 0$. (see [43] for a proof).

**Definition B.4.** The space of $\Delta$-smooth vectors is

$$W^\infty := \bigcap_{s \in \mathbb{R}} W^s = \bigcap_{n=0}^\infty W^{2n} = \bigcap_{n=0}^\infty \text{Dom}(\Delta^n).$$

As the notation suggests, the space $W^\infty$ is dense in $W^s$ for any $s \in \mathbb{R}$ (in particular, also in $W^0 = H$). We denote the space of linear maps $P: W^\infty \to W^\infty$ by $\text{End}(W^\infty)$.

**Definition B.5.** We say that a linear map $P: W^\infty \to W^\infty$ has analytic order at most $t \in \mathbb{R}$ if it extends by continuity to a bounded linear operator $P: W^{s+t} \to W^s$ for any $s \in \mathbb{R}$. The space of such operators is denoted with $\text{Op}^t = \text{Op}^t(\Delta)$. We further define

$$\text{Op} = \text{Op}(\Delta) := \bigcup_{t \in \mathbb{R}} \text{Op}^t(\Delta).$$

Notice in particular that operators with analytic order at most 0 extend to bounded linear operators on $H = W^0$, allowing us to identify $\text{Op}^0$ with a subspace of $\mathbb{B}(H)$. We then have the following fact.

**Lemma B.6** (cf. [43]). Operators with finite analytic order form a filtered algebra:

1. $\text{Op}^s \subseteq \text{Op}^t$ for any $s \leq t$
2. $\text{Op}^s \cdot \text{Op}^t \subseteq \text{Op}^{s+t}$

In particular, $\text{Op}^0$ is a subalgebra of $\text{Op} \subseteq \mathbb{B}(H)$.

The algebra $\text{Op}^0$ plays a central role in the regularity of a spectral triple.

**Proposition B.7** (cf. [20], lemma 10.22). Let $(A, H, D)$ be a regular spectral triple over a unital $C^*$-algebra $A$ and $\Delta := 1 + D^2$. We have that both $\pi(A)$ and $[D, \pi(A)]$ are in $\text{Op}^0(\Delta)$.
A theorem of Higson relates the notion of regularity with the existence of an algebra of generalised differential operators.

**Definition B.8** (cf. [24], definition 5.1). An $\mathbb{N}$-filtered subalgebra $\mathcal{D} \subseteq \text{Op}(\Delta)$ is called an algebra of generalised differential operators (GDO) if it is closed under the derivation $[\Delta, \cdot]$ and satisfies

$$[\Delta, \mathcal{D}^k] \subseteq \mathcal{D}^{k+1}$$

for any $k \in \mathbb{N}$.

**Theorem B.9** (cf. [24]). A spectral triple $(\mathcal{A}, H, D)$ over a unital $C^*$-algebra $A$ is regular if and only if there exists an algebra of generalised differential operators (with respect to $\Delta = 1 + D^2$) containing $\pi(\mathcal{A})$ and $[D, \pi(\mathcal{A})]$ in degree zero.

We maintain the notation $\Delta = 1 + D^2$; then observe that $D \in \text{Op}^1(\Delta)$. Indeed for any $\xi \in W^\infty$ and $s \in \mathbb{R}$ we have

$$\|D\xi\|_{W^s}^2 = \langle D^2(1 + D^2)^s \xi, \xi \rangle = \langle b(D)^2(1 + D^2)^{s+1} \xi, \xi \rangle = \|b(D)^2 \Delta^{s+1} \xi\|^2 \leq \|b(D)^2\|^2 \|\xi\|_{W^{s+1}}^2$$

where $b(D) = D(1 + D^2)^{-\frac{1}{2}}$ is the bounded transform of $D$. Now define the $\mathbb{N}$-filtered algebra $\mathcal{E} \subseteq \text{End}(W^\infty)$ inductively by:

1. $\mathcal{E}^0$ is the subalgebra generated by $\pi(\mathcal{A})$ and $[D, \pi(\mathcal{A})]$,
2. $\mathcal{E}^1 = \mathcal{E}^0 + [\Delta, \mathcal{E}^0] + \mathcal{E}^0[\Delta, \mathcal{E}^0]$,
3. $\mathcal{E}^k = \mathcal{E}^{k-1} + \sum_{j=1}^{k-1} \mathcal{E}^j \mathcal{E}^{k-j} + [\Delta, \mathcal{E}^{k-1}] + \mathcal{E}^0[\Delta, \mathcal{E}^{k-1}]$, for $k \geq 2$.

The following result shows that the $\mathbb{N}$-filtered algebra $\mathcal{E}$ is the minimal GDO algebra among those considered in theorem B.9.

**Theorem B.10** (cf. [14,24,43]). Let $(\mathcal{A}, H, D)$ be a spectral triple over $A$.

1. If $(\mathcal{A}, H, D)$ is regular, then $\mathcal{E}^k \subseteq \text{Op}^k$ for any $k \geq 0$.
2. If $\pi(\mathcal{A}) W^\infty \subseteq W^\infty$ and $\mathcal{E}^k \subseteq \text{Op}^k$, for any $k \geq 0$, then $(\mathcal{A}, H, D)$ is regular.

Thanks to Higson’s theorem one can prove that the exterior product of regular triples is regular. Let us recall the construction of the exterior product of odd spectral triples. This is the unique case we are concerned. For the general (graded) case the reader may consult [11, p. 434] and [42]. Let $(A_1, H_1, D_1)$ and $(A_2, H_2, D_2)$ be two spectral triples over the $C^*$-algebras $A_1$ and $A_2$. The product spectral triple over $A_1 \otimes A_2$ is the even spectral triple $(A_1 \otimes \text{alg} \ A_2, (H_1 \otimes H_2) \oplus (H_1 \otimes H_2), D_1 \times D_2)$ constructed in the following way:

- the tensor product algebra is represented on the Hilbert space $(H_1 \otimes H_2) \oplus (H_1 \otimes H_2)$ with standard grading by two copies of the tensor product representation.
- To construct the Dirac operator one first proves that the operator

$$\begin{pmatrix}
0 & D_1 \otimes 1_{H_2} - i1_{H_1} \otimes D_2 \\
D_1 \otimes 1_{H_2} + i1_{H_1} \otimes D_2 & 0
\end{pmatrix}$$

on its natural initial domain is essentially selfadjoint. Then, its closure, denoted with $D_1 \times D_2$ is the desired operator.

The following result is implicitly contained in [14,24] and explicitly proven in [43].

**Theorem B.11.** The product of regular spectral triples is regular.
Proof. The algebra of generalised differential operators sufficing for the regularity of the product is obtained by forming the product of any of the two algebras of the corresponding factors. The product of these operators has to take into account the gradings. Indeed to treat the even and odd case at the same footing, graded tensor products and multigradings (see [26] and also [42, 43]) are used. For the odd × odd case the identification of the product triple defined in terms of graded tensor products with the triple $(A_1 \otimes_{alg} A_2, (H_1 \otimes H_2) \oplus (H_1 \otimes H_2), D_1 \times D_2)$ described above is performed as follows: a regular odd spectral triple corresponds canonically to a regular 1-multigraded triple. The product of two of them is a regular 2-multigraded spectral triple which, by 2-periodicity of multigraded triples exactly corresponds to $(A_1 \otimes_{alg} A_2, (H_1 \otimes H_2) \oplus (H_1 \otimes H_2), D_1 \times D_2)$ (this involves a change of orientation in the Hilbert space $C \oplus C$). □
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