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Abstract. Computing semantic similarity between sentences or texts is vital in many natural language processing (NLP) tasks such as search, query suggestion, and question answering (QA). Many methods have been developed, based on lexical matching, distributional semantics, etc. However, lexical features, like string matching, fail to capture semantic similarity. In this research, our focus lies on the implementation of distributional representations and how to tune parameters when obtaining representations of words with commonly used word embedding techniques, e.g., Word2Vec and GloVe. We conduct experiments in the setting of Chinese semantic sentence matching tasks on the finance-domain. We examine the goodness of word embedding by both the cosine similarity of semantically similar sentence pairs and semantically dissimilar pairs. Based on our experiments, Word2Vec performs better than GloVe in the sense that Chinese character embedding from Word2Vec yield larger disparity of cosine distances between similar sentence pairs and dissimilar pairs. Also we report the optimal parameters for Word2Vec continuous bag-of-word (CBOW) through our trials, with window size being 6 and embedding dimension being 400, which can be good initial values for other projects.

1. Introduction
Computing semantic similarity between two sentences or texts is to check if two pieces of text mean the same thing or how semantically similar they are [1]. Being able to do so greatly is helpful in many settings like intelligent search [2], query suggestion [3], text summarization [4] and QA [5].

Many approaches have been proposed for semantic matching by the employment of lexical matching, linguistic analysis and semantic features. Methods for lexical matching focus on whether the words in two short texts have similar spellings, e.g., by means of edit distance [6], lexical overlapping [7] or largest common substring [8]. Although they work well for trivial cases, they are not robust as they may cause simple mistakes. For example, by the edit distance, the US would be closer to the UK, than it would be to the States. Features based on linguistic analysis, like dependency parsers or syntactic trees, are often helpful for measuring text similarity [9, 10]. Most languages generally have linguistic tools such as parsers, though their quality varies significantly across languages. However, a significant number of texts are not parsable (e.g., some weibo bloggers) and high-quality parsers might be expensive to compute at run time.

For semantic features, many approaches utilize external sources of structured semantic knowledge such as Wikipedia [11] or WordNet [11,12]. These resources are treated as knowledge bases or
semantic networks. Wikipedia is constructed around entities, so it is primarily useful in settings where we focus on rather well-known persons, organizations and technical terminologies. One disadvantage of using dictionaries or WordNet is that high-quality resources like these are only available to a few languages, and proper names, domain-specific technical terms and slang tend to be underrepresented [13].

Section 2 introduces semantic representations of tokens and the two most commonly used tools to build word embedding: Word2Vec and GloVe; in this section, a simple description of each tool/method is explained and a comparison between the two is made in order to understand their main differences. In Section 3, we explain the setup of our experiment and the report our findings. Also, in Section 3, we compare the results obtained. Finally, in Section 4, we conclude the paper making some final conclusions and establishing some possibilities of future work.

2. Word embedding

A text consists of sentences and words that are plainly strings by themselves. How to mathematically represent tokens (words or characters) and semantics they conveyed has been a longstanding topic [14]. Here we review a few remarkable word representations or distributional semantic techniques.

Distributional semantic approaches rely on the assumption that words appearing in similar contexts tend to have similar meanings. The Latent Semantic Analysis algorithm (LSA) [15] incorporates this intuition by building a word-document co-occurrence matrix from large corpora and performing singular value decomposition (SVD) on it to get a lower-dimensional representation. Words are represented as vectors in this lower dimensional space. The distance between these word vectors (measured with the cosine function) can be used as a proxy for semantic similarity. The full co-occurrence matrix, however, can become quite substantial for a large corpus, in which case the SVD becomes memory-intensive and computationally expensive.

Word embedding has recently seen an increasing interest as new ways of computing them efficiently have become available. In [16, 17] an algorithm called word2vec is proposed. It has two architectures: continuous bag-of-words (CBOW) and Skip-gram. Both are variations of the neural network language model (NNLM) [18]. Rather than predict a word conditioned on its predecessors, as in traditional language models, CBOW predicts a word from its surrounding words or context and Skip-gram predicts multiple surrounding words from one input word. To avoid computing a full softmax over the entire vocabulary, hierarchical softmax is applied on a Huffman tree representation of the vocabulary, which saves calculations, at the cost of some accuracy. An additional strategy to facilitate the computation is negative sampling, where, instead of only using the words observed next to one another in the training data as positive examples, random words are sampled from the corpus and presented to the network as negative examples.

Another ready-to-use way of getting word embedding, called GloVe, is proposed in [19]. Rather than being based on language models it is based on global matrix factorization. As such, it is closer to LSA, only a word-word co-occurrence matrix is used. GloVe avoids the large computational cost of, e.g., LSA by not building the full co-occurrence matrix, but training directly on the non-zero elements in it. As a cost function, the model uses a weighted least squares variant. The weighting function has two parameters, an exponent and a maximum cut-off value that influence the performance.

The recent trend of word representations lies on contextualized embedding, which is prompted by the fact that one word has multiple meanings in different circumstances. Perhaps the most notable ones are ELMo [20] and bi-directional encoder representation from transformers (BERT) [14].

In this paper, we focus on how to obtain the best possible word embedding from Word2Vec and GloVe models for the sentence matching task. Due to the lack of powerful computational resources like TPUs, we exclude dynamic embedding like ELMo and BERT. As both algorithms produce high-quality word embedding and their implementations are publicly available, we use them in our experiments. In Section 3 we report on the results and analyse the effect of different parameter settings for both methods.
3. Experiments

In this section, we conduct experiments to show the performances of Word2Vec and GloVe models, and examine their performances in the setting of sentence matching. The criteria of a good word embedding are: 1.) similar sentence pairs have large cosine similarity, close to 1; and 2.) dissimilar sentence pairs have small cosine similarity, close to 0.

The corpus we employed for word embedding is Chinese finance-domain knowledge and concepts from Baidu Baike, and it consists of approximately 13 million Chinese characters. To avoid the uncertainty caused by tokenization, we train character vectors with both the Word2Vec and GloVe models on the finance corpus, so we use the terms word embedding and character embedding interchangeably in this section.

When training the Chinese character vectors, we take multiple sets of hyper-parameters like the window size and embedding dimension. Specifically speaking, we set six choices for the embedding dimension, i.e., 50, 100, 200, 400, 500, 1000 and five values for window size, i.e., 3, 6, 9, 12, 15. Subsequently, we train character vectors on 6*5=30 combinations of hyper-parameters with two methods—Word2Vec and GloVe -- and we examine the character vectors with our test data. Our test data have two parts: the first part consisting of 1000 pairs of sentences that have similar meanings, i.e., the similar-sentence pairs, and the second part having 1000 dissimilar sentence pairs, i.e., the dissimilar-sentence pairs.

We evaluate word embeddings from the Word2Vec and GloVe models as follows. Firstly, we compute a sentence vector by taking the sum of all character embeddings in that sentence. Secondly, we use cosine similarity to represent the closeness between a pair of sentences. Thirdly, we take the average of cosine similarity of the set of similar sentence pairs, and that of the dissimilar sentence pairs. Also, we compute the difference by subtracting the average cosine similarity of the dissimilar pairs from that of the similar pairs. Lastly, we compare two indices – the average cosine similarity of similar pairs and difference of cosine similarity between two parts of test data -- under different combinations of hyper-parameters and different training methods. The good word embeddings should have a large average cosine similarity on the similar sentence pairs, and a small average cosine similarity on the dissimilar sentence pairs. Therefore the good one should also have a large difference between the average similarities of two parts of test data.

Fig.1 and Tab.1 present the performance of character embeddings from Word2Vec CBOW model. Similarly, Fig. 2 and Tab. 2 show that of GloVe model. Plots in Fig.1 correspond to tables in Tab.1 according to their positions. For instance, numbers in the top-left table in Tab.1 is presented in the top-left plot in Fig.1. The top-left plot shows the line graph of the average cosine similarities of similar-sentence pairs as a function of the hyper-parameter window size. Lines of different colors represent character embeddings of different dimensions. As the increase of window size from 3 to 15, character embeddings of different dimensions show different trends, some (dimension <=200) getting higher cosine similarities on the similar-sentence pairs, others with dimension >= 400 showing worse results – decreasing cosine similarity on the similar-sentence pairs. Another striking feature is that low-dimensional (dimension <= 200) embeddings yield significantly higher cosine similarities on the similar-sentence pairs than high-dimensional ones (below 0.86), regardless of the varying window size.
Fig. 1 Results from Word2Vec CBOW model.

The top-left plot shows the line graph of the average cosine similarities of similar-sentence pairs. Lines of different colors represent embeddings of different dimensions. The x-axis is the window size during the training period, and y-axis is the average cosine similarity on the similar-sentence pairs. The rest three plots have the same structure as the top-left one, but showing other indices. The top-right plot shows the average cosine similarity computed on the dissimilar-sentence pairs, the bottom-left for differences of averages computed from the two parts of the test data and the bottom-right for the training time under different combinations of hyper-parameters.

On the top-right plot of Fig.1, we discover that low-dimensional embeddings also generate higher cosine similarities on the dissimilar-sentence pairs than their high-dimensional counterparts, with the red line well above 0.36, blue line above 0.32. By contrast, the high-dimensional embeddings produce cosine similarities below 0.30 on the dissimilar-sentence pairs as the window size increases to 6. Combining the findings from the top-left and top-right plots, we conclude that low dimensions like 50 and 100 only capture less of the semantics than high-dimensional ones. That is why the 50 dimensional embeddings (red lines) yield highest cosine similarities on both the similar-sentence pairs...
and the dissimilar-sentence pairs. The bottom-left plot presents the difference of average cosine similarities between the semantically similar-sentence pairs and the dissimilar-sentence pairs, which measures the discrimination power of character embeddings. The large difference means that the character embeddings can easily discriminate whether two sentences are semantically similar or not. This discrimination power varies over the embedding dimension and window size and the largest value is 0.564 (from the bottom-left table in Tab. 1), with optimal dimension and window size being 400 and 6, respectively. In other words, on average, the difference of cosine similarity between a semantically similar pair and a dissimilar one is 0.564 by using the best embedding. The bottom-right plot illustrates the training time cost to produce character embeddings with CBOW over different combinations of hyper-parameters. In general, the training time increases with the increment of window size or dimension.

Tab. 1 Four tables of results from word embeddings produced by Word2Vec model. These four tables corresponds to four plots in Fig. 1 by position. The top-left table presents the average cosine similarity computed on the similar-sentence pairs over different combinations of dimension and window size. Each row shows the average similarities on the similar-sentence pairs with embeddings of the same dimension and each column represents results from the same window size. The rest three tables share the same structure as the top-left one. The top-right illustrates the average similarity computed on the dissimilar-sentence pairs, the bottom-left for difference between average cosine similarities from two parts of the test data, and the bottom-right for the required training time.
Fig. 2 Results from GloVe model. This figure is the same to Fig. 1 except the word embedding model. Please refer to Fig. 1 for description. Similar to Fig. 1 and Tab. 1, Fig. 2 and Tab. 2 present the results of character embeddings trained with the GloVe model. Plots in Fig. 2 correspond to tables in Tab. 2 by position. From the top-left and right plots, we observe that character embeddings of the same dimension produce increasing cosine similarities on both the similar-sentence and dissimilar-sentence pairs as the rise of window size. However, the bottom-left plot shows that the difference between the average cosine similarities on the similar-sentence and dissimilar-sentence pairs. The largest value of the difference is just over 0.20, which means that, on average, the cosine similarity between a semantically similar pair and a dissimilar one is 0.20. The optimal hyper-parameters to produce this embedding is 1000 and 3 for dimension and window size, respectively. By comparing the training models: Word2Vec CBOW and GloVe, we observe that embeddings from CBOW tends to produce larger differences (>= 0.5) between similar-sentence pairs and dissimilar sentence pairs than GloVe (mostly <= 0.2). This means that word embeddings from CBOW have better discrimination ability than the ones from GloVe and they can distinguish whether a pair of sentences are semantically similar or not.
Tab. 2 Four tables of results for word embeddings from GloVe model. This table is the same to Tab. 1 except the word embedding model. Please refer to Tab. 1 for detailed description.

4. Conclusion and Future Work
Here are some conclusions from our experiments, which trains Chinese character embeddings with Word2Vec CBOW and GloVe models on a medium size (ten of millions tokens) corpus. Character embeddings from CBOW perform better than those from GloVe in the sense that it has stronger discrimination ability, i.e., the word embeddings produced by CBOW are better at distinguishing whether a pair of sentences are semantically similar or not.

In the future, we will take contextualized word embeddings into account and check how much they can improve the sentence matching task. But for now, we have not enough computing resources, so we can only investigate Word2Vec and GloVe models. Also, we will work on scientific and comprehensive approaches to evaluate the quality of word embeddings.
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