NEW PINCHING ESTIMATES FOR INVERSE CURVATURE FLOWS IN SPACE FORMS
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Abstract. We consider the inverse curvature flow of strictly convex hypersurfaces in the space form $N$ of constant sectional curvature $K_N$ with speed given by $F^{-\alpha}$, where $\alpha \in (0, 1]$ for $K_N = 0$, $-1$ and $\alpha = 1$ for $K_N = 1$, $F$ is a smooth, symmetric homogeneous of degree one function which is inverse concave and has dual $F^*$ approaching zero on the boundary of the positive cone $\Gamma^+$. We show that the ratio of the largest principal curvature to the smallest principal curvature of the flow hypersurface is controlled by its initial value. This can be used to prove the smooth convergence of the flows.

1. Introduction

Let $N$ be a real simply connected space form of dimension $n + 1$ with constant sectional curvature $K_N$, i.e., $N$ is the Euclidean space $\mathbb{R}^{n+1}$ if $K_N = 0$, $N$ is the hyperbolic space $\mathbb{H}^{n+1}$ if $K_N = -1$ and $N$ is the sphere $\mathbb{S}^{n+1}$ if $K_N = 1$. Let $M_0$ be a smooth closed and strictly convex hypersurface of dimension $n \geq 2$ in $N$ parameterized by the embedding $X_0: M_n \to X_0(M_n) = M_0 \subset N$. We consider the inverse curvature flow starting from $M_0$, which is a smooth family of embeddings $X: M_n \times [0, T) \to N$ satisfying

$$\left\{ \begin{array}{l}
\frac{\partial}{\partial t} X(x, t) = F(W(x, t))^{-\alpha} \nu(x, t), \\
X(\cdot, 0) = X_0(\cdot),
\end{array} \right. \quad (1.1)$$

where $\alpha > 0$, $W(x, t)$ is the matrix of the Weingarten map of $M_t = X(M_n, t)$, $F(W) = f(\kappa(W))$ is a smooth symmetric function of the principal curvatures $\kappa = (\kappa_1, \cdots, \kappa_n)$ of $M_t$, and $\nu$ is the outer unit normal of $M_t$.

We will use the following assumptions on the curvature function $F$.

Assumption 1.1. Let $\Gamma_+ = \{(\kappa_1, \cdots, \kappa_n) \in \mathbb{R}^n : \kappa_i > 0, i = 1, \cdots, n\}$ be the positive quadrant in $\mathbb{R}^n$. Assume that

(i) $F(W) = f(\kappa(W))$, where $\kappa(W)$ gives the eigenvalues of $W$ and $f$ is a smooth symmetric function on $\Gamma_+$.

(ii) $f$ is strictly increasing in each argument, i.e., $\partial f/\partial \kappa_i > 0$ on $\Gamma_+$, $\forall i = 1, \cdots, n$.

(iii) $f$ is homogeneous of degree 1, i.e., $f(k\kappa) = kf(\kappa)$ for any $k > 0$.

(iv) $f$ is strictly positive on $\Gamma_+$ and is normalized such that $f(1, \cdots, 1) = n$.

(v) Either:

(a) $f$ is concave and $f$ approaches zero on the boundary of $\Gamma_+$.

2010 Mathematics Subject Classification. 53C44; 53C21.
Key words and phrases. Pinching estimate, Inverse curvature flow, Space form, Inverse concave.
(b) $f$ is concave and inverse concave, i.e., the dual function

$$f_*(x_1, \ldots, x_n) = f(x_1^{-1}, \ldots, x_n^{-1})^{-1} \quad (1.2)$$

is also concave.

(c) $f$ is inverse concave and $f_*$ approaches zero on the boundary of $\Gamma_+$. 

Before we state our main result, let’s review the known results on the behavior of the inverse curvature flow (1.1) in Euclidean space with curvature function $f$ satisfying (i)-(iv) and different items in (v) of Assumption 1.1. If the initial hypersurface $M_0$ is strictly convex, then for $\alpha \in (0, 1]$ and $f$ satisfies either (b) or (c), Urbas [29] proved that the flow (1.1) has a smooth strictly convex solution $M_t$ for all $t \in [0, \infty)$, $M_t$ expands to the infinity and properly rescaled flow hypersurfaces converge smoothly to a round sphere. For $\alpha \in (0, 1]$ and the dimension $n = 2$, the same result was proved by the author with Li and Wang in [19] without any second derivative assumption on $f$. Note that the case $n = 2$ was also considered by Urbas in [29] provided that $f$ is inverse concave. The key ingredients in [19] are the pinching estimate on the principal curvatures of evolving hypersurfaces $M_t$ and Andrews’ [4] regularity estimate for parabolic equations in two variables without any concavity assumption. For $\alpha > 1$, the case (a) was considered by Gerhardt [14] and the case that $f$ is concave and the initial hypersurface $M_0$ is sufficiently pinched was considered by Kröner-Scheuer [18].

For star-shaped (not necessarily convex) hypersurface $M_0$, Gerhardt [11, 14] ($\alpha \in (0, 1]$) and Urbas [28] ($\alpha = 1$) studied the flow (1.1) with concave curvature function $f$ which satisfies $f|_\Gamma > 0$ and $f|_{\partial \Gamma} = 0$ for an open convex symmetric cone $\Gamma$ containing the positive cone $\Gamma^*$ and proved a similar convergence result. Scheuer [26] improved the asymptotical behavior of the flow (1.1) considered in [14] by showing that the flow becomes close to a flow of a sphere.

The inverse curvature flow has also been studied in other ambient spaces, in particular in the hyperbolic space and in sphere, with curvature function $f$ satisfying (i)-(iv) and item (a) or (b) in (v) of Assumption 1.1. See [10, 13, 15, 19, 23, 24, 25].

The main purpose of this paper is to show the following pinching estimate along the flow (1.1) with $F$ satisfying (i)-(iv) and (v)(c) in Assumption 1.1.

**Theorem 1.2.** Let $M_0$ be a smooth, closed and strictly convex hypersurface of dimension $n \geq 2$ in the simply connected space form $N$ of constant sectional curvature $K_N$. Assume that $F$ satisfies (i)-(iv) and (v)(c) in Assumption 1.1. Then along the flow (1.1) with $\alpha \in (0, 1]$ for $K_N = 0, -1$ and $\alpha = 1$ for $K_N = 1$, the principal curvatures $\kappa = (\kappa_1, \ldots, \kappa_n)$ of $M_t$ satisfies

$$\kappa_n \leq C\kappa_1 \quad (1.3)$$

for all $t \in [0, T)$, where $\kappa_i$ are labelled such that $\kappa_1 \leq \kappa_2 \leq \cdots \leq \kappa_n$ and $C > 0$ is a constant depending only on the initial data $M_0$.

The proof of Theorem 1.2 will be given in section 3. By applying Andrews’ tensor maximum principle [5, §3], we firstly prove that if $F$ is inverse concave, then the minimum of the smallest eigenvalue of $F^{-1}h^i_j$ over $M_t$ is non-decreasing in time $t$ along the flow (1.1) with $\alpha \in (0, 1]$ for $K_N = 0, -1$ and $\alpha = 1$ for $K_N = 1$. Combining this with the assumption that $f_*$ approaches zero on the boundary of the positive cone $\Gamma_+$ yields
the pinching estimate (1.3). We remark that Kröner-Scheuer [18] recently constructed an example to show that the strictly convexity (in particular the pinching estimate) may be lost along the flow (1.1) in Euclidean space with \( \alpha > 1 \) and \( F = H \). Thus the range \( \alpha \in (0, 1] \) is the best to hope for when it comes to the pinching estimates.

The pinching estimate (1.3) can be used to prove the convergence result of the flow (1.1). As we mentioned above, Urbas [29] has proved the smooth convergence of the flow (1.1) for strictly convex initial hypersurface with curvature function \( F \) satisfying (i)–(iv) and (v)(c) in Assumption 1.1. In the following, we state the convergence results for the flow in the hyperbolic space and in sphere.

**Corollary 1.3.** Let \( M_0 \) be a smooth closed and strictly convex hypersurface in \( N^{n+1}(n \geq 2) \), where \( N \) is either the hyperbolic space \( \mathbb{H}^{n+1} \) or the sphere \( \mathbb{S}^{n+1} \). Assume that \( F \) satisfies (i)–(iv) and (v)(c) in Assumption 1.1. Then,

(i) along the flow (1.1) in \( \mathbb{H}^{n+1} \) with \( \alpha \in (0, 1] \), the solution \( M_t \) exists for all time \( t \in [0, \infty) \), \( M_t \) expands to infinity as \( t \to \infty \) and properly rescaled hypersurfaces converge smoothly to a geodesic sphere.

(ii) along the flow (1.1) in \( \mathbb{S}^{n+1} \) with \( \alpha = 1 \), the solution \( M_t \) exists for \( t \in [0, T) \) with \( T < \infty \), \( M_t \) expands to the equator of the sphere \( \mathbb{S}^{n+1} \) smoothly as \( t \to T \). Moreover, if \( F_\ast \) is strictly concave or \( F_\ast \) equals to the mean curvature \( H \), a properly rescaled hypersurfaces converge smoothly to a geodesic sphere.

The key step to prove Corollary 1.3 is to derive the \( C^{2, \alpha} \) estimate of the evolving hypersurfaces. Most of the previous papers (see [11, 13, 14, 15, 18, 25]) required the concavity of the speed function so that the \( C^{2, \alpha} \) estimate by Krylov and Evans can be applied. In our case, we can replace the concavity \( F \) by the inverse concavity of \( F \). The idea can be described easily in the Euclidean case (as was used by Urbas [29]): Since the evolving hypersurfaces \( M_t \) are strictly convex, we can reparametrise them using the Gauss map and write the flow (1.1) as a scalar parabolic PDE for the support function \( s(z, t) \) of \( M_t \)

\[
\frac{\partial}{\partial t} s(z, t) = F_\ast^\alpha (\bar{g}_{ij} \bar{\nabla}_i \bar{\nabla}_j s(z, t) + s(z, t) \bar{g}_{ij}), \quad (z, t) \in \mathbb{S}^n \times [0, T),
\]

where \( \bar{g}_{ij} \) and \( \bar{\nabla} \) are round metric and its Levi-Civita connection on \( \mathbb{S}^n \). Using the inverse concavity of \( F \), the right hand side of (1.5) is now concave with respect to the second spatial derivatives of \( s \) provided that \( \alpha \leq 1 \). The theorem of Krylov and Evans can now be applied to derive the \( C^{2, \alpha} \) regularity. This idea was also used in [3, 7] to study the contracting curvature flow of convex hypersurfaces in the Euclidean space. In the hyperbolic space and in sphere, we can also develop the similar idea. In [8], the author with Andrews derived the \( C^{2, \alpha} \) regularity of the volume preserving flow in the hyperbolic space by writing the flow as a scalar parabolic PDE of the support function of the corresponding evolution in the unit Euclidean ball, which is concave with respect to the second spatial derivatives. To prove Corollary 1.3, we will employ the same formulation to derive the \( C^{2, \alpha} \) regularity estimate. The flow in the sphere can also be treated in a similar way.

**Remark 1.4.** Though the convergence result of the flow (1.1) in the Euclidean space for curvature functions satisfying (i)–(iv) and (v)(c) in Assumption 1.1 has been proved by Urbas in [29], the pinching estimate (1.3) given in Theorem 1.2 is still interesting.
The convergence result in \cite{29} was proved by considering the evolution of the normalized support function $\tilde{s} = e^{-t} s$ of the evolving hypersurfaces
\[
\frac{\partial \tilde{s}}{\partial t} = F_*^o (\nabla_i \nabla_j \tilde{s} + \tilde{s} \tilde{g}_{ij}) - \tilde{s}
\] (1.5)
on $\mathbb{S}^n \times [0, \infty)$ and derived the $C^2$ estimate of $\tilde{s}$ using the maximum principle directly. The pinching estimate (1.3) together with the bounds on the speed function $F_*$ (which are immediate consequences of the maximum principle) provides an alternative way to derive the $C^2$ estimate of the flow.
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2. Preliminaries

For a smooth symmetric function $F(A) = f(\kappa(A))$, where $A = (A_{ij}) \in \text{Sym}(n)$ is a symmetric matrix and $\kappa(A) = (\kappa_1, \cdots, \kappa_n)$ give the eigenvalues of $A$, we denote by $\tilde{F}^{ij}$ and $\tilde{F}^{ij,kl}$ the first and second derivatives of $F$ with respect to the components of its argument, so that
\[
\frac{\partial}{\partial s} F(A + sB) \bigg|_{s=0} = \tilde{F}^{ij}(A) B_{ij}
\]
and
\[
\frac{\partial^2}{\partial s^2} F(A + sB) \bigg|_{s=0} = \tilde{F}^{ij,kl}(A) B_{ij} B_{kl}
\]
for any two symmetric matrices $A, B$. We also use the notation
\[
\dot{f}^i(\kappa) = \frac{\partial f}{\partial \kappa_i}(\kappa), \quad \dot{f}^{ij}(\kappa) = \frac{\partial^2 f}{\partial \kappa_i \partial \kappa_j}(\kappa)
\]
for the derivatives of $f$ with respect to $\kappa$. At any diagonal $A$ with distinct eigenvalues, the second derivative $\tilde{F}$ of $F$ in direction $B \in \text{Sym}(n)$ is given in terms of $\dot{f}$ and $\ddot{f}$ by (see \cite{1, 5}):
\[
\tilde{F}^{ij,kl} B_{ij} B_{kl} = \sum_{i,k} \dot{f}^{ik} B_{ii} B_{kk} + 2 \sum_{i>k} \frac{\dot{f}^i - \dot{f}^k}{\kappa_i - \kappa_k} B_{ik} B_{ik}.
\] (2.1)
This formula makes sense as a limit in the case of any repeated values of $\kappa_i$.

2.1. Inverse concave function. For any positive definite symmetric matrix $A \in \text{Sym}(n)$, define $F_*(A) = F(A^{-1})$. Then $F_*(A) = f_*(\kappa(A))$, where $f_*$ is defined in (1.2). Since $f$ is defined on the positive definite cone $\Gamma_+$, the following lemma characterizes the inverse concavity of $f$ and $F$.

Lemma 2.1 (\cite{5, 8}).
(i) $f$ is inverse concave if and only if the following matrix
\[
\left( \ddot{f}^{ij} + \frac{2}{x_i} \dot{f}^i \delta_{ij} \right) \geq 0.
\] (2.2)
(ii) $F_*$ is concave if and only if $f_*$ is concave.
(iii) If \( f \) is inverse concave, then
\[
\sum_{k,l=1}^{n} j^{kl} y_k y_l + 2 \sum_{k=1}^{n} \frac{j^k}{\kappa_k} y_k^2 \geq 2 f^{-1} \left( \sum_{k=1}^{n} j^k y_k \right)^2
\]
for any \( y = (y_1, \cdots, y_n) \in \mathbb{R}^n \), and
\[
\frac{j^k - j^l}{\kappa_k - \kappa_l} + \frac{j^k}{\kappa_k} + \frac{j^l}{\kappa_l} \geq 0, \quad \forall \ k \neq l.
\]

(iv) If \( f \) is inverse concave, then
\[
\sum_{k=1}^{n} j^k \kappa_k^2 \geq f^2/n.
\]

We can easily see that a convex function \( f : \Gamma_+ \to \mathbb{R} \) satisfies the case (v)(c) in Assumption 1.1. Firstly, the inequality (2.2) is obviously true since \( f \) is convex and strictly increasing. Secondly, the convexity of \( f \) also implies that
\[
f(x_1, \cdots, x_n) \geq \sum_{i=1}^{n} x_i.
\]

This implies that
\[
f_*(z_1, \cdots, z_n) = f \left( \frac{1}{z_1}, \cdots, \frac{1}{z_n} \right)^{-1} \leq \left( \frac{1}{z_1} + \cdots + \frac{1}{z_n} \right)^{-1} = \frac{E_n(z)}{nE_{n-1}(z)},
\]
where \( E_n(z) \) and \( E_{n-1}(z) \) are the normalized elementary symmetric polynomial of \( z = (z_1, \cdots, z_n) \). Thus \( f_* \) approaches zero on the boundary of \( \Gamma_+ \). Some important examples of function satisfying (i)-(iv) and (v)(c) of Assumption 1.1 are \( f = nE_k^{1/k}, k = 1, \cdots, n \), and the the power means \( H_r = n^{1/r} (\sum_k \kappa_k^r)^{1/r}, r > 0 \). More examples can be constructed as follows: If \( G_1 \) is homogeneous of degree one, increasing in each argument, and inverse-concave, and \( G_2 \) satisfies (i)-(iv) and (v)(c) of Assumption 1.1, then \( F = G_1^\sigma G_2^{1-\sigma} \) satisfies (i)-(iv) and (v)(c) of Assumption 1.1 for any \( 0 < \sigma < 1 \) (see [5, 6] for more examples on inverse concave, or convex functions).

2.2. Evolution equations on the hypersurface. Set \( \Phi(r) = -r^{-\alpha} \) for \( r > 0 \) and denote \( \Phi'= \frac{d}{dr}\Phi(r) \). Then the flow (1.1) is equivalent to
\[
\frac{\partial}{\partial t} X(x, t) = -\Phi(x, t) \nu(x, t),
\]
where \( \Phi = -F^{-\alpha} \). Let \( \nu, g_{ij} \) and \( h_{ij} \) be the unit normal vector field, the induced metric and the second fundamental form of the evolving hypersurface \( M_t \). Throughout this paper we will always evaluate the derivatives of \( F \) at the Weingarten matrix \( W = (h_{ij}^l) \) and the derivatives of \( f \) at the principal curvatures \( \kappa \). We have the following evolution equations for \( g_{ij}, h_{ij} \) and the speed function \( \Phi \) along the flow (2.6) (see [2, 12]):
\[
\frac{\partial}{\partial t} g_{ij} = -2\Phi h_{ij},
\]
\[
\frac{\partial}{\partial t} \Phi = \Phi' \hat{F}^{ij} \nabla_i \nabla_j \Phi + \Phi \Phi' \left( \hat{F}^{ij} h_{ij}^k h_{kj} + K_N \hat{F}^{ij} g_{ij} \right),
\]
and
\[
\frac{\partial}{\partial t} h_{ij} = \Phi' \dot{F}^{kl} \nabla_k \nabla_l h_{ij} + \Phi' \dot{F}^{kl, mn} \nabla_i h_{kl} \nabla_j h_{mn} + \Phi'' \nabla_i \nabla_j F
\]
\[+ \Phi' \left( \dot{F}^{kl} h_{p}^{k} h_{p}^{l} - K_N \dot{F}^{kl} g_{kl} \right) h_{ij}
\]
\[+ (\Phi + \Phi') h_{ij}^k h_{kj} + K_N (\Phi + \Phi') g_{ij},
\]
where \( \nabla \) denotes the Levi-Civita connection on \( \mathcal{M}_t \) with respect to the induced metric, \( \Phi' = \alpha F - \alpha - 1 \), and \( \Phi'' = \alpha (\alpha + 1) F - \alpha - 2 \).

3. Pinching estimate

In this section, we prove that the pinching ratio of the largest principal curvature and the smallest principal curvature is controlled by its initial value along the flow \((1.1)\) with power \( \alpha \in (0, 1] \) for \( K_N = 0, -1 \) and \( \alpha = 1 \) for \( K_N = 1 \) if the function \( f \) is inverse concave and has dual \( f^* \) approaching zero on the boundary of \( \Gamma_+ \). A similar pinching estimate was proved by Andrews-McCoy-Zheng in \([7, \text{Lemma 11}]\) for contracting curvature flow

\[
\frac{\partial}{\partial t} X(x, t) = -F(W(x, t))^\alpha \nu(x, t)
\]
in the Euclidean space \( \mathbb{R}^{n+1} \) with power \( \alpha = 1 \) and inverse concave curvature function \( f \) with dual \( f^* \) approaching zero on the boundary of \( \Gamma_+ \). Their proof relies on the Gauss map parametrization of the flow \((3.1)\). A similar computation also appeared in \([22]\) for the mixed volume preserving flow in Euclidean space. Our proof of the pinching estimate along the inverse curvature flow is inspired by their argument but instead of using the Gauss map parametrization of the flow we will prove this estimate directly using the evolution equations \((2.8)\) and \((2.9)\). This makes it possible to deal with the flow \((1.1)\) in hyperbolic space and in sphere.

The main tool to prove the pinching estimate is the tensor maximum principle. For the convenience of readers, we include here the statement of the tensor maximum principle, which was first proved by Hamilton \([16]\) and was generalized by Andrews \([5]\).

**Theorem 3.1** \([5]\). Let \( S_{ij} \) be a smooth time-varying symmetric tensor field on a compact manifold \( M \), satisfying

\[
\frac{\partial}{\partial t} S_{ij} = a^{kl} \nabla_k \nabla_l S_{ij} + u^k \nabla_k S_{ij} + N_{ij},
\]

where \( a^{kl} \) and \( u \) are smooth, \( \nabla \) is a (possibly time-dependent) smooth symmetric connection, and \( a^{kl} \) is positive definite everywhere. Suppose that

\[
N_{ij} u^i u^j + \sup_{A} 2a^{kl} (2A^p_k \nabla_l S_{ip} v^i - A^p_k A^q_l S_{pq}) \geq 0
\]
whenever \( S_{ij} \geq 0 \) and \( S_{ij} v^j = 0 \). If \( S_{ij} \) is positive definite everywhere on \( M \) at \( t = 0 \) and on \( \partial M \) for \( 0 \leq t \leq T \), then it is positive on \( M \times [0, T] \).

**Lemma 3.2.** Assume that \( f \) is inverse concave, \( \alpha \in (0, 1] \) for \( K_N = 0, -1 \) and \( \alpha = 1 \) and \( K_N = 1 \). Then the minimum of the smallest eigenvalue of \( F^{-1} h_{ij}^2 \) over \( M_t \) is strictly increasing in time \( t \) along the flow \((1.1)\) unless \( M_t \) is a totally geodesic sphere.
Proof. Define the tensor $G_{ij} = F^{-1}h_{ij} - Cg_{ij}$, where $C$ is chosen to make $G_{ij}$ is positive definite initially. Since $\Phi(F) = -F^{-\alpha}$, equation (2.8) implies that

$$
\frac{\partial}{\partial t} F = \Phi' \hat{F}^{kl} \nabla_k \nabla_l F + \Phi'' \hat{F}^{kl} \nabla_k F \nabla_l F + \Phi \left( \hat{F}^{ij} h^k_{ij} + K_N \hat{F}^{ij} g_{ij} \right). \tag{3.4}
$$

Combining (3.4) with (2.7) and (2.9), we have the evolution equation for $G_{ij}$ as follows:

$$
\frac{\partial}{\partial t} G_{ij} = \alpha F^{-\alpha-1} \hat{F}^{kl} \nabla_k \nabla_l G_{ij} + 2\alpha F^{-\alpha-2} \hat{F}^{kl} \nabla_k F \nabla_l G_{ij}
$$

$$
+ \alpha F^{-\alpha-2} \hat{F}^{kl,mn} \nabla_k h^{mn} \nabla_l h_{mn} - \alpha(\alpha + 1) F^{-\alpha-3} \nabla_i F \nabla_j F
$$

$$
+ \alpha(\alpha + 1) F^{-\alpha-4} \hat{F}^{kl} \nabla_k F \nabla_l F h_{ij}
$$

$$
+ (\alpha + 1) F^{-\alpha-2} \hat{F}^{kl} h^p_k h^q_l h_{ij} - (\alpha - 1) F^{-\alpha-1} h^k_i h^k_j
$$

$$
- 2CF^{-\alpha} h_{ij} + K_N (1 - \alpha) F^{-\alpha-1} \left( \hat{F}^{kl} g_{kl} F^{-1} h_{ij} - g_{ij} \right). \tag{3.5}
$$

We will apply the tensor maximum principle to show that if $G_{ij} \geq 0$ initially then it remains true for later time. Let $(x_0, t_0)$ be the point where $G_{ij}$ has a null vector field $v$, i.e., $G_{ij} v^j = 0$ at $(x_0, t_0)$. If we choose normal coordinates at $(x_0, t_0)$ such that the Weingarten matrix is diagonalised with eigenvalues $\kappa = (\kappa_1, \ldots, \kappa_n)$ in increasing order, then the null vector $v$ is the eigenvector $e_1$ corresponding to the eigenvalue $\kappa_1$. Let’s first look at the zero order terms of (3.5), i.e., the terms in the last two lines of (3.5) which we denote by $Q_0$.

$$
Q_0 v^i v^j = (\alpha + 1) F^{-\alpha-2} \hat{F}^{kl} h^p_k h^q_l h_{ij} v^i v^j - (\alpha - 1) F^{-\alpha-1} h^k_i h^k_j v^i v^j
$$

$$
- 2CF^{-\alpha} h_{ij} v^i v^j + K_N (1 - \alpha) F^{-\alpha-1} \left( \hat{F}^{kl} g_{kl} F^{-1} h_{ij} - g_{ij} \right) v^i v^j
$$

$$
= (\alpha + 1) F^{-\alpha-2} \hat{F}^{kl} h^p_k h^q_l \kappa_1 - (\alpha - 1) F^{-\alpha-1} \kappa_1^2
$$

$$
- 2CF^{-\alpha} \kappa_1 + K_N (1 - \alpha) F^{-\alpha-1} \left( \hat{F}^{kl} g_{kl} F^{-1} \kappa_1 - 1 \right). \tag{3.6}
$$

Since

$$
\hat{F}^{kl} g_{kl} F^{-1} \kappa_1 - 1 = \frac{\sum_k \hat{f}^k (\kappa_1 - \kappa_k)}{\sum_k \hat{f}^k \kappa_k} \leq 0,
$$

the last term of (3.6) is nonnegative provided that $K_N (1 - \alpha) \leq 0$. Note that $G_{ij} v^i v^j = 0$ implies that $F^{-1} \kappa_1 = C$ at $(x_0, t_0)$. Then if $K_N (1 - \alpha) \leq 0$, we have

$$
Q_0 v^i v^j \geq (\alpha + 1) CF^{-\alpha-1} \left( \sum_k \hat{f}^k \kappa_k^2 - F \kappa_1 \right)
$$

$$
= (\alpha + 1) CF^{-\alpha-1} \sum_k \hat{f}^k \kappa_k (\kappa_k - \kappa_1) \geq 0
$$

at $(x_0, t_0)$. Therefore $Q_0 v^i v^j \geq 0$ at $(x_0, t_0)$ if $K_N (1 - \alpha) \leq 0$.

By continuity we can assume that $h^k_i$ has all eigenvalues distinct at $(x_0, t_0)$ and satisfies $\kappa_1 < \kappa_2 < \cdots < \kappa_n$. This is possible since for any positive definite symmetric matrix $A$ with $A_{ij} \geq CF(A) \delta_{ij}$ and $A_{ij} v^i v^j = CF(A) |v|^2$ for some $v \neq 0$, there is a sequence of
symmetric matrixes \( \{A^{(k)}\} \) approaching \( A \), satisfying \( A^{(k)}_{ij} \geq CF(A^{(k)})\delta_{ij} \) and \( A^{(k)}_{ij}v^iv^j = CF(A^{(k)})|v|^2 \) and with each \( A^{(k)} \) having distinct eigenvalues. Hence it suffice to prove the result in the case where all of \( \kappa_i \) are distinct. Since the null vector \( v = e_1 \) and \( C = F^{-1}\kappa_1 \) at \((x_0, t_0)\), to apply the tensor maximum principle in Theorem 3.1, we need to prove the following inequality

\[
Q_1 := \alpha F^{-\alpha - 2} \bar{\theta}^{kl, mn} \nabla_1 h_{kl} \nabla_1 h_{mn} - \alpha (\alpha + 1) F^{-\alpha - 3}(\nabla_1 F)^2 + \alpha (\alpha + 1) F^{-\alpha - 4} \bar{\theta}^{kl} \nabla_k F \nabla_1 F \kappa_1 + 2\alpha F^{-\alpha - 1} \sup_\Lambda \bar{\theta}^{kl} (2\Lambda^p_k \nabla_l G_{1p} - \Lambda^p_k \Lambda^q_l G_{pq}) \geq 0
\]

at \((x_0, t_0)\). Note that \( G_{11} = 0, \nabla_k G_{11} = 0 \) at \((x_0, t_0)\), the supremum over \( \Lambda \) can be computed exactly as follows:

\[
2\bar{\theta}^{kl} \left( 2\Lambda^p_k \nabla_l G_{1p} - \Lambda^p_k \Lambda^q_l G_{pq} \right)
= 2\sum_{k=1}^n \sum_{p=2}^n j^k (2\Lambda^p_k \nabla_k G_{1p} - (\Lambda^p_k)^2 G_{pp})
= 2\sum_{k=1}^n \sum_{p=2}^n j^k \left( \frac{(\nabla_k G_{1p})^2}{G_{pp}} - \left( \frac{\Lambda^p_k}{G_{pp}} \right)^2 G_{pp} \right).
\]

It follows that the supremum is obtained by choosing \( \Lambda^p_k = \frac{\nabla_k G_{1p}}{G_{pp}} \). Since \( \nabla_k G_{1l} = F^{-1}\nabla_k h_{1l} \) for \( 1 \neq l \) at \((x_0, t_0)\), the required inequality for \( Q_1 \) now becomes:

\[
\frac{Q_1}{\alpha F^{-\alpha - 2}} = \bar{\theta}^{kl, mn} \nabla_1 h_{kl} \nabla_1 h_{mn} - (\alpha + 1) F^{-1}(\nabla_1 F)^2 + (\alpha + 1) F^{-2} j^k (\nabla_k F)^2 \kappa_1 + 2\sum_{k=1}^n \sum_{l=2}^n \frac{j^k}{\kappa_l - \kappa_1} (\nabla_k h_{1l})^2 \geq 0. \tag{3.7}
\]

Using (2.1) to express the second derivatives of \( F \), the concavity of \( f_\ast \) and (2.3), the first term of (3.7) can be estimates as follows:

\[
\bar{\theta}^{kl, pq} \nabla_1 h_{kl} \nabla_1 h_{pq} = j^{kl} \nabla_1 h_{kk} \nabla_1 h_{ll} + 2\sum_{k>l} \frac{j^k - j^l}{\kappa_k - \kappa_l} (\nabla_1 h_{kl})^2
\geq 2F^{-1} j^k j^l \nabla_1 h_{kk} \nabla_1 h_{ll} - 2\frac{j^k}{\kappa_k} (\nabla_1 h_{kk})^2 + 2\sum_{k>l} \frac{j^k - j^l}{\kappa_k - \kappa_l} (\nabla_1 h_{kl})^2
= 2F^{-1}(\nabla_1 F)^2 - 2\sum_k \frac{j^k}{\kappa_k} (\nabla_1 h_{kk})^2 + 2\sum_{k>l} \frac{j^k - j^l}{\kappa_k - \kappa_l} (\nabla_1 h_{kl})^2.
\]
The fact that $\nabla_k G_{11} = 0$ at $(x_0,t_0)$ implies that $\nabla_k F = \kappa^{-1}F \nabla_k h_{11}$ at $(x_0,t_0)$. We now have
\[
\frac{Q_1}{\alpha F^{-\alpha-2}} \geq (1-\alpha)F^{-1}(\nabla_1 F)^2 - 2 \sum_{k=1}^{n} \frac{\dot{f}_k}{\kappa_k} (\nabla_1 h_{kk})^2 + 2 \sum_{k>l} \frac{\dot{f}_k - \dot{f}_l}{\kappa_k - \kappa_l} (\nabla_1 h_{kl})^2 \\
+ (\alpha + 1)F^{-2} \dot{f}_k (\nabla_k F)^2 \kappa_1 + 2 \sum_{k=1}^{n} \sum_{l=2}^{n} \frac{\dot{f}_k}{\kappa_k - \kappa_l} (\nabla_1 h_{kl})^2 \\
= (1-\alpha)F \frac{\nabla_1 h_{11}}{\kappa_1^2} - 2 \frac{\dot{f}_1}{\kappa_1} (\nabla_1 h_{11})^2 - 2 \sum_{k>l} \frac{\dot{f}_k}{\kappa_k - \kappa_l} (\nabla_1 h_{kl})^2 \\
+ (\alpha + 1) \left( \frac{\dot{f}_1}{\kappa_1} (\nabla_1 h_{11})^2 + \sum_{k=1}^{n} \frac{\dot{f}_k}{\kappa_1} (\nabla_1 h_{11})^2 \right) \\
+ 2 \left( \sum_{k>l} \frac{\dot{f}_1}{\kappa_k - \kappa_l} (\nabla_1 h_{kl})^2 + \sum_{k>l} \frac{\dot{f}_k}{\kappa_k - \kappa_l} (\nabla_1 h_{kl})^2 \right) \\
= (1-\alpha) \sum_{k>1} \frac{\dot{f}_k \kappa_k}{\kappa_k^2} (\nabla_1 h_{11})^2 + \sum_{k=1}^{n} \left( 2 \frac{\dot{f}_k}{\kappa_k - \kappa_1} + (\alpha + 1) \frac{\dot{f}_k}{\kappa_1} \right) (\nabla_1 h_{11})^2 \\
+ 2 \sum_{k>1,l>1} \frac{\dot{f}_k}{\kappa_l - \kappa_1} (\nabla_1 h_{kl})^2 - 2 \sum_{k>l} \frac{\dot{f}_k}{\kappa_k} (\nabla_1 h_{kk})^2 + 2 \sum_{k>l} \frac{\dot{f}_k - \dot{f}_l}{\kappa_k - \kappa_l} (\nabla_1 h_{kl})^2,
\]
(3.8)
where in the second equality we used $F = \sum_{k=1}^{n} \dot{f}_k \kappa_k$ due to the homogeneity of $F$. Since $f$ is inverse concave, the inequality (2.4) gives that
\[
2 \sum_{k>l>1} \frac{\dot{f}_k - \dot{f}_l}{\kappa_k - \kappa_l} (\nabla_1 h_{kl})^2 \geq -2 \sum_{k \neq l>1} \frac{\dot{f}_k}{\kappa_l} (\nabla_1 h_{kl})^2.
\]
There holds
\[
\text{last line of (3.8)} \geq 2 \sum_{k>1,l>1} \left( \frac{\dot{f}_k}{\kappa_l - \kappa_1} - \frac{\dot{f}_k}{\kappa_l} \right) (\nabla_1 h_{kl})^2 \geq 0.
\]
Therefore $Q_1 \geq 0$ if the power $\alpha \leq 1$.

In summary, if the power $\alpha \in (0,1]$ for $K_N = 0$, $-1$ and $\alpha = 1$ for $K_N = 1$, we can apply the tensor maximum principle to conclude that the minimum of the smallest eigenvalue of $F^{-1} h_{ij}$ over $M_t$ is increasing in time $t$ along the flow (1.1). The strictly increasing is due to the strong maximum principle, since otherwise there exists a unit parallel vector field $v$ on $M_{t_0}$ such that $F^{-1} h_{ij} v^i v^j = C$, i.e., $\kappa = CF$ on $M_{t_0}$. The constant $C$ must be equal to $1/n$ since if not, $Q_0 v^i v^j > 0$ on $M_{t_0}$. Then we conclude that $\kappa_0/\kappa_1 = 1$ everywhere on $M_{t_0}$ and $M_{t_0}$ is a totally geodesic sphere. This completes the proof.
Lemma 3.3 ([7]). If \( f_\ast \) approaches zero on the boundary of \( \Gamma_+ \), then for any \( C > 0 \) there exists \( C' > 0 \) such that if \( \tau \in \Gamma_+ \) and \( \tau_{\text{max}} \leq C f_\ast(\tau) \), then \( \tau_{\text{max}} \leq C' \tau_{\text{min}} \).

By Lemma 3.2, the principal curvature \( \kappa = (\kappa_1, \cdots, \kappa_n) \) of \( M_t \) satisfies \( \kappa_{\text{min}} \geq C f(\kappa) \) along the flow (1.1), where \( \kappa_{\text{min}} = \min\{\kappa_i\} \) and \( C \) is a constant depending only on the initial date \( M_0 \). Let \( \tau_i = 1/\kappa_i \). Then \( \tau = (\tau_1, \cdots, \tau_n) \in \Gamma_+ \) and \( \tau_{\text{max}} \leq C f_\ast(\tau) \). Applying Lemma 3.3, we have

\[
\tau_{\text{max}} \leq C \tau_{\text{min}}
\]

for all \( t \in [0, T) \). Since the principal curvature \( \kappa_i = 1/\tau_i \), we arrive at the following pinching estimate on the principal curvatures \( \kappa = (\kappa_1, \cdots, \kappa_n) \) of \( M_t \):

\[
\kappa_{\text{max}} \leq C \kappa_{\text{min}}
\]

for all \( t \in [0, T) \), where \( C \) is a constant depending only on the initial date \( M_0 \).

4. Proof of Corollary 1.3

Due to the pinching estimate in the previous section, we can now follow the similar procedure in [15, 25] to prove the convergence of the flow (1.1). Since \( f \) is inverse concave but may not be concave with respect to its argument, the key \( C^{2, \alpha} \) estimate of the flow can not be derived from the usual radial graphical representation. Instead we adopt the Gauss map parametrization of convex hypersurface and write the flow (1.1) as a parabolic equation of the support function which is concave with respect to the second spatial derivatives due to the inverse concavity of \( f \). This idea has been used in [3, 7, 29] for curvature flows of convex hypersurfaces in the Euclidean space. In the following, we will describe this procedure in the hyperbolic space and in sphere.

4.1. The flow in hyperbolic space. The convergence of the flow (1.1) in hyperbolic space follows the proof in [25]. The only step that we need to change is to derive the Hölder estimate on the second derivatives of the solution \( M_t \). As the Euclidean case in [3, 7, 29], we need to derive a parabolic equation of the support function via the Gauss map parametrization which is concave with respect to the second spatial derivatives. Such Gauss map parametrization of curvature flows in hyperbolic space has been formulated recently by the author with Andrews [8] to study the quermassintegral preserving curvature flow in hyperbolic space.

Firstly, we briefly review the Gauss map parametrization of curvature flows in hyperbolic space briefly and refer the readers to [8] for details. Denote by \( \mathbb{R}^{1,n+1} \) the Minkowski spacetime, that is the vector space \( \mathbb{R}^{n+2} \) endowed with the Minkowski spacetime metric \( \langle \cdot, \cdot \rangle \) by

\[
\langle X, X \rangle = -X_0^2 + \sum_{i=1}^{n+1} X_i^2
\]

for any vector \( X = (X_0, X_1, \cdots, X_{n+1}) \in \mathbb{R}^{n+2} \). The hyperbolic space \( \mathbb{H}^{n+1} \) is then given by

\[
\mathbb{H}^{n+1} = \{ X \in \mathbb{R}^{1,n+1}, \langle X, X \rangle = -1, \ X_0 > 0 \}.
\]
An embedding $X : M^n \to \mathbb{H}^{n+1}$ of an $n$-dimensional hypersurface induces an embedding $Y : M^n \to B_1(0) \subset \mathbb{R}^{n+1}$ by

$$X = \frac{(1, Y)}{\sqrt{1 - |Y|^2}}$$

(4.1)

Let $g^X_{ij}, h^X_{ij}$ and $g^Y_{ij}, h^Y_{ij}$ be the induced metrics and second fundamental forms of $X(M^n) \subset \mathbb{H}^{n+1}$ and $Y(M^n) \subset \mathbb{R}^{n+1}$ respectively, and $N \in \mathbb{R}^{n+1}$ be the unit normal vector of $Y(M^n)$. We have

$$h^X_{ij} = \frac{h^Y_{ij}}{\sqrt{(1 - |Y|^2)(1 - \langle N, Y \rangle^2)}}$$

(4.2)

However, the corresponding embedding $Y : M^n \to \mathbb{R}^{n+1}$ related by (4.1) satisfies the following evolution equation:

$$\partial_t Y = \frac{1}{1 - |Y|^2} \left( g^Y_{ij} + \frac{\langle Y, \partial_i Y \rangle \langle Y, \partial_j Y \rangle}{1 - |Y|^2} \right) \sqrt{\frac{1 - \langle N, Y \rangle^2}{1 - |Y|^2}}$$

(4.3)

where $W^X$ is the Weingarten matrix of $X(M^n, t) \subset \mathbb{H}^{n+1}$ which has inverse matrix $W^{-1}_X$

$$(W^X)_i^j = (h^{-1})^j_k g^X_{ki}$$

$$= (h^{-1})^{kj}_j \left( g^X_{ki} + \frac{\langle Y, \partial_i Y \rangle \langle Y, \partial_j Y \rangle}{1 - |Y|^2} \right) \sqrt{\frac{1 - \langle N, Y \rangle^2}{1 - |Y|^2}}$$

(4.4)

Suppose $X : M^n \times [0, T) \to \mathbb{H}^{n+1}$ is a solution to the flow (1.1). Up to a tangential diffeomorphism, the corresponding embedding $Y : M^n \times [0, T) \to \mathbb{R}^{n+1}$ related by (4.1) satisfies the following evolution equation:

$$\partial_t s = \sqrt{(1 - s^2 - |\nabla s|^2)(1 - s^2)F^a(X, t)}$$

(4.5)

for the support function $s(z, t)$, where $W^{-1}_X$ is the matrix (4.4) which can be rewritten as

$$(W^X)^{-1})_i^j = \left( g^{ij} + \frac{\langle \nabla \rangle \nabla a s_i, g^{ab} \nabla b s^j \rangle}{1 - s^2 - |\nabla s|^2} \right) \tau_{qi} \sqrt{\frac{1 - s^2}{1 - s^2 - |\nabla s|^2}}$$

where $\nabla$ is the gradient with respect to the round metric $\bar{g}_{ij}$ on $\mathbb{S}^n$. The principal radii of curvature $\tau = (\tau_1, \cdots, \tau_n)$ are the eigenvalues of

$$\tau_{ij} = \nabla_i \nabla_j s + \bar{g}_{ij} s$$

with respect to $\bar{g}_{ij}$. It can be checked that $\tau_i = 1/\kappa_i$ for each $i = 1, \cdots, n$. Therefore the solution of (4.3) is given up to a tangential diffeomorphism by solving the following scalar parabolic equation on $\mathbb{S}^n$

$$\partial_t s = \sqrt{(1 - s^2 - |\nabla s|^2)(1 - s^2)F^a(X, t)}$$

(4.5)
in local coordinates on $\mathbb{S}^n$ in terms of $s$, $\nabla s$ and $\tau_{ij} = \nabla \nabla s + s\bar{g}_{ij}$.

Since we already have the pinching estimate (1.3), the argument in [25, §3] implies that the curvature function $F$ satisfies

$$0 < c^{-1} \leq F(x,t) \leq c, \quad \forall \ x \in M_t, \quad t \in [0,T)$$

for some constant $c$ depending only on $M_0$ and $\alpha$. This implies the uniform positive two-sides bounds on $\tau_i = 1/\kappa_i$ and $(\dot{F}_s^p)_{pq}$ for all $t \in [0,T)$. If the maximum existence time $T$ of the flow (1.1) is finite, comparing with spherical solution implies that the solution $M_t$ stays in a compact subset of $\mathbb{H}^{n+1}$ and $|Y|^2 = s^2 + |\nabla s|^2 \leq C < 1$ for some constant $C$. Then the equation (4.5) is uniformly parabolic. Moreover, by the concavity of $F_s$ and $\alpha \leq 1$, the right hand side of the equation (4.5) is concave with respect to the spatial second derivative $\nabla^2 s$. Since we have uniform $C^2$ estimate on the support function $s$ in space-time, the Hölder estimate of Krylov and Evans on second derivatives and the parabolic Schauder theory yield the higher order estimate. A standard continuation argument implies that the flow (1.1) in hyperbolic space exists for all time $t \in [0,\infty)$ and the evolving hypersurface $M_t$ expands to infinity.

By Lemma 3.2, the minimum of the smallest eigenvalue of $F^{-1} \dot{h}_i^j$ over $M_t$ is increasing in time $t$ along the flow (1.1). Since the smallest eigenvalue of $F^{-1} \dot{h}_i^j$ is always smaller than $1/n$ and the flow exists for all time $t \in [0,\infty)$, there exists a constant $\delta \leq 1/n$ such that the minimum of the smallest eigenvalue of $F^{-1} \dot{h}_i^j$ approaches $\delta$ as $t \to \infty$. The constant $\delta$ must be equal to $1/n$. If $\delta < 1/n$, for any $\delta' \leq \delta$ which is sufficiently close to $\delta$, there exists a sufficiently large time $t_0$ such that minimum of the smallest eigenvalue of $F^{-1} \dot{h}_i^j$ over $M_{t_0}$ is equal to $\delta'$ and is achieved at $(p,v) \in T M_{t_0}$. The zero order terms (3.6) of the evolution of $G_{ij}$ at $(p,v,t_0)$ satisfy

$$Q_0 v^i v_j \geq (\alpha + 1) F^{-\alpha - 1} \left( F^{-1} \kappa_1 \sum_k j^{ik} \kappa_k^2 - \kappa_1^2 \right)$$

$$= (\alpha + 1) \delta' F^{-\alpha - 1} \sum_k j^{ik} (\kappa_k - \kappa_1)$$

$$\geq (\alpha + 1) F^{-\alpha - 1} \dot{j}_i \kappa_i \kappa_1 \left( \frac{1}{n} - \delta' \right)$$

$$\geq (\alpha + 1) F^{-\alpha - 1} \dot{j}_i \kappa_i \kappa_1 \left( \frac{1}{n} - \delta \right) \geq C > 0,$$

as $\delta < 1/n$ and $F, \kappa_i, \dot{j}_i$ are all uniformly bounded. This implies that the minimum of $F^{-1} \kappa_1$ would increase to a constant which is bigger than $1/n$ for a short time, contradicting with the fact $F^{-1} \kappa_1 \leq 1/n$. Thus we conclude that $\delta = 1/n$ and the pinching ratio $\kappa_i / \kappa_1$ approaches 1 when $t \to \infty$. The argument in [25] (see also [19]) improves the decay to

$$|\kappa_i - 1| \leq ce^{-\frac{2}{n+1} t}, \quad \forall \ t > 0.$$ 

The smooth convergence of the flow then follows from the same argument in [25].

4.2. The flow in sphere. The pinching estimate (1.3) is also the key ingredient to prove the convergence of the flow (1.1) in sphere. We will employ the dual flow which was introduced by Gerhardt [15]. Since each $M_t$ is strictly convex in $\mathbb{S}^{n+1}$, considering $M_t$
as a codimension 2 submanifold in \( \mathbb{R}^{n+2} \), the Gauss map \( \tilde{X}_t \in T_{X_t} \mathbb{R}^{n+2} \) represents the unit normal vector \( \nu \in T_{X_t} \mathbb{S}^{n+1} \) to \( M_t \). The mapping \( \tilde{X}_t : M^n \rightarrow \mathbb{S}^{n+1} \) is also an embedding of a closed strictly convex hypersurface \( \tilde{M}_t \). \( \tilde{M}_t \) is called the polar set of \( M_t \).

The Weingarten matrix \( \tilde{W} \) of \( \tilde{M}_t \) is the inverse matrix of \( W \) of \( M_t \) and the principal curvatures \( \tilde{\kappa} = (\tilde{\kappa}_1, \cdots , \tilde{\kappa}_n) \) of \( \tilde{M}_t \) satisfy \( \tilde{\kappa}_i = 1/\kappa_i \), where \( \kappa_i \) are principal curvatures of \( M_t \).

In [15], Gerhardt proved that the polar set \( \tilde{M}_t \) of \( M_t \) satisfies the following contracting curvature flow

\[
\frac{\partial}{\partial t} \tilde{X} = -F_*(\tilde{W})\tilde{\nu} \tag{4.6}
\]

in \( \mathbb{S}^{n+1} \). The flow hypersurfaces of (1.1) and (4.6) are polar sets of each other. Since the principal curvatures \( \tilde{\kappa} = (\tilde{\kappa}_1, \cdots , \tilde{\kappa}_n) \) of \( \tilde{M}_t \) satisfy \( \tilde{\kappa}_i = 1/\kappa_i \), the pinching estimate on \( \kappa_i \) of \( M_t \) yields the pinching estimate on \( \tilde{\kappa}_i \) of \( \tilde{M}_t \). Moreover, since \( F(W) \) is inverse concave, the operator \( F_*(\tilde{W}) \) is concave with respect to the components of \( \tilde{W} \). Hence the Hölder estimate of Krylov and Evans on the second derivatives can be applied. Then the same argument as in [15] implies that the flow (4.6) contracts to a point in finite time and properly rescaled hypersurfaces have uniformly \( C^k \) estimate for all \( k \geq 2 \). Moreover, if \( F_* \) is strictly concave or \( F_*= \) equals to the mean curvature \( H \), the properly rescaled flow hypersurfaces converge to a geodesic sphere smoothly. Back to our expanding flow (1.1) in sphere, we have that the flow expands to the equator smoothly in finite time, and in the case that \( F_* \) is strictly concave or \( F_* \) equals to the mean curvature \( H \), the properly rescaled hypersurfaces converge to a geodesic sphere continuously.

To show the smooth convergence of the flow (1.1), we still need to derive higher order estimates on the solution \( M_t \). This can be done similarly as in §4.1 via a Gauss map parametrization. The embedding \( X : M^n \rightarrow \mathbb{S}^{n+1} \subset \mathbb{R}^{n+2} \) induces an embedding \( Y : M^n \rightarrow \mathbb{R}^{n+1} \) by

\[
X = \frac{(1,Y)}{\sqrt{1 + |Y|^2}} \tag{4.7}
\]

Suppose that \( X(M^n) \) is strictly convex, then \( X(M^n) \) lies in a hemisphere and the corresponding \( Y(M^n) \) is a hypersurface in \( \mathbb{R}^{n+1} \) which is also strictly convex since

\[
h_{ij}^X = \frac{h_{ij}^Y}{\sqrt{(1 + |Y|^2)(1 + \langle N, Y \rangle^2)}} \tag{4.8}
\]

where \( h_{ij}^X \) and \( h_{ij}^Y \) are the second fundamental forms of \( X(M^n) \subset \mathbb{S}^{n+1} \) and \( Y(M^n) \subset \mathbb{R}^{n+1} \) respectively, and \( N \in \mathbb{R}^{n+1} \) is the unit normal of \( Y(M^n) \). Suppose \( X : M^n \times [0, T) \rightarrow \mathbb{S}^{n+1} \) is a solution to the flow (1.1). Up to a tangential diffeomorphism, the corresponding embedding \( Y : M^n \times [0, T) \rightarrow \mathbb{R}^{n+1} \) related by (4.7) satisfies the following evolution equation:

\[
\partial_t Y = \sqrt{(1 + |Y|^2)(1 + \langle N, Y \rangle^2)}F^{-1}(W^X)N, \tag{4.9}
\]

where \( W^X \) is the Weingarten matrix of \( X(M^n, t) \subset \mathbb{S}^{n+1} \). Since each \( M_t \) is strictly convex in \( \mathbb{S}^{n+1} \), the equation (4.8) implies that each \( Y_t = Y(M^n, t) \) is strictly convex in \( \mathbb{R}^{n+1} \) as well. As in §4.1, the solution of (4.9) is then given up to a tangential diffeomorphism by
solving the following scalar parabolic equation on $S^n$

$$\partial_t s = \sqrt{(1 + s^2 + |\nabla s|^2)(1 + s^2)} F_*(W_X^{-1})$$  \hspace{1cm} (4.10)

for the support function $s(z, t)$, where $W_X^{-1}$ is the inverse matrix of $W_X$ and is given by

$$(W_X^{-1})_{ij} = \left( \tilde{g}^{jq} - \langle \tilde{g}^{ju} \nabla_u s, \tilde{g}^{vq} \nabla_v s \rangle \right) \tau_{qi} \sqrt{\frac{1 + s^2}{1 + s^2 + |\nabla s|^2}}$$

in local coordinates on $S^n$ in terms of $s, \nabla s$ and $\tau_{ij} = \nabla_i \nabla_j s + s \tilde{g}_{ij}$. The equation (4.10) is parabolic and is concave with respect to the second spatial derivatives. The argument in [15] can be used to deduce the required higher regularity.
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