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Over the past decade, extended reality (XR) applications have increasingly been used as assistive technology for people with low vision (LV). Here we present a systematic literature review of 216 publications from 109 different venues assessing the potential of XR technology to serve as not just a visual accessibility aid but also as a tool to study perception and behavior in people with low vision and blind people whose vision was restored with a visual neuroprosthesis. These technologies may be used to visually enhance a person’s environment for completing daily activities, train LV participants with residual vision, or simulate either a specific visual impairment or the artificial vision generated by a prosthetic implant. We also highlight the need for adequate empirical evaluation, the broadening of end-user participation, and a more nuanced understanding of the suitability and usability of different XR-based accessibility aids.
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1 INTRODUCTION

In recent years, rapid technological advances have led to an increase in the number of assistive technology and electronic mobility aids for people who are blind or have low vision (BLV) [12, 14, 44, 70]. These assistive devices use various sensors (e.g., cameras, depth and ultrasonic sensors) to capture the environment and often apply computer vision and signal processing techniques to detect, recognize, or enhance text, people, and obstacles. Some systems translate vision into alternative modalities, such as converting a visual object into auditory or haptic signals [70]. Although vision substitution techniques would be essential for people who are completely blind, the majority of people with low vision...
(LV) have useful residual vision and prefer to use it to observe the environment [44]. Some head-mounted display (HMD) systems such as Google Glass [33, 46, 84], Microsoft HoloLens [45, 53, 90], and Oculus Rift [79] allow the user to make head and body movements that are typically too noisy for psychophysics experiments. These state-of-the-art devices facilitate the development and implementation of complex computer vision algorithms that may improve orientation and mobility in people with LV [40, 95, 114].

To make the best use of these emerging technologies as LV aids, it is valuable to understand what types of vision enhancements and information processing have already been identified as helpful in improving visual function and thus quality of life for their end users. It is also valuable to take into account important human factor considerations, such as the individual preferences and accessibility needs of people with different levels of residual vision and underlying conditions, which are likely to determine the success and usability of extended reality (XR)-based visual aids.

XR includes virtual reality (VR), augmented reality (AR), and other immersive environments that have not yet been invented. While there is some overlap, experiments with VR technology allow researchers to monitor participants in a controlled 3D environment while AR devices integrate and enhance real surroundings. Subject performance has been evaluated with cognitive tasks, physical tasks, or some combination of the two extensively in XR [9, 37, 61, 74, 106]. Moreover, XR technology is increasingly being used to study visual perception in blind people whose vision was restored with a visual neuroprosthesis [28].

The goal of this review is thus to summarize studies that evaluate XR devices designed for improving quality of life for people who are blind or have low vision, and identify trends that can inform the development of future assistive technologies. In serve of this, we make three contributions:

1. We provide a systematic literature review of 216 publications from 109 different venues assessing the potential of XR technology development to further visual accessibility. In contrast to other reviews, we sample studies from multiple scientific disciplines, require studies to feature a quantitative evaluation with appropriate end users, and focus on accessibility aids that visually augment a person’s residual vision.
2. We perform a meta-analysis that gives a holistic view of the prevalent types of XR technologies used in LV research and shows how the landscape has changed over the last ten years.
3. We identify scientific gaps and highlight the need for real-world validation, the broadening of end-user participation, and a more nuanced understanding of the suitability and usability of different XR-based accessibility aids.

2 MOTIVATION
2.1 Why XR for Low Vision?
XR technologies offer new ways of interacting with digital media. However, such technologies are not well explored for people with different ranges of abilities beyond a few specific navigation and gaming applications. While new standardization activities are investigating accessibility issues with existing AR/VR systems, commercial systems are still confined to specialized hardware and software limiting their widespread adoption among people with disabilities. Smart glasses and VR headsets were originally invented to improve productivity and provide entertainment but are now being studied as assistive devices for BLV.

Our definition of XR includes handheld magnifiers, smartphones, CCTVs, and HMD systems, because they all provide a visual enhancement, either handheld or worn, to the user that would otherwise not exist. These devices are designed for reading, object recognition, website accessibility/usability, and orientation/mobility. While XR can
be used to improved quality of life in BLV, it can also be used to simulate low vision conditions for sighted people. Experiments with BLV are often resource intensive given the clinical guidelines needed to collect data from people in this group. Simulated low vision (SLV) allows researchers to study behavior associated with the conditions seen in BLV with sighted participants. This also includes simulated prosthetic vision (SPV), in which sighted people view their environment under conditions similar to what people with prosthetic implants would see. We therefore also wanted to show what has been going on this space, and how this emerging area relates to the more established areas of accessibility research. Activity in this multidisciplinary is not just confined to human-computer interaction, but also includes research in psychology, vision research, and clinical research.

Given the rapid rate at which new research is being conducted in the use of these new assistive technologies, it is timely to review the field in order to better understand the nature of this research.

2.2 The Value of Systematic Reviews

Systematic reviews are undertaken to examine a research field more holistically by understanding its recent area of focus, the gaps, and looking to the future of the field. In contrast to a traditional review, systematic reviews can provide a more complete and less biased picture of the type of work being undertaken in the field and point to key challenges moving forward [78]. They not only identify the current state of the art, but also the gaps that are yet to be addressed and provide data for rational decision making.

There is evidence of the benefit of systematic reviews within the domain of assistive technologies. Kelly and Smith [52] performed systematically examined the research literature on assistive technology from and found that most studies lacked methodological rigor. More recently, Brule et al. [12] highlighted the need for adequate quantitative empirical evaluation by involving BLV end users in the design process. This sentiment was shared by Butler et al. [14], who further highlighted the need to broaden application areas and asked for more in situ evaluation.

These works demonstrate that systematic reviews can highlight key issues in accessibility research and provoke the field to reflect and improve on their practice.

3 METHODS

3.1 Scope

The purpose of this work was to identify the progress made over the last decade, identifying gaps in current practices, and making a number of specific recommendations for future research in this area. Specifically, the goal was to answer a number of questions regarding the use of XR in LV research:

- What are the main types of XR technologies used in LV research?
- What experimental tasks are studied?
- What are key challenges or scientific gaps that researchers should focus on in the future?

XR is a universal term that encompasses VR, AR, and mixed reality. To define “reality”, we required studies allowing users to interact with an immersive environment. Being able to move one’s body has been identified as a key factor for immersion [82], and studies were excluded if they did not update the environment based on the participant’s eye or head movements. Studies with monitors usually do not allow for head or body movements, but can still be used to represent a virtual space if complemented with head/eye tracking. Smart devices (and their applications) were only included if they were used to augment the environment (as opposed to, for example, a website) in some way. For example, a text magnifier that could be pointed at text in real life would be included, but an on-screen text magnifying app would not.
A large number of visual accessibility devices may operate on visual information as input modality (e.g., by locating nearby obstacles), but then offer nonvisual feedback to the user (e.g., via text-to-speech software or vibrotactile devices). These devices include electronic travel aids, electronic orientation aids, position locator devices, and sensory substitution devices. Although such devices can form the basis of practical accessibility aids, some of which have proved very effective in the past, they have also been reviewed extensively (for a recent review, see [70]). We therefore wanted to focus our review on accessibility aids that offer visual feedback to the user (e.g., by visually augmenting the scene in an AR display) with the goal of enhancing their residual vision.

We also required all studies to feature human subjects research and behavioral metrics. While much has been written about the theoretical and technical aspects of accessibility technology, we specifically wanted to focus on studies that incorporated appropriate quantitative empirical evaluation, as suggested by [12]. Articles were excluded if not an original work (e.g., review papers), solely proposed new technology or methods, or were focused on a survey about basic device use (i.e., “how often do you use your smart device to read text”). Survey studies were included if they focused on participants’ perceived experience while using a specific technology.

3.2 Systematic Review Process

To perform a systematic review for the use of XR in BLV research, we followed the PRISMA protocol [80] as outlined in Fig. 1. PRISMA is a method for systematically searching databases with a list of keywords and documenting at every step the number of papers excluded from further analysis along with the reasons for exclusion. This procedure is designed to help reduce bias and encourage a holistic review.

To cover a large body of research independent of their publication venue, we searched three databases (Google Scholar, IEEE Xplore, and PubMed) on Dec 5, 2020 with different keyword pairs (Table 1) designed to identify work that combined XR technology with low vision and accessibility research. Each database was searched with the most inclusive search parameters that did not result in a full-text search; that is, we searched the title alone with Google Scholar, title/abstract in PubMed, and title/abstract/author in IEEE Xplore. This resulted in exactly 10,000 matches across the three databases. We later manually added two prominent uses of AR for prosthetic vision [50, 75] that the keyword search had missed.

Table 1. Search terms used on Google Scholar, IEEE Xplore, and PubMed. Every term in the left column was combined with every term in the right column. “*” denotes the wildcard character.

| Visual impairment                  | Extended reality |
|-----------------------------------|------------------|
| “bionic vision”                   | “AR”             |
| “low*vision”                      | “augment*”       |
| “prosthetic vision”               | “device*”        |
| “retinal implant”                 | “display*”       |
| “retinal prosthesis”              | “enhance*”       |
| “vis* aid*”                       | “head-mounted”   |
| “vis* loss”                       | “immersive”      |
| “vis* impair*”                    | “mixed”          |
|                                  | “reality”        |
|                                  | “simulat*”       |
|                                  | “technolog*”     |
|                                  | “VR”             |
|                                  | “wearable”       |
Even though we deemed the pairwise combination of categorical keywords necessary to identify a wide variety of paper titles, this also resulted in a lot of duplicates. All identified articles were imported into Zotero, which identified 5,671 duplicates and 51 other articles whose publication date did not seem the match the criteria. The remaining 4,281 articles were reviewed by the research team and assessed for eligibility.

The majority of the remaining papers (n = 3,031) described various visual accessibility prototypes that operated on vision as an input modality (e.g., through optical character recognition or computer vision), but offered only nonvisual feedback to the user. Although a perfectly fine approach to accessibility aids for low vision, we deemed these papers as out of scope for the current review. In addition, we also had to remove a large number of studies that were purely theoretical or technical in nature, without evaluating their proposed design on end users (n = 862). Furthermore, we removed a number of papers that turned out to be duplicates missed by Zotero (n = 75), were not available in English (n = 65), or could not be located online (n = 33; most often manually entered citations on Google Scholar).

The remaining 216 studies (available as a BIB file in the Supplementary Materials) were included in the review.
4 META-ANALYSIS

4.1 Publications by Venue

Upon completion of the systematic review, we identified 216 papers from 109 different venues. 59 of these were conference publications (Table 2) that included full papers, workshop papers, and extended abstracts/short papers. The majority of papers were classified as full papers by their respective venue. Of the 34 different conference venues in our dataset, the most popular conference was the Annual Meeting of the IEEE Engineering in Medicine and Biology Society (EMBC) closely followed by ACM ASSETS and CHI. Not surprisingly, the range of conference venues also included top-tier conferences in mixed reality (e.g., IEEE VR, ISMAR, and UIST), accessible technology (ICCHP), and ubiquitous computing (e.g., UbiComp, PerCom, ACIIW). There were also a number that were considered short papers or extended abstracts that accompanied a poster presentation or demo. A small fraction of papers were part of a workshop or satellite event instead of the main conference track.

| Venue                | Full | Short | Workshop | Total |
|----------------------|------|-------|----------|-------|
| IEEE EMBC            | 11   | 0     | 0        | 11    |
| ACM ASSETS           | 3    | 5     | 0        | 8     |
| ACM CHI              | 5    | 1     | 0        | 6     |
| ICCHP                | 2    | 0     | 0        | 2     |
| IEEE VR              | 0    | 0     | 2        | 2     |
| CVPR                 | 0    | 0     | 2        | 2     |
| All others           | 19   | 6     | 3        | 28    |
| **Total**            | **40**| **12**| **7**    | **59**|

Table 2. Number of conference publications by venue.

The other 157 publications were full-length articles that appeared in one of 75 different scientific journals (Table 3). Here, the largest body of work appeared in vision science journals that specialize in either basic (e.g., Journal of Vision, Vision Research) or clinical research (e.g., Optometry & Vision Science, Investigative Ophthalmology & Visual Science, Translational Vision Science & Technology). A number of papers also appeared in biomedical engineering journals (e.g., Journal of Neural Engineering, IEEE Transactions) and general-purpose journals (e.g., PLOS ONE, Scientific Reports).

| Venue                                      | Count |
|--------------------------------------------|-------|
| Optometry & Vision Science                 | 12    |
| Journal of Vision                          | 10    |
| Journal of Neural Engineering              | 10    |
| Vision Research                            | 10    |
| PLOS ONE                                   | 8     |
| Ophthalmic & Physiological Optics (OPO)    | 8     |
| Artificial Organs                          | 7     |
| Investigative Ophthalmology & Visual Science (IOVS) | 6    |
| Translational Vision Science & Technology (TVST) | 4    |
| All others                                 | 82    |
| **Total**                                  | **157**|

Table 3. Number of journal articles by venue.
4.2 Publications by Authors

The 216 articles identified by our review process were written by 743 different authors. The gender distribution of these authors is shown in Table 4, separated by primary author (sometimes also called “first author”), supporting authors (“middle authors”) and senior authors (“last author”). Three papers were written by a single author; we counted them as primary authors. The gender of each author was inferred based on their first name using Gender API (https://gender-api.com), which is considered one of the most accurate gender inference services [87] as it is built upon various data sources that includes publicly available governmental records combined with data crawled from social networks.

| Gender   | Primary | Supporting | Senior | Total |
|----------|---------|------------|--------|-------|
| female   | (37 %)  | 80         | 213    | 346   |
| male     | (61 %)  | 132        | 474    | 758   |
| unknown  | (2 %)   | 4          | 14     | 23    |
| Total    | 216     | 701        | 210    | 1127  |

Table 4. Gender distribution of primary, middle, and senior authors.

Approximately 67 % of all authors were estimated to be male, 31 % were estimate to be female, and the remaining 2 % could not be categorized accordingly (Table 4). This gender disparity was preserved across primary, supporting, and senior authors. In addition, it is worth noting that women were much less likely to appear as senior authors as they were to appear as primary authors. Unfortunately, these trends are consistent with other studies that have documented the gender disparity in computer science and engineering [105].

4.3 Publications by Research Area

To get a better understanding of the research areas covered by the corpus of identified papers, we used the free online platform https://litmaps.co to create an interactive literature map. Here, each paper is represented by a circle whose size is proportional to the number of citations the paper received, and papers are clustered by title similarity (i.e., the closer two papers are on the graph, the more similar are their titles). A few select studies with a relatively large number of citations are highlighted as well. Upon inspection of the full literature map, three prominent (though not mutually exclusive) research areas became evident:

- **Visual Accessibility Technology** (green): studies that primarily focused on the development of novel assistive technologies, devices, and augmentation strategies. Per our eligibility criteria, all included studies involved human subjects research; most often by evaluating the appropriateness and effectiveness of a proposed design with members of the BLV community.

- **Low Vision XR** (red): studies that primarily used XR technology as a means to study visual perception and behavior under various visual impairments. Often these studies involved lenses, prisms, and goggles that would allow researchers to simulate a specific eye condition. Other studies used VR to study eye movements or to train members of the BLV community on a virtual version of a visually guided task.

- **Prosthetic Vision XR** (blue): studies that primarily used XR technology to simulate the artificial vision generated by a visual prosthesis. Often these studies tried to understand the perceptual consequences of a specific retinal implant design. Other studies used XR to evaluate the effectiveness of specific visual augmentation strategies.
We next wondered how the popularity of these three research areas changed over the last decade (Fig. 5). We found that the overall number of papers in the corpus has been steadily increasing over the years (note that all but the last column represent a two-year period). This rise was mostly due to increasing interest in the development of XR-based visual accessibility technology, followed by a rise in interest in Low Vision XR. Interest in Prosthetic Vision XR has been steady for most of the decade, with a brief period of increased activity in 2014–15, and what looks to be a potential comeback starting in 2020.

| Year  | 2010-11 | 2012-13 | 2014-15 | 2016-17 | 2018-19 | 2020 | Total |
|-------|---------|---------|---------|---------|---------|-------|-------|
| Visual Accessibility Technology | 4       | 6       | 5       | 16      | 24      | 15    | 70    |
| Low Vision XR | 13      | 13      | 14      | 14      | 18      | 19    | 91    |
| Prosthetic Vision XR | 9       | 8       | 14      | 9       | 9       | 6     | 55    |
| **Total** | **26**  | **27**  | **33**  | **39**  | **51**  | **40** | **216** |

Table 5. Number of publications per year and application area.

Interestingly, the recent rise in popularity of XR technologies can be attributed to AR wearables (Table 6), despite an increase in availability of handheld devices such as smart phones and tablets. Whereas VR devices were used throughout the 2010s, and the first half of the decade was dominated by the use of monitors and nonelectronic wearables (e.g., prisms, goggles, lenses), AR devices have become increasingly popular in recent years.

| Year  | 2010-11 | 2012-13 | 2014-15 | 2016-17 | 2018-2019 | 2020 | Total |
|-------|---------|---------|---------|---------|-----------|------|-------|
| Monitors | 4       | 10      | 9       | 8       | 8         | 5    | 44    |
| Nonelectronic wearables | 10      | 3       | 5       | 6       | 9         | 9    | 42    |
| Handheld devices | 0       | 1       | 1       | 6       | 5         | 1    | 14    |
| VR wearables | 13      | 11      | 12      | 8       | 13        | 13   | 70    |
| AR wearables | 0       | 2       | 6       | 10      | 17        | 11   | 46    |
| **Total** | **27**  | **27**  | **33**  | **38**  | **52**    | **39** | **216** |

Table 6. Number of publications per year and device type.

5 RESEARCH AREAS

5.1 Visual Accessibility Technology

XR technology offers great potential in prototyping systems for assistive technology. Here we focus on technologies that visually augment the environment; this can include any device, product, item, or software program that is used to enhance the visual sense of a BLV end user.

![Fig. 2. Overview of Visual Accessibility Technology studies (n = 70). Studies were categorized based on XR technology used (monitor-based; handheld devices such as magnifying glasses, smartphones, and tablets; VR-based; AR-based) and experimental tasks studied (low-level visual function testing; letter, word, and object recognition; spatial cognition, orientation, and mobility).](image-url)
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The distribution of visual accessibility technologies that employ XR is shown in Fig. 2. These include a range of XR devices (monitors: \( n = 3 \); handheld devices: \( n = 14 \); VR wearables: \( n = 17 \); AR wearables: \( n = 36 \)) evaluated on various experimental tasks (low-level visual function testing: \( n = 30 \); object recognition, reading, and visual search: \( n = 14 \); spatial cognition, orientation, and mobility: \( n = 26 \)).

In the following subsections, we will briefly summarize the findings of recent Visual Accessibility Technology studies and highlight some common limitations.

5.1.1 Device Types. XR-based visual accessibility technology can be split into systems relying on either wearable (\( n = 53 \)) or nonwearable devices (\( n = 17 \)). By far the most popular nonwearable device are smartphones and tablets, which have been used as electronic magnifiers [93, 109], reading aids [27, 76], and object recognition [71]. One interesting use case is a study by Mascetti and colleagues [71] that evaluated the use of a smartphone app to aid in the detection and visibility of traffic lights. Another study [15] used the user’s gaze as a pointing tool for smart magnification techniques and showed that this improved face identification for individuals with central vision loss.

With the advent of wearable XR technology, research now includes modern designs of HMD systems using AR, VR or some combination of the two [3, 11, 62, 96]. Popular AR devices in our corpus of papers include the Microsoft HoloLens (e.g., [53, 91]), Epson-Moverio BT-200 (e.g., [4, 117]), and the now discontinued Google Glass (e.g. [33, 84]). Popular VR devices were the Oculus Rift (e.g., [79]), HTC VIVE (e.g., [38, 88]) and Samsung’s Gear VR (e.g., [112]). These devices have been found to reduce stress related to movement in people with low vision [20]. As HMDs and smart glasses become available at reduced cost and in more compact form factors, their use in laboratory experiments and potential as a low vision aid is only expected to increase.

5.1.2 Visual Augmentation Strategies. Researchers have used wearable systems to study the use of image enhancement techniques for people with low vision [116, 120]. Given that a user with low vision has residual vision, image processing techniques can be used to enhance the surrounding environment and further assist in various daily tasks. SeeingVR is a set of fourteen visual enhancement tools that is designed to . When asked to navigate a menu, search for an object, or shoot a moving target with a HTC VIVE, eleven participants with low vision completed the tasks faster and more accurately with SeeingVR compared to without it [116]. These results are similar to other work with BLV using HMD systems to improve acuity wearing the Samsung Gear [35, 112], the eSight[110], and Google Glass [84]. This is also well aligned with findings using handheld devices (i.e. magnifiers, smart phones, and tablets), suggesting that HMD systems are comparable to low tech solutions for improving acuity and reading [39, 76, 109]. Hicks and colleagues (2013) tested a depth-based HMD prototype converting object distance into brightness values. Visual signals were converted via an LCD display attached to ski goggles. All eighteen participants were able to detect and react to visual objects when using the prototype. People with more severe levels of impairment (such as advanced RP) appeared to take longer when detecting objects [40].

Improvements with smart glasses in people with low vision have also been reported. Lang et. Al (2020) used the HoloLens to evaluate words and numbers compared to symbols in three people with low vision. Their device interpreted time on a watch and emotional expressions of faces by displaying simplified symbols via the HoloLens. When testing three people with visual impairment, participants preferred the AR enhancements over the real stimulus [57]. A separate study using the HoloLens to navigate an obstacle course found that the device would helpful in reducing collisions by 50 percent for people with RP [2]. Azenkot and Zhao (2017) used the Epson-Moverio BT-200 as a model for “CueSee”, and found that subjects identified items on a grocery shelf significantly faster using “CueSee” than their natural vision [4]. When asked to read text and signs using “ForeSee”, people with low vision preferred to combine multiple enhancement
methods for both near- and far-distance tasks [120]. Through the various studies highlighted, it has been illustrated that smart glasses and AR can be used to make significant improvements in people with vision loss.

5.1.3 Common Limitations. Although there is no shortage of publications that demonstrate a proof-of-concept that XR technology can be used as a low vision aid, few studies discuss the human-computer interaction (HCI) aspects of their proposed technology. For instance, Williams et al. compared sighted and blind navigation and found that both groups understand navigation differently, leading sighted people to struggle in guiding blind companions [52]. In addition, guide dog and white cane users navigate differently, thus suggesting that navigation technologies need to account for both travelling styles [53]. Many prototype studies might thus benefit from incorporating end users across all stages of the design process rather than as a final step for validation. In the future, studies should move away from observational, within-subject study designs and strive to evaluate new technologies using the randomized-control-trial study design with sufficient power (sample size) [44].

5.2 Low Vision in XR

XR technology is increasingly being used to study visual perception and behavior in people with low vision. Most of these studies either tried to predict visual outcomes by having sighted participants adapt to simulated low vision (SLV) designed to mimic certain visual impairments, or they used XR as a tool to study visual perception and behavior in people with low vision.

| XR Technology: | Monitors | Nonelectronic wearables | VR | AR |
|----------------|---------|------------------------|----|----|
| Experimental Task: | Acuity | Recognition | Spatial cognition |
| Level of Immersion: | not gaze-contingent | gaze-contingent |
| Visual Enhancement: | no | yes |

Fig. 3. Overview of Low Vision XR studies (n = 91). Studies were categorized based on XR technology used (monitor-based; nonelectronic wearables such as prisms, goggles, and lenses; VR-based; AR-based), experimental tasks studied (low-level visual function testing; letter, word, and object recognition; spatial cognition, orientation, and mobility), level of immersion considered (with or without compensating for eye movements), and intervention method (using simulations to impair vision, or also offering means to enhance the visual experience).

The distribution of low vision studies that employ XR is shown in Fig. 3. These include publications that study behavioral performance of people with low vision in various experimental tasks (low-level visual function testing: n = 11; object recognition, reading, and visual search: n = 49; spatial cognition, orientation, and mobility: n = 31), offering varying levels of immersion (viewing stimuli on a screen: n = 33; viewing stimuli through prisms, lenses, or goggles: n = 41; viewing stimuli through a VR HMD: n = 13; viewing stimuli through AR glasses: n = 4).

In the following subsections, we will briefly summarize the findings of recent low vision studies and highlight some common limitations.

5.2.1 Simulating Visual Impairment. Simulations are a valuable experimental tool for studying performance in tasks such as visual search [1, 47, 83], face perception [63, 99], reading [45, 58], and navigation [7, 32, 121]. While a blindfold
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is the easiest way to simulate impairment for a sighted participant, it is limited due to the instant removal of all visual information. In contrast, a large body of research uses nonelectronic wearables, such as specially designed lenses, filters, foils, glasses, and goggles as a cheap means to apply an impairment to sighted participants. Modern alternatives include the use of a gaze-contingent VR HMD, through which participants view stimuli that have been altered in real time using image processing to simulate a specific visual condition. This SLV-based viewing mode has been termed “altered reality” [5]. The primary advantage of this approach is the ability to flexibly remove, add, or modify many different features of visual input.

Visual impairment diseases such as age-related macular degeneration (AMD), glaucoma, and retinitis pigmentosa (RP) produce scotomas (i.e., concentric area(s) in the retina that do not function normally due to the disease [10, 34]), which lead to visual field loss (VFL). The consequences of VFL on eye-movement behavior have been studied extensively in the literature, typically by training sighted participants on a simulated scotoma with the help of a gaze-contingent display. For instance, people with central VFL shift their oculomotor reference location from the fovea to an eccentric area known as the preferred retinal locus (PRL) [10], and some studies have been able to reproduce this effect with SLV [1, 63], but not others [21, 55]. However, eye-movement behavior can vary drastically across tasks and impairment condition [55, 99], sometimes leading to notably different findings when comparing results from nonelectronic wearables to those that use a gaze-contingent HMD. Moreover, findings from research with central scotomas may not translate to peripheral scotomas [21], with some studies noting a difference between unilateral and bilateral VFL [19]. In another study, McIlreavy et al. [73] were able to show that search times for targets and spatial distribution of gaze increased as the size of the simulated scotoma increased. However, saccade amplitude and fixation duration remained unaffected. Overall these experiments have led to mixed results as to whether or not SLV is comparable to what people with low vision actually see.

A limited number of SLV studies tested the effectiveness of image enhancement techniques to support visual search and navigation tasks. For example, highlighting stair edges was more likely to prevent fall risk when the tread highlighter was placed 30 mm away from the physical edge instead of directly on top of it [31]. Other studies have shown that edge enhancement can improve contrast sensitivity [46] and help older participants in a visual search task [56]. However, none of these prototype systems were evaluated with BLV end users.

5.2.2 Studying Visual Perception and Behavior. Although the majority of papers have focused mainly on testing sighted participants with SLV, we identified a handful of studies whose goal was to use VR technology as a means to understand the perceptual and behavioral performance of people with low vision.

Studies that compared performance between sighted and low-vision participants can use VR headsets to make use of the high degree of experimental control and task flexibility that a virtual environment affords (e.g., [36]). While the previous simulation was tested via first-person perspective on a computer monitor, VR headsets allow for data collection in a fully simulated 3D environment. Using an Oculus Rift CV1 headset, people with central and peripheral vision loss were tasked with interacting in a simulated bank environment. Tasks in the experiment included reading text, identifying objects, navigation, and avoiding obstacles. Compared to sighted controls, low vision participants took twice as long to complete tasks in VR. People with peripheral vision loss took longer to complete tasks compared to people with central vision loss [36].

Previously, Geringswald and colleagues [34] found that people with low vision did not benefit from contextual cueing. In a follow-up study, Pollman and Geringswald [83] tested only sighted participants on a visual search task using realistic scenes. Sighted participants were divided into three groups (sighted, scotoma, and tunnel vision) and
instructed to locate a cup inside a room. A cueing effect was demonstrated in this study with sighted participants performing a more realistic task using objects instead of letters for visual search. This suggests that contextual cueing could potentially enhance visual search performance, this specific method, however, may only be helpful for training people with vision loss in tasks that are meaningful [83].

5.2.3 Common Limitations. Whereas most studies used sighted controls to predict patient outcomes, our analysis suggests that there are a lack of studies using simulations with BLV. Many simulations that replicate low-vision conditions experienced by patients are done by testing sighted controls, but there are no best practices for this technique. Nonelectronic simulation lenses and goggles have been used extensively to study low vision conditions, but these experiments fail to justify how their simulation is comparable to what people with low vision experience. Training BLV with HMDs to improve mobility is promising, but requires standardization in order to be adopted by vision rehabilitation specialists. Experiments that highlight improvements in functional vision (rather than improvements in acuity only) are more likely to play a role in the development of assistive technology.

5.3 Prosthetic Vision in XR

XR technology has not only been used to study visual perception in people with low vision but also in blind people whose vision was restored with a visual neuroprosthesis (“bionic eye”) [28]. These devices send visual input acquired via an external camera to a microstimulator that is implanted in the eye or the brain, which decodes the visual information and stimulates the visual system with electrical current to evoke visual percepts (“phosphenes”). Existing bionic eyes generally provide an improved ability to localize high-contrast objects and perform basic orientation & mobility tasks.

Despite their potential to restore vision to people living with incurable blindness, the number of bionic eye users in the world is still relatively small (∼500 retinal prostheses implanted to date). To investigate functional recovery and experiment with different implant designs, researchers have therefore been developing XR prototypes that rely on simulated prosthetic vision (SPV). The classical method relies on sighted subjects wearing a VR headset, who are then deprived of natural viewing and only perceive phosphenes displayed in the HMD. This viewing mode has been termed “transformative reality” [66, 67] as opposed to “altered reality” which is typically used to describe SLV approaches [5]. This allows sighted participants to “see” through the eyes of the bionic eye user, taking into account their head and/or eye movements as they explore a virtual environment [51].

Fig. 4. Overview of Prosthetic Vision XR studies (n = 55). Studies were categorized based on XR technology used (monitor-based, VR-based, or AR-based), experimental tasks studied (low-level visual function testing; letter, word, and object recognition; spatial cognition, orientation, and mobility), level of immersion considered (viewing stimuli on a monitor, viewing stimuli in an HMD thus incorporating head and/or eye movements, and allowing participants to walk around), and the level of neurobiological detail incorporated (implausible; some detail; detailed model of the response properties of neural tissue).
The distribution of prosthetic vision studies that employ XR is shown in Fig. 4. These include publications that study behavioral performance in various experimental tasks (low-level visual function testing: $n = 7$; object recognition, reading, and visual search: $n = 31$; spatial cognition, orientation, and mobility: $n = 17$), offering varying levels of immersion (viewing stimuli on a screen: $n = 8$; viewing stimuli through an HMD: $n = 36$; interacting with and walking around a virtual environment: $n = 11$) and neurobiological plausibility (none: $n = 48$; some neurobiological detail: $n = 3$; detailed model of the response properties of neural tissue: $n = 4$).

In the following subsections, we will briefly summarize the findings of recent prosthetic vision studies and highlight some common limitations.

5.3.1 Studying Visual Perception and Behavior. A common application of SPV is to assess the impact of different stimulus and model parameters (e.g., phosphene size, flicker rate) on measures of visual acuity. Stimuli for these low-level visual function tests were often presented on monitors [65, 102] or in HMDs [16, 111]. Some studies also tested the influence of field of view (FOV) [86, 94] and eye gaze compensation [98] on acuity.

However, the majority of studies focused on slightly more complex tasks such as letter [119], word [30], face [18, 22], and object recognition [69, 104, 118]. In most setups, participants would view SPV stimuli in a conventional VR HMD, but some studies also relied on smart glasses to present SPV in AR. A notable example is the work by Ho et al. [41], who used AR glasses to simulate the artificial vision provided by the PRIMA subretinal implant [64]. This device was developed for people with geographic atrophy as commonly experienced with AMD. Ho and colleagues therefore had to develop a setup that would allow for the combination of SPV in the macula and natural vision in the periphery.

Lastly, an increasing number of studies are focusing on spatial cognition tasks, such as obstacle avoidance [25, 113, 114] and wayfinding [101]. By design, these tasks require a more immersive setup that allow for the incorporation of head/eye movements as well as locomotion.

5.3.2 Visual Augmentation Strategies. A popular trend for Prosthetic Vision in XR is the experimentation with novel augmentation strategies that can aid scene understanding. One approach is to use computer vision to enhance certain image features or regions of interest, at the expense of discarding less important or distracting information. Various studies have explored strategies based on visual saliency [81, 89], background subtraction and scene retargeting [ ], and depth mapping to highlight nearby obstacles [50, 60, 72]. In one notable study, McCarthy and colleagues [72] used an RGB-D camera mounted on a pair of AR glasses to augment the visual scene with depth information. They showed that this strategy could reduce collisions in a hallway obstacle course even in the presence of low-contrast trip hazards.

5.3.3 Visual Rehabilitation. Another exciting avenue is the use of XR platforms for visual rehabilitation of real bionic eye users. Although companies such as Second Sight Medical Products (the developers of the Argus II Retinal Prosthesis System [68]) provide training by low-vision specialists, there is currently no standardized procedure even across different Argus II implantation centers. Rachitskaya and colleagues [85] therefore developed a Computer-Assisted Rehabilitation Environment (CAREN), which consists of a 10-camera motion capture system, D-Flow control software with a 180° curved projection screen, a 6-degrees-of-freedom motion platform, and a treadmill. For safety, participants donned a harness, had access to handrails on the treadmill, and were accompanied by a physical therapist. In their pilot study [85], the authors first replicated some of the commonly employed visual function tests (e.g., square localization, grating visual acuity, and direction-of-motion discrimination), before moving on to gait assessment, postural stability, and walking speed during basic orientation & mobility tasks. In the future, this platform could be used as a safe environment where bionic eye users can hone their visual skills.
5.3.4 **Common Limitations.** A major outstanding challenge is predicting what people “see” when they use their devices. Most of the studies above relied on the so-called “scoreboard” method to render phosphenes, which assumes that each phosphene acts as a small independent light source, analogous to the images projected on the light bulb arrays of some sports stadium scoreboards [24]. However, a growing body of evidence suggests that the vision generated by current visual prostheses is “fundamentally different” from natural vision [26], with interactions between implant technology and the neural tissue degrading the quality of the generated artificial vision [8, 29]. It is therefore unclear how the findings of most SPV studies would translate to real bionic eye users. Only a handful of studies have incorporated a great amount of neurophysiological detail into their setup [48, 94, 102, 104], only two of which [94, 104] relied on an established and psychophysically evaluated model of SPV.

In addition, the level of immersion offered by most Prosthetic Vision XR studies was relatively low, with most studies simply presenting simulated stimuli on a screen. However, most current prostheses provide a very limited FOV; for example, the artificial vision generated by Argus II [68], the most widely adopted retinal implant thus far, is restricted to 10 × 20 degrees of visual angle. This requires users to scan the environment with strategic head movements while trying to piece together the information [26]. Furthermore, Argus II does not take into account the eye movements of the user when updating the visual scene, which can be disorienting for the user. Ignoring these HCI aspects of bionic vision can result in unrealistic predictions of prosthetic performance, sometimes even exceeding theoretical acuity limits (as pointed out by [17]). To provide realistic estimates of prosthetic performance, future SPV studies should therefore aim to provide an appropriate level of immersion.

6 **OPEN CHALLENGES & FUTURE DIRECTIONS**

XR technology holds great potential to enhance the vision and improve the quality of life of people who are blind or have low vision, either as a component in existing aids or as a standalone aid to provide accessible visual information to the user. However, to realize the full potential of XR, a number of fundamental issues need to be addressed:

- **Lack of Ecological Validity:** While XR technologies were successful in improving visual function such as clinical measurements (e.g., acuity, contrast sensitivity, visual field), object recognition, and mobility, there is currently no robust evidence that they can improve mobility in practical real-world tasks [72, 115]. Many SLV studies that involve sighted people base their impairment conditions off of rudimentary approximations of BLV rather than conditions grounded in patient data [47]. Most gaze-contingent scotoma simulations for sighted people are gray masks, whereas many BLV with central vision loss are not aware of their scotoma [103]. Studies that have used simulation lenses or goggles would benefit from more realistic models of low vision [6, 23, 59, 92].

- **Lack of BLV Involvement:** The majority of the here reviewed research has mainly focused on technical developments such as exploring different computer vision and enhancement techniques (e.g., [42, 72, 100, 117]) and reporting quantitative measures such as mobility efficiency and errors, obstacle detection rates, and clinical visual measurements [6, 40, 43]. Less emphasis has been placed on understanding the usability and suitability of these aids in people with different levels of residual vision and underlying conditions. The majority of the studies did not report participants’ opinions and feedback regarding the visual augmentations which determine the success and usability of the aids. Additionally, most of the studies failed to involve potential end users at the initial design stage to capture their specific requirements. Instead, they relied on the researchers’ perception of the end user’s needs, which may be insufficient due to significant differences in visually guided behavior between sighted individuals and BLV [32, 107, 108].
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• Adoption by End Users: Despite progress, none of the proposed devices have found widespread adoption. Older adults have more challenges when using new technology [54]. Assistive technology typically comes with a set of instructions for the user but comprehensive training requires a rehabilitation specialist to be physically present [13]. In addition, devices that function well outdoors have limited indoor navigation capabilities, therefore limiting the number of cases in which it could be used[108]. Another reason for poor adoption rate could be that most XR prototypes do not yet exist in an appropriate form factor, as most end users prefer a compact device that looks similar to a regular pair of glasses and uses buttons as an inconspicuous mode of interaction [77]. One type of device may be better for work productivity while another device could be preferred for leisurely activities [77, 93].

In conclusion, our systematic review has highlighted that XR technology is useful for studying BLV behavior, but challenges still remain. VR and AR technology are still relatively new and would benefit from standard practices of accessibility and usability [49], preferably integrating BLV end users at all stages of the design process [14, 97]. While XR is promising as a new technology, not all design aspects have to be modernized. For example, most people with low vision prefer tactile buttons over voice or hand gestures for smart glasses [77]. The field made a step in the right direction, but there is much work needed to fully understand how BLV end users will benefit from modern assistive technologies.
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