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Abstract—In recent years, the growing demand for more intelligent service robots is pushing the development of mobile robot navigation algorithms to allow safe and efficient operation in a dense crowd. Reinforcement learning (RL) approaches have shown superior ability in solving sequential decision making problems, and recent work has explored its potential to learn navigation policies in a socially compliant manner. However, the expert demonstration data used in existing methods is usually expensive and difficult to obtain. In this work, we consider the task of training an RL agent without employing the demonstration data, to achieve efficient and collision-free navigation in a crowded environment. To address the sparse reward navigation problem, we propose to incorporate the hindsight experience replay (HER) and curriculum learning (CL) techniques with RL to efficiently learn the optimal navigation policy in the dense crowd. The effectiveness of our method is validated in a simulated crowd-robot coexisting environment. The results demonstrate that our method can effectively learn human-aware navigation without requiring additional demonstration data.
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I. INTRODUCTION

With the dramatic development of machine intelligence in recent years, robots have been expected to work in social space shared with humans in a large number of real-life tasks [1][2]. Navigation in a dense crowd efficiently and safely is an important yet challenging task for the operation of the mobile robots, which requires the robot to have the ability to understand human behavior and take actions under cooperative rules.

A. Related Work

1) Hand-crafted interaction models: Earlier attempts have been made to develop some interaction models to help the robot understand social behaviors and avoid obstacles in navigation. One representative work is the social force model [3], which analyzes crowd behavior based on the modelling of interaction forces. This model has been extensively used for robot navigation in both simulation and real-world applications [4]. Interacting Gaussian processes model [5] is another method to estimate and predict crowd interaction pattern from recorded data by describing a probabilistic interaction between multiple navigating entities. However, these models usually rely on some hand-crafted functions and parameters, which are limited to specific scenarios.

2) Imitation learning approaches: Imitation learning (IL) has also been utilized to make the agents learn optimal navigation policies from expert demonstrations. By directly using the provided demonstrations, navigation policies can be trained to directly output the robot’s movement to imitate the human behavior [6][7]. However, these methods are highly dependent on the quantity and quality of expert demonstrations to achieve a good performance.

3) Reinforcement learning approaches: In recent years, reinforcement learning (RL) has been extensively studied in various applications such as medical imaging [8]. In crowd-aware robot navigation, there have been some works...
that use deep RL to learn optimal navigation policies in a socially cooperative manner, by implicitly encoding the interactions and cooperation among agents. However, these methods modelled the crowd impact by aggregating the pairwise interactions and focusing on one-way interactions from humans to the robot, which would limit the performance of cooperative planning in complex and crowded scenes. To overcome these limitations, a recent study proposed to rethink human-robot pairwise interactions and integrated a self-attention module in the deep RL framework, to achieve better navigation performance. Li et al. extended this method to achieve crowd-aware navigation in indoor environments and demonstrated the feasibility of their method in real-world experiments.

However, all the aforementioned methods initialize the policy of the RL agent with IL by using demonstration data collected with an expert policy, in order to accelerate the learning process. In spite of the benefits of using expert demonstrations for pre-training of the agent, there are some limitations in practice. First, these methods initialize the policy of the RL agent as the human policy in the simulation environment, which would greatly simplify the problem and may not be applicable in reality. Second, a large dataset of high-quality human demonstrations in the real-world navigation is difficult and expensive to obtain. Therefore, in this work, we investigate the human-aware navigation problem by using RL approaches under the assumption that no expert demonstration data is provided, in order to explore more versatile algorithms to achieve both efficient and collision-free navigation in a crowded scene.

B. Overview

An overview of our method can be seen in Fig. 1. Adopting the same socially attentive deep RL framework as described in, we forgo the use of the expert demonstration data for initialization of the agent, and propose to integrate the hindsight experience replay (HER) technique to address the sparse reward navigation problem. Moreover, curriculum learning (CL) is used to transfer the knowledge gained in a simpler environment (containing the robot and 1 human) to a more complex environment (containing the robot and 5 humans).

The remainder of this paper is structured as follows. Section II gives the formulation of the crowd navigation problem. Section III introduces the details of the proposed methods, before experiment results are discussed in Section IV. Finally, we draw some conclusions in Section V.

II. PROBLEM FORMULATION

Suppose there is a human-robot coexisting environment where a robot and n humans are navigating in a 2D workspace denoted as the X-Y plane. The humans and the robot have their own destinations, and the goal of the robot is to navigate to its destination without colliding with humans. We can formulate this problem as a sequential Markov Decision Process (MDP) model in the framework of reinforcement learning. It is assumed that humans do not avoid the robot during the navigation, and each agent can be simplified as a moving circle. We assume that the position, velocity and radius of each agent can be observed by other agents, which are denoted as \( p = [p_x, p_y] \), \( v = [v_x, v_y] \), and \( r \), respectively. The goal position \( g = [g_x, g_y] \) and preferred speed \( v_{\text{pref}} \) cannot be observed by other agents. A robot-centric frame defined in is adopted here to make the state representation more general and versatile, where the origin of the frame is set at the current position of the robot at time \( t \) \( p_t \), and X-axis points at its goal position \( g \). Let \( d_g \) denote the distance from \( p_t \) to \( g \), and \( d_i \) denote the distance from \( p_t \) to the position of the \( i \)-th human at time \( t \) \( p_i \). After transformation, the state of the robot at time \( t \) \( S_t \) and the observable state of the \( i \)-th human at time \( t \) \( O_i^t \) become:

\[
S_t = [d_g, v_{\text{pref}}, v_x, v_y, r], \\
O_i^t = [d^i, p^i_x, p^i_y, v^i_x, v^i_y, r^i, r^i + r].
\]

The joint state of all \((n+1)\) agents at time \( t \) can be obtained by concatenating the state of the robot with the observable states of humans as \( J_t = [S_t, O_1^t, O_2^t, \ldots, O_n^t] \). Assume that the robot can change its velocity immediately according to the action command at time \( t \) \( a_t \), which is determined by the navigation policy: \( v_t = a_t = \pi(J_t) \). The corresponding reward at time \( t \) is denoted as \( R(J_t, a_t) \). The definition of reward function in is shown in, where \( d_{\text{min}} \) is the shortest separation distance between the robot and humans within the decision interval \( \Delta t \), and \( d_c \) represents the minimum comfortable distance that humans can tolerate.

\[
R(J_t, a_t) = \begin{cases} 
-0.25, & \text{if } d_{\text{min}} < 0; \\
0.5 * (d_{\text{min}} - d_c), & \text{if } 0 < d_{\text{min}} < d_c; \\
1, & \text{if } d_g = 0; \\
0, & \text{otherwise}.
\end{cases}
\]

Equation indicates that actions that lead the robot to the goal will be awarded while actions that may cause collision or discomfort to pedestrians will be penalized. If the robot satisfies any of the following conditions: a) reaches the destination (i.e., the position is close enough to the goal), b) collided with a human, and c) the navigation time exceeds the time limit, the episode will be terminated.

With an optimal navigation policy \( \pi^*(J_t) \), the optimal value of the joint state \( J_t \) at time \( t \) can be formulated as:

\[
V^*(J_t) = \sum_{i=0}^{K} \gamma^i \Delta t \cdot v_{\text{pref}} \cdot R(J_t, a_t^*)
\]

where \( K \) is the total number of decision steps from the state at time \( t \) to the final state, \( \Delta t \) is the decision interval between two actions, and \( \gamma \in (0, 1) \) is a discount factor in which the preferred speed \( v_{\text{pref}} \) is introduced as a normalization.
parameter for numerical reasons [10]. The optimal policy is formulated by maximizing the cumulative reward as the following:

$$
\pi^*(J_t) = \arg \max_{a_t \in A} R(J_t, a_t) + \gamma^{\Delta t} v_{pref} \cdot \int_{J_{t+\Delta t}} P(J_{t+\Delta t} | J_t, a_t) \cdot V^*(J_{t+\Delta t}) \, dJ_{t+\Delta t}, \tag{4}
$$

where $A$ is the action space (i.e., the set of velocities that can be achieved), $P(J_{t+\Delta t} | J_t, a_t)$ is the transition probability from $J_t$ to $J_{t+\Delta t}$ when action $a_t$ is carried out. This probability describes the uncertainty of the next joint state due to the unknown crowd behavior.

### III. METHODS

#### A. Background

1) **Value Function Approximation (VFA):** In our study, we adopt the Value Function Approximation (VFA) algorithm as the basic RL algorithm to solve our task. In detail, we use a deep neural network with the architecture proposed in [12] to approximate the optimal value function $\hat{V}(J_t)$. In the policy evaluation, the dynamics of the environment can be considered accessible, i.e., it is assumed that the next joint state of the robot and humans $J_{t+1}$ after the robot takes an action at the current state $J_t$ can be approximated using some predictive models [13]: $J_{t+1} \leftarrow \text{propogate}(J_t, a_t)$. Then the optimal policy can be retrieved from the optimal value function $V^*(J_{t+\Delta t})$. By this simplification, the calculation of the optimal policy in (4) can be modified as (5).

$$
\pi^*(J_t) = \arg \max_{a_t \in A} R(J_t, a_t) + \gamma^{\Delta t} v_{pref} \cdot \hat{V}(J_{t+\Delta t}). \tag{5}
$$

In this work, the pedestrians are assumed to move with constant velocities during the time interval $[t, t + \Delta t]$, as the duration $\Delta t$ is very small. Therefore, by using a constant velocity model (CVM), the next joint state of robot and humans can be predicted: $J_{t+\Delta t} \leftarrow \text{CVM}(J_t, \Delta t, a_t)$.

The value network is trained by the temporal-difference (TD) method with experience replay and fixed target network techniques.

2) **Hindsight Experience Replay (HER):** In our problem formulation, the defined reward function [2] is sparse, which is difficult for the agent to obtain non-trivial rewards with random explorations. Dealing with sparse rewards is always more challenging in RL. The hindsight experience replay technique (HER) proposed in [14] is a promising method to solve the sparse reward problems. The key insight of HER is that the agent can learn useful information from the failed rollouts by viewing the final state as its additional goal, as if the agent intended on reaching this state from the very beginning. The idea is realized by relabelling the failed experiences as successful ones. The details of our RL+HER algorithm in our task is outlined in Algorithm 1.

| Algorithm 1 VFA Learning with HER |
|-----------------------------------|
| 1: Initialize value network $V$ and target value network $\hat{V}$ |
| 2: Initialize experience replay memory $E$ |
| 3: for episode $i \in [1, M]$ do |
| 4: Sample an initial state $J_0$ with the original goal $g$ |
| 5: for $t = 0 \div T - 1$ do |
| 6: $a_t \leftarrow \pi^*(J_t) = \arg \max_{a_t \in A} R(J_t, a_t) + \gamma^{\Delta t} v_{pref} \cdot \hat{V}(J_{t+\Delta t})$ |
| 7: Execute the action $a_t$ and observe a new state $J_{t+1}$ |
| 8: end for |
| 9: Record information info of the last state $J_T$ |
| 10: if info = ReachGoal or Collision then |
| 11: for $t = 0 \div T - 1$ do |
| 12: Store the transition $(J_t, a_t, r_t, J_{t+1})$ in $E$ |
| 13: end for |
| 14: else if info = Timeout then |
| 15: Relabel the final agent position as the addition goal: $g' \leftarrow p_T$ |
| 16: for $t = 0 \div T - 1$ do |
| 17: Obtain $J_t' \div J_{t+1}$ with $g'$ |
| 18: if $p_t = g'$ then |
| 19: $r' = 1$ |
| 20: else |
| 21: $r' = r_t$ |
| 22: end if |
| 23: Store the transition $(J_t', a_t, r', J_{t+1}')$ in $E$ |
| 24: end for |
| 25: end if |
| 26: end for |
| 27: for $t = 0 \div N$ do |
| 28: Sample a minibatch $B$ from the replay buffer $E$ |
| 29: Set target $y_i = r_i + \gamma^{\Delta t} v_{pref} \cdot \hat{V}(J_{t+1})$ |
| 30: Update value network $V$ by gradient descent |
| 31: end for |
| 32: if episode $\%$ target update interval = 0 then |
| 33: Update target network $V' \leftarrow \hat{V}$ |
| 34: end if |
| 35: end for |

For each episode, if there is a collision or the agent achieves the goal, we will directly store the trajectory in the experience replay buffer; if the final state of the robot is “Timeout” without causing discomfort to humans, we will relabel the final state as the goal and the last reward as a successful reward and then store the modified trajectory in the replay buffer. HER is a simple method without complicated reward engineering and can help improve the sample efficiency in RL.

#### B. Reward shaping (RS)

To deal with the sparse reward task of human-aware navigation without employing expert demonstrations, the most intuitive method is to shape the reward function. Using reward shaping (RS) can be beneficial with carefully engineering. Since the task of robot navigation is to reach a given goal, we incorporate an distance-to-goal reward to the original sparse reward [2]. Since simply using distance-to-goal to shape the reward often fails as it renders learning vulnerable to local optima, it needs to be well designed for a successful
application. We shape the reward only based on the distance-to-goal function without any additional domain knowledge, as shown in (6):

$$R(J_t, a_t) = \begin{cases} 
-1, & \text{if } d_{min} < 0; \\
0.5 \times (d_{min} - d_c), & \text{if } 0 < d_{min} < d_c; \\
2, & \text{if } d_g = 0; \\
-\alpha \times \text{dist}, & \text{otherwise.} 
\end{cases}$$

(6)

where $\text{dist} = ||p - g||$ is the distance from the agent to the fixed goal and $\alpha$ is a hyper-parameter. In our task, we set $\alpha = 0.002$ considering the relative magnitudes between the distance value and the other reward values and having several experimental trials.

**C. Curriculum Learning (CL) with HER**

Although the RS method can provide a dense reward, it usually needs very careful engineering to achieve good performance. Therefore, we propose another method to deal with the sparse reward problem. As illustrated in Algorithm 1, we first implement the HER technique to relabel the final state of the “Timeout” trajectories as goals and store them in the experience replay. Therefore, the agent can also learn from the failure.

In practice, we find that when there are many humans in the simulated environment and the punishment for collision is very high (-1), the agent can hardly get successful trajectories during training, even equipped with the HER technique. Therefore, we introduce the curriculum learning (CL) in our method, to make the agent start out with easy tasks and then gradually increase the task difficulty. In our implementation, we first train the agent in a simple environment that contains only one human to make it learn to navigate without collision, and then transfer it to a more complex environment with 5 humans.

### IV. EXPERIMENTS

**A. Simulation Environment**

The simulation environment for human-aware navigation is built in Python. There are 5 humans in the simulated crowd, whose navigation policy is determined by the optimal reciprocal collision avoidance (ORCA) method [15]. We use circle crossing scenarios, where the positions of the humans and the robot are randomly initialized on a circle of radius $4m$ and their goal positions are on the opposite side of the circle. We assume holonomic kinematics for the robot, i.e., it can move in any direction. The action space consists of 9 discrete actions in total: the stop action and the speed of $1m/s$ and its heading directions evenly spaced between $0, 2\pi$.

**B. Evaluation of Agents Trained with Expert Demonstrations**

First of all, we evaluate the agents trained with expert demonstrations. Specifically, we first implement the baseline that uses demonstration data to initialize the experience replay memory and combines IL+RL to train the agent. Then we implement RL with initialized memory without using IL for pre-training. Finally, we implement RL+HER with initialized memory but does not use IL for pre-training. By designing these experiments, we want to study the separate contributions of IL and HER to the learned navigation policy when the demonstration data is used.

The demonstration data is generated by navigating with ORCA policy for 3000 episodes. For imitation learning, we pre-train the value network for 50 epochs on the demonstration data with a learning rate of 0.01. In the reinforcement learning phase, we apply a learning rate of 0.001 and an $\varepsilon$-greedy policy for action selection. The exploration rate of the $\varepsilon$-greedy policy decays linearly from 0.5 to 0.1 in the first 5000 episodes and stays at 0.1 for the remaining episodes. The value network is trained for 10000 RL episodes. The training set and validation set use different seeds for initialization of the parameters.

Each agent is tested in 5000 episodes after training.

The navigation performance of the RL, RL+IL and RL+HER agents trained with demonstration data are shown in Table I.

| Demo Use        | Method | Success | Collision | Danger | Time | Reward |
|-----------------|--------|---------|-----------|--------|------|--------|
| Use             | RL     | 1.00    | 0.00      | 0.47   | 10.58| 0.3342 |
|                 | RL+IL  | 1.00    | 0.00      | 0.23   | 10.72| 0.3320 |
|                 | RL+HER | 1.00    | 0.00      | 0.17   | 10.57| 0.3370 |
| Not use         | RL     | 0.00    | 0.00      | 0.00   | -    | 0.0000 |
|                 | RL+RS  | 0.78    | 0.22      | 1.23   | 11.48| 0.1420 |
|                 | RL+HER+CL | 0.97  | 0.03      | 0.27   | 12.32| 0.2642 |

**Fig. 2**

Learning curves of the RL, RL+IL, RL+HER methods when expert demonstration data is used in training.
in Table I (first three lines) and Fig. 2. It can be seen that all three methods can obtain a success rate of 1 with zero collision. However, the RL+HER agent achieves the lowest frequency of being in danger (the number of times the robot is too close to human divided by the total number of episodes), the shortest time to reach the goal, and the highest discounted cumulative reward among the agents. Also, as shown in Fig. 2, the use of HER can help improve the sample efficiency and accelerate the learning process. The results demonstrate that our method can better learn from failure to achieve a better performance.

C. Evaluation of Agents Trained without Using Expert Demonstrations

Then, we conduct the navigation experiments without employing demonstration data. Instead, we initialize the experience replay memory with 3000 episodes generated with random actions. Other implementation details are the same as those in Section IV-B.

First, we compare the RL agents with and without using HER in the navigation task in an environment with only 1 human. The learning curves are compared in Fig. 3. As shown in Fig. 3(a) the RL agent without HER can learn to avoid collision with human, but never gets successful experiences. This is because the reward is too sparse and there is no expert demonstration as a guidance. Hence, it is difficult to learn a successful navigation policy even in a simple environment with only 1 human. However, with the introduction of HER, the experience replay memory becomes more informative and enables the successful learning process, as shown in Fig. 3(b). During training, the success rate gradually increases and converges to nearly 100% with a low collision rate. The experimental result proves the effectiveness of HER algorithm in dealing with sparse reward problems, without any additional domain expertise.

We then evaluate the RL methods (i.e., RL, RL+RS and RL+HER+CL) in a more difficult environment that contains the robot and a crowd of 5 humans. For the RL+HER+CL method, we initialize the value network using the learned weights in the navigation with 1 human, and train the agent in an environment with 5 humans. The results are presented in Table I (last three lines). As expected, the RL agent directly trained in the difficult sparse-reward environment can never achieve successful results and only learns to avoid humans. The RL+RS agent can successfully navigate to the goal in most of the cases (78%) with a shortest navigation time, but also has a high collision rate (22%). While the RL+HER+CL method can learn to navigate towards the goal with a high successful rate (97%) and a low collision rate (3%) with the highest total reward among all methods, and the frequency of being in danger is also the lowest, which demonstrates the superiority of our method.

The learning curves of the RL+RS and RL+HER+CL agents are further compared in Fig. 4. It can be seen in Fig. 4(a) that for both training and validation sets, the cumulative discounted reward gradually increases during the training process, and the success rate and navigation time of the agent improve a lot. This means the method using shaped reward can successfully learn the navigation actions to reach the goal in the crowd-navigation scenarios. However, the collision rate first decreases in the first 5000 training episodes, but increases in the remaining 5000 episodes. This may be due to our self-designed reward function, which requires more careful engineering. The results reveal that although the shaped reward is intuitive and simple, it needs a large amount of engineering effort and might not be useful for the complex crowd navigation task. However, as shown in Fig. 4(b), the success rate of the RL+HER+CL agent gradually converges to about 100% with almost zero collision rate. The results show that our method can successfully learn a human-aware navigation policy in the dense crowds without employing expert demonstrations and achieves a comparative performance with the state-of-the-art RL+IL methods that use expert demonstrations. This method can be easily applied
Fig. 5

TRAJECTORIES OF THE AGENTS TRAINED BY (A) THE BASELINE METHOD RL+IL, AND BY (B) OUR PROPOSED RL+HER+CL METHOD IN AN ENVIRONMENT WITH 5 HUMANS. OUR METHOD OUTPERFORMS THE BASELINE IN BOTH THE TRAVEL TIME AND THE TRAJECTORY LENGTH.

in real world navigation problems, as it does not require additional effort for the collection of human demonstration data.

Furthermore, we compare the performance of our RL+HER+CL method with the baseline method (i.e., RL+IL) in a test case. As shown in Fig. 5(a), although the demonstration data is employed in the training of the agent in baseline, it may not always make optimal and efficient decisions to navigate through a crowd towards its goal. It makes detours between the 4th to 5th seconds, and travels a longer distance to achieve the goal. In contrast, as shown in Fig. 5(b), without using expert demonstration data for training, our RL+HER+CL agent can learn to efficiently arrive at the goal with much lower time consumption and a shorter trajectory length. The results demonstrate the effectiveness of our proposed approach.

D. Demonstration Video

The demonstration video can be found at [https://youtu.be/QaYlXBJPnyI](https://youtu.be/QaYlXBJPnyI) for a better visualization of the results.

V. CONCLUSIONS

In this paper, we study the human-aware robot navigation problem via RL, and propose a framework to incorporate the HER and CL techniques, to learn both efficient and safe navigation in a dense crowd without using additional expert demonstration data. The goal-oriented task is formulated as a sparse reward problem. Without requiring demonstration data for model initialization, we develop two different methods, i.e., RL+RS and RL+HER+CL, to address the sparse reward navigation problem. The experiment results show that our proposed RL+HER+CL method can successfully learn the human-aware navigation policy and can achieve even better performance in terms of time consumption and trajectory length compared with the state-of-the-art methods that use additional demonstration data in training.
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