Cointegration analysis method for fault detection based on sensor data
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Abstract. Sensors are a popular source of information about the operation of complex dynamic technical systems. Considering data from sensors as a multidimensional time series is also used to describe cyber-physical systems. The article proposes a method for detecting system malfunctions based on the method of analyzing cointegration dependencies. It is determined that in the data for analysis it is possible to reveal cointegration dependences as facts of interdependence of data from different sensors. Calculations are given on the example of a system with 52 parameters. Out of 1,326 data pairs, 75 are cointegrated. The conducted analysis shows that the proposed method enables one to clearly illustrate situations with changes in behavior. By tracking deviations of observations from the calculated equation, it is possible to identify system errors.

1. Introduction
The Fourth Industrial Revolution is already in progress. In the face of all these elemental changes, a vast majority of industries will have to reorganize. This radical reorganization is referred to in this text as ‘Industry 4.0’.

Wildemann points out that the basic idea of Industry 4.0 consists of two elements: the global cross-system networking of people, plants and products as well as the independent and decentralized organization and control of these production units in real time [1]. According to him, the technological-economic paradigm of Industry 4.0 is based on the merging of the physical world with the virtual world into a cyber-physical system (CPS) [1]. In addition to the Internet of Things, current trends in information and communication technology, such as Big Data, Cloud Services and major technical advances in sensor technology, form the foundation for expanding cyber-physical systems in line with Industry 4.0.

The IoT connects decentralized physical objects to the Internet. In a factory, a CPS is created by interlinking Smart Products, intelligent workpieces, machines and transport units with each other. As already mentioned, those objects synchronize and collaborate automatically and interact with humans via interfaces to form a real-time industrial network. This enables intelligent automation.

Modern technical systems are complex and dynamic, therefore, to describe the operation of such a system, it is necessary to track a large number of parameters that change over time. That is, complex dynamic systems can be described in the form of a multidimensional time series, where some series will describe data on technological processes, and others on management action. Controlling process conditions is critical to proper operation.
Data is rightly seen as the most important raw material. To use and manage the ever-growing volumes of data, innovative concepts of Data Mining are required. This also helps generating new business models. A popular application example is ‘predictive maintenance’: the machine tells the user when it has to be maintained, reducing its down time.

The modern stage of development enables you to receive and use more and more information about technology. Modern sensors do not simply measure classic switching signals, they also analyse their environment. From this analysis, output signals are generated to control actuators, which leads to predetermined mechanical actions. Smart Sensors not only enable ‘predictive maintenance’. They entail a much more radical automation, including machine learning, which provides for added value in process design. This opens up a huge potential for planning security, quality standards, flexibility and productivity.

Fault diagnosis in continuous dynamic systems can be challenging, since the variables in these systems are typically characterized by autocorrelation, as well as time variant parameters, such as mean vectors, covariance matrices, and higher order statistics, which are not handled well by methods designed for steady state systems. In dynamic systems, steady state approaches are extended to deal with these problems, essentially through feature extraction designed to capture the process dynamics from the time series. [2]

Modern CPS are typical examples of complex dynamic engineering systems. Such systems are now equipped with sensors and control mechanisms. Such systems generate large amounts of data that need to be analyzed and if the data do not meet expectations, then this may be a sign of a possible breakdown, accident, or the need for human intervention into management.

The Mining Data Correlation from Multi-faceted Sensor Data is one of the sources of information for making decisions about a complex dynamic object in the concept of the Internet of Things. The Internet of Things uses sensors to analyze data. It is important to consider a multidimensional time series (a data set in the form of a time series from each sensor and control mechanism), because it enables one to consider the relationships between the data. Analyzing these data derived from sensors is an essential task and can find the useful latent information besides the data itself [3]. Researchers use correlation analysis [3, 4, 5, 6], analysis for the presence of cointegration [7, 8, 9, 10], use principal component methods [11, 12, 13], neural networks [14, 15, 16, 17] to analyze CPS data and predict breakdowns. However, even the most complex forecasting systems do not give 100% results. Methods for identifying the fact that the time series has changed (a structural shift has occurred), for example, by the Perron-Bay method [18], are based on the fact that a sufficient number of observations must be obtained after the shift for the estimates to be reliable.

2. Methodology
Let us consider cointegration as a property of time series, for this it is also necessary to mention the concepts of stationarity/nonstationarity of time series.

Many processes can be described as autoregressive models. Indeed, time series of any parameters are often inertial processes of some kind, that is, each value depends on the previous one.

\[ y_t = \phi y_{t-1} + \varepsilon_t \]  

Where random component \( \varepsilon_t \) has zero mathematical expectation and stable variance \( \varepsilon_t \sim N(0, \sigma^2) \). Then, depending on the value of coefficient \( \phi \), three types of time series are distinguished [19, 20]. These are stationary time series (for \( \phi <0 \)); nonstationary time series (for \( \phi >0 \)); random walk (for \( \phi =0 \)).

We can say that the stationary process does not depend on time, but in the non-stationary process there are some dependences on time. The great popularity of studies of time series in general and stationarity of time series in particular came from econometrics, because many economic processes are nonstationary, and most methods impose the requirement of stationarity. In technology, time series are also often found, which demonstrate trends, fairly regular cycles or other manifestations of non-stationary behavior. If any of the indicators is growing steadily over time, then it can be brought to a
stationary form by simply removing the trend line. If this transformation results in a stationary series, it is said to be difference-stationary [20]. This is not the only way to make the series stationary. It is possible to go from the original series to the first-order differences \( \Delta \gamma_t = \gamma_t - \gamma_{t-1} \). An example of a difference-stationary process is the random walk series, defined by Equation (1). This series is an \( \phi = 1 \) integrated series of order 1, denoted I(1) [20]. For such a series, Equation (1) yields

\[
\Delta \gamma_t = \gamma_t - \gamma_{t-1} = \epsilon_t \tag{2}
\]

If, for reduction to a stationary form, it is necessary to take second-order differences, then the process is considered I(2) and so on. In most cases, the first-order differences are sufficient, the second-order differences are used much less frequently, and the differences above 2 are almost never.

Having defined our understanding of stationary time series and reduction of non-stationary time series to a stationary form, let us proceed to the description of cointegration.

If a linear combination of some set I(1) of time series \( Y_t = (y_{1t}, y_{2t}, \ldots, y_{nt})^T \) has the properties of a stationary series, then they are called cointegrated.

\[
\beta^T Y_t = \beta_1 y_{1t} + \beta_2 y_{2t} + \cdots + \beta_n y_{nt} \sim I(0) \tag{3}
\]

If there is at least one such vector \( \beta \), then the dataset is considered cointegrated. It is clear that if the original series are non-stationary, then for their linear combination to be stationary, it must include at least 2 time series. The use of a large number of time series in the cointegration relationship is complicated by interdependencies between non-stationary time series, which causes the effect of multicollinearity.

It is clear that any cointegration vector is not unique, because (4)

\[
k \cdot \beta^T Y_t = (\beta^*)^T Y_t \sim I
\]

Usually, the cointegration relation leads to the expression of dependence of one time series on others, then the cointegration vector can be written as (5)

\[
\beta = (1, -\beta_2, \ldots, -\beta_n)^T
\]

Thus, the cointegration ratio can be represented as

\[
\beta^T Y_t = y_{1t} - \beta_2 y_{2t} - \cdots - \beta_n y_{nt} \sim I(0) \tag{6}
\]

or

\[
y_{1t} = \beta_2 y_{2t} + \beta_3 y_{3t} + \cdots + \beta_n y_{nt} + u_t \tag{7}
\]

where \( u_t = \beta^T Y_t \sim I(0) \)

It turns out that we assume the presence of a certain long-term equilibrium equation (8)

\[
y_{1t} = \beta_2 y_{2t} + \beta_3 y_{3t} + \cdots + \beta_n y_{nt} \tag{8}
\]

If for the presence of cointegration it is necessary that a combination of time series forms a stationary process, then in the presence of several time series, there can be several such combinations, and they speak of a set of cointegration vectors (9):

\[
B^T Y_t = \begin{pmatrix}
\beta_1^T Y_t \\
\vdots \\
\beta_f^T Y_t
\end{pmatrix}
= \begin{pmatrix}
u_{1t} \\
\vdots \\
u_{rt}
\end{pmatrix} \sim I \tag{9}
\]

One of Granger’s findings is that in the case of cointegration of I(1) series, the time series dependence model can be represented in the form of an error-correction model (ECM) [21]. That is, there is a certain functional dependence (10)

\[
\Delta y_{1t} = f(y_{1t-1} - \beta_2 y_{2t-1} + \beta_3 y_{3t-1} + \cdots + \beta_n y_{nt-1}) = f(u_{t-1}) \tag{10}
\]
On the one hand, we know that random component $u_t$ has zero mathematical expectation, and on the other hand, that the next change in the time series depends on the value of the random component at the previous step. Thus, if the processes are cointegrated, then they tend to the values that are laid down by the long-term equilibrium (8). Using this, one can monitor the value of random component $u_t$, and if its analysis shows that at some point this value began to behave neither like a stationary process, then one can suspect the occurrence of some changes in the processes, that is, note a violation of long-term equilibrium, which can mean some kind of abnormal situation in technology, breakdown, accident, the need to replace equipment, and so on.

There is a need to test time series for stationarity and cointegration.

As an example of using the method, we will use the ready-made Tennessee Eastman Process (TEP) data set, which is actively used by researchers to solve similar problems [2, 9, 11]. The dataset contains the data referenced in Rieth et al. The TEP was created by the Eastman Chemical Company to provide a realistic industrial process for evaluating process control and monitoring methods. The test process is based on a simulation of an actual industrial process where the components, kinetics, and operating conditions have been modified for proprietary reasons. The data in the training and testing sets included all the manipulated and measured variables for a total of $m = 52$ observation variables [22].

The process diagram is shown in the Figure.

![Figure 1. Diagram of Tennessee Eastman Process.](image)

Let’s consider a certain simplification for finding cointegration vectors. Considering the fact that if a linear combination of a pair of non-stationary time series forms a stationary time series, then such pairs can again form many other cointegration relations. Even looking only at pairs, we are faced with an increase in the number of possible options. For the above example with 52 variables, we get the following number of possible combinations (11)

$$C_n^k = \frac{n!}{k!(n-k)!}$$

That is, we have to check $C_{52}^2 = 1326$ pairs for cointegration. Having identified cointegrated pairs, we can follow them, and if cointegration has ‘disappeared’, that is, at some new time interval we can no longer talk about the presence of a cointegration ratio, then something has changed in the process itself. In practice, this means either a change in technology (which the operator knows about), or a breakdown/accident/failure, due to equipment errors, changes in some parameters of the resources used.
In the latter case, such information (that the process has changed) can be used to attract attention in general, which may ultimately lead to the need for equipment repair or maintenance or readjustment, etc. Changes in the pair will be estimated as the calculation of the root-mean-square deviation of value $u_t$.

3. Results

Obviously, the operator is not able to manually track a large number of parameters, and even more so all pairs. In our example, we would have to track 1326 parameter pairs.

We checked the dataset for cointegration in 1326 pairs using Python. To do this, we used the coint function.

Time series analysis shows that 75 pairs are cointegrated. Let’s look at some of them in Figures 2-9.

In Figure 1 (left), we see a graph of the values of two variables in normal operation (xmeas_33 and xmeas_40), the relationship between which is difficult to visually determine, but the analysis shows that a pair of variables is cointegrated. In Figures 2, 4, 6 and 8 (on the left), we see quite similar pictures of the initial values during normal operation, however, there are changes after an accident in the system (FaultNumber = 18) and the graphs have become completely different (right parts of the figures).

In Figures 3, 5, 7 and 9, we see diagrams of the range of root-mean-square deviations (RMSD) of the random component $u_t$ for the corresponding data pairs, for all variants of errors (1-20). Figures 2-9 and calculations were made in the R language (library tidyverse).

**Figure 2.** The graph of changes in variables xmeas_33 and xmv_5 during normal operation (left) and after error No. 18

**Figure 3.** Box plots of RMSD of random component $u_t$ for variables xmeas_33 and xmv_5 for different FaultNumbers

**Figure 4.** The graph of changes in variables xmeas_8 and xmv_2 during normal operation (left) and after error No. 18

**Figure 5.** Box plots of RMSD of random component $u_t$ for variables xmeas_8 and xmv_2 for different FaultNumbers
The box plots of root-mean-square deviations of random component $u_t$ for variables $x_{meas\_29}$ and $x_{meas\_41}$ for different FaultNumbers (Figure 5) show that for FaultNumbers 1, 7, 8, 12, 18 even the minimum values of the root-mean-square errors are higher than the maximum values during normal operation. Other pairs of data show similar results.

4. Conclusion
The analysis shows that the proposed method enables one to clearly illustrate situations with changes in behavior. As an example of using the method, we used the ready-made Tennessee Eastman Process (TEP) data set. Different pairs of data may have the ability to identify different errors. All errors cause a change in the behavior of one or several pairs of data, thus tracking the behavior of the value of random component $u_t$ enables identifying cases of deviation of the process from long-term equilibrium (in terms of cointegration), that is, cases of failure from the normal system operation.

The results obtained are clear and objective and can be used by process operators or by a source for automatic process control.
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