Average Run Length on CUSUM Control Chart for Seasonal and Non-Seasonal Moving Average Processes with Exogenous Variables

Rapin Sunthornwat 1 and Yupaporn Areepong 2,*

1 Industrial Technology Program, Faculty of Science and Technology, Pathumwan Institute of Technology, Bangkok 10330, Thailand; rapin_ma@yahoo.com
2 Department of Applied Statistics, Faculty of Applied Science King Mongkut’s University of Technology, Bangkok 10800, Thailand
* Correspondence: yupaporn.a@sci.kmutnb.ac.th; Tel.: +66-2555-2000

Received: 19 November 2019; Accepted: 8 January 2020; Published: 16 January 2020

Abstract: The aim of this study was to derive explicit formulas of the average run length (ARL) of a cumulative sum (CUSUM) control chart for seasonal and non-seasonal moving average processes with exogenous variables, and then evaluate it against the numerical integral equation (NIE) method. Both methods had similarly excellent agreement, with an absolute percentage error of less than 0.50%. When compared to other methods, the explicit formula method is extremely useful for finding optimal parameters when other methods cannot. In this work, the procedure for obtaining optimal parameters—which are the reference value \( (a) \) and control limit \( (h) \)—for designing a CUSUM chart with a minimum out-of-control ARL is presented. In addition, the explicit formulas for the CUSUM control chart were applied with the practical data of a stock price from the stock exchange of Thailand, and the resulting performance efficiency is compared with an exponentially weighted moving average (EWMA) control chart. This comparison showed that the CUSUM control chart efficiently detected a small shift size in the process, whereas the EWMA control chart was more efficient for moderate to large shift sizes.
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1. Introduction

Statistical process control (SPC) has been widely used to monitor processes and services, so as to avoid any instabilities and inconsistencies. The control chart is the main tool for SPC. Page first introduced the cumulative sum (CUSUM) control chart [1] and Roberts initially devised the exponentially weighted moving average (EWMA) control chart [2]. The CUSUM and EWMA control charts were developed from the Shewhart control chart [3], which is suitable for processes with a large shift size in the parameters of interest (the mean or variance) when the observations follow a normal distribution. Meanwhile, the CUSUM and EWMA control chart can detect small shift sizes in the parameters of interest and they are suitable for observations following more complex patterns, such as auto-correlated observations, trending and seasonal observations, and changing point observations [4–6].

SPC has been adopted for monitoring production and service processes in several fields, such as medical sciences, industrial manufacturing, network analysis, mechanical trading on securities, and healthcare. A systematic review of the researches on the limitations and benefits of SPC for the quality improvement of healthcare systems can be found in [7,8], and a comparison of SPC to several...
control charts that were implemented in the manufacturing industry was given by Saravanan and Nagaragan [9]. Moreover, range and X-bar control charts to monitor production at Swat Pharmaceutical Company were researched by Muhammad [10], while SPC in a computer-integrated manufacturing environment was investigated by Montgomery and Friedman [11] and traffic observations for IP networks that were monitored by CUSUM, Shewhart and EWMA control charts were studied and analyzed by Matias et al. [12].

An advantage of the CUSUM control chart is that it is suitable for detecting unstable processes for a subgroup of data and single observations. The following researches focus on the application of the CUSUM control chart for real observations. Sunthornwat et al. [4] designed optimal differencing and smoothing parameters for EWMA and CUSUM control charts to evaluate average run length (ARL) with an autoregressive fractionally integrated moving average (ARFIMA) model. The practical observations were obtained from the time intervals in days between explosions in mines in Great Britain from 1875 to 1951 [13]. Meanwhile, Sheng-Shu and Fong-Jung [14] reported that the CUSUM control chart performed better than the EWMA control chart in monitoring the failure mechanism of wafer production quality control. Benoit and Pierre detected the persistent changes in the mean and variance in the state of marine ecosystems, while using indicators of North Sea cod from the International Bottom Trawl Survey [15]. Their results showed that the CUSUM control chart is suitable for detecting small, persistent changes.

The observations or data in practical situations are often collected from stochastic processes that are dependent on time-space or time series. In other words, the models established under the econometric models are sometimes specified in time-series models. The observations in econometrics as a time-series model comprise of autoregressive (AR) and moving average (MA) elements. Moreover, it is very simple to identify the movement patterns of time-series observations in MA models and, often, the seasonal factor can be embedded in the observations, being modeled as a seasonal moving average (SMA) model. Moreover, the error, which is the difference between the exact value and approximated value, should be considered in the modeling. A smaller error signifies better accuracy. The error of a time-series model, which is called white noise, usually follows a normal distribution, but another form of time-series model with auto-correlated observations is exponential white noise [16–20].

Econometric models are related to the economic indicators or variables that affect economic forecasting. An exogenous variable is a variable that is not affected by other variables in the system. For example, the exogenous variable may depend on the government’s investment policies. Exogenous variables that are popularly used in econometric models are the exchange rate, interest rate, and inflation rate, among others. These variables affect the econometric model when forecasting economic situations in the future. When forecasting in economics and other fields, if the forecasting model includes an exogenous variable, the model is usually more accurate than one without it. X denotes the exogenous variable in economic models, and models that are based on an MA or SMA time series with an exogenous variable are denoted as MAX and SMAX, respectively. For the quality control of processes and services, the efficiency of a control chart can be measured in terms of the proposed ARL [5,21]. The ARLs for the in-control state (ARL₀) and the out-of-control state (ARL₁) are evaluated as the efficiency criteria; a large ARL₀ means that the control chart can be applied to efficiently control the process, whereas a small ARL₁ demonstrates that the control chart can detect a change in the process quickly. The Numerical Integral Equation (NIE) method is widely used for the continuous distribution of observations in real-world applications. Furthermore, Banach’s fixed-point theory has been adopted to prove the existence and uniqueness of the ARL in the following researches. Sunthornwat et al. investigated an explicit formula for the ARL on an EWMA control chart for the Autoregressive Fractionally Integrated Moving Average (ARFIMA) model with exponential white noise [4], while Mittitelu et al. [22] solved one representing the ARL on a CUSUM control chart based on observations in a hyper-exponential distribution. Their findings show that the explicit formula ARL was more quickly evaluated than the NIE ARL. Petcharath et al. derived an explicit formula ARL, while using an integral equation method on a CUSUM control chart for an MA model with
exponential white noise [23], with its existence and uniqueness being proved via Banach’s fixed-point theory. However, the optimal parameters could not be obtained in an MA model.

As mentioned in this literature review, the ARL, for measuring the efficiency of a CUSUM control chart, is very important for comparing control chart performance. Moreover, the application of control charts to detect shifts in the processes from autocorrelated data, which needs a high accuracy model with the study of exogenous variables, is very interesting. For example, the MAX and SMAX models are widely used in the field of economics. In addition, finding the optimal values for the parameters in a CUSUM chart is important for these models to detect changes in a process as fast as possible. Therefore, the aim of this research was to evaluate the ARL on a CUSUM control chart of MAX and SMAX processes, and to apply Banach’s fixed-point theory to prove the existence and uniqueness of the ARL. The stock price for Aeon Thana Sinsap (Thailand) PCL (AEONTS) with exogenous variables, which are the USD/THB exchange rate and the interest rate, were applied to analyze the ARL of a CUSUM control chart. The rest of this paper is organized, as follows. In the next section, preliminaries regarding the definitions and theory used in the study are given. Section 3 illustrates the explicit formula. Section 4 presents the existence and uniqueness of the explicit formula, the NIE method and the numerical procedure for obtaining optimal parameters for ARL. The computational results, a comparison, and an application to real data are reported in Section 5. Section 6 consists of the conclusion and a discussion of this research.

2. Preliminaries

In this section, the definitions and theories related to the fixed point theorem, MAX and SMAX processes, CUSUM control chart, and characteristic are proposed, as follows:

2.1. The MAX(q,r) and SMAX(Q,r) L Processes

**Definition 1.** Let \( \{Z_t, t = 1, 2, \ldots\} \) be a sequence of MAX(q,r) process given as

\[
Z_t = \mu + (1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_q B^q) \varepsilon_t + \sum_{i=1}^{r} \beta_i X_{it}, \tag{1}
\]

and \( \{\zeta_t, t = 1, 2, \ldots\} \) be a sequence of SMAX(Q,r) L process given by the expression

\[
\zeta_t = \mu + (1 - \theta_L B^L - \theta_{2L} B^{2L} - \ldots - \theta_{QL} B^{QL}) \varepsilon_t + \sum_{i=1}^{L} \beta_i X_{it}, \tag{2}
\]

where

- \( \varepsilon_t \) is a exponential white noise process,
- \( \mu \) is a process mean,
- \((1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_q B^q)\) is the moving average polynomials in B of order q,
- \((1 - \theta_L B^L - \theta_{2L} B^{2L} - \ldots - \theta_{QL} B^{QL})\) is the seasonal moving average polynomials in B of order Q; \( L \) is a natural number,
- \( B \) is the backward shift operator i.e., \( B^q \varepsilon_t = \varepsilon_{t-q} \), and
- \( X_{it} \) is exogenous variable and \( \beta_i \) is a coefficient of \( X_{it} \).

2.2. Fixed Point and Metric Space

**Definition 2.** The point \( s^* \) is called a fixed point in the domain of the function \( \text{ARL}(s) \) if \( \text{ARL}(s^*) = s^* \).
Definition 3. Let $M$ be a nonempty set and $R$ denote the set of real numbers. A distance function from $x$ to $y$, $\rho : M \times M \to R$ is said to be a metric on $M$ denoted by $(M, \rho)$ if it satisfies the following conditions. For all, $x, y, z \in M$,

1. $\rho(x, y) \geq 0$ i.e., $\rho$ is finite and non-negative real valued function.
2. $\rho(x, y) = 0$ if, and only if, $x = y$.
3. $\rho(x, y) = \rho(y, x)$, (Symmetric property).
4. $\rho(x, z) \leq \rho(x, y) + \rho(y, z)$, (Triangular inequality).

Definition 4. A sequence $(x_n)$ of points of $(M, \rho)$ is a Cauchy’s sequence if $\rho(x_m, x_n) \to 0$ for $m, n \to \infty$.

Definition 5. A metric space is a complete metric space if every Cauchy’s sequence converges to $x \in M$. That is to say, if $\rho(x_m, x_n) \to 0$ as $m, n \to \infty$, then there exists $x \in M$, such that $\rho(x_m, x) \to 0$ as $m \to \infty$.

Definition 6. An operator $C^* : M \to M$ is a contraction mapping, or contraction, if there exists $\omega \in [0, 1)$ such that $\rho(C^*x, C^*y) \leq \omega \rho(x, y)$, for all $x, y \in M$.

Definition 7. An element $x \in M$ is a fixed point of an operator $C^*$, if $C^*x = x$.

Definition 8. A sup norm $\|\|_{\infty}$ in the domain of continuous function $ARL(s) : \text{Dom}(ARL(s)) \to R$ is defined as $\|\|_{\infty} = \sup_{0 \leq s \leq h} |ARL(s)| = \sup_{s \in \text{Dom}(ARL(s))} |ARL(s)|$.

Definition 9. $ARL : [0, h] \to R$ is a twice differentiable function, being denoted by $ARL \in C^2[0, h]$.

Theorem 1. (Banach’s Fixed Point Theorem (see Richard [24]))

If $C^* : M \to M$ is a contraction mapping on a complete metric space $(M, \rho)$, then there exists an unique solution $s \in M$ of $C^*s = s$.

2.3. CUSUM and EWMA Control Charts for the MAX($q, r$) and SMAX($Q, r$)$_L$ Processes

The CUSUM statistic under the assumption $\{Y_t; t = 1, 2, 3, \ldots\}$, as a sequence of i.i.d continuous random variables with common probability density function, is considered. The CUSUM statistic $(Y_t)$ is referred to as an upper CUSUM statistic, being based on MAX($q, r$) and SMAX($Q, r$)$_L$ processes. $Y_t$ can be expressed by the recursive formula, as

$$Y_t = \max[0, Y_{t-1} + Z_t - a], \text{ for } t = 1, 2, \ldots, \tag{3}$$

where $Z_t$ is a sequence of the MAX($q, r$) and SMAX($Q, r$)$_L$ processes with exponential white noise, the starting value $Y_0 = s$ is an initial value; $s \in [0, h]$, where $h$ is a control limit and $a$ is usually called the reference value of CUSUM chart. The CUSUM stopping time $(\tau_h)$ with predetermined threshold $h$ is defined as

$$\tau_h = \inf\{t > 0; Y_t \geq h\}, \text{ for } h > a \tag{4}$$

Meanwhile, the EWMA statistic for constructing EWMA control chart with smoothing parameter $\eta \in (0, 1]$, mean $\mu$, variance $\sigma^2$, initial value of the process mean: $M_0 = \mu$ is defined as

$$M_t = (1 - \eta)M_{t-1} + \eta Z_t; \text{ for } t = 1, 2, 3, \ldots, \tag{5}$$

where $Z_t$ is generated from the MAX($q, r$) and SMAX($Q, r$)$_L$ processes with exponential white noise.

The control limits of EWMA control chart consist of

Upper control limit: $UCL_t = \mu + \kappa \sigma \sqrt{\frac{\eta}{(2-\eta)^{2t}}[1 - (1 - \eta)^{2t}]}$

Center Line: $CL = \mu$
Lower control limit: \( LCL_t = \mu - \kappa \sigma \sqrt{\frac{n}{(2-\eta)} \left[1 - (1-\eta)^{2t}\right]} \)

where \( \kappa \) is the width of the control limits.

2.4. Characteristics of Average Run Length

Let \( \{\varepsilon_t, t = 1, 2, 3, \ldots\} \) be a sequence of independent and identically distributed random variables with a probability density function \( f(x) \) with the parameter \( \lambda = \lambda_0 \), which is before a change-point time \( \theta \leq \infty \); the parameters \( \lambda_1 > \lambda_0 \) are after the change-point time. Generally, the change-point times are considered. The expectation \( E_\theta(.) \) for fixed \( \theta \) under probability density function \( f(x) \) with parameter \( \lambda_1 \) is that the change-point occurs at point \( \theta \). The appropriate chart provides a large ARL for \( \theta = \infty \). There is the behavior of in-control state of ARL, being denoted by \( ARL_0 \), or the state of no change (\( \lambda = \lambda_0 \)). The expectation of the run length \( \tau_h \) in the -control state can be defined as

\[
ARL_0 = E_\theta(\tau_h)
\]

Meanwhile, if \( \theta = 1 \), in the case of the change-point time from \( \lambda_0 \) to \( \lambda_1 \), then the ARL is evaluated as the out-of -control state of ARL, being denoted by \( ARL_1 \), which can be defined as

\[
ARL_1 = E_\theta(\tau_h|\tau_h \geq 1)
\]

3. The Explicit Formulas for Average Run Lengths with MAX(\( q,r \)) and SMAX(\( Q,r \))L Processes

In this section, the derivations of the explicit formulas for the ARL of CUSUM chart, when observations are \( MAX(q,r) \) and \( SMAX(Q,r)_L \) processes with exponential white noise from the integral equations, after checking the existence and uniqueness of the solutions for the ARL, are presented, as follows:

**Theorem 2.** The explicit formula \( C(s) \) for the ARL of \( MAX(q,r) \) process with an exponential white noise is

\[
C(s) = e^{h t} \left( 1 + e^{\lambda(s-\mu+\theta_1 r_{1,-1}+\theta_2 r_{1,-2}+\ldots+\theta_q r_{1,-q}+\sum_{i=1}^{r} \beta_i X_0)} - e^{\lambda s}\right) , s \geq 0
\]

**Proof.** Let \( C(s) \) be the explicit ARL of \( MAX(q,r) \) process with an exponential white noise.

\[
C(s) = 1 + \int_{0}^{h} C(y) \lambda e^{\lambda(s-\mu+\theta_1 r_{1,-1}+\theta_2 r_{1,-2}+\ldots+\theta_q r_{1,-q}+\sum_{i=1}^{r} \beta_i X_0)} e^{-\lambda y} dy
\]

\[
+ \left(1 - e^{-\lambda(s-\mu+\theta_1 r_{1,-1}+\theta_2 r_{1,-2}+\ldots+\theta_q r_{1,-q}+\sum_{i=1}^{r} \beta_i X_0)} C(0)\right) \]

Let \( g \) be constant as

\[
g = \int_{0}^{h} C(y)e^{-\lambda y} dy.
\]

\( C(s) \) can be written as

\[
C(s) = 1 + \lambda g e^{\lambda(s-\mu+\theta_1 r_{1,-1}+\theta_2 r_{1,-2}+\ldots+\theta_q r_{1,-q}+\sum_{i=1}^{r} \beta_i X_0)} + \left(1 - e^{-\lambda(s-\mu+\theta_1 r_{1,-1}+\theta_2 r_{1,-2}+\ldots+\theta_q r_{1,-q}+\sum_{i=1}^{r} \beta_i X_0)} C(0)\right)
\]
For \( s = 0 \), then

\[
C(0) = 1 + \lambda g e^{\lambda(\mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q}) + \sum_{i=1}^q \beta_i(X_i)} + \left( 1 - e^{-\lambda(\mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q}) + \sum_{i=1}^q \beta_i(X_i)} \right) \cdot C(0)
\]

\[
= e^{\lambda(\mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q}) - \sum_{i=1}^q \beta_i(X_i)} + \lambda g
\]

Subsequently,

\[
C(s) = 1 + \lambda g e^{\lambda(s - \mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q} - \sum_{i=1}^q \beta_i(X_i))} + \left( 1 - e^{-\lambda(s - \mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q} - \sum_{i=1}^q \beta_i(X_i))} \right) \cdot C(s)
\]

\[
= 1 + e^{\lambda(s - \mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q} - \sum_{i=1}^q \beta_i(X_i))} + \lambda g - e^{\lambda s} + \left( 1 + e^{\lambda(s - \mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q} - \sum_{i=1}^q \beta_i(X_i))} \right) \cdot C(s)
\]

\[
= 1 + e^{\lambda(s - \mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q} - \sum_{i=1}^q \beta_i(X_i))} + \lambda g - e^{\lambda s} + e^{\lambda s}
\]

\[
= 1 + \lambda g + e^{\lambda(s - \mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q} - \sum_{i=1}^q \beta_i(X_i))} - e^{\lambda s}.
\]

Now, constant \( g \) can be found as the following

\[
g = \int_0^h C(y)e^{-\lambda y} dy
\]

\[
= \int_0^h (1 + \lambda g + e^{\lambda(s - \mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q} - \sum_{i=1}^q \beta_i(X_i))}) - e^{\lambda y})e^{-\lambda y} dy
\]

\[
= \left( 1 + \lambda g + e^{\lambda(s - \mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q} - \sum_{i=1}^q \beta_i(X_i))} \right) \int_0^h e^{-\lambda y} dy - \int_0^h e^{\lambda y} - e^{-\lambda y} dy
\]

\[
= \frac{e^{\lambda h}}{\lambda} \left( 1 - e^{-\lambda h} \right) \left( 1 + e^{\lambda(s - \mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q} - \sum_{i=1}^q \beta_i(X_i))} - \lambda h \right) - e^{\lambda h}
\]

Substituting the constant \( g \) into Equation (7), then

\[
C(s) = e^{\lambda h} \left( 1 + e^{\lambda(s - \mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q} - \sum_{i=1}^q \beta_i(X_i))} - \lambda h \right) - e^{\lambda h}, \quad s \geq 0.
\]

\[
\square
\]

As previously mentioned, the value of exponential parameter \( \lambda = \lambda_0 \), this implies that the process is in-control state. Hereby, the explicit analytical solution for \( ARL_0 \) can be written as

\[
ARL_0 = e^{\lambda_0 h} \left( 1 + e^{\lambda_0(s - \mu + \theta_1 \epsilon_{1,1} + \theta_2 \epsilon_{1,2} + \ldots + \theta_q \epsilon_{q,q} - \sum_{i=1}^q \beta_i(X_i))} - \lambda_0 h \right) - e^{\lambda_0 h}, \quad s \geq 0.
\]
On the contrary, if the process is in an out-of-control state, the value of exponential parameter \( \lambda_1 = \lambda_0(1 + \delta) \), where \( \lambda_1 > \lambda_0 \), and \( \delta \) is the shift size. The explicit analytical solution for ARL\(_1\) can be written as

\[
ARL_1 = e^{\lambda_1 h} \left( 1 + e^{\lambda_1(\theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} - \lambda_1 h \right) - e^{\lambda_1 s}, \quad s \geq 0. \tag{9}
\]

**Theorem 3.** The explicit formula \( D(s) \) for the ARL of SMAX(\( Q, r \)) process is

\[
D(s) = e^{\lambda h} (1 + e^{\lambda(a-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} - \lambda h) - e^{\lambda s}, \quad s \geq 0
\]

**Proof.** Let \( D(s) \) be the explicit ARL of SMAX(\( q, r \)) process with an exponential white noise.

\[
D(s) = 1 + \int_0^h D(y) e^{\lambda(a-s-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1}) e^{-\lambda y} dy} + \left( 1 - e^{-\lambda(a-s-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} \right) D(0) \quad s \in [0,a) \tag{10}
\]

Let \( k \) be constant as

\[
k = \int_0^h D(y) e^{-\lambda y} dy.
\]

\( D(s) \) can be written as

\[
D(s) = 1 + \lambda ke^{\lambda(a-s-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} + \left( 1 - e^{-\lambda(a-s-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} \right) D(0).
\]

For \( s = 0 \), then

\[
D(0) = 1 + \lambda ke^{\lambda(a-s-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} + \left( 1 - e^{-\lambda(a-s-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} \right) D(0)
\]

\[
= e^{\lambda(a-s-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} + \lambda k
\]

Afterwards,

\[
D(s) = 1 + \lambda ke^{\lambda(a-s-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} + \left( 1 - e^{-\lambda(a-s-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} \right) e^{\lambda(a-s-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} + \lambda k
\]

\[
= 1 + \lambda k + e^{\lambda(a-s-\mu + \theta_1 + \theta_2 + \ldots + \theta_{i-1} + \beta X_{i-1})} - e^{\lambda s} \tag{11}
\]
Now, constant $k$ can be found as the following
\[
k = \int_{0}^{h} D(y)e^{-\lambda y}dy\]
\[
= \int_{0}^{h} (1 + \lambda k + e^{\lambda(a-\mu+\theta_{e_1-L}+\theta_{e_1-2L}+\ldots+\theta_{e_1-QL}-\sum_{i=1}^{r} \beta_i X_0)} - e^{\lambda y})e^{-\lambda y}dy\]
\[
= \left(1 + \lambda k + e^{\lambda(a-\mu+\theta_{e_1-L}+\theta_{e_1-2L}+\ldots+\theta_{e_1-QL}-\sum_{i=1}^{r} \beta_i X_0)}\right) \int_{0}^{h} e^{-\lambda y}dy - \int_{0}^{h} e^{\lambda y - \lambda y}dy\]
\[
= \frac{e^{\lambda h}}{\lambda}(1 - e^{-\lambda h})\left(1 + e^{\lambda(a-\mu+\theta_{e_1-L}+\theta_{e_1-2L}+\ldots+\theta_{e_1-QL}-\sum_{i=1}^{r} \beta_i X_0)} - \lambda h\right) - e^{\lambda s}, \quad s \geq 0.\]

Substituting the constant $k$ into Equation (11), then
\[
D(s) = e^{\lambda h}\left(1 + e^{\lambda(a-\mu+\theta_{e_1-L}+\theta_{e_1-2L}+\ldots+\theta_{e_1-QL}-\sum_{i=1}^{r} \beta_i X_0)} - \lambda h\right) - e^{\lambda s}, \quad s \geq 0. \tag{12}\]

As previously mentioned, the value of exponential parameter $\lambda = \lambda_0$; this implies that the process is an in-control state. Hereby, the explicit analytical solution for $\text{ARL}_0$ can be written as
\[
\text{ARL}_0 = e^{\lambda_0 h}\left(1 + e^{\lambda_0(a-\mu+\theta_{e_1-L}+\theta_{e_1-2L}+\ldots+\theta_{e_1-QL}-\sum_{i=1}^{r} \beta_i X_0)} - \lambda_0 h\right) - e^{\lambda_0 s}, \quad s \geq 0. \tag{13}\]

On the contrary, if the process is in an out-of-control state, the value of exponential parameter $\lambda_1 = \lambda_0(1 + \delta)$, where $\lambda_1 > \lambda_0$, and $\delta$ is the shift size. The explicit analytical solution for $\text{ARL}_1$ can be written as
\[
\text{ARL}_1 = e^{\lambda_1 h}\left(1 + e^{\lambda_1(a-\mu+\theta_{e_1-L}+\theta_{e_1-2L}+\ldots+\theta_{e_1-QL}-\sum_{i=1}^{r} \beta_i X_0)} - \lambda_1 h\right) - e^{\lambda_1 s}, \quad s \geq 0. \tag{14}\]

4. Explicit Formulas and Numerical Integral Equation Method for Average Run Length

In this section, the existence and uniqueness of the explicit formulas for the analytical ARLs and numerical integral equation method for numerical ARLs are shown as the following.

4.1. Existence and Uniqueness of the Explicit Formulas for Average Run Lengths

Theorem 4. Explicit formulas for $\text{ARL}(s) - \text{C}(s)$ and $D(s)$—derived from the integral equations on the CUSUM control chart of MAX and SMAX processes with exponential white noise, respectively, have existence and uniqueness.

Proof (Existence). Let $\text{Con} [0, h]$ be a set of all continuous functions of $\text{ARL}$ on $[0, h]$. Let $\text{ARL}_0 \in \text{Con}([0, h])$ and $(\text{ARL}_n)_{n \geq 0}$ be a Cauchy’s sequence of explicit formula ARL that satisfies $\text{ARL}_{n+1} = \text{C}'\text{ARL}_n$.

\[
\rho(\text{ARL}_{n+1}, \text{ARL}_n) = \rho(\text{C}'\text{ARL}_n, \text{C}'\text{ARL}_{n-1}) \leq \omega \rho(\text{C}'\text{ARL}_n, \text{C}'\text{ARL}_{n-1}); \quad \omega \in [0, 1).\]
Repeatedly, \( \rho(\text{ARL}_{n+1}, \text{ARL}_n) \leq \omega^n \rho(\text{ARL}_1, \text{ARL}_0) \), for \( n \geq 0 \).
Thus, for \( n \geq m \)
\[
\rho(\text{ARL}_n, \text{ARL}_m) \leq \rho(\text{ARL}_n, \text{ARL}_{n-1}) + \ldots + \rho(\text{ARL}_{m+1}, \text{ARL}_m)
\leq (\omega^{n-1} + \ldots + \omega^m) \rho(\text{ARL}_1, \text{ARL}_0)
\leq \frac{\omega^m}{1 - \omega} \rho(\text{ARL}_1, \text{ARL}_0)
\]
(\( \text{ARL}_n \))\(_{n \geq 0} \) is a Cauchy’s sequence and \( \lim_{n \to \infty} C^* \text{ARL}_n \to \text{ARL} \). That is, \( C^* \text{ARL} = \text{ARL} \). \( \square \)

**Proof (Uniqueness).** Let
\[
k(s, y) = \lambda e^{\sum_{i=1}^{r} \beta_i s_i} \int_0^y e^{-\lambda \theta_i t - \theta_i \int_0^t e^{-\lambda \theta_i s_i} ds_i} dt
\]
be a kernel function of integral equation for \( C(s) \) and be a kernel function of integral equation for \( D(s) \) representing ARLs, where \( k : [0, h] \times [0, h] \to R \) and \( Z_j \) is MAX or SMAX process. The inequality
\[
\sup_{0 \leq y \leq h} \left\{ \int_0^h |k(s, y)| dy \right\} < 1
\]
will be shown to prove that \( C^* \) is a contraction mapping on the complete metric space \( (\text{Con}([0, h]), \| \cdot \|_\infty) \).

For any \( \text{ARL}_i, \text{ARL}_j \in \text{Con}([0, h]), \)
\[
\| C^* \text{ARL}_i - C^* \text{ARL}_j \|_\infty = \sup_{0 \leq y \leq h} \left| \int_0^h k(s, y) \{ \text{ARL}_i(y) - \text{ARL}_j(y) \} dy \right|
\leq \sup_{0 \leq y \leq h} \int_0^h |k(s, y)||\{ \text{ARL}_i(y) - \text{ARL}_j(y) \}| dy
\leq \omega \| \text{ARL}_i - \text{ARL}_j \|_\infty, \text{ where } \omega = \sup_{0 \leq y \leq h} \left\{ \int_0^h |k(s, y)| dy \right\} < 1. \quad \square
\]

Therefore, the explicit formulas ARL on the CUSUM control chart of MAX or SMAX processes with exponential white noise have existence and uniqueness.

**4.2. The Numerical Integral Equation Method**

According to the integral equation in Equations (6) and (10), the numerical integral equation method can evaluate the solution by the Gauss–Legendre quadrature rule as
\[
\text{ARL}(a_i) = 1 + \frac{1}{\lambda + 1} \sum_{j=1}^{m} w_j \text{ARL}(a_j) f \left( \frac{a_j - (1 - \lambda) a_i + (\lambda \theta + \theta) s}{\lambda + 1} - \mu \right)
\]
where
\[
i = 1, 2, 3, \ldots, m, \ a_j = \frac{h}{m} \left( j - \frac{1}{2} \right) \text{ and } w_j = \frac{h}{m}; \ j = 1, 2, 3, \ldots, m
\]
It can be rewritten in matrix form as
\[
\text{ARL}_{mx1} = \text{I}_{mx1} + R_{mxm} \text{ARL}_{mx1} \text{ or } \text{ARL}_{mx1} = (\text{I}_{m} - R_{mxm})^{-1} \text{I}_{mx1}
\]
where
\[
    ARL_{m \times 1} = \begin{bmatrix}
        ARL(a_1) \\
        ARL(a_2) \\
        \vdots \\
        ARL(a_m)
    \end{bmatrix}, \quad I_m = \text{diag}(1, 1, \ldots, 1), \quad 1_{m \times 1} = \begin{bmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{bmatrix}
\]

and
\[
    R_{m \times m} = \begin{bmatrix}
        \frac{1}{\lambda + 1} W_1 \left( \frac{a_1 - (1-\lambda)a_1 + \theta \lambda}{\lambda + 1} - \mu \right) \\
        \frac{1}{\lambda + 1} W_1 \left( \frac{a_1 - (1-\lambda)a_2 + \theta \lambda}{\lambda + 1} - \mu \right) \\
        \vdots \\
        \frac{1}{\lambda + 1} W_m \left( \frac{a_1 - (1-\lambda)a_m + \theta \lambda}{\lambda + 1} - \mu \right)
    \end{bmatrix}
\]

Therefore, the approximation of average run length is evaluated by the numerical integral equation method for \( ARL(u) \)
\[
    ARL(u) = 1 + \frac{1}{\lambda + 1} \sum_{j=1}^{m} w_j ARL(a_j) f\left( \frac{a_j - (1-\lambda)u + v + \theta \lambda}{\lambda + 1} - \mu \right)
\]

where \( a_j = \frac{h}{m} (j - \frac{1}{2}) \) and \( w_j = \frac{k}{m}, j = 1, 2, 3, \ldots, m \).

An absolute percentage relative error (APRE) criterion is used as a performance criterion and the APRE can be expressed as
\[
    \text{APRE(\%)} = \frac{|ARL(s)_{\exp} - ARL(s)_{\text{app}}|}{ARL(s)_{\exp}} \times 100\%
\]  \tag{14}

where \( ARL(s)_{\exp} \) is the \( ARL \) results from the explicit formula and \( ARL(s)_{\text{app}} \) is an approximation of \( ARL \) from the NIE method.

4.3. The Numerical Procedure for Obtaining Optimal Parameters for MAX Designs

Step 1. Select an acceptable in-control value of \( ARL_0 \) and decide on the change parameter value \( (\lambda_1) \) for an out-of-control state;

Step 2. For the given values \( \lambda_0 \) and \( T \), find the optimal values of \( a \) and \( h \) to minimize the \( ARL_1 \) values that are given by Equation (9), subject to the constraint that \( ARL_0 = T \) in Equation (8), i.e., \( a \) and \( h \) are solutions of the optimality problem.

In addition, the numerical procedure for obtaining optimal parameters for SMAX designs is the same as the MAX procedure, by using Equations (12) and (13) for \( ARL_0 \) and \( ARL_1 \), respectively. Table shows the optimal \((a, h)\) values for \( T = 370 \) and magnitudes of change.

5. Computational Results and Real Application

In this section, the results of the \( ARL \) with the explicit formula and the NIE method are provided and compared.

The \( ARL \) results of the proposed explicit formula (explicit) were compared with the NIE method while using the Gauss–Legendre quadrature rule with 1000 nodes for the CUSUM chart, based on the APRE criterion in Equation (14). The numbers in parentheses are CPU time (minutes) with the NIE method.
5.1. Numeric Results

The numerical results were obtained from the simulation. The chart was set up with reference value \((a)\) that is greater than \(s\), where \(s\) is an initial value \((s = 0)\). The parameter \(a\) could be any number, but it combines with the control limit \((s)\) that corresponds to the in-control \(ARL_0 = 370\) and 500. In this paper, the parameter \(a\) is varied between 1.5 to 3.0. A comparison of the solution of the explicit formula (Explicit) with the NIE method for the CUSUM chart, when \(\lambda_0 = 1, \beta_1 = 0.5\) for MAX \((2,1)\) and SMAX \((3,1)_{12}\), are reported in Tables 1 and 2 for \(ARL_0 = 370, 500\), with which they are in good agreement. Notice that the absolute percentage relative error is small. In Tables 3 and 4, we use Equations (8) and (9) to show \(ARL_0\) and \(ARL_1\) for the MAX \((2,1)\) process with parameter \(a = 3\) and the coefficient parameters of the process \(\theta_1 = 0.1, \theta_2 = 0.2, \theta \beta_1 = 0.5\). For Equations (12) and (13), the parameters \(a = 3, \Theta_1 = 0.1, \Theta_2 = 0.2, \Theta_3 = 0.3, \text{ and } \beta_1 = 0.5\) were used for the SMAX \((3,1)_{12}\) process. The parameter value \(\lambda_0 = 1\) was applied to the in-control process. Meanwhile, for the out-of-control process \((\lambda_1 > \lambda_0)\), parameter values \(\lambda_1 = \lambda_0 (1 + \delta)\) were used, with shift sizes of 0.01, 0.03, 0.05, 0.10, 0.30, 0.50, 1.0, 1.5, and 2.0. The first row in both tables shows that the results of \(ARL_0\) with the explicit formula were close to the NIE method, when \(ARL_0\) approached 370 and 500. The values in parentheses are the CPU times of the \(ARL\) from both of the methods. The \(ARL\) values of the explicit formula and the NIE method were similar and tended to decrease when the level of the shift size increased. Note that the absolute percentage relative error was very small and the CPU time with the explicit formula was just a fraction of a second, while the NIE method took around 11–13 min.

**Table 1.** ARL values for in control process for MAX \((2,1)\) using explicit formula against numerical integral equation given \(\beta_1 = 0.5\) for \(ARL_0 = 370\).

| \(a\) | \(\theta_1\) | \(\theta_2\) | \(h\) | Explicit | NIE | \(ARL\) | APRE (%) |
|------|----------|----------|------|---------|----|--------|-----------|
| 1.5  | 0.1      | 0.2      | 4.889| 370.485 | 369.123 (12.821) | 0.365197 |
|      | 0.1      | -0.2     | 5.442| 370.211 | 368.657 (12.885) | 0.317387 |
| 2.5  | 0.1      | 0.2      | 3.971| 370.432 | 369.123 (12.897) | 0.353371 |
|      | 0.1      | -0.2     | 4.887| 370.008 | 368.657 (12.777) | 0.365127 |
| 3    | 0.1      | 0.2      | 3.265| 370.225 | 369.087 (12.818) | 0.307381 |
|      | 0.1      | -0.2     | 3.811| 370.154 | 368.879 (12.843) | 0.344451 |

**Table 2.** ARL values for in control process for SMAX \((3,1)_{12}\) using explicit formula against numerical integral equation given \(\beta_1 = 0.5\) for \(ARL_0 = 370\).

| \(a\) | \(\Theta_1\) | \(\Theta_2\) | \(\Theta_3\) | \(h\) | Explicit | NIE | \(ARL\) | APRE (%) |
|------|----------|----------|-------------|------|---------|----|--------|-----------|
| 1.5  | 0.1      | 0.2      | 0.3         | 3.525| 370.411 | 369.202 (13.159) | 0.326394 |
|      | 0.1      | -0.2     | 0.3         | 4.145| 370.071 | 369.652 (13.258) | 0.396805 |
| 2.5  | 0.1      | 0.2      | 0.3         | 3.525| 370.411 | 369.202 (13.810) | 0.326394 |
|      | 0.1      | -0.2     | 0.3         | 4.145| 370.132 | 368.797 (13.574) | 0.360682 |
| 3    | 0.1      | 0.2      | 0.3         | 2.906| 370.008 | 368.979 (13.763) | 0.278102 |
|      | 0.1      | -0.2     | 0.3         | 3.392| 370.202 | 369.029 (13.564) | 0.316854 |
Table 3. ARL values for MAX (2,1) process using explicit formula against numerical integral equation given \( a = 3, \theta_1 = 0.1, \theta_2 = 0.2, \beta_1 = 0.5, h = 3.265 \) for \( ARL_0 = 370 \) and \( h = 3.588 \) for \( ARL_0 = 500 \).

| \( \delta \) (Shift Size) | \( ARL_0=370 \) | APRE (%) | \( ARL_0=500 \) | APRE (%) |
|--------------------------|----------------|----------|----------------|----------|
| Explicit                 | NIE            | Explicit | NIE            |          |
| 0.00                     | 370.225        | 369.087  | (12.235)       | 0.307381 |
| 0.01                     | 347.839        | 346.783  | (12.684)       | 0.303589 |
| 0.03                     | 308.154        | 307.243  | (12.486)       | 0.295631 |
| 0.05                     | 274.253        | 273.462  | (12.264)       | 0.28842  |
| 0.07                     | 245.143        | 244.453  | (12.994)       | 0.281468 |
| 0.1                      | 208.758        | 208.191  | (11.092)       | 0.271606 |
| 0.3                      | 86.578         | 86.391   | (11.165)       | 0.21599  |
| 1.0                      | 16.512         | 16.494   | (11.559)       | 0.109012 |
| 1.5                      | 9.183          | 9.176    | (11.412)       | 0.076228 |
| 2.0                      | 6.288          | 6.256    | (11.012)       | 0.06170  |

Table 4. ARL values using explicit formula against numerical integral equation for SMAX (3,1) given \( a = 3, \Theta_1 = 0.1, \Theta_2 = 0.2, \Theta_3 = 0.3, \beta_1 = 0.5, h = 2.906 \) for \( ARL_0 = 370 \) and \( h = 3.223 \) for \( ARL_0 = 500 \).

| \( \delta \) (Shift Size) | \( ARL_0=370 \) | APRE (%) | \( ARL_0=500 \) | APRE (%) |
|--------------------------|----------------|----------|----------------|----------|
| Explicit                 | NIE            | Explicit | NIE            |          |
| 0.00                     | 370.008        | 368.979  | (13.753)       | 0.278102 |
| 0.01                     | 348.077        | 347.120  | (13.961)       | 0.274939 |
| 0.03                     | 309.124        | 308.294  | (13.439)       | 0.268501 |
| 0.05                     | 275.763        | 275.040  | (11.606)       | 0.262182 |
| 0.07                     | 247.047        | 246.414  | (11.660)       | 0.256227 |
| 0.1                      | 211.048        | 210.525  | (13.293)       | 0.247811 |
| 0.3                      | 88.943         | 88.764   | (13.893)       | 0.201252 |
| 0.5                      | 47.311         | 47.233   | (13.971)       | 0.164867 |
| 1.0                      | 17.208         | 17.190   | (14.135)       | 0.104603 |
| 1.5                      | 9.530          | 9.523    | (13.920)       | 0.073452 |
| 2.0                      | 6.486          | 6.482    | (14.323)       | 0.061671 |

In Table 5, the results in terms of the optimal reference value \( a \) and optimal width of the control limit \( h \) and the minimum \( ARL_{1} \) (\( ARL_{1}^{*} \)) of MAX (1,2) and SMAX (2,2) processes for \( ARL_0 = 370 \) are shown. For example, if we want to detect a parameter change from \( \lambda_0 = 1 \) to \( \lambda_1 > \lambda_0 \) and the \( ARL_0 \) is 370, then the optimality procedure given above will give the optimal parameter values \( a = 1.66999118582 \) and \( h = 5.973714930593 \) and \( ARL_{1}^{*} \) value = 13.552. The suggested explicit formulas are useful to practitioners, especially when finding the optimal parameters of the MAX and SMAX processes for the CUSUM chart.

| \( \delta \) (Shift Size) | MAX (1,2) | \( ARL_{1}^{*} \) | SMAX (2,2) | \( ARL_{1}^{*} \) |
|--------------------------|----------|----------------|------------|--------------|
| 0.01                     | 1.66999118602 | 5.9737144875716 | 315.357   | 2.3541549802 | 5.4156807185 | 165.571 |
| 0.05                     | 1.66999118587 | 5.973714491718  | 207.994   | 2.360429504  | 5.28394587940 | 126.065 |
| 0.1                      | 1.66999118585 | 5.9737144920653 | 128.53    | 2.361197979  | 5.28742595111 | 87.092  |
| 0.3                      | 1.66999118582 | 5.9737144930593 | 29.355    | 2.361410035  | 5.2778673182  | 29.659  |
| 0.5                      | 1.66999118582 | 5.9737144930593 | 13.552    | 2.361410035  | 5.2778673174  | 16.122  |
| 1.0                      | 1.66999118585 | 5.9737144920654 | 7.619     | 2.361410035  | 5.2778673174  | 8.158   |
| 2.0                      | 1.66999118611 | 5.973714485385  | 4.936     | 2.354154797  | 5.415680824  | 4.641   |
5.2. Real-World Application

Application to real-world data was conducted to evaluate the ARL by the explicit formula and NIE method, as reported in Table 6. The AEONTS share prices in the SET with two exogenous variables, the US/THB exchange rate, and the interest rate, were collected monthly from January 2012 to December 2016 as the dataset of real observations. The first-order MA model is suitable for fitting the AEONTS share price with two exogenous variables, because the error of estimation is the smallest as compared to other models. Therefore, the first-order MA model was constructed with the process coefficients $\mu = 650.0555$, $\theta_1 = 0.746083$, $\beta_1 = -11.773$, $\beta_2 = -61.94972$, and the error as exponential white noise with $\lambda_0 = 6.9094$. For the ARL performance comparison, the boundary values $h = 22.48$, $24.71$ for the CUSUM control chart and $\kappa = 0.5333$, $0.8791$ for the EWMA control chart were used with conditions of $ARL_0 = 370$ and $ARL_0 = 500$, respectively. The smoothing parameter of the EWMA control chart was set to $0.1$. The results in Table 6 are similar to the results in Tables 3 and 4, in that the NIE results approached the explicit formula results. In Table 7, the performance of CUSUM control chart with the explicit formula is compared with EWMA control chart by using the NIE method. The results of the performance comparison show that the CUSUM control chart provided a smaller ARL than the EWMA control chart when the shift size was small, but the EWMA control chart performed better than the CUSUM control chart when the shift size was $\delta \geq 0.015$.

### Table 6. Comparison of ARL values using explicit formula against numerical integral equation for $MAX (1,2)$ when given $a = 550$, $\theta_1 = 0.746083$, $\beta_1 = -11.773$, $\beta_2 = -61.94972$, $h = 22.48$ for $ARL_0 = 370$ and $h = 24.71$ for $ARL_0 = 500$.

| $\delta$ (Shift Size) | $ARL_0=370$ | $ARL_0=500$ |
|------------------------|-------------|-------------|
|                        | Explicit    | NIE         | Explicit    | NIE         |
| 0.00                   | 370.437     | 369.302 (10.642) | 30.6394     | 500.389     |
| 0.01                   | 367.082     | 365.959 (11.017) | 30.5926     | 495.596     |
| 0.05                   | 354.056     | 352.981 (11.106) | 30.3624     | 477.007     |
| 0.1                    | 338.617     | 337.598 (11.103) | 30.0929     | 455.083     |
| 0.3                    | 285.049     | 284.222 (10.352) | 29.0125     | 379.214     |
| 0.5                    | 242.186     | 241.508 (10.965) | 27.9950     | 318.150     |
| 0.7                    | 207.537     | 206.976 (11.193) | 27.0313     | 271.011     |
| 1.0                    | 167.067     | 166.638 (11.902) | 25.6783     | 214.787     |
| 2.0                    | 90.192      | 89.995 (11.758) | 21.8422     | 111.851     |
| 3.0                    | 55.293      | 55.189 (11.212) | 18.8088     | 66.639      |

### Table 7. Performance comparison of cumulative sum (CUSUM) and exponentially weighted moving average (EWMA) control charts using explicit formula (Explicit) for $MAX (1,2)$ when $\lambda_0 = 6.9094$ for $ARL_0 = 370$ and $ARL_0 = 500$.

| $\delta$ (Shift Size) | $ARL_0=370$ | $ARL_0=500$ |
|------------------------|-------------|-------------|
|                        | CUSUM       | EWMA $h=0.5333$ | CUSUM       | EWMA $h=0.8791$ |
| 0.000                  | 370.437     | 370.423 (16.215) | 30.6394     | 500.433 (16.036) |
| 0.005                  | 368.755     | 369.083 (16.202) | 30.5926     | 498.985 (16.265) |
| 0.010                  | 367.082     | 368.191 (16.112) | 30.3624     | 495.596 (16.085) |
| 0.015                  | 365.420     | 365.311 (15.489) | 29.0125     | 493.221 (16.878) |
| 0.050                  | 354.056     | 348.928 (15.156) | 27.9950     | 477.007 (16.996) |
| 0.1                    | 338.617     | 335.141 (15.005) | 25.6783     | 455.083 (16.255) |
| 0.3                    | 285.049     | 275.716 (14.885) | 23.0313     | 379.214 (16.255) |
| 0.5                    | 242.186     | 229.117 (15.152) | 18.8088     | 319.135 (16.008) |
| 1.0                    | 167.067     | 149.136 (15.152) | 18.8088     | 215.395 (16.026) |
6. Conclusions and Discussion

In the theoretical computation, the ARL that was calculated from the explicit formula was in excellent agreement with the ARL obtained from the NIE method with the percentage error at less than 0.50%. However, the CPU time of the NIE method took between 10 and 16 min., whereas that of the explicit formula was less than one second. Moreover, the explicit formula for evaluating the ARL of the CUSUM control chart could not only significantly reduce the computational time, but also obtain the optimal parameters. In addition, the results from the experiment using a real-world dataset were similar to those of the theoretical computation. This shows that the CUSUM control chart is good for detecting processes with a small shift size, while the EWMA control chart can efficiently detect processes with a moderate to large shift size. Thus, it is suggested that the explicit formulas for the ARL of the CUSUM chart have real-world applications for a variety of data processes, including finance, agriculture, hydrology, and environmental. These issues should be addressed in future research. Future research could compare the results of the ARL for the CUSUM control chart with nonparametric control charts, such as the Tukey control chart. Moreover, a variety of data processes could be extended to other models or the explicit formula of ARL could be developed for other observations that correspond to the exponential family.
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