Helical nuclear spin order in a strip of stripes in the quantum Hall regime
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Abstract. We investigate nuclear spin effects in a two-dimensional electron gas in the quantum Hall regime modeled by a weakly coupled array of interacting quantum wires. We show that the presence of hyperfine interaction between electron and nuclear spins in such wires can induce a phase transition, ordering electrons and nuclear spins into a helix in each wire. Electron-electron interaction effects, pronounced within the one-dimensional stripes, boost the transition temperature up to tens to hundreds of millikelvins in GaAs. We predict specific experimental signatures of the existence of nuclear spin order, for instance for the resistivity of the system at transitions between different quantum Hall plateaus.

1 Introduction

In contrast to their higher dimensional analogs, one-dimensional electron systems do not, in general, give rise to Fermi liquid phases. Rather than electronic quasiparticles, the low energy excitations are collective density waves (bosons), and the system can be described as a Luttinger liquid \cite{1}. Among the hallmarks of this state are the separation of spin and charge degrees of freedom, and the power law decay of correlations.

Because of the underlying Luttinger liquid character, arrays of coupled one-dimensional electron systems (“stripes”) provide a promising platform to study non-Fermi liquids in two dimensions. While the hopping between neighboring stripes tends to restore Fermi liquid physics, two-dimensional Luttinger liquid phases (the smectic metals or sliding Luttinger liquids) have been shown to survive for specific forms of the interaction between stripes \cite{2–4}. At filling factors away from values corresponding to quantum Hall fillings, a strong magnetic field is expected to stabilize such an anisotropic metallic state \cite{5}. At quantum Hall fillings, the integer \cite{5,6} and fractional \cite{6–9} quantum Hall effects can be obtained from a stripe model with interstripe single particle hopping, or more general interaction processes between stripes. This way, the whole hierarchy of quantum Hall effects can be obtained within a stripe model \cite{8}. There are further hints on stripes from numerics: Hartree-Fock calculations showed that transitions between quantum Hall plateaus are susceptible to the formation of a charge density wave \cite{10–12}, which allows for the emergence of a smectic metal phase \cite{13,14}. Finally, the observation of anisotropic responses gives experimental support for the existence of the quantum Hall stripe phase \cite{15–18}. In addition, the anisotropy is an intrinsic property of many quasi-two-dimensional materials such as organic compounds, for example, Bechgaard salts, in which quantum Hall effect has been studied \cite{19–25}. For the use of wire construction beyond quantum Hall effect we refer to references \cite{8,26–30}.

To establish the existence of stripes for a real two-dimensional electron gas more firmly, observations of effects unique to one dimension are necessary. One intriguing consequence of Luttinger liquid physics is the helical ordering of nuclear spins \cite{31–33}, for which there is recent experimental evidence from transport measurements in a single quantum wire \cite{34}. In this scenario, the electrons within a wire mediate a Rudermann-Kittel-Kasuya-Yosida (RKKY) exchange interaction \cite{35–37} for the nuclear spins. This exchange has a Luttinger liquid peak at $2 \kappa_F$, where $\kappa_F$ is the Fermi momentum, and drives an ordering of the nuclear spins in the form of a helix. In the remainder, we argue that a similar helical ordering can take place in smectic metals, and in particular at the edges of a quantum Hall plateau. Based thereon, we discuss experimental consequences of the formation of the helical order.

Their observation would be a signature of non-Fermi liquid physics in two dimensions, and would support scenarios advocating the formation of quantum Hall states out of coupled Luttinger liquids. However, we would like
to emphasize that the model considered in this work can also be engineered as an array of coupled one-dimensional systems such as nanowires, carbon nanotubes [31,38–41], and quantum wires [34,42,43]. In all these systems RKKY interaction is significantly strong and can be measured via local spin susceptibility [44].

The paper is organized as follows. Our model is defined in Section 2, while we analyze the ordering of the nuclear spins in Section 3. After a general discussion of the associated ordering temperature in Section 3.1, gapless systems at quantum Hall plateau edges are analyzed in Section 3.2. In Section 3.3, we collect some experimental signatures of the formation of helical nuclear spin order. Section 3.4 comments on the absence of nuclear spin order on the gapped quantum Hall plateaus, while the transition between the gapped and gapless regimes is discussed in Section 3.5. We close with a discussion of the physics of the nuclear spin order in Section 4.

2 The model

2.1 Strip of stripes model of a two-dimensional electron gas

With the motivation given in the introduction, we adopt a model of the quantum Hall effect (QHE) based on an array of coupled stripes (in further also referred to as wires). We assume them to be aligned along the \( x \) axis (perpendicular to the \( xy \)-plane). In the Landau gauge, where \( \mathbf{A} = (0, Bx, 0) \), independent and non-interacting stripes are described by the Hamiltonian density

\[
\mathcal{H}_x = \sum_{n,\sigma} \left[ \frac{-\hbar^2 \partial^2}{2m_e} - \mu + \sigma \Delta_Z \right] \Psi_{n,\sigma}(x),
\]

with the effective electron mass \( m_e \), the chemical potential \( \mu \), the Zeeman splitting \( \Delta_Z = g_S \mu_B B \), the \( g \)-factor \( g \), the Bohr magneton \( \mu_B \), and the electron spin modulus \( S = 1/2 \). As a first step, the non-interacting spectrum is projected onto the right and left moving modes close to the Fermi points using \( \Psi_{n,\sigma}(x) \approx e^{i k_F x} r_{n,\sigma}(x) + e^{-i k_F x} L_{n,\sigma}(x) \), where \( k_{F\sigma} = \sqrt{2m_e (\mu - \sigma \Delta_Z)}/h \) is the Fermi momentum of spin \( \sigma \) electrons. We then add Coulomb interactions to equation (1), and retain only the dominant intrastripe interaction processes with zero momentum transfer. These are associated with a matrix element \( U \), such that the Hamiltonian density describing electron-electron repulsion reduces to the form

\[
\mathcal{H}_C = \frac{U}{2} \sum_n \left[ \sum_{\sigma,\rho} r_{1,\sigma}^*(x) r_{n,\sigma}(x) \right]^2,
\]

where \( r = R, L \) labels the chirality. In order to tackle this interacting problem, we linearize the kinetic energy in \( \mathcal{H}_x \) (now containing also \( \mathcal{H}_C \)) around the Fermi points. Thereby, we neglect the Zeeman splitting by setting \( \Delta_Z \to 0 \). We have checked that for the experimentally relevant fields of up to a few Tesla, the RKKY exchange calculated below exhibits only negligible corrections due to the Zeeman splitting of spin up and spin down electrons (a more detailed comment is given in Appendix A). Using standard bosonization techniques [1], we arrive at

\[
\mathcal{H}_x = \frac{\hbar}{2\pi} \sum_{n,\sigma=\rho,\pi} \frac{u_n}{K_{\pi}} \left( \partial_x \phi_{n,\pi} \right)^2 + u_\pi K_{\pi} \left( \partial_x \theta_{n,\pi} \right)^2,
\]

where the fields \( \phi_{n,\rho} \) and \( \phi_{n,\pi} \) are proportional to the integrated charge and spin densities in stripe \( n \), respectively, while the fields \( \theta_{n,\pi} \) are canonically conjugate to \( \phi_{n,\pi} \). The effective velocities in the spin and charge sectors, \( u_n \), and the associated Luttinger parameters, \( K_{\pi} \), are assumed to be identical for all stripes.

In addition to the motion along the stripes, the electrons are allowed to hop between the stripes with a hopping amplitude \( t_y \),

\[
\mathcal{H}_y = \sum_{n,\sigma} t_y e^{i \varphi(x)} \Psi_{n+1,\sigma}(x) \Psi_{n,\sigma}(x) + \text{H.c.},
\]

where the phase \( \varphi(x) \) is generated by the uniform magnetic field \( \mathbf{B} \) perpendicular to the \((x,y)\)-plane. In the Landau gauge, we obtain

\[
\varphi(x) = \frac{e}{\hbar c} B x a_y,
\]

where \( a_y \) denotes the distance between stripes. If the magnetic field is such that the phase \( \varphi(x) \) results in a resonant backscattering at the Fermi level (between states with momenta \( +k_F \) and \( -k_F \)), a Peierls gap develops in the system [45]. The phase \( \varphi(x) \) picked up by an electron tunneling between any two stripes can then be understood as a momentum kick between the right and left Fermi point. Since this momentum kick does not depend on the stripe
2.2 Nuclear spins and RKKY interaction

In GaAs, our material of choice, each atomic nucleus has a spin. The dominant electron-nuclear coupling is given by the Fermi contact hyperfine interaction

\[
H_I = \frac{A}{N_\perp} \sum_{n,i,j} \vec{I}_{n,i} \cdot \left[ S_\alpha \sum_{\alpha,\beta} \psi_{n,\alpha}^\dagger(\vec{x}_i) \vec{\sigma}_{\alpha,\beta} \psi_{n,\beta}(\vec{x}_j) \right],
\]

where the nuclear spin \( \vec{I}_{n,i} \) is inside stripe \( n \) at a position with longitudinal coordinate \( x_i \) and transverse coordinate \( \vec{r}_{n,i} \). The latter refers to the position within the stripe cross-section. We parametrize the cross-section area \( C \) by the number of nuclear spins within, \( N_\perp = C a_0 \rho_0 \), typically \( N_\perp \gg 1 \), introducing a length scale \( a \) of the order of the lattice constant \( a_0 \). We use \( a \) as a short-distance cutoff. The nuclear spins \( \vec{I}_{n,i} \) have a volume density \( \rho_0 \) and length (in units of \( h \)) \( I \). The term in the bracket in equation (6) is the operator of the electron spin \( S_\alpha(x_i) \), with \( \vec{\sigma} \), the vector of Pauli matrices with matrix elements indexed by \( \alpha, \beta = \uparrow, \downarrow \). The material dependent hyperfine coupling is given by \( A \). In GaAs \( a_0 = 0.565 \text{ nm} \), \( \rho_0 = 8/a_0^3 \), \( I = 3/2 \), and \( A = 90 \mu \text{ eV} \). The much weaker dipolar interactions between nuclear spins are neglected [31–33].

We treat the hyperfine coupling \( H_I \) as a perturbation to the rest of the electron Hamiltonian \( \mathcal{H}_e + \mathcal{H}_g \). Using linear response theory, we consider each nuclear spin as an independent source of electron spin polarization, which couples to the other nuclear spins. As we discuss below, the dominant RKKY exchange occurs between nuclear spins within the same stripe, and aligns all nuclear spins within a given cross section ferromagnetically. The exchange can thus be calculated along the lines of reference [32], which yields an effective interaction

\[
H_R = \sum_{n,i,j} \vec{h}_{n,i,j} \cdot \vec{I}_{n,i,j},
\]

where \( \vec{h}_{n,i,j} = \sum_{n,i,j} \vec{I}_{n,i,j} \) is the sum of all nuclear spins within \( i \)-th transverse plane, defined as a volume \( C a \) centered at the longitudinal coordinate \( x_i \). The interaction strength is parametrized by \( J_{ij} \equiv J(x_i - x_j) = J_{ji} \), the static RKKY coupling. In the lowest order expansion in \( A/E_F \), with \( E_F \) being the electron Fermi energy, \( J \) scales with \( A^2/E_F \), since \( H_I \) is both the source of perturbation (spin \( \vec{I}_{n,i} \)) and the source of the energy gain (of spin \( \vec{I}_{n,j} \)). The functional dependence of the RKKY coupling is strongly influenced by a resonant backscattering at the Fermi energy. This is a general feature of a one dimensional electronic system, and is present for Fermi liquid, Luttinger liquid [31,32,46,47], and even gapped phases, like the superconducting one [48–50], or, as we will see here, the QHE.

The resonant enhancement is reflected as a narrow dip at \( k = 2k_F \) of \( J_k \), the Fourier transform of \( J(x) \) in terms of the momentum variable \( k \). As a consequence, the ground state of the system is a nuclear helimagnet, where the nuclear spin orientation is uniform within a given cross section but rotates as one moves along the stripe,

\[
\langle \vec{I}_{n,i} \rangle = m \vec{R}_{n,2k_F x_i} \cdot \vec{I}_{n,0}.
\]

Here, the \( c \)-number vector \( \vec{I}_{n,0} \) gives the nuclear spin orientation at the longitudinal coordinate \( x_i = 0 \), and \( \vec{R}_{n,0} \) is a 3 \times 3 matrix of rotation of a vector around axis \( h \) (referred to as the helical axis; it may depend on \( n \), but we omit this index to ease the notation) by the angle \( \alpha \). The orientation of \( h \) and \( \vec{I}_{n,0} \) is at the moment unspecified, except for the requirement that they are perpendicular to each other. The angular brackets denote the expectation value taken with the system density matrix. The nuclear magnetization \( m \), normalized to one, represents the order parameter, with \( m = 1 \) for a fully ordered helical ground state, and \( m = 0 \) for no order.

Once the nuclear order is established, it corresponds to a macroscopic magnetic field (Overhauser field). If the electrons were initially gapless, this field has an important back action on the electrons mediating the RKKY exchange. The state of other nuclear spins can thus not be neglected anymore in calculating the RKKY exchange between a given pair of nuclear spins. We therefore add the mean value of equation (6),

\[
\langle \mathcal{H}_I \rangle = \sum_n \frac{mA S I}{\pi a_0} \cos \left( \sqrt{2}(\phi_{n,\rho} + \theta_{n,s}) \right),
\]

into the electron Hamiltonian, and recalculate the RKKY coupling. The brackets on the left hand side imply that we have replaced the nuclear spin operators by numbers according to equation (8), and that we have used the bosonization prescription to replace the remaining fermionic electron operators to arrive at the right hand side in terms of bosonic fields. We refer to adding (not adding) the Overhauser field into the unperturbed electron Hamiltonian as taking (not taking) the electron-nuclear feedback into account. Evaluating the RKKY coupling in the presence of the Overhauser field goes beyond the linear response formalism, though we are still able to treat it analytically. The Overhauser field opens a partial gap in the electron system with profound effects. The RKKY coupling is enhanced, the enhancement increasing with the strength of the electron-electron interactions. This enhancement can renormalize the ordering temperature by orders of magnitude [31,32].

3 Ordering of the nuclear spins

3.1 Critical temperature

We now discuss the critical temperature of the nuclear order within a single stripe (we state here only main results,
and refer the reader to Appendix B for details). The critical temperature \( T_c \) is found by examining excitations above the ground state of the system. This ground state is given by equation (8). Similar to a uniform ferromagnet, the relevant excitations are bosonic spin waves (magnons). Due to the resonant shape of the RKKY exchange, however, the energies are somewhat unusual here. Magnons split into two classes: short, and long wavelength ones. The distinction is defined by comparing the magnon wave vector \( q \) with \( q_m \), the width of the RKKY exchange dip in momentum space (a more precise definition is given below Eq. (B.15)).

Consider first the short wavelength magnons. To a good approximation, their energies are wave vector independent, and depend only on the value of the RKKY exchange at its minimum,

\[
\epsilon_{2k_F} \approx \epsilon_M(m) \equiv -2mN_L I J_{2k_F}.
\]

Since each magnon diminishes the order by the same amount as a flip of a single spin 1/2, if energies of all magnons are described by equation (10), the system is equivalent to non-interacting spins in an effective field \( g\mu_B B_{\text{eff}} = \epsilon_M(m) \). The magnetization is then given by a self-consistent equation

\[
m = B_I \left( \frac{\epsilon(m)}{k_B T} \right),
\]

with \( B_I \) denoting the Brillouin function [51], and where \( \epsilon(m) \) is defined in equation (12) below. For \( T \to 0 \), the order is established, \( m \to 1 \). We define the critical temperature as \( T \) for which the magnetization, given as a solution to equation (11), drops to a value close to 1/2.

Besides magnon energies, the energy \( \epsilon(m) \) in equation (11) may include additional contributions. For an initially gapless stripe, that is away from the quantum Hall plateau, we have identified two contributions,

\[
\epsilon(m) = \epsilon_M(m) + \epsilon_P(m) + \epsilon_K(m),
\]

which appear from the back action of the established nuclear order on the electron system. Namely, a finite helical order \( m > 0 \) leads to resonant backscattering of electrons at the Fermi energy and opens a partial gap. This leads to, first, a Peierls-like energy gain of the electron system [45]. Second, the electron spin develops a finite polarization, locally collinear with the helical orientation, \( \langle S_n(x_i) \rangle \propto \langle I_{n_i} \rangle \). This in turn results in a finite Knight field acting on the nuclear spins. These two energies, per a single flipped nuclear spin, are denoted as \( \epsilon_P \), and \( \epsilon_K \), respectively. Finally, also the value of the RKKY exchange is affected by the feedback effect through the opening of the partial gap. In another words, \( J \) might also depend on \( m \). We comment on this below for specific cases.

\[\text{To simplify the presentation, we will approximate this value by replacing the Brillouin function by the Langevin function } B_I(x) \to L(x) = \coth(x) - 1/x, \text{ and Taylor expanding the latter, } L(x) \approx x/3, \text{ resulting in } k_B T_c = (I/3)\epsilon(m)/m, \text{ which we use to get equation (14).}\]

The electron system is already gapped before the nuclear spin order is formed, that is for a system on the quantum Hall plateau, these back action effects are absent, and \( \epsilon(m) = \epsilon_M(m) \).

We now turn to the long-wavelength magnons. These have linear spectrum \( \epsilon_q \approx h\omega_q \), with the velocity \( c \) given by the curvature of \( J_k \) at its minimum. Their number is:

\[
N_L = 2 \sum_{q_n} \frac{1}{\exp(\epsilon_q/k_B T) - 1},
\]

where \( q_n = 2\pi/L \) is the minimal wave vector in a wire of length \( L \) and the factor 2 is to account for contributions from negative \( q \)’s. In an infinite system, such bosonic excitations would mean that the order cannot be established at any finite temperature, since the sum diverges for \( L \to \infty \). For a finite wire, the sum is finite, and so is the critical temperature. This also follows from a generalized Mermin-Wagner theorem for RKKY systems [52].

We define the critical temperature from long-wavelength magnons by equating their number to the ground state magnetization, \( 3N_L = I N_{N_L} \) (the factor 3 counts the long-wavelength magnon branches; see Appendix B.1).

Although the short and long-wavelength magnons diminish the order together, a good estimate for the critical temperature is given by the minimum of the two critical temperatures obtained from the long and short wavelength magnon separately, calculated from equation (11) and equation (13). We show in Appendix B.1 how these two cases follow as limits from a common general formula for the statistical sum, see equation (B.19).

Let us be more specific for the case of a QHE strip of stripes. There we find that, first of all, the Peierls and Knight field energies in equation (12) are negligible compared to the RKKY energy, such that \( \epsilon(m) \approx \epsilon_M(m) \). For a gapless stripe, the long-wavelength magnons contribution is furthermore negligible for any realistic wire length. Though we were not able to obtain an analytical expression for the RKKY exchange away from the minimum for a gapped stripe, our calculations suggest that the long-wavelength magnons (if present at all) have negligible effects also here. For both a gapped and a gapless phase, the critical temperature is therefore given by equations (10), (11), which, using a Taylor expansion for small magnetizations \( m \), yield\(^3\)

\[
k_B T_c = \frac{2}{3} N_L I^2 J_{2k_F}(T_c).
\]

We now proceed to calculate \( J_{2k_F} \) necessary for the evaluation of the critical temperature.

### 3.2 Nuclear order in a gapless stripe

On a quantum Hall plateau, the system exhibits a full bulk gap for the electrons. As we argue in Section 3.4, this gap strongly suppresses the RKKY exchange mediated by the electrons, which leads to unobservably small critical temperatures for nuclear spin order. If this order is to be
established, the quantum Hall gap must drop to allow for a stronger RKKY exchange, and in turn for a higher \( T_c \). This is indeed the case at the quantum Hall plateau edge, where the gap closes eventually because the interstripe tunneling, described by \( \mathcal{H}_{tt} \), becomes non-resonant. We analyze the nuclear spin order at the edge of the prototype spin unpolarized quantum Hall plateau associated with the filling factor \( \nu = 2 \). Close to, but outside the gap, the tunneling can still modify (bend) the dispersion despite its off resonant character. We therefore take the tunneling partially into account by the use of a modified Fermi velocity, and subsequently treat electron-electron interactions, and the hyperfine coupling within a given stripe, in a bosonized language. This yields a Luttinger liquid Hamiltonian density

\[
\mathcal{H}_x = \frac{\hbar}{2\pi} \sum_{n,s=\pm, \rho} u'_n(K_\rho)(\partial_x \phi_{n,s})^2 + u'_s(K_\rho \theta_{n,s})^2,
\]

where the charge and spin excitations have velocities \( u'_n = u'_F(\Delta_t)/K_\rho \) with \( u'_F(\Delta_t) = v_F \sqrt{1 - \Delta_t^2/(\Delta_t + \delta \mu)^2} \), and where \( \delta \mu \) denotes the chemical potential measured from the gap edge (see Fig. 1a), and where \( \Delta_t \) is the QHE gap opened by the tunneling \( t_\rho \). If the nuclear order is not established (that is, at temperatures higher than \( T_c \) calculated below), the RKKY exchange is given by equation (C.4) upon replacing \( v_F \rightarrow v'_F(\Delta_t) \). Once the nuclear order is established (relevant for the calculation of the critical temperature), the feedback effects renormalize the velocity,

\[
v'_F(\Delta_t) \rightarrow v''_F = v'_F(\Delta_t)\sqrt{(1 + K_\rho^2)/(K_\rho^2 + K_\rho^2 K_\rho^2)},
\]

and the exponent,

\[
g \rightarrow g'' = 2 K_\rho/\sqrt{(1 + K_\rho^2)(1 + K_\rho^2)},
\]

see Appendix C for the derivation of these formulas. The RKKY exchange furthermore acquires an additional factor of \( 1/2 \) because only the gapless electrons contribute resonantly to exchange [32]. With these adjustments, we use equation (C.4) in equation (14) and obtain the critical temperature

\[
k_B T_c = \left( \frac{1}{3N_\perp} \right)^A \frac{A^2}{I} \left[ \frac{\hbar v_F}{a} \right]^{1-2g''} \frac{1}{c(g'')} \frac{1}{1-2g''},
\]

which we plot in Figure 1. As a main difference to reference [32], where only magnons along the stripe axis were considered, our calculation including also nuclear spin excitations within the cross sections thus results in an additional reduction of \( T_c \) by a factor of \( N_\perp^{-1/(1+2g'')} \). Still, we find that depending on the interaction strength controlling the power of \( N_\perp \), the critical temperature can reach hundreds of mK.

### 3.3 Experimental signatures

The direct experimental observation (in the form of a spatial image) of the periodic electronic stripes and/or nuclear helices [54,55] is not straightforward as the two dimensional electron gas is buried below the material surface. The same holds true for resistively detected NMR techniques [56-58], since the helical field averages out to zero along any direction. We therefore now propose several indirect indications which could establish the existence of the predicted effects.

#### Modification of the Zeeman splitting

When nuclear spins are not ordered, they show an average uniform thermal magnetization of about 10%–20% parallel to the applied field [59]. The Overhauser field produced by this thermal polarization acts on the electrons as an additional Zeeman field. The thermal polarization is, however, destroyed when the nuclear spin helix forms. The Overhauser field produced by the helix is oscillatory and therefore averages out along any fixed direction. Depending on the material dependent relative signs of the electronic and nuclear \( g \) factors and the hyperfine interaction, we expect that a helical nuclear spin polarization results in an effective reduction or enhancement of the Zeeman field.
By nuclear diffusion, this tends to destroy any order, including the helical one. The resulting reduction of the nuclear polarization (from $m$ to $(1 - p)m$) will reflect itself in a decreased transition temperature. If we assume that the equilibration times of the nuclear spins in the helical state and the collinear paramagnetic state are comparable, the NMR will have comparable effects on the reduction of the helical order. If we roughly describe such a reduction by reducing the effective density of nuclear spins taking part in the ordered state, $\rho_0 \rightarrow (1 - p)\rho_0$, which corresponds to reducing $A$ by the same amount, equation (16) gives the critical temperature reduced by a factor of $(1 - p)^{2/3 - 2g''}$. Concluding, the expected reduction of $T_c$ is of the same order as $p$.

Interestingly, the nuclear spins inside stripes with helical order, firmly bound together by the RKKY interaction, cause additional response, at the resonance frequency given by the internal field $\mu_B B_{\text{eff}} \equiv \epsilon_M$. Namely, because of the extremely narrow shape of the RKKY exchange, magnons with wavelengths of order ten microns are already “short wavelength” in our nomenclature (meaning dispersion-less, with energy $\epsilon_M$). A slight momentum offset of the oscillating NMR field due to even a very weak spin-orbit interaction in the electronic system then causes the helix to absorb at an NMR frequency set by the internal field $B_{\text{eff}}$, rather than the external field $B$. The power-law temperature dependence of this internal field would be a clear sign of a nuclear helix (see Ref. [60] for details).

### 3.4 Nuclear order in a gapped stripe

Let us finally comment on the RKKY exchange on the quantum Hall plateau, where the system is fully gapped. The chosen gauge for the magnetic field allows us to exploit the translational invariance along $y$ by Fourier transforming the coordinate $n$ into the momentum $k_y$. In the non-interacting equation (1), this leads to a simple index change $n \rightarrow k_y$, whereas equation (4) takes the form

$$\mathcal{H}_y = \sum_{k_y, \sigma} t_y e^{i(k_y a_y - ky)x} \Psi_{k_y, \sigma}^\dagger(x) \Psi_{k_y, \sigma}(x) + \text{H.c.},$$  

(17)

block diagonal in $k_y$ index. The bosonized form is:

$$\mathcal{H}_y = \sum_{k_y, \sigma} \frac{t_y}{2\pi a} \left[ e^{i(k_y a_y - ky x)} e^{i\sqrt{2} \phi_{k_y, \sigma} + \sigma \phi_{k_y, \sigma}} ight] + \text{H.c.},$$  

(18)

where Klein factors have been dropped. One can check that the backscattering terms associated with the interstripe tunneling $t_y$ and the intrastripe Overhauser field $B_{\text{OV}} = 2m ASI$ do not commute, expressing the fact that they correspond to competing intrastripe and interstripe orders (see Sect. 3.5 below). On the plateau, where the tunneling is resonant, we assume $t_y \gg B_{\text{OV}}$. The fate of the system can then be captured by a renormalization group (RG) analysis, in which the tunneling $t_y$ constitutes...
a relevant perturbation to $\mathcal{H}_e + \mathcal{H}_p$, and drives the system to the fully gapped strong coupling fixed point associated with the interstripe tunneling. The presence of a gap does not, however, exclude the possibility to form a nuclear spin ordered state: even a fully gapped electron system can mediate an RKKY interaction of reduced strength [48,49].

The RKKY exchange can in principle be calculated upon integrating the RG flow of the interstripe tunneling until the tunneling gap $\Delta_t$ associated with $t_g$ reaches the bandwidth, and subsequently expanding the sine-Gordon term in equation (18) to second order. Because, however, the intrastripe Coulomb repulsion $\mathcal{H}_C$ given in equation (2), as well as equation (3), are highly off-diagonal in $k_y$ space, we were not able to find an analytical solution for the RKKY exchange on the quantum Hall plateau.

In order to nevertheless get an impression of the order of magnitude of critical temperatures in a gapped system, we analyze the more simple case of intrastripe backscattering instead of the interstripe backscattering. While this process gives rise to a different state than the quantum Hall state, the suppression of the RKKY exchange due to the presence of a full bulk gap is expected to be qualitatively independent of the nature of this bulk gap. To set apart the results obtained within this model by notation, we use $\Delta_t^*$ for the bulk gap. Details of the calculation can be found in Appendix D, where we estimate the critical temperature of nuclear spin order in a stripe gapped by intrastripe backscattering as:

$$J_{2k_F} \approx \frac{A^2 a}{4\pi v_F N_s^2} \frac{1}{1-K_{\rho}} \left( \frac{\hbar v_F \sqrt{K_{\rho}}}{\Delta_t^* a} \right)^{-1-K_{\rho}}. \quad (19)$$

This equation is valid for temperatures much smaller than $\Delta_t^*$, the gap associated with the intrastripe backscattering. Assuming that we are in the regime where equation (14) is valid (so that the magnon energy is dominated by the RKKY energy), we plot the critical temperature as a function of the interaction strength $K_{\rho}$ in Figure 3 for typical GaAs parameters. As seen from there, the critical temperature is well below 1 mK, and therefore unobservably small. This illustrates the strong reduction of the RKKY exchange, and of the nuclear spin ordering temperature by the gap. By analogy, we thus expect the ordering temperature of nuclear spins of a strip of stripe in the gapped quantum Hall state to be outside the reach of current experiments.

### 3.5 Disordered to ordered phase transition

As we have already noted, the QHE gap and the partial gap from the electron-nuclear feedback are induced by coupling different electron branches. While the former arises from spin conserving momentum-inverting interstripe hopping, the latter results from spin-flipping momentum-inverting intrastripe backscattering. Because of this, the two gaps are incommensurate and the larger one strongly suppresses the smaller one. As a consequence, at temperatures below the nuclear order critical temperature, the transition between a fully gapped and a partially gapped stripe is abrupt. For $\Delta_t > \Delta$, where $\Delta$ is the partial gap in the electron system opened by the feedback of the helically ordered nuclear spins, the stripe is in the fully gapped phase (described in Sect. 3.4) and thus without a nuclear order at experimentally relevant temperatures. Decreasing the QHE gap by moving the magnetic field strength off the resonance, the stripe suddenly jumps into the gapless phase at $\Delta_t \approx \Delta$ (Sect. 3.2), where the nuclear order is established, thereby closing the QHE gap, and opening the partial gap in the electron system.

While a single stripe transition is abrupt, the bulk transition can still be gradual. Namely, when the magnetic field is moved away from resonance, the stripes can organize into a periodic superstructure, with unequal distances inside a supercell [9]. This allows to keep the resonance condition for some stripes, enjoying the energy gain from open QHE gaps but not ordering the nuclear spins, whereas the remaining stripes are off-resonant for the tunneling, but establish a nuclear order. By changing the ratio between the number of stripes in these two sets, the transition is gradual. Importantly, this argument shows how the stripe phase, which is supported by the QHE gaps, can coexist with the nuclear order phase, which requires gapless stripes to achieve experimentally relevant critical temperatures. This also suggests that the nuclear polarization arises close to the plateau edge, rather than deep inside the plateau.

### 4 Discussion of the physics of nuclear spin order

Let us now discuss the nuclear spin order from broader perspective. The order arises due to nuclear spin-spin interaction, mediated by free electrons, according to...
equation (7). On short distances, this interaction is ferromagnetic, irrespective of the sign of the electron spin-nuclear spin interaction (the Fermi contact interaction). Namely, a nuclear spin induces a spin polarization in the electron gas, which is seen by other nuclear spins as a source of energy through the same contact interaction. The helical form of the order, on the other hand, is a consequence of the long distance behavior of the electron spin polarization, which is oscillatory with the wave vector $2k_F$, in a complete analogy to the Friedel oscillations. This also means that such a helical order will arise only in one dimension. In a helically ordered state, nuclear spins contribute constructively to the electron spin polarization, and a macroscopic helical Knight field is established. The critical temperature for the nuclear order is then given by the Zeeman energy of a nuclear spin in the Knight field (the absence of lower energy excitations, which do not allow for an order in one dimension, is here due to, together, a finite size of the wire and a very singular shape of the spin susceptibility).

Due to the smallness of the Fermi contact interaction constant $A$, however, one expects a rather low critical temperature. This is indeed the case, since $T_{c0} \propto \mu K$ for non-interacting electrons (demonstrated in Fig. 1b). Here is where the strong electron-electron interactions, typical for low-dimensional systems, are essential, pushing the critical temperature into experimentally observable values of up to a tenth of a Kelvin. In addition to the enhancement of the Knight field itself, the electron-electron interactions contribute to the energy gain of the ordered system. This way, the critical temperature can actually overcome the limit $T_{c0} \sim A(\rho_e/\rho_l)$ set by the maximal achievable Knight field, the latter for a fully spin-polarized electronic band (here $\rho_e$ and $\rho_l$ is the three dimensional density of electrons and nuclear spins, respectively).

The very strong (many magnitudes) enhancement of the critical temperature through electron-electron interactions signals a phase transition in the electronic system itself. Formally, it shows up as a divergence of the electron response in the zero temperature limit. Such a phase transition (for which the helically ordered nuclear spins serve as a symmetry breaking field) can arise only in the presence of electron-electron interactions, where a spin or charge density wave can support itself in the system ground state, e.g., by the Peierls mechanism.

Finally, we note that this work ignores how the thermodynamic equilibrium is achieved. However, it is an experimentally well established fact that the electrons are dominant in providing the dissipation channel for nuclear spins. Namely, the nuclear spin order can be maintained over hours or days if the hyperfine interaction is absent, even at room temperature [61–63]. Therefore, spin polarization of electrons will have strong influence on dynamics of the nuclear order. Assume a partial helical order in nuclear spins is established, triggering a strong spin polarization in the electronic system due to interactions. This electron spin polarization will serve as a source for the nuclear spin order, in an analogy to dynamical nuclear spin polarization, routinely observed in the quantum Hall regime [64–66]. Second, with a full electron spin order there is no channel for the nuclear spins to decay into a disordered state, even if, e.g., the temperature is taken above the critical temperature. Because of these possible dynamical effects, we expect that the nuclear order can actually be established at temperatures even higher than those we have calculated here, especially in experiments involving electronic transport. We will investigate these dynamical mechanisms of nuclear order in a future work.
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Appendix A: Zeeman Hamiltonian

The Zeeman effect lifts the degeneracy between spin up and spin down, which in turn gives rise to distinct Fermi velocities for the two spin species. In order to analyze the impact of this velocity difference on our results, we linearize equation (1) around the Fermi points at momentum $\pm k_{F \uparrow}$, written in term of right and left mover fields,

$$\mathcal{H}_z = \sum_{n,\sigma=\uparrow,\downarrow} \hbar v_{F\sigma} [R^\dagger_{n,\sigma}(-i\partial_x)R_{n,\sigma} - L^\dagger_{n,\sigma}(-i\partial_x)L_{n,\sigma}].$$  \hspace{1cm} (A.1)

The Coulomb repulsion between electrons, which is added next, is strongest for electrons within the same stripe. Projecting the intrastripe interaction onto the Fermi points within each stripe, we obtain several matrix elements associated with a momentum transfer close to zero, $2k_{F \uparrow}$, $2k_{F \downarrow}$, and $k_{F \uparrow} \pm k_{F \downarrow}$. We retain only the dominant terms associated with zero momentum transfer, which are given in equation (2). Next, we introduce bosonic fields $\phi_{n,\sigma}$ and $\theta_{n,\sigma}$ which fulfill the standard commutation relations $[\phi_{n,\sigma}(x), \theta_{n',\sigma'}(x')] = \delta_{n,n'}\delta_{\sigma,\sigma'}(\pi/2)\text{sgn}(x'-x)$, where $\phi_{n,\sigma}$ relates to the integrated density of particles of spin $\sigma$ in stripe $n$, while $\theta_{n,\sigma}$ is proportional to their integrated current density $[1]$. As a result, the right and left mover fields $r_{n,\sigma}$ with $r=R, L$ are represented as:

$$r_{n,\sigma}(x) = \frac{U_{n\sigma}}{\sqrt{2\pi a}} e^{-i\theta_{n,\sigma}(x)-\phi_{n,\sigma}(x))}$$  \hspace{1cm} (A.2)

where $U_{n\sigma}$ is a Klein factor, and $a$ is a short-distance cut-off. From there, the Hamiltonian density can be brought to a diagonal form using a new bosonic field basis $(\phi, \theta)$ detailed below, which yields

$$\mathcal{H}_z = \frac{\hbar}{2\pi} \sum_{n,\kappa=\pm} u_n(\partial_x \phi_{n,k})^2 + u_n(\partial_x \theta_{n,k})^2.$$  \hspace{1cm} (A.3)

The effective velocities are given by:

$$u_{\pm} = \sqrt{\frac{u_+^2 + u_-^2}{2} \pm \sqrt{\left(\frac{u_+^2 - u_-^2}{2}\right)^2 + U^2 v_{F\uparrow}v_{F\downarrow}},}$$  \hspace{1cm} (A.4)
where we use the notations $u_{1,\downarrow} = v_{F1,\downarrow}(U/v_{F1,\downarrow})$. The new basis is given by:

\[ \phi_{n,\uparrow} = \frac{1}{\sqrt{\kappa_1}} \left[ \frac{\cos \beta}{\sqrt{u_1}} \phi_{n,+} + \frac{\sin \beta}{\sqrt{u_1}} \phi_{n,-} \right], \]

\[ \phi_{n,\downarrow} = \frac{1}{\sqrt{\kappa_1}} \left[ -\frac{\sin \beta}{\sqrt{u_1}} \phi_{n,+} + \frac{\cos \beta}{\sqrt{u_1}} \phi_{n,-} \right], \]

\[ \theta_{n,\uparrow} = \frac{1}{\sqrt{\kappa_1}} \left[ \sqrt{u_+}(\cos \beta) \phi_{n,+} + \sqrt{u_-}(\sin \beta) \phi_{n,-} \right], \]

\[ \theta_{n,\downarrow} = \frac{1}{\sqrt{\kappa_1}} \left[ -\sqrt{u_+}(\sin \beta) \phi_{n,+} + \sqrt{u_-}(\cos \beta) \phi_{n,-} \right], \]

with $\tan(2\beta) = 2U \sqrt{\kappa_1} v_{F1}/(U + v_{F1} + v_{F1})(v_{F1} - v_{F1})$. This basis differs from the usual spin and charge basis, with $\phi_{n,p} = (\phi_{n,\uparrow} + \phi_{n,\downarrow})/\sqrt{2}$, $\phi_{n,s} = (\phi_{n,\uparrow} - \phi_{n,\downarrow})/\sqrt{2}$, and the conjugate fields $\theta_{n,p,s}$, because the Zeeman effect leads to a coupling between the spin and charge fields proportional to $v_{F1} - v_{F1}$. When the Zeeman effect is neglected by setting $v_{F1} = v_{F1} = v_{F1}$, the velocities $u_{\pm}$ come back to standard velocities in the charge and spin sectors, $u_+ = u_p = v_F \sqrt{1 + (2U/v_{F1})}$ and $u_- = u_s = v_F$. Similarly, the fields then obey $\phi_{n,+} = \phi_{n,\rho}/\sqrt{\kappa_1}$ and $\phi_{n,-} = \phi_{n}/\sqrt{\kappa_1}$ with $k_1 = v_F/u_1$, as well as $\theta_{n,+} = \theta_{n,\rho}/\sqrt{\kappa_1}$, and $\theta_{n,-} = \theta_{n,s}/\sqrt{\kappa_1}$.

Let us now analyze the importance of the Zeeman effect for our results. In the experimentally relevant magnetic field range of up to a few Tesla, we have checked that the velocity difference, and the resulting coupling between spin and charge are in fact not important for the nuclear spin order discussed in this work. To illustrate this finding, we recall that the spin resolved Fermi velocities are given by $v_F, v_F = \sqrt{1 - \sigma \Delta_\Omega/\mu} \approx v_F(1 - \sigma \Delta_\Omega/\mu)$. Together with the fact that the coupling between spin and charge is proportional to $v_{F1} - v_{F1}$, this implies that the RKKY exchange calculated in this work exhibits only negligibly small corrections $\sim (\Delta_\Omega/\mu)^2$ due to the presence of a Zeeman splitting.

**Appendix B: Critical temperature**

Here we calculate the magnon spectrum and the resulting critical temperature in the $n$th stripe, the index of which is omitted in this section.

**B.1 Magnon energies**

Here, we provide details for obtaining the critical temperature discussed in Section 3.1. We consider quasi one-dimensional electrons inside a given stripe, with wave-functions factorized into longitudinal and transverse components, along $x$, and $(y,z)$ directions, respectively. Dropping the stripe index $n$, we approximate the lowest transverse subband wave-function $\phi_0(y,z)$ by a constant for coordinates $(y,z)$ inside the stripe, $\phi_0(y,z) = 1/\sqrt{\mathcal{C}}$, and zero otherwise. Although with minor consequences on physics, this is a huge technical simplification, which renders the problem one dimensional. We split the wire along its axis into cylinders of length $a$ centered at $x_i$, referred to as transverse planes and labeled by the index $i = 1, \ldots, N$, with $N = L/a$. If the nuclear spin volume density is $\rho_0$, there are $N = C_a \rho_0$ nuclear spins within a volume corresponding to a transverse plane. Its total spin operator is:

\[ \hat{I}_i = \sum_{i \in \mathcal{N}} \hat{I}_i, \]

with which we write the RKKY Hamiltonian, equation (7), as:

\[ H_R = \sum_{ij} \hat{I}_i \cdot \hat{I}_j J_{ij}. \]

We choose the basis of a transverse plane to be the set of states labeled by the total spin $L_i$, its projection along the local order direction axis, $M_i$, and an additional quantum number $\xi_i = 1, \ldots, \Xi(L_i)$. A fully ordered transverse plane has $L_i = M_i = N_i$, there is just a single such state, $\Xi = 1$, with all constituent spins collinear. For smaller $L_i$ there are more states differing in their symmetry with respect to pairwise swaps of constituent spins. The basis of the total system is a tensor product of bases of individual transverse planes.

The Hamiltonian in equation (B.2) preserves both $L_i$ and $\xi_i$ quantum numbers of each plane. We therefore fix the set of numbers $\{L_i, \xi_i\}_{i=1}^N$ and diagonalize the RKKY Hamiltonian within this subspace using the Holstein-Primakoff ansatz. To this end, we first introduce a linear transformation of the spin operators which undoes the rotation in equation (8),

\[ \hat{I}_i = R^{-1}_{n,2kFx_i} \hat{I}_i. \]

Inserting this into the RKKY Hamiltonian gives

\[ H_R = \sum_{ij} \hat{J}_{ij} \cdot \hat{J}_j, \]

where the transformed RKKY exchange is:

\[ \hat{J}_{ij} = \begin{pmatrix} \cos [2k_F(x_i - x_j)] & \sin [2k_F(x_i - x_j)] & 0 \\ -\sin [2k_F(x_i - x_j)] & \cos [2k_F(x_i - x_j)] & 0 \\ 0 & 0 & 1 \end{pmatrix} J_{ij}. \]

In this coordinate system, the ground state (of the Hilbert subspace) corresponds to $\hat{I}_i = (L_i, 0, 0)$ and is therefore suitable for the Holstein-Primakoff ansatz through the following substitutions

\[ \hat{I}_x = L_j - n_j. \]

\[ \hat{I}_y = \frac{1}{\sqrt{2}} \left( a_j^\dagger \sqrt{L_j - n_j/2} + \sqrt{L_j - n_j/2} a_j \right), \]

\[ \hat{I}_z = \frac{i}{\sqrt{2}} \left( a_j^\dagger \sqrt{L_j - n_j/2} - \sqrt{L_j - n_j/2} a_j \right), \]
The bosonic operators for transverse planes, $a_i$, fulfill standard commutation relations $[a_i, a_j^\dagger] = \delta_{ij}$, zero otherwise, and $n_i = a_i^\dagger a_i$.

The standard procedure is a calculation in Fourier space that treats the higher order bosonic terms in some approximation scheme. Namely, the representation in equations (B.6)–(B.8) is exact, but complicated to use because of the square roots in the ratio $(D_j + n_j/2)/N I \leq 1$. In terms containing more than two bosonic operators, we employ the mean field approximation by replacing a creation-annihilation operator pair by its expectation value $a_i^\dagger a_i \rightarrow \langle n_i \rangle \delta_{ij}$. In terms of these variables, the magnetization, defined in equation (8), is given by $N N I (1 - m) = \sum J D_j + \langle n_j \rangle$. Finally, we introduce discrete Fourier transforms between the real space and momentum variables according to:

$$f_q = \sum_j \exp(-iqx_j)f_j, \quad f_j = \frac{1}{N} \sum_q \exp(iqx_j)f_q.$$  

(B.9)

A short calculation along these lines gives

$$\hat{F}_\perp = \delta_{q,0} \left( NN I - D_0 - \frac{1}{N} \sum_p a_p^\dagger a_p \right)$$

$$- (1 - \delta_{q,0}) \left( D_q + \frac{1}{N} \sum_p a_p^\dagger a_{p+q} \right)$$

(B.10)

$$\hat{F}_q = \sqrt{\frac{m N I}{2}} \left( a_{-q}^\dagger a_q - \frac{1}{2N\sqrt{2NI}} \right)$$

$$\times \sum_{p \neq q} (a_{-p}^\dagger + a_p)D_{p-q},$$

(B.11)

$$\hat{F}_q^2 = i \sqrt{\frac{m N I}{2} \left( a_{-q}^\dagger a_q - \frac{1}{2N\sqrt{2NI}} \right)}$$

$$\times \sum_{p \neq q} (a_{-p}^\dagger - a_p)D_{p-q}.$$  

(B.12)

To arrive at these, we have replaced the lowest order Taylor expansion of $\sqrt{m}$ in the small parameter $1 - m$ by the expression $\sqrt{m}$ itself. We have also split the results into those not containing, and containing $D_{q \neq 0}$ terms, respectively. Compared to the former, the latter give a negligible contribution in the final result. This is so because, first, since the numbers $D_i$ are all positive, it holds that $D_0 \geq |D_{q \neq 0}|$. For a typical configuration at an incomplete magnetization, $m < 1$, $D_0 \gg |D_{q \neq 0}|$ holds the better the larger $N$ is. Second, these terms represent electron scattering on the spatial structure of transverse planes total spins $L_i$, and on thermally excited magnons (for the last term of Eq. (B.10)). Such terms break the translational symmetry of the problem (within the given Hilbert space subspace) and greatly complicate the analysis. However, in calculating the statistical sum over all possible configurations, which is our final goal, we expect such contributions to average out, so that we neglect them already at this point.

The Fourier transform of the RKKY tensor comes straightforwardly from equations (B.5) and (B.9) as:

$$J_q = \begin{pmatrix} J_0^+ \quad 0 \\ 0 \quad J_q \end{pmatrix},$$

(B.13)

with $J_q$ the Fourier transform of the original RKKY exchange $J_{ij}$ and $J_q^+ = (J_{q+2k_F} \pm J_{q-2k_F})/2$.

We now insert equations (B.10)–(B.12), neglecting the second terms on the right hand sides (within this approximation, the off-diagonal terms of the tensor in equation (B.13) do not contribute to finite momenta magnons), and equation (B.13) into equation (B.4). With the mean field approximation for higher order terms, we obtain a Hamiltonian bilinear in bosonic operators, which we diagonalize by a Bogoliubov transformation, finally arriving at:

$$H|_{(L,\xi)}\rangle = \frac{1}{N} \left( \sum_i L_i \right)^2 J_{2k_F} + \sum_q |\epsilon b_q^\dagger b_q\rangle.$$  

(B.14)

The bosonic operator $b_q^\dagger$ creates a magnon with momentum $q$ and energy

$$\epsilon_q = 2mN I \sqrt{(J_q^+ - J_{k_F})(J_q - J_{2k_F})}.$$  

(B.15)

The magnon spectrum is gapless at three points, $q_0 = 0, \pm 2k_F$, each of which corresponds to a Goldstone mode of a global spin rotational symmetry. We find three Goldstone modes, as our model has three axes of rotational symmetry: two for a rotation of the helical plane vector $\mathbf{h}$, and one for a rotation of the helix within the plane, $\mathbf{L}$ around $\mathbf{h}$. Energy at momentum $q$ around each Goldstone mode momentum $q_0$ (we denote $\delta q = |q - q_0|$) is obtained in the lowest order by a Taylor expansion as:

$$\epsilon_{\delta q \ll q_0} \approx N \sqrt{-2J_{2k_F} \delta q} \approx \hbar c \delta q.$$  

(B.16)

(three identical copies of) a linear spectrum of magnons with velocity $c$. The validity of this expansion defines the long wavelength magnons, through the momentum $q_0$. For all other momenta, where $|J_q|, |J_q^+| \ll |J_{2k_F}|$, we get the spectrum of short wavelength magnons as:

$$\epsilon_q \approx -2mN I J_{2k_F} \equiv \epsilon_R.$$  

(B.17)

For completeness, we note that this expansion is not valid at $q = \pm 4k_F$, where $\epsilon_{4k_F} = cR/\sqrt{2}$. However, since here the spectrum is gapped by an energy comparable to $\epsilon_R$, the mistake we do by replacing the magnon energies by $\epsilon_R$ in this small region of momenta is completely irrelevant for the statistical sum evaluation.

Let us now come back to the first term in equation (B.14). It describes the energy dependence on the subspace quantum numbers $\{L_i, \xi_i\}$, and can be written as:

$$E(\{L_i\}) \equiv \frac{1}{N} \left( \sum_i L_i \right)^2 J_{2k_F} = -\frac{1}{2} \left( \sum_i L_i \right) \epsilon_R.$$  

(B.18)
This shows that a decrease of the total spin of any given transverse plane, $L_i \to L_i - 1$, costs the same energy as the excitation of a short wave-length magnon, $e_{R}$, given in equation (B.17). These two types of excitations are illustrated in Figure B.1.

The partition function can be now written as:

$$Z = \bigotimes_{i=1}^{N} \sum_{L_{i} = \sum_{\{ L_{i}, \xi_{i} \}} \sum_{\xi_{i} = 1}^{N_{i} \perp}} e^{-\beta E(\{L_{i}\})} \prod_{n_{q}} e^{-\beta n_{q} q_{i} a}.$$  

We remind that the index $i = 1, \ldots, N$ labels transverse planes, each with a total spin $L_{i}$ and a symmetry quantum number $\xi_{i}$. Within a subspace of fixed $\{ L_{i}, \xi_{i} \}$, the states are specified by the set of excitation numbers $n_{q}$ of magnons with quantum numbers $q = 2\pi / L \times (0, \ldots, N - 1)$, from which the Goldstone modes are excluded, $q \neq 0, \pm 2k_{F}$. The formula is, however, difficult to evaluate in its exact form. This is due to complicated restrictions on the magnon occupation number (see below), denoted by the prime of the summation through $n_{q}$, and the complicated degeneracy factors $\Xi(L_{i})$. The latter can be roughly estimated by replacing a single magnetic spin $I$ by $2I$ spins 1/2, in which case

$$\Xi(L_{i}) = \left( \frac{2N_{i} \perp I}{D_{i}} \right) - \left( \frac{2N_{i} \perp I}{D_{i}} \pm 1 \right) \approx \frac{1}{D_{i}!} (N_{i} \perp I)^{D_{i}},$$

where the factor $\pm 1$ equals the sign of $-L_{i}$, the expansion holds for $D_{i} \equiv N_{i} \perp I - L_{i} \ll N_{i} \perp I$.

To proceed with equation (B.19), we first assume that the long wavelength magnons contribution to $Z$ is negligible. This implies that their number is negligible compared to short wavelength magnons (the implication cannot be reversed). Replacing the energy of this negligible small set of excitations by $e_{R}$, we arrive at a remarkably simple result: it does not matter how the nuclear magnetization is diminished, the energy cost of any kind of spin flip is the same, and depends only on the magnetization $m$. The system differs from a set of independent spins in a magnetic field

$$\mu B(m) = -2m N_{\perp} J_{2k_{F}},$$

only by the basis. In our derivation of equation (B.14), there was no limit on magnon occupations. We lost the proper restrictions, assured by equations (B.6)–(B.8), by a mean field approximation of the Taylor expanded square root factors. Such an approximation results in no limit on the magnetization decrease within a subspace with given $\{ L_{i}, \xi_{i} \}$, specifically, allowing for unphysical states with $\sum_{q} n_{q} \geq \sum_{i} L_{i}$ (see the illustration in Fig. B.1). It is not simple to correct for this exactly, since the true restriction is $n_{q} \leq L_{q}$. However, by imposing the proper condition on average via the requirement $n_{q} \leq \sum_{i} L_{i} / N$, our system becomes exactly equivalent to non-interacting spins. Up to the negligibly small fraction of long wave-length magnons (compared to the total number of excitations), and postposing the proof that other energy costs depend only on the magnetization $m$ (which we do below), this finishes the way to equation (11).

Let us now consider the long-wavelength magnons. These are gapless, unlike the short wavelength magnons, so that upon lowering the temperature there is a smaller and smaller set of these with larger and larger occupations. To describe such a case, we restrict the phase space in equation (B.19) to the only gapless subspace $L_{i} = N_{i} \perp I$ for all $i$, for which $\Xi = 1$ and only magnons with linear dispersion, $q \leq q_{w}$. Finally, ignoring the restrictions on the magnon population, $Z$ becomes the partition function of a set on independent bosons, which gives equation (13) as their total number.

We have thus derived two limits for the partition function in which the transition temperature can be calculated easily. These limits correspond to the long wavelength magnons being negligible, and dominant, respectively. In a general case, both short and long wavelength magnons contribute together, and the true transition temperature will be slightly lower than the minimum of the values calculated from equations (11) and (13).

We now illustrate the two limits by deriving the crossover wire length $L_{\text{max}}$ above which the long-wavelength magnons dominate. We define it as the wire length at which the long wavelength magnon population, given by equation (13), reaches the total magnetization $N N_{\perp} I$. Approximating the sum by an integral, and extending its upper bound to infinity, we get:

$$L_{\text{max}} \approx \frac{2\pi \hbar c}{k_{B} T} \ln^{-1} \left( 1 - e^{-\pi \hbar c N_{\perp} I / 3ak_{B} T} \right),$$

where the magnon velocity $c$ is set by the curvature of the RKKY minimum, according to equation (B.16). Equation (B.22) can be further well approximated by:

$$L_{\text{max}} \approx L_{0} \exp \left( \frac{L_{0}}{a} N_{\perp} I \right),$$

with the characteristic length scale $L_{0} = \pi \hbar c / 3ak_{B} T$. Without trying to quantitatively estimate the magnon
velocity $c$, we note that even for $T = 1$ K, and $c = 1$ m/s, by which we strongly underestimate $L_0$, we get $L_0 \approx 0.01$ nm, and $L_{\text{max}}$ is still exponentially large. This suggests that the long wavelength magnons can be safely neglected throughout this work.

### B.2 Peierls and Knight field energies

Once the nuclear order is established in an initially gapless electronic stripe, $(I_i) \neq 0$, the energy of the electrons is decreased by the opening of a partial gap. The change of this energy gain of the system per single flipped nuclear spin is called here the Peierls energy $\epsilon_P$. The opening of a gap also leads to a finite electron spin polarization $(S(x_i)) \neq 0$ locally collinear with the helical magnetic spin, which gives a Zeeman energy for the nuclear spin flip. We call this a Knight field energy $\epsilon_K$.

We estimate these two energies from the non-interacting electron model. This is partly justified by the fact that the gap opened at the Fermi energy suppresses the interaction effects, which predominantly arise from scattering at the Fermi energy. It is further illustrated by the result of reference [32], which found that the contribution to the RKKY exchange is greatly suppressed in the gapped subband. This can be seen as a suppression of the interaction-induced enhancement, back towards or even below the non-interacting value (depending on the value of the gap). Finally, the interaction effects are partially taken into account by the renormalization of $A \rightarrow A^*$, which we use also for the energies originating from the gapped subband.

Again within a given stripe, let us consider a basis of electron states $\psi_{k\sigma}$ with longitudinal momentum $k$ and spin projection $\sigma$ along the helical axis with corresponding energies (we recall that we neglect the Zeeman energy)

$$\epsilon_{k\sigma} = \hbar k^2/2m. \quad \text{Within this basis, the Hamiltonian given in equation (6) has matrix elements}$$

$$\Delta_{kk'} \equiv \langle \psi_{k\sigma}|H_{e-k'}|\psi_{k'\sigma'} \rangle = m \Delta \delta_{\sigma,-\sigma'} \delta_{k-k'+2k_F, k'-k}. \quad \text{(B.1)}$$

where we denoted $\Delta = ASI$. To arrive at equation (B.1), we replaced the nuclear spin operators by their expectation values in the presence of an established order according equation (8). As follows from equation (B.1), the electron states are pairwise coupled,

$$H_k = \begin{pmatrix} \epsilon_k & m\Delta \\ m\Delta & \epsilon_k' \end{pmatrix}, \quad \text{(B.2)}$$

where $k' = k - 2k_F$ for $k \in (0, k_F)$ and $k' = k + 2k_F$ for $k \in (-k_F, 0)$. The eigenstates of equation (B.2), denoted by $\psi_{k \pm}$, correspond to eigenvalues

$$\epsilon_{\pm}(k) = \frac{\epsilon_k + \epsilon_{k'}}{2} \pm \sqrt{\left(\epsilon_k - \epsilon_{k'}\right)^2/4 + m^2\Delta^2}, \quad \text{(B.3)}$$

so that $\epsilon_+ > E_F > \epsilon_-$. At zero temperature, $\psi_{k_-}$ is occupied, and $\psi_{k_+}$ is empty. The change of the electronic band energy can be then obtained by summing the energies of the former throughout the band. The integral can be calculated analytically and we get in the leading order of small quantities ($\Delta/E_F$, and $\Delta/\Delta_0$)

$$\epsilon_P = \frac{m}{\pi N_1} \frac{A^2}{\Delta_0} S^2 \ln \left(\frac{2E_F}{mAS}\right). \quad \text{(B.4)}$$

The finite temperature effects are commented below.

We now turn to the calculation of the Knight field. The energy to decrease a nuclear spin by $h$ in the presence of electron spin polarization $(S) \neq 0$ follows from equation (6) as:

$$\epsilon_K = A \langle S(x_i) \cdot \mathbf{I}_i \rangle. \quad \text{(B.5)}$$

It relates by $(S(x_i)) \cdot \mathbf{I}_i = (P)/NN_1$ to the operator of the total electronic polarization projected on the local helical order axis

$$P = \sum_i S(x_i) \cdot \mathbf{I}_i. \quad \text{(B.6)}$$

Since the latter is proportional to the electron-nuclear Hamiltonian itself, the matrix elements follow from equation (B.1) as:

$$P_{kk'} = S \delta_{\sigma,-\sigma'} \delta_{k+k'2k_F, k} \cdot k'. \quad \text{(B.7)}$$

The calculation then proceeds very similarly to the one for the Peierls energy, with the difference that we are now interested in the mean value of an operator $P_k$, which in the basis corresponding to equation (B.2) takes the form

$$P_k = S \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \text{(B.8)}$$

so that

$$\langle P \rangle = \sum_{k \leq k_F} \langle \psi_{k-}|P|\psi_{k-} \rangle. \quad \text{(B.9)}$$

A short calculation gives the Knight energy as:

$$\epsilon_K = \frac{m}{2\pi N_1} \frac{A^2}{\Delta_0} S^2 \ln \left(\frac{2E_F}{mAS}\right). \quad \text{(B.10)}$$

This is a result obtained for non-interacting electrons. According to reference [32], we roughly estimate the interaction effects in the gapped subband by renormalizing the electron-nuclear coupling $A \rightarrow A^*$ using equation (C.6), in both equations (B.4) and (B.10) when plotting Figure 1b.

Finally, we consider finite temperature effects. Both the Peierls and Knight field energies arise mainly from pairs of single electron states around the Fermi energy $\psi_{k \pm}$, which are pushed away from each other by the energy $2m\Delta$. Their contribution to the Peierls gain, or the Knight field, are opposite. At a finite temperature, it is no more only the lower populated, but both, which leads to a suppression factor

$$p_-(T) - p_+(T) \simeq 1 - \frac{2}{1 + \exp(m\Delta/k_BT)}. \quad \text{(B.11)}$$

This factor should be inserted into the zero temperature expressions for $\epsilon_P$ and $\epsilon_K$. However, since we find that the critical temperature is much lower than $\Delta$, these effects are negligible and the factor in equation (B.11) can be safely replaced by one.
Appendix C: RKKY exchange of a gapless electron system, and the feedback effect

Let us now detail the RKKY exchange driving the ordering of the nuclear spins in the case of gapless stripes, where feedback effects are important. Because the tunneling has to be off resonant for the stripes to be gapless, we use the real space basis associated with the stripe index \( n \) and neglect the RKKY exchange between different stripes (compared to the intrastripe exchange, the interstripe exchange is weakened by powers of the off-resonant interstripe tunneling). To calculate the RKKY exchange, we proceed along the lines of reference [32] and adopt a continuum model along a given stripe. The RKKY exchange is then calculated by evaluating the intrastripe spin susceptibility \( \chi_{xx}^R \), using

\[
J_q = \frac{A^2 a}{2 \hbar N^2} \chi_{xx}^R(q, \omega \to 0), \tag{C.1}
\]

with \( \chi_{xx}^R(q, \omega) \) being the Fourier transform of the retarded susceptibility \( \chi_{xx}^R(x, t) \), defined by the following generalization of equation (B.9) for continuous variables,

\[
\chi_{xx}^R(q, \omega) = \int dx \int dt e^{i(\omega t - qx)} \chi_{xx}^R(x, t). \tag{C.2}
\]

The retarded spin susceptibility is defined as usual [1] through a Wick rotation of the imaginary time susceptibility

\[
\chi_{xx}(x, \tau) = \frac{1}{4} e^{-i2xk_F} (T \tau \mathcal{R}_{n,1}^I(x, \tau) \times \mathcal{L}_{n,1}(0, 0) \rho_{n,1}(0, 0))
+ \frac{1}{4} e^{-i2xk_F} (T \tau \mathcal{R}_{n,1}^I(x, \tau) \times \mathcal{L}_{n,1}(0, 0) \rho_{n,1}(0, 0)) + \text{H.c.},
= \frac{1}{4(2\pi a)^2} e^{-i2xk_F} \times \left( T \tau e^{-iv\tau/2} \phi_{\rho,\rho}(x, \tau) - \phi_{\rho,\rho}(x, \tau) - \phi_{\rho,\rho}(0, 0) + \phi_{\rho,\rho}(0, 0) \right)
+ \text{H.c.} \tag{C.3}
\]

Using these definitions, reference [32] found the RKKY exchange to be a function with a sharp minimum at \( q = 2k_F \) with the minimal value

\[
J_{2k_F}(T) = \frac{c(g)}{N^2} \frac{A^2}{2\pi a} \left( \frac{\Delta_0}{k_BT} \right)^{2-2g}, \tag{C.4}
\]

where \( k_BT \) is the Boltzmann constant, the effective band width is \( \Delta_0 = \hbar v_F(\Delta)/a \) with the effective Fermi velocity \( v_F(\Delta) \) given in Section 3.2, the Luttinger liquid parameters define the exponent \( g = (K_0 + 1/K_s)/2 \), and where

\[
c(g) = \frac{\sin(\pi g)}{2(2\pi)^g - 4 \Gamma^2(1 - g)} \left| \frac{\Gamma(g/2)}{\Gamma(1 - g/2)} \right|^2. \tag{C.5}
\]

The width of the minimum is of order \( \pi/\lambda_T \), with the thermal length \( \lambda_T = \hbar v_F/k_BT \).

The above result holds for an unperturbed (gapless) electronic system. With an order in the nuclear spins, the RKKY interaction is changed due to the opening of a partial gap in the electron system. Since this change of the RKKY interaction depends on the effects of the RKKY interaction itself (the nuclear order triggers the partial gap of the electrons), this is a highly non-trivial, non-linear feedback problem. First neglecting the feedback on the value of the RKKY exchange, reference [32] found that once the order is established, the electron subsystem can be thought of as being split into two subbands. One is gapless and mediates an RKKY interaction with the same functional form as in an unperturbed electron system, while the other subband is gapped. These subbands are depicted in Figure C.1. The gapped subband turns out to give a negligibly small contribution to the RKKY exchange compared to the gapless part, but leads to additional energy gains. The feedback tends to enhance both the RKKY exchange of the gapless subband, and the gap of the other. The effects in the latter can be grasped by renormalization of the coupling constant

\[
A \rightarrow A^* = A(\xi/a)^{1-g}, \tag{C.6}
\]

with the correlation length \( \xi = \min\{L, \lambda_T, a(\Delta_0/IAm)^{1/(2-g)}\} \). More important for our purposes are the feedback effects in the gapless subband, which strongly enhance the RKKY exchange, and consequently push the critical temperature to experimentally relevant values. This happens through a renormalization of the interaction exponent \( g \to g'' \), and the velocity \( v_F \to v_F'' \). The renormalization appears upon recalculating the RKKY exchange mediated by the gapless subband only [32]. Using \( u_i = v_F''(\Delta_i)/K_i \) (for \( i = \rho, s \)), we find

\[
g'' = \frac{2K_\rho}{\sqrt{(1 + K_\rho^2)(1 + K_s^2)}} \tag{C.7}
\]
\[ v_F'' = v_F'(\Delta_I) \sqrt{\frac{1 + K_r^2}{K_r^2 + K_s^2 K_r^2}}. \]  

(C.8)

The exponent \( g'' \), and the effective velocity \( v_F'' \) have already been discussed in equations (61) and (62) of reference [32] (note that \( \Gamma \) given in equation (62) should be corrected to \( 4\Gamma \)), as well as in reference [67]. Because half of the low energy degrees of freedom are now gapped, the RG flow furthermore acquires an additional factor of 1/2 [32]. Finally, we note that there is no feedback for a fully gapped stripe, since the gap prevents the helix to open a partial gap even if the nuclear order is established.

### Appendix D: RKKY interaction in a gapped stripe

As discussed in Section 3.4, tunneling between the stripes can be brought to a simple form by Fourier transforming the fermionic Hamiltonian given in equation (4) along the direction perpendicular to the stripes. Unfortunately, the Fourier transformation renders the interaction given in equation (2), and consequently also the bosonized Hamiltonian given in equation (3), highly off diagonal, as such that we did not find an analytical expression for the RKKY exchange on a quantum Hall plate. To nevertheless obtain an estimate for the order of magnitude of the RKKY exchange in a fully gapped phase, we analyze a stripe fully gapped by intrastripe backscattering. To this end, we first calculate the spin susceptibility, defined in equation (C.3), using the Hamiltonian density given in equation (D.2). At frequencies and momenta smaller than the gap \( \Delta^* \), the fields \( \phi_{n,p} \) and \( \phi_{n,s} \) are both pinned to constant values. At frequencies and momenta higher than the gap, on the contrary, the fields can overcome the pinning, and the theory essentially recovers its gapless form (since at these frequencies and momenta, \( \Delta^* \) is negligible compared to the kinetic terms). This scale dependence is reflected in the form of the correlator invoking the gapped fields \( \phi_{n,p} \).

\[ \langle (\phi_{n,p}(x,\tau) - \phi_{n,p}(0,0))^2 \rangle = \frac{1}{\hbar \beta L} \sum_{q,\omega_n} \frac{2\pi u_p K_p [1 - \cos(qx - \omega_n \tau)]}{\omega_n^2 + u_p^2 q^2 + \Delta^2 / K_p \hbar^2}. \]  

(D.3)

Here, \( \beta = k_B T \) is the inverse temperature and \( L \) the length of the stripe. At temperatures smaller than the gap \( \Delta^* \), and introducing a UV cutoff \( \hbar v_{F}/a \gg \Delta^* \), we can approximate this correlator by its zero temperature expression

\[ \frac{1}{K_p} \langle (\phi_{n,p}(x,\tau) - \phi_{n,p}(0,0))^2 \rangle = K_0 \left( a \frac{\Delta^* \sqrt{K_p}}{\hbar v_{F}} \right) \]  

\[ - K_0 \left( \frac{\Delta^* \sqrt{K_p} x^2 + (u_p |\tau| + a)^2}{\hbar v_{F}} \right), \]  

(D.4)

where \( K_0(x) \) is a modified Bessel function of the second kind. The latter behaves as \( K_0(x) \approx -\ln(x) \) for \( x \ll 1 \), and is exponentially suppressed at \( x \gg 1 \).

The dependence of the propagators on the energy scale \( \Delta^* \) is inherited by the spin susceptibility. To illustrate this, we recall that the spin susceptibility given in equation (C.3) corresponds to the exchange of particle hole pairs (“bubble”) as depicted in Figure D.1. The internal sum over frequency and momenta can be divided into frequencies and momenta smaller than the gap, \( v_F |Q|, v_F |q + Q|, |\Omega| < \Delta^* \), and larger than the gap. As can be inferred from equation (D.3), the gap regularizes the contribution stemming from small momenta and frequencies, which would diverge in the absence of a gap and at zero temperature, while the contribution stemming from large frequencies and momenta is basically unaffected.

**Fig. D.1.** The particle hole bubble determining the spin susceptibility \( \chi_{xx}(q, \omega \rightarrow 0) \).
by the gap. Following references [68–70], we evaluate the spin susceptibility first in real space and imaginary time, which yields

\[
\chi_{xx,<(x, \tau)} \approx \frac{1}{2(2\pi a)^2} e^{-i2\pi k_F} \left( \frac{a}{\sqrt{x^2 + (u_\rho |\tau| + a)^2}} \right)^{K_\rho} \\
\times \left( \frac{a}{\sqrt{x^2 + (u_\rho |\tau| + a)^2}} \right)^{1/K_s} + \text{H.c.},
\]

(D.6)

and

\[
\chi_{xx,>(x, \tau)} \approx \frac{1}{2(2\pi a)^2} e^{-i2\pi k_F} \left( \frac{a\Delta_1^s \sqrt{K_\rho}}{hv_F} \right)^{K_\rho} \\
\times \left( \frac{a}{\sqrt{x^2 + (u_\rho |\tau| + a)^2}} \right)^{1/K_s} \\
\times e^{-c\Delta_1^s \sqrt{K_\rho} \sqrt{x^2 + u_\rho^2 \tau^2}} + \text{H.c.},
\]

(D.7)

where \( C \) is a constant of order one. As expected, equation (D.5) shows that at length and time scale larger than

\[
\Delta \approx -\frac{1}{4\pi a^2} \frac{1}{K_\rho - 1/K_s} \\
\times \left( \frac{hv_F \sqrt{K_\rho}}{\Delta_1^s a} \right)^{2-K_\rho-1/K_s} - 1,
\]

(D.8)

Taking the limit \( K_\rho, K_s \to 1 \) on this expression, we recover the logarithmic dependence of \( \chi_{xx}^R \) on \( \Delta_1^s \) that has been obtained in the non-interacting case using a fermionic calculation [48,49]. Due to its exponential suppression, the contribution from \( \chi_{xx}^R \) essentially derives from fluctuations close to the length scale associated with the gap, and consequently has a similar dependence on \( (\Delta_1^s a/hv_F)^{K_\rho+1/K_s-2} \) for interacting systems, albeit with a smaller prefactor. This contribution reduces to a constant, independent of \( \Delta_1^s a/hv_F \), in the non-interacting limit. The largest contribution to the total spin susceptibility thus stems from \( \chi_{xx,<(q \approx 2k_F, \omega \to 0)}^R \), and derives from fluctuations on length scales of the order of, or smaller than, \( hv_F/\Delta_1^s \). Importantly, the spin susceptibility is independent of temperature, provided the latter is smaller than the gap (simply speaking, the zero temperature Luttinger liquid divergence obtained for a gapless stripe is cut off by the maximum of temperature and gap). Therefore, the critical temperature defined via equation (14) scales as \( 1/N_{\perp,s} \), and is largely suppressed compared to a gapless stripe. Based on these considerations, we approximate the RKKY exchange as:

\[
J_{2k_F} \approx \frac{1}{2(2\pi a)^2} e^{-i2\pi k_F} \left( \frac{a\Delta_1^s \sqrt{K_\rho}}{hv_F} \right)^{K_\rho} \\
\times \left( \frac{a}{\sqrt{x^2 + (u_\rho |\tau| + a)^2}} \right)^{1/K_s} \\
\times e^{-c\Delta_1^s \sqrt{K_\rho} \sqrt{x^2 + u_\rho^2 \tau^2}} + \text{H.c.},
\]

(D.9)
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