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Abstract

Sorted $L_1$ penalization estimator (SLOPE) is a regularization technique for sorted absolute coefficients in high-dimensional regression. By arbitrarily setting its regularization weights $\lambda$ under the monotonicity constraint, SLOPE can have various feature selection and clustering properties. On weight tuning, the selected features and their clusters are very sensitive to the tuning parameters. Moreover, the exhaustive tracking of their changes is difficult using grid search methods. This study presents a solution path algorithm that provides the complete and exact path of solutions for SLOPE in fine-tuning regularization weights. A simple optimality condition for SLOPE is derived and used to specify the next splitting point of the solution path. This study also proposes a new design of a regularization sequence $\lambda$ for feature clustering, which is called the quasi-spherical and octagonal shrinkage and clustering algorithm for regression (QS-OSCAR). QS-OSCAR is designed with a contour surface of the regularization terms most similar to a sphere. Among several regularization sequence designs, sparsity and clustering performance are compared through simulation studies. The numerical observations show that QS-OSCAR performs feature clustering more efficiently than other designs.
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1 Introduction

This study considers feature selection and clustering in high-dimensional regression analysis. The least absolute shrinkage and selection operator (Lasso) (Tibshirani, 1996) is a $L_1$ regularization technique that shrinks the least-square estimator (LSE) and removes predictors with slight effects on response by leading their coefficients to exact zero. The Lasso is often combined with $L_2$ regularization terms that shrink the LSE as well and make the coefficients of highly correlated predictors similar in absolute value. The $L_1$ penalization technique in the Lasso is extended to the fused Lasso (Tibshirani et al., 2005) that can be used for clustering the predictors into groups sharing common coefficient values.

The sorted $L_1$ penalization estimator (SLOPE) (Bogdan et al., 2013, 2015) or ordered weighted L1 (OWL) (Zeng and Figueiredo, 2014), which is also a generalization of the Lasso and hereafter called SLOPE, is dealt with herein. Let us consider the high-dimensional linear regression $y = X\beta + w$, where $y \in \mathbb{R}^n$ is a response vector; $X \in \mathbb{R}^{n \times p}$ is a design matrix; $\beta \in \mathbb{R}^p$ is a coefficient vector; and $w$ is an observation noise vector. SLOPE is a regularization technique on the order statistics $|\beta|_{(1)} \leq |\beta|_{(2)} \leq \cdots \leq |\beta|_{(p)}$ of the absolute values of the coordinates in $\beta$ and is formulated as follows:

$$\min_{\beta \in \mathbb{R}^p} \frac{1}{2} \| y - X\beta \|^2 + \sum_{i=1}^p \lambda_i |\beta|_{(i)}, \quad (1)$$

where $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_p)^\top$ denotes the regularization parameters in a non-decreasing order, such that $0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_p$. The monotonic structure of $L_1$ penalties on the sorted coefficients simultaneously encourages the sparsity and grouping of absolute coefficients.

The strength and balance of feature selection and clustering depend on the design of the regularization sequence, which can be arbitrarily set under its monotonicity constraint $0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_p$. (Bogdan et al., 2015) presents two types of regularization sequences designed to control the false discovery rate in feature selection under two different assumptions on $X$. (Bondell and Reich, 2008) proposed the octagonal shrinkage and clustering algorithm for regression (OSCAR) for feature clustering with regularization terms originally defined with $L_\infty$ penalties, but can be represented by SLOPE as well. Some recent studies have proven that SLOPE can achieve the minimax rate of convergence under
certain sparsity setups in high-dimensional regression (Su and Candès, 2016; Lecué and Mendelson, 2018; Bellec et al., 2018).

SLOPE (1) is a convex optimization problem with efficient solving algorithms Bogdan et al. (2015); Luo et al. (2019). Bao et al. (2020) and Larsson et al. (2020) proposed the screening rules for SLOPE to fasten updating solutions with a consecutive sequence of regularization weights. However, since feature selection and clustering are very sensitive to the regularization weights, tracking all the changes in the feature grouping of a continuous path using grid search methods is difficult. Takahashi and Nomura (2020) showed that OSCAR has more than 1000 changing points in its solution path for 100 coefficients in its numerical experiment. Bao et al. (2019) recently proposed an approximate path algorithm for SLOPE to obtain an approximate solution path with an arbitrary accuracy bound, which does not cover all the changing points either. Although some exact path algorithms have been proposed for the Lasso and more general $L_1$ regularized regression (Rosset and Zhu, 2007; Tibshirani and Taylor, 2011), they cannot be applied to SLOPE owing to its non-separable structure.

This study proposes an exact path algorithm for SLOPE, which is extended from that for OSCAR (Takahashi and Nomura, 2020). The proposed algorithm detects all the changing points in a solution path where the coefficient groups fuse and split. A general optimality condition for SLOPE is derived to specify the splitting point of a path. This condition involves the order of elements in the gradient of the loss function, whose changes are also monitored as the switching events of a path.

After presenting the path algorithm, a new design for the regularization weights $\lambda$, called the quasi-spherical and octagonal shrinkage and clustering algorithm for regression (QS-OSCAR), is proposed as an OSCAR modification for a more efficient feature clustering. The regularization weights in QS-OSCAR are designed to have its octagonal contour surface most similar to a sphere on the space $\mathbb{R}^p$ in the sense of the ratio of the circumradius and inradius of the surface. The features of QS-OSCAR and other types of regularization sequences for SLOPE are compared in numerical experiments.
2 Path algorithm for SLOPE

This section presents a new solution path algorithm for SLOPE. Since this algorithm is based on the path algorithm for OSCAR (Takahashi and Nomura, 2020), this section proceeds in the analogue of Section 3 of Takahashi and Nomura (2020).

2.1 Notation

Let us consider a solution path $\beta(\eta)$ for SLOPE (1) with respect to the regularization parameters $\lambda(\eta) = \lambda_0 + \eta \bar{\lambda}$ driven by a scalar hyperparameter $\eta \in [0, \eta_{\text{max}}]$ with its initial point $\lambda_0 = (\lambda_{01}, \lambda_{02}, \ldots, \lambda_{0p})^\top$ and search direction $\bar{\lambda} = (\bar{\lambda}_1, \bar{\lambda}_2, \ldots, \bar{\lambda}_p)^\top \neq 0$. The terminal value $\eta_{\text{max}}$ of the parameter $\eta$ may be either finite or infinite as long as it holds that $0 \leq \lambda_1(\eta) \leq \cdots \leq \lambda_p(\eta)$ for any $\eta \in [0, \eta_{\text{max}}]$. Accordingly, we assume rank $(X) = p$, which implies that $n \geq p$ and the objective function (1) is strictly convex (otherwise we can add a $L_2$ penalty term with a small weight to (1) to make the objective function strictly convex).

The regularization terms in (1) encourage the absolute values of the coefficients $|\hat{\beta}(\eta)|$ to be zero and equal to each other. Therefore, for a fixed hyperparameter $\eta \in [0, \eta_{\text{max}})$, we define the set of fused groups $G(\eta) = \{G_0, G_1, \ldots, G_{q_g}\}$ and the grouped absolute coefficients $\beta^G(\eta) = (\beta^G_0, \beta^G_1, \ldots, \beta^G_{q_g})^\top \in \mathbb{R}^{q_g+1}$ to satisfy the following statements:

- $\bigcup_{g=0}^{q_g} G_g = \{1, \ldots, p\}$, where $G_0$ may be an empty set, but others may not.
- $0 = \beta^G_0 < \beta^G_1 < \cdots < \beta^G_{q_g}$ and $|\beta_i| = \beta^G_g$ for $i \in G_g$.

Let $p_g$ be the cardinality of $G_g$ and $q_g = p_0 + \cdots + p_{g-1}$. Corresponding to the fused groups, we define the grouped design matrix by $X^G = (x^G_0, x^G_1, \ldots, x^G_{q_g}) \in \mathbb{R}^{n \times (q_g+1)}$, where $x^G_g = \sum_{j \in G_g} \text{sign}(\beta_j)x_j$, and $x_j$ is the $j$-th column vector of $X$. Let us denote by $\beta^G_{-0}(\eta) = (\beta^G_1, \ldots, \beta^G_{q_g})^\top$ the nonzero elements of the grouped coefficients and by $X^G_{-0} = (x^G_1, \ldots, x^G_{q_g})$ the corresponding columns of the grouped design matrix.
2.2 Piecewise linear solution path and optimal condition

Given the set of fused groups $G(\eta)$, where $g \geq 1$, the problem (1) can be reduced to the following quadratic programming problem:

$$\min_{\beta_0^g \in \mathbb{R}^g} \frac{1}{2} \| y - X_0^g \beta_0^g \|^2 + \sum_{g=1}^{\bar{g}} \lambda_{0g}^g \beta_{0g}^g + \eta \sum_{g=1}^{\bar{g}} \lambda_{yg}^g \beta_{yg}^g,$$

where $\lambda_{0g}^g = \sum_{i=q_g+1}^{q_g+1} \lambda_{0i}$ and $\lambda_{yg}^g = \sum_{i=q_g+1}^{q_g+1} \lambda_{gi}$. Therefore, until the set of fused groups $G(\eta)$ changes, the solution $\beta(\eta)$ takes a linear path with $\beta(\eta_0) \equiv 0$ and nonzero grouped elements:

$$\beta_{0g}^g(\eta) = \left[ (X_{0g}^g)^\top X_{0g}^g \right]^{-1} \left[ (X_{0g}^g)^\top y + \lambda_{0g}^g + \eta \lambda_g^g \right], \quad \text{(2)}$$

where $\lambda_{0g}^g = (\lambda_{01g}, \lambda_{02g}, \ldots, \lambda_{0q_gg})^\top$ and $\lambda_g^g = (\lambda_{1g}^g, \lambda_{2g}^g, \ldots, \lambda_{q_gg}^g)^\top$.

We consider the optimality condition for (1) to check whether $\beta(\eta)$ defined by (2) is optimal when $\eta$ moves. Here, we treat a slightly more general setting in which the square loss function $\frac{1}{2} \| y - X \beta \|^2$ in (1) is generalized to a strongly convex and differentiable loss function $f(\beta; y)$. Then, the objective function is described by

$$\min_{\beta \in \mathbb{R}^p} f(\beta; y) + \sum_{i=1}^{p} \lambda_i |\beta|(i), \quad \text{(3)}$$

and has a unique global optimum $\hat{\beta}$ because of the strong convexity of $f$. Let $\nabla f(\beta) = (\nabla f_1(\beta), \nabla f_2(\beta), \ldots, \nabla f_p(\beta))^\top$ be a gradient of the loss function $f$ and $o(1), o(2), \ldots, o(p) \in \{1, \ldots, p\}$ be the order of indices in $\hat{\beta}$ such that $G_g = \{ o(q_g + 1), o(q_g + 2), \ldots, o(q_g+1) \}$ and $s_{o(q_g+1)} \nabla f_{o(q_g+1)}(\hat{\beta}) \leq s_{o(q_g+2)} \nabla f_{o(q_g+2)}(\hat{\beta}) \leq \cdots \leq s_{o(q_g+1)} \nabla f_{o(q_g+1)}(\hat{\beta})$ for each group $g$, where $s = (s_1, s_2, \ldots, s_p)^\top$ is defined by

$$s_i = \begin{cases} -\text{sign}(\hat{\beta}_i) & \text{if } \hat{\beta}_i \neq 0, \\ \text{sign}(\nabla f_i(\hat{\beta})) & \text{if } \hat{\beta}_i = 0. \end{cases}$$

Define $\nabla f_{g,k}(\hat{\beta}) = \sum_{i=q_g+k} s_o(i) \nabla f_{o(i)}(\hat{\beta})$ and $\lambda_{g,k}^g = \sum_{i=q_g+k} \lambda_i$ for $g = 1, \ldots, \bar{g}$, $k = 1, \ldots, p_g$. The optimality condition of $\hat{\beta}$ for can be given by the following theorem:
Theorem 1. The coefficient vector \( \hat{\beta} \) is a global optimum of (2.2) if and only if the following conditions hold:

\[
\begin{align*}
\chi^G_{g,1} - \nabla f^G_{g,1}(\hat{\beta}) &= 0 \quad g = 1, \ldots, \overline{g}, \quad (4) \\
\chi^G_{0,k} - \nabla f^G_{0,k}(\hat{\beta}) \geq 0 \quad k = 1, \ldots, p_0, \quad (5) \\
\chi^G_{g,k} - \nabla f^G_{g,k}(\hat{\beta}) \geq 0 \quad g = 1, \ldots, \overline{g}, \quad k = 2, \ldots, p_g. \quad (6)
\end{align*}
\]

Proof. First, we prove the sufficiency of the conditions (4), (5) and (6) for the optimality of \( \hat{\beta} \). The objective function \( h(\beta) = f(\beta; y) + \sum_{i=1}^p \lambda_i|\beta|_{(i)} \) is strictly convex, and hence has a unique local optimum. Therefore, it suffices to prove that \( h(\hat{\beta}) \geq h(\hat{\beta}) \) if \( \|\hat{\beta} - \beta\|_\infty < \frac{1}{2} \min_{g=1,\ldots,\overline{g}}(\beta^G_g - \hat{\beta}^G_g) \). Define \( \Delta = |\hat{\beta}| - |\hat{\beta}| \) and the order \( \tilde{o}(1), \tilde{o}(2), \ldots, \tilde{o}(p) \in \{1, \ldots, p\} \) of its coordinates such that \( G_g = \{\tilde{o}(q_g + 1), \tilde{o}(q_g + 2), \ldots, \tilde{o}(q_{g+1})\} \) and \( \Delta \tilde{o}(q_g + 1) \leq \Delta \tilde{o}(q_g + 2) \leq \cdots \leq \Delta \tilde{o}(q_{g+1}) \). Because the order satisfies \( 0 \leq |\tilde{o}(1)| \leq |\tilde{o}(2)| \leq \cdots \leq |\tilde{o}(p)| \) and \( 0 \leq |\hat{\beta}_{\tilde{o}(1)}| \leq |\hat{\beta}_{\tilde{o}(2)}| \leq \cdots \leq |\hat{\beta}_{\tilde{o}(p)}| \), we have

\[
\sum_{i=1}^p \lambda_i(|\tilde{\beta}|_{(i)} - |\hat{\beta}|_{(i)}) = \sum_{i=1}^p \lambda_i(|\hat{\beta}_{\tilde{o}(i)}| - |\hat{\beta}_{\tilde{o}(i)}|) = \sum_{i=1}^p \lambda_i \Delta \tilde{o}(i).
\]

Consequently, we obtain

\[
h(\hat{\beta}) - h(\hat{\beta}) \geq \sum_{i=1}^p \nabla f_{\tilde{o}(i)}(\hat{\beta})(\hat{\beta}_{\tilde{o}(i)} - \hat{\beta}_{\tilde{o}(i)}) + \sum_{i=1}^p \lambda_i \Delta \tilde{o}(i)
\]

\[
\geq -\sum_{g=0}^\overline{g} \sum_{i=q_g+1}^\overline{q}_{g+1} s_{\tilde{o}(i)} \nabla f_{\tilde{o}(i)}(\hat{\beta}) \Delta \tilde{o}(i) + \sum_{i=1}^p \lambda_i \Delta \tilde{o}(i),
\]

where the first inequality follows from the convexity of \( f \), while the second one follows from the equalities that \( -s_i \nabla f_{\tilde{o}(i)}(\hat{\beta}) = -|\nabla f_{\tilde{o}(i)}(\hat{\beta})| \) for \( i = 1, \ldots, p_0 \) and \( \Delta_i = -s_i(\hat{\beta}_i - \hat{\beta}_i) \) for \( i = p_0 + 1, \ldots, p \). Since we have \( s_{\tilde{o}(q_g+1)} \nabla f_{\tilde{o}(q_g+1)}(\hat{\beta}) \leq s_{\tilde{o}(q_g+2)} \nabla f_{\tilde{o}(q_g+2)}(\hat{\beta}) \leq \cdots \leq s_{\tilde{o}(q_{g+1})} \nabla f_{\tilde{o}(q_{g+1})}(\hat{\beta}) \) for \( g = 0, \ldots, \overline{g} \) by the definition of \( \tilde{o}(1), \tilde{o}(2), \ldots, \tilde{o}(p) \), the Hardy-Littlewood-Pólya inequality (Theorem 368 in Hardy et al. (1934)) yields that
\[ \sum_{i=q_g+1}^{q_g+1} s_{\hat{o}(i)} \nabla f_{\hat{o}(i)}(\hat{\beta}) \Delta_{\hat{o}(i)} \leq \sum_{i=q_g+1}^{q_g+1} s_{o(i)} \nabla f_{o(i)}(\hat{\beta}) \Delta_{\hat{o}(i)}. \] Above all, we obtain

\[ h(\tilde{\beta}) - h(\hat{\beta}) \geq - \sum_{g=0}^{g-1} \sum_{i=q_g+1}^{q_g+1} s_{o(i)} \nabla f_{o(i)}(\hat{\beta}) \Delta_{\hat{o}(i)} + \sum_{i=1}^{p} \lambda_i \Delta_{\hat{o}(i)} \]

\[ = \sum_{g=0}^{g-1} \sum_{i=q_g+1}^{q_g+1} (\lambda_i - s_{o(i)} \nabla f_{o(i)}(\hat{\beta})) \Delta_{\hat{o}(i)} \]

\[ = \sum_{g=0}^{g-1} \{(\lambda_{g,1}^G - \nabla f_{g,1}^G(\hat{\beta})) \Delta_{\hat{o}(q_g+1)} + \sum_{k=2}^{p_g} \{(\lambda_{g,k}^G - \nabla f_{g,k}^G(\hat{\beta})) (\Delta_{\hat{o}(q_g+k)} - \Delta_{\hat{o}(q_g+k-1)}) \}. \]

Since \( \Delta_{\hat{o}(1)} \geq 0 \) if \( p_0 \geq 1 \) and \( \Delta_{\hat{o}(q_g+k)} - \Delta_{\hat{o}(q_g+k-1)} > 0 \), \( h(\tilde{\beta}) - h(\hat{\beta}) \geq 0 \) for any \( \tilde{\beta} \) within \( \|\tilde{\beta} - \hat{\beta}\|_\infty < \frac{1}{2} \min_{g=1,\ldots,g} (\hat{\beta}_{g,1}^G - \beta_{g-1}^G) \) if the conditions (4), (5) and (6) are all satisfied, which completes the proof of the sufficiency.

Next, we prove the necessity of the conditions (4), (5) and (6) for the optimality of \( \hat{\beta} \). If the condition (4) fails (i.e., \( \lambda_{g,1}^G - \nabla f_{g,1}^G(\hat{\beta}) \neq 0 \)) for some \( g = 1, \ldots, q \), we define \( \tilde{\beta} \) by

\[ \tilde{\beta}_i = \begin{cases} \hat{\beta}_i - \text{sign}(\lambda_{g,1}^G - \nabla f_{g,1}^G(\hat{\beta})) \text{sign}(\hat{\beta}_i) \delta & i \in G_g, \\ \hat{\beta}_i & \text{otherwise,} \end{cases} \]

with a small positive scalar \( 0 < \delta < \min_{g=1,\ldots,q} (\beta_{g,1}^G - \beta_{g-1}^G) \). We then have

\[ h(\tilde{\beta}) - h(\hat{\beta}) = f(\tilde{\beta}) - f(\hat{\beta}) - \text{sign}(\lambda_{g,1}^G - \nabla f_{g,1}^G(\hat{\beta})) \delta \sum_{i=q_g+1}^{q_g+1} \lambda_i \]

\[ = -|\lambda_{g,1}^G - \nabla f_{g,1}^G(\hat{\beta})| \delta + o(\delta), \]

which takes a negative value for a sufficiently small \( \delta \), indicating that \( \hat{\beta} \) is not optimal. If either condition (5) or (6) fails (i.e., \( \lambda_{g,k}^G - \nabla f_{g,k}^G(\hat{\beta}) < 0 \)) for some \( g \) and \( k \), we define \( \tilde{\beta} \) by

\[ \tilde{\beta}_{o(i)} = \begin{cases} \hat{\beta}_{o(i)} + \text{sign}(\hat{\beta}_{o(i)}) \delta & i \in \{q_g + k, \ldots, q_g+1\}, \\ \hat{\beta}_{o(i)} & \text{otherwise,} \end{cases} \]

with a small positive scalar \( 0 < \delta < \min_{g=1,\ldots,q} (\beta_{g,1}^G - \beta_{g-1}^G) \). We then have

\[ h(\tilde{\beta}) - h(\hat{\beta}) = f(\tilde{\beta}) - f(\hat{\beta}) + \delta \sum_{i=q_g+1}^{q_g+1} \lambda_i \]

\[ = \{\lambda_{g,k}^G - \nabla f_{g,k}^G(\hat{\beta})\} \delta + o(\delta), \]
which takes a negative value for a sufficiently small $\delta$, indicating that $\hat{\beta}$ is not optimal. Thus, $\hat{\beta}$ is not optimal unless the conditions (4), (5) and (6) are all satisfied, which completes the proof.

2.3 Path algorithm

In this subsection, we construct a path algorithm for SLOPE. As in the path algorithm for OSCAR (Takahashi and Nomura 2020), the proposed algorithm monitors three kinds of events, that is, fusing, splitting, and switching events in its solution path. Before showing the algorithm, we introduce these events and specify their occurrence times in turn.

First, the fusing event is a type of event where adjacent groups are fused when their coefficients collide. Since the grouped absolute coefficients $\beta_G(\eta)$ move linearly as in (2) along $\eta$ with its slope $d\beta_G d\eta = (0, (\bar{\lambda} G)^\top [(X_G^G)^\top X_G^G]^{-1})^\top$, two adjacent groups $G_g$ and $G_{g+1}$ have to be fused at time $\Delta_g^{\text{fuse}}$ from $\eta$ given by

$$
\Delta_g^{\text{fuse}}(\eta) = \begin{cases} 
-\beta_{g+1}^G(\eta) + \beta_g^G(\eta) & \text{if } \frac{d\beta_{g+1}^G}{d\eta} < \frac{d\beta_g^G}{d\eta}, \\
\infty & \text{otherwise}.
\end{cases}
$$

Next, the splitting event is a type of event where a group is split into two groups when either condition (5) or (6) is violated for some $g$ and $k$. When it happens for some $g$ and $k$, the fused group $G_g = \{o(q_g + 1), \ldots, o(q_{g+1})\}$ is split into two groups $G_g = \{o(q_g + 1), \ldots, o(q_g + k - 1)\}$ and $G_{g+1} = \{o(q_g + k), \ldots, o(q_{g+1})\}$. The indices $g+1, \ldots, \bar{g}$ of the subsequent groups are then increased by one. Note that, if the condition (5) is violated for $k = 1$, $G_0 = \{o(1), \ldots, o(p_0)\}$ is split into $G_0 = 0$ and $G_1 = \{o(1), \ldots, o(p_0)\}$.

The optimality conditions (5) and (6) in Theorem 1 are used to specify the timings of splitting events. Here, we apply the square loss function $f(\beta; y) = \frac{1}{2}||y - X\beta||^2$ and its gradient $\nabla f(\beta) = -X^\top (y - X\beta) = X^\top (X_G^G X_{-G}^G - y)$ to Theorem 1. Define the order $o(1), o(2), \ldots, o(p)$ of indices in $\beta$ to satisfy $G_g = \{o(q_g + 1), o(q_g + 2), \ldots, o(q_{g+1})\}$ and $s_{o(q_g+1)} X_{o(q_g+1)}^\top (X_{-G}^G X_{-0}^G - y) \leq s_{o(q_g+2)} X_{o(q_g+2)}^\top (X_{-G}^G X_{-0}^G - y) \leq \cdots \leq$
\( s_{(q_g+1)} x_{o(q_g+1)}^T (X_0^g \beta_{-0}^g - y) \) for each group, where \( s = (s_1, s_2, \ldots, s_p) \) is defined by

\[
s_i = \begin{cases} 
- \text{sign}(\beta_i) & \text{if } \beta_i \neq 0, \\
\text{sign}(x_i^T (X_0^g \beta_{-0}^g - y)) & \text{if } \beta_i = 0.
\end{cases}
\]

Furthermore, we define \( \nabla f_{g,k}^G(\beta) = \sum_{i=q_g+1}^{q_g+k} s_{o(i)} \nabla f_{o(i)}(\beta) = x_{\pi(g,k)}^T (X_0^g \beta_{-0}^g - y) \), where \( x_{\pi(g,k)} = \sum_{j=q_g+k}^{q_g+k} s_{o(j)} x_{o(j)} \). Thus, the splitting event occurs when either condition \([5]\) or \([6]\) is violated for some \( g \) and \( k \) at the time \( \Delta_{g,k}^{\text{split}} \) from \( \eta \) given by

\[
\Delta_{g,k}^{\text{split}}(\eta) = \begin{cases} 
x_{\pi(g,k)}^T \left( y - X_0^g \beta_{-0}^g - \lambda_{g,k}(\eta) \right) \\
x_{\pi(g,k)}^T \left( x_{o(k)}^T \beta_{-0}^g - \lambda_{g,k} \right)
\end{cases} \quad \text{if } x_{\pi(g,k)}^T \frac{d\beta_{-0}}{d\eta} - \lambda_{g,k} > 0,
\]

\[
\Delta_{g,k}^{\text{split}}(\eta) = \begin{cases} 
\infty & \text{otherwise,}
\end{cases}
\]

where \( \lambda_{g,k}(\eta) = \sum_{i=q_g+k}^{q_g+k} \lambda_i(\eta) = \sum_{i=q_g+k}^{q_g+k} (\lambda_{0i} + \eta \bar{\lambda}_i) \) and \( \bar{\lambda}_{g,k} = \sum_{i=q_g+k}^{q_g+k} \bar{\lambda}_i \).

Finally, the switching event is a type of event that changes the order \( o(1), o(2), \ldots, o(p) \in \{1, \ldots, p\} \) of indices in \( \beta \) or the sign of \( s_{o(1)} \), which may change the timings \([8]\) of the splitting events. Note that the slope \( \frac{d\beta_{-0}}{d\eta} \) of a solution path and the timings \([7]\) of the fusing events are not affected by the switching events. The switching event on the order of coefficients \( o(1), \ldots, o(p) \) occurs when the inequality \( s_{o(k)} x_{o(k)}^T (X_0^g \beta_{-0}^g - y) \leq s_{o(k+1)} x_{o(k+1)}^T (X_0^g \beta_{-0}^g - y) \) becomes reversed for some \( k \in \{1, \ldots, p-1\} \setminus \{q_1, \ldots, q_p\} \), at which the indices assigned to \( o(k) \) and \( o(k+1) \) have to be switched. The timing \( \Delta_k^{\text{switch}} \) from \( \eta \) of the event for each \( k \) is given by

\[
\Delta_k^{\text{switch}}(\eta) = \begin{cases} 
\frac{(s_{o(k)} x_{o(k)}^T - s_{o(k+1)} x_{o(k+1)}^T)(y - X_0^g \beta_{-0}^g(\eta))}{(s_{o(k)} x_{o(k)}^T - s_{o(k+1)} x_{o(k+1)}^T) X_0^g \beta_{-0}^g - \frac{d\beta_{-0}}{d\eta}} & \text{if } (s_{o(k)} x_{o(k)}^T - s_{o(k+1)} x_{o(k+1)}^T) X_0^g \beta_{-0}^g - \frac{d\beta_{-0}}{d\eta} > 0.
\end{cases}
\]

\[
\Delta_k^{\text{switch}}(\eta) = \begin{cases} 
\infty & \text{otherwise.}
\end{cases}
\]

Similarly, the switching event that reverses the sign of \( s_{o(1)} \) occurs when \( \beta_{o(1)} = 0 \) and the sign \( s_{o(1)} = \text{sign}(\nabla f_{i(\beta)}) = \text{sign}(x_{o(1)}^T (X_0^g \beta_{-0}^g - y)) \) reverses, which occurs at time \( \Delta_0^{\text{switch}} \) from \( \eta \) given by

\[
\Delta_0^{\text{switch}} = \begin{cases} 
x_{o(1)}^T (y - X_0^g \beta_{-0}^g(\eta)) & \text{if } s_{o(1)} x_{o(1)}^T X_0^g \beta_{-0}^g - \frac{d\beta_{-0}}{d\eta} < 0.
\end{cases}
\]

\[
\Delta_0^{\text{switch}} = \begin{cases} 
\infty & \text{otherwise.}
\end{cases}
\]
Algorithm 1 outlines the proposed path algorithms for SLOPE using the events and their timings described above. The initial solution for $\lambda = 0$ is obtained by the LSE

$$\beta^{(0)} = (X^\top X)^{-1}X^\top y$$

if $\lambda_0 = 0$; otherwise, we can use some efficient solvers (Bogdan et al., 2015; Luo et al., 2019) to obtain the initial solution for SLOPE with $\lambda = \lambda_0$. The algorithm iterates until the next event time $\eta^{(t)} + \Delta_{\text{min}}$ becomes equal to or larger than $\eta_{\text{max}}$. The computational cost in each iteration can be evaluated in the same manner as in Takahashi and Nomura (2020) and depends on which type of event occurs. Each iteration where a fusing/splitting event occurs requires $O(np)$ time by using the block matrix computation. In contrast, each iteration where a switching event occurs requires only $O(n)$ time because most of the timings of the next events can be updated by only subtracting $\Delta_{\text{min}}$. See Appendix C in Takahashi and Nomura (2020) for more details of updating procedure in each event type. Consequently, Algorithm 1 requires $O(T_{\text{fuse+split}}np + T_{\text{switch}}n)$ time except for the initial step to obtain $\beta^{(0)}$, where $T_{\text{fuse+split}}$ and $T_{\text{switch}}$ are the numbers of iteration with fusing/splitting events and switching events, respectively.

### 3 Quasi-spherical OSCAR

A regularization sequence $\lambda_1, \lambda_2, \ldots, \lambda_p$ for SLOPE can be arbitrarily defined as long as it is in a non-decreasing order, such that $0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_p$. Therefore, a variety of regularization sequences has been proposed for SLOPE. This section presents a new type of regularization sequences for feature clustering.

First, we review some designs of the regularization sequences in the previous studies before introducing the proposed type. Bogdan et al. (2015) presented two regularization sequence designs. One is designed as a threshold sequence of the multiple testing procedure of nonzero coefficients by Benjamini and Hochberg (1995) and defined as follows:

$$\lambda_{i}^{BH} = \eta \Phi^{-1}\left(1 - \frac{p - i + 1}{2p}\right),$$

(9)

where $\eta$ tunes the strength of penalty, $\Phi^{-1}$ is the inverse distribution function of the standard normal distribution, and $q$ controls the target false discovery rate of nonzero coefficients in the SLOPE estimator. Kos and Bogdan (2020) has proven some asymptotic results on the
Algorithm 1 Path algorithm for SLOPE

1: $t \leftarrow 0$, $\eta^{(0)} \leftarrow 0$

2: Solve (1) with $\lambda = \lambda_0$ to obtain the initial solution $\beta^{(0)}$.

3: Compute $G, \beta^G, X^G, o(\cdot), s, [(X^G_0)^\top X^G_0]^{-1}, \frac{d\beta^G}{d\eta}$ and $\frac{d\beta}{d\eta}$.

4: Compute timings of events $\Delta_g^{\text{fuse}}, \Delta_{g,k}^{\text{split}}, \Delta_k^{\text{switch}}$ and the minimum $\Delta^{\text{min}}$ of them all.

5: while $\eta^{(t)} + \Delta^{\text{min}} < \eta^{\text{max}}$ do

6: $\eta^{(t+1)} \leftarrow \eta^{(t)} + \Delta^{\text{min}}$, $\beta^{(t+1)} \leftarrow \beta^{(t)} + \Delta^{\text{min}} \frac{d\beta}{d\eta}$.

7: if $\Delta_g^{\text{fuse}} = \Delta^{\text{min}}$ for some $g$ then

8: Fuse $G_g$ and $G_{g+1}$, and update $G, \beta^G, X^G, o(\cdot), [(X^G_0)^\top X^G_0]^{-1}, \frac{d\beta^G}{d\eta}$ and $\frac{d\beta}{d\eta}$.

9: else if $\Delta_k^{\text{switch}} = \Delta^{\text{min}}$ then

10: Switch the sign of $s_{o(1)}$.

11: else if $\Delta_k^{\text{switch}} = \Delta^{\text{min}}$ for some $k$ then

12: Switch the indices assigned to $o(k)$ and $o(k+1)$.

13: else if $\Delta_{g,k}^{\text{split}} = \Delta^{\text{min}}$ for some $g$ and $k$ then

14: Split $G_g$, and update $G, \beta^G, X^G, o(\cdot), [(X^G_0)^\top X^G_0]^{-1}, \frac{d\beta^G}{d\eta}$ and $\frac{d\beta}{d\eta}$.

15: end if

16: $t \leftarrow t + 1$

17: Compute timings of events $\Delta_g^{\text{fuse}}, \Delta_{g,k}^{\text{split}}, \Delta_k^{\text{switch}}$ and the minimum $\Delta^{\text{min}}$ of them all.

18: end while

19: if $\eta^{\text{max}} < \infty$ then

20: $\eta^{(t+1)} \leftarrow \eta^{\text{max}}, \beta^{(t+1)} \leftarrow \beta^{(t)} + (\eta^{\text{max}} - \eta^{(t)}) \frac{d\beta}{d\eta}$.

21: $t \leftarrow t + 1$

22: end if
false discovery rate with this penalty under a Gaussian design, where all the $X$ entries are i.i.d. Gaussian. The other type presented by Bogdan et al. (2015) involves the previous one $\lambda_{BH}$ and recursively defined by $\lambda_{G}^{p} = \lambda_{BH}^{p}$ and

$$\lambda_{i}^{G} = \eta \min \left( \lambda_{i+1}^{G}, \lambda_{BH}^{i} \sqrt{1 + \frac{1}{n-p+i-3} \sum_{j>i} (\lambda_{j}^{G})^2} \right).$$

(10)

This is designed to heuristically consider the influence of the sample correlation in $X$ (Bogdan et al., 2015).

SLOPE is introduced as a generalization of OSCAR (Bondell and Reich, 2008). OSCAR is originally defined by pairwise $L_{\infty}$ terms as

$$\text{minimize}_{\beta} \quad \frac{1}{2} \|y - X\beta\|^2 + \lambda_{1} \sum_{i=1}^{p} |\beta_{i}| + \lambda_{2} \sum_{j<k} \max \{ |\beta_{j}|, |\beta_{k}| \},$$

(11)

and its penalty terms can be rewritten by the SLOPE penalty $\sum_{i=1}^{p} \lambda_{i}^{OSCAR} |\beta|_{(i)}$ with

$$\lambda_{i}^{OSCAR} = q + \eta(i-1),$$

(12)

where $q$ and $\eta$ coincide with $\lambda_{1}$ and $\lambda_{2}$ in (11), respectively. The contour surface of the penalty terms draws an octagonal shape, as in Figure 1. The solution of (11) is always the point where the contour surface of the least-square term contacts with that of the penalty terms. Therefore, the octagonal structure encourages not only sparsity, but equality of absolute coefficients with close least-square solutions and multicollinearity.

However, the octagonal structure in OSCAR is much weakened for high-dimensional problems. For illustration, consider the plane of $\beta_{1}$ and $\beta_{2}$, where the other coefficients $\beta_{3}, \ldots, \beta_{p}$ are all zero. Figure 1 shows that the upper-right vertex of the dashed contour line $\sum_{i=1}^{p} \lambda_{i}^{OSCAR} |\beta|_{(i)} = 1$ with $\lambda_{i}^{OSCAR} = i - 1$ and $\beta_{3} = \cdots = \beta_{p} = 0$ is at $(\frac{p}{2p-1}, \frac{p}{2p-1})^{T}$, which rapidly converges to $(1/2, 1/2)^{T}$ and reduces the octagonal shape to a diamond as $p$ increases.

For feature clustering, the octagonal structure should be preserved for high-dimensional problems. This can be realized by setting the regularization sequence $\lambda$ such that all the vertices of the contour surface are located on the sphere of the same radius. Such a
Figure 1: Contour lines of $\sum_{i=1}^{p} \lambda_i|\beta|_{(i)} = 1$ for the OSCAR penalty $\lambda^{\text{OSCAR}}$ (dashed line) and the QS-OSCAR penalty $\lambda^{\text{QS}}$ (solid line) given $\beta_3 = \cdots = \beta_p = 0$.

sequence, which we call the quasi-spheric and octagonal shrinkage and clustering algorithm for regression (QS-OSCAR), is defined by

$$
\lambda_i^{\text{QS}} = \eta(\sqrt{i} - \sqrt{i - 1}) \tag{13}
$$

Figure 1 illustrates that the contour of this penalty where $\beta_3 = \cdots = \beta_p = 0$ always draws a regular octagon whose vertices are on the same circle for any $p$. Although the contour surface of the penalty $\sum_{i=1}^{p} \lambda_i^{\text{QS}}|\beta|_{(i)}$ is not a sphere, the surface with $\lambda^{\text{QS}}$ is the most similar to a sphere among all possible $\lambda$ in view of the ratio of the inradius and circumradius of the contour surface according to the following theorem:

**Theorem 2.** The ratio of $\max_{||\beta||=r} \sum_{i=1}^{p} \lambda_i|\beta|_{(i)}$ from $\min_{||\beta||=r} \sum_{i=1}^{p} \lambda_i|\beta|_{(i)}$ takes its minimum $\rho_p = \sqrt{\sum_{i=1}^{p} (\sqrt{i} - \sqrt{i - 1})^2} = O(\sqrt{\log p})$ if and only if $\lambda = \lambda^{\text{QS}}$ in (13) for some $\eta > 0$.

**Proof.** From the Cauchy-Schwarz inequality, we have $\sum_{i=1}^{p} \lambda_i|\beta|_{(i)} \leq \sqrt{\sum_{i=1}^{p} \lambda_i^2} \sqrt{\sum_{i=1}^{p} |\beta|_{(i)}^2}$ =
\[\|\lambda\| = \|\beta\|\], where the equality holds if and only if \(\beta(i) = r\lambda_i/\|\lambda\|\) for \(r > 0\) and \(i = 1, \ldots, p\).

Therefore, we have \(\max_{\|\beta\| = r} \sum_{i=1}^p \lambda_i \|\beta\|(i) = r \|\lambda\|\).

Next, we evaluate \(\min_{\|\beta\| = r} \sum_{i=1}^p \lambda_i \|\beta\|(i)\). We obtain \(\min_{\|\beta\| = r} \sum_{i=1}^p \lambda_i \|\beta\|(i) = \min_{\beta \in \mathcal{B}} \langle \lambda, \beta \rangle\), where \(\mathcal{B} = \{\beta; \|\beta\| = r, 0 \leq \beta_1 \leq \cdots \leq \beta_p\}\). The set \(\mathcal{B}\) is also represented by \(\mathcal{B} = \{\beta = r \sum_{i=1}^p c_i b_i; 0 \leq c_1, \ldots, c_p \leq 1, \sum_{i=1}^p c_i = 1\}\), where \(b_1 = (0, \ldots, 0, 1)^\top, b_2 = (0, \ldots, 0, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})^\top, \ldots, b_p = (\frac{1}{\sqrt{p}}, \ldots, \frac{1}{\sqrt{p}})^\top\). Subsequently, since \(rb_1, \ldots, rb_p \in \mathcal{B}\), we obtain

\[
\min_{\beta \in \mathcal{B}} \langle \lambda, \beta \rangle \leq \min_{i=1, \ldots, p} \langle \lambda, rb_i \rangle = \min_{\beta \in \mathcal{B}'} \langle \lambda, \beta \rangle.
\]

where \(\mathcal{B}' = \{\beta = r \sum_{i=1}^p c_i b_i; 0 \leq c_1, \ldots, c_p \leq 1, \sum_{i=1}^p c_i = 1\}\). In contrast, since \(\|\sum_{i=1}^p c_i b_i\| \leq 1\), we have \(\langle \lambda, r \sum_{i=1}^p c_i b_i \rangle \geq \langle \lambda, r \sum_{i=1}^p c_i b_i \rangle\) for any \(0 \leq c_1, \ldots, c_p \leq 1, \sum_{i=1}^p c_i = 1\); hence,

\[
\min_{\beta \in \mathcal{B}} \langle \lambda, \beta \rangle \geq \min_{\beta \in \mathcal{B}'} \langle \lambda, \beta \rangle.
\]

Consequently, it holds that \(\min_{\|\beta\| = r} \sum_{i=1}^p \lambda_i \|\beta\|(i) = \min_{\beta \in \mathcal{B}} \langle \lambda, \beta \rangle = \min_{\beta \in \mathcal{B}'} \langle \lambda, \beta \rangle\).

Let \(\tilde{\lambda} = \lambda Q^S/\|\lambda Q^S\| = (\sqrt{p} - \sqrt{p - 1}, \sqrt{p - 1}, \sqrt{p - 2}, \ldots, \sqrt{2} - 1, 1)^\top/\rho_p\) be the normalized weights of \(\lambda Q^S\). When \(\lambda \propto \tilde{\lambda}\), we obtain \(\langle \lambda, rb_i \rangle = r \|\lambda\|/\rho_p\) for \(i = 1, \ldots, p\), and hence \(\min_{\|\beta\| = r} \sum_{i=1}^p \lambda_i \|\beta\|(i) = \min_{\beta \in \mathcal{B}'} \langle \lambda, \beta \rangle = r \|\lambda\|/\rho_p\). Furthermore, since \(\tilde{\beta} = r \tilde{\lambda}/\rho_p \in \mathcal{B}'\), we obtain \(\langle \lambda, \tilde{\beta} \rangle \leq r \|\lambda\|/\rho_p\) from the Cauchy-Schwarz inequality, where the equality holds if and only if \(\lambda \propto \tilde{\lambda}\).

Above all, we have \(\min_{\|\beta\| = r} \sum_{i=1}^p \lambda_i \|\beta\|(i) \leq r \|\lambda\|/\rho_p\), and hence \(\frac{\max_{\|\beta\| = r} \sum_{i=1}^p \lambda_i \|\beta\|(i)}{\min_{\|\beta\| = r} \sum_{i=1}^p \lambda_i \|\beta\|(i)} \geq \frac{r \|\lambda\|}{r \|\lambda\|/\rho_p} = \rho_p\), where the equality holds if and only if \(\lambda = \lambda Q^S \propto \tilde{\lambda}\) for some \(\eta\).

Finally, as \(\sqrt{i} - \sqrt{i - 1} = \sqrt{i} (1 - \sqrt{1 - 1/i}) = \frac{1}{2\sqrt{i}} + o\left(\frac{1}{\sqrt{i}}\right)\), we obtain

\[
\rho_p^2 = \sum_{i=1}^p (\sqrt{i} - \sqrt{i - 1})^2
\]

\[
= 1 + \sum_{i=2}^p \left[ \frac{1}{2\sqrt{i}} + o\left(\frac{1}{\sqrt{i}}\right) \right] \times (\sqrt{i} - \sqrt{i - 1})
\]

\[
\leq 1 + \int_1^p \left[ \frac{1}{2\sqrt{z}} + o\left(\frac{1}{\sqrt{z}}\right) \right] d\sqrt{z}
\]

\[
= 1 + \log p + o(\log p)
\]

\[
= O(\log p).
\]

Consequently, \(\rho_p = O(\sqrt{\log p})\), which completes the proof. \(\square\)
Remark. From Theorem 2, the ratio of the circumradius and inradius of the surface \( \sum_{i=1}^{p} \lambda_i |\beta_{(i)}| = 1 \) takes its minimum \( \rho_p \) if and only if \( \lambda = \lambda^{QS} \) for some \( \eta > 0 \). It implies that the surface becomes the most similar to a sphere when \( \lambda = \lambda^{QS} \). Although the surface becomes less similar to a sphere as \( p \) increases, it is not fast because \( \rho_p = O(\sqrt{\log p}) \). Figure 2 shows that \( \rho_p \) is only approximately 1.47 for \( p = 100 \) and approximately 1.82 even for \( p = 10000 \).

In contrast, the circumsphere and insphere of the contour surface \( \sum_{i=1}^{p} \lambda_i |\beta_{(i)}| = 1 \) with \( \lambda = \lambda^{OSCAR} \) contact with the surface at \( \beta = (0, \ldots, 0, 1/\lambda^{OSCAR}_p) \) and \( \beta = \lambda^{OSCAR}/\|\lambda^{OSCAR}\|^2 \), respectively. Therefore, the ratio of the circumradius and inradius of the contour surface in OSCAR is \( \|\lambda^{OSCAR}\|/\lambda^{OSCAR}_p \gtrsim \sqrt{p} \), which goes to infinity much faster than QS-OSCAR.

4 Simulation Studies

In this section, we compare some features of the various regularization sequences for SLOPE introduced in the previous section through numerical experiments with synthetic datasets. All experiments were conducted on a Windows 10 64-bit machine with an Intel i7-8665U CPU at 1.90 GHz and 16 GB of RAM.

The synthetic datasets were generated from the model \( y = X\beta + e \), where \( e \sim N(0, I_n) \). The problem size \( (p, n) \) was set from four levels \{20, 200\}, \{40, 400\}, \{80, 800\}, \{160, 1600\}\}. There are two scenarios for the true coefficients \( \beta \) and covariates \( X \). The first scenario involves \( \beta \) generated by \( \beta = (\theta, -\theta)^\top \), where \( \theta \sim N(0, I_{0.5p}) \), and each row \( x_i \) of \( X \) generated independently by \( x_i \sim N(0, \Sigma) \), where

\[
\Sigma = \frac{1}{\sqrt{n}} \begin{pmatrix}
I_{0.5p} & 0.8I_{0.5p} \\
0.8I_{0.5p} & I_{0.5p}
\end{pmatrix}.
\]

This covariance matrix \( \Sigma \) means that the covariates of \( \beta_i = \theta_i \) and \( \beta_{i+0.5p} = -\theta_i \) are correlated as \( Corr(x_{i,j}, x_{i+0.5p,j}) = 0.8 \) for \( i = 1, \ldots, 0.5p \) and \( j = 1, \ldots, n \). The second scenario involves each component of \( \beta \) independently sampled from \{-2, -1, 0, 1, 2\}, and each element of \( X \) independently sampled from \{-1, 0, 1\}. For each setting, 100 datasets are generated to evaluate the average performance. From each dataset, four solution paths of
Figure 2: Development of $\rho_p$ with respect to $p$. 
SLOPE along $\eta \in [0, \infty)$ with $\lambda = \lambda^{BH}, \lambda^{G}, \lambda^{OSCAR}$ and $\lambda^{QS}$, respectively, were calculated through Algorithm 1.

Tables 1 and 2 show the mean number of nonzero coefficients in $\beta(\eta^{(t)})$ for $t = 1, \ldots, T$ in the respective scenarios, where $T$ is the number of iterations in Algorithm 1. In both scenarios, the number of nonzero coefficients tends to be smaller in $\lambda^{BH}$ and $\lambda^{G}$ than the others. The mean number of zeros in $\beta(\eta^{(t)})$ is only a few in $\lambda^{OSCAR}$.

Tables 3 and 4 list the mean numbers of nonzero groups in $\beta(\eta^{(t)})$ for $t = 1, \ldots, T$. The mean numbers of nonzero groups with $\lambda^{QS}$ are about half of the dimension $p$ and the smallest of the four regularization sequences in both scenarios. In contrast, the mean numbers of nonzero groups are not much different among $\lambda^{BH}$, $\lambda^{G}$ and $\lambda^{OSCAR}$.

Tables 5 and 6 show the mean number of fusing/splitting events that occurred in Algorithm 1. The switching events in the algorithm are not counted because they do not change the slope of the solution paths, and their runtimes are much shorter than the other events. The number of events increases by approximately four times as the dimension $p$ is doubled in each case, which implies that the number of events is approximately $O(p^2)$ for these scenarios. Note that evaluating the number of iterations in general cases is difficult and might be exponentially large (see for example, [Mairal and Yu, 2012]). The numbers of events are much larger in Scenario 1 than in Scenario 2, which may reflect the complexity of the coefficients $\beta$ and the covariates $X$. The large numbers of events in high-dimensional regression make it difficult to detect the change points in a solution path exhaustively using grid search methods. Hence, the proposed solution path algorithm that tracks all the breaking points is needed for fine-tuning of $\eta$ and feature grouping.

5 Conclusion

This study proposed a solution path algorithm that yields an entire exact solution path for SLOPE, which is extended from the path algorithm for OSCAR [Takahashi and Nomura, 2020]. The algorithm has three types of events: a fusing event for a pair of feature groups, a splitting event of a group, and a switching event that affects the next splitting time. The next timings of the splitting events are derived from a simple optimality condition given in
Table 1: Mean number of nonzero coefficients along a solution path in Scenario 1.

| Regularization sequence $\lambda$ | Problem size $(p, n)$ | $	ext{(20, 200)}$ | $	ext{(40, 400)}$ | $	ext{(80, 800)}$ | $	ext{(160, 1600)}$ |
|------------------------------------|-----------------------|--------------------|-------------------|-------------------|-------------------|
| Benjamini and Hochberg $\lambda^{BH}$ | 14.3 | 29.6 | 59.8 | 120.9 |
| Gaussian $\lambda^{G}$ | 14.0 | 28.9 | 58.2 | 118.0 |
| OSCAR $\lambda^{OSCAR}$ | 18.6 | 38.0 | 77.1 | 155.6 |
| Quasi-spheric OSCAR $\lambda^{QS}$ | 16.6 | 33.7 | 67.9 | 137.0 |

Table 2: Mean number of nonzero coefficients along a solution path in Scenario 2.

| Regularization sequence $\lambda$ | Problem size $(p, n)$ | $	ext{(20, 200)}$ | $	ext{(40, 400)}$ | $	ext{(80, 800)}$ | $	ext{(160, 1600)}$ |
|------------------------------------|-----------------------|--------------------|-------------------|-------------------|-------------------|
| Benjamini and Hochberg $\lambda^{BH}$ | 15.2 | 31.5 | 64.6 | 130.1 |
| Gaussian $\lambda^{G}$ | 14.8 | 30.7 | 63.1 | 127.2 |
| OSCAR $\lambda^{OSCAR}$ | 18.8 | 38.3 | 78.3 | 157.5 |
| Quasi-spheric OSCAR $\lambda^{QS}$ | 17.5 | 35.3 | 71.5 | 142.9 |

Table 3: Mean number of nonzero fused groups along a solution path in Scenario 1.

| Regularization sequence $\lambda$ | Problem size $(p, n)$ | $	ext{(20, 200)}$ | $	ext{(40, 400)}$ | $	ext{(80, 800)}$ | $	ext{(160, 1600)}$ |
|------------------------------------|-----------------------|--------------------|-------------------|-------------------|-------------------|
| Benjamini and Hochberg $\lambda^{BH}$ | 12.7 | 26.7 | 54.1 | 109.7 |
| Gaussian $\lambda^{G}$ | 13.0 | 27.1 | 54.7 | 111.1 |
| OSCAR $\lambda^{OSCAR}$ | 12.4 | 26.1 | 53.4 | 108.1 |
| Quasi-spheric OSCAR $\lambda^{QS}$ | 10.9 | 23.0 | 47.3 | 96.7 |
Table 4: Mean number of nonzero fused groups along a solution path in Scenario 2.

| Regularization sequence λ   | Problem size \((p, n)\)          |
|-----------------------------|----------------------------------|
|                             | \((20, 200)\) | \((40, 400)\) | \((80, 800)\) | \((160, 1600)\) |
| Benjamini and Hochberg \(\lambda^{BH}\) | 12.8       | 26.2       | 53.4       | 106.8       |
| Gaussian \(\lambda^G\)      | 13.2       | 27.2       | 55.6       | 111.4       |
| OSCAR \(\lambda^{OSCAR}\)   | 12.3       | 25.8       | 53.0       | 106.1       |
| Quasi-spheric OSCAR \(\lambda^{QS}\) | 11.2       | 22.5       | 45.3       | 90.3       |

Table 5: Mean number of fusing/splitting events along a solution path in Scenario 1.

| Regularization sequence λ   | Problem size \((p, n)\)          |
|-----------------------------|----------------------------------|
|                             | \((20, 200)\) | \((40, 400)\) | \((80, 800)\) | \((160, 1600)\) |
| Benjamini and Hochberg \(\lambda^{BH}\) | 140       | 526       | 2029       | 8079        |
| Gaussian \(\lambda^G\)      | 139       | 524       | 2031       | 8118        |
| OSCAR \(\lambda^{OSCAR}\)   | 138       | 496       | 1887       | 7462        |
| Quasi-spheric OSCAR \(\lambda^{QS}\) | 178       | 656       | 2414       | 9455        |

Table 6: Mean number of fusing/splitting events along a solution path in Scenario 2.

| Regularization sequence λ   | Problem size \((p, n)\)          |
|-----------------------------|----------------------------------|
|                             | \((20, 200)\) | \((40, 400)\) | \((80, 800)\) | \((160, 1600)\) |
| Benjamini and Hochberg \(\lambda^{BH}\) | 68        | 245       | 968        | 3799        |
| Gaussian \(\lambda^G\)      | 75        | 271       | 1073       | 4264        |
| OSCAR \(\lambda^{OSCAR}\)   | 51        | 178       | 710        | 2788        |
| Quasi-spheric OSCAR \(\lambda^{QS}\) | 52        | 182       | 697        | 2743        |
Theorem 1

A new design for regularization weights \( \lambda \), called QS-OSCAR, is proposed for feature clustering in Section 3. The simulation study demonstrated that QS-OSCAR groups absolute coefficients more efficiently than OSCAR and other penalties for SLOPE. Since the octagonal contour surface of QS-OSCAR is close to a sphere for a reasonably high dimension, QS-OSCAR may behave like \( L_2 \) regularization for shrinking and encouraging the similarity of the absolute coefficients of the highly correlated predictors. In contrast, unlike \( L_2 \) regularization, QS-OSCAR also plays a role in dimensionality reduction by promoting the sparsity and grouping of coefficients. Additionally, we can obtain an entire solution path for QS-OSCAR using the proposed algorithm.
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