Dynamics and energy dissipation of a rigid dipole driven by the RF-field in a viscous fluid: Deterministic approach
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Abstract. The deterministic rotation of a ferromagnetic nanoparticle in a fluid is considered. The heating arising from viscous friction of a nanoparticle driven by circularly and linearly polarized alternating magnetic fields is investigated. Since the power loss of such fields depends on the character of the induced motion of a nanoparticle, all types of particle trajectories are described in detail. The dependences of the power loss on the alternating field parameters are determined. The optimal conditions for obtaining the maximum heating efficiency are discussed. The effect of heating enhancement by a static field is analyzed. The results obtained can be actual for the description of heating in the magnetic fluid hyperthermia cancer treatment, when the size of the particles used is a few tens of nanometers.

1 Introduction

Practical applications of ferrofluids [1,2] are connected to their interaction with external magnetic fields. In a general case, the response of a ferrofluid to these fields is determined by the dynamics of each ferromagnetic nanoparticle included in the ferrofluid. The individual motion of the nanoparticle defines the performance of modern therapy techniques, such as targeted drug delivery [3,4] and magnetic fluid hyperthermia [3,5,6], as well as biotechnology techniques, such as biosensors, macro-molecules, and virus separation [3,7,8].

There are two types of dynamics occurring in a coupled way: the internal motion of the nanoparticle magnetic moment relative to the nanoparticle crystal lattice and the motion of the whole particle with respect to the surrounding fluid. Strictly speaking, both of them are stochastic and should be described statistically. However, at present, the essential progress in the description of the forced coupled motion and the energy dissipation is achieved only in the deterministic approximation [9–13]. The accounting of the thermal noise for the coupled dynamics is in the initial stage now [10,14,15].

Therefore, a simplified model, where the internal magnetic dynamics is neglected, is currently widely used [16–22]. Within this framework, due to the strong anisotropy, the magnetic moment is supposed to be fixed to the nanoparticle easy axis. This approximation is also called the “rigid dipole” or the “frozen magnetic moment”

\[ \dot{\omega} = \frac{1}{\tau} m \times h - \frac{1}{\tau} \omega, \]
\[ \dot{m} = \omega \times m, \]

where \( \omega \) is the nanoparticle angular velocity, \( m = M/M \) is the unit vector of the nanoparticle magnetic moment \( M \),
\[ M = |M| = MV, \quad V = \frac{2}{3} \pi R^3 \] is the nanoparticle volume, \( h = H/H_a \) is the reduced external field, \( H_a \) is the effective anisotropy field, \( \tau_0 = \sqrt{\mu_0 M H_a} \), and \( \tau_r = 1/6\eta V \) with \( I = \frac{2}{3} \rho V R^2 \) being the moment of inertia of the nanoparticle are the characteristic times, \( \mu_0 \) is the vacuum permittivity, and the cross sign denotes the vector product. The characteristic time \( \tau_r \) shows how fast the nanoparticle rotation decays when an external action is removed. It is worthwhile to note that the condition \( \omega \perp \mathbf{m} \) holds for times \( t \gg \tau_r \), since \( \mathbf{m} \cdot \mathbf{m} \sim \exp(-t/\tau_r) \). Finally, it is easy to see that the friction is treated here in the Stokes approximation that is valid for Reynolds numbers, essentially smaller than \( 10^3 \).

The energy dissipation during the described rotational motion of the particle about its center occurs due to viscous friction. When an external alternating field is applied, the dissipated energy is compensated by the energy of this field. The energy dissipation per unit time, or the power loss \( Q \), can be introduced using the variation of the magnetic energy, which is generated by the magnetic moment increment \( \delta M \) in the external field \( \mathbf{H}(t) \). If all the energy changes are transformed into the irreversible losses, one can write \( \delta Q = \mathbf{H}(t) \delta \mathbf{M} \). The resulting \( Q \) value is obtained by averaging over an observation time as well as in [25]

\[ Q = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau \mathbf{H}(t) \frac{\partial \mathbf{M}}{\partial t} \, dt. \tag{2} \]

In the reduced form \( \tilde{Q} = \frac{Q}{\mu_0 M H_a \Omega_{cr}} = \frac{\Omega_{cr}}{\tau_r^2} \) (characteristic frequency), which is the quantity of our main interest, the power loss can be written in the form

\[ \tilde{Q} = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau \mathbf{h}(t) \frac{\partial \mathbf{m}}{\partial t} \, dt, \tag{3} \]

where \( \tilde{\tau} = \Omega_{cr}, \tilde{\tau} = \tau_r \). It is reasonable to underline here that in the simplest cases of periodic forced motion of \( M \), the integration in eq. (3) can be conducted over the reduced field period \( \tilde{T} = \tilde{T} \Omega_{cr} \) only,

\[ \tilde{Q} = \frac{1}{\tilde{T}} \int_0^{\tilde{T}} \mathbf{h}(t) \frac{\partial \mathbf{m}}{\partial t} \, dt. \tag{4} \]

### 2.1 The validity of the noise free approximation

The used system of equations is valid when the magnetic moment is considered as “frozen” into crystal lattice. Such concept implies that the following conditions hold: \( H_a \gg H \) and \( \kappa \gg 1, \kappa = \mu_0 M H V/(kT) \) (here \( k = 1.38 \cdot 10^{-23} \) J/K is the Boltzmann constant, \( T \) is the thermodynamic temperature). In accordance with the first condition, the magnetic moment does not practically deviate from the anisotropy axis due to an external field action. At the same time, the latter condition allows to treat the trajectory of \( m \) as approximately regular and, together with the first condition, exclude the essential deviation of the magnetic moment from the crystal axis due to thermal activation. These conditions are true for the real nanoparticles of maghemite [26] with the determined parameters: average radius \( R = 20 \) nm, \( H_a = 7.24 \cdot 10^4 \) A/m and \( M = 3.38 \cdot 10^5 \) A/m. Thus, when \( H = 0.05 H_a, \kappa \approx 12 \).

Besides the requirements to the external field amplitude, the corresponding restrictions to the field frequency exist. First, frequency is bounded below according to the following. Even if \( \kappa \gg 1 \), the significant changes of the angular coordinates can occur due to thermal excitation, when the observation time is much more than the time of Brownian relaxation [2] \( \tau_B = 3 q \sqrt{V}/(kT) \). It imposes the existence of the characteristic frequency \( \Omega_B = 1/\tau_B = kT/(3qV) \). Further, the rigid dipole model can be violated during the Néel relaxation time \( \tau_N = (\Gamma/\pi)^{-1/2} \exp(\Gamma)(2a\gamma\mu_0 H_a)^{-1} \) (here \( \alpha' \ll 1 \) is the dimensionless damping constant, \( \gamma \approx 1.76 \cdot 10^{13} \text{rad} \cdot \text{s}^{-1} \cdot \text{T}^{-1} \) is the gyromagnetic ratio) [27, 28], \( \Gamma = \mu_0 M H_a V \). This fact causes the existence of one more characteristic frequency \( \Omega_N = 1/\tau_N = 2a\gamma\mu_0 H_a(\Gamma/\pi)^{1/2} \exp(-\Gamma) \). Thus, one can conclude that \( \Omega \gg \max[\Omega_B, \Omega_N] \). For the above-mentioned maghemite nanoparticles [26], \( \alpha' = 0.01 \) and \( T = 310 \) K, \( q = 5 \cdot 10^{-3} \text{ Pa} \cdot \text{ s}^{-1} \) (corresponds to blood), one can write \( \Omega_B \approx 8.54 \cdot 10^3 \) Hz and \( \Omega_N \approx 2.08 \cdot 10^{-96} \) Hz or, finally, \( \Omega \gg 8.54 \cdot 10^3 \) Hz.

At the same time, frequency is bounded above as well. When the condition \( H_a \gg H \) holds, the recognizable variation of \( m \) from the easy axis occurs at frequencies close to the resonance [29] \( \Omega_r = \mu_0 \gamma H_a \), where \( \Omega_r \) is the resonance frequency and \( \Omega_r \approx 2.55 \cdot 10^9 \) Hz for the considered nanoparticle. Therefore, the frequency interval, where dynamical approach is valid for calculation, is \( \Omega = (10^4-10^9) \) Hz that is acceptable for the magnetic fluid hyperthermia method.

### 2.2 Main equations in spherical coordinates

Since the torque parallel to the magnetic moment is absent, two angular coordinates are necessary for the description of nanoparticle rotation. It is reasonable to use the polar and azimuthal spherical coordinates to this purpose. Let us substitute the relationships \( \omega = m \times \mathbf{m} \) and \( \ddot{\omega} = \mathbf{m} \times \dot{\mathbf{m}} \), which follow from the second equation in (1), into the first one. As a result, we have

\[ \mathbf{m} \times \left( \dot{\mathbf{m}} - \frac{1}{\tau_r} \mathbf{h} + \frac{1}{\tau_r} \dot{\mathbf{m}} \right) = 0 \tag{5} \]

or after the corresponding transformations

\[ \ddot{\mathbf{m}} - \frac{1}{\tau_r} \mathbf{h} + \frac{1}{\tau_r} \dot{\mathbf{m}} = A(t) \mathbf{m}, \tag{6} \]

where the function \( A(t) \) satisfies the condition \( \mathbf{m}^2 = 1 \). Multiplying eq. (6) by \( \mathbf{m} \) and taking into account the condition \( \mathbf{m} \dot{\mathbf{m}} = 0 \), one can find

\[ \dot{\mathbf{m}} + \frac{1}{\tau_r} \mathbf{m} + \frac{1}{\tau_r} (\mathbf{m} \cdot \mathbf{h}) \mathbf{m} + \mathbf{m}^2 \mathbf{m} = \frac{1}{\tau_0} \mathbf{h}. \tag{7} \]
Using the standard representation of the Cartesian components of \( \mathbf{m} \) in spherical coordinates \( m_x = \sin \theta \cos \varphi, \quad m_y = \sin \theta \sin \varphi, \quad m_z = \cos \theta, \) eq. (7) can be written with respect to the polar and azimuthal angles \( \theta \) and \( \varphi \), respectively (see fig. 1):

\[
\begin{align*}
\dot{\theta} + \frac{\dot{\theta}}{\tau_r} \sin \theta - \dot{\varphi} \sin^2 \varphi \cos \theta &= -\frac{\dot{h}_x + \mathbf{m} \cdot \mathbf{h} \cos \theta}{\tau_0}, \\
\dot{\varphi} + \frac{\dot{\varphi}}{\tau_r} \sin \theta + 2\dot{\varphi} \theta \cos \theta &= \frac{\dot{h}_y \cos \varphi - \dot{h}_x \sin \varphi}{\tau_0},
\end{align*}
\]

where \( h_i (i = x, y, z) \) are the projections of the external field on the Cartesian coordinates. The last equation system is irrelevant to the external field type and is convenient for finding the analytical solutions.

### 2.3 Main equations: first-order explicit form

The system of eqs. (8) is good for the theoretical analysis, but does not fit to the well-known procedure of numerical simulation. That is why one needs to rewrite eqs. (1) in the explicit form, which is suitable for well-known methods for the numerical solutions of the differential equations. To this end, let us consider the coordinate system of unit vectors \( \mathbf{e}_\theta, \mathbf{e}_\varphi, \mathbf{e}_\psi \) represented in fig. 1 and introduce the angle \( \psi \) responsible for the rotation of the nanoparticle around the magnetic moment.

The transition from the laboratory coordinate system to the new one is performed using the orthogonal transformation matrix, which can be found as the product of the rotational matrixes, which are responsible for turning about the \( x \) and \( z \) axis, respectively:

\[
C = \begin{pmatrix}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \varphi & \cos \varphi & 0
\end{pmatrix}
\begin{pmatrix}
\cos \varphi & \sin \varphi & 0 \\
-\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\cos \theta \cos \varphi \sin \psi - \sin \theta \\
-\sin \varphi \cos \varphi \\
\sin \theta \cos \varphi \sin \psi + \cos \theta
\end{pmatrix},
\]

Correspondingly, the inverse transition can be realized by the matrix

\[
C^{-1} = \begin{pmatrix}
\cos \theta \cos \varphi - \sin \varphi \sin \theta \cos \psi & \cos \theta \sin \varphi \cos \varphi + \sin \theta \sin \psi \\
-\sin \theta \cos \varphi & \cos \theta \cos \varphi - \sin \varphi \sin \theta \cos \psi \\
-\sin \theta \sin \varphi \cos \varphi - \sin \theta \sin \theta \sin \psi & \cos \theta \sin \varphi \cos \varphi + \sin \theta \sin \psi
\end{pmatrix}.
\]

Then, following Goldstein [30] let us associate the time derivations of angles \( \theta, \varphi \), and \( \psi \) with the corresponding vectors

\[
\omega_\theta = \mathbf{e}_\theta \dot{\theta}, \quad \omega_\varphi = \mathbf{e}_\varphi \dot{\varphi}, \quad \omega_\psi = \mathbf{e}_\psi \dot{\psi}.
\]

Using the orthogonal transformation obvious from fig. 1, full projections of the angular velocity \( \omega = (\omega_\theta, \omega_\varphi, \omega_\psi) \) on the directions of \( \mathbf{e}_\theta, \mathbf{e}_\varphi, \mathbf{e}_\psi \) can be written as

\[
\begin{pmatrix}
\omega_\theta \\
\omega_\varphi \\
\omega_\psi
\end{pmatrix} = C^{-1} \begin{pmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{pmatrix} = \begin{pmatrix}
\tilde{\omega}_x \\
\tilde{\omega}_y \\
\tilde{\omega}_z
\end{pmatrix},
\]

Finally, using the well-known relationship

\[
\begin{pmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{pmatrix} = \begin{pmatrix}
\omega_\theta \\
\omega_\varphi \\
\omega_\psi
\end{pmatrix} = \begin{pmatrix}
\dot{\theta} \sin \varphi + \dot{\psi} \sin \theta \cos \varphi \\
\dot{\psi} \cos \varphi + \dot{\psi} \sin \theta \sin \varphi \\
\dot{\psi} \cos \varphi + \dot{\psi} \sin \theta \sin \varphi
\end{pmatrix}.
\]

Here it is important to underline that the latter equations are similar (but not the same) to the corresponding equations for the Euler angles [30], because of the way they were obtained. From eqs. (14) the first-order differential equations in explicit form with respect to the polar and azimuthal angles of the nanoparticle are derived

\[
\dot{\theta} = \omega_\theta \cos \varphi - \omega_\varphi \sin \varphi, \\
\dot{\varphi} = \omega_\varphi - (\omega_x \cos \varphi + \omega_y \sin \varphi) \cot \theta.
\]

The next three equations can be extracted directly from eqs. (1) using the standard representation of the vector \( \mathbf{m} \) in spherical coordinates. And, as a result, one can write the main equations in the reduced form

\[
\begin{align*}
\frac{d\theta}{dt} &= \tilde{\omega}_\theta \cos \varphi - \tilde{\omega}_x \sin \varphi, \\
\frac{d\varphi}{dt} &= \tilde{\omega}_\varphi - (\tilde{\omega}_z \cos \varphi + \tilde{\omega}_y \sin \varphi) \cot \theta, \\
\frac{d\psi}{dt} &= \frac{1}{\alpha} (\tilde{h}_z \sin \theta \sin \varphi - \tilde{h}_y \cos \theta \cos \varphi - \tilde{\omega}_z). \\
\end{align*}
\]

where \( \tilde{\omega}_i = \omega_i / \Omega_{er}, \quad \alpha = \tau_\varphi / \tau_\varphi^0, \quad i = x, y, z \). These equations can be easily implemented into the numerical solution technique.
3 Analytical results

3.1 Circularly polarized magnetic field

It is assumed that the nanoparticle is governed by the external field of the following type:

$$\mathbf{h}(t) = e_z h \cos(\Omega t) + e_\theta \sigma h \sin(\Omega t) + e_z h_{\perp},$$  \hspace{1cm} (17)

where $h$ and $\Omega$ are the rotating field amplitude and frequency, respectively, $h_{\perp}$ is the time-independent or static field, $\sigma = \pm 1$ is the identifier of the direction of rotation. In order to describe the trajectory of the nanoparticle in this case, one should substitute expression (17) into eqs. (8).

Using the reduced values of frequency $\tilde{\Omega} = \Omega/\Omega_{cr}$, we obtain

$$\frac{d^2 \theta}{dt^2} + \frac{1}{\alpha} \frac{d\theta}{dt} - \left( \frac{d\varphi}{dt} \right)^2 \sin \theta \cos \theta = \frac{h}{\alpha} \cos \varphi \cos \theta - \frac{h_{\perp}}{h} \sin \theta,$$

$$\left( \frac{d^2 \varphi}{dt^2} + \frac{1}{\alpha} \frac{d\varphi}{dt} \right) \sin \varphi + 2 \frac{d\theta}{dt} \frac{d\varphi}{dt} \cos \theta = \frac{h}{\alpha} \sin \varphi,$$  \hspace{1cm} (18)

where $\varphi = \varphi - \sigma \tilde{\Omega} t$. The uniform rotational mode with the field frequency is the natural solution of eqs. (18). This mode is characterized by the constant lag angle $\Phi = \text{lim}_{t \to \infty} \phi$, and constant angle of the precessional cone $\Theta = \text{lim}_{t \to \infty} \theta$. Substituting the latter solutions into eqs. (18) we derive the systems of algebraic equations for the calculation of $\Phi$ and $\Theta$

$$\cos \Theta \left( \tilde{\Omega}^2 \alpha \sin \Theta + h \cos \Phi \right) = h_{\perp} \sin \Theta,$$

$$\tilde{\Omega} \sin \Theta = h \sin \Phi.$$  \hspace{1cm} (19)

The last equations system can be solved numerically for defined system parameters. The average value of the power loss for the uniform mode can be found using (19) and (4) as follows:

$$\overline{Q} = \tilde{\Omega}^2 \phi^2 \Theta.$$  \hspace{1cm} (20)

Two remarks are relevant here. Firstly, (20) for a small angle of the precession cone coincides with the results obtained by Xi [9] in the linear approximation. And, secondly, when the static field is absent ($h_{\perp} = 0$), the obtained relationships reduced to the simpler forms: $\Theta = \pi/2$, $\sin \Phi = \tilde{\Omega} / h$, and $\tilde{Q} = \tilde{\Omega}^2$.

The solutions obtained from eqs. (19) are stable while $h_{\perp} \neq 0$. In the opposite case, the stable precession is possible when $\tilde{Q} \leq h$. In turn, if $\tilde{Q} > h$ the nonuniform precession mode takes place that will be described numerically below. However, we should notice the following. When the condition $\theta = \pi/2$ holds and using the representation $\varphi(t) = \tilde{\Omega} t - \beta(t)$, one can write

$$\frac{d^2 \beta}{dt^2} + \frac{1}{\alpha} \frac{d\beta}{dt} + \frac{h}{\alpha} \sin \beta = 0.$$  \hspace{1cm} (21)

This is the well-known equation for a damped pendulum under constant torque [31].

3.2 Linearly polarized magnetic field

In order to simplify the further analysis, let us consider the external field of the type

$$\mathbf{h}(t) = e_z h \cos(\tilde{\Omega} t).$$  \hspace{1cm} (22)

After substitution of (22) into eqs. (8) the equations of motion take the following form:

$$\frac{d^2 \theta}{dt^2} + \frac{1}{\alpha} \frac{d\theta}{dt} - \left( \frac{d\varphi}{dt} \right)^2 \sin \theta \cos \theta = -\frac{h}{\alpha} \cos \varphi,$$

$$\left( \frac{d^2 \varphi}{dt^2} + \frac{1}{\alpha} \frac{d\varphi}{dt} \right) \sin \varphi + \frac{2}{\alpha} \frac{d\theta}{dt} \frac{d\varphi}{dt} \cos \theta = 0.$$  \hspace{1cm} (23)

From the second equation of eqs. (23) one can obtain

$$\left( \frac{d\varphi}{dt} \right)^{-1} \frac{d^2 \varphi}{dt^2} + \frac{1}{\alpha} = -2 \frac{d\theta}{dt} \frac{d\varphi}{dt} \cos \theta.$$  \hspace{1cm} (24)

The latter can be easily integrated

$$\left| \frac{d\varphi}{dt} \right| = \left| \frac{d\varphi(0)}{dt} \right| \sin^{-2} \theta \exp \left( -\frac{t}{\alpha} \right).$$  \hspace{1cm} (25)

Due to the exponential decaying, the long time evolution of the azimuthal coordinate can be neglected and the motion should be considered as planar. Therefore, the first expression in eqs. (23) yields

$$\frac{d^2 \theta}{dt^2} + \frac{1}{\alpha} \frac{d\theta}{dt} = -\frac{h}{\alpha} \sin \theta \cos(\tilde{\Omega} t).$$  \hspace{1cm} (26)

This equation has the following solution in the approximation of small inertia momentum ($I \to 0$, $\tilde{\theta} \equiv 0$):

$$\tan(\theta/2) = \tan(\theta_0/2) \exp \left[ -\sin(\tilde{\Omega} t) \frac{h}{\tilde{\Omega}} \right],$$  \hspace{1cm} (27)

where $\theta_0$ is the initial polar angle of $\mathbf{m}$. Notice here that the similar equation was reported in [10], but for the description of the joint internal magnetic dynamics and mechanical rotation in linear approximation. One needs to note that there it has been obtained within controversial basic equations.

Using (4), the average value of the power loss for the uniform precession mode can be written as

$$\overline{Q} = \frac{\tilde{\Omega}^2 h}{2\pi} \int_0^\infty d\tilde{\Omega} \tanh \left( \frac{h}{\tilde{\Omega}} \sin(\tilde{\Omega} t) - x_0 \right) \sin(\tilde{\Omega} t),$$  \hspace{1cm} (28)

where $x_0 = \ln(\tan^2 \theta_0/2)$ is the constant defined by the initial state of $\mathbf{m}$.

3.3 High-frequency limit: linear approximation

When the condition $\tilde{\Omega} \gg h$ holds, the magnetic moment performs small oscillations. The equilibrium point
for these oscillations is conditioned either by the initial position of the magnetic moment or by the direction of the additional static field \( \mathbf{h}_{z_0} \). To simplify the further analysis we assume that the direction of \( \mathbf{h}_{z_0} \) as well as the initial direction of \( \mathbf{m} \) are defined by the angles \( \theta_0 \) and \( \varphi_0 \) (see fig. 2). The static field is non-perpendicular to the alternating field that expands the limits of the used model. Among others, the local dipole field, which is induced by all the particles in a ferrofluid and acts on the given particle, can be considered as the filed \( \mathbf{h}_{z_0} \).

In fig. 2 the new coordinate system defined by unit vectors \(( \mathbf{e}_{x'}, \mathbf{e}_{y'}, \mathbf{e}_{z'} \) is depicted. This system is fixed, but turned with respect to the laboratory one by the angles \( \theta_0 \) and \( \varphi_0 \). The alternating field (17) in these coordinates can be transformed using the rotation matrix similar to (9), but written for the angles \( \theta_0 \) and \( \varphi_0 \) instead of \( \theta \) and \( \varphi \) correspondingly. Taking into account that the static field is collinear to \( \mathbf{e}_{z'} \) \(( \mathbf{h}_{z_0} = \mathbf{e}_{z'} h_{z_0} )\), the total external field can be written as

\[
\begin{align*}
\mathbf{h}' &= \begin{pmatrix}
  h \cos \theta_0 \cos \varphi_0 \cos(\tilde{\Omega} t) + \sigma h \cos \theta_0 \sin \varphi_0 \sin(\tilde{\Omega} t) \\
  -h \sin \theta_0 \cos \varphi_0 \sin(\tilde{\Omega} t) + \sigma h \cos \varphi_0 \cos(\tilde{\Omega} t) \\
  h \sin \theta_0 [\cos \varphi_0 \cos(\tilde{\Omega} t) + \sigma \sin \varphi_0 \sin(\tilde{\Omega} t)] + h_{z_0}
\end{pmatrix}.
\end{align*}
\]

While \( \sigma = \pm 1 \), (29) represents the circularly polarized field and condition \( \sigma = 0 \) defines the linearly polarized one. For the description of small oscillations let us express the vector of the magnetic moment in the new coordinate system as \( \mathbf{m}' = \mathbf{e}_{x'} m_{x'} + \mathbf{e}_{y'} m_{y'} + \mathbf{e}_{z'} m_{z'} \). Within the assumption \( m_{x'}, m_{y'}, m_{z'}, \omega_{x'}, \omega_{y'}, \omega_{z'} \sim h \) and with the first-order accuracy, the system (1) takes the form

\[
\begin{align*}
\frac{d m_{x'}}{dt} &= \tilde{\omega}_{y'}, \\
\frac{d m_{y'}}{dt} &= -\tilde{\omega}_{x'}, \\
\frac{d \tilde{\omega}_{x'}}{dt} &= \frac{1}{\alpha} [m_{x'} h_{z_0} + h \sin \varphi_0 \cos(\tilde{\Omega} t) - \alpha h \cos \varphi_0 \sin(\tilde{\Omega} t) - \tilde{\omega}_{y'}], \\
\frac{d \tilde{\omega}_{y'}}{dt} &= \frac{1}{\alpha} [-m_{y'} h_{z_0} + h \cos \theta_0 \cos \varphi_0 \cos(\tilde{\Omega} t) + \alpha h \cos \theta_0 \sin \varphi_0 \sin(\tilde{\Omega} t) - \tilde{\omega}_{x'}], \\
\frac{d \tilde{\omega}_{z'}}{dt} &= -\frac{1}{\alpha} \tilde{\omega}_{x'}. 
\end{align*}
\]

We find the solution of this system of linear equations in the standard form

\[
\begin{align*}
m_{x'} &= a \cos(\tilde{\Omega} t) + b \sin(\tilde{\Omega} t), \\
m_{y'} &= c \cos(\tilde{\Omega} t) + d \sin(\tilde{\Omega} t), \\
\tilde{\omega}_{x'} &= f \cos(\tilde{\Omega} t) + g \sin(\tilde{\Omega} t), \\
\tilde{\omega}_{y'} &= k \cos(\tilde{\Omega} t) + l \sin(\tilde{\Omega} t), \\
\tilde{\omega}_{z'} &= m \cos(\tilde{\Omega} t) + n \sin(\tilde{\Omega} t) \quad \text{and}
\end{align*}
\]

Substituting (31) into (30) and using the linear independence of the trigonometric functions \( \sin(\tilde{\Omega} t) \) and \( \cos(\tilde{\Omega} t) \), one straightforwardly obtains the constants which define \( \mathbf{m} \):

\[
\begin{align*}
a &= -h \cos \theta_0 \left( \frac{\alpha \tilde{\Omega}^2 - h_{z_0}^2 (\alpha \tilde{\Omega}^2 - h_{z_0}^2)}{\tilde{\Omega}^2 + (\alpha \tilde{\Omega}^2 - h_{z_0}^2)^2} \right) \cos \varphi_0 + \tilde{\Omega} \cos \varphi_0, \\
b &= -h \cos \theta_0 \left( \frac{\alpha \tilde{\Omega}^2 - h_{z_0}^2 (\alpha \tilde{\Omega}^2 - h_{z_0}^2)}{\tilde{\Omega}^2 + (\alpha \tilde{\Omega}^2 - h_{z_0}^2)^2} \right) \sin \varphi_0 - \tilde{\Omega} \sin \varphi_0, \\
c &= h \left( \frac{\alpha \tilde{\Omega}^2 - h_{z_0}^2}{\tilde{\Omega}^2 + (\alpha \tilde{\Omega}^2 - h_{z_0}^2)^2} \right) \cos \varphi_0 + \tilde{\Omega} \sin \varphi_0, \\
d &= -h \left( \frac{\alpha \tilde{\Omega}^2 - h_{z_0}^2}{\tilde{\Omega}^2 + (\alpha \tilde{\Omega}^2 - h_{z_0}^2)^2} \right) \sin \varphi_0.
\end{align*}
\]

Finally, after substitution of (31), (32) into eq. (4) and further integration of the latter, the relationship for the power loss can be written as

\[
\tilde{Q} = \frac{\tilde{\Omega}^2 h^2 D}{2 \tilde{\Omega}^2 + (\alpha \tilde{\Omega}^2 - h_{z_0}^2)^2},
\]

where

\[
D = \cos^2 \theta_0 (\cos^2 \varphi_0 + \sigma^2 \sin^2 \varphi_0) + \sigma^2 \cos^2 \varphi_0 + \sin^2 \varphi_0.
\]
by the alternating field amplitude. This fact gives the opportunity to control the heating rate by the static field $h_{\perp 0}$ in the intermediate frequency range (see fig. 3). And, finally, if the particle is small enough or frequency is too large ($\tilde{\Omega} \gg 1/\alpha$), then the asymptotic is $\tilde{Q} \sim h^2/(\alpha^2 \tilde{\Omega}^4)$. Therefore, the effects caused by the inertia momentum of the particles take place, when $\tilde{\Omega} > 1/\alpha$ or the critical value $\Omega_f = \Omega_{cr}/\alpha$ exists ($\Omega_f \approx 3.83 \cdot 10^{10}$ Hz for the considered nanoparticle of maghemite $R = 20$ nm [26]). These estimations are close to the analogous ones in [32]. Thus, while the condition $\Omega \ll \Omega_f$ holds, the inertia term can be neglected and the equations of motion eqs. (1) are reduced to the widely used form

$$\vec{m} = \frac{\tau_r}{\tau_0} \vec{\omega} \times (\vec{m} \times \vec{h}),$$

or in the spherical coordinates

$$\dot{\theta} = \cos \theta (h_{\perp} \cos \varphi + h_{\parallel} \sin \varphi) - h_{\perp 0} \sin \theta,$$

$$\dot{\varphi} = \frac{1}{\sin \theta} (h_{\parallel} \cos \varphi - h_{\perp} \sin \varphi).$$

### 4 Numerical results: general case

To validate the obtained above analytical results, describe the power loss behavior in the whole range of parameters, and finally, visualize the data, the numerical simulation is demanded. The latter was performed using eqs. (16) and the Runge-Kutta method (the fourth-order method). Analyze first the case of the circularly polarized field action, see (17), $\sigma = 1$. As follows from the analytical results discussed above, when $h > \tilde{\Omega}$, the particle is rotated uniformly and all contributions into the power loss are due to this rotation. The rotation is realized with the field frequency, and the losses are proportional to the particle kinetic energy. Therefore, $\tilde{Q} \sim \tilde{\Omega}^2$ and it was confirmed numerically. When $h \ll \tilde{\Omega}$, oscillations occur with the field frequency, but the amplitude decreases when the frequency grows. In this case $\tilde{Q}$ almost does not increase with $\tilde{\Omega}$ in the oscillations mode. These facts are confirmed numerically. At the same time, when $h < \tilde{\Omega}$ and $h \sim \tilde{\Omega}$, the dynamics become more complicated. This is expressed in the generation of the nonuniform mode similarly to the case of the magnetic moment dynamics inside the particle [33, 34]. In this mode the polar angle $\theta$ of the magnetic moment is changed periodically in time with a period which does not coincide with the field’s one. Similar oscillations are demonstrated by the azimuthal angle $\varphi$ together with linear growth in time. This type of motion is characterized by a smaller instantaneous angular velocity of the nanoparticle that leads to the decrease in the power loss. It is expressed in a considerable drop of $\tilde{Q}(\tilde{\Omega})$ for the
fixed amplitude \( h \). The results of the simulations set as 3D waterfall plots are shown in fig. 4.

Contrary to the case when the nanoparticle is fixed rigidly in a solid matrix, here the dependence \( \dot{Q}(\Omega) \) does not exhibit a resonant behaviour and has non-zero high-frequency asymptotic. The explanation could be the following. While the field frequency grows, the average angular velocity tends to zero, the oscillation frequency tends to \( \dot{\Omega} \), and the oscillation amplitude tends to the values, predicted by (32). Therefore, \( \dot{Q} \) tends to the value predicted by (33) fast enough with \( \dot{\Omega} \) (see fig. 4).

Another feature of the nonuniform mode consists in the dependence of the trajectory on the initial conditions of \( \mathbf{m} \). This fact is caused by the absence of any local minima which can capture the magnetic moment when the external field is removed. Such difference leads to the dependence of the power loss \( \dot{Q} \) on \( \theta_0 \), similarly to the case of the rotational oscillation limit, and its asymptotic values are defined by expression (33). Here and further two limit situations \( \theta_0 \to \pi/2 \), and \( \theta_0 \to 0 \) are considered. Special attention deserves the former case. Here the validity of eq. (21) is confirmed numerically: only the \( \varphi \) angle is changed in time, while \( \theta \) remains unchanged and equal to \( \theta_0 = \pi/2 \).

The influence of the static field on the magnetic moment dynamics consists, firstly, in a partial pinning of \( \mathbf{m} \) along the static field \( \mathbf{h}_0 \) direction. This pinning leads to the decrease in the magnetic moment mobility and its response on the alternating field. Obviously, changes in the \( \dot{Q} \) value will be determined by the direction of the static field with respect to the alternating one. It is worthwhile to note that since the static field establishes a new attraction point for \( \mathbf{m} \), the trajectory dependence on the initial position of the magnetic moment, when \( h < \dot{\Omega} \), is broken. The foregoing analysis gives opportunities to reduce the power loss as well as its enhancing by the static field. Let us consider the most simple and demonstrative situations: the static field lays in the polarization plane \( \dot{h}_0 = (h_{x0}, 0, 0) \) and perpendicular to it \( \dot{h}_0 = (0, 0, h_{z0}) \). Also we suppose that before \( \dot{h}_0 \) application, the stable modes of \( \mathbf{m} \) are established for the initial conditions \( \theta_0 \to \pi/2 \) or \( \theta_0 \to 0 \). Thus, the following cases are possible (see fig. 5).

1) \( \theta_0 \to \pi/2, \dot{h}_0 = (0, 0, h_{z0}) \). If \( h_{z0} \ll h \), the static field influences weakly \( \dot{Q} \) while \( \mathbf{m} \) performs the uniform rotation (the condition \( \dot{\Omega} < h \) holds). At the same time, due to the suppression of the nonuniform rotation for larger frequencies (\( \dot{\Omega} > h \)), the field \( \dot{h}_0 = (0, 0, h_{z0}) \) leads to the growth of \( \dot{Q} \) (see the blue solid and red long dashed lines in fig. 5). This is a remarkable effect, but it is broken for large enough \( (h_{z0} \approx h) \) static fields due to \( \mathbf{m} \) pinning (see the blue solid and red dotted lines in fig. 5).

2) \( \theta_0 \to \pi/2, \dot{h}_0 = (h_{x0}, 0, 0) \). If \( h_{x0} < h \), the static field does not affect essentially the power loss, because the static field accelerates \( \mathbf{m} \) while \( \dot{h}_0 \) and \( \dot{h}(t) \) are codirectional, and slows \( \mathbf{m} \) in the opposite case. Finally, these two effects cancel each other. But if \( h_{x0} \geq h \), \( \mathbf{m} \) always performs the oscillations around the \( \dot{h}_0 \) direction in the \( xoy \) plane instead of the rotation that leads to a decrease in \( \dot{Q} \) for all frequencies: see the blue dash-dotted and red short-dashed lines in fig. 5.

3) \( \theta_0 \to 0, \dot{h}_0 = (h_{x0}, 0, 0) \). The main effect of \( \dot{h}_0 = (h_{x0}, 0, 0) \) is the reduction of the degree of freedom numbers of \( \mathbf{m} \). While \( h_{x0} \) is applied, only the azimuthal angle \( \varphi \) is changed that causes the decrease in the nanoparticle angular velocity and the power loss consequently. This is especially expressed for \( h_{x0} > h \) in comparison with the case without static field, when \( \mathbf{m} \) is initially directed perpendicularly to the field polarization plane. One can observe that the corresponding dependences \( \dot{Q}(\dot{\Omega}) \) can be different in several times for \( \dot{\Omega} \approx h \) and in two times for big frequencies (\( \dot{\Omega} \gg h \)), see the blue solid and red short dashed lines in fig. 5.

4) \( \theta_0 \to 0, \dot{h}_0 = (0, 0, h_{z0}) \). This situation characterises the enhancing of the power loss by the static field independently of its value, when \( \dot{\Omega} \approx h \). In another case, when \( \dot{\Omega} < h \), the weak enough static field (\( h_{z0} < h \)) does not affect the power loss (see the blue dash-dotted and red long-dashed lines in fig. 5). If \( h_{z0} > h \), the static field decreases \( \dot{Q} \), see the blue dash-dotted and red dotted lines in fig. 5.

Now let us consider the results for the action of the linearly polarized field. For a better comparability of the obtained results, let us define the linearly polarized field using the expression (17), when \( \sigma = 0 \). The results of the simulations set as 3D waterfall plots are shown in fig. 6. Firstly, here the dependence on the initial conditions takes place for all parameters of the alternating field, while in the previous case the mode of uniform rotation is not sensitive to them. Also, the linear polarization of the alternating field leads to an additional dependence on
The initial azimuthal angle \( \varphi_0 \). But, actually, this fact does not carry any new effects, and further we will always assume that \( \varphi_0 = 0 \). When the external field oscillates along the direction, which is perpendicular to the initial position of \( \mathbf{m} \), or \( \theta_0 \to 0 \), the power loss grows monotonously up to the values, predicted by (33). In the opposite case, \( \theta_0 \to \pi/2 \), when the alternating field is applied along the magnetic moment in the initial position, the dependences \( \tilde{Q}(\tilde{\Omega}) \) are unimodal and the condition \( \tilde{Q} \to 0 \) holds for large enough \( \tilde{\Omega} \). This can be explained by a small value of the torque, which acts on the magnetic moment in the initial state when the field of the type \( \mathbf{h}(\tilde{\Omega}) = e_x h \cos(\tilde{\Omega}) \) is applied. Thus, the nanoparticle keeps the initial position and does not respond on the alternating field.

The influence of the static field on the power loss here also depends strongly on the direction of this field with respect to the initial position of the magnetic moment and the linearly polarized field. The cases of coincidence of the initial positions and static fields \( (\theta_0 \to 0, \mathbf{h}_0 = (0, 0, h_{\text{st}})) \) and \( \theta_0 \to \pi/2, \mathbf{h}_0 = (h_{\text{st}}, 0, 0) \) are described in fig. 7. One can see that the static field reduces the power loss here, because it suppresses the response of \( \mathbf{m} \) on the field \( \mathbf{h}(\tilde{\Omega}) = e_x h \cos(\tilde{\Omega}) \) (see the positions of the blue dashed-dotted line with respect to the red short-dashed lines and the positions of the blue solid line with respect to the red long-dashed lines in fig. 7). The increase in the \( \tilde{Q} \) value due to the static field is possible for not very small frequencies, when the initial position of \( \mathbf{m} \) is close to the line of \( \mathbf{h} \) action \( (\theta_0 \to \pi/2) \), but the static field tries to increase the angle between them (see the red long-dashed and blue dashed-dotted lines in fig. 7).

It should be concluded that the static field can increase the power loss when it is applied perpendicularly to the alternating field. This fact gives us another possibility to control the heating rate.

The comparison of the power losses for different field polarization is shown in fig. 8. It is seen that for small frequencies the linear polarization yields considerably larger power loss for the same field parameters and initial conditions. This rather unexpected result can be explained in the following way. While the circularly polarized field rotates the nanoparticle magnetic moment with the field frequency, the linearly polarized field inverts the \( \mathbf{m} \) direction twice during the field period. The velocity of the latter reorientation motion, in fact, is defined by the characteristic time of the nanoparticle response on the external field. In the given case it is smaller than the field period. Thus, the reorientation occurs faster than the field is changed that leads to larger energy consumption correspondingly. When the frequency grows the field period becomes smaller than the characteristic time of the nanoparticle response, and \( \mathbf{m} \) does not have time for complete reorientation now. Therefore the circularly polarized field produces larger en-
energy losses in comparison with the linearly polarized one. In other cases for the heating purposes the advantage of the circularly polarized field over the linearly polarized one is obvious and follows from the analysis presented above.

5 Summary and conclusions

The deterministic spherical motion of the ferromagnetic nanoparticle in a viscous liquid has been investigated using the angular momentum equation and the equations of spherical motion. The power loss resulted from the viscous friction of such nanoparticle driven by the alternating magnetic fields has been studied in detail both analytically and numerically. The circular and linear polarizations of the alternating field have been considered and the heating process has been analyzed in terms of features of the nanoparticle trajectory.

The circularly polarized field of dimensionless amplitude $h$ and dimensionless frequency $\tilde{\Omega}$ can generate three periodic modes: uniform precession ($\tilde{\Omega} \leq h$), non-uniform precession ($\tilde{\Omega} \sim h$) and rotational oscillations mode ($\tilde{\Omega} \gg h$). The first and the last modes have been described analytically. The behaviour of the dimensionless power loss is the following: $\tilde{Q} \sim h^2\tilde{\Omega}^2$ in uniform mode, $\tilde{Q} \sim h^2(1 + \cos^2 \theta_0)$ in rotational oscillations mode ($\theta_0$ is the initial polar angle). The non-uniform mode generation is accompanied with decreasing $\tilde{Q}$. It is important to note the dependence of $\tilde{Q}$ on the initial conditions and a tendency to saturation while $\tilde{\Omega} > h$.

The nanoparticle driven by the linearly polarized field performs the oscillations with the field frequency in the defined plane. This motion has been described analytically in the approximation of negligibly small momentum of inertia. The dependence of the power loss on the frequency in a general case is unimodal and tends to constant $\sim h^2 \cos^2 \theta_0$. In particular, $\tilde{Q} \to 0$ when $\mathbf{m}(0) \parallel \mathbf{h}$, and the energy of linearly polarized field in this case is not absorbed by the nanoparticle ($\mathbf{m}(0)$ is the unit vector of the magnetic moment in the initial state).

The essential impact of the static field $h_0$ on the process of transformation of the alternating field energy into the heat one has been analyzed. If the static field strives to direct the magnetic moment perpendicularly to the plane (line) of the alternating field action, it increases the power loss. At the same time, $h_0$ bonds the magnetic moment and decreases its response on the alternating filed, that leads to the reduction of the power loss. As a result of the competition of these two effects, the static filed can enhance the heating efficiency in the following situations. 1) The circularly polarized field is applied, $\tilde{\Omega} > h$ ($\tilde{\Omega} \sim h$), $h_0$ to the polarization plane, $h_0 \ll h$. 2) The linearly polarized field is applied, $\tilde{\Omega} > h_0$, $h_0 \perp h$, $\theta_0 \approx \pi/2$. 3) If $\tilde{\Omega} \gg h$, $\theta_0 = \pi/2$, the values of $\tilde{Q}$ can be twice as large, for any polarization type of external alternating field $h$ and any values of external static field $h_0$ while $h \perp h_0$.

Finally, it should be concluded that the linearly polarized field is more efficient for heating in comparison with the circularly polarized one, while frequency is small enough ($\tilde{\Omega} \ll h$). The origin of such behavior is in the fast reorientations of the magnetic moments between two antiparallel directions, caused by the linearly polarized field. In the remaining range of frequencies, the rotational field it characterized by the power loss up to two times larger ($\tilde{\Omega} \gg h$) for the same initial conditions.
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