Multi-agent system application in accordance with game theory in bi-directional coordination network model
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Abstract: The multi-agent system is the optimal solution to complex intelligent problems. In accordance with the game theory, the concept of loyalty is introduced to analyze the relationship between agents’ individual income and global benefits and build the logical architecture of the multi-agent system. Besides, to verify the feasibility of the method, the cyclical neural network is optimized, the bi-directional coordination network is built as the training network for deep learning, and specific training scenes are simulated as the training background. After a certain number of training iterations, the model can learn simple strategies autonomously. Also, as the training time increases, the complexity of learning strategies rises gradually. Strategies such as obstacle avoidance, firepower distribution and collaborative cover are adopted to demonstrate the achievability of the model. The model is verified to be realizable by the examples of obstacle avoidance, firepower distribution and cooperative cover. Furthermore, the ability of the learning strategy is stronger than that of the training model based on rules, which is of great practical values.
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1. Introduction

In the field of artificial intelligence, the conventional research object primarily focuses on the intelligent problem of individual agents. However, in the practical engineering application, agent individuals often exhibit social behaviours (e.g., information interaction and cooperation with other agent individuals). In this scenario, the concept of the multi-agent system (MAS) has been proposed and becomes one of the two research branches in distributed artificial intelligence [1]. The MAS research is primarily split into the agent design, interactive cooperation and utility allocation between agents, and alliance training algorithm design [2,3].

For the MAS, the major problem is that there are considerable information exchanges in the system, which is not only associated with the availability of highly efficient and sophisticated message-passing mechanisms actually provided by current multi-agent platforms, but also with the selection of an appropriate communication strategy [4]. Coordination of actions and plans that should be achieved by multiple agents is one of the most arduous tasks in the multi-agent domain [5]. The component agents will sometimes compete or conflict with objectives. To achieve a common goal, agents should coordinate their plans in a way that ensures the success of each individual agent’s plan. Allouche et al. [3] proposed a temporal fusion mechanism, allowing a set of agents to fuse their plans and thus formulating a global coordinated plan [6]. They define a temporal plan as a set of temporally constrained actions. The fusion of several temporal plans refers to a temporal plan, which can be executed by several agents. Furthermore, the proposed framework is employed for combat searches and rescues.

In recent years, various measurement methods in accordance with the information theory are proposed to eliminate redundant features of high dimensional data sets. However, most conventional information-based selectors ignore some features, most of which are strong as a group and weak as an individual. To deal with this problem, Sun et al. [7] introduced a cooperative game theory-based framework to assess the power of each feature. Most literature of MAS’s formation focus on characteristic function games, in which the effectiveness of a coalition is not affected by how the other agents are arranged in the system. In contrast, the emphasis is placed on how the formation of one coalition can affect the action of other co-existing coalitions in the system, whereas less attention is
paid to more general class of partition function games. In the case of the competing or conflicting objectives of each agent, Rahwan et al. [8] proposed the first computational study on coalitional games with externalities in the MAS context. They focus on the coalition structure generation (CSG) problem, which covers the process of finding an exhaustive and disjoint division of the agents into coalitions, thus the performance of the entire system is optimized.

The game theory faces the model and the solution of various game issues has undergone rapid development over half a century and has obtained several landmark achievements [9]. Economists often ask how private information is shared through markets, costly signalling, and other mechanisms. However, most information sharing is achieved through the ordinary and informal talk. Economists also hold different opinions about “cheap talk”. Some consider that the communication generally leads to efficient equilibria, while others claim that it is never credible because “talk is cheap”. In [10], the authors thought both views were wrong. They describe that some recent researches in the game theory show that people could convey private information through cheap talks. In [11], new methods that significantly impact the way were proposed to construct software for the economic game theory. They build complex and irregular games from smaller and simpler games for operators, and they show how the equilibria of these complex games can be defined recursively from the equilibria of their simpler components.

To cope with low efficiency of resource utilization and poor coordination ability among units in the current command and operation process, this paper constructs a deep learning training model based on the bi-coordinated network, and introduces the multi-agent to solve complex problems. Due to the low coupling of the multi-agent system and the self-benefit of the agent, this paper introduces loyalty based on the game theory, analyzes the game relationship between the individual income and global benefits of the multi-agent system, and establishes the algorithm model. In addition, based on the recurrent neural networks (RNNs), a network communication topology based on the bi-directional coordination network as the network communication topology of the MAS is designed, so that it is capable of autonomous learning and internal circulation, achieving the autonomous learning strategy. The goal is to increase the ability of autonomous learning strategy of the model, and enhance the convergence of the algorithm. Compared with other training models, the model presented in this paper exhibits a better strategy learning ability and has more practical values.

The rest of this paper is organized as follows. In Section 2, the literature review is summarized. In Section 3, the design of the training algorithm based on the bi-directional coordination network algorithm is illustrated. In Section 4, simulation result and analysis of the algorithm are presented. In Section 5, the model training and the analysis of strategy learning results are described. Finally, in Section 6, conclusion and future prospects are drawn.

2. Related description

2.1 Agent design based on revenue and loyalty

To cope with low efficiency of resource utilization and poor coordination ability among units in the current command and operation process, a deep learning training model is constructed based on the bi-coordinated network, and the multi-agent is introduced to solve complex problems.

Given that the agent withdrawn from the alliance will cause the other alliance’s members to pay a certain cost and even affect the final global benefit, based on the above condition, this paper builds agent that takes the global benefit and the member agent’s interests and loyalty as parameters, that is, Agent = {Ag, Global_Benefit, Individual_Idealincome, Actual_Income, loyalty}. Ag is a collection of the agent, AG = {Ag1, Ag2, Ag3, ..., Agn}, which is the only primary key to identify the agent. Global_Benefit is the optimal global benefit of agent attribution alliance GB = {GB1, GB2, GB3, ..., GBn}. Individual_Idealincome is the ideal income of the agent after the completion of the task, II = {II1, II2, II3, ..., IIn}. II is determined by the overall ideal benefit. Actual_Income is the actual individual income after the agent completes the task, Alc = {Alc1, Alc2, Alc3, ..., Alcn}. Loyalty refers to a definition that the agent participates in the alliance and the accomplishment definition after the task ends, Lyt = {Iy1, Iy2, Iy3, ..., Iyn}, where the value of loyalty is determined by GB and II at the end of the task when the union is dissolved. The formula is written as follows:

\[ Ly_n = II_n - GB_n, \quad n \in 1, 2, 3, \ldots, n \]  \( (1) \)

Loyalty is determined by the global benefit, the actual individual income as well as the ideal income of the agent. When global benefit, the actual income and the ideal income of the agent are equal, the \( Ly_n \) of the agent will be
1. When the actual and ideal benefits of the agent are different, there will be two possibilities. One is that the agent sacrifices its own benefit to ensure the maximum global benefit, and the other is that the agent sacrifices the maximum global benefits to achieve its own benefits when performing the task. Now the loyalty is calculated by

\[ L_{yn} = 1 + AI_{en} - II_{n}, \quad n \in 1, 2, 3, \ldots, n. \]  

(2)

When \( L_{yn} \) is greater than 1, it is the first case. When \( L_{yn} \) is less than 1, it is the second case. The agent’s loyalty is iterated over the MAS’s tasks, and the loyalty mechanism is formed after many trainings. As one of the parameter criteria for participating in multi-agent alliance tasks, the calculation method is expressed as follows:

\[ L_y = \sum_{n=1}^{n} \frac{L_{yn}}{n}, \quad n \in 1, 2, 3, \ldots, n. \]  

(3)

2.2 Establishment of MAS based on improved game theory

The MAS is a system composed of multiple agents that act as intelligent entities with certain autonomy. They are ultimately coupled into the MAS which can achieve complex tasks by interacting, i.e., pursuing certain goals or achieving certain tasks [12–16]. It consists of two types of structure: centralized structure and distributed structure, covering one or more command and control subjects. The subjects only manage the subordinate member agents uniformly and participate in solving the task planning and allocation between agents, the allocation and management of shared resources, the coordination of conflicts, etc. Other members are equal, and all their actions are determined by themselves. This structure balances the advantages and disadvantages of the centralized and distributed architecture and adapts to the complex and open operating environment of the distributed MAS.

The construction of the MAS [17–20] displays the following characteristics. First, the agent in alliance may cause the loss of global benefits to maximize its own benefit. Second, there may be some loss or failure of the agent in the MAS, thus how to ensure the stability of the alliance is the key point. Third, the establishment of the MAS takes the task as the input, builds the MAS based on the task, and dismisses the alliance immediately after the completion of tasks. Furthermore, there is a hierarchy of alliance itself, i.e., there is a small alliance under the big alliance and interaction between small alliances. Furthermore, the agent may belong to more than one alliance and participate in the execution of multiple tasks in the meantime. Combined with the above characteristics, the MAS construction method is proposed in accordance with the game theory and agent loyalty [21]. The specific construction process is shown in Fig. 1.

![Fig. 1 Process of constructing the MAS](image)

In the construction of the MAS, in order to avoid the situation that the task demand is too high, the MAS can be built by reducing the task demand standard or changing the task demand, the agents who are beyond the demand quantity can be sorted based on the loyalty order, and the agent with higher loyalty can be selected as the best item [22].

3. Training algorithm design based on bi-directional coordination network algorithm

Bi-directional coordination network (BiCNet) is introduced so that agents are allowed to communicate with each other before taking separate actions. On the whole, the BiCNet consists of a multi-agent actor with grouping and a critic [23]. Both are based on the bi-directional RNN. The actor receives situation sharing and locally acquired situation information, thus returning the operation of each agent to make action decisions. Accordingly, the agent can maintain its own internal state while sharing information with other cooperating agents. The bi-directional recursion mechanism is not only a means of interaction between agents, but also a local memory state. The critic takes the
state and behaviour of the actor as the input [24], returns the local \( Q \) value to each agent in each coalition and provides a specific value of the global benefit in combination with the local \( Q \) value [25].

The BiCNet [26] can be observed as expanding networks of length \( N \) (number of agents), and then the time inverse propagation is adopted to calculate the reverse gradient. The gradient is passed to individual and policy functions. They are a collection of all agents and their operations. In other words, the gradient of all agents’ benefits is propagated firstly to affect each agent’s actions, and then the resulting gradient is further propagated to update the parameters. Given that the policy parameters of \( N \) agents are \( \theta \) and the state distribution is \( \rho_{\theta}(s) \), \( J(\theta) \) objective function is defined, and we have the following policy gradient:

\[
\nabla_{\theta} J(\theta) = E_{s \sim \rho_{\theta}^t}(s) \left[ \sum_{i=1}^{N} \sum_{j=1}^{N} \nabla_{\theta} a_j, \theta(s) \cdot \nabla_{\theta} Q_i^{a_i}(s, a_\theta(s)) \right].
\]

(4)

To ensure the adequate mining, we increase the output noise of the actor in each step. Further consideration is given to the relevant variance. In the training of the critic, the squared loss sum is used, and the following gradient is given to the relevant variance. In the training of the critic, noise of the actor in each step. Further consideration is

\[
\lambda Q_i^f(s', a_\theta(s')) - \lambda Q_i^f(s, a_\theta(s)) \cdot \nabla_{a\theta} Q_i^f(s, a_\theta(s)).
\]

(5)

Note that the gradient is also aggregated from multiple agents, as the actor does. In general, the stochastic gradient descent (SGD) algorithm is employed to optimize the actor and the critic [28]. The pseudo-code of the algorithm is presented as follows.

**Algorithm 1** Pseudo-code of the algorithm

Parameter: learning rate \( \eta \)

Initialization: \( \theta \)

Stop condition to satisfy do

Extract \( m \) data \( \{x(1), x(2), \ldots, x(m)\} \) and its corresponding tag \( \{y(1), y(2), \ldots, y(m)\} \) from training

Calculate the gradient:

\[
g(\theta) = \frac{\partial}{\partial \theta} \left( \frac{1}{m} \sum_{i=1}^{m} L(f(x(i)), y(i)) \right)
\]

Update parameter: \( \theta = \theta - \eta \times g(\theta) \)

end

The theorem differs significantly from similar algorithms. Agents’ dependency is incorporated in the hidden layer rather than directly embedded into the operation. In brief, the algorithm allows agents to be completely dependent on each other because the gradient of all operations can be effectively propagated across the entire network. This will help resolve any possible connection problems between multiple cooperative operations.

These parameters are shared between different agents, and the number of parameters is independent of the number of agents. Parameter sharing contributes to the compactness of the model, thus speeding up the learning process.

In the defining process of the benefit function, a time-variant global benefit is introduced based on two consecutive time steps:

\[
r(s, a, b) \equiv \frac{1}{M} \sum_{j=1}^{M} R_j(s, a, b) - \frac{1}{N} \sum_{i=1}^{N} R_i(s, a, b).
\]

(6)

According to the time step \( t \), the formula gives the calculation method of the global benefits. In the global benefit \( r(s, a, b) \), the formula is based on the friendly controlled agent, while the enemy’s global benefits are opposite, thus the total benefits of the two camps are equal to zero.

Based on the global benefit \( r(s, a, b) \), the agent jointly acts when the enemy agent takes action. The goal of the agent is to learn the strategy to achieve the maximum global benefits, that is \( E \left[ \sum_{t=0}^{\infty} \lambda^t r_t + k \right] \), where \( 0 < \lambda < 1 \).

Instead, the enemy’s joint strategy is to minimize the sum expected. Accordingly, we have the following minimax strategies:

\[
Q^*(s, a, b) = r(s, a, b) + \lambda \max_{\phi} \min_{\theta} Q^*(s', a_\theta(s'), b_\phi(s')).
\]

(7)

\( s' = s^{t+1} \) is determined by \( \tau(s, a, b) \). \( Q^*(s, a, b) \) is the optimal action state function, which follows the Bergman optimization equation. The deterministic strategy \( a_\theta: S \rightarrow A^N \) refers to our agent and the deterministic strategy \( b_\phi: S \rightarrow B^M \) refers to the enemy. At this point, the strategy of the enemy is considered being fixed, and a specialized match model is trained. Then, the equation becomes the Markov decision processes (MDP) problem:

\[
Q^*(s, a) = r(s, a) + \lambda \max_{\phi} Q^*(s', a_\theta(s'))
\]

(8)

\[
r_i^t(s, a, b) \equiv R_i(s, a, b) \frac{1}{|top-K-u(i)|} \sum_{j \in top-K-u(i)} \triangle R_j^t(s, a, b) - \frac{1}{|top-K-u(i)|} \sum_{j \in top-K-u(i)} \triangle R_j^t(s, a, b).
\]

(9)
Each agent person \( i \) maintains \( \text{top} - K - u(i) \) and \( \text{top} - K - e(i) \), and other interacting agents and enemies currently are in the top-\( K \) lists. It is replaced with (1). Agent \( i \) has \( N \) Bellman equations, where \( i \in \{1, \ldots, N\} \), and the same parameter \( \theta \) for the strategy function:

\[
Q^i_\theta(s, a) = r_i(s, a) + \lambda \max_\theta Q^i_\theta(s', a\theta(s')).
\]  

(10)

To see this mathematically, the target single agent represented by \( J_\theta(\theta) \) is to maximize the expected cumulative individual income \( r_i \) to \( J_\theta(\theta) = E_{s \sim \rho_{d\theta}}[r_i(s, a\theta(s))] \) where \( \rho_{a\theta}(s) \) denotes the discount status distribution corresponding to the strategy \( a\theta \) under transition \( \tau \), i.e. \( \rho_{a\theta}(s) := \int_{s_i} \lambda^{t-1} p_1(s)(s' = r_{a\theta, d\theta}(s))ds \). It can also be taken as the fixed distribution of the MDP. Thus, the target function of the \( N \) agents represented by \( J(\theta) \) can be written as follows:

\[
J(\theta) = E_{s \sim \rho_{d\theta}} \left[ \sum_{i=1}^{N} r_i(s, a\theta(s)) \right].
\]  

(11)

**Algorithm 2** Specific network design process

Use \( \xi \) and \( \theta \) to initialize the actor network and evaluation network

Use \( \xi \) to initialize the target network and assess the network \( \xi \to \xi' \) and \( \theta \to \theta' \)

Initialize the replay buffer \( S \)

\( \text{episodes} = 1 \)

Initialize the random process \( U \) for motion exploration

Receive the initial observation state \( S_0 \)

\( t = 1 \)

For every agent, select and conduct action \( a^i_t = a_{i, \theta}(s^i) + N_t \)

Receive rewards \( [r^i_{t+1}]_{i=1}^{N} \), observe the new state \( s^{i+1} \)

Store and observe \( \{s^i, [a^i_t, r^i_{t}]_{i=1}^{N}, s^{i+1}\} \) in \( R \)

The random batch of \( M \) transformation \( \{s^m_{t+1}, [a^m_{t+1}, r^m_{t+1}]_{m=1}^{M}, s^m_{t+1}\} \) is sampled from \( R \)

Use BiCNet to calculate the target value of each agent in each conversion:

\[
\hat{Q}_m, i = r_m, i + \lambda Q^\xi_{m, i}(s^{t+1}_m, a_{\theta}(s^{t+1}_m))
\]

Calculate the critical gradient estimate by (4):

\[
\Delta \xi = \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{N} (\hat{Q}_m, i - Q^\xi_{m, i}(s_m, a_{\theta}(s_m))).
\]

\[
\nabla \xi Q^\xi_{m, i}(s_m, a_{\theta}(s_m)) \]

Calculate the actor gradient estimate by (5) and replace the \( Q \) value with a critical estimate:

\[
\Delta \theta = \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{N} \sum_{j=1}^{N} (\nabla a_{j, \theta}(s_m)).
\]

The update network is based on Adam that uses the gradient estimator above to update the target network:

\[
\gamma \xi + (1 - \gamma) \xi' \to \xi', \quad \gamma \theta + (1 - \theta) \theta' \to \theta'
\]

### 4. Algorithm simulation results and analysis

**4.1 Implementation comparison of SGD algorithm**

Compared with other error processing algorithms, the SGD exhibits higher superiority [29], and it is difficult to yield the local optimal solution and avoid the algorithm getting into local loop. Fig. 2 below is a simulation implementation of the SGD algorithm [30] based on this model.

![Fig. 2 SGD algorithm convergence analysis](image)

The simulation diagram reveals that the random noise is added to the actor, resulting in a decrease in the error [31]. In the meantime, the SGD algorithm can efficiently deal with errors, and it does not fall into the local optimal solution [32].

**4.2 Implementation of BiCNet correlation algorithm**

**4.2.1 RNNs**

The parameters of the basic RNNs are set, and the simulation results are analyzed. Some simulation results are shown in Figs. 3–8.

The experimental data in Figs. 3–8 suggest that the basic RNNs algorithm is not sufficiently stable, and it is easy to fall into the local infinite loop, generating the local optimal solution; and the generation of the global optimal solution is highly accidental. Given this, the algorithm requires optimization, and the function is adjusted according to the application field [33].
4.2.2 Implementation of BiCNet algorithm simulation

There are too many iterations for the basic RNNs, and the local optimal solution occurs [34]. Besides, the algorithm is not stable that there is not only a fast-optimal solution, but also a certain number of iterations which cannot get the optimal solution, trapped in an infinite loop. Given the findings above, this paper presents a BiCNet structure based on the bi-directional RNNs. The error analysis of the structure shows that the BiCNet is stable, and the global optimal solution is yielded quickly. The result data is listed in Table 1.

| Sample check | True value | Predicted value | Error |
|--------------|------------|-----------------|-------|
| Demo_1 000  | 201        | 162             | 0.702 594 |
| Demo_2 000  | 105        | 79              | 0.679 277 |
| Demo_3 000  | 105        | 105             | 0.581 262 |
| Demo_4 000  | 112        | 112             | 0.393 983 |
| Demo_5 000  | 153        | 153             | 0.186 213 |
| Demo_6 000  | 140        | 140             | 0.168 543 |
| Demo_7 000  | 109        | 109             | 0.098 862 |
| Demo_8 000  | 115        | 115             | 0.081 481 |
| Demo_9 000  | 167        | 167             | 0.091 533 |
| Demo_10 000 | 60         | 60              | 0.060 279 |

In Table 1, the above results are experimentally sampled data from the 1 000th iteration to the 10 000th iteration. A test is performed every 1 000 iterations. The experiment uses a binary array for prediction. The data range is from 0 to 256. The number of hidden layers is 16.

After defining the parameter matrix, the data of BiCNet are predicted, and the error is graphically represented, as shown in Fig. 9.

The experimental data reveal that with the up-regulation of the number of iterations, the error decrease trend is obvious, the real value and the predicted value are inclined to be consistent, and the algorithm exhibits good convergence.

5. Model training and strategy learning result analysis

5.1 Collision-free obstacle avoidance strategy

It is observed that the scenario shown in Fig. 10 requires three fighters to destroy the radar vehicle through a green mountain obstacle. At the initial stage of learning, as shown in Fig. 11 and Fig. 12, the agent operations lack sufficient coordination. The choice of the route also complies with the choice of target points, in which the shortest line is taken as the route. The way to avoid obstacles follows the target point for fighter aircraft to avoid obstacles. When two agents approach each other, one agent will often inadvertently block the other’s path.
With the up-regulation of training wheels, the number of collisions decreases significantly. Finally, when the training becomes stable, the coordinated action occurs, under the same background as shown in Fig. 13 and Fig. 14.

This coordinated action became critical in large-scale combat. With the final effect shown in Fig. 15, as the three fighters cross the barriers in a coordinated manner and successfully destroy the target radar vehicle.

In Table 2, the learning strategy of obstacle avoidance with collision-free [35] during the training process is beneficial to the learning of cooperative strategies in the later stage of the model. The feasibility of the strategy is verified with the flight length as the reference quantity.

| Training times | Length of travel route /km | Number of collisions | Variation of fire coverage/% |
|----------------|-----------------------------|----------------------|------------------------------|
| 50             | 460                         | 7                    | 28                           |
| 200            | 490                         | 6                    | 28                           |
| 500            | 350                         | 4                    | 27                           |
| 1 000          | 330                         | 3                    | 23                           |
| 2 000          | 280                         | 1                    | 15                           |
| 3 000          | 260                         | 0                    | 15                           |
5.2 Collaborative screen optimization strategy

Cover attack refers to a high-level cooperative strategy that is frequently used in the real battlefield. The cover attack means that an agent draws the enemy’s attention or attacks the enemy to attract firepower, while other agents also act to output more damage for enemy. In fact, the difficulty in conducting a cover attack is how to arrange tactics of the multi-agent in a coordinated hit and run manner [36]. As shown in Fig. 16, after 3 000 iterations, the agents learn the collaborative cover strategy. Taking the red radar and the launch vehicle as an example, after attracting firepower, a fighter aircraft is sneaked in from 90° to generate firepower. The red circle is the fire output range, and the green circle is the radar detection range. Furthermore, the launch vehicle fire is attracted by four fighters. There is a fighter in the direction of (A:75; R:116) to make a sudden attack. Through the above tactical actions, therefore, it concludes that the MAS has preliminarily mastered the cooperative shield strategy.

As shown in Fig. 17, the initial MAS model cannot implement the strategy of covering coordination and can only fire at enemy targets through fire allocation. After 3 000 iterations, the MAS learns how to attack and fire, as shown in Fig. 17.

The model training of the MAS is performed under the same operational background, and the parameters in the combat are analyzed based on the above strategies. With the up-regulation of the number of iterations, the optimal selection of the feint fighter sortie, surprise direction or cooperative direction is analyzed. The results are listed in Table 3.

In Table 3, the data primarily analyze the accomplishment degree of tactics from the tactical target (core), the reasonableness of the selection of the sudden attack direction, the ammunition consumption and the number of attack units required for the tactical target.

![Fig. 16 Attack mode without learning strategy](image)

![Fig. 17 Covering cooperative attack after learning strategy](image)

| Training times | Target selection       | Attack unit | Consumption of ammunition | Number of feint units | Attack direction selection | Is tactical goal accomplished | Degree of strategy completion% |
|----------------|------------------------|-------------|---------------------------|-----------------------|---------------------------|------------------------------|-------------------------------|
| 200            | Radar vehicle: 1       | Fighter: 8  | Medium-range missile: 10  | 5                     | No                        | No                           | 0                             |
|                | Launch vehicle: 1      |             | Short-range missile: 0    |                       |                           |                              |                               |
| 500            | Radar vehicle: 1       | Fighter: 8  | Medium-range missile: 8   | 5                     | No                        | No                           | 0                             |
|                | Launch vehicle: 1      |             | Short-range missile: 0    |                       |                           |                              |                               |
| 1 000          | Radar vehicle: 1       | Fighter: 8  | Medium-range missile: 7   | 5                     | No                        | Yes                          | 20                            |
|                | Launch vehicle: 1      |             | Short-range missile: 0    |                       |                           |                              |                               |
| 2 000          | Radar vehicle: 1       | Fighter: 7  | Medium-range missile: 6   | 6                     | 150°                      | Yes                          | 60                            |
|                | Launch vehicle: 1      |             | Short-range missile: 0    |                       |                           |                              |                               |
| 3 000          | Radar vehicle: 1       | Fighter: 5  | Medium-range missile: 4   | 4                     | 90°; 150°                 | Yes                          | 95                            |
|                | Launch vehicle: 1      |             | Short-range missile: 4    |                       |                           |                              |                               |
| 5 000          | Radar vehicle: 1       | Fighter: 5  | Medium-range missile: 1   | 3                     | 90°; 150°                 | Yes                          | 98                            |
|                | Launch vehicle: 1      |             | Short-range missile: 1    |                       |                           |                              |                               |
With the rise in the number of iterations, the situation that the multi-fighter still cannot achieve the tactical target is optimized, and the MAS model gradually learns the strategy of the optimal allocation of the firepower, and then tries to cooperate with the fire optimization to a certain extent, the direction of the raid is gradually reasonable, which is gathered to the red coverage blind area.

6. Conclusions

This paper introduces a brand-new construction approach of the MAS in accordance with the game theory under the bi-directional coordination network and uses a thorough reinforcement learning algorithm of the multi-agent. The tactical action is learned by constructing a vector actor-critic framework, in which each dimension corresponds to an agent. Moreover, the tactical cooperation is achieved by the bi-directional periodic communication at the internal level. Through end-to-end learning, the BiCNet can successfully learn some effective coordination strategies. Besides, the rationality of the algorithm and the superiority and stability of the MAS are proved by the simulation experiment and engineering implementation. The research direction of the later stage is primarily to optimize the formation and path planning in the course of the battle based on obstacle avoidance as the model is employed on both sides of the battle confrontational strategies, and learn more complex strategies.
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