Criterion for determining the optimal delay of attractor reconstruction using persistent homology
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Abstract: Persistent homology computes the number and the widths of holes of a shape. The delay-coordinate embedding reconstructs an attractor from time series data. Recently the combination of persistent homology and attractor reconstruction is proposed for clustering time series data. We propose a criterion to determine the delay of attractor reconstruction for periodic and chaotically periodic signals. Our criterion chooses the delay that maximizes the hole width of reconstructed attractors. We compare it to the criterion with mutual information and that by Perea and Harer. It is found that the combination of our criterion with Perea and Harer’s criterion works well.
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1. Introduction

There is a topological criterion for choosing the optimal delay for attractor reconstruction. It was proposed in the study of Perea and Harer [1] for periodic signals. Their criterion is examined numerically for periodic and chaotically periodic signals.

1.1 Problem statement

In delay-coordinate embedding [2, 3], the appropriate delay should be determined, as it controls the shape of the reconstructed attractors and influences the quality of time series analysis.

The delay-coordinates obtained from a time series \( x(t) \) are defined to be the following \( n \)-dimensional vector:

\[
y(t) = (x(t), x(t + a), x(t + 2a), \ldots, x(t + (n - 1)a)),
\]

where the parameter \( a \) is the delay, and \( n \) is the embedding dimension.
Takens’ theorem [2, 3] ensures that the shape reconstructed by this mapping is homeomorphic to the original attractor under certain conditions. Let \( A \) be an attractor of a dynamical system and let \( \xi(t) \) be an orbit in \( A \). For a measurement function \( h : A \to \mathbb{R} \), let \( x(t) = h(\xi(t)) \) and \( \Phi \) be a mapping from original \( m \)-dimensional state space to \( n \)-dimensional Euclidean space such that \( \Phi(\xi(t)) = y(t) = (h(\xi(t)), h(\xi(t+a)), \ldots, h(\xi(t+(n-1)a))) \). For \( a > 0 \) and \( n > 2m \), Takens’ theorem states that \( A \) is homeomorphic to the reconstructed attractor \( \tilde{A} = \Phi(A) \). That is, the delay-coordinate embedding induces a dynamical system conjugate to the dynamical system that \( \xi(t) \) obeys.

Although the original attractor \( A \) and the reconstructed attractor \( \tilde{A} \) are homeomorphic, it is known that the shape of the reconstructed attractor depends on the delay \( a \). There are two related phenomena called redundancy and irrelevance [4]. Redundancy refers to the concentration of the reconstructed attractor on the diagonal set. This occurs when \( a \) is overly small because the values of the components in the delay coordinates are near each other. Irrelevance refers to chaotic systems in which the reconstructed attractor has considerably more complicated shape compared with the original attractor. This occurs when \( a \) is overly large because the causality between the point \( y(t) \) and the point \( y(t+a) \) disappears. Therefore, the choice of the delay is highly important in the analysis of time series data with delay-coordinate embedding. Delay-coordinate embedding has been used for calculating the correlation dimension and the Lyapunov exponents of time series. These are defined for an orbit in phase space; thus, delay-coordinate embedding is required.

Recently, combination of delay-coordinate embedding and persistent homology has been proposed for the classification of time series data [5–9]. Persistent homology can count the number of holes in a given shape and estimate the width of each hole. In the aforementioned classification method, persistent homology is applied to the attractors reconstructed from time series data and is subsequently used for machine learning.

### 1.2 Criterion for optimal delay

The optimal delay \( a \) should be chosen as the minimum value that maximizes the hole width of reconstructed attractors with holes. If we consider the attractors with a hole, such attractors are generated from either periodic or chaotically periodic trajectories.

In the aforementioned applications, time series data are classified with persistent homology. Persistent homology computes the number and widths of holes. It is needed to precisely detect holes in the given shape. When the delay \( a \) is too small, the reconstructed attractor comes close to the diagonal set and the hole becomes too narrow. If the trajectory is added by noise, the hole is drowned out by the noise and it cannot be detected with persistent homology. Even if there is no noise, tiny holes appear in the gaps within the trajectory. The hole that represents the periodicity cannot be distinguished from these tiny holes. Consequently we cannot classify the time series data with too small delay. Thus the delay should be chosen to maximize the hole width of reconstructed attractors. In order to measure the width of a hole, we take the death filtration value of the persistent homology generator with the maximum persistence. We call this value the most significant death value.

Excessively large delay deforms the shape of the reconstructed attractor. Although we cannot clearly say how the reconstructed attractor is deformed, this deformation should be avoided. Thus we regard the first value of the delay that maximizes the most significant death value as the optimal delay.

### 1.3 Literature review

A large number of criteria for determining the delay of attractor reconstruction have been proposed. In most of them, geometric–heuristic approaches are adopted.

In 1986, Fraser and Swinney [10] proposed using the delay that attains the first local minimum of the mutual information between \( x(t) \) and \( x(t+a) \). For sufficiently small mutual information, the values of \( x(t) \) and \( x(t+a) \) can be as independent as possible, so that the reconstructed attractor may be expanded. This criterion is still widely used.

Liebert, Pawelzik, and Schuster [11] proposed the wavering product for simultaneously determining the delay and the embedding dimension. The wavering product measures the extent to which
the neighboring points in the attractor remain in the neighborhood when the embedding dimension increases.

Buzug and Pfister [12, 13] proposed the fill-factor and the integral local deformation. The fill-factor determines the optimal delay so that redundancy may be avoided by measuring the capacity of the space that the reconstructed attractor fills. The integral local deformation measures the divergence of neighboring trajectories with time.

Rosenstein, Collins, and de Luca [14] proposed the average displacement. The average displacement measures the distance of the reconstructed trajectory from the diagonal set. They chose the delay as the first value for which the slope of the delay versus the average displacement plot is 40% of the first value of the slope.

There is another approach that uses statistical models and the minimum description length principle.

Judd and Mees [15] proposed combining the problem of determining the optimal parameter of the delay-coordinate embedding and the modeling of the observed dynamical system. Their method determines the non-uniform embedding that minimizes the description length of the estimated model.

Small and Tse [16] used the method proposed by Judd and Mees for determining the delay and the embedding dimension of uniform embedding. They suggested that the embedding window, i.e., the product of the delay and the embedding dimension, is more important than the delay alone.

A topological criterion has also been proposed. Perea and Harer [1] proposed that the optimal delay for periodic signals is $\tau = T/2$, where $T$ is the period. They analyzed the behavior of delay-coordinate embedding by embedding a circle and calculated the value of the delay that realizes the roundest reconstructed circle. Moreover, they combined delay-coordinate embedding and persistent homology to detect the periodicity of signals.

Mutual information as well as the method of Perea and Harer will be discussed later.

1.4 Contributions of this study
A new measure for determining the optimal delay for attractor reconstruction was proposed, which is called the most significant death value, in order to examine the criterion of Perea and Harer. A reconstructed attractor whose hole is most distinguishable can be obtained by maximizing the most significant death value. The criterion of Perea and Harer was compared with mutual information using numerical experiments. It was demonstrated that mutual information does not always determine the optimal delay.

1.5 Structure of the paper
In Section 2, persistent homology and Takens’ theorem are introduced. In Section 3, two methods for determining the delay time are reviewed, and their limitations are discussed. In Section 4, the most significant death value is introduced, and an analysis of the proposed criterion is provided. In Section 5, the materials and the procedures of the experiment are explained. In Section 6, the results of the experiment are presented. In Section 7, the relationship between the results and the proposed criterion is discussed. Moreover, the proposed criterion is compared with the mutual information method. Section 8 concludes this paper.

2. Background
In this section, persistent homology and Takens’ theorem are briefly introduced. Then, two criteria for determining the optimal delay are reviewed, namely, mutual information and the method of Perea and Harer.

2.1 Persistent homology
Persistent homology [17] is a technique in computational topology. Edelsbrunner, Letcher, and Zomorodian [18] introduced the concept of persistent homology to analyze shapes of proteins. In mathematics, homology groups are used to analyze the shape of continuous spaces; however, on computers, spaces are discrete. Thus, homology groups cannot directly be used on computers. Then, the
filtration of spaces is introduced to imitate a continuous space, and the homology group applied to a filtration is called persistent homology.

The homology group \([19, 20]\) counts the number of holes of arbitrary dimension in a given shape. The meaning of a “hole of arbitrary dimension” should be clarified: An \(n\)-dimensional hole is the space obtained by removing an \((n + 1)\)-dimensional ball. For example, a 1-dimensional hole is an ordinary hole and a 2-dimensional hole is a void. Exceptionally, a connected component is regarded as a 0-dimensional hole.

Homology groups are defined for simplicial complexes. A simplicial complex is converted into a chain complex \(C\), which is a collection of free modules \(\{C_n\}\). A homology group is the quotient group of a cycle group \(Z_n(C) = \text{Ker} \partial_n\) and a boundary group \(B_n(C) = \text{Im} \partial_{n+1}\), where \(\partial_n\) is the boundary operator. The homology group is denoted by \(H_n(C) = Z_n(C)/B_n(C)\). A generator of a homology group corresponds to a non-bounding cycle in a simplicial complex.

Vietoris–Rips complexes \([21]\) are simplicial complexes defined for a set of points in a metric space. For any points in the set whose pairwise distances are at most \(r\), a simplex is formed that consists of these points, and thus a complex is obtained. The Vietoris–Rips complex of a point cloud \(X\) is denoted by \(\text{VR}_r(X)\).

The concept of filtration is introduced to avoid determining the threshold of a Vietoris–Rips complex. A filtration of simplicial complexes is a sequence whose complexes are preceded by their subcomplexes. For two thresholds \(r < r'\), the Vietoris–Rips complex for the threshold \(r\) is a subcomplex of that for the threshold \(r'\), i.e., \(\text{VR}_r(X) \subset \text{VR}_{r'}(X)\).

A persistent homology group \([19]\) is defined for a filtration of simplicial complexes. By considering the homology group of each complex in a filtration, the homomorphisms between the resulting homology groups are also obtained. These homology groups and homomorphisms are called the persistent homology. The persistent homology of a point cloud \(X\) is denoted by \(\text{PH}_*(X)\).

A generator of a persistent homology group has a lifetime, or persistence. The homomorphisms in the persistent homology describe how a generator at a filtration value changes at another filtration value. The filtration value at which a generator is born is called the birth time or the birth filtration value. The filtration value where a generator dies is called the death time or the death filtration value.

The persistent homology of a Vietoris–Rips complex of a point cloud can be used to estimate the width of holes in the point cloud. When a cycle in a persistent homology dies, it is filled up in the filtration of the Vietoris–Rips complex. This death filtration value is nearly equal to the width of the hole represented by the cycle.

2.2 Takens’ theorem

As mentioned above, Takens’ theorem ensures that the reconstructed attractor is homeomorphic to the original attractor under certain conditions.

Let \(\xi(t)\) be a trajectory of a dynamical system on an Euclidean space \(\mathbb{R}^m\). Let \(h : \mathbb{R}^m \to \mathbb{R}\) be a continuous function and \(a\) be a positive real number. Then, the delay-coordinate mapping \(\Phi : \mathbb{R}^m \to \mathbb{R}^n\) is defined by

\[
\Phi(\xi(t)) = (h(\xi(t), h(\xi(t+a)), \ldots, h(\xi(t+(n-1)a))).
\]  

(2)

Assuming that \(\xi(t)\) belongs to an attractor \(A\) in \(\mathbb{R}^m\) and \(n > 2m\), this mapping is generically an embedding.

As the mapping \(\Phi\) is only generically an embedding, there are cases where \(\Phi\) is not an embedding. For example, if \(\xi(t)\) is periodic with period \(T\), the mapping \(\Phi\) is not an embedding for \(a = T, 2T, 3T, \ldots\) \([2]\). Then, the points of \(\Phi(\xi(t))\) collapse on the diagonal set because \(\xi(t+a) = \xi(t)\).

If \(\Phi\) is an embedding, the original attractor \(A\) and the reconstructed attractor \(\hat{A} = \Phi(A)\) are homeomorphic. However, as explained in Introduction, when the resulting delay \(a\) is excessively small, the reconstructed attractor \(\hat{A}\) concentrates around the diagonal set. This phenomenon is known as redundancy. Hence, the delay time should be properly chosen, and a criterion for determining it is necessary.
Excessively small as well as large delay should be avoided. An excessively large delay \( a \) may result in a reconstructed attractor of complicated shape. This phenomenon is called irrelevance. Although the reconstructed attractor and the original attractor are homeomorphic, the complicated shape of the former is not suitable for processing time series data, as it would yield unsatisfactory results.

3. Related Criteria
The typical criterion as well as criteria related to the present study will now be reviewed.

3.1 Mutual information
A widely used criterion for the optimal delay is mutual information [10]. For example, TISEAN [22], a software package for nonlinear time analysis, implements this method.

The first minimum of the mutual information between \( x(t) \) and \( x(t+a) \) is chosen when \( a \) increases from 0. Then, \( x(t) \) and \( x(t+a) \) are the most independent with respect to \( a \). Such \( x(t) \) and \( x(t+a) \) are well distinguishable and expand the shape of the reconstructed attractor. Choosing a minimum of the mutual information avoids redundancy. The first minimum is selected to avoid irrelevance.

The mutual information between \( x(t) \) and \( x(t+a) \) is defined as follows. Let \( S \) be the set of the values of \( x(t) \), and \( Q \) be the set of the values of \( x(t+a) \). Then, the product of \( S \) and \( Q \) is defined as the set of pairs \((x(t), x(t+a))\). The probability distribution of \( S \), \( Q \), and \((S, Q)\) is denoted by \( P_S \), \( P_Q \), and \( P_{SQ} \), respectively. Then, the mutual information of \( S \) and \( Q \) is defined by

\[
I(S, Q) = \int P_{SQ}(s, q) \log \left( \frac{P_{SQ}(s, q)}{P_S(s)P_Q(q)} \right) dsdq. \tag{3}
\]

3.2 Method of Perea and Harer
Perea and Harer [1] analyzed the behavior of the circles embedded in the delay-coordinate space. Their aim was to detect periodic signals from time series data. They assumed that the periodic signals can be expanded into Fourier series. Before analyzing such periodic signals they mapped a circle into the delay-coordinate space for simplicity.

They found that the embedded circle is roundest when the delay satisfies \( an = T/2 \). The embedded circle becomes an ellipse in the delay-coordinate space. In their study, “roundest” implies that the major axis and the minor axis of the ellipse have the same length.

It should be noted that when the embedded circle is “roundest”, it has the maximum width.

3.3 Limitations
The mutual information method does not appear to be suitable for expanding reconstructed attractors. It does not directly imply the expansion of the reconstructed space although the values of \( x(t) \) and \( x(t+a) \) may not be correlated.

The problem is that the delay determined by mutual information does not depend on the embedding dimension. Essentially, this method is suitable only for the case where the embedding dimension is two, because it only calculates the mutual information between \( x(t) \) and \( x(t+a) \).

The criterion suggested by Perea and Harer can be used only for signals of a certain class. It is restricted to periodic signals that can be expanded in Fourier series. The simplest example of such signals is a sine wave. It is not known whether this criterion can be applied to arbitrary periodic or chaotically periodic signals.

4. Proposed criterion
Perea and Harer [1] combined delay-coordinates and persistent homology in order to recognize the given time series as periodic as summarized below. They introduced the maximum persistence as an index of periodicity. It is defined as

\[
mp(A) = \max_{x \in \text{PH}_1(A)} \text{pers}(x),
\]

where \( A \) is the reconstructed attractor and \( \text{pers}(x) \) is the persistence of the homology generator \( x \).
They supposed that the time series data can be written as
\[ x(t) = \cos(Lt), \]
and embedded this into the delay coordinate space of dimension \( n \) with the delay \( a \). They obtained an ellipse in the delay coordinate space. They investigated when the delay makes the ellipse “roundest”. The semi-major axis and the semi-minor axis of this ellipse can be calculated by hand. The thought was that the longer the semi-minor axis the rounder the ellipse. They found that the delay that makes the ellipse “roundest” is given by
\[ a = \frac{1}{n} \frac{2\pi}{L}. \]

Moreover, they investigated the delay coordinate embedding when the time series data can be written as
\[ x(t) = \sum_{k=0}^{N} (a_k \cos(k t) + b_k \sin(k t)). \]

It means that the time series data are represented by the partial sum of the Fourier series. They analyzed the condition on the dimension of embedding and they obtained the following inequality:
\[ n > 2N. \]

There are concerns on the analysis of Perea and Harer. How large \( N \) should we choose? Furthermore, the optimal delay is different for each higher harmonics. This can be an obstacle for choosing the delay.

Let us see the frequency spectrum of some real data. Figure 2 shows the FFT spectrum of the Japanese vowel /a/. Even if we count the number of prominent harmonics we should set \( N = 30 \). In Fig. 4 the FFT spectrum of the limit cycle of van der Pol equations has a lot of higher harmonics. Such data require large \( N \) and it makes us to face the difficulty to choose the optimal delay because there are many harmonics. We will give another analysis of delay coordinate embedding for this problem.

In addition, the maximum persistence is slightly smaller than the width of the hole because the birth time of the homology generator is not zero since the points in the data are apart from each other. Let us propose another index to measure the periodicity of a signal from the point of view of the hole width. The most significant death value \( \text{MSDV}(A) \) is defined as the death value of \( a \), where \( a \in PH_1(A) \) and \( \text{pers}(a) = \max_{c \in PH_1(A)} \text{pers}(c) \).

We evaluate the width of the hole of the reconstructed attractor under some assumptions, without Fourier series. Consider a function \( x : \mathbb{R} \rightarrow \mathbb{R} \). We denote the value of \( x \) at \( t \) by \( x(t) \). We assume that the function \( x \) is continuous and has the period of \( T \). Without loss of generality, we can assume that \( x(0) = x(T) = 0 \). We also assume that \( x(T/2) = 0 \) holds and \( x(t) > 0 \) for \( 0 < t < T/2 \) and \( x(t) < 0 \) for \( T/2 < t < T \) hold.

We consider the following set:
\[ A = \{ x(t) \mid t \in I, I \subset \mathbb{R} \}, \tag{4} \]
where \( I \) is an interval. We embed this set into the delay coordinate space of dimension \( n \) with delay \( a \). Let \( y_a(t) \) be the vectors of the embedded set of \( A \):
\[ y_a(t) = (x(t), x(t + a), \ldots, x(t + (n-1)a)). \tag{5} \]

Let \( \tilde{A} \) be the set of \( y_a(t) \): \( \tilde{A} = \{ y_a(t) \mid t \in I \} \). The set \( \tilde{A} \) becomes a closed curve because the function \( x \) is periodic if we choose the length of \( I \) that is sufficiently larger than the value of \( T \).

We denote the hole width of \( \tilde{A} \) by \( w_a(\tilde{A}) \). Intuitively, as follows the minimum of the distance between the origin and the point \( y_a(t) \) is smaller than the hole width:
\[ \min_{t} \| y_a(t) \| \leq w_a(\tilde{A}). \tag{6} \]

Let \( \xi \) be a trigonometric function with the period of \( T \):
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\[ \xi(t) = C \sin \left( \frac{2\pi}{T} t \right), \]  
(7)

where \( C \) is the constant that satisfies \( |\xi(t)| \leq |x(t)| \) for all \( t \). We embed \( \xi(t) \) into the delay-coordinate space:

\[ \eta_a(t) = (\xi(t), \xi(t + a), \ldots, \xi(t + (n - 1)a)). \]  
(8)

Then we obtain the following inequalities:

\[ \min_t \| \eta_a(t) \| \leq \min_t \| y_a(t) \| \leq w_a(\tilde{A}). \]  
(9)

Furthermore, we calculate the first term of the equation above and get the following inequalities:

\[ C \left( \frac{n}{2} - \frac{1}{2} \sqrt{\frac{1 - \cos(4an\pi/T)}{1 - \cos(4a\pi/T)}} \right) \leq \min_t \| y_a(t) \| \leq w_a(\tilde{A}). \]  
(10)

Although we cannot know whether \( w_a(\tilde{A}) \) attains the maximum when \( \eta_a(t) \) attains the maximum with varying the value of \( a \), at least the value of \( w_a(\tilde{A}) \) may be sufficient large and it is larger than \( \max_a \min_t \| \eta_a(t) \| \). The first term of Eq. (10) attains the maximum when \( a = \frac{T}{n} \) holds and then we get the following inequalities:

\[ C \frac{n}{2} \leq \min_t \| y_a(t) \| \leq w_a(\tilde{A}). \]  
(11)

Further we consider whether we can apply the analysis above to several time series data. We can apply the analysis to the van der Pol system because we can see that the data in Fig. 3 satisfies the assumption. Figure 5 shows the \( x \)-coordinate of the Rössler attractor. Though the signal is not strictly periodic, we are interested in whether our analysis works in this case. Figure 7 shows the \( x \)-coordinate of the Lorenz attractor. The Lorenz attractor has two holes and each hole corresponds to the positive value and negative value of Fig. 7 respectively. Although the Lorenz attractor is not strictly periodic but has two holes, our analysis may be able to roughly applied to each hole. But we cannot choose the period of the signal from the spectrum the Lorenz attractor shown in Fig. 8. Thus, instead of the spectrum, we use the median intervals of crossing some positive and negative values. Here we choosed 7.5 and \(-7.5\) respectively.

5. Methods

Numerical experiments were conducted to test the proposed criterion. Then, the results were compared with those obtained by the mutual information method and the criterion of Perea and Harer.

5.1 Materials

The harmonic oscillator, the van der Pol system, the Rössler system, and the speech signal of a Japanese vowel /a/ were used in the experiment. The definitions of these systems as well as the rationale for their choice will now be provided.
The harmonic oscillator was chosen for investigating the relationship between the proposed criterion and the criterion of Perea and Harer. The harmonic oscillator is defined as

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -x,
\end{align*}
\]  

(12)

where the period of the solution is 628 steps.

The van der Pol system [23] was chosen as an example of a periodic signal with high harmonics that can be expressed by Fourier series. The van der Pol system is defined as

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= \mu(1-x^2)y - x,
\end{align*}
\]  

(13)

where \( \mu = 10 \), and the period of the solution is 1908 steps.

The Rössler system [24] was chosen as an example of a chaotically periodic signal. The Rössler system is defined as
\[
\begin{aligned}
\dot{x} &= -y - z, \\
\dot{y} &= x + ay, \\
\dot{z} &= b + z(x - c),
\end{aligned}
\] 
\tag{14}

where \(a = 0.2\), \(b = 0.2\), and \(c = 5.7\). The solution converges to a strange attractor. The inverse of the strongest frequency of the FFT spectrum was used as the characteristic period, as the trajectory of the Rössler attractor has no strict period; however, it is nearly periodic. The characteristic period is 625 steps.

The Lorenz system \([25]\) was chosen as another example of a chaotically periodic signal. The Lorenz system is defined as
\[
\begin{aligned}
\dot{x} &= s(y - z), \\
\dot{y} &= x(r - z) - y, \\
\dot{z} &= xy - bz,
\end{aligned}
\] 
\tag{15}

where \(r = 28\), \(s = 10\), and \(c = 8/3\). The solution converges to a strange attractor. The median of the interval that the \(x\)-coordinate value crosses 7.5 and that that value crosses -7.5 was used as the half of the characteristic period. The characteristic period is 58 steps.

The speech signal was chosen to test the application of the proposed criterion to a real world signal. The signal for the Japanese vowel /a/, spoken by a female speaker, was used. The data were obtained from the Vowel Database: Five Japanese Vowels of Males, Females, and Children Along with Relevant Physical Data (JVPD) \([26]\). This database is maintained by the Speech Resources Consortium of the National Institute for Informatics (http://research.nii.ac.jp/src/en/JVPD.html). The signal for Japanese vowel /a/ is shown in Fig. 1, and its FFT spectrum is shown in Fig. 2.

The solution of each dynamical system was calculated by the fourth order Runge-Kutta method with step size 0.001. It was evolved for sufficiently large time. The first 1000 samples of the solutions were dropped because the solutions that are not in the attractor should be discarded.

The first projection map, that is the map taking the first coordinate of the signal, was used as an observation function. The resulting time series data were used as input to the experiment.

5.2 Procedure

Each input time series data were first embedded into a delay-coordinate space to obtain a reconstructed attractor. The dimension of the delay-coordinate spaces ranged from 2 to 10. The delay time varied from one step to the step that was equal to half the period of the input signal. The first 5000 points of each attractor were used.

Subsequently, the first persistent homology of each reconstructed attractor was computed. The Ripser \([27]\) software application was used for computation. The computer that was used had four Intel Xeon E5-4640 CPUs (2.40GHz, 8 cores) and 1TB RAM. The computation time for one attractor ranged from a few seconds to a day.

Finally, the graph of the most significant death value versus the delay was plotted for each embedding dimension of each reconstructed attractor. The most significant death value was extracted from the first persistent homology of each reconstructed attractor. The delay time was normalized by the period or the characteristic period.

6. Results

In this section, the results of the numerical experiments are presented.

Figure 9 shows the most significant death values of the harmonic oscillator. The first peaks are achieved at \(a = \frac{1}{n} \frac{T}{2}\). This result coincides with the prediction of Perea and Harer.

Figure 10 shows the most significant death values of the limit cycle of the van der Pol system with parameter \(\mu = 10\). It is clear that the first peaks are achieved at \(a = \frac{1}{n} \frac{T}{2}\) except for the case of embedding dimension three, where the point around \(a = \frac{1}{4} \frac{T}{2}\) is flattened; however, this point can be considered the maximum.

Figure 11 shows the most significant death values of the Rössler attractor. The ravine in the graphs is realized at a point slightly smaller than 1/2. At the points \(a = \frac{1}{n} \frac{T}{2}\), the graphs exhibit saddle
points instead of peaks. The graphs increase after the point \( a = \frac{1}{\pi T} \).

Figure 12 shows the most significant death values of the Lorenz attractor. There is no ravine such as in the case of the Rössler attractor. At the points \( a = \frac{1}{\pi T} \), each value of the graphs is near to the first peak.

Figure 13 shows the most significant death values of the Japanese vowel /a/. The graphs have several ravines between \( a/T = 0 \) and \( a/T = 0.5 \). The points where \( a = \frac{1}{\pi T} \) do not correspond to peaks. In fact, in the case \( n = 3 \), they fall near the minimum.

7. Discussion

The relationship between the proposed criterion and that of Perea and Harer is herein discussed in light of the experimental results.

7.1 Dynamical systems

The most significant death value yields results that coincide with those of Perea and Harer for the harmonic oscillator. Figure 9 clearly shows that the first peaks are attained at \( a = \frac{1}{\pi T} \). This fact implies that the word “roundest” in Perea and Harer’s study is equivalent to the maximum of the width of a circle.

The criterion suggested by Perea and Harer is appropriate for the limit cycle of the van der Pol system. This system is an example of a nonlinear periodic signal. As the period of zero-crossing points is half the period of the limit cycle, the given signal can be made to correspond to a sine wave with the period of the given signal. The absolute value of this sine wave is bounded by that of the given signal.

The reconstructed attractor does not always recover its original shape when the delay time maximizes the most significant death value. Figure 14 shows a reconstructed trajectory of the harmonic oscillator embedded in the delay-coordinate space with delay equal to 63 and embedding dimension equal to five, which makes the equation \( a = \frac{1}{\pi T} \) hold. This reconstructed trajectory recovers its original shape. By contrast, Fig. 15 shows a reconstructed limit cycle of the van der Pol system embedded in the delay-coordinate space with delay equal to 191 and embedding dimension equal to five, which makes the equation \( a = \frac{1}{\pi T} \) hold. This reconstructed trajectory does not recover its original shape.

We have to explain why the reconstructed trajectory of the harmonic oscillator recovers its original shape but that of the limit cycle of the van der Pol system does not. The harmonic oscillator is a special case. It can recover its original shape because the reconstructed ellipse that has the widest hole width is the circle.

For the Rössler attractor, it should be considered whether to use or not the criterion \( a = \frac{1}{\pi T} \). In the results, the first peak of the graphs turns into a saddle. The maximum of the most significant death value is attained for larger delay time. Considering irrelevance, excessively large delay time results in unsatisfactory reconstruction. The reconstructed attractors are checked for irrelevance.

Two figures are examined to compare the delay satisfying the criterion with the delay attaining the maximum. Figure 16 shows a plot of the reconstructed Rössler attractor with embedding dimension equal to five and delay equal to 62. This delay time satisfies the equation \( a = \frac{1}{\pi T} \). Figure 17 shows a plot of the reconstructed Rössler attractor with embedding dimension equal to five and delay equal to 198. This delay time attains the maximum of the graph shown in Fig. 11. It can be seen that Fig. 16 shows the reconstructed attractor whose shape resembles that of the original attractor. The trajectory of the reconstructed attractor shown in Fig. 17 is considerably tangled. Thus, it can be concluded that the delay satisfying the criterion \( a = \frac{1}{\pi T} \) is preferable to the larger delay. This is natural because the aim was to maximize the hole width, and the original shape cannot be obtained from the observed signals. The reason why the MSDV of the Rössler attractor became large when the delay was large may be the irrelevance. The irrelevance deformed the reconstructed attractor and the hole width may be enlarged.

For the Lorenz attractor, the criterion \( a = \frac{1}{\pi T} \) is almostly appropriate. The most significant values where the criterion holds are slightly smaller than the peaks in Fig. 12. This may be because the crossing intervals vary around the characteristic period. Moreover, the MSDVs get greater where
Fig. 9. Most significant death values of the harmonic oscillator. The horizontal axis represents the delay divided by the period \( T = 628 \), and the vertical axis the most significant death values. The lowest line is the case of embedding dimension two. The embedding dimension is in an increasing order. The \( \times \) marks plotted in the graph represent the points where \( a = \frac{1}{n} \frac{T}{2} \).

Fig. 10. Most significant death values of the van der Pol system with \( \mu = 10 \). The horizontal axis represents the delay divided by the period \( T = 1908 \), and the vertical axis the most significant death values. The lowest line is the case of embedding dimension two. The embedding dimension is in an increasing order. The \( \times \) marks plotted in the graph represent the points where \( a = \frac{1}{n} \frac{T}{2} \).

Fig. 11. Most significant death values of the Rössler attractor. The vertical axis represents the delay divided by the characteristic period \( T = 625 \), and the horizontal axis the most significant death values. The lowest line is the case of embedding dimension two. The embedding dimension is in an increasing order. The \( \times \) marks plotted in the graph represent the points where \( a = \frac{1}{n} \frac{T}{2} \).

Fig. 12. Most significant death values of the Lorenz attractor. The vertical axis represents the delay divided by the characteristic period \( T = 58 \), and the horizontal axis the most significant death values. The lowest line is the case of embedding dimension two. The embedding dimension is in an increasing order. The \( \times \) marks plotted in the graph represent the points where \( a = \frac{1}{n} \frac{T}{2} \).

Fig. 13. Most significant death values of the Japanese Vowel /a/. The horizontal axis is the delay divided by the characteristic period \( T = 170 \), and the vertical axis the most significant death values. The lowest line is the case of embedding dimension two. The embedding dimension is in an increasing order. The \( \times \) marks plotted in the graph represent the points where \( a = \frac{1}{n} \frac{T}{2} \).
the delay has greater values, except the $n = 2$ case. We check what happens in the case of larger delays. Figure 20 shows a plot of the reconstructed Lorenz attractor with embedding dimension equal to five and delay equal to 6. This delay time satisfies the equation $a = \frac{1}{n}T$. Figure 21 shows the reconstructed attractor where the delay attains the maximum of the MSDV of the $n = 5$ case. The graph of the MSDV is shown in Fig. 12 and this delay is 22. The shape shown in Fig. 20 resembles the original attractor, but the reconstructed attractor shown in Fig. 21 is extremely deformed. Thus, it can be concluded that the delay satisfying the criterion $a = \frac{1}{n}T$ is also preferable. In the case of the Lorenz attractor, the third hole appears when the delay is large. This is seen in Fig. 21. This third hole makes the MSDV higher. This may be caused because the number of the sampled points is small. The third hole will be filled up with the infinite length of samples.

7.2 Japanese vowel /a/
The graph of the most significant death values of the signal for the Japanese vowel /a/ has several ravines, as shown in Fig. 13. This is due to the fact that the human voice resonates in the mouth and the speech signal has higher harmonics. The eighth harmonic contributes to the first ravine in the graph. As the speech signal has several harmonics, it is difficult to determine a single period $T$ for the criterion of Perea and Harer. By contrast, the most significant death value can determine the
Fig. 20. A reconstructed Lorenz attractor with embedding dimension equal to five and delay equal to 6. The axes of this plot represent principal components. This delay was chosen to satisfy the equation $a = \frac{1}{n} \frac{T}{2}$.

Fig. 21. A reconstructed Lorenz attractor with embedding dimension equal to five and delay equal to 22. The axes of this plot represent principal components. This delay was chosen to the delay attains the maximum of the MSDV.

Fig. 22. A reconstructed attractor of Japanese vowel /a/. The embedding dimension was 10 and the delay was 12. The axes of this plot represent principal components. This delay was chosen to maximize the most significant death value.

Fig. 23. First persistence diagram of a reconstructed attractor of the Japanese vowel /a/. The embedding dimension was 10 and the delay was 12. This delay was chosen to maximize the most significant death value. The horizontal axis represents the birth filtration value and the vertical axis the death filtration value.

delay time.

An example of reconstruction is shown in Fig. 22, and its persistence diagram is shown in Fig. 23. The embedding dimension is 10 and the delay is 12. This delay attains the maximum of the most significant death value in Fig. 13. It cannot be determined whether the reconstruction is satisfactory or not because the original is unknown. The persistence diagram suggests that the reconstructed attractor has one large hole.

7.3 Comparison with mutual information

The most significant death value is now compared with mutual information. Figure 24 shows the plot of mutual information versus delay for the harmonic oscillator. The first local minimum is marked on the graph. If the first local minimum is chosen as the delay, the reconstructed attractor collapses owing to redundancy. Similarly, the delay attaining the first local minimum of the mutual information is small for the limit cycle of the van der Pol system. Figure 25 shows the plot of the mutual information for this system. However, the global minimum of the mutual information of both systems is about 0.25T and this delay is suitable for the delay coordinate embedding where $n = 2$. Thus, it can be suggested that mutual information is not necessarily suitable for determining the delay of periodic signals in the cases where the embedding dimension is large.

As seen in Fig. 26, the mutual information suggests that the optimal delay is approximately 0.2T. Figure 11 shows that this delay may be suitable for attractor reconstruction for embedding dimension equal to two or three. However, this delay may cause irrelevance for embedding dimension greater than three. We show the reconstructed attractors in higher dimension and with the delay 0.2T. Figure 18 shows the reconstructed attractor of embedding dimension 5 with the delay 125, and Fig. 19 shows
Fig. 24. Plot of mutual information versus delay for the harmonic oscillator. The horizontal axis represents the delay normalized by the period and the vertical axis the mutual information between $x(t)$ and $x(t + a)$. A “+” mark represents the first minimum on the graph.

Fig. 25. Plot of mutual information versus delay for the van der Pol system with parameter $\mu = 10$. The horizontal axis represents the delay normalized by the period and the vertical axis the mutual information between $x(t)$ and $x(t + a)$. A “+” mark represents the first minimum on the graph.

Fig. 26. Plot of mutual information versus delay for the Rössler attractor. The horizontal axis represents the delay normalized by the period and the vertical axis the mutual information between $x(t)$ and $x(t + a)$. A “+” mark represents the first minimum on the graph.

Fig. 27. Plot of mutual information versus delay for the Lorenz attractor. The horizontal axis represents the delay normalized by the period and the vertical axis the mutual information between $x(t)$ and $x(t + a)$. A “+” mark represents the first minimum on the graph.

Fig. 28. Plot of mutual information versus delay for the Japanese vowel /a/. The horizontal axis represents the delay normalized by the period and the vertical axis the mutual information between $x(t)$ and $x(t + a)$. A “+” mark represents the first minimum on the graph.

the reconstructed attractor of embedding dimension 10 with the delay 125. This delay equals to $0.2T$. Although in the five dimensional case the reconstructed attractor seems to be formed well, in the ten dimensional case the reconstructed attractor tangles and there occurs the irrelevance.

Figure 27 shows the mutual information of the Lorenz attractor. The first local minimum is about $0.34T$. This value is too large even if the embedding dimension is two. For these two systems, the
mutual information cannot estimate the appropriate delay for delay coordinate embeddings.

It can be seen in Fig. 28 that the optimal delay for the Japanese vowel /a/, as determined by the mutual information, is approximately $0.75T$. It is can be said that this delay is appropriate for attractor reconstruction, because the most significant death value is sufficiently large in Fig. 13.

Considering the discussion above, mutual information does not yield consistent results. The delay determined by mutual information is satisfactory for some systems and unsatisfactory for others. Although the mutual information is not so good, the maximum of the most significant death value yields too large delay for chaotic systems as seen in previous sections.

8. Conclusion

The most significant death value can determine the delay that maximizes the hole width of reconstructed attractors of several examples of periodic signals shown in this paper. However, for chaotically periodic signals, the maximum of the most significant death value yields the irrelevance. The criterion of Perea and Harer, that the delay $a$ satisfies $a = \frac{1}{n} \frac{T}{2}$, is also good for the Rössler attractor and the Lorenz attractor. The variable $T$ is the period or a characteristic period of the given signal. Nevertheless, the criterion of Perea and Harer is not suitable for the signal of Japanese vowel /a/, which is periodic with harmonics. For this signal, the maximum of the most significant death value yields good delay for attractor reconstruction. Compared with the most significant death value, mutual information was found not good for attractor reconstruction. It sometimes returns too small delay, and the delay is only suitable for too low-dimensional embeddings.

Multiple delays may be suitable for practical applications, as the optimal delay depends on the period of the signals, and the period cannot always be assumed. The vineyards [28], which is a continuous set of persistence diagrams, may be useful for applications. However, there is the problem of the computational cost of the persistent homology.
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