Quantitative Imaging Principles Improves Medical Image Learning
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Abstract

Fundamental differences between natural and medical images have recently favored the use of self-supervised learning (SSL) over ImageNet transfer learning for medical image applications. Differences between image types are primarily due to the imaging modality and medical images utilize a wide range of physics based techniques while natural images are captured using only visible light. While many have demonstrated that SSL on medical images has resulted in better downstream task performance, our work suggests that more performance can be gained. The scientific principles which are used to acquire medical images are not often considered when constructing learning problems. For this reason, we propose incorporating quantitative imaging principles during generative SSL to improve image quality and quantitative biological accuracy. We show that this training schema results in better starting states for downstream supervised training on limited data. Our model also generates images that validate on clinical quantitative analysis software.

1 Introduction

Deep learning is a promising methodology for medical imaging applications. However, acquiring large labeled medical training datasets needed to train robust models is difficult and major barriers result from necessary laws that protect patient privacy. Transfer learning has been the most common
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method used to address data scarcity in which models would first leverage ImageNet [1], for instance, and subsequently be fine-tuned with the limited medical domain data. While some have reported benefits from transfer learning [2] its efficiency and efficacy for medical image learning problems is questionable [3]. Medical images are inherently different from natural images contained in transfer learning datasets like ImageNet. For example, subtle textures, pixel intensity, scale, and local structures are significant in medical images [4, 5] while large-scale shapes are of relevance in natural images where a global subject is often present. Stark differences between natural and medical images highlight the need for improved domain specific methods.

Curation efforts of larger public medical imaging datasets [6, 7, 8, 9, 10] have made unsupervised and self-supervised learning (SSL) a more promising alternative method than natural image transfer learning alone. SSL enables the leveraging of unlabeled image data from the medical domain and often results in better starting states for downstream task-specific tuning with limited data [11]. Despite performance improvement as a result of SSL, most medical imaging SSL implementations mirror implementations used for natural images thus not considering the differences in medical images. In other words, medical image learning problems are often framed similar to learning problems involving natural images and use similar tools, network architectures, or loss functions. Consequently, medical image model learning may be hindered by the way in which some medical images, as a data type, are misperceived and the method in which learning tasks are constructed.

Images from modalities which capture internal body components such as X-ray, computed tomography (CT), or magnetic resonance imaging (MRI) are often viewed and used by model developers in a qualitative way similar to the way natural images are used. However, many medical image types should be used as quantitative maps instead of just qualitative anatomical images [12]. Internal imaging modalities rely on specific biophysical interactions to generate images in which each pixel corresponds to a specific biological, physical, and physiological property [13]. This is especially relevant to the case of image reconstruction learning task which includes generative self-supervised learning and cycle generative adversarial networks (GANs) [14]. Often, image quality metrics such as peak signal to noise ratios (PSNR) or structural similarity indexes (SSIM) [15] are reported for reconstructions of medical images yet the accuracy as it relates quantitative imaging measurements or biology is underexplored. In fact, the lack of quantitative accuracy has limited the adoption of deep learning generated images into clinical practice since it fails to validate quantitatively on commercial clinical systems and software.

In this work, we explore an SSL training method to incorporate quantitative medical imaging principles with the main objective of improving biological accuracy for image reconstruction and subsequent learning tasks. This work focuses on the dual energy X-ray absorptiometry (DXA) image type to illustrate the significance of our contributions which are as follows:

1. Using quantitative imaging knowledge, we constructed a loss function to constrain the SSL of a variational auto-encoder (VAE) which resulted in improved image reconstruction quality as well as improved quantitative biological accuracy.
2. The SSL of the VAE with the custom loss function results in a trained encoder subnetwork which outperformed an ImageNet transfer learning model on a medical imaging regression task.
3. The trained VAE generator subnetwork resulting from SSL demonstrated superior performance on a cross modality image translation task compared to a model not utilizing quantitative medical imaging knowledge during pretraining.

2 Related Work

We provide an overview of prior work in medical imaging pretraining methods as well as works on quantitative DXA image deep learning.

Pretraining strategies are employed in medical image deep learning to overcome a lack of available training images, labels, or both. Reviews have highlighted the major differences between medical and non-medical imaging datasets and conclude that the benefits of natural image (i.e. ImageNet) transfer learning are not clear [11, 16, 17]. Recent focus has turned to self-supervised methods which include methods such as contrastive learning [18, 19], auto-encoding [20, 21], and adversarial [22, 23, 24] learning as alternatives strategies. The aforementioned methods allow models
to leverage more domain specific data, i.e. medical images, and these SSL methods have led to improved image analysis, segmentation, and classification [4, 25, 26, 27, 28]. Generative image tasks such as denoising, image reconstruction, and artifact removal [29, 30] have also benefited from SSL methods such as multimodal imaging models and unpaired data learning by means of cycleGANs [31, 32, 33, 34, 35]. This work builds upon the notion that medical images are unique to images used in common transfer learning datasets and that SSL provides better results in performance for downstream medical imaging tasks [19, 36]. This work differs from previous works because our generative SSL method utilizes the knowledge of medical imaging physics [13] and model generated images are evaluated on a quantitative biological imaging basis and not just for image quality [15, 37, 24].

**DXA** is a quantitative imaging modality and has long been considered the criterion method for measuring body composition [38] in addition to its primary and popular use of measuring bone density and quality for osteoporosis [39]. Deep learning DXA modeling primarily focuses on predicting bone density metrics from images [40, 41, 42] and work on body composition evaluation or DXA image reconstruction or generation is limited [43]. Clinical software is used to derive body composition from DXA images and while work has been done to reconstruct high quality DXA images with deep learning [44], none have performed quantitative body composition analysis on such images. Generating quantitatively accurate images is a more difficult problem and we turn to informed deep learning methods to address this problem. Domain informed learning such as physics, biology, or etc. [45, 46], has shown to significantly improve model learning and performance. These works demonstrate the benefit of further constraining the learning of models to the concepts, principles, and law of the domain for which the task it is being trained to accomplish [47, 48].

### 3 Approach

We first detail the DXA-only dataset used for SSL and the paired dataset used to compare subnetworks trained with and without a custom DXA loss function to networks utilizing ImageNet transfer learning. We then describe the SSL model architecture, followed by our custom DXA loss function. Last, we describe how quantitative biological body composition is obtained from our actual and predicted DXA scans.

#### 3.1 Datasets

Data used for modeling and experiments were curated from multiple National Institutes of Health (NIH) studies. All participants gave informed consent, and the study protocols were approved by the Institutional Review Board (IRB) for each respective study. All DXA images used for modeling, testing, and subsequent experiments were acquired on Hologic DXA systems (Hologic Inc., MA, USA) and used in the raw image format. The Fit3D Proscanner (Fit3D Inc., CA, USA) was used to acquire 3D body scans which were then standardized to the same pose and number of vertices with the Meshcapade API (Meshcapade GmbH, Tübingen, Germany).

The SSL VAE was trained and evaluated using 16,002 whole-body DXA scans acquired as a part of the Health ABC Study [49, 50] and Bone Mineral Density in Childhood Study [51, 52]. Data was split into a train, validation, and holdout test set using an 80, 10, 10% split which was stratified by patient age. Splits were also performed by patient key to avoid data leakage. Therefore duplicate scans of the same patient, if any, remained together in the same split.

Experiments conducted to validate our SSL VAE network utilized two additional datasets that had no overlap with those used to train the VAE. Paired images of DXA and 3D body surface scans were acquired as a part of the Shape Up! Adults (R01DK109008) and Shape Up! Kids (R01DK111698) studies. These scans were used to evaluate the trained VAE encoder and generator in two separate experiments. The 3D body surface scan yielded many 3D anthropometric measurements such as waist circumference, body volume, and torso length, to name a few. The combined dataset consisted of 1107 unique DXA/3D scan pairs which were split by patient key into a train, validation, and holdout test set using an 80, 10, 10% split.
3.2 Self-supervised Variational Auto-Encoder (VAE)

The decision to use a VAE was due to the modularity of the architecture and VAEs are commonly used for SSL generative reconstruction [20]. For instance, the VAE consists of two main subnetwork components which include the encoder and the decoder or generator. We used the trained subcomponents to investigate possible improved starting points for training with our small paired dataset. The Densenet121 [53] architecture was used as the encoder with a single convolutional layer prepended to handle the six channel DXA input. The generator consisted of consecutive units of bilinear upsampling and 2D convolutional layers.

3.3 DXA Loss Function

Raw DXA images from this particular manufacturer are acquired by cycling between two X-rays energies, low and high, and three filters, air, tissue, and bone, which results in a six channel image with a pixel depth of 14-bits. The search space of possible pixel values is large and therefore, we exploit known relationships between the raw DXA channels to constrain the pixel level predictions of the VAE for improved learned reconstructions.

Different attenuation values are obtained when X-ray photons at both low and high energies pass through the same material; a body in this case [54, 55, 56]. The observed attenuation at low energy can be expressed as a ratio (R) to the observed attenuation at high energy [57]. The voltages used to generate the X-rays on a DXA system are predetermined and fixed and thus, extensive studies have been performed to map chemical elements to corresponding R values [58, 59, 60]. R values for molecular components such as fatty acids, protein, and triglycerides found in soft tissue as well as calcium hydroxyapatite composing bone are also well characterized [61]. As a result, there are theoretically-derived R values that are specific to biological composition and this knowledge can be used to constrain possible pixel values.

Every pixel on all DXA image channels represent X-ray attenuations at that given point in 2D space [62]. Therefore, the R value can be calculated at each pixel location by dividing the low energy image channels by the high energy image channels to obtain R images or quantitative maps of varying fractions of biological molecules. Our DXA loss function evaluates both the reconstruction of the raw six channel DXA images (low and high energy images plus 4 additional calibration images) and the R images generated from each reconstruction. Using a perceptual loss [61], feature maps are obtained for actual and predicted raw DXA and R images using a pretrained VGG-16 with frozen weights. The mean absolute error (MAE) is computed for both the raw DXA image and the R image feature maps and the DXA loss is the sum of that MAE for both image types.

3.4 Quantitative DXA Analysis for Body Composition Evaluation

In clinical practice, commercial software is used to analyze DXA images to obtain measures of body composition for the entire body as well as for standardized and adhoc-defined subregions. Compositional analysis includes the quantification of fat, lean, and bone mass as well as bone mineral density (BMD) and bone mineral content (BMC). In this work, Hologic’s Apex 5.4 software was used to assess biological accuracy, with respect to body composition, of deep learning generated DXA images. This software is meant to be used in a clinical setting and not designed for high throughput analysis. Additionally, the automated analysis features still require trained personnel to assess that regions of interest segmented the anatomical landmarks properly. Failure to properly identify regions of interest will result in inaccurate body composition. This manual component limited the number of images that could be analyzed quantitatively. Qualitative metrics were reported on the entire test-set for all experiments however, results tables for quantitative body composition comparisons only report on 117 images.

4 Experiments

In this section we first compare image reconstructions from VAE models trained with and without the DXA loss function. We then conduct two experiments to show that utilizing trained VAE subnetworks results in better model performance when fine-tuned for specific tasks on smaller datasets. See Figure [1]. Hyperparameters for all following models were tuned using the SHERPA [63] python module and all modeling was performed on NVIDIA DGX-1 tesla v100 GPUs.
Figure 1: Training setup for SSL of the VAE model on unpaired DXA scans (left), pretraining encoder experimental setup to predict 3D anthropometry from DXA scans (middle), and generator pretraining experimental setup to predict DXA scans from 3D scans (right).

4.1 SSL of VAE with DXA Loss

The primary motivation for incorporating the DXA loss function was to improve biological accuracy of pixel values by enforcing specific relationships between image channels. Using the same dataset and data split, two identical VAEs were trained starting from randomly initialized weights. The noDXA-VAE was trained using only a perceptual loss while the DXA-VAE utilized the DXA loss detailed in Section 3.3. We compared the quality of the image reconstructions by computing the PSNR, SSIM, and normalized mean absolute error (NMAE) for both the actual and reconstructed images. Image quality metrics were computed for images resulting from both the noDXA-VAE and the DXA-VAE and the average values obtained by the test set are shown in Table 1.

Table 1: Image quality comparisons of DXA image predicted by self-supervised models when trained without (noDXA-VAE) and with (DXA-VAE) the DXA loss functions.

| Model         | PSNR ↑ | SSIM ↑ | NMAE ↓ |
|---------------|--------|--------|--------|
| noDXA-VAE     | 49.52  | 0.997  | 0.038  |
| DXA-VAE       | 51.15  | 0.998  | 0.032  |

The DXA-VAE model resulted in better PSNR, SSIM, and NMAE of 51.15, 0.998, and 0.032, respectively when compared to the noDXA-VAE metrics of 49.52, 0.997, and 0.038, respectively, shown in Table 1. These results suggest that the DXA loss improves the generation of DXA image however, the quality metrics indicate only a slight improvement.

Figure 2 shows representative results test images generated with and without training with the DXA loss. Each column represents one of the six raw DXA channels which. The first row contains the real DXA scan, the second and fourth rows contain a predicted DXA from each SSL VAE training scenario (no DXA loss and DXA loss), and the third and fifth rows contain the error maps computed from the percent difference between the actual and predicted images. Error maps indicate more difference in the prediction from the noDXA-VAE when compared to the network which utilized the DXA loss.

To fully understand the benefit of training with the DXA loss, we evaluate the biological composition of the predicted image using clinical software. We report quantifications of lean and fat tissue as...
Figure 2: Predicted DXA scan imaging channels and corresponding error maps (represented as percentages) from VAE models strained without and with the DXA loss function well as bone for the entire body as well as subregions which include just the arms and just the legs alone. Compositional measurements are reported in Table 2.

Despite only a modest increase with respect to image quality, training with the DXA loss results in images with more accurate biological composition. DXA-VAE images resulted in better quantitative accuracy as captured by higher $R^2$ values for all composition measurements. Using the DXA loss resulted in an overall better model and reconstructed images were of higher quality and more accurate with respect to body composition. The DXA-VAE which was trained in a SSL fashion was then used to investigate the effectiveness of pretraining using domain specific data, i.e. medical images.

4.2 SSL VAE Encoder Performance Evaluation

While DXA scans are 2D image types, the pixel values are related to X-ray attenuation through varying thickness of soft tissue and bone. As such, the objective of this modeling was to predict 3D anthropometry from DXA scans. This dataset consisted of DXA scans and corresponding anthropometrics measurements which include circumferences, volumes, and surface areas of various parts of the body. We trained three models, identical in architecture, that differed only in their pretraining methodology. One model utilized a common transfer learning strategy by loading the Densenet121
Table 2: Quantitative body composition analysis comparing images predicted from the noDXA-V AE and DXA-V AE.

| Measurements | R² | R² | RMSE | RMSE |
|--------------|----|----|------|------|
| Arm BMC      | 0.61 | 0.88 | 0.04 | 0.02 |
| Arm BMD      | 0.49 | 0.84 | 0.09 | 0.07 |
| Arm Fat      | 0.22 | 0.63 | 0.66 | 0.64 |
| Arm Lean     | 0.68 | 0.89 | 0.73 | 0.57 |
| Leg BMC      | 0.67 | 0.87 | 0.06 | 0.04 |
| Leg BMD      | 0.47 | 0.76 | 0.08 | 0.03 |
| Leg Fat      | 0.31 | 0.70 | 1.43 | 1.51 |
| Leg Lean     | 0.68 | 0.88 | 1.68 | 1.39 |
| Total BMC    | 0.63 | 0.89 | 0.34 | 0.21 |
| Total BMD    | 0.34 | 0.75 | 0.10 | 0.05 |
| Total Fat    | 0.42 | 0.80 | 6.84 | 7.88 |
| Total Lean   | 0.73 | 0.91 | 8.95 | 8.46 |
| Total Mass   | 0.79 | 0.99 | 9.82 | 1.43 |

The results in Table 2 indicate that transfer learning with ImageNet may be a reasonable approach for some learning problems involving medical imaging. However, the results also indicate that SSL on domain specific data will yield superior performance when compared to transfer learning from natural images. SSL VAE encoder models trained with the DXA loss resulted in the best R² for all anthropometry measurements with the exception of total volume and total surface area. All models achieved similar performance R² of 0.97 and 0.96, respectively. The best anthropometry predictions (bolded in Table 2) resulted from the model which included the VAE encoder pretrained with the DXA loss function.

Table 3: Comparisons of ImageNet transfer learning, SSL of VAE without the DXA loss function, and SSL of VAE with the DXA loss function for predicting 3D anthropometry from DXA scans.

| Measurement     | Anatomical Location | R² ImageNet | R² noDXA-V AE Encoder | R² DXA-V AE Encoder | RMSE ImageNet | RMSE noDXA-V AE Encoder | RMSE DXA-V AE Encoder |
|-----------------|---------------------|-------------|-----------------------|---------------------|---------------|-------------------------|------------------------|
| Circumference (cm) | Bicep Left          | 0.84        | 0.85                  | 0.88                | 2.00          | 1.88                    | 1.63                   |
| Circumference (cm) | Bicep Right         | 0.86        | 0.88                  | 0.94                | 1.80          | 1.63                    | 1.22                   |
| Circumference (cm) | Calf Left           | 0.72        | 0.77                  | 0.85                | 1.75          | 1.51                    | 1.26                   |
| Circumference (cm) | Calf Right          | 0.76        | 0.80                  | 0.88                | 1.65          | 1.44                    | 1.17                   |
| Circumference (cm) | Hip                 | 0.88        | 0.89                  | 0.93                | 3.80          | 3.69                    | 3.17                   |
| Circumference (cm) | Thigh Left          | 0.78        | 0.80                  | 0.82                | 2.18          | 2.12                    | 2.01                   |
| Circumference (cm) | Thigh Right         | 0.79        | 0.81                  | 0.85                | 2.26          | 2.12                    | 1.99                   |
| Circumference (cm) | Waist               | 0.92        | 0.92                  | 0.94                | 3.53          | 3.51                    | 3.40                   |
| Surface Area (cm²) | Whole Body          | 0.96        | 0.96                  | 0.96                | 0.40          | 0.39                    | 0.39                   |
| Volume (L)       | Arm Left            | 0.82        | 0.83                  | 0.86                | 0.53          | 0.30                    | 0.39                   |
| Volume (L)       | Arm Right           | 0.86        | 0.86                  | 0.91                | 0.40          | 0.39                    | 0.29                   |
| Volume (L)       | Leg Left            | 0.67        | 0.71                  | 0.76                | 0.78          | 0.74                    | 0.70                   |
| Volume (L)       | Leg Right           | 0.70        | 0.75                  | 0.78                | 0.78          | 0.71                    | 0.67                   |
| Volume (L)       | Torso Volume        | 0.94        | 0.94                  | 0.96                | 0.35          | 0.34                    | 0.27                   |
| Volume (L)       | Total Volume        | 0.97        | 0.97                  | 0.97                | 0.31          | 0.31                    | 0.30                   |

The results in Table 3 indicate that transfer learning with ImageNet may be a reasonable approach for some learning problems involving medical imaging. However, the results also indicate that SSL on domain specific data will yield superior performance when compared to transfer learning from natural images. SSL VAE encoder models trained with the DXA loss resulted in the best R² for all anthropometry measurements with the exception of total volume and total surface area. All models achieved similar performance R² of 0.97 and 0.96, respectively. The best anthropometry predictions (bolded in Table 3) resulted from the model which included the VAE encoder pretrained with the DXA loss function.

4.3 SSL VAE Generator Performance Evaluation

The motivation for this experiment was to explore the notion that one’s exterior 3D body shape is directly related to the underlying bone and soft tissue distribution or composition. Here we again used a paired dataset consisting of 3D body scans and DXA scans from the same individual taken at the same time point. The objective was to derive a mapping to generate DXA scans for a given 3D scan. Just as in the previous section, we are comparing performance improvements brought about by SSL which incorporated quantitative imaging physics. In this experiment, however, we
used the trained VAE decoder or generator instead of the encoder subnetwork. The architecture of the 3D scan or mesh network was modeled after the Pointnet++ model and it mapped to the latent space of the DXA generator. For fair comparison, a second model was trained using the same hyperparameters, data split, and architecture with the only difference being that the generator resulted from VAE SSL without the DXA loss function. We evaluate both 3D to DXA or Pseudo-DXA models on the basis of image quality (Table 4) and biological composition (Table 5).

Table 4: Image quality comparisons of DXA image predicted from 3D body surface by networks generators trained without (noDXA-VAE) and with (DXA-VAE) the DXA loss functions.

| Model                  | PSNR ↑ | SSIM ↑ | NMAE ↓ |
|------------------------|--------|--------|--------|
| noDXA-VAE Generator    | 35.14  | 0.897  | 0.201  |
| DXA-VAE Generator      | 38.49  | 0.938  | 0.130  |

Figure 3: Representative participant 3D scan and predicted DXA image with error map produced by Pseudo-DXA models in which generators were pretrained with and without the DXA loss.

The Pseudo-DXA which incorporated the trained VAE generator yielded better image quality metrics when compared to the Pseudo-DXA models with randomly initialized weights. Figure 3 con-
tains the input 3D body scan and Figure 3(a) contains the actual corresponding DXA image and predicted images from both models accompanied by their error maps. Figure 3(b) shows better DXA image predictions are produced from the model using the SSL VAE generator. The randomly initialized weights model fails to produce clear DXA images and large prediction errors can be seen in the low energy tissue channel. Positioning differences account for some of the significant errors (red and orange regions) visualized on the error maps in Figure 3. Some image quality metrics are influenced by positioning difference however, body composition assessment is invariant to differences in position.

Table 5: Body composition analysis of DXA image predicted from 3D body surface by networks generators trained without (noDXA-VAE) and with (DXA-VAE) the DXA loss functions

| Measurements | R² | RMSE |
|--------------|----|------|
| Arm BMC      | 0.31 | 0.05 | 0.03 |
| Arm BMD      | 0.17 | 0.14 | 0.08 |
| Arm Fat      | 0.28 | 0.74 | 0.66 |
| Arm Lean     | 0.40 | 1.18 | 0.65 |
| Leg BMC      | 0.29 | 0.12 | 0.07 |
| Leg BMD      | 0.06 | 0.22 | 0.15 |
| Leg Fat      | 0.38 | 1.65 | 1.55 |
| Leg Lean     | 0.31 | 2.68 | 1.51 |
| Total BMC    | 0.20 | 0.60 | 0.37 |
| Total BMD    | 0.02 | 0.23 | 0.14 |
| Total Fat    | 0.34 | 10.05 | 7.44 |
| Total Lean   | 0.39 | 1.18 | 8.58 |
| Total Mass   | 0.53 | 12.99 | 5.28 |

We deduce from Table 5 that the DXA-VAE resulted in a better generator which was used to construct a Pseudo-DXA model that can produce more biologically accurate images. Pseudo-DXA containing the trained generator outperformed the model containing the noDXA-VAE generator on all body composition values. It should be noted that image quality and body composition were lower when comparing outputs from Pseudo-DXA models to outputs from the VAE models. This is likely caused by a relatively weak mapping between the 3D and 2D DXA space and overfitting due to the smaller paired dataset.

5 Conclusion

To our knowledge, this is the first instance in which a deep learning model can generate medical images on which subsequent quantitative imaging analysis can be performed accurately. In this work we frame medical images as quantitative maps rather than just anatomical representations. In doing so, we were able to introduce a simple DXA loss function which constrained SSL of a VAE to learn the specific pixel relationships between image channels. These specific relationships correspond to biological quantities of soft tissue and bone which allow for the derivation of body composition. Subnetworks of the trained DXA-VAE demonstrated superior performance when trained for downstream specific tasks which includes predicting 3D anthropology from DXA scans and producing real analyzable DXA scans from 3D body scans. The broader impact of this work is to demonstrate that medical image deep learning should consider the principles used to generate or produce images. This will lead towards more accurate synthesized or reconstructed images that can then be better integrated into clinical practice.
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