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\textbf{Abstract.} Because of the tight coupling between the traditional network control layer and the data layer, the path allocation algorithm has poor globality and lack of real-time, and distribution of network traffic is unbalanced, which leads to network congestion. To solve the problem, according to the advantages of SDN centralized control and transparency, a Top-K routing algorithm based on Bandwidth utilization (Top-KRA-BU) is proposed. The algorithm calculates K available paths from the source nodes to the destination nodes in real time, and based on the bandwidth utilization, the K paths are evaluated, and the optimal forwarding path is selected. The experimental results show that the routing algorithm is superior to shortest path first (SPF) routing algorithm in the network bandwidth utilization.

\section{Introduction}
Software Defined Network (SDN) \cite{1, 2} is a new Software-defined network architecture technology. The most feature of SDN is that it has loosely coupled control plane and data plane, supports centralized network control and implements the underlying network to the upper application of the transparent. The characteristics of SDN centralized control ensure the dynamic and flexibility of the traffic scheduling policy in the network, which is not available in the traditional TCP / IP network architecture \cite{3}. However, the data flow is transmitted through the shortest path routing according to the destination address, and a large amount of traffic may flood into the shortest path leading to congestion and reducing the performance of overall network. At the same time, compared with the shortest path, there may be a number of similar or equal paths in the network. The Top-KRA-BU is proposed in this paper which finds a number of reachable routes from the source nodes to the destination nodes, and selects the route with the highest bandwidth utilization for data forwarding. The experimental results show that the routing algorithm l can improve the bandwidth utilization of the network.

\section{Architecture}
The existing SDN controllers that support the OpenFlow protocol \cite{4}, such as Floodlight, RYU, etc, can provide a basic data forwarding strategy for switches supporting the OpenFlow protocol. However, there are serious problems with this basic forwarding strategy. Namely, when there are multiple reachable paths in the network, a large amount of traffic flows into the shortest path and the other paths are idle, resulting in low overall network bandwidth utilization, and even lead to network congestion.

Aiming at the above problems, this paper studies the load balancing problem of SDN from the perspective of applied research and proposes the Top-KRA-BU for SDN network. In this routing...
algorithm, the RYU [5] controller is used for centralized control. The controller obtains the topology of the SDN network. When the data stream enters the OpenFlow [6] switch, the controller searches for the shortest K paths between the source node and the destination node, and the path with the highest bandwidth utilization is selected as the forwarding path. The overall design architecture based on RYU controller is as follows:

![Diagram of RYU controller](image)

3. Design and Implementation

The design of Top-KRA-BU model includes three modules: bandwidth collection module, Top-K routing module, flow forwarding module. Top-K routing module, flow forwarding module are the core of load balancing model. This article will detail the design of these three modules.

3.1 Bandwidth Collection Module.

To achieve full control of the OpenFlow switch, real-time bandwidth of the network link must be collected. In order to achieve this goal, the bandwidth collection program based on sFlow [7] and port sampling technology is used to run on RYU controllers and switches that supports the OpenFlow protocol. The program obtains the bandwidth of switch interface at a certain time interval, and sends the collected bandwidth to the controller.

Based on the collected interface information of the switch, the used bandwidth of the link connected with the interface is calculated, and the formula is as follows:

$$\text{BandWidth}_{\text{node}} = \frac{(\Delta \text{inOctets} + \Delta \text{outOctets}) \times 8}{T}$$

(1)

$\text{BandWidth}_{\text{node}}$ is the used bandwidth in T time, $\Delta \text{inOctets}$ is the number of bytes received by the interface in T time. $\Delta \text{outOctets}$ is the number of bytes sent by the interface in T time. The maximum remaining capacity of a path is the smallest remaining capacity of all the nodes in the path, that is, for each complete Path = \{node$_1$, node$_2$, ⋯, node$_n$\}, the remaining bandwidth of the link is calculated as equation 2, $\text{BW}^{\text{total}}_{\text{node}}$ represents the total bandwidth, $\text{BW}^{\text{used}}_{\text{node}}$ represents the node's used bandwidth.
The bandwidth utilization of the path is defined as the ratio of the bandwidth to the maximum bandwidth in the path. It can calculate as equation 3.

\[ \eta(t) = \frac{BW_{path}}{BW_{total-bandwidth}} \times 100\% \]  

3.2 Design of Top-K Routing Algorithm.

The Top-K routing algorithm is a K-shortest path algorithm which is improved and implemented on the basis of MPS [8,9] algorithm. In finding the shortest path, the length of the link is a constraint, and the minimization of the cost of the path is used as the cost of the path. The algorithm is described in detail as follows:

```
1. Multi-Paths() {
  2.     paths, sets = set();
  3.     p, i, j, n, v, a, \pi, pi;
  4.     shortest path from s to t;
  5.     X = \{ p \}; k = 0;
  6.     while (X \neq \emptyset \&\& k \leq K) do
  7.         p = path in X such that \pi(p) is minimum;
  8.         X = X - { p }
  9.         if (loopless(p)) then
  10.            k = k + 1;
  11.            ps = shortest path from s to t;
  12.            paths = paths + ps;
  13.            end if
  14.         end while
  15.         v, \pi, a, \pi, \pi;
  16.         while ((v is the tail node of a) \&\& !loopless((p, a, \pi))) do
  17.             a = min(\pi()); //shortest path from v to t according to \pi
  18.             X = X \cup (p, a, \pi, \pi);
  19.             end while
  20.         end while
  21.         if (v is the tail node of a) do
  22.             v = head node of a;
  23.             p, \pi = min(\pi()); //shortest path from v to t according to \pi
  24.             X = X \cup (p, \pi, e, \pi, \pi);
  25.             end if
  26.         end while
  27.         end while
  28.         return paths
}
```

Fig. 2 Pseudo code of Top-K routing algorithm

3.3 Flow Forwarding Module.

The flow forwarding module needs to formulate the forwarding policy dynamically. Therefore, when the new flow reaches the OpenFlow switch, the RYU controller will select the path with highest bandwidth utilization for forwarding based on path.

When a new flow arrives at the OpenFlow switch, the OpenFlow switch encapsulates the data flow into the Packet-in message and sends it to the controller. The controller completes the processing of the new data flow through the following steps:

1. resolve the source address and the destination address of the packet;
2. Find the OpenFlow switch directly connected to it based on the source address and destination address:
3. According to the network topology and the link cost, calculate K available paths of switches:
4. According to the statistical data collected by the link parameter collecting module, the comprehensive score of k paths is calculated, and the path with the highest score is selected and allocated to the data flow for use:
5. Create a flow rule and send it to all switches on the path.
4. Experiment and Analysis of Result

4.1 Experimental Environment.

All experiments in the paper are deployed on mininet2.0 and RYU controllers. Two win7 computers are the hardware experimental platform. RYU controllers is deployed on one Win7 computer, another Win7 computer installs Linux system and installs Mininet2.0 open source software.

4.2 Experimental Topology.

![Fig. 3 Topology of testing load balancing model performance](image)

There are 11 switches in the experimental Topology. Each switch is connected to a host (not shown in the figure). The number on the links represents the cost of the links.

4.3 Analysis of Experimental Result.

Experimental topological is used to verify the overall performance of Top-KRA-BU, reflecting the performance of the routing algorithm through average bandwidth utilization and comparing with SPF.

Fig. 4 is the comparison graph of the SPF and Top-KRA-BU model in bandwidth utilization. The parameters are set as follows: The bandwidth of the link is 10 Mbps. K is set to 5, the frequency of data acquisition is 3 s.

![Fig. 4 The comparison graph of the SPF and Top-KRA-BU model](image)

It can be seen from Figure 4 that the bandwidth utilization of Top-KRA-BU model is higher than the bandwidth utilization of SPF. In the initial stage, because the traffic in the links are not very large, the bandwidth utilization of the two algorithms is not much different. After 10s, as a large amount of flow is injected into the network links (not exceeding the maximum bandwidth), the bandwidth utilization of Top-K routing algorithm model is stable between 60% and 70%, while the bandwidth utilization of SPF is stable between 30% and 40%. Therefore, the Top-KRA-BU model in this paper is superior to the SPF routing algorithm in bandwidth utilization.
5. Conclusion

In this paper, based on the characteristics of SDN networks, the Top-KRA-BU is proposed. Experiments show that the routing algorithm of load balancing can maximize the use of network bandwidth and improve the overall network performance. This routing algorithm can be used as an internal module of the SDN controller or as an API for the SDN controller. At the same time, it is suitable for a variety of network topologies and is especially suitable for SDN data center network topologies.
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