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Abstract
We study a new linear up to quadratic time algorithm for linear regression in the absence of strong assumptions on the underlying distributions of samples, and in the presence of outliers. The goal is to design a procedure which comes with actual working code that attains the optimal sub-gaussian error bound even though the data have only finite moments (up to $L_4$) and in the presence of possibly adversarial outliers. A polynomial-time solution to this problem has been recently discovered [11] but has high runtime due to its use of Sum-of-Square hierarchy programming. At the core of our algorithm is an adaptation of the spectral method introduced in [35] for the mean estimation problem to the linear regression problem. As a by-product we established a connection between the linear regression problem and the furthest hyperplane problem. From a stochastic point of view, in addition to the study of the classical quadratic and multiplier processes we introduce a third empirical process that comes naturally in the study of the statistical properties of the algorithm. We provide an analysis of this latter process using results from [13].
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1 Introduction
Much work concerning the prototypical problem of regression focuses on the study of rates of error of a given statistical procedure while making strong assumptions on the underlying distributions of samples, assuming for instance that they are i.i.d. and subgaussian or bounded (see for instance, [28, 41, 31]). It is however of fundamental importance to understand what happens when the data violates such strong assumptions, for instance, when the underlying distribution of samples is heavy-tailed and/or when the dataset is corrupted by outliers. In such cases – which are everyday cases for real-world datasets – classical estimators such as OLS or MLE exhibit, at best, far-from-optimal statistical behaviours and at worst completely non-sens outputs. In this work, we study the statistical properties (non-asymptotic estimations and predictions results) of algorithms coming with actual working code constructed on this type of real-word datasets. We want to put forward that it is an algorithm and not only a purely theoretical estimator and that this algorithm can be coded efficiently (we provide a simulation study in the following) since its most time consuming fundamental building block is to find a top singular vector of a reasonable size matrix. However, our theoretical results show that even though the dataset is far from the ideal i.i.d. subgaussian framework and even though we study an actually codable algorithm, the resulting estimator achieves the very same minimax bounds with (exponentially) high probability as the MLE/OLS does in the ideal i.i.d. Gaussian framework (i.e. Gaussian design and independent Gaussian noise), (see [31] for deviation optimal result in the ideal framework). On top of that, we prove a theoretical running time for that algorithm which can be linear $O(Nd)$ (where $N$ is the sample size and $d$ is the number of features) and at most quadratic $O(N^2d)$.

Robustness has been a classical topic in statistics since the work of Hampel [19, 20], Huber([24, 23]) and Tukey [46]. For a statistical problem such as mean estimation, regression or covariance estimation, we are given a loss function and an associated risk function $\ell$ (for instance, for the problem of estimation of the mean vector $\mu^* := \mathbb{E}(X) \in \mathbb{R}^d$, the loss function is $\ell_\mu(X) = \|\mu - X\|^2_2$, $\forall \mu \in \mathbb{R}^d$ and the associated risk if $\ell(\mu) = \mathbb{E}\ell_\mu(X)$). For robust estimators the emphasis is not put on the expected risk $\mathbb{E}(\ell(\hat{\mu}))$ – where the expectation is taken w.r.t. the data – but rather on the dependence of the risk bound $r_\delta$ on the confidence level $1 - \delta \in [0,1]$: we want to find the smallest $r_\delta$ so that $\mathbb{P}(\ell(\hat{\mu}) > r_\delta) \leq \delta$ and the way $r_\delta$ depends on $\delta$ is paramount in this approach (this is a key property of the estimator $\hat{\mu}$ that cannot be revealed when its expected risk is studied). An estimator is robust if the rate $r_\delta$ does not grow "too quickly" when $\delta$ goes to 0: we look for an optimal dependence called "subgaussian rate", because it is the...
dependency that we would get if all the data were sub-gaussian. It has been known that for the problem of estimating the mean in one dimension \( (d = 1) \) under the only assumptions that the random variables have bounded variance \( \sigma \), there are estimators which achieve rates whose dependence on \( \delta \) is way better than the empirical mean [6]. Indeed, while the empirical mean cannot achieve in general a better rate than \( \sigma / \sqrt{N \delta} \) (\( N \) being the number of sample), the median of means estimator for instance achieves the same rate as the empirical mean does in the Gaussian setting \( \sigma \sqrt{\log(1/\delta)} / N \) (see [6, 15]). Achieving similar guarantees for large dimensions \( d \) is much more difficult, even without asking for computationally-tractable algorithms. However, a number of estimators did succeed, in the last decade, to match the rates achievable in the Gaussian case by usual approaches (sometimes called "subgaussian rates") with much weaker assumptions, even in high dimensions, for problems such as regression or mean estimation (see [39, 40] or [38] for a survey). Here we consider the standard linear regression setting where data are couples \((X_i, Y_i) \in \mathbb{R}^d \times \mathbb{R} \) and we look for the best linear combination of the coordinates of an input vector \( X \) to predict the output \( Y \), that is we look for \( \beta^* \) defined as follows.

\[
\beta^* = \arg \min_{\beta \in \mathbb{R}^d} \langle \beta \rangle = \arg \min_{\beta \in \mathbb{R}^d} \mathbb{E}(Y_1 - \langle \beta, X_1 \rangle)^2.
\]

The theoretical question of finding robust to heavy-tailed estimators reaching optimal rates for the regression problem has attracted much attention during the last ten years. It first started with the study the standard procedures in this heavy-tailed framework, such as Empirical Risk Minimization or its regularized versions [34, 47, 30, 44]. Several results showed the negative but unavoidable impact of heavy-tailed data on these classical procedures [32]. In the mean time, new estimators have been introduced. For instance, the pioneer work of [3] has considered weak moment conditions, such as a \( L_2 - L_4 \) norm equivalence, under which the subgaussian rate could be reached. It was then followed by a rich literature such as [37, 18, 33, 44, 47]. The remaining issue is that naive methods to compute these new theoretically-optimal estimators take exponential time in the number of dimension \( d \), partly because some of them are based on non-convex optimization.

Some recent works (for instance [16, 17, 8, 42, 22]) focused on providing procedures that were not only robust (to outlier or heavy tailed data), but also computationally efficient. Unfortunately, in [16, 17, 8] the procedures fail with constant probability, failing to give a good dependence on \( \delta \), and procedures from [42, 22] do not achieve optimal rates: for instance, for the problem of mean estimation with bounded covariance \( \Sigma \), they achieve a bound of order \( \sqrt{\frac{\text{Tr}(\Sigma)}{N} \log(1/\delta)} \) (up to constants) when the rates achievable in the Gaussian case by the empirical mean is of order \( \sqrt{\frac{\text{Tr}(\Sigma) + \|\Sigma\|_{\text{op}} \log(1/\delta)}{N}} \). This suggests an important question: are there efficiently computable procedures achieving optimal rates \( r_\delta \) under weak assumptions on underlying data, and in the presence of outliers among the data? This question was recently answered affirmatively for the mean estimation problem. Indeed, recent advances have shown that, for the problem of mean estimation, one could find computationally efficient procedures (that is to say polynomial in both the dimension \( d \) and the number of data \( N \)) that are statistically nearly optimal, meaning that they reach -up to universal constants- the optimal radius \( r_\delta = \sqrt{\frac{\text{Tr}(\Sigma) + \|\Sigma\|_{\text{op}} \log(1/\delta)}{N}} \) for every confidence level \( \delta \in [0, 1] \) (see [21, 9, 14]). More recently, [35] introduce a spectral method reaching the optimal sub-gaussian rates without using Semi-Definite Programming, making somehow robust mean estimation easier to understand, easier to interpret and easier to code while still keeping optimal statistical results.

The question of whether reaching similar bounds (matching the one of the OLS in the Gaussian setting without the Gaussian and i.i.d. assumptions - thus allowing for corrupted and heavy-tailed datasets) in polynomial time was possible for other statistical problems such as regression or covariance matrix estimation had been open for a long time. Indeed, up to recently, the best known polynomial algorithms were the one from [45] or from [22]. The guarantee is the same for those two algorithms: when the covariance of \( X \) is the identity and when the noise \( \xi = Y - \langle \beta^*, X \rangle \) has bounded variance \( \ell(f) - \ell(f^*) \leq O(\log(1/\delta) d) \) with probability 1 - \( \delta \), and they need a number of sample of order \( N \geq \log(1/\delta) d \). The article [11] has been the first to construct a polynomial-time method achieving the rate of the OLS in the Gaussian setting \( \ell(f) - \ell(f^*) \leq O(\log(1/\delta) \sqrt{d}) \). To the date, it is the only procedure running in polynomial algorithm achieving the optimal subgaussian rate. However, [11] uses the Sum of Square (SoS) programming hierarchy to design their algorithm. Even if SoS hierarchy runs in polynomial time, its reliance on solving large semi-definite programs makes it impractical and is still a theoretical result leaving still open the question on the existence of a practical efficient algorithm achieving optimal subgaussian rates.

In this article, we tackle this issue, showing that techniques from [35] combined with lemmas from [13] can be used to give the first practical, nearly quadratic (and in fact in most cases nearly-linear) algorithm that reaches the subgaussian rate. We also conduct numerical experiments on simulated data with our proposed procedure to show
that it is indeed practical and fast. Moreover, as predicted by our theoretical findings, our simulation analysis shows that it is robust both to heavy-tailed data and to outliers. To the best of our knowledge, this is the first time that numerical experiments are conducted for a regression algorithm with sub-gaussian rates and polynomial time guarantees.

From a theoretical point of view, our main result (that we will prove later) can be stated as follows (see Setting 1 for the precise set of assumptions and next sections for the construction of the algorithm).

**Theorem 1.** There are universal constants $A, B, C$ so that the following hold. Let $\delta \geq e^{-AN}$ and $K \geq B(\lfloor \log(1/\delta) \rfloor \vee d \vee |O|)$ where $|O|$ is the number of outliers. Given $N \geq K$ points, there is an algorithm running in time

$$O \left((nd + k^2d) \times \log(\|\beta^*\|_2) \times \text{polylog}(k, d)\right)$$

that outputs an estimate $\hat{\beta} \in \mathbb{R}^d$ such that with probability at least $1 - \delta$

$$\ell(\hat{\beta}) - \ell(\beta^*) \leq C \sup_{u \in B_k} \mathbb{E}(\frac{\xi_i^2}{N}) \frac{1}{K}.$$ 

So for $K = B(\lfloor \log(1/\delta) \rfloor \vee d \vee |O|)$, we get, up to universal constants the (deviation minimax optimal) subgaussian rate achieved by OLS in the Gaussian framework (see [31]). This rate was achieved previously under similar assumptions by Median-of-means estimators in [37, 36, 33, 18] but none of them come with computational time guarantees.

To construct estimator $\hat{\beta}$ from Theorem 1 and to prove its theoretical properties as stated in Theorem 1, we outline now the role of the following key tools:

- **Median of Means** [43, 25, 1]: this approach is nowadays widely used in robust estimation (see [39, 38, 33, 12, 42], and see [15] for a good introduction to this technique). Let us quickly explain this trick in one dimension. Consider the problem of estimating the mean $\mu$ of a one-dimensional random variable $X$ from corrupted samples, supposing only $\mathbb{E}((X - \mu)^2) \leq \sigma^2$. In that case, the empirical mean fails to provide any guarantees in the presence of outliers, and only gives weak bounds (of order $\sigma \sqrt{1/(dn)}$ for the confidence level $1 - \delta$, [7]) even when there are no outliers.

The median of mean method, that can be traced back to [43] for a confidence level $1 - \delta$ consists in splitting the data $X_1, \ldots, X_N$ into $K \sim \log(1/\delta)$ equal-size buckets. For all $1 \leq k \leq K$, $\bar{X}_k$ denotes the average of the samples in bucket $k$. Then we let $\mu_k$ be the median of $\bar{X}_1, \ldots, \bar{X}_K$. We can show with a straightforward analysis ([15, 43]) that $|\mu_k - \mu| \leq \sigma \sqrt{\log(1/\delta)/N}$ with probability $\geq 1 - \delta$ and that this bound still holds in the presence of up to $K/8$ outliers in the data. The main challenge is to extend this idea to higher dimensional settings and to other statistical problems, where we need to design appropriate notions of median. For instance, [37, 36, 33, 18, 13] introduce median-of-mean estimators suited for regression but which are intractable in practice.

- **The Furthest hyperplane problem** was first adapted to compute median-of-mean estimators very recently by [35]. Authors from [35] adapt to the problem of robust mean estimation a procedure initially proposed by [27] to find the approximate furthest hyperplane, that is to say the hyperplane that separate 0 from most of the data and that is the furthest possible from 0. The method from [27] is based on the multiplicative weight update method (see [2] for a survey), a technique which allows to compute efficiently approximations of quantities such as $\inf_{w \in \Delta} \sup_{u} \sum_i w_i \langle u, x_i \rangle^2$ where $\Delta$ is a convex set of positive weights.

The combination of these two techniques is at the heart of both the construction and the statistical and computational time studies of the algorithm satisfying Theorem 1.

In section 2 we present the assumptions we make on the data and provide all the stochastic lemmas that will be needed for the algorithm. In section 3 we will present our descent algorithm and give its precise statistical performance. In section 4 we present some empirical results on simulated data.

## 2 Assumptions and preliminary stochastic results

### 2.1 Assumptions

As explained in the previous section, the observed dataset $(\bar{X}_i, \bar{Y}_i)_{i=1}^N \in \mathbb{R}^d \times \mathbb{R}$ is a corrupted version of the i.i.d. dataset $\{(X_i, Y_i), i \in \{1, \ldots, N\}\}$ in a possibly adversarial way. The assumptions made on good data $(X_i, Y_i)$ are gathered in the following setting: (see also [36] or [3]).
Setting 1. We assume that the following "heavy-tailed setting" holds:

1. $X_1$ has finite second moments; we write its $L^2$-moments matrix $\Sigma = \mathbb{E}(X_1X_1^T)$ and we assume that $\Sigma$ is known. Let also $B_2 = \{x \in \mathbb{R}^d | \langle x, \Sigma x \rangle \leq 1 \}$ be the ellipsoid associated with this $L_2$ structure and, for $u \in \mathbb{R}^d$ 
\[
\|u\|_B^2 = \langle u \Sigma u \rangle.
\]
2. Let $\xi_1 = Y_1 - \langle \beta^*, X_1 \rangle$ and assume that $\sigma^2 := \sup_{u \in B_2} \mathbb{E}(\xi_1^2 \langle u, X_1 \rangle^2)$ is such that $\sigma^2 < \infty$.
3. There exists an universal constant $\gamma$ such that, for all $u \in \mathbb{R}^d$, $\gamma \mathbb{E}(\langle u, X_1 \rangle^2) \geq \sqrt{\mathbb{E}(\langle u, X_1 \rangle^4)}$.

We assume adversarial contamination on the data: $(X_1, Y_1), \cdots, (X_N, Y_N)$ denote N i.i.d. random vectors in $\mathbb{R}^d \times \mathbb{R}$. The vectors $(X_1, Y_1), \cdots, (X_N, Y_N)$ are not observed, instead, there exists a (possibly random) set $\mathcal{O}$ such that, for any $i \in \mathcal{O}^c$, $(\tilde{X}_i, \tilde{Y}_i) = (X_i, Y_i)$. The set of indices of outliers $\mathcal{O}$ can be arbitrarily correlated with the data $(X_i, Y_i)$ – for instance, only the $9N/10$ data with the largest $\|X_i\|_2$ are observed – and the outliers $(\tilde{X}_i, \tilde{Y}_i) \in \mathcal{O}$ can be anything (they can be arbitrarily correlated between themselves and with the non-corrupted data $(X_i, Y_i), i = 1, \ldots, N$). The only constraint on $\mathcal{O}$ is on its size: we suppose that we know an upper bound of $|\mathcal{O}|$ (even though, this constraint may be dropped out if we use an adaptive scheme on $K$ such as Lepski’s method in the end). The observed dataset is therefore $(\{X_i, \tilde{Y}_i\} : i = 1, \cdots, N)$, and we want to recover $\beta^*$ out of it.

Let us now comment on Setting 1. The first three assumptions deal with the heavy-tailed setup. It involves at most the existence of a fourth moment on the noise $\xi$ and the functions class $\{u \in \mathbb{R}^d \rightarrow \langle u, X \rangle \}$. The strongest assumption among them is the third one which is a $L_2/L_4$ norm equivalence assumption. This type of assumption has been used from the beginning for the statistical study of ERM and other classical methods in the heavy-tailed scenario for instance in [44, 47, 30] or in [3]. It is also related to the small ball assumption from [29]. It has been systematically used for the study of Median-of-Means estimators (see [36]). The remaining of Setting 1 deals with the adversarial contamination model. This covers many classical setup such as Huber’s $e$-contamination model or the $\mathcal{O} \cup \mathcal{I}$ framework from [18, 33]. It is somehow the strongest contamination model since an adversary is allowed to modify without any restriction up to $|\mathcal{O}|$ data before the dataset is revealed to the statistician (for more details, see [5] or [17]).

2.2 Bounds on three stochastic processes

In this section, we introduce three stochastic processes that play a central role in our analysis. We provide a high probability control for the supremum of the three of them into three lemmas. All the stochastic tools that we will need later will be related to one of the three processes. So that all the stochastic part of this work is gather into this section and in the end we will identify a single event onto which the study of the algorithm will be using purely deterministic arguments.

We now state the three lemmas. The two first one deal with the classical quadratic and multiplier processes which already appeared in the study of ERM in [31]. They naturally show up when the quadratic loss is used. The last one is new and is related to the descent algorithm we are studying below.

We split the data in $K$ blocks that we note $B_k, k \in \{1, \ldots, K\}$, in agreement with the Median-of-Mean framework. We note $m = N/K$ the number of data in each blocks, and we note $X_k = (X_i)_{i \in B_k}$ and $\tilde{X}_k = (\tilde{X}_i)_{i \in B_k}$. $Y_k$ and $\tilde{Y}_k$ are defined the same way. We start by stating [13, Lemma 2], that we will use several times in what follows. We refer the reader to [13, Definition 1] or [48] for a definition of the VC-dimension of a set of functions.

**Lemma 1.** Let $\mathcal{F}$ be a set of Boolean functions satisfying the following assumptions.

- For all $f \in \mathcal{F}$, $\mathbb{P}(f(X_1, Y_1) = 0) \geq 31/32$.
- $K \geq C(VC(\mathcal{F}) \lor |\mathcal{O}|)$ where $C$ is a universal constant.

Then, with probability $\geq 1 - \exp(-K/512)$, for all $f \in \mathcal{F}$, there is at least $19K/20$ blocks $B_k$ on which $f(\tilde{X}_k, \tilde{Y}_k) = 0$.

This lemma is used as a baseline to prove the three following lemmas that will define the three stochastic events $\mathcal{A}, \mathcal{B}$ and $\mathcal{E}$ that are needed for our algorithm to give a good estimate. We state in this section that all three fail with exponentially low probability. We introduce the rate

$$r = 8\sigma \sqrt{\frac{K}{N}}. \quad (1)$$
Lemma 2 (Multiplier process). There is a universal constant $C_1$ so that the following hold. If $K \geq C_1(d \lor |O|)$, the following event $E$ has probability $\geq 1 - \exp(-K/512)$ : for all $u \in B_{\Sigma}$, there exist more than $19/20K$ blocks $B_k$ so that :

$$\frac{1}{m} \sum_{i \in B_k} (\hat{Y}_i - (\beta^*, \hat{X}_i)) \langle u, \hat{X}_i \rangle \leq r.$$ 

This can also be also written as: for all $u \in \mathbb{R}^d$ there exist more than $19/20K$ blocks $B_k$ so that :

$$\frac{1}{m} \sum_{i \in B_k} (\hat{Y}_i - (\beta^*, \hat{X}_i)) \langle u, \hat{X}_i \rangle \leq r \|u\|_{\Sigma}.$$

Lemma 3 (Quadratic process). There is $C_1$ a universal constant so that the following hold. If $K \geq C_1(d \lor |O|)$, the following event $B$ has probability probability $\geq 1 - \exp(-K/512)$ : for all $u, v \in \mathbb{R}^d$, there exists more than $19/20K$ blocks $B_k$ so that :

$$\frac{1}{m} \sum_{i \in B_k} \langle u, \hat{X}_i \rangle \langle v, \hat{X}_i \rangle - \langle u, \Sigma v \rangle \leq 6\gamma \sqrt{\frac{1}{m} \|u\|_{\Sigma} \|v\|_{\Sigma}}.$$

In particular, when $m \geq 360 \, 000\gamma^2$, on the event $B$, for all $u \in \mathbb{R}^d$

$$99/100 \langle u, \Sigma v \rangle \leq \frac{1}{m} \sum_{i \in B_k} \langle u, \hat{X}_i \rangle^2 \leq 101/100 \langle u, \Sigma v \rangle.$$

Lemma 4. There is $C_1$ a universal constant so that the following hold. If $K \geq C_1(d \lor |O|)$ and $m \geq 128\gamma$, then the following event $A$ has probability $\exp(-K/512)$. For all $\beta_c \in \mathbb{R}^d$, there exist more than $19/20K$ blocks $B_k$ so that :

$$\left\| \hat{Z}_k(\beta_c) \right\|_2 \leq 8 \sqrt{\frac{\mathbb{E}(\|\xi_1 \Sigma^{-1/2} X_1 \|_2^2)}{m} + \sqrt{d} \|\beta_c - \beta^*\|_{\Sigma}} \leq \sqrt{d}(r + \|\beta_c - \beta^*\|_{\Sigma})$$

where

$$\hat{Z}_k(\beta_c) = \frac{1}{m} \sum_{i \in B_k} (\bar{Y}_i - \beta_c \hat{X}_i) \Sigma^{-1/2} \hat{X}_i$$

with $r$ defined as in 1.

We assume for the rest of this work, that $K \geq C_1(d \lor |O|)$, that $m \geq 360 \, 000\gamma^2$. We moreover assume that events $A, B$ and $E$ hold.

3 Analysis of the algorithm

The general algorithm, as in [35], is a basic descent procedure :

```
input : \hat{X}_1, \hat{Y}_1, \ldots, \hat{X}_N, \hat{Y}_N, K \geq C_1(d \lor |O|), and T_{des}.
output: A robust estimator of \beta^*
1 Initializer \beta_0 = 0
2 for \ t = 1, \ldots, T_{des} do
3 \quad d_t = stepSize(\hat{X}, \hat{Y}, K, \beta_t, T_{des})
4 \quad g_t = descentDirection(\hat{X}, \hat{Y}, K, \beta_t, d_t, T_{des})
5 \quad \beta_{t+1} = \beta_t - d_t g_t
6 end
7 Return \ ROUND(Z, \theta, (u_t)_t).
```

Algorithm 1: Main descent algorithm

A good descent direction $v$ should check $\langle v, \Sigma \beta_t - \beta^* \rangle \geq c_0 \|\beta_t - \beta^*\|_{\Sigma}$ and $\|v\|_{\Sigma} = 1$ for some constant $c_0 < 1$, and a good step size should check $d_t \in [c_1 \|\beta_t - \beta^*\|_{\Sigma}, c_0 \|\beta_t - \beta^*\|_{\Sigma}]$ with $0 < c_1 < c_0$ so that
\[ \|\beta_{t+1} - \beta^*\|_\Sigma^2 \leq (1 - 2\epsilon_0 c_1 + c_2^2)\|\beta_t - \beta^*\|_\Sigma^2 \leq \alpha\|\beta_t - \beta^*\|_\Sigma^2 \]

with \( \alpha < 1 \). In order to find a good descent direction, we will be using the central quantity

\[ Z_k(\beta_c) = \frac{1}{m} \sum_{i \in B_k} (Y_i - \beta_c X_i) \Sigma^{-1/2} X_i \]

already mentioned in the previous section (see Lemma 4). We decompose \( Z_k \) as \( Z_k(\beta_c) = \frac{1}{m} \sum_{i \in B_k} \xi_i \Sigma^{-1/2} X_i + \sum_{i \in B_k} (\beta^* - \beta_c, X_i) \Sigma^{-1/2} X_i \). The first term has mean zero by definition of \( \beta^* \), but the expectation of the second one is \( \Sigma^{1/2}(\beta^* - \beta_c) \). So if we find a direction so that most \( Z_1(\beta_c) \) are "aligned" with this direction, we might have a shot at finding a descent direction. The introduction of this quantity \( Z \) is the main novelty of this work. We will see in the rest of this section that finding such a direction indeed leads to a nice descent, and we will show how to find it efficiently.

More precisely, we will show that the algorithms \text{stepSize} and \text{descentDirection} are good step size and descent direction. The main tool is a modification of the algorithm \text{APPROXBREGMAN} from [35] (which is in turn an adaptation from [26]), that we called \text{BregmanRegression}

We summarize the properties of this descent in a main theorem:

**Theorem 2.** On the event \( \mathcal{E}, \mathcal{A}, \mathcal{B}, \) each iteration of Algorithm 1 checks the following with probability \( \geq 1 - \exp(K)/T_{des} \):

- Whenever \( \|\beta_c - \beta^*\|_\Sigma \geq 100r \),
  \[ \|\beta_{c+1} - \beta^*\|_\Sigma \leq (1 - 2/100.000)\|\beta_c - \beta^*\|_\Sigma \]
- Whenever \( \|\beta_c - \beta^*\|_\Sigma \leq 100r \),
  \[ \|\beta_{c+1} - \beta^*\|_\Sigma \leq 102r \]

Moreover, each iteration runs in time \( \mathcal{O}((Nd + K^2d) \times \text{polylog}(d, K)) \)

To prove this, we need a few intermediate lemma and algorithms. All the results hold on the event \( \mathcal{A} \cap \mathcal{B} \cap \mathcal{E} \). We first state some essential remarks about pruning. Because we are on \( \mathcal{A} \), we know that \( 9/10K \) blocks check \( \|\tilde{Z}_k(\beta_c)\|_2 \leq \sqrt{d}(r + \|\beta_c - \beta^*\|_\Sigma) \). For simplicity, we will just note \( \tilde{Z}_k(\beta_c) = \tilde{Z}_t \). We note \( K' = [9/10K] \) and we note \( Z_{1}', ..., Z_{K'} \), the \( K' \) smallest \( \tilde{Z}_t \), as returned by algorithm 2. For the rest of this part we will mainly work with the pruned data, so that, on \( \mathcal{A} \), \( R := \max_{k \leq K'} \|Z_k'\| < \sqrt{d}(r + \|\beta_c - \beta^*\|_\Sigma) \).

**Algorithm 2:** Pruning algorithm

\[
\text{input : } \tilde{Z}_1, ..., \tilde{Z}_K \\
\text{output: Pruned } \hat{Z}_{\sigma(1)}, ..., \hat{Z}_{\sigma(K')} \\
1 \text{ Compute the norms } \|\tilde{Z}_i\| \text{ and sort them } \tilde{Z}_{\sigma(1)} < \tilde{Z}_{\sigma(2)} < ... < \tilde{Z}_{\sigma(K)} \\
2 \text{ Remove the top } 1/20 \\
3 \text{ Return } \hat{Z}_{\sigma(1)}, ..., \hat{Z}_{\sigma(K')} := (Z_k')_{k \in \{1, ..., K'\}}.
\]

Now the first lemma of this part states that if \( Q^{8/10} \) is the \( 8/10 \) quantile of a serie, \( \max_{u \in B_2^d} Q^{8/10}((Z_1', u)) \) is a good estimate of the distance \( \|\beta_c - \beta^*\|_\Sigma \) \( (B_2^d \text{ denote the unit ball for the canonical euclidean distance on } \mathbb{R}^d) \)

**Lemma 5.** There is \( u \in B_2^d \) so that, for at least \( 8/10 \) of the \( k \in \{1, ..., K'\} \)

\[ \langle Z_k', u \rangle \geq \theta_1 \]

with \( \theta_1 := 99/100\|\beta_c - \beta^*\|_\Sigma - r \)

Moreover, for any \( u \in B_2^d \), at least \( 8/10 \) of the pruned blocks check, \( \langle Z_k', u \rangle \leq r + 101/100\|\beta_c - \beta^*\|_\Sigma \)
Now we give the main lemma from [35], that states that it is possible to approximate \( \max_{u \in B_2} Q^{8/10}((Z_k', u)) \) with exponentially high probability in polynomial time.

Lemma 6 (Lemma 5.2 of [35]). There a universal constant \( C \) such that the following holds. Suppose there is \( u \in B_2 \) so that, for at least 8/10 of the k

\[ (Z_k', u) \geq \theta > 0 \]

and that, for all \( k, Z_k' < R \). Then, when \( T \geq 2 \log(K')R^2/\theta^2 \), with probability \( \geq 1 - \exp(-T/C) \), algorithm 3 applied with \( T \) and \( \theta \) outputs a vector \( \bar{u} \in B_2^d \) so that, for at least 2/10 blocks \( , \langle \bar{u}, Z_k' \rangle \geq \theta/10 \) (and returns "fail" with probability \( \exp(-(T/C) \)). Moreover, each of the \( T \) iteration of 3 costs \( K \times d + \text{polylog}(d) \) operations.

Remark. Algorithm 3 always return either a vector \( u \in B_2^d \) so that, for at least 2/10 of the \( i, \langle u, Z_k' \rangle \geq \theta/10 \) or "fail". If there is no \( u \) so that for at least 2/10 blocks \( \langle u, Z_k' \rangle \geq \theta/10 \), then it will always return "fail".

```
input : \( Z_1', \ldots, Z_K', \theta \) and \( T \).
output: A good descent direction or "Fail".
1 \( R = \max(||Z_k'||) \)
2 Initialize weights \( \omega_1 = (1, \ldots, 1)/K \)
3 for \( t = 1, \ldots, T \) do
4 Let \( A_t \) be the \( K \times d \) matrix whose \( i^{th} \) row is \( \sqrt{\omega_t(i)}Z_i' \) and \( u_t \) be the approximate right top singular vector of \( A_t \times \Sigma^{-1/2} \), computed with a PowerMethod.
5 Set \( \sigma_i = \langle Z_i', u_t \rangle^2 \).
6 \( \omega_{t+1}(i) = \omega_t(i) \times (1 - \sigma_i/2) \)
7 Normalize \( a = \sum_i \omega_{t+1}(i), \omega_{t+1} = \omega_{t+1}/a \)
8 Compute the Bregman projection \( \omega_{t+1} = \text{Bregmann}(\omega_{t+1}) \)
9 end
10 Return ROUND\( (Z', \theta, (u_t)_t) \).
```

Algorithm 3: BregmanRegression

Remark. Lemma 6 has a failure probability even if we are on the events \( A, B \) and \( E \): it is because Algorithm 3 calls two random algorithms, PowerMethod, which fails with constant probability, and ROUND, which fails with exponentially low probability \( \propto \exp(-cT) \) with \( c \) a constant ([27, 35]). Algorithm 3 can tolerate at most 0.1T mistakes in the computation of the top eigenvectors of the matrices \( A_t \), and the event where more than 0.1T of the power methods fail happens with probability exponentially low in \( T \). The failure probability of algorithm 3 and the algorithm itself are explained in detail in [35].

The computation of the Bregman projection is described in [4], and appears of course in [35].

This last lemma states that finding a direction "aligned" with most of the \( Z_k' \) grants a good descent direction.

Lemma 7. If for at least 2/10 blocks \( , \langle u, Z_k' \rangle \geq \theta/10 \), then \( v = \Sigma^{-1/2} u \) checks \( \langle v, \beta_c - \beta^* \rangle \geq \theta/10 - r - \beta_c - \beta^* ||\Sigma||/100 \) (and of course \( ||u||_\Sigma = 1 \).

Proof of Theorem 2. We now have all the right tools to perform our analysis.

- Whenever \( ||\beta_c - \beta^*||_\Sigma \geq 10r \), then by Lemma 5, there exists \( u \) so that for at least 8/10 \( K' \) of the (pruned) blocks \( \langle Z_k, u \rangle \geq 98/100 ||\beta_c - \beta^*||_\Sigma \). So algorithm 3 with \( \theta \in [49/100 ||\beta_c - \beta^*||_\Sigma, 98/100 ||\beta_c - \beta^*||_\Sigma] \), and with \( T \geq 6 \log(K')K \geq 6 \log(K')R^2/\theta^2 \) does not output "Fail" (Lemma 6).

We also recall that if there is no \( u \) so that for at least 4/10 blocks \( , \langle u, Z_k \rangle \geq \theta/10 \), then it will always return "Fail". Thus whenever \( \theta \geq 10(101/100 ||\beta_c - \beta^*|| + r) \), by Lemma 5 , the algorithm returns "Fail".

So our binary search stepSize returns a \( \theta \in [49/100 ||\beta_c - \beta^*||_\Sigma, 100/100 ||\beta_c - \beta^*||_\Sigma] \times 2(100/100)(1/10) \times 100/100, in less than \( \log(R/||\beta_c - \beta^*||_\Sigma) \leq \log(d) \) iterations. The vector \( u \) returned by descentDirection is so that \( v = \Sigma^{-1/2} u \) checks \( \langle v, \beta_c - \beta^* \rangle \geq 2||\beta_c - \beta^*||_\Sigma/100, \) with high probability (Lemma 7).

So we have, if \( c_1 = 49/100 \times 1/10 \times 2/100 \times 100/100 \) and \( c_0 = 2/100 \)

\[ ||\beta_{c+1} - \beta^*||_\Sigma \leq (1 - 2c_0 c_1 + c_2^2) ||\beta_c - \beta^*||_\Sigma \leq (1 - 2c_0 0.000) ||\beta_c - \beta^*||_\Sigma \]
the corresponding clean responses using independent simulations. The number of samples is set to 10000. We conduct 50 independent simulations.

From a theoretical point of view, we answered the question of how one should choose the parameter $K$ in the previous section: $K$ should me at least $\frac{C_1(d \vee |O| \vee \log(1/\delta))}{\epsilon}$. The total number of samples is set to be $N = 50d$. We note that the sample size we choose increases with the dimension. We conduct 50 independent simulations.

4 Experiments

In this section, we present the results of some synthetic numerical experiments. Our first aim is to show that our algorithm comes with actual code and that it can be computed efficiently. This is an important feature of our approach that we want to put forward because, even though there are polynomial time algorithms (even linear time ones for the problem of mean estimation) they usually do not come with efficient code. Our second aim is to show the robustness (to heavy-tailed and outliers) properties of our algorithms as predicted by our theoretical findings in Theorem 2.

4.1 Experiments with heavy-tailed data and outliers

Data generating process. We fix the contamination level $\epsilon = |O|/N$. Then, we generate $(1 - \epsilon)N$ "clean" input vectors $X_i$ following a multivariate Student’s standard t-distribution with parameter 3 and we generate the corresponding "clean" responses following the linear model $Y = (\beta^*, X) + \sigma \xi$ where $\beta^* = [1, \ldots, 1] \in \mathbb{R}^d$ and where $\xi$ also follows Student’s t-distribution and is independent from the feature vector $X$, and $\sigma$ is the inverse signal to noise ration (SNR). We simulate an outliers attack by adding on the $\epsilon N$ remaining data an arbitrary large number $(10^9)$ to some coordinates of the input vectors, or multiplying them by $10^9$. We also set some responses to 0 and some other to $10^9$. The total number of samples is set to be $N = 50d$. We note that the sample size we choose increases with the dimension. We conduct 50 independent simulations.

Metric. We measure the parameter error in $L_2$ norm, which is also the estimation norm $\|\cdot\|_{\Sigma}$ as we take $\Sigma = \text{Id}$.

Baselines. As our baselines, we use the Ordinary Least Square, the Huber-loss M-estimator, RANdom SAmple Consensus (RANSAC) and the MOM-estimator from [22], that we name metric MOM. The first three are implemented in the python library sci-kit learn, and we coded the last one.

Results. We summarize our main findings here.

- Error vs dimension $d$: We fix $\epsilon = 0.005$, and we choose, for both our algorithm and the one from [22] to take $K = d$. We do not include the OLS in our graphic because its very poor performance (due to the presence of contamination) would prevent us to compare the four others. We notice that for all the algorithms but the one presented in this paper, the prediction error grows quickly with the dimension. On the opposite, for our algorithm, the performance does not depend on the dimension. This does not come as a surprise, as the error is $\propto \sigma K/N$, which we chose to be $d/N$, which is a fixed quantity in this setup. (Figure 1(a)). In Figure 1(b) we see a comparison between the maximum error over the 50 simulations and the mean error. We note that the maximum decreases with $d$ which seems to match the theory: since our bounds are true with probability $1 - \exp(-K/c)$ (which is here equal to $1 - \exp(-d/c)$), the are more frequently true as $d$ grows.

- Error vs the inverse SNR $\sigma$: We fix $\epsilon = 0.005$, $d = 200$, we still choose $K = d$ and we study how the algorithms perform for a range of SNR $\sigma$. We do not include OLS and we do not include RANSAC, because its error explodes for large $\sigma$. We notice that our algorithm’s error depends linearly on $\sigma$, which is not a surprise.

4.2 Which choice of $K$?

From a theoretical point of view, we answered the question of how one should choose the parameter $K$ in the previous section: $K$ should me at least $\frac{C_1(d \vee |O| \vee \log(1/\delta))}{\epsilon}$ for our algorithm to work with probability $\geq 1 - \delta$, but it should not be too high because we do not want our bound $\propto K/N$ to explode.

Setup. In Figure 2, we fix the contamination level $\epsilon = |O|/N$ to be 0 (there is no outlier). Then, we generate the covariates of dimension $d = 100$ from a multivariate Student’s t-distribution with parameter 3 and we generate the corresponding clean responses using $y = (\beta^*, x) + \xi$ where $\beta^* = [1, \ldots, 1]$ and where $\xi$ follows Student’s t-distribution and is independent from the covariates. The number of samples is set to 10000. We conduct 50 independent simulations.
Figure 1: Parameter error variations

Results. The interesting thing is that we can recover a kind of trade-off from numerical experiment. It seems indeed that when $K \ll d$, our algorithm can not seize the complexity of the regression task, and that when $K \gg d$, there are not enough data per block and thus the block are "not informative enough". Those two opposite phenomenons lead to a sort of bias-variance trade-off.

5 Conclusion

We can outline the main benefits and limitations of our algorithm. On the practical side, the main benefit is its low computational complexity and that it comes with efficient actual code. On the theoretical side, the algorithm is robust to adversarial outliers and robust to heavy-tailed data and it achieves the subgaussian rate. It avoids the pitfall of SOS or SDPs since it uses spectral methods. This makes our algorithm both easy to understand easy to code, and that is the reason why this work comes with a simulation study unlike many other works in this literature.

The main limitation for now is that we need to know the variance matrix $\Sigma$ of the co-variates (whereas sub optimal algorithms such as [22] do not require knowledge of $\Sigma$). An other limitation of this work lies in the choice of $K$: we need prior knowledge on the number of outliers for our procedure to work. It might be possible to improve this with a Lepski-type procedure [36].

A final comment is that, while we choose the descent procedure from [35] for its simplicity and practical performances, the procedures from [14] or from [10] applied with our $\tilde{Z}_k$’s would probably work just as well and give similar rates but may be harder to code efficiently in practice.

An interesting perspective would be to extend this work to other estimation problems such as covariance estimation, as presented in [11]. To do so, one would have to find an efficient way to compute $\sup_{u \in \mathbb{B}_2} \sum_i \langle u, A_i u \rangle^2$ for any symmetric matrices $A_i$. While it is simple to compute $\sup_{u \in \mathbb{B}_2} \sum_i \langle u, v_i \rangle^2$ with the power method, this other
problem seems harder. We may also wonder if it is possible to adapt this kind of spectral procedure in order to recover sparse signals or, more generally, if it is possible to introduce any regularisation.

6 Proofs

6.1 Stochastic proofs

We state a theorem and its direct corollary that will be useful to bound the different VC-dimensions at stake.

**Theorem 3** (Warren, [49]). Let $P = \{P_1, \ldots, P_m\}$ denote a set of polynomials of degree at most $\nu$ in $n$ real variables with $m > n$, then the number of sign assignments consistent for $P$ is at most $(4en\nu/n)^n$.

We denote by $\mathbb{R}_n^n[X]$ the set of polynomials of degree at most $\nu$ in $n$ real variables.

**Corollary 1.** Assume that the set of functions $\mathcal{F}$ can be written $\mathcal{F} = \{P \in \mathbb{R}_n^n[X] \to 1_{P(x) \geq 0}, x \in \mathbb{R}^n\}$, then $\text{VC}(\mathcal{F}) \leq 2n \log_2(4e\nu)$.

Let us also recall that, if $g : \mathcal{Y} \to \mathcal{X}$ is a function and $\mathcal{F} \circ g = \{f \circ g \mid f \in \mathcal{F}\}$, then $\text{VC}(\mathcal{F} \circ g) \leq \text{VC}(\mathcal{F})$.

**Proof of Lemma 2.** Let $\mathcal{F} = \{(x, y) \in \mathbb{R}^{(d+1) \times m} \to 1_{\{u, \sum_i (y_i - (\beta^*, x_i))x_i^2 \geq m^2r^2, u \in B_\Sigma\}}$. This is not a set of indicators of half-spaces, but $\mathcal{F}$ is the composition of $g : (x, y) \in \mathbb{R}^{(d+1) \times m} \to (u \to \langle u, \sum_i (y_i - (\beta^*, x_i))x_i^2 - m^2r^2 \rangle) \in \mathbb{R}_d^d[X]$ and of $\{P \in \mathbb{R}_d^n[X] \to 1_{P(u) \geq 0}, u \in \mathbb{R}^d\}$. By Corollary 1, there exists an absolute constant $c$ such that $\text{VC}(\mathcal{F}) \leq cd$.

For all $u \in B_\Sigma$, we have $\mathbb{P}\left(\frac{1}{m} \sum_{i \in B_1} (Y_i - \langle \beta^*, X_i \rangle) \langle u, X_i \rangle \geq r \right) \leq \frac{\mathbb{E}(\xi_i^2 \langle u, X_i \rangle^2)}{mr^2} \leq \frac{1}{32}$.

By Lemma 1 applied with $\mathcal{F}$, it follows that the following event $\mathcal{E}$ has probability $\geq 1 - \exp(-K/512)$: for all $u \in B_\Sigma$, there exist more than $3/4K$ blocks $k$ where

$$\left| \sum_{i \in B_k} (\tilde{Y}_i - \langle a, \tilde{X}_i \rangle) \langle u, \tilde{X}_i \rangle \right| \leq mr.$$

**Proof of Lemma 3.** We note that, by bilinearity, it is enough to prove this result when $\|u\|_\Sigma = \|v\|_\Sigma = 1$.

Let $\mathcal{G} = \{(x_i) \in \mathbb{R}^{d \times m} \to 1_{\|\sum_i (x_i, u) (x_i, v) - u \Sigma v\|^2 \geq c \|u\|_\Sigma \|v\|_\Sigma^2}, u, v \in \mathbb{R}^d\}$. Once again, $\mathcal{G}$ is a composition of $g : (x, y) \in \mathbb{R}^{(d+1) \times m} \to (u, v \to \|\sum_i (x_i, u) (x_i, v) - u \Sigma v\|^2 - c \|u\|_\Sigma \|v\|_\Sigma^2 \in \mathbb{R}_d^d[X]$ and of $\{P \in \mathbb{R}_d^d[X] \to 1_{P(u) \geq 0}, u \in \mathbb{R}^d\}$, so there exists an absolute constant $c$ such that $\text{VC}(\mathcal{G}) \leq cd$ (Corollary 1).
Let \( r_1 = 6\gamma \sqrt{\frac{1}{m} \|u\|_{\Sigma} \|v\|_{\Sigma}} \).

\[
P\left( \frac{1}{m} \sum_{i \in B_1} \langle u, X_i \rangle \langle v, X_i \rangle - \langle u, \Sigma v \rangle \geq r_1 \right) \leq \frac{\mathbb{E}(\langle u, X_1 \rangle^2 (v, X_1)^2)}{mr_1^2} \leq \frac{1}{32}
\]

because \( \mathbb{E}(\langle u, X_1 \rangle^2 (v, X_1)^2) \leq \mathbb{E}(\langle u, X_1 \rangle^4)^{1/2} \mathbb{E}((v, X_1)^4)^{1/2} \leq \gamma^2 \|u\|_{\Sigma}^2 \|v\|_{\Sigma}^2 \) (this is from the \( L_2 - L_4 \) norm equivalence). We conclude with Lemma 1.

**Proof of Lemma 4.** We define \( Z_k(\beta_c) = \sum_{j \in B_k} (Y_j - \beta_c X_j) \Sigma^{-1/2} X_j \).

We can write \( \|Z_k(\beta_c)\|_2 \leq \left\| \frac{1}{m} \sum_{j \in B_k} (Y_j - \beta^* X_j) \Sigma^{-1/2} X_j \right\|_2 + \left\| \frac{1}{m} \sum_{j \in B_k} ((\beta_c - \beta^*) X_j) \Sigma^{-1/2} X_j \right\|_2 \), we will bound those two quantities:

First \( E((Y_j - \beta^* X_j) \Sigma^{-1/2} X_j) = 0 \), so, if \( a = 8 \sqrt{\frac{\mathbb{E}(\|\Sigma^{-1/2} X_1\|_2^2)}{ma}} \)

\[
P\left( \left\| \frac{1}{m} \sum_{j \in B_1} (Y_j - \beta_c X_j) \Sigma^{-1/2} X_j \right\|_2 \geq a \right) \leq \frac{\mathbb{E}(\|\Sigma^{-1/2} X_1\|_2^2)}{ma} \leq \frac{1}{64}
\]

Then, if we note \( V_k = \langle (\beta_c - \beta^*) X_j \rangle \Sigma^{-1/2} X_j \) we notice that \( E(V_k) = \Sigma^{1/2}(\beta^* - \beta_c) \), and that \( E(\|V_k\|^2) \leq E(\|\Sigma^{-1/2} X, \Sigma^{-1/2} X\|^2)^{1/2} \mathbb{E}((\beta_c - \beta^*, X)^2)^{1/2} \). As \( X \) checks the \( L_1 - L_2 \) norm equivalence, \( \Sigma^{-1/2} X \) checks the same equivalence, so \( E(\|\Sigma^{-1/2} X\|^2)^{1/2} \leq \gamma E(\|\Sigma^{-1/2} X\|^2)^{1/2} \leq \gamma d \), and \( E((\beta_c - \beta*, X)^2) = \|\beta_c - \beta^*\|_{\Sigma}^2 \), so

\[
E(\|\frac{1}{m} \sum_{j \in B_k} V_i\|^2) = \|E(V_1)\|^2 + \frac{1}{m} E(\|V_1 - E(V_1)\|^2) \leq \|E(V_1)\|^2 + \frac{1}{m} E(\|V_1\|^2) \leq \|\beta_c - \beta^*\|_{\Sigma}^2 + \frac{1}{m} \gamma d \|\beta_c - \beta^*\|_{\Sigma}^2
\]

So, as \( m \geq 128\gamma \), if \( b = \sqrt{d} \|\beta_c - \beta^*\|_{\Sigma} \)

\[
P\left( \left\| \frac{1}{m} \sum_{i \in B_1} V_i \right\| \geq b \right) \leq \frac{1}{64}
\]

So the probability that one of the two bounds fails is \( \leq 1/32 \). We then just use lemma 1, with the functions \( F = \{ (x, y) \in \mathbb{R}^{(d+1) \times m} \rightarrow 1_{||\sum_i (y_i - (\beta^*, x_i)) ||_2^2 > d(||\beta_c - \beta^*||_2)^2} \}, \beta \in \mathbb{R}^d \). Again, we use Corollary 1 to state that there exists an absolute constant \( c \) such that \( V\mathcal{C}(G) \leq cd \).

**6.2 Algorithmic proofs**

**Proof of Lemma 5.** In fact, we just know that, if we take \( u = \frac{\Sigma^{1/2}(\beta_c - \beta^*)}{\|\beta_c - \beta^*\|_{\Sigma}} \), and \( v = \frac{(\beta^* - \beta_c)}{\|\beta_c - \beta^*\|_{\Sigma}} \in B_\Sigma \)

\[
\langle \tilde{Z}, u \rangle = \sum_{i \in B_k} (\tilde{Y}_i - \beta^* X_i) \langle v, \tilde{X}_i \rangle + \sum_{i \in B_k} ((\beta^* - \beta_c, X_i)) \langle v, X_i \rangle
\]

(2)

So for at least 9/10 blocks, \( \langle \tilde{Z}, u \rangle \geq 99/100\|\beta_c - \beta^*\|_{\Sigma} - r := \theta_4 \). This is true for at least 9/10 of the blocks \( (Z_i) \), it is true for at least 17/19 > 8/10 of the ”pruned blocks” \( (Z'_i) \).

The same way, for any \( u \in B_2 \), we take \( v = \Sigma^{-1/2} u \in B_\Sigma \)

\[
\langle \tilde{Z}, u \rangle = \sum_{i \in B_k} (\tilde{Y}_i - \beta^* X_i) \langle v, X_i \rangle + \sum_{i \in B_k} ((\beta^* - \beta_c, X_i)) \langle v, X_i \rangle
\]

\[
\leq r + \|\beta^* - \beta_c, \Sigma v\| + 1/100\|\beta_c - \beta^*\|_{\Sigma}
\]

\[
\leq r + 101/100\|\beta_c - \beta^*\|_{\Sigma}
\]

for at least 9/10 of the blocks. Again, as this is true for at least 9/10 of the blocks, it is true for at least 17/19 > 8/10 of the ”pruned blocks”
Proof of Lemma 7.

\[
(\tilde{Z}_i, u) = \sum_{i \in B_k} (\tilde{Y}_i - \langle \beta^*, X_i \rangle) \langle v, X_i \rangle + \sum_{i \in B_k} (\langle \beta^* - \beta_c, X_i \rangle) \langle v, X_i \rangle \\
\leq r + \langle \beta^* - \beta_c, \Sigma v \rangle + 1/100 \| \beta_c - \beta^* \|_\Sigma
\]

for at least 9/10 of the blocks \( \tilde{Z}_i \). Again, as this is true for at least 9/10 of the blocks, it is true for at least 17/19 > 8/10 of the “pruned blocks” \( Z'_i \).

Their is at least one block that checks both \( \langle u, Z'_i \rangle \geq \theta/10 \) and \( \langle u, Z'_i \rangle \leq r + \langle \beta^* - \beta_c, \Sigma v \rangle + 1/100 \| \beta_c - \beta^* \|_\Sigma \) (as 2/10 + 17/19 > 1), so

\[
\langle \beta^* - \beta_c, \Sigma v \rangle \geq \theta/10 - r - \| \beta_c - \beta^* \|_\Sigma/100
\]

\[\blacksquare\]
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7 Appendix

\begin{algorithm}
input : \(\tilde{Z}_1, \ldots, \tilde{Z}_K, \theta \) and \(u_1, \ldots, u_T\).
output: \(u\).
\begin{algorithmic}[1]
\While{(\(\tilde{Z}_i, u\) ≤ \(\theta/10\) for more than \(0.6K\) blocks)}
\State \(g_j \sim \mathcal{N}(0, 1)\) for \(j \in \{1, \ldots, T\}\)
\State \(u = \sum_j g_j u_j / \|\sum_j g_j u_j\|\)
\EndWhile
\State Report "Fail" and exit if more than \(T\) trials have been performed
\Endalgorithmic
\end{algorithm}

Algorithm 4: Round
Algorithm 5: stepSize

input : $\tilde{X}_1, \tilde{Y}_1, \ldots, \tilde{X}_N, \tilde{Y}_N, \beta_c, K \geq |O|, T_{des}$
output: A good distance estimation, $d_t$

1. Let, for $i \leq K$, $\tilde{Z}_i = \frac{1}{m} \sum_{j \in B_i} (\tilde{Y}_j - \beta_c \tilde{X}_j) \Sigma^{-1/2} \tilde{X}_j$
2. $Z' = \text{prune}(\tilde{Z})$
3. $R = \max(\tilde{Z}')$
4. $d_{\text{high}} = R$, $d_{\text{low}} = 0$
5. for $j \in \{1, 2, \ldots, \lfloor \log(K) \rfloor \}$ do
   6. if $\text{BregmanRegression}(\tilde{Z}', d, \log(T_{des}) + \log(K)K)$ returns "Fail" then
      7. $d_{\text{high}} \leftarrow d_m$
   8. else
      9. $d_{\text{low}} \leftarrow d_m$
10. end
11. end
12. Return $d_{\text{low}} \times 2/100 \times (1/10) \times (100/102)$.

Algorithm 6: descentDirection

input : $\tilde{X}_1, \tilde{Y}_1, \ldots, \tilde{X}_N, \tilde{Y}_N, \beta_c, K \geq |O|, T_{des}, \theta$
output: $u$

1. Let, for $i \leq K$, $\tilde{Z}_i = \frac{1}{m} \sum_{j \in B_i} (\tilde{Y}_j - \beta_c \tilde{X}_j) \Sigma^{-1/2} \tilde{X}_j$
2. $u = \text{BregmanRegression}(\tilde{Z}, \theta \times 100/2 \times (10) \times (102/100), \log(T_{des}) + \log(K)K)$
3. Return $\Sigma^{-1/2} u$. 
