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Abstract: Food, energy, and water (FEW) are essential for human health and economic development. FEW systems are inextricably interlinked, yet individualized and variable. Consequently, an accurate assessment must include all available and proposed FEW components and their interconnections and consider scale, location, and scope. Remote Alaska locations are examples of isolated communities with limited infrastructure, accessibility, and extreme climate conditions. The resulting challenges for FEW reliability and sustainability create opportunities to obtain practical insights that may apply to other remote communities facing similar challenges. By creating energy distribution models (EDMs), a methodology is proposed, and a tool is developed to measure the impacts of renewable energy (RE) on small FEW systems connected to the microgrids of several Alaska communities. Observing the community FEW systems through an energy lens, three indices are used to measure FEW security: Energy–Water (EW), Energy–Food (EF), and Sustainable Energy (SE). The results indicate the impacts of RE on FEW infrastructure systems are highly seasonal, primarily because of the natural intermittence and seasonality of renewable resources. Overall, there is a large potential for RE integration to increase FEW security as well as a need for additional analysis and methods to further improve the resiliency of FEW systems in remote communities.
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1. Introduction

Food, energy, and water (FEW) are vital to human health and enable economic development. FEW systems are interconnected, calling for a comprehensive perspective. For example, energy is required to extract and supply potable water. Water, in turn, enables electricity generation in Rankine cycles or hydrokinetic power plants, and both energy and water are required to grow, harvest, and store food. The connections, synergies, and tradeoffs between the three components vary depending on region, scope, and context. An example of the FEW nexus is limiting water for a run-of-river plant in order to avoid negative impacts on fish populations and water supply for irrigation [1].

Previous studies have been conducted with diverse scopes and frameworks [2–4]. The scope of prior research is often either on a large-scale, a regional or a national scale [5], or a very detailed scale, such as at the household level [6,7]. Several studies propose models to evaluate FEW connections including resource management strategies [8], water and energy...
resource planning tools [9], or the quantification of environmental impacts [8]. However, there is little research on community-scale FEW systems and on the influence of RE on such systems, especially in the Arctic. This analysis aims to fill that gap by using, in part, existing concepts and applying them differently due to the small size of the observed communities.

Previous findings suggest that an interdisciplinary approach is necessary for the adequate management of FEW systems in order to improve reliability, affordability, and sustainability [10]. The interests of stakeholders [11] and the coordination of global efforts [12] are also key considerations. Thus, recognizing the importance of the FEW nexus has led to an increased desire in some communities to optimize resources to increase FEW resiliency and security [13,14].

The extreme weather conditions, limited infrastructure, and relative isolation of remote locations in Alaska pose unique challenges to the reliability and sustainability of FEW systems. Within these communities, past experiences and current observations have shown that energy is a key driver of FEW security and sustainability [15,16]. For instance, in November 2014, a generator failure in one community in southwest Alaska resulted in residents’ freezers thawing and significant losses of harvested food [17].

Access to clean drinking water, fresh produce, food production, storage, and preservation often rely on an affordable and reliable energy supply. In some communities, the problem with greenhouse operations is not one of water scarcity, but instead electricity, heating, and artificial lighting to extend the growing season [15]. In the rural Arctic and subarctic, a major barrier to accessing clean drinking water is preventing frozen pipes, which requires additional heating fuel, glycol, or electricity (heat tape) [18]. For communities that engage in commercial seafood processing, high summer peak energy demand for machines and cold storage has encouraged a search for alternative energy resources [14,19]. These challenges exist not only across Alaska but also in numerous other remote communities worldwide.

Alaska has over 200 remote communities with limited or no road access. These communities are powered as islanded microgrids, meaning they are not connected to any national or regional electrical grid [20,21]. Due to the use of diesel-electric generators as the primary or even exclusive power sources, these communities often face high energy costs [22]. A number of microgrids have integrated RE technologies into hybrid systems to lower energy costs. An example of this is shown in a conceptual diagram in Appendix C.2. [23]. The limited infrastructure and islanded nature of many Alaska communities provide an opportunity to isolate and better understand FEW connections. An understanding of the FEW nexus on a small and simple scale can provide a basis for evaluations on a more complex scale, as well as develop insights that are applicable to other remote communities.

Figure 1 shows some examples of loads and requirements for FEW security in remote Alaska communities or similar regions. The FEW loads that are most easily quantifiable are directly connected to the community microgrid, including infrastructure such as greenhouses, water treatment plants, and cold storage, as is analyzed in this work. FEW security is also defined by off-grid resources, such as subsistence activities and imported goods. However, these are out of the scope of this analysis.

The procurement process of food and water is an important aspect of FEW security in Arctic communities. Water is either delivered to the community through a piped system in larger communities, via a central watering point (washateria), or by using vehicles or human power to self-haul [24]. Methods for wastewater disposal and treatment include waste lagoons, chamber pots or “honey buckets” (on a household level), and wastewater treatment plants [24]. Energy-intensive processes in water treatment include pumping, treatment, distribution, and heating to prevent pipes from freezing.
Most food in Alaska is imported from the “Lower 48” (i.e., the 48 U.S. contiguous states to the south), which increases the price of food due to added transportation costs. Environmental and economic challenges, including a short growing season, poor soils, and high energy costs, all substantially hinder conventional food growth and production [25]. In rural Alaska, wild game, fish, and plants (e.g., berries) are important sources of local food, not just because they are readily available, but because they are a central element in community traditions, social networks, and cultural practices [25,26]. Many communities are interested in greenhouses, but challenges remain to extend the growing season through the cold and dark winter months.

Overall, Alaska communities are interested in adding new infrastructure to address FEW security while minimizing energy costs and dependence on imported diesel. The goal of this work is to determine if additional RE generation can align with new FEW infrastructure demand to meet substantial amounts of power needs while reducing diesel fuel consumption. The main objective is a simple and intuitive tool and interface, developed in MATLAB® Simulink®, that supports an informed decision-making process for community-wide FEW concerns. This tool simulates the dispatch of RE for FEW infrastructure loads as part of bottom-up, scenario-based energy distribution models (EDMs). A community works with local energy specialists, engineers, and utility personnel to retrieve relevant information, such as weather files and existing and desired future infrastructure, and the tool outputs three indices to quantify the effect additional amounts RE has on FEW security. We demonstrate the tool in action and its usefulness for three Alaska communities, which are partners in this research project.
2. Methods

In order to study the dynamic connections between food, energy, and water, each system was analyzed individually with respect to RE integration. First, the demand of FEW infrastructure (greenhouse, water treatment plant, and cold storage) was analyzed, then the generation of energy technologies (solar PV, wind, hydroelectric, battery storage, and diesel generator) was modeled, and all were integrated in an EDM tool built in MATLAB® Simulink®. The main inputs to the model included the renewable resource time series at hourly intervals and the specifications of the FEW infrastructure and energy generation technologies studied, per community preference and detailed below. All energy generation models were integrated in the final model, and all can be used to simulate energy distribution in the community, if desired. Finally, the energy generation technology output modeled in the tool, based on community weather data input, was validated against the commercial microgrid software HOMER (Hybrid Optimization of Multiple Energy Resources) [27]. The model outputs are discussed in Section 3.

2.1. Energy Demand Models for Small-Scale FEW Systems

The energy demand of different food and water procurement processes was evaluated. The focus was on the energy demand met by the local microgrid, hence, on the equipment and infrastructure necessary for food and water security, such as greenhouses, water treatment plants, cold storage, and a fish-processing plant. Many other infrastructure modeling options exist, and these were chosen in this scope of analysis due to community preference. Select details on the specific technologies are presented below, with comprehensive information available in Appendix A.

2.1.1. Greenhouse

The energy demand of a community-level greenhouse can be divided into heating and cooling, pumping, and artificial lighting. These factors depend primarily on the amount of available solar irradiance and the ambient temperature. Appendix A.1 presents the relevant equations to model the energy demand of a greenhouse [28,29]. Additional details on modeling plant growth and energy use in the Arctic can be found in the literature [30].

2.1.2. Water Treatment Plant

The energy demand for water treatment plants is composed of lighting, heating, washing, drying, and operation of the central washteria building. This demand has an on-grid component (electrical energy) and an off-grid component, such as heating oil and biomass to produce heat. Since the focus of the analysis was on-grid FEW components, the electrical energy demand of the washteria was modeled with the Alaska Village Electric Load Calculator Tool from NREL [31]. The synthetic hourly data were then calibrated to match the total yearly demand of both a south-central and a southwestern community in Alaska, using monthly electricity usage data provided by the Alaska Native Tribal Health Consortium community reports [32]. The detailed equations and additional information for water treatment plants are presented in Appendix A.2.

2.1.3. Cold Storage

Cooling and freezing loads are a requirement for the produce, fish, and wild game that are an essential part of the lifestyle in remote Alaska communities. The demand associated with cooling and freezing can be divided into four main types of heat loss: transmission, product cooling, infiltration, and miscellaneous load (i.e., people, lights, machinery) [33]. The detailed equations for the cold storage model can be found in Appendix A.3.

2.2. Energy Generation Models

The available power from RE sources was simulated in MATLAB® Simulink®. Alaska has experienced a rise in the implementation of renewable power technologies, the most common of which are solar, wind, and hydropower [20]. The following sections describe the
modeling for these RE resources. More detail for each model can be found in Appendix B. Modeling according to the following equations requires the input of several values and parameters. In general, the resource time series must be available, including solar radiation, wind speed, river flow rates, and temperature, as well as the desired or already installed nominal capacity. Additionally, each of the following models also requires specific input parameters by the user, as described by the following equations.

2.2.1. Solar PV Model

The solar photovoltaic (PV) model calculates the available power from a solar array. Equation (1) shows the calculation for the DC power output, \( P_{DC} \) [34]:

\[
P_{DC} = \frac{G}{1000 \frac{W}{m^2}} \cdot P_{STC} \cdot (1 - \beta (T_c - T_{STC}))
\]

where ‘\( G \)’ is the solar irradiance (kW/m²), ‘\( P_{STC} \)’ is the nominal capacity of the module (kW), ‘\( \beta \)’ is the temperature coefficient of the solar cell (%/°C), ‘\( T_c \)’ is the cell temperature (°C), and ‘\( T_{STC} \)’ is the standard test condition temperature (°C). The equations for total irradiance ‘\( G \)’ and the cell temperature ‘\( T_c \)’ are further described in Appendix B.1.

2.2.2. Wind Power Model

The wind turbine generator (WTG) model computes the WTG power output based on the power curve of the turbine, which shows the power output (\( P_{actual} \)) as a function of wind speed at hub height [35]. The maximum theoretically available wind power (\( P_w \)) is computed via the kinetic energy, as shown in Equation (2) [35]:

\[
P_w = 0.59 \cdot \left( \frac{1}{2} \rho A \cdot v^3 \right)
\]

where ‘\( \rho \)’ is the air density (kg/m³), ‘\( A \)’ is the swept area of the turbine blades (m²), 0.59 is the Betz limit for wind energy generation efficiency [29], and ‘\( v \)’ is the wind speed (m/s) [35]. Additional information and the power curve for the wind turbine are presented in Appendix B.2.

2.2.3. Hydroelectric Power Model

The model for the hydroelectric power plant simulates the available mechanical power, electrical power, and total electrical energy output of small run-of-river hydrokinetic power systems, which are common in Alaska [20]. The mechanical power (\( P_m \)) and electrical power (\( P_e \)) can be calculated according to Equations (3) and (4) [36]:

\[
P_m = g \cdot \delta \cdot h \cdot Q
\]

\[
P_e = P_m \cdot C_p \cdot \eta_t \cdot \eta_g
\]

where ‘\( g \)’ is the gravitational constant (m/s²), ‘\( \delta \)’ is the water density (kg/m³), ‘\( h \)’ is the effective head (approximately 80% to 90% of the static head [36]) (m), ‘\( Q \)’ is the water flow rate (m³/s), ‘\( \eta_t \)’ is the turbine efficiency (%), and ‘\( \eta_g \)’ is the generator efficiency. ‘\( C_p \)’ is the power coefficient (%), which represents the ratio of the total hydrokinetic power that can be captured by the turbine blades [36].

2.2.4. Battery Storage Model

The battery energy storage system (BESS) model was adapted from Eteiba et al. [37] and can store excess renewable generation (renewable generation higher than demand) and supply power during times of increased load or low renewable generation. Equations (5) and (6)
describe $C(t)$, the available energy content (kWh) in the BESS system during the charging and discharging states [37], respectively:

$$C_{\text{charging}}(t) = C(t-1) \cdot (1 - \sigma) + E_{\text{surplus,RE}} \cdot \eta_{\text{BESS, charging}}$$

(5)

$$C_{\text{discharging}}(t) = C(t-1) \cdot (1 - \sigma) - \frac{E_{\text{deficit}}}{\eta_{\text{BESS, discharging}}}$$

(6)

where $\eta_{\text{BESS, charging}}$ and $\eta_{\text{BESS, discharging}}$ are the charging and discharging efficiencies, respectively, and $\sigma$ is the self-discharge rate of the BESS. $E_{\text{surplus,RE}}$ and $E_{\text{deficit}}$ are the excess RE generation or the energy deficit (if RE generation is lower than demand), within the limits of the battery’s capacity. The model inputs include the available excess generation (kWh) (charging) or unmet load (discharging), and the model outputs are the state of charge (SOC), additional excess generation, or additional unmet load, which needs to be covered by the diesel-electric generator. The operational SOC in the battery model is between 30% and 90% of the nominal capacity, and the charging and discharging efficiencies are both set to 90%.

2.2.5. Diesel-Electric Generator Model

The diesel-electric generator is modeled to meet the load that cannot be covered by renewable sources or by the battery system. The diesel-electric generator model has a minimum load equal to 30% of its nominal capacity [38]. Fuel consumption is described by the fuel curve, which must be provided in the model based on existing infrastructure in order to accurately quantify the fuel usage at different operational loading points of the diesel-electric generator. An example fuel curve for a diesel-electric generator is presented in Appendix B.3. The nominal capacity of each diesel-electric generator was sized according to each community’s demand based on available data and represents the existing generator configuration of each community. The implemented dispatch strategy is kept simple, the load that is not covered by renewable generation and battery storage is met by the diesel-electric generators. Due to the relatively high-level modeling scope using a one-hour average resolution, it is assumed that the diesel-electric generators have the necessary ramp rates at finer temporal intervals to deal with load variability caused by RE integration. While significant, more detailed modeling of electric grid frequency regulation and voltage control exceeds the high-level scope of this analysis.

2.3. Energy Distribution Model Parameters and Validation

The energy resource models were created in MATLAB® Simulink® and the modeled energy generation was quantitatively validated using HOMER Pro software [27] and the National Renewable Energy Laboratory’s PVWatts tool [39]. The inputs for the validation in HOMER are the same as for the energy resource models in MATLAB® Simulink®, including meteorological time series for the renewable resources (e.g., solar radiation) and technology-specific parameters, as specified below.

The solar PV system was designed to be south facing with a tilt of 65°; system losses including those from shading, dirt, snow, and degradation of 15%; an inverter efficiency of 95%; and a temperature coefficient of $-0.37\%/°C$ [29]. With irradiance data from a community in interior Alaska [40], the model output exceeded the PVWatts total annual output by less than 2%.

The wind model was analyzed using a power curve adapted from a Windmatic 17S wind turbine [41]. The modeled turbine has a hub height of 25 meters and a blade diameter of 6 meters. The total yearly generation from the model was 5.7% lower compared to the HOMER Pro output. This was most likely due to several reasons, among which are different approaches for air density calculations and slight differences in the power curve.

The hydroelectric plant model in Simulink® has a 90-meter total head height and 10% head loss [36]. The total annual generation in the model is 2% lower compared to the HOMER Pro output with the same parameters.
3. Results and Discussions from Selected Case Studies

The presented models for RE generation were applied to different case studies in communities throughout Alaska (south-central, south-western, and interior Alaska). It should also be noted that while the communities represent different examples of FEW systems in remote Alaska communities, they do not necessarily represent all community FEW systems in their respective regions. These case studies showed the flexibility and potential of the energy distribution models to inform a community’s decision making on food-energy-water infrastructure.

3.1. Food

The energy demand for food provision includes procurement, processing, and preparation, as well as food storage. In the following subsections, the energy use of some food-related processes and infrastructure was analyzed with regard to the potential implementation and impact of RE.

3.1.1. Solar PV for a Greenhouse in Interior Alaska

A community-level greenhouse with an active crop growing area of 167 m
\(^2\) (1800 ft
\(^2\)) was modeled for a community in interior Alaska. Many parameters were required for the modeling of the greenhouse demand, the most important of which were the minimum allowed temperature, which was set to 16 \(^\circ\)C (60 \(^\circ\)F), and the properties of the construction material [28, 29]. These and other parameters can be found in Appendix A.1.

The energy demand of the greenhouse consists of the heating and cooling demand, as well as the artificial lighting required for the crops. The subdivision of the modeled demand is shown in the stacked bars in Figure 2, where the light and dark blue lines represent the monthly generation of a 20-kW and a 50-kW ground-mounted solar PV installation, respectively, highlighting the seasonal mismatch between solar PV generation and the greenhouse energy demand. Since heating represents a large amount of the energy demand throughout the year, the sensitivity of the construction material was observed by changing from double-pane to triple-pane windows. This change was able to reduce the yearly heating demand by 20.2%. There is a strong mismatch between demand and generation due to an assumed year-round operation of the greenhouse; other operational schedules, such as no winter growing, were considered in Section 3.3.2.

Figure 2. Composition of greenhouse monthly energy demand shown in contrast to the solar PV monthly generation. The yearly profile of the greenhouse is inverse to the solar generation, because heating is a substantial energy requirement and is thus highest in the winter when the solar resource is lowest.
In Figure 2, two potential capacities of solar PV were chosen; however, the model can input any size proposed by the community.Remarkably, due to the seasonal mismatch of solar PV generation and the load profile, an increase in installed solar PV or battery capacity will only have a small absolute influence on the amount of the total load covered by renewable generation. For example, a 10-kW solar PV installation with a 100-kW/100-kWh battery system can cover 3.3% of the total load. A 20-kW solar PV array covers 6.5% of the total load and an increase to 50 kW solar PV capacity can meet just below 14% of the total demand. The average annual power demand of the greenhouse is 28.5 kW and 89% of the total energy demand occurs outside of the summer months (June to August); thus, solar output in the summer is not as valuable compared to the winter, when less resource is available. However, with an energy-efficient greenhouse, there is potential for solar power to cover a substantial amount of demand in late spring, summer, and early fall in order to extend the Arctic growing season. To explore this further, Section 3.3.2 presents the energy use for different growing seasons. Additionally, the modeled daily profile of the greenhouse is presented for several days throughout the year in Figure A4 in Appendix D.

3.1.2. Solar PV for Cold Storage in Interior Alaska

A community-wide cold storage system was explored for a community in interior Alaska, since traditional root cellars are becoming less effective [42] due to a warming climate and ground layer. For the cooling storage model, a 283 m³ (10,000 ft³) building structure with 50% active space usage for cooling product and a cold storage temperature of −5 °C (23 °F) was modeled. A peak cooling load of approximately 7 kW occurs in the summer due to a strong dependence on ambient temperature. The cooling cycle is assumed to have a coefficient of performance (COP) of two, meaning the heat extracted from the cold storage is equal to double the required electric power. Increasing the COP would proportionately increase the heat extraction, with the same electrical input.

With a 5-kW solar PV unit, approximately 42% of the total load (16,300 kWh is the total cooling demand) can be covered, due to an advantageous seasonal overlap of cooling demand and solar PV generation. This can be observed in Figure 3, which shows the hourly load and solar PV generation for several days in the month of July.

![Figure 3. Hourly cooling load of cold storage in interior Alaska and renewable solar PV generation, which can be used for a cooling cycle during a selected summer week representative of varying amounts of solar resource.](image)

Other example calculations with different solar PV capacities of 10 kW, 20 kW, and 50 kW lead to RE penetrations, or the percentage of the load covered by RE, of 61%, 74%, and 81%, respectively. Adding a 100 kW/100 kWh battery energy storage system allows an increase of solar PV penetration to 79%, 89%, and 95% for the three presented solar PV capacities, respectively. During the summer months, the solar PV system is able to cover a substantial amount of the cooling load, as can be observed in Figure 3. This can
additionally be observed in Figure A5, which shows the daily profile of the cold storage for select days in different seasons.

3.1.3. Hydropower for Fish Processing Plant in South-Central Alaska

A community in south-central Alaska is an interesting example of the intricacy of the FEW nexus. A large part of the community’s power demand is covered by two run-of-river hydroelectric plants. The fish-processing plants consume significant amounts of power during the summer months, but also require substantial amounts of water for processing fish, which in turn provide food security (and enhance the local economy). The available hydropower increases significantly from snowmelt in the summer, which coincides well with the additional load of the fish processing plants. This alignment is shown in Figure 4.

Figure 4. Available hydropower at hydroelectric plant and installed capacity in comparison with the community load. The load can be covered almost entirely by the installed hydroelectric plant during summer and autumn months.

The community currently has approximately 7.25 MW of installed hydroelectric capacity, which, according to the ideal model, covers approximately 79% of the community’s yearly load. The electric power demand of the fish-processing plant, which leads to the observed increase in community electric power demand during the summer, can be covered almost exclusively by the hydroelectric power plant. The results were reached by using historical creek flow rates [43,44] applied to Equations (3) and (4) in combination with the community’s load data [45].

The community recently also installed a 1-MW/1-MWh Lithium-ion battery energy storage system, which complements the hydroelectric plant by shifting generation to times of higher demand on a sub-hourly to daily scale, contributing to the higher penetration of RE and reducing reliance on diesel fuel. The battery also provides important reserve capacity and frequency control that improves grid stability.

3.2. Water

The energy demand for water can be subdivided in different stages, such as procurement, treatment, heating, and disposal. For this section, the energy demand for water is focused on the infrastructure for water distribution, also referred to as the washateria. The washateria is typically a centralized building where the community members have access to potable water, showers, washing machines, and dryers.
3.2.1. Solar PV for Water Treatment Plant in Interior Alaska

The local washateria in a community in interior Alaska serves as a centralized building for water procurement and washing since there is no piped water distribution system. The washateria energy demand includes lighting, ventilation, and heating, as well as operation of washing machines and dryers [32]. The modeled demand for the water treatment facility is shown in Figure 5, together with the power generated from a 30-kW solar PV installation. The solar PV model, in combination with a 100-kW/100-kWh battery system, is able to cover 28% of the yearly demand.

![Figure 5. Modeled water treatment plant demand in interior Alaska and solar PV generation of a 30-kW solar PV system. The solar PV generation is able to cover a large amount of the load from spring until early autumn.](image)

The water treatment plant demand is at its lowest during summer [46] when solar energy peaks. However, the seasonal variability of the load is not as strong as that of the greenhouse in Section 3.1.1. For the water treatment plant, 19% of the load occurs during the summer months and, overall, the load is spread more evenly throughout the year. This allows solar power to cover a more substantial amount of the load.

Example calculations with 15 kW, 30 kW, and 50 kW solar PV installation capacities show that solar PV can cover 14%, 24%, and 31% of the total yearly load, respectively. These values are respectively more than doubled, compared to the solar PV penetration values of the greenhouse in Section 3.1.1. With the addition of a 100-kW/100-kWh battery energy storage system, the total load coverage of the water treatment plant can be increased to 15%, 28%, and 39%, respectively. For an economic analysis, the increase in penetration must be weighed against the battery storage system costs.

3.2.2. Wind Power for Water Treatment Plant in Southwestern Alaska

The water treatment plant load in a community in southwestern Alaska is similar to the one in the Interior in Section 3.2.1. The demand includes lighting, refrigeration, washers and dryers, as well as space heating and ventilation [32]. Figure 6 shows the wind generation of a 15-kW turbine (top, orange), the total load (bottom, blue), and the remaining load (bottom, green). The remaining load must be met by diesel-electric generators. Wind power does not have the distinct daily and seasonal pattern of solar PV generation. The depicted time frame of one month is representative of the wind power dynamic throughout the entire year, as is also presented in Figure A6, which shows the daily profile of the water treatment plant and wind turbine generator for select days throughout the year. As can be observed in Figure 6, wind power can cover the load of the water treatment plant for several days in a row, followed by multiple days with low generation and consequently, low coverage.
Figure 6. Wind turbine generation for 15 kW nominal capacity, total water treatment plant load, and load not met by renewable sources covered by diesel-electric generation. The wind generation in combination with a battery storage system can cover the entire load for several days in a row.

The microgrid of the observed community is a hybrid system with wind turbines and diesel-electric generators. For the water treatment plant, the potential influence of wind turbines is explored in the model. With a 15-kW wind turbine and the wind speed data for this community, the wind power alone is able to cover 43% of the total load, and, in combination with a 100-kW/100-kWh battery energy storage system, the covered load percentage reaches 49%. Increasing the wind turbine nominal capacity to 30 kW improves the RE penetration to 56%, and with a battery, to 65%. A 15-kW turbine with battery energy storage leads to less curtailed power (percentage-wise), as it is a better match for the average washateria load. A 30-kW turbine reaches a higher overall renewable penetration; however, a larger percentage of generated power is curtailed. This can be improved slightly by increasing the battery storage size and can be varied in the model to fit the community’s needs.

3.3. FEW Indices

In order to establish a measure for the connection of the different FEW loads, three indices were used. In this research, the FEW nexus was analyzed on a community-scale through an energy lens, which relates the use of energy to food and water procurement: the Energy–Food (EF) and Energy–Water (EW) indices, respectively. Additionally, the Sustainable Energy (SE) index describes the potential RE coverage of the total energy demand of grid-connected FEW loads. The indices were calculated as examples for the FEW components that were presented in the case studies. For a more comprehensive analysis, it is suggested that all the relevant processes of food and water procurement in a community be included. The indices provide a simple and intuitive metric to inform the community on the level of their FEW security and allow for measuring potential improvements within the community, such as integrating RE.

3.3.1. Energy–Water (EW) Index

The Energy–Water (EW) index (based on [5,47]) is a measure for the relation of water and energy use tied to water procurement. Specifically, the EW index is determined by dividing the total water-related energy use by the total water use, as shown in Equation (7):

\[
EW = \frac{\text{Total Energy}_{\text{water-related use}}}{\text{Total Water}}
\]
This index was estimated for two communities, one in interior Alaska and one in southwestern Alaska, encompassing the electricity use of the central washateria building. Some communities may also use off-grid resources, such as wood or heating oil, to cover some of the demand. The total energy use was modeled and calibrated with select collected data, as discussed in Section 3.2. The total water consumption was estimated for each community based on the World Health Organization’s recommendation of 50 liters per person per day [48].

For the community in interior Alaska, the EW index is 21 Wh/L (0.021 kWh/L) and for the community in southwestern Alaska, it is 9 Wh/L (0.009 kWh/L). The substantial difference in the EW index for the observed communities is influenced by several factors. The community in southwestern Alaska, for instance, is located on the coast, with a more moderate climate and more regular solar resource. This leads to an overall lower heating and lighting load, which decreases the EW index since this energy use is associated with water treatment and distribution. Hence, this energy demand is allocated to the EW index, to give the community an understanding of how much energy is being used for water. Additionally, the community in interior Alaska is approximately half the size, in comparison, which may lead to a higher fixed energy demand per person and per quantity of water.

The EW index is not intended for a comparison between communities, as some differences are inherent to the location and other characteristics of the community, as is the case in the above example. The simplicity of the EW index allows the community to quickly estimate the energy use related to water, which can directly be connected to the cost of energy, first in the status quo and then monitor changes in the index after potential RE integration or energy efficiency measures. Consequently, the EW index can be used as a tool to make informed system improvements, such as implementing energy or water efficiency measures, as explored in Section 3.3.4.

3.3.2. Energy-Food (EF) Index

The Energy–Food (EF) index (based on [5,47]) relates the energy use of the food procurement process to the resulting food quantity. The EF index is calculated by dividing the energy required for food production by the resulting total food production, as presented in Equation (8):

\[
EF = \frac{\text{Total Energy}_{\text{food-related use}}}{\text{Total Food Yield}}
\]  

(8)

The presented food procurement case studies are a community-level greenhouse and a cold storage building. The EF indices for crop growth in the modeled greenhouse are shown in Table 1. The results use the assumptions stated in Section 2.1.1, and further in Appendix A.1, including crop yields for small-scale agriculture [49] and the respective duration until harvest (values in Table A2, Appendix A.1). The values in Table 1 are separated into different growing periods, depending on how long the greenhouse is used throughout the year. The 4-month growing period is the most optimal, as it is conducted during the summer months when artificial heating and lighting demand are the lowest (May to August). The 8-month period (March to October) makes use of the shoulder seasons to increase the total crop yield, whereas the 12-month period assumes a year-round operation.

The values in Table 1 differ substantially among the growth periods and the various crops. The latter is due to the inherent characteristics of the different crops that are factored into the EF index, such as the crop-specific duration until harvest (see Table A2 in Appendix A.1). The differences between the growth periods are due to seasonal changes. The most ideal growth period is limited to the summer months, thus extending the period into the shoulder seasons or into the winter substantially increases the heating and lighting requirements. Beyond this, the resulting EF indices for different crops and different greenhouse operation periods can be used to determine the utility of the greenhouse in comparison to imported produce from an energy use perspective. Since increased or
decreased energy use translates to increased or decreased costs, respectively, a simple economic comparison can then be made. This analysis focused on the energy use comparison through the EF indices, rather than the cost and qualitative benefits of locally grown foods.

Table 1. Crop yield and Energy–Food index for common produce, as calculated with the energy model for a community greenhouse in interior Alaska, considering the assumptions in Appendix A.1. The 4-month period is from May to August, and the 8-month period is from March to October. The cost of energy required per kWh is calculated for each growing period and for each crop in Table A3 in Appendix C.1.

| Crop      | 4-Month Period (kWh/kg) | 8-Month Period (kWh/kg) | 12-Month Period (kWh/kg) |
|-----------|--------------------------|-------------------------|--------------------------|
| Squash    | 4.6                      | 8.4                     | 13.2                     |
| Cucumber  | 5.1                      | 9.2                     | 14.6                     |
| Tomato    | 10.4                     | 18.8                    | 29.8                     |
| Eggplant  | 13.0                     | 23.5                    | 37.3                     |
| Potato    | 9.9                      | 17.9                    | 28.4                     |
| Lettuce   | 12.4                     | 22.4                    | 35.5                     |
| Broccoli  | 89.2                     | 161.3                   | 255.4                    |

The greenhouse energy demand is highest when the solar resource is lowest, resulting in substantial differences for solar PV penetration between the different growing periods. For instance, the 4-month growing period (during the summer) requires the least electrical energy while having the highest available solar resources. Consequently, for the most ideal 4-month growing period, the solar PV penetration (SE index in Section 3.3) of a 30-kW solar PV system without a battery energy storage system is approximately 40%. Extending the growing period to 8 months results in 19% solar PV penetration, while a year-round greenhouse operation reaches only 9% solar PV penetration.

The estimation for the cold storage energy use per amount of cooled product, also modeled with meteorological data from interior Alaska, is shown in Table 2.

Table 2. Cooling demand for community storage unit for different types of food. Meat, fruit, and vegetables can be easily exchanged with similar or other desired products in the model. Values are for a 283-m³ (10,000 ft³) community cold storage in interior Alaska.

| Food      | Energy–Food Index (Wh/kg) |
|-----------|---------------------------|
| Chicken   | 0.075                     |
| Beef      | 0.075                     |
| Fish      | 0.076                     |
| Blueberries | 0.094                  |
| Broccoli  | 0.090                     |

In order to relate the total yearly energy use of the cold storage unit to the amount of cooling product stored throughout one year, it is assumed the average residence time of a product in the cold storage unit is 3 months. The mentioned product types are considered to be representative for products refrigerated in the observed communities [50]. The differences between food types are comparably small. This is because the thermal properties of the cooled products [33,51,52] are similar, and the product cooling load represents only one component that contributes to the total cooling load.

The tables above show two important components of food procurement in rural Alaska communities, namely greenhouses and cold storage. These results encompass common crops and show the practical application of the proposed methods. Using the EF index as a simple and intuitive metric for the specific energy use of crops in a greenhouse can help the community compare different crops in terms of energy use and inferred cost.
of energy. The EF indices related to cold storage can help understand the energy use of refrigeration of certain foods. Additionally, these decisions must be considered in the context of availability, accessibility, and quality of the food, as well as the preference and the interests of the community.

3.3.3. Sustainable Energy (SE) Index

The Sustainable Energy (SE) index (based on [5]) is a measure for RE penetration, or the share of the FEW components’ energy demand covered by RE, as described in Equation (9):

$$\text{SE} = \frac{\text{Renewable Energy}}{\text{Total Energy Requirement}} \times \frac{\text{FEW Infrastructure}}{\text{Total Energy Requirement}}$$

The degree of RE integration depends on temporal, grid stability, and economic factors. Temporal factors include both the daily and seasonal overlap of demand and renewable generation, grid stability factors include the grid’s ability to absorb renewable generation, and economic factors include the capital, installation, maintenance, and operating costs of RE integration.

While solar and wind are studied here due to their relative ease of installation in a remote community, this analysis has shown that they are not always a good direct match for the demand of FEW loads. The results in Table 3 summarize the impact of RE in the case studies. The differences between the different FEW loads (e.g., greenhouse and cold storage) demonstrate that the effectiveness of renewable integration depends, to a large degree, on the demand side.

Table 3. Sustainable Energy (SE) index on a yearly basis for the computed case studies, tabulated by energy technology. Values for solar PV and wind turbines include a 100-kWh/100-kW battery energy storage system. The SE index shows the renewable penetration for each FEW load, allowing, for example, to see the same solar PV capacity achieves different renewable penetrations for different FEW drivers.

| FEW Load                  | Sustainable Energy Index |
|---------------------------|--------------------------|
| (Average Load, Region)    | Solar PV Capacity:       |
|                           | 10 kW                    |
|                           | 30 kW                    |
|                           | 50 kW                    |
| Greenhouse                | 3%                       |
| (18 kW, 167 m², Interior AK) | 9%                       |
|                          | 14%                      |
| Cold Storage *            | 79%                      |
| (2 kW, 280 m³, Interior AK) | 92%                      |
|                          | 96%                      |
| Water Treatment Plant     | 9%                       |
| (11 kW, Interior AK)      | 24%                      |
|                          | 31%                      |
| Fish Processing Plant     | 80.0%                    |
| and Community             | 80.7%                    |
| (3,070 kW, South-Central AK) | 80.7%                    |
| Wind Turbine Capacity     | 5 kW                     |
|                           | 15 kW                    |
|                           | 30 kW                    |
| Water Treatment Plant     | 21%                      |
| (8 kW, Southwestern AK)   | 49%                      |
|                           | 65%                      |

* Cold storage SE index is higher due to the average load of the cold storage being comparatively low. For the sake of comparison, the solar PV system is chosen to match those of the other FEW components in this table.

For example, in Table 3 the penetration for a 30-kW solar PV system (and 100-kW/100-kWh battery) achieves a 9% penetration for the year-round operated greenhouse and 24% penetration for the water treatment plant. For cold storage, the SE index is substantially higher because of two main reasons. The average load of the cold storage is smaller
compared to the greenhouse and the water treatment plant. Additionally, the seasonal and daily overlap of the cold storage energy demand with solar generation is ideal, as can be observed in Section 3.1.2. This example shows how solar PV can achieve a higher useful penetration when employed for the water treatment plant and cold storage, rather than for the community greenhouse. This simple approach can illustrate the advantages of one RE technology over another, allowing for a more informed decision-making process. It has to be mentioned that in the considered communities the FEW infrastructure can represent a large part of the total load. Additionally, the local utility may not allow for net-metering or any backflow into the main grid, justifying the RE integration being tailored to only specific elements of the grid. This latter aspect must be considered in the context of each community individually.

3.3.4. Indices Application Example

In order to better understand the novelty of the proposed method, an example is hereby presented. A community desires to increase FEW resilience and voices an interest in evaluating growing crops locally in a greenhouse with potential use of RE. With solar radiation data and temperature time series to account for the climate of the community, the research team may suggest a greenhouse size and potential energy efficiency retrofits compared to regular greenhouses. Based on the location, the land availability, and on the weather conditions, the research team evaluates the RE technologies. The results are presented to the community in terms of indices, for several RE types and sizes, in order to provide a simple and intuitive metric for understanding the impact of RE.

Under consideration of the community’s dietary preferences, the results may include the EF index, which provides the energy use of different types of crops (and can be easily translated from kWh/kg into USD/kg based on the cost of energy). Additionally, the community can be presented with suitable RE resources that can be compared using the SE index. In the presented case study, this could mean that solar PV and wind integration was evaluated. Wind power was discarded due to the community not having a good wind resource. The EDM shows an RE integration for solar PV of 3%, 9% and 14% for a solar PV system with 10 kW, 30 kW and 50 kW of nominal capacity, including a 100-kW/100-kWh battery, respectively, for a year-round operation of the greenhouse. An additional analysis shows that with a 30-kW solar PV system and greenhouse operation during the hottest summer months (May to August) or during the shoulder season (March to October), a renewable integration of 40% or 19%, respectively, can be achieved.

This process can be expanded to different FEW loads and can provide the community with tailored suggestions that account for the community’s needs and the available resources.

4. Conclusions and Key Takeaways

This analysis proposed a methodology to model the energy demand of several grid-connected FEW loads, as well as the modeling of commonly used RE sources. The discussed case studies show possible applications of this work by presenting the energy use of FEW loads and observing the influence of RE on those loads.

The adaptation and broader use of this methodology can increase the reliability and security of food, energy, and water (FEW) systems by providing quantitative insights into energy flows of FEW loads in communities. The results of this work illustrate the potential for the implementation of RE in remote Arctic communities to serve FEW loads. However, the findings highlight the need to analyze more diverse technologies to accommodate different types of FEW infrastructure.

The presented energy models based on a bottom-up approach are a useful and adaptable tool that can be applied not only to Arctic and Subarctic communities, but also to remote communities with islanded microgrids in other regions of the world. The Sustainable Energy (SE) index evaluates the penetration of RE for the respective FEW systems, allowing a measure for the effect of RE integration and, thus, for the suitability of different RE technologies. The Energy–Food (EF) and Energy–Water (EW) indices present the energy
use for several components of the supply chain for food and water. The indices present the relationship between energy and food and water, providing a measure to assess the advantages and/or shortcomings of FEW systems.

By highlighting and quantifying some of the FEW connections in a simple and intuitive manner, the energy distribution models and their indices provide a tool that can help the communities and utilities make informed community-level decisions and improve FEW security.

*Future Work*

The case studies selected in this analysis are a limited sample of the applications of the EDM and the indices. Future work may consider a higher diversity of energy technologies, such as heat pumps or biomass reactors. The methods and the resulting insights gained for the Alaska communities are applicable not only to other Arctic and Subarctic communities but also other remote islanded microgrid communities.

The analysis showed the importance of diurnal and seasonal patterns for both the demand and the energy resource. Consequently, demand-side dispatchability can provide additional flexibility to increase the RE penetration, as has been explored to a certain level in previous research work documented in this paper. Modeling in a higher temporal resolution may also provide a higher level of detail for the sizing and penetration of RE technologies. Additionally, considering the renewable penetration for the microgrid as a whole, rather than considering the respective elements separately, can provide deeper insight into the impact of RE on the community and its FEW infrastructure. The results of this work, including the outputs of the EDM models and more directly the FEW indices, are being used to inform a community level FEW security analysis based on four components (availability, access, preference, and quality) that will help remote islanded microgrid communities evaluate and determine the best paths to improve FEW security and reliability.
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**Appendix A. Energy Distribution Models**

Here, the energy requirements and modeling expressions for some of the essential FEW components in remote Arctic microgrids are discussed, namely, greenhouses, public water systems, and cold storage units.
Appendix A.1. Greenhouses

A greenhouse is a simple yet effective representation of the FEW interconnection, as it requires both energy and water for the proper growth of crops. The energy requirements of a greenhouse include heating, cooling, and artificial lighting. The methods in this paper assume the energy demand to be tied to specific times; however, dispatching loads optimally can provide improved integration with the community microgrid [30]. The heating and cooling load can primarily be categorized into three forms: conduction and convection, air infiltration/exchange, and evapotranspiration. Given the surface area of the greenhouse, volume, thermal properties of the construction material, and indoor–outdoor temperature difference, the three equations below can be used to estimate the total heat demand of a greenhouse [28]:

\[ Q_C = A \times U \times \Delta T \]  
\[ Q_{sa} = 3.4 \times 10^{-4} \times M \times V \times \Delta T \]  
\[ Q_{ev} = E \times F \times Q_s \]

In Equation (A1), ‘Q_C’ is the heat loss due to conduction (kW), ‘A’ is the total surface area of the greenhouse (m\(^2\)), ‘U’ is the total building envelope heat transmission coefficient (W/m\(^2\)/°C), and ‘\(\Delta T\)’ is the difference between inside and ambient temperature (°C). In Equation (A2), ‘Q_{sa}’ is the air exchange heat (kW), ‘M’ is the infiltration rate (1/h), ‘V’ is the greenhouse volume (m\(^3\)), and the volumetric heat capacity of air is \(3.4 \times 10^{-4}\) kWh/m\(^3\)/°C (0.018 BTU/ft\(^3\)/°F). The rate of air exchange between inside and outside is largely dependent on the quality and type of the greenhouse. Estimates of air exchanges per hour for different greenhouse construction systems are available in the literature [28]. In Equation (A3), ‘Q_{ev}’ is the evapotranspiration heat exchange between the plants and the air (kW), ‘E’ is the ratio of evapotranspiration to solar radiation, ‘F’ is the floor use factor or the ratio of ground covered by plants to the total ground area, and ‘Q_s’ is the solar gain (kW) [28].

During the hot summer days, natural sunlight can be used to offset some (or all) of the energy requirements of a greenhouse. Heat from the sun (passive heating) incident on a greenhouse is quantified in [28] as follows:

\[ Q_s = T \times I_s \times A_f \]  

where ‘Q_s’ is the solar gain (kW), ‘T’ is the transmittance of the greenhouse cover to solar radiation, ‘I_s’ is the intensity of solar radiation incident on the greenhouse surface (kW/m\(^2\)), and ‘A_f’ is the area of the greenhouse footprint (m\(^2\)). The transmittance, which is dependent on the solar altitude angle, is a measure for the fraction of incident solar energy that reaches the greenhouse [28].

Artificial lighting requirements depend on the location and on the lighting requirements of the crops. The daily light integral (DLI) is a measure for the total daily photosynthetically active radiation (PAR), as a function of instantaneous light intensity (\(\mu\)mol/m\(^2\)/s) [53]. The amount of necessary artificial lighting can be defined according to Equation (A5) [7], where one mol/m\(^2\)/day is equal to approximately 160 Wh/m\(^2\)/day, assuming the artificial lighting is placed 25 cm above the crops:

\[ AL = \frac{DLI_{min} - DLI}{DLI_{min}} \times h_{AL} \times W_{m2} \times A_f \]  

where ‘AL’ is the artificial lighting (Wh/day), ‘DLI_{min}’ is the minimum DLI requirement of the crops (1100 Wh/m\(^2\)/day photosynthetically active radiation, approximately 18 mol/m\(^2\)/day [54]), ‘DLI’ is the available daily sunlight insolation (Wh/m\(^2\)/day), ‘h_{AL}’ is the number of hours AL is required (h), ‘W_{m2}’ is the area-specific lighting power (170–270 W/m\(^2\) based on literature [7,55]), and ‘A_f’ is the greenhouse footprint surface area (m\(^2\)). The available sunlight was corrected with a factor of 0.41, which represents the average percentage (41%) of solar radiation in a useful wavelength spectrum for plants.
(Photosynthetically Active Radiation) [56]. Additionally, the sunlight was corrected to account for the transmissivity of the greenhouse (estimated to be 0.8 [57]). If artificial light is required, the emitted heat must be added to the overall heat gain presented earlier in this section. Additional measures for crop growth optimization, including CO₂-pumping, are beyond the current scope, but can be incorporated in future steps.

Heat loss via conduction through the greenhouse envelope can be characterized by U-values of typical construction found in the literature [29,58]. These are presented in Table A1. To model energy efficiency improvements, a sensitivity analysis was performed for various characteristics. Night insulation, using window shades, is added to the model, which reduces the U-value by 1.1 W/m²/K (0.2 BTU/h/ft²/°F) for all walls with windows (south, east, and west). Triple-pane windows were also modeled, with a U-value of 1.87 W/m²/K (0.33 BTU/h/ft²/°F). The air-exchange value ‘M’ in Equation (A2) was set to 1.5 /h [28].

| North-facing wall (insulated plywood composite) | 1.1 (0.2) |
| South-facing wall (double-pane window) | 2.8 (0.5) |
| East-facing wall (double-pane window) | 2.8 (0.5) |
| West-facing wall (double-pane window) | 2.8 (0.5) |
| Floor (concrete, 20 cm + 5 cm polystyrene) | 0.6 (0.1) |
| Ceiling (double-pane window) | 2.8 (0.5) |

Table A1. U-values for Greenhouse building model in interior Alaska [29,58].

Table A2 shows the tabulated average duration from seed to harvest and the yield for high-tunnel crops presented in the EF index in Section 3.3.2.

| Crop        | Duration [days] | Source | Yield [kg/m²] | Source |
|-------------|----------------|--------|---------------|--------|
| Squash      | 70             | [59]   | 22            | [49]   |
| Cucumber    | 60             | [59]   | 17            | [49]   |
| Tomato      | 70             | [60]   | 10            | [49]   |
| Eggplant    | 70             | [59]   | 8             | [49]   |
| Potato      | 50             | [59]   | 7             | [49]   |
| Lettuce     | 50             | [61]   | 6             | [49]   |
| Broccoli    | 120            | [62]   | 2             | [49]   |

Appendix A.2. Public Water Systems

Public water treatment plants (WTP) are very important for remote communities in Alaska with restricted access to potable water. WTPs need heat and electricity all year long. The heat requirements are mostly building heating, pipe heating to keep the water from freezing, and adding heat to raw water. The electricity demand is composed of pumps, motors, control systems, lighting, laundromat (washateria) equipment, and HVAC loads. These heating and electric loads are not only directly related to water procurement and treatment but include the loads of the infrastructure around water distribution. Including all the relevant loads is important to make a complete analysis of the energy demand related to water use.

These loads are highly individual for different communities and are influenced by the population size, the climate, the distribution method (centralized water hauling or piped
water distribution system) and ultimately depend on the locally available infrastructure. The heat requirement of the building can be described by Equation (A6) [63]:

\[ Q = U \cdot A_B \cdot \Delta T \]  

(A6)

where ‘Q’ is the heating demand (W), ‘u’ is the heat transfer coefficient of the building (W/m\(^2\)/°C), ‘A\(_B\)’ is the building surface area (m\(^2\)), and ‘\(\Delta T\)’ is the temperature difference inside the building compared to ambient.

The approach to compute the hourly electricity demand is based on available monthly electrical consumption data from Alaska Native Tribal Health Consortium community reports [32].

Appendix A.3. Cold Storage Systems

Cooling and freezing loads are a requirement for the storage of produce, fish, and wild-game meat that are an essential part of the lifestyle in remote Alaska communities. The demand associated with cooling and freezing can be divided into four main types of heat loss: transmission, product cooling, infiltration, and a miscellaneous load (people, lights, machinery) [33]. The transmission losses are dependent on the temperature difference ‘\(\Delta T\)’ (°C), the surface area ‘A’ of the room or the storage unit surface area (m\(^2\)), as well as the overall heat transfer coefficient ‘U’ (W/m\(^2\)/°C), as defined in Equation (A7) [33]:

\[ Q_T = U \cdot A \cdot \Delta T \]  

(A7)

where ‘Q\(_T\)’ is the heat loss (W). If the cold storage unit is exposed to direct solar radiation, the effect of solar heating should be accounted for by adding 4 °C to the ambient temperature for east and west walls, and 3 °C for southern walls, assuming medium-colored surfaces such as dark cement [33].

The heat load resulting from infiltration (e.g., opening and closing of doors) can be estimated with Equation (A8) [64]:

\[ Q_C = V \cdot A_C \cdot H_m \]  

(A8)

where ‘Q\(_C\)’ is the infiltration heat loss (W), ‘V’ is the volume of the cold storage, ‘A\(_C\)’ is the total air changes per hour, and ‘H\(_m\)’ is the heat loss per volume (W/m\(^3\)), which is dependent on the temperature difference. Literature values for H\(_m\) and A\(_C\) for different room sizes are provided in [64].

The load resulting from cooling the product undergoes three stages for cooling down to the freezing point, latent heat load, and further cooling until the desired temperature. This process can be described by the following three equations [33]:

\[ Q_{\text{fresh/cooling}} = M \cdot C_{p,\text{fresh}} \cdot (T_1 - T_\text{freeze}) / 3600 \]  

(A9)

\[ Q_{\text{freezing}} = M \cdot h_{\text{latent}} / 3600 \]  

(A10)

\[ Q_{\text{ev}} = E F Q_s \]  

(A11)

where Q\(_{\text{fresh/cooling}}\), Q\(_{\text{freezing}}\), and Q\(_{\text{frozen/cooling}}\) are the heat loss of the three respective stages of cooling (Wh). ‘M’ is the product mass (kg), ‘C\(_{p,\text{fresh}}\)’, ‘h\(_{\text{latent}}\)’, and ‘C\(_{p,\text{frozen}}\)’ are the specific heat capacities before freezing, latent heat coefficient, and after freezing (J/kg/°C), respectively, and 3600 is to convert Joules to Watt-hours. ‘T\(_1\)’ and ‘T\(_2\)’ are the initial temperature and the desired end temperature of the product (°C). As the product must only be cooled to the desired temperature once refrigerated, the total product cooling load is distributed as average load for the duration of the estimated residency of the product (3 months).
Miscellaneous heat losses are related to all effects not included in the previously mentioned heat losses. Equations (A12) and (A13) represent the heat gains from motors and lamps (Q_s), such as the heat gains from building occupants (Q_P), respectively [64]:

$$Q_s = (n_m \cdot P_m \cdot t_m \cdot h_m) + (n_L \cdot P_L \cdot t_L \cdot C_L)$$ \hspace{1cm} (A12)

where ‘Q_s’ is the heat released (Wh) by motors (m) and lamps (L), ‘n’ is the number of devices, ‘P’ is the power rating (W), ‘t’ is the operating duration (h), ‘h_m’ is the fraction of the power draw that is released as heat, and ‘C_L’ is the thermal power released per electrical power rating (W_{heat}/W_{el., rating}) [64]:

$$Q_P = n_P \cdot t_P \cdot H_e$$ \hspace{1cm} (A13)

where ‘Q_P’ is the heat released by building occupants (Wh), ‘n_P’ is the number of occupants, ‘t_P’ is the working hours (h), and ‘H_e’ is the heat equivalent (Wh/h/person). Approximations for H_e are given in the literature [64] (for a temperature of –5 °C, this corresponds to 300 Wh/h/person).

Appendix B. Generation Models

The available power from renewable sources was simulated in MATLAB® Simulink®, by developing energy resource models. Alaska has experienced a rise in the implementation of renewable power technologies, the most common of which are solar, wind, and hydropower [20]. The following sections describe the modeling for the mentioned RE resources and the resulting power output.

Appendix B.1. Solar PV Model

The solar photovoltaic (PV) model calculates the available DC and AC power from a solar array. Equation (A14) shows the calculation for the AC power output, P_{AC}, in kW [34], based on Equation (1):

$$P_{AC} = P_{DC} \cdot \eta_{conversion}$$ \hspace{1cm} (A14)

where ‘P_{DC}’ is the generated DC power, and ‘\eta_{conversion}’ is the converter efficiency. The latter accounts for the inverter efficiency, surface dust losses, shading (including snow), losses associated with finding the maximum power point (MPPT), and generic module mismatch losses. Even during ideal conditions, these losses can be up to 20% [29]. The cell temperature T_C can be calculated according to equation (A15) [29]:

$$T_C = T_{amb} + \left(\frac{NOCT - 20^\circ}{0.8}\right) \cdot G$$ \hspace{1cm} (A15)

where ‘T_{amb}’ is the ambient temperature (°C), and ‘NOCT’ is the normal operating cell temperature (°C), which is the cell temperature for 20°C ambient temperature, 800 W/m² irradiance and 1 m/s wind speed. The total irradiance incident on the collector ‘G’ is calculated as the sum of the direct beam component, ‘E_b’, the ground reflected irradiance, ‘E_g’, and the diffuse irradiance component, ‘E_d’, which are shown in Equations (A16), (A17), and (A18) [29]:

$$E_b = DNI \cdot \cos(\theta)$$ \hspace{1cm} (A16)

$$E_g = GHI \cdot \text{albedo} \cdot \frac{(1 - \cos(\theta_{tilt}))}{2}$$ \hspace{1cm} (A17)

$$E_d = DHI \cdot \frac{(1 + \cos(\theta_{tilt}))}{2}$$ \hspace{1cm} (A18)

where ‘\theta’ is the angle of incidence from the normal (degrees), ‘\theta_{tilt}’ is the collector tilt, ‘DNI’ is the direct normal irradiance (W/m²), ‘GHI’ is the global horizontal irradiance(W/m²), and ‘DHI’ is the diffuse horizontal irradiance (W/m²). ‘albedo’ is the fraction of GHI
which is reflected from the surface areas surrounding the solar PV installation. In Alaska, due to cold temperatures (higher module efficiency) and the high albedo, due to snow covering the ground, the months of April and May are characterized by high solar gains. The necessary model inputs include the ambient temperature $T_{\text{amb}}$ and the respective irradiance components.

Appendix B.2. Wind Power Model

The necessary inputs to the model are the wind power curve, the air density $\rho$, the swept area $A$, and the wind speed $v$, as described in Equation (2).

The power curve used for the wind turbine model is presented in Figure A1 and shows the power output depending on the wind speed at hub height [35,41].

![Figure A1. Example power curve for a 15-kW wind turbine [40].](image1)

Appendix B.3. Diesel-Electric Generator Model

The diesel-electric generator was modeled to cover the load which could not be covered by renewable generation and the battery electric storage. In order to determine the fuel usage of the diesel-electric generators, a fuel curve must be input into the model. The fuel use of a diesel-electric generator is described as the fuel usage per hour for a specific loading (electric output) on the generator. Figure A2 shows an example of a fuel curve for a 1285-kW diesel-electric generator.

![Figure A2. Example fuel curve for diesel-electric generator, based on CAT3516B with 1285-kW nominal capacity [65].](image2)
Appendix C. Additional Information

Appendix C.1. Food–Energy Index Economic Data

Table 1 in Section 3.3.2 presents the energy usage per weight of produce from the greenhouse, for different growing periods throughout the year. The energy information is complemented with the cost of energy in Table A3, in order to provide a more relatable measure for the cost of produce. The information is calculated according to 2020 electricity prices for the observed community [66] and assuming no RE generation, 1 kWh costs USD 0.7.

| Crop     | 4-Month Period (kWh/kg) | 8-Month Period (kWh/kg) | 12-Month Period (kWh/kg) |
|----------|-------------------------|-------------------------|--------------------------|
| Squash   | 4.6                     | 8.4                     | 13.2                     |
| Cucumber | 5.1                     | 9.2                     | 14.6                     |
| Tomato   | 10.4                    | 18.8                    | 29.8                     |
| Eggplant | 13.0                    | 23.5                    | 37.3                     |
| Potato   | 9.9                     | 17.9                    | 28.4                     |
| Lettuce  | 12.4                    | 22.4                    | 35.5                     |
| Broccoli | 89.2                    | 161.3                   | 255.4                    |

Table A3. Crop yield and Energy–Food index for common produce, as calculated with the energy model for a community greenhouse in interior Alaska. The 4-month period is from May to August, the 8-month period is from March to October. The cost of electricity is added to provide a simple measure for the cost of local production. For the sake of simplicity, electric resistance heating is assumed; a heat pump or other heating means might strongly reduce the energy cost of the product.

Appendix C.2. Microgrid Model

Figure A3 shows a conceptual diagram for the elements of a microgrid EDM. In this example, the intermittent and firm energy resources, combined with different energy storage technologies, cover the different types of loads in the community microgrid. Some loads may be interruptible or dispatchable, allowing for a more flexible use of the RE resources [23].

Figure A3. Microgrid EDM conceptual diagram showing the intermittent renewable intermittent and firm energy sources, as well as possible storage systems that serve the various loads of a community.
Appendix D. Daily Profile of FEW Models

The daily profile of each of the main FEW loads are presented here. This helps the further understanding of the importance and the comparison of the daily profile of the FEW loads and the renewable generation technology considered for each of the loads. For the greenhouse load in Figure A4, the seasonal mismatch between load and solar PV generation can be observed.

Figure A4. Daily profile at season change dates for Greenhouse in Interior and a 10-kW solar PV.

In Figure A5 the match of solar PV generation and cold storage load can be observed as they vary similarly through the seasons.

Figure A5. Daily profile at season change dates for cold storage in interior Alaska and a 10-kW solar PV.
Figure A6 shows how the wind resource is less seasonally predictable compared to the solar resource. Additionally, the nature of wind generation can be observed in comparison to the load of the water treatment plant, which highlights the importance of a battery storage system, in order to displace potential excess wind generation.

**Figure A6.** Daily profile at season change dates for water treatment plant in southwestern Alaska and a 15-kW wind turbine.
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