Applying Spectral Clustering for Chinese Word Sense Induction
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Abstract
Sense Induction is the process of identifying the word sense given its context, often treated as a clustering task. This paper explores the use of spectral cluster method which incorporates word features and n-gram features to determine which cluster the word belongs to, each cluster represents one sense in the given document set.

1 Introduction
Word Sense Induction (WSI) is defined as the process of identifying different senses of a target word in a given context in an unsupervised method. It’s different from word sense disambiguation (WSD) in that senses in WSD are assumed to be known. The disadvantage of WSD is that it derives the senses of word from existing dictionaries or other corpus and the senses cannot be extended to other domains. WSI can overcome this problem as it can automatically derive word senses from the given document set, or a specific domain.

Many different approaches based on co-occurrence have been proposed so far. Bordag (2006) proposes an approach that uses triplets of co-occurrences. The most significant co-occurrences of target word are used to build triplets that consist of the target word and its two co-occurrences. Then intersection built from the co-occurrence list of each word in the triplet is used as feature vector. After merging similar triplets that have more than 80% overlapping words, clustering is performed on the triplets. Triplets with fewer than 4 intersection words are removed in order to reduce noise.

LDA model has also been applied to WSI (Brody and Lapata, 2009). Brody proposes a method that treats document and topics in LDA as word context and senses respectively. The process of generating the context words is as follows: first generate sense from a multinomial distribution given context, then generate context words given sense. They also derive a layered model to incorporate different kind of features and use Gibbs sampling method to solve the problem.

Graph-based methods become popular recently. These methods use the co-occurrence graph of context words to obtain sense clusters based on sub-graph density. Markov clustering (MCL) has been used to identify dense regions of graph (Agirre and Soroa, 2007).

Spectral clustering performs well on problems in which points cluster based on shape. The method is that first compute the Laplace matrix of the affinity matrix, then reform the data points by stacking the largest eigenvectors of the Laplace matrix in columns, finally cluster the new data points using a more simple clustering method like k-means (Ng et al., 2001).

2 Methodology
Our approach follows a common cluster model that represents the given context as a word vector and later uses a spectral clustering method to group each instance in its own cluster.

Different types of polysemy may arise and the most significant distinction may be the syntactic classes of the word and the conceptually different senses (Bordag, 2006). Thus we must extract the features able to distinguish these differences. They are:
Local tokens: the word occurring in the window \(-3 \rightarrow +3\);

Local bigram feature: bigram within \(-5 \rightarrow +5\) Chinese character range;

The above two features model the syntactic usage of a specific sense of a Chinese word.

Topical or conceptual feature: the content words (postagged as noun, verb, adjective) within the given sentence. As the sentence in the training set seems generally short, a short window may not contain enough information.

We represent the words in a 0-1 vector according to their existence in a given sentence. Then the similarity measure between two given sentences is derived from their cosine similarity. We find that it is difficult to define the relative importance of different types of features in order to combine them in one vector space, and find that ignoring weight achieve better result. Brody (2009) achieves this in LDA model through a layered model with different probability of feature given sense.

Later we use a spectral clustering method from R kernlab package (Karatzoglou et al., 2004) which implements the algorithm described in (Ng et al., 2001). Instead of using the Gaussian kernel matrix as the similarity matrix we use the cosine similarity derived above.

One observation is that instances with the same target word sense often appear in the same context. However, for some verb in Chinese, it is often the case that one sense relates to a concrete object while the other relates to a more broad and abstract concept and the context varies considerably. Simple word co-occurrence cannot define a good similarity measure to group these cases into one cluster. We must consider semantic relatedness measures between contexts.

3 Performance

Our system performs well on the training set. Two methods are used to evaluate the performance under different features.

| method       | precision | recall | F-score |
|--------------|-----------|--------|---------|
| Purity-based | 81.11     | 83.19  | 81.99   |
| B-cubed      | 74.41     | 76.51  | 75.33   |

Table 1: The performance of training set

4 Conclusion

Our experiment in the Chinese word sense induction task performs good with respect to the relative small corpus (only the training set). But only considering token co-occurrence cannot achieve better result. Moreover, it is difficult to define a similarity measure solely based on lexicon information with no regard to semantic relatedness. Finally, combining different types of features seems to be another challenge in our model.
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