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Abstract—Recursive least squares (RLS) algorithms were once widely used for training small-scale neural networks, due to their fast convergence. However, previous RLS algorithms are unsuitable for training deep neural networks (DNNs), since they have high computational complexity and too many preconditions. In this paper, to overcome these drawbacks, we propose three novel RLS optimization algorithms for training feedforward neural networks, convolutional neural networks and recurrent neural networks (including long short-term memory networks), by using the error backpropagation and our average-approximation RLS method, together with the equivalent gradients of the linear least squares loss function with respect to the linear outputs of hidden layers. Compared with previous RLS optimization algorithms, our algorithms are simple and elegant. They can be viewed as an improved stochastic gradient descent (SGD) algorithm, which uses the inverse autocorrelation matrix of each layer as the adaptive learning rate. Their time and space complexities are only several times those of SGD. They only require the loss function to be the mean squared error and the activation function of the output layer to be invertible. In fact, our algorithms can be also used in combination with other first-order optimization algorithms without requiring these two preconditions. In addition, we present two improved methods for our algorithms. Finally, we demonstrate their effectiveness compared to the Adam algorithm on MNIST, CIFAR-10 and IMDB datasets, and investigate the influences of their hyperparameters experimentally.
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I. INTRODUCTION

D eepl learning (DL) is an important branch of machine learning based on deep neural networks (DNNs), such as feedforward neural networks (FNNs), convolutional neural networks (CNNs), recurrent neural networks (RNNs) and long short-term memory networks (LSTMs) [1]. By using multiple layers of linear or nonlinear processing neurons for feature extraction and transformation, DL can directly learn representations of raw data with multiple levels of abstraction [2]. Over the past decade, DL has succeeded in many fields, including computer vision [3], speech recognition [4], natural language processing [5], recommender system [6], healthcare [7], etc. However, there are still many challenges in DL. One of the most difficult challenges is the parameter optimization problem of DNNs. During the training process, the optimization often suffers from many difficulties, such as local minima, saddle points, vanishing or exploding gradients, ill-conditioning, and long-term dependencies [1]. It is quite common to take some days to weeks for training a large-scale DNN in practice. With DNNs and datasets growing rapidly in size, the optimization problem has become a serious bottleneck blocking the widespread usage of DNNs, and thus has received more and more research interest. Currently, there are two main categories of optimization algorithms to address this problem, that is, first-order and second-order algorithms.

First-order algorithms mainly use the first-order gradient information to update the parameters of DNNs iteratively. Among these algorithms, stochastic gradient descent (SGD) [8] is probably the most widely used one. At each iteration, SGD randomly selects a minibatch from the training dataset and calculates the average gradient for training DNNs. Although this learning mode makes SGD able to reduce the training time of DNNs, especially when the training dataset is very large, SGD still has two main drawbacks. One drawback is that the convergence of SGD is slow. In order to tackle this issue, several SGDs with momentum [9] have been suggested. They accumulate a decaying sum of the gradients into a momentum vector to update parameters. The other drawback is that the learning rate of SGD is fixed and unrobust. In the face of this, some modifications of SGD with adaptive learning rate have been developed. The most popular algorithms of this type mainly include AdaGrad [10], RMSProp [11] and Adam [12]. By accumulating the squared gradients to design the adaptive learning rate, AdaGrad performs larger updates in the more gently sloped directions. RMSProp can be viewed as an improved algorithm of AdaGrad. It replaces the squared gradient accumulation with an exponentially weighted moving average, and is more suitable for training DNNs. Adam is established on the adaptive estimates of first-order and second-order moments, which employ momentums and the moving average squared gradients, respectively. Therefore, Adam can also be viewed as a hybrid of RMSProp and SGDs with momentum. In practice, these modified algorithms have been proven more effective than SGD. However, they sometimes lead to worse generalization performance [13].

Second-order algorithms typically use the second-order derivatives of the loss function to speed up the training of DNNs [14]. The best known second-order algorithm should be the Newton’s algorithm [15]. By using the curvature information, in the form of the Hessian, to rescale the gradients,
it can jump to the minimum in far fewer steps than first-order algorithms. However, it has two severe problems for training DNNs. One problem is that the Hessian is often not positive definite, since the loss function of DNNs is generally nonconvex. This problem is often tackled by means of regularization methods [1]. The other problem is that it requires computing the Hessian and the inverse Hessian at each update. The recent advances for this problem can be roughly categorized into Hessian-free algorithms, stochastic Gaussian-Newton algorithms, stochastic quasi-Newton algorithms and trust region algorithms [16]. The first type often uses the finite differences method to compute Hessian-vector products, and then uses the linear conjugate gradient method to obtain the search direction [17], [18]. The second type, such as the K-FAC algorithm [19] and the K-FRA algorithm [20], uses the block-diagonal approximation of the Hessian to reduce the computational cost. The third type mainly uses the L-BFGS method to approximate the inverse Hessian [21], [22]. The last type determines the search direction by minimizing the quadratic approximation around the current solution with the norm constraints [23]. These algorithms have been proven more effective than first-order algorithms. Nevertheless, they mostly require tens to hundreds of iterations at each update, and thus are still expensive. In addition, most of them can only be used for training some specific types of DNNs.

The above algorithms are based on nonlinear optimization techniques, which generally have some intrinsic drawbacks such as slow convergence or intensive computation. As we know, the computational model of an artificial neuron can be decomposed into a linear affine part and a nonlinear activation part. Intuitively, if we can calculate the output loss of the linear affine part, we will be able to employ linear optimization techniques for training DNNs. In fact, in the era of neural network connectionism, there had been many linear optimization algorithms, which mostly used the linear output loss to replace the activation output loss for backward propagation, and used the linear or recursive least squares methods to update the parameters of neural networks layer by layer [24]–[34]. Compared with the steepest gradient descent algorithm, they exhibit extremely fast convergence. However, they are unsuitable for training DNNs, since they have many drawbacks. Firstly, they require the activation function of each layer to be invertible and even to be piecewise linear [29], [30]. Secondly, they use the individual sample learning rather than the minibatch learning, and thus can’t scale to large datasets. Thirdly, most of them are designed for training FNNs, and only a few are designed for training RNNs [31]. Lastly, most of them have high computational and space complexity, and some of them even require preserving one inverse autocorrelation matrix for each neuron [29], [33], [34]. As a result, the linear or recursive least squares methods seem to have been forgotten in DL. Whereas, in striking contrast, they are full of vigor and vitality in extreme learning machines, which are a special type of neural networks without training hidden neurons [35]–[39]. Perhaps it is time to revisit them for training DNNs.

In this paper, we focus on the recursive least squares (RLS) method for training DNNs, since it is more suitable for online learning than the linear least squares method. We propose three stochastic RLS optimization algorithms for training FNNs, CNNs and RNNs (including LSTMs), respectively. Our contributions mainly include the following five aspects: 1) Our algorithms use the popular minibatch mode for training DNNs. In order to achieve this, we present an average-approximation RLS method, which uses the average values of minibatch inputs to update the inverse autocorrelation matrix of each layer. 2) Our algorithms provide a novel equivalent method to define the gradients of the least squares loss function with respect to (w.r.t.) the linear outputs of hidden layers. By using the equivalent gradients, we can easily derive the least squares solutions of the parameters of each hidden layer, without requiring the activation function of any hidden layer to be invertible. 3) Our algorithms are simple and easy to implement. We convert them into a special form of SGD, which uses the mean squared error (MSE) between actual linear outputs and desired linear outputs as the loss function and uses the inverse autocorrelation matrix of each layer as the adaptive learning rate. 4) Our algorithms have fast convergence and low time complexity. Their convergence performance is superior to that of Adam, and their time and space complexities are only several times those of the conventional SGD algorithm. 5) Lastly, we discuss some possible improvements and present two improved methods for our algorithms.

The rest of this paper is organized as follows. In Section II, we review the mathematical models of the four most popular types of DNNs and introduce some notations. In Section III, we introduce the derivation of the RLS optimization for FNNs in detail. In Section IV, we also introduce the derivation of RLS optimization for CNNs and RNNs, respectively. In Section V, we analyze the complexities of our proposed algorithms, and present two improved methods. In Section VI, we verify the effectiveness of our proposed algorithms through three experiments, and investigate the influences of hyperparameters on the performances of our proposed algorithms. Finally, conclusions are summarized in Section VII.

II. DEEP NEURAL NETWORKS

In this section, for facilitating the derivation of our proposed algorithms, we briefly review the mathematical models of FNNs, CNNs, RNNs and LSTMs, respectively. In addition, we introduce some notations used in this paper.

A. Feedforward Neural Networks

An FNN generally consists of several fully-connected (FC) layers. In this paper, we consider all types of DNNs with L layers, wherein the 0th layer is the input layer, and the Lth layer is the output layer. Let \( N_l, W_{l-1} \in \mathbb{R}^{N_{l-1} \times N_l}, b_{l-1} \in \mathbb{R}^{N_l} \) and \( f_l(\cdot) \) denote the number of neurons, the weight matrix, the bias vector and the activation function of the lth layer in an FNN at step s, respectively. Give a minibatch training dataset \( \{ (Y_{s,0}, Y_{s}^*) \} Y_{s}^* \in \mathbb{R}^{M \times N_0}, Y_{s} \in \mathbb{R}^{M \times N_L}, s \geq 1 \}, \) where \( Y_{s}^* \) is the input matrix of the FNN at step s, \( Y_{s}^* \) is the corresponding desired output matrix, and \( M \) is the minibatch size. Then, the structure of an FC layer in an FNN can be illustrated in Fig. 1(a), where \( \text{neuron}_{j}^{l} \) denotes the jth neuron, \( Y_{s}^{l-1} \in \mathbb{R}^{M \times N_{l-1}}, Z_{s} \in \mathbb{R}^{M \times N_l} \) and \( Y_{s}^l \in \mathbb{R}^{M \times N_l} \) are the matrices of...
the inputs from the preceding layer, the actual linear outputs and the actual activation outputs, respectively. Note that the above notations also have the same or similar meanings when they are used in CNNs, RNNs and LSTMs.

At each step, FNNs usually use the forward propagation of inputs to calculate actual activation outputs, and then use the backward propagation of errors to update parameters [2]. From Fig. 1(a), the forward propagation of each layer can be described as

$$Y^l_s = f_i(Z^l_s) = f_i(Y^{l-1}_s W^{l-1}_s + 1 \times (b^{l-1}_s)^T)$$

where $l = 1, \cdots, L$, $1 \in \mathbb{R}^M$ is the all-ones vector, $T$ is the transposition, and $Z^l_s = Y^{l-1}_s W^{l-1}_s + 1 \times (b^{l-1}_s)^T$. For brevity and clarity, we use the augmented matrices to rewrite (1) as

$$Y^l_s = f_i(Z^l_s) = f_i(X^l_s \Theta^l_{s-1})$$

where $X^l_s = [Y^{l-1}_s, 1]$, $\Theta^l_{s-1} = [(W^{l-1}_s)^T, b^{l-1}_s]^T$ and $Z^l_s = X^l_s \Theta^l_{s-1}$. After forward propagation by layer, FNNs backpropagate the errors between $Y^L_s$ and $Y^*_s$, and update $\{\Theta^l_{s-1}\}_{l=1}$ to $\{\Theta^l_{s-1}\}_{l=1}$ with an optimization algorithm.

### B. Convolutional Neural Networks

A CNN generally consists of some convolutional (CONV), pooling and FC layers. Since FC layers in CNNs have the same learning mode as in FNNs and pooling layers usually has no learnable parameters, we only review the mathematical model of CONV layers in this subsection. Suppose that all CONV layers perform the two-dimensional convolution. Let $C_l$, $U_l$, $V_l$, $\tilde{H}_l$, $\tilde{W}_l$, $\tilde{K}_{l-1} \in \mathbb{R}^{C_{l-1} \times C_l \times \tilde{H}_l \times \tilde{W}_l}$ and $b_{l-1} \in \mathbb{R}^{C_l}$ denote the number of output channels, the height of output channels, the width of output channels, the filter (or kernel) height, the filter width, the filter tensor and the bias vector of a CONV layer at step $s$, respectively. Give a minibatch training dataset $\{(Y^0_s, Y^*_s) | Y^0_s \in \mathbb{R}^{M \times C_0 \times \tilde{H}_0 \times \tilde{W}_0}, Y^*_s \in \mathbb{R}^{M \times N_0}\}_{s=1}$. where $Y^0_s$ is the input tensor of the CNN at step $s$, and $Y^*_s$ is the corresponding desired output matrix. Then, the structure of a CONV layer can be illustrated in Fig. 1(b), where neuron$^l_{s,u,v}$ denotes the neuron in the $u^{th}$ row and the $v^{th}$ column of the $l^{th}$ output channel. $Y^{l-1}_s \in \mathbb{R}^{M \times C_{l-1} \times \tilde{H}_{l-1} \times \tilde{W}_{l-1}}$, $Z^l_s \in \mathbb{R}^{M \times C_l \times \tilde{H}_l \times \tilde{W}_l}$ and $Y^*_s \in \mathbb{R}^{M \times C_l \times U_l \times V_l}$ are the tensors of the inputs, the actual outputs and the actual activation outputs, respectively, and $R^{l-1}_{s(m,u,v)} \in \mathbb{R}^{H_l \times W_l}$ denotes the receptive field in the $s^{th}$ input channel to neuron$^{l-1}_{u,v}$.

From Fig. 1(b), $R^{l-1}_{s(m,u,v)}$ is fully connected to neuron$^{l-1}_{u,v}$, where “$\cdot$” denotes all elements in the specified dimension. Thus, for derivational convenience in Section IV.A, we formulate the forward propagation of the CONV layer in a form similar to that of the FC layer. According to the definition of the CONV operation [1], $R^{l-1}_{s(m,u,v)}$ is defined as

$$R^{l-1}_{s(m,u,v)} = Y^{l-1}_{s(m,u,v)} = Y^{l-1}_{s(m,u,v)} = \hat{Y}^{l-1}_{s(m,u,v)} = \hat{Y}^{l-1}_{s(m,u,v)} \cdot \Theta^{l-1}_{s(m,u,v)} \cdot \Theta^{l-1}_{s(m,u,v)} \cdot \Theta^{l-1}_{s(m,u,v)}$$

where flatten($\cdot$) denotes reshaping the given tensor into a column vector. Similarly, reshape $K^{l-1}_{s-1}$ as $\tilde{K}^{l-1}_{s-1} \in \mathbb{R}^{C_{s-1} \times H_l \times W_l}$, where $\tilde{K}^{l-1}_{s-1} \in \mathbb{R}^{C_{s-1} \times H_l \times W_l}$ is defined as

$$\tilde{K}^{l-1}_{s-1} = \operatorname{flatten}(K^{l-1}_{s-1})$$

Then, the actual activation outputs of each CONV layer are calculated as

$$Y^l_s = f_i(Z^l_s) = f_i(X^l_s \Theta^l_{s-1})$$

where $X^l_s = [\hat{R}^{l-1}_{s(m,u,v)} \cdot \Theta^{l-1}_{s-1}]^T$, $\Theta^l_{s-1} = [(\tilde{K}^{l-1}_{s-1})^T, b^{l-1}_s]^T$ and $Z^l_s = X^l_s \Theta^l_{s-1}$. $\Theta^l_{s-1}$ is generally updated by $\Theta^l_{s}$ using the backward propagation of errors as well.

### C. Recurrent Neural Networks

A stacked RNN generally consists of several recurrent (RECUR) layers and one FC layer. Unlike FNNs and CNNs, RNNs are mainly used for processing sequential data. Let $N_i$, $W_{s-1} \in \mathbb{R}^{N_{l-1} \times N_i}$, $b_{l-1} \in \mathbb{R}^{N_l}$, $V_{s-1} \in \mathbb{R}^{N_i \times N_l}$ and $v_{s-1} \in \mathbb{R}^{N_l}$ denote the number of neurons, the FC weight matrix, the FC bias vector, the RECUR weight matrix and the
RECUR bias vector. Note here that we use two bias vectors for facilitating the implementation of our proposed algorithm in Section IV.B by using PyTorch. Give a minibatch training dataset \( \{(Y_{0}^{s}, t), (Y_{t}^{s}, t_{t+1})\} \) for \( s, t \in \mathbb{R}^{M \times N_{t}} \) and \( \mathbb{R}^{M \times \mathbb{N}_{t}} \), respectively.

In the RECUR layer, we use the weight matrix, the FC bias vector, the RECUR weight matrix and the bias vector. The gate functions are defined as

\[
\sigma(Y^{l}_{s,t}) = \sigma(W_{s,t}^{o}v_{s,t} + b_{s,t}^{o})
\]

where \( \sigma \) denotes the activation functions, and they are commonly set to sigmoid() and tanh(), respectively. The cell outputs \( C_{s,t}^{l} \) and the actual activation outputs \( Y_{s,t}^{l} \) of this layer are described as follows

\[
C_{s,t}^{l} = Y_{s,t}^{l-1} \circ Y_{s,t}^{(g)} \circ C_{s,t-1}^{l-1}
\]

and

\[
Y_{s,t}^{l} = Y_{s,t}^{(o)} \circ C_{s,t}^{l-1}
\]

where \( \circ \) is the Hadamard product. Generally, the update of \( \{\Theta_{s,t}^{l-1}, \Theta_{s,t}^{o-1}\}_{t=1}^{L} \) is the same as that in RNNs.

### D. LSTM Neural Networks

An LSTM is a special case of RNNs. It has the same input and output layers as ordinary RNNs, but uses LSTMs instead of ordinary RECUR neurons in hidden layers (called LSTM layers). Therefore, we only review the mathematical model of stacked LSTM layers in this subsection. An LSTM unit is composed of an input gate, an input modulation gate, a forget gate, a cell, and an output gate [41]. All gates have same inputs, but have different parameters. Let \( W_{s,t}^{i} \in \mathbb{R}^{N_{i-1} \times N_{i}}, b_{s,t}^{i} \in \mathbb{R}^{N_{i}}, v_{s,t}^{i} \in \mathbb{R}^{N_{i} \times N_{i}} \) and \( v_{s,t}^{f} \in \mathbb{R}^{N_{i}} \) denote the FC weight matrix, the FC bias vector, the RECUR weight matrix and the RECUR bias vector for a type of gate \( \cdot \) in an LSTM layer. Here, we use \((I), (G),(F)\) and \((O)\) to denote the input, input modulation, forget and output gates, respectively.

Similar to a RECUR layer, an LSTM layer also uses the forward propagation through time to calculate the actual activation outputs. In order to make LSTMs able to use our proposed algorithm in Section IV.B directly, we concatenate all parameters of an LSTM layer as follows

\[
W_{s,t}^{l} = [W_{s,t}^{(I)}, W_{s,t}^{(G)}, W_{s,t}^{(F)}, W_{s,t}^{(O)}]
\]

\[
b_{s,t}^{l} = [b_{s,t}^{(I)}, b_{s,t}^{(G)}, b_{s,t}^{(F)}, b_{s,t}^{(O)}]^{T}
\]

Then, at time \( t \), for the same training dataset given in Section II.C, we can define \( Z_{s,t}^{l} = X_{s,t}^{l} \Theta_{s,t}^{l} \) and \( Z_{s,t}^{l} = X_{s,t}^{l} \Theta_{s,t}^{l} \), where \( X_{s,t}^{l}, \Theta_{s,t}^{l} \) and \( \Theta_{s,t}^{l} \) have the same forms defined in Section II.C. On this basis, four gate outputs of this layer can be described as follows

\[
Y_{s,t}^{(i)} = \sigma(Z_{s,t}^{i} + Z_{s,t}^{f})
\]

\[
Y_{s,t}^{(o)} = \sigma(Z_{s,t}^{o} + Z_{s,t}^{f})
\]

\[
Y_{s,t}^{(g)} = \sigma(Z_{s,t}^{g})
\]

\[
Y_{s,t}^{l} = \sigma(Z_{s,t}^{l} + Z_{s,t}^{l})
\]

The outputs of the output layer are calculated as

\[
Y_{s,t}^{l} = f_{L}(Z_{s,t}^{l}) = f_{L}(X_{s,t}^{l} \Theta_{s,t}^{l} - v_{s,t}^{l})
\]

where \( f_{L} \) is the activation function, and \( v_{s,t}^{l} \) is the sequence length, and \( X_{s,t}^{l} \in \mathbb{R}^{N_{l}} \) is the input of the LSTM at time \( t \) in step \( s \). In the blue dashed ellipse denote that they are not required for sequence classification problems, the blue dashed ellipse denote that they are not required for sequence prediction problems or \( T \) for sequence classification problems.

### III. RLS Optimization for FNNs

In this section, we introduce the derivation of the RLS optimization for FNNs in detail. We first define a linear least squares loss function for FNNs. Next, we provide the derivations of average-approximation RLS formulas for optimizing output and hidden layers, respectively. Finally, we present the pseudocode of the practical implementation.

#### A. Defining Loss Function

In order to convert the FNN optimization into the linear least squares problem, we assume that the activation function of the output layer is invertible. Considering the minibatch training dataset \( \{(Y_{0}^{s}, Y_{1}^{s})\}_{s=1}^{S} \), we define the loss function by using the linear output errors as

\[
J(\Theta) = \frac{1}{2M} \sum_{i=1}^{S} \lambda^{\varepsilon-i} \left\| Z_{s}^{l} - Z_{s}^{L^{*}} \right\|_{F}^{2}
\]

where \( \Theta \) denotes all augmented parameter matrices of the FNN, \( Z_{s}^{L^{*}} = \sum_{i=1}^{S} (Y_{1}^{s}) \cdot Z_{s}^{l} \) and \( \lambda \in (0, 1] \) is the forgetting factor. Then, the FNN optimization problem can be formally described as

\[
\Theta_{s} = \text{argmin}_{\Theta} J(\Theta)
\]

#### B. Optimizing Output Layer

Firstly, we try to derive the least squares solution of \( \Theta_{s}^{l} \). Let \( \nabla \Theta_{s}^{l} \) denote \( \partial J(\Theta) / \partial \Theta_{s}^{l} \). Using (19) and the chain rule for \( \Theta_{s}^{l} \), we easily have

\[
\nabla \Theta_{s}^{l} = \sum_{i=1}^{S} (X_{s}^{l})^{T} \nabla Z_{s}^{l}
\]
where $\nabla_{z^*_s}$ denotes $\partial J(\Theta)/\partial z^*_s$, which is defined as

$$
\nabla z^*_s = \frac{\lambda^s-1}{M}(x^L_s - z^*_s) \tag{22}
$$

Let $\nabla_{\Theta s} = 0$ such that

$$
\sum_{i=1}^s (x^L_i)^T \nabla z^*_i = 0 \tag{23}
$$

Plugging (22) into (23), we can obtain

$$
\Theta^s_s = (A^L_s)^{-1}B^L_s \tag{24}
$$

where $A^L_s$ and $B^L_s$ are defined as follows

$$
A^L_s = \frac{1}{M} \sum_{i=1}^s \lambda^s-i (x^L_i)^T x^L_i \tag{25}
$$

$$
B^L_s = \frac{1}{M} \sum_{i=1}^s \lambda^s-i (x^L_i)^T z^*_s \tag{26}
$$

Secondly, in order to avoid computing the inverse of $A^L_s$ and make our algorithm more suitable for online learning, we try to derive the recursive update formulas of $(A^L_s)^{-1}$ and $\Theta^L_s$. We rewrite (25) and (26) as follows

$$
A^L_s = \lambda A^L_{s-1} + \frac{1}{M} (x^L_s)^T x^L_s \tag{27}
$$

$$
B^L_s = \lambda B^L_{s-1} + \frac{1}{M} (x^L_s)^T z^*_s \tag{28}
$$

Let $P^L_s = (A^L_s)^{-1}$ and use the Kailath variant formula [42] for (25). Then, $P^L_s$ is recursively calculated by $P^L_s = I + X_s c (x^L_s)^T x^L_s - X_s c (x^L_s)^T x^L_s P^L_{s-1}$, where $I \in \mathbb{R}^{M \times M}$ is the identity matrix. Unfortunately, $P^L_s$ requires computing the inverse of $\lambda M I + X^L_s P^L_{s-1} (x^L_s)^T$. As in the derivation of ordinary RLS, we rewrite (27) and (28) as the following vector-product forms

$$
A^L_s = \lambda A^L_{s-1} + \frac{1}{M} \sum_{m=1}^M x^L_{s(m,:)} (x^L_{s(m,:)})^T \tag{29}
$$

$$
B^L_s = \lambda B^L_{s-1} + \frac{1}{M} \sum_{m=1}^M x^L_{s(m,:)} (Z^s_{s(m,:)} )^T \tag{30}
$$

where $x^L_{s(m,:)} \in \mathbb{R}^{N_L}$ and $Z^s_{s(m,:)} \in \mathbb{R}^{N_L}$ are the column vectors sliced from $x^L_s$ and $Z^s_{s}$, respectively. Whereas, we cannot use the Sherman-Morrison formula [42] for (29) to derive the recursive formula of $P^L_s$, since the rightmost term in (29) is the average of vector products.

In order to tackle this problem, we present an approximation method, which uses the average-vector product to replace the average of vector products approximately. Define the average vectors of $x^L_s$ and $Z^s_{s}$ as follows

$$
\bar{x}^L_s = \frac{1}{M} \sum_{m=1}^M (x^L_{s(m,:)} )^T \tag{31}
$$

$$
\bar{z}^s_{s} = \frac{1}{M} \sum_{m=1}^M (Z^s_{s(m,:)} )^T \tag{32}
$$

Suppose that there exists a ratio factor $k > 0$ such that

$$
k \bar{x}^L_s (\bar{x}^L_s )^T \approx \frac{1}{M} \sum_{m=1}^M x^L_{s(m,:)} (x^L_{s(m,:)} )^T = \frac{1}{M} (x^L_s )^T x^L_s \tag{33}
$$

$$
k \bar{x}^s_{s} (\bar{x}^s_{s} )^T \approx \frac{1}{M} \sum_{m=1}^M x^L_{s(m,:)} (Z^s_{s(m,:)} )^T = \frac{1}{M} (x^L_s )^T Z^s_{s} \tag{34}
$$

Then, we rewrite (29) and (30) as follows

$$
A^L_s \approx \lambda A^L_{s-1} + k \bar{x}^L_s (\bar{x}^L_s )^T \tag{35}
$$

$$
B^L_s \approx \lambda B^L_{s-1} + k \bar{x}^L_s (\bar{x}^s_{s} )^T \tag{36}
$$

Now, by using the Sherman-Morrison formula for (35), we can easily derive

$$
P^L_s \approx \frac{1}{\lambda} P^L_{s-1} - \frac{k}{h^L_s} u^L_s (u^L_s )^T \tag{37}
$$

where $u^L_s$ and $h^L_s$ are defined as

$$
u^L_s = P^L_{s-1} - \bar{x}^L_s (\bar{x}^L_s )^T \tag{38}
$$

$$
h^L_s = \lambda + k \bar{x}^L_s (\bar{x}^L_s )^T \tag{39}
$$

Then, plugging (36) and (37) into (24), we can get

$$
\Theta^L_s \approx \Theta^L_{s-1} - \frac{k}{h^L_s} u^L_s (\bar{z}^s_{s} - \bar{z}^s_{s} )^T \tag{40}
$$

where $\bar{z}^s_{s} = (\Theta^L_{s-1} )^T \bar{x}^L_s$ is the average vector of $Z^s_{s} = x^L_s \Theta^L_{s-1}$. From (22), (40) can be further rewritten as

$$
\Theta^L_s \approx \Theta^L_{s-1} - \frac{k}{h^L_s} u^L_s (\bar{z}^s_{s} )^T \tag{41}
$$

C. Optimizing Hidden Layers

Firstly, we try to derive the least squares solution of $\{\Theta^l\}_{l=1}^{L-1}$. Let $\nabla_{\Theta^l}$ denote $\partial J(\Theta) / \partial \Theta^l$. By using (19) and the chain rule for $\Theta^l$, we can have

$$
\nabla_{\Theta^l} = \sum_{i=1}^s (x^l_i )^T \nabla z^l_i \tag{42}
$$

where $Z^l_i = x^l_i \Theta^l$, and $\nabla z^l_i$ denotes $\partial J(\Theta) / \partial Z^l_i$. By using the chain rule, $\nabla z^l_i$ is defined as

$$
\nabla z^l_i = (\nabla z^{l+1}_i (\Theta^{l+1} )^T ) \circ f^l_j (Z^l_i) \tag{43}
$$

Let $\nabla_{\Theta^l} = 0$ such that

$$
\sum_{i=1}^s (x^l_i )^T \nabla z^l_i = 0 \tag{44}
$$

Unfortunately, we cannot obtain the least squares solution of $\Theta^l$ by plugging (43) into (44), since (43) is too complex and $f^l_j (Z^l_i)$ is generally nonlinear.

In order to tackle this problem, we present an equivalent gradient method to redefine $\nabla z^l_i$. Suppose that the $l$th layer has the following linear least squares loss function

$$
\tilde{J}_l (\Theta^l) = \frac{1}{2M} \sum_{i=1}^s \lambda^{s-1} ||Z^l_i - Z^{l*}_i||_F^2 \tag{45}
$$
where $Z_l^{i*} \in \mathbb{R}^{M \times N_l}$ is the desired linear output matrix corresponding to $Z_l^i$. Obviously, $\hat{J}_l(\Theta^l) = 0$ if $J(\Theta) = 0$. Let $\hat{V}_{\Theta^l} = \partial \hat{J}_l(\Theta^l)/\partial \Theta^l = 0$ such that

$$
\sum_{i=1}^{s} \frac{\lambda^{s-i}}{M} (X_l^i)^T (Z_l^i - Z_l^{i*}) = 0
$$

(46)

By comparing (44) with (46), we can obtain an equivalent form of $\nabla Z_l^i$, which is defined as

$$
\nabla Z_l^i = \frac{\lambda^{s-i}}{\eta_l M} (Z_l^i - Z_l^{i*})
$$

(47)

where $\eta_l > 0$ is the gradient scaling factor. In theory, $\eta_l$ is not fixed for different minibatches. Considering that minibatches are generally drawn from the training dataset randomly, we assume it is a constant in a layer.

Now, by plugging (47) into (44), we can easily obtain the least squares solution of $\Theta^l_s$ as

$$
\Theta^l_s = (A^l_s)^{-1} B^l_s
$$

(48)

where $A^l_s$ and $B^l_s$ are defined as follows

$$
A^l_s = \frac{1}{M} \sum_{i=1}^{s} \lambda^{s-i} (X_l^i)^T X_l^i
$$

(49)

$$
B^l_s = \frac{1}{M} \sum_{i=1}^{s} \lambda^{s-i} (X_l^i)^T Z_l^{i*}
$$

(50)

The rest of the derivation is the same as what we do in the above subsection. Let $P^l_s = (A^l_s)^{-1}$ and define

$$
\bar{x}_s^l = \frac{1}{M} \sum_{m=1}^{M} (X_l^{i(m,:)})^T
$$

(51)

$$
\bar{Z}_s^l = \frac{1}{M} \sum_{m=1}^{M} \left( Z_l^{i(m,:)})^T
$$

(52)

Finally, we can obtain

$$
P^l_s \approx \frac{1}{\lambda} P^l_{s-1} - \frac{k}{h_s} p^l_s (u^l_s)^T
$$

(53)

where $u^l_s$ and $h^l_s$ are defined as

$$
u^l_s = P^l_{s-1} \bar{x}_s^l
$$

(54)

$$
h^l_s = \lambda + k (\bar{x}_s^l)^T u^l_s
$$

(55)

The update formula of $\Theta^l_s$ can be derived as

$$
\Theta^l_s \approx \Theta^l_{s-1} - \frac{k}{h_s} u^l_s (\bar{\nabla} Z_s^l)^T
$$

(56)

where $\bar{\nabla} Z_s^l$ is the average vector of $\eta_l M \nabla Z_l^i$. Note that $\nabla Z_l^i$ is calculated by (43) rather than by (47), since (43) and (47) are equivalent. That means we don’t have to know $Z_l^{i*}$.

### D. Practical Implementation

In practice, we often use Pytorch or Tensorflow to build DNNs. By using their automatic differentiation (AD) package, we can easily obtain the average gradients of the minibatch loss function w.r.t. network parameters, and can efficiently implement many optimization algorithms such as SGD and Adam. However, (41) and (56) require $\{\nabla Z_l^i\}_{l=1}^L$, which is inconvenient to use the AD package. In order to make our proposed algorithm easy to implement, we try to convert (41) and (56) into a form of SGD in this subsection.

Since $\{\nabla Z_l^i\}_{l=1}^L$ is only dependent on the $s^{th}$ minibatch, we define an MSE loss function

$$
\hat{J}(\Theta_{s-1}) = \frac{1}{2M} \|Z_s^L - L_s^{L*}\|^2_F
$$

(57)

where $\Theta_{s-1}$ denotes all augmented parameter matrices of the FNN at step $s$. Obviously, we can use it to replace (19) for calculating $\nabla Z_l^i$, since $\nabla Z_l^i = \partial J(\Theta_{s-1})/\partial Z_l^i = \partial J(\Theta_{s-1})/\partial L_s^i$. Using the chain rule for $\Theta_{s-1}$, we have

$$
\nabla \Theta_{s-1} = \frac{\partial \hat{J}(\Theta_{s-1})}{\partial \Theta_{s-1}} = (X_s^T) \nabla Z_s^L
$$

(58)

Plugging (38) into (41) yields

$$
\Theta_s^L \approx \Theta_{s-1}^L - \frac{k}{h_s} P_s^{l-1} x_s^L (\bar{\nabla} Z_s^L)^T
$$

(59)

Since $\bar{\nabla} Z_s^L = z_s^L - z_s^{L*}$ and $z_s^L = (\Theta_s^L)^T \bar{x}_s^L$, the above equation can be rewritten as

$$
\Theta_s^L \approx \Theta_{s-1}^L - \frac{k}{h_s} P_s^{l-1} (\bar{x}_s^L (\bar{x}_s^L)^T) \Theta_s^{L-1} - \bar{x}_s^L (\bar{x}_s^{L*})^T
$$

(60)

From (33), (34) and $Z_s^L = X_s^L \Theta_{s-1}^L$, (60) can be rewritten as

$$
\Theta_s^L \approx \Theta_{s-1}^L - \frac{1}{h_s \lambda} P_s^{l-1} (X_s^L)^T (Z_s^L - Z_s^{L*})
$$

(61)

From (22), we have $\nabla Z_s^L = \frac{1}{\lambda} (Z_s^L - Z_s^{L*})$. Then, by using (58), we can rewrite (61) as

$$
\Theta_s^L \approx \Theta_{s-1}^L - \frac{1}{h_s \lambda} P_s^{l-1} \bar{\nabla} \Theta_{s-1}
$$

(62)

Similarly, (56) can be rewritten as

$$
\Theta_s^l \approx \Theta_{s-1}^l - \frac{\eta_l}{h_s} P^l_s (\bar{\nabla} Z_s^l)^T
$$

(63)

Finally, by defining $\eta_l = 1$, the recursive update formula of $\{\Theta_s^l\}_{l=1}^L$ can be unidirectionally written as (63). From (63), the RLS optimization for FNNs can be viewed as a special SGD algorithm with the adaptive learning rate $\eta_l = \frac{k}{h_s} P^l_s$.

In conclusion, an FNN with the RLS optimization can be implemented many optimization algorithms such as SGD and Adam for training hidden layers. In other words, our algorithms can be also used in combination with other first-order algorithms. For example, we can use cross-entropy as the loss function, use Adam for training the output layer, and use the RLS optimization for training hidden layers. This is because $P^l_s$ and $h_s^l$ only depend on the inputs of the $l^{th}$ layer. In addition, (42) and (43), $\bar{\nabla} \Theta_{s-1}$ is generally derived from $\nabla Z_s^{i+1}$ by using the backward propagation method.
Algorithm 1: FNN with the RLS Optimization

1. Input: $\lambda$, $k$, $\{\eta_i\}_{i=1}^{L}$;
2. Initialize: $\{\Theta_i, P_i\}_{i=1}^{L}$, $s = 1$;
3. while stopping criterion not met do
   4. Get the minibatch $(Y_i^s, Y^*_s)$ from the training dataset;
   5. for $l = 1$ to $L$ do
      6. Compute $Y^*_i$ by (2);
      7. Compute $\hat{J}(\Theta_{s-1})$ by (57);
      8. for $l = L$ to 1 do
         9. Compute $\bar{V}_{\Theta}^{s-1}$ by the AD package;
         10. Compute $\bar{z}^s_i, u^s_i, h^s_i$ by (51), (54), (55);
         11. Update $\Theta_{l-1}, P_{s-1}$ by (63), (53);
      12. $s = s + 1$;

IV. RLS OPTIMIZATION FOR OTHER DNNs

In this section, we first introduce the derivation of the RLS optimization for CONV layers in CNNs. Then, we introduce the derivation of the RLS optimization for output and hidden layers in RNNs, and present the detailed pseudocode. We also introduce the RLS optimization for LSTMs briefly.

A. Optimizing CNNs

As reviewed in Section II.B, the latter part of a CNN generally consists of some FC layers. Therefore, the least squares loss function and the RLS optimization for FC layers in CNNs are the same as those in FNNs. Here, we only consider the RLS optimization for CONV layers. The derivation is similar to the derivation presented in Sections III.C and III.D.

Firstly, based on (19) and (6), we use the chain rule for $\nabla \Theta^i = \partial J(\Theta)/\partial \Theta^i$. Let $\nabla \Theta^i = 0$ such that

$$\sum_{i=1}^{s} \sum_{u=1}^{V_i} \sum_{l=1}^{V_i} (X^i_{(u;l:_;;v)}, v)^T \nabla Z^i_{(u;l:_;;v)} = 0 \tag{64}$$

Then, by comparing (64) with (66), we can define the equivalent gradient of $\nabla Z^i_{(u;l:_;;v)}$ as

$$\nabla Z^i_{(u;l:_;;v)} = -\frac{\lambda^{s-i}}{M U V_i} (Z^i_{(u;l:_;;v)} - X^i_{(u;l:_;;v)}) \tag{68}$$

The rest of the derivation is similar to the recursive derivation of (49) and (48). Let $P = (A^s)^{-1}$, and define

$$\bar{x}^s_i = \frac{1}{M U V_i} \sum_{m=1}^{M} \sum_{u=1}^{V_i} (X^i_{(m;l:_;;v), v})^T \tag{72}$$

$$\bar{z}^s_i = \frac{1}{M U V_i} \sum_{m=1}^{M} \sum_{u=1}^{V_i} (Z^i_{(m;l:_;;v), v})^T \tag{73}$$

Finally, we can obtain $P^s_i, u^s_i, h^s_i$ and $\Theta^i_s$, which have the same forms as (53), (54), (55) and (63), respectively.

B. Optimizing RNNs

As reviewed in Section II.C, RNNs generally process sequential data, and use the BPTT method to update network parameters. Therefore, the RLS optimization for RNNs is a little bit different from those for FNNs and CNNs.

Firstly, considering the minibatch training dataset $\{(Y_i^s, Y^*_s)_{i=1}^{s}, \{Y^*_s\}_{t=1}^{T}\}_{i=1}^{s}$, we define the linear least squares loss function as

$$J(\Theta) = \frac{1}{2} \sum_{i=1}^{s} T \sum_{t=0}^{T} \lambda^{s-i} \|Z^i_{(u;l:_;;v), v}) - X^i_{(u;l:_;;v), v})\|_F^2 \tag{76}$$

where $\Theta$ denotes all augmented parameter matrices of the RNN, $Z^i_{(u;l:_;;v), v})$ and $X^i_{(u;l:_;;v), v})$.

Secondly, we try to use (74) to derive the RLS solution of $\Theta^i_s$. By using the method used in Section III.B, we can get

$$\Theta^i_s = (A^i_s)^{-1} B^i_s \tag{77}$$

where $A^i_s$ and $B^i_s$ are defined as follows

$$A^i_s = \frac{1}{M} \sum_{i=1}^{s} \sum_{t=0}^{T} \lambda^{s-i}(X^i_{(u;l:_;;v), v})^T X^i_{(u;l:_;;v), v}) \tag{78}$$

$$B^i_s = \frac{1}{M} \sum_{i=1}^{s} \sum_{t=0}^{T} \lambda^{s-i}(X^i_{(u;l:_;;v), v})^T Z^i_{(u;l:_;;v), v}) \tag{79}$$
Let $P_s^L = (A_s^L)^{-1}$, and define
\[
\bar{x}_s^L = \frac{1}{MT_L} \sum_{t=i_0}^T \sum_{m=1}^M (X_{s,t}^L(m,:))^T
\]
\[
x_s^L = \frac{1}{MT_L} \sum_{t=i_0}^T \sum_{m=1}^M (Z_{s,t}^L(m,:))^T
\]
where $T_L = T - t_0 + 1$. Then, similar to (29) and (30), (76) and (77) can be approximately rewritten as follows
\[
A_s^L \approx \lambda \alpha A_{s-1}^L + kT_L \bar{x}_s^L (\bar{x}_s^L)^T
\]
\[
B_s^L \approx \lambda \beta B_{s-1}^L + kT_L \bar{x}_s^L (\bar{x}_s^L)^T
\]
By using the Sherman-Morrison formula for (82), we can easily derive
\[
P_s^L \approx \frac{1}{\lambda} P_s^L \left( 1 - \frac{kT_L}{\lambda h_s^L} u_s^L (u_s^L)^T \right)
\]
where $u_s^L$ and $h_s^L$ are defined as
\[
u_s^L = P_s^L \bar{x}_s^L
\]
\[
h_s^L = \lambda + kT_L (\bar{x}_s^L)^T u_s^L
\]
Let $\bar{\Delta}_{\Theta_s}^L$ to be the gradient of the following loss function
\[
\tilde{j}(\Theta_{s-1}) = \frac{1}{2M} \sum_{t=t_0}^T \|Z_{s,t}^L - Z_{s,t}^L\|_F^2
\]
Derived by using the same techniques in Sections III.B and III.D, $\Theta_s^L$ has the same recursive form as (62).

Thirdly, using the methods in Sections III.C and III.D, we try to derive the RLS solution of $\{(\Theta_s^L, \Theta_{s+1}^L)\}_{s=1}^{L-1}$. First of all, we suppose the $l^{th}$ layer has the loss function
\[
\tilde{j}_l(\Theta_l^L) = \frac{1}{2M} \sum_{s=1}^S \sum_{t=1}^T \sum_{\Psi} \lambda^{s-1} \|Z_{i,t}^L - Z_{i,t}^L\|_F^2
\]
where $\Psi = \{w, v\}$, and $Z_{i,t}^L \in \mathbb{R}^{M \times N_l}$ is the desired linear output matrix corresponding to $Z_{i,t}^L$. Then, using the equivalent gradient of $\partial \tilde{j}_l(\Theta_l^L) / \partial Z_{i,t}^L$ derived by (88), we can obtain
\[
\Theta_l^L = (A_l^L)^{-1} B_l^L
\]
where $A_l^L$ and $B_l^L$ are defined as follows
\[
A_l^L = \frac{1}{M} \sum_{i=1}^S \sum_{t=1}^T \lambda^{s-1} (X_{i,t}^L)^T X_{i,t}^L
\]
\[
B_l^L = \frac{1}{M} \sum_{i=1}^S \sum_{t=1}^T \lambda^{s-1} (X_{i,t}^L)^T Z_{i,t}^L
\]
Let $P_s^L = (A_s^L)^{-1}$, and define
\[
\bar{x}_s^L = \frac{1}{MT_l} \sum_{t=i_0}^T \sum_{m=1}^M (X_{s,t}^L(m,:))^T
\]
\[
x_s^L = \frac{1}{MT_l} \sum_{t=i_0}^T \sum_{m=1}^M (Z_{s,t}^L(m,:))^T
\]
where $T_l = T$. The rest of the derivation is similar to the derivation of $P_s^L$ and $\Theta_s^L$. We can derive $P_s^L$ as
\[
P_s^L \approx \frac{1}{\lambda} P_s^L \left( 1 - \frac{kT_l}{\lambda h_s^L} u_s^L (u_s^L)^T \right)
\]
where $u_s^L$ and $h_s^L$ are defined as
\[
u_s^L = P_s^L \bar{x}_s^L
\]
\[
h_s^L = \lambda + kT_l (\bar{x}_s^L)^T u_s^L
\]
$\Theta_s^L$ is finally derived as
\[
\Theta_s^L \approx \Theta_{s-1}^L - \eta^L \frac{\partial \tilde{j}(\Theta_s^L)}{\partial \Theta_s^L}
\]
where $\eta^L > 0$ is the gradient scaling factor.

In conclusion, a stacked RNN with the RLS optimization can be summarized in Algorithm 2. As reviewed in Section II.C, LSTMs can be described by using $\Theta_{s-1}^L$ and $\{(\Theta_s^L, \Theta_{s+1}^L)\}_{s=1}^{L-1}$ as well. Thus, by replacing “(8)” in line 9 with “(18)”, Algorithm 2 can be also used for optimizing stacked LSTMs. For brevity, we don’t repeat the derivation of the RLS optimization for LSTMs.

**Algorithm 2: RNN with the RLS Optimization**

1. **Input:** $\lambda, k, \{(\eta_l^L, \eta_{l+1}^L)\}_{l=1}^{L-1}$,
2. **Initialize:** $\{(\Theta_0^L, \Theta_{0+1}^L, P_0^L, P_0^L)\}_{l=1}^{L-1}$, $\Theta_0^L$, $P_0^L$, $s = 1$
3. **while stopping criterion not met do**
   4. **Get the minibatch $\{(Y_{s,0}, Y_{s,1})\}_{s=1}^{T}$ from the sequential training dataset and set $\{Y_{s,0}^l = 0\}_{l=1}^{L-1}$**
   5. **for $l = 1$ to $L - 1$ do**
      6. **for $t = 1$ to $T$ do**
         7. **Compute $Y_{s,t}$ by (7)**
      8. **Compute $\bar{J}(\Theta_{s-1})$ by (88)**
      9. **Compute $\bar{J}(\Theta_{s-1})$ by (88)**
     10. **Compute $\nabla_{\Theta_s^L}$ by the AD package**
    11. **Compute $\Theta_s^L$ by (80), (85), (86)**
    12. **Update $\Theta_{s-1}^L$, $P_{s-1}^L$ by (62), (84)**
      13. **for $l = L - 1$ to 1 do**
          14. **for $\nu$ in $\{w, v\}$ do**
             15. **Compute $\nabla_{\Theta_s^L}$ by the AD package**
            16. **Compute $\bar{x}_s^L, u_s^L, h_s^L$ by (92), (95), (96)**
            17. **Update $\Theta_{s-1}^L, P_{s-1}^L$ by (97), (94)**
          18. **$s = s + 1$**

**V. ANALYSIS AND IMPROVEMENT**

In this section, we first analyze the time and space complexity of our proposed algorithms. Then, we discuss some possible improvements on our proposed algorithms by using existing studies in DL and RLS research communities, and present two improved methods for our algorithms.
A. Complexity Analysis

As mentioned in Section I, previous RLS optimization algorithms have fast convergence, but have high time and space complexities and many additional preconditions. By using the average-approximation method and the equivalent-gradient method, our algorithms can be viewed as a special SGD algorithm, which use $\frac{1}{M} \nabla_{s-1}^{\nu} P_{s-1}$ or $\frac{1}{M} \nabla_{s-1}^{\nu} P_{s-1}$ as the learning rate. Compared to previous RLS optimization algorithms, our algorithms are straightforward, simple and easy to implement. Although they require extra storage and calculation for $P_{s-1}$ at each iteration, their time and space complexities are still acceptable. The time and space complexity comparisons between them and the conventional SGD algorithm are summarized in Tables I and II, where $C_{l-1}$ denotes $C_{l-1} - H_{l} W_{l}$, $\tilde{N}_{l-1}$ denotes $N_{l-1} + N_{l}$, $\tilde{N}_{l-1}^{2}$ denotes $N_{l-1}^{2} + N_{l}^{2}$, the superscript $a$ denotes that the FC layer is used in FNNs or CNNs, and the superscript $b$ denotes that the FC layer is used in RNNs or LSTMs. Note here that we ignore lower order terms for brevity.

From Table I, for the FC layer in FNNs or CNNs, the time complexity of the RLS optimization is about 2 to 32 times that of the conventional SGD algorithm, since $N_{l-1}$ is 256, 512 or 1024 and $M$ is 32, 64 or 128 in general. Apart from this, for any other type of layers, the time complexity of the RLS optimization is usually less than twice that of the conventional SGD algorithm, since $C_{l-1}$ is less than $M_{U_{l}V_{l}}$ and $\tilde{N}_{l-1}$ is less than $M_{T_{l}}$ in general. From Table II, for FC, CONV, RECUR and LSTM layers, if $N_{l-1} = N_{l}$, $C_{l-1} = C_{l}$ and $H_{l} = W_{l} = 2$, the space complexities of the RLS optimization will be 2, 5, 2 and 1.25 times those of the conventional SGD algorithm, respectively. Thus, the time and space complexities of our algorithms are generally the same order as those of the conventional SGD algorithm.

| Table I | Time Complexity Comparison Between RLS and SGD |
|-----------------|-----------------|-----------------|-----------------|
| **SGD** | **RLS** | **RLS/SGD** |
| FC Layer $^{a}$ | $N_{l-1}M_{l}$ | $N_{l-1}(M + N_{l})N_{l}$ | $1 + \frac{N_{l-1}}{N_{l}}$ |
| CONV Layer | $C_{l-1}M_{U_{l}V_{l}}$ | $C_{l-1}(M_{U_{l}V_{l}} + C_{l})C_{l}$ | $1 + \frac{N_{l-1}}{N_{l}}$ |
| FC Layer $^{b}$ | $N_{l-1}M_{T_{l}}N_{l}$ | $N_{l-1}(M_{T_{l}} + N_{l})N_{l}$ | $1 + \frac{N_{l-1}}{N_{l}}$ |
| RECUR Layer | $\tilde{N}_{l-1}M_{T_{l}}N_{l}$ | $\tilde{N}_{l-1}(M_{T_{l}} + N_{l})N_{l}$ | $1 + \frac{N_{l-1}}{N_{l}}$ |
| LSTM Layer | $4\tilde{N}_{l-1}M_{T_{l}}N_{l}$ | $4\tilde{N}_{l-1}(M_{T_{l}} + N_{l})N_{l}$ | $1 + \frac{N_{l-1}}{N_{l}}$ |

| Table II | Space Complexity Comparison Between RLS and SGD |
|-----------------|-----------------|-----------------|-----------------|
| **SGD** | **RLS** | **RLS/SGD** |
| FC Layer | $N_{l-1}N_{l}$ | $N_{l-1}(N_{l} + N_{l-1})$ | $1 + \frac{N_{l-1}}{N_{l}}$ |
| CONV Layer | $C_{l-1}C_{l}$ | $C_{l-1}(C_{l} + C_{l})$ | $1 + \frac{N_{l-1}}{N_{l}}$ |
| RECUR Layer | $\tilde{N}_{l-1}N_{l}$ | $\tilde{N}_{l-1}(N_{l} + N_{l})$ | $1 + \frac{N_{l-1}}{N_{l}}$ |
| LSTM Layer | $4\tilde{N}_{l-1}N_{l}$ | $4\tilde{N}_{l-1}(N_{l} + N_{l})$ | $1 + \frac{N_{l-1}}{N_{l}}$ |

B. Performance Improvement

Our algorithms are established on the ordinary RLS algorithm and the conventional SGD algorithm. In the last decades, there have been many studies on improving the ordinary RLS algorithm in many ways, such as reducing its complexity [43], enhancing its robustness [44], preventing overfitting [45] and adjusting the forgetting factor adaptively [46]. As mentioned in Section I, there have also been many studies on improving the conventional SGD algorithm. Thus, our algorithms still have a huge room for improvement, and utilizing these existing studies should be the most direct and effective way. Here, we introduce two improved methods for our algorithms briefly.

The first improved method is to prevent our algorithms from overfitting by using regularization techniques. It is well known that DNNs are prone to overfitting. In fact, the ordinary RLS is prone to overfitting, too. In [47], Eksioglu and Tanc proposes a general convex regularization method for the ordinary RLS. By using this method, we can modify (63) as

$$
\Theta_{s}^{l} \approx \Theta_{s-1}^{l} - \frac{\eta}{h_{s}^{l}} P_{s-1}^{l} \nabla \Theta_{s-1}^{l} - \gamma P_{s}^{l} \text{sgn}(\Theta_{s-1}^{l})
$$

where $\gamma$ is the regularization factor, and $\text{sgn}(\cdot)$ is the sign function. Similarly, (97) can be also modified into the form similar to (98). We omit it here for brevity.

The second improved method is to accelerate our algorithms by using the momentum method [48]. In DL, momentum is widely used in many optimization algorithms. It can deal with the poor conditioning of the Hessian matrix and reduce the variance of the stochastic gradient [1]. By using it, we can further modify (98) as follows

$$
\Omega_{s}^{l} = \alpha \Theta_{s-1}^{l} - \frac{\eta}{h_{s}^{l}} P_{s-1}^{l} \nabla \Theta_{s-1}^{l}
$$

$$
\Theta_{s}^{l} \approx \Theta_{s-1}^{l} + \Omega_{s}^{l} - \gamma P_{s}^{l} \text{sgn}(\Theta_{s-1}^{l})
$$

where $\Omega_{s}^{l}$ is the velocity matrix of the $l$th layer at step $s$, and $\alpha$ is the momentum factor. Similarly, (97) can be also modified into forms similar to (99) and (100).

VI. EXPERIMENTS

In this section, by using the Adam algorithm for comparison, we demonstrate the effectiveness of our algorithms for training FNNs, CNNs and LSTMs. In addition, we also investigate the influences of hyperparameters on the convergence performances of our algorithms experimentally.

A. Experimental Settings

We prepare three experiments in total, namely, FNNs on the MNIST dataset, CNNs on the CIFAR-10 dataset, and LSTMs on the IMDB dataset. For brevity, the experiment on RNNs is not presented here, since LSTMs are used more widely in practice. Here, we use the Adam algorithm for comparison, since it is perhaps the most excellent first-order optimization algorithm for training DNNs. In each experiment, we evaluate the convergence performances of our algorithms together with or without Adam. We also investigate the influences of hyperparameters $k$ and $\eta$ (or $(\eta_{k}^{l}, \eta_{l}^{l})_{l=1}^{L-1}$) on the performances of our algorithms. We don't investigate the hyperparameter $\lambda$, since its influence on RLS-type algorithms has been investigated intensively [46], although it also has a significant influence on the performances of our algorithms.
Fig. 2. Performance evaluation of our three algorithms used alone against the Adam algorithm on MNIST, CIFAR-10 and IMDB with the MSE loss.

Fig. 3. Performance evaluation of our algorithms used partly against the Adam algorithm on MNIST, CIFAR-10 and IMDB with the cross-entropy loss.

Fig. 4. Influence investigation of the ratio factor $k$ on the performances of our algorithms used for MNIST, CIFAR-10 and IMDB with the MSE loss.

Fig. 5. Influence investigation of the scaling factor $\eta$ on the performances of our algorithms used for MNIST, CIFAR-10 and IMDB with the MSE loss.
The settings of all DNNs used here are summarized as follows: 1) Our FNNs consist of an input layer with 784 units, a ReLU FC hidden layer with 512 neurons and a FC output layer with 10 neurons. 2) Our CNNs can be viewed as a mini VGG with five CONV layers and two FC layers. The five CONV layers are the same as the first five CONV layers in VGG-16. The first FC layer is a ReLU hidden layer with 1024 neurons, and the last FC layer is the output layer with 10 neurons. 3) Our LSTMs consist of two stacked LSTM hidden layers with 512 units and an output layer with 2 neurons. The activation functions \( \sigma(\cdot) \) and \( g(\cdot) \) are sigmoid(\( \cdot \)) and tanh(\( \cdot \)), respectively. In addition, the output layer in all DNNs will use the identity activation function with the MSE loss defined by (57), if our algorithms are used for training all layers. Otherwise, it will use the softmax function with the cross-entropy loss if our algorithms are used only for hidden layers and Adam is used for the output layer.

Besides the above settings, other experimental settings are listed as follows: 1) All algorithms are tested five times on each dataset repeatedly, and each time runs 100 epochs. 2) The minibatch size for all algorithms is fixed to 128. 3) For the performance evaluation of our algorithms, all inverse autocorrelation matrices are initialized to identity matrices, and \( \lambda, k \) and all gradient scaling factors are fixed to 1, 0.1 and 1, respectively. In addition, \( \alpha \) will be fixed to 0.5, and \( \gamma \) will be fixed to \( 10^{-5} \) for FNNs and CNNs or \( 10^{-6} \) for LSTMs, if we use the improved methods presented in Section V.B. for our algorithms. 4) For the influence investigation of hyperparameters of our algorithms, \( k \) and all gradient scaling factors are selected from \( \{0.01, 0.1, 1, 10\} \) in turn, and other hyperparameters are the same as those in 3). 5) To avoid exploding gradients, we use the \( L_2 \) norm to clip gradients to 5.0 in FNNs and CNNs and to 1.0 in LSTMs. 6) All DNNs and algorithms are implemented by PyTorch and carried out on one 1080Ti GPU. The parameters of all DNNs and the hyperparameters of Adam are initialized and set by default.

### B. Experimental Results

The performance evaluation results of our algorithms against the Adam algorithm are summarized in Fig. 2 and Fig. 3, where legends “HRLS”, “+M” and “+R” denote our algorithms together with Adam, the momentum and the \( L_\infty \) regularization, respectively. From Fig. 2 and Fig. 3, we can draw the following conclusions: 1) Our algorithms have faster convergence speed and better convergence quality than Adam, especially for training CNNs. 2) By combing with the momentum and the \( L_1 \) regularization, our algorithms can obtain better performance. 3) Our algorithms can be used in combination with other first-order algorithms such as Adam, even if the loss function is not the MSE loss and the activation function of the output layer is not invertible. In addition, the running time of our algorithms for FNNs, CNNs and LSTMs is about 1.1, 1.4 and 1.1 times the running time of Adam for those, respectively.

The influence investigation results of hyperparameters \( k \) and \( \eta^l \) (or \( \{\eta^{\text{w}}, \eta^{\text{b}}\}\) for \( l = 1 \)) on the performances of our algorithms are presented in Fig. 4 and Fig. 5. From Fig. 4, the ratio factor \( k \) should be set to 0.1. A too big or too small value for \( k \) will deteriorate the convergence quality of our algorithms. From Fig. 5, the gradient scaling factor \( \eta \) should be set to 1. A too big value for \( \eta \) will cause gradient explosion, and a too small value for \( \eta \) will slow down the convergence speed. By comparing Fig. 4 with Fig. 5, we can easily find that our algorithms are more sensitive to \( \eta \) than \( k \). From (53), (55), (84), (86), (94), (96), (62), (63) and (97), a small \( k \) will slow down the update of the inverse autocorrelation matrix and increase the learning rate of network parameters indirectly, but a small \( \eta \) will decrease the learning rate directly.

### VII. Conclusion

In this work, we revisited the RLS optimization technique for neural networks, and made it suitable for training DNNs. We derived three RLS optimization algorithms for training FNNs, CNNs and RNNs (including LSTMs), respectively. Using our proposed average-approximation and equivalent-gradient methods, we converted our algorithms into a special SGD algorithm, which is simple and easy to use. Complexity analysis shows that the time and space complexities of our algorithms are only several times those of the conventional SGD algorithm. We further presented two improved methods for our algorithms. Finally, we evaluated the convergence performances of our algorithms with FNNs on MNIST, CNNs on CIFAR-10 and LSTMs on IMDB. Experiments results show that our algorithms have faster convergence speed and better convergence quality than Adam. We also investigated the influences of hyperparameters on the performances of our algorithms experimentally. We hope that our work can help the RLS optimization for training neural networks flourish again, although our work still has room for further improvement.
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