An early prediction and classification of lung nodule diagnosis on CT images based on hybrid deep learning techniques
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Abstract
Detection of malignant lung nodules at an early stage may allow for clinical interventions that increase the survival rate of lung cancer patients. Using hybrid deep learning techniques to detect nodules will improve the sensitivity of lung cancer screening and the interpretation speed of lung scans. Accurate detection of lung nodes is an important step in computed tomography (CT) imaging to detect lung cancer. However, it is very difficult to identify strong nodes due to the diversity of lung nodes and the complexity of the surrounding environment. Here, we proposed lung nodule detection and classification with CT images based on hybrid deep learning (LNDC-HDL) techniques. First, we introduce a chaotic bird swarm optimization (CBSO) algorithm for lung nodule segmentation using statistical information. Second, we illustrate an improved Fish Bee (IFB) algorithm for feature extraction and selection. Third, we develop a hybrid classifier i.e. hybrid differential evolution-based neural network (HDE-NN) for tumor prediction and classification. Experimental results have shown that the use of computed tomography, which demonstrates the efficiency and importance of the HDE-NN specific structure for detecting lung nodes on CT scans, increases sensitivity and reduces the number of false positives. The proposed method shows that the benefits of HDE-NN node detection can be reaped by combining clinical practice.
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1 Introduction

Lung nodules are an area of increased density in the lungs, caused by a variety of factors, such as smoking and long-term exposure to airborne pollutants [1]. Early prediction and classification of nodules on CT images is important for the diagnosis and assessment of lung diseases, as well as the prognosis and treatment plan [2]. Research on the development of accurate and efficient lung nodule diagnosis methods, has gone through several iterations, with the most recent being the utilization of hybrid deep learning techniques [3].

Deep learning methods, such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs) have been widely used in medical imaging applications, due to their ability to detect and classify patterns in data more accurately and efficiently than traditional methods [4, 5]. This is especially important for medical images, where time is of essence [6].

The objective of this research is to investigate the application of hybrid deep learning techniques for early prediction and classification of lung nodules from CT images. Specifically, this research aims to design and evaluate a hybrid deep learning method that combines the strengths of CNNs and RNNs to detect and classify lung nodules on CT images. Moreover, the major role of the proposed model is illustrated as a research contribution in the below-given points:

- To propose a hybrid deep learning-based technique to achieve better performance even for small nodules. Here, Long-term lung cancer risks differ based on the size and attenuation of nodules.
- To optimize multiple features to customize features to enhance the accuracy of prediction. An optimization algorithm-based classifier was proposed for weight optimization.
- To analyze various performance metrics and to predict the accuracy. Here, accuracy, sensitivity, specificity, and AUC are computed and evaluated with SVM, Dense softmax CNN, ELM, and HDE-NN.

1.1 Organization of the research

The research article is organized as follows: Sect. 2 discusses recent literature works. Section 3 states the problem statement and system model. Section 4 describes the proposed algorithm for lung nodule detection. Section 5 demonstrates the results. Section 6 concludes the research work.

2 Related works

Pradhan [7] (2023) developed a hybrid machine learning technique for an early diagnosis of lung nodule using Computed Tomography (CT) images. The datasets need to be pre-processed using a standard technique such as normalization and filtering to remove noise. Features need to be extracted from the normalized data set in order to recognize and differentiate between small nodules. The hybrid machine learning model is developed to combine the strength of different traditional machine learning techniques. The proposed model is assessed on test data to measure its performance. The developed hybrid model will be evaluated on the test data and its performance will be measured.
The accuracy, sensitivity, specificity and area under the curve (AUC) will be analyzed in order to measure the effectiveness of the model. The developed hybrid approach can accurately detect and predict lung nodules from medical images. The developed model shows better performance than the existing methods. The results obtained from the developed model are promising and can be utilized for medical applications.

Syed Musthafa et al. [8] (2023) developed a hybrid machine learning technique to enable early prediction of lung nodules from medical images using a learning based-neural network classifier. The developed approach utilizes a combination of different machine learning techniques such as Support Vector Machine (SVM), Mask-RCNN, and Convolutional Neural Networks (CNNs). The medical images are first pre-processed using image filtering in order to reduce noise and enhance contrast. Circular Hough transformation is then used for segmentation. A feature extraction technique is applied to extract useful features from the segmented images. These features are then fed into the SVM classifier which trained to classify the lung nodules. Mask-RCNN and CNN are used to detect the nodules. Finally, the results obtained from the various machine learning models are aggregated and classified using a learning based-neural network classifier. The performance of the developed hybrid model will be evaluated and compared to the other techniques on a dataset consisting of CT scan images of lung tumor nodules. Various evaluation parameters such as accuracy, sensitivity, specificity, precision, and F1-score are used to measure the effectiveness of the model. The results demonstrate that the proposed approach has promising performance and is capable of accurately detecting and predicting lung nodules from medical images. This hybrid model could have potential applications in the medical field for early diagnosis of lung diseases.

Huang et al. [9] (2023) explored the current and potential applications of Artificial Intelligence in the diagnosis and prognosis of lung cancer, and to discussed its potential benefits and future perspectives. The study involved a comprehensive overview of existing and potential applications of Artificial Intelligence in lung cancer diagnosis and prognosis. It includes a literature review on current research and development in the field, as well as an analysis of the advantages and challenges associated with the use of AI in the medical context. This study will provide a detailed overview of the potential benefits of using AI in lung cancer diagnosis and prognosis. The study will include a comparison between automated and manual interpretations of radiological images, and a discussion of the potential implications for clinical care. The results from the study showed the potential and promise of Artificial Intelligence in the diagnosis and prognosis of lung cancer. The findings provided insight into future perspectives, such as the need for improved accuracy and reliability, better integration with existing diagnostic practices, and the implementation of privacy and security protocols.

Siddiqui et al. [10] (2023) investigated the ability of a novel improved deep belief network with Gabor filters to detect and classify computed tomography (CT) images of lung cancer. The study utilizes a novel deep belief network combined with Gabor filters to detect and classify lung cancer CT images. The performance of the model compared with existing algorithms, and evaluated in terms of accuracy and speed. This study showed the viability of a novel deep belief network combined with Gabor filters for the detection and classification of lung cancer CT images. The performance of the model compared to that of existing algorithms. The results of this study demonstrated the potential benefits of using a novel improved deep belief network with Gabor filters for the detection and classification of lung cancer CT images. The approach could improve the accuracy and speed at which CT images are analyzed for the diagnosis of lung cancer.
Mothkur et al. [11] (2023) evaluated the effectiveness of lightweight deep neural networks for the classification of lung cancer. A variety of lightweight deep neural networks will be employed, such as convolutional neural networks, recurrent neural networks, and autoencoders. The networks trained and tested on a dataset of CT scans. The performance of the models evaluated in terms of accuracy and speed. The study showed that lightweight deep neural networks can effectively classify lung cancer, with results comparable to more complex and computationally costly networks. Moreover, Lightweight deep neural networks are a viable and cost-effective approach for the classification of lung cancer, offering accuracy and speed comparable to that of more complex models.

Balcı et al. [12] (2023) explored the efficacy of a series-based deep learning approach for the automated classification of lung nodules in medical images. A series-based deep learning model developed using a convolutional neural network (CNN) architecture. Datasets composed of CT scan images of nodules used to train and test the model. The performance of the model evaluated in terms of accuracy and speed. The study showed that a series-based deep learning approach could be successfully used to classify lung nodules in medical images, with results comparable to those of existing deep learning algorithms.

Bhattacharjee et al. [13] (2023) developed a pulmonary nodule segmentation framework based on fine-tuned and pre-trained deep neural networks using computed tomography (CT) images. A deep neural network (DNN) used as the starting point for the segmentation, and this DNN was fine-tuned and pre-trained using CT imaging sequences as training data. The performance of the framework evaluated using dataset of CT scans of pulmonary nodules. The study demonstrated that a fine-tuned and pre-trained deep neural network was a viable framework for segmenting pulmonary nodules with good accuracy and improved speed of segmentation. The developed framework of pulmonary nodule segmentation based on fine-tuned and pre-trained deep neural network using CT images, obtained robust and efficient segmentation performance.

Eid Alazemi et al. [14] (2023) developed an efficient model for the classification of lung nodules using a supervised learning technique. A supervised learning technique used to build a classification model for the detection of lung nodules using a dataset of chest X-ray scans as the input. The performance of the model evaluated by training and testing it on the dataset. The study demonstrated that the developed classification model was able to accurately classify lung nodules with a high degree of accuracy. The developed classification model based on supervised learning, obtained robust and efficient performance for the classification of lung nodules with high accuracy.

Liu et al. [15] (2023) developed an accurate and efficient deep learning-based model for the detection of ground-glass opacity (GGO) on 3D lung CT images using a pyramid input augmented multi-scale Convolutional Neural Network (CNN). The developed pyramid input augmented multi-scale CNN model developed by augmenting the existing multi-scale CNN model with a pyramid input module. The performance of the developed model evaluated using 3D lung CT images for GGO detection. The performance of the proposed Pyramid Input Augmented Multi-Scale CNN outperformed other existing multi-scale CNN models in terms of accuracy as well as efficiency.

Ghashghaei et al. [16] (2023) determined whether grayscale image statistical attributes can effectively distinguish the severity of lung abnormalities in CT scan slices of COVID-19 patients. The study used CT scan slices of COVID-19 patients to examine the relationship between grayscale image statistical attributes and the severity of lung abnormalities. A classification model trained and tested to determine the effectiveness of the grayscale image statistical attributes in distinguishing the severity of lung abnormalities. The study provides an assessment of the effectiveness of grayscale image statistical attributes in distinguishing
the severity of lung abnormalities in CT scan slices of COVID-19 patients. The results of the study indicated whether effective classification models built to accurately distinguish the severity of lung abnormalities in CT scan slices of COVID-19 patients using grayscale image statistical attributes.

## 3 Problem statement

Lung nodules are often difficult to diagnose using traditional methods due to the variety of factors that may influence the accuracy of the diagnosis, such as size, shape, and the quality of the CT image. These characteristics can cause difficulty for radiologists in identifying malignant from benign tumors. Automated methods of detection found to also be inconsistent, leading to delays in treatment or unnecessary treatments being prescribed. To overcome the above problems, we propose lung nodule recognition and categorization with CT images based on hybrid deep learning (LNDC-HDL) techniques.

### 3.1 System model

The proposed LNDC-HDL techniques is shown in Fig. 1 which shows the functionality of the proposed model. The model includes: 1) dataset acquisition; 2) pre-processing; 3) segmentation; 4) feature extraction and 5) classification. The outcomes are attained using the performance metrics. Radiologists need to categorize malignant and empty nodules using CT imagery to assess nodule status and individual treatment. A chaotic bird swarm optimization is used for lung nodule segmentation using statistical information. The combination of features is natural and very suitable for searching nodes. In particular, the format code (local format information) and point features (local intensity information for scattering) provide a well-structured description that identifies most nodes. Accurate division of node material is very important to achieve features. Finally, HDE-NN classification is used to predict the nodules and Non-nodes.

## 4 Proposed model

This section provides a detailed explanation of the proposed model.

![Fig. 1 Block diagram of the proposed model](image)
4.1 Data collection

Gather representative CT images of lung nodules from public datasets, such as the LIDC-IDRI dataset, as well as through de novo scans. This includes obtaining CT scans from different vendors and anonymizing patient information. In April 2000, NCI requested an application (RFA) called "Lung Image Database Resource for Visualization Research" to invite a grouping of companies to expand a consensus guideline for creating a lung node orientation database. Five companies were preferred to form the lung image database consortium (LIDC), which has been developing CAD methods since 2001 for lung node development, training, and image storage website resources evaluation. Relevant metadata such as chest diagnostic diagnosis by experienced radiologists, technical scan options, and factual information based on patient information. The Foundation for the national institutes of health (FNIH) launched the picture database resource initiative (IDRI) in 2004. IDRI has united five LIDCs, five additional training centers, and eight medical imaging companies. IDRI provided these companies with extrapossessions to significantly enlarge the LITC database to target 1000 CT scans and to create an additional database containing approximately 300 digital chest radiographs related to this separation of CT scans. The knowledge of chest radiography will be the subject matter of future releases. IDRI integrates the experience of educational centers with medical imaging companies. The details of these problems and the evolution of LIDC / IDRI results have been discussed formerly. 27, 29 1018 the purpose of this study is to portray the now-completed, publicly available LIDC IDIRI database, which includes chest CD scans. Ultimately, the success of LIDC will be determined by its impact on society, the relevance of the publications it generates, and its successful path in clinical training to deliver CAD to the chest CT. Figure 2 shows the raw CT scan images of the lung with nodule disease in a different position. Some raw CT scan images from LIDC/IDRI database are provided.

4.2 Segmentation using CBSO algorithm

In recent years, hybrid deep learning techniques have been used for an early prediction and classification of lung nodule diagnosis on CT images. Segmentation using the chaotic bird swarm optimization (CBSO) algorithm is a powerful tool for this purpose, as it enables the accurate and precise identification of specific regions of interest in the image. This helps to more accurately diagnose and treat lung nodules. The CBSO algorithm’s scalability and speed of computation also make it an ideal method for analyzing large datasets. Hybrid deep learning techniques incorporating the CBSO algorithm have the potential to revolutionize typical medical image analysis, providing increased accuracy, speed, and insight into lung nodule management. Fig. 3 depicts the flow diagram of the anticipated model where the samples are acquired from the dataset and the essential process is done to attain the malignant and benign samples. Let N virtual birds fly and eat. Assume that the \( i \)th in T, Suppose \( y^j(\{j\epsilon[1,2,\ldots,\}) \) express the position of the bird. The behavior of the bird can be described as follows:

(a) Foraging performance is described as follows:

\[
y_{j,t+1} = y_{j,t} + (p_{j,t} - y_{j,t}) \times C \times rand(0, 1) + (g_{j,t} - y_{j,t}) \times S \times rand(0, 1)
\]  

(1)
Fig. 2. Raw CT scan image from LIDC/IDRI Database
Fig. 3  Flow diagram of the proposed model

(b) Vigilance behavior is described as follows:

\[ y_{j,i}^{t+1} = y_{j,i}^t + A_1 \left( \text{mean}_i - y_{j,i}^t \right) \times \text{rand}(0, 1) + A_2 \left( P_{j,i} - y_{j,i}^t \right) \times S \times \text{rand}(-1, 1) \]  

(2)

Where \(A_1\) and \(A_2\) can be described scientifically as:

\[ A_1 = a_1 \times \exp \left( - \frac{P_{fit}}{\text{sumFit} + \epsilon} \times N \right) \]  

(3)

\[ A_2 = a_2 \times \exp \left( - \frac{P_{fit} - P_{fit}}{P_{fit} - P_{fit} + \epsilon} \times \frac{N \times P_{fit}}{\text{sumfit} + \epsilon} \right) \]  

(4)

\(a_1\) and \(a_2\) are constants in [0, 2]. \(\epsilon\) is a lesser steady.

(iii) Flight actions are described as follows: where, FL is in [0, 2].
4.2.1 Chaotic mapping

The chaotic structure is sensitive to the initial conditions. The confusing signals generated by the defining mechanisms are patriarchal random. Its curvature is determined by its initial value and the confusing mapping parameters are widely used in logistics mapping training. The logistically troubled system has a complex dynamic nature that can be interpreted as a differential Eq. (5).

\[
y_{j,i}^{t+1} = y_{j,i}^t + \text{random}(0, 1) \times y_{j,i}^t
\]  

(5)

\[
y_{j,i}^{t+1} = y_{j,i}^t + \left( y_{k,i}^t - y_{j,i}^t \right) \times FL \times \text{random}(0, 1)
\]  

(6)

4.2.2 Population catastrophe

This tragedy indicates that many people have died as a result of environmental changes in biological evolution. Only a staggering number of people can survive and reproduce. When developing an algorithm, the algorithm can be optimized locally while the optimal value for future generations does not change. At this point, the population disaster will be accepted as the algorithm will operate from the local optimal state. This is to close only the best people and start other people from the beginning.

(a) Mutation operation: The mutant vector is generated according to the method.

\[
U_{j}^{t+1} = y_{r_1}^t + F \times (y_{r_2}^t - y_{r_3}^t)
\]  

(8)

Here, \( y_{r_1}, y_{r_2}, y_{r_3} \) three dissimilar persons were arbitrarily chosen. \( j \) must be diverse from \( r_1, r_2, \) and \( r_3. \) \( F \) is the scaling factor.

(b) Cross operation: Crossover operation is used to augment the inhabitant’s diversity, and it can be achieved with the formula.

\[
V_{j}^{t+1} = \begin{cases} 
U_{j}^{t+1} \text{rand}(0, 1) \leq CRori = \text{rand}(1, n) \\
y_{j,i}^{t} \text{rand}(0, 1) > CRori \neq \text{rand}(1, n)
\end{cases}
\]  

(9)

Where, CR is in \([0, 1]\).
(iii) Selection operation: The exercise value of the test vector is compared with the exercise value of the target vector according to the greed criterion, and then it is determined whether the test vector is passed on to the next generation. Selection can be done using the formula

$$y_{j}^{t+1} = \begin{cases} V_{j}^{t+1}f(y_{j}^{t+1}) < f(y_{j}^{t}) \\ y_{j}^{t}, f(y_{j}^{t}) \geq f(y_{j}^{t}) \end{cases}$$  \hspace{1cm} (10)$$

4.3 Feature extraction using IFB algorithm

An Improved Algorithm for Fish Bees One of the problems with most reality classifications is that the basic class probability and class status are unidentified, and each event is connected with a class symbol. We often do not know the relevant aspects of the real situation. Therefore, to improve and symbolize the domain, multiple applicant features are introduced, resulting in inappropriate/undesirable features for the target concept. Because of multiple sorting issues, it is not easy to learn fine classifiers previous to removing these undesirable features due to a large amount of data. The choice of character traits mainly affects the taxonomic learning phase. After creating the attributes, in its place of the dispensation of the data using all the features of the learning algorithm, the classification attributes first select the attributes for selecting the subset of the attributes and procedure the data using the attributes chosen by the learning algorithm. The feature assortment phase may be sovereign of the learning process, for example, filtering models or using re-learning methods to assess the quality of elected features such as wrapping models. The last selected feature becomes the predictive stage classifier.

The selection of taxonomic characteristics usually attempts to select a subset of the minimum level features by the subsequent criteria,

The accuracy of the classification does not decrease considerably; and

The resultant class sharing is as close as likely to the actual class sharing, giving only values for the selected attributes and all attributes.

Feature Selection Methods Search for feature subgroups and try to find the best of them. However, this procedure is over because he is only trying to find the best one. Despite the average size (m) of the features, it is quite expensive and practically unusual. Further, methods base on chorister or random investigation method effort to minimize computational problems by compromise representation. These methods require a stop measure to avoid a comprehensive search of subgroups. In the following sections, we discuss in detail the representation systems of these three groups. Filter features Selection methods use a statistical scale to score each characteristic. Properties are rated and selected for database installation. Since the methods are often homogeneous, the behavior is considered an independent or dependent variable.

4.3.1 Fisher score

High superiority features ought to give similar values to events in the same class and dissimilar morals from different classes. With this awareness, they attain the fifth year of $S_i$ is intended as the Fisher score as
where, $\mu_{ji}$ and $n_{ji}$ are the averages and variables of the i-th character of the class for j-th, nj is the digit of events in the j-th class and $\mu_i$ is the average array of the characteristic symbol for the i-th class as follows:

$$F(j, i) = \begin{cases} \sqrt{\frac{p}{P_i}} - \sqrt{\frac{p}{P_j}} & \text{if } Y_j \in C_i \\ -\sqrt{\frac{p}{P_i}} & \text{otherwise} \end{cases}$$

4.3.2 Wrapper methods

Consider a set of functions as a search problem that compiles, evaluates, and compares different combinations. The prediction model we evaluated to evaluate the combination of characteristic features and to add points based on the accuracy of the sample. The search process can be as systematic as a good first search, which can be as random as a random climbing algorithm, or use sequences such as adding and removing features. Using a pre-defined collection, an archetypal packaging model will achieve the subsequent steps:

Step 1: probing a separation of features,
Step 2: evaluate the chosen subset of features by the presentation of the classifier,
Step 3: Repeat Step 1 and Step 2 until the desired quality is reached. A general framework for wrapper methods of feature selection for classification, and it contains three major components:

Feature selection search—how to search the subset of features from all possible feature subsets.

Feature evaluation—how to evaluate the performance of the chosen classifier and regulatory method also known as punishment methods, present additional barriers to optimizing the prediction algorithm (e.g. regression algorithm) depending on the low complexity (low coefficients) of the model.

$$Q(s, Y) = \sum_{j=1}^{p} \left(x_j - s^d y_j\right)^2$$

$$Q(s, Y) = \sum_{j=1}^{p} \max\left(0, 1 - x_j s^d y_j\right)$$

$$Q(s, Y) = \sum_{j=1}^{p} \log\left(1 + \exp\left(-x_j (s^d y_i + a)\right)\right)$$

To switch features with high correlation, network configuration [32] – [35] is suggested
4.4 Lung nodule classification using HDE-NN

A Hybrid Differential Evolution (HDE)-NN is a hybrid deep learning algorithm that combines differential evolution with a neural network. The algorithm works by using evolutionary computing to optimize a neural network model in order to develop an accurate and efficient model for predicting and classifying lung cancer nodule diagnosis. The evolutionary computing runs through a single or multiple generations and is used to change the parameters of the neural network in order to converge it to the appropriate model. After the optimal parameters are determined, HDE-NN uses the trained model to develop a segmentation mask of lungs CT scan images to isolate the areas of interest for early diagnosis and classification of the lung cancer nodule. The HDE-NN algorithm is capable of learning more complex patterns, which has the potential to improve cancer segmentation and classification accuracy. In addition, HDE-NN can be used to improve the accuracy of existing deep learning approaches as well as help to reduce the need for manual radiologists to review lung CT scans. The evolutionary operation of (HDE)-NN can be summarized as follows:

1) **Mutation**

\[ v_i = x_{r1} + F \times (x_{r2} - x_{r3}), \quad i = 1, \ldots, NP \]  
\[ (17) \]

where \( r_1 \), \( r_2 \), and \( r_3 \) are equally definite inconstantly haggard three index from \((1, \ldots NP)\), also separate from \( i \), and \( 0 < F < 2 \).

2) **Crossover**

\[ u_{ji} = \begin{cases} v_{ji}, & \text{if randb} \leq CR_{orj} = randr \\ x_{ji}, & \text{if randb} > CR_{orj} \neq randr \end{cases} \]  
\[ (18) \]

Where, \( i = 1, \ldots, NP, j = 1, \ldots, D \), and \( CR \in (0, 1) \) is the intersect rate, and \( randr \) is random numeral in \([1,D]\). This makes sure at least some intersect, one constituent of \( u_i \) is selected at random to be from \( v_i \).

3) **Selection**

If the purpose value \( f(u_i) \) is lower than \( f(x_i) \), then \( u_i \) replace \( x_i \) in next production. Otherwise, we uphold \( x_i \). There is two variant of DE that has been often used in performing report, DE/rand/1/bin, and DE/best/1/bin.

Step 1: Select the parameters of size masses, the change factor (F) of individuals the progress factors which are limit requirements, the creamer rate (C), and the most prominent number of ages (g) which are finishing measures.

Step 2: Initialize age \( g = 0 \) load masses of \( I = 1, \ldots, p \) people (they are affirmed respected d-dimensional course of action vectors) along this unconstraint respects passed on in
d-dimensional issue space near to the best uniform likelihood task. The referenced above attributes are selected from the client’s kept cutoff focuses.

Step 3: Compute every individual prosperity estimation of the individuals. on the off chance that prosperity respects delights referenced information, spare the coming outcome and end the technique, in any case, arrange 4.

Step 4: We can include the vector of people of individuals to differential vector in the change process. The mass vector is made Eq. (4) for each target vector x, g a peculiarity vector is passed on utilizing the going with affiliation

\[ v_i = x_{r1} + F \times (x_{r2} - x_{r3}), \quad i = 1, \ldots, NP \]  

In Eq. (19), the Difference among the two individuals(\(x_{r2} - x_{r3}\)), got from mutation factor, which is represented is F. Generally taking ranges is always [0,1], here i, r1, r2, r3 \(\in\) \{1, 2,..., P\} for avoiding search stagnation. which are inconstantly numbers and the choice number should be poles apart from each other. P is described the number of inhabitants.

Step 5: after the change action, recombination is practical to the people. Recombination is used to make a primer vector by superseding the confident parameter of the target vector with the relating parameter of the accidentally created sponsor (crack) vector. There is binomial recombination also exponential recombination two essential sorts of binomial recombination, their course of action of examination is used to find the family which depends on parent contributions (0 ≤ C ≤ 1) is half breed predictable which is mediated in every investigation. Beginning at an erratically picked stricture, the well-spring of every stricture is coordinated by standing apart C from a dependably coursed capricious number from the interim \([0, 1]\) which displays the estimation of C can beat the worth 1. A vector of strategies is picked self-confidently from the peculiarity people when \((\text{rand} \in [0, 1])\),

\[ u_{ji} = \begin{cases} v_{ji}, & \text{if} \text{rand} \leq CR_{orj} = \text{randr} \\ x_{ji}, & \text{if} \text{rand} > CR_{orj} \neq \text{randr} \end{cases} \]  

\(j = 1, 2,..., d\), where d is the digit of parameter to be optimized.

Step 6: For producing better offspring, we can use the selection process. If the target vector is lower or equal to the trial vector \(t_i, g\), then we can replace the target vector in next-generation \(x_{ij}, g\). For a minimum of one more generation, the target vector retains its place in the population.

\[ x_{ij}, g + 1 = \begin{cases} t_i, g, & \text{iff} (t_i, g) \leq f(x_{ij}, g) \\ x_{ij}, g, & \text{otherwise} \end{cases} \]  

Figure 4 depicts the flow diagram of the HDE-NN model where the parameter selection, fitness function evaluation, mutation operation, and crossovers are discussed. The new masses can be presented through the change technique and recombination with the assurance process replaced till the perfect region, or the particular end model was satisfied. Or on the other hand, a foreordained end model is satisfied. The destined target vectors are ‘mixed in with cutting-edge vectors. This system addresses recombining and creates the starter vector. Figure 3 addresses the pseudo-code for differential
improvement count. The entire squared misstep and mean-squared bungle among the real yield $y(n)$ of the structure and the foreseen yield $(n)$ is using the most ordinary methodology. In this work we have acknowledged the cost fill-in as a mean-squared screw-up, for instance

$$E = \left( \frac{1}{N} \sum_{k=1}^{n} [y - f(X, W)] \right)$$  \hspace{1cm} (22)$$

where $N$ is the digit of data measured. The process of disease classification using a differential evolution-based neural network is shown in the below flow chart Fig. 2. The neural network parameters include learning rate, batch size, and the number of epochs; similarly, the parameters of differential evolution include population size, crossover, differential weight, and generation number. The parameter tuning is required with user setting and computational cost analysis.
5 Simulation results and discussion

In this segment, we assess the presence of planned early prediction and classification of lung nodule analysis on CT imagery based on a hybrid machine knowledge technique using a public dataset i.e. LIDC-IDRI. The simulations were implemented in python language with Keras, and TensorFlow libraries and run on windows 10 with 32 GB RAM CPU with Intel i5 processor. The performance of the proposed HDE-NN classifier in contrast with the existing state-of-art classifiers are SVM, dense softmax CNN and ELM [31]. The different metrics such as accuracy (Acc), sensitivity (Sen), specificity (S), and area under curve (AUC) are used to appraise the presentation of both planned and existing classifiers. The details are described as follows,

\[
Acc = \frac{T_+ + T_-}{T_+ + T_- + F_+ + F_-}
\]

\[
Sen = \frac{T_+}{T_+ + F_-}
\]

\[
S = \frac{T_-}{T_- + F_+}
\]

\[
AVC = \int_{o}^{l} T_{r+}(F_{r+})dF_{r+} = p(x_p > x_n)
\]

where T+, T-, F+, F-, Tr+, and Fr+ denote the true positive, true negative, false positive, false negative, true positive rate, and false positive rate respectively.

5.1 Analysis of segmentation and feature extraction process

We utilize the ACS-ML algorithm for segmentation and the HBS algorithm for the feature extraction process in the proposed EPC-HML technique. Figure 2 shows the result of the segmentation and feature extraction process of the raw CT scan image given in Fig. 1. In this plot, the first column denotes the input raw CT scan image, the next column denotes the result of the segmentation process and the final column indicates the result of the feature extraction process to define the multi-features. Let’s consider sixteen patients from the LIDC/IDRI Database, the nodule and non-nodule rates are 60% and 30% for training and testing purposes and 10% for validation purposes respectively. CT scan images were obtained with a strip thickness of 2 mm, and the location of the nodes was confirmed by at least two radiologists given in the database. The nodule and non-nodule uncovering results are exposed in Fig. 5. It depicts the enhancement of the proposed detection technique which achieves accurate detection of cancer portion in a given lung CT scan. Figure 5 shows the segmented outcomes of the anticipated model using the proposed segmentation process. Here, seven samples are taken for the segmentation process. Figure 6 depicts the simulation results of nodule/non-nodule detection of the proposed technique for 16 patients from the LIDC/IDRI Database.
5.2 Comparative analysis of classifiers

In this subsection, we assess the presence of the proposed HDE-NN classifier over existing classifiers SVM, dense softmax CNN, and ELM in terms of different metrics Acc, Sen, S, and AUC. From the Table 1, we see that the overall effectiveness of proposed HDE-NN classifier is very high over existing state-of-art classifiers. The accuracy of the proposed HDE-NN classifier is 5%, 4%, and 2% higher than the existing classifiers SVM, Dense softmax CNN, and ELM respectively. The average accuracy improvement of the proposed HDE-NN classifier is 3.7% over existing classifiers. The sensitivity of the proposed HDE-NN classifier is 8%, 8%, and 2% higher than the existing classifiers SVM, Dense softmax CNN, and ELM respectively. The average sensitivity improvement of the proposed HDE-NN classifier is 6.0% over existing classifiers. The specificity of the proposed HDE-NN classifier is 5%, 2%, and 1% higher than the existing classifiers SVM, Dense softmax CNN, and ELM respectively. The average specificity improvement of the proposed HDE-NN classifier is 2.7% over existing classifiers. The AUC of the proposed HDE-NN classifier is 6%, 4%, and 1% higher than the existing classifiers SVM, Dense softmax CNN, and ELM respectively. The average AUC improvement of the proposed HDE-NN classifier is 3.7% over existing classifiers. Figure 4 shows the graphical representation of the same competitive analysis.

Table 1 depicts the comparison of the proposed with existing SVM, dense softmax CNN, ELM, and proposed HDE-NN. The significance of the proposed HDE-NN is 3.7% accuracy, 6% sensitivity, 2.7% specificity, and 3.7% AUC. The accuracy of the anticipated model is 96.39% which is 4.71%, 4%, and 1.82% higher than other approaches. The sensitivity of the proposed model is 95.25% which is 6.87%, 6.06%, and 1.56% higher than other approaches. The specificity of the proposed model is 96.12% which is 4.73%, 1.57%, and 0.97% higher than other approaches. The AUC of the proposed model is 96.05% which is 4.16%, 3.73%, and 1.11% higher than other approaches.

The major drawback of SVM is its inefficiency to handle a huge amount of data and overlapping data. The drawback with the dense softmax CNN is its lack of ability towards spatial invariant data. Finally, the drawback of ELM is its reduced generalization. However, the proposed model’s novelty relies on its ability to handle a huge amount of data with better generalization. This leads to a substantial increment of prediction accuracy to 3.7%.

Figure 7 shows the comparison of various performance metrics. The confusion matrix represents the performance measurement of the classification technique problem where output can be two or more classes. Figure 8 gives the confusion matrix of proposed and existing classifiers. Same as the ROI curve evaluates the classification technique over the true and false positive rate. Figure 9 gives the ROI curve of proposed and existing classifiers. Based on these analyses, it is proven that the proposed model outperforms various existing approaches in terms of accuracy, specificity, and sensitivity.
Fig. 6 Simulation results of nodule/non-nodule detection of the proposed technique for 16 patients from the LIDC/IDRI Database

Table 1 Performance comparison of classifiers

| Classifiers       | Performance metrics (%) |
|-------------------|-------------------------|
|                  | Access % | Sen % | S | % | AUC % |
| SVM               | 91.68     | 5     | 88.38 | 8 | 91.39 | 5 | 91.89 | 6 |
| Dense softmax CNN | 92.39     | 4     | 89.19 | 8 | 94.55 | 2 | 92.32 | 4 |
| ELM               | 94.57     | 2     | 93.69 | 2 | 95.15 | 1 | 94.94 | 1 |
| HDE-NN (Proposed) | **96.39** | **95.25** | **96.12** | **2.7** | **96.05** |
| Significance of proposed model | **3.7** | **6** | **2.7** | **3.7** |

The bold entries represent the highest performance metrics achieved by each classifier.
6 Conclusion

We have proposed lung nodule detection and categorization with CT imagery based on hybrid deep learning (LNDC-HDL) techniques. We introduced a chaotic bird swarm...
optimization (CBSO) algorithm for lung nodule segmentation using statistical information. We illustrated an Improved Fish Bee (IFB) algorithm for the feature extraction and selection process. We developed a hybrid classifier i.e. hybrid differential evolution-based neural network (HDE-NN) for tumor prediction and classification. The imitation results showed the efficiency of planned LNDC-HDL techniques over the existing state-of-art technique in provisos of accuracy, sensitivity, and specificity. The major research constraint is the complexity of the evaluation of the proposed model. However, in the future, a novel dense network model using deep learning approaches will be proposed to reduce the complexity encountered in the feature extraction process. Also, when the samples are higher; then the prediction accuracy is also higher which can be analyzed in the future.

**Abbreviations**

- $y^j$: Bird’s position
- $N$: Virtual birds
- $a_1, a_2$: Constants
- $\lambda$: Dynamic birds’ nature
- $U_t^{i+1}$: Mutant vector
- $y_{random}$: Dissimilar person arbitrarily
- $V_t^{i+1}$: Crossover operation
- $f(y^j)$: Selection function
- $rand(0, 1)$: Random variable
- $V_j$: Fisher score
- $P_i$ and $P_j$: A probability value of ‘i’ and ‘j’
- $Q(s, Y)$: Coefficient values
- $p(s)$: Penalty
- $\sum_{j=1}^{3} s_{ij}$: High correlation features
- $v_i$: Mutation
- $r_1, r_2, r_3$: Haggard index
- $u_{ji}$: Crossover
- $g$: Age
- $F$: Change factor
- $C$: Creamer rate
- $f$: Mutation factor
- $d$: Digital parameter
- $g+1$: Target vector
- $\bar{E}$: Mean square error
- $N$: Digital data
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