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ABSTRACT

Background: Development and dissemination of public health (PH) guidance to healthcare organizations and the general public (e.g., businesses, schools, individuals) during emergencies like the COVID-19 pandemic is vital for policy, clinical, and public decision-making. Yet, the rapidly evolving nature of these events poses significant challenges for guidance development and dissemination strategies predicated on well-understood concepts and clearly defined access and distribution pathways. Taxonomies are an important but underutilized tool for guidance authoring, dissemination and updating in such dynamic scenarios.

Objective: To design a rapid, semi-automated method for sampling and developing a PH guidance taxonomy using widely available Web crawling tools and streamlined manual content analysis.

Methods: Iterative samples of guidance documents were taken from four state PH agency websites, the US Center for Disease Control and Prevention, and the World Health Organization. Documents were used to derive and refine a preliminary taxonomy of COVID-19 PH guidance via content analysis.

Results: Eight iterations of guidance document sampling and taxonomy revisions were performed, with a final corpus of 226 documents. The preliminary taxonomy contains 110 branches distributed between three major domains: stakeholders (24 branches), settings (25 branches) and topics (61 branches). Thematic saturation measures indicated rapid saturation (≤5% change) for the domains of “stakeholders” and “settings”, and “topic”-related branches for clinical decision-making. Branches related to business reopening and economic consequences remained dynamic throughout sampling iterations.

Conclusion: The PH guidance taxonomy can support public health agencies by aligning guidance development with curation and indexing strategies; supporting targeted dissemination; increasing the speed of updates; and enhancing public-facing guidance repositories and information retrieval tools. Taxonomies are essential to support knowledge management activities during rapidly evolving scenarios such as disease outbreaks and natural disasters.

1. Introduction and background

Pandemics create a challenging environment for public health (PH) officials to communicate guidance to the public at large and those making clinical and operational decisions in healthcare settings. PH organizations produce guidance pertaining to a wide range of topics, stakeholders and settings, e.g. protocols for collecting lab specimens, signage to be used in restaurants, and travel advisories for the general public. Moreover, state-of-the-art guidance required for decision-making is likely to rapidly change, which can be challenging for...
knowledge management (KM) strategies that rely on stable concepts to deliver the right guidance to the right stakeholder at the right time [1]. In the domain of PH, the "ideal model of guidance dissemination is sometimes described as a knowledge "funnel" [2]. In this model, national- and international-level organizations synthesize best available evidence to inform PH control measures and then distribute guidance to organizations representing increasingly granular jurisdictions and stakeholders. Those organizations then curate available guidance, add further details to address local needs, and make relevant information accessible to their stakeholders, such as healthcare organizations, schools and individuals. In the United States, such a system typically involves guidance disseminated from the Center for Disease Control and Prevention (CDC) and the National Institutes of Health (NIH) to state or large city PH agencies, and then to more local (city or county) PH officials with greater familiarity with the needs of their communities.

In reality, implementing the knowledge "funnel" creates numerous challenges during large disease outbreaks. During the H1N1 pandemic, the "knowledge funnel" model created communication challenges and information overload [1,3]. Similarly, during the present COVID-19 pandemic, PH organizations must rapidly produce, organize, and disseminate assets (guidelines and educational materials) to relevant stakeholders. Knowledge of the natural history of the disease, diagnosis and treatment changes rapidly, collapsing the typical years-long timeframe in which scientific research is transformed into guidelines [2]. Shorter and overlapping cycles create a significant challenge for typical KM asset management strategies. In addition, frequently updated guidance greatly increases the burden on healthcare systems, providers, and consumers to find and comprehend the most relevant and current information available. Unfortunately, pandemics tend to be accompanied by "infodemics" of misinformation that can spread rapidly via social media and other online platforms, and that PH officials strive to dispel [4–9]. All of these factors contribute to a large volume of accurate and inaccurate information that PH officials must curate for their constituencies, and that stakeholders are faced with when seeking out guidance.

A customized taxonomy for classifying PH guidance is an important tool for addressing these problems and enabling informatics strategies that support the entire KM cycle, supporting expert activities like content development, curation, and indexing of assets designed by public health officials. A taxonomy of PH guidance can support guidance dissemination strategies by helping public health officials target the most relevant stakeholders and settings. Dissemination tools may include tools such as search engines, content feeds, recommender systems, and context-aware information retrieval (e.g. "Infobuttons") [10]. A taxonomy also simplifies the systematic identification of gaps, redundancies, and conflicts in existing recommendations for public health seeking to produce new guidance. A well-designed taxonomy of public health guidance thus has the potential to help "harmonize" all aspects of knowledge authoring and dissemination, across organizations and settings.

KM strategies applied to PH emphasize the importance of coherent processes to manage the entire knowledge curation and dissemination life cycle, including the identification of relevant evidence, asset creation, updating, storage, evidence synthesis, intervention and evaluation [11]; and the shortcomings of approaches that fail to carefully target guidance [1]. Initial research on KM in PH has focused on the translation of scientific findings into evidence-based guidelines for healthcare systems [12,13] and PH case reporting [14,15]. In response to the COVID-19 pandemic, a number of studies have also sought to characterize knowledge search and dissemination patterns by the general public [6,16–18]. Other important KM-related COVID-19 research initiatives include the COVID-19 Knowledge Accelerator [19] and the Text Retrieval Conference COVID project [20], both of which are primarily expert-facing projects to synthesize scientific evidence. Despite these important contributions to COVID-19 PH efforts, we identified a lack of means for systematically classifying COVID-19 or other guidance as it relates to diverse PH, healthcare and non-healthcare settings and stakeholders. Consequently, this study used the COVID-19 pandemic as a test case for developing a strategy to sample and taxonomically classify PH pandemic guidance to support dissemination efforts to individuals and organizations beyond public health agencies, including business, government and private organizations and members of the general public. The objectives of our project were thus to: i) design an efficient method for sampling guidance across multiple PH organizations; and ii) apply the sampling methodology to develop a taxonomy of COVID-19 PH guidance.

2. Methods

This study sought to develop a taxonomy of PH guidance related to the ongoing COVID-19 pandemic across multiple PH organizations in the US. Our unit of analysis was individual PH guidance “documents” in HTML, PDF or MS Word format. We defined “guidance” as a document containing required or recommended actions for a particular individual, population, or type of organization. This definition excluded documents intended to educate about aspects of COVID-19 without suggesting specific actions to be taken, Utah Department of Health’s “Travel Guidance” and “Overview of COVID-19 Surveillance” pages provide examples of documents that do and do not meet the study’s inclusion criteria, respectively [21,22]. Streamlined content analysis of documents was used to assign documents to PH guidance categories and establish a taxonomy. We discuss methods in relation to three phases that were iterated over the course of the study: sample selection, content analysis, and sample strategy revision. Fig. 1 visualizes each of these phases. Steps in the diagram are referenced in the description of each phase.

2.1. Sample selection

Step A1: Each iteration of sampling and taxonomic development began with the selection of states and externally linked organizations to target. Four U.S. state PH agencies were ultimately included in the study: Florida (FL), Illinois (IL), Massachusetts (MA), and Utah (UT). State agencies, rather than federal, were selected because we anticipated they would be responsive both to guidance changes at the federal level and shifting conditions in the state’s local communities. These four states were selected because they had differing patterns of COVID-19 infections which may impact the guidance PH is attempting to share; belong to different administrative regions of the U.S. Department of Health and Human Services (HHS); and are geographically dispersed. CDC, NIH and WHO websites were also sampled following procedures described below. Infection rate patterns in sampled states are shown in Fig. 2. Sampling began with UT and MA because investigators were familiar with the respective state public health websites, and the issues that were at the forefront of public discourse in each state. This contextual knowledge helped to guide sampling. Sampling was later expanded to FL and IL. The iterative approach was intended to encourage rigor by ensuring that all coders were using codes the same way on a limited number of documents before expanding the corpus, a common strategy in content analysis.

Step A2: URLs for PH guidance were retrieved through an automated process followed by manual verification. PH agency websites were crawled using a commercial web-crawler tool (Versionista®; Portland, OR), generating an inventory of pandemic-related links. Two states (UT, FL) had web domains dedicated to COVID-19 guidance, which were exhaustively inventoried. For the remaining states (IL, MA), filters were applied within the web-crawler to limit the search to COVID-19-related web pages. The script used for document retrieval can be found on Mendeley Data [24].

Step A3: To extract links to PH organizations external to the four state agencies, the inventories of links were processed using custom scripts developed in Apple Automator. First, URLs for HTML pages were
scanned for external links. Second, static .pdf and .doc documents were downloaded and scanned for external links. Both sets of results were filtered to retain only links to CDC, NIH and WHO web pages. Duplicate links were removed. This semi-automated process produced an inventory of COVID-19 related URLs for each state and externally linked organizations. The scripts used to extract external links can be found on Mendeley Data [24].

Step A4: Each URL was manually checked by a team of four analysts to ascertain whether the link contained PH guidance, according to the study’s definition.

Step A5: If the linked document was determined to be guidance, it was assigned to one of three coarse stakeholder categories: general consumer, healthcare organization, or non-healthcare organization. “General consumer” guidance was defined as guidance related to individuals or the general population. “Healthcare organization” guidance was defined as guidance related to clinical care or the management of operations within healthcare organizations. “Non-healthcare organization” guidance was defined as guidance relating to any non-healthcare organization, including private businesses, government agencies and non-profit organizations. These categories offered a “first approximation” of the relevant stakeholders referenced by guidance documents to assist sampling. Stakeholder categories were refined via iterative sampling and classification workflow. Circles indicate the point at which the method is iterated; text in the circles specifies what (if any) changes to sampling strategy are to be made in the next iteration. The workflow was terminated when stakeholders and settings reached saturation for two iterations [1]. Channels included FL, IL, MA, UT and CDC [2]. Purposive sampling relies on analyst judgment to select samples that maximize variability; random sampling selects a proportion of samples from a corpus stratified by a priori categories. [3] Interrater reliability is measured using kappa statistics. 0.75 is considered a desirable kappa. [4] Thematic saturation refers to the degree of exhaustiveness with which the taxonomy captures concepts in sampled documents. Less than or equal to 5% change between iterations is considered acceptable.

Fig. 1. Phases and steps within the iterated sampling and classification workflow. Circles indicate the point at which the method is iterated; text in the circles specifies what (if any) changes to sampling strategy are to be made in the next iteration. The workflow was terminated when stakeholders and settings reached saturation for two iterations [1]. Channels included FL, IL, MA, UT and CDC [2]. Purposive sampling relies on analyst judgment to select samples that maximize variability; random sampling selects a proportion of samples from a corpus stratified by a priori categories. [3] Interrater reliability is measured using kappa statistics. 0.75 is considered a desirable kappa. [4] Thematic saturation refers to the degree of exhaustiveness with which the taxonomy captures concepts in sampled documents. Less than or equal to 5% change between iterations is considered acceptable.

Fig. 2. Weekly average rate of new COVID-19 cases for Florida, Illinois, Massachusetts, and Utah. Y-axis is new cases/100k individuals based on 2019 census data. Data drawn from JHU CSSE [23].
Step A6: A determination was made in each iteration of sampling to use purposive or random sampling. Purposive sampling was used to maximize the concepts captured in small samples during early iterations, typically using 3–10 PH guidance documents. The final two iterations used random samples of 20% of all documents identified on the FL, IL, MA, UT and CDC websites (n = 234) to test the method at a larger scale and capture concepts missed by purposive sampling.

2.2. Content analysis

Step B1: Sampled PH guidance was classified via iterative content analysis [25]. Review of documents focused on capturing high level concepts or “gist”, rather than the details of guidance (e.g. capturing that a document indicated how to handle laboratory specimens, but not capturing what the recommended procedures were). All taxonomic classification was performed in NVivo 12. Documents were classified in terms of three broad domains: stakeholder, setting, and topic. “Stakeholder” refers to any individual, population or organization for which the guidance is explicitly related (e.g. business owner or manager; healthcare support staff). In some cases, the inference was made that guidance was intended for any individual, population or organization for which the guidance is expected to be relevant (e.g. freestanding clinics; schools). “Setting” refers to types of physical locations in which the guidance is expected to be relevant (e.g. COVID-19 lab testing procedures; physical distancing in private businesses). Documents could be assigned to multiple concepts within any of these domains. In iterations with purposive sampling, documents were independently reviewed and classified by four trained analysts simultaneously to ensure consistency in classification (PT, SP, ER, AL). The content analysis team included experts with backgrounds in anthropology, nursing, medicine, and global health, in addition to informatics.

Step B2: Interrater reliability was calculated to measure consistency of classification in the iteration. As is common in qualitative research and content analysis, kappa scores were used to quantify the degree of agreement between analysts and thus monitor the consistency of concept use and the study’s internal validity. Fleiss’ kappa is an interrater reliability metric used for three or more raters scaled between 0 and 1, interpreted as the likelihood that classification agreement is not by chance, with 0.75 or better deemed sufficient by convention [26]. Fleiss’ kappa was calculated in Stata via the kappapct package.

Step B3: Concepts identified in guidance were discussed, concept names and definitions were designed by group consensus and concepts were merged into a master taxonomy. Definitions for clinical concepts drew on the taxonomy of generic clinical questions designed by Ely et al. [27]. In random sampling iterations, each document was assigned to one of four analysts, who then reported to the full group on changes that might be required in the taxonomy. Recommended changes were then discussed and made based on the consensus of all four analysts, resulting in an iteratively refined taxonomy.

Throughout the classification process, the taxonomy was periodically reviewed by a PH domain expert (CJS) to evaluate its coherence and relevance, as well as by the larger research team. This team-based approach conforms to best practices in qualitative coding and content analysis [28–30]. Classification at the level of the document (rather than paragraph or line) offered an unambiguous textual unit of analysis, another key component of interrater reliability and helped to streamline analysis [31].

Step B4: Thematic saturation was estimated for each iteration. Thematic saturation is a common means of conceptualizing sample adequacy in content analysis. It refers to the degree of exhaustiveness of a sample relative to the thematic content of a corpus of text. The conceptualization of thematic saturation varies [32,33], although most approaches assume that the themes in a corpus are finite, such that iterated sampling will result in an increasingly exhaustive inventory of themes. This is not a realistic assumption in the context of a pandemic, in which new knowledge emerges rapidly in response to scientific research and real-world problems. However, thematic saturation metrics are still useful for quantifying the thematic “yield” of particular sampling strategies or phases (e.g. changes in the channels searched and topical focus), thus helping to guide ongoing sampling. This is the general purpose of the simple method of measuring thematic saturation proposed by Guest et al. [34], who recommend quantifying thematic saturation by measuring percent changes in the number of themes (or concepts) across iterations of a codebook (or taxonomy). Guest et al. suggest that sufficient saturation has been reached when the number of identified concepts across sampling iterations change by 5% or less. This study assumed that stakeholder and setting concepts might stabilize sufficiently to achieve saturation, but that the topic domain would remain dynamic. For this reason, two consecutive iterations showing saturation in the stakeholder and setting domains was deemed an appropriate endpoint for analysis.

2.3. Sample strategy revision:

Step C1: Low kappa scores were taken as an indication that the sampling strategy of the previous iteration should be repeated to improve analysts’ shared understanding of existing categories through further use and discussion. If kappa scores were low (less than 0.75), the sampling strategy was repeated (skipping Step C2 and going to Step C3a). If kappa scores were high, adjustments to the sampling strategy were considered (continuing to Step C2).

Step C2: Percent change in the taxonomy was assessed in relation to a threshold of 10% change. The threshold was chosen because it indicated that change in the taxonomy was no longer as high as when channels or topics were first introduced, and that expanding the sampling strategy to new channels, settings or stakeholders would thus be more feasible. If percent change in taxonomy size was greater than 10 % analysts continued to Step C3b, repeating the previous sampling strategy without change. If percent change in taxonomy size was less than 10 %, analysts continued to C3c, in which the sampling strategy was expanded to include more channels, settings or stakeholders.

Step C3a: Analysts reached this step if they returned low kappa scores. In this case, analysts repeated an iteration of sampling and taxonomy development with no modification to the targeted stakeholders, topics, channels, or sampling strategy.

Step C3b: Analysts reached this step if they measured high kappa scores and high percent change in taxonomy size (poor saturation). In this case, analysts considered expanding stakeholder or topic domains while retaining a purposive sampling strategy to efficiently capture variation.

Step C3c: Analysts reached this step if they measured high kappa scores and low percent change in taxonomy size (adequate saturation). In this case, analysts considered expanding stakeholder or topic domains, adding channels (e.g. additional states or linked documents from external organizations), and using random sampling to capture variation missed by purposive sampling in highly saturated domains. Sampling was terminated when setting and stakeholder categories remained at or below the 5% change threshold for two consecutive iterations.

3. Results

Study results are reported below for each of the two study aims.

3.1. Designing an efficient method for sampling guidance across multiple PH organizations

The four states inventoried varied drastically in the size and structure of their online PH resources. As noted in Methods, UT and FL had dedicated COVID-19-related web domains, while PH guidance for IL and MA was integrated into larger state government domains. After filtering URLs for relevance in IL and MA, the total number of URLs ranged from...
54 (FL), 216 (IL), 229 (UT) to 581 (MA) (Table 1). About half of the web pages for FL, IL and MA provided some form of guidance, while guidance pages for UT were only 32% of the state’s total inventory.

Across all states, the overwhelming majority of external links from state PH websites (n = 326; 97%) referred to guidance on the CDC website, ranging from 51 to 105 links. Links to NIH and WHO guidance were only present for IL and MA, and limited to only 4 and 5 links, respectively. Sixty to 75% of links from state PH agencies to the CDC led to guidance web pages vs. non-guidance. For all states, the general public was the stakeholder most frequently targeted by linked CDC guidance, followed by healthcare and non-healthcare stakeholders, respectively. A summary of URLs inventoried by this study is provided in Table 1.

To illustrate thematic saturation, Fig. 3 describes the percent change in number of branches across major iterations of the taxonomy, which included purposive sampling between May and September 2020, followed by two rounds of random sampling in October 2020. Overall, this study achieved 5% or lower rates of change for numerous iterations in the stakeholder and setting domains of the taxonomy, as well as for topics related to clinical care. In early iterations, constraining the stakeholder (healthcare only), channel (UT, MA), and topic (clinical care) allowed the project to achieve saturation close to the ideal quickly (6–8% change in number of branches). Adding states and stakeholders resulted in greatly increased taxonomy size in June and July. After six rounds of purposive sampling and the addition of FL to the sample, one iteration achieved a 0% change. Notably, this was followed by two iterations that involved the analysis of a large volume of randomly sampled documents in October and resulted in a smaller increase in taxonomy size (14% and 7%, respectively) than the purposive sampling in June and July.

To better understand changes in the taxonomy over time, we also analyzed saturation in taxonomy subunits. We found that two iterations of purposive sampling were sufficient to bring the setting and stakeholder domains close to saturation, with the only spike in those domains related to the expansion of sampling from guidance targeted to healthcare stakeholders to guidance for all categories of stakeholders (healthcare, non-healthcare and general public). Similarly, we found that the concepts most directly related to clinical care, Topics/Clinical disposition and treatment and Topics/Clinical presentation and diagnosis, were highly stable over all phases of sampling. In contrast, many non-clinical topics tended to remain dynamic over many iterations of sampling. Topics/Economic dimensions, for example exhibited a 67% jump in taxonomy size with random sampling, and Topics/Reopening spiked by 25% with the first random sample. Fig. 3 shows the most stable taxonomy subunits we examined. Negative values indicate iterations where concepts were collapsed based on analyst consensus, resulting in fewer taxonomic branches than the previous iteration (see Fig. 4).

### 3.2. Testing the sampling methodology via rapid development of a taxonomy of COVID-19 PH guidance

Our second, parallel study objective was to design a taxonomy to classify guidance sampled over the course of the COVID-19 pandemic. The preliminary taxonomy of COVID-19 public health guidance can be viewed in Appendix A. The taxonomy is also available on Mendeley Data in Excel and Simple Knowledge Organization System formats [24]. All branches of the preliminary taxonomy fall under three distinct “domains”: stakeholders, settings and topics. Branches in the stakeholder and setting domains terminated at the third level of the taxonomy; the topic domain reached up to six levels in depth.

The preliminary taxonomy contains a total of 110 distinct branches or possible “pathways” linking a terminal concept to one of the three domains at the top of the hierarchy. Some branches closely parallel each other in structure (e.g. Topics/Risk management strategies/Healthcare settings/Exposure control, non-PPE based and Topics/Risk management strategies/Non-healthcare settings/Exposure control, non-PPE based). However, these were kept independent from one another for the sake of clarity. The longest branches in the taxonomy belong to Topics/Risk management strategies/Healthcare settings/Exposure control, non-PPE based/Isolation strategies and Topics/Risk management strategies/Non-healthcare settings/Exposure control, non-PPE based/Isolation strategies. Example documents pertaining to major branches of the taxonomy can be found in Appendix B. To further illustrate the preliminary taxonomy, Fig. 5 visually depicts examples of branches in the three domains.

Random samples taken during the final two iterations of the project demonstrate the taxonomy’s utility in organizing a larger corpus of documents across numerous channels. We report the distribution of concepts applied to randomly sampled documents (n = 226) from all four states and the CDC (Table 2). For all channels, a large proportion of documents included the general public as a stakeholder (49–81%). Guidance for healthcare stakeholders was found in anywhere from 12 to 44% of documents, and for non-healthcare stakeholders in a range of 32–62% of documents. IL was the only state with a higher proportion of guidance oriented toward the healthcare setting, as opposed to non-healthcare settings. For all states, the topic concepts most frequently used concerned risk management which included distinct sub-levels relating to healthcare and non-healthcare settings. Of the two, the most frequently referenced was risk management for non-healthcare settings, which included basic precautions for the general public like wearing masks, physical distancing, washing hands and limiting group sizes in public. For topics related directly to clinical care, guidance most often referred to “Clinical presentation and diagnosis”, which included how, when and for whom to administer laboratory tests. Only five documents across all channels offered guidance on care coordination. MA had the highest proportion of guidance documents related to economic dimensions of the pandemic (26%), including unemployment benefits and paid leave, with UT second (19%). A list of all documents used in content analysis, along with corresponding URLs, is available in Appendix C.

### 4. Discussion

The number, diversity, and evolving nature of PH knowledge assets in the COVID-19 pandemic present major challenges to routine KM strategies. A system for classifying PH guidance can serve myriad functions, such as characterizing the breadth of extant knowledge;
supporting tools to efficiently disseminate pertinent knowledge to stakeholders; identifying “bottlenecks” in dissemination pathways; and highlighting redundancies and conflicts in emerging or established guidance. Moreover, a PH guidance taxonomy may help to improve targeted communication strategies that can compete with social media and even the harmful impact of misinformation [8,9].

Attempts to create taxonomies of either clinical or public health guidance are relatively rare. In a clinical context, Jones et al. classified possible applications of PPE through an analysis of tasks undertaken by healthcare workers [35]. Similarly, Nelson et al. have recently created an inductive classification of medical indications using automated methods [36]. Perhaps the most relevant example of a public health taxonomy is Gasser et al.’s categorization of COVID-19 digital health tools to understand their ethical implications [37]. Despite the importance of the above contributions, to our knowledge ours is the first attempt to develop a systematic sampling method and taxonomy for dealing with the large scope of PH guidance documents that may be expected in a fast-moving crisis like the COVID-19 pandemic.

This study designed and implemented a rapid, semi-automated method for PH guidance sampling using widely available tools for
guidance inventory. The study focused on developing a taxonomy that could be used in a “systems” paradigm, in the terms of the taxonomy of KM approaches developed by Earl (2001), given its orientation to facilitating the dissemination of PH guidance from dedicated online resources [38]. Our effort differs from many of the studies described by Earl, however, in its attempt to make knowledge available from specialized repositories to lay audiences. Additionally, unlike many case studies in health informatics KM, ours was not focused on a single, specific organization or electronic resource [39,40]. Instead, the impetus for the study came from the dispersed nature of PH guidance. By making the taxonomy available on Github, we hope that it can be used in a wide variety of KM strategies, in whole or in part. And we expect that it will need to be adapted to local contexts and informal practices of KM to maximize its utility in guiding knowledge capture, sharing, application and creation [39,41].

We successfully performed eight major iterations of sampling targeting four states (FL, IL, MA, and UT) and the CDC despite heterogeneity in the number of URLs related to PH guidance (54 for FL to 581 for MA) and the locations of COVID-19 guidance within the websites: guidance was located in dedicated domains in FL and UT but distributed in larger PH or state government domains for IL and MA, respectively. The CDC was overwhelmingly the most frequently linked external resource, with only 3 and 6 links to NIH and WHO resources, respectively. Some (25–40%) of the linked CDC URLs contained no actionable guidance (e.g., index pages that would require further navigation steps by a stakeholder seeking information). However, most of the externally linked URLs for all states focused on guidance for the general public, rather than healthcare or non-healthcare organizations. Extensive reliance on external resources indicates the ongoing prevalence of the “funnel” model of dissemination, and the challenges that stakeholders may confront in searching for relevant information from different sources. Similarly, the sheer volume of assets and differences in website structure highlight the organizational challenges for pandemic KM. A taxonomy such as the one proposed here can help to mitigate these issues.

The study’s method succeeded in developing a preliminary taxonomy of COVID-19 PH guidance that performed well relative to conventional measures of content analysis, including high interrater reliability and thematic saturation. The study began with a 48-branch taxonomy based on preliminary review of documents and expanded to 110 branches after eight iterations of sampling and content analysis. Sampling achieved saturation in a number of taxonomy subunits, including those most relevant to clinical decision-making, and the domains of “stakeholders” and “settings” that would be crucial to mobilizing the taxonomy. Thematic saturation for the entire taxonomy was 7% in the final round of sampling. A flexible method of PH guidance sampling and streamlined content analysis can capture a significant proportion of variation in PH guidance during an event such as the COVID-19 pandemic and can be continually updated as information that needs to be shared evolves over time.

The study found heterogeneity in the prevalence of topics across the sampled web domains. Only 2% of randomly sampled documents contained guidance for care coordination; the topic was absent from sampled CDC guidance. The distribution of guidance related to economic issues may reflect the economic impact of COVID-19 in the US over time and across different jurisdictions [42–44]. In MA where COVID-19 surged early in the pandemic, 26% of the documents were found to address an economic topic, whereas only 6% of the documents from FL addressed an economic topic. This topic and others were all found in guidance from the four states and the CDC with the exception of FL, which found to address an economic topic, whereas only 6% of the documents from FL addressed an economic topic. This topic and others were all found in guidance from the four states and the CDC with the exception of FL, which

| Table 2 |
| --- |
| Percentage of randomly sampled documents (n = 226) by stakeholder, setting and topic. (Note: a document may belong to multiple concepts within any taxonomic level; columns do not sum to 100%). |
| Domain | Subdomain | FL (n = 17) | IL (n = 34) | MA (n = 114) | UT (n = 21) | CDC (n = 40) | All (n = 226) |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Settings | Healthcare | % | % | % | % | % | % |
|  | Non-healthcare | 47 | 32 | 56 | 62 | 35 | 49 |
|  | Unassigned | 47 | 26 | 16 | 19 | 35 | 23 |
| Stakeholders | General public | 76 | 65 | 49 | 81 | 65 | 59 |
|  | Healthcare | 29 | 38 | 33 | 38 | 40 | 35 |
|  | Non-healthcare | 29 | 29 | 46 | 38 | 23 | 37 |
| Topics | Risk management | 82 | 91 | 69 | 95 | 75 | 77 |
|  | Clinical presentation/diagnosis | 29 | 56 | 18 | 43 | 35 | 30 |
|  | Reopening | 12 | 15 | 35 | 14 | 13 | 24 |
|  | Economic dimensions | 6 | 9 | 26 | 19 | 8 | 18 |
|  | Clinical disposition/treatment | 6 | 35 | 7 | 10 | 20 | 14 |
|  | Resource management | 12 | 18 | 8 | 14 | 13 | 11 |
|  | Mental health and wellness | 6 | 3 | 9 | 5 | 15 | 8 |
|  | Discrimination/stigma/ethics | 0 | 12 | 1 | 0 | 8 | 4 |
|  | Care coordination | 0 | 3 | 3 | 5 | 0 | 2 |
infrared (as shown in Table 2) in the documents we sampled and analyzed. Thus, it is important to aggregate concepts from guidance across sites to ensure critical concepts for organizing and retrieving documents are represented in a taxonomy, particularly concepts about ethical and equity concerns when managing a public health emergency such as the COVID-19 pandemic [45–47].

4.1. Future considerations and recommendations

The method described here can benefit from development in two major areas. First, natural language processing (NLP) could be used to automatically propose new concepts [48–50]. This approach would require mechanisms to safeguard against the excessive proliferation of concepts, as growth in the taxonomy increases the effort of applying and updating it, as well as the likelihood of inconsistent use. If implemented with care, NLP would relieve some burden from the process of content analysis. Second, the integration of stakeholder perspectives is a crucial addition to the process. Even the most flexible classification methods will not fulfill their function if their categories are not reflective of their target stakeholders’ search strategies, particularly how these audiences conceptualize problems and seek answers to common questions. Optimaliy, stakeholder feedback about information needs, search strategies and relevant topics should be integrated into future iterations of taxonomy development [51–54].

Ultimately, the value of the study’s methods rests on whether they are capable of delivering the right PH guidance to the right stakeholder at the right time under rapidly evolving pandemic conditions [1,3,11,13]. In this context, the rigor and terminological breadth of widely used indexing systems like Medical Subject Headeting may be a liability if they result in long “refresh times” and struggle to keep pace with events. A key strength of our approach is that it can track and identify emerging categories of stakeholders, setting or topics. The resulting taxonomy should not be interpreted as a final product, but as a demonstration of the efficacy and efficiency of a process that can be deployed during periods of high-volume PH guidance production to help quickly develop and maintain a taxonomy. Indexing knowledge assets also increases the feasibility of utilizing them beyond the specific event of the COVID-19 pandemic. This taxonomy may be generalized, with modification, to future pandemics, as these are likely to exhibit similar overburdening of the healthcare system, restrictions on private businesses, detailed guidance regarding testing and social distancing measures). Beyond pandemics, our methods can be applied to other fast-moving scenarios that pose major KM challenges, such as environmental PH events [55] and natural disasters [3,56].

4.2. Limitations

While the taxonomy presented here performed well in the final iteration of sampling, future work is needed to evaluate it against a separate corpus of guidance documents to assess its completeness and iteration of sampling, future work is needed to evaluate it against a preliminary step in the effort to classify extant PH guidance, which will require automated methods given the number and fast-paced production of relevant knowledge assets. Mechanisms must also be in place to update classified documents when changes are made to taxonomy structure. Finally, while we can measure internal consistency and scope of the sampling and taxonomy development processes, specifying which taxonomy categories “matter” is a question that demands input from a range of stakeholders. For example, the production and distribution of a vaccine will be a very important event, but related guidance could conceivably be captured in only a handful of concepts, constituting only a small percent change to overall taxonomy size. Stakeholder judgment is required to specify what the priorities of sampling and concept elaboration should be.

5. Conclusion

Knowledge taxonomies are an underemployed tool in the struggle to organize and disseminate PH knowledge to target audiences such as healthcare professionals and the general public. This study demonstrates a method to support efficient development of a taxonomy of PH guidance in the context of the COVID-19 pandemic. The method involves automated web crawling and document retrieval, as well as easily calculated intrarater reliability and thematic saturation metrics. The taxonomy may be used by PH agencies to support the development and dissemination of PH guidance to target audiences such as healthcare professionals and the general public.
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