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Abstract

The purpose of binary segmentation models is to determine which pixels belong to an object of interest (e.g., which pixels in an image are part of roads). The models assign a logit score (i.e., probability) to each pixel and these are converted into predictions through thresholding (i.e., each pixel with logit score $\geq \tau$ is predicted to be part of a road). However, a common phenomenon in current and former state-of-the-art segmentation models is spatial bias—in some patches, the logit scores are consistently biased upwards and in others they are consistently biased downwards. These biases cause false positives and false negatives in the final predictions. In this paper, we propose PatchRefineNet (PRN), a small network that sits on top of a base segmentation model and learns to correct its patch-specific biases. Across a wide variety of base models, PRN consistently helps them improve mIoU by 2-3%. One of the key ideas behind PRN is the addition of a novel supervision signal during training. Given the logit scores produced by the base segmentation model, each pixel is given a pseudo-label that is obtained by optimally thresholding the logit scores in each image patch. Incorporating these pseudo-labels into the loss function of PRN helps correct systematic biases and reduce false positives/negatives. Although we mainly focus on binary segmentation, we also show how PRN can be extended to multi-class segmentation. Source code is available at https://github.com/savinay95n/PatchRefineNet.

1. Introduction

Binary segmentation \cite{12, 27, 32, 57} is the task of identifying which pixels in an image belong to objects of interest. Examples include identifying roads in satellite images \cite{1, 71, 72} and polyps in medical images \cite{27, 52, 73}.

Neural networks that are trained to perform binary segmentation typically output something called a logit score for each pixel—a number between 0 and 1 indicating the likelihood that this pixel belongs to the object of interest. The logit scores for all the pixels are collectively referred to as a logit map. The logit maps are converted into a final predictions through binarization—picking a threshold $\tau$ and setting a pixel’s prediction to 1 if the corresponding logit is $\geq \tau$ and 0 otherwise.

Despite steady improvement in network architecture for binary segmentation models \cite{2, 3, 39, 54}, logit maps from former and current state-of-the-art networks exhibit spatial biases that limit the accuracy of the resulting binarized predictions. As an example, consider Fig. 1. The first column shows the logit map produced by CoANet \cite{41}, a high-performing road segmentation network, from an image from the DeepGlobe dataset \cite{12} (the ground truth is shown in column 3). In the first column, the regions marked by
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pink boxes represent image patches with significant downward bias in their logit scores. In these patches, the pixels that actually belong to roads have an average logit score of \( \approx 0.2 \). Meanwhile, the cyan boxes represent image patches with significant upward bias in their logit scores. The lines shown inside those boxes have an average logit score of \( \approx 0.7 \). Having significant amounts of non-road pixels with higher logit scores than actual road pixels is problematic – binarization will produce final predictions with many false negatives in the pink boxes and false positives in the cyan boxes. This type of spatial bias in logit maps is not specific to CoANet – it is a consistent trend for all segmentation networks we have tried. Meanwhile, the second column shows how our proposed PatchRefineNet (PRN) has removed the spatial biases.

Clearly, to handle spatial biases, the logit maps in different image patches should be handled differently (instead of being binarized in the same exact way). One naive approach is to allow each image patch to have its own threshold, and to have a neural network trained to predict what that patch-specific threshold should be (e.g., if it believes that logits are biased upward in an image patch, it can set a higher threshold for that patch). However, such an approach has an important shortcoming – it is too rigid. Even inside an image patch, there could be spatial variation in the bias. For example, in an image patch that is generally biased upwards, there will be many clusters of pixels with upward-biased logit scores, but there can still be clusters with downward biases or almost no biases. Binarizing such a patch with a single threshold can often result in clusters of false negatives/positives.

To address this problem, we propose PatchRefineNet (PRN). One takes any segmentation network as a base and puts PRN on top of it (the input to PRN is the logit map produced by the base network). PRN learns the spatial biases of the base network and then adjusts the logit score of each pixel to compensate. PRN uses two learning signals during training. The first is the ground truth labeling of each pixel to compensate. PRN learns to correct its spatial biases.

To summarize, our main contributions are:
- We propose PatchRefineNet (PRN), a post-processing network that sits on top of a base segmentation model and learns to correct its spatial biases.
- PRN uses a novel learning signal that is computed from binarizing each patch separately and optimally.
- PRN complements virtually any binary segmentation network. In our experiments across different base models, PRN consistently improves the mean Intersection over Union (mIoU) [53] and mean Boundary Accuracy (mBA) [9] by 2-3% over the base networks and hence there is good reason to believe that it can help future state-of-the-art networks improve their performance.
- We also explain how PRN can be extended to saliency detection, few-shot segmentation, and multi-class segmentation.

2. Related Work

Semantic Segmentation Architectures. Previous methods for semantic segmentation [28, 32, 41, 43, 45, 69, 72] have been successful in extracting contextual information with wide fields-of-view [4, 6, 17, 24, 44] along with FCN’s [40] bottom-up approach for better segmentation quality. This includes feature pyramid methods [10, 19, 22, 39] that spa-
tially pool [39, 68] feature maps of different receptive fields, or dilated convolutions [4, 7, 31, 62] with different dilation rates. Encoder-decoder models [2, 7, 31, 36–38, 46, 49, 50, 54] have been widely used in semantic segmentation. The encoder reduces spatial resolution to capture high-level global semantics, followed by a decoder which restores spatial resolution. Skip connections [3, 2, 6, 10, 42, 54] can be further added to recover lost spatial information in deeper layers. Self-attention [26, 47, 61, 74] has been used in segmentation networks to highlight salient features from context-rich skip connections and feature maps from deeper layers, where attention coefficients are more sensitive to local regions. Multi-scale context aggregation [3, 6, 21, 60] has proven to be efficient for integrating global and local features with two branches. Even though this alleviates higher memory usage arising from using large output strides [4, 40], each branch has to be trained separately. PRN adopts the encoder-decoder architecture with skip connection and self-attention modules. Pyramid pooling is used for context aggregation at the bottleneck. PRN uses global and local branch decoders and allows for quick training and inference while being able to capture global and local structure from input logit maps.

**Segmentation Refinement.** FCN based methods typically do not generate very high-quality segmentation [10]. State-of-the-art network architectures have modules that increase field-of-view for constructing reliable context information [4, 6, 17, 18, 24, 26, 44, 63, 66, 68], and/or increase resolution of feature maps [5, 7, 55] to achieve better segmentation performance. Separate boundary refinement modules [51, 65] are also used to improve boundary accuracy. They are typically large models trained in an end-to-end fashion. However, they have limited refinement capability [7, 10, 64, 65] and inconsistencies [3, 64] still exist in their final binarized predictions due to inherent spatial biases [11, 30] in their output logit maps. Researchers have previously addressed the refinement process with postprocessing techniques like Conditional Random Fields (CRF) [3, 4, 34, 70] or region growing [14, 15]. Other methods use cascading [10, 33] and multi-scale context aggregation [8, 59] to generate high resolution segmentation maps. These methods aim at coarse-fine iterative refinement. However, to the best of our knowledge, no previous work has addressed refinement by focusing on correcting spatial biases [11, 30] from raw logit maps other than PRN. In comparison with PRN, above mentioned graphical methods [3, 4, 14, 15, 34, 70] cannot fix large errors and they adhere to local semantics without fully leveraging global structure. Cascading and context aggregation methods [10, 33] do not allow for single-stage training as individual patches are processed separately. Training time increases significantly with added levels of cascading. Additionally, as the patch size increases, memory usage also increases. On the contrary, PRN is a one-pass refinement module that allows for quick training and inference. Further, memory usage of PRN is constant for all patch sizes.

### 3. The Patch Refine Network (PRN)

We next discuss the PRN architecture (Sec. 3.1), how pseudo-labels are generation during training (Sec. 3.2), and the loss function used for training (Sec. 3.3). While the main focus here is on binary segmentation, we also discuss how to extend PRN to multi-class segmentation (Sec. 3.4).

#### 3.1. Architecture

Given a trained binary segmentation model that serves as a base, PRN is designed to be a small, lightweight network that sits on top of this base and learns to correct its spatial biases. Its input is a logit map (produced by running an image through the base network) and its output is a logit map that can be thresholded at 0.5 to create binary predictions.

![Figure 2. PRN framework](image)

It is common practice for such networks, which post-process the output of a base network [8, 59], to have both a **global** branch to capture the overall structure in an input and a **local** branch to analyze finer structures. PRN follows a similar strategy. While prior post-processing networks had to train local and global branches separately, PRN is able to jointly train the encoder and local/global decoders. The local and global branches both produce a logit map and the two maps are averaged during inference.

First, the logit map produced by the base segmentation network is resized to $512 \times 512$ and given as input to the PRN encoder. The output of the encoder, referred to as the **bottleneck**, is a feature map that has $\frac{1}{2}$ resolution scaling. This is simultaneously passed through the global and local...
decoder branches. The global decoder takes the entire feature map at the bottleneck as input.

Before running the local branch, the output of the encoder is split into \( k \) disjoint patches. The value of \( k \) is determined by a patch-size parameter \( P \) as follows: \( k = (512/P)^2 \). Each patch is independently sent through the local branch to produce \( 1/k \)th of the logit map. The full logit map of the local branch is then re-assembled from these pieces after the local branch processes all patches.

**Encoder:** We use a standard U-Net [54] encoder with ResNet-34 [23] backbone to extract features from the input logit map, as shown in Fig. 2. The spatial resolution decreases from 512 to 64 \( \left( \frac{1}{8} \right) \), while the number of features increases from 32 to 256 at the end of four encoding levels. After the fourth encoding level, pyramid pooling [68] with pooling sizes \([1, 2, 4, 8]\) is used for rich global contextual features. The final resolution at the bottleneck, after pyramid pooling, is \( 64 \times 64 \times 256 \).

**Global Decoder Branch:** The core purpose of this decoder is to capture global inter-patch semantics. This is a typical U-Net decoder with convolutional blocks, as shown in Fig. 2. We add a self-attention [47] layer at each decoding level before concatenating the skip connection from the previous encoder level with an upsampled feature map from the previous decoder layer. Self-attention filters highlight salient features from spatial-information-rich skip connections and context-rich decoder (deeper) layers. This branch is used to extract the relationship between patches.

**Local Decoder Branch:** The core purpose of this decoder is to capture local intra-patch semantics from each feature patch. A magnified version of the local branch self-attention block is shown in Fig. 3. The feature map from decoding level \( i \) has size \( p \times p \times D \), where \( p = \frac{p}{2} \), and \( D \) is the number of filters at decoding level \( i \). It is broken down into \( k \) patches of size \( \frac{P}{2} \times \frac{P}{2} \times D \). The skip connection from encoding level \( i + 1 \) has size \( 2p \times 2p \times \frac{D}{2} \) and is also broken down into \( k \) patches of size \( p \times p \times \frac{D}{2} \). Each patch from decoding level \( i \) is upsampled and concatenated with the attention-weighted patch from the encoding level \( i + 1 \). Finally, processed patches are spatially merged to size \( 2p \times 2p \times \frac{D}{2} \), which is the output of decoding level \( i + 1 \). This helps in capturing local semantics from each patch. The design of this branch allows the training to be performed simultaneously, as opposed to other patch aggregation and cascading methods [8, 59].

**Inference:** During inference, the logit map output by the base network is passed as the input to the PRN. Both the local and global branches produce logit maps which are then averaged (resulting in the “final” logit map) and then thresholded at 0.5 (for final binarized predictions).

### 3.2. Generating Patch-Optimal Thresholded Maps

The data used for tuning the base network’s hyperparameters also serves to train PRN. One learning signal (used in the loss function in Section 3.3) is the ground truth labeling \( Y \) of an image. The other is a novel set of “pseudo-labels”. Let \( \hat{Y} \) be the logit map produced by the base network. This \( \hat{Y} \) is split into \( k \) patches. For each patch \( p_i \), one finds the threshold that maximizes the mIoU for that patch (when the patch is binarized using the threshold). The resulting binarized patches are the pseudo-labels.

The intuition behind the pseudo-labels is that the most efficient way to minimize loss (e.g., binary cross-entropy) between an output logit map and the pseudo-labels is to shift an entire patch from a logit map up or down. For example, in the case of the very last layer this is achieved by mainly focusing on the bias parameter of the layer. Thus pseudo-labels let the network focus on aggregate properties (e.g., spatial biases) of the patch, whereas the ground truth signal makes the network focus on properties of individual pixels.

### 3.3. Loss Function

The loss function uses the two learning signals defined above. The global and local branches both use the same loss function, and the overall loss is the sum of the two. Hence we describe the loss \( L \) for one of the branches.

\[ L = \alpha L_{ps} + (1 - \alpha) L_{gt} \]

where \( \alpha \) was tuned based on 100 randomly augmented images from the DeepGlobe training set [12].

\( L_{ps} \) is the standard binary cross-entropy loss [67] between the ground truth and the logit map produced by the branch.
**L_p** uses the pseudo-labels for the ground truth and can be written as a sum: \( L_p = L_{\text{focal}} + L_{\text{boundary}} \), where \( L_{\text{focal}} \) is known as the focal loss [35] and \( L_{\text{boundary}} \) is known as the boundary loss [69]. Both focal and boundary loss are standard in image segmentation, however, we use the pseudo-labels, generated for patch-size parameter \( P_r \), in place of the ground truth in the computation of the losses. Focal loss [35] is a variation of binary cross-entropy loss that introduces a parameter \( \gamma \) (tuned using the same 100 DeepGlobe images as \( \alpha \) in Equation 1). For a pixel \( i \), let \( c_i \) be the output of the branch for that pixel (i.e., a logit value) and let \( \tilde{y}_i \) be the pseudo-label. Then

\[
L_{\text{focal}} = -\sum_{i: \tilde{y}_i = 1} (1 - c_i)^\gamma \log(c_i) - \sum_{i: \tilde{y}_i = 0} c_i^\gamma \log(1 - c_i)
\]

Boundary loss [69] is designed to improve predictions at boundary pixels. It is computed as follows. Let \( C \) be the matrix corresponding to the logit map output by a branch. The squashed Laplace operator [69] applied to \( C \) is:

\[
\text{abs(tanh(conv}(C, K)) \quad \text{where } k = \begin{pmatrix} 0 & 1 & 0 \\ 1 & -4 & 1 \\ 0 & 1 & 0 \end{pmatrix}
\]

The boundary loss \( L_{\text{boundary}} \) [69] is the defined as the binary cross-entropy between the squashed Laplace operator applied to \( C \) and the squashed Laplace operator applied to the target labels, which in our case are the pseudo-labels.

### 3.4. Extension to Multi-Class Segmentation

In this section, we explain how this technique could be extended to multiclass semantic segmentation with \( m \) classes. The output at each pixel, instead of being a single logit, is now a \( m \)-dimensional vector produced by the softmax activation. If we let \( x_i \) denote the pre-activation at pixel \( i \), then the output at the pixel is \( \text{softmax}(x_i) \).

The pseudo-label for a pixel becomes a \( m \)-dimensional one-hot encoding vector. During training it can be generated as follows. Previously, the best threshold was used to binarize each image patch. In the multiclass setting, the threshold is replaced by a \( m \)-dimensional vector \( \tilde{r} \) and the “pseudo-label class” for a pixel is chosen by the formula:

\[
\text{arg max}_{j} (\tilde{r}[j] + \text{softmax}(x_i)[j])
\]

– this is the same as translating the softmax by the vector \( \tilde{r} \) and choosing class \( j \) if the \( j \)th component is the largest. The pseudo-label is the one-hot encoding of the chosen class.

The difficulty here is in choosing the optimal \( \tilde{r} \) for each image patch in the training data. In the binary case, we were only dealing with a threshold, and it was easy to try different numbers between 0 and 1. However, this becomes inefficient when searching for the optimal vector \( \tilde{r} \). Performing this search efficiently is part of our future work, and our goal in this paper is to evaluate how well PRN works in the binary segmentation setting.

### 4. Experiments

In this section, we evaluate the ability of PRN to improve the prediction of a base binary segmentation network. We consider a variety of datasets and base networks (including current and former state-of-the-art segmentation models) along with other postprocessing methods. Overall, PRN consistently improves performance in mIoU by approximately 2-3% and thus is likely to help future models improve their predictions as well, by reducing their spatial biases.

#### 4.1. Datasets

We use the following four datasets for evaluation: DeepGlobe [12], Kvasir-SEG [27], DUTS [57], and FSS-1000 [32] on three types of tasks: binary segmentation (DeepGlobe, Kvasir-SEG), saliency detection (DUTS), and few-shot segmentation (FSS-1000).

DeepGlobe [12] is a large-scale road extraction dataset that contains 6226 labeled images. We divide this into 4980 training images, 996 validation images, and 250 test images. Kvasir-SEG [27] is a large-scale polyp segmentation dataset with 1000 labeled images. DUTS [57] contains 10553 images for training and 5019 images for evaluation. We divide these 5019 images into 4015 validation images and 1004 test images. FSS-1000 [32] contains 1000 classes with 10 images each. We divide the 1000 classes into 760 classes for training, 192 classes for validation, and 48 classes for testing. Each class contains 10 images out of which we use 5 images as support (labeled images to generalize from for few-shot learning) and the other 5 as query (test images).

#### 4.2. Evaluation Criteria

Similar to prior work in binary segmentation, we use mean Intersection over Union (mIoU) and mean Boundary Accuracy (mBA) [9] as the evaluation metrics. mBA, also called boundary mIoU, is a new measure proposed by [9] which has a weaker bias toward large objects than mIoU. It neither over-penalizes nor ignores errors in small objects. Given the matrix of ground truth pixel labels and (binarized) predicted labels, Boundary mIoU first computes the set of the pixels that are within a distance \( d \) from each contour (computed from [48]) in the ground truth and in the predictions and then computes mIoU of these two sets. We use \( d = 15 \) as recommended in [9]. We evaluate the performance of PRN on Saliency detection [69] using mean absolute error (MAE), along with mIoU and mBA.

#### 4.3. Implementation Details

The base networks are trained according to the code and implementation details provided in the respective papers.

---

1It must be noted that this is DeepGlobe Road Extraction dataset, not DeepGlobe land cover classification dataset.
The datasets we use are divided into training, validation, and test sets as discussed in Sec. 4.1. The train set is used to train the base model. The validation set is used to tune the hyperparameters of the base model and to train PRN (the validation set is never used for reporting). To make sure comparisons are fair, we also try settings where the base model include the validation data in training (Sec. 4.4.1). The patch size used by the local branch of PRN is controlled by the parameter \( P \). The best choice is \( P = 64 \), which is determined by a hyperparameter search on 100 randomly augmented training images (see supplementary material for additional details). This results in the local branch dividing the input logit map into sixty-four patches of size 64 × 64. Since the testing set was not used at all for choosing patch size, it is appropriate to use \( P = 64 \) in the rest of our experiments. Finally, the test set is used for reporting results.

Data augmentations such as random rotation, and horizontal and vertical flips are used for training the models. PRN is trained with the Adam [29] optimizer with an initial learning rate of \( 8e^{-4} \), batch size of 4, and for a maximum of 300 epochs on an NVIDIA 2080 Ti GPU. The learning rate is decreased until \( 5e^{-8} \). We use early stopping if its training loss does not decrease for 10 epochs.

4.4. Ablation Experiments

We first present ablation studies using the DeepGlobe [12] dataset and base network D-LinkNet [72].

4.4.1 Role of the validation set.

Ordinarily, the base model would train on the training set and tune hyperparameters on the validation set, which is also used to train PRN (we emphasise that results are reported on the test set only, which is disjoint from validation and train). PRN uses the validation data because this is where the spatial bias of the base models become apparent.

This raises the question of whether it is a fair setup – would it be better to simply add the validation data to the base model’s training set and not use PRN? To answer this question, we consider the following 3 cases. (A) The base network trains on training data and tunes hyperparameters on validation data; PRN is not used. (B): The base network is trained using the combined training and validation data; we use the default hyperparameters from the D-LinkNet github repository [16]; PRN is not used. (C): The base network trains on training data and tunes hyperparameters on validation data; PRN is then trained on the validation data. The results, reported on the test set (disjoint from train and validation) are shown in Table 1.

As we can see, reserving some data for hyper-parameter tuning is beneficial to the base network (case A improves upon case B). Re-using this validation set to train PRN shows a further, significant boost (case C is by far the best).

### Table 1. Evaluating the role of the validation set.

| Experiments | DeepGlobe [12] test-set mIoU (%) | mBA (%) |
|-------------|---------------------------------|---------|
| A: Train on train set, tune on validation, no PRN | 61.3 | 49.8 |
| B: Train on train and validation set, no PRN | 59.7 | 48.4 |
| C: Train on train set, tune on validation, yes PRN | 64.4 | 56.6 |

This validates our proposed setup for how different parts of the data are used.

4.4.2 Ablation study of PRN design.

We next consider an ablation study of the rest of the design of PRN, including the benefit of using of global/local branches and a loss function based on pseudo-labels.

It is becoming increasingly common to use global and local branches to improve segmentation quality [8, 59]. In the case of PRN, where we want to detect and correct patch-specific spatial biases, local branches are clearly necessary from the design perspective. At the top of Table 2, we compare performance when PRN includes a global branch only, local branch only, and both branches together. As expected, the local branch is much more important than the global branch, with roughly a 2% better mIoU and 4% better mean boundary accuracy. Also, as expected, there is a very slight performance boost when the global branch is added to the local branch, as this allows PRN to incorporate wider context information from the global branch.

Now, recall that the loss function in each branch is a sum of two losses \( L_{gt} \) whose learning signal comes from the ground truth and \( L_{ps} \) which comes from our pseudo-labels.
The middle section of Table 2 shows the results of using only the ground truth \( L_{gt} \), only the pseudo-labels \( L_{ps} \), or both \( L_{gt} + L_{ps} \). Again we see that the pseudo-labels are more important than using the ground truth, probably because the base network is already trained with the ground truth signal, while the pseudo-labels summarize new information about systematic biases (as explained in Sec. 3.2). As expected, combining the two losses leads to a slight improvement over using pseudo-labels alone since the ground truth does contain information not present in pseudo-labels.

Finally, the loss over pseudo-labels, which is designed to correct patch-wise spatial biases is a mixture of focal loss [35] and boundary loss [69]. Both are used in the literature to improve segmentation on fine structures, with boundary loss focusing on the boundary. As we can tell from the bottom of Table 2, focal loss is better at improving mIoU while boundary loss is better at improving mean boundary accuracy, which is consistent with prior work. The combination of the two losses gives us the best of both worlds.

**4.5. Performance Evaluation**

**4.5.1 Binary segmentation.**

We next evaluate the improvement that PRN provides when combined with a variety of state-of-the-art and former state-of-the-art networks for binary segmentation on the DeepGlobe and Kvasir-SEG datasets. Table 3 shows that PRN provides consistent improvement by at least 2.3% in mIoU and 2.6% mBA on both datasets for all networks, illustrating that they all have spatial bias, which PRN addresses. This supports the hypothesis that PRN is likely to help future networks to further improve their performance. Fig. 4 shows qualitative examples. The first two rows come from the DeepGlobe test set with CoANet [41] as the base network; the task is to identify roads in the image. The last two rows are from the Kvasir-SEG test data with SSFormer-S [56] as the base; the task is to identify polyps. The first two columns show the logit map and binarized prediction, respectively, of the base network. The yellow boxes highlight areas of false positives and false negatives. The next two columns show the logit map and binarized prediction after PRN de-biases the base networks. The last column shows the ground truth. For example, in the first row, the left-most yellow box identifies a region where the base network missed part of a road, resulting in two disconnected road segments; this is a negative bias in that region that PRN fixes. In the second row, the base network predicts that the roads have an ‘A’ shape but the cross-bar is a false positive that gets removed by PRN. The corrections made by PRN are more clearly visible in the last two rows.

---

2It must be noted that this is DeepGlobe Road Extraction dataset, not DeepGlobe land cover classification dataset. So, the results reported cannot be compared with papers using the latter.

---

| DeepGlobe [12] test-set | Methods   | mIoU (%) | mBA (%) |
|-------------------------|-----------|----------|---------|
| U-Net [54]              | 55.8      | 37.6     |
| (+) PRN                 | 60.9↑15.1 | 47.4↑9.8 |
| DeepLabV3+ [4]         | 59.2      | 47.6     |
| (+) PRN                 | 61.9↑2.7  | 55.9↑8.3 |
| PSPNet [68]            | 59.8      | 48.2     |
| (+) PRN                 | 62.4↑2.6  | 56.6↑8.4 |
| D-LinkNet [72]         | 61.3      | 49.8     |
| (+) PRN                 | 64.4↑3.1  | 56.6↑6.8 |
| GLNet [8]              | 62.8      | 52.6     |
| (+) PRN                 | 65.4↑2.6  | 57.9↑5.3 |
| ISDNet [20]            | 64.8      | 54.8     |
| (+) PRN                 | 67.3↑2.5  | 59.2↑4.4 |
| CoANet [41]            | 67.9      | 58.4     |
| (+) PRN                 | 70.6↑2.7  | 62.1↑3.7 |

**Table 3.** How PRN helps base networks for binary segmentation.

| Kvasir-SEG [27] test-set | Methods   | mIoU (%) | mBA (%) |
|--------------------------|-----------|----------|---------|
| U-Net [54]               | 41.5      | 38.8     |
| (+) PRN                  | 47.8↑6.3  | 46.3↑7.5 |
| ResUnet [13]             | 46.8      | 45.7     |
| (+) PRN                  | 52.9↑6.1  | 52.5↑6.8 |
| ResUnet++ [28]           | 55.9      | 56.8     |
| (+) PRN                  | 61.7↑5.8  | 62.9↑6.1 |
| SSFormer-S [56]          | 86.8      | 69.7     |
| (+) PRN                  | 89.1↑1.2  | 72.3↑2.6 |

**Table 4.** Comparison to DenseCRF [70] postprocessing.

---

4.5.2 Comparison with other post-processing methods

Although the literature on post-processing methods is very sparse, DenseCRF [70] and CascadePSP [10] are two notable postprocessing techniques for improving binary segmentation. Our first comparison, to DenseCRF, shows that PRN is much better at improving both mIoU and mBA. Due to space restrictions, a small subset of our results is shown in Table 4. More extensive comparisons with DenseCRF for all datasets can be found in the supplementary material.

| DeepGlobe [12] test-set | Methods   | mIoU (%) | mBA (%) |
|-------------------------|-----------|----------|---------|
| CoANet [41]             | 67.9      | 58.4     |
| (+) DenseCRF [70]       | 69.0↑1.1  | 59.6↑1.2 |
| (+) PRN                 | 70.6↑2.7  | 62.1↑3.7 |

---

CascadePSP [10] is another post-processing technique that supports several different configurations, such as number of cascade levels in the global step and different image crop sizes. In Table 5, we compare PRN with CascadePSP with different configurations. As an ablation ex-
4.5.3 Saliency Detection on DUTS

We next consider saliency detection (identifying the pixels of the salient objects in an image) using the DUTS dataset [57] and one of its state-of-the-art methods, PFAN [69], as the base network. The results are shown in Table 6. Adding PRN resulted in significant improvement of +3.8% and +7.4% in mIoU and mBA, again showing the potential of PRN in improving different kinds of networks.

| Methods         | mIoU (%) | mBA (%) | MAE   |
|-----------------|----------|---------|-------|
| RFCN            | 52.8     | 40.7    | 0.0897|
| (+) PRN         | 57.1↑14.3| 48.5↑7.8| 0.0807|
| PFAN            | 66.1     | 51.2    | 0.0452|
| (+) PRN         | 69.9↑3.8 | 58.6↑7.4| 0.0386|

Table 6. PRN and DUTS Saliency detection test dataset.

4.5.4 Few-shot segmentation on FSS-1000 [32].

Finally, in Table 7, we apply PRN to few-shot segmentation over the FSS-1000 [32] dataset with EfficientLab [25] and ARN [32] as the base networks. Again there is consistent improvement of at least +1.3% and +2.1% in mIoU and mBA.

| Methods            | mIoU (%) | mBA (%) |
|--------------------|----------|---------|
| Adapted Relation Network [32] | 80.1     | 69.8    |
| (+) PRN            | 82.7↑2.6%| 72.9↑1.1%|
| EfficientLab [25]  | 82.8     | 71.1    |
| (+) PRN            | 84.1↑1.3%| 73.2↑2.1%|

Table 7. PRN and FSS-1000 Saliency detection test dataset.

5. Conclusion

We proposed PatchRefineNet (PRN), a post-processing network that sits on top of a base segmentation model and learns to correct its spatial biases. PRN uses a novel learning signal that is computed from binarizing each patch separately. PRN complements virtually any binary segmentation network and also works with saliency detection. In our experiments across different base models, PRN consistently helps the base networks improve both mIoU and mBA by over 2-3%. This work was supported by the Google AI Impact Challenge under Grant 1904-57775, NSF awards CNS-1702760, and CNS-1931686.

Additional experiments can be found in the supplementary material.
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