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Abstract—We introduce a self-attending task generative adversarial network (SATGAN) and apply it to the problem of augmenting synthetic high contrast scientific imagery of resident space objects with realistic noise patterns and sensor characteristics learned from collected data. Augmenting these synthetic data is challenging due to the highly localized nature of semantic content in the data that must be preserved. Real collected images are used to train a network what a given class of sensor’s images should look like. The trained network then acts as a filter on noiseless context images and outputs realistic-looking fakes with semantic content unaltered. The architecture is inspired by conditional GANs but is modified to include a task network that preserves semantic information through augmentation. Additionally, the architecture is shown to reduce instances of hallucinatory objects or obfuscation of semantic content in context images representing space observation scenes.

1. INTRODUCTION

Successful tracking and management of artificial Earth satellites in geosynchronous Earth orbit (GEO) requires that they first be detected. These objects—commonly called resident space objects (RSOs)—are typically observed by electro-optical (EO) telescopes, which capture high contrast scientific imagery (see Figure 1) in which GEO RSOs appear as point sources. This imagery is processed to extract the location of objects. Fletcher, et al. [1], [2] is the current state-of-the-art in this object detection task for single frames, and employs a deep learning method based on the ubiquitous “you only look once” (YOLO) architecture [3], [4], [5]. Like many deep learning approaches to computer vision tasks, this method requires representative data from the domain in which the task is to be performed. A variety of EO sensors, each having different fundamental properties, are used for space object detection and new sensors are developed regularly. However, current EO datasets contain only a small subset of existing sensor technology and may not represent future sensors well. Furthermore, collected data under-represents rare but important events such as collisions and breakups. Synthetic images of EO scenes are used to model new sensors and rare events, but models trained on this data generalize poorly to real images [1]. This generalization gap is caused in part by noise that is present in the real data, but is impractical to model precisely, such as stray light, cloud scatter, and mount effects. Thus, new approaches are needed to augment synthetic data generation for training computer vision models for RSO detection.

In this work, we explore the use of generative adversarial networks (GANs) to generate realistic imagery of scenes comprising RSOs in GEO observed using EO telescopes. An existing dataset known as SatNet [1]—comprising EO observations from half-meter-class telescopes [6]—is used as the target distribution of the proposed GAN architecture. A generator model is conditioned on noiseless contextual images of arbitrary scenes created with the SatSim space scene simulator and trained to produce realistic noisy images that retain semantic information, i.e., RSOs in the scene. We contribute 1) a novel GAN architecture that incorporates task-consistency and additive noise that may be used to enhance synthetic data generation for scientific images and 2) an analysis of sim2real generalization performance of this architecture.

We propose a method for generating realistic additive sensor noise using a self-attending task GAN (SATGAN) based loosely on the conditional GAN (CGAN) “pix2pix” architecture developed by Isola et al. [7]. Background information and similar applications are discussed in Section 2. The baseline pix2pix model used in this study is discussed in Section 3. An overview of the SATGAN architecture is given in Section 4. Experimental procedures and results comparing the performance of the YOLO-based satellite detection network of [1] on real, simulated, and generated data are discussed in Section 5. Finally conclusions and future work are discussed in Section 6.

2. RELATED WORK

Data-driven methods enable superior perceptual automation for deep space object detection in EO imagery. For example, in [1], a specialized model based on the YOLO network is trained to outperform the state of the art in detection of dim and closely spaced objects in space scenes. As with most deep learning models, this approach requires significant volumes of data. Datasets such as SatNet exist, but data available from past sensors may not be representative of the future and collecting and annotating data is a costly and time-consuming process.

We have the ability to simulate the geometry of future space events using a high-fidelity simulator tool called SatSim, but realistic sensor noise is difficult to simulate. Methods such as the YOLO-based approach mentioned above have been shown to perform very well on data drawn from the same domain (i.e., sensor type) as the training dataset, but performance degrades when these algorithms are required to perform across domains, requiring retraining of the neural network on potentially large datasets that may be difficult to obtain. The goal of this work is to create a method that maps synthetic space scenes from simulation along with semantic information about object location to a filtered image, such that the resulting filtered images are indistinguishable from real images captured using target sensors while maintaining the semantic information present in the simulated scene.

In their seminal work, Shrivastava et al. [8] developed a CGAN conditioned on artificial images of eyes with gaze di-
rection semantic information that produced realistic-looking eye images while maintaining this contextual information. They introduced a novel self-regularization term that minimized the pixel-to-pixel $l_1$ norm in a learned feature space between the contextual input image and the resulting filtered image. This loss, along with other best practices, was shown to maintain semantic information from the prior while allowing the generator to produce realistic-looking images.

The pix2pix architecture proposed by Isola et al. [7] uses a CGAN to learn general-purpose image-to-image translation tasks. This architecture conditions both the generator and discriminator on an image drawn from an input domain, and not only learns the mapping from input domain to target domain, but also learns a loss function to train this mapping, making it applicable to a wide variety of problems. A pix2pix model was trained to act as a baseline for this study, but was omitted from the analysis of detection performance due to its poor resulting image quality (see Figure 5).

Several additional approaches to image-to-image translation have been proposed including Zhu et al.’s CycleGAN [9], which builds on the pix2pix network by introducing a cycle consistency loss and an encoder–decoder framework that allows images to be transferred from both the input domain to the target domain and from the target domain to the input domain. This allows the network to be trained such that images that are semantically similar to one another will remain similar to one another across domains. This cycle consistency loss acts as a regularizer that ensures semantic information is maintained in an unsupervised manner through transformations in both directions (encoding and decoding).

Ouyang et al. introduced Task GAN [10] to improve the ability of a GAN to maintain semantic information that may be present in only a small portion of an input image. In [10], the authors train a GAN for image restoration, using low- and high-resolution images as input and target domain respectively, but also train a task network alongside this GAN designed to perform a semantically meaningful task on real and filtered images. They demonstrate effective image restoration for pathology slides in which small, highly localized, and detailed features are present and important.

3. **PIX2PIX**

Isola et al. [7] developed the pix2pix CGAN architecture that provides fully supervised training conditioned on some semantic context input for the purposes of bridging data domains. In this architecture, given an input image $x$ and a contextual image plus noise $z = c + w$ with $w \sim N(\mu_w, \sigma_w^2)$, a discriminator $D(x, c; \theta_D)$ parameterized by $\theta_D$ and conditioned on $c$ is trained to classify inputs as either real or fake images and a generator $\hat{x} = G(z, c; \theta_G)$ parameterized by $\theta_G$ is trained such that the resulting fake images $\hat{x}$ are indistinguishable from real images $x$. The training process is an adversarial optimization process in which $\theta_G$ and $\theta_D$ are optimized iteratively and in turn such that a Nash equilibrium is located according to (1), where $\mathbb{E}[\cdot]$ is the expected value of its argument [11].

$$\min_{\theta_G} \max_{\theta_D} \mathbb{E}_x \left[ \log D(x, c) \right] + \mathbb{E}_z \left[ \log 1 - D(G(z), c) \right]$$  \hspace{1cm} (1)

The pix2pix architecture utilizes a GAN training paradigm with a generator seeking to minimize a loss $L_G$ comprising an adversarial loss and a reproduction loss; and a discriminator seeking to minimize $L_D$, the cross entropy between expected and predicted input labels (real or fake). The total loss is shown in (2), where the relative weights of loss components are controlled by the hyperparameters $\alpha$ and $\lambda$. 

---

**Figure 1.** Sample electro-optical images containing GEO objects including annotated true (red) and predicted (green) bounding boxes. Images of this kind represent the target domain of SATGAN.
A pix2pix architecture was trained as a baseline for this study, with “blank” context images generated from labeled target images. These context images were created by copying the pixels in a region around labeled objects onto a uniform image of the average intensity of images in the training set. This process is illustrated in Figure 2. The reliance of pix2pix on these context images makes a strict requirement for a large corpus of labeled target domain data. Eliminating this requirement was a key motivator behind the design of the SATGAN architecture. The pix2pix architecture is illustrated in Figure 3 where the dependence of the discriminator on both context and sample images is made clear. Pix2pix network performance is discussed in the Results section.

4. SELF-ATTENDING TASK GAN

Starting from pix2pix, the SATGAN architecture was developed to remove the dependency between target and context images—allowing for successful training with far fewer target images and no requirement for labeled target images—and, through the addition of the task network, to maintain semantic information through the generator. The SATGAN architecture shown in Figure 4 takes as input a noise field \( \tilde{z} \sim N(\mu, \sigma^2) \) and any simulated, noiseless scene as context \( c \), as well as real images from the target sensor \( x \) with or without labeled RSOS. The change to noisefree context images means that any arbitrary simulated scene of space objects can be used to produce any arbitrary space scene with generated sensor noise. This enables the trained generator to be used to create limitless artificial data to augment real training data.

The generator learns to emulate the target sensor’s characteristics to produce realistic fake sensor noise given Gaussian noise input \( \hat{n} = G(z) \). This generated sensor noise is then added to the original noiseless context image to create realistic fake images \( \hat{x} = c + \hat{n} \) to fool a discriminator network \( D(x) \). Note that the SATGAN discriminator no longer depends directly on the context image \( c \). A separate task network \( T(x; \theta_T) \) parameterized by \( \theta_T \) is pre-trained to perform a context-specific task on the images or is trained in situ on simulated input images and (where available) real images. The task network takes as inputs real or fake images \( \hat{x} \) or \( x \) and returns estimated labels for those images \( \hat{y}[x, \hat{x}] \). This task network has two effects on the resulting architecture:

1. It tends to prefer generators that do not alter the semantic content of images, i.e., that do not add hallucinated objects or remove or obscure existing objects.
2. It acts as a measure of the convergence of domains: as the task performance on GAN-filtered and target images converges, the domains are likely to converge.

The SATGAN architecture utilizes a task-GAN training paradigm with a generator and discriminator similar to pix2pix using the same losses defined in (2). A task-specific loss \( L_T \) is added comprising a task-specific loss function \( f_T(x, y) \) that operates on real or fake images \( x \) or \( \hat{x} \) and their associated task-specific targets \( y \) or \( \hat{y} \), where \( \hat{y} \) are the targets of context image \( c \). Task loss and total total loss are shown in (3) where \( L_G \) and \( L_D \) are defined in (2); the relative weights of the loss components are controlled by the hyperparameters \( \alpha, \beta, \lambda, \gamma \); and the YOLO loss was used for \( L_T \).

The SATGAN architecture is able to learn target sensor characteristics with or without labeled target data, and with a much smaller corpus of target sensor data than that required for previous conditional and semi-conditional GAN architectures like pix2pix and CycleGAN. It is important to note that the \( L_1 \) reproduction loss is used in the generator. This loss tended to result in hallucinatory objects when using conditional or semi-conditional GAN (i.e., pix2pix) for the space object detection problem investigated herein. The task network played a necessary role in preventing the generator from learning to hallucinate objects.

For all experiments, the generator chosen was based on the U-net architecture used in [7] with a self-attention layer added after the third encoder layer. This self-attention layer appeared to qualitatively improve the realism of generated sensor noise. The discriminator was based on the PatchNet used in [7]. The task network was the SatNet YOLO network presented in [1]. All architectures were written in TensorFlow using the 2.2 Python API and trained on a single Nvidia V100 GPU with 32 GB of memory. Code is available at https://github.com/Engineero/satgan.

5. RESULTS

Task network results on sample target domain (real) images with bounding boxes drawn around true (red) and predicted (green) objects are shown in Figure 1. Note that bounding boxes were predicted with an implementation of the SatNet YOLO architecture presented in [1].

A baseline pix2pix architecture was trained using “blank” images as context built by taking pixels associated with objects from labeled target domain data and copying them onto an otherwise uniform image (see Figure 2). Note that this approach requires a large corpus of labeled target domain data. Resulting generated images from this architecture are shown in Figure 5. Comparing these images to the sample target images shown in Figure 1, we see that the pix2pix architecture learns some sensor characteristics, but fails to emulate higher-fidelity noise characteristics. It was also found that semantic content in images as measured by task network performance was often hallucinated or destroyed by the pix2pix architecture.

The SATGAN architecture learns to generate realistic sensor characteristics and adds these to arbitrary simulated, noiseless scenes created using SatSim, a high-fidelity simulation tool. Sample noiseless context images generated with SatSim are shown in Figure 6.

Resulting simulated images with bounding boxes drawn around true (red) and predicted (green) objects are shown in Figure 7. Predicted bounding boxes were drawn using the same implementation of SatNet YOLO as in Figure 1. Comparing Figure 7 with Figure 1, we observe qualitatively that the generated noise charactersitics are very similar to the
true sensor characteristics, including large-scale structured noise, shot noise, and hot and dead pixels. Furthermore, the task network detections shown in both figures (green boxes) indicate that the task network performs similarly across the domains, showing qualitatively a degree of domain transfer. Note that the simulated data includes dimmer, more difficult-to-detect objects than the target domain, resulting in lower overall performance on this domain despite realistic generated noise characteristics. This is indeed one of the advantages of improving synthetic image quality: difficult-to-detect objects can easily be incorporated into training for future detection networks.

Figure 2. Context image generation from labeled target SatNet images.

Figure 3. Pix2pix model architecture diagram.
Figure 4. Self-attending task GAN architecture comprising U-net-based generator, patch-GAN-based discriminator, and YOLO-based task network.

Figure 5. Sample results from pix2pix conditional GAN architecture.

For comparison, a simulated image with physics-based simulated noise is shown in Figure 8. This image represent physics-based simulation of sensor properties emulating the target domain images shown in Figure 1. By comparing this fully-simulated image to the simulated images with SATGAN-generated noise, we can see that SATGAN generates images that are qualitatively more convincing fakes of the target domain. The generator has learned to create noise characteristics that are difficult to model, such as image-wide structured noise patterns and hot pixels.

For quantitative comparison, a new YOLO SatNet network was trained on target domain data, simulated data using SatSim, and generated data using the SATGAN generator to produce realistic sensor noise. Performance metrics between these three networks were compared on the target domain validation set, including the maximum F1 ($F_1^*$) score of each network’s precision-recall curve. These $F_1^*$ scores on the target domain validation set are shown for the first 45 epochs of training in Figure 9. The legend in the figure indicates on which dataset each network was trained.
Figure 6. Sample contextual inputs to Task-GAN generator network.

Figure 7. Resulting outputs from SATGAN generator with true (red) and predicted (green) bounding boxes.

Figure 9 shows a clear performance improvement for a network trained on SATGAN-generated data over a network trained on SatSim-simulated data when evaluated on target domain data. Other than a spurious first epoch in which the SatSim-trained network performs unusually well, the SATGAN-trained network typically outperforms it by a factor of two. While the SATGAN-trained YOLO network is not as performant on the target domain as a network trained on the target domain directly, this result indicates an improvement over state-of-the-art simulation for bridging the gap between simulated and real data domains. Details of the best-performing epoch for each network are given in Table 1. Note that for the network trained on SatSim data, the best-performing epoch was the first as can be seen in Figure 9. This behavior merits further investigation.

We further studied the relationship between visual magnitude ($m_V$) and network recall performance against the SatNet (real
image) validation dataset. Visual magnitude is a measure of the apparent brightness of a target at an observation site. It is a logarithmic scale, with larger numbers indicating dimmer targets, and a difference of $5m_V$ corresponding to a $100 \times$ difference in apparent brightness. It is expected that dimmer targets will be harder to detect, and in the SatNet dataset, fewer dim targets are available to train and test on than brighter targets. Figures 10 and 11 show the recall of a network trained on simulated data and generated data respectively against the visual magnitude of SatNet validation objects. The distribution of validation object $m_V$ is shown in the background for reference. Although the two figures are similar, upon inspection it is clear that the network trained on generated data is performing slightly better on bright targets, and pushes the curve out further into better performance on critical dimmer targets. This implies that the generator is creating data more similar to the target domain from which the network is able to better learn the target task, and the critical task of detecting dim targets.
Table 1. Best-epoch F-measure performance comparison on SatNet validation dataset.

| Training Dataset | SatNet Validation Results | \( F^*_1 \) |
|------------------|--------------------------|-------------|
| SatNet (target)  | 0.968 0.948 0.958        |             |
| SatSim (baseline)| 0.307 0.371 0.329        |             |
| SatSim+SATGAN    | 0.552 0.471 0.509        |             |

Figure 10. Recall vs. visual magnitude of network trained on simulated images.

Figure 11. Recall vs. visual magnitude of network trained on generated images.

6. CONCLUSIONS

A novel meta-architecture for self-attending task generative adversarial networks is shown to produce visually compelling fake images for a data domain transfer problem for space domain awareness. These images are quantitatively shown to approximate a target domain through cross-domain training of a detector network.

Future work may seek to explore SATGAN as a general augmentation approach across high-contrast imagery domains, e.g., microscopy. Additionally, maturation of the evaluation metrics to include augmentation performance over additional target sensors, and in the presence of some synthetic noise may be useful. More extensive hyperparameter tuning may serve to further improve generalization to the target domain and provide evidence of the effect of various task networks on model performance.
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