Abstract—Filtered Smith predictors are well established for controlling linear plants with constant time delays. Apart from this classical application scenario, they are also employed within networked control loops, where the measurements are sent in separate packets over a transmission channel that is subject to time-varying delays. However, no stability guarantees can be given in this case. The present paper illustrates that the time-varying delays as well as the packetized character of the transmissions have to be taken into account for stability analysis. Hence, three network protocols, which use different packet selection and hold mechanisms, are considered. Criteria for robust stability of the networked feedback loop are given. They are based on the small gain theorem and allow a computationally inexpensive way to check stability for the case with bounded packet delays. Simulation examples provide insight into the presented approach and show why the inclusion of the time-varying packetized character of the network transmissions is vital for stability analysis.
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I. INTRODUCTION

In the field of networked control, significant effort was taken to master networked induced effects like time-varying transmission delays and packet dropouts [1], [2]. This yields advances in terms of controller design, stability analysis and wireless network design, see, e.g., [3], [4] and the references therein. Depending on the assumptions about the network connection, stochastic approaches as, e.g., in [5], [6], or methods only assuming the boundedness of delays are employed [7]. For example, predictive controllers are used in [8] and [9]. Controller design and stability analysis based on over-approximation techniques and linear matrix inequalities (LMIs) are presented in [10] and [7]. Gain scheduling state feedback integral controllers are designed in [11]. In [12], [13], combinations of a buffering mechanism together with different sliding mode techniques are used to robustly stabilize networked control systems. Smart actuators and a combination of model predictive control and integral sliding mode control are proposed in [14] to reduce the resulting network traffic.

A classical tool to take into account delays in feedback loops was originally introduced by O. Smith [15], who presented the concept for stable plants with constant time delays. Several extension of the original Smith predictor can be found in literature. In [16], a version of a filtered Smith predictor is proposed that allows to robustly stabilize uncertain unstable plants with constant time delays. This work is extended to multivariable systems with different time delays, see [17].

Recently, this approach was utilized also in the context of networked control. In [18], the original Smith predictor in combination with a PI-controller is used for a networked loop using Ethernet and CAN. The round-trip time, i.e. the time for a packet on the way between the transmitter at the sensor side and the receiver at the actuator side, is measured and directly used as nominal delay in the Smith predictor. The authors of [19] use the mean value of the estimated actual delay together with an adaptive buffer resizing mechanism in the Smith predictor with PI-controller. A Smith predictor using the average delay for successfully transmitted packets is utilized in [20] for IEEE 802.15.4 wireless personal area networks. A similar approach was followed in [21] for an optical oven that is connected via CAN and the internet to the controller. Again, the moving average of measured delays is used in the Smith predictor. The common denominator of the above mentioned papers using standard Smith predictors for networked feedback loops is that, although time-varying delays are present, only constant or averaged values for the time delays are considered. In addition, no stability analyses respecting the time-varying character of the feedback loops are conducted.

Alternative ways are followed, e.g., in [22] where polytopic over-approximation and LMI conditions are used to show stability of the standard Smith predictor within a networked loop. In [23], a robust stability analysis of the filtered Smith predictor for time-varying delay processes is introduced. It makes use of delay dependent LMI conditions to show stability of the closed loop, where the uncertainties in the plant are assumed to be norm-bounded. However, the packetized character of the data transmission is not taken into account in this paper. The present paper aims to close this gap.

In real communication channels, each transmitted packet is associated with a corresponding network delay, e.g., due to the actual network load. It is a matter of fact that this packetized character is neglected in most works in literature. On one hand, this missing network property yields incorrect simulation results as shown in detail in [24], where simulation approaches using Matlab standard blocks [25] and the toolbox TrueTime [26] are investigated and extended such that the
packetized nature of the transmissions is taken into account. On the other hand, stability analysis, e.g., based on LMI conditions as in \cite{27, 28}, might be problematic due to the neglected packetized character. One possibility to circumvent the effect of potential packet disordering, e.g., in wireless multihop networks, is shown in \cite{29} and \cite{30}, where reordering mechanisms are introduced to change the underlying network policy.

As a basis for the present work, the small gain \cite{31, 32} based stability criterion for networked feedback loops with bounded time-varying delays presented in \cite{33} is used. The present work extends this approach with respect to several aspects. It exhibits the following main contributions:

(a) It is shown that stability conditions which do not explicitly account for the packetized character of the network are problematic. This is demonstrated for a LMI-based approach by means of a simulation example.

(b) An easy to use stability criterion for the filtered Smith predictor with a linear plant and a packetized transmission network is proposed. Time delays are assumed to be bounded and time-varying.

(c) The effects of three different network protocols that differ in the packet skipping and hold mechanisms are investigated. It is proven that, e.g., the maximal admissible network delay is lower for the case where no numbering of the transmitted packets is employed.

(d) Finally, an extension of the stability analysis for the networked filtered Smith predictor in closed loop with uncertain plant models is proposed.

The paper is structured as follows: Section II describes the problem formulation and introduces the considered protocols. Section III presents one possible way to check stability using LMIs and why this might fail. Consequently, Section IV introduce new stability criteria using nominal and uncertain plant models respectively. Conclusion are drawn in Section V.

Notation: A discrete-time transfer function is written as $G(z)$. With the term magnitude plot of a $G(z)$ we mean the magnitude plot of the corresponding frequency response for $z = e^{j\omega h}$ and frequencies $\omega \in [0, \pi/h)$. Constant $h$ represents the sampling time. The infinity norm $\|G(z)\|_\infty$ equals the maximum of the magnitude plot of $G(z)$. Entire sequences are denoted by $(y_k) = (y_0, y_1, y_2, \ldots)$, one element is written as $y_k$, where $k \in \mathbb{N}$ is the iteration index. The 2-norm of sequence $(y_k)$ is expressed as $\|y_k\|_2$. Operator $\mathcal{Z}\{y_k\}$ represents the z-transform of sequence $(y_k)$. Matrix $I_a$ is the identity matrix with $a$ rows and columns, $0_{a \times b}$ stands for a zero matrix with $a$ rows and $b$ columns.

II. Problem Formulation

Consider a linear time-invariant discrete-time plant model $P(z)$ consisting of a nominal, delay-free part $\hat{P}(z)$, a nominal constant time delay $\hat{d}$ and a multiplicative uncertainty represented by $\delta P$ such that $P(z) = \hat{P}(z)z^{-\hat{d}}(1 + \delta P)$.

A filtered Smith predictor structure \cite{16} is utilized to allow to control this (possibly unstable) plant with time delay. It consists of controller $C(z)$ and prefilter $V(z)$ designed for the delay-free plant. In addition, two transfer functions $F(z)$ and $H(z)$ are employed in the filtered Smith predictor as described below. Figure 1 depicts the structure of the feedback loop, where sequence $(r_k)$ is the reference signal and $(y_k)$ symbolizes the output signal that is sent over a communication network (green block). Sequence $(w_k)$ stands for external disturbances acting on the plant.

Assumption 1 (Network delay): The output signal is sent in separate packets $j$ that experience an individual bounded packet delay

$$0 \leq \tau^N \leq \tau^N_j \leq \bar{\tau}^N$$

with $\tau^N, \tau^N_j, \bar{\tau}^N \in \mathbb{N}$, and $\bar{\tau}^N > 0$.

Remark 1: We distinguish between packet index $j$ and iteration index $k$ to be able to link delays to packets. At one sampling instant $k$ there might be more arriving packets $j$ at the receiver side that experienced different delays $\tau^N_j$.

The main point to consider for the networked connection is, apart from the bounded delay according to Assumption 1, the packetized character of the transmissions of output sequence $(y_k)$. Thus, the actual realization of a network policy (protocol) has to be taken into account. Three different protocols are formally introduced in the following.

A packet containing output sample $y_k$ is sent at instant $k$. It is received at the controller at sampling instant $r(k) \in \{k, k + 1, \ldots, k + \bar{\tau} - 1, k + \bar{\tau}\}$ depending on the actual packet delay $\tau_j$. Since the maximal packet delay is bounded, the packet containing $y_k$ reaches the receiver at the controller side at the latest at $r(k) = k + \bar{\tau}$. The packet including $y_{k+1}$ arrives at $r(k+1) \in \{k + 1, k + 2, \ldots, k + \bar{\tau}, k + \bar{\tau} + 1\}$. Consequently, the arrival instant of the packet containing $y_{k+\tau}$ equals $r(k+\tau) \in \{k + \bar{\tau}, k + \bar{\tau} + 1, \ldots, k + 2\bar{\tau} - 1, k + 2\bar{\tau}\}$. At instant $p = k + \bar{\tau} \in \mathbb{N}$, at most $\bar{\tau} + 1$ packets may arrive that contain $y_k$ if $r(p) = p$, $y_{k+1}$ if $r(k+1) = p$, \ldots, $y_{k+\bar{\tau}}$ if $r(k+\bar{\tau}) = p$. Hence, the set of all received output samples at instant $p$ is $\mathcal{Y}(p) = \{y_{k+i} | r(k+i) = p, i = 0, 1, \ldots, \bar{\tau}\}$ and the set of all indices of received output samples is

$$\mathcal{I}(p) = \{\kappa | r(\kappa) = p, \kappa = k, k + 1, \ldots, k + \bar{\tau}\}.$$
(i) protocol $\mathcal{P}_1$:  
$$
\hat{y}_p = \begin{cases} 
\bar{r}_p = \max_{\kappa \in \mathcal{I}(p)} \kappa & \text{if } \mathcal{I}(p) \neq \emptyset \land \bar{r}_p > \bar{r}_{p-1} \\
\hat{y}_{p-1} & \text{otherwise}
\end{cases}
$$

(ii) protocol $\mathcal{P}_2$:  
$$
\hat{y}_p = \begin{cases} 
\bar{r}_p = \max_{\kappa \in \mathcal{I}(p)} \kappa & \text{if } \mathcal{I}(p) \neq \emptyset \\
\hat{y}_{p-1} & \text{otherwise}
\end{cases}
$$

(iii) protocol $\mathcal{P}_3$:  
$$
\hat{y}_p = \begin{cases} 
\bar{r}_p = \text{any}(\kappa) \in \mathcal{I}(p) & \text{if } \mathcal{I}(p) \neq \emptyset \\
\hat{y}_{p-1} & \text{otherwise}
\end{cases}
$$

Remark 2: The cases using $\hat{y}_{p-1}$ in (4a)-(4c) constitute a zero order hold mechanism for each packet that is active whenever no packet is received at the actual time instant $p$, i.e., $\mathcal{I}(p) = \emptyset$. The protocols differ in terms of the packet selection mechanisms. In protocol $\mathcal{P}_2$, the newest available packet with the corresponding index $\bar{r}_p$ is selected. In addition to that, $\bar{r}_p$ is only employed according to protocol $\mathcal{P}_1$ if the actual available packet at time instant $p$ is newer than the packet used at the previous time instant $\bar{r}_{p-1}$, i.e., $\bar{r}_p > \bar{r}_{p-1}$. As a consequence, packets that are older than the previously selected packet are skipped. Note that a unique packet number has to be attached to each sent packet but no synchronization, e.g., using $\text{SSS}$, is needed between the transmitter at the sensor side and the receiver at the controller side. In situations where no packet numbering is implemented for simplicity reasons, protocol $\mathcal{P}_3$ is applied. It selects any of the actual received packets at time instant $p$, e.g., based on the position in the internal packet buffer.

The output of the network block in Fig. 1 is fed into transfer function $F(z)$ of the filtered Smith predictor. The originally proposed version of the predictor [16] is designed for a plant with constant time delay. Hence, the overall time delay of the plant and the communication network is split into two parts. Transfer function

$$
\hat{D}(z) = z^{-d-z^N} = z^{-\hat{\tau}}
$$

combines the constant plant delay $d$ and the minimum delay $\tau^N$ introduced by the network. The remaining variable time delay $\tau_j$ is then bounded by

$$
0 \leq \tau_j \leq \hat{\tau}^N - \tau^N = \hat{\tau}.
$$

The three design steps for the networked filtered Smith predictor shown in Fig. 1 are as follows:

(Step 1) Design of a nominal controller $C(z)$ for the nominal plant $\tilde{P}(z)$.

(Step 2) Design of a stable filter transfer function $F(z)$ with a dc-gain equal to one, i.e.

$$
F(z) = \frac{\mu_F(z)}{\nu_F(z)} \quad \text{with} \quad F(1) = 1,
$$

and transfer function $H(z)$ for the overall minimum delay $\hat{\tau}$ as stated in [5], such that

$$
H(z) = \hat{P}(z) \left(1 - z^{-\hat{\tau}} F(z)\right) = \frac{\hat{\mu}(z) (z^{\hat{\tau}} \nu_F(z) - \mu_F(z))}{z^{\hat{\tau}} \nu_F(z)}
$$

holds with $\hat{P}(z) = \hat{\mu}(z)/\nu_F(z)$. Since the denominator polynomial $\nu(z)$ of the nominal plant might have unstable zeros, one has to choose

$$
z^{\hat{\tau}} \nu_F(z) - \mu_F(z) = 0, \quad \forall z \mid \nu(z) = 0 \land |z| \geq 1
$$

(9) to obtain a stable $H(z)$. The poles of $F(z)$, i.e., the zeros of polynomial $\nu_F(z)$ could, for example, be selected to be at the same positions $z = \lambda$, where $0 \leq \lambda < 1$. It is also possible to modify (9) to compensate for stable but “slow” poles in $\hat{P}(z)$. Parameter $\lambda$ allows to tune the conflicting properties of disturbance rejection and robustness with respect to plant uncertainties, see [16] for details.

For the nominal case, i.e., without uncertainties $\delta P$ and constant time delay $\hat{\tau} = 0$ (6), the closed loop transfer functions relating external inputs and the plant output can be composed using

$$
\hat{T}_c(z) = \frac{\tilde{Z}\{y_k\}}{\tilde{Z}\{r_k\}} = \frac{V(z)C(z)\hat{P}(z)\hat{D}(z)}{1+C(z)\hat{P}(z)},
$$

$$
\hat{T}_d(z) = \frac{\tilde{Z}\{y_k\}}{\tilde{Z}\{d_k\}} = \frac{\hat{P}(z)\hat{D}(z) \left[1 - \frac{C(z)F(z)\hat{P}(z)\hat{D}(z)}{1+C(z)\hat{P}(z)}\right]}{1+C(z)\hat{P}(z)},
$$

(5) and (9). Relation (9) yields stable predictions of the output using $H(z)$ and, as a consequence, an internally stable feedback loop for the nominal case [16].

(Step 3) In the final design step, one has to show that the filtered Smith predictor designed in Step 2 also leads to a stable feedback loop for the case with bounded time-varying packet delays ($\hat{\tau} > 0$), different transmission protocols $\mathcal{P}$, and uncertain plants ($\delta P \neq 0$). This challenging task can be solved by means of the stability criteria proposed in the subsequent sections.

III. STABILITY ANALYSIS BASED ON LINEAR MATRIX INEQUALITIES

In this section, a theorem to check the stability of the feedback loop in Fig. 1 for the case without plant uncertainties, i.e., $\delta P = 0$, is formulated.

A. LMI-based stability criterion

It is based on LMI conditions proposed in [27]. Hence, all transfer functions shown in Fig. 1 are written as minimal realizations such that

$$
P(z) \begin{bmatrix} x_{k+1} = Ax_k + bu_k \\
y_k = c^T x_k - d \end{bmatrix}
$$

$$
H(z) \begin{bmatrix} x_{H,k+1} = A_H x_{H,k} + b_H u_k \\
y_{H,k} = c_H^T x_{H,k} \end{bmatrix}
$$

$$
F(z) \begin{bmatrix} x_{F,k+1} = A_F x_{F,k} + b_F y_{k-\tau_F^N} \\
y_{F,k} = c_F^T x_{F,k} + d_F y_{k-\tau_F^N} \end{bmatrix}
$$

$$
C(z) \begin{bmatrix} x_{C,k+1} = A_C x_{C,k} - bc (y_{H,k} + y_{F,k}) \\
y_{C,k} = c_{C}^T x_{C,k} - d_c (y_{H,k} + y_{F,k}) \end{bmatrix}
$$

(11a) (11b) (11c) (11d)
with state vectors $x_k \in \mathbb{R}^n$, $x_{H,k} \in \mathbb{R}^{n_H}$, $x_{F,k} \in \mathbb{R}^{n_F}$ and $x_{C,k} \in \mathbb{R}^{n_C}$. Note that the constant nominal plant delay $\bar{d}$ and the time-varying network delay $\tau^N_k$ are present in (11a) and (11b), respectively. The combination of all sub-models (11) according to Fig. 1 yields the closed loop description

$$\xi_{k+1} = \hat{A}\xi_k + \hat{A}_d\xi_{k-d-\tau^N}$$

with state vector

$$\xi_k^T = [x_k^T \ x_{H,k}^T \ x_{F,k}^T \ x_{C,k}^T] \in \mathbb{R}^{n_k}$$

and

$$\hat{A} = \begin{bmatrix}
A & -b\ d_C c_H^T & -b\ d_C c_F^T & b\ c_C^T \\
0 & A_H - b_H d_C c_H^T & -b_H d_C c_F^T & b_H c_C^T \\
0 & 0 & b_F & 0 \\
0 & -b_C c_H^T & -b_C c_F^T & A_C
\end{bmatrix}, \quad (14a)$$

$$\hat{A}_d = \begin{bmatrix}
-b\ d_C d_F c^T & 0 & 0 & 0 \\
-b_H d_C d_F c^T & 0 & 0 & 0 \\
b_F c^T & 0 & 0 & 0 \\
-b_C d_F c^T & 0 & 0 & 0
\end{bmatrix}. \quad (14b)$$

Based on that, a stability criterion for the networked filtered Smith predictor in closed loop with a known plant (1) with $\delta P = 0$ is formulated.

**Theorem 1 (LMI stability criterion):** Consider the networked filtered Smith predictor as shown in Fig. 1 where transfer functions $V(z)$ and $C(z)$ are designed to stabilize the nominal, delay-free closed loop to be at $z = \hat{d} + \tau^N > 0$. The plant (1) is assumed to be known, i.e. $\delta P = 0$. Transfer functions $F(z)$ and $H(z)$ are selected according to (7), (8), (9), respectively.

Then, the closed loop is asymptotically stable for all bounded time-varying network delays $\tau^N_k$ if one of the following conditions holds for a scalar constant $0 < \gamma < 1$:

(i) There exist positive definite symmetric matrices $P \in \mathbb{R}^{(d+\tau^N+1)n_x \times (d+\tau^N+1)n_x}$ and $S \in \mathbb{R}^{n_z \times n_z}$ so that

$$G^T\Theta_1 G - \Theta_2 < 0$$

with matrices $\Theta_1 = \text{diag} (P, S)$, $\Theta_2 = \text{diag} (P, \gamma \hat{\gamma}^T S)$ and

$$G = \begin{bmatrix}
\Psi_1 & \frac{1}{2} \hat{A}_d \frac{\gamma \hat{\gamma}}{\hat{d} - \tau^N} \hat{A}_d \\
I_{(d+\tau^N)n_z} & (0)_3 & (0)_3 \\
\Psi_2 & \frac{1}{2} \hat{A}_d \frac{\gamma \hat{\gamma}}{\hat{d} - \tau^N} \hat{A}_d
\end{bmatrix}, \quad (16)$$

where

$$\Psi_1 = \begin{bmatrix}
\hat{A} & (0)_1 & \frac{1}{2} \hat{A}_d & (0)_2
\end{bmatrix}$$

$$\Psi_2 = \begin{bmatrix}
\hat{A} - I_{n_z} & (0)_1 & \frac{1}{2} \hat{A}_d & (0)_2
\end{bmatrix}$$

(ii) There exist positive definite matrices $P, Q_1, Q_2, R_1, R_2, S \in \mathbb{R}^{n_z \times n_z}$ so that

$$\begin{bmatrix}
\Phi_1 & \Psi \\
\ast & \text{diag} (-P, -R_1, -R_2, -S)
\end{bmatrix} < 0$$

where

$$\Phi_1 = \begin{bmatrix}
\Phi_{11} & \begin{bmatrix} R_1 & R_2 & 0_{n_z}
\end{bmatrix}^T \\
\ast & \text{diag} (\Phi_{12}, \Phi_{13}, -\gamma^2 S)
\end{bmatrix}$$

$$\Phi_{11} = -P + Q_1 + Q_2 - R_1 - R_2$$

$$\Phi_{12} = -Q_1 - R_1, \quad \Phi_{13} = -Q_2 - R_2$$

$$\Psi = \begin{bmatrix}
\Psi_1 & \Psi_{12} & \Psi_{13} & -\gamma^2 S
\end{bmatrix}$$

$$\Psi_1 = \begin{bmatrix}
A & \frac{1}{2} \hat{A}_d & \frac{\gamma \hat{\gamma}}{\hat{d} - \tau^N} \hat{A}_d \\
\frac{\gamma \hat{\gamma}}{\hat{d} - \tau^N} \hat{A}_d & \frac{\gamma \hat{\gamma}}{\hat{d} - \tau^N} \hat{A}_d
\end{bmatrix}$$

$$\Phi_{12} = \begin{bmatrix}
\frac{1}{2} \hat{A}_d & \frac{1}{2} \hat{A}_d & \frac{\gamma \hat{\gamma}}{\hat{d} - \tau^N} \hat{A}_d
\end{bmatrix}$$

$$\Phi_{13} = \begin{bmatrix}
\frac{1}{2} \hat{A}_d & \frac{1}{2} \hat{A}_d & \frac{\gamma \hat{\gamma}}{\hat{d} - \tau^N} \hat{A}_d
\end{bmatrix}$$

**Proof:** The proof is a direct consequence of Corollary 1 in [27] evaluated for (12), (14), $h_1 = \hat{d} + \tau^N$, $h_2 = \hat{d} + \tau^N$, and $h_{12} = \tau^N - \tau^N$.

**Remark 3:** Note that Theorem 1 differs from the stability criterion presented in [23] in several ways. The main difference is that the time varying-delay is modeled in the input channel of the plant in (23). It is not equivalent the situation presented in Fig. 1 where the output sequence is transmitted via a time-varying network channel. In addition, a different Lyapunov-Krasovskii functional is employed in the proof to get the LMI conditions.

**B. Simulation example: LMI-based approach**

A simple simulation example is shown in this section to underline the achieved performance. The plant is given by

$$P(s) = \frac{0.1}{20s - 1} e^{-5s} \quad \text{and} \quad P(z) = \frac{0.0051271}{z - 1.051} z^{-5}, \quad (20)$$

respectively, where $h = 1 s$ was selected as sampling time. A nominal controller $C(z)$ was designed assigning the poles of the nominal, delay-free, closed loop to be at $p_1 = p_2 = 0.95$. Additionally, the controller should include an integral action to allow to compensate for constant disturbances. This yields

$$C(z) = \frac{29.504(z - 0.9835)}{z - 1}, \quad \hat{T}_v(z) = \frac{0.025(z - 0.9)}{(z - 0.9)^2},$$

where prefilter

$$V(z) = \frac{0.16527(z - 0.9)}{(z - 0.9835)}$$

is used to decrease the overshoot in the step response and therefore to improve the reference tracking performance. The nominal time delay of the plant is $\hat{d} = 5$; the minimal network delay is assumed to be $\tau^N = 0$. The goal is to find the maximal admissible network delay bound $\hat{\tau}^N$ such that the closed loop is stable. Hence, Theorem 1 is evaluated for different $\gamma$ and maximal admissible variable time delays $\hat{\tau}$.

MOSEK$^1$ is used as solver for the involved LMIs. Figure 2 shows the

$^1$https://www.mosek.com (accessed: 19.06.2020)
seen that the control performance significantly depends on the
where the three different protocols (4) are used in simulation
shows the pattern of the packet delays (top plot), the reference
variables for a maximal time varying delay of \( \bar{\tau} = 8 \).
It is less conservative since it allows to show that a
maximal admissible variable time delay is given by \( \bar{\tau} = 5 \).
A simulation of the closed loop is performed using indi-
vidual packet delays such that \( 0 \leq \tau_j \leq 4 \), i.e. respecting
the maximum of \( \bar{\tau} = 5 \) provided by Theorem 1. Figure 3
shows the pattern of the packet delays (top plot), the reference
signal (bottom plot, black) and the resulting output sequences,
where the three different protocols (4) are used in simulation
by means of the framework presented in [24]. It can be clearly
seen that the control performance significantly depends on the
employed protocol. Especially the use of protocol \( P_3 \) yields an
unstable loop, if the oldest packet is selected whenever more
packets are available at the same time instant. This constitutes
the worst case scenario if a packet numbering mechanism is
absent as shown in Appendix A.

This main issue arises because the actual network protocol
is not included in the stability analysis, which is, to the best
of the authors knowledge, common in LMI-based approaches
in literature and is not a specific feature of the presented
theorem. Consequently, an alternative way to show the stability
of feedback loops with packetized network transmissions is
necessary.

IV. STABILITY ANALYSIS BASED ON THE SMALL GAIN
THEOREM

A way to include protocols like \( P_1 \) and \( P_2 \) has been
proposed in [33]. This work is extended in the following for
networked feedback loops with filtered Smith predictors (see
Fig. 1) and protocols \( P_3 \), where no numbering of individual
packets is implemented.

A. Stability criterion for the case with known plant model

To formulate the stability criterion, the networked loop
consisting of the filtered Smith predictor, the plant and the
transmission channel as in Fig. 1 is rearranged to get Fig. 4.
The inputs sequences \( (r_k) \) and \( (w_k) \) are assumed to be
identically to zero for all \( k \). The constant time delay (5)
is included in the nominal part (blue), the remaining variable
time delay (6) is incorporated in the gray part that represents
the uncertainty. A discrete-time differentiator and integrator
are used to reduce the conservatives in the resulting theorem,
as pointed out in [33]. The small gain theorem (SGT) [32]
forms the basis to deduce the following theorems. Therefore,
some basic definitions are recalled.

Definition 2 (Truncation of a sequence): The truncation
of sequence \( (f_k) \) at time \( T \) is given by \( \bar{f}_k = f_k \) for \( 0 \leq k \leq T \)
and \( (f_k)_T = 0 \) for \( k > T \).

Definition 3 (Extended \( \ell_p \) space): A sequence \( (f_k) \) belongs
to the \( \ell_p \) space if \( \sum_{k=0}^{\infty} |f_k|^p < \infty \) holds. It belongs to the
extended \( \ell_p \) space, i.e. \( (f_k)_T \in \ell_p \), if \( (f_k)_T \in \ell_p \) for all \( T \).

Definition 4 (Finite gain \( \ell_p \) stability): A causal mapping
\( y_k = \mathcal{M}(u_k) : \ell_p \rightarrow \ell_p \) is called finite gain \( \ell_p \) stable if
(a) for a given \( (u_k) \in \ell_p \), it follows that \( (y_k) \in \ell_p \) and
(b) for a given \( (u_k) \in \ell_{pe} \), it implies that there exist
constants \( \alpha, \beta > 0 \) such that there is an affine bound
of the norm of output sequence \( (y_k) \), i.e. \( \| (y_k) \|_{p,T} \leq \alpha \| (u_k) \|_{p,T} + \beta, \forall T > 0 \), where \( \| (\cdot) \|_{p,T} \) denotes
the \( p \)-norm of a truncated sequence \( (\cdot)_T \). Constant \( \alpha \) is
referred to as finite \( \ell_p \) gain.

Based on that, we can formulate the following theorem.

Theorem 2 (Stability criterion, nominal plant): Consider the
networked filtered Smith predictor as shown in Fig. 1 where
transfer functions \( V(z) \) and \( C(z) \) are designed to stabilize
the nominal, delay-free Plant \( P(z) \). The plant (1) is assumed
to be known, i.e. \( \delta P = 0 \). Transfer functions \( F(z) \) and
\( H(z) \) are selected according to (7), and (8), (9), respectively.
The transmission network is characterized by bounded time-varying packet delays as stated in (6). Let
\[ \left\| M(z) \right\|_\infty = \left\| \frac{F(z)C(z)\hat{P}(z)(z-1)}{1+C(z)P(z)} \right\|_\infty \alpha < 1 \] (21)
hold. The finite \( \ell_2 \) gain \( \alpha \) of the uncertainty is given depending on the network protocol \( \mathcal{P} \) so that for
(a) protocol \( \mathcal{P}_1 \) (skip old packets, take newest):
\[ \alpha = \bar{\tau} , \] (22a)
(b) protocol \( \mathcal{P}_2 \) (do not skip old packets, take newest)
\[ \alpha = \max \left\{ \frac{\sqrt{\bar{\tau} (14\bar{\tau}^2 - 9\bar{\tau} + 1)}}{6(\bar{\tau} + 1)} , 1 \right\} , \] (22b)
(c) protocol \( \mathcal{P}_3 \) (no numbering nor synchronization)
\[ \alpha = \sqrt{\frac{\bar{\tau}}{6}} (14\bar{\tau} + 1) . \] (22c)

Then, the networked feedback loop is finite gain \( \ell_2 \) stable for all time-varying bounded packet delays \( 0 \leq \tau_j^N \leq \bar{\tau}_j^N \leq \bar{\tau} \).

Proof: A proof is given in Appendix A.

Remark 4: Please note that only known information is used in (21) to obtain the infinity norm. Condition (21) can be checked easily, e.g., using bode magnitude plots as shown in the example below.

Remark 5: In (22a) and (22b), the term “skip old packets” means that arriving packets are skipped, whenever more recently sent packets are available at the receiver. Phrase “take newest” means that the most recent packet is selected if more packets are received at the controller side at the same time instant. In contrast to cases (a) and (b) in Theorem 2, no numbering or synchronization mechanism is needed for case (c). Gain (22c) is the worst case gain for any packet selection mechanism as can be seen in detail in Appendix A.

Remark 6: Note that the gain for \( \mathcal{P}_2 \) evaluated at \( \bar{\tau} = 1 \) equals (22a) because a packet arrival pattern without overtaking yields the maximal gain in this case. This was not explicitly stated in [33].

B. Simulation example: Stability analysis using Theorem 2

Example 1 from Section II-B is revisited in order to show the application of the proposed stability criterion stated in Theorem 2. To do so, condition (21) is evaluated for different maximal admissible variable time delays \( \bar{\tau} \) and for protocols \( \mathcal{P}_1 \) and \( \mathcal{P}_3 \) exemplarily. Figure 5 presents the corresponding magnitude plots of \( M(z)\alpha \) using \( \ell_2 \) gains (22a) and (22c), respectively. A maximum of \( \bar{\tau} = 4 \) is achieved for protocol \( \mathcal{P}_1 \), and \( \bar{\tau} = 2 \) follows for \( \mathcal{P}_3 \) because the corresponding magnitude plots have to stay below 0 dB. The protocol dependent \( \ell_2 \) gains as stated in (22) are depicted in Fig. 6. Figure 7 shows the achieved step responses for changes in the reference signal \( r_k \) of the networked filtered Smith predictor in closed loop with plant (20) with \( \tau_j \) as shown in Fig. 3. Two different scenarios are chosen for \( \mathcal{P}_3 \) such that the packet leading to the worst case and a random packet are employed, respectively.

C. Stability criterion for the case with uncertain plant model

Theorem 2 can be extended to also include uncertainties in the plant, i.e. \( \delta P \neq 0 \). The underlying stability analysis is then based on the block diagram in Fig. 8 which is a modification of the structure shown in Fig. 4. Using sequences \( (e_A), (y_A) \) as well as \( (e_B), (y_B) \), Fig. 8 can be drawn as depicted in Fig. 9. Here, additional input signals \( (u_1), (u_2), (u_3) \) and \( (u_A) \) are introduced and exploited in the proof of the following theorem. The \( \alpha \)'s stand for the various \( \ell_2 \) gains between different inputs and outputs of the three considered blocks.
Fig. 9: Three block structure consisting of a nominal block, a block $\Delta_B$ including the networked induced variable time delays (gray) and a block $\Delta_A$ representing the plant uncertainties (blue).

Theorem 3 (Stability criterion, uncertain plant): Let the same assumptions hold as in Theorem 2 except that plant model (1) is uncertain such that $\|\delta P\|_{\infty} = \alpha_A > 0$. In addition, conditions

\begin{align}
\alpha_A \alpha_{12} + \frac{\alpha_A \alpha_B \alpha_{11} \alpha_{22}}{1 - \alpha_B \alpha_{21}} < 1, \quad \alpha_B \alpha_{21} < 1 \quad (23a) \\
\alpha_B \alpha_{21} + \frac{\alpha_A \alpha_B \alpha_{11} \alpha_{22}}{1 - \alpha_A \alpha_{12}} < 1, \quad \alpha_A \alpha_{12} < 1 \quad (23b)
\end{align}

hold, where

\begin{align}
\alpha_{11} = \left\| \frac{\tilde{S}(z)(z - 1)}{z} \right\|_{\infty}, \quad \alpha_{12} = \left\| \frac{F(z) \tilde{T}(z)}{z} \right\|_{\infty} \quad (24a) \\
\alpha_{21} = \left\| \frac{F(z) \tilde{T}(z)(z - 1)}{z} \right\|_{\infty}, \quad \alpha_{22} = \left\| \frac{F(z) \tilde{T}(z)}{z} \right\|_{\infty} \quad (24b) \\
\tilde{T}(z) = \frac{C(z) \tilde{P}(z)}{1 + C(z) \tilde{P}(z)}, \quad \tilde{S}(z) = \frac{1}{1 + C(z) \tilde{P}(z)} \quad (24c)
\end{align}

and $\alpha_A$ equals (22), depending on the chosen protocol (4). Then, the feedback loop consisting of the filtered Smith predictor, the uncertain plant and the packetized transmission network is finite gain $\ell_2$ stable for all time-varying bounded packet delays $0 \leq \tau \leq \bar{\tau} \leq N$.

Proof: A proof is given in Appendix B.

Remark 7: Please note that conditions (23), (24) collapse into (21) of Theorem 2 for the case without uncertainties in the plant, i.e. $\delta P = 0$, or equivalently, $\alpha_A = 0$. Similar to this, conditions (23), (24) reduce to the classical formulation of the SGT [32] applied to the filtered Smith predictor if no time-varying delays are present. In this case, the green block in Fig. 8 representing the variable time delay is replaced by a direct connection resulting in $\alpha_B = 0$.

V. SUMMARY AND OUTLOOK

Criteria for the stability analysis of networked Smith predictors are proposed. The main ingredient is the calculation of the $\ell_2$ gain of the uncertainty caused by the bounded but time-varying network delays, which depends on the actual protocol of the packetized transmission network. It is pointed out that the explicit consideration of the effects of packet skipping and hold mechanisms have to be explicitly taken into account. However, this is commonly neglected in LMI-based approaches as was shown using a simple simulation example. One additional benefit of the introduced theorems is that they can be checked easily, e.g., using bode magnitude plots without involving any optimization problem.

Future extensions may deal with the inclusion of additional protocols and mechanisms to deal with packet dropouts. Also a generalization to multivariable systems might be of interest.

APPENDIX A

Proof of Theorem 2

The nominal (blue) part in Fig. 4 with input $(w_k)$ and output $(z_k)$ can be described by transfer function

$$\hat{T}_p(z) = \frac{\mathcal{Z}\{v_k\}}{\mathcal{Z}\{w_k\}} = -\frac{1}{z} \frac{F(z)C(z)\hat{P}(z)\hat{D}(z)}{1 + C(z)\hat{P}(z)}, \quad (25)$$

Applying the SGT [32] to the structure in Fig. 4 yields condition (21), where the fact that $\|D(z)\|_{\infty} = 1$ was exploited. The $\ell_2$ gains of the uncertainty depend on the actually used protocols, see Definition 1. As shown in [33], the gains for protocol $P_1$ and $P_2$ are given by (22) and (22b), respectively. Hence, only (22c), i.e. the $\ell_2$ gain of the gray block in Fig. 4 for protocol $P_3$, has to be shown next. Thus, the 2-norm of output $w_k = c_k - a_k$ has to be maximized. Following the idea from [33], a truncated input sequence $(v_k) = (v_0, v_1, v_2, \ldots, v_T, 0, \ldots) = (\bar{v}, \bar{v}, \bar{v}, \ldots, \bar{v}, 0, \ldots)$ is defined for time instants $k = 0, 1, 2, \ldots$. Because of the discrete-time integrator in Fig. 4 one gets $(a_k) = (a_0, a_1, a_2, \ldots, a_T, a_{T+1}, \ldots) = (\bar{v}, \bar{v}, \bar{v}, (T + 1)\bar{v}, (T + 1)\bar{v}, \ldots)$ that is directly fed to output $w_k$. In addition, sequence $(a_k)$ passes the green block in Fig. 4 which represents the packetized transmissions that are subject to time-varying delays. It comprises a transmitter as well as a packet selection and a hold mechanism as specified in (4). Each packet $a_k$ might be delayed between 0 and $\bar{\tau}$ time steps as indicated by $a_{k,0}, a_{k,1}, a_{k,2}, \ldots, a_{k,T}, a_{k,T+1}, \ldots$, respectively. This situation with several packets “on the way” is exemplified in Fig. 10 for $N = 3$ and $T = 9$. A packet containing $a_k$ arrives at the latest after $\bar{\tau}$ time instants. Depending on the actual packet selecting mechanism in (4), the sample $c_k$ corresponding to the chosen packet is provided at the output of the (green) delay block in Fig. 4. A hold mechanism keeps the previously selected sample, if no new packet arrives, see the definition of $P_3$ in (4). To show that the worst case $\ell_0$ gain of the uncertainty for $P_3$ is (22c), one has to maximize the squared 2-norm of output $w_k$. Thus, $T + 1 + 2\bar{\tau}$ samples have to be considered because they contribute to $w_k = c_k - a_k$. Values $a_k$ with $k \geq T + 1 + 2\bar{\tau}$ do not affect $w_k$, cf. Fig. 12 and 13.

All initial conditions, as e.g. $c_k$ for $k = -1$, are assumed to be zero.

Due to the fact that $(a_k)$ is monotonically increasing and the difference between $a_k$ and $c_k$ is used to get $w_k$, the worst case

![Fig. 10: Representation of the packets “on the way” for the case with $0 \leq \tau_j \leq 3$ and $T = 9$. Lighter colors represent older packets.](image)
sequence \( (w_k) \) results if one selects the packets containing the smallest \( a_k \) and keep them as long as possible. This can be clearly seen using, for example, \( \bar{\tau} = 3 \) and \( T = 9 \) as in Fig. 11. Sample \( a_0 = 1 \) is received at the latest possible time instant \( k = \bar{\tau} = 3 \), which yield \( c_k = b_k^{(3)} - a_k = 1 \) for \( k = 3 \). No packet has to arrive for \( k = 0, 1, 2 \) to maximize \( (w_k) \). In addition, \( c_3 = 1 \) has to be hold as long as possible, i.e. until the next packet has to arrive due to Assumption 1. This means, that no packet should arrive at time instants \( k = 4, 5, 6 \) and \( a_4 = 5 \) is selected at \( k = 7 \). Consequently, the packets containing \( a_1 = 2, a_2 = 3 \) and \( a_3 = 4 \) have to be discarded, which is only possible if they arrive at \( k = 3 \) and are not selected at this time instant, see Fig. 11. Next, \( c_7 = 5 \) has to be kept as long as possible until packet \( a_9 = 9 \) is selected at \( k = 11 \). The entire pattern of received packets, all packets “on the way”, the resulting worst case sequence \((w_k)\) and the corresponding packet delays \( \tau_j \) are depicted in Fig. 11.

Figures 12 and 13 present the worst case patterns of arriving packets for the cases with \( \bar{\tau} = 3 \) and \( T \in \{3, 4, 5, 6, 7, 8, 9\} \).

indicated in the figures using different colors, see also block A, B, C and D in Fig. 11. The worst case pattern consists of a (green) introductory part A consisting of \( \bar{\tau} \) samples, followed by the remaining \( T + 1 + \bar{\tau} \) samples that are split into several parts. First, the \( k_1 \) (yellow) blocks B with length \( \bar{\tau} + 1 \) are separated from the rest to get \( \leq 3 \bar{\tau} \) remaining samples. This rest with \( k_2 \) blocks is split into a (blue) block C with length \( k_3 = \left\lfloor \frac{k_2}{\bar{\tau} + 1} \right\rfloor \), which represents the smallest integer larger than \( \frac{k_2}{\bar{\tau} + 1} \), and a (red) block D with \( k_2 - k_3(\bar{\tau} + 1) \) elements. Note that the last element is always equal to zero. Based on this splitting into four parts, one can formalize the 2-norm of the truncated worst case sequence such that

\[
\| (w_k) \|_{2,T}^2 = \sum_{i=1}^{\bar{\tau}} i^2 \bar{\nu}^2 + \sum_{j=0}^{k_1-1} \left( \sum_{i=\bar{\tau}+j(\bar{\tau}+1)}^{2\bar{\tau}+j(\bar{\tau}+1)} (a_i - a_{j(\bar{\tau}+1)})^2 \right) + \sum_{j=k_1}^{k_1+k-1-1} \left( \sum_{i=\bar{\tau}+j(\bar{\tau}+1)}^{2\bar{\tau}+j(\bar{\tau}+1)} (a_i - a_{j(\bar{\tau}+1)})^2 \right) + \sum_{i=\bar{\tau}+j(k_3+k_2)\bar{\tau} + 1}^{T+\bar{\tau}} (a_i - a_{\bar{\tau}+(k_1+k_2)\bar{\tau} + 1})^2
\]

with the underlying worst case packet delay pattern

\[
(\tau_j) = \left( \bar{\tau}, \bar{\tau} - 1, \bar{\tau} - 2, \ldots, \bar{\tau}, \bar{\tau} - 1, \bar{\tau} - 2, \ldots, 0, \ldots \right).
\]

Next, the finite \( \ell_2 \) gain \( \alpha \) is calculated such that

\[
\alpha = \max_{T > 0} \alpha_T \quad \text{with} \quad \alpha_T = \sqrt{\frac{\| (w_k) \|_{2,T}^2}{\| (v_k) \|_{2,T}^2}},
\]

and \( \| (v_k) \|_{2,T}^2 = (1 + T)\bar{\nu}^2 \), see also Definition 4. Figure 14 compares calculated values for \( \alpha_T \) using relations (28), (29) with the actual (true) results, which are obtained by evaluating the effect of all possible combinations of bounded packet delays \( \tau_j \) on the norm of sequence \( (w_k)_T \). To get the finite \( \ell_2 \) gain \( \alpha \) (28), the limit of \( \alpha_T \) for \( T \to \infty \) is computed using \( \| (w_k) \|_{2,T}^2 = A + B + C + D \). The part corresponding to B consists of \( k_1 \) blocks of the form \((-\bar{\tau}, -((\bar{\tau} + 1), -((\bar{\tau} + 2), \ldots, -2\bar{\tau} \bar{\nu}) \bar{\tau} + 1 \) samples each. One of these blocks B contributes to the overall 2-norm of \( (w_k)_T \) with

\[
d = \sum_{i=1}^{\bar{\tau} + 1} ((\bar{\tau} - 1) + i) \bar{\nu}^2
\]

\[
= (\bar{\tau} - 1)^2 \sum_{i=1}^{\bar{\tau} + 1} i + 2(\bar{\tau} - 1) \sum_{i=1}^{\bar{\tau} + 1} i + \sum_{i=1}^{\bar{\tau} + 1} i^2
\]

\[
= \frac{\bar{\tau} + 1}{6} (14\bar{\tau}^2 + \bar{\tau}) \bar{\nu}^2.
\]
leading to
\[ \left\| (w_k) \right\|_{2,T}^2 = A + \frac{T + 1}{\bar{\tau} + 1} d + C + D, \] (30)
where blocks A, C and D are constant with respect to T. Consequently, one gets
\[ \alpha_T^2 = \frac{A + \frac{T + 1}{\bar{\tau} + 1} d + C + D}{1 + T} = \frac{A + C + D}{1 + T} + \frac{d}{1 + T}, \] (31)
\[ \alpha = \lim_{T \to \infty} \alpha_T = \sqrt{\frac{d}{\bar{\tau} + 1}} = \sqrt{\frac{147^2}{6} + \frac{\bar{\tau}}{6}}, \] (32)
see (22c) in Theorem 2. This completes the proof. Figure 15 exemplifies gains \( \alpha_T \) and \( \alpha \) for different maximal time-varying delays \( \bar{\tau} \).

**APPENDIX B**

**PROOF OF THEOREM 3**

The proof follows the same main idea that is usually used to prove the SGT, see, e.g., [32]. Hence, the structure in Fig. 9 is analyzed using the corresponding \( \ell_2 \) gains. It is shown that all signals in this three-block structure are bounded as long as all input signals are bounded. For simplicity, the iteration index \( k \) is skipped in the proof so that, e.g., the 2-norm of truncated sequence \((y_{A,k})_{T}\) is written as \( \|y_A\|_T \). The plant uncertainty and the uncertainty due to the time-varying delay can be cast into a form as in Definition 4 such that
\[ \|y_A\|_T \leq \alpha_A \|e_A\|_T + \beta_A, \quad \|y_B\|_T \leq \alpha_B \|e_B\|_T + \beta_B \] (33)
hold. Due to linearity, the input-output behavior of the nominal block in Fig. 9 can be written as
\[ \|y_1\|_T \leq \alpha_{11} \|e_1\|_T + \beta_{11} + \alpha_{21} \|e_2\|_T + \beta_{21}, \] (34a)
\[ \|y_2\|_T \leq \alpha_{12} \|e_1\|_T + \beta_{12} + \alpha_{22} \|e_2\|_T + \beta_{22}. \] (34b)
To prove Theorem 3 one has to show that all inner signals, as e.g. \( e_1 = u_1 + y_A \), are bounded. Thus,
\[ \|e_1\|_T \leq \|u_1\|_T + \alpha_A \|e_A\|_T + \beta_A \] (35)
with \( e_A = u_A + y_1 \) and \( \|e_A\|_T \leq \|u_A\|_T + \alpha_{12} \|e_1\|_T + \beta_{12} + \alpha_{22} \|e_2\|_T + \beta_{22} \) is used. Incorporating \( e_2 = u_2 + y_B \) and \( e_B = u_B + y_1 \) yields
\[ \|e_2\|_T (1 - \alpha_B \alpha_{21}) \leq \delta_1 + \alpha_B \alpha_{11} \|e_1\|_T \] (36)
with \( \delta_1 = \|u_2\|_T + \beta_B + \alpha_B (\beta_{11} + \beta_{21}) \) and so
\[ \|e_1\|_T \left( 1 - \alpha_A \alpha_{21} - \frac{\alpha_A \alpha_B \alpha_{11} \alpha_{22}}{1 - \alpha_B \alpha_{21}} \right) \leq \delta_2 \] (37)
where \( \delta_2 = \|u_1\|_T + \beta_A + \alpha_A (\|u_A\|_T + \beta_{12} + \beta_{22} + \frac{\alpha_{21}}{1 - \alpha_B \alpha_{21}}). \) As a result, error \( e_1 \) is norm-bounded for bounded input signals \( \|u_1\|_T, \|u_2\|_T, \|u_A\|_T \) and \( \|u_B\|_T \) if
\[ 1 - \alpha_A \alpha_{21} - \frac{\alpha_A \alpha_B \alpha_{11} \alpha_{22}}{1 - \alpha_B \alpha_{21}} > 0 \quad \text{for} \quad 1 - \alpha_B \alpha_{21} > 0 \] (38)
that constitute conditions (23a) in Theorem 2. Analogue steps are followed to show that the remaining \( \|e_i\|_T \) and \( \|y_i\|_T, \) \( i \in \{1, 2, A, B\} \), are bounded for bounded inputs \( \|u_i\|_T \). The gains \( \alpha_{11}, \alpha_{12}, \alpha_{21} \) and \( \alpha_{22} \) (23) directly follow by computing down the transfer functions corresponding to Fig. 8. This completes the proof. 
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