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Figure 1: Results of our controllable style transfer framework. If our INR-based network is optimized at test time once, it can perform a flexible pixel-wise stylization of given content and style images without re-optimization at inference. Our method can change the degree of style applied to the background along the horizontal axis or adjust the degree of style for the foreground (zebra) along the vertical axis in (a). (b) demonstrates that our method can selectively stylize a specific region of the image by using a mask in the bottom right corner. In both (a) and (b), we can observe that only the target regions are stylized with the desired degrees of style without affecting neighboring pixels. (c) shows the unconstrained manipulation of the image resolution and aspect ratio conducted by our model.

Abstract

We propose a controllable style transfer framework based on Implicit Neural Representation that pixel-wisely controls the stylized output via test-time training. Unlike traditional image optimization methods that often suffer from unstable convergence and learning-based methods that require intensive training and have limited generalization ability, we present a model optimization framework that optimizes the neural networks during test-time with explicit loss functions for style transfer. After being test-time trained once, thanks to the flexibility of the INR-based model, our framework can precisely control the stylized images in a pixel-wise manner and freely adjust image resolution without further optimization or training. We demonstrate several applications. Our code is available at https://KU-CVLAB.github.io/INR-st/

1. Introduction

A style transfer task aims to render an image with style features of an artistic image while preserving the structure of a content image [11]. Among several early works, Gatys et al. [10] first introduced convolutional neural network (CNN)-based style transfer algorithm that jointly minimizes content and style losses. After this work, subsequent image optimization-based models [21, 14, 25, 36] have explored improvements, but they have a common problem that they often fall into a bad local minimum due to unstable training.

Another major direction is to train a CNN-based neural
network to perform style transfer, often called a learning-based approach. Pioneering works in this direction were restricted to a set of predefined styles [17, 43, 44], and following works mitigated this constraint by leveraging adaptive instance normalization (AdaIN) layer [15], style-swap method [5], whitening and coloring processes (WCT) [23], attention mechanism [32, 27], and contrastive learning [3, 47]. However, since these learning-based algorithms require a large-scale training dataset and lack generalization ability on unseen images, they have limited applicability.

In addition, these traditional CNN-based style transfer frameworks fail to precisely control the degree of style transfer at the target pixel as shown in Fig. 3 and cannot change image resolution without further training or optimization as displayed in Fig. 10.

Meanwhile, Implicit Neural Representation (INR), which represents a given scene with neural networks in a continuous and pixel-wise manner, has been spotlighted as a new way to represent an image [42]. Motivated by the recent success of NeRF [30], which reconstructs 3D scenes with INR, and other following models [33, 1, 13, 39, 16, 34, 2, 30], some recent works leveraging 2D images [8, 42, 38, 6] began to exploit the properties of INR.

Inspired by recent accomplishments of INR, for the first time in the field of style transfer, we introduce the INR-based model and demonstrate various applications such as pixel-by-pixel stylization control and arbitrary adjustment of image resolution, which none of the existing models can perform. Additionally, we intelligently integrated our INR-based model with a test-time training scheme to effectively learn an image pair specific prior with neural networks at the test-time stage, which enabled our model to demonstrate more stable training compared to the optimization method while showing better generalizability than the learning-based approach.

2. Related Works

Neural Style Transfer. Gatys et al. [11] initially proposed a neural style transfer algorithm that leverages features extracted from a VGG model [37] and is optimized by jointly minimizing the content and style loss. Following this work, several optimization-based methods suggested different ways to enhance the quality of stylization [21, 29], while gradual improvement has also been made in learning-based methodology [17, 43, 44, 9, 22, 15, 32, 27, 3, 47].

Recently, methods that learn the prior of images at test time by overfitting their networks to the specific pair of images have been newly proposed. SinIR [46] utilizes the decoder which learns prior of a pair of images internally for
**3. Motivation**

Neural style transfer aims at transferring the style of image \( I_s \) to the content of image \( I_c \) to synthesize a stylized image \( I_o \). To achieve this, early works \cite{11, 21, 14} adopted an image optimization technique that jointly minimizes the content and style losses in the feature space of a pre-trained CNN \cite{37}. Specifically, let us denote deep convolutional content and style features extracted by pre-trained feature extractor \( \Phi(\cdot) \) as \( F_c = \Phi(I_c) \) and \( F_s = \Phi(I_s) \), respectively. Then they optimize an output image \( I_o \) via following objective function which consists of content loss \( L_{\text{cont}} \) and style loss \( L_{\text{style}} \) as in Fig. 2(a):

\[
I_o = \underset{I}{\operatorname{argmin}} \{ L_{\text{cont}}(\Phi(I), F_c) + \lambda L_{\text{style}}(\Phi(I), F_s) \}, \tag{1}
\]

where \( \lambda \) is a weight parameter. Since it is often a non-convex optimization problem, most methods leverage an iterative solver, e.g., gradient descent \cite{21, 12, 20, 11, 23}, and thus they benefit from an error feedback to find better stylized images. In addition, this approach enables performing style transfer with given arbitrary content and style images. However, since the output image itself is optimized without learning the stylization prior, the optimization process is often trapped in a bad local minimum and some artifacts in the output image frequently occur \cite{4}. In addition, to control the style transfer results, e.g., controlling the resolution and getting different degree of stylization, the optimization procedure should be repeated again, which limits the applicability.

Unlike these methods, recent learning-based models \cite{17, 45, 15, 24} have attempted to learn a style transfer prior within the networks by training on massive datasets. They employ a decoder module trained on a large-scale image dataset, e.g., MS-COCO \cite{26}, as illustrated in Fig. 2(b). These methods can be formulated as

\[
\omega^* = \underset{\omega}{\operatorname{argmin}} \sum_n L_{\text{cont}}(\Phi(D(F_{c,n}, F_{s,n}; \omega)), F_{c,n})
+ L_{\text{style}}(\Phi(D(F_{c,n}, F_{s,n}; \omega)), F_{s,n}), \tag{2}
\]

where \( F_{c,n} \) and \( F_{s,n} \) are features from \( n \)-th image pair, and \( D(\cdot; \omega) \) is a feed-forward process with decoder parameters \( \omega \). At test time, given \( F_c \) and \( F_s \), a stylization process can be formulated such that \( I_o = D(F_c, F_s; \omega^*) \). These learning-based methods assume that the image priors can be learned by exploiting large training data. However, since they do not learn a prior for the specific image pair at test time, they
show insufficient generalization ability when unseen images are given as input.

Although the previous works such as SinIR [46] and DTP [18] attempted learning prior with CNN architecture at the test-time, these works were solely designed for global stylization. On the other hand, some previous works [12, 28, 20, 32, 27] attempted to control the stylization, but they generally cannot perform precise control of style transfer results since they often employ CNN-based generator, which hinders continuous, pixel-wise modification in the output.

4. Methodology
4.1. Overview and Notation

To address the aforementioned limitations, we propose a novel Implicit Neural Representation (INR)-based style transfer framework integrated with test-time training of the model, which can learn an image pair-specific prior within the INR network during test-time training. After test-time trained once, thanks to the high capability of the INR generator for interpolating the output space, our model achieves pixel-level controllability on an output image, and thus it can perform diverse manipulations on the output without further training.

In specific, as shown in Fig. 4, our network synthesizes a stylized image \( I_o \) in \( R^{H \times W \times 3} \) with the Multi-Layer Perceptron (MLP) structure \( D(\cdot; \omega) \) parameterized as \( \omega \). Generation of each pixel takes pixel coordinates along with two latent vectors \( z_c, z_s \in R^{d_\alpha} \) which correspond to content and style latent vectors, respectively. These two latent vectors are first interpolated by the sampled value \( \alpha \sim U(0, 1) \) at each step. Then the interpolated vector \( z'(\alpha) \) is shared by all pixel coordinates \((x, y)\) during test-time training, but each pixel coordinate may have a differently interpolated vector with a different alpha ratio at inference time. In either case, all the latent vectors are grouped and denoted as \( Z'(\alpha) \in R^{HW \times d_\alpha} \). In addition, the coordinate vectors \((x, y)\) in \( R^{HW \times 2} \) are normalized within the range of \([-1, 1]\) and then go through the positional encoding process [30], which is defined as \( E \in R^{HW \times d_c} \) where \( d_c \) is a coordinate vector dimension after the positional encoding. Finally, \( Z' \) and \( E \) become the input for the network after being concatenated. Given this, the model returns the RGB values \( c \in [0, 255]^3 \) for the corresponding pixels such that aggregated into a whole image as \( D(Z'(\alpha), E; \omega) \rightarrow I_o \).

4.2. Test-Time Training of INR Networks

In this section, we introduce our test-time training method for the network parameters \( \omega \). The key ingredient of our approach is dynamically varying \( \alpha \) at every step to allow the network to have the ability to perform controllable style transfer in terms of \( \alpha \) at inference time.

| Algorithm 1 Test-Time Training of Our Model |
|-------------------|
| **Require:** Images \( I_o, I_c \), encoded vectors of coordinate positions \( E \), latent vectors \( z_c, z_s \) and pretrained VGG \( \Phi \) |
| Initialize parameters \( \omega \) of the model \( D \) |
| **while** not converged **do** |
| Sample an \( \alpha \sim U(0, 1) \) |
| Compute \( Z'(\alpha) \) with \( z_c, z_s \) and \( \alpha \) |
| Compute \( I_o = D(Z'(\alpha), E; \omega) \) |
| Compute \( L(I_o, I_c, I_s; \Phi, f, \alpha) \) |
| Update \( \omega \leftarrow \omega - \delta \nabla \omega L \) |
| **end while** |

To this end, first of all, the model interpolates between two fixed latent vectors \( z_c \) and \( z_s \), and yields the latent vector \( z' \). At every iteration of test-time training, we randomly sample a value \( \alpha \) that determines how the latent vectors would be interpolated such that

\[
z'(\alpha) = \alpha z_c + (1 - \alpha) z_s, \quad 0 \leq \alpha \leq 1.
\]

Given the latent vector \( z'(\alpha) \), by using MLP structure for implicit representation as described previously, an image pair-specific prior can be captured by minimizing explicit total loss functions as:

\[
\omega^* = \arg \min_{\omega} L_{total},
\]

\[
L_{total} = \alpha L_{content}(\Phi(D(Z'(\alpha), E; \omega)), F_c) + (1 - \alpha) L_{style}(\Phi(D(Z'(\alpha), E; \omega)), F_s)
\]

where \( \omega^* \) indicates optimized parameters for the input image pair, and \( Z' \) is the latent vectors extended from \( z' \).

After the network is trained, it can synthesize pixel-wisely manipulated image by defining \( z'(\alpha) \) differently for each pixel such that \( I_o = D(Z'(\alpha), E; \omega^*) \). Note that unlike existing optimization-based algorithms that require re-optimization, our framework does not need to repeat the optimization procedure to perform each different application of stylization control.

**Exponential Reweighting.** We experimentally found that sampling \( \alpha \) in a uniformly-random manner produces a sub-optimal solution, as exemplified in Fig. 5 due to the different tendency between content and style losses. Such undesirable entanglement of content and style compromises the model’s controllability and stylization performance. Moreover, the randomly changing \( \alpha \) makes the training process more unstable. For better disentanglement of content and style and relax unstable optimizing process, we devise a function to exponentially reweight the value of \( x \):

\[
f(x) = -x \log(1 - x^\kappa),
\]
The style loss is defined as L2 norm between gram matrices can be performed at inference time. With the test-time pixel-wise style manipulation and the resolution control that can be performed at inference time. The reweighting term in our loss function makes our network achieves better disentanglement between content and style during the content-style interpolation. (a), (b) are inferred with \( \alpha = 1 \) and (c), (d) are with \( \alpha = 0 \).

where \( \kappa \) is a hyper-parameter. It reweights \( x \) as \( f(x) \) to propagate the training signals exponentially. With this function, we adaptively reweight the equation as follows:

\[
\mathcal{L}_{\text{total}} = f(\alpha)\mathcal{L}_{\text{cont}}(\Phi(D(Z'(\alpha), E; \omega)), F_z) + f(1 - \alpha)\mathcal{L}_{\text{style}}(\Phi(D(Z'(\alpha), E; \omega)), F_s). \tag{6}
\]

This reweighting process enlarges the strength of the content property and suppresses style property when \( \alpha \) is close to 1, while it amplifies the strength of style property and suppresses content property when \( \alpha \) is close to 0. Additionally, increasing the value of \( \kappa \) can boost the effectiveness of the reweighting process. However, assigning excessively high value to \( \kappa \) could hinder the model from learning a smooth representation that adequately reflects the content and style.

### 4.3. Loss Function

Our framework can be incorporated with any kinds of style transfer loss functions, consisting of content and style loss function. To prove the simplicity and effectiveness of our framework, we use simple content and style losses from Gatys et al. [11]. We employ pre-trained VGG-19 [37] as a feature extractor. Our overall loss function is the weighted summation of content loss \( \mathcal{L}_{\text{cont}} \) and style loss \( \mathcal{L}_{\text{style}} \).

Specifically, the content loss is defined as L2 norm between the features of generate image and content image:

\[
\mathcal{L}_{\text{cont}} = \lambda_{\text{cont}}\|\Phi(D(Z'(\alpha), E; \omega)) - F_z\|_2. \tag{7}
\]

The style loss is defined as L2 norm between gram matrices \( \mathcal{G} \) made from features of generated image and style image:

\[
\mathcal{L}_{\text{style}} = \lambda_{\text{style}}\sum_n\|\Phi^n(D(Z'(\alpha), E; \omega)) - \mathcal{G}(F_s^n)\|_2, \tag{8}
\]

where \( n \) denotes different layer indexes of VGG encoder.

### 4.4. Controllable Style Transfer at Inference

In this section, we introduce the methodology for the pixel-wise style manipulation and the resolution control that can be performed at inference time. With the test-time trained network, we can perform multiple application tasks such as region-wise style control, applying gradation effect, and resolution control without further training.

In general, we can define different interpolated latent vectors to each coordinate point \( p(x, y) \) as \( z_p' \) by setting the interpolation rate \( \alpha_p \) differently such that \( z_p' = (\alpha_p)z_c + (1 - \alpha_p)z_s \). The latent vectors and encoded vectors of coordinate positions at inference are denoted as \( Z_p' \) and \( E_p' \) respectively. Therefore, the inference stage can be defined as \( I_o = D(Z_p', E_p'; \omega^*) \). To control the resolution of \( I_o \), we simply rearranged the dimension of input coordinates to \( H_{\text{inf}} \times W_{\text{inf}} \) which are desirable height and width sizes.

### 5. Results

#### 5.1. Experimental Settings

We empirically set the loss weights as \( \lambda_{\text{cont}} = 1 \) and \( \lambda_{\text{style}} = 10^5 \). The network is test-time trained on 256 \( \times \) 256 resolution images by Adam optimizer [19] with the learning rate of \( 10^{-3} \). All results of our model in experiments were inferred after test-time training without the additional learning process. We basically use the MS-COCO [26] and WikiArt [35] dataset for the content and style images respectively. All experiments were conducted using Intel i7-10700 CPU @ 2.90GHz, and NVIDIA RTX 3090 GPU.

#### 5.2. Qualitative Results

In Fig. [20] we compared our model with state-of-the-art methods. While our network yields a stable performance, existing methods show the results with insufficiently preserved content [20, 32, 11], a lack of style [20, 46, 18], and undesirably deformed style [27]. The learning-based methods, such as SANet [32] and AdaAttn [27], failed to preserve content information with deformed style information for some arbitrary pair. The optimization-based methods showed better performance which were resulted from pair specific style transfer. However, the methods which optimize image itself [11, 20] displayed sub-optimal outcomes since they do not learn a prior for the specific image pair. To solve this problem, [46, 18] optimized the network via implicit and explicit approaches, respectively. Since these frameworks are designed for various generative applications and photorealistic style transfer, they can not make satisfactory results. In contrast, our framework is designed for artistic style transfer by optimizing the INR based network for specific image pair and shows better performance.

#### 5.3. Quantitative Results

**Memory Usage and Inference Speed.** In Table [1], we compared the memory usage and inference speed of our framework with conventional algorithms [11, 20, 32, 27, 7]. Firstly, our network trained on an image with the size of 256 \( \times \) 256. Then during inference, thanks to the properties...
of INR, our model shows significantly lower memory usage compared to other methods. After a short period of test-time training, our model can synthesize images of arbitrary resolutions at high inference speed, while the other methods can generate images of limited sizes.

### Content Preservation and Stylization

To provide a more detailed analysis of our model’s performance, we estimated the stylization distance and content similarity with GRAM matrix distance and structural similarity index measure (SSIM), respectively. We compared our network with the other models that can interpolate between content and style at the inference stage to assess their capability for content preservation and stylization. For each sample out of 100 randomly sampled images, we obtained the scores for both cases where $\alpha$ are 0 or 1, and then averaged them. When $\alpha$ is 0, the model is expected to obtain low values in both metrics as it should be close to the style image in second-order statistics, while remaining far apart from a content image. When $\alpha$ is 1, the outcome should be similar to the content image which means both scores are expected to be close to the GT score. In Table 2, we can observe that AdaAttn [27] and SANet [32] achieve convincing scores, but our framework shows better results in both cases of $\alpha = 0, 1$. 

### Table 1: Memory usage and speed comparisons.

Each item means ‘memory usage (GiB) at inference time / learning time / inference time’. These comparisons are conducted on a single RTX 3090. We used AdaIN [15] as the baseline of URST [7]. × means out of memory.

| Resolution | SANet | AdaAttn | URST | Gatys et al. | STROTSS | Ours |
|------------|-------|---------|------|-------------|---------|------|
| 256 × 256  | 2.1/9.7h/0.056s | 19.0/5.7h/0.014s | 3.2/4.4h/1.55s | 3.0/6.48s/- | 2.8/2.8m/- | 1.7/6.5m/0.25s |
| 512 × 512  | 2.5/-/0.073s | 20.5/-/0.026s | 3.2/-/1.59s | 3.8/8.32s/- | 3.5/3.6m/- | 1.7/-/0.28s |
| 2000 × 2000| ×     | ×       | 4.0/-/2.76s | 21.9/1.1m/- | 22.5/8.4m/- | 1.8/-/0.96s |
| 20000 × 20000| × | × | 4.0/-/63.4s | × | × | 1.8/-/65.79s |

### Table 2: Content preservation and stylization.

Table 2 shows the performance of our model in terms of content preservation and stylization. For each sample out of 100 randomly sampled images, we obtained the scores for both cases where $\alpha$ are 0 or 1, and then averaged them. When $\alpha$ is 0, the model is expected to obtain low values in both metrics as it should be close to the style image in second-order statistics, while remaining far apart from a content image. When $\alpha$ is 1, the outcome should be similar to the content image which means both scores are expected to be close to the GT score. In Table 2, we can observe that AdaAttn [27] and SANet [32] achieve convincing scores, but our framework shows better results in both cases of $\alpha = 0, 1$. 

| Methods ($\alpha$) | SANet (0/1) | AdaAttn (0/1) | Ours (0/1) | GT |
|-------------------|-------------|---------------|------------|----|
| GRAM (↓ / ↑)      | 0.72/5.94   | 1.33/5.03     | 0.31/5.42  | 0.00/5.47 |
| SSIM (↓ / ↑)      | 0.39/0.64   | 0.56/0.62     | 0.34/0.91  | 0.13/1.00 |

### Table 3: Pixel-wise controllability.

Table 3 compares the pixel-wise controllability of our model with other methods. We used AdaIN [15] as the baseline of URST [7].

| Method | SANet | AdaAttn | Ours |
|--------|-------|---------|------|
| $d = 1$| 0.501 | 0.798   | **0.326** |
| $d = 3$| 0.463 | 0.706   | **0.136** |
Pixel-wise controllability. We provide qualitative results on our model’s ability to precisely apply the desired degree of style to each target pixel of an image without affecting neighboring pixels. We masked out a pixel \((i,j)\) of the image \(I_o\) generated by the MLP generator and assigned style only to this particular pixel. Then, to verify if the style is applied only to this pixel and does not affect other pixels around it, we measured L1 distance between neighboring pixels that are \(d\) pixels away from the target pixel and the corresponding pixels in the same position on the reconstructed content image. It can be indicated that the smaller the distance value, the more accurately the model stylizes only the specific pixel of \(I_o\) while less affecting the neighboring pixels. As our model showed a considerably lower value than other models, as shown in Tab. 3, we confirmed that compared to previous models, ours can more precisely assign the desired degree of style to each pixel of the image.

5.4. Ablation Study

Comparing Style Weights. We observed how the quality of the stylized output changes along the adjustment of style loss weight \(\lambda_{\text{style}}\). As shown in Fig. 17, the model produced the best outcome when \(\lambda_{\text{style}} = 10^7\). In addition, we could also observe that the model achieves the best style controllability when \(\lambda_{\text{style}} = 10^5\).

Comparing Style Losses. According to SANet [32], the performance of the model may be different when different style losses are applied. We conducted an experiment to verify that there exists an effectiveness gap between these losses displayed in Fig. 8. The experimental result does not indicate the significant difference in the model performance, and thus we argue that our framework works well with any style loss.

Positional Encoding. Recent study demonstrated that the positional encoding improves the network’s ability to represent high frequency details of the image [30]. Similarly to this, without positional encoding, the structure of the content image is significantly deformed at all ranges of \(\alpha\) in our framework, as exemplified in Fig. 9.

Resolution Control. Thanks to INR that represents features in continuous manner, we can arbitrarily manipulate an image resolution. Once our network is optimized on a pair of image with the resolution of \(H \times W\), image of any scale can be generated by normalizing the dimension of the coordinates at inference \(H_{\text{inf}} \times W_{\text{inf}}\) within the range of [-1,1]. For example, to generate 2,000 \(\times\) 3,000 image, we divide the height and the width of continuous space that both have a range of [-1,1] by 2,000 and 3,000, respectively.

Pixel-wise control of stylization degree. Unlike existing CNN-based style transfer frameworks, our model can precisely apply the desired degree of style to each target pixel of an image, as displayed in Fig. 3. We can observe that the regions are clearly distinguished at the boundary where the degree of style changes. This property is closely related to spatial control with mask in Fig. 11.

Spatial control using masks. We conducted an experiment to apply a different degree of style to different regions of the generated image with masks \(M_i \in \mathbf{M}\). The different \(\alpha\) is applied to obtain interpolated tensor \(Z_i\) that corresponds to each mask. Next, the tensors are concatenated and provided to the network. We could modify distinct regions of the image with different degrees of style. (a) and (b) in Fig. 1 and Fig. 11 show the region-wisely stylized outputs.
Figure 10: **Comparison of high-resolution image quality.** Once our network is converged, high-fidelity images with arbitrary resolution and aspect ratio can be produced without further training. For each case, (a) and (b), the resolutions of the images are $680 \times 1,000$, $2,000 \times 3,000$, and $1,300 \times 1,000$ respectively, in a clockwise direction from the upper left image. All images in (a) are bilinearly upsampled from $256 \times 256$ images generated by [20]. The results in (b) are high resolution images generated by rearranging the input coordinate for our network. By magnifying the images, we could observe that the images of (b) were much clearer and sharper than the images of (a).

Figure 11: **Spatial control using masks.** The first column shows style image, content image, and semantic mask respectively. The other columns show the result of stylization with different degrees to each mask.

Figure 12: **Gradation effect.** Our controllable style transfer network can apply gradation effect to the image.

**Gradation Style Transfer Effect.** We can apply the gradation style transfer effect by continuously varying $\alpha$ in a single image. In Fig.12(b), from left to right, we changed $\alpha$ from 0 to 1 in column-wise manner. Although other existing models [32, 27] can generate such effect, our method shows smoother and clear transition.

6.1. **User Study.**

We conducted the user study on 1000 participants, a quantitative comparison that evaluates the performance of algorithms according to objective criteria. First, we asked each subject to indicate 30 images they prefer in aspect of stylization quality. Second, the participants were asked about the sharpness of the $2000 \times 2000$ resolution images generated by each model. Third, we asked the subjects to select the images that show smooth interpolation between style and content. Finally, to evaluate the models’ ability to precisely transfer desired degree of style to specific part within an image, we asked participants to choose images that show clear separation at the boundary where degree of style changes as shown in Fig.3.

7. **Conclusion**

In this paper, we propose, for the first time, a controllable style transfer framework that can pixel-wisely manipulate stylized images at test time. By learning image-pair specific prior and exploiting Implicit Neural Representation (INR), after test-time-trained once on an arbitrary image pair, our network can perform diverse applications of high-fidelity
pixel-wise style transfer without additional training. Experimental results indicate that our model shows competitive performance in terms of stylization controllability, generative quality, and memory usage.
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A. Network Structure Details

Figure 14: **Our INR-based network structure** The number below each fully connected layer means the number of features in that layer.

We designed our network by referring to the structure of DeepSDF [33]. It consists of 9 fully connected layers with ReLU activation attached to each layer. It takes two inputs; the interpolated latent vector \( z' \in \mathbb{R}^{16} \) and the coordinate representation \( \gamma(p) \) obtained from the positional encoding process. They are grouped into \( Z' \in \mathbb{R}^{HW \times 16} \) and \( E \) respectively, and then given to the network as input after being concatenated. Meanwhile, the details of the positional encoding are as follows:

\[
\gamma(p) = (\sin(2^0 \pi p), \cos(2^0 \pi p), \ldots, \sin(2^{n_f-1} \pi p), \cos(2^{n_f-1} \pi p))
\]  

where \( p \in \mathbb{R}^2 \) denotes a single pixel coordinate which has a value within the range of \([-1,1]\). \( n_f \) is set as 6 in our implementation. Additionally, we employed a pretrained VGG-19 network with fixed parameters as a feature extractor to test-time train our framework.

B. Additional Ablation Studies

**Sampling of \( \alpha \).** As we described in the main text, section 4.2, using dynamically varying \( \alpha \) as the interpolation ratio at each step is the key ingredient to achieving controllability in stylization. Therefore, here we experimented with some sampling distributions of \( \alpha \) to find the optimal sampling method that maximizes the performance during test-time training in terms of content-style disentanglement and generation quality. In this experiment, uniform and exponential distributions of \( \alpha \) and fixed \( \alpha \) were tested. In the case of implementing exponential distributions, little modification is applied since \( \alpha \) should be within the range of \([0,1]\). The experimental results are shown in Fig 15. We could observe that sampling \( \alpha \) from the uniform distribution yields the best results in terms of content-style disentanglement and generation quality.

**Reweighting function.** Although we demonstrated the effectiveness of sampling \( \alpha \) in a uniformly random manner in the previous section, as we mentioned in main text, section 4.2, exponentially reweighting \( \alpha \) can further enhance the model’s ability to make a distinct disentanglement between the style and the content. In order to prove that our exponential reweighting function improves the model’s performance more than other reweighting functions, we compared several reweighting functions, including linear, polynomial, and exponential (ours) functions. Note that applying a linear function to \( \alpha \) is the same as not reweighting the \( \alpha \).

As shown in Fig 16, we observed that the model with an exponential reweighting function shows the best outcomes. We also compared the content-style interpolation results between the default model and the model with exponentially reweighted \( \alpha \), and we could observe that the model with exponentially reweighted \( \alpha \) achieves better disentanglement, as shown in Table 4.

**Comparing Style Weights.** We also conducted an experiment to find the optimal style weights \( \lambda_{\text{style}} \). The model shows the best performance in terms of stylization quality and controllability when \( \lambda_{\text{style}} = 10^5 \). Fig 17 describes the details.
Figure 15: **Sampling of $\alpha$** We compared the effectiveness of different sampling distributions. We could observe that the case of applying uniform distribution (third row) rather than fixed $\alpha$ (first row) or exponential distribution (second row) displays the best performance in terms of style controllability.

**Layer Selection for Style Loss Computation.** It is very important to decide which VGG feature map to use for style loss computation. There are two things to consider: which layers to use and whether to use feature maps that have passed through the activation function or feature maps that have not. We can compute the style loss on shallow VGG layers (conv1\_1, conv1\_3, conv2\_2, conv2\_4, conv3\_2 of the VGG-19 model) or deep layers (conv1\_2, conv2\_3, conv3\_3, conv4\_3, conv5\_3). In this paper, these two cases are denoted as *Shallow Conv* and *Deep Conv*, respectively. We can also compute the loss on shallow VGG layers (relu\_1\_1, relu\_1\_3, relu\_2\_2, relu\_2\_4, relu\_3\_2) or deep VGG layers (relu\_2\_2, relu\_2\_3, relu\_3\_3, relu\_4\_3, relu\_5\_3) after the activation (ReLU). In this paper, these two cases are denoted as *Shallow ReLU* and *Deep ReLU*, respectively. Therefore, there are four cases in total. Fig.15 shows the results of comparing these cases. We could observe that employing shallow layers after the activation (relu\_1\_1, relu\_1\_3, relu\_2\_2, relu\_2\_4, relu\_3\_2) is the best in terms of content preservation and style intensity control.
Figure 16: **Effectiveness of exponential reweighting.** In this experiment, we observed that the model with an exponentially reweighting function (third row) rather than a linearly reweighting function (first row) or a polynomially reweighting function (second row) yields the best outcomes in terms of content-style disentanglement.

| Method        | $\alpha = 0.0$ | $\Delta \alpha_{(0.0,0.25)}$ | $\Delta \alpha_{(0.25,0.5)}$ | $\Delta \alpha_{(0.5,0.75)}$ | $\Delta \alpha_{(0.75,1.0)}$ | $\alpha = 1.0$ |
|---------------|----------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|----------------|
| Without reweighting | 27.98/0.02    | 0.01/0.04                  | 0.01/0.08                  | 0.06/0.21                  | 0.44/1.56                  | 28.49/1.76     |
| With reweighting     | **27.97/0.02** | **0.09/0.04**              | **0.54/0.76**              | **3.46/2.62**              | **3.22/2.40**              | **35.28/5.04**  |

Table 4: **Disentanglement comparisons.** Each item means PSNR and a distance between gram matrices which measure the degree of content preservation and stylization respectively, according to different $\alpha$. The higher PSNR value means better preservation of content, and a close distance between gram matrices indicates better stylization. To measure disentanglement, we calculated the difference in metrics between two images with different $\alpha$, which is defined as $\Delta \alpha_{(a,b)}$. The larger gaps than with the default method show that reweighting $\alpha$ makes the network achieve better disentanglement.
Figure 17: **Comparing style weights.** Not only the performance of the style transfer but also the style intensity change according to the adjustment of $\alpha$ was the most noticeable when $\lambda_{style} = 10^5$. If the $\lambda_{style}$ value is too small, the change in style according to the adjustment of the $\alpha$ value is not revealed well and only the content tends to be well preserved. When $\lambda_{style}$ is too big, style changes are clearly observed, but the content is not preserved well.
Figure 18: **Comparing the sets of VGG layers** Using feature maps from *Shallow ReLU (relu1_1, relu1_3, relu2_2, relu2_4, relu3_2)* shows the best results in terms of content preservation and quality of style transfer. In comparison with other cases, we can observe that the style intensity changes more smoothly with the increase in $\alpha$ value when these layers are used. Meanwhile, using the *Deep Conv* or *Deep ReLU* leads to failure in restoring the content image when $\alpha = 1.0$. 
Figure 19: **Resolution control.** Images with any resolution size and aspect ratio can be produced by our model. All of the images are generated by the network optimized on a $256 \times 256$ scale. The Above images have a size of $6000 \times 12000$ and are generated at inference time.
C. Additional Exemplars of Controllable Style Transfer

Pixel-wise synthesis. Our INR-based network is able to perform pixel-wise style transfer. Unlike existing CNN-based networks, our model can apply a different degree of style to each pixel of an image. Fig 22 shows examples of it.

Region-wise style transfer. As our network is able to pixel-wisely control the degree of stylization, it can also stylize each region of an image in an elaborate manner. Our region-wise style transfer results are shown in Fig 23. Furthermore, in Fig 22 we can observe that, unlike the image generated by the existing CNN-based model, the regions in the image generated by our model are accurately separated at the points where the style intensity is greatly changed.

Gradation effect. Our model can give a gradation effect to the image by applying different degrees of style to each column or row of it. Examples are displayed in Fig 21.
Figure 21: **Gradation Effect.** Our controllable style transfer network is able to apply a gradation effect to the image.
Figure 22: **Pixel-wise Synthesis.** In the image created by our model, we can observe that the regions are clearly distinguished at the point where the style intensity significantly changes, as our model can control the style of the image in a pixel-wise manner. However, CNN based methods [27] [32] tend to show unclear separation at the boundary where style intensity changes. We applied different $\alpha$ values to the four different regions of each image created by three different models, including ours.
Figure 23: **Region-wise style transfer.** Our model can adjust the degree of style transfer by changing $\alpha$ at inference time after test-time training. Also, it is possible to apply different $\alpha$ to different regions. Each subcaption means the $\alpha$ value applied to each masked region.
class Controllable_INR_ST(nn.Module):
    def __init__(self, zdim, coords, content, style):
        super().__init__()
        # initialize latent vectors of content and style images
        self.zc = torch.normal(0, 1., size=(zdim,))
        self.zs = torch.normal(0, 1., size=(zdim,))
        # positional embedding of coordinates: (HW, omg*nfreq*2)
        self.coords = self.positionalEmbed(coords, omg=1, nfreq=6)
        self.content = content
        self.style = style

    def positionalEmbed(self, coords, omg, nfreq):
        freq = 2.0 ** torch.arange(nfreq) * omg
        embed = (coords[..., None] * freq).view(*coords.shape[:-1], -1)
        return torch.cat((embed.sin(), embed.cos(), coords), dim=-1)

    def reweighting(self, alpha, k=1):
        return (-1 * (alpha)**k) * (torch.log(-alpha + 1))

    def forward(self, network):
        # sampling alpha from uniform distribution.
        alpha = np.random.rand(1)
        # interpolate latent vectors of content and style image.
        z_interp = (alpha) * self.zc + (1-alpha) * self.zs
        # copy the latent vector and concat with coordinate matrix
        z_interp = z_interp.repeat(self.coords.shape[0], 1)
        newtork_input = torch.cat((self.coords, z_interp), dim=1)
        # input to the network: (HW, 3)
        output = network(newtork_input)
        # calculate losses.
        loss_c = contentLoss(output, self.content)
        loss_s = contentLoss(output, self.style)
        # calculate total loss through reweighting alpha.
        total_loss = self.reweighting(alpha) * loss_c + 
                     self.reweighting(1-alpha) * loss_s
        return output, total_loss

Figure 24: Pytorch-like pseudo code.