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Abstract: Conventional energy production based on fossil fuels causes emissions that contribute to global warming. Accurate energy system models are required for a cost-optimal transition to a zero-emission energy system, which is an endeavor that requires a methodical modeling of cost reductions due to technological learning effects. In this review, we summarize common methodologies for modeling technological learning and associated cost reductions via learning curves. This is followed by a literature survey to uncover learning rates for relevant low-carbon technologies required to model future energy systems. The focus is on (i) learning effects in hydrogen production technologies and (ii) the application of endogenous learning in energy system models. Finally, we discuss methodological shortcomings of typical learning curves and possible remedies. One of our main results is an up-to-date overview of learning rates that can be applied in energy system models.
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1. Introduction

It is by now well known that conventional energy production based on fossil fuels cause problematic CO₂ emissions that contribute to global warming. (Herein, we take energy production to mean the conversion of primary energy sources—potential energy in oil or uranium, kinetic energy in wind, etc.—into energy carriers that are convenient for storage or transport—electricity, hydrogen, etc. Similarly, energy consumption refers to the utilization of these carriers—to power electronics, transport people and goods, etc.) Avoiding a climate crisis requires a worldwide effort to reduce such greenhouse gas emissions, and the EU has set its target to be net-zero emissions by 2050 [1]. Since the energy system accounts for approximately 80% of the greenhouse gas emissions in the EU [2], most of this burden falls to the energy sector. Some reduction is expected from energy efficiency increases and the circular economy, but the majority must likely come from investments in novel energy technologies: renewable electricity, biofuels, hydrogen as an energy carrier, carbon capture and storage, etc. In this context, energy system models, which attempt to forecast and optimize the entire energy system in, e.g., the EU, are powerful tools for guiding policymakers and minimizing transition costs. Moreover, their cost predictions can be useful for analyzing the competing technologies within a sector. As examples, the TIMES model generator [3] is used globally in providing guidance regarding future policies, while the PRIMES model [4] is used by the European Commission in long-term strategies such as “A Clean Planet for all” [5].

One fundamental challenge for such energy system models is that one requires estimates for the costs of every relevant energy technology within the investigated timeframe. However, the investment required to, e.g., build and operate one new power plant can change drastically from 2020 to 2050: costs typically decrease as a new technology matures.
and becomes more widely deployed, but they can also increase due to changes in raw materials or regulations resulting in more stringent safety protocols. These costs are especially important for renewable energy technologies, as their cost of electricity is dominated by the capital costs and are not affected by fossil fuel prices. Samadi [6] provides a broad overview of the factors that typically influence the costs of electricity generation. He groups these into four main clusters: learning and technological improvements, economies of scale, changes in input factor prices, and social and geographical factors. Within the context of energy system models, the first two clusters are especially important as these can be directly affected by variables in the model.

Changes in technology costs due to learning effects can be implemented either exogenously [7] or endogenously [8] in an energy system model [9]. Exogenous learning means that one models the technology cost purely as a function of time, independent of any investment choices made during the energy system optimization. In other words, the technology cost forecast can be regarded as an input to the model. They are frequently obtained from in-depth analysis of the individual energy technologies. Conversely, endogenous learning means that the costs are assumed to be some function of the prior investments, and they change dynamically as the energy system optimization routine explores different investment choices. Thus, the technology cost forecast is an output from the energy system optimization. This is clearly a more realistic scenario, and it avoids some pitfalls associated with the exogenous learning models. For instance, in the exogenous case, an investment algorithm may choose to delay all investments for a decade, since the technology cost will have decreased by then, while in the endogenous case, the costs of a new technology do not decrease unless someone invests in the technology. The main drawback of this strategy is that endogenous learning causes the optimization problem to become nonlinear, requiring more advanced and computationally expensive solution algorithms than exogenous learning. Furthermore, problems may arise with learning occurring outside the investigated bounds of the energy system models, resulting in higher costs within the model than in reality. This necessitates adjustments of the learning rates.

To provide a realistic pathway to a zero-emission future, energy system modeling including learning effects can be a useful planning tool. Moreover, hydrogen is increasingly considered as an important part of such a zero-emission energy system, assuming that hydrogen is produced via a process with no or low greenhouse gas emissions. However, there is currently a lack of reviews that summarize the available research on learning effects in hydrogen production, presenting a difficulty for incorporating these effects into energy system models. The aim of this publication is precisely to investigate learning rates for hydrogen production and to focus on the implementation and implications of the endogenous learning approach in energy system models. The review is structured as follows. We provide a conceptual introduction to endogenous learning models in Section 2, focusing on learning-by-doing and learning-by-research effects in particular. In Section 3, we present the results of a thorough literature review, where we investigated what learning rate data for energy technologies are publicly available. A key focus in this area is to also include technologies outside the typical electricity generation technologies. Finally, we conclude with a discussion of problems with endogenous cost reductions in Section 4.

2. Cost Development in Technologies

There exist different strategies for estimating the future costs of a technology [10]. These can broadly be categorized as “bottom–up estimates”, based on state-of-the-art research and engineering combined with detailed domain knowledge for the calculation of an nth-of-a-kind (NOAK) plant; “top–down estimates”, based on extrapolating purely empirical trends; as well as combinations of these, as suggested by Rubin [10] and discussed by Roussanaly et al. [11]. The following sections provide an overview of the mathematical concept of top–down estimates via learning curves.
Introduction to Learning Curve Models

The concept of a learning curve or experience curve was originally introduced by Wright [12]. He observed that every time the total number of aircraft that had been produced doubled, the number of person-hours needed to produce one more aircraft had decreased by 20%. This effect is now known as learning-by-doing (LBD) in economics. The same trend was later found to hold not just within one company but for entire industries, and not just in manufacturing, but also for other industries such as energy production [13].

The method originally introduced by Wright is now known as the one-factor learning curve model. Mathematically, it is formulated as follows [14]:

\[ C(x) = C_0 \left( \frac{x}{x_0} \right)^{b_{\text{bd}}} \]  

In Wright’s example, \( C(x) \) measured the cost of producing one airplane after a total of \( x \) airplanes have been produced, while \( C_0 \) and \( x_0 \) were the corresponding values at some earlier reference time \( t_0 \). The exponent \( b_{\text{bd}} \) is usually parametrized via a learning rate \( LR = 1 - 2^{b_{\text{bd}}} \), which describes the cost reduction obtainable by doubling \( x \). (If we have an initial capacity \( x_0 \), and double this \( n \) times to get \( x = 2^nx_0 \), then a one-factor learning curve yields \( C = C_0(x/x_0)^{b_{\text{bd}}} = C_0(2^n)^{b_{\text{bd}}} = C_0(2^{b_{\text{bd}}})^n \). Substituting in the definition \( 2^{b_{\text{bd}}} = 1 - LR \), we obtain \( C = C_0(1 - LR)^n \). This shows that the cost indeed decreases by a fraction \( LR \) for each of the \( n \) doublings in capacity that occurs.) In Wright’s example, \( LR = 20\% \); generally, it is determined by fitting historical data to Equation (1). See Figure 1 for a visualization of this one-factor learning curve. Note that this learning curve is only valid for technologies that have already been commercialized; until that point, the cost does not generally follow this curve, and it may initially even increase with time [10,11]. To remedy this, some sources use a constant estimate \( C(x) = C_0 \) when modeling capacities \( x < x_0 \) [15], where \( x_0 \) is an estimated production threshold before learning starts.
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**Figure 1.** Conceptual illustration of a standard one-factor learning curve. As for Wright’s airplanes, we assume a learning rate \( LR = 20\% \). The blue curve shows how the unit cost decreases as a function of installed capacity, while the green lines emphasize that the cost \( C \) is reduced by 20% after successive doublings of capacity \( x \).

The simple one-factor approach outlined above may result in the incorporation of factors independent of the installed capacities into the learning rates (LRs). This may result in both over- and underestimation of the associated LRs. For a concrete example: both private companies and public institutions spend a lot of resources on research and development (R&D), which should reduce technology costs over time. This is often called learning-by-research (LBR) and is a distinct effect from the LBD effect discussed above [9], as it scales with the research budget and not the production or capacity. However, if one fits a one-factor model to the historical cost development, then all cost reductions due to R&D...
investments will be attributed to LBD in the model, resulting in an overestimation of the LBD effect. If the research budget and production rate are strongly correlated, this is mainly a philosophical issue; in that case, the one-factor model would retain its predictive power as one extrapolates from empirical data. However, if the research budget and production rate change differently with time, one might expect more accurate predictions if the LBD and LBR effects are modeled separately. Such an extended two-factor model can be expressed as [9]:

\[ C(x, y) = C_0 \left( \frac{x}{x_0} \right)^{b_{\text{bd}}} \left( \frac{y}{y_0} \right)^{b_{\text{br}}} \]  

(2)

where \( y \) corresponds to the R&D spending and \( b_{\text{br}} \) represents the corresponding LBR parameter. Rubin et al. [9] concluded based on a literature review that R&D can significantly reduce the costs in all stages of technology development. Following the same pattern as above, one can continue to extend the learning curve concept to an arbitrary multi-factor model with independent LRs for each factor included. While multi-factor models are theoretically appealing, in practice, one-factor learning curves are more used due to a lack of available data [9].

Both the one-factor and two-factor learning curves can be generalized to component-based learning curves, also known as composite learning curves. In these models, a “unit” is decomposed into its constituent parts, and then, each of these parts is allowed to evolve according to a different LR. As an example, consider hydrogen production using natural gas reforming with carbon capture and storage. The overall system consists of a reforming section, a hydrogen purification section, a CO₂ capture and processing section, a CO₂ transport section, and a CO₂ storage section. Each section has its own maturity and potential cost reductions through increasing the production capacity. This can either be solved using a composite LR, where the learning associated with each component is aggregated into a single effective LR, or by using individual LRs. The former may result in wrong assumptions on the overall LR through an omitted variable bias [16]. The latter requires the utilization of composite learning curves, which for a one-factor model is [9,17]:

\[ C(x_1, ..., x_N) = \sum_{n=1}^{N} C_n(x_n) = \sum_{n=1}^{N} C_{0,n} \left( \frac{x_n}{x_{0,n}} \right)^{b_{\text{bd},n}} \]  

(3)

where \( C \) is the total cost, \( C_n \) is the cost of the \( n \)'th component, and \( x_n \) is a corresponding production or capacity. This approach also makes it possible to model spillovers from other technologies, by referring to the same component \( x_n \) in multiple cost calculations. One example of such spillovers is given by fuel cell electric vehicles and electric vehicles where battery and electric drive train costs are common in both type of vehicles [18]. Another relevant example is photovoltaics, where much of the historical improvements can be attributed to technology spillover from the semiconductor electronics industry.

The simplest version of the component approach discussed above is to only distinguish between components with significant learning effects (\( b_{\text{bd},n} \gg 0 \)) and negligible learning effects (\( b_{\text{bd},n} \approx 0 \)). Then, the former is used to calculate a composite LR \( b_{\text{bd}} \) for the fraction \( \alpha \) of the initial costs that have significant learning effects. The remaining fraction \( 1 - \alpha \) of the initial costs will remain constant and thus over time become the dominant contribution to the total cost. Mathematically, such a model can be written as:

\[ C(x) = C_0 \left[ (1 - \alpha) + \alpha \left( \frac{x}{x_0} \right)^{b_{\text{bd}}} \right] \]  

(4)

In general, a combination of multi-component and multi-factor analyses yields a sum over contributions from different components, where the cost of each component is now a product of cost-decreasing factors [19]. Each of these factors (LBD, LBR, etc.) has a separate LR that must be estimated based on data. Estimating the uncertainty can also become
more complex, since the LRs are often correlated and not independent. Thus, a key problem of both composite learning curves and multi-factor approaches is the availability of data that can be used for obtaining these learning parameters without overfitting as well as the quality of the available data.

A recent review paper by Thomassen et al. [20], which focused on using learning curves for technology assessment and how to incorporate environmental concerns in these models, also touched upon multi-component multi-factor learning curves. They formulated a set of recommendations for how to best apply such learning curves in practice. These included the following suggestions: combining LRs at the component and product levels; combining extrapolated empirical data with expert estimates; and using a tier-based method with quality criteria to evaluate the learning curves.

There are many ways to define $C$ and $x$ in Equation (1). In the context of energy system modeling, the cost variable $C$ usually refers to a relative cost (e.g., €/kW or €/unit) or levelized cost of energy (LCOE), while the experience variable $x$ refers to installed capacity (GW), installed number (units), or total production (TWh of energy production). Learning curves are also used to describe other developments, such as operating efficiency [21] and consumption of individual input factors in production [22]; however, this study is limited to the cost-related applications of learning curves due to their prevalence in energy system models.

3. Literature Review Related to Learning-by-Doing

LBD effects have been extensively studied for the technologies present in an energy system. It is not surprising that especially onshore wind and solar photovoltaics have received significant attention due to their importance in a low-carbon energy system and their high growth rate in recent years. Figure 2 provides an overview of LBD LRs collected in the current review. As the figure illustrates, there is a significant spread between LRs reported in the literature, although statistical analysis narrows down the intervals. This holds even if there are a large number of publications analyzing a specific technology. Even so, the uncertainty in LR can often be as large as the value of LR, which can have drastic effects on energy system models given that LR affects the learning curve exponent.

There are several reasons for the high spread in LRs. One is that different studies may use different experience variables (e.g., cumulative capacity vs. cumulative production), different cost variables (e.g., plant costs vs. levelized costs), or correct for different confounding variables (e.g., plant locations, plant sizes, material prices). Another is that LRs may inherently differ between geographical regions and time periods, for example due to different regulations. Therefore, it is important that the modeler is aware of these factors and picks the data that most closely corresponds to their chosen scenario. In the tables of Appendix C, the data behind Figure 2 is listed in more detail, including what cost variables, experience variables, regions, and time periods correspond to which individual data points, along with literature references. The remaining uncertainty in LRs should ideally be handled via sensitivity analysis. For instance, it is possible to use the first and third quartiles of the LR distribution as “pessimistic” and “optimistic” sensitivities around the appropriate base case (e.g., the median LR). Related discussions of sensitivity analysis in the context of energy systems and learning curves can be found in Refs. [11,23].

Note that one-factor learning curves do not just pick up actual learning but aggregate everything that historically influenced costs during capacity expansions. This gives rise to some perhaps surprising results, such as negative LRs for nuclear energy in Figure 2. Typically, negative LRs signify changing technology requirements [11], which for nuclear energy can be attributed to e.g., increased safety requirements during its period of rapid capacity doubling in the 1970s [6,16]. It is also worth noting that these numbers are for industry-wide LRs, which tend to be high for small, mass-produced units (e.g., photovoltaics and onshore wind) and low for large, custom-built units (e.g., nuclear power and offshore wind) [11,16]. When the analysis is restricted to nuclear reactors of similar design that are constructed by the same engineer-architect [24], the firm-level LR can increase to
10–12% [16], emphasizing the benefit of reactor standardization. For a more in-depth discussion of negative learning effects, see e.g., Refs. [11,16].

Figure 2. Statistical box plot showing the distribution of LBD rates uncovered by our literature review. Green lines show the median \( Q_2 \) and surrounding blue boxes the interquartile range \( IQR = Q_3 - Q_1 \), where \( Q_n \) refers to the \( n \)'th quartile. The remaining data are classified as regular data or outliers, depending on whether they are within \( [Q_1 - 1.5 \cdot IQR, Q_3 + 1.5 \cdot IQR] \). The distribution of the remaining regular data is shown as whiskers and the outliers are shown as blue dots. See Appendix C for a tabular listing of the data and references used for this figure.

In the rest of this section, we summarize the results of the literature review, focusing on LRs in (i) hydrogen production technologies and (ii) their application in energy system models. A more in-depth discussion of the literature on electricity-related energy technologies and carbon capture and storage, which expand upon previous reviews by Samadi and Rubin by adding newer references, is delegated to Appendix A and Appendix B.

3.1. Learning-by-Doing in Hydrogen Production

Hydrogen is increasingly considered to be an important energy carrier in a low-carbon energy system [25,26]. Hence, it is important to also include hydrogen production with learning effects in an energy system model to avoid a potential bias. Most studies on learning effects in hydrogen production focus on electrolysis due to its low deployment to date. Hence, significant cost reductions can be expected with increased deployment.

Learning effects for hydrogen production from natural gas have been less investigated. One reason is that much of this hydrogen goes to refineries, ammonia production facilities, and methanol production facilities [27]. In these processes, hydrogen is directly utilized, while the composition of the feedstock may vary. These production processes differ significantly, making it complicated to obtain reasonable LRs. For instance, methanol plants do not maximize their hydrogen yield, as the ideal ratio between hydrogen and carbon monoxide is two for methanol synthesis [27]. The challenges of estimating learning effects for such hydrogen production processes are elaborated in Rubin et al. [28]. They note that complicating factors include differences in feedstocks, plant size, desired hydrogen purity, the possibility of steam export, and economic factors.

One source that did study learning rates for hydrogen production from natural gas was the work by Rubin et al. [15,28]. They considered the process known as steam–methane reforming (SMR), whereby steam and methane undergo a catalyzed reaction at high temperatures to form a mixture of hydrogen and carbon monoxide. Combined with carbon capture and storage (CCS), this process provides one pathway to producing clean hydrogen. Rubin et al. considered such combinations of SMR units with carbon capture and estimated the SMR LR using the hydrogen price as a cost variable \( C \) and the globally
produced hydrogen as an experience variable $x$. They assumed that the ratios between energy input, capital charges, and operation and maintenance (O&M) remained constant, while the annual natural gas consumption reduction was 1.1%. Their study concluded with an LR of 27% both for the capital charges and O&M costs.

In another study, Schoots et al. [29] investigated learning effects with respect to hydrogen production technologies. Their study used cost data that goes back to the 1940s and focused on SMR, coal gasification, and alkaline electrolysis. The partial oxidation of oil and naphtha was not included due to limited data quality and the large variety of feedstock. The production capacity was scaled to avoid confusing LBD and economy of scale. They found significant LRs of $11 \pm 6\%$ and $18 \pm 13\%$ for the investment costs of SMR and electrolysis, respectively. Important factors preventing even higher LRs were improved energy efficiency, stricter environmental regulations, and potentially stricter hydrogen purity requirements. All these effects increase capital costs. However, the production costs were insensitive to learning effects, as most of the production costs are related to energy input in the form of natural gas, coal, or electricity. Further variable costs such as insurance or personnel do not show learning at all. These results cannot directly be compared to the results by Rubin et al., as the basis for the LR is different, and the study accounted for the economy of scale in hydrogen production.

Schmidt et al. [30] performed an expert elicitation study for the future costs of electrolysis and compared the potential future costs proposed by domain experts to the ones obtained via learning curves. They investigated alkaline electrolysis (AEC), proton exchange membrane electrolysis (PEMEC), and solid oxide electrolysis (SOEC). They used an LR of 18% from proton exchange membrane fuel cells for PEMEC due to a lack of data. Similarly, solid oxide fuel cells with an LR of 28% were used as surrogates for SOEC. The reason for using LRs for fuel cells was their similarity to electrolyzers. With two different deployment scenarios, they analyzed the future cost predictions by the experts. These were mostly in line with the LRs and their uncertainties—except for the AEC, where the experts predicted lower costs.

Böhm et al. [19] analyzed electrolyzers via composite learning curves—specifically, via a modified version of Equation (3). Furthermore, spillover effects between electrolyzer types were included for power electronics and gas conditioning. Their analysis showed that a component-based approach reduced the LR as production increased. This was because the initially most expensive components also had the highest LRs, so increased production shifted the cost distribution toward components with lower learning potential. For example, bipolar plates with an LR of 18% represented 51% of the initial cost of a PEMEC; but after 1000 times more cells had been produced, this share had dropped to 24%. The LRs reported for AEC, PEMEC, and SOEC were 19.5%, 17.5%, and 20.5%, respectively at the first stage of deployment. Except for SOEC, these values are similar to the ones reported by Schmidt et al. [30]. Krishnan et al. [31] reported an LR of $16 \pm 6\%$ for AEC, which is also similar to the other values.

Haltiwanger et al. [32] investigated a different production route through a Zn/ZnO thermochemical cycle and concentrated solar power (CSP). As there exists no reliable cost data for the reactor for the cycle, SMR data from Rubin et al. [15] were used as a surrogate. The data for the CSP section were obtained by splitting the cost for a CSP plant into a steam cycle section and the solar components. The cumulated LR was calculated as $13–23\%$ with the levelized cost of hydrogen as the cost basis and the cumulative hydrogen production as the capacity basis. This study was later extended to compare the solar thermochemical cycle to photovoltaics with electrolysis with composite LRs allowing different growth rates in photovoltaics and electrolyzers, as well as the Zn/ZnO cycle and the CSP plant [17]. In this study, the thermochemical cycle was modeled with an LR of $19 \pm 8\%$. This was based on a prior study of 108 different data sets from 22 industrial sectors [33], which concluded that the LR was normally distributed with a mean of 19% and standard deviation of 8%.
3.2. Application of Learning-by-Doing in Energy System Models

As shown in Section 2, LBD requires the implementation of nonlinear, nonconvex functions. Most energy system models are either formulated as linear problems or mixed-integer linear problems. The former formulation does not allow learning curves and must rely on exogenous learning approaches. Mixed-integer linear problems allow implantation through an approximation as piecewise linear functions for the cumulative cost as is the case, e.g., in the Endogenous Technological Learning (ETL) extension for the TIMES model [3]. Using the cumulative investment costs furthermore avoids problems with bilinear terms in the objective function. However, this translates the original linear problem into a mixed-integer linear problem, which drastically increases the computational complexity. Therefore, in general, LBD is only implemented in models focusing on specific sections of the energy system, e.g., the power supply section without geographical scope or simple technologies with geographical scope, and not in models focusing on the overall energy system such as TIMES. For an overview of the individual models, we refer to Junginger et al. [34] and Heuberger et al. [14]. From here on, we focus on the impact of endogenous learning on the energy system model results.

Heuberger et al. [14] developed a power capacity expansion model with endogenous learning called ESO-XEL. Technology learning was implemented in the mixed-integer linear programming (MILP) framework as piecewise linear functions via the cumulative cost and not the unit cost, as described in detail by Gómez [35]. MILP refers to optimization problems where (i) all requirements are represented as linear relationships and (ii) optimization is performed with respect to both discrete and continuous variables. This distinction is important, as different classes of optimization problems require different algorithms and computation time. The utilization of cumulative costs avoids nonlinearities in the cost function. The aim of the paper is to analyze capacity expansion in the United Kingdom for a reduction of CO2 emissions by 2050. The simultaneous global expansion of generation technologies was identified as a problem with a local capacity expansion model using endogenous learning. Hence, they modified the LR to account for the forecasted capacity expansion on a global level. This is especially important for offshore wind expansion due to high initial costs preventing its widespread implementation. However, in general, the installed capacity also depends on the LR. Specifically, assuming learning for carbon capture increased the deployment of fossil power plants with carbon capture compared to the approach with constant prices. This was mostly due to the low installed numbers to date, counterweighing the smaller LR. Heuberger et al. [14] also included a constraint on the maximum capacity expansion for a technology per year, i.e., an implementation speed constraint. This approach avoids an issue where a model may choose an unrealistically large investment in a single technology to minimize costs.

Daggash and Mac Dowell [36] utilized the ESO-XEL model for analyzing how net-negative emissions can be achieved in the power system and what the most cost-effective approach was. To this end, CO2 direct air capture (DAC) was included with an assumed LR of 9%. Despite having a moderate LR and low existing capacity, which should imply a large potential for LBD, DAC was only utilized in net-negative scenarios when biomass with carbon capture and storage (CCS) was insufficient to remove CO2 from the atmosphere. Here, the high learning effects did not outweigh the high operational and investment costs of direct air capture. Chen et al. [37] used a similar approach to analyze the impact of bioenergy with CCS in the United Kingdom. As they had a geographically discretized model, more knowledge related to transport chains could be incorporated. Their subsequent sensitivity analysis showed that the LR had a significant impact on the costs of removing CO2 from the atmosphere. However, due to the focus on biomass supply chains and inclusion of only two technologies, it was not possible to distinguish the results from simulations without learning except for the costs.

Handayani et al. [38] implemented endogenous learning in the LEAP model for analyzing the capacity expansion for the Java–Bali system in Indonesia. Contrary to Heuberger et al. [14], they found that learning was reduced over the course of the model in
fixed time frames. In the renewable energy scenario, the maximum amount of fossil energy used was limited. This implied a constraint on how much low-carbon technologies must be included as a minimum. Utilizing LBD influenced the distribution of technologies, but not the total amount of low-carbon energy sources, as coal without carbon capture was still cheaper than renewable energies. Hence, their model selected the minimum allowed number of low-carbon energy sources.

Cerniauskas et al. [39] investigated a supply chain for hydrogen from electrolysis with utilization in both transport and industry in Germany. LRs were assumed for both the electrolyzers (20%, derived from several literature sources, among others Refs. [29,30]), and the hydrogen refueling station (LR of 6%, based on data from AirLiquide). However, the LRs only affected the overall costs, as there was no comparison with different technologies. Hence, conclusions about the effect of LRs with respect to which technology is favorable could not be drawn.

The National Energy Modeling System (NEMS) [40] uses endogenous learning with different learning stages [41]. They differentiated between a revolutionary stage (up to three doublings in capacity), evolutionary stage (three to eight doublings in capacity), and a conventional stage (after eight doublings). Each subsequent stage had a reduction in LR due to the maturity of the technology. Unfortunately, it is not possible to investigate the impact of the implementation on the results of the system, as there is no study analyzing the development of the energy system with and without endogenous cost reductions. Similarly, the Regional Model of Investments and Development (REMIND) [42] used endogenous learning curves in a nonlinear model, although only for solar photovoltaic (PV), concentrated solar power (CSP), wind power, a generalized storage unit, as well as hybrid, electric, and fuel cell vehicles. When comparing different integrated assessment models, it was highlighted that the usage of learning curves resulted in different primary energy usage [43]. However, due to the limitation to certain technologies, it may also have included a bias for the technologies with learning.

The Horizon 2020 project REFLEX [44] implemented LBD within three different models to analyze the development of the future European energy system. Within the model FORECAST, LRs for heating applications showed reduced costs, but its influence on the installation rate was limited, highlighting alternative reasons for choosing specific heating solutions [45]. Contrary, within the model PowerACE, LRs affected the investment in flexible power generators, resulting in a switch from gas turbines and compressed air storage to batteries if the LR for batteries was increased. Similarly, the model ELTRAMOD reduced the installed capacity for gas power with CCS if it was assumed that the CCS components did not experience learning.

4. Discussion of the Implementation of Learning-by-Doing in Energy System Models

Despite their advantages for improving capacity expansion and energy system models, both learning curves in general and LBD in particular face criticism. Samadi [16] divides this criticism into three categories: criticism of the theoretical approach, criticism of the empirical data used, and criticism of the use of LRs.

Criticisms of the theoretical concept refers to the intrinsic limitations of Equation (1). As discussed in Section 2, a one-factor learning curve is precisely that: it attributes all cost reduction to a single factor, LBD. In practice, other sources of cost changes—including learning by research, spillover from experience gained with related technologies, economies of scale, and not least government regulation—may have a major influence on the overall cost of a technology. Thus, due to omitted variable bias, one-factor learning curves tend to exaggerate the importance of experience. In addition, some costs are not necessarily captured in the learning curve data; for instance, technological improvements may reduce pollution or improve energy quality, which may not be reflected in $/kW. Finally, being a top–down empirical method, learning curves are sometimes criticized for being opaque with respect to the underlying mechanisms driving the observed cost reductions.
Criticisms of the empirical data refer to the data sets themselves. Firstly, due to a lack of data availability, *price* is often used as a surrogate for *cost*. Although many argue that these should be strongly correlated in a competitive market, this may not always be the case. Moreover, it can often be difficult to discover cost data from a technology that was first deployed. Since this is the phase when most capacity doublings occur, which correspondingly has a strong effect on the empirical learning rate, this may distort results.

Criticisms of the use of learning rates refers to a skepticism of extrapolating past learning rates into the future. Notably, future technology breakthroughs may cause unanticipated periods of rapid learning, while fundamental physical limits on, e.g., material requirements or energy efficiencies may prevent learning past a certain limit. Another point is that learning rate uncertainties are often neglected when applying learning rates in energy system models, while a sensitivity analysis may often be pertinent.

To add to the criticisms above, the following section discusses the form of learning curves and how implementation speed limitations may affect technology selection.

### 4.1. Unconventional Learning Curves

All publications reviewed so far on LRs and their implementation in energy system models used *conventional learning curves*, by which we mean that they are treated using one-factor learning curves [Equation (1)] with constant learning rates. However, Yeh and Rubin [13] argue that these learning curves may not accurately model the costs of new technologies. Using as examples flue gas desulfurization and selective catalytic reduction in coal power plants, they show that learning curves behave differently in the early stage. Due to an accelerated deployment of these technologies, the improvements by LBD were reduced in this stage followed by an increase in the LR in subsequent capacity expansion. This would result in an S-shaped curve for the LR. For these two technologies, we can furthermore observe a price increase in the early stage due to problems in scaling up new technologies and wrong estimates. This is irrelevant for commercialized technologies such as wind power and photovoltaics, which already have a high existing capacity, but it may result in difficulties estimating the real cost for, e.g., large-scale hydrogen production technologies, as both natural gas reforming with CCS and large-scale electrolyzer deployment can be expected to still be in this pre-commercial phase.

A second aspect of S-shaped learning curves is that the LRs level off at a high installed capacity. This seems logical, as prices cannot decrease indefinitely, in which case they would eventually approach zero. Narbel and Hansen [46] utilize a reduction in the LR based on the installed capacity. This is modeled as

\[
LR(x) = LR_0(1 - d)^\log_2(x/x_0)
\]

where *d* corresponds to a diminishing rate defined exogenously. This function accounts for reduced learning in future implementations. They use this approach to estimate the costs of different energy scenarios. Correspondingly, the overall costs depend on the chosen diminishing rate. The resulting learning effect may be more reasonable as infinite learning would be unrealistic. On the other hand, the diminishing factor is an additional uncertain model parameter as it is a priori hard to know how much learning is ultimately achievable. Their approach is similar to NEMS [41], where the LR is assumed to be ∼20% for the first three capacity doublings (revolutionary stage), ∼10% for the next five doublings (evolutionary stage), and ∼1% for any further capacity expansions (mature stage).

As outlined in Section 3.1, Böhm et al. [19] used a component learning curve approach that resulted in diminishing electrolyzer LRs as the capacity increased. Intuitively, this occurs because the components with a large LR must diminish in cost fastest, causing technologies with lower LRs to become a larger fraction of the total cost. Figure 3 shows this reduction in the overall LR for the electrolyzer cell stacks. The advantage of the bottom-up modeling from components is a better description of the future costs through accounting for the different LRs in the individual components. Compared to the approach
of Narbel and Hansen [46], no assumption for the reduction in learning is applied. This corresponds to the composite learning curve described in Equation (3). However, this approach requires detailed knowledge of both the cost distribution for a technology and the corresponding LRs and still allows a continuous reduction in costs. A similar approach was chosen by Elshurafa et al. [47] for calculating LRs for solar PV systems, as historical data showed a shift in the contribution of the balance of system and the module price on the total price of PV systems.

In their analysis of the Java–Bali electricity system, Handayani et al. [38] considered four ten-year time periods and assumed different LRs for each period. They considered three different scenarios with different assumptions for these LRs; however, they did not compare the study outcome to cases with constant LR across all time periods. The chosen scenario influenced the distribution between the different renewable energy technologies. However, this approach may result in more errors as the prediction of the reduction in the LR is uncertain. Note that the concept itself is similar to the one utilized in NEMS [41]. However, a key difference is that NEMS implements a reduction based on the installed capacity and not the time.

As costs cannot fall indefinitely, another approach is to define a minimum cost to which the learning curve is assumed to converge. The motivation is that material and production costs will at one point be the limit. For instance, Viebahn et al. [48] assume a minimum price for the power block in a CSP plant. A similar approach is taken by Schmidt et al. [30] to calculate the minimum prices of electrical energy storage. Similarly to the previously mentioned problems, the exact value of the minimum cost value is difficult to estimate and may lead to wrong interpretations of the results of an energy system model.

In some cases, there is an inherent uncertainty in the learning curve, which may be difficult to impossible to foresee a priori. One example from Ref. [11] is the case of ethanol production, where the LR appeared to abruptly change from 7% to 29% in 1985, resulting in a piecewise-constant LR providing the best fit to the historical data.

### 4.2. Implementation Speed Constraints

An implementation speed constraint refers to a maximum capacity expansion per time unit. A physical analogy is the maximum production capacity of, e.g., batteries. LBD favors early cost reductions through investing heavily in technologies with a large LR and a low installed capacity [14]. Hence, it may result in unrealistic composition of the energy system if the implementation speed is not restricted. The estimation of the implementation
speed for the foreseeable future is possible due to the knowledge of investment in production capacities and the knowledge of current production capacities. The estimation of the implementation speed in, e.g., the 2040s, is on the other hand difficult due the potential accumulation of production capacities and a correspondingly high uncertainty. This is a common issue with endogenous learning models: one may end up replacing an exogenous cost with an exogenous capacity expansion constraint, thus substituting one exogenous assumption or prediction for another. This is also pointed out by Lolou et al. [3], who mentions that frequently, this bound is an active constraint, raising questions around the advantages of endogenous compared to exogenous learning.

Heuberger et al. [14] estimated the implementation speed as a building rate from historic data showing how fast technologies can be implemented. The building rates of technologies not deployed on a large scale in the UK were estimated from comparable European countries. Due to the uncertainty associated with the building rates, scenarios were conducted with high and low building rates. These scenarios show the impact of the chosen rates on the final power generation and have a significant impact on the cumulative total system cost. The other studies in Section 3.2 do not mention such a constraint. This can be potentially explained by the limited number of technologies utilized, hence avoiding overinvestment in a single technology for satisfying demand constraints.

5. Conclusions

We have reviewed the available data on LRs for technologies that are expected to be important in future energy systems. Compared to existing reviews, our focus has been on hydrogen production technologies, how endogenous learning models are applied in energy system models, and how the utilization of endogenous learning may affect the model results. Current implementation of endogenous learning models largely focuses on models representing the power sector for individual countries. Certain publications narrow the focus further down to individual value chains. Here, the key aim of endogenous learning is to improve future cost estimates.

However, the application of endogenous learning is still limited in energy system models. Some notable challenges to incorporating endogenous learning in such models include the uncertainty in the LR values, how to include global cost reductions within a local model, and obtaining reasonable estimates for the implementation speed. Considering all these factors, the advantage of using the more realistic approach of endogenous cost reduction may not always outweigh the associated computational costs.
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Abbreviations

Symbol

| Symbol | Description |
|--------|-------------|
| C      | Cost variable (e.g., cost to produce one unit) |
| x      | LBD experience variable (e.g., cumulative installed capacity) |
| y      | LBR experience variable (e.g., cumulative research funding) |
| b      | Exponent in the learning curve (derived from the LR) |
| d      | Diminishing rate for a capacity-dependent LR |
| α      | Fraction of reference cost that undergoes significant learning |

Subscript

| Subscript | Description |
|-----------|-------------|
| 0         | Reference values defined at some reference time to |
| N         | Number of components in a composite learning curve |
| n ∈ {1, 2, ..., N} | Index of one component in a composite learning curve |
| lbd       | Parameters related to LBD |
| lbr       | Parameters related to LBR |

Abbreviation

| Abbreviation | Description |
|--------------|-------------|
| AEC          | Alkaline electrolysis cell |
| CCS          | Carbon capture and storage |
| CSP          | Concentrated solar power |
| DAC          | Direct air capture (of CO2) |
| LCOE         | Levelized cost of energy |
| LBD          | Learning by doing |
| LBR          | Learning by research |
| LR           | Learning rate (for LBD or LBR) |
| PEMEC        | Proton exchange membrane electrolysis cell |
| PV           | Photovoltaics (solar power) |
| R&D          | Research and development |
| SMR          | Steam–methane reforming |
| SOEC         | Solid oxide electrolysis cell |

Appendix A. Learning by Doing in Electricity Generation and Storage

Rubin, Azevedo, Jaramillo, and Yeh [9] provide a comprehensive review on the application of LRs in the electricity generation sector with historical data. LRs are presented for in total 11 electric power generation technologies, including fossil plants. The data are regional and also include LBR in some models. They report a large spread in the different estimated LRs in renewable energy technologies, while fossil fuel plants have both a reduced LR and a reduced spread.

Similarly, Samadi [16] reviewed 67 studies related to the LR. A key outcome of the review is that small-scale generation technologies (e.g., wind and PV) tend to have higher LRs than large-scale technologies (e.g., coal or nuclear). He argues that the reason is that small-scale units can be mass manufactured in similar forms in a central production facility resulting in standardization and improvement in the production process, similar to the discovery of learning effects in plane manufacturing by Wright [12]. In contrast, large-scale plants require that the majority of the construction is conducted on site, reducing the impact of improved manufacturing processes. Similarly, large-scale technologies are built...
in a smaller number of units, reducing the impact of improvement in manufacturing processes. In the rest of this section, we proceed to discuss publications not mentioned in the reviews by Rubin and Samadi in some more detail.

Due to the large deployment of solar energy in recent years, learning effects play a significant role in their costs. The LR of PV modules has been thoroughly studied, while LRs for the other components necessary for a solar power system, jointly denoted balance-of-system (BOS), are increasingly receiving attention \[47,49\]. Some authors also identify the LR of the inverter separately from BOS \[50\]. While PV-module LRs are frequently assumed to be global \[9\], D’Errico \[49\] suggests a combination of national and global drivers for BOS and Duke et al. \[51\] emphasize local drivers for BOS LRs. Rubin, Azevedo, Jaramillo, and Yeh \[9\] report a mean LR of 23% and a four-fold range when reviewing LRs from one-factor LBD models for the module costs. Later one-factor LBD studies \[21,52–55\] show similar results, ranging from 8.10% \[52\] to 39.8% \[21\]. Ding et al. \[56\] develop a one-factor LBR model and find global LRs of 48.5% and 35.9% without and with a two-year time lag, respectively. One-factor LBD rates for BOS are estimated to be lower, with global rates at 11% \[47\] and 15% \[49\], with national variation in the range of 2.9–25.2% \[47\]. In line with the market shift around 2008 in the silicon industry, as reported by Candelise et al. \[57\] to affect the PV module prices, several recent studies include silicon prices as explanatory variables or exclude older historical observations \[21,47,55,56,58,59\]. Louwen and van Sark \[59\] found here that the application of multi-factor learning curves reduces the impact of LBD from 21% to 15.6% in a three-factor model.

For wind power, the studies on LRs often differentiate on onshore and offshore installations and geographical regions. Most studies address onshore installation. In their review, Rubin, Azevedo, Jaramillo, and Yeh \[9\] find an overall range of LBD rates spanning from \(-11\)% to 35%, while aggregate global rates range from 8% to 30%. For individual European countries, the range spans from 4% to 10% for capacity costs and \(-3\)% to 25% for the cost of generated electricity. Samadi \[16\] finds lower LRs and a narrower span on global LRs for capacity cost (2–8%) when reviewing studies using more recent data. The global LR of Williams et al. \[60\] is estimated to 9.8% for cost/electricity generated. Most recent one-factor studies present LRs for US \[60,61\] or China \[37,62\], with LBD rates in the range 9–20% and 4.98–7.50%, respectively. All these recent studies, but Tu, Betz, Mo, Fan, and Liu \[62\] use cost of generated electricity as the explained variable. As discussed by Samadi \[16\], LRs for the cost of generated electricity tend to be higher than for the cost of capacity, as the benefits from design developments improving the capacity factor are not captured by cost of capacity rates. Furthermore, Junginger, Hittinger, Williams, and Wiser \[34\] report even higher LRs if accounting for quality of wind sites (6.6% to 10.1% to 11.4%). Zhou and Gu \[58\] present a two-factor model for the United States, finding a LBD rate of 17.53% and LBR of 37.13%. A multi-factor study for European countries \[63\] finds lower rates, in the range of 2.34–2.62% for LBD and 2.13–5.72% for LBR. Both the reviews of Rubin, Azevedo, Jaramillo, and Yeh \[9\] and Samadi \[16\] found the literature on offshore wind LRs to be scarce, and no additions to this literature have been found by the authors of this review. Rubin, Azevedo, Jaramillo, and Yeh \[9\] report turbine LR estimates in the range of 5–19%, while Samadi \[16\] observes estimates of 0–3%. Samadi \[16\] suggest that the low LRs for offshore wind turbines are partly caused by high commodity prices, giving increasing turbine costs in the period of offshore installations in the early part of this century. Using data from other types of offshore installations, Junginger et al. \[64\] estimates LRs of interconnection cables at 38% and high-voltage direct current (HVDC) converter stations at 29%, while the LR for erection costs is estimated to 23% based on two installation projects \[9\]. Junginger et al. \[65\] highlight differences in the LR between different countries and propose to use the weighted average cost of capital and water depth to obtain improved estimates of LRs.

For electricity production from fossil fuels, i.e., power plants using coal or natural gas as fuels, it is unfortunately difficult to find up-to-date empirical LR data. Rubin, Azevedo, Jaramillo, and Yeh \[9\] and Samadi \[16\] provide references based on historical
data only up until 1998 for natural gas plants and 2006 for coal plants, and most new publications on the topic appear to be based on the same sources. Other authors have also noted the lack of new learning curve parameters for these technologies that are based on actual cost and installation data [66]. For natural gas, the most relevant technology to use for extrapolation is the combined-cycle gas turbines (CCGT), since conventional open-cycle gas turbines are considered obsolete and assumed to have negligible future learning left [67]. According to Rubin, Azevedo, Jaramillo, and Yeh [9], typical one-factor LRs for this technology without CCS range from −11% to 34%, while Samadi [16] lists −13% to 25%, depending on, e.g., what specific measures are used as proxy for the experience and cost. As for coal plants, integrated gasification combined cycle plants (IGCC) are expected to become more important in the future, as they operate at higher efficiencies and produce lower levels of harmful emissions [67]. Furthermore, IGCC plants allow pre-combustion capture, resulting in reduced costs for carbon capture. However, the empirical learning curve data found in the literature are for conventional pulverized coal (PC) power plants, as the number of IGCC power plants in operation is still very limited (Rubin, 2015). The projected LRs for this emerging IGCC technology based on bottom–up analyses range from 2.5% to 16%, while the historical PC LRs range from 5.6% to 12%, in both cases without CCS (Rubin, 2015).

Regarding energy storage, Schmidt et al. [68] performed an extensive study for different electricity storage options from electronics to utility scale. LRs vary from −1 ± 8% for pumped hydro to 13 ± 5% for lead acid residential batteries. Most of the investigated storage options are still emerging and maturing, allowing for further cost reductions, while both lead acid residential batteries and pumped hydro are in a mature phase, showing limiting learning potential.

Appendix B. Learning by Doing in Carbon Capture and Storage

Carbon capture and storage (CCS), and especially carbon capture from fossil power plants, has received considerable attention in recent years. However, there are currently only a limited number of plants installed worldwide. Therefore, it is not possible to use historical data to estimate LRs, making it necessary to use surrogate technologies instead. Lohwasser and Madlener [69] used a two-factor learning curve based on flue gas desulfurization. The reason for using this process as a surrogate technology is the similarity to the typical amine washing, which is a reference technology for carbon capture. LBR is accounted for through the number of patent filings as proxy, while the installed capacity is used in LBD. The reported LRs are 7.1% for LBD and 6.6% for LBR. The simulation shows that the LRs have an impact on the diffusion of carbon capture in the power market. However, they do not assume learning for both transport and storage, as these technologies are considered mature due to the experience from the oil and gas industry.

On the other hand, Upstill and Hall [70] investigated learning effects for CO2 storage. The basis for the cost is the relative cost, which is the cost per ton CO2 stored. They differentiate between four different storage sites with different associated costs and cost distributions between a CO2 component and an oil and gas component to account for the difference in maturity. Hence, they utilize a composite learning curve. The LR for the oil and gas component is assumed to be 3%, while the LR for the CO2 component is assumed to be 10% based on the typical LRs for emerging technologies. The main focus of this paper is the aggregation of the different technologies into a single LR accounting for varying distribution of the site selection. Thus, the overall LRs vary. Reported values are in the range of 3.6–4.6%, depending on the distribution. This approach may improve the quality of LRs in energy system models that only incorporate single storage sites.

Guo and Huang [71] utilized LRs for the development of a CCS retrofit deployment roadmap to coal power plants in China using a mixed-integer nonlinear problem. They utilize different LRs for variable capture and investment cost based on literature data. An important aspect of their implementation is that simultaneously built capture plants have the same costs. That implies that there is no spillover between projects at the same time
and learning is only achieved by previous implementation. The variable capture cost has an LR of 20%, while the investment cost has an LR of 5%. Hence, the cost distribution for carbon capture changes due to the different LRs with a higher share for the fixed operating costs and a reduced share for the variable operating costs.

Appendix C. Collected Learning Data

In this appendix, we list the studies we encountered during our literature review for the LRs of energy technologies. Note that we do not repeat references that are already cited in the previous literature reviews on the topic by Rubin [9] and Samadi [16]. The main results of our literature review, such as the box plot shown in Figure 2, are based on the combined data from all three sources (Rubin, Samadi, and these appendices), of course excluding duplicate sources that were cited by both Rubin’s and Samadi’s papers.

There are a number of recent studies on learning effects for photovoltaics and wind power, including papers using data from up until two years ago. Tables A1 and A2 show what LBD LRs these papers have found. For the studies that used a two-factor learning curve, the LBR rate is also shown. We include the final year of data that was used to estimate these LRs as a measure of recency and the region to show how relevant that data is for regional energy system models. We have not found more publications on CSP beyond what is listed in Table A4 of Samadi [16]. The table there lists five external references, where the last one is based on data as recent as 2013. The most recent papers cited there, i.e., those that include data from after 2000, all use installed capacity as their measure of experience and investment costs as their cost variable. Then, they end up with LBD rates of 11–16%.

For 2nd-generation biofuel plants, there are limited data available for estimating LRs empirically [72]. However, some estimates based on comparisons with similar technologies exist. Recent learning data for biofuels in general are summarized in Table A3.

For natural gas plants, the sources listed by Rubin [9] and Samadi [16] only use data recorded before 1998, yielding LR information that is over 20 years out of date. We have not found any up-to-date LR data for natural gas plants, as all later publications we identified appear to ultimately be based on the same data sources via varying numbers of intermediate citations. As natural gas power plants—and in particular combined-cycle gas turbines (CCGT)—are expected to remain relevant, updated data on their LRs would be beneficial for energy system modeling. As for carbon capture in conventional power plants, there is next to no data available regarding LRs. The LRs currently used to model carbon capture in general assume analogies to existing processes such as flue gas desulfurization for post combustion capture with for example estimated LRs of 7.1% for LBD and 6.6% for LBR [69].

When it comes to hydrogen as an energy carrier, it is relevant to include both learning effects related to hydrogen usage and hydrogen production. On the usage side, our review has focused on fuel cells use for domestic and mobile applications, and alternative uses have not been investigated. These results are summarized in Table A4, and a more detailed analysis for SOFC can be found in Ref. [73]. On the production side, Böhm et al. [19] performed a component analysis of LRs for different types of electrolyzers, yielding very recent and up-to-date estimates for the LRs. Notably, these LRs are expected to decrease over time due to a changing cost distribution among components. Schmidt et al. [30] compared LRs to an expert elicitation study revealing an overlap between expert’s estimation and LRs. As for other technologies, we have not found any references on LRs for hydrogen production with CCS. The hydrogen production LRs we discovered are listed in Table A5.

Finally, for energy storage technologies, LRs were investigated in depth by Schmidt et al. [68]. The results are summarized in Table A6.
Table A1. Recent studies that report LRs for solar power and specifically photovoltaics.

| Source                        | Cost or Price          | Experience                     | Region  | End Year | LBD  | LBR |
|-------------------------------|------------------------|--------------------------------|---------|----------|------|-----|
| Chen, Altermatt [52]          | Manufacturing cost     | Cumulative production [MW]     | Global  | 2017     | 24%  | —   |
|                               |                        |                                | Global  | 2017     | 19%  | —   |
|                               |                        |                                | Global  | 2017     | 8%   | —   |
| Bhandari [54]                 | Module price           | Cumulative installed capacity [MW] | Germany | 2015     | 40%  | —   |
|                               |                        |                                | Germany | 2012     | 30%  | —   |
|                               |                        |                                | Germany | 2010     | 20%  | —   |
| Reichelstein, Sahoo [55]      | Core production cost   | Production capacity [MW]       | Global  | 2013     | 38%  | —   |
| Elshurafa, Albardi [47]       | Capital cost           | Cumulative system installation [MW] | Global  | 2015     | 15%  | —   |
| D’Errico [49]                 | Capital cost           | Cumulative installed capacity [MW] | Global  | 2015     | 15%  | —   |
| ITRPV [21]                    | Average module sales price | Cumulative PV module shipments [MW] | Global  | 2018     | 23%  | —   |
|                               |                        |                                | Global  | 2018     | 40%  | —   |
| Kim, Cheon [53]               | Average module price   | Cumulative PV production [MW]  | Global  | 2015     | 9%   | —   |
| Ding, Zhou [56]               | Production cost        | R&D investments                | Global  | 2015     | 49%  | —   |
|                               |                        |                                | Global  | 2015     | 36%  | —   |
|                               |                        |                                | Germany | 2015     | 60%  | —   |
|                               |                        |                                | Germany | 2015     | 58%  | —   |
| Zhou, Gu [58]                 | Investment cost        | Cumulative capacity and RD&D spending | US      | 2016     | 7%   | 75% |

Table A2. Recent studies that report LRs for wind power.

| Source                        | Cost or Price          | Experience                     | Region    | End Year | LBD  | LBR |
|-------------------------------|------------------------|--------------------------------|-----------|----------|------|-----|
| Chen, Gao [37]                | LCOE                   | Cumulative installed capacity  | China     | 2017     | 5%   | 7%  |
| Odam, de Vries [63]           | Specific investment cost | Cumulative capacity, knowledge stock, scale, feed-in tariffs, commodity index | Europe    | 2000     | 2%   | 4%  |
| Deng, Lv [74]                 | Unit investment cost   | Cumulative installed capacity and public RD&D spending | US        | 2016     | 18%  | 37% |
| Wiser, Bolinger [61]          | Average all-in lifetime OPEX | Global cumulative installed capacity | US        | 2018     | 9%   | —   |
| Tu, Betz [62]                 | Capacity cost          | Cumulative installed capacity  | China     | 2015     | 8%   | —   |
| Williams, Hittinger [60]      | LCOE                   | Cumulative generation [kWh]    | Global    | 2015     | 10%  | —   |
Table A3. LRs for biofuel plants.

| Source                   | Cost or Price | Experience               | Region | End Year | LBD | LBR |
|--------------------------|---------------|--------------------------|--------|----------|-----|-----|
| Daugaard, Mutti [75]     | Plant costs   | Cumulative production    | —      | 20%      | 5% | —   |
|                          | Delivery costs| Cumulative production    | —      | 14%      | 10%| —   |
|                          | Feedstock costs| Cumulative production  | —      | 14%      | 10%| —   |
| de Wit, Junginger [72]   | Costs         | Cumulative capacity      | Europe | 10%      | 2% | —   |

Table A4. LRs for hydrogen fuel cells.

| Source                      | Cost or Price            | Experience             | Region     | Tech         | LBD | LBR |
|-----------------------------|--------------------------|------------------------|------------|--------------|-----|-----|
| Staffell, Scamman [76]      | Price per kW             | Cumulative production | Japan      | PEMFC        | 16%| —   |
|                             |                          |                        | Korea      | PEMFC        | 21%| —   |
|                             |                          |                        | US         | MCFC         | 5% | —   |
|                             |                          |                        | US         | SOEFC        | -2%| —   |
| Wei, Smith [77]             | Price per kW             | Cumulative production | —          | MCFC CHP     | 4.2%| —   |
|                             |                          |                        | —          | PAFC CHP     | 8.5%| —   |
|                             |                          |                        | —          | SOFC power   | -1.0%| —   |
| Staffell and Green [78]     | Price per system         | Cumulative production | EneFarm    | PMFC         | 15.0%| —   |
|                             |                          |                        | Korean system| PMFC        | 18.1%| —   |
|                             |                          |                        | Anonymous   | PMFC         | 15.4%| —   |

Table A5. LRs for hydrogen production.

| Source                     | Cost or Price        | Experience            | Type         | Tech         | LBD | LBR |
|----------------------------|----------------------|-----------------------|--------------|--------------|-----|-----|
| Böhm, Goers [19]          | Manufacturing cost   | Cumulative production | Electrolyzers| AEC          | 19.5%| —   |
|                            |                      |                       |              | PEMEC        | 17.5%| —   |
|                            |                      |                       |              | SOEC         | 20.5%| —   |
| Schmidt, Gambhir [30]      | Manufacturing cost   | Cumulative production | Electrolyzers| AEC          | 18% | —   |
|                            |                      |                       |              | PEMEC        | 18% | —   |
|                            |                      |                       |              | SOEC         | 26% | —   |
| Schoots, Ferioli [29]      | Manufacturing cost   | Cumulative production | Electrolyzer | AEC          | 18% | —   |
|                            |                      |                       | SMR          | AEC          | 18% | —   |

Table A6. LRs for energy storage technologies.

| Source                     | Cost or Price        | Experience            | Type         | Tech         | LBD | LBR |
|----------------------------|----------------------|-----------------------|--------------|--------------|-----|-----|
|                            | Manufacturing cost   | Cumulative production | Pumped hydro | Utility      | -1%| —   |
|                            |                      |                       | Lead-acid    | Multiple     | 4% | —   |
|                            |                      |                       |              | Residential  | 13%| —   |
| Schmidt, Hawkes [68]       | Manufacturing cost   | Cumulative production | Lithium-ion  | Electronics  | 30%| —   |
|                            |                      |                       |              | EV           | 16%| —   |
|                            |                      |                       |              | Residential  | 12%| —   |
|                            |                      |                       |              | Utility      | 12%| —   |
|                            |                      |                       |              | NiMH         | 11%| —   |
|                            |                      |                       |              | V Redox flow | 11%| —   |
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