Quark Number Fluctuations at Finite Temperature and Finite Chemical Potential via the Dyson-Schwinger Equation Approach
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We investigate the quark number fluctuations up to the fourth order in the matter composed of two light flavor quarks with isospin symmetry and at finite temperature and finite chemical potential using the Dyson-Schwinger equation approach of QCD. In order to solve the quark gap equation, we approximate the dressed quark-gluon vertex with the bare one and adopt both the Marris-Tandy (MT) model and the infrared constant (Qin-Chang) model for the dressed gluon propagator. Our results indicate that the second, third, and forth order fluctuations of net quark number all diverge at the critical end point (CEP). Around the CEP, the second order fluctuation possesses obvious pump while the third and fourth order ones exhibit distinct wiggles between positive and negative. For the MT model and the Qin-Chang model, we give the pseudo-critical temperature at zero quark chemical potential as $T_c = 146$ MeV and 150 MeV, and locate the CEP at $(\mu^s_c, T_c) = (120, 124)$ MeV and $(124, 129)$ MeV, respectively. In addition, our results manifest that the fluctuations are insensitive to the details of the model, but the location of the CEP shifts to low chemical potential and high temperature as the confinement length scale increases.
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I. INTRODUCTION

It is well known that the main objective of the study on QCD phase transitions is to make clear the phase structure of strong interaction matter at finite temperature and/or finite chemical potential [1,4]. Since the critical end point (CEP) is a special state which separates the regions of first-order phase transition and crossover (or second-order phase transition), it becomes then the current focus of the theoretical and experimental investigations [1,2,5,6]. Many criteria, for instance, the disappearance of two minima of the thermodynamical potential, the chiral susceptibility, the disappearance of the S-shape relation between baryon chemical potential (related to the quark chemical potential simply with $\mu^q = \mu^B/3$) and baryon number density (related to the quark number density simply with $\rho^q = 3\rho^B$), the fluctuations of conserved charges, finite-size scaling, thermal conductivity, and so on, have been proposed (see, for example, Refs. [7,14]). Amongst them, the fluctuations can provide essential information about the effective degrees of freedom and their possible quasi-particle nature of the multi-particle system. It is also well known that the fluctuations are sensitive to the critical behaviors of the QCD matter, and thus can be taken as useful probes in exploring the QCD phase diagram, especially locating the CEP. What is more, the fluctuations can be extracted through experiments with event by event analysis [10,12,15,16] which have been widely implemented in experimental researches (see, for instance, Refs. [3,6,17,20]), so they provide a direct connection between experiment and theory [1].

On the theoretical side, great efforts have been made to investigate properties of the fluctuations. Lattice QCD simulations have given the temperature dependence of the fluctuations of conserved charges [21,35]. The results show that the second order fluctuation experiences a rapid enhancement as the temperature increased and the higher order fluctuations exhibit a peak or a peak-valley structure which indicates that the system undergoes a continuous phase transition. However, the lattice QCD simulations cannot be extended to large chemical potential region in principle because of the “sign problem”. In this case, continuum field theoretical analysis becomes a powerful tool which could work without such a handicap. Then plenty of works have been carried out in the Polyakov-loop extended Nambu-Jona-Lasinio (PNJL) model [36,39], Polyakov-loop extended quark meson (PQM) model [40,42], the hadron resonance gas (HRG) model [43,45], and other effective models [46,47]. Moreover, the Dyson-Schwinger equation approach of QCD [48] has also been taken to calculate the quark number susceptibility [49,51], which is a measure of the quark number fluctuation. For the case at finite temperature and zero chemical potential, almost all these model calculations gave similar results as those obtained in lattice QCD simulations.

However, only quite limited works studied the case at both finite temperature and finite density (chemical potential) [32,33,53,41]. Based on these works, the researches of the fluctuations of the conserved charges at finite chemical potential are still quite far away from reaching the essential information of the CEP at present.
In this sense, it is imperative to investigate this topic in continuum field theories, especially those with solid QCD foundations.

Dyson-Schwinger (DS) equations of QCD are believed to be one of the continuous field theory method that could describe both the dynamical chiral symmetry breaking (DCSB) and the confinement, simultaneously. It has produced many meaningful and instructive results on QCD phase transitions including the possibility of the existence and its location of the CEP and hadron structures. Such a powerful approach has also been implemented to study the quark number susceptibility at finite temperature. The obtained results manifests that the DS equation approach the quark number density fluctuations up to the fourth order in the matter, which is composed of up and down quarks with isospin symmetry, at not only finite temperature but also finite chemical potential, and locate the CEP of the QCD phase transition. At the end of this section, the gluon propagator in our calculations. Furthermore, we further study in this paper the quark number density fluctuations up to the fourth order in the matter, which is obtained in lattice QCD calculations and other phenomenological models. Especially, we translate the variation behaviors of the fluctuations into those of the experimental transitions with increasing temperature.

Inspired by the successes of the DS equation approach, we further study in this paper the quark number density fluctuations up to the fourth order in the matter, which is composed of up and down quarks with isospin symmetry, at not only finite temperature but also finite chemical potential, and locate the CEP of the QCD phase transition. The obtained results are compared with those obtained in lattice QCD calculations and other phenomenological models. Especially, we translate the variation behaviors of the fluctuations into those of the experimental transitions with increasing temperature. However, sometimes one could not have the exact expression of the chiral susceptibility of the conserved charge \( \delta N \), which is defined as the derivative of the chiral condensate \( \langle \bar{q}q \rangle \) to the current quark mass.

where \( \beta = 1/T \) with \( T \) being the temperature of the system. Then the so called grand thermodynamical potential reads,

\[
\Omega[\mu_X;T] = -\frac{1}{\beta} \ln \Xi[\mu_X;T].
\]

Thus the expectation value of the total particle number is obtained as

\[
-\frac{\delta \Omega[\mu_X;T]}{\delta \mu_X} = \int d^4x \langle \hat{n}(x) \rangle = \bar{N}_X,
\]

where \( \langle \cdots \rangle \) and \( \bar{\cdots} \) denote the ensemble averages. If doing the derivative of Eq. (3) over the chemical potential \( \mu_X \), we have

\[
\frac{1}{\beta} \frac{\partial \bar{N}_X}{\partial \mu_X} = \frac{\bar{N}_X^2 - \bar{N}_X^2}{(\bar{N}_X^2 - \bar{N}_X^2)^2} = \chi_2^X V T^3.
\]

Namely, \( \chi_2^X \) is related to the fluctuation of the conserved charge \( \delta N_X = N_X - \bar{N}_X \) as

\[
\chi_2^X = \frac{1}{VT^3} \delta N_X^2.
\]

Similarly, one could obtain the higher order fluctuations as follows

\[
\chi_3^X = \frac{1}{VT^3} \delta N_X^3,
\]

\[
\chi_4^X = \frac{1}{VT^3} \left( \delta N_X^3 - 3 \delta N_X^2 \right),
\]

\[
\chi_{11}^{XY} = \frac{1}{VT^3} \delta N_X \delta N_Y,
\]

where \( X \) and \( Y \) stand for different conserved charges.

Generally, the thermodynamical potential can be expanded as the Taylor series of the chemical potentials of the conserved charges. The coefficients of the Taylor expansion correspond to the fluctuations, i.e.,

\[
\chi_{ijk \cdots}^{XY \cdots} = \frac{T^{i+j+k+\cdots}}{V T^i} \frac{\partial^{i+j+k+\cdots} \Omega[T; \mu_X, \mu_Y, \mu_Z, \cdots]}{\partial \mu_X^i \partial \mu_Y^j \partial \mu_Z^k \cdots}
\]

where \( \mu_X, \mu_Y, \mu_Z, \cdots \) stands for the chemical potential of the conserved charge \( X, Y, Z, \cdots \), respectively. In what follows, since we only study the quark number fluctuations, the superscript of \( \chi \) is suppressed unless stated. In principle, one can derive the fluctuations according to Eq. (9) if the thermodynamical potential is available. However, sometimes one could not have the exact expression of the thermodynamical potential due to the complexity of the non-perurbative QCD. In this case, as we will see the particle number can still be easily calculated, thus one can start with Eq. (9), equivalently.

The second order fluctuation \( \chi_2 \) can be taken as an effective criterion of the phase transition similar with the chiral susceptibility \( \chi_c \), which is defined as the derivative of the chiral condensate \( \langle \bar{q}q \rangle \) to the current quark mass.
In this work, we consider a quark system composed of $u$ and $d$ quarks with exact isospin symmetry, and set $\mu_u = \mu_d = \mu$ for simplicity. We suppose that the system is uniform, i.e., $N = V n$ with $n$ being the particle number density. Then, the fluctuations could be derived from the certain order derivatives of $n(\mu, T)$. In terms of the quark propagator, we can derive the expression of $\Gamma_{\nu}(\bar{\omega}_m, \bar{q}, \omega_n, \bar{p}) = \gamma_{\nu}$.

For the dressed gluon propagator, one can solve its DS equation which couples with the quark's gap equation and involves the 3-gluon vertex, the 4-gluon vertex, and the ghost. To solve these coupled and unclosed equations, one needs a subtle truncation scheme which makes the calculation very complicated. After some simplification, e.g., neglecting the gluon vertex and the ghost, solving the coupled equations becomes feasible [60, 70]. However, in this work, we adopt the effective model which keeps the main feature of the gluon propagator and makes the calculation much simpler.

Formally, the dressed gluon propagator can be decomposed as the transverse and longitudinal parts, i.e.,

\begin{equation}
\frac{g^2 D_{\mu\nu}(\vec{k}, \Omega_{nm}) = P_{T}^\mu P_{T}^\nu D_{T}(\vec{k}^2, \Omega_{nm}^2) + P_{L}^\mu P_{L}^\nu D_{L}(\vec{k}^2, \Omega_{nm}^2),}
\end{equation}

where $P_{T,L}^\mu$ are the transverse and longitudinal projection operators, respectively, as

\begin{equation}
P_{T}^\mu = \begin{cases}
0, \\
\delta_{ij} - \frac{\vec{k}_i \vec{k}_j}{k^2}, \quad \mu, \nu = 1, 2, 3,
\end{cases}
\end{equation}

and the $D_{T,L}$ are the gluon dressing functions,

\begin{equation}
D_{T} = D_{T}(\vec{k}^2 + \Omega_{nm}^2),
\end{equation}

\begin{equation}
D_{L} = D_{L}(\vec{k}^2 + \Omega_{nm}^2 + m_g^2),
\end{equation}

where $m_g$ is the gluon Debye mass which depends on temperature, i.e., $m_g^2(T) = (16/5) T^2$ [61, 71, 77]. The scalar function is modeled as two parts,

\begin{equation}
\mathcal{D}(s) = \mathcal{D}_{IR}(s) + 4\pi \mathcal{F}(s) \alpha_{pQCD}(s).
\end{equation}

The second part expresses the one-loop perturbative result which dominates the ultraviolet behavior of the interaction,
where ω and D are the interaction width and strength, respectively. Note that in the infrared region the MT model vanishes, while the QC one goes to a constant. Recent lattice QCD simulations and gauge field theory analysis prefer the QC model \[70, 71\]. However, we consider both the two forms and look through the model dependence in this work.

To make the model more practical, we consider the temperature dependence of the infrared interaction strength. Note that the temperature serves as an energy scale to suppress the infrared interaction because of the running behavior of the QCD coupling constant. So it is natural that the infrared strength of the interaction decreases logarithmically when the temperature is high enough. Following Ref. \[61\], we take a simple ansatz as

\[
D(T) = \begin{cases} 
D, & \text{for } T < T_p, \\
\frac{a}{b + \ln(T/\Lambda_{QCD})}, & \text{for } T > T_p, 
\end{cases}
\]

(26)

where \(T_p\) is a scale below which nonperturbative effects associated with confinement and DCSB are not materially influenced by the thermal screening \[61\]. The parameters \(a\) and \(b\) are determined by two constraints: \(D(T_p) = D\) at \(T_p\), the quark thermal mass satisfies \(m_T = 0.8T\) when \(T \gtrsim 2T_c\), which is consistency with the results given in lattice QCD simulation \[78\]. Herein, we set \(T_p = 1.3T_c\) at which the strong correlation among quarks decreases drastically \[61\].

The two main parameters \(D\) and \(\omega\) in our models are chosen as those reproducing the masses and form factors of π, ρ, K, ϕ and ω mesons in vacuum. Calculations show that these observables are insensitive to the variation of \(\omega \in [0.3, 0.5]\) GeV in the MT model \[60\] and \(\omega \in [0.4, 0.6]\) GeV in the QC model \[63\] as long as \(D\omega = \text{const.}\) Following Ref. \[63\], we choose \((D\omega)/\Lambda = 0.72\) with \(\omega = 0.4\) GeV for MT model and \((D\omega)/\Lambda = 0.80\) with \(\omega = 0.5\) GeV for QC model. We will also analyze how the parameter \(\omega\) affects the results. The renormalization point is fixed at \(\zeta = 19\) GeV as Refs. \[60, 73\], and the corresponding current quark mass is taken as \(m_u = m_d = 5.5\) MeV.

### III. Numerical Results and Discussion

Fig. 1 illustrates the calculated second and fourth order quark number fluctuations at zero quark chemical potential and finite temperature. It is noticed that the second order fluctuation experiences a rapid growth as the temperature increases. Its derivative with respect to the temperature exhibits exactly the same appearance of the fourth order fluctuation shown in the lower panel of Fig. 1. The temperature for the derivative or the fourth order fluctuation to take its maximum is 146 (150) MeV in the MT (QC) model. We obtain then the pseudo-critical temperature \(T_c = 146 (150)\) MeV in the MT (QC) model. Lattice QCD gave different pseudo-critical temperatures with different calculation schemes, typically, \(T_c \in [140, 160]\) MeV for light quark system (see, for example, Refs. \[22, 23, 30\]). It is apparent that our results of the pseudo-critical temperature agree nicely with those obtained in lattice QCD. Moreover, the calculated temperature dependent behaviors of the fluctuations also agree with those obtained in lattice QCD \[22, 23, 30\] (marked by data points in Fig. 1) in a quite large domain, especially, around the pseudo-critical temperature.

One can also read from the figure that, as the temperature gets very high, the second order fluctuation approaches the Stefan–Boltzmann (SB) limit, i.e., \(\chi_{SB}^2 = 1\), and the fourth order one decreases to a small value. Moreover, the results with the two models of the gluon propagator give almost the same result. Such features can be easily understood as follows. According to Eq. (29), the infrared interaction strength is screened at high temperature so that only the ultraviolet part dominates the interaction. As a consequence, the two models actually degenerate into the same form derived from perturbation theory (see Eq. (29)).

Another characteristic of the fluctuations shown in Fig. 1 is that both the second and fourth order fluctuations at lower temperature are negative with small magnitudes. At zero chemical potential, the second order fluctuation is actually the quark number susceptibility which measures the response of the quark number...
density to quark chemical potential. A negative value means that the quark number density is negative under the perturbation of the external source, or in other word, the external source is impossible to excite quarks. Thus, such a feature of the fluctuation at low temperature is related to the quark confinement. On the other hand, the negative fluctuations can be understood from the viewpoint of the quark spectral function. The axiom of reflection positivity states that the propagator for an asymptotic quark must have a positive definite Källen-Lehmann spectral representation. The positivity violation of the quark spectral function means that quarks have to be somehow confined, and thus serves as a sufficient condition for quark confinement. According to Eqs. (10) and (11), the quark number density can be calculated by the quark propagator. Then, using the quark spectral representation, the fluctuations can be expressed from the quark spectral function. Actually, the negative fluctuations reflect the non-positive definite quark spectral function. Namely, the system is confined at low temperature.

Next we discuss the fluctuation ratios which are very important because they are related to the experimental statistical variance, skewness, and kurtosis (denoted by $\sigma$, $S$, and $\kappa$, respectively). Explicitly, we have

$$S\sigma = \frac{\chi_3}{\chi_2}, \quad \kappa\sigma^2 = \frac{\chi_4}{\chi_2}. \tag{27}$$

So the ratios can serve as a bridge connecting theoretical results and experimental data. Another advantage of the ratios is that they cancel the volume effects. The obtained temperature dependence of $\chi_4/\chi_2$ at zero chemical potential is shown in Fig. 2, where lattice QCD results are also presented as a comparison. It can be noticed that with increasing temperature the ratio $\chi_4/\chi_2$ increases for $T < T_c$ while decreases for $T > T_c$. At very high temperature, the ratio goes to the SB limit. Meanwhile, the ratios given by the two interaction models exhibit the same behavior which is consistent with that obtained in lattice QCD.

The above results illustrate that the DS equation approach is as powerful to describe the quark number fluctuations at finite temperature and zero chemical potential as lattice QCD and effective models (see, for example, Refs. [27, 40, 42]). We then extend our calculations to the cases at finite temperature and finite chemical potential. Fig. 3 displays the variation behaviors of the second order fluctuation with respect to temperature and chemical potential in different conditions. The upper panels of Fig. 3 show that for $\mu > 0$ the fluctuation $\chi_2$ exhibits a bulge which grows and becomes a peak with increasing chemical potential. Meanwhile, the peak goes sharper and shifts to lower temperature. At high chemical potential, the peak evolves into a singularity. This behavior is consistent with that given in the effective model [38]. From the lower panels of Fig. 3 one can recognize that $\chi_2$ goes to nearly-divergent at $\mu = 120$ (124) MeV when $T = 125$ (130) MeV in the MT (QC) model. At higher temperature, the very sharp peak smears to a wide hump locating at lower chemical potential. Whereas, at lower temperature, e.g., $T = 120$ (125) MeV for the MT (QC) model, $\chi_2$ gains two separate divergent points at different chemical potentials (denoted by dashed lines in the lower panels of Fig. 3). In such a case, $\chi_2$ breaks into the left and right branches which extend to the low and high chemical potential regions, respectively. In the low chemical potential region, the system is characterized by DCSB and thus stays in the Nambu phase. In the high chemical potential region, the chiral symmetry is restored, and the system thus stays in the Wigner phase. It is noticed that the two branches overlap with each other in the region $\mu \in [132, 143]$ MeV for the MT model. In the domain, the Nambu and Wigner phases coexist, which means that the phase transition is a first order one. Recalling that the system undergoes crossover at low chemical potential and high temperature, we find that there exists a CEP which separates the crossover and the first order phase transition in the $T$-$\mu$ plane. Then, we obtain the CEP locating at $(\mu_c^E, T_c^E) = (120, 124)$ MeV and $(124, 129)$ MeV in the MT and QC model, respectively.

It is believed that the higher order fluctuations are more sensitive to the critical behaviors of the QCD thermodynamics [11, 14]. Fig. 4 shows the variation behaviors of the third and fourth order quark number fluctuations with respect to quark chemical potential at several temperatures. From the upper panels, we find that the third order fluctuation changes its sign at the critical point, which is consistent with the results given in Refs. [11, 38]. Since $\chi_4$ can be expressed as the derivative of $\chi_3$ to chemical potential, the global minimum of $\chi_4$ corresponds to the zero (or sign-changing) point of $\chi_3$ (compare the lower panels with the upper ones in Fig. 4).
As the temperature goes closer to that of the CEP, the wiggles of the fluctuations becomes sharper. At the CEP, both $\chi_3$ and $\chi_4$ diverge. Thus, tracking their singularity locations, we can locate the CEP. For $T < T_\text{c}$, e.g., $T = 120$ (125) MeV in the MT (QC) model, both $\chi_3$ and $\chi_4$ possess two separate singular points at the same chemical potentials as $\chi_2$ (see the dash lines in Fig. 3). According to Eq. (1), this can be easily understood because the higher fluctuation has to diverge if the lower one diverges at some temperature and chemical potential.

Fig. 4 displays the variation behaviors of the ratios of the high to low order fluctuations, e.g., $\chi_3/\chi_2$ and $\chi_4/\chi_2$. It is found that the ratios behave as the same as the third and fourth order fluctuations do (shown in Fig. 3). Nevertheless, $\chi_3/\chi_2$ and $\chi_4/\chi_2$ have much larger amplitudes than $\chi_3$ and $\chi_4$, which means that the experimental quantities (see Eq. (27)) are very sensitive to the critical behaviors. As we know that the divergence of the fluctuations in thermal equilibrium at the critical point arises from the divergence of the correlation length \( \xi \), while our calculation has not yet involved any non-equilibrium effects. In fact, the critical slowing down effect can reduce the growth of the correlation length, and in turn the fluctuations, in experiments (see e.g. Ref. 81). Therefore, the divergences of these quantities at the CEP state may be smeared into sharp peaks in experiments and can then be taken as practical signatures of the CEP.

Analyzing the characteristics of the fluctuations in the $T-\mu$ plane, we can chart the QCD phase diagram. The obtained results in the two interaction models are illustrated in Fig. 6. It is shown that the system undergoes crossover in high temperature and low chemical potential region, while first order phase transition in the low temperature and high chemical potential region. This means that there exists a CEP in the $T-\mu$ plane. The pseudocritical temperature at zero quark chemical potential is $T_c(\mu^q = 0) = 146$ (150) MeV in the MT (QC) model. The CEP locates at $(\mu_E^q, T_E) = (120, 124)$ MeV and
The pseudo-critical temperature $T_c$ and the location of the CEP ($\mu_E^c$, $T_E^c$) calculated with several values of the parameter $\omega$ (dimensional quantities are given in GeV).

| Model  | $(D\omega)^{1/3}$ | $\omega$ | $T_c$ | $(\mu_E^c, T_E^c)$ | $\mu_E^c/T_E$ |
|--------|-----------------|---------|-------|------------------|----------------|
| MT     | 0.72            | 0.40    | 0.146 | (0.120, 0.124)   | 0.97           |
| QC     | 0.80            | 0.40    | 0.173 | (0.075, 0.165)   | 0.45           |

(124, 129) MeV in the MT and QC model, respectively. It is noticed that the two models both give $\mu_E^c/T_E \approx 1$, which agrees with that obtained by analyzing the chiral susceptibility in the DS equation approach \cite{7}. Moreover, this result is also consistent with those given in other approaches, e.g., the elliptic flow data analysis \cite{82} and the non-local NJL model \cite{83, 84}. Besides, although lattice QCD calculations have not yet given certain conclusion on the location or even the existence of the CEP \cite{85}, the ones with reweighting technique \cite{86} or Taylor expansion method \cite{87} or canonical ensemble approach \cite{9} gave the similar results, and others with reweighting technique \cite{9} or Taylor expansion method \cite{87, 88} gave smaller values, i.e., $\mu_E^c/T_E \sim (0.4, 0.7)$.

In our calculations, we adopt two different models, i.e., the MT model and the QC model, for the dressed gluon propagator. The above description indicates that the results obtained in the two models are very close to each other except for some quantitative differences. This can be understood as follows. Both the MT model and the QC model preserve the one-loop renormalization-group behavior of QCD \cite{89} (see Eq. 22). From Eqs. 23 and 24 we can see that the main difference between the two models lies only in the deep infrared domain: The MT model vanishes when the gluon momentum goes to zero while the QC one to a finite constant. However, because of the energy scale resulted from the finite temperature, the dressed gluon propagator in the deep infrared domain has a very week affect on the effective interaction. Thus, the behaviors of the system become insensitive to the model details in the deep infrared domain.

With the constraint $D\omega = \text{const}$, the two models still have a free parameter $\omega$. It is then interesting to investigate the effect of the parameter on the phase diagram. We have then performed calculations with various values of $\omega$. Since the phase diagram can be featured with the pseudo-critical temperature $T_c$ and the location of the CEP ($\mu_E^c, T_E^c$) calculated with several values of the parameter $\omega$ (dimensional quantities are given in GeV).

IV. SUMMARY AND REMARKS

Using the Dyson-Schwinger equations approach, we have calculated the quark number fluctuations up to the
forth order in the matter composed of two light flavor quarks with isospin symmetry and at not only finite temperature but also finite chemical potential. The obtained behaviors of the fluctuations at finite temperature and zero chemical potential are consistent with the lattice QCD results. With the MT model and the QC model, we obtain the pseudo-critical temperature $T_c \simeq 146$ MeV and $150$ Mev, respectively, which are also consistent with the recent lattice QCD result. Then, we extend our calculations to cases at finite temperature and finite chemical potential. We found that the second order fluctuation exhibits a hump in low chemical potential and high temperature region, and involves singularities in high chemical potential and low temperature region. Meanwhile, the higher order fluctuations oscillate and diverge in the corresponding regions, respectively. These behaviors are the same as those of the chiral susceptibility. So the fluctuations can be taken as a criterion of the phase transition and the location of the CEP. We locate then the CEP at the point with $\mu_q^2/T_E \sim 1$, which is in nice agreement with the experimental estimate and the lattice QCD results. Moreover, we also find that the experimental quantities which are related to the fluctuation ratios, are very sensitive to the critical behaviors. For searching the CEP, the fluctuations can bridge theories and experiments.

In our calculations, we take two models (the MT model and the QC model) for the dressed gluon propagator. Our obtained results indicate that the fluctuations and the location of the CEP are almost independent of the deep infrared detail of the interaction. We also analyze the dependence of the results on the model parameter. It is found that the location of the CEP depends strongly on the confinement length scale: The CEP rotates to the chemical potential axis with decreasing confinement length scale.

In this work we adopted the rainbow approximation as the first step. Even though the rainbow approximation could partially describe the hadron spectrum, its drawback is also outstanding, e.g., it fails to explain the mass splitting of the vector and axial-vector mesons and also violates the Ward–Green–Takahashi identities. It would then be beneficial to calculate the fluctuations with the Ball-Chiu vertex or the more realistic Anomalous Chromomagnetic Moment (or CLRQ) vertex. Additionally, it would also be interesting to extend our calculations to extract the critical exponents of the fluctuations. The related investigations are under progress.
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