Deep learning on rail profiles matching
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Abstract

Matching the rail cross-section profiles measured on site with the designed profile is a must to evaluate the wear of the rail, which is very important for track maintenance and rail safety. So far, the measured rail profiles to be matched usually have four features, that is, large amount of data, diverse section shapes, hardware made errors, and human experience needs to be introduced to solve the complex situation on site during matching process. However, traditional matching methods based on feature points or feature lines could no longer meet the requirements. To this end, we first establish the rail profiles matching dataset composed of 46386 pairs of professional manual matched data, then propose a general high-precision method for rail profiles matching using pre-trained convolutional neural network (CNN). This new method based on deep learning is promising to be the dominant approach for this issue. Source code is at https://github.com/Kunqi1994/Deep-learning-on-rail-profile-matching.
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Introduction

The development of high-speed rail plays an important role in China's domestic economy and modernization drive. Different from other transportation, wheel-rail interaction is the heart of railway and the core factor determining the stability and safety of train [1]. After long-term operation, the rail begins to wear gradually and the geometric profile of the rail changes. In particular, the rail parts in the turnout area of the track, due to the irregularity of track geometry and the impact of train, are most vulnerable to wear [2, 3]. When the vertical wear and slide wear of rail exceed the specified safety value, the wheel-rail relationship deteriorates. At this time, if the rail profile is not ground or the rail components are not replaced in time, not only the stability but also the safety of the train will be endangered. Among this, match the measured rail profile with the designed profile and then calculate the rail wear is a key and essential step.

Speaking of rail profile matching, first, we need to understand the characteristics of the profile matching issue. To the best of knowledge, the rail profile to be matched usually has four features. First, the amount of the measured profiles to be matched is extremely large, at least ten million in China every year. With the promotion of intelligent maintenance and repair in the railway, the amount of data will continue to increase in the future. Second, there are many shapes of rail section profiles, including not only the typical rail profiles, but also the rail profiles with variable area sections such as switch, frogs and combined profile in the turnout area [4], as shown in Figure 1a. Third, because of the limitation of rail profile measurement hardware, sometimes there are hardware-made errors in the measured profile, and sometimes only the section information above the rail waist is measured, as shown in Figure 1b. Last, professional manual experience needs to be introduced to deal with the complex situation of the railway site during matching process. For example, as shown in Figure 1c, in many cases, the working edge and non-working edge of the rail section profile do not coincide.
Aiming at the issue of rail profile matching, this paper first establishes the rail profile matching dataset, that is, 46386 pairs of professional manual matched data are collected. Then, we propose a model to solve the profile matching using pre-trained convolutional neural network method in deep learning. The advantages of this new rail profile
matching method are: (1) Professional manual profile matching experience can be introduced to solve the situation that the working edge and non-working edge of the profile do not coincide, or on hardware made errors. (2) It is not necessary to know all the section information of the measured profile, even the rail waist. (3) It can match various shapes of section profiles, including typical section profile, switch profile and frog profile and so on.

2. Dataset

Before preparing the dataset, it is a must to understand the process of calculating rail wear manually, normally including four steps. First, find the designed profile or initial profile of the rail section, and the profile data is usually in dwg format. Second, import the same rail section profile measured by hardware on the railway site into the same dwg file. Third, a core step in the whole profile matching process is, translate the measured profile in X and Y directions in the dwg file through professional manual experience to match the designed profile. The schematic diagram of the matching process is shown in Figure 2. Last, for the matched rail profile, according to the definition of rail wear, the vertical wear and side wear of rail are calculated, and the grinding and replacement time of rail parts are determined.

![Figure 2. Schematic diagram of solving the problem of rail section profiles matching manually and the alternative solution using convolution neural network in deep learning.](image)
Matching through professionals has many advantages, but when the amount of data is large, the efficiency will be very low, especially the profile data of rail section to be matched in China is close to 10 million every year. Therefore, can we use deep learning to perform the above core matching process? When using deep learning to deal with profile matching, how to make neural network better learn professional manual matching experience is an important issue. Considering that image can well capture the spatial features of the profiles, we choose to use the convolution neural network method to solve this problem, as shown in Figure 2.

The construction of the dataset includes images containing the information of the designed profile and the measured profile, and its corresponding labels. For the image input to the convolutional neural network, its size is 512 * 512. The background is white, the designed profile is black, and the measured profile is red, as shown in Figure 3. Each image corresponds to the actual size of 153.6mm, and one pixel corresponds to 0.3mm resolution. In each image, the centroids of the designed profile and the measured profile are randomly distributed in a centered square with a side length of 40mm. Since when the profile centroid distribution is greater than 40mm, some profile data may exceed the boundary of the whole image. It should be emphasized here that this method does not need to know all the information of rail section profile, or even the rail waist, as shown in the red profile in Figure 3. In addition, the displacement of the measured profile relative to the initial profile in the X and Y directions is rescaled to -1 to 1 of the label.

The dataset consists of 46386 samples. These samples were divided into training set (~70 %), validation set (~15 %) and test set (~15 %). The specific numbers are 32480, 6976 and 6930 respectively. The training set was used to learn the model parameters, the validation set was necessary for the hyperparameter optimization and with the test set the performance of the model is evaluated on unseen data. When splitting the data, it must be guaranteed that different profile shapes, such as typical section profiles, switch section profiles and frog section profiles, are randomly distributed at every set.
3. Methods and results

Here, we first need to determine the input, output and architecture of the model. As mentioned in the Dataset section, the input of the model is an image (512*512 pixel) including both the designed profile and the measured profile. Each of the image was rescaled to 224 x 224 pixels. The output of the model is two values, that is, the relative translation (dx1, dy1) in the X and Y directions. The architecture of the model used is shown in Figure 4a. The core of the model is a single channel pre-trained Resnet18 network with the classification category being 2 [13]. The used hyperparameter of the model during training process are shown in Figure 4b. The weights of the network were initialized with the pre-trained parameters [13] in ImageNet dataset and updated with the Adam algorithm [14]. The learning rate was set to 0.0001. The batch size was 32. The epoch number was 1000 and large enough for the present issue. In addition, the output layer of the model does not use the activation function, and any layer of the pre-trained Resnet18 model parameters is not frozen.

The mean square error (MSE) was used as loss function during training process and to evaluate the quality of the regression on the validation set. Considering the high precision requirement of profile matching, it is very important to formulate the criterion of successful matching. Here, we define the professional manual matching data in the dataset as the correct result, and the corresponding label values are dx and dy. If the
model outputs \(dx_1\) and \(dy_1\) meet the relationship \(|dx_1-dx|<0.4\text{mm}\) and \(|dy_1-dy|<0.4\text{mm}\), it indicates a set of data is successfully matched. It should be noted here that 0.4mm is a reasonable accuracy for rail profile matching. The model was implemented in Python using the libraries Pytorch [15]. It was trained on the GPU RTX A4000 graphical processing unit (NVIDIA corporation). The training time for one case was normally about seven days.
Figure 4. Results of the pre-trained single channel Resnet18 model. (a) Schematic diagram of the single channel model architecture. (b) The chosen hyperparameters of the model during the training process. (c) Loss versus epoch in the training and validation process. (d) Matching accuracy versus epoch in the training and validation process.
process. (e) Prediction results of using the pre-trained Resnet18 model in the test dataset. (f) Average four different prediction results using pre-trained Resnet18 model in the test dataset. (g-h) Two specific prediction results corresponding to blue and pink circles in Figure 4(e-f) are illustrated here. The ideal matching result is circled with a black border below.

The prediction results of the model during training process are shown in Figure 4c. With the increase of epoch number, the loss value of both the train and the validation first decreases sharply and then tends to zero. During this process, the validation loss is still slightly greater than the train loss. Meantime, as shown in Figure 4d, with the increase of epoch number, the accuracy value (success prediction matching rate) on the train set rises sharply and then converge to 100%, but on the validation set, although the accuracy also rises sharply, the highest prediction accuracy in validation dataset is 0.9791. This value can never reach 100%, even if the epoch number increases to 5000, and the possible reason is that the amount of data is not large enough to support the model to have a strong generalization ability.

The predicted results on test set are shown in Figure 4e, the red point shows the difference between the prediction result and the label in X and Y directions. According to statistics, the accuracy value of successful matching is 0.979 (in the blue frame). Obviously, the current model could not solve the rail profile matching issue. To better analyze of the prediction results, we select the two results with the worst matching effect (pink and blue circles in Figure 4e) for display. The corresponding results are shown in Figure 4g. The results predicted by the model are in the pink and blue boxes, and the corresponding professional manual matching results are in the black box below. It can be seen that the matching effect on these two samples is not satisfied.

In order to improve the matching accuracy, we use the average of four different single channel Resnet18 prediction results on test set. Why we choose four to average is because the maximum difference is less than 1.6mm, nearly four times that of 0.4mm. Specially, we use the same model and the same hyperparameters to train the model four times, first find and save the best model parameters in validation set and then to predict on test set every time. The results are shown in Figure 4f, the red point shows the difference between the prediction result and the label in X and Y directions. The
The accuracy value of successful matching is 0.9737 (in the blue frame). Therefore, even after average, the matching success rate still could not meet the on-site requirements. We also selected the worst case of prediction results to display, as shown in Figure 4h, we found that the samples of worst prediction accuracy are the same as those in Figure 4g.

4. discussion

Figure 5. Exploration on improving matching accuracy. (a) Comparison of matching accuracy of single and binary channel architecture, both of which include Resnet18, Resnet34, GoogLenet-v3, Densenet121 algorithm. (b) Schematic diagram of the binary channel architecture, Resnet18 model as an example here. (c) Average the prediction results of three models include binary channel Resnet18, single channel Resnet18 and single channel GoogLeNet-v3. (d) Display of randomly selected six prediction results corresponding to Figure 5c.

The results in Figure 4 show that the single channel Resnet18 model could not achieve 100% matching accuracy, here two other approaches are adopted to improve the prediction accuracy. The first is to change the core algorithm after the single channel
network structure model is determined, such as Resnet34 [13], GoogLeNet-v3 [16] and Densenet121 [17], in which all the hyperparameters remain the same as those in Figure 4b during the training process. The second is, inspired by the binary camera matching [18, 19], we choose to use the binary network structure to improve the matching accuracy, and the architecture of the model is shown in Figure 5b, binary channel Resnet18 is as an example. Different from the single channel Resnet18 algorithm in Figure 4a, its input of binary channel Resnet18 model is not one picture, but two pictures contain the designed profile and the measured profile respectively, and the corresponding dataset changes accordingly. Besides, a full connection layer is added to merge the prediction results of the two single channel. It should be noted that the training hyperparameters are the same as those in Figure 4b, and the initial parameters of the pre-trained model are also directly used here.

The prediction results are shown in Figure 5a. It can be seen that the prediction accuracy for the single channel corresponding to Resnet18, Resnet34, GoogLeNet-v3 and Densenet121 are 0.979, 0.983, 0.965 and 0.98 respectively, and none of them reaches 100%. Interestingly, for the corresponding binary channel model, the prediction accuracy is 0.995, 0.991, 0.99 and 0.994 respectively. These results show that, on the one hand, the matching accuracy of binary channel Resnet18 is the highest among these, reaching 0.995. On the other hand, the prediction results of all binary channel models are better than the relative single channel. So far, we have found that for one model, whether single or binary channel, the accuracy of profile matching could not meet the requirements on site, that is, the matching accuracy needs to reach 100%, since the matching accuracy is a major matter related to train safety. Therefore, here we attempt to improve the matching accuracy by stacking different models.

Here, we choose to use the weighted average method, and the specific weight given by binary channel Resnet18, single channel Resnet18 and googLeNet-v3 are 0.5, 0.25 and 0.25 respectively. The reason for choosing three methods to average is that for the binary channel Resnet18 algorithm with the best matching accuracy, the difference between the worst predicted matching result and the label is larger than 0.8mm and smaller than 1.2mm in X or Y direction. Besides, we choose to use weighted average
method instead of direct average is that binary channel Resnet18 algorithm is the best and should be given a larger weighted proportion. The predicted result is shown in Figure 5c, the red point shows the difference between the prediction result and the label in X and Y directions, which are all less than 0.04mm (in the blue frame). In other words, the matching accuracy finally reaches 100%. Further, to visually observe the matching results, 6 samples in the test dataset were randomly selected, as shown in Figure 5d. Inside each black box is a sample, in which the black line is the designed profile and the red line is the measured profile. Through manual verification, the matching result of the algorithm is reasonable and of high-precision, consistent with that of manual matching.

5. Conclusion and outlook

In this paper, the pre-trained convolutional neural network in deep learning is introduced into the rail cross section profile matching for the first time. Specially, the dataset composed of 46386 pairs of professional manual matched data is constructed, then the architecture of the matching model is proposed, and finally the algorithm on how to improve the profile matching accuracy is discussed. The matching algorithm proposed can not only achieve the accuracy of the traditional matching algorithm based on feature points or feature lines, more importantly, it could introduce the professional manual matching experience to solve the complex situation on site. That is, it can not only solve the situation when both the working edge and non-working edge of profile do not coincide, but also, the measured profile to be matched does not need to know the full section profile or even rail waist profile. In addition, it can match the rail profiles of various complex shapes. This new profile matching method based on deep learning is expected to become the mainstream of rail profile matching and advances the realization of intelligent railway track detection and maintenance. It can be applied to many hardware equipment, such as rail profile measuring instrument, track geometry detection equipment and rail grinding vehicle.

Further interesting steps on improving matching performance include, first, find a
better algorithm in the binary network structure model or use Transformer [20,21] to improve the profile matching accuracy. Second, more data should be accumulated and combined rail profiles data should be added for the dataset. Third, network compression [22] is needed to reduce the model parameters and improve the processing speed.
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