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We show that any one-round algorithm that computes a minimum spanning tree (MST) in the unicast congested clique must use a link bandwidth of $\Omega(\log n)$ bits in the worst case. Consequently, computing an MST under the standard assumption of $O(\log n)$-size messages requires at least 2 rounds. This is the first round complexity lower bound in the unicast congested clique for a problem where the output size is small, i.e., $O(n \log n)$ bits. Our lower bound holds as long as every edge of the MST is output by an incident node. To the best of our knowledge, all prior lower bounds for the unicast congested clique either considered problems with large output sizes (e.g., triangle enumeration) or required every node to learn the entire output.
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1 INTRODUCTION

In this work, we investigate the necessary link bandwidth for computing a Minimum Spanning Tree (MST) in the congested clique model [12], where there are $n$ nodes that are associated with the vertices of an input graph $G$. The nodes can communicate with each other over the links of the clique-topology in synchronous rounds, and the goal is to compute the solution to a graph problem on $G$. We consider the powerful unicast congested clique, where each node can send a (possibly distinct) message to every other node in the network. Our work aims at understanding the computational power of the congested clique with respect to algorithms that compute their output based on the received messages after just a single round, while assuming that nodes have access to a shared source of randomness. We use UCC$_1$ to denote the one-round variant of the unicast congested clique.

We assume that the nodes are assigned unique IDs chosen from $\{1, \ldots, n\}$. In addition, we equip the nodes with a crucial amount of initial knowledge of the input graph, in the sense that each node knows not only its own ID but also the IDs of all of its neighbors, which is known as the KT$_1$ assumption in previous literature (see [2, 10, 15, 19]).

2 OUR CONTRIBUTIONS AND RELATED WORK

The problem of computing a minimum spanning tree is, without doubt, one of the most-studied graph problems in distributed computing and, in particular, in the congested clique model. Here, we focus our discussion on the prior work in the congested clique and refer the reader to the survey of [17] for a more comprehensive discussion of distributed MST algorithms in general networks. [12] gave a deterministic $O(\log \log n)$-round algorithm, and, more recently, [6] used the linear graph sketches of [1] to obtain a $O(\log \log \log n)$-round randomized algorithm. Subsequently, [5] showed that $O(\log^* n)$ rounds are possible by using sketches that are sensitive to the node degrees. Shortly after, [9] presented an
O(1)-round randomized algorithm, and [14] showed that O(1) rounds are possible even deterministically. These results crucially rely on the fast routing algorithm of [11], which itself requires 16 rounds (see Theorem 3.7 in [11]), and it is unclear whether any of these algorithms can be adapted to requiring just a single round, without increasing the necessary link bandwidth to \( \Omega(n) \) bits.

**Theorem 2.1.** Any randomized algorithm that, with probability at least \( \frac{3}{4} \), computes an MST on an \( \mathcal{U} \)-node graph in a single round of the unicast congested clique, requires a link bandwidth of \( \Omega(\log^3 n) \) bits. This holds even if nodes have access to shared randomness, and when each edge of the MST is output by at least one of its two endpoints.

An immediate consequence of Theorem 2.1 is that computing an MST requires at least two rounds under the standard assumption of limiting the link bandwidth to \( O(\log n) \) bits. We are not aware of any previous round complexity lower bounds for problems in the unicast congested clique where each node may output only part of the solution and the total size of the output is \( O(n \log n) \) bits, which is significantly smaller than the available per-round bandwidth of \( O(n^2 \log n) \).

The lack of existing lower bounds comes as no surprise: the seminal work of [3] proved that lower bounds on the required number of rounds in the (multi-round) unicast congested clique is notoriously difficult for problems with small output sizes, as even slightly super-constant lower bounds (i.e. \( \Omega(\log \log n) \)) would yield new lower bounds on the circuit complexity of threshold gates. Consequently, the only existing lower bounds for the unicast congested clique are shown for problems with large outputs. For instance, in previous work [18], we showed a lower bound of \( \tilde{\Omega}(n^{1/3} / \log^3 n) \) rounds for triangle listing, which, subsequently, was improved by Izumi and Le Gall [7] to \( \tilde{\Omega}(n^{1/3} \log n) \) rounds. We point out that triangle listing has an output size of \( \tilde{\Omega}(n^{7/3}) \) in some graphs, and hence the round complexity bound stems from the fact that the per-round bandwidth is limited to \( \tilde{O}(n^2) \) bits in the congested clique.

The work of [13] gives exact bounds on the time complexity of the graph reconstruction problem in the broadcast congested clique, under the assumption that every node must output all edges of the input graph. In particular, they show that reconstructing the edges of an arbitrary input graph \( G \) requires 2 rounds in the broadcast congested clique. However, we note that their result does not hold under the relaxed assumption that each edge that is part of the solution must be output by some incident node, i.e., the solution to the problem is the union of the nodes’ outputs, which is what we assume in Theorem 2.1.

### 3 PROOF OF THEOREM 2.1

In this section, we prove that computing an MST in just one round of the unicast congested clique model is impossible under the standard assumption of \( O(\log n) \) bits per message.

Consider any UCC\(_1\) algorithm \( \mathcal{A} \) that correctly outputs an MST with probability \( \frac{3}{4} \), after just one round, while sending at most \( L \) bits over each link. We now describe how to use \( \mathcal{A} \) in the distributed graph sketching (SKETCH) model to solve graph connectivity, where the input graph is assigned to \( n \) players, such that each player obtains one vertex and
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Fig. 1. The hard input graph $H$ on which computing an MST requires messages of $\Omega(\log^3 n)$ bits for one-round algorithms in the unicast congested clique. The green-shaded regions are the blocks $G_1$, $G_2$, and $G_3$, which form the lower bound graph $G$ of [20]. (Note that the figure shows a simplified version of this graph where we omitted the parts that are not relevant for understanding our proof.) A snake-shaped line corresponds to a path of 0-weight edges. The orange vertices and edges are added to $G$ to form graph $H$. In each block $G_i$, vertex $s_1^{(i)}$ is either connected to $t_1^{(i)}$ or $t_2^{(i)}$. As shown in [20], the graph induced by these blocks (i.e. without $a$ and $b$) is connected if and only if the latter case happens in an odd number of blocks. Since all edges except $\{a, b\}$ have weight 0, the MST of $H$ will contain $\{a, b\}$ if and only if the subgraph induced by $G_1, G_2$, and $G_3$ is disconnected.

the incident edges as its input. The referee, on the other hand, receives a single message (“sketch”) from each player and must compute the output.

Our lower bound graph $H$ contains a certain subgraph $G$, which corresponds to the construction of Yu [20] and was used to show that a sketch length of $\Omega(\log^3 n)$ bits is required for deciding graph connectivity in the SKETCH model. In more detail, graph $G$ consists of $\beta = \Theta(\sqrt{n})$ interconnected blocks $G_0, \ldots, G_\beta$, comprising $\Theta(\sqrt{n})$ vertices each. A block $G_i$ contains four special vertices, $s_1^{(i)}$, $s_2^{(i)}$, $t_1^{(i)}$, and $t_2^{(i)}$ that connect $G_i$ to $G_{i+1} \mod \beta$. 

For simulating $\mathcal{A}$, we define $H$ to consist of a copy of $G$ and two additional nodes $a$ and $b$ with fixed unique IDs $id(a)$ and $id(b)$. Node $a$ is connected to $s_1^{(1)} \in G_1$, and $b$ is connected to $s_2^{(1)} \in G_1$. Moreover, there is an edge between $a$ and $b$. We assign weight 0 to all edges except for the edge $\{a, b\}$, which has weight 1. Figure 1 shows the resulting graph, assuming just three blocks.

Our proof makes use of the following properties of graph $G$:

**Lemma 3.1 ([20]).** The graph $G$ has at most 2 components. Vertices $s_1^{(1)}$ and $s_2^{(1)}$ lie in distinct components if and only if $G$ is not connected.

From the definition of our graph $H$, we are able to tie together the connectivity of $G$ with the inclusion of the edge $\{a, b\}$ in the MST of $H$:

**Observation 1.** Graph $H$ is connected. Moreover, any MST of $H$ contains the edge $\{a, b\}$ if and only if the subgraph $G$ induced by the vertices in $V(H) \setminus \{a, b\}$ is disconnected.

We now describe the details of simulating the given UCC$_1$ algorithm $\mathcal{A}$ in the SKETCH model: To determine the messages sent in the first (and only) round, each node simulates the local computation of $\mathcal{A}$ for its assigned vertex of $H$, by taking into account its neighborhood information and the shared randomness. Note that the referee knows the neighborhoods of nodes $a$ and $b$, because the IDs of their neighbors $s_1^{(1)}$ and $s_2^{(1)}$ are fixed in advance (see Sec. 4.1 in [20]). As a result, the referee can locally simulate the first (and only) round of algorithm $\mathcal{A}$ for nodes $a$ and $b$.

Every other node $u$ simply discards all messages produced by the simulation of $\mathcal{A}$, except for the messages that are addressed to either $a$ or $b$, which $u$ sends as its sketch to the referee instead. Recall that $u$ knows the IDs of these vertices since they are fixed in advance. Moreover, the messages that are produced by simulating algorithm $\mathcal{A}$ for a vertex $v$ only depend on $v$’s neighborhood and the (shared) randomness, both of which are readily available to the node in the SKETCH model who is responsible for $v$.

After receiving all messages from the players, the referee has learned all messages that were sent to $a$ and $b$, and it also knows the complete neighborhood information of these vertices. Thus, the referee can correctly simulate the output that $a$ and $b$ produce in the UCC$_1$ model after receiving their first round messages. Finally, the referee answers “connected” if and only if the edge $\{a, b\}$ is not included in the MST edges output by $a$ and $b$.

It follows from Lemma 3.1, Observation 1, and the fact that $\mathcal{A}$ computes an MST with probability at least $\frac{3}{4}$ that the referee is able to correctly decide whether $G$ is connected with precisely the same probability. Theorem 1 in [20] tells us that the worst case sketch length of any protocol that solves connectivity in SKETCH is $\Omega(\log^3 n)$. We conclude that the link bandwidth used by algorithm $\mathcal{A}$ must be at least $\Omega(\log^3 n)$ bits.

4 DISCUSSION AND OPEN PROBLEMS

Our work suggests several interesting avenues for future exploration. Since we have shown that multiple rounds are necessary for computing an MST in the congested clique with $O(\log n)$ bandwidth. On the other hand, the recent line of work [5, 6] culminated in the
O(1)-rounds algorithm of [9] for computing an MST in the unicast congested clique. In fact, [4] prove that we can solve even \( n^{1-\varepsilon} \) many MST instances in \( O(1) \) rounds. These results raise the question regarding the precise dependency between the necessary link bandwidth and the number of rounds.

**Open Problem 1.** Is there an algorithm that computes an MST in just 2 rounds of the unicast congested clique with \( O(\log n) \) bandwidth? Alternatively, is there a tradeoff between the number of rounds and the link bandwidth?

A problem closely related to constructing a spanning tree is testing the connectivity of the graph. Several previous works have considered this problem in the congested clique, see [8, 9, 16]. In the congested clique, graph connectivity has been studied under the assumption that all nodes need to output “yes” if the graph is connected and at least one node outputs “no” otherwise. Under this assumption, the lower bound technique of this paper extends to graph connectivity even for the unicast congested clique. However, it would be interesting to study connectivity under the more realistic assumption that only some node outputs the decision while all other nodes may remain undecided. Algorithms for this setting can truly leverage the power of the unicast congested clique:

**Open Problem 2.** What is the minimum link bandwidth required for graph connectivity in the one-round unicast congested clique, for algorithms where some arbitrary node outputs the decision?
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