A Vortex Electromagnetic Imaging Method Based on Two-Dimensional Matrix Compensation for Off-Grid Targets
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ABSTRACT Vortex electromagnetic (EM) wave has shown great potential in the field of radar imaging. Under the assumption that the target is located at the grid point, the compressed sensing (CS) algorithm is applied to vortex EM imaging and achieves high imaging quality. However, the off-grid target in the actual scene deviates from the grid points, resulting in the basis mismatch problem. This problem will lead to the mismatch between the assumed measurement matrix and the real echo signal and the degradation of the CS imaging performance. In order to solve this problem, a novel two-dimensional (2-D) joint off-grid imaging method is proposed by considering the gridding error as a multiplicative matrix and separating it via series expansion. This method compensates for errors in 2-D matrix directly instead of converting the 2-D matrix into the 1-D vector, which can not only solve the off-grid problem, but also reduce the storage of data acquisition and processing. Furthermore, the 2-D iterative adaptive algorithm (2DIAA) for the 2-D model is adopted to achieve better reconstruction performance and lower computational complexity. Finally, Simulation results show the effectiveness and robustness of the algorithm.

INDEX TERMS Vortex electromagnetic wave radar, compressive sensing, off-grid model, sparse signal reconstruction.

I. INTRODUCTION

The vortex electromagnetic (EM) wave is concerned increasingly in radar imaging [1], [2], [3], [4], [5], including generating vortex synthetic aperture radar simulation echo signal, analysing the angular Doppler shift and obtaining three-dimensional image of targets. The helical phase wavefront of vortex EM wave and the orthogonality of different orbital angular momentum (OAM) provide the potential of enhancing the imaging resolution [6]. More detailed information of target can be obtained through emitting the vortex EM wave. Erenow, the investigation of vortex EM waves has been studied on radar imaging approaches [6] and OAM-generation methods with radiation pattern optimization [7]. In a radar imaging technique based on the OAM modulation of multiple-in--multiple-out (MIMO) mode is established by using a phased uniform circular array. The target detection capability can be enhanced by using the vortex EM wave radar. In [8], a system for generating high-order vortex beams is designed and the result indicated the vortex beams of high quality with several OAM modes can be generated. The generating and pattern optimization methods of OAM for vortex EM imaging was proposed in a few of articles [5], [9], [10], [11], and [12]. Due to the limitation of the topological charge of vortex electromagnetic waves, the improvement of azimuthal resolution in vortex imaging has become a key research area. Traditional methods such as Range-Doppler algorithm need to satisfy Nyquist’s sampling law and the sparse reconstruction is able to break through the limitations of traditional methods for radar imaging and form high-resolution imaging [13].
In sparse imaging, the perceptual matrix is usually determined by the imaging geometric relationships and the grid discretization strategy of the imaging region, thus requiring the assumption that all scattered points of the imaging scene are strictly distributed over the grid points, and such targets are called on-grid targets [14]. However, in the actual observation region, the scattering centers are continuously distributed, so the real scattering centers cannot fall exactly on the uniformly divided grid points, and the deviation from the grid will cause the basis mismatch problem, which affects the signal sparse reconstruction performance. Such targets are called off-grid targets. So, the mismatch correction method needs to be investigated. In addition, due to the limitation of restricted isometry property (RIP), it is not feasible to reduce the error by more dense grid division. There are currently two main solutions in the field of signal processing. The first approach is to perform signal processing in the continuous domain to avoid the off-grid problem, known as atomic norm minimization (ANM) [15], [16], [17], which is too complex for radar 2D imaging because it requires semidefinite programming. Another approach is to transform the problem into a parametric sparse representation problem by neglecting the higher-order terms through Taylor expansions and solving the grid deviation as a parameter, followed by a compensation process such as off-grid sparse Bayesian inference (OG-SBI) [14]. Our proposed method is based on the Taylor expansion and has the advantage of being less computationally intensive compared to the ANM method. The research of vortex EM wave imaging for off-grid targets is still in the initial stage. In [18], an off-grid variational sparse Bayesian inference (OG-VSBI) method is introduced to reconstruct the off-grid targets for vortex EM imaging. This method reconstructs the off-grid target based on SBL framework, achieves higher resolution and better imaging performance in noisy conditions. Nevertheless, the vectorization processing for the off-grid problem in range-azimuth plane, in which the columns of raw-data matrix are fit together end by end, not only leads to a high requirement of the computation and storage, but also causes the reconstruction performance degradation because of the separation from range and azimuth. To solve this problem, a 2-D joint imaging method for off-grid targets is proposed in this paper.

By analyzing the echo signal, an imaging model considering the gridding error is established based on the joint sparse imaging model. To reduce the load of storage and computation, we revise the joint sparse matrix by the one-order Taylor expansion. The 2-D cascade and vectoring processing are transformed to joint matrix processing. To improve the image performance, the adaptive dynamic grids instead of the refinement grids are applied to keep the restricted isometry property (RIP) and obtain high reconstruction probability. In addition, the 2DIAA [19] has been adopted to reconstruct the image for vortex EM wave radar. There is a high estimation accuracy for the results with satisfying speed. Finally, the effectiveness of the proposed method is verified by simulation.

The rest of this paper is organized as follows. Section II introduces off-grid sparse imaging model for vortex EM wave radar and presents the formulated optimization for it. Section III provides proposed algorithm. Section IV evaluates the effectiveness of the proposed methods by simulations. Finally, conclusions are drawn in Section V.

II. GUIDELINES FOR MANUSCRIPT PREPARATION

In conventional radar imaging process, the range resolution is determined with the bandwidth of the signal. The cross-range resolution is determined to the range of azimuth-angle during the imaging process and the wave length of the signal. For EM vortex imaging, the cross-range imaging can be obtained by utilizing the approximate dual relationship between the azimuthal angle and the OAM mode number [4]. In order to obtain high-order OAM, many methods [6], [7], [8] have been proposed. The uniform circular array (UCA) [20] is used to generate and receive the OAM beams in this paper.

The radar observation model is shown in FIGURE 1. \( N \) antennas with equal spacing are located on a circle and the azimuthal position of each element is \( \phi_n \), the angle between radar line of sight and Z axis is \( \theta \), the \( P \) indicates the off-grid point scatter. The radius of circle is \( r_\alpha \). And the transmitted signal \( s_n(t, \alpha) \) of the \( n^{th} \) antenna can be given by

\[
 s_n(t, \alpha) = \text{rect} \left( t \frac{T_p}{T_c} \right) \cdot \exp(j2\pi(f_c t + \frac{1}{2} \mu t^2)) \cdot \exp(j \alpha \phi_n ) \tag{1}
\]

where \( \text{rect}( \frac{t}{T_p} ) \) is the rectangular function. 

\[
 s_n(t, \alpha) = \begin{cases} 
 1, & -T_p/2 \leq t \leq T_p/2 \\
 0, & \text{else} 
\end{cases} 
\]

\( t \) denotes the fast time, \( \mu \) is the chirp rate, \( T_p \) denotes the pulse width.
where $t_n = \hat{t} - \Delta r_{an}/c$, $\Delta r_{an} = r_0 \sin \theta \cos(\varphi - \varphi_0)$, $\hat{t} = t/c$ and $c$ is the light speed. When $\hat{t} \gg \Delta r_{an}/c$, $s(t, \alpha)$ can be rewritten as

$$s(t, \alpha) = \sum_{n=1}^{N} \text{rect}\left(\frac{t-\hat{t}}{T_p}\right) \cdot \exp\left[j2\pi f_c(t-\hat{t}) + \frac{1}{2} \mu(t-\hat{t})^2\right] \cdot \exp(j\alpha \varphi)$$

(2)

the echo $s_r(t, \alpha)$ at the basis frequency is

$$s_r(t, \alpha) = \sum_{m=1}^{M} \exp\left[-j4\pi \mu t(m/c)\right] \cdot \exp\left[-j4\pi f_c(m/c)\right] \cdot \exp(j2\alpha \varphi_m) \sigma_m \text{rect}\left(\frac{t-2m/c}{T}\right) \cdot J_\alpha^2 \left(2\pi f_c r_a \sin \theta_m/c\right)$$

(7)

the dechirped baseband echo signal can be written as

$$s_r(t, \alpha) \approx \sum_{m=1}^{M} \int \int \sigma_p(q, \varphi) \exp(j2\alpha \varphi) \right\downarrow \frac{-j4\pi \mu \Delta t(r_p/c)}{\left(2\pi f_c r_a \sin \theta_m/c\right)}$$

(8)

where $\sigma_p(q, \varphi)$ denotes the reflection coefficient distribution function. When the target area is divided into $P \times Q$ grids and the reflection coefficient distribution function can be expressed as a matrix $\Omega = [\sigma_{pq}]_{p \times Q} = [\sigma(r_p, \varphi_q)]_{p \times Q}$, where $(p = 1, 2, \ldots, P, q = 1, 2, \ldots, Q)$. The echo data can be discretized as $\tilde{S} = [\tilde{S}]_{L \times K}$, where $L$ and $K$ denote the range and azimuth sampling number, respectively. The discretized form of the signal model can be expressed as

$$\tilde{S} = \sum_{p=1}^{P} \sum_{q=1}^{Q} \sigma_{pq} \exp\left[j2\varphi_q J_\alpha^2 \left(2\pi f_c r_a \sin \theta_m/c\right)\right]$$

(9)

where $\Delta t$ denotes the sampling interval of fast time, and

$$A(\Phi) = \begin{bmatrix} A_{11} & A_{12} & \cdots & A_{1Q} \\ A_{21} & A_{22} & \cdots & A_{2Q} \\ \vdots & \vdots & \ddots & \vdots \\ A_{P1} & A_{P2} & \cdots & A_{PQ} \end{bmatrix}$$

$$B(\hat{\Phi}) = \begin{bmatrix} B_{11} & B_{12} & \cdots & B_{1P} \\ B_{21} & B_{22} & \cdots & B_{2P} \\ \vdots & \vdots & \ddots & \vdots \\ B_{K1} & B_{K2} & \cdots & B_{KP} \end{bmatrix}$$

(10)

where $X$ and $Y$ denote the location of uniform grids in $r$-direction and $\varphi$-direction, respectively. Correspondingly, the echo signal of off-grid target can be expressed as

$$\tilde{S} = A(\hat{\Phi}) \cdot \Omega B(\hat{\Phi})$$

$$A_{il} = \exp\left[j2\varphi_i J_\alpha^2 \left(2\pi f_c r_a \sin \theta_m/c\right)\right]$$

$$B_{kp} = \exp\left[-j4\pi \mu \Delta t(r_p/c)\right]$$

where $\hat{\Phi}$ and $\Phi$ respectively denote the set of unbiased grid position in $r$-direction and $\varphi$-direction, respectively, and $\Omega$ is the corrected reflection coefficient matrix.

Most of the current sparse recovery algorithms are based on that the scatter falling on the pre-divided grid points accurately. However, real targets are distributed in a continuous
As can be seen from (9), the first term of (14) is same as the echo signal with the gridding error on R- direction and can be rewritten as

\[
H_1(R, \Phi) \alpha_1 = \sum_{q=1}^{Q} \sum_{p=1}^{P} \sigma_{pq} \exp \left[ j 2l \varphi_q - j 4\pi \mu k \Delta t \left( r_p / c \right) \right] (-j 4\pi \mu k \Delta t \left( r_p / c \right) \delta r_{p,q})
\]

where

\[
H_1(R, \Phi) = \left( h_1^1, h_1^2, \ldots, h_{LK}^1 \right)^T,
\]

\[
h_i^1 = h_i \cdot -j 4\pi \mu k \Delta t \left( r_p / c \right) \left( \frac{i}{K} \right)
\]

where \([\cdot] \) is the ceiling function and \( \odot \) denotes the Hadamard product. With the same procedure, the third term in (14), which contains the information of gridding error in Y-direction, can be rewritten as

\[
H_2(R, \Phi) \alpha_2 = \left( j 2l \varphi_q \delta r_{p,q} \right) \sum_{q=1}^{Q} \sum_{p=1}^{P} \sigma_{pq} \exp \left[ j 2l \varphi_q - j 4\pi \mu k \Delta t \left( r_p / c \right) \right]
\]

where

\[
H_2(R, \Phi) = \left( h_1^2, h_2^2, \ldots, h_{LK}^2 \right)^T, h_i^2 = h_i \cdot j 2\varphi_q \left[ \frac{l}{T} \right].
\]

Defining \( \alpha_1 = \alpha \odot \text{vec}(\Delta R) \), \( \Delta R = [\delta r_{p,q}]_{PQ} \), \( \alpha_2 = \alpha \odot \text{vec}(\Delta \Phi) \), \( \Delta \Phi = [\delta \varphi_{p,q}]_{PQ} \), then the imaging model for off-grid targets can be expressed as

\[
\hat{s} = H_0 \alpha_0 + \varepsilon_0 = [H_0, H_1(X,Y), H_2(X,Y)] \left[ \begin{array}{c} \alpha_1 \\ \alpha_2 \end{array} \right] + \varepsilon_0
\]

As can be seen from (9), the first term of (14) is same as the form of echo signal without gridding error. The second term is the echo signal with the gridding error on R- direction and can be rewritten as

\[
\sum_{q=1}^{Q} \sum_{p=1}^{P} \sigma_{pq} \exp \left[ j 2l \varphi_q - j 4\pi \mu k \Delta t \left( r_p / c \right) \right]
\]

where

\[
\delta r_{p,q} = \sum_{q=1}^{Q} \sum_{p=1}^{P} \sigma_{pq} \exp \left[ j 2l \varphi_q - j 4\pi \mu k \Delta t \left( r_p / c \right) \right] (-j 4\pi \mu k \Delta t \left( r_p / c \right) \delta r_{p,q})
\]

where \( H_0 \in \mathbb{C}^{LK \times 3PQ} \) is the partitioned matrix, \( \alpha_0 \in \mathbb{C}^{3PQ} \) contains the information of reflection coefficient and gridding error in R – \( \Phi \) plane, \( \varepsilon_0 = \varepsilon + H\alpha \odot O(\delta^2) \) denotes the noise and the high order component of the off-grid error. Then the imaging problem can be transformed to the optimization problem as follows

\[
\hat{\alpha}_0 = \arg \min_{\alpha_0} \left\{ \| \hat{s} - H_0 \alpha_0 \|_2^2 + \rho \| \alpha_0 \|_p \right\}, \quad 0 \leq P \leq 1
\]

By obtaining the reflection coefficients of the off-grid scatterer by \( \alpha \) and correcting the positions of the off-grid scatterer by \( \alpha_1 \) and \( \alpha_2 \), the high-resolution imaging for off-grid target can be achieved. Obviously, the optimization problem can be solved by other similar methods, such as the off-grid sparse Bayesian inference (OG-SBI) algorithm. However, the size of computation for (18) is about \( O(LK \times 3PQ) \), which is larger than the resolution requirement.
B. OFF-GRID TARGETS IMAGING ALGORITHM BASED ON JOINT 2D-MODEL

Approximating the $A(\hat{\phi})$ and $B(\hat{R})$ by the first-order Tylo expansion around the predefined grids $r$ and $\varphi$, respectively, it yields

$$\hat{S} = \left[ A(\hat{\phi}) + \frac{\partial A(\hat{\phi})}{\partial \hat{\phi}} \Delta \hat{\phi} \right] \Omega \left[ B(\hat{R}) + \frac{\partial B(\hat{R})}{\partial \hat{R}} \Delta \hat{R} \right]$$  \hspace{1cm} (19)

where $\frac{\partial A(\hat{\phi})}{\partial \hat{\phi}} = \left[ \frac{\partial A(\hat{\phi})}{\varphi_1} \ldots \frac{\partial A(\hat{\phi})}{\varphi_q} \right]$, $\frac{\partial B(\hat{R})}{\partial \hat{R}} = \left[ \frac{\partial B(\hat{R})}{r_1} \ldots \right]$, $\Delta \hat{X} = \text{diag}(\hat{\phi} - \Phi)$, $\Delta \hat{Y} = \text{diag}(\hat{R} - R)$. We can get the following joint matrix model $\hat{S}$

$$\hat{S} = \left[ A(\phi) \cdot \frac{\partial A(\hat{\phi})}{\partial \hat{\phi}} \right] \Omega \left[ \Omega \frac{\partial B(\hat{R})}{\partial \hat{R}} \right] = \Omega \left[ \Omega \frac{\partial B(\hat{R})}{\partial \hat{R}} \right] = \Psi_\varphi \hat{\Omega} \Psi_r$$

$$\hat{S} = \hat{\Psi}_\varphi \hat{\Omega} \hat{\Psi}_r$$  \hspace{1cm} (20)

where $\Psi_\varphi$ and $\Psi_r$ denote the corrected sparse basis matrices in the azimuth and range direction, respectively. The structure of (20) is coincidence with the two-dimensional CS expression, which convert the 1-D vector form in (17) into 2-D matrix form. If we get $\hat{\Omega}$ from (20), the off-grid error in EM vortex imaging can be corrected by the matrix $\Omega$, $\Delta R$ and $\Delta \Phi$. Then, the sparse sampling signal $\hat{S}$ can be expressed as

$$\hat{S} = \hat{\Psi}_\varphi \hat{\Omega} \hat{\Psi}_r$$  \hspace{1cm} (22)

Since $L < Q$ and $K < P$, the sparse recovery problem in (22) is underdetermined. Considering the presence of noise, the sparse matrix $\hat{\Omega}$ can be recovered by minimizing the $l_0$-norm of $\hat{\Omega}$.

$$\min_{\hat{\Omega}} \| \hat{\Omega} \|_0 \text{ s.t. } \| \hat{S} - \hat{\Phi}_\varphi \hat{\Omega} \hat{\Psi}_r \|_2 < \varepsilon$$  \hspace{1cm} (23)

where $\| \cdot \|_2$ denotes the 2-parametric form of the matrix, and $\varepsilon$ is related to the noise variance. Moreover, the novel sparse reconstruction model for off-grid targets, which should be proposed to directly work on the 2-D sparse matrix. The two-dimensional iterative adaptive approach (2DIAA) which directly solves 2D sparse signal models is chosen to enhance the computational efficiency. Here is the brief introduction of the 2DIAA and more details are shown in [16]. IAA is a nonparametric estimation method based on weighted least squares, the 2-D IAA is carried to solve 2-D sparse signals.

### TABLE 1. Algorithm: OGIAA for vortex radar imaging.

| Input: echo signal $\hat{S}_0$; measurement matrices $\Psi_\varphi$ and $\Psi_r$. |
| Output: corrected reflection coefficient matrix $\Omega$, gridding errors in $r$-direction $\Delta R$ and gridding errors in $\varphi$-direction $\Delta \Phi$. |

**Step 1: Pulse Compression**

1) Dechirping: $S_r = S \ast S_{ref}^r$;

2) Divide imaging area into grids;

**Step 2: 2-D off-grid compensation via 2-D IAA**

**Initialization:**

$$U_0 = 0, \beta_0 = 0, R_0 = S_r, P_0 = 0, \rho_0 = \| R_0 \|_F, r = \text{vec}(R)$$

For $t = 1, 2, ..., T; j = 1, 2, ..., J$;

$$P_{j+1} = R_j + \beta_j P_j$$

$$W_j = \Psi_r (\Sigma \ast (\Psi_\varphi \hat{U}_{j+1} \Psi_r)) \Psi_r$$

where the components of $\Sigma$ are given by

$$\Sigma = [\hat{\Omega} \gamma^T, i = 1, ..., 2P, \alpha_j = \rho_j / (\Sigma \ast (\Psi_\varphi \hat{U}_{j+1} \Psi_r))) \Psi_r$$

$$U_{j+1} = U_j + \alpha_j P_{j+1}, R_{j+1} = R_{j+1} - \alpha_j W_j$$

$$\rho_{j+1} = \| R_{j+1} \|_F$$

Stop until after several iterations or until $\sqrt{\rho_{j+1}} < \varepsilon \| \hat{S} \|_F$

**Result** $U = U_{j+1}$

$$\hat{\Omega}(\rho_{j+1}) = \Sigma \ast (\Psi_\varphi \hat{U}_{j+1} \Psi_r)$

**End**

Now we got the off-grid 2D-IAA(OG-IAA) for EM vortex imaging which is shown in TABLE 1. Through the above analysis, the entire algorithm flow chart is shown in FIGURE 2.

**C. COMPLEXITY ANALYSIS AND SNR**

This section begins with a brief analysis of the computational complexity of the algorithm. Vectorization processing method in (17) and the sparse reconstruction problem scale based on joint 2D IAA proposed are analyzed separately as follows. It is clear that the size of (22) including $H_0 \in C^{KL \times 3PQ}$ and $\alpha_0 \in C^{3PQ}$ with $(KL+1)PQ$ elements is much larger than the size of (39) including $\Psi_\varphi, \Psi_r \in C^{L \times 2Q},$
Ψ_r ∈ C^{2P×K} and Ô ∈ C^{2P×2Q} with 2LQ + 2PK + 4PQ elements. Therefore, the 2-D matrix signal model can save a lot of computing memory, compared with the conventional 1-D vector signal model.

IV. EXPERIMENTS
To validate the method proposed, a series of simulate experiments are carried out to demonstrate the effectiveness of the proposed algorithms. The key parameters of the experimental setup are listed in TABLE 2.

A. 2D IMAGING PERFORMANCE
In the process of sparse reconstruction as we mentioned earlier, the imaging area needs to be divided into discrete grids. Theoretically, the finer the grid size is divided, the higher the imaging resolution that may be obtained. But the grid cannot be set to infinity due to the limitation of calculation volume. We design that the imaging area is 20m × 80° which is divided into 41 × 41 imaging cells. In the first experiment, 4 scatter points on grid is set as targets in imaging area to compare the performance of different methods. The point target embraces 4 scatterers which are located on (700m, 54°, 30°), (700m, 54°, 60°), (705m, 54°, 30°), (705m, 54°, 60°) respectively. Here we show the results of target reconstruction based on OG-2DIAA method target under ideal conditions and compare them with fast Fourier transform (FFT) method, orthogonal matching pursuit (OMP), and off-grid variational sparse Bayesian inference (OGVSBI) method [14] in FIGURE 3. From FIGURE 3.(b), The FFT method is to directly do FFT transform in the distance direction and azimuth direction of the radar imaging respectively to get the image, OMP is a greedy algorithm for signal recovery from random measurements. we can see the FFT imaging method does not successfully reconstruct the correct position of the target points. According to FIGURE 3.(c)-(e), the imaging results of OMP, OGVSBI and OG-2DIAA successfully demonstrate location of the target points. It is obviously that the OG-2DIAA has a higher resolution than FFT method, and it is slightly better than OMP.

Next, we test the effectiveness of method proposed in a noisy environment. The noise is white Gaussian noise and the SNR is 13dB.

| Paramenets in the simulations. |
|--------------------------------|
| Parameters                  | Value       |
| Topological charge α        | [-10,10]    |
| Number of scattering points N| 4           |
| Carrier Frequency f_c        | 10GHz       |
| Array radius a               | 0.10m       |
| Signal Bandwidth B           | 500MHz      |

Gaussian noise was added to each pulse to simulate the noise environment. The imaging results under different noise conditions are shown in FIGURE 4. It can be seen that the robustness of the proposed method in the presence of noise is significantly stronger than FFT method and OMP. Both OG-VSBI method and OG-2DIAA can accurately reconstruct targets in the presence of noise.

FIGURE 3. Imaging results under ideal circumstances. (a) real ground location. (b) FFT. (c) OMP. (d) OG-VSBI. (e) OG-2DIAA.

FIGURE 4. Imaging results with SNR = 13dB. (a) FFT. (b) OMP (c) OG-VSBI (d) OG-2DIAA.
B. EXPERIMENT FOR OFF-GRID TARGETS

In practical environments, there are more than one off-grid target in imaging area. In the first experiment, we assume that there are 4 off-grid points targets to compare the reconstruction performance of different methods. The locations of 4 targets are shown in FIGURE 5. As is seen form FIGURE 5, the range direction and azimuth direction of reconstruction results are shown when SNR is 25dB and 5dB, respectively. As is shown in FIGURE 6(a) and (b), when SNR is 25 dB, the proposed method and OGVSBI can reconstruct 4 points targets accurately, while OMP and 2DIAA still suffers from off-grid targets and cannot reconstruct all point targets. When SNR is 5dB as shown in FIGURE 6(c) and (d), side lobe jamming occurs in all methods and resulting in inaccurate reconstruction. But it is apparently that the imaging results of OMP and 2DIAA are worse than OGVSBI method and proposed method due to the influence of off-grid targets. Moreover, the mean square error (MSE) of the target location estimation through 200 Monte Carlo trials is shown in FIGURE 6 to do de-quantitative comparison of performance at different SNRs. it can be seen that the MSE of all the methods is relatively high in the low SNR condition. With increasing SNR, all methods’ error decrease, while the OGSBI method and the proposed method have a better performance than OMP and 2DIAA, which still suffers from off-grid effect. Moreover, when SNR is 10dB, the reconstruction performance of proposed method is better than OGVSBI. In addition, the reconstruction performance of all methods in different off-grid conditions is also analyzed. In FIGURE 7(a) and(b), 10% and 50% random deviation are added in both range direction and azimuth direction of point targets, respectively. It is seen that the higher the ratio of off-grid targets, the worse the reconstruction performance. In general, the proposed method is significantly better than OMP and 2DIAA, and slightly better than OGVSBI when the SNR is low, both in the high or low ratio of off-grid targets conditions.

To compare the computational complexity of the methods, we review the range sampling number $K$ and the azimuth sampling number $L$, the number of grids of imaging area is $P$ and $Q$ in range-direction and azimuth-direction respectively.

FIGURE 5. Off-grid targets in real ground location.

FIGURE 6. Range direction and azimuth direction of reconstruction result when SNR is 25dB and 5dB, respectively. (a) Range direction with SNR is 25dB. (b) Azimuth direction with SNR is 25dB. (c) Range direction with SNR is 5dB. (d) Azimuth direction with SNR is 5dB.
And the point number of target is $M$. The computational size of OMP is about $O(KL \times PQ \times M)$, while the computational size of OG-VSBI is about $O((KL)^2 \times 3PQ)$ in one iteration. For 2DIAA and OG-2DIAA, the computational size is about $O((K + L) \times PQ)$ and $O((K + L) \times 3PQ)$ in one iteration, respectively. In above simulation experiments, the running time of the algorithm imaging for OMP, 2DIAA, OG-VSBI and OG-2DIAA is about $32.2452s$, $18.1425s$, $210.2693s$ and $35.2357s$, respectively.

![FIGURE 7. Reconstruction performance for 10% off-grid scatters and 40% off-grid scatters by MSE versus SNR. (a) 10% off-grid error of scatters. (b) 40% off-grid error of scatters.](image)

**V. CONCLUSION**

In this paper, a novel imaging method for off-grid targets in vortex EM wave is proposed. Through the direct 2D matrix error correction instead of vectorization of matrices, we establish a two-dimensional sparse matrix reconstruction model for off-grid targets. Compared with the available imaging methods, our approach is proven to be more effective and accurate with less amount of computation through numerical simulations. Furthermore, the proposed method has a better performance in lower SNR and worse off-grid ratio.
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