Update on the Halo-Independent Comparison of Direct Dark Matter Detection Data
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Abstract

We briefly review the halo-independent formalism, that allows to compare data from different direct dark matter detection experiments without making assumptions on the properties of the dark matter halo. We apply this method to spin-independent WIMP-nuclei interactions, for both isospin-conserving and isospin-violating couplings, updating the existing analyses with the addition of the SuperCDMS bound. We point out that this method can be applied to any type of WIMP interaction.
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1. Introduction

At present, four direct dark matter (DM) search experiments (DAMA \cite{1}, CoGeNT \cite{2, 3, 4, 5, 6}, CRESST-II \cite{7}, and CDMS-II-Si \cite{8}) have data that may be interpreted as signals from DM particles in the light WIMPs (for weakly interacting massive particles) range. DAMA \cite{1} and CoGeNT \cite{3, 5, 6} report annual modulations in their event rates, compatible with those expected for a DM signal \cite{9, 10}. CoGeNT \cite{2, 4, 5, 6}, CRESST-II \cite{7}, and CDMS-II-Si \cite{8}, observe an excess of events above their expected backgrounds, that may be interpreted as due to DM WIMPs.

However, other experiments do not observe significant excesses above their estimated background, thus setting upper limits on the interaction of WIMPs with nuclei. The most stringent limits on the average (unmodulated) rate for light WIMPs are set by the LUX \cite{11}, XENON10 \cite{12}, XENON100 \cite{13}, CDMS-II-Ge \cite{14}, CDMSlite \cite{15} and SuperCDMS \cite{16} experiments, with the addition of SIMPLE \cite{17}, PICASSO \cite{18} and COUPP \cite{19} for spin-dependent and isospin-violating interactions. CDMS-II-Ge \cite{20} also constrains directly the amplitude of an annually modulated signal.

In order to compare a model for WIMPs with data from direct DM detection experiments, one needs to assume a value for the DM local density and velocity distribution in our galaxy. The Standard Halo Model (SHM) is usually assumed for the DM halo, corresponding to a truncated Maxwell-Boltzmann distribution for the DM velocity (see e.g. \cite{21}). However, the parameters of this model are not known to great accuracy.
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and the model itself is not supported by data. Actually, quantitatively different velocity distributions are obtained from numerical simulations (see e.g. [22]). Various models and parametrizations for the DM velocity distribution in our galaxy have been proposed as alternatives to the SHM, either derived from astrophysical data or from N-body simulations (see e.g. [10] and references therein). Other authors have attempted to estimate the uncertainty in the determination of the properties of the DM halo, and to quantify its effects on the interpretation of DM direct detection data (see e.g. [23, 24, 25, 26, 27]). Another approach is that of marginalizing over the parameters of the DM halo when computing bounds and allowed regions from the experimental data (see e.g. [28]). However, all these procedures maintain a certain degree of model dependence, e.g. in the choice of the functional form of the parametrization of the halo. It is very important to notice here that the high velocity tail of the DM velocity distribution plays a crucial role in determining the number of DM particles that are above threshold for a given experiment, and therefore a way to analyze the data without the need to make any assumption on its shape is highly desirable.

The problem of comparing results from different direct detection experiments can indeed be formulated without the need to assume a velocity profile for the DM [29, 30, 31, 32, 33, 34, 35, 36, 37, 38] (see also [39, 40, 41]). The basic idea is to factor out from the formulas used to compute the scattering rate, all the astrophysical quantities such as the DM velocity distribution function. In this way the rate can be computed, for any model of particle interactions between the DM and the nuclei in the detector, with no need to assume a velocity profile for the DM, while rather allowing to use the experimental data to constrain the unknown quantities. Such a “halo-independent” analysis is particularly useful to investigate the compatibility of the different experimental results in the light WIMP hypothesis, for which the details of the DM velocity distribution, especially at high velocities, are notably relevant.

Here we summarize the results presented in [33, 35] for spin-independent (SI) interactions with both isospin-conserving and isospin-violating [42, 43] couplings, and update them with the addition of the SuperCDMS [16] results. For the data analysis we follow [36], except for the CoGeNT 2014 halo-independent analysis for which we follow [35]. The halo-independent method can be applied to any kind of WIMP-nucleus interaction [34], e.g. WIMPs with a magnetic dipole or an anapole moment [34, 36].

2. Scattering rate for spin-independent interaction

What is observed at direct DM detection experiments is the WIMP-nucleus differential scattering rate, usually measured in units of counts/kg/day/keV. For a target nuclide $T$ initially at rest, recoiling with energy $E_R$ after the scattering with a WIMP with mass $m$ and initial velocity $v$, the differential rate is

$$\frac{dR_T}{dE_R} = \frac{\rho}{m m_T} \int_{v \geq v_{\text{min}}(E_R)} d^3v \frac{f(v, t)}{v} \frac{d\sigma_f}{dE_R}(E_R, v).$$

Here $m_T$ is the target nuclide mass and $C_T$ is its mass fraction in the detector, and we denoted with $v = |v|$ the WIMP speed. $d\sigma_f/dE_R$ is the differential scattering cross section. The dependence of the rate on the local characteristics of the DM halo is contained in the local DM density $\rho$ and the DM velocity distribution in Earth’s rest frame $f(v, t)$, which is modulated in time due to Earth’s rotation around the Sun [9, 10]. The distribution $f(v, t)$ is normalized to $\int d^3v f(v, t) = 1$. In the velocity integral, $v_{\text{min}}(E_R)$ is the minimum speed required for the incoming DM particle to cause a nuclear recoil with energy $E_R$. For an elastic collision

$$v_{\text{min}} = \sqrt{\frac{m_T E_R}{2\mu_T^2}},$$

where $\mu_T = m m_T/(m + m_T)$ is the WIMP-nucleus reduced mass.

To properly reproduce the recoil rate measured by experiments, we need to take into account the characteristics of the detector. Most experiments do not measure the recoil energy directly but rather a detected energy $E'$, often quoted in keVee (keV electron-equivalent) or in photoelectrons. The uncertainties and fluctuations in the detected energy corresponding to a particular recoil energy are expressed in a (target nuclide and detector dependent) resolution function $G_T(E_R, E')$, that gives the probability that a recoil energy $E_R$
(usually quoted in keVnr for nuclear recoils) is measured as \( E' \). The resolution function incorporates the mean value \( \langle E' \rangle = Q_f E_R \), which depends on the energy dependent quenching factor \( Q_f(E_R) \), and the energy resolution \( \sigma_{E_R}(E') \). Moreover, experiments have one or more counting efficiencies or cut acceptances, denoted here as \( \epsilon_1(E') \) and \( \epsilon_2(E_R) \), which also affect the measured rate. Thus the nuclear recoil rate in eq. (1) must be convolved with the function \( \epsilon_1(E')\epsilon_2(E_R)G_T(E_R, E') \). The resulting rate within a detected energy interval \([E'_1, E'_2]\) follows as

\[
R_{[E'_1, E'_2]}(t) = \frac{\rho}{m} \sum_{T} \frac{C_T}{m_T} \int_0^{\infty} dE_R \int_{v_{\text{max}}(E_R)}^{\infty} d^3v f(v, t) v \frac{d\sigma_T}{dE_R}(E_R, v) \epsilon_2(E_R) \int_{E'_1}^{E'_2} dE' \epsilon_1(E')G_T(E_R, E'). \tag{3}
\]

The time dependence of the rate is generally well approximated by the first terms of a harmonic series,

\[
R_{[E'_1, E'_2]}(t) = R_{[E'_1, E'_2]}^0 + R_{[E'_1, E'_2]}^1 \cos[\omega (t - t_0)], \tag{4}
\]

where \( t_0 \) is the time of the maximum of the signal and \( \omega = 2\pi/\text{yr} \). The coefficients \( R_{[E'_1, E'_2]}^0 \) and \( R_{[E'_1, E'_2]}^1 \) are, respectively, the unmodulated and modulated components of the rate in the energy interval \([E'_1, E'_2]\).

The differential cross section for the usual SI interaction is

\[
\frac{d\sigma_T}{dE_R} = \sigma_{SI}(E_R) \frac{m_T}{2\mu_{f}^2 v^2}; \quad \text{with} \quad \sigma_{SI}(E_R) = \frac{\mu_{f}^2}{\mu_{p}^2} (Z_T + A_T - Z_T) f_n f_p \frac{3}{2} F_{SI}^2(E_R). \tag{5}
\]

Here \( Z_T \) and \( A_T \) are respectively the atomic and mass number of the target nuclide \( T \), \( F_{SI}(E_R) \) is the nuclear spin-independent form factor (which we take to be the Helm form factor [44] normalized to \( F_{SI}(0) = 1 \)), \( f_n \) and \( f_p \) are the effective WIMP couplings to neutron and proton, and \( \mu_p \) is the WIMP-proton reduced mass. The WIMP-proton cross section \( \sigma_p \) is the parameter customarily chosen to be constrained together with the WIMP mass \( m \) for SI interactions, as it does not depend on the detector and thus bounds and allowed regions from different experiments can be compared on the same plot.

The isospin-conserving coupling \( f_n = f_p \) is usually assumed by the experimental collaborations. The isospin-violating coupling \( f_n/f_p = -0.7 \) [42, 43] produces the maximum cancellation in the expression inside the square bracket in eq. (5) for xenon, thus highly suppressing the interaction cross section. This suppression is phenomenologically interesting because it weakens considerably the bounds from xenon-based detectors such as XENON and LUX which provide some of the most restrictive bounds.

In the SHM assumption, the DM velocity distribution in the galactic reference frame is a truncated Maxwell-Boltzmann [21],

\[
f_G(u) = \frac{e^{-u^2/2}}{(v_0 \sqrt{2\pi})^3 N_{\text{esc}}} \Theta(v_{\text{esc}} - |u|), \tag{6}
\]

with \( N_{\text{esc}} \) a constant so that \( f_G \) is normalized to 1. The distribution can be boosted to Earth’s reference frame with the Galilean transformation \( f(v, t) = f_G(u = v + v_E(t)) \), where \( v \) is the velocity of the WIMP with respect to Earth and \( v_E \) is the velocity of Earth with respect to the galaxy, whose average value is \( v_0 \). We use \( |v_0| = 232 \text{ km/s} \) [21], \( v_0 = 220 \text{ km/s} \), and \( v_{\text{esc}} = 544 \text{ km/s} \) [45] (see e.g. [35] for a discussion of the uncertainty on these parameters and its effect on the interpretation of the data). For the local DM density we use \( \rho = 0.3 \text{ GeV}/c^2/\text{cm}^3 \).

Fig. 1 shows the SHM bounds and allowed regions in the \( m-\sigma_p \) plane for both isospin-conserving (left panel) and isospin-violating interactions (right panel). We obtained the 90% CL CDMS-II-Ge, CDMS-II-Si, CDMSlite, SuperCDMS, XENON10, XENON100 and LUX upper limits using the Maximum Gap Method [46]. The SIMPLE bound is derived as the 90% CL Poisson limit and the CoGeNT 2011-2012 unmodulated rate bound is the 90% CL limit (in a raster scan). For isospin-conserving couplings all of the regions allowed by DAMA, CoGeNT, CRESST-II and CDMS-II-Si are entirely ruled out by the limits imposed by the null experiments, and for isospin-violating couplings only part of the CDMS-II-Si 90% CL allowed region is compatible with all the bounds.
3. Halo-independent analysis

Using the differential cross section in eq. (5), and changing integration variable from \( E_R \) to \( v_{\min} \) through eq. (2), we can rewrite the rate (3) as

\[
\mathcal{R}_{(E',E)}^{SI}(v_{\min}) = \int_0^\infty dv_{\min} \tilde{\eta}(v_{\min}, t) \mathcal{R}_{(E',E)}^{SI}(v_{\min}),
\]

where the velocity integral \( \tilde{\eta} \) is

\[
\tilde{\eta}(v_{\min}, t) = \frac{\rho \sigma_p}{m} \int_{v_{\geq v_{\min}}} \frac{d^3v}{v} \frac{f(v, t)}{v} \equiv \int_{v_{\geq v_{\min}}} \frac{d^3v}{v} \tilde{f}(v, t),
\]

and we defined the response function \( \mathcal{R}_{(E',E)}^{SI}(v_{\min}) \) for WIMPs with SI interactions as

\[
\mathcal{R}_{(E',E)}^{SI}(v_{\min}) \equiv 2v_{\min} \sum_T \frac{C_T}{m_T} \frac{\sigma_T^{SI}(E_R(v_{\min}))}{\sigma_p} 
\epsilon_T(E_R(v_{\min})) \int_{E_1}^{E_2} dE' \epsilon_T(E') G_T(E_R(v_{\min}), E').
\]

The velocity integral \( \tilde{\eta}(v_{\min}, t) \) has an annual modulation due to Earth’s rotation around the Sun, and can be separated into its unmodulated and modulated components as was done for the rate in eq. (4),

\[
\tilde{\eta}(v_{\min}, t) \approx \tilde{\eta}^0(v_{\min}) + \tilde{\eta}^1(v_{\min}) \cos[\omega(t-t_0)].
\]

Once the WIMP mass and interactions are fixed, the functions \( \tilde{\eta}^0(v_{\min}) \) and \( \tilde{\eta}^1(v_{\min}) \) are detector-independent quantities that must be common to all experiments. Thus we can map the rate measurements and bounds of different experiments into measurements of and bounds on \( \tilde{\eta}^0(v_{\min}) \) and \( \tilde{\eta}^1(v_{\min}) \) as functions of \( v_{\min} \).
For experiments with putative DM signals, in light of eq. (7) we may interpret the measured rates $\hat{R}_{i[E_i,E_j]}^p = \Delta R_{i[E_i,E_j]}^p$ in an energy interval $[E_i', E_j']$ as averages of the $\hat{\eta}(v_{\text{min}})$ functions weighted by the response function $\hat{R}_{i[E_i,E_j]}^\text{SI}(v_{\text{min}})$:

$$\hat{\eta}_{[E_i', E_j']}(v_{\text{min}}) \equiv \int dv_{\text{min}} \hat{R}_{i[E_i,E_j]}^\text{SI}(v_{\text{min}}),$$

with $i = 0, 1$ for the unmodulated and modulated component, respectively. Each such average corresponds to a point with error bars in the $(v_{\text{min}}, \hat{\eta})$ plane. The vertical bars are given by $\hat{\eta}^\text{min}_{i[E_i,E_j]}$ computed by replacing $\hat{R}_{i[E_i,E_j]}^i$ with $\Delta R_{i[E_i,E_j]}^i$ in eq. (11). The $\Delta R$ used here correspond to the 68% confidence interval. The horizontal bar shows the $v_{\text{min}}$ interval where the response function $\hat{R}_{i[E_i,E_j]}^\text{SI}(v_{\text{min}})$ for the given experiment is sufficiently different from zero. Following [30, 31, 33, 35] the horizontal bar may be chosen to extend over the interval $[v_{\text{min},1}, v_{\text{min},2}] = [v_{\text{min}}(E_i' - \sigma_{E_i}(E_i')), v_{\text{min}}(E_j' + \sigma_{E_j}(E_j'))]$, where $\sigma_{E_i}(E_i)$ is the energy resolution and the function $v_{\text{min}}(E')$ is obtained from $v_{\text{min}}(E_R)$ in eq. (2) by using the recoil energy $E_R$ that produces the mean $(E')$ which is equal to the measured energy $E'$. When isotopes of the same element are present, like for Xe or Ge, the $v_{\text{min}}$ intervals of the different isotopes almost completely overlap, and we take $v_{\text{min},1}$ and $v_{\text{min},2}$ to be the $C_R$-weighted averages over the isotopes of the element. When there are nuclides belonging to very different elements, like Ca and O in CRESST-II, a more complicated procedure should be followed (see [30, 31] for details).

To determine the upper bounds on the unmodulated part of $\hat{\eta}$, a procedure first outlined in [29, 30] may be used. This procedure exploits the fact that, by definition, $\hat{\eta}^0$ is a non-increasing function of $v_{\text{min}}$. For this reason, the smallest possible $\hat{\eta}^0(v_{\text{min}})$ function passing by a fixed point $(v_0, \hat{\eta}_0)$ in the $(v_{\text{min}}, \hat{\eta})$ plane is the downward step-function $\hat{\eta}^0(v_0) = \hat{\eta}(v_{\text{min}}) - v_{\text{min}}(v_0)$. In other words, among the functions passing by the point $(v_0, \hat{\eta}_0)$, the downward step is the function yielding the minimum predicted number of events. Imposing this functional form in eq. (7) we obtain

$$R_{i[E_i,E_j]}^p(v_{\text{min}}) = \hat{\eta}_0 \int_0^{v_{\text{min}}} dv_{\text{min}} \hat{R}_{i[E_i,E_j]}^\text{SI}(v_{\text{min}}).$$

The upper bound $R_{i[E_i,E_j]}^{\text{lim}}$ on the unmodulated rate in an interval $[E_i', E_j']$ is translated into an upper bound $\hat{\eta}^{\text{lim}}(v_{\text{min}})$ on $\hat{\eta}^0(v_0)$ at $v_0$ by

$$\hat{\eta}^{\text{lim}}(v_0) = \frac{R_{i[E_i,E_j]}^{\text{lim}}}{\int_0^{v_{\text{min}}} dv_{\text{min}} \hat{R}_{i[E_i,E_j]}^\text{SI}(v_{\text{min}})}.$$

The upper bound so obtained is conservative in the sense that any $\hat{\eta}^0$ function extending even partially above $\hat{\eta}^{\text{lim}}$ is excluded, but not every $\hat{\eta}^0$ function lying everywhere below $\hat{\eta}^{\text{lim}}$ is allowed [30].

The procedure just described does not assume any particular property of the DM halo. By making some assumptions, more stringent limits on the modulated part $\hat{\eta}^i$ can be derived from the limits on the unmodulated part of the rate (see [30, 39, 40, 41]), but we choose to proceed without making any assumption on the DM halo.

Figs. 2 and 3 collect the results of the halo-independent analysis for a WIMP mass $m = 7$ GeV/c$^2$ and $m = 9$ GeV/c$^2$, respectively. In each figure, to avoid cluttering, we separate the material as follows: the top row shows measurements and bounds on $\hat{\eta}^i c^2$; the middle row shows measurements of and the CDMS-II-Ge limit on $\hat{\eta}^i c^2$, plus the same bounds on $\hat{\eta}^i c^2$ of the top row; and the bottom row shows all measurements and bounds together. The left and right columns correspond to isospin-conserving ($f_+ = f_-$) and isospin-violating ($f_+ / f_- = -0.7$) interactions, respectively. The crosses show the DAMA modulation signal (green crosses), and the CRESST-II and CDMS-II-Si unmodulated signals (black and red crosses, respectively). For CoGeNT, the blue and dark red crosses (with very small vertical error bars) show the modulated signal and unmodulated signal (plus an unknown flat background), respectively; the solid crosses are for the 2014 data set (we indicate with thin lines the modulus of the negative part of each cross), while the dashed crosses are for the 2011-2012 data set alone. The CDMS-II-Ge modulation bound is shown as a dark grey horizontal.
Fig. 2. Measurements of and bounds on $\tilde{\eta}^0 c^2$ for $m = 7$ GeV/c$^2$. The left and right columns are for isospin-conserving and isospin-violating interactions, respectively. The top, middle and bottom rows show measurements and bounds for the unmodulated component $\tilde{\eta}^0 c^2$, for the modulated component $\tilde{\eta}^1 c^2$, and for both together, respectively. The middle row also shows the upper bounds on $\tilde{\eta}^1 c^2$ from the plots on the top row. The dashed gray lines in the top left panel show the SHM $\tilde{\eta}^0 c^2$ (upper line) and $\tilde{\eta}^1 c^2$ (lower line) for $\sigma_p = 1 \times 10^{-40} \text{cm}^2$, which provides a good fit to the CDMS-II-Si data.
Fig. 3. Same as fig. 2, but for a DM mass $m = 9 \text{GeV}$ $c^2$. The dashed gray lines in the middle right panel show the expected $\eta c^2$ (upper line) and $\bar{\eta} c^2$ (lower line) for a WIMP-proton cross section $\sigma_p = 2 \times 10^{-38}$ cm$^2$ in the SHM, which gives a good fit to the DAMA modulation data.
line with downward arrow. As in the SHM analysis presented in fig. 1, only sodium is considered for DAMA (with quenching factor $Q_{\text{Na}} = 0.3$), as for the DM masses considered here the WIMP scattering off iodine is supposed to be below threshold. For XENON10, limits produced by setting or not setting the electron yield $Q_e$ to zero below 1.4 keVnr (as in [12]) are obtained (solid and dashed orange line, respectively). For LUX, upper bounds considering 0, 1, 3 and 5 observed events are computed [35], corresponding (from bottom to top) to the magenta lines with different dashing styles.

The overlapping of the green and dashed blue crosses in figs. 2 and 3 seems to indicate that the DAMA and CoGeNT 2011-2012 modulation rates are compatible with each other; however, the solid blue CoGeNT 2014 crosses lie in general below the DAMA data and are in fact compatible with zero modulation at about 1σ [35]. Moreover, the three CDMS-II-Si points overlap or are below the CoGeNT and DAMA measurements of the modulated part of $\tilde{\eta}$. Thus, interpreted as a measurement of the unmodulated rate, the three CDMS-II-Si data points seem largely incompatible with the modulation of the signal observed by CoGeNT and DAMA, since a modulated signal is expected to be much smaller than the respective unmodulated component. For isospin-conserving interactions (left column of figs. 2 and 3), the experiments with a positive signal seem largely incompatible with the limits set by the other experiments, most notably by SuperCDMS and LUX. The compatibility of the DAMA, CoGeNT and CRESST-II data with the exclusion bounds improves slightly for isospin-violating couplings with $f_n/f_p = -0.7$, for which the XENON and LUX limits are weakened (right column of figs. 2 and 3). However, only the CDMS crosses fall partially below the exclusion lines.

4. Conclusions

We have reviewed the halo-independent method to compare data from direct DM detection experiments, following closely the treatment in [33, 34, 35, 36]. We applied the halo-independent analysis to SI interactions with both isospin-conserving and isospin-violating couplings, updating on previous results with the addition of the SuperCDMS limit. For both choices of the coupling the situation seems to be of disagreement between most of the experiments with positive signals (DAMA, CoGeNT, CRESST-II) and those with negative results (most notably SuperCDMS and LUX). The three CDMS-II-Si events seem however compatible with all the limits for DM with isospin-violating couplings. DAMA and CoGeNT 2011-2012 modulation rates seem to agree with each other, but they appear to be incompatible with the CDMS-II-Si events when these are interpreted as measurements of the unmodulated rate. The CoGeNT 2014 modulation rates are instead compatible with zero at the 1σ level.

The halo-independent analysis is a promising framework to compare different direct detection experiments without making assumptions on the DM halo. This feature is highly desirable given the crucial role played by the DM velocity distribution in the galaxy in determining the total scattering rate at direct detection experiments. This analysis allows to directly compare the recoil spectra measured by different experiments in $v_{\text{min}}$ space, together with bounds from null experiments. These spectra indicate the integrated DM velocity distribution $\tilde{\eta}$ favored by the experiments, as a function of $v_{\text{min}}$ (see eq. (8)).

At present this framework, which can be used for any WIMP-nucleus interaction [34, 36], presents some drawbacks which could be addressed and improved in future work (e.g. see the recent attempts in [37, 38]). For instance, the relation between the $\tilde{\eta}$ function that one wants to fit and the observed rates is an integral equation, eq. (7). So far we only computed the weighted average of $\tilde{\eta}(v_{\text{min}}, t)$ in a $v_{\text{min}}$ interval, eq. (11), and in general this is a poor representation of the $\tilde{\eta}$ function within this interval. Secondly, the degree of agreement or disagreement between two data sets can not be statistically quantified in the current halo-independent analysis. Finally, although by making some (mild) assumptions, more stringent limits on the modulated part of the rate $\tilde{\eta}^1$ can be derived from the limits on the unmodulated part $\tilde{\eta}^0$ [30, 39, 40, 41], with no additional assumptions we can only use the most general inequality $\tilde{\eta}^0 > \tilde{\eta}^1$.
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