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Abstract—Research on post-quantum cryptography aims to solve the problematic of modern public-key cryptography being broken by attacks coming from quantum computers in the future and, moreover, by using classical electronics. This task is so critical that the National Institute of Standards and Technology (NIST) is in the final process of standardizing post-quantum schemes for the future protection of embedded applications. Though there are some research work done on embedded systems, it is important to study the impact of these proposals in realistic environments for the Internet of Things (IoT), where the limited computational resources and the strict requirements for power consumption can become incompatible with the usage of cryptographic schemes. In this work, the performance of one of the finalists of the standardization process called NTRU is studied and implemented in a custom wireless sensor node designed for applications in the extreme edge of the IoT. The cryptosystem is implemented and evaluated within the processes of the Contiki-NG operating system. Furthermore, additional experiments are performed to check if commonly integrated hardware peripherals for cryptography inside modern microcontrollers can be used to achieve better performance with NTRU, not only at the single node level but also at the network level, where the NTRU key encapsulation mechanism is tested in a real communication process. The results derived from these experiments show that NTRU is suitable for modern microcontrollers targeting wireless sensor networks design, while old devices present in popular platforms might not afford the cost of its implementation.

Index Terms—Contiki-NG, Internet of Things (IoT), NTRU, post-quantum cryptography.

I. INTRODUCTION

The Internet of Things (IoT) has become one of the most widespread technology around the world in the recent years. It presents powerful capabilities for acquiring data from an environment, analyzing it and taking decisions based on the results, being able to act and respond in real time if needed. The number and variety of systems built with this paradigm runs from simple domotics to complex monitoring of industrial facilities, being the second one the key of the popularity gained by IoT systems within this sector, promoting the Industrial IoT (IIoT) as one of the leading technologies of the Industry 4.0 [1].

Nevertheless, this growth has been accompanied by several security problems. First, the energy consumption requirements of the nodes located at the edge of IoT are very restrictive, especially when these devices are powered from batteries, proliferating the use of tiny microcontrollers with low computational resources. Though this might appear to be a minor problem, sometimes it is incompatible with the implementation of common cryptographic protocols, simplifying the access to the network for nonauthenticated attackers. And second, when the system is deployed along big areas, it may be easy to have physical access to some nodes, making it possible to manipulate the devices from external ports or perform other kinds of powerful techniques, such as fault injections or side-channel attacks. Therefore, one of the main disadvantages of IoT is the huge attack surface that it presents.

For example, a very known attack that caused one of the biggest impacts in the past was the distributed denial of service synchronized by the Mirai botnet [2]. This attack took advantage of the lack of security in thousands of IoT devices, and it was able to paralyze the Internet on many areas around the world. Another example regarding the problematic of easy physical access to the nodes is the work presented in [3], where the authors used power analysis in a commercial product to break the bootloader and the encryption key.

All these threats have been addressed in the past, and many solutions have been proposed to overcome this problem [4]. The new microcontrollers targeting IoT designs usually include dedicated peripherals that provide hardware acceleration for cryptographic algorithms, reducing their impact on time and energy consumption, in general, when compared to software implementations. Also, some companies are offering new products that allow to add security without changing the hardware of the main processing system. For example, the ATECC608B from Microchip [5], which serves as a hardware accelerator for advanced encryption standard (AES) ciphering and elliptic curve cryptography (ECC) authentication mechanisms and key exchange, also works as a trusted platform module (TPM), in which the secret keys can be stored securely and are protected against many hardware attacks.

However, recent advances in the construction of quantum computers have made security researchers to focus on protecting against quantum attacks. These are quantum algorithms that are able to solve efficiently some hard mathematical problems, that can be found in the foundations of modern
cryptographic schemes. The most popular algorithms of this kind are Grover’s search algorithm [6] and Shor’s factorization algorithm [7]. Grover’s algorithm is able to perform a brute force attack on symmetric ciphers, but it only gets a quadratic speed-up, thus, making it possible to maintain security levels by just doubling the size of the keys. However, Shor’s algorithm breaks completely schemes based on the factorization of large integers, such as RSA. In addition, Shor proved that factorization is equivalent to solving the discrete logarithm problem, breaking schemes such as ECC also.

This opened a new trend about post-quantum cryptography, i.e., public-key cryptosystems that resist quantum attacks without the need of using quantum resources by itself. The popularity of these schemes is such that, at the moment of writing this work, the National Institute of Standards and Technology (NIST) is on the third round of a contest for choosing new post-quantum algorithms as future standards.

Since public-key cryptography is also used in IoT, with a special preference for ECC due to its advantages on the size of the keys compared to RSA [8], future developments of this type of networks could benefit from these new post-quantum proposals. Nevertheless, the amount of computational and memory resources needed to run these algorithms is greater than the ones used by the classical schemes in many cases, and they could cause problems on tiny nodes either because of excessive execution times or because of memory usage, leading to a high energy consumption. Thus, it is important to study their behavior on IoT networks, analyze their impact, and propose modifications.

The NIST’s standardization process considers two subsets of algorithms, namely, public-key encryption/key-establishment algorithms and digital signature algorithms. Both categories are relevant to wireless sensor networks, since it is desirable to switch from an asymmetric scheme to a symmetric one for performance reasons, but it is also important to know whether a new node is trustworthy. This work addresses the problematic of the first subset, in particular, studying the overall performance of NTRU (Nth Degree Truncated Polynomial Ring Units). The other algorithms that lie in this subset are Classic McEliece [9], CRYSTALS-Kyber [10], and Saber [11]. At the first place, the choice of NTRU comes from the fact that it is a lattice-based cryptosystem, which are algorithms that present a good balance between speed and key length, in contrast with other schemes such as Classic McEliece, whose key sizes are too big for constrained devices. Additionally, the ciphertexts generated by NTRU are smaller compared to the ones generated by CRYSTALS-Kyber and Saber (also lattice-based cryptosystems), leading to lower energy consumptions on radio transmissions between nodes.

The objective is to perform the tests in a modern microcontroller designed for IoT nodes, and check the impact of implementing NTRU within an operating system designed for IoT devices, that is Contiki-NG [12]. Moreover, the idea is to retrieve real measurements of the energy consumed by this combination of the cryptographic scheme and the operating system. After this, additional experiments will test whether the features of modern microcontrollers for wireless sensor networks provide simple ways for improving the metrics and performance of the system, not only at the node level but also at the network level.

The main contributions of this work are as follows.

1) Test the overall performance of NTRU in a real custom IoT node for different optimization targets during compilation time.

2) Provide real measurements of the energy consumed when running different parts of the cryptographic scheme.

3) Check the usability of NTRU within Contiki-NG processes, that is one of the most spread operating systems for IoT devices.

4) Improve the performance of NTRU by using existing hardware peripherals in modern microcontrollers for IoT.

5) Test the impact of NTRU at the network level in solving the symmetric key distribution problem.

The results derived from the experiments presented in this work allow to see whether NTRU is suitable for securing the extreme edge or not. In particular, NTRU easily fits inside the IoT nodes used along these experiments, but the amount of RAM and program memory consumed could be unaffordable for many of the most popular platforms used in wireless sensor networks designs. For example, tiny platforms such as the Sky mote, which is shipped with an MSP430F1611 microcontroller [13] whose memory sizes are 48-kB of flash memory and 10-kB of RAM, could not implement this combination of NTRU and Contiki-NG without making further optimizations or adding extra hardware.

The remainder of this article is divided into the following parts: Section II presents related works made in similar research lines, Section III explains how NTRU was integrated into the workflow of Contiki-NG and shows performance results of different operations, Section IV provides additional tests taking advantage of peripherals included in the used microcontroller, and Section V shows experimental results of network-level impact during key distribution with NTRU. Finally, a discussion of the obtained results and the suitability of NTRU for IoT is provided, together with a conclusion of the work.

II. RELATED WORK

Public-key post-quantum alternatives have been under test in many different platforms in the last years, specially the ones that participated, or are still participating, in the NIST call for standardization.

Focusing on the NTRU cryptosystem and IoT-like devices, there are many works in which an older version of the scheme, NTRUEncrypt, is tested or optimized. For example, in [14] NTRUEncrypt is implemented with four different security levels in the ARM Cortex-M0, a low-power CPU that is likely to be used in modern nodes. In [15], it is also evaluated for common microcontrollers from the ATmega family.

State-of-the-art studies are focused on the updated variants of NTRU. Regarding embedded systems, one of the most relevant works is [16], where multiple benchmarks of post-quantum schemes, including NTRU variants, are performed on the ARM Cortex-M4, which is more powerful than ARM
Cortex-M0 but keeps enough low-power features to make it suitable for IoT nodes.

There are also optimizations and evaluations for high-performance CPUs. In [17] the three NIST finalists for PKE and KEM are evaluated on the ARMv8 architecture, improving the performance by using its single instruction multiple data (SIMD) capabilities. However, these high-performance architectures are not usually found on resource-constrained devices, and they are out of the scope of this work.

Regarding performance not only on single devices but on a more general implementation of an IoT communication network, works, such as [18] and [19] provide a comparison of NTRU against RSA and ECC, respectively. More focused on popular communication protocols, [20] presents an implementation of NTRU encryption within the communication process of the MQTT protocol.

III. General Performance of NTRU With Contiki-NG

NTRU was first published in [21]. It is a lattice-based post-quantum cryptosystem whose security is built on the hardness of solving the shortest vector problem (SVP) on a given lattice. In this cryptosystem all the objects, like keys, messages, and ciphertexts, are represented by polynomials of a maximum degree. In particular, together with the polynomials there are two operations defined that give it a ring structure. These operations are the usual addition and star multiplication, or just multiplication, which is defined as

\[ c = a \ast b = a \cdot b \pmod{x^n - 1} \]  

where the dot product represents the standard multiplication between polynomials \( a \) and \( b \). The parameter \( n \) defines the maximum degree of the polynomials to be \( n - 1 \).

The updated version of NTRU presented to the third round of NIST call redefines the values for different parameters of the cryptosystem, such as \( n \) among others, and gives the definitions for the sets in which different polynomials live. The details of this last official submission of NTRU can be found in [22].

The official C implementation of the NTRU cryptosystem provides two cryptographic procedures on its most outer interface of the API: 1) key-pair generation and 2) KEM. However, since the KEM is built from the PKE functions, it is still possible to access the encryption and decryption algorithms to exchange data. This can be done bypassing the external API and calling only the related functions appropriately.

This section presents the performance of all the cryptographic procedures in an IoT node running the Contiki-NG operating system, which is one of the most widespread operating systems used for wireless sensor networks and IoT edge networks. The targeted platform is a Cookie node based on the Silicon Lab’s microcontroller EFR32MG12 (ARM Cortex-M4) [23], [24], which is a custom IoT platform designed at the Universidad Politécnica de Madrid.

The implementation of NTRU within Contiki-NG has been done by separating the different cryptographic tasks on individual processes, following the philosophy of the operating system about distributing different tasks as much as possible. This is important to not starve the kernel by blocking its access to the CPU, since Contiki-NG scheduler is nonpreemptive and each process is responsible of its own termination. Fig. 1 shows an example of how this is done in the case of KEM encapsulation. The first process that is running on the CPU requests at some moment the initialization of the process in charge of generating the ciphertext, which is then scheduled for execution. This process takes the receiver’s public key as incoming data, and proceeds to the encapsulation, obtaining as result the new shared key and the ciphertext. The process then emits an event indicating that it finish to be used for another process in the application, passing it the result as data.

The NTRU variant under study is ntruhps2048509 (defining NTRU parameters \( n = 509 \) and \( q = 2048 \)), for being the one that uses the smallest polynomials, thus, being more efficient in general. This variant accomplishes NIST security level 1, which corresponds to a 128 bits security level of an AES cipher.

The next sections present the results, starting from the key-pair generation, continuing with the encryption and decryption routines, and finally getting to the KEM.

A. Key-Pair Generation

The key-pair generation operation can be accessed directly from the API defined in the official NTRU submission. Its usage is straightforward, since it only asks for two memory locations where the public and private keys should be stored. Nevertheless, this function requires random generated values for the involved polynomials to have good cryptographic properties. To solve this, the official submission makes use of a random number generator in which AES is used in ECB mode repeatedly. The implementation of the AES algorithm is supplied by the OpenSSL library [25], which needs to be linked with the code for NTRU.

This approach for generating random numbers is not applicable the nodes being used as it is, since there is no direct access to the OpenSSL library within Contiki-NG, and it might be too heavy to implement separately in terms of memory. Instead, an open-source library aimed to help running common AES ciphering modes on small devices, that is TinyAES [26], is added to the final build process. Therefore, all the inner calls
to OpenSSL functions are substituted with the corresponding ones from TinyAES inside the random number generator defined in NTRU, while the outer interface is kept the same for compatibility with the rest of the modules.

To quantify the time spent to generate the key material, a series of experiments were carried out by measuring the number of clock cycles taken to generate the public and secret keys. As stated before, the implementation isolates the cryptographic task in a separate process, and the time is measured from the caller process, so the measure represents the time spent in requesting a new task for generating the key material, executing it, and returning to the process that requested it. Furthermore, two different optimization levels during compilation are tested: 1) program memory usage (\(-O_0\)) and 2) time execution (\(-O_3\)). These optimization levels were chosen to make a comparison between two opposite types of designs, one with higher restrictions on the amount of available program memory, and another one that prioritizes execution time.

The results from 100 different executions of the key-pair generation algorithm are shown in the histogram of Fig. 2, representing the number of times the process finishes in an interval of clock cycles. The average values are presented in Table I(a). Notice that the majority of the execution times lies in the first interval of the histogram, while a minor part of them present higher execution times. Though Contiki-NG has a nonpreemptive scheduler, this variability appears because of sporadic interruptions that are generated to update the state of the system. However, the fact that the key-pair generation algorithm does not present a great dispersion by itself, makes it suitable to work within the constraints of the scheduler, which requires any task to finish (or returning the control to the kernel temporarily) before reaching a configurable limit of time.

Additional metrics are shown in Table I(a). The stack usage serves as a metric for the amount of bytes of RAM needed to execute the task. These numbers represent how much the stack grows from the frame of the process in which the algorithm is embedded. Indeed, the total size of the stack could be bigger, depending on the number of previous function calls and the depth of the stack at the moment of requesting a new cryptographic task, which at the end is influenced by the deployed application itself. Average power and consumed energy are obtained from the request of five different key pairs. While the average power is computed from the mean value of the instant power measured in multiple times along all the process, the consumed energy values are approximated from a trapezoidal numerical integration of the instant power.

The maximum allowed current drained by the microcontroller is 200 mA, so its maximum power is 660 mW if a standard 3.3-V power supply is used. This means that the key-pair generation needs about the 33% of the allowed power, and the process is not pushing the microcontroller against risky limits.

The total consumed energy is important if the nodes are battery operated and a minimum level of autonomy is needed. As it can be seen through all Table I, the key-pair generation process is the one with the biggest impact in terms of energy, so
using security protocols that do not involve refreshing the key material frequently could be critical depending on the scenario. In particular, when using the optimization flag for improving the speed, the drained energy is reduced by 42%.

The last part of Table I and I(f), shows the program size for the two optimization flags of the program written for the testing application. These values of program size are the total of the application, thus, including the NTRU functions together with Contiki-NG. It is seen that improving the speed will rise the needed program memory a 28.4%, and almost 40 kB. The same program is used for testing encryption, decryption, and KEM in the following sections, so the program sizes will be the same in those cases.

B. Encryption and Decryption

Using only the encryption and decryption algorithms in a public-key cryptography scheme is often not recommended if continuous exchange of messages is needed, due to the far less efficiency when compared to symmetric ciphers. This usually leads to a combination of symmetric and asymmetric cryptography to achieve a better overall performance.

Nevertheless, their study is included in this work for two reasons. First, the NTRU KEM bases its functionality on these algorithms, so it is easy to compare its performance with the full KEM tested later in this section. And second, considering the possibility of existence of a rare extreme edge application where it might not be possible to do such combination of cryptographic schemes. For example, a combination of asymmetric and symmetric schemes would require the implementation of both families of algorithms plus the functionality of the main application, thus, consuming program and data memory that might not be available. Also, there might be some applications where the transmission of data could be so sporadic that the inclusion of a KEM before the actual ciphering stage may not worth the time and energy consumption, if the application requirements are extremely restrictive. In these scenarios, using just one public-key algorithm for exchanging data might become an option when there is no prior knowledge about the security in the communications channel and symmetric keys cannot be exchanged securely (though in this case it is usually better to implement just the symmetric cipher, and try to securely share the key with an alternative mechanism). However, as said in the previous paragraph, the most common approach is to combine both types of cryptography for performance reasons.

In order to show the results, it is important to remark what encryption and decryption operations include and what is being measuring first. As said previously, the most external interface of the official API only provides access to functions for generating the keys and encapsulating them. The encryption and decryption functions are called inside the encapsulation and decapsulation routines, providing the correct parameters for them to work. During the KEM, the encryption function acts on a tuple of NTRU polynomials, \((r, m)\), such that the resulting polynomial

\[ c = h \ast r + m \pmod{q} \]  

(2)

gives the ciphertext, i.e., the result of the encapsulation, after a compression stage where the coefficients of the polynomial are packed in a smaller array of bytes. In (2), the polynomial \( h \) is the public key of the receiver node, and \( q \) is an integer parameter defined in the NTRU specification, which is 2048.

When isolating the encryption function, \( m \) represents the message to encrypt, while \( r \) is a randomly chosen polynomial from a given space \( \mathcal{L}_r \). However, in the definition for the KEM the final shared key results from hashing the tuple \((r, m)\) ∈ \( \mathcal{L}_r \times \mathcal{L}_m \), and thus, both polynomials are generated at the same time by a unique function to make the process simpler. Since the objective is to test a pure encryption for exchanging data, a polynomial \( m \) must be provided manually while keeping the random sampling over \( \mathcal{L}_r \) for \( r \). This has been done by
adding an extra function that samples exclusively over \( \mathcal{L}_r \)

Therefore, when measuring the time for encrypting data, this measure accounts for the execution of sampling \( r \) plus the actual encryption function on the resulting \( r \) and the given \( m \).

In contrast, an isolated decryption routine should have a ciphertext as input and a polynomial \( d \) as output, where \( d \) must be equivalent to the polynomial \( m \) in order to recover the original data of the message. The official decryption function instead returns an array of bytes that contains both \( r \) and \( m \) in a packed or compressed form, and one additional step for extracting \( m \) must be done to recover the message. Thus, the measure of time spent during decryption will account for the actual decryption function plus the extraction of \( m \) from its corresponding bytes in the array.

An additional note must be given about the use of NTRU for ciphering messages. Let us assume that an application is being designed such that it is known that all the possible different messages that may be exchanged are represented by the set \( \mathcal{M} \). Then, it is clear that a mapping between \( \mathcal{M} \) and \( \mathcal{L}_m \) needs to be defined if NTRU ciphering operations are required. However, defining this mapping may not be trivial depending on the size of the set \( \mathcal{M} \) and on the NTRU variant that is being used, which imposes the definition for the space \( \mathcal{L}_m \).

In the variant being analyzed in this work, this space is defined as \( \mathcal{L}_m = \mathcal{T}(q/8 - 2) \), where \( \mathcal{T}(d) \) represents the set of ternary polynomials with coefficients in the set \([0, +1, -1]\), with degree at most \( n - 2 \), such that there are exactly \( d/2 \) coefficients equal to \(+1\) and \( d/2 \) coefficients equal to \(-1\). A different choice of the NTRU variant can simplify the mapping between actual data and polynomials. For example, \texttt{ntruhrss701} sets \( \mathcal{L}_m = \mathcal{T} \), with no restrictions on the amount of coefficients being equal to \(+1\) and \(-1\), making it easier to build such mapping from \( \mathcal{M} \).

The design of the system must take care of these issues to choose the right NTRU variant depending on the variability of the messages needed to exchange. Since this work is focused on just characterizing the general impact of NTRU in the system, no such mapping is defined, and random polynomials from \( \mathcal{L}_m \) will be provided to the encryption functions in order to work correctly.

The results from the experiments are shown in Figs. 3 and 4 and Table I(b) and I(c), respectively. It can be seen that the dispersion in the execution times of both algorithms follows the same behavior of the key-pair generation, being concentrated at the first interval and going higher sporadically due to interruptions. This means that encryption and decryption will fit within the time requirements of the scheduler that were explained previously. Furthermore, these execution times are far less than the ones for the key-pair generation, so there is no need of modifying the timing constraints of the scheduler once the key-pair generation already fits.

In this case, the stack usage presents a little difference when compiling with the two chosen flags. This difference is 12 bytes only, and it is negligible in the general case. Nevertheless, the total energy consumption is improved about a 28% with the flag targeting maximum speed for encryption, and a 26% for decryption. The average power is the same as before, and it only represents the 33% of the maximum allowed power of the microcontroller.

C. Key Encapsulation Mechanism

The objective of a KEM is to securely share a secret key that can be used with a symmetric cipher later. In the case of the official NTRU submission, the new shared key derives from a random tuple \((r, m) \in \mathcal{L}_r \times \mathcal{L}_m\) after applying a 256-bit SHA-3 hash function. The tuple \((r, m)\) is generated by one of the nodes and it is fed into the encryption algorithm, as described in the previous section, resulting in a ciphertext that will let the node share the tuple. Then, the receiver node can decrypt the ciphertext to get the tuple and apply the same hash function to it, thus, obtaining the same derived key already known by the first node.
Since the NTRU API provides the KEM as part of its main external interface, there is no need on making any modification to the way operations are performed in the official submission to test the algorithms. Therefore, the call to the corresponding functions are isolated and embedded on their own Contiki-NG processes, as it was done with the key-pair generation.

Figs. 5 and 6 present the same behavior as it was seen in the encryption and decryption algorithms, but showing slightly bigger times in average, as it is confirmed by looking at Table I(d) and I(e). This is reasonable since the KEM is built just over the encryption and decryption algorithms. Obviously, the energy consumption is higher because of the same reasons. However, it turns out that the KEM presents somewhat less improvement when using the compilation flag for speeding-up the processes. In particular, the saved energy is a 25% for encapsulation and a 21% for decapsulation.

As stated in the section about NTRU encryption and decryption, it is not recommended to use an asymmetric scheme for ciphering continuous message exchanges. Table II shows a brief comparison between average values of the execution times.
times for encrypting and decrypting with NTRU and AES-256. In order to make this comparison as fair as possible, the AES cipher encrypts the same polynomials for NTRU but appending the needed extra padding. It is seen how the symmetric cipher outperforms the asymmetric alternative about several orders of magnitude.

The NTRU KEM provides a way for sharing a 256-bit key that the network can later use to exchange messages efficiently with AES, which is supposed to give a 128-bit security level against quantum search algorithms. Thus, the rest of this work will be focused on the KEM and the key-pair generation.

IV. IMPROVING OVERALL PERFORMANCE

Improving the performance of NTRU for embedded systems can be done in many different ways, for example, implementing the algorithms on low-power FPGAs or designing custom ASICs. However, the most common type of devices found on simple wireless sensor networks are nodes with one microcontroller. Thus, it is interesting to check whether the capabilities of modern low-power microcontrollers can help achieving a better performance.

A. Hardware Acceleration for AES

Along this section, a hardware accelerator for the AES algorithm inside the main microcontroller of the nodes will be used. As it was told in advance during the tests of the key-pair generation algorithm, the official implementation of NTRU makes use of AES in ECB mode to generate random bytes with uniform distribution, for example, to generate part of the secret key. Furthermore, this usage of the AES block-cipher is extended to any part of the scheme where randomness is needed, i.e., sampling the random tuple \((r, m) \in \mathcal{L}_r \times \mathcal{L}_m\) at the first stage of the KEM.

Table III(a) shows the new results for the key-pair generation algorithm in terms of average values. When compiling with optimizations for program memory size, the execution time is reduced by almost two million clock cycles, while the optimization for speed lowers this time by around 3,500,000 clock cycles. These new values represent a 1.4% and a 4.3% of improvement, respectively. Regarding energy consumption, the result show a 2.6% and a 2% of saved energy for those optimization targets.

For the KEM encapsulation, that is shown in Table III(b), the performance of program memory usage and execution speed optimizations rise by 34.6% and 30.1% in terms of clock cycles, respectively. The energy consumption lowers by 37.5% in both cases.

While sampling polynomials are required for both key-pair generation and encapsulation, the first one contains more operations, such as the computation of inverse polynomials. On the other hand, the official encapsulation routine can be simplified in a sampling operation, the generation of the ciphertext, and a hash function. Therefore, operations involving the AES cipher take a bigger fraction of time in the encapsulation process when compared to key-pair generation, explaining why the improvement in execution time and energy consumption are so different between the two algorithms.

Since the results are the same of Table I regarding stack usage, this metric is not present in Table III. Also, KEM decapsulation is not shown in this table because this algorithm does not need of random number generation, and thus, it does not include any call to the AES cipher and will not show any improvement in performance.

Table III(c) shows that program sizes are now bigger compared to the previous ones, where no peripherals were used. This is because TinyAES is a really lightweight library, and the addition of the libraries provided by Silicon Labs to control the peripherals take more space in this case.

B. Hardware Acceleration for Hash Functions

By default, the NTRU KEM uses a software implementation of the SHA-3 hash function to derive the final 246-bit
TABLE III
IMPACT OF ntruhps2048509 USING HARDWARE ACCELERATION FOR AES-ECB IN THE COOKIE NODE. (a) KEY-PAIR GENERATION. (b) KEM ENCAPSULATION. (c) PROGRAM SIZE

| Optimization target | Time [clock cycles] | Average power [mW] | Consumed energy [mJ] |
|---------------------|---------------------|---------------------|---------------------|
| Program memory usage | 134109465            | 215                 | 751                 |
| Execution speed     | 78721301             | 213                 | 436                 |

(b)

| Optimization target | Time [clock cycles] | Average power [mW] | Consumed energy [mJ] |
|---------------------|---------------------|---------------------|---------------------|
| Program memory usage | 3510582             | 214                 | 20                  |
| Execution speed     | 2695761             | 214                 | 15                  |

(c)

| Optimization target | Program size [bytes] |
|---------------------|----------------------|
| Program memory usage | 1290004              |
| Execution speed     | 171380               |

TABLE IV
IMPACT OF ntruhps2048509 USING HARDWARE ACCELERATION FOR AES-ECB AND SHA-2 IN THE COOKIE NODE. (a) KEM ENCAPSULATION. (b) KEM DECAPSULATION. (c) PROGRAM SIZE

(a)

| Optimization target | Time [clock cycles] | Stack usage [bytes] | Average power [mW] | Consumed energy [mJ] |
|---------------------|---------------------|---------------------|---------------------|---------------------|
| Program memory usage | 3472607             | 7560                | 216                 | 19                  |
| Execution speed     | 2645463             | 7584                | 214                 | 14                  |

(b)

| Optimization target | Time [clock cycles] | Stack usage [bytes] | Average power [mW] | Consumed energy [mJ] |
|---------------------|---------------------|---------------------|---------------------|---------------------|
| Program memory usage | 9498735             | 5148                | 216                 | 33                  |
| Execution speed     | 7134713             | 5196                | 214                 | 40                  |

(c)

| Optimization target | Program size [bytes] |
|---------------------|----------------------|
| Program memory usage | 129036               |
| Execution speed     | 171380               |

shared key. Nevertheless, the microcontroller implemented in the Cookie nodes provides an inner hardware accelerator for the SHA-2 hash function, giving the opportunity to improve the KEM encapsulation even more. Indeed, the KEM decapsulation also needs this function to derive the same key in the node which receives the ciphertext, so this process can benefit from this peripheral too. Unlike the previous case, the key-pair generation algorithm does not include any hash function, thus, not allowing for improvements coming from using this accelerator.

The results from Table IV(a) show that the improvement in energy consumption appears to be negligible for the encapsulation. However, this approximately 1 mJ of difference represents a 5% in the case of the program memory usage optimization flag, and a 6.7% in the other case. On the other hand, the decapsulation process, whose results are shown in Table IV(b), presents better performance, with approximately 7% and 11.1% of saved energy consumption for the same optimization flags. This difference between encapsulation and decapsulation is reasonable, since the first one makes use of the hash function once and the second one uses it twice.

Table IV also shows that substituting the official SHA-3 software implementation with the SHA-2 peripheral increases the stack usage by a few bytes. However, this amount of extra RAM is almost negligible when compared to the benefits regarding energy consumption. The program memory sizes in Table IV(c) increases by only a few bytes compared to the sizes seen when using only the acceleration for AES.

V. NETWORK-LEVEL PERFORMANCE OF NTRU

This section shows the impact of NTRU KEM at network level. The proposed model uses two nodes, one of which acts as the root or server of the network while the other acts as the client, joining the network in order to periodically send data to the root node. This model is nothing more than a simplification of a full wireless sensor network, where multiple nodes connect to a network created by a root node for the purpose of collecting data from different sources.

The main idea is that the client nodes should send encrypted data to the root node using a symmetric cipher such as AES, solving the key distribution problem with NTRU KEM. Therefore, there will be a time interval in which the root node will be busy exchanging a new AES key for later transactions with the client node, being unable to deal with requests from other sources. The aim of these experiments is to measure this time, contemplating several improvements that can be implemented based on the results obtained previously. The tests have been done with real hardware, using the same microcontrollers and the integration of NTRU within Contiki-NG shown above.
In order to measure the time it takes to complete the KEM without worrying about the synchronisation problem between the clocks of the different nodes, it will be the root node that will measure this time by the following procedure.

1) The client node generates its keys with the NTRU key-pair generation algorithm.
2) The client node joins to the network created by the root node using the same PAN ID. The Contiki-NG operating system is in charge of this task.
3) The client node shares its NTRU public key with the root.
4) The root node starts the NTRU KEM. It performs the encapsulation algorithm and sends the resulting ciphertext to the corresponding client.
5) The client decapsulates the new shared key from the ciphertext and returns an acknowledge byte to the root upon completion.
6) The root node measures the time interval from receiving the client's public key to receiving the acknowledge byte.

All necessary information exchanges are carried out by the 6LoWPAN implementation of Contiki-NG.

Fig. 7 presents a schematic of the described procedure. The additional arrow highlighted with a different color represents a modification made to the standard implementation of the NTRU encapsulation. As mentioned above, the new shared key comes from applying a hash function to a tuple \((r, m) \in \mathbb{L}_r \times \mathbb{L}_m\), thus, the official implementation of NTRU applies the hash within the encapsulation and decapsulation routines in order to provide the user with the new key when exiting those functions. However, in the case of the encapsulation routine, the use of the hash function is independent of the NTRU encryption algorithm itself, so a modification is proposed in which the hash function is decoupled from this routine. Now the root node is able to execute the encapsulation process, send the generated ciphertext to the client node, and then launch a new process that executes the hash function in parallel, while the client receives the ciphertext and proceeds to decrypt it. Therefore, in this variant, which we have referred to in the results as KEM-NH, the network usage time to complete the KEM is reduced by an amount of time on the order of the execution time of the hashing algorithm in the root node.

Additionally, the same experiment has been repeated with the addition of the optimizations shown previously in Section IV. This implementation of the network incorporates both the decoupling of the hash algorithm from the encapsulation routine and the use of the internal hardware accelerators of the microcontroller in both nodes. This variant has been referred to as KEM-NH-HW to differentiate it in the experimental results.

For each KEM variant and compilation option (-Os for code size optimization and -O3 for execution speed optimization), 500 runs have been performed with different randomly generated public and private key pairs. The results are shown in Fig. 8 and Table V. Although slight improvements in the mean values are observed in the KEM-NH implementation with respect to the standard KEM, the error intervals calculated from the standard deviations do not allow discerning between the two variants in terms of their performance and network time consumption.

Nevertheless, the KEM-NH-HW variant shows a substantial and discernible improvement, as the error intervals do not overlap with the other variants for either of the two compilation options. Specifically, in terms of mean values, improvements of 11.06% and 8.27% over the standard KEM are achieved for the -Os and -O3 compilation options, respectively.

VI. DISCUSSION

After the experiments that have been carried out and the data presented, it can be seen that NTRU may become a valid option for IoT. It is clear that the main problem of this cryptosystem is the generation of the keys, both in time and energy consumption. However, in practice this algorithm should only be run once, or at most, sparse times compared to the KEM,
ing system like Contiki-NG opens the opportunity to use
the functionality and limitations of an embedded operat-
levels.

Therefore, future wireless sensor networks should be imple-
gration of NTRU within Contiki-NG would not fit directly.

On the other hand, if the nodes are based on old microcon-
trollers or need to accomplish extreme constraints on memory
size with some dozens or hundreds of kilobytes, optimization
flags for reducing program memory size will be the best
option. Popular IoT platforms are usually shipped with very
constrained microcontrollers with 8 or 16-bit architectures and
small memory sizes, which is undesirable for adapting
post-quantum solutions into IoT.

Table VII provides a comparison of the results presented in
this work against other baremetal implementations, in terms of
execution speed with an equivalent security level. The imple-
mentation that is closer to the proposed one is ntruhsps2048509
(clean) from [16]. The effect of embedding the NTRU algo-
rithms within a Contiki-NG process is less noticeable when
compiling with speed optimizations in mind, though it is
not negligible, since compiling the clean implementation with
the same options should lower the timings even for the key
generation, which should become lower than the one imple-
mented here. Regarding other lattice-based cryptosystems,
CRYSTALS-Kyber and Saber seem to outperform NTRU in
all the clean and Contiki-NG implementations.

An issue that has not been addressed in the previous sections
is the problem of authentication. This is an important step that
allows the network to decide whether a given node is trustwor-
thy or not, and it should be carried out before proceeding to
the KEM. An interesting way for achieving reliable authenti-
cation could be motivated by the usage of physical unclonable
functions (PUFs) in combination with an asymmetric scheme
as shown in [27]. Other alternatives try to derive an authentica-
tion protocol from NTRU itself, such as [28] and the proposal
of NTRUSign [29]. However, none of these solutions based
on NTRU are finalists in the NIST’s standardization process
for authentication and digital signatures. An interesting pro-
posal that is in the process of standardization is the Falcon
signature algorithm [30], whose security is built over NTRU
lattices. As it can be seen in works, such as [16] or [31], this
algorithm presents fast signature verifications, although it has
a high key generation cost compared to other alternatives such
as CRYSTALS-Dilithium [32].

specially on networks where multiple communication links or
pairs have to be created and secured.

On the other hand, the KEM encapsulation and decapsu-
lation routines present an affordable impact in general, at
least at the level of a single node, with reasonable energy
consumption. Nevertheless, a full KEM involves two nodes
exchanging a ciphertext at some moment in time, meaning that
an additional energy consumption will arise from this process
eventually. In this scenario, the fact that NTRU has the smallest
ciphertext size compared to CRYSTALS-Kyber and Saber can
become an advantage when dealing with transmission energy.
Table VI compares the ciphertext sizes of lattice-based finalists
for NIST security level 1.

Regarding the variations between using different
optimization flags for compilation, the one whose target
is the execution speed seems to be the best option for generic
designs. First, increasing speed always raises the amount
of RAM needed, but this additional bytes of memory are
negligible compared to the improvement in terms of time
and saved energy. And second, despite the fact that program
memory size also increases with the speed, the jump in
the memory usage should not become a problem for new
microcontrollers targeting IoT designs.

On the other hand, if the nodes are based on old microcon-
trollers or need to accomplish extreme constraints on memory
size with some dozens or hundreds of kilobytes, optimization
flags for reducing program memory size will be the best
option. Popular IoT platforms are usually shipped with very
constrained microcontrollers with 8 or 16-bit architectures and
small memory sizes, which is undesirable for adapting
post-quantum solutions. For example, Sky motes run soft-
ware on MSP430F1611 microcontrollers with 48-kB of flash
memory and 10-kB of RAM, meaning that the presented inte-
gration of NTRU within Contiki-NG would not fit directly.
Therefore, future wireless sensor networks should be imple-
mented with modern devices to achieve the desired security
levels.

Nevertheless, the fact that NTRU fits properly within
the functionality and limitations of an embedded operat-
system like Contiki-NG opens the opportunity to use

*| KEM variant | Mean Value [clock cycles] | Std. deviation [clock cycles] |
|-------------|---------------------------|------------------------------|
| Standard KEM (−a) | 19600344 | 587217 |
| Standard KEM (−3) | 15687539 | 500076 |
| KEM-NH (−a) | 19590556 | 17390 |
| KEM-NH (−3) | 15549571 | 152053 |
| KEM-NH-HW (−a) | 17431600 | 139977 |
| KEM-NH-HW (−3) | 14389994 | 171926 |

| Cryptosystem | Ciphertext size [bytes] |
|--------------|-------------------------|
| ntruhsps2048509 | 699 |
| kyber512 | 768 |
| lightsaber | 736 |
TABLE VII
COMPARISON BETWEEN NTRU + CONTIKI-NG AND OTHER BAREMETAL IMPLEMENTATIONS ON ARM CORTEX-M4

| Cryptosystem/Implementation | Key generation [clock cycles] | Encapsulation [clock cycles] | Decapsulation [clock cycles] |
|-----------------------------|-------------------------------|-----------------------------|-------------------------------|
| ntruhps2048509 + Contiki-NG | 136034849                     | 5371816                     | 9659199                      |
| ntruhps2048509 + Contiki-NG (-03) | 82221876                     | 3857551                     | 7355338                      |
| ntruhps2048509 (mod) [16] | 77698713                     | 645329                      | 542439                       |
| ntruhps2048509 (clean) [16] | 10733110                     | 2876597                     | 7495670                      |
| kyber512 (clean) [16] | 649678                        | 884848                      | 985258                       |
| lightsaber (ref) [16] | 1051530                       | 1536646                     | 1861934                      |

VII. CONCLUSION

The potential existence of quantum computers with enough computational power to carry out quantum attacks represents a threat for popular public-key cryptographic schemes, such as RSA and ECC. The development of post-quantum cryptography before this happens is fundamental, in order to study its behavior and vulnerabilities with enough time.

However, special attention must be paid on small IoT devices, where limitations on their resources could become incompatible with the implementation of these new schemes. IoT networks have shown a great variety of vulnerabilities and security risks in the past due to this, and research has to be done to keep IoT secured in the future and let it grow.

NTRU is a lattice-based cryptosystem that is one of the finalists in the NIST call for standardization of post-quantum PKE and KEM. In this work, its performance when running on the Contiki-NG operating system was evaluated, obtaining results where NTRU seems to be a valid option for new designs of generic IoT nodes in terms of energy consumption. Furthermore, it was shown how cryptographic hardware accelerators, that are easily found on modern microcontrollers, can be used to achieve even better results. In principle, the use of these peripherals is not related to schemes such as NTRU, but their usage together with minor modifications in the way NTRU is integrated into Contiki-NG improves the overall performance not only at the node level, but also at the network level during symmetric key distribution.
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