On the balance problem for two rotating and charged black holes
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Abstract
It is an interesting open problem whether two non-extremal rotating and electrically charged black holes can be in physical equilibrium, which might be possible due to a balance between the gravitational attraction and the spin–spin and electrical repulsions. Exact candidate solutions were constructed, but it is unclear whether they are physically acceptable. These solutions were obtained by assuming a particular behaviour on the symmetry axis. However, it was not known whether the assumed form of the axis data covers the general case or whether data of some other type need to be considered as well. By studying a boundary value problem for the axisymmetric and stationary Einstein–Maxwell equations, we address this question and derive the most general form of permissible axis potentials for possible equilibrium configurations.
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1. Introduction
It is a classical result in Newtonian mechanics that (uncharged) $n$-body configurations cannot be in equilibrium for $n > 1$ if the bodies are separated by a plane. Indeed, since the Newtonian gravitational force is always attractive, it is clear that separated bodies cannot be in balance. Interestingly, the situation might be rather different in the nonlinear theory of general relativity. If we consider rotating objects, then the effect of spin–spin repulsion might be able to...
compensate for the gravitational attraction. Therefore, in order to better understand the nature of the gravitational interaction in general relativity, it is an important question as to whether an equilibrium of (physically reasonable) rotating bodies is possible.

Probably the simplest type of such an equilibrium configuration might be a configuration consisting of two aligned rotating black holes in vacuum, i.e. a nonlinear superposition of two Kerr black holes. Especially since the discovery of a family of exact candidate solutions—the double-Kerr-NUT solution [18, 23]—such two-black-hole configurations have attracted great interest. It remained unclear, however, whether there is any choice of the parameters for which the double-Kerr-NUT solution does indeed describe regular spacetimes containing two black holes in equilibrium. Moreover, it was not a priori guaranteed that there could not be other candidate solutions that were not contained in this family. These questions were addressed in a series of papers [6, 15, 25, 26] with the following results. Firstly, by studying a boundary value problem for an asymptotically flat spacetime with two black hole event horizons, it turned out that any regular solution would necessarily be a member of the double-Kerr-NUT family. Secondly, it was shown that none of the candidate solutions can describe a regular equilibrium configuration, for at least one of the two black holes would necessarily violate a geometric inequality between horizon area and angular momentum [14], which needs to be satisfied by physically reasonable black holes. Hence it turned out that stationary two-black-hole configurations in vacuum do not exist—the spin–spin repulsion is not strong enough to compensate for the gravitational attraction.

What happens if we study the more general situation of electrovacuum rather than vacuum solutions, i.e. if we allow for electromagnetic fields and consider possible equilibrium configurations with charged bodies? In non-relativistic physics, it is easily possible to construct charged $n$-body configurations. One simply needs to choose sufficiently large charges such that the electromagnetic forces cancel the gravitational forces. In the context of relativistic two-black-hole configurations, however, there are upper limits for the charges (and rotation rates), since we otherwise obtain naked singularities instead of black holes. Hence it was not a priori guaranteed that there are any relativistic configurations where the combined spin–spin and charge–charge repulsions lead to stationary equilibrium.

Nevertheless, a class of static configurations is given by the well-known Majumdar–Papapetrou solution [19, 29], which describes the superposition of an arbitrary number of extremal Reissner–Nordström black holes at arbitrary positions.$^2$

Hence general relativity does evidently permit equilibrium states with charged black holes. However, this example requires extremal black holes, i.e. degenerate horizons with vanishing surface gravity $\kappa$. According to the third law of black hole thermodynamics, however, it should not be possible by any procedure to reduce $\kappa$ to zero by any finite sequence of operations. In line with this principle is a result by Thorne [32], who studied a black hole that swallows matter and radiation from an accretion disk. It turned out that the accreting matter can spin up the black hole up to a limiting state in which the ratio of the black hole rotation parameter and mass is about 0.998—close to, but not quite at the extremal limit of 1. Hence, while extremal black holes are certainly mathematically perfectly valid solutions to Einstein’s field equations,
they should rather be considered as limiting configurations that cannot exactly be realised in nature. Therefore, the above example for an equilibrium configuration of charged extremal black holes is most likely an unphysical idealisation, and the question remains as to whether equilibrium states with more realistic non-extremal black holes are possible.

As far as static solutions are concerned, this was answered in the negative. It was shown by Chruściel and Tod [7] that every static solution to the electrovacuum Einstein–Maxwell equations with disconnected horizons (i.e. multiple black holes) can only contain degenerate horizons. Moreover, such solutions are necessarily locally diffeomorphic to an open subset of a Majumdar–Papapetrou spacetime.

The problem is considerably more complicated in the case of rotating black holes, i.e. non-static solutions, and it is currently not known whether physically reasonable equilibrium configurations do exist. Nevertheless, some families of exact candidate solutions were constructed [5, 20]. These were obtained by assuming that the solution (in terms of the Ernst potentials $E$ and $\Phi$, see below) does have particular boundary values $E_+(\zeta)$ and $\Phi_+(\zeta)$ on the upper part of the symmetry axis (above both black holes) in terms of a cylindrical coordinate $\zeta$. The chosen boundary values already determine the solution uniquely [9], and the explicit solution in the entire spacetime was calculated by applying a particular technique from soliton theory (‘Sibgatullin’s integral method’ [21, 30]). A plausible form of the axis data $E_+$ and $\Phi_+$ was obtained by starting from the Kerr–Newman data of a single black hole with mass $M$, rotation parameter $a$, and charge $Q$,

\[
E_+ (\zeta) = 1 - \frac{2M}{\zeta + M - ia} \equiv \frac{\zeta - M - ia}{\zeta + M - ia}, \quad \Phi_+ (\zeta) = \frac{Q}{\zeta + M - ia} \tag{1}
\]

and including additional terms to describe a second black hole. In [5], boundary data of the form

\[
E_+ (\zeta) = 1 - \frac{2M_1}{\zeta + \zeta_1 - ia_1} - \frac{2M_2}{\zeta + \zeta_2 - ia_2}, \quad \Phi_+ (\zeta) = \frac{Q_1}{\zeta + \zeta_1 - ia_1} + \frac{Q_2}{\zeta + \zeta_2 - ia_2} \tag{2}
\]

were considered. On the other hand, the solution in [20] was constructed from the data

\[
E_+ (\zeta) = \frac{(\zeta + \zeta_1 - M_1 - ia_1)(\zeta + \zeta_2 - M_2 - ia_2)}{(\zeta + \zeta_1 + M_1 - ia_1)(\zeta + \zeta_2 + M_2 - ia_2)}, \quad \Phi_+ (\zeta) = \frac{Q_1(\zeta + \zeta_2 - ia_2) + Q_2(\zeta + \zeta_1 - ia_1)}{(\zeta + \zeta_1 + M_1 - ia_1)(\zeta + \zeta_2 + M_2 - ia_2)} \tag{3,4}
\]

In both cases, the boundary values of the potentials are rational functions of $\zeta$ that depend on a number of free parameters.

In order to decide whether the candidate solutions [5, 20] contain any physically reasonable equilibrium configurations, it needs to be studied whether the parameters can be chosen such that all of the following requirements are satisfied:

(i) the solutions have a vanishing NUT parameter (corresponding to the appropriate behaviour at infinity in an asymptotically flat spacetime),
(ii) there are no conical singularities on the symmetry axes, in particular, between the two black holes (which would correspond to ‘struts’ that keep the two black holes apart),
(iii) the norm of the axial Killing vector vanishes on the symmetry axis,
(iv) there is no global magnetic charge,
(v) the solutions are free of singularities off the symmetry axis.
Using the conditions (i)–(iv), one can write down an algebraic system of equations for the parameters that ensures the correct behaviour at infinity and on the axis. Unfortunately, the equations are rather involved, which makes it very difficult to decide whether there are parameter values satisfying those conditions. However, even if the correct behaviour on the axis is obtained in a subset of the parameter space, the solutions would likely violate condition (v), and it is probably even more difficult to check regularity off the axis. Hence it is not clear whether the solution families [5] and [20] contain any physically acceptable equilibrium configurations.

Moreover, the question remains as to whether the boundary data (2) or (3) and (4) do contain the axis potentials for actual equilibrium configurations with non-extremal rotating and charged black holes, if any exist, or whether data of some other form need to be considered. This is exactly the problem that we address in this paper. Generalising the considerations for one black hole in vacuum [24] (which leads to a constructive uniqueness proof of the Kerr solution), two black holes in vacuum [15, 25, 26, 28], or a single black hole in electrovacuum [22] (which extends the constructive uniqueness proof to the Kerr–Newman solution), we study a boundary value problem for two aligned charged and rotating black holes. As a result, we will obtain the most general form of the axis potentials $E_+$ and $\Phi_+$.

These considerations crucially rely on the fact that the Einstein–Maxwell equations in electrovacuum for axisymmetric and stationary spacetimes can be reformulated in terms of a linear matrix problem, as a consequence of which methods from soliton theory are applicable. Note that closely related techniques also work in the context of Gowdy-symmetric cosmological models (which have two spacelike Killing vectors rather than a spacelike and a timelike Killing vector) [4, 10, 11, 13]. Yet another type of application is the investigation of the interior region of axisymmetric and stationary black holes [2, 12].

This paper is organised as follows. In section 2, we recapitulate the Ernst formulation of the Einstein–Maxwell equations and the associated linear problem. Then we integrate the linear problem along the black hole horizons, symmetry axis and at infinity in section 3. This will eventually allow us to obtain the general form of the axis data. Finally, in section 4, we summarise our results.

2. Field equations

2.1. Ernst formulation

We describe the exterior electrovacuum region of an axisymmetric and stationary spacetime containing two aligned rotating and charged black holes with Weyl–Lewis–Papapetrou coordinates $(\rho, \zeta, \varphi, t)$. The line element can be written in the standard form

$$ds^2 = f^{-1} \left[ e^{2k} (d\rho^2 + d\zeta^2) + \rho^2 d\varphi^2 \right] - f (dt + a d\varphi)^2,$$

where the three metric functions $f$, $k$ and $a$ are functions of $\rho$ and $\zeta$ alone. The electromagnetic field can be given in terms of an electromagnetic 4-potential of the form $(A_{\mu}) = [0, 0, A_\varphi(\rho, \zeta), A_t(\rho, \zeta)]$.

It is well-known that the corresponding Ernst–Maxwell equations can be written in a very elegant and concise form if we replace the metric functions and electromagnetic potential in terms of the two corresponding complex Ernst potentials $E(\rho, \zeta)$ and $\Phi(\rho, \zeta)$ [8]. The resulting Ernst equations read

$$f \Delta E = (\nabla E + 2\bar{\Phi} \nabla \Phi) \cdot \nabla E, \quad f \Delta \Phi = (\nabla E + 2\bar{\Phi} \nabla \Phi) \cdot \nabla \Phi.$$

(6)
where $\Delta$ and $\nabla$ refer to the Laplace and nabla operators in flat cylindrical coordinates $(\rho, \zeta, \phi)$, respectively, and a bar denotes complex conjugation. Note that the metric function $f$ is related to the Ernst potentials as follows,

$$f = \text{Re}(E) + |\Phi|^2.$$ (7)

Hence, if we define $b = \text{Im}(E)$, then the Ernst potential $E$ can be expressed as

$$E = f - |\Phi|^2 + ib.$$ (8)

More details about the Ernst formulation of the field equations and the relation to the metric and electromagnetic functions can be found in [8, 31].

In our coordinates, the event horizon of a black hole is necessarily located at $\rho = 0$ and corresponds to an interval on the $\zeta$-axis. The present situation of a (candidate) spacetime with two black holes is sketched in figure 1. We denote the endpoints of the horizons by $A, B, C,$ and $D$, and the corresponding $\zeta$-intervals by $[KB, KA]$ and $[KD, KC]$, respectively.

2.2. The linear problem

It is a most remarkable property of the Ernst equations (6) that they belong to the class of integrable partial differential equations. They are equivalent to an associated linear matrix problem, and techniques from soliton theory, like the inverse scattering method, can be used to study properties of the solutions and to construct exact solutions.

A linear problem (LP) for the electrovacuum Ernst equations was first found by Belinski [3], and a modified version was constructed by Neugebauer and Kramer [27]. Here we will use a minor reformulation of Neugebauer and Kramer’s LP, which is due to Meinel [22]. In order to state the LP, we first define the complex coordinates

$$z = \rho + i\zeta, \quad \text{and} \quad \bar{z} = \rho - i\zeta,$$ (9)

and the function

$$\lambda = \sqrt{K - i\bar{z}} \frac{K + i\bar{z}}{K + i\zeta},$$ (10)

which depends on the complex coordinates and on an important additional degree of freedom, the spectral parameter $K$. Due to the square root, the complex function $\lambda$ is defined on a two-sheeted Riemannian $K$-surface with branch points at $K_1 = i\bar{z}$ and $K_2 = -i\bar{z}$.

The LP is a system of equations for a $3 \times 3$ matrix function $Y = Y(\rho, \zeta, K)$ and reads

$$Y_{,z} = \begin{bmatrix} B_1 & 0 & C_1 \\ 0 & A_1 & 0 \\ D_1 & 0 & 0 \end{bmatrix} + \lambda \begin{bmatrix} 0 & B_1 & 0 \\ A_1 & 0 & -C_1 \\ 0 & D_1 & 0 \end{bmatrix} Y,$$ (11)

$$Y_{,\bar{z}} = \begin{bmatrix} B_2 & 0 & C_2 \\ 0 & A_2 & 0 \\ D_2 & 0 & 0 \end{bmatrix} + \frac{1}{\lambda} \begin{bmatrix} 0 & B_2 & 0 \\ A_2 & 0 & -C_2 \\ 0 & D_2 & 0 \end{bmatrix} Y.$$ (12)

The matrix elements are given in terms of the Ernst potentials by

$$A_1 = B_2 = \frac{1}{2f}(E_{,z} + 2\Phi\Phi_{,z}), \quad C_1 = fD_2 = \Phi_{,\bar{z}}.$$ (13)
\[ A_2 = B_1 = \frac{1}{2f}(\mathcal{E}_z + 2\Phi \phi_z), \quad C_2 = f \mathcal{D}_z = \Phi \phi_z. \]  

Note that integrability of the LP (11) and (12) is ensured by virtue of the Ernst equations (6), since the integrability condition \( Y_{zz} = Y_{z\bar{z}} \) turns out to be equivalent to the Ernst equations.

Since the LP contains \( \lambda \), the matrix function \( Y \) will in general also take on different values on the two Riemannian \( K \)-sheets. Only at the branch points the function values are unique. If some function \( Y \) solves the LP on one sheet, then one can show that a particular solution on the other sheet is given by \( JY \) with

\[ J = \text{diag}(1, -1, 1). \]  

The general solution on the other sheet can be obtained by multiplying \( JY \) on the right by a matrix that depends on \( K \) only. However, only for a particular choice of this matrix, we obtain a solution that correctly connects to the solution on the first sheet through the branch cut. Hence the solutions on the two sheets are related via

\[ Y|_{-\lambda} = JY|_{\lambda} \mathcal{B}(K) \]  

for some 3 \( \times \) 3 matrix \( \mathcal{B} \). It is possible to impose certain gauge conditions which enforce that \( \mathcal{B} \) takes on a particular form. For example, the matrix obtained with conditions used in [22] is given by

\[ \mathcal{B} = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \]  

Here, however, we will demonstrate that the discussion can easily be done in full generality, i.e. without referring to any particular gauge. Indeed, the final physical results will, of course, be independent of any gauge choice. The only property of the matrix \( \mathcal{B} \) that we will later use is that
where $\mathbf{I}$ is the $3 \times 3$ identity matrix. This immediately follows by applying the transformation (16) twice and using that this must lead back to the original solution $\mathbf{Y}$.

An important ingredient of our construction of two-black-hole solutions is to study the LP not only in the coordinates introduced above, but also in certain rotating frames of reference. They can be introduced by a simple transformation of the coordinate $\varphi$,

$$\hat{\varphi} = \varphi - \Omega t,$$

where $\Omega$ is the angular velocity of the rotating frame. The other coordinates $\rho$, $\zeta$ and $t$ remain unchanged. In the following, we will consider the two particular frames that are co-rotating with either the first or the second black hole. If we denote the angular velocities of the two black holes by $\Omega_1$ and $\Omega_2$, then these frames correspond to choosing $\Omega = \Omega_{1/2}$. Note that we always assume rotating black holes with $\Omega_1 \neq 0$ and $\Omega_2 \neq 0$.

Fortunately, we do not need to solve the LP both in the original and the rotating frame, in order to obtain the two solutions $\mathbf{Y}$ and $\hat{\mathbf{Y}}$. Instead, there is a simple relation between both solutions. The corresponding transformation in the vacuum case was given in [28], and the generalisation to electrovacuum was presented in [2, 12]. In the present formulation of the LP, it reads [22]

$$\hat{\mathbf{Y}}(\rho, \zeta; K) = \begin{pmatrix} c_- & 0 & 0 \\ 0 & c_+ & 0 \\ 0 & 0 & 1 \end{pmatrix} + i(K + iz) \begin{pmatrix} -1 & -\lambda & 0 \\ \lambda & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \mathbf{Y}(\rho, \zeta; K),$$

where

$$c_\pm = 1 + \Omega \left( a \pm \frac{\rho}{f} \right).$$

The reason why using additional coordinate systems does actually add some new information is that the above transformation formula depends on the metric function $a$, which takes on specific boundary values at the symmetry axis and horizons (see next section). Considering not only $\mathbf{Y}$ but also $\hat{\mathbf{Y}}$ does therefore incorporate these boundary conditions into our calculations.

3. Integration of the linear problem

3.1. Solutions on the axis parts and horizons

Similarly to the study of two-black-hole configurations in vacuum and the other applications of the LP mentioned in the introduction, we intend to integrate the LP along the boundaries of the physical domain. The integration path consists of the event horizons $\mathcal{H}_1$ and $\mathcal{H}_2$ of the two black holes, the three parts $\mathcal{A}_+$, $\mathcal{A}_0$ and $\mathcal{A}_-$ of the symmetry axis, and a semicircle $\mathcal{C}$ in the limit of an infinite radius, see figure 1.

In the following discussion, we will make use of the well-known boundary values for the metric and Ernst potentials at symmetry axes and black hole (Killing) horizons in Weyl–Lewis–Papapetrou coordinates, as well as the behaviour at infinity,

$$\begin{align*}
\mathcal{A}_+, \mathcal{A}_0, \mathcal{A}_- : \quad a &= 0, \\
\mathcal{H}_1 : \quad a &= -\frac{1}{\Omega_1},
\end{align*}$$

$$\mathcal{H}_2 : \quad a &= -\frac{1}{\Omega_2}.$$
Here, \( a, B, C, D \) refers to the endpoints of the horizons, see figure 1.

Firstly, we consider the LP anywhere on the \( \zeta \)-axis, i.e. at \( \rho = 0 \). According to (10), the function \( \lambda \) simplifies to \( \lambda = \pm 1 \) on the two Riemannian sheets. As a consequence, the LP (11) and (12) also becomes particularly simple and reduces to an ODE. The general solution can easily be derived. In the sheet with \( \lambda = 1 \) it reads

\[
Y(0, \zeta; K) = E(\zeta) C(K), \quad E := \begin{pmatrix} \bar{E} + 2|\Phi|^2 & 1 & \Phi \\ \bar{E} & -1 & -\Phi \\ 2\bar{E} & 0 & 1 \end{pmatrix}.
\]  

(26)

Hence \( Y \) depends on the boundary values of the Ernst potentials and on a \( K \)-dependent ‘integration constant’, a \( 3 \times 3 \) matrix \( C \). The solution in the other sheet with \( \lambda = -1 \) is readily obtained from (16).

Using (19), we can also construct the solution in the frame that rotates with angular velocity \( \Omega \). The result is

\[
\tilde{Y} = \begin{pmatrix} 1 + \Omega a & 0 & 0 \\ 0 & 1 + \Omega a & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \bar{E} + 2|\Phi|^2 & 1 & \Phi \\ \bar{E} & -1 & -\Phi \\ 2\bar{E} & 0 & 1 \end{pmatrix} C. \quad (27)
\]

This expression simplifies further if we specialise to the symmetry axis or horizons, using the boundary conditions (21), (22) and (23), where we consider the co-rotating frames with \( \Omega = \Omega_1 \) or \( \Omega = \Omega_2 \).

Now we can write down the expressions for \( Y \) and \( \tilde{Y} \) on the three parts of the symmetry axis and on the two horizons. In terms of \( K \)-dependent \( 3 \times 3 \) matrices \( C_+, C_- \), \( C_0 \), \( C_1 \) and \( C_2 \), we have for \( \lambda = +1 \)

\[
A_+ : \quad Y = EC_+,
\]

\[
\tilde{Y} = \begin{pmatrix} \bar{E} + 2i\Omega_1 (K - \zeta) & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} C_+.
\]  

(29)

\[
A_0 : \quad Y = EC_0,
\]

\[
\tilde{Y} = \begin{pmatrix} \bar{E} + 2i\Omega_1/2 (K - \zeta) & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} C_0.
\]

(31)

\[
A_- : \quad Y = EC_-,
\]

\[
\tilde{Y} = \begin{pmatrix} \bar{E} + 2i\Omega_2 (K - \zeta) & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} C_-.
\]

(33)
\[ \mathcal{H}_1 : \ Y = EC_1, \quad (34) \]
\[ \tilde{Y} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} E + 2i \Omega_1 (K - \zeta) \begin{pmatrix} -1 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} C_1, \quad (35) \]
\[ \mathcal{H}_2 : \ Y = EC_2, \quad (36) \]
\[ \tilde{Y} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} E + 2i \Omega_2 (K - \zeta) \begin{pmatrix} -1 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} C_2. \quad (37) \]

Note that we consider both co-rotating frames with \( \Omega = \Omega_1 \) and \( \Omega = \Omega_2 \) on the axis part \( A_0 \), but otherwise only that co-rotating frame with the angular velocity of the nearest horizon. Again, the expressions in the Riemannian sheet with \( \lambda = -1 \) can be obtained from the above equations using (16).

Secondly, we consider the LP on the infinitely large semicircle \( C \). A semicircle with finite radius \( R \) can be parametrised by \( \rho = R \sin \alpha, \ \zeta = R \cos \alpha, \ 0 \leq \alpha \leq \pi \). On this semicircle, the function \( \lambda \) becomes
\[ \lambda = \sqrt{K - iR(\sin \alpha - i \cos \alpha) \over K + iR(\sin \alpha + i \cos \alpha)}, \quad (38) \]
which simplifies to \( \lambda = \pm e^{i\alpha} \) in the limit \( R \to \infty \). Hence, if we start on \( A_+ \) with \( \lambda = +1 \), then the semicircle \( C \) leads us to the sheet on \( A_- \) with \( \lambda = -1 \), and vice versa. This will be important later, when we continuously connect the solutions on the various parts of the boundary. Then we need to compare the \( \lambda = 1 \) solution on \( A_+ \) with the \( \lambda = -1 \) solution on \( A_- \).

If we consider the LP on \( C \), using the asymptotic behaviour (25) of the Ernst potentials, we simply obtain \( Y_z = 0 \) and \( \tilde{Y}_z = 0 \). Therefore, \( Y \) is constant on \( C \). (More precisely, the Ernst potentials in an asymptotically flat spacetime approach their constant limits at infinity at a rate for which the coefficient matrices on the right-hand side of the LP are of \( O(R^{-2}) \) on a semicircle with coordinate radius \( R \), while the length of the semicircle only increases proportional to \( R \) as \( R \to \infty \).)

Next we have a closer look at the various \( C \)-matrices that appear in the solution to the LP on the different parts of the boundary. These matrices cannot be chosen independently of each other. Instead we have to ensure that the solutions \( Y \) and \( \tilde{Y} \) are continuous at the points \( A, B, C, D \), see figure 1, and that the solutions on \( A_+ \) and \( A_- \) are correctly connected via \( C \) as discussed above.

We start by considering continuity of \( Y \) at point \( A \). For \( \lambda = 1 \), using (28) and (34), we obtain the condition
\[ EC_+ = EC_1 \quad \text{at} \quad \rho = 0, \ \zeta = K_4. \quad (39) \]
The same condition also ensures continuity of \( Y \) in the sheet \( \lambda = -1 \). Note that the nine components of the matrix condition (39) are not independent. Instead, the second row is the negative of the first row. Hence we will only use the second and third row conditions.

Similarly, considering continuity of \( \tilde{Y} \) in the frame with \( \Omega = \Omega_1 \), we obtain the condition (for \( \lambda = 1 \))
\[
\begin{bmatrix}
E + 2i\Omega_1 (K - \zeta) & (-1 & 0 & 0) \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
C_+
\]

\[
= \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{bmatrix}
E + 2i\Omega_1 (K - \zeta)
\begin{bmatrix}
-1 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
C_1 \quad \text{at} \quad \rho = 0, \ \zeta = K_A.
\] (40)

Again, the nine components are not independent: the second row is the negative of the first row. Moreover, the third row is identical with the third row of (39). Hence we obtain one new row of conditions.

The three rows of independent conditions can be combined as follows,

\[
\begin{bmatrix}
\mathcal{E}_A & -1 & -\Phi_A \\
\mathcal{E}_A + 2i\Omega_1 (K - K_A) & -1 & -\Phi_A \\
2\Phi_A & 0 & 1
\end{bmatrix}
C_+ = \begin{bmatrix}
\mathcal{E}_A & -1 & -\Phi_A \\
2i\Omega_1 (K - K_A) & 0 & 0 \\
2\Phi_A & 0 & 1
\end{bmatrix}
C_1,
\] (41)

where, here and in the following, subscripts \(A\), \(B\), \(C\), \(D\) refer to evaluation of function values at the indicated points, i.e. at \(\rho = 0\) and \(\zeta = K_A\), \(K_B\), \(K_C\), or \(K_D\), respectively. Solving for \(C_1\), we can also write this condition in the form

\[
C_1 = \left(1 + \frac{1}{\alpha_A} M_A\right) C_+,
\] (42)

where

\[
\alpha_A := 2i\Omega_1 (K - K_A)
\] (43)

and

\[
M_A := m_A n^T_A, \quad m_A := \begin{pmatrix}
-\mathcal{E}_A \\
2\Phi_A
\end{pmatrix}, \quad n_A := \begin{pmatrix}
-1 \\
\Phi_A
\end{pmatrix}.
\] (44)

Note that \(n_A \cdot m_A \equiv n^T_A m_A = 0\) (see (24)), which implies \(M_A^2 = 0\). As a consequence, matrices of the form \(1 + cM_A\) can easily be inverted, and we have \((1 + cM_A)^{-1} = 1 - cM_A\).

Repeating the above calculations at the points \(B\), \(C\), and \(D\), we obtain the additional conditions

\[
C_0 = \left(1 - \frac{1}{\alpha_B} M_B\right) C_1, \quad \alpha_B := 2i\Omega_1 (K - K_B),
\] (45)

\[
C_2 = \left(1 + \frac{1}{\alpha_C} M_C\right) C_0, \quad \alpha_C := 2i\Omega_2 (K - K_C),
\] (46)

\[
C_- = \left(1 - \frac{1}{\alpha_D} M_D\right) C_2, \quad \alpha_D := 2i\Omega_2 (K - K_D),
\] (47)

where the matrices \(M_B, M_C, M_D\) are defined as in (44), but with the Ernst potentials evaluated at the points \(B\), \(C\), or \(D\), respectively.

If we would know the exact form of the matrix \(C_+\), then the above conditions would allow us to compute all of the remaining \(C\)-matrices. This would indeed be possible if we imposed
suitable gauge conditions for the LP, see [22]. Here, however, as mentioned before, we intend to demonstrate that the final results can easily be obtained without any particular gauge.

Finally, we consider the transition from the solution on $A_+ \rightarrow A_-$ via $C$. Based on our earlier discussion, we arrive at the condition

$$\lim_{\zeta \to \infty} Y(0, \zeta; K)|_{\lambda = 1} = \lim_{\zeta \to -\infty} Y(0, \zeta; K)|_{\lambda = -1}. \quad (48)$$

With the explicit solutions (28) and (32), together with (16) and the asymptotic values (25), the previous equation becomes

$$\begin{pmatrix} 1 & 1 & 0 \\ 1 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix} C_+ = J \begin{pmatrix} 1 & 1 & 0 \\ 1 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix} C_- B. \quad (49)$$

This can be rearranged to

$$C_- B = P C_+, \quad (50)$$

where $P$ is the following permutation matrix,

$$P := \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \quad (51)$$

3.2. Parameter conditions

The solutions of the LP at the symmetry axis and horizon discussed in the previous subsection depend on the values of the Ernst potentials at the points $A, B, C, D$, the $\zeta$-coordinates $K_A, K_B, K_C, K_D$ of these points, and the angular velocities $\Omega_1, \Omega_2$ of the two horizons. These parameters, however, cannot be chosen independently of each other. Instead, we have to impose a number of parameter conditions. In the following, we show how these conditions can be obtained.

Combining (42), (45), (46) and (47), we obtain an equation relating $C_-$ and $C_+$,

$$C_- = \left(1 - \frac{1}{\alpha_D M_D}\right) \left(1 + \frac{1}{\alpha_C M_C}\right) \left(1 - \frac{1}{\alpha_B M_B}\right) \left(1 + \frac{1}{\alpha_A M_A}\right) C_+. \quad (52)$$

Another relation between $C_-$ and $C_+$ was previously obtained in (50). Combining those equations, we can eliminate $C_-$ and solve for $B$,

$$B = C_-^{-1} \left(1 - \frac{1}{\alpha_A M_A}\right) \left(1 + \frac{1}{\alpha_C M_C}\right) \left(1 - \frac{1}{\alpha_B M_B}\right) \left(1 + \frac{1}{\alpha_D M_D}\right) P C_+. \quad (53)$$

Plugging this into the relation $B^2 = 1$ (see (17)), we obtain

$$P \left(1 - \frac{1}{\alpha_D M_D}\right) \left(1 + \frac{1}{\alpha_C M_C}\right) \left(1 - \frac{1}{\alpha_B M_B}\right) \left(1 + \frac{1}{\alpha_A M_A}\right) = \left(1 - \frac{1}{\alpha_A M_A}\right) \left(1 + \frac{1}{\alpha_B M_B}\right) \left(1 - \frac{1}{\alpha_C M_C}\right) \left(1 + \frac{1}{\alpha_D M_D}\right) P. \quad (54)$$

As expected, the gauge dependent matrices $B$ and $C_+$ have cancelled, and hence the physical restrictions are independent of any gauge choice. Finally, simplifying and multiplying both
sides by $\alpha_A\alpha_B\alpha_C\alpha_D$, we obtain the condition that two matrix polynomials of third degree in $K$ must be the same. Equating the coefficients of $K^0$, $K^1$, $K^2$ and $K^3$ leads to a number of constraints for the parameters.

Note that the corresponding conditions in the case of a single black hole in electrovacuum can easily be solved explicitly [22]. In the present case, unfortunately, they are much more involved, and an explicit solution may be difficult to obtain. Fortunately, however, most of the conditions and their solution are not required in the following.

As an example, we only give the three simplest conditions here, which are

\begin{align}
\Omega_1( |E_C|^2 - |E_D|^2) + \Omega_2( |E_A|^2 - |E_B|^2) &= 0, \\
\Omega_1( E_C + \bar{E}_C - E_D - \bar{E}_D) + \Omega_2( E_A + \bar{E}_A - E_B - \bar{E}_B) &= 0, \\
\Omega_1[(1 - \bar{E}_C)\Phi_C - (1 - \bar{E}_D)\Phi_D] + \Omega_2[(1 - \bar{E}_A)\Phi_A - (1 - \bar{E}_B)\Phi_B] &= 0.
\end{align}

(55)  
(56)  
(57)

For our derivation of the most general form of the axis potentials on $A_+$ in the next subsection, we will explicitly only require equation (55).

3.3. Construction of the axis potentials

With the preparations from the previous subsection, we are now in a position to obtain the Ernst potentials $E_+ = E(0, \zeta)$ and $\Phi_+ = \Phi(0, \zeta)$ on $A_+$. The key ingredient for this construction is the above-mentioned property that $Y$ can generally take on different values on the two Riemannian sheets, but must be unique at the branch points $K_1 = i\bar{z} = \zeta + i\rho$ and $K_2 = -i\bar{z} = \zeta - i\rho$ where the two sheets are connected. In the limit $\rho \to 0$, as we approach the $\zeta$-axis, both branch points converge to $K_1 = K_2 = \zeta$, i.e. we have confluent branch points.

With (28) and (16), the condition that $Y$ for $\lambda = 1$ and $Y$ for $\lambda = -1$ on $A_+$ coincide at $K = \zeta$ becomes

\[ EC_+ = JEC_+B \text{ at } K = \zeta. \]

(58)

Using (17), we can rewrite this equation as

\[ C_+B^{-1}P = E^{-1}JEP \text{ at } K = \zeta. \]

(59)

Now we define\(^3\)

\[ N(\zeta) := E^{-1}JEP \equiv \frac{1}{f_+} \begin{pmatrix}
\frac{1}{\Phi_+^2} & -ib_+ & \Phi_+ \\
\frac{1}{\Phi_+^2} & +ib_+ & -\bar{\Phi}_+ \\
-2\Phi_+ & 2\Phi_+ & f_+ - 2|\Phi_+|^2
\end{pmatrix}, \]

(60)

where $b = \text{Im}(E)$, see (8). If we reformulate the parameter condition (53) in the form

\[ C_+B^{-1}P = \left(1 - \frac{1}{\alpha_A}M_A\right)\left(1 + \frac{1}{\alpha_B}M_B\right)\left(1 - \frac{1}{\alpha_C}M_C\right)\left(1 + \frac{1}{\alpha_D}M_D\right) \]

(61)

and specialise to $K = \zeta$, then, using (59), we see that the matrix $N$, which contains various combinations of the Ernst potentials, can be obtained from

\(^3\)Note that $N$ generalises the $2 \times 2$ matrix $N$ used in the discussion of two-black-hole configurations in vacuum, see equation (22) in [25].
\[ N = \left(1 - \frac{1}{\alpha_A} M_A\right) \left(1 + \frac{1}{\alpha_B} M_B\right) \left(1 - \frac{1}{\alpha_C} M_C\right) \left(1 + \frac{1}{\alpha_D} M_D\right) \bigg|_{k = \zeta}. \]  

(62)

Note that the components of the matrix on the right-hand side simplify to rational functions in \( \zeta \) with polynomials of at most fourth degree. Moreover, similarly to the parameter conditions, the gauge dependent matrices \( B \) and \( C^+ \) do not appear in this formula, so the axis potentials are certainly independent of any gauge choice for the LP.

Now we consider the following combinations of components of \( N \), where we evaluate the right-hand side of (62) in each case, in order to determine the polynomial structure of the relevant components,

\[ f_+ = \frac{1}{N_{11}} = \frac{\pi_4(\zeta)}{p_4(\zeta)}, \quad \pi_4 := (\zeta - K_A)(\zeta - K_B)(\zeta - K_C)(\zeta - K_D) \]

(63)

\[ b_+ = \frac{N_{21} - N_{12}}{2N_{11}} = \frac{p_2(\zeta)}{p_4(\zeta)}, \quad p_2 : \text{ real polynomial of 2nd degree} \]

(64)

\[ |E_+|^2 = \frac{N_{22}}{N_{11}} = \frac{q_4(\zeta)}{p_4(\zeta)}, \quad q_4 : \text{ real monic polynomial of 4th degree} \]

(65)

\[ \Phi_+ = \frac{N_{13}}{N_{11}} = \frac{p_3(\zeta)}{p_4(\zeta)}, \quad p_3 : \text{ complex polynomial of 3rd degree} \]

(66)

\[ |\Phi_+|^2 = \frac{N_{12} + N_{21}}{2N_{11}} = \frac{q_2(\zeta)}{p_4(\zeta)}, \quad q_2 : \text{ real polynomial of 2nd degree} \]

(67)

\[ \Phi_+ \bar{E}_+ = -\frac{N_{23}}{N_{11}} = \frac{q_3(\zeta)}{p_4(\zeta)}, \quad q_3 : \text{ complex polynomial of 3rd degree}. \]

(68)

All polynomials in the above formulae can be given explicitly, but the coefficients are rather lengthy expressions depending on the parameters \( E_A, \ldots, E_D, \phi_A, \ldots, \phi_D, K_A, \ldots, K_D, \Omega_1, \Omega_2 \). Also note that the two polynomials \( p_2 \) and \( q_2 \) initially appear to be of third degree, but in both cases the leading coefficients are proportional to the left-hand side of (55) and hence vanish as a consequence of the parameter conditions.

Firstly, we construct \( \mathcal{E}_+ \) using (63), (64) and (67),

\[ \mathcal{E}_+ = f_+ - |\Phi_+|^2 + ib_+ = \frac{\pi_4 - q_2 + ip_2}{p_4}. \]

(69)

and compare \( |\mathcal{E}_+|^2 \) as obtained from this expression with (65). This leads to the condition

\[ (\pi_4 - q_2 + ip_2)(\pi_4 - q_2 - ip_2) = q_4 p_4. \]

(70)

Comparing zeros of both sides and using that the two terms on the left-hand side are complex conjugate polynomials, and the factors on the right-hand side are real polynomials, we observe that each bracket on the left-hand side has two zeros of \( q_4 \) and two zeros of \( p_4 \). Hence, in the expression (69) for \( \mathcal{E}_+ \), two linear factors cancel and we actually have
\[ E_+ = \frac{\pi_2(\zeta)}{r_2(\zeta)}, \]  
(71)

where \( \pi_2 \) and \( r_2 \) are complex monic polynomials of 2nd degree.

Secondly, we use the expression (66) for \( \Phi_+ \) to calculate \( |\Phi_+|^2 \) and compare the result with (67). In this way, we obtain the condition 
\[ p_3 p_3 = q_2 p_4. \]  
(72)

Similarly to the above discussion, we conclude that \( p_3 \) has two zeros of \( p_4 \) and one of \( q_2 \). Hence (66) simplifies to 
\[ \Phi_+ = \frac{\pi_1(\zeta)}{R_2(\zeta)}, \]  
(73)

where \( \pi_1 \) and \( R_2 \) are complex polynomials of first and second degrees, respectively, which we choose such that \( R_2 \) is a monic polynomial.

Finally, we show that, in fact, \( R_2 = r_2 \), i.e. \( \Phi_+ \) has the same denominator as \( E_+ \). For that purpose, we use (71) and (73) to construct \( \Phi_+ E_+ = \frac{\pi_2 \pi_2}{R_2 R_2} \) and compare with (68), which shows that 
\[ p_4 = R_2 R_2. \]  
(74)

(Since both sides in the previous equation are monic polynomials, we indeed have equality and not just proportionality.) We also use (73) to obtain \( |\Phi_+|^2 = \frac{\pi_1 \pi_1}{R_2 R_2} \), which, together with (67), implies that 
\[ p_4 = R_2 R_2 \]  
(75)

is another representation of \( p_4 \). Combining (74) and (75), we immediately confirm that \( R_2 = r_2 \) must hold.

Hence the previous formulae for the axis potentials finally simplify to 
\[ E_+ = \frac{\pi_2(\zeta)}{r_2(\zeta)}, \quad \Phi_+ = \frac{\pi_1(\zeta)}{r_2(\zeta)}, \]  
(76)
i.e. the axis values are given in terms of complex polynomials \( \pi_2, r_2 \) and \( \pi_1 \) of the indicated degrees, where \( \pi_2 \) and \( r_2 \) are monic polynomials.

4. Discussion

We have derived the most general axis data for candidate solutions that could describe axisymmetric and stationary two-black-hole configurations with non-extremal rotating and charged black holes. Necessarily, the axis values of the Ernst potentials must be of the form 
\[ E_+(\zeta) = \frac{(\zeta - c_1)(\zeta - c_2)}{(\zeta - d_1)(\zeta - d_2)}, \quad \Phi_+(\zeta) = \frac{e_1 \zeta + e_2}{(\zeta - d_1)(\zeta - d_2)} \]  
(77)

with complex constants \( c_i, d_i, e_i, i = 1, 2 \), which corresponds to 12 real degrees of freedom. Note that we can immediately reduce the available degrees of freedom by comparing the asymptotic expansions of these data,
\[ E_+(\zeta) = 1 - \frac{c_1 + c_2 - d_1 - d_2}{\zeta} + O(\zeta^{-2}), \quad \Phi_+(\zeta) = \frac{e_1}{\zeta} + O(\zeta^{-2}). \quad (78) \]

with the general behaviour of the axis potentials in an asymptotically flat spacetime with total (ADM) mass \( M \) and charge \( Q \), and without NUT parameter and without magnetic charge,

\[ E_+(\zeta) = 1 - \frac{2M}{\zeta} + O(\zeta^{-2}), \quad \Phi_+(\zeta) = \frac{Q}{\zeta} + O(\zeta^{-2}). \quad (79) \]

Obviously, we require the constraints

\[ \text{Im}(c_1 + c_2 - d_1 - d_2) = 0, \quad \text{Im}(e_1) = 0, \quad (80) \]

which leaves us with 10 degrees of freedom.

Note that the boundary data (2) and (3) and (4) for the existing 8-parametric exact candidate solutions discussed in section I are all of the above form. Hence it remains to decide in future investigations whether these solutions do indeed describe physically acceptable equilibrium configurations, i.e. solutions for which the regularity requirements (i)--(v) from section I are all satisfied for particular choices of the parameters. Moreover, it should be studied whether slightly larger solution classes (with the above-mentioned 10 degrees of freedom) need to be considered as well.
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