Are atomic insulators distinguishable?
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Topological classification of quantum solids often (if not always) groups all trivial atomic or normal insulators (NIs) into the same featureless family. As we argue here, this is not necessarily the case always. In particular, when the global phase diagram of electronic crystals harbors topological insulators with the band inversion at various time reversal invariant momenta $K_{\text{inv}}^{\text{TI}}$ in the Brillouin zone, their proximal NIs display noninverted band gap minima at $K_{\text{min}}^{\text{NI}} = K_{\text{inv}}^{\text{TI}}$. In such systems, once topological superconductors nucleate from NIs, the inversion of the Bogoliubov de Gennes bands takes place at $K_{\text{inv}}^{\text{BdG}} = K_{\text{min}}^{\text{NI}}$, inheriting from the parent state. We showcase this (possibly general) proposal for two-dimensional time reversal symmetry breaking insulators. Then distinct quantized thermal Hall conductivity and responses to dislocation lattice defects inside the paired states (tied with $K_{\text{inv}}^{\text{BdG}}$ or $K_{\text{min}}^{\text{NI}}$), in turn unambiguously identify different parent atomic NIs.

**Introduction.** The world of insulators fragments into two sectors according to the topology and geometry of the bulk electronic wavefunction in quantum crystals: topological insulators (TIs) and normal insulators (NIs) [1, 2]. TIs manifest bulk-boundary correspondence, featuring robust gapless modes at crystal interfaces, such as edge, surface, corner and hinge, for example. When combined with the crystal symmetry, the family of TIs hosts a rich fair showcasing strong, weak, crystalline, higher-order and atomically obstructed TIs [3–21]. By contrast, atomic or normal insulators, although abundant in nature, do not accommodate any gapless topological boundary modes. Naturally, within the topological classification scheme of quantum materials, NIs are grouped into a single featureless family. A question therefore can be raised. *Can we topologically distinguish such NIs?*

Here we provide an indirect affirmative answer to this question by considering a paradigmatic toy square lattice model for two-dimensional (2D) time-reversal symmetry ($T$) breaking insulators [22]. We show if the global phase diagram of quantum materials supports TIs featuring the hallmark band inversion at different time reversal invariant momenta $K_{\text{inv}}^{\text{TI}}$ in the Brillouin zone (BZ), then their respective proximal NIs display a band gap minima at $K_{\text{min}}^{\text{NI}} = K_{\text{inv}}^{\text{TI}}$ [Fig. 1]. In such systems, when topological superconductors (TSCs) nucleate from NIs [Fig. 2(a)], the inversion of the Bogoliubov de Gennes (BdG) bands takes place at $K_{\text{inv}}^{\text{BdG}} = K_{\text{min}}^{\text{NI}}$ [Fig. 3]. While half-quantized thermal Hall conductivity ($\kappa_{xy}$) reveals the topological nature of the paired states [Fig. 2(b)], dislocation lattice defects, sensitive to $K_{\text{inv}}^{\text{BdG}}$, in turn underpins $K_{\text{min}}^{\text{NI}}$ [Fig. 4]. Therefore, responses of TSCs allow us to identify and distinguish their parent NIs. Specifically, when a TSC, characterized by a half-quantized $\kappa_{xy}$, stems from a NI with the band gap minima at a finite momentum, only then robust zero energy localized Majorana modes appear near the dislocation core. We present a simple mathematical proof to generalize this proposal to arbitrary dimensions (larger than one) and symmetry class to classify NIs from the responses of their proximal TSCs, operative under the only assumption that a half-filled system always describes an insulator.

**Normal state.** The Hamiltonian for 2D $T$-breaking insulators on a square lattice reads $H = \sum_k \hat{\Psi}_k^\dagger \hat{H}(k) \hat{\Psi}_k$, where $\hat{\Psi}_k = [c_k^\dagger, c_k]$, and $c_k^\dagger$ is the fermionic annihilation operator. 

![Diagram](https://example.com/figure1.png) **Fig. 1.** (a) Phase diagram of the normal state Hamiltonian [Eq. (1)] in terms of the Chern number $C$ [Eq. (2)] for $t = t_0 = 1$. In each insulating phase, the band structure displays parity polarization of the eigenvectors in red (+) and blue (−) for (i) $m_0 = 2.25$, (ii) $m_0 = −0.75$, (iii) $m_0 = 0.75$ and (iv) $m_0 = −2.25$. Hence, bands are noninverted (inverted) in NIs (TIs). Here we follow the path $\Gamma \to X \to M \to \Gamma$ in the BZ. (b) The Six-terminal electrical ($\sigma_{xy}$) and thermal ($\kappa_{xy}$) Hall conductivities as a function of $m_0$, computed in a rectangular system (see insets) of length $L = 200$ and width $W = 100$. In TIs, both $\sigma_{xy} = C$ (in units of $e^2/h$) and $\kappa_{xy} = C$ (in units of $\pi^2 k_B^2/(3h)$). Dotted lines are guide to the eye.
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operator with momentum \( k \) and parity \( \tau = \pm \) \[22\]. The \( k \)-dependent operator is given by \( \mathcal{H}(k) = \tau \cdot \mathbf{d}(k) \) with

\[
\mathbf{d}(k) = \left( t \sin(k_x a), t \sin(k_y a), m_0 - t_0 \sum_{j=x,y} \cos(k_j a) \right).
\]

Vector Pauli matrix \( \tau = (\tau_x, \tau_y, \tau_z) \) operates on the parity indices (±). Throughout, we set \( t = t_0 = 1 \), and the lattice constant \( a = 1 \). Then this model hosts TIs in the regime \( -2 < m_0 < 2 \), and NIs otherwise. Each TI supports one chiral edge mode, encoding the first Chern number \( C = \pm 1 \), defined within the first BZ as \[23\]

\[
C = \int_{\text{BZ}} \frac{d^2k}{4\pi} \left[ \partial_{k_x} \mathbf{d}(k) \times \partial_{k_y} \mathbf{d}(k) \right] \cdot \mathbf{d}(k),
\]

manifesting the bulk-boundary correspondence, where \( \mathbf{d}(k) = \mathbf{d}(k) / |\mathbf{d}(k)| \). In NIs \( C = 0 \). The nontrivial Chern number gives rise to quantized electrical and thermal Hall conductivities, which we discuss shortly.

Various phases of this model Hamiltonian in terms of the Chern number and the associated band structures are shown in Fig. 1(a). The topological regime fragments

into two sectors depending on the band inversion moment in the BZ (\( \mathbf{K}_{\text{inv}}^{\text{Tl}} \)). Specifically, \( \mathbf{K}_{\text{inv}}^{\text{Tl}} = (0,0) \) (\( \Gamma \) point) for \( 0 < m_0 < 2 \) and \( (\pi,\pi) \) (M point) for \( -2 < m_0 < 0 \). In these two phases, \( C = +1 \) and \( -1 \), respectively. The transition between them takes place through a band gap closing at the \( X = (\pi,0) \) or \( Y = (0,\pi) \) point when \( m_0 = 0 \). Two NIs are born from these TIs via bulk gap closings at the M and \( \Gamma \) points when \( m_0 = -2 \) and \( +2 \), respectively. Even though the bands are noninverted in NIs, the parity-polarized conduction (valence) band displays band minima (maxima) near the \( \Gamma \) and \( M \) points, respectively for \( m_0 > 2 \) and \( m_0 < -2 \). In this respect, the band gap minima in NIs occurs at \( \mathbf{K}_{\text{min}}^{\text{NI}} = \mathbf{K}_{\text{inv}}^{\text{Tl}} \) of their proximal parent TIs.

Before addressing the proposal to distinguish NIs with different \( \mathbf{K}_{\text{min}}^{\text{NI}} \), we characterize the normal state in terms of the electrical (\( \sigma_{xy} \)) and thermal (\( \kappa_{xy} \)) Hall responses to facilitate the forthcoming discussion.

**Electrical Hall conductivity.** We compute \( \sigma_{xy} \) in a six-terminal geometry at zero temperature \[24\]. Since mesoscopic details of the device or scattering region and
leads play a pivotal role in obtaining meaningful transport responses, here we briefly discuss their geometry used for the calculations [Fig. 1(b)]. A rectangular scattering region containing the system is maintained at a voltage $V$. It is connected to six terminals. All of them are kept at different voltages with the help of reservoirs. To generate transverse electrical response, we apply a voltage gradient between lead 1 ($V_1 = -\Delta V/2$) and lead 4 ($V_4 = \Delta V/2$), resulting in a longitudinal electrical current ($I_{xy}$) between them. No current is flowing between the transverse leads. They serve as the voltage probes. This setup allows us to calculate $\sigma_{xy}$, generated between the transverse leads by extracting the scattering matrix using Kwant [25]. The current-voltage relation is given by $I_{el} = G_{el}V$, with $G_{el} = (I_{el}, 0, 0, -I_{el}, 0, 0)$ and $V = (-\Delta V/2, V_2, V_3, \Delta V/2, V_5, V_6)$. The conductance matrix $G_{el}$ contains only the transmission blocks of the scattering matrix. Upon finding $G_{el}$, we extract different voltages from the above current-voltage relation. Subsequently, we compute the transverse electrical resistance $R_{xy}^e = (V_2 + V_3 - V_5 - V_6)/(2I_{el})$ [26–28], yielding $\sigma_{xy} = (e^2/h)(R_{xy}^e)^{-1}$. Setting $e = h = 1$, we find $\sigma_{xy} = C$, as shown in Fig. 1(b).

**Thermal Hall conductivity.** The same six-terminal geometry can be used to compute $\kappa_{xy}$. The scattering region is now maintained at a temperature $T$. All six terminals are kept at different temperatures. We apply a temperature gradient between lead 1 ($T_1 = -\Delta T/2$) and lead 4 ($T_4 = \Delta T/2$). It results in a longitudinal thermal current ($I_{th}$) from lead 1 to lead 4. The current-temperature relation is captured by the matrix equation $I_{th} = A_{th}T$, where $I_{th} = (I_{th}, 0, 0, -I_{th}, 0, 0)$ and $T = (-\Delta T/2, T_2, T_3, \Delta T/2, T_5, T_6)$. The matrix elements of $A_{th}$ are given by [29, 30]

$$A_{th,ij} = \int_0^\infty \frac{E^2}{T} \left( -\frac{\partial f(E,T)}{\partial E} \right) \left[ \delta_{ij} \mu_j - \text{Tr}(t^\dagger_{ij} t_{ij}) \right] dE,$$

where $\mu_j$ denotes the number of propagating modes in the $j$th lead, $f(E,T) = 1/(1 + \exp[E/(k_BT)])$ is the Fermi-Dirac distribution function, $t_{ij}$ is the transmission part of the scattering matrix between the leads $i$ and $j$, and the trace ($\text{Tr}$) is taken over the conducting channels. Upon obtaining $A_{th}$, we calculate temperature at various leads from the current-temperature relation. The transverse thermal resistance is $R_{xy}^{th} = (T_2 + T_3 - T_5 - T_6)/(2I_{th})$. For both electrical and thermal Hall resistances, average over different terminals is taken to avoid contact resistance effects, giving rise to robust quantized values. Inverting $R_{xy}^{th}$, we obtain $\kappa_{xy} = \pi^2 k_B^2 T/(3h) (R_{xy}^{th})^{-1}$, where we further set $k_B = 1$ [29–32]. Notice that the integrand in Eq. (3) depends on the derivative of the Fermi-Dirac function, which is valid in the limit $T \rightarrow 0$ [24]. We compute $\kappa_{xy}$ for $T = 0.01$ (in the energy unit). Then in units of $\pi^2/3$, we find $\kappa_{xy}/T = C$, as shown in Fig. 1(b).

**Superconductivity.** Therefore, NIs with distinct $K_{\text{Ni}}^{\text{min}}$ cannot be distinguished from any response of charged fermions. Such a goal can nevertheless be accomplished when the system is conducive to Cooper pairing. The charge conjugation symmetry allows this system to support only one local pairing [33]. The effective single-particle BdG Hamiltonian then reads

$$H_{\text{BdG}} = \frac{1}{2} \sum_k (\Psi_k^{\text{Nam}})^\dagger H_{\text{BdG}}(k) \Psi_k^{\text{Nam}},$$

where $\Psi_k^{\text{Nam}} = [\Psi_k, \tau_1 \Psi_k^\dagger]$, is the Nambu-doubled spinor and

$$H_{\text{BdG}}(k) = d_1^\dagger(k) \Gamma_0 d_1(k) + d_2^\dagger(k) \Gamma_0 d_2(k) + d_3^\dagger(k) \Gamma_0 d_3(k) + \Delta \Gamma_3.$$  (4)

The $4 \times 4$ Dirac matrices are $\Gamma_{ab} = \eta_a \otimes \tau_b$. The new set of Pauli matrices $\{\eta_a\}$ act on the Nambu space. The factor of $1/2$ in $H_{\text{BdG}}$ stems from the Nambu doubling.

Computation of the phase diagram of $H_{\text{BdG}}(k)$ is greatly simplified by noting that a unitary rotation by $U = \exp[-i\pi \Gamma_{20}/4]$ brings it to a block diagonal form $U^\dagger H_{\text{BdG}}(k) U = \mathcal{H}_{\text{BdG}}^+(k) \oplus \mathcal{H}_{\text{BdG}}^-(k)$, where $\mathcal{H}_{\text{BdG}}^\pm(k) = \tau \cdot d^\dagger(k)$ with $d^\dagger(k) = (d_1^\dagger, d_2^\dagger, d_3^\dagger)$ and

$$d_0^\dagger(k) = m_0 + \Delta - t_0(\cos(k_x a) + \cos(k_y a)).$$

(5)

The global phase diagram of $H_{\text{BdG}}(k)$ can now be constructed in terms of the total Chern number $C_{\text{tot}} = C_+ + C_-$, as shown in Fig. 2(a), where $C_{\pm}$ are the Chern numbers for $\mathcal{H}_{\text{BdG}}^\pm(k)$, computed from Eq. (2). It features TSCs with $C_{\text{tot}} = \pm 1$ and $\pm 2$, besides the ones

![FIG. 4. Energy spectra of $H_{\text{BdG}}(k)$ [Eq. (4)] in the presence of an edge dislocation-antidislocation pair with $b = \pm a\hat{e}_x$, placed symmetrically in a periodic system with linear dimensions $L = 24$ in the $x$ and $y$ directions, for $\Delta = 0.5$, and (a) $m_0 = -1.0$, (b) $m_0 = -2.0$, and (c) $m_0 = 0.0$, yielding $C_{\text{tot}} = +2, +1$ and 0 (with nontrivial Zak phase) [Fig. 2(a)], respectively. Insets show near zero energy states, whose local density of states is always highly localized around the defect cores.](image-url)
with $C_{\text{tot}} = 0$. The $C_{\text{tot}} = 0$ sector fragments into two classes, which can be distinguished in terms of a weak topological invariant, namely the Zak phase [34–37]. The one with a nontrivial Zak phase is named weak TSC [24].

**Thermal Hall effect.** We now compute responses of the paired states from Fig. 2(a), capturing the signatures of their nontrivial topological invariants. At this point, we should note that once superconductivity develops in the system, electrical charge responses become ill-defined as Cooper pairs do not obey the charge conservation. However, as the energy of the system is conserved, $\kappa_{xy}$ serves as a bonafide topological response to characterize the paired states. Details of the computation of $\kappa_{xy}$ in a six terminal geometry has already been discussed. So, here we only quote the final results. We find that $\kappa_{xy}$ is nonvanishing only when $C_{\text{tot}}$ is nonzero and half-integer quantized, namely $\kappa_{xy} = -2C_{\text{tot}}/2$ in units of $\pi^2/3$, once we set $k_y = h = 1$ [29–31]. Therefore, TSCs with $C_{\text{tot}} = \pm 1$ and $\pm 2$, give $\kappa_{xy} = \mp 0.5$ and $\mp 1$, respectively, as shown in Fig. 2(b). However, $\kappa_{xy} = 0$ whenever $C_{\text{tot}} = 0$, irrespective of whether the superconducting phase possesses a nontrivial Zak phase or not. Furthermore, it should be noted that the sign of $\kappa_{xy}$ can be changed without altering the nature of the TSC, namely the BdG band inversion momentum ($K_{\text{BdG}}^{\text{inv}}$), by taking $\tau \rightarrow -\tau$ for example. Thus a full characterization of TSCs also demands a smoking gun probe of $K_{\text{BdG}}^{\text{inv}}$.

**Edge band structure.** The topological nature of the superconductors and the associated $K_{\text{BdG}}^{\text{inv}}$ can be established from the band structure of $H_{\text{BdG}}(k)$ in a semi-infinite system with only $k_x$ or $k_y$ as a good quantum number. One-dimensional $|C_{\text{tot}}|$-fold degenerate edge modes then appear as dispersive states along $k_x$ or $k_y$, separated from the bulk states. See Fig. 3. Furthermore, the edge modes cross the zero energy exactly at $K_{\text{BdG}}^{\text{inv}}$. We find that TSC with $C_{\text{tot}} = -2$ (+2) supports doubly-degenerate edge states with the BdG band inversion at the $\Gamma$ (M) point. The $C_{\text{tot}} = \pm 1$ TSCs replicate this outcome. But the edge modes are then non-degenerate. The paired state with $C_{\text{tot}} = 0$ supports counter-propagating edge modes, crossing the zero energy at $k_x$ or $k_y = 0$ and $\pi$, only when it possesses a nontrivial Zak phase. Next we show that dislocation lattice defects probe $K_{\text{BdG}}^{\text{inv}}$.

**Edge dislocation.** Two dimensional edge dislocations are constructed from the so-called Volterra cut-glue procedure. The main idea is to cut a line of atoms up to a site, called the dislocation core as a first step. Subsequently, the sites across the cut are glued. This way, the system regains translational symmetry everywhere except near the dislocation core, where the missing translation characterizes the defect in terms of the Burgers vector ($b$). Due to this, when a BdG fermion encircles the defect core, it picks up a hopping phase $\exp[i\Phi_{\text{dis}}]$, governed by the $K \cdot b$ rule [38–49], where $\Phi_{\text{dis}} = K_{\text{BdG}}^{\text{inv}} \cdot b$ (modulo $2\pi$). Following this principle, we find that TSCs with $C_{\text{tot}} = -1$ (+2) support one (two) pair(s) of zero energy dislocation modes. Furthermore, the TCS with $C_{\text{tot}} = 0$, but a nontrivial Zak phase features two zero energy defect modes. See Fig. 4. In all these phases $\Phi_{\text{dis}} = \pi$ (nontrivial) when $b = a\hat{e}_x$ or $a\hat{e}_y$, as $K_{\text{BdG}}^{\text{inv}} = (\pi, \pi)$ therein, resulting in edge modes crossing the zero energy at $k_x$ or $k_y = \pi$ [Fig. 3]. For all the other paired states $\Phi_{\text{dis}} = 0$ (trivial). None of them thus hosts any zero energy dislocation mode.

These observations can be supported from an alternative explanation. Notice that the two edges, introduced during the cut procedure, support counter-propagating edge modes. Once these two edges are glued, the associated edge modes hybridize and suffer level repulsion. When $n$ number of edge modes cross the zero energy at momentum $\pi$ or $0$, such a level repulsion can be modeled by a domain wall or uniform Dirac mass, acting on the edge subspace. Then the Jackiw-Rebbi mechanism applies [50], and in the former situation the dislocation core supports $n$ pairs of localized Majorana zero modes.

**Discussions.** From a paradigmatic toy square lattice model, featuring $T$-breaking TIs with distinct topological invariant ($C$) and $K_{\text{inv}}^{\text{Td}}$, here we argue that their proximal NIs with band gap minima at $K_{\text{min}}^{\text{Td}} = K_{\text{inv}}^{\text{Td}}$ can be distinguished, but only when TSCs develop in the system. In particular, $\kappa_{xy}$ and the response to the dislocation lattice defects inside the paired states (governed by $K_{\text{BdG}}^{\text{inv}} = K_{\text{NI}}^{\text{NI}}$) unambiguously distinguish parent NIs with different $K_{\text{NI}}^{\text{NI}}$. A generalization of this proposal possibly rests on the answer to the following question.

*Can two NIs realized in the limits $m_0 \rightarrow \pm \infty$ be adiabatically connected?* In these two limits the kinetic energy becomes unimportant and NIs can be modeled by a simple Hamiltonian $H_{\text{NI}} = m_0 \Gamma_{2N}$, where $\Gamma_{2N}$ is a $2N$-dimensional traceless Hermitian matrix and $2N$ is the total number of bands in the system, with $N = 1$ in our study. At half-filling, there are $N$ filled valence and $N$ empty conduction bands, with a band gap $2m_0$ between them. Irrespective of the representation, eigenvalues of $\Gamma_{2N}$ are $+1$ and $-1$ (named generalized parity eigenvalues), and each of them is $N$-fold degenerate. The corresponding wavefunctions are parity eigenstates. When $m_0 \rightarrow \infty$, the conduction (valence) band is constituted by positive (negative) parity eigenstates. In the $m_0 \rightarrow -\infty$ limit, the situation is exactly the opposite. See, for example, Fig. 1(a). As the parity eigenstates are orthogonal to each other, two atomic insulators in the limits $m_0 \rightarrow \pm \infty$ therefore cannot be smoothly deformed into each other. This proof allows us to at least conjecture that our proposal to distinguish trivial atomic insulators by inducing TSCs should be applicable to systems of arbitrary dimensionality (above one) belonging to arbitrary symmetry class, as long as it can support distinct TIs with different $K_{\text{inv}}^{\text{Td}}$. A further rigorous mathematical proof of this statement (if exists) is beyond the scope of the present work.

Nature harbors a plethora of TIs with the hallmark
band inversion at various points in the BZ [3–21]. In these systems, TI-NI quantum phase transitions can be triggered by changing the quantum well width [51] or via chemical substitutions [52–56] or by applying a hydrostatic pressure [57, 58]. When doped these quantum materials typically accommodate TSCs [59]. Here only for the sake of simplicity, we set the chemical potential to zero. Our proposal holds even when the insulating systems are doped, which favors nucleation of TSCs by forming a Fermi surface. Therefore, the task is to induce TSCs in doped topological materials with different $K_{\text{inv}}$ after driving the system into a NI. While the thermal Hall conductivity is intimately tied with the breaking of the $T$ in the paired state (class D), responses to dislocation modes can be detected via scanning tunneling microscope [66, 67]. Therefore, our proposal to distinguish NIs from the responses of their proximal TSCs can be tested in well-characterized topological quantum materials with existing experimental tools.

**Acknowledgments.** S.K.D and B.R. were supported by a Startup grant of B.R. from Lehigh University. S.M. was supported by Weizmann Institute of Science, Israel Deans fellowship through Feinberg Graduate School and the Raymond and Beverly Sackler Center for Computational Molecular and Material Science at Tel Aviv University. We thank Suvayu Ali for technical support.

[1] M. Z. Hasan and C. L. Kane, Colloquium: Topological insulators, Rev. Mod. Phys. 82, 3045 (2010).
[2] X.-L. Qi and S.-C. Zhang, Topological insulators and superconductors, Rev. Mod. Phys. 83, 1057 (2011).
[3] C. L. Kane and E. J. Mele, $Z_2$ Topological Order and the Quantum Spin Hall Effect, Phys. Rev. Lett. 95, 146802 (2005).
[4] B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Quantum Spin Hall Effect and Topological Phase Transition in HgTe Quantum Wells, Science 314, 1757 (2006).
[5] L. Fu and C. L. Kane, Topological insulators with inversion symmetry, Phys. Rev. B 76, 045302 (2007).
[6] J. E. Moore and L. Balents, Topological invariants of time-reversal-invariant band structures, Phys. Rev. B 75, 121306 (2007).
[7] R. Roy, Topological phases and the quantum spin Hall effect in three dimensions, Phys. Rev. B 79, 195322 (2009).
[8] S. Ryu, A. P. Schnyder, A. Furusaki, and A. W. W. Ludwig, Topological insulators and superconductors: tenfold way and dimensional hierarchy, New J. Phys. 12, 065010 (2010).
[9] A. A. Soluyanov and D. Vanderbilt, Computing topological invariants without inversion symmetry, Phys. Rev. B 83, 235401 (2011).
[10] L. Fu, Topological Crystalline Insulators, Phys. Rev. Lett. 106, 106802 (2011).
[11] R.-J. Slager, A. Mesaros, V. Jurićić, and J. Zaanen, The space group classification of topological band-insulators, Nat. Phys. 9, 98 (2012).
[12] K. Shiozaki and M. Sato, Topology of crystalline insulators and superconductors, Phys. Rev. B 90, 165114 (2014).
[13] W. A. Benalcazar, B. A. Bernevig, and T. L. Hughes, Quantized electric multipole insulators, Science 357, 61 (2017).
[14] W. A. Benalcazar, B. A. Bernevig, and T. L. Hughes, Electric multipole moments, topological multipole moment pumping, and chiral hinge states in crystalline insulators, Phys. Rev. B 96, 245115 (2017).
[15] B. Bradlyn, L. Elcoro, J. Cano, M. G. Vergniory, Z. Wang, C. Felser, M. I. Aroyo, and B. A. Bernevig, Topological quantum chemistry, Nature 547, 298 (2017).
[16] H. C. Po, H. Watanabe, and A. Vishwanath, Fragile Topology and Wannier Obstructions, Phys. Rev. Lett. 121, 126402 (2018).
[17] D. Čálušgáru, V. Jurićić, and B. Roy, Higher-order topological phases: A general principle of construction, Phys. Rev. B 99, 041301 (2019).
[18] T. Zhang, Y. Jiang, Z. Song, H. Huang, Y. He, Z. Fang, H. Weng, and C. Fang, Catalogue of topological electronic materials, Nature 566, 475 (2019).
[19] M. G. Vergniory, L. Elcoro, C. Felser, N. Regnault, B. A. Bernevig, and Z. Wang, A complete catalogue of high-quality topological materials, Nature 566, 480 (2019).
[20] F. Tang, H. C. Po, A. Vishwanath, and X. Wan, Comprehensive search for topological materials using symmetry indicators, Nature 566, 486 (2019).
[21] E. Khalaf, W. A. Benalcazar, T. L. Hughes, and R. Queiroz, Boundary-obstructed topological phases, Phys. Rev. Research 3, 013239 (2021).
[22] X.-L. Qi, Y.-S. Wu, and S.-C. Zhang, Topological quantization of the spin Hall effect in two-dimensional paramagnetic semiconductors, Phys. Rev. B 74, 085308 (2006).
[23] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs, Quantized Hall Conductance in a Two-Dimensional Periodic Potential, Phys. Rev. Lett. 49, 405 (1982).
[24] See Supplemental Materials at XXX-XXXX for the details of transport calculations, nature of the integrand in the thermal Hall formula, and the Zak phase.
[25] C. W. Groth, M. Wimmer, A. R. Akhmerov, and X. Waintal, Kwant: a software package for quantum transport, New J. Phys. 16, 063055 (2014).
[26] M. Büttiker, Role of quantum coherence in series resistors, Phys. Rev. B 33, 3020 (1986).
[27] M. Büttiker, Four-Terminal Phase-Coherent Conductance, Phys. Rev. Lett. 57, 1761 (1986).
[28] S. Datta, Electronic Transport in Mesoscopic Systems (Cambridge University Press, 1995).
[29] W. Long, H. Zhang, and Q.-F. Sun, Quantum thermal Hall effect in graphene, Phys. Rev. B 84, 075416 (2011).
[30] I. C. Fulga, Y. Oreg, A. D. Mirlin, A. Stern, and D. F. Mross, Temperature Enhancement of Thermal Hall Conductance Quantization, Phys. Rev. Lett. 125, 236802 (2020).
[31] N. Read and D. Green, Paired states of fermions in two dimensions with breaking of parity and time-reversal symmetries and the fractional quantum Hall effect, Phys. Rev. B 61, 10267 (2000).
[32] L. G. C. Rego and G. Kirchner, Quantized Thermal...
Conductance of Dielectric Quantum Wires, Phys. Rev. Lett. 81, 232 (1998).

S. Manna, S. K. Das, and B. Roy, Noncrystalline topological superconductors, arXiv:2207.02203.

J. Zak, Berry’s phase for energy bands in solids, Phys. Rev. Lett. 62, 2747 (1989).

R. Resta, Macroscopic polarization in crystalline dielectrics: the geometric phase approach, Rev. Mod. Phys. 66, 899 (1994).

F. Liu and K. Wakabayashi, Novel Topological Phase with a Zero Berry Curvature, Phys. Rev. Lett. 118, 076803 (2017).

H. C. Wu, L. Jin, and Z. Song, Nontrivial topological phase with a zero Chern number, Phys. Rev. B 102, 035145 (2020).

Y. Ran, Y. Zhang, and A. Vishwanath, One-dimensional topologically protected modes in topological insulators with lattice dislocations, Nat. Phys. 5, 298 (2009).

J. C. Y. Teo and C. L. Kane, Topological defects and gapless modes in insulators and superconductors, Phys. Rev. B 82, 115120 (2010).

Y. Zhou, D.-J. Kim, P. F. S. Rosa, Q. Wu, J. Guo, S. Zhang, Z. Wang, D. Kang, W. Yi, Y. Li, X. Li, J. Liu, P. Duan, M. Zi, X. Wei, Z. Jiang, Y. Huang, Y.-f. Yang, Z. Fisk, L. Sun, and Z. Zhao, Pressure-induced quantum phase transitions in a YbB$_6$ single crystal, Phys. Rev. B 92, 241118 (2015).

Y. Zhou, Q. Wu, P. F. S. Rosa, R. Yu, J. Guo, W. Yi, S. Zhang, Z. Wang, H. Wang, S. Cai, K. Yang, A. Li, Z. Jiang, S. Zhang, X. Wei, Y. Huang, P. Sun, Y.-f. Yang, Z. Fisk, Q. Si, Z. Zhao, and L. Sun, Quantum phase transition and destruction of Kondo effect in pressurized SmB$_6$. Sci. Bull. 62, 1439 (2017).

M. Maneerjee, M. Heiblum, A. Rosenblatt, Y. Oreg, D. E. Feldman, A. Stern, and V. Umansky, Observed quantization of anyonic heat flow, Nature (London) 545, 75 (2017).

S. K. Srivastav, M. R. Sahu, K. Watanabe, T. Taniguchi, and A. Das, Universal quantized thermal Hall conductance in graphene, Sci. Adv. 5, eaaw5798 (2019).

G. Le Breton, R. Delagrange, Y. Hong, M. Garg, K. Watanabe, T. Taniguchi, R. Ribeiro-Palau, P. Roulleau, P. Roche, and F. D. Parmentier, Heat Equilibration of Integer and Fractional Quantum Hall Edge Modes in Graphene, Phys. Rev. Lett. 129, 116803 (2022).

H. Hamasaki, Y. Tokumoto, and K. Edagawa, Dislocation conduction in Bi-Sb topological insulators, Appl. Phys. Lett. 110, 092105 (2017).

A. K. Nayak, J. Reiner, R. Queiroz, H. Fu, C. Shekhar, B. Yan, C. Felser, N. Avraham, and H. Beidenkopf, Resolving the topological classification of bismuth with topological defects, Sci. Adv. 5, eaax6996 (2019).