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Abstract

We analyze the lepton-universality violating $B \to K^{(*)}\ell^+\ell^-$ puzzle $R(K^{(*)})$ in a model-independent way. The branching ratio $\text{Br}(B_s \to \mu^+\mu^-)$ is also considered as a main constraint. We show how the branching ratio restricts the allowed region of the parameter space, and investigate new physics effects on the electronic as well as muonic sector in $R(K^{(*)})$. Within a reasonable range of parameters we find that the new physics scale goes up to $\sim 5$ TeV, and the new physics effects on the Wilson coefficient is $-1 \lesssim C_{9NP}^{\mu} \lesssim 0$. 
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I. INTRODUCTION

Flavor physics has played an important role to test the standard model (SM) and to probe new physics (NP). Various experimental results are in good agreement with the SM but there are some anomalies in $B$ meson phenomenology. Recently some hints for the lepton-universality violation in the semileptonic $B$ decays are reported. One of them is the so called $R(K^{(*)})$, which is the ratio of the branching ratio of $B \to K^{(*)}\ell\ell$ decays, defined by

$$R(K^{(*)}) \equiv \frac{\text{Br}(B \to K^{(*)}\mu^+\mu^-)}{\text{Br}(B \to K^{(*)}e^+e^-)}.$$ (1)

The process is a kind of the flavor-changing neutral current (FCNC) which is not allowed at the tree level in the SM. One can expect some NP effects could explain the involved anomalies. Recently updated measurements from the LHCb Collaboration are

\begin{align*}
R(K)[1.1, 6.0] &= 0.846^{+0.044}_{-0.041}, \\
R(K^*)[0.045, 1.1] &= 0.660^{+0.110}_{-0.070} \pm 0.024, \\
R(K^*)[1.1, 6.0] &= 0.685^{+0.113}_{-0.069} \pm 0.047, \quad (2)
\end{align*}

where the numbers in the square bracket are the bins of the momentum squared in GeV$^2$. The results are in tension with the SM predictions which are quite close to unity

\begin{align*}
R(K)^{\text{SM}}[1.0, 6.0] &= 1.0004^{+0.0008}_{-0.0007}, \\
R(K^*)^{\text{SM}}[0.045, 1.1] &= 0.920^{+0.007}_{-0.006}, \\
R(K^*)^{\text{SM}}[1.1, 6.0] &= 0.996^{+0.002}_{-0.002}. \quad (3)
\end{align*}

The discrepancy between the experiments and the SM strongly suggests a need for NP to explain the lepton-universality violation. Up to now many NP scenarios have been proposed to solve the puzzle, including the leptoquark [7–16], $Z'$ model [17–23], two-Higgs doublet model [24–26], and so on [27].

In this paper, we analyze the $R(K^{(*)})$ puzzle in a model-independent way. This kind of approach makes it possible to show general features of the situation. The NP effects are generally encoded in the relevant Wilson coefficients $C_i$. In many cases NP involves a new scale $M_{NP}$ in the form of $\sim 1/(G_F M_{NP}^2)$. We parameterize the Wilson coefficient from NP as $C_i^{NP} \sim (v/M_{NP})^{\alpha}$ with some coefficients, where $v$ is the SM vacuum expectation value. Usually $\alpha = 2$ but in some NP like unparticle scenario $\alpha$ could be free parameters [28, 29].
As will be seen later, our simple parametrization can provide some information about the NP scale $M_{NP}$ and different patterns between electronic and muonic contributions.

In the next Section we provide our formalism to do the analysis. Section III contains the results and discussions. We conclude in Sec. IV.

II. FORMALISM

The $b \to s \ell^+ \ell^-$ transition is described by the effective Hamiltonian

$$\mathcal{H}_{\text{eff}} = -\frac{4G_F}{\sqrt{2}} VtbV_{ts}^* \sum_{i=9}^{10} C_i(\mu) O_i(\mu) .$$

(4)

For the $R(K^{(*)})$ anomaly It is well known that only $O_9$ and $O_{10}$ operators are relevant as discussed in [30–32]

$$O_9 = \frac{e^2}{16\pi^2} (\bar{s}_\gamma^\mu P_L b) (\bar{\ell}_\gamma^\mu \ell) ,$$

$$O_{10} = \frac{e^2}{16\pi^2} (\bar{s}_\gamma^\mu P_L b) (\bar{\ell}_\gamma^\mu \gamma_5 \ell) .$$

(5)

The matrix elements for $B \to K^{(*)}$ are given by $(q = p_B - p)$ [33]

$$\langle K(p)|\bar{s}_\gamma^\mu b|B(p_B)\rangle = f_+ \left[ (p_B + p)_\mu - \frac{m_B^2 - m_K^2}{s} q_\mu \right] + \frac{m_B^2 - m_K^2}{s} f_0 q_\mu ,$$

$$\langle K(p)|\bar{s}_\sigma^\mu q^\nu (1 + \gamma_5) b|B(p_B)\rangle = i \left[ (p_B + p)_\mu s - q_\mu (m_B^2 - m_K^2) \right] f_T \frac{m_B + m_K}{m_B + m_K} ,$$

$$\langle K^*(p)|(V - A)_\mu |B(p_B)\rangle = -i \epsilon^*_\mu (m_B + m_K^*) A_1 + i (p_B + p)_\mu (\epsilon^* \cdot p_B) \frac{A_2}{m_B + m_K^*}$$

$$+ i q_\mu (\epsilon^* \cdot p_B) \frac{2m_K^*}{s} (A_3 - A_0) + \epsilon_{\mu\nu\rho\sigma} \epsilon^{*\nu} p_B^\rho b^\sigma \frac{2V}{m_B + m_K^*} ,$$

(6) (7) (8)

where $f_{+,0,T}(s), A_{0,1,2}(s), T_{1,2,3}(s), V(s),$ and $f_- = (f_0 - f_+)(1 - \hat{m}_K^2)/\hat{s}$ are the form factors. We adopt the exponential forms of [33] for the form factors.
Now the differential decay rates for $B \to K^{(*)}\ell^+\ell^-$ are [34]

\[
\frac{d\Gamma_K}{d\hat{s}} = \frac{G_F^2\alpha^2 m_B^5}{210 \pi^5} |V_{ts}|^2 \hat{u}_{K,\ell} \left\{ (|A'|^2 + |C'|^2) \left( \frac{\lambda_K - \hat{u}_{K,\ell}^2}{3} \right) + |C'|^2 4\hat{m}_i^2 (2 + 2\hat{m}_K^2 - \hat{s}) \right. \\
+ \text{Re}(C'D^*) 8\hat{m}_i^2 (1 - \hat{m}_K^2) + |D'|^2 4\hat{m}_i^2 \hat{s} \right\}, \\
\frac{d\Gamma_{K^*}}{d\hat{s}} = \frac{G_F^2\alpha^2 m_B^5}{210 \pi^5} |V_{ts}|^2 \hat{u}_{K^*,\ell} \left\{ |A|^2 \frac{\hat{s} \lambda_{K^*}}{3} \left( 1 + \frac{2\hat{m}_i^2}{\hat{s}} \right) + |E|^2 \hat{s} \hat{u}_{K^*,\ell}^2 \right. \\
+ \frac{|B|^2}{4\hat{m}_K^2} \left( \lambda_{K^*} - \hat{u}_{K^*,\ell}^2 \frac{\hat{m}_K^2}{3} + 8\hat{m}_i^2 (\hat{s} + 2\hat{m}_i^2) \right) + \frac{|F|^2}{4\hat{m}_K^2} \left( \lambda_{K^*} - \hat{u}_{K^*,\ell}^2 \frac{\hat{m}_K^2}{3} + 4\hat{m}_i^2 (2 + 2\hat{m}_K^2 - \hat{s}) \right) \\
+ \frac{\lambda_{K^*} |G|^2}{4\hat{m}_K^2} \left( \lambda_{K^*} - \hat{u}_{K^*,\ell}^2 \frac{\hat{m}_K^2}{3} \right) (1 - \hat{m}_K^2 - \hat{s}) \\
+ \frac{\lambda_{K^*} |H|^2}{4\hat{m}_K^2} \left( \lambda_{K^*} - \hat{u}_{K^*,\ell}^2 \frac{\hat{m}_K^2}{3} \right) (1 - \hat{m}_K^2 - \hat{s}) - 4\hat{m}_i^2 \lambda_{K^*} \right\}, \\
\]  

(9)

(10)

where the kinematic variables are

\[
\hat{s} = \frac{s}{m_B^2}, \quad \hat{m}_i = \frac{m_i}{m_B}, \\
\lambda_H = 1 + \hat{m}_H^4 + \hat{s}^2 - 2\hat{s} - 2\hat{m}_H^2 (1 + \hat{s}), \quad \hat{u}_{H,\ell} = \sqrt{\lambda_H \left( 1 - \frac{4\hat{m}_i^2}{\hat{s}} \right)},
\]

(11)

(12)

and

\[
s = (p_B - p_{K^{(*)}})^2 = (p_{\ell^+} + p_{\ell^-})^2,
\]

(13)

is the momentum transfer squared. Here the auxiliary functions $A', \ldots, D'$ and $A, \ldots, H$ are defined by the Wilson coefficients and the form factors [33].

\[
A' = C_9 f_+ + \frac{2\hat{m}_b}{1 + \hat{m}_K} C_7 f_T,
\]

(14)

\[
B' = C_9 f_- - \frac{2\hat{m}_b}{\hat{s}} (1 - \hat{m}_K) C_7 f_T,
\]

(15)

\[
C' = C_{10} f_+,
\]

(16)

\[
D' = C_{10} f_-,
\]

(17)
\[ A = \frac{2}{1 + \hat{m}_K^*} C_9 V + \frac{4 \hat{m}_b}{\hat{s}} C_7 T_1, \]  
(18) 
\[ B = (1 + \hat{m}_K^*) \left[ C_9 A_1 + \frac{2 \hat{m}_b}{\hat{s}} (1 - \hat{m}_K^*) C_7 T_2 \right], \]  
(19) 
\[ C = \frac{1}{1 - \hat{m}_K^*} \left[ (1 - \hat{m}_K^*) C_9 A_2 + 2 \hat{m}_b C_7 \left( T_3 + \frac{1 - \hat{m}_K^2}{\hat{s}} T_2 \right) \right], \]  
(20) 
\[ D = \frac{1}{\hat{s}} \left\{ C_9 \left[ (1 + \hat{m}_K^*) A_1 - (1 - \hat{m}_K^*) A_2 - 2 \hat{m}_K^* A_0 \right] - 2 \hat{m}_b C_7 T_3 \right\}, \]  
(21) 
\[ E = \frac{2}{1 + \hat{m}_K^*} C_{10} V, \]  
(22) 
\[ F = (1 + \hat{m}_K^*) C_{10} A_1, \]  
(23) 
\[ G = \frac{1}{1 + \hat{m}_K^*} C_{10} A_2, \]  
(24) 
\[ H = \frac{1}{\hat{s}} C_{10} \left[ (1 + \hat{m}_K^*) A_1 - (1 - \hat{m}_K^*) A_2 - 2 \hat{m}_K^* A_0 \right]. \]  
(25) 

Now we parameterize the Wilson coefficient as

\[ C_{9NP}^\ell = A_9^\ell \left( \frac{v}{M_{NP}} \right)^\alpha = -C_{10NP}^\ell, \]  
(26)

where \( \ell = e, \mu \). We consider the power of \( (v/M_{NP}) \) as a free parameter just like the unparticles. Usually unparticles contribute in the form of \( \sim \left( \frac{v^2}{\Lambda^2} \right)^{d_u} \), where \( \Lambda_u \gtrsim 1 \text{ TeV} \) is the unparticle scale and \( d_u \) is the scaling dimension of the unparticle operator. Because of the scale-invariant nature of the unparticle \( d_u \) need not be integers.

As an example, for the leptoquark model of [16]

\[ A_{9LQ}^\mu = -\frac{\pi x_{s\mu} x_{b\mu}^*}{\alpha_{em} V_{tb} V_{ts}^*}, \]  
(27)

where \( x_{ij} \) are the relevant couplings. For the values of \( x_{s\mu} = -0.005 \) and \( x_{b\mu} = 0.5 \), one gets \( A_{9LQ}^\mu \sim -25 \). If \( (v/M_{NP}) \sim 10 \), then \( C_{9NP} \sim -0.25 \). Similarly for new \( Z' \) contribution [22]

\[ A_{9Z'}^\mu = \frac{2 \pi \tilde{g} V_{L22}^d V_{L32}^{d*}}{3 \alpha_{em} V_{tb} V_{ts}^*}, \]  
(28)

where \( \tilde{g}, V_{Lij}^d \) are model parameters.

Constraints for the parameters mainly come from \( B_s \to \mu^+\mu^- \) decay. The NP effects appear in the branching ratio of the \( B_s \to \mu^+\mu^- \) as

\[ \text{Br}(B_s \to \mu^+\mu^-)_{NP} = \text{Br}(B_s \to \mu^+\mu^-)_{SM} \left| 1 + \frac{C_{10NP}^{NP} (B_s \to \mu^+\mu^-)}{C_{10NP}^{SM} (B_s \to \mu^+\mu^-)} \right|^2, \]  
(29)
where the SM prediction is \[3\] 35
\[
\text{Br}(B_s \to \mu^+\mu^-)_{\text{SM}} = (3.63 \pm 0.13) \times 10^{-9},
\]  \hspace{1cm} (30)
which must be compared with the experimental result \[3\]
\[
\text{Br}(B_s \to \mu^+\mu^-)_{\text{exp}} = (2.842 \pm 0.333) \times 10^{-9}.
\]  \hspace{1cm} (31)

III. RESULTS AND DISCUSSIONS

In this analysis we confine \[|A_{e,\mu}^{9}| \leq 100.\] The reason is that in this range for \[\alpha = 2\] and \[M_{NP} \sim 2 \text{ TeV}\] the Wilson coefficients become \[|C_{9NP}^{\ell}| \lesssim \mathcal{O}(1),\] which is compatible with other researches like \[3\].

First we do not consider the constraints from \[\text{Br}(B_s \to \mu^+\mu^-).\] Figure 1 shows the allowed region of the relevant parameters for \[R(K^{(*)}).\] The behavior of \[M_{NP} vs \alpha\] in Fig. 1 is very common in the unparticle scenario. Heavier mass of \[M_{NP}\] is not allowed as \[\alpha\] gets larger since in that case the NP effects would be very suppressed. Figures 1(b)-(d) show that the allowed regions of \[A_{e}^9\] are quite different from those of \[A_{\mu}^9\], which explains the lepton flavor violation in \[R(K^{(*)}).\] We plot the distribution of \[R(K^{(*)})\] in our scheme in Fig. 2.

In Fig. 3 we show \[A_{e,\mu}^{9} vs M_{NP}\] for free \[\alpha\] (blue) and for fixed \[\alpha = 2\] (green). As expected the parameter spaces shrink a lot for fixed \[\alpha = 2.\] In our choice of parameter space, only \[M_{NP} \lesssim 5 \text{ TeV}\] is allowed when \[\alpha = 2.\]. In Fig. 3(c) possible \[A_{e}^{9,\mu}\] are shown with respect to \[M_{NP}\] for \[\alpha = 2.\] It is expected that larger \[M_{NP}\] is possible for positively large \[A_{e}^9\] and negatively large \[A_{\mu}^9.\] Figure 4 depicts the allowed regions of \[R(K^{(*)})\] for fixed \[\alpha = 2.\]

Now we impose the constraints of \[\text{Br}(B_s \to \mu^+\mu^-).\] The results are shown in Fig. 5. We compared with the situation where \[\text{Br}(B_s \to \mu^+\mu^-)\] is not considered. As in Fig. 5(a) smaller \[\alpha\] and smaller \[M_{NP}\] are disfavored. Such a combination of \[\alpha\] and \[M_{NP}\] tends to enhance NP effects, which is not compatible with \[\text{Br}(B_s \to \mu^+\mu^-).\] Also, Regions of large \[A_{e}^9\] and large \[A_{\mu}^9\] (right upper part of Fig. 5(b)) are avoided. Just only for \[R(K^{(*)}),\] large \[A_{e}^9\] effects would be compensated by large \[A_{\mu}^9.\] But this is not possible when we include \[\text{Br}(B_s \to \mu^+\mu^-)\] constraints. The most remarkable result is that \[\text{Br}(B_s \to \mu^+\mu^-)\] favors mostly negative values of \[A_{e}^{9,\mu}\] as in Fig. 5(b). This is expected from Eqs. (30) and (31). Figures 5(c) and (d) depict the allowed regions of \[A_{e}^{9,\mu}\] vs \[\alpha.\] Small values of \[\alpha\] near to unity favor small values of \[|A_{e}^{9,\mu}|\] as expected.
FIG. 1. Allowed regions of the relevant parameters, (a) $M_{NP}$ vs $\alpha$, (b) $A^e_9$ vs $A^\mu_9$, (c) $A^e_9$ vs $\alpha$, and (d) $A^\mu_9$ vs $\alpha$ at the $2\sigma$ level without any constraints.

Figure 6 shows allowed regions of $A^e_9, A^\mu_9$ and $M_{NP}$. As one can see in Figs. 6 (a) and (b), possible NP scale for fixed $\alpha = 2$ is restricted to $M_{NP} \lesssim 5$ TeV in our parameter space. This was already true when $\text{Br}(B_s \to \mu^+\mu^-)$ is not considered, so the constraint does not restrict the allowed range of $M_{NP}$ so much. Figure 6 (a) tells that $A^e_9 = 0$ is also allowed, but for $A^e_9 \neq 0$ positive values are more favored. As seen in Figs. 6 (a) and (b), for small $M_{NP} \lesssim 2$ TeV large $|A^{e,\mu}_9|$ are not allowed for fixed $\alpha = 2$. For that region NP effects become
FIG. 2. Allowed regions of $R(K^*)[0.045, 1.1]$ vs $R(K^*)[1.1, 6.0]$ with respect to $R(K)[1.1, 6.0]$ at the 2$\sigma$ level without any constraints.

too large. Larger $|A_9^{e,\mu}|$ are possible for larger $M_{NP}$, as in Fig. 6 (c).

In Fig. 7 we show the Wilson coefficients and $R(K^{(*)})$. It is interesting that there exist three regions of $A_9^{e,\mu}$. Basically they are some kind of transformation of Fig. 5 (b). From Fig. 6 (c), only the left upper part of $A_9^e-A_9^\mu$ is allowed when $\alpha = 2$, which corresponds to $|C_{9,N}^{e,\mu}| \lesssim 1$ region of Fig. 7 (b) (green) and large $R(K^*)$ region (right upper part) of Fig. 7 (c). Our results for $-1 \lesssim C_{9,N}^{\mu} \lesssim 0$ is compatible with other works 3.

Note that $A_9^{e,\mu}$ contains NP couplings to both leptons and quarks. For a specific model of NP one should consider further constraints for the quark sector by, e.g., $B_s$-$\bar{B}_s$ mixing and for the leptonic sector by, e.g., lepton anomalous magnetic moments. If $C_{9,NP}$ and $C_{10,NP}$ are independent each other, then the constraint from Br($B_s \rightarrow \mu^+\mu^-$) would be alleviated.

IV. CONCLUSIONS

In conclusion we investigated the $B$ anomaly of $R(K^{(*)})$ in a model-independent way. The Wilson coefficients are parameterized by the NP mass scale $M_{NP}$, the power of it $\alpha$, and the corresponding coefficients $A_9^{e,\mu}$. Our choice of parameter windows is very reasonable to result in $\sim O(1)$ Wilson coefficients, which is consistent with other researches. Our framework can naturally include the constraint from Br($B_s \rightarrow \mu^+\mu^-$) which is very important for $b \rightarrow s\ell^+\ell^-$ processes. Without assuming any specific NP models, we could understand general features.
FIG. 3. Allowed regions of (a) $A_9^e$ vs $M_{NP}$ and (b) $A_9^\mu$ vs $M_{NP}$ for free $\alpha$ (blue) and for fixed $\alpha = 2$ (green), and of (c) $A_9^e$ vs $A_9^\mu$ with respect to $M_{NP}$ for $\alpha = 2$, at the 2$\sigma$ level without Br($B_s \to \mu^+\mu^-$) constraints.

of the $R(K^{(*)})$ puzzle in model-independent way with our new parametrization. Especially Fig. 5 (b) shows the origin of the lepton-universality violation in $R(K^{(*)})$. In our analysis the NP effects on electronic sector might be zero but nonzero case could explain a lot about $R(K^{(*)})$. Figure 6 tells possible NP scale up to $\sim 5$ TeV in our parameter window. We also found that allowed values of $C_{9NP}^{e,\mu}$ are distributed in three regions and for $\alpha = 2$, $C_{9NP}^{\mu}$ is
FIG. 4. Allowed regions of (a) $R(K^*)[0.045, 1.1]$ vs $R(K)[1.1, 6.0]$ and (b) $R(K^*)[1.1, 6.0]$ vs $R(K)[1.1, 6.0]$ for free $\alpha$ (blue) and for fixed $\alpha = 2$ (green) at the $2\sigma$ level without $Br(B_s \to \mu^+ \mu^-)$ constraints.

compatible with other results. Further detailed constraints should be added in a specific NP scenarios.
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