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1 | INTRODUCTION

Hyperbolic conservation laws play an important role in describing many physical and engineering process. An iconic example is the nonlinear system of compressible Euler equations, which governs the dynamics of a compressible material and incorporates mass, momentum and energy conservation.

A characteristic feature of nonlinear conservation laws is that discontinuities (shock waves) may develop after finite time even if the initial condition is smooth. A natural way to overcome this difficulty
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would be to work with a concept of weak distributional solution. However, it is well-known that such weak solutions fail to be unique. Consequently, the second law of thermodynamics have been proposed as a selection criterion to rule out nonphysical solutions. The entropy production principle have been successfully applied in the scalar multidimensional equations [32] and one-dimensional systems [3,4]. Unfortunately, it completely fails for multidimensional systems. Recently, De Lellis and Székelyhidi [9] and Chiodaroli et al. [8] showed non-uniqueness of weak entropy solutions for the multidimensional isentropic compressible Euler system, see also Reference [9] for similar non-uniqueness results for the incompressible Euler system. These results have been extended to the complete Euler system in Feireisl et al. [14].

In order to describe oscillations arising in the limits of singular perturbations of hyperbolic conservation laws, a more generalized solution, that is, measure-valued (MV) solution, was suggested by DiPerna. In 1985 he showed for one-dimensional hyperbolic conservation laws that regularized solutions of associated diffusive and dispersive regularized systems converge to a MV solution, as a regularized parameter vanishes [11]. Recently the concept of MV solution was adapted and applied for multidimensional compressible Euler system [30] and three-dimensional incompressible Euler equations [12], see also References [2,33].

In this paper, we work with the concept of dissipative measure-valued (DMV) solution for the complete Euler system, which enjoys the weak-strong uniqueness principle [5]. Analogous concept has been adopted for the isentropic Euler system [26], compressible Navier-Stokes system [13], elastodynamics [10] and other related problems.

In the convergence analysis of numerical schemes for hyperbolic conservation laws the entropy stability plays a crucial role, we refer a reader to a seminal paper of Tadmor [34]. For multidimensional hyperbolic conservation laws the convergence analysis to MV solutions was studied by Fjordholm et al. [22,24]. For the Lax-Friedrichs and vanishing viscosity finite volume method, Feireisl, Lukáčová and Mizeraová generalized the above convergence result for the Euler system and proved the convergence to the DMV solution and the classical solution on its lifespan [15,16]. For generalization to viscous compressible flows we refer a reader to References [18,19]. In References [17,20] a new tool, \( \mathcal{K} \)-convergence, has been developed to compute strong limits of oscillatory sequences of numerical solutions. Though our approach based on the DMV solutions bears some similarities with the results presented in References [22,24], it is different in the following sense. First, our initial data are deterministic. Second, we relax the energy balance and control only global energy dissipation in time. Moreover, applying \( \mathcal{K} \)-convergence we get strong convergence to observables without any additional assumption on structure factors, compare of Reference [23].

In the present paper, we focus on the first-order finite volume method based on the exact Riemann problem solver for the complete compressible Euler system and show its convergence via the concept of DMV solutions. We will only assume that our numerical solutions stay in a physically non-degenerate region, that is, density is bounded from below and energy is bounded from above. Interestingly, this assumption is equivalent to the strict convexity of the mathematical entropy, see Lemma B.4.

The rest of the paper is organized as follows. In Section 2, we introduce suitable notations and describe the finite volume method with a numerical flux based on the exact solution of the local Riemann problem, compare of Godunov method. In Section 3, we analyze the entropy inequality and give an explicit lower bound of the entropy Hessian matrix, see Appendix B. A crucial step is to show the consistency of our numerical method. Section 4 is devoted to the limiting process. We prove that the numerical solutions will generate a weakly-\((\ast)\) convergent subsequence and a Young measure, a DMV solution, to the Euler system. Furthermore, employing the theory of \( \mathcal{K} \)-convergence and DMV–strong uniqueness principle, we obtain the strong convergence of the Cesàro averages and strong convergence of numerical solutions to the weak/strong/classical solution. Finally, in Section 5, we present numerical
simulations and illustrate the effects of $\mathcal{K}$-convergence of numerical solutions. The numerical results clearly demonstrate convergence results being consistent with our analysis. As far as we know this is the first result in literature where the convergence of a well-known Godunov method has been proved rigorously for multidimensional Euler equations.

2 | NUMERICAL METHOD

The complete Euler system can be written in the divergence form

$$\partial_t U + \text{div}_x F(U) = 0, \quad (t,x) \in (0,T) \times \Omega,$$

(2.1)

where $U, F$ denote the conservative vector and flux, defined by

$$U = (\rho, m, E)^T, \quad F_i(U) = (\rho u_i, \ u_i m + p e_i, u_i (E + p))^T, \quad i = 1, \ldots, d.$$

Here $\rho$ denotes density, $u := (u_1, \ldots, u_d)$ velocity, $m := \rho u$ momentum, $E := \rho |u|^2 + \rho e$ total energy, $p$ pressure, $e$ internal energy, and the row vector $e_i$ represents the $i$-th row of the unit matrix of size $d := \dim(x), d = 1, 2, 3.$

Throughout the whole text, we consider the bounded domain $\Omega \subset \mathbb{R}^d$ together with the space-periodic or no-flux boundary condition. Moreover, the equation of state is restricted to

$$p = (\gamma - 1) \rho e,$$

(2.2)

where $\gamma \in (1, 2]$ is the adiabatic constant and the initial data is set to

$$U_0 := U(0,x) = (\rho_0, m_0, E_0)^T, \quad \rho_0 > 0, \ p_0 > 0, \ E_0 \in L^1(\Omega).$$

**Remark 2.1.** For the Euler system (2.1) the mathematical entropy pair can be given by

$$\eta = \frac{-\rho S}{\gamma - 1}, \quad q = \frac{-\rho S u}{\gamma - 1} = \eta u,$$

(2.3)

with thermodynamic entropy $S$ defined by

$$S := \ln(p) - \gamma \ln(\rho) = \ln(\theta^{1/(\gamma - 1)}/\rho).$$

(2.4)

where $\theta := \frac{e}{\rho}$ is the temperature. The corresponding entropy variable and entropy potential are given by

$$\nu := \nabla_U \eta = \begin{pmatrix} \frac{\gamma S}{\gamma - 1} - \frac{\rho |u|^2}{2p} \\ \frac{\rho u}{p} \\ - \frac{\rho}{p} \end{pmatrix}, \quad \psi = \rho u,$$

(2.5)

respectively. We require that in addition to (2.1) the entropy inequality holds, that is,

$$\partial_t \eta(U) + \text{div}_x q(U) \leq 0.$$

(2.6)
2.1 Spatial discretization and notations

The computational domain $\Omega$ consists of rectangular meshes $\overline{\Omega} := \bigcup_{K} K$ with the mesh parameter $h$ satisfying $|K| \approx h^d$, where $|K|$ is the Lebesgue measure of $K$. We denote the set of all mesh cells as $\mathcal{T}_h$, $\sigma$ stands for cell face, a unit normal vector to $\sigma$ is $n$, the face between two neighbouring cells $K$ and $L$ is denoted by $\sigma_{K,L} = K|L$, and the set of all interior faces is given as $\Sigma_{\text{int}} = \{ \sigma \in \Sigma : \sigma \cap \partial \Omega = \emptyset \}$. Moreover, for $x \in \sigma$ we define

$$a^{\text{out}}(x) = \lim_{\delta \to 0^+} a(x + \delta n), \quad a^{\text{in}}(x) = \lim_{\delta \to 0^+} a(x - \delta n)$$

(2.7)

and introduce the standard average- and jump-operators

$$\|a\| = \frac{a^{\text{in}} + a^{\text{out}}}{2}, \quad \delta a = a^{\text{out}} - a^{\text{in}}.$$  

(2.8)

2.2 Discrete function space and finite volume method

Consider the space of piecewise constant functions

$$Q_h(\Omega) = \{ v : v|_{K'} = \text{constant}, \text{ for all } K \in \mathcal{T}_h \}.$$  

(2.9)

We can define the projection

$$\Pi_h : L^1(\Omega) \to Q_h(\Omega), \quad \Pi_h[\phi]\lvert_K = \frac{1}{|K|} \int_K \phi(x) \, dx.$$  

(2.10)

Let $U_h := (\rho_h, m_h, E_h)^T \in Q_h(\Omega; \mathbb{R}^{d+2})$. We consider a semi-discrete finite volume method

$$\frac{d}{dt} U_h(t) + \text{div}_h F^\text{num}_h(t) = 0, \quad t > 0,$$

(2.11a)

$$U_{0,h} := (\rho_{0,h}, m_{0,h}, E_{0,h})^T = \Pi_h(U_0),$$

(2.11b)

where

$$\text{div}_h F^\text{num}_h(x) = \sum_{\partial K \cap \partial L \neq \emptyset} \int_{\partial K \cap \partial L} F^\text{num}_h \cdot n_K \, dS_x, \quad x \in K.$$  

Here we work with numerical flux function $F^\text{num}_h$ proposed by Godunov using the exact Riemann solution [25,35], that is, $F^\text{num}_h = F(U^\text{RP}_{\sigma_{K,L}})$, $U^\text{RP}_{\sigma_{K,L}}$ is the solution of a local Riemann problem at face $\sigma_{K,L}$. Then the piecewise constant solution $U_h$ satisfies an equivalent weak form

$$\int_\Omega \phi \frac{d}{dt} U_h \, dx - \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} F(U^\text{RP}_{\sigma}) \cdot n \|\phi\| \, dS_x = 0,$$

(2.12)

where $\phi \in Q_h(\Omega)$.

Remark 2.2. Consider the case $d = 2$. Here we write $(x, y)^T$ rather than $x$ and denote $K_{ij} = (x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}) \times (y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}})$ as a general cell, $(x_i, y)$ as the center, $\Delta x = x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}$ and $\Delta y = y_{j+\frac{1}{2}} - y_{j-\frac{1}{2}}$. Then (2.11a) can be rewritten as

$$\frac{d}{dt} U_{ij}(t) + \frac{1}{\Delta x} \left( F_1(U^\text{RP}_{i+\frac{1}{2}j}) - F_1(U^\text{RP}_{i-\frac{1}{2}j}) \right) + \frac{1}{\Delta y} \left( F_2(U^\text{RP}_{ij+\frac{1}{2}}) - F_2(U^\text{RP}_{ij-\frac{1}{2}}) \right) = 0,$$

where $a \approx b$, for $a \leq b$, $b \leq a$ for $a, b \in \mathbb{R}$, and $a \leq b$ means that there exists a generic constant $C > 0$ independent on the mesh parameter $h$, such that $a \leq C \cdot b$.
where \( U_{ij} := U_{K_{ij}} \) and \( U_{RP_{ij+\frac{1}{2}}} \) is the solution at \((x_{i+\frac{1}{2}}, t + 0)\) of the following local Riemann problem

\[
\begin{align*}
\partial_t U + \partial_x F_1 &= 0, \quad \tau > t, \\
U(x, t) &= \begin{cases} 
U_{ij}(t), & \text{if } x < x_{i+\frac{1}{2}}, \\
U_{i+1,j}(t), & \text{if } x > x_{i+\frac{1}{2}}
\end{cases}
\end{align*}
\]

and \( U_{RP_{ij+\frac{1}{2}}} \) is the solution at \((y_{j+\frac{1}{2}}, t + 0)\) of local Riemann problem

\[
\begin{align*}
\partial_t U + \partial_y F_2 &= 0, \quad \tau > t, \\
U(y, t) &= \begin{cases} 
U_{ij}(t), & \text{if } y < y_{j+\frac{1}{2}}, \\
U_{i,j+1}(t), & \text{if } y > y_{j+\frac{1}{2}}
\end{cases}
\end{align*}
\]

### 3 | CONSISTENCY

Before proving the consistency of finite volume method (2.12) we formulate a physically reasonable assumption.

**Assumption 3.1.** We assume that

\[
0 < \rho \leq \rho_h, \quad E_h \leq \bar{E} \quad \text{uniformly for } h \to 0, \ t \in [0, T],
\]

where \( \rho, \bar{E} \) are positive constants.

**Lemma 3.1.** Under Assumption 3.1 it holds

\[
0 < \rho \leq \rho_h \leq \bar{\rho}, \quad |u| \leq \bar{u}, \quad 0 < p \leq p_h \leq \bar{p},
\]

\[
|m| \leq \bar{m}, \quad 0 < E \leq E_h \leq \bar{E}, \quad 0 < \theta \leq \theta_h \leq \bar{\theta}
\]

uniformly for \( h \to 0, \ t \in [0, T] \) with positive constants \( \rho, \bar{\rho}, \bar{u}, p, p_h, \bar{p}, \bar{m}, E, \bar{E}, \theta, \bar{\theta} \).

**Proof.** Here we only give the idea and framework of the proof. More details could be found in Reference [16].

It is easy to observe that

\[
p = (\gamma - 1) \left[ E - \frac{|m|^2}{2\rho} \right] \leq (\gamma - 1)E \leq (\gamma - 1)\bar{E}, \quad |u|^2 \leq \frac{2E}{\rho} \leq \frac{2\bar{E}}{\bar{\rho}},
\]

which implies

\[
\bar{\rho} = (\gamma - 1)\bar{E}, \quad \bar{u} = \sqrt{\frac{2\bar{E}}{\bar{\rho}}}, \quad \bar{\theta} = \frac{\bar{\rho}}{\bar{p}}.
\]

On the other hand, the Godunov method (2.12) satisfies the discrete entropy inequality (3.4), compare of References [7,28]. Analogously to Reference [16], we take a renormalized concave function \( \chi \),

\[
\chi(z) = \begin{cases} 
z - z_0 & \text{if } z < z_0, \\
0 & \text{if } z \geq z_0
\end{cases}
\]
with
\[ z_0 := \min_K S_{0,h}, \quad C = \max_K \frac{\rho_{0,h}}{\theta_{0,h}^{1/(\gamma-1)}} > 0, \quad \text{where} \quad z_0 = \ln(1/C) \]
and \( S_{0,h} = S(U_{0,h}), \theta_{0,h} = \theta(U_{0,h}) \). Due to the fact that \( \rho \chi(S) \) is concave with respect to \( U \), see Appendix B, from the renormalized entropy inequality we get
\[
\int_\Omega \rho_h \chi(S_h) \, dx \geq \int_\Omega \rho_{0,h} \chi(S_{0,h}) \, dx = 0,
\]
which gives the minimum entropy principle
\[
S_h \geq z_0 = \min S_{0,h} \quad \text{i.e.} \quad \frac{\theta_h^{1/(\gamma-1)}}{\rho_h} \geq \frac{1}{C} > 0.
\]
Consequently, we obtain
\[
0 < \tilde{\rho} \leq \rho_h \leq \tilde{\rho} \theta_h = \tilde{C}^{\gamma-1} \rho_h \leq \tilde{C}^{\gamma-1} (\gamma - 1) E_h \leq \tilde{C}^{\gamma-1} (\gamma - 1) \tilde{E},
\]
which gives
\[
\bar{p} = \left( \tilde{C}^{\gamma-1} (\gamma - 1) \tilde{E} \right)^{\gamma}, \quad \bar{m} = \sqrt{\bar{p} \tilde{E}}, \quad p = \frac{\bar{p}^{\gamma'}}{\tilde{C}^{\gamma-1}}, \quad E = \frac{\bar{p}^{\gamma'}}{(\gamma - 1)\tilde{C}^{\gamma-1}}, \quad \theta = \frac{\bar{p}}{\tilde{p}}
\]
and concludes the proof.

Note that Assumption 3.1 is equivalent to the strict convexity of mathematical entropy function (2.3), see Appendix B.

**Lemma 3.2.** Under Assumption 3.1 it holds\(^2\)
\[
(1) \quad \| \langle F_h \cdot n \rangle \| \leq \| \langle U_h \rangle \| < \infty, \quad \| \langle V_h \rangle \| \approx \| \langle U_h \rangle \| < \infty
\]
\[
(2) \quad \nabla^2 \eta(U_h) \geq \eta I \text{ with a positive constant } \eta.
\]

Here \( V = (\rho, u, p)^T \) is the primitive variable and \( F_h := F(U_h), v_h := \nu(U_h), V_h := V(U_h) \).

**Proof.** Lemma 3.1 implies the boundedness of \( \{U_h\} \) and \( \{V_h\} \).

1. Since \( F(U), \nu(U), V(U) \) are smooth with respect to \( U \) and \( U(V) \) is smooth with respect to \( V \), the inequalities in (1) hold.
2. In Reference [27] Harten proved that \( \nabla^2 \eta(U) \) is positive definite for all \( U \). Assume that in (2) \( \eta = 0 \). Then there exists a subsequence \( U_{h_n} \) satisfying \( \nabla^2 \eta(U_{h_n}) \leq \frac{1}{n} \). Since \( \{U_{h_n}\} \) is a bounded set, there exists a subsequence \( U_{h_{n_k}} \) which converges to some \( U \). Hence, we get \( \nabla^2 \eta(U) = 0 \), which is a contradiction.

**Remark 3.1.** Detailed calculations for the proof of statement (1) for Lemma 3.2 are presented in Appendix A. The explicit expression of the lower bound \( \eta \) of \( \nabla^2 \eta(U_{h_n}) \) is derived in Appendix B.

\(^2\)We use the notations \( \| \cdot \|, \| \cdot \|_2 \) and \( | \cdot | \) for the \( L^1 \)-, \( L^2 \)-norm and the absolute value, respectively.
3.1 Entropy inequality

In Reference [28] Harten proved that the Godunov finite volume method based on the exact solution of the Riemann problem satisfies the entropy inequality (in one-dimensional case)

\[ \eta(U_i(t_{n+1})) - \eta(U_i(t_n)) \leq \frac{\tau}{\Delta x} (-q(U_{i+1/2}^{RIP}) + q(U_{i-1/2}^{RIP})), \]

where \( \tau = t_{n+1} - t_n \) is the time-step. Generalizing to multi-dimensions and writing it in the semi-discretization form give

\[ \int_K \frac{d}{dt} \eta_h(t) \, dx + \sum_{\partial K \cap \Omega \neq \emptyset} \int_{\partial K \cap \partial L} q(U_{\alpha K}^{RHP}) \cdot n_K \, dS_x \leq 0, \quad \eta_h = \eta(U_h). \tag{3.4} \]

Further, we get the equivalent weak form

\[ \int_{\Omega} \phi \frac{d}{dt} \eta_h \, dx - \sum_{\sigma \in \Sigma_{iic}} \int_{\sigma} q(U_{\sigma}^{RHP}) \cdot n[\phi] \, dS_x \leq 0 \tag{3.5} \]

with \( \phi \in Q_h(\Omega), \phi \geq 0 \).

On the other hand, Chen and Shu in Reference [7] showed that the Godunov finite volume method is entropy stable, that is,

\[ \int_K \frac{d}{dt} \eta_h(t) \, dx + \sum_{\partial K \cap \Omega \neq \emptyset} \int_{\partial K \cap \partial L} Q_{\sigma} \cdot n_K \, dS_x \leq 0 \tag{3.6} \]

with

\[ Q_{\sigma} \cdot n_K = \|v\|_{\sigma} \cdot (F(U_{\sigma}^{RHP}) \cdot n_K) - \|\psi\|_{\sigma} \cdot n_K. \]

Writing explicitly the entropy dissipation we get

\[ \int_K \frac{d}{dt} \eta_h(t) \, dx + \sum_{\partial K \cap \Omega \neq \emptyset} \int_{\partial K \cap \partial L} Q_{\sigma} \cdot n_K \, dS_x = \frac{1}{2} \sum_{\partial K \cap \Omega \neq \emptyset} \int_{\partial K \cap \partial L} r_{\sigma} \, dS_x, \tag{3.7} \]

where

\[ r_{\sigma} = \|v\|_{\sigma} \cdot (F(U_{\sigma}^{RHP}) \cdot n) - \|\psi\|_{\sigma} \cdot n \]

\[ = \|v\|_{\sigma} \cdot \int_{-1/2}^{1/2} [F(U(v_{\sigma}^{RHP})) - F(U(v(s))) \cdot n \, ds := \|v\|_{\sigma} \cdot D_{\sigma} \cdot [v]_{\sigma}, \]

and \( v(s) = \|v\|_{\sigma} + s \|v\|_{\sigma}. \) Note that matrix \( D_{\sigma} \) is symmetric because \( \frac{dF_i}{dv_i}, (i = 1, \ldots, d) \) is symmetric. Hence, (3.6) implies \( r_{\sigma} \leq 0 \), that is, \( v \cdot D_{\sigma} \cdot v \leq 0 \) for any \( v \in \mathbb{R}^{d+2}. \) Combining Lemma 3.1 we have \( v \cdot D_{\sigma} \cdot v \leq 0 \) uniformly for \( h \to 0 \). Therefore, it holds

\[ \int_K \frac{d}{dt} \eta_h(t) \, dx + \sum_{\partial K \cap \Omega \neq \emptyset} \int_{\partial K \cap \partial L} Q_{\sigma} \cdot n_K \, dS_x \leq \frac{d}{h} \sum_{\partial K \cap \Omega \neq \emptyset} \|\|v\|_{\sigma}\|^2_{L^2} \, dS_x \leq \frac{d}{h} \sum_{\partial K \cap \Omega \neq \emptyset} \|\|U\|_{\sigma}\|^2_{L^2} \, dS_x, \]

which implies the weak BV estimate

\[ \int_0^\tau \sum_{\sigma \in \Sigma_{iic}} \int_{\sigma} \|\|U\|_{\sigma}\|^2_{L^2} \, dS_x \, dt \leq -\frac{1}{d} \left( \int_{\Omega} \eta_h(0) \, dx - \int_{\Omega} \eta_h(\tau) \, dx \right) \leq C, \tag{3.8} \]
where $C$ is a positive constant depending on $d, \eta, \rho, \overline{E}$. Realizing that 
\[ \sum_{\sigma \in \Sigma(x,t)} \int_{\sigma} \frac{\|U\|}{|K|/|\sigma|} dS_\sigma \] represents 
$H_0^1$-seminorm, we have the following interpretation of (3.8). It tells us that
\[ \|U\|_{L^2(0,T; H_0^1(\Omega))} \lesssim h^{-1/2}. \] (3.9)

### 3.2 Difference between $U^{RP}$ and $U_L, U_R$

For the sake of convenience, we write $(u, v, w)$ in place of $u$. Taking $x$-direction as an example, our 
strategy is to study the difference between $U(x/t; U_L, U_R)$ and $U_K, (K = L, R)$, where $U(x/t; U_L, U_R)$ 
is the solution along the line $x/t$ of the following Riemann problem

\[
\begin{aligned}
\partial_t U + \partial_x F_1 &= 0, \quad t > 0, \\
U(x, 0) &= \begin{cases} 
U_L, & \text{if } x < 0, \\
U_R, & \text{if } x > 0,
\end{cases}
\end{aligned}
\] (3.10)

where $U_L, U_R$ are constant. Once $\|U(x/t; U_L, U_R) - U_K\|$ is clearly known, then with the definition of 
$U^{RP} = U(0; U_L, U_R)$, we can directly estimate $\|U^{RP} - U_K\|$.

The $x$-$t$ domain is divided into four parts by three elementary waves such as rarefactions, contacts 
and shock waves. These three waves separate four constant states. From left to right we denote them as 
$U_{L}$ (left data state); $U_{S}$ between the 1-wave and the 2-wave; $U_{R}$ between the 2-wave and the 
3-wave and $U_{R}$ (right data state). If the 1-wave (resp. 3-wave) is the rarefaction wave, then we denote 
the state inside the rarefaction fan as $U_{LFan}$ (resp. $URfan$). Figure 1 illustrates the possible wave patterns 
including left rarefaction, right rarefaction; left shock, right shock; left rarefaction, right shock; left 
shock, right rarefaction.

Our aim is to estimate $\|U(x/t; U_L, U_R) - U_K\|$, which can be reduced to estimating $\|U_{SM} - U_K\|$ 
and $\|U_{Mfan} - U_K\|$ with $M = L, R$ and $K = L, R$. We denote the corresponding primitive variables 
as $V_M, V_{SM}, V_{Mfan}$, obtained from the conservative variables $U_M, U_{SM}, U_{Mfan}$, respectively. Moreover, 
the Riemann invariants and the Rankine-Hugoniot conditions imply that
\[ (u_2)_{SM} = (u_2)_{M}, \quad (u_3)_{SM} = (u_3)_{M}, \quad M = L \text{ or } R \]

for $d = 3$, which gives $|(u_2)_{SM} - (u_2)_K| \leq |(u_2)_L - (u_2)_R|, |(u_3)_{SM} - (u_3)_K| \leq |(u_3)_L - (u_3)_R|$. Combining 
with Lemma 3.2, it remains to study the change of $\rho, u_1, p$. That is to say, in what follows we analyse 
the $\|V_{SM} - V_K\|$ and $\|V_{Mfan} - V_K\|$ with $d = 1$.

#### 3.2.1 Preliminaries

We start by reporting the one dimensional results which will be used for the estimates of $\|V_{SM} - V_K\|$ 
and $\|V_{Mfan} - V_K\|$, compare of References [21,35]. It is well-known that for the Riemann problem the

- FIGURE 1 Possible wave patterns in the solution of the Riemann problem: (a) left rarefaction, right rarefaction; (b) left 
  shock, right shock; (c) left rarefaction, right shock; (d) left shock, right rarefaction.
pressure and velocity are constant across the contact wave, compare of [Section 3.1; Reference [35]]. This means
\[(u_1)_{sL} = (u_1)_{sR}, \quad p_{sL} = p_{sR}.\]

For the sake of simplicity we denote this state as \(u_\ast\) and \(p_\ast\), respectively.

**Proposition 3.1.** (Solution for \(p_\ast\) and \(u_\ast\)) The solution for pressure \(p_\ast\) of the Riemann problem (3.10) is given by the root of the algebraic equation
\[f(p, U_L, U_R) := f_L(p, U_L) + f_R(p, U_R) + \Delta u = 0, \quad \Delta u = u_R - u_L, \quad (3.11)\]
where the function \(f_K, (K = L \text{ or } R)\) is given by
\[f_K(p, U_K) = \begin{cases} f_s(p, U_K), & \text{if } p > p_K \text{ shock}, \\ f_r(p, U_K), & \text{if } p \leq p_K \text{ rarefaction} \end{cases} \quad (3.12)\]
with
\[f_s(p, U_K) = (p - p_K) \left( \frac{A_K}{p + B_K} \right)^{1/2}, \quad A_K = \frac{2}{(\gamma + 1)p_K}, \quad (3.13)\]
\[f_r(p, U_K) = \frac{2a_K}{(\gamma - 1)} \left[ \left( \frac{p}{p_K} \right)^{\gamma + 1} - 1 \right] - 1, \quad B_K = \frac{\gamma - 1}{\gamma + 1}p_K, \quad (3.13)\]
where \(a_K = \sqrt{\gamma p_K/p_K}\) is the sound speed. The solution for the velocity \(u_\ast\) is
\[u_\ast = \frac{1}{2}(u_L + u_R) + \frac{1}{2}[f_R(p_\ast) - f_L(p_\ast)]. \quad (3.14)\]

**Remark 3.2.** More precisely, \(u_\ast, p_\ast\) satisfy
\[u_\ast = u_L - f_L(p_\ast, U_L), \quad u_\ast = u_R - f_R(p_\ast, U_R). \quad (3.15)\]

If the 3-wave is shock the density \(\rho_{sR}\) is found to be
\[\rho_{sR} = \rho_R \left[ \frac{p_\ast}{p_R} + \frac{\gamma - 1}{\gamma + 1} \right], \quad (3.16)\]
and the shock speed is
\[s_R = u_R + a_R \left[ \frac{\gamma + 1}{2\gamma} \frac{p_\ast}{p_R} + \frac{\gamma - 1}{2\gamma} \right]^{1/2}. \quad (3.17)\]

**Proposition 3.2.** It holds
\[f'_K > 0, \quad f''_K < 0, \quad K = L, R. \quad (3.18)\]

3.2.2 Estimates

We start by studying the solution inside the rarefaction fan.

**Lemma 3.3.** Assume \(U_L\) and \(U_R\) are connected with the left rarefaction. Denote
\[V_{L\text{fan}} := (\rho, u, p)^T\]
as the primitive value inside left rarefaction fan. Then it holds
\[\rho_L \geq \rho \geq \rho_R, \quad u_L \leq u \leq u_R, \quad p_L \geq p \geq p_R. \quad (3.19)\]
Proof. Since $U_L$ and $U_R$ are connected with the left rarefaction, then it holds

$$p_L \geq \rho \geq p_R, \quad u = u_L - f_\rho(p, U_L), \quad u_R = u_L - f_\rho(p_R, U_L),$$

where $f_\rho$ is defined in (3.13). From $p_L \geq \rho \geq p_R$ and $f_\rho(p_L, U_L) = 0$, $f_\rho' > 0$ we have

$$u_L \leq u \leq u_R.$$

On the other hand, with the Riemann Invariant $S := \ln(p/\rho^\gamma)$ we have

$$\rho_L \geq \rho \geq \rho_R,$$

which concludes the proof. □

Consequently, the value inside left-rarefaction-fan ($V_{Lfan}$) can be bounded by the left and right side values ($V_L, V_R$). Clearly, it is also true for the right rarefaction wave. Thus, $\|V_{Mfan} - V_K\|$ can be controlled by $\|V_{Mfan} - V_K\|$. And in the following we concentrate on $\|V_{Mfan} - V_K\|$ and analyze it case by case:

(a) left rarefaction, right rarefaction;
(b) left shock, right shock;
(c) left rarefaction, right shock;
(d) left shock, right rarefaction.

**Lemma 3.4** (Left rarefaction, right rarefaction). Assume the initial data $U_L, U_R$ generate left and right rarefaction waves. Then it holds

$$|u_* - u_K| \leq \|u\|, \quad (3.20)$$

$$0 \leq p_K - p_* \leq \rho_K d_K \|u\|, \quad (3.21)$$

$$|\rho_* - \rho_M| \leq \rho_K d_K^{-1} \|u\| + \|\rho\|, \quad (3.22)$$

where $K = L, R$ and $M = L, R$.

Proof. Since the initial data $U_L, U_R$ generate left and right rarefaction waves, we have

$$p_* \leq p_L, \quad p_* \leq p_R \quad (3.23)$$

and

$$u_* = u_L - f_\rho(p_* , U_L), \quad u_* = u_R + f_\rho(p_* , U_R). \quad (3.24)$$

Because of $f_\rho(K, U_K) = 0$, $(K = L, R)$ and $f_\rho' > 0$, it holds

$$u_* \geq u_L - f_\rho(p_L, U_L) = u_L, \quad u_* \leq u_R + f_\rho(p_R, U_R) = u_R, \quad (3.25)$$

which gives

$$0 \leq u_* - u_L \leq \|u\|, \quad 0 \leq u_R - u_* \leq \|u\|. \quad (3.26)$$

Consider the left rarefaction wave. The Riemann Invariant

$$u_L + \frac{2a_L}{\gamma - 1} = u_* + \frac{2a_*}{\gamma - 1}$$
gives
\[ 0 \leq a_L - a_{sL} = \frac{\gamma - 1}{2}(u_* - u_L) \leq \frac{\gamma - 1}{2} \|u\|. \] (3.27)

On the other hand, with the help of the Riemann Invariant \( S \) we have
\[ a_L - a_{sL} = \gamma^{1/2} e^{S_L/(2\gamma)} \left( p_L^{(\gamma-1)/(2\gamma)} - p_*^{(\gamma-1)/(2\gamma)} \right) = \gamma^{1/2} e^{S_L/(2\gamma)} \frac{1}{2\gamma} p_1^{(\gamma+1)/(2\gamma)} (p_L - p_*) \]
\[ \geq \gamma^{1/2} e^{S_L/(2\gamma)} \frac{1}{2\gamma} p_L^{(\gamma-1)/(2\gamma)} (p_L - p_*) = \frac{1}{2\gamma} e^{S_L/(\gamma-1)} a_L^{(\gamma+1)/(\gamma-1)} (p_L - p_*) \]
and
\[ a_L - a_{sL} = \gamma^{1/2} e^{S_L/2} \left( \rho_L^{(\gamma-1)/2} - \rho_{sL}^{(\gamma-1)/2} \right) = \gamma^{1/2} e^{S_L/2} \frac{1}{2\gamma} \rho_1^{(\gamma-3)/2} (p_L - p_*) \]
\[ \geq \gamma^{1/2} e^{S_L/2} \frac{1}{2\gamma} \rho_L^{(\gamma-3)/2} (p_L - p_*) = \frac{1}{2\gamma} e^{S_L/(\gamma-1)} a_L^{(\gamma-3)/(\gamma-1)} (p_L - p_*) \]
where \( p_1 \in (p_*, p_L) \), \( \rho_1 \in (\rho_*, \rho_L) \). Hence, we obtain
\[ 0 \leq p_L - p_* \leq \gamma^{-1/(\gamma-1)} \cdot e^{-S_L/(\gamma-1)} a_L^{(\gamma+1)/(\gamma-1)} \|u\| = \rho_L a_L \|u\|, \]
\[ 0 \leq \rho_L - \rho_* \leq \gamma^{-1/(\gamma-1)} e^{S_L/(\gamma-1)} a_L^{(\gamma-3)/(\gamma-1)} \|u\| = \rho_L a_L^{-1} \|u\|. \]

Analogously, for the right rarefaction wave we obtain
\[ 0 \leq p_R - p_* \leq \rho_R a_R \|u\|, \quad 0 \leq \rho_R - \rho_* \leq \rho_R a_R^{-1} \|u\|. \]

Consequently,
\[ |\rho_R - \rho_*| \leq |\rho_R - \rho_L| + |\rho_L - \rho_*| \leq \rho_L a_L^{-1} \|u\| + \|\rho\|, \]
\[ |\rho_L - \rho_R| \leq |\rho_R - \rho_L| + |\rho_R - \rho_*| \leq \rho_R a_R^{-1} \|u\| + \|\rho\|, \]
which concludes the proof.

**Lemma 3.5 (Left shock, right shock).** Assume the initial data \( U_L, U_R \) generate left and right shock waves. Then it holds
\[ |u_* - u_K| < \|u\|, \] (3.28)
\[ 0 < p_* - p_K < (\gamma p_K \|u\| + \rho_K a_K) \|u\|, \] (3.29)
\[ |\rho_K - \rho_M| < a_K^2 (\gamma p_K \|u\| + \rho_K a_K) \|u\| + \|\rho\|, \] (3.30)
where \( K = L, R \) and \( M = L, R \).

**Proof.** Since the initial data \( U_L, U_R \) generate left and right shock waves, we have
\[ p_* > p_L, \quad p_* > p_R, \] (3.31)
where \( s_L, s_R \) are the velocities of the left and right shocks respectively. According to
\[ u_* = u_L - f_L(p_*, U_L), \quad u_* = u_R + f_R(p_*, U_R) \]
and \( f_L(p_K, U_K) = 0, (K = L, R), f'_R > 0 \), we obtain
\[ u_* < u_L - f_L(p_L, U_L) = u_L, \quad u_* > u_R + f_R(p_*, U_R) = u_R, \] (3.32)
which means
\[ 0 < u_L - u_s < -\|u\|, \quad 0 < u_s - u_R < -\|u\|. \tag{3.33} \]

Consider the right shock wave. With \( u_s = u_R + f_s(p_s, U_R) \) and
\[ s_R = u_R + a_R \left[ \left( \frac{\gamma + 1}{2\gamma} p_s + \frac{\gamma - 1}{2\gamma} \right) \right]^{1/2} < u_R + a_R \left( \frac{p_s}{p_R} \right)^{1/2}, \]
consequently we derive after some algebraic manipulations
\[ p_s - p_R = \left[ \frac{\gamma + 1}{2\gamma} p_s + \frac{\gamma - 1}{2\gamma} p_R \right]^{1/2} (u_s - u_R) = \rho_R (s_R - u_R) (u_s - u_R) < \rho_R (s_R - u_R) \|u\| < \rho_R a_R \|u\| \left( \frac{p_s}{p_R} \right)^{1/2}. \]

Thus,
\[ \frac{p_s}{p_R} - \frac{\rho_R a_R \|u\|}{p_R} \left( \frac{p_s}{p_R} \right)^{1/2} - 1 < 0, \]
which gives
\[ \left( \frac{p_s}{p_R} \right)^{1/2} < \frac{1}{2} \left[ \frac{\rho_R a_R \|u\|}{p_R} \right] + \sqrt{\left( \frac{\rho_R a_R \|u\|}{p_R} \right)^2 + 4} < \frac{\rho_R a_R \|u\|}{p_R} + 2. \]
Hence, we obtain
\[ p_s - p_R < (\gamma \rho_R \|u\| + \rho_R a_R) \|u\|. \]
On the other hand, using
\[ p_s = \rho_R \left[ \frac{p_s}{p_R} + \frac{\gamma - 1}{\gamma + 1} \right] \]
we obtain
\[ \rho_{sR} - \rho_R = \left[ \frac{2\rho_R}{(\gamma - 1)p_s + (\gamma + 1)p_R} \right] (p_s - p_R) < \left[ \frac{2\rho_R}{(\gamma - 1)p_R + (\gamma + 1)p_R} \right] (p_s - p_R) \]
\[ = a_R^{-2} (p_s - p_R) \leq a_R^{-2} (\gamma \rho_R \|u\| + \rho_R a_R) \|u\|, \]
which yields \( \rho_{sR} - \rho_R > 0. \)

Analogously analyzing the left shock wave we obtain
\[ 0 < p_s - p_L < (\gamma \rho_L \|u\| + \rho_L a_L) \|u\|, \]
\[ 0 < \rho_{sL} - \rho_L < a_L^{-2} (\gamma \rho_L \|u\| + \rho_L a_L) \|u\| \]
Further, we have
\[ |\rho_{sL} - \rho_L| < a_L^{-2} (\gamma \rho_L \|u\| + \rho_L a_L) \|u\| + |\|u\||, \]
\[ |\rho_{sR} - \rho_L| < a_R^{-2} (\gamma \rho_R \|u\| + \rho_R a_R) \|u\| + |\|u\||, \]
which concludes the proof.

\textbf{Lemma 3.6} (Left rarefaction, right shock). Assume the initial data \( U_L, U_R \) generate left rarefaction waves and right shock waves. Then it holds
\[ 0 \leq u_s - u_K < (\rho_R a_R)^{-1} |p| \|u\| + |\|u\||, \tag{3.34} \]
\[ |p_K - p_*| < ||p||, \tag{3.35} \]
\[ |\rho_{*K} - \rho_M| \leq (p_K/p_R)^{(\gamma-1)/\gamma} a_K^{-2} ||p|| + ||\rho||, \tag{3.36} \]

where \( K = L, R \) and \( M = L, R \).

**Proof.** Since the initial data \( U_L, U_R \) generate left rarefaction waves and right shock waves, we have
\[ p_* \leq p_L, \quad p_*>p_R, \quad u_L - a_L \leq u_* - a_*L, \quad u_* + a_*R > S_R > u_R + a_R \tag{3.37} \]
and
\[ u_* = u_L - f_*(p_*, U_L), \quad u_* = u_R + f_*(p_*, U_R). \tag{3.38} \]

This leads to
\[ 0 \leq p_L - p_* \leq -||p||, \quad 0 < p_* - p_R \leq -||p|| \tag{3.39} \]
and
\[ u_* \geq u_L - f_*(p_*, U_L) = u_L, \quad u_* > u_R + f_*(p_*, U_R) = u_R. \tag{3.40} \]

Consider the right shock wave. Realizing that
\[ \rho_*R = \rho_R \left[ \frac{p_* + \gamma - 1}{p_* + \gamma - 1} \right]^{1/2} (p_* - p_R), \]
we obtain
\[ \rho_*R - \rho_R = \left[ \frac{2p_R}{(\gamma - 1)p_* + (\gamma + 1)p_R} \right] (p_* - p_R) < \left[ \frac{2p_R}{(\gamma - 1)p_* + (\gamma + 1)p_R} \right] a_R^{-2} (p_* - p_R) \leq a_R^{-2} ||p||. \]

which also implies \( \rho_*R - \rho_R > 0 \). Since \( u_* \) satisfies \( u_* = u_R + f_*(p_*, U_R) \), we have
\[ u_* - u_R = \left[ \frac{2p_R}{(\gamma + 1)p_* + (\gamma - 1)p_R} \right]^{1/2} (p_* - p_R) < \left[ \frac{2p_R}{(\gamma + 1)p_* + (\gamma - 1)p_R} \right]^{1/2} (p_* - p_R) = (\gamma p_R p_*)^{-1/2} (p_* - p_R) \leq (\gamma p_R a_R)^{-1} ||p||. \]

Consider the left rarefaction wave. Clearly,
\[ u_* - u_L < \left| u_* - u_R \right| + ||u|| < (\gamma p_R a_R)^{-1} ||p|| + ||u||. \]

On the other hand, with the help of the Riemann Invariant \( S \) we have
\[ \rho_*L - \rho_*L = \exp^{-S_L/\gamma} (p_*^{1/\gamma} - p_*^{1/\gamma}) > 0, \]
\[ \rho_*L - \rho_*L = \exp^{-S_L/\gamma} \cdot (1/\gamma) \cdot (p_*^{1-1)/\gamma} p_* - p_* < \exp^{-S_L/\gamma} \cdot (1/\gamma) \cdot (p_*^{1-1)/\gamma} p_* - p_*) \]
\[ < \gamma^{-1} \exp^{-S_L/\gamma} \cdot (p_*^{(1-1)/\gamma}) ||p|| = \left( \frac{p_L a_L}{p_R a_R} \right)^{(\gamma-1)/\gamma} a_L^{-2} = \left( \frac{p_L a_L}{p_R a_R} \right)^{(\gamma-1)/\gamma} a_L^{-2} ||p||, \]

where \( p_1 \in (p_*, p_L) \subset (p_R, p_L) \). Further, we have
\[ |p_*L - \rho_*L| < (p_*L/p_R)^{(\gamma-1)/\gamma} a_L^{-2} ||p|| + ||p||, \]
\[ |\rho_*R - \rho_*L| < a_R^{-2} ||p|| + ||\rho||, \]

which concludes the proof.
Analogously to Lemma 3.6 the following result holds.

**Lemma 3.7** (Left shock, right rarefaction). Assume the initial data $U_L, U_R$ generate left shock waves and right rarefaction waves. Then it holds

$$0 \leq u_* - u_K < (\rho_L a_L)^{-1} |\langle p \rangle| + |\langle u \rangle|,$$

(3.41)

$$|p_K - p_*| < |\langle p \rangle|,$$

(3.42)

$$|\rho_* - \rho_M| \leq (p_K/p_L)^{(r-1)/r} a_K^{-2} |\langle p \rangle| + |\langle \rho \rangle|,$$

(3.43)

where $K = L, R$ and $M = L, R$.

Combining Lemmas 3.2 and 3.4–3.7 we finally obtain the following bounds for the Riemann problem solution.

**Lemma 3.8.** Under Assumption 3.1 it holds

$$||U_L - U_{RP}^\sigma|| \lesssim ||\langle U_h \rangle||, \quad ||U_R - U_{RP}^\sigma|| \lesssim ||\langle U_h \rangle||$$

(3.44)

with $\sigma := L \mid R$.

**Remark 3.3.** Lemma 3.8 implies $||U_{RP}^\sigma|| \lesssim ||U_L|| + ||U_R|| \leq C$ with $C = C(\underline{\rho}, \overline{E})$.

### 3.3 Consistency

The aim of this section is to prove the consistency of the finite volume method (2.12).

**Theorem 3.1** (Consistency formulation). Let $U_h$ be the unique solution of the finite volume scheme (2.12) on the time interval $[0, T]$ with the initial data $U_{0,h}$. Under the Assumption 3.1 we have the following results for all $\tau \in (0, T)$:

- for all $\phi \in C^1([0, T] \times \overline{\Omega})$
  $$\int_0^\tau \int_{\Omega} \rho_h \phi \, dx \, dt = \int_0^\tau \int_{\Omega} (\rho_h \partial_t \phi + m_h \cdot \nabla \phi) \, dx \, dt + \int_0^\tau e_{\rho,h}(t, \phi) \, dt;$$
  (3.45)

- for all $\phi \in C^1([0, T] \times \overline{\Omega}; \mathbb{R}^d)$
  $$\int_0^\tau \int_{\Omega} m_h \phi \, dx \, dt = \int_0^\tau \int_{\Omega} \left( m_h \partial_t \phi + \frac{m_h \otimes m_h}{\rho_h} : \nabla \phi ight) \, dx \, dt + \int_0^\tau e_{m,h}(t, \phi) \, dt;$$
  (3.46)

- for all $\phi \in C^1([0, T] \times \overline{\Omega})$, $\phi \geq 0$
  $$\int_0^\tau \int_{\Omega} \eta_h \phi \, dx \, dt \leq \int_0^\tau \int_{\Omega} (\eta_h \partial_t \phi + q_h \cdot \nabla \phi) \, dx \, dt + \int_0^\tau e_{\eta,h}(t, \phi) \, dt;$$
  (3.47)

- \( \int_{\Omega} E_h(\tau) \, dx = \int_{\Omega} E_{0,h} \, dx. \)
The errors $e_{j,h}, (j = \rho, m, \eta)$ are bounded by

$$\|e_{j,h}\|_{L^1([0,T]\times\Omega)} \lesssim h^{1/2}\|\phi\|_{C^1([0,T]\times\overline{\Omega})} \left( \int_0^T \sum_{\sigma \in \Sigma_{\text{int}}} \int_\sigma \|U_h\|_\sigma \|\phi\|_{L^2(\sigma)}^2 \, dS_x \, dt \right)^{1/2}. \quad (3.49)$$

**Proof.** Energy conservation for (2.12) follows directly by integrating the discrete energy equation in time and applying the boundary conditions. We proceed by proving (3.45)–(3.47).

**Step 1:** We prove (3.45) and (3.46) by showing

$$\left[ \int_\Omega U_h \phi \, dx \right]_{t=0}^{t=T} = \int_0^T \int_\Omega (U_h \partial_t \phi + F \cdot \nabla_x \phi) \, dx \, dt + \int_0^T e_h(t, \phi) \, dt \quad (3.50)$$

for all $\phi \in C^1([0, T] \times \overline{\Omega}; \mathbb{R}^{d+2})$ with

$$\|e_h\|_{L^1([0,T]\times\Omega)} \lesssim h^{1/2}\|\phi\|_{C^1([0,T]\times\overline{\Omega})} \left( \int_0^T \sum_{\sigma \in \Sigma_{\text{int}}} \int_\sigma \|U_h\|_\sigma \|\phi\|_{L^2(\sigma)}^2 \, dS_x \, dt \right)^{1/2}. \quad (3.51)$$

Realizing that

$$\|ab\| = \|a\| \|b\| + \|a\| \|b\|, \quad (3.52)$$

we obtain after some manipulations

$$\int_\Omega F_h : \nabla_x \phi \, dx = \sum_K \int_K F_h : \nabla_x \phi \, dx$$

$$= \sum_K \int_{\partial K} F_h \cdot \phi \cdot n_K \, dx = - \sum_{\sigma \in \Sigma_{\text{int}}} \int_\sigma \|F_h\| \cdot \phi \cdot n \, dS_x$$

$$= - \sum_{\sigma \in \Sigma_{\text{int}}} \int_\sigma (\|F_h\| \cdot [(\phi - \|\Pi_h[\phi]\|)] + [F_h] \cdot \{\Pi_h[\phi]\}) \cdot n \, dS_x$$

$$= - \sum_{\sigma \in \Sigma_{\text{int}}} \int_\sigma (\|F_h\| \cdot [(\phi - \|\Pi_h[\phi]\|)] - [\Pi_h[\phi]] \cdot [F_h] + [F_h] \cdot \Pi_h[\phi]) \cdot n \, dS_x$$

$$= \sum_{\sigma \in \Sigma_{\text{int}}} \int_\sigma F(U_{\sigma}^{RP}) \cdot n \cdot [\Pi_h[\phi]] \, dS_x - \sum_{\sigma \in \Sigma_{\text{int}}} \int_\sigma [F_h] \cdot n \cdot (\phi - \{\Pi_h[\phi]\}) \, dS_x$$

$$+ \sum_{\sigma \in \Sigma_{\text{int}}} \int_\sigma (\|F_h\| - F(U_{\sigma}^{RP})) \cdot n \cdot [\Pi_h[\phi]] \, dS_x.$$

For the last equality, we have used the Gauss theorem and the no-flux or periodic boundary condition

$$\sum_{\sigma \in \Sigma_{\text{int}}} \int_\sigma [F_h \cdot \Pi_h[\phi]] \cdot n \, dS_x = \int_{\partial \Omega} F_h \cdot \Pi_h[\phi] \cdot n \, dS_x = 0. \quad (3.53)$$

Let us now consider the error terms

$$e_1 = \sum_{\sigma \in \Sigma_{\text{int}}} \int_\sigma [F_h] \cdot n \cdot (\phi - \{\Pi_h[\phi]\}) \, dS_x,$$

$$e_2 = - \sum_{\sigma \in \Sigma_{\text{int}}} \int_\sigma (\|F_h\| - F(U_{\sigma}^{RP})) \cdot n \cdot [\Pi_h[\phi]] \, dS_x.$$


Applying Lemma 3.2, that is, $\|\mathbb{F}_h\| \cdot n \leq \|U_h\|$ and the fact
\[
\|\phi - \|\Pi_h[\phi]\| \leq h\|\phi\|_{C^1(\Omega)}
\]
for all $x \in \Sigma_{\text{int}}$, we have the following estimate
\[
|e_1| \leq h\|\phi\|_{C^1(\Omega)} \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} \|\mathbb{F}_h\| \cdot n \, dS_x \leq h\|\phi\|_{C^1(\Omega)} \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} \|U_h\| \, dS_x
\]
\[
\leq h\|\phi\|_{C^1(\Omega)} \left( \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} \|U_h\|^2 \, dS_x \right)^{1/2} \left( \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} 1 \, dS_x \right)^{1/2}
\]
\[
\leq h^{1/2}\|\phi\|_{C^1(\Omega)} \left( \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} \|U_h\|^2 \, dS_x \right)^{1/2}.
\]
Realizing that
\[
\|\|\Pi_h[\phi]\| \leq h\|\phi\|_{C^1(\Omega)}
\]
we derive
\[
|e_2| \leq h\|\phi\|_{C^1(\Omega)} \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} \left\| \left( \mathbb{F}_h - F(U_{\sigma}^{IP}) \right) \cdot n \right\| \, dS_x
\]
\[
\leq h\|\phi\|_{C^1(\Omega)} \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} \left( \left\| (F(U_L) - F(U_{\sigma}^{IP})) \cdot n \right\| + \left\| (F(U_R) - F(U_{\sigma}^{IP})) \cdot n \right\| \right) \, dS_x
\]
\[
\leq h\|\phi\|_{C^1(\Omega)} \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} \|U_L - U_{\sigma}^{IP}\| + \|U_R - U_{\sigma}^{IP}\| \, dS_x
\]
\[
\leq h\|\phi\|_{C^1(\Omega)} \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} \|U_h\| \, dS_x \leq h^{1/2}\|\phi\|_{C^1(\Omega)} \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} \|U_h\|^2 \, dS_x.
\]
Hence, we can obtain
\[
\int_{t=0}^{t=\tau} \int_{\Omega} U_h \cdot \phi \, dx = \int_{0}^{\tau} \int_{\Omega} \frac{d}{dt} (U_h \cdot \phi) \, dx = \int_{0}^{\tau} \int_{\Omega} \left( U_h \cdot \partial_t \phi + \phi \cdot \frac{d}{dt} U_h \right) \, dx \, dt
\]
\[
= \int_{0}^{\tau} \int_{\Omega} U_h \cdot \partial_t \phi \, dx \, dt + \int_{0}^{\tau} \int_{\omega} \sum_{\sigma \in \Sigma_{\text{int}}} \int_{\sigma} F(U_{\sigma}^{IP}) \cdot n \|\phi\| \, dS_x
\]
\[
= \int_{0}^{\tau} \int_{\Omega} (U_h \cdot \partial_t \phi + F_h : \nabla \phi) \, dx \, dt + \int_{0}^{\tau} e_h(t, \phi) \, dt,
\]
dereference e_h = e_1 + e_2 satisfies (3.51) with the help of $\|U\|^2 \leq \|U\|^2$.

**Step 2:** Indeed, using the same techniques as Step 1 to analyze (3.5) we obtain (3.47), which concludes the proof.

### 4 CONVERGENCE

In order to keep the paper self-contained we present the definition of a dissipative measure-valued solution for the Euler system (2.1), (2.6), compare of Reference [19].
Definition 4.1. Let $\Omega \subset \mathbb{R}^d$ be a bounded domain. A parametrized probability measure
\[ \mathcal{V}_{i,x} \left( (x) \in (0,T) \times \Omega \right). \]
\[ \mathcal{V}_{i,x} \in L^\infty((0,T) \times \Omega, \mathcal{P}((\mathbb{R}^{d+2})) \],
\[ \mathcal{V}_{d+2} = \{(\tilde{\rho}, \tilde{m}, \tilde{\eta}) : \tilde{\rho} \in \mathbb{R}, \tilde{m} \in \mathbb{R}^d, \tilde{\eta} \in \mathbb{R} \} \]
is called a dissipative measure-valued (DMV) solution of the Euler system (2.1), (2.6) with the space-periodic or no-flux boundary condition and initial condition $(\rho_0, m_0, \eta_0)$ if the following holds:

- **(lower bound on density and entropy)**
  \[ \mathcal{V}_{i,x} \left[ (\tilde{\rho} \geq 0, \tilde{\eta} \geq S^\rho) \right] = 1 \text{ for a.a. } (t,x) \in (0,T) \times \Omega; \tag{4.1} \]

- **(energy inequality)** the integral inequality
  \[ \int_\Omega \langle \mathcal{V}_{t,x} : E(\tilde{\rho}, \tilde{m}, \tilde{\eta}) \rangle \, dx + \int_\Omega d\mathcal{E}_{cd}(\tau) \leq \int_\Omega E(\rho_0, m_0, \eta_0) \, dx \tag{4.2} \]
holds for a.a. $0 \leq \tau \leq T$ with the energy concentration defect
\[ d\mathcal{E}_{cd} \in L^\infty(0,T; \mathcal{M}^+(\overline{\Omega}));^3 \]

- **(equation of continuity)**
  \[ \langle \mathcal{V}_{t,x} : \tilde{\rho} \rangle \in C_{weak}([0,T]; L^r(\Omega)), \quad \langle \mathcal{V}_{0,x} : \tilde{\rho} \rangle = \rho_0 \text{ for a.a. } x \in \Omega \]
and the integral equality
\[ \left[ \int_\Omega \langle \mathcal{V}_{t,x} : \tilde{\rho} \rangle \phi \, dx \right]_{t=0}^{t=\tau} = \int_0^\tau \int_\Omega \left( \langle \mathcal{V}_{t,x} : \tilde{\rho} \rangle \partial_t \phi + \langle \mathcal{V}_{t,x} : \tilde{m} \rangle \cdot \nabla_x \phi \right) \, dx \, dt \tag{4.3} \]
for any $0 \leq \tau \leq T$ and any $\phi \in W^{1,\infty}((0,T) \times \Omega)$;

- **(momentum equation)**
  \[ \langle \mathcal{V}_{t,x} : \tilde{m} \rangle \in C_{weak}([0,T]; L^\infty(\Omega; \mathbb{R}^d)), \quad \langle \mathcal{V}_{0,x} : \tilde{m} \rangle = m_0 \text{ for a.a. } x \in \Omega \]
and the integral equality
\[ \left[ \int_\Omega \langle \mathcal{V}_{t,x} : \tilde{m} \rangle \phi \, dx \right]_{t=0}^{t=\tau} = \int_0^\tau \int_\Omega \left( \langle \mathcal{V}_{t,x} : \tilde{m} \rangle \partial_t \phi + \left( \tilde{m} \otimes \tilde{\rho} \right) : \nabla_x \phi \right) \, dx \, dt \]
\[ + \int_0^\tau \int_\Omega \langle \mathcal{V}_{t,x} : \partial_t(p(\tilde{\rho}, \tilde{\eta})) \rangle \, div_x \phi \, dx \, dt + \int_0^\tau \int_{\overline{\Omega}} \nabla_x \phi \cdot d\mathcal{R}_{cd}(t) \, dt \tag{4.4} \]
for any $0 \leq \tau \leq T$ and any $\phi \in C^1([0,T] \times \overline{\Omega}; \mathbb{R}^d)$, ($\phi$ also satisfies $\phi \cdot n \mid_{\partial \Omega} = 0$ when no-flux boundary condition is used), where the Reynolds concentration defect
\[ \mathcal{R}_{cd} \in L^\infty(0,T; \mathcal{M}^+(\overline{\Omega}; \mathbb{R}^{d \times d_{sym}})) \]
satisfies
\[ d\mathcal{E}_{cd} \leq tr[d\mathcal{R}_{cd}] \leq \overline{d}\mathcal{E}_{cd} \text{ for some constants } 0 < d \leq \overline{d}; \tag{4.5} \]

- **(entropy balance)**
  \[ \int_\Omega \langle \mathcal{V}_{t,x} : \tilde{\eta} \rangle \phi \, dx \equiv \lim_{t \to t^\pm} \int_\Omega \langle \mathcal{V}_{t,x} : \tilde{\eta} \rangle \phi \, dx \text{ exists for any } 0 \leq \tau < T, \]

---

^3 $\mathcal{M}^+(\overline{\Omega})$ denotes the set of positive Radon measures on $\overline{\Omega}$. 
\[
\int_{\Omega} \langle V_{0,x}; \tilde{\eta} \rangle \phi \, dx \equiv \int_{\Omega} S_0 \phi \, dx \quad \text{for any } \phi \in C(\overline{\Omega}),
\]
and the integral inequality
\[
\left[ \int_{\Omega} \langle V_{1,x}; \tilde{\eta} \rangle \phi \, dx \right]_{t^{-1} - \tau}^{t \tau +} \leq \int_{t^{-1}}^{t \tau} \int_{\Omega} \left( \langle V_{1,x}; \tilde{\eta} \rangle \partial_t \phi + \frac{\tilde{m}}{\tilde{\rho}} \cdot \nabla_x \phi \right) \, dx \, dt
\]
for any \( 0 \leq \tau \leq T \) and any \( \phi \in W^{1,\infty}((0, T) \times \Omega) \), \( \phi \geq 0 \).

**Remark 4.1.** Consider a family \( \{ \rho_h, m_h, E_h \}_{h \downarrow 0} \) of numerical solutions generated by our finite volume method (2.12). We note that a sequence \( \{ \rho_h, m_h, E_h \}_{h \downarrow 0} \) can be mapped uniquely to a sequence \( \{ \rho_h, m_h, \eta_h \}_{h \downarrow 0} \). Due to Theorem 3.1 \( \{ \rho_h, m_h, \eta_h \}_{h \downarrow 0} \) is a consistent approximation of complete Euler system. Consequently, up to a subsequence \( \{ \rho_{h_n}, m_{h_n}, \eta_{h_n} \}_{h_n \downarrow 0} \) generates the Young measure \( \{ \mathcal{V}_{1,x} \}_{(x,t) \in (0,T) \times \Omega} \), which is a dissipative measure-valued solution of the Euler system in the sense of Definition 4.1. Following Reference [19] the concentration defects are
\[
\mathcal{C}_{cd} = E(\rho, m, \eta) - \langle \mathcal{V}_{1,x}; (E(\tilde{\rho}, \tilde{m}, \tilde{\eta})) \rangle,
\]
\[
\mathcal{R}_{cd} = \frac{m \otimes m}{\rho} + p(\rho, \eta) \| \langle \mathcal{V}_{1,x}; (\tilde{m} \otimes \tilde{m}) \rangle - \frac{m \otimes m}{\rho} + p(\tilde{\rho}, \tilde{\eta}) \| \text{ weakly-(*) in } \mathcal{M}(\overline{\Omega}),
\]
with
\[
E(\rho_h, m_h, \eta_h) \rightarrow E(\rho, m, \eta) \text{ weakly-(*) in } \mathcal{M}(\overline{\Omega}),
\]
\[
\frac{m_h \otimes m_h}{\rho_h} + p(\rho_h, \eta_h) \| \rightarrow \frac{m \otimes m}{\rho} + p(\rho, \eta) \| \text{ weakly-(*) in } \mathcal{M}(\overline{\Omega}; \mathbb{R}^{d \times d}_{\text{sym}}).
\]

**Theorem 4.1. (Weak convergence)**

Let \( \{ \rho_h, m_h, \eta_h \}_{h \downarrow 0} \) be the family of numerical solutions obtained by the finite volume method (2.12). Let Assumption 3.1 hold, i.e. \( 0 < \rho \leq \rho_h \leq \overline{\rho} \) for some \( \overline{\rho} \), \( \bar{\rho} \). Then there exists a subsequence \( \{ \rho_{h_n}, m_{h_n}, \eta_{h_n} \}_{h_n \downarrow 0} \), such that
\[
(\rho_{h_n}, m_{h_n}, \eta_{h_n}) \rightarrow \langle \mathcal{V}_{1,x}; (\tilde{\rho}, \tilde{m}, \tilde{\eta}) \rangle \text{ weakly-(*) in } L^\infty((0,T) \times \Omega; \mathbb{R}^{d+2}),
\]
where \( \{ \mathcal{V}_{1,x} \}_{(x,t) \in (0,T) \times \Omega} \) is a DMV solution of the complete Euler system (2.1), (2.6) with
\[
\mathcal{C}_{cd} \equiv 0, \quad \mathcal{R}_{cd} \equiv 0.
\]

**Proof.** Under Assumption 3.1 and Lemma 3.1 gives
\[
\rho_h \in L^\infty((0,T) \times \Omega), \quad m_h \in L^\infty((0,T) \times \Omega), \quad \eta_h \in L^\infty((0,T) \times \Omega), \quad E_h \in L^\infty((0,T) \times \Omega),
\]
\[
\frac{m_h \otimes m_h}{\rho_h} \in L^\infty((0,T) \times \Omega), \quad p_h \in L^\infty((0,T) \times \Omega), \quad q_h \in L^\infty((0,T) \times \Omega).
\]

Applying the Fundamental Theorem on Young Measure [1] implies the existence of a convergent subsequence and a parameterized probability measure \( \{ \mathcal{V}_{1,x} \}_{(x,t) \in (0,T) \times \Omega} \) satisfying that \( (\rho_{h_n}, m_{h_n}, \eta_{h_n}) \) weakly-(*) converges to \( (\langle \mathcal{V}_{1,x}; \tilde{\rho} \rangle, \langle \mathcal{V}_{1,x}; \tilde{m} \rangle, \langle \mathcal{V}_{1,x}; \tilde{\eta} \rangle) \) in \( L^\infty((0,T) \times \Omega) \). Moreover,
\[
\frac{m_{h_n} \otimes m_{h_n}}{\rho_{h_n}} = p(\rho_{h_n}, \eta_{h_n}), \quad E_{h_n} = E(\rho_{h_n}, m_{h_n}, \eta_{h_n}), \quad q_{h_n} = q(\rho_{h_n}, m_{h_n}, \eta_{h_n})
\]
weakly-\((\ast)\) converge to
\[
\langle V_{t,x}; \frac{\bar{m} \otimes \bar{m}}{\bar{\rho}} \rangle, \quad \langle V_{t,x}; p(\bar{\rho}, \bar{\eta}) \rangle, \quad \langle V_{t,x}; E(\bar{\rho}, \bar{m}, \bar{\eta}) \rangle, \quad \langle V_{t,x}; q(\bar{\rho}, \bar{m}, \bar{\eta}) \rangle
\]
in \(L^\infty((0, T) \times \Omega)\), respectively. Consequently, the concentration defects vanish, that is, \(\mathfrak{C}_{cd} \equiv 0, \mathfrak{R}_{cd} \equiv 0\).

Hence, passing to the limit \(h \to 0\), (3.45) in Theorem 3.1 gives
\[
\left[ \int_0^\tau \langle V_{t,x}; \bar{\rho} \rangle \phi \, dx \right]_{t=t_0}^{t=\tau} = \int_0^\tau \int_\Omega \left( \langle V_{t,x}; \bar{\rho} \rangle \partial_t \phi + \langle V_{t,x}; \bar{m} \rangle \cdot \nabla \phi \right) \, dx \, dt \tag{4.8}
\]
for \(\phi \in W^{1,\infty}((0, T) \times \Omega)\). Analogously, (3.46) and (3.47) in Theorem 3.1 yield
\[
\left[ \int_0^\tau \langle V_{t,x}; \bar{m} \rangle \phi \, dx \right]_{t=t_0}^{t=\tau} = \int_0^\tau \int_\Omega \left( \langle V_{t,x}; \bar{m} \rangle \partial_t \phi + \langle V_{t,x}; \frac{\bar{m} \otimes \bar{m}}{\bar{\rho}} \rangle : \nabla \phi \right) \, dx \, dt
\]
\[
+ \int_0^\tau \int_\Omega \langle V_{t,x}; p(\bar{\rho}, \bar{\eta}) \rangle \div \phi \, dx \, dt
\]
for \(\phi \in C^1([0, T] \times \Omega, \mathbb{R}^d)\) and \(\phi \cdot n = 0\) for no-flux boundary condition, and
\[
\left[ \int_0^{\tau_2} \langle V_{t,x}; \bar{\eta} \rangle \phi \, dx \right]_{t=t_1}^{t=\tau_2} \leq \int_0^{\tau_1} \int_\Omega \left( \langle V_{t,x}; \bar{\eta} \rangle \partial_t \phi + \langle V_{t,x}; q(\bar{\rho}, \bar{m}, \bar{\eta}) \rangle \cdot \nabla \phi \right) \, dx \, dt \tag{4.9}
\]
for \(\phi \in W^{1,\infty}((0, T) \times \Omega)\), respectively. Finally, (3.48) in Theorem 3.1 implies
\[
\int_\Omega \langle V_{t,x}; E(\bar{\rho}, \bar{m}, \bar{\eta}) \rangle \, dx = \int_\Omega E(\rho_0, m_0, \eta_0) \, dx \tag{4.10}
\]
and concludes that \(\{V_{t,x}\}_{(t,x) \in (0, T) \times \Omega}\) is a DMV solution of the complete Euler system. \(\blacksquare\)

Having shown weak convergence to a DMV solution we want to look for strong convergence to the observable quantities, such as the expected value and first variance. To this end we apply a novel technique of \(K\)-convergence as introduced in References [17,19] that allows us to get strong convergence to the observables of \(\rho, m, \eta\) with respect to the Young measure \(\mathcal{V}\). Next theorem restores the strong convergence of numerical solutions even if the strong solution does not exist and there exist infinitely many weak solutions or only DMV solutions.

**Theorem 4.2. (\(K\)-convergence)**

Let \(\{\rho_h, m_h, \eta_h\}_{h \geq 0}\) be the family of numerical solutions obtained by the finite volume method (2.12). Assumption 3.1 holds. Then there exist a subsequence \(\{\rho_{h_n}, m_{h_n}, \eta_{h_n}\}_{h_n \geq 0}\) such that

- **strong convergences of Cesàro average**
  \[
  \frac{1}{n} \sum_{j=1}^n (\rho_{h_j}, m_{h_j}, \eta_{h_j}) \to \langle V_{t,x}; (\bar{\rho}, \bar{m}, \bar{\eta}) \rangle \quad \text{in} \quad L^q((0, T) \times \Omega; \mathbb{R}^{d+2})
  \]
  for \(n \to \infty\) and any \(1 \leq q < \infty\);

- **\(L^q\) convergence to Young measure**
  \[
  d_{W_q} \left[ \frac{1}{n} \sum_{j=1}^n \delta_{(\rho_{h_j}, m_{h_j}, \eta_{h_j})}; V_{t,x} \right] \to 0 \quad \text{in} \quad L^q((0, T) \times \Omega)
  \]
for \( n \to \infty \) and any \( 1 \leq q < s < \infty \);

- \( L^q \) convergence of the first variance

\[
\frac{1}{n} \sum_{j=1}^{n} \left\| (\rho_{h,j}, m_{h,j}, \eta_{h,j}) - \frac{1}{n} \sum_{j=1}^{n} (\rho_{h,j}, m_{h,j}, \eta_{h,j}) \right\| \to 0 \quad \text{in} \ L^q((0,T) \times \Omega)
\]

for \( n \to \infty \) and any \( 1 \leq q < \infty \).

Here \( d_W \) denotes the Wasserstein distance between two measures, see [(3)] and Reference [19].

Applying techniques developed in Reference [19] we directly obtain the following strong convergence results.

**Theorem 4.3. (Strong convergence)**

Let \( \{ \rho_h, m_h, \eta_h \}_{h \geq 0} \) be the family of numerical solutions obtained by the finite volume method (2.12) and with initial data \( \rho_{0,h} = \Pi_h[\rho_0] \), \( m_{0,h} = \Pi_h[m_0] \), \( \eta_{0,h} = \Pi_h[\eta_0] \). Let Assumption 3.1 hold. Let the subsequence \( \{ \rho_{h_n}, m_{h_n}, \eta_{h_n} \} \) converge strongly to \( (\rho, \eta) \) as \( h \to 0 \)

in the sense specified in Theorem 4.1, where the barycenters \( \rho := \langle \mathcal{V}_{i,x}; \delta \rangle \),

\( m := \langle \mathcal{V}_{i,x}; \delta \rangle \) and \( \eta := \langle \mathcal{V}_{i,x}; \delta \rangle \). Then the following holds:

- **weak solution**

If \( (\rho, m, \eta) \) is a weak entropy solution of the Euler system with initial data \( (\rho_0, m_0, \eta_0) \), then

\( \mathcal{V}_{i,x} = \delta_{(\rho(t,x),m(t,x),\eta(t,x))} \) for a.a. \( (t,x) \in (0,T) \times \Omega \)

and the strong convergence holds, that is,

\[
(\rho_{h_n}, m_{h_n}, \eta_{h_n}) \to (\rho, m, \eta) \quad \text{in} \ L^q((0,T) \times \Omega; \mathbb{R}^{d+2})
\]

\[
E(\rho_{h_n}, m_{h_n}, \eta_{h_n}) \to E(\rho, m, \eta) \quad \text{in} \ L^q((0,T) \times \Omega)
\]

for any \( 1 \leq q < \infty \).

- **classical solution**

Let \( \Omega \subset \mathbb{R}^d \) be a bounded Lipschitz domain and \( (\rho, m, \eta) \) such that

\[
\rho, \eta \in C^1([0,T] \times \overline{\Omega}), \quad m \in C^1([0,T] \times \overline{\Omega}; \mathbb{R}^d), \quad \rho \geq \rho > 0 \text{ in } [0,T] \times \overline{\Omega}.
\]

Then \( (\rho, m, \eta) \) is a classical solution to the Euler system and

\[
(\rho_h, m_h, \eta_h) \to (\rho, m, \eta) \quad \text{in} \ L^q((0,T) \times \Omega; \mathbb{R}^{d+2})
\]

for any \( 1 \leq q < \infty \).

- **strong solution**

Let periodic boundary conditions are applied. Suppose that the Euler system admits a strong solution \( (\rho, m, \eta) \) in the class

\[
\rho, \eta \in W^{1,\infty}((0,T) \times \Omega), \quad m \in W^{1,\infty}((0,T) \times \Omega; \mathbb{R}^d), \quad \rho \geq \rho > 0 \text{ in } [0,T] \times \Omega
\]

emanating from initial data \( (\rho_0, m_0, \eta_0) \). Then it holds

\[
(\rho_h, m_h, \eta_h) \to (\rho, m, \eta) \quad \text{in} \ L^q((0,T) \times \Omega; \mathbb{R}^{d+2})
\]
\[ E(\rho_n, m_n, \eta_n) \to E(\rho, m, \eta) \quad \text{in} \ L^q((0, T) \times \Omega) \]

for any \(1 \leq q < \infty\).

We can interpret the first and second point of Theorem 4.3 in the following way. Either the limit of numerical solutions is a weak entropy solution/ \( C^1 \) solution or the convergence is not strong. Supposing that the problem admits a strong solution, the third point declares that the numerical solutions strongly converge to the strong solution. In this case that the strong solution exists, convergence rates can be studied. Typically a relative energy or relative entropy is used to study error estimates, see References [6,29,31].

5 | NUMERICAL RESULTS

In this section we simulate a spiral problem, that is, two-dimensional Riemann problem, and Richtmyer-Meshkov problem [22,24] to illustrate the weak, strong and \( \mathcal{K} \)-convergence of the finite volume method (2.12).

In our computations the computational domain is \([0, 1] \times [0, 1]\) and divided into \(N \times N\) uniform cells. In the simulations we take

\[ N_n := N(n) = 16 \cdot 2^n, \ \text{i.e.} \ h_n := h(n) = 1/N(n), \quad n = 1, \ldots, 7 \]

and define \(N_{ref} = N(7) = 2048\) and \(h_{ref} = 1/2048\). Denote the Cesàro average of the numerical solutions and their first variance

\[ \bar{U}_{h_n} = \frac{1}{n} \sum_{j=1}^{n} U_{h_j}, \quad \bar{U}_{h_n}^\dagger = \frac{1}{n} \sum_{j=1}^{n} |U_{h_j} - \bar{U}_{h_n}|, \]

respectively. Let \(U_{h_{ref}}\) be the reference solution computed on the finest mesh with \(N_{ref} \times N_{ref}\) cells. Analogously to Reference [20] we compute four errors

\[ E_1(N_n) = \|U_{h_n} - U_{h_{ref}}\|_{L^1(\Omega)}, \quad E_2(N_n) = \|\bar{U}_{h_n} - \bar{U}_{h_{ref}}\|_{L^1(\Omega)}, \]
\[ E_3(N_n) = \|U_{h_n}^\dagger - U_{h_{ref}}^\dagger\|_{L^1(\Omega)}, \quad E_4(N_n) = \|d_W(\hat{\nu}_{L^n}, \hat{\nu}_{L^n}^{ref})\|_{L^1(\Omega)}, \]

(5.1)

at the final time \(T\), where \(\hat{\nu}_{L^n}\) is the Cesàro average of the Dirac measures concentrated on numerical solutions \(\{U_{h_j}\}_{j=1}^{n}\).

In addition, we apply the outflow boundary condition to the spiral problem and periodic boundary condition to the Richtmyer-Meshkov problem. Moreover, the CFL number is set to 0.9 and the adiabatic index \(\gamma\) is taken as 1.4.

**Example 5.1 (Spiral problem).** We consider one of the classical 2D Riemann problem with the initial data

\[
(\rho, u, p)(x, 0) =
\begin{cases}
(0.5, 0.5, -0.5, 5), & \text{if } x_1 > 0.5, \ x_2 > 0.5; \\
(1, 0.5, 0.5, 5), & \text{if } x_1 < 0.5, \ x_2 > 0.5; \\
(1.5, -0.5, -0.5, 5), & \text{if } x_1 > 0.5, \ x_2 < 0.5; \\
(2, -0.5, 0.5, 5), & \text{if } x_1 < 0.5, \ x_2 < 0.5.
\end{cases}
\]

This problem describes the interaction of four contact discontinuities (vortex sheets) with the negative sign. As time increases the four initial vortex sheets interact each other to form a spiral with the low density around the center of the domain. This is a typical cavitation
phenomenon well-known in gas dynamics. We compute the solution up to the finite time $T = 2$.

Figure 2 shows the errors $E_1, E_2, E_3, E_4$ of $\rho, m_1, m_2, E, S$ obtained on different meshes and the reference solution on a mesh with $2048 \times 2048$ cells. The errors of $\rho, S$ are specifically listed in Tables 1 and 2, respectively. Moreover, Figures 3 and 4 show the contour of $\rho$ and $S$ obtained on different meshes, respectively.

The numerical results show that four errors are all decreasing with the refinement of mesh. This together with the pictures of the first variance indicate that $\mathcal{V}_{l,x} = \delta(\rho,m,S)(l,x)$ and the numerical solutions converge to the weak solution. This is in accordance with our theoretical results. We point out that the convergence rate is 1.

**Example 5.2** (Richtmyer-Meshkov problem). This example describes complex interactions of strong shocks with unstable interfaces. The initial data are given by

$$u_1 = 0, \quad u_2 = 0, \quad p(x,0) = \begin{cases} 20, & \text{if } r < 0.1, \\ 1, & \text{otherwise,} \end{cases} \quad \rho(x,0) = \begin{cases} 2, & \text{if } r < I(x), \\ 1, & \text{otherwise,} \end{cases}$$
### TABLE 1  Example 5.1: The errors and convergence rates for density.

| \( N \) | \( E_1 \) Error | \( E_1 \) Order | \( E_2 \) Error | \( E_2 \) Order | \( E_3 \) Error | \( E_3 \) Order | \( E_4 \) Error | \( E_4 \) Order |
|--------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 32     | 0.0569         | —              | 0.0361         | —              | 0.0179         | —              | 0.0367         | —              |
| 64     | 0.0397         | 0.5189         | 0.0270         | 0.4206         | 0.0102         | 0.8165         | 0.0272         | 0.4354         |
| 128    | 0.0265         | 0.5854         | 0.0193         | 0.4795         | 0.0078         | 0.3810         | 0.0195         | 0.4790         |
| 256    | 0.0166         | 0.6698         | 0.0131         | 0.5655         | 0.0055         | 0.5199         | 0.0132         | 0.5626         |
| 512    | 0.0093         | 0.8316         | 0.0079         | 0.7299         | 0.0036         | 0.6089         | 0.0080         | 0.7258         |
| 1024   | 0.0040         | 1.2172         | 0.0036         | 1.1388         | 0.0016         | 1.1319         | 0.0036         | 1.1311         |

### TABLE 2  Example 5.1: The errors and convergence rates for entropy.

| \( N \) | \( E_1 \) Error | \( E_1 \) Order | \( E_2 \) Error | \( E_2 \) Order | \( E_3 \) Error | \( E_3 \) Order | \( E_4 \) Error | \( E_4 \) Order |
|--------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 32     | 0.1956         | —              | 0.1242         | —              | 0.0619         | —              | 0.1263         | —              |
| 64     | 0.1355         | 0.5297         | 0.0927         | 0.4216         | 0.0360         | 0.7841         | 0.0933         | 0.4372         |
| 128    | 0.0901         | 0.5882         | 0.0666         | 0.4771         | 0.0278         | 0.3734         | 0.0669         | 0.4800         |
| 256    | 0.0567         | 0.6692         | 0.0451         | 0.5634         | 0.0194         | 0.5150         | 0.0453         | 0.5632         |
| 512    | 0.0319         | 0.8297         | 0.0272         | 0.7294         | 0.0125         | 0.6370         | 0.0274         | 0.7267         |
| 1024   | 0.0136         | 1.2341         | 0.0123         | 1.1417         | 0.0057         | 1.1396         | 0.0125         | 1.1346         |

### FIGURE 3  Example 5.1: The density contours obtained on meshes with \( N \times N \) cells. From top to bottom: Density (top); Cesáro averages of density (middle); the first variance of density (bottom).
Figure 4: Example 5.1: The entropy contours obtained on meshes with $N \times N$ cells. From top to bottom: Entropy (top); Cesáro averages of entropy (middle); the first variance of entropy (bottom).

where $r = \sqrt{(x_1 - 0.5)^2 + (x_2 - 0.5)^2}$ and the radial interface $I(x) = 0.25 + \epsilon Y(x)$ is perturbed by

$$Y(x) = \sum_{m=1}^{M} a^m \cos(\phi + b^m),$$

with $\phi = \arccos((x_2 - 0.5)/r)$. The parameters $a^m, b^m$ are arbitrary, but fixed numbers chosen such that $a^m \in [0, 1], \sum_{m=1}^{M} a^m = 1$ and $b^m \in [-\pi, \pi], m = 1, \ldots, M$. In the simulation we set $\epsilon = 0.01, T = 4$ and $N = 2048$.

Figure 5 shows the errors $E_1, E_2, E_3, E_4$ of $\rho, m_1, m_2, E, S$ obtained using different meshes $N = 32, \ldots, 1024$, see also Tables 3 and 4. Moreover, the contours of $\rho$ and $S$ are shown in Figures 6 and 7, respectively.

The figures and tables clearly indicate only a weak converge of single simulations obtained by the finite volume method (2.12). Indeed, the numerical solutions do not converge strongly in $L^1$-norm. On the other hand, the Cesáro average and the first variance of the numerical solutions, as well as the Wasserstein distance of the corresponding Dirac distributions converge strongly in $L^1$-norm. These results again confirm our theoretical analysis on the convergence of the finite volume method (2.12). In the Richtmyer-Meshkov case the limiting solution is not a weak solution but a dissipative measure-valued solution.
FIGURE 5 Example 5.2: The errors obtained on different meshes.

TABLE 3 Example 5.2: The errors and convergence rates for density.

| $N$  | $E_1$      | Order | $E_2$      | Order | $E_3$      | Order | $E_4$      | Order |
|------|------------|-------|------------|-------|------------|-------|------------|-------|
| 32   | 0.2136     | —     | 0.0917     | —     | 0.1180     | —     | 0.1254     | —     |
| 64   | 0.2236     | −0.0656 | 0.0958     | −0.0626 | 0.0973     | 0.2774 | 0.1136     | 0.1433 |
| 128  | 0.2318     | −0.0523 | 0.0918     | 0.0613 | 0.0844     | 0.2051 | 0.1004     | 0.1782 |
| 256  | 0.2290     | 0.0175 | 0.0762     | 0.2692 | 0.0673     | 0.3274 | 0.0826     | 0.2816 |
| 512  | 0.2023     | 0.1790 | 0.0526     | 0.5337 | 0.0459     | 0.5512 | 0.0574     | 0.5249 |
| 1024 | 0.2063     | −0.0280 | 0.0269     | 0.9694 | 0.0215     | 1.0959 | 0.0311     | 0.8835 |

6 | CONCLUSIONS

We have shown the convergence of the Godunov finite volume method (2.12), which is based on the exact solution of a local Riemann problem for the complete compressible Euler system. Hereby we have only assumed that our numerical solutions belong to a physically non-degenerate region, that is, we
TABLE 4  Example 5.2: The errors and convergence rates for entropy.

| \( N \) | \( E_1 \) Error | \( E_1 \) Order | \( E_2 \) Error | \( E_2 \) Order | \( E_3 \) Error | \( E_3 \) Order | \( E_4 \) Error | \( E_4 \) Order |
|---|---|---|---|---|---|---|---|---|
| 32 | 0.6887 | — | 0.3215 | — | 0.4205 | — | 0.4440 | — |
| 64 | 0.7423 | −0.1082 | 0.3378 | −0.0716 | 0.3539 | 0.2487 | 0.4032 | 0.1391 |
| 128 | 0.7862 | −0.0830 | 0.3246 | 0.0578 | 0.2931 | 0.2718 | 0.3521 | 0.1957 |
| 256 | 0.7684 | 0.0330 | 0.2713 | 0.2588 | 0.2277 | 0.3646 | 0.2932 | 0.2639 |
| 512 | 0.6425 | 0.2582 | 0.1869 | 0.5373 | 0.1533 | 0.5704 | 0.2017 | 0.5396 |
| 1024 | 0.6860 | −0.0945 | 0.0876 | 1.0943 | 0.0645 | 1.2502 | 0.1027 | 0.9737 |

FIGURE 6  Example 5.2: The density contours obtained on meshes with \( N \times N \) cells. From top to bottom: Density (top); Cesáro averages of density (middle); the first variance of density (bottom).

have a uniform lower bound on density and an upper bound on energy. The latter is equivalent to the existence of a uniform lower bound on entropy Hessian matrix, see Lemma B.4. Using the fact that the finite volume method (2.12) is entropy stable, the entropy inequality together with the explicit lower bound of the entropy Hessian matrix yield the weak BV estimate (3.8). Further, we have shown that the difference between the exact solution of the local Riemann problem and its initial data, i.e. numerical solution at time \( t_n \), can be controlled by the jump of numerical solution itself. Consistency of the method is proved in Theorem 3.1. Weak convergence to a generalized solution, the dissipative measure-valued
(DMV) solution, is showed in Theorem 4.1. Applying the novel tool of $\mathcal{K}$-convergence we obtained strong convergence to the expected value and first variance of a dissipative measure-valued solution, see Theorem 4.2. Theorem 4.3 summarizes the cases of strong convergence of numerical solutions of (2.12). The latter happens if the limit is a weak or $C^1$ solution to the Euler system (2.1). In addition, applying the DMV-strong uniqueness principle [5] we also have strong convergence of our numerical solutions on the lifespan of the strong solution.

Numerical results for the spiral problem and the Richtmyer-Meshkov problem confirm results of theoretical analysis. In particular, we observe that for highly oscillatory limit, as is the case of the Richtmyer-Meshkov test, single numerical solutions do not converge strongly. On the other hand, we obtain the strong convergence of observable quantities, that is, the expected values and first variances.

Although the Godunov finite volume method is one of the most classical schemes for hyperbolic conservation laws, its numerical analysis for multidimensional systems was still open in general. The main goal of this paper was to fill this gap and illustrate the application of the recently developed concepts of generalized DMV solution and $\mathcal{K}$-convergence on an iconic example, the multidimensional Euler system. In future it will be interesting to extend the obtained results to general multidimensional hyperbolic conservation laws.
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APPENDIX A: LIPSCHITZ CONTINUITY OF F

The aim of this section is to give the estimates of $\|\{(F_1)_h\}\|$, also denoted by $\|\{F_h\}\|$.

Lemma A.1. It holds

$$\{\{u\}^2\} \leq (\{u\} + \|u\|)^2, \quad \{\{a^2\} \leq 2\{a\}^2, \quad \|p\| \|\rho\|^{-1} \leq \frac{4}{\gamma}\{a\}^2, \quad (A1)$$

$$\{\rho\{u\}^2\} \|\rho\|^{-1} \leq 2(\|u\| + \|u\|)^2, \quad \|\{m\}\| \|\rho\|^{-1} \leq \|u\| + \frac{1}{2}\|u\|, \quad (A2)$$

Proof. If $f \geq 0$ then $\|f\| \leq \min(f_L, f_R) \leq 2\|f\|$. After some calculations we obtain

$$\{a^2\} = \{a\}^2 + \frac{1}{4}\|a\|^2 \leq 2\{a\}^2, \quad \{u\}^2 = \{u\} \cdot \{u\} + \frac{1}{4}\|u\| \cdot \|u\| \leq (\|u\| + \|u\|)^2.$$
Moreover, we obtain
\[
\|p\| = \left\{ \left\{ \frac{p}{\rho} \right\} \right\} = \left\{ \left\{ \frac{p}{\rho} \right\} \right\} \|\rho\| + \frac{1}{4} \left\{ \left\{ \frac{p}{\rho} \right\} \right\} \|\rho\| \leq 2 \left\{ \left\{ \frac{p}{\rho} \right\} \right\} \|\rho\| = \frac{2}{\gamma} \left\{ \left\{ \alpha^2 \right\} \right\} \|\rho\|,
\]
\[
\left\{ \|\rho u\|^2 \right\} = \left\{ \|\rho\| \left\{ \|u\|^2 \right\} \right\} + \frac{1}{4} \|\rho\| \|\rho u\|^2 \leq 2 \|\rho\| \left\{ \|u\|^2 \right\},
\]
\[
\|\|m\|\| = \|\|\rho\| \|u\|\| + \frac{1}{4} \|\rho\| \|u\| \|\|m\|\| \leq \|\|\rho\| \|u\|\| + \frac{1}{2} \|\|\rho\| \|u\|\|,
\]
which concludes the proof.

Lemma A.2. It holds
\[
\|\|u\|\| \leq \|\|\rho\|\|^{-1} \|\|u\|\| \|\|\rho\|\| + \|\|\rho\|\|^{-1} \|\|m\|\|, \tag{A3}
\]
\[
\|\|\rho\|\| \leq (\|\|u\|\| + \|\|u\|\|)^2 \cdot \|\|\rho\|\| + (\|\|u\|\| + \|\|u\|\|) \cdot \|\|m\|\| + \|\|E\|\|. \tag{A4}
\]

Proof. Some manipulations give
\[
\|\|m\|\| = \|\|\rho\| \|u\|\| \|\|\rho\|\| \|u\|\|,
\]
which implies
\[
\|\|u\|\| = \left\| \|\|m\|\| - \|\|\rho\| \|u\|\| \right\| \|\|\rho\|\|^{-1} \|\|u\|\| \|\|\rho\|\| + \|\|\rho\|\|^{-1} \|\|m\|\|.
\]
On the other hand, we have
\[
\left\| \frac{|m|^2}{\rho} \cdot \rho \right\| = \left\| |m|^2 \right\| = \left\{ |m|^2 \right\} \cdot |\rho\| = \left\{ \left\{ \frac{|m|^2}{\rho} \right\} \right\} \cdot |\rho\| + \left\{ \frac{|m|^2}{\rho} \right\} \cdot |\rho\|,
\]
which gives
\[
\left\| \frac{|m|^2}{\rho} \right\| \leq \|\|\rho\|\|^{-1} \left\{ \left\{ \frac{|m|^2}{\rho} \right\} \right\} \cdot \|\|\rho\|\| + \|\|\rho\|\|^{-1} \|\|m\|\| \cdot \|\|m\|\|.
\]
Consequently, we obtain
\[
\|\|\rho\|\| = (\gamma - 1) \left\| E - \frac{|m|^2}{2\rho} \right\| \leq (\gamma - 1) \|\|E\|\| + \frac{\gamma - 1}{2} \left\| \frac{|m|^2}{\rho} \right\|
\leq \frac{\gamma - 1}{2} \|\|\rho\|\|^{-1} \left\{ \left\{ \frac{|m|^2}{\rho} \right\} \right\} \cdot \|\|\rho\|\| + \frac{\gamma - 1}{2} \|\|\rho\|\|^{-1} \|\|m\|\| \|\|m\|\| + (\gamma - 1) \|\|E\|\|,
\]
which concludes the proof.

Lemma A.3. It holds
\[
\|\|F^{(1)}\|\| \leq \|\|m\|\|,
\]
\[
\|\|F^{(2)}\|\| \leq (\|\|u\|\| + \|\|u\|\|)^2 \cdot \|\|\rho\|\| + (\|\|u\|\| + \|\|u\|\|) \cdot \|\|m\|\| + \|\|E\|\|,
\]
\[
\|\|F^{(3)}\|\| \leq (\|\|u\|\| + \|\|u\|\|)^2 \cdot \|\|\rho\|\| + (\|\|u\|\| + \|\|u\|\|) \cdot \|\|m\|\|,
\]
\[
\|\|F^{(4)}\|\| \leq (\|\|u\|\| + \|\|u\|\|)^2 \cdot \|\|\rho\|\| + (\|\|u\|\| + \|\|u\|\|) \cdot \|\|m\|\|,
\]
\[
\|\|F^{(5)}\|\| \leq (\|\|u\|\| + \|\|u\|\|)^2 + (a)^2 \|\|u\|\| \cdot \|\|\rho\|\|,
\]
\[
\]
APPENDIX B: LOWER BOUND OF THE ENTROPY HESSIAN MATRIX

In this section we give the lower bound of entropy Hessian matrix \( \frac{d^2 \eta}{dU^2} \) for \( d = 3 \). Harten [27] has already given the explicit expression of \( \frac{d^2 \eta}{dU^2} \) in two-dimensional case. Analogously, we can obtain its three-dimensional explicit expression with \( \eta = -\rho \chi(S), \chi \in C^2(\mathbb{R}) \)

\[
\frac{d^2 \eta}{dU^2} = \frac{dv}{dU} = \left( \frac{\gamma - 1}{\rho} \right)^2 \rho \chi'(S) \cdot D,
\]

where

\[
D^{(1)} := \begin{pmatrix}
\frac{|u|^4}{4} + \frac{a_1^4}{\gamma} - R(\frac{|u|^2}{2} - a_2^2)^2 \\
- u \left( \frac{|u|^2}{2} (1 - R) + Ra_2^2 \right) \\
- v \left( \frac{|u|^2}{2} (1 - R) + Ra_2^2 \right) \\
- w \left( \frac{|u|^2}{2} (1 - R) + Ra_2^2 \right) \\
\frac{|u|^2}{2} (1 - R) - a_3^2 \left( \frac{1}{\gamma} - R \right)
\end{pmatrix}, \quad a_2^2 = \frac{\gamma}{\gamma - 1} \cdot \frac{\rho}{\rho}, \quad R = \frac{\chi''(S)}{\chi'(S)}.
\]
As known, taking derivation of calculations we obtain the characteristic function $f$.

\[
D^{(2)} := \begin{pmatrix}
-u\left(\frac{\nu_1^2}{2}(1-R)+Ra_2^2\right) & uv(1-R) \\
u^2(1-R)+a_2^2/\gamma & uv(1-R) \\
u w(1-R) & -v(1-R) \\
-u(1-R) & w(1-R)
\end{pmatrix}, \quad D^{(3)} := \begin{pmatrix}
\left(-\frac{\nu_1^2}{2}(1-R)+Ra_2^2\right) \cdot v^2(1-R)+a_2^2/\gamma & uv(1-R) \\
u v(1-R) & vw(1-R) \\
-v(1-R) & -w(1-R) \\
1 - R & 0
\end{pmatrix}.
\]

Moreover, the symmetric matrix $D$ is positive definite if and only if $R < 1/\gamma$.

Consider the special case $\eta = -\rho S/(\gamma - 1)$, that is, $\chi''(S) = 1/(\gamma - 1)$ and $\chi'''(S) = 0$. After some calculations we obtain the characteristic function $f(\lambda)$ of the matrix $D$

\[
f(\lambda) = \left(\lambda - \frac{a_2^2}{\gamma}\right)^2 \cdot g(\lambda),
\]

where

\[
g(\lambda) = \lambda^3 - \frac{1}{4\gamma} \left(4a_4 + 4a_2^2 + \gamma(|u|^2 + 2)^2\right) \lambda^2 \\
+ \frac{a_2^2}{4\gamma^2} \left(4a_4 - 4a_2^2 + \gamma \left[4(|u|^2 + 1)a_2^2 + (|u|^2 + 2)^2\right]\right) \lambda - \frac{a_2^2(\gamma - 1)}{\gamma^3}.
\]

Taking derivation of $g(\lambda)$ gives

\[
g'(\lambda) = 3\lambda^2 - \frac{1}{2\gamma} \left(4a_4 + 4a_2^2 + \gamma(|u|^2 + 2)^2\right) \lambda \\
+ \frac{a_2^2}{4\gamma^2} \left(4a_4 - 4a_2^2 + \gamma \left[4(|u|^2 + 1)a_2^2 + (|u|^2 + 2)^2\right]\right).
\]

Denote the roots of $g(\lambda) = 0$ by $\lambda_1, \lambda_2, \lambda_3$ with $\lambda_1 < \lambda_2 < \lambda_3$, the roots of $g'(\lambda) = 0$ by $\lambda_1^* \text{ and } \lambda_2^*$ with

\[
\lambda_1^* \leq \frac{1}{12\gamma} \left(4a_4 + 4a_2^2 + \gamma(|u|^2 + 2)^2\right) \leq \lambda_2^*.
\]

As known, $\frac{d^2g}{d\nu^2}$ is positive definite [27], which implies

\[
0 < \lambda_1 \leq \lambda_1^* \leq \lambda_2 \leq \lambda_2^* \leq \lambda_3.
\]

**Lemma B.1.** It holds

\[
\lambda_1 \leq \frac{\nu_1^2}{\gamma} (\gamma - 1)^{1/3} < \lambda_2.
\]

**Remark B.1.** With the help of (B1) and the fact

\[
\begin{cases}
g(\lambda) < 0, \text{ if } \lambda \in (0, \lambda_1); & g(\lambda) > 0, \text{ if } \lambda \in (\lambda_1, \lambda_2); \\
g(\lambda) < 0, \text{ if } \lambda \in (\lambda_2, \lambda_3); & g(\lambda) > 0, \text{ if } \lambda \in (\lambda_3, 0);
\end{cases}
\]
we will prove Lemma B.1 by showing
\[
g\left(\frac{a^2}{\gamma}(\gamma - 1)^{1/3}\right) \geq 0, \quad \frac{a^2}{\gamma}(\gamma - 1)^{1/3} < \frac{1}{12\gamma} \left(4a^4 + 4a^2 + \gamma(|u|^2 + 2)^2\right) \leq \lambda_2^* \leq \lambda_3.
\]

Proof. Denote $(\gamma - 1)^{1/3}$ by $\gamma_*$, that is, $\gamma = \gamma_*^3 + 1$. Then $\gamma \in (1, 2]$ implies
\[
\gamma_* \in (0, 1).
\]

It is easy to show that
\[
g\left(\frac{a^2\gamma_*}{\gamma}\right) = \frac{a^4\gamma_*}{4\gamma^3} \left((1 - \gamma_*) \cdot ((\gamma - 1)u|u|^2 + 4\gamma a^2 u^2 + 4(1 - \gamma_*) \cdot (a^4 - \gamma_*(1 + \gamma_*)a^2 + \gamma)\right)
\]
\[
\geq \frac{a^4\gamma_*}{\gamma^3}(1 - \gamma_*) \left(a^4 - \gamma_*(1 + \gamma_*)a^2 + \gamma\right).
\]

Since
\[
\Delta = (\gamma_*(1 + \gamma_*))^2 - 4\gamma = \gamma_*^2(1 - \gamma_*)^2 - 4 < 0,
\]
we have $g\left(\frac{a^2\gamma_*}{\gamma}\right) \geq 0$.

On the other hand, we have
\[
\frac{4a^4 + 4a^2 + \gamma(|u|^2 + 2)^2}{12\gamma} - \frac{a^2}{\gamma} \gamma_* \geq \frac{4a^4 + 4a^2 + 4\gamma - a^2\gamma_*}{12\gamma} = \frac{1}{3\gamma} \left(a^4 + (1 - 3\gamma_*)a^2 + \gamma\right).
\]

Hence,
\[
\Delta = (1 - 3\gamma_*)^2 - 4\gamma = -3 - 6\gamma_* + 9\gamma_*^2 - 4\gamma_*^3 = -3(1 - \gamma_*^2) - 6(\gamma_* - \gamma_*^2) - 4\gamma_*^3 \leq 0,
\]
which concludes the proof.

Lemma B.2. It holds
\[
\lambda_1 \geq \frac{a^2(\gamma - 1)}{\gamma} \min\left(\frac{a^2}{\gamma(|u|^2 + 2)^2}, \frac{1}{4(a^2 + 1)}, \frac{1}{4\gamma(|u|^2 + 1)}\right).
\]

Proof. Let $\lambda = \frac{a^2}{\gamma}x$. From Lemma B.1 we know that the lower boundary of $\lambda_1$ can only be found within $0 < x \leq 1$. With the definition of $g(\lambda)$ the following decomposition gives
\[
g\left(\frac{a^2}{\gamma}x\right) = \left(\frac{a^6x^3}{\gamma^3} - \frac{a^6(\gamma - 1)}{4\gamma^3}\right) + \frac{a^4}{4\gamma^3} \left( -3a^2(\gamma - 1) - 8a^2x + \gamma(|u|^2 + 2)^2 x(1 - x) + 4a^2(a^2 + 1)x(1 - x) + 4\gamma a^2(|u|^2 + 1)x\right)
\]
\[
< \left(\frac{a^6x^3}{\gamma^3} - \frac{a^6(\gamma - 1)}{4\gamma^3}\right) + \frac{a^4}{4\gamma^3} \left( \left[\gamma(|u|^2 + 2)^2 x(1 - x) - a^2(\gamma - 1)\right] + \left[4a^2(a^2 + 1)x - a^2(\gamma - 1)\right]\right)
\]
\[
< \left(\frac{a^6x^3}{\gamma^3} - \frac{a^6(\gamma - 1)}{4\gamma^3}\right) + \frac{a^4}{4\gamma^3} \left( \left[\gamma(|u|^2 + 2)^2 x - a^2(\gamma - 1)\right] + \left[4a^2(a^2 + 1)x - a^2(\gamma - 1)\right]\right),
\]
where the first inequality holds since \(-8a^2x < 0\), and the second inequality due to \(1-x < 1\). Hence, if \(x\) satisfies
\[
x \leq \min \left( \left( \frac{\gamma - 1}{4} \right)^{1/3}, \frac{a^2(\gamma - 1)}{\gamma(u^2 + 2)^2}, \frac{\gamma - 1}{4(a^2 + 1)}, \frac{\gamma - 1}{4\gamma(u^2 + 1)} \right),
\]
then \(g(\lambda) < 0\). This concludes the proof since \(\left( \frac{\gamma - 1}{4} \right)^{1/3} > \frac{\gamma - 1}{4}\). □

Summarizing, we have the following result for the lower bound of the entropy Hessian matrix \(\frac{d^2\eta}{dU^2}\).

**Lemma B.3.** The lower bound \(\eta\) of \(\frac{d^2\eta}{dU^2}\) with \(\eta = -\frac{\partial S}{\partial \gamma}\) is
\[
\eta = \frac{(\gamma - 1)^2}{\rho} \min \left( \frac{a^2}{\gamma(|u|^2 + 2)^2}, \frac{1}{4(a^2 + 1)}, \frac{1}{4\gamma(|u|^2 + 1)} \right),
\]
(B7)

**Lemma B.4.** The following are equivalent:

(i) \(\rho \geq \rho, E \leq \bar{E}\) for a.e. \((t, x) \in (0, T) \times \Omega\);

(ii) \(\eta > 0\) for a.e. \((t, x) \in (0, T) \times \Omega\).

**Proof.**

**Step 1:** Suppose that (i) holds. Combining Lemmas 3.1 and B.3 we have
\[
\eta \geq \frac{(\gamma - 1)^2}{\rho} \min \left( \frac{a^2}{\gamma(|u|^2 + 2)^2}, \frac{1}{4(a^2 + 1)}, \frac{1}{4\gamma(|u|^2 + 1)} \right) > 0,
\]
where \(\bar{u} := \sqrt{\frac{\rho}{\gamma}}, \bar{a} := \sqrt{\frac{\rho}{\gamma}}\) and \(\bar{\rho}, \bar{\nu}, \bar{\rho}, \bar{\nu}\) are defined in the proof of Lemma 3.1.

**Step 2:** Let (ii) hold. We rewrite \(\eta\) in (B7) as
\[
\eta = (\gamma - 1)^2 \min \left( \frac{1}{\rho(|u|^2 + 2)^2}, \frac{\rho}{4p(\gamma p + \rho)}, \frac{1}{4\gamma p(|u|^2 + 1)} \right),
\]
which gives
\[
\underline{\rho} \leq \rho \leq \bar{\rho}, \quad |u| \leq \bar{\nu}, \quad p < \bar{p},
\]
where \(\underline{\rho}, \bar{\rho}, \bar{\nu}, \bar{p}\) are positive constants. Consequently, it holds \(E \leq \frac{1}{2}\rho \bar{u}^2 + \frac{1}{\gamma - 1}\bar{p}\), which concludes the proof. □