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Abstract In the field of Domain Decomposition (DD), Optimized Schwarz Method (OSM) appears to be one of the prominent techniques to solve large scale time-harmonic wave propagation problems. It is based on appropriate transmission conditions using carefully designed impedance operators to exchange information between subdomains. The efficiency of such methods is however hindered by the presence of cross-points, where more than two subdomains abut, if no appropriate treatment is provided.

In this work, we propose a new treatment of the cross-point issue for the Helmholtz equation that remains valid in any geometrical interface configuration. We exploit the multi-trace formalism to define a new exchange operator with suitable continuity and isometry properties. We then develop a complete theoretical framework that generalizes classical OSM to partitions with cross-points and contains a rigorous proof of geometric convergence, uniform with respect to the mesh discretization, for appropriate positive impedance operators. Extensive numerical results in 2D and 3D are provided as an illustration of the proposed method.

Keywords domain decomposition · optimized Schwarz methods · cross-points · acoustics

Mathematics Subject Classification (2010) 65N55 · 65F10 · 65N22

Introduction

Domain Decomposition (DD) for time-harmonic wave propagation is presently an active field of research as the numerical simulation of large scale problems remains a challenge in scientific computing. The additional difficulty of such problems, in
comparison to elliptic problems, mainly lies in the (a priori) indefiniteness of the Helmholtz equation and related linear systems after discretization. In this work, we are interested in the sub-class of so-called (non-overlapping) Optimized Schwarz Methods (OSM) that appear as the most established approach in a wave context. In the context of waves, OSM dates back to the PhD thesis of Després [14,15,16,17] where the idea to use Robin or impedance like transmission quantities was first introduced and a proof of algebraic convergence using energy estimates was derived. Many refinements over this initial idea were proposed since then in order to improve the rate of convergence exhibited. Most of the methods that were latter derived rely on the definition of a generalized Robin quantity with the introduction of an impedance operator. In this spirit, second order impedance operators (which possess sufficient properties for guaranteed convergence) were introduced by Gander, Magoulès and Nataf [23] and detailed in later works [25,34]. A popular approach was then developed which consists in using a (high-order) absorbing boundary condition (ABC) as transmission condition. The underlying idea is to approximate the Dirichlet-to-Neumann (DtN) map in the complementary domain, which provides exact transparent conditions albeit at a prohibitive numerical cost. This is the approach adopted in [4,20] for instance where Padé-approximants of the square root operator are used to construct high-order ABC. However, despite their efficiency in practice, such methods lack a rigorous analysis of convergence since only partial proofs in specific geometries are available. Another alternative, advocated in [12,13,32], is to use suitable non-local operators, realized in practice with integral operators, as impedance operators. One of the strengths of this later approach is to rely on a solid theoretical basis that systematically guarantees ($h$-uniform [9]) geometric convergence, provided that certain properties of injectivity, surjectivity and positivity (in suitable trace spaces) are satisfied by the impedance operator.

For realistic large scale applications, DD methods should be applicable to domain partitions with cross-points, where at least three subdomains share a common vertex. The presence of such points can be an issue both for the analysis at the continuous level and in practice for numerical implementations. For DD methods used in conjunction with zeroth order transmission operators, the convergence proof is established at the continuous level and in the case of mixed finite element discretizations, for instance in [16]. Interestingly, this particular choice of discretization avoids degrees of freedom (DOF) at cross-points and therefore the issue altogether. In contrast, the cross-point issue arises if one makes the choice of using nodal finite element discretizations, see [33,41]. Gander and Kwok [22] pointed that straightforward nodal discretization of OSM can diverge and that the continuous proof (based on Lions’ energy estimates) fails to carry over to the discrete setting in general. Dual-Primal treatment of the problem at the discrete level has been developed which introduces additional global unknowns at cross-points effectively coupling all subdomains [11,2]. This leads to a global indefinite system that needs to be solved at each iteration. As regards the continuous theory available for DD methods constructed using non-local operators [12,13,32], it rests unfortunately on the strong hypothesis of the absence of cross-points between interfaces [32, Rem. 3]. Analysis suggests that this issue is related to the exchange operator being not continuous in proper trace norms in the presence of cross-points. Recently, the cross-point problem has been addressed by Després, Nicoleopoulos and Thierry [18] for a particular class of second-order transmission
operators for which convergence of iterative algorithms is proven by using energy estimate techniques, though without any estimation of the convergence rate. Besides, Modave et al. [36] presented a treatment of cross-points in the context of high-order ABC based transmission conditions. This later approach is however only valid on Cartesian like partitions of the mesh, allowing only cross-points where exactly four domains abut (in 2D), and no convergence theory is provided. It is clear that being able to deal with more general partitions, generated for instance by graph partitioners, is a highly desirable property.

The goal of this work is to use the clean treatment of cross-points from the Multi-Trace (MTF) formalism [10], initially developed for boundary integral equations (BIE), to investigate OSM. The main idea is to introduce a regularized version of the exchange operator, that remains isometric and continuous regardless of cross-points. The starting point is to recognize that if one uses positive impedance operators in the DD algorithm, it is possible to define a scalar product on the multi-trace space (collection of traces of local solutions in the subdomains). We then use this scalar product to define an orthogonal projector onto the single-trace space (collection of traces that match across interfaces), which is a closed subspace of the multi-trace space, in a very natural way. This provides a discrete characterization of the continuity of both the Dirichlet and Neumann traces across interfaces, that remains valid in the presence of cross-points. The definition of the exchange operator exploits this characterization using orthogonal projection and can be realized in practice by solving a positive linear system posed on the skeleton of the partition. As a result, since its computation amounts to solving a linear system, the exchange operator is \textit{a priori} non-local. However, the structure of the auxiliary problem and in particular its definiteness are propitious to an efficient inversion, even in a distributed-memory parallelization context. Closely related ideas have been developed in a previous work [8] by the first author, at the continuous level. In contrast to this work, the exchange operator was there defined explicitly in terms of boundary integral operators.

Having defined this new way of exchanging traces across interfaces, the classical DD algorithms remain unchanged and the coupled local systems can be equivalently recast as a problem posed on the skeleton as usual. In fact, in the absence of cross-point, our approach reduces to traditional OSM so that our work can be seen as a generalization of previously described methods. The continuity and isometric properties of the exchange operator together with the contractivity of the local scattering operators yield immediately geometric convergence of the Richardson algorithm, despite the presence of cross-points. We show that in the case of geometric partitioning independent of the triangulation, using uniformly bounded impedance operators with respect to mesh discretization allows to obtain a uniform convergence rate.

The present contribution describes what we believe is the first DDM substructuring strategy for waves with guaranteed geometric convergence regardless of the presence of cross-points. We also provide a theoretical framework that applies in general geometric configurations while previous theoretical contributions on OSM either discarded the presence of cross-points [12,13,32], proposed a convergence result with no estimate of the convergence rate [16], or considered positive definite problems [21,89,87]. When there is no cross-point, and for a proper choice of impedance, the DDM approach presented here coincides with the method of
Després [14][15][16][17] and, as a byproduct, our analysis also provides new convergence estimates for Després algorithm, see Example [11.4].

Although derivation of high frequency robust numerical strategies is not the primary focus of the present contribution, our analysis remains valid in the high frequency regime. This does not mean that our method enjoys a frequency uniform convergence rate. However Proposition [10.4] establishes a link between the discrete inf-sup condition of the initial wave propagation problem and the convergence rate of our DDM strategy and, under the minimal assumption that the initial finite element matrix is invertible, this correspondence holds independently of the frequency regime and the mesh width parameter.

This article is organized as follows. In Section [1] we shortly describe the problem under consideration, before describing the geometric partitioning in Section [2] and an adapted functional framework in Section [3] and [4]. The definitions of impedance operators and associated scalar products are then given in Section [5] and the essential Lemma [6.2] states the properties of the exchange operator and the discrete characterization of the continuity of Dirichlet and Neumann traces. Section [3] recasts the problem at interfaces and proves that the equivalent problem and the local sub-problems are well posed. Section [9] describes the usual Richardson algorithm of our DD method and Theorem [9.2] states that one obtains geometric convergence of the iterative solution towards the solution of the original model problem. Section [10] on discrete stability gives an explicit lower bound for the inf-sup constant associated to the problem on the skeleton. This result yields uniform rate of convergence of iterative algorithms with respect to the mesh discretization, in the particular case of uniformly bounded impedance operators, as stated in Corollary [11.3] Section [11]. We show how the proposed method is a generalization of classical OSM in Section [12]. The algorithm in matrix form is detailed in Section [13] before extensive numerical results are reported in Section [14]. We provide iteration counts for the Richardson and GMRes algorithms in 2D and 3D configurations with cross-points with physical boundaries as well as interior cross-points. The influence of several impedance operators with respect to different parameters: typical mesh size, wave number, number of subdomains and varying coefficients (heterogeneous medium) is studied.

1 Problem under study

We consider a very classical boundary value problem modeling scalar wave propagation in an a priori heterogeneous medium in $\mathbb{R}^d$ with $d = 1, 2$ or 3. The computational domain $\Omega \subset \mathbb{R}^d$ will be assumed bounded and polygonal ($d = 2$) or polyhedral ($d = 3$) for the sake of simplicity. The material characteristics of the propagation medium will be represented by two functions satisfying the following assumptions.

**Assumption 1.1**

The functions $\kappa : \Omega \rightarrow \mathbb{C}$ and $\mu : \Omega \rightarrow (0, +\infty)$ are measurable and satisfy

(i) $\Im \{\kappa(x)\} \geq 0, \Re \{\kappa(x)\} \geq 0 \forall x \in \Omega$

(ii) $\kappa_{\infty} := \max(1, ||\kappa||_{L^\infty(\Omega)}) < +\infty$

(iii) $||\mu||_{L^\infty(\Omega)} + ||\mu^{-1}||_{L^\infty(\Omega)} < +\infty.$
These are both general and physically reasonable assumptions. Condition (i) above implies in particular that \(3m\{\kappa^2(x)\} \geq 0\) and \(3m\{i\kappa(x)\} \geq 0\) for all \(x \in \Omega\). This means that the medium can only absorb or propagate energy. The above assumptions cover the case of discontinuous material coefficients - piecewise constants for example. In addition, we consider source terms \(f \in L^2(\Omega)\) and \(g \in L^2(\partial\Omega)\). The boundary value problem under consideration will be

\[
\begin{align*}
\text{Find } u & \in H^1(\Omega) \text{ such that } \\
- \text{div}(\mu \nabla u) - \kappa^2 u &= f \quad \text{in } \Omega, \\
(\mu \partial_n - i\kappa) u &= g \quad \text{on } \partial \Omega.
\end{align*}
\]

where \(n\) refers to the outward unit normal vector to \(\partial \Omega\). As usual, for any domain \(\omega \subset \Omega\), we consider the Sobolev space \(H^1(\omega) := \{v \in L^2(\omega) : \nabla v \in L^2(\omega)\}\), and the space of Dirichlet traces \(H^{1/2}(\partial \omega) := \{v|_{\partial \omega} : v \in H^1(\omega)\}\). Because we are considering a wave propagation problem, inspired by [27], we shall equip those two spaces with the following norms

\[
\begin{align*}
\|v\|_{H^1(\omega)}^2 &= \|\nabla v\|_{L^2(\omega)}^2 + \kappa^2 \|v\|_{L^2(\omega)}^2, \\
\|v\|_{H^{1/2}(\partial \omega)} &= \min\{\|v\|_{H^1(\omega)} : v \in H^1(\omega), v|_{\partial \omega} = q\}.
\end{align*}
\]

These norms involve some dependency with respect to the wave number \(\kappa\) which appears as an appropriate setting to derive frequency uniform results, see e.g. [35].

As usual, Problem (1) can be put in variational form: Find \(u \in H^1(\Omega)\) such that \(a(u, v) = \ell(v)\ \forall v \in H^1(\Omega)\) where

\[
a(u, v) := \int_{\Omega} \mu \nabla u \cdot \nabla v - \kappa^2 u v \, dx - i \int_{\partial \Omega} \kappa u v \, d\sigma \\
\ell(v) := \int_{\Omega} f v \, dx + \int_{\partial \Omega} g v \, d\sigma
\]

We are particularly interested in an effective numerical solution to (1), so we assume given a regular simplicial triangulation \(T_h(\Omega)\) of the domain \(\Omega\), and we assume \(\Omega = \bigcup_{\tau \in T_h(\Omega)} \tau\). We shall denote \(V_h(\Omega) \subset H^1(\Omega)\) the space generated by conforming \(P_k\)-Lagrange functions \((k \geq 1)\) constructed on \(T_h(\Omega)\) [21],

\[
V_h(\Omega) := \{v_h \in C^0(\Omega) : v_h|_\tau \in \mathbb{P}_k(\tau), \forall \tau \in T_h(\Omega)\}.
\]

If \(\omega \subset \Omega\) is any open subset that is resolved by the triangulation i.e. \(\omega = \bigcup_{\tau \in T_h(\omega)} \tau\), where \(T_h(\omega) := \{\tau \in T_h(\Omega) : \tau \subset \omega\}\), then we denote \(V_h(\omega) := \{v_h|_\omega : \omega \subset \Omega\}\) and \(V_h(\partial \omega) := \{v|_{\partial \omega} : \omega \subset \Omega\}\). We will focus on the discrete variational formulation

\[
\begin{align*}
\text{Find } u_h & \in V_h(\Omega) \text{ such that } \\
a(u_h, v_h) &= \ell(v_h) \quad \forall v_h \in V_h(\Omega).
\end{align*}
\]

Devising efficient domain decomposition algorithms to solve this discrete problem is the main goal of the present article. We make the general assumption that the material characteristics and the mesh width are chosen so as to guarantee unique solvability of the discrete problem.

**Assumption 1.2**

\[
\alpha_h := \inf_{u \in V_h(\Omega) \setminus \{0\}} \sup_{v \in V_h(\Omega) \setminus \{0\}} \frac{|a(u, v)|}{\|u\|_{H^1(\Omega)} \|v\|_{H^1(\Omega)}} > 0.
\]
This assumption simply means that the finite element matrix associated to (4) is invertible. This is a reasonable assumption and hardly any numerical analysis seems possible without it. As a consequence, in the remaining of this article, we shall systematically assume $\alpha_h > 0$.

**Remark 1.3** In the general case, there is a mesh-threshold $\mathcal{H} > 0$ such that $\alpha_h > 0$ for $h \in (0, \mathcal{H})$. The mesh-threshold is a function that depends on the material characteristics and the geometry $\mathcal{H} = \mathcal{H}(\kappa, \mu, \Omega)$ so Assumption 1.2 should be understood as a condition imposed on $h, \mu, \kappa, \Omega$ all together; this is not just a condition on $h$ alone.

**Remark 1.4** For fixed material characteristics $\mu, \kappa$ and fixed geometry $\Omega$, it is a classical consequence of Lax-Milgram’s and Cea’s lemma (see e.g. [30, chap.2]) that unique solvability of Problem (1) implies unique solvability of (4) for a sufficiently fine mesh, and that the sesquilinear form $a(\cdot, \cdot)$ satisfies a uniform discrete lower bound $\alpha_\star := \liminf_{h \to 0} \alpha_h > 0$.

## 2 Geometric partitioning

We wish to describe and analyze a particular strategy for the solution of Problem (4) based on domain decomposition. As a consequence we assume that the computational domain admits the decomposition

$$\Omega = \bigcup_{j=1}^{J} \Omega_h^j,$$

where each $\Omega_h^j \subset \Omega$ is itself a polyhedral domain that is exactly resolved by the triangulation. Figure 1 below gives examples of the type of triangulation we consider.

A typical situation occurs when the computational domain is decomposed as a first step in subdomains and, only afterwards, the mesh is generated in each subdomain separately. In this case, mesh-conformity between subdomain triangulations has to be enforced at interfaces. An example of this situation is represented in Figure 1a. Each subdomain $\Omega_h^j$, and the subdomain partition itself, then remains unchanged as $h \to 0$. This is the case when the following condition is satisfied.

**Condition 2.1 (fixed partition)**

The subdomains $\Omega_h^j = \Omega_j$, $j = 1, \ldots, J$ are independent of the triangulation $T_h(\Omega)$.

However, we will not consider that Condition 2.1 holds in general (except in the examples of Section 5 and in Section 11), because this partitioning approach is not the most convenient from a practical viewpoint. This is the reason why we refer to it as a “condition” instead of an “assumption”.

Another approach consists in generating a mesh on the whole computational domain $\Omega$ first, and then subdividing it in subdomains by means of a graph partitioner such as e.g. Metis [31]. In this manner, conformity of subdomain triangulations at interfaces is automatically satisfied. However the partition itself has no
The analysis we present here covers both situations (a) and (b). Our geometrical setting allows the presence of cross-points on the skeleton $\Sigma$ i.e. points where at least three subdomains may be adjacent. Because each $\Omega^h_j$ is resolved by the triangulation, so is each boundary $\Gamma^h_j$ as well as the skeleton $\Sigma$.

3 Multi-domain functional setting

We introduce continuous and discrete function spaces naturally associated to this multi-domain setting. First we define $H^1(\Omega) := \{ u \in L^2(\Omega) : u|_{\Omega^h_j} \in H^1(\Omega^h_j) \ \forall j \}$ which contains the usual Sobolev space $H^1(\Omega) \subset H^1(\Omega)$. Next we consider the associated finite element spaces $V^h(\Omega) := \{ u \in L^2(\Omega) : u|_{\Omega^h_j} \in V^h(\Omega^h_j) \ \forall j \} \subset H^1(\Omega)$ so that $V^h(\Omega) = H^1(\Omega) \cap V^h(\Omega) \subset V^h(\Omega)$.

The space $V^h(\Omega)$ consists in functions that are $P_1$-Lagrange piecewise with respect to the subdomain partition. It is naturally isomorphic to $V^h(\Omega_1) \times \cdots \times V^h(\Omega_J)$. The elements of $V^h(\Omega)$ may possibly admit Dirichlet jumps across interfaces between subdomains, while $V^h(\Omega)$ is a closed subspace of $V^h(\Omega)$ characterized by the constraint that Dirichlet traces match across interfaces $I^h_j \cap I^h_k$. Since we will be interested in transmission conditions, we need to consider the trace operation

$$v|_\Sigma := (v|_{I^h_1}, \ldots, v|_{I^h_J})$$

where each $v|_{I^h_j}$ is a Dirichlet trace taken from the interior of the subdomain $\Omega^h_j$, which is a convention we will systematically adopt through this article. The trace operator above continuously maps $V^h(\Omega)$ (resp. $V^h(\Omega)$) onto the space of Dirichlet multi-traces (resp. single-traces)

$$\nabla(\Sigma) := \{ v|_\Sigma : v \in V^h(\Omega) \} = V^h(\Gamma^h_1) \times \cdots \times V^h(\Gamma^h_J)$$

$$V^h(\Sigma) := \{ v|_\Sigma : v \in V^h(\Omega) \} \subset \nabla(\Sigma).$$

Fig. 1: Two approaches for partitioning the computational domain.
where \( \mathcal{V}_h(I^h_j) = \{ v \mid_{I^h_j} : v \in \mathcal{V}_h(\Omega) \} \), see Section 4. In notations \([\rho_j\mid_{\Omega_j}]\), we used the letter "\(\mathcal{V}\)" for reference to spaces where no continuity constraint is imposed at interfaces, and we used the letter "\(V\)" for reference to spaces where continuity holds through interfaces. The spaces \( \mathcal{V}_h(\Omega) \) and \( \mathcal{V}_h(\Sigma) \) are naturally equipped with cartesian product norms stemming from \([2]\): for \( u \in \mathcal{V}_h(\Omega) \) and \( q = (q_1, \ldots, q_J) \in \mathcal{V}_h(\Sigma) \) we set
\[
\| u \|_{\mathcal{V}_h(\Omega)}^2 := \| u \|_{\mathcal{H}^1(\Omega_j)}^2 + \cdots + \| u \|_{\mathcal{H}^1(\Omega_{J_j})}^2,
\]
\[
\| q \|_{\mathcal{H}^{1/2}(\Sigma)}^2 := \| q_1 \|_{\mathcal{H}^{1/2}(\Omega_j)}^2 + \cdots + \| q_J \|_{\mathcal{H}^{1/2}(\Omega_{J_j})}^2.
\]  
(8)

4 Discrete harmonic extensions

Besides \([3]\), several choices of norms are possible for the multi-trace space \( \mathcal{V}_h(\Sigma) = \mathcal{V}_h(I^h_1) \times \cdots \times \mathcal{V}_h(I^h_J) \). Because we are dealing with a discrete variational formulation, there is another norm, of a more discrete nature, that will arise as pivotal in our analysis. To describe it, we first introduce norm minimizing lifting operators \( \rho_j : \mathcal{V}_h(I^h_j) \to \mathcal{V}_h(\Omega^h_j) \) defined, for all \( q \in \mathcal{V}_h(I^h_j) \), by
\[
\rho_j(q) \in \mathcal{V}_h(\Omega^h_j), \quad \rho_j(q)|_{\Omega_j} = q \quad \text{and}
\]
\[
\| \rho_j(q) \|_{\mathcal{H}^1(\Omega^h_j)} = \min \{ \| v \|_{\mathcal{H}^1(\Omega^h_j)} : v \in \mathcal{V}_h(\Omega^h_j), v|_{\Omega_j} = q \}.
\]  
(9)

Such operators are commonly encountered in domain decomposition literature (see e.g. \([33\] §4.4] or \([37\] 1.2.6]) and are sometimes referred to as harmonic extension maps. These can be collected into a global lifting operator defined by
\[
\rho_h : \mathcal{V}_h(\Sigma) \to \mathcal{V}_h(\Omega),
\]
\[
\rho_h(q)|_{\Omega_j} := \rho_j(q_j) \quad \forall j = 1 \ldots J
\]
for all \( q = (q_1, \ldots, q_J) \). By construction we have \( \rho_h(q)|\Sigma = q \) and, in particular, \( \rho_h \) is one-to-one. A possible norm for discrete Dirichlet traces stems directly from discrete harmonic extension maps. For \( q = (q_1, \ldots, q_J) \in \mathcal{V}_h(\Sigma) \) we set
\[
\| q \|_{\rho_h} := \| \rho_h(q) \|_{\mathcal{H}^1(\Omega)}^2 := \sum_{j=1}^J \| \rho_j(q_j) \|_{\mathcal{H}^1(\Omega_j)}^2.
\]  
(10)

By the very definition of this norm, the operator \( \rho_h \) has unitary continuity modulus. The norm \((10) \) inherits wave number dependency from \((9) \). It also a priori depends on the triangulation because minimization in \((9) \) is performed over the discrete space \( \mathcal{V}_h(\Omega^h_j) \).

Comparing \((9) \)–\((10) \) on one hand, and \((2)\)–\((8) \) on the other hand, the norm \( \| \cdot \|_{\rho_h} \) appears as a discrete counterpart of \( \| \cdot \|_{\mathcal{H}^{1/2}(\Sigma)} \). For fixed material characteristics these two norms are actually \( h \)-uniformly equivalent.

Lemma 4.1

The continuity of the trace operator systematically implies \( \| q \|_{\mathcal{H}^{1/2}(\Sigma)} \leq \| q \|_{\rho_h} \) for
all \( q \in V_h(\Sigma) \). Assume in addition that the family of triangulations \( \{T_h(\Omega)\}_{h>0} \) is \( h \)-uniformly shape regular,

\[
\liminf_{h \to 0, \tau \in T_h(\Omega)} \sup \{ \text{diam}(B) : B \text{ is a ball } \subset \tau \}/\text{diam}(\tau) > 0 \tag{11}
\]

and that the material characteristics (in particular the wave number) are fixed as well as the computational domain \( \Omega \). Then the discrete harmonic extension operator is \( h \)-uniformly bounded

\[
\limsup_{h \to 0} \sup_{q \in V_h(\Sigma) \setminus \{0\}} \frac{\|q\|_{\rho_h}}{\|q\|_{H^\frac{1}{2}(\Sigma)}} < +\infty.
\]

**Proof:**

For any \( p \in H^{1/2}(I) \) define \( \theta_j(p) \) as the unique element of \( H^1(\Omega) \) satisfying \( \theta_j(p)|_{\Gamma_j} = p \) and \( \|\theta_j(p)\|_{H^1(I_j)} = \min\{\|v\|_{H^1(I_j)} : v \in H^1(\Omega), v|_{\Gamma_j} = p \} \), and then define \( \theta : H^{1/2}(\Sigma) \to H^1(\Omega) \) by \( \theta(q_1, \ldots, q_J) := \theta_j(q_j) \) for all \( j = 1 \ldots J \). Here the operator \( \theta \) is similar to the operator \( \rho_h \) in the sense that it also is an harmonic extension map, but defined on the continuous spaces. By definition of the norms \( (2)-(8) \) we have for any \( q \in H^{1/2}(\Sigma) \)

\[
\|q\|_{H^1(\Sigma)} = \|\theta(q)\|_{H^1(\Omega)}.
\]

Next let \( \pi_{h,j} : H^1(\Omega_j) \to V_h(\Omega_j^h) \) refer to the Scott-Zhang interpolation operator \([39]\) and \([5, \S 4.8]\). This operator satisfies \( \pi_{h,j}(v) = v \) for all \( v \in V_h(\Omega_j^h) \), and it is uniformly bounded

\[
\limsup_{h \to 0} \sup_{v \in H^1(\Omega_j^h) \setminus \{0\}} \frac{\|\pi_{h,j}(v)\|_{H^1(\Omega_j^h)}}{\|v\|_{H^1(\Omega_j^h)}} < +\infty.
\]

This modulus of the Scott-Zhang interpolator only depends on the shape regularity constant \([11]\) of the triangulation and is thus bounded independently of the shape of the subdomains. Besides it can be defined in such a way that it guarantees \( \pi_{h,j}(v)|_{\Gamma_j} = v|_{\Gamma_j} \) if \( v|_{\Omega_j^h} \in V_h(\Omega_j^h) \). Define \( \pi_h : H^1(\Omega) \to V_h(\Omega) \) by collecting these local Scott-Zhang operators \( \pi_{h}(v)|_{\Omega_j^h} := \pi_{j,h}(v|_{\Omega_j^h}) \) for all \( j = 1 \ldots J \). From \([13]\) we deduce

\[
C_\pi = \limsup_{h \to 0} \sup_{v \in H^1(\Omega) \setminus \{0\}} \frac{\|\pi_h(v)\|_{H^1(\Omega)}}{\|v\|_{H^1(\Omega)}} < +\infty.
\]

Finally, taking account of the definition of \( \|\cdot\|_{\rho_h} \) given by \([9]-[10]\), we obtain

\[
\|q\|_{\rho_h} = \|\rho_h(q)\|_{H^1(\Omega)} \leq \|\pi_h(\theta(q))\|_{H^1(\Omega)} \leq C_\pi \|\theta(q)\|_{H^1(\Omega)} = C_\pi \|q\|_{H^{1/2}(\Sigma)}
\]

for any \( q \in H^{1/2}(\Sigma) \).

To conclude this paragraph, let us point that the constant associated to the \( \limsup_{h \to 0} \) in Lemma \([11]\) above a priori depends on the material characteristics and in particular the wave number.
5 Impedance operator

To define a scalar product on the space of traces, one may of course consider the scalar product associated with (10) or (8). Many other choices are possible that appear more convenient in a finite element context. This is why we will a priori consider another one.

**Assumption 5.1**
The sesquilinear form \( t_h(\cdot, \cdot) : V_h(\Sigma) \times V_h(\Sigma) \to \mathbb{C} \) is a scalar product, and the associated norm is denoted \( \|w\|_{t_h} := \sqrt{t_h(w, w)}. \)

We state this as an assumption because the sesquilinear form \( t_h(\cdot, \cdot) \), that we shall later refer to as the impedance, will play a central role in our theory, and it is important to underline that our analysis allows rather general form for the impedance.

We insist that no other assumption on the impedance is needed for the subsequent analysis. In particular we do not assume that \( t_h(\cdot, \cdot) \) satisfies a uniform discrete inf-sup condition so that \( \|\cdot\|_{t_h} \) need not be \( h \)-uniformly equivalent to \( \|\cdot\|_{H^{1/2}(\Sigma)} \) or \( \|\cdot\|_{\rho_h} \). The following quantities will come into play

\[
\lambda_h^- := \inf_{w \in V_h(\Sigma) \setminus \{0\}} \frac{\|w\|_{t_h}}{\|w\|_{\rho_h}} \quad \text{and} \quad \lambda_h^+ := \sup_{w \in V_h(\Sigma) \setminus \{0\}} \frac{\|w\|_{t_h}}{\|w\|_{\rho_h}}. \tag{15}
\]

Because \( t_h(\cdot, \cdot) \) is supposed to be a scalar product, we have \( 0 < \lambda_h^- \leq \lambda_h^+ < +\infty \) for each \( h \). However, in certain cases of practical importance, one may have \( \liminf_{h \to 0} \lambda_h^- = 0 \) or \( \limsup_{h \to 0} \lambda_h^+ = +\infty \). To fix ideas, we give a few examples of possible impedance operators.

**Example 5.2 (Després impedance)** Consider a fixed parameter \( \kappa_r > 0 \) that will serve as a reference wave number. A first possible choice consists in defining impedance using surface mass matrices as follows

\[
t_h(p, q) = \sum_{j=1}^J \int_{\Gamma_j} \kappa_r \bar{p}_j \bar{q}_j \, d\sigma. \tag{16}
\]

This choice of impedance was the one originally introduced in [14,15,16,17].

It is a scalar product on \( V_h(\Sigma) \) that is \( h \)-uniformly bounded \( \limsup_{h \to 0} \lambda_h^+ < +\infty \). If Condition 2.1 holds and material characteristics are fixed, it does not satisfy any \( h \)-uniform discrete inf-sup condition. Inverse estimates show that there exists a constant \( C > 0 \) independent of \( h \) such that \( \lambda_h^- \geq C \sqrt{h} \), see e.g [22, Lemma 4.11].

**Example 5.3 (Second order differential operator)** Consider two constants \( a, b > 0 \) that, in practice, are fitting parameters requiring calibration. Another choice of impedance is based on an order 2 surface differential operator and involves both mass and stiffness matrices

\[
t_h(p, q) = \sum_{j=1}^J \int_{\Gamma_j} a \nabla r_j p_j \cdot \nabla r_j \bar{q}_j + b p_j \bar{q}_j \, d\sigma. \tag{17}
\]
In the choice above, the operators \( \nabla_{\Gamma_j} \) refer to surface gradients. Many variants of this condition can be considered. The coefficients \( a, b \) may vary from one subdomain to another i.e. \( a = a_j, b = b_j \) on \( \Gamma_j \). Also these coefficients may depend on the mesh width \( h \) and the wave number \( \kappa \). Such a choice of impedance (or a variant of it) was considered e.g. in \[29,30,32\].

Impedance \( [17] \) also yields a scalar product on \( V_0(\Sigma) \). If Condition 2.1 holds and material characteristics are fixed, it can be proved to be \( h \)-uniformly inf-sup stable \( \lim \inf_{h \to 0} \lambda_h^+ > 0 \), but it is not \( h \)-uniformly bounded anymore. Once again inverse estimates yield the existence of \( C > 0 \) independent of \( h \) such that \( \lambda_h^+ \leq C/\sqrt{h} \).

**Example 5.4 (Integral operator based impedance)** Another possibility is an impedance based on some integral operator. Consider parameters \( a, \delta > 0 \). The parameter \( \delta \) would represent how localized the kernel is. To mimic the properties of the trace norm, one may consider an analytical expression based on the hypersingular operator see e.g. \[38, \S 3.3.4\] or \[42, \S 6.5\]. For problems posed in \( \mathbb{R}^d \) this would correspond to

\[
t_h(p,q) = \sum_{j=1}^{J} \int_{\Gamma_j} \int_{\Gamma_j} a \frac{\exp(-|x - y|/\delta)}{4\pi|x - y|} \left( \text{curl} \Gamma_j p_j(x) \cdot \text{curl} \Gamma_j \overline{Q}_j(y) \right) + \delta^{-2} n_j(x) \cdot n_j(y) p_j(x)\overline{Q}_j(y) \, dx \, dy,
\]

where \( n_j(x) \) is the vector normal to \( \Gamma_j \) directed toward the exterior of \( \Omega_j \), and \( \text{curl} \Gamma_j v(x) := n_j(x) \times \nabla \Gamma_j v(x) \) is the surface curl. Such a choice was considered in \[15,32\], and a variant of it was proposed in \[11\] in the context of Maxwell’s equations. As discussed in \[32, \S 3.1.3\], the motivation for considering non-local impedances such as \( (18) \) is that this leads to \( h \)-uniform rate of convergence of the OSM algorithm, in contrast with local impedances such as \( [16] \) or \( [17] \).

Once again \( (18) \) is a scalar product on \( V_0(\Sigma) \). Because \( (18) \) stems from an operator that is both bounded and coercive in the continuous trace space, if Condition 2.1 holds and material characteristics are fixed, then \( 0 < \lim \inf_{h \to 0} \lambda_h^- \leq \lim \sup_{h \to 0} \lambda_h^+ < +\infty \).

**Example 5.5 (Schur complement based impedance)** Another non-local operator is given by a Schur complement based impedance operator, which corresponds to the scalar product associated to the following norm:

\[
t_h(p,p) = ||p||_{h_0}^2 = ||p_0(p)||_{V_0(\Sigma)}^2 = \sum_{j=1}^{J} \|\rho_j(p_j)||_{H^1(\Omega_j^+)}^2, \tag{19}
\]

where \( p = (p_1, \ldots, p_J) \in V_0(\Sigma) \). In practice, computing this scalar product involves computing the local solutions \( \rho_j(p_j) \), see \( [5] \), which can be done in parallel using the same numerical scheme and mesh as for the solutions \( u_j \) of the propagative local sub-problems.

From the definition of \( \lambda_h^+ \) given by \( (15) \) we readily obtain \( \lambda_h^+ = 1 \) in this case, which implies unconditional \( h \)-uniform stability for this choice of operator.

In all the examples we gave above, the impedance does not couple distinct subdomains i.e. it takes the form of a sum of local contributions, which is rather natural in the context of domain decomposition.
Definition 5.6 (Diagonal impedance)
A scalar product \( t_h(\cdot, \cdot) : \mathcal{V}_h(\Sigma) \times \mathcal{V}_h(\Sigma) \to \mathbb{C} \) will be called diagonal if there are local scalar products \( t^j_h(\cdot, \cdot) : \mathcal{V}_h(\Gamma_j^+) \times \mathcal{V}_h(\Gamma_j^-) \to \mathbb{C} \) such that, for \( \mathbf{p} = (p_1, \ldots, p_J) \) and \( \mathbf{q} = (q_1, \ldots, q_J) \), we have

\[
t_h(\mathbf{p}, \mathbf{q}) = t^1_h(p_1, q_1) + \cdots + t^J_h(p_J, q_J).
\]

Many other choices of impedance operator are possible, see e.g. \([12,32]\). We do not assume a priori that the impedance \( t_h(\cdot, \cdot) \) is diagonal because this is not needed for the subsequent analysis. Later on though, we shall point the practical benefit of considering diagonal impedances, see Remark 9.1.

To conclude this section we point out that the scalar product \( t_h(\cdot, \cdot) \) will be used to represent linear functionals associated to boundary terms.

Lemma 5.7
Under Assumption 5.1 assume that \( \phi : \mathcal{V}_h(\Omega) \to \mathbb{C} \) is a linear form satisfying \( \phi(w) = 0 \) for all \( w \in \mathcal{V}_h(\Omega) \) such that \( w|_{\Sigma} = 0 \). Then there exists a unique \( \mathbf{q} \in \mathcal{V}_h(\Sigma) \) such that \( \phi(v) = t_h(v|_{\Sigma}, \mathbf{q}) \forall v \in \mathcal{V}_h(\Omega) \).

Proof:
Since \( w = \rho_h(v|_{\Sigma}) - v \in \mathcal{V}_h(\Omega) \) satisfies \( w|_{\Sigma} = 0 \) for all \( v \in \mathcal{V}_h(\Omega) \), we deduce that \( \phi(v) = \phi(\rho_h(v|_{\Sigma})) \) for all \( v \in \mathcal{V}_h(\Omega) \). Since \( t_h(\cdot, \cdot) \) is a scalar product on \( \mathcal{V}_h(\Sigma) \), there exists a unique \( \mathbf{q} \in \mathcal{V}_h(\Sigma) \) such that \( t_h(\mathbf{p}, \mathbf{q}) = \phi(\rho_h(\mathbf{p})) \forall \mathbf{p} \in \mathcal{V}_h(\Sigma) \) by Riesz representation. \( \square \)

6 Characterization of interface conditions

Transmission conditions are critical in domain decomposition because this is what induces coupling between subdomains. In the present section, we will work out a new way to impose them.

In \([7]\), Dirichlet transmission conditions are enforced by assuming that traces match across interfaces. Such conditions are encoded into the single-trace space introduced in \([7]\).

\[
\mathcal{V}_h(\Sigma) = \left\{ (u|_{\Gamma_j^+})_{j=1}^J \in \mathcal{V}_h(\Sigma) : u \in \mathcal{V}_h(\Omega) \right\}.
\]

This space is a discrete counterpart of what has been referred to as "Dirichlet single-trace" space in the literature dedicated to Multi-Trace formalism, see \([6,11]\). We first state a simple result that helps characterize \( \mathcal{V}_h(\Omega) \) as a subspace of \( \mathcal{V}_h(\Omega) \) by means of its traces on the skeleton.

Lemma 6.1
Any \( u \in \mathcal{V}_h(\Omega) \) belongs to \( \mathcal{V}_h(\Omega) \) if and only if \( u|_{\Sigma} \in \mathcal{V}_h(\Sigma) \).

An easy consequence of the previous lemma is that \( \rho_h(\mathbf{q}) \in \mathcal{V}_h(\Omega) \) whenever \( \mathbf{q} \in \mathcal{V}_h(\Sigma) \). Because we are aiming at domain decomposition, we wish to decouple subdomains as much as possible, and thus eliminate any reference to \( \mathcal{V}_h(\Sigma) \). This is our motivation in searching for characterizations of this space. The next result provides such a characterization by means of an "exchange operator" \( \Pi \). Its proof is routine verification left to the reader.
Lemma 6.2 (Exchange operator)
Under Assumption 5.1 define $\Pi : \mathcal{V}_h(\Sigma) \rightarrow \mathcal{V}_h(\Sigma)$ such that $(\Id + \Pi)/2$ is the orthogonal projector onto $\mathcal{V}_h(\Sigma)$ for the scalar product $t_h$. Then $\Pi$ is an isometry, we have $\Pi^2 = \Id$ and $\|\Pi(u)\|_{t_h} = \|u\|_{t_h}$ for all $u \in \mathcal{V}_h(\Sigma)$. Moreover for any pair $(u, q) \in \mathcal{V}_h(\Sigma) \times \mathcal{V}_h(\Sigma)$ we have

$$ (u, q) \in \mathcal{V}_h(\Sigma) \times \mathcal{V}_h(\Sigma) \quad \iff \quad -q + iu = \Pi(q + iu). \tag{20} $$

Computing the action of the exchange operator through the operation $p \mapsto \Pi(p)$ is non-trivial from an effective computational viewpoint. This can be achieved through an orthogonal projection onto the subspace $\mathcal{V}_h(\Sigma)$ which, variationally, rewrites as follows

$$ \Pi(q) := -q + 2p \quad \text{where} \quad p \in \mathcal{V}_h(\Sigma) \quad \text{solves} \quad t_h(p, w) = t_h(q, w) \quad \forall w \in \mathcal{V}_h(\Sigma). \tag{21} $$

Of course this orthogonal projection requires solving a problem posed globally on the whole skeleton $\Sigma$. Here the choice of the scalar product $t_h$ does matter: it should be chosen so that the orthogonal projection in (21) is easy to compute. This variational problem makes the operator $\Pi$ a priori non-local. For certain choices of impedance, this exchange operator may couple distant subdomains that are not a priori adjacent. This will be a salient feature of our strategy, and a key difference in comparison with existing literature.

Remark 6.3 Admittedly, this non-locality raises a computational difficulty. However the variational problem (21) is symmetric positive definite, and takes the very same form as the Schur complement systems encountered in the analysis of substructuring methods, see [43, §4.3], [27, §2.1] or [19, §6.4]. Current literature offers very efficient scalable two level DDM preconditioners for tackling such a problem as (21), like e.g. the GenEO approach [40].

7 Reformulation of the wave propagation problem

In the previous section we discussed in depth the effect of domain partitioning on our discrete functional setting. This led us to propose, in Section 6 a new way of imposing transmission conditions, see (20). We now apply the outcomes of this discussion to the discrete problem (1) under study. The sesquilinear form $a(\cdot, \cdot)$ introduced in (1) extends as a map $a(\cdot, \cdot) : \mathcal{V}_h(\Omega) \times \mathcal{V}_h(\Omega) \rightarrow \mathbb{C}$ defined by

$$ a(u, v) := \sum_{j=1}^J a_{\Omega_j^h}(u, v) \quad \text{where} \quad a_{\Omega^h_j}(u, v) := \int_{\Omega^h_j} \mu \nabla u \cdot \nabla v - \kappa^2 u \overline{v} \, dx - i \int_{\partial \Omega^h_j \cap \partial \Omega} \kappa u \overline{v} \, d\sigma. $$

Note that Assumptions 1.1 imply $\Im \left\{ a(u, u) \right\} \leq 0 \quad \forall u \in \mathcal{V}_h(\Omega)$. Besides the inf-sup constant $\alpha_h$ introduced in Assumption 1.2 the material characteristics $\mu, \kappa$ and the geometry of $\Omega$ enter our analysis through the continuity modulus

$$ \|a\| := \sup_{(u, v) \in \mathcal{S}^\dagger(\Omega) \setminus \{(u, u)\}} \frac{|a(u, v)|}{\|u\|_{\mathcal{S}^\dagger(\Omega)} \|v\|_{\mathcal{S}^\dagger(\Omega)}}. \tag{22} $$
 Remark 7.1 \textit{The same arguments as in [28, Lem.2.4]}, and in particular the multiplicative trace inequality from [28, last equation on p.41], show that $\|a\|$ is bounded uniformly with respect to $|\kappa|$.

Like for $a(\cdot, \cdot)$, the functional $\ell(\cdot)$ induces a continuous map on $V_h(\Omega)$ defined for all $v \in V_h(\Omega)$ by

$$\ell(v) := \sum_{j=1}^J \ell_{\Omega_j}(v) \quad \text{where} \quad \ell_{\Omega_j}(v) := \int_{\Omega_j} f \, dx + \int_{\partial \Omega_j \cap \partial \Omega} g \, d\sigma.$$

The previous notations combined with the impedance $t_h(\cdot, \cdot)$ introduced in Section 5, can be used to reformulate (6) as a saddle-point problem involving the space $V_h(\Omega)$ instead of $V_h(\Omega)$, and enforcing transmission conditions by means of Lagrange multipliers.

**Proposition 7.2** Let Assumption \ref{assumption5.1} hold, and set $V_h(\Sigma)^{\perp} := \{ u \in V_h(\Sigma) : t_h(u, v) = 0 \ \forall v \in V_h(\Omega) \}$. If the function $a \in V_h(\Omega)$ solves (1), then there exists $q \in V_h(\Sigma)^{\perp}$ such that

$$(u, q) \in V_h(\Omega) \times V_h(\Sigma)^{\perp} \quad \text{and} \quad a(u, v) - t_h(q, v|\Sigma) = \ell(v) \quad \forall v \in V_h(\Omega),$$

$$t_h(u|\Sigma, w) = 0 \quad \forall w \in V_h(\Sigma)^{\perp}.$$ \hspace{1cm} (23)

Reciprocally if $(u, q) \in V_h(\Omega) \times V_h(\Sigma)^{\perp}$ solves (23), then $u \in V_h(\Omega)$ and it is the unique solution to Problem (4).

**Proof:**

Assume first that $u \in V_h(\Omega)$ solves (4). By definition we have $u|_{\Sigma} \in V_h(\Sigma)$ so that $t_h(u|_{\Sigma}, w) = 0 \ \forall w \in V_h(\Sigma)^{\perp}$. In addition, applying Lemma 5.7 to the functional $\phi(v) := a(u, v) - \ell(v)$, $v \in V_h(\Omega)$, we deduce that there exists $q \in V_h(\Sigma)$ such that $a(u, v) - \ell(v) = t_h(q, v|\Sigma)$ $\forall v \in V_h(\Omega)$. Besides we have $\phi(v) = 0 \ \forall v \in V_h(\Omega)$ by hypothesis which rewrites $t_h(q, p) = 0 \ \forall p \in V_h(\Sigma)$ hence $q \in V_h(\Sigma)^{\perp}$. This proves (23).

Reciprocally assume that (23) holds. According to Lemma 6.1, the second equation of (23) implies that $u \in V_h(\Omega)$. Next, taking $v \in V_h(\Omega)$ in the first equation of (23) leads to $a(u, v) = \ell(v)$ for all $v \in V_h(\Omega)$, which is (4). In conclusion $u$ solves (4). \hfill \Box

The second equation of (23) simply re-writes $u|_{\Sigma} \in V_h(\Sigma)$. In this saddle point problem, the transmission conditions stemming from the original problem (4) are encoded in the two conditions $u|_{\Sigma} \in V_h(\Sigma)$ (Dirichlet transmission condition) and $q \in V_h(\Sigma)^{\perp}$ (Neumann transmission condition), and (23) holds if and only if $(u, q) \in V_h(\Omega) \times V_h(\Sigma)^{\perp}$ satisfies $a(u, v) - t_h(q, v|\Sigma) = \ell(v) \ \forall v \in V_h(\Omega)$ and $(u|_{\Sigma}, q) \in V_h(\Sigma) \times V_h(\Sigma)^{\perp}$.

A key novelty of our analysis consists in using (20) to reformulate the two conditions $(u|_{\Sigma}, q) \in V_h(\Sigma) \times V_h(\Sigma)^{\perp}$ equivalently as $-q + iu|_{\Sigma} = H(q + iu|_{\Sigma})$. As a consequence $(u, q)$ solves (23) if and only if it satisfies

$$(u, q) \in V_h(\Omega) \times V_h(\Sigma) \quad \text{and} \quad a(u, v) - t_h(q, v|\Sigma) = \ell(v) \quad \forall v \in V_h(\Omega),$$

$$q - iu|_{\Sigma} = -H(q + iu|_{\Sigma}).$$ \hspace{1cm} (24)
When it is considered on $V_h(\Omega) \times V_h(\Omega)$, the sesquilinear form $a(\cdot, \cdot)$ does not systematically satisfy an inf-sup condition. It may admit a non-trivial kernel in certain interior subdomains, which would be an artefact stemming from domain partitioning only. This is not satisfactory, and this motivates a change of unknowns $p = q - iu|_\Sigma$ which leads to another equivalent formulation of our problem.

**Lemma 7.3**

Under Assumption [5,7], if $u \in V_h(\Omega)$ solves (4) then there exists a tuple of traces $p \in V_h(\Sigma)$ such that

\[
(u, p) \in V_h(\Omega) \times V_h(\Sigma) \quad \text{and}
\]

\[
\begin{align*}
(i) \quad & a(u, v) - it_h(u|_\Sigma, v|_\Sigma) = t_h(p, v|_\Sigma) + \ell(v) \quad \forall v \in V_h(\Omega), \\
(ii) \quad & p = -\Pi(p + 2iu|_\Sigma).
\end{align*}
\]

Reciprocally if $(u, p) \in V_h(\Omega) \times V_h(\Sigma)$ solves (25), then $u \in V_h(\Omega)$ and it is the unique solution to Problem 4, and $p + iu|_\Sigma \in V_h(\Sigma)^\perp$ and the pair $(u, q) = (u, p + iu|_\Sigma)$ solves (23).

Formulation (25) plays a central role in the DDM strategy of the present contribution. It contains a volume part (i) which expresses wave equations in each subdomain, and a skeleton part (ii) that enforces transmission conditions and a (potentially non-local) coupling between subdomains. Due to the positivity properties of $t_h$, the sesquilinear form $u, v \mapsto a(u, v) - it_h(u|_\Sigma, v|_\Sigma)$ satisfies an inf-sup condition.

**Lemma 7.4 (Well posedness of local sub-problems)**

Under Assumptions [1,7] [6,7] and [5,7] we have

\[
\beta_h := \inf_{u \in V_h(\Omega) \setminus \{0\}} \sup_{v \in V_h(\Omega) \setminus \{0\}} \frac{|a(u, v) - it_h(u|_\Sigma, v|_\Sigma)|}{\|u\|_{H^1(\Omega)} \|v\|_{H^1(\Omega)}} > 0.
\]

**Proof:**

Assume that the inf-sup constant above vanishes for some $h > 0$. This implies in particular that there exists $u \in V_h(\Omega) \setminus \{0\}$ such that $a(u, v) - it_h(u|_\Sigma, v|_\Sigma) = 0 \forall v \in V_h(\Omega)$. Since $\Im m \{\kappa^2\} \geq 0$ according to Assumption 1.1(i), we have $0 = \int_D 3\mu (\kappa(\kappa^2)|u|^2 \, dx + \int_D \Re e(\kappa)|u|^2 \, dx + t_h(u|_\Sigma, u|_\Sigma)$ hence $t_h(u|_\Sigma, u|_\Sigma) = 0 \Rightarrow u|_\Sigma = 0$. From this and Lemma 6.1 we conclude that $u \in V_h(\Omega)$, and it satisfies $a(u, v) = a(u, v) - it_h(u|_\Sigma, v|_\Sigma) = 0$ for all $v \in V_h(\Omega)$. This is not possible due to Assumption 1.2.

Whether or not the inf-sup stability pointed in the previous lemma holds uniformly in $h$ is a legitimate question. Because our assumptions on $t_h(\cdot, \cdot)$ are rather loose though, it is difficult to discuss this at present stage. This uniform stability shall be examined when we discuss concrete choices of $t_h(\cdot, \cdot)$ later on.

**8 Reduction to a problem on the skeleton**

Well-posedness of sub-problems allows to introduce local scattering operators that eliminate volume unknowns, expressing $p$ in terms of $u$. 
Lemma 8.1 (Scattering operator)
Under Assumptions 1.1, 1.3 and 5.1, let \( S_h : \mathcal{V}_h(\Sigma) \to \mathcal{V}_h(\Sigma) \) refer to the continuous operator defined by \( S_h(p) = p + 2iw|\Sigma \) where \( w \) is the unique element of \( \mathcal{V}_h(\Omega) \) satisfying \( a(w, v) - it_h(w|\Sigma, v|\Sigma) = t_h(p, v|\Sigma) \) \( \forall v \in \mathcal{V}_h(\Omega) \). Then we have \( \|S_h(p)\|_{L_2} \leq \|p\|_{L_2} \forall p \in \mathcal{V}_h(\Sigma) \).

Proof:
From the definition of \( w \in \mathcal{V}_h(\Omega) \) we deduce that \( a(w, w) - it_h(w|\Sigma, w|\Sigma) = t_h(p, w|\Sigma) \). The properties of \( a(\cdot, \cdot) \) then guarantee \( \Im{a(w, w)} \leq 0 \) which leads to the inequality \(-\Re{\left\{t_h(p, w|\Sigma)\right\}} = \Im{\left\{t_h(p, w|\Sigma)\right\}} \leq -\|w|\Sigma\|_{L_2}^2 \). Next, developing the expression of the norm and using the previous inequality, we obtain
\[
\|p + 2iw|\Sigma\|_{L_2}^2 = \|p\|_{L_2}^2 - 4\Re{\left\{t_h(p, w|\Sigma)\right\}} + 4\|w|\Sigma\|_{L_2}^2 \leq \|p\|_{L_2}^2.
\]
We call \( S_h \) the scattering operator because it implements an incoming-to-outgoing map, i.e., it takes a tuple of ingoing traces \( p \) as input, solves the associated (discrete) Helmholtz problem with ingoing Robin traces in each subdomain, and returns \( p + 2iw|\Sigma \) which is the corresponding tuple of outgoing Robin traces. The contraction property that we have just established relates to energy conservation in each subdomain. The scattering operator can be used to eliminate volume unknowns in Formulation (25) and re-write it as an equation posed on the skeleton \( \Sigma \) only.

Proposition 8.2
Under Assumptions 1.1, 1.3 and 5.1, let \( u^* \in \mathcal{V}_h(\Omega) \) satisfy \( a(u^*, v) - it_h(u^*, v|\Sigma) = \ell(v) \) \( \forall v \in \mathcal{V}_h(\Omega) \) and set \( \bar{\ell} := -2it\Pi(u^*|\Sigma) \). If the pair \( (u, p) \in \mathcal{V}_h(\Omega) \times \mathcal{V}_h(\Sigma) \) solves (25) then we have
\[
p \in \mathcal{V}_h(\Sigma) \text{ such that } (\Id + II S_h)p = \bar{\ell}.
\]
Reciprocally if \( p \in \mathcal{V}_h(\Sigma) \) solves (27), and if \( u \in \mathcal{V}_h(\Omega) \) satisfies \( a(u, v) - it_h(u|\Sigma, v|\Sigma) = t_h(p, v|\Sigma) + \ell(v) \) \( \forall v \in \mathcal{V}_h(\Omega) \), then the pair \( (u, p) \in \mathcal{V}_h(\Omega) \times \mathcal{V}_h(\Sigma) \) solves (25),

In this proposition, the unique solvability of problems of the form "find \( w \in \mathcal{V}_h(\Omega) \) such that \( a(w, v) - it_h(w|\Sigma, v|\Sigma) = \text{r.h.s} \)" is guaranteed by Lemma 7.4. Equation (27) is a reformulation of (25) as a problem posed on the skeleton \( \Sigma \). It is well posed, no matter the right-hand side.

Proposition 8.3 (Well-posedness of the skeleton formulation)
Under Assumptions 1.1, 1.3 and 5.1, the operator \( \Id + II S_h : \mathcal{V}_h(\Sigma) \to \mathcal{V}_h(\Sigma) \) is bijective.

Proof:
Since \( \dim \mathcal{V}_h(\Sigma) < +\infty \) we only need to prove that \( \ker(\Id + II S_h) = \{0\} \). Assume \( p \in \mathcal{V}_h(\Sigma) \) satisfies \( (\Id + II S_h)p = 0 \). According to Lemma 7.4 there exists a unique \( u \in \mathcal{V}_h(\Omega) \) solving \( a(u, v) - it_h(u|\Sigma, v|\Sigma) = t_h(p, v|\Sigma) \) \( \forall v \in \mathcal{V}_h(\Sigma) \). Then the pair \( (u, p) \in \mathcal{V}_h(\Omega) \times \mathcal{V}_h(\Sigma) \) solves (25) with \( \ell \equiv 0 \). Since we have established equivalence between (25) and (4), see in particular Proposition 7.2, we conclude that \( u \) actually belongs to \( \mathcal{V}_h(\Omega) \) and solves (4) with right-hand side \( \ell \equiv 0 \). Hence \( u = 0 \) according to Assumption 1.2 and thus \( p = 0 \) since \( t_h(p, v|\Sigma) = 0 \) \( \forall v \in \mathcal{V}_h(\Omega) \).
The operator $\text{Id} + IIS_h$ admits a special structure "identity+contraction". This allows to prove its strong coercivity.

**Corollary 8.4**

Under Assumptions [1.1] [13] and [4.1] we have

$$\Re\{t_h(p, (\text{Id} + IIS_h)p)\} \geq \frac{\gamma_h^2}{2} \|p\|_{t_h}^2, \quad \forall p \in V_h(\Sigma)$$

where $\gamma_h := \inf_{w \in V_h(\Sigma) \setminus \{0\}} \|\text{Id} + IIS_h\|w\|_{t_h}/\|w\|_{t_h} > 0$. (28)

**Proof:**

Due to the contractivity properties given by the Lemmas [6.2] and [8.1] we have

$$\|p\|_{t_h}^2 \geq \|IIS_h(p)\|_{t_h}^2 = \|(\text{Id} + IIS_h) - \text{Id}p\|_{t_h}^2$$

$$= \|(\text{Id} + IIS_h)p\|_{t_h}^2 + \|p\|_{t_h}^2 - 2\Re\{t_h(p, (\text{Id} + IIS_h)p)\}.$$  

The result then comes when eliminating $\|p\|_{t_h}^2$ from both sides of the inequality and using the definition of $\gamma_h$. \hfill $\square$

**9 Convergent iterative algorithm**

Usual iterative methods can be used to compute the solution to Problem [29] or one of the equivalent forms we have obtained for it. Here we examine the convergence of a Richardson’s strategy: considering a fixed relaxation parameter $r \in (0, 1)$, and starting from given initial data $u^{(0)}, p^{(0)}$, we consider the algorithm

$$(u^{(n)}, p^{(n)}) \in V_h(\Omega) \times V_h(\Sigma) \quad \text{and} \quad (i) \quad a(u^{(n)}, v) - it_h(u^{(n)}|_\Sigma, v|_\Sigma) = t_h(p^{(n)}, v|_\Sigma) + \ell(v) \quad \forall v \in V_h(\Omega),$$

$$(ii) \quad p^{(n)} = (1 - r)p^{(n-1)} - rII(p^{(n-1)} + 2i\mu^{(n-1)}|_\Sigma).$$

Each step of this algorithm involves two sub-steps. The multi-trace $p^{(n)}$ should be computed first through (ii) which performs the exchange of information between subdomains, then $u^{(n)}$ should be computed (possibly in parallel) through (i).

**Remark 9.1** Here it appears clearly why choosing diagonal impedance is interesting (cf Definition 5.6). Indeed in this case, the sesquilinear form appearing in (i) of [29] is itself diagonal $a(u, v) - it_h(u|_\Sigma, v|_\Sigma) = \sum_{j=1}^J a_{\Omega_j^h}(u, v) - it_{\Gamma_j}^h(u|_{\Gamma_j^h}, v|_{\Gamma_j^h})$.

In this situation, solving (i) reduces to computing $u^{(n)} = (u_1^{(n)}, \ldots, u_J^{(n)}) \in V_h(\Omega)$ where

$$u_j^{(n)} \in V_h(\Omega_j^h) \quad \text{and} \quad a_{\Omega_j^h}(u_j^{(n)}, v) - it_{\Gamma_j}^h(u_j^{(n)}|_{\Gamma_j^h}, v|_{\Gamma_j^h}) = t_{\Gamma_j}^h(p_j^{(n)}, v|_{\Gamma_j^h}) + \ell_{\Omega_j^h}(v) \quad \forall v \in V_h(\Omega_j^h)$$

(30)

1 The choice of the relaxation parameter $r$ follows heuristic considerations. If it is chosen to fit explicit calculus for the model geometric configuration of two domains and one spherical/circular interface, the value $r = 1/\sqrt{2}$ appears to be the optimal choice, see [11].
where $p^{(n)} = (p_1^{(n)}, \ldots, p_N^{(n)})$. Thanks to the diagonal nature of $t_h(\cdot, \cdot)$, such a problem must be solved for each $j = 1, \ldots, N$ independently. When the impedance is diagonal, solving such problems as (i) of (29) is then parallel.

This condition on the diagonal nature of the impedance is not required for the present analysis. Yet most of the impedances $t_h(\cdot, \cdot)$ considered in practice agree with the diagonal form of Definition 5.6 and this has important practical advantages since it is more favorable to distributed-memory parallel implementations where a possible bottleneck lies in the cost of communication between processors. However, certain domain decomposition strategies consider the case where the impedance operator is not subdomain-wise block diagonal see for example [13, §3.1]. Without assuming that $t_h(\cdot, \cdot)$ is block diagonal though, Algorithm (29) raises serious computational difficulties.

The next result shows that the iterative scheme (29) converges toward the solution of our initial boundary value problem (1) with geometric convergence.

Theorem 9.2 (Geometric convergence of Richardson algorithm)
Under Assumptions 1.1, 1.2 and 5.1 let $p^{(\infty)} \in V_h(\Omega)$ refer to the unique solution to (27), consider a relaxation parameter $r \in (0, 1)$ and define $\gamma_h$ as in (28). Then the iterates $p^{(n)}$ computed by means of (29) satisfy the estimate

$$\frac{\|p^{(n)} - p^{(\infty)}\|_{L_h}}{\|p^{(0)} - p^{(\infty)}\|_{L_h}} \leq (1 - r(1 - r)\gamma_h^2)^{n/2}.$$  \hspace{1cm} (31)

Proof:

The $p^{(n)}$ defined through (29) satisfy the recurrence $p^{(n)} = (1 - r)p^{(n-1)} - rIHS_h(p^{(n-1)}) + \tau f$ with $f \in V_h(\Omega)$ defined as in (27). We conclude that the sequence $\epsilon_n := p^{(n)} - p^{(\infty)}$ satisfies $\epsilon_n = (1 - r)\epsilon_{n-1} - rIHS_h(\epsilon_{n-1})$. According to Lemma 6.2 and Lemma 8.1 we have $\|IHS_h(\epsilon_{n-1})\|_{L_h} \leq \|\epsilon_{n-1}\|_{L_h}$. From this we deduce

$$\|\epsilon_n\|^2_{L_h} = \|(1 - r)\epsilon_{n-1} - rIHS_h(\epsilon_{n-1})\|^2_{L_h}$$
$$= (1 - r)\|\epsilon_{n-1}\|^2_{L_h} + r\|IHS_h(\epsilon_{n-1})\|^2_{L_h}$$
$$- r(1 - r)\|(\text{Id} + IHS_h)\epsilon_{n-1}\|^2_{L_h}$$
$$\leq (1 - r(1 - r)\gamma_h^2)\|\epsilon_{n-1}\|^2_{L_h}.$$

Note that the constant $(1 - r(1 - r)\gamma_h^2)$ is positive, since $\gamma_h \leq 2$ from the Lemma 6.2 and 8.1. Proposition 8.3 guarantees that $\gamma_h > 0$ in the previous result. This a priori does not discard the possibility that $\lim_{h \to 0} \gamma_h = 0$ and $\lim_{h \to 0}(1 - \gamma_h^2 r(1 - r)) = 1$ which would correspond to a deterioration in the convergence of (29). On the other hand, if $\gamma_h$ can be proved to remain bounded away from 0, this will correspond to $h$-uniform geometric convergence. Through the solution to local sub-problems, the previous theorem also yields a convergence estimate for $u^{(n)}$.

Corollary 9.3
Under Assumptions 1.1, 1.2 and 5.1 let $(u^{(\infty)}, p^{(\infty)})$ refer to the unique solution to (25), and suppose that the sequence $(u^{(n)}, p^{(n)})$ has been defined through (29).
Define $\gamma_h$ as in (28), let $\beta_h$ refer to the inf-sup constant of Lemma 7.4, and define $\lambda_h^+$ as in (15). Then we have the estimate

$$\|u^{(n)} - u^{(\infty)}\|_{H^1(\Omega)} \leq \frac{\lambda_h^+}{\beta_h} \left(1 - r(1 - r)\gamma_h^2\right)^{n/2}.$$  

Proof:

Set $e_n := u^{(n)} - u^{(\infty)}$ and $\epsilon_n := p^{(n)} - p^{(\infty)}$. Combining (29) with (25) we obtain that $a(e_n, v) - i\epsilon_n(e_n, v|_\Sigma) = t_h(\epsilon_n, v|_\Sigma)$ for all $v \in V_h(\Omega).$ We have $\|v|_\Sigma\|_{\rho_h} \leq \|v\|_{H^1(\Omega)}$ according to (9)-(10). Thus, using the inf-sup constant from Lemma 7.4 and the continuity modulus of $t_h$, we obtain $\beta_h \|\epsilon_n\|_{H^1(\Omega)} \leq \lambda_h^+ \|e_n\|_{H^1(\Omega)}.$ There only remains to apply Theorem 9.2.

10 Discrete stability

The inf-sup constant (noted $\gamma_h$) of the operator $\text{Id} + \Pi S_h$, plays a crucial role in the bound for the convergence rate provided by Theorem 9.2. In the present section we analyze in more detail this quantity.

Remark 10.1 Besides $\gamma_h$ defined by (28), the forthcoming stability and convergence analysis will repeatedly refer to the following constants:

- $\alpha_h$ defined through Assumption 1.2,
- $\|a\|$ defined by (22),
- $\beta_h$ defined by (26),
- $\lambda_h^\pm$ defined by (15).

These constants a priori depend, not only on the mesh width parameter $h$, but also on the material characteristics, including the wave number $\kappa$, and the geometry of the computational domain.

We first need to introduce $V_h(\Sigma)^2 := V_h(\Sigma) \times V_h(\Sigma)$ equipped with the cartesian product norm defined by

$$\|(p, q)\|_{r_h}^2 := \|p\|_{r_h}^2 + \|q\|_{r_h}^2.$$  

We shall proceed by imitating the analytical approach presented in [8], which leads to introducing two subspaces

$$V_h(\Sigma) := V_h(\Sigma) \times V_h(\Sigma)^\perp,$$

$$C_h(\Sigma) := \{ (u_0, u_0) \in V_h(\Sigma)^2 : \exists u \in V_h(\Omega) \text{ such that } u|_\Sigma = u_0,$$

and $a(u, v) = t_h(u_0, v|_\Sigma) \forall v \in V_h(\Omega) \}.}$

These are discrete counterparts of the single-trace and Cauchy data spaces considered in Section 4 and 6 of [8]. These are two complementary subspaces of the (discrete) multi-trace space.
Proposition 10.2

Under Assumptions 1.1, 1.2, and 5.1 we have \( \mathcal{V}_h(\Sigma) \times \mathcal{V}_h(\Sigma) = \mathcal{V}_h(\Sigma) \oplus \mathcal{H}_h(\Sigma) \). Moreover, if \( P_h : \mathcal{V}_h(\Sigma) \times \mathcal{V}_h(\Sigma) \to \mathcal{H}_h(\Sigma) \) is the projection onto \( \mathcal{H}_h(\Sigma) \) with \( \ker(P_h) = \mathcal{V}_h(\Sigma) \), then

\[
\sup_{(p,q) \in \mathcal{V}_h(\Omega)^2 \setminus \{0\}} \frac{\|P_h(p,q)\|_{H_2^h}}{\|p\|_{H_2^h}} \leq \frac{(\lambda_h^+)^2 + (2\|a\|/\lambda_h^+)^2}{\alpha_h}. \tag{32}
\]

Proof:

Assume first that \((p,q) \in \mathcal{V}_h(\Sigma) \cap \mathcal{H}_h(\Sigma)\). By definition of \( \mathcal{H}_h(\Sigma) \), there exists \( u \in \mathcal{V}_h(\Omega) \) satisfying \( u|_{\Sigma} = p \) and \( a(u,v) = t_h(q,v|_{\Sigma}) \forall v \in \mathcal{V}_h(\Omega) \). From \( p \in \mathcal{V}_h(\Sigma) \) and Lemma 6.1 we conclude that \( u \in \mathcal{V}_h(\Omega) \), and since \( q \in \mathcal{V}_h(\Sigma)^\perp \), we have \( a(u,v) = 0 \forall v \in \mathcal{V}_h(\Omega) \). Hence \( u = 0 \) according to Assumption 1.2 and thus \( p = q = 0 \). This proves that \( \mathcal{V}_h(\Sigma) \cap \mathcal{H}_h(\Sigma) = \{0\} \).

Next we prove that \( \mathcal{V}_h(\Sigma) \times \mathcal{V}_h(\Sigma) = \mathcal{V}_h(\Sigma) + \mathcal{H}_h(\Sigma) \). Pick \((p,q) \in \mathcal{V}_h(\Sigma) \times \mathcal{V}_h(\Sigma)\) arbitrarily, and define \( \psi \) as the unique solution to \( \psi \in \mathcal{V}_h(\Omega) \) and \( a(\psi + p_h(p),v) = t_h(q,v|_{\Sigma}) \forall v \in \mathcal{V}_h(\Omega) \) according to Assumption 1.2. This function is bounded by

\[
\|\psi\|_{H^1(\Omega)} \leq \frac{\|a\|}{\alpha_h \lambda_h^+} \|p\|_{H_2^h} + \frac{\lambda_h^+}{\alpha_h} \|q\|_{H_2^h}.
\]

Next rewriting \( u := \psi + p_h(p) \), we set \( u_0 := u|_{\Sigma} \). In addition, we have \( a(u,w) = 0 \) for all \( w \in \mathcal{V}_h(\Omega) \) satisfying \( w|_{\Sigma} = 0 \), so, according to Lemma 5.7 we can define \( u_0 \) as the unique element of \( \mathcal{V}_h(\Sigma) \) satisfying \( t_h(u_0,v|_{\Sigma}) = a(u,v) \forall v \in \mathcal{V}_h(\Omega) \) and actually \( t_h(u_0,w) = a(u,p_h(w)) \forall w \in \mathcal{V}_h(\Sigma) \). We deduce the estimates

\[
\|u\|_{H^1(\Omega)} \leq \|\psi\|_{H^1(\Omega)} + \|p\|_{H_2^h}/\lambda_h^+,
\]

\[
\|u_0\|_{H_2^h} \leq \lambda_h^+ \|u\|_{H^1(\Omega)},
\]

\[
\|u_0\|_{H_2^h} \leq (|a|/\alpha_h \lambda_h^+) \|u\|_{H^1(\Sigma)}.
\]

Now observe that \((u_0,u_0) \in \mathcal{H}_h(\Sigma)\) by construction. Besides we have \( p - u_0 = p_h(p)|_{\Sigma} - u_0 = \psi|_{\Sigma} \in \mathcal{V}_h(\Sigma) \) since \( \psi \in \mathcal{V}_h(\Omega) \). Finally we have \( t_h(q-u_0,v|_{\Sigma}) = 0 \) for all \( v \in \mathcal{V}_h(\Omega) \) so that \( q - u_0 \in \mathcal{V}_h(\Sigma)^\perp \). We conclude that \((p,q) - (u_0,u_0) \in \mathcal{V}_h(\Sigma) \) and thus \((u_0,u_0) = P_h(p,q)\). Finally Estimate (32) is obtained by combining (33) with (34) and observing that \( |a|/\alpha_h \geq 1 \) systematically.

Next we point that \( \mathcal{H}_h(\Sigma) \) is closely related to the graph of the scattering operator \( S_h \), as confirmed by the next lemma.

Lemma 10.3

Under Assumptions 1.1, 1.2, and 5.1 we have \( \mathcal{H}_h(\Sigma) = \{(u_0,u_0) \in \mathcal{V}_h(\Sigma) \times \mathcal{V}_h(\Sigma) : u_0 + iu_0 = S_h(u_0 - iu_0)\} \).

Proof:

Take any \((u_0,u_0) \in \mathcal{H}_h(\Sigma)\). By definition there exists \( u \in \mathcal{V}_h(\Omega) \) such that \( u|_{\Sigma} = u_0 \) and \( a(u,v) = t_h(u_0,v|_{\Sigma}) \) for all \( v \in \mathcal{V}_h(\Omega) \). This implies \( a(u,v) = t_h(u,v|\Sigma) = t_h(u_0,v|_{\Sigma}) \forall v \in \mathcal{V}_h(\Omega) \). Hence we have \( S_h(u_0 - iu_0) = u_0 - iu_0 + 2iu|_{\Sigma} = u_0 + iu_0 \). According to the definition of the scattering operator given by Lemma 6.1.
Reciprocally, assume that \((u_n, u_0) \in \mathcal{V}_h(\Sigma)\) satisfies \(u_n + iu_0 = S_h(u_n - iu_0)\). Defining \(u\) as the unique element of \(\mathcal{V}_h(\Omega)\) solving \(a(u, v) - it_h(u(v, \Sigma) = t_h(u_n - iu_0, v)|\Sigma) \forall v \in \mathcal{V}_h(\Sigma)\), we have \(u_n + iu_0 = u_n - iu_0 + 2iu|\Sigma \Rightarrow u_0 = u|\Sigma\). From this we also deduce \(a(u, v) = t_h(u_n, v|\Sigma)\) for all \(v \in \mathcal{V}_h(\Omega)\). Hence \((u_n, u_0) \in \mathcal{C}_h(\Sigma)\).

The projection we have defined in Proposition 10.2 leads to an explicit expression of the inverse operator \((\text{Id} + II S_h)^{-1}\), which we can use to bound the corresponding inf-sup constant.

**Proposition 10.4**

*Under Assumptions 1.1, 1.2 and 5.1, we have*

\[
\gamma_h := \inf_{v \in \mathcal{V}_h(\Sigma) \setminus \{0\}} \frac{\|(\text{Id} + II S_h)v\|_{I_h}}{\|v\|_{I_h}} \geq \frac{\sqrt{2}\alpha_h}{(\lambda_h^+)^2 + (2|a|/\lambda_h^-)^2}.
\]

**Proof:**

Pick an arbitrary \(f \in \mathcal{V}_h(\Sigma)\) and set \(p_\text{ref} = i(\text{Id} - II)f/4, p_n = (\text{Id} + II)f/4\). Next, considering the projection introduced in Proposition 10.2 define \((u_n, u_0) := P_h(p_n, p_n) \in \mathcal{C}_h(\Sigma)\). By construction we have \(u_n - p_n \in \mathcal{V}_h(\Sigma)\) and \(u_n - p_n \in \mathcal{V}_h(\Sigma)^2\). Applying Lemma 6.2 we obtain

\[
-(u_n - p_n) + i(u_n - p_n) = II((u_n - p_n) + i(u_n - p_n))
\]

\[
\iff u_n - iu_0 + II(u_n + iu_0) = (\text{Id} + II)p_n - i(\text{Id} - II)p_n
\]

\[
= [(\text{Id} + II)^2]f + [(\text{Id} - II)^2]f
\]

\[
= (\text{Id} + II)f/2 + (\text{Id} - II)f/2 = f.
\]

Applying Lemma 10.3 we conclude that \((\text{Id} + II S_h)(u_n - iu_0) = f\) which rewrites \(u_n - iu_0 = (\text{Id} + II S_h)^{-1}f\).

Now, observe that, due to the orthogonality of the projectors \((\text{Id} \pm II)/2\) for the scalar product induced by \(t_h\) (Lemma 6.2), we have \(\|(p_n, p_n)\|^2_{I_h} = \|p_n\|^2_{I_h} + \|p_n\|^2_{I_h}/4\). Finally, using Proposition 10.2 we obtain the estimate

\[
\|(\text{Id} + II S_h)^{-1}f\|_{I_h} \leq \sqrt{2}\|(u_n, u_0)\|_{I_h} \leq \sqrt{2}\|P_h(p_n, p_n)\|_{I_h}
\]

\[
\leq \frac{(\lambda_h^+)^2 + (2|a|/\lambda_h^-)^2}{2\alpha_h} \|f\|_{I_h}.
\]

**Remark 10.5**

Proposition 10.4 is instructive from the perspective of wave-number dependency. Indeed, there is no hidden constant in the estimate provided for \(\gamma_h\). Since this result holds under Assumptions 1.1, 1.2 and 5.1 only, Proposition 10.4 remains valid when the mesh width \(h\) and the wave number \(\kappa\) both vary simultaneously. In other words Proposition 10.4 seems useful for investigating Optimized Schwarz Methods in the high frequency regime.

In a situation where both \(h\) and \(\kappa\) vary, a deterioration of the lower bound for \(\gamma_h\) can only come from \(\alpha_h, |a|\) or \(\lambda_h^\pm\). The \((\kappa, h)\)-behavior of \(\lambda_h^\pm\) of course totally depends on the choice of impedance \(t_h(\cdot, \cdot)\) and nothing can be inferred without being more specific on this choice. Let us point that the choice of impedance
corresponding to \( t_h(p,p) = \|p\|_{p,h}^2 \) from Example 5.3 leads to \( \lambda_{h}^\pm = 1 \) which is clearly \((\kappa,h)\)-uniform. The bound \( \|a\| \) can be considered harmless regarding \((\kappa,h)\)-dependency (see Remark 7.1). Then only the \((\kappa,h)\)-behavior of \( \alpha_h \) remains to be analyzed. Understanding the behavior of this discrete inf-sup constant for large wave numbers is a non-trivial issue, beyond the scope of the present article, and this is the subject of active research at present, see \[28,35\].

Combining Proposition 10.4 with Lemma 8.4 or Theorem 9.2 obviously yields an estimate for the convergence rate of linear iterative solvers. In particular, when the impedance is chosen as equivalent to the scalar product associated to \( \| \cdot \|_{\rho,h} \), convergence is then uniform with respect to the discretization parameter. This motivates to introduce the following condition. We will systematically state explicitly when this condition is necessary (but it is not assumed to hold in general).

**Condition 10.6 \((h \mbox{-uniformly stable impedance})\)**

The impedance operator is such that
\[ \lambda_-^\pm := \liminf_{h \to 0} \lambda_{h}^- > 0 \quad \text{and} \quad \lambda_+^\pm := \limsup_{h \to 0} \lambda_{h}^+ < +\infty. \]

**Corollary 10.7**

Under Assumptions 1.1, 1.2 and 5.1 let \( p^{(\infty)} \in V_h(\Omega) \) refer to the unique solution to (27), consider the relaxation parameter \( r \in (0,1) \). Assume in addition that material characteristics (in particular \( \kappa \)) are fixed and that Condition 10.6 holds. Then \( 0 < \liminf_{h \to 0} \gamma_h \) and for any \( 0 < \gamma_* < \liminf_{h \to 0} \gamma_h \) there exists \( h_* > 0 \) such that the iterates \( p^{(n)} \) computed by means of (29) satisfy the estimate
\[ \frac{\|p^{(n)} - p^{(\infty)}\|_{t_h}}{\|p^{(0)} - p^{(\infty)}\|_{t_h}} \leq (1 - r(1 - r)\gamma_*^2)^{n/2} \quad \forall h \in (0,h_*), \forall n \geq 0. \] (35)

### 11 Fixed geometric partitions

In the present section, to obtain explicit results, we assume that Condition 2.1 holds, which corresponds to the situation of Figure 1a. This implies in particular that the number \( J \) of subdomains remains bounded. Besides, we shall also rely on a further condition regarding the impedance operator \( t_h \).

**Condition 11.1**

There exists a continuous positive definite sesquilinear form \( t(\cdot,\cdot) : H^{1/2}(\Sigma) \times H^{1/2}(\Sigma) \to \mathbb{C} \) independent of \( h \), and two constants \( c_\pm > 0 \) independent of \( h \), such that \( c_- \leq t_h(p,p) / t(p,p) \leq c_+ \) for all \( p \in V_h(\Sigma) \setminus \{0\} \) and all \( h > 0 \).

This condition simply means that the discrete impedance operator is equivalent to a continuous counterpart that is independent of the mesh. Després impedance (Example 5.2) and integral operator based impedances (Example 5.4) fulfill this condition. Under the additional condition of \( h \)-uniform shape regularity \[11\], the Schur complement based impedance (Example 5.5) also fulfills Condition 11.1.

**Lemma 11.2**

Assume that Assumptions 1.1, 1.2 and Conditions 2.1, 11.1 are satisfied. Then the inf-sup constant \( \beta_h \) defined in equation (26) is asymptotically \( h \)-uniformly bounded from below \( \beta_* = \liminf_{h \to 0} \beta_h > 0 \).
Proof:

We proceed by contradiction, assuming that there exist sequences \( h_n \rightarrow 0 \) and \( u_n \in \mathbb{V}_{h_n}(\Omega) \) satisfying \( \| u_n \|_{\mathbb{H}^1(\Omega)} = 1 \) and

\[
\lim_{n \rightarrow \infty} \sup_{v \in \mathbb{V}_{h_n}(\Omega) \setminus \{0\}} \left| a(u_n, v) - \lambda t_{h_n}(u_n, v) \right| = 0. \tag{36}
\]

Assumptions 1.1 imply that \( t_{h_n}(u_n, u_n) \leq 3 \| a(u_n, u_n) - \lambda t_{h_n}(u_n, u_n) \| \). Combining Condition 11.1 with (36) thus leads to \( t(u_n, u_n) \leq t_{h_n}(u_n, u_n)/c \rightarrow 0 \). Cauchy-Schwarz inequality applied with \( t(\cdot, \cdot) \) then shows

\[
\lim_{n \rightarrow \infty} t(u_n, v) = 0 \quad \forall v \in \mathbb{H}^1(\Omega). \tag{37}
\]

Next, extracting a subsequence if necessary, we may assume that \( u_n \) converges toward some \( u_{\infty} \in \mathbb{H}^1(\Omega) \) weakly in \( \mathbb{H}^1(\Omega) \) such that \( 0 = \lim_{n \rightarrow \infty} \| u_n - u_{\infty} \|_{L^2(\Omega)} \). According to (37) we obtain \( 0 = \lim_{n \rightarrow \infty} t(u_n, u_{\infty}) = t(u_{\infty}, u_{\infty}) \). Since \( t(\cdot, \cdot) \) is positive definite on \( \mathbb{H}^1(\Sigma) \), we conclude

\[
t(u_{\infty}, v) = 0 \quad \forall v \in \mathbb{H}^1(\Omega). \tag{38}
\]

Take any \( v \in \mathbb{H}^1(\Omega) \) and let \( v_n \in \mathbb{V}_{h_n}(\Omega) \) refer to its best approximation in the discrete variational space i.e. \( \| v - v_n \|_{\mathbb{H}^1(\Omega)} = \inf \{ \| v - w \|_{\mathbb{H}^1(\Omega)} ; \ w \in \mathbb{V}_{h_n}(\Omega) \} \). In particular we have \( \| v - v_n \|_{\mathbb{H}^1(\Omega)} \rightarrow 0 \). Applying Cauchy-Schwarz inequality with \( t_{h_n}(\cdot, \cdot) \) and using Condition 11.1 we obtain

\[
\| t_{h_n}(u_n, v_n) \|^2 \leq t_{h_n}(u_n, u_n) t_{h_n}(v_n, v_n) \leq c_{t h_n}(u_n, u_n) t(v_n, v_n) \rightarrow 0. \tag{39}
\]

Weak convergence of \( (u_n) \) together with (36), (38) and (39) implies \( a(u_n, v_n) - \lambda t_{h_n}(u_n, v_n) \rightarrow 0 = a(u_{\infty}, v) - \lambda t(u_{\infty}, v) \). Since \( v \) was chosen arbitrarily in \( \mathbb{H}^1(\Omega) \) we conclude that \( u_{\infty} = 0 \), which implies \( \lim_{n \rightarrow \infty} \| u_n \|_{L^2(\Omega)} = 0 \). We finally obtain \( \| u_n \|_{\mathbb{H}^1(\Omega)} \leq C \text{Re} \{ \{a(u_n, u_n)\} + C \text{Re} \{ \int_{\Omega} \kappa^2(x) |u_n|^2 \ dx \} \} + \kappa_{\infty} \| u_n \|_{L^2(\Omega)}^2 \) where \( C = \sup_{\Omega} |\mu^{-1}| < +\infty \) according to Assumption 1.1. Since \( \text{Re} \{ a(u_n, u_n) \} \rightarrow 0 \) according to (36) and \( \| u_n \|_{L^2(\Omega)} \rightarrow 0 \), we deduce that \( \| u_n \|_{\mathbb{H}^1(\Omega)} \rightarrow 0 \) which yields a contradiction. \( \square \)

From Lemma 11.2 and assuming in addition uniform boundedness of the impedance operator, we easily obtain \( h \)-uniform convergence for the Richardson algorithm [29].

Corollary 11.3 \((h\text{-uniform geometric convergence for Richardson})\)

Under Assumptions 1.1, 1.2, and 1.4, let \( (u^{(\infty)}, p^{(\infty)}) \) refer to the unique solution to (25), and suppose that the sequence \( (u^{(n)}, p^{(n)}) \) has been defined through (29). Assume in addition that material characteristics (in particular \( \kappa \)) are fixed; that Conditions 2.1, 10.6 and 11.4 are satisfied and recall the definition of \( \beta_* \) from Lemma 11.2. Then \( 0 < \lim \inf_{h \rightarrow 0} \gamma_h \) and for any \( 0 < \gamma_* < \lim \inf_{h \rightarrow 0} \gamma_h \) there exists \( h_* > 0 \) such that

\[
\frac{\| u^{(n)} - u^{(\infty)} \|_{\mathbb{H}^1(\Omega)}}{\| p^{(\infty)} - p^{(\infty)} \|_{L^2(\Omega)}} \leq \frac{\lambda^+}{\beta_*} (1 - r(1 - r)^2) \gamma_*^{n/2} \quad \forall h \in (0, h_*), \forall n \geq 0. \tag{40}
\]

Now let us examine how the estimates of the previous and current sections apply for the concrete choice of impedance considered in Section 5.
Example 11.4 (Després impedance) In the case of a fixed geometric partition (Condition 2.1) and fixed material characteristics, the Després impedance from Example 5.5 fits within the assumptions (in particular Condition 11.1) of Lemma 11.2. However, this choice of impedance violates Condition 10.6, hence the assumptions of both results that guarantee $h$-uniform convergence rate Corollary 10.7 and Corollary 11.3.

It is remarkable that our analysis provides nevertheless explicit upper bounds for the convergence factor that give insights on the deterioration of the rate of convergence when using this operator. Indeed, for this choice of impedance, we have $\lambda_h^{-} = \mathcal{O}(\sqrt{h})$ and $\limsup_{h \to 0} \lambda_h^{+} < +\infty$, so that $\gamma_h \geq c h$ for a constant $c > 0$ independent of $h$ according to Proposition 10.4. Hence, under the conditions of Theorem 9.2, Algorithm (29) with Després impedance satisfies the following convergence estimate

$$
\| p^{(n)} - p^{(\infty)} \|_{t_h} \leq (1 - c^2 r (1 - r) h^2)^{n/2},
$$

and a similar estimate holds for $\| u^{(n)} - u^{(\infty)} \|_{H^1(\Omega)}$, see Corollary 9.3. Therefore, although convergence does hold with Després transmission condition, our theory suggests a deterioration in the convergence rate for $h \to 0$. The convergence factor upper bound $\tau := (1 - c^2 r (1 - r) h^2)^{1/2}$ behaves asymptotically like $1 - \mathcal{O}(h^2)$ as $h$ goes to 0. It shall be noticed that convergence factors with such asymptotic behavior necessarily induce a quadratic growth of the number of iterations required to obtain convergence to a fixed tolerance. If we cannot say anything on the sharpness of the upper bound estimate, this type of deterioration is somehow visible on our numerical examples (which were however not obtained under Condition 2.1), for instance in Figure 5a.

Example 11.5 (Second order differential operator) In the case of a fixed geometric partition (Condition 2.1) and fixed material characteristics, impedance condition of second order (17) from Example 5.3 violates both Conditions 10.6 and 11.1, hence the assumptions of both results that guarantee $h$-uniform convergence rate Corollary 10.7 and Corollary 11.3.

Again, our analysis provides insights on the deterioration of the rate of convergence when using this operator. In this case we have $\liminf_{h \to 0} \lambda_h^{-} > 0$ and $\limsup_{h \to 0} \lambda_h^{+} = \mathcal{O}(1/\sqrt{h})$ so that, as in the previous example, $\gamma_h \geq c h$ for a constant $c > 0$ independent of $h$, and (41) holds. Unlike the preceding example though, we cannot prove $h$-uniform discrete local inf-sup stability i.e. $\beta_h > 0$ as given by Lemma 11.2 hence, in contrast with $\|p^{(n)} - p^{(\infty)}\|_{t_h}$, one cannot claim that $\| u^{(n)} - u^{(\infty)} \|_{H^1(\Omega)}$ satisfies an estimate similar to (41). Yet, again in this case, the convergence factor upper bound behaves asymptotically like $1 - \mathcal{O}(h^2)$ as $h$ goes to 0, which would induce a quadratic growth of the number of iterations required to obtain convergence to a fixed tolerance if this upper bound was describing the actual convergence rate. Once again we observe a deterioration in our numerical tests indicating that the actual convergence rate behaves similarly to the upper bound with respect to the mesh width $h$, for instance in Figure 5a.

Example 11.6 (Integral operator based impedance) In the case of a fixed geometric partition (Condition 2.1) and fixed material characteristics, the impedance
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Based on the hypersingular integral operator \(18\) from Example 5.4, satisfies both Conditions 10.6 and 11.1 in contrast with the two previous examples. Indeed, in this case, we have \(0 < \liminf_{h \to 0} \lambda_h^- \) and \(\limsup_{h \to 0} \lambda_h^+ < +\infty\) so that \(\gamma_* = \liminf_{h \to 0} \gamma_h > 0\) and we have the \(h\)-uniform convergence estimate \(35\) of Corollary 10.7. Besides, the assumptions of Lemma 11.2 are satisfied, which yields uniform discrete local inf-sup stability and the convergence estimate \(40\) holds for \(\|u^{(n)} - u^{(\infty)}\|_{H^1(\Omega)}\) according to Corollary 11.3. Our numerical results do confirm the \(h\)-uniform stability of the convergence rate.

Example 11.7 (Schur complement based impedance) In the case of a fixed geometric partition (Condition 2.1) and fixed material characteristics, the Schur complement based impedance \(19\) of Example 5.5 satisfies Condition 10.6 since in this case we have \(\lambda_h^\pm = 1\). Therefore \(\gamma_* = \liminf_{h \to 0} \gamma_h > 0\) and the \(h\)-uniform convergence estimate \(35\) of Corollary 10.7 holds. According to Lemma 11.2 under the additional condition of \(h\)-uniform shape regularity \(11\), this operator complies with Condition 11.1 and therefore fits the assumptions of Lemma 11.2. This allows to conclude that the convergence estimate \(40\) also holds for \(\|u^{(n)} - u^{(\infty)}\|_{H^1(\Omega)}\) according to Corollary 11.3. This is confirmed in our numerical experiments of Section 14. In fact it is remarkable that the best results are systematically associated to this choice of impedance.

12 The case of no cross-point

The case where the subdomain partition \(5\) does not involve any cross-point is an important particular case, so we dedicate the present section to study this situation. The exchange operator \(\Pi\) becomes substantially simpler in this case. By "absence of cross-point" we mean:

\[
\begin{align*}
\Gamma_h^j \cap \Gamma_h^k \cap \Gamma_h^p &= \emptyset \\
\Gamma_h^j \cap \Gamma_h^k \cap \partial \Omega &= \emptyset
\end{align*}
\]

for \(j \neq k, k \neq p, p \neq j\). \(42\)

We stress that this "no cross-point" assumption enforces two conditions: three subdomains cannot be adjacent at any point and two subdomains cannot meet at the physical boundary \(\partial \Omega\) of the computational domain. Examples of such geometric configurations are given in Figure 2 below.

We wish to study this situation, so we assume all through this section that \(42\) holds. Then, each interface is a closed manifold. In this case, we can introduce an operator \(X : \mathcal{V}_h(\Sigma) \to \mathcal{V}_h(\Sigma)\) consisting in swapping the traces from both sides of each interface

\[
\begin{align*}
v &= X(w) \iff \\
v_j &= w_k &\text{on } \Gamma_h^j \cap \Gamma_h^k &\quad j \neq k, \\
v_j &= w_j &\text{on } \Gamma_h^j \cap \partial \Omega
\end{align*}
\]

where \(v = (v_1, \ldots, v_J), w = (w_1, \ldots, w_J)\). This operator is widely spread in domain decomposition literature. It is in particular at the core of the Optimized Schwarz Methods (OSM), see \[12\ Formula (42)\]. The next lemma (simple proof left to the reader) points a few elementary properties for this operator.
Lemma 12.1
If (42) holds then the operator $X$ defined by (43) maps continuously $V_h(\Sigma)$ into $V_h(\Sigma)$. Besides $X^2 = \text{Id}$ and $(\text{Id} + X)/2 : V_h(\Sigma) \rightarrow V_h(\Sigma)$ is a projector onto the single-trace space $V_h(\Sigma)$.

There are striking similarities shared by both $\Pi$ and $X$, see the definition of $\Pi$ given by Lemma 6.2. Both operators coincide, if and only if $(\text{Id} + X)/2$ is orthogonal for the scalar product $t_h(\cdot, \cdot)$, hence if and only if $(\text{Id} + X)/2$ is self-adjoint for the scalar product $t_h(\cdot, \cdot)$ which writes equivalently

$$t_h(X(v), w) = t_h(v, X(w)) \quad \forall v, w \in V_h(\Sigma).$$

(44)

This condition is satisfied only under certain conditions on the impedance $t_h(\cdot, \cdot)$. The next result provides sufficient conditions for this: roughly speaking, the impedance operator should be “symmetric” with respect to all interfaces (except the physical boundary).

Proposition 12.2
Assume that the impedance $t_h$ is diagonal (cf Definition 5.6) and Condition (42) holds. Set $I := \{(j, k) \in \{1, \ldots, J\}^2 : j < k \text{ and } \Gamma^h_j \cap \Gamma^h_k \neq \emptyset\}$ and $I^h_0 := \partial \Omega$. Then $X = \Pi$ if there exist scalar products $t_h^{i,k} : V_h(\Gamma^h_j \cap \Gamma^h_k) \times V_h(\Gamma^h_j \cap \Gamma^h_k) \rightarrow \mathbb{C}$ such that

$$t_h(v, w) = \sum_{k \in \{1, \ldots, J\}} t_h^{0,k}(v_k, w_k) + \sum_{(j, k) \in I} [t_h^{j,k}(v_j, w_j) + t_h^{j,k}(v_k, w_j)]$$

$\forall v = (v_1, \ldots, v_J), w = (w_1, \ldots, w_J) \in V_h(\Sigma)$.

Proof:
From (43), for $v = (v_1, \ldots, v_J)$ and $w = (w_1, \ldots, w_J)$ in $V_h(\Sigma)$, we obtain the expression

$$t_h(X(v), w) = \sum_{k \in \{1, \ldots, J\}} t_h^{0,k}(v_k, w_k) + \sum_{(j, k) \in I} [t_h^{j,k}(v_j, w_k) + t_h^{j,k}(v_k, w_j)].$$

This proves (44) which, as previously discussed, shows that $\Pi = X$.

\hfill $\square$

The previous result states that, when there is no cross-point and the impedance does not couple disjoint interfaces (which is actually a natural choice of impedance), then $\Pi = X$. In this situation, Algorithm (29) appears to be a classical Optimized Schwarz Method: this is exactly the algorithm appearing for example in [16, §3.3], [14], [23, §5] or [32, chap.6].
This shows that (29) is a true generalization of OSM for the case where the subdomain partition contains cross-points.

Remark 12.3 From the results of the present section, we deduce in particular that in the case of no cross-point and an impedance chosen according to Example 5.3, our method coincides with the original Després algorithm introduced in [16]. The theory from Section 9 and 10 then yields an estimate for the convergence rate of this algorithm, see (41). To our knowledge, estimates of the convergence rate of Després algorithm had never been established in such a general setting.

13 Matrix form of the algorithm

Coming back to the general situation where the subdomain partition may admit cross-points, in this section we will describe in more concrete terms the implementation of the iterative scheme (29), writing all equations in matrix form. This will help gaining a real insight on the implementation details underlying the solution strategy we propose.

First of all, we set a few matrix notations. We assume that the classical shape functions of $P_k$-Lagrange finite elements are used, and we consider a numbering of the associated degrees of freedom in each subdomain and on each boundary: for $\mathcal{T} = \mathcal{T}_j$ or $\mathcal{T} = \mathcal{Y}_j$ for some $j = 1, \ldots, J$ we define

$$N(\mathcal{T}) := \dim V_h(\mathcal{T})$$

and

$$V_h(\mathcal{T}) = \text{span}_{k=1}^{N_{\mathcal{T}}} \{ \phi^{\mathcal{T}}_k \}.$$

Here the $\phi^{\mathcal{T}}_k$'s refer to the usual $P_k$-Lagrange shape functions associated to the triangulation in $\mathcal{T}$. We assume that each shape function on $\mathcal{Y}_j$ is obtained by taking the trace of some shape function on $\mathcal{T}_j$. We also introduce local stiffness matrices $A_j$ with size $N(\mathcal{T}_j) \times N(\mathcal{T}_j)$, local impedance matrices $T_j$ with size $N(\mathcal{T}_j) \times N(\mathcal{T}_j)$, and local trace matrices $B_j$ with size $N(\mathcal{Y}_j) \times N(\mathcal{T}_j)$. The entries of these matrices are defined by

$$(A_j)_{k,l} := a_{\mathcal{T}_j}(\phi^{\mathcal{T}_j}_l, \phi^{\mathcal{T}_j}_k),$$

$$(T_j)_{k,l} := t_jh(\phi^{\mathcal{T}_j}_l, \phi^{\mathcal{T}_j}_k),$$

and

$$\begin{cases} (B_j)_{k,l} := 1 & \text{if } \phi^{\mathcal{T}_j}_k = \phi^{\mathcal{T}_j}_l \mid_{\mathcal{Y}_j}, \\ (B_j)_{k,l} := 0 & \text{otherwise.} \end{cases}$$

Finally we also set

$$N(\Sigma) := \dim V_h(\Sigma).$$

For each degree of freedom $k = 1, \ldots, N(\Sigma)$, set $s(k,j) = 0$ if $k$ does not belong to $\mathcal{T}_j$, and let $s(k,j)$ refer to the number of this degree of freedom local to $\mathcal{T}_j$ otherwise. The assumptions of conformity that we formulated on the triangulation (see Section 1 and 2) guarantee that we can find a basis of shape functions such that $V_h(\Sigma) = \text{span}_{k=1}^{N_{\mathcal{Y}}} \{ \phi^{\Sigma}_k \}$ where

$$\phi^{\Sigma}_k = (\phi^{\mathcal{T}_1}, \ldots, \phi^{\mathcal{T}_J}),$$

setting $\phi^{\mathcal{T}_j}_0 \equiv 0 \forall j$. 

To keep track of this, we introduce boolean matrices $Q_j$ of size $N(\Gamma_j^h) \times N(\Sigma)$ defined by $(Q_j)_{k,l} = 1$ if $k = s(l,j)$, and $(Q_j)_{k,l} = 0$ otherwise. These matrices can be used to assemble $T_\Sigma$ the Galerkin matrix of the impedance $t_h(\cdot, \cdot)$ restricted to $V_h(\Sigma)$. It is of size $N(\Sigma) \times N(\Sigma)$ and admits the expression

$$
(T_\Sigma)_{k,l} := t_h(\varphi_k^\Sigma, \varphi_l^\Sigma)
$$

$T_\Sigma = Q_1^* T_1 Q_1 + \cdots + Q_J^* T_J Q_J$.

Finally we also need to introduce local contributions of the right-hand side represented by vectors $f_j$ of size $N(\Omega_h^j)$ defined by $(f_j)_k := \ell_{\Omega_h^j}(\varphi_k)$). After assembly of the matrices introduced above, and a proper choice of the relaxation parameter $r$ and maximum number of iterations $n_{max}$, the iterative scheme (29) takes the form of Algorithm (1) below. The whole algorithm is then parallel except for the step appearing in Line 10 which ensures coupling between subdomains (see also Remark 6.3).

**Algorithm 1**

1: for $j = 1, \ldots, J$ do
   \hspace{1cm} $\triangleright$ Initialisation
2: \hspace{1cm} $p_j = 0$ \hspace{1cm} $\triangleright$ size: $N(\Gamma_j^h)$
3: \hspace{1cm} $u_j = (A_j - iB_j^* T_j B_j)^{-1} f_j$ \hspace{1cm} $\triangleright$ Local solve (size: $N(\Omega_h^j)$)
4: end for
5: for $n = 1, \ldots, n_{max}$ do
6: \hspace{1cm} $g = 0$ \hspace{1cm} $\triangleright$ size: $N(\Sigma)$
7: \hspace{1cm} for $j = 1, \ldots, J$ do
8: \hspace{2cm} $g = g + Q_j^* T_j(p_j + 2iB_j u_j)$ \hspace{1cm} $\triangleright$ Local scattering
9: \hspace{1cm} end for
10: \hspace{1cm} $v = T_\Sigma^{-1} g$ \hspace{1cm} $\triangleright$ Global exchange
11: \hspace{1cm} for $j = 1, \ldots, J$ do
12: \hspace{2cm} $p_j = p_j + 2r(iB_j u_j - Q_j v)$
13: \hspace{2cm} $u_j = (A_j - iB_j^* T_j B_j)^{-1}(B_j^* T_j p_j + f_j)$ \hspace{1cm} $\triangleright$ Local solve (size: $N(\Omega_h^j)$)
14: \hspace{1cm} end for
15: end for

While the theoretical analysis of the Richardson algorithm (29) allows to get some deep insight on the efficiency of the method, such an algorithm is rarely used in practice. Krylov methods are the preferred choice in real-life applications, in particular one will typically resort to the GMRes algorithm in our non-symmetric case. Importantly, ($h$-uniform) geometric convergence of the Richardson algorithm guarantees ($h$-uniform) geometric convergence of its GMRes counter-part, even the restarted version.

Although other choices are possible, we solve iteratively using GMRes the linear system given by (27) which features a multi-trace as unknown. To define the algorithm, it suffices to provide a definition for a right-hand-side and a matrix-vector product routine. The right-hand-side is a $J$-tuple $(b_1, \ldots, b_J)$ and can be computed (offline) according to Algorithm (2). The matrix-vector product procedure, which takes as input a $J$-tuple $(p_1, \ldots, p_J)$ and outputs a $J$-tuple $(q_1, \ldots, q_J)$, is given in Algorithm (3). Notice again here that apart from the computation in Line
7 of Algorithm 3, which ensures coupling between subdomains, all operations are local to the subdomains (see also Remark 6.3).

Algorithm 2

1: \( g = 0 \) \hspace{1cm} \triangleright \text{size}: N(\Sigma)
2: for \( j = 1, \ldots, J \) do
3: \( u_j = (A_j - iB_j^* T_j B_j)^{-1} f_j \) \hspace{1cm} \triangleright \text{Local solve (size: } N(\Omega_j^h)\text{)}
4: \( b_j = 2iB_j u_j \)
5: \( g = g + 2iQ_j^T T_j B_j u_j \) \hspace{1cm} \triangleright \text{size: } N(\Gamma_j^h)
6: end for
7: \( v = T^{-1}_\Sigma g \) \hspace{1cm} \triangleright \text{Global exchange}
8: for \( j = 1, \ldots, J \) do
9: \( b_j = b_j - 2Q_j v \)
10: end for

Algorithm 3

1: \( g = 0 \) \hspace{1cm} \triangleright \text{size}: N(\Sigma)
2: for \( j = 1, \ldots, J \) do
3: \( u_j = (A_j - iB_j^* T_j B_j)^{-1} (B_j^* T_j p_j) \) \hspace{1cm} \triangleright \text{Local solve (size: } N(\Omega_j^h)\text{)}
4: \( q_j = -2iB_j u_j \) \hspace{1cm} \triangleright \text{size: } N(\Gamma_j^h)
5: \( g = g + Q_j^T T_j (p_j + 2iB_j u_j) \) \hspace{1cm} \triangleright \text{Local scattering}
6: end for
7: \( v = T^{-1}_\Sigma g \) \hspace{1cm} \triangleright \text{Global exchange}
8: for \( j = 1, \ldots, J \) do
9: \( q_j = q_j + 2Q_j v \)
10: end for

14 Numerics

In this section, we report on a series of numerical results illustrating the theory of the previous sections. We emphasize that this section does not aim at evaluating the numerical performance of our method; this would require fine computational optimization for the evaluation of the exchange operator \( \Pi \), which is beyond the scope of the present contribution. Discussing the computational cost induced by the exchange operator will be the subject of another forthcoming article. Our goal here is simply to exhibit numerical confirmation of our theory.

In all numerical experiments given below, we solve the model Problem (1) in a domain \( \Omega \) which is either a disk in 2D or a ball in 3D. Unless stated otherwise, we consider \( \mu \equiv 1 \) and the wave number \( \kappa \) is uniform in the domain. The source terms are taken to be \( f \equiv 0 \) and \( g = (\mu \partial_n - i\kappa) u_{\text{inc}} \) where \( u_{\text{inc}}(x) = \exp(i\kappa d \cdot x) \) with \( d \) the unit vector in the \( x \) direction.

We provide numerical results obtained for the Richardson algorithm as well as results obtained with a restarted GMRes algorithm. In all our numerical experiments, the relaxation parameter of the Richardson algorithm is \( r = 0.5 \) and GMRes is restarted every 20 iterations. We provide various tables reporting the
number of iterations required to achieve a tolerance of $10^{-8}$ for the relative error defined at the iteration $n$ as

$$(\text{relative error})^2 = \frac{\sum_{j=1}^{J} \| u^{(n)} - u^{(\infty)} \|^2_{H^1(\Omega_j)}}{\sum_{j=1}^{J} \| u^{(0)} - u^{(\infty)} \|^2_{H^1(\Omega_j)}},$$

where $u^{(n)}$ is the volume solution at iteration $n$, $u^{(0)}$ is the initial volume solution (taken to be zero in practice) and $u^{(\infty)}$ is the exact discrete volume solution of the full (undecomposed) problem. The choice of this volume (energy) norm has the important benefit of being independent of the choice of impedance or mesh partition. Finally, we stress that the criterion for reaching convergence does not rely on the residual of the linear system that is solved. In all test runs that were performed, the convergence was stopped if a maximum number of $10^5$ iterations was not enough to reach the set tolerance.

The impedance operators tested are: the Després impedance operator of Example 5.2, denoted by $M$ with parameter $\kappa_R = \kappa$; the second order impedance operator of Example 5.3, denoted by $K$ with parameters $a = \frac{1}{2} \kappa$ and $b = \kappa$; the (hypersingular) boundary integral operator given in Example 5.4, denoted by $W$ with parameters $a = \kappa^2$ and $\delta = \frac{1}{\kappa}$; and the Schur complement based operator of Example 5.5, denoted by $\Lambda$.

![Fig. 3: Examples of mesh partitions.](image)

14.1 Influence of typical mesh size

We present a first test case consisting of a disk of radius $R = 1$ split roughly (using a mesh partitioner) in four quarters, see Figure 3a. The interest of this test case

---

2 https://github.com/xclaey/BemTool
is the presence of pure interior cross-points where three domains share a common vertex. The full convergence history of the relative $H^1$ error (45) for the Richardson and GMRes algorithms are provided for this test case in Figure 4 as an illustrative example of typical convergence.

We report the number of iterations to reach convergence with respect to mesh refinement in Figure 5 for the Richardson and GMRes algorithms. The refinement of the mesh is indicated by the number of points per wavelength $N_\lambda = 2\pi/(\kappa h)$ which is inversely proportional to the typical mesh size $h$.

In Figure 5b we also report the number of GMRes iterations that are required to achieve the same error to solve the full (undecomposed) linear system (line plot labeled ‘No DDM’). We see that this iteration count has a growth which is approximately quadratic with respect to $N_\lambda$, illustrating the deterioration of the matrix conditioning as the mesh is refined.

![Figure 4: An example of convergence history. Fixed parameters $\kappa = 5$, $J = 4$, $N_\lambda = 2\pi/(\kappa h) = 40$, 2D, disk of radius $R = 1.$](image)

For the local operators $M$ and $K$ the convergence is not uniform with respect to mesh refinement and a large number of iterations is required to reach the set tolerance. The growth of the iteration count appears to be quasi quadratic with respect to $N_\lambda$ for the Richardson algorithm and quasi-linear for the GMRes algorithm. This agrees with the comments on the analytical estimates from Example 11.4 and Example 11.5 which therefore seem sharp. For small mesh size the convergence may not even be reached within $10^5$ iterations. In contrast, the non-local operators $W$ and $\Lambda$ exhibit uniform convergence in all cases, with a very moderate number of iterations required to reach the set tolerance. This is also in agreement with the comments on the analytical estimates from Example 11.6 and Example 11.7.

We also provide some numerical results obtained in 3D. The domain $\Omega$ is now a ball of radius $R = 1$ partitioned into eight subdomains, which generate interior cross-point curves where three domains share common edges. Figure 6 reports the iteration count with respect to mesh refinement. Again in this case, we clearly
identify the non-uniformity of the convergence for the local operators M and K while the non-local operators W and Λ exhibit $h$-uniform convergence.

Fig. 5: Number of iterations with respect to the number of mesh points per wavelength $N_\lambda = 2\pi/(\kappa h)$. Fixed parameters $\kappa = 1$, $J = 4$, 2D, disk of radius $R = 1$.

For the two-dimensional case, we now report the dependency of the iteration count with respect to the wave number $\kappa$, see Figure 7. To avoid pollution induced by phase error, the mesh width varies so as to maintain the relation $h^2 \kappa^3 = (2\pi/20)^2$ i.e. $N_\lambda = 20$ points per wavelength at wave number $\kappa = 1$.

14.2 Influence of the wave number

Fig. 6: Number of iterations with respect to the number of mesh points per wavelength $N_\lambda = 2\pi/(\kappa h)$. Fixed parameters $\kappa = 1$, $J = 8$, 3D, sphere of radius $R = 1$. 
As the wave number $\kappa$ increases, the discrete (as well as the continuous) problem becomes more difficult to solve. This is indicated again by the increase in the iteration count of the GMRes algorithm for the undecomposed problem (line plot labeled ‘No DDM’ in Figure 7b). On the other hand, for all the impedance operators under study, we notice a sub-linear growth of the number of iteration with respect to $\kappa$. The growth of iteration count is especially moderate for non-local impedances. Surprisingly, with W as impedance, the iteration count seems stable for Richardson’s algorithm but not for GMRes. We have no explanation for this fact.

Fig. 7: Number of iterations with respect to the wave number $\kappa$. Fixed parameters $J = 4$, $h^{2}K^{3} = (2\pi/20)^{2}$, 2D, disk of radius $R = 1$.

14.3 Influence of the number of subdomains

We finally study the dependency of the method with respect to the number of subdomains $J$ of the mesh partition.

In the first set of results, we study the influence of the number of subdomains $J$ on the iteration count for a problem with fixed size. Figure 8 reports the iteration count with respect to $J$ varying from 2 to 1024 subdomains for a 2D configuration only. One can notice a sub-linear increase in the number of iterations to get to a converged solution. Notice that in this case the undecomposed linear system is kept the same. Hence, the fact that the discrete problem gets harder is a pure artificial effect of the DDM. Interestingly, we see that the number of iterations levels out for the coercive DtN operator, in a regime where the size of the sub-problems gets really small compared to the wavelength of the problem.

In the second set of results, the domain $\Omega$ increases in size as the number of subdomains $J$ grows so as to keep a fixed number of degrees of freedom per subdomain. Figure 9 reports the iteration count with respect to $J$ for the 2D
Fig. 8: Number of iterations with respect to the number of subdomains $J$ for a fixed size problem. Fixed parameters $\kappa = 2$, $N_\lambda = 100$, 2D, disk of radius $R = 4$. GMRes algorithm.

and 3D cases. The size of the domain is chosen to grow like $J^{1/d}$ where $d$ is the dimension of ambient space, so as to keep a fixed size (in terms of DOFs) for the local subdomains. In 2D the domain is a disk of radius increasing from $R = 1$ to $R = 16$, and in 3D the domain is a sphere of radius increasing from $R = 1$ to $R = 3.7$. The growth of the number of iteration to reach the set tolerance also appears to scale like $J^{1/d}$.

Fig. 9: Number of iterations with respect to the number of subdomains $J$ for a domain size growing like $J^{1/d}$. Disk (left) and sphere (right) of increasing radius. GMRes algorithm.
14.4 Heterogeneous medium

We close the numerical experiment section with results in heterogeneous medium in 2D. The domain of propagation $\Omega$ is still a disk of radius $R = 1$, but this time with a circular inclusion of a different medium in the region with radius $R \leq 0.5$. The coefficient $\mu$ is still equal to 1 outside the inclusion and takes the value $\mu = 1 + \mu_r$ inside, with $\mu_r$ varying from 0 (homogeneous medium) to 4. Figure 10 reports the iteration counts for the GMRes algorithm as the medium varies. The partition is composed of 10 subdomains so that some interfaces are cut by the discontinuity in the medium. One can observe that the number of iterations to get to convergence increases greatly for the undecomposed problem (line plot labeled ‘No DDM’). This is due to the appearance in the solution of "quasi-modes" of the inclusion with large amplitude. For an illustration of this effect, the modulus of the total field is represented in Figure 11 for the value $\mu_r = 4$. On the other hand, the DD algorithm performs well, with a number of iterations only mildly growing.

![Figure 10: Number of iterations with respect to increasing contrast in $\mu$. Fixed parameters $\kappa = 10$, $J = 10$, $N_\lambda = 50$, 2D, disk of radius $R = 1$. GMRes algorithm.](image)
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