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Abstract: Inspired by blockchains, we introduce a dynamically growing model of rooted Directed Acyclic Graphs (DAGs) referred to as the \textit{asynchronous composition model}, subject to i.i.d. random delays $(\xi_t)_t$ with finite mean. The new vertex at time $t$ is connected to vertices chosen from the graph $G_{t-\xi_t}$ according to a \textit{construction function} $f$ and the graph is updated by taking union with the graph $G_{t-1}$. This process corresponds to adding new blocks in a blockchain, where the delays arise due to network communication. The main question of interest is the end structure of the \textit{asynchronous limit} of the graph sequence as time increases to infinity.

We consider the following construction functions of interest, a) \textit{Nakamoto construction} $f_{\text{Nak}}$, in which a vertex is uniformly selected from those furthest from the root, resulting in a tree, and b) mixture of construction functions $(f_k)_{1 \leq k < \infty}$, where in $f_k$ a random set of $k$ leaves (all if there are less than $k$ in total) is chosen without replacement.

The main idea behind the analysis is decoupling the time-delay process from the DAG process and constructing an appropriate regenerative structure in the time-delay process giving rise to Markovian behavior for a functional of the DAG process. We establish that the asynchronous limits for $f_{\text{Nak}}, (f_k)_{k \geq 2}$, and any non-trivial mixture $f$ are one-ended, while the asynchronous limit for $f_1$ has infinitely many ends, almost surely. We also study fundamental growth properties of the longest path for the sequence of graphs for $f_{\text{Nak}}$. In addition, we prove a phase transition on the (time and sample-path dependent) probability of choosing $f_1$ such that the asynchronous limit either has one or infinitely many ends. Finally, we show that the construction $f_\infty$ is an appropriate limit of the $(f_k)_k$.
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1. Introduction

In this article, we introduce a novel model for dynamically growing directed graphs, hereafter referred to as the asynchronous composition model. Mainly inspired by blockchains, this model may also be of independent interest as a time-indexed random graph process outside the blockchain context. We also use an integer-valued asynchronous recursion to analyze the growth rate of one such asynchronous composition related to the Bitcoin system; this corresponds to asynchronous composition in a more general setting outside of random graph growth processes. The class of asynchronous recursions introduced in this paper is a new class of max-type distributional recursions whose analysis does not follow the techniques in the survey paper [2]. The analysis of asynchronous recursions may also be of independent interest.

Let $B_\ast$ denote the space of all rooted, finite, and connected directly acyclic graphs (or DAGs) with each vertex marked with a non-negative integer. Let $\xi := (\xi_t)_{t \geq 1}$ be a sequence of non-negative integers. We interpret $\xi$ as the time delay process: the value of $\xi_t \geq 1$ is the delay seen by the process at time $t$, including the passage of a single time step. We proceed by composing the function $f$, but with asynchrony arising from the delay dynamics. Here, we use the word asynchronous to mean that the sequence of delays $\xi$ is not identically the constant one; otherwise, we use the word synchronous. This terminology is based on the broader area of distributed systems and explains the model’s name. Let $\theta := (\theta_t)_{t \geq 1}$ be a sequence of real numbers in $[0, 1]$; this sequence drives the graph dynamics at any given time step. We assume that the sequence $\xi$ are i.i.d. $\mathbb{N}$-valued random variables and $\theta$ are i.i.d. $U(0, 1)$ random variables independent of $\xi$. Thus, our process is driven by two sources of randomness: the sequence $\xi$ drives the delay, and the sequence $\theta$ provides a source of edge-randomness for each time step. We now formally define the model.

**Definition 1.1 (Asynchronous Composition Model).** The asynchronous composition model (ACM) with construction function $f$ evolves in discrete time as follows:

- At time $t = 0$, we are given a finite DAG, $G_0 = (V_0, E_0) \in B_\ast$, such that all vertices in $G_0$ are marked 0.
- At each time $t \geq 1$, the DAG $G_t := (V_t, E_t)$ is determined as follows:
  
  $$V_t = V_{t-1} \cup \{t\}, \quad E_t = E_{t-1} \cup \{(t, v) \mid v \in f(G_{(t-\xi_t)+}, \theta_t)\},$$
  
  where $f : (G, u) \mapsto 2^{V(G)}$ is given and $x_+ := \max\{x, 0\}$. For simplicity of notation, we write
  
  $$G_t := G_t(f) = G_{t-1} \cup f(G_{(t-\xi_t)+}, \theta_t) \text{ for } t \geq 1.$$  \hspace{1cm} (1.1)
  
  - All vertices are marked by the time at which they are created. We refer to the vertex of mark $\delta t \geq 1$ as the $i$-th vertex or as vertex $i$.

Throughout this paper, we say the vertex at time $t$ connects to each vertex given by the function $f(G_{(t-\xi_t)+}, \theta_t)$.

Intuitively, the function $f$ in Definition 1.1 provides a random set of vertices to which the new vertex will connect. Any such function $f$ can be considered as a construction function for a blockchain system, which determines how a new block is attached to a blockchain. In
this article, we will consider \( f \) such that \( f(G, \cdot) \) is a random subset of the leaf set, i.e., set of vertices with in-degree zero. In Section 1.2, we discuss the relevance of this model to blockchain systems in detail.

In the blockchain context, we discuss the importance of one-endedness in the temporal limit of \( G_t \), both with and without delays. This problem corresponds to determining which construction functions \( f \) are such that the temporal limit of \( G_t \) is one-ended in both synchronous and asynchronous operations. The definition of a graph limit is made precise in Section 2.3. Our primary focus is a class of construction functions based on the Iota [21] protocol; this is one of the more widely used protocols for which one-endedness has not yet been established. The Iota protocol uses a construction function that behaves as follows: given a DAG \( G \), a pair of vertices is chosen through some (unspecified in [21]) measure. The new vertex connects to both vertices in this pair. In this paper, we assume that this measure is uniform for simplicity. The uniformity assumption is also made in King’s analysis of the Iota protocol [19].

For the rest of this paper, we assume that \( E \xi < \infty \); more specifically, for technical reasons our proofs require the assumption that \( E \xi^{1+\delta} < \infty \) for some \( \delta > 0 \). When \( E \xi = \infty \), using the fact that \( E \xi = \sum_{t \geq 1} P(\xi \geq t) \), one can easily see that the degree of the root vertex diverges to infinity almost surely; hence the limiting graph will not be locally finite. Thus the limits considered in this paper do not exist when \( E \xi = \infty \). Moreover, it will be clear that this situation is undesirable in the blockchain context. Even in the \( E \xi < \infty \) case, the two cases \( P(\xi = 1) > 0 \) and \( P(\xi = 1) = 0 \) behave differently. We discuss this further in Section 1.1.

Also, not every function with a one-ended synchronous limit has a one-ended asynchronous limit; this presents a fundamental challenge to the analysis.

Assume that \( f_{Nak} \) is the Nakamoto construction function, where a vertex is chosen uniformly from those at the maximum hop distance from the root. For \( k \geq 1 \), we denote by \( f_k \) the construction function, which chooses a set of \( k \) leaves uniformly at random from the set of \( k \)-tuples of leaves. If less than \( k \) leaves for \( k \geq 2 \), we chose all leaves in the graph. The function \( f_\infty \) is such that all leaves are chosen in the graph. Our main results are summarized as follows. Detailed statements are given in Section 2.5.

- **Theorem 2.15** – For the Nakamoto construction function \( f_{Nak} \), we prove a closed-form expression for the growth rate of the longest path to the root in \( G_t \). This expression corresponds precisely to the fraction of confirmed vertices in the asynchronous limit. This expression for the growth rate is a universal upper bound on the growth rate of the same quantity for any construction function.

- **Theorem 2.17 and 2.18** – The synchronous limit of \( f_1 \) has as many ends as leaves in \( G_0 \). We show that the asynchronous limit of \( f_1 \) has infinitely many ends almost surely, even starting from a single vertex at time zero. In particular, the number of leaves in \( G_t(f_1) \) grows as \( \Theta(\sqrt{t}) \). However, for any mixture \( f \) of the \((f_k)_k\) such that \( P(f = f_1) < 1 \), we show that both the synchronous and asynchronous limits of \( G_t(f) \) are almost surely one-ended. See figure 1 below for two simulated graphs with \( f = f_1 \) and \( f = f_2 \), respectively.

- **Theorem 2.19** – Finally, we consider the time-varying construction functions \((f_t)_t\), which is a mixture of the \((f_k)_k\) for every \( t \). We identify (up to order) the state-based threshold for \( P(f_t = f_1) \) above which the asynchronous limit is one-ended. We also prove that the graph process related to the function \( f_\infty \) is an appropriate limit of the processes related to the \((f_k)_k\), as expected.
The crucial step in our analysis is decoupling the delay dynamics and the graph dynamics built on top. We define the notion of time-delay graph in Section 1.1 below. Moreover, recurrence of specific local graph structure will imply one-endedness.

When \( P(\xi = 1) > 0 \), it suffices to know the number of leaves at the regeneration times. Indeed it will be shown in Lemma 2.12 that if there are infinitely many regeneration times where the new vertex connects to a unique single leaf, the limit graph is one-ended. When \( P(\xi = 1) \geq 0 \), we use a more complicated state space at the regeneration intervals of length \( r := \min\{k \geq 1 \mid P(\xi = k) > 0\} \), which reduces to the previous state space when \( P(\xi = 1) > 0 \). We consider a specific finite graph structure over a sequence of consecutive regeneration intervals, which implies that all initially present leaves are confirmed. This structure can easily be seen when \( \xi = r \) a.s. This regenerative DAG structure, for \( r = 3 \), is shown pictorially in Figure 2. This state-space is explicitly described in Section 6.4.2.

1.1. Time-Delay Graph

Given the delay sequence \( \xi = (\xi_t)_{t \geq 0} \), we construct a time-delay graph on the vertex set \( \mathbb{Z}_+ \) as follows. Each vertex \( i \geq 1 \) connects to vertex \( (i - \xi_i)_+ \); and vertex 0 has out-degree 0.

Fig 1. Sample \( G_{1000} \) with \( f_1 \) and \( f_2 \), respectively, with Geometric(\(3/4\)) delay distribution. Graphs were drawn using Kamada-Kawai spring layout from python networkx module.

Fig 2. Graph representation (in two ways) of regenerative block structure for the DAG process for the function \( f_2 \) when \( r = 3 \). Vertices before label 1 represent the graph before the beginning of the event being depicted. Here, vertices 1, 2, 3 are confirmed in the limit, when the time interval \([10, 12]\) is a regeneration interval.
The time-delay graph is always a tree. When the period $d$ of the support of $\xi$ is greater than 1, this tree has $d$ ends. Otherwise, it is one-ended. Note that the in-degree of a vertex in the time-delay graph depends on future times, so stopping time-based arguments are not applicable. However, when $E\xi < \infty$ and $P(\xi = 1) > 0$, we show in Corollary 3.2 that there are infinitely many “regeneration times”; these times correspond to “synchronization moments” in a more descriptive network model such as the one in [16]. Regeneration time corresponds to all vertices $t_0$ in the time-delay graph such that there are no edges between vertices to the left and the right of $t_0$. See figure 3 for a simulated time-delay graph.

We show that the graph process at the regeneration times defines a Markov chain on $B_*$. When this graph has its edges reversed, the regeneration times correspond to renewals or vertices such that any infinite path leading away from 0 passes through said vertices. This process with the reversed edges is studied more carefully by Baccelli and Sodre [5].

When $P(\xi = 1) = 0$ with $E\xi < \infty$, we do not have the existence of any regeneration times; however a similar analysis can be carried out with “regeneration intervals” of length $r := \min\{i \mid P(\xi = i) > 0\}$. See figure 4 for a simulated time-delay graph with $r = 2$.

1.2. Relevance to Blockchain

Blockchain protocols are a new class of network consensus protocols that were introduced by Nakamoto’s Bitcoin whitepaper [20]. Each node in the network creates new data, called blocks, and the nodes exchange these blocks through pairwise communication [16, 14, 15, 13] with the goal of network-wide synchronization. This communication is subject to potentially unbounded delay.

The blocks correspond to vertices in a DAG; each vertex has an out-degree at least one. The choice of the outgoing edges is a form of distributed trust; see [20, 16, 9] for more details.
A vertex, trusted by all network nodes, is called a confirmed vertex. Under this terminology, we can express the blockchain problem as follows.

Given a DAG, which vertices are confirmed?

We defer our comments about confirmed vertices until the end of this subsection for organizational clarity.

When $\mathbb{E}\xi = \infty$, infinitely many vertices will connect to the vertices with mark 0. In this situation, the distributed trust dynamics can be interpreted as a system that makes no progress: for example, if there are only $N$ nodes in the network, this situation corresponds to nodes verifying some information more than once. Thus, the local finiteness of the limit is a crucial consideration for blockchain design.

Due to communication delay, at any time $t$, nodes may not be synchronized; thus, the problem of achieving consensus on the set of confirmed vertices is a complex issue. Recent work (see [16]) shows that the asymptotic property of almost sure one-endedness of the blockchain DAG allows nodes to agree on an infinite subset of confirmed vertices in the limit as time $t \to \infty$. Imprecisely, one-endedness is a topological property of an infinite graph, implying “growth to infinity only in one direction.” This concept is closely related to ends in a general topological space [11]. See Section 2.3 for a rigorous definition.

Thus, any effectively designed blockchain protocol achieves eventual one-endedness in synchronous and asynchronous operations, even though no real-world network can be genuinely synchronous. This paper provides a general framework to analyze the asynchronous dynamics of synchronously defined blockchain protocols. Specifically, we abstract the network synchronization problem to the behavior of the random variables $\xi$ and the attachment of new vertices.
to the blockchain DAG to the construction function $f$ to isolate the DAG dynamics. To our knowledge, this is the first paper to isolate the DAG dynamics of general blockchain protocols. While King [19] does study a related model that works only studies a restricted functional of the graph process and not the process itself.

Many practical considerations, such as the security of blockchain implementation, inherently depend on successful consensus dynamics and thus the guarantee of eventual one-endedness. We hope that through a unified study of blockchain consensus dynamics, such considerations can also be unified, rather than studied on a case-by-case basis, as is presently the state-of-the-art (e.g. [9, 22]).

1.2.1. Confirmed Vertices

In Nakamoto’s original Bitcoin whitepaper [20] and subsequent work on blockchain security such as [9, 22], the definition of a “confirmed” vertex is at least the $k$–th vertex on the path from (one of) the furthest leaf (leaves) to the root. This definition holds only for the construction function given in Nakamoto’s protocol.

There are several problems with this definition, many of which arise even in Nakamoto’s Bitcoin protocol analysis. First, this definition refers to vertices as confirmed, even if they may eventually be “unconfirmed” due to the behavior of network delays (even without an adversarial agent). Second, even if defined for a particular construction function, the definition of a confirmed block should be invariant to the delay model. We note that network instability (e.g., in the sense of instability of the Markov models studied by [16]; the same concept is a key question in the analysis of queueing networks [6]) may lead to a limit graph with more than one end. In this case, the previous notion of a confirmed block includes vertices that should not be confirmed (and the set of “confirmed” vertices is not monotone).

A similar situation also arises in this paper where the support of the delays $\xi$ does not include 1, despite the existence of regeneration intervals with finite expected inter-regeneration lengths. The main difficulty with this definition is that confirmation and one-endedness are properties of limits of the process (thus, of an infinite graph) which cannot be inferred from the pre-limit process. Moreover, this definition does not readily generalize to other constructions.

Instead, we use the asymptotic definition of a “confirmed vertex” given in Gopalan et al. [16]: a vertex is confirmed if all but finitely many future vertices reference it. This definition resolves all of the issues mentioned above. Furthermore, an asymptotic approach to studying confirmation in such systems is more mathematically tractable.

1.3. Related Work

The time-delay model in our paper is closely related to the work of Baccelli and Sodre [5]. In their model, at each time $t$ (indexed by $\mathbb{Z}$), a new vertex marked $t$ is added to a tree with a directed edge to the vertex $t + \nu_t$, where the $(\nu_t)$ are i.i.d. One can think of this graph as having edges pointing to the future. Note that when $E\nu_1 < \infty$, this process, with reversed edges pointing to the past, uniquely determines the sequence $\xi$ in our paper. We called this new graph with reversed edges the time-delay graph. Their future edge direction allows them to use stopping time methods to determine a renewal structure and study the unimodularity of the resulting tree. In the delay graph process, the regeneration times are not stopping times, which adds additional difficulty to the analysis. Moreover, the asynchronous
composition model constructs graphs and trees with a more complicated structure, and we cannot immediately use their results to analyze our limiting graphs. The caveat to a more complicated analysis is that the time-delay graph as specified in our model more realistically captures delay dynamics in an internet network system, where different nodes in the network will learn of a piece of data at different times. This is achieved with our time-delay graph, whereas with edges pointing to the future, all nodes learn of any given data instantly. In Section 2.6, we mention a generalization of the ACM model combining both forward and backward delays.

In our model, recurrence of “regeneration intervals” in the time-delay graph plays a crucial role in defining a Markov chain for the actual DAG dynamics. Regenerative analysis for graphs based on the one-dimensional integer lattice is already present in the random growth model literature. For example, in the long-range last–passage percolation on the real line [12], long-range first–passage percolation in the one dimension case [8], among others.

King [19] studies the function $f_{x}$, which is in the main class of functions of interest in this paper. As with the work of Baccelli and Sodre [5], the delay graph in [19] has edges pointing to the future; but in [19] the delays are a fixed constant. This particular case is the same as setting $\xi_{t} = k$ in our model for some fixed $k$, for all times $t$. The author proves the existence of a stationary distribution for the number of leaves in the limit graph for this function. In the particular case of that paper, we note that this result implies one-endedness of the limit graph, but the author does not consider the topology of the limit graph. In this paper, along with our emphasis on the topological properties of the limit graph, we consider a more general process with random delays.

As with many stochastic growth models, our analysis is concerned with studying limiting behavior in space and time. We briefly contrast the model in this paper with those in other well-studied classes of problems, such as preferential attachment model, percolation, and unimodular random graphs. Our recursion in equation (1.1) closely resembles the dynamics of preferential attachment when the delays $\xi$ are equal to one. However, we note that the model with random delays is not well-studied, and the analysis requires different techniques.

In addition, unlike in preferential attachment and percolation, where the goal is to study the local graphical structure and the number of connected components, we study the (topological) end structure of the limiting graph, which cannot be directly inferred from the local properties. Both the delay and the study of the end structure are motivated by the blockchain application [16]. Finally, recent work on unimodular random graphs [3] studies the end structure of stochastic growth processes on a class of trees. The models in those papers do not directly incorporate delays, and thus, the analysis does not apply to our problem. Also, our problem statement and primary analysis are concerned with DAGs and are not restricted to trees.

Analysis of asymptotic properties of limiting infinite graphs has also been used to study convergence properties for opinion dynamics in social networks [1]. In this paper, the main question about the limit graph is whether every finite subgraph has finite in-degree. This condition is related to but not necessarily equivalent to the end structure we study in this paper. However, as discussed above, the limiting end structure is of key importance in the blockchain context.
1.4. Organization of the Paper

The paper is structured as follows. In Section 2, we state our main results and the requisite definitions which we use in this paper. We also describe our notations there. In Section 3, we discuss the regenerative behavior of the time-delay graph. We discuss some examples of asynchronous composition in Section 4. In Sections 5 and 6, we prove the statements concerning the regenerative behavior in the time-delay graph and our main results, respectively. Finally, in Section 7, we discuss our results and some directions for future work.

2. Definitions and Main Result

For the rest of this paper, the term graph always refers to a directed acyclic graph (DAG).

2.1. Assumptions

We use $\xi$ and $\theta$ to refer random variables distributed identically to $\xi_1$ and $\theta_1$, respectively, for clarity of presentation. We will assume the following throughout the rest of the article:

- $P(\xi \geq 1) = 1$ and $E\xi^{1+\delta} < \infty$ for some $\delta > 0$,
- $\theta \sim \text{Uniform}(0, 1)$.

2.2. Notations

For the rest of the article, we will follow the notations enumerated below for easy reference.

- For any real numbers $x, y$, we denote:
  $x \wedge y = \min(x, y); \quad x \vee y = \max(x, y); \quad x_+ = x \wedge 0; \quad x_- = (-x) \wedge 0$.
- For a graph $G = (V, E)$, we use the notation $u \rightarrow v$ if there is a directed path from the vertex $u$ to the vertex $v$ in $G$. It is clear from the definition of the asynchronous composition model that for any vertex $u$, $u \not\rightarrow u$.
- $B_*(\mathcal{B}_*)$ denote the set of all rooted, connected DAGs with finitely (infinitely) many vertices.
- $\xi := (\xi_t)_{t \geq 1}$ is the i.i.d. driving sequence of delays. We use the notation $\xi^j_i := (\xi_i, \xi_{i+1}, \ldots, \xi_j)$ for $1 \leq i \leq j \leq \infty$.
- $\theta := (\theta_t)_{t \geq 1}$ is the i.i.d. driving sequence for the randomness at any instant. We use the notation $\theta^j_i := (\theta_i, \theta_{i+1}, \ldots, \theta_j)$ for $1 \leq i \leq j \leq \infty$ and $f^t(G; \theta^j_i, \xi^j_i) := G_t$ where $G_t = G_{t-1} \cup f(G_{t-\xi_t}, \theta_t)$, $t = 1, 2, \ldots$ for any $G \in \mathcal{B}_*$.
- $\mathcal{F}_t := \sigma(\xi_1, \ldots, \xi_t, \theta_1, \ldots, \theta_t)$ is the $\sigma$-algebra generated by the trajectories up to time $t$.
- If needed, we will use the notation $G_t(f)$ instead of $G_t$ to emphasize that the asynchronous composition is with respect to the function $f$.
- We denote by $(\tau_k)_{k \geq 1}$ the sequence of regeneration times as given in Definition 2.13, with $\tau_1 \geq 0$ being the first regeneration time after time 0. We denote by $(\tilde{\tau}_k)_{k \geq 0}$ the sequence of instants at the beginning of regeneration intervals, as given in Definition 2.14.
• We denote by $\gamma_i := \tau_{i+1} - \tau_i$ and $\tilde{\gamma}_i := \tilde{\tau}_{i+1} - \tilde{\tau}_i$ for $i \geq 1$.

• We will use the calligraphic letter $\mathcal{A}_t$ to denote a set at time $t$, and the corresponding roman letter $A_t$ to denote the cardinality of that set. We will use the corresponding notation $\mathcal{A}_k = A_{r_k}$ to denote the same set at the $k$-th regeneration time, along with the corresponding notation $\tilde{\mathcal{A}}_k$. We also use the notation $\hat{\mathcal{A}}_k = \tilde{A}_{\tilde{r}_k}$ to denote the same set at the first instant of the $k$-th regeneration interval, along with the corresponding notation $\hat{A}_k$.

• We introduce the following:
  
  - $\mathcal{L}(G)$ denotes the set of leaves (nodes with out-degree one) in the graph $G$, and $L(G)$ its size.
  
  - $\mathcal{I}_{t,s} := \mathcal{L}(G_s) \cap \mathcal{L}(G_t)^c$ for $t \geq s$, is the set of leaves at time $s$ which are not leaves at time $t$. $I_{t,s}$ is the size of $\mathcal{I}_{t,s}$.

• We will use the shorthand $\mathcal{L}_t, L_t$ for $\mathcal{L}(G_t), L(G_t)$, respectively. Similarly, we will use $\hat{\mathcal{L}}_k, \hat{L}_k, \tilde{\mathcal{L}}_k$ for $\mathcal{L}(G_{\tilde{r}_k}), L(G_{\tilde{r}_k}), \mathcal{L}(G_{\tilde{\tilde{r}}_k}), L(G_{\tilde{\tilde{r}}_k}$, respectively.

2.3. Infinite Graphs

A graph $G = (V, E)$ is infinite if $V$ is infinite. An infinite graph $G$ is locally finite if all vertices $v \in V$ have finite degree.

We define $\mathcal{B}_*$ as the set of all rooted, locally finite, connected DAGs. Clearly, $\mathcal{B}_* \subseteq \mathcal{B}_s$. However, the notion of endedness is only relevant for infinite graphs. We make the idea precise below. We define a ray as a semi-infinite directed path in an infinite graph $G \in \mathcal{B}_s$.

Definition 2.1 (See [17]). Two infinite rays $p_1$ and $p_2$ in $G$ are equivalent if there exists a third infinite ray $p_3$ such that $|p_1 \cap p_3| = |p_2 \cap p_3| = \infty$, where the intersection is taken over vertices.

Lemma 2.2. Two infinite rays $p_1$ and $p_2$ in $G$ are equivalent iff for any finite subgraph $S$ containing the root which only has a single component, the following holds: for any vertices $v_1 \in G \setminus S$ and $v_2 \in G \setminus S$ are on $p_1$ and $p_2$, respectively, there exists a vertex $v_3 \in G \setminus S$ such that there is a directed path from $v_3$ to $v_1$ and a directed path from $v_3$ to $v_2$.

Proof of the above lemma follows easily from standard arguments (see [10]). Being equivalent defines an equivalence relation on the set of infinite rays in $G$. Note that Definition 2.2 is analogous to constructing ends in a general topological space by using the compact-open topology.

Definition 2.3 (See [17]). The graph $G$ is $n$-ended if the equivalence relation in Definition 2.1 separates infinite rays of $G$ into $n$ equivalence classes; each class is called an end. If there is only a single equivalence class, $G$ is one-ended. If there are no infinite rays, $G$ has 0 ends.

Observe that the definition of ends can be extended such that any finite graph has 0 ends. Moreover, due to König’s Lemma, any locally finite infinite graph has at least one end. From this definition, it is clear that the number of ends in an infinite graph cannot be inferred from the properties of any finite subgraph.

We endow $\mathcal{B}_*$ with the metric $d_*$, defined as follows.

Definition 2.4 ([3, Chapter 2]). The function

\[ d_*(G_1, G_2) := \frac{1}{1 + s} \]
where \( s \) is the supremum of all integers such that the \( s \)-balls w.r.t. the hop distance centered at the roots of \( G_1 \) and \( G_2 \) agree, is a metric on \( \overline{B} \).

It is easily checked (see [3]) that \( \overline{B} \) is a complete metric space. All limits in this paper are in \( \overline{B} \). For the rest of this paper, we will denote by \( G_0 \) the graph consisting of a single root vertex marked 0 and no edges.

**Definition 2.5.** The *synchronous limit* is given by

\[
f^\infty(G_0; \theta, 1) := \lim_{n \to \infty} f^n(G_0; \theta^n_1, 1)
\]

where the limit is w.r.t. the \( d^* \) metric.

For all functions considered in this paper, the existence of the synchronous limit is immediate, and we omit proofs for brevity.

**Definition 2.6.** The *asynchronous limit* is given by

\[
G_\infty(f) := \lim_{t \to \infty} G_t(f) = \lim_{t \to \infty} f^t(G_0, \theta^t_1, \xi^t_1),
\]

where the limit is w.r.t. the \( d^* \) metric.

Observe that the synchronous limit is the particular case of the asynchronous limit when \( \xi^t_1 \equiv 1 \) for all \( t \geq 1 \).

**Definition 2.7.** The function \( f \) is \( k \)-ended if \( f^\infty(G; \theta^\infty, 1) \) is \( k \)-ended for any finite \( G \in \mathcal{B} \).

### 2.3.1. Infinite Graphs and Blockchain

A vertex \( v \) in the (synchronous or asynchronous) limit of the function \( f \) is confirmed if \( w \to v \) for all but finitely many \( w > v \). We state a lemma from [16] which identifies crucial properties of limiting blockchain graphs. In the interest of self-containedness, we include proof of this lemma.

**Lemma 2.8 ([16, Lemmas 3.4 and 3.5]).** If a locally finite infinite graph \( G \) is one-ended, then it has infinitely many confirmed vertices. Conversely, if \( G \) has infinitely many confirmed vertices, then there is a one-ended subgraph of \( G \) which contains all of the confirmed vertices.

**Proof.** Suppose that \( G \) is one-ended. Fix any infinite ray \( p_1 \); we will show that each vertex contained in \( p_1 \) is confirmed. For any other infinite ray \( p_2 \), we have a ray \( p_3 \) which intersects both \( p_1 \) and \( p_2 \) infinitely often. This implies that for any vertex \( v \) in \( p_1 \), all but finitely many vertices in \( p_2 \) have a path to \( v \). This part of the result then follows since \( G \) is locally finite.

Next, suppose that \( G \) has infinitely many confirmed vertices and denote by \( \hat{G} \) the subgraph of the confirmed vertices. The result follows immediately from Definition 2.2. ■

We note that, a *spanning tree* for a graph \( G \) is a subgraph \( G' = (V, E') \), where \( E' \subseteq E \), the root in \( G' \) is the same as the root in \( G \), and each (non-root) vertex in \( G' \) has a unique path to the root. We add the following easy corollary, which is a new result:

**Corollary 2.9.** A locally finite infinite graph \( G \) has infinitely many confirmed vertices iff it has a one-ended spanning tree.
In practice, it is far easier to check the one-endedness of a graph than to establish the existence of a one-ended spanning tree. So we do not use the corollary even if it expresses a tighter condition for the existence of infinitely many confirmed vertices. It follows from Lemma 2.8 that a critical question related to the design of blockchain systems is the determination of which one-ended functions have one-ended asynchronous limits.

2.3.2. Some Technical Lemmas

The following technical lemmas are helpful in our analysis, and we put them here to simplify the presentation later in the paper.

**Lemma 2.10.** Let \((T_t)_t\) be a sequence of finite trees with \(T_t \subseteq T_{t+1}\) for all \(t \geq 0\). Suppose the number of leaves is non-decreasing in \(t\) and diverges to infinity, and that any leaf in \(T_t\) is such that for some \(s > t\), that leaf is not a leaf in \(T_s\). If \(T := \lim_{t \to \infty} T_t\) exists in \(\mathbb{B}_0\), then \(T\) has infinitely many ends.

*Proof.* Fix any graph \(T_t\). Any leaf in \(T_t\) is part of an infinite path in \(T\). Thus, if there are \(k\) leaves in \(T_t\), then \(T\) has at least \(k\) ends. The result follows since the number of leaves in \(T_t\) tends to infinity. ■

**Lemma 2.11.** Let \(T \in \mathbb{B}_0\) be an infinite tree. \(T\) is one-ended iff it has infinitely many confirmed vertices.

*Proof.* If \(T\) is one-ended, then it has infinitely many confirmed vertices by Lemma 2.8. Suppose \(T\) has infinitely many confirmed vertices. Since \(T\) is a tree, there exists an infinite path \(p\) consisting of confirmed vertices. However, since \(T\) is a tree, all infinite paths must intersect \(p\) infinitely often. ■

From the definition of one-endedness, it follows easily that for an infinite graph \(G\), \(G\) is one-ended iff any two rays are equivalent.

**Lemma 2.12.** Let \(G \in \mathbb{B}_0\) be an infinite graph. Suppose that there is an infinite sequence of vertices \((v_i)_i\) such that any infinite path passes through \(v_i\) for all \(i\). Then \(G\) is one-ended.

*Proof.* In this case, all rays are clearly equivalent. The result follows from the definition. ■

In Lemma 2.12, the vertices in the sequence \((v_i)_i\) can be thought of as anchor vertices.

2.4. Definitions for the Delay Process

For the rest of this paper, we denote by

\[
r := \min\{n \in \mathbb{N} : P(\xi = n) > 0\}
\]  

(2.1)

the minimal point in the support of \(\xi\). The following definitions provide an important structural framework for our analysis.

**Definition 2.13.** An integer \(t \geq 0\) is a regeneration time for the delay sequence \((\xi_s)_{s \geq 0}\) if \(\xi_t = 1\) and \(\xi_{t+s} \leq s\) for all \(s \geq 1\).
Note that, \( t \) is a regeneration time iff \( 1 \leq \xi_{t+s} \leq s \lor 1 \) for all \( s \geq 0 \). For regeneration time to exist, clearly we need \( P(\xi = 1) > 0 \) or \( r = 1 \). In the general case, we define “regeneration interval” of length \( r \) as follows.

**Definition 2.14.** The interval \([t, t+r)\) is a regeneration interval if \( \xi_{t+s} = r \) for \( s \in [0, r) \) and \( \xi_{t+s} \leq s \) for all \( s \geq r \).

Here also, note that \( t \) is the starting point of a regeneration interval iff \( r \leq \xi_{t+s} \leq s \lor r \) for all \( s \geq 0 \). Clearly, Definitions 2.13 and 2.14 agree when \( r = 1 \). It can be easily checked that both regeneration times and regeneration intervals have the Markov property.

### 2.5. Main Results and Proof Highlights

We introduce the following functions which are the main focus of our analysis:

- \( f_{Nak} \) is the Nakamoto function, where a vertex is chosen uniformly from those at the maximum hop distance from the root.
- In \( f_1(G) \) a single leaf is chosen uniformly at random from \( G \).
- For \( k \geq 2 \), \( f_k(G) \) chooses a uniformly selected set of \( k \) leaves from \( G \) if possible; otherwise all leaves in \( G \) are chosen.
- In \( f_\infty(G) \) all leaves in \( G \) are chosen.
- We denote by \( f \) any random mixture of \( (f_i)_{i \geq 1} \) such that \( P(f = f_1) < 1 \).

It is clear that all of \( f_{Nak}, (f_k)_{k \geq 1}, f, f_\infty \) have one-ended synchronous limits. In addition, \( (f_k)_{k \geq 2} \) and \( f, f_\infty \) are one-ended functions, but \( f_1 \) is not. Our main results are as follows. For the remainder of this paper, the almost sure existence of limits is obvious and we omit proofs.

We begin with an analysis of the Nakamoto construction \( f_{Nak} \), which is the canonical construction for blockchain systems. It is easy to check that, \( G_t(f_{Nak}) \) is a tree for all \( t \geq 1 \).

The asynchronous recursion given by

\[
X_t = X_{t-1} \lor (1 + X_{(t-\xi_t)_+}), \quad t \geq 1,
\]

\[
X_0 = 0
\]

(2.2)

determines the length of the longest path from any leaf to the root or the height of the tree at time \( t \) for \( f_{Nak} \).

**Theorem 2.15.** Let \( \chi \) be an integer-valued random variable with \( P(\chi \geq k) = \prod_{i=1}^k P(\xi \geq i) \), for \( k \geq 1 \). We have,

\[
\frac{X_t}{t} \xrightarrow{a.s.} \lambda := \frac{1}{E(\chi)} \quad \text{and} \quad \frac{1}{\sqrt{t}} \cdot (X_t - \lambda t) \xrightarrow{(d)} N(0, \lambda^3 \text{Var}(\chi))
\]

as \( t \to \infty \). Furthermore, \( \frac{1}{n}X_{\lfloor nt \rfloor} \to \lambda t \) converges uniformly a.s. on the compact subsets of \( \mathbb{R}_+ \) as \( n \to \infty \). Define

\[
Z_n(t) := n^{-1/2} \cdot (X_{\lfloor nt \rfloor} - \lambda nt), \quad t \geq 0.
\]

Then \( Z_n(\cdot) \xrightarrow{w} Z(\cdot) \), which is a zero-drift Brownian motion with variance parameter \( \lambda^3 \text{Var}(\chi) \).

**Remark 2.1.** Note that, in Theorem 2.15 the random variable \( \chi \) has moments of all order as \( P(\chi \geq k) \leq P(\xi \geq k)^k \leq (E(\xi/k))^k \) for all \( k \geq 1 \).
Remark 2.2. When $\xi \sim \text{Geometric}(p)$ with $P(\xi = k) = pq^{k-1}, k \geq 1$, we have $P(\chi \geq k) = \prod_{i=1}^{k} q^{i-1} = q^{k(k-1)/2}, k \geq 1$. Thus, in this particular example, the asymptotic growth rate of the longest chain in Theorem 2.15 is given by $\lambda = 1/\sum_{k=1}^{\infty} q^{k(k-1)/2}$. This is related to the Jacobi Theta Functions. It is an interesting question on how to estimate $q$ based on the chain length from sample observations.

It is easy to biject the instants when $X_t$ increases by exactly one with the confirmed blocks in $G_\infty(f_{Nak})$. Thus, the recursion 2.2 also characterizes the fraction of blocks which are confirmed in the asynchronous limit.

To prove the first statement, we note that the intervals in which the process $X_t$ is constant have i.i.d. durations, since they depend solely on the i.i.d. delays $\xi$ which occur after the moment of any increment. If an increment occurs at time $s$, the next increment occurs at the first instant when $t - \xi_t \geq s$; from this fact it is easy to compute the expected duration for a constant segment of the trajectory of $X_t$; the result follows by applying the strong law of large numbers. The second, third, and fourth convergence results in Theorem 2.15 follow from the renewal central limit theorem, the functional strong law of large numbers, and Donsker’s theorem for renewal processes, respectively.

**Theorem 2.16.** The asynchronous limit of $f_{\text{Nak}}$ exists and is one-ended, almost surely.

Note that if there are two regeneration intervals beginning at times $t$ and $t + r - 1$, then there are also regeneration intervals beginning at all times in $[t + 1, t + r)$. An increment to the height process $X_t$ almost surely occur in the interval $[t, t + r)$ at, say $t_*$. With probability uniformly bounded away from 0 each of $r$ consecutive vertices connect to the same given vertex chosen at the time $t_*$ of the increment of $X_t$. The vertex added at time $t_*$ will be confirmed in the limit. Moreover, this event happens infinitely often. Thus, the asynchronous limit exists and is one-ended. Moreover, from the analysis it will be clear that the limiting DAG $G_\infty(f_{\text{Nak}})$ is a tree with an infinite spine (containing the confirmed vertices) and with finite trees hanging from each vertex in the spine.

Moreover, if we enumerate the vertices in $C := \{t \geq 1 \mid X_t - X_{t-1} = 1, t$ is the starting time of a regeneration interval of length $2r\}$ as $0 < v_1 < v_2 < \cdots$, we have i.i.d. block structure in between two consecutive vertices $[v_i, v_{i+1})$ in $C$. We can call the vertices in $C$, anchor vertices. See figure 3 (third picture) for a simulated graph with vertices in $C$ marked in red.

Next, we present the results for $f_k, k \geq 1$ and their mixtures.

**Theorem 2.17.** The asynchronous limit $G_\infty(f_1)$ exists and has infinitely many ends, almost surely. Furthermore, the expected number of leaves in $G_t(f_1)$ is $\Theta_P(t^{1/2})$.

**Remark 2.3.** One can guess from the results of the above Theorem 2.17 that $t^{-1/2}L_t$ converges in distribution to some non-trivial limit as $t \to \infty$; however, we do not pursue this result here.

The end structure in Theorem 2.17 is as follows. When $r = 1$, at the regeneration times, the functional describing the number of leaves is a non-decreasing Markov chain which tends to infinity almost surely. The result follows since the limit must be a tree. A similar analysis holds for $r \geq 2$, as the limit is also a tree here.

The growth rate follows by examining the second moment of the number of leaves. We first show that $E(L_{t+1} - L_t \mid F_t) \approx 1/L_t$; from which it follows that $E(L_{t+1}^2 - L_t^2 \mid F_t)$ is of constant order. Finally, an upper bound follows from induction and Jensen’s inequality; a lower bound follows immediately from the upper bound.
For $f_k$ with $k \geq 2$ or $f$ being a mixture of $f_k$’s with $\mathbb{P}(f = f_1) < 1$, we have the same endedness behavior for the synchronous and the asynchronous model as stated below.

**Theorem 2.18.** The asynchronous limits $G_\infty(f_k)$ and $G_\infty(f)$ are one-ended, almost surely, for $k \geq 2$.

**Remark 2.4.** Limiting statements (similar to Theorem 2.15) about linear growth and distributional and process limits of the height process can be proved for the construction functions in Theorem 2.18; we omit the statements and proofs for brevity.

We briefly highlight the connection between Theorems 2.17, 2.18 and other fields of study. Namely, the relationship between the end structure of the asynchronous limits $G_\infty(f_1)$ and $G_\infty(f_2)$ resembles a power-of-two result, often seen in queueing/scheduling and combinatorics. The relationship between the end structure of $G_\infty(f_1)$ and $G_\infty(f)$ resembles the stabilizability of an unstable system by an arbitrarily small control.

In the $r = 1$ case, the key step in the proof of Theorem 2.18 is an application of Foster’s theorem [7] for the $\mathcal{B}_r$-valued Markov chain given by the graph sequence at the regeneration times. The number of leaves in the graph acts as a Lyapunov function and induces a $\mathbb{N}$-valued Markov chain. Stability implies that the induced Markov chain will hit the value 1 infinitely often, giving an infinite sequence of confirmed vertices.

More generally, if $r \geq 2$, we work with the regeneration intervals. A similar analysis can be done to prove infinitely many occurrences of a particular leaf geometry, which implies the existence of infinitely many confirmed vertices.

Finally, existence and one-endedness of the limit follows easily from Lemma 2.12 when $r = 1$ and the fact that any two infinite paths are equivalent if $r > 1$.

Similar to the proof of Theorem 2.17, we show that the expected increment of the number of leaves at any time is bounded above by a sub-linear function; the expected decrement is obviously a positive constant. See figure 5 for a simulated graph with $f = f_2$ and Geometric$(3/4)$ delay.

![Confirmed vertices (Blue) in the $f_2$ case with Geometric$(3/4)$ delay distribution.](image)

When the composition function is graph dependent, one can prove a phase transition.
Theorem 2.19. Define
\[ \hat{f}_{k,l} := \begin{cases} f_k & \text{w.p. } \alpha \sqrt{l} \\ f_1 & \text{otherwise.} \end{cases} \]

For fixed \( k \geq 2 \), define the function \( g : \mathcal{B}_s \times [0,1] \to \mathcal{B}_s \) such that \( g(\cdot) = \hat{f}_{k,l}(\cdot) \) whenever the argument has \( l \) leaves. There exist constants \( 0 < c_1 < c_2 < \infty \) such that the asynchronous limit of \( g \) exists and is one-ended if \( \alpha > c_2 \) and has infinitely many ends if \( \alpha < c_1 \), almost surely.

This result follows quickly from combining the results of Theorems 2.17 and 2.18. Finally, we will prove the following limiting commutative diagram behavior.

Theorem 2.20. The following diagram commutes
\[
\begin{array}{ccc}
G_t(f_k) & \xrightarrow{k \to \infty} & G_t(f_\infty) \\
\downarrow t \to \infty & & \downarrow t \to \infty \\
G_\infty(f_k) & \xrightarrow{k \to \infty} & G_\infty(f_\infty)
\end{array}
\]
where the convergence holds in the sense of distributional convergence in the space \((\mathcal{B}_s, d_s)\). Moreover, with coupled delays, the convergences are almost sure if \( \mathbb{E} \xi^{1+\delta} < \infty \) for some \( \delta > 0 \).

This result follows from the following key observation. Suppose that at some regeneration time \( t \), that there is only 1 leaf in the graph \( G_t(f_\infty) \) — call such a moment a special time. Let \( k = k_t \) be the maximum number of leaves in the sequence \( L_1, L_2, \ldots, L_t \). Then, we have \( G_t(f_j) = G_t(f_\infty) \) for all \( j \geq k \). Clearly, this value \( k_t \) is non-decreasing function of \( t \); the result follows as there are infinitely many such times.

2.6. Model Generalization

We note that our results hold in a special case of the following generalization of the model. This model is based on combining the “forward” delays of Baccelli and Sodre [5] and King [19], with the “backward” delays in our model. In an application context, the forward delays represent the computation time required to create a new block and the backward delays represent the time required to access data.

Denote by \( (\nu_t)_t \) a sequence of i.i.d. \( \mathbb{N} \)-valued random variables with irreducible support \( (\gcd\{n \in \mathbb{N} : \mathbb{P}(\nu_1 = n) > 0\}) = 1 \). We assume that \( \mathbb{E} \nu_1 < \infty \) and define
\[
G_t = G_{t-1} \cup f(\overline{G}_{(t-\xi_1)_+}),
\]
where \( \overline{G}_{(t-\xi_1)_+} \) is a subgraph of \( G_{(t-\xi_1)_+} \), which consists of those vertices \( s \) such that \( s + \nu_s \leq (t - \xi_1)_+ \). This corresponds to the vertex \( t \) taking \( \nu_t \) units of time to be created, and then to begin propagating, which is more realistic in the blockchain application context.

The “forward” delay process connecting \( t \) to \( t + \nu_t \) for \( t \geq 1 \) has renewals which are stopping times. When \( \mathbb{P}(\xi = 1) > 0 \), all of our results hold as-is since the intersection of independent renewal processes is again a renewal process with well understood gap distribution (see [4]), and since the regeneration times posses the required Markov property. We specifically point out the difference in the requirements on \( \nu_1 \) and \( \xi_1 \) for this setting: for \( \nu_1 \), we require irreducibility of the support, but for \( \xi_1 \), we require only information about its minimum value. For the more general situation, see the comments in Section 7.
3. Regenerative Behavior

Recall our standing assumption that $E\xi < \infty$. Here we will analyze structure of the time-delay graph depending on whether $P(\xi = 1) > 0$ or not. In the first case, we will prove existence of infinitely many pivotal points or “regeneration points” giving linear structure for the time-delay graph. In the second case, there is almost surely no regeneration points. In fact, depending on the g.c.d. of $\text{Supp}(\xi)$ the time-delay graph can have a periodic structure. However, we will show that there exists infinitely many “regeneration intervals”, disconnecting the future from the past. The regenerative structure is one crucial ingredient for the subsequent analysis for the ACM.

3.1. Regeneration Times: $P(\xi = 1) > 0$

We define $E_t := \bigcap_{s \geq 0} \{\xi_{s+t} \leq s \lor 1\}$ as the event that $t$ is a regeneration time. Recall that the delay random variables $(\xi_s)_{s \geq 0}$ are i.i.d. $\sim \xi$. Thus, we have for all $t \geq 0$

$$P(E_t) = q := P(\xi = 1) \prod_{s=1}^{\infty} P(\xi \leq s).$$

Note that, $q > 0$ as $P(\xi = 1) > 0$ and $E\xi = \sum_{s=0}^{\infty} P(\xi > s) < \infty$. We will use $\alpha := P(\xi = 1)$.

We also define

$$N_n := \sum_{t=0}^n 1_{E_t}$$

as the number of regeneration points in the time interval $\{1, 2, \ldots, n\}$. We can compute the mean and variance of $N_n$ easily.

**Lemma 3.1.** Assume that $P(\xi = 1) > 0$ and $E\xi < \infty$. Then $E N_n = nq$ for all $n \geq 1$ and $n^{-2} \text{Var}(N_n) \to 0$ as $n \to \infty$.

If we assume that $E\xi^2 < \infty$, then it follows from the proof that $n^{-1} \text{Var}(N_n)$ converges to a constant as $n \to \infty$. But, we do not need this result for our analysis. As an immediate corollary of Lemma 3.1 we get the following result.

**Corollary 3.2.** There exist infinitely many regeneration times, almost surely.

**Proof.** It is easy to see that $(N_n)_{n \geq 1}$ is an increasing sequence of random variables converging a.s. to some integer-valued random variable $N_{\infty}$, which can possibly take the value $\infty$. Using Lemma 3.1 and Chebyshev’s inequality we have for any $\varepsilon > 0$

$$P(\left|N_n/n - q\right| > \varepsilon) \leq \text{Var}(N_n)/\varepsilon^2 n^2 \to 0 \text{ as } n \to \infty.$$ 

Thus $N_n/n \to q$ in probability as $n \to \infty$. Since $q > 0$, this proves that $N_{\infty} = \infty$ a.s. ■

The following corollary follows from similar arguments to above; we omit the proof.

**Corollary 3.3.** There exist infinitely many regeneration times $(T_i)_i$ such that $T_i + 1$ is also a regeneration time, almost surely.
Denote by

\[ 0 \leq \tau_1 < \tau_2 < \cdots < \cdots \]

an increasing enumeration of all the regeneration points in the interval \( \{0, 1, 2, \ldots, \infty\} \).

We consider a more general delay process for all times \( t \in \mathbb{Z} \), from which the system dynamics at all times \( t \in \mathbb{Z}_+ \) are uniquely determined. Specifically, let \( (\xi_i)_{i \in \mathbb{Z}} \) be i.i.d. We denote by

\[ J_t := (t - \xi_t, t) \subseteq \mathbb{Z} \]

for all \( t \in \mathbb{Z} \). Denote by \( A := \cup_{t \in \mathbb{Z}} J_t \). It follows that the random set \( \mathbb{Z} \setminus A := \{ \ldots < \tau_0 < 0 \leq \tau_1 < \ldots \} \) is such that

\[ \gamma_k := \tau_{k+1} - \tau_k \]

are i.i.d. for all \( k \in \mathbb{Z} \). For \( k \geq 1 \), the times \( \tau_k \) are precisely the regeneration times from the time-delay process.

**Lemma 3.4.** The random variables \( (\gamma_k)_{k \geq 1} \) are i.i.d. with \( \mathbb{E} \gamma_1 = 1/\beta \). Moreover, if \( \mathbb{E} \xi^k < \infty \) for some \( k \geq 2 \), then \( \mathbb{E} \gamma_k^k < \infty \).

**Proof.** The fact that \( (\gamma_k)_{k \geq 1} \) are i.i.d. mainly follows from the fact that conditional on the event \( \mathcal{E}_t = \{t \text{ is a regeneration time}\} \), \((\xi_{t+i})_{s \geq 1}\) is distributed as independent \((\xi_s)_{s \geq 1}\) where \( \xi_s \overset{\text{d}}{=} (\xi \mid \xi \leq s), s \geq 1 \) and that the event \( \mathcal{E}_t \) depends only on the future, \((\xi_s)_{s \geq t}\).

For an event \( A_{t,s} \) depending only on \( \xi_i, i \in (0, s] \), we write \( A_{t,i} \) when the random variables \( \xi_i, i \in (0, s] \) are replaced by \( \xi_{t+i}, i \in (0, s] \). Fix \( 0 \leq t_1 < t_2 < \ldots < t_k \) and events \( A_{t_{i+1} - t_i, t_i}^{(i)} \). We also use \( \hat{P} \) to denote \( \mathbb{P}(\cdot \mid \mathcal{E}_0) \), i.e., the case when \( \xi_t, t \geq 1 \) is replaced by independent \( \hat{\xi}_t = (\xi \mid \xi \leq t) \). Thus we have

\[
\mathbb{P}(\tau_1 = t_1, \tau_{i+1} = t_i, A_{t_{i+1} - t_i}^{(i)}, 1 \leq i < k) = \mathbb{P}(\tau_1 = t_1) \cdot \hat{P}(\tau_i = t_{i+1} - t_1, A_{t_{i+1} - t_i}^{(i)}, 1 \leq i \leq k - 1).
\]

By induction, this equals

\[
\mathbb{P}(\tau_1 = t_1) \cdot \prod_{i=1}^{k-1} \hat{P}(\tau_i = t_{i+1} - t_i, A_{0,t_{i+1} - t_i}^{(i)}).
\]

This proves the i.i.d. structure for \( (\gamma_k)_{k \geq 1} \).

From the independence result, it follows that at the regeneration times, the graph \( G_{\tau_k} \) satisfies the Markov property. The fact that \( \mathbb{E} \gamma_1 = 1/\beta \) follows from the renewal theorem. Finally, the second part of this lemma follows from the following Propositions 3.5 and 3.6.

**Proposition 3.5.** \( \mathbb{E} \gamma_1^{\beta} < \infty \) if \( \mathbb{E} \tau_1^{\beta - 1} < \infty \), for any fixed \( \beta \geq 1 \).

**Proposition 3.6.** \( \mathbb{E} \tau_1^{\beta - 1} < \infty \) if \( \mathbb{E} \xi^{\beta} < \infty \), for any fixed \( \beta \geq 1 \).

Proofs of Propositions 3.5 and 3.6 are given in Sections 5.2 and 5.3, respectively.
3.2. Regeneration Intervals: \( P(\xi = 1) = 0 \)

In this case we consider the more general setting where \( P(\xi = 1) \geq 0 \); for which it suffices to assume that \( P(\xi = 1) = 0 \). This case can be interpreted as allowing the minimum delay to be greater than 1. Similar results hold for regeneration intervals as for regeneration times, which we state next; for brevity we omit the proofs. Define

\[
\tilde{E}_t := \bigcap_{s \in [0,r)} \{ \xi_t + s = r \} \bigcap_{s \geq r} \{ \xi_t + s \leq s \} = \bigcap_{s \geq 0} \{ \xi_{t+s} \leq s \lor r \}
\]

to be the event that the interval \( [t, t+r) \) is a regeneration interval. Since the \( (\xi_i) \) are i.i.d. we have

\[
P(\tilde{E}_t) := \prod_{s \geq 0} P(\xi \leq s \lor r).
\]

Similar to above, we define

\[
\tilde{q} := \prod_{s \geq 0} P(\xi \leq s \lor r) > 0,
\]

since \( E \xi < \infty \). We define

\[
\tilde{N}_n := \sum_{t=0}^n 1_{\tilde{E}_t}
\]
as the number of regeneration windows in the first \( n + 1 \) segments.

**Lemma 3.7.** \( E \tilde{N}_n = n\tilde{q} \) for all \( n \geq 1 \) and \( n^{-2} \text{Var}(\tilde{N}_n) \to 0 \) as \( n \to \infty \).

In what follows we refer to regeneration windows by the first time in those windows; this is without loss of generality by the construction of the segmented time.

**Corollary 3.8.** There exist infinitely many regeneration windows, almost surely.

We denote by \( (\tilde{\tau}_k)_{k \geq 1} \) the sequence of times such that \( [\tilde{\tau}_k, \tilde{\tau}_k + r) \) are regeneration intervals.

**Corollary 3.9.** There exists infinitely many times \( (T_i)_i \) such that \( [T_i, T_i+r) \) and \( [T_i+r, T_i+2r) \) are both regeneration intervals, almost surely.

**Lemma 3.10.** The random variables \( (\tilde{\gamma}_i)_{i \geq 1} \) are i.i.d. with \( E \tilde{\gamma}_1 = 1/\tilde{q} \). Moreover, if \( E \xi^k < \infty \) for some \( k > 1 \), then \( E \tilde{\gamma}_1^k < \infty \).

Lemma 3.10 follows from an identical argument to Lemma 3.4, which can be seen as follows. Indeed, suppose that time is “pre-chunked” into intervals \( [rk + a, r(k+1) + a) \), where \( k \in \mathbb{Z} \) and \( a \) is fixed. Indeed, on these chunks, the previous argument holds to identify regeneration windows; the result follows since \( \xi \) is i.i.d. and \( a \) is arbitrary.

4. Applications

4.1. Nakamoto Function \( f_{\text{Nak}} \)

It is clear that the synchronous and asynchronous limits of the Nakamoto construction are infinite trees.
Lemma 4.1. Almost surely, the asynchronous limit of the Nakamoto construction exists and is one-ended.

Proof. Here we give a direct proof for the $r = 1$ case. The general case is stated in Theorem 2.16. From Corollary 3.3, we know that there are infinitely many pairs of consecutive regeneration times; it is easy to see that the first vertex added in any of these pairs will be almost surely confirmed as $t \to \infty$. If this vertex is at distance $s$ from the root, the $s$-ball around the root is fixed henceforth so the limit exists. Then, the result follows from Lemma 2.11. \[\square\]

4.2. Bounded Functions

Definition 4.2. A construction function $f : \mathcal{B}_* \times [0, 1] \to \mathcal{B}_*$ is bounded if there exists $b \in \mathbb{N}$ such that all new edges in $f(G, u)$ terminate at vertices of mark at least

$$k := \sup_{v \in V(G)} \{\text{mark}(v)\} - b.$$

The following assumption states the contextual requirement that in the absence of delay, every (non-zero) block should be confirmed:

Assumption 4.3. For any function used in a blockchain, every non-zero vertex is confirmed in the synchronous limit.

Lemma 4.4. Let $f$ be a one-ended bounded function satisfying Assumption 4.3 and $P(\xi = 1) > 0$. Then, almost surely, the asynchronous limit $G_\infty(f)$ exists and is one-ended.

To prove Lemma 4.4, we need the following proposition.

Proposition 4.5. Let $f$ be a one-ended bounded function and let $b$ be the associated bounding constant. Then, in the synchronous limit, each vertex $v > b$ is such that for any vertex $u$ of mark at most $v - b - 1$, there is a directed path $v \to u$.

Proof. Follows immediately from Assumption 4.3 and the fact that $f$ is one-ended. \[\square\]

Proof of Lemma 4.4. Let $b$ be as in Definition 4.2. Let $\mathcal{R}_t$ be the event which occurs if $\xi_t = \ldots = \xi_{t+4b-1} = 1$ and $t + 4b - 1$ is a regeneration time.

Observe from the mutual independence of the $(\xi_t)_t$ that $P(\mathcal{R}_t) = P(\xi = 1)^{4b-1}P(\mathcal{E}_t)$, which is bounded away from 0. Recall from Corollary 3.3 the almost sure existence of an infinite sequence of times $(t_k)_k$ such that the event $\mathcal{R}_{t_k}$ occurs.

Any vertex arriving at or after time $t_k$ with an edge to a vertex in $G_{t_k-1}$ must arrive before $t_k + b$. Since $\sup_{k}(k - b_k) \leq b$, no vertex arriving after time $t_k + 4b - 1$ has an edge to any vertex arriving before time $t_k + 2b$. In particular, all such vertices arriving after time $t_k + 4b - 1$ have a path to vertex $t_k + 2b$. Similarly, $\sup_{k}(k - b_k) \leq b$ implies that the vertex $t_k + 2b$ has a path to all vertices in the set $t_k, t_k + 1, \ldots, t_k + b - 1$. Thus, vertex $t_k + 2b$ has a path to all vertices older than $t_k$ which lie on an infinite ray ending within $G_0$. Hence, the vertex $t_k + 2b$ is almost surely confirmed.

The almost sure existence and one-endedness of the limit follows from Lemma 2.12. \[\square\]
4.3. A Two-Ended Function with a One-Ended Asynchronous Limit

We show the (perhaps surprising) fact that the number of ends in the asynchronous limit need not dominate the number of ends in the synchronous limit.

We consider the construction \( f \), which behaves as follows. The construction \( f \) is independent of the driving sequence so we omit the driving random variables below. Below, we use the notation that \( f^n(\cdot) \) is the \( n \)-th iterate of asynchronous composition. For a DAG \( G_0 \in \mathcal{B}_* \), \( f(G_0) \) gives the vertex marked with \( (m - 1)_+ \) where \( m \) is the largest mark in \( G_0 \).

It is clear that the synchronous limit \( f^t(G_0) \) is two-ended as \( t \to \infty \) because of the periodic structure. However, the asynchronous limit can be one-ended. A similar example can be constructed for any period \( d \geq 2 \).

Lemma 4.6. Assume that, \( \mathbb{P}(\xi = 1) \mathbb{P}(\xi = 2) > 0 \). Almost surely, the asynchronous limit \( G_\infty(f) \) exists and is one-ended.

Proof. We show the existence of an infinite sequence of confirmed vertices, and conclude via Lemma 2.12. Indeed for \( t \geq 3 \), consider the event that \( \xi_t = 1, \xi_{t+1} = 2 \), and time \( t + 2 \) is a regeneration time. From Corollary 3.3, this event occurs almost surely for infinitely many \( t \). If \( t \) is some such event where this event occurs, then all infinite paths pass through the vertex added at time \( t - 2 \); hence the vertex \( t - 2 \) is almost surely confirmed as \( t \to \infty \). The result follows.

4.4. Asynchronous Limit of \( f_1 \)

In this subsection, we consider the number of ends in the asynchronous limit of the construction \( f_1 \). The behavior of the asynchronous composition of \( f_1 \) plays a key role in the proof of our main result.

Lemma 4.7. Almost surely, the asynchronous limit \( G_\infty(f_1) \) exists and has infinitely many ends.

Proof. Here we present the proof for the simple case when \( \mathbb{P}(\xi = 1) \mathbb{P}(\xi = 2) > 0 \). The general case is considered in Theorem 2.17.

Let \( (\tau_k)_{k \geq 1} \) be the sequence of regeneration times and recall that \( \hat{L}_k := |L(G_{\tau_k})| \). It suffices to show that, almost surely, \( \hat{L}_k \to \infty \) and every leaf in \( G_{\tau_k} \) remains a leaf for only finitely many time steps. The existence of the limit then follows from the fact that every vertex’s degree is fixed and finite after the first regeneration time at which it is not a leaf; hence the graph \( G_\infty \) is locally finite as desired. For a locally finite infinite tree, these two conditions are equivalent to having infinitely many ends; see Lemma 2.10.

We first show that \( \hat{L}_k \to \infty \) a.s. Indeed, suppose otherwise; hence \( \lim_{k \to \infty} \hat{L}_k = L < \infty \) with positive probability. Now, fix an integer \( n \in \mathbb{N} \). It follows that \( \mathbb{P} (\hat{L}_{k+1} - \hat{L}_k > 0 \mid \hat{L}_k = n) \geq \frac{\rho}{n} > 0 \), where \( \rho = \mathbb{P}(\tau_{k+1} = \tau_k + 1, \xi_{\tau_{k+1}} = 2) \). Thus, almost surely, \( L > n \). It follows that \( \hat{L}_k \to \infty \) a.s. since \( n \) is arbitrary.

We now show that almost surely, any leaf in \( G_{\tau_k} \) remains a leaf for only finitely many time steps. Note that the leaf count process is non-decreasing and can increase by at most one in consecutive time points. Fix some regeneration time \( \tau_k \) and suppose that \( \hat{L}_k = n \). Fix any leaf \( v \in L(G_{\tau_k}) \). The probability \( p \) that \( v \) remains a leaf for infinitely many time steps is bounded by \( p \leq \prod_{i=n}^{\infty} (1 - 1/i) = 0 \). The result follows.
4.5. Asynchronous Limit of $f_\infty$

**Lemma 4.8.** Almost surely, the asynchronous limit of $G_\infty(f_\infty)$ exists and is one-ended.

*Proof.* Here, we consider the case when $\mathbb{P}(\xi = 1) > 0$. The general $r$ proof follows essentially the same idea presented in the $f_2$ case. Recall from Corollary 3.3 that there are infinitely many pairs of consecutive regeneration times; obviously the first vertex in any such pair will be confirmed as $t \to \infty$; and will be such that any infinite path to the root passes through this vertex. We conclude via Lemma 2.12. ■

5. Proofs for Regenerative Behavior

5.1. Proof of Lemmas 3.1 and 3.7

Here we consider the general case $r \geq 1$, i.e., $\mathbb{P}(\xi = r) > 0$ and $\mathbb{P}(\xi < r) = 0$. Recall that, $\tilde{q} = \prod_{s=0}^{\infty} \mathbb{P}(\xi \leq s \vee r)$. We have

$$\text{Var}(\tilde{N}_n) = \sum_{t=1}^{n} \mathbb{P}(\tilde{E}_t) + 2 \sum_{1 \leq s < t \leq n} \mathbb{P}(\tilde{E}_s \tilde{E}_t) - n^2 \tilde{q}^2.$$  

We denote by $\tilde{q}_t$ the truncated product $\tilde{q}_t := \prod_{s=0}^{t-1} \mathbb{P}(\xi \leq s \vee r)$ for $t \geq 0$ which decreases to $\tilde{q}$ as $t \to \infty$. In particular, for $t \geq r$, we have

$$0 \leq \tilde{q}_t - \tilde{q} \leq \tilde{q}_t \left(1 - \prod_{s=t+1}^{\infty} (1 - \mathbb{P}(\xi > s))\right) \leq \sum_{s=t+1}^{\infty} \mathbb{P}(\xi > s).$$

Clearly, the events $(\tilde{E}_t)_{t>0}$ are identically distributed. Moreover for $t > s$, we have

$$\tilde{E}_t \cap \tilde{E}_s = \tilde{E}_t \bigcap_{i=0}^{t-s-1} \{\xi_{s+i} \leq i\},$$

so that $\mathbb{P}(\tilde{E}_t \cap \tilde{E}_s) = \tilde{q}_t \tilde{q}_{t-s}$. In particular, we have

$$\text{Var}(\tilde{N}_n) = n\tilde{q} + 2\tilde{q} \sum_{t=1}^{n} (n-t)\tilde{q}_t - n^2 \tilde{q}^2 = n\tilde{q}(1 - \tilde{q}) + 2\tilde{q} \sum_{t=1}^{n} (n-t)(\tilde{q}_t - \tilde{q}).$$

Finally we get

$$\frac{1}{n^2} \text{Var}(\tilde{N}_n) \leq \frac{1}{n} \tilde{q}(1 - \tilde{q}) + \frac{2\tilde{q}}{n} \sum_{t=1}^{n} (\tilde{q}_t - \tilde{q}) \to 0 \text{ as } n \to \infty.$$
5.2. Proof of Proposition 3.5

Let \( h : \mathbb{Z} \to \mathbb{R} \) be a function such that \( h(0) = 0 \) and denote by
\[
H(x) := \sum_{i=0}^{x} h(i), \quad x \in \mathbb{N}.
\]
We can re-express \( h(x) = DH(x) = H(x + 1) - H(x) \), where \( D \) is the discrete derivative operator. It follows from a standard result of Palm theory [18, Chapter 6] that
\[
\mathbb{E}(h(\tau_1)) = \mathbb{P}(\xi_0) \mathbb{E} H(\gamma_1) = q \mathbb{E} H(\gamma_1),
\]
but we include a heuristic proof below for completeness. Our result then follows by picking \( H(x) = x^\beta \) for \( \beta > 1 \).

For \( t \geq 0 \), define \( \lambda_t = \min_{i \geq 1} (\tau_i - t) \) as the next generation time after time \( t \).

Clearly, \( \lambda_t - t \overset{d}{=} \lambda_0 = \tau_1 \).

Fix some large integer \( n \). Suppose that there are \( K_n := \max\{k \geq 0 \mid \tau_k \leq n\} \) many regeneration times in the interval \( [0, n] \). By stationarity, we see that:
\[
n \mathbb{E}(h(\lambda_0)) = \sum_{t=0}^{n-1} \mathbb{E}(h(\lambda_t - t)).
\]

Denote by \( Y_j := (\tau_{j-1}, \tau_j] \) the \( j \)-th interval in between two consecutive regeneration times after time \( 0 \) for \( j \geq 1 \). For \( t \in Y_j \), we have \( \lambda_t = \tau_j \). In particular, we have \( \sum_{t \in Y_j} h(\lambda_t - t) = H(\gamma_j) - H(0) = H(\gamma_j) \).

Thus
\[
n \mathbb{E}(h(\lambda_0)) = \mathbb{E} K_n \cdot \mathbb{E} H(\gamma_1) + O(1).
\]

Finally, the result follows by scaling by \( \frac{1}{n} \) and passing to the limit using the renewal theorem as \( \mathbb{E} K_n/n \to q \).

5.3. Proof of Proposition 3.6

Let \( F \) denote the distribution function of \( \xi \). Here, we consider the case when we have \( F(1) = \mathbb{P}(\xi = 1) > 0 \). Define the positive random variable
\[
V := 1 + \max_{i \geq 0} (\xi_i - i \lor 1) \geq 1
\]
where \( \xi_i, i \geq 0 \) are i.i.d. \( \sim F \). For any \( k \geq 1 \) we have \( \mathbb{P}(V \leq k) = F(k) \prod_{i=k}^{\infty} F(i) \). It is clear that
\[
\mathbb{P}(V = 1) = q = F(1) \prod_{i=1}^{\infty} F(i).
\]

We also have that for \( k \geq 0 \)
\[
\mathbb{P}(V > k) = 1 - F(k) \prod_{i=k}^{\infty} F(i)
\leq 1 - F(k) + F(k) \sum_{i=k}^{\infty} (1 - F(i)) \leq 2 \mathbb{E}(\xi - k) + \mathbb{E}(\xi \mathbb{1}(\xi > k)).
\]

(5.3)
To analyze the distributional properties of $\tau_1$, first we note that, $\mathbb{P}(\tau_1 = 0) = q$ and for any $\ell \geq 1$

$$\mathbb{P}(\tau_1 \geq \ell) = \mathbb{P}(\text{there is no regeneration time in } [0,\ell]).$$  \hfill (5.4)

Fix $t_0 := \ell - 1$ and consider the event that there is no regeneration time in $[0,\ell]$. Define $V_0 := \infty$. Here we have no restriction about the time delay graph in the interval $[t_0 + 1, t_0 + V_0)$. Define

$$V_1 := 1 + \max_{0 \leq i < V_0} (\xi_{t_0+i} - i \vee 1) \overset{d}{=} V.$$

If $t_0$ is not a regeneration time, we have $V_1 > 1$. Note that $V_1$ involves all the delay r.v.s in the interval $I_0 := [t_0, t_0 + V_0)$. Moreover, in the time delay graph, there can be no regeneration time in the interval $[t_1 + 1, t_0)$ where $t_1 := t_0 - V_1$. We define

$$V_2 := 1 + \max_{0 \leq i < V_1} (\xi_{t_1+i} - i \vee 1).$$

If $t_1$ is not a regeneration time, we have $V_2 > 1$. Again, $V_2$ involves all the delay r.v.s in the interval $I_1 := [t_1, t_0)$.

Continuing this process, with $t_n := t_{n-1} - V_n$, $V_{n+1} := 1 + \max_{0 \leq i < V_n} (\xi_{t_n+i} - i \vee 1)$ involving edges from the interval $I_n := [t_n, t_{n-1})$, $n \geq 1$ and so on, we see that $(V_i)_{i \geq 0}$ is a Markov chain with $V_0 = \infty$ and given $V_n = k \geq 1$, we have

$$V_{n+1} \overset{d}{=} 1 + \max_{0 \leq i < k} (\xi_i - i \vee 1).$$

The first regeneration time can be obtained when $V_n$ hits 1. This process is described pictorially in Figure 6.

Define

$$N := \inf\{n \geq 0 \mid V_n = 1\} \geq 1,$$

the hitting time to 1 for the Markov chain. Define the random variable

$$S := \sum_{n=1}^{N} V_n = \sum_{n=1}^{\infty} V_n \mathbb{1}_{n \leq N} \geq 1.$$

Thus, we have the following relation

$$\{\text{There is no regeneration point in } [0,\ell)\} = \{S > \ell\}. \hfill (5.5)$$
In particular, using equations (5.4) and (5.5), we have \( \tau_1 \overset{d}{=} S - 1 \). Thus, to control the moments of \( \tau_1 \) we need to get an upper bound for the moments of \( S \). Note that,

\[
P(V_2 = 1 \mid V_1 = k) = \prod_{i=0}^{k-1} P(\xi \leq i \lor 1) \geq q \text{ for all } k \in [1, \infty].
\]

Thus \( N \) is stochastically dominated by a Geometric(\( q \)) random variable. It is also easy to see that \( S \) is stochastically dominated by \( \sum_{i=0}^{\hat{N}} \hat{V}_i \), where \( \{\hat{V}_i\}_{i \geq 1} \) are i.i.d. random variables such that \( \hat{V}_1 \sim V \mid V > 1 \) and are independent of \( \hat{N} \sim \text{Geometric}(q) \).

In particular, for \( \beta > 1 \), we get that

\[
E(\tau_1 + 1)^{\beta - 1} = E S^{\beta - 1} = E \hat{V}_1^{\beta - 1} \cdot E \hat{N}^{\beta - 1} < \infty
\]

if \( E \hat{V}_1^{\beta - 1} < \infty \) or \( E V^{\beta - 1} < \infty \).

Assume that \( E \xi^\beta < \infty \) for some \( \beta > 1 \). We have using equation (5.3) that

\[
E V^{\beta - 1} = \sum_{k \geq 0} ((k + 1)^{\beta - 1} - k^{\beta - 1}) P(V > k)
\]

\[
\leq 2\beta \sum_{k \geq 0} (k + 1)^{\beta - 2} E(\xi 1(\xi > k)) = 2\beta E(\xi + 1)^{\beta - 1} < \infty
\]

where the first inequality follows from equation (5.3). This completes the proof.

6. Proofs of Main Results

In this section we present the proofs of our main results. The proof of Theorem 2.18 depends on the value of \( r \); and we separate that proof into the two cases where \( r = 1 \) and \( r > 1 \).

6.1. Proof of Theorem 2.15

Denote \( \pi_0 = 0 \), and for \( k \geq 1 \), we inductively define \( \pi_k = \min_{n \in \mathbb{N}} \{n > \pi_{k-1} : X_n \geq k\} \). From the i.i.d. assumption on the \( \{\xi_i\}_i \), it is easy to see that the random variables \( \chi_k := \pi_{k+1} - \pi_k, k \geq 0 \) are i.i.d.. Note that the sequence \( \{\chi_k\}_k \) denotes the lengths of intervals where \( X_t \) stays constant. It follows from the strong law of large numbers that

\[
\frac{X_t}{t} \xrightarrow{a.s.} \frac{1}{E(\chi_1)}.
\]

Finally, we compute the distribution of \( \chi_1 \) as follows. Note that the first time of increment for \( X_t \) after time 0 is the first time when \( \xi_i < i \). Using the independence of \( \{\xi_i\}_i \), we get that

\[
P(\chi_1 \geq k) = \prod_{i=1}^{k} P(\xi_i \geq i); \text{ the result follows.}
\]

Observe that this proof works even when \( r > 1 \) because for \( i \leq r \), we have \( P(\xi_i \geq i) = 1 \). The second convergence is an immediate consequence of the renewal central limit theorem. The third convergence follows from the functional strong law of large numbers. Finally, the last convergence follows from Donsker’s theorem for renewal processes.
6.2. Proof of Theorem 2.16

Here we present the proof for the general case $r \geq 1$. Observe that if there are two regeneration intervals beginning at the instants $t_0$ and $t_0 + r$, then there are also regeneration windows beginning at all of the instants in $(t_0, t_0 + r)$. We call such a regeneration interval $[t_0, t_0 + 2r)$ a long regeneration interval beginning at $t_0$.

Fix a long regeneration interval beginning at $t_0$. Note that, almost surely, there is an infinite sequence of such regeneration intervals with finite expected inter-duration. We consider the instant $\rho$ of the last increment of the height process $X_t$ before time $t_0$. If $\rho \leq t_0 - r$, then there is an increment of $X_t$ at time $t_s = t_0$. In this case, with probability $r^{-r}$, each leaf vertex in the regeneration interval beginning at $t_0 + r$ connects to the leaf added at time $t_s$, as the height process will stay constant in the interval $[t_0, t_0 + r)$. From the definition of a regeneration interval, the leaf added at time $t_s$ will be confirmed in the asynchronous limit. If $\rho = t_0 - i$ for some $i = 1, 2, \ldots, r - 1$, then there is an increment of $X_t$ at time $t_s = t_0 + r - i$. The same argument can be used to show that $\mathbb{P}(\text{a long regeneration window contains a confirmed vertex}) \geq r^{-r} > 0$.

It follows that the asynchronous limit exists and has infinitely many confirmed vertices, almost surely. Since the asynchronous limit is a tree, it immediately follows that it is one-ended.

This proof reduces to the previous, and simpler, argument in Lemma 4.1 when $r = 1$. Indeed, recall the previous argument that if two consecutive instants are regeneration times, then the vertex added at the first instant is confirmed in the limit as $t \to \infty$.

6.3. Proof of Theorem 2.17

First we present the proof for the $r = 1$ case. Proof for the general $r$ case is essentially the same. The fact that $G_\infty(f_1)$ has infinitely many ends is established in Lemma 4.7 in the special case when $\mathbb{P}(\xi = 1)\mathbb{P}(\xi = 2) > 0$.

It is easy to see that $L_t = L(G_t)$, the number of leaves at time $t$, is a non-decreasing function of $t$ with $0 \leq L_{t+1} - L_t \leq 1$ a.s. for all $t$. Here we will show that the expected number of leaves grows as $\Theta(t^{1/2})$. Since, $(\hat{L}_k)_{k \geq 1}$ is a Markov chain, it follows that $L_t \to \infty$ almost surely and thus $G_\infty^\infty(f_1)$ has infinitely many ends by Lemma 2.10.

Without loss of generality we can assume that $\mathcal{E}_0$ holds, i.e., $0$ is a regeneration time. Otherwise, we can shift the time to the first regeneration time $T_1$, which is a tight random variable. In particular, conditional on the event that $0$ is a regeneration time, the delays $(\xi_t)_{t \geq 1}$ are independent and satisfy $(\xi_t | \mathcal{E}_0) \sim (\xi | \xi \leq t)$ for all $t \geq 1$. We use $\hat{\xi}_t$ for $\xi_t$ conditioned on $\mathcal{E}_0$.

For the function $f_1$, we have:

$$V(G_t) = V(G_{t-1}) \cup \{t\} \text{ and } E(G_t) = E(G_{t-1}) \cup \{(t, \ell_t)\},$$

where the vertices $(\ell_t)_{t \geq 1}$ are independent and satisfy $\ell_t \sim \text{Unif}(\mathcal{L}(G_{t-\xi_t}))$. We denote by

$$\mathcal{I}_{t,s} := \mathcal{L}(G_s) \cap \mathcal{L}(G_t)^c \text{ for } t \geq s,$$

the set of leaves in $G_s$ which are not leaves in $G_t$ anymore. We denote by $I_{t,s} := |\mathcal{I}_{t,s}|$ the number of such leaves in $G_s$. Observe that

$$L_t - L_{t-1} = 1\{|\ell_t \in \mathcal{I}_{t-1,t-\xi_t}\}.$$
This follows since for the function \( f_1 \), at most a single new leaf can be added in any time step, and the number of leaves cannot decrease at any time step.

Let \( \mathcal{F}_t \) be the \( \sigma \)-algebra generated by the delays \( \xi_1, \xi_2, \ldots, \xi_t \) and the leaf choices \( \ell_1, \ell_2, \ldots, \ell_t \). We can express the conditional probability as

\[
P\left( \ell_t \in \mathcal{I}_{t-1,t-\xi_t} \mid \mathcal{F}_{t-1} \right) = \sum_{i=1}^{t} P(\hat{\xi}_t = i) \cdot \frac{I_{t-1,t-i}}{L_{t-i}}.
\]

We begin with the upper bound. As noted above, the function \( f_1 \) implies that

\[
I_{t-1,t-i} \leq (i-1) \land L_{t-i},
\]

and that

\[
L_{t-1} \leq L_{t-i} - I_{t-1,t-i} + (i-1 - I_{t-1,t-i}).
\]

Re-arranging, we get

\[
L_{t-i} \geq L_{t-1} + 2I_{t-1,t-i} - (i-1).
\]

We now use the identity \( \frac{ab}{b+2a-(i-1)} \leq \frac{b(i-1)}{b+(i-1)} \leq i-1 \) for \( 0 \leq a \leq i-1 < b \) to bound equation (6.1). In particular, we have

\[
\begin{align*}
P\left( \ell_t \in \mathcal{I}_{t-1,t-\xi_t} \mid \mathcal{F}_{t-1} \right) &= \sum_{i=1}^{t} P(\hat{\xi}_t = i) \cdot \frac{I_{t-1,t-i}}{L_{t-i}} \leq \frac{1}{L_{t-1}} \sum_{i=1}^{L_{t-1}} (i-1) P(\hat{\xi}_t = i) + P\left( \hat{\xi}_t - 1 \geq L_{t-1} \mid \mathcal{F}_{t-1} \right) \leq \frac{2}{L_{t-1}} E(\hat{\xi}_t - 1)_+.
\end{align*}
\]

Here, the first inequality follows by breaking the interval \([1, t] \) into sub-intervals \([1, L_{t-1}] \) and \([L_{t-1}+1, t] \); and by bounding the term \( I_{t-1,t-i}/L_{t-i} \) by \((i-1)/L_{t-1} \) in the first subinterval and by \( 1 \) in the second. Recall from the model that \( \hat{\xi}_t \) is independent of \( \mathcal{F}_{t-1} \), so that \( E((\hat{\xi}_t - 1)_+ \mid \mathcal{F}_{t-1}) = E(\hat{\xi}_t - 1)_+ \). By taking \( c := \sup_{t} 2 E(\hat{\xi}_t - 1)_+ \), it follows that

\[
P\left( \ell_t \in \mathcal{I}_{t-1,t-\xi_t} \mid \mathcal{F}_t \right) \leq \frac{c}{L_{t-1}} \quad \text{for all } t.
\]

In particular, we have

\[
E(L_t \mid \mathcal{F}_{t-1}) \leq L_{t-1} + \frac{c}{L_{t-1}}.
\]

We conclude by examining the difference of the second moments \( L_t^2 - L_{t-1}^2 \). We have that

\[
L_t^2 - L_{t-1}^2 = (2L_{t-1} + 1) \mathbb{1}\{ \ell_t \in \mathcal{I}_{t-1,t-\xi_t} \},
\]

which follows from expanding \((L_{t-1} + 1)^2 \). Thus, in follows that

\[
E(L_t^2 \mid \mathcal{F}_{t-1}) - L_{t-1}^2 \leq (2L_{t-1} + 1) \frac{c}{L_{t-1}} \leq 2c + \frac{1}{L_{t-1}} \leq 2c + 1.
\]

By induction, we have that \( E L_t^2 \leq (2c + 1)t + L_0^2 \). Hence by Jensen’s inequality we have \( E L_t \leq \sqrt{E(L_t^2)} \leq \sqrt{(2c + 1)t + L_0^2} \), which establishes the upper bound for \( E L_t \). We now establish a lower bound. Observe that

\[
E(L_t \mid \mathcal{F}_{t-1}) \geq L_{t-1} + \frac{c_1}{L_{t-1}}.
\]
for some constant $c_1 > 0$. Since $E L_t \leq \sqrt{(2c + 1)t + L_0^2}$ and $E(1/L_{t-1}) \geq 1 / E L_{t-1}$, it follows by induction that

$$E L_t \geq \sum_{i=1}^{t-1} \frac{c_1}{\sqrt{(2c + 1)i + L_0^2}} = \Theta(\sqrt{t}).$$

### 6.4. Proof of Theorem 2.18

Let $A_t$ be the event that $f \neq f_1$ at time $t$. Clearly, $(A_t)_{t \geq 1}$ are i.i.d.

#### 6.4.1. Case 1: $r = 1$

Recall that $\hat{L}_k$ denotes the number of leaves at time $\tau_k$, for $k \geq 1$. Moreover, $(\hat{L}_k)_k$ is an $\mathbb{N}$-valued Markov Chain. Thus, it suffices to show that it is positive recurrent.

Note that, at any time if the delay is 1 and $f_1$ is not chosen at that time, the number of leaves goes down by at least one. Thus

$$\mathbb{P}(\hat{L}_2 = \ell - 1 \mid \hat{L}_1 = \ell) \geq \mathbb{P}(\xi = 1, A_1) > 0$$

and similarly $\mathbb{P}(\hat{L}_2 = \ell + 1 \mid \hat{L}_1 = \ell) > 0$ for all $\ell \geq 1$. Thus, $\hat{L}_k$ is irreducible.

If $(\hat{L}_k)_{k \geq 1}$ is positive recurrent, there exists a sequence of regeneration times $(\tau_j)_{j \geq 1}$ such that $\hat{L}_{j+1} = 1$. It follows that all infinite paths in $G_\infty(f)$ pass through the vertices added at the times $(\tau_j)_{j \geq 1}$, which in turn establishes the result.

We show that $(\hat{L}_k)_k$ is positive recurrent using Foster’s Theorem. As the Markov chain is time homogeneous, it suffices to show the following.

**Lemma 6.1.** There exists $\ell_0 < \infty$ such that $E(\hat{L}_2 - \hat{L}_1 \mid \hat{L}_1 = \ell) \leq -\varepsilon$ for some $\varepsilon > 0$, whenever $\ell \geq \ell_0$.

**Proof.** Recall that, $\gamma_1 = \tau_2 - \tau_1$ is the gap between the first two consecutive regeneration times. Using the Markov structure, thus we have

$$E(\hat{L}_2 - \hat{L}_1 \mid \hat{L}_1 = \ell) = E(L_{\gamma_1} - L_0 \mid L_0 = \ell, E_0)$$

$$= E((L_{\gamma_1} - \ell)_+ \mid L_0 = \ell, E_0) - E((L_{\gamma_1} - L_0)_- \mid L_0 = \ell, E_0).$$

We consider the two terms separately. First, we upper bound the term

$$E((L_t \vee \ell - L_{t-1} \vee \ell)_+ \mid L_0 = \ell, E_0)$$

$$= \mathbb{P}(L_t - L_{t-1} = 1, L_{t-1} \geq \ell \mid L_0 = \ell, E_0).$$

Recall from the proof of Theorem 2.17 that $I_{t,s}$ is the number of vertices which are leaves at time $s$ and are not leaves at time $t > s$. We also continue the notation from there $(\xi_t \mid E_0) \sim \hat{\xi}_t \overset{d}{=} (\xi_t \mid \xi_t \leq t)$; or equivalently, we use $\hat{\xi}_t$ when conditioning on the event that 0 is a regeneration time.

As in the proof of Theorem 2.17, we have

$$\mathbb{P}(L_t - L_{t-1} = 1 \mid F_{t-1}) = \sum_{i=1}^{t} \mathbb{P}(\hat{\xi}_t = i) \cdot \frac{I_{t-1, t-i}}{L_{t-i}}. \quad (6.2)$$
Recall from the process dynamics that $L_{t-1} > L_{t-1} - i$ and that $I_{t-1,t-i} < i$. We can substitute these bounds into (6.2), which yields

$$P(L_t - L_{t-1} = 1 \mid F_{t-1}) \leq \sum_{i=1}^{t} P(\hat{\xi}_t = i) \cdot \left(\frac{i - 1}{L_{t-1} - i + 1} \wedge 1\right).$$

For any $k \in \{1, 2, \ldots, t\}$, we can upper bound the rhs as

$$\frac{k - 1}{L_{t-1} - k + 1} + P(\hat{\xi}_t > k) \leq \frac{k - 1}{L_{t-1} - k + 1} + \mathbb{E}\hat{\xi}_t.$$

Note that $\mathbb{E}\hat{\xi}_t \leq \sup_{s \geq 1} \mathbb{E}\hat{\xi}_s < \infty$. We can now optimize over $k$ by choosing $k$ to be the nearest integer to $\sqrt{L_{t-1}}$. Thus, for some universal constant $c \in (0, \infty)$, we have

$$P(L_t - L_{t-1} = 1 \mid F_{t-1}) \leq \frac{c}{\sqrt{L_{t-1}}} \text{ for all } t.$$

It follows that

$$\mathbb{E}\left((L_t \lor \ell - L_{t-1} \lor \ell)_{+} \mid F_t, L_0 = \ell, E_0\right) = P(L_t - L_{t-1} = 1, L_{t-1} \geq \ell \mid L_0 = \ell, E_0) \leq c \ell^{-1/2}.$$

We can now bound $\mathbb{E}((L_{\gamma_1} - \ell)_{+} \mid L_0 = \ell, E_0)$. Indeed, we have

$$\mathbb{E}((L_{\gamma_1} - \ell)_{+} \mid L_0 = \ell, E_0) \leq \sum_{t=1}^{\infty} \mathbb{E}((L_t \lor \ell - L_{t-1} \lor \ell)_{+} \cdot 1_{\gamma_1 \geq t} \mid L_0 = \ell, E_0)$$

$$= \sum_{t=1}^{\infty} P(L_t - L_{t-1} = 1, L_{t-1} \geq \ell, \gamma_1 \geq t \mid L_0 = \ell, E_0)$$

Using Hölder’s inequality for $p, q > 1, \frac{1}{p} + \frac{1}{q} = 1$, we get

$$\mathbb{E}((L_{\gamma_1} - \ell)_{+} \mid L_0 = \ell, E_0) \leq \left(c \ell^{-1/2}\right)^{1/p} \cdot \sum_{t=1}^{\infty} P(\gamma_1 \geq t)^{1/q}$$

$$\leq c^{1/p} \ell^{-1/(2p)} \sum_{i=1}^{\infty} \left(\mathbb{E}\gamma_1^\beta / \ell^\beta\right)^{1/q},$$

for $\beta > q > 1$ with $\mathbb{E}\gamma_1^\beta < \infty$. Using Propositions 3.5 and 3.6, we have $\mathbb{E}\xi^\beta < \infty$ implies that $\mathbb{E}\gamma_1^\beta < \infty$. Under our assumption that $\mathbb{E}\xi^{1+\delta} < \infty$ for some $\delta > 0$, taking $\beta = 1 + \delta > q > 1$, we get that

$$\mathbb{E}((L_{\gamma_1} - \ell)_{+} \mid L_0 = \ell, E_0) \leq c_1 \ell^{-1/(2p)}$$

(6.3)

for some constants $c_1 > 0, p > 1$.

Now, we bound $\mathbb{E}((L_{\gamma_1} - \ell)_{-} \mid L_0 = \ell, E_0)$. Observe that when $\ell \geq 2$, we have

$$\mathbb{E}((L_{\gamma_1} - \ell)_{-} \mid L_0 = \ell, E_0) \geq P(\xi_1 = 1, A_1) > 0$$

(6.4)

as when $f \neq f_1, \xi_1 = 1$ there is a decrease in the number of leaves. Combining the bounds (6.3) and (6.4), for sufficiently large $\ell$, we have

$$\mathbb{E}(\hat{L}_2 - \hat{L}_1 \mid \hat{L}_1 = \ell) \leq c_1 \ell^{-1/(2p)} - P(\xi_1 = 1, A_1) \leq -\varepsilon,$$

for some constants $\varepsilon > 0$. The result follows. $\blacksquare$
6.4.2. Case 2: \( r > 1 \)

We consider the Markov chain \( X(t) \), given by the leaf geometry of the sequence \((G_t, G_{t+1}, \ldots, G_{t+r-1})\). Specifically, \( X(t) \) takes values of \( r \)-tuples of finite DAGs with maximum path length \( r \). When \( r = 1 \), there is a natural bijection of this state space with the natural numbers \( \mathbb{N} \), which identifies the following analysis with the previous one. One-endedness of the limit \( G_t(\infty) \) follows again from the positive recurrence of \( X_t \).

To see this, suppose that \( L_t = r \) for some \( t \) such that the interval \([t, t+r)\) is a regeneration interval. We define an event of positive probability such that all the vertices in the regeneration interval \([t, t+r)\) satisfies the property that all vertices of mark at least \( t+r(r+1) \) have a path to each vertex in this regeneration interval. Hence all vertices in this regeneration interval are confirmed in \( G_t(\infty) \); and from the positive recurrence of \( X(t) \) it follows that this event occurs infinitely often.

For convenience, we temporarily renumber the vertices in the window \([t, t+r(r+1)]\) by \([1, 2, \ldots, 1+r(r+1)]\). With positive probability, the function \( f_1 \) is not chosen in this interval. When the number of leaves is at the minimum value \( r \), the vertex number 1 must have out-degree 1; vertex number 2 has out-degree 2, one of the vertices connected to by vertex number 2 is also connected to by vertex number 1. We proceed similarly so that each of the \( r \) leaves present when vertex 1 is added is connected to by at least one of the vertices \( 1, 2, \ldots, r \). All other vertices \( t \) connect to \( t-r \) and \( t-r-1 \). It is obvious that since the last \( r \) vertices correspond to a regeneration window, each of the first \( r \) vertices are confirmed. This is shown pictorially in Figure 2, for \( r = 3 \). In the figure, we only draw 2 outgoing edges for the vertices; as any \( f \neq f_1 \) adds at least 2 edges for each vertex whenever possible.

Thus, let \([t_i, t_i+r)\) be a sequence of disjoint regeneration intervals such that all vertices in each interval are confirmed in \( G_t(\infty) \). From the previous property of our event, any two infinite rays in \( G_t(\infty) \) each pass through the regeneration intervals \([t_{2i}, t_{2i}+r)\) for all \( i \in \mathbb{N} \). For \( i \geq 2 \), the vertices in the regeneration interval along the infinite rays each have a path to a vertex in the regeneration interval \([t_{2i-1}, t_{2i-1}+r)\); which in turn has a path to vertices along the infinite paths contained in the regeneration interval \([t_{2(i-1)}, t_{2(i-1)+r)}\). This establishes one-endedness of the limit.

We now show that \( X(t) \) is recurrent. For a regeneration interval \([t, t+r)\), we define

\[
V_t := \sum_{i=0}^{r-1} \tilde{L}_{t+i}.
\]

Once again, we apply Foster’s theorem to get the required result. We will prove the following result.

**Lemma 6.2.** For sufficiently large \( \ell \), \( \mathbb{E}(V_{t_2} - V_{\tau_1} | V_{\tau_1} = \ell) \leq -\varepsilon \) for some \( \varepsilon > 0 \).

Note that there are only finitely many states such that \( V_{\tau_1} < k \) for any \( k \).

**Proof.** Similarly to the proof in Subsection 6.4.1, we express the expectation into its positive and negative components,

\[
\mathbb{E}(V_{t_2} - V_{\tau_1} | V_{\tau_1} = \ell) = \mathbb{E}((V_{t_2} - V_{\tau_1})_+ | V_{\tau_1} = \ell) - \mathbb{E}((V_{t_2} - V_{\tau_1})_- | V_{\tau_1} = \ell).
\]
We now analyze each one separately. For the positive component, the proof and conclusions in Case 1 hold here, which can be seen by noting that for the sums in the previous proof, \((\sum_{i=r}^t \cdot) \leq \sum_{i=1}^r \cdot \), and the same for infinite sums.

We analyze the negative component as follows. Observe that when \(\ell \geq 2r + r\), we have

\[
\mathbb{E}(\tilde{V}_{t_2} - V_{t_1}) = \mathbb{P}(\xi_r = r, \bigcap_{i=1}^r A_i, O \mid V_0 = \ell, \tilde{\tau}_1 = 0) \geq \varepsilon > 0.
\]

Here the event \(O\) given \(\tilde{\tau}_1 = 0\) is as follows. Number all the \(\ell \geq 2r + r\) leaves present in \(G_0\) by \(1, 2, \ldots, \ell\) in order of oldest-to-newest. Then \(O\) is the event that each vertex added in the interval \([0, r]\) chooses a disjoint pair of leaves from the set \(1, 2, \ldots, \ell - r\). Notice that the probability of this event is non-decreasing in \(\ell \geq 2r + r\).

The remainder of this proof follows exactly as for Case 1 in Section 6.4.1.

6.5. Proof of Theorem 2.19

We observe, using the results of Theorems 2.17 and 2.18, that

\[
\frac{c_1}{\sqrt{l}} - \frac{k\alpha}{\sqrt{l}} \leq \mathbb{E}(L_{t+1} - L_t \mid L_t = l) \leq \frac{c_2}{\sqrt{l}} - \frac{k\alpha}{\sqrt{l}},
\]

for appropriate positive constants \(c_1 < c_2\).

Define \(c'_1 = c_1 - k\alpha\) and \(c'_2 = c_2 - k\alpha\). Using the identity \(a^{3/2} - b^{3/2} = (\sqrt{a} - \sqrt{b})(a + b + \sqrt{ab})\), we observe that

\[
L_{t+1}^{3/2} - L_t^{3/2} \approx (L_{t+1} + L_t) \cdot \frac{L_{t+1} - L_t}{\sqrt{L_{t+1} + \sqrt{L_t}}},
\]

Conditioning on \(L_t = l\), it follows that

\[
c'_1 \leq \mathbb{E}(L_{t+1}^{3/2} - L_t^{3/2} \mid L_t = l) \leq c'_2.
\]

Since for any \(l\), it occurs with positive probability that \(L_t = l\) and \(L_{t+1} = 1\), the result follows from Foster’s theorem when \(k\alpha > c_2\); the result is obvious when \(k\alpha < c_1\).

6.6. Proof of Theorem 2.20

The convergence in time is an immediate consequence of one-endedness and we omit the proof for brevity. The remainder of the result may be expressed as the following lemmas:

**Lemma 6.3.** For any time \(t \geq 0\), \(\lim_{k \to \infty} G_t(f_k) = G_t(f_\infty)\) a.s. when the driving sequences for each function are coupled.

**Proof.** For any time \(t\), the sequence of DAGs \((G_t(f_n)))_{1 \leq i \leq t}\) have strictly less than \(t + 1\) leaves; hence the DAGs \((G_t(f_n))_{n>1}\) are all equal to \(G_t(f_\infty)\); the result follows.

**Lemma 6.4.** \(\lim_{n \to \infty} d_*(G_\infty(f_k), G_\infty(f_\infty)) = 0\) a.s. when the driving sequences for each function are coupled.

**Proof.** We call a time \(t\) special if

1. \(\tilde{\tau}_1 = 0\)
2. \(\ell \geq 2r + r\)
3. Each vertex added in \([0, r]\) chooses a disjoint pair of leaves from the set \(1, 2, \ldots, \ell - r\).
4. The probability of this event is non-decreasing in \(\ell \geq 2r + r\).
5. The remainder of the proof follows exactly as for Case 1 in Section 6.4.1.
1. \([t, t + r]\), and \([t + r, t + 2r]\) are regeneration intervals, and
2. \(|\mathcal{L}(G_t(f_\infty))| = r\).

From Lemma 4.8, there exist, almost surely, infinitely many special times \((\kappa_i)_{i \geq 1}\) with \(0 \leq \kappa_1 < \kappa_2 < \cdots\).

Let \(M_i := \min_{t \in [\kappa_i, \kappa_{i+1}]} |\mathcal{L}(G_t(f_\infty))|\), and let \(D_i\) be the hop distance between the vertices added at times \(\kappa_i\) and \(\kappa_{i+1}\). Both \((M_i)\) and \((D_i)\) are sequences of positive finite integer-valued random variables with infinite support. Furthermore it is clear that both \(M_i, D_i \leq \kappa_{i+1} - \kappa_i\).

Assume, WLOG, that 0 is a special time. For any \(i\), we have that \(\max_{t \leq \kappa_i} |\mathcal{L}(G_t(f_\infty))| \leq \max_{1 \leq k \leq i} M_k\); furthermore we have that the hop distance of the \(\kappa_i\)-th vertex from the root is given by \(D_1 + D_2 + \cdots + D_i\).

The key step of this proof is the fact that \(\max_{1 \leq k \leq i} |\mathcal{L}(G_t(f_\infty))| \leq k\) implies that for all \(j \geq k\), and with coupled delays, \(G_t(f_j) = G_t(f_\infty)\) for times \(t \leq \kappa_i\). In particular, we have that

\[
sup_{j \geq k} d_*(G_\infty(f_j), G_\infty(f_\infty)) \leq \frac{1}{1 + D_1 + D_2 + \cdots + D_{\kappa_i}} \quad \text{whenever } \max_{1 \leq t \leq h} M_t \leq k.
\]

Thus, for any \(\varepsilon > 0\) and positive integer \(h\), we have

\[
\Pr\left(\sup_{j \geq k} d_*(G_\infty(f_j), G_\infty(f_\infty)) > \varepsilon/(1 + \varepsilon)\right) \\
\leq \Pr\left(\max_{1 \leq t \leq h} M_t > k\right) + \Pr(D_1 + D_2 + \cdots + D_{\kappa_i} < 1/\varepsilon).
\]

The remainder of the result is an application of concentration inequality.

First, we assume that \(\mathbb{E}\xi^2 < \infty\); this can be easily relaxed. We want to choose \(h\) such that \(\mathbb{E}D_1 > 1/\varepsilon\), say \(\mathbb{E}D_1 = 2/\varepsilon\). We have, by Chebyshev’s inequality

\[
\Pr\left(\sum_{j=1}^{h} D_j < 1/\varepsilon\right) = \Pr\left(\sum_{j=1}^{h} (\mathbb{E}D_1 - D_j) > \frac{1}{2}\frac{\mathbb{E}D_1}{\sqrt{\mathbb{E}D_1}}\right) \leq \frac{4\text{Var}(D_1)}{(\mathbb{E}D_1)^2} \cdot \frac{1}{h^2}.
\]

whenever \(\mathbb{E}D_1^2 < \infty\) and

\[
\Pr\left(\max_{1 \leq t \leq h} M_t > k\right) = 1 - (1 - \Pr(M_1 > k))^h \leq h \Pr(M_1 > k) \leq h \Pr(\kappa_2 - \kappa_1 > k).
\]

We choose \(h \approx \Pr(\kappa_2 - \kappa_1 > k)^{-1/2}\) and \(\varepsilon_k = 2/(h \mathbb{E}D_1) \approx \sqrt{\mathbb{E}(\kappa_2 - \kappa_1 > k)}\) to get the bound

\[
\Pr\left(\sup_{j \geq k} d_*(G_\infty(f_j), G_\infty(f_\infty)) > \varepsilon_k/(1 + \varepsilon_k)\right) \leq \text{constant} \cdot \sqrt{\Pr(\kappa_2 - \kappa_1 > k)}.
\]

Thus the a.s. convergence result follows when \(\mathbb{E}D_1^2 < \infty\).

Note that if two consecutive times are regeneration times, the second is special. Hence \(\kappa_2 - \kappa_1\) is bounded by geometric many i.i.d. sum of \(\gamma_i\)'s. Clearly, the condition \(\mathbb{E}D_1^2 < \infty\) holds when \(\mathbb{E}(\kappa_2 - \kappa_1)^2 < \infty\). From Propositions 3.5 and 3.6, this holds when \(\Pr(\xi = 1) > 0\) and \(\mathbb{E}\xi^2 < \infty\).

More generally, if \(\mathbb{E}\xi^{1+\delta} < \infty\) for some \(\delta > 0\), we have \(\mathbb{E}(\kappa_2 - \kappa_1)^{1+\delta} < \infty\). Moreover, we can obtain a bound of the order \(O(h^{-\delta})\) in equation (6.5) and the rest of this proof follows by taking \(h \approx \Pr(\kappa_2 - \kappa_1 > k)^{-1/(1+\delta)}\). Note that for convergence in distribution, we only require finiteness of the first moment of \(\xi\).
7. Discussion and Further Questions

This article introduces the asynchronous composition model as a tool for the asymptotic analysis of blockchain construction functions. We show the efficacy of asynchronous composition for studying the end structure of limiting blockchain graphs and by studying the Nakamoto construction from the Bitcoin protocol and the construction $f_2$ from the Iota protocol. Using the related idea of an asynchronous recursion, we also explicitly characterize the growth rate of the longest path to the root under the Nakamoto function. This rate is the key parameter used in the security analyses of that construction but has not been previously characterized.

A large variety of questions may be posed from the asynchronous composition model.

1. **Modeling I:** We consider the model generalization discussed in Section 2.6. It is non-trivial to extend the results to the generalization when $r > 1$, or when the support of $\nu_1$ is not irreducible; but this is nevertheless an important practical model as it is more realistic than the “standard” ACM.

2. **Modeling II:** We can also generalize the model with a weighted version. Suppose each vertex $v$ has a weight at time $t$ given by $w_t(v) \in [0, \infty)$. If $v$ is not present before time $t$, define $w_s(v) = 0, s < t$. Initially, at time 0 all vertices are assigned an initial weight $w_0(v), v \in G_0$. A new vertex arriving at time $t$, connects to vertices chosen proportional to the vertex weights at time $(t - \xi_t)_+$. The new and the old vertices it connects to, gets their weight at time $t$ updated according to some weight update rule. For all other vertices weights stays the same. One can ask questions about properties of the limiting graph for different weight update rules. In our case, the initial assigned weights are $1$ in-degree=0 and the weight update rule is that the new vertex gets weight 1 and old vertices get weight 0.

3. **Which values (in $\mathbb{Z}_+ \cup \{\infty\}$) can the number of ends in asynchronous composition take?**

This qualitative question is analogous to the question in percolation and unimodular random graphs. For percolation, there can be 0, 1, or $\infty$ infinite components; any unimodular random graph has 0, 1, 2, or $\infty$ ends.

Due to our restriction of the process to $B_\nu$, we know that there cannot be 0 ends in the asynchronous limit. We conjecture that there can only be 1 or $\infty$ ends in the asynchronous limit for any construction $f$ and non-constant irreducible delay measure $\xi$.

4. **Fix a construction function $f$, and let $\Xi$ be the space of non-constant irreducible probability distributions on $\mathbb{N}$. Is the number of ends in the asynchronous limit invariant to $\Xi$?**

This question arises purely from the asynchronous composition model but does not have an analog in the model of percolation or unimodular graphs. There is practical importance to this question in the context of blockchain systems. If there exists a function whose asynchronous limit is only one-ended for a specific $\xi \in \Xi$, then such a function may not work in all network situations arising in a blockchain system.

5. **Fix $\xi \in \Xi$ as above. Does every one-ended function have a one-ended asynchronous limit?**

This question can be interpreted as, “given any fixed network behavior, can any one-
ended construction function be used in a blockchain system?" We conjecture that this statement is true, at least when \( r = 1 \). Indeed, an intuition for this may be as follows. Since the function is one-ended, the synchronous limit is one-ended for any finite graph. Thus, in asynchronous operation, if the delay process satisfies \( r = 1 \) for infinitely many sufficiently long disjoint intervals, one may be able to conclude that the asynchronous limit is also one-ended. This intuition is a critical idea in many of the proofs in this paper, although the construction functions we consider are more limited in scope.

6. Do graph properties of preferential attachment, such as degree distribution, remain invariant under asynchronous composition?

Note that the standard preferential attachment model corresponds to synchronous limits in the terminology of this paper. We can define a delay version of this model by taking \( f \) to be a set of vertices chosen according to a function of the degree in the given graph. The martingale structure from the synchronous case will not be present anymore. However, it is interesting to see if the degree distribution still converges in distribution and the effect of the delay on the power-law parameter.

7. Theory of asynchronous recursions and delay-differential equations.

The asynchronous recursion we consider in this paper is a max-type distributional recursion. However, due to the random delays, the analysis does not fall into any class discussed in the well-known survey paper [2]. It is also unclear how to define a continuous counterpart to this kind of recursion; and how the discrete and continuous versions would be related. It may be of independent interest to develop the theory of such recursions and delay-differential equations.
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