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Abstract—Random numbers have been one of the most useful objects in statistics, computer science, cryptography, modeling, simulation, and other applications though it is very difficult to construct true randomness. Many solutions (e.g., cryptographic pseudorandom generators) have been proposed to harness or simulate randomness and many statistical testing techniques have been proposed to determine whether a pseudorandom generator produces high quality randomness. NIST SP800-22 (2010) proposes the state of art testing suite for (pseudo) random generators to detect deviations of a binary sequence from randomness. On the one hand, as a counter example to NIST SP800-22 test suite, it is easy to construct functions that are considered as GOOD pseudorandom generators by NIST SP800-22 test suite though the output of these functions are easily distinguishable from the uniform distribution. Thus these functions are not pseudorandom generators by definition. On the other hand, NIST SP800-22 does not cover some of the important laws for randomness. Two fundamental limit theorems about random binary strings are the central limit theorem and the law of the iterated logarithm (LIL). Several frequency related tests in NIST SP800-22 cover the central limit theorem while no NIST SP800-22 test covers LIL. This paper proposes techniques to address the above challenges that NIST SP800-22 testing suite faces. Firstly, we propose statistical distance based testing techniques for (pseudo) random generators to reduce the above mentioned Type II errors in NIST SP800-22 test suite. Secondly, we propose LIL based statistical testing techniques, calculate the probabilities, and carry out experimental tests on widely used pseudorandom generators by generating around 30TB of pseudorandom sequences. The experimental results show that for a sample size of 1000 sequences (2TB), the statistical distance between the generated sequences and the uniform distribution is around 0.07 (with 0 for statistically indistinguishable and 1 for completely distinguishable) and the root-mean-square deviation is around 0.005. Though the statistical distance 0.07 and RMSD 0.005 are acceptable for some applications, for a cryptographic “random oracle”, the preferred statistical distance should be smaller than 0.03 and RMSD be smaller than 0.001 at the sample size 1000. These results justify the importance of LIL testing techniques designed in this paper. The experimental results in this paper are reproducible and the raw experimental data are available at author’s website.

I. Introduction

Secure cryptographic hash functions such as SHA1, SHA2, and SHA3 and symmetric key block ciphers (e.g., AES and TDES) have been commonly used to design pseudorandom generators with counter modes (e.g., in Java Crypto Library and in NIST SP800-90A standards). Though security of hash functions such as SHA1, SHA2, and SHA3 has been extensively studied from the one-wayness and collision resistant aspects, there has been limited research on the quality of long pseudorandom sequences generated by cryptographic hash functions. Even if a hash function (e.g., SHA1) performs like a random function based on existing statistical tests (e.g., NIST SP800-22 Revision 1A [17]), when it is called many times for a long sequence generation, the resulting long sequence may not satisfy the properties of pseudorandomness and could be distinguished from a uniformly chosen sequence. For example, the recent reports from New York Times [16] and The Guardian [1] show that NSA has included back doors in NIST SP800-90A pseudorandom bit generators (on which our experiments are based on) to get online cryptanalytic capabilities.

Statistical tests are commonly used as a first step in determining whether or not a generator produces high quality random bits. For example, NIST SP800-22 Revision 1A [17] proposed the state of art statistical testing techniques for determining whether a random or pseudorandom generator is suitable for a particular cryptographic application. NIST SP800-22 includes 15 tests: frequency (monobit), number of 1-runs and 0-runs, longest-1-runs, binary matrix rank, discrete Fourier transform, template matching, Maurer’s “universal statistical” test, linear complexity, serial test, the approximate entropy, the cumulative sums (cusums), the random excursions, and the random excursions variants. In a statistical test of [17], a significance level $\alpha \in [0.001,0.01]$ is chosen for each test. For each input sequence, a $P$-value is calculated and the input string is accepted as pseudorandom if $P$-value $\geq \alpha$. A pseudorandom generator is considered good if, with probability $\alpha$, the sequences produced by the generator fail the test. For an in-depth analysis, NIST SP800-22 recommends additional statistical procedures such as the examination of $P$-value distributions (e.g., using $\chi^2$-test).

NIST SP800-22 test suite has inherent limitations with straightforward Type II errors. For example, for a function $F$ that mainly outputs “random strings” but, with probability $\alpha$, outputs biased strings (e.g., strings consisting mainly of 0’s), $F$ will be considered as a “good” pseudorandom generator by NIST SP800-22 test though the output of $F$ could be distinguished from the uniform distribution (thus, $F$ is not a pseudorandom generator by definition). In the following, we use two examples to illustrate this kind of Type II errors. Let $\text{RAND}_{n,c}$ be the sets of Kolmogorov $c$-random binary strings of length $n$, where $c \geq 1$. That is, for a universal Turing
machine $M$, let
\[ \text{RAND}_{c,n} = \{ x \in \{0, 1\}^n : \text{if } M(y) = x \text{ then } |y| \geq |x| - c \}. \] (1)

Let $\alpha$ be a given significance level of NIST SP800-22 test and \( \mathcal{R}_{2n} = \mathcal{R}_l \cup \mathcal{R}_r \) where \( \mathcal{R}_l \) is a size 2$^\alpha$$(1 - \alpha)$ subset of \( \text{RAND}_{2,2n} \) and \( \mathcal{R}_r \) is a size 2$^\alpha$ subset of \( \{ 0^n : x \in \{0, 1\}^n \} \). Furthermore, let \( f_n : \{0, 1\}^n \to \mathcal{R}_{2n} \) be an ensemble of random functions (not necessarily computable) such that \( f(x) \) is chosen uniformly at random from \( \mathcal{R}_{2n} \). Then for each $n$-bit string $x$, with probability 1 $- \alpha$, \( f_n(x) \) is Kolmogorov 2-random and with probability $\alpha$, \( f_n \in \mathcal{R}_r \). Since all Kolmogorov 2-random strings are guaranteed to pass NIST SP800-22 test at significance level $\alpha$ (otherwise, they are not Kolmogorov 2-random by definition) and all strings in \( \mathcal{R}_r \) fail NIST SP800-22 test at significance level $\alpha$ for large enough $n$, the function ensemble \( \{ f_n \}_{n \in \mathbb{N}} \) is considered as a “good” pseudorandom number generator by NIST SP800-22 test suite. On the other hand, Theorem 3.2 in Wang \cite{24} shows that \( \text{RAND}_{2,2n} \) (and \( \mathcal{R}_l \)) could be efficiently distinguished from the uniform distribution with a non-negligible probability. A similar argument could be used to show that \( \mathcal{R}_{2n} \) could be efficiently distinguished from the uniform distribution with a non-negligible probability.

In other words, \( \{ f_n \}_{n \in \mathbb{N}} \) is not a cryptographically secure pseudorandom generator.

As another example, let \( \{ f'_n \}_{n \in \mathbb{N}} \) be a pseudorandom generator with \( f'_n : \{0, 1\}^n \to \{0, 1\}^{ln} \) where $ln > n$. Assume that \( \{ f'_n \}_{n \in \mathbb{N}} \) is a good pseudorandom generator by NIST SP800-22 in-depth statistical analysis of the P-value distributions (e.g., using $\chi^2$-test). Define a new pseudorandom generators \( \{ f_n \}_{n \in \mathbb{N}} \) as follows:
\[
f_n(x) = \begin{cases} f'_n(x) & \text{if } f'_n(x) \text{ contains more } 0\text{'s than } 1\text{'s} \\ 1^{ln} & \text{otherwise} \end{cases}
\] (2)

Then it is easy to show that \( \{ f_n \}_{n \in \mathbb{N}} \) is also a good pseudorandom generator by NIST SP800-22 in-depth statistical analysis of the P-value distributions (e.g., using $\chi^2$-test). However, the output of \( \{ f_n \}_{n \in \mathbb{N}} \) is trivially distinguishable from the uniform distribution.

The above two examples show the limitation of testing approaches specified in NIST SP800-22. The limitation is mainly due to the fact that NIST SP800-22 does not fully realize the differences between the two common approaches to pseudorandomness definitions as observed and analyzed in Wang \cite{24}. In other words, the definition of pseudorandom generators is based on the indistinguishability concepts though techniques in NIST SP800-22 mainly concentrate on the performance of individual strings. In this paper, we propose testing techniques that are based on statistical distances such as root-mean-square deviation or Hellinger distance. The statistical distance based approach is more accurate in deviation detection and avoids above type II errors in NIST SP800-22. Our approach is illustrated using the LIL test design.

Feller \cite{6} mentioned that the two fundamental limit theorems of random binary strings are the central limit theorem and the law of the iterated logarithm. Feller \cite{6} also called attention to the study of the behavior of the maximum of the absolute values of the partial sums \( \tilde{S}_n = \max_{k \in \mathbb{Z}} \left( |\xi_k|^n - n \right) \) and Erdos and Kac \cite{5} obtained the limit distribution of \( \tilde{S}_x \). NIST SP800-22 test suite includes several frequency related tests that cover the first central limit theorem and the cusum test, “the cumulative sums (cusums) test”, that covers the limit distribution of \( S_n \). However, it does not include any test for the important law of the iterated logarithm. Thus it is important to design LIL based statistical tests. The law of the iterated logarithm (LIL) says that, for a pseudorandom sequence $\xi$, the value \( S_{\alpha} = \xi(0, n - 1) \) (this value is defined in Theorem 3.3) should stay in $[-1, 1]$ and reach both ends infinitely often when $n$ increases. It is known \cite{21, 22, 23} that polynomial time pseudorandom sequences follow LIL. It is also known \cite{7} that LIL holds for uniform distributions. Thus LIL should hold for both Kolmogorov complexity based randomness and for “behavioristic” approach based randomness.

This paper designs LIL based weak, strong, and snapshot statistical tests and obtains formulae for calculating the probabilities that a random sequence passes the LIL based tests. We have carried out some experiments to test outcomes of several commonly used pseudorandom generators. In particular, we generated 30TB of sequences using several NIST recommended pseudorandom generators. Our results show that at the sample size 10000 (or 2TB of data), sequences produced by several commonly used pseudorandom generators have a LIL based statistical distance 0.07 from true random sources. On the other hand, at the sample size 10000 (20TB of data), sequences produced by NIST-SHA256 based pseudorandom generators have a LIL based statistical distance 0.02 from true random sources. These distances are larger than expected for cryptographic applications.

The paper is organized as follows. Section II introduces notations. Section III discusses the law of iterated logarithms (LIL). Section IV reviews the normal approximation to binomial distributions. Sections V, VI, and VII propose weak and strong LIL tests. Section VIII describes the steps to evaluate a pseudorandom generator. Section introduces Snapshot LIL tests. Section X reports experimental results and we conclude with Section XI.

II. Notations and Pseudorandom Generators

In this paper, $N$ and $R^+$ denotes the set of natural numbers (starting from 0) and the set of non-negative real numbers, respectively. $\Sigma = \{0, 1\}$ is the binary alphabet, $\Sigma^*$ is the set of (finite) binary strings, $\Sigma^\omega$ is the set of binary strings of length $n$, and $\Sigma^\infty$ is the set of infinite binary sequences. The length of a string $x$ is denoted by $|x|$. $\lambda$ is the empty string. For strings $x, y \in \Sigma^*$, $xy$ is the concatenation of $x$ and $y$, $x \subseteq Y$ denotes that $x$ is an initial segment of $y$. For a sequence $x \in \Sigma^* \cup \Sigma^\infty$ and a natural number $n \geq 0$, $x[n] = x[0..n - 1]$ denotes the initial segment of length $n$ of $x$ (i.e., $x[n] = x[0...n - 1]$ if $|x| \leq n$) while $x[n]$ denotes the $n$th bit of $x$, i.e., $x[0..n - 1] = x[0]..x[n - 1]$. For a set $C$ of infinite sequences, $\text{Prob}(\xi)$ denotes the probability that $\xi \in C$ when $\xi$ is chosen by a
uniform random experiment. Martingales are used to describe betting strategies in probability theory.

**Definition 2.1:** (Ville [19]) A martingale is a function $F : \Sigma^* \to R^*$ such that, for all $x \in \Sigma^*$,

$$F(x) = \frac{F(x1) + F(x0)}{2}.$$

We say that a martingale $F$ succeeds on a sequence $\xi \in \Sigma^\infty$ if $\lim sup_x F(\xi[0..n-1]) = \infty$.

The concept of “effective similarity” by Goldwasser and Micali [10] and Yao [25] is defined as follows: Let $X = \{X_n\}_{n \in \mathbb{N}}$ and $Y = \{Y_n\}_{n \in \mathbb{N}}$ be two probability ensembles such that each of $X_n$ and $Y_n$ is a distribution over $\Sigma^n$. We say that $X$ and $Y$ are computationally (or statistically) indistinguishable if for every feasible algorithm $A$ (or every algorithm $A$), the total variation difference between $X_n$ and $Y_n$ is a negligible function in $n$.

**Definition 2.2:** Let $\{X_n\}_{n \in \mathbb{N}}$ and $\{Y_n\}_{n \in \mathbb{N}}$ be two probability ensembles. $\{X_n\}_{n \in \mathbb{N}}$ and $\{Y_n\}_{n \in \mathbb{N}}$ are computationally (respectively, statistically) indistinguishable if for any polynomial time computable set $D \in \Sigma^*$ (respectively, any set $D \in \Sigma^*$) and any polynomial $p$, the inequality (3) holds for almost all $n$.

$$|\text{Prob}[A(X_n) = 1] - \text{Prob}[A(Y_n) = 1]| \leq \frac{1}{p(n)} \quad \text{(3)}$$

Let $l : N \to N$ with $l(n) \geq n$ for all $n \in N$ and $G$ be a polynomial-time computable algorithm such that $|G(x)| = l(|x|)$ for all $x \in \Sigma^*$.

Then the pseudorandom generator concept [3], [25] is defined as follows.

**Definition 2.3:** Let $l : N \to N$ with $l(n) > n$ for all $n \in N$, and $\{U_n\}_{n \in \mathbb{N}}$ be the uniform distribution. A pseudorandom generator is a polynomial-time algorithm $G$ with the following properties:

1. $|G(x)| = l(|x|)$ for all $x \in \Sigma^*$.
2. The ensembles $\{G(U_n)\}_{n \in \mathbb{N}}$ and $\{U_n\}_{n \in \mathbb{N}}$ are computationally indistinguishable.

Let $\text{RAND}_{c,n} = \cup_{n \in \mathbb{N}} \text{RAND}_{c,n}$ where $\text{RAND}_{c,n}$ is the set of Kolmogorov $c$-random sequences that is defined in equation (1). Then we have

**Theorem 2.4:** (Theorem 3.2) The ensemble $R_c = \{R_{c,n}\}_{n \in \mathbb{N}}$ is not pseudorandom.

Theorem 2.4 shows the importance for a good pseudorandom generator to fail each statistical test with certain given probability.

III. STOCHASTIC PROPERTIES OF LONG PSEUDORANDOM SEQUENCES

Classical infinite random sequences were first introduced as a type of disordered sequences, called “Kollektivs”, by von Mises [20] as a foundation for probability theory. The two features characterizing a Kollektiv are: the existence of limiting relative frequencies within the sequence and the invariance of these limits under the operation of an “admissible place selection”. Here an admissible place selection is a procedure for selecting a subsequence of a given sequence $\xi$ in such a way that the decision to select a term $\xi[n]$ does not depend on the value of $\xi[n]$. Ville [19] showed that von Mises’ approach is not satisfactory by proving that: for each countable set of “admissible place selection” rules, there exists a “Kollektiv” which does not satisfy the law of the iterated logarithm (LIL). Later, Martin-Löf [14] developed the notion of random sequences based on the notion of typicalness. A sequence is typical if it is not in any constructive null sets. Schnorr [18] introduced $p$-randomness concepts by defining the constructive null sets as polynomial time computable measure 0 sets. The law of the iterated logarithm (LIL) plays a central role in the study of the Wiener process and Wang [23] showed that LIL holds for $p$-random sequences.

Computational complexity based pseudorandom sequences have been studied extensively in the literature. For example, $p$-random sequences are defined by taking each polynomial time computable martingale as a statistical test.

**Definition 3.1:** (Schnorr [18]) An infinite sequence $\xi \in \Sigma^\infty$ is $p$-random (polynomial time random) if for any polynomial time computable martingale $F$, $F$ does not succeed on $\xi$.

A sequence $\xi \in \Sigma^\infty$ is $F$-random if there exists a Turing machine $M$ to calculate the bits $\xi[0], \xi[1], \cdots$. In the following, we prove a theorem which says that, for each Turing machine computable non $p$-random sequence $\xi$, there exists a martingale $F$ such that the process of $F$ succeeding on $\xi$ can be efficiently observed in time $O(n^2)$. The theorem is useful in the characterizations of $p$-random sequences and in the characterization of LIL-test waiting period.

**Theorem 3.2:** (23) For a sequence $\xi \in \Sigma^\infty$ and a polynomial time computable martingale $F$, $F$ succeeds on $\xi$ if and only if there exists a martingale $F'$ and a non-decreasing $O(n^2)$-time computable (with respect to the unary representation of numbers) function from $h : N \to N$ such that $F'(\xi[0..n-1]) \geq h(n)$ for all $n$.

It is shown in [23] that $p$-random sequences are stochastic in the sense of von Mises and satisfy common statistical laws such as the law of the iterated logarithm. It is not difficult to show that all $p$-random sequences pass the NIST SP800-22 [17] tests for significance level 0.01 since each test in [17] could be converted to a polynomial time computable martingale which succeeds on all sequences that do not pass this test. However, none of the sequences generated by pseudorandom generators are $p$-random since from the generator algorithm itself, a martingale can be constructed to succeed on sequences that it generates.

Since there is no efficient mechanism to generate $p$-random sequences, pseudorandom generators are commonly used to produce long sequences for cryptographic applications. While the required uniformity property (see NIST SP800-22 [17]) for pseudorandom sequences is equivalent to the law of large numbers, the scalability property (see [17]) is equivalent to the invariance property under the operation of “admissible place selection” rules. Since $p$-random sequences satisfy common statistical laws, it is reasonable to expect that pseudorandom sequences produced by pseudorandom generators satisfy these laws also (see, e.g., [17]).

The law of the iterated logarithm (LIL) describes the fluctuation scales of a random walk. For a nonempty string
$x \in \Sigma^*$, let 
\[
S(x) = \sum_{i=0}^{[x]-1} x[i] \quad \text{and} \quad S^*(x) = \frac{2 \cdot S(x) - [x]}{\sqrt{|x|}}
\]
where $S(x)$ denotes the number of 1s in $x$ and $S^*(x)$ denotes the reduced number of 1s in $x$. $S^*(x)$ amounts to measuring the deviations of $S(x)$ from $\frac{[x]}{2}$ in units of $\frac{1}{\sqrt{|x|}}$.

The law of large numbers says that, for a pseudo random sequence $\xi$, the limit of $\frac{S(n\alpha \xi)}{n}$ is $\frac{1}{2}$, which corresponds to the frequency (Monobit) test in NIST SP800-22 [17]. But it says nothing about the reduced deviation $S^*(\xi[0..n-1])$. It is intuitively clear that, for a pseudorandom sequence $\xi$, $S^*(\xi[0..n-1])$ will sooner or later take on arbitrary large values (though slowly). The law of the iterated logarithm (LIL), which was first discovered by Khintchine [12], gives an optimal upper bound $\sqrt{2 \ln \ln n}$ for the fluctuations of $S^*(\xi[0..n-1])$. It was showed in Wang [23] that this law holds for $\rho$-random sequences also.

**Theorem 4.3:** (LIL for $\rho$-random sequences [23]) For a sequence $\xi \in \Sigma^\infty$, let
\[
S_{\rho}(\xi|n) = \frac{2 \sum_{i=0}^{n-1} \xi[i] - n}{\sqrt{2n \ln \ln n}}
\]
Then for each $\rho$-random sequence $\xi \in \Sigma^\infty$ we have both
\[
\limsup_{n \to \infty} S_{\rho}(\xi|n) = 1 \quad \text{and} \quad \liminf_{n \to \infty} S_{\rho}(\xi|n) = -1.
\]

IV. Normal Approximations to $S_{\rho}$

In this section, we provide several results on normal approximations to the function $S_{\rho}(\cdot)$ that will be used in next sections. The DeMoivre-Laplace theorem is a normal approximation to the binomial distribution, which says that the number of “successes” in $n$ independent coin flips with head probability $1/2$ is approximately a normal distribution with mean $n/2$ and standard deviation $\sqrt{n}/2$. We first review a few classical results on the normal approximation to the binomial distribution.

**Definition 4.1:** The normal density function with mean $\mu$ and variance $\sigma$ is defined as
\[
f(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}};
\]
For $\mu = 0$ and $\sigma = 1$, we have the standard normal density function
\[
\phi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}},
\]
its integral
\[
\Phi(x) = \int_{-\infty}^{x} \phi(y)dy
\]
is the standard normal distribution function.

**Lemma 4.2:** (Chapter VII.1, p175)) For every $x > 0$, we have
\[
(x^{-1} - x^{-3})\phi(x) < 1 - \Phi(x) < x^{-1} \phi(x)
\]
The following DeMoivre-Laplace limit theorem is derived from the approximation Theorem on page 181 of [7].

**Theorem 3.3:** For fixed $x_1, x_2$, we have
\[
\lim_{n \to \infty} \text{Prob} \left[ x_1 \leq S^*(\xi|n) \leq x_2 \right] = \Phi(x_2) - \Phi(x_1).
\]

Theorem 4.3 shows that pseudorandom sequences should satisfy the law of the iterated logarithm (LIL). Thus we propose the following weak LIL test for random sequences.

**Weak LIL Test:** Let $\alpha \in (0,0.25]$ and $N \in \mathbb{N}$ be a subset of natural numbers, we say that a sequence $\xi$ does not pass the weak $(\alpha,N)$-LIL test if $-1 + \alpha < S_{\rho}(\xi|n) < 1 - \alpha$ for all $n \in N$. Furthermore, $P_{(\alpha,N)}$ denotes the probability that a random sequence passes the weak $(\alpha,N)$-LIL test, and $E_{(\alpha,N)}$ is the set of sequences that pass the weak $(\alpha,N)$-LIL test.

By the definition, a sequence $\xi$ passes the weak $(\alpha,N)$-LIL test if $S_{\rho}(-1) \leq \xi < S_{\rho}(-1) + \alpha$ at some points in $\xi$. In practice, it is important to choose appropriate test point set $N$ and calculate the probability for a random sequence $\xi$ to pass the weak $(\alpha,N)$-LIL test. In this section we calculate the probability for a sequence to pass the weak $(\alpha,N)$-LIL test with the following choices of $N$:
\[
N_0 = \{2^n n_1\}, \ldots, N_t = \{2^n n_t\}, \quad \text{and} \quad \bigcup_{i=0}^{t} N_i
\]
for given $n_1$ and $t$. Specifically, we will consider the cases for $t = 8$ and $n_1 = 2^{26}$.

**Theorem 4.1:** Let $x_1, \ldots, x_t \in [0,1]^t$. Then we have
\[
S_{\rho}(x_1) + \cdots + S_{\rho}(x_t) = S_{\rho}(x_1 \cdots x_t) \cdot \sqrt{\frac{t \ln \ln(m)}{\ln \ln n}}
\]
Proof. By [4], we have
\[ S_{\text{IIL}}(x_1) + \cdots + S_{\text{IIL}}(x_2) = \frac{2\sum_{i=1}^{t} S(x_i) - tn}{\sqrt{2n \ln n}} - \frac{2}{\sqrt{2n \ln n}}. \]

By substituting \( \theta = 0.95 \) (respectively 0.9), and \( n = 2^{26}, \ldots, n = 2^{34} \) into (19), we obtain the value \( P_{(0.1\times N)} \) (respectively \( P_{(0.05\times N)} \)) at the entry \((N_i, N_i)\) in Table II. This completes the proof of the Theorem. □

Now we consider the probability for a random sequence to pass the weak \((\alpha, N)\)-LIL test with \( N \) as the union of two \( N_i \). First we present the following union theorem.

**Theorem 5.5.** For fixed \( 0 < \alpha < 1 \) and \( t \geq 2 \), let \( \theta = 1 - \alpha \), \( N = [n, tn] \), \( N_a = [n], N_b = [tn] \). We have
\[ P_{(\alpha, N)} \approx P_{(\alpha, N_a)} + P_{(\alpha, N_b)} - P_{(\alpha, N_a \cup N_b)}, \]

Alternatively, we have
\[ P_{(\alpha, N)} \approx P_{(\alpha, N_a)} + P_{(\alpha, N_b)} \pm P_{(\alpha, N_a \cup N_b)} \]

Proof. Since \( E_{(\alpha, N)} = E_{(\alpha, N_a)} \cup E_{(\alpha, N_b)} \), we have
\[ P_{(\alpha, N)} = (P_{(\alpha, N_a)} + P_{(\alpha, N_b)}) - E_{(\alpha, N_a \cup N_b)} \]

where \( E_{(\alpha, N_a \cup N_b)} = \{ \xi : |S_{\text{IIL}}(\xi | n) > \theta \sqrt{S_{\text{IIL}}(\xi | tn)} \} \). By symmetry, it suffices to show that
\[ \text{Prob} \left[ S_{\text{IIL}}(\xi | n) \geq \theta \sqrt{S_{\text{IIL}}(\xi | tn)} \right] \]
\[ \approx \frac{1}{2} \int_{-\infty}^{\infty} \left( \frac{z \sqrt{2 \ln n}}{2} \right) \exp \left( -\frac{z^2}{2} \right) dx \]

Let \( \Delta_i = \sqrt{2 \ln n} \cdot \Delta_n \). By Corollary 5.3 the probability that \( S_{\text{IIL}}(\xi | n) \in [z, z + \Delta_n] \) and \( S_{\text{IIL}}(\xi | tn) > \theta \) is approximately
\[ \int_{z}^{\frac{\sqrt{2 \ln n} \Delta_i}{2}} \phi(x) dx \int_{\frac{\sqrt{2 \ln n} \Delta_i}{2}}^{\infty} \varphi(x) dx \]

By substituting \( y = z \sqrt{2 \ln n} \) and integrating the equation (23) over the interval \( y \in [-\theta \sqrt{2 \ln n}, \theta \sqrt{2 \ln n}] \), we get the equation (22).

The equation (21) could be proved similarly by the following observation: a sequence passes the weak \((\alpha, N)\)-LIL test if it passes the weak LIL test at point \( n \) or at point \( 2n \). Thus the total probability is the sum of these two probabilities minus the probability that the sequence passes the weak LIL test at both points at the same time. The theorem is then proved. □

**Example 5.6.** For \( \alpha = 0.1 \) (respectively \( \alpha = 0.05 \)) and \( N_i = [2^i, 2^{i+1}] \) with \( 0 \leq i \leq 8 \), the entry at \((N_i, N_i)\) in Table II is the probability that a random sequence passes the weak \((0.1, N_i \cup N_j)\)-LIL test (respectively \((0.05, N_i \cup N_j)\)-LIL test).

Proof. The probability could be calculated using either equation (20) or (21) in Theorem 5.5 with \( \theta = 1 - \alpha \). Our analysis shows that results from (20) and (21) have a difference
smaller than 0.000000001 which is negligible. The values in Table I are computed using the equation (20) and then verified using the equation (21).

VI. Weak-LIL test design II

In this section, we consider the design of weak \((\alpha,N)\)-LIL test with \(N\) consisting at least three points. To be consistent with Section V we use the following notations: \(N_0 = \{2^n n_1\}, \ldots, \) and \(N_L = \{2^n n_1\}\) for given \(n_1\) and \(l\). In particular, we will consider the cases for \(n_1 = 2^{\infty}\).

**Theorem 6.1:** For fixed \(0 < \alpha < 1\) and \(t_1, t_2 \geq 2\), let \(\theta = 1 - \alpha\), \(S = [n, t_1 n, t_2 t n]\), and \(N_\alpha = [n, t n]\). Then we have

\[
P_{(\alpha,N)} \approx P_{(\alpha,N_\alpha)} + \frac{1}{2\pi \sqrt{2\pi(t_1 - 1)^{-1}} \int C_1 \int C_2 \int C_3 e^{-\frac{x^2 + y^2}{2}} \frac{x^2 - y^2}{w \ln w} dxdydz \tag{24}
\]

where

\[
C_1 = [\theta \sqrt{2t_1 \ln t_1 n, \theta \sqrt{2t_1 \ln t_1 n}]
\]

\[
C_2 = [\theta \sqrt{2n \ln n, \theta \sqrt{2n \ln n}]
\]

\[
C_3 = [\sqrt{\frac{1}{t_2 - 1}} (\theta \sqrt{2t_2 \ln t_2 t n - z / \sqrt{t_1}}, \infty)
\]

**Proof.** By symmetry, it suffices to show that

\[
Prob \{S_{IL}(\xi | t_1 n) \geq \theta | E_0, N_\alpha \} \approx \frac{1}{2\pi \sqrt{2\pi(t_1 - 1)^{-1}} \int C_1 \int C_2 \int C_3 e^{-\frac{x^2 + y^2}{2}} \frac{x^2 - y^2}{w \ln w} dxdydz \tag{25}
\]

By Corollary 5.3, the probability that \(S_{IL}(\xi | t_1 n) \in [z, z + \Delta z]\) and \(S_{IL}(\xi | t_2 t n) > \theta\) is approximately

\[
P_{(\alpha,N_\alpha)} \cdot \frac{1}{\sqrt{\frac{\Delta z}{\sqrt{t_1 \ln t_1 n}}}} \varphi(x) dx \tag{26}
\]

where \(P_{(\alpha,N_\alpha)}\) is the probability that \(S_{IL}(\xi | t_1 n) \in [z, z + \Delta z]\). Let \(\Delta_1 = \sqrt{2t_1 \ln t_1 n} \cdot \Delta z\). By equation (22) in the proof of Theorem 5.3, the probability \(P_{(\alpha,N_\alpha)}\) under the conditional event \(\{S_{IL}(\xi | t_1 n) < \theta\}\) is approximately

\[
P_{(\alpha,N_\alpha)} \approx \frac{1}{2\pi} \int C_2 \int C_3 e^{-\frac{x^2 + y^2}{2}} \frac{e^{-\frac{x^2 + y^2}{2}}}{w \ln w} dxdydz \tag{27}
\]

By substituting (27) into (26), replacing \(z \sqrt{2t_1 \ln t_1 n}\) with \(w\), and integrating the obtained equation over the interval \(w \in [-\theta \sqrt{2t_1 \ln t_1 n}, \theta \sqrt{2t_1 \ln t_1 n}]\), and finally replacing the variable \(w\) back to \(z\), equation (25) is obtained. The theorem is then proved.

**Example 6.2.** Let \(m = 2^6\). By equation (24) in Theorem 6.1, we can calculate the following probabilities:

1. \(P_{(0.1, N_0 \cup N_0 \cup N_0)} = 0.07755\);
2. \(P_{(0.1, N_0 \cup N_0 \cup N_0)} = 0.07741\);
3. \(P_{(0.1, N_0 \cup N_0 \cup N_0)} = 0.07417\);
4. \(P_{(0.1, N_0 \cup N_0 \cup N_0)} = 0.06995\);
5. \(P_{(0.05, N_0 \cup N_0 \cup N_0)} = 0.05645\);

By trying all different combinations, it can be shown that for any \(N = N_0 \cup N_0 \cup N_0\) with different \(0 \leq t_1, t_2, t_3 \leq 8\), we have

\[
0.069 < P_{0.1 N} \leq 0.08 \text{ and } 0.05 \leq P_{0.05 N} \leq 0.06.
\]

**Theorem 6.1.** provides an algorithm for computing the probability \(P_{(\alpha,N)}\) when \(N\) contains three points. By recursively applying Corollary 5.3, as in the proof of Theorem 6.1, we can obtain algorithms for calculating the probability \(P_{(\alpha,N)}\) when \(N\) contains more than three points. The process is straightfor-
ward though tedious and the details are omitted here. In the following, we give an alternative approach to approximate the probability $P_{(\alpha; N)}$ with $|N| > 3$ by using Theorems 5.5 and 6.1.

We show the approximation technique with the example of $\alpha = 0.1$ and $N = S_0 \cup S_1 \cup S_2 \cup S_3$. First we note that

$$P_{(\alpha; N)} = P_{(\alpha; N_0 \cup N_1 \cup N_2)} = P_{(\alpha; N_0)} + P_{(\alpha; N_1)} + P_{(\alpha; N_2)} - \text{Prob} \left[ E_{(\alpha; N_0)} \cap E_{(\alpha; N_1)} \cap E_{(\alpha; N_2)} \right]$$

(28)

Since

$$E_{(\alpha; N_0)} \cap E_{(\alpha; N_1)} \cap E_{(\alpha; N_2)} = (E_{(\alpha; N_0)} \cap E_{(\alpha; N_1)}) \cup (E_{(\alpha; N_0)} \cap E_{(\alpha; N_2)}) \cup (E_{(\alpha; N_1)} \cap E_{(\alpha; N_2)})$$

we have

$$\text{Prob} \left[ E_{(\alpha; N_0)} \cap E_{(\alpha; N_1)} \cap E_{(\alpha; N_2)} \right] = \text{Prob} \left[ E_{(\alpha; N_0)} \cap E_{(\alpha; N_1)} \right] + \text{Prob} \left[ E_{(\alpha; N_0)} \cap E_{(\alpha; N_2)} \right] + \text{Prob} \left[ E_{(\alpha; N_1)} \cap E_{(\alpha; N_2)} \right]$$

(29)

Let $\epsilon = \text{Prob} \left[ E_{(\alpha; N_0)} \cap E_{(\alpha; N_1)} \cap E_{(\alpha; N_2)} \right]$ and simplifying it, we get

$$P_{(\alpha; N)} = \sum_{i \in \{0, 3, 6, 8\}} P_{(\alpha; N_i)}$$

$$+ \sum_{i, j, k \in \{0, 3, 6, 8\}} P_{(\alpha; N_i \cup N_j \cup N_k)}$$

(30)

$$- \sum_{i, j \in \{0, 3, 6, 8\}} P_{(\alpha; N_i \cup N_j)} - 2\epsilon$$

On the other hand, we have

$$2\epsilon < 2 \cdot \text{Prob} \left[ E_{(\alpha; N_0)} \cap E_{(\alpha; N_1)} \cap E_{(\alpha; N_2)} \right]$$

$$= P_{(\alpha; N_0 \cup N_1 \cup N_2)} + \sum_{i \in \{3, 6, 8\}} P_{(\alpha; N_i)}$$

$$- \sum_{i, j \in \{3, 6, 8\}} P_{(\alpha; N_i \cup N_j)}$$

$$\approx 0.09662$$

Thus we have $0.09630 < P_{(\alpha; N)} < 0.09662$. In other words, a random sequence passes the weak $(0.1, N_0 \cup N_3 \cup N_4 \cup N_5)$-LIL test with approximately 9.65% probability.

VII. STRONG LIL TEST DESIGN

This section considers the following strong LIL tests. 

**Strong LIL Test:** Let $\alpha \in (0, 0.25]$ and $N_0, N_3, N_4 \subset N$ be subsets of natural numbers. We say that a sequence $\xi$ passes the strong $(\alpha; N_0, N_3, N_4)$-LIL test if there exist $n_1 \in N_0$ and $n_2 \in N_4$ such that

$$|S_{\tilde{\omega}}(\xi[n_1])| > 1 - \alpha \text{ for } i = 1, 2;$$

$$S_{\tilde{\omega}}(\xi[n])S_{\tilde{\omega}}(\xi[n_2]) < 0.$$  

(31)

Alternatively, we say that a sequence $\xi$ passes the strong $(\alpha; N_0)$-LIL test if there exist $n_1, n_2 \in N_0$ such that $|S_{\tilde{\omega}}(\xi[n])| > 1 - \alpha$.

Furthermore, $S_{\tilde{\omega}}(\xi[n])$ denotes the probability that a random sequence passes the strong $(\alpha; N_0, N_3, N_4)$-LIL and $(\alpha; N_0)$-LIL tests respectively.

**Theorem 7.1:** For fixed $0 < \alpha < 1$ and $t \geq 2$, let $\theta = 1 - \alpha$, $N_0 = \{n\}$, and $N_4 = \{m\}$. We have

$$SP_{(\alpha; N_0, N_4)} = \frac{1}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} 1 + \alpha \sqrt{\frac{\theta}{2\ln \left( \frac{\theta}{2\ln m + \gamma} \right)}} e^{-\frac{2\alpha^2}{\theta \ln m + \gamma}} d\alpha dx$$

(32)

**Proof.** The theorem could be proved in a similar way as in the proof of Theorem 5.5. \qed

**Example 7.2:** Let $\alpha = 0.1$, $N_0 = \{2^{26}\}$, $N_3 = \{2^{23}\}$, and $N_4 = \{2^{34}\}$. Then we have $SP_{(\alpha; N_0, N_4)} \approx 0.0001981$ and $SP_{(\alpha; N_0, N_3)} \approx 0.0002335$.

In the following, we provide another approach for obtaining better probability bounds for strong LIL tests. In a negative binomial distribution $f(k; r, \frac{1}{2})$ denote the probability that the $r$th one appears at the position $r + k$. It is well known that for this distribution, we have $\mu = r$ and variance $\sigma = \sqrt{2r}$. The probability that the $r$'s one appears before the $n$th position is approximated by the following probability:

$$\frac{1}{2\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{x^2}{2}} dx$$

(33)

For $n_1 = 2^{26}$ and $n_2 = 2^{34}$, assume that $S_{\tilde{\omega}}(\xi[n_1]) < -y$ for given $y > \theta$. Then we have

$$S_{\tilde{\omega}}(\xi[n]) < \frac{n_1 - y \sqrt{2n_1 \ln n_1}}{2}$$

(34)

By (34), in order for $S_{\tilde{\omega}}(\xi[n_2]) > \theta$, we need to have

$$r(y) = S_{\tilde{\omega}}(\xi[n_1, n_2]) > \frac{n_2 + \theta \sqrt{2n_2 \ln n_2 - n_1} + y \sqrt{2n_1 \ln n_1}}{2}$$

(35)

Let $\alpha = 1 - \theta$, $N_0 = \{n_1\}$, and $N_4 = \{n_2\}$. Using the same argument as in the proof of Theorem 5.5 (in particular, the arguments for integrating equation 23) and the negative binomial distribution equation (33), the probability that a sequence passes the strong $(\alpha; N_0, N_4)$-LIL test can be calculated with the following equation.

$$\frac{1}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} 1 + \alpha \sqrt{\frac{\theta}{2\ln \left( \frac{\theta}{2\ln m + \gamma} \right)}} e^{-\frac{2\alpha^2}{\theta \ln m + \gamma}} d\alpha dx$$

(36)

By substituting the values of $\theta$, $n_1$, and $n_2$, (36) evaluates to 0.0002335. In other words, a random sequence passes the strong $(0.1; N_0, N_4)$-LIL test with probability 0.023% (this value is same as the value in Example 7.2). Both (32) and (36) could be used to calculate the probability for strong LIL tests. These equations could be used to generalize results in Example 7.2 to cases of strong $(\alpha; N_0, N_4)$-LIL test with multiple points in $N_0$.

VIII. EVALUATING PSEUDORANDOM GENERATORS

In order to evaluate the quality of a pseudorandom generator $G$, we first choose a fixed $n$ of sequence length, a value $0 < \alpha < 0.1$, and mutually distinct subsets $N_0, \ldots, N_7$ of
It is preferred that the $S_{ij}$ values on these subsets are as independent as possible (though they are impossible to be independent). For example, we may choose $N_i$ as in Section VI. Then we can carry out the following steps.

1) Set $P^+_{(\alpha,n)} = P^+_{(\alpha,N)} = \frac{1}{2} P_{(\alpha,n)}$ for all $N$.
2) Use $\mathcal{G}$ to construct a set of $m \geq 100$ binary sequences of length $n$.
3) For each $\mathcal{N}$, calculate probability $P^+_{(\alpha,n)}$ that these sequences pass the weak $(\alpha,\mathcal{N})$-LIL test via $S_{ij} \geq 1 - \alpha$ (respectively, $P^-_{(\alpha,n)}$ for $S_{ij} \leq -1 + \alpha$).
4) Calculate the average absolute probability distance

$$
\Delta_{\text{a}} = \frac{1}{t} \sum_{i=0}^{t-1} \left( |P^+_{(\alpha,n)} - P^-_{(\alpha,n)}| + |P^-_{(\alpha,n)} - P^+_{(\alpha,n)}| \right)
$$

and the root-mean-square deviation

$$
\text{RMSD}_{a} = \sqrt{\frac{\sum_{0 \leq j \leq 5}(p^+_{i,j} + p^-_{i,j})(t + 1)(t + 2)}{t}}
$$

where $p^+_{i,j} = P^+_{(\alpha,N \cup N_j)} - P^-_{(\alpha,N \cup N_j)}$ and $p^-_{i,j} = P^-_{(\alpha,N \cup N_j)} - P^+_{(\alpha,N \cup N_j)}$.
5) Decision criteria: the smaller $\Delta_{\text{a}}$ and $\text{RMSD}_{a}$, the better generator $\mathcal{G}$.

IX. Snapshot LIL tests and random generator evaluation

We have considered statistical tests based on the limit theorem of the law of the iterated logarithm. These tests do not take full advantage of the distribution $S_{ij}$, which defines a probability measure on the real line $R$. Let $\mathcal{R} \subset \Sigma^n$ be a set of $m$ sequences with a standard probability definition on it. That is, for each $x_0 \in \mathcal{R}$, let $\text{Prob}[x = x_0] = \frac{1}{m}$. Then each set $\mathcal{R} \subset \Sigma^n$ induces a probability measure $\mu_n^\mathcal{R}$ on $R$ by letting

$$
\mu_n^\mathcal{R}(I) = \text{Prob}[S_{ij}(x) \in I, x \in \mathcal{R}]
$$

for each Lebesgue measurable set $I$ on $R$. For $U = \Sigma^n$, we use $\mu_n^U$ to denote the corresponding probability measure induced by the uniform distribution. By Definition 2.3 if $\mathcal{R}_n$ is the collection of all length $n$ sequences generated by a pseudorandom generator, then the difference between $\mu_n^U$ and $\mu_n^\mathcal{R}_n$ is negligible.

By Theorem 4.3 and Lemma 4.4 for a uniformly chosen $\xi$, the distribution of $S^*(\xi|n)$ could be approximated by a normal distribution of mean 0 and variance 1, with error bounded by $1/n$ (see [17]). In other words, the measure $\mu_n^U$ can be calculated as

$$
\mu_n^U((\infty, x)) \approx \Phi(\sqrt{2 \ln \ln n}) = \sqrt{2 \ln \ln n \int_{-\infty}^{x} \frac{\phi(\sqrt{2 \ln \ln n})}{y} \, dy}.
$$

Table VII in the Appendix lists values $\mu_n^U(I)$ for 0.05-length intervals $I$ with $n = 2^{26}, \cdots, 2^{34}$.

In order to evaluate a pseudorandom generator $\mathcal{G}$, first choose a sequence of testing points $n_0, \cdots, n_t$ (e.g., $n_0 = 2^{26+1}$). Secondly use $\mathcal{G}$ to generate a set $\mathcal{R} \subset \Sigma^n$ of $m$ sequences. Lastly compare the distances between the two probability measures $\mu_n^\mathcal{R}$ and $\mu_n^U$ for $n = n_0, \cdots, n_t$.

A generator $\mathcal{G}$ is considered “good”, if for sufficiently large $m$, the distances between $\mu_n^\mathcal{R}$ and $\mu_n^U$ are negligible (or smaller than a given threshold). There are various definitions of statistical distances for probability measures. In our analysis, we will consider the total variation distance

$$
d(\mu_n^\mathcal{R}, \mu_n^U) = \sup_{A \in \mathcal{B}} |\mu_n^\mathcal{R}(A) - \mu_n^U(A)|
$$

Hellinger distance

$$
H(\mu_n^\mathcal{R}|\mu_n^U) = \frac{1}{\sqrt{2}} \sqrt{\sum_{A \in \mathcal{B}} (\sqrt{\mu_n^\mathcal{R}(A)} - \sqrt{\mu_n^U(A)})^2}
$$

and the root-mean-square deviation

$$
\text{RMSD}(\mu_n^\mathcal{R}|\mu_n^U) = \sqrt{\frac{\sum_{A \in \mathcal{B}} (\mu_n^\mathcal{R}(A) - \mu_n^U(A))^2}{42}}
$$

where $\mathcal{B}$ is a partition of the real line $R$ that is defined as

$$(\{0, 1\}, [1, \infty)) \cup ([0.05x - 1, 0.05x - 0.95): 0 \leq x \leq 39].$$

In Section X, we will present some examples of using these distance to evaluate several pseudorandom generators.

X. Experimental results

As an example to illustrate the importance of LIL tests, we carry out weak LIL test experiments on pseudorandom generators SHA1PRNG (Java) and NIST DRBG [17] with parameters $\alpha = 0.1$ (and 0.05) and $\mathcal{S}_0 = \{-2^{26}\}, \cdots, \mathcal{N}_8 = \{2^{34}\}$ (note that $2^{26}$ bits = 8MB and $2^{34}$ bits = 2GB).

Before carrying out LIL based tests, we run NIST SP800-22 test tool [15] on sequences that have been generated. The test tool [15] only checks the first 1.215,752,192 bits ($\approx 145$MB) of a sequences since the software uses 4-byte INT data type for integer variables. The initial 145MB of each sequence that we have generated passes NIST tests with P-values larger than 0.01 except for the “longest run of ones in a block” test which failed for several sequences.

A. Java SHA1PRNG API based sequences

The pseudorandom generator SHA1PRNG API in Java generates sequences $\text{SHA1}'(s, 0)\text{SHA1}'(s, 1) \cdots$, where $s$ is an optional seed string of arbitrary length, the counter $i$ is 64 bits long, and SHA1$(s, i)$ is the first 64 bits of SHA1$(s, i)$. In the experiment, we generated one thousand of sequences with four-byte seeds of integers 0, 1, 2, $\cdots$, 999 respectively. For each sequence generation, the “random.nextBytes()” method of SecureRandom class is called $2^{26}$ times and a 32-byte output is requested for each call. This produces sequences of $2^{34}$ bits long. The LIL test is then run on these sequences and the first picture in Figure 1 shows the LIL-test result curves for the first 100 sequences. To reduce the size of the figure, we use the scale 10000b2 for the $x$-axis. In other words, Figure 1 shows the values $S_{ij}(\xi|0.10000m^2 - 1)$ for $1 \leq n \leq 1310$. At this scale, the points $\mathcal{S}_0, \cdots, \mathcal{N}_8$ are mapped to 82, 116, 164,
Fig. 1. LIL test results for sequences generated by Java SHA1PRNG, NIST SP800 90A SHA1-DRBG, and NIST SP800 90A SHA2-DRBG.

![Graph showing LIL test results](image)

232, 328, 463, 655, 927, and 1310 respectively. Table I shows the number of sequences that reach the value 0.9, -0.9, 0.95, and -0.95 at corresponding testing points respectively.

Using the partition set $\mathcal{B}$, the probability distributions $\mu_{n}^{\text{JavaSHA1}}$ with $n = 2^{26}, \ldots, 2^{34}$ are presented in the Appendix Table VI. Figure 2 compares these distributions.

![Graph comparing distributions](image)

**B. NIST SP800 90A DRBG pseudorandom generators**

NIST SP800.90A [2] specifies three types of DRBG generators: hash function based, block cipher based, and ECC based. For DRBG generators, the maximum number of calls between reseeding is $2^{48}$ for hash function and AES based generators (the number is $2^{32}$ for T-DES and ECC-DRBG generators). In our experiment, we used hash function based DRBG, where a hash function $G$ is used to generate sequences $G(V)G(V+1)G(V+2)\cdots$ with $V$ being the seedlen-bit counter that is derived from the secret seeds. The seedlen is 440 for SHA1 and SHA-256 and the value of $V$ is revised after at most $2^{19}$ bits are output. We generated 10000 sequences nistSHADRBG0...9999. For each sequence nistSHADRBGi, the seed “ith secret seed for NIST DRBG” is used to derive the initial DRBG state $V_0$ and $C_0$. Each sequence is of the format $G(V_0)G(V_0)\cdots G(V_0+2^{12} - 1)G(V_1)G(V_1+1)\cdots G(V_{255}+2^{12} - 1)$, where $V_{i+1}$ is derived from the value of $V_i$ and $C_i$. In other words, each $V$ is used $2^{12}$ times before it is revised. The second picture (respectively, the third picture) in Figure 1 shows the LIL-test result curves for the first 100 sequences when SHA1 (respectively, SHA256) is used as the hash function and Table II shows the number of sequences that reach the value 0.9, -0.9, 0.95, and -0.95 at corresponding testing points respectively.

**Table II**

| $N$ | $N_1$ | $N_2$ | $N_3$ | $N_4$ | $N_5$ | $N_6$ | $N_7$ | $N_8$ |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|
| $n$ | 82    | 116   | 164   | 232   | 328   | 463   | 655   | 927   | 1310 |
| Java SHA1PRNG |
| -0.9 | 20    | 16    | 20    | 16    | 14    | 17    | 11    | 11    |
| -0.9 | 18    | 20    | 18    | 14    | 11    | 12    | 7     | 8     |
| 0.95 | 14    | 12    | 13    | 18    | 12    | 10    | 15    | 7     |
| -0.95| 13    | 13    | 14    | 10    | 9     | 8     | 8     |
| NIST SP800 90A SHA1-DRBG at sample size 1000 |
| 0.9 | 13 | 14 | 12 | 8 | 9 | 17 | 10 | 8 |
| -0.9 | 15 | 19 | 12 | 18 | 10 | 16 | 14 | 9 |
| 0.95 | 10 | 9 | 12 | 10 | 5 | 5 | 11 | 6 |
| -0.95 | 11 | 12 | 8 | 13 | 8 | 10 | 10 | 7 |
| NIST SP800 90A SHA256-DRBG at sample size 10000 |
| 0.9 | 13 | 16 | 14 | 20 | 13 | 15 | 21 | 16 | 9 |
| -0.9 | 16 | 13 | 14 | 5 | 13 | 9 | 11 | 13 | 10 |
| 0.95 | 9 | 10 | 12 | 15 | 9 | 10 | 16 | 14 | 3 |
| -0.95 | 13 | 9 | 8 | 4 | 6 | 9 | 12 | 9 |

The probability distributions $\mu_{n}^{\text{ninstonSHADRBGsha256,1000}}$, $\mu_{n}^{\text{ninstonSHADRBGsha256,1000}}$, and $\mu_{n}^{\text{ninstonSHADRBGsha256,1000}}$ on partition $\mathcal{B}$ are presented in Appendix Tables VII, VIII, IX respectively. Figure 5 compares the distributions $\mu_{n}^{\text{ninstonSHADRBGsha256,1000}}$ at the sample size 1000. The comparisons for $\mu_{n}^{\text{ninstonSHADRBGsha256,1000}}$ are presented in Appendix Figure 5 and 6.

**C. Comparison and Discussion**

Based on Table II the average absolute probability distance $\Delta_{\text{abs}}$ and the root-mean-square deviation $\text{RMSD}_{\text{abs}}$ at the sample size 1000 (for DRBG-SHA256, we also include results for sample size 10000) are calculated and shown in Table III.
These values are quite large. Based on snapshot LIL tests at points $2^{26}$, $2^{27}$, $2^{34}$, the corresponding total variation distance $d(\mu^R_n, \mu^U_n)$, Hellinger distance $H(\mu^R_n, \mu^U_n)$, and the root-mean-square deviation RMSD($\mu^R_n, \mu^U_n$) at sample size 1000 (also DRBG-SHA256 at sample size 10,000) are calculated and shown in Table IV, where subscripts 1, 2, 3, 4 are for JavaSHA1, nistDRBGsha1, nistDRBGsha256 (sample size 1000), and nistDRBGsha256 (sample size 10,000) respectively. It is observed that at the sample size 1000, the average distance between $\mu^R_n$ and $\mu^U_n$ is larger than 0.06 and the root-mean-square deviation is around 0.005.

![Fig. 3. The distributions $\mu^R_n$ and $\mu^U_{n istDRBGsha 1}$ with $n = 2^{26}, \ldots, 2^{34}$](image)

TABLE III
THE PROBABILITY DISTANCES $\Delta_{wlil}$ AND RMSD$_{wlil}$

| $\Delta_{wlil}$ | 0.140 | 0.194 | 0.200 | 0.045 |
|-----------------|-------|-------|-------|-------|
| RMSD$_{wlil}$   | 0.014 | 0.044 | 0.001 | 0.004 |

TABLE IV
TOTAL VARIATION AND HELLINGER DISTANCES

| $a$ | $2^{26}$ | $2^{27}$ | $2^{34}$ | $2^{34}$ | $2^{34}$ | $2^{34}$ |
|-----|---------|---------|---------|---------|---------|---------|
| $d_1$ | 0.74 | 0.74 | 0.64 | 0.85 | 0.85 | 0.85 | 0.74 | 0.69 | 0.71 |
| RMSD | 0.05 | 0.05 | 0.04 | 0.05 | 0.05 | 0.04 | 0.06 | 0.05 | 0.05 |
| $d_2$ | 0.56 | 0.72 | 0.79 | 0.84 | 0.73 | 0.65 | 0.78 | 0.83 |
| RMSD | 0.05 | 0.05 | 0.05 | 0.05 | 0.04 | 0.04 | 0.05 | 0.05 |
| $d_3$ | 0.76 | 0.89 | 0.72 | 0.93 | 0.71 | 0.67 | 0.78 | 0.81 | 0.86 |
| RMSD | 0.05 | 0.05 | 0.05 | 0.06 | 0.04 | 0.04 | 0.05 | 0.05 |
| $a_4$ | 0.01 | 0.02 | 0.26 | 0.24 | 0.22 | 0.24 | 0.26 | 0.24 | 0.21 |
| RMSD | 0.01 | 0.01 | 0.02 | 0.02 | 0.01 | 0.02 | 0.02 | 0.02 | 0.02 |

One could also visually analyze the pictures in Figure I. For example, from three pictures in Figure I, we might get the following impression: sequences generated by Java SHA1PRNG have a good performance to stay within the interval $[-1,1]$ though there is a big gap between 400 and 900 in the bottom area that is close to the line $y = -1$. Among the three pictures, sequences generated by SHA1-DRBG have a better performance that looks more close to a true random source. For sequences generated by SHA2-DRBG, too many sequences reach or go beyond $y = 1$ and $y = -1$ lines.

XI. Conclusion

This paper proposed statistical distance based LIL testing techniques and showed that, at sample size 1000, the collection of sequences generated by several commonly used pseudorandom generators has a statistical distance 0.06 and root-mean-square deviation 0.005 from a true random source. These values are larger than expected for various cryptographic applications. This paper also calculated the probability for weak LIL tests on sequences of less than 2GB. For longer sequences, the corresponding probabilities decrease significantly. Thus large sample sizes of sequences are needed for better LIL testing. Alternatively, one may also split longer sequences into independent sub-sequences of 2GB each and then use the probabilities calculated in this paper to carry out LIL testing on them. For strong LIL tests, this paper obtained a preliminary result with a very small probability for a random sequence to pass. It would be interesting to calculate the exact probability $SP_{(\alpha, N)}$ for continuous interval $\mathcal{N}$ (e.g., $\mathcal{N} = [2^{26}, 2^{34}]$). We believe that $SP_{(\alpha, N)}$ is large enough for a reasonable interval $\mathcal{N}$ such as $\mathcal{N} = [2^{26}, 2^{34}]$. When the probability $SP_{(\alpha, N)}$ becomes larger, the required sample size for the strong LIL testing will be smaller. It would also be very important to find new techniques that could be used to design pseudorandom generators with smaller statistical distance and smaller root-mean-square deviation from a true random source.
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XII. Appendix

Figure 4 shows the distributions of $\mu_n^U$ for $n = 2^{26}, \ldots, 2^{34}$ and Table VIII lists values $\mu_n^U(I)$ on $\mathcal{B}$ with $n = 2^{26}, \ldots, 2^{34}$.

Table VIII lists values $\mu_n^{nistDBRGsha256,10000} (I)$ on $\mathcal{B}$ with $n = 2^{26}, \ldots, 2^{34}$.

Figure 5 compared the distributions $\mu_n^{nistDBRGsha256,10000}$. Table VIII lists values $\mu_n^{nistDBRGsha256,10000} (I)$ on $\mathcal{B}$ with $n = 2^{26}, \ldots, 2^{34}$.

Figure 6 compared the distributions $\mu_n^{nistDBRGsha256}$. Table VIII lists values $\mu_n^{nistDBRGsha256,10000} (I)$ on $\mathcal{B}$ with $n = 2^{26}, \ldots, 2^{34}$.

Fig. 5. The distributions $\mu_n^U$ and $\mu_n^{nistDBRGsha256,10000}$ with $n = 2^{26}, \ldots, 2^{34}$.

Fig. 6. The distributions $\mu_n^U$ and $\mu_n^{nistDBRGsha256,10000}$ with $n = 2^{26}, \ldots, 2^{34}$.
### TABLE V

The distribution \( \mu_n^k \) induced by \( S_{\delta} \) for \( n = 2^6, \ldots, 2^{34} \) (due to symmetry, only distribution on the positive part of real line \( R \) is given)

| \( n \) | \( 2^6 \) | \( 2^7 \) | \( 2^8 \) | \( 2^9 \) | \( 2^{10} \) | \( 2^{11} \) | \( 2^{12} \) |
|-----|-----|-----|-----|-----|-----|-----|-----|
| 0.00 | 0.05 | | | | | | |
| 0.05 | 0.10 | | | | | | |
| 0.10 | 0.15 | | | | | | |
| 0.15 | 0.20 | | | | | | |
| 0.20 | 0.25 | | | | | | |
| 0.25 | 0.30 | | | | | | |
| 0.30 | 0.35 | | | | | | |
| 0.35 | 0.40 | | | | | | |
| 0.40 | 0.45 | | | | | | |
| 0.45 | 0.50 | | | | | | |
| 0.50 | 0.55 | | | | | | |
| 0.55 | 0.60 | | | | | | |
| 0.60 | 0.65 | | | | | | |
| 0.65 | 0.70 | | | | | | |
| 0.70 | 0.75 | | | | | | |
| 0.75 | 0.80 | | | | | | |
| 0.80 | 0.85 | | | | | | |
| 0.85 | 0.90 | | | | | | |
| 0.90 | 0.95 | | | | | | |
| 0.95 | 1.00 | | | | | | |
| 1.00 | \( \infty \) | | | | | | |

### TABLE VI

The distribution \( \mu_n^{\text{exact}} \) induced by \( S_{\delta} \) for \( n = 2^6, \ldots, 2^{34} \)

| \( \infty, -\infty \) | \( 0.01 \) | \( 0.02 \) | \( 0.03 \) | \( 0.04 \) | \( 0.05 \) | \( 0.06 \) | \( 0.07 \) | \( 0.08 \) | \( 0.09 \) |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| (-0.1, 0.1) | | | | | | | | | |
| (-0.5, 0.5) | | | | | | | | | |
| (-1, 1) | | | | | | | | | |

\( \delta \) values:

- \( 0.05 \)
- \( 0.10 \)
- \( 0.15 \)
- \( 0.20 \)
- \( 0.25 \)
- \( 0.30 \)
- \( 0.35 \)
- \( 0.40 \)
- \( 0.45 \)
- \( 0.50 \)

\( \mu_n \) distribution parameters:

- \( x \)
- \( y \)
- \( z \)
- \( a \)
- \( b \)
- \( c \)
- \( d \)
- \( e \)
- \( f \)
- \( g \)

**Note:** The table continues with similar entries for various intervals and parameters, indicating the distribution behavior for different values of \( n \) and \( \delta \).
### TABLE VII

The distribution $\mu_{\text{ind}}$ of $\text{DRBG}_{\text{round}}$ induced by $S_{\text{ind}}$ for $n = 2^{28}, \ldots, 2^{34}$

| $(-\infty, -1)$ | $2^{28}$ | $2^{29}$ | $2^{30}$ | $2^{31}$ | $2^{32}$ | $2^{33}$ | $2^{34}$ |
|-----------------|---------|---------|---------|---------|---------|---------|---------|
| 0.000           | 0.09    | 0.08    | 0.08    | 0.06    | 0.07    | 0.06    | 0.07    |
| $(-0.95, -0.9)$ | 0.02    | 0.04    | 0.01    | 0.05    | 0.02    | 0.03    | 0.01    |
| $(-0.90, -0.85)$ | 0.04    | 0.07    | 0.04    | 0.05    | 0.02    | 0.06    | 0.04    |
| $(-0.85, -0.80)$ | 0.05    | 0.10    | 0.04    | 0.10    | 0.08    | 0.03    | 0.04    |
| $(-0.80, -0.75)$ | 0.07    | 0.04    | 0.10    | 0.11    | 0.06    | 0.08    | 0.11    |
| $(-0.75, -0.70)$ | 0.09    | 0.05    | 0.14    | 0.08    | 0.11    | 0.07    | 0.13    |
| $(-0.70, -0.65)$ | 0.19    | 0.14    | 0.11    | 0.26    | 0.15    | 0.12    | 0.13    |
| $(-0.65, -0.60)$ | 0.13    | 0.20    | 0.10    | 0.12    | 0.18    | 0.11    | 0.14    |
| $(-0.60, -0.55)$ | 0.16    | 0.21    | 0.19    | 0.14    | 0.19    | 0.22    | 0.21    |
| $(-0.55, -0.50)$ | 0.22    | 0.18    | 0.27    | 0.27    | 0.22    | 0.24    | 0.23    |
| $(-0.50, -0.45)$ | 0.27    | 0.25    | 0.20    | 0.33    | 0.21    | 0.29    | 0.25    |
| $(-0.45, -0.40)$ | 0.28    | 0.30    | 0.24    | 0.27    | 0.25    | 0.33    | 0.34    |
| $(-0.40, -0.35)$ | 0.30    | 0.36    | 0.31    | 0.26    | 0.27    | 0.26    | 0.37    |
| $(-0.35, -0.30)$ | 0.34    | 0.33    | 0.35    | 0.32    | 0.32    | 0.40    | 0.39    |
| $(-0.30, -0.25)$ | 0.34    | 0.43    | 0.32    | 0.38    | 0.39    | 0.32    | 0.34    |
| $(-0.25, -0.20)$ | 0.35    | 0.31    | 0.48    | 0.38    | 0.38    | 0.46    | 0.36    |
| $(-0.20, -0.15)$ | 0.35    | 0.44    | 0.48    | 0.39    | 0.39    | 0.42    | 0.46    |
| $(-0.15, -0.10)$ | 0.36    | 0.58    | 0.46    | 0.46    | 0.41    | 0.50    | 0.46    |
| $(-0.10, -0.05)$ | 0.46    | 0.48    | 0.48    | 0.44    | 0.44    | 0.51    | 0.46    |
| $(-0.05, 0)$    | 0.45    | 0.50    | 0.35    | 0.51    | 0.40    | 0.53    | 0.48    |
| $[0, 0.05)$      | 0.45    | 0.40    | 0.31    | 0.52    | 0.47    | 0.41    | 0.33    |
| $[0.05, 0.10)$   | 0.58    | 0.38    | 0.30    | 0.47    | 0.56    | 0.44    | 0.44    |
| $[0.10, 0.15)$   | 0.42    | 0.44    | 0.35    | 0.41    | 0.27    | 0.47    | 0.30    |
| $[0.15, 0.20)$   | 0.37    | 0.40    | 0.40    | 0.51    | 0.39    | 0.49    | 0.45    |
| $[0.20, 0.25)$   | 0.34    | 0.50    | 0.37    | 0.56    | 0.45    | 0.39    | 0.46    |
| $[0.25, 0.30)$   | 0.42    | 0.41    | 0.34    | 0.46    | 0.42    | 0.32    | 0.37    |
| $[0.30, 0.35)$   | 0.36    | 0.36    | 0.40    | 0.35    | 0.36    | 0.31    | 0.45    |
| $[0.35, 0.40)$   | 0.25    | 0.38    | 0.28    | 0.33    | 0.45    | 0.29    | 0.43    |
| $[0.40, 0.45)$   | 0.29    | 0.29    | 0.26    | 0.23    | 0.37    | 0.36    | 0.31    |
| $[0.45, 0.50)$   | 0.25    | 0.26    | 0.28    | 0.23    | 0.19    | 0.29    | 0.20    |
| $[0.50, 0.55)$   | 0.24    | 0.25    | 0.34    | 0.19    | 0.12    | 0.31    | 0.24    |
| $[0.55, 0.60)$   | 0.20    | 0.12    | 0.16    | 0.15    | 0.23    | 0.20    | 0.19    |
| $[0.60, 0.65)$   | 0.10    | 0.16    | 0.11    | 0.14    | 0.13    | 0.19    | 0.11    |
| $[0.65, 0.70)$   | 0.12    | 0.13    | 0.11    | 0.08    | 0.15    | 0.12    | 0.10    |
| $[0.70, 0.75)$   | 0.06    | 0.12    | 0.11    | 0.08    | 0.12    | 0.11    | 0.11    |
| $[0.75, 0.80)$   | 0.10    | 0.11    | 0.05    | 0.12    | 0.09    | 0.06    | 0.09    |
| $[0.80, 0.85)$   | 0.08    | 0.05    | 0.06    | 0.05    | 0.06    | 0.05    | 0.02    |
| $[0.85, 0.90)$   | 0.05    | 0.03    | 0.06    | 0.03    | 0.02    | 0.05    |
| $[0.90, 0.95)$   | 0.05    | 0.07    | 0.03    | 0.02    | 0.03    | 0.04    |
| $[0.95, 1.00)$   | 0.02    | 0.03    | 0.04    | 0.01    | 0.01    | 0.03    |
| $[1.00, \infty)$ | 0.08    | 0.05    | 0.10    | 0.07    | 0.07    | 0.08    | 0.05    |
TABLE VIII
The distribution $\mu_{dist}^{DBRGC,h\leq 256,1000}$ induced by $S_{id}$ for $n = 2^{6}, \ldots, 2^{34}$

| (\$\omega_1, -1$) | $2^6$ | $2^7$ | $2^8$ | $2^9$ | $2^{10}$ | $2^{11}$ | $2^{12}$ |
|-------------------|-------|-------|-------|-------|---------|---------|---------|
| $(-0.1,-0.95)$    | 0.07  | 0.05  | 0.05  | 0.02  | 0.04    | 0.03    | 0.03    |
| $(-0.95,-0.9)$    | 0.06  | 0.04  | 0.03  | 0.02  | 0.04    | 0.03    | 0.03    |
| $(-0.9,-0.85)$    | 0.04  | 0.06  | 0.03  | 0.05  | 0.04    | 0.02    | 0.05    |
| $(-0.85,-0.8)$    | 0.07  | 0.06  | 0.02  | 0.13  | 0.05    | 0.07    | 0.05    |
| $(-0.8,-0.75)$    | 0.08  | 0.10  | 0.07  | 0.06  | 0.04    | 0.08    | 0.13    |
| $(-0.75,-0.7)$    | 0.07  | 0.10  | 0.10  | 0.05  | 0.04    | 0.09    | 0.10    |
| $(-0.7,-0.65)$    | 0.02  | 0.13  | 0.12  | 0.15  | 0.06    | 0.18    | 0.11    |
| $(-0.65,-0.6)$    | 0.09  | 0.08  | 0.12  | 0.15  | 0.21    | 0.09    | 0.14    |
| $(-0.6, -0.55)$   | 0.16  | 0.19  | 0.19  | 0.18  | 0.16    | 0.08    | 0.20    |
| $(-0.55,-0.5)$    | 0.25  | 0.13  | 0.21  | 0.16  | 0.17    | 0.23    | 0.21    |
| $(-0.5,-0.45)$    | 0.14  | 0.33  | 0.26  | 0.23  | 0.18    | 0.15    | 0.25    |
| $(-0.45,-0.4)$    | 0.28  | 0.24  | 0.33  | 0.23  | 0.34    | 0.34    | 0.30    |
| $(-0.4,-0.35)$    | 0.21  | 0.25  | 0.31  | 0.34  | 0.29    | 0.36    | 0.32    |
| $(-0.35,-0.3)$    | 0.34  | 0.31  | 0.39  | 0.43  | 0.37    | 0.40    | 0.24    |
| $(-0.3,-0.25)$    | 0.42  | 0.44  | 0.36  | 0.27  | 0.33    | 0.31    | 0.36    |
| $(-0.25,-0.2)$    | 0.43  | 0.46  | 0.35  | 0.30  | 0.45    | 0.39    | 0.39    |
| $(-0.2,-0.15)$    | 0.40  | 0.42  | 0.51  | 0.47  | 0.42    | 0.44    | 0.36    |
| $(-0.15,-0.1)$    | 0.39  | 0.42  | 0.38  | 0.50  | 0.55    | 0.44    | 0.33    |
| $(-0.1,-0.05)$    | 0.48  | 0.46  | 0.42  | 0.55  | 0.45    | 0.45    | 0.42    |
| $(-0.05,0)$       | 0.49  | 0.48  | 0.44  | 0.43  | 0.45    | 0.49    | 0.40    |
| $[0,0.05)$        | 0.45  | 0.59  | 0.50  | 0.62  | 0.49    | 0.54    | 0.56    |
| $[0.05,0.1)$      | 0.43  | 0.41  | 0.49  | 0.44  | 0.49    | 0.45    | 0.59    |
| $[0.1,0.15)$      | 0.46  | 0.45  | 0.36  | 0.38  | 0.45    | 0.45    | 0.42    |
| $[0.15,0.2)$      | 0.49  | 0.46  | 0.32  | 0.40  | 0.45    | 0.49    | 0.48    |
| $[0.2,0.25)$      | 0.54  | 0.43  | 0.33  | 0.46  | 0.46    | 0.47    | 0.33    |
| $[0.25,0.3)$      | 0.44  | 0.50  | 0.46  | 0.41  | 0.52    | 0.39    | 0.38    |
| $[0.3,0.35)$      | 0.37  | 0.60  | 0.32  | 0.33  | 0.35    | 0.37    | 0.34    |
| $[0.35,0.4)$      | 0.31  | 0.28  | 0.30  | 0.40  | 0.39    | 0.33    | 0.36    |
| $[0.4,0.45)$      | 0.25  | 0.30  | 0.36  | 0.27  | 0.24    | 0.26    | 0.29    |
| $[0.45,0.5)$      | 0.22  | 0.31  | 0.25  | 0.43  | 0.25    | 0.32    | 0.27    |
| $[0.5,0.55)$      | 0.23  | 0.26  | 0.21  | 0.16  | 0.27    | 0.23    | 0.18    |
| $[0.55,0.6)$      | 0.17  | 0.17  | 0.20  | 0.12  | 0.19    | 0.14    | 0.28    |
| $[0.6,0.65)$      | 0.24  | 0.16  | 0.18  | 0.14  | 0.25    | 0.22    | 0.18    |
| $[0.65,0.7)$      | 0.08  | 0.16  | 0.17  | 0.09  | 0.13    | 0.17    | 0.14    |
| $[0.7,0.75)$      | 0.13  | 0.07  | 0.16  | 0.14  | 0.06    | 0.09    | 0.14    |
| $[0.75,0.8)$      | 0.02  | 0.09  | 0.11  | 0.10  | 0.09    | 0.11    | 0.04    |
| $[0.8,0.85)$      | 0.11  | 0.11  | 0.12  | 0.07  | 0.01    | 0.04    | 0.05    |
| $[0.85,0.9)$      | 0.10  | 0.06  | 0.07  | 0.03  | 0.00    | 0.04    | 0.04    |
| $[0.9,0.95)$      | 0.04  | 0.06  | 0.02  | 0.05  | 0.04    | 0.05    | 0.02    |
| $[0.95,1.0)$      | 0.02  | 0.03  | 0.02  | 0.07  | 0.01    | 0.02    | 0.05    |
| $[1.00,\infty)$   | 0.07  | 0.07  | 0.10  | 0.08  | 0.08    | 0.11    | 0.11    |
| $\beta_{\text{diff}}$ | $2^0$ | $2^1$ | $2^2$ | $2^3$ | $2^4$ | $2^5$ | $2^6$ | $2^7$ | $2^8$ |
|----------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| (≈0.0, 1)            | 0.071 | 0.070 | 0.062 | 0.067 | 0.061 | 0.066 | 0.069 | 0.053 | 0.055 |
| [0.0, −0.05)         | 0.036 | 0.036 | 0.030 | 0.032 | 0.030 | 0.027 | 0.026 | 0.031 | 0.023 |
| [−0.05, −0.00)       | 0.047 | 0.036 | 0.050 | 0.031 | 0.032 | 0.035 | 0.028 | 0.036 | 0.029 |
| [−0.00, −0.05)       | 0.014 | 0.057 | 0.060 | 0.035 | 0.039 | 0.047 | 0.038 | 0.043 | 0.035 |
| [−0.05, −0.10)       | 0.013 | 0.050 | 0.058 | 0.037 | 0.037 | 0.042 | 0.036 | 0.042 | 0.035 |
| [−0.10, −0.15)       | 0.012 | 0.012 | 0.010 | 0.009 | 0.009 | 0.010 | 0.008 | 0.011 | 0.009 |
| [−0.15, −0.20)       | 0.016 | 0.016 | 0.016 | 0.015 | 0.015 | 0.015 | 0.015 | 0.015 | 0.015 |
| [−0.20, −0.25)       | 0.019 | 0.020 | 0.020 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 |
| [−0.25, −0.30)       | 0.033 | 0.034 | 0.034 | 0.033 | 0.033 | 0.033 | 0.033 | 0.033 | 0.033 |
| [−0.30, −0.35)       | 0.035 | 0.036 | 0.036 | 0.035 | 0.035 | 0.035 | 0.035 | 0.035 | 0.035 |
| [−0.35, −0.40)       | 0.043 | 0.045 | 0.045 | 0.044 | 0.044 | 0.044 | 0.044 | 0.044 | 0.044 |
| [−0.40, −0.45)       | 0.060 | 0.063 | 0.063 | 0.062 | 0.062 | 0.062 | 0.062 | 0.062 | 0.062 |
| [−0.45, −0.50)       | 0.074 | 0.074 | 0.074 | 0.073 | 0.073 | 0.073 | 0.073 | 0.073 | 0.073 |
| [−0.50, −0.55)       | 0.088 | 0.070 | 0.094 | 0.086 | 0.086 | 0.086 | 0.086 | 0.086 | 0.086 |

**TABLE IX**

The distribution $\mu_{\text{attacks}}$ for $n = 2^{16}, \ldots, 2^{54}$ induced by $S_{\beta_{\text{diff}}}$ for $\beta_{\text{diff}}$.