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ABSTRACT. This paper considers a nudging-based scheme for data assimilation for the two-dimensional (2D) Navier-Stokes equations (NSE) with periodic boundary conditions and studies the synchronization of the signal produced by this algorithm with the true signal, to which the observations correspond, in all higher-order Sobolev topologies. This work complements previous results in the literature where conditions were identified under which synchronization is guaranteed either with respect to only the $H^1$-topology, in the case of general observables, or to the analytic Gevrey topology, in the case of spectral observables. To accommodate the property of synchronization in the stronger topologies, the framework of general interpolant observable operators, originally introduced by Azouani, Olson, and Titi, is expanded to a far richer class of operators. A significant effort is dedicated to the development of this more expanded framework, specifically, their basic approximation properties, the identification of subclasses of such operators relevant to obtaining synchronization, as well as the detailed relation between the structure of these operators and the system regarding the synchronization property. One of the main features of this framework is its “mesh-free” aspect, which allows the observational data itself to dictate the subdivision of the domain. Lastly, estimates for the radius of the absorbing ball of the 2D NSE in all higher-order Sobolev norms are obtained, thus properly generalizing previously known bounds; such estimates are required for establishing the synchronization property of the algorithm in the higher-order topologies.
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1. Introduction

In recent years, several efforts have been made to develop a first-principles understanding of Data Assimilation (DA), where the underlying model dynamics are given by partial differential equations (PDEs) [OT03, HOT11, BLSZ13, AOT14, SAS15, BOT15, BML18, MT18, IMT18, BFMT19], as well to provide rigorous analytical and computational justification for its application and support for common practices therein, especially in the context of numerical weather prediction [ATG+17, FJT15, PTT16, ANLT16, FMT16, FLT16a, FLT16b, FLT16c, GOT16, FLT17, JMT17, LT17, JMT17, JOT19, FFJ18, LRZ19, HJ19, LP20, BBJ20, BBDLB21]. A common representative model in these studies is the forced, two-dimensional (2D) Navier-Stokes equations (NSE) of an incompressible fluid, which contains the difficulty of high-dimensionality by virtue of being an infinite-dimensional, chaotic dynamical system, but whose long-time dynamics is nevertheless finite-dimensional, manifested, for instance, in the existence of a finite-dimensional global attractor [CF88a, FMRT01a, Tem97]. Given a domain $\Omega \subset \mathbb{R}^2$, the 2D NSE is given by

$$\partial_t u + (u \cdot \nabla)u = -\nabla p + \nu \Delta u + f, \quad \nabla \cdot u = 0,$$

supplemented with appropriate boundary conditions, where $u$ represents the velocity vector field, $\nu$ denotes the kinematic viscosity, $f$ is a time-independent, external driving force, $p$ represents the scalar pressure field.

The main concern of this paper is to investigate the topologies in which a certain algorithm for DA successfully synchronizes the approximating signal produced by the algorithm with the true signal corresponding to the observations. The algorithm of interest in this paper is a simple nudging-based scheme in which observational data of the signal is appropriately extended to the phase space of the system representing the
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truth, (1.1). The interpolated data is then inserted into the system as an exogeneous term and is subsequently balanced through a feedback control term that serves to drive the approximating signal towards the observations. In particular, we consider the approximating signal to be given as a solution to the system

\[ \partial_t v + (v \cdot \nabla) v = -\nabla q + \nu \Delta v + f - \mu (I_h v - I_h u), \quad \nabla \cdot v = 0, \quad (1.2) \]

where \( u \) represents a solution of (1.1) whose initialization is unknown, \( I_h u \) represents observed values of the signal \( u \), appropriately interpolated to belong the same phase space of solutions to (1.1), \( h \) quantifies the spatial density of the observations, and \( \mu \) is a tuning parameter, often referred to as the “nudging” parameter.

The algorithm then consists of initializing (1.2) arbitrarily and integrating it forward. The remarkable property of (1.2) is that although the feedback control \(-\mu (I_h v - I_h u)\) only enforces synchronization towards the observations, full synchronization of the signals \( v \) and \( u \) is nevertheless asymptotically ensured. Indeed, this property is conferred through a nonlinear mechanism, referred to as a Foias-Prodi property of determining values in the context of the 2D NSE, that is inherent to the system itself [FP67, JT92b, JT92a, FT84, CJT97]; this mechanism asymptotically enslaves the small scale features of the solution to its large scale features in the sense that knowledge of the asymptotic convergence of the large scale features of the difference of two solutions automatically imply asymptotic convergence of its small scale features as well. Morally speaking, any system which possesses this property “asymptotic enslavement” of small scales to large scales would guarantee the success of the nudging-based algorithm.

The “nudging algorithm” was originally introduced by Hoke and Anthes in [HA76] in 1976, for finite-dimensional systems of ordinary differential equations. In a seminal paper of Azouani, Olson, and Titi [AOT14] in 2014, this nudging scheme was appropriately extended to the case of partial differential equations via the introduction of the “interpolant observable operator,” denoted by \( I_h \) above. There, it was shown that for \( \mu, h > 0 \) chosen appropriately, that \( v \) and \( u \) asymptotically synchronize in the topology of \( H^1(\Omega) \), that is, in the topology of square-integrable functions with square-integrable spatial derivatives. On the other hand, it was observed in the computational work of Gesilo, Olson, and Titi [GOT16] the convergence, in fact, appeared to be occurring in stronger topologies, for instance in the uniform topology of \( L^\infty(\Omega) \). This phenomenon was analytically confirmed in [BM17] in the setting of periodic boundary conditions, where the observational data was given in the form of Fourier modes. In this setting, it was furthermore shown that synchronization occurs in a far stronger topology, that of the analytic Gevrey topology, which is characterized by a norm in which Fourier modes are exponentially weighted in wave-number, provided that sufficiently many Fourier modes are observed. A distinguished property of this norm is that its finiteness identifies a length scale below which the function experiences an exponential cut-off in wave-number, and thus, can be reasonably ignored by numerical computation. In the context of turbulent flows, this length scale is known as the dissipation length scale and is directly related to the radius of spatial analyticity of the corresponding flow [FT89, Kuk98, FMRT01b, BJMT14]. Hence, the result in [BM17] rigorously established that the nudging-based algorithm synchronizes the corresponding signals all the way down to this length scale.

The case of other forms of observations, e.g., volume element, nodal values, etc., was not, however, treated in [BM17]. One of the main motivations of this paper is to therefore address these remaining cases. In order to do so, we develop a modest, general analytical framework in the spirit of [AOT14] that ultimately allows one to demonstrate higher-order synchronization for the nudging-based algorithm, namely, beyond the \( H^1 \)-topology, and in particular, any \( L^2 \)-based Sobolev topology. This framework accommodates a significantly richer class of interpolant observable operators based on the notion of a local interpolant observable operator, which effectively allows one to use any mode of observation within any local region of the domain. These local interpolants are then made global by introducing a smooth partition of unity that allows one to patch the various observations across the domain and interpolate them appropriately into the phase space of the system. Although partitions of unity were already considered in several previous works for the nudging-based algorithm [AOT14, BOT15, JMT17, JMOT19], the partitions of unity used there were fixed and explicit, while in this work, we directly introduce the partition of unity as an additional parameter. Indeed, the most attractive feature allowed by the framework developed here is that it liberates the observations from the situation conceived in [AOT14] of being constrained by a given distribution of measurement devices across the domain. Moreover, the possibility of having different spatial densities of measurements across the domain is also accommodated by this framework. This, of course, corresponds to the situation where more
spatial measurements are simply available in one region of the domain compared to others. We note that this construction is akin to the “Partition Finite Element Method” introduced by Babuska and Melenk [BM97], where finite element spaces were generalized to be “mesh-free” in an analogous way via partition of unity, thus imbuing them with a greater flexibility. We also refer the reader to the recent results [BBJ20] and [JP21]. In the former work, the efficacy of the nudging algorithm in the situation of having observations available only in a fixed subdomain is assessed. The latter work studies higher-order interpolation using finite-element interpolants over bounded domains and the solution produced by the subsequent nudging-based algorithm is compared to solutions obtained by direct-numerical simulation from a semi-discrete scheme.

In Section 2, we introduce the functional setting in which we will work throughout the paper. Note that we will work exclusively in the periodic setting; the case of other boundary conditions will be treated in a future work. In Section 3, we introduce the notion of “local interpolant observable operators” and construct a “globalization” of them via partition of unity. Their approximation properties are subsequently developed and several nontrivial examples are provided (see Section 3.1). We point out that due to the amount of flexibility allowed by this construction, a significant portion of this work is dedicated to organizing its salient properties and ultimately identifying the combinations of interpolating operators that ultimately ensure well-posedness of the nudging-based algorithm and the important synchronization property described above. Rigorous statements of the main results of the paper are then provided in Section 4, followed by several remarks. In order to clarify the detailed relation between the structure of the interpolant operators and the assumptions one can make on the interpolation operators that allow one to consider different families of operators that ultimately lead to the synchronization property (see Definition 4.2). The proofs of the main statements are provided in Section 5. We point out that in order to properly quantify the assumptions on \( \mu, h \) required by the analysis to guarantee higher-order convergence, it is crucial to identify absorbing ball estimates with respect to the corresponding higher-order norms. This is captured in Theorem 4.1, which properly generalized the bounds obtained in [DFJ05] for the radius of the absorbing ball of (1.1) with respect to the \( H^2 \)-topology. Finally, various technical details related to well-posedness (see Appendix A) or regarding the various aforementioned examples introduced in Section 3.1 (see Appendix B and Appendix C) are relegated to the appendices.

2. Mathematical Preliminaries

The functional setting throughout this paper will be the space of periodic, mean-free, divergence-free functions over \( T^2 = [0, 2\pi]^2 \). More precisely, let \( B_{\text{per}}(T^2) \) denote the Borel measurable functions over \( T^2 \), which are \( 2\pi \)-periodic a.e. in each direction \( x, y \). We define the space of \( 2\pi \)-periodic, square-integrable functions over \( T^2 \) by

\[
L^2(T^2) := \{ h \in B_{\text{per}}(T^2) : \| h \|_{L^2} < \infty \}, \quad \| h \|_{L^2}^2 := \int_{T^2} |h(x)|^2 \, dx.
\]  
(2.1)

For each \( k > 0 \), we define the inhomogeneous Sobolev space, \( H^k(T^2) \) by

\[
H^k(T^2) := \{ h \in L^2(T^2) : \| h \|_{H^k} < \infty \}, \quad \| h \|_{H^k}^2 := \sum_{|\alpha| \leq k} \| \partial^\alpha h \|_{L^2}^2.
\]  
(2.2)

The homogeneous Sobolev space is defined as

\[
\dot{H}^k(T^2) := \{ h \in L^2(T^2) : \| h \|_{\dot{H}^k} < \infty \}, \quad \| h \|_{\dot{H}^k}^2 := \sum_{|\alpha| = k} \| \partial^\alpha h \|_{L^2}^2.
\]  
(2.3)

By the Poincaré inequality, the topologies induced by (2.2) and (2.3) are equivalent. In particular, we have

\[
c^{-1} \| h \|_{H^k} \leq \| h \|_{\dot{H}^k} \leq \| h \|_{H^k},
\]  
(2.4)

for some universal constant \( c > 0 \). Also observe that when \( k = 0 \), we have \( L^2(T^2) = H^0(T^2) = \dot{H}^0(T^2) \). Lastly, let us recall the elementary fact that each element in the homogeneous Sobolev space can be identified
with a mean-free function belonging to the inhomogeneous Sobolev space (see [BO13]). We will henceforth assume that each element of \(\dot{H}^k(\mathbb{T}^2)\) is mean-free over \(\mathbb{T}^2\).

We additionally incorporate the divergence-free condition by defining, for each \(k \geq 0\), the solenoidal Sobolev spaces. Note that due to (2.4), it will suffice to consider only the homogeneous counterpart. In particular, let us define

\[
\dot{H}_\sigma^k(\mathbb{T}^2)^2 := \{ v \in \dot{H}^k(\mathbb{T}^2) : \nabla \cdot v = 0 \}. 
\]  

(2.5)

Throughout the paper, we will often drop the notation, \(\mathbb{T}^2\), for the domain when referring to the spaces \(L^2(\mathbb{T}^2)\), \(H^k(\mathbb{T}^2)\), or \(\dot{H}_\sigma^k(\mathbb{T}^2)\). Also, since the solenoidal distinction, \(\sigma\), always refers to planar vector fields, we will simply write \(\dot{H}_\sigma^k\) instead of \((\dot{H}_\sigma^k(\mathbb{T}^2))^2\).

To analytically study (1.1), it is customary to project (1.1) onto divergence-free vector fields and consider \(\dot{H}_\sigma^k\) as the phase space of the resulting system. To do so, we introduce the Leray projection, \(P_\sigma : (L^2)^2 \to (L_\sigma^2)^2\), where \((L_\sigma^2)^2\) denotes the space of \(L^2\)-vector fields, \(v\), such that \(\nabla \cdot v = 0\) in the distributional sense, through its Fourier transform by

\[
\hat{P}_\sigma v(k) = \sum_{j=1}^{2} \left[ \frac{1}{2} \hat{v}(k) - \frac{k}{|k|^2} k_j \hat{v}'(k) \right], \quad k \in \mathbb{Z}^2 \setminus \{0\}, 
\]  

(2.6)

and \(\hat{P}_\sigma v(0) = 0\). We will consider a “hyperdissipative” perturbation of (1.1), which, for \(p \geq 0\) and \(\gamma > 0\), is given by

\[
\partial_t u - \nu \Delta u + \gamma (-\Delta)^{p+1} u + P_\sigma (u \cdot \nabla) u = P_\sigma f, \quad P_\sigma u = u, 
\]  

(2.7)

where \((-\Delta)^q\) denotes the operator defined by \((-\Delta)^q \hat{\phi}(k) = |k|^{2q} \hat{\phi}(k)\), whenever \(k \notin \mathbb{Z}^2\) and \(q \geq 0\). The corresponding nudged system is then given by

\[
\partial_t v - \nu \Delta v + \gamma (-\Delta)^{p+1} v + P_\sigma (v \cdot \nabla) v = P_\sigma f - \mu P_\sigma I_k (v - u), \quad P_\sigma v = v. 
\]  

(2.8)

Given a solution \(u\) of (2.7) or solution \(v\) of (2.8), the pressure field may then be reconstructed up to an additive constant [CF88b, Tem01]. For the remainder of the manuscript, we will consider the study of the coupled system (2.7), (2.8). Note that, as with the Sobolev spaces, we will also abuse notation by writing \((L_\sigma^2)^2\) simply as \(L_\sigma^2\).

The global well-posedness of (2.7) in \(\dot{H}_k\) and the existence of an absorbing ball in the corresponding topology are classical results and can be found, for instance, in [CF88b, FMRT01b, Tem01]. When \(k = 2\), the sharpest estimate for the radius of the absorbing ball is established in [DFJ05, Theorem 3.1]. To state them, let us also recall the Grashof number, \(G\), corresponding to a given time-independent external forcing, \(f\), which is defined by

\[
G := \frac{\|P_\sigma f\|_{L^2}}{\nu^2}. 
\]  

(2.9)

Let us also define the following shape factors of the forcing. For \(k \geq 0\), We define the \(k\)-th order shape function of \(f\) by

\[
\sigma_k := \frac{\|P_\sigma f\|_{\dot{H}_\sigma^k}}{\|P_\sigma f\|_{L^2}}. 
\]  

(2.10)

Observe that \(\sigma_k \geq 1\).

**Proposition 2.1.** Given \(k \geq 1\), let \(f \in \dot{H}_\sigma^{k-1}\) and \(u_0 \in \dot{H}_\sigma^k\). There exists a unique vector field \(u\) satisfying (2.7) such that for all \(T > 0\), \(u \in C([0, T]; \dot{H}_\sigma^k) \cap L^2(0, T; \dot{H}_\sigma^{k+1})\) and \(\frac{du}{dt} \in L^2(0, T; \dot{H}_\sigma^{k-1})\). Moreover, there exists \(t_0 = t_0(u_0, f)\) such that

\[
\|\dot{u}(t)\|_{\dot{H}_\sigma^1} \leq 2G, 
\]  

(2.11)

for all \(t \geq t_0\). Moreover, if \(k \geq 2\), then

\[
\|\Delta u(t)\|_{L^2} \leq c_2 (\sigma_1^{1/2} + G) G, 
\]  

(2.12)

for some universal constant \(c_2 > 0\).
Lastly, let us recall the result proved in [AOT14], where synchronization in the $H^1$-topology is shown for general interpolant observable operators, $I_h$, satisfying certain boundedness and approximation properties. For this, let us denote the $H^1$–absorbing ball for (2.7) by

$$B_1 = \left\{ v \in \dot{H}^1_0 : \|v\|_{\dot{H}^1} \leq \sqrt{2G} \right\}. \quad (2.13)$$

Moreover, assume that $I_h$ is finite-rank, linear, and satisfies either

$$\|\phi - I_h\phi\|_{L^2}^2 \leq c_1 h^2 \|\phi\|_{H^1}^2 + c_2 h^4 \|\phi\|_{H^2}^2, \quad (2.14)$$

or

$$\|\phi - I_h\phi\|_{L^2}^2 \leq c \|\phi\|_{H^1}. \quad (2.15)$$

Although it was only proved for the unperturbed case, $\gamma = 0$, i.e., without hyperviscosity, we point out that the analysis of [AOT14] still applies to the $\gamma \neq 0$ case without any difficulty whatsoever.

**Theorem 2.2.** Given $f \in L^2$ and $u_0 \in B_1$, let $u$ denote the unique solution corresponding $u_0, f$ guaranteed by Proposition 2.1. Given $v_0 \in \dot{H}^1_0$, there exists a unique vector-field, $v$, satisfying (2.8) such that for all $T > 0$, $v \in C([0,T];\dot{H}^1_0) \cap L^2(0,T;\dot{H}^2_0)$ and $\partial_t v \in L^2(0,T;L^2)$ provided that $\mu, h$ satisfy

$$c_0 \frac{\mu h^2}{\nu} \leq 1, \quad (2.16)$$

for some universal constant $c_0 > 0$. Moreover, one has

$$\|v(t) - u(t)\|_{H^1} \leq e^{-\mu/t^2} \|v_0 - u_0\|_{H^1}, \quad (2.17)$$

provided that $\mu$ additionally satisfies

$$\mu \geq c_0 \nu (1 + \log(1 + G)) G, \quad (2.18)$$

for some universal constant $c_0 > 0$.

In the next section, we expand upon the framework of general interpolation observable operators considered in [AOT14] in order to accommodate approximation in higher-order Sobolev topologies. The specific examples of piecewise constant interpolation, volume element interpolation, and spectral interpolation constitute the original inspiration for the identification of properties (2.14) and (2.15). The framework developed here introduces an additional degree of flexibility for interpolating the data that not only realizes these three examples as special cases, but generates a wealth of new examples that were not treated in [AOT14].

**Remark 2.3.** Note that we choose to work in the dimensionless domain, $\mathbb{T}^2$, for the sake of convenience. Due to the lack of a length scale in the domain size, derivatives and domains are dimensionless. In particular, throughout the paper velocities and viscosities carry only the physical units of (time)$^{-1}$. One may, of course, re-scale variables accordingly to introduce a length scale commensurate with the linear size of the spatial domain. In doing so, all physical quantities will then recover their appropriate dimensions.

### 3. Local Interpolant Operators and Globalizability

In [AOT14], a general class of interpolant operators that could be used to define the nudging-based equation (2.8) and ultimately establish asymptotic convergence of its solution to the corresponding solution of (2.7) in the topology of $L^2$ or $H^1$. One of the main contributions of the present article is to identify a very general class of interpolant operators that allows one to ensure convergence in a stronger topology. In particular, we introduce a class of interpolant operators that generalizes the class introduced in [AOT14] in such a way that accommodates higher-order interpolants by introducing an additional layer of flexibility in their design. When a collection of them are defined locally, subordinate to some open covering of the domain, and they satisfy suitable approximation properties, the family can then be patched together to form a global interpolant; this is one of the main constructions in this paper and is very much akin to the so-called Partition of Unity Method introduced by Babuska and Melenk in [BM97].

In what follows, we develop basic properties of this more general class of interpolating operators. Firstly, we introduce the notion of a local interpolant operator corresponding to a given subdomain of a given order and level. We then demonstrate how to “globalize” the construction to the entire domain via partition of unity subordinate to a given covering by subdomains. The main difficulties that arise in doing so are due to the
fact that at each subdomain, different interpolant operators can be specified, namely, ones that correspond to different orders and levels. We must therefore systematically develop terminology that distills their salient properties and ultimately allows one to differentiate among the various possibilities of the construction. Then in the local-to-global analysis, the structure of the constants associated to each local interpolation operator must be carefully tracked.

We begin by introducing the notion of a “Q-local interpolation observable operator,” where Q represents a given subdomain of $\mathbb{T}^2$. Note that in the following definition, $H^k(Q)$ or $\dot{H}^k(Q)$ need not subsume any boundary conditions as it did in the case $Q = \mathbb{T}^2$ that we defined earlier; to distinguish between periodic boundary conditions, we will make use of the notation $H^k_{per}(Q)$. When $Q = \mathbb{T}^2$, we maintain the convention of dropping the dependence on the domain, e.g., $H^k = H^k(\mathbb{T}^2)$. Throughout this section, we will refer to any subset of $Q \subset \mathbb{T}^2$ that is bounded, open, and connected as a subdomain of $\mathbb{T}^2$.

**Definition 3.1.** Let $m \geq 0$ and $k \geq m+1$ be integers. Let $Q \subset \mathbb{T}^2$ be a subdomain and denote $h = \text{diam}(Q)$. We say that $I_{m,k}^Q$ is a Q-local I.O.O. of order $m$ at level $k$ if $I_{m,k}^Q$ is defined on $H^k(Q)$, linear, finite-rank, and whose complement, $I - I_{m,k}^Q$, for all $0 \leq \ell \leq m$, satisfies

$$
\|\phi - I_{m,k}^Q\phi\|_{H^\ell(Q)}^2 \leq \sum_{j=1}^{k-m} \epsilon_{\ell,j}(Q)^2 h^{2j} \|\phi\|_{H^{\ell+j}(Q)}^2,
$$

(3.1)

for some non-negative constants $\epsilon_{\ell,j}(Q)$, independent of $h$, for each $j = \ell + 1, \ldots, k$; we set the convention that $\epsilon_{\ell,j}(Q) = 0$, whenever $j \leq \ell$. We will refer to the constants $\{(\epsilon_{\ell,\ell+1}(Q),\ldots,\epsilon_{\ell,k}(Q))\}$ as the constants associated to $I_{m,k}^Q$. We say that $I_{m,k}^Q$ interpolates optimally over $Q$ if $I_{m,k}^Q$ is also a Q-local I.O.O. of order $k' = 1$ at level $k'$, for all $1 \leq k' \leq k$. We will denote optimal local interpolators by $I_k^Q$. In this case, for all $0 \leq \ell \leq k' - 1$, we have

$$
\|\phi - I_k^Q\phi\|_{H^{\ell+1}(Q)}^2 \leq \epsilon_{\ell,k'}(Q)^2 h^{2(\ell+1)} \|\phi\|_{H^{\ell+1}(Q)}^2,
$$

(3.2)

for all $1 \leq k' \leq k$.

Given a bounded, open, connected set, $Q$, with finite diameter, $h = \text{diam}(Q) > 0$, we recall [BS08, Lemma 4.5.3] that since $I_{m,k}$ has finite rank, one has the following inverse inequality for $0 \leq \ell' \leq \ell \leq m$:

$$
\|I_{m,k}^Q\phi\|_{H^{\ell'}(Q)} \leq c h^{\ell' - \ell} \|I_{m,k}^Q\phi\|_{H^\ell(Q)},
$$

(3.3)

whenever $\phi \in H^k(Q)$, for some constant $c > 0$, depending on $\ell, k$, but independent of $h$.

**Remark 3.2.** Observe that if $I_{m,k}^Q$ is an $m$-th order local I.O.O. at level $k$, then it is also a local I.O.O. of order $m$ at level $k'$, for all $k' > k$, as well as a local I.O.O. of order $m'$ at level $k$, for all $m' < m$. Thus, as a convention, whenever we write $I_{m,k}^Q$, we may particularly assume that $k$ is the smallest integer greater than $m$ for which $I_{m,k}^Q$ is a Q-local I.O.O. of order $m$ at level $k$.

A key object in this paper is the patching together of a family of local interpolant operators to form a global one. This is done via partition of unity. Given $k \geq 2$ and a covering $\mathcal{Q} = \{Q_q\}$ by subdomains $Q_q \subset \mathbb{T}^2$, let us fix any family of functions $\Psi = \{\psi_q\}_q \subset C^k$ satisfying

(P1) $\psi_q|_{Q_q} = 1$ and $\text{supp} \psi_q \subset Q_q + B(0,1/100)$, for all $q$;
(P2) there exists $N > 0$ such that for each $q$, $\text{supp} \psi_q \cap \text{supp} \psi_{q'} \neq \emptyset$, for at most $N$ many $q'$;
(P3) $\sum_q \psi_q(x) = 1$, for all $x \in \Omega$;
(P4) $\sup_q \|\partial^\alpha \psi_q\|_{L^\infty} \leq c_\alpha h^{-\ell}$, for all multi-indices $|\alpha| = \ell$, $0 \leq \ell \leq k$, where $h = \text{diam}(Q_q)$;

We will refer to $\Psi$ as a $C^k$-partition of unity subordinate to $\mathcal{Q}$. If $\Psi$ additionally satisfies $\Psi \subset C^\infty(\Omega)$ and (P4) holding for all $k$, then $\Psi$ is a $C^\infty$-partition of unity.

It will also be useful to have additional control over the size of the covering sets. For this, we say that $\mathcal{Q}$ is a uniform cover of scale $h$ if there exists $h > 0$ and constants $c_1, c_2 > 0$, independent of $h$, such that $c_1 h \leq h_q \leq c_2 h$, for all $q$.

Let us now define a global interpolant operator. For convenience, whenever we refer to a partition of unity, we will specifically consider ones of the type described above, that is, satisfying (P1)–(P4).
Definition 3.3. Given a covering, $\mathcal{Q} = \{Q_q\}_q$, of $\Omega$ by bounded, open, connected subsets with $h_q = \text{diam}(Q_q)$, and integers $m_q \geq 0$ and $k_q \geq m_q + 1$, we say that the family, $\mathcal{I} = \{I^{(q)}_{m_q,k_q}\}_q$, of local I.O.O.’s is subordinate to $\mathcal{Q}$ if $I^{(q)}_{m_q,k_q}$ is an $m_q$-th order $Q_q$-local I.O.O. at level $k_q$, for each $q$. We say that the family is $\mathcal{Q}$–uniform if the associated constants of each $I^{(q)}_{m_q,k_q} \in \mathcal{I}$ satisfy $\sup_q \sup_{\ell,j} \varepsilon_{\ell,j}(Q_q) < \infty$, for each $\ell$. We say that $\mathcal{I}$ is an $(m,k)$–generic family if there exist $m \geq 0$ and $k \geq m + 1$ such that $m = m_q$ and $k = k_q$, for all $q$.

Given $m \geq 0$ and $m + 1 \leq k \leq \infty$, we say an operator $I_{m,k}$ is a $(\mathcal{I},\Psi)_{\mathcal{Q}}$–subordinate global I.O.O. of order $m$ at level $k$ if there exists a $\mathcal{Q}$–subordinate family, $\mathcal{I}$, of I.O.O.’s, and $\mathcal{Q}$–subordinate $C^k$–partition of unity, $\Psi$, for some covering $\mathcal{Q}$ of $\Omega$, such that $m \leq \inf_q m_q$ and $k \geq \sup_q k_q$ are satisfied, as well as

$$\left(I_{m,k}\phi\right)(x) := \sum_q \psi_q(x)(I^{(q)}_{m_q,k_q}\phi_q)(x), \quad x \in \Omega,$$

whenever $\phi \in \bigcap_q \mathcal{H}^{k_q}(\Omega)$, where $\phi_q = \varphi|_{Q_q}$. We say that $I_{m,k}$ interpolates at scale $h$ if there exist positive universal constants $c_1, c_2$ such that $c_1 h \leq h_q \leq c_2 h$, for all $q$.

Note that when the associated partition of unity is clear, we will simply say that $I_{m,k}$ is the $\mathcal{I}$–subordinate global I.O.O. with associated covering $\mathcal{Q}$. On the other hand, in light of Remark 3.2, we see that if $I_{m,k}$ is an $(\mathcal{I},\Psi)_{\mathcal{Q}}$–subordinate global I.O.O., then each $I^{(q)}_{m_q,k_q} \in \mathcal{I}$ is an $m$–th order $Q_q$–local I.O.O. at level $k$ such $m \leq \inf_q m_q$ and $k \geq \sup_q k_q$. In particular, we immediately deduce the following fact.

Lemma 3.4. Let $m, k \geq 0$ be integers such that $k \geq m + 1$. Every $(\mathcal{I},\Psi)_{\mathcal{Q}}$–subordinate global I.O.O. of order $m$ at level $k$ may be realized as an $(\tilde{\mathcal{I}},\Psi)_{\mathcal{Q}}$–subordinate global I.O.O. of order $\tilde{m}$ at level $\tilde{k}$, where $\tilde{\mathcal{I}}$ is $(\tilde{m}, \tilde{k})$–generic, provided that $\sup_q k_q < \infty$. In particular, we may choose $\tilde{m} = \inf_q m_q$ and $\tilde{k} = \sup_q k_q$.

Without loss of generality, we may always therefore assume that any global I.O.O., $I_{m,k}$, derives from an $(m,k)$–generic family $\mathcal{I}$ of local I.O.O.’s. Now, as a consequence of Definition 3.1, the properties of the partition of unity, and (3.4), we have the following.

Proposition 3.5. Let $m, k \geq 0$ be integers such that $k \geq m + 1$. Let $I_{m,k}$ be an $(\mathcal{I},\Psi)_{\mathcal{Q}}$–subordinate global I.O.O, where $\mathcal{I}$ is $(m,k)$–generic, and $\mathcal{Q} = \{Q_q\}_q$ denotes the associated covering. Then there exist constants $\{\varepsilon_{\ell,j}(Q_q)\}_q$ such that for all $0 \leq \ell \leq m$

$$\|\phi - I_{m,k}\phi\|_{\mathcal{H}^\ell}^2 \leq c \sum_q \varepsilon_{\ell,j}(Q_q)^2 h^2_{q-j}(\varepsilon_{\ell,j}(Q_q))^\ell \|\phi\|_{\mathcal{H}^j(Q_q)}^2,$$

In particular, $\varepsilon_{\ell,j}$ can be specified as

$$\varepsilon_{\ell,j}(Q_q)^2 := \begin{cases} \sum_{i=0}^{j-2} \varepsilon_{i,j-i}(Q_q)^2, & 1 \leq j \leq k - m \\ \|1_{[1+k-m,\infty)}(\ell)\| \sum_{i=j-k+m}^{j-2} \varepsilon_{i,j-i}(Q_q)^2, & 1 + k - m \leq j \leq \ell \\ \sum_{i=j-k+m}^{\ell} \varepsilon_{i,j-i}(Q_q)^2, & \ell + 1 \leq j \leq \ell + k - m. \end{cases}$$

for some constant $c_0 > 0$, independent of $h$, where $\varepsilon_{i,j}(Q_q)$ are the constants associated to $I^{(q)}_{m_q,k_q} \in \mathcal{I}$. On the other hand, if $I_{m,k} = I_k$ interpolates optimally, then for all $1 \leq k' \leq k$ and $0 \leq \ell \leq k' - 1$

$$\|\phi - I_k\phi\|_{\mathcal{H}^\ell}^2 \leq \sum_q \varepsilon_{\ell,k'}(Q_q)^2 h^2_{q-k'}(\varepsilon_{\ell,k'}(Q_q))^\ell \|\phi\|_{\mathcal{H}^\ell(Q_q)}^2,$$

where

$$\varepsilon_{\ell,k'}(Q_q)^2 = \sum_{i \leq \ell} \varepsilon_{i,k'-i}(Q_q)^2.$$
Let $\alpha$ be a multi-index such that $|\alpha| = \ell$, where $0 \leq \ell \leq m$. It then follows from the Leibniz rule that
\[
\partial^\alpha (\phi - I_{m,k}\phi) = \sum_q \sum_{\beta \leq \alpha} c_{\alpha,\beta} \partial^{\alpha - \beta} \psi_q(x) \partial^{\beta} (\phi - I_{m,k}^{(q)}\phi).
\]

Upon taking absolute values, squaring both sides, then integrating over $\Omega$, summing over $|\alpha| = \ell$, applying (P1)-(P4) and Hölder's inequality, we obtain
\[
\|\phi - I_{m,k}\phi\|_{H^\ell}^2 \leq c_N \sum_{|\beta| \leq |\alpha|} c_{\alpha,\beta} \sum_q \|\partial^{\alpha - \beta} \psi_q\|_{L^\infty(Q_q)}^2 \|\phi - I_{m,k}^{(q)}\phi\|_{H_{i,j}(Q_q)}^2 \tag{3.9}
\]
\[
\leq c \sum_q \sum_{i \leq \ell} \sum_{j=1}^{k-m} h_q^{2(i+j-\ell)} \epsilon_{i,j}(Q_q)^2 \|\phi\|_{H_{i,j}(Q_q)}^2 \tag{3.10}
\]
\[
= c \sum_q \sum_{i \leq \ell} \sum_{j=1}^{k-m} h_q^{2(j-\ell)} \epsilon_{i,j-i}(Q_q)^2 \|\nabla \phi\|_{H^j(Q_q)}^2,
\]
where $N > 0$ is the constant from property (P2) of $\Psi$. Finally, changing the order of summation yields
\[
\|\phi - I_{m,k}\phi\|_{H^\ell}^2 \leq c \sum_q \left( \sum_{i \leq \ell} \epsilon_{i,k'-i}(Q_q)^2 \right) h_q^{2(k'-\ell)} \|\phi\|_{H^{k'}(Q_q)}^2,
\]
which is (3.5).

On the other hand, if $I_{m,k} = I_k$ interpolates optimally, then for $1 \leq k' \leq k$ and $0 \leq \ell \leq k' - 1$, we apply (3.2) in (3.9) to obtain
\[
\|\phi - I_k\phi\|_{H^\ell}^2 \leq c \sum_q \left( \sum_{i \leq \ell} \epsilon_{i,k'-i}(Q_q)^2 \right) h_q^{2(k'-\ell)} \|\phi\|_{H^{k'}(Q_q)}^2,
\]
which is (3.7), as desired. \hfill \qed

In light of Proposition 3.5, we may define the following terminology.

**Definition 3.6.** Let $I_{m,k}$ be an $(\mathcal{I}, \Psi)$–subordinate global I.O.O. such that $\mathcal{I}$ is $(m,k)$–generic. We say that $I_{m,k}$ is $\mathcal{Q}$–**uniform** if $\mathcal{I}$ is a $\mathcal{Q}$–uniform family. If $I_{m,k}$ is $\mathcal{Q}$–uniform and interpolates at scale $h$, then we say that $I_{m,k}$ **interpolates uniformly at scale $h$**. If $I_{m,k}^{(q)} \in \mathcal{I}$ interpolates optimally over $Q_q$, for all $q$, then we say $I_{m,k}$ **interpolates optimally** and denote it simply as $I_k$.

From Definition 3.1 and (3.4), one also easily obtains as a corollary to Proposition 3.5 the estimates as in (3.5) corresponding to the special case where $I_{m,k}$ is $\mathcal{Q}$–uniform or interpolates at scale $h$.

**Corollary 3.7.** Let $m, k \geq 0$ be integers such that $k \geq m + 1$. Let $I_{m,k}$ be an $(\mathcal{I}, \Psi)$–subordinate global I.O.O, where $\mathcal{I}$ is $(m,k)$–generic, and $\mathcal{Q} = \{Q_q\}_q$ denotes the associated covering. If $I_{m,k}$ is $\mathcal{Q}$–uniform, then for all $0 \leq \ell \leq m$
\[
\|\phi - I_{m,k}\phi\|_{H^\ell}^2 \leq c \sum_{j=1}^{\ell+k-m} \epsilon_{\ell,j}^2 \sum_q h_q^{2(j-\ell)} \|\phi\|_{H^{j}(Q_q)}^2,
\]
If $I_{m,k}$ interpolates at scale $h$, then for all $0 \leq \ell \leq m$
\[
\|\phi - I_{m,k}\phi\|_{H^\ell}^2 \leq c \sum_{j=1}^{\ell+k-m} h_q^{2(j-\ell)} \epsilon_{\ell,k}(Q_q)^2 \|\phi\|_{H^{j}(Q_q)}^2,
\]
In particular, if $I_{m,k}$ interpolates uniformly at scale $h$, then for all $0 \leq \ell \leq m$
\[
\|\phi - I_{m,k}\phi\|_{H^\ell}^2 \leq c \sum_{j=1}^{\ell+k-m} h_q^{2(j-\ell)} \|\phi\|_{H^{j}}^2.
\]
If, additionally, $I_{m,k} = I_k$ interpolates optimally, then for all $0 \leq \ell \leq k'-1$ and $1 \leq k' \leq k$

$$||\phi - I_k||^2_{H^{\ell}} \leq c^2(2^{k'-\ell})||\phi||^2_{H^{k'}}.$$ (3.14)

Lastly, from Proposition 3.5, we also immediately deduce the following boundedness property of global I.O.O.'s.

**Corollary 3.8.** Let $m \geq 0$ and $k \geq 2$ such that $k \geq m + 1$. Suppose that $I_{m,k}$ is an $(\mathcal{I}, \Psi)$-$Q$-subordinate global I.O.O. that is $Q$-uniform. Then there exists a constant $c > 0$ such that

$$||I_{m,k}\phi||_{H^{\ell}} \leq c||\phi||_{H^{\ell+k-m}}, \quad \ell = 0, 1.$$ (3.15)

On the other hand, if $Q$ is finite, then for all $2 \leq \ell \leq k$

$$||I_{m,k}\phi||_{H^{\ell}} \leq c\sqrt{Q}(\inf_q h_q)^{1-\ell}\left\{\begin{array}{ll}
h||\phi||_{H^{\ell+k-m}}, & 2 \leq \ell \leq m \\
\|\phi\|_{H^m}, & m < \ell \leq k.
\end{array}\right.$$ (3.16)

Lastly, if $I_{m,k}$ interpolates uniformly at scale $h$, then, for all $2 \leq \ell \leq m$

$$||I_{m,k}\phi||_{H^{\ell}} \leq c h^{\ell-\ell}\left\{\begin{array}{ll}
h||\phi||_{H^{\ell+k-m}}, & 2 \leq \ell \leq m \\
\|\phi\|_{H^m}, & m < \ell \leq k.
\end{array}\right.$$ (3.17)

where $c$ is independent of $Q$. In particular, when either $Q$ is finite or $I_{m,k}$ interpolates uniformly at scale $h$, $I_{m,k} : H^k \rightarrow H^k$ is a bounded operator.

**Proof.** Suppose $0 \leq \ell \leq m$. By the triangle inequality and (3.1), we have

$$||I_{m,k}\phi||^2_{H^{\ell}} \leq 2||\phi||^2_{H^{\ell}} + 2||\phi - I_{m,k}\phi||^2_{H^{\ell}} \leq 2||\phi||^2_{H^{\ell}} + 2 \sum_{j=1}^{\ell+k-m} \|\phi\|_{H^j}^2 h_q^{2(j-\ell)}||\phi||^2_{H^{j}(Q_q)}.$$ (3.18)

Since $I_{m,k}$ is $Q$-uniform, we have

$$||I_{m,k}\phi||^2_{H^{\ell}} \leq 2||\phi||^2_{H^{\ell}} + c \sum_{j=1}^{\ell+k-m} \|\phi\|_{H^j}^2 h_q^{2(j-\ell)}||\phi||^2_{H^{j}(Q_q)}.$$ (3.18)

In the particular case $m \geq \ell$ and $\ell = 0, 1$, since $0 < h_q \leq 2\pi$, for all $q$, it then follows by Poincaré’s inequality that

$$||I_{m,k}\phi||^2_{H^{\ell}} \leq c||\phi||^2_{H^{\ell+k-m}}.$$ (3.18)

On the other hand, if $Q$ is finite, then $I_{m,k}$ is also $Q$-uniform, so that by (3.18) and Poincaré’s inequality we have

$$||I_{m,k}\phi||^2_{H^{\ell}} \leq c|Q|(\inf_q h_q)^{1-\ell}\sum_{j=0}^{\ell+k-m} \|\phi||^2_{H^{j}} \leq c|Q|h_q^{2(1-\ell)}||\phi||^2_{H^{j+k-m}}.$$ (3.18)

If $I_{m,k}$ interpolates uniformly at scale $h$, then from (3.18) and Poincaré inequality, we have

$$||I_{m,k}\phi||^2_{H^{\ell}} \leq 2||\phi||^2_{H^{\ell}} + c \sum_{j=1}^{\ell+k-m} h_q^{2(j-\ell)}||\phi||^2_{H^{j}} \leq c h_q^{2(1-\ell)}||\phi||^2_{H^{\ell+k-m}}.$$ (3.18)

This establishes the case $0 \leq \ell \leq m$. 
Now suppose that \( m < \ell \leq k \). By the product rule, properties (P1)–(P4) of \( \Psi \), and (3.3), we have
\[
\| I_{m,k} \phi \|_{H^\ell}^2 \leq c \sum_{|\alpha|=\ell} \sum_{p \geq q} c_{\beta,\gamma} \sum_{j} \| \partial_j^\alpha \psi_j \|_{L^\infty}^2 \| f^{(q)}_{m,k} \phi_q \|_{H^{|\alpha|}}^2 \leq c \sum_{i \leq \ell} \sum_{q} h_q^{2(i-\ell)} \| f^{(q)}_{m,k} \phi_q \|_{H^{i+1}(Q)}^2.
\]
\[
\leq c \sum_{i \leq m} \sum_{q} h_q^{2(i-\ell)} \| f^{(q)}_{m,k} \phi_q \|_{H^i(Q)}^2 + c \sum_{i=m+1}^{k} \sum_{q} h_q^{2(i-\ell)} h_q^{2(m-i)} \| f^{(q)}_{m,k} \phi_q \|_{H^{i+1}(Q)}^2.
\]
\[
\leq c \sum_{i \leq m} \sum_{q} h_q^{2(i-\ell)} \left( \| \phi \|_{H^i(Q)}^2 + \| \phi - f^{(q)}_{m,k} \phi_q \|_{H^{i+1}(Q)}^2 \right) + \sum_{j=1}^{i+k-m} \epsilon_{i,j-1}(Q) h_q^{2(j-\ell)} \| \phi \|_{H^{i+1}(Q)}^2.
\]
If \( Q \) is finite, then we use the fact that \( h_q \leq 2\pi \), for all \( q \), to estimate
\[
\| I_{m,k} \phi \|_{H^\ell}^2 \leq c(\inf_q h_q)^{-\ell} \sum_{i \leq m} \| \phi \|_{H^i}^2 + c(\inf_q h_q)^{1-\ell} \| \phi \|_{H^k}^2 \leq c(\inf_q h_q)^{-\ell} \| \phi \|_{H^k}^2.
\]
On the other hand, if \( I_{m,k} \) interpolates uniformly at scale \( h \), then
\[
\| I_{m,k} \phi \|_{H^\ell}^2 \leq c h^{-\ell} \| \phi \|_{H^k}^2.
\]
This establishes the case \( m < \ell \leq k \), thus completing the proof. \( \square \)

**Remark 3.9.** The universal constants appearing in each of the above estimates in Corollary 3.7 and Corollary 3.8 depend additionally on \( \ell, k, m, \) and \( \Psi \), but only through property (P2). In particular, they do not depend on \( \{h_q\}_q \).

### 3.1. Examples of Globalizable Local Interpolant Observable Operators

In this section we provide examples of local I.O.O.’s in the sense of Definition 3.1, as well as their corresponding globalized counterparts in the sense of (3.4). We only present a small sampling of examples here immediately relevant to the context of Data Assimilation, e.g. nodal values or local averages of velocity, but remark that several other examples exist which accommodate other forms of data, e.g., nodal values or local averages of derivatives of the velocity, boundary flux data, etc. We refer the reader to [EG04, BS08, Bro21] for these additional examples.

#### 3.1.1. Spectral observables

Let \( Q = [a, b]^2 \), where \( 0 \leq a < b \leq 2\pi \) such that \( 2\pi h = b - a \), where \( 0 < h \leq 2\pi \). Then, given \( N > 0 \), let \( I_{m,k}^Q m,k \phi(x) = \sum_{k \in \mathbb{Z}^2} \mathbb{I}_{B_N}(k) \phi_k e^{i k \cdot x} \), where \( \mathbb{I}_{B_N} \) is the indicator function of the ball, \( B_N \), of radius \( N \) in \( \mathbb{Z}^2 \), centered at the origin, and \( \phi_k = \kappa_h^{-1} \int_Q \phi(x) e^{-i k \cdot x} dx \) denotes the Fourier coefficient of \( \phi \) at wavenumber \( k \) such that \( \overline{\phi_k} = \phi_{-k} \). Then \( I_{m,k}^Q : H^k_{per}(Q) \rightarrow H^k_{per}(Q) \), for all \( k \geq 0 \).

In particular, for any \( N > 0 \), \( I_{m,k}^Q \) is a \( Q \)-local I.O.O. of all orders \( m \) and at all levels \( k \) with \( 0 \leq m \leq k \).

#### 3.1.2. Piecewise constant interpolation

Let \( Q \subset \Omega \) be a bounded, open, connected subset of diameter \( h > 0 \) such that \( c h^2 \leq |Q| \leq c' h^2 \), for some constants \( c, c' > 0 \). Given \( \phi \in H^2(Q) \) and \( x_Q \in Q \), let \( T_{0 \phi}^Q \phi(x) = \phi(x_Q) \) define the constant function, where \( \phi_Q = \phi(x_Q) \). It was shown in [AOT14] that \( T_{0 \phi}^Q = T_{0 \phi}^{S^2} \) is a \( Q \)-local I.O.O. of order 0 at level 2. In particular, one has
\[
\| \phi - \phi(x_Q) \|_{L^2(Q)}^2 \leq \sum_{0 \leq |\alpha| \leq 1} c_m h^{2(|\alpha|+1)} \| \partial^\alpha \phi \|_{L^2(Q)}^2.
\]
(3.19)

In light of (3.1), we see that we may take \( \epsilon_{0,j}(Q)^2 = \sup_{|\alpha|=j} c_m h^{2(|\alpha|+1)} \), for \( j = 1, 2 \).

Similarly, for any \( x_Q \in Q \), if one defines \( S_0^2 \phi \) by \( S_0^2 \phi(x) = \phi_Q \), where \( \phi_Q = |Q|^{-1} \int_Q \phi(y) dy \), i.e., the so-called “volume elements interpolant,” then it was also shown in [AOT14] that \( T_{0 \phi}^Q = T_{0 \phi}^{S^2} \) is a \( Q \)-local I.O.O. of order 0 at level 1. In particular,
\[
\| \phi - \phi_Q \|_{L^2(Q)}^2 \leq c h^2 \| \nabla \phi \|_{L^2(Q)}^2,
\]
(3.20)

for some constant \( c > 0 \), independent of \( h \); observe that \( c_{0,1}(Q) = ch \).
3.1.3. Taylor polynomials. Let $Q \subset \Omega$ be a star-shaped bounded, open, connected subset of diameter $h > 0$. Given $\phi \in H^d(Q)$ and $x_Q \in Q$ such that $|x - x_Q| \leq h$, for all $x \in Q$, let $T_1 \phi(x; ; x_Q)$ denote the first-order Taylor polynomial of $\phi$ centered at $x_Q$. In particular

$$T_1 \phi(x) := T_1 \phi(x; ; x_Q) = \phi(x_Q) + \nabla \phi(x_Q) \cdot (x - x_Q).$$

(3.21) Then we have

$$\|\phi - T_1 \phi\|_{L^2(Q)}^2 \leq \sum_{1 \leq |\alpha| \leq 2} c_\alpha h^{2|\alpha| + 1} \|\partial^\alpha \nabla \phi\|_{L^2(Q)}^2.$$  

(3.22)

This is an elementary extension of the corresponding fact for constant interpolation proved in [JT92b, AOT14] in dimension $d = 2$; the details are provided in Appendix B, where it is established in the greater generality of dimension $d \geq 2$. Moreover, observe that

$$\nabla T_1 \phi = \nabla \phi(x_Q) = T_0 \nabla \phi,$$

which implies

$$\|\phi - T_1 \phi\|_{H^1(Q)}^2 \leq \sum_{1 \leq |\alpha| \leq 2} c_\alpha h^{2|\alpha|} \|\partial^\alpha \nabla \phi\|_{L^2(Q)}^2.$$  

(3.23)

In particular, (3.22) and (3.23) implies that (3.1) holds for $0 \leq \ell \leq 1$ and $k = 3$, so that $T^2_1 = T^2_3$ is, in fact, a $Q$-local I.O.O. or order 1 at level 3. Clearly $T^2_1$ is a higher-order variant of the nodal value interpolant mentioned in the previous example. Indeed, from this point of view, $\phi(x_Q)$ simply represents the zeroth-order Taylor polynomial of $\phi$ centered at $x_Q$.

3.1.4. Sobolev polynomials. There are obvious shortcomings to using the Taylor polynomial as a means to interpolate nodal observations in the context of data assimilation, specifically since it requires one to make observations on derivatives of $\phi$ at given nodes. One may slightly relax this requirement by replacing nodal values of the derivatives with their spatial averages. This was done in the zeroth order case in Section 3.1.2, above, by replacing $\phi(x_Q)$ by $|Q|^{-1} \int_Q \phi(x) dx$. The study of such polynomials of any order is classical and was introduced by Sobolev in [Sob63]. We recall their properties here following the treatment in [BS08]. The reader is also referred to [DS80].

Let $Q \subset \Omega$ be a ball of radius $h$ with center $x_Q \in \Omega$. For $k \geq 1$, denote the Taylor polynomial of order $k$ centered at $x_Q$ of $\phi \in C^k(\Omega)$ by $T_k \phi(x; ; x_Q)$, so that

$$T_k \phi(x) := T_k \phi(x; ; x_Q) = \sum_{|\alpha| \leq k} \frac{\partial^\alpha \phi(x_Q)}{\alpha!} (x - x_Q)^\alpha,$$

(3.24)

where $\alpha \in \mathbb{N}_0^n$ is a multi-index. Fix $\tilde{\psi} \in C^\infty(\Omega)$ to be a radial, non-negative function such that $\tilde{\psi}(x) = 1$ when $|x| < 1/2$, $\tilde{\psi}(x) = 0$ for $|x| \geq 1$, and $\|\tilde{\psi}\|_{L^1(\mathbb{R}^d)} = 1$. Then $\{\tilde{\psi}_h\}_{h > 0}$ is a standard mollifier, where $\tilde{\psi}_h(x) = h^{-d} \tilde{\psi}(xh^{-1})$. For $\phi \in H^{k+1}(Q)$, the corresponding $\tilde{\psi}_h$-averaged Taylor polynomial about $x_Q$ is then given by

$$S_k \phi(x) := S_k \phi(x; ; x_Q) = \sum_{|\alpha| \leq k} \frac{1}{\alpha!} \int_{\Omega} \partial^\alpha \phi(y)(x - y)^\alpha \tilde{\psi}_h(y - x_Q) dy.$$  

(3.25)

Then (see [BS08, Lemma 4.3.8]) for all $0 \leq \ell \leq k$

$$\|\phi - S_k \phi\|_{H^\ell(Q)} \leq c_t, k h^{k+1-\ell} \|\nabla \phi\|_{H^{k+1}(Q)},$$

(3.26)

for some absolute constant $c_{t, \ell}$, depending only on $k, \ell$. Hence, $T^Q_{k, k+1} = S_k \phi$ is $Q$–local I.O.O. of order $k$ at level $k + 1$. 

3.1.5. Lagrange polynomial. In the context of data assimilation for the 2D NSE where it is preferable and more reasonable that velocity measurements at nodal points are collected rather than (spatial) derivatives of velocity. A class of interpolants that leverage nodal values of a function to reconstruct higher-order features of the function are Lagrange polynomials. We define them here in a configuration that fits our setting suitably, but point out that more flexibility is allowed in general, for instance, in the arrangement of the prescribed nodes. We refer the reader to [BS08] for additional details.

Let $Q \subset \Omega$ be an open square such that $|Q| = h^2$. For $k \geq 1$, let $\Gamma_k = \{0, \ldots, k\}^2$ and $N_Q = \{z^\gamma\}_{\gamma \in \Gamma_k}$, where the points, $z^\gamma = (z_1^\gamma, z_2^\gamma)$, are equally spaced nodes in $Q$. Let

\[ \mathcal{P}_k := \{ p|_Q : p = \sum_j p_j(x_1)x_j(x_2), \deg p_j, \deg q_j \leq k \}. \quad (3.27) \]

\[ \Sigma_k := \{ \sigma_\gamma \in (C^0(Q))' : \sigma_\gamma(f) = f(z^\gamma), \; z^\gamma \in N_Q \}. \quad (3.28) \]

Note that $\Sigma_k$ represents the dual basis of $\mathcal{P}_k$ and that $\dim \mathcal{P}_k = |\Sigma_k| = |N_Q| = (k + 1)^2$. Let $\Theta_k$ denote the basis of $\mathcal{P}_k$ and represent its elements, $\theta_\gamma$, by tensor products of one-dimensional polynomials as

\[ \theta_\gamma(x) = \prod_{\gamma' \in \Gamma_k} \frac{(x_1 - z_1^{\gamma'})(x_2 - z_2^{\gamma'})}{(z_1^{\gamma_1} - z_1^{\gamma_2})(z_2^{\gamma_1} - z_2^{\gamma_2})}. \quad (3.29) \]

Finally, we define the operator $L^Q_k : H^{k+1}(Q) \to \mathcal{P}_k$ by

\[ L^Q_k \phi(x) = \sum_{\gamma \in \Gamma_n} \theta_\gamma(x)\sigma_\gamma(\phi). \quad (3.30) \]

Then (see [BS08, Theorem 4.6.11]) for all $0 \leq \ell \leq k' - 1$ and $1 \leq k' \leq k$, there exists a constant $c_{\ell,k} > 0$, independent of $\phi$ and $h$, such that

\[ \| \phi - L^Q_k \phi \|_{H^\ell(Q)} \leq c_{\ell,k} h^{k+1-\ell}\| \nabla \phi \|_{H^{k'}(Q)}. \quad (3.31) \]

Hence $I^Q_{k,k+1} = L^Q_k$ defines a $Q$-local I.O.O. of order $k'$ at level $k' + 1$, for all $0 \leq k' \leq k$.

3.1.6. Volume element polynomials. Spatial averages of the velocity field constitute another class of physical observations. This type of data is used in the finite volume method to approximate true solutions with piecewise constant functions in the $L^2$-topology. They may also be used to construct higher-order polynomial approximations with similar error bounds to the Lagrange polynomial interpolants in higher-order Sobolev topologies.

Let $Q \subset \Omega$, $\Gamma_k$, $N_Q$, $\mathcal{P}_k$ be as in Section 3.1.5. We define functionals given by integration on square patches within $Q$ as follows. Let

\[ S_{k,Q} := \{ Q^\gamma = z^\gamma + [0, \frac{h}{2}]^2 : z^\gamma \in N_Q \} \]

\[ \Pi_k := \{ \pi_\gamma \in (L^1_{loc}(Q))' : \pi_\gamma(f) = |Q^\gamma|^{-1} \int_{Q^\gamma} f(x)dx, \; z^\gamma \in N_Q \}. \]

In Appendix C, we establish that $\Pi_k$ determines basis for the dual space of $\mathcal{P}_k$ and subsequently describe an explicit construction of the corresponding basis of $\mathcal{P}_k$, which we denote by $\Xi_k = \{ \xi_\gamma \}_{\gamma \in \Gamma_k}$. Using this pair of bases we may define a projection operator $V^Q_k : H^{k+1}(Q) \to \mathcal{P}_k$ by

\[ V^Q_k \phi(x) = \sum_{\gamma \in \Gamma_k} \xi_\gamma(x)\pi_\gamma(\phi). \]

The unisolvence of the polynomial space with respect to the functionals, along with a similar argument to that for (3.31) (see, for instance, [BS08, Theorem 4.4.4]) gives the following bound: for all $0 \leq \ell \leq k' - 1$ and $1 \leq k' \leq k$, there exists a constant $c_{\ell,k} > 0$, independent of $\phi$ and $h$, such that

\[ \| \phi - V^Q_k \phi \|_{H^\ell(Q)} \leq c_{\ell,k} h^{k+1-\ell}\| \nabla \phi \|_{H^{k'}(Q)}. \quad (3.32) \]
As for the Lagrange polynomial interpolant, \( I_{k,k+1}^Q = V_k^Q \) defines a \( Q \)-local I.O.O. of order \( k' \) at level \( k' + 1 \), for all \( 0 \leq k' \leq k \).

### 3.1.7. Hybrid interpolation

Let \( \mathcal{Q} = \{ Q_q \}_q \) be a covering of \( \Omega \) by bounded, open, connected subsets such that \( h_q = \text{diam}(Q_q) \). Given any \((I, \Psi)_Q\)-subordinate family, Proposition 3.5 ensures that an estimate of the form (3.5) holds. In particular, \( I \) may be any family comprising of any combination of the operators from above. Four possible categories of such combinations are given by the following.

- **Repeated-type, Uniform.** The \( I_{m_q,k_q}^{(q)} \) are all of the same type of interpolating operator, e.g., Taylor, Sobolev, or Lagrange, etc., and there exist \( m = m_q \) and \( k = k_q \) for all \( q \). This corresponds to the class of interpolant observable operators introduced in [AOT14];
- **Repeated-type, Non-uniform.** The \( I_{m_q,k_q}^{(q)} \) are all of the same type, but \( m_q, k_q \) are allowed to vary. In this case, the induced global I.O.O. would be given by \( I_{m,k} \), where \( m = \inf_q m_q \) and \( k = \sup_q k_q \), where each \( k_q \) is assumed to be the smallest such \( k_q \) for which (3.1) holds (see Remark 3.2);
- **Hybrid-type, Uniform.** The \( I_{m_q,k_q}^{(q)} \) consists of different types, but \( m_q, k_q \) are constant in \( q \);
- **Hybrid-type, Non-uniform.** The \( I_{m_q,k_q}^{(q)} \) consist of different types, but \( m_q, k_q \) are allowed to vary in \( q \).

Note that each of the explicit example types presented earlier were all examples of optimally interpolating operators with the exception of the Taylor polynomials. Thus, the only obstruction to forming a regularly interpolating global operator depends only on the covering to which it will be subordinate to. If the covering is uniform of some scale \( h > 0 \), then any global I.O.O. belonging to any of the four categories above, are necessarily regularly interpolating.

### 4. Statements of Main Results

We formally state our main results here. The first of the three main theorems provides estimates for the radius of the absorbing ball in \( H^k \) for \( k \geq 2 \). In particular, we properly generalize the bounds in Proposition 2.1 to all higher orders of Sobolev regularity. Indeed, to establish the desired higher-order convergence between the nudged solution and true solution, we will make crucial use of the a priori bounds available for the true solution when initialized in the absorbing ball with respect to a Sobolev topology of arbitrary positive degree.

**Theorem 4.1.** Given \( f \in H_k^{k-1} \), for some \( k \geq 2 \), let \( \sigma_k \) denote its \( k \)-th shape factor defined in (2.10). Let \( u \) denote the unique, global strong solution of (2.7) corresponding to a bounded set of initial data \( u_0 \in \hat{H}_\sigma^k \). Then

\[
\frac{\|u(t)\|_{H^k}}{\nu} \leq c_k \left( \frac{\sigma_{k-1}^{1/k} + G}{\nu} \right)^{k-1} G,
\]

(4.1)

holds for some universal constant \( c_k > 0 \), for all \( t \geq t_0 \), for some \( t_0 \) sufficiently large, depending only on the diameter of the bounded set.

For the remainder of the manuscript, for each \( k \geq 0 \), we will denote the \( H^k \)-absorbing ball of (2.7) by \( \mathcal{B}_k \) so that

\[
\mathcal{B}_k = \left\{ v \in \hat{H}_\sigma^k : \|v\|_{H^k} \leq c_k \left( \frac{\sigma_{k-1}^{1/k} + G}{\nu} \right)^{k-1} G \right\}.
\]

(4.2)

Our second theorem establishes well-posedness of the nudging-based equation in the higher-order Sobolev spaces \( \hat{H}_\sigma^k \), where \( k \geq 2 \), under various structural assumptions on the operator \( I_{m,k} \) that detail the interplay between the system and features of the interpolation operator. For this, we also introduce the concept of a covering with “partition multiplicity.”

**Definition 4.2.** Let \( \mathcal{Q} = \{ Q_q \}_q \) be a covering of \( \Omega \) by bounded, open, connected subsets. We say that \( \mathcal{Q} \) has **partition multiplicity**, \( M > 0 \), if there exists an integer, \( M > 0 \), and subcollections \( \mathcal{Q}_1, \ldots, \mathcal{Q}_M \subset \mathcal{Q} \) such that \( \bigcup_{j=1}^M Q_j = \mathcal{Q} \), \( \bigcup_{Q \in \mathcal{Q}_j} \bar{Q} = \Omega \), and \( |Q \cap Q'| = 0 \), for all \( Q, Q' \in \mathcal{Q}_j \), for all \( j = 1, \ldots, M \), where \( \bar{Q} \) denotes the closure of \( Q \).
Lemma 4.3. Suppose $Q$ is a covering of $\Omega$ with partition multiplicity $M$. Then
\begin{equation}
\frac{1}{M} \sum_Q \int_Q \phi(x) dx \leq \int_\Omega \phi(x) dx \leq \sum_{Q \in Q_j} \int_Q \phi(x) dx,
\end{equation}
for all $\phi \in L^1(\Omega)$ such that $\phi \geq 0$, and for all $j = 1, \ldots, M$.

Proof. Let $Q_1, \ldots, Q_M$ denote the $M$ subcollections of $Q$ that each cover $\Omega$ and each of whose respective elements overlap only on sets of zero Lebesgue measure. Observe that for all $j = 1, \ldots, M$, we have
\[ \int_\Omega \phi(x) dx = \sum_{Q \in Q_j} \int_Q \phi(x) dx. \]
Hence, upon averaging in $j$ and applying Fubini’s theorem, we arrive at
\[ \int_\Omega \phi(x) dx = \frac{1}{M} \sum_{j=1}^M \sum_{Q \in Q_j} \int_Q \phi(x) dx = \frac{1}{M} \sum_{Q} \phi(x) dx \sum_{j=1}^M \mathbb{1}_{Q_j}(Q). \]
Since $\phi \geq 0$ and $\mathbb{1}_{Q_j}(Q) \geq 1$, for some $j = 1, \ldots, M$, it follows that
\[ \int_\Omega \phi(x) dx \geq \frac{1}{M} \sum_{Q} \phi(x) dx, \]
as desired. The upper bound in (4.3) follows imply from the fact that $Q_j$ is a non-overlapping covering of $\Omega$. □

Remark 4.4. Partitions of unity with finite partition multiplicity were constructed and used in [AOT14, BOT15, JMOT19]. There, a collection of augmented squares overlapped in a regular manner to cover the domain multiple times. In general, the collection of open sets to which a partition of unity is subordinate, need not satisfy this property (see Section 4).

Theorem 4.5. Let $\gamma, p \geq 0$. Suppose that $m \geq 0$ and $1 \leq k - m \leq 2 + p$. Suppose that $I_{m,k}$ is $(m,k)$–generic and is of one of the following two types:

(A) $I_{m,k}$ interpolates uniformly at scale $h$, or
(B) $Q$ has finite partition multiplicity, $M > 0$.

Given $v_0 \in \dot{H}^k_\gamma$, there exists a unique vector-field, $v$, satisfying (2.8) such that for all $T > 0$, $v \in C([0,T]; \dot{H}^k_\gamma) \cap L^2(0,T; \dot{H}^{k+1}_\gamma)$ and $\partial_t v \in L^2(0,T; \dot{H}^{k-1}_\gamma)$ provided that
\begin{equation}
\frac{\mu h^2}{\nu} \left[ 1 + \mathbb{1}_{(0,\infty)}(\gamma) \left( \frac{\nu}{\gamma} \right) \sum_{j=1}^{[\mu]} J_2(j-2) \right] \leq \frac{1}{10},
\end{equation}
(4.4)
where \([p]\) denotes the greatest integer \(\leq p\), if \(I_{m,k}\) is Type \(A\), and

\[
c \sup_{q} \frac{\mu h^2}{\nu} \left[ \varepsilon_{0,1}(Q_q) + \varepsilon_{0,2}(Q_q) + 1_{(0,\infty)}(\gamma) \left( \frac{\nu}{\gamma} \right) \left( \frac{\mu h^2}{\nu} \right) \sum_{j=1}^{[p]} \varepsilon_{0,j}(Q_q) h^2(j-2) \right] \leq \frac{1}{10M},
\]

if \(I_{m,k}\) is Type \(B\), for some universal constant \(c > 0\), where \(\varepsilon_{i,j}(Q_q)\) are the constants associated to \(I_{m,k}\).

Note that we use the convention that \(\mathbb{1}_{(0,\infty)}(\gamma) \left( \frac{\nu}{\gamma} \right) = 0\), when \(\gamma = 0\).

Since the analysis performed in [AOT14, Theorem 6] in the periodic setting can be easily extended to prove Theorem 4.5, we relegate the proof of this theorem to Appendix A.

The third main result provides sufficient conditions on the nudging parameter, \(\mu\) and the density of data, determined by \(h\), in terms of the system parameters, \(\nu, f\), alone that ensure convergence of the approximating signal, as determined by the nudging-based system, to the true signal, as represented by a solution to (2.7), in higher-order Sobolev topologies, provided that the observables are interpolated in a suitable manner. In particular, we assume that the observables are interpolated using a sufficiently nice global I.O.O. in the sense of (3.4).

**Theorem 4.6.** Given \(m \geq 0\), \(k \geq 2\), and \(p \geq 0\) such that \(1 \leq k - m \leq 2 + p\), let \(I_{m,k}\) be an \((m,k)\)-generic \((\mathcal{I},\Psi)\)–subordinate global I.O.O. and is of either Type \(A\) or Type \(B\) as specified in Theorem 4.5. Let \(f \in H^{m-1}_G\), \(u_0 \in \mathcal{B}_m\), and \(u\) be the unique, global solution of (1.1) corresponding to \(u_0, f\). Suppose that \(\mu, h\) satisfy (2.16) and let \(v\) denote the unique, global solution of (1.1) corresponding to \(v_0 \in H^m_\sigma\). Then there exists a constant \(0 < c_0 < 1\) such that

\[
\|v(t) - u(t)\|_{\dot{H}^m} \leq O(e^{-(\mu/2)t}),
\]

where \([p]\) denotes the greatest integer \(\leq p\), provided that \(\mu, h\) are chosen sufficiently large. In particular, if \(I_{m,k}\) is of Type \(A\), then \(\mu, h\) should additionally satisfy

\[
c \sup_{\nu} \frac{\mu h^2}{\nu} \left[ 1 + \mathbb{1}_{(0,\infty)}(\gamma) \left( \frac{\mu}{\gamma} \right) \sum_{j=1}^{[p]} h^2(j-1) \right] \leq \frac{1}{10},
\]

and if \(I_{m,k}\) is of Type \(B\), then \(\mu, h\) should additionally satisfy

\[
c \sup_{\nu} \frac{\mu h^2}{\nu} \left[ \varepsilon_{i,1}(Q_q) + \varepsilon_{i,2}(Q_q) + \mathbb{1}_{(0,\infty)}(\gamma) \left( \frac{\mu}{\gamma} \right) \sum_{j=1}^{[p]} \varepsilon_{i,j}(Q_q) h^2(j-1) \right] \leq \frac{1}{10M}.
\]

Under stronger assumptions on \(I_{m,k}\), one can obtain convergence up to the regularity level of the solution from which the data derives.

**Theorem 4.7.** Let \(k \geq 1\) and suppose that \(I_{k+1}\) is a \((\mathcal{I},\Psi)\)–subordinate global I.O.O. that interpolates optimally and is of either Type \(A\) or \(B\) as specified in Theorem 4.5. Let \(f \in H^{k-1}_G\), \(u_0 \in \mathcal{B}_k\), and let \(u\) be the unique, global solution of (1.1) corresponding to \(u_0, f\). Suppose that \(\mu, h\) satisfy (2.16) and let \(v\) denote the unique, global solution of (1.1) corresponding to \(v_0 \in H^k_\sigma\). Then

\[
\|v(t) - u(t)\|_{\dot{H}^k} \leq O(e^{-(\mu/2)t}),
\]

provided that \(\mu, h^{-1}\) are chosen sufficiently large. In particular, if \(I_{k+1}\) is of Type \(A\), then \(\mu, h\) must additionally satisfy

\[
c \frac{\mu h^2}{\nu} \leq \frac{1}{10},
\]

and if \(I_{k+1}\) is of Type \(B\), then there exists a constant \(c > 0\) such that if \(\mu, h\) additionally satisfy

\[
c \sum_{q} \varepsilon_{k+1,q}^2 \left( \frac{\mu h^2}{\nu} \right) \leq \frac{1}{10M}.
\]
Remark 4.8. In [BM17], it was proved that convergence with respect to the analytic Gevrey norm was ensured under slightly more stringent conditions than (2.16) in the particular case when only spectral observations are used.

Remark 4.9. In [AOT14], the case of Dirichlet boundary conditions was also treated, where convergence in $L^2$ was obtained for a wide class of observable quantities, including nodal value observations. In light of these results and Theorem 4.6, it remains an interesting issue to investigate whether one can show higher-order convergence in the setting of Dirichlet boundary conditions or others, when data is particularly given by nodal values; we leave the study of this case to a future work.

Remark 4.10. Corollary 3.7, we may immediately deduce from Theorem 4.6 a corollary that ensures convergence in $H^2$ in the case of nodal observables by using either Taylor polynomials of degree 1 or quadratic Lagrange polynomial as the method of interpolation. Since $H^2$ embeds into $L^\infty$, this rigorously verifies the observation from the numerical simulations carried out in [GOT16] that the approximating solution was in fact converging uniformly in space to the reference solution. In particular, this also supplements the result in [BM17], where the synchronization property with respect to the uniform topology, $L^\infty$, was established in the particular case of the spectral observables. In the absence of hyperdissipation, i.e., $\gamma = 0$, we note that the same assumption on $\mu, h$ is imposed in either case of nodal observables or spectral observables, up to an absolute constant.

Remark 4.11. The case of hyperviscosity is included here in order to illustrate the interplay between the order of dissipation and the order of interpolation. It is a well-known fact that for $p \geq 1/4$, the corresponding system (2.7) in dimension $d = 3$ has global unique strong solutions. We point out that the analysis developed here applies in a straightforward manner to that setting as well.

5. Proofs of Main Results

We will first prove Theorem 4.1 in Section 5.1. We will then prove Theorem 4.6 in Section 5.2. Recall that the proof of Theorem 4.5 will be supplied in Appendix A. To prove these results, it will first be useful to collect various estimates for the trilinear term that appears in the estimates. The proof of these estimates are elementary, but they supply them here for the sake of completeness.

Lemma 5.1. Let $u$ be a smooth, divergence-free vector field in $\mathbb{T}^2$, and $v$ be any smooth function. Then given $\ell \geq 2$, for any $|\alpha| = \ell$ we have

$$|\langle \partial^\alpha (u \cdot \nabla) v, \partial^\beta v \rangle| \leq c \left( \sum_{1 \leq |\beta| \leq |\alpha| - 2} \|u\|_{H^\frac{2\alpha - 2\beta}{3} H^{\frac{\beta}{3}}} \|v\|_{H^{\frac{2\beta}{3}}} \right) \left( \|v\|_{H^{\frac{\beta}{3}}} \|\nabla v\|_{L^2} \right).$$

For all $\beta \leq \alpha$, we have

$$|\langle (\partial^{\alpha - \beta} v \cdot \nabla) \partial^\beta v, \partial^\alpha u \rangle| \leq c \|u\|_{H^{\frac{\alpha}{3}}} \|v\|_{H^{\frac{2\alpha - 2\beta}{3} H^{\frac{\beta}{3}}}} \|\nabla v\|_{L^2},$$

and

$$|\langle (\partial^{\alpha - \beta} u \cdot \nabla) \partial^\beta v, \partial^\alpha v \rangle| \leq c \|u\|_{H^{\frac{\alpha}{3}}} \left( \|v\|_{H^{\frac{2\alpha - 2\beta}{3} H^{\frac{\beta}{3}}}} \|\nabla v\|_{L^2} \right),$$

for some constants $c > 0$, depending on $\ell$.

Proof. By the Leibniz rule and the fact that $u$ is divergence-free, we have

$$I = \langle \partial^\alpha (u \cdot \nabla) v, \partial^\alpha v \rangle = \sum_{\beta < \alpha} c_{\beta, \alpha} \langle (\partial^{\alpha - \beta} u \cdot \nabla) \partial^\beta v, \partial^\alpha v \rangle = \sum_{\beta < \alpha} + \sum_{|\beta| = 0 \ell - 1} = I_a + I_b.$$
where we interpret $\beta < \alpha$ as $\beta_i < \alpha_i$, for $i = 1, 2$. By Hölder’s inequality and interpolation we have

\[
|I_a| \leq c \sum_{1 \leq \beta < \alpha, \beta \leq \alpha} \|\partial^{-\beta}u\|_{L^4} \|\nabla^\beta v\|_{L^2} \|\partial^\alpha v\|_{L^2} \leq c \sum_{1 \leq \ell \leq \text{deg} - 2} \|u\|_{H^{\ell-1}}^{1/2} \|\nabla u\|_{H^{\ell-1/2}}^{1/2} \|v\|_{H^{\ell-1/2}}^{1/2} \|\partial^\alpha v\|_{L^2}
\]

\[
\leq c \sum_{1 \leq \ell \leq \text{deg} - 2} \|u\|_{H^{\ell+1}}^{2\ell-1} \|u\|_{H^{\ell+1}}^{2\ell} \|v\|_{H^{\ell+1}}^{2\ell} \|v\|_{H^{\ell+1}}^{2\ell} \|\partial^\alpha v\|_{L^2}.
\]

On the other hand, by Hölder’s inequality and interpolation we have

\[
|I_b| \leq \|\partial^\alpha u\|_{L^4} \|\nabla v\|_{L^2} \|\partial^\alpha v\|_{L^2}^2 + \|\nabla u\|_{L^2} \|\partial^\alpha v\|_{L^2}^2
\]

\[
\leq c \|u\|_{H^{\ell+1}}^{1/2} \|v\|_{H^{\ell+1}}^{1/2} \|v\|_{H^{\ell+1}} \|v\|_{H^{\ell+1}} \|u\|_{H^{\ell+1}} \|v\|_{H^{\ell+1}} \|v\|_{H^{\ell+1}}.
\]

Combining the estimates for $I_a$ and $I_b$, then summing over $|\alpha| = \ell$, yields (5.1).

Now consider

\[
II = \sum_{\beta \leq \alpha} \|((\partial^{\alpha-\beta} v, \nabla) \partial^\beta u, \partial^\alpha v)\|_{L^4} = \sum_{\beta = \alpha} + \sum_{\beta < \alpha, |\beta| = 0} + \sum_{\beta < \alpha, |\beta| \neq 0} = II_a + II_b + II_c.
\]

We treat $II_a$ as

\[
|II_a| = \|((v, \nabla) \partial^\alpha v, \partial^\alpha u)\| \leq c \|v\|_{L^\infty} \|\nabla v\|_{H^{\ell+1}} \|v\|_{H^{\ell+1}}
\]

\[
\leq c \|v\|_{H^{\ell+1}}^{1/2} \|v\|_{H^{\ell+1}}^{1/2} \|u\|_{H^{\ell+1}} \leq c \|v\|_{H^{\ell+1}}^{1/2} \|v\|_{H^{\ell+1}} \|u\|_{H^{\ell+1}}.
\]

We treat $II_b$ as

\[
|II_b| \leq c \|((\partial^\alpha v, \nabla) u, \partial^\alpha v)\| \leq c \|\partial^\alpha v\|_{L^4} \|\nabla u\|_{L^2}
\]

\[
\leq c \|v\|_{H^{\ell+1}} \|v\|_{H^{\ell+1}} \|\nabla u\|_{L^2} \leq c \|v\|_{H^{\ell+1}} \|v\|_{H^{\ell+1}} \|\nabla u\|_{L^2}.
\]

Finally, we treat $II_c$ as

\[
|II_c| \leq c \sum_{\beta < \alpha, |\beta| \neq 0} \|((\partial^{\alpha-\beta} v, \nabla) \partial^\alpha v, \partial^\beta u)\| \leq c \sum_{\beta < \alpha, |\beta| \neq 0} \|\partial^{\alpha-\beta} v\|_{L^4} \|\nabla v\|_{H^{\ell+1}} \|\partial^\beta u\|_{L^4}
\]

\[
\leq c \|v\|_{H^{\ell+1}} \sum_{\beta < \alpha, |\beta| \neq 0} \|v\|_{H^{\ell+1}}^{1/2} \|v\|_{H^{\ell+1}}^{1/2} \|u\|_{H^{\ell+1}}^{1/2} \|u\|_{H^{\ell+1}} \leq c \sum_{\beta < \alpha, |\beta| \neq 0} \|v\|_{H^{\ell+1}}^{1/2} \|v\|_{H^{\ell+1}}^{1/2} \|u\|_{H^{\ell+1}}^{1/2} \|u\|_{H^{\ell+1}}^{1/2}.
\]

Upon combining $II_a$, $II_b$, $II_c$ and applying the Poincaré inequality, we obtain (5.2).

Lastly, we consider

\[
III = \sum_{\beta < \alpha} \|((\partial^{\alpha-\beta} u, \partial^\beta v, \partial^\alpha v^i)\|_{L^4} = \left(\sum_{|\beta| = 0} + \sum_{\beta < \alpha, |\beta| \neq 0} \right) II_a + III_b.
\]

We estimate $III_a$ with Hölder’s inequality, interpolation, and Young’s inequality to obtain

\[
|III_a| \leq c \|v\|_{H^{\ell+1}} \|\nabla v\|_{L^4} \|\partial^\alpha v\|_{L^4} \leq c \|u\|_{H^{\ell+1}} \|\nabla v\|_{L^2}^{1/2} \|\nabla v\|_{H^{\ell+1}} \|\nabla v\|_{H^{\ell+1}} \|v\|_{H^{\ell+1}} \|v\|_{H^{\ell+1}}
\]

\[
\leq c \|v\|_{H^{\ell+1}} \|\nabla v\|_{H^{\ell+1}}^{1/2} \|\nabla v\|_{L^2}^{1/2}.
\]

We treat $III_b$ and consider the case $\ell = 2$ separately. When $\ell = 2$, we apply Hölder’s inequality and interpolation to obtain

\[
|III_b| \leq \sum_{\beta < \alpha, \beta \neq 0} \|\partial^{\alpha-\beta} u\|_{L^4} \|\partial^\beta v\|_{L^2} \|\partial^\alpha v\|_{L^4} \leq c \|u\|_{H^{\ell+1}}^{1/2} \|u\|_{H^{\ell+1}}^{1/2} \|v\|_{H^{\ell+1}}^{3/2} \|v\|_{H^{\ell+1}}^{1/2}
\]

\[
\leq c \|u\|_{H^{\ell+1}}^{1/2} \|v\|_{H^{\ell+1}}^{1/2} \|\nabla v\|_{H^{\ell+1}}^{3/2} \|\nabla v\|_{L^2}^{5/4}.
\]
When \( \ell \geq 3 \), we use the divergence-free condition to write \( III_b \) as commutator. In particular

\[
III_b = - \sum_{|\alpha| = \ell} \langle [\partial^\alpha, u \cdot \nabla] v, \partial^\alpha v \rangle.
\]

By Hölder’s inequality, a classical commutator estimate [KM81] and interpolation we obtain

\[
|III_b| \leq c\|u\|_{H^\infty} \|\nabla v\|_{H^{\ell-1}} \|v\|_{H^\ell} + c\|u\|_{H^\ell} \|\nabla v\|_{L^\infty} \|v\|_{H^\ell}
\]

\[
\leq c\|u\|_{H^\infty} \|\nabla v\|_{H^{\ell-1}} \|v\|_{H^\ell}^2 L^2 + c\|u\|_{H^\ell} \|\nabla v\|_{H^\ell} \|\nabla v\|_{L^2}
\]

\[
\leq c\|u\|_{H^\infty}^{1/2} \|u\|_{H^\ell}^{1/2} \|\nabla v\|_{H^{\ell-1}} \|v\|_{H^\ell}^2 L^2 + c\|u\|_{H^\ell} \|\nabla v\|_{H^\ell} \|\nabla v\|_{L^2}.
\]

Upon combining \( III_a, III_b \), and applying the Poincaré inequality, we arrive at (5.3).

\[\Box\]

5.1. Higher-order absorbing ball estimates: Proof of Theorem 4.1. Let \( u_0 \in \dot{H}_\sigma^1 \) and let \( u \in C([0, \infty); \dot{H}_\sigma^1) \cap L^2_{loc}(0, \infty; \dot{H}_\sigma^2) \) be the unique strong solution of (2.7) corresponding to initial data \( u_0 \) and external forcing, \( f \). Let us recall that the Grashof number is defined by (2.9) and the \( k \)-th order shape factor of \( f \) is given by (2.10).

Proof of Theorem 4.1. Let \( \mathcal{A} \subset \dot{H}_\sigma^k \) denote the global attractor of (2.7) corresponding to forcing \( f \). It will suffice to show that

\[
\frac{\|u\|_{\dot{H}_\sigma^k}}{\nu} \leq c(\sigma_{k-1}^{1/k} + G)^{k-1} G
\]

for all \( u \in \mathcal{A} \). Indeed, since \( \mathcal{A} \) uniformly attracts bounded subsets of \( \dot{H}_\sigma^k \), it would then follow that

\[
\|u(t; u_0, f)\|_{\dot{H}_\sigma^k} \leq 2c(\sigma_{k-1}^{1/k} + G)^{k-1} G, \text{ for all } t \geq t_0, \text{ for some } t_0 = t_0(u_0, f).
\]

Let \( u_0 \in \mathcal{A} \) such that

\[
\|u_0\|_{\dot{H}_\sigma^k} = \max\{\|v\|_{\dot{H}_\sigma^k} : v \in \mathcal{A}\}.
\]

Denoting \( u(t) = u(t; u_0, f) \), for all \( t \in \mathbb{R} \). Then, owing to the divergence-free condition, the basic energy balance in \( \dot{H}_\sigma^k \) is given by

\[
\frac{1}{2} \frac{d}{dt} \|u\|_{\dot{H}_\sigma^k}^2 + \nu \|\nabla u\|_{\dot{H}_\sigma^k}^2 = - \sum_{|\alpha| = k} \sum_{|\beta| < |\alpha|} c_{\alpha, \beta} \langle \partial^\alpha \cdot \partial^\beta u, \partial^\alpha u \rangle + \sum_{|\alpha| = k} \langle \partial^\alpha P_\sigma f, \partial^\alpha u \rangle = I + II.
\]

In particular, by choice of \( u(0) = u_0 \), observe that \( \frac{d}{dt} \|u(t; u_0, f)\|_{\dot{H}_\sigma^k} \big|_{t=0} = 0 \), so that

\[
\nu \|\nabla u_0\|_{\dot{H}_\sigma^k}^2 = I + II.
\]

By (5.1) of Lemma 5.1, we have

\[
|I| \leq c\|\nabla u_0\|_{L^2} \|\nabla u_0\|_{\dot{H}_\sigma^k} \|u_0\|_{\dot{H}_\sigma^k}.
\]

For \( II \), we integrate by parts and apply Hölder’s inequality to obtain

\[
|II| \leq \|P_\sigma f\|_{\dot{H}_\sigma^{k-1}} \|\nabla u_0\|_{\dot{H}_\sigma^k} = \nu^2 \sigma_{k-1} G \|\nabla u_0\|_{\dot{H}_\sigma^k}.
\]

Upon combining the estimates for \( I, II \), we arrive at

\[
\nu \|\nabla u_0\|_{\dot{H}_\sigma^k} \leq c \|\nabla u_0\|_{L^2} \|u_0\|_{\dot{H}_\sigma^k} + \nu^2 \sigma_{k-1} G.
\]

Observe that by interpolation

\[
\|u_0\|_{\dot{H}_\sigma^k} \leq c\|\nabla u_0\|_{\dot{H}_\sigma^{k-1}} \|\nabla u_0\|_{L^2}^{\frac{1}{k}}.
\]

(5.5)
With this and Young’s inequality, we estimate
\[ \nu \|\nabla u_0\|_{H^k} \leq c \|\nabla u_0\|_{H^k}^{\frac{k-1}{2}} \|\nabla u_0\|_{L^2}^{\frac{k+1}{2}} + \nu^2 \sigma_{k-1} G \]
\[ \leq \frac{\nu}{2} \|\nabla u_0\|_{H^k} + c \nu^3 \left( \frac{\|\nabla u_0\|_{L^2}}{\nu} \right)^{k+1} + \nu^2 \sigma_{k-1} G \]
\[ \leq \frac{\nu}{2} \|\nabla u_0\|_{H^k} + c \nu^2 G^{k+1} + \nu^2 \sigma_{k-1} G. \]

Hence
\[ \|\nabla u_0\|_{H^k} \leq c \nu (\sigma_{k-1}^1 + G) G. \] (5.6)

Returning to (5.5), it follows that
\[ \frac{\|u_0\|_{H^k}}{\nu} \leq c (\sigma_{k-1}^1 + G) G \]
which proves (4.1), as desired.

\[ \square \]

5.2. Synchronization in higher-order Sobolev topologies. Let \( p > 0 \) and \( u_0, v_0 \in B_1 \cap B_k \), where \( 1 \leq k - m \leq 2 + p \) and \( u \) and \( v \) denote the corresponding unique strong solutions of the following initial value problem
\[ \partial_t u - \nu \Delta u + \gamma (-\Delta)^{p+1} u + P_\sigma (u \cdot \nabla) u = P_\sigma f, \quad P_\sigma u = 0, \quad u(0) = u_0, \]
\[ \partial_t v - \nu \Delta v + \gamma (-\Delta)^{p+1} v + P_\sigma (v \cdot \nabla) v = P_\sigma f - \mu P_\sigma J_{m,k} (v - u), \quad P_\sigma v = 0, \quad v(0) = v_0, \] (5.7)
where \( J_{m,k} = I_{m,k} - (I_{m,k}) \), where \( I_{m,k} \) is an \((\mathcal{I}, \Psi)\) \( Q \)-subordinate global I.O.O. with associated covering \( Q \), and \((I_{m,k})\) denotes the operator such that \((I_{m,k}) \phi = \int_{\mathbb{T}^2} I_{m,k} \phi(x) dx \). Let \( w := v - u \) and \( w_0 = v_0 - u_0 \), so that \( w \) satisfies
\[ \partial_t w - \nu \Delta w + \gamma (-\Delta)^{p+1} w + P_\sigma (w \cdot \nabla) w + P_\sigma (w \cdot \nabla) u + P_\sigma (w \cdot \nabla) v = -\mu P_\sigma J_{m,k} w, \quad P_\sigma w = 0, \quad w(0) = w_0. \] (5.8)

We will ultimately show that \( \lim_{t \to \infty} \|w(t)\|_{H^t} = 0. \) Our approach will be to bootstrap convergence in higher-order Sobolev topologies, starting from \( H^1 \).

Lemma 5.2. Let \( m \geq 0 \) and \( 1 \leq k - m \leq 2 + p \). Let \( I_{m,k} \) be an \((\mathcal{I}, \Psi)\) \( Q \)-subordinate global I.O.O. that is \((m,k)-\)generic. If \( I_{m,k} \) is Type A, suppose that \( \mu, h \) satisfies
\[ c \frac{\mu h^2}{\nu} \left( 1 + \|_{(0,\infty)} (\gamma) \sum_{j=1}^{[p]} h^{2j} \right) \leq \frac{1}{10}, \] (5.9)
where \([p]\) denotes the greatest integer \( \leq p \). If \( I_{m,k} \) is Type B, suppose that \( \mu, h \) satisfies
\[ \sup_q \left( \frac{\mu h_q^2}{\nu} \right) \left( \varepsilon_{0,1} (Q_q)^2 + \varepsilon_{0,2} (Q_q)^2 + \|_{(0,\infty)} (\gamma) \sum_{j=1}^{[p]} \varepsilon_{0,j+2} (Q_q)^2 h^{2j} \right) \leq \frac{1}{10} \] (5.10)
On the other hand, if \( I_{m,k} = I_{k+1} \) interpolates optimally and is Type A, suppose that \( \mu, h \) satisfies
\[ c \frac{\mu h^2}{\nu} \leq \frac{1}{10}, \] (5.11)
If \( I_{m,k} = I_{k+1} \) interpolates optimally and is Type B, suppose that \( \mu, h \) satisfies
\[ c \sup_q \varepsilon_{1,1} (Q_q)^2 \left( \frac{\mu h_q^2}{\nu} \right) \leq \frac{1}{10 M}. \] (5.12)

Then for \( c, c' > 0 \) sufficiently large and \( \mu \) additionally satisfying
\[ \mu \geq c' \nu (1 + \log(1 + G)) G, \] (5.13)
one has
\[ \|\nabla w(t)\|^2_{L^2} \leq e^{-\frac{2}{\mu}t}\|\nabla w_0\|^2_{L^2} \quad \text{and} \quad \int_0^t \|\nabla w(s)\|^2_{L^2} ds \leq \frac{\|\nabla w_0\|^2_{L^2}}{\mu}. \quad (5.14) \]

**Proof.** Upon taking the $L^2$–inner product of (5.8) with $-P_\sigma \Delta w$, integrating by parts, then using the fact that $\langle w \cdot \nabla w, \Delta w \rangle = 0$, we obtain
\[
\frac{1}{2} \frac{d}{dt} \|\nabla w\|^2_{L^2} + \nu \|\Delta w\|^2_{L^2} + \mu \|\nabla w\|^2_{L^2} + \gamma \|(-\Delta)^{1+p/2} w\|^2_{L^2} = \langle w \cdot \nabla u + w \cdot \nabla w, \Delta w \rangle - \mu \langle w - J_{m,k} w, \Delta w \rangle = I + II.
\]

To estimate $I$, we again invoke the property that $\langle w \cdot \nabla w, \Delta w \rangle = 0$, then apply Hölder’s inequality, the Brézis-Gallouet inequality, and Proposition 2.1 to obtain
\[
|I| = |\langle w \cdot \nabla w, \Delta u \rangle| \leq \|w\|_{L^\infty} \|\nabla w\|_{L^2} \|\Delta u\|_{L^2} \leq c\nu \|\nabla w\|^2_{L^2} \left(1 + \log \frac{\|\Delta w\|^2_{L^2}}{\|\nabla w\|^2_{L^2}}\right) (\sigma_1^{1/2} + G)G.
\]

To estimate $II$, first consider the case $I_{m,k}$ interpolates uniformly at scale $h$. Then we apply the Cauchy-Schwarz inequality, Corollary 3.7, Young’s inequality, and (4.4) to obtain
\[
|II| \leq \mu \|w - I_{m,k}\|_{L^2} \|\Delta w\|_{L^2} \leq c \mu \nu^{2} \sum_{j=1}^{k-m} h^{2j} \|w\|^2_{H^j} + \frac{\nu}{100} \|\Delta w\|^2_{L^2}
\]
\[
= c\mu \left(\frac{\mu h^2}{\nu}\right) \|\nabla w\|^2_{L^2} + c\nu \left(\frac{\mu h^2}{\nu}\right) \|\Delta w\|^2_{L^2} + c\gamma \left(\frac{\nu}{\gamma}\right) \left(\frac{\mu h^2}{\nu}\right) \sum_{j=1}^{[p]} h^{2j} \|\Delta w\|^2_{H^j} + \frac{\nu}{100} \|\Delta w\|^2_{L^2}
\]
\[
\leq \frac{\mu}{10} \|\nabla w\|^2_{L^2} + \frac{\nu}{10} \|\Delta w\|^2_{L^2} + \frac{\gamma}{10} \|(-\Delta)^{1+p/2} \Delta w\|^2_{L^2}.
\]

On the other hand, if $I_{m,k}$ is not known to interpolate uniformly at scale $h$, but $\Psi$ has finite parition multiplicity, then we more generally appeal to Proposition 3.5 instead, and invoke (4.5), so that
\[
|II| \leq \frac{\mu}{\nu} \sum_{j=1}^{k-m} \sum_{q} \varepsilon_{0,j} (Q_q) \|\Delta w\|^2_{L^2} + \frac{\nu}{100} \|\Delta w\|^2_{L^2}
\]
\[
= c\mu \left[ \sum_{q} \left(\varepsilon_{0,1} (Q_q) \left(\frac{\mu h^2}{\nu}\right) - \frac{1}{10M}\right) \|\nabla w\|^2_{L^2} + \sum_{q} \left(\varepsilon_{0,2} (Q_q) \left(\frac{\mu h^2}{\nu}\right) - \frac{1}{10M}\right) \|\Delta w\|^2_{L^2} \right] + c\gamma \sum_{q} \left(\frac{\mu h^2}{\nu}\right) \sum_{j=1}^{[p]} h^{2j} \|\Delta w\|^2_{H^j} + \frac{\nu}{100} \|\Delta w\|^2_{L^2}
\]
\[
\leq \frac{\mu}{10} \|\nabla w\|^2_{L^2} + \frac{\nu}{10} \|\Delta w\|^2_{L^2} + \frac{\gamma}{10} \|(-\Delta)^{1+p/2} \Delta w\|^2_{L^2}.
\]

Now if $I_{m,k} = I_{k+1}$, where we assume $I_{k+1}$ to interpolate optimally, then we integrate by parts first to write
\[
II' = \mu \langle \nabla (w - I_{k+1} w), \nabla w \rangle,
\]
where we have used the fact that $\nabla J_{k+1} = \nabla I_{k+1}$. If $I_{k+1}$ also interpolates uniformly at scale $h$, then by (3.14) of Corollary 3.7, Young’s inequality, and (4.10), it follows that
\[
|II'| \leq \mu \|w - I_{k+1} w\|_{L^2} \|\nabla w\|_{L^2} \leq \mu \|w - I_{k+1} w\|_{L^2} \|\nabla w\|_{L^2} \leq \frac{\nu}{10} \|\Delta w\|^2_{L^2} + \frac{\mu}{10} \|\nabla w\|^2_{L^2}.
\]
On the other hand, if $I_{k+1}$ does not interpolate uniformly at scale $h$, but $\Psi$ has finite partition multiplicity, $M > 0$, then we apply Young’s inequality, (3.7) of Proposition 3.5 and invoke (4.11), so that

$$|II'_{B}| \leq c\mu \sum_{q} \varepsilon_{1,1}(Q_{q})^{2}h_{q}^{2}\|\Delta w\|^{2}_{L^{2}(Q_{q})} + \frac{\mu}{100}\|\nabla w\|^{2}_{L^{2}} \leq c\mu \sum_{q} \varepsilon_{1,1}(Q_{q})^{2}h_{q}^{2}\left(\frac{\mu h_{q}^{2}}{\nu}\right) - \frac{1}{10M}\|\Delta w\|^{2}_{L^{2}(Q_{q})} + \frac{\nu}{10}\|\Delta w\|^{2}_{L^{2}} + \frac{\mu}{100}\|\nabla w\|^{2}_{L^{2}} \leq \frac{\nu}{10}\|\Delta w\|^{2}_{L^{2}} + \frac{\mu}{100}\|\nabla w\|^{2}_{L^{2}}.$$

Upon combining $I$ and either $II_{A}$ or $II'_{A}$ or $II_{B}$ or $II'_{B}$, we have

$$\frac{d}{dt}\|\nabla w\|^{2}_{L^{2}} + \frac{3}{2}\gamma(-\Delta)^{1/2}w^{2} \leq -\mu \left\{ \frac{8}{5} + \frac{\nu}{\mu}\left[\frac{\|\Delta w\|^{2}_{L^{2}}}{\|\nabla w\|^{2}_{L^{2}}} - (\sigma_{1/2}^{1/2} + G)\left(1 + \log\frac{\|\Delta w\|^{2}_{L^{2}}}{\|\nabla w\|^{2}_{L^{2}}}\right)\right]\right\}\|\nabla w\|^{2}_{L^{2}}.$$

Since $\mu$ additionally satisfies (5.13) (see [AOT14]), it follows that

$$\frac{d}{dt}\|\nabla w\|^{2}_{L^{2}} \leq -\frac{3}{2}\mu\|\nabla w\|^{2}_{L^{2}},$$

so that Gronwall’s inequality yields

$$\|\nabla w(t)\|^{2}_{L^{2}} \leq e^{-\frac{3}{2}\mu t}\|\nabla w_{0}\|^{2}_{L^{2}},$$

as desired. \hfill \Box

We are now ready to prove Theorem 4.6.

Proof of Theorem 4.6. Observe that Lemma 5.2 covers the case $m = 0, 1$. It suffices then to consider $2 \leq \ell \leq m$. Let $\partial^{\alpha}$ denote any partial with respect to $x$ of order $|\alpha| = \ell$. Upon applying $\partial^{\alpha}$ to (5.8), taking the $L^{2}$–inner product of the result with $\partial^{\alpha}w$, integrating by parts, then summing over all $|\alpha| = \ell$, we obtain the following energy balance

$$\begin{align*}
\frac{1}{2}\frac{d}{dt}\|w\|^{2}_{H^{\ell}} + \nu\|\nabla w\|^{2}_{H^{\ell}} + \mu\|w\|^{2}_{H^{\ell}} + \gamma(-\Delta)^{p/2}\|w\|^{2}_{L^{2}} = -\sum_{|\alpha|=\ell}\langle(\partial^{\alpha}(w, \nabla)w + \partial^{\alpha}(w, \nabla)w + \partial^{\alpha}(w, \nabla)w, \partial^{\alpha}w)\rangle + \mu\sum_{|\alpha|=\ell}\langle\partial^{\alpha}(w - J_{m,k}w), \partial^{\alpha}w\rangle = I + II \quad (5.15)
\end{align*}$$

We estimate each of the terms $I$ and $II$. Observe that $I$ may be expanded as

$$I = -\langle(\partial^{\alpha}(w, \nabla)w, \partial^{\alpha}w)\rangle - \sum_{|\alpha| = \ell, \beta \leq \alpha} c_{\alpha, \beta}\langle(\partial^{\alpha-\beta}w^{i}\partial_{j}\partial^{\beta}w^{i}, \partial^{\alpha}w^{i})\rangle - \sum_{|\alpha| = \ell, \beta < \alpha} c_{\alpha, \beta}\langle(\partial^{\alpha-\beta}w^{i}\partial_{j}\partial^{\beta}w^{i}, \partial^{\alpha}w^{i})\rangle = I_{a} + I_{b} + I_{c}.$$

We treat $I_{a}$ with (5.1) of Lemma 5.1, then apply Young’s inequality to obtain

$$|I_{a}| \leq c\|\nabla w\|_{L^{2}}\|\nabla w\|_{H^{\ell}}\|w\|_{H^{\ell}} \leq \frac{\nu}{100}\|\nabla w\|_{L^{2}} + \frac{c}{\nu}\|\nabla w\|_{L^{2}}^{2}.$$

We treat $I_{b}$ by first integrating by parts, then applying (5.2) of Lemma 5.1 and Young’s inequality to obtain

$$|I_{b}| \leq c\|w\|_{H^{\ell}}\|w\|_{H^{\ell+1}}\|\nabla w\|_{L^{2}}^{2} \leq \frac{\nu}{100}\|\nabla w\|_{L^{2}}^{2} + c\nu\left(\frac{\|w\|_{H^{\ell}}}{\nu}\right)^{2\ell}\|w\|_{H^{\ell}}^{2\ell}.$$

For $I_{c}$, we apply (5.3) of Lemma 5.1 and Young’s inequality to obtain

$$|I_{c}| \leq c\left\|\nabla w\right\|_{H^{\ell}}\left(\|\nabla w\|_{H^{\ell+1}}^{2\ell} + \|\nabla w\|_{H^{\ell}}^{2\ell}\|\nabla w\|_{L^{2}}^{2\ell} + \|\nabla w\|_{H^{\ell}}^{2\ell}\|\nabla w\|_{L^{2}}^{2\ell}\right) \leq c\nu\left(\frac{\|w\|_{H^{\ell}}}{\nu}\right)^{2\ell}\|w\|_{H^{\ell}}^{2\ell} + \frac{\nu}{100}\|\nabla w\|_{L^{2}}^{2\ell}.$$
Upon combining the estimates $I_a, I_b, I_c$, then applying Theorem 4.1, we obtain

$$|I| \leq \frac{\nu}{10} \|\nabla w\|^2_{\mathcal{H}_t} + \frac{c}{\nu} \|\nabla w\|_{L^2}^2 \|w\|^2_{\mathcal{H}_t} + c\nu \left(1 + \left(\sigma_{\ell-1}^{1/\ell} + G\right)^{\ell-1} G\right)^{2\ell} \|w\|^2_{\mathcal{H}_t}.$$  

Now we treat $II$. First observe that upon integrating by parts, we get

$$II = -\mu \sum_{|\alpha| = \ell} \sum_{\alpha' < \alpha} (\partial^{\alpha'-\alpha'}(w - I_{m,k}w), \partial^{\alpha'} w).$$  

Note that we used the fact that $P_\sigma$ commute with derivatives and that $\partial^\beta J_{m,k} = \partial^\beta I_{m,k}$, for any $|\beta| > 0$, then by the Cauchy-Schwarz inequality, Proposition 3.5, Young’s inequality, and the assumption that $1 \leq k - m \leq 2 + p$, we have

$$|II_A| \leq \frac{\mu^2}{\nu} \sum_{j=1}^{\ell-k-m} \sum_{q} \varepsilon_{\ell-1,j}(Q_q)^2 h_q^{2(j-\ell)} \|w\|^2_{\mathcal{H}_{j+q}} + \frac{\nu}{100} \|\nabla w\|^2_{\mathcal{H}_t}$$  

$$\leq \frac{\mu^2}{\nu} \sum_{j=1}^{\ell-k-m} \sum_{q} \varepsilon_{\ell-1,j}(Q_q)^2 h_q^{2(j-\ell+1)} \|w\|^2_{\mathcal{H}_{j+q}} + \frac{\nu}{100} \|\nabla w\|^2_{\mathcal{H}_t}$$  

$$+ c\mu \sum_{q} \varepsilon_{\ell-1,\ell}(Q_q)^2 \left(\frac{\mu h_q^2}{\nu}\right) \|w\|^2_{\mathcal{H}_{\ell+q}} + c\nu \sum_{q} \varepsilon_{\ell-1,\ell+1}(Q_q)^2 \left(\frac{\mu h_q^2}{\nu}\right)^2 \|\nabla w\|^2_{\mathcal{H}_{\ell+q}}$$  

$$+ c\gamma \left(\frac{\nu}{\gamma}\right) \sum_{q} \left(\frac{\mu h_q^2}{\nu}\right)^2 \sum_{j=1}^{[p]} \varepsilon_{\ell-1,j+1}(Q_q)^2 h_q^{2j} \|(-\Delta)^{p/2}/\nabla w\|^2_{\mathcal{H}_t}. \quad (5.17)$$

On the other hand, if $I_{m,k}$ is uniformly interpolating at scale $h$, we estimate as above and apply Corollary 3.7 in place of Proposition 3.5 to obtain

$$|II_B| \leq \frac{\mu^2}{\nu} \sum_{j=1}^{\ell-1} h_q^{2(j-\ell+1)} \|w\|^2_{\mathcal{H}_j} + \frac{\nu}{100} \|\nabla w\|^2_{\mathcal{H}_t}$$  

$$+ c\mu \left(\frac{\mu h_q^2}{\nu}\right) \|w\|^2_{\mathcal{H}_t} + c\nu \left(\frac{\mu h_q^2}{\nu}\right)^2 \|\nabla w\|^2_{\mathcal{H}_t} + c\gamma \left(\frac{\nu}{\gamma}\right) \left(\frac{\mu h_q^2}{\nu}\right)^2 \left(\sum_{j=1}^{[p]} h_q^{2j}\right) \|(-\Delta)^{p/2}/\nabla w\|^2_{\mathcal{H}_t} \quad (5.18)$$

Finally, upon returning to (5.15) and combining the estimates for $I$ and either $II_A$ or $II_B$, then applying the Poincaré inequality and (4.4) or (4.5), respectively, we see that

$$\frac{d}{dt} \|w\|^2_{\mathcal{H}_t} + \frac{9}{5} \nu \|\nabla w\|^2_{\mathcal{H}_t} + \mu \left(\frac{9}{5} - \frac{c\nu}{\mu} \|\nabla w\|^2_{L^2}\right) \|w\|^2_{\mathcal{H}_t} + \frac{3}{2} \gamma \|(-\Delta)^{p/2}/\nabla w\|^2_{L^2} \quad (5.19)$$  

$$\leq c\nu \left(1 + \left(\sigma_{\ell-1}^{1/\ell} + G\right)^{\ell-1} G\right)^{2\ell} \|\nabla w\|^2_{L^2} + c\nu \left(\frac{\mu}{\nu}\right)^2 \left(\inf_q h_q\right)^{2-\ell} \|w\|^2_{\mathcal{H}_{\ell-1}}.$$  

Lastly, we invoke the fact that $u_0 \in B_\ell$, the estimate (5.14) of Lemma 5.2, and ultimately Gronwall’s inequality to deduce

$$\|w(t)\|^2_{\mathcal{H}_t} \leq \left[\|w_0\|^2_{\mathcal{H}_t} + c\nu \left(1 + \left(\sigma_{\ell-1}^{1/\ell} + G\right)^{\ell-1} G\right)^{2\ell} \|\nabla w_0\|^2_{L^2}\right] e^{\frac{|\nabla w_0|^2_{L^2}}{a^\alpha}} \quad (5.20)$$  

$$+ c\nu \left(\frac{\mu}{\nu}\right)^2 h^{2-\ell} \left(\int_0^t e^{-\mu(t-s)} \|w\|^2_{\mathcal{H}_{\ell-1}} \, ds\right) e^{\frac{|\nabla w|_{L^2}}{a^\alpha}}.$$  

for all $2 \leq \ell \leq m$. A simple induction now completes the proof. \qed
Proof of Theorem 4.7. We let \( \ell = k \) and proceed exactly as in proof of Theorem 4.6, except that we instead treat \( II \) without integrating by parts in (5.16) and use (3.7) of Proposition 3.5 to obtain
\[
|II_A| \leq c \mu\|w - I_{k+1}w\|_{H^k} \leq c \mu\|w - I_{k+1}\|_{H^k}^2 + \frac{\mu}{100}\|w\|_{H^k}^2
\]
\[
\leq cv\sum_q \varepsilon_{k+1}(Q_q)^2 \left( \frac{\mu h_q^2}{\nu} \right) \|\nabla w\|_{H^k(Q_q)}^2 + \frac{\mu}{100}\|w\|_{H^k}^2.
\]
If \( I_{k+1} \) was also uniformly interpolating at scale \( h \), then
\[
|II_B| \leq cv \left( \frac{\mu h^2}{\nu} \right) \|\nabla w\|_{H^k}^2 + \frac{\mu}{100}\|w\|_{H^k}^2.
\]
On the other hand, since \( Q \) has partition multiplicity \( M \), it follows from Lemma 4.3 that
\[
\nu\|\nabla w\|_{H^k}^2 \geq \frac{\nu}{M}\sum_q \|\nabla w\|_{H^k(Q_q)}^2.
\]
Hence, arguing as before, when \( I_{k+1} \) is Type A we arrive at
\[
\frac{d}{dt}\|w\|_{H^{\ell}}^2 + \nu \left( \frac{9}{5} - c \left( \frac{\mu h^2}{\nu} \right) \right) \|\nabla w\|_{H^{\ell}}^2 + \mu \left( \frac{9}{5} - \frac{\nu}{\mu} \frac{\|\nabla w\|_{L^2}^2}{\nu^2} \right) \|w\|_{H^{\ell}}^2 \leq cv \left( 1 + \frac{\|w\|_{H^{\ell}}}{\nu} \right) 2^t \|\nabla w\|_{L^2}^2,
\]
and when \( I_{k+1} \) is Type B, we arrive at
\[
\frac{d}{dt}\|w\|_{H^{\ell}}^2 + \nu \sum_q \left( \frac{9}{5} - c \varepsilon_{k+1}(Q_q)^2 \left( \frac{\mu h_q^2}{\nu} \right) \right) \|\nabla w\|_{H^{\ell}(Q_q)}^2 + \mu \left( \frac{9}{5} - \frac{\nu}{\mu} \frac{\|\nabla w\|_{L^2}^2}{\nu^2} \right) \|w\|_{H^{\ell}}^2 \leq cv \left( 1 + \left( \frac{\nu}{\mu} \right)^{\frac{1}{\ell-1} + G} \right)^{\ell-1} \|\nabla w\|_{L^2}^2.
\]
Since (4.10) holds in the Type A case and (4.11) holds in the Type B case, application of Gronwall’s inequality and Lemma 5.2 completes the proof. \( \square \)
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APPENDIX A. WELL-POSEDNESS OF NUDGING-BASED EQUATION IN HIGHER-ORDER SOBOLEV SPACES

We will now supply the proof of Theorem 4.5 in \( H^k_{\sigma} \), where \( k \geq 2 \). Recall that we will consider the system (2.7). Recall that for \( p > 0 \), we denote by \( (-\Delta)^p \) the operator defined by \( (\overline{-\Delta})^p \phi(k) = |k|^{2p}\phi(k) \), whenever \( k \notin \mathbb{Z}^2 \setminus \{0\} \). Given \( \gamma \geq 0 \), consider
\[
\partial_t u - \nu \Delta u + \gamma(-\Delta)^{p+1}u + P_\sigma(u, \nabla)u = P_\sigma f, \quad P_\sigma u = 0, \quad u(0) = u_0, \quad (A.1)
\]
where \( u_0 \in H_{\sigma}^k \) and \( f \in H_{\sigma}^{k-1} \), where \( k \geq 2 \). We note that the analog of Proposition 2.1 still holds for (A.1), for all \( p > 0 \), as well as all bounds for the \( \gamma = 0 \) case. For \( m \geq 0 \) such that \( k \geq m+1 \), let \( I_{m,k} \) an \( \mathcal{I}, \Psi)_Q \)-subordinate global I.O.O., let
\[
f_\mu := P_\sigma f + \mu P_\sigma J_{m,k} u, \quad (A.2)
\]
where \( J_{m,k} := I_{m,k} - (I_{m,k}) \), \( (I_{m,k}) \) denotes the operator such that \( (I_{m,k}) \phi = (2\pi)^{-2} \int_\mathbb{F} I_{m,k} \phi(x) dx \), and \( P_\sigma \) denotes the Leray projector (see (2.6)). Let \( u \in C([0, \infty); \mathcal{H}_{\sigma}^k) \cap L_{loc}^2(0, \infty; \mathcal{H}_{\sigma}^{k+1}) \) denote the unique, global solution of (A.1) corresponding to \( u_0 \in \mathcal{H}_{\sigma}^k \) and \( f \) guaranteed by Proposition 2.1. Then for \( \nu_0 \in \mathcal{H}_{\sigma}^k \), we consider the initial value problem
\[
\partial_t v - \nu \Delta v + \gamma(-\Delta)^{p+1}v + P_\sigma (v, \nabla v)v = P_\sigma f - \mu P_\sigma J_{m,k} (v - u), \quad P_\sigma v = 0, \quad v(0) = v_0, \quad (A.3)
\]
In particular, we will show that the following theorem holds.
Theorem A.1. Suppose that \( m \geq 0 \) and \( 1 \leq k - m \leq 2 + p \), where \( p > 0 \). Suppose that \( I_{m,k} \) is \( (m,k) \)-generic and satisfies at least one of the following:

(A) \( I_{m,k} \) interpolates uniformly at scale \( h \), or

(B) \( I_{m,k} \) is \( \mathbb{Q} \) finite and \( \Psi \) has finite partition multiplicity, \( M > 0 \).

Given \( v_0 \in \dot{H}_x^k \), there exists a unique vector-field, \( v \), satisfying (A.3) such that for all \( T > 0 \), \( v \in C([0,T];\dot{H}_x^k) \cap L^2(0,T;\dot{H}_x^{k+1}) \) and \( \partial_tv \in L^2(0,T;\dot{H}_x^k) \) provided that

\[
c \frac{\mu h^2}{\nu} \left[ 1 + \mathbb{1}_{(0,\infty)}(\gamma) \left( \frac{\nu}{\gamma} \right) \left( \frac{\mu h^2}{\nu} \right) \sum_{j=1}^{\lfloor \nu \rfloor} h^2(j-2) \right] \leq \frac{1}{10}, \tag{A.4}
\]

if \( I_{m,k} \) is Type A, or

\[
c \sup_q \frac{\mu h^2}{\nu} \left[ \varepsilon_{0,1}(Q_q) + \varepsilon_{0,2}(Q_q) + \mathbb{1}_{(0,\infty)}(\gamma) \left( \frac{\nu}{\gamma} \right) \left( \frac{\mu h^2}{\nu} \right) \sum_{j=1}^{\lfloor \nu \rfloor} \varepsilon_{0,j}(Q_q) h^2(j-2) \right] \leq \frac{1}{10M}, \tag{A.5}
\]

if \( I_{m,k} \) is Type B, for some universal constant \( c > 0 \), where \( \varepsilon_{i,j}(Q_q) \) are the constants associated to \( I_{m,k} \).

We prove the existence of solutions to (2.8) via Galerkin approximation. Let \( P_N \) denote the Galerkin projection at level \( N \) and let \( v_N \) denote the unique solution to the following system of ODEs

\[
\frac{dv_N}{dt} - \nu \Delta v_N + \gamma (-\Delta)^{p+1} v_N + P_N P_x (v_N \cdot \nabla) v_N = P_N f_\mu - \mu P_N J_{m,k} v_N, \quad \nabla \cdot v_N = 0, \quad v_N(0,x) = P_N v_0(x),
\]

where \( p \geq 0 \) and \( \gamma \geq 0 \). We will develop uniform bounds for \( v_N \) in the appropriate topology over the maximal interval of existence \([0,T_N] \), independent of \( N \). This will imply global existence for the projected system, and therefore global existence for (A.3).

To prove Theorem A.1, we will make use of the following lemma, which controls the growth of \( J_{m,k} u \), where \( u \) is a strong solution to (2.7) evolving within an absorbing ball.

Lemma A.2. Let \( m \geq 0 \) and \( k \geq 2 \) such that \( k \geq m + 1 \). Given \( f \in \dot{H}_x^{k-1} \), let \( \mathcal{B}_k \) denote the \( \dot{H}_x^k \)-absorbing ball of (2.7). Suppose that \( I_{m,k} \) interpolates uniformly at scale \( h \). Then given \( u_0 \in \mathcal{B}_k \), for all \( 1 \leq \ell \leq m \), there exists a universal constant \( c \) such that

\[
\sup_{t \geq 0} \left( \frac{\| J_{m,k} u(t) \|_{\dot{H}^{\ell}}}{\nu} \right) \leq c \left( (\sigma_{\ell-1}^1 + G)^{\ell - 1} + \sum_{j=1}^{\ell+k-m} h_j \sigma_{\ell-1,j}^1 + G^{j-1} \right) G, \tag{A.7}
\]

where \( u \) denotes the corresponding unique strong solution of (2.7).

Proof. Since \( \ell \geq 1 \), by the boundedness of the Leray-projection and the triangle inequality, observe that

\[
\| J_{m,k} u \|_{\dot{H}^{\ell}} \leq \| I_{m,k} u \|_{\dot{H}^{\ell}} \leq \| u - I_{m,k} u \|_{\dot{H}^{\ell}} + \| u \|_{\dot{H}^{\ell}}.
\]

From Corollary 3.7, Proposition 2.1 (for \( \ell = 1 \)), and Theorem 4.1 (for \( \ell \geq 2 \)), it follows that

\[
\| u - I_{m,k} u \|_{\dot{H}^{\ell}} \leq c \sum_{j=1}^{\ell+k-m} h_j \| u \|_{\dot{H}^{\ell}}, \quad \| u \|_{\dot{H}^{\ell}} \leq c \sum_{j=1}^{\ell+k-m} h_j \sigma_{\ell-1,j}^1 + G^{j-1} G,
\]

\[
\| u \|_{\dot{H}^{\ell}} \leq c \nu (\sigma_{\ell-1}^1 + G)^{\ell - 1} G.
\]

Combining these estimates, then taking the supremum over \( t \geq 0 \) yields (A.7). \( \square \)

Lemma A.3. Let \( \mu > 0 \) and \( k \geq m + 1 \) such that \( k \geq 2 \). Let

\[
F_1 := \left[ \left( \frac{\nu}{\mu} \right)^2 \sigma_1^2 G^2 + \tilde{U}_1^2 \right]^{1/2}, \tag{A.8}
\]

\[
\tilde{U}_1 := \sup_{t \geq 0} \frac{\| I_{m,k} u(t) \|_{\dot{H}^{1}}}{\nu}. \tag{A.9}
\]
There exists a universal constant $c > 0$ such that, if $I_{m,k}$ interpolates uniformly at scale $h$, then

$$
\frac{d}{dt} \| \nabla v_N \|^2_{L^2} + \frac{9 \nu}{5} \| \Delta v_N \|^2_{L^2} + 2 \gamma \| (-\Delta)^{p/2+1} v_N \|^2_{L^2} + \frac{9}{5} \mu \| \nabla v_N \|^2_{L^2} \leq c \mu^2 F_1^2 + c \frac{\mu^2}{\nu} \sum_{j=1}^{k-m} h^{2j} \| v_N \|_{H^j}^2,
$$

(A.10)

holds for all $\mu > 0$, $0 < h \leq 2\pi$, and $N > 0$, and if $I_{m,k}$ corresponds to a partition of unity, $\Psi$, with finite partition multiplicity, $M > 0$, then

$$
\frac{d}{dt} \| \nabla v_N \|^2_{L^2} + \frac{9}{5M} \sum_q \left( \nu \| \Delta v_N \|^2_{L^2(Q_q)} + +2\gamma \| (-\Delta)^{p/2+1} v_N \|^2_{L^2(Q_q)} + \mu \| \nabla v_N \|^2_{L^2(Q_q)} \right)
\leq c \mu^2 F_1^2 + c \frac{\mu^2}{\nu} \sum_{j=1}^{k-m} \sum_q \varepsilon_{0,j}(Q_q)^2 h^{2j}_q \| v_N \|_{H^j(Q_q)}^2.
$$

(A.11)

**Proof.** Upon taking the $L^2$–inner product of (A.6) with $-\Delta v_N$, using the identity $\langle P_\sigma (v_N \cdot \nabla) v_N, \Delta v_N \rangle = 0$, and integrating by parts, we obtain

$$
\frac{1}{2} \frac{d}{dt} \| \nabla v_N \|^2_{L^2} + \frac{9 \nu}{5} \| \Delta v_N \|^2_{L^2} + \gamma \| (-\Delta)^{p/2+1} v_N \|^2_{L^2} + \mu \| \nabla v_N \|^2_{L^2} = \langle \nabla f_\mu, \nabla v_N \rangle + \mu \langle v_N - J_{m,k} v_N, \Delta v_N \rangle
= I^1 + II^1.
$$

We estimate $I^1$ by applying the Cauchy-Schwarz inequality, Young’s inequality, so that

$$
|I^1| \leq c \nu^3 \mu \left( \left( \frac{\| P_\sigma f \|_{L^1}}{\| \nabla f \|_{L^2}} \right)^2 + \left( \frac{\| I_{m,k} u \|_{H^1}}{\nu} \right)^2 \right) + \frac{\mu}{100} \| \nabla v_N \|^2_{L^2},
$$

$$
\leq c \mu^2 \left[ \left( \frac{\nu}{\mu} \right)^2 \sigma^2 G^2 + \frac{\mu}{100} \| \nabla v_N \|^2_{L^2},
$$

On the other hand, we treat $II^1$ by applying the Cauchy-Schwarz inequality, Corollary 3.7, and Young’s inequality, to obtain

$$
|II^1| \leq \mu \| v_N - J_{m,k} v_N \|_{L^2} \| \Delta v_N \|_{L^2} \leq c \frac{\mu^2}{\nu} \| v_N - I_{m,k} v_N \|_{L^2} \| \Delta v_N \|_{L^2}
\leq c \frac{\mu^2}{\nu} \sum_{j=1}^{k-m} h^{2j} \| v_N \|_{H^j}^2 + \frac{\mu}{100} \| \Delta v_N \|^2_{L^2},
$$

(A.12)

when $I_{m,k}$ interpolates uniformly at scale $h$, and

$$
|II^1| \leq c \frac{\mu^2}{\nu} \sum_{j=1}^{k-m} \sum_q \varepsilon_{0,j}(Q_q)^2 h^{2j}_q \| v_N \|_{H^j(Q_q)}^2 + \frac{\mu}{100} \| \Delta v_N \|^2_{L^2},
$$

(A.13)

in general.

When $I_{m,k}$ interpolates uniformly at scale $h$, upon combining $I^1$ and (A.12), we obtain

$$
\frac{d}{dt} \| \nabla v_N \|^2_{L^2} + \frac{9 \nu}{5} \| \Delta v_N \|^2_{L^2} + 2 \gamma \| (-\Delta)^{p/2+1} v_N \|^2_{L^2} + \frac{9}{5} \mu \| \nabla v_N \|^2_{L^2}
\leq c \mu^2 \left[ \left( \frac{\nu}{\mu} \right)^2 \sigma^2 G^2 + \frac{\mu}{100} \| \nabla v_N \|^2_{H^1} \right] + c \frac{\mu^2}{\nu} \sum_{j=1}^{k-m} h^{2j} \| v_N \|_{H^j}^2.
$$

On the other hand, when $\Psi$ has finite partition multiplicity, $M > 0$, then upon combining $I^1$, (A.13), and Lemma 4.3, we obtain

$$
\frac{d}{dt} \| \nabla v_N \|^2_{L^2} + \frac{9}{5M} \sum_q \left( \nu \| \Delta v_N \|^2_{L^2(Q_q)} + +2\gamma \| (-\Delta)^{p/2+1} v_N \|^2_{L^2(Q_q)} + \mu \| \nabla v_N \|^2_{L^2(Q_q)} \right)
\leq c \mu^2 \left[ \left( \frac{\nu}{\mu} \right)^2 \sigma^2 G^2 + \frac{\mu}{100} \right] + c \frac{\mu^2}{\nu} \sum_{j=1}^{k-m} \sum_q \varepsilon_{0,j}(Q_q)^2 h^{2j}_q \| v_N \|_{H^j(Q_q)}^2,
$$
Lemma A.4. For all $\ell \geq 2$, let

\begin{align*}
F_\ell & := \left[ \left( \frac{\nu}{\mu} \right)^2 \sigma_{\ell-1}^2 G^2 + \bar{U}_{\ell-1}^2 \right]^{1/2} \\
\bar{U}_\ell & := \sup_{t \geq 0} \| I_{m,k} u(t) \|_{\dot{H}^\ell}.
\end{align*}

(A.14)

Let $m \geq 0$, $k \geq 2$ be given such that $k \geq m + 1$. There exists a universal constant $c > 0$ such that

\begin{align*}
\left( \frac{\| v_N(t) \|_{\dot{H}^k}}{\nu} \right)^2 & \leq \exp \left[ \nu \left( \frac{\mu h_{1-k}}{\nu} \right) t \left[ \left( \frac{\| v_0 \|_{\dot{H}^k}}{\nu} \right)^2 + h^{2(k-1)} F_{k-1}^2 \right] \right. \\
& \quad + \nu \int_0^t \exp \left[ \nu \left( \frac{\mu h_{1-k}}{\nu} \right)^2 (t-s) \left( \frac{\| \nabla v_N(s) \|_{L^2}}{\nu} \right)^{2(k+1)} \right] ds,
\end{align*}

(A.16)

holds for all $\mu > 0$, $0 < h \leq 2\pi$, and $N > 0$.

Proof. Now, we estimate in $\dot{H}^k$. By taking the $L^2$ inner product of (A.6) with $(-1)^{|\alpha|} \partial^\alpha v_N$, where $|\alpha| = k$, integrating by parts, then summing over all $|\alpha| = k$, we obtain

\begin{align*}
\frac{1}{2} \frac{d}{dt} \| v_N \|_{\dot{H}^k}^2 + \nu \| \nabla v_N \|_{\dot{H}^k}^2 + \gamma \| (-\Delta)^{\rho/2} \nabla v_N \|_{\dot{H}^k}^2 & = \sum_{|\alpha| = k} \langle \partial^\alpha P_{\alpha} f, \partial^\alpha v_N \rangle - \mu \sum_{|\alpha| = k} \langle \partial^\alpha J_{m,k} v_N, \partial^\alpha v_N \rangle - \sum_{|\alpha| = k} \langle \partial^\alpha ((v_N \cdot \nabla) v_N), \partial^\alpha v_N \rangle \\
& = I^k + II^k + III^k.
\end{align*}

(A.17)

We treat $I^k$ by integrating by parts, then applying the Cauchy-Schwarz inequality, Young’s inequality, (2.9), and (2.10), to obtain

\begin{align*}
|I^k| & \leq c \nu^3 \left[ \left( \frac{\| P_{\alpha} f \|_{\dot{H}^{k-1}}}{{\nu}^2} \right)^2 + \left( \frac{\mu}{\nu} \right)^2 \left( \frac{\| I_{m,k} u \|_{\dot{H}^{k-1}}}{{\nu}} \right)^2 \right] + \frac{\nu}{100} \| \nabla v_N \|_{\dot{H}^k}^2 \\
& \leq c \nu^2 \nu \left[ \left( \frac{\nu}{\mu} \right)^2 \sigma_{k-1}^2 G^2 + \bar{U}_{k-1}^2 \right] + \frac{\nu}{100} \| \nabla v_N \|_{\dot{H}^k}^2.
\end{align*}

Next, we treat $II^k$. We observe that $\partial^\alpha J_{m,k} \phi = \partial^\alpha I_{m,k} \phi$, then apply the Cauchy-Schwarz inequality, (3.3), Corollary 3.7, Poincaré’s inequality, and Young’s inequality to obtain

\begin{align*}
|II^k| & \leq c \mu \| I_{m,k} \phi \|_{\dot{H}^k} \| v_N \|_{\dot{H}^k} \leq c \mu h^{m-k} \| I_{m,k} v_N \|_{\dot{H}^k} \| \nabla v_N \|_{\dot{H}^k} \\
& \leq c \mu h^{m-k} \left( \| v_N \|_{\dot{H}^k} + \| v_N - I_{m,k} v_N \|_{\dot{H}^k} \right) \| \nabla v_N \|_{\dot{H}^k} \\
& \leq c \mu \frac{\nu}{\mu} h^{2(k-1)-k} \| v_N \|_{\dot{H}^k}^2 + \frac{\nu}{100} \| \nabla v_N \|_{\dot{H}^k}.
\end{align*}

(A.18)

Lastly, we estimate $III^k$. Indeed, observe that due to the divergence free condition, we have

\begin{align*}
\langle \partial^\alpha ((v_N \cdot \nabla) v_N), \partial^\alpha v_N \rangle & = \langle [\partial^\alpha, v_N \cdot \nabla] v_N, \partial^\alpha v_N \rangle.
\end{align*}
Thus, by Hölder’s inequality, a classical commutator estimate [KP88, KPV91], and interpolation we have

\[ |III^k| \leq \sum_{|\alpha|=k} |\langle \partial^\alpha, v_N \cdot \nabla v_N, \partial^\alpha v_N \rangle| \leq c \sum_{|\alpha|=k} \|\partial^\alpha, v_N \cdot \nabla v_N\|_{L^{4/3}} \|\partial^\alpha v_N\|_{L^4} \]

\[ \leq c \sum_{|\alpha|=k} \|\partial^\alpha v_N\|_{L^4} \|\nabla v_N\|_{L^2} \leq c \|\nabla v_N\|_{H^k} \|\nabla v_N\|_{L^2} \]

\[ \leq c \|\nabla v_N\|_{H^k}^{2k+1} \|\nabla v_N\|_{L^2}^{2k+1} \leq \frac{\nu}{100} \|\nabla v_N\|_{H^k}^2 + c\nu^3 \left( \frac{\|\nabla v_N\|_{L^2}}{\nu} \right)^{2(k+1)}. \]

Upon returning to (A.17) and combining \( I^k, II^k, \) and \( III^k \), we have that

\[ \frac{d}{dt} \|v_N\|_{H^k}^2 + \frac{9}{5} \nu \|\nabla v_N\|_{H^k}^2 + 2\gamma \|(-\Delta)^{p/2} \nabla v_N\|_{H^k}^2 \]

\[ \leq c\mu^2 \nu F_{k-1}^2 + c\nu \left( \frac{\|\nabla v_N\|_{L^2}}{\nu} \right)^{2(k+1)} + c\nu \left( \frac{\mu h^{1-k}}{\nu} \right)^2 \|v_N\|_{H^k}^2. \]  

Hence, by Gronwall’s inequality, it follows that

\[ \|v_N(t)\|_{H^k}^2 \leq \exp \left[ c\nu \left( \frac{\mu h^{1-k}}{\nu} \right)^2 t \right] \left( \|v_0\|_{H^k}^2 + \nu^2 h^{2(k-1)} F_{k-1}^2 \right) \]

\[ + c\nu \int_0^t \exp \left[ c\nu \left( \frac{\mu h^{1-k}}{\nu} \right)^2 (t-s) \right] \left( \frac{\|\nabla v_N(s)\|_{L^2}}{\nu} \right)^{2(k+1)} ds, \]

as desired.

\[ \square \]

Under certain assumptions on \( I_{m,k} \), one may then identify conditions on \( \mu \) so that the sequence \( \{v_N\}_{N>0} \) is bounded uniformly in time in \( H^1 \), independent of \( N \). Provided that the initial data belongs to an absorbing ball for the dynamics, these bounds can then be expressed explicitly in terms of its radius.

**Corollary A.5.** Suppose that \( 1 \leq k - m \leq 2 + p \). If \( I_{m,k} \) interpolates uniformly at scale \( h \), then there exists a universal constant \( c > 0 \), independent of \( N > 0 \), such that if \( \mu > 0 \) and \( 0 < h \leq 2\pi \) satisfy

\[ e^{\mu h^2/\nu} \left[ 1 + \mathbb{I}_{(0,\infty)}(\gamma) \left( \frac{\mu}{\gamma} \right)^{[p]} \sum_{j=1}^{[p]} h^{2(j-1)} \right] \leq \frac{1}{10}, \]  

where \([p]\) denotes the greatest integer \( \leq p \), then

\[ \left( \frac{\|\nabla v_N(t)\|_{L^2}}{\nu} \right)^2 \leq e^{-\mu t} \left( \frac{\|\nabla v_0\|_{L^2}}{\nu} \right)^2 + cF_1^2, \quad \text{for all } t \geq 0. \]  

(A.22)

In particular, if \( v_0 \in B_1 \) and \( u_0 \in B_1 \cap B_k \), then

\[ \sup_{t \geq 0} \left( \frac{\|\nabla v_N(t)\|_{L^2}}{\nu} \right)^2 \leq c \left[ 1 + \left( \frac{\nu}{\mu} \right)^2 \sigma_1 + \sum_{j=1}^{1+k-m} (\sigma_j^{1/j} + G)^2(j-1) \right] G^2, \]

(A.23)

for all \( N > 0 \).

Similarly, if \( I_{m,k} \) corresponds to a partition of unity, \( \Psi \), with finite partition multiplicity, \( M > 0 \), then there exists a universal constant \( c > 0 \), independent of \( N > 0 \), such that if \( \mu > 0 \) and \( \{h_q\}_q \) satisfy

\[ e^{\mu h^2/\nu} \left[ \mathbb{I}_{(0,1]}(\gamma) \left( \frac{\mu h^2}{\nu} \right)^{[p]} \sum_{j=1}^{[p]} \mathbb{I}_{(0,\infty)}(\gamma) \left( \frac{\mu h^2}{\nu} \right)^{[p]} \sum_{j=1}^{[p]} h^{2(j-2)} \right] \leq \frac{1}{10M}, \]

(A.24)

then

\[ \left( \frac{\|\nabla v_N(t)\|_{L^2}}{\nu} \right)^2 \leq e^{-\frac{\mu h^2}{\nu}} t \left( \frac{\|\nabla v_0\|_{L^2}}{\nu} \right)^2 + cMF_1^2, \quad \text{for all } t \geq 0. \]

(A.25)
Proof. Applying Lemma A.3, by (A.10) we have
\[
\frac{d}{dt} \| \nabla v_N \|^2_{L^2} + \nu \left[ \frac{9}{5} - c \left( \frac{\mu h^2}{\nu} \right)^2 \right] \| \Delta v_N \|^2_{L^2} + \gamma \left( 2 - c \frac{\mu^2}{\gamma \nu} \sum_{j=3}^{2+p} h_j^2 \right) \| (-\Delta)^{p/2+1} v_N \|^2_{L^2} \leq -\mu \left( \frac{9}{5} - c \frac{\mu h^2}{\nu} \right) \| \nabla v_N \|^2_{L^2} + c \mu \nu^2 F_1^2,
\]
when \( I_{m,k} \) interpolates uniformly at scale \( h \). Since (A.21) holds, it follows that
\[
\frac{d}{dt} \| \nabla v_N \|^2_{L^2} \leq \frac{3}{2} \mu \| \nabla v_0 \|^2_{L^2} + c \mu \nu^2 F_1^2,
\]
An application of Gronwall’s inequality, then yields
\[
\| \nabla v_N(t) \|^2_{L^2} \leq e^{-\mu t} \| \nabla v_0 \|^2_{L^2} + c \nu^2 F_1^2,
\]
which implies (A.22). We deduce (A.23) by applying Lemma A.2 and Proposition 2.1.

On the other hand, by (A.25) and the Poincaré inequality we have
\[
\frac{d}{dt} \| \nabla v_N \|^2_{L^2} + \gamma \left( \frac{18}{5M} - c \frac{\mu h^2}{\nu} \sum_{j=3}^{2+p} \varepsilon_{0,j}(Q_j) h_j^2 \right) \| (-\Delta)^{p/2+1} v_N \|^2_{L^2(Q_\varepsilon)} \leq -\nu \sum_q \left[ \frac{9}{5M} - c \left( \frac{\mu h^2}{\nu} \right)^2 \varepsilon_{0,2}(Q_q) \right] \| \Delta v_N \|^2_{L^2(Q_q)} - \mu \sum_q \left( \frac{9}{5M} - c \left( \frac{\mu h^2}{\nu} \right)^2 \varepsilon_{0,1}(Q_q) \right) \| \nabla v_N \|^2_{L^2(Q_q)} + c \mu \nu^2 F_1^2.
\]
Since (A.24) holds and \( k - m \leq 2 + p \), it then follows upon shifting the index and upon applying Lemma 4.3 that
\[
\frac{d}{dt} \| \nabla v_N \|^2_{L^2} \leq -\frac{3}{2M} \mu \| \nabla v_N \|^2_{L^2} + c \mu \nu^2 F_1^2.
\]
We deduce from Gronwall’s inequality that
\[
\| \nabla v_N(t) \|^2_{L^2} \leq e^{-\frac{3\mu}{2M} t} \| \nabla v_0 \|^2_{L^2} + c \nu^2 F_1^2
\]
as desired. \( \square \)

Upon combining Lemma A.4 and Corollary A.5, we obtain the following corollary.

**Corollary A.6.** Suppose that \( 1 \leq k - m \leq 2 + p \). If \( I_{m,k} \) interpolates uniformly at scale \( h \) and \( \mu, h \) satisfy (A.21) or if \( I_{m,k} \) corresponds to a partition of unity with finite partition multiplicity, \( M > 0 \), and \( \mu \) and \( \{ h_q \}_q \) satisfy (A.24), then for all \( T > 0 \), we have
\[
\sup_{N > 0} \sup_{0 \leq t \leq T} \left[ \| v_N(t) \|^2_{H^k} + \nu \int_0^t \| \nabla v_N(s) \|^2_{H^k} + \gamma \int_0^t \| (-\Delta)^{p/2} \nabla v_N(s) \|^2_{H^k} ds \right] < \infty. \tag{A.26}
\]

**Proof.** Directly applying (A.22) or (A.25) in (A.16), we obtain uniform-in-time bounds for \( \| v_N \|_{H^k} \). Upon returning to (A.19), we integrate over \([0, T]\), then apply the uniform-in-time bounds just obtained for \( \| v_N \|_{H^k} \) to deduce (A.26). \( \square \)

Lastly, we establish bounds for the time derivative \( \frac{dv_N}{dt} \).

**Lemma A.7.** Under the assumptions of **Corollary A.6**, we have
\[
\sup_{N > 0} \int_0^T \| \frac{dv_N}{dt}(s) \|^2_{L^2} ds < \infty,
\]
for all \( T > 0 \).
By applying the Cauchy-Schwarz inequality, then integrating with respect to \( t \), we have
\[
\left\| \frac{dv_N}{dt} \right\|_{L^2} \leq \| v_N(t) \|_{H^2} + \| v_N \cdot \nabla v_N \|_{L^2} + \| f \|_{L^2} + \mu \| J_m k v_N \|_{L^2} \\
\leq I + II + III + IV
\]
We treat \( I \) by Poincaré’s inequality and Corollary A.6. For \( II \), we apply Cauchy-Schwarz inequality and interpolation to obtain
\[
|II| \leq \| v_N \|_{L^4} \| \nabla v_N \|_{L^4} \leq \| v_N \|_{L^2} \| v_N \|_{H^2}.
\]
Thus, we may ultimately control \( II \) with Poincaré’s inequality and Corollary A.6. We treat \( III \) with the Cauchy-Schwarz inequality and Lemma A.2. Lastly, we treat \( IV \) with the Poincaré inequality, Corollary 3.8, and the fact that \( 1 \leq k - m \leq 2 + p \), so that we have
\[
|IV| \leq \mu \| I_{m,k} v_N \|_{H^1} \leq c \mu \| v_N \|_{H^{3+p}} \leq c \mu \| (\Delta)^{p/2} v_N \|_{H^k}.
\]
Hence, by Corollary A.6, we conclude that
\[
\sup_{N > 0} \int_0^T \left\| \frac{dv_N}{dt} (s) \right\|_{L^2}^2 ds < \infty,
\]
for all \( T > 0 \).

Finally, we are ready to prove Theorem A.1.

Proof of Theorem A.1. By Corollary A.6 and Lemma A.7, we may apply the Aubin-Lions compactness theorem to extract a subsequence of \( \{ v_N \}_{N > 0} \) such that \( v_N' \rightarrow v \in L^2(0,T; H^k) \), where \( v \in L^\infty(0,T; H^k) \cap L^2(0,T; H^{k+1}) \cap L^2(0,T; H^{k+1+\rho}) \). This is sufficient to pass to the limit in (2.8) and show that \( v \) indeed satisfies the equation. Moreover, by Lemma A.7, we also have \( dv/dt \in L^2(0,T; \dot{H}^{-k}) \). Hence \( v \in C_w([0,T]; \dot{H}^k) \), so that, in conjunction with \( v \in L^\infty(0,T; \dot{H}^k) \), we deduce that \( v \in C([0,T]; \dot{H}^k) \). Uniqueness of solutions follows in the same way as in [AOT14]; the relevant details can be inferred from the analysis performed above in establishing the synchronization of solutions (see Proof of Theorem 4.6).

APPENDIX B. TAYLOR INTERPOLANT

We prove a preliminary lemma, which is a generalization of that found in [JT92b].

Lemma B.1. Let \( h > 0 \) and \( d \geq 2 \). Let \( Q = [0,h]^d \) and \( \phi \in C^k(Q) \), where \( 0 \leq k \leq d \). For each \( 1 \leq k \leq d - 1 \), there exist universal constants \( b_\alpha > 0 \), for each multi-index \( 0 \leq |\alpha| \leq k \), depending only on \( d \), such that
\[
\sup_{y \in [0,h]^{d-k}} \| \phi(\cdot, y) \|_{L^2([0,h]^k)}^2 \leq \sum_{0 \leq |\alpha| \leq k} b_{\alpha} h^{-d+k+2|\alpha|} \| \partial^\alpha \phi \|_{L^2(Q)}^2,
\]
(B.1)

Proof. Let \( k = d - 1 \). For \( y_d \leq x_d \), we have
\[
\phi(x_1, \ldots, x_{d-1}, x_d) - \phi(x_1, \ldots, x_{d-1}, y_d) = \int_{y_d}^{x_d} (\partial_d \phi)(x_1, \ldots, x_{d-1}, \tau) d\tau.
\]
By applying the Cauchy-Schwarz inequality, then integrating with respect to \( dx_1 \ldots dx_d \) over \( \Omega \), we deduce
\[
h \| \phi(\cdot, y_d) \|_{L^2([0,h]^{d-k})}^2 \leq 2 \| \phi \|_{L^2(\Omega)}^2 + 2h^2 \| \nabla \phi \|_{L^2(\Omega)}^2,
\]
for all \( y_d \in [0,h] \). Dividing by \( h^{d-1} \) establishes (B.1) for \( k = 1 \). Observe that it now suffices to assume \( d \geq 3 \).

We argue by induction. In particular, suppose that (B.1) holds for all \( \ell = k, \ldots, d - 1 \), for some \( 1 < k \leq d - 1 \). We show that (B.1) holds for \( k - 1 \). Let us denote by \( \hat{z}_\ell \) the projected point \( (z_{\ell}, \ldots, z_d) \), where \( 1 \leq \ell \leq d \). Observe that \( z = \hat{z}_1 = (z_1, \ldots, \hat{z}_{d-1}) \), for all \( l = 1, \ldots, d - 1 \), and \( \hat{z}_d = z_d \). Fix \( x \in \Omega \). Given any \( y \in \Omega \), we denote \( \phi(\cdot, \hat{y}_\ell) = \phi(x_1, \ldots, x_{d-1}, \hat{y}_\ell) \), for \( \ell = 1, \ldots, d - 1 \). We have
\[
\phi(\cdot, \hat{x}_k) - \phi(\cdot, \hat{y}_k) = \phi(\cdot, x_d - 1, x_d) - \phi(\cdot, x_d - 1, \hat{y}_d) + (\phi(\cdot, x_{d-1}, \hat{y}_d) - \phi(\cdot, y_{d-1}, \hat{y}_d)) + \cdots + (\phi(\cdot, x_k, \hat{y}_{k+1}) - \phi(\cdot, y_{k+1}, \hat{y}_{k+1})).
\]
It follows that
\[
\phi(\cdot, \hat{x}_k) - \phi(\cdot, \hat{y}_k) = \int_{y_d}^{x_d} (\partial_d \phi)(\cdot, \tau) \, d\tau + \int_{y_{d-1}}^{x_{d-1}} (\partial_{d-1} \phi)(\cdot, \tau, \hat{y}_d) \, d\tau + \ldots + \int_{y_1}^{x_1} (\partial_1 \phi)(\cdot, \tau, \hat{y}_{k+1}) \, d\tau.
\]

Applying Cauchy-Schwarz yields
\[
\begin{align*}
|\phi(\cdot, \hat{y}_k)|^2 & \leq (d - k + 2) \left[ |\phi(x)|^2 + h \int_0^h |\partial_\tau \phi(\cdot, \tau)|^2 \, d\tau + h \sum_{j=0}^{d-k-1} \int_0^h |\partial_{k+j} \phi(\cdot, \tau, \hat{y}_{j+1})|^2 \, d\tau \right] \\
& = (d - k + 2) \left[ |\phi(x)|^2 + h \int_0^h |\partial_\tau \phi(\cdot, \tau)|^2 \, d\tau + h \sum_{j=k}^{d-1} \int_0^h |\partial_j \phi(\cdot, \tau, \hat{y}_{j+1})|^2 \, d\tau \right].
\end{align*}
\]

Integrating with respect to \(dx_1 \ldots dx_d\) over \(\Omega\) then gives
\[
\begin{align*}
h^{d-k+1} ||\phi(\cdot, \hat{y}_k)||^2_{L^2([0,1]^{d-k-1})} & \leq c \left( ||\phi||^2_{L^2(\Omega)} + h^2 ||\nabla \phi||^2_{L^2(\Omega)} + \sum_{j=k}^{d-1} h^{d-j+3} ||\nabla_j \phi(\cdot, \hat{y}_j)||^2_{L^2([0,1]^{d-j-1})} \right).
\end{align*}
\]

It follows from the induction hypothesis that
\[
||\nabla \phi(\cdot, \hat{y}_j)||^2_{L^2([0,1]^{d-j-1})} \leq \sum_{0 \leq |\alpha| \leq j-1} c_{|\alpha|} h^{-d+j-1+2|\alpha|} ||\partial^\alpha \nabla \phi||^2_{L^2(\Omega)}.
\]

Therefore, upon substituting the bounds in (B.4) into (B.3), then combining like terms we arrive at
\[
\begin{align*}
h^{d-k+1} ||\phi(\cdot, \hat{y}_k)||^2_{L^2([0,1]^{d-k-1})} & \leq c_0 ||\phi||^2_{L^2(\Omega)} + \sum_{|\alpha|=0}^{d-1} b_{|\alpha|} h^{2+2|\alpha|} ||\partial^\alpha \nabla \phi||^2_{L^2(\Omega)}.
\end{align*}
\]

The proof is complete upon dividing by \(h^{d-k+1}\). \(\square\)

**Proposition B.2.** Suppose \(d \geq 2\). Let \(Q = [0,1]^d\) and \(\phi \in C^1(Q)\). Given \(y \in Q\), let \(T_1 \phi(\cdot; y)\) denote first-order Taylor polynomial of \(\phi\) centered at \(y\). There exists an absolute constant \(C > 0\), independent of \(y\), such that
\[
||\phi - T_1 \phi(\cdot; y)||^2_{L^2(Q)} \leq \sum_{1 \leq |\alpha| \leq d} c_{|\alpha|} h^{2(|\alpha|+1)} ||\partial^\alpha \nabla \phi||^2_{L^2(Q)}.
\]

**Proof.** Let \((x_1, x_2, y_1, y_2) \in Q\). Then observe that
\[
\begin{align*}
&\phi(x_1, x_2) - T_1 \phi(x_1, x_2) = \phi(x_1, x_2) - \phi(y_1, y_2) - \nabla \phi(y_1, y_2) \cdot (x - y_1, y - y_2) \\
&= (\phi(x_1, x_2) - \phi(x, y_2)) + (\phi(x, y_2) - \phi(y_1, y_2)) - \nabla \phi(y_1, y_2) \cdot (x - y_1, y - y_2) \\
&= \int_{y_2}^{x_2} (\partial_s \phi)(x, s) \, ds + \int_{y_1}^{x_1} (\partial_y \phi)(s, y_2) \, ds - (\partial_x \phi)(y_1, y_2)(x - y_1) - (\partial_y \phi)(y_1, y_2)(y - y_2) \\
&= \int_{y_2}^{x_2} (\partial_s \phi)(x, s) - (\partial_s \phi)(x, y_2) \, ds + \int_{y_1}^{x_1} (\partial_y \phi)(x, y_2) \, ds - (\partial_y \phi)(y_1, y_2)(y - y_2) \\
&\quad + \int_{y_1}^{x_1} (\partial_y \phi)(s, y_2) - (\partial_y \phi)(y_1, y_2) \, ds \\
&= \int_{y_2}^{x_2} (\partial^2_x \phi)(x, \tau) \, d\tau + \int_{y_1}^{x_1} (\partial_y \partial_1 \phi)(\tau, y_2) \, d\tau + \int_{y_1}^{x_1} (\partial_y^2 \phi)(\tau, y_2) \, d\tau.
\end{align*}
\]
It follows from Hölder’s inequality that
\[
\left| \phi(x_1, x_2) - T_1 \phi(x_1, x_2) \right| \\
\leq \int_{y_2}^{y} \int_{y_1}^{y} |\partial^{2}_{2}\phi(x, \tau)| \, d\tau \, ds + \int_{y_2}^{y} \int_{y_1}^{y} |\partial^{2}_{2}\phi(\tau, y_2)| \, d\tau \, ds
\]
\[
\leq |y - y_2|^{1/2} \left( \left| \partial^{2}_{2}\phi(x, \cdot) \right|_{L^2(0,h)} + \left| \partial^{2}_{2}\phi(\cdot, y_2) \right|_{L^2(0,h)} \right) + |x - y_1|^{1/2} \left| \partial^{2}_{2}\phi(\cdot, \cdot) \right|_{L^2(0,h)}
\]
\[
\leq |y - y_2|^{1/2} \left( \left| \partial^{2}_{2}\phi(x, \cdot) \right|_{L^2(0,h)} + \left| \partial^{2}_{2}\phi(\cdot, y_2) \right|_{L^2(0,h)} + \left| \partial^{2}_{2}\phi(\cdot, \cdot) \right|_{L^2(0,h)} \right)
\]

The Cauchy-Schwarz inequality then implies that
\[
\left\| \phi - T_1 \phi \right\|_{L^2(Q)} \leq c h^4 \left| \partial^{2}_{2}\phi \right|_{L^2(Q)} + c h^5 \left( \left| \partial^{2}_{2}\phi(\cdot, y_2) \right|_{L^2(0,h)} + \left| \partial^{2}_{2}\phi(\cdot, \cdot) \right|_{L^2(0,h)} \right)
\]

By Lemma B.1, we have
\[
\left\| \psi(\cdot, y_2) \right\|_{L^2(Q)} \leq b_0 h^{-1} \left\| \psi \right\|_{L^2(Q)} + b_1 h \left\| \nabla \psi \right\|_{L^2(Q)}.
\]

We apply this to \( \psi = \partial^{2}_{2}\phi, \partial^{2}_{2}\phi \), so that (B.6) becomes
\[
\left\| \phi - T_1 \phi \right\|_{L^2(Q)} \leq c_0 h^4 \sum_{j=1}^{2} \left\| \partial^{2}_{2}\phi \right\|_{L^2(Q)} + c_1 h^5 \sum_{i,j=1,2} \left\| \partial^{2}_{2}\phi \right\|_{L^2(Q)}
\]
as desired, which establishes the case \( d = 2 \).

Now suppose \( d \geq 3 \) and let \( x = (x_1, \ldots, x_d) \) and \( y_2 = (y_1, \ldots, y_d) \), where \( x, x \in Q \). For convenience, in addition to the notation \( \hat{z}_i \) introduced in the proof of Lemma B.1, we define \( \bar{z}_i = (z_1, \ldots, \bar{z}_i) \), so that \( z = (\bar{z}_i, \bar{z}_{i+1}) \). By the fundamental theorem of calculus, we have
\[
\phi(x) - T_1 \phi(x, y) = \phi(x) - \phi(y) - \nabla \phi(y) \cdot (x - y)
\]
\[
= (\phi(x_1, x_2) - \phi(x_1, \bar{y}_2) + (\phi(y_1, x_2, \bar{x}_3) - \phi(y_1, \bar{y}_1, \bar{x}_3)) + (\phi(y_2, x_2, \bar{x}_4) - \phi(y_2, \bar{y}_1, \bar{x}_4))
\]
\[
+ \cdots + (\phi(y_{d-2}, y_{d-1}, x_d) - \phi(y_{d-2}, y_{d-1}, y_d)) - \sum_{j=1}^{2} \partial_j \phi(y)(x_j - y_j)
\]
\[
= \int_{y_1}^{y_2} (\partial_1 \phi(s_1, x_2) - \partial_1 \phi(y_1, y_2)) \, ds_1 + \int_{y_2}^{y_3} (\partial_2 \phi(y_1, s_2, x_3) - \partial_2 \phi(y_1, y_2, y_3)) \, ds_2
\]
\[
+ \int_{y_3}^{y_4} (\partial_3 \phi(y_2, s_3, x_4) - \partial_3 \phi(y_2, y_3, y_4)) \, ds_3 + \cdots + \int_{y_{d-1}}^{y_d} (\partial_d \phi(y_{d-1}, s_d, y_d) - \partial_d \phi(y_{d-1}, y_d)) \, ds_d.
\]

Let us interpret \( y_0 \) as an empty position and let \( \psi(\cdot, \hat{z}_\ell) = \psi(\hat{y}_{\ell-1}, \hat{z}_\ell) \), for all \( \ell = 1, \ldots, d \). Then for \( 1 \leq j \leq d - 2 \), we have
\[
\partial_j \phi(\cdot, s_j, \hat{x}_{j+1}) - \partial_j \phi(y_j, \hat{y}_{j+1}) = \partial_j \phi(\cdot, s_j, \hat{x}_{j+1}) - \partial_j \phi(\cdot, y_j, \hat{x}_{j+1})
\]
\[
+ (\partial_j \phi(\cdot, x_{j+1}, \hat{x}_{j+2}) - \partial_j \phi(\cdot, y_{j+1}, \hat{x}_{j+2})) + \cdots + (\partial_j \phi(\cdot, x_d, \hat{x}_{d+1}) - \partial_j \phi(\cdot, y_d))
\]
\[
= \int_{y_j}^{x_j} \partial^2 \phi(s, \hat{x}_{j+1}) \, ds + \int_{y_{j+1}}^{x_{j+1}} \partial_j \partial_j \phi(\cdot, s, \hat{x}_{j+2}) \, ds + \cdots + \int_{y_d}^{x_d} \partial_j \partial_j \phi(\cdot, s) \, ds.
\]

Similarly, for \( j = d - 1 \), we have
\[
\partial_{d-1} \phi(\cdot, s_{d-1}, \hat{x}_d) - \partial_{d-1} \phi(y_{d-1}, \hat{y}_d) = \int_{y_{d-1}}^{x_{d-1}} \partial_{d-1}^2 \phi(s, \hat{x}_d) \, ds + \int_{y_d}^{x_d} \partial_d \partial_{d-1} \phi(\cdot, s) \, ds
\]
\[
\partial_d \phi(\cdot, s_d) - \partial_d \phi(\cdot, y_d) = \int_{y_d}^{x_d} \partial^2 \phi(s, s) \, ds.
\]

Now interpret \( \hat{z}_{d+1} \) as the empty position. Suppose \( z_k \in \{s_k, x_k\} \) and observe that for \( 1 \leq j \leq k \leq d \), upon applying the Cauchy-Schwarz inequality, then integrating over \( Q \) with respect to \( dx_1 \ldots dx_d \), we obtain
\[
\int_{Q} \left( \int_{y_j}^{x_j} \int_{y_{k+1}}^{x_{k+1}} \partial_k \partial_j \phi(\cdot, s, \hat{x}_{k+1}) \, ds \right)^2 \, dx \\d \leq h^{3+k} \left\| \partial_k \partial_j \phi(\hat{y}_{k-1}, \cdot) \right\|_{L^2(0,h)^{d-k+1}}.
\]
Upon returning to (B.7), applying (B.8), (B.9), taking the square of the result, integrating over \([0, h]^d\) with respect to \(dx_1 \ldots dx_d\), then applying the Cauchy-Schwarz inequality and (B.10), we have

\[
\|\phi - T_1 \phi\|_{L^2(Q)}^2 \leq c_{(1,1)} h^4 \|\partial_1^2 \phi\|_{L^2(Q)}^2 + \sum_{j \leq k} c_{(j,k)} h^{3+k} \|\partial_k \partial_j \phi(y_{k-1}, \cdot)\|_{L^2([0,h]^{d-k+1})}^2.
\]

Finally, we apply Lemma B.1 to obtain

\[
\|\phi - T_1 \phi\|_{L^2(Q)}^2 \leq c_{(1,1)} h^4 \|\partial_1^2 \phi\|_{L^2(Q)}^2 + \sum_{j \leq k} c_{(j,k)} h^{4+2|\alpha|} \|\partial^\alpha \partial_k \partial_j \phi\|_{L^2(Q)}^2.
\]

Switching the order of summation completes the proof. \(\square\)

**APPENDIX C. VOLUME ELEMENTS**

We describe an approximation operator based on data given by integration over subsets of each cell. In particular we construct the operator on the unit cube \([0, 1]^d\), from which its definition on affine images in the domain follows. For this particular section, we refer the interested reader to [Bro21] for additional details.

First we define an index set and collection of subsets of the cube

\[
A_m := \left\{ \alpha \in \{0, \ldots, m-1\}^d \right\} \quad \text{and} \quad E_\alpha := \frac{1}{m} ([\alpha, \alpha+1]^d) = \prod_{i=1}^d [\alpha_i/m, \alpha_i/m+1/m]
\]

The degrees of freedom are then given by integration on the subsets. Define the set of functionals \(\Sigma = \{\sigma_\alpha\}_{\alpha \in A_m}\), where \(\sigma_\alpha : L^1_{\text{loc}}([0, 1]^d) \to \mathbb{R}\) are given by

\[
\sigma_\alpha(\phi) = \int_{E_\alpha} \phi(x)dx.
\]

Now let us recall that unisolvence of a function space \(X\) with respect to a collection of functionals \(\Sigma\) is equivalent to \(\Sigma\) forming a basis for the dual space of \(X\). Unisolvence will ensure that the approximation operator constructed from the functionals will act as identity on \(X\). Prior to proving unisolvence of the tensor product volume element in general, we begin in one dimension.

**Lemma C.1.** Let \(m \geq 1\). Then \(P_{m-1,1} := \left\{ \sum_{k=0}^{m-1} p_k x^k : p_k \in \mathbb{R} \right\}\) is unisolvent with respect to the functionals \(\Sigma = \{\sigma_k\}_{k=0}^{m-1}\) given by \(\sigma_k(f) = \int_k^{k+1} f(x)dx\). In particular, there exists a unique set \(\Theta = \{\theta_\ell\}_{\ell=0}^{m-1} \subseteq P_{m-1,1}\) such that \(\sigma_k(\theta_\ell) = \delta_{k,\ell}\)

**Proof.** For each functional \(\sigma_k\) and monomial \(x^j\), where \(0 \leq k, j \leq m-1\), we have

\[
\sigma_k(x^j) = \int_k^{k+1} x^j dx = \frac{(k+1)^{j+1} - k^{j+1}}{j+1}.
\]

Define a matrix \(M\) by \(M_{kj} = \sigma_{k-1}(x^{j-1})\)

\[
M = \begin{pmatrix}
\frac{k^j - (k-1)^j}{j}
\end{pmatrix}_{kj}.
\]

The matrix \(\hat{M} = (k^j - (k-1)^j)_{kj}\) has the same determinant as \(M\) up to a factor of \(j\) for each row:

\[
\det(M) = \left(\prod_{j=1}^m j\right)^{-1} \det(\hat{M}) = \frac{1}{m!} \det(\hat{M}).
\]

\(\hat{M}\) is the difference of two simpler matrices

\[
\hat{M} = \left(\frac{k^j}{j}\right)_{kj} - \left(\frac{(k-1)^j}{j}\right)_{kj}.
\]
Given $V = (k^j)_{kj}$, $T = (T_{kj})_{kj}$, where $T_{kj} = \begin{cases} 1 & \text{if } j = k \\ -1 & \text{if } j = k - 1 \\ 0 & \text{otherwise.} \end{cases}$

Then we have $\hat{M} = VT$. Observe that $\det(T) = 1$. Also $V$ is a Vandermonde matrix whose determinant is thus given by

$$\det(V) = \prod_{1 \leq \ell < k \leq m} (k - \ell).$$

We therefore conclude that

$$\det(\hat{M}) = \frac{1}{m!} \det(M) = \frac{1}{m!} \det(V) \det(T) = \frac{1}{m!} \prod_{1 \leq \ell < k \leq m} (k - \ell).$$

Thus $\det(\hat{M}) \neq 0$. Define a collection of polynomials $\Theta = \{\theta_k\}_{k=0}^{m-1} \subseteq P_{m-1,1}$ with the coefficients of each given by the columns of the matrix $M^{-1}$. In particular, let the coefficient of $x^j$ in $\theta_k$ be given by the $(j+1)$-th entry in the $(k+1)$-th column of $M^{-1}$

$$\theta_k(x) = \sum_{j=0}^{m-1} M_{j+1}(j+1) x^j \quad \text{for } 0 \leq k \leq m - 1.$$

Since $M_{\ell j} = \sigma_{\ell-1}(x^{j-1})$ we have, for $0 \leq \ell, k \leq m - 1$,

$$\sigma_{\ell}(\theta_k) = \sum_{j=0}^{m-1} \sigma_{\ell}(x^j) M_{j+1}(j+1) = \sum_{j=0}^{m-1} M_{(\ell+1)(j+1)} M_{(j+1)(k+1)} = \delta_{\ell}^k.$$

We conclude that there exists a basis $\Theta = \{\theta_{\ell}\}_{\ell=0}^{m-1}$ of $P_{m-1,1}$ such that $\sigma_k(\theta_\ell) = \delta_{k\ell}$ and therefore that the collection $\Sigma = \{\sigma_k\}_{k=0}^{m-1}$ forms a basis for $P^*_{m-1,1}$.

We proceed to the case in general dimension.

**Proposition C.2.** Let $m, d \geq 1$. Then $P_{m-1,d} = \left\{ \sum_{\alpha \in A_m} p_\alpha x^\alpha \right\}$ is unisolvent with respect to the functionals $\Sigma = \{\sigma_\alpha\}_{\alpha \in A_m}$ given by $\sigma_\alpha(x) = \int_{E_n} \phi(x)dx$, and in particular there exists a unique set $\{\theta_{\beta}\}_{\beta \in A_m} \subseteq P_{m-1,n}$ such that $\sigma_\alpha(\theta_{\beta}) = \delta_{\alpha\beta}$

**Proof.** By Lemma C.1 and a homogeneity argument, for $m \geq 0$ and $0 \leq k \leq m - 1$, there exists a univariate polynomial $\theta_k \in P_{m-1,1}$ such that

$$\int_{\frac{t-1}{m}}^{\frac{t}{m}} \theta_k(x)dx = \delta_k^t.$$

Let $n \geq 1$, and define for each $\alpha = (\alpha_1, \ldots, \alpha_d) \in A_m$ a polynomial $\theta_\alpha \in P_{m-1,n}$

$$\theta_\alpha(x_1, \ldots, x_d) = \prod_{i=1}^d \theta_{\alpha_i}(x_i).$$

We have

$$\sigma_{\beta}(\theta_\alpha) = \int_{\frac{\beta_1}{m}}^{\frac{\beta_1+1}{m}} \cdots \int_{\frac{\beta_d}{m}}^{\frac{\beta_d+1}{m}} \prod_{i=1}^d \theta_{\alpha_i}(x_i)dx_n \cdots dx_1 = \prod_{i=1}^d \left( \int_{\frac{\beta_i}{m}}^{\frac{\beta_i+1}{m}} \theta_{\alpha_i}(x_i)dx_i \right) = \prod_{i=1}^d \delta_{\alpha_i}^{\beta_i}.$$

Thus, given $m \in \mathbb{N}$, there exists a collection of polynomials $\Theta = \{\theta_\alpha\}_{\alpha \in A_m}$ such that

$$\sigma_{\beta}(\theta_\alpha) = \delta_{\alpha\beta}.$$

As $\dim P_{m-1,n} = |\Sigma|$, we conclude that $\Sigma$ forms a basis for $P^*_{m-1,n}$ bi-orthogonal to $\Theta$ as constructed. \(\square\)
We now define an operator $I_m : L^1_{\text{loc}} \to P_{m-1,n}$ given by
\[
I_m \phi(x) = \sum_{\alpha \in \mathcal{A}_m} \sigma_{\alpha}(\phi) \theta_{\alpha}(x).
\]
By Proposition C.2
\[
\sigma_{\beta}(I_m \phi) = \int_{E_{\beta}} I_h \phi(x) \, dx = \int_{E_{\beta}} \sum_{\alpha \in \mathcal{A}_m} \sigma_{\alpha}(\phi) \theta_{\alpha}(x) \, dx = \int_{E_{\beta}} \sigma_{\beta}(\phi) \theta_{\beta}(x) \, dx = \sigma_{\beta}(\phi).
\]
Observe that $I_m$ is indeed a projection onto $P_{m-1,n}$; for any polynomial $p \in P_{m-1,n}$ and $\alpha \in \mathcal{A}_m$ we have $\sigma_{\alpha}(p) = \sigma_{\alpha}(I_m p)$, and therefore by Proposition C.2 we have $p(x) = I_m p(x)$, as desired.
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