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Abstract Models trained by means of supervised learning are increasingly deployed in high-stakes domains, and, when their predictions inform decisions about people, they inevitably impact (positively or negatively) on their lives. As a consequence, those in charge of developing these models must carefully evaluate their impact on different groups of people and ensure that sensitive demographic attributes, such as race or sex, do not result in unfair treatment for members of specific groups. For doing this, awareness of demographic attributes on the part of those evaluating model impacts is fundamental. Unfortunately, the collection of these attributes is often in conflict with industry practices and legislation on data minimization and privacy. For this reason, it may be hard to measure the group fairness of trained models, even from within the companies developing them. In this work, we tackle the problem of measuring group fairness under unawareness of sensitive attributes, by using techniques from quantification, a supervised learning task concerned with directly providing group-level prevalence estimates (rather than individual-level class labels). We identify five important factors that complicate the estimation of fairness under unawareness and formalize them into five different experimental protocols under which we assess the effectiveness of different estimators of group fairness. We also consider the problem of potential model misuse to infer sensitive attributes at an individual level, and demonstrate that quantification approaches are suitable for decoupling the (desirable) objective of measuring...
group fairness from the (undesirable) objective of inferring sensitive attributes of individuals.
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1 Introduction

The widespread adoption of automated decision-making in high-stakes systems has brought about an increased attention to the underlying algorithms and to their effects across sensitive groups. Typically, sensitive groups are subpopulations determined by social and demographic factors, such as race and sex. The unfair treatment of such demographic groups is ruled out by anti-discrimination laws and studied by a growing community of algorithmic fairness researchers. Important works in this space have addressed problems that may arise in the judicial system (Angwin et al., 2016; Larson et al., 2016), in healthcare (Obermeyer et al., 2019), in job search (Geyik et al., 2019), and in computer vision (Buolamwini and Gebru, 2018), just to name a few domains that may be impacted. One common trait of these works is their attention to a careful definition and measurement of *group fairness*, typically viewed in terms of differences in quantities of interest, such as the acceptance rate, recall, or accuracy, across the salient subpopulations. According to popular definitions of fairness, large such differences correspond to low fairness on the part of the algorithms.

Unfortunately, sensitive demographic data, such as the race and sex of users, is often hard to obtain, for various reasons. There are several barriers to demographic data procurement which make measurement of fairness non-trivial even for the company that is developing and deploying a model. Legislation plays a major role in this, forbidding the collection of sensitive attributes in some domains (Bogen et al., 2020). Even in the absence of explicit prohibition, privacy-by-design standards and a data minimization ethos push companies in the direction of avoiding the collection of sensitive attributes from their customers. Similarly, the prospect of negative media coverage is a clear concern, so companies often err on the side of caution and inaction (Andrus et al., 2021). For these reasons, in a recent survey of industry practitioners, a majority of respondents stated that the availability of tools supporting fairness auditing without access to individual-level demographics would be very useful (Holstein et al., 2019). In other words, the problem of measuring *algorithmic fairness under unawareness of sensitive attributes* is pressing, and requires ad-hoc solutions.

In the algorithmic fairness literature, much work has been done to propose techniques directly aimed at improving the fairness of a model (Donini et al., 2018; Hashimoto et al., 2018; He et al., 2020; Zafar et al., 2017). Comparably little attention, though, has been devoted to the problem of reliably measuring fairness. This represents an important and rather overlooked preliminary step to enforcing fairness and making algorithms more equitable across groups.
More recent works have studied non-ideal conditions, such as noisy or missing group labels (Awasthi et al., 2020; Chen et al., 2019) and non-iid samples (Singh et al., 2021), showing that naive fairness-enhancing algorithms may actually make a model less fair (Mehrotra and Celis, 2021).

In this work, we tackle the problem of measuring algorithmic fairness under unawareness of sensitive attributes, by using techniques from quantification (González et al., 2017), a supervised learning task concerned with estimating, rather than the class labels of individual data points, the class prevalence values for sets (usually referred to as “samples”) of such data points. This is precisely the goal of practitioners looking to measure fairness under unawareness of sensitive attributes. When auditing an algorithm for group fairness, the aim is not the development of a model that is accurate for individual predictions (i.e., classification), which may be misused to infer people’s demographics, such as a user’s race, and may thus lead to the inappropriate and non-consensual utilization of this information. Rather, the central interest of fairness audits is the reliable estimation of group-level quantities (i.e., quantification), such as the prevalence of women among the instances to which a certain class has been assigned by the model.

We consider several methods that have been proposed in the quantification literature and assess their suitability for estimating the fairness of a classifier under unawareness of sensitive attributes. More precisely, we adapt quantification approaches to measure a classifier’s demographic disparity (Barocas et al., 2019; Wachter et al., 2020), defined as the difference in acceptance rate across relevant subpopulations. Overall, we make the following contributions:

– **Five experimental protocols for five major challenges.** Drawing from the algorithmic fairness literature, we identify five important factors for the problem of estimating fairness under unawareness of sensitive attributes. These factors are based on challenges encountered in real-world applications, including the non-stationarity of processes generating the data, and the variable cardinality of the available samples. For each factor, we define and formalize a precise experimental protocol, through which we compare the performance of quantifiers (i.e., group-level prevalence estimators) generated by six different quantification methods (Sections 5.3–5.7).

– **Adaptation and ablation study.** We demonstrate a simple procedure to adapt and integrate quantification approaches into a wider machine learning pipeline with minimal orchestration effort. We prove the importance of each component through an ablation study (Section 5.8).

– **Quantifying without classifying.** We consider the problem of potential model misuse to maliciously infer demographic characteristics at an individual level, which represents a concern for methods based on proxy attributes. Proxy methods are estimators of sensitive attributes which exploit the correlation between available attributes (e.g., ZIP code) and the sensitive attributes (e.g., race) in order to infer the values of the latter. Through a set of experiments, we demonstrate two methods that yield precise estimates of demographic disparity but poor classification perfor-
It is worth noting some intrinsic limitations of fairness measures and proxy methods which are also applicable to this work. In essence, proxy methods exploit co-occurrence of membership in a group and display of a given trait, potentially learning, encoding and reinforcing stereotypical associations (Lipton et al., 2018). Even when labels for sensitive attributes are available, these are not all equivalent. Self-reported labels are preferable to avoid external assignment (i.e., inference of sensitive attributes), which may be harmful in itself (Keyes, 2018). More in general, approaches that define sensitive attributes as rigid and fixed categories are limited in that they impose a taxonomy onto people, erasing the needs and experiences of those who do not fit the envisioned prevalent categories (Namaste, 2000). While acknowledging these limitations, we hope our work will help highlight, investigate and mitigate unfavourable outcomes for disadvantaged groups brought about by different automated decision-making systems.

The outline of this work is the following. Section 2 presents the notation employed throughout this manuscript. Section 3 contains a primer on quantification, with emphasis on the approaches considered in this work. Section 4 shows how these approaches can be adapted and integrated to measure demographic disparity. Section 5 presents and discusses our experimental results. Section 6 summarizes the related works. Finally, Section 7 contains concluding remarks, discussing limitations and avenues for future work.

2 Notation

In this paper, we use the following notation, summarized in Table 1. By \( x \) we indicate a data item drawn from a domain \( X \), encoding a set of non-sensitive attributes (i.e., features) taken by classifiers and quantifiers as an input. We use \( S \) to denote the domain of a sensitive attribute, binarily encoded to \( S = \{0, 1\} \) for ease of exposition, and by \( s \) a value that \( S \) may take. By \( y \) we indicate a class taking values on a binary domain \( Y = \{\emptyset, \oplus\} \), representing the target of a prediction task.

Symbol \( \sigma \) denotes a sample, i.e., a non-empty set of data points drawn from \( X \). By \( p_\sigma(s) \) we indicate the true prevalence of attribute \( s \) in sample \( \sigma \), while by \( \hat{p}_\sigma(s) \) we indicate the estimate of this prevalence obtained by means of quantifier \( q \), which we define as a function \( q : 2^X \rightarrow [0, 1] \). Since \( 0 \leq p_\sigma(s) \leq 1 \) and \( 0 \leq \hat{p}_\sigma(s) \leq 1 \) for all \( s \in S \), and since \( \sum_{s \in S} p_\sigma(s) = \sum_{s \in S} \hat{p}_\sigma(s) = 1 \), the \( p_\sigma(s) \)'s and the \( \hat{p}_\sigma(s) \)'s form two probability distributions across \( S \).

\(^1\) In this paper we assume the existence of a single binary sensitive attribute \( S \); however, there is no loss of generality in this, since everything we say can straightforwardly be extended to the case in which multiple sensitive attributes are present at the same time. Moreover, we focus on the case in which the classifier that we want to audit is a binary one, but the definitions and techniques we employ can be straightforwardly extended to a multiclass setting. See also Footnote \(^2\) on this.
Table 1: Notation for this work.

| Symbol | Description |
|--------|-------------|
| $x \in X$ | a data item from domain $X$, encoding non-sensitive attributes |
| $s \in S$ | a sensitive attribute, $S = \{0, 1\}$ |
| $y \in Y$ | a target variable, $Y = \{\ominus, \oplus\}$ |
| $X, S, Y, \hat{Y}$ | random variables for non-sensitive and sensitive attributes, target variables and predictions |
| $h(x)$ | a classifier issuing predictions in $Y$ |
| $k(x)$ | a classifier issuing predictions for sensitive attribute $S$ |
| $\sigma$ | a sample, i.e., a non-empty set of data points drawn from $X$ |
| $p_\sigma(s)$ | true prevalence of sensitive attribute $s$ in sample $\sigma$ |
| $\hat{p}_\sigma(s)$ | estimate of the prevalence of $s$ in $\sigma$ |
| $\hat{p}_q(s)$ | estimate $\hat{p}_\sigma(s)$ obtained via quantifier $q$ |
| $q : 2^X \rightarrow [0,1]$ | a quantifier estimating the prevalence of the positive class of sensitive attribute $S$ in a given sample $\sigma$ |
| $D_1$ | training set for $h(x)$, involving $(X, Y)$ |
| $D_2$ | auxiliary set, i.e., training set for quantifier $q$, involving $(X, S)$ |
| $D_3$ | deployment set involving $X$ |
| $D_2^{\ominus}$ | short for $D_2^{\ominus} = \{(x_i, s_i) \in D_2 \mid h(x_i) = \ominus\}$ |
| $\hat{D}_1$ | a modified training set, derived from $D_1$ according to a certain experimental protocol. Protocols are detailed in Sections 5.3–5.7 |
| $\hat{D}_2, \hat{D}_3$ | analogous sets |
| $\hat{D}_2^{\ominus}, \hat{D}_3^{\ominus}$ | analogous sets |

We also introduce random variables $X, S, Y, \hat{Y}$ which denote, respectively, data points from $X$, their sensitive attributes, true labels, and predicted labels. By $\Pr(V = v)$ we indicate, as usual, the probability that random variable $V$ takes value $v$, which we shorten as $\Pr(v)$ when $V$ is clear from context. By $h : X \rightarrow Y$ we indicate a binary classifier that assigns classes in $Y$ to data points; by $k : X \rightarrow S$ we instead indicate a binary classifier that assigns sensitive attributes $S$ to data points (e.g., that predicts if a certain data item $x$ is “female”). It is worth re-emphasizing that both $h$ and $k$ only use non-sensitive attributes from $X$ as input variables. For ease of use, we will interchangeably write $h(x) = y$ or $h_y(x) = 1$, and $k(x) = s$ or $k_s(x) = 1$.

We consider three separate datasets, following the workflow of a realistic machine learning pipeline.

- A training set $D_1$ for $h$, $D_1 = \{(x_i, y_i) \mid x_i \in X, y_i \in Y\}$, typically of large cardinality. Given the inherent difficulties in demographic data procurement, we expect this dataset to contain no explicit information on the sensitive attributes $S$.

- A small auxiliary set $D_2 = \{(x_i, s_i) \mid x_i \in X, s_i \in S\}$, employed to learn quantifiers for the sensitive attribute. This dataset may originate from a targeted effort, such as interviews [Baker et al. 2005], surveys sent to customers asking for voluntary disclosure of sensitive attributes [Andrus et al. 2021], or other optional means to share demographic information.
(Beutel et al., 2019a,b). Alternatively it could derive from data acquisitions carried out for other purposes (Galdon Clavell et al., 2020). Both $D_1$ and $D_2$ are in the development domain of our machine learning pipeline.

- A deployment set $D_3 = \{x_i \mid x_i \in \mathcal{X}\}$ which emulates the production domain for classifier $h$, whose demographic parity we aim to measure. Alternatively, acting proactively rather than reactively, $D_3$ could also be a held-out test set available at a company for pre-deployment audits (Raji et al., 2020). From the perspective of the estimation task at hand, i.e., estimating the demographic disparity of $h$, $D_2$ represents the quantifiers’ training set, while $D_3$ is their test set.

3 Learning to quantify

Quantification (also known as supervised prevalence estimation, or learning to quantify) is the task of training, by means of supervised learning, a predictor that estimates the relative frequency (also known as prevalence, or prior probability) of the classes of interest in a sample of unlabelled data points, where the data used to train the predictor are a set of labelled data points; see (González et al., 2017) for a survey of research on quantification.

Quantification can be trivially solved via classification, i.e., by classifying all the unlabelled data points by means of a standard classifier and counting the data points that have been assigned to a given class. However, it has unequivocally been shown (see e.g., Fernandes Vaz et al. (2019); Forman (2008); González et al. (2017); González-Castro et al. (2013); Moreo and Sebastiani (2021b)) that solving quantification by means of this Classify-and-Count (CC) method is suboptimal in terms of accuracy, and that more accurate quantification methods exist. The reason behind this is the fact that many applicative scenarios suffer from distribution shift, the phenomenon according to which the class prevalence values in the training set may substantially differ from the class prevalence values in the unlabelled data that one needs to issue predictions for (Moreno-Torres et al., 2012). The presence of distribution shift means that the well-known IID assumption, on which most learning algorithms for training classifiers are based, does not hold; in turn, this means that CC will perform suboptimally on scenarios that exhibit distribution shift, and that the higher the amount of shift, the worse we can expect CC to perform.

A plethora of quantification methods have been defined in the literature. In the experiments presented in this paper, we compare six such methods, which we briefly present in this section. One of them is the trivial CC baseline; we have chosen the other five methods over other contenders as they are simple and proven, and because some of them (especially methods ACC, PACC, SL
c, and HDy – see below) have shown top-notch performance in recent comparative tests run in other domains (Moreo and Sebastiani, 2021a,b).

An obvious way to solve quantification is, as hinted above, by aggregating the scores assigned by a classifier to the unlabelled items. Such methods can use a standard, “hard” classifier (i.e., a classifier $h_{\oplus} : \mathcal{X} \rightarrow \{0,1\}$ that outputs
Boolean decisions regarding membership to class $\oplus$ or a “soft” classifier (i.e., a classifier $s_{\oplus}: \mathcal{X} \to [0, 1]$ that outputs posterior probabilities $\Pr(\oplus|x)$, representing the probability that the classifier attributes to the fact that $x$ belongs to class $\oplus$). Of course, $\Pr(\ominus|x) = (1 - \Pr(\oplus|x))$. The (trivial) classify and count (CC) quantifier then comes down to computing

$$\hat{p}_{\sigma}(\oplus) = \frac{\sum_{x \in \sigma} h_{\oplus}(x)}{|\sigma|}$$

while the probabilistic classify and count quantifier (PCC) (Bella et al., 2010) is defined by

$$\hat{p}_{\sigma}^{\text{PCC}}(\oplus) = \frac{\sum_{x \in \sigma} s_{\oplus}(x)}{|\sigma|}$$

Of course, for any quantification method $q$ we have $\hat{p}_{\sigma}(\ominus) = (1 - \hat{p}_{\sigma}(\oplus))$.

A popular quantification method consists of applying an adjustment to the prevalence $\hat{p}_{\sigma}(\oplus)$ estimated via “Classify and Count”. It is easy to check that, in the binary case, the true prevalence $p_{\sigma}(\oplus)$ and the estimated prevalence $\hat{p}_{\sigma}(\oplus)$ are such that

$$p_{\sigma}(\oplus) = \hat{p}_{\sigma}^{\text{CC}}(\oplus) - fpr_h tpr_h - fpr_h$$

where $tpr_h$ and $fpr_h$ stand for the true positive rate and false positive rate of the classifier $h_{\oplus}$ used to obtain $\hat{p}_{\sigma}^{\text{CC}}$. The values of $tpr_h$ and $fpr_h$ are unknown, but can be estimated via $k$-fold cross-validation on the training data. In the binary case, this comes down to using the results $h_{\oplus}(x)$ obtained in the $k$-fold cross-validation (i.e., $x$ ranges on the training items) in equations

$$\hat{tpr}_h = \frac{\sum_{x \in \oplus} h_{\oplus}(x)}{|\{x \in \oplus\}|}, \quad \hat{fpr}_h = \frac{\sum_{x \in \ominus} h_{\oplus}(x)}{|\{x \in \ominus\}|},$$

where by $\{x \in \oplus\}$ (resp. $\{x \in \ominus\}$) we denote the set of positive (resp. negative) instances in our training set. We obtain estimates of $\hat{p}_{\sigma}^{\text{ACC}}(\oplus)$, which define the adjusted classify and count method (ACC) (Forman, 2008) by replacing $tpr_h$ and $fpr_h$ in Equation 4 with the estimates of Equation 4, i.e.,

$$\hat{p}_{\sigma}^{\text{ACC}}(\oplus) = \frac{\hat{p}_{\sigma}^{\text{CC}}(\oplus) - \hat{fpr}_h}{\hat{tpr}_h - \hat{fpr}_h}$$

If the soft classifier $s_{\oplus}(x)$ is used in place of $h_{\oplus}(x)$, analogues of $\hat{tpr}_h$ and $\hat{fpr}_h$ from Equation 4 can be defined as

$$\hat{tpr}_s = \frac{\sum_{x \in \oplus} s_{\oplus}(x)}{|\{x \in \oplus\}|}, \quad \hat{fpr}_s = \frac{\sum_{x \in \ominus} s_{\oplus}(x)}{|\{x \in \ominus\}|}$$

While in this work quantifiers are used to estimate the prevalence of sensitive attribute $S$, in this section, we present quantification approaches targeting a generic variable $Y$, as typical in the literature. Similarly, the hard classifier $h$ in this section should not be confused with the one introduced in Section 2. The notational overlap is limited to the current section, where we follow the typical machine learning conventions in presenting the supervised task of quantification.
We obtain $p_{\sigma}^{PACC}(\oplus)$ estimates, which define the probabilistic adjusted classify and count method (PACC) (Bella et al., 2010), by replacing all factors in the right-hand side of Equation 5 with their “soft” counterparts from Equations 2 and 4, i.e.,

$$p_{\sigma}^{PACC}(\oplus) = \frac{p_{\sigma}^{PCC}(\oplus) - fpr_s}{tpr_s - fpr_s} \tag{7}$$

A further method is the one proposed in (Saerens et al., 2002) (which we here call SLD, from the names of its proposers), which consists of training a probabilistic classifier and then using the EM algorithm (i) to update (in an iterative, mutually recursive way) the posterior probabilities that the classifier returns, and (ii) to re-estimate the class prevalence values of the test set until convergence.

Lastly, we consider HDy (González-Castro et al., 2013), a probabilistic binary quantification method that views quantification as the problem of minimizing the divergence (measured in terms of the Hellinger Distance) between two cumulative distributions of posterior probabilities returned by the classifier, one coming from the unlabelled examples and the other coming from a validation set. HDy looks for the mixture parameter $\alpha$ that best fits the validation distribution (consisting of a mixture of a “positive” and a “negative” distribution) to the unlabelled distribution, and returns $\alpha$ as the estimated prevalence of the positive class.

4 Using quantification to measure fairness under unawareness of sensitive attributes

We adapt the above quantification approaches for estimating a classifier’s fairness. We define classifier fairness in terms of demographic parity (also called statistical parity (Dwork et al., 2012) or independence (Barocas et al., 2019)), and, in particular, of a flavour of demographic parity based on the distribution of sensitive attribute $S$ conditional on the prediction of the classifier, as proposed in (Wachter et al., 2020) (see also (Amazon, 2021)). We call our estimand the demographic disparity of classifier $h : \mathcal{X} \rightarrow \mathcal{Y}$ for attribute value $s$, and define it as

$$\Delta(s) = \Pr(S = s|\hat{Y} = \ominus) - \Pr(S = s|\hat{Y} = \oplus) \tag{8}$$

or, more concisely,

$$\Delta(s) = \Pr(s|\ominus) - \Pr(s|\oplus) \tag{9}$$

All the above methods except HDy admit straightforward extensions from the binary case to the single-label multiclass case (see Moreo and Sebastiani (2021b)). HDy is a method for binary quantification only, but it can be adapted to the single-label multiclass scenario by training a binary quantifier for each class in one-vs-all fashion, estimating the prevalence of each class independently of the others, and normalizing the obtained prevalence values so that they sum up to 1. In this paper, we are not concerned with the single-class multilabel case since in our experiments we consider sensitive attributes $s$ which range on two values only; however, the above considerations would be useful for applying our approach to non-binary attributes.
It is worth reemphasizing that the sensitive attribute $S$ does not belong to the set of attributes $\mathcal{X}$ which generate the feature space on which classifier $h$ operates (in other words, when training $h$ we are unaware of $S$). Demographic disparity measures whether the prevalence of the sensitive attribute in the group assigned to the positive class is the same as in the group assigned to the negative class; a value $\Delta(s) = 0$ indicates maximum fairness, while values of $\Delta(s) = -1$ or $\Delta(s) = +1$ indicate minimum fairness, with the sign of $\Delta(s)$ indicating whether, for $S = s$, the classifier is biased towards the $\oplus$ class or the $\ominus$ class, respectively.

**Example 1** Assume that $S$ stands for “sex”, $s$ for “female”, and that the classifier is in charge of recommending loan applicants for acceptance, classifying them as “grant” (⊕) or “deny” (⊖). For simplicity, let us assume the outcome of the classifier to directly translate into a decision without human supervision. The bank might want to check that the fraction of females out of the total number of loan recipients is approximately the same as the fraction of females out of the total number of applicants who are denied the loan. In other words, the bank might want $\Delta(s)$ to be close to 0. Of course, if the bank is aware of the sex of each applicant, this constraint is very easy to check and, potentially, enforce. If the bank is unaware of applicants’ sex, as we assume here, the problem is not trivial, and this is where our techniques come in.

In estimating the demographic disparity of $h$, our focus is on the deployment set where $h$ is supporting the decision-making process. To highlight this fact, we rewrite Equation 9 by making the dependence of $\Delta(s)$ on $D_{3}$ explicit, i.e.,

$$\Delta(s) = p_{D_{3}}(s) - p_{D_{3}}(s)$$

where we define

$$D_{3}^{\oplus} = \{x \in D_{3} \mid h(x) = \oplus\}$$
$$D_{3}^{\ominus} = \{x \in D_{3} \mid h(x) = \ominus\}$$

and where we make explicit the fact that, if a value $s$ that attribute $S$ can take is viewed as a class, the probabilities $\Pr(s|\ominus)$ and $\Pr(s|\oplus)$ of Equation 9 may be seen as the prevalence values of class $s$ in the two samples $D_{3}^{\ominus}$ and $D_{3}^{\oplus}$. In other words, measuring demographic disparity is reduced to estimating the prevalence values of class $s$ in the two samples $D_{3}^{\ominus}$ and $D_{3}^{\oplus}$, i.e., it can be framed as a task of quantification.

This approach can be easily integrated into existing machine learning pipelines with little orchestration effort. Below, we summarize the workflow we envision:

1. A classifier $h : \mathcal{X} \rightarrow \mathcal{Y}$ is trained (under unawareness of sensitive attribute $S$) on $D_{1}$ and ready for production. The assumption that, at this stage, we are unaware of sensitive attribute $S$ is due to the inherent difficulties in demographic data procurement already mentioned in Section 1.
2. Classifier $h$ naturally imposes a partition of the auxiliary set $D_2$ into $D_2^\ominus = \{(x_i, s_i) \in D_2 \mid h(x) = \ominus\}$ and $D_2^\oplus = \{(x_i, s_i) \in D_2 \mid h(x) = \oplus\}$. These two disjoint datasets act as the training sets for the two quantifiers $q_\ominus$ and $q_\oplus$. Quantifier $q_\ominus$ (or its dual $q_\oplus$) is trained on $D_2^\ominus$ (resp., $D_2^\oplus$) to estimate the prevalence of data points where $S = s$ among the data points labelled with $\ominus$ (resp., $\oplus$).

3. Classifier $h$ also imposes a partition of the deployment set $D_3$ into $D_3^\ominus = \{x \in D_3 \mid h(x) = \ominus\}$ and $D_3^\oplus = \{x \in D_3 \mid h(x) = \oplus\}$. Quantifiers $q_\ominus$ and $q_\oplus$ trained in Step 2 are applied to these datasets to obtain an estimate of the prevalence of $s$ in $D_3^\ominus$ and $D_3^\oplus$. The demographic disparity of $h$, defined in Equation 8, can thus be estimated as

$$\hat{\Delta}(s) = \hat{p}_{D_3}^{q_\ominus}(s) - \hat{p}_{D_3}^{q_\oplus}(s)$$

where, as we recall from Section 2, $\hat{p}_{\sigma}^q(s)$ denotes the prevalence of attribute value $s$ in set $\sigma$ as estimated via quantification method $q$.

This quantification-based way of tackling demographic disparity is suited for a non-invasive auditing procedure, since it allows unawareness of the sensitive attribute $S$ in the set $D_1$ used for training the classifier $h$ to be audited and in the set $D_3$ on which this classifier is going to be deployed; it only requires the availability of an auxiliary data set $D_2$ where attribute $S$ is present. Dataset $D_2$ may originate from a targeted effort, such as interviews (Baker et al., 2005), surveys sent to customers asking for voluntary disclosure of sensitive attributes (Andrus et al., 2021), or other optional means to share demographic information (Beutel et al., 2019a,b). Alternatively it could derive from data acquisitions carried out for other purposes (Galdon Clavell et al., 2020).

Additionally, we note that this approach is extremely suitable to situations in which the prevalence of attribute value $s$ in $D_2$ is possibly very different from the prevalence of $s$ in the test set $D_3$ (a situation that certainly characterizes many operational environments) since the best quantification approaches are robust by construction to distribution drift, as we will show in the next section.

5 Experiments

5.1 General setup

In this section, we carry out an evaluation of different estimators of demographic disparity. We propose five experimental protocols (Sections 5.3–5.7) summarized in Table 2. Each protocol focuses on a single factor of import for the estimation problem, varying the size and mutual shift of the training, auxiliary, and deployment set. Protocol names are in the form action-characteristic-dataset, as they act on datasets ($D_1$, $D_2$ or $D_3$) modifying their characteristics (size or class prevalence) through one of two actions (sampling or label flipping).

We investigate the effect of each factor on the performance of six estimators of demographic disparity, keeping the remaining factors constant.
Table 2: Summary of experimental protocols.

| Protocol name     | Variable                        | Section |
|-------------------|---------------------------------|---------|
| sample-prev-$\mathcal{D}_1$ | joint distribution of $(S,Y)$ in $\mathcal{D}_1$, via sampling | 5.3     |
| flip-prev-$\mathcal{D}_1$   | joint distribution of $(S,Y)$ in $\mathcal{D}_1$, via label flipping | 5.4     |
| sample-size-$\mathcal{D}_2$ | size of $\mathcal{D}_2$, via sampling | 5.6     |
| sample-prev-$\mathcal{D}_2$ | joint distribution of $(S,\hat{Y})$ in $\mathcal{D}_2$, via sampling | 5.6     |
| sample-prev-$\mathcal{D}_3$ | joint distribution of $(S,\hat{Y})$ in $\mathcal{D}_3$, via sampling | 5.7     |

Under each experimental protocol, the size or the prevalence of a given dataset is carefully varied based on the protocol definition. For every protocol, we perform an extensive empirical evaluation as follows:

- We compare the performance of each estimation technique on three datasets (Adult, COMPAS, and Credit Card Default). The datasets and respective preprocessing are described in detail in Section 5.2. We focus our discussion on experiments carried out on the Adult dataset, depicted and discussed in depth (Figures 1–8), while experiments on COMPAS and Credit Card Default are summarized numerically (Tables 4–8) and only discussed in detail when peculiar.

- We split a given dataset into $\mathcal{D}_A, \mathcal{D}_B, \mathcal{D}_C$, three stratified subsets of identical size and same distribution over $(S,Y)$. Five such random splits are performed. To test each estimator under the same conditions, these splits are the same for every method.

- For each split, we permute the role of the stratified subsets $\mathcal{D}_A, \mathcal{D}_B, \mathcal{D}_C$, so that each subset alternatively serves as the training ($\mathcal{D}_1$), auxiliary ($\mathcal{D}_2$), or deployment set ($\mathcal{D}_3$). All (six) such permutations are tested.

- Whenever an experimental protocol requires sampling from a subset, for instance when artificially altering a class prevalence value, we perform 10 different samplings. To perform extensive experiments at a reasonable computational cost, every time an experimental protocol requires changing a dataset $\mathcal{D}$ into a shifted version $\mathcal{D}'$, we also reduce its cardinality to $|\mathcal{D}| = 500$. Further details and implications of this choice on each experimental protocol are provided in the context of the protocol’s setup (e.g., Section 5.3.1).

- Different learning approaches can be used to train the sensitive attribute classifier $k$ underlying each quantification method. We test Logistic Regression (LR) and Support Vector Machines (SVM). Sections 5.3–5.7 report results of quantification algorithms wrapped around a LR classifier. Analogous results obtain for SVMs, reported in Appendix A.

---

\[4\] Some among the quantification methods we test in this study require the classifier to output posterior probabilities (as is the case for LR). If a classifier natively outputs classification scores that are not probabilities (as is the case for SVM), the former can be converted into the latter via “probability calibration”; see e.g., [Platt, 2000].
– The classifier $h$, whose demographic disparity we aim to estimate, is LR trained with balanced class weights (i.e., loss weights inversely proportional to class frequencies).

– To measure the effect of a given factor on the performance of different quantifiers, we report the signed estimation error, derived from Equations 10 and 12 as follows:

$$
e = \hat{\Delta}(s) - \Delta(s)$$

$$= \left[ p_{\mathcal{D}_3}(s) - p_{\mathcal{D}_3}(s) \right] - \left[ p_{\mathcal{D}_3}(s) - p_{\mathcal{D}_3}(s) \right]$$

We summarize the experiments by reporting the Mean Absolute Error (MAE – Equation 14) and Mean Squared Error (MSE – Equation 15), where the mean of errors $e_i$ is computed over multiple experiments $E$.

$$\text{MAE}(E) = \frac{1}{|E|} \sum_{e_i \in E} |e_i|$$

$$\text{MSE}(E) = \frac{1}{|E|} \sum_{e_i \in E} e_i^2$$

Overall, our experiments consist of over 700,000 separate estimates of demographic disparity.

The remainder of this section is organized as follows. Section 5.2 presents the chosen datasets and the applied preprocessing. Sections 5.3–5.7 motivate and detail the experimental protocols, reporting the performance of different demographic disparity estimators. Section 5.8 describes an ablation study, aimed at investigating the benefits of training and maintaining multiple class-specific quantifiers rather than a single one. Finally, Section 5.9 shows that good estimators of demographic disparity are not necessarily good at classifying the sensitive attribute at an individual level, so that reliable fairness auditing may be decoupled from this undesirable misuse of the same models.

5.2 Datasets

We perform our experiments on three datasets. We choose Adult and COMPAS, two standard datasets in the algorithmic fairness community, and Credit Card Default (hereafter: CreditCard), which serves as a representative use case for a bank performing a fairness audit of a prediction tool used internally. For each dataset, we standardize the selected features by removing the mean and scaling to unit variance.

**Adult** One of the most popular resources on the UCI Machine Learning Repository, the Adult dataset was created as a collection to benchmark

---

5 Code available at [https://github.com/alessandro-fabris/ql4facct](https://github.com/alessandro-fabris/ql4facct)

6 [https://archive.ics.uci.edu/ml/datasets/adult](https://archive.ics.uci.edu/ml/datasets/adult)
the performance of machine learning algorithms. It was extracted from the March 1994 US Current Population Survey and represents respondents along demographic and socio-economic dimensions, reporting, e.g., their sex, race, educational attainment and occupation. Each instance comes with a binary label, encoding whether their income exceeds $50,000, which is the target of the associated classification task. We consider “sex” the sensitive attribute $S$, with a binary categorization of respondents as “Female” or “Male”. From the non-sensitive attributes $X$, we remove “education-num” (a redundant feature), “relationship” (where values “husband” and “wife” are near-perfect predictors of “sex”), and “fnlwgt” (a variable released by the US Census Bureau to encode how representative each instance is of the overall population). Categorical variables are dummy-encoded and instances with missing values (7%) are removed.

COMPAS. This dataset was curated to audit racial biases in the Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) risk assessment tool, which estimates the likelihood of a defendant becoming a recidivist [Angwin et al., 2016, Larson et al., 2016]. The dataset represents defendants who were scored for risk of recidivism by COMPAS in Broward County, Florida between 2013–2014, summarizing their demographics, criminal record, custody and COMPAS scores. We consider the compas-scores-two-years subset published by ProPublica on github, consisting of defendants that were observed for two years after screening, for whom a binary recidivism ground truth is available. We follow the standard preprocessing to remove noisy instances [ProPublica, 2016]. We focus on “race” as a protected attribute $S$, restricting the data to defendants labelled “African-American” or “Caucasian”. Our attributes $X$ are defendant’s age (“age” - integer), number of juvenile felonies, misdemeanours, and other convictions (“juv_fel_count”, “juv_misd_count”, “juv_other_count” - integer), number of prior crimes (“priors_count” - integer) and degree of current charge (“c_charge_degree” - felony or misdemeanour, dummy-encoded).

CreditCard. This resource was curated to study automated credit card default prediction, following a wave of defaults in Taiwan. The dataset summarizes the payment history of customers of an important Taiwanese bank, from April to October 2005. Demographics, marital status, and education of customers are also provided, along with amount of given credit and a binary variable encoding the default on payment within the next month, which is the associated prediction task. We consider “SEX” (binarily encoded) the sensitive attribute $S$ and keep every other variable in $X$, preprocessing the categorical ones via dummy-encoding (“EDUCATION”, “MARRIAGE”, “PAY_0”, “PAY_2”, “PAY_3”, “PAY_4”, “PAY_5”, “PAY_6”). Differently from Adult, we keep marital status as its values are not trivial predictors of the sensitive attribute.

Note that we discuss variables with the names they are given in the tabular data (xls file), which do not match the ones in the documentation.
A summary of these datasets and related statistics is reported in Table 3.

Table 3: Dataset statistics after preprocessing.

| Dataset   | #data items | #non-sensitive features | sensitive attribute | S = 1 | Pr(S = 1) | Target variable | Y = ⊕ | Pr(Y = ⊕) | Y = ⊖ | Pr(Y = ⊖) |
|-----------|-------------|-------------------------|---------------------|-------|-----------|-----------------|-------|-----------|-------|-----------|
| Adult     | 45,222      | 84                      | sex                 | Male  | 0.675     | income > 50K    | no    | 0.248     |       |           |
| COMPAS    | 5,278       | 6                       | race                | Caucasian | 0.398    | recidivist no   | 0.498 |           |       |           |
| CreditCard| 30,000      | 81                      | sex                 | Male  | 0.396     | default no      | 0.779 |           |       |           |

5.3 Protocol sample-prev-D_1

5.3.1 Motivation and setup

In the first experimental protocol, we evaluate the impact of shifts in the training set D_1, by drawing different subsets D̃_1 as we vary Pr(Y = S). More specifically, we vary Pr(Y = S) between 0 and 1 with a step of 0.1. In other words, we sample at random from D_1 a proportion p of instances (x_i, s_i, y_i) such that Y = S and a proportion (1 − p) such that Y ≠ S, with p ∈ {0.0, 0.1, . . . , 0.9, 1.0}. It is worth noting that we defined D_1, in Section 2, as a training set involving (X, Y). Here we exploit our knowledge of S to control the dataset shift between training and test conditions, emulating a biased data collection procedure. Once a training set has been selected, the classifier h is learnt exclusively from non-sensitive attributes X, completely disregarding the sensitive attribute S. We choose a limited cardinality |D̃_1| = 500, which lets us perform multiple repetitions at reasonable computational costs, as outlined in Section 5.1. While this may impact the quality of the classifier h, this aspect is not the central focus of the present work.

This experimental protocol aligns with biased data collection procedures, sometimes referred to as censored data (Kallus and Zhou, 2018). Indeed, it is common for the ground truth variable to represent a mere proxy for the actual quantity of interest, with non-trivial sampling effects between the two. For instance, the validity of arrest data as a proxy for offence has been brought into question (Fogliato et al., 2021). Indeed, in this domain, different sources of sampling bias may be in action, such as uneven allocation of police resources across jurisdictions and neighbourhoods (Holmes et al., 2008) and lower levels of cooperation in populations who feel oppressed by law enforcement (Xie and Lauritsen, 2012).

By varying Pr(Y = S) we are imposing a spurious correlation between Y and S, which may be picked up by the classifier h. In extreme situations, such as when Pr(Y = S) ≃ 1, a classifier h may end up confounding the concepts behind S and Y. In turn, we expect this to unevenly impact the acceptance

---

Although Y and S take values from different domains, by Y = S we mean (Y = ⊕ ∧ S = 1) ∨ (Y = ⊖ ∧ S = 0), i.e. a situation where positive outcomes are associated with group S = 1 and negative outcomes with group S = 0.
Input: • Dataset \( D \);
• Classifier learner CLS;
• Quantification method Q;
Output: • MAE of the demographic disparity estimates;
• MSE of the demographic disparity estimates;

1. \( E \leftarrow \emptyset \);
2. for 5 random splits do
3. \( D_A, D_B, D_C \leftarrow \text{split_stratify}(D) \);
4. for \( D_1, D_2, D_3 \in \text{permutations}(D_A, D_B, D_C) \) do
5. for 10 repeats do
6. for \( p \in \{0.0, 0.1, \ldots, 0.9, 1.0\} \) do
7. /* Generate samples from \( D_1 \) at desired prevalence */
8. \( \mathcal{D}_1 \sim D_1 \) with \( P(Y = S) = p \) and \( |\mathcal{D}_1| = 500 \);
9. /* Learn a classifier \( h: X \rightarrow Y \) */
10. \( h \leftarrow \text{CLS.fit}(\mathcal{D}_1) \);
11. /* Learn quantifiers \( q: X \rightarrow [0, 1] \) */
12. \( D_{\bot} \leftarrow \{ (x_i, s_i) \in D_2 \mid h(x_i) = \bot \} \);
13. \( D_{\top} \leftarrow \{ (x_i, s_i) \in D_2 \mid h(x_i) = \top \} \);
14. \( q_{\bot} \leftarrow \text{Q.fit}(D_{\bot}) \);
15. \( q_{\top} \leftarrow \text{Q.fit}(D_{\top}) \);
16. /* Use quantifiers to estimate demographic prevalence */
17. \( D_{\bot}^3 \leftarrow \{ x_i \in D_3 \mid h(x_i) = \bot \} \);
18. \( D_{\top}^3 \leftarrow \{ x_i \in D_3 \mid h(x_i) = \top \} \);
19. \( \hat{p}_{\bot}^3(s) \leftarrow q_{\bot}(D_{\bot}^3) \);
20. \( \hat{p}_{\top}^3(s) \leftarrow q_{\top}(D_{\top}^3) \);
21. /* Compute the signed error of the demographic disparity estimate */
22. \( e = [\hat{p}_{\bot}^3(s) - \hat{p}_{\top}^3(s)] - [p_{\bot}^3(s) - p_{\top}^3(s)] ;
23. \( E \leftarrow E \cup \{e\} \)
24. end
25. end
26. end
27. mae \( \leftarrow \text{MAE}(E) \);
28. mse \( \leftarrow \text{MSE}(E) \);
29. return mae, mse

Pseudocode 1: Protocol \texttt{sample-prev-}D_1.

rates for the two demographic groups, effectively changing the demographic disparity of \( h \), i.e., our estimand \( \Delta(s) \).

Pseudocode 1 describes the main steps to implement Protocol \texttt{sample-prev-}D_1. The pale red region highlights the part of the experimental protocol that is specific to Protocol \texttt{sample-prev-}D_1; the rest is common to all experimental protocols.
5.3.2 Results

Figure 1 reports the performance of CC, PCC, ACC, PACC, SLD, and HDy on the Adult dataset under the sample-prev-$D_1$ experimental protocol. The $y$ axis depicts the estimation error (Equation 13), as we vary $\Pr(Y = S)$ along the $x$ axis. Each boxplot summarizes the results of 5 random splits, 6 role permutations, and 10 samplings of $\hat{D}_1$, for a total of 300 repetitions for each combination of 6 methods and 11 values which vary on the $x$ axis.

Each quantification approach outperforms vanilla CC, which constantly underestimates the demographic disparity of the classifier $h$, i.e., its estimate is lower than the ground truth value, so that $\hat{\Delta}_{CC}(s) < \Delta(s)$. ACC, PACC, SLD and HDy display a negligible bias and a reliable estimate of demographic disparity. The absolute error for these techniques is always below 0.1, except for a few outliers.

PCC stands out as a strong performer, with low bias and low variance. This is due to the fact that, under this experimental protocol, no shift is present between the auxiliary set $D_2$, where quantifiers are learnt, and the test set $D_3$, where they are tested. As the current protocol focuses on shifts in the training set, $D_2$ and $D_3$ remain stratified subsets of the Adult dataset, with
Table 4: Protocol sample-prev-\(D_1\). The first and second columns indicate the values of MAE and MSE (lower is better) obtained in our experiments, while the third and fourth columns indicate the probability that the Absolute Error (AE) falls below 0.1 and 0.2 (higher is better), respectively.

**Boldface** indicates the best method for a given dataset and metric. Superscripts † and ‡ denote the methods (if any) whose error scores (MAE, MSE) are not statistically significantly different from the best ones according to a paired sample, two-tailed t-test at different confidence levels: symbol † indicates 0.001 < p-value < 0.05, while symbol ‡ indicates 0.05 ≤ p-value.

The absence of any such symbol indicates p-value ≤ 0.001 (i.e., that the performance of the method is statistically significantly different from that of the best method).

| Dataset | MAE ± MSE | P(AE < 0.1) | P(AE < 0.2) |
|---------|-----------|-------------|-------------|
| Adult   | CC(LR)    | 0.107 ± 0.033 | 0.013 ± 0.006 | 0.343 | 1.000 |
|         | PCC(LR)   | 0.007 ± 0.005 | 0.000 ± 0.000 | **1.000** | **1.000** |
|         | ACC(LR)   | 0.027 ± 0.021 | 0.001 ± 0.002 | 0.994 | 1.000 |
|         | PACC(LR)  | 0.019 ± 0.014 | 0.001 ± 0.001 | **1.000** | **1.000** |
|         | SLD(LR)   | 0.015 ± 0.010 | 0.000 ± 0.000 | **1.000** | **1.000** |
|         | HDy(LR)   | 0.021 ± 0.015 | 0.001 ± 0.001 | **1.000** | **1.000** |
| COMPAS  | CC(LR)    | 0.201 ± 0.070 | 0.045 ± 0.030 | 0.061 | 0.518 |
|         | PCC(LR)   | **0.026** ± 0.018 | **0.001** ± 0.001 | **1.000** | **1.000** |
|         | ACC(LR)   | 0.287 ± 0.204 | 0.124 ± 0.167 | 0.188 | 0.389 |
|         | PACC(LR)  | 0.180 ± 0.152 | 0.055 ± 0.097 | 0.363 | 0.650 |
|         | SLD(LR)   | 0.108 ± 0.080 | 0.018 ± 0.025 | 0.546 | 0.858 |
|         | HDy(LR)   | 0.093 ± 0.070 | 0.014 ± 0.019 | 0.608 | 0.914 |
| CreditCard | CC(LR)  | 0.068 ± 0.043 | 0.006 ± 0.007 | 0.788 | 0.996 |
|          | PCC(LR)   | **0.011** ± 0.008 | **0.000** ± 0.000 | **1.000** | **1.000** |
|          | ACC(LR)   | 0.194 ± 0.152 | 0.061 ± 0.051 | 0.326 | 0.593 |
|          | PACC(LR)  | 0.140 ± 0.111 | 0.032 ± 0.048 | 0.448 | 0.744 |
|          | SLD(LR)   | 0.052 ± 0.041 | 0.004 ± 0.007 | 0.872 | 0.996 |
|          | HDy(LR)   | 0.067 ± 0.050 | 0.007 ± 0.010 | 0.767 | 0.985 |

identical distribution over \((S,Y)\). This in turn favours PCC, which relies on the posterior probabilities of its classifier \(k\) being well calibrated on \(D_3\).\(^{10}\)

Results for the COMPAS and CreditCard datasets are reported in Table 4 along with a summary of results for the Adult dataset we just discussed. Columns labelled MAE and MSE report the Mean Absolute Error and Mean Squared Error of each technique, as defined in Equations (14) and (15). The last two columns report the frequency with which the absolute error is below 0.1 (second-to-last column) and 0.2 (last column) across the entire experimental protocol. The trends we discussed also hold for COMPAS and CreditCard.

\(^{10}\) Posterior probabilities \(Pr(s|x)\) are said to be well calibrated when, given a sample \(\sigma\) drawn from \(\mathcal{X}\)

\[
\lim_{|\sigma| \to \infty} \frac{|\{x \in \sigma | Pr(s|x) = \alpha\}|}{|\{x \in \sigma | Pr(s|x) = \alpha\}|} = \alpha.
\]

i.e., when for big enough samples, \(\alpha\) approximates the true proportion of data items belonging to class \(s\) among all data items for which \(Pr(s|x) = \alpha\).
Most notably, both datasets appear to provide a harder setting for the inference of the sensitive attribute $S$ from the non-sensitive attributes $X$, as shown by higher MAE and MSE, which, for instance, increase by one order of magnitude for SLD and PACC moving from Adult to COMPAS.

5.4 Protocol flip-prev-$D_1$

5.4.1 Motivation and setup

Certain biases in the training set resulting from domain-specific practices, such as the use of arrest as a substitute for offence, may be modelled as either a selection bias (Fogliato et al., 2021) or a label bias distorting the ground truth variable $Y$ (Fogliato et al., 2020). With this experimental protocol, we impose the latter bias by actively flipping some ground truth labels $Y$ in $D_1$ based on their sensitive attribute. Similarly to sample-prev-$D_1$, this protocol achieves a given association between the target $Y$ and sensitive variable $S$ in the training set $D_1$. However, instead of sampling, it does so by flipping the $Y$ label of some data points. More specifically, we impose $\Pr(Y = \ominus | S = 0) = \Pr(Y = \oplus | S = 1) = p$ and let $p$ take values across eleven evenly spaced values between 0 and 1. For every value of $p$, we firstly sample a random subset $\tilde{D}_1$ of the training set with cardinality 500. Next, we actively flip some $Y$ labels in both demographic groups, until both $\Pr(Y = \ominus | S = 0)$ and $\Pr(Y = \ominus | S = 1)$ reach a desired value of $p \in \{0.0, 0.1, \ldots, 0.9, 1.0\}$. Finally, we train a classifier $h$ on the attributes $X$ and modified ground truth $Y$ of $\tilde{D}_1$.

This experimental protocol is compatible with settings where the training data captures a distorted ground truth due to systematic biases and group-dependent annotation accuracy (Wang et al., 2021). As an example, the quality of medical diagnoses can depend on race, sex and socio-economic status (Gianfrancesco et al., 2018). Moreover, health care expenditures have been used as a proxy to train an algorithm deployed nationwide in the US to estimate patients’ health care needs, resulting in systematic underestimation of the needs of black patients (Obermeyer et al., 2019). In the hiring domain, employer response rates to resumes have been found to vary with the perceived ethnic origin of an applicant’s name (Bertrand and Mullainathan, 2004). Finally, the gender gap in mathematical performance, while negligible in elementary school, has been found to increase with age (Lindberg et al., 2010), possibly due to gender stereotypes arising in this domain from an early age (Cvencek et al., 2011) and to the prescriptive nature of these stereotypes (Ellemers, 2018; Nosek et al., 2002). These are all examples where the “ground truth” associated with a dataset is distorted to the disadvantage of a sensitive demographic group.

Similarly to Section 5.3, we expect this experimental protocol to bring about sizeable variations in the demographic disparity of classifier $h$ due to the strong correlation we are imposing between $S$ and $Y$ via label flipping.
Fig. 2: Protocol flip-prev-$D_1$ on the Adult dataset. Distribution of the estimation error ($y$ axis) as $\Delta(s)$ varies ($x$ axis).

The pseudocode describing this protocol is essentially the same as in Pseudocode 1, simply replacing the sampling in line 8 with the label flipping procedure described above; we hence omit it for the sake of conciseness.

5.4.2 Results

Figure 2 illustrates the key trends brought about by this experimental protocol on the Adult dataset. A clear trend is visible along the $x$ axis, which reports the true demographic disparity $\Delta(s)$ for the classifier $h$ (Equation 10), quantized with a step of 0.1. We choose to depict the true demographic disparity on the $x$ axis as it is the estimand, hence a quantity of interest by definition. The error incurred by CC displays a linear trend that goes from severe under-estimation (for low values of the $x$ axis) to severe over-estimation (for large values of the $x$ axis). In other words, the (signed) estimation error increases with the true demographic disparity of the classifier $h$, a phenomenon also noticed by Chen et al. (2019).

All remaining approaches compensate for this weakness and display a good estimation error: PCC, ACC, PACC, SLD, HDy have low variance and a median estimation error of zero across different values of the estimand. PCC stands out as particularly effective, which, just like for protocol sample-prev-$D_1$, can be explained with a complete absence of shift between $D_2$ and $D_3$, which makes the posteriors of the underlying classifier $k$ reliable during inference.

As summarized in Table 5, similar trends obtain for the COMPAS dataset, albeit with worse average performance, already noticed in Section 5.3. A notable result on CreditCard is the solid performance of Classify-and-Count. We notice that, on CreditCard, the entire range of biased training sets $D_1$...
imposed by protocol flip-prev-$D_1$ brings about low variability in the true demographic disparity of classifier $h$ on $D_3$, such that the maximum and minimum values of $\Delta(s)$ across the entire protocol differ by 0.2. This variability is one order of magnitude lower than the one measured on the Adult dataset, where the maximum and minimum values taken by $\Delta(s)$ differ by 1, as per Figure 2, making estimation via Classify-and-Count more challenging on Adult rather than on CreditCard.

5.5 Protocol sample-size-$D_2$

5.5.1 Motivation and setup

A further factor of interest for the estimation problem is the size of the auxiliary set $D_2$, whose influence is studied in this experimental protocol. Our goal is to understand how low we can go in the small data regime, before degrading the performance of different estimation techniques. We consider subsets $\tilde{D}_2$ of the auxiliary set, sampling instances uniformly without replacement from it. We let cardinality $|\tilde{D}_2|$ take five values that are evenly spaced on a log scale, between a minimum sample size $|\tilde{D}_2|=1,000$ and a maximum size $|\tilde{D}_2|=|D_2|$. In other words, we let the cardinality of the auxiliary set take five different values between 1,000 and $|D_2|$ in a geometric progression. As described in Section 5.1, for each cardinality of the auxiliary set we wish to test, we perform ten samplings over five splits and six permutations, for a total of 300 repetitions per approach per dataset. Pseudocode 2 describes the Protocol sample-size-$D_2$, with a pale red region highlighting the parts that are specific to this protocol.

| Table 5: Protocol flip-prev-$D_1$. |
|-----------------------------------|
| MAE | MSE | $P(\text{AE} < 0.1)$ | $P(\text{AE} < 0.2)$ |
|-----------------------------------|
| **Adult**                        |
| CC(LR) 0.131 ± 0.066 | 0.021 ± 0.018 | 0.341 | 0.830 |
| PCC(LR) 0.007 ± 0.005 | **0.000 ± 0.000** | 1.000 | 1.000 |
| ACC(LR) 0.027 ± 0.022 | 0.001 ± 0.002 | 0.988 | 1.000 |
| PACC(LR) 0.019 ± 0.015 | 0.001 ± 0.001 | **1.000** | 1.000 |
| SLD(LR) 0.014 ± 0.010 | 0.000 ± 0.000 | **1.000** | 1.000 |
| HDy(LR) 0.020 ± 0.016 | 0.001 ± 0.001 | **1.000** | 1.000 |
| **COMPAS**                       |
| CC(LR) 0.247 ± 0.091 | 0.070 ± 0.047 | 0.051 | 0.297 |
| PCC(LR) 0.026 ± 0.019 | **0.001 ± 0.001** | 1.000 | 1.000 |
| ACC(LR) 0.288 ± 0.233 | 0.124 ± 0.170 | 0.186 | 0.385 |
| PACC(LR) 0.177 ± 0.142 | 0.052 ± 0.083 | 0.347 | 0.652 |
| SLD(LR) 0.109 ± 0.081 | 0.018 ± 0.025 | 0.541 | 0.857 |
| HDy(LR) 0.090 ± 0.070 | 0.013 ± 0.019 | 0.625 | 0.920 |
| **CreditCard**                   |
| CC(LR) 0.055 ± 0.038 | 0.005 ± 0.005 | 0.859 | **1.000** |
| PCC(LR) 0.011 ± 0.008 | **0.000 ± 0.000** | 1.000 | 1.000 |
| ACC(LR) 0.197 ± 0.154 | 0.063 ± 0.094 | 0.326 | 0.588 |
| PACC(LR) 0.136 ± 0.106 | 0.030 ± 0.046 | 0.450 | 0.764 |
| SLD(LR) 0.056 ± 0.042 | 0.005 ± 0.007 | 0.842 | 0.995 |
| HDy(LR) 0.069 ± 0.053 | 0.008 ± 0.011 | 0.753 | 0.977 |

A further factor of interest for the estimation problem is the size of the auxiliary set $D_2$, whose influence is studied in this experimental protocol. Our goal is to understand how low we can go in the small data regime, before degrading the performance of different estimation techniques. We consider subsets $\tilde{D}_2$ of the auxiliary set, sampling instances uniformly without replacement from it. We let cardinality $|\tilde{D}_2|$ take five values that are evenly spaced on a log scale, between a minimum sample size $|\tilde{D}_2|=1,000$ and a maximum size $|\tilde{D}_2|=|D_2|$. In other words, we let the cardinality of the auxiliary set take five different values between 1,000 and $|D_2|$ in a geometric progression. As described in Section 5.1, for each cardinality of the auxiliary set we wish to test, we perform ten samplings over five splits and six permutations, for a total of 300 repetitions per approach per dataset. Pseudocode 2 describes the Protocol sample-size-$D_2$, with a pale red region highlighting the parts that are specific to this protocol.
This protocol is justified by the well-documented difficulties in demographic data procurement for industry practitioners, which vary depending on domain, company, and other factors of disparate nature (Andrus et al., 2021; Beutel et al., 2019b; Bogen et al., 2020; Galdon Clavell et al., 2020; Holstein et al., 2019). As an example, Galdon Clavell et al. (2020) perform an internal fairness audit of a personalized well-being recommendation app, for which sensitive features are not collected in production, following data minimization principles. However, sensitive features were available from an initial development phase in an auxiliary set, whose size was determined by prior considerations, likely driven by accuracy requirements rather than fairness ones. Furthermore, the collection of sensitive attributes in the US is highly industry-dependent, ranging from mandatory to forbidden, depending on the fragmented regulation applicable in each domain (Bogen et al., 2020). Finally, high quality auxiliary sets may be obtained through optional surveys (Wilson et al., 2021), for which response rates are highly dependent on trust, and can be improved by making the intended use for the data clearer (Andrus et al., 2021).

For these reasons, the cardinality of the auxiliary set $D_2$ is an interesting variable in the context of fairness audits. The estimation methods we consider have peculiar data requirements, with diverse purposes (e.g., estimation of true positive rates – $\text{tpr}$) and approaches. For this reason, interesting patterns should emerge from this protocol. We expect key trends for the estimation error to vary monotonically with cardinality $|D_2|$, which is why we let it vary according to a geometric progression.

### 5.5.2 Results

The estimation error under this experimental protocol on the Adult dataset is depicted in Figure 3 as we vary the cardinality $|D_2|$ along the $x$ axis. Clearly, the variance for each approach decreases with the size of its training set. Additionally, slight biases may improve, as is the case with HDy. The most striking trend is the unreliability of ACC and PACC (and especially the former) in the small data regime. Indeed, these are adjusted methods, which require splitting the auxiliary set $D_2$ into a first subset used for the actual training of a classifier and a second subset used to compute its $\text{tpr}$ and $\text{fpr}$ for the adjustment of prevalence estimates, as per Equations (5) and (7).

Similar results hold for COMPAS and CreditCard, as reported in Table 6. Across the three datasets, PACC and ACC perform quite poorly due to the difficulty in estimating the $\text{tpr}$ and $\text{fpr}$ with few labelled data points available.

---

11 Once the estimations for $\text{tpr}$ and $\text{fpr}$ have been computed, it would be possible to retrain the classifier, using the whole training set (as is customarily done in other areas of machine learning), thus generating a more robust classifier. In this particular case, however, retraining might cause the adjustment of the quantification to become less stable, since the main ingredients of the adjustment (the $\text{tpr}$ and $\text{fpr}$) actually characterize a different classifier. The extent to which this trade-off (more data vs. unstable adjustment) ends up impacting negatively or positively the final computation of the prevalence values is out of scope for this study; we thus avoid retraining in favour of having congruent estimates for the rates.
Input: • Dataset $D$;  
  • Classifier learner CLS;  
  • Quantification method Q;  
Output: • MAE of the demographic disparity estimates;  
  • MSE of the demographic disparity estimates;  

1 $E \leftarrow \emptyset$;  
2 for 5 random splits do  
  3 $D_A, D_B, D_C \leftarrow \text{split_stratify}(D)$;  
  4 for $D_1, D_2, D_3 \in \text{permutations}(D_A, D_B, D_C)$ do  
    5 /* Learn a classifier $h : X \rightarrow Y$ */  
    6 $h \leftarrow \text{CLS.fit}(D_1)$;  
    7 for 10 repeats do  
      8 /* Generate samples from $D_2$ at desired size */  
      9 $\hat{D}_2 \sim D_2$ with $|\hat{D}_2| = s$;  
      10 /* Learn quantifiers $q_y : 2^X \rightarrow [0, 1]$ */  
      11 $\hat{D}_2^\oplus \leftarrow \{(x_i, s_i) \in \hat{D}_2 | h(x_i) = \oplus\}$;  
      12 $\hat{D}_2^\ominus \leftarrow \{(x_i, s_i) \in \hat{D}_2 | h(x_i) = \ominus\}$;  
      13 $\hat{q}_\ominus \leftarrow \text{Q.fit}(\hat{D}_2^\ominus)$;  
      14 $\hat{q}_\oplus \leftarrow \text{Q.fit}(\hat{D}_2^\oplus)$;  
      15 /* Use quantifiers to estimate demographic prevalence */  
      16 $\hat{D}_3^\ominus \leftarrow \{x_i \in D_3 | h(x_i) = \ominus\}$;  
      17 $\hat{D}_3^\oplus \leftarrow \{x_i \in D_3 | h(x_i) = \oplus\}$;  
      18 $\hat{p}_\ominus^{D_3}(s) \leftarrow \hat{q}_\ominus(\hat{D}_2^\ominus)$;  
      19 $\hat{p}_\oplus^{D_3}(s) \leftarrow \hat{q}_\oplus(\hat{D}_2^\oplus)$;  
      20 /* Compute the signed error of the demographic disparity estimate */  
      21 $e = \left[ \hat{p}_\ominus^{D_3}(s) - \hat{p}_\ominus^{D_3}(s) \right] - \left[ p_\ominus(D_3) - p_\ominus(D_3) \right]$;  
      22 $E \leftarrow E \cup \{e\}$  
    23 end  
  24 end  
  25 end  
  26 $\text{mae} \leftarrow \text{MAE}(E)$;  
  27 $\text{mse} \leftarrow \text{MSE}(E)$;  
  28 return mae, mse  

Pseudocode 2: Protocol sample-size-$D_2$.  

from $\hat{D}_2$. On the other hand, both SLD and HDy are fairly reliable. Once again, we find PCC to be the best performer, for the same reasons discussed in Section 5.3 and 5.4, i.e., the absence of shift between $D_2$ and $D_3$. This sort of shift is actually a key variable for the estimation problem at hand and will be the target of the next experimental protocols, described in Sections 5.6 and 5.7.
Fig. 3: Protocol sample-size-$\mathcal{D}_2$ on the Adult dataset. Distribution of the estimation error (y axis) as the cardinality $|\mathcal{D}_2|$ is varied (x axis).

Table 6: Protocol sample-size-$\mathcal{D}_2$

|              | MAE   | MSE   | P(AE < 0.1) | P(AE < 0.2) |
|--------------|-------|-------|-------------|-------------|
| Adult        |       |       |             |             |
| CC(LR)       | 0.113 | ± 0.026 | 0.013 ± 0.005 | 0.259 | 1.000 |
| PCC(LR)      | 0.012 | ± 0.010 | 0.000 ± 0.000 | 1.000 | 1.000 |
| ACC(LR)      | 0.077 | ± 0.114 | 0.019 ± 0.085 | 0.797 | 0.941 |
| PACC(LR)     | 0.048 | ± 0.062 | 0.067 ± 0.037 | 0.880 | 0.983 |
| SLD(LR)      | 0.023 | ± 0.019 | 0.001 ± 0.002 | 0.995 | 1.000 |
| HDy(LR)      | 0.038 | ± 0.030 | 0.002 ± 0.004 | 0.949 | 1.000 |
| COMPAS       |       |       |             |             |
| CC(LR)       | 0.213 | ± 0.058 | 0.049 ± 0.027 | 0.016 | 0.447 |
| PCC(LR)      | **0.028** | ± 0.019 | **0.001** ± 0.001 | **0.999** | 1.000 |
| ACC(LR)      | 0.299 | ± 0.213 | 0.135 ± 0.177 | 0.185 | 0.383 |
| PACC(LR)     | 0.230 | ± 0.188 | 0.088 ± 0.143 | 0.289 | 0.533 |
| SLD(LR)      | 0.122 | ± 0.091 | 0.023 ± 0.032 | 0.488 | 0.807 |
| HDy(LR)      | 0.095 | ± 0.073 | 0.014 ± 0.020 | 0.595 | 0.910 |
| CreditCard   |       |       |             |             |
| CC(LR)       | 0.105 | ± 0.056 | 0.014 ± 0.014 | 0.476 | 0.943 |
| PCC(LR)      | **0.020** | ± 0.017 | **0.001** ± 0.001 | **0.998** | 1.000 |
| ACC(LR)      | 0.321 | ± 0.254 | 0.168 ± 0.237 | 0.224 | 0.389 |
| PACC(LR)     | 0.307 | ± 0.248 | 0.156 ± 0.222 | 0.245 | 0.429 |
| SLD(LR)      | 0.064 | ± 0.054 | 0.007 ± 0.012 | 0.813 | 0.971 |
| HDy(LR)      | 0.068 | ± 0.051 | 0.007 ± 0.010 | 0.765 | 0.983 |

5.6 Protocol sample-prev-$\mathcal{D}_2$

5.6.1 Motivation and setup

The auxiliary set $\mathcal{D}_2$ can also display significant dataset shifts with respect to the the sets $\mathcal{D}_1$ and $\mathcal{D}_3$ available during training or at deployment. With this
experimental protocol, we assess the estimation error under shifts which affect either $D_2^\ominus$ or $D_2^\oplus$, i.e., the subsets of $D_2$ labelled positively or negatively by classifier $h$. We consider two experimental sub-protocols, describing variations in the prevalence of sensitive variable $S$ in either subset. More specifically, we let $\Pr(s|\ominus)$ (or its dual $\Pr(s|\oplus)$) take 9 evenly spaced values between 0.1 and 0.9. We avoid extreme values of 0 and 1 which would make either demographic group $S = 0$ or $S = 1$ absent from the training set of one quantifier. To exemplify, in sub-protocol sample-prev-$D_2^\ominus$ we let the prevalence $\Pr(s|\ominus)$ in $\tilde{D}_2^\ominus$ take values in $\{0.1, 0.2, \ldots, 0.8, 0.9\}$, while the remaining subset $\tilde{D}_2^\oplus$ remains at its natural prevalence $\Pr(s|\oplus)$. For each repetition, we set $|\tilde{D}_2^\ominus| = |\tilde{D}_2^\oplus| = 500$. This makes for a challenging quantification setting and allows for fast training of multiple quantifiers across many repetitions. Pseudocode 3 describes the protocol when acting on $D_2^\ominus$; the case for $D_2^\oplus$ is analogous, and comes down to swapping the roles of $D_2^\ominus$ and $D_2^\oplus$ in Lines 12 and 13.

This protocol captures issues of representativeness in demographic data, e.g., due to non-uniform response rates across subpopulations (Schouten et al., 2009, 2012). Given the importance of trust for the provision of one’s sensitive attributes, in some domains this practice is considered akin to a data donation (Andrus et al., 2021). Individuals from groups that historically had worse quality or lower acceptance rates for a service can be hesitant to disclose their membership to said group, fearing it may be used against them as grounds for rejection or discrimination (Hasnain-Wynia and Baker, 2006). This may be especially true for individuals who perceive to be at high risk of rejection, bringing about complex selection biases, jointly dependent on $S$ and $Y$, or $S$ and $\hat{Y}$ if individuals have some knowledge of the classification procedure. For example, health care providers are advised to collect information about patients’ race to monitor the quality of services across subpopulations. In a field study, 28% of patients reported discomfort about disclosure of their own race to a clerk, with black patients significantly less comfortable than white patients on average (Baker et al., 2005).

This is the first protocol we describe where quantifiers are trained on subsets $\tilde{D}_2^\ominus$, $\tilde{D}_2^\oplus$ that have a different prevalence for the sensitive variable $S$ with respect to their counterparts $D_2^\ominus$, $D_2^\oplus$ in the deployment set. More specifically, with this protocol, we vary the joint distribution of $(S, \hat{Y})$ to directly influence the demographic disparity of the classifier $h$ on the auxiliary set $D_2$, and move it away from the value $\Delta(s)$ of the same measure computed on the deployment set $D_3$. This is a fundamental evaluation protocol as it makes our estimand different across $D_2$ (or, more precisely, its modified version $\tilde{D}_2$) and $D_3$, which is typically expected in practice. If this were not the case, a practitioner could simply resort to an explicit computation of demographic disparity on the auxiliary set $D_2$ and deem it representative of any deployment condition. Given this reasoning, we borrow this protocol from the quantification literature to cause sizeable variations in the demographic disparity of $h$ across $D_2$ and $D_3$, which act as the training and test set to different quantifiers. We expect these

---

12 The natural prevalence is matched allowing for small fluctuations due to subsampling.
Input:
• Dataset $\mathcal{D}$;
• Classifier learner CLS;
• Quantification method $Q$;
Output:
• MAE of the demographic disparity estimates;
• MSE of the demographic disparity estimates;

Pseudocode 3: Protocol sample-prev-$D_2$, shown for variations of prevalence values in class $y = \emptyset$.

Variations to bring about clear trends in the estimation error of demographic parity for the approaches considered in this work.

5.6.2 Results

Figure 4 depicts the estimation error on the $y$ axis, as we vary, on the $x$ axis, the sensitive attribute prevalence in $D_2^0$ (Figure 4a) and $D_2^p$ (Figure 4b). CC,
Fig. 4: Protocol \texttt{sample-prev-$D_2^\ominus$} on the Adult dataset. Distribution of the estimation error (y axis) as $D_2$ is sampled with a given $Pr(S = 1 | Y = \ominus)$ value, plot (a), or $Pr(S = 1 | Y = \oplus)$ value, plot (b) (x axis). The green line indicates the value of \( Pr(S = 1) \) as observed in $D_2^\ominus$, plot (a), or $D_2^\oplus$, plot (b).

PCC, and HDy stand out as fairly sensitive to shifts in their training set. In sub-protocol \texttt{sample-prev-$D_2^\ominus$}, summarized in Figure 4b, we have that the prevalence of males in the subset $D_2^\ominus$, used to train one of the quantifiers, is almost always lower than the prevalence in the respective test subset $D_3^\oplus$,
Table 7: Protocol sample-prev-$D_2$.

|                | MAE    | MSE     | $P(AE < 0.1)$ | $P(AE < 0.2)$ |
|----------------|--------|---------|---------------|---------------|
| **Adult**      |        |         |               |               |
| CC(LR)         | 0.246  | ± 0.170 | 0.093 ± 0.118 | 0.266 ± 0.472 |
| PCC(LR)        | 0.224  | ± 0.167 | 0.078 ± 0.103 | 0.277 ± 0.523 |
| ACC(LR)        | 0.148  | ± 0.157 | 0.047 ± 0.122 | 0.474 ± 0.775 |
| PACC(LR)       | 0.104  | ± 0.095 | 0.020 ± 0.045 | 0.590 ± 0.884 |
| SLD(LR)        | 0.085  | ± 0.069 | 0.012 ± 0.019 | 0.670 ± 0.924 |
| HDy(LR)        | 0.235  | ± 0.190 | 0.091 ± 0.132 | 0.298 ± 0.519 |
| **COMPAS**     |        |         |               |               |
| CC(LR)         | 0.421  | ± 0.265 | 0.248 ± 0.240 | 0.079 ± 0.262 |
| PCC(LR)        | 0.246  | ± 0.167 | 0.089 ± 0.103 | 0.233 ± 0.463 |
| ACC(LR)        | 0.390  | ± 0.275 | 0.228 ± 0.281 | 0.143 ± 0.285 |
| PACC(LR)       | 0.277  | ± 0.222 | 0.126 ± 0.197 | 0.229 ± 0.451 |
| SLD(LR)        | 0.147  | ± 0.118 | 0.036 ± 0.057 | 0.425 ± 0.726 |
| HDy(LR)        | 0.237  | ± 0.174 | 0.086 ± 0.112 | 0.259 ± 0.490 |
| **CreditCard** |        |         |               |               |
| CC(LR)         | 0.386  | ± 0.258 | 0.216 ± 0.222 | 0.128 ± 0.317 |
| PCC(LR)        | 0.229  | ± 0.144 | 0.073 ± 0.076 | 0.231 ± 0.460 |
| ACC(LR)        | 0.433  | ± 0.315 | 0.287 ± 0.326 | 0.189 ± 0.297 |
| PACC(LR)       | 0.428  | ± 0.310 | 0.279 ± 0.320 | 0.187 ± 0.296 |
| SLD(LR)        | 0.197  | ± 0.135 | 0.057 ± 0.068 | 0.289 ± 0.555 |
| HDy(LR)        | 0.244  | ± 0.157 | 0.084 ± 0.091 | 0.219 ± 0.439 |

reported with a vertical green line. As a result, quantifiers trained on $D_2^\oplus$ tend to systematically underestimate the prevalence of males in $D_3^\ominus$ and overestimate the (signed) demographic disparity of classifier $h$ as a result. Similar considerations hold for sub-protocol sample-prev-$D_2^\ominus$, with a sign flip due to $p_{D_3^\ominus}(s)$ being the first term in Equation 10. Although less substantial, also SLD displays similar trends.

The remaining methods, ACC and PACC, have a good median performance, compensating this type of shift with the respective adjustments. On the negative side, they display a large variance, due to a small cardinality of the auxiliary set in this protocol, which makes adjustments particularly unstable, as seen under protocol sample-size-$D_2$ (Section 5.5). These effects are particularly evident at the extrema of the $x$ axis, which correspond to settings where few instances with either $S = 0$ or $S = 1$ are available for quantifier training. In turn, the few positives (negatives) make it particularly difficult to estimate the $tpr$ ($tnr$) of $k$ reliably, as required by Equations (5) and (7). For example, in Figure 4a we see ACC reaching error rates that range between $-0.7$ and 1.3. Given that the true demographic disparity of the classifier $h$ is $\Delta(s) = -0.3$, these are the worst possible errors, corresponding to extreme estimates $\hat{\Delta}(s) = -1$ and $\hat{\Delta}(s) = 1$, respectively.

Similar trends also hold for COMPAS and CreditCard as summarized in Table 7. Overall, SLD seems to strike the best balance between bias and variance. It is worth noting that (1) with this protocol we tested extreme shifts in the prevalence of sensitive attribute between the auxiliary set $D_2$ and de-
employment set $D_3$ and that (2) the summary in Table 7 treats every prevalence as equally likely, while in practice we expect that extreme shifts will be less probable, helping to bound the estimation errors closer to zero. Indeed, in Figure 4 every method performs better in a proximity of the test prevalence.

5.7 Protocol sample-prev-$D_3$

5.7.1 Motivation and setup

This is essentially the counterpart of protocol sample-prev-$D_2$ (Section 5.6), focusing on shifts in the test set $D_3$. Similarly, we consider two sub-protocols that model changes in the prevalence of a sensitive variable $S$ in the test subset of either positively or negatively predicted instances, called $D^{\oplus}_3$ and $D^{\ominus}_3$. More in detail, we let $Pr(s|\ominus)$ (or its dual $Pr(s|\oplus)$) in $D_3$ take eleven evenly spaced values between 0 and 1. For example, under sub-protocol sample-prev-$D^{\ominus}_3$, we vary the prevalence of sensitive attribute $S$ in $D^{\ominus}_3$, so that $Pr(s|\ominus) \in \{0.0, 0.1, \ldots, 0.9, 1.0\}$, while keeping the prevalence in $D^{\oplus}_3$ fixed. Contrary to protocol sample-prev-$D_2$, here we also allow for extreme prevalence values of 0 and 1 for the sensitive attribute $S$, as this does not invalidate the quantifiers’ training. For both sub-protocols, in each repetition we sample subsets of the test set $D_3$ such that $|\bar{D}^{\ominus}_3| = |\bar{D}^{\oplus}_3| = 500$. Pseudocode 4 describes the protocol when acting on $D^{\ominus}_3$; the case for $D^{\oplus}_3$ is analogous, and comes down to swapping the roles of $D^{\ominus}_3$ and $D^{\oplus}_3$ in Lines 18 and 19. Note that the pale red region (delimiting the protocol-specific computations) comprises the computation of the error (line 24) since, in this case, the error is computed with respect to the samples $\bar{D}^{\ominus}_3$ and $\bar{D}^{\oplus}_3$, and not with respect to $D^{\ominus}_3$ and $D^{\oplus}_3$.

This protocol accounts for the inevitable evolution of phenomena, especially those related to human behaviour. Indeed, it is common in real-world scenarios for data generation processes to be non-stationary and change across training and test, due e.g., to seasonality or any sort of unmodelled novelty and difference in populations (Ditzler et al., 2015; Malinin et al., 2021; Moreno-Torres et al., 2012). Given most work on algorithmic fairness focuses on decisions or predictions about people, and given the unavoidable role of change in human lives, values, and behaviour, the above considerations about non-stationarity seem particularly relevant in this context. For instance, data available from one population is often repurposed to train algorithms that will be deployed on a different population, requiring ad-hoc fair learning approaches (Coston et al., 2019) and evoking the portability trap of fair machine learning (Selbst et al., 2019). Moreover, agents may be responsive to novel technology in their social context and adapt their behaviour accordingly (Hu et al., 2019; Tsirtsis et al., 2019), causing ripple effects (Selbst et al., 2019) and feedback loops (Mansoury et al., 2020). Furthermore, as a concrete (although spurious) example of a shift in a popular fairness dataset, the repeated offense rate for black and white defendants in the COMPAS dataset (Larson et al., 2016) increases sharply between 2013 and 2014 (Barenstein, 2019; Biswas and Mukher-
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As a final example, personalized pricing constitutes an increasingly possible practice with non-trivial fairness concerns (Kallus and Zhou, 2021) and inevitable shifts due to changing habits and environments (Sindreu, 2021).

In the quantification literature, this is the most common evaluation protocol. Similarly to sample-prev-$D_2$, it imposes shifts in the estimand between the training and testing conditions of a quantifier, represented by the auxiliary set $D_2$ and the deployment set $D_3$, respectively. Through this protocol, we expect to find similar patterns to those highlighted in Section 5.6, with the roles of the auxiliary set $D_2$ and test set $D_3$ now switched. Under this protocol, $D_3$ has a smaller cardinality and variable prevalence (and is referred to as $\tilde{D}_3$ for this reason), while $D_2$ is kept to its original cardinality and prevalence of sensitive attribute $S$.

### 5.7.2 Results

The estimation error under this protocol is reported in Figure 5, on the $y$ axis, as we vary the prevalence of protected groups in the test set, on the $x$ axis. Figure 5a concentrates on prevalence variations in $D_3^\ominus$, while Figure 5b considers variations of the prevalence of protected groups in $D_3^\oplus$. Similar trends emerge under both sub-protocols. Similarly to Section 5.6, both CC and PCC display a clear trend along the $x$ axis, vastly over- or under-estimating the demographic disparity of $h$, and proving to be rather unreliable in settings where the priors of their test set drift away from the priors of their training set. In sub-protocol sample-prev-$D_2$, symmetrically to sub-protocol sample-prev-$D_2^\oplus$, we have that the prevalence of males in the subset $\tilde{D}_3^\oplus$, used to test one of the quantifiers, is almost always lower than the prevalence in the respective training subset $D_2^\oplus$. As a result, CC tends to systematically overestimate the prevalence of males in $\tilde{D}_3^\oplus$ and underestimate the (signed) demographic disparity of classifier $h$ as a result.

ACC, PACC, and HDy are three methods that require splitting the training set to estimate auxiliary quantities. With respect to protocol sample-prev-$D_2$, where $|\tilde{D}_2|=1,000$, in this experiment they all benefit from a larger training set, reducing the bias of HDy and the variance of ACC and PACC. Finally, SLD maintains a reliable performance. Analogous results obtain on COMPAS and CreditCard, as summarized in Table 8. Similarly to Table 7, we find that, under large shifts between the auxiliary and deployment set, the estimation of demographic disparity is more difficult on COMPAS and CreditCard than on the Adult dataset.

### 5.8 Ablation study

#### 5.8.1 Motivation and setup

In Sections 5.3–5.7 we tested six approaches to estimate demographic disparity. For each approach, we exploited multiple quantifiers for the sensitive attribute
Pseudocode 4: Protocol sample-prev-$D_A$, shown for variations of prevalence values in class $y = \ominus$.

$\mathcal{S}$, namely one for each class in the codomain of classifier $h$. In the binary setting adopted in this work, where $\mathcal{Y} = \{\ominus, \oplus\}$, we trained two quantifiers. One quantifier was trained on the set of positively-classified instances of the auxiliary set $D_A^\oplus = \{(x_i, s_i) \in D_2 \mid h(x_i) = \oplus\}$ and deployed to quantify the prevalence of sensitive instances (such that $S = s$) within the deployment subset $D_A^\ominus$. The remaining quantifier was trained on $D_A^\ominus$ and deployed on $D_A^\oplus$. 

```plaintext
Input: • Dataset $D$;
• Classifier learner CLS;
• Quantification method Q;
Output: • MAE of the demographic disparity estimates;
• MSE of the demographic disparity estimates;

1 $E \leftarrow \emptyset$;
2 for 5 random splits do
3 \[ D_A, D_B, D_C \leftarrow \text{split-stratify}(D) ; \]
4 for $D_1, D_2, D_3$ \in permutations($D_A, D_B, D_C$) do
5 /* Learn a classifier $h : X \rightarrow Y$ */
6 $h \leftarrow \text{CLS.fit}(D_1)$ ;
7 $D_2^\oplus \leftarrow \{(x_i, s_i) \in D_2 \mid h(x_i) = \oplus\}$ ;
8 $D_2^\ominus \leftarrow \{(x_i, s_i) \in D_2 \mid h(x_i) = \ominus\}$ ;
9 /* Learn quantifiers $q_h : 2^X \rightarrow [0, 1]$ */
10 $q_\ominus \leftarrow \text{Q.fit}(D_2^\ominus)$ ;
11 $q_\oplus \leftarrow \text{Q.fit}(D_2^\oplus)$ ;
12 /* Split instances in $D_3$ based on predicted labels from $h$ */
13 $D_3^\ominus \leftarrow \{x_i \in D_3 \mid h(x_i) = \ominus\}$ ;
14 $D_3^\oplus \leftarrow \{x_i \in D_3 \mid h(x_i) = \oplus\}$ ;
15 for 10 repeats do
16 \[ for p \in \{0.1, 0.2, \ldots, 0.9\} \]do
17 /* Generate samples from $D_3^\ominus$ at desired prevalence and
18 size, and uniform samples from $D_3^\oplus$ at desired size */
19 $D_3^\ominus \sim D_3^\ominus$ with $p_{D_3^\ominus}(s) = p$ and $|D_3^\ominus| = 500$ ;
20 $D_3^\oplus \sim D_3^\oplus$ with $|D_3^\oplus| = 500$ ;
21 /* Use quantifiers to estimate demographic prevalence */
22 $\hat{p}_{D_3^\ominus}(s) \leftarrow q_{\ominus}(D_3^\ominus)$ ;
23 $\hat{p}_{D_3^\oplus}(s) \leftarrow q_{\oplus}(D_3^\oplus)$ ;
24 /* Compute the signed error of the demographic disparity
25 estimate */
26 $E \leftarrow E \cup \{e\}$
27 end
28 end
29 mae \leftarrow \text{MAE}(E) ;
30 mse \leftarrow \text{MSE}(E) ;
31 return mae, mse
```
Fig. 5: Protocol sample-prev-$D_3^\oplus$ on the Adult dataset. Distribution of the estimation error (y axis) as $D_3$ is sampled with a given $\Pr(S = 1|Y = \ominus)$ value, plot (a), or $\Pr(S = 1|Y = \oplus)$ value, plot (b) (x axis). The green line indicates the value of $\Pr(S = 1)$ as observed in $D_3^\ominus$, plot (a), or $D_3^\oplus$, plot (b).

Training and maintaining multiple quantifiers is more expensive and cumbersome than having a single one. Firstly, quantifiers that depend on the classification outcome $\hat{y} = h(x)$ require re-training every time $h$ is modified, e.g., due to a model update being rolled out. Secondly, the cost of maintenance is multiplied by the number of classes $|Y|$ that are possible for the outcome variable. To ensure these downsides are compensated by performance improve-
In this section, we concentrate on three estimation approaches, namely CC, SLD and PACC. CC is chosen as the naïve baseline adopted by practitioners unaware of ad-hoc approaches for prevalence estimation. SLD and PACC are among the best performers in Sections 5.3–5.7, displaying low bias or variance across all protocols. We compare their performance under two settings. In the first setting, adopted thus far, two separate quantifiers \( q^\ominus \) and \( q^\oplus \) are trained on \( D^\ominus_2, D^\oplus_2 \) and deployed on \( D^\ominus_3, D^\oplus_3 \), respectively. In the second setting, we train a single quantifier \( q \) on \( D_2 \) and deploy it separately on \( D^\ominus_3, D^\oplus_3 \) to estimate \( \hat{\Delta}(s) \) via Equation 12, specialized so that \( q^\ominus \) and \( q^\oplus \) are the same quantifier.

### 5.8.2 Results

Figure 6 summarizes results for the Adult dataset under two protocols that are representative of the overall trends, namely flip-prev-\( D_1 \) (Figure 6a) and sample-size-\( D_2 \) (Figure 6b). The y axis depicts the estimation error of CC, SLD, PACC, and their single-quantifier counterparts, denoted with suffix “nosD2” to indicate that the auxiliary set \( D_2 \) is not split into \( D^\ominus_2, D^\oplus_2 \) during training. The x axis depicts the quantity of interest varied under each protocol.

---

In the interest of brevity, the figures in this section refer to LR-based quantification on the Adult dataset under two protocols. Results for SVM-based quantifiers under every protocol are depicted in the Appendix (Figures 9–13). Analogous results hold on CreditCard and COMPAS.
Fig. 6: Ablation study on the Adult dataset. Distribution of the estimation error (y axis) for CC, PACC, SLD, and their single-quantifier counterparts, as $\Delta(s)$, plot (a), and $|\mathcal{D}_2|$, plot (b), are varied (x axis).

Interestingly, CC appears to be rather insensitive to the ablation study, so that the estimation errors of CC and CC-nosD2 are well-aligned (although they both fare poorly). The opposite is true for both PACC and SLD. These quantification approaches display a clear decay in performance in the single-quantifier setting. Under protocol **flip-prev-$\mathcal{D}_1$** (Figure 6a) both PACC-nosD2 and SLD-nosD2 have large estimation errors, which vary along the x axis, and are consistently worse than CC. On the other hand, under protocol **sample-size-$\mathcal{D}_2$** (Figure 6b) PACC-nosD2 and SLD-nosD2 display a more
moderate yet sizeable performance decay, which is mostly constant along the $x$ axis.

Under all protocols, the performance of SLD and PACC is compromised in the absence of class-specific quantifiers $q_\ominus$ and $q_\oplus$. If a single quantifier is trained on the full auxiliary set $D_2$, the corrections brought about by SLD and PACC end up worsening, rather than improving, the prevalence estimates of vanilla CC. For this reason, the ideal workflow requires partitioning the auxiliary set into subsets $D_2^\ominus$ and $D_2^\oplus$, as illustrated in Section 4.

5.9 Quantifying without classifying

5.9.1 Motivation and setup

The motivating use case for this work are internal audits of group fairness, to characterize a model and its potential to harm sensitive categories of users. Following Awasthi et al. (2021), we envision this as an important first step to empower practitioners in arguing for resources and, more broadly, advocate for deeper understanding and careful evaluation of models. Unfortunately, developing a tool to infer demographic information, even if motivated by careful intentions and good faith, leaves open the possibility for misuse, especially at an individual level. Once a predictive tool, also capable of instance-level classification, is available, it will be tempting for some actors to exploit it precisely for this purpose.

For example, the Bayesian Improved Surname Geocoding (BISG) method (Elliott et al., 2009) is intended to estimate population-level disparities in health care. However, it was also used to identify individuals potentially eligible for settlements related to discriminatory practices by auto lending companies (Andriotis and Ensign, 2015; Koren, 2016). Automatic inference of sensitive attributes of individuals is problematic for several reasons. Such procedure exploits the co-occurrence of membership in a group and display of a given trait, running the risk of learning, encoding and reinforcing stereotypical associations. While also true of group-level estimates, this practice is particularly troublesome at an individual level, where it is likely to cause harms for people who do not fit the norm, resulting, for instance, in misgendering and the associated negative effects (McLemore, 2015). Even when “accurate”, the mere act of externally assigning sensitive labels can be problematic. For example, gender assignment may be forceful and lead to psychological harm for individuals (Keyes, 2018).

In this section, we aim to demonstrate that it is possible to decouple the objective of (group-level) quantification of sensitive attributes from that of (individual-level) classification. For protocols in previous sections, we compute the accuracy and $F_1$ score (defined below) of the sensitive attribute classifier $k$ underlying the tested quantifiers, comparing it against their estimation error for class prevalence of the sensitive attribute $S$ (Equation 13). Accuracy is the proportion of correctly classified instances over the total (Equation 16) while
$F_1$ is the harmonic mean of precision and recall (Equation 17). Both measures can be computed from the counters of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN), as follows:

$$\text{accuracy} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{TN} + \text{FP} + \text{FN}}$$  

(16)

$$F_1 = \begin{cases} 
\frac{2\text{TP}}{2\text{TP} + \text{FP} + \text{FN}} & \text{if } \text{TP} + \text{FP} + \text{FN} > 0 \\
1 & \text{if } \text{TP} = \text{FP} = \text{FN} = 0
\end{cases}$$  

(17)

5.9.2 Results

Figures 7 and 8 displays the quantification performance (MAE) and classification performance ($F_1$, accuracy) of CC, SLD and PACC on the Adult dataset under protocols \textit{sample-prev-$D_2$} and \textit{sample-prev-$D_3$}, respectively. As usual, we describe results for LR-based learners and report their SVM-based duals in the Appendix (Figures 14 and 15). To evaluate the quantification performance of each approach, we simply report their MAE in estimating the prevalence $p_{D_3^\ominus} (S = 1)$, $p_{D_3^\oplus} (S = 1)$ in either test subset, depending on the protocol at hand. To assess the performance of the sensitive attribute classifier $k$ underlying each quantifier, we proceed as follows. For CC and PACC, we simply run $k$ (LR) on either $D_3^\ominus$ or $D_3^\oplus$, reporting its accuracy and $F_1$ score in inferring the sensitive attribute of individual instances. The classification performance of the classifiers underlying CC and PACC are equivalent, so we omit the latter from Figures 14 and 15 for readability. For SLD, we take the novel posteriors obtained by applying the EM algorithm to either test subset, and use them for classification with a threshold of 0.5.

Clearly, SLD improves both the quantification and classification performance of the classifier $k$. In terms of quantification, its MAE is consistently below that of CC, and in terms of classification it displays better $F_1$ and accuracy. However, under large prevalence shifts across the auxiliary set $D_2$ and the test set $D_3$, its classification performance becomes unreliable. In particular, under protocol \textit{sample-prev-$D_3^\ominus$} (resp. \textit{sample-prev-$D_3^\oplus$}) in Figure 8a (resp. Figure 8b), for low values of the $x$ axis, i.e., when the true prevalence values $p_{D_2^\ominus} (S = 1)$ (resp. $p_{D_2^\oplus} (S = 1)$) becomes small, the SLD-based classifier starts acting as a trivial rejector with low recall, hence low $F_1$ score. On the other hand, the quantification performance of SLD does not degrade in the same way, as its MAE is low and flat across the entire $x$ axis in Figures 8a and 8b. This is a first hint to the fact that classification and quantification performance may be decoupled.

PACC is another method which significantly outperforms CC in estimating the prevalence of sensitive attributes in both test subsets $D_3^\ominus$, $D_3^\oplus$. Indeed, its MAE is well-aligned with that of SLD, displaying low quantification error under every protocol (Figures 7 and 8). On the other hand, its classification
Fig. 7: Performance of CC, SLD and PACC on the Adult dataset when used for quantification (MAE – lower is better) and classification ($F_1$, accuracy – higher is better) under protocol $\text{sample-prev-D}_2^\oplus$. The classification performance of PACC is equivalent to that of CC (both equal to the performance of the underlying LR), and we thus omit it for readability.

performance is aligned with the accuracy and $F_1$ score of CC, which is unsatisfactory and can even become worse than random. This fact shows that it is possible to build models which yield good prevalence estimates for the sensitive attribute within a sample, without providing reliable demographic estimates for single instances. Indeed, quantification methods of type aggregative (i.e., based on the outcomes of a classifier – like all methods we use in this study) are suited to repair the initial prevalence estimate (computed by classifying and counting) without precise knowledge of which specific data items have been misclassified. In the context of models to measure fairness under unawareness of sensitive attributes, we highlight this as a positive result, decoupling a desirable ability to estimate group-level disparities from an undesirable misuse at the individual level.
Fig. 8: Performance of CC, SLD and PACC on the Adult dataset when used for quantification (MAE – lower is better) and classification ($F_1$, accuracy – higher is better) under protocol sample-prev-$D_3$. The classification performance of PACC is equivalent to that of CC (both equal to the performance of the underlying LR), and we thus omit it for readability.

6 Related work

6.1 Fairness under unawareness of sensitive attributes

Several fairness criteria have been proposed in the machine learning literature, typically requiring equalization of some conditional or marginal property of the joint distribution of the sensitive variable $S$, ground truth $Y$, and classifier estimate $\hat{Y}$ (Dwork et al., 2012; Hardt et al., 2016; Narayanan, 2018). Unavailability of the sensitive attribute poses a major challenge for internal and external fairness audits under any of these criteria. When the sensitive attribute is unknown, it is sometimes possible to seek expert advice for its annotation (Buolamwini and Gebru, 2018). Alternatively, disclosure proce-
dures have been proposed for subjects to provide their sensitive attributes to a trusted third party (Veale and Binns, 2017) or to share them in encrypted form (Kilbertus et al., 2018). Another line of research, closely related to our work, studies the problem of reliably estimating measures of group fairness with no access to sensitive attributes via proxy variables (Awasthi et al., 2021; Chen et al., 2019; Kallus et al., 2020).

Chen et al. (2019) study the problem of estimating the demographic parity of a classifier, defined in terms of the distribution of $\hat{Y}$ conditional on $S$, exploiting non-sensitive variables $X$ as proxies to infer the sensitive variable $S$. They characterize the limitations of a CC-based approach and propose a weighted estimator with better convergence properties, closely related to PCC. The authors stress the tendency of CC to exaggerate disparities as a key problem. In this work, we show extensive empirical evidence of this phenomenon and adapt different approaches from the quantification literature to overcome this limitation. Kallus et al. (2020) study the identifiability of a classifier’s demographic parity in a setting with access to a primary dataset involving $(\hat{Y}, Z)$ and an auxiliary dataset involving $(S, Z)$, where $Z$ is a generic set of proxy variables, potentially disjoint from $X$. They show that reliably estimating the demographic parity of a classifier issuing predictions $\hat{Y}$ when $Z$ is not highly informative with respect to either $\hat{Y}$ or $S$ is infeasible. Moreover, they provide upper and lower bounds for the true value of the estimand in a setting where the primary and auxiliary datasets are drawn from marginalizations of a common joint distribution. In a similar setting, Awasthi et al. (2021) characterize the structure of the best classifier for sensitive attributes when the final estimand is a classifier’s disparity in true positive rates across protected groups. They show that the test accuracy of the attribute classifier and its performance as an estimator of the true positive rate disparity is not necessarily correlated.

Our work expands on this prior art, making realistic assumptions for an internal audit of demographic parity. We study the problem of estimating the demographic disparity of a classifier $h$ on production data, allowing for different types of dataset shift between its training set, its deployment set, and a small auxiliary set with information on the sensitive attribute. We leverage techniques from quantification learning, directly aimed at group-level estimates, which are reliable even when the underlying sensitive attribute classifier performs poorly. Moreover, we show that the quantification and classification objectives can be successfully decoupled.

6.2 Quantification and fairness

The application of quantification approaches in algorithmic fairness research is not entirely new. Biswas and Mukherjee (2021) study the problem of enforcing fair classification under prior probability shift, potentially affecting different demographic groups at different rates. They define a notion of fairness based on proportionality between the prevalence of positives in a protected group
Measuring Fairness under Unawareness via Quantification

This notion, called Proportional Equality, is defined by the quantity $PE = \left| \frac{Pr(Y = \oplus | S = 1)}{Pr(Y = \oplus | S = 0)} - \frac{Pr(\hat{Y} = \oplus | S = 1)}{Pr(\hat{Y} = \oplus | S = 0)} \right|$ computed on a test set $\mathcal{D}$, where low values of $PE$ correspond to fairer predictions $\hat{Y}$. In the presence of distribution drift between training and testing conditions, the true group-specific prevalences $Pr(Y = \oplus | S = 1)$ and $Pr(Y = \oplus | S = 0)$ are unknown. The authors employ a PCC-based quantifier to estimate these prevalence values. PCC is embedded within a wider pipeline called CAPE, combining sampling, ensemble and quantification techniques to provide fair predictions.

In other words, prior work applying quantification to problems of algorithmic fairness concentrates on ensuring fairness of classifiers under unawareness of target labels. Our work, on the other hand, is aimed at measuring fairness under unawareness of sensitive attributes.

7 Discussion and conclusion

Measuring the differential impact of models on groups of individuals is important to understand their effects in the real world and their tendency to encode and reinforce divisions and privilege across sensitive attributes. Unfortunately, in practice, demographic attributes are often unavailable. In this work, we have taken the perspective of responsible practitioners, interested in internal fairness audits of production models. We have tackled the problem of measuring group fairness under unawareness of sensitive attributes by applying ad-hoc approaches from the quantification learning literature. These methods are specifically designed for group-level estimation rather than individual-level classification. Since practitioners who try to measure fairness under unawareness are precisely interested in group-level estimates, it is useful for the fairness and quantification communities to exchange lessons.

We have studied the problem of estimating a classifier’s demographic disparity at deployment under unawareness of sensitive attributes, with access to a disjoint auxiliary set of data for which demographic information is available. Drawing from the algorithmic fairness literature, we have identified five factors of import for this problem, associating each of them with a formal evaluation protocol. These factors mirror challenges in real-world applications, including dataset shift and variable cardinality for auxiliary datasets comprising demographic information. We have tested five quantification methods under every protocol, comparing them against the naïve Classify-and-Count (CC) method, which represents the default approach for practitioners unaware of quantification. Each quantification approach was shown to outperform CC under most combinations of 5 protocols, 3 datasets, and 2 underlying learners. Moreover, we have shown a simple approach to integrate quantification methods into existing machine learning pipelines with little orchestration effort, and demonstrated the importance of each component through an ablation study.

Finally, we have considered the problem of model misuse to infer demographic characteristics at an individual level, which represents a concern when
developing models to measure group fairness via proxy attributes. Through a dedicated set of experiments, we have shown that it is possible to obtain precise estimates of demographic disparity from methods that have poor classification performance. This is a positive result for decoupling these two objectives, which should help deter from the exploitation of these models for individual-level inference.

Future work may require a deeper study of the relation between classification and quantification performance, and the extent to which these two objectives may be decoupled. It would be interesting to especially target decoupling through learners aimed at maximizing quantification performance subject to a low classification performance constraint. Another important avenue for future work is the study of confidence intervals for estimates of demographic disparity provided by methods of quantification learning. An indication of confidence for point estimates of group fairness may be invaluable for a practitioner arguing for resources and attention to the disparate effects of a machine learning system on different populations.
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Appendix A  SVM-based quantification

In this appendix, we report the results of experiments, analogous to the ones in Sections 5.3-5.9 where quantifiers are wrapped around an SVM classifier rather than a LR classifier. The experimental protocols are summarized by Tables 9-13. The ablation study is depicted in Figures 9-13. Experiments on decoupling the quantification performance of a model from its classification performance are reported in Figures 14 and 15.

| Table 9: Protocol sample-prev-$D_1$ with SVM-based classifier (Adult). |
|---|---|---|---|
| | MAE | MSE | $P$(AE < 0.1) | $P$(AE < 0.2) |
| **Adult** | | | | |
| CC(SVM) | 0.123 ± 0.043 | 0.017 ± 0.009 | 0.253 | 0.993 |
| PCC(SVM) | **0.007** ± 0.005 | **0.000** ± 0.000 | **1.000** | **1.000** |
| ACC(SVM) | 0.030 ± 0.027 | 0.002 ± 0.005 | 0.982 | 0.998 |
| PAC(SVM) | 0.019 ± 0.014 | 0.001 ± 0.001 | **1.000** | **1.000** |
| EMQ(SVM) | 0.015 ± 0.011 | 0.000 ± 0.000 | **1.000** | **1.000** |
| HDy(SVM) | 0.020 ± 0.015 | 0.001 ± 0.001 | **1.000** | **1.000** |
| **COMPAS** | | | | |
| CC(SVM) | 0.198 ± 0.069 | 0.044 ± 0.030 | 0.059 | 0.549 |
| PCC(SVM) | **0.026** ± 0.018 | **0.001** ± 0.001 | **1.000** | **1.000** |
| ACC(SVM) | 0.277 ± 0.196 | 0.115 ± 0.158 | 0.190 | 0.401 |
| PAC(SVM) | 0.190 ± 0.162 | 0.062 ± 0.111 | 0.351 | 0.619 |
| EMQ(SVM) | 0.157 ± 0.157 | 0.049 ± 0.105 | 0.447 | 0.758 |
| HDy(SVM) | 0.101 ± 0.079 | 0.016 ± 0.025 | 0.575 | 0.882 |
| **CreditCard** | | | | |
| CC(SVM) | 0.069 ± 0.044 | 0.007 ± 0.008 | 0.769 | 0.994 |
| PCC(SVM) | **0.012** ± 0.009 | **0.000** ± 0.000 | **1.000** | **1.000** |
| ACC(SVM) | 0.199 ± 0.157 | 0.064 ± 0.098 | 0.321 | 0.588 |
| PAC(SVM) | 0.145 ± 0.117 | 0.035 ± 0.056 | 0.435 | 0.741 |
| EMQ(SVM) | 0.122 ± 0.099 | 0.025 ± 0.038 | 0.508 | 0.802 |
| HDy(SVM) | 0.085 ± 0.066 | 0.012 ± 0.017 | 0.659 | 0.937 |
Table 10: Protocol flip-prev-$\mathcal{D}_1$ with SVM-based classifier (Adult).

|       | MAE       | MSE       | $P(\text{AE} < 0.1)$ | $P(\text{AE} < 0.2)$ |
|-------|-----------|-----------|-----------------------|-----------------------|
| Adult | CC(SVM)   | 0.153 ± 0.076 | 0.029 ± 0.023 | 0.271 ± 0.068 |
|       | PCC(SVM)  | **0.007 ± 0.005** | **0.000 ± 0.000** | **1.000 ± 1.000** |
|       | ACC(SVM)  | 0.027 ± 0.024 | 0.001 ± 0.003 | 0.985 ± 0.999 |
|       | PACC(SVM) | 0.019 ± 0.015 | 0.001 ± 0.001 | **1.000 ± 1.000** |
|       | EMQ(SVM)  | 0.015 ± 0.012 | 0.000 ± 0.001 | **1.000 ± 1.000** |
|       | HDy(SVM)  | 0.021 ± 0.017 | 0.001 ± 0.001 | 0.999 ± 1.000 |
|       | CC(SVM)   | 0.247 ± 0.091 | 0.069 ± 0.048 | 0.041 ± 0.314 |
|       | PCC(SVM)  | **0.026 ± 0.019** | **0.001 ± 0.001** | **0.998 ± 1.000** |
|       | ACC(SVM)  | 0.289 ± 0.197 | 0.122 ± 0.162 | 0.174 ± 0.358 |
|       | PACC(SVM) | 0.191 ± 0.158 | 0.061 ± 0.103 | 0.348 ± 0.616 |
|       | EMQ(SVM)  | 0.148 ± 0.135 | 0.040 ± 0.081 | 0.458 ± 0.756 |
|       | HDy(SVM)  | 0.100 ± 0.079 | 0.016 ± 0.026 | 0.575 ± 0.891 |
| COMPAS| CC(SVM)   | 0.056 ± 0.039 | 0.005 ± 0.006 | 0.854 ± 0.999 |
|       | PCC(SVM)  | **0.011 ± 0.000** | **0.000 ± 0.000** | **1.000 ± 1.000** |
|       | ACC(SVM)  | 0.201 ± 0.159 | 0.066 ± 0.098 | 0.316 ± 0.586 |
|       | PACC(SVM) | 0.136 ± 0.106 | 0.030 ± 0.045 | 0.449 ± 0.768 |
|       | EMQ(SVM)  | 0.109 ± 0.088 | 0.020 ± 0.031 | 0.558 ± 0.853 |
|       | HDy(SVM)  | 0.086 ± 0.064 | 0.011 ± 0.016 | 0.644 ± 0.940 |

Table 11: Protocol sample-size-$\mathcal{D}_2$ with SVM-based classifier (Adult).

|       | MAE       | MSE       | $P(\text{AE} < 0.1)$ | $P(\text{AE} < 0.2)$ |
|-------|-----------|-----------|-----------------------|-----------------------|
| Adult | CC(SVM)   | 0.127 ± 0.030 | 0.017 ± 0.007 | 0.180 ± 1.000 |
|       | PCC(SVM)  | **0.012 ± 0.011** | **0.000 ± 0.001** | **1.000 ± 1.000** |
|       | ACC(SVM)  | 0.080 ± 0.119 | 0.021 ± 0.091 | 0.776 ± 0.939 |
|       | PACC(SVM) | 0.048 ± 0.062 | 0.006 ± 0.032 | 0.887 ± 0.975 |
|       | EMQ(SVM)  | 0.038 ± 0.052 | 0.004 ± 0.020 | 0.921 ± 0.981 |
|       | HDy(SVM)  | 0.037 ± 0.030 | 0.002 ± 0.004 | 0.954 ± 1.000 |
|       | CC(SVM)   | 0.210 ± 0.059 | 0.047 ± 0.028 | 0.011 ± 0.494 |
|       | PCC(SVM)  | **0.028 ± 0.019** | **0.001 ± 0.001** | **1.000 ± 1.000** |
|       | ACC(SVM)  | 0.309 ± 0.235 | 0.142 ± 0.182 | 0.165 ± 0.357 |
|       | PACC(SVM) | 0.243 ± 0.205 | 0.101 ± 0.164 | 0.270 ± 0.525 |
|       | EMQ(SVM)  | 0.204 ± 0.174 | 0.072 ± 0.122 | 0.330 ± 0.603 |
|       | HDy(SVM)  | 0.115 ± 0.088 | 0.021 ± 0.031 | 0.514 ± 0.843 |
| COMPAS| CC(SVM)   | 0.113 ± 0.059 | 0.016 ± 0.016 | 0.429 ± 0.919 |
|       | PCC(SVM)  | **0.021 ± 0.017** | **0.001 ± 0.001** | **0.999 ± 1.000** |
|       | ACC(SVM)  | 0.328 ± 0.259 | 0.175 ± 0.242 | 0.233 ± 0.394 |
|       | PACC(SVM) | 0.322 ± 0.249 | 0.165 ± 0.225 | 0.223 ± 0.395 |
|       | EMQ(SVM)  | 0.262 ± 0.225 | 0.119 ± 0.184 | 0.303 ± 0.501 |
|       | HDy(SVM)  | 0.122 ± 0.100 | 0.025 ± 0.042 | 0.507 ± 0.811 |
Table 12: Protocol sample-prev-D2 with SVM-based classifier (Adult).

|       | MAE     | MSE   | P(AE < 0.1) | P(AE < 0.2) |
|-------|---------|-------|-------------|-------------|
| Adult | CC(SVM) | 0.235 | ±0.170      | 0.084       | ±0.108      | 0.271 | 0.491 |
|       | PCC(SVM)| 0.253 | ±0.188      | 0.099       | ±0.131      | 0.246 | 0.459 |
|       | ACC(SVM)| 0.140 | ±0.146      | 0.041       | ±0.107      | 0.496 | 0.795 |
|       | PACC(SVM)| 0.103 | ±0.094      | 0.019       | ±0.047      | 0.596 | 0.885 |
|       | EMQ(SVM)| 0.088 | ±0.082      | 0.014       | ±0.033      | 0.665 | 0.924 |
|       | HDy(SVM)| 0.193 | ±0.152      | 0.061       | ±0.086      | 0.351 | 0.592 |
|       | CC(SVM) | 0.425 | ±0.269      | 0.253       | ±0.246      | 0.079 | 0.267 |
|       | PCC(SVM)| 0.248 | ±0.168      | 0.069       | ±0.104      | 0.233 | 0.458 |
|       | ACC(SVM)| 0.406 | ±0.277      | 0.241       | ±0.286      | 0.126 | 0.258 |
|       | PACC(SVM)| 0.305 | ±0.239      | 0.150       | ±0.224      | 0.202 | 0.410 |
|       | EMQ(SVM)| 0.248 | ±0.215      | 0.107       | ±0.183      | 0.279 | 0.524 |
|       | HDy(SVM)| 0.236 | ±0.179      | 0.088       | ±0.121      | 0.273 | 0.510 |
| COMPAS| CC(SVM) | 0.394 | ±0.257      | 0.214       | ±0.219      | 0.131 | 0.320 |
|       | PCC(SVM)| 0.233 | ±0.146      | 0.076       | ±0.077      | 0.228 | 0.444 |
|       | ACC(SVM)| 0.436 | ±0.316      | 0.290       | ±0.326      | 0.191 | 0.299 |
|       | PACC(SVM)| 0.439 | ±0.322      | 0.296       | ±0.336      | 0.195 | 0.299 |
|       | EMQ(SVM)| 0.409 | ±0.292      | 0.253       | ±0.287      | 0.183 | 0.305 |
|       | HDy(SVM)| 0.260 | ±0.181      | 0.100       | ±0.124      | 0.221 | 0.439 |

Table 13: Protocol sample-prev-D1 with SVM-based classifier (Adult).

|       | MAE     | MSE   | P(AE < 0.1) | P(AE < 0.2) |
|-------|---------|-------|-------------|-------------|
| Adult | CC(SVM) | 0.315 | ±0.258      | 0.166       | ±0.228      | 0.233 | 0.433 |
|       | PCC(SVM)| 0.260 | ±0.195      | 0.106       | ±0.138      | 0.242 | 0.456 |
|       | ACC(SVM)| 0.080 | ±0.070      | 0.011       | ±0.021      | 0.705 | 0.935 |
|       | PACC(SVM)| 0.049 | ±0.039      | 0.004       | ±0.006      | 0.892 | 0.997 |
|       | EMQ(SVM)| 0.043 | ±0.035      | 0.003       | ±0.005      | 0.927 | 0.998 |
|       | HDy(SVM)| 0.070 | ±0.048      | 0.007       | ±0.009      | 0.768 | 0.985 |
|       | CC(SVM) | 0.364 | ±0.268      | 0.204       | ±0.244      | 0.197 | 0.361 |
|       | PCC(SVM)| 0.289 | ±0.189      | 0.120       | ±0.133      | 0.187 | 0.379 |
|       | ACC(SVM)| 0.412 | ±0.304      | 0.262       | ±0.351      | 0.138 | 0.281 |
|       | PACC(SVM)| 0.200 | ±0.181      | 0.073       | ±0.137      | 0.359 | 0.622 |
|       | EMQ(SVM)| 0.197 | ±0.177      | 0.070       | ±0.122      | 0.371 | 0.635 |
|       | HDy(SVM)| 0.224 | ±0.167      | 0.078       | ±0.108      | 0.276 | 0.520 |
| COMPAS| CC(SVM) | 0.276 | ±0.178      | 0.108       | ±0.118      | 0.196 | 0.387 |
|       | PCC(SVM)| 0.280 | ±0.170      | 0.107       | ±0.106      | 0.184 | 0.368 |
|       | ACC(SVM)| 0.299 | ±0.227      | 0.141       | ±0.201      | 0.213 | 0.400 |
|       | PACC(SVM)| 0.231 | ±0.178      | 0.085       | ±0.123      | 0.276 | 0.515 |
|       | EMQ(SVM)| 0.220 | ±0.168      | 0.077       | ±0.108      | 0.284 | 0.538 |
|       | HDy(SVM)| 0.207 | ±0.155      | 0.067       | ±0.092      | 0.302 | 0.558 |
Fig. 9: Ablation study on the Adult dataset with SVM-based quantification for protocol sample-prev-$D_1$.

Fig. 10: Ablation study on the Adult dataset with SVM-based quantification for protocol flip-prev-$D_1$. 
Fig. 11: Ablation study on the Adult dataset with SVM-based quantification for protocol \textit{sample-size-$D_2$}.
Fig. 12: Ablation study on the Adult dataset with SVM-based quantification for protocol sample-prev-\(D_2\).
Fig. 13: Ablation study on the Adult dataset with SVM-based quantification for protocol sample-prev-$D_3^{\ominus}$.
Fig. 14: Performance of SVM-based methods CC, SLD and PACC on the Adult dataset when used for quantification (MAE – lower is better) and classification ($F_1$, accuracy – higher is better) under protocol \texttt{sample-prev-D}_2. The classification performance of PACC is equivalent to that of CC (both equal to the performance of the underlying SVM), and we thus omit it for readability.
Fig. 15: Performance of SVM-based methods CC, SLD and PACC on the Adult dataset when used for quantification (MAE – lower is better) and classification ($F_1$, accuracy – higher is better) under protocol $\text{sample-prev-D}_3$. The classification performance of PACC is equivalent to that of CC (both equal to the performance of the underlying SVM), and we thus omit it for readability.