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Abstract
Although end-to-end automatic speech recognition (E2E ASR) has achieved great performance in tasks that have numerous paired data, it is still challenging to make E2E ASR robust against noisy and low-resource conditions. In this study, we investigated data augmentation methods for E2E ASR in distant-talk scenarios. E2E ASR models are trained on the series of CHiME challenge datasets, which are suitable tasks for studying robustness against noisy and spontaneous speech. We propose to use three augmentation methods and their combinations: 1) data augmentation using text-to-speech (TTS) data, 2) cycle-consistent generative adversarial network (Cycle-GAN) augmentation trained to map two different audio characteristics, the one of clean speech and of noisy recordings, to match the testing condition, and 3) pseudo-label augmentation provided by the pretrained ASR module for smoothing label distributions. Experimental results using the CHiME-6/CHiME-4 datasets show that each augmentation method individually improves the accuracy on top of the conventional SpecAugment; further improvements are obtained by combining these approaches. We achieved 4.3% word error rate (WER) reduction, which was more significant than that of the SpecAugment, when we combine all three augmentations for the CHiME-6 task.

Index Terms: speech recognition, data augmentation, RNN-transducer, text-to-speech, Cycle-GAN, label smoothing

1. Introduction
End-to-end automatic speech recognition (E2E ASR), which is an integrated neural network that directly estimates output text sequences from audio features, has attracted considerable attention. E2E ASR systems have many variations, such as connectionist temporal classification (CTC) [1], attention-based encoder–decoder models [2] [3], hybrid models [4], recurrent neural network transducers (RNN-Ts) [5], Transformers [6], and Conformers [7]. These E2E approaches achieve excellent performance, particularly when they exploit a large amount of training data.

Given such insights, data augmentation is known to be effective for E2E ASR. Conventionally, speed perturbation [8] and vocal tract length perturbation (VLT) [9] are widely used. SpecAugmentation [10], which applies on-the-fly time warping and frequency/time masking, constantly achieves significant improvements in various tasks. Because the text-to-speech (TTS) generates various speech styles, it is suitable for augmentation, and the synthesized data is used in [11] [12] [13]. For semi-supervised learning, many label augmentation techniques have been proposed, where pseudo labels are generated by a model trained with limited supervised data [4] [15].

However, in the case of distant spontaneous talk in noisy environments with low resources, the situation becomes severe. Based on the solutions to the CHiME-6 Challenge, which is a competition to solve the aforementioned problem, conventional hybrid systems have made a meaningful attempt in this regard [16] [17]. Follow-up studies have investigated E2E approaches on tasks but have failed to outperform the hybrid systems [18] [19]. Recently Andrusenko et al. explored model architectures; it was concluded that RNN-T achieved comparable performance to hybrid approaches [20]. Although many augmentation methods have been applied to the task, there is still scope for further exploration.

In general, there are not enough in-domain conversational data because conversational styles have many variations in nature. Therefore, augmentation using TTS-synthesized speeches is suitable to help this regard. Further, in many cases, simulating noise environments does not match the real testing environments. Cycle-consistent generative adversarial network (Cycle-GAN) [21] is a way to map two different domains; thus this can be used to transform from clean audio characteristics to the ones in noisy environments. Conversational distant-talk speech also has a difficulty in transcription such as label errors and recording failures. Therefore, the reference label distribution is biased and does not represent conversational speech properly. Pseudo labels generated by a statistical model, such as pretrained ASR, mitigate such label errors and biases.

In this study, we investigated data augmentation methods for E2E ASR in distant-talk scenarios. CHiME-6/CHiME-4 Challenge datasets are used to study its robustness against noisy and spontaneous speech. We propose to use aforementioned three augmentation methods and their combinations. Our contributions are as follows. 1) This study is the first to apply TTS augmentation to distant-talk problems like CHiME challenges. 2) It is also the first study to use Cycle-GAN to map training data from clean audio to noisy distant-talk for augmentation. 3) We investigate the usage of pseudo labels in supervised learning scenarios for data augmentation. 4) The combination of augmentation methods on top of the SpecAugment achieved 4.3% WER reduction from only the SpecAugment in the CHiME-6 task and 1.3/0.5% reduction in the CHiME-4 simulation/real tasks.

2. Distant-Talk Scenarios
In the distant-talk scenarios, where speech is heavily contaminated by reverberation and noises, it is more challenging for E2E ASR to acquire robustness with only limited audio resources. The series of CHiME Challenge is suitable for investigating in this regard; thus we use CHiME-6/CHiME-4 Challenges in this study.
2.1. CHiME-6 Challenge

The CHiME-6 Challenge \cite{22} targets the problem of distant conversational ASR in everyday home environments. Conversations in twenty real dinner parties were recorded with multiple Microsoft Kinect having 4-channel microphone arrays and were fully transcribed. In addition, binaural microphones were worn by the participants. The close-talk binaural recordings play an important role for building an acoustic model as it is cleaner than the Kinect recordings. In the evaluation step, guided source separation (GSS) based speech enhancement preprocess is applied\cite{23}. For distant-talk low-resource scenarios, we propose to use three two domain datasets do not need to be paired datasets. In real situations, the paired data does not always exist; paired binaural data is a peculiar case for CHiME-6 Challenge. In addition, the TTS synthesized speech is not strictly paired data to the target speech because the duration may vary or synthesis error may occur, which increases the difficulty of regression-based training.

Let the clean speech or TTS synthesized speech be \( S \), and the target noisy observations be \( X \). Thus, Cycle-GAN trains two mapping functions between two domains, given the sample sets of each domain \( \mathcal{D} \). It is used in speech domain adaptation by mapping between male and female speeches \cite{29}, and is also used in other speech studies \cite{30, 31}. According to \cite{32}, GSS-based speech enhancement applied to the training Kinect data improves the ASR performance significantly because it aligns training more to the testing environment. However, GSS-based speech enhancement can only be applied to multichannel data, which does not include TTS-synthesized data. Therefore, instead, we use Cycle-GAN to map the clean training data to the speech-enhanced noisy testing speeches. An advantage of using Cycle-GAN is that these two domain datasets do not need to be paired datasets. In real situations, the paired data does not always exist; paired binaural data is a peculiar case for CHiME-6 Challenge. In addition, the TTS synthesized speech is not strictly paired data to the target speech because the duration may vary or synthesis error may occur, which increases the difficulty of regression-based training.

Let the clean speech or TTS synthesized speech be \( S \), and the target noisy observations be \( X \). Thus, Cycle-GAN trains two mapping functions between two domains, given the sample sets of each domain \( \mathcal{D} \). It is used in speech domain adaptation by mapping between male and female speeches \cite{29}, and is also used in other speech studies \cite{30, 31}. According to \cite{32}, GSS-based speech enhancement applied to the training Kinect data improves the ASR performance significantly because it aligns training more to the testing environment. However, GSS-based speech enhancement can only be applied to multichannel data, which does not include TTS-synthesized data. Therefore, instead, we use Cycle-GAN to map the clean training data to the speech-enhanced noisy testing speeches. An advantage of using Cycle-GAN is that these two domain datasets do not need to be paired datasets. In real situations, the paired data does not always exist; paired binaural data is a peculiar case for CHiME-6 Challenge. In addition, the TTS synthesized speech is not strictly paired data to the target speech because the duration may vary or synthesis error may occur, which increases the difficulty of regression-based training.

3. Augmentation Methods

For distant-talk low-resource scenarios, we propose to use three augmentation methods to train a robust E2E ASR model. An overview of the augmentation methods is shown in Fig. 1.

3.1. Text-to-speech data augmentation

TTS synthesized data augmentation has recently gained popularity \cite{11, 12, 13}. It is a one-to-many mapping problem; thus it is suitable for augmenting data with a broad variation coverage. We use a Transformer TTS \cite{25} conditioned on speaker-conditioning information, i.e., x-vector \cite{26}, and a global-style token (GST) \cite{27}. Let the target label sequence be \( y \), the x-vector be \( z \), and the GST be \( g \), then the paired data of the synthesized audio signal sequence \( \hat{u}^{\text{syn}} \) and its label is obtained as

\[
(\hat{u}^{\text{syn}}, y) \sim (\hat{u}^{\text{syn}}, g)
\]

where \( z \) and \( g \) are added to the hidden output of the encoder in the Transformer.

Because the training dataset is noisy and small, it is unfeasible to train a TTS model. Therefore, we use a TTS model trained with external Librispeech dataset \cite{28}. The reference text in the training datasets is tokenized into phonetic inputs; the waveform is directly synthesized with a given x-vector \( z \) and GST \( g \) computed using the original audio data. When the recordings are noisy, the x-vectors and GSTs also become noisy. Therefore, we use only the clean speech for the speaker/style conditions, i.e., worn binaural recordings for CHiME-6 and the original WSJ dataset for CHiME-4. Instead of shuffling speaker conditioning information, as in \cite{22}, we perturb synthesized speech with various RIRs generated by a room simulator and additive noise for the CHiME-6 setup.

3.2. Cycle-GAN data augmentation

Cycle-GAN learns two mapping functions between two domains, given the sample sets of each domain \( \mathcal{D} \). It is used in speech domain adaptation by mapping between male and female speeches \cite{29}, and is also used in other speech studies \cite{30, 31}. According to \cite{32}, GSS-based speech enhancement applied to the training Kinect data improves the ASR performance significantly because it aligns training more to the testing environment. However, GSS-based speech enhancement can only be applied to multichannel data, which does not include TTS-synthesized data. Therefore, instead, we use Cycle-GAN to map the clean training data to the speech-enhanced noisy testing speeches. An advantage of using Cycle-GAN is that these two domain datasets do not need to be paired datasets. In real situations, the paired data does not always exist; paired binaural data is a peculiar case for CHiME-6 Challenge. In addition, the TTS synthesized speech is not strictly paired data to the target speech because the duration may vary or synthesis error may occur, which increases the difficulty of regression-based training.

Let the clean speech or TTS synthesized speech be \( S \), and the target noisy observations be \( X \). Thus, Cycle-GAN trains two mapping functions \( G : S \rightarrow X \) and \( F : X \rightarrow S \) with two adversarial discriminators \( D_S \) and \( D_X \), where \( D_S \) distinguishes between clean speech \( S \) and translated speech \( F(X) \) and so forth. We further extend it to the multi-discriminator Cycle-GAN by following \cite{29}. The spectra \( S \) and \( X \) are computed from \( s \) and \( x \) with short-time Fourier transform (STFT) before divided into \( n \) and \( f \) frequency bands. Subsequently, \( D_S^{i} \) and \( D_X^{i} \) are applied to each subband \( i \) as the discriminators.

Generally, adversarial loss is computed as follows.

\[
\mathcal{L}_{\text{gan}}(G, D_S^{i}, S, X) = \mathbb{E}_{i} \sum_{i} \log D_S^{i}(X) + \mathbb{E}_{i} \sum_{i} \log(1 - D_X^{i}(G(S)))
\]

Figure 1: Overview of augmentation methods for distant-talk ASR.
In addition, cycle consistency loss is defined as

\[ \mathcal{L}_{\text{cycle}}(G, F) = E \left[ \| F(G(S)) - S \|_1 \right] + E \left[ \| G(F(X)) - X \|_1 \right], \]

where \( \| \cdot \|_1 \) is L1 loss. Then, the total loss is optimized in combination with a tunable parameter \( \lambda \).

\[ \mathcal{L}(G, F, D_S^{\lambda \text{em}}, D_S^{\lambda \text{en}}) = \mathcal{L}_{\text{gan}}(G, D_S^{\lambda \text{en}}, S, X) + \mathcal{L}_{\text{gan}}(F, D_S^{\lambda \text{em}}), X, S) + \lambda \mathcal{L}_{\text{cycle}}(G, F) \]  

(4)

Thus, by using only \( G \) and the reference label \( y \), we obtain paired data by applying inverse-STFT as follows.

\[ (\hat{x}^{\text{cgan}}, y) \leftarrow \text{ISTFT}(G(S)) \]  

(5)

### 3.3. Pseudo-label augmentation

Although pseudo-label augmentation is widely used in semi-supervised learning \cite{13}, \cite{14}, we believe it is also effective for supervised setups where the labels are noisy because of conversational speech containing many ambiguities and disfluency. The framework can also be considered as knowledge distillation.\cite{15}, except that we can use the same model size for both teachers and students. Because of low resource data, the reference labels are biased; thus pseudo labels generated by statistical models such as neural networks would help interpolate its distribution.

Pseudo labels are estimated by a pretrained ASR model, as

\[ (x, \hat{y}^{pl}) \leftarrow \hat{y}^{pl} = \arg \max_y p_{\text{spec}}(y|x). \]  

(6)

Although a rigorous knowledge distillation for RNN-T was proposed in \cite{16}, we use the pseudo-label sequence directly as a reference sequence because it is efficient and sufficiently effective. Because distant-talk transcription is a challenging task, the pseudo label may contain a noticeable number of errors. Therefore, the pseudo labels were filtered based on the character error rates (CERs). Given the CER threshold \( \delta \), pseudo labels not greater than \( \delta \) are kept in \( \hat{y}^{pl} \). We investigate the effectiveness of the filtering in Section 4.1.3.

### 3.4. Combination of the augmentation methods

The aforementioned augmentation methods can be used in combinations. With all the augmented paired data from \cite{11}, \cite{12}, and \cite{13}, the combined loss is computed as

\[ \mathcal{L} = - \sum_{x,y \in \{(X,Y)\}} \log p(y|x) - \sum_{s^{\text{em}}, y \in \{(S^{\text{en}}, Y)\}} \log p(y|s^{\text{cgan}}) \]

\[ - \sum_{s^{\text{em}}, y \in \{(S^{\text{en}}, Y)\}} \log p(y|s^{\text{cgan}}) - \sum_{x, y^{pl} \in \{(X,Y^{pl})\}} \log p(y^{pl}|x). \]  

(7)

In the case of RNN-T, \( p(y|x) \) is a forward–backward probability \cite{12}. We further investigate every possible combinations in the following section.

### 4. Experiments

#### 4.1. CHiME-6 Challenge

We carried out experiments on the CHiME-6 Challenge dataset. It consisted of 44 h of worn binaural data as well as multiple Kinect recordings. The dataset was prepared following the baseline system in \cite{17}, which included the perturbation using RIRs generated by a room simulator and the speed perturbation with a factor of \( 0.9, 1.0, 1.1 \). The baseline training set was in total 1400 h. The development and evaluation sets were two dinner party sessions respectively. We applied GSS-based enhancement \cite{18}, following the baseline setup, as in \cite{19}.

We extracted log-Mel filterbanks using the Kaldi toolkit. The output units were characters (26 alphabets and 21 auxiliary symbols). As a baseline, RNN-T was trained following \cite{20}. SpecAugment \cite{21} was applied to the training set. All models were trained with 10 epochs, and last 5 models were averaged for regularization. External word-level LSTM language model (LM) was also trained with CHiME-6 training text corpus. The model consisted of a one-layer uni-directional LSTM with 500 units. When the LM was used, decoding was done with the shallow fusion with a weight of 0.1, and a beam size of 10. The training was carried out using ESPNet \cite{22}.

Transformer TTS was trained with the Librispeech corpus \cite{23} for augmentation conditioned on an x-vector predicted by a TDNN trained with Voxceleb \cite{24} and VoxCeleb2 \cite{25}. The reference text was tokenized into pronunciation using the CMU dictionary and fed into the TTS module, which directly predicted the speech signal sequence. The synthesized speech was further perturbed with RIRs as in Section 4.1.2. Using both synthesized speech and original CHiME-6 training data, the GMM-HMM was trained, which was used for cleanup based on the decoded scores. The aforementioned speed perturbation was then applied, which ended up augmenting the data to 2070 h.

Two Cycle-GANs were trained with two pairs of domains: binaural worn recordings and GSS applied enhanced training Kinect set, and TTS synthesized speech and the GSS training set. Residual networks were trained following \cite{26}, except the fact that input and output features were spectrograms normalized with the mean and variance. We set \( m = n = 3 \) in \cite{27}. The Cycle-GANs followed by the speed perturbation added merely 123 h to the original set, but when it was combined with TTS augmentation the data increased up to 2366 h.

The baseline RNN-T model was also used for generating pseudo labels. All generated labels were evaluated once, and values that were not greater than \( \delta = 50 \) of the CER were used for augmentation. This nearly doubled the dataset from 1400 h to 2630 h. When all the proposed augmentation methods were combined, the dataset reached 3988 h in total. The data sizes are summarized in the last column in Table 1.

#### 4.1.2. ASR results in the CHiME-6 task

We first evaluate the effectiveness of each proposed augmentation method. For comparison, other E2E ASR architectures are listed as well as the baseline RNN-T model in Table 1. Although, Andrusenko et al. reported in \cite{20} that LM fusion degraded its performance, we observed that the external LM improved the WERs consistently.

With each proposed augmentation on top of the SpecAugment, the WER was respectively reduced comparing to only the SpecAugment (54.4% in eval set). Pseudo label augmentation significantly improved the WER (53.0%), which indicated that
it is not only effective for unsupervised learning but also supervised learning with noisy label scenarios. Among three methods, Cycle-GAN augmentation archived the best result (52.0%).

Further, we investigated combinations of the three augmentation methods. The combination of TTS and Cycle-GAN augmentation significantly dropped the error rates, and when all three were combined, we achieved the best WER (50.1%). Our proposed augmentation methods reduced the WER on eval set by 4.3%, which was more significant than the WER reduction of the SpecAugment (2.3%). Improvements were also seen when we applied our proposed methods to TDNN-F hybrid model.

Accordin to [32], train set enhanced by GSS improved the recognition accuracy. Therefore, we also included train-gss set in training and the word error rate (WER) of dev set was reduced by 2.2% absolute without LM, which almost matched the report in [20] (2.4% reduction). On top of that, the combination of our proposed augmentation methods successfully reduced the WERs further.

4.1.3. Effectiveness of pseudo label filtering

We also investigated the effectiveness of filtering for pseudo-label augmentation. The threshold $\delta$ was sampled from $\{20, 50, 70, \infty\}$, and the results were compared with the one without augmentation. The results are shown in Table 2. $\delta = 50$ achieves the best performance in the dev set; $\delta = 70$ was the best in the eval set.

4.2. CHIME-4 Challenge

4.2.1. Experimental setup

We conducted experiments on the CHIME-4 Challenge to confirm that our proposed augmentation methods were also effective for other datasets and model architectures. As the baseline, the Conformer model was trained following [38]. SpecAugment was also applied to the task. Each training set was trained for 100 epochs and 10 models with the best validation accuracies were averaged for regularization. We also trained an external word-level one-layer LSTM LM with 1000 units using CHiME-4 training text corpus. The LM was fused with a weight of 1.0 and the beam size was fixed to 6.

For augmentation, we used the same LibriSpeech TTS model to generate synthesized speeches as in the CHiME-6 task.

4.2.2. ASR results in the CHIME-4 task

First, we evaluated individual augmentation methods. The results are summarized in Table 3. All the proposed methods improved WERs in both simulation and real dataset. Pseudo-label augmentation was not as significant as the other methods, which indicated that the reference label contained few errors and was not as biased as the CHiME-6 dataset.

Subsequently, therefore, we combined TTS and Cycle-GAN augmentations, which provided the best WER in real development set. Finally, the combination of all augmentations provided a slight improvement in the simulation evaluation set.

5. Conclusion

We investigated three data augmentation methods for E2E ASR in the distant-talk scenarios. TTS-synthesized speech was used for data augmentation which was further perturbed by applying RIRs and additive noise. Cycle-GAN was also used to augment domain-matched speech by mapping from clean recordings to TTS speech to the target noisy recordings. Finally, pseudo-label augmentation was proposed for the supervised scenarios to smoothen the label distribution, where the labels were also noisy. Experiments on the CHIME-6 and CHiME-4 tasks indicated that our proposed augmentation methods were effective in the RNN-T/Conformer E2E ASR models. Further, combinations of those improved its performance, particularly when all the methods were combined in the CHIME-6 setup.

Future work includes on-the-fly augmentation of TTS and pseudo-labels, by introducing consistency losses, and shuffling speaker information. Pseudo labels can also be used in a KL-divergence style as in knowledge distillation studies.

---

Table 1: WERs of RNN-T E2E models in the CHIME-6 task

| w/o LM          | w/ LM          | WER.dev | WER.eval | WER. hrs |
|-----------------|----------------|---------|----------|---------|
| TDNN-F hybrid [22] | Joint CTC/Attention E2E [13] | 51.8    | 51.3     | 1400    |
| CNN Multi-ch. E2E [19] | CNN Multi-ch. E2E [19] | 80.7    | -        | -       |
| ++ TTS Aug.     | ++ TTS Aug.    | 54.4    | 53.9     | 1400    |
| ++ Cycle-GAN Aug. | ++ Cycle-GAN Aug. | 54.2    | 52.6     | 2070    |
| ++ Label Aug.   | ++ Label Aug.   | 55.4    | 54.4     | 2630    |
| ++ TTS + Cycle-GAN Aug. | ++ TTS + Cycle-GAN Aug. | 51.5    | 50.7     | 2366    |
| ++ Cycle-GAN + Label Aug. | ++ Cycle-GAN + Label Aug. | 53.7    | 52.1     | 2834    |
| ++ TTS + Label Aug. | ++ TTS + Label Aug. | 53.1    | 53.3     | 2834    |
| ++ All combined | ++ All combined | 50.9    | 50.5     | 3988    |

---

Table 2: Pseudo label augmentation with various filtering criteria.

| Filtering criteria | WER.dev | WER.eval | hrs |
|--------------------|---------|----------|-----|
| No pseudo label    | 55.4    | 54.4     | 1400|
| ≤20 CER            | 55.0    | 53.5     | 2376|
| ≤50 CER            | 54.6    | 53.0     | 2630|
| ≤70 CER            | 54.9    | 52.7     | 2691|
| All pseudo label   | 55.2    | 53.5     | 2799|

---

Table 3: WERs of Conformer E2E models for the CHiME-4 task

| WER.sim | WER.real | hrs |
|---------|----------|-----|
| 13.6    | 12.0     | 11.0|
| 10.2    | 8.5      | 10.7|
| 10.4    | 8.4      | 10.4|
| 16.1    | 15.7     | 16.1|

---

1 We obtained marginal improvements in TTS/Label augmentation (1.0%/1.6% WER reductions) while Cycle-GAN degraded by 1.1%. Combinations were not always promising in TDNN-F. We leave it as our future investigation.
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