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Abstract

In this work, we numerically study linear stability of multiple steady-state solutions to a type of steric Poisson–Nernst–Planck (PNP) equations with Dirichlet boundary conditions, which are applicable to ion channels. With numerically found multiple steady-state solutions, we obtain S-shaped current-voltage and current-concentration curves, showing hysteretic response of ion conductance to voltages and boundary concentrations with memory effects. Boundary value problems are proposed to locate bifurcation points and predict the local bifurcation diagram near bifurcation points on the S-shaped curves. Numerical approaches for linear stability analysis are developed to understand the stability of the steady-state solutions that are only numerically available. Finite difference schemes are proposed to solve a derived eigenvalue problem involving differential operators. The linear stability analysis reveals that the S-shaped curves have two linearly stable branches of different conductance levels and one linearly unstable intermediate branch, exhibiting classical bistable hysteresis. As predicted in the linear stability analysis, transition dynamics, from a steady-state solution on the unstable branch to a one on the stable branches, are led by perturbations associated to the mode of the dominant eigenvalue. Further numerical tests demonstrate that the finite difference schemes proposed in the linear stability analysis are second-order accurate. Numerical approaches developed in this work can be applied to study linear stability of a class of time-dependent problems around their steady-state solutions that are computed numerically.
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1 Introduction

Ion channels play crucial roles in regulating various biological functions, such as exchanging ions across cell membranes and maintaining membrane excitability [1]. Ion permeation through channels is sensitively related to the applied transmembrane voltages, ionic concentrations of cells
and extracellular medium, etc. [2,3]. Recent years have seen a growing interest in characterizing hysteresis response of ion permeation to applied voltages and concentrations [4–6]. For instance, ion conductance through voltage-gated channels follows different paths when applied voltages increase and decrease periodically [5,7,8]. Such a hysteresis phenomenon takes place when the frequency of oscillating applied voltages is comparable to the relaxation timescale of transitions between conductance states [3,5,8].

As a continuum mean-field model, the Poisson–Nernst–Planck (PNP) theory has been widely used in the description of ion permeation through channels [9,10]. In such a theory, the Poisson equation governs the electrostatic potential due to charges stemming both from mobile ions and fixed charges in the channel. The Nernst–Planck equations describe the diffusion and convection of ions in gradients of the electrostatic potential. The nonlinear coupling between the electrostatic potential and ionic concentrations poses a challenge in studying the problem analytically and numerically. Mathematical theories on the PNP equations have been developed in the literature of semiconductor physics [11]. Global existence results on solutions to steady-state PNP equations have been established for certain initial and boundary conditions [11], whereas the uniqueness of the solution is mainly limited to the case of very small applied voltages. Numerical simulations have evidenced the existence of multiple steady-state solutions to the PNP equation in one dimension. For instance, multiple steady-state solutions are studied numerically and asymptotically in the case of the PNP equations with piecewise constant fixed charges of large magnitude [12].

Singular perturbation methods, such as matched asymptotic expansions [13–19] and geometric singular perturbation theory [20–24], have been developed for the PNP equations. Such asymptotic methods are often based on an assumption that a small singular parameter arises from the scale separation between the Debye length and channel dimension. For instance, time-dependent matched asymptotic analysis is developed for the PNP equations to characterize the diffuse-charge dynamics in electrochemical systems [15,25].

Despite its success in wide applications, the PNP theory is derived based on the mean-field approximation that neglects steric effects and ion-ion correlations [26]. To address these issues, more complicated models have been developed to account for ionic steric effects, ion-ion correlations, etc. [27–37]. For instance, the steric effect of ions can be taken into account through including the solvent entropy to the free energy of a charged system. Another approach is to incorporate ion-ion interactions described by the Lennard-Jones (LJ) integrals to the free energy [36,38]. To avoid computationally intractable integro-differential equations, local approximations of the nonlocal LJ integrals are proposed to obtain local PNP models with steric effects [35,39,40]. Modification added to the PNP theory in such a local model can also be understood as inclusion of hard-sphere interactions through second-order virial coefficients [11,42]. To validate the local steric PNP model, it is used to predict ion transport and selectivity of ionic channels [39,43].

The study on multiple steady-state solutions to the local steric PNP model has also attracted much attention in recent years [40,43,46]. When zero-flux boundary conditions are considered, the steady-state Nernst-Planck type of equations can be reduced to a system of algebraic equations, which defines generalized Boltzmann distributions. Rigorous analyses prove that there are multiple steady-state solutions to such a reduced system coupled with the Poisson equation [10,44,45]. It should be noted that the analysis for the zero-flux boundary conditions is not applicable to the scenario of ion permeation through channels. If multiple steady-state solutions present, a hysteresis loop can emerge in the current-voltage (I-V) characteristic curve of ion channels [46]. It is desirable to perform stability analysis of the steady-state solutions in the sense of time evo-
olution. Linear stability analysis is a powerful tool to understand the stability of solutions under perturbations \cite{40,47-51}. However, most of studies on linear stability analysis are carried out around steady states that have closed-form solutions. We develop general numerical approaches to perform linear stability analysis on solutions that are only numerically available, and apply them to numerically study the stability of steady-state solutions of the steric PNP equations in the context of ion channels.

In this work, we study linear stability of multiple steady-state solutions to a type of steric PNP equations that has been used to predict ion permeation through ion channels \cite{35,39}. The current-voltage (\(I-V\)) characteristic curve of ion channel is determined by finding the steady-state solutions of the steric PNP equations with Dirichlet boundary conditions for ionic concentrations and the electrostatic potential. The existence of multiple steady-state solutions gives rise to an \(S\)-shaped \(I-V\) curve with a hysteresis loop, which demonstrates the dependence of ion conductance on varying applied voltages with memory effects. In addition, we find hysteretic response of ion conductance to boundary concentrations, indicating that ion conductance may not only depend on intracellular and extracellular ionic concentrations but also their history values.

We propose boundary value problems to predict the location of bifurcation points and corresponding local bifurcation diagram on the \(S\)-shaped \(I-V\) curve. Numerical approaches for linear stability analysis are developed to understand the stability of the steady-state solutions that are only numerically available. Finite difference schemes are proposed to discretize a derived eigenvalue problem involving differential operators. By solving the eigenvalue problem, the linear stability analysis reveals that both the lower and upper branches of the \(S\)-shaped \(I-V\) curve are linearly stable and the intermediate branch is linearly unstable, exhibiting a classical bistable hysteresis diagram. Furthermore, we numerically study the transition dynamics in nonlinear regime, from a steady-state solution on the unstable branch to a one on the stable branches. As predicted by the linear stability analysis, such transition dynamics is led by perturbations associated to the mode of the dominant eigenvalue. Numerical simulations also demonstrate that the local bifurcation diagram predicted by the second derivative of \(V\) with respect to \(I\) agrees with the \(I-V\) curve. In addition, we perform numerical tests to show the convergence of the finite difference schemes proposed in the linear stability analysis.

The rest of the paper is organized as follows. In section \(2\) we describe our governing equations. In section \(3\) we present our methods to solve for steady-state solutions and bifurcation points. In section \(4\) we perform linear stability analysis on steady-state solutions. Section \(5\) is devoted to the presentation of our numerical results. Finally, we draw conclusions in section \(6\).

### 2 Model

Consider a charged system occupying a bounded domain \(\Omega\) with a smooth boundary \(\partial\Omega\). Dirichlet boundary conditions are considered on \(\partial\Omega\) with boundary data given by \(V_0\). The electrostatic potential \(\psi\) satisfies the following boundary-value problem of the Poisson equation:

\[
\begin{cases}
- \nabla \cdot (\varepsilon_\text{r} \varepsilon_\text{r} \nabla \psi) = \sum_{l=1}^{M} z_l e \psi_l + \rho_f & \text{in } \Omega, \\
\psi = V_0 & \text{on } \partial\Omega,
\end{cases}
\]
where \( c_l \) is the ion concentration for the \( l \)-th species, \( z_l \) is the valence, \( M \) is the number of ion species, \( e \) is the elementary charge, \( \varepsilon_0 \) is the vacuum permittivity, \( \varepsilon_r \) is the relative dielectric constant, and \( \rho_f \) is the fixed charge density. The free-energy functional of the charged system is given by \([35,39,52]\):

\[
F[c_1, c_2, \cdots, c_M] = \frac{1}{2} \int_{\Omega} \left( \sum_{l=1}^{M} z_l e c_l + \rho_f \right) \psi d\mathbf{x} + \beta^{-1} \int_{\Omega} \sum_{l=1}^{M} c_l \left[ \log(\Lambda^3 c_l) - 1 \right] d\mathbf{x} \\
+ \sum_{l=1}^{M} \sum_{r=1}^{M} \frac{\beta^{-1}}{2} \int_{\Omega} c_l \omega_{lr} c_r d\mathbf{x} - \frac{1}{2} \int_{\partial\Omega} \varepsilon_0 \varepsilon_r \frac{\partial \psi}{\partial n} \psi_{0d} dS,
\]

where \( \beta \) is the inverse thermal energy, \( \Lambda \) is the thermal de Broglie wavelength, and \( \omega_{ij} \) are the steric interaction coefficients, depending on the size of \( i \)th and \( j \)th ionic species. The coefficients can be obtained by introducing spatially band-limited functions to truncate the (spatial) frequency range of the singular Lennard-Jones interactions between ions \([35,39]\), and are given by

\[
\omega_{ij} = \varepsilon_{ij}(a_i + a_j)^{12} S_\delta,
\]

where \( \varepsilon_{ij} \) is the energy coupling constant between the \( i \)th and \( j \)th ionic species, \( a_i \) and \( a_j \) are the corresponding radii of ions, and \( S_\delta = \frac{\omega_d}{12-d} \delta^{-12+d} \) with \( \omega_d \) being the surface area of \( d \) dimensional unit ball and \( \delta \) being a small number for cutoff length. Note that the steric interaction coefficients \( \omega_{ij} \) can be alternatively defined via the second-order virial coefficients for hard spheres \([41]\).

The evolution of ion concentrations is described by the continuity equation

\[
\partial_t c_l = -\nabla \cdot J_l,
\]

where the flux \( J_l \) is given by

\[
J_l = -D_l c_l \nabla \left( \frac{\delta F}{\delta c_l} \right), \quad l = 1, 2, \cdots, M.
\]

Here \( D_l \) is the diffusion constant of \( l \)th ionic species. This gives rise to the Nernst–Planck equations

\[
\partial_t c_l = D_l \nabla \cdot \left( \nabla c_l + z_l e \beta c_l \nabla \psi + c_l \sum_{r=1}^{M} \omega_{lr} \nabla c_r \right), \quad l = 1, 2, \cdots, M.
\]

We introduce a macroscopic length scale \( L \), a characteristic concentration \( c_0 \), a characteristic screening length \( \lambda_D = \sqrt{\frac{2\varepsilon_0 e^2}{\beta e c_0}} \), and the following dimensionless variables \([15,25]\)

\[
\tilde{x} = \frac{x}{L}, \quad \tilde{D}_l = \frac{D_l}{D_0}, \quad \tilde{t} = \frac{t D_0}{L \lambda_D}, \quad \tilde{c}_l = \frac{c_l}{c_0}, \quad \tilde{\rho}_f = \frac{\rho_f}{e c_0}, \quad \tilde{\omega}_{lr} = \frac{c_0 \omega_{lr}}{\varepsilon_0}, \quad \tilde{\psi} = \beta e \psi.
\]

After rescaling, we obtain by dropping all the tildes the nondimensionalized Poisson–Nernst–Planck equations with steric interactions

\[
\begin{cases}
\partial_t \tilde{c}_l = \gamma_l \nabla \cdot \left( \nabla \tilde{c}_l + z_l \tilde{c}_l \nabla \tilde{\psi} + \tilde{c}_l \sum_{r=1}^{M} \omega_{lr} \nabla \tilde{c}_r \right), \quad l = 1, 2, \cdots, M, \\
- \Delta \tilde{\psi} = \kappa \left( \sum_{l=1}^{M} z_l \tilde{c}_l + \tilde{\rho}_f \right),
\end{cases}
\]

(2.2)
where $\gamma_l = \frac{\lambda_{p_l}}{D_l}$ and $\kappa = \frac{L^2}{2 \lambda_{D}}$.

We apply the steric PNP equations (2.2) to study ion conductance through a perfect cylinder shaped ion channel. By assuming radial and azimuthal symmetry, we reduce (2.2) into one-dimensional equations on a rescaled domain $\Omega = (-1, 1)$:

$$
\begin{cases}
\partial_t c_l = \gamma_l \partial_x \left( \partial_x c_l + z_l c_l \partial_x \psi + c_l \sum_{r=1}^M w_{lr} \partial_x c_r \right), \; l = 1, \ldots, M, \\
- \partial_{xx} \psi = \kappa \left( \sum_{l=1}^M z_l c_l + \rho_f \right).
\end{cases}
$$

(2.3)

Note that the dimension reduction used here is a special case of a more general one-dimensional reduction with a cross-sectional area factor, which allows more general geometry [21, 22].

We are interested in the case that two ends of an ion channel are connected to extracellular and intracellular ionic solution reservoirs. To model an applied transmembrane potential and extracellular and intracellular bulk concentrations in reservoirs, we employ the following boundary conditions [20, 24, 39, 53]

$$
c_l(t, -1) = c^L_l \quad \text{and} \quad c_l(t, 1) = c^R_l, \; l = 1, \ldots, M, \\
\psi(-1) = 0 \quad \text{and} \quad \psi(1) = V,
$$

(2.4)

where $V$ is an applied potential difference across the channel and the bulk concentrations $c^L_l$ and $c^R_l$ at boundaries satisfy neutrality conditions

$$
 \sum_{l=1}^M z_l c^L_l = \sum_{l=1}^M z_l c^R_l = 0.
$$

To describe fixed charges along a channel, we consider the following fixed charge distribution

$$
\rho_f(x) = \rho_i \quad \text{for} \; x \in (x_{i-1}, x_i),
$$

(2.5)

where $i = 1, 2, \ldots, K$, $x_0 = -1$, $x_K = 1$, and $\rho_1 = \rho_K = 0$. To quantify ion conductance through a channel, we define the net ionic current

$$
I = \sum_{l=1}^M z_l J_l.
$$

(2.6)

We remark that ions often have strong correlations due to crowded confinement in ion channels. Although the steric interactions can be regarded as a part of ion correlations of short range, the treatment on ion correlations in this work is incomplete. As shown in [39], however, selective ion permeation through channels can be predicted to some extent by the inclusion of the pairwise interaction term $\sum_{l=1}^M \sum_{r=1}^M \beta^{-1} \int_\Omega c_l \omega_{lr} c_r dx$, with some parameters in $\omega_{ij}$ treated as the fitting parameters. We leave for future work a detailed study with inclusion of ion correlations [54–56].
3 Steady States

3.1 Steady-State Solutions

We find steady-state solutions of the equations (2.3) by solving equations

\[
\begin{align*}
\partial_x \left( \partial_x c_l + z_l c_l \partial_x \psi + c_l \sum_{r=1}^M w_{lr} \partial_x c_r \right) &= 0, \quad l = 1, \ldots, M, \\
- \partial_{xx} \psi &= \kappa \left( \sum_{l=1}^M z_l c_l + \rho_f \right)
\end{align*}
\]

with boundary conditions (2.4). We briefly recall the numerical methods proposed in our previous work [46] for solving steady-state solutions. We first convert the problem into a system of \(2M + 2\) first order ODEs with the same number of boundary conditions. The ODE system is numerically solved with a Matlab program called BVP4C, in which an ODE system is solved with a collocation method on an adaptive mesh and the resulting nonlinear algebraic equations are iteratively solved by Newton-type methods [57]. Given the boundary conditions (2.4), the problem with sign-alternating piecewise constant fixed charges (2.5) may have multiple steady-state solutions. As the applied voltage \(V\) varies, the corresponding current \(I\) may become multi-valued, giving rise to an \(S\)-shaped current-voltage (I-V) characteristic curve; cf. Figure 1. To compute an I-V curve, it is helpful to employ the strategy of numerical continuation on applied voltages to get a good initial guess. However, continuation on \(V\) often only finds the low-current branch and high-current branch, and misses the intermediate branch of an \(S\)-shaped I-V curve when multiple solutions are present; cf. Figure 1. Moreover, the continuation advances with a very small stepsize as \(V\) approaches bifurcation points on the curve, where the Jacobian of the discretized nonlinear system becomes close to singular. To address this issue, the voltage \(V\), instead, is viewed as a function of \(I\), and the equations (3.1) are solved with the boundary condition \(\psi(1) = V\) in (2.4) replaced by a prescribed current \(I\). A complete \(S\)-shaped I-V curve can be obtained by performing continuation on \(I\) and collecting the applied voltage by \(V = \psi(1)\). See the work [46] for more details.

3.2 Bifurcation Points

The current-voltage (I-V) characteristic curve plays a crucial role in the study of ion conductance through ion channel or nanopores. It is of practical significance to locate bifurcation points on an \(S\)-shaped I-V curve, since the corresponding \(V\) values of these critical points are threshold values for hysteresis to take place, and they are also endpoints of intervals for \(V\) in which multiple solutions exist. If we assume that an I-V curve locally determines a differentiable function of \(V\) on \(I\), then \(\partial_I V = 0\) holds at bifurcation points of an \(S\)-shaped I-V curve; cf. red dots in Figure 1. More generally, it is of interest to locate a point on an I-V curve such that the slope, \(\partial_I V\), at the point is given by a known value.

At steady states, the current \(I\) given in (2.6) is a constant over \(\Omega\). Taking derivatives of both
sides of the equations (3.1) with respect to \( I \), we have

\[
\begin{align*}
\frac{\partial}{\partial x} \left( \partial_x \hat{c}_l + z_l \hat{c}_l \partial_x \psi + z_l c_l \partial_x \tilde{\psi} + \hat{c}_l \sum_{r=1}^{M} w_{lr} \partial_x c_r + c_l \sum_{r=1}^{M} w_{lr} \partial_x \hat{c}_r \right) &= 0, \quad l = 1, \ldots, M, \\
- \frac{\partial^2}{\partial x^2} \hat{\psi} &= \kappa \sum_{l=1}^{M} z_l \hat{c}_l,
\end{align*}
\]

(3.2)

where \( \hat{\psi} := \partial_I \psi \) and \( \hat{c}_l := \partial_I c_l \) for \( l = 1, \ldots, M \). To locate a point determined by a given slope value \( \partial_I V \), we solve the following boundary-value problem (BVP)

\[
\left\{ \begin{array}{l}
\text{Equations (3.1),} \\
\text{Equations (3.2),}
\end{array} \right. \quad \left( c_1, \ldots, c_M, \psi, \hat{c}_1, \ldots, \hat{c}_M, \hat{\psi} \right)|_{x=-1} = (c_1^L, \ldots, c_M^L, 0, 0, \ldots, 0), \\
\left( c_1, \ldots, c_M, \hat{c}_1, \ldots, \hat{c}_M, \hat{\psi} \right)|_{x=1} = (c_1^R, \ldots, c_M^R, 0, 0, \ldots, 0, \partial_I V).
\]

(3.3)

Note that we do not specify the applied voltage \( V \) as a boundary condition in the BVP (3.3). Instead, the applied voltage can be found after solving the BVP. Since \( \sum_{l=1}^{M} z_l \partial_I J_l = 1 \), we can convert the BVP into a system of \( 4M + 3 \) first order ODEs with the same number of boundary conditions, and numerically solve the ODEs again with the BVP4C program. See our previous work [46] for more details. Of particular interest are the bifurcation points that are determined by \( \partial_I V = 0 \) on an \( S \)-shaped \( I-V \) curve. With found bifurcation points, we are able to determine threshold applied voltages for hysteresis, as well as intervals for \( V \) in which the steric PNP equations have multiple steady states.

Consider an \( I-V \) curve that locally determines a twice differentiable function of \( V \) on \( I \). It is desirable to compute the second derivative \( \partial_{II} V \) that reveals local shape (concavity) of the curve. In particular, the second derivative enables prediction of approximate local bifurcation diagram close to bifurcation points. Taking second order derivatives of both sides of the equations (3.1) with respect to \( I \), we have

\[
\begin{align*}
\frac{\partial}{\partial x} \left[ \partial_x \hat{c}_l + 2z_l \hat{c}_l \partial_x \psi + z_l c_l \partial_x \tilde{\psi} + z_l c_l \partial_x \tilde{\psi} + \sum_{r=1}^{M} \omega_{lr} \left( 2\hat{c}_l \partial_x c_r + c_l \partial_x \hat{c}_r + \hat{c}_l \partial_x c_r \right) \right] &= 0, \\
- \frac{\partial^2}{\partial x^2} \hat{\psi} &= \kappa \sum_{l=1}^{M} z_l \hat{c}_l,
\end{align*}
\]

(3.4)

where \( \hat{\psi} := \partial_{II} \psi \) and \( \hat{c}_l := \partial_{II} c_l \) for \( l = 1, \ldots, M \). Here \( c_l, \hat{c}_l, \psi, \) and \( \hat{\psi} \) in (3.4) are obtained by numerically solving the BVP (3.3). The boundary conditions are given by

\[
\left( \hat{c}_1, \ldots, \hat{c}_M, \hat{\psi} \right)|_{x=-1} = (0, \ldots, 0, 0) \quad \text{and} \quad \left( \hat{c}_1, \ldots, \hat{c}_M \right)|_{x=1} = (0, \ldots, 0).
\]

(3.5)

By the fact that

\[
\sum_{l=1}^{M} z_l \partial_{II} J_l = 0,
\]
we can convert the equations (3.4) into a system of $2M + 1$ first order ODEs with the same number of boundary conditions, and numerically solve the ODEs with the BVP4C program. After solving, we have $\partial_H V = \hat{\psi}(1)$. When a bifurcation point is interested, we first solve the BVP (3.3) with $\partial_I V = 0$ to get $c_l, \bar{c}_l, \psi$, and $\hat{\psi}$, and then compute $\partial_H V$ to characterize the local bifurcation diagram close to the bifurcation point.

4 Linear Stability Analysis

We present a linear stability analysis on steady-state solutions of the steric PNP equations (2.3). We linearize the nonlinear equations (2.3) around a steady-state solution denoted by $\bar{\psi}(x)$ and $\bar{c}_l(x)$, which is obtained by solving the equations (3.1) as described in Section 3.1. We assume that the solution $(c_1, \cdots, c_M, \psi)$ to the equations (2.3) is given by

$$
\begin{pmatrix}
c_1(x,t) \\
\vdots \\
c_M(x,t) \\
\psi(x,t)
\end{pmatrix}
= 
\begin{pmatrix}
c_1(x) \\
\vdots \\
c_M(x) \\
\psi(x)
\end{pmatrix}
+ e^{\lambda t}
\begin{pmatrix}
\delta c_1(x) \\
\vdots \\
\delta c_M(x) \\
\delta \psi(x)
\end{pmatrix}
+ \cdots,
$$

where $|\delta c_l| \ll 1$ and $|\delta \psi| \ll 1$, and dots represent terms of higher orders as $|\delta c_l|$ and $|\delta \psi|$ go to zero. We also assume that the initial condition is given by

$$
c_l(x,0) = \bar{c}_l(x) + \delta c_l(x) \quad \text{and} \quad \psi(x,0) = \bar{\psi}(x) + \delta \psi(x).
$$

By the Dirichlet boundary conditions (2.4), we have homogeneous boundary conditions for $\delta c_l$ and $\delta \psi$:

$$
(\delta c_1, \delta c_2, \cdots, \delta c_M, \delta \psi)|_{x = \pm 1} = (0,0,\cdots,0,0).
$$

(4.1)

To the leading order, we recover the equations (3.1) for the steady state. Comparing the first-order terms, we obtain a linearized system

$$
\begin{cases}
\lambda \delta c_l = \gamma_l \partial_x \left[ \partial_x \delta c_l + z_l \bar{c}_l \partial_x \delta \psi + z_l \delta c_l \partial_x \bar{\psi} + \sum_{r=1}^{M} w_{lr} (\delta c_l \partial_x \bar{c}_r + \bar{c}_l \partial_x \delta c_r) \right], & 1 \leq l \leq M, \\
- \partial_{xx} \delta \psi = \kappa \sum_{l=1}^{M} z_l \delta c_l.
\end{cases}
$$

To the leading order, we recover the equations (3.1) for the steady state. Comparing the first-order terms, we obtain a linearized system

$$
\begin{cases}
\lambda \delta c_l = \gamma_l \partial_x \left[ \partial_x \delta c_l + z_l \bar{c}_l \partial_x \delta \psi + z_l \delta c_l \partial_x \bar{\psi} + \sum_{r=1}^{M} w_{lr} (\delta c_l \partial_x \bar{c}_r + \bar{c}_l \partial_x \delta c_r) \right], & 1 \leq l \leq M, \\
- \partial_{xx} \delta \psi = \kappa \sum_{l=1}^{M} z_l \delta c_l.
\end{cases}
$$

To the leading order, we recover the equations (3.1) for the steady state. Comparing the first-order terms, we obtain a linearized system

$$
\begin{cases}
\lambda \delta c_l = \gamma_l \partial_x \left[ \partial_x \delta c_l + z_l \bar{c}_l \partial_x \delta \psi + z_l \delta c_l \partial_x \bar{\psi} + \sum_{r=1}^{M} w_{lr} (\delta c_l \partial_x \bar{c}_r + \bar{c}_l \partial_x \delta c_r) \right], & 1 \leq l \leq M, \\
- \partial_{xx} \delta \psi = \kappa \sum_{l=1}^{M} z_l \delta c_l.
\end{cases}
$$

This system can be expressed in a matrix form

$$
A \begin{pmatrix}
\delta c_1 \\
\delta c_2 \\
\vdots \\
\delta c_M
\end{pmatrix}
= \lambda \begin{pmatrix}
\delta c_1 \\
\delta c_2 \\
\vdots \\
\delta c_M
\end{pmatrix},
$$

(4.2)
where

\[
A = \begin{pmatrix}
A_{11} & A_{12} & \cdots & A_{1M} \\
A_{21} & A_{22} & \cdots & A_{2M} \\
\vdots & \vdots & \ddots & \vdots \\
A_{M1} & A_{M2} & \cdots & A_{MM}
\end{pmatrix}
\] (4.3)

with operators

\[
\frac{A_{ii}}{\gamma_i} = \partial_{xx} - z_i^2 \kappa \partial_x \bar{c}_i \partial_x (\partial_{xx})^{-1} - z_i^2 \kappa \bar{c}_i + z_i \partial_x \bar{\psi} \partial_x + z_i \partial_{xx} \bar{\psi} + w_{ii} \partial_x \bar{c}_i \partial_x + w_{ii} \bar{c}_i \partial_{xx}
\]

\[+ \sum_{r=1}^{M} w_{ir} \left( \partial_x \bar{c}_r \partial_x + \partial_{xx} \bar{c}_r \right) \text{ for } i = 1, 2, \cdots, M,
\]

\[
\frac{A_{ij}}{\gamma_i} = -z_i z_j \kappa \partial_x \bar{c}_i \partial_x (\partial_{xx})^{-1} - z_i z_j \kappa \bar{c}_i + w_{ij} \partial_x \bar{c}_i \partial_x + w_{ij} \bar{c}_i \partial_{xx} \text{ for } i \neq j.
\]

To numerically compute \( \lambda \), we develop a finite difference scheme to discretize the operator matrix (4.3). We introduce a uniform mesh with grid points given by

\[
x_i = -1 + ih, \quad i = 0, 1, \cdots, N + 1,
\]

where grid spacing \( h = \frac{2}{N+1} \). We denote by \( \delta c_{l,i} \) and \( \delta \psi_i \) the numerical approximation of \( \delta c_{l}(x_i) \) and \( \delta \psi(x_i) \) for \( i = 0, 1, \cdots, N + 1 \), respectively. By the boundary conditions (4.1), we have \( \delta c_{l,0} = \delta c_{l,N+1} = 0 \) and \( \delta \psi_0 = \delta \psi_{N+1} = 0 \). We take interior grid points \( \{x_i\}_{i=1}^N \) as our computational mesh, and define

\[
\widehat{\delta c_{l}} = (\delta c_{l,1}, \delta c_{l,2}, \cdots, \delta c_{l,N})^T, \quad 1 \leq l \leq M,
\]

\[
\widehat{\delta \psi} = (\delta \psi_1, \delta \psi_2, \cdots, \delta \psi_N)^T.
\] (4.4)

The first derivative is approximated by a second-order central differencing scheme, which corresponds to a differentiation matrix

\[
D_N = \frac{1}{2h} \begin{pmatrix}
0 & 2 & 0 \\
-1 & 0 & 1 \\
\vdots & \ddots & \vdots \\
0 & -1 & 0 \\
0 & 0 & -2
\end{pmatrix}_{(N+2) \times (N+2)}.
\]

The second derivative corresponds to a differentiation matrix \( D_N^2 \). To approximate the eigenvalue problem (4.2) on interior grid points, we only make use of \( D_N \) and \( D_N^2 \) obtained by stripping the first and last rows and columns of \( D_{N+2} \) and \( D_{N+2}^2 \), i.e., in Matlab notations,

\[
\tilde{D}_{N} = D_{N+2}(2:N+1,2:N+1) \quad \text{and} \quad \tilde{D}_{N}^2 = D_{N+2}^2(2:N+1,2:N+1).
\]

The operators \( \partial_x \) and \( \partial_{xx} \) with homogeneous Dirichlet boundary conditions can be approximated by \( \tilde{D}_{N} \) and \( \tilde{D}_{N}^2 \), respectively. Similarly, the operator \( (\partial_{xx})^{-1} \) is approximated by \( (\tilde{D}_{N}^2)^{-1} \). Con-
sequently, the $A_{ij}$ blocks can be approximated as
\[
\frac{A_{ii}}{\gamma_i} \approx \tilde{D}_N^2 - z_i^2 \kappa \tilde{D}_N \tilde{c}_i \tilde{D}_N (\tilde{D}_N^2)^{-1} - z_i^2 \kappa \tilde{c}_i + z_i \tilde{D}_N \tilde{\psi} \tilde{D}_N + z_i \tilde{D}_N^2 \tilde{\psi} + w_{ii} \tilde{D}_N \tilde{c}_i \tilde{D}_N + w_{ii} \tilde{\psi} \tilde{D}_N + \sum_{r=1}^{M} w_{ir} (\tilde{D}_N \tilde{c}_r \tilde{D}_N + \tilde{D}_N^2 \tilde{c}_r), \quad 1 \leq i \leq M,
\]
\[
\frac{A_{ij}}{\gamma_i} \approx -z_i z_j \kappa \tilde{D}_N \tilde{c}_i \tilde{D}_N (\tilde{D}_N^2)^{-1} - z_i z_j \kappa \tilde{c}_i + w_{ij} \tilde{D}_N \tilde{c}_i \tilde{D}_N + w_{ij} \tilde{\psi} \tilde{D}_N, \quad i \neq j.
\]

We assemble the vectors $\hat{\delta}c_l$ defined in (4.4) for $M$ species of ions, and define
\[
\delta c := \sum_{i=1}^{M} e_l \otimes \hat{\delta}c_l,
\]
where $e_l$ is a unit column vector whose the $l$-th element is the only nonzero element being one, and $\otimes$ represents a Kronecker product. We recast the matrix $A$ in (4.2) as a matrix $A : \mathbb{R}^{M \times N} \rightarrow \mathbb{R}^{M \times N}$ given by
\[
A = \sum_{i,j=1}^{M} (e_i \otimes e_j^T) \otimes A_{ij}.
\]
Therefore, the eigenvalue problem (4.2) can be approximated by
\[
A \delta c = \lambda \delta c. \quad (4.5)
\]
Such an eigenvalue problem determines the linear stability of the steric PNP equations (2.3) around a steady state as follows: $\text{Re}(\lambda) > 0$ describes unstable modes, and $\text{Re}(\lambda) < 0$ describes stable modes. For short time, the coupling of perturbations of infinitesimal amplitude, as well as their impact on steady-state solutions, is still negligible. However, if $\text{Re}(\lambda) > 0$ for one certain mode, perturbations associated with the mode grow exponentially and quickly reach an amplitude where nonlinearity has to be taken into account. In such a nonlinear regime, the above linear stability analysis is no longer applicable. To study the nonlinear dynamics, e.g., transition from one steady state to another, we resort to numerical simulations of the steric PNP equations (2.3) starting from a steady state.

To avoid possible instability arising from temporal discretization, we propose a stable, implicit time integration scheme for the steric PNP equations (2.3):
\[
\begin{cases}
\frac{c_l^{n+1} - c_l^n}{\Delta t} = \gamma_l \partial_x \left( \partial_x c_l^{n+1} + z_l c_l^{n+1} \partial_x \psi^{n+1} + c_l^{n+1} \sum_{r=1}^{M} \omega_{lr} \partial_x c_r^{n+1} \right), \\
- \partial_{xx} \psi^{n+1} = \kappa \left( \sum_{l=1}^{M} z_l c_l^{n+1} + \rho_f \right),
\end{cases} \quad (4.6)
\]
with boundary conditions (2.4). Here we denote by $c_l^n(x)$ and $\psi^n(x)$ semi-discrete approximations of $c_l(t_n, x)$ and $\psi(t_n, x)$, where $t_n = n \Delta t$ and $\Delta t$ is a uniform time step size. Such a semi-discrete scheme can be converted into an ODE system and solved with the BVP4C, as described in Section 3.4.
5 Numerical Results

In our numerical simulations, we numerically solve the equations (3.1) with certain boundary conditions to find an \( I-V \) curve. To understand more on an \( S \)-shaped \( I-V \) curve, we solve the BVP (3.3) with \( \partial I/V = 0 \) to locate bifurcation points, and solve the equations (3.4) at bifurcation points with boundary conditions (3.5) to find \( \partial^2 I/V \), which can be further used to predict local bifurcation diagram close to the bifurcations points. Moreover, we solve the eigenvalue problem (4.5) to study linear stability of steady states. In nonlinear regime, we numerically investigate transition dynamics from unstable steady states to stable ones with the time integration scheme (4.6).

Unless otherwise stated, we consider a charged system that consists of binary monovalent electrolytes, i.e., \( M = 2 \), \( z_1 = 1 \), and \( z_2 = -1 \), and fixed charges

\[
\rho_f(x) = \begin{cases} 
0, & x \in [-1, -0.2), \\
-50, & x \in [-0.2, 0.4), \\
20, & x \in [0.4, 0.8), \\
-50, & x \in [0.8, 0.95), \\
0, & x \in [0.95, 1). 
\end{cases}
\]

We consider a steric interaction matrix \( W \) with diagonal elements \( w_{11} = w_{22} = 0.1 \) and subdiagonal elements \( w_{12} = w_{21} = 0.01 \). We take \( \gamma_1 = \gamma_2 = 1 \), \( \kappa = 100 \), and boundary concentrations \( c^L_1 = 1 \), \( c^L_2 = 1 \), \( c^R_1 = 0.5 \), and \( c^R_2 = 0.5 \).

5.1 Hysteresis and Bistability

We study the current-voltage relation for voltage-induced hysteresis of ionic conductance. i.e., the \( I-V \) curve as shown in Figure 1. We first numerically solve the equations (3.1) with continuation on applied voltages. When the applied voltage increases gradually, the current ascends along a low-current branch (from \( D \) to \( C \) on the solid red curve). As the voltage approaches the critical value corresponding to \( F \), the iterations for solving the equations slow down due to a more and more singular Jacobian matrix, and continuation has to advance with small increment. After the applied voltage exceeds a critical value about \( V = 154.86 \), the current suddenly jumps from the low-current branch at the bifurcation point \( F \) to a high-current branch at \( H \), switching the ionic conductance state. In the other round of sweeping with decreasing applied voltages from high values, the current follows a totally different path (from \( I \) to \( A \) on the solid blue curve) and suddenly switches at the bifurcation point \( G \) with \( V = 148.28 \) to \( E \) on the low-current branch, exhibiting a typical hysteresis loop. This demonstrates that ion conductance depends on the applied voltage as well as its history values, showing a memory effect. We remark that this is reminiscent of the voltage-induced gating mechanism [43], though our theory is purely deterministic. To explore more of the intermediate region of two branches, we view the applied voltage as a function of the current and solve the equations (3.1) with a boundary condition prescribing the current, instead of applied voltages. Such treatment of the boundary condition stabilizes the numerical simulation of steady-state solutions that are shown to be unstable. As shown by the green dashed curve in Figure 1 an intermediate branch connecting the low-current and high-current branches can be found by continuation on the current. The complete \( S \)-shaped curve features hysteretic response of ion current to varying applied voltages.
Figure 1: An S-shaped $I-V$ curve obtained by solving the equations (3.1). Linear stability analysis reveals that the steady-state solutions on the upper (blue solid) and lower (red solid) branches are stable, and those on the intermediate (green dashed) branches are unstable. The second derivative is given by $\partial^2 I/V = 0.005$ at the upper bifurcation point ($G$) that is located at $(148.28, 76.69)$. The second derivative is given by $\partial^2 I/V = -0.011$ at the lower bifurcation point ($F$) that is located at $(154.86, 23.61)$. There are three steady-state solutions, labeled by $A$, $B$, and $C$, when the applied voltage $V = 150$. The zoomed-in inset presents local bifurcation diagram, in which the black dotted parabolas are predicted by the second derivatives at bifurcation points.

Figure 2: The solution profiles of the electrostatic potential and ionic concentrations, corresponding to $A$, $B$, and $C$ in the Figure 1 when $V = 150$. 
For applied voltages in the interval $\left(148.28, 154.86\right)$, there exist three steady-state solutions of different ion conductance levels. For instance, three steady-state solutions, labeled by $A$, $B$, and $C$, are found for $V = 150$. The panel presented in Figure 2 displays profiles of the electrostatic potential and ionic concentrations corresponding to these three points. We observe that the solutions have large variations at the locations where the fixed charges are discontinuous. The ions distribute mainly according to the fixed charges due to electrostatic interactions. Comparing with the low-current state, both cations and anions have larger concentrations along the channel in the high-current conductance state.

![Figure 3: The eigenvalues with the largest real parts of the eigenvalue problem (4.5) at steady-state solutions corresponding to the A, B, and C in the Figure 1. Insets are zoomed-in plots of the eigenvalue with the largest real part.](image)

We perform linear stability analysis on the steady-state solutions on the lower, intermediate, and upper branches of the $S$-shaped $I$-$V$ curve by solving the eigenvalue problem (4.5). The sign of the computed eigenvalue with the largest real part, i.e., the dominant eigenvalue, for the perturbed system determines the linear stability. We present in Figure 3 six eigenvalues with the largest real parts of the eigenvalue problem (4.5) at steady-state solutions, corresponding to the $A$, $B$, and $C$ in the Figure 1. We find that the real part of the dominant eigenvalue is negative for both $A$ and $C$, and is positive for $B$. This reveals that the steady-state solutions at $A$ and $C$ are linearly stable, but that at $B$ is linearly unstable. Analogously, we consider the real part of the dominant eigenvalue for other points on the $I$-$V$ curve. Remarkably, we find that the steady-state solutions on both the lower and upper branches shown in blue solid curves are stable, but those on the intermediate branch shown in red dashed curves are unstable, exhibiting a classical bistable diagram. This agrees with our expectation of bistability as seen in typical hysteresis loops. Also, the instability explains why it is hard to capture the steady-state solutions on the intermediate branch in our numerical computations [46].

The stable and unstable branches connect at bifurcation points marked by red solid dots, which are located by solving the BVP (3.3) with $\partial I/V = 0$. Further numerical calculations based on the equations (3.4) at bifurcations points with boundary conditions (3.5) find the second derivative of
\[ \partial_{II} V = -0.011 \text{ at the lower bifurcation point and } \partial_{II} V = 0.005 \text{ at the upper bifurcation point.} \]

Such second derivative information helps predict local bifurcation diagram close to the bifurcation points. The dotted parabolas shown in the inset of Figure 1 demonstrate that the predicted parabola agrees well locally with the one calculated by using steady-state solutions.

### 5.2 Convergence Test

| \( h \) | \( \text{Error in } \lambda_{\text{Max}}^A \) | Order | \( \text{Error in } \lambda_{\text{Max}}^B \) | Order | \( \text{Error in } \lambda_{\text{Max}}^C \) | Order |
|---|---|---|---|---|---|
| 1/500 | 2.42 \times 10^{-2} | - | 1.44 \times 10^{-1} | 2.07 | 2.88 \times 10^{-1} | - |
| 1/1000 | 2.15 \times 10^{-2} | 1.88 | 1.25 \times 10^{-1} | 2.09 | 2.51 \times 10^{-1} | 2.15 |
| 1/500 | 1.91 \times 10^{-2} | 1.96 | 1.11 \times 10^{-1} | 2.11 | 2.20 \times 10^{-1} | 2.17 |
| 1/1000 | 1.70 \times 10^{-2} | 1.97 | 9.79 \times 10^{-2} | 2.14 | 1.94 \times 10^{-1} | 2.19 |

Table 1: The error and convergence order of \( \lambda_{\text{Max}} \), which is the eigenvalue with the largest real part, for the eigenvalue problem at \( A \), \( B \), and \( C \) in the Figure 1.

We perform convergence tests with various mesh resolutions to further validate the proposed numerical approaches on linear stability analysis of the steric PNP equations around steady-state solutions. Table 1 lists the error and convergence order of \( \lambda_{\text{Max}} \), which is the eigenvalue with the largest real part, for the eigenvalue problem at \( A \), \( B \), and \( C \) in the Figure 1. Table 2 lists \( l^\infty \) errors and convergence order of the eigenvector, corresponding to the eigenvalue \( \lambda_{\text{Max}} \), for the ionic concentrations and electrostatic potential at \( A \), \( B \), and \( C \). The error is obtained by comparing against a reference solution that is computed on a highly refined mesh with \( h = \frac{1}{3000} \).

Since second-order central differencing is employed to discretize the differential operators in (4.3), we anticipate a second-order convergence rate of our numerical approaches. From the tables, we can see that the numerical error decreases robustly as the mesh refines, and the numerical convergence order is indeed roughly about two for both eigenvalues and eigenvectors.

### 5.3 Nonlinear Transition Dynamics

The linear stability analysis is no longer applicable, when long-time dynamics of the steric PNP equations are concerned. To understand how the unstable steady-state solution evolves to stable ones, we numerically investigate the nonlinear transition dynamics with the time integration scheme (4.6). The numerical simulations start from a steady-state solution corresponding to \( B \) on the unstable branch of the S-shaped \( I-V \) curve shown in Figure 1. Since numerical noise provides broadband perturbations, noise associated to the mode of the eigenvalue with \( \text{Re}(\lambda_{\text{Max}}^B) > 0 \) will grow exponentially for small time. To examine the transition starting from an unstable solution, we define variations of \( \psi \) and \( c_l \) as

\[
\psi^{\Delta}(t, x) := \psi(t, x) - \psi^B(x), \quad c_l^{\Delta}(t, x) := c_l(t, x) - c_l^B(x), \quad l = 1, \cdots, M,
\]

where \( \psi(t, x) \) and \( c_l(t, x) \) are numerical solutions to (4.6) with initial conditions \( \psi^B(x) \) and \( c_l^B(x) \) that are a steady-state solution corresponding to \( B \) in Figure 1. As shown in Figure 1 (Left), both \( \psi^{\Delta}(t, x) \) and \( c_l^{\Delta}(t, x) \) start from zero (blue lines marked with dots), and evolve to final states (red curves marked with diamonds), corresponding to a stable solution at \( C \) in Figure 1. In addition,
Table 2: The $l^\infty$ error and convergence order of the eigenvector corresponding to $\lambda_{\text{Max}}$ at the $A$, $B$, and $C$ in the Figure [1].

|     | $h$  | $l^\infty$-error in $\delta c_1$ | Order | $l^\infty$-error in $\delta c_2$ | Order | $l^\infty$-error in $\delta \psi$ | Order |
|-----|------|---------------------------------|-------|---------------------------------|-------|---------------------------------|-------|
| $A$ | $\frac{750}{100}$ | $1.10 \times 10^{-4}$ | - | $3.41 \times 10^{-4}$ | - | $2.25 \times 10^{-4}$ | - |
|     | $\frac{800}{100}$ | $9.42 \times 10^{-4}$ | 2.14 | $2.97 \times 10^{-4}$ | 2.15 | $1.95 \times 10^{-4}$ | 2.17 |
|     | $\frac{850}{100}$ | $8.27 \times 10^{-4}$ | 2.15 | $2.61 \times 10^{-4}$ | 2.16 | $1.71 \times 10^{-4}$ | 2.17 |
|     | $\frac{900}{100}$ | $7.30 \times 10^{-4}$ | 2.19 | $2.30 \times 10^{-4}$ | 2.19 | $1.51 \times 10^{-4}$ | 2.21 |
| $B$ | $\frac{750}{100}$ | $6.16 \times 10^{-4}$ | - | $3.13 \times 10^{-4}$ | - | $6.64 \times 10^{-5}$ | - |
|     | $\frac{800}{100}$ | $5.37 \times 10^{-4}$ | 2.12 | $2.74 \times 10^{-4}$ | 2.08 | $5.78 \times 10^{-5}$ | 2.15 |
|     | $\frac{850}{100}$ | $4.72 \times 10^{-4}$ | 2.13 | $2.41 \times 10^{-4}$ | 2.10 | $5.06 \times 10^{-5}$ | 2.17 |
|     | $\frac{900}{100}$ | $4.17 \times 10^{-4}$ | 2.16 | $2.13 \times 10^{-4}$ | 2.13 | $4.47 \times 10^{-5}$ | 2.19 |
| $C$ | $\frac{750}{100}$ | $1.60 \times 10^{-3}$ | - | $1.90 \times 10^{-3}$ | - | $2.98 \times 10^{-4}$ | - |
|     | $\frac{800}{100}$ | $1.40 \times 10^{-3}$ | 2.17 | $1.60 \times 10^{-3}$ | 2.20 | $2.57 \times 10^{-4}$ | 2.27 |
|     | $\frac{850}{100}$ | $1.20 \times 10^{-3}$ | 2.19 | $1.40 \times 10^{-3}$ | 2.21 | $2.24 \times 10^{-4}$ | 2.28 |
|     | $\frac{900}{100}$ | $1.10 \times 10^{-3}$ | 2.21 | $1.30 \times 10^{-3}$ | 2.23 | $1.97 \times 10^{-4}$ | 2.29 |

Figure 4: (a) Snapshots of the evolution of $\psi^\Delta(t, x)$ and $c^\Delta_l(t, x)$ ($l = 1, \cdots, M$) starting from the unstable steady-state solution at $B$ (blue lines marked with dots) to a final state corresponding to $C$ (red curves marked with diamonds). (b): A normalized eigenvector corresponding to the eigenvalue with the largest real part at $B$. 
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Figure 4 (Right) shows a normalized eigenvector corresponding to the eigenvalue with the largest real part at $B$. Clearly, we find that the evolution of concentrations and the electrostatic potential follows exactly in the direction dictated by the eigenvector, especially in the early stage. This is consistent with our linear stability analysis that the perturbations associated to the mode of the eigenvalue with the largest real part lead transition dynamics.

Figure 5: (a): Snapshots of the evolution of $\psi^\Delta(t, x)$ and $c_l^\Delta(t, x)$ ($l = 1, \cdots, M$) starting from the initial condition (5.1) (blue lines marked with dots) to a final state corresponding to $A$ (red curves marked with diamonds). (b): Another normalized eigenvector corresponding to the eigenvalue with the largest real part at $B$.

To study transition dynamics from $B$ to $A$, numerical integration starts from an initial condition

$$
\psi(0, x) = \epsilon \psi^A(x) + (1 - \epsilon) \psi^B(x), \quad c_l(0, x) = \epsilon c_l^A(x) + (1 - \epsilon) c_l^B(x), \quad l = 1, \cdots, M, \quad (5.1)
$$

where $\epsilon = 0.001$. Such an initial condition is obtained by perturbing the steady-state solution at $B$ slightly toward that at $A$. Figure 5 (Left) shows the evolution of $\psi^\Delta(t, x)$ and $c_l^\Delta(t, x)$ from the initial condition (5.1) to a final state at $A$. Figure 5 (Right) shows another normalized eigenvector corresponding to the eigenvalue with the largest real part at $B$. Notice that this normalized eigenvector points in an opposite direction contrast to the one showed in Figure 4 (Right). Again, we can observe that the evolution of concentrations and the electrostatic potential accords with the given eigenvector, agreeing with our linear stability analysis.

### 5.4 Concentration-Induced Hysteresis

In this example, we investigate the effect of boundary concentrations on the existence and stability of multiple steady-state solutions to the steric PNP equations. We set boundary concentrations $c_l(-1) = c_l^f$ for $l = 1, 2$ at the left end where the electrostatic potential is grounded, and set
the relation \( c_1(1) = c_2(1) \) for boundary concentrations at the right end where the potential \( V = 150 \). We define the variable \( c_B := c_1(1) \). Similar to the S-shaped I-V curve shown in Figure 1, two rounds of sweeping with an increasing and decreasing \( c_B \) are used to capture low-current and high-current branches in the current-concentration curve shown in Figure 6. To find the intermediate branch, we prescribe the current \( I \) as a boundary condition and treat \( c_B \) as a variable to be determined. See our previous work \[46\] for more details. Such a strategy helps complete the whole current-concentration curve with a hysteresis loop, which indicates that the channel conductance state not only depends on intracellular and extracellular ionic concentrations but also their history values.

In addition, we study linear stability of steady state solutions on the current-concentration curve by solving the eigenvalue problem (4.5). For the points \( A \), \( B \), and \( C \) on the curve with \( c_B = 1 \), we can see from Figure 7 that the dominant eigenvalue has a negative real part for \( A \) and \( C \), and a positive real part for \( B \). This indicates that the steady-state solutions at \( A \) and \( C \) are linearly stable and that at \( B \) is linearly unstable. Similarly, we check the real part of the dominant eigenvalue for the whole current-concentration curve. Results demonstrate that the steady-state solutions on blue solid curves are linearly stable, and that on the dashed intermediate branch in red are unstable, showing a typical bistable hysteresis loop.

6 Conclusions

In this work, we have studied linear stability of multiple steady-state solutions to the steric PNP equations. The current-voltage (I-V) characteristic curve has been determined by solving steady states to the steric PNP equations with Dirichlet boundary conditions arising from ion channels. We have numerically found multiple steady-state solutions that lead to an S-shaped current-voltage and current-concentration curves showing hysteresis loops. The hysteretic response of ion
conductance to applied voltages and boundary concentrations demonstrates that ion conductance state depends on their currently applied values as well as their history values, i.e, the memory effect. We have proposed boundary value problems to locate of bifurcation points and to predict local bifurcation diagram near bifurcation points on the $S$-shaped $I$-$V$ curve. To understand the stability of steady-state solutions that are only numerically available, we have performed linear stability analysis that is based on finite difference discretization of differential operators. The linear stability analysis has unveiled that the $S$-shaped $I$-$V$ curve has two linearly stable branches with a high-conductance state and low-conductance state, and has one linearly unstable intermediate branch. This presents a classical hysteresis diagram with bistable behavior. Furthermore, extensive numerical tests have shown that the numerical method proposed in the linear stability analysis is second-order accurate. In addition, we have numerically studied the nonlinear transition dynamics from unstable steady-state solutions to stable solutions. It has been found that the transition follows the direction predicted by eigenvectors associated to the dominant eigenvalue in the linear stability analysis. The numerical approaches developed in this work are quite general and useful, in the sense that they can be applied to study linear stability of other time-dependent problems around their steady-state solutions that are only numerically available.
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