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Abstract

The center, median and the security center are three central parts defined for any connected graph whereas the characteristic set, subtree core and core vertices are three central parts defined for trees only. We extend the concept of the characteristic set, subtree core and core vertices to general connected graphs and call them the characteristic center, subgraph core and core vertices, respectively.

We show by examples that in a connected graph all the above six central parts can be different and also prove that for a connected vertex transitive graph each of the six central parts is the whole vertex set. Further it is shown that given any graph $G$, there exists a connected supergraph $G_{ch}$ of $G$ with the whole vertex set of $G$ as the characteristic center. Associated with the subgraph core and core vertices, we leave some unanswered question related to the graph centrality.
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1 Introduction

Throughout this paper, graphs are simple, finite, connected and undirected. Let $G$ be a graph with vertex set $V(G)$ and edge set $E(G)$. A vertex $v \in V(G)$ is called a cut vertex of $G$ if the graph $G - v$ is disconnected. If a graph has no cut vertices, it is called a two connected graph. A maximal two connected subgraph of $G$ is called a block of $G$. For $u, v \in V(G)$, the distance between them is defined as the number of edges in a shortest path joining $u$ and $v$, and we denote it by $d(u, v)$.

In 1869, Jordan first introduced the notion of centrality in connected graphs. In [13], he first defined two central parts for trees, popularly known as the center and the centroid. The center has a natural extension to connected graphs while the median and the security center are considered as two different generalizations of the centroid in connected graphs. Including centroid there are many other central parts which are defined for trees only. Some of these are the subtree core, the core vertices, the characteristic set, the telephone center, the weight balance center, the processing center, the n-th power center of gravity, the k-nucleus etc. Interested people may see the survey paper by Reid [22] for many other central parts defined for a tree.

Central parts of graphs have practical importance in finding an optimal location for establishing a facility in a network. Many facility location problems can be solved by translating it into a graph theoretic problem. Most of the time the solutions of such problems are given by a central part of the associated graph. The associated graph may not be a tree always. So, it is worth to extend some of the definitions of the central parts of trees to connected graphs.

*Corresponding Author: dinesh.pandey@niser.ac.in, Supported by UGC Fellowship scheme (Sr. No. 2061641145), Government of India
†klpatra@niser.ac.in
We denote the automorphism group of a graph $G$ by $Aut(G)$. A graph $G$ is called a vertex transitive graph if for any two vertices $u$ and $v$ of $G$, there exists $\sigma \in Aut(G)$ such that $\sigma(u) = v$. We denote $\sigma(u)$ by $u^\sigma$. It is to note that a vertex transitive graph is always regular.

**Lemma 1.1** ([3], Lemma 1.3.2). Let $u, v \in V(G)$ and $\sigma \in Aut(G)$. Then $d(u,v) = d(u^\sigma,v^\sigma)$.

The characteristic set, subtree core and core vertices are three central parts defined for trees only. This paper is a study about the generalization of these three central parts to connected graphs. In Section 2 we see some basic properties of the central parts: center, median and security center. In Section 3, we define three new central parts of a connected graph which are generalizations of the characteristic set, subtree core and core vertices. We explore their properties analogous to the center, median and security center. While exploring the properties of the central parts of connected graphs, we talk about many unanswered questions related to the newly defined central parts.

## 2 Preliminaries

In this section, we recall the definitions of the central parts: center, median and security center and observe some properties which are common to them.

### 2.1 Center of a graph

The eccentricity $e(v)$ of a vertex $v$ of $G$ is defined as $e(v) = \max\{d(v,u) : u \in V(G)\}$. A vertex of minimum eccentricity is called a central vertex of $G$ and the set of all central vertices is called the center of $G$. We denote the center of $G$ by $C(G)$. For any tree $T$, the following is known regarding $C(T)$.

**Proposition 2.1** ([11], Theorem 4.2). The center of a tree consists of either one vertex or two adjacent vertices.

The above result is generalized by Harary and Norman in [11].

**Proposition 2.2** ([11], Lemma 1). The center of a graph $G$ is contained in a block of $G$.

A graph $G$ is called a self-centered graph if $C(G) = V(G)$. By Proposition 2.1 it is clear that $K_1$ and $K_2$ are the only self-centered trees. It will be nice to characterize all self-centered connected graphs. We find a class of graphs which are self-centered. For the complete graph $K_n$, the eccentricity of every vertex is 1, so $C(K_n) = V(K_n)$. Similarly the eccentricity of every vertex of the cycle $C_n$ is $\lfloor \frac{n}{2} \rfloor$ and so $C(C_n) = V(C_n)$. Both $K_n$ and $C_n$ are vertex transitive graphs. Interestingly, it is true that any connected vertex transitive graph is self-centered.

**Theorem 2.3.** Let $G$ be a connected vertex transitive graph. Then $C(G) = V(G)$.

**Proof.** Let $G$ be a connected vertex transitive graph and let $u, v \in V(G)$. Suppose $e(u) = d(u,u')$ and $e(v) = d(v,v')$. Since $G$ is vertex transitive, there exists $\sigma \in Aut(G)$ such that $v^\sigma = u$. By Lemma 1.1 we have $e(u) \geq d(u,v^\sigma) = d(v^\sigma,v'^\sigma) = d(v,v') = e(v)$. Similarly, it can be showed that $e(v) \geq e(u)$. So $e(u) = e(v)$ and hence $C(G) = V(G)$. □

The converse of Theorem 2.3 is not true. For example, consider the complete bipartite graph $K_{m,n}$ with $m > n \geq 2$. For any vertex $v \in V(K_{m,n})$, $e(v) = 2$ and so $C(K_{m,n}) = V(K_{m,n})$. But $K_{m,n}$ is not vertex transitive as it is not regular.

We call the subgraph induced by the central vertices of $G$ as the center subgraph of $G$. The next property of the center is due to Buckley, Miller and Slater.

**Theorem 2.4** ([4]). For any graph $G$ (may be disconnected), there exists a connected graph $G'$ such that the center subgraph of $G'$ is isomorphic to $G$. 
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2.2 Median of a graph

The median of a connected graph was first defined by Ore (see [17], page 30). It was Zelinka who considered it as a generalization of the centroid for connected graphs and observed it as a central part of a connected graph. We start this subsection with the definition of the centroid of a tree.

Let \( T \) be a tree. For \( v \in V(T) \), a branch at \( v \) is a maximal subtree of \( T \) containing \( v \) as a pendant vertex. The weight of \( v \) is the maximal number of edges in any branch of \( T \) at \( v \). A vertex of minimal weight is called a centroid vertex of \( T \) and the set of all centroid vertices is called the centroid of \( T \). It is known that the centroid of a tree consists of either one vertex or two adjacent vertices.

The distance \( D(v) \) of a vertex \( v \) in \( G \) is defined as \( D(v) = \sum_{u \in V(G)} d(v, u) \). A vertex of minimum distance is called a median vertex of \( G \) and the set of all median vertices is called the median of \( G \). We denote the median of \( G \) by \( M(G) \). In [28], Zelinka proved that, while restricted to trees, the median coincides with the centroid. So, the median is considered as an extension of the centroid in connected graphs. Due to Zelinka, we have the following property of the median analogous to Proposition 2.1.

Proposition 2.5 ([28], Theorem 2). The median of a tree consists of either one vertex or two adjacent vertices.

The above result is generalized by Truszczysiński in [27].

Proposition 2.6 ([27], Theorem 3). The median of a connected graph \( G \) is contained in a block of \( G \).

Next we prove the result corresponding to Theorem 2.3 for median.

Theorem 2.7. Let \( G \) be a vertex transitive graph. Then \( M(G) = V(G) \).

Proof. Let \( u, v \in V(G) \). It is sufficient to prove that \( D(u) = D(v) \). Since \( G \) is vertex transitive, there exists \( \sigma \in Aut(G) \) such that \( u^\sigma = v \). By Lemma 1.1 we have \( D(u) = \sum_{x \in V(G)} d(u, x) = \sum_{x \in V(G)} d(u^\sigma, x^\sigma) \).

So,

\[
D(u) = \sum_{x \in V(G)} d(u^\sigma, x^\sigma) = \sum_{x \in V(G)} d(v, x^\sigma) = \sum_{y \in V(G)} d(v, y) = D(v).
\]

Is the converse of Theorem 2.7 true? To be more precise, we have the following question.

Question 2.8. Let \( G \) be a connected graph with \( M(G) = V(G) \). Is \( G \) vertex transitive?

The subgraph induced by the median vertices of \( G \) is said to be the median subgraph of \( G \). Due to Slater we have two different supergraphs whose median subgraphs are isomorphic to a given graph.

Proposition 2.9 ([24], Theorem 2). Let \( G \) be a graph (may be disconnected). Then there exists a connected graph \( G' \) such that the median subgraph of \( G' \) is isomorphic to \( G \).

The construction in Proposition 2.9 contains a large number of vertices. In [25], Smart and Slater gave another construction with less number of vertices for graphs with no isolated vertices.

Proposition 2.10 ([25], Theorem 7). If \( G \) has no isolated vertices, then there exists a connected graph \( G' \) with \( |V(G')| = 2|V(G)| \) such that the median subgraph of \( G' \) is isomorphic to \( G \).

2.3 Security center of a graph

The security center of a connected graph was introduced as another generalization of the centroid in [23]. For distinct vertices \( u \) and \( v \) of \( G \), let \( V_{uv} = \{ x \in V(G) : d(x, u) < d(x, v) \} \) and let \( g(u, v) = |V_{uv}| - |V_{vu}| \). The security number \( s(u) \) of \( u \) is given by \( s(u) = \min \{ g(u, v) : v \in V(G) - u \} \). The security center of \( G \), denoted by \( S(G) \), is the set of vertices \( x \) for which \( s(x) \) is maximum.

The weight of a vertex \( v \) in a tree \( T \) is independent of the distance \( d(u, v) \) for \( u \) lying in a branch at \( v \) rather it depends upon the number of vertices present in a branch at \( v \). By this observation, Slater ([23]) felt that the security center would be a better generalization of the centroid than the median. He proved that the security center of a tree coincides with its centroid. Due to Slater we have the following.
Proposition 2.11 ([23], Corollary 1a). The security center of a tree consists of either one vertex or two adjacent vertices.

Slater has shown by an example ([23], Figure 4) that, in a graph $G$ the security center can be different from the median but both lie in the same block of $G$. Thus, regarding the position of the security center in a graph, we have the following result.

Proposition 2.12 ([25], Theorem 6). The security center of a graph $G$ is contained in a block of $G$.

Next we show the centrality property of vertex transitive graphs for the security center.

Lemma 2.13. Let $u$ and $v$ be two distinct vertices of $G$ and let $\sigma \in Aut(G)$. Then $g(u, v) = g(u^\sigma, v^\sigma)$.

Proof. Let $x \in V(G)$. By Lemma 1.1 it follows that $d(x, u) < d(x, v)$ if and only if $d(x^\sigma, u^\sigma) < d(x^\sigma, v^\sigma)$. So, if $x \in V_{uv}$ then $d(x, u) < d(x, v) \implies d(x^\sigma, u^\sigma) < d(x^\sigma, v^\sigma) \implies x^\sigma \in V_{u^\sigma v^\sigma}$. Thus, we have $|V_{uv}| \leq |V_{u^\sigma v^\sigma}|$. Similarly, it can be shown that $|V_{u^\tau v^\tau}| \leq |V_{uv}|$. Thus $|V_{uv}| = |V_{u^\sigma v^\sigma}|$ and the result follows.

Theorem 2.14. Let $G$ be a connected vertex transitive graph. Then $S(G) = V(G)$.

Proof. Let $u$ and $v$ be two distinct vertices of $G$. It is sufficient to show that $s(u) = s(v)$. Let $\sigma \in Aut(G)$ such that $u^\sigma = v$. By Lemma 2.13 we have,

$$s(u) = \min\{g(u, x) : x \in V(G) - u\}$$
$$= \min\{g(u^\sigma, x^\sigma) : x^\sigma \in V(G) - u^\sigma\}$$
$$= \min\{g(v, x^\sigma) : x^\sigma \in V(G) - v\}$$
$$= \min\{g(v, y) : y \in V(G) - v\}$$
$$= s(v).$$

Is the converse of Theorem 2.14 true? To be more precise, we have the following question.

Question 2.15. Let $G$ be a connected graph with $S(G) = V(G)$. Is $G$ vertex transitive?

We call the subgraph induced by the vertices of the security center of $G$ as the security subgraph of $G$. Given a graph $G$, Smart and Slater constructed a graph whose security subgraph is same as $G$.

Proposition 2.16 ([24], Theorem 7). Let $G$ be a graph without isolated vertices. Then there exists a graph $G'$ such that the security subgraph of $G'$ is isomorphic to $G$.

In Section 3.1, we see that the center, median and security center may be different in a graph but all three coincide for paths and stars. For the path $P_n : 12 \cdots n$ and the star $K_{1,n-1}$, it is easy to check that

$$C(P_n) = M(P_n) = S(P_n) = \begin{cases} \{\frac{n}{2}, \frac{n}{2} + 1\} & \text{if } n \text{ is even,} \\ \{\frac{n+1}{2}\} & \text{if } n \text{ is odd} \end{cases}$$

(1)

and

$$C(K_{1,n-1}) = M(K_{1,n-1}) = S(K_{1,n-1}) = \{v\}$$

(2)

where $v \in V(K_{1,n-1})$ is the vertex of degree $n - 1$.

3 Three new central parts of a graph

In this section, we generalize the definitions of three central parts of a tree namely the characteristic set, the subtree core and the core vertices. We discuss the analogous centrality properties satisfied by center, median and security center for these new central parts.
3.1 The characteristic center

Let $G$ be a graph on $n$ vertices with $V(G) = \{v_1, v_2, \ldots, v_n\}$. The degree matrix $D(G) = (d_{ij})$ of $G$ is the $n \times n$ diagonal matrix with $d_{ii} = \deg(v_i)$ for $i = 1, 2, \ldots, n$. The adjacency matrix $A(G) = (a_{ij})$ of $G$ is the $n \times n$ matrix with $a_{ij} = 1$ if $i$ and $j$ are adjacent and 0 otherwise, for $1 \leq i, j \leq n$. The Laplacian matrix $L(G)$ of $G$ is defined as $L(G) = D(G) - A(G)$. It is well known that $L(G)$ is a real symmetric positive semi definite matrix. The smallest eigenvalue of $L(G)$ is 0 with all one vector as an eigenvector. The second smallest eigenvalue of $L(G)$ is positive if and only if $G$ is connected (see [7]).

The second smallest eigenvalue of $L(G)$ is called the [algebraic connectivity of $G$ and we denote it by $\mu(G)$. An eigenvector corresponding to $\mu(G)$ is called a Fiedler vector of $G$.

For a vertex $v$ of a connected graph $G$, let $C_1, C_2, \ldots, C_k$ be the connected components of $G - v$. Note that $k \geq 2$ if and only if $v$ is a cut vertex of $G$. For $i \in \{1, 2, \ldots, k\}$, let $L(C_i)$ be the principal submatrix of $L(G)$ corresponding to the vertices of $C_i$. Then $L(C_i)$ is invertible and $L(C_i)^{-1}$ is a positive matrix (matrix with positive entries) which is called the bottleneck matrix of $C_i$. By Perron-Frobenius theorem, $L(C_i)^{-1}$ has a simple dominant eigenvalue, called the Perron value of $C_i$ at $v$. The component $C_j$ is called a Perron component at $v$ if its Perron value is maximal among the components $C_1, C_2, \ldots, C_k$ at $v$. The next result describes the entries of the bottleneck matrices for trees which is useful for our study.

**Lemma 3.1** ([15], Proposition 1). Let $T$ be a tree and $v \in V(T)$. Let $T_1$ be a component of $T - v$ and $L_1$ be the submatrix of $L(T)$ corresponding to $T_1$. Then $L_1^{-1} = (m_{ij})$, where $m_{ij}$ is the number of edges in common between the paths $P_i$ and $P_j$, where $P_i$ denotes the path joining the vertices $i$ and $v$.

Let $Y$ be a Fiedler vector of $G$. By $Y(v)$ we mean the co-ordinate of $Y$ corresponding to the vertex $v$ of $G$. A vertex $v$ is called a characteristic vertex of $G$ with respect to (w.r.t.) $Y$ if it satisfies one of the following two conditions.

(i) $Y(v) = 0$ and there exists a vertex $u$ adjacent to $v$ such that $Y(u) \neq 0$.

(ii) there exists a vertex $u$ adjacent to $v$ such that $Y(v)Y(u) < 0$.

The set of all characteristic vertices of $G$ w.r.t. $Y$ is called the characteristic set of $G$ w.r.t. $Y$. We denote the characteristic set of $G$ w.r.t. $Y$ by $\chi(G,Y)$. One of the important reason to consider it as a central part of a tree is the following proposition.

**Proposition 3.2** ([8], Theorem 3.14 and [21], Theorem 2). Let $Y$ be a Fiedler vector of a tree $T$. Then $\chi(T,Y)$ is either a single vertex or two adjacent vertices. Furthermore, $\chi(T,Y)$ is fixed for any Fiedler vector $Y$.

Note that for a characteristic vertex $v$, if condition (ii) holds then $u$ is also a characteristic vertex of $G$ w.r.t. $Y$. In this case, the edge $\{u,v\}$ is known as a characteristic edge of $G$ w.r.t. $Y$. Thus by a characteristic edge of $G$ w.r.t. $Y$, we mean two adjacent characteristic vertices of $G$ w.r.t. $Y$. A connection between Perron components and characteristic set of a tree is described in next three results.

**Proposition 3.3** ([15], Corollary 1.1). Let $T$ be a tree on $n$ vertices. Then the edge $\{i, j\}$ is the characteristic edge of $T$ if and only if the component $T_i$ at vertex $j$ containing the vertex $i$ is the unique Perron component at $j$ while the component $T_j$ at vertex $i$ containing the vertex $j$ is the unique Perron component at $i$.

**Proposition 3.4** ([15], Corollary 2.1). Let $T$ be a tree on $n$ vertices. Then the vertex $v$ is the characteristic vertex of $T$ if and only if there are two or more Perron components of $T$ at $v$.

**Proposition 3.5** ([15], Proposition 2). Let $T$ be a tree and suppose that $v$ is not a characteristic vertex of $T$. Then the unique Perron component at $v$ contains the characteristic set of $T$.

As an application of Lemma 3.1, Proposition 3.3 and Proposition 3.4, we have the following remarks.

**Remark 3.6.** For any Fiedler vector $Y$ of $P_n$,

$$\chi(P_n,Y) = \begin{cases} \left\{ \frac{n + 1}{2} \right\} & \text{if } n \text{ is even,} \\ \left\{ \frac{n + 1}{2} + 1 \right\} & \text{if } n \text{ is odd.} \end{cases}$$
Remark 3.7. For any Fiedler vector $Y$ of $K_{1,n-1}$, $\chi(K_{1,n-1}, Y) = \{v\}$ where $v$ is the vertex of degree $n-1$ in $K_{1,n-1}$.

By Proposition 3.2 it is clear that the characteristic set of a tree is independent of the choice of the Fiedler vector but this is not true for general graphs. We have the following example.

Example 3.8. For the cycle $C_4 : v_1v_2v_3v_4v_1$, we have $\mu(C_4) = 2$. It can be easily checked that $Y_1 = (1, 0, -1, 0)$ and $Y_2 = (0, 1, 0, -1)$ are two Fiedler vectors of $C_4$. So, we get $\chi(C_4, Y_1) = \{v_2, v_4\}$ and $\chi(C_4, Y_2) = \{v_1, v_3\}$.

The above example shows that, the characteristic set of a graph can be different for different Fiedler vectors. So, claiming it a central part for connected graphs is ill-suited. This motivates us to give a more general definition of the characteristic set to consider it as a central part for graphs.

Definition 3.9. Let $G$ be a connected graph and $L(G)$ be the Laplacian matrix of $G$. Then the characteristic center $\chi(G)$ of $G$ is given by

$$
\chi(G) = \{v \in V(G) : v \in \chi(G, Y) \text{ for some Fiedler vector } Y\}.
$$

The term characteristic center (in place of characteristic set) of a tree is first used by Zimmermann in [30]. Clearly, $\chi(G)$ is independent of the choice of the Fiedler vector and for a tree $T$, $\chi(T) = \chi(T, Y)$ for any Fiedler vector $Y$. So from Remark 3.6 and Remark 3.7 it follows that

$$
\chi(P_n) = \begin{cases}
\left\{ \frac{n}{2}, \frac{n+1}{2} \right\} & \text{if } n \text{ is even}, \\
\left\{ \frac{n}{2} \right\} & \text{if } n \text{ is odd}
\end{cases}
$$

and

$$
\chi(K_{1,n-1}) = \{v\}
$$

where $v$ is the vertex of degree $n-1$ in $K_{1,n-1}$. Also, the following property holds for the characteristic center of a tree.

Proposition 3.10. The characteristic center of a tree consists of either one vertex or two adjacent vertices.

To support the centrality nature of the characteristic center, next we show that $\chi(G)$ lies in a block of $G$. Let $Y$ be a Fiedler vector of $G$. We call a vertex $v$ has a positive valuation, negative valuation or zero valuation depending upon whether $Y(v)$ is positive, negative or zero, respectively.

Proposition 3.11 ([8], Theorem 3.12). Let $G$ be a connected graph and $Y$ be a Fiedler vector of $G$. Then exactly one of the following two cases holds.

Case A: There is a single block $B_0$ in $G$ which contains vertices with both positive and negative valuations. Each other block contains either only positively valuaited vertices, only negatively valuaited vertices or only zero valuaited vertices. Every path $P$ starting from $B_0$, which contains at most two cut vertices in each block and exactly one vertex $k$ in $B_0$ has the property that the valuations of the cut vertices of $G$ lying in $P$, form either an increasing or a decreasing or a zero sequence along this path according to whether $Y(k) > 0$, $Y(k) < 0$ or $Y(k) = 0$. In the last case all the vertices on $P$ have valuation zero.

Case B: No block of $G$ contains both positively and negatively valuaited vertices. There exists a unique vertex $z$ of valuation zero which is adjacent to a vertex with non-zero valuation. This vertex $z$ is a cut vertex. Each block contains (with the exception of $z$) either the vertices with positive valuations only, vertices with negative valuations only or vertices with zero valuations only. Every path $P$ starting from $z$ which contains at most two cut vertices in each block has the property that the valuations at its cut vertices either increases and then all valuations of vertices on $P$ are positive (with the exception of $z$), or decreases and then all valuations of the vertices on $P$ are negative (with the exception of $z$) or all valuations of the vertices on $P$ are zero. Every path containing both positively and negatively valuaited vertices passes through $z$.

Kirkland and Fallat proved the following result which tells about the position of characteristic center in a graph.
Lemma 3.12 ([14], Corollary 2.1). Let $G$ be a connected graph. Then either Case A holds for every Fiedler vector, and each such Fiedler vector identifies the same block as being the one with both positively and negatively valued vertices, or Case B holds for every Fiedler vector, and each such vector identifies the same vertex $z$ which has zero valuation and is adjacent to one with nonzero valuation.

The next result follows from Lemma 3.12.

Theorem 3.13. The characteristic center of a connected graph $G$ is contained in a block of $G$.

We now inspect the characteristic center of connected vertex transitive graphs. Every permutation $\sigma$ on the vertex set $\{v_1, v_2, \ldots, v_n\}$ can be represented by an $n \times n$ permutation matrix $P = (p_{ij})$, where $p_{ij} = 1$ if $v_i = \sigma(v_j)$ and $p_{ij} = 0$ otherwise. The next lemma is useful for obtaining the characteristic center of a vertex transitive graph and it follows from [3], Proposition 15.2.

Lemma 3.14. Let $L$ be the Laplacian matrix of $G$ and $\sigma$ be a permutation of $V(G)$. Then $\sigma \in Aut(G)$ if and only if $PL = LP$, where $P$ is the permutation matrix representing $\sigma$.

Theorem 3.15. Let $G$ be a connected vertex transitive graph. Then $\chi(G) = V(G)$.

Proof. Let $u \in \chi(G)$ and $v$ be an arbitrary vertex of $G$. It is sufficient to show that $v \in \chi(G)$. Since $G$ is vertex transitive there exists a $\sigma \in Aut(G)$ such that $u^\sigma = v$. Let $Y$ be a Fiedler vector such that $u \in \chi(G, Y)$ and let $P$ be the permutation matrix representing $\sigma$. Then by Lemma 3.14 $PY$ is a Fiedler vector of $G$. Since $P$ is the matrix representation of $\sigma$, we have $PY(x^\sigma) = Y(x)$ for any $x \in V(G)$. As $u \in \chi(G)$, we have two possibilities.

Case I: $Y(u) = 0$ and there exists $u'$ adjacent to $v$ such that $Y(u') \neq 0$

In this case $PY(v) = Y(u) = 0$ and $u^\sigma$ is adjacent to $v$ with $PY(u^\sigma) = Y(u') \neq 0$.

Case II: There exists $u'$ adjacent to $u$ such that $Y(u)Y(u') < 0$

In this case $u^\sigma$ is adjacent to $v$ and $PY(v)PY(u^\sigma) = Y(u)Y(u') < 0$.

So, $v \in \chi(G, PY)$ and hence $v \in \chi(G)$.

Like the median and security center, we raise the following question for the characteristic center.

Question 3.16. Let $G$ be a connected graph with $\chi(G) = V(G)$. Is $G$ vertex transitive?

The following example shows that the characteristic center is different from the center, median and the security center.

Example 3.17. The graph $G^*$ in Figure 1 has center $C(G^*) = \{4, 5, 12, 13\}$, median $M(G^*) = \{4, 13\}$, and security center $S(G^*) = \{1, 4, 5, 6, 7, 11, 12, 13\}$ (See [23], Section 1). It can be checked using Matlab that $\mu(G^*) = 0.2$ and $Y = \begin{pmatrix} -0.2485, & -0.2837, & -0.2623, & -0.1883, & -0.0166, \\ 0.1584, & 0.3018, & 0.3772, & 0.3772, & 0.1584, & -0.0166, & -0.1883, & -0.2623, & -0.2837 \end{pmatrix}$ is the unique Fiedler vector up to a scalar multiplication. So it follows that $\chi(G^*) = \{5, 6, 11, 12\}$.

![Figure 1: The graph $G^*$ with distinct central parts](image)

We call the subgraph induced by $\chi(G)$, the characteristic subgraph of $G$. We denote the set of all $n \times n$ complex matrices by $M_n$. Next we prove that for any graph $G$ there exists a super graph with $G$ as a characteristic subgraph. In that context the following two lemmas are useful.

Lemma 3.18 ([12], Corollary 4.3.3). Let $A, B \in M_n$ be Hermitian matrices. Let $\lambda_1(A + B) \leq \lambda_2(A + B) \leq \ldots \leq \lambda_n(A + B)$ be the eigenvalues of $A + B$ and $\lambda_1(A) \leq \lambda_2(A) \leq \ldots \leq \lambda_n(A)$ be the eigenvalues of $A$. Suppose that $B$ has no negative eigenvalues. Then $\lambda_i(A + B) \geq \lambda_i(A)$ for $i = 1, 2, \ldots, n$. 
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Corollary 3.19. Let $u$ and $v$ be two nonadjacent vertices of $G$ and let $\lambda_1(G) \leq \lambda_2(G) \leq \cdots \leq \lambda_n(G)$ be the Laplacian eigenvalues of $G$. Suppose $G'$ is the graph obtained from $G$ by joining $u$ and $v$ with an edge. Then $\lambda_i(G) \leq \lambda_i(G')$ for $i = 1, 2, \ldots, n$.

Lemma 3.20 ([12], Theorem 4.3.28). Suppose $A \in M_n$ is a Hermitian matrix. Let $B \in M_m$ with $m < n$ be a principal submatrix of $A$. Suppose $A$ has eigenvalues $\alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_n$ and $B$ has eigenvalues $\beta_1 \leq \beta_2 \leq \cdots \leq \beta_m$. Then $\alpha_1 \leq \beta_1 \leq \alpha_{i+n-m}$ for $i = 1, 2, \ldots, m$.

Theorem 3.21. For any graph $G$ (may be disconnected) there exist a graph $G_{ch}$ such that the characteristic subgraph of $G_{ch}$ is isomorphic to $G$.

Proof. Let $G$ be a graph with $V(G) = \{v_1, v_2, \ldots, v_n\}$. Consider the graph $G_{ch}$ with $V(G_{ch}) = V(G) \cup \{u_1, u_2, u_3, u_4\}$ and edges of $G_{ch}$ are the edges of $G$ together with $2n+2$ new edges $\{u_1, u_2\}, \{u_3, u_4\}, \{u_2, v_1\}$ and $\{u_3, v_i\}$, $i = 1, 2, \ldots, n$. Note that for any $G$, $G_{ch}$ is connected.

Taking the vertices of $G_{ch}$ in the order $u_1, u_2, v_1, \ldots, v_n, u_3, u_4$, the Laplacian matrix of $G_{ch}$ is

$$L(G_{ch}) = \begin{pmatrix}
1 & -1 & 0 & \cdots & 0 & 0 & 0 \\
-1 & n+1 & -1 & \cdots & -1 & 0 & 0 \\
0 & -1 & -1 & \cdots & -1 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & -1 & \cdots & -1 & n+1 & -1 \\
0 & 0 & 0 & \cdots & 0 & -1 & 1
\end{pmatrix} + 2I.$$

Let $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_{n+4}$ be the eigenvalues of $L(G_{ch})$. It can be checked that $\lambda = \frac{n+2-\sqrt{n+4}}{2}$ is an eigenvalue of $L(G_{ch})$ with corresponding eigenvector $Y = (1, 1-\lambda, 0, \cdots, 0, \lambda-1, -1)^T$. As $n \geq 1$, $0 < \lambda < 1$. Now we show that $\lambda_2 = \lambda$ and multiplicity of $\lambda_2$ is one.

First take $G = K_n$, where $K_n$ is the complement of the complete graph on $n$ vertices. Let $\alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_{n+4}$ be the eigenvalues of $L(K_{n,ch})$. Note that $\lambda$ is an eigenvalue of $L(K_{n,ch})$ with corresponding eigenvector $Y = (1, 1-\lambda, 0, \cdots, 0, \lambda-1, -1)^T$. Consider the principal submatrix $L(K_{n,ch})(2, n+3)$ of $L(K_{n,ch})$, obtained by deleting $2^{nd}$ and $(n+3)^{th}$ rows and columns, respectively. Then $L(K_{n,ch})(2, n+3)$ is the diagonal matrix $diag(1, 2, 2, \ldots, 2, 1)$. Let $\beta_1 \leq \beta_2 \leq \cdots \leq \beta_{n+2}$ be the eigenvalues of $L(K_{n,ch})(2, n+3)$. Taking $i = 1$ in Lemma 3.20 we get $\alpha_3 = \beta_1 = 1$. Since $\alpha_1 = 0$, we have $\alpha_3 = \lambda$.

By Corollary 3.19 $\lambda_i \geq \alpha_i$ for $i = 1, 2, \ldots, n+4$. So, $\lambda_3 \geq 1$ and hence $\lambda_2 = \lambda$ is an eigenvalue of $L(G_{ch})$ with multiplicity one. Therefore, $Y$ is a Fiedler vector of $G_{ch}$ and we get $\chi(G_{ch}, Y) = V(G)$. Since multiplicity of $\lambda$ is one, so every Fiedler vector of $G_{ch}$ is a scalar multiple of $Y$. Hence, $\chi(G_{ch}, Y) = \chi(G_{ch}, Y) = V(G)$ and the result follows.

\[\square\]

3.2 The subgraph core

In 2005, Szőkely and Wang [20] defined a new central part of a tree different from both the center and the centroid. For a vertex $v$ of a tree $T$, the subtree number $f_T(v)$ of $v$ is the number of subtrees of $T$ containing $v$. The subtree core of $T$ is the set of vertices having maximum subtree number. The following result is a motivation towards considering the subtree core as a central part of a tree.
Proposition 3.22 ([20], Theorem 9.1). The subtree core of a tree consists of either a single vertex or two adjacent vertices.

The subtree core is exclusively defined for trees. We give a very natural extension of the subtree core of a tree to general graphs. As trees have subtrees, graphs have connected subgraphs. So we define the subgraph core of a graph as follow.

Definition 3.23. Let $G$ be a graph and $v \in V(G)$. The subgraph number $f_G(v)$ of $v$ is the number of connected subgraphs of $G$ containing $v$. The set of vertices of $G$ having maximum subgraph number is called the **subgraph core** of $G$ and we denote it by $S_c(G)$.

Note that for a tree $T$, the subgraph core of $T$ is same as the subtree core of $T$. So the following basic property for a central part in trees hold.

Proposition 3.24. The subgraph core of a tree consists of either a single vertex or two adjacent vertices.

Also, we have

$$S_c(P_n) = \begin{cases} \left\lfloor \frac{n}{2} \right\rfloor + 1 & \text{if } n \text{ is even}, \\ \left\lfloor \frac{n+1}{2} \right\rfloor & \text{if } n \text{ is odd} \end{cases}$$

and

$$S_c(K_{1,n-1}) = \{v\}$$

where $v$ is the vertex of degree $n-1$ in $K_{1,n-1}$.

An important property of a central part of a graph is that it lies in a block. We strongly feel that this is true for the subgraph core also. So, we conjecture the following.

Conjecture 3.25. The subgraph core of a graph $G$ is contained in a block of $G$.

In the next result we justify the centrality property which characterises the subgraph core of vertex transitive graphs.

Theorem 3.26. Let $G$ be a connected vertex transitive graph. Then $S_c(G) = V(G)$.

Proof. Let $u, v \in V(G)$. It is sufficient to show that $f_G(u) = f_G(v)$. Since $G$ is vertex transitive, there exists $\sigma \in \text{Aut}(G)$ such that $u^\sigma = v$. Let $S_u$ be the set of all connected subgraphs of $G$ containing $u$ and $S_v$ be the set of all connected subgraphs of $G$ containing $v$. Then there is a bijection between $S_u$ and $S_v$ which sends $H$ to $H^\sigma$ where $H^\sigma$ is the subgraph of $G$ with $V(H^\sigma) = \{x^\sigma : x \in V(H)\}$ and $E(H^\sigma) = \{ \{x^\sigma, y^\sigma\} : \{x, y\} \in E(H)\}$. This implies $|S_u| = |S_v|$ and hence, $f_G(u) = f_G(v)$.

We have the following questions for the subgraph core.

Question 3.27. Let $G$ be a connected graph with $S_c(G) = V(G)$. Is $G$ vertex transitive?

We call the subgraph induced by the subgraph core of $G$ as the **core subgraph** of $G$. The following question can be asked regarding the core subgraph.

Question 3.28. Given a graph $G$ does there exist a graph $G'$ such that the core subgraph of $G'$ is isomorphic to $G$?

3.3 The core vertices

The core vertices of a tree is the most recently defined central part introduced by Zhang et al. in [29]. Let $T$ be a tree and $v \in V(T)$. The **eccentric subtree number** $\epsilon(v)$ is defined as $\epsilon(v) = \epsilon_T(v) = \min \{ f_T(v, u) : u \in V(T) \}$ where $f_T(v, u)$ denotes the number of subtrees of $T$ containing both $v$ and $u$. The **core vertices** of $T$ is the set of vertices having maximum eccentric subtree number.

The core vertices is defined for trees only but it has a natural extension to connected graphs. So we define the core vertices of a graph as follow.
Theorem 3.34. The following result justifies the centrality nature of the core vertices for connected graphs.

**Definition 3.29.** Let $G$ be a graph. We define the eccentric subgraph number $e(v)$ of $v$ in $G$ as $e(v) = e_G(v) = \min\{f_G(v, u) : u \in V(G)\}$ where $f_G(v, u)$ denotes the number of connected subgraphs of $G$ containing both $v$ and $u$. The **core vertices** of $G$ is the set of vertices having maximum eccentric subgraph number. We denote the core vertices of $G$ by $C(G)$.

Proposition 3.30 ([29], Theorem 3.4). The core vertices of a tree consists of either one vertex or two adjacent vertices.

By $f_T(x, y, z)$ we denote the number of subtrees of $T$ containing the vertices $x, y$ and $z$ and by $f_T(x, y, \bar{z})$, the number of subtrees of $T$ containing $x$ and $y$ but not $z$.

Proposition 3.31. Let $v \in V(T)$ and $\min\{f_T(v, x) : x \in V(T)\} = f_T(v, u)$. Then $u$ must be a pendant vertex.

Proof. Suppose $u$ is a non pendant vertex. Then there exists a pendant vertex $w$ such that $u$ lies on the path joining $v$ and $w$. Now $f_T(v, u) = f_T(v, u, w) + f_T(v, u, \bar{w}) = f_T(v, w) + f_T(v, u, \bar{w}) > f_T(v, w)$, which is a contradiction. $\square$

For the path $P_n: 12 \cdots n$, we have $e(k) = f_{P_n}(k, n) = k = \epsilon(n - k + 1)$ for $1 \leq k \leq \left\lceil \frac{n}{2} \right\rceil$ and for the star $K_{1, n-1}$, $n \geq 3$ we have, $\epsilon(v) = 2^{n-2}$ where $v$ is the vertex of degree $n-1$ and $\epsilon(u) = 2^{n-3}$ for any other vertex $u$. So, it follows that

$$C(P_n) = \begin{cases} \{\frac{n}{2}, \frac{n}{2} + 1\} & \text{if } n \text{ is even,} \\ \{\frac{n+1}{2}\} & \text{if } n \text{ is odd} \end{cases}$$

and

$$C(K_{1, n-1}) = \{v\}$$

where $v$ is the vertex of degree $n-1$.

Proposition 3.32 ([29], Theorem 3.1). Suppose $u, v, w \in V(T)$ such that $\{u, v\}, \{v, w\} \in E(T)$. Then $2e(v) \geq \epsilon(u) + \epsilon(w)$ with a possible equality only if $dew(v) = 2$.

Now we give an example of a tree in which the center, centroid, characteristic center, subgraph core and core vertices are disjoint.

**Example 3.33.** For the tree $T$ in Figure 3 observe that $f_T(3,11) = f_T(3,i)$ for $i = 12, 13, \ldots, 17$. So, from Proposition 3.31, it is clear that $\min\{f_T(3, v) : v \in V(T)\} = \min\{f_T(3,1), f_T(3,11)\}$. We have $f_T(3, 1) = f_T(3, 1, 10) + f_T(3, 1, 10) = 7 + 2^7 = 135$ and $f_T(3, 11) = f_T(3, 11, 2) + f_T(3, 11, 2) = 2^6 + 2 \times 2^6 = 3 \times 2^6 = 192$. Therefore, $e(3) = 135$. Similar calculations give $e(2) = 128$ and $e(4) = 134$. So, by Proposition 3.32 it follows that $C(T) = \{3\}$. Also we have (see [20], Example 1.6) $C(T) = \{6\}$, $C_d(T) = \{9\}$, $S_c(T) = \{10\}$ and $\chi(T) = \{7, 8\}$.

Thus from Example 3.17 and Example 3.33 it can be observed that the center, median, security center, characteristic center, subgraph core and the core vertices may be all different in a graph. The following result justifies the centrality nature of the core vertices for connected graphs.

**Theorem 3.34.** Let $G$ be a connected vertex transitive graph. Then $C(G) = V(G)$. 
Proof. Let \( u, v \in V(G) \). It is sufficient to show that \( \epsilon(u) = \epsilon(v) \). Let \( S_{xy} \) be the set of all connected subgraphs of \( G \) containing both the vertices \( x \) and \( y \). Then for any \( \tau \in \text{Aut}(G) \), the map \( \phi : S_{xy} \to S_{x\tau y\tau} \) defined as \( \phi(H) = H^\tau \) is a bijection, where \( H^\tau \) is the graph having \( V(H^\tau) = \{a^\tau : a \in V(H)\} \) and \( E(H^\tau) = \{\{a^\tau, b^\tau\} : \{a, b\} \in E(H)\} \).

Since \( G \) is vertex transitive there exists \( \sigma \in \text{Aut}(G) \) such that \( u^\sigma = v \). Now

\[
\epsilon(u) = \min\{f(u, x) : x \in V(G)\} \\
= \min\{|S_{ux}| : x \in V(G)\} \\
= \min\{|S_{u^\sigma x^\sigma}| : x \in V(G)\} \\
= \min\{|S_{vx^\sigma}| : x \in V(G)\} \\
= \min\{|S_{vy}| : y \in V(G)\} \\
= \min\{f(v, y) : y \in V(G)\} \\
= \epsilon(v).
\]

We end this section with the following questions related to the core vertices of a graph.

**Question 3.35.** Let \( G \) be a connected graph with \( C(G) = V(G) \). Is \( G \) vertex transitive?

**Question 3.36.** Is the core vertices of a connected graph \( G \) contained in a block of \( G \)?

**Question 3.37.** Given a graph \( G \) does there exists a graph \( G' \) such that the subgraph induced by the core vertices of \( G' \) is isomorphic to \( G \)?

4 Conclusion

We have discussed many properties of the center, median, security center, characteristic center, subgraph core and the core vertices of a graph and shown that all six may be different in a graph. It is observed that all these central parts have similar behaviour in a graph. We conclude that following are the properties of any central part of a connected graph.

- a central part of a tree is either a single vertex or two adjacent vertices.
- any central part of path and star coincide with the center of the path and star respectively.
- a central part of a graph always lie in a block.
- a central part of any vertex transitive graph consists of all the vertices of the graph.
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