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Abstract. This paper investigates prey-taxis system with rotational flux terms
\[
\begin{align*}
  u_t &= \Delta u - \nabla \cdot (uS(x,u,v)\nabla v) + uv - \rho u, \quad x \in \Omega, \quad t > 0, \\
  v_t &= \Delta v - \xi uv + \mu v(1 - \alpha v), \quad x \in \Omega, \quad t > 0, \\
  (\nabla u - uS(x,u,v)\nabla v) \cdot \nu &= 0, \quad \nabla v \cdot \nu = 0, \quad x \in \partial \Omega, \quad t > 0, \\
  u(x,0) &= u_0(x), \quad v(x,0) = v_0(x), \quad x \in \Omega,
\end{align*}
\]
under no-flux boundary conditions in a bounded domain \( \Omega \subset \mathbb{R}^n \) \((n \geq 1)\) with smooth boundary. Here the matrix-valued function \( S \in C^2(\overline{\Omega} \times [0, \infty))^2; \mathbb{R}^{n \times n} \) fulfills \( |S(x,u,v)| \leq \frac{S_0(m)}{(1 + u)^\theta} \) for all \((x,u,v) \in \bar{\Omega} \times [0, \infty)\) with some nondecreasing function \( S_0 \). It is proved that for nonnegative initial data \( u_0 \in C_0(\Omega) \) and \( v_0 \in W^{1,q}(\Omega) \) with some \( q > \max\{n, 2\} \), if one of the following assumptions holds: (i) \( n = 1 \), (ii) \( n \geq 2, \theta = 0 \) and \( S_0(m) m < \frac{2}{\sqrt{3n(n+2)}} \), (iii) \( \theta > 0 \), then the model possesses a global classical solution that is uniformly bounded. Where \( m := \max\{\|v_0\|_{L^\infty(\Omega)}, \frac{1}{\alpha}\} \).

1. Introduction. In this paper, we consider the global existence and boundedness of classical solutions to prey-taxis system with rotational flux terms

\[
\begin{align*}
  u_t &= \Delta u - \nabla \cdot (uS(x,u,v)\nabla v) + uv - \rho u, \quad x \in \Omega, \quad t > 0, \\
  v_t &= \Delta v - \xi uv + \mu v(1 - \alpha v), \quad x \in \Omega, \quad t > 0, \\
  (\nabla u - uS(x,u,v)\nabla v) \cdot \nu &= 0, \quad \nabla v \cdot \nu = 0, \quad x \in \partial \Omega, \quad t > 0, \\
  u(x,0) &= u_0(x), \quad v(x,0) = v_0(x), \quad x \in \Omega,
\end{align*}
\]
in a bounded domain \( \Omega \subset \mathbb{R}^n \) \((n \geq 1)\) with smooth boundary, where \( \nu \) is the outward unit normal vector field on \( \partial \Omega \), the scalar functions \( u = u(x,t) \) and \( v = v(x,t) \) denote the predator density and the prey population density, respectively. \( S(x,u,v) \) is a general chemotactic sensitivity function. When external forces are considered in prey-taxis system, the movement of predators may be affected. Comparing with bacterial chemotaxis, we assume that chemotactic sensitivity \( S \) is a tensor. We suppose that \( \rho, \xi, \mu \) and \( \alpha \) are positive constants, \( u_0 \) and \( v_0 \) are given nonnegative functions, and there exists nondecreasing function \( S_0 : [0, \infty) \rightarrow \mathbb{R} \) such that \( S \) satisfies
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with some $\theta \geq 0$.

Prey-taxis, the movement of predators towards the area with higher-density of prey population, plays an extremely important part in biological control and ecological balance such as maintaining the pest population below some economic threshold or leading to outbreaks of pest density [9, 11]. Karevia and Odell first derived a PDE prey-taxis model to illustrate a population model of spatially heterogeneous predator-prey interactions [5]. The prototypical prey-taxis model can be written as

$$
\begin{cases}
  u_t = \Delta u - \nabla \cdot (u\phi(u, v)\nabla v) + \gamma uF(v) - uh(u), \\
  v_t = D\Delta v - uF(v) + f(v),
\end{cases}
$$

(1.3)

where the term $\nabla \cdot (u\phi(u, v)\nabla v)$ represents prey-taxis with a coefficient $\phi(u, v)$ and $D$ is prey diffusion rate. $uF(v)$ stands for the inter-specific interaction, $uh(u)$ and $f(v)$ accounts for the intra-specific interaction. $F(v)$ accounts for the intake rate of predators, $h(u)$ is the predator mortality rate function and $f(v)$ is the prey growth function. The parameter $\gamma > 0$ denotes the intrinsic predation rate.

Before introducing some results on (1.3), we interpret chemotaxis processes in which the cells are subject to external forces. Based on recent experiments, the movement of cells is not directed toward the concentration of chemical signal, but with a rotational motion. Consequently, the chemotactic sensitivity is a tensor, see [8] for more details. This can be formulated as

$$
\begin{cases}
  u_t = \Delta u - \nabla \cdot (uS(x, u, v)\nabla v), \\
  v_t = \Delta v - f(x, u, v),
\end{cases}
$$

(1.4)

where $S$ is a matrix-valued function. Li et al. [8] proved that the initial-boundary value problem of (1.4) possesses a global bounded classical solution for $n = 2$ under the assumption that $\|v_0\|_{L^\infty(\Omega)}$ is sufficiently small. In [15], a global generalized solution was constructed for the initial-boundary value problem of (1.4) without any restriction on $\|v_0\|_{L^\infty(\Omega)}$. For the case of $n = 2$, Winkler [17] showed that these solutions eventually becomes smooth and satisfies $(u(\cdot, t), v(\cdot, t)) \to (\bar{u}_0, 0)$ as $t \to \infty$ uniformly with respect to $x \in \Omega$. Zhang [18] generalized the result of [8] to general bounded domain. It was shown in [18] that if one of the following assumptions holds:

(i) $n = 1$,

(ii) $n \geq 2, \theta = 0, S_0(\|v_0\|_{L^\infty(\Omega)})\|v_0\|_{L^\infty(\Omega)} < \frac{2}{\sqrt{3n(11n + 2)}}$,

(iii) $\theta > 0$,

then the initial-boundary value problem of (1.4) admits a unique global classical solution that is uniformly bounded.

(1.3) has also been studied by many authors, beginning the work of Lee et al.[6, 7] and Ainseba et al.[1]. Recently, Jin and Wang [4] investigated the predator-prey system with prey-taxis in a two-dimensional bounded domain with Neumann boundary condition. They obtained the global boundedness of a unique classical solution. In [13], global classical solution was constructed for two-predator and one-prey models with nonlinear prey-taxis.
Winkler [16] considered a taxis system of the form
\[
\begin{cases}
u_t = \Delta u - \chi \nabla \cdot (u \nabla v) + \xi uv - \rho u, & x \in \Omega, \ t > 0, \\
v_t = D \Delta v - \xi uv + \mu v(1 - \alpha v), & x \in \Omega, \ t > 0, \\
\frac{\partial u}{\partial \nu} = \frac{\partial v}{\partial \nu} = 0, & x \in \partial \Omega, \ t > 0, \\
u(x, 0) = u_0(x), \ v(x, 0) = v_0(x), & x \in \Omega,
\end{cases}
\] (1.5)
in a bounded domain \(\Omega \subset \mathbb{R}^2\). They obtained the global existence and uniform boundedness of weak solution to (1.6) for any \(m > \frac{11}{4} - \sqrt{3}\). Moreover, they discussed the large time behavior of these global bounded solutions.

Inspired by Li et al. [8], we investigate the prey-taxis system with rotational flux terms (1.1). To the best of our knowledge, whether any kind of solution to (1.1) exists globally is an open problem. In this paper, we shall study the global existence and boundedness of classical solutions to (1.1).

Our main result reads as follows. Throughout the sequel, we shall suppose that \(S\) satisfies the conditions of Theorem 1.1.

**Theorem 1.1.** Let \(S \in C^2(\overline{\Omega} \times [0, \infty)^2; \mathbb{R}^{n \times n})\) satisfies (1.2). Suppose that \(u_0 \in C^0(\overline{\Omega})\) and \(v_0 \in W^{1,n}(\Omega)\) with some \(q > \max\{n, 2\}\) are nonnegative functions. If one of the following assumptions is satisfied:
(i) \(n = 1\); (ii) \(n \geq 2, \theta = 0\) and \(S_0(m)m < \frac{2}{\sqrt{3n(11n+2)}}\), (iii) \(\theta > 0\),
where
\[
m := \max\{\|v_0\|_{L^\infty(\Omega)}, \frac{1}{\alpha}\},
\] (1.7)
then (1.1) possesses a global classical solution that is bounded in \(\Omega \times (0, \infty)\).

**Remark 1.1.** In contrast to (1.4), we obtain similar results to Zhang [18]. The difference between (1.1) and (1.4) is that (1.1) has \(uv - \rho u, \mu v(1 - \alpha v)\). \(uv\) indicates the intake of predators, \(-\rho u\) is the linear degradation of the predator, \(\mu v(1 - \alpha v)\) represents the growth of prey. For reader’s convenience, we point out the problems induced by these terms. In contrast to [18], we need to deal with \(K_4\) and \(K_5\) in the proof of Lemma 4.1. According to standard parabolic regularity results ([10, Theorem 1.3]), whether \(uv + \mu v\) satisfies the condition is crucial to the Hölder continuity of \(u\).

**Remark 1.2.** As already observed by Zhang [18], the important part (iii) strongly relies on the fact that unlike in the situation of classical Keller-Segel frameworks, the “signal” evolution in (1.1) is in its essence governed by an absorption process, rather than a production mechanism. The regularization effect of the signal absorption term is already clarified by Tao and Winkler [12], where they considered the oxygen
consumption system
\[
\begin{aligned}
    u_t &= \Delta u - \nabla \cdot (u \nabla v), \quad x \in \Omega, \ t > 0, \\
    v_t &= \Delta v - uv, \quad x \in \Omega, \ t > 0.
\end{aligned}
\]

The authors showed that for arbitrarily large initial data, this problem possesses a global weak solution for which there exists \( T > 0 \) such that \((u, v)\) is bounded and smooth in \( \Omega \times (T, \infty) \).

The rest of this paper is organized as follows. In Section 2, we introduce a family of regularized problems and obtain the local existence of the regularized problems. In addition, we establish some preliminary estimates. In Section 3, we prove the global existence and boundedness of classical solutions to regularized problem in the high-dimensional case. Finally, we give the proof of the Theorem 1.1 in Section 5.

2. Regularized problems. According to the idea from \([8]\), we consider the regularized problems

\[
\begin{aligned}
    u_{\epsilon t} &= \Delta u_{\epsilon} - \nabla \cdot (u_{\epsilon} S_{\epsilon}(x, u_{\epsilon}, v_{\epsilon}) \nabla v_{\epsilon}) + u_{\epsilon} v_{\epsilon} - \rho u_{\epsilon}, \quad x \in \Omega, \ t > 0, \\
    v_{\epsilon t} &= \Delta v_{\epsilon} - \xi u_{\epsilon} v_{\epsilon} + \mu v_{\epsilon}(1 - \alpha v_{\epsilon}), \quad x \in \Omega, \ t > 0, \\
    \frac{\partial u_{\epsilon}}{\partial \nu} &= \frac{\partial v_{\epsilon}}{\partial \nu} = 0, \quad x \in \partial \Omega, \ t > 0, \\
    u_{\epsilon}(x, 0) &= u_0(x), \quad v_{\epsilon}(x, 0) = v_0(x), \quad x \in \Omega,
\end{aligned}
\]

for all \( \epsilon \in (0, 1) \), where

\[
S_{\epsilon}(x, u_{\epsilon}, v_{\epsilon}) := \rho_{\epsilon}(x) S(x, u, v) \quad \text{for all} \quad (x, u_{\epsilon}, v_{\epsilon}) \in \bar{\Omega} \times [0, \infty)^2.
\]

with \( \rho_{\epsilon} \in C_0^\infty(\Omega) \) which satisfy \( 0 \leq \rho_{\epsilon} \leq 1 \) and \( \rho_{\epsilon} \not\to 1 \) as \( \epsilon \searrow 0 \) in \( \Omega \).

All the above approximate problems admit local-in-time smooth solutions. The proof is based on a well-established contraction mapping argument (see \([2]\) for details).

**Lemma 2.1.** Let \( S_{\epsilon} \) satisfies (1.2) and (2.2). Suppose that \( u_0 \in C^0(\bar{\Omega}) \) and \( v_0 \in W^{1,q}(\Omega) \) with some \( q > \max\{n, 2\} \) are nonnegative functions. Then for any \( \epsilon \in (0, 1) \), there exist \( T_{\max, \epsilon} \in (0, \infty) \) and a uniquely determined pair \((u_{\epsilon}, v_{\epsilon})\) of nonnegative functions

\[
\begin{aligned}
    u_{\epsilon} &\in C^0(\Omega \times [0, T_{\max, \epsilon})) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\max, \epsilon})), \\
    v_{\epsilon} &\in C^0(\Omega \times [0, T_{\max, \epsilon})) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\max, \epsilon})) \cap L^\infty_{\text{loc}}([0, T_{\max, \epsilon}); W^{1,q}(\Omega)),
\end{aligned}
\]

such that \((u_{\epsilon}, v_{\epsilon})\) is a classical solution of (2.1) in \( \Omega \times (0, T_{\max, \epsilon}) \). Moreover, if \( T_{\max, \epsilon} < \infty \), then

\[
\|u_{\epsilon}(\cdot, t)\|_{L^\infty(\Omega)} + \|v_{\epsilon}(\cdot, t)\|_{W^{1,q}(\Omega)} \to \infty, \quad \text{as} \quad t \searrow T_{\max, \epsilon}.
\]

The following estimates of \( u_{\epsilon} \) and \( v_{\epsilon} \) are basic but important in the proof of our result.

**Lemma 2.2.** Let \( S_{\epsilon} \) satisfies (1.2) and (2.2). Suppose that \( u_0 \in C^0(\bar{\Omega}) \) and \( v_0 \in W^{1,q}(\Omega) \) with some \( q > \max\{n, 2\} \) are nonnegative functions. For each \( \epsilon \in (0, 1) \), there exists some constant \( C > 0 \) such that

\[
\int_{\Omega} u_{\epsilon}(\cdot, t) \leq C \quad \text{for all} \ t \in (0, T_{\max, \epsilon})
\]
and
\[ \|v_\varepsilon(\cdot, t)\|_{L^\infty(\Omega)} \leq m \quad \text{in } \Omega \times (0, T_{\max, \varepsilon}). \] (2.5)
where \( m \) is defined by (1.7).

**Proof.** Set \( \tilde{v}(x, t) := y(t) \) for \( x \in \overline{\Omega} \) and \( t \geq 0 \), where \( y(t) \in C^1([0, \infty)) \) denotes the solution of
\[
\begin{cases}
y'(t) = \mu y(t) - \mu \alpha y^2(t), & t > 0, \\
y(0) = y_0 := \|v_0\|_{L^\infty(\Omega)}. 
\end{cases}
\]
Obviously, \( y(t) \leq m := \max\{\|v_0\|_{L^\infty(\Omega)}, \frac{1}{2}\} \). It follows from the comparison principle that \( v_\varepsilon \leq \tilde{v} \) in \( \Omega \times (0, T_{\max, \varepsilon}) \). So we have (2.5).

Integrating the first and second equation in (2.1), we obtain
\[
\frac{d}{dt} \int_{\Omega} u_\varepsilon = \int_{\Omega} u_\varepsilon v_\varepsilon - \rho \int_{\Omega} u_\varepsilon
\]
and
\[
\frac{d}{dt} \int_{\Omega} v_\varepsilon = -\xi \int_{\Omega} u_\varepsilon v_\varepsilon + \mu \int_{\Omega} v_\varepsilon - \mu \alpha \int_{\Omega} v_\varepsilon^2 \leq -\xi \int_{\Omega} u_\varepsilon v_\varepsilon + \mu \int_{\Omega} v_\varepsilon.
\]
Therefore,
\[
\frac{d}{dt} \left( \xi \int_{\Omega} u_\varepsilon + \int_{\Omega} v_\varepsilon \right) + \xi \rho \int_{\Omega} u_\varepsilon \leq \mu \int_{\Omega} v_\varepsilon.
\]
Combining with (2.5), we have
\[
\frac{d}{dt} \left( \xi \int_{\Omega} u_\varepsilon + \int_{\Omega} v_\varepsilon \right) + \rho \left( \xi \int_{\Omega} u_\varepsilon + \int_{\Omega} v_\varepsilon \right) \leq (\mu + \rho) \int_{\Omega} v_\varepsilon \leq (\mu + \rho)m_\Omega |\Omega|.
\]
This yields (2.4). \( \square \)

3. **A refined extensibility criterion.** This section is devoted to establishing an improved extensibility criterion which will be convenient for proving the global existence of classical solutions to (2.1). The proof of Lemma 3.1 and Lemma 3.2 is similar to [18], so we omit the details.

**Lemma 3.1.** Suppose that \( S_\varepsilon \) satisfies (1.2) and (2.2). Moreover, assume that \( u_0 \in C^0(\Omega) \) and \( v_0 \in W^{1,q}(\Omega) \) with some \( q > \max\{n, 2\} \) are nonnegative functions. Let \( p \geq 1 \) fulfill \( q < \frac{np}{(n-p)+} \). Then there exists \( C > 0 \) such that
\[
\|\nabla v_\varepsilon(\cdot, t)\|_{L^p(\Omega)} \leq C \left( 1 + \sup_{t \in (0, T_{\max, \varepsilon})} \|u_\varepsilon(\cdot, t)\|_{L^p(\Omega)} \right) \] (3.1)
for all \( t \in (0, T_{\max, \varepsilon}) \) and all \( \varepsilon \in (0, 1) \).

Next we can use the above lemma to derive an improved extensibility criterion.

**Lemma 3.2.** Assume that the initial data \( u_0 \in C^0(\Omega) \) and \( v_0 \in W^{1,q}(\Omega) \) with some \( q > \max\{n, 2\} \) are nonnegative, and that \( S_\varepsilon \) satisfies (1.2) and (2.2). Let \( p \geq 1 \) be such that \( p > \frac{n}{2} \). If there exists \( C(p) > 0 \) such that for each \( \varepsilon \in (0, 1) \),
\[
\sup_{t \in (0, T_{\max, \varepsilon})} \|u_\varepsilon(\cdot, t)\|_{L^p(\Omega)} \leq C(p),
\] (3.2)
then \( T_{\max, \varepsilon} = \infty \). Moreover, there exists \( C > 0 \) (independent of \( \varepsilon \)) such that
\[
\sup_{t \in (0, \infty)} \left( \|u_\varepsilon(\cdot, t)\|_{L^\infty(\Omega)} + \|v_\varepsilon(\cdot, t)\|_{W^{1,q}(\Omega)} \right) \leq C.
\]
In view of (2.4), the above lemma immediately implies the global existence and boundedness of classical solutions to (2.1) in the one-dimensional case.

**Corollary 3.3.** Let $n = 1$. Assume that the initial data $u_0 \in C^0(\overline{\Omega})$ and $v_0 \in W^{1,q}(\Omega)$ with some $q > 2$ are nonnegative, and that $S_\varepsilon$ satisfies (1.2) and (2.2). Then for all $\varepsilon \in (0,1)$, (2.1) possesses a global classical solution which is bounded in $\Omega \times (0, \infty)$.

4. **Global boundedness in the approximate problem.** In this section, we turn to global boundedness of solutions to (2.1) in the dimension $n \geq 2$. To this end, we need to establish a uniform bound for $u_\varepsilon$ in $L^p(\Omega)$ with $p \geq 1$. The approach pursued in Lemma 4.1 can go back to [14].

**Lemma 4.1.** Let $p > 1$ and $\varepsilon \in (0,1)$. Suppose that $S_\varepsilon$ satisfies (1.2) and (2.2), and that the initial data $u_0 \in C^0(\overline{\Omega})$ and $v_0 \in W^{1,q}(\Omega)$ with some $q > \max\{n, 2\}$ are nonnegative functions. Recall that $m$ is defined by (1.7). If either

$$\theta = 0 \quad \text{and} \quad S_0(m)m \leq \frac{1}{\sqrt{3p(11p + 1)}}$$

or $\theta > 0$, then there exists $C(p) > 0$ such that for each $\varepsilon \in (0,1)$

$$\|u_\varepsilon(\cdot, t)\|_{L^p(\Omega)} \leq C(p) \quad \text{for all } t \in (0, T_{\max, \varepsilon}).$$

**Proof.** Given $p > 1$, we define $\psi(s) = e^{\beta s^2}$, $s \in [0, m]$, where in the case $\theta = 0$, we pick $\beta$ satisfying

$$\frac{3p(p-1)S_0^2(m)}{2} \leq \beta \leq \frac{p-1}{2(11p + 1)m^2},$$

in the case $\theta > 0$, we choose $\beta$ such that

$$0 < \beta \leq \frac{p-1}{2(11p + 1)m^2}.$$
where we use $\psi'(v_\varepsilon) \geq 0$ for all $v_\varepsilon \geq 0$. Rearranging some terms, we get
\[
\frac{1}{p} \frac{d}{dt} \int_\Omega (u_\varepsilon + 1)^p \psi(v_\varepsilon) + (p - 1) \int_\Omega (u_\varepsilon + 1)^{p-2} \psi(v_\varepsilon)|\nabla u_\varepsilon|^2 \\
+ \frac{1}{p} \int_\Omega (u_\varepsilon + 1)^p \psi''(v_\varepsilon)|\nabla v_\varepsilon|^2 \\
\leq -2 \int_\Omega (u_\varepsilon + 1)^{p-1} \psi'(v_\varepsilon)\nabla u_\varepsilon \cdot \nabla v_\varepsilon \\
+ (p - 1) \int_\Omega u_\varepsilon (u_\varepsilon + 1)^{p-2} \psi(v_\varepsilon)(S_\varepsilon(x, u_\varepsilon, v_\varepsilon)\nabla v_\varepsilon) \cdot \nabla u_\varepsilon \\
+ \int_\Omega u_\varepsilon (u_\varepsilon + 1)^{p-1} \psi'(v_\varepsilon)(S_\varepsilon(x, u_\varepsilon, v_\varepsilon)\nabla v_\varepsilon) \cdot \nabla v_\varepsilon + \int_\Omega u_\varepsilon (u_\varepsilon + 1)^{p-1} \psi'(v_\varepsilon)v_\varepsilon \\
\quad + \frac{1}{p} \int_\Omega (u_\varepsilon + 1)^p \psi''(v_\varepsilon)v_\varepsilon \\
:= K_1 + K_2 + K_3 + K_4 + K_5 \text{ for all } t \in (0, T_{max, \varepsilon}). \tag{4.5}
\]

Using Young’s inequality, (1.2), (2.2) and (2.5), we find that
\[
K_1 \leq \frac{p - 1}{4} \int_\Omega (u_\varepsilon + 1)^{p-2} \psi(v_\varepsilon)|\nabla u_\varepsilon|^2 + \frac{4}{p - 1} \int_\Omega (u_\varepsilon + 1)^{p-2} \psi(v_\varepsilon)^2 |\nabla v_\varepsilon|^2, \tag{4.6}
\]
\[
K_2 \leq \frac{p - 1}{4} \int_\Omega (u_\varepsilon + 1)^{p-2} \psi(v_\varepsilon)|\nabla u_\varepsilon|^2 \\
+ (p - 1) S_0^2(m) \int_\Omega (u_\varepsilon + 1)^{p-20} \psi(v_\varepsilon)|\nabla v_\varepsilon|^2, \tag{4.7}
\]
\[
K_3 \leq S_0(m) \int_\Omega (u_\varepsilon + 1)^{p-\theta} \psi'(v_\varepsilon)|\nabla v_\varepsilon|^2 \text{ for all } t \in (0, T_{max, \varepsilon}). \tag{4.8}
\]

Substituting (4.6)-(4.8) into (4.5), we obtain
\[
\frac{1}{p} \frac{d}{dt} \int_\Omega (u_\varepsilon + 1)^p \psi(v_\varepsilon) + \frac{p - 1}{2} \int_\Omega (u_\varepsilon + 1)^{p-2} \psi(v_\varepsilon)|\nabla u_\varepsilon|^2 \\
+ \frac{1}{p} \int_\Omega (u_\varepsilon + 1)^p \psi''(v_\varepsilon)|\nabla v_\varepsilon|^2 \\
\leq \frac{4}{p - 1} \int_\Omega (u_\varepsilon + 1)^{p-\theta} \frac{\psi''(v_\varepsilon)}{\psi(v_\varepsilon)} |\nabla v_\varepsilon|^2 + (p - 1) S_0^2(m) \int_\Omega (u_\varepsilon + 1)^{p-20} \psi(v_\varepsilon)|\nabla v_\varepsilon|^2 \\
\quad + S_0(m) \int_\Omega (u_\varepsilon + 1)^{p-\theta} \psi'(v_\varepsilon)|\nabla v_\varepsilon|^2 + K_4 + K_5 \text{ for all } t \in (0, T_{max, \varepsilon}). \tag{4.9}
\]

Now we divide the proof into two cases. In the case $\theta = 0$, we set
\[
F_0(s) := \frac{1}{p} \psi''(s), \quad F_1(s) := \frac{4}{p - 1} \psi^2(s), \\
F_2(s) := (p - 1) S_0^2(m) \psi(s), \quad F_3(s) := S_0(m) \psi'(s).
\]
Recalling the choice of $\beta$, we show that the first three terms on the right side of (4.9) are dominated by $\frac{1}{p} \int_\Omega (u_\varepsilon + 1)^p \psi''(v_\varepsilon)|\nabla v_\varepsilon|^2$.

A simple computation shows that
\[
\frac{F_0(s)}{3F_1(s)} = \frac{(p - 1) \psi(s) \psi''(s)}{\psi^2(s)} = \frac{(p - 1)}{12p} \frac{(2\beta + 4\beta^2 s^2)}{4\beta^2 s^2}
\]
for all \( t \theta \)

This completes the proof of (4.2) for the case \( \theta = 0 \).

In the case \( \theta > 0 \), it follows from Young’s inequality that

\[
(p - 1) S_0^2(m) \int \Omega (u_\epsilon + 1)^{p-2} \psi(v_\epsilon) |\nabla v_\epsilon|^2 \\
\leq \frac{1}{3p} \int \Omega (u_\epsilon + 1)^{p} \psi''(v_\epsilon) |\nabla v_\epsilon|^2 + C_5 \int \Omega \psi^{\frac{p}{2}} (\psi'')^2 |\nabla v_\epsilon|^2
\]
\[
\begin{align*}
\frac{1}{3p} \int_\Omega (u_\varepsilon + 1)^p \psi'(v_\varepsilon) |\nabla v_\varepsilon|^2 + C_5 B_1 \int_\Omega |\nabla v_\varepsilon|^2 & \\
& \leq \frac{1}{3p} \int_\Omega (u_\varepsilon + 1)^p \psi''(v_\varepsilon) |\nabla v_\varepsilon|^2 + C_6 \int_\Omega (\psi')^{\frac{p+2}{p+\varepsilon}} |\nabla v_\varepsilon|^2 \\
& \leq \frac{1}{3p} \int_\Omega (u_\varepsilon + 1)^p \psi''(v_\varepsilon) |\nabla v_\varepsilon|^2 + C_6 B_2 \int_\Omega |\nabla v_\varepsilon|^2,
\end{align*}
\]  

where \(C_5, C_6 > 0\), \(B_1 := \max_{s \in [0,m]} \psi_\varepsilon^\rho(\psi''(s))^{\frac{p+2}{p+\varepsilon}}\) and \(B_2 := \max_{s \in [0,m]} (\psi'(s))^{\frac{p+2}{p+\varepsilon}}\). Next we prove that the first term on the right side of (4.9) is dominated by \(\frac{1}{\beta^2} \int_\Omega (u_\varepsilon + 1)^p \psi''(v_\varepsilon) |\nabla v_\varepsilon|^2\). It can be easily obtained by the above computation \(F_1(s) \leq \frac{1}{\beta} F_0(s)\). By virtue of (4.9), (4.11), (4.12) and (4.13), there exists \(C_7\) such that

\[
\frac{1}{p} \frac{d}{dt} \int_\Omega (u_\varepsilon + 1)^p \psi(v_\varepsilon) + C_1 \int_\Omega (u_\varepsilon + 1)^p \psi(v_\varepsilon) \leq C_7 \int_\Omega |\nabla v_\varepsilon|^2 + 2C_3 \tag{4.14}
\]

for all \(t \in (0, T_{\max, \varepsilon})\). Multiplying the second equation in (2.1) by \(v_\varepsilon\) and then integrating by parts, we have

\[
\frac{1}{2} \frac{d}{dt} \int_\Omega v_\varepsilon^2 + \int_\Omega |\nabla v_\varepsilon|^2 = -\xi \int_\Omega u_\varepsilon v_\varepsilon^2 + \mu \int_\Omega \varepsilon^2 (1 - \alpha v_\varepsilon) \leq \mu \int_\Omega v_\varepsilon^2 \leq \mu\mu^{-2}|\Omega|, \tag{4.15}
\]

where we use (2.5). A combination of (4.14) and (4.15) shows that

\[
\frac{d}{dt} \left\{ \frac{1}{p} \int_\Omega (u_\varepsilon + 1)^p \psi(v_\varepsilon) + \frac{C_7}{2} \int_\Omega v_\varepsilon^2 \right\} + C_1 \int_\Omega (u_\varepsilon + 1)^p \psi(v_\varepsilon) \leq 2C_3 + C_7 \mu\mu^{-2}|\Omega|.
\]

Denote \(\bar{g}(t) := \frac{1}{p} \int_\Omega (u_\varepsilon + 1)^p \psi(v_\varepsilon) + \frac{C_7}{2} \int_\Omega v_\varepsilon^2\), then \(\bar{g}(t)\) satisfies

\[
\bar{g}'(t) + C_1 \bar{g}(t) \leq C_8
\]

with \(C_8 := 2C_3 + C_7 \mu\mu^{-2}|\Omega| + \frac{1}{\beta^2} C_1 C_7 \mu m^{-2}|\Omega|\). Integrating the above inequality, we complete the proof of Lemma 4.1. \(\square\)

Combining Lemma 4.1 with Lemma 3.2, we have the following corollary.

**Corollary 4.2.** Let \(n \geq 2\) and \(\varepsilon \in (0,1)\). Suppose that \(S_\varepsilon\) satisfies (1.2) and (2.2), and that the initial data \(u_0 \in C^0(\Omega)\) and \(v_0 \in W^{1,q}(\Omega)\) with some \(q > n\) are nonnegative functions. If either

\[
\theta = 0 \quad \text{and} \quad S_0(m) m < \frac{2}{\sqrt{3n(11n + 2)}}, \tag{4.16}
\]

or \(\theta > 0\), then the solution of (2.1) is global in time.

5. **Global classical solution for (1.1).** In this section, we turn to the proof of global existence of classical solutions to the original equations (1.1).

**Lemma 5.1.** Assume (1.2) and (2.2). We further suppose that (4.16) holds when \(n \geq 2\) and \(\theta = 0\). For any \(T > 0\), there exists \(C(T) > 0\) such that for all \(\varepsilon > 0\),

\[
\int_0^T \int_\Omega |\nabla u_\varepsilon|^2 \leq C(T), \tag{5.1}
\]
In conjunction with (5.1) and (5.2), there exists

$$\int_0^T \int_{\Omega} |\nabla v_\varepsilon|^2 \leq C(T), \quad \tag{5.2}$$

$$||\nabla v_\varepsilon(\cdot, t)||_{L^2(\Omega)} \leq C \quad \text{for all } t > 0. \tag{5.3}$$

**Proof.** Testing the second equation of (2.1) by $v_\varepsilon$ and integrating by parts, we have

$$\frac{1}{2} \frac{d}{dt} \int_\Omega v_\varepsilon^2 + \int_\Omega (|\nabla v_\varepsilon|^2 = -\xi \int_\Omega u_\varepsilon v_\varepsilon^2 + \mu \int_\Omega v_\varepsilon^2 (1 - \alpha v_\varepsilon) \leq \mu \int_\Omega v_\varepsilon^2.$$ Integrating the above inequality over $(0, T)$ gives (5.2). Multiplying the first equation of (2.1) by $u_\varepsilon$ and integrating by parts, we obtain

$$\frac{1}{2} \frac{d}{dt} \int_\Omega u_\varepsilon^2 + \int_\Omega (|\nabla u_\varepsilon|^2 = \int_\Omega u_\varepsilon S_\varepsilon(x, u_\varepsilon, v_\varepsilon) \nabla v_\varepsilon \cdot \nabla u_\varepsilon + \int_\Omega u_\varepsilon^2 v_\varepsilon - \rho \int_\Omega u_\varepsilon^2.$$ It follows from the Young’s inequality and (2.5) that

$$\frac{1}{2} \frac{d}{dt} \int_\Omega u_\varepsilon^2 + \int_\Omega (|\nabla u_\varepsilon|^2 \leq \frac{1}{2} \int_\Omega (|\nabla u_\varepsilon|^2 + \frac{1}{2} \|u_\varepsilon\|_{L^2(\Omega \times (0, \infty))}^2 \int_\Omega |\nabla v_\varepsilon|^2 + m \int_\Omega u_\varepsilon^2.$$ An integration over $(0, T)$ yields (5.1). (3.1) implies (5.3). \qed

Before giving the Proof of Theorem 1.1, we can derive strong compactness properties from the estimates obtained in Lemma 5.1.

**Lemma 5.2.** Let $S_\varepsilon$ satisfies (1.2) and (2.2). Moreover, (4.16) holds when $n \geq 2$ and $\theta = 0$. For any $T > 0$, there exists $C(T) > 0$ such that

$$\|u_{\varepsilon t}\|_{L^2((0, T); (W^{1, 2}(\Omega))^*)} \leq C(T), \quad \|v_{\varepsilon t}\|_{L^2((0, T); (W^{1, 2}(\Omega))^*)} \leq C(T).$$

**Proof.** Multiplying the first equation in (2.1) by $\varphi \in C^1(\Omega)$ and integrating by parts, we have

$$\int_\Omega \int_\Omega (|\nabla u_\varepsilon|^2 + \int_\Omega u_\varepsilon S_\varepsilon(x, u_\varepsilon, v_\varepsilon) \nabla v_\varepsilon \cdot \nabla \varphi | + \int_\Omega u_\varepsilon v_\varepsilon |\nabla \varphi | + \rho \int_\Omega u_\varepsilon |\varphi | \leq \left( |\nabla u_\varepsilon|_{L^2(\Omega)} + S_0(m) \right) \|u_\varepsilon\| \|\nabla v_\varepsilon\|_{L^2(\Omega)} + \|u_\varepsilon v_\varepsilon\|_{L^2(\Omega)} + \|u_\varepsilon |\nabla \varphi |_{W^{1, 2}(\Omega)}$$

by H"older inequality. Therefore,

$$\|u_{\varepsilon t}\|_{(W^{1, 2}(\Omega))^*} \leq |\nabla u_\varepsilon|_{L^2(\Omega)} + S_0(m) \|u_\varepsilon\|_{L^\infty(\Omega \times (0, \infty))} \|\nabla v_\varepsilon\|_{L^2(\Omega)} + \|u_\varepsilon v_\varepsilon\|_{L^2(\Omega)} + \rho \|u_\varepsilon |\nabla \varphi |_{W^{1, 2}(\Omega)}.$$ In conjunction with (5.1) and (5.2), there exists $C(T) > 0$ such that

$$\int_0^T \|u_{\varepsilon t}\|^2_{(W^{1, 2}(\Omega))^*} \leq C\left( \int_0^T \int_\Omega (|\nabla u_\varepsilon|^2 + S_0(m) \|u_\varepsilon\|_{L^\infty(\Omega \times (0, \infty))} \int_0^T \|\nabla v_\varepsilon|^2 \right.\int_0^T \int_\Omega u_\varepsilon^2 + \rho \int_0^T \int_\Omega u_\varepsilon^2 \left. \leq C(T). \right.$$

Let $h(x, u_\varepsilon, v_\varepsilon) := \xi u_\varepsilon v_\varepsilon - \mu v_\varepsilon (1 - \alpha v_\varepsilon)$. Considering (2.5), we obtain

$$|h(x, u_\varepsilon, v_\varepsilon)| \leq C(u_\varepsilon + 1). \tag{5.4}$$

Therefore,

$$\|v_{\varepsilon t}\|_{(W^{1, 2}(\Omega))^*} \leq \|\nabla v_\varepsilon\|_{L^2(\Omega)} + \|h(x, u_\varepsilon, v_\varepsilon)\|_{L^2(\Omega)}.$$
In view of (5.2) and (5.4), we find $C(T) > 0$ such that
\[
\int_0^T \|v_{εt}\|_{W^{1,2}(Ω)}^2 \leq 2 \int_0^T \int_Ω |∇v_ε|^2 + 2 \int_0^T \int_Ω |h(x, u_ε, v_ε)|^2 \leq C(T). \]

Finally we can prove Theorem 1.1.

**Proof of Theorem 1.1.** Based on (2.5), we can obtain from Lemma 3.2 and Lemma 5.1 upon a standard extraction procedure that along a subsequence $(ε_j)_{j ∈ N} ⊆ (0, 1)$ satisfying $ε_j ↘ 0$ as $j → ∞$, we have
\[
u_ε \rightarrow u \quad \text{and} \quad v_ε \rightarrow v \quad \text{in} \quad L^∞(Ω × (0, ∞)).
\]
(5.5)

In view of $H^1(Ω) \hookrightarrow L^2(Ω) \hookrightarrow (W^{1,2}(Ω))^*$, the boundedness of $u_ε, v_ε$ in $L^2([0, T]; H^1(Ω))$ and the boundedness of $u_{εt}, v_{εt}$ in $L^2([0, T]; (W^{1,2}(Ω))^*)$, we can infer from the Aubin-Lions Lemma that
\[
u_ε \rightarrow u \quad \text{and} \quad v_ε \rightarrow v \quad \text{a. e. in} \quad Ω × (0, ∞)
\]
(5.7)
as $ε = ε_j ↘ 0$. This implies,
\[
u_ε S_ε(x, u_ε, v_ε) → uS(x, u, v) \quad \text{a. e. in} \quad Ω × (0, ∞).
\]
According to (2.5), Lemma 3.2 and the dominated convergence theorem, we obtain
\[
u_ε S_ε(x, u_ε, v_ε) → uS(x, u, v) \quad \text{in} \quad L^2_{loc}(Ω × [0, ∞)),
\]
(5.8)
as $ε = ε_j ↘ 0$.

Let $ϕ ∈ C^∞_0(Ω × [0, ∞))$. Testing the first equation of (2.1) by $ϕ$ and integrating by parts, we have
\[
− \int_Ω u_0ϕ(·, 0) − \int_0^∞ \int_Ω u_εϕ_t = − \int_0^∞ \int_Ω ϕ · ∇u_ε + \int_0^∞ \int_Ω u_ε(S_ε(x, u_ε, v_ε) · ∇v_ε) · ∇ϕ
\]
\[
+ \int_0^∞ \int_Ω u_εv_εϕ - ρ \int_0^∞ \int_Ω u_εϕ.
\]
(5.5) yields that
\[
− \int_Ω \int_0^∞ \int_Ω u_εϕ_t → − \int_Ω \int_u^∞ \int_Ω ϕ_t, \quad \int_Ω \int_0^∞ \int_Ω u_εϕ → \int_Ω \int_u^∞ \int_Ω uϕ.
\]
By (5.6) and (5.8),
\[
− \int_0^∞ \int_Ω ∇u_ε · ∇ϕ → − \int_0^∞ \int_Ω u · ∇ϕ, \quad \int_Ω \int_0^∞ \int_Ω u_ε(S_ε(x, u_ε, v_ε) · ∇v_ε) · ∇ϕ
\]
\[
− \int_Ω \int_0^∞ \int_Ω u(S(x, u, v) · ∇v) · ∇ϕ.
\]
(5.7) together with (2.5), Lemma 3.2 and the dominated convergence theorem imply that
\[
\int_0^∞ \int_Ω u_εv_εϕ \rightarrow \int_Ω \int_Ω uvϕ.
\]
Similarly, we conclude that
\[
− \int_Ω u_0ϕ(·, 0) − \int_0^∞ \int_Ω ϕ_t = − \int_0^∞ \int_Ω u · ∇ϕ + \int_0^∞ \int_Ω u(S(x, u, v) · ∇v) · ∇ϕ
\]
\[
+ \int_0^∞ \int_Ω uvϕ - ρ \int_0^∞ \int_Ω uϕ,
\]
(5.9)
and
\[
- \int_\Omega v_0 \varphi(\cdot, 0) - \int_0^\infty \int_\Omega v \varphi_t = - \int_0^\infty \int_\Omega \nabla v \cdot \nabla \varphi - \int_0^\infty \int_\Omega h(x, u, v) \varphi
\]
where \( h(x, u, v) = \xi uv - \mu v(1 - \alpha v) \). Therefore \( v \) is a weak solution of the Neumann problem for \( v_t = \Delta v - h(x, u, v) \) in \( \Omega \times (0, \infty) \) with \( v(x, 0) = v_0(x) \). By standard parabolic Hölder estimates ([10, Remark 1.4]), \( v \) satisfies
\[
\|v\|_{C^{\alpha_1, \frac{2}{\alpha_1}}(\Omega \times [t, t+1])} \leq c_1 \text{ for all } t \geq 0
\] (5.10)
with \( \alpha_1 \in (0, 1) \).

Likewise, \( u \) is a weak solution of the initial-boundary value problem for
\[
\begin{cases}
  u_t = \nabla \cdot a(x, t, \nabla u) + uv - \rho u, & x \in \Omega, \ t > 0, \\
  a(x, t, \nabla u) \cdot \nu = 0, & x \in \partial \Omega, \ t > 0, \\
  u(x, 0) = u_0(x), & x \in \Omega,
\end{cases}
\]
where \( a(x, t, p) := p - uS(x, u, v) \cdot \nabla v, (x, t, p) \in \Omega \times (0, \infty) \times \mathbb{R}^2 \). Obviously,
\[
a(x, t, p) \cdot p = p^2 - uS(x, u, v) \nabla v \cdot p \geq \frac{p^2}{2} - c_2 |\nabla v|^2 \text{ in } \Omega \times (0, \infty) \times \mathbb{R}^2,
\]
and
\[
|a(x, t, p)| \leq |p| + c_3 |\nabla v| \text{ in } \Omega \times (0, \infty) \times \mathbb{R}^2,
\]
with \( c_2, c_3 > 0 \). According to (5.3), \( |\nabla v|, |\nabla v|^2 \) and \( uv + \rho u \) belong to \( L^\infty((0, \infty), L^{1+\eta}(\Omega)) \) with \( \eta := \frac{q-2}{2} > 0 \). As a consequence of standard parabolic regularity results ([10, Theorem 1.3]), for each \( \tau > 0 \), there exist \( c_4(\tau) > 0 \) and \( \alpha_2(\tau) \in (0, 1) \) such that
\[
\|u\|_{C^{\alpha_2, \frac{2}{\alpha_2}}(\Omega \times [t, t+1])} \leq c_4(\tau) \text{ for all } t \geq \tau.
\] (5.11)
The proof of higher-order regularity information is similar to [8, Lemma 4.3], so we omit the details.
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