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Highlights
- Hydrodynamic interactions (HI) affect the aggregation dynamics of colloids straddling a fluid–fluid interface.
- For uncharged particles, HI decrease the probability of aggregate formation for all Péclet (Pe) numbers.
- For charged particles, HI change the probability of aggregate formation depending on the relative magnitude and influence of electrostatic repulsive interactions.
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Abstract
Hypothesis: The cluster formation and self-assembly of floating colloids at a fluid/liquid interface is a delicate force balance involving deterministic lateral interaction forces, viscous resistance to relative colloid motion along the surface and thermal (Brownian) fluctuations. As the colloid dimensions get smaller, thermal forces and associated drag forces become important and can affect the self assembly into ordered patterns and crystal structures that are the starting point for various materials applications.

Numerics: Langevin dynamic simulations for particle pairs straddling a liquid–liquid interface with a high viscosity contrast are presented to describe the lateral interfacial assembly of particles in Brownian and non-Brownian dominated regimes. These simulations incorporate capillary attraction, electrostatic repulsion, thermal fluctuations and hydrodynamic interactions (HI) between particles (including the effect of the particle immersion depth). Simulation results are presented for neutrally wetted particles which form a contact angle $\theta = 90^\circ$ at the interface.

Findings: The simulation results suggest that clustering, fractal growth and particle ordering become favorable outcomes at critically large values of the Pe numbers, while smaller Pe numbers exhibit higher probabilities of final configurations where particle motion remains uncorrelated in space and particle pairs are found to be more widely separated especially upon the introduction of HI.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

Colloids have the ability to separate out from immiscible fluid phases bounding an interface and adsorb onto the interface forming a stable monolayer (for reviews cf. [1–6]). The physics of colloids at these interfaces is markedly different from colloids in the bulk. For a (spherical) colloid situated at the interface separating...
a nonpolar phase (e.g., air or oil) from a polar phase (e.g., water), the interfacial energy of adsorption \( E_{\text{ads}} \) is easily calculated to be \( \Delta E_{\text{ads}} = -\pi a^2 \gamma (1 + \cos \theta) \), where \( a \) is the colloid radius, \( \gamma \) is the interfacial tension, and \( \theta \) is the three phase contact angle (measured in the polar phase). The \( \gamma (1 + \cos \theta) \) sign is the energy relative to adsorption from the nonpolar (polar) phase. \( \theta \) is related to the equilibrium immersion depth \( d \) as given by \( \frac{d}{2} = 1 + \cos \theta \), where \( d \) is measured from the interface to the bottom of the colloid. When the surface of the colloid is partially wetting to both phases (\( |\cos (\theta)| \neq 1 \)), the adsorption energy is greater than thermal energy, thereby favoring irreversible adsorption at fluid/fluid interfaces. When these particles adsorb on a fluid–fluid interface forming a stable monolayer, particle detachment is possible only by application of a large external force [7–10].

Recent attention has focused on the self-organization of the particles at the interface, and the structure of the resulting monolayer assemblies in different areas of research such as polilation [11], locomotion of microorganisms [12], froth flotation processes in the mining industry and in the bottom up assembly of materials from nanoscale [13,14] to mesoscale objects [15]. Experimental studies at fluid–fluid interfaces have shown how ordered structures can be formed and further be utilized in applications such as coatings (superhydrophobic or antireflection), templates for nanosphere lithography [16] and for optoelectronic devices [17]. Such studies on interfacial self-assembly of colloids depends on a complex interplay of different parameters such as compression rate, wettability, particle charge, size [18–20], electrolyte [21–27] and interfacial curvature [28,29].

The self-assembled interfacial configurations of colloids are driven by deterministic attractive interactions which act between the particles and along the surface. These attractive interactions can be of multiple types such as van der Waals attractions [30], gravity-driven capillary attractive interactions [31–41] and multipole attractive interactions stemming from asperities on the colloid surface [42,43,40,44–46] lead to undulating contact lines, overlapping interface deformations and capillary attraction. In addition, if the particles are charged, strong dipolar electrostatic repulsions between the particles are present [47–49], and the action of the charges also causes the particles to be pushed into the phase of higher dielectric constant, resulting in a capillary attraction (electro-dipping force) [50,48,51–56,33]. Similarly, colloids with magnetic domains [57], which are forced to align in a magnetic field applied perpendicular to the surface, exhibit repulsive lateral interactions. Structures can also be assembled by the compression of colloidal monolayers adsorbed at a surface, in which case the attractive and repulsive deterministic forces as well as the surface compression force balance to determine the structure. For either self- or imposed assembly, colloidal structures can only form if the deterministic lateral forces are much larger than the stochastic Brownian or thermal fluctuation forces.

The colloidal assembly process is also affected by the hydrodynamic forces exerted on the colloid as they move along the surface in response to the external and inter–particle forces. For an isolated colloid, a hydrodynamic drag is exerted by the fluids bounding the interface as the colloid translates along the surface. Owing to the small size of the colloid and the strength of the inter–particle and external forces, the surface flows are typically inertialess (Stokes flow at low Reynolds number) and do not generate interfacial deformation (small capillary number). For isolated spherical particles, the drag coefficients for Stokes flows of particles moving over flat interfaces have been calculated and are a function of the immersion depth and the viscosity ratio of the bounding phases [58–64]. As colloids approach one another to a few particle radii, this hydrodynamic drag becomes strongly affected by the presence of the other particles. For the case of particle pairs, this HI contribution to the fluid forces exerted on the particle (again for inertialess flows and flat interfaces) can be divided into approaching/receding or in-tandem motions along the line of centers between the particles and oppositely directed (shear) or in-tandem motions along the axis perpendicular to the line of centers. These coefficients have also been calculated [65], and demonstrate that the HI associated with the approaching/receding or shearing relative motions correspond to large drag coefficients because of the viscous resistance of the fluid between the particles. As such, HI can be a strong modulator of the assembly process. As a model construct, colloidal monolayers are useful for studying particle motion in two dimensions under the action of external and internal forces. These systems are widely used to study various aspects concerning 2D particle dynamics such as self-organization under the influence of internal forces, ordered structure formation with short range and long range periodicity [66–70], crystal formation[71], phase changes [72] and two dimensional rheology [73,74,3,75,76]. The study of the effect of HI on the particle dynamics in this model system can lead to design rules of new particle-constructed materials that follow a bottom-up strategy [77,70] and take advantage of HI.

The incorporation of HI in the evolution of interfacial structure in 2D particle dynamics at a fluid interface has not been examined in detail. The aim of this study is to begin to understand this effect by undertaking Langevin dynamic simulations for the pairwise interaction of two particles straddling a flat fluid interface in Stokes flow, accounting for capillary attractive and charge repulsive inter-parcel forces, Brownian motion and the hydrodynamic interaction. We briefly review the limited number of studies on the incorporation of HI in the 2D dynamics of particles at a fluid interface.

Examinations of the pairwise interaction of two spherical colloids attached to a planar fluid interface, and driven together by capillary attraction have been reported before [78,79,52,80,62]. These studies measured the center to center separation distance between a particle pair at \( \ell(t) \) at various time steps. Additionally, the colloids are only allowed to translate along the interface since rotation is prohibited due to contact line pinning. The assumption stems from the fact that colloidal surfaces are rough at the micro scale and this causes contact line pinning on the particle surface as highlighted in numerous theoretical and experimental studies [81,63,82].

HI between colloids at fluid–fluid interfaces have been the focus of multiple previously published experimental and theoretical studies. Dehghani and Barman et al. [83,84] imposed an external surface shear flow with a rotating Couette and reported theoretical results for a 2D Stokesian dynamics simulation of multiple colloids interacting at a fluid–fluid interface due to capillary attraction and electrostatic repulsion. This work was further developed in follow up studies that concentrated on self organization in the absence of an external flow field ([85–87]). The HI models included in these studies specifically incorporate the canonical modes 1 (Fig. 3 (Fig. 3(b))). Vidal et al. [88] numerically computed the Stokes drag on a planar array of colloids (density matched to the liquid to create a flat interface) on a gas/liquid interface \( d/a = 1 \) by imposing a shear flow in a two dimensional channel, placing the particles at the center of the channel and then using the symmetry of the configuration to find the drag on the particles at the air/liquid interface as half the fully immersed drag. De and Huere et al. [89,90] evaluated the nature of microstructure changes for particles attached to a planar or curved gas/liquid interface subject to periodic external actuation, and presented expressions for modified capillary attraction between these particles under normal rapid periodic forcing by considering inviscid flows.

Considerable research has been conducted on the 2D interfacial self-assembly of colloids driven by various types of forcing mech-
anisms. Some studies have used Mesoscopic discrete element and Brownian dynamics simulations to set up a force balance between Stokes drag force on the particles, interparticle interactions and a stochastic Brownian force [91–95]. These studies utilize diffuse interface theory and factor in capillary attraction, electrostatic interaction forces, and frictional forces with a solid substrate (these studies focus on systems of particles embedded in a thin film of liquid placed on a solid surface) while modeling particle aggregation. However, these studies estimate hydrodynamic drag for colloidal systems by using the Stokes’ drag formula for a single particle 6rtμU, which does not include the influence of immersion depth into particle drag and HI stemming from particle pair interactions as highlighted in Figs. 3(a)–(d).

Using external magnetic fields to move particles for understanding interparticle interactions has become a popular strategy in recent times. These particles may be adsorbed at a gas/aqueous interface [57,96–98] or completely immersed in a liquid layer immediately above an inverted planar meniscus [99,100,68,69,101] or sandwiched between two parallel plates [102,103]. The particles interactions can easily be tuned as attractive or repulsive depending on direction of the applied magnetic field. Brownian dynamics simulations have been undertaken to estimate the diffusion of particles that are completely wetted and situated near to an inverted fluid interface and repel each other due to an applied normal magnetic field [99,100,69]. These studies apply pairwise HI expressions in an infinite medium by adopting a Rotne-Prager approach formulation [104], and present experimental data to prove that the diffusion coefficients of the colloids increases due to HI while interacting with each other via a repulsive r−3 interparticle potential corresponding to the magnetic dipolar repulsion. Pesché et al.[105,106] have performed Stokesian Dynamics studies for colloidal monolayers of both charged and uncharged particles diffusing and interacting with each other with various interparticle potentials while the colloids remain trapped in a two dimensional plane situated exactly at the center of two parallel walls. They account for HI by using a combination of the drag coefficients for an infinite medium and the drag coefficient for the interaction of the particles with the wall. Although these studies concern particles immersed in a bulk fluid, they closely mimic the behavior for colloids at fluid–fluid interfaces when d/a=1 with the bounding media for the colloids being either a gas/liquid interface or a liquid/liquid interface with no viscosity contrast.

The purpose of this study is to provide a more exact treatment of HI on the pair-wise aggregation dynamics of Brownian colloids on a fluid interface and moving under the influence of capillary attraction, electrostatic repulsions and Brownian forces by undertaking Langevin (Brownian) dynamic simulations. We will consider two regimes for the pair interaction at the interface. In the first regime, the colloids are drawn together by a capillary attraction due to undulation of the contact line resulting from particles that are not smooth. Brownian forces, owing to their randomness, may or may not resist this attraction at an instance, and our objective will be to quantify the probability for aggregation and the mean time of aggregation through the Pe number, and the effect of the hydrodynamic interaction. In the second regime, the colloids are drawn together by an attraction (capillary attraction due contact line undulation) and resisted by a repulsive interaction (electrostatic repulsion due to charges on the colloid surface). IA. Dani, M. Yeganeh and C. Maldarelli Journal of Colloid and Interface Science 628 (2022) 931–945

Electrostatic repulsion dominates at larger separations between the particles and capillary attraction dominates at smaller separations, creating a potential barrier to coalescence. The height of the barrier is a function of the scales of the electrostatic to the capillary attraction forces. The probability for aggregation is dependent on Brownian forces allowing the particles to scale this barrier to the smaller separations where capillary attraction can cause aggregation. Hence, Brownian forces play a more complicated role as they are necessary to overcome the barrier to aggregation, but at closer separations can cause particles not to aggregate under the dominance of the attractive force due to the random motion. For this regime we will again study how pair HI impact the probability for aggregation and the mean time for aggregation.

2. Problem Formulation

We consider the problem of two identical spherical colloids, radius a, straddling a planar fluid interface (Fig. 1) separating an upper nonpolar (e.g. air or oil) phase from a lower polar phase (e.g. an aqueous phase). We assume that the viscosity of the upper phase is negligible relative to the lower phase. At any instant in time, the particles are separated by a center-to-center distance ℓ and have velocities U1 and U2 with components along and perpendicular to the line of centers. We assume the fluid flow is inertialess (Stokes flow) and the interface is flat up to the surface of the floating particle (small capillary number). The particles are assumed to be neutrally wetting θ = 90°, and therefore the immersion depth d/a=1.

The particles are subject to the hydrodynamic drag forces, Brownian stochastic forces due to the thermal fluctuations of the solvent molecules surrounding the colloid (FBrownian), interparticle capillary attractive forces (FAtraction, e.g. undulating contact line quadrupolar interactions as in Fig. 2)) and electrostatic repulsive forces (FRepulsion, e.g. the electrostatic repulsion between colloids with surface charge surrounded by a diffuse layers of counter ions of electrolyte in the lower polar phase as in Fig. 2(b)). These forces are all column vectors with four rows; the first two rows are the forces on the first particle (denoted with vector U1) in the directions along and perpendicular to the line of centers, and the second two rows are the same quantities for the second particle. As we detail below, the inter-particle forces act along the line of centers of the particles, while the Brownian and hydrodynamic drag forces have components along and perpendicular to the line of centers. In this development, we assume that the particles do not rotate, principally because colloids are typically rough.
and chemically heterogeneous, and these effects cause pinning of the contact line (cf. the review [6]).

To calculate particle trajectories along the interface which incorporate the effect of Brownian motion, hydrodynamic drag and inter-particle forces, we formulate an overdamped (vector) Langevin equation for the horizontal force balance on each of the particles:

\[ F_{\text{Brownian}} + F_{\text{Drag}} + F_{\text{Attraction}} + F_{\text{Repulsion}} = 0 \quad (1) \]

where all forces lie on the plane of the interface. Expressions for the inter-particle capillary attractive forces, the electrostatic repulsive forces, the hydrodynamic drag forces and the explicit finite time difference form for the numerical integration of the Langevin equation are detailed in the following subsections.

2.1. Contact Line Driven Capillary Attractive Forces

For micron and sub-micron sized spherical colloids in which gravitational forces and gravity-driven capillary attractions are negligible (small Bond number), capillary attractions have been observed and attributed to surface topological heterogeneities (particle roughness) or chemical heterogeneities which pin the contact line in an undulating shape and form a rough meniscus around the colloid [40]. By assuming that the contact line undulations were small, and the deformation of the surrounding meniscus can be described by the linearized Young–Laplace equation, solutions for the capillary attraction were obtained by expanding the shape undulations and the accompanying deformation of the interface in a series expansion and computing the capillary force as a multipole sum. The energy of the quadrupolar interaction (\( \Delta E \)) is given by:

\[ \Delta E = \frac{12\pi H^2 a^4 \sin^4 \theta}{\ell^4} \quad (2) \]

where \( \gamma \) is the interfacial tension between the two fluids, \( \theta \) is the contact angle of the colloid at the fluid–fluid interface measured from the lower liquid phase and \( H \) is the amplitude of the fluctuation of the contact line. The long range nature of the multipolar (quadrupolar) capillary attraction is evident from Eq. (2). For an inter-particle spacing of \( \ell/a = 5 \), the interaction energy (\( \Delta E \)) is comparable to the thermal energy (\( kT \)) of the particles for an undulation amplitude as low as \( H \sim 0.5 \text{ nm} \). For higher values of contact line undulation (\( H \sim 100 \text{ nm} \)), the interaction energy greatly exceeds the thermal energy (\( \Delta E \sim 10^6kT \) for \( \ell/a \sim 5 \)), which explains the high propensity of micron sized particles to cluster rapidly. For a pair of colloids interacting strictly under the influence of capillary quadrupoles, Eq. (2) can be differentiated to obtain the spacing dependent attractive force (\( F_{\text{quad}} \)) between the colloidal pair (magnitude given below).

The relative importance of the inter-particle capillary attractive interaction energy due to the contact line undulations relative to the thermal energy \( kT \) can be scaled as \( F_{\text{quad}}/kT = \frac{48\pi H^2 a^4 \sin^4 \theta}{\ell^4} \). The latter ratio defines a \( \Phi \) number, which serves as a dimensionless quantity to understand the scaling of the deterministic forces to the diffusive forces. For a contact angle of 90\(^\circ\), a surface tension \( \gamma \) of the interface characteristic of the air/water surface (72.6 mN/m), and a separation distance of \( \ell/a = 5 \) of the colloids from each other, altering the value of \( H \) from a few nanometer to a sub micron scale modulates the value of \( \Phi \) number from 0.01 – 100 and can thereby result in almost five orders of magnitude increase in the quadrupolar interaction energy to the thermal energy.

\[ F_{\text{quad}} = \frac{48\pi H^2 a^4 \sin^4 \theta}{\ell^4} \quad (3) \]

2.2. Electrostatic Repulsive Forces Due to Surface Charge

When a charged colloid is placed on a fluid–fluid interface, the surface charges orient themselves with a different density in each of the adjoining fluid phases (see Fig. 2(b)). The density of the charges varies based on the dielectric constant of each phase. Such an asymmetric reorientation of charges at a fluid–fluid interface having a stratification with reference to the dielectric properties gives rise to a net dipole moment \( \mu \). In case of a particle pair with both particles having an identical surface charge distribution, the dipoles on both particles can lead to a long range force of dipolar repulsion (\( F_{\text{repulsion}} \)) leading to a \( \ell^4 \) dependence which is given by

\[ F_{\text{repulsion}} = \frac{3\epsilon_0 \mu^2}{2\epsilon_0 a^4} \quad (4) \]

where \( \epsilon_0 \) is the dielectric constant of the non polar phase (air/oil). Since water is known to have a high dielectric constant (\( \epsilon_{\text{water}} = 80 \)) as compared to standard non-polar oils (\( \epsilon_n \sim 2 – 6 \)) or air, the surface charges present in the aqueous phase get screened by the counter ions thereby reducing the net dipole moment. However, the presence of residual surface charges on the non-polar side can still give rise to long range dipolar repulsion. Danov et al.[109] considered the case of a charged colloid, which is irreversibly adsorbed on a fluid–fluid interface and analytically obtained the electrical potential in the adjoining phases by solving a Laplace equation in both the phases. They assumed that the surface charge density on the non-polar side (\( \sigma_{\text{n}} \)) is known a priori and that the potential field is uniform in the aqueous phase because of its high dielectric constant. Additionally, they impose continuity of electric potential at the particle-nonpolar fluid interface and set the flux to be a function of the surface charge density. By applying a Mehler-Fock transform to solve the problem, they show that \( \sigma \) for particles in the colloidal size range and lower) can be represented as
p = 4\pi \sigma_2 D \left( \frac{\rho_2}{\epsilon_2} \right) a^3 \sin^3 \theta \tag{5}

where \( \epsilon_2 \) is the dielectric constant of the particle and \( D \) is a dimensionless constant which is obtained by numerically solving a Fredholm integral equation of the second kind after performing a Mehler-Fock transform on the Laplacian of the potential field in the non-polar phase and it depends on the contact angle of the body and the ratio of the dielectric constants of the particle and the non-polar phase. In order to speed up calculations, an interpolation curve is constructed using tabulated values of \( D \) for various values of \( \theta \) and ratios of \( \epsilon_p/\epsilon_s \) and used in the code.

When the attractive forces generated due to capillary dipoles balance the dipolar repulsions due to surface charges, there is an equilibrium separation distance between particles (\( \ell_{eq} \)), where the net force acting on each particle is zero. In the absence of any particle motion, the forces between two particle can be given by:

\[ F_{\text{Attraction}} + F_{\text{Repulsion}} = 0 \tag{6} \]

After substituting (4) and (3) into Eq. (6), we get

\[ \ell_{eq} = \frac{2\epsilon_p H^3}{\pi \sigma_p^2 D^2 \sin^3 \theta a^4} \tag{7} \]

The net potential energy of the particle pair \( U = U_{\text{Attraction}} + U_{\text{Repulsion}} \) is given by the sum of the attractive and repulsive potentials which are given by:

\[ U_{\text{Attraction}} = -\frac{12\pi \kappa T a^4 \sin^3 \theta}{a^4} \tag{8} \]

\[ U_{\text{Repulsion}} = \frac{p^2}{2\epsilon_p r^4} \tag{9} \]

where \( U_{\text{Attraction}} \) has a negative sign because of the attractive nature of the potential field. Using Eq. (3)-(7)-(9), it can be shown that the energy of the barrier \( U_{\text{bar}} \) at the equilibrium distance \( \ell_{eq} \) can be represented by:

\[ U_{\text{bar}} = \frac{\pi \sigma_p^2 D^2 \sin^{12} \theta a^{12}}{4e_a^4 a^{12} H^4} \tag{10} \]

2.3. Hydrodynamic Forces

As noted earlier, the hydrodynamic motion of two particles moving along a planar fluid interface in the Stokes flow limit can be decomposed into four fundamental canonical motions[65] which is shown in detail in Fig. 3(a)–(d): 1) approaching each other with velocity \( U \) along the line of center (Fig. 3(a)) 2) moving in tandem with velocity \( U \) along the line of center (Fig. 3(b)) 3) moving in opposite direction with velocity of magnitude \( U \) perpendicular to line of center (Fig. 3(c)) 4) moving in same direction with velocity of magnitude \( U \) perpendicular to line of center (Fig. 3(d)). With each mode, there is a drag exerted on the particle in the flow direction which can be formulated in terms of nondimensional drag coefficients. In general, these drag coefficients are a function of the dimensionless immersion depth (\( d/a \)), dimensionless separation distance (\( \ell/a \)) and the viscosity ratio of the fluids bounding the interface although here we restrict attention to an inviscid upper phase and neutral wetting (\( d/a = 1 \)). Thus for the modes along the line of centres, the dimensionless drag on the particles along the center-to-center axis are given by \( 6\pi \mu a \eta f_{i,d}/(d/a, \ell/a)U \) (i = 1, 2) where \( f_{i,d}/(d/a, \ell/a) \) is the dimensionless drag coefficient (the drag is non-dimensionalized by \( 6\pi \mu a \)). For the modes involving motion perpendicular to the line of centers, the dimension drag is \( 6\pi \mu a \eta f_{i,p}(d/a, \ell/a)/U \) (i = 3, 4). Owing to the symmetry in the hydrodynamic motion for the neutrally wetting case, the surface drag is one-half the value in an infinite medium or (1/2)[5\pi \mu L a f_{i,1} \eta (d/a)] where \( f_{i,1}(d/a) \) is the nondimensional drag coefficient in an infinite medium for motion \( i \) and tends to one at infinite separation (\( \lim_{\ell \rightarrow \infty} f_{i,1}(d/a) = 1 \)) physically indicating no HI between particle pairs at large distances.

The solutions for the hydrodynamic drag coefficients in an infinite medium have been previously obtained analytically by using a bi-spherical coordinates formulation for two particles in a bulk fluid[52,110–112] and are listed below for reference.

\[ f_{1,\infty}(\frac{\ell}{a}) = \left( 1 + \frac{a}{2(\ell - 2d)} \right) \left( 1 + 0.38 e^{-a/(0.678a^2)} \right) \tag{11} \]

\[ f_{2,\infty}(\frac{\ell}{a}) = \frac{\ell}{a} \sinh \alpha \times \sum_{n=1}^{n=n-1} \left( \frac{2}{2 - 2(1 + 2n + 3)} \times \left( 1 - \frac{4 \sinh^2 (n + \frac{1}{2}) x - (2n + 1) \sinh^2 x}{2 \sinh (2n + 1) x + (2n + 1) \sinh x} \right) \right) \tag{12} \]

\[ f_{3,\infty}(\frac{\ell}{a}) = 1 - \frac{n}{4} \left( \frac{a}{\ell} \right)^2 - \frac{a^2}{(\ell))^3} + \frac{4a^2}{(\ell))^4} \left( 1 - \frac{16(\ell)^2}{(\ell))^4} \right) \tag{13} \]

\[ f_{4,\infty}(\frac{\ell}{a}) = \sqrt{2} \sinh \alpha \sum_{n=0}^{n=n-1} D_n \tag{14} \]

Where \( D_n \) are obtained as an exact solution of the problem in a bi-spherical coordinate system[112] and \( \alpha \) is given by:

\[ \alpha = \cosh^{-1} \left( \frac{\ell}{2a} \right) \tag{15} \]

The hydrodynamic drag force \( F_{\text{Drag}} \) between a pair of colloidal particles straddling a fluid–fluid interface in this case can be given by \( F_{\text{Drag}} = \mathcal{M} U \)

where \( U \) is a column vector of four components, consisting of the velocity along and perpendicular to the line of centers for particle “1”, and particle “2” and \( \mathcal{M} \) is the resistance tensor and given for neutral wetting particle pairs by the corresponding coefficients in an infinite medium:

\[ \mathcal{M} = 6\pi \mu a \begin{pmatrix} 0 & 0 & (f_{1,\infty}/4) & (f_{2,\infty}/4) \\ (f_{1,\infty}/4) & (f_{2,\infty}/4) & 0 & 0 \\ 0 & 0 & (f_{1,\infty}/4) & (f_{2,\infty}/4) \\ (f_{1,\infty}/4) & (f_{2,\infty}/4) & 0 & 0 \end{pmatrix} \tag{17} \]

The detailed derivation of the resistance tensor \( \mathcal{M} \) and definition of \( U \) and \( F_{\text{Drag}} \) (the directional components of these variables are defined in a local coordinate system) can be found in A.

2.4. Brownian Forces and Langevin Equation

In order to compute the particle trajectories, Eq. (1) can be discretized to yield an evolution equation for the instantaneous position of each particle.

\[ \dot{\mathbf{r}} = \mathcal{M}(\mathbf{F}_{\text{Net}}) \mathbf{U} + \kappa T \nabla \cdot \mathcal{M} \mathbf{U} + \mathbf{r}(\Delta t) \tag{18} \]

where \( \Delta t \) is the instantaneous displacement vector of each particle, \( \mathcal{M} \) is the mobility tensor, \( \kappa \) is the Boltzmann constant, \( T \) is the absolute temperature, \( F_{\text{Net}} = F_{\text{Attraction}} + F_{\text{Repulsion}} \) is the total deterministic force on the particle and \( r(\Delta t) \) is a stochastic variable which governs the Brownian displacement of each particle. \( \mathcal{M} \) is a unique
function of the center to center distance between the particles \( r \) and has to be computed at every time step \( (\Delta t) \). Since \( r(\Delta t) \) is a stochastic variable, it satisfies

\[
r(t) = \sqrt{2kT\Delta t} \sqrt{\mathbf{r}^2}. G(t)
\]

where \( G(t) \) is a random normal variable with zero mean and unit variance.

\[
\langle G(t) \rangle = 0
\]

\[
\langle G(t)G(t) \rangle = 1
\]

### 3. Algorithm For Numerical Simulation Of Langevin Equation

In the absence of stochastic Brownian forces (only deterministic forces), \( f_1 \) and \( f_2 \) are dominant canonical motions because the relative motion of particles is only along their line of centres. However, the incorporation of thermal fluctuations adds a random component to particle motion in addition to the external force driven deterministic particle motion. Once the resistance tensor is calculated, the drift term \( (kT \nabla \cdot \mathbf{r}^{-1} \Delta t) \) in Eq. (18) can be estimated by using a mid-point algorithm\[113]. In order to estimate the mean drift term, we assume that the initial positions on both the particles are given by \( r_a \). We then consider Eq. (1) in the absence of any deterministic forces. In this case, the particle velocities \( (u_{\text{Brownian}}) \) are attributed to only the stochastic Brownian force \( F_{\text{Brownian}} \), which follows

\[
\langle F_{\text{Brownian}}(t)F_{\text{Brownian}}(t) \rangle = \frac{2kT \mathbf{r}}{\Delta t}
\]

In the midpoint algorithm, the particles are displaced in a half time step \( (\Delta t/2) \) from a position \( r_a \) to a position \( r_b \) such that

\[
r_b = r_a + u_{\text{Brownian}} \frac{\Delta t}{2}
\]

All variables defined at position \( r_a \) are denoted by subscript \( a \) and all variables defined at position \( r_b \) are denoted by subscript \( b \) henceforth. Another principal assumption that the midpoint algorithm is that the stochastic forces on the particles at the initial and final position are the same \( F_{\text{Brownian}} = F_{\text{Brownian}}^b \). Eq. (1) can be written at the initial and final position as

\[
\mathbf{r} \cdot (\mathbf{r}^{-1})^b = F_{\text{Brownian}}^a
\]

\[
\mathbf{r} \cdot (\mathbf{r}^{-1})^b = F_{\text{Brownian}}^b
\]

Similarly, we can describe the derivative of the resistance tensor as

\[
\nabla \cdot (\mathbf{r}^{-1}) = \left( (\mathbf{r}^{-1})^b - (\mathbf{r}^{-1})^a \right) \frac{r_b - r_a}{r_b - r_a}
\]

It can now be easily shown that

\[
kT \nabla \cdot (\mathbf{r}^{-1}) = \left( u_{\text{Brownian}} - u_{\text{Brownian}}^b \right) \frac{\Delta t}{2}
\]

Calculation of the random displacement term \( (r(\Delta t)) \) requires computation \( \sqrt{\mathbf{r}^2} \), which is done by constructing a Cholesky decomposition of the resistance tensor.

Once the expressions for all the forces are well defined, the Langevin equation for each particle can be solved for different values of the Péclet number. For the case of purely attractive interactions, the relative importance of the deterministic force \( F_{\text{Attraction}} \) and the stochastic force \( F_{\text{Brownian}} \) can be captured by defining a Pe number (when the inter-particle separation \( \ell \) equals 5\( a \)) which is given by

\[
Pe = \frac{F_{\text{Attraction}} \mathbf{a}}{kT} \frac{1}{\ell \cdot 5a}
\]

where \( k \) is the Boltzmann constant and \( T \) is the absolute temperature. Such an attractive force could be due to gravity induced capillary interactions for large particles or surface asperity induced capillary interactions for micron and sub-micron size particles. \( \ell = 5a \) is a good starting point for studying particle aggregation dynamics since the capillary attractive force \( F_{\text{Attraction}} \) has a similar order of magnitude to the thermal Brownian force \( F_{\text{Brownian}} \) for values of \( H \) as less as 0.5 nm.

It is obvious that there are two distinct regimes of motion to consider: 1) a high Pe number regime (where capillary attractive forces dictate the aggregation dynamics of the particle pairs) 2) a
low Pe number regime (where Brownian diffusion dictates the aggregation dynamics of the particle pairs). Each regime has a different time scale depending on which force is dominant. In a high Pe number regime, the time scale is diffusive in nature (since it is dictated by capillary attractions) and defined as \( t = 6\pi\eta a^2/(\varepsilon_{\text{attraction}}) \). In a low Pe number regime, the time scale is diffusive in nature (since it is dictated by thermal fluctuations) and defined as \( t' = 6\pi\eta a^2/kT \). The typical time of simulation is chosen as ten times the appropriate (dominant) time scale for the simulation (for low Pe number, it is the diffusion time scale and for high Péclet number, it is the convective time scale). All simulations reported in this paper are seeded at an initial separation of five particle radii. To ensure accuracy, the normalized time step for each simulation (\( \Delta t \) or \( \Delta t' \)) is adjusted such that the instantaneous displacement of the particle in one time step does not exceed 5% of the particle radius (\( \Delta t/a \leq 0.05 \)). In our case for all Pe numbers, total simulation time for any particle pair equals \( 5 \times 10^5 \times \Delta t \) or \( 5 \times 10^5 \times \Delta t' \).

4. Results and Discussion

4.1. Interplay Of Pure Attraction And Thermal Interactions

Eq. (18) can be solved for the cases of different actuating forces depending on the size and the charge of the particles involved. Depending on the relative magnitude of the stochastic Brownian forces to the deterministic attractive or repulsive forces, aggregation of the particle pairs is not always guaranteed. Greater value of attractive forces improves the chances of particle aggregation and greater value of Brownian thermal force may decrease the chances of particle aggregation. In order to quantify the effect of Pe number on the probability of aggregation, further simulations were performed for multiple independent realizations (\( N \) being total number of realizations) at a fixed value of the Pe number. The particle pairs in each realization were initiated at the same starting point (\( t/a = 5 \)) and the code was run for a reasonably long time (based on a convective or diffusive time scale as described earlier and as dictated by the Pe number). The total number of aggregated pairs (\( N_{\text{agg}} \)) at the end of simulation time were counted and the aggregation probability (\( P_{\text{agg}} \)) was computed as \( P_{\text{agg}} = N_{\text{agg}}/N \). For the sake of statistical significance, \( N \) was chosen as 1000 for each Pe number. Simulations are conducted for sub-micron sized particles for \( \theta = 90° \), interfacial tension \( \gamma = 72 mN/m \), particle radius of 100 nm and contact line undulation ranging from \( H = 0.2 \) to 2.8 nm to change the Pe number.

Fig. 4(b) presents results for the probability of aggregation for particle pairs for \( N = 1000 \) with and without HI under the influence of capillary quadrupoles for various values of the Pe number (obtained by varying \( H \)). Regardless of the presence or absence of HI, \( P_{\text{agg}} \) is qualitatively observed to reduce with a drop in the value of Pe. At higher values of the Pe number (\( Pe > 1 \)), the red curve (HI present) and the blue curve (HI absent) both asymptote to a value of \( P_{\text{agg}} = 1 \). In other words, when deterministic attractive forces dominate significantly over the stochastic forces, particle aggregation is guaranteed regardless of the magnitude of HI thereby leading to a trivial result. When \( Pe < 1 \), the incorporation of HI changes \( P_{\text{agg}} \) (by almost as much as 10% in certain instances depending upon the value of Pe) especially once the particles enter a Brownian force dominated regime. This highlights the growing importance of HI at micron and submicron length scales.

The effect of HI is observed more clearly upon a detailed inspection of the mean aggregation time (\( \tau_{\text{Agg}} \)) and shape of the histogram for probability distribution function of the aggregation time (henceforth referred to as P.D.F) for each particle pair for \( N = 1000 \). The P.D.F value is obtained/plotted as follows: for a particular value of Pe, if \( x \) out of 1000 particle pairs aggregate, the aggregation time for each of the \( x \) particle pair is binned into 30 different equally spaced buckets of time. If \( y \) particle pairs out of the \( x \) particle pairs aggregate in a specific time bucket, the P.D.F value for that bucket is obtained using the simple relation \( P.D.F = y/x \). \( \tau_{\text{Agg}} \) is calculated by obtaining the mean of the aggregation time recorded for all \( x \) pairs that aggregate (out of \( N = 1000 \)) for a specific Pe number. For the case of the Pe < 1 (dominant Brownian motion), Fig. 4(a) presents the variation of the mean aggregation time (\( \tau_{\text{Agg}} \)) with Pe number for particle pairs with and without HI. Regardless of HI, \( \tau_{\text{Agg}} \) always decreases with increasing Pe number and appears to converge for both cases at higher Pe. This is indicative that HI matter less when the deterministic component of motion increases. On the other hand, the high divergence of \( \tau_{\text{Agg}} \) between HI and no HI case at lower Pe number supports the hypothesis that greater HI between particles can substantially delay the onset of aggregation when driving forces for attraction are insignificant or comparable to stochastic forces. Inspection of the histograms of the P.D.F of \( \tau_{\text{Agg}} \) plotted against aggregation time with and without HI for the case of low Pe number (Fig. 5(i)) and high Pe number (Fig. 5(ii)) confirms the importance of HI at lower Pe number. The P.D.F histogram for the high Pe number is right skewed with a long tail for the case of particles both with and without HI, which indicates that very few particles out of 1000 particle pairs considered in the simulation will not aggregate and validates that the simulation time scale choice is reasonable. The histogram for the low Pe number is right skewed with a long tail for the case of particles without HI (in blue color) and the same histogram appears more gaussian for particles with HI (in red color) thereby demonstrating the impact of including HI in predicting the aggregation behavior of particles as the length scale diminishes from sub-millimeter to nanometer dimensions. At values of low Pe number, the incorporation of HI further reduces the influence of attractive forces and that is the primary reason for the P.D.F vs aggregation time histograms to appear more gaussian in nature.

4.2. Effect Of Electrostatics On Particle Aggregation

When the particles deposited on a fluid interface are charged, an additional dipolar repulsive force (\( F_{\text{repulsion}} \)) exists between them. This force is long range in nature (see Eq. (4)) and decays at a rate lesser than capillary attractive forces dominant at these length scales (\( F_{\text{repulsion}} \sim r^{-3} \) and \( F_{\text{attraction}} \sim r^{-5} \)). As a result, repulsion dominates between the particles at large separations and attraction dominates between particles at smaller separations. There exists an equilibrium distance (\( \ell_{eq} \)) between the particles when the attractive forces balance the repulsive forces leading to a net zero deterministic force. The exact value of \( \ell_{eq} \) depends on the electrical and chemical properties of the particles along with their surface roughness (see Eq. (7)). The potential energy (\( U \)) of the particle pair is position dependent and depends on the sum of the attractive and repulsive potentials. By convention, we define the repulsive potential to be positive and the attractive potential to be negative. As a result, \( U \) is positive at large values of \( \ell \) and negative at small values of \( \ell \) and goes through a global maximum at \( \ell = \ell_{eq} \). The maximum value of the potential (\( U_{\text{max}} \)) is dictated by the electrical and chemical properties of the particles and is given by Eq. (10). All the simulations are initiated at an initial separation (\( \ell_{\text{start}} = 5a \)), which is situated in the repulsion dominated regime (\( \ell_{\text{start}} > \ell_{eq} \)). The potential at the starting position is given by \( U_{\text{start}} \), which means that a particle pair has to overcome a potential barrier \( \Delta U \) in order to aggregate (see Eq. (29)).
Fig. 6 provides an example of the interaction potential between particle pairs which attract each other due to capillary undulations and repel each other due to like electrostatic charges at the particle surface. In the absence of electrostatic repulsions (red curve), the interaction potential between the colloids decreases monotonically in magnitude with decreasing interparticle distance and eventually decays to zero at extremely large separations where interfacial deformation decays to zero. In the presence of both capillary attractive forces and electrostatic repulsive forces (green curve), the particle interaction potential has a negative value at small separation distance (the parameters chosen in this simulation correspond to a regime where attractive forces dominate over electrostatic repulsive forces at close proximity). As the distance between the particles increases, the influence of the attractive force decreases (due to a faster decay rate with $\ell$) and the influence of the repulsive force increases. This causes the magnitude of the interaction potential to reduce (note that the sign remains negative till attractive forces dominate) till we reach an equilibrium point where the capillary attractive and electrostatic repulsive forces equal each other. This corresponds to a local minimum in the absolute value of the interaction potential where $\ell$ equals $\ell_{eq}$. After the interparticle separation exceeds $\ell_{eq}$, electrostatic repulsions dominate and that reflects in the positive values of the interparticle potential.
Since both attractive and repulsive forces decay to zero at very large particle separations, the interaction potential decays to zero at very large separations.

$$\Delta U = U_{\text{bar}} - U_{\text{start}}$$  \hspace{1cm} (29)

Simulations are conducted for micron and sub-micron sized particles for $\theta = 90^\circ$, interfacial tension $\gamma = 72 \text{mN/m}$, a particle dielectric constant $\epsilon_p = 4$, a non-polar medium dielectric constant $\epsilon_a = 1$, surface charge densities ranging from $\sigma_a = 5.8 - 7.9 \times 10^{-5} \text{C/m}^2$, particle radius of 100 nm and contact line undulation $H = 2 \text{nm}$. The surface charge density in the nonpolar phase $\sigma$ is varied from $\sigma_{\text{a}} = 5.8 - 7.9 \times 10^{-5} \text{C/m}^2$ approximately based on previously reported experimental studies [47,114,115] and to change the intensity of the electrostatic repulsive force and thereby the height of the potential barrier ($\Delta U$). In order to focus attention on the interaction of particles under the influence of varying repulsive interactions, all simulations are conducted at a constant $Pe$ number of 4.33 to ensure that the system has significant attractive forces as compared to the Brownian stochastic forces.

Fig. 7(b) presents results for the probability of aggregation for particle pairs for $N = 1000$ with and without $HI$ for the same initial position (same $Pe = 4.33$) and different inter-particle potentials which lead to different values of $\Delta U/kT$. When repulsive interactions are introduced, the absolute values of $P_{\text{aggregation}}$ are distinctly lower than those observed for purely attractive forces. A comparison of Fig. 4(b) and 7(b) shows that the value of $P_{\text{aggregation}}$ is greater than 0.9 for a $Pe \sim 4.33$ without electrostatic repulsion while the same value drops to almost 0.6 (a 30% decrease) with the introduction of weak electrostatic repulsions (values of $\Delta U/kT \sim 10^{-4}$). At extremely high values of $\Delta U/kT$, $P_{\text{aggregation}}$ asymptotically drops to zero for both $HI$ present and $HI$ absent cases thereby indicating that particles have no tendency to aggregate when repulsive forces are significantly greater than capillary attractive and Brownian forces. Some difference in $P_{\text{aggregation}}$ behavior is noted for charged particles in the presence/absence of $HI$. For uncharged particles, a comparison of $P_{\text{aggregation}}$ for any $Pe$ number with $HI$ present or absent indicates that $P_{\text{aggregation}}$ for the case of $HI$ present either exceeds or equals $P_{\text{aggregation}}$ for the case of $HI$ absent. For charged particles (as observed in Fig. 7(b)), $P_{\text{aggregation}}$ with $HI$ present is slightly greater than $P_{\text{aggregation}}$ with $HI$ absent in some cases and slightly lesser than $P_{\text{aggregation}}$ with $HI$ absent in some cases. This difference in behavior is expected when repulsive forces are comparable to the attractive and Brownian forces in a system. When repulsive forces dominate, the natural tendency of the deterministic forces is to push the particles away from each other (as opposed to moving closer to each other when attractive forces dominate). Since the primary role of $HI$ is to oppose any relative motion between the particles, $HI$ now resist the motion of particles away from each other instead of towards each other.

The effect of $HI$ is more pronounced upon inspection of the mean aggregation time and P.D.F of the particle aggregates. Fig. 7(a) presents the variation of the mean aggregation time and P.D.F of the particle pairs that manage to aggregate. Fig. 7(a) presents the variation of the mean aggregation time and P.D.F of the particle pairs that manage to aggregate. Fig. 7(a) presents the variation of the mean aggregation time and P.D.F of the particle pairs that manage to aggregate.

![Fig. 7. Results for the case of charged particles a) Mean aggregation time in seconds with and without HI for different potentials b) Aggregation probability for different potentials (electrostatic repulsive forces).](image)

![Fig. 8. Results for the case of charged particles a) 3D histogram (for a fixed capillary attractive force) comparing the P.D.F in seconds for a particle pair for HI vs no HI when Brownian forces are dominant over electrostatic repulsion ($\Delta U/kT \sim 0.002$) b) 3D histogram (for a fixed capillary attractive force) comparing the P.D.F in seconds for a particle pair for HI vs no HI when electrostatic repulsive forces are dominant over Brownian forces ($\Delta U/kT \sim 1.076$).](image)
tion time for particle pairs with and without HI with $\Delta U/\kappa T$ (note that a greater value of $\Delta U/\kappa T$ corresponds to a higher value of repulsive force). It can be seen that $t_{\text{aggregation}}$ increases monotonically in general with increasing $\Delta U/\kappa T$ whether HI are present or absent. For a fixed value of $\Delta U/\kappa T$, $t_{\text{aggregation}}$ for the case of HI present exceeds the value of $t_{\text{aggregation}}$ for the case of HI absent (more by 60% in some cases). Histograms of the P.D.F. plotted against aggregation time with and without HI for the case of low repulsive forces (Figs. 8) and high repulsive forces (Figs. 8(b)) confirms the importance of HI. The histograms for both the high repulsive force case and low repulsive force case appear slightly more Gaussian when HI are included. This is expected since HI dampen the contribution to particle displacement of deterministic forces by a factor of $\mathcal{R}^{-1}$ and of stochastic Brownian forces by a factor of $\mathcal{R}^{-0.5}$ as is evident from Eq. (18). With HI reducing the net displacement of the particles away from each other due to repulsive interactions, particles get more opportunity to drift near each other due to Stochastic Brownian motion which also increases the attractive force value slightly. The histograms for the HI absent case for both high repulsive and low repulsive force have relatively shorter tails as compared to the histograms for the HI present case. This is observed because HI increase the residence time of the particles in the vicinity of each other creating more chances for the particles to drift closer to each other via Brownian fluctuations (potentially into a zone where $F_{\text{interaction}}$ exceeds $F_{\text{repulsion}}$ and then allow attractive forces to dominate at closer range. The addition of HI is thereby critical in modeling particle behavior.

5. Conclusion

The clustering behavior of spherical particles at fluid–fluid interfaces (where the fluids adjoining the particles have a large viscosity contrast and the particles are equally wetted by the more viscous phase and less viscous phase) was studied by solving the Langevin equation for two particles. A model system comprising two identical particles trapped at a fluid–fluid interface is considered in the limit of low Reynolds Number and low Capillary number. The three phase contact line is assumed to be pinned on the surface of the particles based on experimental observations from previous studies[82].

Different inter-particle forces such as thermal fluctuations, capillary attractions [quadrupolar][40] and electrostatic (dipolar) repulsion[109] were investigated in conjunction with defining a detailed mathematical framework that includes four different canonical modes of HI[65] stemming from particles being in the vicinity of each other. Explicit expressions for HI[52,110–112] that are derived by obtaining a bipherysical solution of two particles interacting in bulk are used to compute the drag force while constructing the Langevin Dynamics equation. For the case of particles with contact angle $\theta = 90^\circ$, symmetry allows these explicit expressions for HI to be used directly without any adjustments or approximations. While the influence of HI on the aggregation of particle pairs adsorbed at fluid–fluid interfaces has been studied for submillimeter and micron sized particles before [78,79,52,80,62,82,85–87], these studies model the hydrodynamic drag between the particles either as Stokes drag for a single particle in bulk ($6\pi \mu aU$) or as Stokes drag for a particle pair moving towards each other on the interface along their line of center (only one canonical mode which leads to a drag force of $6\pi \mu aU$, ($d/a$, $t/aU$)). We seek to address this gap by incorporating a total of four canonical modes of motion which account for drag forces generated from all four possible directions of relative motion between particle pairs at the fluid/fluid interface.

For the case of purely attractive interactions between particles, it was observed that the probability of forming aggregates scales with the magnitude of the actuating forces relative to the thermal interactions. When pure attraction exists between the particles (for the case of uncharged particles), the probability of aggregation of the particles decreases when HI are included for all values of the Pe number except for $\epsilon(100)$ and above values. Incorporation of HI has a significant influence on mean aggregation time especially at low Pe numbers. While mean aggregation times are higher with HI particularly for low Pe numbers, the difference between the mean aggregation times gradually diminishes upon increasing Pe number and becomes nearly identical at high Pe number.

When charges exist on the particle surface, there is a unique value of the inter-particle distance ($l_{eq}$) where the net deterministic force on the particles is zero ($F_{\text{interaction}} + F_{\text{repulsion}} = 0$). The inter-particle potential at this point corresponds to a peak ($U_{\text{bar}}$) value, which plays an important role in determining aggregation probability. At distances greater than $l_{eq}$, the repulsive forces between the particles dominate and for distances smaller than $l_{eq}$, the attractive forces between the particles dominate. For same Pe number (same attractive force) and higher values of $\Delta U/\kappa T$ (which signifies that the location of $U_{\text{bar}}$ is further distance wise from the starting point of the simulation), the probability of aggregation decreases because of the inability of the thermal interactions to move the particles across the energy barrier (located at $\epsilon = l_{eq}$) into the attractive zone in general. While presence of HI consistently reduces $t_{\text{aggregation}}$ for all values of Pe number for uncharged particles, the HI between the particles can marginally increase the probability of the aggregation for charged particles for certain values of $\Delta U/\kappa T$. This anomalous behavior stems from the fact that HI fundamentally slow down any relative motion of particles and while relative motion of the particles is towards each other in an attraction dominated regime, the relative motion of the particles is away from each other in a repulsion dominated regime.

The theoretical concepts defined in our Langevin dynamics simulations and our results which demonstrate the correlation of HI to the probability of aggregate formation at fluid–fluid interfaces have broad interest spanning diverse fields such as pollination [11], bacteria motility modeling [12,116], process improvement in steel manufacturing[117], novel materials development through pickering emulsion stabilization[118] and determining 2-D self-assembly mechanisms that govern long range pattern formation required in semiconductor and environmental applications[119]. Comprehensive details on applications where understanding of HI is critical in improving our understanding of self-assembly processes can be found elsewhere[119,120]. This model and the results from these simulations can serve as a basis to provide a more quantitative interpretation of experimental data published in work focusing on cluster formation of micro-particles at oil–water interfaces[121] and measurement of attractive[122] and repulsive particle interactions[123] on an oil/water and air/water interface. Pérez-Juárez et al.[121], in their recently reported work, deposit monolayers of silica microspheres surface functionalized with methyl groups on a decane/water interface where decane and water are chosen because they have equal viscosity. Although contact angle is not reported, it is reasonable to expect the contact angle for these particles on such a decane/water interface to be around $90^\circ$ or greater. Using these assumptions, the diffusion coefficient for an isolated particle in their system as calculated by the Stokes–Einstein equation $kT/6\pi \mu a$ is approximately 0.152 $\mu m^2/s$, while the diffusion coefficient measured in their experiments at low packing fraction (as seen in Fig. 4 of their paper) is approximately 0.13 $\mu m^2/s$. This 17% difference between experimental data and theoretical data can be reduced if a modified theoretical diffusion coefficient is estimated by using the four canonical modes of HI described in our work. Aveyard et al.[124], in their experimental work, use laser tweezers as a tool to measure repulsion forces...
between charged polystyrene particles with diameter 2.7 μm at an oil–water interface where the oil phase is a mixture of decane and undecane blended to match the viscosity of water. The estimated contact angle of particles at interface is 70°. The authors use an optical tweezers setup to capture two particles straddling an interface in an optical trap by applying a known laser power \( P \). They use a horizontal force balance of optical force (which is a function of \( P \)) and repulsive force to measure the repulsive force. In order to obtain a relationship between \( P \) and laser force, they perform an independent calibration experiment where they place two particles at a center to center separation of 19 μm (\( l/a \sim 14 \)) and move the stage perpendicular to the line of center of particle motion. This perpendicular motion of the stage generates a viscous resistive force on each particle and the authors record the velocity of the stage at which the particles can escape the optical trap and equate force on each particle and the authors record the velocity of the stage.

For the case of a single particle with a contact angle of 70° straddling an oil–water interface, Pozrikidis et al.[125] have previously used Boundary integral methods to calculate that the drag force due to the presence of an interface to be around \( \sim 1.1 \times 6 \pi \mu a U \). Our model suggests that the drag force on two hydrodynamically interacting particles on such an interface needs to be \( 6 \pi \mu a \left( d/a, l/a \right) U \sim 6 \pi \mu a \times 1.1 \times f_{3a}(l/a) U \). At a value of \( l/a \sim 14 \), \( f_{3a}(l/a) \sim 0.949 \), which leads to \( 6 \pi \mu a \left( d/a, l/a \right) U \sim 6 \pi \mu a \times 1.1 \times 0.949 \times U \sim 0.95 \times 6 \pi \mu a U \), which is less than 10% deviation as mentioned by the authors.

Future work for enhancing this model presents the following possibilities: 1) Particle aggregation for contact angles apart from 90° can be explored further and quantified similarly by obtaining aggregation probability and mean aggregation time as a function of \( Pe \) number for purely attractive particles and as a function of \( Du/kt \) for particles with attractive and repulsive forces. From a physical sense, two distinct regimes are expected to emerge for hydrophilic and hydrophobic particles. This difference is because the drag coefficients \( f_{1}(d/a, l/a) \) and \( f_{3}(d/a, l/a) \) increase significantly at close separation for hydrophilic particles and do not increase significantly for hydrophobic particles as shown through finite element simulations performed by Das et al.[65].

Estimating the influence of a deformed interface (either due to gravity, contact line undulations or electrodipping force) on the motion of a single particle has become the recent focus of numerous recent studies. Dorr et al.[81] have used matched asymptotic expansions to calculate the flow field for a single translating sphere on a fluid–fluid interface with a huge viscosity contrast for \( c(0) \) Capillary number and observed that the flow velocity field generates a capillary force between two such spheres with an azimuthal angle dependence and an interparticle distance dependence that scales similar to capillary attractions between particles having an undulated contact line. Loutet et al.[126] performed finite element simulations for a 2-D cylindrical particle deposited on a fluid–fluid interface and exposed to a uniform velocity flow field across the interface for various contact angles, viscosity ratios and solid particle densities. Their calculations revealed a complex interplay between drag coefficients, viscosity ratio, contact angle and particle densities with anomalous drag coefficients obtained for the cases of finite viscosity ratios and particles that are not neutrally buoyant. Ben’MBarek et al.[127] performed free energy minimization calculations for polydisperse spheres of various sizes on a clean air–water interface to obtain drag coefficients as a function of particle deformation and showed that a curved meniscus can contribute to a nearly 42% increase in drag for a single particle at a fluid–fluid interface. All the currently published work on HI between particle pairs at a fluid interface assumes the existence of a flat interface around the particles since it is not possible to find a closed form solution if the fluid–fluid interface is allowed to deform in the presence of the particle. There is potential to use Boundary integral, finite element, Lattice-Boltzmann, molecular dynamics or any other appropriate numerical techniques to compute hydrodynamic drag experienced by a pair of spheres straddling an interface when both spheres generate a finite deformation of the interface.
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**Appendix A. Derivation of resistance tensor**

In order to obtain the generic resistance tensor for a pair of particles, we begin with the situation depicted by Fig. 9(a). The \( x \) axis is assumed to be the line joining the centers of each particle and the \( y \) axis is the positive normal to the \( x \) axis (see Fig. 9(a)). Let the \( x \) component of the velocity of particle 1 be \( U_{1x} \) and the \( x \) component of velocity of particle 2 be \( U_{2x} \). Similarly, the velocities of particle 1 and 2 along the \( y \) direction can be given as \( U_{1y} \) and \( U_{2y} \) respectively. Since drag coefficients are analytically known for well defined canonical modes with particles having equal velocity magnitude (Figs. 9(d)-9(g)), the velocities of each particle (\( U_{1x}, U_{2x}, U_{1y}, U_{2y} \)) have to be further resolved into four components (one component for every mode). For the sake of the derivation, we consider a snapshot of time where the configuration of the particles at the interface is fixed. For all the four modes under consideration, the particles are assumed to have a velocity of equal magnitude (\( U_{1x}, U_{1y}, U_{2x}, U_{2y} \) in Figs. 9(d)-(g)). On resolving the velocities along the \( x \) axis, we get

\[
U_{b} = \frac{U_{1x} + U_{2x}}{2} \quad \text{(A.1)}
\]

\[
U_{a} = \frac{U_{1x} - U_{2x}}{2} \quad \text{(A.2)}
\]

Similarly, resolution of the velocities along the \( y \) axis yields

\[
U_{c} = \frac{U_{1y} + U_{2y}}{2} \quad \text{(A.3)}
\]

\[
U_{d} = \frac{U_{1y} - U_{2y}}{2} \quad \text{(A.4)}
\]

In order to compute the drag forces associated with each mode of relative motion, it is necessary to define a drag coefficient separately for each case. The drag coefficients are a unique function of the configuration (\( l/a \)) of the particles and are previously defined in Eqs. (11)-(14). Note that Eqs. (11)-(14) are defined for particle pairs in a bulk fluid. For the specific case of a particle pair of contact angle \( \theta = 90^\circ \) on a fluid/fluid interface with a high viscosity contrast (one fluid with high viscosity and the other fluid with vanishingly low viscosity), each drag coefficient \( f_{1}, f_{2}, f_{3}, \) and \( f_{4} \) is required to be divided by two since only half the particle that is wetted by the more viscous phase experiences hydrodynamic drag and hydrodynamic drag force in the fluid phase with vanishing viscosity is negligible.

Once the drag coefficients and the corresponding velocities for each mode of relative motion are defined, the hydrodynamic drag...
the four fundamental modes of motion for which drag coefficients are well known. a) Top view of two particles moving with unknown velocities $U_1$ and $U_2$ in the interfacial plane b) Components of particle motion ($U_{1x}$ and $U_{2x}$) along the x (capillary) axis c) Components of particle motion ($U_{1y}$ and $U_{2y}$) along the y (normal) axis d) Parallel relative motion of particles (relative to line of center) e) Parallel relative motion of particles (relative to line of center) f) Perpendicular relative motion of particles (relative to line of center) g) Perpendicular relative motion of particles (relative to line of center).

Fig. 9. Resolution of the main problem into relative motion of particles along (x axis) and perpendicular (y axis) to their line of center. The velocities are further resolved into the four fundamental modes of motion for which drag coefficients are well known. a) Top view of two particles moving with unknown velocities $U_1$ and $U_2$ in the interfacial plane b) Components of particle motion ($U_{1x}$ and $U_{2x}$) along the x (capillary) axis c) Components of particle motion ($U_{1y}$ and $U_{2y}$) along the y (normal) axis d) Parallel relative motion of particles (relative to line of center) e) Parallel relative motion of particles (relative to line of center) f) Perpendicular relative motion of particles (relative to line of center) g) Perpendicular relative motion of particles (relative to line of center).

on particle 1 in the x direction ($F_{1x}^1$) and the y direction ($F_{1y}^1$) and the hydrodynamic drag on particle 2 in the x direction ($F_{2x}^2$) and the y direction ($F_{2y}^2$) are given by

$$F_{1x}^1 = -6\pi\mu a f_{1x} \frac{f_{1x} + f_{2x}}{2} U_a + 6\pi\mu a \frac{f_{2x}}{4} U_b$$
$$F_{1y}^1 = 6\pi\mu a U_{1x} \left( f_{1x} + \frac{f_{2x}}{2} \right) + 6\pi\mu a U_{2x} \left( f_{2x} - f_{1x} \right)$$

$$F_{2x}^2 = 6\pi\mu a \left( f_{1x} \frac{f_{1x}}{2} \right) U_a + 6\pi\mu a \left( f_{2x} \frac{f_{2x}}{2} \right) U_b$$
$$F_{2y}^2 = 6\pi\mu a U_{1x} \left( f_{2x} - f_{1x} \right) + 6\pi\mu a U_{2x} \left( f_{1x} + f_{2x} \right)$$

where $R$ is the resistance tensor compiled by collecting the coefficients of $U_{1x}, U_{2x}, U_{1y}$, and $U_{2y}$ and given by

$$R = 6\pi\mu a \begin{pmatrix} \frac{f_{1x} + f_{2x}}{4} & \frac{f_{2x} - f_{1x}}{4} & 0 & 0 \\ \frac{f_{2x} - f_{1x}}{4} & \frac{f_{1x} + f_{2x}}{4} & 0 & 0 \\ 0 & 0 & \frac{f_{1x} + f_{2x}}{4} & \frac{f_{2x} - f_{1x}}{4} \\ 0 & 0 & \frac{f_{2x} - f_{1x}}{4} & \frac{f_{1x} + f_{2x}}{4} \end{pmatrix}$$
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