\textbf{L}_\infty\textbf{-ACTIONS OF LIE ALGEBROIDS}
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\textbf{Abstract.} We consider homotopy actions of a Lie algebroid on a graded manifold, defined as suitable $L_\infty$-algebra morphisms. On the “semi-direct product” we construct a homological vector field that projects to the Lie algebroid. Our main theorem states that this construction is a bijection.

Since several classical geometric structures can be described by homological vector fields as above, we can display many explicit examples, involving Lie algebroids (including extensions, representations up to homotopy and their cocycles) as well as transitive Courant algebroids.
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\textbf{Introduction}

Many structures in differential geometry and mathematical physics can be described using the language of graded geometry. Often they are described by a graded manifold endowed with a homological vector field, and come together with a map preserving the latter. For instance Lie algebroids (and their extensions, representations up to homotopy, cocycles,...) can be described in this way, and Courant algebroids too.

Our main construction encodes such data as an “infinitesimal action up to homotopy”. The latter is given by a relatively simple kind of $L_\infty$-algebra morphism, whose components
are typically described explicitly by classical differential geometric objects (connections, differential forms,...). In some of our examples we recover known compatibility equations relating the various components, but now these equations acquire a new interpretation: they are the structure equations of an $L_\infty$-algebra morphisms. Below we list such examples, which are phrased in classical terms without reference to graded geometry:

1. There is a canonical representation of $TM$ on the trivial bundle $\mathbb{R} \times M$, due to the fact that vector fields on $M$ are the same as derivations of the algebra of functions $C^\infty(M)$. Now this action can be ‘twisted’ by any closed $n$-form so as to obtain an $L_\infty$-action of $TM$ on $\mathbb{R} \times M$. In other words, the closedness of a differential form can be seen as the structure equation of an $L_\infty$-action. This construction further generalizes to Lie algebroid cocycles with values in a representation, as well as representations up to homotopy (Prop. 6.2 and Cor. 6.3) together with their cocycles (see Thm. 7.8 and Cor. 7.9, and in the context of exact Courant algebroids, Prop. 9.5).

2. A transitive Lie algebroid $A \to M$ together with a splitting $\sigma_A : TM \to A$ of its anchor $\rho : A \to TM$ is known to induce a $TM$-connection on the bundle of Lie algebras $g_M := \ker \rho$, together with a $g_M$-valued 2-form on $M$. There are well known compatibility conditions between $\nabla$ and $\omega$, that encode the Jacobi identity on $A$. Our construction displays these equations as the structure equations of an $L_\infty$-action of $TM$ on the bundle of Lie algebras $g_M$ (Prop. 5.3).

3. There is a similar construction for any transitive Courant algebroid $E \to M$, obtained by choosing an isotropic splitting $\sigma_E$ of its anchor. In fact, $\sigma_E$ descends to a splitting of the underlying Lie algebroid $A := E/(\ker \rho)^\perp$, so we recover a connection $\nabla$ and a $g_M$-valued 2-form as above. There are however extra data appearing: an invariant pairing $\langle \cdot, \cdot \rangle_{g_M}$ on $g_M$ and a 3-form $H$ on $M$, together with compatibility conditions relating all of $\nabla$, $\omega$, $\langle \cdot, \cdot \rangle_{g_M}$ and $H$. Again, all these equations fit into those of an $L_\infty$-action, of $TM$ on the bundle of quadratic Lie algebras $(g_M, \langle \cdot, \cdot \rangle_{g_M})$ (see Prop. 10.2).

The main construction. The following construction is well-known. Given a Lie algebra $\mathfrak{g}$ and a manifold $M$, an infinitesimal action of $\mathfrak{g}$ on $M$ (i.e. a Lie algebra map $\phi : \mathfrak{g} \to \mathfrak{X}(M)$) can be encoded by its transformation Lie algebroid, namely $\mathfrak{g} \times M \to M$, with bracket of constant sections given by the Lie bracket of $\mathfrak{g}$, and with anchor given by $\phi$. In turn, Lie algebroids are in bijective correspondence with degree 1 manifolds endowed with a homological vector field. This way we obtain a bijection between:

- infinitesimal actions of $\mathfrak{g}$ on $M$
- Lie algebroid structures on the vector bundle $\mathfrak{g} \times M \to M$ such that the projection to $\mathfrak{g}$ is a Lie algebroid morphism,
- homological vector fields on the N-manifold $\mathfrak{g}[1] \times M$

for which the projection to $\mathfrak{g}[1]$ preserves homological vector fields.

Recall that a Lie algebroid $A$ over a manifold $M$ is a vector bundle over $M$, such that the global sections of $A$ form a Lie algebra with Lie bracket $[\cdot, \cdot]_A$ and the Leibniz rule holds:

$$[a, fb]_A = f[a, b]_A + \rho(a)(f)b, \quad a, b \in \Gamma(A), f \in C^\infty(M),$$
where $\rho : A \to TM$ is a vector bundle morphism called the anchor. An $N$-manifold should be thought of as a “smooth space” whose coordinates are assigned non-negative degrees (see Appendix B for details).

The aim of this paper is to present a result analogous to the bijection between the first and last item above, in a general setting. The main case of interest is obtained considering a Lie algebroid $A \to M$ and an $N$-manifold $\mathcal{M}$, whose “degree zero part” (the underlying differentiable manifold) is $M$. In this case, our main result Thm. 2.13 reads:

**Theorem.** There is a one-to-one correspondence between

1. $L_\infty$-actions of $A$ on $\mathcal{M}$
2. homological vector fields on $A[1] \times_M \mathcal{M}$

for which the projection to $A[1]$ preserves homological vector fields.

We provide an explicit construction of the above bijection. The $L_\infty$-actions appearing above are a kind of “infinitesimal actions up to homotopy”, given by a suitable curved $L_\infty$-algebra morphism $F$ from the Lie algebra $\Gamma(A)$ to the vector fields $\mathfrak{X}(\mathcal{M})$. Conceptually, one can think of passing from (1) to (2) in the above theorem as forming the semi-direct product associated with the action. Notice that $\mathcal{M}$ itself (the $N$-manifold acted upon) inherits a “vertical” homological vector field, which can be described either as the restriction of the one on $A[1] \times_M \mathcal{M}$ or as the zero-th component of $F$.

Our main use of the above theorem is as follows: there are many natural structures in differential geometry that are encoded as in (2) above. We then apply the direction “(2) $\to$ (1)” of the Theorem, decomposing the given structure into components that fit together into an $L_\infty$-algebra morphism. In specific examples, this reveals that known compatibility equations satisfied by the components of the structure can be interpreted in terms of an $L_\infty$-algebra morphism, giving a conceptual explanation for the former.

**Classes of examples.** The second part of the paper is devoted to examples of the main theorem, for which we fix a Lie algebroid $A \to M$. We also fix a $N$-manifold whose body is $M$, which by a version of Batchelor’s theorem (see for instance [4, Thm. 1]) we may assume to be $V[1]$ for some graded vector bundle $V \to M$ concentrated in degrees $\leq 0$.

\[
\begin{array}{ccc}
V[1] & \downarrow \downarrow & \mathcal{M} \\
A[1] & \longrightarrow & M
\end{array}
\]

It is easy (typically, by making the choice of a “splitting” or a connection) to encode several classes of classical geometric objects in graded geometric terms, as a surjective morphism of $N$-manifolds with homological vector fields

\[(A \oplus V)[1] \to A[1].\]  

By our main theorem, it corresponds to an $L_\infty$-actions of $A$ on $V[1]$, i.e. a curved $L_\infty$-morphism

\[F : \Gamma(A) \rightsquigarrow \mathfrak{X}(V[1])\]  

\footnote{More generally, we prove our results for Lie $n$-algebroids (see Appendix B), recovering Lie algebroids for $n = 1$.}
satisfying certain compatibility conditions. We spell out a few special cases of this construction and the corresponding geometric structures we recover:

a) The graded vector bundle $V$ is an ordinary vector bundle (i.e. concentrated in degree zero).

Then a morphism \((1)\) is the same thing as a surjective morphism of Lie algebroids $A \oplus V \to A$, and therefore an extension of Lie algebroids. By the main theorem, it is encoded by an $L_\infty$-action $F$. We remark that the structure of bundle of Lie algebras on the kernel $V$ is determined by the zero-th component of $F$.

b) The homological vector field on $(A \oplus V)[1]$ is fiberwise linear.

If the homological vector field on $(A \oplus V)[1]$ preserves the functions that are linear along on the fibers of the morphism \((1)\), then it corresponds to a representation up to homotopy of $A$ on $V$. By the main theorem, it is encoded by an $L_\infty$-action $F$ as in formula \((2)\) whose components are (up to sign) the components of the representation up to homotopy. In particular the structure of cochain complex on $V$ is given by the zero-th component of $F$. Further, for any $n \geq 2$, representations up to homotopy together with an $n$-cocycle are encoded by $L_\infty$-actions on $V[n - 1]$ by vector fields which are sums of fiberwise linear ones and vertical constant ones.

c) The graded vector bundle $V[1]$ is trivial as a bundle of graded vector spaces with homological vector fields.

This means that we prescribe a homological vector field $Q$ defined on $V[1]$, and such that $(V[1], Q) \cong (\mathfrak{g}[1] \times M, Q_{\mathfrak{g}[1]})$ for some $L_\infty$-algebra $\mathfrak{g}$. Here $Q_{\mathfrak{g}[1]}$ denotes the homological vector field on $\mathfrak{g}[1]$ encoding the $L_\infty$-structure on $\mathfrak{g}$. Using the main theorem one sees that Maurer-Cartan elements in $\Gamma(\wedge^{\geq 1} A^* \otimes \mathfrak{X}(\mathfrak{g}[1]))$, with the DGLA structure induced from $\mathfrak{X}(\mathfrak{g}[1])$, correspond to $L_\infty$-actions of $A$ on $\mathfrak{g}[1] \times M$ compatible with $Q_{\mathfrak{g}[1]}$.

We display these three classes of examples respectively in §5 (see Prop. 5.1), in §6 and §7.2 (see Prop. 6.2 and Thm. 7.8), and in §8 (see Prop. 8.3). The intersection between a) and b) above are Lie algebroid representations with a 2-cocycle, see the introduction to §5 and Prop. 7.2.

Courant algebroids play a major role in differential geometry and physics, as they are the structures underlying Dirac geometry and generalized complex geometry, and admit a characterization in terms of graded geometry. Courant algebroids with transitive anchor provide examples for the main theorem, in various ways:

d) A transitive Courant algebroid $E$ over $M$, together with an isotropic splitting of the anchor $\rho : E \rightarrow TM$ and a connection on $E$, induces an $L_\infty$-action of $TM$ on $(\mathfrak{g}_M[1] \oplus T^*[1] M) \oplus T^*[2] M$, where $\mathfrak{g}_M := \ker \rho / (\ker \rho)^\perp$ is the associated bundle of quadratic Lie algebras. In the case of exact Courant algebroids this recovers the coadjoint representation up to homotopy together with a cocycle obtained in \cite{30}.

e) The only instance in the paper in which we use the direction \((2) \rightarrow (1)\) in the main theorem is the following. A transitive Courant algebroid $E$, together with an isotropic splitting of the anchor $\rho : E \rightarrow TM$, give rise to and is encoded by a homological vector field on $A[1] \times \mathbb{R}[2]$ making it an $\mathbb{R}[2]$-principal bundle, where $A := E/(\ker \rho)^\perp$ is the underlying Lie algebroid. This recovers the characteristic class of $\mathfrak{g}$ and allows us to interpret the Pontryagin class of a bundle of quadratic Lie algebras as the obstruction for a lifting problem of certain $L_\infty$-actions.

This is explained respectively in §9 (see Prop. 9.8) and in §10 (see Thm. 10.5).
Comparison with the literature: This paper can be considered as an analogue of [23] (see also [9] for some special cases), in which $A$ was required to be an $L_\infty$-algebra instead of a Lie algebroid or Lie $n$-algebroid. The proof of our main theorem is also analog to the one of [23]. One of the motivations for our work is that it embraces several geometric examples.

In a forthcoming work [6] we plan to generalize the main Theorem (see above) allowing the “degree zero part” of the N-manifold $\mathcal{M}$ to be different from the base of the Lie $n$-algebroid $A$ (we will just require a map from the former to the latter). The generalized set-up includes, in particular, the case of infinitesimal actions of Lie algebras on ordinary manifolds presented at the beginning of this introduction, as well as the results of [23].

We point out that a result of Vitagliano [34, Cor. 4.14] is more general than our main result Thm. 2.13 and even of the set-up of [6] described above. Indeed, Vitagliano’s result is phrased in algebraic terms, and when specialized to a geometric setting [34, Ex. 4.12] it allows for $\mathbb{Z}$-graded manifolds (hence, not just N-manifolds) fibered over other $\mathbb{Z}$-graded manifolds (in particular, not just over ordinary manifolds). Vitagliano’s result provides a bijection with actions of $LR_\infty[1]$ algebras as defined in [34, Def. 4.9], which are specific kinds of left connections with vanishing curvature of $LR_\infty[1]$ algebras as defined in [34, Def. 4.1]. On the other hand, our main results provides a bijection with $L_\infty$-morphisms satisfying certain properties (namely, $L_\infty$-actions) and as such, have the advantage of being explicit and in many case are described in terms of classical geometric data. This explains the wealth of concrete examples that we display in the second part of this paper. Note that the relation between Vitagliano’s actions of $LR_\infty[1]$ algebras and $L_\infty$-morphisms is not worked out in [34].

Finally we point out that there are results in the literature that provide bijections in the same spirit as our main theorem (one example pointed out to us is Schlessinger-Stasheff in [28], building on their work on the 1980’s). However none of them seem to be stated in terms of $L_\infty$-algebra morphisms, whose explicit formulae allow us to provide a variety of geometric examples.
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Part 1. The main construction

The purpose of the first part of the paper is to present our main theorem, namely Thm. 2.13 in §2. In §1 we introduce the notion of $L_\infty$-action which is needed to state the theorem. In order to clarify the main theorem, in §3 we compare our construction with other constructions found in the literature.

1. $L_\infty$-ACTIONS

In this section we introduce the notion of $L_\infty$-action appearing in one of the two sides of the bijection stated in Thm. 2.13.
Let $A \to M$ be a Lie algebroid, with Lie bracket $[\ , \ ]_A$ and anchor $\rho$, and $\mathcal{M}$ be an $N$-manifold with body $M$. We denote by $C^\infty(\mathcal{M})$ the graded algebra of functions on $\mathcal{M}$, and by $\mathfrak{X}(\mathcal{M})$ the graded Lie algebra of derivations of $C^\infty(\mathcal{M})$. We refer the reader to Appendix A for the basics on $N$-manifolds and homological vector fields.

**Definition 1.1.** An $L_\infty$-action of $A$ on $\mathcal{M}$ is a curved $L_\infty$-morphism

$$F: (\Gamma(A), [\ , \ ]_A) \rightsquigarrow (\mathfrak{X}(\mathcal{M}), [\ , \ ]_A)$$

satisfying the following conditions:

i) $F$ is $C^\infty(\mathcal{M})$-multilinear: $F(fw) = fF(w)$ for all $w \in \Gamma(\wedge A)$ and $f \in C^\infty(\mathcal{M})$

ii) the first component $F_1: \Gamma(A) \to \mathfrak{X}_0(\mathcal{M})$ satisfies $F_1(a)|_M = \rho(a)$ for all $a \in \Gamma(A)$

iii) $F_0(C^\infty(\mathcal{M})) = 0$, where $F_0$ is viewed as an element of $\mathfrak{X}_1(\mathcal{M})$.

Notice that $F$ is defined on a Lie algebra and takes values in a graded Lie algebra. We refer to Appendix A for the details on $L_\infty$-algebras and curved $L_\infty$-morphisms.

**Remark 1.2.** When $\mathcal{M}$ is concentrated in degree 0 (i.e. it equals $M$), the only $L_\infty$-action of $A$ on $\mathcal{M}$ is (the map induced on sections by) the anchor map of $A$. For an arbitrary $N$-manifold $\mathcal{M}$, let us consider the canonical projection $p: \mathcal{M} \to M$ induced by the inclusion $C^\infty(\mathcal{M}) = C_0(\mathcal{M}) \hookrightarrow C(\mathcal{M})$ and denote by $\mathfrak{X}_{vert}(\mathcal{M})$ the space of vector fields on $\mathcal{M}$ that annihilate $C^\infty(\mathcal{M})$. Then one may notice the following facts:

- $F_0$ applied to the constant function 1 on $M$ is an element of $\mathfrak{X}_1(\mathcal{M})$, which we denote by $Q_\mathcal{M}$. The condition iii) requires that it lies in $\mathfrak{X}_{vert}^1(\mathcal{M})$. Further, the curved $L_\infty$-morphism condition implies that $Q_\mathcal{M}$ is a homological vector field, by Lemma A.10
- $F_1$ takes values in $\mathfrak{X}_0(\mathcal{M})$, and elements of $\mathfrak{X}_0(\mathcal{M})$ are always tangent to the body $M$. Condition ii) in Def. 1.1 is a condition on the restriction to $M$.
- for $k \geq 2$, $F_k$ takes values in $\mathfrak{X}_{1-k}(\mathcal{M}) = \mathfrak{X}_{vert}^{1-k}(\mathcal{M})$.

**Remark 1.3.** The condition i) in Def. 1.1 does not imply automatically that conditions ii) and iii) hold, however the latter two conditions are natural in view of i). This is meant in the same sense as a bracket-preserving bundle map $\varphi$ (covering the identity) between Lie algebroids does not automatically preserve the anchors in general, but it does at points where $\varphi$ is not the zero map.

In many situations, $\mathcal{M}$ already comes equipped with a homological vector field $Q_\mathcal{M}$, i.e. $Q_\mathcal{M}$ has degree one is and commutes with itself. Throughout the whole paper, by $Q$-manifold we will always mean an $N$-manifold endowed with a homological vector field.

**Definition 1.4.** Let $A \to M$ be a Lie algebroid, and let $(\mathcal{M}, Q_\mathcal{M})$ be a $Q$-manifold with body $M$. An $L_\infty$-action $F$ of $A$ on $\mathcal{M}$ is compatible with $Q_\mathcal{M}$ if the zero-th component $F_0$ equals $Q_\mathcal{M}$.

**Proposition 1.5.** Let $A \to M$ be a Lie algebroid, and let $(\mathcal{M}, Q_\mathcal{M})$ be a $Q$-manifold with body $M$. Assume that $Q_\mathcal{M} \in \mathfrak{X}^1_{vert}(\mathcal{M})$.

Then the higher\footnote{i.e., all components except for the zero-th.} components of an $L_\infty$-action of $A$ on $\mathcal{M}$ compatible with $Q_\mathcal{M}$ define an $L_\infty$-morphism

$$F: (\Gamma(A), [\ , \ ]_A) \rightsquigarrow (\mathfrak{X}(\mathcal{M}), -[Q_\mathcal{M}, [\ , \ ]])$$

such that

$$F: (\Gamma(A), [\ , \ ]_A) \rightsquigarrow (\mathfrak{X}(\mathcal{M}), -[Q_\mathcal{M}, [\ , \ ]])$$

(3)
Conversely, given an $L_\infty$-morphism $F$ as in (3) satisfying the conditions i) and ii), one obtains an $L_\infty$-action compatible with $Q_M$; the higher components are given by $F$ and the zero-th component is given by $Q_M$.

Notice that the image of $F$ lies in the sub-DGLA

$$\mathfrak{x}_{<0}(\mathcal{M}) \oplus \{X \in \mathfrak{x}_{0}(\mathcal{M}) : [Q_M, X] = 0\},$$

as a consequence of the fact that $F_1$ is a chain map.

**Proof of Prop. 1.5.** Given an $L_\infty$-action $F$ of $\Gamma(A)$ on $\mathcal{M}$, consider the $L_\infty[1]$-morphism from $\Gamma(A)[1]$ to $(\mathfrak{x}(\mathcal{M})[1], \{\ , \ \})$ corresponding to $F$. Here $\{\ , \ \}$ is the bracket corresponding to $[,]$ under the décalage isomorphism (52) in Appendix A. By Lemma A.10 the higher components of the curved $L_\infty[1]$-morphism corresponding to $F$ are a (noncurved) $L_\infty[1]$-algebra morphism from $\Gamma(A)[1]$ to $(\mathfrak{x}(\mathcal{M})[1], \{Q_M, \{\ , \ \}\})$, an $L_\infty[1]$-algebra whose only non-trivial multibrackets are the unary and binary one. Therefore they correspond to a (noncurved) $L_\infty$-algebra morphism from $\Gamma(A)$ to the DGLA $(\mathfrak{x}(\mathcal{M}), -[Q_M, \{\ , \ \}\})$. Note here that the minus sign comes from the décalage isomorphism. The converse implication is proven reversing the argument.

**Remark 1.6.** We spell out the condition that $F$ be an $L_\infty$-morphism (see for instance [17, Def. 5.2]): for all $n \geq 1$ and $a_1, \ldots, a_n \in \Gamma(A)$,

$$\sum_{1 \leq i < j \leq n} (-1)^{i+j+1} F_{n-1}([a_i, a_j], a_1, \ldots, \hat{a}_i, \ldots, \hat{a}_j, \ldots, a_n) = 0 \quad (4)$$

d$Q_M(F_n(a_1, \ldots, a_n)) + \sum_{s=1}^{n-1} \sum_{\tau \in Sh(s, n-s)} (-1)^{s-1} (-1)^{\tau} [F_s(a_{\tau(1)}, \ldots, a_{\tau(s)}), F_{n-s}(a_{\tau(s+1)}, \ldots, a_{\tau(n)})]

where we write $dQ_M = -[Q_M, \{\ , \ \}\}$, and where $Sh(s, n-s)$ denotes the permutations $\tau$ of $n$ elements such that $\tau(1) < \cdots < \tau(s)$ and $\tau(s+1) < \cdots < \tau(n)$.

Notice that the definition of $L_\infty$-action (Def. [11]) extends immediately to any Lie $n$-algebroid $A$ (see Appendix B) with the following obvious modifications: $\Gamma(A)$ by definition has an $L_\infty$-algebra structure, so it makes sense to ask that $F$ be a curved $L_\infty$-morphism from $\Gamma(A)$ to $(\mathfrak{x}(\mathcal{M}), \{\ , \ \}\}$, and in the condition ii) one requires that $a \in \Gamma(A_0)$.

2. The main theorem

In this section we derive our main results extending the arguments of [23] §3,§4. The main results, Thm. 2.13 and Thm. 2.15 are stated at the end of this section.

Let $A \to M$ be a Lie $n$-algebroid, with and anchor $\rho: A_0 \to TM$. Let $\mathcal{M}$ be an $N$-manifold with body $M$ (hence the "fiber coordinates" of $\mathcal{M}$ have degrees $> 0$). We have a natural projection $\pi: \mathcal{M} \to M$ and an embedding $M \hookrightarrow \mathcal{M}$, see Appendix B.

We will consider the product manifold $A[1] \times \mathcal{M}$ and its submanifold

$$\mathcal{N} := A[1] \times_M \mathcal{M}$$

where the fiber product is taken over the vector bundle projection $A[1] \to M$ and over $\pi: \mathcal{M} \to M$. The body of $\mathcal{N}$ is the diagonal $\Delta M \subset M \times M$.

---

\footnote{Here we use the fact that $\mathcal{M}$ is an $N$-manifold rather than an arbitrary $\mathbb{Z}$-graded manifold.}
Remark 2.1. 1) We have $\mathcal{N} = p^*(A[1])$, the pull-back of the graded vector bundle $A[1] \to M$ along the map $p$, as in the diagram below:

\[
\begin{array}{ccc}
\mathcal{N} & \xrightarrow{\pi} & \mathcal{M} \\
\downarrow & & \downarrow p \\
A[1] & \xrightarrow{\pi} & M
\end{array}
\]

Hence $\mathcal{N}$ is a vector bundle over $\mathcal{M}$, with zero section equal to $\varepsilon(\mathcal{M})$, for the natural embedding $\varepsilon: \mathcal{M} \to A[1] \times \mathcal{M}$.

2) We describe in coordinates the embeddings $\varepsilon(\mathcal{M}) \subset \mathcal{N} \subset A[1] \times \mathcal{M}$.

On $A[1] \times \mathcal{M}$ we can choose coordinates $x, \xi$ on $A[1]$ (where the $x$ have degree 0 and are coordinates on the body $M$, while $\xi$ are fiber coordinates$^1$), and coordinates $x, \eta$ on $\mathcal{M}$ (where the $y$ have degree 0 and are coordinates on the body $M$, while $\eta$ denotes the coordinates of positive degree). Then locally

$\mathcal{N} = \{x = y\}, \quad \varepsilon(\mathcal{M}) = \{x = y, \xi = 0\}$.

2.1. Part I of the proof of the main theorem. Recall that the functions on $A[1]$ are given by $C(A[1]) = \Gamma(S(A[1])^*)$. We do not provide a proof for the following lemma, which is straight-forward and generalizes the well-known fact that differential $k$-forms on a manifold $M$ are the same thing as $C^\infty(M)$-multilinear maps $\Gamma(\wedge^k TM) \to C^\infty(M)$.

Lemma 2.2. There is a bijection between

- Degree 1 elements
  \[ X \in \Gamma(S(A[1]^* \otimes_{C^\infty(M)} X(\mathcal{M})) \]
  \[ \Phi: \Gamma(S(A[1])) \to X(\mathcal{M})[1]. \]

The bijection is given by $X \mapsto \phi_X$ where

\[ (\phi_X)_k(s_1, \ldots, s_k) := \left\{ \left[ \cdots [X, t_{s_1}], \ldots, t_{s_k} \right] \right\}_\mathcal{M} \]

for all $k \geq 0$ and $s_i \in \Gamma(A[1])$. Here $\left\{ \right\}_\mathcal{M}$ denotes the restriction to $\mathcal{M}$. By definition, the brackets on the right side of $^5$ are given by $^5 \left[ Y, t_s \right] = -(-1)^{|Y||s|} \sum_j (t_s f_j) \otimes_{C^\infty(M)} v_j$ where $Y = \sum_j f_j \otimes_{C^\infty(M)} v_j$ for $f_j \in \Gamma(S(A[1]^*))$ and $v_j \in X(\mathcal{M})$.

Remark 2.3. 1) Geometrically, $X$ is a vector field on $A[1] \times \mathcal{M}$ supported on $\mathcal{N}$, i.e. a section of $\mathcal{T}((A[1] \times \mathcal{M})|_\mathcal{N})$. This means that it corresponds to a map:

\[ D: C(A[1] \times \mathcal{M}) \to C(\mathcal{N}) \]

such that $D(F \cdot G) = D(F) \cdot \left[ G \right]_\mathcal{N} + F \cdot \left[ D(G) \right]_\mathcal{N}$, where:

\[ \left[ D \right]_\mathcal{N}: C(A[1]) \otimes_R C(\mathcal{M}) \to C(A[1]) \otimes_{C^\infty(M)} C(\mathcal{M}) \]

is the natural quotient map. Writing $X = \sum_j f_j \otimes v_j$ as in Lemma 2.2 $D$ is given as follows: it annihilates $C(A[1])$ and $D(\phi) = \sum_j f_j \otimes_{C^\infty(M)} (v_j(\phi))$ for all $\phi \in C(\mathcal{M})$.

---

$^4$When $A$ is a Lie algebroid, the coordinates $\xi$ have degree 1.

$^5$Upon choosing a suitable extension of $X$ to a vector field on $A[1] \times \mathcal{M}$, this is the graded Lie bracket on $X(A[1] \times \mathcal{M})$, see also Rem. 2.3.2). Because of this, the definition of $\phi_X$ we give here differs in the signs from the one given in an analogous case in $^{[23]}$ §3 (there $X(\mathcal{M})[1]$ was used).
Lemma 2.4. The bijection $X \mapsto \phi_X$ of Lemma 2.2 restricts to a bijection between

- **Degree 1 elements**

$$X \in \Gamma(S(A[1]^*) \otimes_{C^\infty(M)} \mathfrak{X}(M))$$

such that $Q_{A[1]}|_N + X$ is tangent to $N$.

- **$C^\infty(M)$-multilinear maps of degree 0**

$$\Phi : \Gamma(S(A[1])) \rightarrow \mathfrak{X}(M)[1]$$

such that $\Phi_1(a[1])|_M = \rho(a)$ for all $a \in \Gamma(A_0)$, and $\Phi_0 \in \mathfrak{X}_1^\mathrm{vert}(M)$.

Remark 2.5. The proof becomes slightly more transparent when $A$ is a Lie algebroid. In that case, the degree $k$ functions on $A[1]$ are given by $C_k(A[1]) = \Gamma(S^k(A[1]^*))$.

Proof of Lemma 2.4. Consider $X \in C(A[1]) \otimes_{C^\infty(M)} \mathfrak{X}(M)$ of degree 1, and decompose it as $X = X_0 + X_1 + X_2 + \ldots$, where

$$X_k \in \Gamma(C_k(A[1])) \otimes_{C^\infty(M)} \mathfrak{X}_{1-k}(M).$$

So for instance $X_0 \in \mathfrak{X}(M)_1$, $X_1 \in C_1(A[1]) \otimes_{C^\infty(M)} \mathfrak{X}(M)_0$, $X_2 \in C_2(A[1]) \otimes_{C^\infty(M)} \mathfrak{X}(M)_{-1}$. Since the coordinates of $M$ have degrees $\geq 0$, we have that $X_k(C^\infty(M)) = 0$ for $k \geq 2$, whereas the components

$$X_0(C^\infty(M)) \subset C_1(M),$$

$$X_1(C^\infty(M)) \subset C_1(A[1]) \otimes_{C^\infty(M)} C^\infty(M) \cong C_1(A[1])$$

might be non-zero.

On the other hand $Q_{A[1]}$ is a degree 1 vector field on $A[1]$, so $Q_{A[1]}(C^\infty(M)) \subset C_1(A[1])$ (this encodes the anchor of $A$).

Let $Y$ be a vector field on $A[1] \times M$ supported on $N$. Then $Y$ is tangent to $N$ iff, viewed as a derivation $C(A[1] \times M) \rightarrow C(N)$ (see Rem. 2.3 1)), it annihilates the ideal of $C(A[1] \times M)$ generated by $f \otimes_M 1 - 1 \otimes_M f$ where $f \in C^\infty(M)$. We are interested in the vector field $Q_{A[1]}|_N + X$, for which we have

$$(Q_{A[1]}|_N + X)(f \otimes_M 1 - 1 \otimes_M f) = (Q_{A[1]}(f) - X_1(f)) - X_0(f).$$

Separating the $C_1(A[1])$-component from the $C_1(M)$-component, we see that $Q_{A[1]}|_N + X$ is tangent to $N$ iff

$$X_0(f) = 0 \quad \text{and} \quad X_1(f) = Q_{A[1]}(f).$$
for all \( f \in C^\infty(M) \). The latter equation takes place in \( C_1(A[1]) = \Gamma((A_0[1])^*) \) and is equivalent to \( (\phi_X)_1(s)|_M = \rho(a) \) for all \( a \in \Gamma((A_0)) \), where \( s := a[1] \). This follows, using the Jacobi identity, from \( (\phi_X)_1(s)|_M = [X, \pi_s]|_M = [X_1, \pi_s] \) and \( \rho(a) = [Q_{A[1]}, \pi_s]|_M \).

We present an example for Lemma 2.4.

**Example 2.6.** Let \( \mathcal{M} = M \) be an ordinary manifold and, for the sake of simplicity, let \( A = TM \). Then necessarily \( X = X_1 \in \Gamma(A[1]) \otimes_{C^\infty(M)} \mathfrak{X}(M) \), and under the bijection of Lemma 2.2 it corresponds to a map \( \Phi = \Phi_1: \Gamma(A[1]) \to \mathfrak{X}(M)[1] \). Choose coordinates on the manifold \( M \), giving rise to canonical coordinates \( x, \xi \) on \( A[1] \) and coordinates \( y \) on \( \mathcal{M} = M \). We have \( Q_{A[1]} = \xi_i \partial_{x_i} \) (the de Rham vector field) and

\[
X = \psi^j_i \xi_i \frac{\partial}{\partial y_j}
\]

for some functions \( \psi^j_i \) on \( M \). Further, the map \( \Phi \) is determined by its values \( \Phi(a_i[1]) = \psi^j_i \partial_{y_j} \) for any \( a_i = \partial_{x_i} \in \Gamma(A) \).

We see that \( Q_{A[1]}|_\mathcal{N} + X \) is tangent to \( \mathcal{N} = \{ x = y \} \) iff \( \partial_{x_i} + \psi^j_i \partial_{y_j} \) is tangent to \( \mathcal{N} \) for every \( i \), i.e., if \( \psi^j_i = \delta^j_i \). This means exactly that \( \Phi_1(\cdot)|_M = \text{id}_{T \mathcal{N}} \), the anchor of the tangent Lie algebroid.

**Remark 2.7.** Lemma 2.4 no longer holds if we allow \( \mathcal{M} \) to be an arbitrary \( \mathbb{Z} \)-graded manifold instead of an \( N \)-manifold. This is evident looking at the following variation of Ex. 2.6 as there, take \( A = TM \), but now \( \mathcal{M} := \mathbb{R}[1] \times \mathbb{R}[-1] \times M \). On \( \mathcal{M} \) we take coordinates \( \eta \) of degree 1 and \( \theta \) of degree \(-1\), in addition to the coordinates \( y \) on \( M \). Consider

\[
X = \xi_i \left( \frac{\partial}{\partial y_i} + \eta \theta \frac{\partial}{\partial y_i} \right),
\]

an element of \( \Gamma(A[1]) \otimes_{C^\infty(M)} \mathfrak{X}_0(M) \). Then \( Q_{A[1]}|_\mathcal{N} + X \) is not tangent to \( \mathcal{N} = \{ x = y \} \).

On the other hand, \( \Phi_1(a_i[1]) = \partial_{y_i} + \eta \theta \partial_{y_i} \) and hence \( \Phi_1(a_i[1])|_M = \partial_{y_i} \), showing that \( \Phi_1(\cdot)|_M \) is the anchor of the tangent Lie algebroid. Here \( a_i = \partial_{x_i} \in \Gamma(A) \).

**Remark 2.8.** When \( X \) satisfies the assumptions of Lemma 2.4, we can give an alternative description of the associated map \( \Phi = \phi_X \) as follows:

\[
(\phi_X)_k(s_1, \ldots, s_k) := pr_{\mathfrak{X}(\varepsilon(\mathcal{M}))}\left( [\cdots [Q_{A[1]}|_\mathcal{N} + X, s_1], \ldots, s_k]_\varepsilon(\mathcal{M}) \right)
\]

for all \( k \geq 0 \) and \( s_i \in \Gamma(A[1]) \). This follows from the characterization of \( \phi_X \) in terms of iterated Lie brackets of vector fields on \( A[1] \times \mathcal{M} \) given in Rem. 2.3 2), together with the observation that \( Q_{A[1]} \) as no component in the \( \mathcal{M} \)-direction. Here the square brackets denote the Lie bracket of vector fields on \( \mathcal{N} \), and the projection is defined as follows.

We know by Rem. 2.1 1) that \( \mathcal{N} \) is a vector bundle with zero-section \( \varepsilon(\mathcal{M}) \). The total space of every vector bundle has a natural splitting (into a horizontal and a vertical component) of its tangent space at points of the zero section. In particular, given \( Y \in \mathfrak{X}(\mathcal{N}) \), it makes sense to restrict \( Y \) to \( \varepsilon(\mathcal{M}) \) and then take the component tangent to \( \varepsilon(\mathcal{M}) \). We denote the resulting vector field on \( \varepsilon(\mathcal{M}) \) by \( pr_{\mathfrak{X}(\varepsilon(\mathcal{M}))}(Y)|_{\varepsilon(\mathcal{M})} \).

**2.2. Part II of the proof of the main theorem.** The tensor product \( \Gamma(S(A[1])^*) \otimes_{\mathbb{R}} \mathfrak{X}(\mathcal{M}) \) (that we emphasize is taken over \( \mathbb{R} \)) agrees with the subspace of elements of \( \mathfrak{X}(A[1] \times \mathcal{M}) \) which project to the zero vector field under \( A[1] \times \mathcal{M} \to A[1] \), therefore it is a graded Lie algebra. We denote by \( L_{\infty(\mathcal{M})} \) the map \( 1 \), which geometrically is the restriction to \( \mathcal{N} \) of vector fields on \( A[1] \times \mathcal{M} \).
Fix a frame \( \{a_i\} \) for \( A \) (on an open subset \( U \subset M \)), which gives rise to coordinates \( \{\xi_i\} \) on \( A[1] \). This provides a specific extension of an element\(^6\) \( Y \in \Gamma(S(A[1]^*) \otimes C^\infty(M)) \mathfrak{A}(M) \) to \( \tilde{Y} \in \Gamma(S(A[1]^*) \otimes \mathbb{R} \mathfrak{X}(M)) \subset \mathfrak{X}(A[1] \times M) \): write \( Y \) as

\[
Y = \sum_j f_j \otimes_{C^\infty(M)} v_j
\]

where each \( f_j \) is a linear combination with constant coefficients of products of the \( \xi_i \) and where \( v_j \in \mathfrak{X}(M) \), and take

\[
\tilde{Y} = \sum_j f_j \otimes \mathbb{R} v_j
\]

The following lemma is analogous to \({\ref{23}}\) Lemma 3.2.

**Lemma 2.9.** Let \( Y, Y' \in \Gamma(S(A[1]^*) \otimes C^\infty(M)) \mathfrak{X}(M) \). Fix a frame \( \{a_i\} \) for \( A \) (on an open subset \( U \subset M \)), denote \( s_i := a_i[1] \), and consider the lifts \( \tilde{Y}, \tilde{Y}' \in \mathfrak{X}(A[1] \times M) \) given in eq. \((9)\). The following equation holds for all\(^7\) subsets of \( \{s_i\} \):

\[
\phi_{[Y,Y']}(s_{i_1} \cdots s_{i_n}) = \sum_{l=0}^n \sum_{\tau \in \mathfrak{sh}(l,n-l)} \epsilon(\tau)(-1)^{\lvert Y' \rvert - \lvert s_{i_{r(1)}} \rvert - \cdots - \lvert s_{i_{r(l)}} \rvert} \left[ \phi_Y(s_{i_{r(1)}} \cdots s_{i_{r(l)}}), \phi_{Y'}(s_{i_{r(l+1)}} \cdots s_{i_{r(n)}}) \right]. \tag{10}
\]

Here the square bracket on the l.h.s. is the graded Lie bracket on \( \mathfrak{X}(A[1] \times M) \), while on the r.h.s. it is the one on \( \mathfrak{X}(M) \).

**Remark 2.10.** The equation \((10)\) generally does not hold if we replace \( \tilde{Y}, \tilde{Y}' \) by arbitrary vector fields extending \( Y, Y' \) or if we replace \( s_{i_1} \cdots s_{i_n} \) by an arbitrary element of \( \Gamma(S^n(A[1])) \).

**Proof.** By applying the Jacobi identity for the graded Lie bracket on \( \mathfrak{X}(A[1] \times M) \), we obtain the following equation:

\[
\left[ \ldots \left[ \tilde{Y}, \tilde{Y}' \right], t_{s_{i_1}}, \ldots, t_{s_{i_n}} \right] = \sum_{l=0}^n \sum_{\tau \in \mathfrak{sh}(l,n-l)} \epsilon(\tau)(-1)^{\lvert Y' \rvert - \lvert s_{i_{r(1)}} \rvert - \cdots - \lvert s_{i_{r(l)}} \rvert} \left[ \left[ \ldots \left[ \tilde{Y}, t_{s_{i_{r(1)}}}, \ldots, t_{s_{i_{r(l)}}} \right], \ldots, t_{s_{i_{r(n)}}} \right] \right]. \tag{11}
\]

By using Remark \(\ref{23}2\), we see that applying \( |_{\mathfrak{e}(M)} \) to the l.h.s. of the equation \((11)\) we obtain the l.h.s. of the equation \((10)\). The r.h.s. is more subtle\(^8\). Writing \( \tilde{Y} \) as in \((9)\), we have

\[
\left[ \ldots \left[ \tilde{Y}, t_{s_{i_{r(1)}}}, \ldots, t_{s_{i_{r(l)}}} \right], \ldots, t_{s_{i_{r(n)}}} \right] = \sum_j g_j \otimes \mathbb{R} v_j,
\]

where the \( g_j \) are linear combinations with constant coefficients of products of the \( \xi \)'s (indeed, \( g_j = \pm t_{s_{i_{r(1)}}} \cdots t_{s_{i_{r(l)}}} f_j \)). Therefore, restricting to \( \mathfrak{e}(M) \) we obtain the element of \( \mathfrak{X}(\mathfrak{e}(M)) \)

\(\footnote{6}{We abuse notation by omitting restrictions to \( U \): we should write \( Y \in \Gamma(S(A[1]^*) \otimes C^\infty(U)) \mathfrak{X}(M|U) \).}\)

\(\footnote{7}{Here we regard each \( s_i \) as an element of \( \Gamma(A[1]) \).}\)

\(\footnote{8}{This is due to the fact that the map \( |_{\mathfrak{e}(M)}: C(A[1]) \otimes \mathfrak{X}(M) \to C^\infty(M) \otimes C^\infty(M) \mathfrak{X}(M) = \Gamma(|0| \oplus \mathfrak{T}M)|_{\mathfrak{e}(M)} \cong \mathfrak{X}(M) \) introduced in Remark \(\ref{23}2\) does not preserve Lie brackets.}\)
given by \((\sum_j g_j \otimes_R v_j)|_M = \sum_j (g_j|_M) \cdot v_j\), where the \((g_j|_M)\) are *constants*. Because of this, and using an analogous notation for \(\hat{Y}'\), no cross-terms appear in the bracket
\[
\left[ \sum_j (g_j|_M) \cdot v_j, \sum_k (g'_k|_M) \cdot v'_k \right] = \sum_{j,k} (g_j|_M)(g'_k|_M) \cdot [v_j, v'_k],
\]
which therefore equals \([\sum_j g_j \otimes_R v_j, \sum_k g'_k \otimes_R v'_k]|_{\mathcal{L}(M)}\). This shows that applying \(|_{\mathcal{L}(M)}\) to the r.h.s. of equation (11) is the same thing as applying \(|_{\mathcal{L}(M)}\) to both entries of the brackets in the r.h.s. of equation (11), giving the r.h.s. of equation (10).

\[\]

Since \(\mathfrak{X}(\mathcal{M})\) is a graded Lie algebra, \(\mathfrak{X}(\mathcal{M})[1]\) is a \(L_{\infty}[1]\)-algebra whose only non-trivial bracket is
\[
\{P, R\} = (-1)^{|P|}[P, R],
\]
where \(|P|\) denotes the degree of \(P\) in \(\mathfrak{X}(\mathcal{M})\). (The sign in this formula arises from the décalage isomorphism.)

The following lemma and its proof are analogous to [23, Prop. 3.3].

**Proposition 2.11.** Let \(X\) be as in Lemma 2.4. Fix a frame \(\{a_i\}\) for \(A\) (on an open subset \(U \subset M\)), and consider the lift \(\tilde{X} \in \mathfrak{X}(A[1] \times \mathcal{M})\) given in eq. (9). Then, over \(U\), \(\phi_X\) is a curved \(L_{\infty}[1]\)-algebra morphism \(\Gamma(A[1]) \rightarrow \mathfrak{X}(\mathcal{M})[1]\) if and only if
\[
[Q_{A[1]}, \tilde{X}]|_{\mathcal{N}} = -\frac{1}{2}[\tilde{X}, \tilde{X}]|_{\mathcal{N}}.
\]

**Proof.** The maps \(\phi_X\) are \(C^\infty(M)\)-multilinear by Lemma 2.4, so \(\phi_X\) is a curved \(L_{\infty}[1]\)-morphism if and only if it satisfies the corresponding equations for local frames of \(A[1]\).

Concretely (see Definition (A.8)) this means: if and only if, for all subsets \((g_1, \ldots, g_n)\) of \(\mathfrak{X}(\mathcal{M})\),
\[
\sum_{j=1}^n \sum_{\tau \in Sh(j,n-j)} \epsilon(\tau) \phi_X(I_{s_{ij}(1)}, \ldots, s_{ij}(j)) s_{ij}(j) \cdots s_{ij}(n) = \frac{1}{2} \sum_{l=0}^n \sum_{\tau \in Sh(l,n-l)} \epsilon(\tau) \left\{ \phi_X(I_{s_{ij}(1)} \cdots s_{ij}(j)), \phi_X(I_{s_{ij}(j+1)} \cdots s_{ij}(n)) \right\} .
\]

By Lemma 2.9 the r.h.s. of (13) equals \(-\frac{1}{2}[\tilde{X}, \tilde{X}]|_{\mathcal{N}}(I_{s_{ij} \cdots s_{in}})\), as one sees using (12) and since \(X\) has degree 1.

For the l.h.s. we observe that:
\[
\phi[I_{Q_{A[1]}, \tilde{X}}]|_{\mathcal{N}}(s_{ij} \cdots s_{in}) = \left[ [\ldots [Q_{A[1]}, \tilde{X}], t_{s_{ij}}] \cdots , t_{s_{in}} \right]|_{\mathcal{L}(M)}
\]
\[
= \sum_{j=0}^n \sum_{\tau \in Sh(j,n-j)} \epsilon(\tau) (-1)^{|s_{ij}(1)| + \cdots + |s_{ij}(j)|} \left[ [\ldots [Q_{A[1]}, t_{s_{ij}(1)}] \cdots , t_{s_{ij}(j)}] \right]|_{\mathcal{L}(M)} ;
\]
where in the first equality we used Remark 2.3.2, and in the second equality we repeatedly applied the Jacobi identity (exactly as for eq. (11)), used that \(X\) has degree 1, and the identity \([\hat{Q}, \tilde{X}]|_{\mathcal{L}(M)} = [Q|_{\mathcal{L}(M)}, \tilde{X}]|_{\mathcal{L}(M)}\) for all vector fields \(\hat{Q} \in \mathfrak{X}(A[1])\) and \(\tilde{X} \in C(A[1]) \otimes_R\)
$X(M)$. Notice that the summand corresponding to $j = 0$ vanishes, as $Q_{A[1]}$ vanishes on the body of $A[1]$. Since the term

$$[[[\cdots [Q_{A[1]}, \iota_{s_1 r(1)}] \cdots], \iota_{s_1 r(j)}]](M)$$

(15)

commutes with the $\iota_{s_i}$'s, applying the Jacobi identity allows us to put this term just in front of the $\tilde{X}$, with no extra signs arising. Switching the term (15) with $\tilde{X}$ and using the derived bracket construction \([53]\) to describe the $L_\infty[1]$-brackets on $\Gamma(A[1])$ we obtain the l.h.s. of (13).

We conclude that the equation (13) holds for all subsets of local frames $\{a_i\}$ if and only if $\phi_{[Q_{A[1]}, \tilde{X}]}(A) = -\frac{1}{2} \phi_{[\tilde{X}, \tilde{X}]}(A)$. Applying Lemma 2.2 finishes the proof. □

**Proposition 2.12.** Let $X \in \Gamma(S(A[1]^*)) \otimes C_\infty(M) X(M)$ as in Lemma 2.4. The following statements are equivalent:

1. $Q_{tot} := Q_{A[1]} |_N + X$ is a homological vector field on $N$.
2. $\phi_X$ is a curved $L_\infty[1]$-algebra morphism $\Gamma(A[1]) \rightarrow X(M)[1]$.

**Proof.** Fix a frame $\{s_i\}$ for $A$ (on an open subset $U \subset M$), and consider the lift $\tilde{X} \in \mathfrak{X}(A[1] \times M)$ given in eq. (9). Then $Q_{tot}$ is a homological vector field on $N$ iff

$$0 = \frac{1}{2} [Q_{tot}, Q_{tot}] = \frac{1}{2} [Q_{A[1]} + \tilde{X}, Q_{A[1]} + \tilde{X}]|_N = \frac{1}{2} [\tilde{X}, X]|_N + [Q_{A[1]}|_N, \tilde{X}]|_N,$$

where in the second equality we used that the Lie bracket of vector fields on $N$ can be computed taking arbitrary extensions, and in the third equality we used $Q_{A[1]}^2 = 0$. This happens iff $\phi_X$ is a curved $L_\infty[1]$-algebra morphism, by Prop. 2.11. □

2.3. **Statement of the main theorem.** We can finally state our main theorem:

**Theorem 2.13.** Let $A \rightarrow M$ be a Lie $n$-algebroid, and $M$ be an $N$-manifold with body $M$. Let $N := A[1] \times_M M$. There is a one-to-one correspondence between

1. $L_\infty$-actions of $A$ on $M$
2. homological vector fields $Q_{tot}$ on $N$ for which the projection map $N \rightarrow A[1]$ is a $Q$-manifold morphism.

**Proof.** We describe both assignments, which are clearly inverses of each other.

- (1) $\rightarrow$ (2) : An $L_\infty$-action is a map $\Gamma(\wedge A) \rightarrow \mathfrak{X}(M)$ as in Def. 1.1 which we can interpret as $C^\infty(M)$-multilinear map $\Phi: \Gamma(S(A[1])) \rightarrow \mathfrak{X}(M)[1]$ of degree 0 such that $\Phi(a[1])|_M = \rho(a)$ for all $a \in \Gamma(A_0)$, and $\Phi_0 \in \mathfrak{X}^{vert}(M)$. By Lemma 2.4 and Prop. 2.12, $Q_{tot} := Q_{A[1]} |_N + X$ is a homological vector field on $N$, where $X \in \Gamma(S(A[1]^*)) \otimes C_\infty(M) X(M)$ of degree 1 satisfies $\Phi = \phi_X$ (the latter is defined in Lemma 2.2).

- (2) $\rightarrow$ (1) : Given the homological vector field $Q_{tot}$, define $X := Q_{tot} - Q_{A[1]} |_N$, which satisfies the hypotheses of Lemma 2.4. Then $\phi_X : \Gamma(S(A[1])) \rightarrow \mathfrak{X}(M)[1]$ is a curved $L_\infty[1]$-algebra morphism by Prop. 2.12 and the corresponding $L_\infty$-algebra morphism $\Gamma(\wedge A) \rightarrow \mathfrak{X}(M)$ is an $L_\infty$-action of $A$ on $M$ by Lemma 2.4. □
Remark 2.14. In the setting of Thm. 2.13, the N-manifold \( \mathcal{M} \) inherits a homological vector field, which is vertical in the sense that it annihilates (pull-backs of) functions on \( \mathcal{M} \). Indeed, since the projection map \( \mathcal{N} \to A[1] \) is a \( Q \)-manifold morphism and the homological vector field on \( A[1] \) vanishes on the zero section \( \mathcal{M} \), \( Q_{\text{tot}} \) restricts to \( \varepsilon(\mathcal{M}) \cong \mathcal{M} \). Alternatively, the homological vector field of \( \mathcal{M} \) can be described as the zero-th component of the \( L_\infty \)-action on \( \mathcal{M} \).

In view of Theorem 2.13, when \( Q_\mathcal{M} \) is prescribed we obtain:

**Theorem 2.15.** Let \( A \to M \) be a Lie \( n \)-algebroid, and let \( (\mathcal{M}, Q_\mathcal{M}) \) be a \( Q \)-manifold such that \( Q_\mathcal{M} \in X_\text{vert}^1(\mathcal{M}) \). Denote \( \mathcal{N} := A[1] \times_M \mathcal{M} \).

There is a one-to-one correspondence between

1. \( L_\infty \)-actions of \( A \) on \( \mathcal{M} \) compatible with \( Q_\mathcal{M} \)
2. homological vector fields \( Q_{\text{tot}} \) on \( \mathcal{N} \) for which

\[
(\mathcal{M}, Q_\mathcal{M}) \xrightarrow{\varepsilon} (\mathcal{N}, Q_{\text{tot}}) \to (A[1], Q_{A[1]})
\]

is a sequence of \( Q \)-manifold morphisms.

3. Comparison with other homotopy structures

In the Introduction we saw that, after applying the N-manifold version of Batchelor’s theorem, the set-up addressed in this paper is the following: \( A \to M \) a Lie algebroid\(^\text{10}\), \( V \to M \) a graded vector bundle concentrated in degrees \( \leq 0 \), and \( Q_{\text{tot}} \) a homological vector field on \( \mathcal{N} := A[1] \times_M V[1] \) such that the projection

\[
(\mathcal{N}, Q_{\text{tot}}) \to (A[1], Q_{A[1]})
\]

is a morphism of \( Q \)-manifolds. The situation is summarized by this diagram:

\[
\begin{array}{ccc}
\mathcal{N} & \to & V[1] \\
\downarrow & & \downarrow p \\
A[1] & \xrightarrow{\pi} & M
\end{array}
\]

We describe how the homological vector field \( Q_{\text{tot}} \) can be “decomposed” in various equivalent ways according to various notions of degree, and compare these “decompositions”.

a) By Thm. 2.13 \( Q_{\text{tot}} \) is encoded by the given Lie algebroid structure on \( A \) together with an \( L_\infty \)-action, i.e. a curved \( L_\infty \)-morphism

\[
F: \Gamma(A) \to \mathfrak{X}(V[1])
\]

with components \( F_k \) \((k \geq 0)\) satisfying compatibility conditions (see Def. 1.1).

b) Following \cite{30}, since \( \mathcal{N} = (A \oplus V)[1] \) is a graded vector bundle over \( M \), \( Q \) is encoded by a a split Lie \( n \)-algebroid structure on it, see \cite{33}. The Lie \( n \)-algebroid structure consists of an anchor map \( \rho: A \oplus V_0 \to TM \) and an \( L_\infty \)-algebra structure on the sections

\[
\Gamma(A \oplus V),
\]

whose multibrackets we denote by \( l_k \) for \( k \geq 1 \). Notice that here we did not use the fact that \( Q_{\text{tot}} \) projects to \( Q_{A[1]} \).

---

\(^9\)See Definition 1.3
\(^{10}\)More generally, in this paper we allow Lie \( n \)-algebroids.
\(^{11}\)Item a) holds also replacing \( V[1] \) by any N-manifold.
c) Following [18] Thm. 4.10, we use that \( \mathcal{N} = \pi^*(V[1]) \) is a vector bundle over \( A[1] \), with the property that the vector bundle projection preserves homological vector fields (here \( \pi : A[1] \to M \)). Applying Voronov’s derived bracket construction, in complete analogy to §B.3, we see that \( Q_{\text{tot}} \) is encoded by the Lie algebroid structure on \( A \) and a curved \( L_\infty \)-algebra structure on the sections
\[
C(A[1]) \otimes_{C^\infty(M)} \Gamma(V) = \Gamma(\wedge A^* \otimes V),
\]
whose multibrackets we denote by \( m_k \) for \( k \geq 0 \), with the property that
- \( m_k \) is \( \Gamma(\wedge A^*) \)-multilinear for \( m \geq 2 \) and
- \( m_1 : \Gamma(\wedge A^* \otimes V) \to \Gamma(\wedge A^* \otimes V) \) satisfies \( m_1(\alpha \otimes v) = (Q_A[1]\alpha) \otimes v + (-1)^{|\alpha|}\alpha \otimes (m_1v) \).
(In general \( m_1 \) is does not square to zero, i.e. it is not an association up to homotopy. When the inclusion of \( A[1] \) in \( \mathcal{N} \) as the zero section is a \( Q \)-manifold morphism, then \( m_0 \) vanishes and \( m_1 \) squares to zero.)

Now we compare the 3 “decompositions” of \( Q_{\text{tot}} \) described above. The (polynomial) functions on \( \mathcal{N} \) are given by \( \Gamma(\wedge A^*) \otimes_{C^\infty(M)} \Gamma(V^*) \), hence – in addition to the usual degree as functions on an \( N \)-manifold – they have a bidegree: we will say that an element of \( \Gamma(\wedge^p A^*) \otimes_{C^\infty(M)} \Gamma(\wedge^q V^*) \) polynomial bidegree \( (p, q) \).

Remark 3.1. Since the graded vector bundle projection \( \mathcal{N} = \pi^*(V[1]) \to A[1] \) maps \( Q_{\text{tot}} \) to \( Q_A[1] \), the vector field \( Q_{\text{tot}} \) can be written as a \( C(\mathcal{N}) \)-linear combination of sections of this graded vector bundle plus a lift of \( Q_A[1] \). The description in coordinates is as follows: choose coordinates \( x \) on \( M \), linear coordinates \( \xi \) (of degree 1) on the fibers of \( A[1] \), and linear coordinates \( \eta^i \) on the fibers of \( V_i[1] \) for \( i = 1, 2, \ldots \), where we omit the indexing of the coordinates for the sake of readability. Then \( Q_{\text{tot}} = Q_A[1] + X \) where in coordinates, omitting coefficients of degree zero (i.e. in \( C^\infty(M) \)) for the sake of readability, \( Q_A[1] \) has the form \( \xi \partial_x + \xi \xi \partial_\xi \) and \( X \) has the form
\[
(\xi \xi + \xi \eta^1 + \eta^1 \eta^1 + \eta^2) \frac{\partial}{\partial \eta^1} + (\xi \xi \xi + \cdots + \eta^3) \frac{\partial}{\partial \eta^1} + \cdots.
\]
The polynomial bidegree of a monomial coefficient function is \( (p, q) \) if the number of “\( \xi \)” appearing is \( p \) and the number of “\( \eta \)” appearing is \( q \).

For each other 3 “decompositions” of \( Q \) above, a computation in coordinates shows that we have:

a) for the \( L_\infty \)-action: for all \( k \geq 0 \), \( F_k \) is determined by the summands in \( X \) whose coefficients have bidegree \( (k, \ast) \) (with \( \ast \) arbitrary),
b) for the \( L_\infty \)-algebra structure on \( \Gamma(A \otimes V) \): for all \( k \geq 1 \), \( l_k \) is determined by the summands in \( Q \) whose coefficients have bidegree \( (p, q) \) with \( p + q = k \), except for \( l_2 \) which is determined by \( Q_A[1] \) too.
c) for the curved \( L_\infty \)-algebra structure on \( \Gamma(\wedge A^* \otimes V) \): for all \( k \geq 0 \), \( m_k \) is determined by the summands in \( X \) whose coefficients have bidegree \( (\ast, k) \) (with \( \ast \) arbitrary), except for \( m_1 \) which is determined by \( Q_A[1] \) too.

\[12\]Given a Lie algebroid \( A \to B \) and a vector bundle \( E \to B \), a Kapranov DG-manifold structure is given by a homological vector field \( Q \) on \( A[1] \otimes E \) such that both the projection \( A[1] \otimes E \to A[1] \) and the inclusion \( A[1] \to A[1] \otimes E \) are \( Q \)-manifold morphisms [13] §4. In [13] Thm. 4.10 various equivalent characterizations are given, and here we are extending in a straightforward way characterization (6) there.
Remark 3.2. In item a) we “decomposed” $Q_{\text{tot}}$ according to the corresponding $L_\infty$-action. We now comment on how the latter can be seen in terms of multi-anchors. Recall that $\mathcal{N} = p^*A[1] \to V[1]$ is a graded vector bundle, and by Rem. 2.14 the homological vector field $Q_{\text{tot}}$ is tangent to the zero section $V[1]$. Hence $Q_{\text{tot}}$ makes this graded vector bundle a $L_\infty[1]$ algebroid with graded base in the sense of Vitagliano, see [34, §3] and references therein. This is the geometric notion corresponding to the homotopy Lie-Rinehart algebras defined in [34, §3] and in [33, Def. 1.6]. The latter in particular carry “multi-anchors”, which in this case take tuples of sections of $p^*A[1]$ to vector fields on $V[1]$. The $L_\infty$ action we obtained in Thm. 2.13 is expected to be the restriction of the multi-anchors to sections which are pull-backs of sections of $A[1]$.

Part 2. Examples and applications

The second part of the paper is devoted to examples of Thm. 2.13 and in all of them we consider $L_\infty$-actions of Lie algebroids (rather than of arbitrary Lie $n$-algebroids). In §4 we briefly discuss how vector bundles of $Q$-manifolds give classes of examples. In the remaining sections we discuss in detail several classes of examples, as outlined in the Introduction.

4. Vector bundles of $Q$-manifolds

Let $\mathcal{A}$ be an $N$-manifold with body $M$, and denote by $\pi_{\mathcal{A},M} : \mathcal{A} \to M$ the natural projection. Let $\mathcal{E} \to \mathcal{A}$ be a $(\mathbb{Z}_\mathbb{C})$-graded vector bundle over $\mathcal{A}$, which we assume to be finite dimensional. There is a non-canonical isomorphism of graded vector bundles
\[ \mathcal{E} \cong (\pi_{\mathcal{A},M})^*\mathcal{M} = \mathcal{A} \times_M \mathcal{M} \] (16)
where $\mathcal{M}$ is the graded vector bundle over $M$ given by:
\[ \mathcal{M} := \mathcal{E}|_M. \]
The existence of the isomorphism is proven by Mehta [22, Thm. 2.1], and the fiber product is over $\pi_{\mathcal{A},M}$ and the vector bundle projection of $\mathcal{M}$.

We now bring homological vector fields into play. Let $A$ be a Lie $n$-algebroid, and consider a vector bundle
\[ (\mathcal{E}, Q_{\mathcal{E}}) \to (A[1], Q_{A[1]}) \] in the category of $Q$-manifolds, whose fibers are assumed to be concentrated in negative degrees. Notice that, since $Q_{A[1]}$ vanishes on the body $M$, the homological vector field $Q_{\mathcal{E}}$ restricts to a vertical vector field on the $N$-manifold $\mathcal{M}$, so we actually have a sequence of $Q$-manifold morphisms
\[ (\mathcal{M}, (Q_{\mathcal{E}})|_\mathcal{M}) \to (\mathcal{E}, Q_{\mathcal{E}}) \to (A[1], Q_{A[1]}). \]
The choice of an isomorphism as in (16) allows us to apply Thm. 2.15 and obtain an $L_\infty$-action of $A$ on $\mathcal{M}$ compatible with $(Q_{\mathcal{E}})|_\mathcal{M}$.

Below, we provide some classes of examples of vector bundles as in (17).

---

13More formally: $\mathcal{M} := (0_{M,A})^*\mathcal{E}$ for $(0_{M,A})$ the embedding of the body $M$ into $\mathcal{A}$. 
Example 4.1 (Lie algebroid modules). When $A$ is a Lie algebroid and $Q_e$ is a fiberwise linear vector field, we obtain a Lie algebroid module in the sense of Vaintrob [32] (see also [22, §4]). Upon choosing an isomorphism as in (16), one obtains representations up to homotopy [22, Lemma 4.4], which we consider in §6.

Example 4.2 ($Q$-bundles). When the bundle is locally trivial in the category of $Q$-manifolds, we obtain an instance of the $Q$-bundles of Kotov-Strobl [16].

Example 4.3 (Principal bundles). There are situations in which the bundle (17) is a principal $\mathbb{R}[n]$-bundle (in the category of $Q$-manifolds), as considered in [19] in order to encode classical geometric structures. An example appears in §10.2.

5. Lie algebroids extensions

In this section we show that, given a surjective Lie algebroid morphism $E \to A$ covering the identity on the base (this is a special case of Lie algebroid extension), a choice of linear splitting induces an $L_\infty$-action of $A$ on the kernel of the morphism (shifted by 1). A typical example is when $E$ is a transitive Lie algebroid and $\rho: E \to TM$ is its anchor map, e.g. an Atiyah Lie algebroid.

This extends the following well-known correspondence (see [20, §4.5], also [10]). Fix a Lie algebroid $A$ and a vector bundle $V$ over the same base. Given a representation of $A$ on $V$ (i.e. a flat connection $\nabla$) and a 2 cocycle $\omega$ for the representation, the direct sum $A \oplus V$ is endowed with a Lie algebroid structure such that $V \hookrightarrow A \oplus V \to A$ is an abelian extension of Lie algebroids. (Here abelian means that the Lie algebroid structure on $V$ is trivial.) Conversely, given any abelian extension of Lie algebroids, a choice of splitting delivers a flat connection $\nabla$ and a 2 cocycle $\omega$.

An arbitrary (not necessarily abelian) extension is of the form $V \hookrightarrow E \to A$ where $V$ now is a bundle of Lie algebras, i.e. a Lie algebroid with vanishing anchor. The choice of a splitting delivers a connection $\nabla$ and a tensor $\omega \in \Gamma(\wedge^2 A^* \otimes V)$. The connection has curvature, so it no longer defines a representation, and $\omega$ is not a cocycle in any strict sense, hence a priori it is not clear how to interpret the compatibility equations they satisfy [20]. As we explain in this section, our formalism shows that $\nabla$ and $\omega$ assemble into an $L_\infty$-morphism.

5.1. From Lie algebroid extensions to $L_\infty$-actions. We start from the following data:

i) Lie algebroids $(E, [, ]_E)$ and $(A, [, ]_A)$ over $M$, together with a surjective Lie algebroid morphism $\rho: E \to A$ covering $\text{id}_M$, as follows:

\[
\begin{array}{ccc}
E & \xrightarrow{\rho} & A \\
\downarrow & & \downarrow \\
M & \xrightarrow{\text{id}_M} & M
\end{array}
\]

ii) A linear splitting $\sigma: A \to E$ of the short exact sequence of Lie algebroids

\[ \mathfrak{g}_M \hookrightarrow E \xrightarrow{\rho} A, \]

where $\mathfrak{g}_M := \ker(\rho)$ (a bundle of Lie algebras). Notice that a choice of linear splitting is always possible.  

14The Lie algebroid bracket is given by $[(a, v), (b, w)] = ([a, b]_A, \nabla_a w - \nabla_b v + \omega(a, b))$. 
We obtain an identification
\[ E = \sigma(A) \oplus \mathfrak{g}_M \cong A \oplus \mathfrak{g}_M, \]
where the above isomorphism of vector bundles is \((\rho|_{\sigma(A)}, \text{id}_{\mathfrak{g}_M})\) and has inverse \((\sigma, \text{id}_{\mathfrak{g}_M})\).

One can then transport the structure, so as to obtain an isomorphism of \(Q\)-manifolds:
\[ (E[1], Q_{E[1]}) \cong (A[1] \times_M \mathfrak{g}_M[1], \mathcal{Q}) =: \mathcal{N}, \]
where \(Q_{E[1]}\) encodes the Lie algebroid structure on \(E\) and \(Q\) corresponds to it under the above isomorphism. The projection \(\mathcal{N} \to A[1]\) maps \(Q\) to the homological vector field \(Q_{A[1]}\), since \(\rho: E \to A\) is a Lie algebroid morphism. Hence we are in the situation of item (2) in Thm. 2.13 with \(\mathcal{M} := \mathfrak{g}_M[1]\). By that theorem, there is an associated \(L_\infty\)-action of \(A\) on \(\mathfrak{g}_M[1]\).

Summarizing:

**Proposition 5.1.** A surjective morphism of Lie algebroids \(\rho: E \to A\) covering \(\text{id}_M\), together with a choice of linear splitting of \(\rho\), induce an \(L_\infty\)-action of \(A\) on \(\mathfrak{g}_M[1]\). Here \(\mathfrak{g}_M := \ker(\rho)\).

### 5.2. Description of the \(L_\infty\)-action in graded geometric terms

We describe the \(L_\infty[1]\)-algebra morphism corresponding via decalage to the \(L_\infty\)-action, i.e.
\[ \phi_X: \Gamma(S(A[1])) \to \mathfrak{x}(\mathcal{M})[1] \]
as given by Lemma 2.2. where \(X\) is determined by \(Q = Q_{A[1]|\mathcal{N} + X}\). A description in classical terms will be given in the next subsection. Recall from Rem. 2.8 that the map \(\phi_X\) can be computed by taking iterated brackets with the homological vector field \(Q\) on \(\mathcal{N}\). Using the isomorphism (19) (which restricts to the identity of \(\mathfrak{g}_M[1]\)), we will compute \(\phi_X\) working on \(E[1]\) with the homological vector field \(Q_{E[1]}\). We refer the reader to Appendix B and [36] §1.1 for the background material on degree 1 graded manifolds used in the sequel.

The zero-th component of \(\phi_X\) maps \(1 \in \mathbb{R}\) to \(X|_{\mathcal{M}} = Q|_{\mathcal{M}} = (Q_{E[1]})|_{\mathcal{M}} \in \mathfrak{x}_1(\mathcal{M})\), which just is the homological vector field \(Q_{\mathfrak{g}_M[1]}\) on \(\mathfrak{g}_M[1]\) encoding its Lie algebroid structure.

We now describe the first component \(\Gamma(A[1]) \to \mathfrak{x}_0(\mathcal{M})[1]\) of \(\phi_X\) using Rem. 2.8. Let \(a \in \Gamma(A[1]), \) we have:
\[ \phi_X(a) = pr_{\mathfrak{x}(\mathcal{M})}([Q, t_a]|_{\mathcal{M}}) = pr_{\mathfrak{x}(\mathcal{M})}([Q_{E[1]}, t_{\sigma(a)}]|_{\mathcal{M}}). \]

Notice that \(\mathfrak{x}_0(\mathcal{M})\) identifies with \(\text{CDO}(\mathfrak{g}_M)\), the space of covariant differential operators on the vector bundle \(\mathfrak{g}_M \to M\) (specifically, the isomorphism identifies \(X \in \mathfrak{x}_0(\mathcal{M})\) with \([X, ]\), the Lie bracket of \(X\) with elements of \(\mathfrak{x}_1(\mathcal{M})\)). Hence to describe \(\phi_X(a)\) it suffices to describe the action of the corresponding covariant differential operator on \(v \in \Gamma(\mathfrak{g}_M), \) i.e. it suffices to describe \([\phi_X(a), t_v]\) where \(t_v \in \mathfrak{x}_1(\mathfrak{g}_M[1])\). The element of \(\text{CDO}(\mathfrak{g}_M)\) corresponding to \(\phi_X(a)\) is just the restriction to \(\mathfrak{g}_M\) of the element of \(\text{CDO}(E)\) corresponding to \([Q_{E[1]}, t_{\sigma(a)}]\).

We have \([Q_{E[1]}, t_{\sigma(a)}], t_v] = t_{[\sigma(a), v]}|_E\], see eq. (18). We conclude that, under the identification \(\mathfrak{x}_0(\mathcal{M}) \cong \text{CDO}(\mathfrak{g}_M)\), we have:
\[ \phi_X(a) = [\sigma(a), ]_E. \]

Finally, we describe the second component \(\Gamma(S^2(A[1])) \to \mathfrak{x}_1(\mathcal{M})[1]\) of \(\phi_X\). Fix \(a, b \in \Gamma(A[1]),\) we have
\[ \phi_X(a, b) = pr_{\mathfrak{x}(\mathcal{M})}([Q, t_a], t_b]|_{\mathcal{M}}) = pr_{\mathfrak{x}(\mathcal{M})}([Q_{E[1]}, t_{\sigma(a)}, t_{\sigma(b)}]|_{\mathcal{M}}). \]

\[15\] For the sake of readability we will denote by \(a\) also the corresponding element of \(\Gamma(A)\).

\[16\] That is, \(\mathbb{R}\)-linear maps \(D: \Gamma(\mathfrak{g}_M) \to \Gamma(\mathfrak{g}_M)\) satisfying the derivation property \(D(f\mu) = fD(\mu) + D(f)\mu\) for all \(f \in C^\infty(\mathcal{M})\) and \(\mu \in \Gamma(\mathfrak{g}_M)\), where \(D \in \mathfrak{x}(\mathcal{M})\) denotes the symbol of \(D\).

\[17\] This lies in \(\mathfrak{x}_1(\mathcal{M})\), as a consequence of \([\sigma(a), v]|_E \subset \ker(\rho) = \mathfrak{g}_M.\)
where the restriction to $\varepsilon(\mathcal{M})$ can be omitted since we are dealing with a degree $-1$ vector field. We know that $[[Q_{E[1]}, t_{\sigma(a)}], t_{\sigma(b)}] = t_{[\sigma(a), \sigma(b)]_E}$, so

$$
\phi_X(a, b) = t_{[\sigma(a), \sigma(b)]_E - [\sigma(a), \sigma(b)]_A}. 
$$

(21)

Since $\mathcal{X}_i(\mathcal{M})$ is trivial for $i < -1$, $\phi_X$ has no higher components.

By construction, the $L_\infty$-action of $A$ on $\mathfrak{g}_M[1]$ obtained in Prop. 5.1 is compatible with $Q_{\mathcal{B}M}[1]$. Hence, by Prop. 1.5, it is tantamount to an $L_\infty$-morphism

$$(\Gamma(A), [\ , 
\ , 
A] \rightsquigarrow (\mathcal{X}(\mathcal{g}_M[1]), -[\mathcal{g}_M[1], [\ , \ ]])
$$

(22)

consisting of a unary and a binary component, given by eq. (20) and (21) after adjusting signs due to the décalage isomorphism.

Remark 5.2. Let us describe the homological vector field $Q$ of equation (19) in the case $A = TM$. One chooses local coordinates $(x, v, \xi)$ on $T[1]M \oplus \mathfrak{g}_M[1]$, where $x^i$ are coordinates on $M$, $v^i$ the corresponding coordinates on the fibers of $T[1]M$, and $\xi^i$ are coordinates on $\mathfrak{g}_M[1]$, then locally we have:

$$
-Q = \frac{1}{2} \sum_{i,j,k} {e^k}_{ij} \xi^i \xi^j \frac{\partial}{\partial \xi^k} + \sum_{i,j,k} v^i \left( {\Gamma^i}_{jk} \xi^j \frac{\partial}{\partial x^k} - \frac{\partial}{\partial x^i} \right) + \sum_{i,j,k} \frac{1}{2} {\omega^k}_{ij} v^i v^j \frac{\partial}{\partial \xi^k}
$$

(23)

where $e^k_{ij}$, $\Gamma^i_{jk}$, $\omega^k_{ij} \in C^\infty(U)$ are defined by:

$$
[\xi^i, \xi^j]_E = \sum_k e^k_{ij} \xi^k, \quad [v_i, \xi^j]_E = \sum_k \Gamma^k_{ij} \xi^k, \quad [v_i, v_j]_E = \omega^k_{ij} \xi^k.
$$

Here, $v_i, \xi_j$ denotes the basis of sections of $E \simeq TM \oplus \mathfrak{g}_M$ dual to $v^i, \xi^j$. One may notice in particular, on the right hand side of eq. (23), how each term corresponds to a different component of the $L_\infty$-action $\phi_X$.

5.3. **Description of the $L_\infty$-action in classical terms.** It is possible to describe the $L_\infty$-morphism (22) without referring to the graded geometrical setting, as we now explain.

The splitting $\sigma: A \to E$ induces an $A$-connection $\nabla$ on $\mathfrak{g}_M$ given by:

$$
\nabla_a v := [\sigma(a), v]_E,
$$

together with a $\mathfrak{g}_M$-valued 2-form on $A$, namely $\omega \in \Omega^2(A, \mathfrak{g}_M) := \Gamma(\Lambda^2 A^* \otimes \mathfrak{g}_M)$, which is defined by

$$
\omega(a, b) := [\sigma(a), \sigma(b)]_E - [\sigma([a, b]_A)]_A.
$$

It is well known [20 5] that the Lie algebroid $A$ and the bundle of Lie algebras $\mathfrak{g}_M$, together with $\nabla$ and $\omega$, allow to reconstruct the Lie algebroid extension $\rho: E \to A$.

Next, consider the graded vector space $\mathcal{D}(\mathfrak{g}_M)$ with grading given by:

$$
\mathcal{D}_{-1} := \Gamma(\mathfrak{g}_M), \quad \mathcal{D}_0 := \text{der}(\mathfrak{g}_M),
$$

where $\text{der}(\mathfrak{g}_M)$ denotes the space of covariant differential operators that are derivations of the Lie bracket on $\mathfrak{g}_M$, namely satisfying $D[\mu, \nu]_{\mathfrak{g}_M} = [D\mu, \nu]_{\mathfrak{g}_M} + [\mu, D\nu]_{\mathfrak{g}_M}$ for all $\mu, \nu \in \Gamma(\mathfrak{g}_M)$. Then $\mathcal{D}(\mathfrak{g}_M)$ as a structure of a DGLA, with differential $d_\mu := -[\mu, 
\ ]_{\mathfrak{g}_M}$ and bracket given by:

$$
[D, D'] = D \circ D' - D' \circ D,
$$

$$
[D, \mu] = D(\mu).
$$
Proposition 5.3. The components
\[ F_1 := \nabla : \Gamma(A) \to \mathcal{D}_0, \]
\[ F_2 := \omega : \Gamma(\wedge^2 A) \to \mathcal{D}_{-1}, \]
define a \( C^\infty(M) \)-linear \( L_\infty \)-morphism \( F : \Gamma(A) \to \mathcal{D}(\mathfrak{g}_M) \).

Proof. It easily follows from the Jacobi identity in \( E \) that \( \nabla \) and \( \omega \) satisfy the following compatibility conditions:
\[ \nabla_{a}[\mu, \nu]_{\mathfrak{g}_M} = [\nabla_a \mu, \nu]_{\mathfrak{g}_M} + [\mu, \nabla_a \nu]_{\mathfrak{g}_M}, \]
\[ \nabla_{[a,b]}A - [\nabla_a, \nabla_b] = -\text{ad}^{\mathfrak{g}_M} \circ \omega(a, b), \]
\[ \oint \nabla_a(\omega(b, c)) - \omega([a, b]_A, c) = 0, \]
for any \( a, b, c \in \Gamma(A) \) and \( \nu, w \in \Gamma(\mathfrak{g}_M) \). Here \( \oint \) denotes cyclic permutations.

The condition (24) ensures that \( F \) takes indeed values in \( \mathcal{D}(\mathfrak{g}_M) \). The conditions for \( F \) to define an \( L_\infty \)-morphism (see eq. (25) and (26) in Remark [A.12]) coincide with the last two compatibility conditions (25) and (26). Finally, \( F_1 \) and \( F_2 \) are clearly \( C^\infty(M) \)-linear.

6. Representations up to homotopy of Lie algebroids

6.1. Representations up to homotopy. Fix a Lie algebroid \( \pi : A \to M \) and a (finite rank) graded vector bundle \( V \to M \). We recall briefly the notion of representation up to homotopy of \( A \) on \( V \), see [1,12]. It is given by an operator \( D \) on
\[ \Omega(A, V) := \Gamma(\wedge^A \otimes V) \]
of degree 1 with \( D^2 = 0 \), satisfying \( D(\omega \eta) = (d_A \alpha) \eta + (-1)^k \alpha(D\eta) \) for all \( \alpha \in \Gamma(\wedge^A \wedge \eta \in \Omega^{k}(A, V) \).

As explained in [11, Prop. 3.2], \( D \) is determined by its action on \( \Gamma(V) \), which delivers the following data: \( \partial \in \text{End}^1(V) \), an \( A \)-connection \( \nabla \) on \( V \), and forms \( \omega_i \in \Omega^i(A, \text{End}^{1-i}(V)) \) for \( i \geq 2 \), satisfying equations equivalent to the condition \( D^2 = 0 \). Concretely, for all \( \eta \in \Omega(A, V) \)
\[ \begin{align*}
D(\eta) = & \partial(\eta) + d\nabla(\eta) + \omega_2 \circ \eta + \cdots \\
\text{where } d\nabla : \Omega^k(A, V) & \to \Omega^{k+1}(A, V) \text{ is defined as usual by } d\nabla(\alpha \otimes v) = d_A \alpha \otimes v + (-1)^k \alpha \wedge \nabla v \\
\text{for all } \alpha & \in \Omega^k(A) \text{ and } v \in \Gamma(V). 
\end{align*} \]

We will need the following notion. Given a graded vector bundle \( W \to M \), we denote by \( \text{CDO}(W) \to M \) the graded vector bundle whose sections are covariant differential operators, i.e. linear maps \( Y : \Gamma(W) \to \Gamma(W) \) such that there exists a vector field \( Y \) on \( M \) (called symbol) for which the Leibniz rule \( Y(f \cdot w) = Y_f w + f \cdot Y(w) \) is satisfied for all \( f \in C^\infty(M) \) and \( w \in \Gamma(W) \). Notice that the graded commutator bracket
\[ [Y, Z] = Y \circ Z - (-1)^{|Y||Z|} Z \circ Y \]
makes \( \Gamma(\text{CDO}(W)) \) into a graded Lie algebra, and that \( \text{CDO}^i(W) = \text{End}^i(W) \) for all \( i \neq 0 \). (In other words: covariant differential operators of non-zero degree are just endomorphisms).
We now recall a description of representations up to homotopy in terms of graded geometry. Notice that $A \times_M V = \pi^* V \to A$ is a vector bundle over $A$.

**Lemma 6.1.** Assume that $V$ is concentrated in degrees $\leq 0$. There is a bijection between:

- representations up to homotopy of $A$ on $V$
- homological vector fields on $N := A[1] \times_M V[1]$ which are linear in the fibers of the projection to $A[1]$ and which are mapped to $Q_{A[1]}$ by this projection.

The above lemma is well known, see for instance [22, Rem. 4.2, Lemma 4.4] or [30, Lemma 3.1], where the dual representation up to homotopy is used in order to construct the homological vector field. In what follows we will construct the homological vector field in a slightly different way, following [23, §6], which makes more transparent the role of the components of $D$, at the expense of being less geometric.

Even though we will not use this fact in the sequel, let us point out that the statement of Lemma 6.1 remains true even without the degree assumption on $V$, by the reasoning explained just before Prop. 6.2 below.

**Proof of Lemma 6.1.** We start with a general remark (see for instance [36, Lemma 1.6] for more details). Given a graded vector bundle $W \to M$, there is an isomorphism of graded Lie algebras

$$\Gamma(\mathrm{CDO}(W)) \cong \mathfrak{x}_{\text{lin}}(W)$$

between the covariant differential operators and the vector fields on $W$ that preserve the fiberwise linear functions. The isomorphism is given by $B \mapsto Y_B$, where the vector field $Y_B$ is determined by $[Y_B, \iota_w] = \iota_{Bw}$ for all $w \in \Gamma(W)$ and $\iota_w$ denotes the corresponding vertical, constant vector field on $W$. (One checks easily that the brackets correspond using the Jacobi identity.)

Fix a representation up to homotopy $D$. The sum of its components $\partial + \nabla + \omega_2 + \ldots$ is a degree 1 element of $\Omega(A, \mathrm{CDO}(V))$. Applying the isomorphism (29) to $\Gamma(\mathrm{CDO}(V)) = \Gamma(\mathrm{CDO}(V[1]))$, we view the sum as an element

$$X \in \Gamma(S(A[1]^*) \otimes_{C^{\infty}(M)} \mathfrak{x}_{\text{lin}}(V[1]).$$

Notice that $\nabla_a \in \mathrm{CDO}_0(V[1])$ has symbol $\rho(a)$ for all $a \in \Gamma(A)$, since $\nabla$ is an $A$-connection. Hence $Q_{A[1]} \mid X + X$ is tangent to $N$, by the proof of Lemma 2.4. This vector field on $N$ is related to $D$ by

$$\iota_{D\eta} = [Q_{A[1]} + X, \iota_{\eta}]$$

for all $\eta \in \Omega(A, V) \cong \Gamma(S(A[1]^*) \otimes_{C^{\infty}(M)} \Gamma(V[1]))$, as a consequence of the isomorphism (29) and eq. (27). The vector field $Q_{A[1]} + X$ is a fiberwise linear vector field, projects to $Q_{A[1]}$, and it is homological: the relation (30) and the Jacobi identity imply

$$0 = \iota_{D^2 \eta} = \frac{1}{2} [[Q_{A[1]} + X, Q_{A[1]} + X], \iota_{\eta}],$$

which forces $[Q_{A[1]} + X, Q_{A[1]} + X]$ to vanish since it is a fiberwise linear vector field. Reversing the above steps proves that this correspondence is indeed a bijection. \hfill $\square$

---

18 In brief, given a representation up to homotopy $D$, the construction is as follows. Take the dual representation up to homotopy on $V^*$, which can be viewed as an representation up to homotopy $\Delta$ on $(V[1])^*$. Notice that $\Omega(A, (V[1])^*)$ consists exactly of the functions on $A[1] \times_M V[1]$ that are fiberwise linear w.r.t. the fibers of the projection $A[1] \times_M V[1] \to A[1]$. Together with $C(A[1])$, they generate all the functions. Hence we can extend $\Delta$ to a fiberwise linear homological vector field on $A[1] \times_M V[1]$ which projects to $Q_{A[1]}$.

19 This is the only place in the present proof where it is used that $V[1]$ is an $N$-manifold.
We can now apply Thm. 2.13.

**Proposition 6.2.** Let $A$ be a Lie algebroid and $V$ a graded vector bundle over the same base. There is a bijection between

- representations up to homotopy of $A$ on $V$
- $L_\infty$-actions of $A$ on $V[1]$ that take values in $\mathfrak{x}_{\text{lin}}(V[1])$, the fiberwise linear vector fields on $V[1]$.

**Proof.** If $V$ is concentrated in degrees $\leq 0$, then $V[1]$ is an N-manifold, and thanks to Lemma 6.1 we can apply immediately Thm. 2.13. For the general case we argue as follows. If an operator $D$ defines a representation up to homotopy of $A$ on $V$, then the same operator $D$ defines an isomorphism of graded Lie algebras $\mathfrak{x}_{\text{lin}}(V[1]) \cong \mathfrak{x}_{\text{lin}}((V[k])[1])$.

We spell out the resulting $L_\infty$-action in classical terms, extending [23, Prop. 6.7].

**Corollary 6.3.** Consider a representation up to homotopy of $A$ on $V$ with components $\partial, \nabla =: \omega_1, \omega_2, \ldots$. It induces an $L_\infty$-morphism

$$F: (\Gamma(A), [\ , , A]) \rightsquigarrow (\Gamma(\text{CDO}(V)), [\ , , -[\partial, ]]),$$

into the DGLA of covariant differential operators endowed with the graded commutator bracket (28), whose components for all $k \geq 1$ are

$$F_k = (-1)^{\frac{k(k-1)}{2}} \omega_k.$$

**Proof.** By Thm. 2.13 the $L_\infty$-action of Prop. 6.2 is obtained by applying the décalage isomorphism (12) to the $L_\infty[1]$-morphism $\phi_X : \Gamma(S(A[1])) \to \mathfrak{x}_{\text{lin}}(V[1])[1]$. Since $\Gamma(A)$ is concentrated in degree zero, the décalage isomorphism does not introduce any new signs. Furthermore, $\phi_X$ is defined in Lemma 2.2 using the vector field $X$ appearing in the proof of Lemma 6.1 and reads

$$(\phi_X)_k(a_1, \ldots, a_k) := [[\ldots [X, t_{a_1}], \ldots, t_{a_k}]|V[1]] = (-1)^{\frac{k(k-1)}{2}} [t_{a_k}, [\ldots [t_{a_1}, X], \ldots]|V[1]$$

for all $a_i \in \Gamma(A[1])$. Recalling the isomorphism (29), the evaluation on a section $\eta \in \Gamma(V[1])$ is obtained by taking the Lie bracket of the above expression with $i_\eta$, noticing that $Q_{A[1]}$ and $t_\eta$ commute (viewed as vector fields on the product $A[1] \times V[1]$) and relating $Q_{A[1]} + X$ to $D$ via (30). We conclude by applying Prop. 1.3.

### 6.2. Representations up to homotopy arising as linearizations.

Consider a graded vector bundle $p : V \to M$ with fibers concentrated in negative degrees and denote by $\mathfrak{x}_M(V)$ the vector fields that are tangent to the zero section $M$.

There is a well-defined linearization map:

$$\mathfrak{x}_M(V) \to \mathfrak{x}_{\text{lin}}(V)$$

that associates to a vector field $Y$ its linearization $Y_{\text{lin}}$, defined as the vector field on $V$ that acts on $p^*f$ as $p^*(Y(f))$ for $f \in C^\infty(M)$, and on a fiberwise linear function $\xi \in \Gamma(V^*)$ as the linear component of $Y(\xi)$. Note that for this to make sense, it is necessary that $Y \in \mathfrak{x}_M(V)$.

The following proposition states that certain $L_\infty$-actions can be linearized, giving rise to a representation up to homotopy.
Proposition 6.4. Let \( F : \Gamma(A) \rightsquigarrow \mathfrak{x}(V) \) be an \( L_\infty \)-action of a Lie algebroid \( A \to M \) on a graded vector bundle \( V \to M \) concentrated in negative degrees. Assume that \( F \) takes values in \( \mathfrak{x}_M(V) \), then the composition
\[
\Gamma(A) \rightsquigarrow \mathfrak{x}_M(V) \to \mathfrak{x}_{lin}(V)
\]
is also an \( L_\infty \)-action of \( A \) on \( V \). By Prop. 6.2 it corresponds to a representation up to homotopy of \( A \) on \( V[-1] \).

Proof of the Prop. 6.4 Applying Thm. 2.13 to the \( L_\infty \)-action \( F \) delivers a homological vector field \( \hat{Q} \) on \( N := A[1] \times_M V \) that projects to \( Q_{A[1]} \). It is of the form \( \hat{Q} = Q_{A[1]}|_N + X \), where \( X \in \Gamma(S(A[1]^*) \otimes_{C^\infty(M)} \mathfrak{x}_M(V)) \) is as in Lemma 2.4. Notice that here we used our assumption on \( F \). Split \( X \) as \( X = X_{lin} + X_{rest} \), where \( X_{lin} \) consists of the components of \( X \) that are fiber-wise linear on \( V \), i.e. that preserve the fiber-wise linear functions. Notice that \( X_{rest} \) consists of vector fields that are tangent to the fibers of \( p : V \to M \) (by degree reasons) and vanish at least quadratically on \( M \). Then
\[
\hat{Q} := Q_{A[1]}|_N + X_{lin}
\]
is tangent to \( N \). To see this apply Lemma 2.4 using the fact that \( [X_{rest}, \tau_a]|_M = 0 \) for all \( a \in \Gamma(A) \) and that \( X_{rest}|_M = 0 \).

By construction, \( \hat{Q} \) preserves \( \Gamma(\pi^*V^*) \), the functions on \( N \) that are linear on the fibers of the projection \( N \to A[1] \). Here \( \pi : A[1] \to M \) is the vector bundle projection.

We now argue that \( [\hat{Q}, \hat{Q}] \) vanishes. We have
\[
0 = [\hat{Q}, \hat{Q}] = [\hat{Q}, \hat{Q}] + 2[\hat{Q}, X_{rest}] + [X_{rest}, X_{rest}],
\]
and \( [\hat{Q}, \hat{Q}] \) preserves \( \Gamma(\pi^*V^*) \) while the other two summands on the r.h.s. map it to \( \Gamma(S^2\pi^*V^*) \), hence we see that \( [\hat{Q}, \hat{Q}] \) annihilates \( \Gamma(\pi^*V^*) \). Notice that \( \hat{Q} \) projects to \( Q_{A[1]} \) under \( N \to A[1] \) since \( X_{rest} \) is vertical. So \( [\hat{Q}, \hat{Q}] \) projects to \( [Q_{A[1]}, Q_{A[1]}] = 0 \), and hence \( [\hat{Q}, \hat{Q}] \) annihilates \( C(A[1]) \) too. We conclude that \( \hat{Q} \) is a homological vector field.

Therefore we can apply again Thm. 2.13 which delivers an \( L_\infty \)-action, namely the one given in (31).

7. Representations up to homotopy and cocycles

In this section we show that representations up to homotopy of a Lie algebroid, together with a cocycle, correspond to certain to \( L_\infty \)-actions. We do so in §7.2, making essential use of Thm. 2.13. As a warm-up, in §7.1 we consider the case of ordinary representation and provide a proof by direct computation.

Before explaining this, we give a simple example of this correspondence.

Example 7.1 (Lie algebra cocycles). Fix a Lie algebra \( \mathfrak{g} \) and \( n \geq 2 \). There is a bijection between \( n \)-cocycles for \( \mathfrak{g} \) and \( L_\infty \)-algebra structure on \( \mathbb{R}[n-1] \oplus \mathfrak{g} \) such that the projection to \( \mathfrak{g} \) is a (strict) morphism.\(^\text{20}\) Given a cocycle \( \eta \), the corresponding \( L_\infty \)-algebra structure has just two multibrackets, namely the Lie bracket of \( \mathfrak{g} \), and the \( n \)-ary bracket given by \( \eta \). See [2] Thm. 55], which is phrased for arbitrary representations of \( \mathfrak{g} \). This bijection is an example of the correspondence mentioned above.

Notice that there is also a bijection between \( n \)-cocycles for \( \mathfrak{g} \) and \( L_\infty \)-morphisms from \( \mathfrak{g} \) to \( \mathbb{R}[n-1] \). Given an \( n \)-cocycle \( \eta \in \wedge^n \mathfrak{g}^* \), the corresponding \( L_\infty \)-morphism \( F \) has only

\(^{20}\)This is equivalent to saying that the binary bracket of the \( L_\infty \)-algebra restricted to \( \{0\} \oplus \mathfrak{g} \) is just the Lie bracket of \( \mathfrak{g} \), and that the differential of the \( L_\infty \)-algebra vanishes.

\(^{21}\)Here \( \mathbb{R}[n-1] \) is endowed with the zero \( L_\infty \)-algebra structure (the only one it admits).
one component, namely \( F_n = \eta: \wedge^n \mathfrak{g} \to \mathbb{R} \). We learnt this from Christopher L. Rogers, and its proof is immediate using eq. (1). We will need an analogue of this bijection in order to prove our correspondence in §7.2.

### 7.1. Lie algebroid cocycles with values in representations

Let \( A \to M \) be a Lie algebroid and \( V \to M \) a representation of \( A \), i.e., a flat \( A \)-connection on a vector bundle \( V \). We remark that this is the same as a Lie algebroid morphism \( A \to \text{CDO}(V) \) covering \( \text{id}_M \), where \( \text{CDO}(V) \) denotes the Lie algebroid whose sections are covariant differential operators on \( V \). Further, there is a canonical isomorphism\(^{22}\) of Lie algebras

\[
\mathfrak{X}_0(V[1]) \cong \Gamma(\text{CDO}(V)), \quad X_0 \mapsto [X_0, \cdot]. \tag{32}
\]

More explicitly, to \( X_0 \) we assign the covariant differential operator \( \Gamma(V) \to \Gamma(V) \) which, under the identification \( \Gamma(V) = \mathfrak{X}_1(V[1]) \), maps a degree \(-1\) vector field \( Y \) to \([X_0, Y] \).

Hence a representation of \( A \) can be viewed as a map \( \phi: \Gamma(A) \to \mathfrak{X}_0(V[1]) \) satisfying certain properties (namely, the map \( \phi \) is a \( L_\infty \)-action of \( A \) on \( V[1] \)). The same holds using \( V[k] \) instead of \( V[1] \), for any non-zero integer \( k \).

#### Proposition 7.2

Let \( A \to M \) be a Lie algebroid and \( V \to M \) be a representation of \( A \). Let \( \eta \in \Gamma(\wedge^n A^* \otimes V) \) be a Lie algebroid cocycle with values in the representation \( V \), for \( n \geq 2 \). Then \( \eta \) induces an \( L_\infty \)-action \( F \) of \( A \) on \( V[n-1] \), whose only two components are

\[
F_1 = \phi: \Gamma(A) \to \mathfrak{X}_0(V[n-1])
\]

\[
F_n = \eta: \Gamma(\wedge^n A) \to \mathfrak{X}_{1-n}(V[n-1]) = \Gamma(V).
\]

**Proof.** We need to check that Def. [1.1] is satisfied. Condition \( i \) is satisfied because \( F \) and \( \eta \) are \( C^\infty(M) \)-linear, \( ii \) because \( A \to \text{CDO}(V) \), being a Lie algebroid morphism, preserves the anchor maps, and \( iii \) because \( F_0 \) is trivial.

We check that \( F \) is a (non-curved) \( L_\infty \)-morphism from \( \Gamma(A) \) to \( \mathfrak{X}(V[n-1]) \), using eq. (4). Since \( F \) has only two non-trivial components, and \( d_{Q,M} = 0 \), eq. (4) boils down to \( F_1[a_1, a_2] = [F_1(a_1), F_1(a_2)] \) and

\[
\sum_{1 \leq i < j \leq n+1} (-1)^{i+j+1} F_n([a_i, a_j, a_1, \ldots, \hat{a}_i, \ldots, \hat{a}_j, \ldots, a_{n+1}])
\]

\[
= \sum_{i=1}^{n+1} (-1)^{i+1} [F_1(a_i), F_n(a_1, \ldots, \hat{a}_i, \ldots, a_{n+1})].
\]

The first equation is satisfied since \( A \to \text{CDO}(V) \) is a Lie algebroid morphism. The second is equivalent to \( \eta \) being a cocycle, as can be seen using eq. (12).

The correspondence given by Prop. [7.2] is a bijection:

#### Corollary 7.3

Let \( A \to M \) be a Lie algebroid, \( V \to M \) a vector bundle, fix \( n \geq 2 \). There is a bijection between

- pairs \((\phi, \eta)\) where \( \phi \) is a representation of \( A \) on \( V \) and \( \eta \) an \( n \)-cocycle for this representation,
- \( L_\infty \)-actions of \( A \) on \( V[n-1] \) for which all components are trivial except the first and \( n \)-th component.

\(^{22}\)Under the identification \( \mathfrak{X}_0(V[1]) = \Gamma(\text{CDO}(V^*)) \) (given by the action of degree zero vector fields of \( V[1] \) on linear functions), this is just the isomorphism \( \Gamma(\text{CDO}(V^*)) \cong \Gamma(\text{CDO}(V)) \) obtained dualizing covariant differential operators, see [36] Lemma 1.6.
Proof. The $L_{\infty}$-action is given by Prop. 7.2. Vice versa, given an $L_{\infty}$-action $F$, notice that $F_1$ takes values in $\mathfrak{x}_0(V[n-1]) \cong \Gamma(D(CDO(V)))$ and $F_n$ takes values in $\mathfrak{x}_{1-n}(V[n-1]) = \Gamma(V)$. The proof of Prop. 7.2 shows that $F_1$ is a Lie algebroid morphism over $\text{id}_M$, i.e. a representation, and that $F_n$ is an $n$-cocycle.

Example 7.4 (Closed differential forms). We have the following statement, obtained either by a simple computation or by applying Prop. 7.2 and Cor. 7.3 to the Lie algebroid $TM$ with the standard representation on $\mathbb{R} \times M$: let $\eta \in \Omega^n(M)$. Then $\eta$ is closed iff $F_1 = \text{id}: \mathfrak{x}(M) \to \mathfrak{x}(M)$ and $F_n = \eta: \Gamma(\wedge^n TM) \to C^\infty(M)$ are the components of an $L_{\infty}$-morphism from $\mathfrak{x}(M)$ to the graded Lie algebra $\mathfrak{x}(M) \oplus C^\infty(M)[n-1]$ with bracket $[(X,f),(Y,g)] = ([X,Y],X(g) - Y(f))$.

7.2. Lie algebroid cocycles with values in a representation up to homotopy. Now let $V$ be a representation up to homotopy of $A$ (in particular, $V$ is a graded vector bundle of finite rank). Recall from 6.1 that this means we are given an operator $D$ on $\Omega(A,V) := \Gamma(\wedge A^* \otimes V)$ that can be encoded by either a homological vector field on $A[1] \times_M V[1]$, or an $L_{\infty}$-action of $A$ on $V[1]$ (by Lemma 6.1 and Prop. 6.2 respectively). In this subsection we enhance this by including cocycles into the picture.

Fix $n \geq 2$. For the sake of simplicity, we assume that $V$ is concentrated in degrees $\leq n-2$. Let $\eta$ be an $n$-cocycle on $A$ with values in the representation up to homotopy, i.e. an element of $\Omega(A,V)$ of degree $n$ with $D\eta = 0$. The same operator $D$ makes $V[n-1]$ as well an representation up to homotopy of $A$, for which $\eta$ becomes an element of degree $1$, since $\Gamma(\wedge A^* \otimes V)[n] = \Gamma(\wedge A^* \otimes V[n-1])$. Denote by $Q_D$ the corresponding homological vector field on the N-manifold $A[1] \times_M V[n-1]$, as in Lemma 6.1.

We interpret $\eta$ as a vector field $\iota_\eta$ on $A[1] \times_M V[n-1]$, using

$$\eta \in \Gamma(\wedge A^* \otimes V[n-1]) = \mathfrak{x}_{\text{vert,const}}(A[1] \times_M V[n-1]) \ni \iota_\eta,$$

where the latter space denotes the space of degree 1 vector fields which are vertical (i.e. tangent to the second factor) and constant on each fiber. The equation (30) immediately implies the following.

Lemma 7.5. $D\eta = 0$ iff $[Q_D,\iota_\eta] = 0$.

Example 7.6. By applying Lemma 7.5 to the standard representation of $TM$ on $\mathbb{R} \times M$, we obtain the following well-known statement. The assignment $\eta \mapsto \iota_\eta$ is a bijection between closed forms $\eta \in \Omega^n(M)$ and degree 1 vector fields $\iota_\eta$ on $T[1]M \times \mathbb{R}[n-1]$ which are vertical and constant along the fibers, and so that $Q_{dR} + \iota_\eta$ is a homological vector field. (This also follows from Prop. 8.3 by taking $\mathfrak{g}[1] = \mathbb{R}[n-1]$ with the trivial $L_{\infty}$-algebra structure).

For Lie algebroid representations, we obtained Prop. 7.2 by a direct computation. In the setting of representations up to homotopy it would be hard to obtain the analogue of Prop. 7.2 directly, but using Thm. 2.13 one can obtain it easily:

**Proposition 7.7.** Let $V$ be a representation up to homotopy of $A$, let $n \geq 2$, and assume that $V$ is concentrated in degrees $\leq n-2$. Every $n$-cocycle $\eta$ gives rise to an $L_{\infty}$-action of $A$ on $V[n-1]$.

**Proof.** Lemma 7.5 states that $[Q_D,\iota_\eta] = 0$. Since $\iota_\eta$ commutes with itself (this is clear in coordinates), it follows that

$$Q_D + \iota_\eta$$

is a homological vector field on $A[1] \times_M V[n-1]$. This vector field maps to $Q_{A[1]}$ under the projection to $A[1]$, since $\iota_\eta$ is vertical. Applying Thm. 2.13 finishes the proof. □
The following theorem states that the correspondence given by Prop. 7.7 is a bijection, thus extending the results of Prop. 6.2 and Cor. 7.3.

**Theorem 7.8.** Let $A \to M$ be a Lie algebroid, $V \to M$ a graded vector bundle, fix $n \geq 2$, and assume that $V$ is concentrated in degrees $\leq n - 2$. There is a bijection between

- pairs $(D, \eta)$ consisting of a representation up to homotopy of $A$ on $V$ and an $n$-cocycle for this representation,
- $L_\infty$-actions of $A$ on $V[n-1]$ by vector fields on $V[n-1]$ which are sums of fiber-wise linear ones and ones which are vertical and constant along the fibers.

**Proof.** A pair $(D, \eta)$ induces a homological vector field $Q_D + \iota_\eta$ on $A[1] \times_M V[n-1]$ and therefore an $L_\infty$-action of $A$ on $V[n-1]$, as explained in Prop. 7.7 and its proof. With respect to the projection $A[1] \times_M V[n-1] \to A[1]$, the vector field $Q_D$ is fiber-wise linear and $\iota_\eta$ is tangent to the fibers and constant along the fibers. This means that the $L_\infty$-action obtained is as described in the second item.

For the converse statement, we argue in a way similar to Prop. 6.3. Under the bijection given in Thm. 2.13 an $L_\infty$-action of $A$ on $V[n-1]$ as in the second item corresponds to a homological vector field which is the sum of a fiber-wise linear ones (let us call it $Q$) and a vertical one constant along the fibers (let us call it $Y$). Clearly $[Q + Y, Q + Y] = [Q, Q] + 2(Q, Y)$. Now $[Q, Q]$ is a fiber-wise linear vector field and $[Q, Y]$ is vertical constant along the fibers, so $Q + Y$ being a homological vector field implies that both have to vanish. The equation $[Q, Q] = 0$ implies that $Q = Q_D$ for some representation up to homotopy $D$ of $A$ on $V$. By Lemma 7.5, $[Q, Y] = 0$ implies that $Y = \iota_\eta$ for some $n$-cocycle $\eta$. \hfill $\Box$

To conclude this section, we spell out in classical terms the $L_\infty$-morphism obtained from Prop. 7.7. As usual we denote by $\partial, \nabla =: \omega_1, \omega_2, \ldots$ the components of the representation up to homotopy. The proof of the following corollary is similar to the one of Cor. 6.3 and will be omitted.

**Corollary 7.9.** Consider a representation up to homotopy and an $n$-cocycle $\eta$ with components $\eta_k \in \Gamma(\wedge^k A^* \otimes V_{n-k})$ as in Prop. 7.7 (notice that necessarily $\eta_0$ and $\eta_1$ vanish). Then the $L_\infty$-action from Prop. 7.7 corresponds via Prop. 1.5 to an $L_\infty$-morphism

$$F : \Gamma(A),[\ , \ ]_A \rightsquigarrow \Gamma(V[n-1]) \oplus \Gamma(CDO(V[n-1]))$$

whose components\footnote{Modulo the restrictions we impose on the degrees of $V$.} for all $k \geq 1$ are

$$F_k = (-1)^{k(k-1)/2} (\omega_k + \eta_k).$$

Here the r.h.s. is a DGLA with bracket given by the graded commutator on $\Gamma(CDO(V[n-1]))$ and by $[Y, v] = Y(v)$ for all $v \in \Gamma(V[n-1])$ and $Y \in \Gamma(CDO(V[n-1]))$, while the differential acts as $v \mapsto -\partial v$ and $Y \mapsto -[\partial, Y]$.

8. Maurer-Cartan elements

We first make a general remark. Let $M$ be a manifold and $\mathfrak{h}$ an $L_\infty$-algebra. Since the differential forms $\Omega(M)$ are a differential graded commutative algebra, on $\mathfrak{h} \otimes \Omega(M)$ there is an induced $L_\infty$-algebra structure, with differential $v \otimes \omega \mapsto [v] \otimes \omega + (-1)^{|v|} v \otimes (-d)\omega$ and higher brackets obtained by extending those of $\mathfrak{h}$ by the wedge product \footnote{Notice that changing at will the sign of the summand $\eta$ in $F_\eta$ one still obtains an $L_\infty$-morphism, since $\eta$ is a cocycle iff $-\eta$ is. This explains why it is not an issue that the present formulae do not specialize to those of Prop. 7.2.} 4}. For later
In this section we focus on a special case. Let $M$ be a manifold and let $\mathfrak{g}$ be an $L_\infty$-algebra concentrated in degrees $\leq 0$. We define $\mathfrak{h}$ to be the DGLA

$$\mathfrak{h} = (\mathfrak{X}(\mathfrak{g}[1]), -[Q_{\mathfrak{g}[1]},\cdot,\cdot]).$$

(33)

We will interpret Maurer-Cartan elements of $\mathfrak{h} \otimes \Omega^{\geq 1}(M)$ as a certain $L_\infty$-actions. Notice that $\mathfrak{h} \otimes \Omega^{\geq 1}(M)$ is a DGLA, and that, by denoting $D$ and $[\cdot,\cdot]$ its differential and graded Lie bracket, the Maurer-Cartan equation reads $D\alpha - \frac{1}{2}[\alpha,\alpha] = 0$, where the minus signs comes from the décalage isomorphisms. It is easily seen that all the results of this section hold replacing $TM$ with any Lie algebroid $A$ over $M$.

First consider the product manifold $T[1]M \times \mathfrak{g}[1]$.

**Lemma 8.1.** Let $\alpha \in (\mathfrak{X}(\mathfrak{g}[1]) \otimes \Omega^{\geq 1}(M))_1$, and interpret $\alpha$ as a (vertical) vector field on $T[1]M \times \mathfrak{g}[1]$. Then $\alpha$ is a Maurer-Cartan element of the DGLA $\mathfrak{X}(\mathfrak{g}[1]) \otimes \Omega^{\geq 1}(M)$ iff $Q_{\mathfrak{dR}} + \alpha + Q_{\mathfrak{g}[1]}$ is a homological vector field.

**Proof.** Writing $\alpha$ as a sum of terms $v \otimes \omega$ for $v \in \mathfrak{X}(\mathfrak{g}[1])$ and $\omega \in \Omega^{\geq 1}(M)$, we see that the Maurer-Cartan equation for $\alpha$ amounts to

$$[Q_{\mathfrak{g}[1]},\alpha] + [Q_{\mathfrak{dR}},\alpha] + \frac{1}{2}[\alpha,\alpha] = 0,$$

which in turn is equivalent to the fact that $Q_{\mathfrak{dR}} + \alpha + Q_{\mathfrak{g}[1]}$ commutes with itself. \qed

Now let $\mathfrak{g}_M := \mathfrak{g} \times M$ (a trivial vector bundle over $M$), and denote by $Q_{\mathfrak{g}_M[1]}$ the vector field on $\mathfrak{g}_M[1]$ obtained extending trivially $Q_{\mathfrak{g}[1]}$. Notice that it belongs to $\mathfrak{X}(\mathfrak{g}_M[1])$, the vector fields which are vertical w.r.t. the projection to $M$. **Lemma 8.1** immediately gives:

**Lemma 8.2.** There is a bijection between Maurer-Cartan elements of the DGLA $\mathfrak{X}(\mathfrak{g}[1]) \otimes \Omega^{\geq 1}(M)$ and homological vector fields $Q_{pr}$ on $T[1]M \times \mathfrak{g}[1]$ such that

$$(\mathfrak{g}_M[1], Q_{\mathfrak{g}_M[1]}) \rightarrow (T[1]M \times \mathfrak{g}[1], Q) \rightarrow (T[1]M, Q_{\mathfrak{dR}})$$

is a sequence of $Q$-manifolds. It is given by $\alpha \mapsto Q_{\mathfrak{dR}} + \alpha + Q_{\mathfrak{g}[1]}$.

**Proof.** Let $Q_{pr}$ be a degree one vector field on $T[1]M \times \mathfrak{g}[1]$ such that the above is a sequence of N-manifolds with degree one vector fields. Then $Q_{pr}$ is of the form $Q_{\mathfrak{dR}} + \alpha + Q_{\mathfrak{g}[1]}$ for some degree one element $\alpha \in \mathfrak{X}(\mathfrak{g}[1]) \otimes \Omega^{\geq 1}(M)$. Now apply Lemma 8.1. \qed

**Proposition 8.3.** Let $M$ be a manifold and $\mathfrak{g}$ a $L_\infty$-algebra concentrated in degrees $\leq 0$. Consider the DGLA $(\mathfrak{X}(\mathfrak{g}[1]), -[Q_{\mathfrak{g}[1]},\cdot,\cdot,\cdot])$. There is a bijection between

- Maurer-Cartan elements $\alpha \in \mathfrak{X}(\mathfrak{g}[1]) \otimes \Omega^{\geq 1}(M)$, and
- $L_\infty$-actions of $TM$ on $\mathfrak{g}_M[1]$ compatible with $Q_{\mathfrak{g}_M[1]}$.

---

25They can be regarded as $Q$-manifold morphisms from $(T[1]M, Q_{\mathfrak{dR}})$ to $(\mathfrak{h}[1], Q_{\mathfrak{h}[1]})$, as A. Kotov pointed out to us.

26Therefore replacing $\Omega(M)$ with $\Gamma(\wedge A^\ast)$.

27This lemma holds even allowing $\alpha$ to lie in $\mathfrak{X}(\mathfrak{g}[1]) \otimes \Omega(M)$. 


**Proof.** Consider the diffeomorphism of N-manifolds

\[ T[1]M \times g[1] \cong T[1]M \times_M g_M[1] =: \mathcal{N}. \]  

(34)

Let \( Q_{pr} \) be a homological vector field on \( T[1]M \times g[1] \) as in Lemma 8.2. Applying this diffeomorphism, from \( Q_{pr} \) we obtain a homological vector field \( Q_{tot} \) on \( \mathcal{N} \). We have a sequence of \( Q \)-manifolds

\[(g_M[1], Q_{\mathcal{B}M[1]}) \to (\mathcal{N}, Q_{tot}) \to (T[1]M, Q_{dR}),\]

since the diffeomorphism (34) intertwines the projections onto \( T[1]M \) and the embeddings of \( g[1] \). (For the second morphism we also use that \( Q_{g[1]} \) and \( \alpha \) are vector fields on \( T[1]M \times g[1] \) which are vertical w.r.t. the first projection). Hence we can apply Lemma 8.2 and Thm. 2.15 and obtain the desired \( L_\infty \)-action. Inverting the argument one sees that this assignment is a bijection. \( \square \)

We make the above \( L_\infty \)-action more explicit. Choose coordinates on \( M \) and linear coordinates on \( g \), giving canonical coordinates \( x_i, \xi_i \) (of degrees 0 resp. 1) on \( T[1]M \) and coordinates \( y_i, \eta_a \) on \( g_M[1] \) (of degrees 0 resp. 1). In these coordinates, the diffeomorphism (34) is \( (x, \xi, \eta) \mapsto ((x, \xi), (x, \eta)) \). The homological vector field \( Q_{tot} \) is the push-forward of \( Q_{dR} + \alpha + Q_{g[1]} \), and as such it is a sum of 3 terms. The first term is the restriction to \( \mathcal{N} \) of \( (\xi_i \partial_{x_i}, \xi_i \partial_{y_i}) \). The second term is the image of \( \alpha \) under the identification \( \Omega(M) \otimes \mathfrak{X}(g[1]) \cong \Omega(M) \otimes_{C^\infty(M)} \mathfrak{X}^{vert}(g_M[1]) \). The third term is \( Q_{\mathcal{B}M[1]} \). Hence we can write

\[ Q_{tot} = Q_{dR}|_{\mathcal{N}} + \tilde{\alpha} + Q_{\mathcal{B}M[1]}, \]

where \( Q_{dR}|_{\mathcal{N}} \) denotes the restriction to \( \mathcal{N} \) of the vector field \( (\xi_i \partial_{x_i}, 0) \) on the product \( T[1]M \times g_M[1] \), and where \( \tilde{\alpha} \) is obtained from \( \alpha \) adding the restriction to \( \mathcal{N} \) of \( (0, \xi_i \partial_{y_i}) \). By applying Thm. 2.15, we obtain an \( L_\infty \)-action of \( TM \) on \( g_M[1] \) compatible with \( Q_{\mathcal{B}M[1]} \). Its components \( F_i \) (\( i \geq 1 \)) correspond to \( \tilde{\alpha} \) under the correspondence of Lemma 2.2.

**Example 8.4.** Let \( g \) be a Lie algebra, and consider the DGLA \( \mathfrak{h} = \mathfrak{X}(g[1]) \) as in eq. (33). Fix a Maurer-Cartan element \( \alpha \) of the DGLA \( \mathfrak{h} \otimes \Omega^{\geq 1}(M) \). By Lemma 8.1 it delivers a homological vector field on \( T[1]M \times g[1] = (TM \oplus g_M[1]), \) i.e. a Lie algebroid structure on \( TM \oplus g_M \), whose anchor is the first projection (hence in particular a transitive Lie algebroid), and whose bundle of isotropy Lie algebras is trivial with typical fiber the Lie algebra \( g \). Notice that \( \alpha \), being of degree one, is a sum of components \( \alpha_1 \in \Omega^1(M) \otimes \text{End}(g) \) and \( \alpha_2 \in \Omega^2(M) \otimes g \). Further, decomposing the Maurer-Cartan equation for \( \alpha \) in terms of the differential form degree actually implies that \( \alpha_1 \in \Omega^1(M) \otimes \text{der}(g) \), where \( \text{der}(g) \) denotes the infinitesimal automorphisms of the Lie algebra \( g \). This is consistent with the description of Lie algebroid extensions at the beginning of §5.3. Finally, Prop. 8.3 delivers an \( L_\infty \)-action of \( TM \) on \( g_M[1] \) compatible with \( Q_{\mathcal{B}M[1]} \).

9. **Transitive Courant algebroids and induced \( L_\infty \)-actions**

In the next two sections we shall consider Courant algebroids whose anchor is surjective, and carry out two types of constructions. In this section we use the correspondence between Courant algebroids and degree 2 symplectic manifolds endowed with a hamiltonian homological vector field \( 25 \) in order to apply one implication of Thm. 2.13 and obtain an \( L_\infty \)-action of \( TM \), see §9.3. In the special case of exact Courant algebroids worked out in §9.1 this recovers the coadjoint representation up to homotopy together with a cocycle.

\footnote{In these coordinates, \( Q_{dR} = \xi_i \partial_{x_i} \).}
Definition 9.1. A Courant algebroid is a vector bundle $E$ over $M$ equipped with: a symmetric, non-degenerate $C^\infty(M)$-bilinear product: $(\cdot, \cdot)_E : \Gamma(E) \times \Gamma(E) \to C^\infty(M)$, a vector bundle map $\rho : E \to TM$, called the anchor, and a $\mathbb{R}$-bilinear bracket $[\cdot, \cdot]_E : \Gamma(E) \times \Gamma(E) \to \Gamma(E)$ defined on the section of $E$, such that the following conditions are satisfied (see for instance [25, Def. 4.2]):

$$[\alpha, [\beta, \gamma]_E]_E = ([\alpha, \beta]_E, \gamma)_E + [\alpha, [\beta, \gamma]_E]_E,$$
$$\rho[\alpha, \beta]_E = [\rho(\alpha), \rho(\beta)],$$
$$[\alpha, f \beta]_E = f[\alpha, \beta]_E + \mathcal{L}_{\rho(\alpha)}(f)\beta,$$
$$[\alpha, \alpha]_E = \frac{1}{2} \rho^* d\langle \alpha, \alpha \rangle_E,$$
$$\mathcal{L}_{\rho(\alpha)}(\beta, \gamma)_E = \langle [\alpha, \beta]_E, \gamma \rangle_E + \langle \alpha, [\beta, \gamma]_E \rangle_E.$$

A Courant algebroid is called transitive if the anchor map $\rho : E \to TM$ is surjective (more details are given in [32]). An interesting subclass is given by exact Courant algebroids, i.e. those for which the sequence $T^*M \overset{\rho^*}{\to} E^* \cong E \overset{\rho}{\to} TM$ is exact. They are precisely the transitive Courant algebroids whose rank is $2 \dim(M)$, and they are all isomorphic to $TM \oplus T^*M$ endowed with the $H$-twisted Courant bracket, where $H$ is a closed 3-form.

9.1. Exact Courant algebroids: Roytenberg’s approach. In this subsection we consider a split exact Courant algebroid and show that it induces a certain $L_\infty$-action of $TM$. This $L_\infty$-action consists of a representation up to homotopy together with a cocycle, which were first identified by Sheng-Zhu [30].

Given a closed 3-form $H$ on $M$, we consider the exact Courant algebroid $TM \oplus T^*M$ with the $H$-twisted Courant bracket. Under Roytenberg’s correspondence [25], which we recall in more generality in 9.3, the associated symplectic $Q$ manifold of degree 2 is given by:

$$(T^*[2]T[1]M, X_{S_0+H})$$

with the canonical symplectic structure, where the homological vector field is the hamiltonian vector field of the de Rham differential of $M$ (viewed as a fiberwise linear function $S_0$) and the pull-back of the function on $T[1]M$ defined by $H$.

The projection $T^*[2]T[1]M \to T[1]M$ maps the homological vector field $X_{S_0+H}$ to $Q_{dR}$. Indeed, $X_{S_0}$ is the cotangent lift of $Q_{dR}$, and $X_H$ is tangent to the fibers since it is the hamiltonian vector field of the pull-back of a function on the base $T[1]M$. (Alternatively, one can use the coordinate description in eq. (36).)

Now recall that for any vector bundle $\pi : A \to M$, given a $TM$-connection on $A$, the corresponding horizontal distribution induces an identification:

$$TA \cong \text{Ver} \oplus \pi^*TM = \pi^*(A \oplus TM) = A \times_M (A \oplus TM), \quad (35)$$

where Ver denotes the vertical bundle for the projection $\pi : A \to M$. Hence a connection on $TM$ induces an isomorphism from $T^*[2]T[1]M$ to

$$\mathcal{N} := T[1]M \times_M (T^*[1]M \oplus T^*[2]M),$$

which endows $\mathcal{N}$ with a homological vector field $Q_{SZ}$. The first projection $\mathcal{N} \to T[1]M$ is a map of $Q$-manifolds, since under the isomorphism it corresponds to the vector bundle projection $T^*[2]T[1]M \to T[1]M$. Hence by Thm. 2.13 there is an induced $L_\infty$-action of $TM$ on $T^*[1]M \oplus T^*[2]M$. We summarize:

**Proposition 9.2.** A closed 3-form $H$ on a manifold $M$, together with a connection on $TM$, induce an $L_\infty$-action of $TM$ on $M := T^*[1]M \oplus T^*[2]M$.
Remark 9.3. If one chooses canonical coordinates \( x^i, v^i \) on \( T[1]M \), inducing coordinates \( \xi_i, P_i \) (of degrees 1, 2) on the fibers of \( \pi_0 : T^*[2]T[1]M \to T[1]M \), we obtain \[30 \, \S 2.3 \] the following description of \( X_{S_0+H} \) in canonical coordinates:

\[
X_{S_0+H} = P^i \frac{\partial}{\partial \xi^i} + v^i \frac{\partial}{\partial x^i} - \frac{1}{6} H_{ijk} v^i v^j \frac{\partial}{\partial \xi^k} + \frac{1}{6} \partial H_{ijk} v^i v^j v^k \frac{\partial}{\partial P^l}. \tag{36}
\]

Description of the \( L_\infty \) action in classical terms. In order to make the \( L_\infty \)-action obtained from Prop. \[9.2 \] more explicit, we shall now spell out in classical terms the various components of the associated \( L_\infty \)-morphism \( F : (\Gamma(TM), [\ , ]_{TM}) \to (\mathfrak{X}(M), [-Q_M, [\ , ]_M]) \) as in Prop. \[1.5 \]. To do this, it will be convenient to introduce the following DGLA.

Lemma 9.4. Denote by \( \mathcal{D}(T^*M \oplus T^*M) \) the graded vector space with grading given by:

\[
\mathcal{D}_{-2} := \Gamma(T^*M), \quad \mathcal{D}_{-1} := \Gamma(T^*M \oplus \text{Hom}(T^*M, T^*M)), \quad \mathcal{D}_0 := \text{der}(T^*M),
\]

where \( \text{der}(T^*M) \) denotes the space of covariant differential operators on \( T^*M \).

Then there is structure of a DGLA on \( \mathcal{D}(T^*M \oplus T^*M) \) with differential defined by:

\[
d\eta := (\eta, 0), \quad d(\eta, \varphi) := \varphi,
\]

for any \( \eta \in \mathcal{D}_{-2} \) and \( (\eta, v) \in \mathcal{D}_{-1} \), and with non trivial brackets given as follows:

\[
[D, D'] := D \circ D' - D' \circ D, \quad [D, \eta] := D(\eta),
\]

\[
[D, (\eta, \varphi)] := (D(\eta), D \circ \varphi - \varphi \circ D), \quad [(\eta, \varphi), (\eta', \varphi')] := \varphi(\eta') + \varphi'(\eta),
\]

where \( D, D' \in \mathcal{D}_0, \eta \in \mathcal{D}_{-2} \) and \( (\eta, \varphi), (\eta', \varphi') \in \mathcal{D}_{-1} \).

The proof of Lemma \[9.4 \] follows from routine computations and will be left to the reader. The interpretation of \( \mathcal{D}(T^*M \oplus T^*M) \) from the graded geometric setting shall be made clearer in remark \[9.7 \] \( 1 \). Now let us pursue the description of the \( L_\infty \)-action in a purely classical setting.

Proposition 9.5. Consider a closed 3-form \( H \in \Omega^3_{cl}(M) \) defined on a manifold \( M \) together with a \( TM \)-connection \( \nabla \) on \( TM \). We denote by \( c_2 \in \Omega^2(M, T^*M) \) and by \( c_3 \in \Omega^3(M, T^*M) \) the tensors respectively given by the following formulas:

\[
c_2(u, v) := i_{u \wedge v} H, \tag{37}
\]

\[
c_3(u, v, w) := \int_{u, v, w} \nabla^*_u(c_2(v, w)) - c_2([u, v], w), \tag{38}
\]

where the integral sign in \( \text{(38)} \) denotes the cyclic sum, and \( \nabla^* \) is the connection dual to \( \nabla \).

Then, with the notations above, the components

\[
F_1 = \nabla^* : \Gamma(TM) \to \mathcal{D}_0, \\
F_2 = (c_2, C_{\nabla^*}) : \Gamma(\wedge^2 TM) \to \mathcal{D}_{-1}, \\
F_3 = c_3 : \Gamma(\wedge^3 TM) \to \mathcal{D}_{-2},
\]

define a \( C^\infty(M) \)-linear \( L_\infty \)-morphism \( F : \Gamma(TM) \to \mathcal{D}(T^*M \oplus T^*M) \). Here, we denoted by

\[
C_{\nabla^*} := [\nabla^*, \nabla^*] - \nabla^*_{[,]}
\]

the curvature of \( \nabla^* \), and \( \mathcal{D}(T^*M \oplus T^*M) \) is the DGLA of Lemma \[9.4 \].
Proof. First notice that all the components of \( F \) are \( C^\infty(M) \)-linear maps, so \( F \) is indeed \( C^\infty(M) \)-linear. The conditions for \( F \) to define an \( L_\infty \)-morphism are detailed in Remark A.12. They are either trivially satisfied, or follow from the construction. More precisely, the equation \((55)\) is trivially checked, and the equation \((56)\) is equivalent to \((55)\) together with the Bianchi identity. In order to see that \((57)\) holds as well, let us denote by:

\[
\nabla^* : \Omega^k(M, \operatorname{Hom}(T^*M, T^*M)) \to \Omega^{k+1}(M, \operatorname{Hom}(T^*M, T^*M))
\]

the covariant derivative operator induced by \( \nabla^* \). Then the equation \((58)\) reads \( c_3 = \nabla^* c_2 \), and \((57)\) follows from the well-known fact that the composition \( \nabla^* \circ \nabla^* \) is obtained by pairing with the curvature. \( \square \)

Remark 9.6 (On the coadjoint representation up to homotopy and cocycles). The construction in Prop. 9.5 has an interpretation in terms of representations up to homotopy due to Sheng-Zhu [30] that we now briefly recall. In the setting of Prop. 9.5 we obtain, by the choice of a connection \( \nabla \), a representative of the coadjoint representation up to homotopy of the Lie algebroid \( TM \). This means that we have a representation up to homotopy as in \((7.2)\) of the Lie algebroid \( TM \) on the graded vector bundle \( T^*M \oplus T^*[1]M \), whose components are given by \((\operatorname{id}_{T^*M}, \nabla^*, C_{\nabla^*})\). In that context, the pair \((c_2, c_3)\) obtained from \( H \in \Omega^3_g(M) \) by equations \((37)\) and \((38)\) can be seen as 2-cocycle with values in this representation up to homotopy (see [30, Prop. 4.9]).

Remark 9.7. Let us briefly explain how the \( L_\infty \)-morphism of Prop. 9.5 can be viewed as an \( L_\infty \)-action, and why this \( L_\infty \)-action agrees with the one displayed in Prop. 9.2.

1) In the graded setting, \( \mathcal{D}(T^*M \oplus T^*M) \) can be interpreted as a sub-DGLA of symmetries of \( T^*[1]M \oplus T^*[2]M \). More precisely, there is a \( C^\infty(M) \)-linear injective morphism of DGLAs:

\[
\mathcal{D}(T^*M \oplus T^*M) \hookrightarrow (\mathfrak{x}(\mathcal{M}),-[Q_M, \cdot, \cdot])
\]

where \( \mathcal{M} := T^*[1]M \oplus T^*[2]M \), with homological vector field \( Q_M = P_i \partial_{\xi_i} \). Here we choose local coordinates on \( \mathcal{M} \) as in equation \((36)\), i.e. coordinates \( x_i \) on \( M \), which induce linear coordinates \( \xi_i \) on the fibers of \( T^*[1]M \) and \( P_i \) on the fibers of \( T^*[2]M \). In order to see this, notice that we have canonical isomorphisms \( \mathcal{X}_{-2}(\mathcal{M}) \cong \mathcal{D}_{-2} \) and \( \mathcal{X}_{-1}(\mathcal{M}) \cong \mathcal{D}_{-1} \), while \( \mathfrak{x}_0(\mathcal{M}) \cong \Gamma((\wedge^2 TM) \otimes T^*M) \oplus \operatorname{der}(T^*M \oplus T^*M) \), as one can see in coordinates. Define

\[
J : \mathcal{D}_0 = \operatorname{der}(T^*M) \to \operatorname{der}(T^*M \oplus T^*M) \subset \mathfrak{x}_0(\mathcal{M})
\]

to be the diagonal embedding. Then \( \mathcal{X}_{-2}(\mathcal{M}) \oplus \mathcal{X}_{-1}(\mathcal{M}) \oplus J(\mathcal{D}_0) \) is a sub-DGLA of \((\mathfrak{x}(\mathcal{M}),-[Q_M, \cdot, \cdot])\), as can be checked in local coordinates. Note that the injection \( \mathcal{D}(T^*M \oplus T^*M) \hookrightarrow (\mathfrak{x}(\mathcal{M}),-[Q_M, \cdot, \cdot]) \) obtained this way is \( C^\infty(M) \)-linear.

As a consequence, composing the \( L_\infty \)-morphism \( F \) of Prop. 9.5 with this injection we obtain an \( L_\infty \)-action of \( TM \) on \( T^*[1]M \oplus T^*[2]M \).

2) The \( L_\infty \)-action obtained from Prop. 9.5 (see item 1 above) agrees with the one displayed in Prop. 9.2.

We sketch a proof using the notation introduced at beginning of this subsection. Notice that \( N \) is a graded vector bundle over \( M \). In [30, Prop. 4.9] the homological vector field \( Q_{SZ} \) on \( N \) is described in terms of the corresponding\(^{29}\) Lie-2 algebroid structure on \( N[-1] = A \oplus E_0 \oplus E_{-1}[1] \), where \( A = TM, E_0 = E_{-1} = T^*M \). The

\(^{29}\)The correspondence is recalled in Lemma B.10
Lie-2 algebroid structure is the one obtained by the coadjoint representation up to homotopy of $TM$ and the 2-cocycle $(c_2, c_3)$. It is spelled out in [30 Lemma 4.2 and eq. (38)]: the anchor is the one of $A$ (the identity), the first bracket $l_1$ is the identity \( E_{-1} \to E_0 \), $l_2$ is given by the Lie algebra bracket on $\Gamma(A)$ together with $\nabla^*$ and $c_2$, and $l_3$ is given by $C\nabla^*$ together with $c_3$. Removing the two contributions given by the anchor and bracket of the Lie algebroid $A$ and rearranging the remaining terms according to the number of entries in $\Gamma(A)$ they allow, as described in the proof of Thm. 2.13, one obtains the $L_\infty$-action of Prop. 9.2. Comparing the formulae one sees that it agrees with the one displayed in Prop. 9.5.

Notice that the interpretation given in Rem. 9.6 of the construction of Prop. 9.5 – which by Rem. 9.7 is essentially the $L_\infty$-action displayed in Prop. 9.2 – is consistent with our Thm. 7.8. Indeed, the expression for the homological vector field $X_{S_0 + H}$ in eq. (36) shows that the $L_\infty$-action of $TM$ given in Prop. 9.2 is by vector fields on $T^*\{1\}M \oplus T^*\{2\}M$ which are fiber-wise linear – corresponding to the coadjoint representation up to homotopy – and vector fields which are vertical and constant along the fibers – corresponding to the 2-cocycle $(c_2, c_3)$.

9.2. **Review of transitive Courant algebroids and isotropic splittings.** In this subsection we review some well-known facts about transitive Courant algebroids.

Consider a Courant algebroid $E \to M$ with anchor map $\rho : E \to TM$, pairing $\langle \ , \rangle_E : E \oplus E \to \mathbb{R}$ and bracket $[\ , \]_E : \Gamma(E) \times \Gamma(E) \to \Gamma(E)$.

If we assume that $E$ is transitive, meaning that $\rho$ is surjective, then $\ker\rho$ is a smooth subbundle of $E$ that is easily checked to be coisotropic $(\ker\rho \perp \subset \ker\rho)$ for the pairing $\langle \ , \rangle_E$. Therefore one can consider the following quotients:

\[
\mathfrak{g}_M := \ker\rho / (\ker\rho)^\perp, \\
A := E / (\ker\rho)^\perp.
\]

We obtain four exact sequences of vector bundles as follows:

\[
\begin{array}{c}
\mathfrak{g}_M \\
\downarrow \rho \\
\ker\rho \\
\downarrow \rho^\perp \\
A \\
\downarrow \rho \\
E \\
\downarrow \rho \\
TM
\end{array}
\]

As it turns out [8], the bracket $[\ , \]_E$ descends to a Lie bracket $[\ , \]_A$ on the sections of $A$ turning $A$ into a transitive Lie algebroid over $M$ with bundle of isotropy Lie algebras $(\mathfrak{g}_M, [\ , \]_{\mathfrak{g}_M})$. The pairing $\langle \ , \rangle_E$ also descends to a non-degenerate pairing $\langle \ , \rangle_{\mathfrak{g}_M}$ on $\mathfrak{g}_M$, and it is easily checked that $\mathfrak{g}_M$ becomes this way a bundle of quadratic Lie algebras.

Finally, notice that if we denote by $\Xi : E \to E^*$ the musical isomorphism $e \mapsto \langle e, \rangle_E$, the composition $\Xi^{-1} \circ \rho^* : T^*M \to E$ induces an identification:

\[T^*M \simeq (\ker\rho)^\perp.\]

Now let us choose an isotropic splitting $\sigma : TM \to E$ of the anchor $\rho$, meaning that its image $\sigma(TM)$ is isotropic for $\langle \ , \rangle_E$. Note that such a splitting always exits. Then there is an induced splitting $\lambda_\sigma$ of the canonical projection $\ker\rho \to \mathfrak{g}_M$, obtained by imposing its image $\lambda_\sigma(\mathfrak{g}_M)$ to be orthogonal to $\sigma(TM)$ with respect to $\langle \ , \rangle_E$ (more details in [8] Lem.
1.2], see also [3 §3.3]). It follows that one can identify successively $E$, as a vector bundle, to a direct sum as follows:

$$E = \sigma(TM) \oplus \ker(\rho) \cong TM \oplus g_M \oplus T^*M.$$  

(40)

so that the anchor becomes the projection onto $TM$ and the pairing becomes:

$$\langle (X, s, \xi), (Y, t, \eta) \rangle = i_X \eta + iT \xi + \langle s, t \rangle_{g_M}.$$

Note that in the identification (10) we use a slightly different convention than in [3], in order to obtain the above simpler pairing.

9.3. Transitive Courant algebroids: Roytenberg’s approach. In this subsection we extend the results of §9.1 to transitive Courant algebroids (but do not present explicit formulae as was done there). In Prop. 9.8 we show that a transitive Courant algebroid over $M$, upon making certain choices, induces an $L_\infty$-action of $TM$.

There is a bijection between Courant algebroids and degree 2 symplectic $Q$ manifolds, as we now recall (see Roytenberg [25 Thm. 4.5]). Given a Courant algebroid $E$ over $M$, let $E$ be the vector bundle over $E[1]$ obtained as the pull back of $T^*[2]E[1]$ along the embedding $E[1] \hookrightarrow (E \oplus E^*)[1]$ given by $\alpha \mapsto (\alpha, \frac{1}{2}\langle \alpha, \alpha \rangle_E)$:

$$E \quad \xrightarrow{\sim} \quad T^*[2]E[1]$$

$$E[1] \quad \longhookrightarrow \quad (E \oplus E^*)[1].$$

(41)

In other words, $E = E[1] \times_{E \oplus E^*[1]} T^*[2]E[1]$. Note that the projection $E \to E[1]$ fits $E$ into an exact sequence of graded vector bundles:

$$T^*[2]M \hookrightarrow E \to E[1].$$

The canonical degree 2 form on $T^*[2]E[1]$ pulls back to a symplectic form on $E$ by the injection $E \hookrightarrow T^*[2]E[1]$. Furthermore, $E$ comes with a degree 3 hamiltonian function $H$. The degree two symplectic $N$-manifold $E$ together with $H$ encode the Courant algebroid structure on $E$ [25].

Now let $E$ be a transitive Courant algebroid over $M$. Let $E$ be the associated degree 2 symplectic $Q$ manifolds as above. We will prove in Lemma [9,9] below that the (surjective) composition $E \to E[1] \to T[1]M$ is a $Q$-morphism. In order to apply Thm. 2.13 we need an identification of the form $E \cong T[1]M \times_M N$. Choosing a connection on the vector bundle $E$ allows us to write $T^*[2]E[1] \cong E[1] \oplus E^*[1] \oplus T^*[2]M$ as in eq. (35). On its pull-back $E$ as in the diagram (41), this induces an identification $E = E[1] \times_{E \oplus E^*[1]} T^*[2]E[1] \cong E[1] \oplus T^*[2]M$. Hence, we obtain:

$$E \cong E[1] \oplus T^*[2]M \cong T[1]M \times_M \left( (g_M[1] \oplus T^*[1]M) \oplus T^*[2]M \right),$$

where the second isomorphism is given by (10) upon choosing an isotropic splitting of $E$.

We can now apply Thm. 2.13 in order to obtain an induced $L_\infty$-action of $TM$ on $(g_M[1] \oplus T^*[1]M) \oplus T^*[2]M$. Notice that $g_M \oplus T^*M \cong A^*$ as vector bundles, using the non-degenerate pairing of $g_M$ and the isotropic splitting.

**Proposition 9.8.** Let $E$ be a transitive Courant algebroid $E$ over $M$ with anchor $\rho : E \to TM$. Then the choice of an isotropic splitting $\sigma : TM \to E$ of $\rho$, together with a $TM$-connection on $E$, induce an $L_\infty$-action of $TM$ on $A^*[1] \oplus T^*[2]M$. Here $A$ is the transitive Lie algebroid associated to $E$. 

\[ \text{L-\infty-ACTIONS OF LIE ALGEBROIDS} \]
In the following lemma, we fill in the gap left above by proving that the projection $\mathcal{E} \to T[1]M$ is indeed a morphism of $Q$-manifolds.

**Lemma 9.9.** The projection $\mathcal{E} \cong E[1] \oplus T^*[2]M \to E[1] \to T[1]M$, where the first map is the projection and the last map is induced by the anchor, maps the homological vector field $Q = \{ H, \}$ to the de Rham vector field.

**Proof.** Our proof consists of an explicit computation in coordinates. Choose coordinates $x_i$ on an open subset $U$ of $M$, giving rise to canonical coordinates $(q_i, p_i)$ on $T^*[2]U$. Choose a frame $e_a$ of $E|_U$ such that $\langle e_a, e_b \rangle_E = g_{ab}$ is constant. Then, using the pairing to identify $E$ and $E^*$, this frame gives rise to coordinates $\xi^a$ on the fibers of $E[1]$. Altogether we have coordinates $(q_i, p_i, \xi^a)$ on $\mathcal{E}$ (over $U$) of degrees $0, 2, 1$ respectively. According to [25, Proof of Thm. 4.5], the symplectic form $\Omega$ and the degree $3$ function $H$ are

$$\Omega = dp_i dq_i + \frac{1}{2} g_{ab}(x) d\xi^a d\xi^b,$$

$$H = \rho^i_a(x) \xi^a p_i - \frac{1}{6} \phi_{abc}(x) \xi^a \xi^b \xi^c,$$

where $\rho(e_a) = \rho^i_a \partial x_i$ encodes the anchor and $\phi_{abc} := \langle [e_a, e_b]_E, e_c \rangle_E$ the bracket. Unless specified otherwise, we use the Einstein summation convention, with $i$ ranging from $1$ to $N := \text{dim}(M)$ and $a$ ranging from $1$ to $\text{rank}(E) = 2N + \text{rank}(\mathfrak{g}_M)$.

Under the assumption that the $\rho^i_a$ are constant, we compute that:

$$Q = \{ H, \} = \rho^i_a g^{-1}_{ab} p_i \frac{\partial}{\partial \xi^b} + \rho^i_a \xi^a \frac{\partial}{\partial q_i} + \frac{1}{6} \phi_{abc} \xi^a \xi^b \xi^c \frac{\partial}{\partial p_i} + C \phi_{abc} \xi^a \xi^b g^{-1}_{cd} \frac{\partial}{\partial \xi^d},$$

where $g^{-1}$ denotes the inverse matrix to $g$, $(\phi_{abc})_i$ denotes the partial derivative of $\phi_{abc}$ w.r.t. $q_i$ and $C$ is a constant.

Now we refine the choice of the frame $e_a$ of $E|_U$. As described in §9.2 we have an isomorphism $E \cong TM \oplus \mathfrak{g}_M \oplus T^*M$ under which the anchor and pairing are as described after eq. (10). Take the frame of $E|_U$ given by $e_i = \frac{\partial}{\partial x_i}, e_{N+i} = dx_i$ for $i \leq N$, and the remaining $e_a$'s to be sections of $\mathfrak{g}_M$ for which the pairing of $\mathfrak{g}_M$ is constant (denote by $\star$ the matrix consisting of the pairings of the latter). Notice that $\rho^a_i = \delta^a_i$ is the Kronecker delta (in particular constant), and in block form $G = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & \star \end{pmatrix}$. The projection $\mathcal{E} \to T[1]M$ in coordinates reads $(q_i, p_i, \xi^a) \mapsto (q_i, \{ \xi^a \}_{a \leq N})$, so its derivative sends $Q$ to

$$\sum_{b=1}^{N} \rho^i_a g^{-1}_{ab} p_i \frac{\partial}{\partial \xi^b} + \rho^i_a \xi^a \frac{\partial}{\partial q_i} + C \sum_{d=1}^{N} \phi_{abc} \xi^a \xi^b g^{-1}_{cd} \frac{\partial}{\partial \xi^d}.$$ 

To conclude the proof, we observe the following:

1. The first summand vanishes, since for the range of $b$ considered there we have $g^{-1}_{ab} \neq 0$ only for $N < a \leq 2N$, and for those values of $a$ we have $\rho^i_a = 0$.
2. The second summand equals $\sum_{a \leq N} \xi^a \frac{\partial}{\partial q_a}$, i.e. the de Rham vector field on $T[1]M$.
3. The first summand vanishes, as follows. For the range of $d$ considered there we have $g^{-1}_{cd} \neq 0$ only for $N < c \leq 2N$. For those values of $c$, the expression $\phi_{abc} = \langle [e_a, e_b]_E, e_c \rangle_E$ vanishes since the tangent component of $[e_a, e_b]_E$ vanishes (recall that the Lie bracket of coordinate vector fields vanishes).

\hfill $\square$
10. Transitive Courant algebroids and homological vector fields

As in the previous section, we consider transitive Courant algebroids. In §10.1 we construct by hand an $L_\infty$-action and use the implication “(2) → (1)” in Thm. 2.13 (the opposite implication to the one used in §9) to obtain a homological vector field on a certain N-manifold $\mathcal{N}$, extending a construction that is known for exact Courant algebroids [29][31]. In §10.2 we show that $\mathcal{N}$ is actually an $\mathbb{R}[2]$-principal bundle and use it to recover the characteristic class $\mathcal{S}$ of the transitive Courant algebroid. In §10.3 we show that this construction is related by an obvious projection to the one carried out for transitive Lie algebroids in §9.

10.1. Transitive Courant algebroids: extending Ševera’s and Uribe’s approach.

Let $E$ be a transitive Courant algebroid over $M$. As seen in §9.2 there is an associated bundle of quadratic Lie algebras $g_M$. In this subsection we define an $L_\infty$-action of $TM$ on a $\mathbb{Q}$-manifold associated to $g_M$, and use it to construct a homological vector field on $T[1]M \oplus (\mathbb{R}_M[2] \oplus g_M[1])$, see Thm. 10.5.

The following lemma, whose proof we omit, associates a DGLA $\mathcal{D}(g_M, \langle , \rangle_{g_M})$ to a bundle of quadratic Lie algebras.

**Lemma 10.1.** Let $g_M \rightarrow M$ be a bundle of quadratic Lie algebras with bracket $[,]_{g_M}$ and non-degenerate pairing $\langle , \rangle_{g_M}$. We denote by:

- $\mathbb{R}_M$ the trivial line bundle over $M$, $\mathbb{R}_M := \mathbb{R} \times M$,
- $\text{der}(g_M)$ the derivations of $g_M$ as a bundle of quadratic Lie algebras, namely the space of covariant differential operators $D : \Gamma(g_M) \rightarrow \Gamma(g_M)$ such that:

$$D[\eta, \xi]_{g_M} = [D\eta, \xi]_{g_M} + [\eta, D\xi]_{g_M},$$

$$\mathcal{L}_{X_D}\langle \eta, \xi \rangle_{g_M} = \langle D\eta, \xi \rangle_{g_M} + \langle \eta, D\xi \rangle_{g_M},$$

where $X_D$ is the symbol of $D$.

Then there is a DGLA, denoted by $\mathcal{D}(g_M, \langle , \rangle_{g_M})$ with grading given by:

$$\mathcal{D} = \mathcal{D}_2 = \Gamma(\mathbb{R}_M), \quad \mathcal{D}_1 = \Gamma(g_M), \quad \mathcal{D}_0 := \text{der}(g_M),$$

and whose differential and bracket are defined by:

$$df := 0, \quad [D, D'] = D \circ D' - D' \circ D, \quad [D, \mu] = D(\mu),$$

$$(d\mu)(\nu) := -[\mu, \nu]_{g_M}, \quad [\mu, \nu] = \langle \mu, \nu \rangle_{g_M}, \quad [D, f] = \mathcal{L}_{X_D}(f),$$

for all $f \in \mathcal{D}_2$, $\mu, \nu \in \mathcal{D}_1$ and $D, D' \in \mathcal{D}_0$, and where $X_D \in \Gamma(TM)$ is the symbol of $D$.

**Proposition 10.2.** Let $E$ be a transitive Courant algebroid over $M$, and $g_M := \ker \rho / \ker \rho^\perp$ the associated bundle of quadratic Lie algebras as in §9.

Then any isotropic splitting $\sigma : TM \rightarrow E$ of the anchor $\rho$ induces a $C^\infty(M)$-linear $L_\infty$-morphism:

$$F : \Gamma(TM) \rightarrow \mathcal{D}(g_M, \langle , \rangle_{g_M}),$$

where $\mathcal{D}(g_M, \langle , \rangle_{g_M})$ is the DGLA of Lemma 10.1.

**Proof.** Similarly to the case of a transitive Lie algebroid, the choice of an isotropic splitting of a Courant algebroid induces a $TM$-connection $\nabla$ on the bundle of quadratic Lie algebras $g_M$, a $g_M$-valued 2-form $\omega \in \Omega^2(M) \otimes \Gamma(g_M)$, together with a 3-form $H \in \Omega^2(M)$, respectively...
defined by:
\[
\nabla_a (\mu + (\ker \rho)^\perp) := [\sigma(a), \mu]_E + (\ker \rho)^\perp, \\
\omega(a, b) := [\sigma(a), \sigma(b)]_E - \sigma([a, b]_{TM}) + (\ker \rho)^\perp, \\
H(a, b, c) := \frac{1}{2} \langle pr_{TM} [\sigma(a), \sigma(b)]_E, c \rangle,
\]
where \(a, b, c \in \Gamma(TM)\), \(\mu \in \Gamma(\ker \rho)\). Here, given \(\alpha \in \ker \rho\), we denoted by \(\alpha + (\ker \rho)^\perp \in \Gamma(\frak{g}_M)\) its equivalence class modulo \((\ker \rho)^\perp\). We also denoted by \(pr_{TM}\) the projection induced by the decomposition \([10]\). Note that our definition of \(H \in \Omega^3(M)\) coincides with that of \([8]\) despite the constant term \(1/2\) appearing above, this is due to our choice of convention in \([10]\).

As a consequence of the axioms of a Courant algebroid, the following compatibility conditions are satisfied:
\[
\begin{align*}
\nabla_a [\eta, \xi]_{\frak{g}_M} &= [\nabla_a \eta, \xi]_{\frak{g}_M} + [\eta, \nabla_a \xi]_{\frak{g}_M}, \\
\mathcal{L}_a [\eta, \xi]_{\frak{g}_M} &= \langle \nabla_a \eta, \xi \rangle_{\frak{g}_M} + \langle \eta, \nabla_a \xi \rangle_{\frak{g}_M}, \\
0 &= \oint_{a,b,c} \nabla_a (\omega(b, c)) - \omega([a, b]_{TM}, c), \\
\mathcal{C}_\nabla &= \text{ad}^\frak{g}_M \circ \omega, \\
\partial H &= \langle \omega \wedge \omega \rangle_{\frak{g}_M}. 
\end{align*}
\]
Here, in \((47)\) the curvature of \(\nabla\) is denoted by \(\mathcal{C}_\nabla := [\nabla, \nabla] - \nabla [\cdot, \cdot]\), in \((48)\) the de Rham differential is denoted by \(\partial\), while in \((49)\) the term \(\langle \omega \wedge \omega \rangle_{\frak{g}_M} \in \Omega^4(M)\) is obtained by pairing \(\omega\) with itself by means of \(\langle \cdot, \cdot \rangle_{\frak{g}_M}\), more precisely:
\[
\langle \omega \wedge \omega \rangle_{\frak{g}_M} (a_1, a_2, a_3, a_4) := \frac{1}{4} \sum_{\sigma \in S_4} (-1)^\sigma \langle \omega(a_{\sigma(1)}, a_{\sigma(2)}), \omega(a_{\sigma(3)}, a_{\sigma(4)}) \rangle_{\frak{g}_M}
\]
for any \(a_1, \ldots, a_4 \in \Gamma(TM)\). The above equations are rather well-known (see \([8, 23]\), also \([7]\)) and follow from straightforward computations, we shall refer the reader to \([5, \text{Prop. 2.2}]\) for more details as to how they can be obtained. As we now explain, they can be interpreted in terms of \(L_\infty\)-morphisms.

Let \(\mathcal{D}(\frak{g}_M, \langle \cdot, \cdot \rangle_{\frak{g}_M})\) be the DGLA of Lemma \([10,1]\) we define a map \(F : \Gamma(TM) \to \mathcal{D}(\frak{g}_M, \langle \cdot, \cdot \rangle_{\frak{g}_M})\) whose components are given as follows:
\[
\begin{align*}
F_1 &= \nabla : \Gamma(\wedge^1 TM) \to \mathcal{D}_0, \\
F_2 &= \omega : \Gamma(\wedge^2 TM) \to \mathcal{D}_{-1}, \\
F_3 &= H : \Gamma(\wedge^3 TM) \to \mathcal{D}_{-2}.
\end{align*}
\]
The map \(F_1\) takes values in \(\mathcal{D}_0\) by eq. \((14)\) and \((15)\). Furthermore, the equations \((46)\), \((47)\) and \((48)\) are exactly the conditions \((54), (55)\) and \((57)\) for \(F\) to define an \(L_\infty\)-morphism (see Remark \([A,12]\) in Appendix \([A]\)). Obviously, \(F\) is \(C^\infty(M)\)-linear since each of its components is.

Remark 10.3. Notice that the \(L_\infty\)-morphism given in Prop. \([10,2]\) allows us to reconstruct \(E\) up to Courant algebroid isomorphism, since its components allow us to express the bracket on \(E\) (see \([8]\)).

Given a quadratic a Lie algebra \(\frak{g}\), recall that (a version of) the Lie 2-algebra associated by Roytenberg-Weinstein \([26]\) is \(\mathbb{R}[1] \oplus \frak{g}\), with the only non-trivial multibrackets being the
Lie bracket \([\ ,\ ]_0\) on \(g\) and the trinary bracket \(\frac{1}{2}([\ ,\ ]_0)\wedge^3g\to\mathbb{R}\). Shifting by one we obtain an \(L_\infty[1]\)-algebra. We denote by \(Q_{RW}\) the corresponding homological vector field. Hence,

\[\langle g[1]\oplus\mathbb{R}[2], Q_{RW}\rangle\]

is a Q-manifold.

As earlier, let \(M\) be a manifold, and consider a bundle of quadratic Lie algebras \(g_M\) over \(M\). Consider the Q-manifold

\[(M, Q_M) := (g_M[1] \oplus \mathbb{R}[2], Q_{RW})\]

where \(\mathbb{R}_M := \mathbb{R} \times M\) and \(Q_{RW}\) denotes the vertical homological vector field which on each fiber is given as above.

Lemma 10.4. Let \(g_M \to M\) be a bundle of quadratic Lie algebras. There is a \(C^\infty(M)\)-linear injective morphism of DGLAs:

\[J: \mathcal{D}(g_M, \langle \ , \ \rangle_{g_M}) \to (\mathfrak{X}(M), -[Q_M, \ ,\ ])\]

where \(\mathcal{D}(g_M, \langle \ , \ \rangle_{g_M})\) is the DGLA defined in Lemma 10.7.

Proof. Choosing local coordinates \(x_i\) on \(M\), linear coordinates \(\xi_a\) on the fibers of \(g_M[1]\) and \(r\) on \(\mathbb{R}[2]\) (of degrees 0, 1 and 2 respectively) one sees that the vector fields on \(M\) in low degrees are given by:

\[\mathfrak{X}_-2(M) = \{ f\partial_r : f \in C^\infty(M) \} = C^\infty(M) \oplus \operatorname{Span}\{\partial_r\}, \]

\[\mathfrak{X}_-1(M) = \{ f_a\partial_{\xi_a} + g_a\xi_a\partial_r : f_a, g_a \in C^\infty(M) \} = \Gamma(g_M) \oplus \Gamma(g_M) \oplus \operatorname{Span}\{\partial_r\}, \]

\[\mathfrak{X}_0(M) = \{ f_i\partial_{x_i} + g_{ab}\xi_a\partial_{\xi_b} + (hr + k_{ab}\xi_a\xi_b)\partial_r \} = \operatorname{CDO}(g_M) \oplus (C^\infty(M) \oplus \Gamma(\wedge^2 g_M^*)) \oplus \operatorname{Span}\{\partial_r\}. \]

Define \(J\) to be the injective linear map which in degree \(-2\) is \(f \mapsto f\partial_r\), in degree 0 is the natural inclusion \(\operatorname{der}(g_M) \to \Gamma(\operatorname{CDO}(g_M))\), and in degree \(-1\) is given by

\[J_{-1}: \Gamma(g_M) \to \Gamma(g_M \oplus g_M^*), \quad v \mapsto v + \frac{1}{2}\langle v, \ \rangle_{g_M}\partial_r. \]

The injection \(J\) obtained this way is \(C^\infty(M)\)-linear. We claim that \(J\) is a morphism of DGLAs, or equivalently that its image is a sub-DGLA and that the induced differential and bracket correspond to the given ones. Notice that \(Q_M\) is a vertical vector field (see Rem. 10.6 for an expression in coordinates) and \(\mathfrak{X}_{-1}(M)\) consist of vertical vector fields, so operations involving only these vector fields can be done separately on each fiber of \(M\).

The differential \(-[Q_M, \ ,\ ]\) annihilates \(\mathfrak{X}_-2(M)\) and a computation shows that it maps \(J_{-1}(v) \in \mathfrak{X}_-1(M)\) to \(-[v, \ ]_{g_M}\) for all \(v \in \Gamma(g_M)\). The differential vanishes on the image of \(J_0\), i.e. \(\operatorname{der}(g_M) \subset \{ X \in \Gamma(\operatorname{CDO}(g_M)) : [Q_M, X] = 0 \}\), since the elements on the r.h.s. are exactly the elements of \(\Gamma(\operatorname{CDO}(g_M))\) that preserve both \([\ ,\ ]_{g_M}\) and \(\langle [\ ,\ ]_{g_M}, \ \rangle_{g_M}\).

We now consider the graded Lie bracket. On \(\operatorname{der}(g_M) \subset \mathfrak{X}_0(M)\) it is the commutator, since for \(A, B \in \operatorname{der}(g_M) \subset \mathfrak{X}_0(M)\) and \(v \in \Gamma(g_M) \subset \mathfrak{X}_-1(M)\) we have

\[[A, B], v] = [A, [B, v]] - [B, [A, v]]\]

by the graded Jacobi identity. For the graded Lie bracket of \(A \in \operatorname{der}(g_M) \subset \mathfrak{X}_0(M)\) and \(J_{-1}(v) \in \Gamma(g_M) \subset \mathfrak{X}_-1(M)\) we have \([A, J_{-1}(v)] = J_{-1}(A v)\). To see this, it suffices to compute that \([A, \langle \ ,\ \rangle_{g_M}\partial_r] = \langle Av, \ \rangle_{g_M}\partial_r\). To do so, use the fact that \(A\) is derivation of the pairing to show that \(A^*\langle \ ,\ \rangle_{g_M} = \langle Av, \ \rangle_{g_M}\) (where the dual covariant differential operator
Theorem 10.5. Consider a transitive Courant algebroid \( E \) over \( M \), together with an isotropic splitting \( \sigma : TM \to E \) of the anchor \( \rho \). Denote by \( g_M := \ker \rho / (\ker \rho)^\perp \) the associated bundle of quadratic Lie algebras as in §9.2. Let \((M, Q_M)\) be as in eq. \((49)\).

Then there is an induced homological vector field \( Q_{\text{tot}} \) defined on

\[ N := T[1]M \times_M M \cong T[1]M \oplus (g_M[1] \oplus \mathbb{R}_M[2]) \]

for which the following is a sequence of \( Q \)-manifold morphisms:

\[ (M, Q_M) \to (N, Q_{\text{tot}}) \to (T[1]M, Q_{dR}) \]

Proof. From the properties of \( F \) (see eq. \((43)\)) and Lemma \[10.4\] it follows that \( J \circ F \) is an \( L_\infty \)-action of \( TM \) on \( M \) compatible with \( Q_M \) (see Prop. \[1.5\]). We conclude using the implication \( "(1) \to (2)" \) in Thm. \[2.15\].

The homological vector field \( Q_{\text{tot}} \) on the product \( T[1]M \oplus (g_M[1] \oplus \mathbb{R}_M[2]) \) is the sum of \( Q_{RW} \) and the vector field that naturally corresponds to \( J \circ F \) (a component of which is \( Q_{dR} \)). The vertical part of \( Q_{\text{tot}} \) is not constant along the fibers of the projection \( T[1]M \oplus (g_M[1] \oplus \mathbb{R}_M[2]) \to T[1]M \).

Remark 10.6. Let us describe locally the homological vector field \( Q_{\text{tot}} \) obtained in Thm. \[10.5\] For this, we choose local coordinates \((x, v, \xi, r)\) on \( T[1]M \oplus g_M[1] \oplus \mathbb{R}_M[2] \), where \( x^i \) are coordinates on an open neighborhood \( U \) of \( M \), \( v^i \) denote the corresponding coordinates on the fibers of \( T[1]M \), the \( \xi^i \) are coordinates on \( g_M[1] \), and \( r \) is the degree 2 canonical coordinate on the fibers of \( \mathbb{R}_M[2] = \mathbb{R}[2] \times M \). Then locally the negative of \( Q_{\text{tot}} \) is:

\[
-Q_{\text{tot}} = \frac{1}{6} \sum_{i,j,k} \phi_{ijk} \xi^i \xi^j \xi^k \frac{\partial}{\partial r} + \frac{1}{2} \sum_{i,j,k} c^k_{ij} \xi^i \xi^j \frac{\partial}{\partial \xi^k} \\
+ \sum_{i,j,k} v^i \left( \Gamma^k_{ij} \xi^j \frac{\partial}{\partial \xi^k} - \frac{\partial}{\partial x^i} \right) + \sum_{i,j,k} \frac{1}{2} \omega^k_{ij} v^i v^j \left( \frac{\partial}{\partial \xi^k} + \sum_l \frac{1}{2} g_{kl} \xi^l \frac{\partial}{\partial r} \right) + \sum_{i,j,k} \frac{1}{6} H_{ijk} v^i v^j v^k \frac{\partial}{\partial r}.
\]

Here \( \phi_{ijk}, c^k_{ij}, \Gamma^k_{ij}, \omega^k_{ij}, g_{ij}, H_{ijk} \in C^\infty(U) \) are defined as follows:

\[
\phi_{ijk} := \frac{1}{2} \langle [\xi_i, \xi_j]_{g_M}, \xi_k \rangle_{g_M}, \quad [\xi_i, \xi_j]_{g_M} = \sum_k c^k_{ij} \xi_k, \quad \nabla_{v_i} \xi_j = \sum_k \Gamma^k_{ij} \xi_k,
\]

\[
\omega(v_i, v_j) = \sum_k \omega^k_{ij} \xi_k, \quad g_{ij} := \langle \xi_j, \xi_i \rangle_{g_M}, \quad H_{ijk} := H(\partial_{x_i}, \partial_{x_j}, \partial_{x_k}).
\]

where \( v_i, \xi_i \) denote the basis of sections of \( TM \oplus g_M \) dual to \( v^i, \xi^i \). Notice that the first two terms on the r.h.s. combine to \(-Q_{RW}\), and that the term involving \( g_{kl} \) arises because of the embedding given in Lemma \[10.4\].
10.2. \(\mathbb{R}[2]\)-principal bundles and transitive Courant algebroids. Let \(E\) be a transitive Courant algebroid and \(A := E/(\ker \rho)^\perp\) the associated transitive Lie algebroid (see §9.2).

Notice that any isotropic splitting \(\sigma\) of the anchor of \(E\) descends to a splitting of the anchor of \(A\) (since \(\sigma(TM) \cap (\ker \rho)^\perp = \{0\}\)), as one verifies taking orthogonals and using the isotropicity of \(\sigma(TM)\), leading to an identification \(A = TM \oplus g_M\). On the other side, we saw in Thm. [10.5] that \(\sigma\) allows to construct a Q-manifold \((N, Q_{\text{tot}})\) which is a bundle over \(T[1]M\). Since \(N\) is of the form \(N = T[1]M \oplus (g_M[1] \oplus R_M[2])\) it is natural to consider \(N\) as a bundle over \(A[1]\) as well, via the projection: \(\pi_A^N : N = A[1] \oplus R_M[2] \to A[1]\).

Summarizing the situation, we obtain a commutative diagram as follows:

\[
\begin{array}{ccc}
N = T[1]M \oplus (g_M[1] \oplus R_M[2]) & \xrightarrow{\pi_A^N} & A[1] = T[1]M \oplus g_M[1] \\
\pi_T^N & \downarrow & \pi_T^A \\
T[1]M & \xleftarrow{\pi_T^N} & A[1] \\
\end{array}
\]

(50)

All the maps in this diagram are the obvious projections, note that they all come with a splitting (induced only by \(\sigma\)). Furthermore, both \(\pi_T^N\) and \(\pi_T^A\) are morphisms of \(Q\) manifolds (the former by Thm. [10.5], the latter because it is the anchor of \(A\)). This situation raises two natural questions:

- Is \(\pi_A^N\) a morphism of \(Q\)-manifolds?
- In that case, how are the two \(L_\infty\)-actions of \(TM\) on \(g_M[1] \oplus \mathbb{R}[2]\) (induced by \(\pi_T^N\)) and on \(g_M[1]\) (induced by \(\pi_T^A\)) related?

We shall answer the second question in the next section §10.3. The answer to the first question is positive, and indeed more is true:

**Corollary 10.7.** \((N = A[1] \times \mathbb{R}[2], Q_{\text{tot}})\) is a \(\mathbb{R}[2]\)-principal bundle over \((A[1], Q_{A[1]} )\) in the category of \(Q\)-manifolds.

**Proof.** The expressions in local coordinates from Remark 5.2 and Remark 10.6 show that

\[
- Q_{\text{tot}} = -Q_{A[1]} + \frac{1}{6} \sum_{i,j,k} \phi_{i,j,k} \xi^i \xi^j \xi^k + \sum_{ijk} \frac{1}{2} \omega_{ij}^k v^i v^j \left( \sum_l \frac{1}{2} g^{kl} \xi_l \right) + \sum_{i,j,k} \frac{1}{6} H_{ijk} v^i v^j v^k \frac{\partial}{\partial r}.
\]

Hence the projection to \(A[1]\) maps the homological vector field \(Q_{\text{tot}}\) to the homological vector field \(Q_{A[1]}\) (a more conceptual proof of this statement is given in Cor. 10.11). Further the vertical part of \(Q_{\text{tot}}\) (the one proportional to \(\frac{\partial}{\partial r}\)) is constant along the fibers \(\mathbb{R}[2]\) (i.e. it is independent of \(r\)). \(\square\)

The next two remarks address two consequences of Cor. 10.7. The first remark shows that we recover a 3-cocycle on \(A\) whose relevance was explained in work of Chen-Stiénon-Xu.

**Remark 10.8 (On the characteristic class).** As a consequence of Cor. 10.7 and Thm. 2.13 there is an \(L_\infty\)-action of \(A\) on \(R_M[2]\). The coordinate expression in Cor. 10.7 shows that the only non-vanishing components of the \(L_\infty\)-action are the unary one (given by the anchor of \(A\)) and the binary one. Therefore, by Cor. 7.3 this binary component is a Lie algebroid cocycle \(C \in \Gamma(\Lambda^3 A^*)\) (for the trivial representation \(\mathbb{R}\)). By the coordinate expression in
Rem. [10.6] we see that:
\[
C(\xi_1, \xi_2, \xi_3) = \frac{1}{2} \langle [\xi_1, \xi_2], \xi_3 \rangle_{\mathfrak{g}_M},
\]
\[
C(\sigma v_1, \sigma v_2, \xi_3) = \frac{1}{2} \omega(v_1, v_2), \xi_3 \rangle_{\mathfrak{g}_M},
\]
\[
C(\sigma v_1, \xi_2, \xi_3) = 0,
\]
\[
C(\sigma v_1, \sigma v_2, \xi_3) = H(v_1, v_2, v_3),
\]
where we used the direct sum decomposition \( A = \mathfrak{g}_M \oplus \sigma(TM) \ni \xi_i + \sigma v_i \) induced by the isotropic splitting \( \sigma \). Recall that \( \omega \) and \( H \) were defined in the proof of Prop. [10.2]

The 3-cocycle \( C \) is not new: it is the \textit{standard 3-cocycle} associated with the transitive Courant algebroid \( E \) and the isotropic splitting \( \sigma \). Further, the cohomology class of \( C \) is the \textit{characteristic class} associated to \( E \) \[8\].

To explain this, we recall that for any quadratic transitive Lie algebroid\[30\] Chen-Stiénon-Xu single out certain Lie algebroid 3-cocycles which they call \textit{coherent} \[8\] Def. 1.11. They show that isomorphism classes of transitive Courant algebroids are in bijection with equivalence classes of pairs consisting of a quadratic transitive Lie algebroid and a coherent 3-cocycle on it \[8\] Thm. 1.15. Of course, the Lie algebroid thus associated to a transitive Courant algebroid \( E \) is just \( A \), together with a certain coherent 3-cocycle. The class of this cocycle in the third Lie algebroid cohomology of \( A \) is the \textit{characteristic class} as defined in \[8\] §1.5.1.6. Now, our 3-cocycle \( C \) above is precisely the \textit{standard} one as defined in \[8\] Eq. (2.18) in §2.3, and its class \([C] \in H^3(A)\) is the characteristic class of \( E \) \[8\] Prop. 2.6.

In the second remark we ask whether transitive Courant algebroids can be encoded by certain \( \mathbb{R}[2]\)-principal bundles over \((A[1], Q_{A[1]})\) in the category of \( Q \)-manifolds, where \( A \) is the associated transitive Lie algebroid.

\textit{Remark 10.9 (On classification and \( \mathbb{R}[2]\)-principal bundles).} Given a manifold \( M \) and \( n \geq 2 \), there is a bijection between the de Rham cohomology group \( H^{n+1}(M) \) and isomorphism classes of \( \mathbb{R}[n]\)-principal bundles over \((T[1]M, Q_{dR})\) in the category of \( Q \)-manifolds (see Ševera \[29\] §3 and Uribe \[31\] Lemma 2.6)). The latter are necessarily trivial as principal bundles, and the homological vector field is the sum of \( Q_{dR} \) and a vector field which is vertical and constant along the fibers. Explicitly, a class \([H] \in H^{n+1}(M)\) is mapped\[30\] to the class of
\[
(T[1]M \times \mathbb{R}[n], Q_{dR} + H \frac{\partial}{\partial r})
\]
where \( r \) is the (degree \( n \)) standard coordinate on \( \mathbb{R}[n] \).

Specializing to \( n = 2 \) and using the fact that \textit{exact} Courant algebroids modulo isomorphism are classified by \( H^3(M) \) (via the Ševera class), we obtain a bijection between isomorphism classes of exact Courant algebroids and isomorphism classes of \( \mathbb{R}[2]\)-principal bundles over \((T[1]M, Q_{dR})\) in the category of \( Q \)-manifolds.

The question of how to extend this bijection to \textit{transitive} Courant algebroids is open, to our knowledge. Note however that Cor. [10.7] makes a first step in this direction: it provides a map that assigns to a transitive Courant algebroid \( E \to M \) with an isotropic splittings a \( \mathbb{R}[2]\)-principal bundle over \((A[1], Q_{A[1]})\) in the category of \( Q \)-manifolds.

\[30\]That is, for any transitive Lie algebroid with invariant symmetric pairing on the isotropy Lie algebras. Actually \[8\] considers not only the transitive case but also the regular one.

\[31\]We recover this assignment, at the level of representatives, from Ex. [7.6]
Further, a preliminary computation indicates that the Courant algebroid structure can be recovered from the $\mathbb{R}[2]$-principal bundle in a way parallel to the case of exact Courant algebroids. (See [24] Ex. 5.7) for the exact case, where Rengifo takes derived brackets of $Q$ with invariant vector fields on the $\mathbb{R}[2]$-principal bundle, i.e. with sections of the associated Atiyah algebroid).

Indeed, one can identify sections of $E = TM \oplus g_M \oplus T^*M$ with certain invariant elements of $\mathfrak{X}_-(A[1] \times \mathbb{R}[2])$ as follows: $\Gamma(TM)$ identifies naturally with $\mathfrak{X}_-(T[1]M)$, while $\Gamma(T^*M)$ identifies naturally with $C_1(T[1]M) \frac{\partial}{\partial v}$, and $v \in \Gamma(g_M)$ is identified with $v + \frac{1}{2}(v, \frac{\partial}{\partial v})$ using the diagonal embedding $J_-$ encountered in the proof of Lemma 10.4. A preliminary computation indicates that taking the derived bracket $[[Q, X], Y]$ of two such elements of $\mathfrak{X}_-(A[1] \times \mathbb{R}[2])$ delivers the Courant algebroid bracket (as in [3, §3.3]), and taking the Lie bracket $[X, Y]$ delivers the pairing between the two corresponding sections of $E$.

10.3. Comparison of the $L_\infty$-actions obtained from transitive Courant algebroids (§10.1) and transitive Lie algebroids (§5). Let $E$ be a transitive Courant algebroid and $\sigma$ an isotropic splitting of its anchor. We denote by $g_M$ the associated bundle of quadratic Lie algebras (see §7.2). Our aim in this subsection is to answer the second question raised just below diagram (50). In order to do this, recall that $\mathcal{D}(g_M, \langle \cdot, \cdot \rangle_{g_M})$ and $\mathcal{D}(g_M)$ denote DGLAs introduced respectively in Lemma 10.1 and before Prop. 5.3. One verifies easily that the obvious map $\Pi: \mathcal{D}(g_M, \langle \cdot, \cdot \rangle_{g_M}) \rightarrow \mathcal{D}(g_M)$ is a (strict) morphism of DGLAs.

Next, consider the projection $pr: (g_M[1] \oplus \mathbb{R}M[2], Q_{RW}) \rightarrow (g_M[1], Q_{g_M})$ between the $Q$-manifold introduced in (49) and the shift by 1 of the bundle of Lie algebras $g_M$. It is a map of $Q$-manifolds, since the projection onto the first summand of the $L_\infty$-algebra $g \oplus \mathbb{R}$ is a strict morphism. Notice that the vector fields of degree $\leq 0$ on $g_M[1] \oplus \mathbb{R}M[2]$ are all projectable (see for instance the proof of Lemma 10.4). Therefore the push-forward of vector fields

$$pr_*: \mathfrak{X}_{\leq 0}(g_M[1] \oplus \mathbb{R}M[2]) \rightarrow \mathfrak{X}_{\leq 0}(g_M[1])$$

is a morphism of DGLAs, where the differentials are $-[Q_{RW}, \cdot]$ and $-[Q_{g_M[1]}, \cdot]$.

The two maps above fit into a commutative diagram of DGLA morphisms

$$\begin{array}{ccc}
\mathcal{D}(g_M, \langle \cdot, \cdot \rangle_{g_M}) & \xrightarrow{\Pi} & \mathfrak{X}_{\leq 0}(g_M[1] \oplus \mathbb{R}M[2]) \\
\downarrow & & \downarrow pr_* \\
\mathcal{D}(g_M) & \xrightarrow{pr_*} & \mathfrak{X}_{\leq 0}(g_M[1])
\end{array} \tag{51}
$$

where the upper horizontal arrow is the embedding given in Lemma 10.4 and the lower horizontal arrow is the natural embedding (see the end of §5.3). This shows:

**Proposition 10.10.** Let $E$ be a transitive Courant algebroid over $M$, consider the transitive Lie algebroid $A := E/(\ker \rho)^\perp$. Choose an isotropic splitting $\sigma$ of the anchor of $E$.

The $L_\infty$-action induced by $A$ and $\sigma$ via Prop. 5.3 is the composition

$$\Gamma(TM) \xrightarrow{\sim} \mathfrak{X}_{\leq 0}(g_M[1] \oplus \mathbb{R}M[2]) \xrightarrow{pr_*} \mathfrak{X}_{\leq 0}(g_M[1])$$

of the $L_\infty$-action $J \circ F$ induced by $E$ (see the proof of Thm. 10.5) with the map $pr_*$. 

**Proof.** The expression for the $L_\infty$-morphism $\Gamma(TM) \rightarrow \mathcal{D}(g_M, \langle \cdot, \cdot \rangle_{g_M})$ in the proof of Prop. 10.2 and for the $L_\infty$-morphism $\Gamma(TM) \rightarrow \mathcal{D}(g_M)$ in Prop. 5.3 show that their are intertwined by $\Pi$. Finish using the commutativity of diagram (51).
The correspondence described in Thm. [2.13] immediately implies the following corollary, which can also be readily seen from the expressions in local coordinates from Remark [5.2] and Remark [10.6].

**Corollary 10.11.** The projection

\[ T[1]M \oplus g_M[1] \oplus R_M[2] \to T[1]M \oplus g_M[1] = A[1] \]

maps the the homological vector field \( Q_{tot} \) of Thm. [10.5] to the homological vector field \( Q_{A[1]} \) (see eq. [19]).

**Remark 10.12 (The Pontryagin class).** One can obtain an interpretation of the Pontryagin class of \([7],[8]\) as an obstruction for the problem of lifting an \( L_\infty \)-action, as follows.

Given an \( L_\infty \)-action of \( TM \) on \( g_M[1] \) given by \( F : \Gamma(TM) \hookrightarrow \mathcal{D}(g_M) \), where the latter was introduced before Prop. [5.3] one wonders if it can be lifted to an \( L_\infty \)-action on \( g_M[1] \oplus R_M[2] \) given by an \( L_\infty \)-morphism \( \tilde{F} : \Gamma(TM) \hookrightarrow \mathcal{D}(g_M, \langle \cdot, \cdot \rangle_{g_M}) \) (recall that the latter was defined in Lemma [10.1]) such that the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{D}(g_M, \langle \cdot, \cdot \rangle_{g_M}) & \xrightarrow{F} & \mathcal{D}(g_M) \\
\Pi & \downarrow & \\
\Gamma(TM) & \xrightarrow{\tilde{F}} & \mathcal{D}(g_M)
\end{array}
\]

Notice that \( F \) has only two components while \( \tilde{F} \) has three components. Furthermore, it is easily seen from the commutativity of the above diagram that the first two components \( \tilde{F}_1, \tilde{F}_2 \) of \( \tilde{F} \) are determined by \( F_1, F_2 \). In other words, in order to be able to lift \( F \) there is a first obvious necessary condition, which is that \( F_1 =: \nabla \) takes values in \( \mathcal{D}(g_M, \langle \cdot, \cdot \rangle_{g_M}) \), i.e. that it is a derivation of \( \langle \cdot, \cdot \rangle_{g_M} \) as in equation [13]. Whenever it is the case, a straightforward computation shows that \( F_2 =: \omega \) satisfies \( dR \langle \omega \wedge \omega \rangle_{g_M} = \langle \nabla \omega \wedge \omega \rangle_{g_M} + \langle \omega \wedge \nabla \omega \rangle_{g_M} = 0. \)

Since one is left with choosing \( \tilde{F}_3 =: H \in \Omega^3(M) \) such that equation [48] is satisfied (because eq. [48] agrees with eq. [57]), we recover the vanishing of the Pontryagin class \( \langle \omega, \omega \rangle_{g_M} \in H^4(M) \).

**APPENDIX A. BACKGROUND ON \( L_\infty \)-ALGEBRAS**

We recall the necessary background on \( L_\infty \)-algebras and their morphisms, along the lines of [23] §2. See also [17],[27] §1.1.

**A.1. \( L_\infty \)-algebras.** Given a graded vector space \( V = \oplus_{n \in \mathbb{Z}} V_n \), the graded skew-symmetric algebra over \( V \) is defined as the following quotient of the tensor algebra:

\[ \wedge V := TV/(v \otimes v' + (-1)^{|v||v'|} v' \otimes v), \]

where \(|v|\) is the degree of a homogeneous element \( v \in V \).

For any homogeneous elements \( v_1, \ldots, v_j \in V \) and \( \tau \in S_j \) (the group of permutations of \( j \) elements), the sign \( \chi(\tau) \) is defined by

\[ v_{r_1} \wedge \cdots \wedge v_{r_j} = \chi(\tau) v_1 \wedge \cdots \wedge v_j. \]

A permutation \( \tau \in S_n \) is called an \((i, n - i)\)-unshuffle if it satisfies \( \tau(1) < \cdots < \tau(i) \) and \( \tau(i + 1) < \cdots < \tau(n) \). The set of \((i, n - i)\)-unshuffles is denoted by \( Sh(i, n - i) \). Following [17] Def. 2.1 and [13] Def. 5], we define:
**Definition A.1.** An $L_\infty$-algebra is a graded vector space $V$ equipped with a collection of linear maps $[\cdots]_k: \wedge^k V \rightarrow V$ of degree $2 - k$, for $k \geq 1$, such that

$$
\sum_{i=1}^{n} (-1)^{i(n-i)} \sum_{\tau \in Sh(i,n-i)} \chi(\tau) \left[ [v_{\tau(1)}, \ldots, v_{\tau(i)}]_i, v_{\tau(i+1)}, \ldots, v_{\tau(n)} \right]_{n-i+1} = 0
$$

for homogeneous elements $v_1, \ldots, v_n \in V$.

**Example A.2.** An $L_\infty$-algebra for which only the first multibracket $[\cdot]_1$ is non-trivial is the same thing as a cochain complex.

**Example A.3.** An $L_\infty$-algebra for which only $[\cdot, \cdot]_2$ is non-trivial is the same thing as a graded Lie algebra. Recall that a graded Lie algebra together with a bilinear bracket $[\cdot, \cdot]: V \times V \rightarrow V$ such that, for all homogeneous $a,b,c \in V$:

- the bracket is degree-preserving, i.e. $[V_i,V_j] \subset V_{i+j}$
- the bracket is graded skew-symmetric, i.e. $[a,b] = -(-1)^{|a||b|}[b,a]$
- the Jacobi identity holds, i.e. the adjoint action $[a,\cdot]$ is a degree $|a|$ derivation of the bracket: $[a,[b,c]] = [[a,b],c] + (-1)^{|a||b|}[b,[a,c]]$.

**Example A.4.** An $L_\infty$-algebra for which only $[\cdot]_1$ and $[\cdot, \cdot]_2$ are non-trivial is the same thing as a differential graded Lie algebra (DGLA). Recall that a DGLA $(V,[\cdot, \cdot],\delta)$ is a graded Lie algebra together with a linear map $\delta: V \rightarrow V$ such that

- $\delta$ is a degree 1 derivation of the bracket, i.e. $\delta(V_i) \subset V_{i+1}$ and $\delta[a,b] = [\delta a, b] + (-1)^{|a|}[a,\delta b]$
- $\delta^2 = 0$.

Although in this paper we focus on $L_\infty$-algebras, it is useful to introduce the closely related notion of $L_\infty[1]$-algebra. The graded symmetric algebra over $V$ is the quotient of the tensor algebra

$$SV := TV/(v \otimes v' - (-1)^{|v||v'|}v' \otimes v).$$

For any homogeneous elements $v_1, \ldots, v_j \in V$ and $\tau \in S_j$, the sign $\epsilon(\tau)$ is defined by

$$v_{\tau(1)} \cdots v_{\tau(j)} = \epsilon(\tau)v_1 \cdots v_j$$

where the product appearing here is the one in $SV$.

**Definition A.5.** An $L_\infty[1]$-algebra is a graded vector space $V$ equipped with a collection of linear maps $\{\cdots\}_k: S^k V \rightarrow V$ of degree 1, for $k \geq 1$, such that

$$
\sum_{i=1}^{n} \sum_{\tau \in Sh(i,n-i)} \epsilon(\tau) \left\{ [v_{\tau(1)}, \ldots, v_{\tau(i)}]_i, v_{\tau(i+1)}, \ldots, v_{\tau(n)} \right\}_{n-i+1} = 0
$$

for homogeneous elements $v_1, \ldots, v_n \in V$.

The relation between the two notions is the following: there is a bijection [35, Rem. 2.1] between $L_\infty$-algebra structures on a graded vector space $V$ and $L_\infty[1]$-algebra structures on $V[1]$, the graded vector space defined by $(V[1])_i := V_{i+1}$. The multibrackets are related by the décalage isomorphism

$$\left(\wedge^n V\right)_n \cong S^n(V[1]), \quad v_1 \cdots v_n \mapsto v_1 \cdots v_n \cdot (-1)^{(n-1)|v_1|+\cdots+2|v_{n-2}|+|v_{n-1}|}.$$ (52)
Remark A.6 (The derived bracket construction). We recall briefly Voronov’s derived bracket construction, which delivers $L_\infty[1]$-algebras out of simple data \cite{Voronov99} Thm. 1, Cor. 1. Consider a quadruple $(L, a, P, \Delta)$ where $L$ is a graded Lie algebra, $a$ an abelian Lie subalgebra, $P : L \to a$ a projection whose kernel is a Lie subalgebra of $L$, and $\Delta \in Ker(P)_1$ an element such that $[\Delta, \Delta] = 0$. Then $a$ acquires a $L_\infty[1]$-algebra structure, with multibrackets $\{0\} := P\Delta$ and $(n \geq 1)$

$$\{a_1, \ldots, a_n\}_n = P[\ldots [[\Delta, a_1], a_2], \ldots, a_n].$$

The corresponding $L_\infty$-algebra structure is obtained applying the décalage isomorphism.

Remark A.7. Given a finite dimensional $\mathbb{Z}$-graded vector space $V$, there is a bijection between $L_\infty[1]$-algebra structures on $V$ and homological vector fields (see Def. \cite{LadaStasheff92} Def. 1.7) on $V$ which vanish at the origin. The correspondence is given by Voronov’s derived bracket construction, and is analogous to the one of Lemma B.10 below.

A.2. $L_\infty$-algebras morphisms. In this paper we make use of the notion of (curved) $L_\infty$-algebra morphism. To define it, we first consider (curved) $L_\infty[1]$-algebra morphisms \cite{LadaStasheff92} Def. 6 \cite{CattaneoMeinrenken04} Def. 1.7. We only need a special case:

Definition A.8. Let $V$ be a $L_\infty[1]$-algebra with multibrackets $\{\ldots\}$, and let $(W, d, \{\cdot, \cdot\})$ be an $L_\infty[1]$-algebra whose only non-trivial multibrackets are the unary and binary ones.

a) An $L_\infty[1]$-algebra morphism from $V$ to $W$, denoted $V \rightsquigarrow W$, is a degree 0 linear map $\phi : S^{\geq 1}V \to W$ such that for all $n \geq 1$

$$\sum_{i=1}^{n} \sum_{\tau \in Sh(i, n-i)} \epsilon(\tau) \phi_{n-i+1}(\{v_{\tau(1)}, \ldots, v_{\tau(i)}\}_i, v_{\tau(i+1)}, \ldots, v_{\tau(n)})$$

$$= d\phi_n(v_1, \ldots, v_n) + \frac{1}{2} \sum_{j=1}^{n-1} \sum_{\tau \in Sh(j, n-j)} \epsilon(\tau) \{\phi_j(v_{\tau(1)}_+, \ldots, v_{\tau(j)}_+), \phi_{n-j}(v_{\tau(j+1)}, \ldots, v_{\tau(n)})\}. \tag{54}$$

for every collection of homogeneous elements $v_1, \ldots, v_n \in V$. Here $S^{\geq 1}V := \bigoplus_{i \geq 1} S^i V$.

b) a curved $L_\infty[1]$-algebra morphism $V \rightsquigarrow W$ consists of a degree 0 linear map $\phi : SV \to W$ satisfying, for $n \geq 0$, a variation of \cite{LadaStasheff92} where the index $j$ on the right side of the equation runs from 0 to $n$.

Remark A.9. If $\phi : SV \to W$ is a degree 0 linear map, then the zero component $\phi_0 : \mathbb{R} \to W_0$ gives rise to an element $\phi_0(1) \in W_0$, which by abuse of notation we denote by $\phi_0$. The curved variant of eq. \cite{LadaStasheff92} for $n = 0$ then reads $0 = d\phi_0 + \frac{1}{2} \{\phi_0, \phi_0\}$. In other words, if $\phi$ is a curved $L_\infty[1]$-algebra morphism, then $\phi_0$ is a Maurer-Cartan element of $W$.

The following fact, whose proof follows easily from the above, is implicit in \cite{LadaStasheff92}:

Lemma A.10. Let $V$ be an $L_\infty[1]$-algebra, let $(W, \{\cdot, \cdot\})$ be a $L_\infty[1]$-algebra whose only non-trivial bracket is the binary one, and let $\phi : SV \to W$ be a degree zero linear map. Then the following is equivalent:

- $\phi$ is a curved $L_\infty[1]$-algebra morphism from $V$ to $W$
- $\{\phi_0, \phi_0\} = 0$ and $\{\phi_i\}_{i \geq 1}$ is an $L_\infty[1]$-algebra morphism from $V$ to $(W, \{\phi_0, \cdot, \cdot\})$.

In this paper we make use of (curved) $L_\infty$-algebra morphisms into a DGLA.
Definition A.11. Let $V$ be an $L_{\infty}$-algebra and $W$ a DGLA. An $L_{\infty}$-algebra morphism from $V$ to $W$, denoted $V \sim W$, is a linear map $\phi: \wedge^{\geq 1} V \to W$ which, under the décalage isomorphism [52], corresponds to a $L_{\infty}[1]$-algebra morphism from $V[1]$ to $W[1]$ (see Definition A.5).

Notice that the $k$-th component of an $L_{\infty}$-algebra morphism is a map $\wedge^k V \to W$ of degree $1 - k$. In equation (4), we display the conditions satisfied by an $L_{\infty}$-morphism from a Lie algebra to a DGLA, using the notation introduced there. For later convenience, we now spell out special cases of this.

Remark A.12 (Explicit formulae for $L_{\infty}$-morphisms). We shall be particularly interested in $L_{\infty}$-morphisms of the form:

$$F : \mathfrak{g} \sim \mathcal{D},$$

where $\mathfrak{g}$ is a Lie algebra and $\mathcal{D} = \mathcal{D}_0 \oplus \mathcal{D}_{-1} \oplus \mathcal{D}_{-2}$ is a DGLA concentrated in degrees $0, -1$ and $-2$, seen as an $L_{\infty}$-algebra whose higher brackets $[\cdots]_k$ vanish for $k \geq 3$. Explicitly, such an $L_{\infty}$-algebra morphism has components:

$$F_1 : \mathfrak{g} \to \mathcal{D}_0, \quad F_2 : \wedge^2 \mathfrak{g} \to \mathcal{D}_{-1}, \quad F_3 : \wedge^3 \mathfrak{g} \to \mathcal{D}_{-2},$$

satisfying the following conditions:

$$F_1([x,y]_\mathfrak{g}) = 0,$$

$$(55)$$

$$F_2([x,y]_\mathfrak{g},z) = 0,$$

$$(56)$$

$$F_3([x,y,z]_\mathfrak{g},t) + c.p = 0,$$

$$(57)$$

for any $x,y,z,t \in \mathfrak{g}$. Indeed, applying eq. (4) to the case of $n = 2,3,4$ delivers the three equations above, whereas for $n = 1$ and $n \geq 5$, eq. (4) is automatically satisfied by degree reasons.

Appendix B. Background on graded geometry and Lie $n$-algebroids

We review some notions of graded geometry (N-manifolds and Q-manifolds) along the lines of [35] §1.1. Then we introduce Lie $n$-algebroids (for $n = 1$ one recovers Lie algebroids as defined in the Introduction), and we recall their relation to Q-manifolds.

B.1. N-manifolds. N-manifold (“N” stands for non-negative) were introduced by Ševera in [29]. Here we adopt the definition given by Mehta in [21] §2.

Given a finite dimensional $\mathbb{Z}_{\geq 0}$-graded vector space $V = \oplus_{i \leq 0} V_i$, recall that $V^*$ is the $\mathbb{Z}_{\leq 0}$-graded vector space defined by $(V^*)_i = (V_*)^{-i}$. As earlier, we denote by $S(V^*)$ the graded symmetric algebra over $V^*$, a graded commutative algebra concentrated in positive degrees.

Definition B.1. Let $V = \oplus_{i \leq 0} V_i$ be a finite dimensional $\mathbb{Z}_{\leq 0}$-graded vector space and $n \geq 0$ an integer.

The local model for an $N$-manifold consists of a pair as follows:

- $U \subset \mathbb{R}^n$ an open subset
- the sheaf (over $U$) of graded commutative algebras given by $U' \mapsto C^\infty(U') \otimes S(V^*)$. 

Definition B.2. An $N$-manifold $\mathcal{M}$ consists of a pair as follows:

- a topological space $M$ (called body)
- a sheaf $\mathcal{O}_M$ over $M$ of graded commutative algebras, locally isomorphic to the above local model (the sheaf of “functions”).

We use the notation $C(\mathcal{M}) := \mathcal{O}_M(M)$ to denote the space of “functions on $\mathcal{M}$”. By $C_k(\mathcal{M})$ we denote the degree $k$ component of $C(\mathcal{M})$, for any non-negative $k$. The degree of the $N$-manifold is the largest $i$ such that $V_{-i} \neq \{0\}$. Degree zero $N$-manifolds are just ordinary manifolds.

We have a natural projection $p: \mathcal{M} \to M$, induced by the inclusion $C^\infty(M) = C_0(\mathcal{M}) \hookrightarrow C(\mathcal{M})$. Further we have an embedding of the algebra $C(\mathcal{M})$ to it has body $M$, and $\mathcal{O}_M$ is given by the sheaf of sections of $SF^\ast$.  

Example B.3. Let $F = \oplus_{i<0} F_i \to M$ be a graded vector bundle. The $N$-manifold associated to it has body $M$, and $\mathcal{O}_M$ is given by the sheaf of sections of $SF^\ast$.

Remark B.4. By Batchelor’s theorem in the category of $N$-manifolds, any $N$-manifold of degree $n$ is non-canonically isomorphic to a graded vector bundle concentrated in degrees $-1, \ldots, -n$ (see for instance [32, §2.2]).

Definition B.5. For any integer $k$, a degree $k$ vector field on $\mathcal{M}$ is a degree $k$ derivation of the algebra $C(\mathcal{M})$.

Since $C(\mathcal{M})$ is a graded commutative algebra (concentrated in degrees $\geq 0$), the space of vector fields $\chi(\mathcal{M})$, equipped with the graded commutator $[\cdot, \cdot]$, is a graded Lie algebra.

B.2. Homological vector fields and $Q$-manifolds. The $N$-manifolds appearing in this paper often come equipped with extra structure:

Definition B.6. [32] A $Q$-manifold is an $N$-manifold equipped with a homological vector field, i.e. a degree 1 vector field $Q$ such that $[Q, Q] = 0$.

A well-known example of $Q$-manifolds is given by Lie algebroids [20], as defined in the Introduction. More precisely, we have the following well-known correspondence ([32], see also [15]):

Lemma B.7. There is a bijection between $Q$-manifolds of degree 1 and Lie algebroids.

We describe the correspondence, which will be extended to Lie $n$-algebroids in Lemma [13, 10]. There is a bijection between vector bundles and degree 1 $N$-manifolds. If $A$ is a Lie algebroid, then the homological vector field is just the Lie algebroid differential acting on $\Gamma(\wedge A^\ast) = C(A[1])$. Conversely, if $(\mathcal{M} := A[1], Q)$ is an $Q$-manifold, then the Lie algebroid structure on $A$ can be recovered by the derived bracket construction: using the identification $\chi_{-1}(\mathcal{M}) = \Gamma(A)$, we define for all $a, b \in \Gamma(A)$ and $f \in C^\infty(M)$:

$$[a, b]_A = [[Q, a], b], \quad \rho_A(a)f = [[Q, a], f],$$

(58)

In coordinates the correspondence is as follows. Choose coordinates $x_\alpha$ on $M$ and a frame of sections $e_i$ of $A$, inducing (degree 1) coordinates $\xi_i$ on the fibers of $A[1]$. Then

$$Q_A = -\frac{1}{2} \xi^i \xi^j c_{ij}^k(x) \partial \xi_k + \rho_i^0(x) \xi^i \partial x_\alpha$$

(59)

where $[e_i, e_j]_A = c_{ij}^k(x) e_k$ and the anchor applied to $e_i$ is $\rho_i^0(x) \partial x_\alpha$.

---

32The embedding is defined, more generally, for any $Z$-graded manifold.
33We are abusing language here, calling $Q$-manifold what is often referred to as $NQ$-manifold.
Remark B.8. For a $Q$-manifold $\mathcal{M}$ of degree $n$, the space of vector fields
$$(\chi(\mathcal{M}), -[Q, \cdot], [\cdot, \cdot])$$
is a DGLA with concentrated in degrees $\geq -n$. (We put a minus sign in front of $[Q, \cdot]$ for mere convenience, and omitting it still delivers a DGLA).

B.3. Lie $n$-algebroids. We review Lie $n$-algebroids are defined in \cite{K} §2 (where they are called split Lie $n$-algebroids). For $n = 1$ this definition recovers Lie algebroids.

Definition B.9. A Lie $n$-algebroid consists of a graded vector bundle
$$A := A_0 \oplus A_{-1} \oplus \cdots \oplus A_{-n+1} \to M$$
(where the fibers of $A_i$ are concentrated in degree $i$) over a manifold $M$ together with
- a bundle map $\rho: A_0 \to TM$,
- an $L_\infty$-algebra structure on $\Gamma(A)$ (with multibrackets $[\cdot, \cdot]^k$ for $k = 1, \ldots, n+1$)
such that the following compatibly conditions are satisfied:
- $[\cdot, \cdot]^k$ is $\text{C}^\infty(M)$-multilinear for $k \neq 2$
- $[\cdot, \cdot]^2$ applied to two sections of $A_{\neq 0}$ is $\text{C}^\infty(M)$-bilinear, and satisfies the Leibniz rule w.r.t. $\rho$: for all $s_0 \in \Gamma(A_0)$, $t \in \Gamma(A)$, $f \in \text{C}^\infty(M)$,
$$[s_0, ft]^2 = f[s_0, t]^2 + \rho(s_0)f \cdot t.$$  

Lie $n$-algebroids are also examples of $Q$-manifolds, by the following known correspondence \cite{K} §2][4, §3.4]. Here, $A = A_0 \oplus \cdots \oplus A_{-n+1} \to M$ is a graded vector bundle. Notice that $A[1]$ is concentrated in degrees $-1, \ldots, -n$, hence it is an $N$-manifold with body $M$.

Lemma B.10. There is a bijection between Lie $n$-algebroid structures on $A$ and homological vector fields on the $N$-manifold $A[1]$.

We review briefly one direction of this correspondence. It makes use of Voronov’s derived bracket construction, as recalled in Remark A.5. Let $Q$ be a homological vector field on $A[1]$. Applying this construction to the vector fields $L = \mathfrak{X}(A[1])$, to the vertical and fiberwise constant vector fields $\mathfrak{a} = \Gamma(A[1])$, to the projection $P$ obtained restricting to the body $M$ and taking the vertical part, and to $\Delta = Q$, one obtains an $L_\infty[1]$-algebra structure on $\Gamma(A[1])$. Upon applying the décalage isomorphism (52), one obtains an $L_\infty$-algebra structure on $\Gamma(A)$. The formula $\rho(a)f = [[Q, a], f]$ for $a \in \Gamma(A_0[1])$ and $f \in C^\infty(M)$ determines the anchor.

Remark B.11. By Batchelor’s theorem (see Rem. B.4) and Lemma B.10, any $Q$-manifold of degree $n$ gives rise to a split Lie $n$-algebroid.
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