Assessment of Scientific Reasoning: Development and Validation of Scientific Reasoning Assessment Tool
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Abstract

Studies indicate that the failure of science education to meet the needs of the 21st century is to some extent due to the inability to incorporate scientific reasoning and higher order assessments in the school instruction. Though the outcomes of education seek higher-order thinking abilities there is a lack of high ability assessments in low-income nations. This study aimed to develop and validate Scientific Reasoning Progress Tool (SRPT) that measures students' reasoning abilities. In this study, 40 items were developed, pilot-tested, and administered to 242 students from grade eight. The SRPT was a valid and reliable instrument. It was also found that the reasoning ability of grade 8 students is limited to the lower levels of reasoning. It is recommended that further study is essential through the adoption of the framework and the design to develop additional instruments and investigation of the progression of students' scientific reasoning ability.

Keywords: Rasch analysis, reasoning progress, scientific reasoning, styles of scientific reasoning

INTRODUCTION

These days, science education is believed to be a means to tackle the challenges of the 21st century such as poverty in sub-Saharan countries (Josh & Verspoor, 2013), and poor quality of life and other societal problems (Zhou, et al., 2016). To solve such challenges of the 21st century, science education needs to help students to develop the skills needed for the Century such as the ability to solve problems, evaluate information, collaborate with others effectively, work with a variety of new technology, critical thinking, reasoning, and develop new ideas and products (Dole, Bloom, & Kowalske, 2016; Lamb, Jackson, & Rumberger, 2015; Nagaoka, Farrington, Ehrlich, & Heath, 2015). Science education is required to play a paramount role in equipping students with the skills that enable them to be competitive in the era of globalization, promote a rational culture, and make proper decisions.

Failure of science education for the needs of the 21st century is, however, to some extent attributed to its inability to incorporate scientific reasoning as a good model in the school instruction (Osborne, 2013). Studies indicate that scientific reasoning ability promotes students' skills in solving real-life problems (Han, 2013). It is considered a better predictor of success in science education (Osborne, 2013), and has an impact on students’ long-term academic achievement (Bao et al., 2009). Scientific reasoning ability has also recently gained crucial significance in STEM subjects (Kind & Osborne, 2017; Optiz, Heene, & Fisher, 2017). To promote and establish such ability in the science classroom, it is required to assess students’ pattern of scientific reasoning and develop valid assessment tools that measure and evaluate their ability of scientific reasoning.

However, previous studies of scientific reasoning gave more weight to the view that scientific reasoning is domain-general (Kuhn, 2002; Zeineddin & Abd-El-Khalick, 2010). Based on this assumption scientific reasoning was considered as independent of content knowledge and it was assumed to be merely a skill to be developed. This view led researchers to develop assessments that can measure students’ ability of scientific reasoning and skills such as control of variables, generating hypotheses, generating evidences, evaluating evidence, and drawing conclusions (Optiz et al., 2017) without emphasizing the content knowledge.
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Recently this view has substantially been challenged by the view that scientific reasoning is dependent on domain-specific knowledge (Kind & Osborne, 2017; Osborne, 2013; Zeineddin & Abd-El-Khalick, 2010). Studies revealed that children construct domain-specific theories which, in turn, lead to domain-specific reasoning from infancy through adulthood (Gelman & Noles, 2011). Moreover, pre-school children and elementary school students have been found to be engaged in reasoning and higher-level activities using domain-specific knowledge (Gelman, 2003; Gelman & Noles, 2011). Studies also reveal that human cognition such as students’ reasoning ability is highly related to domain-specific knowledge and has a gradual developmental pattern starting from an early age (Gelman & Noles, 2011). It is essential to address the primary school students’ domain-specific scientific reasoning ability because such an age is characterized by grasping the basics of physics knowledge.

These noted that it is important to assess not only competencies of reasoning skills but also the three types of knowledge: content, procedural and epistemic in relation to styles of scientific reasoning and how such skills can be manifested in real-life situations. According to OECD (2016) content knowledge involves knowledge of the facts, concepts, ideas, and theories about the natural world and the explanations. Procedural knowledge involves the procedures and associated constructs that science uses to establish its claims to know. Procedural knowledge is related to scientific evidence to accept or reject a claim (Gott, Duggan, & Roberts, 2008). Epistemic knowledge is about the epistemic constructs and values and how these are used to justify science’s claims to know. Epistemic knowledge involves claims, explanations, evidence, hypotheses, models, and theories to establish scientific knowledge (OECD, 2016).

To this end, recent studies give attention to relating styles of scientific reasoning to the competencies of reasoning instead of dealing with competencies of reasoning alone (Kind & Osborne, 2017; Osborne, Rafanelli & Kind, 2018). Kind and Osborne (2017) argued that giving much focus on reasoning skills alone would not help to bring sustainable improvement in the whole picture of students’ learning progress. Styles of reasoning are advantageous over the other assessments of scientific reasoning frameworks in that it recognizes the need for all the three elements of domain-specific knowledge and different forms of reasoning that science has developed over the years. Even though thinking skills are transferrable, the ability to think and reason critically requires in-depth knowledge and understanding of a particular domain and is dependent on domain-specific content knowledge (Davies, 2013; Tiruneh, Cock, Weldeslassie, Elen, & Janssen, 2017). Scientific reasoning, therefore, in this study is considered as a subject knowledge-dependent, domain-specific, and is expressed through learning progression and styles of scientific reasoning.

Many sub-Saharan African countries are shifting their junior primary science and mathematics education system towards more integrated science approaches by including skills such as scientific reasoning and solving real-life problems to cope up with rapidly changing and complex societies which demand critical decisions and judgments but without considering evidence-based assessments (Verspoor, 2008). The design of the curriculum frameworks of such countries tends theoretically in a way that classroom instruction and assessment procedures should follow constructive learning theory which promotes students’ higher level of learning (Verspoor, 2008). This shift of educational system seems to match the students‘ learning with international trends. But, Ethiopia offers compartmentalized science subjects starting from grade 7 that seeks the development of subject specific reasoning and problem solving.

Despite the curricular organization, the current classroom is dominated by lower-level cognitive demands globally (Osborne, 2013) and particularly in low-income nations (Joshi & Verspoor, 2013). In many sub-Saharan African countries, current classroom assessments are limited in measuring students’ low-level understanding such as recalling, memorization of facts, and ability to use algorithms (Joshi & Verspoor, 2013; Teshome, 2017; Verspoor, 2008). To solve such problems several international assessments and studies are engaged in developing scientific reasoning assessments and students’ level of reasoning. Some of them are Lawson’s Classroom Test of Scientific Reasoning (CTSR), PISA, TIMSS, PIRLS, and NAEP. These assessments are dominant, well-established for a long
time, and items from these studies are commonly used in scientific research (Bao et al., 2009; DeBoer, 2011).

The assessment projects such as PISA, TIMSS, and NAEP have developed and administered tests to assess students, in science and mathematics, at various grade levels in many countries around the globe by considering scientific reasoning as one of the themes incorporated in science. According to Kind (2013), however, such projects are criticized for giving major emphasis for the domain-general aspect of scientific reasoning (for example TIMSS), lack of categorizing the knowledge and reasoning dimensions explicitly (for example NAEP), lack of explanation of the link between knowledge dimensions and scientific reasoning (for example PISA) and all the three struggle to set an appropriate conceptualization for the science learning domain (particularly for scientific reasoning). Yet, the outcomes of these assessments indicate the effectiveness of a country’s educational system and its education quality. Also, the scientific reasoning items are context-dependent and, in some cases, culturally situated to the setting of developed nations. The tests are also mainly meant to assess students’ ability in high-income nations, limited to a specific selected common core of science knowledge and skills in keeping the basic interest of the participating countries (Kambeyo, 2017).

The CTSR is one of the commonly administered and used tests by science education researchers (Bao et al., 2009; Lawson, 2004). The test assesses various aspects of scientific and mathematical reasoning; hence, CTSR measures the general attributes of scientific and mathematical reasoning. Osborne (2013) argued due to the domain-general aspect of CTSR, it lacks the considerations of contextual factors. Anderman, Sinatra, and Gray (2012) contended that such tests are limited in measuring students’ reasoning abilities and knowledge effectively by considering specific learning situations related to a particular concept in depth. It was also argued that learning is more of domain-specific (science-as-practice) than domain-general (science-as-logic) and developing knowledge is progressive (Gelman & Noles, 2011; Lehrer & Schauble, 2006). Duschl and Grandy (2011) further contended that students’ content knowledge learning, ways of reasoning, ways of communicating scientific ideas, and critiques linked to the domain within which learning is taking place.

In addition to this, studies reveal that the students of low-income nations who participate in such international tests lag behind high-income nations in educational achievement. International studies, such as TIMSS, PIRLS, and PISA, show an achievement gap of about two standard deviations between the international mean value of these tests and the score in a typical low-income nation (Martin, Mullis, Foy, & Hooper, 2016; Sabanathan, Wills, & Gladstone, 2015). It means the average student in low-income nations is four to five years of learning behind a similar student in the high-income nations. The international assessments allow comparison among participating countries, give opportunities to share techniques, and help to check the educational structures and policy in line with the students’ achievement success (Cresswell, Schwantner, & Waters, 2015). Nonetheless, it is difficult to represent every aspect of students’ ability by considering all the varying factors such as quality of education, learning strategies, assessment system, class-size, health status, nutrition, and family background. It is difficult to develop a common assessment procedure that suits all countries because there are curricular variations, achievement gaps, and weights given for a particular skill in terms of various interests of a specific country (Au, 2007; Greaney & Kellaghan, 2007). For this reason, international assessors are increasingly focusing on this problem and have pointed to a demand to develop new assessments better suited for low-income nations (Hanushek & Woessmann, 2010).

These indicate the need to develop items that assess students’ reasoning ability by considering the context of the students in terms of the curricula and their learning. Besides, there are low conceptual and reasoning abilities of the Ethiopian upper primary school (grade 7 and 8) students as reported by the results of the research project "transforming the pedagogy of STEM subjects (TPSS)" (Alemu, Kind, Tadesse, Atnafu, & Michael, 2017) that inspired the researchers to deal with assessing reasoning ability.

The aforementioned problems drove the need for context-based, construct-based, and domain-specific assessment tools that can measure current students’ reasoning abilities in low-income nations such as countries in sub-Saharan Africa. Therefore, this study assessed students’ reasoning levels along with developing and validating a scientific reasoning assessment tool (SRPT hereafter) for middle school (Grade 8) students.

Hence the study was engaged in answering the following research questions.

1) To what extent is the SRPT valid and reliable to measure Grade 8 students’ scientific reasoning progress?

2) How do the Grade 8 students’ progression trends relate to the different reasoning levels measured by the SRPT?

THEORETICAL FRAMEWORK

The development of an assessment tool to measure scientific reasoning of this kind seeks a guiding framework. As the key concepts are scientific reasoning, and development of the tool, two fundamental frameworks were utilized. These were: 1) the styles of scientific reasoning (SSR) framework represented by four proficiency levels: Generation of claim, Explanations of claim, Evidence-based reasoning and
Drawing conclusion in their increasing order, and developed from joint consideration of Ford and Wargo (2012) and McNeill and Krajcik (2011) theoretical frameworks, and 2) the development framework of Senocak’s (2009) that considers the development of items for each style and level. The Styles of Scientific Reasoning (SSR) framework encompasses six styles of scientific reasoning (SSR) identified through analysis of the history of science: mathematical deduction, experimental evaluation, hypothetical modeling, categorization and classification, probabilistic reasoning, and history-based evolutionary reasoning. But, the first three styles are commonly represented and dominated in primary school science (Hacking, 2012), and Ethiopia follows early compartmentalized delivery of sciences starting from grade 7 that seeks reasoning as a foundation. Therefore these three styles are used to guide the study each of which are leveled into four proficiency levels that are used to identify and demarcate the scientific reasoning construct.

Senocak’s framework is a four stages development procedure of a tool. It stages item formulation, content validation, construct validation, and reliability calculation. Senocak’s framework was used in this study because it allows a construct-driven assessment development procedure by first considering the conceptualization of a construct to be studied.

This study followed the Senocak’s framework for the development of SRPT by considering one more stage, pilot testing, to check the consistency between items and the levels, to determine the duration of time required for the test and to make necessary revision. Table 1 presents the matrix of the approach to the study, the details of which are provided in subsequent sections.

### METHODS

The method employed for this study included the joint consideration of the four stages of Senocak’s Framework with that of the levels of proficiency. The detail of each stage is presented below. To have at least the minimum requirement of the recommended sample size for one parameter Item response theory (IRT) model, which is 200 (Wright & Stone, 1979), six schools were selected randomly for this study. One physics teacher from each school took part in the development of the items. Two hundred and forty-two grade eight students were study targets from the total students of about one thousand and two hundred students. The selection of 8th grade students is because grade 7 is an early stage of the partition of science into three independent subjects and the beginning of physics to be learned as a subject in the Ethiopian curriculum.

### Stage 1: Item Formulation

This stage included three steps: an extensive review of literature on conceptualization of the construct to be studied (see introduction section), item development, and item modifications (Martin & Jamieson-Proctor, 2019; Senocak’s, 2009).

This study approaches the construct scientific reasoning from a two-dimensional structure: 1) Styles of Scientific Reasoning (SSR) and 2) proficiency levels. The styles of scientific reasoning recognize the need for three elements of domain-specific knowledge: content, procedural, and epistemic (Kind & Osborne, 2017). Among the six SSR the first three styles are commonly represented and dominated in primary school science (Hacking, 2012). Reasoning in primary school physics, for example, may require mathematical deductive reasoning with mathematical relationships, model-based reasoning with physics ideas, and data-based reasoning with data. Hence, this study framed the scientific reasoning construct on this three SSR and developed the SRPT that assess grade 8 students' scientific reasoning ability.

Proficiency levels require identifying the progress of students’ understanding and reasoning from tacit towards a higher form of understanding. Proficiency levels for this study are identified based on the Ford and Wargo (2012) and McNeill and Krajcik (2011) theoretical frameworks. Ford and Wargo (2012) presented a framework with five sub-categories: Nonact - Recounting - Applying (explain) - Juxtaposing - Evaluating. McNeill and Krajcik (2011) provided a framework consists of four components: claim-evidence - reasoning - rebuttal depending on the experience, understanding, and age of students. The framework of Ford and Wargo (2012) is developed to address conceptual understanding and epistemic knowledge from recount to evaluation level whereas the framework of McNeill and Krajcik’s (2011) was developed by incorporating the structure of reasoning.

The framework of Ford and Wargo (2012) gives more focus on the content and epistemic knowledge. They developed a scaffolding framework that shows students
learning progression in a way to answer what and how students’ knowledge and understanding ability progresses from low to a high level. The framework gives less emphasis on the structure of reasoning, particularly evidence generation, which describes students’ procedural knowledge. On the other hand, the framework of Krajcik and McNeil (2011) framework represents the structure of reasoning from claim to rebuttal which tends to describe students’ procedural and epistemic knowledge. In addition to this, the framework of Ford and Wargo (2012) informs about students’ progress of conceptual understanding but it gives less emphasis to the students’ pattern of reasoning.

The framework of McNeill and Krajcik (2011) considers the structure of reasoning which also gives less emphasis to conceptual understanding, especially content knowledge. Therefore, the combination of both frameworks enabled our development of proficiency levels by incorporating both students’ reasoning patterns and three types of domain-specific knowledge.

Based on the amalgamation of these two frameworks, the proficiency levels that depict students’ progress of scientific reasoning were developed. The first level of McNeill and Krajcik (2011), claim, can be categorized under the first and the second levels of Ford and Wargo (2012) because both recount and explain are about students’ claims in different levels of understanding. Therefore, for this study, the first level is the generation of claim which demands students’ describing knowledge based on simple facts and the second level is an explanation of claim by relating and integrating factual knowledge. The third level is evidence-based reasoning based on the McNeill and Krajcik (2011) framework which requests students to generate evidence for the explanations they provided in the second level; and the evidence is based on the juxtaposed knowledge according to Ford and Wargo (2012). The fourth level is concluding by considering a high level of understanding according to Ford and Wargo (2012) and by evaluating available evidence according to the framework of McNeill and Krajcik (2011).

### Item development and modification

Items were developed from the contents of grade 7 and 8 physics subject from which students learned to represent the levels in Table 2. Initially, the researchers developed 45 items by referring to the National Learning Assessments (NLA) of Ethiopia, TIMSS reasoning items, grade eight physics classroom tests, physics grade 7 & 8 textbooks, and a reference book (Hewitt, 2006). The items were developed from the contents students have already learned in grade 7 and 8. Items that match the curriculum framework of Ethiopia were selected. The item development followed Haladyna, Downing, and Rodriguez (2002) multiple-choice item-writing guidelines. Each item consists of three distractors and one scientifically correct answer. The distracters were developed to include correct responses, partially correct responses, incorrect responses, and naïve responses.
The items developed were given to six selected physics teachers who have been teaching grade eight physics. The teachers provided comments on the setting of the items and if they represent the levels indicated in Table 2. There were also discussions with the teachers about the anticipated students’ levels of reasoning and the suitability of the items. Based on the discussions and teachers’ comments, the progress levels and the items were improvised, and some new items incorporated. Accordingly, twenty-two items were revised, three items rejected, and five new items included. Finally, 44 items were made available. The final 44 items are developed to represent the levels identified in the table (2) in a way that model-based reasoning comprises of items (1.1, 1.2, 1.3, 1.4, 2.1, 2.2, 2.3, 2.4, 3.1, 3.2, 3.3, 3.4, 5.1, 5.2, 5.3, & 5.4), mathematical deductive reasoning comprises of items (9.1, 9.2, 9.3, 9.4, 10.1, 10.2, 10.3, 10.4, 11.1, 11.2, 11.3 & 11.4), and data-based reasoning comprises of items (4.1, 4.2, 4.3, 4.4, 6.1, 6.2, 6.3, 6.4, 7.1, 7.2, 7.3, 7.4, 8.1, 8.2, 8.2, 8.3 & 8.4).

A sample item is provided below. It is supposed to measure the data-based reasoning of students. Item (8.1) is designed to assess the factual understanding as a first level, the second level (8.2) requires students to explain the relationship between variables, and in the third level (8.3) they are required to provide evidence as to why they explained the second level by using the data. Finally, in the fourth level (8.4) students are expected to draw a conclusion based on the pattern of the data given in the table.

**Question 8:** Two students performed an experiment. To accomplish this, they collected different working batteries, wires, and ammeter. After connecting properly they measured the values of current (I) in the circuit by varying number of batteries for a single value of resistance (R). The students’ measurement is tabulated as shown in Table 3.

| Voltage (v) | Resistance (Ω) | Current measured by first student (A) | Current measured by second student (A) |
|------------|----------------|----------------------------------------|----------------------------------------|
| 1.5        | 2              | 0.73                                   | 0.76                                   |
| 3          | 2              | 1.40                                   | 1.45                                   |
| 4.5        | 2              | 2.20                                   | 2.20                                   |
| 6          | 2              | 2.95                                   | 3.05                                   |

8.3 Why do you select the above answer for question number 8.2? It is because
a) The measurement is taken on voltage and current at constant resistance
b) **The measurement is taken on current by varying voltage at constant resistance**
c) The measurement is taken on voltage and resistance is calculated
d) The measurement is taken on voltage, current, and resistance.

8.4 What would you conclude if students use 7.5 volt battery in the above experiment?
a) The value of the current measured by the students will vary in the range between 2.95 and 3.05A.
b) The value of current measured by the students will be less than 2.95 A
c) The value of current measured by the students will be less than 3.05A
d) **The measured value of current will be greater than 2.95A and 3.05A**

Stage 2: Content Validation

Beyond the participation of school teachers, the following involved ensuring content validity. Two physics instructors, working at Hosanna College of Teacher Education with experience of teaching physics at middle schools, high schools, and college levels; three Ph.D. candidates with experience of teaching physics, specializing in physics education, and who took courses on assessment and scientific reasoning. These experts were asked to check and evaluate the alignment between the items and the reasoning levels, categorize the items into three types of styles of reasoning, and check the quality of the items if the items represent the intended construct. The experts provided feedbacks related to the setting of the items, their alignment with the measure at each level, language, and conceptual problems along with the possible mechanisms on how to improve. The experts’ comments and suggestions for improvement were duly considered when modifying the items during the second round revision. Through this process, 44 final items were made ready for pilot testing.

Stage 3: Construct Validation

The core task of this research is constructing and validating Scientific Reasoning Assessment Tool. Hence, several activities were performed to ensure construct

---

Table 3. A Sample Item

| Voltage (v) | Resistance (Ω) | Current measured by first student (A) | Current measured by second student (A) |
|------------|----------------|----------------------------------------|----------------------------------------|
| 1.5        | 2              | 0.73                                   | 0.76                                   |
| 3          | 2              | 1.40                                   | 1.45                                   |
| 4.5        | 2              | 2.20                                   | 2.20                                   |
| 6          | 2              | 2.95                                   | 3.05                                   |
validity. These include using a standardized pool of items and incorporating experts’ views discussed above, conducting pilot testing, and relating analysis results with theoretical bases.

The items were pilot tested at Hadiyya Zone of Southern Nation, Nationalities, and Peoples Region (SNNPR) in Ethiopia. Fifty students from grade eight participated in the pilot study. This is a sufficient sample size to see what is happening (Wright & Tennant, 1996). Based on initial piloting with those 50 students - who did not involve in the final data collection improvements were made on the items.

After validating the items based on quality indicators supported by expert judgments and the psychometric analysis results from the pilot testing, final data were collected from 242 students. The following discusses the observed results based on the data from the 242 students who took the test. This enhances further the validity of the items developed. To analyze the data one dimensional Rasch’s dichotomous model analysis was used. Using the Winstep3,68,0, the quality of the items was analyzed with the help of indicators such as separation index, item fit, correlation, unidimensionality and item person map.

Item separation and reliability of the items, for the pilot testing, were 2.12 and 0.82 respectively. The range of Infit and Outfit values were in the range between 1.05 and 0.9, and 1.24 and 0.89 respectively, which is in the acceptable range. However, items 3.2, 5.4, 3.3, 2.4, 5.1 and 5.1 were items with negative correlation. Items 8.4, 4.2, 2.1, 11.3, 6.3, 11.4, 6.4, 1.3, 5.3, 3.4, 9.4, 5.2, 6.2, 2.3, 1.2, 1.1, 4.3, 4.1 and 11.1 have very low correlation, less than or equal to 0.2. There was also a big gap (about 1STD) between students’ mean value and items mean value, which suggests that the items were difficult for the students. There was a big gap between items 8.1 and 7.1 and also between 7.1 and 6.1. The results clearly tell that the test needs some modifications. Based on this result some modifications were made before administrating the final test. The modification was in terms of conceptual arrangement, distracter and grammatical arrangement level. Items 1.1, 3.1, 3.2 and 5.1 were reworded in suitable grammatical arrangement for the students. Items 4.1, 8.1, 8.2 and 11.1 were modified because they were found to be unclear. The answer options of items 2.3, 2.4, 3.3, 3.4, 5.3, 5.4, 6.2, 6.3, 6.4, 10.3, and 10.4 were revised because they were not answered by the students as expected theoretically.

For the analysis of the items, Rasch model was further used because Rasch analysis allows construct-driven assessment procedures that help to develop progressive levels of a construct (Wilson, 2004). Rasch modeling techniques allows establishing the construct validity by evaluating the fit of the instruments’ items to the underlying construct (Bond & Fox, 2007; Martin & Jamieson-Proctor, 2019). In order to ensure the construct validity fit statics, dimensionality and item person map were used.

**Fit statistics**

Fit statistics provides the discrepancies between the expected Rasch modeling and actual data of the test. To determine the degree to which the data fits the Rasch model, item Infit and Outfit values were determined. Infit detects unexpected patterns of responses on items whereas outfit detects unexpected responses on items which are very easy or very difficult. Mean square residuals (MNSQ) and standardized z-statistics (ZSTD) are ways to provide the results of Infit and Outfit values. The recommended range of infit and outfit of MNSQ for such a kind of multiple choice tests is 0.7 to 1.3 (Bond & Fox, 2007). The acceptable range of ZSTD value is between -2 and 2 however its value is important only when the MNSQ values are not in acceptable range (Linacre, 2016). The values greater than the recommended interval indicates that data are less predictable with respect to the model and values less than the recommended interval indicates that data are more predictable with respect to the model.

For the SRPT, four items (item 7.1, 7.2, 7.3 and 7.4) did not meet the criteria of Rasch analysis. Including the items in the test brought the tool inconsistent with the theoretically established levels of reasoning. The ZSTD values for the items 7.2, 7.3 and 7.4 were 4.6, 3.7, and 2.9 respectively which indicates that the items caused a threat for the validity of the test. The correlations of the items were also poor (less than 0.2). For this reason, the items were rejected from the tool. After rejecting the four items, the Infit MNSQ values fell in the range of .81 to 1.10 which indicates that the learners’ abilities match the item difficulties. The Outfit MNSQ values fell in the range between .78 and 1.15 which also indicates that the responses have expected patterns. The ZTSD values for the items fell in the accepted interval (-2 to +2) except for items 3.2 and 4.3.

The fit statistics tells that item 4.3 has an infit MNSQ of 0.85, outfit MNSQ of .83, infit ZSTD of -3.3, and outfit ZSTD of -2.8. Item 3.2 has an infit MNSQ of 0.81, outfit MNSQ of .74, infit ZSTD of -3.6, and outfit ZSTD of -3.4. Hence, the items are over fitting; however, they do not cause any threat to the validity of the scale because they are measuring the same construct as far as the MNSQ value for infit and outfit lies within the expected range between 0.7-1.3 (D. Martin & Jamieson-Proctor, 2019).
The items that lie in the left side of the bubble chart show the data is more predictable than Rasch model expectations. The data does not contradict the model rather it indicates that there is redundancy of students’ responses. Validity of a scale becomes a threat when there are more misfit (underfitting) items in the right hand side of the bubble chart than items (overfitting) in the left hand side (Martin & Jamieson-Proctor, 2019). The bubble chart in Figure 1 and the values in Table 2 depict that the only items lie outside the Rasch model expectations are item 3.2 and item 4.3. The two items are over fitting because they are placed in the left side of bubble chart. The two items do not affect construct validity. They only indicate that there is redundancy of responses for the items.

The Infit and outfit MNSQ overall values for 40 items were 1.00 and .98 respectively and indicate that the expected mean square value of 1.00 was achieved (Bond & Fox, 2007). The mean of Infit and outfit ZSTD overall values for 40 items were 0 and -.1 respectively which also indicate that the expected ZSTD mean of 0 was almost achieved (see Figure 3). Consequently, the result indicate that the data fit the model and this in turn implies that the overall fit of the SRPT reasonably represent the construct of scientific reasoning and all the items contribute to a single underlying construct.

Dimensionality (PCA on residuals)

The assumption of unidimensionality is one of the most important aspects of Rasch analysis. According to Reckase (1979) a measure is considered to be unidimensional when the Rasch model explains a minimum of 20% variance. For Embretson and Reise (2000) the criterion for unidimensionality is a minimum of 3:1 ratio of the variance explained by a Rasch measure to the variance of the first principal component of residuals and unexplained variance in 1st contrast is recommended not to be greater than 15%. With the help of Principal Component Analysis (PCA), variance was examined in order to identify contrasts in the residuals. This enables to determine whether the data has a secondary dimension or not. A data which has secondary dimension contains items which measure constructs that was not planned to measure.

In the present data of SRPT, the raw variance explained by the items was 23.7% and the first contrast was 5.3% which can be considered as an evidence for unidimensionality. The ratio of the variance explained by measurement to the first contrast is about 5:1, which is also corroboration to the unidimensionality for the SRPT. The result suggests that the test has no significant secondary dimension.

Figure 1. Bubble chart of the SRPT shows how each of the 40 items fit the scale
Item person map

Item-person map in Figure 2 represents item difficulty and person ability on the same scale. In Figure 2, the left side shows students and the right side shows items. Each “x” in the left side represents two students. The students at the top of the map are the high scoring and the items at the top of the map are the most difficult ones. The Item-person map represents item difficulty and person ability on the same scale called logit scale. The logit scale is a common measurement unit to locate person ability and item difficulty according to person ability and item difficulty estimates (Bond & Fox, 2015). A student 1 logit above or below an item indicates that the person has a chance of 75% answering the item right or wrong respectively. A student placed opposite to the item on the map means that the student has approximately 50% likelihood to answer the item correctly. The relative positions of item mean “M” and the person mean “M” provides the status of students’ ability in terms of item difficulty.

The item measure values on the item person map demonstrate that SRPT for all 40 items are ranged from highest measure (item 5.4 with measure of 1.79 logits) to lowest measure (item 3.1 with measure of −1.77 logits). From the figure one can see that item 11.4 and 5.4 are the most difficult items. Item 11.4 is answered by only 28 (13%) students and item 5.4 is answered by 26 (11%) students correctly among 242 students. Items 8.4, 6.4, 2.4, 10.4, 2.3 and 8.3 are also very difficult items for most students. They are good items to measure high able students but still they are very demanding. Item 3.1 is the easiest item for the students and answered by 178 (75%) students correctly. Other items such as 6.1, 4.1, 1.11, 9.1, 8.1, 5.2, 11.1 and 4.2 are ordered in the bottom part of the item person map which is according to theoretical prediction except for item 3.2 and 4.2. In the same way items 11.4, 5.4, 8.4, 6.4, 2.4, 10.4 2.3 and 8.3 are also located in the upper part of the item person map except item 8.3 and 2.3 which is also according to theoretical predication in Table 1. Items 11.3, 6.3, 8.2, 1.4, 1.3, 3.4, 4.4, 9.4, 9.3 and 5.3 are items for measuring evidence level of reasoning. This is also according to theoretical predications except some items were included from level of drawing conclusion. Finally, items 10.2, 10.3, 6.2, 9.3, 1.2, 5.2, 11.2, 2.2, 3.3, 9.2, 10.1, 4.2, 4.3, and 10.1 are located around the level of explanation which is also according to expected prediction except for a few items. This indicates that the items which measure higher level of reasoning such as evidence generation and drawing conclusion were answered by few students and items which require low ability such as recalling facts were answered by most students. Students’ ability and item difficulty were distributed in terms of what has been expected according to the levels generated in Table 2.

The item-person map also demonstrated the items and students are fairly distributed in the scale except there were gaps among items between item 3.1 and item 4.1; item 8.4 and item 11.4. The location of the item 3.1 was -1.77 (ability measure) and the location of item 4.1 was -1.52. The location of item 8.4 was 1.44 and the location of item 11.4 was 1.68. The gaps between the items were less than 0.3 logit. The distance between the items in logit value implies that there is no significant gap among the items. This suggests that students’ ability was well targeted with the scale.

The item measures for SRPT were expressed using logit scale that ranged from −1.77 for item 3.1 to 1.79 for item 5.4. The person measures for SRPT were expressed using logit scale that ranged from −2.77 to 1.3. The range of person ability is wider in the bottom of the item person map and thinner in the upper part of the map. The range of person measure in logit value is greater than the item measure. This indicates, along with position of students mean (M) and item mean (M), that
the test was difficult for the sample and it is required more easy items to represent the item difficulty and person ability in a better proportion.

The result from item person map, generally, indicates that the scientific reasoning test seems to fairly measure students’ reasoning ability. The map also indicates that the items and persons are consistently distributed. This suggests that SRPT provides evidence for construct validity and that the instrument is measuring in a way that matches what the theory predicted.

Stage 4: Reliability

The separation and reliability index tells the reproducibility of the items and orderings of persons. Item separation is used to determine how well the items are ordered to separate students in their ability levels. Item separation (> 3) implies items hierarchy is good enough to verify the items difficulty into high, medium and low; item reliability (> .9) implies person sample is large enough to distinguish high, medium and low achievers (Linacre, 2012).

The summary statistics of 40 items and 242 students are shown in Figure 3. The result of item separation of SRPT (5.75) along with the item reliability (.97) confirms that the person sample is large enough to separate item difficulty hierarchy to measure the expected levels of reasoning. The item reliability (.97) along with item separation (5.75) indicates that the items were hierarchically separating the ability of students into four levels of reasoning (Boone, Staver, & Yale, 2014). The item reliability (.97) suggests that the SRPT is replicable. That means if one gives the test to another similar group; it has possibility to be replicated on this order of item estimation. The person reliability (.78) along with person separation (1.88) indicates that the SRPT tool separates students into high, medium and low achievers (Boone et al., 2014). The person reliability (.78) also suggests that when one gives these persons other similar tests the item can estimate reliably. The data, in general, suggests that the SRPT has the quality to separate students into groups based on their ability, and the items are ordered in a desired continuum based on the difficulty levels.

DISCUSSIONS & CONCLUSIONS

This study was engaged in the development and validation of scientific reasoning progress tool for grade 8 students based on the Senocak’s framework. It was found that the SRPT is offered as a valid and reliable instrument that is construct-driven, domain-specific, and higher order thinking assessment that can measure students’ reasoning progress. It was found that the SRPT was appropriate and fairly measures students’ scientific reasoning progress. SRPT can separate students with low reasoning ability (generation of claim) from high reasoning ability (drawing conclusion) and classify students into low able to high able.

Factual knowledge should not be neglected in science learning since it is the foundation for the construction of
other levels of the reasoning progresses. Students are required to grasp the basics before establishing conceptual understanding. In literature this level is considered as inevitable part of school science for students' healthy and proper progress towards higher level like evidence generation and evaluation (Anderson, Sinatra & Gray, 2012; Ford & Wargo, 2012). The items meant to measure students' lower reasoning abilities such as remembering factual knowledge, identifying units of measurement, identifying the given values, identifying unknown values were answered by most students and ordered in the item-person map according to the theoretical construct map. The students' responses were in agreement with Ford and Wargo (2012) in which they categorized this as a low level of students' conceptual understanding. At this level students are expected to put things as they are; that is why the students did not struggle to answer the items and the items are properly measuring the students' abilities.

**Level of explanation** is characterized by students’ attempting to relate particular facts and concepts in order to arrive on general conception of how those facts and concepts give meanings (Corcoran, Mosher & Rogat, 2009). Ford and Wargo (2012) put this level as a level of explanation and characterized by how students describe scientific knowledge to provide explanation about natural phenomena. It was found that the items which were designed to measure the level of explanation are also ordered as expected and established in level of reasoning progress in Table 2. At this stage the items were developed to measure students' abilities of relating concepts or variables to provide meaningful explanations. The tool properly measures students' ability. Most students were able to provide correct explanations for the factual responses. Students were also able to solve physics problems using formula, and provided meanings for the data and tried to relate physics theories with day to day activities to some extent.

**Evidence generation** is the most critical stage for students' real progress towards higher reasoning ability. Even if the tool works satisfactorily, students were observed struggling to generate evidence. Even if generating evidence is the core component of scientific reasoning (Kind, 2013; McNeill & Krajcik, 2011), it was demanding for most grade 8 students to support the claim with valid scientific evidence. Only few students were able to generate scientific evidence for the explanation or claims. The reason why students faced difficulty of generating valid evidence might be related to which evidence require one’s creative abilities to match theoretical relationship between concepts, laws, and theories with available data (Kuhn, 2002; Zimmerman, 2000). To provide evidence, students are also required the knowledge of practical tasks such as experimental activities, day to day activities, and demonstrations (Zimmerman, 2000). Another challenge for students’ lack of ability to generate scientific evidence could be related to the approach of classroom teaching which focuses in helping students to pass the regional exams more than providing activities which invite students to be engaged in evidence-based activities, which is in agreement with previous studies (Anderman et al., 2012; Chinn & Malhota, 2002; Joshi & Verspoor, 2013). The type of assessment provided by teachers also contributes for students’ poor ability in generating evidence. The assessments developed by teachers mostly are meant to measure factual and procedural knowledge it lacks assessing students’ ability of generating evidence, which is also in line with previous findings (Anderman et al., 2012; Joshi & Verspoor, 2013; Teshome, 2017).

The items that were meant to measure students' ability of drawing conclusion were also ordered at the top of item-person map indicating that most students were not able to draw scientific conclusion. It was found that only few students were able to draw conclusion scientifically. The reason for students’ low ability to draw conclusion could be related to lack of conceptual understanding and inability to generate valid evidence. In order to draw conclusion students need the ability to compare and contrast evidences from various sources. Why students fail to draw valid conclusion could also be due to lack of practices of such skills in regular classroom activities, and skills of drawing conclusions requires high cognitive abilities (Erlina, Susantini & Wasis, 2018), and requires continuous training and teachers’ skills (Hans, 2013). Children face difficulty in generating evidence and drawing conclusion scientifically unless the concepts are contextualized, necessary scaffoldings are provided and activities are devised properly to encourage them in participatory tasks (Alfieri et al., 2011; Butler & Markman, 2012; Zimmerman, 2007).

Literatures on students’ understandings of the nature of science characterize three levels of epistemic development (Cary & Smith, 1993; Ford & Wargo, 2012; Lederman, Abd-El-Khalick, Bell, & Schwartz, 2002). At the lowest level, students are able to carry out scientific reasoning by remembering, describing, and solving conceptual problems. At this level students’ reasoning ability is characterized withholding positivist view that distinguishes little between describing and explaining nature. At an intermediate level, students are able to explain their reasoning and provide evidences for the explanations. At this level students tend to express the possibility of multiple explanations for science phenomena, but they may take a view of there exists a single reality. At the most advanced level, students are able to critique scientific reasoning and draw scientific conclusion based on the available evidences. According to the result of the current study, the students’ reasoning ability is limited towards the lowest level, and
intermediate level to a lesser extent. They faced difficulty in attaining higher epistemic levels.

Studies have also revealed that lack of high level reasoning is related with students’ positivist view which propagates objective reality (Niaz, 2017; Özdemir, 2007). The dominance of school science with objectivist teaching strategies which is based on the positivist epistemology, dominant teaching method in Sub-Saharan African countries (Teshome, 2017; Verspoor, 2008) influences school science to be dependent on remembering what is written, factual memories, and algorithmic learning. This might imply that students think that learning physics is recalling and remembering facts, repeating what was said instead of constructing knowledge and developing reasoning based on the newly emerging data resources. Research findings have also shown that students with naïve view of science focus on factual knowledge, they accept scientific knowledge without reasoning and questioning, accept everything written in the text book and what is told by teachers, and they are unable to relate scientific knowledge with day to day practices (Edmondson & Novak, 1993; Özdemir, 2007).

RECOMMENDATIONS

This article followed a construct-driven assessment model to develop scientific reasoning tool. It was observed in this study that the Rasch model is a simple and effective tool for the analysis of quality of items and in the development of scales. The design of this research may be adapted to develop additional instruments to investigate the learning progression of students’ scientific reasoning in middle and high school classes in Ethiopian and other low income countries.

From Figures 1 and 3 one can see that grade 8 students’ scientific reasoning ability is low and only a few students’ achieved the higher levels of reasoning. Even if the students’ reasoning ability was limited largely to the lower levels, there is an indication from the result that students’ reasoning ability can be improved towards higher order reasoning if suitable instructions and assessment techniques are preferred that can promote such abilities. Studies reported that children face difficulty in generating evidences and drawing conclusions unless the concepts are contextualized, necessary scaffoldings are provided and activities are devised properly to encourage them in participatory tasks (Alfieri et al., 2011; Butler & Markman, 2012; Zimmerman, 2007). Thus, curriculum needs to give emphasis towards inquiry based science education with explicit instruction in nature of science (NOS) as an instructional approach (Duschl & Grandy, 2011; Meyer & Crawford, 2011), dialogical teaching (Osborne, 2010; Osborne, Erduran, & Simon, 2004) along with the proper assessment strategies in order to enhance students’ higher reasoning abilities, and contents and materials need to be contextualized. It is recommendable that teacher training institutions and curriculum designers need to incorporate the nature of science in school curriculum and classroom instructions explicitly in order to enhance teachers’ and students’ view about the nature of science. Students should be informed the modern view of nature of science which emphasizes that science knowledge is tentative; empirical, derived from human inference, imagination, and creativity; socially and culturally embedded (Lederman, 2006). Explicit instruction of nature of science in classroom instruction enables students to think that scientific knowledge is subjective, tentative, socially constructed, cultural embedded instead of thinking scientific knowledge as objective reality, factual information, universal truth, and to be transferred from one source to another (Meyer & Crawford, 2011). In order to enhance students’ reasoning it is also required to shift current assessment system which heavily focuses on content based and low ability to incorporate assessments that measure higher reasoning abilities and helpful for scaffolding.

This study focused only on the development and validation of scientific reasoning progress tools that can measure a limited aspect of students’ ability of scientific reasoning in physics. The study provides evidence which implies that the middle school students reasoning progress from generation of claim to drawing conclusion. However, a single study with few schools and a single construct cannot clearly provide the whole picture about students’ status and levels of reasoning. It is recommended to explore students’ pattern of reasoning progress in a wider scope including a qualitative approach to obtain detailed information about students reasoning abilities which can lead to appropriate improvements in the current learning methods and assessment strategies.
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