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Abstract

Synthetic voice and splicing audio clips have been generated to spoof Internet users and artificial intelligence (AI) technologies such as voice authentication. Existing research work treats spoofing countermeasures as a binary classification problem: bonafide vs. spoof. This paper extends the existing Res2Net by involving the recent Conformer block to further exploit the local patterns on acoustic features. Experimental results on ASVspoof 2019 database show that the proposed SE-Res2Net-Conformer architecture is able to improve the spoofing countermeasures performance for the logical access scenario.

In addition, this paper also proposes to re-formulate the existing audio splicing detection problem. Instead of identifying the complete splicing segments, it is more useful to detect the boundaries of the spliced segments. Moreover, a deep learning approach can be used to solve the problem, which is different from the previous signal processing techniques.

Index Terms: spoofing countermeasures, audio splicing detection, Res2Net, synthetic voice detection, deepfake

1. Introduction

While the rapid development of deep learning technologies enables the boom in AI applications, it also brings negative effects to the society and end users. One of the examples is the synthetic media, also known as deepfakes [1-5], which have been generated in the forms of audios [6-7], videos [5], images [4], etc. They could be potentially used to spread disinformation, impersonate individuals and commit crimes. Hence, the demand of synthetic media detection technologies becomes increasing [2].

Among the above-mentioned deepfakes, this work examines the detection methods for 2 types of fake audio data: synthetic voice and spliced audio. The synthetic voice is usually generated by machines and even state-of-the-art AI technologies such as Automatic Speaker Verification (ASV) is vulnerable to being manipulated by such data [6-8]. In the other approach of speech fraud, spliced audio clips have been produced to deceive Internet users [9-10].

Synthetic voice is commonly used to spoof ASV systems, and 2 types of techniques: text-to-speech (TTS) [11] and voice conversion (VC) [12] have been adopted to manipulate the speech. In splicing countermeasures, such spoofing attack is known as Logical Access (LA) [6]; While the replay attack is another spoofing approach which is known as Physical Access, which is not covered in this paper. Although TTS and VC applications have been developed to benefit industrials such as multimedia and robotics, they have also been used in malicious ways to bring the society negative impacts such as fake news generation, person impersonation, telephone scams, etc. Hence, synthetic voice detection becomes an essential research topic in spoofing countermeasures.

Due to the rapid development of TTS and VC, one of the challenges in spoofing countermeasures is to detect fake speech generated by “unseen” techniques [13-17]. Hence it requires the spoofing countermeasures methods to be generalized and be able to predict those “unseen” techniques. The existing methods include deep learning structures such as light convolutional neural network (LCNN) [8], residual neural network (ResNet) [13], etc. that have been widely examined in image processing applications. The speech signal can be converted into time-frequency domain to extract representative feature vectors [18] which can be used as input of those deep neural networks. In recent studies [15-16, 19], Res2Net [20] with squeeze-and-excitation (SE) block has been shown to achieve higher generalizability to unseen spoofing attacks. It splits the feature block into multiple channel groups and residual connections are used across different groups. Hence, SE-Res2Net is capable to extract information from both local patterns and temporal patterns.

To further improve the performance of synthetic voice detection, this work attempts to exploit local and temporal patterns with more distinguishable power using other network structures. For example, the convolution-augmented transformer (Conformer) [21] combines convolution layers with self-attention module. Self-attention is capable to model global temporal context but it is less effective to capture local patterns. Convolution layers are good at extracting local information. Studies [21-22] show that Conformer can contribute to the speech-related tasks such as automatic speech recognition (ASR) and sound event detection. In this work, we propose to cascade the Conformer blocks after the SE-Res2Net to achieve better performance on spoofing detection task, and the new architecture is named SE-Res2Net-Conformer.

In addition, the synthetic voice detection problem is converted from a binary classification problem into a multi-classification problem which further separates “spoofing” data into “TTS” and “VC”. It can benefit the end users by providing more precise information of how the spoofing speech has been generated. Moreover, the experimental results also show that slightly better performance of the system can be achieved.

Besides synthetic voice detection task, this paper also addresses the problem of audio splicing detection [9-10, 23-25]. Audio splicing becomes one of the most common ways to
Figure 1: (a) Illustration of a Res2Net block with a squeeze-and-excitation block; (b) Illustration of a Conformer block.

manipulate a target speaker’s speech in the area of audio forensics [10]. The target speaker’s speech at different times and in different places can be combined and edited into a new audio clip, however, the opinion of the speech content could be totally flipped. The existing splicing audio detection approaches [9-10, 25] usually rely on signal processing techniques to identify the spliced segments, e.g. reverberation and ambient noise characteristics. However, the spliced audio clips in real life can be more complicated and there are no clear indicators of original audio or spliced segments [1]. To deal with such scenario, this work proposes to detect only the splicing segment boundaries instead of detecting the complete splicing segments. It has 2 benefits: i) Evaluation metric becomes simpler; ii) Deep learning-based techniques can be easily applied.

The remaining of this paper is organized as followings: Section 2 introduces the proposed deep neural network architecture, and Section 3 presents the experimental results and discussion. We conclude in Section 4.

2. Model architecture

The proposed model architecture extends the existing Res2Net model with squeeze-and-excitation (SE) block [15] by appending self-attention Conformer blocks.

2.1. SE-Res2Net

Res2Net [20] has originally been proposed to extract multi-scale features in image processing. It extends the conventional bottleneck structure which is adopted in backbone convolution neural network (CNN) models. The 3x3 convolutional filters in the bottleneck block are replaced with smaller groups of filters, while connecting different filter groups in a hierarchical residual-like architecture, as shown in Figure 1(a).

Res2Net is able to extract a new dimension known as “multi-scale representation” which is a more effective factor in addition to depth, width and cardinality. It has been applied on object detection and semantic segmentation tasks [20]. Researchers in [15] have successfully applied Res2Net model on speech spoofing detection task, and its multi-scale representation contributes to predict unseen spoofing attacks.

Res2Net can also be integrated with other modern structures to further improve the model performance. For example, squeeze-and-excitation (SE) block has been cascaded to Res2Net to form a SE-Res2Net block, which has been shown benefit to anti-spoofing task. The SE block serves as a feature selection procedure to emphasize the most informative feature dimension.

2.2. Conformer

The Conformer [21] has been proposed to combine convolutional neural network and self-attention model hence to better handle both global temporal information and local feature patterns. Self-attention is capable to model global temporal context but it is less effective to capture local patterns. CNN is good at exploiting local information but many CNN layers need be cascaded to learn temporal information. Conformer has been shown to outperform the transformer-based model in ASR task.

The Conformer blocks have been used to replace the Transformer blocks in [26-27]. One Conformer block contains 2 half-step feed forward networks (FFNs) with a Multi-Head Self Attention Module (MHSA) and a Convolutions Module in between. There are a few advantages: (i) The 2 half-step FFNs perform better than 1 single conventional FFN as studied in [28] which is known as Macaron-style; (ii) The attention-based module and convolutional module could perform at the same time hence to have the advantages of both convolutional network and self-attention network.

Besides adopting Conformer block to replace Transformer block, Conformer can also be used as a backbone model in classification tasks such as sound event detection task [22]. Conformer has been adopted to extract more distinguishable patterns from acoustic features hence to improve the F1 score of sound detection. It is believed that Conformer could also contribute to other classification problems. Hence, this work proposes to cascade the previous SE-Res2Net model together with the Conformer blocks hence to extract both global temporal and local patterns to benefit synthetic voice detection.

2.3. The cascaded SE-Res2Net-Conformer

Figure 2: (a) The baseline SE-Res2Net architecture used in [15]; (b) The proposed SE-Res2Net-Conformer architecture.
Table 1: No. of utterances of ASVspoof 2019 LA dataset.

|        | Bonafide | Spoofer |
|--------|----------|---------|
|        | TTS      | VC      |
| Train Set | 2,580    | 22,800  |
|        | 15,200   | 7,600   |
| Dev Set  | 2,548    | 14,864  |
|        | 14,296   | 7,432   |
| Eval Set | 7,355    | 63,882  |
|        | 49,140   | 14,742  |

The proposed SE-ResNet-Conformer architecture is illustrated in Figure 2(b). It is an extension of SE-Res2Net which is shown in Figure 2(a). In the original SE-Res2Net architecture, the 3 convolution and batch normalization layers are used as encoder for the input speech features. A few SE-Res2Net blocks are then adopted to extract local patterns from the encoded features, and a 2-dimensional global average pooling is deployed before the classifier.

In the proposed SE-ResNet-Conformer architecture, the global average pooling layer is replaced by an average pooling on the 2nd last dimension. A full connection layer is then used followed by 2 Conformer blocks. A 1-dimensional global average pooling is then used before the classifier. The Conformer blocks are expected to extract more distinguishable information from the output of SE-Res2Net blocks.

3. Experimental setup and results

To verify the effectiveness of the proposed SE-Res2Net-Conformer architecture, it has been applied on both synthetic voice detection task and the splicing audio detection task.

3.1. Synthetic voice detection task

3.1.1. Logical Access of ASVspoof 2019 Database

The ASVspoof 2019 database [25] for LA contains both genuine speech and spoofed speech. The spoofed speech was generated using 17 unique spoofing algorithms including both TTS and VC. The database was split into 3 subsets: train, dev and eval. Table 1 shows the statistics of each subset.

The goal of the ASVspoof 2019 LA task is to classify the utterances into 2 categories: bonafide vs. spoof. In this work, the spoof utterances are further split into TTS and VC subcategories according to the algorithms used. As the algorithms A13, A14 and A15 are combination of both TTS and VC, they are considered as machine synthesized speech so that the utterances generated using A13-15 are labelled as TTS.

3.1.2. Acoustic Feature and Model Training

In [15], acoustic features such as log power magnitude spectrogram, linear frequency cepstral coefficients, and constant-Q transform (CQT) [18] have been evaluated individually and CQT outperforms the other two. CQT has been proposed for music processing, and it employs geometrically spaced frequency bins. It is different from the Fourier transform-based features which impose regular spaced frequency bins. Hence, CQT has a balanced temporal resolution at both lower and higher frequencies.

In the experiment, CQT was extracted with 16ms step size using Hanning window, 9 octaves with 48 bins per octave, so that each CQT feature vector was 432 dimensional. The extracted CQT feature vectors were then truncated or repeated to form exactly 400 frames when input to the model.

In the experiment, both SE-Res2Net34 [15] and SE-Res2Net34-Conformer were examined. Moreover, it also did not detract from the objective of verifying the contribution of the Conformer. The models were implemented using TensorFlow 2.5. In SE-Res2Net34-Conformer, 2 Conformer blocks were used and each block was configured as follows: kernel size in the convolution module was 32, dropout rate was 0.2, feedforward layer factor for residual connection was 0.5, number of heads and head size of MHSA module were 32 and 16, respectively.

The train set was used to train the model parameters while dev set was used to validate the model and guide the training process. The best model was selected based on the minimum loss value on dev set. The sparse categorical cross entropy loss function was adopted and performance metric was sparse categorical accuracy. Learning rate was set to 1e-3 with Adam optimization.

3.1.3. Performance Metrics and Results

To evaluate the performance of different models, 3 types of metrics are used: sparse categorical accuracy (SCA), equal error rate (EER) and t-DCF [29]. The SCA is commonly used to evaluate multi-classification models, especially when the classes are mutually exclusive. While EER is usually used in biometric security systems to predetermine a threshold value hence to balance false acceptance rate and false rejection rate. EER only deals with binary classification problem, e.g. bonafide vs. spoof. The t-DCF [29] has been proposed to evaluate ASV and anti-spoofing performance together. When EER and t-DCF are applied to evaluate the 3-class models, TTS and VC classes should be merged back to spoof class.

Table 2 shows the performance of different models on the Eval set. The SAC of the 3-class SE-Res2Net34 is 87.92% which is lower than the 2-class SE-Res2Net34 due to the misclassification between TTS and VC. However, the 3-class SE-Res2Net34 can reduce the EERs by relatively 56.6% and 16.8% comparing to the 2-class SE-Res2Net34 and the baseline SE-Res2Net50 [15], respectively. It shows that the model parameters estimated using 3 classes of data have better distinguishable power to separate bonafide speech from spoof speech. The proposed SE-Res2Net34-Conformer can further reduce the EER and t-DCF to 1.85% and 0.06, respectively. It outperforms the baseline SE-Res2Net50. When comparing to the feature fusion result in [15], the t-DCF of the proposed approach is worse but the EER is slightly better. In general, the improvement comes from the Conformer blocks which are able to exploit finer patterns from the acoustic features.

3.2. Splicing audio detection task

3.2.1. Task description

The existing work on splicing audio detection [9-10, 23-25] relies on the digital signal processing techniques to identify the locations of spliced segments. For example, acoustic reverberation and ambient noise have been analyzed to differentiate the spliced segments from the original audio [10, 25]. However, more complicated fake audio clips could be
Figure 3: The proposed framework to detect splicing segment boundaries. The green dotted line is the Boolean plot to indicate the portions of original speech (positive) vs. the spliced speech (negative). The shadowed chunks indicate that they contain splicing boundaries, i.e. the groundtruth. The orange solid line is the Boolean plot of the inferred output, where the negative value indicates a splicing is detected. The scalar values of both plots have no specific meaning and they are chosen for better visualization purpose only.

generated by combining multiple resources so that there are no obvious clues to indicate splicing or original segments. Thus, it is more important to know the transition boundaries where an audio segment from a different source is spliced.

In this work, the splicing audio detection task aims to detect only the splicing segment boundaries instead of identifying the complete splicing segments. Inspired by speaker turn detection techniques [28], the brute force strategy is adopted to search for the splicing segment boundaries. As illustrated in Figure 3, a sliding window is employed to segment the audio clip into chunks, and acoustic features are extracted from each chunk. Deep learning approach can then be applied on each chunk of acoustic features to detect splicing segment boundaries.

The deep neural network is expected to extract local patterns from the chunk of acoustic features. The patterns are hypothesized to highlight the clues such as the discontinuity in speech, the inconsistency in the ambient noise, etc.

3.2.2. Spliced audio database and experimental setup

Due to lack of publicly available spliced audio database, the previous work created their own database for experiments. Inspired by [10], TIMIT [30] was chosen to generate the spliced database due to the availability of the word-level time stamps. Each spliced utterance was generated using a pair of utterances, $U_A$ and $U_b$, spoken by the same speaker: randomly selected 1 word from $U_b$ and inserted it into a random word boundary location of $U_A$. The process would be repeated for 1 – 3 times for each pair of utterances, i.e. each spliced utterance would have minimum 1 spliced word and maximum 3 spliced words. Table 3 summarizes the statistics of each set.

The studies [10, 25] show that ambient noise can be one of the clues to detect the spliced segments. It is keen to know whether ambient noise can also contribute to the deep learning approach. As TIMIT is a clean database, artificial noisy data noise was generated in this experiment. Air conditioner (aircon) noise was first added to the original TIMIT data at different SNR levels, and then the above-mentioned process was used to generate the noisy spliced audio database.

The CQT [18] was chosen to be the acoustic feature and its parameter settings followed Section 3.1.2. A block of CQT features was extracted from each chunk of the audio to input to the deep neural networks. The output was the class identifier which could be either “0” indicating “no splicing boundary” or “1” indicating “containing splicing boundary”. In the implementation, the feature block size was 16 which was equivalent to 0.256 second.

In the experiment, the SE-Res2Net34 model that had about 0.96M weight parameters was evaluated on all types of spliced data. While the SE-Res2Net34-Conformer model was evaluated on the combination of different spliced data sets. The individual train set was insufficient to well estimate the model weights in SE-Res2Net34-Conformer which had more than 3.2M weight parameters. The model parameters and training configuration followed Section 3.1.2.

3.2.3. Experimental Results

The SCA is used to evaluate the model performance on the splicing boundary detection, and the evaluation results are presented in Table 4 and Table 5.

The SE-Res2Net model was applied on clean data, 25dB and 15dB noisy data, separately. The SCA on the clean data was the lowest, as shown in Table 4. It was expected as clean data had fewer acoustic clues to differentiate splicing segments from the original, e.g. lack of ambient noise. The SCA on the 15dB data was observed to be higher than it on 25dB, and it verified that the model captured the inconsistency in ambient noise. In Table 5, multi-conditional training was used to train both SE-Res2Net34 and SE-Res2Net34-Conformer models. The latter had better SCAs on all 3 Eval sets but the improvement was marginal. Its performance might be further improved by increasing the training data size.

4. Conclusions

This paper proposes the SE-Res2Net-Conformer architecture to exploit local and temporal patterns with more distinguishable power to improve the synthetic voice detection accuracy. In addition, the splicing audio detection problem is re-defined as to detect the spliced segment boundaries. It will allow deep learning-based techniques to be easily applied. Future work might include exploring other acoustic features such as log power magnitude spectrogram, studying the system performance on other noise types. In addition, pre-training on SE-Res2Net-Conformer could be examined to improve the model performance.
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