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This paper explores the adequacy of steady-state-only calibration as a precursor to use of a groundwater model for decision-support. First, it reviews metrics by which a decision-support model should be judged. On the basis of these metrics, it establishes the shortcomings that a decision-support model may incur through foregoing transient calibration. These are 1) failure to reduce the uncertainties of management-salient model predictions to the extent that available data allows, and 2) creation of unquantifiable bias in management-salient predictions. Two methodologies for quantification of these deficiencies are proposed. The first of these addresses uncertainty reduction. This is relatively easy to implement, as it requires only that sensitivities of pertinent model outputs to a model’s parameters be calculated. The second methodology addresses predictive bias. Implementation of this second methodology is more expensive as it requires repeated calibration of a steady state model against stochastic realizations of a transient model. These methods are demonstrated using a synthetic case which explores the viability of steady-state-only calibration of models deployed to examine the impacts of pumping on stream flows and groundwater levels. It is demonstrated that, for some predictions of management interest, steady-state-only calibration is more than sufficient for this kind of decision-support modelling.
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INTRODUCTION

In this paper we address the utility of steady state model calibration. In particular, we inquire whether a model that has undergone only steady state calibration can provide a basis for decision support, especially in contexts where some management-salient predictions are transient in nature. Often, in courtrooms and in other forums of public debate, a steady state model is susceptible to challenge. An opposing party may argue that groundwater processes are never steady state, and that the role of simulation is to replicate real-world processes on a computer. It follows that a simulator must prove its worth by reproducing the full historical behaviour of a natural system, and not some abstract artifact such as “average behaviour”. Unless it can do this, its decision-support role is questionable at best and invalidated at worst.

This argument is, of course, too simplistic. However, this does not prevent its repetition, nor its ability to influence the perceptions of those who are unfamiliar with modelling concepts. At the same time, its refutation in the court of public opinion is not easy. Part of the reason for this is that the metrics by which decision-support modelling should be judged are not clear—even to many in the groundwater industry. Even if they were made clear, and were commonly accepted, assessment of a particular modelling strategy according to appropriate metrics may not be a straightforward matter.
The purpose of this paper is to state decision-support metrics, and to present an example of how steady-state-only model calibration can be assessed using these metrics. However, before doing this, it is salient to consider some of the problems that beset calibration of a transient model, and the assumptions and abstractions on which transient simulation rests.

Transient recharge processes are complex. The processes which prevail during moderate rain events may differ greatly from those that prevail during times of heavy rainfall. During a significant rain event, shallow saturation, and fast vertical flow through macropores, can deliver water rapidly to an aquifer. Meanwhile, surficial ponding of water and overbank flow of streams can enhance and concentrate recharge at other locations. Nor is simulation of groundwater recharge processes straightforward in drier times. If unsaturated drainage of water through a vertical soil column at the representative elementary volume scale can be described by Richard’s equation, it does not follow that this same equation describes spatially-averaged drainage over the many heterogeneous soil columns which collectively fill a single groundwater model cell (Farthing and Ogden, 2017). Complications are increased where irrigation supplements rainfall, and where groundwater recharge experiences significant delays as it travels through the unsaturated zone (Healy and Scanlon, 2010; Hocking and Kelly, 2016). All of these processes are difficult to simulate.

Simulation of the transient behaviour of groundwater is also beset with difficulties. Transient groundwater models take longer to build and run than steady state models. Their numerical stability may be compromised as a fluctuating water table traverses multiple layers of a model. These factors render computer-aided calibration and uncertainty analysis much more difficult than for steady state models.

While the information content of transient water levels and fluxes is higher than that of their static counterparts, this information must inform many more parameters when history-matching (also referred to as calibration or data assimilation) is undertaken under transient conditions. The additional parameters that must be informed through history-matching of a transient model include those that describe groundwater storage, as well as those that describe partitioning of rainfall and irrigation between recharge, runoff and evapotranspiration in the unsaturated zone. Nevertheless, if model predictions of management interest are similar in nature to those that comprise a transient calibration dataset, then assimilation of this information can indeed reduce the uncertainties of these predictions. This reduction occurs even if individual model parameters remain nonunique, and even if some of them must adopt roles which compensate for abstract representations of the real world in a numerical simulator (Schilling et al., 2014; Doherty, 2015).

In other cases, the uncertainties of predictions made by a transient model may be reduced very little, if at all by history-matching. This is the case if the conditions under which predictions of future system behaviour are required are very different from those which prevailed in the past. Under these conditions, it is not impossible for history-matching to achieve good replication of historical transient system behaviour while introducing unquantifiable bias to predictions of future transient behaviour, especially those pertaining to extremely wet and extremely dry conditions (Doherty and Christensen, 2011; White et al., 2014; Knowling et al., 2020a).

In contrast to transient models, steady state models generally run quickly. They are much more easily subjected to computer-aided history-matching and uncertainty analysis. At the same time, reliable estimates of long-term recharge to use in these models can often be obtained through techniques such as chloride balance (Shaw and Thorburn, 1985; Wood, 1999; Crosbie et al., 2017). Furthermore, an inversion process based on steady-state-only history-matching can focus on estimation of conductance parameters while avoiding the simultaneous estimation of parameters which affect transient groundwater behaviour. It is these conductance parameters that determine the final state of a system when it is subjected to long-term stresses which are significantly different from those which it has experienced in the past.

DEcision Support Metrics

Metrics through which the efficacy of decision-support modelling can be assessed were presented by Freeze et al. (1990). Use of these metrics in assessing model simplification strategies has been discussed by Doherty and Simmons (2013), and more recently by Doherty and Moore (2019). These metrics are based on the premise that predictions made by a groundwater model are uncertain. Uncertainties arise from the complex and heterogeneous processes that affect groundwater recharge and movement through the subsurface, coupled with a deficit of data that have the potential to inform the properties which govern these processes. A high degree of non-uniqueness (sometimes referred to as equifinality) therefore accompanies the parameterization of a groundwater model. Parameter non-uniqueness induces a high degree of uncertainty in some model predictions, particularly those which describe a groundwater system’s response to new stresses.

Ideally, modelling serves the decision-making process by sampling the posterior probability distributions of predictions of management interest (Knowling et al., 2020b; White et al., 2020). Here we use “posterior” in the Bayesian sense. Bayes equation states that assimilation of information that is resident in the historical behaviour of a system reduces uncertainties associated with predictions of its future behaviour below those which they would possess if informed by expert knowledge alone. When predictions of future system behaviour are accompanied by assessments of their uncertainties, decision-makers are acquainted with the risks associated with contemplated management strategies.

In practice, characterization of the entire posterior probability distribution of a prediction of management interest may be neither possible nor necessary. Taking this into account, the primary requirements of effective decision-support modelling are now listed.
The decision-support modelling process should provide at least an approximate characterization of the uncertainties of decision-critical model predictions, particularly as these pertain to unwanted aspects of system behaviour. Because estimates of posterior uncertainty are themselves uncertain, they should err on the conservative side so that risks are overestimated rather than underestimated.

Where choices between different management options are difficult to make, and where risks are high, the decision-support modelling process should reduce predictive uncertainties as much as possible through data assimilation; this can be achieved through computer-aided history-matching.

**Application to Steady State Modelling**

We now apply these metrics to a context in which a numerical model is run under steady state conditions for the purpose of history-matching but may be deployed to make predictions which are transient in nature. Obviously, some of the model’s parameters to which management-salient predictions are sensitive are not informed by the past transient behaviour of the system when the model undergoes steady-state-only calibration. Knowledge of these uninformed parameters must therefore be based on local expertise and site characterization.

Steady-state-only history-matching impacts the ability of decision-support modelling to satisfy the above-listed metrics in three distinct ways. To simplify the following discussion, we categorize these impacts as type 1, 2 and 3 in order to conform with the convention adopted by Nicol and Doherty (2021) to describe shortcomings induced by use of a simple model in place of a more complex one. These are now described. Figure 1 depicts the conceptual workflow adopted for analysing these shortcomings in our study. The steps that comprise this workflow are applicable to more general analyses of decision-support model appropriateness.

**Type 1 Shortcomings**

A simplified model may not be able to replicate past system behaviour as well as a more complex model. This may lead to high levels of model-to-measurement misfit as it is calibrated. History-matching therefore fails to assimilate all of the information that is resident in measurements of historical system behaviour. The uncertainties of decision-critical model predictions may not therefore be reduced to levels that are commensurate with this information, as the model does not hold enough parameters to provide receptacles for it. The information that is denied entry to the model expresses itself as so-called "structural noise". This manifests itself as model-to-measurement misfit which bears significant spatial and/or temporal correlation.

Because the principal agent of model-to-measurement misfit under these circumstances is model structural inadequacies rather than random measurement error, its effect on posterior parameter and predictive uncertainties is difficult to characterize. Nevertheless, methods have been proposed that can accommodate, to some extent, parameter and predictive uncertainties forthcoming from model inadequacies. See, for example, Kennedy and O’Hagan (2001), Cooley and Christensen (2006) and Oliver and Alfonzo (2018).

We refer to modelling shortcomings arising from this source as type 1 shortcomings. They are often of secondary concern in steady state model calibration. This is because it is generally possible to attain a good fit between model outputs and (processed) field measurements that comprise a steady state calibration dataset in a highly-parameterized, regularized inversion setting. If a good fit cannot be achieved, this is normally indicative of severe conceptual and structural model inadequacies as discussed in the paragraph above. Once these have been exposed by the steady state history-matching process, they can be rectified.

**Type 2 Shortcomings**

In the present context, we classify type 2 shortcomings as those that arise from the impaired capacity of steady-state-only model calibration to reduce the posterior uncertainties of predictions of future transient groundwater behaviour. When a model undergoes steady-state-only calibration, the history-matching
process is not given access to information that has the capacity to reduce some of these uncertainties. Inflated uncertainties may render the choice between one management strategy and another more difficult.

Fortunately, as is demonstrated below, the decision-support repercussions of type 2 shortcomings are relatively easy to assess through linear analysis (Doherty, 2015). Based on information forthcoming from this analysis, modellers, and modelling stakeholders, can decide whether the benefits of transient calibration are worth the cost in their particular management context.

**Type 3 Shortcomings**

Despite achieving a good fit with field measurements, a simplified model may not represent all processes and/or parameters that affect these measurements. Fitting them with abbreviated processes/parameters may introduce parametric and predictive bias. We denote calibration-induced bias as type 3 shortcomings herein. This is much more difficult to recognize and quantify than the other two types of shortcomings.

In the context of the present discussion, type 3 shortcomings arise from the fact that the “steady state” condition is a conceptual artifact. As groundwater levels rise and fall with season, the direction of groundwater flow may change as discharge locations shift. Selection of a time, or averaging process, that can be decreed as “steady state” may be questionable if recharge and discharge processes are nonlinear (as they usually are). Consequently, the assumption that temporally-averaged borehole water levels comprise a system’s response to temporally-averaged recharge may be questionable. Alternatively, a modeller may assume that borehole heads that prevailed over a time period when they were relatively static can be considered to be steady state for the purpose of model calibration; however, the groundwater recharge that prevailed over this time may be difficult to quantify.

Conceptually, uncertainties in “steady state recharge” and in “steady state heads” can be acknowledged by ascribing appropriate uncertainties to these quantities when undertaking computer-based data assimilation. These uncertainties are then propagated to model parameters, and thereby to model predictions. However, head and recharge uncertainties that describe departures from the steady state assumption are likely to exhibit high degrees of spatial correlation. In practice, their uncertainties will be very difficult to characterize.

Means through which parameter and predictive biases incurred by history-matching of a defective model can be characterized are described by Doherty and Christensen (2011) and White et al. (2014). We briefly discuss the latter method first.

White et al. (2014) demonstrate that, for the purpose of analysing calibration-induced predictive bias, the relationship between a simple model and a “correct” model is that the former can be derived from the latter by fixing certain of its parameters at incorrect values. As noted above, this may not impair the ability of the history-matching process to attain a good fit between simple model outputs and field measurements, especially in highly parameterized contexts. However, in attaining this fit, estimated parameters of the simple model may adopt roles which compensate for its defects. To the extent that decision-critical model predictions are sensitive to either the defect parameters, and/or to the parameters that compensate for these defects as the model is calibrated, they may inherit bias. In theory, this bias can be quantified using linear analysis. In practice this procedure is difficult to implement when exploring the repercussions of steady-state-only model calibration as “defect parameters” cannot be readily defined in this context.

In contrast, the methodology proposed by Doherty and Christensen (2011) to explore the impacts of model defects on post-history-matching predictive bias does not require identification of “defect parameters”. However, implementation of this method requires much greater numerical effort. It also requires definition of a “correct” model and a complementary simple model. The propensity for predictive bias can be evaluated through paired-model analysis. We base our analysis of type 3 shortcomings arising from steady-state-only calibration on this methodology.

**METHODOLOGY**

Details of analyses used for exploration of drawbacks incurred by steady-state-only calibration are now provided. We do not address type 1 shortcomings herein as we assume that parameters of a steady state model can be adjusted in order for its outputs to provide a satisfactory fit with a steady state calibration dataset.

**Analysis of Type 2 Shortcomings**

If the action of a model on its parameters is approximated by the action of a matrix on a vector, its action during the calibration process can be described by the following equation.

\[ \mathbf{h} = \mathbf{Zk} + \mathbf{e} \]  

(1)

In Equation 1, the vector \( \mathbf{h} \) denotes observations comprising a calibration dataset, while the vector \( \mathbf{k} \) denotes model parameters. The vector \( \mathbf{e} \) expresses noise associated with the measurement dataset. Each column of the matrix \( \mathbf{Z} \) is comprised of sensitivities of a calibration-relevant model output to a single parameter (\( \mathbf{Z} \) is also often referred to as the Jacobian matrix).

Let \( \mathbf{C(k)} \) denote the prior covariance matrix of model parameters. The diagonal elements of this matrix represent the squares of prior parameter standard deviations, i.e. the uncertainties of model parameters when the latter are informed by expert knowledge alone. Off-diagonal elements of \( \mathbf{C(k)} \) reflect prior parameter correlation. For spatial parameters such as hydraulic conductivity, spatial correlation reflects a tendency for above- and below-average values of this hydraulic property to exhibit spatial continuity.

Let \( \mathbf{C(e)} \) (another covariance matrix) denote the statistical properties of whatever is responsible for model-to-measurement misfit. When calibrating a steady state model, \( \mathbf{C(e)} \) receives contributions from errors in field measurements, as well as from errors in the assumption that a particular field measurement represents a steady state condition. For
convenience, this matrix is often assumed to be diagonal, this implying that measurement errors are independent of each other (a tenuous assumption when its relationship to model structural and conceptual imperfections is recognized). The magnitudes of the elements of C(ε) dictate the level of model-to-measurement fit that should be pursued through history-matching.

Suppose that the model makes a prediction. We denote it as \( s \) (a scalar). Its action in making this prediction can be characterized by the equation:

\[
s = y^t k
\]  
(2)

In this equation, the elements of the vector \( y \) are sensitivities of the prediction \( s \) to each of the elements of \( k \). Let us characterize the post-calibration variance of \( s \) by the symbol \( \sigma_s^2 \). (Variance is the square of standard deviation.) In a linear world, the variance of prior uncertainty of \( s \) can be computed using the following matrix equation.

\[
\sigma_s^2 = y^t C(k)y
\]  
(3)

Meanwhile, the variance of posterior predictive uncertainty can be computed using either of the following two equivalent matrix equations.

\[
\sigma_s^2 = y^t C(k)y - y^t C(k)Z[Z^t C(k)Z + C(\varepsilon)]^{-1}Z C(k)y
\]  
(4)

\[
\sigma_s^2 = y^t [Z^t C(\varepsilon)Z + C^{-1}(k)]^{-1}y
\]  
(5)

Equation 4 is particularly revealing. The second term of this equation quantifies the extent to which history-matching reduces the uncertainty variance of \( s \). See Doherty (2015) for further details.

Use of the above equations requires that a modeller fill the \( Z \) matrix and \( y \) vector with model-output-to-parameter sensitivities. This can normally be done by running the model repeatedly with each of its parameters in turn varied incrementally from a reference value. Model outputs are divided by parameter differences to obtain sensitivities.

It is important to note that when undertaking linear uncertainty analysis, the reference parameter fields on which finite-difference model runs are based do not need to express heterogeneity that is embodied in \( C(k) \); in fact, these parameter fields can be homogeneous. The effect of parameter heterogeneity on predictive uncertainty is expressed solely through Equations 3, 4 and 5. It is also important to note that these equations do not include \( k \). Nor do they include the observation vector \( h \) nor the prediction \( s \). This has an important repercussion. It means that the ability of a history-matching process to reduce the uncertainty of a prediction of interest can be gauged without actually gathering the data that comprises the history-matching dataset, nor actually subjecting the model to history-matching. The above equations require only the sensitivities of model outputs that would be matched to a notional calibration dataset. The calibration dataset does not have to actually exist. (We note, however, that model nonlinearities are best accommodated by evaluating sensitivities using calibrated parameter values.)

Assessment of type 2 shortcomings that beset steady-state-only calibration is therefore a relatively simple matter. It requires only that the following steps be undertaken.

1. Construct a transient model to run over an historical time period, and then over a predictive time period.
2. Identify measurements comprising a transient history-matching dataset. As stated above, these measurements may have been taken only in our imagination.
3. Build a representative \( C(k) \) matrix on the basis of likely misfits between model outputs and respective members of the history-matching dataset.
4. Build a parameter covariance matrix \( C(k) \) based on experience, and knowledge of the area that the model represents. Construction of this matrix is normally based on one or a number of variograms. Utility software from the PEST (Doherty, 2020) and PyEMU (White et al., 2016) suites can be used for this task.
5. Populate the \( Z \) and \( y \) matrices of Equations 4, 5 through repeated model runs based on finite parameter differences.
6. Compute the posterior uncertainty of a prediction \( s \), or of a number of predictions of interest, using Equation 4 or 5.
7. Configure the model to run under steady state conditions; specify a notional steady state calibration dataset.
8. Build a \( C(k) \) matrix for this steady state calibration dataset, this reflecting the fit that the modeller expects to attain with it.
9. Populate the steady state \( Z \) and \( y \) matrices through repeated model runs based on finite parameter differences.
10. Compute the posterior uncertainty of \( s \) again using Equation 4 or 5 on the basis of steady-state-only calibration. Presumably this uncertainty will be greater than that calculated under the presumption of transient calibration.
11. The difference between these two posterior uncertainties quantifies type 2 shortcomings as they pertain to steady-state-only calibration.

Analysis of Type 3 Shortcomings

As stated above, we employ the method developed by Doherty and Christensen (2011) for exploration of predictive bias incurred through steady-state-only calibration. Steps are as follows; see the above publication for theory.

1. Populate a transient model with a suite of random parameter sets, calibrated from the prior parameter probability distribution, of which \( C(k) \) is the covariance matrix.
2. Run the transient model under both calibration and predictive conditions using each of these parameter fields. For a prediction \( s \), model outputs obtained in this way constitute samples of its prior probability distribution. We denote the value of this prediction as calculated using the \( i \)th random parameter set as \( s_i \).
3. Formulate a steady state history-matching dataset for each random parameter set, using transient heads and fluxes computed by the model at steady state measurement locations. Steady state measurements can generally be computed from transient model outputs by temporal averaging.
4. Populate a \( C(\varepsilon) \) matrix to characterize steady state history-matching. Calculate a target least-squares objective function that reflects this \( C(\varepsilon) \).
5. For each parameter set \( i \), calibrate a steady state version of the model against the steady state calibration dataset obtained...
A SYNTHETIC CASE STUDY

General
We now apply these methodologies to a simple synthetic case. The issue that is addressed in this example is the effect of groundwater extraction on groundwater levels and stream flows, particularly on low stream flows. We identify a number of management-pertinent predictions that are required of the modelling process. Some of these are time-averaged quantities that characterize the long-term effects of groundwater extraction on a stream. Other predictions, though long term, have transient overtones, in particular the fraction of time over which flow in the stream is below a certain threshold.

In this example, subsurface properties, stream flows, rainfall and potential evaporation rates reflect those encountered in many New Zealand studies that have been undertaken to explore this issue (see, for example, Knowling et al., 2019; White et al., 2019; Hemmings et al., 2020). The authors do not claim that conclusions drawn from this single study can be applied in all management contexts. However, the methodologies that are outlined herein are generally applicable.

Figure 3A shows the rectangular domain of a synthetic model whose dimensions are 7 km by 12 km. The model includes a single layer which represents an unconfined aquifer. The land surface is planar and slopes to the southwest; highest and lowest elevations are 11.96 and 0.05 m respectively. A perennial stream flows along the bottom of the model domain. Its bed is incised 6 m into the land surface; this is referred to as “reach 1” in the discussion that follows. Another stream, referred to as “reach 2”, flows down the western border of the model domain. Its incision varies between 5 m at its southern end where it joins the larger stream, and 0 m at a distance of 6 km upstream. All other model boundaries are of the no-flow type.

Flow of water within the model domain is simulated using MODFLOW-NWT (Niswonger et al., 2011) based on a uniform grid whose cells are 100 m by 100 m. Its streamflow routing (SFR) package simulates stream flow and inflow of groundwater to reaches 1 and 2. Figure 4A shows flow of water into the upstream end of reach 1 over a 9 year period, this being the model’s simulation time; there is no external inflow to reach 2. Water level variations within reach 1 induced by variations in streamflow span a range of about 2.8 m during the 9 year simulation time.

Figure 3A depicts 18 observation wells. In assessment of type 2 model shortcomings, steady state heads in nine of these wells (4, 5, 6, 10, 11, 12, 16, 17, 18) were selected for inclusion in the calibration dataset. Heads in these and other wells comprise model predictions. In analysis of type 3 model shortcomings, all 18 observation wells comprise the calibration dataset.

Model Parameters
Hydraulic property heterogeneity is represented using pilot points, the locations of which are shown in Figure 3A. Log-average values of 60 m/day and 0.01 are assumed for hydraulic conductivity and specific yield respectively. Spatial variability of both of these quantities is expressed by a log-exponential variogram with a range of 4.5 km; the sill of the log (to base 10) hydraulic conductivity variogram is 0.25 while that of the log specific yield variogram it is 0.0625. The high values of hydraulic conductivity and the low values of specific yield reflect conditions that prevail in many New Zealand catchments wherein groundwater flows through open framework gravels of extremely high permeability embedded in pervasive, clay-bound gravels of low specific yield.

Streambed and drain conductances along all of reaches 1 and 2 respectively are set to a uniform value of 1.0 m2/d. This is high
FIGURE 3 | Rectangular domain of the synthetic model. (A) Reach 1 runs along the bottom of the model domain (dark blue) and reach 2 runs along the side of the model domain (turquoise). Observation wells are depicted as red circles, and the two pumping wells are depicted as black circles. (B) Spatial distribution of soils across the model domain; brown soils are red, pallic soils are pink, and the two moderate soils are blue (moderate 1) and green (moderate 2). Pilot point locations are depicted as green circles.

FIGURE 4 | Time series of inputs for the synthetic model. (A) Upgradient inflows into reach 1, (B) rainfall; and (C) potential evaporation.
enough to present minimal impediment to groundwater efflux into these streams. Nevertheless, these conductance parameters are included in the analyses described herein. The prior standard deviation attributed to the log of each of these conductances is 0.25.

Transient groundwater recharge is simulated using the LUMPREM lumped-parameter model. This is described by Watson et al. (2013) and Moeck et al. (2016). It is publicly available as Doherty (2020). LUMPREM simulates water balance within the plant root zone. It receives rainfall on a daily basis; water is lost as evapotranspiration, drainage recharge, macropore recharge and runoff. Nonlinear, user-parameterizable relationships govern the rates of evapotranspiration and below-root-zone drainage recharge as functions of soil moisture content. Time series of rainfall and potential evapotranspiration are shown in Figures 4B,C. The domain of the groundwater model is divided into four zones that are characterized by four different soil types, namely brown, pallic and two moderate soil types; see Figure 3B. A different instance of LUMPREM calculates recharge within each of these zones. Stochastic parameterization of these LUMPREM instances reflects the properties of these soil types, and a pasture vegetation type.

Model Timing

Time series of stream flow, rainfall and potential evapotranspiration for the 9 year simulation period which is the focus of the present study were extracted from much longer time series based on a much longer simulation time. This particular simulation time window was selected for the current study because of its following desirable features.

1. Borehole water levels show considerable variation over this time, with a range of more than 2 m at the upper extent of the model where this variation is greatest, this reflecting the transient nature of the simulated system.
2. Borehole water levels at the end of this time period are not too different from those at its beginning, no more than 0.01 m at the upper extent of the model.

The first requirement contributes to the integrity of the study documented herein, and conclusions drawn from it. The second underpins our use of average heads as steady state heads. In real-world practice, where the quality and quantity of borehole water level measurements can vary over a model domain, a modeller may adopt a different, and perhaps somewhat subjective, scheme for assignment of steady state heads to different wells. In our case, the use of averaging as a mechanism for representation or steady state conditions eliminates subjectivity, at the same time as it explores the relationship between “steady state” and “average”.

For the numerical experiments which comprise the present investigation, the model is run twice over its 9 year simulation period—one for calibration purposes and once for predictive purposes. To eliminate extraneous contributions to model-calculated quantities, the same set of starting conditions is employed for both of these runs. These starting conditions were calculated during the longer model run from which the 9 year simulation period was extracted. For the 9 year calibration run (i.e., the first of the model runs), conditions are as described above. During the 9 year prediction period, two pumping wells are introduced to the model domain. Their locations are depicted in Figure 3A. Each of these wells pumps at a uniform rate of 2,500 m$^3$/day for 6 months of each year; these are summer months in which evaporation is high and rainfall is low. The first pumping period commences at the start of the simulation; subsequent pumping periods begin on the same day of each subsequent year. Joint yearly extraction from these two wells amounts to about 14% of long-term average recharge into the entire model domain.

Steady State Model Calibration

As stated above, steady state quantities are calculated as averages of respective transient quantities over the 9 year simulation period. In particular:

- Average LUMPREM-calculated recharges are supplied as steady state recharges in each of the four recharge zones.
- Average stream inflows are used as up-catchment flows into reach 1.
- The calibration dataset is comprised of average heads in 9 of the 18 observation wells (see Figure 3A above), average groundwater inflows into reach 1, and average groundwater inflows into reach 2.
- However, in analyzing type 3 model shortcomings, average heads in all 18 observation wells comprise the calibration dataset.

Predictions

Analyses described in the previous section are applied to the following four transient predictions:

- Time-averaged heads in the 18 observation wells depicted in Figure 3A.
- Time-averaged drawdowns in each of these wells. Drawdown is calculated as average head over the 9 year simulation time when pumps are not operating (i.e., the calibration period) minus average head over the 9 year prediction period when pumps are operating.
- Average depletion of groundwater inflow into each of reaches 1 and 2. Depletion of groundwater inflow is calculated as average groundwater inflow over the calibration period minus average groundwater inflow over the prediction period.
- Total time during the 9 year prediction period over which flow in each of reaches 1 and 2 is less than the Q95 threshold for each of these reaches. The Q95 threshold is the value of flow that is exceeded 95 percent of the time during the 9 year calibration period.

This suite of predictions is typical of those that are commonly employed to examine the effects of proposed pumping on the health of nearby rivers and streams.

Spatial heterogeneity of hydraulic conductivity affects the direction of groundwater flow in the south western part of the model domain. The disposition of areas of high and low hydraulic conductivity in any hydraulic property realization that is drawn from the prior parameter probability distribution determines how much groundwater leaves the
system through each of reaches 1 and 2. The distribution of specific yield also influences flow into both of these reaches; higher, up-catchment groundwater levels induce greater amounts of reach 2 inflow. The presence of reach 2 therefore induces the direction of groundwater flow to change with season; furthermore, seasonal variation in its flow direction is realization-dependent. Hence, as well as introducing uncertainty to predictions of groundwater inflow into both of reaches 1 and 2, hydraulic property heterogeneity also introduces uncertainty to the notion of “steady state”.

The fourth of the above predictions is sensitive to the timing of the growth and decay of cones of groundwater depression that surround the two pumping wells. Parameters which govern this process have the capacity to be informed by transient calibration. Uncertainties associated with predicted durations of low stream flow are therefore expected to be higher when they are made by a model that has been calibrated under steady state conditions, than by a model that has been calibrated under transient conditions.

RESULTS

Model Predictions

Time series of heads in a number of representative wells during the 9 year calibration period in which pumps are not operating,
and during the 9 year prediction period during which pumps are operating, are provided in Figure 5. Time series of aquifer inflows into reaches 1 and 2 during the calibration and prediction periods are provided in Figure 6. The mean parameters used to calculate values of predictions of management interest are listed in the Supplementary Material Table S1. The calculated predictions are listed in the Supplementary Material Tables S2, S3 and S4.

Linear Analysis

Parameter Estimability

Before presenting the results of linear analysis as they pertain to the present study, we present a number of figures that depict other easily-achieved outcomes of linear analysis. They demonstrate the comparative capacity of steady state and transient calibration to reduce the posterior uncertainties of model parameters. It must be borne in mind, however, that the use of a model in decision-support depends on its ability to reduce the uncertainties of specific predictions, and not necessarily of parameters. Reducing the uncertainties of parameters to which predictions of management interest are not sensitive is therefore of secondary importance; this is further discussed below.

Figure 7A maps the relative posterior uncertainty of the log (to base 10) of hydraulic conductivity throughout the model domain attained through steady-state-only calibration. The relative posterior uncertainty, $r$, of a parameter is calculated as:

$$ r = \frac{\sigma_{post}}{\sigma_{pre}} $$

where $\sigma_{pre}$ is the standard deviation of prior uncertainty of the parameter and $\sigma_{post}$ is its standard deviation of its posterior uncertainty.

Figure 7B maps this same statistic following transient calibration. These figures demonstrate the enhanced capacity of a transient dataset to inform hydraulic conductivity parameters, notwithstanding the fact that it must also inform other parameters.

Figure 8 maps the relative posterior uncertainty of the log of specific yield achieved through transient model calibration. This parameter type is not informed by steady-state-only model calibration. The ability of transient model calibration to reduce the uncertainty of this parameter type is readily apparent from this figure.

Figure 9 charts relative posterior uncertainties of parameters belonging to the four soil-specific instances of the LUMPREM recharge model achieved through both steady state and transient calibration of the composite recharge/groundwater model. The back row of this figure shows relative posterior uncertainties achieved through steady-state-only calibration, whereas the front row shows relative posterior uncertainties achieved through transient calibration. Even though recharge is a transient phenomenon, steady-state-only calibration has a small capacity to reduce the uncertainties of LUMPREM parameters because time-averaged LUMPREM-calculated recharges are provided to the steady state version of the groundwater model.
Analysis of Type 2 Shortcomings

We now consider the predictions which are the focus of the present study.

Figures 10A,B show the uncertainties associated with heads and drawdowns in all of the wells depicted in Figure 3A. Each of these figures has three rows. The back row provides standard deviations of prior prediction uncertainty. The middle row provides prediction standard deviations posterior to steady-state-only calibration. The front row provides prediction standard deviations posterior to transient calibration. These figures indicate that steady-state-only calibration considerably reduces the uncertainties of average head predictions, and that further uncertainty reductions accrued through transient calibration are small. The same does not apply to predictions of drawdown. These predictions benefit from the ability of transient history-matching to access extra information.

Figures 11A,B depict uncertainties associated with stream flow predictions in reaches 1 and 2. The same protocols are adopted for the three rows of each of these figures as are adopted for those of the previous figure. Figure 11A pertains to average stream flow depletion while Figure 11B pertains to flow duration below the Q95 level.

It is apparent from Figure 11A that transient calibration adds little to the ability of steady state calibration to reduce uncertainties associated with predictions of average stream flow depletion in each of the reaches. This follows from the sensitivity of this prediction to local hydraulic conductivity (especially in the south west of the model domain), and from the ability of steady state calibration to inform this hydraulic property.
Factors that affect prolongation of low-flow conditions are more complex however (Figure 11B). The prior uncertainty of flow duration below the Q95 threshold is greater for reach 2 than for reach 1. This is because groundwater inflows are smaller into reach 2 than into reach 1, and because these inflows are sensitive to local aquifer properties. Steady-state-only calibration reduces the uncertainty of this prediction considerably because of its capacity to illuminate these local aquifer properties. For reach 1 however (for which groundwater inflows are much greater and are less affected by local aquifer properties), transient calibration is more effective, as it informs hydraulic properties that affect timing of drawdown propagation from the two pumping wells.

Nonlinear Analysis

In implementing the nonlinear methodology described in the previous section, a total of 200 parameter sets were drawn from the prior parameter probability distribution. As has already been discussed, for each of these realizations, a set of steady state observations was generated by running the transient model over the 9-year calibration period, and then averaging pertinent model outputs. A steady state model was calibrated against each of these sets of outputs. For each parameter realization, both pairs of model parameters (original and calibrated) were then used to make predictions which are the subject of this synthetic study.

Predictions made by all model pairs can be compared in a scatter plot. For a given parameter realization, a prediction made by the model which was calibrated under steady state conditions is plotted on the x axis. The prediction made using the original parameter realization is referred to the y axis.

We select two observation wells to exemplify the outcomes of this analysis, namely wells B2 and B14. These wells demonstrate worst and best performance of steady-state-only calibration in terms of its propensity to induce bias in these types of model prediction. Figures 12A,B pertain to average heads in these two wells over the prediction period in which pumps are operating, while Figures 13A,B pertain to average predicted drawdowns.

The results for well B2 indicate a consistent bias for heads predicted by the steady-state-calibrated model, and an opposite bias for predicted drawdowns. In contrast, no such bias is apparent for well B14. Well B2 is situated in the upper part of the catchment, while B14 is situated closer to its outlet.
FIGURE 12 | Nonlinear analysis of groundwater level predictions in: (A) upgradient bore B2; and (B) downgradient bore B14. Predictions made using the steady-state-calibrated parameter set are plotted on the x axis while those made using the original parameter set are plotted on the y axis.

FIGURE 13 | Nonlinear analysis of groundwater drawdown in: (A) upgradient bore B2; and (B) downgradient bore B14. Predictions made using the steady-state-calibrated parameter set are plotted on the x axis while those made using the original parameter set are plotted on the y axis.

FIGURE 14 | Nonlinear analysis of stream depletion predictions in reach 1 and reach 2: (A) Mean stream depletion rate in reach 1; (B) mean stream depletion rate in reach 2. Predictions made using the steady-state-calibrated parameter set are plotted on the x axis while those made using the original parameter set are plotted on the y axis.
Under-prediction of B14 heads by the steady-state-calibrated model suggests a consistent overestimation of hydraulic conductivities in parts of the model domain. An examination of experimental results demonstrates that this is indeed the case. For some realizations, during very wet events the water table rises to the surface for a short period of time over parts of the model domain, this inducing saturated overland flow. Groundwater heads are thereby clipped. This introduces nonlinearity into the averaging process whereby average heads are derived from transient heads. With some averaged heads thereby biased low, local hydraulic conductivities inferred from these heads through steady state calibration are biased high.

Figures 14A,B show s vs s scatter plots for average groundwater inflow depletion into reaches 1 and 2. Predictions for reach 1 exhibit some degree of bias; there is tendency for the steady-state-calibrated model to over-predict pumping-induced flow depletion in this reach. We attribute this to the same phenomenon as that discussed above for B2 heads. Steady state calibration has a tendency to overestimate hydraulic conductivities in parts of the model domain, including those parts where extraction wells are situated. Higher hydraulic conductivities enable faster drawdown propagation to river reaches when these pumps are operating. This applies particularly to reach 1, as large parts of reach 2 are disconnected from the groundwater system during dry times when pumping occurs.

Figures 15A,B provide s vs s scatter plots for the fraction of time over which flows in reaches 1 and 2 are less than their respective Q95 thresholds. Little steady-state-calibration-induced bias is apparent in this prediction for reach 1; however, there is a tendency for underestimation of this quantity in reach 2 by the steady-state-calibrated model.

**DISCUSSION**

The results presented above suggest that steady-state-only model calibration can indeed reduce uncertainties associated with the predicted effects of pumping on nearby groundwater heads and inflows to streams. Furthermore, this reduction is significant. This reflects the high information content of steady state measurements with respect to conductance parameters such as hydraulic conductivity. Other studies (for example Gallagher and Doherty, 2007; Soltanian and Ritzi 2014) describe how hydraulic conductivity is often the major contributor to the uncertainties of many predictions of management interest. This follows from the large range of values that it may take, and its high degree of spatial variability.

However, where timing is important to a prediction, transient calibration can reap further uncertainty reduction benefits. Whether these benefits justify the construction and calibration of a transient model is a site-specific matter. The study reported herein demonstrates that this matter can be rapidly investigated by constructing a representative transient model, and then using that model for linear analysis. This is a far less onerous process than building a more detailed transient model, and then calibrating that model against actual field measurements. Linear analysis undertaken on the representative transient model can be used to explore whether the latter process is worth the effort.

Of greater concern is the propensity for steady-state-only calibration to induce bias in some decision-critical model predictions. The propensity for bias depends on the prediction, for some predictions are more susceptible to it than others. It also depends on the uncertainty associated with that prediction. If a prediction is highly uncertain, then errors introduced by bias may be small in comparison with this uncertainty. On the other hand, analyses such as those presented by White et al. (2014) suggest that the errors introduced by bias could be large for some predictions whose post-calibration uncertainties are apparently small.

In the present study, bias arises from the artificial nature of the steady state condition. It also arises from the manner in which steady state observations are computed from real observations. If steady state observations suffer bias, then inferences of hydraulic conductivity drawn from steady state calibration also suffer bias. This is demonstrated in the synthetic case discussed above where steady state heads are calculated by averaging transient heads.
Occasional surface clipping of the latter during times of high rainfall introduces nonlinearity into the averaging process that bias calibrated hydraulic conductivities in parts of the model domain.

Removal of this particular source of bias would require that the calibration process eschew as close a fit with average heads as was achieved in the present study. This can be achieved in a number of ways. For example, the target objective function can be set to a higher value than that employed herein, lower weights can be assigned to time-averaged heads that are most likely to be affected by this process, or these heads can be removed from the calibration dataset altogether. More sophisticated accommodation of this source of bias may account for temporal correlation of head-averaging errors by designing a $C(\varepsilon)$ matrix with appropriate off-diagonal elements. All of these options would introduce higher uncertainties in some, if not all, management-salient predictions. This trade-off of increased uncertainty against reduced propensity for bias is not uncommon in data processing generally.

Steady state model calibration offers other opportunities for introduction of predictive bias. Whether this bias is any greater than that introduced through transient calibration is a matter of conjecture. In the present example we compute steady state recharge by averaging LUMPREM-calculated recharge over a 9 year period. At the same time, the calibration process was chosen to be representative of long term conditions, as it is reasonably lengthy and begins and ends with roughly the same amount of water stored underground. In real-world modelling practice, other estimates of steady state recharge may be employed. These are likely to have their own biases. For example they may lack spatial resolution, and/or the capacity to reflect different land uses and soil types; they may fail to account for local ponding during wet seasons wherein recharge is concentrated in certain areas. However calculation of transient recharge may suffer from similar problems, especially during periods of high rainfall (and therefore high recharge) where partitioning of water between runoff, interflow, ponding, macropore recharge and replenishment of the soil moisture store is notoriously difficult.

In the example discussed above, a model that undergoes steady-state-only calibration is used to make a transient prediction, i.e., the period of time over which stream flows are less than their Q95 levels. Under circumstances such as these, the parameters of the recharge model undergo very little adjustment during the regularized inversion process through which steady state model calibration is achieved. Their posterior uncertainties are therefore barely reduced from their prior uncertainties. Linear analysis demonstrates that if we can associate a range of recharge model parameter values with a particular soil and vegetation type (i.e., if we know the joint prior probability distribution of these parameters), then the uncertainties of some decision-critical model predictions may not suffer too much from this model-deployment strategy. However predictive uncertainty analysis becomes important under these circumstances. If a prediction of management interest is made using only a single set of recharge model parameter values that are central with respect to the joint prior parameter probability distribution, nonlinearity of recharge with respect to these parameters may engender considerable predictive bias. Fortunately, this is exposed and accommodated if the prediction is made using many parameter values that collectively sample the posterior parameter probability distribution, as is demonstrated in this study.

**CONCLUSION**

Environmental governance requires that responses be made on a regular basis to applications for increased groundwater extraction. A key adjudication criterion is the effect of the proposed pumping on nearby streams. Groundwater extraction has the capacity to reduce, or even eliminate, stream flows in dry seasons. Flow reduction can have a dramatic effect on stream water quality. This can have profoundly negative consequences for biota which inhabit streams.

Increased groundwater extraction can also impact existing groundwater users. It can lower the piezometric surface below present pump intake levels. In severe circumstances, it can make access to groundwater difficult during prolonged dry periods when demand for its use is greatest.

Calculations required for assessment of a licensing application are often based on modelling. However numerical modelling of natural systems is always compromised. Budgets are always lean; data are always scarce. A decision for or against a particular modelling strategy can never be conclusive. Nevertheless, model design and deployment decisions must be made. These decisions require metrics for success and failure. This paper presents generally-applicable metrics that can serve as reference points for adoption (or not) of a modelling strategy that involves steady-state-only calibration. It also demonstrates analysis methodologies through which adoption of this strategy can be judged against these metrics in a particular management context.

In real-world modelling practice, construction and calibration of a steady state model is not a particularly difficult undertaking. Software that implements highly parameterized inversion and data assimilation is readily available, and relatively easy to apply to steady state model calibration. A modeller can therefore readily extract information from a local steady state dataset. Management-critical predictions can then be made, and their uncertainties analysed. For some model predictions, these uncertainties will not be too much greater than if a more laborious process of construction and calibration of a transient model had been undertaken. Steady-state-only model calibration may therefore, in many cases, mark the point of diminishing return as far as decision-support modelling is concerned.

However, the present paper makes it clear that caution must be exercised. While the results documented herein suggest that transient history-matching does not reduce the uncertainties of some management-salient predictions too much below that which steady-state-only history-matching can achieve, these conclusions are location-specific and prediction-specific. In more general situations, the potential benefits of transient model calibration can be tested using the linear methods presented in this paper. The transient model that is used for this analysis need not be as complex as that which would actually be built and deployed for decision-support. Nor does it even need to be calibrated.
The potential for predictive bias that is incurred by the steady state assumption is more difficult to quantify. Strategies that reduce this potential are necessarily location-specific and prediction-specific. The extent to which they are a cause for concern is determined by the uncertainty of management-salient predictions. If these are large, the potential for error incurred by predictive bias may be small in comparison; it can therefore be neglected. Alternatively, if the potential for predictive bias is significant in comparison with the uncertainty of an important prediction, then it must be included in uncertainty intervals that are associated with this prediction. Rapid evaluation of the contribution of calibration-induced predictive bias to overall posterior predictability in a range of modelling contexts is a matter that awaits further research.
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