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Abstract

Synthetic speech detection is one of the most important research problems in audio security. Meanwhile, deep neural networks are vulnerable to adversarial attacks. Therefore, we establish a comprehensive benchmark to evaluate the transferability of adversarial attacks on the synthetic speech detection task. Specifically, we attempt to investigate: 1) The transferability of adversarial attacks between different features. 2) The influence of varying extraction hyperparameters of features on the transferability of adversarial attacks. 3) The effect of clipping or self-padding operation on the transferability of adversarial attacks. By performing these analyses, we summarise the weaknesses of synthetic speech detectors and the transferability behaviours of adversarial attacks, which provide insights for future research. More details can be found at https://gitee.com/djc/QRICK/Attack-Transferability-On-Synthetic-Detection.

Index Terms: Synthetic speech detection, adversarial attack, adversarial robustness

1. Introduction

Synthetic speech detection \[1\] focuses on detecting spoof speech in non-auto speaker verification scenarios. It reflects the scenario in which an attacker has access to the voice data of a targeted victim, e.g., data posted to social media. The victim might be a celebrity, a social media influencer, or an ordinary citizen. The attacker’s incentive might be, e.g., to blackmail the victim or to denigrate his or her reputation in some way by spreading spoken misinformation. Synthetic speech techniques commonly used by attackers include text-to-speech (TTS) \[2\] and speech conversion (VC) \[3,4\]. In order to detect this kind of attack, researchers have proposed a variety of countermeasures \[5,7\].

However, the existing methods are only used for unprocessed synthetic speech, and the exploration of the impact of adversarial attacks on synthetic speech identification is somewhat inadequate. Adversarial attacks are algorithms that add imperceptible perturbations to the input signal of the machine learning model to produce incorrect output labels. The perturbed input signal is called a adversarial example. Therefore, adversarial attacks pose a security threat to the deep learning model of synthetic speech detection, speaker recognition, and other tasks.

Considering that there are few works on transferability in synthetic speech detection, we review similar works in sound classification. \[8\] \[9\] studies the transferability of adversarial examples generated based on the Mel-frequency cepstrum coefficient (MFCC) between different deep models. Esmaeilpour et al. \[10\] proved the transferability of adversarial attacks between deep learning models and Support Vector Machines (SVM). Subramanian et al. \[11\] studied the robustness of adversarial samples under different input transformations, such as MP3 compression, resampling, and white noise. Subramanian et al. \[11\] implemented the transferability of adversarial attack from spectrogram to raw waveform. Their research does not delve into three problems: 1) Transferability of adversarial attack between various features; 2) Transferability of adversarial attack between the same feature with different extraction hyperparameters; 3) Transferability of adversarial attacks on clipping and self-padding operations.

2. METHODOLOGY

This section describes the experimental setting, including the adversarial attacks employed, the threatened models, the datasets used, and the evaluation metric.

2.1. Adversarial attacks

In this paper, all attacks used are implemented under white-box settings. The attacker can obtain all the information about the model. We ignore the weak baseline attack method FGSM \[12\] and adopt the I-FGSM \[13\] and the more robust attack I-FGSM \[14\]. The attacks used are as follows:

1. FGSM is the fast gradient-based iterative attack method for generating adversarial examples, and it has a high attack
success rate. Assume $J(x, y) \text{ as cross-entropy cost function of the model, given wave } X \text{ and targeted class } y$. The I-FGSM can be formulated as follow:

$$\begin{align*}
x^{adv}_0 &= x, \\
x^{adv}_{N+1} &= \text{Clip}_{x, \epsilon}(x^{adv}_N - \alpha \text{sign}(\nabla_x J(x^{adv}_N, y)))
\end{align*}$$

(1)

where $x^{adv}$ is an adversarial example, $x$ is source audio, $\alpha$ is the step size. $\text{Clip}_{x, \epsilon}(x')$ is function that makes $x'$ in $L_{\infty} \epsilon$-neighbourhood of $x$.

I-FGSM$_{ens}$ is an ensemble attack based on I-FGSM. [15], [17] show that ensemble attacks can greatly improve the transferability of adversarial attacks. Following the setting of [14], assuming there are $K$ models, the loss function of I-FGSM$_{ens}$ is defined as follows:

$$J(x, y) = \sum_{k=1}^{K} \nabla_x J(x, y)$$

(2)

For I-FGSM, set $\epsilon = 0.08$, $\alpha = 0.001$ and the number of iterations to 40. For I-FGSM$_{ens}$, set $\epsilon = 0.1$, $\alpha = 0.002$ and the number of iterations to 60.

### 2.2. Input Features

As shown in Figure 1, we choose several features widely used in synthetic speech classification, including LFCCs [5], MFCCs [19], [21], Spectrogram (SPECs) [22], [24], delta, and delta-delta [21]. Considering multiple extraction methods for two-dimensional (2D) features, we extract each feature three times with different hyperparameters.

**LFCCs:** Linear frequency cepstral coefficients are a popular feature used for speech classification. The LFCC process has two steps: 1) Using linear filters and logarithmic compression power spectrum; 2) Perform DCT to produce the cepstral coefficients. In the experiment, we adjust the retaining LFCC coefficients to produce three features, LFCC$_{60}$, LFCC$_{70}$, and LFCC$_{80}$.

**MFCCs:** In the process of Mel-frequency cepstral coefficients, Mel scale filters are used to replace the linear filters in LFCC, having denser spacing in the low-frequency region. MFCC is sensitive to the change of low frequency. In the experiment, like LFCC, we adjust retaining MFCC coefficients to produce three features, MFCC$_{30}$, MFCC$_{40}$, and MFCC$_{80}$.

**SPECs:** Spectrogram contains rich information related to speech or speaker [24]. We use the log-spectrogram calculated directly from the speech frame as the input feature. The specific parameter settings are as follows: win_length=1024, hop_length=512, Hann window [25], n_fft=1024, 2048 or 3072. We abbreviate the SPECs from different n_fft as SPEC$_{1024}$, SPEC$_{2048}$, and SPEC$_{3072}$.

**WAVEs:** Input acoustic sampling values directly into the model. It is essential to explore the transferability of adversarial attacks between one-dimensional (1D) and 2D features.

#### delta and delta-delta:

They can record some dynamic information [26], such as the change of MFCC and LFCC over time. Therefore, when MFCCs or LFCCs are used as features, we input delta-MFCCs/LFCCs and delta-delta-MFCCs/LFCCs at the same time.

### 2.3. Dataset

We use the ASVspoof2021 dataset [27] introduced for the speech deepfake challenge. The training dataset contains 2580 bona fide speech and 22800 spoofed speech. The test dataset contains 24844 speeches. The adversarial examples we generate are based on spoof speech samples which is the meaningful scenario that adversarial synthetic speech is recognized as bona fide speech.

### 2.4. Model

| Feature   | Train(%) | Test(%) |
|-----------|----------|---------|
| LFCCs     | 99.8     | 99.8    |
| MFCCs     | 99.7     | 99.6    |
| SPECs     | 99.9     | 99.9    |
| WAVEs     | 99.4     | 99.0    |

Table 1 provides average accuracy of models based on different features.

We input two-dimensional features into the Resnet [28] model and one-dimensional features into the Rawnet [23] model. Resnet is a typical 2D CNN model, which has superior performance in the classification of two-dimensional features such as spectrogram. Rawnet is direct modelling of raw waveforms using deep neural networks, which has achieved state-of-the-art in speaker classification and synthetic speech identification. As shown in Figure 1, we feed the models with three different input dimensions including $1 \times 40000$, $1 \times 48000$, and $1 \times 64600$ to simulate clipping and self-padding. The models under different input dimensions are abbreviated to \text{res}$_{40}$, \text{res}$_{48}$, \text{res}$_{48}$, \text{raw}$_{46}$, \text{raw}$_{46}$, \text{raw}$_{48}$, and \text{raw}$_{48}$.

Table 1 provides average accuracy of models based on different features. Taking MFCCs as an example, its result is the average accuracy of MFCC$_{30}$ + \text{res}$_{46}$, MFCC$_{30}$ + \text{res}$_{48}$, MFCC$_{30}$ + \text{res}$_{48}$, MFCC$_{40}$ + \text{res}$_{46}$, MFCC$_{40}$ + \text{res}$_{48}$, MFCC$_{40}$ + \text{res}$_{48}$, MFCC$_{80}$ + \text{res}$_{48}$, and MFCC$_{80}$ + \text{res}$_{48}$.

### 2.5. Metrics

The experimental evaluation criteria include attack success rate (ASR), the quality of adversarial examples, and transfer success rate (TSR).

**ASR:** It is worth stating that all adversarial examples are generated based on spoof synthetic speech. Considering that there may be a small amount of misclassification in the model itself, the attack success rate for model M is calculated as follows:

$$\text{ASR}_M = \frac{\text{NUM}(X^M_{\text{adv}} - X^M_{\text{att}})}{\text{NUM}(X^M_{\text{att}})}$$

(3)
where NUM is a count function, $X^{All}$ is the dataset, $X^{err}_M$ is the sample set misclassified by model M, and $X^a_b$ is the adversarial examples generated based on data set $b$ and model $a$.

**TSR:** Assuming that there are model M and model N, the transferability of adversarial attacks from M to N can be formulated as follows:

$$S = X^M_{X^{All} - X^{err}_M},$$

$$\text{TSR}_N^M = \frac{\text{NUM}(X^N_S)}{\text{NUM}(S - X^{err}_N)}, \quad (4)$$

**SNR:** Signal-to-noise ratio [29] is an objective metric to evaluate the quality of adversarial examples [8, 30, 31], and it is defined as:

$$\text{SNR}_{dB}(r,x) = 10 \log_{10} \frac{\sum_{n=1}^{N} x^2_n}{\sum_{n=1}^{N} r^2_n} \quad (5)$$

where $r$ is noise audio and $x$ is clean audio.

### 3. Discussion

#### 3.1. ASR and SNR of adversarial attacks

Table 2 and Fig.2 show the SNR and ASR respectively. Generally, the SNR exceeding 20dB is not perceptible to the human ear, and the SNR generated in Table 2 is between 39.4dB and 34.3dB, which shows that the adversarial examples generated in this paper are of high quality. Fig.2 shows the success rates of different attacks on the 64600 series of models. The average attack success rate for I-FGSM/I-FGSM is 92.5%/90.5%, which indicates that adversarial attacks threaten models with different features.

#### 3.2. TSR between different features

Table 2 and Table 3 show the TSR of adversarial attacks between MFCCs, LFCCs, SPECs, and WAVEs. We observe that the average TSR from MFCCs to LFCCs is 99.3%, the average TSR from LFCCs to MFCCs is 95.6%, the average TSR from MFCCs/LFCCs to SPECs achieves 99%/93%, and the average TSR from SPECs to MFCCs/LFCCs is 97.3%/89%. These results strongly indicate that adversarial attacks are highly transferable between 2D features. Furthermore, the lowest TSR from different features to SPECs is 76%, and the average TSR is 95.3%, which indicates that spectrogram features are more vulnerable than other features. Taking the DF track of ASVspoof2021 as an example, 2D features are widely used and are the primary input features of various classifiers. Therefore, our experiments demonstrate the vulnerability of models based on 2D features to the threat of 2D-features-based adversarial attacks.

Meanwhile, we find that the transferability of adversarial attacks from 2D-feature-based models to 1D-feature-based models is almost 0%, whereas adversarial attacks based on 1D features still threaten 2D-feature-based models. The above results guide both attackers and defenders in the synthetic speech detection task. For the defender, the classifier, the use of 1D features can well defend against adversarial attacks based on 2D features. For the attacker, the adversarial attack based on 1D features can threaten the classifier with the 1D feature and the classifier based on the 2D features.

### Table 2: The TSR of adversarial attacks between different features

| Attack       | Model                      | SNR (dB) | LFCC$_{70}$ | MFCC$_{40}$ | SPEC$_{2048}$ | WAVE+$^\text{raw}$ |
|--------------|---------------------------|----------|-------------|-------------|----------------|-------------------|
| I-FGSM       | LFCC$_{70}$+res$_{646}$   | 39.4     | 1.0         | 1.0         | 0.98           | 0.0               |
|              | MFCC$_{40}$+res$_{646}$   | 38.7     | 1.0         | 1.0         | 0.99           | 0.0               |
|              | SPEC$_{2048}$+res$_{646}$ | 38.2     | 0.96        | 0.97        | 1.0            | 0.0               |
|              | WAVE+$^\text{raw}$$_{646}$| 39.5     | 0.64        | 0.39        | 0.99           | 1.0               |
| I-FGSM$_{ens}$ | res$_{646}$+raw$_{646}$  | 34.3     | 1.0         | 1.0         | 1.0            | 0.61              |

### Table 3: The TSR of adversarial attacks between different features with different hyperparameters

| Attack       | Model                      | LFCC$_{60}$ | MFCC$_{30}$ | SPEC$_{1024}$ | LFCC$_{80}$ | MFCC$_{80}$ | SPEC$_{3072}$ |
|--------------|---------------------------|-------------|-------------|---------------|-------------|-------------|---------------|
| I-FGSM       | LFCC$_{70}$+res$_{646}$   | 1.0         | 0.87        | 0.83          | 1.0         | 1.0         | 0.98          |
|              | MFCC$_{40}$+res$_{646}$   | 0.99        | 0.99        | 0.99          | 0.99        | 1.0         | 0.99          |
|              | SPEC$_{2048}$+res$_{646}$ | 0.98        | 0.74        | 0.94          | 0.98        | 0.96        | 1.0           |
|              | WAVE+$^\text{raw}$$_{646}$| 0.68        | 0.22        | 0.76          | 0.59        | 0.35        | 0.99          |
| I-FGSM$_{ens}$ | res$_{646}$+raw$_{646}$  | 0.99        | 0.96        | 0.93          | 1.0         | 0.99        | 1.0           |

Figure 2: Attack Success Rate.
attacks from WAVE+raw_464 to LFCCs/MFCCs+res_4 was significantly improved. This result shows that the self-padding operation does not affect the TSR of adversarial attacks and increases the threat of adversarial attacks based on 1D features.

### 3.5. TSR of ensemble attack

Ensemble adversarial attack is an effective method to improve the threat of attack. In Table 2 and Table 3 the average TSR of I-FGSM is 86.1%, and the average TSR of I-FGSM is 79.8%, which shows that the ensemble adversarial attack can effectively improve the transferability. However, Tables 2 and 5 demonstrate that ensemble-based adversarial attacks cannot threaten models based on 1D features of different lengths, which illustrates the strong robustness of WAVEs feature-based models.

### 4. Conclusions

This paper scratches the transferability of adversarial attacks in synthetic speech detection under different settings. These settings simulate real detection scenarios: 1) Adopt various features as model input, such as MFCCs, LFCCs, spectrograms, and waveforms; 2) Use different feature extraction parameters, such as filter numbers; 3) Take raw waveforms of different lengths as input and extract features. Based on the evaluation results, we draw some critical findings of adversarial attacks transfer behavior, which may be helpful for future research.

In the future, our work will focus on improving the transferability of adversarial attacks between the different lengths of 1D features from the attacker’s perspective.
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