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Mobile ad hoc networks (MANETs) are formed by wireless mobile devices that do not require a predefined infrastructure and where all nodes are at the same level without the need of a central coordinator. The routing is an important task in this kind of networks because of highly dynamic environments and other characteristics. Routing consists of sending the information from sender nodes to destination nodes in a multihop manner. There are different techniques to solve the routing problem. We rely on bioinspired algorithms, those that take into account the behavior of certain animals to solve it. Specifically we design a novel routing algorithm based on Ant Colony Optimization (ACO) which uses the concepts of Swarm Intelligence and analyzes the behavior of ants at the time of obtaining the food. In this work, we present Hybrid ACO Routing (HACOR), a bio-inspired protocol based on ACO. In the simulation results, we observe how this protocol performs significantly better compared to a state-of-the-art routing protocol, according to the analyzed metrics.

1. Introduction

Nowadays the wireless networks are having a relevant importance due to the services offered by the high proliferation of the devices. Mobile ad hoc networks (MANETs) [1] are constituted by wireless mobile devices/nodes distributed without the need of predefined infrastructure; that is, each node has the same level in the network and they can act as client or server. The nodes may join or depart the network at any time, and thus wireless links are constantly created and destroyed.

The main problems of this kind of networks are autoconfiguration and routing. The autoconfiguration of mobile ad hoc networks requires specific protocols [2]; that is, traditional solutions are invalid. Similarly, routing in these networks requires particular solutions, like in wireless sensor networks [3]. Some protocols [4] combine autoconfiguration and routing aspects to optimize the operation of such networks.

Considering the limited communication range of wireless networks, information is usually transmitted in a multihop fashion. Data routing is an essential task in networking and it has the mission of finding routing paths from sender to destination nodes. In highly dynamic environments, such as MANETs, this task becomes particularly challenging, and routing protocols must be designed to cope with the time-varying topologies.

There are several routing approaches for MANETs. The so-called traditional algorithms (OLSR [5], AODV [6]), even though they are widely used for routing, usually do not meet the expectation in terms of performance. For this reason, the researchers have focused on natural behavior of some animals (the most of them are insects) to solve complex problems. These kinds of techniques are typically referred to as bioinspired algorithms.

Ant Colony Optimization (ACO) [7, 8] is a particular type of these algorithms which takes inspiration from the behavior of ants at the time of obtaining the food. ACO is a metaheuristic proposed by Dorigo in his thesis [9], and it has been used to solve different type of problems, including network data routing.
In this work we present Hybrid ACO Routing (HACOR) protocol. It is a novel ACO-based algorithm which combines proactive and reactive parts. HACOR proposes several enhancements and additional functionalities in comparison to previous ACO-based algorithms. Within these, a novel buffering technique for control packets, an improved link failure management procedure, and a proactive route exploration mechanism exist. These strategies were carefully designed for MANETs, aiming to reduce the protocol overhead and improve the network performance in terms of end-to-end delays and data throughput.

This paper is divided into 5 sections with the first section being this introduction. In Section 2, we discuss the most relevant hybrid related work in the routing based on ACO. In Section 3, we present our proposal, HACOR, explaining its major characteristics. In the following Section 4, we analyze the simulation results where HACOR and AODV are compared. Finally, we offer conclusions in Section 5.

2. Related Work

The ACO-based routing protocols can be classified, as well as the traditional protocols, in proactive, reactive, and hybrid. Proactive protocols frequently need to exchange packets between nodes and to continuously update their routing tables; therefore they usually suffer from increased overhead. On the other hand, the reactive protocols act on-demand; therefore they establish routing paths and sent control packets only when needed, thus reducing overhead. This reduction comes at the cost of higher latency.

Not until recently, the community started to explore the combination of both approaches, which led to the proposal of hybrid methods. The main motivation behind the hybridization different algorithms is getting the advantages of both approaches and finding a good trade-off between overhead and latency. We discuss some representative hybrid protocols proposed in the literature. Ant-AODV [10], a hybrid routing protocol based on ACO and on the routing protocol AODV, as its name suggests, tries to take advantage of both.

However, this protocol was designed without taking into account techniques to help to find the shortest routes and mechanisms to mitigate the congestion problem.

HOPNET [11] is based on a technique in which ants jump from one zone to another one. The algorithm has characteristics extracted from the ZRP and DSR protocols, being highly scalable, compared with other hybrid protocols. This algorithm consists of a proactive route setup in the area of node vicinity and communication between zones reactively on demand, which is done at the moment of sending packets from a zone to another. When the number of nodes is small, the continuous movement of peripheral nodes constantly triggers attempts to discover new routes, which causes more overhead and transmission delays compared to other hybrid routing protocols. Another protocol is presented in [12], which combines ideas about ACO with Zone-Based Hierarchical (ZHLS) protocol. Its algorithm is similar to HOPNET and it is based on ants which cross from one zone to the next one. The authors claim that their proposal improves the performance in comparison to traditional algorithms, according to the delay, ratio, and overhead metrics. But undoubtedly the most representative is AntHocNet [13, 14]. It constitutes a hybrid, adaptive, and multipath protocol that takes into account the dynamic topology and other characteristics of the MANETs, presenting a hybrid mode of operation; it is reactive because it has agents operating in the route setup to destinations and proactive due to other agents collecting information to discover new routes in the prevention against link failure. It is multipath because it establishes different paths to send the information to the destination. Finally, it is adaptive because it suits the current traffic and network conditions.

Finally, AntOR [15, 16] is a protocol based on AntHocNet but it differs from this in the following characteristics: (i) it is a protocol that works in two separate modes: Disjoint-link and Disjoint-node; (ii) it takes into account the pheromone separation in the diffusion process; (iii) it uses a distance metric in path exploration. In this protocol there are two kinds of routes: Disjoint-node and Disjoint-link. The first corresponds to routes in which nodes are not shared and the latter refers to routes in which links are not shared.

3. Proposed Algorithm

In this work, we present HACOR which is a hybrid bio-inspired protocol. Main characteristic is that HACOR belongs to hybrid algorithms because it is a combination between proactive and reactive parts.

(i) Reactive. It acts on-demand sending reactive agents or ants for routing setup process, when there are available data packets to be sent towards destination.

(ii) Proactive. In the path exploration process, the source node of the data session sends proactively, in time intervals, agents for creation of alternatives routes. This process only occurs when the communication between source and destination has succeeded during the reactive process.

Moreover, it operates in a multipath way because it establishes different paths to send the information to the destination. Also, it is adaptive because it suits the traffic and network conditions. To this end, the main functional features are as follows.

3.1. Control Packet Buffering. The motivation of this technique is the reduction of overhead. Thus, we send the control packets from the buffer synchronously. This strategy employs a buffer in which the control packets are temporarily stored. All the control packets, which are ready to send, are first stored in the control buffer. The main core of this technique consists on sending the enqueued packets to corresponding destinations in every time interval (it is established to 100 ms). The information included in each entry which is stored in this buffer is (a) socket to send the packet, (b) the control packet which is the particular message of the protocol, and (c) destination address (it could be a broadcast address or a unicast address sent to a determined node). We have utilized
time intervals of 100 ms because we got the best results in the simulations. With this technique, there is not the overlapping of control packets at the time of sending.

3.2. Outdated Route Management. This routing approach utilizes a new technique to control the outdated routes. It is a method that replaces pheromone evaporation. This technique avoids the conflicts of the routes, which may be created in an unnecessary manner. To achieve this goal, an event is triggered every 2 s. The technique is described as follows. A time-stamp field with the current time is established, every time a register in the routing table is updated or created. If the associated time-stamp field of each route from routing table is minor than current time minus a time limit (it is established to 5 s in the experiments), the particular register of the route is deleted from the routing table. This time limit can vary according to implementations. If it has low values, then the system converges slowly to premature routes, but with the drawback that the system may erase routes to active destinations. On the other hand, if it has high values, it implies a fast convergence in the creation of the routes but with disadvantage of keeping outdated routes in the system.

3.3. Data Packet Management. This technique consists of checking periodically the buffer for delayed data packets. Every node, at the time of forwarding the data packet, checks if it has a route to destination. If such route does not exist, it enqueues the corresponding packet. By periodically checking the buffer and resending packets, we obtain a better delivered data packet ratio, without altering other metrics, such as delay or jitter. The time period for checking the buffer is around 100 ms. Also, we want to note that the enqueued data packets are always sent while there is a valid route to its corresponding destination. We use this technique aiming to improve the packet delivery ratio, trying not to lose any packet. To avoid affecting other metrics as average end-to-end delay or jitter, we employ a small execution time as previously mentioned.

3.4. Link Failure Management. In this management, we control two processes. (a) The first one is related to fault tolerant, and (b) the second one is related to the way of neutralization the link failure management.

A common way to handle faults in control messages (an ant agent in ACO-based protocols) is to trigger a mechanism of neutralization process. This process involves the sending of agents to repair the route or to notify the precursors of the node about the failure. These agents are propagated (by broadcasting) throughout the network until reaching the source of the data session indicating that the route has become invalid. In highly dynamic environments, such neutralization processes are executed very often, inducing a large overhead in terms of packets and bytes. To fix this weakness, we employ a new technique that checks if a route exists (i.e., regular pheromone value greater than zero). If a path exists, we send the control message (unicast); otherwise the agent does not send.

Moreover, we try to neutralize the node/link failure as follows. The first event that occurs when there is a node failure is that the node that perceives the failure updates its neighbors table and deletes all routes which have the failure node as next hop. Then we proceed in this way. If there is no route at source node, a reactive forward ant is sent. If there is no route at an intermediate node and a data packet was being forwarded when the failure occurred, a route repair forward ant is sent to every destination of all affected data sessions. If there is no route at the intermediate node and a control packet (HELLO message is not consecutively received at every certain interval) was being forwarded, no neutralization message is sent. If there is no route at the intermediate node and a unicast control packet (different to HELLO) was being forwarded, we send a unicast message to precursor node. This process is repeated as often as needed until the source node is reached. Another functionality is the next. At the moment the data packet is ready to be forwarded to next hop, our algorithm checks if there is or not a valid route to destination of the current data session. In the case there is not valid route, our algorithm enqueues the current data packet and sends a local route repair ant to fix the problem. Also, in this method, the current node sends a unicast message to all reachable neighbors. The neighbors which receive this message sent the same message to its precursors if they have it. Otherwise, they stop sending.

The basic functionality is described in Algorithm 1.

3.5. Route Exploration Management. In our algorithm, we use proactively a method in the route exploration using
the concepts of Simple-ACO [8]. With this approach, we are able to reduce even more the protocol overhead. The modifications in Simple-ACO are the following.

(i) We do not use evaporation process.

(ii) We use free-loop method when the route with all visited nodes is created.

(iii) We do not need to set initial pheromone value toward every one-hop neighbor and we do not update pheromone value anymore. We utilize the message HELLO to this end. Every node that receives a HELLO message from another one-hop neighbor updates its route to such a neighbor with the new pheromone value.

(iv) We use the probabilistic method like Simple-ACO to send the proactive Ant.

(v) We have in consideration the Disjoint-Link route in this process. Thus all alternative routes, created in this process, are disjoint. The advantage of Disjoint-Link routes are (a) a failure in one node only affects a path, not the entire network, and (b) load balancing is better because there are not repeated routes on the disjoint property.

4. Simulation Results

We have performed several tests with the Network Simulator NS-3 [17]. The most important performance metrics that were used in the experimentation are

(i) **average end-to-end delay**: measures the accumulative effectiveness of experienced delays by packets going from source to destination;

(ii) **jitter**: performance metric that measures the delay variation between consecutive packets received;

(iii) **overhead in number of bytes**: relationship between the average of transmitted control bytes and the average of delivered data bytes;

(iv) **overhead in number of packets**: relationship between the average of transmitted control packets by the nodes of network and the average of delivered data packets to their destinations;

(v) **delivered data packet ratio**: the fraction of correctly delivered data packets versus sent;

(vi) **throughput**: volume of work or information flowing through a system. It is calculated by dividing the total number of bits delivered to the destination by the packet delivery time.

We compare our proposal with purely reactive protocol AODV. For the evaluation, we use two kinds of experiments.

4.1. **Experiment A.** We consider 100 nodes, randomly distributed in the area, with transmission range of 300 m. The nodes are moved according to the Random Way Point (RWP) pattern. We vary the pause time from 0 s to 240 s using a time interval of 60 s. The scenario was rectangular with dimensions 3000 m × 1000 m. The speed was set to constant with value of 5 m/s. Each simulation run uses 10 random data sessions using the application protocol Constant Bit Rate (CBR) beginning to send data at random from 0 s to a maximum of 180 s. The sending rate is 512 bit/s, that is, sending a packet of 64 bytes per second. The maximum simulation time is established to 900 s. Each test consisted of 10 runs.

Figure 1 shows how our proposal HACOR has a better performance in terms of delay than AODV at all pause times considered. We can note that in HACOR the delay never reaches the value of 100 ms. Increasing the pause time has two different effects on the general properties of the scenario that are relevant for routing. Firstly, there is a decrease in node mobility; since nodes stay still for longer periods, they are less mobile, and the network becomes less dynamic. As a consequence, the scenario becomes less difficult. Secondly, it is related to the distribution of nodes over the network area when the RWP mobility model is used.
Figure 2 shows that the curve which represents the jitter in HACOR has a behavior more uniform than the curve in AODV. Also we can appreciate how the jitter is never more than 110 ms in our approach.

With regard to overhead in bytes, in Figure 3, we appreciate how this property in HACOR is lower than in AODV at all pause times. Also we show that the curve of HACOR does not have extreme behavior and it is practically a straight line.

Figure 4 shows a slightly similar behavior in comparison to Figure 3. In this plot, we can appreciate how the two curves are less steep. We can also observe that this overhead in number of packets is less in HACOR than in AODV.

According to Figure 5, the ratio is very distinguishing performance metric, and we observe how this metric is much higher in HACOR than in AODV at all pause times. We also check that the ratio is never less than 86%. Thus, we can affirm that we get very good results with our proposal.

Figure 6 has a behavior similar to Figure 5, but this plot uses another scale of values.

4.2. Experiment B. This experiment was designed to assess the scalability of our proposal. We vary the number of nodes in the network from a minimum of 50 nodes up to maximum of 150 nodes with a constant node density. To this end, we changed the scenario dimensions as follows: 750 m × 750 m, 875 m × 875 m, 1000 m × 1000 m, 1125 m × 1125 m, and 1250 m × 1250 m for number of nodes 50, 75, 100, 125, and 150, respectively. These nodes were randomly distributed with a transmission range of 300 m and are also moved according to the Random Way Point (RWP) pattern, which has a pause time of 2 s and speed of 5 m/s. It also uses 10 random data sessions using the application protocol Constant Bit Rate (CBR) beginning to send data at random from 0 s to a maximum of 180 s. The sending rate was 2048 bit/s, that is, sending 4 packets of 64 bytes per second. The maximum simulation time was established to 900 s. It employs a total of 10 runs in the experiment.

Figure 7 shows that delay is better in HACOR than AODV according to this complex scenario. We can observe that both curves are increasing but the curve of AODV is more accentuated than the curve of HACOR.
Figure 8 shows how the jitter in HACOR is better than AODV, and we can appreciate the curve in HACOR having a uniform behavior than AODVs. In AODV the curve is more irregular.

Figure 9 shows the overhead in number of bytes. We appreciate that it is very similar in both approaches.

The overhead in number of packets is slightly higher in HACOR than in AODV, but in dense networks around 150 nodes (according to Figure 10) the overhead is the same. We can check a good performance with regard to this overhead in number of packets with no dense networks.

Figures 11 and 12 show the ratio and throughput, respectively. In both plots, we can appreciate the scalability of the two protocols. In Figure 11, we observe how the ratio decreases strongly in AODV than in our approach. In fact, it implies that in HACOR we obtain a better delivery ratio with the increment of nodes. Figure 12 shows the throughput but using another scale. We can appreciate a similar behavior than Figure 11.

5. Conclusion

Mobile ad hoc networks are formed by wireless devices without a predefined infrastructure. Due to highly dynamic environments, forwarding the data from a source to a destination is a critical and difficult task. This data routing can be treated using several techniques, but we rely on the bioinspired algorithms to solve this complex problem. Ant Colony Optimization (ACO) algorithms are our inspiration. ACO takes into account the behavior of ants at the time of obtaining the food. This behavior is based on Swarm Intelligence, that is, considers the collective behavior of some animals, in our case ants. In this paper, we present HACOR, a hybrid ACO-based routing protocol which has novel characteristics and employs enhanced techniques compared to its predecessors. The experimentation results show that HACOR has a better performance than AODV according to analyzed metrics. Overall, we can appreciate a significant improvement with regard to overhead in number of packets.
Figure 11: Delivered data packet ratio (Experiment B).

Figure 12: Throughput (Experiment B).
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