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ABSTRACT
Information-driven networks include a large category of networking systems, where network nodes are aware of information delivered and thus can not only forward data packets but may also perform information processing. In many situations, the quality of service (QoS) in information-driven networks is provisioned with the redundancy in information. Traditional performance models generally adopt evaluation measures suitable for packet-oriented service guarantee, such as packet delay, throughput, and packet loss rate. These performance measures, however, do not align well with the actual need of information-driven networks. New performance measures and models for information-driven networks, despite their importance, have been mainly blank, largely because information processing is clearly application dependent and cannot be easily captured within a generic framework. To fill the vacancy, we present a new performance evaluation framework particularly tailored for information-driven networks, based on the recent development of stochastic network calculus. We analyze the QoS with respect to information delivery and study the scheduling problem with the new performance metrics. Our analytical framework can be used to calculate the network capacity in information delivery and in the meantime to help transmission scheduling for a large body of systems where QoS is stochastically guaranteed with the redundancy in information.

Categories and Subject Descriptors
C.4 [Performance of Systems]: Modeling techniques; H.1 [Models and Principles]: Miscellaneous

General Terms
Theory, Performance
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1. INTRODUCTION
Although computer networks in general are purposed for information delivery, most existing network architectures like the Internet are actually not information driven in the sense that network nodes (e.g., routers and switchers) only care about packets instead of the information inside. As a common principle, network nodes as well as the whole network system are designed to support quality of service (QoS) with respect to packet-oriented service measures such as bounded packet delay and promised data throughput. To achieve this, QoS provisioning mechanisms have been proposed and used in the Internet, including admission control, congestion control, resource reservation, QoS routing, and so on. It has been observed that on the one hand QoS provisioning mechanisms provide certain service guarantee to privileged data traffic; on the other hand they largely increase the system complexity and incur a heavy burden on network nodes. Many emerging network systems, for example, wireless sensor networks, consist of nodes with only very limited computational capability and thus do not have the luxury to accommodate complex QoS mechanisms. Nevertheless, QoS is important in any means. For instance, in a patient-monitoring system or a fire alarm system with wireless sensor networks, we certainly require important information like abnormal heart beats or high temperature readings to be delivered correctly to a monitoring center. The dilemma we face is to guarantee QoS maybe without any underlying promise from network nodes on timely per packet delivery.

The traditional meaning of QoS, e.g., for guaranteed per packet delivery and end-to-end delay, is actually an overkill, since all we care is information. The traditional solutions focusing on packets instead of the information inside have the historical reason: the network protocol stack is layered and network protocols should not mix up with application-layer information. With the emergence of new technologies such as wireless sensor networks, however, the layering principle is not necessarily a rule of thumb, and the redundancy in the information sources should be utilized in network protocol design. A network node may not be purely a data forwarding device. Instead, it may become aware of information forwarded and is able to perform information processing whenever necessary. The ultimate goal of the whole network system is no longer to guarantee service for individual packets, but to guarantee a certain amount of information to be successfully transported. We call this type of networking systems information-driven networks. Typical examples include wireless sensor networks with directed
data diffusion [10], distributed content sharing over peer-to-peer networks [2, 12], and networks using network coding [1, 20].

Making the network to be information driven opens special opportunities for QoS provisioning, e.g., in environment where the network is subject to high packet losses or network nodes are stringently constrained by computational power and limited bandwidth. In applications where data exhibit spatial and/or temporal correlation, it is unnecessary to provide reliable transmission for each individual packet. Instead, QoS is guaranteed as long as required information can be obtained as sure (i.e., with a very high probability). We use a simple example to illustrate the advantages of allowing the network to become information aware.

Example 1. Assume that a wireless sensor network includes six sensor nodes and one processing center, also called the sink node, as shown in Figure 1. Four sensors at the bottom of the figure monitor the environment and periodically send out measurement data like temperature, humidity readings. Two sensors in the middle of the figure are used as data relay to the sink. Wireless links are generally subject to a high loss rate in wireless sensor networks [23], so we assume that the average packet loss rate is 25% for each wireless link. Without considering information, we treat the network as purely a data delivery system like the Internet. In this case, we need to make sure that each data packet is correctly delivered from the source to the sink with a high probability. If we set this probability to be no smaller than 96%, we need about 24 transmissions in total (calculated with two retransmissions each link to guarantee the high probability of correct end-to-end packet delivery). In contrast, if relay nodes know that the information from the four source sensors is highly correlated and if the information is considered to be delivered as long as at least one packet from the sources is received by the sink, eight transmissions (e.g., without any retransmissions) can guarantee that the information is delivered with a probability no smaller than 96%.

The above example clearly illustrates the necessity of taking information into consideration. Yet, several difficulties need to address even in the very simple example. First, how can we capture and model the correlation at the information sources? In addition, the correlation may change over time. How can we capture the dynamic changes in a timely fashion? Second, the above example only considers the correlation at the information sources, how can we perform information processing at intermediate relay nodes for better QoS provisioning and resource saving? Third, the use of application-layer information in network protocols has changed the fundamental design principle of current Internet architecture, where the network is considered as a packet transportation tool and the service guarantee is promised for individual packets. This fundamental change renders traditional performance modeling and evaluation approaches invalid for information-driven networks. For instance, network throughput in terms of number of bits per time unit and end-to-end packet delay are no longer good measures and new metrics should be used to align with the need of information-driven networks. What should be a good model for performance evaluation and resource scheduling for information-driven networks?

During the last several years, there are substantial research efforts devoted to tackling the first two difficulties. Particularly, the spatial and temporal correlations of information have been studied and utilized in network scheduling and resource saving in wireless sensor networks [15, 20, 24]; information redundancy has been exploited to help load balancing and improve fault tolerance in peer-to-peer content sharing systems [2, 12]. Regarding the third challenge, to the best of our knowledge, the only attempts to accommodate information processing in performance modeling are the work in [8, 21]. Nevertheless, information processing is simply modeled with a scaling function in [8, 21] and the information embedded in data packets has not been modeled, let alone utilized. In this sense, the performance models in [8, 21] are not really information-driven models. A systematic performance modeling framework suitable for information-driven networks still remains largely open.

In this paper, we propose the first-of-the-kind analytical framework suitable for performance study and resource scheduling of information-driven networks. Particularly, we make the following contributions:

1. We present a comprehensive performance model for information-driven networks based on the recent development of stochastic network calculus. Particularly, our model captures the information correlation and the QoS guarantee with respect to stochastic information delivery rates, which have never been formally modeled before.

2. We study the stochastically achievable network capacity in information delivery and derive the bounds on probability of information delivery within a given end-to-end information delay.

3. We study the transmission scheduling problem in information-driven networks and design algorithms to search for feasible transmission schedules to meet given QoS requirements.

4. We give examples to illustrate how our analytical framework can be used to solve problems in practice.

The rest of the paper is organized as follows. Section 2 includes the background knowledge on stochastic network calculus. In Sections 3 and 4, we present a calculus and a
system model for information-driven networks, respectively. We analyze the stochastically achievable information delivery rates in Sections 5 and study the transmission scheduling problem in Section 6. We present the numerical experiment results in Section 7. In Section 8 we answer several common questions on information-driven network calculus, and in Section 9 we introduce related work. The paper is concluded in Section 10.

2. BACKGROUND OF STOCHASTIC NETWORK CALCULUS

2.1 Notation

We first introduce the notation and key concepts of stochastic network calculus [11, 17]. Throughout this paper, we assume that all arrival curves and service curves are non-negative and wide-sense decreasing functions. Following the convention, we use $A(t)$ and $A^*(t)$ to denote the cumulative traffic arrives and departures in time interval $(0, t]$, respectively, and use $S(t)$ to denote the cumulative amount of service provided by the system in time interval $(0, t]$. For any $0 \leq s \leq t$, we denote $A(s, t) \equiv A(t) - A(s), A^*(s, t) \equiv A^*(t) - A^*(s)$, and $S(s, t) \equiv S(t) - S(s)$. We adopt $A(0) \equiv A^*(0) \equiv S(0) = 0$.

We denote by $\mathcal{F}$ the set of non-negative wide-sense increasing functions, i.e.,

$$\mathcal{F} = \{f(\cdot) : \forall 0 \leq x \leq y, 0 \leq f(x) \leq f(y)\},$$

and by $\bar{\mathcal{F}}$ the set of non-negative wide-sense decreasing functions, i.e.,

$$\bar{\mathcal{F}} = \{f(\cdot) : \forall 0 \leq x \leq y, 0 \leq f(y) \leq f(x)\}.$$

For any random variable $X$, its distribution function, denoted by $F_X \equiv \text{Prob}\{X \leq x\}$, belongs to $\mathcal{F}$, and its complementary distribution function, denoted by $\bar{F}_X \equiv \text{Prob}\{X > x\}$, belongs to $\bar{\mathcal{F}}$.

2.2 Operators

The following operations defined under the $(\min, +)$ algebra [4, 12] will be used in this paper:

- The $(\min, +)$ convolution of functions $f$ and $g$ is
  $$\left(f \circ g\right)(t) = \inf_{0 \leq s \leq t} \{f(s) + g(t - s)\}. \quad (1)$$

- The $(\min, +)$ deconvolution of functions $f$ and $g$ is
  $$\left(f \circ g\right)(t) = \sup_{s \geq 0} \{f(t + s) - g(s)\}. \quad (2)$$

- The $(\min, +)$ inf-sum of functions $f$ and $g$ is:
  $$\left(f \circ g\right)(t) = \inf_{s \geq 0} \{f(t + s) + g(s)\}. \quad (3)$$

2.3 Performance Measures, Traffic and Server Models

The following measures are of interest in service guarantee analysis under network calculus:

- The backlog $B(t)$ in the system at time $t$ is defined as:
  $$B(t) = A(t) - A^*(t). \quad (4)$$

- The delay $D(t)$ at time $t$ is defined as:
  $$D(t) = \inf\{\tau \geq 0 : A(t) \leq A^*(t + \tau)\}. \quad (5)$$

Stochastic arrival curve and stochastic service curve are core concepts in stochastic network calculus with the former for traffic modeling and the latter for server modeling. It is worth noting that the deterministic arrival curve traffic model and the deterministic service curve server model under (deterministic) network calculus are a special case of their corresponding stochastic definition. In the literature, there are several definition variations of stochastic arrival curve and stochastic service curve [11] such as:

**Definition 1.** A flow $A(t)$ is said to have a maximum-virtual-backlog-centric stochastic arrival curve $\alpha \in \mathcal{F}$ with bounding function $f \in \bar{\mathcal{F}}$, denoted by $A \sim_{\text{m.v.}} f, \alpha >$, iff for all $t \geq 0$ and all $x \geq 0$, there holds [11]

$$\text{Prob}\left(\sup_{0 \leq s \leq t} [A(u, s) - \alpha(s - u)] > x\right) \leq f(x). \quad (6)$$

**Definition 2.** A server is said to provide a flow $A(t)$ with a stochastic service curve $\beta \in \bar{\mathcal{F}}$ with bounding function $g \in \mathcal{F}$, denoted by $S \sim_{\text{s.v.}} g, \beta >$, iff for all $t \geq 0$ and all $x \geq 0$, there holds [11]

$$\text{Prob}\left(\sup_{0 \leq s \leq t} [A \otimes \beta(s) - A^*(s)] > x\right) \leq g(x). \quad (7)$$

With the above definitions and their variations, various properties of stochastic network calculus, including stochastic backlog and stochastic delay bounds, have been proved (e.g., see [11, 17]).

3. AN INFORMATION-DRIVEN NETWORK CALCULUS

3.1 Notation on Information

Traditional stochastic network calculus uses the traffic arrival curve and the service curve to count for cumulative amount of traffic or service. If network nodes are information driven and can perform in-network processing, we need a translation from the amount of traffic to the amount of information in order to model information processing at network nodes. We hence develop a stochastic network calculus dedicated to performance modeling of information-driven networks.

Although entropy (or entropy rate) is broadly used to measure information of random variable (or random process) [9], to avoid various details in entropy estimation in specific applications [13], we simply use the notation $H(A(t))$ to denote the information of $A(t)$ but leave its practical meaning and calculation open to users. Nevertheless, we need to define basic properties of information to make further analysis possible.

**Definition 3.** The information of a flow $A(t)$ is denoted as $H(A(t))$ and has the following properties:

1. $H(\emptyset) = 0$ where $\emptyset$ denotes the null set; $H(A(0)) = 0$.

2. $H(A(t))$ is a non-negative, non-decreasing function of time $t$, and for all $0 \leq s \leq t$, $H(A(t)) = H(A(s)) + H(A(s, t))$ holds for the same flow, i.e., the flow from the same information source.
3. For different flows $A_i(t), i = 1, \ldots, N$,
\[ \sum_{i=1}^{N} H(A_i(t)) \geq H(\sum_{i=1}^{N} A_i(t)), \]
where $\sum_{i=1}^{N} A_i(t)$ means the superposition of flows $A_1(t), \ldots, A_N(t)$.

The first property of information means that the information of a flow is initially zero. The second one means that the information of a flow does not become smaller as more data arrive and the information from the same flow is accumulative, i.e., $H(A(s, t))$ should be understood as the new information in the flow at time interval $(s, t]$. The third property means that the superposition of different flows do not increase the total information in the flows. Note that these three properties are consistent with the entropy definition.

For ease of exposition, we omit the time index whenever doing so will not cause confusion.

**Definition 4.** Redundant information is a measure of the information redundancy in different flows, $A_1, \ldots, A_N$. It is defined in this paper as
\[ I(A_1; \ldots; A_N) \equiv \sum_{i=1}^{N} H(A_i) - H(\sum_{i=1}^{N} A_i), \]
and has the following properties:

1. If $A_1, \ldots, A_N$ are independent, $I(A_1; \ldots; A_N)$ equals zero.
2. For any $i (= 1, \ldots, N)$, $I(A_1; \ldots; A_N) \leq H(A_i)$.

**Definition 5.** Information of a set of data sources $A = \langle A_1, \ldots, A_M \rangle$, $H(A)$, is defined as
\[ H(A) \equiv H(\sum_{i=1}^{M} A_i) = \sum_{i=1}^{M} H(A_i) - I(A_1; \ldots; A_M) \]

### 3.2 Modeling Flow and Service with Respect to Information

**Definition 6.** A flow $A(t)$ is said to have an information stochastic arrival curve $\alpha \in \mathcal{F}$ with bounding function $f \in \mathcal{F}$, denoted by $A \sim_{i.s.a} < f, \alpha >$, iff for all $t \geq 0$ and all $x \geq 0$, there holds
\[ \text{Prob} \{ \sup_{0 \leq u \leq x} [H(A(u, s) - \alpha(s - u)] > x \} \leq f(x). \]

**Definition 7.** A flow $A(t)$ is said to have a lower-bounded information stochastic arrival curve $\gamma \in \mathcal{F}$ with bounding function $\beta \in \mathcal{F}$, denoted by $A \sim_{\gamma, i.s.a} < \theta, \gamma >$, iff for all $t \geq 0$ and all $x \geq 0$, there holds
\[ \text{Prob} \{ \inf_{0 \leq u \leq x} [H(A(u, s) - \gamma(s - u)] \leq x \} \leq \theta(x). \]

**Definition 8.** A server is said to provide a flow $A(t)$ with an information stochastic service curve $\beta \in \mathcal{F}$ with bounding function $g \in \mathcal{F}$, denoted by $S \sim_{g, i.s.s} < g, \beta >$, iff for all $t \geq 0$ and all $x \geq 0$, there holds
\[ \text{Prob} \{ \sup_{0 \leq u \leq x} [H(A(u, s) - \beta(s - u)] > x \} \leq g(x) \]
\[ \text{where } [\beta^a(t)] \equiv \max \{\beta(t), x\}. \]

Note that information service includes **both** information processing and information transmission. We also use the terms information service rate and information arrival rate:

**Definition 9.** The (average) information service rate of a server following $\sim_{i.s.s} < g, \beta >$ is defined as $\lim_{t \to \infty} \frac{\beta(t)}{t}$.

**Definition 10.** The (average) information arrival rate of a flow following $\sim_{i.s.a} < f, \alpha >$ is defined as $\lim_{t \to \infty} \frac{\alpha(t)}{t}$.

In the rest of the paper, unless otherwise mentioned, service by default is referred as information service.

### 3.3 Performance Measures

The following definitions are used for information guarantee analysis:

**Definition 11.** The information delay of input flow $A(t)$ in a system at time $t$ is defined as:
\[ D(t) = \inf \{ \tau \geq 0 : H(A(t)) \leq H(A^*(t + \tau)) \}. \]

where $A^*(t)$ is the output flow.

**Definition 12.** The information backlog at time $t$ in a system is defined as:
\[ B(t) = H(A(t)) - H(A^*(t)), \]
where $A(t)$ and $A^*(t)$ are input flow and output flow, respectively.

**Definition 13.** The information backlog within delay bound $\tau \leq D(t)$ at time $t$ is defined as:
\[ \hat{B}(t, \tau) = H(A(t)) - H(A^*(t + \tau)). \]

To help better understanding, Figure 2 illustrates the above three definitions.

### 3.4 Basic Properties of Information-Driven Network Calculus

To make the paper concise and easy to follow, we put all proofs in Appendix A.

**Lemma 1.** For any random variables $X$ and $Y$, and $\forall x \geq 0$, if $F_X(x) \leq f(x)$ and $F_Y(x) \geq g(x)$, where $f, g \in \mathcal{F}$, then
\[ \text{Prob} \{ X + Y > x \} \leq (f \otimes g)(x). \]
Lemma 2. For any random variables $X$ and $Y$, and $\forall x \geq 0$, if $\bar{F}_X(x) \leq f(x)$ and $\bar{F}_Y(x) \leq g(x)$, where $f \in \mathcal{F}, g \in \mathcal{F}$, then
$$\text{Prob}\{X - Y \geq x\} \leq (f \circ g)(x).$$ (18)

Theorem 1. (Superposition) Consider two flows $A_1(t)$ and $A_2(t)$. Let $A(t)$ denote the aggregate flow, i.e., $A(t) = A_1(t) + A_2(t)$. If for both flows $A_i \sim_{i.s.s., \alpha, \beta_i} f_i$, $i = 1, 2$, and $I(A_1; A_2) \sim_{i.s.s., \alpha} \theta, \gamma >$ then $A \sim_{i.s.s., \alpha} f, \alpha >$, where $f(x) = (f_1(x) \otimes f_2(x))(x)$, and $\alpha(t) = \alpha_1(t) + \alpha_2(t) - \gamma(t)$.

Theorem 2 means that if two flows follow i.s.s. curves, their information fusion (i.e., flow aggregation with information redundancy removed) also follows an i.s.s. curve.

Theorem 2. (Concatenation) Consider a flow $A(t)$ passing through a network node in terms of information backlog, curve.

Theorem 3 indicates that the service provided by an end-to-end path follows an i.s.s. curve if the nodes along the path follow i.s.s. curves.

Theorem 3. (Output) Consider a node with input flow $A$. If $A \sim_{i.s.s., \alpha} f, \alpha >$, and the node provides the flow with service $S \sim_{i.s.s., \alpha} g, \beta >$, then the output $A^* \sim_{i.s.s., \alpha} f \otimes g, \alpha \otimes \beta >$.

Theorem 3 means that the input flow and the output flow both follow i.s.s. curves if the service node follows an i.s.s. curve.

The following theorem illustrates the service guarantee provided by a network node in terms of information backlog, information delay, and information backlog within a delay bound.

Theorem 4. (Service guarantee) If the input flow has $A \sim_{i.s.s., \alpha} f, \alpha >$, and the network node provides the flow with service $S \sim_{i.s.s., \alpha} g, \beta >$, then

1. The information backlog $B(t)$ of the flow at time $t$ satisfies: for all $t \geq 0$ and all $x \geq 0$,
$$\text{Prob}\{B(t) > x\} \leq f \otimes g(x - \alpha \otimes \beta(0)).$$ (19)

2. The information delay $D(t)$ of the flow at time $t$ satisfies: for all $t \geq 0$ and all $x \geq 0$,
$$\text{Prob}\{D(t) > h(\alpha^*(t), \beta^*(t))\} \leq f \otimes g(x),$$ (20)
where $\alpha^*(t) \equiv \alpha(t) + x$, $\beta^*(t) \equiv \max\{\beta(t), x\}$, and $h(\alpha, \beta)$ is the maximum horizontal distance between functions $\alpha$ and $\beta$ and is defined as
$$h(\alpha, \beta) = \sup_{x \geq 0}\{\inf\{\tau \geq 0 : \alpha(s) \leq \beta(s + \tau)\}\}.$$

3. The information backlog within delay bound $\tau(D(t))$ of the flow at time $t$ satisfies: for all $t \geq 0$ and all $x \geq 0$,
$$\text{Prob}\{\tilde{B}(t, \tau) > x\} \leq f \otimes g(x + \inf_{v \geq 0}\{\beta(v) - \alpha(v - \tau)\}).$$ (21)

Note that $\alpha(t) = 0$ for $t \leq 0$.

4. SYSTEM MODEL OF INFORMATION-DRIVEN NETWORKS

The architecture of information-driven networks is illustrated in Figure 3 including information sources, the transportation paths, and the information destination (or the sink). To simplify presentation, we only consider one sink node. The model, however, could be easily extended to multiple information sinks.

4.1 The Model for Information Sources

Assume that there are $M$ information sources in the system, denoted as $A_1, A_2, \ldots, A_M$, respectively. We assume that an information source $A_i(i = 1, \ldots, M)$ has a certain amount of information to send to the destination. We denote the traffic sent from $A_i$ as $A^0_i(t)$ and the traffic finally arrives at the destination as $A^1_i(t)$, where $h_i$ is the number of hops of the path used for the information delivery from $A_i$ to the destination.

For the $M$ information sources, we use $I(A_1^0(t); \ldots, A_M^0(t))$, $1 \leq i < j \leq M$ to model the information redundancy among different data sources.

4.2 The Model for Transportation Paths

We assume that $K$ paths, denoted as $L_1, \ldots, L_K$, from the set of information sources to the destination are used for information delivery. In this paper, we only focus on $K$ paths that are node-disjointed. When multiple paths share some common intermediate nodes, the number of possible schemes for information fusion becomes tremendous, in which case it is extremely difficult to derive the performance bounds. We leave the study of multiple paths sharing intermediate nodes as our future work. Nevertheless, we do not assume the data transmissions along the $K$ paths are always independent. For example, in wireless networks even if two paths do not share common intermediate nodes, the transmissions along the two paths may interfere with each other. In short, we assume that the transmissions along different paths may impact each other, but information fusion is only performed at the entrance nodes and the sink node. As a reminder, the information service in Definition 3 includes both information processing and information transmission.

In addition, we assume that an end-to-end path, once established, is fixed for the time period of interest. Networks in which an end-to-end path changes quickly over time are beyond the focus of this paper and are left as our future work.

We denote a path $L_i$ of length $h_i$ (i.e., the hop count from the source to the destination is $h_i$) as $L_i = (L^0_i, L^1_i, \ldots, L^h_i)$.
where \( L_i^j \) denotes the \( j \)-th node of path \( i \). Each node \( L_i^j \) provides an information stochastic service curve \( S \sim i.s.s. < g^j, \beta^j > \) along the path.

When two paths, \( L_i = (L_i^0, L_i^1, \ldots, L_i^{h_i}) \) and \( L_j = (L_j^0, L_j^1, \ldots, L_j^{h_j}) \) interfere with each other in data transmission, we define an \( h_i \times h_i \) matrix \( \tilde{I}(L_{i(m)}) \), \( f = 0, \ldots, h_i - 1, m = 0, \ldots, h_j - 1 \) to capture the transmission correlation along the two paths, where \( \tilde{I}(L_{i(m)}) \) is an information impairment process that should be integrated in the information service curves of the nodes \( L_i^j \) and \( L_j^j \). This information impairment process is introduced to reduce the information service rate along the paths involved. Note that \( L_i^{h_i} = L_j^{h_j} \) since we assume the same destination.

To investigate the impact of transmission interference, the following theorem will be used to adjust the service rate of an impacted node. Its proof is provided in Appendix [A].

**Theorem 5. (Service reduction with information impairment)** Consider a network node providing a flow with service \( S \sim i.s.s. < g, \beta > \). If the node is interfered with an impairment process \( \tilde{I} \) with information stochastic arrival curve \( \tilde{I} \sim i.s.s. < f, \alpha > \), then the network node guarantees to the flow a service \( S \sim i.s.s. < g \odot f, \beta - \alpha > \).

### 4.3 Problems of Interest

Thus far, we have presented a calculus and an abstract model for information-driven networks. Among many interesting problems in this analytical framework, we are interested in the following key questions:

1. What are the stochastically achievable information delivery rates of a network? The answer to the question discloses the limit of information delivery in the system.

2. Given a set of information sources and an end-to-end delay bound, can the total information be delivered to the destination with a high probability, and how? The answer to the question provides insights on the design of scheduling algorithm for information-driven networks.

In this paper, we focus only on the feasibility of information delivery and performance bounds, but intentionally avoid the study of many interesting optimization problems within the analytical framework. This is because the main purpose of this paper is to present a new analytical approach and its application for information-driven networks and also because traditional measurements on resource overhead have not been well defined in information-driven networks. For instance, we need to mathematically formulate the computational overhead for information processing. We leave these aspects as our future work.

### 5. STOCHASTICALLY ACHIEVABLE INFORMATION DELIVERY

We answer the first question in this section. For this, we need to investigate the information service guarantee provided by multiple servers in parallel, as shown in Figure [4]. For simplicity, we assume a fluid model in which information could be split in infinitesimal amounts. This constraint will be relaxed in the next section.

**Figure 4: An information splitter for servers in parallel**

**Definition 14.** A weighted information splitter is a scheduler that splits an input flow \( A(t) \) into multiple information exclusive sub-flows \( A_1(t), \ldots, A_N(t) \), with each assigned a weight \( w_i \) and served by an information processing node \( S_i(i = 1, \ldots, N) \), respectively. At any time instant \( t \), the sub-flow assigned to \( S_i \) satisfies \( H(A_i(t)) = \sum_{j=1}^{w_i} H(A(t)) \).

**Theorem 6. (Parallel servers)** Consider a flow \( A(t) \) passing through a weighted information splitter and then a network of \( N \) nodes in parallel (Figure [2]). Assume that all nodes are work conserving, i.e., they cannot become idle if there is information waiting for service. Assume that each node provides service \( S^j \sim i.s.s. < g^j, \beta^j > (i = 1, 2, \ldots, N) \) and the weight of the sub-flow to \( S_i \) at time \( t \) is set to \( \beta^j(t) \).

The whole system guarantees to the flow a service \( S \sim i.s.s. < g, \beta > \) with

\[
\beta(t) = (\beta^1 + \ldots + \beta^N)(t)
\]

\[
g(x) = g^1 \otimes \ldots \otimes g^N(x)
\]

It is worth highlighting that Theorem 6 is intended to disclose a network’s achievable information delivery rate, and for this reason it assumes an ideal situation in which information could be split in infinitesimal amounts. In practice, however, such an assumption may not hold and the network’s actual information delivery rate would be lower.

Equipped with the theorems in this paper, Algorithm RateCal, shown in Figure [5] can be used to search for stochastically achievable information delivery rates of a network. It uses a brutal-force search and has a time complexity of \( O(2^K) \), where \( K \) is the number of node-disjoint paths from the sources to the destination. The algorithm is not scalable with \( K \), but practically \( K \) is usually not very large.

In addition, it is very easy to reduce the complexity by considering the stochastic relationship of i.s.s. curves. A curve \( S^1 i.s.s. < g^1, \beta^1 > \) is considered better than another curve \( S^2 i.s.s. < g^2, \beta^2 > \) if for all \( x \geq 0 \), \((\beta^1(t)) > \beta^2(t) \) and \( g^1(x) < g^2(x) \). In this case, we can ignore the curve \( S^2 \) to reduce the search space.

**Example 2.** We use a simple example to illustrate the calculation of stochastically achievable information delivery rates of a network. Assume that a network has three parallel end-to-end paths, \( s_{i=1} = 1, 2, 3 \). Assume that path \( s_i \) includes \( (i = 1, 2, 3) \) nodes, respectively. Assume that the transmissions along different paths do not interfere with each other. Also assume that all nodes provide the same information stochastic service following \( S \sim i.s.s. < e^{-t}, rt > \). Running Algorithm RateCal, we obtain seven i.s.s. curves, as
Input: A network with $K$ parallel paths (Figure 3); i.s.s. curve of each node; A set of impairment matrices; Output: a list of stochastically achievable services; Method: 1: FOR any subset of the $K$ paths, $\{L_i, \ldots, L_j\}$, where $1 \leq i \leq j \leq K$ 2: FOR $n = 1$ TO $j$ 3: FOR each node along path $L_n$, if its transmission is interfered by another path in the subset, 4: Adjust the node's i.s.s. with Theorem 5 and the i.s.a. curves in relevant impairment matrices; 5: Calculate the i.s.s. of path $L_n$ with Theorem 2 6: Output the i.s.s. of subset $\{L_i, \ldots, L_j\}$ with Theorem 6

Figure 5: RateCal: An algorithm to calculate stochastically achievable information delivery rates.

Figure 6: Stochastically achievable service curves in the example network

showed in Figure 6. For instance, based on the i.s.s. curve $< 6e^{-x/10}, 3rt >$, we can see that for a (deterministic) information arrival following $\sim_{i.o. < 0, 3rt >}$, the network can guarantee its delivery such that up to time $t$, the probability that the output information is less than $3rt - 24$ is smaller than $0.1(= 6e^{12})$. 6. TRANSMISSION SCHEDULING

Although the previous section provides the answer to stochastically achievable information delivery rates, the results are based on an ideal assumption, that is, the information could be split in infinitesimal amounts. In practice, however, we are often met with the situation that information cannot be split arbitrarily. In this sense, the results of previous section only provide theoretical upper bounds on stochastic information delivery rates, which may not be practically feasible for a given request. We hence need to study the following problem: Given a set of information sources and an end-to-end delay bound, can the total information be delivered to the destination with a high probability (e.g., no lesser than $p$)? If yes, how? if not, what is the percentage of the information that could be delivered and in what probability?

Definition 15. A transmission schedule for a set of information sources $A < A_1, \ldots, A_M >$ over a set of paths $L < L_1, \ldots, L_K >$ is denoted as a tuple $< A, L, \pi >$, where $\pi$ is a mapping function from $A$ to $L$, and $\pi(A_i) = L_j$ means that data from source $A_i (1 \leq i \leq M)$ is sent over path $L_j (1 \leq j \leq K)$ in the transmission schedule.

Definition 16. Information delivery ratio within delay $T$: For a set of information sources $A = \{A_1, \ldots, A_M\}$ sent from $M$ sources to a destination, the information delivery ratio at time $t$, $R(t)$, is defined as

$$R(t) \equiv \frac{H(A^*(t + \tau))}{H(A(t))} = \frac{H(A(t)) - \hat{B}(t, \tau)}{H(A(t))},$$

where $A^*(t + \tau)$ represents the set of traffic that has arrived at the information sink at time $t + \tau$.

The scrutinizing readers may have realized that $H(A^*(t + \tau))$ is not well defined because to get it needs calculation of $I(A_1; \ldots; A_M)$, which has not been defined. The following theorem discloses the relationship of information redundancy before and after information delivery and can be used to overcome this difficulty.

Theorem 7. Consider a set of information sources $A = \{A_1, \ldots, A_M\}$. Split the set into two subsets $A_1 = \{A_1, \ldots, A_i\}$ and $A_2 = \{A_{i+1}, \ldots, A_M\}$, and transmit $\Delta_1$ and $\Delta_2$ simultaneously along two separate paths at time $t$. Assume that at time $t + \tau$, both $H(\Delta_1)$ and $H(\Delta_2)$ have been received, i.e., $H(\Delta_1^*(t + \tau)) = H(\Delta_1(t))$ and $H(\Delta_2^*(t + \tau)) = H(\Delta_2(t))$. We have $I(\Delta_1(t + \tau); \Delta_2(t + \tau)) = I(\Delta_1(t); \Delta_2(t))$.

Note that Theorem 7 holds no matter whether the information redundancy within each set $\Delta_i, i = 1, 2$ is removed or not during the transmission.

With Definitions 15 and 16, the formal formulation of the problem becomes: Given a set of information sources $A = \{A_1, \ldots, A_M\}$, a set of separate transportation paths $L_1, \ldots, L_K$, an end-to-end delay bound $D$, and a probability $p$, is there a transmission schedule to deliver the information from the sources to the destination within time delay $D$ with a probability no smaller than $p$? It is easy to see that this problem is NP-hard even without considering the information redundancy among the information sources, because the problem can be transformed into a “bin-packing” problem [9], which is NP-hard. We hence propose a method, called best-fit-largest-redundancy(BFRL) algorithm, to search for an approximate solution. An error may occur if the algorithm returns a negative answer to the existence of a feasible transmission schedule, but a feasible transmission schedule does actually exist. Nevertheless, due to the NP-hardness of the problem, such an error cannot be avoided unless both $K$ and $M$ are very small so that we can use brutal-force search. Our later experimental study shows that BFRL can find almost all feasible transmission schedules.

The basic idea of the BFRL algorithm is to use the stochastically achievable service rates obtained by Algorithm RateCal as the guideline in the selection of a feasible subset of paths, and combine information sources that have the largest information redundancy and can best fit a transportation path. The detailed steps of BFRL is illustrated in Figure 7.
Input: A network with $K$ parallel paths (Figure 7), each node’s service curve, and impairment matrices; A set of information sources $A = (A_1, \ldots, A_M)$ and related information redundancy; End-to-end delay bound $D$; The violation probability $p$.

Output: Feasible transmission schedules, or no feasible transmission schedule.

Method:
1. Call Algorithm RateCal to obtain all stochastically achievable service rates, each characterized by $\alpha^i\sim_{i.s.a.} < \beta^i, \gamma^i>$;
2. Remove the achievable service rates if its rate is smaller than the information arrival rate of $H(A)$;
3. Sort the remaining achievable service rates in the decreasing order of rate;
4. Sort $A_i$ in the decreasing order of their information arrival rates; //Note: $A_i \sim_{i.s.a.} < \beta^i, \alpha^i>$.
5. FOR each remaining achievable service rate in the sorted order {
6. Find the subset of paths corresponding to the current achievable service rate;
   //Note: A feasible service rate represents a subset of paths.
7. Sort the paths in the decreasing order of their service rates;
8. $AS = \emptyset$; //Note: $AS$ is an initially empty set to store information sources that could be combined together.
9. FOR each path in the subset {
10. Find the information source whose information arrival rate best fits the current path;
    //Note: Best-fit means that the source’s information arrival rate is smaller than the service rate of the path, but is the largest among all non-processed information sources.
11. Use Theorem [3](2) to check if the information source can be delivered with the current path to meet the requirement;
12. Go to the next path if best-fit cannot be found;
13. Label the best-fit information source as processed and insert it into $AS$;
    REPEAT {
14. Find the non-processed information source that has the largest redundancy with $AS$;
15. } UNTIL all information sources have been processed, output the transmission schedule;
    ELSE Go to the next path.
16. }
17. Go to the next achievable service rate;
18. Return NO if all achievable service rates have been checked but no feasible transmission schedule has been found.
19. }

Figure 7: BFLR: An algorithm to search for feasible transmission schedules.

smaller than the combined rate of a subset of sources, or (2) the information service rate of a selected path is larger than the combined rate of a subset of sources but the information cannot be delivered in the (tight) delay bound. In the first case, no feasible transmission schedule exists even if we enlarge the delay bound. In the latter case, the problem that we need to answer is: what is the information delivery ratio $\mathcal{R}$ within the delay bound $D$ and in what probability? The problem can be answered by revising the BFLR algorithm and using Theorem [3](3). Basically, we should remove Line 18 of the algorithm, and in Line 11 use Theorem [3](3) to check the information backlog within the delay bound and the corresponding stochastic bounding function. In addition, the output (Line 16) should be changed accordingly. We omit the details to avoid triviality.

7. CASE STUDY

7.1 Network Configuration

We use an exemplary information-driven network to illustrate how the results in this paper can be used for performance evaluation in practice.

Information sources. We consider a network consisting of $M = 9$ information sources. These sources are partitioned into 3 groups with sources $1 \sim 3$ in Group 1, sources $4 \sim 6$ in Group 2, and sources $7 \sim 9$ in Group 3. Information from the same group exhibits spatial correlation, but information from different groups is assumed to be independent.

Temporal correlation. Assume that the information of each source is collected by periodically sampling a stationary Gaussian stochastic process. Concretizing the information $H(\cdot)$ of the flow $A_i$ generated by source $i$ to the Shannon entropy function $[3]$ it yields for discrete time $t$ \[ \text{(23)} \]

where $C_i^{(t)}$ is the $t \times t$ covariance matrix for the flow of source $i$ and is specified by the temporal covariance function $\Gamma_i(\tau)$, i.e., the matrix element $C_i^{(t)}(j,k) = \Gamma_i(k-j)$, where $1 \leq j, k \leq t$. Here, we adopt the typical exponential covariance function $[23]$: \[ \text{(24)} \]

where $\sigma_i^2$ is the variance of flow $A_i$ and $\theta_i$ is a constant. Assume that each source generates messages at a constant interval $\delta$. By applying Equation (24) in (23), the stochastic arrival curve of flow $A_i$ can be specified in the continuous time $t$ as $A_i \sim_{i.s.a.} < 0, \alpha_i >$, where

\[ \text{Shannon's entropy function is consistent with our definition of information in Section 5.1} \]
\[ \alpha_i(t) = \begin{cases} \frac{1}{2\pi} \log(2\pi e\sigma_i^2), & 0 \leq t \leq \delta \\ \frac{1}{2\pi} \log(2\pi e\sigma_i^2(1 - e^{-2/\eta})), & \frac{1}{2}\log(1 - e^{-2/\eta}), t > \delta \end{cases} \] (25)

Spatial correlation. In the same source group, we model the information redundancy of the sources using a spatial correlation model similar to that in [24]. Specifically, we assume that for sources in the same group, 
\[ H(\sum_i A_i) = \sum_i \epsilon_i H(A_i), \quad 0 \leq \epsilon_i \leq 1 \]
where \( \epsilon_i \) are constants and depend on the sources’ locations and the adopted spatial model [24]. In our study, we use the same setting of information redundancy for all three groups. Specifically, for the three sources in a group, denoted as \( A_1, A_2, A_3 \), we set:
\[
H(A_1 + A_2) = H(A_2 + A_3) = H(A_1 + A_3) = 1.8H(A_1) \\
H(A_1 + A_2 + A_3) = 2.4H(A_1)
\]
While the above parameter settings are kind of arbitrary, we stress that using other parameters has no impact on the effectiveness of our analytical framework since users can adopt any other temporal and spatial correlation models different from our example scenario in their analysis.

Figure 8: An example network

Transportation paths. As shown in Fig. 8, the collected information is transmitted to a single information sink through four parallel end-to-end paths, \( L_i, i = 1, 2, 3, 4 \). On each path \( L_i \), there are \( i \) nodes. Assume that all network nodes provide information service following \( \sim_{i,s,c} < e^{-x}, r(t - d) > \), where \( r \) is the average information service rate and \( d \) is the hop-limit delay. Also assume that the first node in \( L_1 \) and the first node in \( L_2 \) are subject to correlated impairment, which follows \( \sim_{i,s,c} < 4e^{-x/3}, r(t - d)/5 \). Similarly, assume that the second node in \( L_3 \) and the second node in \( L_4 \) are subject to correlated impairment, which follows \( \sim_{i,s,c} < 3e^{-x/2}, r(t - d)/3 \). Note that Example 4 is a simplified special case of this case study.

7.2 Numerical Results

We would like to know whether the information network could deliver the information from sources to the destination within a given delay bound with at least a certain probability. If feasible transmission schedules cannot be found, we also want to know the information delivery ratio with at least a certain probability. Since the performance measures, e.g., delay and information delivery ratio, are time-dependent, we calculate their maximum value to remove the time dependency in this case study. For example, the delay is calculated as sup\( d \geq 0 D(t) \).

In the example study, we select the rate parameter \( r = 8 \) kbps, per-hop delay \( d = 7.5 \) ms. For every information source, we set \( \delta = 100 \) ms and \( \eta_i = 100 \). With reference to Equation (25), \( \sigma_i \) is set such that the long-term information rate of a source is \( \approx 2.33 \) kbps. Considering the spatial correlation modeled, the total long-term information arrival rate of the 9 sources amounts to 16.78 kbps.

First, we calculate the information stochastic service curve of each path and list the results in Table 1.

| Path | w/o impairment | w/ impairment |
|------|----------------|---------------|
| \( L_1 \) | \( < e^{-x}, r(t - d) > \) | \( < 5e^{-x/5}, \frac{4}{27}rt - \frac{1}{6}rd > \) |
| \( L_2 \) | \( < 2e^{-x/2}, r(t - 2d) > \) | \( < 6e^{-x/6}, \frac{4}{3}rt - \frac{1}{3}rd > \) |
| \( L_3 \) | \( < 3e^{-x/3}, r(t - 3d) > \) | \( < 5e^{-x/6}, \frac{7}{3}rt - \frac{1}{3}rd > \) |
| \( L_4 \) | \( < 4e^{-x/4}, r(t - 4d) > \) | \( < 6e^{-x/6}, \frac{14}{15}rt - \frac{1}{15}rd > \) |

The first item means that if path 1, path 2, and path 3 are used, the achievable stochastic information service follows \( \sim_{i,s,c} < 14e^{-t/14}, \frac{13}{27}rt - \frac{28}{3}rd > \). The explanation of other items is similar.

We can search for feasible transmission schedules using Algorithm BFLR for different delay bounds (e.g. 35 ms and 45 ms) and for different violation probabilities (e.g., Prob = 0.001 and Prob = 0.0001). The results are shown in Table 2.

In the table, “X” denotes that the correspondent path set is not feasible. “Ai,j” stands for the source j in Group i. As an example, the first three lines on the third column mean that if we send information from sources A1.1, A1.2, A1.3 along path \( L_1 \), information from sources A2.1, A2.2, A2.3 along path \( L_2 \), and information from sources A3.1, A3.2, A3.3 along path \( L_3 \), the total information can be received within delay bound 35 ms with a violation probability no larger than 0.001. Because information from the same source group exhibits the largest redundancy, the results demonstrate that Algorithm BFLR is capable of finding a transmission schedule so that information from the same source group is fused together to remove information redundancy.

As discussed before, when the BFLR algorithm returns no, it may be because either (1) the information service rate of a selected path is smaller than the combined rate of a subset of sources, or (2) the information service rate of a selected path is larger than the combined rate of a subset of sources but the information cannot be delivery within the delay bound. We find that the two subsets of paths, \( < L_1, L_3, L_4 > \) and...
The framework proposed in this paper is related to network calculus, particularly its stochastic branch: stochastic network calculus. Since its introduction in early 1990s [2], network calculus has attracted a lot of research attention and evolved along two tracks—deterministic and stochastic. Excellent books summarizing results for deterministic network calculus are available (e.g. [4] [16]). For stochastic network calculus, its research can also be traced back to early 1990s (e.g. [13] [25]). However, due to some difficulties specific to stochastic networks [11] [17], it is only in recent years when critical network calculus proper-
ties such as concatenation property \cite{5,11} and independent case analysis \cite{11} have been proved for stochastic network calculus.

The relevance of the present paper to stochastic network calculus lies in the analogy between the various models and properties defined or derived in this paper for information-driven networks, and the corresponding models and properties under stochastic network calculus. However, we want to stress that there is significant difference between the information network calculus proposed in the paper and the current development of stochastic network calculus, in that their targeted networks are different. The former is for information-driven networks where the key concern is about the quality of information delivery; the latter and network calculus in general are for networks where traffic is the focus. Due to this fundamental difference, special care has to be taken in developing the calculus for information-driven networks. For example, information dependence and information redundancy are unique concepts for information-driven networks. While two traffic flows may be independent, they can carry the same or highly correlated information as discussed in Example \cite{1}.

In information-driven networks, in-network information processing is likely performed. From this in-network processing viewpoint, the present paper is related to \cite{8} and \cite{21}. In \cite{8}, scaling functions are used to model the relationship between the input traffic and the output traffic of a network element that processes the traffic. Based on the proposed scaling server model, \cite{8} extends the deterministic network calculus by considering data scaling in networks with in-network data processing. In \cite{21}, how the scaling elements can be shifted across multiplexers in sensor networks is studied, which enables worst-case analysis of traffic delay and backlog in such networks. Note that in \cite{8,21}, information processing only applies to intra-flow data, leaving inter-flow processing unconsidered. However, in our work, both intra-flow processing and inter-flow processing are considered. In addition, the essential focus of \cite{8} and \cite{21} is on traffic, while our focus is on information carried by traffic.

In \cite{1}, the problem of network information flow is introduced. The focus of \cite{1} is on a special type of in-network processing which is called network coding. With network coding, information is diffused through the network from the sources to the destination(s) and sources of flows may be jointly coded to achieve optimality in addressing the network information flow problem. An excellent introduction to network coding theory is available in \cite{20}. The present paper is related to \cite{1} and network coding literature in that they all take information as the central point of study.

Note that with network coding, sources may be coded jointly. In such cases, focusing on traffic in the analysis is no more applicable, since the output flow is not a simple scaling of the input flow or the aggregate of input flows. For example, suppose flows $f_1$ and $f_2$ are two bit streams. Applying exclusive-OR to the corresponding bits in them results in a new flow $f_1 \oplus f_2$. In the current network calculus literature including \cite{8} and \cite{21}, traffic amount and (traffic) service amount are the concern. In the example, for traffic, $A_{f_1\oplus f_2}(t) = A_{f_1}(t) = A_{f_2}(t)$. For service to each individual flow or superposition of these two flows, however, the current network calculus approach provides no answer, since no corresponding output of $f_1$ or $f_2$ is found out of the exclusive-OR operation. With the proposed calculus in this paper, the exclusive-OR operation may be modeled as an information server providing a deterministic information service curve $\beta(t) = \infty$ to either flow $f_i$, $i = 1, 2$. Then, based on results in this paper, particularly Theorem \cite{3}, we can say that the output flow $f_1 \oplus f_2$ preserves the information of either flow $f_i$, $i = 1, 2$.

Finally, we would like to highlight that network coding and other in-network processing techniques significantly complicate network performance analysis both in terms of traffic service guarantees and in terms of information service guarantees. While a lot of network calculus results are available for potential use in analyzing traffic service guarantees in such networks (e.g., \cite{19}), no previous work has been found for analyzing information service guarantees in these networks. We believe the proposed calculus makes a critical step and sheds light on further development to address this challenge.

10. CONCLUSIONS AND FUTURE WORK

When network nodes become information aware and are capable of information processing, the network should not be simply considered as a data transportation tool but rather an information processing system. QoS guarantee in this type of networks should be measured with respect to quality of information instead of just data throughput or bounded (end-to-end) packet delay. Although substantial research has been done in information processing for specific applications, a systematic analytical framework for performance modeling and evaluation of information-driven networks remains blank. To the best of our knowledge, this paper is the first attempt to fill the gap by developing an analytical approach for performance evaluation of information-driven networks. We proved the basic properties and service guarantee of information-driven network calculus, derived the stochastically achievable information delivery rates, and investigated the problem of information transmission scheduling.

This paper focuses mainly on the development of a new analytical framework, within which many interesting problems demand further investigation. These problems, for example, include the scheduling problem with a generic network topology for information fusion, the various optimization problems in communication as well as computation resource allocation, and the performance bounds if information error and lossy models are introduced.
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APPENDIX

A. PROOFS OF RESULTS

Proof of Lemma 1. For any random variables $X$ and $Y$, and any $x, z ≥ 0$, $z ≥ 0$, $\{X - Y ≥ x\} \cap \{X ≤ x + z\} \cap \{Y ≥ z\} = \emptyset$, where $\emptyset$ denotes the null set. We thus have

$$\{X - Y ≥ x\} ⊆ \{X > x + z\} \cup \{Y ≤ z\},$$

which means

$$\text{Prob}(X - Y ≥ x) ≤ \text{Prob}(X > x + z) + \text{Prob}(Y ≤ z).$$

Since the above inequality holds for all $z ≥ 0$, we get

$$\text{Prob}(X - Y ≥ x) ≤ \inf_{z ≥ 0} [\text{Prob}(X > x + z) + \text{Prob}(Y ≤ z)],$$

with which and $\hat{F}_X(x) = f(x)$ and $F_Y(x) ≤ g(x)$, where $f ∈ \mathcal{F}, g ∈ \mathcal{F}$, the result is proved.

Proof of Theorem 1 (Superposition). Based on the properties of information and redundant information, we have

$$\sup_{0 ≤ u ≤ s} [H(A(u, s)) - (α_1(s - u) + α_2(s - u) - γ(s - u))]$$

$$= \sup_{0 ≤ s} [H(A_1(u, s)) + H(A_2(u, s)) - I(A_1; A_2)(u, s)]$$

$$- \sup_{0 ≤ u ≤ s} [H(A_1(u, s)) - α_1(s - u)] + \sup_{0 ≤ u ≤ s} [H(A_2(u, s)) - α_2(s - u)]$$

$$- \inf_{0 ≤ s} \inf_{0 ≤ u ≤ s} [I(A_1; A_2)(u, s) - γ(s - u)].$$

For any $s ≥ 0$, from which we further get

$$\sup_{0 ≤ s} \sup_{0 ≤ u ≤ s} [H(A(u, s)) - (α_1(s - u) + α_2(s - u) - γ(s - u))]$$

$$≤ \sup_{0 ≤ s} [H(A_1(u, s)) - α_1(s - u)] + \sup_{0 ≤ s} [H(A_2(u, s)) - α_2(s - u)]$$

$$- \inf_{0 ≤ u ≤ s} \inf_{0 ≤ t ≤ s} [I(A_1; A_2)(u, s) - γ(s - u)].$$

From the above inequality, the theorem is proved with the definitions of information stochastic arrival curve and low-bounded information stochastic arrival curve, Lemma 1 and Lemma 2.

Proof of Theorem 2 (Concatenation). We only prove the two node case, because the same result can be extended to the N-node case. We use $A^t(t)$ and $A^s(t)$ to denote the input flow and the output flow of node $i$, respectively. Note that $A^t(t) = A^s(t)$.

For any $s ≥ 0$ and $x, y ≥ 0$, we have

$$H(A^1(s)) \otimes [β^1 ⊕ β^2]^*(s) - H(A^2(s))$$

$$≤ H(A^1(s)) \otimes ([β^1]^*(s) ⊕ [β^2]^*(s) - H(A^2(s))$$

$$= \inf_{0 ≤ u ≤ s} [H(A^1(u)) \otimes [β^1]^*(u) + [β^2]^*(s - u) - H(A^1(u))]$$

$$+ H(A^2(u)) - H(A^2(s))$$

$$≤ \sup_{0 ≤ u ≤ s} [H(A^1(u)) \otimes [β^1]^*(u) - H(A^1(s))]$$

$$+ \inf_{0 ≤ u ≤ s} [H(A^2(u)) + [β^2]^*(s - u) - H(A^2(s))$$

$$= \sup_{0 ≤ u ≤ s} [H(A^1(u)) \otimes [β^1]^*(u) - H(A^1(s))]$$

$$+ H(A^2(s)) \otimes [β^2]^*(s) - H(A^2(s)).$$

We thus have for any $t ≥ 0$,

$$\sup_{0 ≤ s ≤ t} [H(A^1(s)) \otimes [β^1 ⊕ β^2]^*(s) - H(A^2(s)))]$$

$$≤ \sup_{0 ≤ u ≤ t} [H(A^1(u)) \otimes [β^1]^*(u) - H(A^1(s))$$

$$+ \sup_{0 ≤ s ≤ t} [H(A^2(s)) \otimes [β^2]^*(s) - H(A^2(s)].$$

The theorem is proved with the above inequality, the definition of information stochastic service curve, and Lemma 1.

Proof of Theorem 3 (Output). Based on the properties of information, for any $0 ≤ s ≤ t$, we have

$$H(A^t(s, t)) = H(A^t(t)) - H(A^t(s))$$

$$= H(A(t)) - H(A(s)) ∩ [β^t]^*(s) + H(A(s)) ∩ [β^t]^*(s) - H(A^t(s))$$

$$= \sup_{0 ≤ u ≤ s} [H(A(t)) - H(A(u)) - [β^t]^*(s - u)]$$

$$+ [H(A(s)) ∩ [β^t]^*(s) - H(A^t(s))]$$

$$= \sup_{0 ≤ u ≤ t} [H(A(u, t)) - α(t - u) + \sup_{0 ≤ s ≤ t} [H(A^t(s, t)) - α(t - u) - [β^t]^*(s - u)]$$

$$+ [H(A(s)) ∩ [β^t]^*(s) - H(A^t(s))]$$

$$≤ \sup_{0 ≤ u ≤ t} [H(A(u, t)) - α(t - u) + α ∩ β(t - s)$$

$$+ [H(A(s)) ∩ [β^t]^*(s) - H(A^t(s))]$$

We thus have

$$\sup_{0 ≤ s ≤ t} [H(A^t(s, t)) - α ∩ β(t - s)]$$

$$≤ \sup_{0 ≤ s} \sup_{0 ≤ u ≤ s} [H(A^t(u, s)) - α(s - u)]$$

$$+ \sup_{0 ≤ s} \sup_{0 ≤ t ≤ s} [H(A^t(s, t)) - α(t - u) + α ∩ β(t - s)$$

$$+ [H(A(s)) ∩ [β^t]^*(s) - H(A^t(s))].$$

From the above inequality, the theorem is proved with the definition of information stochastic arrival curve, the definition of information stochastic service curve, and Lemma 1.

Proof of Theorem 4 (Service guarantee). 1) For the information backlog $B(t)$, we have for any $t, x ≥ 0$,

$$B(t) = H(A(t)) - H(A^t(t))$$

$$= H(A(t)) - H(A(t)) ∩ [β^t]^*(t) + H(A(t)) ∩ [β^t]^*(t) - H(A^t(t))$$

$$= \sup_{0 ≤ s ≤ t} [H(A(t)) - α(t - s) + α(t - s) - [β^t]^*(t - s)]$$

$$+ [H(A(t)) ∩ [β^t]^*(t) - H(A^t(t))]$$

$$≤ \sup_{0 ≤ s ≤ t} [H(A(t)) - α(t - s) + α ∩ β(0)$$

$$+ [H(A(t)) ∩ [β^t]^*(t) - H(A^t(t))]$$

$$≤ \sup_{0 ≤ s ≤ t} [H(A(t)) - α(t - s) + α ∩ β(0)$$

$$+ [H(A(s)) ∩ [β^t]^*(s) - H(A^t(s))]$$

The result is proved with the above inequality, the definition of information stochastic arrival curve, the definition of information stochastic service curve, and Lemma 1.

2) For the information delay $D(t)$, we have from the definition, for any $y ≥ 0$, $\{D(t) > y\} ⊆ \{H(A(t)) > H(A^t(t + y))\}$ and hence $\text{Prob}(D(t) > y) ≤ \text{Prob}(H(A(t)) > H(A^t(t + y))).$ We also have:

$$H(A(t)) - H(A^t(t + y))$$

$$= H(A(t)) - H(A(t + y)) ∩ [β^t]^*(t + y) + H(A(t + y)) ∩ [β^t]^*(t + y)$$

$$+ [α(t - s) - α(t - s) - H(A^t(t + y)]$$

$$≤ \sup_{0 ≤ s ≤ t} [H(A(s, t)) - α(t - s)$$

$$+ H(A(t + y)) ∩ [β^t]^*(t + y) - H(A^t(t + y))$$

$$+ [α(t - s) - [β^t]^*(t - s + y)]$$

$$0 ≤ s ≤ t + y$$
By replacing \( y \) with \( h(\alpha + x, [\beta]^x) \) in above, where \( h(\alpha + x, [\beta]^x) = \sup_{0 < s \leq t} \{ \inf \{ \tau \geq 0 : \alpha(s + x) \leq [\beta]^x(s + \tau) \} \} \) is the maximum horizontal distance between functions \( \alpha(t + x) \) and \( [\beta]^x(t) \), which implies \( \alpha(t + x) \leq [\beta]^x(t + h(\alpha + x, [\beta]^x)) \), we obtain
\[
H(A(t)) - H(A^*(t + h(\alpha + x, [\beta]^x))) \\
\leq \sup_{0 \leq s \leq t} \{ \inf \{ \tau \geq 0 : \alpha(s + x) \leq [\beta]^x(s + \tau) \} \} \\
+ H(A(t + h(\alpha + x, [\beta]^x))) \cap [\beta]^x(t + h(\alpha + x, [\beta]^x)) \\
- H(A^*(t + h(\alpha + x, [\beta]^x))) - x \\
\leq \sup_{0 \leq s \leq t} \{ \inf \{ \tau \geq 0 : \alpha(s + x) \leq [\beta]^x(s + \tau) \} \} \\
+ \sup_{0 \leq s \leq t} \{ \inf \{ \tau \geq 0 : \alpha(s + x) \leq [\beta]^x(s + \tau) \} \} \\
- H(A^*(s + h(\alpha + x, [\beta]^x))) - x
\]
Based on the above inequality, the definition of information stochastic arrival curve, the definition of information stochastic service curve, and Lemma 1 we have \( \text{Prob}(D(t)) > h(\alpha + x, [\beta]^x) \leq f \otimes g(x) \).

3) For the information backlog within delay bound \( \tau \leq (D(t)) \), using the same derivation as in (2), we have
\[
\hat{B}(t, \tau) = H(A(t)) - H(A^*(t + \tau)) \\
\leq \sup_{0 \leq s \leq t} \{ \inf \{ \tau \geq 0 : \alpha(s + x) \leq [\beta]^x(s + \tau) \} \} \\
- H(A^*(s + h(\alpha + x, [\beta]^x))) - x
\]

The result is proved with the above inequality, the definition of information stochastic arrival curve, the definition of information stochastic service curve, and Lemma 3.

**Proof of Theorem 5 (Service reduction with impairment).** We could treat the system as if it provides service to the “aggregate” of two flows: the input \( A(t) \) and the impairment \( \tilde{I}(t) \). Denote the “aggregate” as \( \hat{A}(t) \). There holds \( H(\hat{A}(t)) = H(A(t)) + H(\tilde{I}(t)) \) and \( H(A^*(t)) = H(A^*(t)) + H(\tilde{I}^*(t)) \), where \( A^*(t) \), \( \tilde{I}^*(t) \), and \( A^*(t) \), \( \tilde{I}^*(t) \) are the outputs of \( \hat{A}(t) \), \( A(t) \), and \( \tilde{I}(t) \), respectively. We have for any \( s, x \geq 0 \),
\[
H(A(s)) \cap [\beta - \alpha]^x(s) - H(A^*(s)) \\
\leq \inf_{0 \leq u \leq s} \{ H(\hat{A}(u)) - H(\tilde{I}(u)) + [\beta]^x(s - u) - \alpha(s - u) \} \\
- H(A^*(s)) + H(\tilde{I}^*(s)) \\
\leq [H(\hat{A}(s)) \cap [\beta]^x(s) - H(A^*(s))] - \inf_{0 \leq u \leq s} \{ H(\tilde{I}(u)) + \alpha(s - u) \} \\
+ H(\tilde{I}^*(s)) \\
\leq [H(\hat{A}(s)) \cap [\beta]^x(s) - H(A^*(s))] - \inf_{0 \leq u \leq s} \{ H(\tilde{I}(u)) + \alpha(s - u) \} \\
+ H(\tilde{I}(s)) \\
= [H(\hat{A}(s)) \cap [\beta]^x(s) - H(A^*(s))] + \sup_{0 \leq s \leq t} \{ H(\tilde{I}(u, s)) - \alpha(s - u) \}
\]
We hence have for any \( t \leq 0 \)
\[
\sup_{0 \leq s \leq t} \{ H(\hat{A}(s)) \cap [\beta - \alpha]^x(s) - H(A^*(s)) \} \\
\leq \sup_{0 \leq s \leq t} \{ H(\hat{A}(s)) \cap [\beta]^x(s) - \alpha(s - u) \} \\
+ \sup_{0 \leq s \leq t} \{ H(\tilde{I}(u, s)) - \alpha(s - u) \}
\]
The theorem is proved because the system provides \( A(t) \) with service \( \lambda_1, s < 0 \), \( \beta > \) and the impairment process \( \tilde{I} \) follows \( \lambda_2, s = 0 \).

**Proof of Theorem 6 (Parallel servers).** We only prove the case of two parallel nodes, because the result can be easily extended to the case of \( N \) parallel nodes. Because sub-flows are information exclusive, we have \( H(A(t)) = H(A_1(t) + H(A_2(t)) \).

Let \( \beta(t) = \beta_1(t) + \beta_2(t) \). Because the weight assigned to sub-flow \( A_i \) in the weighted information splitter is \( \beta_i \), for any \( s > 0 \),
\[
H(A_1(s)) = \beta_1(s) \equiv \lambda_1(s), \quad H(A_2(s)) = \beta_2(s) \equiv \lambda_2(s), \quad \lambda_1(s) + \lambda_2(s) = 1.
\]
Therefore, for any \( s \geq 0 \), we have: (Due to space limitation, in the following derivation, we simply use \( \beta, \beta_1, \beta_2 \) to respectively represent \( [\beta]^x, [\beta_1]^x \) and \( [\beta_2]^x \)).
\[
H(A(s)) \otimes \beta(s) - H(A^*(s)) = H(A_1(s)) \otimes \beta_1(s) - H(A_1^*(s)) + H(A_2(s)) \otimes \beta_2(s) - H(A_2^*(s))
\]

Looking at the first three items, we have
\[
H(A_1(s)) \otimes \beta(s) - H(A_1(s)) \otimes [\beta_1(s)] - H(A_2(s)) \otimes [\beta_2(s)] = \lambda_1(s)H(A_1(s)) + \lambda_2(s)H(A_2(s)) + \lambda_2(s)H(A_2(s)) - H(A_2(s))
\]
Assume that \( \inf_{0 \leq u \leq s} \{ \lambda_1(u)H(A_1(u)) + \lambda_2(u, s)H(A_2(u)) \leq [\lambda_1(s)H(A_1(s)) + \lambda_2(s)H(A_2(s)) \leq [\lambda_1(s)H(A_1(s)) + \lambda_2(s)H(A_2(s)) - H(A_1(s)) \}
\]
We thus obtain, for any \( s, x \geq 0 \),
\[
H(A(s)) \cap [\beta - \alpha]^x(s) - H(A^*(s)) \\
\leq H(A_1(s)) + \beta(s - u_1) - [\lambda_1(s)H(A_1(s)) + \lambda_2(s)H(A_2(s)) - H(A_1(s)) \}
\]
We thus obtain, for any \( s, x \geq 0 \),
\[
H(A(s)) \cap [\beta - \alpha]^x(s) - H(A^*(s)) \\
\leq H(A_1(s)) + \beta(s - u_1) - [\lambda_1(s)H(A_1(s)) + \lambda_2(s)H(A_2(s)) - H(A_1(s)) \}
\]
We thus obtain, for any \( s, x \geq 0 \),
\[
H(A(s)) \cap [\beta - \alpha]^x(s) - H(A^*(s)) \\
\leq H(A_1(s)) + \beta(s - u_1) - [\lambda_1(s)H(A_1(s)) + \lambda_2(s)H(A_2(s)) - H(A_1(s)) \}
\]
Therefore, Equation 27 is no longer than 0 in any case. For all \( s, x \geq 0 \), Equation 27 thus becomes:
\[
\sup_{0 \leq s \leq t} \{ H(\hat{A}(s)) \cap [\beta_1^x(s)] - H(A^*(s)) \} \\
\leq \sup_{0 \leq s \leq t} \{ H(A_1(s)) \cap [\beta_1^x(s)] - H(A_1^*(s)) \} + \sup_{0 \leq s \leq t} \{ H(A_2(s)) \cap [\beta_2^x(s)] - H(A_2^*(s)) \}
\]
The theorem is hence proved with the above inequality, the definition of information stochastic service curve, and Lemma 6.

**Proof of Theorem 7.** We have
\[
H(A(t)) = H(\Delta_1(t)) + H(\Delta_2(t) - I(\Delta_1(t); \Delta_2(t))
\]
and
\[
H(A^*(t + \tau)) = H(\Delta_1^*(t + \tau)) + H(\Delta_2^*(t + \tau)) - I(\Delta_1(t); \Delta_2(t));
\]
The theorem is obvious because \( H(A(t)) = H(A^*(t + \tau)), H(\Delta_1^*(t + \tau)) = H(\Delta_1(t)), \) and \( H(\Delta_2^*(t + \tau)) = H(\Delta_2(t)) \).